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Abstract 
The main work of this thesis can be summarised as: 
• An implementation of canonical quantisation to the covariant and gauge-invariant 
approach to cosmological perturbations. Standard results are reproduced. We discuss the 
advantages of this formalism over non-covariant and non gauge-invariant formalisms . 
• A characterisation of linear gravitational waves in a covariant way is achieved. The 
evolution equations for the electric and magnetic parts of the Weyl tensor are shown to be 
of different order. In particular, the electric part appears to have a third order evolution 
equation, while the magnetic part has a second order evolution equation. 
• It is shown that the "silent" nature of the evolution equations for for irrotational dust 
can be extended to the case of vortical dust. This may be relevant for the endpoints of 
gravitational collapse since the vorticity begins to grow as soon as density contrast becomes 
non-linear, as is the case in galaxies, showing that the irrotational silent universes are 
unstable. The main problem in accepting such vortical silent universes lies in proving 
integrability of the equations which has not been achieved so far, even in the irrotational 
case. 
• A review of issues in the Cosmic Microwave Background (CMB) is given, focussing 
particularly on points such as ergodicity, decaying modes, foreground contamination, re-
combination, spectral distortions and polarisation of the CMB. 
• A review of methods in gravitational lensing is presented, together with a hierarchy of 
distance measures in cosmology, forming an introduction to the following two chapters. 
• A common belief that photon conservation implies that the all-sky averaged area 
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distance in inhomogeneous universes must be that of the background, matter-averaged 
Robertson-Walker area distance is dis proven. This means that there will in general be 
gravitational lensing effects even on large angular scales. 
• The realistic situation in which gravitational lensing leads to caustic formation is dis-
cussed. It is claimed that this invalidates many accepted beliefs concerning high-redshift 
observations in inhomogeneous universes. One application of importance is the CMB . Pos-
sible implications are discussed . 
• Random Gaussian fields are ubiquitous in modern statistical physics, and particu-
larly important in CMB studies. Here we give accurate analytical functions approximating 
J e-x2 dx, the simplest of which is just the kink soliton. 
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INTRODUCTION 
This thesis is a distillation of some of the many interesting projects that I have worked on 
since my undergraduate days, and presents a hopefully coherent tour of two major themes 
in modern observational cosmology: the quest for covariant guage-invariant perturbation 
formalisms and the self-consistent study of the Cosmic Microwave Background (CMB) in-
cluding the effects of gravitational lensing. 
llight from the outset I must apologize to the reader who may be unfamiliar with certain 
of the topics of the thesis and may not find a satisfactory introduction in the relevant 
chapters. I have assumed at least a vague familiarity with all the topics covered in the thesis, 
together with standard big-bang cosmology. To have included thorough introductions to all 
the chapters would have been verbose, as this has been done much more elegantly elsewhere, 
and would have turned this work into a threat to the trees everywhere. 
The thesis is split into two parts, and is essentially chronological as far as the universe's 
history is concerned. Cosmology has long struggled to implement the covariance explicit 
in General Relativity. This is still a problem for cosmology, not only in achieving this 
goal, but also determining even if this is the right approach to take. However it is a good 
approach in general and this is the setting for the first part of the thesis. The reader is 
assumed to be familiar with the basic aspects of the covariant approach, as discussed in, 
e.g. Ellis (1971) [8). The thesis starts with a quantisation of the covariant approach to 
quantum perturbations, which is still a very new field. It then moves on to the related field 
of covariant characterisation of linear gravitational waves and then to covariant descriptions 
of the nonlinear epoch of structure formation, silent universes and the question surrounding 
the importance of vorticity on cosmological scales and the conjecture whether the silent 
universe formalism can support vorticity. 
The next major theme is the cosmic microwave background (CMB). A review of the 
CMB on all scales is given in chapter 4. This serves as a basis for the following chapters 
on gravitational lensing in a cosmological context. The main aims are to prove a theo-
rem, regarding the nature of the all-sky averaged area-distance in inhomogeneous universes . 
Secondly, I explore some of the implications of gravitatonallensing for the CMB, partic-
ularly at small scales when caustics are taken into account. This will hopefully provide 
a theoretical basis for the great mass of future experimental work to be conducted in the 
small-scale regions of the CMB sky & which potentially offer the chance to resolve many of 
the fundmental questions surrounding structure formation. 
The final chapter is a digression to numerical analysis inspired by issues in random 
Gaussian fields. An approximation to J e-x2 dx is given in terms of the kink soliton and a 
generalised Maxwell-distribution, which is accurate to less than 0.2%. 
All chapters of the thesis are either partially or completely original work, apart from 
the reviews of the CMB and gravitational lensing in chapters 4 and 5. The work presented 
in chapters 1, 2, 6 and 7 was done in collaboration with various authors; namely Victor 
Villalba, Peter Dunsby, George Ellis, Nazeem Mustapha and Charles Hellaby. The work 
presented in chapter 8 is my own. 
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Conventions 
The pure Einstein Field equations are assumed to hold: 
1 
Rp.v- 2,Rgp.v = K-Tp.v 
everywhere. Spacetime always has four dimensions. All indices, whether Greek or Latin 
run from 1 to 4, except in chapter 3 where tetrad indices may only be spatial. The source 
terms for the field equations are perfect fluids except in special cases where the form of the 
imperfection is made explicit. 
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"Come forth into the light of things 
Let Nature be your teacher" 
W. Wordsworth 
The search for quantum gravity is perhaps the holy grail of modern theoretical cosmology, 
promising to reveal the secrets of the very origin of our universe. A summary of present ap-
proaches to this problem, which include string theory, the superspace formulation, Ashtekar 
and loop variables (5], gravity via random surfaces and so on, is not our aim in this chapter. 
Rather we wish to discuss a later time in the universe's history, when a plausible assumption 
is that General Relativity is an accurate low-energy limit of some more fundamental theory 
of spacetime, in which unification of gravity with the other forces may or may not occur. 
At times after the Planck era, gravity is split from the other forces even if it were unified at 
higher temperatures . In particular it is reasonable to assume that spacetime is well described 
after the Planck time by a manifold structure with a constant topology. This is the epoch 
of interest in this chapter, the arena where grand unification, baryogenesis and inflation 
are proposed to take place. The idea that scalar fields were important during this period 
is one of the fundamental ideas in modern particle physics and early universe cosmology. 
Inflation and the formation of topological defects via spontaneous symmetry breaking and 
the Kibble mechanism, offer at present the two most promising mechanisms for generating 
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the primordial fluctuations that lead to the temperature anisotropies recently detected in 
the cosmic microwave background (CMB) by the COBE DMR instrument. On a related but 
separate tack, the study of initial conditions for the semi-classical regime are determined 
at the exit of the quantum gravity phase. The Hawking no-boundary proposal [11] and 
the tunneling boundary condition are two approaches to this problem. Inflation does not 
usually consider this prob-lem, the usual arguments starting only after the Planckian epoch 
with the assumption of a region of sufficient homogeneity [1] which can be described by the 
de Sitter geometry. The classic paper by Halliwell and Hawking (12] attempts to justify 
the assumption of homogeneity by using the no-boundary proposal to show that the scalar, 
vector and tensor modes all start in their homogeneous ground states. This has however run 
into problems since the fundamental requirement that the no- boundary condition actually 
leads to an inflationary phase, is strongly disputed . 
In the end however, semi-classical approaches can only be justified by looking back from 
a full theory of quantum gravity. Because of the complexity of the problem, studies of the 
semi-classical regime often focus on different aspects of the problem: either the cosmological 
side or the quantum field theory side. The first concerns itself with questions of gauge-
invariance of perturbations, explicit evolution of the universe and so on, and often uses 
simple approaches to the quantum field theory involved, neglecting nonlinearity or coupling 
between fields . The second is more concerned with rigorous analysis of the field theory 
aspects, including notions of decoherence, noise and the quantum-classical transition. To 
achieve this the cosmological implications are often neglected, e.g. by using static Minkowski 
spacetime at zero temperature as background, ignoring the tensor perturbations generated 
as backreaction on the metric or completely ignoring the gauge problem associated with 
perturbations in General Relativity. Nevertheless, both approaches are necessary if progress 
is to be made, so long as the shortcomings of each is recognised . The present work lies in 
the first category, its focus being the study of a formalism which is both gauge-invariant 
(GI) and covariant, as opposed to other formalisms which are only gauge- invariant and not 
covariant or neither. 
There are a number of alternatives in the study of quantum modifications of classical 
behaviour valid under certain assumptions: firstly, minisuperspace models (12] coming from 
the Wheeler - de Witt equation after freezing out all but two degrees of freedom, and 
secondly methods based on non-equilibrium field theory, which proceed by defining an order 
parameter which describes the "coarse grained" evolution of the expectation value of the 
field. This yields dissipative dynamics from a time-reversible theory. In this case, the 
infinite degrees of freedom of the field (representing a closed system) are reduced to a few 
by tracing out the unimportant modes which converts the system into an open one. In this 
approach (22], the fluctuations in the field are integrated out to get the non-equilibrium 
effective action. 
However, there is another very popular approach to the problem, which can be re-
lated formally to the above method: namely that of splitting the field into a homogeneous 
background (which is treated classically) and an inhomogeneous, anisotropic perturbation, 
which is then quantised. Unlike in the previous case, it is the perturbations that are of 
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prime importance in this method. 
Different formulations have been attempted in this approach [16, 40, 75], but such formu-
lations invariably suffer from one or more drawbacks related to gauge-invariance, physical 
interpretation or simply the complexity of the calculations that must be performed in re-
alistic cases. In this chapter we consider the quantisation of cosmological perturbations 
based on the gauge-invariant and covariant (GIC) formalism [19, 35] developed for classical 
cosmological perturbations. 
Put in a crude way, the aims of this work are to establish a quantisation procedure 
for the covariant approach based on the canonical quantisation picture. We then aim to 
compare the results with previous methods in the hope that the advantages of the covariant 
approach will allow discussion of more difficult problems related to multi-fields, nonlinearity 
and the validity of semi-classical cosmological perturbations in general. As a test case we 
apply our approach here to a single scalar field. 
I would like to thank Victor Villalba with whom the research work in this chapter was 
undertaken. 
1.2 Quantum field theory in expanding and curved space-
times 
In this section we give a brief, mainly qualitative overview of quantum field theory in 
curved spacetimes. Many excellent reviews are available which make different demands 
on the background of the reader. Some of the better ones are by Birrel & Davies [30], 
Brandenberger (2] and Ford (3]. 
The transition from flat, Minkowski space to a curved background makes the study of 
second quantisation more interesting. This is essentially due to the equivalence principle 
and the lack of a privileged observer in General Relativity. 
1.2.1 Axiomatic steps to quantisation 
There are four steps needed in general to construct a quantum field theory: 
• The Lagrangian, Hamiltonian or equation of motion of the classical field. 
• A quantisation procedure - canonical or path integral quantisation for example. 
• A complete Characterisation of the quantum states. 
• Physical interpretation of the states and of observables. 
Now in Minkowski spacetime, Lorentz invariance is used at each step. It is used to 
construct a unique vacuum for example, while in curved or expanding spacetimes we cannot 
fall back on it as a guide, as mentioned before. However it is possible to pursue formally the 
first two steps in arbitrary spacetimes without much problem. The real issues of difference 
arise in considering the last two steps. In a curved spacetime there is no unique vacuum, 
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for example, which physically results in particle production. Another way of stating this is 
that one cannot make a unique decomposition into positive and negative frequency modes. 
As a result step four becomes very difficult. 
1.2.2 The effective potential 
The effective potential is a ubiquitous feature of modern field theory. Here we will concen-
trate on the physical interpretation of the effective potential rather than on techniques for 
the summing of loop diagrams to calculate it. For this see [2]. 
The first major benefit ofthe effective potential, denoted Veff( 4> ), is that it is the potential 
energy in quantum field theory - more precisely, Veff('¢) is the minimum of the energy 
density expectation value in the class of all normalised states Ia > satisfying the condition 
< al<f>la >= '¢. In other words, 
(1.1) 
where H is the Hamiltonian density matrix for the field. 
The name "effective potential" is demonstrative of the fact that other fields can con-
tribute to the dynamics and potential energy of the system in question. In particular the 
temperature (assuming local thermodynamic equilibrium holds) can contribute to the effec-
tive potential and indeed this is just the standard view of the way to spontaneous symmetry 
breaking. 
When we discuss the quantisation of a scalar field later in this chapter we will write 
V( 4> )? but are talking of the effective potential of the field. 
1.2.3 Finite temperature quantum field theory 
Because we are interested in quantisation of a field in the early universe, the assumption 
that scatterings occur in vacuum, while valid in particle accelerators, is completely invalid 
here. The standard resolution to this problem is finite temperature field theory which 
copies thermodynamics in suggesting that scatterings in the early universe take place on 
a background treated as a thermal bath at temperature T . This thermal bath replaces 
the vacuum and we replace all our T = 0 operators, such as our Green's functions, with 
their finite temperature equivalents. Note that in gauge theories, the finite-temperature 
formalism is not gauge-invariant [4]. 
At finite temperature our operators gain factors such as '£e-f3H and Tre-f3H, where {3 
is the standard inverse temperature parameter, and TrM denotes the trace over the matrix 
M . Now it turns out [2] that the only difference between finite temperature (fiat space) field 
theory and the zero~temperature equivalent is a difference in the boundary conditions on 
the set of paths on which the measure for the functional integrals has its support. However, 
this change in boundary conditions is dramatic. Once we Wick rotate to Euclidean space 
the finite temperature Green's functions become periodic or anti-periodic (for bosonic and 
fermionic fields respectively) in Euclidean time with period {3. This periodiCity disappears 
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when we take the zero temperature, {3 -+ oo, limit. This implies that only paths in the func-
tional integral which have the same periodicity as the field under consideration, contribute. 
Further, the periodicity implies that the momentum is discrete in the iko direction, taking 
values -if3wn = 21rn for Bose field and -f3wn = (2n + l)1r for Fermi fields. 
All of this implies a change to the Feynman rules where the loop integrals and vertex 8 
functions pick up factors of -i{3 and are reduced from four dimensions to three dimensions 
summed over all (discrete) momentum values, n. The zero and finite temperature Feynman 
rules are given below ( 8(m} represents the m-dimensional Dirac delta). 
Zero Temperature 
loop integral 
vertex 8 function 
Symmetry breaking through finite temperature effects 
Consider a scalar field in a thermal bath. Its effective potential (at one loop) is the same 
as the zero-temperature case but with the addition of an extra term which is a weighted 
integral over e-f3Ek. What this does in the high- temperature limit is to introduce a T 2?J
2 
term - which is effectively a (temperature dependent) mass term ! What this implies is 
that at very high temperature, T ~ Tc, where Tc is the critical temperature at which the 
minima of Veff(?J) become degenerate, Ve:tr(?J) has only a global minimum at 1> = 0 due to 
the dominance of the T 2?>2 term. However, once T < Tc the minimum at ?J = 0 is no longer 
absolute (the global minimum now being at ?J =a> 0) but rather represents a metastable 
false vacuum (see figure 1.3.2). 
What is the value of this critical temperature Tc ? It depends of course on which potential 
one chooses 1 but since the only mass scale in the problem is a, Tc is generically of the same 
order of magnitude as a and Tc ex: a. 
This symmetry breaking is a vital feature of modern field theory. It appears in the 
Weinberg-Salam Electroweak theory of SU(2) X U(l), in many grand unified theories, and 
in cosmology, where it leads (when causality is imposed) to the production of topological 
defects via the Kibble mechanism. Further t'Hooft has shown that any theory which ex-
hibits spontaneous symmetry breaking is renormalisable, a very desirable feature . A natural 
1The "pick a potential - any potential" freedom is one of the weaknesses of inflation. 
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extension of this brief review would be to consider the decay of the metastable (false) vac-
uum occurring from symmetry breaking. However, for cosmological interests this leads us 
into the details of the old and new inflationary paradigms which we want to avoid as it is 
not relevant to the general issues we want to discuss. Hence we will move straight on to the 
production of particles in expanding curved spacetimes. 
1.2.4 Particle production from the vacuum and Hawking radiation 
We have already hinted at the major effect of moving to an expanding or curved spacetime 
- the effect of particle production. The crucial thing is that spacetime is no longer globally 
invariant under the Lorentz group because of covariance: there cannot be any mathematically 
preferred frame in GR 2 and this has dramatic consequences. It is this which stops us from 
splitting uniquely into positive and negative frequency modes, except in asymptotically flat 
regions or static universes [2]. In this case there exists a timelike Killing vector and the 
parameter t along this vector field can be used to define the required frequency dependence 
of the modes in an invariant way. 
However in general two observers will do the space-time splitting in a different way. 
Hence their decomposition of any quantum fields into positive and frequency modes will be 
different. To quantify this, consider a scalar field ¢(x, t). Observer 1 uses a set of coordinates 
01, defines creation and annihilation operators a, at with respect to 0 1 and finds: 
cp(x, t) = _L)akfk(x, t) + a!JZ(x, t)] (1.2) 
k 
A second observer with coordinate system 0 2 defines creation and annihilation operators 
bz, bj and decomposes the field as: 
cp(x', t') = _2)blgl(x', t') + b)gi(x' , t')] 
e 
(1.3) 
Now in the most general case we must be able to write the positive frequency modes of 02 
as a linear combination of the modes of 0 1 : 
91 = I) a1k!k + f3lkfk) (1.4) 
k 
with the CX/k, f3tk known as Bogoliubov coefficients. Now the point of doing this two-observer 
decomposition is that if any of the f3 zk are non-zero, then there is mixing between the positive 
and negative frequency modes and observer 2 will see a non-zero number of particles in the 
vacuum defined by observer 1. The expectation value for this number is: 
(OINkiO) = _E lf3kl l2 (1.5) 
I 
where IO) denotes the vacuum w.r.t. observer 1, and Nk = bkbk is the number operator for 
mode k of observer 2. 
2 ln cosmology one can use the CMB to define a preferred frame, but it is not a preferred frame of the 
underlying theory. 
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In the case of Hawking radiation around a black hole we have [2] : 
(OINkiO) = ( exp(;; - 1)) -1 (1.6) 
which is a blackbody spectrum at the Hawking temperature TH = H /27r, where H is the 
Hubble constant . 
1.2 .5 Production of perturbations in inflation 
In the case of an expanding universe, such as the de Sitter background of inflation, where 
the Hubble constant truly is a constant and the scale factor increases as eHt, we can use 
these results on Hawking radiation because of the equivalence principle. The equivalence 
principle says that effects that occur because of gravitational fields should also occur for 
accelerating observers . This is seen directly as Unruh radiation for uniformly accelerating 
observers in the Rindler spacetime for example. 
In the de Sitter case, one can follow the steps outlined above and calculate the Bogoli-
ubov coefficients . In addition it can be verified that to first order in H - 1 the radiation is 
thermal [2], with an effective temperature TH = H /27r . It is this thermal flux of "particles" 
that is the way inflation produces a spectrum of energy density perturbations . Since H is 
constant in the pure de Sitter phase, the amplitude of perturbations, which is fixed as their 
scale crosses that of the Hubble radius (not the horizon as is often said), is (almost) inde-
pendent of wavelength in this case because of the almost constancy of the Hubble constant 
in inflationary models. In classical de Sitter spacetime the Hubble constant is truly con-
stant . However, the draining backreaction ofthe Hawking radiation at one loop level causes 
a variation in H even in this case which lightly breaks the scale-free nature of the spectrum. 
However, it is this fact that gives rise to the famous Harrison-Zel'dovich scale-invariant 
spectrum of perturbations: 
(1.7) 
This has been validated to some extent by analysis of the COBE data which finds n ~ 1.1±.3 
is the most favoured value, once averaged over all the different approaches to obtaining the 
spectral index n . 
One point to make is that Hawking radiation comes from vacuum fluctuations in a non-
trivial background geometry with a horizon. There is another effect which may also have 
been very important: production of particles by polarisation of the vacuum by strong and 
rapidly changing gravitational fields . This is analogous to squeezed-state production of par-
ticles in an external electromagnetic field. This was investigated thoroughly after Misner's 
chaotic cosmology program was introduced, the idea being that anisotropy of the gravi-
tational field was the source of particle production which thereby reduced the anisotropy 
of spacetime, an effect it was hoped could explain the observed isotropy of the universe. 
This effect can be thought of as introducing a non-zer? vacuum expectation value for the 
stress-energy tensor, an effect that has been modeled extensively in classical cosmology by 
adding a bulk-viscous term to the stress-energy tensor. 
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This method of producing particles has been thoroughly studied by Grischuk in recent 
years [40], who has shown that a significant spectrum of perturbations can be achieved 
if there is a sudden transition from a de Sitter to FLRW phase. However, it should be 
emphasised that at present the distinctions between Hawking radiation and Squeezed state 
production are not clear, with the strong possibility that they are different facets of the 
same phenomenon. If they are different, then the biggest problem for the squeezed state 
process is to produce a nearly scale-free spectrum over a large number of decades in scale. 
1.3 Overview of the gauge, background splitting and covari-
ance problems 
We now move on to motivations for the original work to be presented in this chapter. 
1.3.1 The gauge problem 
The gauge problem in cosmology is well known, but fairly subtle. It can be viewed either 
from a passive or an active point of view. In the active view [19) the gauge is viewed as 
a mapping (identification) of worldlines and spatial sections from the background into the 
real, inhomogeneous geometry. By changing the mapping between the two geometries, the 
perturbation changes (see figure 1). For example, if we identify surfaces of constant density 
in the background with surfaces of constant density in the real spacetime, then the energy 
density perturbation: bf.L = f.L- JI = 0 vanishes. Thus by changing the gauge, an unphysical 
operation, we may make the density perturbation appear to disappear. The passive view 
of the gauge-problem is to view it as a coordinate problem: by changing the coordinates 
one is using infinitesimally, the values of tensor fields on spacetime change. The standard 
lore is that the gauge issue is only important on superhorizon scales, since on these scales 
it is not possible to correlate observational quantities via causal processes . Conversely, on 
sub-horizon scales the gauge problem is usually ignored. In practise this is correct since 
the coordinates used are smooth. However, in principle one could make a large (i.e. not 
infinitesimal) change to coordinates which vary extremely rapidly so that observational 
quantities would depend crucially on the gauge even on sub-horizon scales. 
By considering general infinitesimal coordinate transformations one may construct linear 
combinations of tensors which are invariant under the group of such transformations. This 
is the approach pioneered by Bardeen (1980) [15) and summarised and extended in [16). 
In practice, most calculations are done in a specific gauge (such as the longitudinal gauge) 
to simplify the calculations, thus losing covariance. In addition, the Bardeen variables 
are only gauge-invariant at first order. The only alternative prior to this was to use gauge-
dependent variables but to specify all the gauge-freedom (and hence eliminate gauge-modes) 
by choosing a particular gauge. This has the advantage that one can allow the "physics to 
choose the gauge" and simplifies the calculations, but makes the comparison between work 
in different gauges extremely difficult . The other approach is to use the lemma (see e.g . 
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[18]) that any tensorial object which vanishes in the set of background geometries under 
consideration (usually the FLRW geometries), will be a GI variable in the real spacetime. 
This approach can be used on any space with some symmetry and is not explicitly linear. 
Examples of GI variables using the FLRW models as backgrounds are: the shear O"ab, the 
vorticity, Wab, the electric, Eab, and magnetic Hab, parts of the Weyl tensor [34] and the set 
of covariant GI perturbation variables developed since 1989 that are the basic variables for 
this chapter [19] and the accompanying paper [6]. 
1.3.2 The background splitting problem 
The usual approach to semi-classical perturbations is to consider a gauge-dependent pertur-
bation of the field, if>(x, t): 
if>(x, t) = if>o(t) + 81/>(x, t) (1.8) 
Apart from being gauge-dependent, this method of splitting quantum fields into a homo-
geneous background and a small perturbation, which is then quantised, is fraught with 
technical problems, as discussed in detail by Guth and Pi (1985) [21] and [22]. Since studies 
of inflationary perturbations have mainly been studies in this framework, these problems 
are naturally inherited by inflation. Here we give a brief review of these problems: 
(1) Inflation relies on the slow roll picture in which the scalar field "rolls" down a gentle 
gradient potential, thus allowing sufficient inflation. However, at early times when the 
temperatures are very high, the statement ~ ~ 0 cannot be true. This is because the 
fluctuations in the field will be very large. The only constraint that one can impose is that 
the spatial or time averages of the field are nearly zero. As cooling occurs it is likely that 
the large fluctuations will cause the field locally to find the global minima very quickly 
(see figure 2), thus avoiding the slow roll regime and violating the crucial constraint that 
(''V if> )2 ~ V( if>), even though suitable averages of the field might evolve slowly. In fact, this 
is the basis of Linde's chaotic universe idea [1]. He realised that although the mean field may 
drop below the threshold required for inflation, there will always be spatial regions where 
the quantum fluctuations are large enough to begin inflation of that region again. This 
stochastic process then continues for ever, leading to Linde's proposed fractal structure for 
the universe. 
(2) In pure de Sitter space, how does the background field know how to choose a four 
velocity, since de Sitter space has no preferred frame of reference since it is maximally 
symmetric. Further, static de Sitter space has an Euler-characteristic of 2 while FLRW 
solutions have an Euler-characteristic of 0. Since this is a topological invariant, it is not 
obvious that there is a smooth evolution from one to the other at reheating. The first 
problem can be overcome by including perturbations since this allows one to define a four 
velocity as is done in this chapter, proportional to the gradient field of the scalar field ¢. 
(3) It has been shown that the function if>0 (t) begins in a thermal ensemble with an exact 
symmetry if>= -4> [21]. Thus the expectation value of the field, (¢),is alwa:ys zero. Thus 
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the physical meaning of the background ¢0 is obscure. 
( 4) The standard finite- temperature field theory is not sufficient to describe the slow roll 
in inflation shown in fig.(l.3.2). Full non-equilibrium quantum field theory is required to 
describe the mean behaviour of the field [22] in many cases. The approach of background 
splitting was found to be reasonable by Guth and Pi [21] in practice, and can be translated 
as the fact that the quantum fluctuations of the full quantised field is roughly the mean 
behaviour of the perturbations when treated as a field of their own and quantised. However, 
this picture can fail dramatically in some cases [22]. This is because dissipation is non-
Markovian and because the standard effective-potential formalism assumes at least local 
equilibrium, which is needed to define a temperature . Since this is not true in the phase 
transitions fundamental to the inflationary picture and modern particle physics, the results 
gathered using it must be treated with care. 
(5) Another highly non-trivial issue is the quantum-to-classical transition of the infla-
tionary perturbations. One method to affect this, due to Hu et al [23], is to split the field 
into a homogeneous component (the order parameter) and a high-frequency noise. The 
order-parameter is defined as a suitable volume integral of the field, while the noise acts 
to convert the closed system into an open one, causing decoherence and classical energy 
density perturbations to appear. While this is well-defined in studies of condensed matter 
systems, the plausibility of marrying this method with the requirements of gauge-invariance 
is far from obvious and as yet untouched. Since the order-parameter is defined as a field 
average we are faced with the same dilemma as occurs in classical cosmology: the need for 
a covariant and gauge-invariant averaging procedure. 
1.3.3 The covariance problem 
The covariance problem is simply that ideally we would like to do all our calculations in an 
explicitly covariant way. Specifying gauge-freedoms, or even using the GI Bardeen approach 
does not allow us to do this. The use of potentials, as in the Bardeen approach in particular, 
is nonlocal in the sense that changing boundary conditions outside our past null cone leads 
to changes to the GI metric potentials inside the past null cone. 
Further, the ability to use any coordinate system to calculate details of the theory is 
highly desirable. 
Finally, there may be a deeper reason for requiring covariance. Since Hawking radiation 
and the lack of a physically invariant vacuum is essentially a result of the covariance of full 
General Relativity, a covariant perturbation formalism should, at the very least, give rise 
to clarifications of results obtained in non-covariant approaches. 
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1.4 The covariant approach to cosmology 
The covariant approach relies on a choice of observer fluid four-velocity, Ua· By splitting 
the covariant derivative as [8]: 
Ua;b = CTab + Wab- UaUb + ~0hab (1.9) 
where hab = 9ab + UaUb is the projection tensor and hence the metric in the spacelike 
hypersurfaces orthogonal to Ua (wa = 0). In this equation, CTab represents the volume 
preserving shear, Wab the vorticity and 0 = u~a is the expansion of the flow . One may define 
a scale factor, S, (which coincides with the FLRW one in that case) via: 
(1.10) 
Using the conservation equations yab;a = 0 projected parallel and orthogonal to the fluid 
flow, one obtains the fully nonlinear, covariant fluid evolution equations (see Ellis, 1971 [8]) . 
These form the basis of the nonlinear "silent" universe approximation and do not specify 
any background spacetime. The method then proceeds by finding simple, physical, variables 
which are gauge-invariant (GI) to all orders. Exact, covariant evolution equations for them 
are then found from the fluid equations. These equations are completely non-linear and 
are subsequently linearised about given background models, such as the FLRW or Bianchi 
universes. We will contrast the covariant approach with the Bardeen and other non-GI 
formalisms often in this chapter. For a thorough discussion of the covariant approach we 
refer the reader to earlier work aimed at establishing the method [19, 36, 36, 39] and its 
relation to the Bardeen approach and the Newtonian analogue [35, 20]. 
Following the lemma on gauge invariance mentioned before, we see that in FLRW back-
grounds, the following dynamical variables are explicitly GIC since they vanish for FLRW 
models: 
a ab = Wab = (3) '\7 f = 0 (1.11) 
where f is any covariantly defined scalar field on the FLRW background, such as the energy 
density or pressure, and we use the shorthand (3 )Va to denote the full covariant derivative 
projected into the spatial slices via contraction with hab· 
The archetypal scalar density GIC variable in this approach is to., defined by the hierar-
chy: 
s(3) 
Da := - 'VaJ.L 
J.L 
(1.12) 
where J.L is the energy density, S is the scale factor of the universe and (3)'\7 a h~ V c is 
the covariant derivative projected into the spatial hypersurfaces. Da is dimensionless and 
represents the fractional, comoving spatial density gradient of the fluid . Note that both 
Da and to. are GIC in FLRW or Bianchi backgrounds because they vanish there. This is 
true for any type of matter, and hence the quantisation procedure presented here can be 
extended unchanged to different cases of interest . There are two possible choices for the 
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scalar GIC variable describing density fluctuations, t. and 1) = (Da1Ja) 112 • The second is 
a fairly obvious choice, since it measures the magnitude of the comoving spatial density 
gradient, but why use t. ? It has been shown [13] that to first order 
(1.13) 
where the label k denotes the Fourier harmonic component and Em is the GI (at first order) 
Bardeen variable which in the comoving gauge or on small scales, coincides with the usual 
density contrast. More intuitively, t. gives information about fluid dynamics. Since it is a 
divergence, the integral oft. over a sphere of radius R will give the spatial flux of matter into 
or out of the sphere, and tells one about the clustering or the formation of voids, depending 
on the sign of !::.. More particularly, it is closely related to a'Jt = ( ( 8 M / M) 2), the mass 
variance in spheres of radius R, once ensemble averaging has been done. 
1.4.1 Comparison of .6., V and 8 for IRAS galaxy data 
In this section we would like to use the density field derived using the POTENT 3 analysis 
of the IRAS 4 galaxy survey to compare the usual density contrast variable, 8 = 8pf p, which 
is not gauge-invariant, with the corresponding density variables in the GIC approach . 
Although the covariant variables offer significant advantages over traditional ones for 
analytical treatments of e.g. density waves and segregation of multiple fluids, it is not 
obvious what they look like for real data. In figures (1.4,1.5) and (1.6) we plot t., 1J and 
Da projected onto the supergalactic plane, together with the conventional density contrast 
8 in figure 1.4.1. Since they have to be calculated using derivatives, which are very noisy 
numerically, the plots of the covariant variables are not as smooth as that for 8. However 
we can see that t. behaves as expected: t. <X -8. 
Geometric GIC variables 
t. is a useful GIC kinematic variable. A GIC geometric variable is C, giving the deviation 
of the surfaces of constant time from constant curvature manifolds: 
(1.14) 
where for a classical scalar field, (3) R = 2[- ~02 + a 2 + ~~2 + V( ¢ )] is the Ricci curvature 
scalar of the three-spaces orthogonal to ua . It turns out that on super horizon scales in fiat 
models, C is conserved, so that it can be used to match the spectrum of perturbations as is 
3 The POTENT method is based on the fact that if the velocity field is irrotational, it can be derived 
completely from the gravitational potential. Conversely, if one has the peculiar velocity field then one can 
derive the underlying density field. The peculiar velocity field can be derived using e.g. the Faber-Jackson 
or Dn - u relations. 
4 The IRAS data is from a spectroscopic infra-red survey of more than 2500 galaxies of reasonable flux 
(> 1.9Jy) at a wavelength of 60J.Lm. The survey covers more than 88% of the sky and consists almost 
exclusively of spiral galaxies. The use of the infra-red band means that our galaxy presents much less of a 
problem than it is in the visible band, where there is a lot of obscuration. · 
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done in standard inflation. For more details on the physical interpretation of the covariant 
variables see Bruni et al [35]. 
1.4.2 Scalar field and inflat ion 
As we discussed earlier, scalar fields are vital to modern cosmo-particle physics . They are 
also simple to discuss. As a rich illustrative example, we therefore consider a scalar field 
minimally coupled to gravity in an expanding FLRW background. We do not treat the 
conformally coupled or higher order gravity cases here but note that they can be treated 
in a natural way using an imperfect fluid formalism 5 instead of the present perfect fluid 
approach . The Lagrangian density for the problem is : 
1 
£ = -yC9[2Y'a¢Y'a¢+ V(¢)] (1.15) 
with V(<P) the effective potential describing the mass and self-interaction of the field. va is 
the full (unprojected) covariant derivative w.r.t. the metric gJ-Lv· The energy density given 
by J.L ·= !~2 + V(<P) + !(Y'¢)2 By choosing the four velocity proportional to the normals to 
the surfaces { <P = canst.}, ua = -( ~ )-1 V'a¢, the scalar field takes the form of a perfect fluid, 
represented by an equation of state p = ( 'Y - 1 )J.L. Following [13] we define the momentum 
field : 
and from this the dimensionless GIC variable 
;r.. = ~(3)r7 ·'· ':!!a-<P Va'f/ 
(1.16) 
(1.17) 
which is the comoving dimensionless spatial gradient in the field ¢ . Then in this case the 
fundamental density gradient is: 
(1.18) 
The linearised equation of motion for b. in the case of a classical scalar field has been 
previously derived [13], and is: 
L\ + AA- Bb. _(3) V' 2b. = o 
where 5 . 
A= (-- 1)e- 1. 
3 'Y 
B = ( 1 - 1.) [ e 2 ('Y - ~) + 91 K J + e i 2 3 S2 'Y 
where](= ±1, 0 is the FLRW curvature constant, and 
i' 2 8V - = 0('Y- 2)- - -
'Y ?/; 8¢ 






Here prime denotes derivative with respect to ¢ . Next it will be useful to change to conformal 
time, ry. This eliminates the s-2 dependence from the (3)\7 term after Fourier expansion, 
yielding: 
S' 
6." +(As- s)Ll'- s 2B6. + e = o (1.23) 
Finally, we will find it necessary to make a. change of variable to: 
6.(x, t) = X(x, t) exp( -~ j A(0d0 (1.24) 




where 1 denotes derivative with respect to conformal time dry = dt/ S(t) . The reward for 
our pains is that eq. (1.25) is just the mode-expanded Klein-Gordon equation in Minkowski 
space with a time-dependent mass, m 2 (ry), occurring with the opposite sign to the usual 
Klein- Gordon mass term. Further it is qualitatively identical to results previously obtained. 
(see e.g. [16]) and allows quantisation to proceed via the standard free-field formalism. 
1.5 The quantisation procedure 
The traditional approach [16] to studying this problem is to write down the Hilbert action 
for gravity and the action for the source fields of matter, Sm, such as scalar fields or ordinary 
hydrodynamical matter: 
S = J Ryl-9 d4x + Sm ( 1.27) 
where g = det(gJ.Lv)· The metric and scalar field,¢, for example are then perturbed 
911-v = 'TJJ.Lv + fJg11-v , ¢(x, t) = <Po(t) + fJ¢(x, t) (1.28) 
The problem is that these perturbations are not gauge-invariant. However, it is possible to 
expand the total action up to second order and write the results in terms of GI linear combi-
nations of separately gauge-dependent quantities. The action is then varied and the classical 
equation of motion for the GI linear combination derived [16]. This is then postulated to 
be an operator and the quantisation follows as described below. 
In our case, there is no lagrangian or action to start with, simply because there are 
no explicit metric perturbations. The classical equations of motion for the gauge invariant 
variables are derived directly from the field equations in the covariant approach. However, 
since we are considering perturbations of a minimally coupled scalar field, there is a relation 
between 6. and the perturbed field, fJ¢(x, t). It is partly described by 
(1.29) 
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where here V' denotes dV/ d¢. This equation relates the GIC energy density gradient field 
explicitly to gradients in the scalar field perturbation and its time derivative . Thus the quan-
tisation of o¢, as usually explicitly considered, is implicitly involved during the quantisation 
of D. which we consider. 
For brevity, in treating the quantum problem, we consider scalar perturbations related 
to energy density fluctuations. Formally, we make both~' corresponding to the GIC fluctu-
ations in the scalar field energy density, and X, operators: 6. and X. We now proceed with 
the standard quantisation of X via expansion in eigenfunctions, Qk, of the Laplace-Beltrami 
operator \7 2 , on the background spatial geometry. In the case of a fiat background, k = 0, 
(not to be confused with the eigenvalue label k, used hereafter) as usually considered in 
quantum perturbation discussions, Qk(x) = (27r)-312exp(ik·x)- a basis of plane waves . In 
the case of open geometries, the eigenfunctions are complicated hyperbolic functions (17] . 
The operator expansion, over creation and annihilation operators, a!, ak, is then: (30, 16] 
(1.30) 
where dJ = d3 k when J( = 0. We impose the standard commutation relations for bosons: 
(1.31) 
The normalisation condition for eq.(l.30) then gives (30, 31] 
(1.32) 
where TJo is the initial conformal time. The next step is defining positive- and negative-
frequency modes and hence a vacuum state JO) with akJO) = 0 V k. It is here we want 
X to operate: on the Hilbert space, 7-l, of Fock states. To discuss the time evolution of 
the amplitude uk( TJ ), as required to analyse the amplitude, rate and spectrum of particles 
produced from the vacuum, we need to define the vacuum corresponding to the initial and 
final states properly (30]. This has been done in exact de Sitter spacetime (31] and can 
in theory be done in perturbed RW models, although technically difficult. Here we limit 
ourselves to a discussion of the power spectrum and leave this aspect of the problem to 
future work . 
In the spatially fiat case, we derive the equation of motion for. the amplitudes by sub-
stituting this expansion over eigenfunctions into eq.(l.25) and using the result that the 
projected Laplacian, (3)\72 becomes -k2 f S2 • It is given by: 
(1.33) 
To make the discussion above about the vacuum more concrete, we consider the initial con-
ditions for the above equation. The normalisation condition is satisfied by any vacuum with 
uk(TJo) = cok-a , uk(TJo) = ic01ka , constant a, c0 • However for de Sitter spacetime the 
appropriate initial conditions following from eq.s(l.32,1.33) so as to recover the Minkowski 
limit at small scales are uk( TJo) = 7f = uk( TJo) , uk( TJo) = if!. 
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1.6 Comparison with observations - the power spectrum, 
and the Quantum to Classical Transition 
In order to make contact with observations of e.g. the cosmic microwave background (CMB) 
or galaxy statistics we require the power spectrum of the energy density fluctuations implied 
by this work, specialised to a flat geometry. However since we are considering quantum 
perturbations in this work, where we have a superposition of possible states, we must first 
overcome the problem of the decoherence of the quantum states during the quantum to 
classical transition. This process is the one in which physical inhomogeneities are created 
and lead to the temperature anisotropies in the CMB. This is a non-trivial problem [23] and 
is where, the standard formalism has an advantage. In the standard (non - GI) splitting 
of the field into two parts, one transforms the system from a closed one, into an open 
one, where the high-frequency space-dependent component 8¢ acts as a noise term causing 
decoherence of the mean field, leading to the classical transition. 
In the covariant approach we are somewhat removed from the field itself. Ideally we 
would like to understand what role spatial gradients in the field play in causing decoherence. 
This is intimately related to the interpretation of our results here. We have elevated our 
gradient variables to operators, but in what sense are we considering them as small quantum 
fluctuations about a background ? Ours is a more abstract formulation, and hence an 
important way of understanding the nature of this quantisation is to compute the power 
spectrum of quantum fluctuations. 
Alternatively one can use a density matrix formulation of the problem [42]. In this 
framework, the requirement for a quantum system to behave as a classical one is that the 
trajectory converge to a classically allowed one, and that all off-diagonal elements of the 
density matrix tend to zero, implying decoherence. However, a formulation of the covariant 
approach to perturbations in terms of a density matrix has not been done yet. 
Leaving this aside, the power spectrum is simply the Fourier transform of the two-point 
correlation function, or rather, the expectation value of this function. If the fluctuations are 
Gaussian, then these provide a complete description of the statistics of the field 6 
The averaged two-point correlation function is defined by the expectation value [16]: 
~tS.(TJ, r) = (OI~(TJ,x + r)~(TJ,x)IO) (1.34) 
To be precise this should be defined in terms of the auxiliary variable X, however it differs 
from 6. only by a time-dependent factor and so does not alter spatial statistics such as the 
power spectrum, but only their time-evolution, which we are not particularly interested in. 
If 'ljJ is homogeneous then this implies that the correlation function is independent of x. 
This is an assumption in classical theory usually ascribed to statistical isotropy and homo-
geneity of the perturbations. The power spectrum, l8k l2 , is then related to the expectation 
6 Topological defect models do not yield Gaussian fluctuations since the phases are correlated. Hence 
higher order correlation functions, or fractal statistics, are required. 
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value of the two-point correlation function via: 
~- = t;o dksin(kr)l.6.kl 2 
D. Jo k kr (1.35) 
l.6.kl 2 measures the squared amplitude of fluctuations on a comoving scale k. If the fluc-
tuations are Gaussian, the modulus is sufficient since the phases are uncorrelated. By 
substituting eq.(1.30) into this equation and using the properties of the ladder operators we 
obtain [16]: 
(1.36) 
the power spectrum being a function of the conformal time, 7]. The standard result in 
inflationary perturbations is that the power spectrum of metric fluctuations on super horizon 
scales is scale invariant, being simply proportional to the square of the Hawking temperature 
H/21r [16] . However, uk(1J) has a 1/Vk dependence in the limit k --+ 0 which means that 
the spectrum at large scales varies as 
(1.37) 
This is still a power-law, but as expected (since it involves gradients of the energy density) 
it is no longer scale-invariant. 
1.6 .1 Spectrum of Entropy perturbations 
Since the equation of state for a scalar field varies with spatial position, entropy perturba-
tions exist. We define a GIC entropy variable Ea via [35]: 
- s (8p)(3) Ea-- -
0 
\las 
p s (J.L) 
(1.38) 
where s is the entropy density. We then define a GIC entropy scalar perturbation as usual 
v1a: 
E = S(3)\7 aEa 
Then in the case of a minimally coupled scalar field we have: [35] . 
E = (1 - c~)J.L.6. 
where c; = (8p/8J.L)s = pjfl, = {- 1- 'Y/(01)· 
(1.39) 
(1.40) 
Now the power spectrum of entropy perturbations can be derived from that of .6. using 
the fact that the Fourier transform of a product of functions is the convolution of the 
individual Fourier transforms. Thus: 
(1.41) 
and the power spectrum is: 
(1.42) 
where * denotes convolution. Thus we see that the power spectrum of entropy perturbations 
is related to the power spectra of density perturbations and fluctuations in the speed of 
sound, c;, in a highly non-trivial way. 
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1. 7 General Considerations 
We pointed out earlier that the linearised equations for 6. correspond indirectly to the 
linearly perturbed part of the field, 8¢. However, the fully nonlinear equations can be used 
to describe any field interacting with gravity (including backreactions on the gravitational 
field) as long as there exists a fluid description for the field . Thus there exists a great 
deal of scope in using the covariant approach to study nonlinear field dynamics, as well as 
conventional nonlinear density evolution appropriate at late times. 
In general the full nonlinear equations of motion in the classical covariant approach for 
a stress tensor with shear, vorticity and anisotropic stress will involve a large set of GIC 
variables. The result is that either in the perfect fluid nonlinear case or in the more general 
linear case, the evolution equations will be coupled. 
1.8 Invariance of the method 
We have discussed the quantisation of a scalar field, mainly because of its importance in 
discussions of the early universe and inflation. However, the formalism developed here 
is equally valid for any other interesting :field. This is mainly due to the fact that the· 
canonical GIC variables of the Ellis-Bruni formalism all have the form of a spatial gradient 
(modulo inessential factors). This yields governing equations of motion which are all second 
order linear ordinary differential equations. When it is possible to do this, the quantisation 
procedure then follows through as discussed earlier in this chapter. 
1.9 Comparison with other formalisms 
The work by Mukhanov [16] identified a single GI scalar variable, which was a linear com-
bination of metric and scalar field perturbations. Here we too have a single scalar variable, 
but this time there is no difficulty in identifying the physical meaning. 
The fact that the method is fully nonlinear at the classical level implies that there may 
be some way to extend the formalism further back in time, when the fluctuations may have 
been non-linear . This will be discussed in depth in a later section. 
The method offers many advantages over the standard formalism: (1) It is both covariant 
and gauge-invariant, (2) identification of the various possible GIC variables is trivial, no 
searching for GI combinations of non-GI variables is needed, (3) metric perturbations are 
not required, simplifying the work, ( 4) the fully non-linear equations are available for the 
operators, ( 5) the quantisation method applies almost unchanged (except e.g. for the details 
of the equation governing the evolution of uk) to other perturbations of interest, ( 6) there 
is no nonlocal splitting into scalar, vector and tensor as in the Bardeen formalism. This 
ensures uniqueness of the present decomposition [41]. 
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1.10 Parametric Reheating at the end of inflation 
Here we begin our study of nonlinear, non-perturbative and topological aspects of semi-
classical quantum gravity. 
The traditional view of inflation was that quantum fluctuations in the inflaton field </> 
gave rise to classical perturbations essentially through Hawking radiation - particle produc-
tion because of the lack of a unique vacuum in curved spacetime. At the end of inflation 
when reheating occurs via a second order phase transition 7 the inflaton particles are a 
classical coherent scalar field and the field had reached the minimum of its potential, it exe-
cuted periodic oscillations around the bottom of the potential and assuming that it coupled 
non-gravitationally to other fermionic (through interaction terms such as -h,P,P</>) and/or 
bosonic fields (with interaction terms such as -~g2</>2e), decayed into these particles by 
scattering, establishing equilibrium. In this way the universe was believed to have been 
reheated and the huge entropy of the universe created. 
However, it was noticed by Kofman et al [26] that there can exist a very powerful precur-
sor to this thermalisation - that of non-perturbative parametric production of particles, a 
process far out of equilibrium. Consider the simplest model of this phase of the inflationary 
model: the inflaton, treated now as a classical field, is coupled to a light scalar field ~ with 
coupling constant g. The simplest effective potential of the inflationary field to demonstrate 
this effect is V( <P) = m~</>2 /2. Then the equation for the evolution of the modes of the field 
~ is given by: [26] 
(1.43) 
where the sinusoidal term is due to the coupling to the inflaton field which is executing 
oscillations at the bottom of the effective potential with amplitude <l>, a slowly decaying 
function of time. Now if we follow [26] and neglect, as a first approximation, the expansion 
of the universe, treating S as a constant, (-+ 0 = 0) then we can recast this equation into 
that of Mathieu's equation: 
~k + [a(k) + ,6cos(2z)]6 = 0 (1.44) 
where the new independent variable is z = m.pt and a(k) = k2 fm~S2 - ,6, and ,6 = 
- g2 <l> 2 /8m~ . Mathieu's equation has long been known in classical mechanics and is a 
special case of Hill's equation in the study of Floquet theory - the study of ODE's with 
periodic coefficients. The vital property of Mathieu's equation is that it possesses bands of 
exponentially unstable solutions: ~k oc exp(f.Lkn)z) depending on the parameters a(k) and ,6. 
Thus for certain modes, coupling constants and amplitudes of oscillation of the </>-field, the 
number of~ particles will grow exponentially: nk(t) oc ~Z. This catastrophic particle pro-
duction would, for favourable parameter values, strip the inflaton field of its energy within a 
7 A second order phase transition is one in which ¢> changes its value continuously. In a first order phase 
transition by contrast, ¢> jumps discontinuously at the transition. A first order transition is typically one in 
which bubbles of new vacuum form and grow within the old vacuum. 
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few oscillations of¢, until the decay rate rate falls below the expansion of the universe (small 
/3) or the backreaction of the large quantum fluctuations shuts off the resonance (large /3) . 
This very explosive production of particles has been called preheating by [26]. Note that 
after preheating, standard reheating and thermalisation is thought to occur via processes 
( --+ "'"' and ( --+ '1/nf; where "' and 7/J are further bosonic and fermionic fields respectively. 
The decay rates for these processes being: 
g4o.2 h2m 
f(( -t KK) = -- , f(( -t 7/J7/J) = -~ 
81rm~ 81r 
(1.45) 
where g, h are the coupling constants for ( to "' and 7/J respectively .. 
1.10.1 Infl.atonic Dark Matter 
Now if the decay to fermionic fields 7/J is absent and assuming no symmetry breaking in this 
field, we see that the only way ( can decay is through the term !92eK2, i.e. it requires 
that two ( particles interact at close range. Thus the rate of decays will, as in standard 
nucleosynthesis, be proportional to the concentration of ( particles in a given region. This 
leads to an interesting possibility, namely that a large proportion of the ( particles, which 
are slowly moving, massive scalar bosons, do not decay because the decay rate falls quickly 
below that of the expansion rate. 
In this case we have an excellent candidate for the dark matter [26] of the universe, 
which has the following properties: 
• It behaves on large scales, like a cosmological constant, JL = -p, the energy density 
simply being, to zero order, the value ! V( ¢0 ) of the minimum of the effective potential, 
which is essentially arbitrary (the cosmological constant problem) . 
• On small scales the equation of state varies, with gravitational collapse induced peculiar 
velocities, i.e. ¢ =f. 0 and hence JL =f. -p. 
Large cosmological constants (r!A rv 0(1)) are coming back into fashion as they explain a 
number of observations rather well, particularly related to Lyman-a forest, damped systems 
and the CMB. However, we have here a mechanism which is more flexible than a cosmological 
constant since on small scales, where there are gravitationally induced peculiar velocities, 
the equation of state deviates from p = - JL because of velocity terms (. 
The other beauty of this formalism is its simplicity - there is no need for supersymmet-
ric particles or other theories to provide the cold dark matter - the same formalism that 
produced the quantum perturbations and lead to the large entropy production is also the 
origin of the dark matter. This possibility is appealing because of its unifying simplicity. 
A side-effect of this simplicity is that in local overdensities, the concentration of IDM 
particles would be large and hence decays to other fields would start again. Searches for 
such decays in other dark matter candidates are under way, and if detected would give 
direct information about the physics of the early universe, in particular the mechanics of 
the inflationary process. 
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1.10.2 What happens to density perturbations ? 
Now from a particle physics point of view the universe is well approximated as exactly 
homogeneous and isotropic . In particular we note that the perturbations in <P have not been 
included in the above discussion. The question then arises : 
What happens to the energy density perturbations when parametric preheating occurs ? 
This has been discussed recently within the Bardeen approach [28), but is complicated by 
the fact that the evolution equations are singular. Here we start with a thought experiment . 
Since the number of particles in each field mode ~ are increasing exponentially, what 
happens to the perturbations in the energy density due to the ~ field ? We can identify two 
natural extremes : 
(1) All modes are excited roughly equally, so that spatial variations (perturbations) in 
the occupation numbers and hence energy density, have roughly the same amplitude after 
preheating as before. 
(2) Since mode occupation numbers grow exponentially, so do spatial variations and 
hence the amplitude of energy density perturbations grows exponentially during preheating. 
Which of these two scenarios is correct ? We will present here a simple argument 
favouring the second, followed by a preliminary analysis of the problem which backs it up. 
Consider the inflaton field towards the end of inflation. It is coupled to the ~ field and 
hence the quantum perturbations in <P should, to some extent be encoded in the ~ field. 
Thus, even if the ~ field has low occupation numbers at this stage, we expect it to have a 
spectrum of perturbations. However, this is not necessary. 
As parametric preheating begins, the production of~ particles (which is proportional 
to the density of <P particles because the process is a two <P decay) occurs preferentially in 
the peaks in the <P field, and hence in the peaks of the energy density field. The production 
rate will be exponential, exp(J.Lk( xi)z ), with a larger coefficient J.Lk( xi) at events xi where 
the density is higher than in underdensities. Thus although all mode occupation numbers 
grow exponentially, because the coefficients are different, the perturbations in the ~ field 
also grow exponentially (the ratio of exponentials is exponential). Hence we expect the 
perturbations in the energy density of the ~ field to also grow exponentially. In a way this 
is the other extreme of the argument presented earlier suggesting inflationary fields as dark 
matter candidates. 
Indeed this simple thought-experiment has subsequently been confirmed by detailed 
analysis [29), which although complicated by the fact that the equation for the Bardeen 
potential ~ becomes singular periodically for an oscillating scalar field [102], shows that the 
k f 0 density perturbation modes do in fact grow through parametric resonance during 
reheating. The main subtlety in these analyses are related to the singular behaviour of the 
equation for the Bardeen potential. To demonstrate this within the covariant approach, 
examine eq. (1.19) for the simplified case where we ignore the expansion, 0 = 0. This 
simply reduces the complexity of the equation without introducing any spurious behaviour. 
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Then we have: 
A= _i 
I 
B = 0 if K = 0 
K = 0 choosing flat background spatial sections, and 
i = - ~V' 
I ¢ 
The equation for X then reduces to (after mode expansion): 
.. k2 A 2 AA 





The crucial thing is that for a second order phase transition where reheating is oscillatory, 
¢ = 0 periodically, and hence eq. (1.48) diverges periodically. A 0/0 situation can never 
occur for standard potentials since V' is generically proportional to some power of ¢ and 
this is finite when ¢ = 0. Thus we uncover the same singular behaviour as in the Bardeen 
formalism. Perhaps more worrying, our definition of the four velocity also diverges because 
of a similar ( Jy )-1 factor. How to obtain a non-singular equation in the covariant approach 
is not obvious at this stage and is left to future work. 
1.11 Nonlinear Quantisation 
The quantum-gravity epoch is generally believed to be accompanied by nonlinear geometric 
and topological fluctuations. If this is correct, the traditional use of first order perturbation 
theory would seem to be of little use in understanding the real universe. However, there is 
a narrow regime where the semi-classical methods must link into a true theory of quantum 
gravity. In this region one must talk of topological objects such as sphalerons, skyrmions 
and instantons, one must also examine the backreaction of nonlinearity and deal in general 
with non-perturbative aspects of field theory. 
In this section I would like to give a brief overview of methods in nonlinear quantum 
field theory. This is primarily because the main advantage of the formalism that we have 
developed here, is that it can be extended in principle to nonlinear perturbations in both a 
covariant and gauge-invariant manner. However, an important distinction should be made 
here. 
When one speaks of nonlinearity these are two different things depending on the speaker. 
In particle physics one examines non-linear equations of motion, such as the non-linear 
Schrodinger equation, or non-linear sigma models, which as a result can have topological 
solutions: solitons etc... which are by construction non-perturbative, with mass ex A - 1 
where A is the appropriate nonlinear coupling constant of the theory. They are interested 
in the backreaction of nonlinearity on particle production, decay etc .. However, they never 
consider the backreaction of this nonlinear field configuration on spacetime. In a later 
section we will consider such a situation and its quantisation. 
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The consideration of the backreaction on spacetime of nonlinear fields brings us to an-
other extremely rich field of research: namely black hole and singularity physics. This is 
particularly true if one agrees with the views of t'Hooft for example, who suggests inter-
pretation of black holes as fundamental particles in a third quantised quantum gravity. 
However, there exist.s a rather unexplored region lying in the region where o if! I if! ~ 1 and 
black hole formation is not copious. Namely the region where the effects of expansion on 
the soliton are important and the backreaction on spacetime, while not strong enough to 
produce a singularity, is important and is not amenable to perturbative approaches. 
Before continuing this discussion one might ask why the use of complicated variables 
(e.g. 6) is useful when we want to study nonlinear perturbations. In this case why do we 
not simply use the basic fluid quantities such as 0, p together with the Bianchi identities as 
is done in the fully nonlinear silent universe formalism (see chapter 3 of this thesis) ? This 
is a valid point if we are interested in field configurations that are nonlinear over the whole 
of spacetime. However, nonlinear partial differential equations are often characterised by 
localised nonlinear solutions (non-topological solitons) whose locality is their key feature. In 
Newtonian gravity, solitonic solutions have been found and it is likely that similar solutions 
exist in General Relativity. Thus in a cosmological context we would be interested in 
localised solitons on a FLRW background. Hence we would still be interested in describing 
the mean behaviour of the universe as nearly FLRW but on small scales one would have 
nonlinear, localised structures, somewhat like the present cold universe. This brings in the 
issue of averaging, yet another unsolved problem. 
Thus there are reasons for considering the covariant variables in the nonlinear regime 
although a perturbative expansion becomes dubious. Either way, semi-classical quantisation 
requires a classical solution to be found and this is difficult since we have coupled nonlinear 
equations. 
1.11.1 Backreaction and the O(N) vector model 
In our previous discussion of preheating we considered an effective potential of the quadratic 
form, so that the resulting equation of motion (earn) was linear. Another very popular model 
is the A</>4 I 4 potential which yields a cubic nonlinearity in the eom, with coupling >.. Thus 
at finite >., when 4> becomes large, standard perturbative approaches fail and the effects of 
the backreaction can be crucial. 
This has been a subject of intense work recently within the paradigm of preheating 
(26] where there is a huge excitation of inhomogeneous modes & corresponding exponential 
particle production. To include the effects of backreaction, we discuss the application of 
the O(N) vector model in the large N limit (see e.g. (24]) . This is a non-perturbative 
approximation which conserves energy and satisfies the Ward identities of the underlying 
O(N) symmetry. As Boyanovsky et al (24] show, the backreaction is very important in 
stopping the exponential growth of particle number, being even more important than the 
expansion of the universe. As discussed above however, they are unable to consider the 
backreaction on the geometry, instead setting the problem only in Minkowski spacetime. 
34 
The O(N) vector model is very interesting however, with a perturbative expansion in the 
number of "pions", N, and not in the amplitude of the field. In this sense it is rather similar 
to the Zel'dovich solution of structure formation where one considers perturbations in the 
gravitational potential, thus allowing the study of non-perturbative aspects of structure 
formation (e.g. caustic & pancake formation). The same situation occurs in gravitational 
lensing where the perturbation of the light geodesics rather than the intensity of light allows 
the study of nonlinear intensity fluctuations (see chapters 6-8). 
The Lagrangian density and potential for the O(N) vector model are given by: 
(1.50) 
and 
1 2 A 2 
V(a,<f>) =2m 4>·4>+ 8N(4>·4>) (1.51) 
Here 4> is an N dimensional 0 (N) vector, 4> = (a, 7l') and ( 7l') represents N -1 "pions". Notice 
the factor A/8N in the potential, which vanishes in the limit N ---+ oo at constant coupling, 
and hence reduces the problem to the solvable linear case. 
To do a consistent treatment one must have the non-equilibrium Green's functions which 
involves a path integral along a complex contour in time and the doubling of the number 
of fields corresponding to including backwards and forwards time evolution. The reader is 
referred to (24] (and references therein) for the technical details, including issues of renor-
malisation. 
One of the very interesting results is that the energy density and pressure for the sigma 
field a, are changed from that of a classical scalar field. The expectation value of the (bare) 
energy density is: 
1. m
2 
1 j ( ) A 
J.L = 2<1>2 + 2<1>2 + 87!' 2 k
2dk i0k(tW + w~(t)l<pk(tW - 8(7j;2(t)) 2 (1.52) 
while the pressure is given by: 
P = J} + 4!2 j k2dk (10k(tW + k321<pk(tW) - f.L (1.53) 
where 7l'(x, t) = 'lj;(x, t)(1, 1, 1, 1, .... , 1), 'lj; representing the amplitude of the pion fields which 
in this case are Goldstone bosons if the potential has a global minimum at 4> f=. 0. <pk is 
defined as 
(1.54) 
and the Vk(t) are the mode functions in the creation- annihilation operator expansion of the 
field 'lj;(x, t) ( c.f. eq. 1.30). One of the most important results of this is that the effective 
potential loses its usefulness as far as thermodynamic issues are concerned (it no longer 
appears in the energy density and pressure). 
The mode functions, <pk(t) satisfy, not the Mathieu equation, but the Lame equation: 
[ dd:2 + q2 + 1 + q5- q5sn2 (rJ1 + q6, k)] <pq(r) = 0 (1.55) 
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where sn( .,. ) is the elliptic Jacobi sine function. The vital feature of this equation is 
that it has only a single resonance band, unlike the infinite hierarchy that exist in the 
case of the Mathieu equation. Hence exponential production of high momentum particles 
is very suppressed by the nonlinear backreaction. This is a case where a more complete 
analysis actually simplifies numerical study, since now only low momentum (small k) modes 
need be followed numerically, while previously all modes could potentially be exponentially 
amplified. However, the adaptation of the O(N) model to curved, expanding spacetime is yet 
to be done, but promises exciting results though they may be difficult to obtain, since the 
1/ N nature of the expansion controls the strength of the non-gravitational coupling. The 
gravitational backreaction however is sensitive to the field amplitude which is nonlinear. 
The question remains, is there a corresponding way to treat the gravitational backreaction 
? 
1.11.2 Quantisation of static solitons on Minkowski space 
The simplest, illustrative model with nonlinear spatial inhomogeneity one can take is to 
quantise static solutions in two dimensions on a fiat, non-expanding background with a 
weak coupling to the nonlinearity. This is a long way from being realistic, but we must start 
somewhere. Further it presents a toy-model for extension to non-fiat, expanding geometries. 
In particular we will briefly discuss the semi-classical quantisation of the kink soliton of e.g. 
the </>4 Klein-Gordon equation [9]. 
We consider a scalar field </>( x, t) in 1 + 1 dimensions with a Lagrangian: 
J [1 · 2 1 2 1 2 2 .A 4 m
4
] L = dx -(</>) - -('\7</>) + -m </> - -</> --
2 2 2 4 4.A 
(1.56) 
where in the 1+1 case, V</> is just the first derivative w.r.t. x. This equation is known 
to have a kink solution - i.e. a topological soliton with different boundary conditions at 
x = -oo and x = oo (hence the name topological soliton since it requires infinite energy to 
convert the system to one with the same boundary conditions at x = ±oo ). The potential 
·or this system is: 
V(¢) = j dx [ ~(V¢)' + ~ (¢'- ~') '] (1.57) 
Note that we write V ( </>) even though the potential is a nonlinear functional of </>, often 
written as V[ </>] . The classical solutions obey the equation: 
(1.58) 
This equation has two static solutions [9]: one constant (the vacuum) and one kink solution 
</>K(x, t) = ±(m/v'>.) tanh(mx/J2). 
We will consider here the quantisation of the kink solution and its excitations only. In 
this case the energy is: 
(1.59) 
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The key step that we will take is to Taylor expand the potential ( eq. 1.57) about the solution 
<h(x, t). Now we know that ¢K is an extremum of V(¢) so that the term linear in¢ will be 
absent from our expansion. In fact one obtains: 
V(¢) = V(¢K) + ~ j dxry(x) (-::2 -m2 + 3>.¢J() ry(x) + >. j dx(¢K'f73(x) + lry4(x)) 
(1.60) 
where ry(x) = cp(x)- ¢K(x). Now the eigenvalues of the second derivatives of V(¢), Wn, 
evaluated at ¢K( x) are given by the equation: 
(1.61) 
By changing independent variables to z = mxj-/2 the equation takes on a Schroedinger-like 
form: 
(1.62) 
which is soluble when placed in a box of length L with periodic boundary conditions [10] 
and gives a mixed spectrum: 
0 with 'flo(z) = (cosh2z)-1 
3 2 2 2m with 'fll ( z) = sinhz /cosh z 
and 
1 w; = m2(2q2 + 2) 
is the "ladder" part of the spectrum with q = 0, 1, 2 ... and eigenfunctions: 
'flq(z) = eiqz(3tanh2 z- 1- q2 - 3iqtanhz) 
These eigenfunctions have asymptotic values: 







where 8(q) is just the phase shift of the scattering states of the associated Schroedinger 
problem defined by equation 1.62. When the limit L -+ oo is taken, the spectrum merges 
into a continuum as usual, and using these normal mode eigenfunctions we may diagonalise 
the potential (eq. 1.60) and also the Lagrangian near ¢K(x), to zero order in>.. Now we 
can use these eigenfunctions to expand ry( z): 
ry( X, t) = I: Cn( t)ryn( X) (1.69) 
n 
and the Lagrangian can be rewritten in a form that is not only diagonal, but is that of a set 
of harmonic oscillators, one for each eigenfunction (with corrections in >.that we neglect) . 
Thus in quantum field theory one constructs an approximate set of harmonic oscillator states 
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near the classical, static solution ifJK( x) by quantising the time dependent coefficients en( t), 
which yields discrete energy levels: 
(1.70) 
i.e. a discrete harmonic oscillator spectrum on top of the classical energy V( ifJK ). Note 
however that the oscillator analogy breaks down for n = 0 since wo = 0. However, we 
may give the following physical description of the states: the lowest energy Nn = 0 state 
is identified as the quantum kink particle 8 at rest. This is the lowest energy that such a 
quanta may have, but usually, and certainly in this case, does not correspond to the true 
vacuum of the theory. 
The n = 1 state (with Nn ~ 1) corresponds to excited states of the kink particle, in 
analogy with the quantum mechanics of the atom. However, the states with n ~ 2, which 
have a qualitatively different spectrum (given by eq. 1.66), are interpreted [9] as scattering 
states of the mesons of this theory off the kink particle. The phase shift 6( q) introduced 
earlier is just the scattering phase shift for a meson interacting with the kink . The states 
with Nn ~ 1 then correspond to multiple meson scatterings. 
Note that, although we have obtained a great deal of information from this relatively 
simple quantisation procedure, we will not predict any new nonlinear features that are not 
present in the classi~al theory. Perhaps more importantly, this was for static solutions in 
flat, static spacetime. In the expanding case we are faced with the subtleties discussed in 
earlier sections. However, this second problem must be overcome before the main use of the 
covariant approach -.i.e. extension to weak and strongly nonlinear systems- can be utilised. 
What can we expect when we go to an expanding or non-flat background ? Certainly 
we expect the existence of Hawking radiation . But what will the spectrum look like ? Will 
geometric solitons be induced, e.g. in the form of gravitational wave solitons ? These are, 
unfortunately, unsolved questions at present. 
1.12 Conclusions 
The semi-classical approach to quantisation of cosmological perturbations, although widely 
applied in the inflationary scenario, has many critics. The present work does not attempt 
to address these at this stage, taking much from the formalisms developed in the earlier 
literature. In particular, there is a growing body of work which suggests that the super-
position principle [5] is lost in curved spacetimes. This would imply that the construction 
of the Fock spaces necessary for the (linear) canonical quantisation procedure, is at best 
locally valid. Thus although using much of the good work developed previously, one of the 
main aims of the covariant approach is to extend cosmological perturbation theory into the 
quasi-nonlinear and fully nonlinear, regimes. 
8 The use of the term "particle" here may seem strange, but we use it to describe a discrete energy 
configuration which has localised form factors, i.e. it is localised in space. 
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The availability _of the fully nonlinear equations for the evolution of the GIC variables 
thus offers an exciting opportunity. The quantisation of a non-linear equation is technically 
more challenging, relying on semi-classical quantisation of exact classical solutions such as 
solitons [9]. However it is also possible that new techniques can be applied from the beautiful 
new results from duality in string theory (see e.g. Polchinski [45]) with the concomitant 
development of string soliton and d-brane theory. Only time will tell. 
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Figure 1.1: The gauge as a map IP between the worldlines and hypersurfaces of the model 






Figure 1.2: The desired behaviour of the finite-temperature effective potential as a function 
of temperature in the "new-inflationary" model. 
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Figure 1.3: This is a plot of the smoothed overdensity, 8 = fu, within 6000km/ s of our 
J1. 
position obtained from the IRAS galactic survey using the POTENT method. On the left 
there is a large overdensity due to the Great Attractor, while on the right there is another 
overdensity attributed to the Perseus-Pisces cluster. This and the following slices are directly 
















Figure 1.4: A plot of 6. . This and the following figure are to be compared to the previous 
one for 8. This figure shows the IRAS galaxy data in the covariant perturbation variable 6. 







Figure 1.5: This shows the alternative covariant variable describing inhomogeneity not used 
explicitly here, 1J, for the same IRAS data. It is always positive, only being zero at comoving 
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Figure 1.6: The vector field Da in the supergalactic plane shows the direction of local infall 
of the luminous matter in our neighbourhood out to 6000kmj s. The Great attractor and 
Perseus-Pisces can be seen as points where the density gradient field vanishes on the left 
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Figure 1.7: The stability chart for Mathieu's equation, f3 vs. a. The line a= -{3 denoting 
the boundary of physical wavelengths (k2 ~ 0) is not shown. Figure from [7]. 
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Chapter 2 
Covariant Characterisation of 
Gravitational Waves 
"Nature: The closer you listen, the more likely you are to hear, 
The more languages you speak, the more likely to understand." 
Anon. 
2.1 Introduction 
In this chapter I would like to examine the covariant description of gravitational waves, and 
compare their properties with the standard, metric-based results . The results are closely 
related to the work presented in [50] . 
Both the covariant definition of gravitational waves and the dual question of the physical 
interpretation of the electric and magnetic parts of the Weyl tensor are subjects of significant 
debate of recent [73]. In particular the question arises whether one can neglect the magnetic 
part, Hab, of the Weyl tensor in the Newtonian limit, and whether this is equivalent to 
neglecting gravitational waves . It is our aim in this chapter to extend this debate and 
compare the covariant approach to the study of gravitational waves to the standard metric-
based approach. By contrast to the covariant approach, the standard metric perturbation 
approach starting either from the variation of the Einstein-Hilbert action after expansion to 
second order in the tensor perturbations, or from a direct linearisation of the field equations, 
yields second order propagation equations. Archetypically, the Bardeen formalism gives the 
equation of motion: 
(2.1) 
for the gauge-invariant (at first order) amplitude ofthe tensor perturbation, Ht2) in the ab-
sence of anisotropic stresses [15] . The full tensor metric tensor perturbation is _Ek H}2)Qk ab, 




\7 Q ab =- S 2 Q ab (2.2) 
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on the background FLRW spatial sections, and has only two degrees of freedom after the 
imposition of the transverse (Qab ;b = 0) and traceless (Qaa = 0) conditions. 
2.2 Metric approaches to gravitational waves 
Here we will present a brief overview of the basic, flatspace approach to gravitational radia-
tion . Assume that the observer is far from the source in a vacuum background. We expand 
the metric as: 1 
9ab = 17ab + hab (2.3) 
and working in the Lorentz gauge one finds the equations of motion: 
(2.4) 
where 6.., = 1]ab8a8b represents the flat space D'Alembertian operator. When we remove 
the remaining gauge freedoms by enforcing the hab to be transverse and traceless, we are 
left with only two degrees of freedom, identified with the polarisation states of the graviton. 
There exist plane-wave solutions to this equation, namely: 
h Q ik xr ab = abe r (2.5) 
where kr is the wave vector, krF = 0, and Qab is the constant polarisation tensor, with 
Qbb = 0 and Qabkb = 0. This means that in the approximation that the observer is far from 
the source, Rab = 0 and there is no "Coulombian" contribution to the gravitational field -
the Riemann tensor is simply equal to the Weyl tensor: 
(2.6) 
from which it follows that 
(2.7) 
and the Riemann tensor is of Petrov type N, characteristic of a purely radiative solution. 
How are the metric perturbations hab related to the electric, Eab and magnetic, Hab, 
parts of the Weyl tensor ? Well, to first order in Hab, Eab , the geodesic deviation equation 
becomes (for a gravitational wave propagating in the x1 direction): 
(2.8) 
where ~a is the connecting vector between orthonormal tetrads associated with the congru-
ence of geodesics . This means that we can directly attribute the physical effects of linear 
gravitational waves to the electric part of the Weyl tensor. Of equal interest is the fact that : 
(2.9) 
This is of particular relevance when one discusses gravitational waves propagating through 
boundary layers in the cosmological context (see section 2. 7) . 
1 Here hab represents an arbitrary gauge-dependent metric perturbation and should not .be confused with 
the projection tensor used in the covariant approach where hab = Yab + UaUb. . 
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The usual treatment of gravitational waves in the cosmological context uses the Bardeen 
metric perturbations hij which are GI to first order under infinitesimal gauge transforma-
tions and are transverse (hij;j = 0) and traceless (h~ = 0), leaving only two independent 
components. The dynamics can then be reduced to that of a pair of minimally coupled 




and e+ = ex ® ey- ey ® ex and ex = ex® ey + ey ®ex are the anti-symmetric and sym-
metric polarisation tensors for the graviton modes. Quantisation then follows through as 
outlined in chapter (1). 
2.3 The covariant approach to gravitational waves 
Within the covariant approach the study of tensor perturbations was first considered by 
Hawking (1966) [32]. He used the electric part of the Weyl tensor, Eab to characterise them. 
Later, the magnetic part of the Weyl tensor, H ab was suggested as a better choice [34], 
partly because there is no Newtonian analogue for it, believed to be a result of the instan-
taneous propagation of the gravitational force in Newtonian theory. The results presented 
in this section, together with those of Ellis and Hogan (1996) [4 7] suggest that, just as in 
the electromagnetic case, both the electric and magnetic Weyl parts are needed for wave 
solutions. 
Eab and Hab are defined analogously to their electromagnetic counterparts, i.e. they are 
contractions with the appropriate field strength (Ff-£v playing the role of the Weyl tensor in 
the EM case): 
(2 .12) 
and 
H 1*C b d ac = 2 ghcdU U (2.13) 
where uc is the four velocity of the fluid and the * represents the Hodge (dual) operator 
(i.e. contraction with completely anti-symmetric volume element 'TJabgh). The fully nonlinear 
evolution equations for Eab and Hab, with perfect fluid source, are given by [8]: 
2HJtrym)bpqUbUp + hmt(aabEab) (2 .14) 
+ 0Emt- 3E!mat)s- E!mwt)s = -~(f.L + p)atm 
hma htc Hac- h~m'T}r)tsdurE~;d + 2EJtrym)bpqUbUp + hmt( aab Hab) (2.15) 
+ enmt - 3H(mat)s - H(mwt)s - 0 s s -
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Notice that the only difference between these equations is in the sign of the second and 
third terms and the shear source term coupled to the energy density and pressure in the 




It is the "curl" terms h{a 'Tlb)cde un:;e that yield the travelling gravitational waves, in analogy 
with the propagation of electromagnetic waves . 
2.4 Closed evolution equations for linear gravitational waves 
A crucial role is played by the divergence constraints: 
(2.18) 
ht Has hd + ,tbpqu ""d E _ 3Et ws _ ( 11. + p)wt a ;d s 'I bv p qd s - r- , (2 .19) 
which again are fully nonlinear. Linear tensor perturbations alone can be chosen by imposing 
the restrictions that both the linearised divergences of Eab and H ab vanish (the other terms 
being 2nd order). Then eq's (2.18,2.19) imply: 
1 hak 3 /-l,k 0 (2 .20) 
(J-L + p)wa 0 (2.21) 
These conditions are the analogue of the transverse condition on tensor perturbations in 
the metric approach, and come from expanding equations (2 .18, 2.19) to first order about 
a FLRW background. 
By differentiating eq's (2.16,2.17) and using the linearised shear evolution equation: 
aab =(
3
) \l(aab)- ~8aab- Eab (2.22) 
For purely tensor perturbations this contains only the last two terms, since there is no 
acceleration since there are no pressure gradients. By substitution we thus replace aab in 
terms of O'ab and Eab· 
Note that the belief [49] that Hab;a = 0 => Hab = 0 has, fortunately for the covariant 
approach, been shown to be incorrect [51], so that a linear analysis of gravitational waves 
in the covariant approach is fully consistent. 
In addition, notice that since the Weyl tensor is the trace-free part of the Riemann 
tensor, both Eab and Hab are trace-free, again like the tensor perturbations of the metric-
based approach. Once these conditions have been imposed, one might suspect that both Eab 
and Hab would describe precisely the same things, i.e. that the evolution equations would 
be invariant under the transformation Eab ~ Hab· However, we will show that this is not 
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the case in general. In fact, it is only true when J.L + p = 0, i.e. the background spacetime 
is vacuum (Milne or Minkowski) or de Sitter. 
In general, the linearised equations for Eab and H ab are not even of the same order, 
the former having a third order equation (after eigenfunction expansion) and the latter 
a second order one. In full generality we have, after tensor eigenfunction expansion with 
Eab = 'L_ EkQk ab [50]: 






where we have assumed that (J.L + p) =/= 0. If this is not true then the equation reduces to sec-
ond order immediately. In contrast, the Hab equation is relatively simple after eigenfunction 
expansion: 
(2.26) 
Note that the only difference between the coefficient of H in the above equation and A (given 
by eq. 2.24) is the replacement J.L - p-+ J.L + p. The reason Hab has a second order equation 
is for the following essential reason: the following constraint equation (with Wab = 0) [8] : 
H lhk hi omn ab = -2 (a b)(Jkm;n1Jl Uo (2 .27) 
allows the covariant curl of the shear to be replaced by Hab· In the case of the Eab equation, 
there is a (Jab term which cannot be removed without differentiating again (since there is no 
constraint which relates (Jab to Eab)· 
Note that if we have non-perfect fluid matter, (or multi-fluids) so that there is an 
anisotropic stress, then there will be additional source terms in the equations so that one 
cannot even close the equations at third order [8] . 
2.5 Discussion of the nature of the equations 
The appearance of a third order equation for E is very surprising. First of all, the standard 
theory discussed in section (2 .2) gives a second order evolution equation, and secondly, force 
laws are generally expected to be formulated as second order evolution equations . 
In fact there is a very interesting parallel with the situation in topologically massive 
gravity in 2 + 1 dimensions. In the case where the Lagrangian is just the Einstein-Hilbert 
one: £ = yf9R, there is no dynamics since the Riemann tensor is just proportional to 
the Ricci tensor - the Weyl tensor being identically zero. Since there is no tidal field it 
is impossible to have gravitational waves and this is the standard argument against the 
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relevance of lower-dimensional studies of General Relativity. However, once we consider 
quantisation of this theory a remarkable thing occurs. Due to the celebrated theorem by 
t 'Hooft, any terms which do not break gauge symmetry of the Lagrangian will always appear 
at first loop in a quantum expansion of the theory. Hence they should be included a priori. 
The Chern-Simons term is exactly such a term ! The appropriate Lagrangian is then [37): 
r _ r;:;R 1 abcrd (a e 2 e J ) 
I.- - y g + 2f..l € be ar cd + 3 r af r cd (2 .28) 
Physically this crucial addition has several effects. Firstly it allows gravitational waves. 
This is partly because the Chern-Simons term is the exact analogue of the Weyl tensor in 
four dimensions - it is symmetric and traceless with the same symmetries. Secondly, the 
Chern-Simons term induces a topological mass for the graviton, so that the gravitational 
force has a finite range in 2 + 1 dimensions. This is the exact analogue of the Meissner 
effect in superconductors where photons gain a mass and hence cannot reach deeper than 
the surface of the superconductor. Further. the Chern-Simons term allows gravitational 
radiation- but causes the equation of motion for the metric perturbations to be third order, 
once the above Lagrangian has been linearised [37) . 
However, the crucial difference is that the constraints of gravity can be used to reduce 
the equation of motion of the physical variable to that of the Klein-Gordon equation, with 
the graviton having a mass lf-ll· Thus even this promising candidate for third order dynamics 
for gravitational radiation fades to second order evolution in the end. But this is not serious 
when one realises that this example was formulated in Minkowski spacetime without any 
sources. When source terms are included (such as due to expansion in a nontrivial matter 
background) the evolution equation cannot be reduced to second order. 
Perhaps a final clarification belongs to the role of the shear tensor. It obeys a second 
order evolution equation [50): 
(2.29) 
Once the shear has been determined, one can immediately determine both the magnetic 
and electric parts of the Weyl tensor . Hab is just the covariant curl of the shear , eq. 
(2 .27), while Eab is determined from the shear evolution equation, (2.22). So the truly 
fundamental variable is the shear, and it has a second order evolution equation for linear 
tensor perturbations of any FLRW background. 
2.6 Solutions - analytic and numerical 
Here we will examine the evolution equations of the magnetic part of the Weyl tensor in some 
of the simplest cases; namely Minkowski, Milne (Vacuum FLRW), de Sitter and Einstein-de 
Sitter. 
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2.6.1 Gravitational waves in vacuum 
In Minkowski, the expansion is zero and we have: 
(2.30) 
where again b.TJ is the fiat-space D'Alembertian. These are the precise analogues of eq. (2.4) 
except that no gauge conditions are needed. 
In an empty expanding universe the equations (2.26,2.23) reduce to: 
.. 7 . . 2 k2 
H + 3en + (0 + 0 + 32 )H = 0 (2.31) 
with the Eab equation having exactly the same form, with the replacement H ----* E. The 
appropriate FLRW vacuum background is the Milne solution which has: 0 = 3t. Thus the 
equation becomes: 
if !_if (9k2- 2)H = 0 
+ 9t + 9t2 (2.32) 
This is almost Bessel's equation except for a missing term proportional to H. For small k, 
this has power law solutions: 
(2.33) 
where 
For large k it pocesses oscillatory solutions as we expect for gravitational waves on small 
scales, while for k2 < 12 one has pure decaying mode evolution. In figures (2.1-2.3) we see 
that the envelope amplitude oscillates and the period of oscillation increases with time. We 
can gain further insight into this equation by making the substitution: 
H(t) = t~-' f(t) (2.34) 
To eliminate the ii term requires J.L = -~,so that the equation becomes: 
.. (k 2 - 11/4) 
f + t2 f = 0 (2.35) 
This is simply the equation for a harmonic oscillator with frequency <X C 2 • Thus we expect 
oscillatory solutions when (k 2 - 11/4) > 0. Indeed this is borne out in numerical solutions 
(see figure 2.1). Thus qualitatively we have sin(1/t) oscillations with a non-trivial envelope 
evolution, somewhat similar to the behaviour of the Airey functions. The scaling behaviour 
of the frequency can be seen in figures (2.1 - 2.3) with the pattern ?f oscillations essentially 
invariant under dilations of the time coordinate. 
2.6.2 Gravitational waves in de Sitter Space-time 
Although the equations for Eab and Hab are the same in de Sitter spacetime, they are more 
complex than in the vacuum case because of the additional HIL - p) term. If we consider a 






Figure 2.1: The modes of the magnetic part Hab, in the case of vacuum (Milne) solution, 
for large wavenumbers k ::}> 1. Initial conditions were H(O) = 0 and H(O) = E, a small. 







Figure 2.2: As in the previous figure, except now observed over a time frame which is ten 
times longer. Note that the envelope appears now to be modulated with time. However, 
the period still grows monotonically. 
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p= -A 
so that ~(JL - p) = A. Thus the equations become: 
.. 7 . 2 k2 
H + 30H + (0 + Ae28tf3 + A)H = 0 
where the specification to de Sitter space gives 0 = V2'fGii, and 0 = 0 = [1,. 
(2.37) 
(2 .38) 
This equation can be converted to Lommel's equation by making the following change 
of time coordinate: 
(2.39) 
The equation becomes: 
H" + J_H, + (li:._c-3 + 02 +A) H = 0 
2~ 402 <, e (2.40) 
with'= djd~. This can be solved in terms of Bessel functions. The solution in terms of~ 
IS: 
Hk(0 = ~-7f4Jv(f3Clf2) (2.41) 
where Jv is the Bessel function of order v and the parameters are: 
v 2 = 4[(7 /4)2 - 0 2 - A] (2.42) 
and /32 = k 2 /02 . 
This is interesting for at least two reasons: firstly the spectrum (i.e. the variation with 
k), has a Jv(k) scaling, i.e. the spectrum depends only on a linear scaling of the argument 
of the Bessel function. 
Secondly, the nature of the solution varies depending on the field to which v belongs. 
Depending on the value of JL, which controls the values of 0 and A, v can either be inte-
ger, rational, real or pure imaginary. Since the Bessel function changes quite drastically 
depending on its order, so will the solution Hk. 
2.6.3 Einstein-de Sitter universe 
The flat, dust, Einstein-de Sitter universe is perhaps the simplest model in which the sym-
metry between the orders of the equations for E and H is broken. We will not discuss the 
evolution of the Electric Weyl part here. Now we have S(t) ex t213 and the equation (2.26) 
for the magnetic modes becomes (absorbing the arbitrary scale-factor normalisation into k ): 
.. 14 . [ 5 k
2
] 
H + 3i H + 2t2 + t4/3 H = 0 (2.43) 
Again this equation has power law solutions in the long-wavelength limit (k --+ 0), where 
the equation is similar to that in the Milne case. The power law solutions are given by: 
11 y'3I 
H(t)k=O ex to:± , a±= -6 ± -
6
- < 0 (2.44) 
Thus, as in the open, expanding vacuum case, there are only decaying tensor modes on 
superhorizon scales in the presence of matter, for a flat, dust universe. 
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Figure 2.3: The same H modes in a Milne universe, but with a further x 10 increase in the 
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Figure 2.4: The evolution of H k in an Einstein-de Sitter universe near the time origin for 
large wavenumbers, k ~ 1. Note the rapid decay initially followed by the regeneration of 
the envelope. 
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2. 7 Sharp phase transitions 
If inflation is correct, then there must have been a transition at the end of inflation from 
the near-de Sitter phase to a FLRW radiation phase, often treated as an instantaneous 3-
surface, although in reality this reheating is not instantaneous. The question posed is: "can 
there be amplification of perturbations across this boundary ?" The standard answer is that 
density perturbatioRs can be amplified [38], but that tensor perturbations cannot. This is 
simply a result of the Darmois junction conditions which require that the three-metric and 
the extrinsic curvature of the three-metric be continuous across the boundary. 
The key point for us is that this theorem of no-amplification does not carry through in 
the covariant case since both the electric and magnetic parts of the Weyl tensor will depend 
on the second derivatives of the metric perturbations, which are unconstrained by the junc-
tion conditions. Thus we cannot agree immediately with the conclusion that gravitational 
waves cannot be amplified across a sharp phase transition, if we impose Darmois junction 
conditions across the join. 
For the linearised metric, eq. (2.3), the Riemann tensor is: 
(2.45) 
and the electric part of the Weyl tensor in tetrad form can be written: 
(2.46) 
From this, and equations (2.9), we see the explicit dependence on second derivatives 
of the metric perturbations, which are unconstrained by the Darmois conditions through a 
sharp phase transition. In particular we see from our initial discussion on gravitational waves 
(section 2.2 and equations 2.8, 2.9), that Eab only depends on the second time derivative 
of the metric perturbations and appears therefore to be unconstrained through a sharp 
phase transition. Note however, that the divergence of the shear is related to the spatial 
gradient of the expansion, eq. (3.31) (i.e. the extrinsic curvature) via the (0, v) constraint 
equations. This together with the 'div E' and 'Div H' constraints might be sufficient to 
enforce continuity of the Weyl tensor through a space-like boundary junction. However, 
this deserves further careful work. 
2.8 Discussion 
Here we have discussed the evolution of gravitational waves, mainly in the cosmological 
context, in terms of the electric and magnetic parts of the Weyl tensor, Eab and Hab· 
It is interesting that the evolution equations for Eab and Hab are so different, because 
in being so it seems to imply a radical break with the analogy with electromagnetism, 
which hitherto had been thought to carry through almost completely, at least qualitatively. 
However, Ellis and Hogan [47] have shown that indeed the electromagnetic field behaves very 
similarly in an expanding FLRW background with a similar breaking in the order of the 
evolution equations. Why is there this amazing parallel between electromagnetism (which 
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is an Abelian U(l) gauge theory) and gravity (which is a non-Abelian gauge theory) ? It 
is essentially because of the requirements of Poincare invariance which are applied to both 
theories and are very strong. 
Just as interesting are the cases in which the evolution equations reduce to the same, 
second order equation: i.e. in vacuum and in de Sitter spacetime, the usual model for 
the inflationary background. Similarly, questions naturally arise about the implications of 










Figure 2.5: The same EdS universe and wavenumber as above, with extended time evolution. 




Silent Universes and Vorticity 
3.1 Introduction 
"Now entertain conjecture of a time, 
When creeping murmur and the poring dark 
Fills the wide vessel of the universe" 
W. Shakespeare 
In this chapter we review the silent universe formalism, which represents a significant step 
in the study of nonlinear matter-dominated General Relativity, and consider relaxation of 
one of the main assumptions, namely the requirement that the velocity field be irrotational. 
The main aim of doing this is to see whether the reduction of the field equations to ordinary 
differential equations is preserved and how it affects the issue of integrability of the field 
equations. Further, since the vorticity has a growing mode in the nonlinear density regime 
and in fact shares the same caustics as the density field in the Lagrangian frame [69], the 
use of the traditional silent universe formalism to study the end-points of gravitational 
collapse of clusters of galaxies may perhaps not show the full picture. In fact, because of the 
growth of the vorticity in the nonlinear regime, we can see immediately that the subspace of 
irrotational silent universes is unstable to perturbations. However, it is unknown whether 
they share the same generic attractors as dust universes with vorticity included. We will 
show that the silent nature of the flow is not destroyed by including vorticity. We will call 
such models vertical silent universes (VSU's) . This is simply for convenience and brevity 
and is not a claim that such models have been shown to be integrable, i.e. consistent with 
the constraint field equations. 
A further step is taken by identifying connections with Mixmaster dynamics and Asymp-
totically Velocity Term Dominated (AVTD) solutions (section 3.9.1). 
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3.2 Irrotational silent universes 
There are several approximation schemes to the ten evolution and constraint equations of 
General Relativity (GR) . There are at least four features of the field equations of GR which 
make them particularly difficult to deal with: 
( 1) They are nonlinear, 
(2) They are partial differential equations (PDE's), and 
(3) They are coupled. 
( 4) There. exist non-linear constraint equations to be satisfied by solutions to the evolu-
tion equations. 
As far as I am aware, there is no way to eliminate problem (3) in general. The standard 
approach is to linearise the PDE's using perturbative methods, which eliminates problem (1), 
but in general still leaves us with problems (2) and (3) . Problem (2) is then usually overcome 
by using expansions into eigenfunctions (e.g. the Fourier transform in flat background), 
with gradients replaced using the Helmholtz equation. This approach has provided us 
with a wealth of conceptual understanding of our universe, which has come essentially only 
because of the near isotropy of the CMB. Had we found ourselves in a universe with a highly 
anisotropic CMB, with D.T /T c:= 1, linear perturbation theory would have been useless and 
we would have had to study the fully nonlinear equations in much more depth before now. 
The expansion into eigenfunctions would probably also not work since this only holds in cases 
where the eigenfunctions of the Helmholtz equation form a complete basis set for functions 
on the spatial sections, a non-trivial problem. Thus problem (2) would remain unsolved . 
Similarly problem (3) only disappears when 2nd order terms can be dropped, i.e. in linear 
theory. Otherwise converting the problem to Fourier space introduces mode-couplings which 
causes transfer of power from one length scale to another. 
The silent universe formalism however, solves problem (2) by converting the Einstein 
Field Equations (EFE) into a set of coupled ordinary differential equations, (ODE). The 
formalism is exact, nonlinear, and is obtained via the assumptions of a pressure-free dust 
medium, a zero magnetic part of the Weyl tensor (Hab = 0), and an irrotational velocity 
field, Wa = 0. The first assumption ensures that there are no sound waves, the second that 
there are no gravitational waves, although we should note that the interpretation of Hab is 
still not fully understood. Physically the idea behind silent universes is that each worldline 
evolves separately from the rest of the universe, governed only by its initial conditions and 
local values of the gravitational field, encoded in the density, shear, expansion and Eab· 
This locality means that there is no spatial communication between worldlines, and that 
the PDE's of GR reduce to nonlinear ODE's . This is a remarkable reduction of complexity 
but, just as with linear perturbation theory, we must know the range of validity of the 
assumptions that go ,into the approximation scheme. 
Problem ( 4) is in many ways the most insidious. To check integrability one must ensure 
that the constraints are preserved under time evolution. This involves repeatedly taking time 
derivatives of the constraints and substituting from the evolution equations until identities 
are obtained. Even in relatively simple cases, this process can require four or five time 
derivatives to be taken [8]. 
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3.2.1 The dust and vanishing Hab assumptions 
These are both vital for the reduction of the field equations to ODE's and hence cannot 
be dropped. However, without pressure one obtains shell crossings in the nonlinear regime 
and this is obviously not a good description in the latter stages of collapse on small scales 
since hydrodynamical pressure effects stop e.g. the gravitational collapse of galaxies and 
afterwards virialisation takes place. However, large clusters and superclusters of galaxies 
are not yet virialised. Further, it is reasonable to assume that the qualitative behaviour of 
matter is determined by gravity only, i.e. that the generic collapse to sphere, pancake or 
spindle configuration is determined by gravity only. Then the dust assumption is reasonably 
valid. Further, on large scales the matter is very cold and the radiation density is low so 
that the pressure on average is close to zero. 
The vanishing magnetic part of the Weyl tensor assumption, Hab = 0, is much more 
controversial, however. It has been shown [55] that there are consistent solutions with 
Wa = Hab = 0 for perfect fluids. However it has also been shown that at second order, 
scalar perturbations of FLRW models give rise to a non-zero Hab· This mixing is to be 
expected in general since the consistent splitting into scalar, vector and tensor modes is a 
linear occurance. 
Putting Hab = 0 implies that Hab = 0 (which becomes a new constraint equation) 
and through the Hab constraint equation [8] and the evolution-turned-constraint equation 
Hab = 0 this puts restrictions on the spatial variations of the shear and Eab· 
Now even at linear level, the magnetic part of the Weyl tensor can be shown to have 
both gravitational wave, H~2), and scalar perturbation, <P, contributions [35]. <P is the 
gauge-invariant Bardeen potential characterising some aspects of gravitational collapse and 
H~2 ) is, as in the previous chapter, the TT Bardeen tensor perturbation. 
The real question is whether there are fully inhomogeneous, integrable models with 
Hab = 0. This is perhaps suggested by the fact that Hab has no Newtonian equivalent (al-
though see the discussions by [72] and [73]). However, such reasoning is very dangerous since 
the integrability conditions of GR are so restrictive. Indeed, recent work [80] conjectures 
that there are no fully inhomogeneous (type I) silent models . On the issue of the physicality 
of the Hab = 0 assumption, work by Mutoh et al [86] investigated "quiet universes" - lin-
ear magnetic perturbations of silent universes - and found them to grow, leaving the silent 
universes unstable. 
3.2.2 The irrotational assumption 
The irrotational assumption appears of a different class to the other two, as it is not asso-
ciated with wave propagation. This is essentially due to the fact that the vorticity follows 
from a first order conservation law (see eq. 3.20). Thus including vorticity is not expected to 
allow communication between different world lines, and the irrotational assumption seems 
simply one of convenience. The effect of vorticity on the issue of integrability, is by contrast, 
almost completely unknown, and is discussed in section (3.7.3). 
Now it is generally believed that the vorticity on large scales is negligible. This follows 
from the well known fact that in the linear regime and in the absence of dissipative effects, 
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the vorticity has only a decaying mode, proportional to s-2 , where S is the scale factor . 
Further, the popularity of inflation is taken to imply that any vorticity present before the 
near-de Sitter phase would be hugely diluted leaving almost none afterwards, since scalar 
fields do not support vorticity. It is true that there will be no vorticity in the inflaton field 
but not necessarily true of any other non-scalar fields that it was coupled to. Nevertheless, 
it is likely that on large scales the vorticity can be neglected (see section 3.6 for further 
discussion). This means that silent universes are stable to vortical perturbations in the 
linear regime. 
However, in the nonlinear regime the vorticity gains a growing mode and in fact it has 
been shown that in the dust case it diverges with the density at shell-crossings, sharing 
the same caustics [69]. Thus realistic studies of the endpoints of gravitational collapse 
of dust spacetimes should include vorticity since silent universes are unstable to vortical 
perturbations once nonlinear collapse sets in. Thus it may be possible to have a silent 
spacetime where parts collapse to vortical singularities while the expanding parts are well 
described by the irrotational silent equations. 
3.3 Dynamics of irrotational silent universes 
Even though the assumptions p = Wa = Hab = 0 allow a reduction of the field equations 
from PDE's to ODE's, one might naively suspect that the corresponding number of ODE's 
would be equal or larger than the original number of field equations since we need evolution 
equations for density, expansion, shear and Eab· 
However, there is a theorem [55] which states that for perfect fluids with Wa = Hab = 0, 
there exists an orthonormal tetrad which is an eigenframe for both the shear and Eab· This 
means that they can be simultaneously diagonalised . This is a direct result of the "div H" 
equation which in this case is: 
(3.1) 
which is a statement of the fact that a and E, taken as matrices, commute with respect to 
our orthonormal tetrad, i.e. [a, E] = 0. 
Further, in all but two special cases, the tetrad vectors are orthogonal to the surfaces 
defined by the four velocity, ua, and hence the metric can also be diagonalised. This together 
with the fact that a dust equation of state implies geodesic flow (vanishing acceleration, 
ua = 0) means that the Einstein evolution equations reduce to just six ordinary differential 
equations - one each for the density and expansion and two each for the shear and electric 
part of the Weyl tensor. 
3.3.1 Evolution equations 
The silent universe formalism is fully covariant and because there is no reference background, 
has no gauge problems. Because of the vanishing vorticity, the four velocity can be used 
to define space-like hypersurfaces to which it is orthogonal everywhere. In this case proper 
time can be used ( ua = 0) to parametrise events on the worldlines and we have a comoving 
synchronous coordinate system. 
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However, one is f~ee to use a tetrad approach instead. This has proven to be very useful 
in studies of the properties of silent universes ([49] and refs. therein). One may define 
an orthonormal tetrad { ua, e~}; uae~ = 0, e~e~ = 8~, where Greek indices label the three 
spacelike tetrad vectors and Latin indices label coordinates. This is where the previous 
theorem becomes useful since we may choose our tetrad vectors e~ to be aligned with the 
eigenvectors of aab and Eab · Thus we may write [53]: 
3 
Eab = L EJ.LeJ.LaeJ.Lb, 
J.L=l 
3 
aab = L aJ.LeJ.LaeJ.Lb 
J.L=l 
(3 .2) 
with ~EJ.L = ~aJ.L = 0 and a2 = ~ ~a;, E 2 = ~ ~E~. From this we see why only six 
equations are needed since aab and Eab have only two independent components each, the 
zero "trace" conditions eliminating the third in each case. 
In general the metric is also diagonal [55] and in this case we have: 
(3.3) 
where the fJ.L are the scale factors of the metric in the three directions defined by the e, and 
in the FLRW case coincide with the scale factor S. In general we may define an average 
expansion via: 
where £3 = £1£2£3. 
i e = 3-
£ 
(3.4) 
The dynamical variables are thus p, 0, all a 2 , E1 and E2 . Their evolution equations are 
nonlinear and coupled, but do not depend explicitly on time, i.e. they form an autonomous 
6-dimensional system in which the trajectories do not cross or change in time in the full phase 
space. This is a further simplification which was not implied by the reduction to ODE's and 
allows the use of standard phase-plane analysis to study evolution and attractors. In fact, 
General Relativity will always reduce to ar, autonomous system (when reduction to ODE's 
is possible) because of covariance. Nowhere is there an explicit dependence on time in the 
field equations. While this independence of time is a blessing in this case it is, of course, 
the root of a great deal of trouble in quantum gravity. 
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where we have used a condensed notation with i, j = 1, 2 but with i =f. j in all cases . The 
first equation is just the matter conservation equation for dust, while the second is the 
Raychaudhuri equation, controlling the expansion rate . 
Now in FLRW and Bianchi spacetimes, all physical quantities diverge at singularities so 
that study of endpoints of collapse involve looking at infinity in the phase sp·ace. This turns 
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out to be true in silent universes too, so that more useful variables are those that factor 
out the expansion 1 , thereby bringing the singularity to finite values of the new variables. 
Further, one should note that the equations (3.9) simplify greatly whenever o-1 = ±o-2 and 
E1 = ±E2. Thus if we define new variables: 
One can now study the case e -+ oo much more easily, with the values of n, :E± and f± 
finite at the singularities. In fact, if we change time variable to: 
T = ± j edt= ±3ln£ (3 .10) 
then a further significant simplification occurs: namely the phase space decouples in one 
direction in the sense that the stationary points of the phase space are determined solely by 
n , :E±, E±, which no longer depend on the expansion, e. The phase space is reduced effec-
tively to 5-dimensional with only the Raychaudhuri equation dependent on the expansion, 
e. The exact equations are [53] (for e < 0): 
e' · - e ( 1/3 + 6:E~ + 2:E~ + 1/6 n) (3.11) 
n' -1/3n ( 36:E~ - 1 + 12:E~ + n) (3.12) 
:E' + :E+ ( 1/3- :E+(6:E+ + 1)- 2:E~- 1/6 n) + 1/3 :E~ + f+ (3.13) 
:E~ :E_ ( 1/3- :E_(6:E+- 1)- 2:E~- 1/6 n) + c (3.14) 
E' + f+ ( 1/3- 3:E+(4:E+- 1)- 4:E~- 1/3 n) - :E_c + 1/6 :E+n (3 .15) 
E' c ( 1/3- 3:E+( 4:E+ + 1)- 4:E~ - 1/3 n) - 3:E_f+ + 1/6 :E_n (3 .16) 
In these equations, changing from studies of collapse to studies of expansion is only seen in 
the change in the sign of the Raychaudhuri equation. 
3 .3.2 Endpoints of gravitational collapse 
Because the continuity equation, the Raychaudhuri equation and the Bianchi identities 
(which give equations for Eab, Hab) are all autonomous (they do not depend explicitly on 
time), when the spatial gradients are eliminated from these equations the resulting coupled 
set of ODE's will also be autonomous. This means that a dynamical systems approach can be 
used very effectively to study global properties of the system such as stability and at tractors. 
In particular we may ask "what is the generic endpoint of collapse in the irrotational silent 
universe ?" 
We can answer this question by looking for the fixed or stationary points of the system 
of equations given by (3.16). This has been done in [53]. 
1 Alternatively one could choose a less physical means of compactifying the phase space using coordinate 
transformations based on unbounded functions, such as tan-1 x for example. 
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The Szekeres models 
These correspond to the special case where E_ = c = 0, so that the phase space is 
effectively 3 dimensional. The vanishing of the above two variables means that two of the 
eigenvalues each of the shear and electric part of the Weyl tensor must be equal. Even so 
the Szekeres models are generalisations of the Kantowski-Sachs and Lemaitre-Tolman-Bondi 
solutions. 
It turns out that for initial conditions with 0 < 0, the generic attracting subspace is the 
0 = 0 plane with six physical fixed points. Conversely, if we are interested in expanding 
models (0 > 0), we need just reverse the arrows on the trajectories. The stationary points 
correspond respectively to the fiat FLRW model, a conformally fiat void locally equivalent 
to a Milne universe, a Kasner solution with pancake singularity, another Kasner model with 
spindle singularity and a solution which is the limit of a subclass of Szekeres models. Finally 
there is a vacuum solution which the authors could not identify [53]. 
The eigenvalues of the Jacobian of the flow gives the stability of the above solutions: 
the fiat FLRW, vacuum and Szekeres subclass are all unstable (saddle points). The Milne 
attractor is completely stable and is the final fate of ever-expanding voids. The two Kasner 
solutions are attractors during collapse for pancake and spindle configurations respectively. 
3.3.3 Triaxial dynamics 
Having discussed the special case of Szekeres models in the previous subsection, we would 
like to give a brief overview of the general case representing triaxial dynamics governed by 
eq.s (3.16). 
As in the Szekeres models, the collapse proceeds towards the plane 0 = 0. Because the 
origin is a stationary point, all the critical points of the Szekeres models will be critical points 
of the general dynamics. However there are additional critical points lying on Lissajous-like 
closed curves (which do not self-intersect), representing relativistic triaxial Kasner solutions 
[53] - one pancake singularity (which is the same as the Szekeres pancake) and the rest 
spindle singularities . An interesting note is that none of the attractors correspond to the 
weakly-chaotic mixmaster-Bianchi IX models which exhibit oscillatory spindle singularities 
along different axes [59]. In particular this partially disproves the conjecture by Belinskii, 
Khalatnikov and Lifshitz that Mixmaster dynamics are generic at singularities, as suggested 
by several authors [60], at least for irrotational silent universes. That this will remain true 
in the vortical case is strongly suggested by the fact that a rotational degree of freedom 
removes the Mixmaster behaviour from the singularity in Bianchi IX [58]. 
Finally, although the basins of collapse are more complicated it remains true that ever-
expanding volume. elements approach the spherical void (Milne) solution. 
3 .3 .4 Comparison with N-body simulations 
Here we will compare the silent universe results with those obtained from dissipationless (i .e. 
dust) N-body simulations which ignore vorticity and gravitational waves. However, they are 
only followed until roughly the present epoch so one cannot strictly compare the results since 
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in principle theN-body results could transform to a different shape exhibiting a type-of Mix-
master behaviour. Further, in the relativistic case one is studying the evolution ofthe metric 
while in the Newtonian case one looks at evolution of the fluid density. Nevertheless, it is a 
comforting result if the two agree . The generic nature of the spindle singularity is supported 
by many numerical studies of N-body collapse (e.g. [83]). Two interesting features have 
appeared: (1) it is the electric part of the Weyl tensor which is the dominant characteriser 
of structures: the spindle structure is due to a large Eab eigenvalue along the axis of the 
spindle [83, 84] . This will be relevant to our later discussion on the effect of vorticity. (2) 
Pancake structures, although less likely, may form before spindle ones . 
Given this, the recent work on "Quiet" universes is very interesting [86]. There it was 
claimed that the spindle configuration is unstable to Hab perturbations, while the pancake 
configuration is not . If they are correct, then the Eab- dominated spindle shape may be just 
a passing phase which is later transformed into a different state. In this case, one may ask 
why it is that numerical simulations have not discovered this ? 
3.4 Petrov classifications of Irrotational silent models 
Before we embark on a deeper study of silent universes, it will pay us to give a brief overview 
of the Petrov classifications of the Weyl tensor . This is a rather sophisticated technique in 
General Relativity and we will not delve into it too deeply, as it is best formulated in terms 
of spinors, their connections and curvature, and in particular conformal spinors. 
Now one can derive a spinor "[! ABCD from the Weyl tensor which can be decomposed 
(uniquely up to rescaling) into four spinors, called the principal spinors of the Weyl tensor . 
Since every spin or defines a real, null vector, the principal spinors, TJA, of the Weyl tensor 
define four real null vectors known as the principal null directions, ki, of the Weyl tensor. 
The principal spinors then satisfy the equation: 
1Tr ABCD 0 
~ ABCD'TJ TJ TJ TJ = (3.17) 
This can be formulated equivalently as: 
(3 .18) 
At this stage we are able to look at special cases of the principal spinors TJA. In particular, if 
two or more of them are proportional to each other then the Weyl tensor is called algebraically 
special. They have been classified according to the possible special cases and the results are 
shown in table 3.1. 
The type N fields are radiative, describing gravitational waves . The type 0 fields are 
conformally flat and are all known, while the type D fields are purely "Coulombian" such 
as the static spherically symmetric solutions satisfying Birkhoff's theorem. Type I fields 
are the most general and can be thought of as a superposition of purely Coulombian and 
transverse fields in general [57]. Not all type I fields are inhomogeneous however. The OSH 
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Bianchi I, for example, is both type I and homogeneous [80] . Bruni et al [53] attribute the 
genericity of the spindle collapse to the type D (Coulomb) field resulting from the initial 
conditions and constraints on Eab that has a nonlocal effect causing the pancake solutions 
to be unstable. 
3.4.1 A brief discussion of competing effects 
The assumptions of the irrotational universe are very likely fulfilled on superhorizon scales. 
However, because we are dealing with nonlinear perturbations, each mode of the corre-
sponding generalised Fourier problem does not decouple (as it does in the linear case) and 
all modes will be coupled to all others. Thus if the approximations of the silent universes 
are violated on small scales, we can expect that the mode coupling may transfer this in-
formation to the whole spectrum of wavelengths . Still, one expects from studies of other 
coupled-mode systems, notably magneto-hydrodynamics, that the mode-coupling will pref-
erentially cascade power to smaller scales . Thus we expect that when we consider the 
universe on superhorizon scales, the silent universe approximations will probably be fulfilled 
to high accuracy. 
This generalised Fourier approach to the mode couplings in spatial sections is 'orthog-
onal' in a certain sense to the silent universe formalism which is concerned only with the 
evolution of single worldlines independent of the rest of the spatial sections except on the 
initial spacelike hypersurface on which initial conditions were placed (and where the con-
straint equations must hold) . In fact this difference describes geometrically the competition 
between the effects of spatial gradients which cause mode-coupling via density gradients, 
sound and gravitational waves, and silent evolution which only cares about initial condi-
tions . On subhorizon scales, even if Hab = 0 initially, weak mode-couplings at second order 
due essentially to pressure gradients, destroy this equality [56]. The further evolution of the 
universe is a complex, scale-dependent competition between the silent, "initial conditions", 
and the mode coupling due to spatial gradients. 
In the two limits of small and large scales the situation appears fairly well known - silent 
universes on the one hand and Newtonian gravity coupled to the N a vier-Stokes and plasma 
equations on the other. It is the intervening stage that is the problem. Partly because we 
don't know where the transition occurs. 
3.5 Generation and evolution of vorticity 
Using a Lagrangian formalism, Buchert (1992) [69] showed that mass conservation allows 
the exact integration of the evolution equations to give: 
w = wo · \lf(detF)-1 (3 .19) 
where fis the flow vector and F = \7f is the deformation gradient of the flow. Geometrically 
this is significant because it shows that the vorticity shares caustics (where shell crossings 
occur) with the density, when detF = 0. This is a generalisation of the famous Zel'dovich 
solution, except here both the density and the vorticity diverge formally, and at the same 
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spacetime events, so that regions of high density are also expected to be regions of high 
vorticity. 
This geometric demonstration of the possible importance of vorticity makes it important 
to know the scale on which vorticity is significant, particularly for testing the validity of 
the POTENT approximation2 , which explicitly requires an irrotational velocity field . The 
Fourier space problem where the answer lies is complex because of the nonlinearity involved. 
This implies that different modes will not decouple as in the linear case so that cross-
correlat ions between modes and between dynamical quantities will act as sources and are 
expected to lead to cascades as in classical turbulence. This makes it too difficult to study 
in t he present work 3 , and we simply state the problem, the answer to which will govern the 
validity of a large number of cosmological studies. 
Initial conditions provide the other half of the key to this problem since the vorticity 
spectrum might have been attenuated so greatly initially that even nonlinear growth and 
mode couplings could not have transferred it by the present epoch to scales greater than 
t ightly bound galaxy clusters. 
On the other hand, vorticity may also be generated, even if it were absent initially, by 
irreversible processes [75]. In complete generality we have [8]: 
(3.20) 
where hb is the projection tensor, f is the "scale" factor, "!abed the antisymmetric alternating 
tensor and Ua the four velocity. The last term in eq. (3 .20) can be non-zero either due to 
spatial variations in the pressure gradient, or to the shear or vorticity coupling to a non-zero 
flux, as exists in realistic multi-fluid models [35]. If the shear is nonlinear, then the growing 
mode of the vorticity is ensured, since f will be a locally decreasing function in this case. 
If the last term is zero and the shear is linear however, then the right hand side can be 
neglected, and we recover the pressure-free, decaying mode solution, w ex f_- 2 , so often used 
as a justification for neglecting vorticity. 
When pressure is included in the linear fluctuations, we see that vorticity may be created 
or destroyed through irreversible processes: [39] : 
(3 .21) 
where pis the energy density, ITa = (p + p)-1(3 )\7b1rab, 1rab is the anisotropic stress, c; is 
the speed of sound, sis the entropy and [ab] denotes anti-symmetrisation on those indices. 
Again we have not included a source term due to fluxes from tilted frames or multiple (i .e. 
baryon-dark matter) fluids . More physically, vorticity can be generated if (3)\7 p A (3) \7p f:. 0, 
if there are tangential stresses (such as due to a magnetic field, which is another axial vector 
field with very similar behaviour), or oblique shock waves in the flow. Further insight is 
gained, in the absence of shear and pressure, from the vorticity evolution equation ( 3.21) 
which is dominated by the local value of 0, the expansion. If the expansion is negative, i.e. 
2 The POTENT scheme is a method for reconstructing the gravitational potential <I> from the peculiar 
velocity field, since at linear theory with an irrotational velocity field , the two are related by a simple integral. 
3 The weakly nonlinear stages of the irrotational Fourier space problem have been studied recently (79]. 
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local collapse is occurring, the vorticity grows. Now since at linear level, 0 ex - V · v ex 8; 
regions of positive density contrast are roughly associated with growing vorticity unless 
shear or dissipation are dominant. Thus even if our universe had extremely special initi al 
conditions with purely adiabatic fluctuations and with the vorticity exactly zero everywhere, 
this would not have remained the case and we need to return to the Fourier space problem 
to discover on what scales vorticity is important. 
3.6 Vorticity in the early universe - constraints and gener-
ation 
The main reason, apart from mathematical completeness, for considering vortical silent 
universes stems from the fact that vorticity may be important in the dynamics of certain 
scales in the universe, and a basic mistrust of the general "rule-of-thumb" that one can 
ignore vorticity. The main question that we must answer then, is how could vorticity have 
been produced in the early universe ? We have given some general ideas in the previous 
section on vorticity generation but here we will concentrate on specific models. 
It is well known that turbulence cannot have seeded galactic structures since it would 
have caused anisotroples in the CMB above the observed f).T /T ~ 10-5 and would certainly 
have violated the strict COBE FIRAS constraints on spectral deviations from blackbody" 
(see chapter 4). Conversely however, nothing stops part of the CMB anisotropy from being 
due to a spectrum of vector perturbations (see chapter 4 for a discussion of how vorticity 
creates anisotropy in the CMB). The question arises, how would such a spectrum be created 
? Since inflation, topological defects and the Primordial Baryon Isocurvature (PBI) models 
are the main possible ways of seeding structure known today we will ask the question of 
these theories. 
Now because the vorticity of scalar fields is identically zero, it is generally believed 
that inflation removes any trace of vorticity initially present. This is true bar two caveats: 
firstly we expect the inflaton field to be coupled to other fields which most likely support 
vorticity. Thus as discussed by Grischuk [40], vortical perturbations in these fields could be 
parametrically amplified by the expansion of the universe. Secondly, at the end of inflation, 
reheating must take place where the great entropy of the universe is produced as the inflaton 
field decays to other fields, again which will generally support vorticity. From eq. (3.21) 
we see that, depending on the sign of the third term, reheating will either cause a drastic 
reduction, or increase of vorticity. We know that s ~ 1 during reheating, so that we are 
left with the term ( 8p 1 as) p - the derivative of the pressure with respect to the entropy 
density at constant energy density. If this is negative the vorticity will have a rapid growing 
mode and will violate eq. 3.21, which only holds for linear w, within a few oscillations of 
the inflaton field at the bottom of its potential. If density perturbations were still small 
then this vorticity would then decay as usual, but because of the huge change in entropy 
(~ 1040), would very likely cause a visible effect in the CMB . Conversely, if (8pj8a)p > 0, 
w < 0. 
What about primordiaL baryon isocurvature (PBI) models ? These are open, baryon 
dominated models in which the primordial perturbations were isocurvature entropy pertur-
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bations rather than adiabatic perturbations. The weakness of this theory is that the origin 
of the perturbations is not specified. However, assuming that the entropy perturbations 
were produced somewhere near decoupling, the same argument as in the inflationary case, 
but perhaps in a milder form, holds. 
What about topological defects ? There are two candidates here: cosmic strings and 
global textures . Both seed structures via isocurvature entropy perturbations and hence may, 
depending on the models (as in the cases above), give rise to growing vortical modes. In the 
case of cosmic strings there is another interesting possibility. Since strings have extremely 
nonlinear densities and move relativistically, they are supersonic and would produce large-
amplitude shocks in the surrounding media. This turbulence would induce vorticity and 
hence seed magnetic fields [61]. 
Of the above theories, only cosmic strings can reasonably produce vorticity after recom-
bination, and given the stringent constraints from the CMB, the above discussions should 
perhaps be taken as constraining those theories rather than offering a way to produce a 
vorticity component that would still be viable today. As for cosmic strings, it should be 
possible to place strong limits on the number density of strings per Hubble volume from 
FIRAS. This is because turbulence and acoustic waves transfer energy to the CMB and 
hence cause spectral distortions, which can be used to constrain the spectral index of the 
power spectrum, even in standard inflationary models [74]. 
Of course we have neglected standard hydrodynamical effects which will definitely gen-
erate vorticity on smaller scales, and as discussed earlier, once local collapse occurs, the 
vorticity gains a growing mode. 
3. 7 Vortical silent universes (VSU) ? 
Returning to the subject of the silent universes, it is instructive to ask the question: under 
what conditions can the silent nature of the flow be retained ? Here we conjecture that the 
irrotational assumption is useful, not for ensuring the silentness of the flow, but rather for 
ensuring the existence of a simultaneous diagonalisation of the shear, electric part of the 
Weyl tensor, Eab, and metric, and hence a reduction of the full field equations to just six 
ordinary differential equations (ODE's) [53] . However, before discussing this conjecture, let 
us examine the evidence against it . 
Due to Poincare invariance, there are strong similarities between gravity and electro-
magnetism (EM).· Let us examine this analogy with electromagnetism (EM) . If there were 
magnetic monopoles then these would be a source of the magnetic field just as electric 
charges are a source of the electric field. Hence if one wanted to eliminate the magnetic 
field, one would also have to eliminate magnetic monopoles . Now gravity is a non-Abelian 
theory so "monopoles" are possible . What are the gravitational monopoles ? Looking at 
the linearised div H constraint equation (2.19) we see that div Hab :j:. 0 when Wa :j:. 0 (if 
J.L :j:. 0). So that vortices are the monopoles of non-vacuum, linearised gravity. This is not 
strange, since it is also the case in other gauge theories . Indeed in chapter 2 we imposed 
the constraint that wa = 0, i.e. that there were no vector perturbations. But here we want 
that there be no gravitational waves (so that there is no spatial communication). Now if 
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the analogy with EM carries through, allowing vorticity in silent universes would create a 
"Coulombian" magnetic Weyl tensor , and hence vorticity would act as a source of H ab · The 
question would then be, is it possible to have H ab i- 0 and still not have gravitational waves 
? 
That the analogy with EM carries through to gravity appears to hold very well. The 
recent work of Bonnar [81] on the invariants EabEab- H ab Hab and E ab Hab show no flaws 
in the analogies between GRand EM. Further, another work by Bonnar [82] demonstrates 
that at least in the special case of the van Stockholm solution, vorticity does act as a source 
for the magnetic part of the Weyl tensor. Hence, while in terms of the physicallity of the 
models , adding vorticity improves the situation, it may worsen the integrability problems 
of silent models. 
3. 7 .1 Simultaneous diagonalisations 
In the irrotational case we used the "div H" equation (eq. 3.1) to prove that the eigenframes 
of the shear and Eab coincided. Unfortunately we can see that this is no longer true in 
general when vorticity IS included as the "div H" equation now becomes (assuming no 
spatial gradients) [8] : 
(3 .22) 
so that in general, the commutator between the shear and Eab matrices is not zero . Hence 
the symmetry between the eigenframes is broken and Eab and aab cannot be simultaneously 
diagonalised in the general vortical case. Alternatively we may formulate it as: 
Lemma 
For purely Weyl-electric dust (p = Hab = 0), the shear aab and electric part of the 
Weyl tensor, Eab have the same eigentetrad and hence are simultaneously diagonalisable if 
Wab = 0. 
Conversely, if Wab i- 0 then a simultaneous diagonalisation is only possible when 3E~wa + 




The proof follows immediately from eq. (3 .22) on setting the RHS = 0 = p. 
The special case with non-zero vorticity mentioned above corresponds geometrically to the 
case where the instantaneous axis of rotation of the fluid is aligned with one of the principal 
directions of Eab, and hence of the shear. This means that the vorticity rotates the two 
non-aligned principle axes of aab and Eab in a plane orthogonal to Wa · In this case our 
extended set of coupled ODE's becomes 9 dimensional, with the addition of three equations 
for the off-diagonal terms of Wab· There are no diagonal terms because Wab = -Wba· 
However, for general Wab it is not possible to achieve a simultaneous diagonalisation of 
aab and Eab· This means that we can diagonalise one of aab or Eab by suitable choice of 
tetrad, but not both. This in turn implies that we need three more equations for the extra 
off-diagonal components of either a ab or Eab, bringing the total of equations to twelve. 
In the general case one is left with a choice of tetrad which coincides with _the eigentetrad 
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of the shear, electric tidal field, or such that one of the spatial tetrad vectors is parallel to the 
vorticity vector. More specifically one can always choose the tetrad such that w = w1, w2 = 
W3 = 0. 
3.7.2 The evolution equations for VSU's 
As before we have matter conservation: 
p= -p0 (3.23) 
and the modified Raychaudhuri equation: 
(3.24) 
These are easily converted to tetrad form since they are scalar equations. The rest of the 
relevant equations are simplified by the fact that, even if not simultaneously diagonalisable, 
the projection tensors in the time derivative terms can be dropped due to the geodesic 
(pressure free) flow (G.F.R. Ellis, Pvt. Comm.). We therefore have the vorticity evolution 
equation: 
(3.25) 
In our case the acceleration is zero and the equation is in fact simply a conservation equation 
for (£2wb), where £ is the characteristic length (see equation 3.4). In addition there is 
the shear propagation equation with two extra terms relative to the irrotational case, one 
proportional to habw2 and one to -wawb: 
· f 2 hab 2 2 
(O"ab) = -WaWb- O"afO"b - J00"ab + J(w + 20" ) - Eab (3 .26) 
where w 2 = wawa. The Bianchi identities, Rab[cd;e] = 0, give us the Maxwell-like equations 
[8] : 
-Jab_ habO"cd Ecd + 
1 
eEab + 3 E 5 (aO"b)s + Es(awb)s _ 2
(p)O"tm, (3 .27) 
for the time variation of Eab· This is the set of equations (with Jab= 0) which describe the 
dynamics of VSU's. The last part of our job is to write the projection tensor hab in terms 
of our other kinematic variables . 
Note that in general we will have the evolution equation for Hab which in our case 
becomes a constraint: 
hm ahtcjrc- Jmt + 2Ea(t1]m)bpqUbUp + hmtO"ab Hab + 
+0Hmt- 3H/mO"t)s- H/mwt)s = 0 (3.28) 
where we have followed the modern trend [8, 49] of illucidating the importance of the curl-




which by the definition of silent universes are zero. These then are the equations (without 
the Hab eq.) that must be converted to tetrad form if we wish to study the system from 
a dynamical systems point of view. If we examine these equations we see that the only 
technical difficulty is provided by the presence of the projection tensor, hab = 9ab + UaUb. 
Now the theorem quoted earlier [55] for the irrotational case guaranteed that the metric 
was generically (except in two special cases), diagonalisable with space-like components fa.. 
In the irrotational case this is not expected to hold. 
As a final note, we cannot use the Gauss-Codazzi equations since these rely on a 3 + 1 
decomposition which is strictly only possible when the vorticity vanishes, although it is 
possible to define them at first order if the vorticity is linear. 
3. 7.3 The integrability conditions 
For any solution to the propagation equations, one must check that the constraint equations 
are also satisfied, i.e. a full solution to the ten field equations. In particular one must check 
that the constraint equations are preserved under time evolution. In this regard, Newtonian 
solutions are bad role models. A well-known example is provided by homogeneous rotation, 
which appears to allow the avoidance of the initial singularity, but which does not satisfy 
the constraint equations [8]. 
Now, it is widely believed that General Relativity is in fact an integrable system, among 
other reasons because it has a formulation in terms of twistors [62, 63], as do 4-dimensional 
self-dual Yang-Mills theories . However, proofs of these beliefs are still pending and in the 
mean time one must proceed from case to case. In vacuum, Tab = Wab = 0, the Bianchi 
identities imply that the constraints are preserved under the flow. The corresponding case 
for the irrotational silent universes had been thought to be proven in [54]. However, the 
converse actually appears to be likely in general. There is a conjecture that there do not 
exist any truly inhomogeneous Petrov type I models [80]. This is particularly interesting 
since, if true, it implies a linearisation instability in the field equations since silent linear 
perturbations of FLRW models are known to satisfy the constraints identically. Hence there 
may exist linearised solutions which have no correspondence in the full non-linear theory. 
The further question under debate here is whether or not the silent flow with vor-
ticity observes the constraint equations. The constraints come from the Ricci identities 
( u~bc - u~cb = Rdbcud). One obtains conservation equations for the shear, vorticity and 
Raychaudhuri equations together with the three constraints 
(a) The (0, v) equations: 
hab ( c c 2 0 ) _ 0 Wb;c- O'b;c- 3 ;b -
(b) the vorticity divergence constraint: 
h b a 
a W ;b 





==? w VxA (3.34) 
(3 .35) 
Thus in the case where there is no acceleration (pressure-free, geodesic motion), we have a 
vorticity vector potential A. 
(c) The Hab constraint : 
H 0 ht 1 s ( b·c b·c) f ad = = a 1-d W(t ' + O"(t ' "ls)fbcU (3.36) 
where we have consistently put p = 0 = Ua = qa, where qa is the flux term in the stress 
tensor of a non-perfect or multi-fluid. 




where the first is trivially satisfied in silent universes and the second gives us the constraints 
on simultaneous diagonalisation, as discussed previously. 
The H = 0 = H Silent constraint 
Now this "silent" constraint, because the vorticity only comes into it in a product with 
Hab, is exactly the same as in the irrotational case: 
0 _ h (m'Yit)radu Ea 
- a ·1 r s;d (3.39) 
Only once the time derivative of this is taken do any differences appear. The two new terms 
give the constraint [54]: 
0 _ h(i j)klm [(E. n ) En p ] - n'T/ Uk I ;m - l;pU ;m 
Now of these two terms , the first will introduce an extra term related to 
(Es(mwt)s);n 
(3.40) 
while the second is unknown. Thus the problem with this constraint is reduced to checking 
that equation (3.40) holds under time propagation. 
There are two issues here: that vorticity does not destroy the silent nature of the flow, 
and secondly, that p = Hab = 0 is consistent with wa =F 0 - integrability conditions for the 
flow . That vorticity doesn't destroy the silent nature is seen from the lack of spatial gradients 
in the equations under the assumptions p = Hab = 0 and physically understandable since 
communication (through sound or gravitational waves) between world lines is not dependent 
on vorticity. The integrability conditions, on the other hand are not proven here, and will 
likely remain so for a good length of time, given the complexity of the problem. 
Finally, it seems likely that it is possible to obtain silent universes with Hab =fi 0. From 
chapter 2, it is clear that if we want to eliminate gravitational waves we should rather 
impose the vanishing of the curl's of Eab and Hab, thus leaving the Coulombic part of the 
field involved in gravitational collapse. However, this also remains unproven at this time. 
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3.8 Averaging and the Cauchy Problem 
The main problem of introducing vorticity into the cosmological problem, apart from the 
increased complexity of the field equations, is however, the definition of time surfaces. No 
longer is it possible to define "time surfaces" everywhere orthogonal to the fluid flow, ua [8]. 
However, if initial data are set up when the perturbations are in the linear regime, when the 
vorticity is linear, as is required from the CMB, this presents no problems, since one is still 
allowed continuous time surfaces everywhere orthogonal to the fluid flow [8] . This is because 
the vorticity decouples from the other fluid variables at linear order. However, as soon as the 
density contrast reaches the quasi-linear and early nonlinear stages, the growing vorticity 
mode implies that the orthogonality of the fluid flow to the time surfaces is progressively 
lost. 
This is perhaps one of the most interesting problems related to averaging of the field 
equations: the existence of orthogonal time surfaces on one scale and not on another. It is 
a crucial problem for studies which use the irrotational velocity assumption for dynamical 
studies. In particular, the POTENT formalism requires irrotational fluid flow to be valid. 
Apart from questioning the validity of this assumption on scales of quasi-linear density 
contrast, it is not obvious that averaging over the small scale nonlinearities yields a metric, 
which, not only has well defined time-surfaces with the fluid flow orthogonal to them, - but 
yields a Newtonian metric which implies the existence of a preferred time slicing (i.e. the. 
scalar Bardeen metric in the longitudinal gauge). 
Let us consider for example, a FLRW model with a nonlinear clump imbedded in it, 
with the density still finite. The vorticity is assumed zero when averaged over large enough 
scales, and hence there exists a global time surface everywhere orthogonal to the averaged 
fluid flow. However, as the averaging scale is reduced, vorticity appears near the object and 
when the vorticity becomes nonlinear, the time surfaces cannot maintain their orthogonality 
to the flow and mesh together to form a single smooth surface. What are the physical 
consequences of this ? The most important question regards commutativity: if we average 
over the vorticity and then propagate this solution forward, and then evolve the small scale 
solution forward (which has the nonlinear vorticity) to the same stage, and then average on 
the appropriate large scales, will we obtain the same results ? Because the time and fluid 
flows differ in such a fundamental way, the answer might be expected to be no. Indeed it is 
an open question as to whether a simple "polarisation" tensor can redress the imbalance due 
to ignorance of small-scale dynamics. This casts doubt on whether any study of nonlinear 
structure which ignores vorticity can be extended forward in time consistently. 
3 .9 Vorticity and the nature of the singularity 
Leaving behind the Cauchy problem, we move to the study of the singularity. Since the 
main aim of casting the equations in the form of an autonomous system is to use the 
well developed theory of dynamical systems to study attractors - i.e. the endpoints of 
gravitational collapse. In particular we would like to know whether the attracting set found 
in the irrotational silent case [53] are stable to the introduction of vorticity. The vortical 
silent universe (VSU) attractors for ever-expanding models will almost certainly be the same 
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as in the irrotational case - empty Milne solutions - since the vorticity will monotonically 
decay away. 
However, for collapsing models the situation is more complex because (section 3.5) the 
vorticity starts growing once local collapse occurs. As the singularity is approached the 
vorticity diverges, essentially because of the vortical conservation law (3.19). At least in 
first order (Newtonian) Lagrangian theory, the vorticity and density will share the same 
caustics. It is not known if this is true in the full, relativistic theory. At any rate it seems 
very plausible that the VSU's will have a different, and certainly more complex, attracting 
set, one of which may be the Godel solution (even if measure zero initial conditions lead 
to it). In particular the most important question is: will the generic end-point of collapse, 
which in the irrotational case was the spindle, Kasner solution, be changed to a pancake 
singularity ? Or will it remain a spindle singularity belonging to a more complex spacetime 
? This question is currently under study. 
The apparent divergence of the vorticity at singularities should be taken with some 
caution, however, when studying effective dynamics. Although the density in collapsing 
models diverges, the analysis of [[53), section 3.3.2) shows that the attractors are generically 
vacuum Kasner models - i.e. the energy density is not felt by the asymptotic dynamics. 
Perhaps the vorticity is unimportant in the same way ? 
If we examine simpler models with vorticity we can get an idea as to the answer to 
these questions. The rotational Bianchi IX models [58) show that the vorticity enters the 
Hamiltonian in two ways: it appears in the matter term as the "rotation wall" . Since the 
universe cannot collide with this wall, rotation in this form doesn't affect the qualitative 
behaviour near the singularity. In this sense it supports our conjecture above about the lack 
of importance of vorticity at the singularity. 
However, rotation enters the Hamiltonian of rotating Bianchi IX 's another way - through 
a centrifugal term which acts on the geometry in a way that matter cannot. Despite this 
possibility it was found that rotation doesn't in fact change the essential nature of the 
singularity relative to the non-rotating case. However the Bianchi models have of course ho-
mogeneous spatial sections, or in the rotating case, 3-d subspaces, so that no inhomogeneous 
modes are excited. Now in our inhomogeneous vortical silent universe, the energy density 
corresponding to the vorticity should be essentially unimportant. However the constraint 
equations, particularly the (0, v) equations (3 .31) and the Hab constraint, link the vorticity 
to the geometry in the way that matter cannot. In particular, we see that the (0, v) con-
straints relate the hab- projected divergence of the vorticity to the hab- projected divergence 
of the shear and covariant derivative of the expansion. This coupling of "spatial" derivatives 
may be much more important in inhomogeneous models than in the Bianchi models and 
hence could mean a different result - that vorticity does change the singularity qualitatively. 
This possibility is suggested by the case of the Kerr model of the rotating black hole. The 
introduction of rotation deforms the Schwarschild point singularity into a spacelike closed 
curve singularity which allows for closed timelike curves, which is qualitatively different from 
the non-rotating case. 
In studies of the AVTD Gowdy models (see section 3.9.1), it was found that there is 
a complex interplay between nonlinear steapening and "freezing" of structures. We know 
that there is no chaos in the irrotational silent universes, but it should be possible to search 
76 
for such frozen nonlinear structures on trajectories which allow them - e.g. the Szekeres 
models . 
Now, if vorticity is important then it can induce at least two changes: 
(a) the generic singularity reverts to being of pancake type. 
(b) the generic singularity is locally of oscillating, Mixmaster type (the BKL [64] con-
jecture). 
The problem with accepting (b) is that the existence of the necessary global time-slicing 
is debated [64, 65]. With vorticity this problem is even more severe, and if this is true 
in general, then the spatial structure of the singularity becomes extremely complicated as 
the characteristic bounces occur at different locations at different times. This would be a 
much more complex version of the singularity in the Tolman universe where the singularity 
hypersurface occurs at different times depending on radial coordinate. 
3.9.1 Asymptotically Velocity Dominated Models 
Although not noted before, there is an intimate link between silent universes and another 
branch of singularity study in General Relativity - the so-called Asymptotically Velocity 
Term Dominated (AVTD) models, which are characterised by the dominance of time deriva-
tives (velocity dominated) over all spatial derivatives as the singularity is approached [64].' 
Thus effectively all spatial gradients become negligible . Because only the singularity struc-
ture is important (i.e. the limiting behaviour), there is no need to have the spatial gradients 
exactly zero . Hence the AVTD models can have a non-vanishing magnetic part of the Weyl 
tensor at finite time before the singularity. 
Of course the price this exerts is that one must deal with partial differential equations 
which must be solved numerically [66], and then only for simple solutions such as the 
Gowdy models. Even then, the numerical results can only be taken as suggestions of AVTD 
behaviour and can never be real proofs. It is comparisons such as this which bring out the 
real power of the silent universe formalism for obtaining concrete results. A slight advantage 
of the numerical approach is that the constraint equations can be checked numerically (at 
a given accuracy level) at each time step, thus circumventing the analytical integrability 
issue. 
AVTD singularity of the Gowdy and U(l) models 
Here we will very briefly outline numerical investigations of the polarised and unpolarised 
Gowdy models to give a flavour of current research into AVTD singularities [66, 64] . We 
will not discuss the details of the numerical solution which involve symplectic integrators 
designed to handle steep gradients and preserve the constraint equations. 
The Gowdy model on T 3 X R is a vacuum model given by the metric: 
(3.41) 
where >.,P,Q are only functions of() and r. The angular coordinates are ·a,8 which are 
periodic, and r is the time coordinate. This metric admits three Killing -fields . If P, Q 
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are assumed to be small, then they can be identified as the amplitudes of the + and x 
polarisations of gravitational waves propagating on a background spacetime determined by 
A. The case Q = 0 is called the polarised model, and can be solved exactly. In general, 
however, the field equations can be split into two nonlinear "wave" equations for P, Q and 
two constraint equations. The wave-like equations are [66]: 
p _ e-2-r p _ e2P(Q2 _ e-2-rQ2 ) = 0 , -r-r ,BB , -r ,B (3.42) 
and 
(3.43) 
Note that as r--+ oo (the singularity), the spatial gradients are suppressed by e-2-r factors, 
leaving equations which plausibly depend only on r; hence the AVTD conjecture. In the 
polarised case the solution has been shown to be AVTD analytically [67]. Detailed numerical 
calculations for the pseudo-polarised case show very nonlinear structures in P and Q (see 
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Figure 3.1: P (dashed line) and Q (solid line) vs ()at r = 12.4 for the standard initial 
data set with v0 = 5 for 0 ~ () ~ 1r for a simulation containing 20000 spatial grid points 
in the interval [0, 21r]. The peaks in P are essentially the same in that they occur where 
Q,8 ~ 0 while the apparent discontinuity in Q occurs where 7rQ ~ 0 and P < 0 (P = 0 is 
the horizontal line). From [64]. 
One may extend the numerical analysis to more general cases of interest. In particular it 
has been shown that any cosmological model on T 3 x R containing a spacelike U ( 1) symmetry 
can be described by only five degrees of freedom. It turns out that the corresponding 
Hamiltonian formulation is similar to that of the Gowdy models, barring the appearance of 
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a complex term involving all spatial derivatives, characterised by a potential U, which tends 
to zero as the singularity is approached, in the case of AVTD models. 
Numerical results for this more general model are plagued by steep gradients which can 
only be overcome by spatial averaging which causes deviations from the true dynamics. 
However, the AVTD behaviour is evident (U--+ 0) in the following figures (from [64]) . 
Figure 3.2: Frames of U(u,v,r) for the polarized model x = z =;=A= sinusinv, PA = 
12eA, w = r = 0. Time increases to the right and downward. The final frame corresponds 
to U ~ 0 everywhere [64]. 
Figure 3.3: Frames of U(u,v,r) for the generic model x 
sin u sin v, PA = 14eA, p = 10 cos u cos v with averaging [64] . 
z casu cosv, A 
One notable feature of these models [66] is the development of small scale features due 
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• r 
Figure 3.4: Frames of U( u, v, T) for generic model x = z = 0, A = .1 cos u cos v, PA = 
2.1eA, r = cosucosv. The diagonal features in the final frames are numerical artifacts [64] . 
to nonlinearity which then freeze out as the AVTD limit is approached. This is reminiscent 
of solitonic solutions of standard nonlinear equations where the steepening due to nonlin-
earity is balanced by dissipation or dispersion. It would be very interesting to examine eq's 
(3.42,3.43) for such solitonic solutions. 
What is the relationship between AVTD models and silent universes ? Near the singular-
ity, exactly AVTD models can be thought of as a different, spatially homogeneous cosmology 
at each point in space [66] . This is reminiscent of the silent universe where each worldline 
evolves as its own, inhomogeneous, universe. In this sense the silent models are more general 
than the exact AVTD solutions. However, the major class of interesting solutions which are 
AVTD, can only be thought of as classes of homogeneous cosmologies one for each point, 
exactly at the singularity. In general, particularly away from the singularity, they will have 
non-zero pressure, magnetic Weyl tensor and spatial gradients, and in this sense are much 
more general than silent models. Thus we see that the two classes overlap to some extent, 
with results from one class complementing those from the other. 
3.10 The effect on light propagation 
How would the existence of vorticity affect light propagation ? The behaviour of an infinites-
imal bundles of null geodesics can be formulated through the expansion and (complex) shear 
of the bundle, with definitions (see chapter 5): 
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where the subscript R denotes the ray-bundle quantity and ± 1 <~1 are the eigenvalues of the 
shear tensor . These evolve according to the nonlinear optical scalar equations: [142]: 
(3.44) 
(3.45) 
where Caf3'Yo is the Weyl tensor responsible for tidal distortion and kcx, E*f3 are respectively 
the wave vector, and a complex null vector in the plane orthogonal to the ray bundle. 
The angular diameter distance, [142] (reciprocal to the luminosity distance), r relates 
the physical size of an object, to the angle, that it subtends in the sky, and is given by: 
(3.46) 
where v is an affine parameter. This defines the field/fluid approach to gravitational lensing 
as opposed to the lens plane, point- mass approach, and is perhaps better suited to the 
study ofrealistic lensing in multi-fluid baryon-dark matter models beginning to be studied. 
The impact of vorticity on the ray bundle is not well understood, other than the distortion 
of critical and caustic curves investigated in simple cases [85] . Under the approximations of 
the VSU's, the Weyl tensor is given by: 
C - ( ) p rEqs abed - "labpqTfcdrs - 9abpq9cdrs U U (3.47) 
where 
9abcd = 9ac9bd - 9ad9bc · (3.48) 
Taking the time derivative of eq. (3.45) brings into the ray-shear evolution the equation for 
Eab(again using Ua = Hab = 0) [8]: 
(3.49) 
where a single fluid with comoving observer is assumed so that there is no flux and we 
assume that there is no anisotropic stress. Naively we might expect that, since the shear 
and vorticity couple to Eab with the same sign, they have the same effect on the ray bundle·. 
However, the other terms involving the shear- particularly the last one which couples to the 
density, and is hence expected to dominate most often in the quasi-linear regime- occur with 
the opposite sign to the vorticity term. Hence we may expect that vorticity will generally 
act to reduce the convergence of the ray bundle, in contrast to the effects of shear which 
enhance caustic formation [142] . When one also includes the fact that vorticity slows up the 
process of gravitational collapse and hence reduces the mass density available to lensing, we 
see that the net effect of vorticity is probably to increase the effective critical surface mass 
density of a mass distribution [142]. In other words it reduces the possibilities of formation 
of multiple images of background sources. This may be important in using multiple image 
statistics to constrain cosmogonic models [78]. These involves tests such as: (1) finding the 
most likely value for the angle of image splitting for sources of different redshifts, (2) the 
most likely value of the lens redshift (3) the largest expected image splitting angle. 
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Vorticity slows down collapse, and hence results in less nonlinearity and hence will skew 
the first of these to smaller angles for almost any model, thus allowing better fits with 
observations [78). For the same reason it is expected to bring the lenses to a lower redshift, 
possibly contrary to observations [78). 
3.11 Density Waves in Silent Universes 
Density waves are a fundamental part of spiral arm formation in galaxies, but their appli-
cation to cosmology has been much less investigated. Even in the linear case, density waves 
- movement of local density extrema from one worldline to others- occur in fiat geometries, 
[77) unless * = 0, implying that there are no entropy perturbations, or sound waves . In 
the weakly nonlinear and fully nonlinear regimes, the above condition is modified to [77): 
(3.50) 
This must be satisfied if there are to be no density waves . i.e . the spatial gradients of 
the scalar shear and vorticity must coincide everywhere. From eq. (3 .50) the irrotational 
silent universes, with w2 = 0, always have density waves unless they are homogeneous and 
isotropic, i.e. exactly FLRW. Since shear has scalar, vector and tensor contributions, while 
the vorticity has only vector contributions, this condition is never expected to be satisfied 
in a vortical dust universe, and hence we expect density waves to be generic in this case, as 
well as in the case involving pressure, relevant to cluster dynamics and structure formation . 
Vorticity and pressure fluctuations will further lead to changes in the propagation speed of 
these density waves, which are determined by the time evolution of the density gradient and 
the Hessian matrix of spatial derivatives of the density (see [77]). 
The comoving density peak scenario of structure formation, with no density waves, is 
thus seen to be rather unlikely in realistic one fluid models . The effects of several fluids 
on the nature of density waves is unknown as yet, but may be expected to have bearing 
on the spatial variation of bias and the segregation of peaks in the baryonic and dark 
matter components [68), [83] . Finally we note that vorticity in the nonlinear multi-fluid 
case has not been studied. Given the importance of shear in the dynamics of segregation 
of baryonic and dark matter peaks [83), one may expect vorticity, if it is at all dynamically 
important at proto-galactic scales, to be similarly important for determining bias factors, 
through dynamical friction especially in bottom-up theories of structure formation where 
small nonlinear structures form first and merge to form galaxies . As mentioned after eq. 
(3.21), multi- fluid models involve non-zero fluxes, which will act as sources for vorticity 
[76) . 
3 .12 Conclusions 
The main results, ideas and conjectures of this chapter are summarised as follows: 
1. The irrotational silent universes are unstable. Their lack of vorticity is nongeneric 
due to a coupling of the rotational mode to the density contrast in the quasi-linear regime. 
Since vorticity is known to exist even on galaxy cluster scales, where dissipative gas dynamics 
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are important, an irrotational model appears unrealistic for studies of non-linear collapse. 
The fact that the vorticity diverges with the density in strong collapse suggests that it is 
important dynamically. It may affect the natural configuration of gravitational collapse -
spindle versus pancake. 
2. The silent nature of the field equations is retained if one includes vorticity. Thus 
the fully nonlinear relativistic evolution is reduced to a coupled set of ordinary differential 
equations . However, it is likely, that the shear, vorticity and electric part of the Weyl tensor 
cannot be simultaneously diagonalised . The full integrability and consistency conditions for 
the VSU's have not been checked, and given the work of [80], it is possible that no fully 
consistent VSU's actually exist. 
3. The Cauchy problem is, significantly more complicated due to the nonexistence of 
ua-orthogonal, smooth cosmic time surfaces when the vorticity is in the quasi-linear or non-
linear regime. This is intimately tied up with the averaging problem. By averaging over 
large enough scales, the vorticity is expected to vanish. However, the operation of averaging 
does not commute with the field equations . 
4. Although the vorticity couples to the density and hence vortical knots (caustics) form 
in the same places as density knots, the spatial (Fourier space) variation of the vorticity is 
unknown, and is expected to backreact on the nonlinearity scale of the density. This should 
be studied to eit her decide whether it is important or not on galactic cluster scales today . . 
5. Fluid Vorticity may have an observable effect on the propagation of light bundles in 
astrophysical situations. This is a qualitatively new effect, and may be important in altering 
strong lensing statistics which are being used to constrain cosmogonic models [78]. 
6. Density waves, generic in the irrotational silent universes, are shown to be generic, 
with a more intricate existence structure, in both vortical silent universes, and the general 
nonlinear scenario with sound waves contributing as a source of density waves . Density 
waves are known to affect the nature of bias and segregation of peaks in the baryonic and 











77(1) = 77(2) 
77(1) = 77(2) = 77(3) 
77(1) = 77(2), 77(3) = 77(4) 
77(1) = 77(2) = 77(3) = 77( 4) 
']! = 0 
Table 3.1: The different Petrov special types of the Weyl tensor in terms of the principal 
spinors of the Weyl spinor. If two or more spinors are proportional to each other they can 
always be made to be equal, as is the case quoted above. 
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Part II 
The Cosmic Microwave 




Overview of The Cosmic 
Microwave B ackground 
4 .1 Introduction 
"To see a world in a grain of sand 
And a heaven in a wild flower, 
Hold infinity in the palm of your hand, 
And eternity in an hour." 
William Blake 
It is not exaggeration to say that the detection of temperature anisotropies in the Cosmic 
Microwave Background (CMB) radiation is to date probably the single largest step towards 
making cosmology a true science, in the sense that the predict-experiment-verify test cycle 
occurs with a short enough period to discourage theories from gaining religious-like weight . 
This chapter aims to provide a self-contained introduction to both the current literature 
on the CMB and to the rest of this thesis . The former is a huge task as there have been 
literally hundreds of papers published on the subject during the 1990's. It is tempting 
therefore to try to tackle too much in such an overview. At the same time, it would be a 
gross mistake to concentrate on one's favourite model exclusively. Getting the best balance 
is neither time- independent nor an objectifiable 'fixed point" . In fact the nature of the 
field will probably render it out of date within a couple of years. As a result, I have chosen 
to highlight many of the ideas which in my view will become important in the next decade 
as a way of obtaining detailed cosmological information. In essence this means moving to 
smaller angular scales and including CMB polarisation and spectral i:ri.formation. 
As an outline of the chapter, we start with a discussion of CMB statistics, followed 
by sources of large angle temperature anisotropies: the Sachs Wolfe (SW) and Integrated 
Sachs Wolfe (ISW) effects. Small angle anisotropies are next, including the Doppler peaks, 
decoupling, contamination and the status of present and future experiments. We then argue 
the case for distinguishing between archetypical inflationary and topological defect models 
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using the CMB. Moving away from temperature anisotropies to spectral distortions and then 
CMB polarisation, we explore information that will hopefully be extracted from the CMB 
in the next couple of decades. Finally we investigate the relationship between ergodicity, 
Gaussianity and the Copernican principle and the testing of the Copernican principle using 
the CMB. 
This chapter predominantly chooses one formalism: the currently favoured one which 
dates back to Sachs and Wolfe 1966 [95]. The formalism has subsequently been cast in the 
form of Bardeen's gauge-invariant variables. 
Because it is such a big field, there are a number of books which deal at least partially 
with the CMB, such as those by Partridge, Peebles, Padmanabhan etc... Further, it is 
almost impossible to divorce a study of the CMB from studies of structure-seeding and 
formation, topics which are barely touched on in this thesis. It will be assumed that the 
reader is familiar with at least the fundaments of modern structure formation theory, which 
can be found, e.g. in [148]. 
4.2 CMB Statistics 
It is an anomaly, that the most widely recognisable feature of the CMB, the beautiful all-sky. 
temperature maps, (see figure 4.1) are rarely used directly in actual analysis. Instead, dry, 
statistical, techniques are used, together with a wide variety of notations, all of which makes 
it a difficult field to break into. The initiation in my experience often unfortunately removes 
the initial joy of studying the subject, but is essential for a proper treatment of the subject. 
In particular, the use of spherical harmonics is fairly universal, together with the as-
sumptions of Gaussianity and ergodicity. 
4.2.1 Ergodicity 
A dynamical system is defined to be ergodic if its flow comes arbitrarily close to every point 
in the phase space in the large time limit t -+ oo. 
A crucial result of ergodicity is that for an ergodic random field 8, spatial and ensemble 
averaging are equivalent . The ensemble average of 8 at a point xi is denoted (8(xi)), and is 
simply the expectation value of the random variable 8(xi). For an ergodic field in 3-d flat 
space this implies that for all points xi': 
(4.1) 
where 8*( xi) denotes a specific realisation of 8. This equation simply tells us that we can 
substitute ensemble averages by averages over large volumes. Obviously this is a vital 
component to actually calculating statistical quantities in cosmology as we have only one 
universe to look at and are effectively limited to one view of the universe. As such we see a 
strong link with the cosmological principle which we will discuss later. 
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Figure 4.1: The all-sky maps from the 4-year data of the COBE satellite. Top: the raw data 
with dipole and galaxy contributions remaining. Middle: the dipole moments subtracted 
out. Bottom: the believed cosmological signal: the galaxy cut (galactic latitudes b < 20°) 
has been employed. COBE averages over horns of 7° which can be seen in the lack of any 
small scale temperature variations. For comparison, the horizon size at decoupling subtends 
an angle of about 1° in the CMB today (if n = 1). Picture courtesy of NASA. 
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4.2.2 Gaussianity 
A random field (distribution) is Gaussian if it can be completely characterised by its two-
point correlation function, with all higher moments of the distribution (correlation functions) 
either being zero (odd moments) or expressible in terms of the two-point correlation function 
(even moments). If further, the random field is statistically isotropic and homogeneous (the 
correlation function is invariant under rotations and translations) on a non-compact space, 
then we are sure that the resulting field is ergodic too [99) . 
In the case of the celestial sphere, S2 , which is compact, we cannot take the R --+ oo 
limit required by eq. (4.1). Thus, even if our fi.eld is an isotropic, homogeneous Gaussian 
random field, our volume averages cannot tend to the required infinity. Therefore, when 
we use volume (or essentially solid angle) averages on the sphere, they will not correspond 
exactly to ensemble averages. This becomes severe for the low multipoles - particularly the 
quadrupole. This uncertainty is known as "cosmic variance", and because of it, one cannot 
"know" the low order harmonics of the CMB to better than about 20%, even with perfect 
instrumentation, since we have only one view of the CMB and only one universe. Here 
"know" refers to our inability to assign much statistical weight to the observed multipoles. 
Indeed, it is closely related to the Copernican principle, as discussed further at the end of 
this chapter . 
4 .2.3 The Two Point Correlation FUnction 
In general, a basis for fields on the sphere is given by spherical harmonics Yem(B,¢), with 
coefficients ae,m· However, as stated above, Gaussian fields are completely characterised by 
their two-point angular correlation function. The angular two-point correlation function on 
the sky is defined via: 
( 4.2) 
where the ( ... ) denote an ensemble average over all CMB skies . Obviously this is not 
possible for us to do (see later discussions of the almost-Copernican principle). Instead one 
makes the assumption of ergodicity. This allows one to approximately replace the ensemble 
average by single-sky volume averages, which one can perform as discussed in the section on 
ergodicity. One can then perform a standard decomposition of the. 2-pt correlation function 




7r E(2£ + 1)WeCePe(cos(a)) ( 4.3) 
where We denotes the window function of the instrument which often has a Gaussian func-
tional form itself. It is standard in the literature to present results for the angular spectrum 
in terms of£(£+ 1)Ce since for l < 20, fiat n = 1 power spectra models predict this to be 
independent of£, see figure ( 4.2). 
Note that the spherical harmonics are simply a basis for fields on S 2 and hence require 
no assumptions for their implications. The two-point correlation function requires a yet 
untested assumption if it is to completely characterise the temperature fluctuations - that 
of Gaussianity. 
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We now leave the complicated subject of CMB statistics, which is a very active field at 
present, especially regarding optimal extraction of the true cosmic signal out of data which 
has both foreground and instrumental contamination [108]. 
4.3 Anisotropies at Large angular scales 
When looking at a real temperature map of the CMB, one must always consider that it 
was produced from an instrument with finite resolution. The DMR instrument on COBE 
(Cosmic Background Explorer) for example, had a resolution of (beam width of) about 
7°. At first glance the size of the averaging might not seem overly important. However, it 
encodes an important conceptual point. As the resolution of the instrument improves there 
occurs a critical transition when one suddenly starts observing anisotropies due to causal 
processes. 
In the standard n = 1 model the horizon size at decoupling occupies an angular scale 
of about 1° on the sky today. Therefore if one studies correlations on angular scales larger 
than this, one is not looking at anisotropies created by causal processes. They are either 
due to acausal effects or to initial conditions. By contrast, on smaller angular scales, the 
anisotropies may be due to driven acoustic oscillations, reprocessing of photons in clusters 
of galaxies, or to the evolution of the gravitational potential in the non-linear regime. 
Photons traveling through spacetime will be redshifted such that their received frequency, 
1 
( 4.4) 
VE 1 + Z 
where VE is the emitted frequency. If we treat the CMB spectrum as Planckian (see sec-
tion 4.7 for a discussion of spectral distortions), the photon number is preserved and the 
occupation number of photons is: 
1 
n(v) = (ehvfkT _ 1) ( 4.5) 





Now in studies of the CMB we are interested in angular anisotropies. In particular those 
of the photon temperature field. We therefore are interested in variations of the photon 
temperature in the surface of last scattering (SLS) and we have used VE and TE implicitly 
assuming that there is a well-defined, smooth surface from which photons were last scattered. 
However there are several subtleties with this. Firstly, how do we define the SLS ? Secondly, 
how do we take into account the effects of caustics from gravitational lensing which introduce 
non-differentiable curves in the SLS ? Finally, the SLS is not a surface but has a significant 
depth in redshift space, as will be discussed in the later subsection on recombination. 
Now if we define an operator 8 which operates in the space of our past null cone and 
which for different spacelike surfaces intersecting our past null cone, measures the difference 
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between quantities (e.g. temperature) on the same two geodesics, we get from eq. 4.6: 
( 4.7) 
This tells us that the temperature measured across the sky at reception is due to intrinsic 
temperature variations in the SLS and to variations in the redshift-depth of the SLS. Both 
of these depend critically on the definition of the SLS. 
Finally, although we made the assumption that the spectrum was Planckian (i.e. exactly 
black-body) to derive eq. 4.7, this is overly restrictive. We will derive the same equation if 
we allow chemical potential distortions of the spectrum which are independent of the photon 
frequency so that f..LR = f..LE (see section 4.7) . 
4.3.1 The Sachs-Wolfe effect 
One of the predictions of GR is that the frequency of light moving away from a massive 
body will be gravitationally redshifted, appearing cooler than it would had there been no 
background object. Now if we put a patchwork of linear overdensities and voids across 
the sky and propagate photons through it, we will get a combination of red- and blue-
shifting, depending on whether the photons went through over- or under-densities . This is 
the physical origin of the Sachs- Wolfe (SW) effect, since the CMB photons had to move· 
through the perturbations that seeded the galaxies and clusters we observe now at low 
redshifts. 
As such we can see that as long as the gravitational potential (or more correctly the 
gauge-invariant potential <I>) does not evolve with time, then we should have a change in the 
energy (and hence frequency and hence temperature) of photons on a single geodesic which 
is just proportional to the difference in <I> between emission and reception. 
8T = ~D<I> 
T 3 
( 4.8) 
where 8<I> is the fluctuation in potential due to perturbations at the event where the geodesic 
intersects the surface of last scattering (treated as a 3 - d hypersurface). 1 Note that if 
T is defined to be a temperature in a background FLRW model, then this is not gauge-
invariant because by changing the FLRW background one will change the magnitude of 8T. 
However, if one defines it to be the all-sky averaged temperature- i.e. T = 2.73K, then this 
is gauge-invariant. 
In a flat universe with adiabatic perturbations and A= 0, this is the dominant source of 
anisotropy for both scalar and tensor modes on large angular scales,£< 40, if one neglects 
the decaying mode. 
4.3.2 The Integrated Sachs-Wolfe effect 
Since the evolution equation for the density contrast is second order there are two linearly 
independent solutions in general (see e.g. [16], referred to as the growing and decaying 
1 We can see already that one of the effects of gravitational lensing will be to chang~ this intersection 
point with the surface of last scattering, thus causing a change to the overall temperature. pattern. 
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modes. It is easy to show that the growing mode is actually constant and doesn't grow in 
a single-fluid dust n = 1 universe. This is the reason that most of the anisotropy in a flat 
universe comes from the simple SW effect . However, in a open or A-dominated universe, 
this is not true. Intuitively, because of the added kinetic energy of the universe (we use 
here Newtonian cosmology for descriptive purposes) when n < 1, linear perturbations stop 
growing when z ~ 1/f2. Because of this the gravitational potential decays in time, and hence 
there is a 4? term to be included as a source of the temperature anisotropy: the so-called 
Rees-Sciama effect, or since it was actually included in the original Sachs-Wolfe paper [95], 
the integrated-Sachs-Wolfe (ISW) effect. In this thesis we will refer to such anisotropy from 
global cosmological effects (n < 1, A f:. 0) as the ISW effect, while the anisotropy due to 
local nonlinear matter evolution as the Rees-Sciama effect . 
But why is there anisotropy associated with evolution of the gravitational potential ? 
It is simply because while crossing a perturbation, the potential evolves and hence the 
difference in potential at two points A,B on the photon path is different when the photon is 
at A and when it is at B. An everyday analogy of this is a roller coaster: usually the tracks 
do not move, so that ignoring friction, the end velocity is just dependent on the difference in 
potential at the start and end. However, if the height of the tracks changes with time (and 
hence also the potential), this will obviously not be true - one must integrate the rate of 
change of the height of the tracks over the whole path to account for the additional energy 
input or extraction. This integrated effect is just the ISW effect . 
The total anisotropy along one geodesic, whose direction is given by the unit vector n, 
is given by : [103, 115] 
(8T) (8T) {R 8~(r,x) T R = T E + 8 ~ + 2 J E 8r + n . ( v R - v E) ( 4.9) 
where v is the peculiar 3-velocity of the matter either at the intersection point of the 
geodesic with the surface of last scattering, or at reception. The difference is performed by 
parallel transporting the velocity vectors to the same spacetime point. The last term is the 
origin of the name "Doppler peak", but is in fact not the dominant cause of the small scale 
anisotropy. To calculate the integral we need to know the time evolution of ~ in the cases 
of interest. For dust in an n < 1 universe, the longest lived mode (the "growing" mode) 





sinh 2 T - 3r sinh T + 4 cosh r - 4 
(cosh T- 1)3 
(4.10) 
where T = 2(1- f2) 112 showing that in this case we can use n as a time coordinate if we so 
wish. 
From this equation one can calculate the anisotropy due to the ISW effect. It has been 
found [103, 104], that for low-n (i.e. n < 0.4) models the ISW effect dominates the standard 
SW effect for adiabatic perturbations on large angular scales. Since 4? < 1, we see that the 
contribution is of the opposite sign to the usual SW effect, so that roughly a hot spot due 
to the SW effect corresponds to a cold spot of the ISW effect. Further, we see from figure 
( 4.3) that 4? will be most negative as T --* 2 (i.e. small redshift ). Therefore the majority 
of ISW anisotropy, which is the area above the 4? curve, is due to the freezinK out of linear 
92 
10 (a) Obh2 Dependence 
Obh2 
-0.025 
-- - -· 0 .015 
·············· 0.0075 
--- 0 .0025 
10 100 103 
Figure 4.2: The primary angular spectrum for a standard inflationary, CDM model. Note 
the fiat large-angle plateau (LAP) for f < 20 and the Doppler peaks for f > 100. Silk 
damping due to the finite thickness of the last-scattering surface damps out anisotropy for 
f > 1500. Secondary anisotropies will mainly contribute in this region. Shown is the effect 
of changing the baryon content of the universe. Decreasing nb reduces the height of the 
Doppler peaks and increases the effectiveness of Silk damping due to the increase in the 
thickness of the surface of last scattering. From [100]. 
0.9 
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Figure 4.3: <.P vs r . The decay of the "growing mode" of the gauge-invariant gravitational 
potential, <.P, in an open dust universe. The time coordinate is r = 2(1- f!)112. The big 
bang corresponds to r = 0 and future time-like infinity to r = 2. 
93 
perturbations at low redshifts, z s; 1/fJ, and not due to anything happening on the surface 
of last scattering. 
In the case of adiabatic perturbations, there is no perturbation in the total equation of 
state. Therefore in regions where there are matter overdensities, the photon number density 
must also increase. Thus we expect to be able to write the variation in the photon energy 
density on the surface oflast scattering in terms of the fluctuations in the potential if>. This 
is indeed true and using the fact that 
4 fJT fJ P-y I 
P-y = aT --+ -IE = - E 
T 4p-y 
one finds that flp-yj4p-yiE = -2/3fJif>, so that matter contributions to the SW effect are 
partially cancelled by the intrinsic fluctuations in the photon temperature. In this case the 
total anisotropy is given by: 
(
fJT) fJif> lRoif>(r,x) - = +- + 2 + n · (vR- VE) 
T R 3 E or 
(4.11) 
Note an important point however. When we wrote down that 6-JIE = ~IE, we did not 
specify where or what the variation fJ was. In particular we assumed that in the hypersurface 
oflast scattering, flp-y =j:. 0. However one is not sure that this is true. Consider the following 
argument. 
The surface of last scattering is usually defined as the hypersurface of unit optical depth, 
which to first order is due to Thompson scattering, since Rayleigh scattering etc .. are much 
less important at these epochs. The optical depth for Thompson scattering is defined as: 
r = j UTneX eS'dr ( 4.12) 
where Sis the scale factor, r the conformal time,'= d/dr, and ne,Xe the electron density 
and ionisation fraction respectively. UT is the cross section for Thompson scattering. Now 
if we neglect the backreaction of density perturbations on the ionisation fraction, which will 
presumably cause second order effects, the optical depth is dependent on the free electron 
density,2 which in the tight coupling limit will have the same spatial distribution as the 
photons , which in turn for adiabatic perturbations trace the overall matter potential fluctu-
ations. Add to this the fact that the isodensity surfaces for the free electrons and photons 
coincide, so that the photon energy density is constant on the surface of last scattering, 
and since T-y ex (p;/4 ), there are no photon temperature fluctuations, fJTIE = 0. But since 
the adiabatic assumption is that the photon and matter perturbations are proportional, 
fJT = 0 ::} fJ¢> = 0 [107), and there is only a SW contribution from the velocity term. 
We will discuss the more realistic situation of non-instantaneous recombination in the later 
section on decoupling . 
Finally we note that there is another case in which the ISW effect contributes to the 
CMB anisotropy: the so-called early-ISW effect (in contrast with the late, low-redshift ISW 
effect discussed so far) . This occurs in realistic 2-fluid models because, near the change 
from radiation to matter domination, the gravitational potential evolves in time, even if the 
background geometry is flat [102). This typically contributes at smaller angles [104). 
2 We have ignored here the nonlinear agreggations of free electrons at low redshifts in cluster cores. 
However, they occupy a relatively small fraction of the sky. 
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4.3.3 Heresy - decaying modes 
It is completely standard practice to drop the decaying mode from any calculations involving 
the CMB or structure formation. This is based mainly on inflation but also on the belief 
that present large - scale structure evolved from linear perturbations, seeded at z ~ 1000. 
If this is true then neglecting the decaying mode is fully justified. However, consider the 
following "nightmare" scenario: 
Some mechanism, say topological defects, creates a spectrum of perturbations around 
decoupling with a great deal more power in the decaying mode than in the growing mode. 
The growing mode evolves to form the present large-scale structure, while the decaying mode 
decays quickly around the epoch of decoupling and plays no real role in structure formation. 
However, because of the extremely rapid death of the decaying mode [16], <i> 1- 0, there is a 
significant early ISW contribution which should dominate the CMB anisotropy, depending 
on the details of the decaying mode spectrum. In fact by tuning the decaying mode spectrum 
we can have it dominate any part of the angular spectrum we want ! In particular, we can 
tune the spectrum such that a CDM model could be normalised to large-scale structure 
observations (e.g. O"g, the mass variance within spheres of 8 Mpc), and simultaneously 
match it to the COBE normalisation, thus solving the problem that CDM produces too 
much power on small scales when normalised to COBE. Of course this is nothing overly 
special since we have essentially just introduced another free parameter - but it is a very· 
natural one, that cannot at present be excluded except by theoretical prejudice. 
4.3.4 Null cone calculations 
The considerations above regarding the dropping of the decaying mode and the vorticity in 
CMB calculations, may prompt one to look for calculations which do not make a splitting 
into growing and decaying and scalar, vector & tensor modes . Such a formalism exists, and 
is rather beautiful, but has been relatively little explored [207]. It relies on observational 
coordinates : { w, y, (), <P}. Here () and <P are angular coordinates on the sky and w, the time-
coordinate, specifies a past null cone completely. y is the radial coordinate down each null 
cone and can be chosen to be area distance, redshift, or similar quantity. 
We will not however, examine the formalism in any depth here, since it uses the rather 
technical fluid null tetrad formalism. Indeed the remaining outstanding feature of this 
formalism is the relation of the anisotropy calculated in these coordinates to actual matter 
properties: i.e . the power spectrum, two-point correlation function etc .. . 
We will however discuss another recent innovation which has also been labeled as being of 
"null-cone"- type . However, it does not use the observational coordinates which are adapted 
to the actual null cone. Rather the term comes from a special decoupling that occurs which 
allows a significant decrease in computation time when implemented numerically. 
In this approach [112], the coupled Boltzmann hierarchy of equations (after angular and 
momentum integration) is solved formally as a pair of integral equations (for each wave 




where¢, 7f; are the Bardeen potentials, Vb is the velocity of the baryons, f).y is the anisotropy 
due to the single mode k in a given direction. By defining it to be the variation in temper-
ature from the all-sky mean temperature it is made gauge-invariant . f).p is the polarisation 
(see section 4.8) of the photons gained from the mode k. J.L = cos(} is the cosine of the angle 
between the wave vector, k, and line of sight and is the only angular dependence after in-
tegrating axially about the wave vector k, describing the plane wave perturbation. II is the 
scalar anisotropic stress [104) and "' is the optical depth from Thompson scattering. P2 (J.L) 
is the second Legendre polynomial. These integrals can be further simplified by integrating 
by parts and dropping the boundary terms because they only affect the monopole. This 
allows f).y, f).p to be written as: 
f).T,P foro eikJ..I(r-ro) Sy,p(k, r) dr (4.15) 
Sy(k,r) g [f).To +7f;- ~- ~- :~] (4.16) 
+ e-K(¢+ ~)- 9 [ ~ + 4~2 ]- ~~~ 
Sp(k, r) - 4~2 (g(k2II +IT)+ 29 IT+ gii] ( 4.17) 
( 4.18) 
where g = K,e-K is the visibility function. Compared with the observational coordinates 
null cone calculation referred to earlier in this section [207) this has both advantages and 
disadvantages. Firstly, it is rather complex, it makes a splitting into scalar, vector and tensor 
modes and it needs to be integrated over k to give the final anisotropy and polarisations. 
It's advantage is that it allows one to identify the origin of the anisotropies: the first term of 
Sy is the intrinsic anisotropy from non-adiabatic perturbations, the second term is the SW 
contribution while the third and eighth terms are velocity contributions. The term e-K( ¢+~) 
is the (early + late) ISW effect while the anisotropic stresses II which, together with the 
visibility function, is the way polarisation couples to the temperature anisotropy. In the 
approximation of tight-coupling (i.e. the mean-free photon path is zero), and instantaneous 
recombination, g = t5( T- Trecomb), II can be neglected and there is no polarisation induced. 
Conversely, we can already see that if there is reionisation, there will be extra contributions 
to the polarisation due to the extra width of g in time. 
To obtain the angular power spectrum one must expand in eigenfunctions (plane waves 
in the fiat geometry case) and perform ensemble averages with integration over 1-"· This 
requires f).T,P e, which are given in the fiat geometry case by: 
ra 
f).T,P e(k, T = ro) = lo Sy,p(k, r) jl[k(r- r0 )]dr (4.19) 
where jt.( x) is the spherical Bessel function. This is where the main advantage of this 
formulation lies: this integral is a function of .e and of specific cosmological model. But these 
dependencies are separated: the spherical Bessel function carries all of the £-dependence, 
and is independent of specific cosmological model, while ST,P carries the information about 
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the temperature or polarisation sources in terms of the specific model characteristics. This 
means that one can calculate the jt_( x) once and then use it in the integral. Standard 
formulations which solve the coupled hierarchy of Boltzmann equations do not have this 
neat splitting which follows from the use of a null-cone formalism. This leads to a reduction 
in calculation time that can be as large as two orders of magnitude [112]. 
4.4 Small angular scales 
4.4.1 Doppler peaks 
The angular power spectrum for standard cosmogonies involve peaks and troughs known as 
the "Doppler peaks" which are found in the Ct. vs f plots at f ~ 100 (see figure 4.2). More 
correctly they might perhaps be known as Sakharov peaks or acoustic oscillations, partly 
because the peaks have little to do with the Doppler effect associated with the motion of 
the surface of last scattering. However, the name is popular and entrenched, so we will also 
use it. 
4.4.2 An intuitive insight into the Doppler peaks 
A full calculation of the small scale anisotropy requires that we drop all of the simplifying 
assumptions that are reasonable in other circumstances. These involve: 
(1) Non-equilibrium thermodynamics, 
In the region of decoupling the strong coupling applicable during the early universe 
between the photons and electrons begins to break down and one cannot strictly speak of 
thermodynamic equilibrium. 
(2) multiple, coupled fluids and the distinctions between adiabatic and isocurvature 
perturbations, 
(3) The finite width of the surface of last scattering and the atomic physics of recombi-
nation, 
( 4) Foreground contamination effects from the galaxy and beyond. 
Here we will only discuss the last two points, and even then only schematically. 
4.4.3 Recombination and decoupling 
As mentioned in the last section, a detailed study of the physics (as opposed to relativis-
tic dynamics) involved during decoupling and recombination is required for a complete 
understanding of the small scale CMB spectrum. Now the terms "decoupling" and "recom-
bination" describe very different physical processes but are used almost synonymously in all 
but the most technical discussions of the CMB. This is essentially due to the dominance of 
Thompson scattering in photon-electron interactions at temperatures of the order of 3000!( 
over other processes such as Rayleigh scattering [96]. Hence when the recombination oc-
curs, Thompson scattering becomes negligible and there is very little coupli~1g between the 
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photons and matter. However, we will note several points where there are subtle differences 
between the two. 
The discussion that follows is essentially that of Peebles (1968) [97] and Ma and Bertschinger 
(1995) [98]. Now in a general, accurate calculation of anisotropy formation at small scales 
one needs to know the Thompson scattering cross section accurately. To achieve this in 
turn means that we need to know accurately the free electron density, ne(r), as a function 
of (conformal) time, T. In this section we will derive the equation that gives it to us. 
Since Helium has a much higher ionisation potential than hydrogen, the ambient photons 
fall below the temperature required to ionise helium long before hydrogen recombination 
and hence we treat the helium component as completely neutral. 
When hydrogen recombines the previous ionisation equilibrium breaks down because 
of the lack of free electrons. One must numerically study the evolution of the ionisation 
fraction which then closes the set equations required for discussion of this epoch. 
We define the ionisation fraction of hydrogen as XH = ne/nH where nH is the total 
number density of hydrogen nuclei. The rate of ionisation is governed by [97]: 
( 4.20) 
where S is the scale factor, f3(Tb) is the collisional ionisation rate for hydrogen from the 
ground state: 
f3(Tb) = (mekB'[b)3/2 exp( -BI/kBn)a(2)(n) 
2-rrli 
where B1 = 13.6eV is the ground state binding energy and: 




a (n)- (27-rr)1/2m~c3 B1 ¢2(Tb) 
is the recombination rate to excited states, and 




Now what is the quantity Cr ? This is related to the way in which recombination can 
actually occur. The simplest process would be: 
e- +p-H+ 1 ( 4.24) 
with the hydrogen atom in the ground state. However, this is highly suppressed due to 
the large Lyman alpha and Lyman continuum opacities, i.e. there are lots of photons at 
just the right energies to reionise the newly formed atoms even though the temperature is 
falling rapidly below that needed for efficient ionisation in general. Therefore recombination 
must predominantly precede either via 2-photon decay from the 2s to the 1s level, or via 
redshifting of Lyman alpha photons away from the line centre due to the expansion of the 
universe. The first process occurs with a rate A28 ...... 18 = 8.227 s-1 while the second only 
becomes effective at the end of the recombination period. In fact, the ratio of the rates of 
these two processes is given by [97] . 
Lyman- a redshifting _ OO n1sT-3/2 ___:_ ______ _:::. - 0. 22- 4 
2 - photon decay n 
( 4.25) 
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where T4 is the radiation temperature in units of 104 J(, n is the number of hydrogen atoms 
plus free electrons and n1s is, as it suggests, the number of atoms in the 1s state- which for 
T& ~ 105 K is well approximated by (1- XH )nH. Since this above ratio is very small when 
T4 ~ 0.1 - 0.3, the bulk of recombination must occur via the 2-photon decay (2s -+ 1s) to 
the ground state. 
Finally, the quantity Cr describes the reduction of the recombination rate due to reion-
isation of hydrogen atoms in which the electron is in the 2s state waiting to decay via the 
above 2-photon process. In fact, C1• is just the ratio of the net reionisation rate, dominated 
by 2-photon decay, to the sum of recombination and ionisation rates for the n = 2 level: 
( 4.26) 
Here Aa = 52~s is the rate of recombination due to redshifting of Lyman-alpha photons onl .s 
out of the line, f3( 2)(T&) = f3(T&)ehva/kBTb, and Acx = ~J:'1c, with Vex the corresponding 
frequency. 
Thus we have "fully" described the evolution of the free electron density through recom-
bination. Here we have ignored perturbations in the electron density, correlations in the 
plasma which will change the collision functional in the Boltzmann equation and resonance-
line radiation . However, these are believed to be of lesser importance. 
4.4.4 Foreground contamination 
As one moves to smaller and smaller angular scales one is moving more and more into the 
regime of galactic physics and one therefore has to be concerned with contributions to the 
microwave background from non-cosmological sources such as dust, free-free emission and 
synchrotron radiation to mention just three. One is also faced with a more subtle point -
the fact that there are true anisotropies due to gravitational effects from matter clustering 
but on non-cosmological scales and at low redshifts (e.g. the Rees-Sciama effect). These 
effects are generally known as secondary although in special cases they can be dominant. 
Here we limit ourselves to a discussion of truly non-cosmological contributions that must 
be subtracted out to get the true signal. Our discussion will not be thorough but is instead 
rather qualitative aiming to give an overview of the experimental complexities involved. 
4.4 .5 Extragalactic foreground 
We may split the known extragalactic contaminants into two main categories: radio point 
sources and infra-red point sources. Unfortunately we have no real understanding of the 
frequency dependence of the power from either of these sources although the angular power 
spectrum is known to be a flat white noise spectrum in both cases: C'- = const. Since 
the power spectrum from cosmological origin is expected to behave like Cl ex: .e-cx for some 
a > 0 and large£, one can see that the extragalactic contamination will dominate for small 
enough angular scales and cannot therefore be neglected and must be removed from the 
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Figure 4.4: The experimental results as of mid-1996. The large errors bars especially at 
large-£ are the main hurdle to future progress. Superimposed are some typical inflationary 
spectra. From http:/ /dept.physics.upenn.edu/ wwwjastro-cosmo/cmbr/pack.html. 
4.4.6 Galactic foregrounds 
Here we may divide the contamination into that due to the solar system and that due to 
extra-solar sources. The solar sources mainly impact on the design of the experiment, and 
where it will observe (or its spin axis and trajectory in the case of satellite experiments). 
One must avoid as much as possible the side-lobes due to the sun, moon and all other 
planets. In addition there is atmospheric emission, which is a great problem for balloon and 
ground-based instruments. 
From galactic sources one must deal with dust, free-free and synchrotron emissions. The 
power spectrum of galactic dust has been calculated from the IRAS all-sky survey and 
from the COBE FIRAS & DIRBE data. The IRAS survey in particular provides excellent 
resolution data and shows that the overall shape of the spectrum is basically independent 
of galactic latitude with a typical dependence of Ce ex .e-3 for .e > 100. 
4.4. 7 Experimental results 
At present there are several experiments that are probing the small scale CMB spectrum. 
However, as is evident from theoretical plots (e.g. fig 4.2), this is the region where the 
power drops significantly from cosmological sources and as discussed above, also the region 
in which contamination effects are most numerous, significant and difficult to subtract. 
At present there are only upper limits on the anisotropy at really small scales, see figure 
(4.4). The WD, OVRO and ATCA experiments probe the spectrum between£,~ 700-5000 
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and are not shown in the figure. However, this will be a region of great focus in the next two 
decades, simply because once the normalisation was fixed (modulo the approximately 20% 
statistical uncertainty due to cosmic variance) on the largest scales, the experiments with 
the most descriminative power are those at the smallest angular scales, due to a "lever-arm" 
effect when combined with the COBE data at £ ~ 20. 
4.5 Distinguishing between inflation and topological defects 
The section on Doppler peaks assumed an adiabatic inflationary scenario which predicts a 
set of Doppler peaks whose heights and positions give us information about the parameters 
of the inflationary model and those of the FLRW background model. What if topological 
defects were responsible for seeding the primordial density fluctuations ? How would the 
CMB look in that case ? We have only to consider the cases of cosmic strings and global 
textures as possible scenarios. Monopoles and domain walls being excluded on the grounds 
that they would come to dominate the energy density of the universe at high redshift if they 
were responsible for seeding structure formation. 
4.5.1 Non-gaussian features 
The most important feature of topological defects is that they imply non-Gaussian features 
in the CMB at scales around the horizon size at decoupling (e.g. 1 o if n = 1). In the case 
of cosmic strings this is because of temperature discontinuities induced transverse to the 
length of the string while in the case of textures there are large radial gradients. Putting this 
statistically means that the phases of the temperature anisotropy spectrum are not uniformly 
distributed but are correlated. Any detection of a non-Gaussian signature, e.g. from a non-
zero bispectrum or n - point correlation function ( n > 2), would signal the existence of some 
seeding process beyond the standard model (inflation coupled to a CDM/MDM model). 
Unfortunately, most of the statistics proposed so far do not yield a feasible test of Gaus-
sianity because of cosmic variance. Physically this is because with only one realisation of 
the statistics, it is possible to have non-Gaussian signatures even if the parent distribution 
is truly Gaussian. 3 Allied to this, topological defect models do not predict non-Gaussian 
statistics that are significantly different from the cosmic variance limits. Fortunately the 
Doppler peaks offer at present, a fairly robust way of discriminating between the two fun-
damental theories. 
4.5.2 The Doppler peaks 
Both cosmic strings and textures are believed not to produce secondary Doppler peaks and 
that the first Doppler peak occurs at a much larger f than in inflationary models [101], i.e. 
e = 350- 600 compared with £ = 220 if n ""' 1. £ = 400 is where one would expect the 
first Doppler peak in a very low density, n < 0.3, open inflationary universe. But once n 
3 A simple example is provided by tossing coins. Toss a coin 3 times and it is not possible to distribute 
the outcomes equally between heads and tails. Toss 108 coins and the underlying parent distribution is clear 
and any deviation from a uniform distribution will be obvious. 
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is known, this, perhaps with the non-Gaussian features, seems to imply that topological 
defects should be falsifiable as a theory within the next decade or so [109], especially given 
the resolution of the future CMB satellites, MAP and COBRAS/SAMBA. However, as 
discussed in later chapters, the effect of caustics due to strong gravitational lensing may 
mimic some of the non-Gaussian features of topological defects and make detection of a 
defect signal more difficult (see chapter 7). This confusion in the source of the non-Gaussian 
signal is important since weak lensing may wipe out secondary Doppler peaks even if they 
existed at high z [126]. 
Note that all the treatments carried out so far have assumed that the vorticity was zero, 
and hence in the case of cosmic strings, have neglected the vorticity generated in bow-shock 
waves and wakes of the relativistic cosmic strings which would act as a vector source of 
CMB anisotropy, if non-negligible at decoupling. 
4.6 Future, second-generation CMB anisotropy experiments 
4.6.1 Space missions 
The great success of COBE has emphasised the advantages that lie in going into space to do 
CMB experiments. At present there are two space missions that have been approved. These 
are COBRAS/SAMBA, and MAP. The main aim of these groups is to map the whole sky at 
resolutions much better than the 10° of COBE. A resolution of 10' is required, which when 
combined with the large scale 3-D galaxy surveys such as the Sloan Digital Sky Survey, 
and FIRAS-level measurements of the CMB spectral distortions at centimeter wavelengths, 
should answer many of our questions regarding the viability of theories such as inflation, 
topological defects, & models of dark matter, reionisation and the fundamental parameters 
of the universe: the baryon content, n, A and the Hubble constant. 
COBRAS/SAMBA and MAP 
We will consider these two satellite experiments in more detail. MAP was selected by NASA 
for its Medium Class Explorer program and although it has a lower angular resolution than 
COBRAS/SAMBA, will also provide polarisation information, a vital additional service. 
The COBRAS/SAMBA experiment was selected by ESO and will measure the CMB 
in 8 frequency bands (as opposed to the 3 of COBE) in the range 30-800 GHz with peak 
sensitivity 6.T /T ~ 10-6 . It will map the angular spectrum from f = 2 - 1500 and will 
provide measurements of the Sunyaev-Zel'dovich effect for over 1000 rich clusters, which in 
conjunction with X-ray data, will provide an independent estimate of the Hubble constant 
and n. 
With all experiments the increased resolution and required sensitivity will require an 
orbit far from the sun and earth. The COBRAS/SAMBA experiment will be located near 
12, one of the earth-sun Lagrange points, with the spin axis pointed at the sun. It will 
be equipped with both bolometers and radiometers, enabling the large frequency coverage. 
Another very important difference between modern CMB experiments and COBE DMR is 
that they will only use a single telescope compared to the two horns used by DMR. Images 
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of the whole sky will be built up over 6 months as it orbits the sun and because of the single 
beam nature of the experiment, data will be able to be analysed as it is downloaded from 
the satellite, again in contrast to the COBE data [105]. 
4.6.2 Ground-based and balloon experiments 
Many of the current ground and balloon CMB experiments will carry on till the turn of 
the century. In addition there are several long-duration balloon flights planned for the near 
future such as BOOMERANG, TOPHAT and ACE. 
TO PHAT is conceived of as a balloon with the detectors on top of the balloon, as opposed 
to the usual gondola configuration [115]. BOOMERANG is an extension of the current 
MAXIMA experiment in many ways, and was planned to make flights over Antarctica at 
the end of 1996. Finally ACE (Advanced Cosmic Explorer) is planned to be a much longer 
duration balloon experiment with flights lasting around three months instead of several 
days. With three flights it might map three quarters of the sky at a resolution of 10' and 
pending funding questions, could fly by the year 2000. 
As far as ground-based experiments are concerned, only increases in detector technology 
are expected to give improvements, due to the fundamental limitations imposed by the 
atmosphere (which were minimised by going to the South Pole- SP89- and high altitudes. 
- Tenerife - and using complex triple-beam chopping strategies). A caveat to this is the 
use of interferometers to map the anisotropy on small scales, such as the Cambridge CAT, 
with several more awaiting funding. They would be particularly useful when studying the 
Sunyaev-Zel'dovich effect in clusters, where in principle simultaneous measurements of the 
CMB polarisation could be made to get the peculiar velocities of the clusters (see sec. 4.8). 
4. 7 Spectral distortions 
The publicity due to COBE's success shone very brightly on the Digital Microwave Ra-
diometer (DMR) team lead by G.F. Smoot. The results warranted this. However the other 
two instruments on board - FIRAS and DIRBE - provided very high quality results which 
to a large extent have been overshadowed. We will focus here on the implications of the Far 
InfraRed Absolute Spectrophotometer {FIRAS) experiment on COBE. FIRAS was a polar-
ising Michelson interferometer which has provided by far the most accurate constraints on 
the CMB spectrum to date. 
From a cosmological point of view, knowledge about the spectral distortions of the CMB 
proved very effective at eliminating theories of structure formation, such as explosion models 
and many of the isocurvature (PBI) models. FIRAS further provided information on the 
processes occurring before decoupling, something DMR could not do, and information about 
the general Intergalactic medium. But how did it do this ? 
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4. 7.1 The physics of spectral distortions 
Before decoupling the photon gas that eventually formed the CMB was in local thermal 
equilibrium with the various species of particles which had not yet "frozen out" . The photon 
distribution was well described by a Planck blackbody distribution because of this. Any 
phase transitions that released energy into the photon gas are not seen as distortions in the 
spectrum today, primarily due to photon producing processes such as radiative Compton 
scattering [114] 
( 4.27) 
which take ultra-high energy photons and redistribute the energy allowing relaxation to 
a blackbody spectrum. Radiative Compton scattering can achieve this cleansing of the 
spectrum until a redshift z c:= 1.4 x 106(nbh2)-0 .4 c:= 107 for standard ranges of models. After 
t his there is only non-radiative Compton scattering which is an adiabatic process in the sense 
that it preserves photon number. Further, one must use the correct quantum-mechanical 
treatment i.e. Bose-Einstein statistics, to describe the photon occupation number, which is 
given by: 
1 
ry(x) = e+J.L(x) -1 ( 4.28) 
where 
( 4.29) 
is the dimensionless frequency. The distribution is now characterised by two numbers: the 
temperature and the chemical potential, J.L· The chemical potential describes distortions 
from blackbody due to high-redshift interactions, namely non-radiative Compton scattering 
and Bremsstrahlung (free-free) creation of photons. These two processes compete and there 
exists a frequency, xcB, at which the photons are Compton scattered (diffuse) to higher 
frequencies as fast as they are created (at lower frequencies) by the Bremsstrahlung process. 
However, in general we expect the spectral distortions to be positive at low frequencies 
(due to Bremsstrahlung) with the true spectrum lying above a blackbody of the same local 
temperature. As we cross XcB, the two spectra cross and for higher frequencies the true 
spectrum lies below the blackbody one. For even higher frequencies the two spectra cross 
once again after which the true spectrum again lies above the blackbody because of the 
photons received from between the two crossing points due to (inverse) Compton scattering. 
Another way of stating this is that the spectrum in the Rayleigh-Jeans region is sparse of 
photons, with a deficit characterised by flTRa: 
( 4.30) 
while in the Wien (high frequency) region the spectrum is over populated with photons 
which diffused there from the Rayleigh-Jeans regime. The characterising parameter is the 
so-called Compton y-parameter: 
-lz k[Te(z)- T-y(z)] ( ) :!!_d 1 
y - 2 aTne z cd 1 z o mec z 
( 4.31) 
which for small y is directly related to the total energy transferred by Inverse Compton 
scattering: 
fl.E E = e4Y - 1 c:= 4y ( 4.32) 
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The distortion of the spectrum today due to free-free (Bremsstrahlung) processes is given 
by: 
t:.T - T Yff 
f f - 'Y x2 ( 4.33) 
where 1'-y is the undistorted photon temperature, xis again the dimensionless frequency and 
Yjj is the optical depth for free-free emission [115]: 
y = rz k[Te(z)- 1'-y(z)] 87re6 h2n;g .!!!_d I 
f f Jo Te( z) 3me( kT-y )3 -/61rmekTe. dz' z ( 4.34) 
where ne is the electron density and g is the Gaunt factor [116]. Note that the electron and 
photon temperatures are not equal in general and note the similarities with the definition 
for y ( eq. 4.31 ). What does this distortion look like ? It has a quadratic rise in temperature 
at low frequencies and is in fact the dominant signature for warm (Te ~ 104 ) plasmas after 
decoupling. Free-free emission attempts to thermalise the spectrum to the plasma temper-
ature while Compton scattering thermalises to near-blackbody with a constant chemical 
potential J.lo: 
J.lo ~ 5.6y ( 4.35) 
To describe the two competing effects one must use a frequency-dependent chemical poten-
tial: 
J.l(x) = J.lo exp(-2xcB/x) ( 4.36) 
This is a good phenomenological description, but where did this fundamental parameter 
y come from and why do we talk of Compton scattering as a diffusion process ? To answer 
these questions we must have an equation for the time and frequency variation of the 
spectrum under all the different processes. This partial differential equation is generally 
known as Kompaneets' equation [117] and requires a kinetic theory description for the 
photon distribution function. However, if we only allow Compton scattering the Kompaneets 
equation becomes relatively simple: 
( 
kTe ) 1 o [ 4 ( ory 2)] 
tdry = neaTC mec2 x2 ox x ox + 'TJ + 'TJ ( 4.37) 
By making a change to a new independent variable, which is precisely the Compton y-
parameter: 
( 4.38) 
the low-frequency limit of equation ( 4.37) becomes a diffusion equation which describes the 
diffusion of photons from lower energies to higher ones via (inverse) Compton scattering: 
ory 1 o ( 4 ory) ----X-
oy - x2 ox ox 
( 4.39) 
valid for x ~ 1. For linear deviations from a Planckian spectrum, !:::.ry, we have [118]: 
!:::.ry = yx~ [x ex + 1 - 4] 
'TJo eX-1 eX-1 
( 4.40) 
where ry0 = (ex - 1) -I is the value of 'TJ at the same frequency, x . Unfortunately, the FIRAS 
data is at high frequency so that this solution is not good enough. Rather, numerical 
solutions must be used. 
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4. 7.2 The Sunyaev-Zel'dovich effect for clusters 
As mentioned earlier, inverse Compton scattering can occur whenever the CMB photons 
scatter off hot electrons (Te > 106 K) giving the photons energy. This occurrence in the 
early universe was discussed above. However, in clusters of galaxies there is very often a 
component of hot electrons which will also induce spectral distortions in the CMB photons 
moving through the cluster . This has three effects: firstly the photons diffuse to higher 
temperatures in a way that depends both on the temperature of the electrons and the 
peculiar velocity of the cluster, and secondly, the photons are scattered, changing their 
direction. Finally, the increase in the temperature of the photons leads to second-order 
anisotropies on the sky. The second effect can be used to remotely sample the CMB at 
other places in the universe and hence we may begin to test the homogeneity of the universe. 
Further it can be used to make an independent estimate of the Hubble constant. 
The Sunyaev-Zel'dovich (SZ) effect for clusters is usually divided between the thermal SZ 
effect and the kinematic SZ effect. The first reflects the thermal nature of the anisotropies 
due to the intrinsic temperature of the free electrons in the cluster core. The kinematic SZ 
effect is a result of the peculiar velocity of the cluster as a whole. 
If one has the temperature of the electron gas in the cluster, through e.g. consistent X-
ray observations, one can estimate the contribution to the SZ anisotropy from the peculiar 
velocity of the cluster, and hence gain an independent check on the velocity field estimates 
from e.g. POTENT. This however, is fraught with technical problems due to noise and is 
not a real prospect at this stage. 
4.7.3 FIRAS and the future 
FIRAS has given the following upper limits on spectral distortions from blackbody (through 
a simultaneous least-squares fit): 
IYI < 2.5 X 10-5 ( 4.41) 
IJLol < 3.3 X 10-4 ( 4.42) 
IYJJI < 1.9 X 10-5 ( 4.43) 
( 4.44) 
at the 95% confidence level. From equation ( 4.32) we see that this results in a limit to 
energy input of !lE / E < 2 X 10-4 for redshifts 103 < z < 8 x 106 • As a result of FIRAS we 
now know that structure did not form through explosions and that the intergalactic medium 
doesn't have a uniform hot (T ~ 107 K) component which had been previously suggested as 
a way of collisionally ionizing the intergalactic medium (IGM) to explain the Gunn-Peterson 
effect (the lack of distributed neutral hydrogen in the IGM). Further the 35 keV electrons 
producing the diffuse X-ray background must have a volume filling factor less than 10-4 
[115]. This is because, for roughly constant electron density and electron temperature, the 
parameter y is proportional to the free electron column density which in turn can be related 
to the volume filling factor once a distribution model is specified. 
However, perhaps the greatest thermal question remains unanswered: what was the 
global thermal history of the universe ? Was there recent reionisation or is the standard 
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recombination scenario correct ? Further we need precise measurements of distortions from 
hot clusters to give peculiar velocities and to test the almost homogeneity of the universe 
(see later section on testing homogeneity). 
To answer the first of these questions requires precise imaging of the spectrum at fre-
quencies below 80 GHz which is the lower limit of the FIRAS experiment. Ground-based 
experiments probe the region down to frequencies of 0.3 Ghz and suggest that the mean 
temperature there is cooler than the T-y = 2.73 ± 0.01!( found by FIRAS, implying signifi-
cant chemical potential distortions at these frequencies . However very little weight can be 
placed on these experimental results due to the huge error bars (relative to FIRAS). Thus in 
future we need accurate (i.e. better than or equal to FIRAS) measurements of the spectrum 
at long (centimeter) wavelengths. 
Further, we need to analyse the angular variations of the spectrum. This is already 
possible with FIRAS since each parameter was calculated for every pixel. However, since 
they are essentially upper limits, the FIRAS data are not really suitable for e.g. a spherical 
harmonic approach, which would be able to put further constraints on the primordial power 
spectrum. Even at this early stage it is possible to say that n < 1.6, the spectral index in the 
primordial power spectrum. n > 1.6 would imply energy input via dissipation from matter 
acoustic waves which would cause an excessive chemical potential distortion not discussed 
above [74]. The prospect of large wavelength accurate measurements and definitive distor-. 
tion angular spectra, make this field, and the field of CMB polarisation, a very promising 
one. 
4.8 P olarisation 
Up until now (barring the discussion on null cone formulations of anisotropy in section 4.3.4) 
we have characterised the radiation coming from the CMB by its intensity I(B, ¢) on the 
celestial sphere. However, due to the anisotropy of scattering during the non-instantaneous 
decoupling phase, the CMB light is also partially polarised at a level that is typically much 
smaller (at the level of 1- 10%) than the levels of temperature anisotropy. However, polar-
isation could provide very useful additional information that could be used to distinguish 
between the various cosmological models available. So how does one extend the standard 
formalism to include polarisation ? 
4 .8. 1 An introduction to p olarisation 
Consider quasi-monochromatic light of average frequency v moving along the z-axis . Then 
the components of the electric field are: 
( 4.45) 
where j = x, y and <i}(t) is the nearly constant phase of the wave. In the case of exactly 
monochromatic light, the amplitudes aj and phases <Pi are all constant. 
Now the rotation of the tip of E at constant z is determined by the difference: 
( 4.46) 
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such that sin(11:) > 0 if the light is right-handed. By this one means that E appears to 
rotate clockwise to the receiver. 
Now let us proceed to an operational definition of the Stokes parameters which will be 
used to completely characterise our polarised light. This way of defining them is one of the 
clearest I have seen and follows Born and Wolf 1959 [119). Consider an Ey-compensator 
and a linear polariser. The first instrument will subject Ey to a phase retardation of E 
radians relative to Ex· The linear polariser projects out the component of E at an angle (} 
counterclockwise to the x-axis. After passing through these two instruments the component 
of E in the direction (} is: 
E(t, 0, E)= Excos(} + Eyeitsin(} 
with the observable intensity the following time average: 
ftrans((}, E)= (E(t, (}, E)E*(t, (}, E)}t:~v-1 
We then perform 6 experiments to define the four Stokes parameters: 
E=O 0=0 -+ I(O, 0) = Io 
E=O 0=7r/4 -+ J(7r/4,0) = I1r;4 
E=O (} = 7r /2 -+ I(1rj2,0) = I1r;2 
E=O (} = 37r /4 -+ J(37r I 4, 0) = I31r/4 
E = 7r /2 0=7r/4 -+ J(7r/4,7r/2):= fright 









The results of experiments 5 and 6 are to produce right and left circularly polarised light 
respectively. 
The Stokes parameters of the incident wave are then defined to be: 
I Io + I1r;2 
Q Io- I1r;2 
u I'lr/4 - I31r/4 
v fright - ftejt 





4.8.2 Polarisation of the CMB 
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In general polarisation can arise from several sources. The vector transport equation for the 
Stokes vector I= (I, Q, U, V) is: 




where K is the absorpsion matrix which will usually depend on any magnetic fields present 
and Sis the so-called source vector. Two broad areas in which polarisation is produced are 
when magnetic fields are present and when there is scattering from an anisotropic radiation 
field . 
Now it is highly likely that a magnetic field existed at decoupling. We know that there is 
an intergalactic magnetic field from the Faraday effect it causes. Such a primordial magnetic 
field, if non-negligible, has significant implications. Not only do almost all present CMB 
calculations exclude magnetic fields, but due to the vector nature of the field, it introduces 
a local anisotropy which is not amenable to standard isotropic/homogeneous treatments, 
unless one assumes that the magnetic fields in neighbouring domains are not correlated and 
one considers averaging scales much larger than these domains. 
In this section we will not attempt to look at the polarisation that might result from 
such early magnetic fields, leaving that to section ( 4.8.4). Rather, we will examine polari-
sation due to the small anisotropies in the radiation field at decoupling resulting from the 
primordial perturbations in the energy density. Of this anisotropy, the quadrupole is by far 
the most important multipole moment. 
Now to first order one may regard recombination as instantaneous. This is further 
justified by the "compensation effect" : radiation cools at the same rate when decoupled 
from matter as when it is coupled to matter, so that neglecting the extra distance traveled. 
by some photons relative to others makes no difference in their observed temperature at 
first order. 
However in truth the surface of last scattering (which to fairly good approximation 
coincides with the surface of recombination) has a thickness of about b.z c::: 80 if zsLs c::: 1000. 
Photons scatter from the free electrons primarily through Thompson scattering with the 
cross-section: . [120] 
aT ex 1£ · £'1 2 ( 4.64) 
where £, £1 are the initial and final photon vector polarisations respectively. 
At this stage we must actually calculate quantities using the vector Boltzmann equation 
for the four Stokes parameters introduced earlier. However, because we are not treating 
the case of a magnetic field, the polarisation induced will be linear (i.e. due to anisotropic 
scattering so there is no circular polarisation, eq. 4.58) . Hence we will not need the last 
Stokes parameter, V. In the case of scalar (i .e. pure density) perturbations we do not 
require U either [121]. For tensor perturbations this is not true, but one can reduce the 
coupled system from three to two dimensions by a change of variables [120]. It is at this 
stage that the literature splits into a myriad of different notations and variables which are 
often physically unclear. As most of the results quoted are numerical solutions they do not 
provide us with much physical insight . 
We can, however; gain some physical insight using an extension of the perturbative ex-
pansion of the Boltzrp.ann equation hierarchy (i.e. after Fourier and harmonic-£ expansions), 
pioneered by Hu and Sugiyama [104]. This expansion is done in terms of the inverse op-
tical depth, x:-1 , which corresponds to the mean time, Tc, between scatterings. Including 
polarisation we may then summarise the situation qualitatively as follows [122]. 
At zero order in Tc, we have perfect (tight) coupling between the photons and electrons 
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and hence the photon distribution is isotropic in the electron rest frame and there is no 
polarisation because there is no temperature anisotropy. At most if one is moving in another 
frame, one can see a dipole due to the relative velocities. 
At first order in rc one finds a quadrupole component of the polarisation that is pro-
portional to the quadrupole of the temperature anisotropy. The temperature quadrupole 
itself is proportional to the temperature dipole. The temperature moments for £ > 3 are 
essentially zero in this case at decoupling. Power is then transferred to the higher multipoles 
during free-streaming due to couplings in the Boltzmann hierarchy. 
4.8.3 Temperature - Polarisation correlations 
When examining only the temperature anisotropy maps of the CMB, one is faced with 
the question: is it possible to determine all relevant parameters from the temperature 
anisotropies alone ? Even without contamination the parameter space turns out to be 
degenerate and one has to resort to statistical maximum-likelihood methods. However, 
polarisation maps when combined with the anisotropy maps, allow one to extract more 
information. It turns out, that depending on the type of perturbation (scalar or tensor) 
responsible for the CMB anisotropy, the polarisation vector field will behave differently in 
the neighbourhood of hot and cold spots. For scalar perturbations, hotspots are surrounded 
by a vector field tangent to circles of constant temperature, while the vector field is radial 
about cold spots [120]. For tensor perturbations the exact opposite occurs (assuming a flat, 
A= 0 background). This is shown in figures ( 4.8.3) and ( 4.8.3) for square 20° maps of the 
sky with the correlated component of the polarisation field overlaid. 
In general the polarisation consists of a part which is correlated with the anisotropy, 
Qc, and a part which is not, Qu. In the case of tensor perturbations, the correlated part 
constitutes a much larger fraction of the total polarisation than in the scalar case. The 
correlated part is used in the two maps shown. 
A statistical quantification of these facts is the cross-correlation, ( Q T), where Q is the 
Stokes parameter defined in the previous section and T the temperature. The above geomet-
ric difference between the polarisation-temperature fields for scalar and tensor perturbations 
is reflected in the fact that the cross correlation function has roughly opposite sign in the 
cases of scalar and tensor perturbations (see figure 4.8.3). This method does in principle 
offer a way of determining whether tensor or scalar perturbations were responsible for the 
anisotropy but because of the very small signal, such experiments will be very noisy and 
difficult. Further, there is a confusion due to Q that has not been included. As discussed 
in earlier sections, because the ISW effect contributes significantly to the anisotropy when 
n < 1, and is produced at low-redshifts, there will be a significant drop in the size of the 
cross-correlations discussed in this section (since no polarisation is produced at low redshifts 
in standard reionisation scenarios). Further, since the SW and ISW effects occur with op-
posite sign, hot spots and cold spots will be approximately interchanged. This inversion 
will be a significant problem for the test proposed by Crittenden et al [120], discussed here, 
but could still be very useful once n is known and high-resolution all-sky maps have been 
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Figure 4.5: A 20° X 20° map of the anisotropy from adiabatic scalar perturbations with. 
correlated polarisation field. Note that the lighter shading indicates hot spots. The polari-
sation field is radial around hot spots and tangential about cold spots. From Crittenden et 
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Figure 4.6: The temperature map from tensor perturbations with correlated polarisation 
field overlaid. Again from [120] 
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Figure 4.7: The QT cross correlation on a¢> = 0 slice. Shown are the scalar polarisation 
which is dominant at small angles, and the tensor polarisation in standard and reionised 
scenarios. Reionisation significantly increases the polarisation and the scalar, tensor cross 
correlations are seen to have opposite sign on the scale of a few degrees. For angles larger 
than 30° only the reionised tensor cross correlation remains, and even then at less than 0.5% 
of the variance a}(l0°) of the temperature anisotropy [120]. 
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4.8.4 Faraday rotation of the polarisation vector by primordial magnetic 
fields 
The existence of magnetic fields of order 3J.LG in galaxy clusters and spiral galaxies is well 
established, but a long-standing mystery [123]. There are two extreme ideas: either the fields 
were generated primordially or they were produced by exponential dynamo amplification of 
a very small seed field. In the first case they could have rather dramatic implications for 
structure formation because of mode coupling between density, vorticity and the magnetic 
field. it also introduces theoretical problems since magnetic fields are vectors and hence a 
coherent magnetic field on the scale of the horizon would destroy isotropy, making one of 
the Bianchi models a better approximation than the traditional FLRW models. Thus the 
question arises : "How could one detect such a coherent magnetic field of primordial origin 
?" 
As we saw from eq. ( 4.63) , any magnetic fields appear directly in the absorpsion matrix 
K. One way we might detect a coherent magnetic field that was present at last scattering 
is to search for changes in the Faraday rotation of the polarisation vector of the CMB 
light across the sky. Obviously this is a third generation CMB experiment - first was the 
discovery of anisotropies in the CMB (1992). Second we have to obtain positive detections 
of the polarisation of the CMB which are at levels of 1- 10% of the anisotropy (circa 1997-
2002 ?) and then thirdly we can look for polarisation maps and coherent rotations of the 
polarisation vector (circa 2002-2008 ?). Since this is a very small effect in general it will 
be very sensitive to contamination. Fortunately, however, gravitational lensing leaves the 
polarisation vector invariant [142]. 
This problem has recently been addressed [106]. They present a calculation which is 
an extension of the formalism presented in section 4.3.4. However we can avoid detailed 
calculations and estimate roughly what the approximate size of the effect will be. 
First we note that there are two ways that one can extract information about magnetic 
fields from polarisation maps: firstly one may look at polarisation on different angular scales 
and secondly one can note that the magnitude of the rotation is frequency dependent, so 
that multi-frequency observations will yield the required magnetic field. 
Now consider monochromatic radiation of frequency v travelling in the direction of the 
unit vector q, through a plasma with magnetic field B. The total rotation in the direction 
of the (linear) polarisation vector will be: 
(4.65) 
where e, m, ne, Xe are the electron charge, mass, number density and ionisation fraction, 
respectively. Now the magnetic field behaves like vorticity and decreases like ( 1 + z )2 , so 
that B Jv2 is a constant. Further, since a good definition of the surface of last scattering 
is that it is the surface of unit optical depth due to Thompson scattering, we may write 
J Xenedt = 1/ar (see eq. 4.12). By averaging cp2 oc B cos2(8), 8 the angle between B and 
q, over all possible orientations of B one obtains the rms rotation angle [106]: 
( 4.66) 
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where the subscript 0 denotes evaluation today. An amazing feature of this result is that it 
doesn't depend on cosmological parameters as long as it remains true that Bjv2 is constant. 
Now looking at Faraday rotation of light from quasars, it is possible to constrain a 
coherent magnetic field on horizon scales. This has been done and the upper limit 10-9G X 
(nwMh/0 .01)-1 has been found [124], where as usual his the Hubble constant in units of 
100kmjsjMpc. Therefore if we put Eo= 10-9 G we find arms rotation of about 1.6°cm-2 
at 30 GHz. This is a very simple calculation which contains no details about the physics 
of last scattering, which could change the answer by a non-negligible amount and is worth 
investigating in detail. The v-2 variation in frequency is sharp enough to enable one to 
consider detection of this effect within a decade, if magnetic fields were mainly primordial 
in origin, thus potentially solving one of the long-standing mysteries of galaxy formation . 
4.9 Is the Universe Almost Homogeneous ? 
As a final closing topic to this chapter it is appropriate to discuss the impact the CMB will 
have on testing the Copernican principle, which is perhaps the crucial hurdle in the way of 
finally converting cosmology into a science. 
As mentioned briefly earlier, there is a strong connection between the almost-Copernican 
principle and the assumptions of Gaussianity, ergodicity and statistical isotropy and homo-
geneity. One of these is required to be able to make deductions about cosmological infor-
mation. Statistical isotropy and homogeneity could almost be taken as a definition of the 
almost-Copernican principle. 
There is an interesting subtlety however. Assuming such an almost-Copernican principle 
is not sufficient within a statistical context. Ergodicity is required to make useful statistical 
deductions about the universe from our limited vantage point. However, as noted in the 
section on ergodicity, this is impossible on the celestial sphere since it has finite volume, 
even if the perturbations are statistically isotropic and spatially homogeneous. In this sense, 
ergodicity is a stronger requirement than an almost-Copernican principle. The difference 
between the two is encoded in the "fudge factor" - cosmic variance. 
The question then arises as to whether it is possible yet, to prove that the universe 
is almost-FLRW, i.e. to show almost-isometry about many points in the given spacetime 
region that we want to show has almost-FLRW metric and dynamics. Let us formalise 
this by considering an open region :E about our worldline which is the region that we can 
effectively probe with observations of large-scale structure, say z <: 5. The key to proving 
almost-homogeneity lies in examining the isotropy or anisotropy of the universe at other 
spacetime points. In particular, if we could see the CMB at other points we would be in a 
strong situation, since we could then invoke the almost-EGS theorem. 
The Sunyaev-Zel'dovich effect provides exactly such a telescope, albeit rather coarse. 
The idea is simple: inverse-Compton scattering involves an angular scattering of the CMB 
photons. This distribution of scattered photons gives us a shadowy look at the CMB emitted 
from worldlines that we could not otherwise probe. Now if the CMB at the cluster where 
the scattering occurs, is highly anisotropic with t::..T jT rv 1, say, then the monopole coming 
through the cluster will differ significantly (after accounting for redshift differences) from 
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the 2.726 K we see. Thus the CMB at least offers a possibility of testing the homogeneity 
of the universe on the largest scales. 
We now move on to issues of gravitational lensing. 
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Chapter 5 
A Bird's-Eye view of 
Gravitational Lensing 
5.1 Introduction 
"Things derive their being and nature by 
Mutual dependence and are nothing 
In themselves" 
Nagarjuna 
Our aim in this chapter is to briefly review the current situation in gravitational lensing, 
particularly with respect to cosmological distance measures, and hence to provide the back-
ground for the follo~ing two chapters. 
The study of distances in inhomogeneous universes is very difficult and lies near the 
boundaries of applicability of many techniques of General Relativity and cosmology. On 
the one hand one has the simple FLRW distance relations which exclude lensing. One then 
has a hierarchy of more complex exact solutions and approximations which quickly become 
more intractable (see figures 5.1, 5.2). On the other hand one has numerical approaches 
which again require approximations and are limited by computing power constraints. 
Gravitational lensing is a new field but there are many approaches to the problem all of 
which have different advantages and disadvantages. In much of this chapter we will focus 
on attempts to find accurate distance measures which include the effects of gravitational 
lensing. In general, all one can safely assume is that the geometric <;>ptics limit holds almost 
all of the time, implying that photon number is conserved [142]. 
However, a powerful tool exists in attacking the problem of observations in a general 
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Figure 5.3: A schematic diagram of a ray bundle of area A, wave vector kJ.L, and complex 
screen vectors EJ.L. 
5.1.1 The optical scalar equations 
In general one is interested in the behaviour of infinitesimal bundles of null geodesics, which 
leads to the definition of the area distance, r, as the square root of the area, A, of the ray 
bundle; the intensity of the light varying inversely with bundle area, see fig. (5.3). 
The restriction to infinitesimal bundles allows the estimated area distance to vary in dif-
ferent directions, which in an inhomogeneous universe, is what generically occurs. The area 
distance relates the physical size (say of an inhomogeneity on the surface of last scattering 
), l, at a given redshift, z, to the angle, B, that it subtends in the sky (assuming the bundle 
has not passed through conjugate points 1 : 
l(z) = rB (5.1) 
We can relate r to the optical quantities of the bundle: the expansion, B, the (complex) 
shear, a, and the vorticity, w, through 
with v an affine parameter and: 
~ dr = () 
r dv 
2 lk ki-L'IJ 
W = 2 (J.L;v) ' 
with ±lal the eigenvalues of the shear tensor and ; denoting covariant derivative. 
(5.2) 
1 Conjugate points occur when distinct null geodesics intersect each other. They are the birth places of 
caustics. 
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The evolution of these optical scalars is given by the nonlinear system [155, 142]: 
w + 2w() = 0 




where C J.Lvet/3 is the trace-free Weyl tensor responsible for tidal distortion. kJ.L and E*v are 
respectively the wave vector, and a complex null vector orthogonal to the radiation (the 
"screen vectors". 
In cases where there is a symmetry, these equations simplify greatly, and in the case 
of FLRW and Dyer-Roeder models, become a single second order equation for the area 
distance with redshift, the shear being zero. In fact, the shear of the ray bundle is zero in 
any conformally fiat spacetime, since the initial conditions at the vertex of the null cone 
must include CJ ----+ 0, and from equation (5.5) this implies that CJ = 0 at all times. This 
means that the ray bundle's evolution is only determined by the RJ.LvkJ.LkV term which is 
known as the Ricci focusing term since it describes the effect of the energy density interior 
to the ray bundle. The Weyl term is the source for shear and it is this shear which causes 
the ray bundle to become elliptical due to causal non-local tidal forces. It is easy to show 
by combining eqs. (5 .2) & (5.3) [142] that only jCJj 2 appears in the evolution equation for 
the area distance, implying that addition of any shear increases the convergence (decrease 
of area) of the ray bundle prior to the formation of conjugate points. Thus converting a 
homogeneous matter distribution into an inhomogeneous one through clustering has two 
effects: the Ricci focusing effect changes because the mean energy density inside the beam 
changes and second, the matter density peaks cause tidal shearing of the bundle. For a 
bundle propagating between galaxies, the two will have opposite effects on the area of the 
bundle. 
In the geometric optics limit, the vorticity of the ray bundle is zero, w = 0. In the 
case where the shear or Ricci focusing is sufficiently strong, the ray bundle can be forced 
to converge locally. In this case the area goes to zero, the geodesics intersect and hence 
the luminosity diverges formally at these conjugate points . After this the bundle and the 
wavefront becomes multiply sheeted and there are multiple images of the source. This is 
the realm of strong lensing. 
5 .2 Strong Lensing 
Because of the difficulty of integrating the geodesic or optical scalar equations in realistic 
cases (where the Weyl tensor may not even be known) and particularly because of the 
problem of extending the integration analytically through conjugate points, a simplified 
model has gained extensive use; the so-called lens approximation. 
In the lens plane approximation, it is assumed that the lensing mass has a spatial 
extension well approximated by a 2 - d plane. On this plane there is a parameter, called 
the critical surface mass density, ~crit, which characterises the surface density ~m the plane 
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needed to produce multiple images for a source and observer at given distances from the 
lens plane. It is defined by: 
:E . _ c
2 
Ds ( ) 
cnt - 4 D D 5.6 1r d ds 
where D8 , Dd, Dds 2 are respectively the area distance from the observer to the source, lens 
(deflector) and the area distance from the lens to the source, with the correct null cone 
normalisations at the source. In an Einstein-de Sitter universe, the area distance is: 
D z - 1-2 [ 1 ] ( ) - (1 + z) Vf+Z (5.7) 
This gives us Ds = D(zs) and Dd = D(zd) in this model. Dds is given by [142]: 
2 [ 1 1 ] 
D(zd, Z8 ) = (1 + Zs) y'I+Zd- y'I+Zd (5.8) 
in the EdS model. This gives the critical surface mass density: 
:Ecrit is plotted in fig. ( 5.5, ( 5.6) for constant lens redshift and source redshift respectively. 
As can be seen, as the source redshift is increased, the critical surface mass density decreases 
rapidly and then flattens off asymptotically. For astrophysical situations this gives a good 
indication of whether or not caustics will form. However, in the cosmological arena this is 
probably not very good because it ignores the cumulative effect of the matter structures 
traversed before reaching the lens plane [217], which gives the incoming ray bundle area 
a large variance about the mean of a suitable average and therefore makes :Ecrit a crude 
statistic that generically underestimates the probability of forming multiple images. It is 
these facts which make it plausible that caustics possibly play an important role in the CMB 
on some angular scales, and is the main focus of the next two chapters. 
5.2.1 Caustics and catastrophes 
As discussed earlier, the lens plane approximation reduces the Einstein field equations to 
the study of smooth mappings from R 2 -+ R 2 , from the source plane to the lens plane. The 
study of such maps and their singularities (caustics) is the subject of catastrophe theory 
[142]. The generic caustic for lensing studies is the swallowtail catastrophe which can be 
identified locally with the projection of the past null cone into the spatial slices in the 
neighbourhood of the event of formation of the caustic (see figure 5. 7) [125]. 
Caustics induce non-differentiable subsets into the wavefront because of their sharp edges 
where, at least formally, the area of a thin ray-bundle goes to zero, giving infinite intensity in 
the point-source, geometric optics limit. In practise, finite source size and coherence effects 
from the wave-nature of light render the intensity large but finite, at all caustic points. We 
refer the reader to e.g. [142] for more details on caustics and leave till the next chapter an 
assessment of their importance to high-redshift observational cosmology. 
2 We use the notation of Schneider et al [142]. 
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Figure 5.4: The critical curves from a typical strong-lensing ray-shooting simulation. The 
number of images of a discrete source changes by 2 every time one crosses a caustic curve. 
From the Max-Planck web site; http:/ jwww.mpa-garching.mpg.de/Lenses/GRLens.html. 
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Figure 5.5: Ecrit as a function of source redshift for fixed lens redshift (z = 0.1) in the 
Einstein-de Sitter model. The surface mass density needed to produce multiple images of 
the CMB is much less than for a low-redshift source, even for a single lensing object. The 


















Figure 5.6: ~crit as a function of lens redshift for the sources in the CMB, assuming that 






Figure 5.7: Two rotated views of the large caustic of the swallowtail catastrophe. From 
[125]. 
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5.3 The hierarchy of area distances- models with symme-
tries 
Here we give a necessarily concise review of current understandings of area distances in 
cosmology. We will not discuss the Special Relativistic case, but simply note that it is 
completely wrong to use it when discussing astrophysics in an expanding universe. This 
comment is not without point since it is quite common for astronomers to say things such 
as "a quasar with redshift z = 4.5 is moving away from us at 98% the speed of light", 
while in truth, a model for the expanding universe gives its proper velocity as greater than 
2c [209]. In General Relativity the speed of light is not a global velocity limit. Of course 
locally it is still the ultimate limit . 
5.3.1 Isotropic and homogeneous spaces 
The conformal Hubble law 
The simplest area distance is simply the linear Hubble law. The linearity ensures that it 
is a conformal mapping from redshift to real space, so that angles between structures at 
small redshifts in redshift space are true reflections of the angles in real space. However, 
this is not true for General Relativistic laws, or when one includes the peculiar velocities 
of objects. The first deviations from the linear shape come in FLRW models from q0 , the 
deceleration parameter, the energy density n of the universe and the cosmological constant 
A. Thus if one knows n and A, and in addition has standard candles at reasonably large 
red shifts (such as Type I a supernovae), one can apparently estimate q0 accurately. It is 
known that weak gravitational lensing is not very important (error ~ 10%) [218], while the 
effects of strong lensing were investigated in the Swiss-Cheese model and are expected to 
be important for supernovae at z > 1 [219]. 
The FLRW area distances 
These are fully relativistic and as mentioned before exhibit no limit in the velocity-redshift 
diagram, i.e. v --+ oo as z --+ oo. As a simple example the Einstein-de Sitter area distance 
(in units of the Hubble radius cj H0 is: 
D z - 1-2 [ 1 ] ( ) - (1 + z) Jf+Z (5.10) 
In the case of hyperbolic spatial geometry ( k = -1), the volume of a region of constant 
solid angle grows exponentially with redshift due to the exponential divergence of geodesics 
in this case. Thus the area distance corresponding to a given angle is much larger in an 
open n < 1 universe than in the flat analogue. However, these do not include any effects 
of gravitational lensing and hence are not particularly interesting for us except for use in 
comparison with models with lensing. 
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The Dyer - Roeder approximation 
A step towards including lensing can be taken while retaining the isotropic and homogeneous 
nature of the solution essentially by neglecting the shear on the ray bundle and assuming 
that the affine parameter is unchanged by lensing. The original derivation assumed that one 
can model the distribution of matter as made of clumps which constitute (1- a)n of the 
total density parameter (a ::; 1). These effects of the clumped matter are then neglected. 
The ray bundle is then effectively propagating in a universe of density parameter an, while 
the dynamics of the (FLRW) universe is determined as usual by the full n. Because the 
Ricci focusing on the ray bundle (due to the matter contained within the bundle) is less , 
the area distance is greater than in the true FLRW case, an effect known as "shrinking" 
[130, 212]. 
This approximation is only valid in two extremely different cases: 
(1) When the global character of the wavefront exhibits a mean behaviour that can be 
modeled by an effective density parameter and one is only interested in the coarsest average 
behaviour of the area distance. 
(2) When one is considering a small ray bundle on astrophysical scales which propagates 
far from any clumps; i.e. through an essentially constant background density intergalactic 
medium, & the shear is negligible. 
The second is the traditional approximation in lensing studies, while the first is emerging 
as an appropriate "coarse-grained" picture for treating the whole past null cone in the 
presence of a statistically isotropic distribution of caustics, as will be discussed in the next 
chapter. In this sense it is an "averaged", statistical equation for the mean area distance 
(r). 
If we substitute the assumptions and approximations into the optical scalar equations 
(5 .5), one can derive the Dyer-Roeder equation: 
P(z)f + Q(z)r + [~nda] r = 0, 
P(z) = (1 + z)(1 + ndz) , 
Q(z) = (3 + nd + 7Ddz). 
2 2 
The corresponding initial conditions are [143]: 





which can be solved in many cases in terms of hypergeometric functions. However, since 
these have themselves to be generated numerically we will not discuss these solutions which 
are given in the next chapter. 
5.3.2 Isotropic and axially symmetric (LRS) models 
Obviously the Dyer-Roeder (DR) approximation is an improvement over the FLRW dis-
tances even if the successful application range is fairly limited. However,- the DR result 
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is essentially a 2-density FLRW solution and hence doesn't really describe the effects of 
inhomogeneity. The simplest generalisation of this is to consider spherically symmetric but 
radially inhomogeneous models. This is a highly non-trivial extension however, particularly 
where cosmological observations are concerned. It is discussed in detail in chapter ( 6). 
The canonical cosmology in this class is the Lemaitre-Tolman-Bondi (LTB) model with 
the observer at the central worldline. The best approach is perhaps not given by the optical 
scalar equations but rather by integrating the radial null geodesics. This has recently been 
made a great deal easier by the realisation that the "gauge-freedom" in the LTB model can 
be specified on the past null cone in such a way as to simplify the equations for the null 
geodesics [213]. This is done by making a single past null cone flat (conformal coordinates) . 
This allows one to obtain several very interesting results, particularly regarding the non-
trivial effects of angular and spatial averaging on the area distance, the main issue under 
investigation in chapter (6). 
The beauty of the LTB model is that the area-distance is in fact the transverse scale 
factor, R. Thus the equations of motion for the metric give the equation for the evolution 
of the total (or average) wavefront area. The inhomogeneity is specified on the null cone, 
denoted by the function p and the area satisfies the equation [213]: 
A 2 A A 
A dR d R 1 A dR 2 A A 2 
R(1- -)-- -R(1- -) + 41rpR = 0 
dr dr2 2 dr 
(5 .15) 
where the A indicates that the quantities are evaluated on the null cone. This is the Tolman 
analogue of the Dyer-Roeder equation. This equation is completely non-linear in contrast, 
however, encoding the non-linear matter shear. A further important feature is that it is not 
possible to cast this as a second-order differential equation in z since the redshift is itself 
related to the radial coordinate r in a non-linear way. Finally, one still has to worry about 
shell crossings and redshift disordering. The first occurs when successive shells of matter 
break through each other. Obviously this is not physical but is in fact the spherically 
symmetric analogue of the shell crossings in the formation of Zel'dovich "pancakes" in a 
pressure - free medium. Redshift disordering occurs when the mapping from r --+ z is not 
one-to-one. 
We should note that the lensing in this case is purely radial - as inhomogeneity is 
introduced the null geodesics exhibit no angular fluctuations. Instead the past null cone 
develops a wavy geometry due to time delays induced by the matter inhomogeneities, so 
that the area distance may vary considerably from that in the FLRW models. Now there 
are no true caustics and multiple lensing for the central LTB observer. However, if we move 
away from the central worldline, the spherical symmetry is broken to an axial-symmetry. 
This is more general and is the first model we have considered which actually allows for 
angular fluctuations in the geodesics due to spatial inhomogeneity, and hence it is the first 
model with real caustics. 
Little work in modern lensing theory has been done in these models since realistic cal-
culations of lensing effects must account accurately for the observed large scale structure 
and CMB, which are explicitly statistical theories. Encoding these statistics in these non-
linear cosmologies with minimal axial symmetries is very difficult and asymmetric linear 
perturbations theory has been substantially preferred. 
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5.4 The area distances in models without symmetry 
5.4.1 Swiss-Cheese models 
The Swiss-Cheese models are exact, nonlinear models obtained by e.g. taking a smooth 
FLRW background, removing spherical vacuoles and matching a spherically symmetric mass 
distribution to the inside of each vacuole with a Schwarschild metric. As a result they are 
fully anisotropic and inhomogeneous in general. It is possible to formulate the optical scalar 
equations in a reasonably tractable and realistic form for numerical study. The best analysis 
of this model to my knowledge was performed by Dyer & Oates (1988) [199] . 
The advantage of the Swiss-Cheese model is that the Weyl tensor is non-zero only inside 
the vacuoles, while the Ricci focusing term is non-zero only outside the holes. In both cases 
the contributions are known exactly. Dyer & Oates proceed by calculating the expected 
statistical values for the rate of shear which is obtained by summing over the Weyl tensor 
contribution from each vacuole the beam passes through . Further they assumed that the 
vacuoles were uniform randomly distributed, something we know to be invalid. Nevertheless, 
they were able under this simplifying assumption to calculate the step in the shear at each 
hole. 
The optical scalar equations become third order equations for the area distance in terms. 
of redshift . The results of [199] showed that caustics demagnify most sources in the sky 
while strongly magnifying a few rare sources . Although they did not study the case of all-
sky averaging (due to its extreme difficulty in the Swiss-Cheese model), their work strongly 
supports the idea that caustics cause shrinking, as conjectured in chapter (7). 
Linear perturbat ion theory 
One of the advantages of the metric perturbation approach discussed in detail in chapter 
( 4) on the CMB, is that it allows one to integrate the perturbed null geodesics in terms of 
deviation vectors in each spatial slice, (until conjugate point formation) . The equation of 
motion of the wave vector tangent to the geodesic is given by [126]: 
dn 
df=2nx(n x V¢) (5.16) 
where lis the comoving path length along the photon geodesic. This is valid for stationary, 
linear potential corresponding to the (gauge-dependent) linear overdensity 8 via the Poisson 
equation: 
(5 .17) 
With the above evolution equation for n, one can construct statistics about the difference 
in angular fluctuations between neighbouring geodesics which indirectly encodes information 
about the change to the area of the ray bundle, although no one has made this connection 
explicit . In particular, it is possible to calculate the dispersion in the relative fluctuation 
angle: 
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2 roo 3 [Xrec 2 Cgl(O) = 161f lo k dk lo Pq,(k, T =To- x)W (x, Xrec)Jo(k() sing x)dx, (5.18) 
where ()o denotes the ensemble average performed over all pairs .of photons with a fixed 
observed angular separation () and J0 ( x) is the Bessel function of order 0. 
This is a very useful quantity since it describes in some sense the likelihood of forming 
caustics. The larger the variance, the more likely are caustics. It should be said that the 
application of such statistical methods to the study of strong lensing has not occurred yet, 
however. 
Conformally flat spacetimes 
In the case of conformally flat spacetimes, the optical scalar equations become: 
0 + (JZ + iai 2 = ~RJ.LvkJ.Lkv = ~TJ.LvkJ.ikv 
2 2 
(5.19) 
a+ 20a = 0 (5.20) 
The shear is exactly zero as mentioned before and hence the Dyer-Roeder approximation 
that the ray bundle's evolution is completely determined by the Ricci focusing term is 
exact. We can write down an equation [142] describing the evolution of the square root of 
the bundle area, A in this case: 
(5.21) 
where ' = Bv and 11 is an affine parameter. This is identical to the FLRW equation. How 
is this possible, since the conformally flat metrics include models which are not FLRW ? 
The key lies in the fact that the affine parameter is metric dependent. If we wish to convert 
to an observable radial coordinate such as redshift, z, then the shear and acceleration of 
the matter congruence will appear in a non-trivial way to break the symmetry between the 
different (locally) conformally flat universes, yielding very different observations. 
Silent Universes coupled to the optical scalar equations 
The discussion on conformally flat models was significantly simplified by the fact that the 
Weyl tensor was zero. Earlier we discussed the Swiss-Cheese models where it is possible to 
give a statistical discussion of the Weyl term. Is there any other approach that can be used 
to estimate the Weyl term ? Of course the heading of this subsection indicates that there 
is: the use of the Weyl tensor formulated in terms of its electric and magnetic part. 
In the silent approximation we go further and drop any pressure terms, and the mag-
netic part Hab of the Weyl tensor. We also assume that the velocity flow of the matter is 
irrotational for simplicity. In this case we can write the Weyl term in the optical scalar 
equations in terms of the electric part of the Weyl tensor. In turn this is coupled to the 
shear, expansion and energy density of the matter. Thus we are left with 8 equations plus 




This concludes our introductory chapter to gravitational lensing, and in particular to the 
study of area distances in cosmologically non-trivial models. In fact, several new ideas have 
been included for comparison with existing approaches and include: 
• Investigating observations in conformally fiat models using the optical scalar equations. 
• Using the Silent universe approach to couple the matter exactly to the optical scalar 
equations. The main problem lies in matching the evolution along matter worldlines and 
null geodesics. However, this presents perhaps the most sophisticated exact way to study 
observations in a universe with non-linear inhomogeneities. 
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Chapter 6 
Lensing in R adially 
Inhomogeneous Universes 
6.1 Introduction 
Despite the significant advances that have been achieved in studies of lensing, as partially 
detailed in chapter (5), little progress has been made towards a quantitative understanding 
of the effect of inhomogeneity on the null cone before and after averaging 1 . 
To clarify this issue, we ask the question, "take an inhomogeneous universe, average the 
geometry to obtain a FLRW universe and then determine the past null cone. Call it C;LRw· 
Now take the original inhomogeneous universe and solving the geodesic equations determine 
the true past null cone. Call it c-TRUE· Now perform suitable angular averaging on c;RUEl 
to get (C;RuE) and compare with C;LRw· In particular, is there any way to make the two 
null cones coincide as a function of redshift ?" 
Perhaps from a careful statement of the question it is clear that the null cones are unlikely 
to be the same, especially as the redshifts in the. various models will be different functions of 
coordinate radius, r, in general. However this has never previously been acknowledged, due 
principally to the false invocation of the conservation law of photons within the geometric 
optics limit. The view that the sky averaged area of the past null cone in an inhomogeneous 
universe must coincide with that in the corresponding matter averaged FLRW model has 
been put forward, usually implicitly but also explicitly, many times over the last three 
decades . Perhaps the origin of the misconception goes back to Weinberg (1976) [216], as 
will be discussed in depth in the next chapter. 
At a basic level, the area of the null cone is determined by the metric properties of 
spacetime (the null Raychauduri equation) and the application of an averaging procedure 
is unlikely to lead to a simple conservation law such as photon number, which itself follows 
from the geometric optics limit of the Einstein-Maxwell equations. This is made all the 
more dubious by the recognition that there does not exist at present a covariant averaging 
procedure. Thus by changing coordinates and averaging the geometry in different ways 
1 This work is based on the paper which was done in collaboration with N. Mustapha, C. W . Hellaby and 
G.F.R. Ellis [213]. 
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one could obtain equally plausible but different, FLRW spacetimes with different null cone 
properties . For example, in the usual 3 + 1 comoving coordinate splitting, the "natural" 
averaging is over the spatial sections defined orthogonal to the four velocity. This is the 
averaging used in astrophysics and employed in this chapter. However, using null-cone 
coordinates (see e.g. [207]) where the "time"-coordinate identifies individual null-cones, the 
"natural" averaging is over the past-null cones, giving completely different results. 
However, the depth of the belief that the averaged area distance in an inhomogeneous 
universe must be equal to the "corresponding" 2 FLRW area distance should not be under-
estimated. The usual counter-argument goes roughly as follows: 
When a bundle of rays goes through an underdensity (relative to the "corresponding" 
background FLRW model), the area of the bundle increases over the fiducial FLRW bundle. 
However, because the matter averages out, there must be associated matter overdensities 
which cause the bundle of rays to be focussed by the tidal shearing, decreasing the area. 
When averaging is performed the two effects cancel out leaving, on average, the area distance 
of the background FLRW model. While the basic processes described are correct, the belief 
that matter averaging translates to wavefront averaging is incorrect. 
The existence of caustics makes it easier to see the flaw in the above argument. While 
it is true that prior to the conjugate point (formation point of the caustic), the area of the 
ray bundle is decreasing due to the convergence and shearing effects, once the bundle moves 
through the conjugate point, the area begins increasing again due to the divergence of the 
geodesic spray. Meanwhile in the underdense regions, there is always divergence. This leads 
to the conjecture that at high redshift, z > 1, when caustics are common, not only will the 
area distance differ from the FLRW area distance, but it will be much larger due to the 
extra area of the multi-sheeted caustics. This is discussed in the following chapter in detail. 
The aim of this chapter, in contrast, is to explicitly provide a model proving the non-
equality of the averaged area-distance and the FLRW area-distance, and hence the failure 
of the photon-conservation argument. Since it is a counter-proof, the ideal model should 
be simple and should be one in which averaging can be performed easily. This is done us-
ing the Lema.ltre-Tolman-Bondi ( LTB) model. Because the model is spherically-symmetric, 
the angular averaging is already performed, while the single degree of freedom in the ra-
dial direction makes matter averaging relatively simple. Despite this there are significant 
subtleties which are detailed in the following pages and the associated paper [213) . 
We construct an exact inhomogeneous model and its FLRW approximation, and compare 
the area distance-redshift and density-redshift relations in the two. To do so we examine 
Lema.ltre-Tolman-Bondi (LTB) spherically symmetric dust solutions [221, 222, 223), where 
exact integrations of the field equations are available for the past light cone of observers 
at the central position. Although the lensing that occurs for this central observer is purely 
radial, we find the inhomogeneity has a tangible effect on observational relations .3 
This chapter does not generically establish the magnitude of the effect, precisely be-
cause the high-symmetry geometry considered here precludes formation of caustics and the 
2 Again there is no unique way to assign the corresponding FLRW model ! 
3 Radial lensing is a spherically symmetric distortion of the null cone compared with an FLRW model, 
resulting in a uniform delay of the wavefront. There is no image distortion, no dependence of magnification 
or time delay on direction, and no multiple imaging, but our results show its effects are observable. 
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consequent fractal-like structure of the real light cone. 
In developing the results of this chapter and [213], we solve one of the problems that 
has made analysis of observations in Lemaitre-Tolman-Bondi solutions difficult, namely the 
problem of precisely locating the past light cone of the chosen central event P, by use of a 
special choice of radial coordinate that ensures a very simple form for the past light cone of 
P in these inhomogeneous space-times. This technical development has other uses in terms 
of analysing observational relations in these models.4 
6.2 Method and Program 
We select the simplest inhomogeneous solution of the Einstein Field Equations; the Lemaitre-
Tolman-Bondi (LTB) model which is spherically symmetric, but radially inhomogeneous, 
with a dust equation of state. 
The question we are raising is whether the area of an averaged wavefront we receive at 
our observatory in an inhomogeneous universe is the same as the area of a wavefront in a 
smoothed version of that universe. To clarify this issue our strategy is to: 
• Select the most natural generalisation of the Einstein-de Sitter models commonly used in 
studies of observations and describe data on the null cone (i.e. a parabolic LTB model). 
• Find the FLRW limit of this inhomogeneous universe in an appropriate coordinate system. 
• Average the lumpy universe in a natural way and fit it correctly to a FLRW model. 
• Compare area distances in the lumpy universe and its smoothed average. 
6.2.1 The Inhomogeneous Model 
The Integrated Field Equations 
We choose the parabolic LTB model which is the natural generalisation of the f2 = 1 dust 
FLRW model. This model is characterised by the mass within comoving radius r, M(r), and 
so- called 'bang-time' function tB(r) describing the locus of the initial spatial hypersurface 
(that is, the local time of the big bang), up to a coordinate freedom. 
In normalised comoving coordinates the metric after solving the off- diagonal EFE is 
ds2 = -dt2 + (R') 2dr 2 + R2(d£P + sin2 Od~2 ) 
where R'(t,r) = 8R(t,r)/8r. 
(6.1) 
The time curves are irrotational and, for comoving dust (p = 0) , are necessarily geodesics 
because of momentum conservation. The spatial sections are flat because if we choose 
r = R( to, r) then R' ( t0 , r) = 1 and we find that the 3-spaces have metric da2 = dr2 + r2 d0. 2 
and hence are flat. 
The areal radius, R = R(t, r) in the Lemaitre-Tolman-Bondi metric, is the area of the 
intersection of our past null cone with past spacelike time surfaces (in this case spheres) 
4 For a slightly different analysis of LTB spacetimes, based on null cone coordinates, see [224], and for a 
consideration of observations away from the centre of symmetry see [225]. 
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once specification has been made that R ex r for small r. In the parabolic case R is given 
explicitly by the solution to the equation of motion 
R(t, r) = M(r) 
R(t, r) 
(6.2) 
obtained from the 11, 22 and 33 components of the EFE, where· denotes the derivative with 
respect to t; i.e. 
[
9M(r) ] 1/ 3 R(t, r) = 
2 
(t- tB(r)? (6.3) 
where t is cosmic time whilst M and iB are both functions of coordinate radius r only. It 
follows immediately that 
R'(t, r) = 2R2~t, r) [M'(r)(t- iB(r))2 - 2M(r)(t- iB(r))tB(r)] (6.4) 
where 1 denotes the derivative with respect to radial coordinate r. 
The 00 field equation gives 
M'(r) 
41rp(t,r) = R 2 (t,r)R'(t,r) · 
The Solution on the Null Cone 
(6.5) 
Since we are interested in observations on the null cone we must project onto it by specifying 
the unique relationship between r and t. On radial null geodesics, ds 2 = 0 = dfP = dif! 2 , so 
from ( 6.1), if the past light cone of the event ( t = to, r = 0) is given by t = i( r), then that 
light cone is described by 
dt = ±R'(i(r),r)dr. (6.6) 
The coordinate freedom in the LTB metric is a rescaling of the radial coordinate r-+ r = r(r). 
If we choose r so that 
R' ( i( r), r) = 1 , (6.7) 
then on the past light cone dt = -dr , so that the incoming light rays at the event (t = 
to, r = 0) are given by 
i(r) =to-r. (6.8) 
So this gauge choice, in contrast to other work done on observations in the LTB model, 
locates the null cone at one instant of time in its simplest possible form and makes our 
programme analytically solvable. On this light cone, putting (6.8) in (6.4) and using (6.7), 
R'(i(r),r) = ~ [M'(r)r(r) 2 + 2M(r)r(r)r1(r) + 2M(r)r(r)] = 1 (6.9) 
2R2(t(r), r) 
where we have defined 
r(r) =to-r- tB(r). (6.10) 
The function r( r) can be interpreted as proper time from the bang surface to our past null 
cone along the particle worldlines. We can set t 0 to be the time since the bang at the 
observer (r = 0) by choosing tB(O) = 0 (so r(O) =to). -
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It is important to realise that evaluating R'( t, r) on the null cone t = i( r) is not the 
same as differentiating R(r) = R(i(r), r) with respect tor. In fact, by evaluating (6.3) on 
the null cone, R is given by 
[
9M(r) ] 1/ 3 
R = R(i(r), r) = 
2 
r(r)2 (6.11) 
which means that its derivative is given by 
ddR = dd [R(i(r),r)] = 2 (~ ) )[M'(r)r(r)2 + 2M(r)r(r)r'(r)]. r r 2R t r , r (6.12) 
Combining the above equation with the constraint (6.9) gives a first order differential equa-
tion for fl. 
dR(r) + 3M(r)r(r) = 1. 
dr R(r)2 
(6.13) 
In summary, with our choice of coordinates we have recast the fiat LTB model in a form that 
allows us to locate the past null cone with ease. This has left us with one freedom to choose 
an arbitrary function of r. We could choose T (or M) and substitute (6.11) into (6.13). 
Solution of this differential equation would determine R and thus any other quantity. If we 
instead decide to choose R, that is, the area of the wavefront, then the model is trivially 
and fully specified by (6.11) and (6.13). It follows that 




M(r) = R(r) ( 1 - dR(r))
2 
2 dr 
(M(O) = 0). (6.15) 
To obtain the results of the next section, we will choose R and find its derivative. This will 
then determine r(r) (equivalently tB(r)) and M(r) by the above two equations. The fiat 
LTB model will thus be fully specified in these coordinates and one could then propagate 
the data off the null cone by the comoving assumption. 
The density on the null cone p( r) is found by evaluating ( 6.5) on the null cone: 
47rp(r) = ~'(r) 
R(r)
2 (6.16) 
and its value at the origin depends on the time as characterised by the Hubble constant; 5 
47rp HJ 2 
n = H2 = 1 => Po= 47r' to= 3Ho . (6.17) 
5 Since measurements of the Hubble constant are taken at about z < 1, we can take this to determine the 
age of the universe, to, at the central observer. 
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Red shifts 
It is of some importance that we state the relevant quantities in terms of redshifts. To do 
this, we use the fact that in the geometric optics limit , for two light rays emitted on the 
worldline at rem with time interval Dtem = t+(rem)- r(rem) and observed on the central 




The past radial null geodesics are given by 
dt = -R'(t, r)dr, 
so for an observer on a nearby worldline, the time interval changes by 
[R'(C,r)- R'(t+,r)] dr = - :t [R'(t,r)] btdr. 
Thus 
f) 
dlnot =- &t [R'(t,r)] dr 
which means that the redshift, given by (6.18), is 
ln(l + z) = larem R'(i,r)dr 
(6.18) 
(6.19) 
where i(r) is the equation of the null cone.6 To calculate R'(t,r) we differentiate (6.3) with 
respect to t 
R' = R [___!L M'] 
3 t- iB + M ' 
. [ 4M ] I/3 
R = 3(t- tB) (6.20) 
Since i(r) = t0 - r when we chooseR'= 1 on the null cone, R'(i, r) is given by 
. , . 1 [4M] 113 [M' 1 + r'] R(t,r)=-- ----. 
3 3r M r 
(6.21) 
After some manipulation of the above expression substituted into (6.19), we find that 
(4M)
1/3 llrem (4M)l/3 
ln(l+z) = - -- - dr. 
3r 3 o 3r4 
(6.22) 
Using (6.14) and (6.15) this equation may be written as 
( ") ( ·)2 dR 1 rem dR • ln(l + z) = 1-- -- r l-- I Rdr dr 2 Jo dr (6.23) 
so we can now determine the redshift-area distance relation. 
6 The standard formula 1 + z = (u~'k!')em/(u~'k!')ob is not useful in this gauge since k~' = (R', -1, 0, 0) = 
(1, -1, 0, 0) is not affine, though it is tangent to the past null cone. 
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6.2.2 The Friedmann-Lemaitre limit 
The characterisation of the FLRW limit is that the bang time surface is simultaneous. So 
tB( r) = tBFLaw = constant; from whence 
[
9 2] 1/3 
RFLaw(t,r) = 2MFLaw(r)(t- tBFLaw) , 
(6.24) 
The freedom left here in MFLaw( r) is just essentially the coordinate freedom, corresponding 
to the freedom of choice of r. The above relations determine the FLRW density 
1 
PFLaw(t) = 6 (t _ t )2 7r BFLRW 
(6.25) 
which is spatially homogeneous as required, unaffected by MFLaw( r ). It is usual to set 
tBFLaw = 0. We do not have a freedom to rescale the density by a constant because this is 
the critical density case. 
As we would eventually like to compare our LTB model as chosen above to an underlying 
FLRW model, it is appropriate to write the FLRW limit in the same kind of coordinate system. 
Consider light rays coming in to the event (t = t1, r = 0) in a FLRW model. When we choose 
coordinates for which R~Law ( t, r) = 1 on the null cone, the past null cone can be located by 
i = t1 - r- tBFLRw = t1 - r. (We use t1 rather than to here, as we will need to distinguish 
LTB and FLRW values later on .. As a limit of the flat LTB model in these coordinates, the 
FLRW form of M(r) is obtained from setting T = t1 - r in (6.9). This yields 
6 [ti 13 - (t1- r)1/3r (MFLaw(O) = 0) (6 .26) 
3 [ti 13 - (t1- r)113) (t1- r) 213 (RFLaw(O) = 0). (6.27) 
We note that this in conjuction with (6.24) implies that 
3M' t2/3 I FLRW 2 
RFLRW = 2 t - 2/3. (6.28) 
2RFLRW (t1- r) 
The RW metric that results is, from (6.28) and (6.1), 
ds2 = -dt2 + t413 { 1 dr2 + 9 [t1/ 3 - (t - r) 113) 2 dfl2 } ( t1 - r )4/3 1 1 . (6.29) 
These coordinates are singular at the particle horizon, r = t1 (when the past null cone of 
t = t1 runs into the initial singularity). Thus they are valid for 0 ~ r < t1. The FLRW 
redshift-distance formula can be obtained by inserting the FLRW forms of M( r) and r( r) 
into equation (6.22). That is 
( 
t ) 2/3 
z(r)= - 1- -1 





r(z) = t1 . (1 + z)3/2 . (6 .30) 
6.2.3 Averaging and Fitting 
We want to compare and contrast total areas of wavefronts at given redshifts of an inhomoge-
neous model to that of the corresponding FLRW model of density equal to the inhomogeneous 
density perfectly smoothed. This must be done with respect to the inhomogeneous metric 
because physically the smoothing does not occur. 
Perhaps the crucial part of our analysis is that we ensure that we compare with the 
FLRW model with the correct average density. We define the average or background FLRW 
model to be the one that matches on at the particle horizon where T = 0, r = TE, using 
the Darmois-Israel boundary conditions [226, 227] . Matching first and second fundamental 
forms of this timelike ( comoving) boundary surface ~ gives 
(6.31) 
and the background model must be parabolic if the inhomogeneous one is; or vice versa. 
The matching must hold over all of ~; that is, at all times - so 
(6 .32) 
and thus, by (6 .2), 
(6.33) 
Thus it is sufficient to match the masses at ~' and synchronise the starting times (bang 
times) when RLTBIE = 0 = RFLawiE· In general, we do not expect the FLRW radial coordi-
nate on~ ( rFLawiE) to be the same as the LTB one there ( rLTal:r: = rE) since the coordinate 
condition k = 1 holds on the null cone, whose locus is model dependent . 
For a parabolic LTB model with metric (6 .1) and density given by (6.5), the background 
density PFLaw is the same as that obtained by integrating over constant time slices. 
(fo27r la7r laTE p~ drd()d~) I (fo21r la1r laTE ~ drdBd~) 
(laTE R~~' V R'2 R 4dr) I ( 47r forE V R'2 R4dr) 
2_ M(rE) 
47r [R(rE, to)J3 
1 
where equation (6 .3) was used. 
(6.34) 
One important point that must be made here is that a covariant averaging procedure 
does not exist as yet . We have used here an averaging method which is 'natural' for the 
co moving synchronous coordinates which lead to a 3 + 1 foliation of spacetime. However, the 
same model in different (for example observational) coordinates would suggest a different 
averaging procedure which could conceivably yield different results. Therefore the claim 
[216] that the wavefront areas obtained in the inhomogeneous model and the averaged 
model are the same already seems highly unlikely. 
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6.3 Results 
We use geometric units such that G = c = 1. If we choose a unit of time Ta seconds to 
be 1 geometric time unit (gtu), then the geometric units of length, mass, density, etc. are 
fixed by 1 glu = La = eTa metres, 1 gmu = Ma = (c3 /G)Ta kg, 1 gmu glu-3 = Pa = 
(1/G)Ta 2 kg m-3 . For the purposes of this chapter, we want units suitable to cosmological 
scales, so we specify that one cosmological time unit, 1 ctu, is ten billion years- of the order 
of the age of the universe. This gives us 
Cosmological Geometric Units 
Time Length Mass Density 
Cosmological 1 ctu 1 clu 1cmu 1 emu clu 3 
SI 3.156 X 1017 s 9.461 X 1025 m 1.275 X 1053 kg 1.505 x 10 25 kgjm3 
Astronomical 10 Gyr 3.066 Gpc 6.409 X 1022 M0 1.505 X 10 -~8 g Icc 
The first subsection (6.3.1) gives a very simple model which satisfies the criteria for a 
reasonable cosmological model (with the classical Copernican principle dropped) and which 
provides a proof that there exist physically reasonable density behaviours which lead to a 
nonzero magnification or shrinking. It is obvious that averaging over the sky will not remove 
this effect since the model is already spherically symmetric. The second model (6.3.1) does 
the same, but is smoother at the origin and displays interesting behaviour in redshift space. 
These two models are obtained by choosing the observer area distance function, which 
is the easiest way of solving this problem. 
6.3.1 Form of Perturbation and General Results 
It is not easy to choose a form of area distance function for the inhomogeneous model 
which results in reasonable physical behaviour. So instead we choose it in the form of a 
'perturbation' from a flat Friedmann model; that is, 
R(r) = R~LRw(r)(1 + 6(r)) (6.35) 
where, from (6.27), R~LRw(r) = 3[t/13 - (tu- r) 113] (tu- r?13 is the area function of an 
underlying FLRW model of age t 1 = tu. (This 'underlying' FLRW model is a mathematical 
device with no physical significance. It can not be considered a background or average 
model since we have not restricted 6( r) to average out to zero in any sense.) In principle, 
one should choose a density function and then determine the area distance ~unction from 
it or risk the possibility of assuming the result. However, if we can show that the above 
choice of R leads to a density profile with reasonable physical behaviour, this would suffice 
- since if we had initially chosen that density function, it would lead to an R as chosen 
above. We will show that this is indeed the case and also indicate that the model is free of 
shell crossings.7 
7 The necessary and sufficient conditions for there to be no shell crossings anywhere or at any time in the 
evolution of a flat model with R' > 0 are that M ( r) be an increasing and tB ( r) a decreasing function. They 
were found (for all LTB spacetimes) by Hellaby and Lake [228]. 
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Obviously R(r) is zero at the same places as R~LRw(r), i.e. at r = 0 and at r = tu. For 






2tu.X(1- v)(1 + 8)[2X(1 + 8)- 8- 3tu.X(l- v)8'] 2 
2tu.X(1- v)(1 + 8) 




tB = to - r- r (6.39 
81rp = 
2X(1 +b)- b- 3tu.X(1- v)b' 
9[tu.X( 1 - v)( 1 + b)J2 {2X(3 + 4b)(1 +b)- b(1 +b)- 3tu.X(1- v)(5 + 6b)8 
+ 36tu.X
2(1 - v )(1 + b)8'- 9tu 2 X 2(1 - v )2[2(1 + 8)b" + 8'2]} (6.40 
{4X(1 + 28)(1 +b)- b2 - 6tu.X(1- v)(2 + 38)8' 




2(1- v)(1 + b)b'- 9tu 2X 2(1- v)2[2(1 + 8)811 + 812]} / [6tu.X(1- v)(1 + b~6.41 
If 8(0) -=/:- 0 we find the unphysical limits r(O) = 0 and ,0(0) = oo. Thus we set 8(0) = 0, 
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From numerical experimentation we concluded, in order to avoid shell crossings, that 8( r) 
must remain sufficiently far away from zero over most if not the entire range of r, and 
certainly near r = tu. We want the proper time from the bang surface to the null surface 
on the central worldline to be the 'true' age of the universe; that is, we want it to be t 0 , the 
time at the origin of the LTB model. By setting r(O) = t 0 in (6.43), the age of the underlying 
model is determined 
tu =to (1- 3 t1 b'(O)) . (6.50) 
The parameter tu is the r-coordinate value at which the null cone of the LTB model intersects 
the bang. We will average quantities on this scale; that is to say, we shall take r'E = tu. 
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We match this inhomogeneous universe to a fiat FLRW model at the surface rr: by equating 
the masses and bang times at that point. This then determines the time t1 = tb in the 
background FLRW model which we will use for our comparison. At r = tu, R = 0 and (6.46) 
shows that at this point, 
In the background FLRW model the value of the mass at .E is 6tb and this is what we have 
to match the inhomogeneous mass to. This gives us a value of the age for the background 
fiat FLRW model of 
(6.51) 
A Regular Model which Exhibits Shrinking and Magnification 
The following simple example is physically well behaved, being free of shell crossings at all 
times in its evolution for r ~ tu. Since tB f 0 at the origin, the model is not as smooth 
there as one would like, but there are no physical problems. We choose 6( r) for our first 
model, LTB1, to be 
1 (0.81rr) 6(r) =--sin -- . 
5 tu 
(6.52) 
When we set r(O) =to= 1 then 
( 
1271") tu =to 1 + 
25 
(6.53) 
and the age for the background fiat FLRW model, after matching the masses, is 
_ ( sin0.81r)
3 
tb - tu 1-
5 
(6.54) 
The calculation of the redshift was done by a numerical quadrature of (6.23). 
It is important to plot these quantities in terms of the observable quantity z for two 
reasons. First of all, in the transformation r -t z, the possibility exists that the area 
distances of the fiat and inhomogeneous models might transform into each other. Secondly, 
under certain circumstances the redshift becomes disordered with distance and unexpected 
behaviour might occur, as the following model illustrates. 
A Regular Model with Multivalued Observations 
As an illustration of how different the physical quantities plotted against radial coordinate 
r as opposed to those same quantities plotted against redshift z may appear, we present 
here an LTB model for which the redshift becomes disordered with distance at some points 
and then ordered again at later points. 
The universe is chosen as above but with a 'perturbation function' of 






Figure 6.1: A plot of area distance against redshift on the past null cone of the inhomo-
geneous model LTB 1 and the corresponding FLRW background area. The units of R are 
cosmological length units. This shows that there are systematic shrinking (R > RFLRW) 
and magnification (R < RFLRW) effects due to purely radial lensing, which obviously can-
not be removed by averaging over large angular scales or even the whole sky. Effects of true 
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Figure 6.2: The density of matter on the past null cone (that is, what would actually be 
observed) in the models of FIG. 6.1, LTB1 and its corresponding background FLRW model. 
The units are cosmological density units (emu clu-3 ). When comparing with FIG. 6.1, we 
see that roughly speaking, magnification occurs for objects in or just beyond an overdense 
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Figure 6.3: The densities for the second LTB model and its background FLRW model (p and 
PFLRW, in cosmological units) on the past null cone. Again, the inhomogeneous profile vs 
r appears quite acceptable. 
This model, which we call LTB2, is also free of shell crossings at any time for r ~ tu and has 




_ ( sin 0. 7 5-rr) 3 
tb - iu 1-
4 
(6.57) 
This model provides a good illustration of why one has to be careful in ascribing physical 
behaviour in a certain coordinate system. Viewed as functions of r, R and p have fairly 
standard behaviour, but viewed in terms of the observable quantity z, the density and 
area distance become multivalued. Hence, three objects with the same intrinsic luminosity 
located at different distances appear at the same z , with three different apparent luminosities 
(or area distances). 
Our numerical experiments indicate that the redshift on the light cone is most sensitive 
to perturbations in the vicinity of the maximum in R(z). All our models in which dz / dr 
became negative did so in this region. The looping behaviour in the R vs log(1 + z) plot 
occurs when the maximum and minimum in the log(1 + z) vs r graph bracket the maximum 
in the R vs r graph. Similarly, perturbations more easily generate a maximum and minimum 
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Figure 6.4: A plot of area distance against redshift for model LTB2 and the background 
FLRW model. The interesting point to note is that at some redshifts the area distance in 
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Figure 6.5: The densities (p and PFLRW) on the past null cones vs z for model LTB2 and 
its background FLRW model. Note the quaint 'looping' behaviour. 
6.4 Conclusions 
The general belief that photon conservation implies that the total area of an incoming 
wavefront must be the same as in the background, matter-averaged, FLRW model has been 
disproved in this chapter. The spherically symmetric model used here is simple but effective, 
since averaging over direction cannot change the results. In more realistic models of the 
lumpy universe this effect will still be present, and we expect full gravitational lensing to 
occur, resulting in more significant deviations from the FLRW formula. 
This investigation used a parabolic LTB model, where the areal radius R is also the area 
distance of the 2-sphere wavefronts of the past null cone. The density in the LTB model is 
averaged to give a background Einstein-de Sitter (n = 1) model, and it is tested against 
this model. Although there exists no covariant way to perform this averaging, we use the 
'natural' one defined by the use of junction conditions, here equivalent to the one used in 
astrophysical problems: that is, averaging on constant time slices. Some may argue that the 
'natural' way of averaging for this kind of study, which involves observations, is to average 
the density on the null cone. It certainly is not easy to define, mainly for the reason that, 
as the averaging domain on the null cone is increased, the density in general will increase 
because we are looking back into the past and would thus have to account for evolution 
of sources. The point is that the results from such an averaging will coincide neither with 
those of the FLRW background nor those of this chapter, which is really just an alternative 
refutation of the idea that averaging reduces observations in an inhomogene_ous universe to 
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those in a FLRW universe. 
The results show that it is quite easy to have areas in the inhomogeneous models which 
differ significantly from areas in the background, matter-averaged FLRW model. The result 
may either be shrinking (larger total area) or magnification (smaller total area). The pres-
ence of loops in the R-z and p-z graphs is analogous to the well known 'finger of God' effect 
familiar in redshift maps of the galaxy distribution. 
Whilst the major aim of this chapter has been the above thesis, the choice of radial 
coordinate which locates the null cone will be of use in future analyses of observations in 
these isotropic dust models. 
An important caveat is that since the LTB model does not allow for formation of caustics 
in the null cone of the central observer, it cannot be considered a useful model for obtaining 
quantitative 'real world' results. Rather this chapter should be viewed as a proof that even 
purely radial lensing distorts the area distance-redshift relation significantly. As will be 
argued in the next chapter and in the papers [212, 214], we expect caustics to skew the area 
towards larger values, so that most objects in the universe are demagnified. 
The importance of all this is that it opens up the way for considering the effects of 
lensing by inhomogeneities on large angular-scale number counts and CMB observations 




Shrinking and its effects on 
cosmological area distances 
7.1 Introduction 
The angular- diameter distance (or 'observer area distance', equivalent up to redshift factors 
to the luminosity distance, see (8, 129]), lies at the heart of observational cosmology, since· 
it is used to convert observed angles to estimated length scales and areas both at galactic 
distances, and on the surface of last scattering of the CMB 1 . 
It is usually calculated on the assumption that the universe is well represented on large 
scales by an exactly spatially homogeneous and isotropic FLRW geometry, presumably 
obtained as some kind of average of the manifestly inhomogeneous matter distribution on 
smaller scales (206]. However it is known this can be a bad assumption on small angular 
scales, because of the local inhomogeneity of matter, which causes distortion of bundles of 
light rays (and so gravitational lensing). Bertotti gave a power series expansion for this 
effect(155]2, while Dyer and Roeder derived a formula that can be used at any redshift , 
treating those rays that propagate in the lower density regions between inhomogeneities 
where shear is small (138, 142]. However this formula will not be accurate for those ray 
bundles that pass very close to matter, where shearing becomes important, before they 
reach caustics. We will argue later that it may in fact be a reasonable approximation for 
the average area-distance at high redshift ( z > 1) after many caustics have occurred 3 , and 
on angular scales which are large enough to encompass many caustics. 
The usual assumption, made explicit by Weinberg (159], and accepted by most workers in 
the field, see for example Schneider et al [160, 142], is that although the area distance will be 
inaccurately represented by the FLRW formula on small angular scales due to the clumping 
of matter, when averaging over large enough angular scales the FLRW area distance formula 
1This chapter was done in collaboration with G.F.R. Ellis and P .K.S. Dunsby and is based on the paper 
[212] . 
2 Which is a consequence of the non-commutativity of smoothing the geometry and calculating null 
geodesics. 
3 If one assumes statistical isotropy and homogeneity of inhomogeneities, when combined with the CMB 
isotropy, then it is a natural assumption that the average area-distance will be isotropic t9o. 
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will be exactly correct. That this conclusion does not necessarily follow from any principle 
was the thrust of the previous chapter. However, there we gave no evidence as to how the 
averaged area distance is expected to compare to the background FLRW one. 
Here we contend that areas will be quite different than in the corresponding FLRW 
universe on both small and large angular scales, basically because of the occurrence of 
caustics and associated divergence of geodesics. Apparent sizes on small angular scales will 
also be strongly affected. However, on larger angular scales apparent sizes will nevertheless 
be represented approximately correctly by the FLRW formula, because the caustics cause 
the light cone to fold in on itself. 
This chapter will first give further, general arguments as to why one should expect that 
the focusing effects due to clumping will not average out to give the FLRW area distance. 
We then explain why the previous arguments either are incorrect, or do not apply to the real 
lumpy universe, once one follows light rays for long enough that caustics have formed in our 
past light cone (which is a case of considerable observational interest). Indeed 'shrinking' 
will occur - the distance covered on the last scattering surface for a given apparent angle in 
a lumpy universe, will be more than in the corresponding FLRW universe model (which is 
normally assumed as giving the correct geometry), so the apparent angular size of a given 
object can be smaller than expected if lensing is not taken into account. 
While shrinking associated with any single lensing object is very small, there are a very 
large number of objects in the sky that will cause lensing by the time our past light cone 
has reached the surface of las~ scattering. The result of all the cumulative lensing is that 
the past light cone will have a fractal-like structure there. The associated observational 
effects are complex, and depend on angular scales. On small angular scales, for a given 
distance on the last scattering surface, the apparent size will be much less than in the 
corresponding perfectly smooth model. However due to the folding over of the light cone on 
itself associated with caustics, on larger angular scales the effect will average out in the sense 
that the observed angular sizes of large scale structures will be little affected even though 
the associated areas are quite different. Thus the resulting effect on particular observational 
relations will depend on whether it is overall angular size, or the associated observed areas, 
that matter in the observations. 
'Shrinking' can be said to occur in any model whose are distance is different from the 
critical density Einstein-de Sitter (EdS) universe favoured by many theorists as a result 
of the inflationary universe paradigm; so in particular it occurs in a a low density FLRW 
universe (Q ~ 1). There the bending of space and space-time result in a larger distance 
being covered on the last scattering surface, for a given angular displacement at the observer, 
than in the corresponding EdS universe (see for example [161] for a specific calculation of 
this effect). Hence observational effects of shrinking due to lensing are similar in nature to 
those expected in a low-D universe relative to a critical density model. Thus one can call on 
analyses of the effects of negative spatial curvature to see the kinds of consequences that can 
follow, at least on small angular scales, from the shrinking due to gravitational lensing. As 
regards number counts, it is precisely this effect on areas that underlies number-count tests of 
qo (or equivalently, of Do) (8, 129]. Its effect on angles underlies angular diameter estimates 
of Do, while estimates from luminosity measurements probably involve both, because of the 
complex issues involved in estimating apparent magnitudes (162]. These will therefore all 
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be affected by shrinking caused by lensing. As regards the CMB, two particular features 
are affected: the measured angular size of the 'Doppler peaks' in the CMB power spectrum, 
and the spatial power spectrum derived from observations. These are both germane to our 
interpretation of the CMB observations and what they tell us about the growth of structure 
in the universe. 
The analysis of the CMB data [127, 128] generally concentrates on the scalar spectrum 
and in most cases assumes a perfectly smooth Einstein- de Sitter (EDS) angular- diameter 
distance, which neglects gravitational lensing and other observational effects which are un-
avoidable in a clumpy universe such as our own. The influence of gravitational lensing 
directly on the amplitude of the CMB temperature anisotropies has been investigated, with 
contradictory results, in recent years [130, 131, 134, 135, 136, 137] by calculating the change 
to angular functions such as the CMB correlation function. The new point raised here is 
the impact, due to shrinking, of gravitational lensing on the estimated spatial scalar power 
spectrum at decoupling, with the implication that similar effects might occur in the location 
of the Doppler peaks. We illustrate the change to the spatial power spectrum derived from 
observations, using the simplest model of an angular- diameter distance which allows for 
inhomogeneities [138, 142] as an example, after arguing why that could be an acceptable 
model to use in estimating shrinking effects. However we have not yet examined detailed 
enough models to determine over what angular scales these effects will be significant; this 
depends on the distribution of inhomogeneities at all redshifts between us and last scatter-· 
ing. Due to the occurrence of multiple lensing between us and the surface of last scattering, 
the angular scale below which the effect is important for angles could be as large as a few 
degrees, and so the effect could possibly be of significance for the analysis of the CMB 
Doppler peaks. It will also affect statistics of objects and number counts for sources at 
redshifts greater than 1 on all angular scales. 
The overall aim of the chapter is to point out that shrinking due to gravitational lensing 
will not average out on large angular scales, in the sense that observed areas will be quite 
different than in FLRW geometries, and to indicate some of the possible observational 
consequences. Two further papers [167, 168] use different methods to confirm the reality of 
the effect. 
7.2 Why lensing causes shrinking 
In any universe, cosmological observations are dependent on the angular- diameter distance, 
which directly determines luminosities as well as apparent sizes [8] and indirectly determines 
selection effects [162] which in turn govern number counts. In an inhomogeneous universe, 
the area distance will differ from the corresponding relation in a smooth FLRW model 
[130, 138, 142]4 • However in an inhomogeneous universe which undergoes a transition to 
homogeneity on large scales, such as is believed to occur with our own, it is usually assumed 
that the angular- diameter distance will coincide exactly with that of a FLRW model when 
averaged over these scales [159]. If true, this depends critically on the areas of the wavefronts 
at the same redshift being the same in the real universe as in the FLRW model. The existence 
4 Indeed it is a theorem that if the area distance-redshift and number count-redshift relations are the same 
as in a Friedmann-Lemaitre universe, then universe is indeed a FLRW universe. 
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of directions in the sky for which the wavefront is multiply sheeted due to gravitational 
lensing 5 shows that this cannot be assumed. 
In general the relation between a scale fat redshift z, and the angle ()it subtends when 
observed will depend on (), on the direction of observation (represented by a unit spacelike 
vector n orthogonal to the observer's 4-velocity), and implicitly on the angular scale Oa over 
which observations are averaged,6 as well as on the redshift z of the object observed, viz: 
f = r(z, n, Oa, 0) (). (7.1) 
Here r(z, n, Oa, 0) is the angular- diameter distance in a general universe, which will be 
anisotropic due to the shearing effects on the ray bundle. We expect that this anisotropy 
will tend to zero (as in the background FLRW model) as the averaging scale increases, 
effectively making the angular- diameter distance isotropic in the limit of large averaging 
angle. Thus a fairly good approximation for the large- angle (e.g. COBE) experiments is 
that distortion (represented by large-scale shear in the null rays) is unimportant. One can, 
however show that small-scale shear increases the convergence of the ray bundle and thus 
decreases the angular- diameter distance [142, 159) for those angular scales. Larger amounts 
of shear cause conjugate points [170) to form in the past light cone which leads to image 
parity reversal and creation of multiple images due to self- intersection of the past null cone. 
When averaged over a large angular scale, this can result in a change in the area-distance 
relation. 
The question, then, is how _to estimate these effects when inhomogeneity causes lensing 
of light rays. Consider the past light cone c-(P) of the space-time event 'here and now', 
denoted by P. As a bundle of light rays B(df!) generating c-(P) (and subtending a solid 
angle df! at P) pass a lensing mass L, the nearer rays are distorted in towards the central 
ray /L (with direction n) linking P to L. Thus focusing is caused for these rays, and this 
can be examined by ray tracing, by use of the geodesic deviation equation, or by using the 
optical scalar equations. Consequently (see e.g. Figure 2 in [174), or Figure 2.3 in [142]) 
the area dS of the bundle of geodesics B( df!) beyond L will be less than if L had not been 
there (i.e. in the reference background case, described by an exact FLRW geometry). 
Now the crucial point is that we must get the overall masses right. H we take a FLRW 
universe and add a mass concentration to represent some inhomogeneity - a star, a galaxy, 
a galaxy cluster, or whatever- then the new universe has greater mass than the old; so we 
expect the areas to be different simply because the average mass density in a volume V of 
the perturbed model that includes both P and L, is different from that in the background 
model. We need to correct the perturbed model to get back to the original mass in this 
volume, so that the background model is correctly chosen to fit the perturbed model [206). 
We do so by surrounding the over-density of the lump by an underdensity of equivalent mass, 
so that the total mass is unchanged. Or viewed differently, this is the requirement that the 
perturbed universe can be obtained from the background universe by rearranging masses 
while keeping overall mass conserved (this is the burden of the Traschen integral constraints, 
[175); when they are satisfied this is equivalent to correctly fitting the background model to 
the lumpy universe model, [169]). 
5 Multiple imaging causes the wavefront to develop catast~ophes and become multi- sheeted (188, 142]. 
6 In the case of the CMB, Oa is the resolution of the instrument- Detail smaller than this ·scale is lost. 
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Figure 7.1: A typical arc distribution behind a galaxy cluster at a given flux limit. From 
http:/ /www.mpa-garching.mpg.de/Lenses/GRLens.html. 
Thus when considering lensing, we must imbed the overdensity in an exactly compen-
sating underdensity. The light rays in the underdense region will diverge more than in the 
background model, and those in the overdense region will converge more. The standard 
view [159, 142] is that these effects exactly cancel: the area in the perturbed model will be 
exactly the same as in the background FLRW model. 
Now this does not take into account the effect of caustics on the past light cone structure 
and area distances. Sufficiently far down the null geodesics after passing lensing sources, 
caustics (and associated multiple images) will occur. The typical shape of these caustics has 
been presented in many papers by Roger Penrose, see e.g. [173], Figure 49; their relation to 
gravitational lensing is discussed for example in [142]. 
The point we want to make then is that after caustics have occurred, the null rays that 
were converging start diverging. Indeed at a caustic an infinite convergence is instanta-
neously converted to an infinite divergence [177]. Hence thereafter, both the rays that went 
through the less dense regions and those that went through a more dense region are diverg-
ing more rapidly than in the corresponding exactly smooth FLRW model. Thus the overall 
area (far enough down the light cone) should be greater than in the corresponding FLRW 
model, as all rays are subject to greater divergence. 
We are interested in finding these areas after caustics have occurred. The reason is that 
recent Hubble Space Telescope observations have confirmed that virtually everything beyond 
a redshift of unity is lensed (because the entire sky is covered by intervening objects that 
will cause lensing), see e.g. [180, 181, 182]; and at higher and higher redshift there will be 
more and more lensing. This will affect all number counts at high redshift. Further, we are 
particularly interested in the effect this has on our past light cone by the time it has reached 
~.the surface of last scattering of the CMB, for this will influence our interpretation of the 
CMB data. The situation here is quite different than in relating lensing to discrete sources, 
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for the surface of last scattering is essentia.lly a. spa.celike surface; thus we a.re interested 
in the relation of the real past light cone to a. spa.celike surface (in contrast its relation to 
timelike lines, which is relevant in considering multiple lensing of discrete objects). 
The key issue is, What is the area. of a. bundle of geodesics B( dO,) generating our past 
light cone c-(P) when it intersects I:, or (almost equivalently), what is the distance f. 
traversed in this surface when one scans through a.n angle 0? However there is a.n important 
subtlety here. 
Consider changing the direction of view n a.t P through a.n a.rc A a.s the angle of ob-
servation 0 increases continuously from some arbitrary initial direction ( 0 = 0) to a. final 
direction (0 = A), where the corresponding light rays encounter a. transparent lens L cen-
tred a.t 0 = OL (0 < OL < A), a.nd then develop caustics before intersecting the spa.celike 
surface I:. As the direction a.t P continuously increases, the corresponding image point p( 0) 
in I: will move along the image of the a.rc A (a. 1-dimensional curve) in the ( 2-dimensional) 
intersection of c-(P) with I:, resulting in a. series of forward, backward, a.nd then forward 
motions. 
To see this clearly, we need to define the relevant light-cone parts. In the simplest case, 
the situation for a. single lens will be a.s follows: the two-dimensional section of c-( P) 
corresponding to the a.rc A (see Figure 2 in (184), Figure 5.1 in (142), Figure 4 in [185), a.nd 
Figure 25 in [186]) will develop a. fold line L1 (representing non-local intersections of the 
geodesics generating c- (p)) a.nd two ca. us tic lines L2 , La (representing local intersections 
of these geodesics), a.ll three intersecting a.t the point Q which is conjugate to P along the 
central null geodesic /L· Below Q, this 2-dimensional section of c- ( P) will consist of 4 
parts: a.n outer region C0 ( P), a.nd three others lying inside it: a. side region C} ( P) from L1 
to L2 (intersecting I; in the curve C1), a. back region c:;(P) from L2 to La (intersecting I; 
in the curve C2), a.nd a. side region C3(P) from La to L1 (intersecting I: in the curve Ca). 
The central ra.y /L together with L1 divides C0 (P) into left a.nd right parts, corresponding 
to sma.ll 0 a.nd large 0, a.nd intersecting I; in the curves c_ a.nd c+ respectively. 
For a. given spa.celike surface I: beyond Q, in addition to the central ra.y /L, this lensing 
structure defines 4 unique geodesics through P. These a.re, 11 (with 0 = 01 ), lying in the 
left side of C0(P), joining P to the intersection P1 of L1 a.nd I:; 12 (with 0 = 02 ), lying 
first in the left side of C0(P) a.nd then passing through L1 (between P1 a.nd Q) to C!(P), 
joining P to the intersection P2 of L2 a.nd I:; /a (with 0 = Oa), lying first in the right 
hand side of C0 ( P) a.nd then passing through L1 (between P1 a.nd Q) to C3 ( P), join P 
to the int(Jrsection Pa of La a.nd I:; a.nd 14 (with 0 = 04 ), lying in the right hand side of 
C0(P), a.ga.in joining P to the intersection P1 of L1 a.nd I: (so P1 is multiply imaged a.t P by 
photons arriving along /1 a.nd /4)· Before I:, the geodesics 12 a.nd /a rule first C0 (P) a.nd 
then the side surfaces C!(P) a.nd C3(P) respectively; beyond I: (where they a.re tangent 
to the caustics L2 , La), they rule the back surface c:;(P). The central geodesic /L, first 
lies in C0(P), a.nd then (after passing through Q) lies in C2(P), where it meets I: a.t P£. 
Consider now the motion in I: of p( 0) a.s () steadily increases from 0 to A > 04 • Starting 
a.t the initial point p(O) =I on C_, it moves on C_ from the left, through P1 along C1 to 
P2 , then back along C2 to Pa, a.nd then forward a.ga.in along Ca through P1 onwards in C+ 
to the final point p(A) = F on C+· Hence it effectively traverses the same spatial distance 
(between P2 a.nd Pa along C2 ) three times. It will be useful to calculate two distances, both 
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for the same angular change at the observer: we need to distinguish distance traveled ft 
along the full path: 
I c_ p c1 P c2 c3 c+ ~ 1~ 2~P3~P1~F, 
calculated as a line i!ltegral along that path, and distance gained £9 - how far the image 
point has moved in space from its starting point, calculated by determining the shortest 
distance between I and F. This will be almost the same as the distance traveled along the 
caustic path if one omits all the closed loop segments, i.e it is essentially the line integral: 
I c_ p c+ F ~ 1~ . 
The difference is essentially that which occurs in a random walk- compare distance traveled 
by the agent (how far has his legs carried him) as against the distance moved (how far he is 
from where he started off). Both depend on the angle B, but the first increases monotonically 
with B, while, for each angular scale on which cusps occur, the second has a saw-tooth effect 
imposed on top of this uniformly increasing tendency. Because of this, the first increases 
with () on average much more than the second. 
The question we are interested in is how each of these distances varies quantitatively 
with B, particularly for relatively large values (say 1° to 10°), and how they compare with 
the corresponding background distance fb (what one would estimate as the corresponding 
distance traveled in the background exact FLRW geometry, where distance traveled and 
distance gained are the same). Correspondingly we want to compare the real area with the 
corresponding area in a properly fitted background FLRW universe. 
It is fairly clear from this discussion that we can only tell what the resulting area is by 
detailed calculation, although various simple estimation methods may be employed. The 
change of area will be very small for any particular lens, because lensing angles are small. 
But the point is that the number of lensing objects is very large. Each star will cause 
lensing, acting as an opaque lens, as will massive planets; each sufficiently concentrated 
star cluster (e.g. globular clusters) will cause caustics, acting as a transparent lens, as will 
each galaxy and each cluster of galaxies; furthermore voids with sufficiently sharp edges will 
also cause lensing (they are equivalent to using the usual lensing equations with an effective 
negative mass density). In many cases the lensing will cause caustics to form, indeed often 
this will happen quite close to the lensing mass (e.g. in the case of the sun, bending of 
light by 1.75" at the limb will cause a caustic to occur in initially parallel light rays at 
that distance where the sun subtends an apparent size of 3.5" - which is .0093 parsec or 
.03 light years). Once a caustic occurs in our past light cone, further lensing (on moving 
further away down the past light cone into the past) can never remove it, but can introduce 
new caustics. Furthermore, each object may cause multiple cusps; for example, sufficiently 
far down the past light cone, an elliptic lens will cause the standard double-caustic pattern 
noted by various workers (188, 189]. 
Hence the number of caustics in our past light cone, by the time it reaches the surface of 
last scattering, will be extremely large, of the order of the number of stars in the observable 
universe, i.e. 1022 , and will occur in a hierarchically structured way with larger cusps (due 
to galaxies and clusters) superimposed on smaller cusps (due to stars and planets), leading 
to something like a fractal structure. It is important to realize that as we· are interested 
here in effects on distant number counts or on the CMB spatial spectrum,- rather than in 
153 
detailed lensing positions related to specific sources, there is no alignment problem: all 
lensing objects that cause cusps before last scattering end up causing caustics on the LSS 
~'because it effectively occupies the entire sky; and most detectable objects will cause such 
cusps, because ~ is a very large distance away, corresponding to a redshift of about 1200. 
Thus it is likely that every point on ~ will be covered by at least a single caustic. The 
caustics caused on ~ by any particular lensing object L will be spherically symmetric if the 
lensing object is spherically symmetric, and will be centered on the null geodesic /L from 
P through L to ~. The inner and outer caustics caused by an elliptical lens will similarly 
be centred on the central connecting null geodesic from the observer to the lens. 
Considering this fractured structure of the real past light cone c-(P) by the time it 
hits the surface of last scattering, it is clear there are potentially significant effects on the 
overall area resulting from the cumulative effects of all lenses. The overall effect will remain 
even after averaging due to convolution of the incoming information with the detector point 
spread function. We will argue that distance traveled (or area distance) is substantially 
affected at all angular scales, but that distance gained (or angular diameter distance) is 
strongly affected up to some angle Be, but not much affected on larger angular scales. The 
value Be depends on the clustering of matter at all redshifts up to last scattering. 
7.2.1 Response to previous arguments 
The paper by Weinberg [159] explicitly considers this averaging issue, and argues that there 
is no overall such shrinking effect. He gives two independent arguments as to why this is 
so. Clearly it is necessary that we answer them here. The key point is that Weinberg's · 
main argument does not explicitly take into account the effects of caustics, which we are 
identifying as important. 
His first argument is by explicit calculation of bending by a single finite-radius clump of 
matter, and the resulting intensities (based on the previous calculation by Gunn and Press 
[178]). However he only allows for two ray paths from the source to the observer- whereas 
we know that in fact in the generic case there will be three such paths. To first order in qo 
(i.e. assuming D0 ~ 1) he finds that the luminosity distance (estimated from the combined 
intensities of the two images) is the same as in the FLRW model. If we include the general 
third image we may expect a different result. Additionally the estimates used are only valid 
for z < 1, and do not cover the large-z case we are interested in ([178], p.400). 
He the!l gives a second argument, based on photon conservation. This argument - essen-
tially the same as the usual 'reciprocity theorem' effect [8] - is correct in that it determines 
the average number of photons intercepted by a telescope in terms of the area of a sphere 
drawn about the object, and works on the basis that this number is conserved (a good 
approximation in the context considered). The problem is that Weinberg then assumes 
that the area of this sphere can be calculated from the FLRW area formula, whereas this is 
precisely the issue that is in question. At first glance one might think the answer is obvious 
because here we are dealing with the up-going future light cone from the source, rather than 
the down-going past light cone from us; but by the reciprocity theorem, these are essentially 
equivalent to each other. From the viewpoint of this chapter the key point is that, just as 
the past light cone of the event 'here and now' will develop numerous cusps and caustics 
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as we go further into the past from P, so will the future light cone of the source as we 
go further to the future from that source (provided it is far away enough in the past; and 
the sources we are concerned with, when dealing with the CMB, are on the surface of last 
scattering). Just as our past light cone develops a hierarchically structured set of caustics 
by the time it reaches a source S on the surface oflast scattering, so the future light cone of 
the source S will have developed a complementary hierarchically structured set of caustics 
by the time it reaches us. The area of this future light cone at the present time therefore 
cannot be assumed to have the FLRW value; indeed this is essentially the quantity we have 
to calculate. Thus the area argument in Weinberg's paper does not establish the result that 
the averaged area distance will be the same as in a FLRW universe, as claimed; it effectively 
assumes this result, by assuming this area is equal to that in a FLRW model. 
The third part of Weinberg's paper looks at the effect of opaque spheres, giving a formula 
that is a generalisation of both the Dyer-Roeder formula and the standard FLRW formula, 
depending on the size of the opaque spheres. This suggests the Dyer-Roeder result may 
be applicable for all redshifts if there is an opaque core of large enough size in the lensing 
object. His conclusion is 'A proper assessment of these effects requires we take into account 
the detailed selection procedures actually followed by observers'. Our account above did not 
take into account the. effect of opaque centers to lensing objects; we agree that this will make 
the situation even more complex in the case of the smaller lenses where this is a plausible 
picture. This part of Weinberg's argument indicates that the actual effect will lie between· 
that given by the Dyer-Roeder formula and the standard FLRW formula, rather than being 
just equal to the FLRW result; but does not explicitly take caustics into account, which will 
increase the 'shrinking' effect. 
7.3 Observational effects 
We discuss three particular effects of the shrinking effect below, after obtaining a very simple 
first estimate of its magnitude. 
7.3.1 Simplest estimates 
To estimate the relation between the various distances on the surface of last scattering E, 
we first consider the situation of a single lensing object producing a single cusp. The key 
issue here is what is the angular size of the cusp at last scattering, i.e. what is the angle 
Be = 83- 82 between the two rays that reach the outer edges P2, P3 of the caustic at E, 
and what is the angular separation Om = 84 - 81 of the two rays that intersect E in the 
fold. This will be the upper limit to the angular separation of multiple images that this lens 
could produce, if we consider objects all the way back to last scattering; its value will be 
approximately 28c. It will plausibly be of the order of 10" for galaxies and 30" for galaxy 
clusters, for we have already seen deflections or arcs on these scales, but could be larger (see 
below). The point then is that for that lensing object, this is the maximum deflection of 
light rays we have to take into account. Images will be distorted by up to this scale, but not 
larger. The further point is that the corresponding distances on E should not be calculated 
using the FLRW angular diameter distance, but rather a formula that allows for the overall 
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Figure 7.2: The low-redshift galaxy distribution from the APM projected survey. The large 
fraction of the sky covered by galaxy cores is evident even here at low redshifts. From 
http:/ /www-astro.physics.ox.ac.uk/ wjsfapm-grey.gif. 
shrinking effect (see next section), for these rays will be diverging more rapidly than in the 
corresponding background model. 
Consider then a distribution of such objects, but still only taking into account single 
lensing (light rays only pass close enough to one such object to be appreciably deviated). 
Then when we consider some angular scale A;:}:> Oc, images on those scales will be negligibly 
affected by the lensing. The effect is like wrinkle glass: small scale structure is blurred but 
large scale structure behind is reasonably clearly visible7 . We can immediately attain a 
simple estimate of the relation. between the various distances mentioned above: lb will be 
well approximated by £9 for such scales, with error at most the distance lc corresponding 
to the angular scale Oc, because the distances between the widely separated rays will not be 
affected by more than this amount. However it will be different: it will be approximately 
3 times the distance corresponding to Oc (calculated using the modified angular diameter 
distance formula), because that path will be traversed 3 times as 8 increase from 0 to OA. 
This will be true for each single caustic surface encountered. For the double caustics of 
elliptic galaxies, there will be an increase by a factor 3 between the inner and outer caustic, 
and a factor 5 within the inner caustic lines. We argue below that the entire surface of last 
scattering will be covered by at least single caustics, so a minimum estimate of the ratio 
ltf£9 for angles greater than Oc is 3, and this will be approximately the same as the ratio 
it/lb. The corresponding area ratio will be the square of this number, that is a minimum 
factor of 9. The effect is like crumpling tissue paper with numerous small-scale wrinkles, 
and then 1?-ying it down on a flat surface; the area it will cover on the surface is much less 
than its prior smoothed-out area. 
Now the true situation is complicated by four factors, relative to the simple case consid-
ered so far. First, this kind of effect will occur at various angular scales, corresponding to 
MACHO's, stars, galaxies, and clusters of galaxies, and possibly also to star clusters, voids, 
and superclusters; and cusps due to these various lensing objects will probably overlap in 
most areas on the surface of last scattering, so there can be a large multiplicity factor m 
of lensing ( m is the number of times the same segment of arc is traversed due to multiple 
cusps: 3 for a simple cusp, 5 for the interior of elliptical lenses, and so on). The area will 
be increased by a factor of approximately m2 in each domain on :E where m is constant. 
7 we thank Marco Bruni for this remark. 
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The first claim is that because of the multiplicity of sources occurring, which will effectively 
cover the entire sky for significant redshifts (see figure (7.2), the Hubble telescope deep field 
images and [193]), for the whole of the surface of last scattering, m 2: 3 ( cf the diagrams in 
[195] for a visual impression of this multiplicity); correspondingly, the entire sky is covered 
by objects that will cause caustics before the surface oflast scattering, but with weak lensing 
where Be is between 10" to 30" (conservative estimates for average points on the surface of 
last scattering, based on existing observations). 
The second point is that multiple small-angle scattering can take place between P and 
I: [165]. When this takes place, there are two effects: firstly, this can introduce new cusps 
and caustics in the past light cone structure (but cannot remove any that already exist; this 
is an entropy-like property, similar to what occurs in the intersection of purely gravitational 
idealised cosmic strings. Secondly, it will alter the angular size of existing caustics in a 
random way, leading to a random walk in the effective Be for a given lens, potentially leading 
to overall deflection angles that can be quite large if sufficient such scatterings take place. 
How large depends on the number of scatterings and angle of each one, in turn depending 
on the distribution of inhomogeneities all the way back to I:. 
The third factor is that large angle deflections can also occur, due to black holes. The 
ensemble of light rays reaching us from over the whole sky will run into numerous black 
holes in QSO's and galaxies, and provided they are not surrounded by material that is. 
opaque to the CMB photons at small impact parameters (between 3M and 6M) this can 
cause scattering by 180° and more [196]. This could lead to images being blurred on larger 
scales too (the effect is like bubble glass rather than ripple glass), with resulting Be possibly 
being quite large. However the further point is that although there are many of them, each 
is of very small size so the fraction of the sky covered by black holes is very small. Thus 
although this large angle scattering will happen, its integrated effect on number counts and 
the CMB will probably be negligible. 
The final factor is that we must remember that the lensing we are interested in is taking 
place in a curved space-time. The lensing equation [142] is defined in terms of the following 
quantities: Dds, the angular diameter distance from lens to source, Ds, the angular diameter 
distance from observer to source, Dd, the angular diameter distance from lens to observer; 
{3, the unperturbed (background) angle from source to observer relative to optical axis from 
source to lens, B, the apparent position of the source, represented by the angle of the image 
relative to the optical axis from source to lens, &, the actual deviation of light ray at lens, 
and a, the apparent deviation of light ray as seen by the observer. Then the basic relation 
IS: 
(7.2) 
((2.15a) in [142]), where~= BDd is the impact parameter at the lens. Now the fundamental 
point is that in a cosmological context, in general Ds and Dds will reach a maximum at 
a redshift z* (1.25 in the case of a critical density FLRW universe, about 4 for a low 
density FLRW model). Thus distant objects can cause large apparent deflections if Ds is 
small; and for sources at redshifts greater than z*, the further away they are, the smaller 
Ds is. Combined with multiple scattering, this could result in apparent deflections of a 
degree or more, even from quite ordinary astronomical objects. The detail depends on what 
formula we use forDs (discussed in the next section). This complements the discussion in 
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chapter 5 on the monotonic decrease of Ecrit with source redshift for a single lensing object. 
To understand how Ecrit varies with many lenses, is one of the outstanding challenges in 
gravitational lensing. 
It is clear then that in a realistic model of the universe, the past light cone is an extremely 
complex object covered with cusps on many angular scales. The issue is what fraction of sky 
is covered by objects causing scattering on various angular scales, leading to a distribution 
of probability for the whole sky of deflection angles Oc, and so a most-likely deflection Be on 
average over the sky; and what is the multiplicity m from superposition of all these objects 
at an average point on the surface of last scattering E. Our view is that the probability of 
Oc will be large for all angles from microarcseconds to at least 30", and probably extending 
up to several minutes or even degrees because of multiple scatterings combined with the 
effect of a curved space-time and taking into account the effect of superclusters. There 
will be a tail up to larger angular scales due to black holes, but of very low amplitude. 
Correspondingly, an average point on I; will have multiplicity m :2: 3, leading to an area 
shrinking factor, when averaged on large scales (or over the whole sky), of at least 9, and 
plausibly 25 or greater. 
7.3.2 Broad nature of observational effects 
The effect on observations will be appreciable once the cumulative effect of lensing has 
started to build up - say at a redshift of 1 and beyond. 
In measurements that depend on area effects, the change due to shrinking will broadly 
correspond to the squares of the multiplicity. The actual observational effects will depend 
on the 2-dimensional distribution of cusps on surfaces of constant redshift such as I:, which 
cannot easily be estimated from the !-dimensional projections considered here. As empha-
sized above, the effect from each single lens is small; but at the distances we are considering 
the entire sky is lensed, indeed is multiply lensed on different angular scales. Number counts 
will be altered because the areas covered by the light rays in a given solid angle are larger 
than estimated from the FLRW formula. It is clear that the effect could be significant, 
particularly for number counts at high redshift, or at lower redshift but based on surveys 
in small angular diameter regions. This effect will occur at large as well as small angular 
scales. 
The angular measurements of CMB fluctuations will also be affected. However the 
effect is qujte complex. The distance traveled along the surface of last scattering I; by the 
measuring beam is the distance traversed ft ( cf above), which is greater than the distance 
gained f 9 (the extent of each cusp is traversed three times, rather than once). The area 
corresponding to distance traversed should be used in defining area distance, for it is the 
effective area for number counts and also for the last scattering surface from which light is 
received within a beam of width 0. Distance gained is relevant for comparing observations 
of large scale spatial features with estimates of their physical size. 
If we consider an observer sweeping a narrow beam across the sky and measuring incom-
ing radiation in that direction, at the surface of last scattering this beam will traverse the 
cusps that occur in the intersection of the past light cone with the surface of last scattering, 
consequently moving forward, backward, and then forward each time such a cusp occurs 
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[see Section 2 above] and almost performing a random walk when one takes into account 
the whole hierarchical structure of these cusps . Thus any particular small-scale tempera-
ture fluctuation will be sampled several times as it is scanned both forwards and backwards 
by the measuring beam; hence any Gaussian fluctuations on these scales will be measured 
as non-Gaussian (in effect, the actual spatial distribution is convolved with the saw-tooth 
pattern). For large scale inhomogeneities, this multiple sampling of a given spatial pattern 
will make little difference to the observed shape of the inhomogeneity, for it will occur on 
small angular sizes only; small changes in amplitude will occur on those scales, and will 
be smoothed out by the instrument response function. What is measured on large scales 
is determined by the distance gained £9 , which tells us when the sampling point reaches 
new large-scale features of the inhomogeneous distribution of matter on the last scattering 
surface. The smaller backward and forward traverses are then averaged over in an effective 
coarse-graining. The corresponding shrinking factor relative to the background will be close 
to unity on scales larger than the peak in the distribution of Be over the sky. To determine 
this distribution requires detailed modeling. 
7.4 Estimates obtained using the Dyer-Roeder distance 
With this geometric situation in mind and for illustrative purposes, we neglect the shear 
[138] as a first approximation to attain an analytic formula for rough estimates of the basic 
shrinking effect. It does not allow for folding over: thus this estimate will apply to small 
angular scales, in particular to estimating the sizes of the caustic surfaces, and when squared 
will give an estimate of the area effect at all angular scales. 
In some directions at some small angular scales, this neglect of shear is unjustified. 
However this approximation- corresponding to being in a lower density universe in the gaps 
between galaxies or clusters - should be fairly accurate for a narrow beam for a large part 
of its traverse through space-time. When it passes close to inhomogeneities, as explained 
above it will focus more than in the lower density regions but will then develop caustics 
and start diverging. Probably this divergence will more than make up for the previous 
convergence when a large distance has been traversed, so the overall effect will be to give even 
greater shrinking than in the gaps between galaxies and other inhomogeneities. We make 
the simplifying assumption that on average the matter moving through inhomogeneities, 
rather than the spaces between them, at a significant distance beyond formation of cusps 
suffer the same diverging effect as if they had only traversed the lower density regions. 
This assumption needs checking; we believe it is conservative, in that it will underestimate 
shrinking. It receives some support from Weinberg's calculation for opaque spheres (an 
effect we have not explicitly taken into account in this chapter). In any case it gives a 
simple estimate of the area effect against which other calculations can be compared. 
The observed angular- diameter distance in the absence of shear becomes locally isotropic 
and can be characterized by the redshift only, so r = r(z), where we will deal with the 
simpler conceptual case of an ideal experiment with perfect resolution, Or, 8 -+ 0 since the 
complications of averaging are non- trivial. Our simplifying assumption implies it does not 
matter how many caustics occur in any particular direction; but this is prol?ably not true. 
One may guess that in fact the more caustics there are and so the more oyerlap there is, 
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the larger the shrinking will be. However this needs confirmation by detailed calculation. 
As emphasized, in this section we do not take into account the folding over of the light cone 
onto itself, so this calculation represents a first estimate of the area shrinking on all scales 
and the angular shrinking on scales less than Be. 
In this chapter for simplicity we consider the magnitude of the shrinking effect relative 
to a EDS model, so we follow Dyer and Roeder (1973) and Schneider et al. (1992) [138, 142) 
by introducing a smoothness parameter a 8 such that the matter in the universe is described 
by two components; a smooth dust background of average density and and a proportion 
[1- a)nd in compact clumps, which under the assumption of negligible shear, do not affect 
the angular- diameter distance. We then define the ratio: 
rex n(z) 
1(a,D,z) = ' ( ) , 
rt,l z 
(7.3) 
where rcx,n(z) is the angular- diameter distance for a universe with smoothness parameter 
a(z) and density parameter nat redshiftz, (so rt,l(z) is the angular- diameter distance for 
a pure FLRW model with density parameter n = 1). In particular we note that in the 
FLRW case the following relation exists between arbitrary n and n = 1 universes [142): 
1'(1, n, z) nz- (2- n)(vnz + 1- 1) 
S12(z + 1- v'zTI) 
>1 ifi1<1. (7.4) 
Thus we see that shrinking relative to the EDS model occurs even in pure FLRW models -
a well-known result -but is enhanced by including inhomogeneities. 
From equations (7.3) and (7.4) we see that a linear scale£ on the surface oflast scattering, 
subtending an angle BEdS in a smooth EDS universe, actually subtends an angle: 
1 
B = ( r. )BEdS . 
/ a,H,Z 
(7.5) 
provided this equation applies at that scale. For example the angular size of the Hubble 
radius at decoupling, usually quoted to be at an angle of about 1°, actually sub tends an 
angle ....., ~o where 1 defines the shrinking factor at those angular scales for the redshift 
zsLS ~ 1000, corresponding to the surface of last scattering. It is possible that this factor 
is significant. The issue is whether this angular scale is larger or smaller than Be; we argue 
above that it is possible that it is larger. 
We include for generality a radiation energy density term nn which may be important 
in low D universes which are radiation dominated at decoupling. Then the equation for the 
angular- diameter distance generalizing the Dyer-Roeder distance to that case is obtained 
from the transport equations for the optical scalars, on neglecting the shear: 
P(z)r + Q(z)r + [~nda + 2(1 + z)nr] r = 0, 
P(z) = (1 + z)(1 + ndz + z(2 + z)S1r), 




nd 7D.dz 2 
Q(z) = (3 + 2 + -
2
- + D,r + 80.rz + 40.arZ ) . (7.8) 
The corresponding initial conditions are [170]: 
r(z = 0) = 0, T(z = 0) = 1. (7.9) 
This equation gives distances in units of Ho and reduces to the usual Dyer- Roeder equation 
when D.r = 0 9 • If in addition a(z) = a0 , a constant, this equation can be converted into the 
hypergeometric equation [138] or the Legendre differential equation [170], so that solutions 
exist for all a0 and n. Finally Linder (1988) has obtained the solutions for a large number 
of different limiting cases [130]. 
For the numerical work 10, we choose a smoothness parameter of the form: 
a(z) = 1- (1-M*) [ 1 - as] f , 
1-M* 
(7.10) 
where M* = a(O) is the present proportion of mass in smoothly distributed form and 
as = a(5) is the same quantity at a redshift of 5, which corresponds to the present outer 
limit of observed quasars. We parametrize as by an evolution index, p, (p > 1), which is 
constant for each simulation, so that: 
M* + p-1 
as= a(z = 5) = , 
p 
(7.11) 
with more rapid evolution into clumps simulated by using smaller p. The neutral baryonic 
component in the observable universe is almost entirely in clumpy form today and even at 
z = 5 there appears to be very little neutral gas in the intergalactic medium [146] (using 
the standard interpretation of the Gunn- Peterson test). 
The two parameters (M*,p) are more difficult to estimate in the case of dark matter, 
which is a partial restatement of the bias problem. Only a fairly small proportion of the 
dark matter is expected to be in compact form today since the inhomogeneities are still 
approximately linear on scales larger than about 10h-1Mpc. In particular it should be 
noted that a(z) depends on the scale one is averaging over to obtain the "clumps", with the 
limiting behaviour that a(z) -+ 1 when averaged over the whole sky. Thus the shrinking 
factor is strictly speaking dependent on observational scale even when shear is neglected, 
making the impact on the estimated power spectrum even more intricate. 
Because of this uncertainty, and for generality, we plot our results for a wide range of M* 
(figure 7.3; see also table 1). For n = 1 we calculate the range of 7- factors as a function 
of M* = a(z = 0), the smoothness parameter today. We take as the smallest reasonable 
"(-factor, the value "/min = 1.08. 
There is an interesting question which is also of practical importance: what is the 
asymptotic behaviour ( z -+ oo) of 7( a, n, z) ? This is important for stability reasons since 
the surface of last scattering is ill- defined and has finite thickness, with redshift estimates 
9 The equation has the form of a general Mathieu equation with parametric "frequency" and "damping" 
dependencies. Note that the ansatz r(z) = exp(-t f ~~~~d7J)x(z) will eliminate the r term. 
10 We integrated eq.(7.6) using a Runge- Kutta- Merson method, which is O(h5 ) and gives an estimate of 
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Figure 7.3: The area-distance as a function of the redshift and present smoot~ness param-
eter, M*, the proportion of the energy density in smoothly distributed form. The solid line 
corresponds to the background FLRW model with M* = 1 and no shrinking. 
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M* p I l6+n (n=1.5) l6+n (n = 1) 
0.95 2.0 1.08 1.78 1.71 
0.9 1.5 1.26 5.66 5.04 
0.8 2 1.40 12.47 10.54 
Table 7.1: Shrinking factors, 1, for various evolutionary parameters (n is the spectral index). 
See below for discussion of M*,p. 
ranging between zsLS = 1000- 1500. Further it is found that 1(z) monotonically increases 
with redshift. This result implies that our estimates of the shrinking effect will be slightly 
increased if we assume the surface of last scattering lies at zsLs = 1500 instead of 1000. 
For very large redshifts the shrinking factor may approach a non- zero constant. It is 
easy to show that a constant 1 is a solution of the governing evolution equation in the 
asymptotic region z ---+ oo and we conjecture that this constant should be determined by 
the low- redshift behaviour of a(z), since asymptotically a(z) ---+ 1 for generic perturbed 
FLRW models. 
7.5 The new power spectrum 
As all inhomogeneities on the surface of last scattering appear smaller than they would in 
a FLRW model, for angles less than Be (hence the term "shrinking" [132]), we expect the 
emphasis in the power spectrum, in the domain affected by angular shrinking, to shift to 
larger wavelengths (smaller k) due to the scaling properties of the Fourier transform. 
In general the observed CMB will be a patchwork of regions with different shrinking 
factors, since we observe through underdensities and overdensities, so that a circular region 
of CMB anisotropy will be seen to be dilated uniformly only if it is small and has an 
angular size close to the resolution of the instrument or if it is large enough to enclose a 
large number of caustics. The CMB patterns on medium scales will have different parts 
deformed by different amounts, depending primarily on how many overlapping caustics of 
different angular scales occur in any particular region, leading to a highly non- conformal 
mapping from the surface of last scattering (or the spatial hypersurface the anisotropies 
were produced in) onto the celestial sphere. We consider the simplest case: how the power 
spectrum changes when we include the effects of a constant shrinking factor. By scaling 
fluctuations on the surface of last scattering by a factor 1 = 1( a, n, z = 1000) and then 
taking its Fourier transform, how is the new power spectrum i6ki 2 = i6(k)l 2 related to the 
old one, 18 ( k W ? Consider the scaling of the random density contrast field S ( x): 






Here p(x) is the density at decoupling, pis the average density and 1 = 1(a,n,z). Note 
that scaling all inhomogeneity sizes by 1 (active transformation) is equivalent to reducing 
the coordinate x by 1 to ~ (passive transformation), as done above. 
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The Fourier transform of S(x) in 3- dimensional space is: 11 
(7.13) 
and the new spectrum 
6(k) = j d3x eik·xs(~) 
(27r )3 I 
(7.14) 
which after relabeling of the spatial variable and some rearrangement gives: 
(7.15) 
In the case of a power -law spectrum which is expected on large and medium scales at 
decoupling, shrinking changes our estimation of it by increasing the amplitude via: 
(7.16) 
where A is the normalization constant. The spectral index is unchanged 12 in the case of a 
power -law spectrum (since power laws are scale invariant). Thus in the power -law regime 
the true amplitude of the spectrum at decoupling is larger by the factor 16+n than that 
found from observations assuming an EDS model. 
Considering only the effects of gravitation and free streaming [ignoring photon diffusion, 
Sakharov oscillations and the integrated Sachs-Wolfe effect [133, 147]] on an_ initially power 
law spectrum, we find that if shrinking is uniform across all the relevant scales, it increases 
with k to a maximum and then turns around and decreases for k > keq ~ ~2 , where keq 
is the wave number corresponding to the Hubble scale in Mpc1 at the change over from 
radiation to matter domination. The theoretical functional form of the power spectrum for 
k ~ keq is predicted to be [148]: 
(7.17) 
where B is a normalization constant determined by matching to the spectrum at large 
scales and kps describes the smallest perturbations which are not washed out due to the 
free- streaming of the particles forming the dark matter. If this is the true form of the 
spectrum at small scales, then we will observe something different due to the shrinking 
effects of the inhomogeneities. 
The power spectrum at small scales, assuming it takes the form given in equation (7.17), 
is obtained by "inverting" the process followed at large- scales, since we now wish to predict 
11 Strictly speaking t5(k) should depend on k, but because of the assumed isotropy (ergodicity [211}) of 
the density perturbations, we impose the restriction that it depend only on k. This assumption is one of 
simplicity imposed on the primordial matter perturbations (Gaus~ianity), and will have to be reconsidered 
when caustics and the effects of shear are included on estimates of the spectrum because of the anisotropy 
of the angular -diameter distance in that case. 
12The invariance of n under shrinking is only true in the approximations made in this chapter. n will be 
a function of 'Y when the scale -dependence of shrinking due to shear and averaging is included. 
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the observed spectrum, and not the true spectrum. By using our formula for the new 
spectrum, equation (7.15), one obtains: 
lb(kW = B,-6+3k-3 [ln(kj(JkFs) 2] 
,-<+' {l8(k)l'-:, ln 1 [m((k;:,)l]} (7.18) 
and hence (for 1 > 1) lb(k)l 2 < ib'(kW for this k-range, which shows that shrinking will lead 
to observations which over- estimate the true spectrum and hence lies below the spectrum 
derived from observations ignoring shrinking. This may be important for CMB experiments 
at scales less than a degree such as the OVRO [149] and South Pole 89 [150] experiments. 
If one solves the perturbed kinetic theory problem for the coupled photon- baryon fluid 
before decoupling one gets the Doppler peaks, or Sakharov oscillations. The possible effects 
of lensing on the position of these Doppler peaks is important, since it has been proposed 
[151] that the position of the first Doppler peak can be used to determine the value of n. 
Since our results show that for angular scales less than Be, the angular power spectrum is 
shifted relative to the one estimated without considering lensing, it is possible shrinking will 
change the position of the Doppler peaks. In particular, the position of first Doppler peak 
is determined by the angular size of the Hubble scale at decoupling, which is determined by 
the geometry and dependent on /· Hence, unless lensing effects are included, the value of 
n estimated using small- angle experiments in the future, could be wrong. Detailed work 
including the effects of caustics should be included when examining the very- small scale 
experiments planned for the future. 
7.6 Conclusions 
In this chapter we have asked the question of how lensing due to inhomogeneity will change 
estimates of number counts and of spatial functions at decoupling, in particular the mass 
fluctuation power spectrum. 
Number counts at high redshift will definitely be affected, because they depend on areas 
rather than apparent positions; and areas overall, even when averaged over large angular 
scales, will be strongly affected (by at least a factor 9). The precise factor depends on the 
clumping history of the universe. One estimate is the square of the multiplicity factor due 
to caustics (Section 3), another is the square of the angular shrinking factor estimated from 
the Dyer-Roeder equation (Section 4). Detailed simulations will be necessary to determine 
the best estimate, which will depend strongly on redshift. 
The relation between CMB observations and theory may be significantly affected (Sec-
tion 5). It will affect the observed fluctuations at small scales, where the spectrum may 
not be power -law. A possible further application is to the Doppler peak distribution in the 
spectrum at small-scales. It has been suggested that the position of the first Doppler peak 
is sensitive to the value of n, but insensitive to most other physical variables, and hence 
could be a test of the geometry of the universe. Here we point out that shrinking might 
shift the position of the Doppler peaks. 
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It is important to answer the question of how shrinking differs from other investigations 
of lensing of the CMB, which have invariably concentrated on the change to the angular 
correlation function. The standard method uses perturbed geodesics on a flat background, 
calculating the perturbation effects up the unperturbed null cone. However, to calculate the 
change to spatial functions at a given redshift, as required for comparison with structure 
formation theories, one cannot use smooth background formulae. One must recalculate the 
effect on converting angles to distances when going down the null cone, by including the 
effects of inhomogeneity. 
As with previous investigations on the effects of inhomogeneity and gravitational lensing 
on the propagation of light, our results will depend fairly sensitively on the amount of matter 
in non -linear, clumpy form and on its evolutionary history [130, 204]. We also emphasize 
that the main approximation made in the numerical estimates, namely the neglect of the 
shear, may be unacceptable. More sophisticated analysis is required to determine what 
influence shear has, the impact of caustics and the scale- dependence of shrinking, but 
the results obtained from this conceptually simple effect, highlight some of the pitfalls 
that abound in making use of standard models. The same reason makes analysis of the 
implications for structure formation and inflationary models worthwhile. 
We have emphasized the effects of shrinking due to the formation of caustics, but in fact 
it will also occur when weak lensing takes place, as can be seen from detailed analyses. Here 
we aim to show the effect is possible and indeed probable. The paper [168] confirms that it 
does occur in a particular case where we can obtain exact solutions of the Einstein equations, 
while [167] shows the effect is ·generically one of shrinking rather than magnification, as is 
plausible from the discussion given here. This conclusion is supported by studies, e.g. [199], 
showing that most sources are demagnified rather than amplified when lensing occurs and 
caustics are taken into account. This will strongly affect the selection effects that underlie 
number counts at high redshift. 
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Chapter 8 
The error function and the Kink 
Soliton 
8.1 Introduction 
In this, the final chapter of the thesis, we digress slightly from of cosmology to applied 
mathematics and the issue of the integration of the Gaussian. The production of Gaussian· 
random fields is crucial in modern cosmology, particularly when discussing the CMB and 
structure formation theories. Almost all modern cosmological tests are based on statistical 
indicators, such as correlation functions, which all try to probe the nature of the underlying 
parent distribution. When it comes to comparing theory with experiment, one must be able 
to generate simulations with statistics described by a given distribution. The most common 
of these is the Gaussian distribution, both because of its ease of use and the central limit 
theorem. To generate Gaussian random fields, requires either directly or indirectly, the error 
function, the definite integral of the Gaussian, which is the subject of this chapter 1 . 
Now there is an inherent asymmetry between integration and differentiation which makes 
integration somewhat of an art form, and which is perhaps best exemplified by the lack of 
an elementary indefinite integral of the celebrated Gaussian: 
(8.1) 
The fact that such an integral does not in fact exist follows from the work of Laplace 
[230, 231]. However, the Gaussian integral is fundamental, finding applications in statistics, 
error theory and many branches of physics. In fact, anywhere one has Gaussian distributions, 
cummulatives of these distributions will involve the above integral. Only special case definite 
integrals of e-x
2 
are known, the most famous being: 
(8.2) 
1 Based on the paper [229]. 
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In addition there is the series expansion [232]: 
-u2 2k-1 l
x oo (-1)k-1 
0 e du = f; (k-1)!(2k-1)x (8.3) 
Now in practise one can evaluate the integral accurately by numerical methods or tables, 
but in many cases it would be preferable to have an analytical solution, even if it were not 
exact, as long as the maximum error were very small and the approximation were simple 2 • 
It turns out that there exists a function well known in the analysis of nonlinear partial 
differential equations whose derivative is very close to Gaussian - the kink soliton: 
¢(x) = A tanh(bx- c(3) (8.4) 
with derivative: 
x(x) = Ab (1- tanh2(bx- cf3)) (8.5) 
where A, b, c, and (3 are all real constants. The graphs of e-x
2 
and x( x) are shown in 
figure (1 ). 3 The kink soliton is the positive, time-independent, topological solution to the 
non-linear 1 + 1 dimensional partial differential equation: 
2 1 3 <Ptt - <Pxx = 2b ( ¢ - A 2 ¢ ) (8.6) 
where a subscript denotes partial derivative with respect to that variable. The solution 
to this equation is topological because the boundary conditions at x = ±oo are different. 
Leaving the physical origin of¢ behind, it is interesting to examine the series expansion of 
tanh(x ): 
00 22k(22k- 1) 2k-1 
tanh(x) = L ( k)' B2kx , 
k=l 2 . 
7r 
valid for x < -
2 
(8.7) 
which should be compared with eq. (8.3) for J e-x2 dx. Here Bk are the Bernoulli numbers 
with generating function t / ( et - 1). We see that although the coefficients differ in each 
case, the powers of x in the expansions are identical. Further both x( x) and e-x2 have 
the property that their derivatives can be re-expressed in terms of themselves and ¢( x) 
or powers of x respectively. These observations shed some light on the foundations of the 
approximation. 
8.2 Details of the approximation 
Turning to practical issues, we are left with choosing the constants, A, b, c to optimise the 
approximation of eq. (8.1). We need three constraints to fix the three parameters. First 
we require that the Gaussian and x( x) have the same symmetry axis. This requires the 
argument of tanh to vanish at x. = (3 which immediately implies from eq. (8.5) that c = b. 
2 Several rational function approximations exist but they are rather complicated [233]. 
3 0ne can consider a one-parameter family of approximations to the Gaussian given by replacing x--+ x• 
in eq. (8.5) which give better fits when f i= 1, but which do not have indefinite integrals as far as is known 
to the author. 
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At this stage we have a choice, dependent on whether we are interested in an approx-
imate solution for small or large x. For large x, a constraint is obviously that our new 
approximation, </>( x ), must give exactly the same result as eq. (8.2) when differenced at in-
finity and the origin. This will ensure convergence of our approximation. Since tanh( x) -+ 1 
as x-+ oo, and tanh(O) = 0, this implies from eq. (8.4) that: 
A= .Jia 
2 




at some point, i.e, we match the deriva-
tives. We will choose x = (3 as the simplest. This gives: 
Ab = 1 ===} b = - 2-.Jia 
In fact the two are equal at another point as can be seen from figure (1). Our analytical 
approximation, which is very accurate for large x, is therefore: 
</>(x) = .Jia tanh (-2-(x- (3)) ~ j e-(x-,6) 2 /u2 dx 
2 y'ia 
(8.8) 
where in this paper ~ is understood as meaning asymptotic convergence, as x -+ oo and 
bounded error Vx. From figures (1,2) we see that the kink derivative underestimates the· 
Gaussian at small ( x - (3) 2 and overestimates it at large ( x - (3) 2 • 




dx where u ~ 4a say, then thls will not be 
good enough, since the error in our approximation is strongly confined to small x. Instead 
we can impose that </>( x) must give the exact result, not at infinity, but at the end of the 
interval, i.e. at u. Thus we impose: 
ru 2 2 
A tanh(b(u- (3)) = Jo e-(x-,6) fu dx (8.9) 
In addition we need to match the derivatives x(x*) = e-(x.-f3)2 /u2 ) at some point x* as 
before, and then solve the equations for A, b. It is an open question which matching point 
yields the best results. For illustrative purposes we choose x = (3 and again find A = 1/b, 
so that substituting in eq.(8.9) gives us a nonlinear root-finding problem for A. The right-
hand side can be found for example, from tables of the error function, erf( x ). This yields 
an approximation which is exact at x = u and hence a much better approximation for 
small x, but which is invalid for x ~ u. The extension to cases with variable lower limit of 
integration is obvious and will not be considered. 
One might be tempted to generalise eq. (8.4) to a one-parameter family of approxima-
tions to the error function: 
~p( x) = A tanhP(bx) (8.10) 
which have derivative: 
(8.11) 
However, since for p f: 1, ~~(0) = 0, they are not really suitable as approximations to 
a Gaussian. Rather they are skewed distributions with maxima at x > o·. It turns out 
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Figure 8.1: Plot of e-x
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(solid line), x(x) (dotted line) and tanh(x) (dashed line), which is 
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Figure 8.3: Plot of the error function, and the soliton approximant, ¢( x ). The maximum 
difference occurs at x = 1.12 and is 3.91 %. The error drops below 1% for x ~ 2.3 and 
converges exponentially to zero. 
For testing our approximation we will use the ¢(x) valid for large x, denoted qy(x)L, 
given by eq. (8 .8). The crucial question is of course, how good is this approximation ? It 
turns out that it is very good in most cases, as can be seen from figures (3) and ( 4). The 
maximum error from using qy(x)L is 3.91% at x = 1.12. However as discussed earlier, if one 
is interested in the result for small x, and x1 is small, then this is not the best approximation 
to use. In practise, the error drops off very quickly due to the exponential nature of tanh( x ). 
For example, the error in estimating erf( x) drops below 1% for x ~ 2.3 and at x = 5 the 
error is 2.51 x 10-5 . The error as a function of x is plotted in figure ( 4). 
8.3 Improving the approximation 
The shape of figure ( 4) is, in fact, rather startling because of its simplicity. From the 
graph it has a single local maximum and two points where the concavity changes. Hence 
although it cannot be written down explicitly in terms of elementary functions [231], it can 
be approximated very closely. Several fitting shapes were tried, such as the log-normal and 
Poisson distributions, but the best was found to be a generalised Maxwell-distribution: 
x2 
E(x) = a 1xnexp(---) (8.12) 
Q2 
For the case used in the figures, that of erf( x ), the best parameters for reducing the maximum 
error (i.e. minimising w.r.t. the sup-norm ll·lloo) were (see figure (5)): 
a 1 = 0.062 , n = 2.27 , a 2 = 1.43 (8.13) 
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which reduced the maximum error to 0.15%. It is also likely that our choice of function and 
parameters for E( x) is not optimal, since formal optimisation was not used, but was based 
rather on a numerical investigation of the parameter space {at, a2, n}. 
Further, since the required E( x) is a skewed Gaussian with maximum at non-zero x we 
can profitably employ the functions given by eq. (8.11), originally introduced to model the 
Gaussian, as fits for the error. In this case our approximation becomes: 
(8.14) 
where ' denotes derivative w.r.t. x. For a3 = 0.23 and p = 9.7 the error is at most 
9 X 10-3. By suitable generalisation of the second term it is possible to increase the accuracy 
to the level of the generalised Maxwell distribution, but for simplicity and because of its 








0.5 1.5 2 2.5 3 3.5 4 
Figure 8.4: The difference of erf(x) and </>(x)£. This is closely approximated by log-normal 
distributio:n,s or generalised Maxwellians of the form a1 xne-x
2 
/a2. 
In the case of the error function we have explicitly that ((3 = 0): 
2 
erf( x) ~ tanh( Jix) + E( x) (8.15) 
where erf(x) = ~(x) = 2/yli JC: e-u2 du is the error function. Similarly the complementary 
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Figure 8.5: The final error after modeling figure ( 4) by the generalised Maxwell distribution 
of eq.(8.12). The maximum error is about 0.15%. 
8.4 Moments of the soliton 
A fundamental feature of a Gaussian distributed random variable is that all moments above 
the second, such as the skewness, are zero. From this it follows that the sum of error 
distributed random variables is itself error distributed. A natural question to ask is how 
well the soliton approximation preserves this feature. 
To make this more precise: given the distribution P(x), we may define the partition 
function Z( J) 4 via: 
Z(J) = J P(x)eJxdx (8.16) 
From the "free energy" F(J) = lnZ(J) we may now define the n-th moment, Mn, of P(x) 
as: 
(8.17) 
Thus in the case of a Gaussian distribution with zero mean, it is easy to show that the 
free energy is a quadratic function of J. Hence the only non-zero moment is the second, i.e. 
the variance, as claimed above. In the case of the soliton approximant we have: 
(8.18) 
4 We use the notation Z(J) because of its ubiquitous use in statistical physics. In the case where xis a 
function, Z( J) becomes a path-integral and derivative becomes functional derivative in eq, (8.17) . 
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which is unfortunately not known analytically, so we resort to numerical analysis. Us-
ing the Gaussian case as a testbed we approximated the free energy with an 8-th degree 
polynomial: 
(8.19) 
For a Gaussian an = 0, n ~ 3. Using a least-squares method, the error, i.e. the largest an 
coefficient which is zero in the exact case but non-zero in the fit, was a3 = 2.535 X 10-8 • 
Each subsequent coefficient was roughly an order of magnitude smaller than the preceding 
one. 
In the case of the soliton approximation, given by eq. (8.5), the error was 2.309 X 10-3 
again for the cubic term, and again with roughly an+1 rv an/10. 
a3 a4 as 
-2.535 X 10-8 4.202 X 10 -4.002 X 10 10 
-2.309 X 10-3 4.308 X 10-4 -4.389 X 10-5 
a6 a7 as 
2.182 X 10 -6.322 X 10 1 7.532 X 10 15 
2.586 X 10-6 -8.144 X 10-8 1.071 X 10-9 
Table (1) shows a comparis~n between the coefficients of the free-energy polynomials for 
the terms higher than cubic for the exact Gaussian and the soliton approximant x(x). An 
interesting thing to note is that, although the accuracy is at the level one might expect, i.e. 
rv 10-3 , the pattern of the terms is identical; namely both the signs and the decrease in the 
coefficients have the same behaviour in both cases. This suggests that numerical errors will 
be "coherent", i.e. the errors one has from numerical integration of the Gaussian will be 
of the same nature as those one obtains from the soliton approximation. This is perhaps 
obvious given the similarity of their power series (see eq.s (8.3 ,8. 7)) but will not be true for 
other approximants in terms of e.g. rational functions [233). 
We leave this discussion by noting that inclusion of E(x), via e.g. eq. (8.12), in the 
calculation of moments will reduce the above errors considerably, presumably by a factor of 
at least 102 • 
8.5 Applications 
Let us now consider a small sample of applications. A primary example is in the theory of 
statistics. If we have a uniformly distributed random variable X and we desire a random 
variable y with statistics given by a distribution J, first define the integral F( x) = JC: f(x)dx. 
Then y = F-1 ( x) will have the same distribution as f, where F-1 denotes the inverse ofF, 
on the interval [F-1 (0), F-1(x)). 
In particular if, as is often the case, we want to generate a realisation of a Gaussian 
random distribution, f = exp( -x2 fu 2 ), then with our approximation, F(x) = ¢(x) (we 
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have dropped the error correction term E(x) for simplicity) and the inverse ,p-1 (x), gives 
us our random variable. In this case if y = ¢( x ), then: 
(8.20) 
which has the same form as ¢( x) with the replacement tanh ~ tanh -l so that both the 
integral and inverse are essentially trivial. This avoids the necessity of using traditional 
Monte Carlo methods to calculate Gaussian distributions. 
A related problem occurs in the study of structure formation from gravitational collapse 
from Gaussian initial conditions, a standard assumption. The Press-Schecter formalism 
[234], gives the cumulative mass function f(> M), which is the number of objects (such as 
galaxies) with mass greater than M: 
f(?. M) = 1- erfc (J2 Oc ) 
2a(M, z) 
(8.21) 
where De, z E R and a is the variance of the distribution. This can be estimated immediately 
using eq. (8.15). 
One place where ~rror functions are ubiquitous is in diffusion theory, since the decaying 
Gaussian is a solution to the standard diffusion equation. In the case where there is an 
extended distribution of diffusing material, situated at x < 0 for example, the solution is. 
instead given by: 
C(x,t) = C0 erfc ( ~) (8.22) 
2 2vDt 
where D is the diffusion constant. Indeed the error function appears any time there is 
a summation of the effects of a series of line sources each of which has an exponential 
distribution, both in finite and infinite media, as discussed in great detail in [235]. 
Further, the error function can be related to special values of the degenerate hypergeo-
metric function, 1F1 (a; "Yi z ). In particular: 
1 3 2 .Ji 2 
1F1(2; 2; -x ) ~ 2x tanh(.Jix) 
Our final example comes from the theory of parabolic cylinder functions, Dp(z), which 
are solutions to the differential equation: 
d2u 1 z2 
dz2 + (p + 2 - 4 )u = 0 (8.23) 
with u = Dp(z) and for integer values of p = n, they are related to the Hermite polynomials, 
Hn(z) by Dn(z) = 2-nl2 e-z2 14 Hn(.}?J Finally we may write, for the special cases of 




4/f [1- tanh(~z)] 
-e
22 






In this chapter we have presented a function approximating erf( x) to better than 4% V x, 
with exponential convergence as x -+ oo. This solution is simply the kink soliton, ¢( x) = 
tanh(2x j .Ji) and can be optimised for accuracy if the error function at small values of the 
argument is required. 
Further we have found a solution with maximum error of 0.15% by adding a generalised 
Maxwell distribution to the kink soliton, equations (8.12), (8.14). Future work should 
be aimed at finding truly optimal solutions. Finally a few applications were discussed, 
particularly to diffusion dynamics and to the generation of Gaussian random fields. 
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