Nowadays, streaming data overflows from a diversity of sources and technologies, making traditional data analytics technologies unsuitable to handle the latency of data processing relative to the growing demand for high processing speed and algorithmically scalability. Real-time streaming data analytics is needed to allow applications to analyze streaming data effectively and efficiently. The open source software Apache Storm, which is a distributed computation system for processing streaming data in real-time, has been widely used for building applications to analyze streaming data in real-time because it is fast, scalable, fault tolerant and reliable. This paper proposes a cloud-based architecture based on Apache Storm for supporting an entire streaming data analytics workflow, which consists of data ingestion, data processing, data visualization and data storing.
INTRODUCTION
Since most of stream data, which continuously and rapidly grow over time, are mainly generated from Internet search, social media, mobile devices, the Internet of Things (IoT), and business transactions, it became very difficult to apply traditional data analytics technologies to analyze these data within an acceptable processing time (Ranjan, 2014) . The main reasons for this difficulty are mainly due to stream data being too "Big" to be processed on memory and stored in a single database. Conventional technologies to deploy streaming analytics are Relational DataBase Management Systems such as Oracle, MySQL, and DB2 which have been used to store stream data and allow batch processing queries (Ranjan, 2014; Zhang et al., 2010) . Moreover, they were originally designed for structured data on a single computing unit. Recently, Not Only SQL (NoSQL) databases such as HBase, MongDB and CouchDB have been used for storing stream data because they can handle structured and unstructured data efficiently by scaling up the database horizontally (Ranjan, 2014) .
Developing a workflow for streaming analytics consists of harvesting relevant data from different sources, processing these data accordingly to user requirements, running the algorithms as the data arrives, exploring and visualizing the information and finally, storing the stream data into an appropriate database. Previous research has been focused on streaming analytics based on batch processing using parallel platforms (Riedy & Bader, 2013) . This is mainly because supporting real-time processing in streaming analytics is still in its infancy. One of the major challenges of developing real-time streaming analytics comes from developing a relevance index to retrieve stream data that is actually needed for the analysis. In other words, only the stream data associated to a specific event occurring in real-time should be harvested and analyzed. For example, it is currently possible to apply location-based API streaming filters to harvest tweets that contain information about epicenters of earthquakes (Earle et al., 2012) and points of interest (Azmandian et al. 2013) . Unfortunately the user generated content of these retrieved geotagged tweets is not necessarily associated to the specific event or location of interest.
Another major challenge of developing real-time streaming analytics comes from designing a cloudbased architecture in conjunction with an analytics workflow. In terms of architecture, relying on a single server or single processing computing unit to analyze stream data in real-time is the most inefficient way in terms of processing speed, scalability, reliability and stability (Hua et al., 2015; Song & Kim, 2013) . The alternative is cloud computing, which is based on a collection of independent distributed computers that appears to the users of the system as a single coherent system (Lee, 2015) .
Very few attempts are found in the literature in implementing a cloud-based architecture for supporting real-time streaming analytics. One example includes Cha & Wachowicz (2015) , who have proposed a cloud-based architecture that allows ubiquitous and on-demand network access to a Hadoop ecosystem for supporting distributing computing on OpenStack. Different computing resources are connected to automate a sequence of tasks belonging to an analytics workflow. Their results show that designing an appropriate cloud-based architecture for real-time streaming analytics is a nontrivial task given the number of projects and the multiple features in the Hadoop ecosystem.
This article describes the development of a workflow that supports the entire streaming analytics pipeline, which consists of data ingestion, data processing, data visualization and data storing of massive streams of data. It also demonstrates the performance of such a workflow after being implemented in the Hadoop 2 ecosystem with special use of Apache Storm, which is a distributed real-time computation project designed for the Hadoop 2 for supporting real-time processing. The analytics workflow is illustrated by continuously harvesting stream data to compute a relevance index in real-time and the deployment of a private cloud-based architecture to enable users with easily and costeffectively analytics of massive stream data.
The remaining of this paper is structured as follows. Section 2 presents related work and Section 3 describes the proposed analytics workflow. Section 4 describes the architectural view of the cloud computing platform. The implementation of this platform is explained in Section 5. Section 6 discusses different performance tests and implementation results. Section 7 gives concluding remarks.
RELATED WORK
Since many users now engage with online social networks and forums, subscribe to microblogging services or maintain blogs, social media has become one of the main stream data sources for making business plans, marketing, event detecting, diseases tracking, etc. (Mathioudakis & Koudas, 2010) . Because of the nature of this stream data, which continuously and rapidly grow over time, the difficulties to develop streaming data analytics are multifaceted (Zhang et al., 2010) .
Different types of architectures have been proposed in the literature to support high processing speed and algorithmically scalability. The high rates of incoming stream data requires new techniques for efficient data ingestion. Magdy et al. (2014 Magdy et al. ( , 2015 proposes an aggregation technique to update a set of counters for each incoming microblog keyword over a hopingwindow of the last T time units. It can digest arrival rates up to 64,000 microblog/sec. For data processing, nearest-neighbour queries can be performed using Zip distribution properties to minimize the number of visited microblogs/keywords and as a result, proving an average query latency of 4 msec. Thuraisingham (2014) propose a scalable feature selection and extraction solution that leverages a cloud computing framework. The preliminary results indicate that depending on the availability of cluster nodes, the running time for feature extraction and selection can be reduced by a factor of m, where m is the number of nodes in the cloud cluster. Based on this work, Abrol et al. (2015) have adapted the same architecture for a variety of applications, including security, marketing, law enforcement, healthcare, emergency response and finance.
Streaming data analytics in real-time has been made possible with Apache Storm and Apache Spark recently. In (Solaimani et al., 2014) , the Apache Spark has been chosen for their system architecture to analyze stream data in real-time because of the high processing speed obtained from detecting anomaly for multi-source. Their framework monitors VMware performance stream data (e.g., CPU load, memory usage, etc.) continuously. It collects these data simultaneously from all the VMwares connected to the network. The empirical results show that Spark processes a tuple much quicker than Storm on average.
Since Apache Spark performs data-parallel computations while Apache Storm performs taskparallel computations (Ericsson research, 2015) , Apache Storm is more suitable for our proposed streaming data analytics workflow. However, more research is needed on how to build a system architecture for streaming data analytics based on the use of Apache Storm versus Apache Spark.
Real-time social media analytics is challenging because it required efficient querying and retrieval of data produced rapidly (Yang et al., 2012) . There are important issues to be considered in order to build an analytics workflow, design a system architecture for a variety of applications, as well as to deploy the distributed computing resources to handle real-time updates. In order to exploit the power of large-scale supercomputing without the need to invest into expensive operational infrastructure costs for building the efficient real-time social media analytics, Osman et al. (2013) proposes cloud and distributed computing should be always considered as the best options.
In (Veen et al., 2015) , which is the closest approach to our research in terms of system architecture, distributed real-time sentiment analysis for social media streams is proposed. They focuses on distributed data mining system with data stream processing using distributed learning algorithms on top of Apache Storm. Since they deal with all data coming from data sources for streaming data analytics on the limited memory size, it is not applicable to our system architecture. Our approach here is that streaming data is filtered out by the relevance index before data processing. However, there is a possibility to use their approach in our future research if relevant data filtered by the relevance index is getting bigger to process on the proposed system.
THE PROPOSED ANALYTICS WORKFLOW
The proposed analytics workflow was briefly introduced in (removed for blind review) and it is further developed in this paper. In this workflow, realtime streaming analytics involves a continuous input process of stream data. The continuous input is represented as a sequence of unbounded tuples of the form (a 1 ,x 1 , y 1 , t 1 ); (a 2 ,x 2 ,y 2 , t 2 ); (a 3 , x 3 ,y 3 ,t 3 ) ….(a n , x n ,y n, t n ) where an attribute, image or a text a is generated continuously in time t, , sometimes having geographical coordinates x and y. This continuous input runs into four layers which are designed to perform tasks such as data ingestion, data processing/data exploration, data visualization and data storing in a cloud-based architecture based on the Hadoop ecosystem. Figure 1 provides an overview of how the tasks and the Hadoop related projects implemented to support them. In cloud computing, data ingestion is known as the task of collecting stream data from multiple sources and formats such as online services, microblogging communication platforms and backend system logs (Raina et al., 2014) . We use streaming API with different types of filters for the data ingestion task. For example, the word level filter can be used to retrieve all the tuples (e.g. tweet, Instagram image) containing a predefined hashtag or/and keyword. As an alternative, the location filter can be used to harvest tuples that are posted inside a particular region of interest.
The following task is data processing which makes direct access to stream data in raw formats from different sources. This task can also transform wellstructured data as well as unstructured data into human readable structured data using algorithms, which can perform aggregation, simplification, conversion, and sorting.
The Apache Storm is selected to support both data ingestion and processing tasks. It is a big data processing system that supports the construction of topologies to process data as it arrives. This topology consists of two components: spout and bolt. The spout of Storm is used for pulling out large data streams from the messaging system queue or streaming API and sending them to a bolt of Storm which consumes any number of input streams, does some processing, and possibly emits new streams to other bolts. There could be multiple steps for complex stream transformations, which require multiple bolts. The results from the processing tasks are kept in memory and updated in real-time.
Although there are several stream processing frameworks available, Apache Storm was selected because it is open source, has an active community, and is efficient for streaming data processing (Veen et al., 2015) . After the tuples are filtered as they arrive, a relevance index is computed to determine whether the streaming tuples are relevant to a specific event or not. This is achieved by creating data stream windows containing only the most recent N tuples. In other words, the stream data is treated as a possibly infinite sequence of tuples that captures many of the characteristics of such massive data sets, as distinct from standard data sets that can be loaded into a traditional RDBMS and be analyzed offline.
The relevance index is continuously computed through sliding a data stream window every time a new tuple arrives as shown in Figure 2 . It consists of calculating the centroid which is a simple heuristics equivalent to the mean center of a tuple point distribution. Mathematically, it is the average X and Y coordinates for a spatial point distribution as given by the equation below (see eq. 1). Once the location of a centroid is known, the mean distance is calculated as the average of the greatest and least distances between the centroid and a tuple point belonging to the same data stream window (Figure 3) . If the distance between the centroid and a tuple point is smaller than the mean distance, the tuple is considered relevant. In the example illustrated in Figure 3 , it means that the tuples 1, 2, 3, 6, 7, 8, 9, and 10 are relevant. On the other hand, if the distance between the centroid and a tuple point is greater than the mean distance, the tuple is considered not relevant for the visualization. In our example, it means that the tuples 4, 5, and 11 are discarded. This process is repeated every time a new stream data window is computed with the arrival of a new tuple. Figure 4 illustrates this process when a new tuple 12 is arrives in the cloud, and as a result, a 2 nd centroid is calculated as well as a 2 nd mean distance, and the tuples 4, 5,6, 8, 11, and 12 are discarded. All the relevant tuples of a stream data window can now be sent to web browsers for visualization using a graphical API such as Googlecharts, Google map and Highcharts API that support real-time updates. The ActiveMQ, which is based on the Java Messaging System (JMS) specification is adopted for data transmission because it is the most efficient open source messaging and integration patterns server (ActiveMQ, 2015; Gao et al.,2010) . Real-time streaming data analytics needs to support continuous update to data visualization of a web site activity as it is constantly updated. It requires immediate computer responsiveness initiated by streaming data from data ingestion to data visualization.
Finally, at the end of the analytical pipeline, the tuples are sequentially stored as they arrive in Hive/ HBase, which provides near real-time, random read and write access to HDFS. Hive is a data warehouse infrastructure built on top of Hadoop for providing data summarization, query, and analysis (Bian et al., 2014) . HBase, is one member of NoSQL databases (Huang et al., 2014) and adopts the BigTable data model (Compute Canada, 2015) . There are many benefits to adopt HBase in our cloud architecture including random read/write capability for real time access and fault tolerance.
With monotonically increasing row-keys (i.e., using a timestamp), we generate unique row-keys by combining values with a timestamp. Table 1 illustrates an example of row-keys for Twitter streaming data. Since we only have one source of data in a table, there is only one column family, which is called "tuples". There are six columns, which are "i", "u", "la", "lo", "c" and "tim". The "i" column corresponds to the twitter id of a geotagged tweet and the "u" column corresponds to the Twitter user name. The "la" column corresponds to the latitude of a geotagged tweet and the "lo" column corresponds to the longitude of a geotagged tweet. The "c" column corresponds to the user generated content of a geotagged tweet and the "tim" column corresponds to the timestamp when a geotagged tweet was posted on the social network. The row-keys can be shared among multiple versions of columns because they are unique. 
THE CLOUD-BASED ARCHITECTURE
The proposed cloud architecture is developed to support the workflow tasks as illustrated in Figure5. We have used four Storm clusters installed in four Virtual Machines (VMs) in an OpenStack cloud based on a Linux environment. OpenStack is an open source cloud computing platform for private and public clouds, focusing on Infrastructure as a Service (IaaS) (Babu, 2015) .
Storm distinguishes between two kinds of nodes in a cluster. They are the master node and the supervisor node. The master node runs the so-called Nimbus daemon that is responsible for assigning tasks to the worker nodes, monitoring the clusters for failures, and distributing the computing code of an algorithm around the VM. The worker nodes run an instance of the so-called Supervisor daemon. This daemon listens for work assigned (by Nimbus) to the node it runs on and starts/stops the worker processes as necessary. Each worker process executes a subset of a topology. In addition to its own components Storm relies on a ZooKeeper cluster (consisting of one or more ZooKeeper servers) to perform the coordination between Nimbus and the Supervisors (Noll 2013).
In our cloud architecture, each spout and bolt of Apache Storm is assigned to one VM by a Nimbus node. Therefore, a Storm cluster consists of a nimbus node, three supervisor nodes and three Zookeeper servers. The failure of a single Zookeeper server could cause the shutdown of the whole Storm cluster.
Our system infrastructure has been provided by ComputeCanada that is a partnership with regional organizations ACENET, Calcul Québec, Compute Ontario and WestGrid to lead the acceleration of research innovation by deploying state-of-the-art advanced research computing (ARC) systems, storage and software solutions in Canada (Compute Canada, 2015) . Each virtual machine consists of 8 VCPUs, 450 GB total disk and 32 MB ram. The main advantage to use the Compute Canada's cloud infrastructure is that the system can be scaled up and down as needed.
As illustrated in Figure 5 , VM1 is used as a spout node, which handles the data ingestion and data processing tasks. The data ingestion is implemented using a streaming API which allows high-throughput near-real-time access to public and protected user generated contents such as Twitter, Instagram, and Flickr ( Figure 5) .
The selected relevant tuples of the Relevance Index of the spout are sent to the Place Extractor of the bolt A in VM2, which processes the relevant tuples for reverse dynamic geocoding using a Bing Maps API. The aim is to associate coordinates on the map with an address or a place name in real-time.
The geocoded tuples of the bolt A are sent to the Accumulator of the bolt B in VM3, which performs parsing to analyze the string of characters in order to associate groups of characters with the syntactic units of the underlying grammar. The final result, which consists of a place information, the relevance index, the content of tuple and geographical coordination. They are sent to the Sender of a bolt C in VM4.
The Sender sends a tuple as message through ActiveMQ and WebSocket to web browsers for data visualization. In order to store entire tuples into HBase/HDFS, tuples coming from the filter in VM1 are emitted to the tuple store of the bolt D in VM1-4.
In order to make our topology run on four VMs, the bolt D needs to have four tasks and executors. For further analytics in batch processing, the HBase table has to be linked with a Hive Store.
We used the "HBaseStorageHandler" to register the HBase table, which is "tuple_events", with a Hive metastore. For the schema mapping, the SerDe property mapping, which performs one to one mapping between HBase and Hive table, was used. For example, the "id" column in the Hive table "tuple_events" is mapped to "i" column in the "events" column family of the HBase table "tuple_events" ("hbase.columns.mapping" = ":key,events:i,events:u,events:d,events:p,events:lo,ev ents:la,events:dt,events:du") TBLPROPERTIES ("hbase.table .name" = "tuple_events");
We used the "HBaseStorageHandler" to register the HBase table, which is "tuple_events", with a Hive metastore. For the schema mapping, the SerDe property mapping, which performs one to one mapping between HBase and Hive table, was used. For example, the "id" column in the Hive table "tuple_events" is mapped to "i" column in the "events" column family of the HBase table "tuple_events" Figure 6 illustrates entire data flow among components. 
DEMONSTRATION SCENARIO
For our experiment, we set up a Storm cluster and implemented a topology as illustrated in Figure 7 .We evaluate our system by applying real time tweets filtered by location. In Spout A, the location filter was set to the following geographical coordinates{-75.1637890000, 39.9523350000},{-74.0059729000, 40.7142691000}. They correspond to the Minimum Boundary Rectangle containing the area of New York City. We have also set up a minimum number of geotagged tweets to be used for the relevance index computation. In this research, we use ten tweets as a minimum number due to the simplicity.
In Bolt B, we have selected a few words such as 'hello', 'hi', 'bye', 'welcome', and 'love', to match each word contained in the tuple for the simplicity.
The version 0.9.3.2.2.6.0-2800 of Storm was used for the experiment. Nimbus uptime, which is the duration the current Nimbus instance has been running, was 29d 22h 40m 37s (Table 2 ). The number of supervisors, which is the number of nodes in the Storm cluster, was 4. The total number of slots, which is the number of workers in the Storm cluster, was 8.
Finally, the number of used slots, which is number of workers that are occupied, was 5; meanwhile the number of free slots, which is the number of free workers, was 3. An executor is a thread that is spawned by a worker process and it may run one or more tasks for the same component. A task performs the actual data processing within the executor and the number of tasks for a component is always same throughout the lifetime of a topology (Apache Storm, 2015) . An executor is a thread that is spawned by a worker process and it may run one or more tasks for the same component. A task performs the actual data processing within the executor and the number of tasks for a component is always same throughout the lifetime of a topology (Apache Storm, 2015) . We have tested the topology in the storm cluster. The uptime, which is the time since the topology was submitted, was 3d 2h 38m 18s. The topology consisted of 4 workers node and 13 executors (Table 3) . Table 4 summarizes the storm topology statistics of the storm topology (at the time of writing this paper). In this table, emitted means the total number of tuples that arrived in spout A. Transferred means the number of tuples sent to one or more bolts.
For all windows, the total number of emitted tuples is greater than the total number of transferred tuples because the Tuple Store in the bolt D has received all tuples from the spout A and these tuples were not transferred to any bolt later on.
Complete latency, which is the average time a tuple takes to be completely processed by the topology, is always 0 for all windows. The number of tuples that were explicitly failed or timed out before acking was completed is 0. This topology statistics indicates that our system architecture with the storm topology is running efficiently without any faults. Table 5 explains the spout and bolts statistics for all time. The capacity indicates that all bolts are running as fast as they can, since the capacity, which is measured by (number executed * average execute latency) /measurement time, is less than 1.0. Besides, there is no failed tuple in the spout and bolts. Figure 8 illustrates tuple distributions with various values of the relevance index. We have found more relevant geotagged tweets than non-relevant geotagged tweets in the area of New York. The relevance index region has been calibrated by multiplying by n which is called "Adjusting Index (AI)" in this research. Figure 8 illustrates the first tuple distribution graph based on the relevance index region as explained in Section 4. We could retrieve a reasonable amount of relevant geotagged tweets by setting AI equals 0.9. When the AI was equal to 0.8, the number of tuples inside of the relevance index region became the same as the number of tuples outside of the relevance index region. As we decreased even further the AI, the number of tuples inside of the relevance index region was lower than the number of tuples outside of the relevance index region.
Figure 8. Tuples distribution with various sizes of a relevance index region
All tuples processed through the bolts are sent to the messaging system for data visualization. Since the WebSocket is used for transmitting tuples to web browsers, all tuples are updated to the map without refreshing the web browsers. Figure 9 shows the geotagged tweets on Google map after different time periods as time passes by after the first stream window. 
CONCLUDING REMARKS
In this paper, we described the entire process for building a real-time streaming analytical workflow based on a cloud-based architecture. This workflow ranges from tasks such as data ingestion, data processing to data visualization and data storing. The proposed system architecture was implemented using the Hadoop ecosystem and OpenStack.
In terms of data processing, the utilization of components such as spout and bolt in Apache Storm has allowed real-time data processing of geotagged tweets. The results of data processing were sent to web browsers for data visualization with real-time data update through ActiveMQ and WebSocket or stored in HBase with linking to Hive Store for further batch processing.
The results are promising on paving the way to support more complex Natural Language Processing (NLP) algorithms in the future. Future research will be towards developing real-time topic derivation or topic modeling to improve the relevance index in terms of semantics. A semantic relevance index could be used to classify the stream tuples according to different events. Towards this end, we will work on developing data dictionaries that can support different events that can occur at a particular place.
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