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ABSTRACT
The combination of galaxy-galaxy lensing (GGL) with galaxy clustering is one of
the most promising routes to determining the amplitude of matter clustering at low
redshifts. We show that extending clustering+GGL analyses from the linear regime
down to ∼ 0.5 h−1 Mpc scales increases their constraining power considerably, even
after marginalizing over a flexible model of non-linear galaxy bias. Using a grid of
cosmological N-body simulations, we construct a Taylor-expansion emulator that pre-
dicts the galaxy autocorrelation ξgg(r) and galaxy-matter cross-correlation ξgm(r) as
a function of σ8, Ωm, and halo occupation distribution (HOD) parameters, which are
allowed to vary with large scale environment to represent possible effects of galaxy
assembly bias. We present forecasts for a fiducial case that corresponds to BOSS
LOWZ galaxy clustering and SDSS-depth weak lensing (effective source density ∼ 0.3
arcmin−2). Using tangential shear and projected correlation function measurements
over 0.5 ≤ rp ≤ 30 h−1 Mpc yields a 1.8% constraint on the parameter combina-
tion σ8Ω
0.58
m , a factor of two better than a constraint that excludes non-linear scales
(rp > 2 h−1 Mpc, 4 h−1 Mpc for γt,wp). Much of this improvement comes from the
non-linear clustering information, which breaks degeneracies among HOD parameters
that would otherwise degrade the inference of matter clustering from GGL. Increasing
the effective source density to 3 arcmin−2 sharpens the constraint on σ8Ω0.58m by a
further factor of two. With robust modeling into the non-linear regime, low-redshift
measurements of matter clustering at the 1-percent level with clustering+GGL alone
are well within reach of current data sets such as those provided by the Dark Energy
Survey.
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1 INTRODUCTION
Weak gravitational lensing is the most powerful tool for mea-
suring the clustering of dark matter at low redshifts. Cos-
mic shear analyses use the correlated ellipticities of lensed
galaxies to infer the power spectrum of foreground mass
fluctuations. In galaxy-galaxy lensing one correlates a shear
map with the distribution of foreground galaxies to infer
? E-mail: wibking.1@osu.edu
the galaxy-matter cross-correlation. This cross-correlation
probes the halo mass profiles and dark matter environments
of different classes of galaxies (e.g., Mandelbaum et al. 2006),
a valuable diagnostic of galaxy formation physics. The cross-
correlations can be combined with measurements of galaxy
clustering to infer the amplitude of matter clustering and
thereby test dark energy or modified gravity theories for the
origin of cosmic acceleration (Weinberg et al. 2013).
The opportunity is easy to understand at the level of
linear perturbation theory, which should describe matter
clustering and galaxy bias on large scales where cluster-
© 2017 The Authors
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ing is weak. In this regime, the galaxy and matter auto-
correlations are related by a scale-independent bias factor,
ξgg(r) = b2gξmm(r). The galaxy-galaxy lensing (hereafter
GGL) signal is proportional to Ωmξgm(r) = Ωmrgmbgξmm(r),
where Ωm is the matter density parameter and the galaxy-
matter cross-correlation coefficient rgm is expected to ap-
proach one on large scales. Assuming rgm = 1, one can
combine the GGL and ξgg(r) measurements to cancel the
unknown bias factor bg and constrain Ωm
√
ξmm(r). The am-
plitude of this observable can be summarized by the product
σ8Ωm, where σ8 is the rms linear theory matter fluctuation
in 8 h−1 Mpc spheres. In practice, the best constrained pa-
rameter combination differs from σ8Ωm because the value
of Ωm affects the shape of the matter correlation function
and because geometric distance factors that enter the lens-
ing signal depend on Ωm (see discussion in Jain & Seljak
1997 and in section 2.5 below). We illustrate the GGL mea-
surement pictorially in Figure 1. In this paper, we use cos-
mological N-body simulations and halo occupation distribu-
tion (HOD; Berlind & Weinberg 2002) methods to predict
galaxy clustering and GGL into the deeply nonlinear regime,
where bg may become scale-dependent and rgm may depart
from unity. We illustrate the considerable gains that can be
made by exploiting small scale GGL and ξgg measurements
in these analyses.
Several previous studies have investigated the use of
HODs or related methods to model GGL and galaxy clus-
tering into the non-linear regime (Yoo et al. 2006; Leauthaud
et al. 2011; Cacciato et al. 2012; Yoo & Seljak 2012; More
et al. 2013; More 2013) and sharpen the resulting cosmolog-
ical constraints. These studies have generally relied on ana-
lytic approximations with some numerical simulation tests,
but the precision of observations has reached the point that
the accuracy of the analytic approximations is becoming a
limiting factor. Our approach is similar in spirit to the nu-
merically based “emulator” scheme introduced by Heitmann
et al. (2009) to predict nonlinear matter power spectra, ex-
tended here with HOD parameters to predict ξgm and ξgg.
We ultimately plan to consider a grid of cosmological pa-
rameters that spans the space allowed by cosmic microwave
background (CMB) data, but in this paper we consider a
fiducial cosmology based on Planck CMB results (Planck
Collaboration et al. 2016) plus four simulations with fixed
steps in σ8 and Ωm (at fixed Ωmh2). For our fiducial HOD,
we consider parameters appropriate to the LOWZ sample of
the Baryon Oscillation Spectroscopic Survey (BOSS; Eisen-
stein et al. 2011; Dawson et al. 2013), as the combination
of imaging from the Sloan Digital Sky Survey (SDSS; York
et al. 2000) with BOSS LOWZ spectroscopy is one of the
most powerful current data sets for clustering and GGL
analysis (Singh et al. 2016). Instead of the Gaussian Pro-
cess emulator of Heitmann et al. (2009), we use a simple
linear Taylor expansion in cosmological and HOD parame-
ters. This approach becomes viable when the observational
constraints about fiducial parameters are tight, but its ad-
equacy must be tested in the context of any specified data
analysis.
HOD methods characterize the relation between galax-
ies and dark matter in terms of the probability P(N |Mhalo)
that a halo of mass Mhalo contains N galaxies of a specified
class (Benson et al. 2000). The principal question for cos-
mological inference from GGL and clustering is whether the
adopted HOD parameterization has enough freedom to rep-
resent non-linear galaxy bias at the level of accuracy required
in order to model the observations. The clustering of dark
matter halos depends on their formation history as well as
their mass, an effect commonly known as halo assembly bias
(Sheth & Tormen 2004; Gao et al. 2005; Harker et al. 2006;
Wechsler et al. 2006). Correlations of galaxy properties with
halo assembly history at fixed mass can therefore induce
galaxy assembly bias, which is not accounted for in tradi-
tional HOD parameterizations. Analyzing the mock galaxy
catalogs of Hearin & Watson (2013), McEwen & Weinberg
(2016) show that even when the model galaxy population
has substantial assembly bias, fitting it with a standard
HOD yields a cross-correlation coefficient rgm(r) accurate
at the ∼2 per cent level and thus predicts the correct rela-
tive amplitude of galaxy clustering and GGL. In this paper,
we explicitly allow for variation of the HOD with large scale
environment in our parameterization, as a way of accounting
for galaxy assembly bias (see section 2.4).
GGL measurements can be made with the same imaging
data sets acquired for cosmic shear analyses, though there
are advantages to combining deep imaging data with a spec-
troscopic survey of galaxies that serve as the lensing sample.
Mandelbaum et al. (2013) analyzed galaxy clustering and
GGL in the SDSS DR7 (Abazajian et al. 2009) data set, re-
stricting their analysis to large scales where one can expect
rgm = 1. They found σ8(Ωm/0.25)0.57 = 0.80 ± 0.05, which
can be scaled to the now commonly used parameter S8 =
σ8(Ωm/0.3)0.5 = 0.72 ± 0.05 (where we ignore the small dif-
ference between 0.5 and 0.57 in the exponent). This is lower
than the value S8 = 0.83± 0.012 inferred for a ΛCDM model
normalized to the Planck 2015 CMB data (Planck Collabo-
ration et al. 2016, Table 4, TT+TE+EE+lowP+lensing col-
umn).
Many but not all recent cosmic shear analyses also find
low amplitudes for matter clustering compared to the Planck
value (e.g. Heymans et al. 2012; Hildebrandt et al. 2017; but
see Jee et al. 2016). More et al. (2015) use an analytic HOD-
based approach to model clustering of the BOSS CMASS
galaxy sample (effective redshift z = 0.57) and GGL mea-
surements of CMASS from the 105 deg2 of overlap between
BOSS and the CFHTLens imaging survey (Heymans et al.
2012). Their results are consistent with Planck-normalized
ΛCDM predictions, but the errors are fairly large because
of the limited overlap area. Most recently, the Dark Energy
Survey (DES) Collaboration has derived S8 = 0.783+0.021−0.025
from the combination of clustering, GGL, and cosmic shear
in their Year 1 data set, weakening but not eliminating the
tension with Planck ΛCDM predictions (DES Collaboration
et al. 2017, Table II).
Particularly relevant to this paper, Leauthaud et al.
(2017) find discrepancies of 20-40 per cent, well above
their statistical errors, at scales r < 10 h−1 Mpc between
their measurements of GGL for CMASS galaxies (from
CFHTLens and SDSS Stripe 82 imaging) and the numer-
ical predictions from Planck-normalized mock catalogs that
reproduce observed CMASS galaxy clustering. The stakes
for robust modeling of nonlinear galaxy clustering and GGL
are therefore high, and the prospects for high-precision mea-
surements over a range of redshifts will grow rapidly with
future DES analyses and forthcoming data from the Subaru
Hyper-Suprime Camera (HSC) (Aihara et al. 2017).
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The next section describes the construction of our emu-
lator, including the simulation suite, our HOD prescription
and formulation of assembly bias, and the sensitivity of clus-
tering and GGL observables to parameter variations about
our fiducial choices. In section 3, we derive forecasts for con-
straints on σ8, Ωm, and HOD parameters, using covariance
matrices appropriate to BOSS LOWZ galaxy clustering and
SDSS-depth GGL measurements (Singh et al. 2016). We
show how the expected constraints depend on the choice
of scales in the galaxy clustering and GGL measurements
and on the effective source density of the weak lensing map.
In section 4, we discuss the implications of our results and
the prospects for applying our methodology to current and
near-future data sets.
2 EMULATOR CONSTRUCTION
Our goal is to provide numerically calibrated analytic recipes
to compute the real-space matter auto-correlation ξmm(r),
galaxy auto-correlation ξgg(r), and galaxy-matter cross-
correlation ξgm(r) for cosmological parameters and HOD
parameters that are perturbations around a fiducial model.
From these one can compute projected observables that are
directly measurable in a galaxy redshift survey or weak lens-
ing survey (see section 2.5 below). Our fiducial cosmological
parameters, based on the Planck 2015 CMB analysis (Planck
Collaboration et al. 2016) are Ωm = 0.3142, Ωb = 0.0491,
h = 0.6726, ns = 0.9652, and a linear theory power spectrum
normalization at z = 0 of σ8 = 0.83. We assume a flat uni-
verse with a cosmological constant and three massless neu-
trino species (Neff = 3.04) with zero cosmological neutrino
density. In this paper we consider variations of σ8 and Ωm,
the two parameters that most affect the relative amplitude
of galaxy clustering and GGL. When varying Ωm we hold
Ωmh2, Ωbh2, ns, and σ8 fixed.
For fiducial HOD parameters we choose values appro-
priate to the BOSS LOWZ galaxy sample at median redshift
z = 0.27 (see section 2.3). Our methods can be readily ex-
tended to other galaxy samples and other redshifts chosen
on the basis of specified observational data sets.
2.1 Numerical simulations
Our simulation procedures are described in detail by Garri-
son et al. (2017). They use the Abacus N-body code (Fer-
rer et al., in prep.; Metchnik & Pinto, in prep.; see also
Metchnik 2009) and initial conditions computed with the
configuration-space 2LPT code described by Garrison et al.
(2016). The input power spectra were generated by the lin-
ear Boltzmann code CAMB (Lewis & Challinor 2011) for
redshift z = 0 and rescaled by the linear growth factor to the
starting redshift z = 49.
For the results in this paper, we use the simulations that
consist of a fiducial cosmology favored by the Planck 2015
results, two variations in Ωm (0.2879, 0.3442) at fixed Ωmh2,
and two variations in σ8 (0.78, 0.88). All of these simula-
tions use the same phases in their initial conditions in order
to minimize cosmic variance in the computation of deriva-
tives (see section 2.5). These simulations have a box size of
720 h−1 Mpc, a particle mass of 1.09 × 1010 h−1 M(for the
fiducial Ωm), with 14403 particles, and a Plummer softening
length of 41 h−1 kpc. We use the particle outputs at redshift
z = 0.3 in this work, close to the central redshift of BOSS
LOWZ (Parejko et al. 2013; Tojeiro et al. 2014). We refer
to distances and densities in comoving units throughout this
paper.
2.2 Halo identification
We identify halos using the Rockstar halo finder (Behroozi
et al. 2013). However, we use strict (i.e., without unbinding)
spherical overdensity (SO) halo masses around the halo cen-
ters identified with Rockstar, rather than the default 6D
FOF-like masses output by Rockstar. For finding halos
we use a primary mass definition set to the virial mass of
Bryan & Norman (1998), but for all halo masses used after
halo finding is complete we adopt the M200b mass defini-
tion, i.e., the mass enclosed by a spherical overdensity of 200
times the mean matter density at a given redshift and cos-
mology. Thus, although Rockstar is our identification tool,
our eventual halo population consists of dark matter systems
with masses and radii defined by the 200ρb criterion, effec-
tively centered on local peaks of the dark matter density. We
do not make use of dark matter subhalos contained within
larger halos, although subhalo masses are always included
in parent halo masses.
We have found that the reported concentration param-
eters (c = Rhalo/Rs for an NFW profile; Navarro et al. 1997)
are not reliable at the mass and force resolution available in
our simulations. To obtain concentrations for creating satel-
lite galaxy distributions, therefore, we use the fitting formula
of Correa et al. (2015), calibrated to significantly higher res-
olution simulations. We perform an approximate rescaling
from the halo masses defined by 200 times the critical den-
sity (M200c) used there to the M200b definition as employed
in this work.
2.3 HOD prescription
Our HOD model is similar to that introduced by Zheng et al.
(2005) and used in many galaxy clustering analyses (e.g.,
Zehavi et al. 2005, Zehavi et al. 2011; Coupon et al. 2012;
Zu & Mandelbaum 2015). Each halo of a given mass can
host central galaxies and satellite galaxies, where hosting
satellite galaxies is conditioned on hosting a central galaxy.
We compute the expectation value that a given halo will
host a central galaxy according to:
〈Ncen | Mhalo〉 =
1
2
[
1 + erf
(
log Mhalo − log Mmin
σlog M
)]
, (1)
where Mmin is the halo mass for which the occupation prob-
ability is one-half, and σlog M allows for logarithmic scatter
between galaxy luminosity and halo mass. Throughout this
paper we use log for the base-10 logarithm and ln to indi-
cate the natural logarithm. The number of central galaxies
is always zero or one, chosen stochastically given the expec-
tation value. The central galaxy is placed at the Rockstar-
identified halo center. We compute the expectation value of
the number of satellite galaxies according to:
〈Nsat | Mhalo, Ncen = 1〉 =
{(
Mhalo−M0
M1
)α
if Mhalo > M0
0 otherwise .
MNRAS 000, 1–23 (2017)
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Figure 1. Pictorial illustration of clustering+GGL. The central panel shows the galaxy distribution (red points) and projected matter
distribution (grey scale) in a 400h−1 Mpc slice through our fiducial simulation at z = 0.3. More distant source galaxies (illustrated here
by the Hubble Ultra-Deep Field) are sheared by the intervening dark matter. The cross-correlation of the galaxy distribution and the
shear field (shown by lines in the right panel, with arbitrary normalization) is the GGL signal, which can be combined with the galaxy
clustering to infer the dark matter clustering at the redshift of the lens population.
(2)
Here M0 is a halo mass below which there are no satellite
galaxies, M1 + M0 is the halo mass for which there is an av-
erage of one satellite galaxy, and α is the power-law slope of
the number of satellites as a function of halo mass. Satellite
galaxy counts in a given halo are sampled from a Poisson
distribution with this expectation value to populate individ-
ual halos. The positions of satellite galaxies are chosen by
sampling from a satellite galaxy profile:
ρsat(r) = r∆γρNFW(r) , (3)
where ρNFW(r) is the NFW density profile with concen-
tration computed from the fitting formula of Correa et al.
(2015) and the parameter ∆γ allows a power-law deviation
between the satellite galaxy profile and the NFW profile of
the mass distribution. We truncate the satellite density pro-
file at the R200,b radius.
In an HOD analysis, the number density of galaxies is
an important constraint in addition to the galaxy clustering.
For our emulator and forecasts, we have elected to take ngal
as an HOD parameter in place of Mmin. Once other param-
eters have been specified, we use equations 1 and 2 to find
the value of Mmin that yields the specified ngal, keeping the
ratios M0/Mmin and M1/Mmin fixed. The value of M0/Mmin
is often ill-constrained in HOD fits because it has negligible
impact on number density or clustering for M0/M1  1. In
this paper we have chosen to fix M0/M1 = 0.089 and not
treat it as a free parameter; our results would be negligibly
different if we set M0 = 0. Our set of adjustable HOD param-
eters is therefore ngal, σlog M , M1/Mmin, α, and ∆γ. For our
fiducial model we adopt the values ngal = 3× 10−4 h3 Mpc−3,
σlog M = 0.68, M1/Mmin = 9.55, α = 1.15, and ∆γ = 0 with
the number density based on the LOWZ results of Pare-
jko et al. (2013) and the other parameter values based on
the Mr < −21 results of Zehavi et al. (2011). We choose
the non-number density parameter values from another sam-
ple because they are significantly better constrained for the
Mr < −21 sample but still consistent with the values inferred
MNRAS 000, 1–23 (2017)
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by modeling by Parejko et al. (2013) of the LOWZ sample
itself.
2.4 Modeling galaxy assembly bias
Part of the motivation for HOD descriptions of galaxy bias
(see e.g. Berlind & Weinberg 2002) was the expectation from
the simplest formulations of excursion set theory (Bond et al.
1991) that halo clustering should be independent of halo
formation history at fixed halo mass (White 1994). While
this prediction proved a good match to early N-body results
(Lemson & Kauffmann 1999), more detailed measurements
with larger simulations have revealed a variety of correla-
tions between formation history and halo clustering (e.g.,
Sheth & Tormen 2004; Gao et al. 2005; Harker et al. 2006;
Wechsler et al. 2006; Salcedo et al. 2017). These correlations
can cause the galaxy HOD to vary systematically with halo
environment, in which case a calculation that assumes a sin-
gle global HOD will make incorrect predictions for galaxy
clustering and GGL. For example, a model in which galaxy
stellar mass is tied to halo peak circular velocity (rather
than halo mass) and galaxy color is tied to halo formation
time exhibits significant “galaxy assembly bias” for samples
defined by luminosity and color cuts; correlation functions
change significantly if galaxies are shuffled among halos of
the same mass in a way that erases correlations with halo
assembly (Zentner et al. 2014).
To allow for assembly bias effects in our HOD model,
we have introduced a parameter Qenv that shifts the cut-
off Mmin of the central galaxy occupation as a function of
the halo’s large scale environment. Specifically, we compute
the overdensity δ8 around each halo in a top-hat sphere of
radius 8 h−1 Mpc and rank all halos (from 0 to 1) in order
of increasing δ8 in narrow (0.1 dex) bins of halo mass. We
then choose an environment-dependent Mmin for each halo
according to
log Mmin = log Mmin,0 +Qenv [rank(δ8) − 0.5] , (4)
with a halo at the median overdensity for its mass having
Mmin = Mmin,0. This prescription is similar to that intro-
duced by McEwen & Weinberg (2016), but using halo rank
instead of δ8 directly makes the result for a given Qenv less
dependent on the specific choice of environmental variable.
It is also fairly intuitive, e.g., for Qenv = 0.1 the halos at
the environmental extremes have Mmin across a range of 0.1
dex about that of halos in the median environment. Because
we fix M1/Mmin, the satellite occupation shifts in log Mhalo
together with the central occupation.
2.5 Emulated quantities
We use Corrfunc (Sinha & Garrison 2017) to compute the
real-space galaxy autocorrelation ξgg, galaxy-matter cross-
correlation ξgm, and matter autocorrelation ξmm on scales
0.01 < r < 125 h−1 Mpc, averaging over 20 realizations of the
HOD at each point in parameter space. Separately, we com-
pute the linear matter autocorrelation ξmm, lin by comput-
ing the appropriate integral over the linear power spectrum
used for the initial conditions.
Our emulator uses finite differences to compute a linear
Taylor expansion for ratios of these quantities as a function
of scale:
bnl =
[
ξmm
ξmm,lin
]1/2
, (5)
bg =
[
ξgg
ξmm
]1/2
, (6)
rgm =
[
ξ2gm
ξgg ξmm
]1/2
. (7)
If needed, we regularize the behavior of these functions on
large scales (where the correlation function measurements
become noisy) so they obey the expected limits bnl(r) → 1,
bg(r) → const., and rgm(r) → 1 as r →∞.
We focus on ratios so that the influence of cosmological
parameters is treated exactly in the linear regime; there is no
need to use a numerical emulator to approximate the impact
of parameter changes on the linear matter power spectrum
(similar to the methodology of Mandelbaum et al. 2013, who
used a linear Taylor expansion in b2
nl
in order to model the
nonlinear matter correlation function). We expect this ap-
proach to give our emulator a wide range of validity, as the
scale-dependence of non-linear corrections, galaxy bias, and
rgm(r) should have a relatively weak dependence on param-
eters such as Ωb, h, and ns. We will test this expectation
using our larger simulation grid in future work.
Our emulation formula is simply:
X(r) = Xfid(r) +
∑
i
∆pi
∂X(r)
∂pi
(8)
where X(r) may be ln bnl(r), ln bg(r), or ln rgm(r), Xfid(r)
is the value in the fiducial model, ∆pi = pi − pi,fid is the
difference in parameter i between the emulated model and
the fiducial model, and the derivatives are evaluated about
the fiducial model. The specific parameters that we use
are: lnσ8, lnΩm, ln ngal, lnσlog M , ln M1/Mmin, lnα, ∆γ, and
Qenv. We generally expect logarithmic derivatives to give a
greater range of validity because they can represent power-
law relations not just linear relations, but we use linear
derivatives for ∆γ and Qenv because their fiducial values are
zero.
We compute the partial derivatives in equation 8 by
centered finite differences with step sizes determined by
our set of grid points in cosmological and HOD parame-
ter space. The HOD parameter space used consists of indi-
vidual parameter variations about the fiducial HOD (evalu-
ated at the fiducial cosmology) at ngal = {0.00027, 0.00033},
σlog M = {0.58, 0.78}, M1/Mmin = {9.05, 10.05}, α = {1.0, 1.3},
∆γ = {−0.1, 0.1} and Qenv = {−0.1, 0.1}. In Appendix A, we
tabulate our values of ξmm,lin(r), bnl,fid, bg,fid, rgm,fid, and
the partial derivatives, allowing anyone to reproduce our em-
ulator predictions.
The direct observables that we wish to emulate are the
projected galaxy correlation function wp(rp) and the excess
surface density ∆Σ(rp). Neglecting sky curvature, residual
redshift-space distortion, and higher-order lensing correc-
tions, these are related to the 3D real-space correlation func-
MNRAS 000, 1–23 (2017)
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tions by the projection integrals
wp(rp) = 2
∫ pimax
0
ξgg
(√
r2 + pi2
)
dpi , (9)
∆Σ(rp) = ρ¯
[
4
r2p
∫ rp
0
r
∫ ∞
0
ξgm
(√
r2 + pi2
)
dpidr
− 2
∫ ∞
0
ξgm
(√
r2p + pi2
)
dpi
]
,
(10)
where the cosmic mean matter density is given in comoving
coordinates
ρ¯ = Ωm
(
3H20
8piG
)
. (11)
We report wp and ∆Σ in units of h−1 and h M pc−2, respec-
tively.
We compute the 3D correlation functions from our em-
ulator via
ξgg = b2g
(
b2nlξmm, lin
)
, (12)
ξgm = rgmbg
(
b2nlξmm, lin
)
, (13)
where all quantities in both equations depend on the 3D
separation r.
The choice of the pimax cutoff for computing wp(rp) de-
pends on the redshift survey analysis; ideally one would like
pimax → ∞ to eliminate redshift-space distortions entirely,
but estimates of wp(rp) can become noisy for very large
pimax. In this paper, we choose pimax = 100 h−1 Mpc. We as-
sume that the impact of residual redshift-space distortion is
accounted for in the redshift survey analysis. On the largest
scales we consider, the redshift-space correction to wp may
be as large as 15 per cent for our chosen value of pimax (van
den Bosch et al. 2013).
The computation of ∆Σ from GGL observations depends
on photometric redshift estimates for the source galaxies and
on cosmological parameters used to compute lensing critical
surface densities (e.g. Mandelbaum et al. 2005). In a cos-
mological analysis one might instead use our emulator to
predict the more directly observed mean tangential shear
γt (θ) =
∫
dzlens
∫
dzsrc nlens(zlens)nsrc(zsrc)Θ(zsrc − zlens)
× ∆Σ(θ, zlens)
Σc(zlens, zsrc)
,
(14)
where the step function Θ(x) ensures that lensing contri-
butions occur only when zlens < zsrc. Equation 14 can in-
corporate the cosmological dependence of distance ratios,
nuisance parameters for photometric redshift uncertainties,
and any signal-to-noise weighting applied to the observations
(through additional factors modifying ∆Σ). The (comoving)
critical surface density Σc is
Σc =
c2
4piG
DC (zsrc)
DC (zlens) [DC (zsrc) − DC (zlens)] (1 + zlens)
, (15)
where DC (z) denotes the comoving distance to redshift z.
For the purpose of the forecasts in this paper, we com-
pute γt (rp) predictions from our emulator assuming that
nlens is a delta function centered at the effective lens red-
shift zlens = 0.27 (computed for BOSS LOWZ by Singh
et al. 2016) and nsrc is a δ-function centered at an effec-
tive source redshift zsrc = 0.447, chosen so that the resulting
critical lensing surface density is equal to the value Σc = 4.7×
103 h M pc−2 given by Singh et al. (2016). Using γt instead
of ∆Σ as the observable in our forecasts introduces an addi-
tional dependence on cosmology that significantly modifies
the Ωm-σ8 degeneracy direction, as the distances entering
Σc involve an integral over the factor [Ωm(1 + z)3 +ΩΛ]−1/2.
We find d ln Σc(zlens, zsrc;Ωm)/d lnΩm ≈ 0.12 at our fiducial
values of Ωm, zlens, and zsrc. Since γt ∝ ∆Σ Σ−1c , this depen-
dence modifies the best-constrained cosmological parameter
by a factor ≈ Ω−0.12m . Because the amplitude of the lensing
signal γt has an additional dependence on Ωm beyond that
of ∆Σ, using γt marginally improves the constraining power
of the measurement compared to assuming that ∆Σ is the
observable.
Additionally, we correct for the Ωm-dependence of the
projected distance as a function of angular separation and
redshift rp(θ, z;Ωm) by assuming the observer has estimated
projected distances in an Ωm = 0.3 universe. We thus rescale
the ‘true’ distances in which we measure our correlation
functions to those our observer would compute when cal-
culating wp and ∆Σ (eqs. 9 and 10). However, we find that
this correction is very small and makes almost no difference
to our results.
3 FORECASTING CONSTRAINTS
3.1 Covariance matrices
We use the following expressions from Singh et al. (2016) for
the Gaussian component of the observable covariances:
covwp (ri, rj ) =
2Ai j
AiAj
∫ ∞
0
k dk
2pi
J0(kri)J0(krj )
(
b2gP(k) +
1
ng
)2
,
(16)
cov∆Σ(ri, rj ) =
Vi j
ViVj
∫ ∞
0
k dk
2pi
J2(kri)J2(krj )
×
[(
b2gP(k) +
1
ng
) (
∆Π ρ¯2P(k) + Σ
2
cσ
2
γ
ns
)
+ ∆Π
(
ρ¯bgrgmP(k)
)2]
.
(17)
These expressions neglect line-of-sight modes, terms that
can arise from using a suboptimal estimator that does not
subtract the tangential shear around random points, and
redshift evolution over the lensed galaxy population. We
convert the ∆Σ covariance to our lensing observable γt co-
variance by
covγt (ri, rj ) = cov∆Σ(ri, rj ) Σ−2c . (18)
The area and volume normalization factors in these expres-
sions are:
Ai j =
∫ ∞
0
k dk
2pi
J0(kri)J0(krj )[W(k)]2 , (19)
Ai =
∫ ∞
0
k dk
2pi
J0(kri)[W(k)]2 , (20)
Vi j = LW Ai j , (21)
Vi = LW Ai . (22)
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Following Singh et al. (2016), we adopt survey parame-
ters appropriate to BOSS LOWZ galaxy-galaxy lensing. The
window function corresponds to a circular survey on the sky
of radius Rs = 1275 h−1 Mpc,
W(k) = 2piR2s
J1(kRs)
kRs
, (23)
where ng = 3 × 10−4 h3 Mpc−3 is the galaxy number den-
sity, ∆Π = 400 h−1 Mpc is the effective line-of-sight lensing
distance, LW = 500 h−1 Mpc is the effective line-of-sight sur-
vey window, Σc = 4.7 × 103 h M pc−2 is the critical lensing
surface density, σγ = 0.21 is the shape noise per galaxy,
ns = 8 h2 Mpc−2 is the effective projected number density of
source galaxies, ρ¯ = Ωm(3H20/8piG) is the cosmic mean mat-
ter density (in comoving coordinates), and P(k) is the non-
linear matter power spectrum as computed from our fiducial
simulation. At our adopted lens redshift, the survey area is
9000 deg2 and the nominal source density is 1 arcmin−2. This
nominal value is reduced to an effective source density of 0.3
arcmin−2 due to redshift cuts (contributing a ∼ 50 per cent
reduction) and by signal-to-noise weighting (contributing a
∼ 30 per cent reduction) (S. Singh, personal communica-
tion).
The correlation matrices
corr(ri, rj ) =
cov(ri, rj )√
cov(ri, ri) cov(rj, rj )
(24)
for our fiducial forecast are shown in Figure 2. The γt cor-
relation matrix is nearly diagonal because of the dominant
contribution from shot noise, while the wp correlation ma-
trix has substantial off-diagonal terms for rp > 2 h−1 Mpc.
For purposes of the forecast, we assume that non-Gaussian
contributions to the covariance (e.g., Scoccimarro et al. 1999;
Cooray & Hu 2001) will be minimized by masking the largest
several clusters from the survey in the clustering and GGL
measurements used for cosmological analysis. We also as-
sume that the cross-observable covariance (i.e., the covari-
ance between γt and wp) is negligible and the contribution
to the covariance from uncertainties in our knowledge of the
true cosmic mean observables due to the finite size of our
simulations is negligible, although we plan to quantify these
contributions to the covariance in future work.
3.2 Model predictions
Figure 3 shows the predicted wp(r) and γt (r) from apply-
ing our fiducial HOD to our fiducial cosmological simulation
(black curve) and to the simulations with higher σ8 (blue
dashed) and higher Ωm (green dot-dashed). On the scale of
this figure, the impact of these parameter changes (6 per
cent in σ8 and 10 per cent in Ωm) is barely discernible, but
one can see that the fractional changes to γt (r) are larger
than the fractional changes to wp(r). Increasing σ8 boosts
ξmm(r), but at fixed number density ngal the galaxy bias bg
decreases. For wp ∝ b2gξmm the effects nearly cancel, while
for γt ∝ bgξmm there is a net increase of amplitude. Increas-
ing Ωm changes the shape of ξmm(r) and thus of wp(r), but
the effect of a 10 per cent change is subtle. Increasing Ωm
boosts the amplitude of γt (r) mainly by increasing the ρ¯ pre-
factor of ∆Σ in equation 10; the change to Σc in equation 14
goes in the opposite direction but with much smaller am-
plitude. The changes of observables are large compared to
the statistical errors expected for our fiducial data assump-
tions, but we have not yet considered degeneracy between
cosmological and HOD parameters.
Figure 4 shows derivatives of lnwp(r) (left panel) and
ln γt (r) (right panel) with respect to our eight model pa-
rameters. The top panels show derivatives for the conven-
tional HOD parameters: ln ngal, lnσlog M , ln M1/Mmin, lnα,
and ∆γ. For wp(r), the large scale behavior is constant in rp,
corresponding to changes in the asymptotic value of bg, but
the derivatives change below rp ≈ 2 h−1 Mpc as the 1-halo
contributions to ξgg(r) become important. Thus, the param-
eters have degenerate effects on linear scales, but using the
full range of wp(r) can break these degeneracies. Increasing
ngal decreases wp(rp) on all scales by shifting central galaxies
to less massive, more numerous, less biased halos. Increas-
ing σlog M has a similar effect at large scales, and it sup-
presses wp(rp) more severely in the 1-halo regime because
more central galaxies reside in halos that are not massive
enough to host satellites. Increasing M1/Mmin decreases the
overall fraction of satellites, depressing the large scale bias
slightly and the 1-halo correlations more severely. Increasing
α at fixed M1/Mmin has almost no impact at large scales,
but it slightly boosts wp(rp) on scales corresponding to the
virial radii of cluster mass halos, and it depresses wp(rp)
on small scales where lower mass halos dominate the 1-halo
regime. Increasing ∆γ has no impact in the 2-halo regime,
and it slightly boosts wp(rp) inside 1 h−1 Mpc by steepening
satellite galaxy profiles.
The influence of these parameters on γt (rp) is qualita-
tively similar, but the scale dependence is more complex be-
cause ∆Σ is an excess surface density, ∆Σ(rp) = Σ¯(< rp)−Σ¯(rp)
where Σ¯(< rp) is averaged over all radii smaller than rp (see,
e.g. Sheldon et al. 2004). Even at rp = 30 h−1 Mpc, the im-
pact of ngal, σlog M , and M1/Mmin has not reached the scale-
independence expected asymptotically at large rp.
The lower panels of Figure 4 show derivatives with re-
spect to the cosmological parameters lnσ8 and lnΩm and
our environment-dependent HOD parameter Qenv. Increas-
ing Qenv reduces the large scale galaxy bias with other
HOD parameters held fixed, because it increases Mmin (and
thus decreases galaxy numbers) for halos of a given mass
in denser environments. The effect of Qenv becomes mildly
scale-dependent inside the radius r = 8 h−1 Mpc that we are
using to define halo environment, and it decreases towards
small scales because the 1-halo regime of ξgg(r) or ξgm(r)
depends only on integrals over the halo mass function and
galaxy density profile (see Berlind & Weinberg 2002, eq. 11).
For our purposes, the most important effect of Qenv is that
it decouples the large scale bias from the conventional HOD
parameters, so one cannot simply use small and interme-
diate scale constraints on these parameters to predict the
large-scale bg for a given cosmology.
Increasing σ8 boosts both wp and γt , but the impact
on wp is smaller because of the cancellation with decreased
galaxy bias at fixed ngal. Raising σ8 shifts the inflection of
ξmm(r) at the 1-halo to 2-halo transition outwards, because
the virial radii of M? halos are slightly larger, which causes
the jump in d lnwp/d lnσ8 at the transition scale rp ≈ 1 −
2 h−1 Mpc. The corresponding effect in γt (rp) is a bump in
the derivative at somewhat larger scales.
Increasing Ωm with fixed Ωmh2 makes the matter power
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Figure 2. The correlation matrices for our forecast. We compute the covariance matrix for γt with the integrals for the Gaussian
contributions to the covariance for the variance-minimizing estimator described by Singh et al. (2016). We use similar integrals to
compute the covariance for clustering. We assume a source density, area, and redshift properties similar to those of the BOSS LOWZ
spectroscopic sample for clustering measurements and SDSS imaging for lensing source galaxies.
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Figure 3. Projected correlation function (left) and tangential shear (right) predicted for our fiducial HOD parameters and the fiducial
cosmological simulation (black solid) and for simulations with σ8 increased by 6 per cent (blue dashed) or Ωm increased by 10 per cent
(green dot-dashed). Error bars on the black curve show the diagonal errors for our assumed data properties, corresponding to BOSS
LOWZ lens galaxies and SDSS-depth imaging. The magnitude of changes can be seen more clearly in Figures 4 and 5.
spectrum bluer in observable, h−1 Mpc units, decreasing wp
at large scales for fixed σ8.
1 With linear evolution and linear
bias, there would be a compensating boost to wp at small
1 The power spectrum shape parameter Γ = Ωmh increases, shift-
ing the turnover in P(k) to higher k in h Mpc−1 units.
scales, but in our nonlinear calculation wp is suppressed at
all rp. By contrast, increasing Ωm boosts γt (rp) because of
the ρ¯ factor in equation 10, but the logarithmic derivative
is below one because of the reduction in ξmm(r) and the
increase of Σc in equation 14.
For a more concrete illustration of parameter impacts,
Figure 5 shows the fractional changes to γt (rp) and wp(rp)
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Figure 4. Logarithmic derivatives of wp (left panels) and γt (right panels) with respect to HOD parameters and cosmological parameters,
as indicated in the legends. Top panels show derivatives for standard HOD parameters. Bottom panels show derivatives for σ8, Ωm, and
the environmental HOD parameter Qenv.
that arise from changing M1/Mmin by ±0.50 from the fiducial
value of 9.55, changing Qenv by ±0.1 from the fiducial value
of 0.0, or changing σ8 by ±0.05 from the fiducial value of 0.83.
Here we have computed ξgg(r) and ξgm(r) directly from the
populated simulations, but because these correspond to the
same finite difference step sizes we use to compute the bnl,
bg, and rgm derivatives, the results from using our emulator
would be identical.
Changing M1/Mmin alters the large scale amplitude of
wp(rp) and γt (rp), and the impact grows at small scales in
wp(rp) and intermediate scales in γt (rp). The effect of Qenv,
by contrast, is largest at large scales, decreasing to nearly
zero at sub-Mpc scales in γt . Raising or lowering σ8 raises or
lowers the large scale wp(rp) and γt (rp) as expected, and non-
linear evolution induces a distinctive scale-dependence on
scales of a few h−1 Mpc and below. The fact that each param-
eter produces a different scale-dependence and has different
effects on the two observables demonstrates the potential of
precise measurements across the full range of scales to break
degeneracies between cosmological quantities and ‘nuisance’
MNRAS 000, 1–23 (2017)
10 B. D. Wibking et al.
1.0 10.0
rp (h
−1 Mpc)
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.20
ra
ti
o
of
γ
t
fiducial (M1/Mmin = 9.55)
M1/Mmin = 9.05
M1/Mmin = 10.05
1.0 10.0
rp (h
−1 Mpc)
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.20
ra
ti
o
of
γ
t
fiducial (Qenv = 0)
Qenv = −0.1
Qenv = +0.1
1.0 10.0
rp (h
−1 Mpc)
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.20
ra
ti
o
of
γ
t
fiducial (σ8 = 0.83)
σ8 = 0.78
σ8 = 0.88
1.0 10.0
rp (h
−1 Mpc)
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.20
ra
ti
o
of
w
p
fiducial (M1/Mmin = 9.55)
M1/Mmin = 9.05
M1/Mmin = 10.05
1.0 10.0
rp (h
−1 Mpc)
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.20
ra
ti
o
of
w
p
fiducial (Qenv = 0)
Qenv = −0.1
Qenv = +0.1
1.0 10.0
rp (h
−1 Mpc)
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.20
ra
ti
o
of
w
p
fiducial (σ8 = 0.83)
σ8 = 0.78
σ8 = 0.88
Figure 5. The ratios of observables for changes in some parameters. The leftmost panel shows the effect of the HOD parameter M1/Mmin
on the observables wp and γt . The middle panel shows the effect of the environmental density parameter Qenv, and the rightmost panel
shows the effect of σ8. The error bars are the same as those shown in Figure 3.
parameters that describe the relation between galaxies and
dark matter.
3.3 Information and Forecasts
Figure 6 shows the parameter constraint forecasts for our
fiducial scenario, which adopts the wp and γt covariance
matrices of Figure 2 and a Gaussian prior on ln ngal with a
width of 5 per cent. All of the forecast parameters are in
terms of the natural logarithm of the usual parameter, ex-
cept for parameters that may plausibly be zero or negative
(i.e., Qenv and ∆γ). With analysis down to scales of 0.5 h−1
Mpc, a data combination like BOSS LOWZ and SDSS imag-
ing can already yield impressively tight constraints. The
best-constrained combination of cosmological parameters is
σ8Ω
p
m with p = 0.58, the forecast uncertainty is 1.8 per
cent after marginalizing over all HOD parameters. The fully
marginalized constraints on σ8 and Ωm individually are 4.2
per cent and 6.6 per cent, respectively.
The observational uncertainty in ngal will reflect both
cosmic variance and systematic uncertainties in complete-
ness and evolutionary corrections. Here we are treating
our galaxy sample as volume-limited and characterized by
a single space density, but a full observational analysis
might require a redshift-dependent n¯(z). For the individ-
ual luminosity-threshold samples of BOSS CMASS galaxies
studied by Guo et al. (2014), jackknife error estimates imply
ngal uncertainties of about 6 per cent (H. Guo, private com-
munication). We find that the forecast constraint on ngal
is essentially equal to our adopted prior (4.9 per cent vs. 5
per cent). Fortunately, varying the ngal prior has negligible
impact on the cosmological parameter uncertainties; sharp-
ening the prior to 1 per cent or loosening it to 10 per cent
does not change the uncertainties in σ8, Ωm, or σ8Ω
p
m at the
two-decimal-place precision quoted in our tables below.
Of other HOD parameters, the most poorly constrained
is ∆γ, because its largest effects are limited to scales below
the smallest rp we consider. For the same reason, uncertain-
ties in ∆γ have little impact on the uncertainties in cosmo-
logical or other HOD parameters. Uncertainties in σlog M ,
M1/Mmin, and α are 9 per cent, 19 per cent and 11 per
cent, respectively. Interestingly, the assembly bias parame-
ter Qenv is quite tightly constrained, with a forecast uncer-
tainty of 0.028 dex. Changing the ngal prior to 10 per cent
(1 per cent) moderately loosens (tightens) the constraints
on σlog M and M1/Mmin but has negligible effect on other
parameters.
Tables 1 and 2 compare forecasts for a variety of other
scenarios, with Table 1 listing the marginalized constraints
on σ8, Ωm, and individual HOD parameters and Table 2
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listing the best constrained parameter combination of the
form σ8Ω
p
m. We first consider the impact of increasing the
effective weak lensing source density by a factor of 10 to 3
galaxies arcmin−2, comparable to the source density in the
Dark Energy Survey instead of SDSS imaging. This change
lowers the shape noise contribution to the γt covariance ma-
trix (eq. 17). The precision of σ8Ω
p
m improves by a factor of
two, to 0.9 per cent. The individual constraints on σ8 and
Ωm improve by a factor ≈ 1.5.
Returning to the fiducial source density of 1 arcmin−2,
we next consider the impact of eliminating the γt measure-
ments at rp < 5 h−1 Mpc. The constraint on σ8Ω
p
m degrades
to 2.2 per cent; the value of p in the best constrained com-
bination depends on the data being considered, increasing
slightly to p = 0.65 in this case. Degradation can arise from
the loss of aggregate statistical precision in the γt (rp) mea-
surement – with fewer points, the overall amplitude is less
well determined and from the loss of leverage on parame-
ter degeneracies for the reduced range of scales. To isolate
the second effect, we rescale the γt (rp) covariance matrix Ci j
by a constant factor that restores the signal-to-noise ratio
(S/N) = [DTC−1D]1/2 to its value in the fiducial forecast,
where D is the data vector. With this rescaling, the con-
straint on σ8Ω
p
m improves relative to the fiducial forecast,
from 1.8 per cent to 1.2 per cent. Of course, one is not able
to make this adjustment in a real observational situation;
the weak lensing error bars at large scales do not decrease
because one chooses to ignore small scales in the model-
ing. However, this experiment shows that the ‘per unit’ in-
formation content of the large-scale γt (rp) measurements is
more significant than the small scale measurements because
they suffer less degeneracy with galaxy bias parameters. The
error bars on some HOD parameters, particularly σlog M ,
M1/Mmin, and Qenv, do get worse when eliminating small
scale γt (rp) and rescaling the covariance matrix.
For wp(rp), the situation is reversed. Excluding points
with rp < 5 h−1 Mpc degrades the precision on σ8Ω
p
m by
more than a factor of two, from 1.8 per cent to 4.0 per cent,
and rescaling to restore the signal-to-noise ratio of the fidu-
cial measurement only improves the precision to 2.4 per cent.
Without rescaling, the constraints on HOD parameters be-
come dramatically worse, especially for the parameters α
and ∆γ whose largest impact is on small scales. With rescal-
ing, the constraints on σlog M , M1/Mmin, and Qenv are actu-
ally better than in the fiducial case, but the errors on α and
∆γ remain large, and the degeneracy with σ8Ω
p
m is evidently
large enough to degrade its precision. The marginalized er-
ror on Ωm itself improves by nearly a factor of three over the
fiducial case because of the better measurement of the large
scale shape of wp(rp), and the marginalized constraint on σ8
improves moderately as a result. Overall, this experiment
shows that the information from nonlinear scales of wp(rp)
improves the cosmological constraining power of clustering
and GGL by breaking degeneracies with HOD parameters
that describe the relation between galaxies and dark matter.
We caution that our Taylor expansion and Fisher matrix cal-
culation may become inaccurate with large uncertainties in
α and ∆γ, but this inaccuracy will not affect our qualitative
conclusions.
Finally, we consider the specific cuts adopted by Man-
delbaum et al. (2013), excluding rp < 2 h−1 Mpc for γt (rp)
and rp < 4 h−1 Mpc for wp(rp). These cuts increase the error
on σ8Ω
p
m by more than a factor of two, from 1.8 per cent
to 3.8 per cent. The individual marginalized constraints on
σ8 and Ωm grow by slightly more and slightly less than a
factor of two, respectively. We conclude that the gains in cos-
mological precision achievable from our more comprehensive
theoretical modeling, relative to the more conservative ap-
proach of Mandelbaum et al. (2013), are about a factor of
two in parameter errors, equivalent to the effect of a fourfold
increase in survey area.
Figure 7 provides further insight into the degeneracy of
cosmological and HOD parameters and the role of wp(rp)
and γt (rp) in breaking them. The leftmost points on each
sequence show the fractional uncertainty in σ8 if all HOD
parameters and Ωm are held fixed to their true values. Our
fiducial data combination could measure σ8 to 0.56 per cent
if all other parameters were known perfectly. We then un-
leash the HOD parameters in sequence, adding successively
more degrees of freedom to the HOD model. At each step
in the sequence, we choose the parameter that produces the
sharpest increase of the σ8 uncertainty when it is set free,
for the fiducial data case. Ordered this way, the parameter
with the highest leverage is ngal, because with other HOD
parameters fixed a 5 per cent uncertainty in ngal (set by
our prior) can change the galaxy bias factor significantly.
We previously found that varying the ngal prior from 0.01
to 0.10 had negligible impact on cosmological precision (see
Tables 1 and 2), but that was with other HOD parameters
free to compensate for its effect. Adding more HOD param-
eters steadily increases the marginalized σ8 error, reaching
1.8 per cent with the full parameter set. Because of the usual
cosmological degeneracy between σ8 and Ωm, the marginal-
ized σ8 error rises to 4.2 per cent when Ωm is also free. How-
ever, the fractional error on σ8 with fixed Ωm is the same
as the fractional error on the best constrained σ8Ω
p
m combi-
nation, and we view this as the best characterization of the
statistical power of a combined clustering + GGL data set.
When small scales of γt (rp) are dropped (green curve in
Figure 7), the precision on σ8 as the sole free parameter de-
grades by a factor of 1.5, from 0.56 per cent to 0.83 per cent.
However, the uncertainty associated with scale-dependent
galaxy bias is reduced when the small scale γt (rp) are not
considered, so the degradation with all HOD parameters free
is only a factor of 1.2 (2.2 per cent versus 1.8 per cent, as
listed in Table 2).
Dropping the small scale wp(rp) data instead (red curve)
produces minimal degradation when HOD parameters are
fixed, but now these parameters are poorly constrained and
thus have a large impact once they are set free. In particular,
the assembly bias parameter Qenv has a much larger uncer-
tainty in this case (see Table 1) and has a more pronounced
impact on cosmological parameter uncertainty. Raising the
weak lensing source density (blue curve) improves the σ8
precision at fixed HOD by a factor of 2.5 (0.22 per cent
versus 0.56 per cent), nearly the full factor of 101/3 = 3.16
that would be expected if weak lensing shape noise were the
only effect limiting the measurement precision. The relative
impact of galaxy bias uncertainties is larger when the weak
lensing precision is higher, but not drastically so; when all
HOD parameters are free, the σ8 precision is still a factor of
two better than that of the fiducial case (0.9 per cent versus
1.8 per cent).
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The final lines of Tables 1 and 2 show forecasts based
on the wp(rp) data alone, with no GGL information. In a
pure linear theory calculation with galaxy bias bg as a free
parameter, the shape of wp(rp) would constrain Ωm, but
there would be no constraint on σ8 because it would be fully
degenerate with bg. Our non-linear forecast with an HOD
description of galaxy bias yields an 11 per cent constraint
on σ8Ω
p
m and a 12 per cent marginalized constraint on σ8.
These are much worse than the 1.8 per cent and 4.2 per cent
fiducial forecasts, demonstrating that the great majority of
the cosmological information is coming from the combina-
tion of clustering and GGL, not from the high precision
clustering measurements on their own. The uncertainty in
Qenv is also substantially larger for the clustering only case
(0.058 vs. 0.028). This difference shows that, while some of
the information about Qenv is coming from the distinctive
scale dependence that it produces, much of it coming from
the relative strength of clustering and GGL. This suggests
that the clustering + GGL combination could be a useful di-
agnostic of galaxy assembly bias, especially if one has strong
external constraints on Ωm. Physically, assembly bias is the
main effect that can alter the large scale galaxy bias given
constraints on other HOD parameters from small and inter-
mediate scales. The clustering + GGL combination breaks
the degeneracy of bg and σ8, even on linear scales, so it can
test for the presence or absence of this effect.
4 DISCUSSION AND CONCLUSIONS
Several observational studies have demonstrated the promise
of combining galaxy clustering and GGL to constrain cosmo-
logical parameters and test ΛCDM+GR predictions of mat-
ter clustering (Mandelbaum et al. 2013; More et al. 2015;
Hildebrandt et al. 2017; Leauthaud et al. 2017; Prat et al.
2017; DES Collaboration et al. 2017). Building on earlier
theoretical studies by Yoo et al. (2006), Leauthaud et al.
(2011), Cacciato et al. (2012), and Yoo & Seljak (2012),
our investigation demonstrates the power of extending these
analyses down to small scales using a flexible model for the
relation between galaxies and dark matter. As a fiducial case,
we consider HOD parameters and covariance matrices scaled
to the BOSS LOWZ galaxy lens sample and SDSS-depth
imaging (approximately one source galaxy per arcmin2) over
9,000 deg2 (Singh et al. 2016) for weak lensing measure-
ments. Extending the analysis of γt (rp) and wp(rp) to 0.5 h−1
Mpc improves the precision of the best-constrained σ8Ω
p
m
combination by more than a factor of two (1.8% vs. 3.8%)
relative to the more conservative cuts (2 h−1 Mpc for γt and
4 h−1 Mpc for wp) adopted by Mandelbaum et al. (2013)
for their analysis of SDSS DR7, which uses the perturbative
bias model of Baldauf et al. (2010). Some of the gain in pa-
rameter precision comes directly from using the small scale
γt (rp) measurements, which provide additional leverage on
the amplitude of the galaxy-matter cross-correlation. How-
ever, the largest gains come from using the smaller scales
of wp(rp) to constrain HOD parameters, which allows our
model to make better use of the large scale γt (rp) data for
the cosmological constraints.
The emulator approach described in §2 makes a fully
non-linear, N-body + HOD approach practical for statistical
analysis. In this paper we have considered only σ8 and Ωm
as the varying cosmological parameters, and we have com-
puted results at z = 0.3. However, because we construct our
emulator to compute ratios of correlation functions starting
from ξmm,lin, it can accommodate some range of cosmologi-
cal parameters. We will improve the emulator in future work
using a grid of cosmological simulations, which will also al-
low leave-one-out tests for the emulator’s accuracy and more
systematic study of its range of validity. Detailed predictions
for an observational data set also require information about
the redshift distributions of the lens and source samples
and may include nuisance parameters that describe obser-
vational or theoretical systematics. Rather than incorporate
these survey-specific elements into our emulator, we focus
on predicting the two quantities, ξgg and ξgm, that require
non-linear clustering calculations.
The main limitation of the emulator approach as pur-
sued here is the need to retune the fiducial HOD for each
galaxy lens sample, and to model the range of redshifts
probed by that sample. This does not require new simu-
lations, but it does require new HOD populations and cor-
relation function measurements for each lens sample being
considered.
A novel aspect of our model is inclusion of a parameter-
ized description of HOD environmental variation, to capture
the potential effects of galaxy assembly bias. This prescrip-
tion allows the large scale galaxy bias to be at least partly
decoupled from the “classic” HOD parameters constrained
by small and intermediate scale clustering. It is encouraging
that this new degree of freedom in the galaxy bias model
does not lead to substantial degradation of the cosmological
parameter constraints. Indeed, we find that the combination
of clustering and GGL gives interestingly tight constraints
on Qenv even with free cosmological parameters. To date,
most observational tests for galaxy assembly bias have fo-
cused on comparing clustering of blue and red galaxies, but
the approach outlined here could provide a way to test for
assembly bias in luminosity- or mass-selected galaxy sam-
ples. Our Qenv parameterization predicts a scale-dependence
of galaxy bias that might be different from that predicted
by a specific physical model that ties galaxy properties to
halo assembly. The best way to test the adequacy of our
model is to apply it to galaxy populations drawn from hy-
drodynamic simulations or to simulations that populate N-
body halos using abundance and age-matching prescriptions
(e.g., Hearin & Watson 2013; Lehmann et al. 2017) or semi-
analytic galaxy formation models. Hydrodynamic simula-
tions are also needed to test for baryonic effects on the mass
distribution, including the impact of subhalos around satel-
lite galaxies. Yoo et al. (2006) found little impact of subhalos
on GGL, but their hydrodynamic simulations were too small
for tests at the level of precision needed for current data sets.
The stakes for precise and accurate joint clustering and
GGL analyses are high, because many cosmic shear and
GGL analyses to date yield estimates of σ8Ω
0.5
m that are
lower than that predicted by a Planck-normalized ΛCDM
model (e.g. Heymans et al. 2012; Hildebrandt et al. 2017;
DES Collaboration et al. 2017). The statistical significance
for any one data set is usually <∼ 2σ. Improving lensing
and CMB analyses could remove this tension, or they could
sharpen it into strong evidence for new physics. The largest
magnitude of discrepancy is found by Leauthaud et al.
(2017), who measure GGL for BOSS CMASS galaxies from
MNRAS 000, 1–23 (2017)
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Figure 6. The fiducial forecast. We use the predicted projected galaxy correlation wp and the mean tangential shear γt on scales
0.5 < rp < 30 h−1 Mpc. Tight cosmological constraints are possible (4.2% on σ8, 6.6% on Ωm) even after marginalizing over assembly
bias and HOD parameters.
250 deg2 of deep imaging data and compare their measure-
ments to predictions from a variety of mock catalogs that are
designed to reproduce observed CMASS galaxy clustering.
On scales of 0.3−3 h−1 Mpc the discrepancy in γt (rp) is about
20% and well outside the statistical errors, and on scales of
0.1 − 0.3 h−1 Mpc it is larger still. The results of McEwen
& Weinberg (2016) suggest that this discrepancy should be
robust to uncertainties about galaxy assembly bias, because
they find that even when strong assembly bias is present, an
HOD model that reproduces the observed galaxy clustering
also predicts the correct ratio ξgm(r)/ξgg(r). Our results here
provide further support for this view, showing that cluster-
ing and GGL can yield strong cosmological constraints even
when marginalizing over our parameterized assembly bias
prescription.
For our fiducial data assumptions, we forecast a 1.8%
error on σ8Ω
0.58
m . For comparison, the error on S8 ≡
σ8(Ωm/0.3)0.5 from DES Year 1 data is 2.9% (DES Collab-
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Table 1. Forecasts of fractional uncertainties in cosmological and HOD parameters for various scenarios. For some scenarios, we show
the forecast where the signal-to-noise is rescaled to match the signal-to-noise of the fiducial forecast (indicated by “rescaled S/N”).
∆ ln ngal ∆ lnσlog M ∆ ln
M1
Mmin
∆ lnα ∆Qenv ∆γ ∆ lnΩm ∆ lnσ8
fiducial 0.049 0.094 0.185 0.109 0.028 0.298 0.066 0.042
10x source density 0.048 0.067 0.165 0.104 0.017 0.264 0.045 0.028
excluding γt < 5 h−1 Mpc 0.049 0.160 0.239 0.112 0.049 0.318 0.072 0.052
excluding γt < 5 h−1 Mpc (rescaled S/N) 0.049 0.141 0.218 0.109 0.036 0.298 0.065 0.047
excluding wp < 5 h−1 Mpc 0.050 0.290 0.454 1.072 0.066 1.726 0.113 0.107
excluding wp < 5 h−1 Mpc (rescaled S/N) 0.049 0.078 0.131 0.429 0.024 0.574 0.024 0.034
excluding both < 5h−1 Mpc 0.050 0.313 0.617 1.944 0.103 21.130 0.124 0.119
excluding < 2 (γt ) and < 4 (wp) h−1 Mpc 0.050 0.265 0.513 1.697 0.084 4.057 0.105 0.094
∆ ln ngal = 0.01 0.010 0.085 0.179 0.108 0.028 0.297 0.066 0.042
∆ ln ngal = 0.1 0.091 0.113 0.201 0.111 0.029 0.299 0.066 0.042
no lensing 0.050 0.189 0.320 0.151 0.058 0.340 0.113 0.118
Table 2. Best-constrained parameters for forecasts.
p best-constrained σ8Ω
p
m
fiducial 0.576 0.018
10x source density 0.584 0.009
excluding γt < 5 h−1 Mpc 0.646 0.022
excluding γt < 5 h−1 Mpc (rescaled S/N) 0.707 0.012
excluding wp < 5 h−1 Mpc 0.881 0.040
excluding wp < 5 h−1 Mpc (rescaled S/N) 0.999 0.024
excluding both < 5h−1 Mpc 0.885 0.046
excluding < 2 (γt ) and < 4 (wp) h−1 Mpc 0.813 0.038
∆ ln ngal = 0.01 0.576 0.018
∆ ln ngal = 0.1 0.575 0.018
no lensing -0.432 0.107
σ8 ngal σlogM ∆γ Qenv α M1Mmin
Ωm
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Figure 7. A comparison of forecasts on marginalized σ8 for var-
ious scenarios. We show the marginalized fractional uncertainty
on σ8 as we marginalize over an increasing number of parameters
from left-to-right. The order of parameters is set such that Ωm is
chosen to be the last-marginalized parameter, σ8 is chosen to be
the first parameter, and the other parameters are ordered such
that the steepest rise in fractional uncertainty is obtained for the
fiducial forecast scenario.
oration et al. 2017). This constraint uses clustering (Elvin-
Poole et al. 2017) and GGL (Prat et al. 2017) of the DES
“redMaGiC” galaxy sample (Elvin-Poole et al. 2017; Rozo
et al. 2016) and cosmic shear from the same imaging data
(Troxel et al. 2017), comprising 26 million galaxy shape
measurements over 1321 deg2 (5.4 gal/arcmin2). The DES
analysis includes marginalization over several systematics
not considered here, such as shear calibration uncertainties,
photometric redshift biases, and galaxy intrinsic alignments.
These uncertainties must be accounted for in any GGL anal-
ysis, and they will degrade the precision of cosmological
measurements below that of our forecasts. Nonetheless, our
results show that extending to non-linear scales allows even
SDSS-depth imaging to achieve constraints competitive with
the best current weak lensing data sets.
Our emulator results (detailed in Appendix A) can be
applied as they are to GGL measurements of the BOSS
LOWZ sample. For imaging data significantly deeper than
SDSS, better constraints will come from higher redshift lens
populations that probe larger volumes, such as the BOSS
CMASS spectroscopic sample or photometrically defined
samples such as DES redMaGiC. We will investigate pre-
dictions for such samples in future work. There are many
considerations that go into choosing a lens sample, includ-
ing lens density and redshift distribution, overlap with deep
imaging data for spectroscopic samples, accuracy of pho-
tometric redshifts for photometric samples, and observa-
tional uncertainties such as incompleteness, contamination,
or depth variations. Our results suggest that physical sim-
plicity should be an additional consideration in defining lens
samples, since the extension of analyses to non-linear scales
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can substantially improve their constraining power but re-
quires accurate modeling. Data sets emerging over the next
few years should enable tests of the matter clustering pre-
dicted by General Relativity at the percent or even sub-
percent level, with the potential to reveal profound new
physics or to provide powerful confirmation of the reigning
theories of dark energy and cosmological gravity.
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APPENDIX A: EMULATOR DERIVATIVES
Table A1: Logarithm of the galaxy bias ln bg(r) and its partial derivatives
with respect to HOD and cosmological parameters, tabulated in radial
bins of width ∆ri = ri+1 − ri . (The radial separation r is in units of h−1
Mpc.)
ri ri+1 fiducial ∂∂ ln ngal
∂
∂ lnσlog M
∂
∂ ln M1/Mmin
∂
∂ lnα
∂
∂Qenv
∂
∂∆γ
∂
∂ lnΩM
∂
∂ lnσ8
0.0100 0.0108 2.2939 -1.4216 -1.5205 -0.0136 -0.4796 0.4149 -2.0304 1.0275 -4.3543
0.0108 0.0117 2.3555 -0.9990 -1.0520 -0.2934 -1.7703 0.2218 -1.0442 -2.7467 0.6173
0.0117 0.0127 2.0129 -0.9995 -1.2740 -1.3748 -0.8794 -0.0722 -1.8599 1.1547 -1.8179
0.0127 0.0137 2.6067 1.0120 -1.0876 -0.4934 -0.2416 -1.0150 -1.8536 0.5864 0.4710
0.0137 0.0148 2.1467 0.0533 -0.5756 -2.1999 -0.8930 0.3733 -1.6124 -0.6663 -0.5664
0.0148 0.0160 2.0787 -0.2391 -0.5046 -1.5715 -0.4700 0.5684 -1.5997 1.2111 0.0846
0.0160 0.0173 2.0617 0.3168 -1.9444 -1.7972 -0.5000 -0.1176 -1.2653 -0.2406 0.3321
0.0173 0.0188 1.9884 -0.2533 -1.5436 -0.8169 -0.8556 0.0337 -1.1229 -1.9151 -0.8290
0.0188 0.0203 2.0849 0.2785 -1.3071 -0.2104 -0.6600 -0.3194 -2.0445 -0.4284 -0.7180
0.0203 0.0219 2.1242 0.1452 -1.3336 -0.0006 -0.7713 0.2923 -0.8610 0.7507 -1.3470
0.0219 0.0237 1.9130 -0.2992 -1.2411 -1.3735 -0.8943 0.0029 -1.5227 0.3867 -1.2434
0.0237 0.0257 1.9217 -0.0511 -1.1796 -1.4125 -0.9768 0.2523 -1.5630 0.2135 -0.9692
0.0257 0.0278 1.8913 0.1532 -1.2036 -1.3560 -0.6439 0.4940 -1.4629 -0.3560 -1.0613
0.0278 0.0301 1.8178 -0.6734 -1.2754 -0.8683 -0.9012 -0.1444 -1.1220 -0.1319 -2.4338
0.0301 0.0325 1.6636 -0.4060 -1.2594 -1.2049 -0.7541 -0.0893 -1.2352 -0.4601 -1.7240
0.0325 0.0352 1.7146 -0.2379 -1.1582 -1.4256 -0.4115 0.0689 -1.1822 -0.5567 -0.6219
0.0352 0.0381 1.6478 -0.1291 -1.1537 -0.7704 -0.8863 -0.1367 -1.4389 0.1470 -0.8603
0.0381 0.0412 1.5927 0.4057 -1.0964 -0.7063 -0.6317 0.2485 -1.0942 -0.0123 -1.1123
0.0412 0.0445 1.5502 -0.0875 -1.1355 -1.5382 -0.6579 0.0272 -1.0979 0.1520 -0.4945
0.0445 0.0482 1.4942 0.0105 -1.2977 -0.6850 -0.8993 -0.3457 -1.1600 0.2238 -0.8423
0.0482 0.0521 1.4409 0.0347 -1.1579 -0.8967 -0.7894 -0.3028 -0.9494 0.3722 -0.4377
0.0521 0.0564 1.4456 -0.0208 -1.3066 -1.2969 -0.8550 0.3199 -1.1406 -0.4201 -1.0993
0.0564 0.0610 1.4100 -0.1737 -1.1600 -0.3600 -0.6369 -0.0393 -1.0696 -0.3380 -1.3311
0.0610 0.0660 1.3958 0.1130 -1.2796 -0.6179 -0.5716 0.1474 -0.8697 0.0728 -0.6497
0.0660 0.0714 1.3069 -0.0592 -1.1141 -1.1611 -0.7315 -0.1852 -0.9905 -0.1474 -0.8880
0.0714 0.0772 1.3152 -0.0802 -1.3554 -0.9373 -0.6703 0.0366 -0.9441 -0.1790 -0.6032
0.0772 0.0835 1.2744 -0.0273 -1.2151 -0.8925 -0.8273 -0.1377 -0.9422 -0.0913 -0.7371
0.0835 0.0904 1.2433 -0.1332 -1.2738 -0.6406 -0.6925 0.0915 -0.5834 -0.0359 -0.9176
0.0904 0.0977 1.1666 -0.2304 -1.4296 -0.8622 -0.5022 -0.1516 -0.5751 0.0227 -1.1295
0.0977 0.1057 1.1161 -0.0672 -1.2836 -0.7687 -0.4688 0.0224 -0.7863 0.0236 -0.6780
0.1057 0.1144 1.0596 -0.0665 -1.3129 -0.7337 -0.4890 0.0156 -0.7300 0.1208 -0.4225
0.1144 0.1237 1.0777 -0.1417 -1.2135 -0.6592 -0.7034 -0.0172 -0.6171 -0.0100 -0.7293
0.1237 0.1339 1.0061 -0.0365 -1.0818 -0.9693 -0.5437 -0.1599 -0.6153 -0.0843 -0.6931
0.1339 0.1448 0.9826 0.0048 -1.1168 -0.4576 -0.4726 0.0821 -0.5270 0.0765 -0.8382
0.1448 0.1567 0.9516 -0.1569 -1.1390 -1.0246 -0.5796 -0.0487 -0.5330 -0.0755 -0.9601
0.1567 0.1695 0.9069 -0.0748 -1.1262 -0.9459 -0.5865 -0.0200 -0.4502 -0.1288 -0.5235
0.1695 0.1833 0.8695 -0.0414 -1.1608 -0.6565 -0.5488 0.0057 -0.5486 0.0162 -0.8356
0.1833 0.1983 0.8457 -0.2059 -1.1984 -0.6828 -0.5913 0.0661 -0.4660 -0.0701 -0.8375
0.1983 0.2145 0.8180 -0.1828 -1.1210 -0.8152 -0.5545 0.0003 -0.3977 0.1479 -0.5073
0.2145 0.2321 0.7786 0.0133 -1.1437 -0.9786 -0.5578 0.0228 -0.2677 0.0460 -0.6997
0.2321 0.2511 0.7400 -0.1869 -1.2059 -0.8878 -0.5653 0.0188 -0.2367 0.0588 -0.4721
0.2511 0.2716 0.6942 -0.0833 -1.1775 -0.8700 -0.5439 0.0994 -0.3736 -0.1053 -0.6909
0.2716 0.2938 0.6896 -0.1488 -1.1255 -0.8372 -0.5569 0.0630 -0.2821 -0.0707 -0.6425
0.2938 0.3178 0.6494 -0.0738 -1.1102 -0.8108 -0.5252 0.0585 -0.1731 0.0116 -0.6716
0.3178 0.3438 0.6076 -0.0960 -1.1076 -0.9646 -0.4541 0.0052 -0.2124 -0.0568 -0.5808
0.3438 0.3719 0.6014 -0.0148 -1.1216 -0.5694 -0.5036 -0.0835 -0.1993 -0.0765 -0.5565
0.3719 0.4024 0.5665 -0.1632 -1.1236 -0.9424 -0.4555 0.1165 -0.0561 -0.0669 -0.7945
0.4024 0.4353 0.5425 -0.0477 -1.0826 -0.8063 -0.3838 0.0038 -0.1187 -0.1290 -0.7698
0.4353 0.4709 0.5416 0.0142 -1.0247 -0.6920 -0.4427 0.0185 -0.0246 -0.0961 -0.7389
0.4709 0.5094 0.5195 -0.0737 -1.0333 -0.7976 -0.3779 -0.0127 -0.0326 -0.2265 -0.7183
0.5094 0.5510 0.5188 0.0156 -0.9331 -0.5879 -0.3615 -0.0527 0.0796 -0.1142 -0.8013
0.5510 0.5961 0.4993 0.0334 -0.9327 -0.7192 -0.3347 -0.0640 0.0870 -0.0860 -0.9196
0.5961 0.6449 0.5088 -0.0596 -0.8841 -0.6131 -0.2954 -0.0018 0.0704 -0.1330 -1.0319
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0.6449 0.6976 0.5146 -0.0785 -0.8813 -0.6356 -0.2570 -0.0958 0.0363 -0.1195 -1.1053
0.6976 0.7547 0.5476 -0.0518 -0.8121 -0.5102 -0.2525 -0.1252 0.0924 -0.1102 -1.0091
0.7547 0.8164 0.5445 -0.0981 -0.7618 -0.5256 -0.1536 -0.1293 0.0858 -0.0776 -1.2019
0.8164 0.8831 0.5561 -0.1296 -0.7186 -0.4822 -0.1257 -0.1912 0.1713 -0.1051 -1.0256
0.8831 0.9554 0.5485 -0.1495 -0.6748 -0.4344 -0.1022 -0.1912 0.1064 -0.1698 -1.1144
0.9554 1.0335 0.5463 -0.1599 -0.6705 -0.3657 -0.0408 -0.2211 0.1160 -0.1304 -0.9979
1.0335 1.1180 0.5483 -0.1806 -0.6061 -0.3762 0.0115 -0.2550 0.1135 -0.1447 -0.9510
1.1180 1.2095 0.5334 -0.1737 -0.5753 -0.3881 0.0235 -0.2619 0.1166 -0.1194 -1.0430
1.2095 1.3084 0.5396 -0.1732 -0.5047 -0.3223 0.0405 -0.2965 0.0890 -0.1782 -1.0498
1.3084 1.4154 0.5255 -0.1557 -0.4847 -0.2932 0.1031 -0.3182 0.0564 -0.1235 -1.0985
1.4154 1.5312 0.5246 -0.1219 -0.4800 -0.2177 0.1071 -0.3524 0.0852 -0.0415 -1.0936
1.5312 1.6564 0.5270 -0.1508 -0.4296 -0.2502 0.0728 -0.3716 0.0615 -0.0641 -1.0821
1.6564 1.7918 0.5254 -0.1204 -0.4213 -0.2319 0.0833 -0.4424 0.0266 -0.1118 -1.2226
1.7918 1.9384 0.5290 -0.1594 -0.3766 -0.1973 0.0760 -0.4247 0.0467 -0.0776 -1.1909
1.9384 2.0969 0.5600 -0.1732 -0.3851 -0.1642 0.0840 -0.4436 0.0239 -0.1279 -1.2412
2.0969 2.2684 0.5597 -0.1418 -0.3636 -0.1391 0.0520 -0.4488 0.0157 -0.0013 -1.1663
2.2684 2.4539 0.5514 -0.1195 -0.3384 -0.0918 0.0508 -0.5090 0.0280 -0.0603 -1.2421
2.4539 2.6546 0.5743 -0.1404 -0.3188 -0.1169 0.0200 -0.4932 0.0040 0.0060 -0.9666
2.6546 2.8717 0.5802 -0.1363 -0.3258 -0.1018 0.0263 -0.5165 0.0141 -0.0077 -1.0896
2.8717 3.1066 0.5852 -0.1450 -0.3119 -0.0970 -0.0041 -0.5244 0.0078 0.0477 -1.0441
3.1066 3.3607 0.5852 -0.1234 -0.3001 -0.0899 0.0105 -0.5438 0.0029 -0.1317 -0.8835
3.3607 3.6355 0.5883 -0.1307 -0.3238 -0.0771 -0.0104 -0.5592 0.0036 -0.0435 -0.8820
3.6355 3.9329 0.5942 -0.1402 -0.3069 -0.0757 -0.0033 -0.5732 0.0049 -0.0066 -0.8703
3.9329 4.2545 0.5948 -0.1290 -0.2945 -0.0777 -0.0075 -0.6119 -0.0013 -0.0175 -0.9219
4.2545 4.6025 0.5936 -0.1445 -0.3078 -0.0677 -0.0082 -0.6046 0.0014 -0.0700 -0.8414
4.6025 4.9789 0.5876 -0.1394 -0.3014 -0.0865 -0.0092 -0.6399 0.0022 -0.0503 -0.7890
4.9789 5.3861 0.5847 -0.1412 -0.3067 -0.1029 -0.0156 -0.6678 0.0006 -0.0198 -0.8344
5.3861 5.8266 0.5759 -0.1436 -0.2989 -0.0934 -0.0110 -0.7140 -0.0006 -0.0242 -0.7452
5.8266 6.3031 0.5779 -0.1339 -0.3020 -0.0878 -0.0176 -0.7375 -0.0018 -0.0234 -0.7402
6.3031 6.8186 0.5843 -0.1466 -0.3038 -0.0843 -0.0090 -0.7409 0.0012 -0.0175 -0.7003
6.8186 7.3763 0.5776 -0.1390 -0.3029 -0.1029 -0.0125 -0.7775 -0.0002 -0.0714 -0.7106
7.3763 7.9795 0.5757 -0.1473 -0.3030 -0.0778 -0.0060 -0.7586 0.0008 -0.0248 -0.7507
7.9795 8.6321 0.5670 -0.1393 -0.2895 -0.0633 -0.0042 -0.6561 -0.0014 -0.0037 -0.7310
8.6321 9.3381 0.5589 -0.1437 -0.2908 -0.0569 -0.0139 -0.6002 0.0019 -0.0285 -0.8025
9.3381 10.1018 0.5567 -0.1446 -0.2903 -0.0545 -0.0108 -0.5900 0.0004 0.0127 -0.6848
10.1018 10.9280 0.5494 -0.1343 -0.2802 -0.0663 -0.0130 -0.5702 -0.0007 0.0028 -0.8109
10.9280 11.8218 0.5460 -0.1460 -0.2734 -0.0593 -0.0082 -0.5611 0.0006 -0.0166 -0.7310
11.8218 12.7886 0.5454 -0.1317 -0.2777 -0.0896 -0.0180 -0.5627 -0.0005 -0.0363 -0.7387
12.7886 13.8345 0.5442 -0.1320 -0.2886 -0.0754 -0.0151 -0.5490 -0.0001 -0.0271 -0.7487
13.8345 14.9660 0.5463 -0.1426 -0.2875 -0.0848 -0.0118 -0.5384 -0.0002 -0.0110 -0.7359
14.9660 16.1900 0.5479 -0.1330 -0.2852 -0.0864 -0.0081 -0.5182 0.0006 0.0097 -0.7896
16.1900 17.5141 0.5410 -0.1284 -0.2795 -0.0833 -0.0047 -0.5194 0.0005 -0.0183 -0.7284
17.5141 18.9465 0.5468 -0.1358 -0.2816 -0.0691 -0.0122 -0.5335 -0.0002 -0.0093 -0.7329
18.9465 20.4960 0.5468 -0.1293 -0.2847 -0.0647 -0.0155 -0.5243 -0.0007 -0.0007 -0.7629
20.4960 22.1723 0.5448 -0.1363 -0.2889 -0.0651 -0.0155 -0.5258 0.0002 -0.0304 -0.7878
22.1723 23.9856 0.5332 -0.1154 -0.2870 -0.0592 -0.0036 -0.5557 0.0002 -0.0654 -0.7387
23.9856 25.9473 0.5361 -0.1211 -0.2889 -0.0614 -0.0026 -0.5426 0.0003 -0.0136 -0.6789
25.9473 28.0694 0.5462 -0.1329 -0.2942 -0.0473 -0.0120 -0.5552 -0.0008 -0.0466 -0.6378
28.0694 30.3650 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
30.3650 32.8484 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
32.8484 35.5349 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
35.5349 38.4411 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
38.4411 41.5850 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
41.5850 44.9861 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
44.9861 48.6653 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
48.6653 52.6453 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
52.6453 56.9509 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
56.9509 61.6087 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
61.6087 66.6473 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
66.6473 72.0981 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
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72.0981 77.9946 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
77.9946 84.3734 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
84.3734 91.2738 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
91.2738 98.7387 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
98.7387 106.8140 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
106.8140 115.5498 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
115.5498 125.0000 0.5460 -0.1339 -0.2852 -0.0682 -0.0110 -0.5499 0.0001 -0.0185 -0.7408
Table A2: Logarithm of the galaxy-matter correlation coefficient ln rgm(r)
and its partial derivatives with respect to cosmological parameters, tab-
ulated in radial bins of width ∆ri = ri+1 − ri . (The radial separation r is
in units of h−1 Mpc.)
ri ri+1 fiducial ∂∂ ln ngal
∂
∂ lnσlog M
∂
∂ ln M1/Mmin
∂
∂ lnα
∂
∂Qenv
∂
∂∆γ
∂
∂ lnΩM
∂
∂ lnσ8
0.0100 0.0108 1.2580 1.2753 1.1534 0.0338 0.5527 -0.4272 2.0425 2.2517 5.5698
0.0108 0.0117 1.4548 0.7203 0.7303 0.4045 1.8266 -0.4224 1.0516 -0.1883 3.3688
0.0117 0.0127 1.0406 0.7779 0.9718 1.4509 0.8999 0.0453 1.8804 -0.8440 1.1521
0.0127 0.0137 1.8817 -1.3428 0.7156 0.5894 0.2521 1.0013 1.8443 0.1055 1.6266
0.0137 0.0148 1.4660 -0.4338 0.3517 2.2321 0.8754 -0.4500 1.5944 -0.4978 2.5322
0.0148 0.0160 1.3883 -0.0147 0.1285 1.6188 0.5237 -0.5310 1.5848 0.7348 1.4627
0.0160 0.0173 1.4521 -0.5605 1.5075 1.8309 0.5139 0.1016 1.2599 0.3966 0.6051
0.0173 0.0188 1.4096 -0.0656 1.2035 0.8554 0.8751 0.0947 1.0966 -0.6393 2.1196
0.0188 0.0203 1.6469 -0.6154 0.9710 0.2846 0.6918 0.2325 2.0349 -0.9549 2.4372
0.0203 0.0219 1.6675 -0.4465 1.0335 0.0435 0.8030 -0.3628 0.8576 0.6676 1.3278
0.0219 0.0237 1.6146 -0.0417 0.9494 1.4216 0.9363 -0.0042 1.5050 -0.5882 1.2912
0.0237 0.0257 1.5671 -0.2953 0.8347 1.4575 0.9994 -0.2584 1.5577 0.1676 0.8287
0.0257 0.0278 1.7107 -0.4526 0.8983 1.4228 0.6602 -0.5380 1.4557 0.6673 -0.2531
0.0278 0.0301 1.6444 0.3447 0.9715 0.9072 0.9190 0.0676 1.1074 0.1264 -0.0362
0.0301 0.0325 1.5369 0.0745 0.9383 1.2343 0.7846 0.0871 1.2212 0.2263 0.2929
0.0325 0.0352 1.4292 -0.0436 0.8615 1.4501 0.4418 -0.1176 1.1547 0.7006 1.1402
0.0352 0.0381 1.5076 -0.1815 0.8393 0.8098 0.9122 0.1970 1.4245 0.0489 -0.1854
0.0381 0.0412 1.5551 -0.7212 0.7777 0.7426 0.6608 -0.2883 1.0808 -0.0123 -0.4484
0.0412 0.0445 1.4231 -0.2364 0.8086 1.6098 0.6976 -0.0522 1.0795 -0.7532 0.2893
0.0445 0.0482 1.4845 -0.3079 0.9368 0.7263 0.9322 0.3293 1.1406 0.3317 0.3368
0.0482 0.0521 1.4294 -0.3724 0.8237 0.9453 0.8085 0.2867 0.9342 -0.2097 -1.2119
0.0521 0.0564 1.4917 -0.3355 0.9477 1.3287 0.8780 -0.3415 1.1154 0.5451 0.2133
0.0564 0.0610 1.3935 -0.1602 0.7999 0.3756 0.6594 0.0172 1.0512 0.3075 0.4756
0.0610 0.0660 1.4273 -0.4504 0.9225 0.6652 0.5961 -0.1787 0.8482 -0.2733 0.3523
0.0660 0.0714 1.3638 -0.2741 0.7539 1.1898 0.7429 0.1909 0.9700 0.3391 0.3172
0.0714 0.0772 1.2797 -0.2646 0.9819 0.9526 0.6907 -0.0696 0.9205 0.0277 -0.0594
0.0772 0.0835 1.3049 -0.3402 0.8311 0.9409 0.8454 0.1193 0.9112 0.2935 -0.5028
0.0835 0.0904 1.2103 -0.2425 0.8986 0.6506 0.7033 -0.1112 0.5436 0.4681 0.1835
0.0904 0.0977 1.2419 -0.1216 1.0257 0.8900 0.5198 0.1309 0.5327 0.2523 -0.2471
0.0977 0.1057 1.1946 -0.3020 0.8786 0.7854 0.4759 -0.0525 0.7524 0.0572 -0.1192
0.1057 0.1144 1.1462 -0.2978 0.9023 0.7332 0.5052 -0.0451 0.6927 -0.1039 -0.3677
0.1144 0.1237 1.0882 -0.2480 0.7989 0.6466 0.7066 0.0009 0.5836 0.2169 0.1051
0.1237 0.1339 1.0785 -0.3483 0.6506 0.9792 0.5551 0.1625 0.5805 -0.0803 -0.0430
0.1339 0.1448 1.0585 -0.3896 0.6793 0.4431 0.4730 -0.1113 0.4832 0.0149 -0.0489
0.1448 0.1567 1.0188 -0.2237 0.6966 1.0161 0.5853 0.0340 0.4849 0.0137 0.0928
0.1567 0.1695 0.9987 -0.3188 0.6686 0.9309 0.5822 -0.0089 0.3949 0.1464 -0.2239
0.1695 0.1833 0.9641 -0.3508 0.6952 0.6125 0.5384 -0.0319 0.4936 0.0269 -0.1973
0.1833 0.1983 0.9300 -0.1789 0.7358 0.6697 0.5811 -0.0803 0.4068 0.0104 -0.2897
0.1983 0.2145 0.8949 -0.1989 0.6331 0.7691 0.5459 -0.0133 0.3429 -0.0517 -0.6076
0.2145 0.2321 0.8843 -0.4074 0.6459 0.9382 0.5413 -0.0503 0.2047 0.0711 -0.3081
0.2321 0.2511 0.8408 -0.2008 0.6929 0.8241 0.5437 -0.0376 0.1689 0.0644 -0.5227
0.2511 0.2716 0.8426 -0.3064 0.6611 0.8037 0.5202 -0.1189 0.3176 0.0164 -0.1857
0.2716 0.2938 0.7832 -0.2371 0.5952 0.7482 0.5341 -0.0732 0.2242 0.0525 -0.5188
0.2938 0.3178 0.7560 -0.3155 0.5699 0.7351 0.4940 -0.0808 0.1086 0.0919 -0.3564
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0.3178 0.3438 0.7540 -0.2818 0.5452 0.8354 0.4224 -0.0250 0.1497 0.1700 -0.4362
0.3438 0.3719 0.6965 -0.3639 0.5539 0.4298 0.4601 0.0675 0.1265 0.0562 -0.4112
0.3719 0.4024 0.6829 -0.2194 0.5420 0.8149 0.4213 -0.1475 -0.0100 0.1798 -0.3281
0.4024 0.4353 0.6503 -0.3221 0.4819 0.6676 0.3450 -0.0274 0.0477 0.0308 -0.3291
0.4353 0.4709 0.5937 -0.3700 0.4120 0.5448 0.4072 -0.0543 -0.0395 0.2021 -0.3466
0.4709 0.5094 0.5782 -0.2920 0.4085 0.6102 0.3346 -0.0229 -0.0202 0.2432 -0.4345
0.5094 0.5510 0.5286 -0.3660 0.2948 0.4006 0.3250 0.0219 -0.1394 0.1688 -0.3974
0.5510 0.5961 0.4954 -0.3846 0.2872 0.5136 0.2900 0.0216 -0.1399 0.1629 -0.2438
0.5961 0.6449 0.4512 -0.2883 0.2309 0.4235 0.2456 -0.0546 -0.1093 0.2511 -0.1118
0.6449 0.6976 0.4094 -0.2580 0.2131 0.4108 0.2162 0.0256 -0.0824 0.1667 0.0200
0.6976 0.7547 0.3253 -0.2716 0.1339 0.2608 0.2145 0.0404 -0.1315 0.1183 -0.0018
0.7547 0.8164 0.2877 -0.2168 0.0919 0.2653 0.1168 0.0468 -0.1005 0.0782 0.1027
0.8164 0.8831 0.2354 -0.1778 0.0414 0.2228 0.0948 0.0913 -0.1918 0.1682 0.0169
0.8831 0.9554 0.1976 -0.1392 0.0097 0.1452 0.0837 0.0732 -0.1159 0.1599 0.1032
0.9554 1.0335 0.1792 -0.1339 0.0088 0.0716 0.0276 0.0916 -0.1125 0.1272 -0.0311
1.0335 1.1180 0.1356 -0.0815 -0.0390 0.0743 -0.0138 0.1021 -0.1092 0.1061 0.0822
1.1180 1.2095 0.1256 -0.0754 -0.0576 0.0926 -0.0014 0.0967 -0.0955 0.0725 -0.0315
1.2095 1.3084 0.0880 -0.0628 -0.1034 0.0202 -0.0066 0.1106 -0.0648 0.1334 0.1694
1.3084 1.4154 0.0738 -0.0589 -0.1048 -0.0026 -0.0514 0.0989 -0.0201 0.1006 0.1664
1.4154 1.5312 0.0642 -0.0836 -0.0726 -0.0743 -0.0454 0.1175 -0.0544 -0.0357 0.1367
1.5312 1.6564 0.0504 -0.0454 -0.0952 -0.0145 -0.0005 0.1121 -0.0190 0.0330 0.1210
1.6564 1.7918 0.0375 -0.0510 -0.0653 -0.0208 -0.0099 0.1524 0.0076 0.0058 0.1986
1.7918 1.9384 0.0350 -0.0144 -0.0896 -0.0336 -0.0032 0.1086 -0.0098 -0.0042 0.0968
1.9384 2.0969 -0.0024 0.0137 -0.0466 -0.0450 -0.0147 0.0998 0.0082 0.0692 0.1497
2.0969 2.2684 0.0047 -0.0184 -0.0406 -0.0342 0.0182 0.0839 0.0133 -0.0655 0.0901
2.2684 2.4539 0.0115 -0.0254 -0.0406 -0.0582 0.0076 0.1126 -0.0010 -0.0158 0.1483
2.4539 2.6546 0.0005 -0.0007 -0.0430 -0.0231 0.0260 0.0833 0.0164 -0.0403 -0.0684
2.6546 2.8717 0.0016 -0.0107 -0.0268 -0.0185 0.0082 0.0800 -0.0013 -0.0323 -0.0194
2.8717 3.1066 -0.0026 -0.0046 -0.0242 -0.0037 0.0247 0.0679 0.0040 -0.0398 0.0622
3.1066 3.3607 -0.0009 -0.0193 -0.0267 -0.0097 0.0014 0.0661 0.0032 0.0972 -0.0802
3.3607 3.6355 0.0048 -0.0182 0.0003 -0.0175 0.0154 0.0618 0.0017 -0.0204 0.0196
3.6355 3.9329 -0.0040 -0.0035 -0.0037 -0.0129 0.0040 0.0524 -0.0015 0.0041 -0.0237
3.9329 4.2545 -0.0011 -0.0130 -0.0161 -0.0101 0.0026 0.0646 0.0033 -0.0252 0.0653
4.2545 4.6025 -0.0054 0.0001 -0.0033 -0.0105 0.0009 0.0355 0.0003 0.0683 0.0249
4.6025 4.9789 0.0025 -0.0052 -0.0056 -0.0020 -0.0004 0.0462 -0.0017 0.0305 -0.0272
4.9789 5.3861 -0.0012 0.0054 0.0006 0.0163 0.0048 0.0375 -0.0002 -0.0099 0.0305
5.3861 5.8266 0.0031 0.0072 -0.0029 0.0050 0.0023 0.0557 0.0008 0.0113 0.0033
5.8266 6.3031 -0.0011 -0.0067 -0.0002 0.0005 0.0046 0.0448 0.0025 0.0038 -0.0052
6.3031 6.8186 -0.0070 0.0023 0.0006 -0.0034 -0.0021 0.0254 -0.0014 -0.0147 -0.0678
6.8186 7.3763 -0.0029 -0.0015 0.0002 0.0174 0.0044 0.0360 0.0008 0.0391 -0.0153
7.3763 7.9795 -0.0008 0.0076 0.0058 -0.0025 -0.0032 0.0114 -0.0010 -0.0140 0.0227
7.9795 8.6321 -0.0013 -0.0010 -0.0031 -0.0071 -0.0023 0.0363 0.0019 -0.0182 -0.0253
8.6321 9.3381 0.0032 0.0018 -0.0002 -0.0133 0.0047 0.0183 -0.0020 0.0263 -0.0005
9.3381 10.1018 -0.0029 0.0094 0.0031 -0.0093 0.0011 0.0205 -0.0001 -0.0230 -0.0363
10.1018 10.9280 0.0026 0.0014 -0.0044 -0.0039 0.0039 0.0173 0.0007 -0.0129 0.0335
10.9280 11.8218 0.0018 0.0108 -0.0088 -0.0097 0.0008 0.0096 -0.0006 -0.0068 0.0041
11.8218 12.7886 0.0035 -0.0043 -0.0065 0.0144 0.0106 0.0131 0.0005 -0.0094 -0.0429
12.7886 13.8345 0.0021 -0.0075 -0.0013 -0.0044 0.0048 0.0086 0.0002 -0.0203 -0.0094
13.8345 14.9660 0.0036 -0.0025 -0.0019 0.0071 0.0007 0.0020 -0.0001 0.0039 -0.0281
14.9660 16.1900 -0.0066 -0.0075 -0.0039 0.0054 0.0013 -0.0160 0.0001 -0.0093 -0.0111
16.1900 17.5141 0.0006 -0.0109 -0.0075 0.0071 0.0002 -0.0090 -0.0008 -0.0120 -0.0266
17.5141 18.9465 0.0010 -0.0105 -0.0099 -0.0123 0.0009 0.0019 0.0003 0.0359 0.0024
18.9465 20.4960 -0.0028 -0.0120 0.0013 -0.0085 0.0043 -0.0119 0.0003 -0.0137 0.0028
20.4960 22.1723 -0.0015 -0.0043 -0.0021 -0.0044 0.0041 -0.0065 -0.0000 -0.0056 -0.0042
22.1723 23.9856 0.0035 -0.0154 -0.0019 -0.0026 -0.0040 0.0110 -0.0001 0.0422 0.0573
23.9856 25.9473 0.0010 -0.0049 -0.0005 0.0086 0.0029 -0.0054 -0.0004 0.0109 -0.0147
25.9473 28.0694 -0.0028 -0.0016 -0.0076 -0.0196 0.0100 0.0062 0.0012 0.0109 -0.1068
28.0694 30.3650 0.0053 -0.0027 -0.0048 0.0266 0.0046 -0.0105 -0.0004 0.0156 -0.0312
30.3650 32.8484 0.0010 -0.0136 -0.0063 -0.0198 -0.0063 -0.0068 -0.0004 0.0055 0.0222
32.8484 35.5349 0.0063 -0.0042 -0.0104 -0.0115 0.0046 0.0002 0.0005 0.0232 0.0198
MNRAS 000, 1–23 (2017)
Emulating galaxy clustering and galaxy-galaxy lensing 21
ri ri+1 fiducial ∂∂ ln ngal
∂
∂ lnσlog M
∂
∂ ln M1/Mmin
∂
∂ lnα
∂
∂Qenv
∂
∂∆γ
∂
∂ lnΩM
∂
∂ lnσ8
35.5349 38.4411 0.0030 -0.0105 -0.0032 0.0034 -0.0066 -0.0072 -0.0014 0.0369 0.0338
38.4411 41.5850 0.0051 -0.0061 0.0052 0.0133 -0.0070 -0.0098 -0.0002 -0.0039 -0.0531
41.5850 44.9861 0.0102 -0.0118 0.0007 -0.0024 -0.0074 0.0080 0.0017 -0.0236 -0.0258
44.9861 48.6653 0.0067 0.0157 0.0004 -0.0448 -0.0054 -0.0057 0.0001 -0.0441 0.0124
48.6653 52.6453 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
52.6453 56.9509 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
56.9509 61.6087 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
61.6087 66.6473 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
66.6473 72.0981 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
72.0981 77.9946 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
77.9946 84.3734 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
84.3734 91.2738 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
91.2738 98.7387 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
98.7387 106.8140 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
106.8140 115.5498 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
115.5498 125.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table A3: Logarithm of the nonlinear-to-linear matter correlation func-
tion ratio ln bnl(r) and its partial derivatives with respect to cosmological
parameters, tabulated in radial bins of width ∆ri = ri+1 − ri . (The radial
separation r is in units of h−1 Mpc.)
ri ri+1 fiducial ∂∂ lnσ8
∂
∂ lnΩM
0.0100 0.0108 1.2705 0.1940 -1.2859
0.0108 0.0117 1.2750 -1.9267 1.7964
0.0117 0.0127 1.5851 0.6828 0.0321
0.0127 0.0137 0.9493 -1.0000 -0.7316
0.0137 0.0148 1.3020 -1.2130 0.4438
0.0148 0.0160 1.3643 -0.5295 -0.9976
0.0160 0.0173 1.3980 0.0776 -0.1493
0.0173 0.0188 1.4122 -1.0000 0.9292
0.0188 0.0203 1.2505 -1.1767 0.2480
0.0203 0.0219 1.1800 0.3879 -1.1004
0.0219 0.0237 1.3508 -0.2429 -0.2244
0.0237 0.0257 1.3452 -0.0733 -0.3100
0.0257 0.0278 1.2719 0.1582 -0.3724
0.0278 0.0301 1.3697 0.8899 -0.1671
0.0301 0.0325 1.4595 0.4631 0.1178
0.0325 0.0352 1.4280 -0.2873 0.0077
0.0352 0.0381 1.4149 0.1355 -0.2667
0.0381 0.0412 1.4253 0.5451 -0.0579
0.0412 0.0445 1.4691 -0.2181 0.0557
0.0445 0.0482 1.4490 -0.0248 -0.4727
0.0482 0.0521 1.4735 0.0989 -0.4086
0.0521 0.0564 1.4405 0.0807 -0.0199
0.0564 0.0610 1.4561 0.1287 -0.1452
0.0610 0.0660 1.4240 -0.0627 -0.1162
0.0660 0.0714 1.4458 0.0387 -0.2616
0.0714 0.0772 1.4418 0.0677 -0.0764
0.0772 0.0835 1.4350 0.1839 -0.2399
0.0835 0.0904 1.4350 0.1052 -0.3563
0.0904 0.0977 1.4316 0.3006 -0.3698
0.0977 0.1057 1.4397 -0.0332 -0.2839
0.1057 0.1144 1.4409 0.0114 -0.1865
0.1144 0.1237 1.4179 0.0119 -0.2664
0.1237 0.1339 1.4092 0.1130 -0.0914
0.1339 0.1448 1.3983 0.1356 -0.2503
0.1448 0.1567 1.3810 0.1673 -0.1428
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ri ri+1 fiducial ∂∂ lnσ8
∂
∂ lnΩM
0.1567 0.1695 1.3626 0.0183 -0.1714
0.1695 0.1833 1.3502 0.1579 -0.2242
0.1833 0.1983 1.3297 0.1866 -0.1739
0.1983 0.2145 1.3111 0.1749 -0.1980
0.2145 0.2321 1.2917 0.1305 -0.2316
0.2321 0.2511 1.2717 0.2038 -0.2215
0.2511 0.2716 1.2466 0.1357 -0.1790
0.2716 0.2938 1.2282 0.1939 -0.2294
0.2938 0.3178 1.1998 0.2212 -0.2267
0.3178 0.3438 1.1765 0.2282 -0.2205
0.3438 0.3719 1.1463 0.2500 -0.1820
0.3719 0.4024 1.1162 0.3238 -0.2073
0.4024 0.4353 1.0878 0.2863 -0.1647
0.4353 0.4709 1.0557 0.3228 -0.1996
0.4709 0.5094 1.0236 0.3466 -0.1665
0.5094 0.5510 0.9907 0.3525 -0.2016
0.5510 0.5961 0.9590 0.3956 -0.1927
0.5961 0.6449 0.9218 0.4109 -0.1920
0.6449 0.6976 0.8831 0.4501 -0.1749
0.6976 0.7547 0.8422 0.4319 -0.1518
0.7547 0.8164 0.8014 0.4732 -0.1620
0.8164 0.8831 0.7598 0.5103 -0.1783
0.8831 0.9554 0.7146 0.5176 -0.1517
0.9554 1.0335 0.6664 0.5795 -0.1437
1.0335 1.1180 0.6211 0.5612 -0.1388
1.1180 1.2095 0.5696 0.6113 -0.1469
1.2095 1.3084 0.5241 0.6069 -0.1330
1.3084 1.4154 0.4727 0.6359 -0.1307
1.4154 1.5312 0.4235 0.6381 -0.1410
1.5312 1.6564 0.3721 0.6082 -0.1521
1.6564 1.7918 0.3228 0.5731 -0.1401
1.7918 1.9384 0.2764 0.5147 -0.1351
1.9384 2.0969 0.2326 0.4594 -0.1329
2.0969 2.2684 0.1933 0.4187 -0.1295
2.2684 2.4539 0.1556 0.3264 -0.1311
2.4539 2.6546 0.1222 0.2765 -0.1168
2.6546 2.8717 0.0962 0.2051 -0.1260
2.8717 3.1066 0.0705 0.1560 -0.1182
3.1066 3.3607 0.0520 0.0799 -0.0966
3.3607 3.6355 0.0340 0.0478 -0.0825
3.6355 3.9329 0.0196 0.0371 -0.0930
3.9329 4.2545 0.0065 0.0079 -0.0711
4.2545 4.6025 -0.0004 0.0033 -0.0637
4.6025 4.9789 -0.0105 -0.0099 -0.0611
4.9789 5.3861 -0.0160 -0.0245 -0.0620
5.3861 5.8266 -0.0221 -0.0800 -0.0644
5.8266 6.3031 -0.0296 -0.0453 -0.0546
6.3031 6.8186 -0.0345 -0.0690 -0.0429
6.8186 7.3763 -0.0364 -0.0713 -0.0316
7.3763 7.9795 -0.0397 -0.0645 -0.0318
7.9795 8.6321 -0.0437 -0.1004 -0.0247
8.6321 9.3381 -0.0462 -0.0967 -0.0247
9.3381 10.1018 -0.0470 -0.0918 -0.0317
10.1018 10.9280 -0.0456 -0.0918 -0.0305
10.9280 11.8218 -0.0472 -0.0947 -0.0056
11.8218 12.7886 -0.0485 -0.0563 -0.0146
12.7886 13.8345 -0.0455 -0.0326 0.0028
13.8345 14.9660 -0.0433 -0.0387 -0.0106
14.9660 16.1900 -0.0388 -0.0465 -0.0186
16.1900 17.5141 -0.0336 -0.0326 0.0025
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ri ri+1 fiducial ∂∂ lnσ8
∂
∂ lnΩM
17.5141 18.9465 -0.0300 -0.0680 -0.0028
18.9465 20.4960 -0.0289 -0.0635 -0.0077
20.4960 22.1723 -0.0221 -0.0254 0.0305
22.1723 23.9856 -0.0243 -0.0991 0.0492
23.9856 25.9473 -0.0240 -0.0875 0.0139
25.9473 28.0694 -0.0271 -0.1361 0.0443
28.0694 30.3650 -0.0240 -0.0804 0.0100
30.3650 32.8484 -0.0238 -0.0449 0.0143
32.8484 35.5349 -0.0055 0.0252 0.0041
35.5349 38.4411 0.0049 -0.0603 -0.0126
38.4411 41.5850 0.0119 -0.0598 0.0128
41.5850 44.9861 0.0183 0.0050 -0.0088
44.9861 48.6653 0.0152 -0.1258 -0.1206
48.6653 52.6453 -0.0013 -0.2473 -0.0331
52.6453 56.9509 0.0267 -0.2889 -0.0506
56.9509 61.6087 0.0561 -0.2965 -0.0521
61.6087 66.6473 0.1409 -0.2396 -0.2008
66.6473 72.0981 0.2364 -0.3476 0.0904
72.0981 77.9946 0.2831 0.0611 0.3983
77.9946 84.3734 0.3476 -0.7497 0.4894
84.3734 91.2738 0.4124 -0.1305 -1.3700
91.2738 98.7387 0.1004 0.1881 -1.6015
98.7387 106.8140 -0.0989 -0.1172 0.1546
106.8140 115.5498 -0.1862 0.1121 -0.2808
115.5498 125.0000 0.3549 2.7004 0.2328
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