Introduction
The Long Trace Profiler is an instrument which measures slope in the long (meridional) dimension of a long optical surface. Such surfaces are typically mirrors or diffraction gratings that are used in X-ray equipment, and therefore have a large ratio of length to width. These mirrors and gratings are used in configurations where the light strikes the surface at near grazing incidence. In this kind of optical system, variations from an optimal surface in the sagittal direction affect the performance relatively little, while meridional variations almost completely determine performance of the optic. Thus, an instrument is needed that will characterize the surface in the long dimension (along the x axis) and that will give an accurate profile of the surface with spatial periods as long as the optic.
The Long Trace Profiler (LTP) described here was developed by Peter Takacs 1 ,2 and uses the principle of the pencil beam interferometer described by Von Bieren 3 ,4. In principle, two beams from the same laser are reflected from a surface under test (SUT) and combined to form an interference pattern. The relative phase between the beams after reflection from the SUT is determined by the shape and position of the intensity pattern. In turn, the relative slope of the SUT at that point is determined by this relative phase.
To understand how relative slope is obtained from relative phase, consider a pair of light beams which, before hitting a mirror, are in ph~e (ie, <Pi = 0). After reflection from a mirror, the relative phase <p of one beam with respect to the other along the intrument's optic axis ki will depend on the angle () of the mirror's normal n with respect to the beams' propagation direction, also ki; see Figure 1 . The slope is
where>. is the wavelength of the beams.
(1) Of course, the incident beams aren't required to be in phase; we are only interested in relative slope along the surface. Therefore, we look for the change in phase between the two beams from one place x on the SUT to the next place x + ~x.
Determining Phase Difference between the Beams When two beams of light from the same laser are brought together, the waves that describe the beams combine according to the superposition principle and form standing waves in the common volume of the two beams. After reflection from the SUT, each of the two beams is at first collimated and is approximately parallel to the optic axis of a Fourier transform (FT) lens. The FT lens causes the two beams to come together in the FT lens back focal plane (bfp) , as in Figure 2 . The phase difference between the two beams shows up in the standing wave pattern as the placement of the standing wave maxima, or of the peaks in the intensity pattern there.
The phenomenon here is similar to that of Young's double slit experiment 5 , where two coherent wavefronts in the front focal plane (ffp) are brought together to form a Fraunhofer diffraction pattern which is modulated by a sinusoidal interference pattern. If the optical path of one of the wavefronts is increased with respect to the other wavefront, the phase of the sinusoidal interference pattern will change, causing the pattern to shift to the right or left.
Since each beam is from a laser, the amplitude distribution perpendicular to each beam axis is Gaussian. Therefore, the intensity distribution along the v axis will be a Gaussian form modulated by a sinusoid. tilted with respect to the u axis (ffp). The tilt of the phasefront defines the propagation direction of the beams, and determines the amount of lateral shift of the whole interference pattern along the v axis (bfp). The value of relative phase ¢J along the u axis of either beam can be found from the tilt of the phasefront, and is
For a fixed u = ~x, ¢J(u) = ¢J and Equation (2) is equivalent to Equation (1) .
Quantifying the Intensity Pattern at the Detector Array (2) In the LTP, a detector array is placed in the bfp so that the intensity pattern of the standing waves may be observed. In general, the complex amplitude of the standing waves in the bfp will be the Fourier transform of the complex amplitude in the ffp, assuming the FT lens is diffraction limited and the amplitude pattern at the lens is within the lens' aperture.
Occasionally the transform of a function f(x) will be denoted by .r{f(x)}.
Usually, however, Bracewell's6 notation will be used to show the relationship between a function and its transform:
The cross sectional amplitude distribution of a laser beam may be described ideally by a Gaussian function exp[-u 2 j R2], where R is the "1je 2 " radius of the laser beam. The amplitude distribution of both beams at the ffp is shown in Figure 3 (3) where "®" is the convolution operator.
f(t) ® g(t) :) .r{f(t)} x .r{g(t)},
Therefore, the amplitude in the bfp is the product of a cosine (transform of an impulse pair) and a Gaussian (transform of a Gaussian). These functions and their transforms are (see Bracewe1l 7 ):
(impulse pair).
Using the similarity theorem for Fourier transforms, we now include the parameters at the ffp:
lal a (6) .l Let,a = 11"15'
This describes the Gaussian amplitude component. We do likewise for the impulse pair component.
In Equation (5) the spacing between impulses is 1, so that the impulses (delta functions) are located at U = -t and U = +t respectively. When the spacing is d,
Now we combine Equations (7) and (8) using Equation (3):
The left side of Equation (9) describes the amplitude AJ(u) in the ffp, while the right side describes the amplitude Ab(V) in the bfp. In order to take into account the phase shift (as shown in Figure 2 ), AJ(u) must be multiplied by a phase shift term:
Equation (2) is substituted to express this in terms of slope:
4 (\ According to the shift theorem for Fourier transforms,
This allows us to express Ab(V) in terms of a lateral shift of the interference pattern. Using the concept of Equation (12) to combine Equations (9) and (11) gives:
At this point the constant factor 11" R2 may be removed:
The amplitude function Ab( v) in the bfp is purely real, because the amplitude function which describes the convolution of the Gaussian with the impulse pair is Hermitian. In other words, we need not be concerned with the phase values in the intensity pattern. But when the beams come in at the ffp not centered with respect to u = 0, the amplitude will no longer be Hermitian; even so, the intensity pattern in the bfp will not change if the FT lens is of good quality (diffraction limited). Ab(V) is shown in Figure 3 (b) .
Of course the detector array only sees intensity, which is the amplitude in the back focal plane times its complex conjugate (see Figure 3 (c)):
The factor J.l is the modulation factor and is included to represent a number of phenomena which could reduce the visibility of the cosine component. Examples of such phenomena are finite coherence length of the laser with unequal beam path length (small effect in the LTP) and unequal intensity of one beam with respect to the other. If these phenomena are not present, then J.l = 1.
Suppose that a change in m(x) causes the quantity 2m(x)/A to change by some amount on the v axis. Then the part of the intensity pattern represented by the factor exp[ _211"2 R 2 t 2 ] will move the same absolute distance on the v axis as the part represented by the factor cos(211"dt). I.e., the cosine component and the Gaussian component will move together along the v axis as the slope of the SUT changes.
Extracting Phase from the Intensity Pattern
So far we have a model of the intensity pattern at the detector array (Equation 15), and we wish to determine m(:r:). In this report we consider two methods for determining the relative slope at any point on the SUT.
Takacs and Feng 2 determine the phase, and hence the relative slope, by fixing attention on one point of the cosine component and assuming that phase is proportional to this point's position on the detector array (see Figure 4) . As the slope of the SUT changes, the position of one point on the cosine moves. This point is taken to be a local minimum of the cosine function and is found by fitting a parabola to a few points in less than one half cycle of the cosine. The inverse Fourier transform (or just "transform", since the only difference is a reversal of the abscisssa, or w axis) of I(v) will be similar to Aj(u), but it will contain an extra impulse component at the center (at w = 0). This is because we are taking the transform of cos The phase difference ¢ between impulses in A J (u) will be equal to the phase at -Wo (or equal to the negative phase at +wo) in J (w) (the transform of I( v)). It would seem that determining ¢ is as simple as finding the phase value at w = -Wo, which is at the only peak to the left of w = 0 in Figure 5 (c) . However, the phase value anywhere is modulo 211', not the total phase. The solution is to look at the phase change for the entire pattern in the same way that we would look at the tilt in the phase as shown in Figure 2 .
¢(w) = (17)
K2 is a constant that relates the magnification between the axes U and w. K Measurement ofrelative slopes can be made on a known SUT for comparing the two methods. However, the only test surface whose slopes are well known by an independent measurement is a flat. Therefore, measurement of a flat was chosen to compare the two methods. Also, to eliminate any deviation from flatness, the LTP was made to measure the same position on the SUT. This in-place measurement method essentially measures the noise of the LTP and calculation method, but does not include noise caused by a normal optical carriage movement. (The optical carriage is the interferometer probe that moves along the SUT.) Thus, an in-place measurement would give the most unbiased assessment of the slope calculation method.
Figures 6 and 7 show a typical in-place measurement of 100 points on a smooth flat. Both measurements give similar results. In this case the quality of the interference patterns was very good; they looked very much like the pattern in Figure 4 . A comparison of the two methods in this case is inconclusive in determining that one method is overwhelmingly better. Both methods show similar structure, the most important being a gradual decrease in the slope due to either thermal dimensional changes or mechanical stress relief in the mounting of the optic. 
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Another drawback of the curve fitting method is that the initial phase difference between the beams must be such that the interference pattern is a smooth, symmetric double peak. Any deviation from this will improve chances for the curve fit to be made on an undesired part of the pattern, and thus give erratic slope values. However, the speed of fitting a curve is so much greater than taking a Fourier transform that the curve fitting method is very attractive if the interference pattern has a good shape.
Determining the Height Profile
Converting the slope function m(x) to a height profile is done by simply integrating the slope function over the abscissa x. Perhaps the simplest and fastest method is the trapezoidal integration method. Other methods may render a more realistic height profile, and therefore would be more accurate. However, since a Fourier transform function would be used elsewhere in the computer program, it is fairly simple to use the transform to convert slope to height. The height function is h(x) = = .1"-1 {.1"{m(x)}/(i27r.x')}.
x' is the transform domain axis which is the same as x, and .1"-1 is the inverse FT operator. Weaver 9 discusses several of these integration methods and compares their expected errors.
Conclusion
Two methods for calculating the slope of a surface from interferometric patterns have been presented. Results of the two calculation methods have been compared using a simple in-place measurement of a flat surface. Both measurement methods give similar results, but each is affected differently by certain characteristics that make up noise in the data. Depending on the severity of one characteristic of the noise (e.g., changing beam separation or high frequency coherence noise), one calculation method will give better results than the other.
