Abstract. Using Poincaré duality in K-theory, we state and prove a Lefschetz fixed point formula for endomorphisms of cross product C * -algebras C 0 (X)⋊G coming from covariant pairs. Here G is assumed countable, X a manifold, and X ⋊ G cocompact and proper. The formula in question expresses the graded trace of the map on rationalized K-theory of C 0 (X) ⋊ G induced by the endomorphism, i.e. the Lefschetz number, in terms of fixed orbits and representation-theoretic data connected with certain isotropy subgroups of the isotropy group at that point.
Introduction
The goal of this article is to state and prove a 'noncommutative Lefschetz formula' for a certain class of C * -algebras A, and for a certain class of endomorphisms α : A → A. The C * -algebras in question are the cross products A = C 0 (X) ⋊ G where X is a manifold and G is a countable group acting co-compactly and properly on X. The endomorphism α : A → A is that associated to a covariant pair (φ, ζ) where φ : X → X is a smooth map and ζ ∈ Aut(G) is a group automorphism, with ζ and φ satisfying the equivariance condition φ ζ(g)x = gφ(x). The Lefschetz number of such an endomorphism is The symbol trace s denotes the graded trace (the trace on K 0 minus the trace on K 1 ), and [α] denotes the class of α in KK(A, A). We aim to compute the Lefschetz number of α in geometric terms. The geometry here is in some vague sense the geometry of the primitive ideal space, which as a set is a bundle over G\X with fibre overẋ ∈ G\X the irreducible dual of Stab G (x), for any choice of x ∈ẋ, but which as a topological space has multiple points at orbits with nontrivial isotropy. If G is trivial, this geometric information involves fixed points p of φ, and for each such fixed point, the sign of the determinant of Id − φ ′ (p) : T x X → T x X. This is the classical Lefschetz fixed point formula. Speaking very loosely, in our situation, where G is not necessarily trivial, it turns out that the orientation data at a fixed orbit determines a rather interesting character of a certain subgroup of the isotropy group of the fixed orbit. This character has to be averaged over the subgroup to get the local contribution of the fixed point. Actually, the situation is somewhat more complicated than this, but this is the general idea. We now describe what happens in more exact terms.
Let ρ : Γ → O(n, R) be an orthogonal representation of a finite group Γ, and A ∈ GL(n, R) a self-intertwiner of this representation; i.e. A commutes with ρ(Γ). Using this data we can define a conjugation-invariant function χ (ρ,A) : Γ → Z, χ (ρ,A) (g) = signdet(A | Fix(g) ). Of course if g ∈ Γ then Fix(g) is an A-invariant linear subspace of R n so this makes sense. A pleasant and not obvious fact is that χ (ρ,Γ) is a virtual character, that is, a difference of characters, of the group Γ. This 'integrality result' follows from index theory: χ (ρ,A) is the virtual character associated to the Γ-equivariant analytic index of the Γ-equivariant Schrodinger-type operator obtained by perturbing the de Rham operator d + d * on L 2 -forms on R n by the covector field x → AX, where X(x 1 , . . . , x n ) = x 1 dx 1 + · · · + x n dx n (we show this in this paper.) Note that the fact that χ (ρ,A) is a character implies that its average over the group with respect to normalized Haar measure is an integer.
Returning to the general situation of G acting on X, choose a point p from each fixed orbit of the induced mapφ : G\X → G\X. For each p we have a sort of secondary, discrete dynamical system as follows. Consider L p = {g ∈ G | φ(gx) = x}; then Stab G (p) acts on L p by twisted conjugation h · g := ζ(h)gh −1 . From each orbit of this action choose an element g, and let Z p,g ⊂ Stab G (p) be the stabilizer of g under this action. One easily checks that Z p,g commutes with φ • g and hence, differentiating and identifying the tangent space at p with R n , one obtains a representation ρ p,g : Z p,g → O(n, R) and an intertwiner Id − (φ • g) ′ (p). Then our Lefschetz theorem reads as following:
Theorem 0.1. In the above notation
where the 'secondary' Lefschetz numbers Lef ′ (ṗ) are as follows. For each fixed orbiṫ p choose p ∈ṗ. Then then fixing a family of representatives g for the orbits of Stab G (p) acting on L p as above, we have
In other words, ifṗ ∈ G\X is a fixed orbit ofφ : G\X → G\X, p, we choose a family of g's as above, then the local data associated to each p, g is the following. One associates to p, g a finite family of finite-dimensional subspaces of T p (X) ∼ = R n , and one then takes the average sign of the determinant of the restrictions of Id − (φ • g) ′ (p) to these subspaces (a priori, a fraction, but actually an integer.) One then sums over the g's and over the p's so chosen. As a special case, if Z p,g is trivial for some p, g, then we get the cotrivial subspace T x X itself and we get simply the usual sign sign det Id − (φ • g) ′ (p) . It is clear that we recover the usual (commutative) Lefschetz theorem in this way; moving to the opposite extreme, where X is a point and G is finite, we obtain that
where Z ζ (g) = {h ∈ Γ | ζ(h)g = gh}. andζ : G → G is the permutation of the irreducible dual of G induced by the automorphism. This is a relationship between fixed points and twisted conjugacy classes already known to representation theorists. The technique of proving the above Lefschetz theorem is quite general, and can be phrased for general C * -algebras: we use the fact that for C * -algebras satisfying the Kunneth theorem and the UCT and in addition satisfying Poincaré duality in K-theory, the Lefschetz number of an endomorphism can be computed by an appropriate index pairing: one Poincaré dualizes the endomorphism and pairs it with the fundamental class. This is explained in the preprint [5] .
That the C * -algebras A = C 0 (X) ⋊ G and C τ (X) ⋊ G are Poincaré dual is proved in [4] . It can be deduced from results of Kasparov on equivariant KKtheory. However, for purposes of applying the abstract Lefschetz formula of [6] we need explicit descriptions of the fundamental classes ∆ and ∆. The first part of the paper is devoted to this job.
In the second part, we analyse the index character χ (ρ,A) and in the fourth this becomes the critical ingredient in the computation of the appropriate index pairing, which yields the Lefschetz theorem 0.1.
Fundamental classes
Let X be a complete Riemannian manifold and let G be a countable group acting isometrically, co-compactly and properly on X. Let C τ (X) denote the algebra of continuous sections of the Clifford algebra bundle of X. Since the group G acts isometrically on X, the action extends to an action of G on the Clifford algebra C τ (X). We can form the crossed product C τ (X) ⋊ G. In this section, we are going to first review the proof of the Poincaré duality between C 0 (X)⋊ G and C τ (X)⋊ G, and then, using the proof, compute the fundamental classes for this duality. Let us first recall the following two equivalent definitions of Poincaré duality. natural with respect to intersection and composition products. Remark 1.2. It is easy to see the equivalence of the two definitions of Poincaré duality. The isomorphism Φ A,B of (ii) can be obtained by the cap product with the class ∆ over Λ and the inverse is given by the cap product with the class ∆ over Λ. On the other hand, for a given system of isomorphisms {Φ A,B }, one can get classes
' Note 1.3. Under these circumstances, the maps
We will sometimes use the notationx to indicate the Poincaré dual of x.
Recall that Kasparov duality (see [10] for an extensive discussion, or the original source [11] ) states that, in this situation, and more generally where G is allowed to be locally compact, there is a canonical isomorphism
for any G-C * -algebras A and B. If G is discrete, then for A and B equipped with the trivial G-action, we have the following canonical isomorphism
where π is the group representation on E. Moreover, if such G acts properly on X, then, as a consequence of [4, Theorem 2.7] or [9, Lemma 20], we have an isomorphism
Combining all the isomorphisms above, we have Poincaré duality between C 0 (X) ⋊ G and C τ (X) ⋊ G as follows: for all C * -algebras A and B with trivial G-action, there exists an isomorphism
which is natural with respect to intersection and external products. Now using the above system of isomorphisms {Φ A,B } and the equivalence of two definitions of Poincaré duality (see Definition 1.1 and Remark 1.2) as well as the symmetry of Poincaré duality, we can compute fundamental classes
For this, we need an extensive discussion on the map Φ A,B , i.e., the maps C A,B , K A,B and E A,B . We already know the map C A,B .
The map K A,B is the following isomorphism of Kasparov's first Poincaré duality.
Lemma 1.4. [11, Theorem 4.9] Let G act isometrically and cocompactly 1 on a complete Riemannian manifold X. The composition
is an isomorphism with inverse the composition (1.7)
defined by Kasparov in [11] , where F U is the ideal of C 0 (X)⊗C τ (X) of Clifford sections supported on the neighbourhood U = {(x, y) | d(x, y) < ǫ}, and θ(x, y) is Clifford multiplication by a scaling of the vector field exp
y (x). The constant ǫ > 0 is the injectivity radius inf x∈X,r>0 {r | the exponential map is an isomorphism on the ball of radius r in T x X}, which in the present circumstances is nonzero, since G acts isometrically and cocompactly on X.
The map E A,B is the following isomorphism. See also [4, Theorem 2.7] . Lemma 1.6. Let G act on X isometrically and properly. The map E A,B :
given by the composition
is an isomorphism whenever A and B are G-trivial C * -algebras.
To understand the map E A,B explicitly, we need to understand two ingredients. Firstly, the descent homomorphism
Secondly, the unit class
[E] is defined by the finitely generated projective right C 0 (X) ⋊ G-module which is the completion of C c (X) with respect to the inner product
For future reference, the right action of C 0 (X) ⋊ G on E is given by
Remark 1.7.
[E] is also represented by the projection P ∈ C 0 (X) ⋊ G,
where ϕ ∈ C c (X) is chosen so that 0 ≤ ϕ ≤ 1, g∈G g(ϕ) 2 = 1. See [3] .
Remark 1.8. The map E A,B can be explicitly described roughly as follows. Suppose we have a cycle (E, F ) for RKK G (X; A, B). Then E is a right C 0 (X, A)-module, and a left C 0 (X, A)-module, and the two actions of C 0 (X) on the left and right agree. Furthermore, the group G acts on E. We can assume by averaging that F is exactly G-invariant. Now we complete the compactly supported elements of E to a right C 0 (X, B) ⋊ G-moduleẼ using the inner product valued in C 0 (X, A) ⋊ G,
The right action of C 0 (X, A) ⋊ G is given by letting C 0 (X, A) act as originally, and G acting by ξh = h −1 (ξ). Finally, we note that adjointable operators on the right C 0 (X, B) ⋊ G-moduleẼ are in 1-1-correspondence with G-equivariant operators on E. Now we are going to construct fundamental classes ∆ and ∆. First, we define the class ∆. Recall Remark 1.5 (i) for the discussion below. We define two commuting * -homomorphisms
, by constructing two corresponding covariant pairs. We let e g ∈ ℓ 2 G denote the point-mass at g ∈ G.
. Observe that the two * -homomorphisms just defined commute, and so determine a * -homomorphism
so that (f⊗ϕ)(T⊗1) acts as the block diagonal operator g∈G g −1 (f )ϕ(T⊗1), which has compact blocks. As
and since the indicated set H is finite, since G acts properly, there are only finitely many blocks. Thus (f⊗ϕ) (F 2 − 1)⊗1 is compact. This observation and similar ones prove that the Hilbert space L 2 (Λ * C X)⊗ℓ 2 G equipped with the * -homomorphism
defined above in (1.13) and (1.14), and the operator F⊗1, defines a cycle for
The dual class ∆ is more complicated to write down. Note 1.10. All groups occurring in this paper are discrete. We generally use groupalgebra notation in connection with cross-products. Thus, if A is a G-C * -algebra, then A ⋊ G is a completion of the linear span of the elements a[g], with a ∈ A and g ∈ G.
Recall the class Θ = [(F U , θ)] from Remark 1.5 (iv). We consider the completion E of F U⊗ CG with respect to the following C τ (X) ⋊ G⊗C 0 (X) ⋊ G-valued inner product:
Note that any G-invariant element of C τ (X)⊗C 0 (X) acts as an operator on E by multiplication in the F U -variable. The G-invariance is needed to commute with the action of G ⊂ C 0 (X) ⋊ G on the right. Definition 1.11. The class ∆ ∈ KK(C, C τ (X)⋊G⊗C 0 (X)⋊G) is given by the pair (E, θ G ), where we let θ G be the operator on E induced by the G-invariant multiplier θ of F U ⊂ C 0 (X)⊗C τ (X) described above, and E is the Hilbert module as above with the inner product and the right actions given in (1.15) and (1.16).
Now we need to prove that the classes ∆ and ∆ defined above are actually the fundamental classes for
Proposition 1.12. Let ∆ and ∆ be the classes defined in Definitions 1.9 and 1.11 and let Φ (−,−) be the isomorphisms (1.4). Then
For the proof, we need some preliminary discussion.
Definition and Remark 1.13. We give -here and elsewhere -the crossed product C 0 (X) ⋊ G the structure of a trivial G-C * -algebra. Let A be an X ⋊ G-algebra. The multiplication class m A is the class
given by the cycle (A⊗ℓ 2 G, 0), where the right Hilbert A-structure of A⊗ℓ 2 G is the obvious one, and the further module structures are as follows.
Note that there are two G's involved here; one the G which appears in RKK G , the other which appears in the cross product C 0 (X) ⋊ G. To reduce confusion, we refer to the action of the former as the equivariant action. The equivariant action of G on A⊗ℓ 2 G is then given by h(a⊗e g ) = h(a)⊗e gh −1 . The C 0 (X)-structure is by multiplication in the A factor.
The representation of the crossed product is given by the covariant pair
One easily checks that this is a covariant pair. The left actions of C 0 (X) ⋊ G and of C 0 (X) clearly commute, and, finally, the * -homomorphism C 0 (X)⋊G → B A⊗ℓ 2 G) is equivariant -that is, where C 0 (X) ⋊ G acts as G-invariant operators on A⊗ℓ 2 G. Hence we get a cycle as required.
Proof. Apply the explicit description in Remark 1.8. We get the completion of C 0 (X)⊗CG with respect to the following inner product:
and the right C 0 (X) ⋊ G-module structure
The left action of C 0 (X) ⋊ G is given by
Let C 0 (X)⊗ℓ 2 G be the completion of the above to a Hilbert module. We define a map W : C 0 (X)⊗ℓ 2 G → C 0 (X)⋊G, where the co-domain has its standard C 0 (X)⋊ G-bimodule structure, by the formula
and
Hence W gives an isometry between the inner product we have defined initially, on C 0 (X)⊗CG, and the usual inner product on the free, rank one Hilbert C 0 (X)⋊G-module.
Similarly, one checks that W conjugates the left C 0 (X) ⋊ G-module structure we have defined above, and the standard one by algebra multiplication.
Therefore the image of the class m C0(X) under the map E C0(X)⋊G,C sends the cycle for the multiplication class, to a cycle which is unitarily equivalent to the standard representative of 1 C0(X) , so that E C0(X)⋊G,C (m C0(X) ) = 1 C0(X) as claimed.
Proof of Proposition 1.12. Consider first the fundamental class ∆. This is accomplished by a direct computation.
To prove this, by Lemma 1.14, it remains to apply the map, from Remark 1.5 (ii),
to the class m C0(X) . A straightforward application of the definition gives the cycle C τ (X)⊗ℓ 2 G, 0 . The left action of C τ (X) is given by ϕ(a⊗e g ) = ϕa⊗e g , the group G acts by h(a⊗e g ) = h(a)⊗e hg . The left action of C 0 (X) ⋊ G is given by the covariant pair
Finally, we take the product of the class of this cycle, with the class D ∈ KK G (C τ (X), C) of Kasparov (see Remark 1.5 (i)). Comparing to the definition in Definition 1.9, we see that the modules are the same. The axioms for a Kasparov product imply that the operator involved in the product is that described in the definition.
The assertion regarding ∆ is similar but slightly more straightforward; we leave its confirmation to the reader.
2. Twisted Schrodinger-type operators and characters of finite groups.
Before proceeding to the Lefschetz theorem, we need to perform an index calculation on Euclidean space R n generalising the computation of the index of the Schrodinger operator d dx ± x on L 2 (R) (one can prove directly by diagonalizing the
that the index is ±1 respectively.) We first explain how first to formulate the problem in R n , then how to solve it using the Atiyah-Singer index theorem [2] . We then state the slight elaboration of the problem which is what is needed in our situation, and sketch how to deal with the elaboration.
The analogue for R n of the harmonic oscillator in dimension 1 is the operator D + X, where
, and X is Clifford multiplication by the form x 1 dx 1 + · · · + x n dx n on R n . The principal symbol of D graded commutes with the action of C τ (R n ) acting by Clifford multiplication on L 2 (Λ * C R n ); furthermore the construction only depends on the metric and so is O(n, R)-equivariant and hence D defines a class
. On the other hand, X determines an unbounded self-adjoint multiplier of C τ (R n ). Since this multiplier depends only on the metric and a choice of point (the origin) in R n , and since this point is fixed by O(n, R), we obtain a class 
of the class [X] .
In what follows, we want to appeal to Atiyah and Singer [2] . To make this easier, we eliminate Clifford algebras from the picture, using the tangent bundle instead, for C τ (R n ) and C 0 (T R n ) are KK O(n,R) -equivalent. Under this isomorphism, [D] becomes the class [/ D] of the Dolbeault operator on T R n ∼ = C n , and X becomes in the notation of Atiyah-Singer the class
, where j 0 : { * } → R n is the inclusion of the O(n, R)-fixed point, the origin of R n . The map
given by Kasparov product with the class of the Dolbeault operator is equivalent to (2.2). The notation ind
we use is based on the fact that (2.3) is precisely the topological index map of Atiyah and Singer.
We have now phrased the problem of computing ind (j 0 !(1)) ∈ R O(n, R) . More generally, suppose that Γ is a finite subgroup of O(n, R), and let A ∈ GL(n, R) be a matrix which commutes with Γ. Then A induces a map
By our remarks above, this composition agrees with taking the equivariant analytic index of the operator D + AX. It turns out that this map admits a very simple description.
Definition 2.1. Let Γ be a finite group and ρ : Γ → O(n, R) an orthogonal representation of Γ. Let A ∈ GL(n, R) commute with Γ. The index character χ (ρ,A) : Γ → Z is the conjugation-invariant function on Γ
The fixed points set of ρ(g) ∈ O(n, R) is of course a linear subspace of R n invariant under A, so the formula makes sense; it is clearly conjugation-invariant. We aim to prove: (1)) , and hence have that
. Of course we recover the fact that D + AX has ordinary Fredholm index equal to the sign of the determinant of A, by evaluating the index character at the identity e ∈ Γ. The quantity we will be interested in for our Lefschetz theorem is the component of the trivial representation in χ (ρ,A) : this is obtained by averaging the character over Γ; thus we derive the formula Corollary 2.3. In the above notation,
where, for a Γ-module V , V Γ denotes fixed points of Γ in V .
The proof of Lemma 2.2 is remarkably simple. Denote the character of Γ corresponding to ind
We aim to compute χ ′ (g). As in Atiyah-Segal [1] , it suffices by reasons of functoriality to assume that Γ =< g >. So let g be fixed in the rest of the discussion, generating the cyclic group Γ.
For convenience, let β W ∈ K 0 Γ (T W ) be the Bott generator, whenever W is a Γ-invariant linear subspace of R n . As is well-known, K 0 Γ (T W ) is a rank-one R(Γ)-module with generator β W . Equivariant Bott periodicity ind
commutes with the module action, and ind Γ t (β W ) = 1 ∈ R(Γ). To be explicit, let σ : π * E → π * E be an odd endomorphism of Z/2-graded bundles, with σ an isomorphism outside of a compact subset of T R n , and so representing a class a
determined by the map R n → R n ⊗ C, (x, ξ) → Ax + iξ (using Clifford multiplication.) Note that as Ax + iξ vanishes only at the origin of T R n , the endomorphism σ is an isomorphism outside of a compact set.
Let F denote the fixed subspace of g and N = F ⊥ . These are two Γ-invariant subspaces. We have a well-known isomorphism
of graded vector spaces, and there is a corresponding isomorphism of (trivial) bundles. Note that F and N are also A-invariant.
If we restrict σ :
to T F , then under the identification (2.6), the endomorphism σ, when restricted to T F , becomes the endomor-
Thus we have the following.
where Λ *
, an alternating sum of finitedimensional Γ-spaces.
Proof. Given the preceding discussion, it is clear that
. Since Γ acts trivially on F (and T F ), if the restriction of A to F has positive determinant, it is homotopic through Γ-equivariant linear linear maps F → F to the identity. If the determinant is negative, it is similarly homotopic to a reflection Q, and it is standard that Q * (β F ) = −β F in non-equivariant K-theory, but then in this case also, because the Γ-action on T F is trivial.
Following a pattern of argumentation in Atiyah-Segal [1] , since g the generator of Γ has no fixed points in N , the class [Λ * C (N )] is a unit in the localization R(Γ) g of the ring R(Γ) at the prime ideal determined by g. (Indeed, this prime ideal consists of all characters which do not vanish at g, while the character corresponding to [Λ *
) For this reason and the above calculation, we see that i *
is an isomorphism after localizing at g (this is a special case of Segal's localization theorem). Since i *
] by the same argumentation with A set equal to the identity, we get that i * F (A * β R n ) = sign det(A |F ) i * F (β R n ) and hence since i * F is an isomorphism after localization at g, that A * (β R n ) = sign det(A |F )β R n after localization at g. Therefore, taking ind Γ t of both sides and using that ind
Evaluation of characters at g passes of course to the localization, and is compatible with evaluation before localization, whence evaluating the above expression at g gives that χ ′ (g) = sign det(A |F ) as required. This proves Lemma 2.2.
The Lefschetz theorem
Let the countable group G act isometrically, properly and co-compactly on the Riemannian manifold X (it follows that X is complete.) Let φ : X → X be a smooth map. We are going to formulate and prove a Lefschetz fixed-point formula in this context using the discussion in Section 1 on Poincaré duality between Λ = C 0 (X)⋊G and Λ = C τ (X)⋊G. To get an endomorphism of the algebra Λ and to be adequate for the formulation of Lefschetz theorem, we need a couple of assumptions on the map φ on the manifold X.
First we require a transversality of φ. Suppose for the moment that the G action on X is free. Then G\X is a manifold, and since φ maps orbits to orbits, we obtain a smooth mapφ : G\X → G\X. In this case, we want to demand thatφ is in general position: that is, that its graph is transverse to the diagonal in G\X × G\X.
By definition of the smooth structure on G\X, this means the following: If x ∈ X, g ∈ G such that φ(gx) = x, then the map
If the G-action is not free, G\X is not a manifold. But the reformulation of the condition thatφ be in general position given above still makes sense. We thus impose the following: Assumption 3.1. For every g ∈ G, the smooth map g • φ : X → X is in general position.
Next we require the following compatibility of the map φ and the G-action on X:
Assumption 3.2. That there is an automorphism ζ : G → G such that
The assumption ensures that the maps f → f • φ and g → ξ(g) constitute a covariant pair for the action of G on C 0 (X). We obtain an automorphism
The abstract Lefschetz theorem (see [6] ) asserts that the Lefschetz number
, and more exactly equals α * (σ 12 * ∆) ∈ KK(C, Λ⊗ Λ).
We thus want to compute the pairing α * (σ 12 * ∆)⊗ Λ⊗ b Λ ∆, where α is as in (3.2) . This by functoriality is the same as σ 12 * ∆⊗ Λ⊗ b Λ α * (∆), which we will focus on instead.
We set
Give F ǫ the structure of a G-space by restricting the following action of G on X ×G:
Let F = F 0 in the above notation, so F = {(x, g) | φ(gx) = x}. Then F ǫ is a neighbourhood of F and F ǫ → F as ǫ → 0. Note also that G leaves F ǫ (and likewise
Let V ǫ be the set of first coordinates of points in
Proof. Suppose (x j ) and (g j ) are sequences in X and G respectively such that φ(g j x j ) = x j , the x j are all distinct, and x j → x 0 for some
, and hence
But since the G-action is proper, there are only finitely many h ∈ G which map x 0 to any fixed, pre-compact neighbourhood of φ(x 0 ). Hence h j = h for some h and almost all j. We may assume h j = h for all j, which gives that g j = g for all j and then φ • g has an accumulation point amongst its fixed points, which contradicts our assumption. This argument proves that V is discrete.
For the second statement, observe that {V ǫ } is a nested sequence whose intersection is V . Using the G-compactness of X, we see that V ǫ is contained in a δ-neighbourhood of V for some δ > 0. By the first statement, the second statement now follows.
Since V is discrete and the G-action on X is co-compact, V splits into finitely many G-orbits. Observe that the set of such orbits has an obvious correspondence with the set (3.5) Fix(φ) := {p ∈ X |φ(ṗ) =ṗ}, whereφ is the induced map G\X → G\X andṗ denotes an orbit of p. Let us denote each G-orbit in V corresponding to each point p ∈ Fix(φ) by V p . The G-set F admits a similar decomposition, F = ⊔F p , where
From this, we get the following. Consider a point gp ∈ V p . Then there exists h ∈ G such that φ(hgp) = gp, and hence φ ζ(g)
The converse of this statement is of course true too. Hence we can write
Similarly, by Lemma 3.3, we get a decomposition
where
The G-action leaves each F p,ǫ (and V p,ǫ ) invariant. Now we will start to describe the pairing σ 12 * ∆⊗ Λ⊗ b Λ α * ∆, First we will describe the Hilbert space (recall Definitions 1.9 and 1.11). It is the tensor product of the right Hilbert Λ⊗ Λ-module E described prior to Definition 1.11, and the Hilbert space L 2 (Λ * C X)⊗ℓ 2 G occurring in connection with the fundamental class ∆, twisted by the automorphism α induced from φ and ζ (see (3.2) ).
After twisting ∆ by α, we obtain the the Hilbert space L 2 (Λ * C X)⊗ℓ 2 G equipped with a twisted representation of Λ⊗ Λ whose explicit form we state for the record (compare with untwisted version in (1.13) and (1.14)): it is given by the pair of covariant pairs: for
Recall that E is the completion of F U⊗ CG with respect to a certain inner product. It follows that the Hilbert space
G with respect to a certain inner product which we do not state here.
Note right away that in (
we have two important relations: from the equivalence relation on the balanced tensor product, we have (1.16 ) to the left hand sides and (3.6) to the right hand sides, we have
and that
We write elements of L 2 τ (F ǫ ) frequently as elementary tensors ξ⊗e g , with ξ ∈ L 2 (Λ * C X) and e g point-mass at g ∈ G.
To each elementary tensor
Note that for ϕ compactly supported,φ is also compactly supported, since G acts properly on X. The assignment
is not well-defined. For in E⊗L 2 (Λ * C X)⊗ℓ 2 G we have the relations (3.7) and (3.8), whereas the element of L 2 τ (F ǫ ) assigned by (3.11) to the element on the right hand side of (3.8) is given by (3.12)φg 1 (ξ)(1⊗e g2g
If, however, we compose (3.12) with translation by g 1 in the sense of the action (3.4), then we get
On the other hand, the linear span of the elements of the form g
) is easily seen -by an application of the Tietze extension theoremto be dense in
G , where the latter is the Hilbert space of fixed points of G in L 2 τ (F ǫ ), which equipped with an appropriate inner product whose explicit formula can be derived from the inner product on
Therefore, using earlier observations on the sets F p , V p , F p,ǫ and V p,ǫ , (3.14) (3.4) , and also since one can consider
where g runs in the set of representatives of orbits in L p under the twisted conjugation by K p and Γ p,g ⊂ K p denotes the stabilizer of g under this action. Thus we have, putting all together,
where g and Γ p,g are as above for each p ∈ Fix(φ) (3.5) and Σ denotes the set of choices of such (p, g) (note that it is the same set Σ in Theorem 0.1 from the introduction).
Note 3.4. Note that Γ p,g fixes the point p and also recall from Lemma 3.3 that the set V p,ǫ,id is contained in a δ-ball around the point p for some δ > 0.
So we have described the Hilbert space for the pairing ∆⊗ Λ⊗ b Λ α * ∆. Now we will look at the corresponding operator. Recall operators F and θ G from Definitions 1.9 and 1.11. Under the identification (3.14), the operator θ G⊗ 1 on E⊗ Λ⊗ b Λ L 2 (Λ * C X)⊗ℓ 2 G corresponds first to the operator of multiplication by the
Similar considerations apply to the operator F . So we have operatorsθ and
Therefore under these identifications on Hilbert spaces, the operator, H, of ∆⊗ Λ⊗ b Λ α * ∆ will be a direct sum of operators, H p , each of which is the Kasparov product of such operatorsθ and
Γp,g , where H p,g is the Kasparov product of θ g :=θ(−, g) and F ; thus θ g is the vector field θ g (x) = θ G (φ(gx), x), which vanishes at p.
Finally, to get the corresponding integer for the class ∆⊗ Λ⊗ b Λ α * ∆ ∈ KK(C, C) ∼ = Z, we want to compute the index of the operator H, which is the sum of indexes of H p,g for all (p, g) ∈ Σ. That is,
To compute Ind(H p,g ), we linearize using the exponential map so that we are considering a similar problem in Euclidean space. We can do this from the observation in Note 3.4. Then the group Γ p,g acts on Proof of Theorem 0.1. The above theorem together with the abstract Lefschetz theorem of [6] proves our Lefschetz fixed point theorem.
We now discuss an example.
Example 3.6. Let G ∼ = Z⋊Z/2Z be the infinite dihedral group. It is the subgroup of Iso(R) generated by u(x) = −x and w(x) = x + 1. It has the relation uwu = w −1 , and has two conjugacy classes of finite subgroups K 1 :=< u >= Stab G (0), and K 2 :=< wu >= Stab G ( Let ζ : G → G be ζ(u) = uw and ζ(w) = w −1 . Then ζ extends to an automorphism of G, and φ ζ(x) = gφ(x) is easily checked for g = w, u, so that we get a covariant pair. The map φ has one fixed orbit, which is1 4 ; note that φ itself fixes 1 4 . The derivative at this point is −1, so that we get a positive sign attached to this point. Since1 4 has no isotropy in G, we only get a contribution of +1 from this fixed orbit: the local side of the Lefschetz formula is equal to 1. On the global side, since ζ(K 1 ) = K 2 , there is no tracial contribution from the summands Zp 1 Zp 2 , and therefore tr s (α * ) = 1, with α : C 0 (R) ⋊ G → C 0 (R) ⋊ G the induced automorphism.
For a second example, let ζ be the identity. Let φ be a small perturbation of the identity map R → R which can be roughly described as follows. Firstly, φ maps the interval [0, , and has derivative zero at both these points. It also fixes the point 1 4 , and has derivative rather large at this point (in particular greater than 1.) Finally, φ is extended to a G-equivariant map R → R in the obvious way.
Clearly φ is proper G-homotopic to the identity, so its graded trace on K-theory is 3. It has three fixed orbits0,1 4 , and1 2 , which are actually fixed points in R. The first and third of these come with a positive sign, and are weighted by the number of conjugacy classes (i.e. the number of elements) in the isotropy groups K 1 and K 2 of these points. We thus get a contribution of (1 + 1) + (1 + 1) = 4 from the first and third fixed points, and, since1 4 has no isotropy, and φ ′ ( 1 4 ) > 1, we get a contribution of −1 from the second fixed point, with a net contribution of 3, as required.
On the other hand, if we change the above map φ just to have now large derivatives at 0 and 
