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Abstract—This paper presents a parallel data-driven strategy
to identify finite-dimensional functional spaces invariant under
the Koopman operator associated to an unknown dynamical
system. We build on the Symmetric Subspace Decomposition
(SSD) algorithm, a centralized method that provably finds the
maximal Koopman-invariant subspace and all Koopman eigen-
functions in an arbitrary finite-dimensional functional space.
A network of processors, each aware of a common dictionary
of functions and equipped with a local set of data snapshots
about the dynamics, repeatedly interact with each other over
a directed communication graph. Each processor receives its
neighbors’ estimates of the invariant dictionary and refines
its own estimate by applying SSD with its local data on the
intersection of the subspaces spanned by its own dictionary and
the neighbors’ dictionaries. We identify conditions on the network
topology under which the P-SSD algorithm correctly identifies
the maximal Koopman-invariant subspace in the span of the
original dictionary, and characterize its time, computational, and
communication complexity. Also, we show that it is robust against
communication failures and packet drops.
I. INTRODUCTION
Advances in processing and computation have led to nu-
merous opportunities to enhance our understanding of com-
plex dynamic behaviors. These opportunities, in turn, have
challenged researchers to explore alternative representations of
dynamical systems that take advantage of novel technologies.
The Koopman operator is one such representation: rather than
reasoning over trajectories, the operator describes the effect of
the dynamics on functions defined over the state space. The
Koopman operator is appealing for data-driven identification of
dynamical phenomena since it is always linear, independently
of the structure of the underlying dynamics. This explains,
for instance, the significant insights into the physical laws
governing the system provided by its eigenfunctions. Linearity
provides an advantage over other data-driven learning meth-
ods such as neural networks and statistical methods, which
often lead to highly nonlinear models. Despite its appealing
advantages, the infinite-dimensional nature of the Koopman
operator prevents the use of efficient algorithms developed
for digital computers. One can circumvent this by finding
finite-dimensional functional spaces that are invariant under
the Koopman operator. Since the action of the operator on
such subspaces is exact, it can be encapsulated in a matrix
product, which leads to fast linear-algebraic methods for
accurate representation of the (unknown) dynamics, with key
implications for model reduction, stability, identification of
stable/unstable manifolds, and control design.
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Literature Review: The Koopman operator is a linear op-
erator that represents the effect of a potentially nonlinear
dynamics on a linear functional space [2], [3]. The eigen-
decomposition of the Koopman operator is particularly well
suited to provide a comprehensive description of dynami-
cal behavior since the Koopman eigenfunctions have linear
temporal evolutions [4], [5]. As an example, [6] provides
several criteria for global asymptotic stability of attractors
based on Koopman eigenfunctions and their corresponding
eigenvalues. Approximations of the Koopman operator and its
eigendecomposition enable identification of nonlinear dynami-
cal systems [7] and model reduction for nonlinear systems [8],
[9], which leads to easier analysis of complex systems such
as fluid flows [10]. The works [11]–[14] provide data-driven
control schemes based on identification of finite-dimensional
linear representations for the Koopman operator associated
with nonlinear systems.
To circumvent the challenges posed by the infinite-
dimensional nature of the Koopman operator regarding the
use of efficient methods compatible with digital computers,
significant research efforts have been devoted to find finite-
dimensional approximations. Dynamic Mode Decomposition
(DMD) [15], [16] is one of the most popular methods. DMD
uses linear algebraic methods to form a linear model based on
the observed data. Extended Dynamic Mode Decomposition
(EDMD) is a generalization of DMD that lifts the states of
the systems to a space spanned by a dictionary of functions
and finds a linear model by solving a data-driven least-squares
problem [17]. Unlike DMD, EDMD provides a way to analyze
the effect of the dynamics on an arbitrary functional space.
Interestingly, EDMD converges [18] to the projection of the
Koopman operator on the subspace spanned by the dictionary
as the number of sampled data goes to infinity. This indicates
the importance of the chosen dictionary in capturing important
information about the Koopman operator. If the dictionary
spans a Koopman-invariant subspace, then the EDMD approxi-
mation is exact; otherwise, EDMD loses information about the
system and might not suitable for long-term prediction due to
errors in the approximation. This observation motivates the
search for methods to identify Koopman-invariant subspaces.
Since Koopman eigenfunctions automatically generate in-
variant subspaces, a number of works have focused the
attention on finding them [14], [19], including the use of
multi-step trajectory predictions [20] and sparsity promoting
methods [21] that prune the EDMD eigendecomposition. The
latter relies on the fact that EDMD captures all the Koopman
eigenfunctions in the span of the dictionary, cf. [22], but not all
identified eigenfunctions using EDMD are actually Koopman
eigenfunctions. The literature contains several methods based
on neural networks that can approximate Koopman-invariant
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2subspaces [23]–[25]. It is worth mentioning that none of the
aforementioned methods provide mathematical guarantees for
the identified subspaces to be Koopman invariant. Our recent
work [22] provides a necessary and sufficient condition for
the identification of functions that evolve linearly according to
the dynamics based on the application of EDMD forward and
backward in time, and establishes conditions on the density
of data sampling to ensure that the identified functions are
Koopman eigenfunctions almost surely. The work also intro-
duces Symmetric Subspace Decomposition (SSD) algorithms
which, should all data be centrally available, provably find
the maximal Koopman-invariant subspace in the span of an
arbitrary finite-dimensional functional space.
Statement of Contributions: We present a parallel data-
driven method to identify Koopman-invariant subspaces and
eigenfunctions associated with a (potentially nonlinear) un-
known discrete-time dynamical system. The proposed algo-
rithm is compatible with parallel processing hardware and
enables fast data processing for real-time applications. Our
starting point is a group of processors communicating through
a directed graph, with each processor aware of a common
dictionary of functions and equipped with a local set of
data snapshots acquired from the dynamics. We introduce the
Parallel Symmetric Subspace Decomposition (P-SSD) algo-
rithm to find the maximal Koopman-invariant subspace and all
the Koopman eigenfunctions in the finite-dimensional linear
functional space spanned by the dictionary. The proposed
strategy has each processor refine its estimate of the invariant
dictionary by iteratively employing the information received
from its neighbors to prune it. We show that the P-SSD
algorithm reaches an equilibrium in a finite number of time
steps for any (possibly time-varying) network topology and
carefully characterize the properties of the agents’ dictionary
iterates along its execution, particularly in what concerns
monotonicity of the associated subspaces. We also establish
that the globally reachable processors in the communication
digraph find the same solution as the SSD algorithm would
if all data was centrally available at a single processor. This
allows us to conclude that the P-SSD algorithm finds the
maximal Koopman-invariant subspace in the space spanned
by the original dictionary if the network topology is strongly
connected. Finally, we conclude by characterizing the algo-
rithm’s time, computational, and communication complexity,
and showing its robustness against communication failures and
packet drops. Simulations illustrate the superior performance
of the proposed strategy over other methods in the literature.
II. PRELIMINARIES
In this section, we introduce the notation used throughout
the paper and present a brief account of Koopman operator
theory and basic definitions from graph theory.
Notation: We use N, N0, R, and C, to denote the sets
of natural, nonnegative integer, real, and complex numbers,
respectively. Given integers a, b we use a mod b to repre-
sent the remainder of division of a by b. Given a matrix
A ∈ Cm×n, we represent its set of rows, set of columns,
number of rows, and number of columns by rows(A), cols(A),
]rows(A), and ]cols(A), respectively. In addition, we denote
its transpose, conjugate transpose, pseudo-inverse, and range
space by AT , AH , A†, and R(A). If A is square, we denote
its inverse by A−1. Given A ∈ Cm×n and B ∈ Cm×d, we
use [A,B] ∈ Cm×(n+d) to represent the matrix created by
concatenating A and B. Given v ∈ Cn, we denote its 2-
norm by ‖v‖2 :=
√
vHv. Given vectors v1, . . . , vk ∈ Cn, we
denote by span{v1, . . . , vk}, the set comprised of all vectors
in the form of c1v1 + · · ·+cnvn with c1, . . . , cn ∈ C. ∠(v, w)
represents the angle between v, w ∈ Rn. For sets S1 and S2,
S1 ⊆ S2 means that S1 is a subset of S2. In addition, we
denote the intersection and union of S1 and S2 by S1 ∩ S2
and S1 ∪ S2, respectively. Given functions f : S2 → S1 and
g : S3 → S2, we denote their composition by f ◦g : S3 → S1.
Koopman Operator: Our exposition here follows [5]. Con-
sider the discrete-time dynamical system
x+ = T (x), (1)
where T :M→M is defined over the state space M⊆ Rn.
The Koopman operator associated with (1) characterizes the
effect of the dynamics on functions (also known as observ-
ables) in a linear functional space F defined from M to C.
If F is closed under composition with T (i.e., f ◦ T ∈ F , for
all f ∈ F), one can define the Koopman operator K : F → F
associated with (1) as
K(f) = f ◦ T.
Since F is a linear space, the Koopman operator is spatially
linear, i.e.,
K(c1f1 + c2f2) = c1K(f1) + c2K(f2), (2)
for every f1, f2 ∈ F and c1, c2 ∈ C. Unlike (1), which
describes the effect of the dynamics on points in the state
space, the Koopman operator describes the effect of the
dynamics on functions in F . If F contains functions that
can describe the states of the system, the Koopman operator
fully describes the evolution of the states in time. One way to
enforce this richness criteria is to include the state observables
fi(x) := xi in the space F for all i ∈ {1, . . . , n}. This
condition, together with its closedness under T , might force F
to be infinite dimensional.
Having a linear operator enables us to define the eigende-
composition of the Koopman operator. Formally, the function
φ ∈ F is an eigenfunction of the Koopman operator associated
with eigenvalue λ ∈ C if
K(φ) = λφ. (3)
The eigenfunctions of the Koopman operator evolve linearly
in time, i.e., φ(x+) = (φ ◦ T )(x) = K(φ)(x) = λφ(x). This
temporal linearity in conjunction with the spatial linearity
in (2) render the spectral properties of the Koopman operator
a powerful tool in analyzing nonlinear dynamical systems.
Formally, given a function
f =
Nk∑
i=1
ciφi, (4)
where {φi}Nki=1 are Koopman eigenfunctions with eigenvalues
{λi}Nki=1 and {ci}Nki=1 ⊂ C, one can use the spectral properties
3of the Koopman operator and describe the temporal evolution
of f according to the dynamics as
f(x(k)) =
Nk∑
i=1
ciλ
k
i φi(x(0)), ∀k ∈ N. (5)
It is important to note that due to the infinite-dimensional na-
ture of the Koopman operator, one might need infinitely many
eigenfunctions to describe an arbitrary function in a linear
manner. One way to avoid this infinite-dimensionality problem
is to analyze the functions in finite-dimensional subspaces that
are invariant under the application of the Koopman operator.
A subspace S ⊆ F is Koopman invariant if K(f) ∈ S for
all f ∈ S . Moreover, S ⊆ P is the maximal Koopman-
invariant subspace of P if S is Koopman invariant and, for
every Koopman-invariant subspace L ⊆ P , we have L ⊆ S.
Graph Theory: Our exposition here mainly follows [26],
[27]. Given a set V comprised of m nodes and a set E ⊆ V×V
comprised of ordered pairs of nodes called edges, the pair
G = (V,E) defines a directed graph (digraph) on nodes V
and edges E. We say node i is an in-neighbor of node j
and node j is an out-neighbor of node i if (i, j) ∈ E. We
denote by Nin(i) and Nout(i) the sets of in- and out-neighbors
of i, respectively. A directed path with length l is an ordered
sequence of l+1 nodes such that the ordered pair of every two
consecutive nodes is an edge of the digraph. A path is closed if
its first and last nodes are the same. A node is called globally
reachable if there is a directed path from every other node to it.
A digraph is strongly connected if all of its nodes are globally
reachable. Given two nodes i, j in a digraph, the distance from
i to j, denoted dist(i, j), is the length of the shortest directed
path from i to j. If there is no such directed path, the distance
is ∞. Given two digraphs G1 = (V,E1) and G2 = (V,E2),
we define their composition as G2 ◦ G1 = (V,E◦) such that
E◦ = {(i, j) | ∃k ∈ V with (i, k) ∈ E1 ∧ (k, j) ∈ E2}.
A finite sequence of digraphs {Gi = (V,Ei)}ki=1 is jointly
strongly connected if Gk ◦ · · · ◦ G1 is strongly connected.
An infinite sequence of digraphs (or a time-varying digraph)
{Gi = (V,Ei)}∞i=1 is repeatedly jointly strongly connected if
there exists l, τ ∈ N such that for every k ∈ N0, the sequence
of digraphs {Gτ+kl+j}l−1j=0 is jointly strongly connected.
III. PROBLEM STATEMENT
Given an arbitrary finite-dimensional functional space P
defined on a state space M, our goal is to design efficient
data-driven algorithms that are able to identify the maximal
Koopman-invariant subspace in P associated with a dynamical
system whose explicit model is unknown. To do so, we rely
on data collected about the dynamical behavior of the system
and aim to ensure that the proposed methods are compatible
with parallel processing hardware.
We start by defining the concepts of data snapshots and
dictionary. We represent by X,Y ∈ RN×n matrices comprised
of N data snapshots acquired from system (1) such that xTi
and yTi , the ith rows of X and Y , satisfy
yi = T (xi), ∀i ∈ {1, . . . , N}.
Moreover, we define a dictionary D :M→ R1×Nd
D(x) = [d1(x), . . . , dNd(x)],
comprised of Nd real-valued functions d1, . . . , dNd defined
on M with span{d1, . . . , dNd} = P . Note that, one can
completely characterize any dictionary D˜ with elements in
span{d1, . . . , dNd} by a matrix C with Nd rows as D˜(x) =
D(x)C. The effect of the dictionary on data matrices is
D(X) = [D(x1)
T , . . . , D(xN )
T ]T ∈ RN×Nd .
Throughout the paper, we operate under the following
standard assumption on dictionary matrices.
Assumption 3.1: (Full Column Rank Dictionary Matrices):
The matrices D(X) and D(Y ) have full column rank. 
Assumption 3.1 requires the dictionary functions to be
linearly independent and the data snapshots to be diverse
enough to capture the important features of the dynamics.
We consider a group of M processors or agents that
communicate according to a digraph G. Every agent is aware
of the dictionary. We assume the data snapshots X , Y are
distributed among the processors, forming the dictionary snap-
shots D(Xi), D(Yi) for each agent i ∈ {1, . . . ,M} such that
M⋃
i=1
rows([D(Xi), D(Yi)]) = rows([D(X), D(Y )]).
Local data snapshots might be available at the agent as a result
of distributed acquisition or because the global data has been
partitioned among the processors. The latter can be done in
different ways, including partitioning in a way that minimizes
the maximum time taken for each agent to finish one iteration
of calculation. For homogeneous processors, this can be done
by uploading the signature data sets to agents and evenly
distributing the rest of the data among them.
The processors share a small portion of dictionary snap-
shots, D(Xs) and D(Ys) with full column rank, called the sig-
nature dictionary matrices (note that one can build signature
dictionary snapshots with no more than 2Nd rows according
to Assumption 3.1). Hence, we have
rows([D(Xs), D(Ys)]) ⊆ rows([D(Xi), D(Yi)]).
Interestingly, for our forthcoming results, the processors do
not need to be aware of which data points correspond to the
signature snapshots.
Problem Statement: Given a group of M processors com-
municating according to a network, the dictionary D =
[d1, . . . , dNd ], and the data snapshots X,Y ∈ RN×n, we
aim to design a parallel algorithm that is able to identify
the dictionary D˜ spanning the maximal Koopman-invariant
subspace in span{d1, . . . , dNd}. The processors must only rely
on the their local data and communication with their neighbors
to achieve this goal.
In general, the action of Koopman operator on the functional
space P = span{d1, . . . , dNd} is not invariant, meaning
that one needs to project back to P the image under K of
functions in P , thereby introducing error. Instead, the image of
functions belonging to the identified invariant subspace under
the Koopman operator remains in the subspace, avoiding the
need for the projection and therefore eliminating the source
of approximation error. Throughout the paper, we use existing
data-driven methods that are not specifically designed to work
with noisy data. Hence, one might need to pre-process the data
before applying the proposed algorithms.
4IV. PARALLEL SYMMETRIC SUBSPACE DECOMPOSITION
This section presents a parallel algorithm to identify the
dictionary D˜ spanning the maximal Koopman-invariant sub-
space in span{d1, . . . , dNd}, as stated in Section III. We start
by noting that the invariance of D˜ implies that R(D˜(x+)) =
R(D˜(x)), for all x ∈M. This gets reflected in the data as
R(D˜(Y )) = R(D˜(X)).
Using the fact that D˜ is fully characterized by a matrix C with
D˜(x) = D(x)C, this equation can be rewritten as
R(D(Y )C) = R(D(X)C). (6)
Hence, the problem of finding the maximal Koopman-invariant
subspace can be formulated in algebraic terms by looking
for the full column rank matrix C with maximum number
of columns such that (6) holds.
Algorithm 1 Symmetric Subspace Decomposition
1: Initialization
2: i← 1, A1 ← D(X), B1 ← D(Y ), CSSD ← INd
3: while 1 do
4:
[
ZAi
ZBi
]
← null([Ai, Bi]) . Basis for the null space
5: if null([Ai, Bi]) = ∅ then
6: return 0 . The basis does not exist
7: break
8: end if
9: if ]rows(ZAi ) ≤ ]cols(ZAi ) then
10: return CSSD . The procedure is complete
11: break
12: end if
13: CSSD ← CSSDZAi . Reduce the subspace
14: Ai+1 ← AiZAi , Bi+1 ← BiZAi , i← i+ 1
15: end while
When all the data is available at a single processor, the
Symmetric Subspace Decomposition (SSD) algorithm pro-
posed in [22], cf. Algorithm 1, is a centralized procedure that
identifies D˜ by iteratively pruning the original dictionary to
enforce (6) (for reference, Appendix A summarizes the main
properties of SSD). Here, we build on the SSD algorithm to
address the problem laid out in Section III, i.e., identifying D˜
by means of a parallel strategy, either because the data is
not centrally available at a single processor or, even if it is,
because its implementation over multiple processors speeds up
the identification. Our algorithm, termed Parallel Symmetric
Subspace Decomposition1 (P-SSD), cf. Algorithm 2, has each
processor use SSD on its local data and prune its subspace
using the estimates of the invariant dictionary communicated
by its neighbors. The following is an informal description of
the algorithm steps:
Informal description of P-SSD: Given dictionary
snapshots D(X), D(Y ) distributed over M pro-
cessors communicating over a network, each agent
iteratively: (i) receives its neighbors’ estimates of the
1The function basis(A) returns a matrix whose columns provide a basis
for A. If A = {0}, then basis(A) returns 0. Moreover, ]cols(0) = 0.
invariant dictionary, (ii) uses the SSD algorithm to
identify the largest invariant subspace (according to
the local data) in the intersection of its dictionary
and its neighbors’ dictionaries, (iii) chooses a basis
for the identified subspace as its own dictionary, and
(iv) transmits that dictionary to its neighbors.
The proposed P-SSD algorithm builds on the observation that
the subspaces identified by SSD are monotone non-increasing
with respect to the addition of data (Lemma A.2), i.e., the
dimension of the identified subspace does not increase when
we add more data.
Algorithm 2 Parallel Symmetric Subspace Decomposition
Each agent i executes:
1: k ← 0, Ci0 ← INd , flagi0 ← 0
2: while 1 do
3: k ← k + 1
4: Receive Cjk−1, ∀j ∈ N kin(i)
5: Dik ← basis
(⋂
j∈{i}∪Nkin(i)R(C
j
k−1)
)
6: Eik ← SSD(D(Xi)Dik, D(Yi)Dik)
7: if ]cols(DikEik) < ]cols(Cik−1) then
8: Cik ← DikEik . The subspace gets smaller
9: flagik ← 0
10: else
11: Cik ← Cik−1 . The subspace does not change
12: flagik ← 1
13: end if
14: Transmit Cik to out-neighbors
15: end while
A. Equilibria and Termination of P-SSD
Here, we define the concept of equilibria of the P-SSD
algorithm and discuss how to detect whether the agents have
attained one (we refer to this as termination). Viewing the
algorithm as a discrete-time dynamical system, we start by
defining the concept of equilibrium.
Definition 4.1: (Equilibrium): The agent matrices Cik, i ∈
{1, . . . ,M} in Algorithm 2 are an equilibrium of P-SSD at
time k ∈ N if Cip = Cik for all p > k and all i ∈ {1, . . . ,M}.
Note that, after reaching an equilibrium, the subspaces
identified by the agents do not change anymore. The next result
shows that the P-SSD algorithm always reaches an equilibrium
in a finite number of iterations.
Proposition 4.2: (Reaching Equilibrium in a Finite Number
of Iterations): The P-SSD algorithm executed over any (possi-
bly time-varying) digraph reaches an equilibrium after a finite
number of iterations.
Proof: We prove the result by contradiction. Suppose
that the algorithm never reaches an equilibrium, i.e., there
exists an increasing sequence {kp}∞p=1 ⊆ N0 such that, at
iteration kp, at least an agent j ∈ {1, . . . ,M} executes
Steps 7-9 in Algorithm 2. Hence, ]cols(Cjkp+1) < ]cols(C
j
kp
).
Consequently, using the fact that the number of columns for
the matrix of each agent is non-increasing in time (since they
5execute either Step 8 or Step 11 of Algorithm 2) and the fact
that kp+1 ≥ kp + 1, one can write
M∑
i=1
]cols(Cikp+1) <
M∑
i=1
]cols(Cikp), ∀p ∈ N.
Since
∑M
i=1 ]cols(C
i
0) = MNd, this equation implies that, for
p > MNd + 1,
∑M
i=1 ]cols(C
i
kp
) < 0, a contradiction.
Since the algorithm runs in parallel, we need a mechanism
to detect if the P-SSD algorithm has reached an equilibrium.
The flag variables carry out this task.
Proposition 4.3: (Equilibria is Detected by Flag Variables
in Time Invariant Digraphs): Given a time-invariant network
and under the P-SSD algorithm, flagil = 1 for some l ∈ N
and for every i ∈ {1, . . . ,M} if and only if Cik = Cil−1 and
flagik = 1 for every i ∈ {1, . . . ,M} and every k ≥ l.
Proof: The implication from right to left is straightfor-
ward (simply put k = l). To prove the other implication, we
use strong induction. By hypothesis, flagil = 1 for every i ∈
{1, . . . ,M} and the P-SSD algorithm has executed Steps 11-
12 at iteration l. Hence, Cil = C
i
l−1 for all i ∈ {1, . . . ,M}.
Now suppose that for every i ∈ {1, . . . ,M}
flagik = 1, C
i
k = C
i
l−1, ∀k ∈ {l + 1, l + 2, . . . , p}. (7)
We need to prove that for every i ∈ {1, . . . ,M}
flagip+1 = 1, C
i
p+1 = C
i
l−1.
Noting that the network is time-invariant, based on Step 5 of
Algorithm 2 at iteration p+ 1 and the fact that Cip = C
i
p−1 =
Cil−1 for every i ∈ {1, . . . ,M}, we have Dip+1 = Dip = Dil−1
for every i ∈ {1, . . . ,M}. Similarly, Eip+1 = Eip = Eil−1 for
every i ∈ {1, . . . ,M}. As a result,
]cols(Dip+1E
i
p+1) = ]cols(D
i
pE
i
p), (8)
for all i ∈ {1, . . . ,M}. Based on the algorithm and (7),
]cols(DipE
i
p) ≥ ]cols(Cip−1) = ]cols(Cil−1), (9)
for all i ∈ {1, . . . ,M}. Using (8), (9), and the fact that
]cols(Cip) = ]cols(C
i
l−1), we have
]cols(Dip+1E
i
p+1) ≥ ]cols(Cip),
for all i ∈ {1, . . . ,M}. Consequently, the algorithm executes
Steps 11-12 for every agent and we have
flagip+1 = 1, C
i
p+1 = C
i
l−1,
for all i ∈ {1, . . . ,M}, which concludes the proof.
Note that the flags detect an equilibrium with one time-step
delay. We say that the P-SSD algorithm has terminated at step
k if flagik = 1 for all i ∈ {1, . . . ,M}.
Remark 4.4: (Termination of the P-SSD Algorithm): We
point out that one may consider different notions of termina-
tion for P-SSD: (i) the algorithm reaches an equilibrium, i.e.,
the agents continue their calculations but do not change their
outputs; (ii) based on Proposition 4.3, a user external to the
parallel processing hardware terminates the algorithm when∏M
i=1 flag
i
k = 1 for some k ∈ N; (iii) agents use distributed
halting algorithms [28], [29] to decide when to terminate based
on their output and flags. Here, we only employ (i) and (ii) as
appropriate and do not implement (iii) for space reasons. 
B. Properties of Agents’ Matrix Iterates along P-SSD
Here we characterize important properties of the matrices
computed by the agents at each iteration of the P-SSD al-
gorithm. The results provided in this section hold for any
(including time-varying) communication network topology.
The next result characterizes basic properties of the agents’
matrix iterates.
Theorem 4.5: (Properties of Agents’ Matrix Iterates): Un-
der the P-SSD algorithm and for any (possibly time-varying)
digraph, for each i ∈ {1, . . . ,M},
(a) for all k ∈ N0, Cik is zero or has full column rank;
(b) for all k ∈ N, R(DikEik) = R(Cik);
(c) for all k ∈ N, R(D(Xi)Cik) = R(D(Yi)Cik).
Proof: Consider an arbitrary i ∈ {1, . . . ,M}. We prove
(a) by induction. For k = 0, Ci0 = INd . Now, suppose that C
i
k
is zero or has full column rank, and let us show the same fact
for k+ 1. Note that, if Dik+1 = 0 or E
i
k+1 = 0, then C
i
k+1 =
0 and the result follows. Now, suppose that Dik+1 6= 0 and
Eik+1 6= 0. Based on definition of basis and Theorem A.1(a),
Dik+1 and E
i
k+1 have full column rank. Note that the algorithm
either executes Step 8 or executes Step 11. Hence, Cik+1 =
Dik+1E
i
k+1 or C
i
k+1 = C
i
k. Consequently, one can deduce that
Cik+1 has full column rank (C
i
k 6= 0 since Dik+1 6= 0, hence
Cik has full column rank), establishing (a).
Next, we show (b). If the algorithm executes Step 8 at
iteration k, then Cik = D
i
kE
i
k and consequently R(DikEik) =
R(Cik). Suppose instead that the algorithm executes Step 11,
and consequently Cik = C
i
k−1. For the case C
i
k = 0, using
Step 7, we deduce DikE
i
k = 0 and the statement follows.
Assume then that Cik 6= 0 and hence it has full column rank
as a result of (a). Consequently, Dik 6= 0, Eik 6= 0. Also, they
have full column rank based on definition of basis function and
Theorem A.1(a). Moreover, R(DikEik) ⊆ R(Dik) ⊆ R(Cik−1)
and since the matrices have full column rank, ]cols(DikE
i
k) ≤
]cols(Dik) ≤ ]cols(Cik−1). In addition, and based on Step 7,
we have ]cols(DikE
i
k) ≥ ]cols(Cik−1). Therefore,
]cols(DikE
i
k) = ]cols(D
i
k) = ]cols(C
i
k−1). (10)
We can use ]rows(Eik) = ]cols(D
i
k) and ]cols(D
i
kE
i
k) =
]cols(Eik) in conjunction with (10) to deduce that E
i
k is square
and nonsingular (since it has full column rank). Consequently,
R(Dik) = R(DikEik).
This fact, in combination with R(Dik) ⊆ R(Cik−1), yields
R(DikEik) ⊆ R(Cik−1). (11)
Moreover, since Dik, E
i
k, and C
i
k−1 have full column rank, one
can use (10) and (11) to deduce that R(DikEik) = R(Cik−1).
Finally, since Cik = C
i
k−1, we have R(DikEik) = R(Cik),
which shows (b).
To show (c), from Step 6 of the algorithm and Theo-
rem A.1(a), for each i ∈ {1, . . . ,M} and each k ∈ N,
R(D(Xi)DikEik) = R(D(Yi)DikEik).
Based on part (b) and the fact that D(Xi), D(Yi) have full
column rank, one can deduce R(D(Xi)Cik) = R(D(Yi)Cik),
concluding the proof.
6Remark 4.6: (Computation of the basis Function with
Finite-Precision Machines): Based on Theorem 4.5(a), we
provide here a practical way of implementing the basis
function. Since the matrices Cik are either full rank or zero,
instead of working with their range space, one can work
directly with the matrices themselves. Here, we compute
iteratively the output of the basis function for the input
matrices. Given the full column-rank matrices A1, A2, we find
basis(R(A1) ∩ R(A2)) using [22, Lemma A.1] by finding
the null space of [A1, A2] (if one of the matrices is equal to
zero, then basis(R(A1) ∩ R(A2)) = 0). This procedure can
be implemented iteratively for i ≥ 2 by noting
basis
( i+1⋂
j=1
R(Ai)
)
= basis
(
R
(
basis
( i⋂
j=1
R(Ai)
))⋂
R(Ai+1)
)
.
When implemented on digital computers, this might lead to
small errors affecting the null space of [A1, A2]. To avoid this
problem, given the singular values σ1 ≥ · · · ≥ σl of [A1, A2]
and a tuning parameter  > 0, we compute k as the minimum
integer satisfying ∑l
j=k σ
2
j∑l
j=1 σ
2
j
≤ ,
and then set σk = · · · = σl = 0. The parameter  tunes the
sensitivity of the implementation. 
Next, we show that the range space identified by an agent
at any time step is contained into the range space identified
by that agent and its neighbors in the previous time step.
Lemma 4.7: (Subspace Monotonicity of Agents’ Matrix It-
erates): Under the P-SSD algorithm and for any (possibly
time-varying) digraph, at each iteration k ∈ N, it holds
that R(Cik) ⊆ R(Cjk−1) for all i ∈ {1, . . . ,M} and all
j ∈ {i} ∪ N kin(i).
Proof: Let i ∈ {1, . . . ,M}. The case Cik = 0 is trivial, so
consider instead the case Cik 6= 0. This implies that Dik 6= 0
and Eik 6= 0, with both having full column rank based on
definition of the basis function and Theorem A.1(a). Note that
R(DikEik) ⊆ R(Dik) and, by definition, R(Dik) ⊆ R(Cjk−1)
for every j ∈ {i} ∪ N kin(i). The result now follows by noting
that R(DikEik) = R(Cik) (cf. Theorem 4.5(b)).
We conclude this section by showing that the range space of
the agents’ matrix iterates contain the SSD subspace, i.e., the
subspace identified by the SSD algorithm when all the data is
available at once at a single processor.
Proposition 4.8: (Inclusion of SSD Subspace by Agents’
Matrix Iterates): Let CSSD = SSD(D(X), D(Y )) be the out-
put of the SSD algorithm applied on D(X), D(Y ). Under the
P-SSD algorithm and for any (possibly time-varying) digraph,
at each iteration k ∈ N0, it holds that R(CSSD) ⊆ R(Cik) for
all i ∈ {1, . . . ,M}.
Proof: The case CSSD = 0 is trivial. Suppose that
CSSD 6= 0. We prove the argument by induction. Since
Ci0 = INd for all i ∈ {1, . . . ,M}, we have
R(CSSD) ⊆ R(Ci0) = RNd , ∀i ∈ {1, . . . ,M}.
Now, suppose that
R(CSSD) ⊆ R(Cik), ∀i ∈ {1, . . . ,M}, (12)
and let us prove the same inclusion for k+1. Based on Step 5
in Algorithm 2, one can write
R(Dik+1) =
⋂
j∈{i}∪Nk+1in (i)
R(Cjk), ∀i ∈ {1, . . . ,M}. (13)
Using (12) and (13), we get R(CSSD) ⊆ R(Dik+1) for every
i ∈ {1, . . . ,M}. Moreover, since both Dik+1 and CSSD have
full column rank (the first, based on its definition and the
second based on Theorem A.1(a)), one can find matrices
F ik+1, i ∈ {1, . . . ,M} with full column rank such that
CSSD = D
i
k+1F
i
k+1, ∀i ∈ {1, . . . ,M}. (14)
From Theorem A.1(a), we have R(D(X)CSSD) =
R(D(Y )CSSD). Hence, since rows([D(Xi), D(Yi)]) ⊆
rows([D(X), D(Y )]) for every i ∈ {1, . . . ,M}, we deduce
R(D(Xi)CSSD) = R(D(Yi)CSSD). (15)
Combining (14) and (15), we obtain
R(D(Xi)Dik+1F ik+1) = R(D(Yi)Dik+1F ik+1), (16)
for every i ∈ {1, . . . ,M}. Now, by Step 6 of Algorithm 2, for
every i ∈ {1, . . . ,M},
Eik+1 = SSD(D(Xi)D
i
k+1, D(Yi)D
i
k+1).
Using Theorem A.1(b) with the dictionary D(x)Dik+1 and data
D(Xi), D(Yi), we deduce
R(F ik+1) ⊆ R(Eik+1),∀i ∈ {1, . . . ,M}.
Combining this with [22, Lemma A.2] and (14), we get
R(CSSD) = R(Dik+1F ik+1) ⊆ R(Dik+1Eik+1), (17)
for every i ∈ {1, . . . ,M}. According to Algorithm 2, either
Cik+1 = C
i
k (Step 11) or C
i
k+1 = D
i
k+1E
i
k+1 (Step 8).
Using (12) in the former case and (17) in the latter, we
conclude R(CSSD) ⊆ R(Cik+1), for all i ∈ {1, . . . ,M}.
V. EQUIVALENCE OF P-SSD AND SSD
In this section, we study under what conditions on the di-
graph’s connectivity, the P-SSD algorithm is equivalent to the
SSD algorithm, i.e., it finds the maximal Koopman-invariant
subspace contained in the span of the original dictionary. We
start by studying the relationship between the matrix iterates
and local data of the agents at the beginning and end of a
directed path in the digraph.
Proposition 5.1: (Relationship of Agents’ Matrices and Lo-
cal Data Along Directed Paths): Given an arbitrary constant
digraph, let P be a directed path of length l from node j to
node i. Then, under the P-SSD algorithm, for each iteration
k ∈ N and all q ≥ k + l,
R(Ciq) ⊆ R(Cjk), (18a)
R(D(Xj)Ciq) = R(D(Yj)Ciq). (18b)
Proof: To prove (18a), we label each node on the path
P by p1 through pl+1, with p1 corresponding to node j and
7pl+1 corresponding to node i (note that a node will have more
than one label if it appears more than once in the path, which
does not affect the argument). Based on Lemma 4.7, for all
k ∈ N, one can write
R(Cpm+1k+m ) ⊆ R(Cpmk+m−1), ∀m ∈ {1, . . . , l}.
Using this equation l times yields
R(Cik+l) ⊆ R(Cjk).
Moreover, using Lemma 4.7 once again for node i, we deduce
R(Ciq) ⊆ R(Cik+l) for every q ≥ k+ l, and the proof follows.
Regarding (18b), the case Ciq = 0 is trivial. Suppose then
that Ciq 6= 0, with full column rank (cf. Theorem 4.5(a)).
Using (18a) and Theorem 4.5(a), we deduce that Cjk also has
full column rank. Therefore, there exists a full column rank
matrix F such that
Ciq = C
j
kF. (19)
From Theorem 4.5(c), we have R(D(Xi)Ciq) = R(D(Yi)Ciq).
Looking at this equation in a row-wise manner and considering
only the signature matrices, one can write
R(D(Xs)CjkF ) = R(D(Ys)CjkF ), (20)
where we have used (19). From Theorem 4.5(c) for agent j,
R(D(Xj)Cjk) = R(D(Yj)Cjk).
Using this equation and given the fact that D(Xj), D(Yj),
and Cjk have full column rank, there must exist a square
nonsingular matrix K such that
D(Yj)C
j
k = D(Xj)C
j
kK. (21)
Looking at this equation in a row-wise manner and considering
only the signature data matrices,
D(Ys)C
j
k = D(Xs)C
j
kK. (22)
Using a similar argument for (20), one can deduce that there
exists a nonsingular square matrix K∗ such that
D(Ys)C
j
kF = D(Xs)C
j
kFK
∗. (23)
Multiplying both sides of (22) from the right by F and
subtracting from (23) results in
D(Xs)C
j
k(FK
∗ −KF ) = 0.
Since D(Xs)C
j
k has full column rank, we deduce FK
∗ =
KF . Now, by multiplying both sides of (21) from the right
by F and replacing KF by FK∗, we can write
D(Yj)C
i
q = D(Yj)C
j
kF = D(Xj)C
j
kFK
∗ = D(Xj)CiqK
∗,
where we have used (19) twice, which shows the result.
Next, we show that globally reachable nodes in the digraph
determine the SSD subspace in a finite number of iterations.
Theorem 5.2: (Globally Reachable Nodes Find the SSD
Subspace): Given an arbitrary constant digraph, let i be a glob-
ally reachable node and define l = maxj∈{1,...,M} dist(j, i).
Then, under the P-SSD algorithm, R(Cik) = R(CSSD) for all
k ≥ l + 1.
Proof: If Cik = 0 for some k ∈ N, then based on
Proposition 4.8 and Theorem A.1(a), we have CSSD = 0
and consequently, R(Cik) = R(CSSD). Now, suppose that
for all k ∈ N, Cik 6= 0 and has full column rank (cf.
Theorem 4.5(a)). Since i is a globally reachable node, for each
node j ∈ {1, . . . ,M} \ {i}, there exists a directed path with
length lj = dist(j, i) < ∞ to node i. Using Proposition 5.1
for j ∈ {1, . . . ,M} \ {i} and Theorem 4.5(c) for agent i , we
can write
R(D(Xj)Cil+1) = R(D(Yj)Cil+1), ∀j ∈ {1, . . . ,M}.
Moreover, since for all j ∈ {1, . . . ,M}, D(Xj), D(Yj), and
Cil+1 have full column rank, there exist nonsingular square
matrices {Kj}Mj=1 such that
D(Yj)C
i
l+1 = D(Xj)C
i
l+1Kj , ∀j ∈ {1, . . . ,M}. (24)
Looking at (24) in a row-wise manner and only considering
the signature data sets, one can write
D(Ys)C
i
l+1 = D(Xs)C
i
l+1Kj , ∀j ∈ {1, . . . ,M}.
For any p 6= q ∈ {1, . . . ,M}, we subtract (24) evaluated at
j = p and at j = q to obtain D(Xs)Cil+1(Kq − Kp) = 0.
Since D(Xs) and Cil+1 have full column rank, this implies
K := K1 = · · · = KM . Looking at (24) in a row-wise manner
and considering the fact that
M⋃
j=1
rows([D(Xj), D(Yj)]) = rows([D(X), D(Y )]),
we deduce D(X)Cil+1K = D(Y )C
i
l+1 and consequently
R(D(X)Cil+1) = R(D(Y )Cil+1).
This, together with Theorem A.1(b), implies R(Cil+1) ⊆
R(CSSD). This inclusion along with Proposition 4.8 yields
R(Cil+1) = R(CSSD). Finally, for every k ≥ l+1, Lemma 4.7
implies R(Cik) ⊆ R(Cil+1) = R(CSSD), which along with
Proposition 4.8 yields R(Cik) = R(CSSD).
Theorem 5.2 shows that the globally reachable nodes iden-
tify the SSD subspace. In the next result, we build on this fact
to derive guarantees for consensus of all agents on the SSD
subspace over strongly connected networks.
Theorem 5.3: (Consensus on SSD Subspace and Time Com-
plexity of P-SSD over Strongly Connected Digraphs): Given a
strongly connected digraph with diameter d,
(a) P-SSD reaches consensus in at most d + 1 iterations.
Moreover, for all k ≥ d+ 1 and all i ∈ {1, . . . ,M},
R(Cik) = R(CSSD),
R(D(X)Cik) = R(D(Y )Cik);
(b) the P-SSD algorithm terminates after at most d + 2
iterations, i.e, flagid+2 = 1 for each i ∈ {1, . . . ,M}.
Proof: Regarding (a), the proof of consensus on the SSD
subspace readily follows from Theorem 5.2 by noting that any
node is globally reachable from any other node through a path
with at most d edges. The rest of the statement is a corollary
of this fact together with Theorem A.1(a).
Regarding (b), one needs to establish that not only the range
space of the agents’ matrices remains the same but also that
8the P-SSD algorithm executes Steps 11-12, which means the
matrices themselves also remain the same and flags become 1.
Note that using (a) we deduce that R(Cid+1) = R(Cid+2) for
all i ∈ {1, . . . ,M}. Hence, if Cid+1 = 0, then Cid+2 = 0, and
the P-SSD algorithm does not execute Steps 8-9 but executes
Steps 11-12 instead. Consequently, flagid+2 = 1 for every
agent i ∈ {1, . . . ,M}. Suppose then that Cid+1 6= 0, with
full column rank based on Theorem 4.5(a), and consequently
CSSD 6= 0 (also with full column rank, cf. Theorem A.1(a)).
Using (a), we then deduce that in Step 5 of the P-SSD
algorithm for agent i at iteration d+ 2, we have R(Did+2) =
R(CSSD). Since Did+2 has full column rank by definition,
R(D(X)Did+2) = R(D(Y )Did+2).
Looking at this equation in a row-wise manner and considering
the fact that rows([D(Xi), D(Yi)]) ⊆ rows([D(X), D(Y )]),
R(D(Xi)Did+2I) = R(D(Yi)Did+2I),
where I is the identity matrix with appropriate size. This fact,
together with definition of Eid+2 in Step 6 of the P-SSD al-
gorithm, implies that R(I) ⊆ R(Eid+2) (cf. Theorem A.1(b)).
Consequently, Eid+2 must be a nonsingular square matrix (cf.
Theorem A.1(a)). Hence,
]cols(Did+2E
i
d+2) = ]cols(D
i
d+2) = ]cols(CSSD) = ]cols(C
i
d+1).
Consequently, the P-SSD algorithm executes Steps 11-12 and
we have Cid+2 = C
i
d+1 and flag
i
d+2 = 1 for every agent i ∈
{1, . . . ,M}, concluding the proof.
In general, the P-SSD algorithm might terminate faster than
the explicit upper bound given in Theorem 5.3. The main
reason for this is that each agent depends on performing SSD
on its own data and usually SSD can identify the maximal
Koopman-invariant subspace in the span of dictionary with a
moderate amount of data. The next remark shows that the
floating point operation (FLOPs) complexity of the P-SSD
algorithm is much lower for each processor that the SSD
algorithm and hence the P-SSD subspace search runs much
faster than SSD.
Remark 5.4: (Floating Point Operation (FLOP) Complexity
of P-SSD): For the (standard) case that N  Nd, let Ni be the
number of data snapshots available to agent i ∈ {1, . . . ,M}.
Considering the fact that the most time consuming operation
in Algorithm 2 is Step 6, one can use [22, Remark 5.2]
and deduce that each iteration of the P-SSD algorithm takes
O(NiN
3
d ) FLOPs for agent i. Based on Theorem 5.3(b), agent
i performs at most O(NiN3dd) to find the SSD subspace. In
case the data is uniformly distributed among the agents, for
each i ∈ {1, . . . ,M},
Ni = O
(
]rows(Xs) +
N − ]rows(Xs)
M
)
= O(N/M),
where in the last equality we have used ]rows(Xs) = O(Nd)
(in fact one can find signature data with ]rows(Xs) ≤ 2Nd
as a consequence of Assumption 3.1). Hence, the FLOPs
complexity of each agent with data uniformly distributed
across the agents is O(dNN3d/M). This gives a factor of d/M
reduction when compared to the FLOP complexity O(NN3d )
of SSD. In practice, our simulations indicate that P-SSD
usually runs drastically faster than the worst-case bound. 
Remark 5.5: (Communication Complexity of P-SSD):
Given a strongly connected digraph with M nodes and
diameter d, agent i transmits |Nout(i)| matrices with
maximum size of Nd × Nd. Thus, considering the real
numbers as basic messages, and using the fact that the
algorithm terminates after at most d + 1 iterations, the
communication complexity of the P-SSD algorithm is
O(dN2d
M∑
i=1
|Nout(i)|) = O(dN2dE),
where E is the number of edges in the digraph. In most
conventional parallel computing units, the processors commu-
nicate through a shared bus. Hence, at iteration k of the P-SSD
algorithm, the ith agent only sends one message comprised of
the matrix Cik to the bus. Therefore, over such networks, the
communication complexity reduces to O(dN2dM). 
VI. ROBUSTNESS AGAINST PACKET DROPS AND
TIME-VARYING NETWORKS
In this section, we investigate the robustness of the P-SSD
algorithm against packet drops in the communication network.
To tackle this problem, we model the network by a time-
varying digraph where a dropped packet from agent i to agent
j at time k ∈ N corresponds to the absence of edge (i, j) at
time k from the digraph at that time. The next result shows that
if the digraph remains repeatedly jointly strongly connected,
the agents executing the P-SSD algorithm reach a consensus
on the SSD subspace in finite time.
Theorem 6.1: (Consensus on SSD Subspace and Finite-
Time Convergence of P-SSD over Repeatedly Jointly Strongly
Connected Digraphs): Given a time-varying repeatedly jointly
strongly connected digraph {Gk = ({1, . . . ,M}, Ek)}∞k=1, the
P-SSD algorithm reaches a consensus equilibrium on the SSD
subspace in finite time, i.e., there exists l ∈ N such that for
every iteration k ≥ l, Cik = Cil for all i ∈ {1, . . . ,M} with
R(C1l ) = R(C2l ) = · · · = R(CMl ) = R(CSSD).
Proof: The fact that the P-SSD algorithm reaches an
equilibrium is a direct consequence of Proposition 4.2, which
states that there exists l ∈ N such that
Cik = C
i
l , ∀k ≥ l, ∀i ∈ {1, . . . ,M}. (25)
Hence, we only need to show that the range spanned by these
matrices corresponds to the SSD subspace. Since the digraph
is repeatedly jointly strongly connected, there exists a closed
“temporal” path after time l that goes through every node of
the digraph. By this we mean that there exist L, time instants
l < k1 < k2 < · · · < kL and node labels p1, . . . , pL covering
all of {1, . . . ,M} (note that some nodes might correspond to
more that one label) such that
(pi, p(i mod L)+1) ∈ Eki , ∀i ∈ {1, . . . , L}.
Using (25), Lemma 4.7 at times {ki}Li=1, and the fact that the
path is closed, we deduce
R(Cp1l ) ⊆ R(CpLl ) ⊆ · · · ⊆ R(Cp2l ) ⊆ R(Cp1l ).
9Hence, R(Cp1l ) = · · · = R(CpLl ). Since the path goes through
every node and (25) again, we arrive at the consensus
R(C1k) = · · · = R(CMk ), ∀k ≥ l. (26)
It remains to show that this consensus is achieved on the
SSD subspace. The inclusion R(CSSD) ⊆ R(Cik) for all
i ∈ {1, . . . ,M} and k ≥ l follows from Proposition 4.8.
To show the other inclusion, first note that if Cik = 0 for
some i ∈ {1, . . . ,M} and k ≥ l, then CSSD = 0 and
the proof follows. Suppose then that Cik’s are nonzero with
full column rank (cf. Theorem 4.5(a)) for k ≥ l. Based on
Theorem 4.5(c), for every i ∈ {1, . . . ,M} and k ≥ l, we have
R(D(Xi)Cik) = R(D(Yi)Cik). Moreover, using (26) and the
fact that all matrices Cik’s have full column rank, we have
R(D(Xi)Cjk) = R(D(Yi)Cjk), ∀i, j ∈ {1, . . . ,M},
for every k ≥ l. Using this equality for j = 1 and k = l,
R(D(Xi)C1l ) = R(D(Yi)C1l ), ∀i ∈ {1, . . . ,M}.
Hence, for every i ∈ {1, . . . ,M} there exists a nonsingular
square matrix Ki such that
D(Xi)C
1
l Ki = D(Yi)C
1
l . (27)
Now, looking at (27) in a row-wise manner, one obtains for
the signature dictionary snapshots, D(Xs)C1l Ki = D(Ys)C
1
l ,
for i ∈ {1, . . . ,M}, and hence
D(Xs)C
1
l (Ki −Kj) = 0, ∀i, j ∈ {1, . . . ,M}.
Since D(Xs) and C1l have full column rank, we have K :=
K1 = · · · = KM . Replacing Ki by K in (27) gives
D(Xi)C
1
l K = D(Yi)C
1
l , ∀i ∈ {1, . . . ,M}.
Looking at this equation in a row-wise manner and since
M⋃
i=1
rows([D(Xi), D(Yi)]) = rows([D(X), D(Y )]),
one can write D(X)C1l K = D(Y )C
1
l and consequently
R(D(X)C1l ) = R(D(Y )C1l ).
Using now Theorem A.1(b), we deduce R(C1l ) ⊆ R(CSSD).
Using (25) and (26), we obtain that R(Cik) = R(C1k) =
R(C1l ) ⊆ R(CSSD), for all i ∈ {1, . . . ,M} and k ≥ l, and
this concludes the proof.
An interesting interpretation of the result in Theorem 6.1
is that, for time-invariant networks subject to failures in the
communication links, as long as the agents re-connect at least
once within some uniform time period, the P-SSD algorithm
identifies the SSD subspace in a finite number of iterations.
Remark 6.2: (Using the Agents’ Matrix Iterates to Find
Maximal Koopman-Invariant Subspaces and Eigenfunctions):
After the agents reach consensus on the SSD subspace, they
can use their computed matrix C instead of CSSD to find
the dictionary D˜(x) = D˜(x)C, for x ∈ M. Any agent
i ∈ {1, . . . ,M} can use its P-SSD matrix to find
KP-SSD = D˜(Xi)
†D˜(Yi) = D˜(Xs)†D˜(Ys).
Note that this is also equal to the square matrix KSSD found by
SSD, cf. (A.3). Importantly, all the results for SSD subspaces
in [22] are also valid for the new dictionary D˜. For space rea-
sons, we omit those results here and only mention that under
some mild conditions on data sampling, D˜(x) spans the max-
imal Koopman-invariant subspace in span(D(x)) and D˜(x)w
is an eigenfunction of the Koopman operator almost surely,
given KP-SSDw = λw with λ ∈ C and w ∈ C]cols(KSSD) \{0}
(see [22, Theorems 5.7-5.8] for more information). 
VII. SIMULATION RESULTS
Here, we provide two examples to demonstrate the proper-
ties and effectiveness of the P-SSD algorithm, and compare
it with the SSD algorithm and Extended Dynamic Mode De-
composition (EDMD). We intentionally use low-dimensional
systems with sparse eigenfunctions to facilitate a complete in-
depth presentation of the results. However, we should point out
that the results are valid for high-dimensional systems with no
conditions on the sparsity of invariant subspaces.
Example 7.1: (Unstable Nonlinear System): Consider the
discrete-time system with state x = [x1, x2],
x+1 = 1.2x1 (28a)
x+2 =
3
√
0.8x32 + 8x
2
1 + 0.1 . (28b)
The system can be transformed into a discrete-time
polyflow [30] by the nonlinear transformation [x1, x2] 7→
[x1, x
3
2]. We aim to find the informative Koopman eigen-
functions and invariant subspaces. we sample N = 106
data snapshots with initial conditions in the state space
M = [−3, 3] × [−3, 3] (dense sampling ensures that the
properties identified here hold almost surely over the whole
state space [22]). We use the dictionary D with Nd = 15
comprised of all distinct monomials up to degree 4 of the
form
∏4
i=1 yi, with yi ∈ {1, x1, x2} for i ∈ {1, . . . , 4}.
To identify the maximal Koopman-invariant subspace in
span(D(x)), we implement the SSD algorithm, and the P-
SSD algorithm with M ∈ {5, 20, 100} agents communicating
according to a directed ring graph with diameter d = M − 1.
For the P-SSD strategy, we use the first 15 data snapshots
in our database as signature data snapshots and distribute the
rest of the data evenly among the agents. Both strategies are
implemented on a single computer using MATLAB R©. We
calculate the time elapsed for each iteration of P-SSD as the
maximum time taken by agents to execute the algorithm in
that iteration using the tic and toc commands. Since we
use finite precision, we apply the approximation provided in
Remark 4.6 with  = 10−12.
For all M ∈ {5, 20, 100}, the P-SSD algorithm reaches the
consensus equilibrium after 1 iteration and terminates (based
on Remark 4.4) after 2 iterations, which is significantly faster
than the bounds provided in Theorem 5.3. We have also ob-
served in simulations that packet drops do not delay consensus.
Both P-SSD and SSD algorithms correctly identify the 7-
dimensional subspace spanned by {1, x1, x21, x31, x32, x41, x1x32}
as the maximal Koopman-invariant subspace in span(D(x)).
Figure 1 shows the time employed by the algorithms to find
it. The P-SSD strategy with M = 5, M = 20, and M = 100,
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Fig. 1: Time elapsed to identify the maximal Koopman-invariant subspace in
span(D) associated with the dynamics (28).
is 80%, 95%, and 99% faster than SSD, respectively. We also
removed the signature snapshots from the agents and observed
that the P-SSD algorithm still correctly identifies the maximal
Koopman-invariant subspace. This is a consequence of the
dense data sampling employed here.
Using the output matrix of any of the agents, cf. Remark 6.2,
we build the invariant dictionary D˜ and matrix KP-SSD.
Table I shows the Koopman eigenfunctions and their corre-
sponding eigenvalues calculated using the eigendecomposition
of KP-SSD. One can verify analytically using (28) that the
eigenfunctions in Table I evolve linearly in time. Even though
the function x2 does not belong to the span of the Koopman-
invariant subspace, the Koopman eigenfunctions fully capture
the behavior of the system since the functions x1 and x32 do
belong. Hence, one can use (5) to predict the evolution of any
function in form of (4) or one simply can use
D˜(x+) = D˜(x)KP-SSD, ∀x ∈M,
to describe the behavior of (28) in a linear way.
TABLE I: Identified eigenfunctions and eigenvalues of the Koopman operator
associated with the dynamics (28).
Eigenfunction Eigenvalue
φ1(x) = 1 λ1 = 1
φ2(x) = x1 λ2 = 1.2
φ3(x) = x21 λ3 = 1.44
φ4(x) = x31 λ4 = 1.728
φ5(x) = 2x32 − 25x21 − 1 λ5 = 0.8
φ6(x) = x41 λ6 = 2.0736
φ7(x) = 2x1x32 − 25x31 − x1 λ7 = 0.96
To demonstrate the effectiveness of our method in long term
predictions, we compare the P-SSD strategy with EDMD [17]
as performed on the original dictionary D. The EDMD matrix
is calculated as KEDMD = argminK ‖D(Y )−D(X)K‖2F =
D(X)†D(Y ). To compare EDMD and P-SSD, we define the
following relative and angle prediction errors at time step k ∈
N0 starting from the initial state x0,
EEDMDrelative(k) =
∥∥D(x(k))−D(x(0))(KEDMD)k∥∥2
‖D(x(k))‖2 × 100,
EP-SSDrelative(k) =
∥∥D˜(x(k))− D˜(x(0))(KP-SSD)k∥∥2
‖D˜(x(k))‖2
× 100,
EEDMDangle (k) = ∠
(
D(x(k)), D(x(0))
(
KEDMD
)k)
,
EP-SSDangle (k) = ∠
(
D˜(x(k)), D˜(x(0))
(
KP-SSD
)k)
,
where x(k) is the state of the system at time k ∈ N0. We
compare the accuracy of EDMD and P-SSD on 1000 trajecto-
ries with length L = 15. In order to make sure the trajectories
remain in the space on which we have trained our methods, we
sample the initial conditions from [−0.1, 0.1] × [−3, 3]. Fig-
ure 2 shows the average and range between the first and third
quartiles of the relative and angle prediction errors for EDMD
and P-SSD. The P-SSD method has zero prediction error since
it identifies and predicts the evolutions on Koopman-invariant
subspaces. In contrast, the prediction errors for EDMD are
significantly large, even for short time steps. 
0 5 10 15
time step
0
200
400
600
800
1000
re
la
tiv
e 
er
ro
r (
%)
E
relative
P-SSD
E
relative
EDMD
0 5 10 15
time step
0
0.5
1
1.5
2
2.5
an
gl
e 
(ra
d)
E
angle
P-SSD
E
angle
EDMD
Fig. 2: Average and range between first and third quartiles of relative (left)
and angle (right) prediction errors for EDMD and P-SSD for system (28) on
1000 trajectories of length L = 15 with initial conditions randomly selected
from [−0.1, 0.1]× [−3, 3].
As Example 7.1 illustrates, the P-SSD algorithm usually
reaches an equilibrium fast and consequently packet drops do
not have the opportunity to significantly affect the time to
convergence. Also, P-SSD may find the maximal Koopman-
invariant subspace even if the agents do not share the signature
snapshots. The next example is selected with three goals in
mind: (i) showing the importance of signature snapshots, (ii)
confirming the tightness of the bound for time complexity in
Theorem 5.3, and (iii) illustrating the robustness of the P-SSD
algorithm against packet drops.
Example 7.2: (Piecewise Linear System with Packet
Drops): Given the state space M = [−1, 1]n, define the sets
{Sk}nk=1 by
Sk = {x ∈M | (0 < xk ≤ 1) ∧ (−1 ≤ xj ≤ 0, j 6= k)},
where xi represents the ith element of x. Consider the n-
dimensional system x+ = T (x), where
T (x) =
{ (
In + (k
−1 − 1)ekeTk
)
x if x ∈ Sk, k ∈ {1, . . . , n},
x if x ∈M \⋃nk=1 Sk.
Here, ek is the kth column of the identity matrix In. We take
n = 10 and consider M = 10 agents connected according to a
directed ring graph with diameter d = 9. We use the dictionary
D comprised of all Nd = 66 monomials of the form
∏2
i=1 yi,
where yi ∈ {x1, . . . , x10} ∪ {1} for i ∈ {1, 2}.
To perform the simulations, we sample 100 data snap-
shots with initial conditions in M \ ⋃nk=2 Sk as our sig-
nature snapshots. In addition, we upload additional 1000
data snapshots sampled from Sk to the kth agent, for each
k ∈ {1, . . . , 10}. To check robustness against packet drops, we
randomly drop each packet with P percent chance, where we
employ P ∈ {0, 10, . . . , 90}. In all cases, the P-SSD algorithm
correctly identifies the maximal Koopman-invariant subspace
11
spanned by {1, x1, x21}. Figure 3 shows the average number
of iterations (over 20 simulations) taken by P-SSD to achieve
consensus. The plot shows how P-SSD achieves consensus
relatively fast even in the presence of 90% packet drops in a
directed ring network. The first column of Figure 3 indicates
that when there is no packet drops, P-SSD reaches consensus
in 10 iterations, which is in agreement with the bound provided
in Theorem 5.3(a).
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Fig. 3: Average iterations taken for P-SSD to achieve consensus versus packet
drop percentage for Example 7.2.
To illustrate the importance of the signature data snapshots,
we also perform the simulations without them. In this case,
the P-SSD algorithm fails, as it incorrectly identifies the
whole space spanned by dictionary D as a Koopman-invariant
subspace. This happens because span(D) is a Koopman-
invariant subspace for the system with state space restricted
to any of the subsets Sk, k ∈ {1, . . . , 10}. Moreover, these
different Koopman operators have the same eigenfunctions.
However, some of the corresponding eigenvalues are different
for different k’s. Hence, those eigenfunctions for restricted
systems are not eigenfunctions of the Koopman operator for
the system defined on the whole state spaceM. The signature
snapshots enable the agents to detect such inconsistencies and
prevent the failure of the P-SSD algorithm. 
VIII. CONCLUSIONS
We have proposed a data-driven strategy, termed P-SSD
algorithm, to identify Koopman eigenfunctions and invari-
ant subspaces corresponding to an unknown dynamics. The
strategy runs in parallel over a network of processors that
communicate over a digraph. We have thoroughly charac-
terized the algorithm convergence and complexity properties.
In particular, we have identified conditions on the network
connectivity that ensure that the P-SSD’s output coincide
with that of the SSD algorithm (a centralized method that
provably identifies the maximal Koopman-invariant subspace
in an arbitrary finite-dimensional functional space) when run
over the whole set of data snapshots. The parallel nature of
P-SSD makes it run significantly faster than its centralized
counterpart. We have also established the robustness of P-SSD
against communication failures and packet drops. Future work
will explore to what extent the data available to the individual
agents and its density can be employed in lieu of the common
signature data, the development of noise-resilient counterparts
of the proposed algorithms, and the synthesis of distributed
strategies that can work with streaming data sets.
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APPENDIX A
PROPERTIES OF THE SYMMETRIC SUBSPACE
DECOMPOSITION ALGORITHM
Here, we gather some important results from [22], [31]
regarding the SSD algorithm and its output.
Theorem A.1: (SSD Identifies Largest Koopman-Invariant
Subspace [22]): Let CSSD = SSD(D(X), D(Y )) be the
output of the SSD algorithm applied on D(X), D(Y ). Given
Assumption 3.1,
(a) CSSD is either 0 or has full column rank and satisfies
R(D(X)CSSD) = R(D(Y )CSSD);
(b) the subspace R(D(X)CSSD) is maximal, in the sense
that, for any matrix E with R(D(X)E) = R(D(Y )E),
we have R(D(X)E) ⊆ R(D(X)CSSD) and R(E) ⊆
R(CSSD).
Theorem A.1 provides the symmetric range equality needed
for identification of Koopman-invariant subspaces. Moreover,
it ensures the maximality of such symmetric subspaces. The
next result shows that the identified subspaces by SSD remain
monotone with respect to addition of data.
Lemma A.2: (Monotonicity of SSD Output with Respect to
Data Addition [22]): Let D(X), D(Y ) and D(Xˆ), D(Yˆ ) be
two pairs of data snapshots such that
rows
(
[D(X), D(Y )]
) ⊆ rows([D(Xˆ), D(Yˆ )]), (A.1)
and for which Assumption 3.1 holds. Then
R(SSD([D(Xˆ), D(Yˆ )])) ⊆ R(SSD(D(X), D(Y ))).
For CSSD 6= 0, we define the reduced dictionary
D˜(x) = D(x)CSSD, ∀x ∈M. (A.2)
Under some mild conditions on data sampling, the identified
subspace span(D˜(x)) converges to the maximal Koopman-
invariant subspace in span(D(x)) almost surely [22, Theorem
5.8] as the number of samples goes to infinity.
Based on Theorem A.1(a) and Assumption 3.1, we deduce
there exists a nonsingular square matrix KSSD such that
D˜(Y ) = D˜(X)KSSD. (A.3)
The eigendecomposition of KSSD specifies the functions in
span(D˜) that evolve linearly in time, i.e., given KSSDw = λw
with λ ∈ C and w ∈ C]cols(KSSD) \ {0}, we have
D˜(Y )w = λD˜(X)w. (A.4)
The next result shows that the eigendecomposition of KSSD
captures all the functions in the span of the original dictionary
that evolve linearly in time according to the available data.
Theorem A.3: (Identification of Linear Evolutions using the
SSD Algorithm [31]): Under Assumption 3.1, KSSDw = λw
for some λ ∈ C and w ∈ C]cols(KSSD)\{0} if and only if there
exists v ∈ CNd such that D(Y )v = λD(X)v. In addition
v = CSSDw.
Theorem A.3 shows that every function φ in the span
of D that satisfies φ(x+) = φ(T (x)) = λφ(x) for every
x ∈ rows(X) is in turn in the span of D˜ and corresponds
to an eigenvector of KSSD. This does necessarily mean that
φ is an eigenfunction of the Koopman operator since its
temporal linear evolution might not hold for all x ∈ M.
However, under reasonable assumptions on the data sampling,
the identified functions are Koopman eigenfunctions almost
surely [22, Theorem 5.7].
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