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There is an extensive debate on the potential environmental impact of dairy farms and 
in particular the effect of dairy farms on the nitrogen cycle and the effect that this has 
on ecosystems.  Within New Zealand and in particular in the South Island, the 
expansion of dairying and the adoption of new dairy systems has led to this becoming 
an increasingly important issue, locally through its effect on water quality and the 
environment and nationally and internationally through the production of green house 
gases.  Increases in nitrogen usage at the expense of clover nitrogen fixation, 
irrigation, stocking rate and the introduction of dairy cows onto light free draining 
soils previously the preserve of arable or sheep farming has led to concern as to the 
effect intensive pastoral dairying may have on the nitrogen dynamics of the farm and 
the environment.  This study is designed to assess how changes in grazing 
management in particular changes in pre-grazing and post-grazing residuals alter the 
clover/ryegrass balance on the farm and the effect that this has on the farm’s nitrogen 
dynamics.  The effects of qualitative changes in grazing management on pasture 
composition are well established but little is known of the effect of quantitative 
changes in pasture management on composition, in particular the effect of grazing 
residuals.  
 
There are a number of detailed models of the physiological processes in the energy 
and nutrient cycling in plants, animals and the soil.  There are a smaller number of 
whole farm models that through integration and simplification of component models 
attempt to represent the flux of nutrients though a dairy farm.  None of these whole 
farm models is currently able to model the nitrogen flux through a dairy farm at a 
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sufficient level of resolution to capture differences in pasture composition as these 
occur spatially, temporally and in response to grazing management. 
 
This project sought to better understand the nitrogen dynamics on a dairy farm by 
constructing  and then linking component models – a pasture composition and growth 
model, a cow model, an excretal return model, a soil model and a water balance 
model – within a whole farm management schedule.  The formal null hypothesis is 
that the mechanistic, mathematical model constructed for this PhD cannot capture and 
explain the full range of the changes in soil water content, soil nitrogen status, pasture 
production and composition and animal production, following the alteration in 
management of the dairy farm between 2002 and 2004.   
 
Individual component models were constructed by the author using the computer 
software package (Matlab) and validated against data extracted from the literature.  
The models were then converted into one simulation package using C-sharp as the 
source code language by Elizabeth Post, Senior Computer Scientist at Lincoln 
Ventures Ltd, Lincoln, New Zealand and the author.  This model was then used to 
investigate the nitrogen dynamics of a dairy farm: the relationship with pasture 
composition and whether small changes in pasture residuals make a difference to 
pasture composition and nitrogen dynamics.  Two different simulations were run 
based on the management practice of Lincoln University Dairy farm (LUDF) over 
two dairy seasons (2002-03 and 2003-04) and validated against the data recorded on 
this farm.  In 2002-03, 50 cows were over wintered and 580 cows were subsequently 
milked on 200ha.  Post grazing residuals where maintained at 1600-1750KgDM/ha.  
In 2003-04, 125 cows were overwintered and 635 cows were milked on 200ha with 
post grazing residuals maintained at 1400KgDm/ha.   
 
All models operate on a daily time step.  Within the pasture model composition is 
described by 9 state variables describing different components of the pasture and 
pasture growth is modelled mechanistically from a calculation of component 
photosynthesis.  A further 9 state variables describe the nitrogen composition of the 
pasture components.  The soil model is a variable two layer, mechanistic 
representation, parametised for the shallow, stony soils of LUDF.  Soil water status is 
an input for the pasture model while water uptake by the growing plants affects the 
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soil water balance within the soil model.    Animal intake and production are modelled 
mechanistically with model cows described in terms of their age, genetic merit, body 
weight, breed, pregnancy status, conception date and body condition score.  Each cow 
type produces a different quantity of urinary and faecal excretion which varies with 
dry matter intake, milk yield and the sodium and potassium status of the pasture.  
Excretal nitrogen composition is predicted within a separate model which calculates 
daily nitrogen excretion in faeces, urine and milk.  Excretions are deposited randomly 
over the grazed area and account is taken of overlapping excretions that are created on 
the same day and overlaps that occur with older excretal patches deposited in previous 
grazing rounds.  Each excretal patch has its own associated pasture, water and soil 
model reflecting the differences in nitrogen status between patches.  Grazing 
preference is expressed within the model between different classes of excretal patch 
and between excretal patches and the base pasture and between clover and grass.  
Supplementary silage is conserved and fed according to the management schedule of 
LUDF.  
 
Cows calve, become pregnant and are dried off within the model according to the 
relevant records from LUDF.  Cows are deemed to arrive on the farm on the day of 
calving and to leave on the day that drying off is finished (a 5 day procedure within 
the model), except for those cows that are overwintering which remain on the farm.    
 
The soil model has multiple nitrogen/carbon pools and is dynamically linked to all the 
other models.  External nitrogen losses from the system are modelled as volatilisation, 
leaching and denitrification, with pasture nitrogen uptake from the soil model and 
fixation by clover from the atmosphere.    
 
Both the individual component models and the final assembled composite model were 
successful in matching the available data in terms of pasture and animal production, 
pasture composition, soil water balance and nitrogen status and external losses.  The 
model indicates that the low residual, high stocking rate farm returns more excreta to 
the soil.  However, this is countered by a reduction in the amount of dead material 
returned to the paddock and this reduces the relative size of the pool of nitrogen in the 
dead organic matter.  This produces a relative lack of substrate for the soil microbes 
which are thus unable to exploit all of the nitrogen in the available pool.  Soil 
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ammonium and nitrate pools are also increased from the increase in faecal and urinary 
return so precipitating an immobilising flux from these larger pools to the smaller 
pool of nitrogen available to the soil microbes.  However, the relative inability of the 
soil bacteria to fully exploit this means that the production of soil organic live matter 
and the resulting mineralising flux from the dead organic matter pool through the 
available pool to the ammonium and nitrate pools is reduced.  The larger ammonium 
and nitrate pools will also be associated with increased external losses from the 
system as denitrification, leaching and volatilisation are increased.  
  
The increase in the clover percentage within the sward in 2003-04 led to greater 
nitrogen fixation and the model suggests that some of the extra nitrogen is effectively 
captured by the animals in increased production.  However, the reduction in the return 
of dead matter coupled with an increase in excretal return and the consequent increase 
in the mineral nitrogen pools within the soil lead to greater losses of nitrogen from the 
soil.   
 v
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Chapter 1:  Introduction 
 
1.1. Drivers for change in the New Zealand Dairy Industry 
 
Dairying in New Zealand is a dynamic and ever-changing industry accounting for 
20% of national exports worth circa 5% of national gross domestic product (Statistics 
New Zealand, 2004).  Of total milk production, 90-95% is exported as dairy 
commodities onto the world market (ibid..) and unlike many other exporting 
countries, there is no price support for New Zealand dairying as indicated in Table 1.1 
which shows the monetary value of transfers from consumers and budgetary 
payments to farmers. 
 
Table 1.1  Producer support ( % of value of gross farm receipts) estimate for the 
farming sector by country (Organisation for Economic Cooperation and Development 
(OECD), 2004) 
 
Country 1986-88 2001-03
Australia   8   4 
Canada 34 19 
European Union 39 35 
Japan 61 58 
Mexico   0 21 
Switzerland 76 73 
United States of America 25 20 
OECD average 37 31 
New Zealand 11   2* 
     * represents the poultry industry 
 
New Zealand’s dairy industry must also compete with low cost producers often 
operating without the social and political legislative framework that governs farming 
in this country and where land prices and labour may be cheaper (Christian, 2005).   
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The importance to the New Zealand dairy industry of the export of dairy commodities 
creates an ongoing drive for increases in productivity and profitability (Manno, 2002; 
Parliamentary Commissioner for the Environment  2004; Sustainability Institute, 
2003).  Competing in a commodities market, New Zealand dairy farmers face a 
number of challenges (Sustainability Institute, 2003) 
 
 Efficiency boosting incentives:  to remain competitive, farmers need to 
continually increase efficiency, through cost saving, investing in technology or 
cost externalisation so that others bear the costs associated with the enterprise. 
 
 Expansion incentives:  farmers often seek security against future uncertainty 
by increasing their production capacity to achieve economies of scale and a 
larger asset base (Dairy 21, 2005). 
 
 Demand growth loops:  Many farmers competing to sell a very similar product 
within the same market creates a downward pressure on price.  If price falls, 
demand may increase and new uses for the product develop.  This leads to 
upwards pressure on prices so reinforcing the efficiency and expansion 
incentives.  
 
As indicated in Figure 1.1 these processes tend to reinforce each other so that 
irrespective of price farmers are driven to increase productivity and increase 
efficiency when profits are high and when they are low.  When profits are high, 
farmers invest in further production to maintain competitiveness relative to their peers 
and to the new entrants attracted to the industry by its profitability.  Conversely, when 
profits are low, efficiency gains or increased production is used to increase farm 
returns. 
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Figure 1.1:  Commodity production drivers (Sustainability Institute, 2003) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This image has been removed to comply with copyright.  The figure may be found in the 
following publication: 
  
Sustainability Institute. (2003). Commodity systems challenges:  Moving sustainability into 
the main stream of natural resource economics. Vermont: Sustainability Institute. 
 
 
1.1.1 Response of the dairy industry to these drivers 
 
One of the main responses to these commodity drivers has been an increase in the 
intensification of dairy farm systems and a move away from the traditional, low input, 
spring calving herd utilising a grass diet with legumes as the principle source of 
nitrogen (de Klein, 2001; Ledgard et al., 2000b).  Thus there have been economies of 
scale as part of an expansion response coupled with the adoption of new technology 
and increases in efficiency (Dairy 21, 2005) so that over the last 20 years there has 
been a move to fewer but more densely stocked dairy farms (Livestock Improvement 
Corporation, 2003/04).  This is illustrated with figures from Statistics New Zealand 
(2004) and the Livestock Improvement Company (ibid..) in Figure 1.2  
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Figure 1.2:  Changes illustrating the intensification of New Zealand Dairy farming over 
the last 10 years 
 
 
 
Thus there has been a 42% increase in the total number of dairy cows and a 17% 
increase in the land area used for dairying.  This has been accompanied by a 30% 
increase in stocking rate with a 52% increase in average herd size but a 14% decrease 
in the total number of dairy herds.   
 
Farmers also try to capture a competitive advantage through innovation and the 
adoption of technology.  In New Zealand, this has led to the development of a number 
of alternative systems and locations of dairy farming as farmers seek to exploit new 
opportunities (Parliamentary Commissioner for the Environment  2004; Thorrold, 
2005).  Penno and Kolver (2003) identified three main forms of dairy farming in the 
future: 
 Low cost dairying  
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 Intensive dairying 
 Non-seasonal dairying 
These are likely to represent examples from a continuum of types with other forms of 
dairy farming also emerging.  Some of the different responses and drivers to the 
increase in dairy farm diversity that these processes have created are illustrated in 
Figure 1.3 
 
Figure 1.3:  The emerging range of dairy systems in New Zealand 
Organic dairying
Low environmental impact dairying
Non seasonal dairying
Extended lactations
Once a day milking
Intensive Dairy
Traditional Dairy System
Range of rate of N fert use 
and stocking rate Alternative forages
fed at grass 
or on pad
Grass Based Alternative Feeds    Alternative straights
Intensive system fed in shed 
or on  pad
Total mixed ration Partial mixed ration
and feed pad and feed pad
  
 
Farmer aspirations are also a key driver for change, with research of farmers’ goals, 
concerns and interests by Dairy 21 on behalf of Dairy InSight and Dexcel (Dairy 21, 
2005) highlighting four key areas for development: 
 Production 
 Business 
 Community Interface  
 Product Value  
Issues such as the environment, animal welfare and staffing, within these broad 
categories have prompted many farmers both individually and collectively to actively 
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look at alternative farm systems, for example once a day milking, extended lactations, 
calving outside the spring and split herd calving (Thorrold, 2005). 
 
1.2. Consequences of the changes in New Zealand dairying 
 
There has been growing international anxiety over the impact of farming on the 
environment and its long-term sustainability (Parliamentary Commissioner for the 
Environment  2004).  Internationally this has included the long-term rise in fossil fuel 
prices and the dependence of New Zealand dairying on fossil fuels as a source of 
energy, not just for fertiliser manufacture but also on farm with 55% of the energy use 
on the average New Zealand dairy farm coming from fossil fuels (Wells, 2001). As a 
signatory of the Kyoto protocol, New Zealand is committed to reducing its green 
house gas (GHG) emissions to 1990 levels over the period 2008-2012.  Emissions of 
GHGs from agriculture (carbon dioxide, methane and nitrous oxide) are currently 
estimated to be 12% above 1990 levels (Ironside, Lincoln et al. 2005) and some 17% 
of New Zealand’s GHGs originate from agriculture, with 4% coming from excreta 
deposited by grazing dairy cows.  The appropriate response to this remains politically 
controversial.  While the agricultural industry will not be charged for its non carbon 
dioxide emissions in the first commitment period (2008-2012), Government and 
agricultural sector groups have signed a partnership agreement on voluntary research 
into agricultural GHG emissions.  This includes alternative farm systems such as 
winter stand off pads in Southland (Monaghan et al., 2005) and different feeds for 
cows (Brookes & Horne, 2005).  The reform of the European Common Agricultural 
Policy (CAP) in 2000 (Agenda 2000) called for the integration of environmental 
targets into the CAP and a shift of subsidy away from production and towards 
environmental sustainability and protection (European Union web portal, 2005).  
Although at present it is not possible under WTO rules to use environmental standards 
as a trade barrier, (World Trade Organisation (WTO), 2005) there is clearly the 
potential that this will change in the future (Ledgard et al., 2000b) and there remains 
the threat of trade sanctions based on environmental criteria (Saunders et al., 2004).   
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1.2.1 The impact of dairy farms on the environment  
 
Looking at the environmental impact of an activity involves assessing risk ie the 
probability that there will be an impact and the form the impact will take.   
Assessment of environmental impact thus involves uncertainty because of imperfect 
knowledge of those impacts and risk because of the unknown, potentially adverse 
consequences (Hardaker et al., 2004).    
The environmental impacts of dairy farming fall under this definition, with imperfect 
knowledge of all possible impacts and their likelihood.  However, just because 
something is uncertain doesn’t make it important.  There is a subjective element to the 
assessment of the importance of the impact of dairying on the environment.  
Pierzynski et al. (1994) state that there is a tendency for a lack of knowledge to 
increase the perceived risk and this is further increased when the consequences are 
seen as particularly hazardous.  Further, risks undertaken involuntarily because of the 
actions of others are less tolerable than voluntary risks.  Dairy farming clearly has the 
potential to fulfil all these conditions and fits the criteria established by Slovic (1987), 
in Table 1.2. 
 
Table 1.2:  Factors Associated with Risk Perception by the General Public (Slovic, 1987) 
   Subfactors for high or low  Examples for high or low risk  
    risk perception   perception within factors 
                                       ----------------------------------------------------------------------------------------------- 
Risk Perception Factor      High               Low    High  Low 
__________________________________________________________________________________  
Dread         Uncontrollable Controllable Nuclear Accident   Coffee consumption 
         Globally catastrophic Not so  Nerve gas,              Aspirin consumption 
         Fatal consequences Not so                Nuclear war    Power mowers  
         Not equitable   Equitable Climate change  
         Involuntary  Voluntary 
Knowledge        Effects not observable Observable Electric fields      Road accidents 
         Unknown to those   Known  Gene technology      Alcohol 
         Exposed 
         Effects delayed   Immediate Nitrogen fertilizer     Handguns 
         New risk    Old risk    
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Thus as a perceived “new” risk with global consequences through climate change and 
where the effects are often unequally distributed between those generating them and 
those exposed and where the consequences are often delayed over many years, dairy 
farming has the potential to be perceived as a high risk enterprise by many consumers. 
 
The concept of assessing the environmental impact of a set of human activities also 
needs some exploration.  In the public media it is often suggested that the effect of 
man’s activities is to disturb the “ natural order of things” and upset the ecological 
balance (Canberra Times Editorial, 2005; Salleh Buang, 2005; Sutherland, 2005) and 
this may be reflected in for example an increased prevalence of disease within the 
ecosystem (Rapport, 1997).  One criticism of this is that it reiterates the 
anthropocentric view of the environment with man in a special place, divorced from 
the rest of the natural world (Grayling, 2002).   As part of a complex series of 
ecosystems, anthropocentric activities will have an impact on those ecosystems just as 
do the actions of other members of those ecosystems.  These impacts are no less 
natural than the damming of a stream by a beaver or the construction of a mound by 
an ant population.  Ecological systems are not at a state of perfection and immutable 
to change.  Rather the observed state is a function of a continual and dynamic flux as 
the balance points of the system continually alter. Natural multi-species assemblies of 
plants and animals are likely to possess several different equilibrium points (May, 
1977).  Farming can be viewed as creating an artificial early successional ecosystem 
maintained in a severe state of disequilibrium by continuous inputs of energy and 
chemicals (Harmsen, 1990).  The difference with human activity is the extent of the 
impacts both temporally and spatially.  In the farming context, the effect is to greatly 
increase the loadings and fluxes of material through established ecological cycles 
(Fowler, 2003).  This disturbs the equilibrium of these cycles so that there is 
movement to a new state.  One of the consequences of being human is an ability to 
recognise this and make some value judgements about the pros and cons of the new 
state.  This can involve a whole series of subjective social, moral, religious and 
political view points and will alter with the circumstances of the observer (Whyte & 
Burton, 1980).   
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1.2.2 Sustainability: a framework for assessing environmental impact 
 
This can be addressed more objectively within the concept of sustainability defined as 
actions that meet the need of the current population without endangering the 
livelihoods of future generations  (World Commission Environment and 
Development, 1992) although  this begs the question of what the needs of the current 
population are.  It is amplified in the definition used by the Organisation for 
Economic Cooperation and Development (Organisation for Economic Cooperation 
and Development (OECD), 2001) defining sustainable development as: 
 Regenerative:  using renewable resources efficiently and ensuring that long-
term use does not exceed long-term rates of natural regeneration. 
 Substitutable:  developing alternatives to the use of non renewable resources 
that are themselves renewable. 
 Assimilative:  ensuring that discharges to the environment do not exceed the 
assimilative capacity of the ecosystem.  
 Not irreversible:  avoiding irreversible changes in ecosystems through 
exceeding the assimilative capacity of the environment or the extinction of a 
plant or animal species.  
 
  
In a farming context, sustainable development has been defined as needing to 
(Bruchem et al., 1999):  
 have no adverse effect on fragile regions elsewhere in the world and do not 
jeopardise the needs of future generations, 
 be socially just and economically viable in the long-term, 
 utilse non-renewable resources as efficiently as possible, 
 be ecologically compatible, 
 produce healthy products for human consumption at a fair price, 
 take into account health and welfare, 
 be acceptable from an ethical perspective. 
  
There is a scientific consensus that dairy farms have an environmental impact 
(Groeneveld et al., 1998; Klein, 2001; Ledgard et al., 1996; Monaghan et al., 2005; 
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Walters, 2005).   Despite the difficulties raised in assessing the risk and importance of 
these effects, the concept of sustainability provides a judgemental framework.  Within 
this context, the impact on the environment is assessed in terms of its effects on 
sustainability.  Potentially, this can be estimated objectively if sufficient information 
can be gathered to make valid decisions.  Then a further decision can be taken as to 
whether to continue with the activity and this will involve moral, political and social 
considerations.  Thus the approach is very similar to that of classical risk analysis 
(Vose, 2005) and is an attempt to make rational decisions, based on the best available 
evidence.  In this context, an assessment of the impact of dairy farming on the 
environment involves determining the following steps, modified from Hardaker et al. 
(2004) and Whyte and Burton (1980). 
Identification 
 Is there an impact of importance and who is affected by it?  Who are 
the stakeholders involved in the causes of the impact and their effects?   
Estimation 
 Defining the nature of the impact in as quantitative way as possible; its 
magnitude, scale, duration and intensity and the probability of it 
occurring.   
Evaluation 
 Judgements about the methodology and assessment of the impact.  
Management 
 Decisions about how to manage the impact and then monitoring of the 
effects to review subsequent action. 
The emergence of the environmental impact of farming systems as a potential cost 
that should be factored into production (Select Committee on Economic Affairs, 
2005; Sustainability Institute, 2003) and in particular the importance of nitrogen with 
its impact on water quality, role as a green house gas and energy cost of artificial 
fertiliser manufacture is a local and international concern.   
 
Within New Zealand, there has been a great deal of work done on the impact of 
farming on the environment; for example, the link between farming and nitrate and 
phosphate levels in water ways (Betteridge et al., 2005; Ledgard et al., 1996), green 
house gas production (Bruchem et al., 1999; Monaghan et al., 2005), suspended 
solids and pathogens in water ways (Di et al., 1999; Hedley et al., 2005), soil 
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compaction (Bhandral et al., 2005), heavy metal contamination from fertiliser 
residues (Loganathan et al., 2003), pesticide residues (Cameron et al., 2002) and 
energy (Wells, 2001) and water use (Ministry of Agriculture and Forestry ( MAF ), 
2005).  Because of its high profile, dairy farming has been a focus for much of this 
work. Nitrogen within the dairy system, with its dual impact on water and 
atmospheric quality (Cameron et al., 2005; Ledgard et al., 1996) and its mobility 
within the ecosystem has been of particular concern (Parliamentary Commissioner for 
the Environment 2004).  New Zealand’s soils developed for the most part beneath 
forests and so are now low in nutrients for agricultural production (Ministry of the 
Environment, 1997).  The inherent nitrogen deficiency of the ryegrass/clover pasture 
(Roberts & Ledgard, 1998) means that nitrogen is frequently added to dairy systems 
to stimulate grass growth so removing uncertainty over supply and producing low 
cost, additional feed (Penno, 1998; Thomson et al., 1991).  At the same time, nitrogen 
use on dairy farms is increasing (Parfitt et al., 2005; Statistics New Zealand, 1996 and 
2002b) in response to the demand for increased productivity and as new systems of 
pastoral agriculture develop that rely less on the traditional clover/grass pasture mix.   
This change in nitrogen use on dairy farms is illustrated in Figure 1.4 
 
Figure 1.4: Changes in the pattern of use of nitrogen fertiliser in the dairy sector 
(Parliamentary Commissioner for the Environment 2004; Statistics New Zealand, 1996 
and 2002a). 
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1.3. The Impact of Nitrogen in the Environment 
 
The reactive nitrogen that escapes from the farm system affects the environment in 
two main ways:  as water-soluble forms of nitrogen in water courses and secondly as 
gaseous forms in the atmosphere.  One atom of nitrogen can be incorporated into a 
series of reactive forms and so cascade through many pathways and ecosystems 
(Galloway et al., 2002; Ledgard et al., 2000b).  
 
1.3.1 Water-soluble reactive nitrogen and the environment 
 
Included in this category are nitrates, nitrites and ammonium.  Ammonium ions are 
tightly bound to the negative charge on clay particles and soil organic matter and so 
are relatively immobile in soil water (Barkle et al., 2001).  Ammonium is also readily 
nitrified to nitrate and so its role as a water pollutant is minimal.  Nitrite has a short 
half life in the environment being an intermediary product in the conversion of 
ammonium to nitrate.  However, in warm, anaerobic soils and where ammonium 
oxidation exceeds nitrite oxidation, levels of nitrite may increase and lead to nitrite 
leaching loss.  Nitrite is extremely toxic and reactive, with levels for potable water of   
30 μg / litre and effects on amphibians and fish at 3 μg / litre and 9 μg / litre 
respectively.(Hatch et al., 2002) 
 
Conversely in most agricultural soils the rate of nitrate production is non limiting.  
This, together with external inputs means that the pool of nitrate can get very large 
with correspondingly large losses through leaching when input exceeds output as 
indicated in Figure 1.5 
 
Figure 1.5 Circumstances leading to leaching of nitrate: 
N applied in whatever form    N uptake by plants 
 
 
    Inorganic N in soil 
  immobilisation mineralisation 
     
          Organic soil N        Excess N leached 
 12
Nitrate levels are important in water for two main reasons:  firstly, through their effect 
on human health and secondly because of their wider effect within the environment.  
(Cameron et al., 1997).   
 
1.3.2 Nitrates and Human Health 
 
Concern over the link between high nitrate levels in water and methaemoglobinaemia 
in infants (Burden, 1982) led the New Zealand Ministry of Health in common with 
the World Health Organisation to set a maximum limit on potable water for nitrate of 
11.3mg/litre.   Methaemoblobinaemia occurs when nitrate is converted by pH 
sensitive bacteria in the low acidic conditions of an infant’s stomach to nitrite.  Nitrite 
binds to the iron in haemoglobin rendering it unable to carry oxygen.  Fetal 
haemoglobin which persists for some months after birth has a particularly high 
affinity for nitrite.  However, the last confirmed death from methaemoglobinaemia in 
the UK was in 1950 and the last confirmed case in 1972 (Hatch et al., 2002).   
Moreover, recent French research links methaemoglobinaemia to poor kitchen 
hygiene when bacteria on drinking receptacles convert nitrate to nitrite when bottles 
are warmed before feeding  (L'Hirondel & L'Hirondel, 1996).   
 
Nitrates have also been linked to stomach cancer with the suggestion that nitrate once 
converted to nitrite in the stomach reacts with secondary amines from protein 
digestion to form carcinogenic N-nitroso compounds.  However, doubt has been cast 
on the role of these compounds as carcinogens with their discovery in saliva and urine 
(Hatch, Goulding et al. 2002).   Epidemiological studies have also failed to 
demonstrate a link between fertiliser workers exposed to high concentrations of 
nitrate and stomach cancer prevalence (Golden & Leifert, 1999).   
 
Nitrate poisoning is also reported in ruminants and is linked to a sudden and massive 
increase in production of nitrite in the rumen and the formation of methaemoglobin.   
However, the level of nitrate in water considered dangerous for cattle is 0.12% 
(Galey, 1998)  which is considerably higher than the level considered safe for human 
drinking water.   Moreover, the aetiology of nitrate poisoning in ruminants is such that 
it occurs as a spatially and temporally localised problem due to the convergence of a 
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number of risk factors  (Burgemeister, 2003) and so is not an environmental impact of 
dairy farming per se.   
 
1.3.3 Nitrates and the environment 
 
Nitrate in surface waters has been linked to nuisance plant and algal growth and 
eutrophication (Ledgard et al., 2000b).  Trigger levels for nitrate combined with 
nitrite in New Zealand are set at 0.444mg/litre (ANZECC et al., 2000) which is 
considerably lower than the potable level.  Phosphorous is also implicated as a 
cofactor with nitrate in eutrophication and nuisance plant growth (Betteridge et al., 
2005).  Excessive plant growth can reduce the amenity value of a water resource 
directly and as part of the eutrophication process impact negatively on the entire 
aquatic ecosystem.  Uncertainty over the role of nitrates in human health raises the 
question of what level of nitrate is acceptable in water supplies (Di & Cameron, 
2002a) as there is a twenty five fold difference between the World Health requirement 
and that of  the Australian and New Zealand Environment and Conservation Council 
(ANZECC). 
 
In 1991, the European Union passed a directive identifying all areas where 
groundwater levels of nitrate exceeded 11.3 mg/litre as “vulnerable zones”.  Member 
countries are required to initiate action programmes with mandatory restrictions on 
farmer activities – including maximum application rates of animal manure to land - to 
reduce nitrate levels (Ledgard et al., 2000a).  The emphasis in the EU at least in this 
area – appears to be on potable water quality.  However, the importance to the New 
Zealand dairy and tourism industry of its clean and green image (Ironside et al., 
2005), makes this country particularly vulnerable to visual and ecological quality of 
its water ways.  
 
1.3.4 Nitrate levels within New Zealand 
 
Within New Zealand, 75% of the total nitrogen input to surface waters is from 
agricultural, non point sources (Ministry of the Environment, 1997).  More than 90% 
of streams in the Waikato have moderate to high levels of nitrate with the highest 
nitrogen loads in intensive dairy catchments (Environment Waikato (EW), 2004) and 
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there is a strong positive correlation – at least for the Waikato – between number of 
cows per hectare and nitrogen lost from dairy land. 
 
New Zealand’s lakes, including Lake Taupo are similarly affected with between 70 
and 300 described as nutrient enriched especially in areas with a pasture dominant 
catchment  (Collins et al., 2005; Dragten & Thorold, 2005; Parliamentary 
Commissioner for the Environment 2004).   
 
Nitrate is also an issue in ground waters, with 50% of New Zealand’s population 
depending totally or partially on groundwater for their drinking water.  Both 
Environment Canterbury (ECan) and Environment Waikato have large dairy 
catchments and have been monitoring ground water for a number of years.  In 
Canterbury, a survey of plains groundwater from 2350 wells showed that 6.7% of 
them exceeded the WHO nitrate limit of 11.3mg/litre.   In an analysis of long-term 
trends, 17% of 255 wells included had increasing nitrate levels.  Similarly, in the 
Waikato nitrate concentrations higher than the drinking water guidelines were 
common (17% of samples ), related to intensive land use (market gardening and dairy 
farming) and were increasing with time (Parliamentary Commissioner for the 
Environment 2004).  As well as strong associative evidence of this sort, data with N15 
confirms dairying can be the source of the nitrogen.  For example, Karr et al.  (2003) 
showed that effluent from dairy farms was the main source of elevated nitrates in 
water courses in a catchment in the USA. 
 
1.3.5 Gaseous forms of reactive nitrogen and the environment 
 
Gaseous forms of reactive nitrogen: nitrous oxide, N2O, nitric oxide, NO, reactive 
oxides, NOx and ammonia, NH3, are emitted as a byproduct of agriculture due to the 
biotic and abiotic processes of nitrification, denitrification and volatilisation.  
Nitrogen is the substrates for these processes and so factors affecting the supply of 
substrate as well as factors affecting the internal steps of the nitrogen cycle will 
influence the production of gaseous, reactive nitrogen.(Clough et al., 2003) as 
illustrated in Figure 1.6 
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Figure 1.6 Circumstances leading to loss of gaseous, reactive nitrogen  
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Nitrous oxide is an important green house gas with 300 times the warming potential 
of carbon dioxide (IPCC, 1997).  In the upper atmosphere it may be oxidised with the  
generation of reactive NOx oxides which may catalyse the destruction of stratospheric 
ozone (Maslin, 2002).  Nitrous oxides have also been implicated along with ozone 
and fine particulate matter in the exacerbation and precipitation of cardiac and 
respiratory disease (Galloway et al., 2002).  Although this is likely to be a problem of 
urban environments where the local concentration of these factors will be higher, 
agriculture, especially in New Zealand contributes to the total pool of respiratory 
irritants through its production of gaseous forms of reactive nitrogen. 
 
Redeposition of NOx oxides and ammonia can contribute to eutrophication, increase 
the acidity of soils, surface and ground water and contribute to forest die back 
(Fangmeier et al., 1994).  In Europe, 90% of atmospheric ammonia is estimated to 
come from agriculture, with dairy farming the largest source (Bussink & Oenema, 
1998).  There are a suite of alternative pathways for the metabolism of nitrogen in the 
environment and ammonia production from ammonium is an alternative to 
nitrite/nitrate (Clough et al., 2003).  Factors such as soil temperature, pH, soil type, air 
temperature and velocity and pattern and depth of substrate deposition alter the flux 
down the different pathways (Quinn et al., 2005).   There will often be a trade off 
between nitrogen lost as nitrate and that lost as ammonia with the main losses in a 
conventional pasture based New Zealand dairy farm being as nitrate leached from 
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urine patches (Klein & Ledgard, 2001) with a relatively small contribution from 
ammonia loss.  Release of ammonia from dairy farms is closely linked to systems 
which collect and effectively concentrate dung and urine (Bussink & Oenema, 1998).  
Thus in New Zealand, ammonia production is likely to be a larger feature of farm 
dairy effluent storage and spreading and of feed pad and stand off systems where 
large amounts of excreta are produced in a small area. (Klein and Ledgard 2001).  
 
1.3.6 Nitrous Oxide emissions within New Zealand 
 
Within New Zealand, Nitrous oxide emissions are increasing with 43.5Gg N2O 
produced in 2003 compared to 33.5Gg in 1990 (New Zealand Climate Change Office, 
2005a).  Agriculture is responsible for 97% of this production with agricultural soils 
the major source contributing 96% of total New Zealand N2O emissions (ibid.).  
Other sources in New Zealand include industry, transport, solvent use, changes in 
land mass and forest fires and waste disposal;  see Figure 1.7 
 
Figure 1.7:  Total New Zealand N2O in Gg production for 2003  
Total New Zealand N O production for 2
2003 1.4
3%
42.1
97%
Total Agricultural 
N2O 
Other *
 
All figures are in Gg of N2O produced per year and are from the New Zealand 
Climate Change Office 2005 (2005b).   
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Under New Zealand’s pastoral agricultural system, most nitrogen added to the soil 
comes from dung and urine deposited by these animals during grazing.  See Table 1.3 
taken from the New Zealand Climate Change Office (ibid.). 
 
Table 1.3: Input of Nitrogen to New Zealand Soils in 2001 
Source of N Gg N/yr
Excreta deposited at grazing 1211 
Legumes in pasture*   901 
Synthetic fertilisers   213 
Animal waste ie Dairy 
Farm Effluent 
    71 
 
Crop residues       8 
Nitrogen fixing crops       3 
Atmospheric deposition   281 
Total inputs 2688 
* Ledgard, S quoted in (O'Hara et al., 2003). 
 
Estimates of nitrous oxide emissions from New Zealand agriculture, calculated using 
IPCC (IPCC, 1997) guidelines, but with emission factors and other parameters more 
appropriate to New Zealand conditions (de Klein et al., 2003; New Zealand Climate 
Change Office, 2005a; O'Hara et al., 2003), showed that ~57% of the nitrous oxide 
emitted from agricultural soils came from excreta deposited during grazing, ~25% 
originated from atmospheric deposition, leaching and run-off, and ~14% was derived 
from synthetic fertilisers.  See Table 1.4 taken from the New Zealand Climate Change 
Office (2005) and Figure 1.8. 
 
Figures from the New Zealand Climate Change Office (2005) for the total nitrogen 
deposited at pasture by different farming types show that in 2003, dairying 
contributed 37% of N2O emissions from excreta deposited at pasture; see Figure 1.9. 
 
This means that dairy farm excreta deposited at pasture contributed approximately 
21% of all New Zealand’s N2O emissions in 2003. 
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Table 1.4: Nitrous Oxide Inventory for New Zealand in 2003 
Source of N2O from Agricultural Soils Gg N/yr % of total emissions 
Direct emissions from soil   
- Synthetic fertilisers    5.861   14.01 
- Animal manures spread on soils*    0.767   1.83 
- Biological N fixation    0.095   0.23 
-  Crop residues    0.2   0.48 
-  Cultivated histosols    0.127   0.30 
-  Excreta deposited at grazing 24.047 57.48 
Indirect emissions   
- Atmospheric deposition of NOx/NH3   5.484 13.11 
-  Nitrate leaching / N2O deposition   5.254 12.56 
Total emissions 41.835 100 
* excludes all dung and urine deposited at pasture. 
 
 
Figure 1.8:  Breakdown of New Zealand N2O emissions by source 
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Figure 1.9:  Contribution by farming type to New Zealand N2O production from excreta 
deposited at grazing 
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1.4. The nitrogen cycle on dairy farms 
 
Nitrogen, in a variety of reactive forms is thus abundant in the environment on a dairy 
farm and the conversion of non reactive atmospheric nitrogen into reactive forms of 
nitrogen and their inter conversion on such a farm in New Zealand is summarised in 
the biogeochemical nitrogen cycle (Galloway et al., 2002) a simplified version of 
which is below in Figure 1.10: 
 
Dairy farming affects this cycle in a number of ways which lead to the establishment 
of a new, unstable equilibrium (Harmsen, 1990), through: 
 The removal of nitrogen from the system.  This may take the form of milk sold 
or meat as animals culled.   Crops eg grass grown and conserved on farm and sold off 
farm, dung and urine and farm dairy effluent transported off farm. 
 The addition of nitrogen to the farm.  This will include policies to foster clover 
growth and nitrogen fixation and application of artificial nitrogen fertiliser.  Dung, 
urine and farm dairy effluent management either as manure or as applied by cows 
grazing, crops purchased and brought onto the farm for feed. 
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Figure 1.10: Simplified diagram of the nitrogen cycle as a qualitative mass balance 
budget for a dairy farm in New Zealand 
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 Ancillary changes such as increasing drainage so that nitrogen flow though the 
system is increased, modification of the nitrogen cycle through nitrification and 
urease inhibitors. 
 
Different parts of the dairy farm/environment system capture reactive nitrogen with 
differing efficiency (Galloway et al., 2003; Ledgard et al., 1999).  Nitrogen use 
efficiency has been estimated as between 25-50% at the farm level and around 15% 
for the individual cow (Ledgard et al., 1999).  This means that there are significant 
levels of excess nitrogen in different parts of the farm system which can escape into 
the environment.  The inherent inefficiency of nitrogen capture by grazing ruminants 
(Galloway et al., 2003; Ledgard et al., 1999) and the removal of nitrogen in grazing 
from the whole paddock and its return to the pasture as high concentrations of 
nitrogen within urine patches (Di & Cameron, 2002a; Quinn et al., 2005; Schwinning 
& Parsons, 1996a) means that there are “hot spots” in the flux of nitrogen within a 
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dairy farm  These points of leakage dominate the environmental impact and nitrogen 
dynamics on a pastoral dairy farm (Clough et al., 2003; Di & Cameron, 2002b; Klein 
& Ledgard, 2001).  Changes in the nitrogen dynamics within a dairy farm thus have 
the potential to radically alter the environmental impact of the farm and a thorough 
understanding of these processes would allow different dairy farm systems to be 
compared for their likely environmental impact. 
The clover/ryegrass composition of pasture will affect the environmental impact of 
the dairy farm through changes in animal production (Clark et al., 2001; Woodward et 
al., 2001) and nitrogen dynamics (Eriksen et al., 2004; Ledgard et al., 1999).  Clover 
and grass are competing within the sward for a similar range of limited resources:  
light, moisture, nitrogen and other minerals with competition for light the dominant 
feature (Brock & Hay, 2001).  However, the relationship is not simply a competitive 
one because of the ability of clover to fix atmospheric nitrogen due to its symbiotic 
association with nitrogen fixing bacteria in the root nodules.  There is an energy cost 
to clover associated with nitrogen fixation compared to uptake of mineralised soil 
nitrogen (Chapman et al., 1996) which reduces the growth of clover dependent 
entirely on fixation to 60% of that of clover with adequate soil mineral nitrogen.  
Additionally, although there appears to be a strong inverse relationship between the 
level of soil mineral nitrogen and the amount of fixation by clover (Peoples & 
Baldock, 2001), fixation is never entirely switched off and a residual 15% of total N 
uptake is by fixation even at high nitrogen availability (Chapman, Parsons et al. 
1996).  Thus under conditions of low soil mineral N, clover will derive a competitive 
advantage from the ability to fix nitrogen.  However, as soil available N increases as a 
result of the return of fixed atmospheric nitrogen in the form of clover litter, so the 
energy cost of obligatory nitrogen fixation and the aggressive growth response of 
grass to mineral N (leading to greater competition for light) leave the clover 
population at an increasing disadvantage.  Thus the relationship between the 
clover/grass populations is not simply one of competition for resources but also 
encompasses exploitation by the grass population of the mineral soil N generated by 
the clover population.  The grass effectively harvests this resource at the initial 
expense of the clover before a reduction in mineral soil N leads to a decline in the 
grass population and resurgence in the clover levels.  This has been compared to a 
predator/prey relationship (Schwinning & Parsons, 1996).  By analogy with other 
predator/prey relationships (Kitching, 1983) this suggests that the grass/clover mix 
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will be prone to periodic, long-term oscillations of 3-5 years of grass or clover 
dominance as a rise in one population is followed by a crash in this group and a 
concurrent increase in the other population.  This long-term fluctuation in clover 
content has been reported by Parsons et al. (2001) and Rickard and McBride (1986). 
 
This relationship is further complicated by intrinsic factors that are a physical and 
geographical function of the pasture such as for example, soil factors such as pH and 
nutrient levels, temperature and soil moisture (Brock et al., 1989), and extrinsic 
factors such as grazing -  including animal preference for clover (Cosgrove et al., 
1999), set stocking versus rotational grazing, the relationship between frequency of 
rotations and severity of grazing (Brock & Hay, 1996; Brock & Hay, 2001; Brock et 
al., 1989), the morphology of the grazed species and the plasticity of phenotype in the 
face of grazing pressure (Brock & Hay, 1996), - and inputs of nitrogen from fixation, 
urine deposition, mineral fertiliser application and bought in feed (Brock & Hay, 
1996; Brock & Hay, 2001; Chapman et al., 1996).  Typically this combination of 
intrinsic and extrinsic factors creates pasture with a patchy, fluctuating, spatial and 
temporal distribution of clover  (Cain et al., 1995; Rickard & McBride, 1986) and 
containing around 20% of dry matter as clover (Chapman et al., 1996).  Pasture 
composition and its relationship with animal intake (Parsons et al., 1994a; Parsons et 
al., 1994b; Penning et al., 1997) and animal preference for clover over grass 
(Chapman et al., 1996; Cosgrove et al., 1999; Newman et al., 1995) and rumen 
fermentation characteristics including animal productivity, stage of lactation and other 
dietary components (Cohen, 2001; Cosgrove et al., 1999; Lee et al., 2004; Wanjaiya 
et al., 1993) will also impact on the flux of nitrogen through the system.  This is 
summarised in Figure 1.11. 
 
The diagram illustrates that the soil mineral nitrogen status increases and decreases as 
nitrogen flows into and out of the system.  The nature of this response is a function of 
the system’s intrinsic features such as soil characteristics and climate, and extrinsic 
factors such as relative proportion of clover removed through expression of grazing 
preference, influence of grazing system on proportion of clover in the sward, external 
nitrogen inputs such as excretal return and fertiliser, and nitrogen removed from the 
system in animal products, excreta and leaching and gaseous losses.  Clover within 
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Figure 1.11:  Schematic representation of Dairy System Nitrogen Dynamics 
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the sward contributes to this flow of nitrogen through the fixation of atmospheric 
nitrogen and its return to the soil in clover plant litter.  The proportion of clover 
within the sward is the result of the interplay between clover and ryegrass determined 
by these internal and external factors.  Nitrogen losses from grazed pastures are much 
greater than from cut systems at the same level of fertiliser nitrogen (Di & Cameron, 
2000) because as referred to above, within grazed pastures only 15-25% of the 
ingested nitrogen is removed as animal products and the remainder is returned as 
dung and urine.  Most of the nitrogen in dung is in the organic form (Haynes & 
Williams, 1993) and so contributes to the soil mineral nitrogen level relatively slowly 
(Hutchings & Kristensen, 1995).  However, the high mineral nitrogen concentration 
within urine, where up to 30g nitrogen per urination can be returned affecting 
approximately 0.75m2 of pasture (Haynes & Williams, 1993) is considerably in 
excess of plant requirements.  This represents a loading of approximately 400kg/ha 
equivalent and if there are 10-12 urinations per day (ibid.), some of which overlap, 
urine concentrations within excretal patches can reach the equivalent of 800-
1200kgN/ha for double and triple overlaps.   
 
Jarvis (1999) suggested that the high mineral nitrogen concentration within urine 
patches, and to a lesser extent dung patches, would inhibit nitrogen fixation by clover 
and so reduce the excess of nitrogen.  In contrast, mineral fertiliser nitrogen is applied 
to all areas of the pasture and so on urine patches further increases the local excess of 
nitrogen.  Thus within the clover/fixation system, the ability to locally switch off 
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further nitrogen accumulation within the urine patches compared to the fertiliser 
system, where input is maintained may mean that less fixed nitrogen than fertiliser 
nitrogen is required to produce the same amount of dry matter, because fertiliser is 
applied to all areas of the paddock, including those excretal patches where mineral 
nitrogen was already present in excess of plant requirements for maximum growth 
(Hutchings & Kristensen, 1995).  The greater relative excess of mineral nitrogen in 
the excretal patches in the fertiliser system means that leaching losses may be greater 
than in the clover/fixation system (Jarvis, 1999).  This has been confirmed 
experimentally in some trials with leaching losses greater under fertilised pasture than 
under clover/fixation systems (Ledgard et al., 1999), but in other studies, leaching 
losses have been the same (Sprosen et al., 1997) or greater in the clover system 
(Doyle & Topp, 2004), reflecting the complex interplay of the multiple factors 
influencing nitrogen dynamics. 
 
1.5. The research question and null hypothesis 
 
1. 5.1 The research question  
 
The present model was assembled to investigate whether the changes in  the clover 
composition of the sward, pasture and animal production and the underlying nitrogen 
dynamics of the farm system can be explained by the changes in grazing management 
on the Lincoln University Dairy Farm over the period 2002-2004.  Recognising the 
complexity of the interacting factors affecting the nitrogen dynamics on a dairy farm, 
a systems analysis approach was adopted to answer this research question.  A 
mathematical, mechanistic model covering the soil water balance, soil nitrogen status, 
pasture production and composition, animal intake, production and excretal return 
was constructed with the underlying hypothesis that the model developed could 
adequately capture the complexity and extent of the system to answer the research 
question and describe the changes in soil water content, soil nitrogen status, pasture 
production and composition and animal production, following the change in 
management of the dairy farm between 2002 and 2004 and so quantify the changes in 
the nitrogen dynamics within that system.   
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1.5.2 The null hypothesis 
 
Thus the formal null hypothesis is that the mechanistic, mathematical model 
constructed for this PhD cannot capture and explain the full range of the changes in 
soil water content, soil nitrogen status, pasture production and composition and 
animal production, following the alteration in management of the dairy farm between 
2002 and 2004.   
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Chapter 2: Modeling Nitrogen Dynamics on a Dairy 
Farm 
 
The Lincoln University Dairy Farm (LUDF) underwent significant changes in grazing 
management over the period of 2002-04 and the changes in inputs and outputs were well 
documented.  Essentially, in 2002-03, 50 cows were overwintered on the dairy farm and 
585 cows calved in the spring.   During the milking season (August to May) pasture 
residuals were maintained at an average of 1760kgDM/ha from a pre grazing mass 
averaging 3160kgDM/ha.  In contrast, in 2003-04, 150 cows were overwintered on the 
dairy farm and 621 cows calved and this increase in grazing pressure was used to 
maintain pasture residuals at an average of 1500kgDM/ha from a pre-grazing mass 
averaging 3000kgDM/ha.  This was accompanied by an observed increase in the 
percentage of clover in the sward and by an increase in milk solids production.  Fertiliser 
and irrigation schedules were very similar in quantity and distribution over this period 
and supplementary feed as grass silage was used only in the shoulder months to fill 
pasture deficits.   
 
2.1. Methods 
 
An investigation of the nitrogen dynamics of a dairy farm shares many of the attributes of 
any other investigation of a complex system with multiple and reciprocal feedback loops 
operating in space and time (Spedding, 1979).  This means that modelling is an 
appropriate tool to investigate the dynamics of such a system (Bywater & Cacho, 1994).  
Mathematical simulation of an experimental situation can be useful when the costs of 
recreating the scenario in the physical world are prohibitive or where the system 
boundaries and conditions are difficult to quantify or control.  Moreover, the construction 
of such a model can highlight knowledge gaps or lack of published data and so serve as a 
stimulus for further empirical studies.  Mechanistic models which serve to represent a 
complex system through the simulation and understanding of the individual steps within a 
multistep, complex process also serve to increase understanding, and highlight areas for 
new work.  Moreover, reconciliation of the differences in a model’s performance with 
published data serves to stimulate re-examination of both the model and the data and the 
experiments and observations that generated this data.  This can generate new insights 
and understanding within both the model’s construction but also in the interpretation of 
the experimental evidence.  Finally, a model that is able to accurately and precisely 
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replicate observations may be used in a speculative manner to generate new ideas and 
hypotheses which can then be tested against real world data with further empirical 
experimentation.  The significant expense, complexity and time involved in modelling 
processes at the farm system level through farmlet based experiments has thus led to 
considerable effort to mimic them in computer simulations.  In programmes such as 
Overseer, simple changes in management and climate can be represented and quantified 
in terms of their environmental impact (Ledgard et al., 1999a; Roberts & Ledgard, 2000).  
Conversely, the Dexcel whole farm model is capable of modelling complex changes in 
farm management (Beukes et al., 2005) but as yet does not model the interplay between 
temporal and spatial pasture composition and excretal return and the influence this may 
have on the environmental impacts of these changes  (Brock & Hay, 1996; Chapman et 
al., 1996; Schwinning & Parsons, 1996a).  The CENTURY soil model has been used 
successfully for a number of years to increase understanding of mineral cycling through 
the soil (Parton et al., 1988) and the use of models in scientific research has become 
common place from investigating the impact of climate change on farming systems  
(O'Hara et al., 2003) to simulating the effects of changes in these systems on the 
environmental impacts (especially from nitrogen losses) (Brown et al., 2005).  The aim of 
this PhD was to incorporate a soil, pasture and an animal model within a farm 
management scenario and assess how effective this model was in accounting for the 
changes in pasture composition, animal production and nitrogen dynamics as a result of 
management decisions to reduce the pre and post grazing residual. 
 
2.2. Whole system models  
 
A gold standard model should include an adequate representation of all the components 
of the complex agro-ecosytem and their mutual interactions.  This includes, soil, plants, 
animals, climate, management including multiple paddocks, animal and plant types and 
the nutrient cycles within and between these components.  In a recent review of whole 
farm models, Bryant & Snow (2008) also suggested that the following attributes were 
desirable:  spatial distribution of excretal return, effect of disease and pests on plants and 
animals, genetic variability in response from plants and animals to different 
environmental conditions and a flexible modular software design so that components can 
be removed easily. 
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The purpose of the present model was to determine how changes in farm management, 
particularly grazing management through pre and post grazing residual would affect the 
clover and ryegrass composition of the sward and the nitrogen dynamics of the 
soil/pasture/animal system.  Thus the scope of the models included nitrogen losses from 
the system in gaseous and leached forms, nitrogen uptake by the pasture, its passage 
through the grazing animal, sequestration into milk and body tissue and its uneven return 
in excreta.  Similarly, changes in pasture composition needed to be modelled in terms of 
the percentage of clover and ryegrass within the sward as a result of the effect of grazing, 
excretal return, additional fertiliser input and management inputs such as irrigation, 
conservation and through grazing pressure and animal preference, pasture mass.  The 
animal model needed to mimic preference for different components within the sward and 
how this may change as the sward and the energy demands of the grazing animal change.  
Nitrogen flow within the animal, and its relationship with dietary preference and partition 
into excreta, milk and body mass also needed to be followed.  There were relatively few 
whole farm systems based models where soil, pasture and animal are integrated together 
within a management package but these include the Dexcel Whole Farm model (Beukes 
et al., 2005),  LincFarm (Bywater & Cacho, 1994), CENTURY/DAYCENT (Parton et 
al., 1988; Parton et al., 1998), Overseer (Ledgard et al., 1999a; Monaghan et al., 2004) 
and the  model of nitrogen flow within a grazed ecosystem by Thornley and Verberne 
(1989).  These models are briefly compared in Table 2.1 in terms of their suitability for 
the present purpose.  
 
Table 2.1: Comparison of whole farm system models and suitability for the present 
purpose 
 
Model Models 
changes in: 
Soil:  S 
Grass:  G 
Clover:  C 
Or Pasture:  
P 
Animal 
prod’:  Ap 
Grazing:  
Gr 
Responsive to 
changes in 
environement: 
Temperature:  T 
Moisture:  M 
“Soil” :  S 
Fertilser:  F 
Pasture residual:  
R 
Outputs:  
plant 
Pasture 
composition:  
C/G 
Outputs:  
animal 
Milk 
yield: M 
Live 
weight: 
Lw 
Urinary N: 
U 
Fecal N: F 
Outputs: 
environmental 
N2 Gases:  Ng 
Aqueous N:  Naq 
Overseer S T 
M 
S 
F 
No M 
Lw 
U 
F 
Ng:  yearly 
Naq:  yearly 
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Dexcel WFM P 
Ap 
Gr 
(implicitly) 
T 
M 
S 
F 
No M 
Lw 
U 
F 
No 
CENTURY 
DAYCENT 
S 
P 
Gr 
(implicitly) 
T 
M 
S 
F 
No U + F 
implicitly 
Ng, Naq   Monthly 
in CENTURY, 
daily in DayCent 
Lincfarm S 
C/G 
Ap (sheep) 
Gr (sheep) 
T   R 
M 
S 
F 
Yes:  C/G U + F 
implcitly 
Animal 
(sheep) 
Lwt 
No 
Thornley and 
Verberne 
(1989) 
S 
P 
 
T 
M 
F 
No U 
F 
Ng 
Naq (potential) 
 
Further models have subsequently become available and these were reviewed by Bryant 
and Snow (2008).  Briefly, these authors considered the following whole farm models in 
addition to those discussed above: 
 
APSIM:  Agricultural Production Systems Simulator.  
Developed in Australia as primarily a cropping model but it has recently been linked to a 
pasture model (GRAZPLAN). Very flexible design allows management actions to be 
represented.   
 
EcoMod  
Three models (EcoMod, DairyMod, and the SGS Pasture Model combined into one farm 
systems model).  This is a very comprehensive model that covers pasture and animal 
production, heterogeneity of excretal return, management decisions and nitrogen losses. 
 
Farm Assessment Tool (FASSET).  
FASSET has been developed in Denmark.  It is primarily an economic model which has a 
management component that can be used to optimise economic performance for a range 
of different scenarios.  It also incorporates spatial distribution of excretal patches using 
the methodology of Hutchings et al. (2007) and has a very detailed treatment of  nitrogen 
cycling within the soil. 
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Great Plains Framework for Agricultural Resource Management – GPFARM 
Primarily developed to simulate rangeland conditions of pasture and animal management 
in the USA and with a strong arable background. 
 
GRAZPLAN suite 
Developed in Australia and the animal module uses the work of Freer et al.  (1997).  The 
model has also been integrated with APSIM (see above).  Pasture and animal models are 
very detailed but the soil model is less so. 
 
Huley Pasture model 
A UK based model based on work by Thornley and Johnson (1985; 1998) and similar in 
concept to the model of Thornley and Verberne (1989) reviewed above.  Plant and 
nutrient cycling through the soil are very detailed but the animal model is less so and 
serves to simply harvest the pasture from the plant model.  The model has a very short 
time step (22.5 minutes!) so that processes that change during the day (e.g. nutrient 
cycling in the soil/plant model) can be represented but it contains a very simple 
representation of nitrogen cycling within the animal and back to the soil surface.   
 
Integrated Farm System Model – IFSM 
Originally developed in the USA for complete ration type feeding of dairy cows, this 
model has now been considerably extended to include grazing.  IFSM also contains a 
machinery module which quantifies the environmental impact of different rates of 
machinery usage.   
 
Of these additional models, EcoMod and APSIM when integrated into GRAZPLAN were 
the most suitable with their inclusion of spatial heterogeneity in excretal return and 
detailed treatment of soil and nutrient cycling between plants and animals (Bryant & 
Snow, 2008).  However, in both these models dietary selection is treated very simply 
whereas differential selection (and metabolism) of dietary components dependent on an 
animals genetic, physiological, environmental and behavioural constraints will potentially 
have a large impact on the nitrogen dynamics of the system (ibid.).  While EcoMod has 
many of the features necessary for the current analysis, IP considerations would have 
made modification to achieve the objectives of this study difficult.  Moreover, EcoMod 
was not available at the outset of the study.    
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At the outset of this project, none of the currently available whole system models were 
able to fulfil all of the requirements of this project as indicated in Table 2.1 and discussed 
above.  Consequently, to answer the research question, there was a need to develop a 
model that will fulfil these requirements.  The resultant model needed to be 
environmentally responsive, include dynamics for both clover and grass and be 
responsive to changes in grazing management through changes in residual, fertiliser 
application and irrigation, and predict pasture composition and cow and environmental 
output.  There are numerous component models in the literature including animal models 
such as MOLLY (Baldwin, 1985; Baldwin et al., 1987) the Cornell Net Carbohydrate and 
protein system  - CNCPS (Sniffen et al., 1992), LES, (Lescoat & Sauvant, 1995), nitrogen 
models – for example,  the soil module from CENTURY/DAYCENT (Parton et al., 1988; 
Parton et al., 1998), NLE (Di & Cameron, 2000), NGAUGE  (Scholefield et al., 1991), 
DNDC-NZ (Smith et al., 1997) as well as pasture models such as those of McCall and 
Bishop-Hurley (2003), Thornley et al. (1995), Woodward (1997) and Schwinning and 
Parsons (1996a; 1996c).  The suitability of these models for the present purpose is briefly 
reviewed below.   
 
2.2.1 The soil model 
 
There is an extensive literature on the nitrogen transformation processes within the soil 
and a number of soil nitrogen models have been developed.   
 
For the present study, relevant processes affecting the nitrogen dynamics within the soil 
include mineralisation, immobilisation and losses from volatilisation denitrification and 
leaching (de Klein et al., 2003; Di & Cameron, 2002; Di et al., 1999; Ledgard, 2001; 
Ledgard et al., 2000), as well as uptake from pasture and inputs and transformations from 
mineral nitrogen fertiliser, purchased feed, atmospheric deposition and excretal return.  A 
daily time step was considered essential to adequately capture the spatial and temporal 
variability of the nitrogen dynamics within a grazed pasture (Di & Cameron, 2000; 
Hutchings & Kristensen, 1995) and this excluded a number of models such as the NLE 
model of Di and Cameron (2000).  Other models (NGUAGE (Scholefield et al., 1991)) 
were excluded because in addition to too large a time step, they were semi empirical in 
nature and based on a mass balance analysis approach within conditions that were quite 
distinct from those within an irrigated dairy farm in Canterbury, New Zealand.   
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The CENTURY ecosystem model was developed as a grasslands based ecosystem model 
operating at the field scale (Frolking et al., 1998) and so is likely to have many features 
suitable for a project based within the New Zealand pastoral sector.  Moreover, it is well 
documented, available and has been widely used to evaluate the long term effect of 
changes in climate, environment and management on ecosystems (Parton et al., 1988; 
Parton et al., 1987; Probert et al., 1995; Schimel et al., 1997).  CENTURY is made up of 
a soil organic matter/decomposition pool (C), a water budget model, a plant growth 
model and nutrient pools consisting of N, P and S sub models (Metherell et al., 1993).  A 
monthly time step is used and nutrient flow through the models is driven by monthly 
average maximum and minimum air temperature and precipitation. Other input variables 
required are:  soil texture, plant nitrogen, phosphorous and sulphur content, lignin content 
of plant material, nitrogen inputs and initial soil carbon and nitrogen status.  Within the 
model there are also a host of parameter values that can be selected or default values used 
to describe the modelled site (Bolker et al., 1998; Metherell, 1992; Metherell et al., 
1993).  The nutrient pools are similar in structure to the soil organic matter pool (SOM) 
and the model can be run with all 4 pools or with just the N and C pool selected.   
 
Atmospheric models frequently require a shorter time step to adequately estimate the 
exchanges of gas between soil and air as these fluxes change rapidly in response to 
changes in soil temperature and moisture (Parton et al., 1998).  DAYCENT (Del Grosso 
et al., 2005; Del Grosso et al., 2000; Parton et al., 1998; Shaffer et al., 2001) is a 
development of the CENTURY model which incorporates all the ecosystem processes 
present in CENTURY but includes a more comprehensive treatment of trace gas 
exchange and soil water status and operates on a daily time step basis.  DAYCENT 
simulates the exchange of nutrients, C,N, P and S and gases (CO2, CH4, N2O, N2, NOx) 
between the atmosphere, soil and plants, using major submodels for plant productivity, 
soil organic matter, soil water and temperature and trace gases.  Soil texture and land use 
data are required for each site and daily maximum and minimum air temperature and 
precipitation details drive the model (Del Grosso et al., 2002).   
 
The present project seeks to capture both the temporal and spatial heterogeneity in 
nitrogen dynamics on a grazed pasture (Hutchings & Kristensen, 1995).  However, the 
pasture sub model within DAYCENT (see below) assumes a homogenous pasture 
population, with no overt modelling of individual pasture components, nor of excretal 
patches within the sward.  The desire to model this level of temporal and spatial 
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complexity within the present model meant that potentially, any soil model used needs to 
be cloned many times within each iteration of the model to represent patches of differing 
nitrogen status within the heterogeneous pasture (Hutchings et al., 2007) and the 
complexity of DAYCENT/CENTURY mean that the run time of the model can become 
exceedingly long.   
 
The combined pasture, soil, grazing model of Thornley and Verberne (1989) provided an 
alternative soil model for inclusion within the present exercise.  This model operates on a 
daily time step, and was sufficiently mechanistic in approach that, although developed 
within a United Kingdom context, it could be adapted to New Zealand conditions 
relatively easily and extended to cover the range of factors affecting nitrogen losses from 
the system that were of interest. However, as it stands, this model does not handle the 
temporal and spatial distribution of excretal returns, nor is the pasture component of the 
model designed to capture the influence of grazing residual on pasture composition, nor 
animal preference.  
 
2.2.2 The Pasture Model 
 
Many pasture models use a growth equation to predict pasture mass which is often either 
highly theoretical (Schwinning & Parsons, 1996a) or empirical  in its parametisation 
(McCall & Bishop-Hurley, 2003).  The advantages of using a growth equation are 
considerable.  In the theoretical situation, the simplicity of the growth equation mean that 
considerable complexity can be generated in terms of the population dynamics of a 
pasture and Schwinning and Parsons (1996a; 1996c) developed a sophisticated patch 
based model of clover dynamics within a pasture.  The unit of the model is a “patch” 
defined as a single homogenous unit of pasture and the variables within the model are: 
 Structural carbon and nitrogen density for clover and grass (nitrogen in fixed ratio 
to carbon) 
 Substrate carbon and nitrogen density for clover and grass 
 Organic nitrogen density in the soil 
 Mineral nitrogen density in the soil 
The rate processes affecting flow between the state variables are: 
 Growth, senescence, herbivory, mineralisation 
The driving variables affecting the state variables are: 
 Photosynthesis, N2 fixation, fertilisation. 
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The sink for the system is 
 Nitrogenous loss to the environment 
 
The relationships of these components are described either with linear or variations of 
saturation equations.  Thus growth of each species depends upon the current biomass 
density of that species and is a saturating function of substrate carbon and nitrogen 
density for that species, expressed as a concentration of structural carbon.  Assimilation is 
a saturating function based on the structural carbon density of each species so that 
assimilation of species 1 depends not only on the leaf area of species 1 but inversely on 
the leaf area of species 2.  Mineral nitrogen uptake for grass is a saturating function of 
soil mineral nitrogen, whilst nitrogen uptake by clover is the sum of fixation and uptake 
from soil.  These are again described in terms of saturating functions of soil mineral 
nitrogen but include parameters to reflect the energy costs of fixation and its minimum 
threshold rate as discussed above.  Herbivory depends on the total and relative abundance 
of each species and the fractional diet preference of each species.  The intake of one 
species is influenced by the abundance of the other species:  when animals can, they take 
species 1 and species 2 in their preferred proportions, but outside these limits, they give 
up their preference for the favoured species and eat more of the other one.   
 
Analysis at the patch scale indicates that the combination of the intrinsic factors 
describing the relationship between soil mineral nitrogen and each pasture species, 
coupled with extrinsic factors such as herbivory, urine return, fertiliser application and 
seasonality generate temporal variability in the pasture composition at the patch scale, 
which can be represented spatially by running multiple patches independently but 
concurrently.  Multiple solutions (pasture compositions) are possible and these can be 
stable, unstable or oscillate.  Oscillations may dampen with time or continue indefinitely.  
At the patch scale urine application increases the oscillations and prevents their 
dampening so keeping individual patches out of phase.  
 
The heterogeneity of the patch scale model is expressed in time and space but the spatial 
component is not dynamic:  ie the patches don’t move as has been reported from field 
experiments (Cain et al., 1995).  Secondly, with the patch scale model the average field 
clover content reaches stability temporally and spatially whereas persistent fluctuations in 
clover content have been observed (Schwinning & Parsons, 1999).  In a development of 
the patch scale model, Schwimming and Parsons (1996b) developed a field scale, spatial 
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model to account for the spatial and temporal dispersal of pasture species within the 
sward.  This model used cellular automata to represent the “patches” of the previous 
model.  Spatial dynamics were incorporated by allowing for extinctions and invasions by 
clover between patches while within patch relationship are governed by factors already 
outlined.  Patches or cells can exist in 4 states: 
 mixed, legume dominant;  
 mixed, grass dominant; 
 pure grass, high N;  
 pure grass, low N. 
 
Cells can change their status by means of deterministic and stochastic transitions.  
Deterministic changes take place as a result of changes in the cells’ nitrogen status as the 
cells “age” as a result of the dynamic relationship between clover and grass densities and 
soil mineral nitrogen described by the equations and parameters of the patch scale model.  
All cells except pure grass, low N cells age as their N status changes:  legume dominant 
cells age by N enrichment, grass cells age by N depletion.  Stochastic transitions include 
legume invasions and extinctions and random, patchy urine application to cells.  Under 
this model, the combination of stochastic and deterministic processes generates a range of 
temporally and spatially dynamic populations of clover and grass which move through the 
pasture in space and time.  Model pastures tend towards an asymptotically approached 
state of stable legume composition although the pattern of clover and grass patches may 
be an oscillating, changing or stable mosaic.   Urine application tends to reduce the 
oscillations at the field scale by setting individual patches out of phase with the temporal 
and spatial oscillations of the rest of the paddock.  Thus increased patch heterogeneity 
leads to a reduction in temporal field scale variation. 
 
Seasonality and fertiliser can be applied as external “stressors” of the system:  winter 
mortality through an additional “extinction probability” within the model and fertiliser by 
altering the nitrogen status of all cells for a given period.   This introduces a random 
element of variation onto this complex pattern.  In situations where annual mortality of 
the legume population is low, the periodicity of the population fluctuations is driven by 
the underlying mechanics of the soil nitrogen/clover/grass balance.  When clover 
mortality increases, this underlying driver of change is masked by the external influences 
and so the periodicity in population fluctuation reflects these factors rather than the 
clover/grass dynamic (Schwinning & Parsons, 1996b).   
 44
The approach produces an excellent representation of spatial and temporal heterogeneity 
but the underlying systems that drive the growth of the pasture and the nitrogen status of 
the soil are simplified and theoretical because the model has been designed to represent 
clover and grass population changes.  Thus in the Schwinning and Parsons’ model 
mineralisation is described by a linear equation: 
 
  Mineralisation = cmin *ON     equation 2.1 
Where:    
Mineralisation = rate of transfer of organic N to inorganic N in g N m-2 day-1 
cmin = rate constant of mineralisation set at 0.05 day-1 
ON = Organic nitrogen density in g N m-2 
 
This does not allow for differences in mineralisation rate with for example soil type, 
temperature, water content (Barkle et al., 2001; Zaman et al., 1999).  Similarly, nitrogen 
losses from the system are grouped into one figure, described by a single parameter:   
 
 Nitrogen loss = closs*MN       equation 2.2 
Where: 
Nitrogen loss = total nitrogen loss to the environment  
closs = relative rate of mineral nitrogen loss from the soil= 0.05day -1 
MN = Mineral nitrogen density in g N m-2 
 
Thus “nitrogen loss” includes denitrification, volatilisation, leaching, immobilisation all 
described by one constant parameter.  In terms of modelling the nitrogen dynamics of the 
system, the varying impact of temperature, soil type, wind speed, precipitation (rainfall 
and irrigation) on these loss pathways needs to be included (Bolan et al., 2003; Saggar et 
al., 2004; Singh et al., 2005).  Secondly, the computer requirements of such a system of 
cellular automata when set up to represent an entire farm would be considerable.  
However, several aspects of the model were suitable for the present purpose and great use 
was made of these ideas in the construction of the final pasture/animal grazing model.   
 
A number of different equations have been used in pasture models to describe growth 
(Cacho, 1993).  The saturating growth function used by Schwinning and Parsons (1996a). 
 
 Growth ratei = gi *XCi * ( ci/(ci+kc) *  ni/(ni +kn) )  equation 2.3   
Where: 
Growth ratei = growth rate of species i in g XCi day-1 
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XCi = structural carbon density of species i in g C m-2 
ci = SCi/XCi, where SCi = substrate carbon density species i in g C m-2 
ion 2.5 
Ni = SNi/XCi, where SNi = substrate nitrogen density species i in g N m-2 
kc = Michaelis-Menten constant for substrate carbon in growth = 1.2 g SN g-1 XC 
kn = Michaelis-Menten constant for substrate nitrogen in growth = 0.12 g SN g-1 
XC 
gi = maximal intrinsic growth rate of species i = 0.3 day-1 
  
predicts new tissue production.  New tissue production is defined by Cacho (1993) as 
including senescent and grazed material but excluding detached or dead matter.  If 
senescence and herbivory are removed from this gross amount, this gives the rate of 
change in structural carbon density analogous to net growth as defined in this same paper 
as the rate of accumulation of green material ie what has grown less what has been 
removed.   
 
 senescencei = di*XCi          equation 2.4 
Where: 
senescencei  = rate of tissue senescence of species i in g C m-2 day-1 
di = relative rate of tissue senescence of species i= 0.03 day-1 
XCi = structural carbon density of species i 
 
One of the advantages of this approach as adopted by Schwinning and Parsons (1996c) is 
that it gives an asymmetric bell shaped curve of “net growth” (ie the change in structural 
carbon density with time). This is in accordance with field observations that after grazing, 
growth rate increases slowly at first as reserves are mobilised to restore leaf area and then 
more rapidly as more light is intercepted by young leaves.  When most of the incident 
light is intercepted, the rate of growth decreases as shading occurs (Cacho, 1993).  Cacho 
(ibid.) used a sigmoidal equation to describe growth: 
 
Growth rate, G  = a* (Y2/Ymax) *[(Ymax-Y)/Y]y                           equat
Where: 
a and y are growth parameters 
Ymax is the maximum sustainable herbage 
Y is the herbage mass 
 
This gives growth curves of the following types: 
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t k) 
dY/dt
Time Y or sward height
Y max 
G max
Y = Ymax/(1+B
Herbage mass
(Y) 
 
This contrasts with the symmetrical bell shaped growth curve produced by the logistic 
equation as used by Noy-Meir (1975).  In this situation, the increase from low herbage 
mass to maximum is a mirror image of the decrease in growth after the maximum mass.  
Thus Gmax always coincides with Ymax/2:   
 
Logistic
dY/dt
Herbage mass
(Y)
Time Y or sward height
G max
Ymax/2  
The difference between herbage accumulated (new growth) and herbage harvested by an 
experimenter (net growth) was further clarified by Parsons et al. (1983).  These workers 
were able to separate out the effects of grazing severity on gross growth compared to net 
growth:  In the diagram below, the quantity of pasture harvested (net growth) increases 
steadily as the severity of grazing increases (moving from right to left), while gross 
growth is only slightly reduced.  Herbage harvested (net growth) is thus initially 
dependent on grazing intensity.  However, a point is reached at which, growth is reduced 
(because the herbage has been reduced to such a low level) that the quantity harvested is 
also reduced as illustrated in Figure 2.1. 
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Figure 2.1: Theoretical changes in net growth and gross growth with changes in 
defoliation intensity 
 
Net growth and Gross growth
dY/dt
   
Gross growth 
Y or sward Height
High defoliation Low defoliation 
intensity intensity 
In the logistic equation of Noy-Meir (1975), the sigmoidal equation used by Cacho (1993) 
and the saturation equation of Schwinning and Parsons (1996a), the rate of growth 
depends on the current biomass.  Thus, at a given biomass the rate of growth will be the 
same whether this biomass is the result of a recent, lenient grazing or a more severe 
grazing that took place some time ago.  However, growth after lenient defoliation does 
not retrace the same growth curve as growth after severe defoliation:  net growth after 
lenient defoliation is less at any given biomass than after severe defoliation, because the 
age structure of the sward differs.  Severe defoliation removes more material so that 
during the process of regrowth, at any intermediate biomass there is proportionately a 
younger sward with less senescent, photosynthetic inactive material  (Parsons et al., 2001; 
Schwinning & Parsons, 1999).   This was incorporated into a model of grass growth by 
these authors by modifying the logistic equation so that the rate of growth depends not 
only on the pasture biomass but also on the initial conditions for regrowth .   
 
 db/dt = ub* [1-(b’/bmax)]* [1-(b/bmax)]      equation 2.6 
Where:  
db/dt = rate of growth after defoliation 
u = maximal relative growth rate = 0.1 day-1 
b = current pasture biomass  
b’ = pasture biomass immediately after grazing 
bmax = maximal biomass 
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This produces a growth curve where the rate of growth at a given biomass depends upon 
the biomass at that point and also the biomass immediately after grazing as illustrated in 
Figure 2.2. 
 
Figure 2.2: Modified logistic equation for pasture growth rate:  Rate of growth, 
db/dt, for different residuals where b' = residual in kgDM/ha 
 
 
A similar approach was adopted by McCall and Bishop-Hurley (2003) in their pasture 
model.  In this case, new growth is a function of base growth rate multiplied by scaling 
factors for temperature, moisture, time of year and green canopy light interception.  In 
this model, the scaling factor for light interception is a function of the current green mass 
but also the residual after grazing: 
 
c(G) = 1-e(-(0.7-2.34E-4Gr)0.0027G)    equation 2.7 
Where: 
c(G) = light interception factor for vegetative sward 
Gr = grazing residual 
G = current biomass 
 
McCall and Bishop Hurley (2003) used a separate function for reproductive material but 
with the same form, which like Schwinning and Parsons (1999) predicts a more rapid rate 
of regrowth at any given biomass for pasture grazed to a lower residual.   
 
However, using a pasture growth equation remains essentially an empirical approach with 
the equation parameterised to predict the site specific growth for the experiment in 
question, or to predict a theoretical growth response under a given set of conditions.  This 
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necessarily involves simplification of many of the essential processes affecting cycling of 
pasture tissue in grazed temperate grass-clover pasture in particular the interplay of light 
capture, herbivory and soil nitrogen status that is involved in determining the pasture 
composition in the present simulation. 
 
Thus, the model of McCall and Bishop-Hurley (2003) ignores differences in light capture 
between different pasture species such as clover and ryegrass.  Light capture within a 
mixed sward where there is competition for light between different components which are 
temporally and spatially distributed within the canopy has been treated in different ways 
from the purely empirical to the highly mechanistic.  Woodward et al. (1997; 2002) 
developed a mechanistic function based on differences in light capture through 3 layers of 
the sward.  Differences in species, position in sward, composition of sward and season are 
accounted for with this approach.  Thornley et al. (1995) used a mechanistic function with 
differences in leaf age, structure and photosynthetic ability included for clover and grass 
separately, but the model does not respond to seasonal changes in the environment and 
the same is true for the equations used in the models of Schwinning and Parsons 
(1996,1999) discussed above.  Similarly, the pasture model within 
DAYCENT/CENTURY does not differentiate between pasture components, with the 
pasture mass divided into a dead and a live pool but with no distinction made between 
clover and grass in terms of light capture and nitrogen dynamics.  Growth is determined 
by genetic potential of the crop, temperature, moisture and soil nutrient supply including 
nitrogen so that within the CENTURY model, grass growth is a function of a genetic 
maximum defined for each crop and scaling factors (0-1) for soil moisture, soil 
temperature, shading and time since germination to allow for the effects of seedling 
growth.  The effect of the level of photosynthetically active radiation is subsumed within 
the effect of temperature.  This contrasts with the more mechanistic approach of 
Woodward et al. (1997; 2002) and Thornley et al. (1995) where solar radiation is the key 
driver and determinant of photosynthesis and seasonal variations in growth.   
 
Thus no one model currently available was able to adequately describe all of the desired 
pasture processes and so a pasture model was developed for this project.  This model is 
based on the mechanistic models of pasture growth and herbivory of  Woodward et al. 
(1997; 2006; 2002) and Thornley et al. (1995) with treatment of preference derived from 
Schwinning and Parsons (1996a; 1996c).  
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2.2.3 The Animal Model 
 
Changes in the pasture composition will also affect the nitrogen dynamics of the farm in 
terms of animal production (Clark et al., 2001; Woodward et al., 2001) and 
environmental impact  (Eriksen et al., 2004; Ledgard et al., 1999b).  In the literature, 
there is both the suggestion that with a higher percentage of clover the nitrogen cycle may 
be more tightly coupled and so environmental losses may be lower (Brock & Hay, 2001; 
Caradus et al., 1996; Chapman et al., 1996) and there is also the potential for greater 
ruminal and so urinary loss of nitrogen on a high clover diet (Harris et al., 1998; 
Wanjaiya et al., 1993) despite greater delivery of amino acids to the small intestine 
(Kolver et al., 1999; Ulyatt & MacRae, 1971; Ulyatt, 1981; Ulyatt et al., 1988).  
Determination of the digestion kinetics for forages (Burke et al., 2000; Cohen, 2001) 
means that models such as MOLLY (Baldwin et al., 1987; Baldwin et al., 1987b; 
Baldwin et al., 1987c; Offner & Sauvant, 2004) can be used to represent the nitrogen 
dynamics of  cows fed a diet of mixed pasture.    
 
MOLLY has been used as part of the Dexcel (Beukes et al., 2005) whole farm model and 
has been adapted to New Zealand cows (Palliser et al., 2001) and conditions (Beukes et 
al., 2005).  This, together with its availability, gives it an advantage for the present New 
Zealand based study compared to other rumen models such as the Cornell Net 
Carbohydrate and Protein System (CNCPS) (Sniffen et al., 1992), the Les rumen model 
developed by (Lescoat & Sauvant, 1995) or RUMNUT (Chamberlain & Wilkinson, 
1996).  Further, the digestion kinetics of clover and grass are handled separately within 
MOLLY, mimicking the observed differences in degradation, protein digestion and 
volatile fatty acid production (Burke et al., 2000; Cohen, 2001; Kolver et al., 1999).  
However, the grazing model used with MOLLY in the Dexcel whole farm model does not 
discriminate between clover and grass but grazes to achieve the dry matter intake 
calculated within the model regardless of the pasture composition or its quality.  
Moreover, the scope of MOLLY is considerably greater than required for the present 
exercise and so a simpler animal metabolism model was developed including a herbivory 
and grazing component.   
 
The component models were assembled in MATLAB (MathWorks Inc, 2005) and 
individually validated against data sets obtained from the literature and from the records 
of the Lincoln University Dairy Farm (LUDF).  The completed subunits were then 
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assembled within a management calendar in C-sharp by Elizabeth Post of Lincoln 
Ventures Ltd, Lincoln, New Zealand and then validated against data from LUDF.  
Statistical analysis is described in chapter 3. 
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Chapter 3:  Assessing the fit of the model 
 
Comparison between the output of a model and measured values or data are 
performed for a variety of reasons including:  to validate a model and assess its 
accuracy, to rank several competing models, to rank for input purposes several 
sources of data for a model, to define the range of conditions over which a particular 
model is useful or reliable, and to describe and characterise the departures of the 
model output from the data in order to improve the model (Kobayashi & Us Salam, 
2000). 
 
3.1. Statistical Methods 
 
This is often done through statistical techniques to determine the correlation between 
modelled output (x) and data (y) so producing a correlation coefficient describing the 
degree of linear association between the two variables.  Linear regression of y on x to 
check whether the intercept (a) is near zero and the slope (b) is near one is also used 
to demonstrate how good the model is at predicting the data.  Statistical testing of the 
correlation coefficient and the slope of the regression line, and confidence intervals 
for these values can be determined (Mayer et al., 1994). 
 
In order for such an approach to be valid the underlying assumptions inherent in 
calculation of correlation coefficients and application of regression analysis must be 
fulfilled.  Statistical testing of correlation coefficients requires that at least one of the 
variables (data or model output) is normally distributed, although calculation of 
confidence intervals for the correlation coefficient require both data and model to be 
normally distributed.  This can be assessed with a histogram or normal probability 
plot, backed up with a statistical test for normality such as the Lillie or Jaque-Barr 
test.  Where there are significant departures from normality, Spearman’s rank 
correlation coefficient can be calculated as a non-parametric alternative to the normal 
Pearson’s correlation coefficient.   
 
The assumptions underlying linear regression are outlined in detail in chapter 6 on 
parameter modification where multiple linear regression was used to determine some 
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parameter values within the model.  In brief, within the present context the use of 
linear regression requires that: 
 
1. The variables are linearly related, which can be checked with a scatter 
plot of the residuals against the model values when the residuals 
should be evenly scattered around zero, with no apparent trend. 
2. The residuals should be normally distributed as indicated by a 
histogram, normal probability plot. 
3. The variability of the residuals should be constant throughout the range 
of the values of the data.  This can be checked with a scatter plot of the 
residuals against the data, when the residuals should be evenly 
scattered around zero, with no apparent trend. 
 
These assumptions were checked for each model evaluation.  Although, as with much 
biological data the distribution of the data (and the model output) was often right 
skewed the distribution of the differences was normal and the variables were linearly 
related.  The variability of the residuals was slightly skewed in the pasture data/model 
analysis and the implications of this are discussed in that chapter.  The data set for the 
estimation of dry matter intake was also very small (n=8) and so the conclusions that 
can be drawn regarding the goodness of fit of this part of the model are thus inevitably 
constrained. 
 
In the present context of model evaluation, the aim is not to try to use regression to 
predict the data from the model:  that has already been attempted with the 
construction of the model.  Rather the aim is to assess the closeness of fit between the 
model (the predictor variable) and the data (the response variable), using regression.  
Mean square deviation (MSD) based analysis allows the user to locate the model 
verses data contrasts that have the greatest deviation and to analyse the cause of these 
deviations (Kobayashi & Us Salam, 2000). 
 
This correlation-regression approach is very common in fitting an empirical model to 
data obtained from experiments or surveys (Wallach & Goffinet, 1989).  However, 
when the prime purpose is to compare mechanistic model predictions with data, 
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regression is not ideal.  In this situation, the prime focus is to compare the model’s 
predictions with the data rather than to fit the predictions to the data.   
 
If y represents the data and x the simulated model output, then y is the sum of the true 
mean (μ) and the random error (ε) associated with the measurement ie: 
 y = μ + ε equation 3.1 
When y is regressed onto x, a linear relationship is assumed between x and μ: 
 μ = bx + a equation 3.2 
 
Where b is the slope and a is the y intercept of the regression line.  Then in assessing 
the “accuracy” of the model in predicting the data, the null hypothesis (HO) and the 
corresponding alternative hypothesis (HA) are: 
 HO:  a = 0, and b = 1, so that μ = x equation 3.3 
  HA:  a ≠ 0, and b ≠ 1, so that μ = bx + a and a ≠ 0, and b ≠ 1         equation 3.4 
 
This contrasts with a direct comparison of x and y:  y is still assumed to be the sum of 
the true mean (μ) and the random error (ε) associated with the measurement ie: 
 y = μ + ε equation 3.5 
 
But in a direct comparison, the null hypothesis is that μ equals x ie that the “only” 
difference between x and y is that due to measurement error.  Then in this situation: 
 HO = μ = x equation 3.6 
 HA = μ ≠ x equation 3.7 
 
Under the regression approach, both the null hypothesis (μ = x ) and the alternative 
hypothesis (μ  = bx + a and a ≠ 0, and b ≠ 1) imply a linear relationship between μ and 
x.  This must be true for the null hypothesis but not for the alternative hypothesis 
where there may be a curvilinear or discontinuous relationship between the data and 
the model output.  Thus, it is axiomatic in linear regression analysis that the variance 
of the residuals is constant throughout the range of fitted values of y (Petrie & 
Watson, 2006a).  For the purpose of comparison the nature of the relationship for the 
alternative hypothesis is less important than whether the simulated values are equal to 
the true mean (Kobayashi & Us Salam, 2000) ie: 
 HO = μ = x equation 3.8 
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 HA = μ ≠ x equation 3.9 
 
This allows a direct comparison between x and y (via μ) but it does not constrain it to 
a linear relationship.  The most relevant statistic to compare model output with data is 
derived from the deviation (d) between the model output (x) and the data (y), ie: 
 d = x – y equation 3.10 
 
When there are n data points for comparison this is most commonly combined into the 
root mean square deviation (RMSD): 
                      i=n 
 RMSD=√ 1/n * ∑ (xi - yi)2 equation 3.11 
   
  i=1 
 
RMSD can also be expressed as MSD: 
                      i=n 
 MSD = 1/n * ∑ (xi - yi)2 equation 3.12 
                                         i=1 
 
MSD is the mean square of the deviations around the 1:1 line in a plot of the model 
predictions (x) against the data (y).  The lower the value of MSD the closer the 
simulation is to the data.  RMSD as the square root of MSD represents the population 
standard deviation of these deviations about the 1:1 line of equality and is a measure 
of the mean distance between the model and the data (Kobayashi & Us Salam, 2000).  
The mean deviation, MD is defined as: 
            i=n 
 MD = 1/n *   ∑ (xi - yi)  equation 3.13 
                       i=1 
 
MD represents the difference between the mean of the model and the data and may be 
referred to as the bias of the simulation. 
 
In order to illustrate the nature of the difference between the model and data, 
Kobayashi and Salam (2000) developed a method to partition MSD into different 
components.  The first of these is squared bias, SB which arises when the means of 
the data and the model output differ: 
           _    _ 
 SB = (x – y)2 equation 3.14 
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            _         _ 
Where x and y represent the means of x and y respectively.  SB is related to the 
intercept (a) of the regression line, y on x.  SB represents the translation of the (x,y) 
line along the model (x) axis, representing a continuous, additive difference between 
model and data.  The remaining difference between model and data is described by 
the mean squared variation, MSV, which is the difference between the model and the 
data with respect to deviations from their respective means:    
             i=n             _                  _    
 MSV=    1/n * ∑ [(xi - x) – (yi –y)]2 equation 3.15 
   
                i=1 
 
A larger value for MSV implies that the model failed to simulate the variation of the 
data about the mean.   
 
As defined above, MSD = MSV + SB.  MSV was further broken down by Kobayashi 
and Salam (2000) into two components and this is described below. 
 
The population standard deviation of the simulation SDs is defined as  
                        i=n            _       
 SDs = √ 1/n * ∑ (xi - x)2 equation 3.16 
  
                                i=1 
 
and the population standard deviation of the data, SDm is defined as: 
                                                    i=n            _       
 SDm = √ 1/n * ∑ (yi - y)2 equation 3.17 
  
                                 i=1 
 
The first component of MSV is then defined as the difference in the magnitude of the 
fluctuations between the measurements and the model and arises because SDs does 
not equal SDm: 
 SDSD = (SDs – SDm)2 equation 3.18 
 
A large value of SDSD indicates that the model failed to simulate the magnitude of 
the fluctuations amongst the data.  The second component of MSV is defined as the 
lack of positive correlation (LCS), weighted by the standard deviations: 
 LCS= 2*(SDsSDm)* (1-r)  equation 3.19 
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 Where r is defined as Pearson’s correlation coefficient between the data and model:   
                              i=n            _                  _    
 r  =   [1/n * ∑ (xi - x) * (yi –y)] / (SDsSDm) equation 3.20 
  
                          i=1 
 
A larger value for LCS suggests that the model failed to simulate the pattern of 
fluctuations across the data.   
 
Although some of these components were subsequently criticised (Gauch et al., 2003 
and see below) the essential point is that an MSD based comparison recognises that 
the difference between a model and the data is not only dependent on the correlation 
but also on the variability of the measurement and simulation.  MSD based analysis 
allows the user to locate the model verses data contrasts that have the greatest 
deviation and to analyse the cause of these deviations (Kobayashi & Us Salam, 2000).  
Correspondingly, the regression-correlation approach focuses on the low correlation 
and deviation of the regression line from the 1:1 slope of equality, rather than the 
deviation of the model from the data.  Moreover, if variability of the simulation 
results around the mean is of more concern, then MSV provides a means of assessing 
this and can be split further into LCS (pattern of fluctuation) and SDSD (magnitude of 
fluctuation).   
 
Gauch et al (2003) criticised the LCS and SDSD components in the above analysis 
because both are calculated using SDs and SDm and so are not statistically 
independent.  Consequently, there may be confounding between their meanings 
although Kobayashi and Us Salam (2000) pointed out that under most conditions and 
certainly under the conditions of the present models, SDSD remains a much smaller 
component of MSV than LCS.  However, Gauch and his colleagues (2003) developed 
a slightly different partitioning system that was more clearly related to the regression 
and correlation coefficients.    Under this system, SB was retained as the additive 
difference between the squared mean of the model and the data and this is illustrated  
 62
Figure 3.1:  Representation of Squared Bias (SB) from a hypothetical data set 
 
 
in Figure 3.1 for a hypothetical data set of model [-3,-1,-1,2,3,6] and data values [-
2,0,0,3,4,7]. 
 
However, the LCS and SDSD components of MSD were redefined as described 
below.   
 
The SDSD component is redefined as non unity of the slope (NU).  NU is > 0 if and 
only if b ≠ 1.  NU represents rotation of the (x,y) line around the origin and is closely 
related to the slope (b) of the regression  line, y on x: 
            i=n          _ 
 NU=(1-b)2 * 1/n *  (∑(xi – x)2) equation 3.21 
            i=1 
 
                   i=n            _                     _       i=n             _ 
 b=  ∑( xi – x) * ( yi  -y) / ∑ (xi – x) 2 equation 3.22 
                   i=1                                            i=1 
 
This is illustrated in Figure 3.2 below which shows hypothetical model and data 
outputs for a situation with no scatter but with rotation and translation.  The model 
output consists of the vector [-2,-1,2,3] and the data is [-4,-2,4,6].  There is rotation 
because b does not equal one (b = 2 in this example) and the size of NU is a function 
(model,data) pairs
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of the departure of b from one and the variance of the model output.  SB arises in this 
example because of differences between the mean of the model and data. 
                                                                                                          
The third component represents the lack of correlation (LC) between the data and the 
model and is roughly analogous to LCS.  LC is related to the amount of scatter in the 
data, so that the correlation coefficient r2 does not equal 1 because of errors ε in the 
data.    
 
Figure 3.2:  Representation of Non Unity (NU) (and squared bias, SB) from a 
hypothetical data set     
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y=2x 
NU=4.25 
 SB=0.25 
 
            i=n           _ 
 LC= (1-r2) * 1/n * (∑(yi –y )2) equation 3.23 
            i=n 
   
                             i=n          _                 _           i=n            _         i=n          _ 
 r2= (∑(xi - x)*(yi - y))2 / ∑(xi - x)2 * ∑(yi - y)2 equation 3.24 
                    i=1                                          i=1                        i=1    
 
LC is > 1 if and only if r2 ≠ 1.0. 
Where x represents the model and y the data, LC arises because of differences for 
each pair of model and data coordinates: the relationship between the x value (model) 
and the y value (data) differs from pair to pair.  Thus for three pairs of model and data 
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values, (x1,y1), (x2,y2) and (x3,y3), LC or scatter arise because points with very 
similar x values (model) may have very different y values because of variation within 
the data.  This is illustrated in Figure 3.3 for a hypothetical data set of model = [-1,-
1,2,3,4] and data = [-2,0,1,2,3.5]. 
 
Figure 3.3:  Representation of scatter within a hypothetical data set resulting in lack of 
correlation (LC) 
 
 
 
These three components are additive to produce the MSD for that model.   
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The relationship between NU and the slope (b), LC and r2 and SB and the intercept 
(a), mean that MSD analysis can be used in conjunction with correlation-regression 
analysis to assess the fit of models.   When the main purpose of analysis is prediction, 
this imposes special interest in the 1:1 line of equality.  By contrast, in many 
applications of regression there is no a priori reason why the intercept should be zero 
or the slope unity.  In a linear regression, the parameter, “a” (the intercept) is used to 
account for bias or translation and the parameter, “b” (slope), accounts for rotation.  
Thus only residual error ε from LC reduces the fit.  Thus for modelling for accurate 
predictions, regression is only sensitive to one of the components that contributes to 
MSD and will only reflect deviations about the regression line (from ε) rather than 
deviations about the equality line.   
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In the present analysis, we know that the null hypothesis (HO: μ = x) is wrong.  The 
model deviates from the data because of simplifications within the model structure, 
even if there was no error in the measurement of the data.  Therefore, the null 
hypothesis “should” always be rejected (because the model is a simplification) and the 
relevant question is not whether the model is right or wrong but how much the model 
output differs from the data and why.  The model’s performance can only be assessed 
relatively rather than absolutely (Kobayashi & Us Salam, 2000) and in order to do 
this, calculation of the MSD of the model is combined with techniques used for 
measuring agreement between testing methods with quantitative results (Petrie & 
Watson, 2006b).  This is particularly useful in those situations where there is 
deviation from the underlying assumptions of the regression analysis.  The vector of n 
model predictions and the corresponding vector of n data measurements represent 
pairs of measurements for a numerical variable.  These multiple pairs generate n 
differences.  A paired student’s t test can be used to assess if the mean of these 
differences is zero so long as the differences are normally distributed.  This in turn 
can be checked with a norm plot and with a formal statistical test for normality such 
as the Kolmogorov-Smirnov test or the Lillie test.  The null hypothesis is that the 
mean difference is zero.  If the results of the test suggest that this hypothesis cannot 
be rejected, then this implies that there is no systematic difference between the 
observations in a pair.  In this way it is analogous to SB.  However, it does not imply 
that the model predictions agree with the data in any particular pairing.  The 
differences could still be large but scattered evenly about zero and the result of the 
paired t test would still be that the null hypothesis could not be rejected.  To assess 
how the differences are distributed and how well the model agrees with the data for 
individual pairs, Bland-Altman plots or limit of agreement plots can be constructed 
(Bland & Altman, 1986).  Assuming that the differences are normally distributed, the 
95% confidence intervals for the differences are calculated as the mean difference 
plus or minus 2*SDdiff where SDdiff is the standard deviation of the differences and is 
calculated as: 
                                           i=n              _       
 SDdiff    = √ 1/n * ∑ (di  -  d)2 equation 3.24 
   
      i=1 
 
Where d is the difference between pairs.  The confidence intervals mark the limits 
within which one can be 95% certain that the differences should occur given that the 
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null hypothesis (that the mean difference is zero) is correct and so afford an 
opportunity to judge how close the model is to the data and whether these tolerances 
are acceptable.   The difference of each of the pairs can then be plotted against the 
mean of the pairs to produce a Bland-Altman plot.  If there is no evidence of a 
systematic difference between the model and the data, the points will be evenly 
distributed around the line of no difference.  Any funnelling or coning of the points 
suggests that the variance of the differences is not constant.   
 
A coefficient of reliability can also be calculated.  This is an index ranging from 0 to 1 
and represents the extent of agreement between values in a pair of observations, with 
0 representing no agreement and 1 perfect agreement.  This is numerically equivalent 
to the intraclass correlation coefficient (ICC) which represents the proportion of the 
variation in the pairs (of model and data values) that is due to differences between the 
pairs as opposed to within the pairs.  Thus, a low ICC means that more variation is 
within the pairs and less is between pairs while a higher ICC, means that more 
variation is between the pairs and the variation within pairs is small.  For pairs of 
differences that are normally distributed, the ICC can be estimated from the Pearson’s 
correlation coefficient in the following way (Petrie & Watson, 2006b).  If there are n 
pairs of differences for model (x) and data (y) and these have the following values: 
 x = [ 2, 3, 4, 5, 6]       
 y = [0.5, 0.33, 0.25, 0.2, 0.166] 
 n= 5 
Thus n1=(2,0.5), n2=(3,0.3), n3=(4,0.25), n4=(5,0.2), n5=(6,0.166) 
 
Then a second set of n pairs is created by adding a set of n pairs created by 
interchanging the values of the original pair: 
 
 x = [2, 3, 4, 5, 6,0.5, 0.33, 0.25, 0.2, 0.166]    
 y = [0.5, 0.33, 0.25, 0.2, 0.166 2, 3, 4, 5, 6]  
 n=10 
Thus n1=(2,0.5), n2=(3,0.3), n3=(4,0.25), n4=(5,0.2), n5=(6,0.166), n6=(0.5,2), 
n7=(0.33,3), n8=(0.25,4), n9=(0.2,5), n10=(0.166,6) 
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Then a Pearson’s correlation coefficient is calculated for all 10 pairs, using the 
formula given earlier.  The percentage value of this coefficient is then the percentage 
of the variability in the observations that is due to differences between the pairs and 
one minus this value is the percentage of variation in the observations that is due to 
differences within the pairs.   
 
A summary figure for goodness of fit of the model to the data can also be compared 
with calculation of the relative root mean squared deviation as outlined  in equations 
3.25 and 3.26 (Baudracco et al., 2006; van Houtert et al., 1999): 
             n 
 RMSDpi = ( [ ∑(Actual-Predicted)2 ] / n )0.5 equation 3.25 
             1 
 
Relative RMSDpi = (RMSDpi / mean of output measured)* 100   
  equation 3.26 
These authors used a relative RMSD of less than 10% as suggesting a good fit 
between the model and the data, a value of 10-20% indicating a relatively good fit and 
a value of greater than 20% suggesting a poor fit. 
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Chapter 4: Water balance model 
 
The dynamics of carbon and nitrogen within the soil are intimately connected with the 
soil water content with increases in the water flux within soil leading to increases in 
the potential for carbon uptake (photosynthesis) and nitrogen cycling within the soil 
(Schimel et al., 1997).   In turn, increased carbon assimilation leads to greater 
nitrogen capture and incorporation into organic matter and return to the soil.  The 
central role of soil water in crop production (McKenzie et al., 1999) and in the 
scheduling of management events such as irrigation, paddock rotation and fertiliser 
application, means that simulation of the soil water content is critical to the 
performance of a pasture model.  The DAYCENT soil model has such a model  
(Hartman, 2005) but this was not available as a stand alone entity that could be 
integrated into the construction of the pasture model.  For this reason, a soil water 
model, suitable for New Zealand conditions, was integrated into the pasture model as 
this was assembled.   
 
4.1. Existing Models 
 
There are a range of soil models described in the literature (Woodward et al., 2001) 
from comparatively simple models such as those of Rickert (1984) and de Jong and 
Bootsma  (1996) using a mass balance approach  to intricate mechanistic models 
using Richards’ equation (Feddes et al., 1988; Leenhardt et al., 1995).  Single layer 
models, although simpler, tend to under predict pasture transpiration and growth 
following short lived re wetting of the top soil during a prolonged dry period because, 
within the model, the re wetting is distributed throughout the soil profile, where as in 
reality, significant water uptake by the root system occurs from the upper rooting zone 
(Woodward et al., 2001).  Multi layered models such as the soil water model within 
DAYCENT (Hartman, 2005)  have significant advantages over single layer models in 
their treatment of water movement, drainage and leaching potential (Calder et al., 
1983) although this is balanced by a significant increase in complexity.  Scotter et al 
(1979) developed a two layer water balance model where the upper layer which is 
preferentially depleted and recharged, overlaps with the lower layer so that water 
movement between the two zones is modelled implicitly rather than explicitly.  
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Scotter’s model required site specific parameter values in order to estimate the actual 
evapotranspiration rate (AET) and this limitation was overcome by Woodward et al 
(2001) with the development of a relationship between AET and the soils available 
water holding capacity (AWHC) which is more widely available.  
 
4.2. The Woodward (2001) Water Balance Model 
 
Within the present model, water is applied as a result of irrigation and rain on a daily 
basis.  The canopy is assumed to be effectively closed so that evaporation from bare 
soil is ignored (McAneney et al., 1982) as is interception by the canopy with 
subsequent evaporative loss.  Runoff and drainage are combined within the model as a 
single quantity and this is assumed to occur whenever present water deficit plus inputs 
(rain and irrigation), less outputs (AET) is greater than field capacity (FC).  The soils 
at Lincoln University Dairy farm are well drained and sandy so drainage of water 
above field capacity was assumed to be instantaneous.  Soil water deficit (mm) is 
defined as the difference between the current soil water content (mm) and field 
capacity (mm), thus: 
 Water deficit (W) = current soil water content – AWHC               equation 4.1            
Where:  
 W = water deficit in mm:  usually negative in value 
 Current soil water content  = current soil water content in mm 
 AWHC = Available water holding capacity of soil in mm equivalent 
FC in mm 
Then: 
 dW/dt = rain + irrigation –AET –Runoff equation 4.2 
Where: 
 dW/dt = change in water deficit  
 rain = mm of rain applied  
 irrigation = mm of irrigation applied 
 AET = mm of actual evapotranspirational loss from canopy 
 Runoff = drainage plus surface run off (mm) from soil 
 
Woodward (2001) used the two layer model of Scotter et al (1979) with a surface 
layer denoted by subscript “s” so that for each layer these equations can be written: 
 W = current soil water content – AWHC equation 4.3 
 Ws = current soil water contents – AWHCs equation 4.4 
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And 
 dW/dt = rain + irrigation –AET –Runoff equation 4.5 
 dWs/dt = rain + irrigation –AETs –Runoffs equation 4.6 
 
Thus this model requires two site specific parameters, AWHC and AWHCs.  AWHC 
has been widely measured for New Zealand soils within the laboratory but as pointed 
out by Woodward et al (2001) its use presents some problems because AWHC is 
sometimes measured between arbitrary water tensions and to arbitrary soil depths 
(Rickert, 1984; Scotter, 1977).   Woodward and his co-workers  (2001) developed a 
reference value of AWHC that could be used within the model to reflect the potential 
extraction of water by plants (rather than the laboratory measurement of AWHC), 
based on the following equations: 
 FC = (7/A)^(1/B) equation 4.7 
 
 PWP = (1500/A)^(1/B) equation 4.8 
 
 AWHC = 0.5 * d * (FC-PWP) equation 4.9 
Where: 
 FC = volumetric field capacity of soil in  cm-3 cm-3 
A = empirical constant in the equation for water potential (Thornley & 
Johnson, 2000)   in Kpa  
B = empirical constant in the equation for water potential (ibid.) unit 
less. 
PWP =volumetric permanent wilting point near the soil surface in cm-3     
cm-3 
 d = maximum rooting depth in mm 
 
 For the freely draining, deep soils of Palmeston North, New Zealand Woodward et al 
(2001) estimated values for A and B as follows: 
 
A= exp(-4.2816-7.1306*clay-4.8454*sand*sand- 
 42.8441*sand*sand*clay)*100                  equation 4.10 
B= -3.2078-22.202*clay*clay-34.8435*sand*sand*clay 
 equation 4.11 
Where: 
 Clay = % clay in the soil by weight 
 Sand = % sand in the soil by weight 
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These equations predict values for AWHC between 1.3 and 2.4 times greater than 
those commonly reported in laboratory studies (Gradwell, 1968, 1971; Gradwell, 
1974) measured at a depth of 76cm) but they reflect the maximum water that can be 
accessed by plants rather than the amount that can be extracted in vitro.  These 
equations were applied for the soil types typical of the Lincoln University dairy farm 
and the results are given in Table 4.1 
 
Table 4.1:  Soil parameter values for typical soils at Winchmore and Lincoln University 
Dairy Farm 
 
% 
clay 
% 
sand 
Predicted 
A 
Predicted 
B 
Predicted 
FC 
Predicted 
PWP 
Depth 
quoted 
Predicted 
AWHC 
Cited 
AWHC 
Ref 
16 53 0.01125 -5.6889 0.3228 0.1256 750 73.92 62 1 
15.6 43.8 0.04976 -4.7908 0.3561 0.1162 750 89.99  2 
16.5 49.4 0.02327 -5.2152 0.3348 0.1196 1000 107.59  3 
16.4 46.8 0.03187 -5.0565 0.3443 0.1191 1000 112.58  4 
14.0 57.0 0.01503 -5.2278 0.3088 0.1106 750 74.31 60 5 
16.0 54.0 0.01456 -5.4018 0.3188 0.1180 950 95.47  6 
 
Where: 
 Ref 1 = Lismore silt loam (Rahman et al., 1996) 
 Ref 2 = Flemming silt loam (Drewery, 2000) 
 Ref 3 = Edendale silt loam  (Drewery, 2000) 
 Ref 4 = Otikeramas silt loam (Drewery, 2000) 
 Ref 5 = Lismore stony silt loam  (Fraser et al., 1999) 
 Ref 6 = Lismore stony silt loam, (Metherell, 2008) 
 
4.2.1 Comment on the estimation of AWHC 
 
In the original paper Woodward et al (2001) derived their estimation of AWHC not 
from equation 4.9 but from extrapolation from a graph of actual to potential 
evapotranspiration against soil water deficit (details to follow).  They commented that 
the data sets used to parametise the model were not suitable for use on shallow soils 
such as those found at Lincoln University dairy farm (LUDF), and this was also noted 
by Bywater et al in a review of the soil water model within the LincFarm model 
(Bywater et al., 2001).  The underlying assumption of the Woodward et al (2001) 
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model is that soils are deep and plants have had full opportunity to reach potential 
rooting depth:  in this situation, transpiration is solely a function of the availability of 
water and is not constrained by plant development (see below).  This is unlikely to be 
the case in the shallow, stony, Lismore silt loam soils of the LUDF.  This means that 
estimation of AWHC for LUDF soils using these equations may be unreliable and so 
therefore may be the prediction of AET.  After constructing the water model using 
these predictive equations for AWHC, model validation against a data set from LUDF 
confirmed this and led to a revision in the estimation of parameter values and this is 
detailed later in this section (4.3). 
 
The rooting depths in Table 4.1 are in contrast to the estimation of a rooting depth of 
1400mm (Woodward et al., 2002)  for simulation of a freely draining, deep rooted 
soil in Palmeston North and values of AWHC of circa 234mm.  The AWHC value 
which represents the available water holding capacity of the rapidly recharged surface 
zone was set at 25mm in Woodward et al  (2001) and this was maintained in the 
present model. 
 
4.2.2 Estimating actual evapotranspiration 
 
There are a number of formulae for calculating potential evapotranspiration (PET).  
These are either empirically based and so only applicable to a narrow range of 
conditions (Linacre, 1977) or they are mechanistic and so widely applicable but 
require input parameters such as daily net radiation intensity, atmospheric humidity, 
wind speed and temperature which may not be widely available (ibid.).  The Penman 
formula  (Penman, 1948) for the rate of evaporation from an extensive wet surface (eg 
a lake) is the basis for many such formulae (Linacre, 1977; Woodward et al., 2001) 
and can be stated: 
 LE = (Qn + p * c* S/∆ *ra) / (1+(y/∆)) cal cm-2 s-1 equation 4. 12 
Where: 
 LE = latent heat of evaporation of water = 580 cal. g-1 
 Qn = net radiation flux intensity cal. cm-2 s-1 
 p = density of air (about 1.3x10-3 g cm-3) 
 c = specific heat of air = 0.24 cal. g-1 0C-1 
 S = average saturation deficit of the air (mbar)    
 ra = diffusion resistance between water and air 
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∆ = the slope of the graph of saturation vapour pressure (esat) vs 
temperature (T) at a temperature midway between air and surface 
temperature (mbar0C-1) 
 y = psychrometric constant 0.67 mbar 0C-1 
 
The quantity ra depends on the wind speed to the inverse square root (Linacre, 1977) 
as in Figure 4.1 below: 
 
Figure 4.1: Diffusion resistance against wind speed after Linacre (1977) 
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Thus at wind speeds from 1 to 9m/s ra changes from 1.8 to 0.6 s cm-1 and as wind 
speed increases so the change gets less.  A value of ra of 1.26 s cm-1 was taken by 
Linacre as widely representative and applicable not only to water but to grass.  
Linacre used a linear approximation between temperatures of 8 to 360C to describe  
the humidity dependent terms in the Penman equation (S/∆) and (1+y/∆).  The net 
radiation term, Qn was replaced with an empirically derived relationship between 
temperature, altitude and latitude and global radiation intensity which was then 
reduced to allow for light scatter and differences in cloud cover.  This gave a final 
form for the equation for evaporation rate from a grass pasture as: 
 
 Et = [500*Tm/(100-A) + 15(T-Td) ]  / 80-T equation 4.13 
Where: 
 Et = evaporation rate mm day-1 
 Tm = sea level equivalent of measured mean temperature = T + 0.006H 
 H = elevation in m 
A = latitude in degrees 
T = mean temperature 
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Td = mean dewpoint temperature 
 
Td can further be calculated as: 
 Td = 0.0023*h + 0.37*T + 0.53*R + 0.35*Rann – 10.9                  equation 4.14 
Where: 
R = daily range of temperature over 24hrs 
Rann = difference between the mean temperature of the hottest and 
coldest months. 
 
This approach has the advantage that PET can be calculated from maximum and 
minimum temperature, altitude and latitude and has been adopted in the DAYCENT 
(Hartman, 2005) model with the addition of a user applied multiplier for wind speed.  
Woodward (2001) however demonstrated that at a number of New Zealand sites, the 
value of the wind speed modifier of 1.26 in the above approach is insufficient to allow 
for the effect of the high wind speeds encountered in New Zealand on PET.  In the 
present model, for those occasions when PET is not available as a user input from the 
local weather station, a version of the Penman-Monteith PET model is used to reflect 
the range of weather conditions commonly encountered in New Zealand.  This 
version requires wind speed, average daily air temperature, daily net radiation and 
vapour pressure deficit and is illustrated below: 
 
 
             s(Rn-G) + γ * 900 *  U2 (ea - ed) 
                          L            T + 273 
PET =       
          s + γ (1 + 0.34U2)   equation 4.15 
 
Where: 
s = 0.61exp(17.3*T/(237.3+T))*17.3*237.3/(237.3+T) KPa C-1 and is 
the slope of the saturation vapour pressure curve 
T = average daily air temperature in degrees Celsius 
L = the latent heat of vaporisation of water = 2.45 MJkg-1 
Rn = Daily net radiation receipt which is calculated within the pasture 
part of the model in MJ m-2 d-1 
G = daily soil heat flux in MJm-2 d-1 calculated as G = 0.38*(T-Td-1) 
γ = psychrometric constant = 0.067KPa C-1 
U2 = average daily wind speed measured at 2m above ground level and 
is a model input  
(ea –ed) is the vapour pressure deficit in KPa: 
and: 
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 ea is the saturation vapour pressure in KPa given by: 
 
 ea =0.5*[0.61exp(17.3*Tmax/(237.3+Tmax)) + 
0.61exp( .3+Tmin))] 
 equation 4.16 
hile ed is the dew point vapour pressure in KPa. 
 
d = 0.61exp(17.3*Tmin/(237.3+Tmin)) equation 4.17 
Tmax and Tmin are daily maximum and minimum air temperature in degrees Celsius. 
 
 
y 
 
ing 
vailable soil water and p is the proportion of the RAW that the plants can extract. 
ET = min(PET, pRAW) equation 4.18 
Where
AW = α*PET*(AWHC+W) equation 4.19 
Where: 
17.3*Tmin/(237
 
 
w
e
 
 
 
In wet soils, potentially, AET = PET so long as transpiration is not limited by either 
shoot mass or root mass.  If leaf area is low, plants may transpire below their potential 
even if the soil is wet.  Woodward et al (2001)  demonstrated this effect for one set of
data where pasture had been very closely grazed by sheep.  In none of the other data
sets could a restriction in PET be identified as a result of low leaf area index.  This 
suggests that in a rotationally grazed, dairy system, pasture residuals are unlikely to 
be low enough for leaf area to reduce PET.  However, even with non limiting pasture 
cover, AET can still be less than PET if the plants have poor access to the soil water 
for example if the soils are shallow and the root system poorly developed or in heav
clay soils or if the soils are dry.  These conditions do occur in New Zealand and so
must be incorporated into a model of soil water balance.  On the assumption that 
rooting systems were mature and soils deep (so that water content is the limit
factor for AET), Woodward et al (ibid.) achieved this within their model by 
suggesting that AET is the minimum of PET and pRAW where RAW is the readily 
a
 
 A
: 
R
RAW = readily available soil water 
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p = proportion of RAW that the plants can extract in one day = 1 
er 
 soil 
 a negative) 
So AWHC+W = the amount of water in the soil 
-1
 
 
ined.  This is illustrated 
 Figure 4.2 below, for a soil with an AWHC of 234 mm 
igure 4.2:  Illustration of the relationship between the ratio of AET/PET and the soil 
moisture content 
 
 
the slope), the relationship 
etween the AET/PET and soil moisture is of the form: 
ET/PET = α * soil moisture  equation 4.20 
α*PET =  availability of the soil wat
AWHC = available water holding capacity of the
W = soil water deficit (
α = 0.0073 days mm  
 
Within the model of Woodward et al (ibid.) AET is equal to PET until soil moisture 
reaches some critical point, after which the ratio of AET to PET declines linearly.   
During this period of declining AET, evapotranspiration is limited because the soil 
moisture is not all available.  The actual amount of evapotranspiration that can occur
(AET) is thus a function of RAW/AWHC+W ie of the availability of the soil water. 
Woodward et al (ibid.) determined the nature of this relationship by using data sets 
from several sites within New Zealand to plot soil water content against the ratio of 
AET to PET.  In this situation, as water was added to initially dry soils (and so AET is
limited by water availability), AET increases and the ratio of AET/PET was constant 
at approximately 0.0073 days mm-1 for all the data sets exam
in
 
F
AET/PET vs soil moisture
0
0.2 
4 
23420918415913410984.159.1 34.1 9.06 0 0 0 
soil moisture (mm)
AET/PET 
0.
0.6 
0.8 
1
1.2 
 
Then, while the soil is still dry (ie at the left hand end of 
b
 
 A
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Where: 
 0.0073 days mm-1 
soil moisture = AWHC + W 
hus: 
AET = α * PET * (AWHC+W) equation 4.21 
ll the 
 
tures grown in soils with a higher AWHC.  This is illustrated in Figure 4.3 
elow. 
l . 
al 
bid.) proposed that all the water within this zone would be available to plants, so: 
AETs = min (PET, pRAWs) equation 4.21 
 
 
α = the gradient of the slope =
 
T
 
 
 
Woodward et al (ibid.) found that the parameter α was constant at 0.0073 for a
soils in their data set and therefore used this equation to predict AET in those 
situations where AET is unable to equal PET because of a lack of readily available 
water.  This means that from the moment that AET starts to become compromised
because of a lack of RAW, soils can lose a further 1/α ie 137mm of water before 
evapotranspiration ceases altogether when W=-AWHC.  Therefore, pasture that is 
grown in soils with a low AWHC experience water stress at a smaller water deficit 
than pas
b
 
igure 4.3:  Ratio of actual evapotranspiration to potential evapotranspiration against F
re ative soil water deficit for two soils with differing available water holding capacity
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This means that this amount of water needs to be subtracted from the RAW in the 
 *[(AWHC+W) – RAWs] 
 equation 4.22 
.2.3 Evaluating the Model 
Inc, 
ore stony silt loam soils at 
 content in the surface layers of the soil is 
stimated as (Woodward et al., 2001): 
s = FC + (W/AWHC) * (FC-PWP) equation 4.23 
here: 
θs = volumetric soil water content in surface in cm-3 cm-3 
SWCs = θs / soil bulk density equation 4.24 
Soil bulk density = model input = 1.23 for Winchmore and LUDF.   
e 
ata and this is presented in Figure 4.4 which is for dry land pasture, grazed by sheep. 
remainder of the profile: 
 RAW =RAWs + αPET                  
 
 
4
 
The model as so far described was formulated within Matlab code (MathWorks 
2005) and validated against the data set from Fraser et al (1999) who measured 
gravimetric soil water content in the top 30cm for Lism
Winchmore, New Zealand under a dry land scenario.   
Within the model, the volumetric water
e
 
 θ
W
 
And then: 
 G
Where: 
 
 
GSWCs = gravimetric soil water content near surface in g g-1 
 
Running the simulation for 10 years and plotting GSWCs as a percentage against tim
for the model and the data allowed comparison of the models performance with the 
d
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 Figure 4.4:  Plot of initial model prediction of gravimetric soil water content (as a 
percentage) and data values of gravimetric soil water content from Fraser  et al (1999) 
for 10 years for Lismore 
 for 
e range of soil moisture levels in the data and also in the pattern of fluctuation.   
l 
l 
tween the model and the data and Figure 4.6 is a 
normal plot for these differences. 
stony silt soils:  no irrigtion 
45 
  
The model matches the data reasonably well in general terms but it fails to account
th
 
The differences between the model predictions and the data were analysed in the 
manner previously described (see chapter 3 on Assessing the fit of the model).  Initia
analysis consists of determining the normality of the differences between the mode
and the data as a prequel to a paired student’s t test.    Figure 4.5 shows a Box and 
Whisker plot for the differences be
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Figure 4.5:  Box and Whisker plot for the differences between the initial model and data 
from Lismore, stony silt soils 1983-93 (soil moisture) 
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Although the box and whisker plot suggests that the differences are normally 
distributed, both the Norm plot and the Lillie test for normality indicated significant 
departure from a normal distribution.   
 
Results for the Lillie test for normality where the null hypothesis is that the 
differences are normally distributed gave a test statistic of 0.0463 with an associated p 
value of 8.6289e-4 compared to the critical value for the test statistic of 0.0152 at a 
probability of 0.05.  Thus the null hypothesis is rejected and the distribution of 
differences is not normal.  This means that a non parametric alternative to the paired 
student’s t test (the Wilcoxon signed rank test) is used to compare the median 
difference between the model and data with the null hypothesis that the differences 
between the matched pairs comes from a distribution whose median is zero.  This 
gives a test statistic of 2738426 and an associated probability of 0.034.  Thus the null 
hypothesis is rejected at the 5% level indicating that the median difference between 
the data and the model is not zero. The median difference is 0.19 with a 5 to 95 
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Figure 4.6: Normal probability plot for the differences between the initial model and 
data from Lismore stony silt soils 1983-93 (soil moisture) 
 
 
percentile range of -7.6 to 9.1.  The mean difference was 0.43.  Figure 4.7 shows a  
Bland-Altman plot for the differences. 
 
 
The figure indicates that not only is the 95th percentile range large but that a 
significant number of data points lie above and below this range.  Moreover, the 
central red line, which indicates the line of zero differences is not equidistant between 
the percentiles, which is consistent with a non zero median difference.  This is 
consistent with a non normal distribution of the differences and indicates that the 
value of those differences that were greater than zero was, on average greater than the 
value of those differences which were less than zero.  As in this case difference = 
model – data this suggests that when the model prediction is different to the data, the 
magnitude of the error is greater when the model over predicts compared to when it 
under predicts.  That is, the model does not over predict more often, but when it does 
over predict it does so by a larger amount than when it under predicts. 
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Figure 4.7: Bland-Altman plot for the differences between the initial model and 
data from Lismore stony silt soils 1983-93 (soil moisture) showing the upper and 
lower 95% percentile of agreement 
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Further analysis of the data in terms of RMSD as discussed in the chapter on model 
validation techniques is of limited value due to the lack of normality of the differences 
and the dependency of these techniques on normally distributed data.  However, the 
initial results indicate that the soil model was unable to predict the full range and 
variation of soil moisture seen in the data.  This, coupled with the reservations 
highlighted in the original paper by Woodward et al  (2001) on the use of the model 
for simulation of water balance in shallow soils led to a re-evaluation of the 
assumptions within the model in its application to the stony, shallow soils of LUDF. 
 
4.3. Revision of the soil water model 
 
The derivation of AET within the above model depends upon the values assigned to 
AWHC, W and α.  Woodward et al (ibid.) noted the difficulty in using values of 
AWHC from the literature as the water holding capacity of the soil varies with both 
the depth at which it is measured and the pressure used to extract the water in the 
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laboratory.  For the deep soils in their study they found that the value of α was 
constant at 0.0073 meaning that a further 137mm (1/α) of water could be extracted 
from the soil by the plants between the point when AET is first compromised by lack 
of soil water and the point at which it ceases altogether.  Values for AWHC used in 
the Woodward model reflect the total water available to the plants and were derived 
as discussed earlier from fitting to this same data where that data originated from deep 
soils.  Fitted values for AWHC were 1.3 -2.4 times greater than the laboratory values 
(Gradwell, 1968, 1971; Gradwell, 1974).  However, the value assigned to AWHC for 
the Lismore stony silt loam soil in the analysis of Woodward et al  (2001)  at 
74.31mm was only 1.2 times greater than the published value (61mm) and application 
of this value using equation 4.9 suggests a rooting depth of 750 mm.  This contrasts to 
data from Metherell (2008)  suggesting that the effective rooting depth of Winchmore 
and Lincoln soils is much less than this as indicated in Table 4.2 
 
Table 4.2:  Input data for Winchmore  and Lincoln University Dairy Farm soils 
(Metherell, 2008) 
 
Depth of 
soil layer 
(mm) 
Proportion sand 
by weight 
Proportion clay 
by weight 
Field Capcity 
(cm3 cm-3) 
Volumetric Wilting 
Point (cm3 cm-3) 
% of roots 
present 
0-1 0.54 0.16 0.36 0.11   4.8 
1-4 0.54 0.16 0.36 0.11 14.4 
4-10 0.54 0.16 0.36 0.11 28.8 
10-20 0.49 0.21 0.34 0.15 45.0 
20-30 0.49 0.21 0.28 0.15   5.0 
30-40 0.49 0.21 0.21 0.13   2.0 
40-60 0.49 0.21 0.21 0.13   0.0 
 
At these rooting depths the AWHC value calculated using equation 4.9 is circa 20mm 
at 200mm depth, to 93mm at just less than 1 metre.  This contrasts with values of 
AWHC of between 100 and 200 at rooting depth (using equation 4.9) for the other 
sites in New Zealand, with associated maximum evapotranspiration values of 6.5 to 
7.5 (Barker et al., 1985; Scotter et al., 1979) whereas values for evapotranspiration for 
Winchmore peak at 6.8mm per day (Stoker, 1982).  Thus although the amount of 
water available in the soil for evapotranspiration is modest on these stony silt soils, 
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the amount of evapotranspiration is relatively large.  This suggests that the derivation 
of AWHC and thence AET for these soils using the assumptions of the model of 
Woodward et al (2001) that α is circa 0.0073 may significantly underestimate the 
water capacity and the maximum water available to the plants in these sites  This 
would lead to underestimation of both the maximum and minimum levels of soil 
water as indicated in Figure 4.4 above. 
 
Woodward et al (ibid.) used the relationship between the ratio of AET to PET against 
the water content of the soil to determine the value for α (Figure 4.2 above).  Rather 
than determining a value for α, this may be approached algebraically and in terms of 
the soil water deficit, SWD (Zyskowski et al., 1996).  Using data from Woodward et 
al (2001) plotting a graph of SWD against AET/PET produces a relationship of the 
form illustrated in Figure 4.8: 
 
Figure 4.8:  Relationship between the ratio of actual to potential evapotranspiration and 
soil water deficit for data from Woodward et al (2000) 
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For a dry soil to which water is added, the sloping portion of this relationship can be 
described as: 
 AET/PET = m* SWD + c equation 4.25 
Where: 
 m = gradient = the instantaneous rate of loss for a fully saturated soil 
 c = intercept where AET=PET and SWD = zero 
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The intercept, where SWD is zero will be the point where the soil is saturated and by 
definition, AET will equal PET and the ratio of AET/PET =1.  At this point, the soil is 
fully saturated and so AET = PET = the instantaneous loss rate from a fully saturated 
soil (m) multiplied by the amount of water available in the soil = a. 
So this equation may be rewritten: 
 
 AET/PET = m * SWD + m*a equation 4.26 
Where: 
 m = instantaneous rate of loss for a fully saturated soil 
 a = maximum available water in the soil =AWHC 
 
Then as for a fully saturated soil: 
m*a = 1 
 m=1/a =1/AWHC equation 4.27 
So: 
 AET/PET = (1/AWHC * SWD) + 1 
 AET = (PET/AWHC * SWD) + PET equation 4.28 
 
This means that AET can be estimated with the need for only 1 parameter for the soil, 
AWHC, where this is defined as the total water available for the plants in the soil.  As 
before, the model consists of two layers an upper readily rechargeable zone of 
unspecified depth, denoted by the subscript “s” and the total plant rooting zone.  AET 
cannot exceed PET and the equations describing the water balance within the model 
are described below. 
 
The water available in the surface layer is a function of the soil water deficit in the 
suface layer (SWDs) and so actual evapotranspiration from this layer (AETs) is 
defined as: 
 
 AETs =PET/AWHCs* SWDs +PET equation 4.29 
Where: 
 AETs = actual evapotranspiration from surface layer in mm 
 AWHCs = available water holding capacity of the surface layer soil in   
                  mm 
 SWDs = soil water deficit in surface (negative) in mm 
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 PET = potential evapotranspiration from pasture in mm 
 
Equation 4.29 predicts that the actual evapotranspiration from the surface layer 
(AETs) will be reduced as soon as the soil water deficit is less than zero in the surface 
layer and so in effect there is no distinction between readily available water in the 
surface (RAWs) and total soil water in this upper layer:  there is no “buffer” of RAWs 
to allow AETs to be maintained as SWDs becomes more negative.  However, for 
AET from the soil as a whole the soil water deficit has been reduced by the amount of 
deficit in the surface layer.  Thus, remembering that SWD is negative, AET is: 
 
 AET = PET/AWHC *(SWD-SWDs) + PET equation 4.30 
Where:  
 AET = actual evapotranspiration from the soil in mm 
 AWHC = available water holding capacity of the soil in mm to 
rooting depth 
 SWD = soil water deficit (negative) in mm 
 PET = potential evapotranspiration from pasture in mm 
 
The effect of the (SWD-SWDs) term in equation 4.30 is effectively to reduce the 
effect of the soil water deficit in the soil on AET by a maximum determined by the 
greatest possible value (negative) that SWDs can have which is AWHCs.  AWHCs 
was defined at 25mm after Woodward et al (2001) and AWHC was taken as 95 mm 
after Drewery  (2000) and Metherell (2008) at a rooting depth of 800mm.  Neither 
AET nor AETs can exceed PET and revert to PET if the calculated value for actual 
evapotranspiration is greater than potential evapotranspiration.  This relationship 
maintains AET whilst there is readily available water within the soil, where readily 
available water is inversely related to the soil water deficit in the upper and lower 
zones.  If SWD is zero, AET = PET:  as water is lost from the soil, and SWD becomes 
more negative, if SWDs is small, then AET is not maintained at PET, as within the 
model there is no RAW reserve in the upper zone (equation 4.29).  However, if most 
of the deficit is in the upper zone (SWDs) then AET falls less rapidly as readily 
available water is drawn up from the lower zone and if all the deficit is in the upper 
zone (SWDs=SWD) then AET = PET.  Thus the value of AET depends not only on 
the soil water deficit but on how that soil water deficit is distributed within the soil 
profile.  Thus if the overall deficit is modest, but the deeper roots are dry, AET is still 
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compromised compared to the same deficit when the deeper roots are within a moist 
environment.  The effect of this is illustrated in Figure 4.9 below. 
 
Figure 4.9:  Model predictions of the ratio of actual to potential evapotranspiration 
against soil water deficit for 8 years of simulation for an irrigated soil at Winchmore, 
New Zealand 
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The readily available water within the soil is thus equal to the available water holding 
capacity in the surface layer plus the soil water deficit (negative) in the upper layer. 
Figure 4.10 shows a comparison of the readily available water in the soil profile 
calculated as per Woodward et al (2001) compared to the soil water deficit in the 
upper layer.  The figure shows that adding AWHCs to each value of SWDs gives 
nearly the same value as RAW when calculated from Woodward et al (2001), but that 
the revised method slightly reduces the value of RAW for a given SWD. 
 
Following Woodward et al, (ibid.) run off is defined as all water added to the soil in 
excess of the soils ability to absorb it.  Thus run off includes drainage and surface loss 
and occurs when the soil water deficit plus added water less removed water (as AET) 
is greater than zero.  Within the model, all run off is assumed to occur within the day 
that it arises, so: 
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Figure 4.10:  Readily available water for the soil in Figure 4.9 calculated as per 
Woodward et al (2001), compared with the surface soil water deficits within the 
revised model. 
 
40
 
 Runoff = Runoffrate * (SWD + (rain+irrigation) – AET          
  equation 4.31 
Runoffs = Runoffrate * (SWDs + (rain+irrigation) – AET       
 equation 4.32 
Where: 
 Runoff = surface runoff and drainage in mm per day 
 Runoffs = surface runoff and drainage in mm per day from upper layer 
 Runoffrate = proportion of “excess” water lost in drainage and surface 
runoff per day = 1  
 rain = mm of rain applied per day 
 irrigation = mm of irrigation applied per day 
 
Water added to the soil in each time step is thus: 
 
 Waterin = rain +irrigation – Runoff equation 4.33 
 Waterins = rain +irrigation – Runoffs equation 4.34 
Where 
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 Waterin = mm of water added to soil per day 
 Waterins = mm of water added to surface layer per day 
 
The change in the soil water deficit is then: 
  
 dSWD = Waterin – AET equation 4.35 
 dSWDs = Waterins – AET equation 4.36 
 
Where: 
 dSWD = change in soil water deficit each day 
 dSWDs = change in soil water deficit of surface layer each day 
 
The soil water deficit is then updated by adding to it the daily change: 
 
 SWD = SWD + dSWD equation 4.37 
 SWDs = SWDs + dSWDs equation 4.38 
 
Subject to the proviso that if SWD is greater than zero it reverts to zero (as it is a 
measure of water deficit and water logging is not considered within the model). 
Gravimetric soil water content is defined as before (equation 4.23 and 4.24)  
The completed model was formulated within a Matlab programme (MathWorks Inc, 
2005) and again evaluated against the same data set as before (Fraser et al., 1999).  
Running the simulation for 10 years and plotting GSWCs as a percentage against time 
for the model and the data allowed comparison of the models performance with the 
data and this is presented in Figure 4.11 which is for dry land pasture, grazed by 
sheep. 
 
Compared to Figure 4.4 which shows the same data plotted against the original model 
predictions, the revised model is better able to match the peaks and troughs of soil 
moisture represented in the data.  Analysis to determine the normality of the 
differences between the model and the data is presented in Figures 4.12 and 4.13 
below. 
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Figure 4.11:  Plot of revised model prediction of gravimetric soil water content (as a 
percentage) and data values of gravimetric soil water content from Fraser et al (1999)  
for 10 years for Lismore stony silt loam soils, no irrigation. 
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Although the box and whisker plot and the norm plot indicate a more normal 
distribution than before, the Lillie and the Jarque-Bera test for normality indicated 
significant departure from a normal distribution.   
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Figure 4.12:  Box and Whisker plot for the differences between the model and data from 
Lismore stony silt loam soils 1983-93 (soil moisture).  
 
Box and Whisker plot for differences between model and data 
 
  
Figure 4.13: Normal probability plot for the differences between the model and data 
from Lismore stony silt loam soils 1983-93 (soil moisture). 
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value of 1.656e-4 compared to the critical value for the test statistic of 0.0152 at a 
probability of 0.05.  Thus the null hypothesis is rejected and the distribution of 
differences is not normal.  This means that a non parametric alternative to the paired 
student’s t test (the Wilcoxon signed rank test) is used to compare the median 
difference between the model and data with the null hypothesis that the differences 
between the matched pairs comes from a distribution whose median is zero.  This 
gives a test statistic of 2705248 and an associated probability of 0.0069.  Thus the null 
hypothesis is rejected at the 5% level indicating that the median difference between 
the data and the model is not zero. The median difference is 0.18 with a 5 to 95 
percentile range for the differences of -5.5 to 7.2.  Figure 4.14 shows a Bland-Altman 
plot for the difference 
 
Figure 4.14:  Bland-Altman plot for the differences between the model and data from 
Lismore stony silt loam soils 1983-93 (soil moisture) showing the upper and lower 95% 
percentile of agreement. 
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Although the differences are still not normal and the population median difference is 
still not zero, the changes to the model have reduced the range of differences between 
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the model and the data.  Despite the lack of normality of the differences it is still 
useful to analyse the results in terms of MSD as described earlier and after Gauch et al 
(2003) and Kobayashi and Us Salam (2000).  As discussed in the chapter on model 
evaluation, this technique requires that the assumptions inherent in a regression of the 
data on the model are satisfied.  Normality of the residuals has been discussed above 
and scatter plots of the data against the residuals to assess constancy of variance and a 
scatter plot of the model against the residuals to demonstrate linearity of the 
relationship are shown in Figure 4.15 
 
Figure 4.15 Regression diagnostics for the simulation for soil moisture for a dry land 
scenario (Lismore stony silt loam soils 1983-93).  
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Despite the departure from normality, the residuals are evenly distributed against the 
model indicating linearity of the relationship between model and data and the variance 
of the residuals is also constant against the data values with no coning or funnelling.  
Thus the results of the simulation were analysed in terms of MSD with the proviso 
that the confidence of any hypothesis testing of the parameters would be reduced. 
 
The results are presented in Table 4.3. 
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Table 4.3:  Analysis of the difference between the model and data (Lismore stony silt 
loam soils1983-93) in terms of MSD and its components as defined by Gauch et al 
(2003).   
 
Component Value Units Comment 
MD   0.32 % Mean difference or bias 
MSD 15.53 %2 Mean square of deviations about the 1:1 line:  
MSD=NU+SB+LC 
RMSD   3.94 % Square root of MSD.  Mean distance between model 
and data and population standard deviation of the 
deviations about the 1:1 line 
SB   0.10 %2 Squared bias and represents translation  from the 1:1 
line of equality in the direction of the ordinate (y) 
SDs 7.74 % Standard deviation of the model 
SDm 8.72 % Standard deviation of the data 
NU 0.11 %2 Non unity of slope and results in rotation when breg 
does not equal 1:  0 to ∞ 
LC 15.34 %2 Lack of correlation from scatter in the data  
Breg   1.04 Unit 
less 
Slope of regression line for regression of data on 
model. 
Rcorrel   0.89 Unit 
less 
Correlation coefficient between data and model  
 
Thus in this example, the mean difference is 0.32, slightly larger than the median 
difference indicating that the distribution of differences is still skewed to the right but  
less so than in the original model.  The mean distance between the data and the model  
(RMSD) is approximately 4%.  The value for SB (0.11) is relatively small compared 
to MSD (15.53) suggesting that the means for the data and model are close and there 
is relatively little systematic bias in the predictions.  The standard deviation of the 
data and model are large but close in value and correspondingly, 99% of MSD is due 
to scatter in the data (LC).  NU accounts for less than 1% of the value of MSD, 
suggesting that there is negligible rotation of the 1:1 line in a plot of model verses 
data.  This suggests that there is no trend in the difference between the data and the 
model as the soil water moisture increased.  This is evident in the Bland Altman plot 
(Figure 4.14), where the differences are evenly distributed.  This is confirmed in the 
plot of model output verses data given below (Figure 4.16), where the distribution of 
the points around the line of equality is not affected by the value of those points.   
 97
Figure 4.16: Plot for model output and data from Lismore stony silt loam soils 1983-93 
(soil moisture) compared to a line of perfect equality. 
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Overall, the value for the relative RMSD for this data set is still high at 18.1% which 
indicates only reasonable agreement between model and data (Baudracco et al., 2006; 
van Houtert et al., 1999).  This is primarily because the mean distance between the 
model and the data is still appreciable in terms of the range of data values 
encountered.  This is occurring because although the model is better able to match the 
amplitude of the peaks and troughs in the data it is unable to match their duration.  
However, as well as the inherent Biological variability in the data, there is also a 
degree of uncertainty relating to errors in its collection and reliability in terms of 
representing the quantity measured (Vose, 2005).  Thus there is a lack of knowledge 
about the “true” nature of the soil moisture as for example changes in moisture as a 
result of urinary excretion from the grazing animals are not included within the 
present model, nor the effects of macropores on water loss and gain.   Further the soil 
water balance model will be used within a wider pasture/animal/soil model to model a 
commercial dairy farm in the South Island of New Zealand where irrigation in the late 
spring and summer months is a routine practice.  Under these conditions, the pattern 
of sudden changes in water moisture seen in the data from this dry land block is much 
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less likely.  The performance of the model under an irrigated scenario is discussed 
below. 
 
4.4. Analysis of the model under irrigation 
 
Data were available from the same site and trial for pasture under irrigation  (Fraser et 
al., 1999).  The pasture was irrigated to field capacity every 30 days or whenever the 
soil moisture fell to 20%.  Results are presented for a single year from the 10 year run 
to enable the response of the model to irrigation to be more easily visualised in Figure 
4.17. 
 
Figure 4.17 :  Plot of revised model prediction of gravimetric soil water content (as a 
percentage) and data values of gravimetric soil water content from Fraser et al (1999) 
for 1992-93 years for Lismore stony silt loam soils under  irrigation
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The model follows the data reasonably well and responds to irrigation.  Box and 
whisker plots and normal probability plots indicated that the distribution of 
differences between model and data was normal and this is shown in Figures 4.18 and 
4.19 
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Figure 4.18:  Box and Whisker plot of differences between data and model for 1992-93 
Lismore stony silt loam soils under irrigation 
 
Box and Whisker plot for differences between model and data: 
soil moisture (Lincoln, irrigated 1992-93)
  
 
Figure 4.19:  Normal probability plot of differences between data and model for 1992-93  
Lismore stony silt loam soils under irrigation 
 
  
Results for the Lillie test for normality where the null hypothesis is that the differences are 
normally distributed gave a test statistic of 0.0463 with an associated p value of 0.0633 
compared to the critical value for the test statistic of 0.0544 at a probability of 0.05.  Thus the 
null hypothesis cannot be rejected and the distribution of differences is assumed to be normal.  
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This means that a parametric test - the paired student’s t test - is used to compare the mean 
difference between the model and data with the null hypothesis that the mean of the 
differences between the matched pairs comes from a distribution whose mean is zero.  This 
gives a test statistic of 0.1887 and an associated probability of 0.8505.  Thus the null 
hypothesis cannot be rejected indicating that the mean difference between the data and the 
model is zero. The mean difference is 0.0314 with a 5 to 95% confidence interval for this 
mean difference as an estimate of the population mean difference of –0.2955 to 0.3582.  
Figure 4.20 shows a Bland-Altman plot for the differences. 
 
This shows that the variability of the differences is evenly distributed and there is no 
funnel or coning effect so that the size of the difference is not related to the magnitude 
of the soil moisture.  Approximately 95% of the differences in soil moisture between 
the data and the model can be expected to be within 6% 
 
Figure 4.20:  Bland-Altman plot for the differences between the model and data from 
Lismore stony silt loam soils 1992-93 (irrigated, soil moisture) showing the upper and 
lower 95% percentile of agreement. 
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Approximation of the intra class correlation coefficient yields a result of 0.7895 with 
95% confidence intervals of 0.7410 to 0.8380.  This means that 79.0% of the variation 
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in the observations is due to differences between the pairs and only 21% is due to 
differences within a pair.   
 
The second stage of the analysis is to calculate the MSD and analyse it along the lines 
of Gauch et al (2003) and Kobayashi and Us Salam (2000).  As discussed in chapter 
3, this technique requires that the assumptions inherent in a regression of the data on 
the model are satisfied.  Normality of the residuals has been discussed above and 
scatter plots of the data against the residuals to assess constancy of variance and a 
scatter plot of the model against the residuals to demonstrate linearity of the 
relationship are shown in Figure 4.21 
 
Figure 4.21:  Regression diagnostics for the simulation for soil moisture for an irrigated 
scenario (Lismore stony silt loam soils 1983-93).  
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The regression assumptions appear to be satisfied quite well and the results of the 
analysis of the model in terms of MSD are presented in Table 4.4 
 
Thus in this example, the mean distance between the data and the model (RMSD) is 
approximately 3%.  The value for SB (9e-4) is very small compared to MSD (10.08) 
suggesting that the means for the data and model are close and there is relatively little 
systematic bias in the predictions.  The standard deviation of the data and model are smaller 
in value than for the dry land  and close in value to each other and correspondingly, 98% of 
MSD is due to scatter in the data (LC).  NU accounts for less than 2% of the value of MSD, 
suggesting that there is negligible rotation of the 1:1 line in a plot of model verses data.  This 
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Table 4.4:  Analysis of the difference between the model and data (Lismore stony silt 
loam soils 1992-93, irrigated) in terms of MSD and its components as defined by Gauch 
et al (2003).   
 
Component Value Units Comment 
MD   0.03 % Mean difference or bias 
MSD 10.08 %2 Mean square of deviations about the 1:1 line:  
MSD=NU+SB+LC 
RMSD   3.18 % Square root of MSD.  Mean distance between model 
and data and population standard deviation of the 
deviations about the 1:1 line 
SB   9e-4 %2 Squared bias and represents translation  from the 1:1 
line of equality in the direction of the ordinate (y) 
SDs   4.36 % Standard deviation of the model 
SDm   5.02 % Standard deviation of the data 
NU   0.20 %2 Non unity of slope and results in rotation when breg 
does not equal 1:  0 to ∞ 
LC   9.87 %2 Lack of correlation from scatter in the data  
breg   0.89 Unit 
less 
Slope of regression line for regression of data on 
model. 
rcorrel   0.79 Unit 
less 
Correlation coefficient between data and model  
 
suggests that there is no trend in the difference between the data and the model as the value of 
soil moisture increased.   
 
This is evident in the Bland Altman plot (Figure 4.20), where the differences are 
evenly distributed.  This is confirmed in the plot of model output verses data given 
below (Figure 4.22), where the distribution of the points around the line of equality is 
not affected by the value of those points.      
 
Overall, the value for the relative RMSD for this data set is still high at 10.83% which 
is on the border line between good agreement (relative RMSD < 10% )and reasonable 
agreement between model and data (Baudracco et al., 2006; van Houtert et al., 1999). 
The mean distance between the model and the data is less for the irrigated scenario 
than the dry land situation and the standard deviation of the model (SDs) and data 
(SDm) and the amount of scatter (LC) have all reduced compared to the non irrigated 
soil.  This suggests that under irrigation, the model performs quite well in terms of the 
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Figure 4.22:  Model values of gravimetric soil content plotted against data values 
(Lismore stony silt loam soils (1992-93, irrigated) together with the equality line.  
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amplitude and duration of the changes in soil moisture as these tend to be less extreme 
than in the dry land situation.  This is consistent with the behaviour of many models 
where correlation between model and data is at its weakest around the points of 
maximum inflexion in the data set.   
 
4.5. Sensitivity analysis 
 
The revised soil water model contained 6 individual parameters affecting soil 
moisture and the value assigned to each of these will affect the output, for example 
measured in terms of soil water deficit or gravimetric soil water content.  These 
parameters are detailed in Table 4.5. 
 
Rooting depth refers to the maximum depth in the soil at which the roots can extract 
water and so becomes the depth for which the value of AWHC within the model is  
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Table 4.5:  Parameters within the soil water model which most influence the error sum 
of squares for gravimetric soil water content 
 
Parameter Parameter number Parameter value Comment 
Rooting depth 1 820mm See text  
Loss factor 2 1 See text 
Sand 3 0.5 Proportion by weight 
Clay 4 0.14 Proportion by weight 
AWHCs 5 25 From Woodward et al (2000)
Runoffrate 6 1 See text 
 
appropriate.  Woodward et al (2001) quoted a value of greater than 1 metre for pasture 
species and the relationship with AWHC is given by equation 4.9 
 
As discussed above, at a rooting depth of 1 metre plus this predicts AWHC at 120 to 
230mm which contrasts with the values in the literature for Lismore stony silt loam 
soils reviewed in Table 4.1.  The data collected by Metherel  (2008) in Table 4.2 
suggests that for Lismore stony silt loam soils the maximum rooting depth is as little 
as 500mm, which with the present model equates to an AWHC of circa 50mm and 
much drier soils than the data suggest.  This may indicate faults with the assumptions 
within the model in the form of the relationship between AWHC and rooting depth or 
greater water movement from lower layers to the surface layer.  In the present model, 
a value of 820mm was chosen for rooting depth which equates to an AWHC of 95mm 
which is in agreement with the value quoted by Fraser et al  (1999)  and therefore 
appropriate for comparison with this data.   
 
The loss factor refers to a parameter included in the model to determine whether 
under the hot and drying conditions common in Canterbury, water applied to the soil 
needed to be reduced to reflect bare soil evaporation (as modelled in DAYCENT 
(Hartman, 2005))  or increased evaporative loss from air flow over and above that 
included within the present model.  The loss factor was a multiplier ranging from 0 to 
1 by which the water applied to the soil (rain plus irrigation) was reduced.  Sensitivity 
analysis (below) indicated that the model was very sensitive to the value of this extra 
parameter, but the best fit to the data (as assessed above) was obtained when the loss 
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factor was set to one indicating that all the applied water was applied to the soil with 
no additional losses.  Thus in the final model, loss factor was set to one.   
 
Run off rate has already been discussed as reflecting the proportion of excess water 
that is lost (either as surface run off or drainage) per day.  Values can potentially lie 
between 1 and 0 but sensitivity analysis indicated that the model was not sensitive to 
the value of this parameter and in view of the free draining nature of the soils at 
Lincoln, run off rate was set to one in the final model.   
 
Most of the parameter values have been taken from the literature with the remainder 
derived from empirical studies based on New Zealand dairy cattle at pasture.  
However, data from different studies has been combined in a new way and in order to 
determine which of the parameters most influenced the model output, a sensitivity 
analysis was performed.  A standard set of pasture and climate variables was used to 
produce a base line output for a 12 year period from the soil moisture model, using 
the parameter values as derived from the literature and data.  Daily output of 
gravimetric soil water content was recorded.  A Matlab (The MathWorks Inc, 2005)  
programme was then written to sequentially run the model, for a 12 year period, under 
the same standard set of pasture and climate conditions but varying each parameter 
value in turn by a constant multiplier, m1.  Each run thus produced an output vector of 
daily gravimetric soil water content for a parameter set where one of the parameter 
values had been changed compared to the original set.  The resultant output values 
were compared to the original base line set by calculation of the error sum of squares 
(ESS) where ESS is given by:    
 
        
     n 
 ESSpi =  ∑(Actual-Predicted)2 equation 4.39 
                1 
Where: 
 ESS = error sum of squares for parameter pi 
 n = number of pairs of output value = 4380 for a 12 year run. 
 Actual = vector of output values for parameter pi at value pi * m1 
 Predicted = vector of output values when all parameters are at base line 
value 
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Thus for each parameter, an ESS can be calculated for gravimetric soil water content 
and this is illustrated in Figures 4.23 below which shows the ESS for gravimetric soil 
water content for each of the 6 parameters when the parameter value is 50% of the  
base line value (m1 = 0.5). 
 
As the number of critical parameters is small for this model, the effect of changing 
each of the parameters can be examined. The programme was re run with a different 
multiplier sequentially applied to the parameter values so that the value of ESS could 
be plotted against changes in the parameter value.  This is illustrated in Figure 4.24 
which shows how the ESS for gravimetric soil water content changes as the parameter 
value changes for the 6 parameters discussed above. 
 
Figure 4.23:  Error sum of squares (ESS) for gravimetric soil water content for 
each of the 6 parameters when each parameter is 50% of the base line value. 
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Figure 4.24: Change in Error sum of squares (ESS) for gravimetric soil water content 
for each of the 6 parameters as each parameter is varied from 0.5 to 2.0 times its base 
value. 
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The importance of these individual sensitive parameters is not just a function of the 
size of the ESS, but of the shape of the ESS verses parameter value curve and of the 
relative change in the ESS compared to the output being measured.  Parameter 3 is the 
percentage of sand by weight in the soil and changes in this affect the model strongly, 
particularly as the percentage exceeds the 50% set in the original model.  However, 
over the range of percentages presented in Table 4.1 the effect on the model’s 
performance is quite small and a constant value of 0.54 was used in the final model.   
Similarly, reducing parameter 2, the loss factor strongly affects the model but as has 
been discussed, the best fit to the data was achieved when loss factor was set to one.   
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Chapter 5: The Pasture Model 
 
5.1. Introduction 
 
A variety of models of grazed pasture have been constructed and these have been 
reviewed by Hanson et al (1985).  They range from simple biomass models to study a 
particular interaction (Noy-Meir, 1975), through conceptual mathematical systems 
(Johnson et al., 1996; Schwinning & Parsons, 1996b; Thornley, 1998), to computer 
simulations with large numbers of parameters and state variables (McCall & Bishop-
Hurley, 2003).  Many of these models use pasture growth equations to predict pasture 
production rather than explicitly modelling photosynthesis (Cacho, 1993; McCall & 
Bishop-Hurley, 2003) and this means they are less able to reflect the dynamic 
interactions between pasture components in terms of herbivory, light capture and 
nutrient uptake.   
 
The present model is a development of the methodology outlined by Woodward 
(1997; 2002) who attempted to predict the change in quantity and quality of the 
pasture on a daily time step basis.  To do this it must capture particular aspects of 
plant physiology and animal behaviour in so far as they alter sward composition.  
These include photosynthesis, nutrient uptake, nutrient partitioning, new growth, 
tissue death, tissue decomposition, soil water and nutrient cycling, defoliation and the 
way in which these interact with each other and change with changes in the 
environment.   
 
Firstly, the model needs to represent those elements of pasture quality that influence 
intake (Hodgson & Brookes, 1999; Mathews et al., 1999).  The seasonal variation in 
digestibility, energy content, and chemical composition of a particular component 
such as green leaf, green pseudostem and dead material is much less than the variation 
between fractions (Waghorn & Clark, 2004) so that modelling the seasonal changes in 
these components gives a good first approximation of pasture quality, particularly 
under intensive dairy grazing where grazing pressure will be such that the percentage 
of reproductive material within the sward will remain low (Brock & Hay, 1996).   
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Secondly, the amount of dead material that builds up within the sward and the 
development of reproductive behaviour in the pasture is strongly influenced by 
grazing pressure (Korte et al., 1984) and the capacity for new growth later in the year.  
Within pasture models, where the changes in a pasture due to the development of 
reproductive behaviour are included, this is usually via changes in the pasture growth 
equation (McCall & Bishop-Hurley, 2003).  The present model explicitly models the 
dynamics of spring reproductive development through differential light capture, 
photosynthetic capacity, assimilate partitioning, and vulnerability to grazing of the 
individual pasture components using the approach of Woodward et al. (1997; 2002). 
 
Thirdly, the accumulation of dead material within the sward as a result of 
reproductive behaviour or through water stress can depress light capture and reduce 
pasture growth rates (Hunt, 1970; Vine, 1983).  Leaf and tiller death is modelled 
through a model developed by Woodward (1998) and the effect of water stress on 
senescence, growth and assimilate partitioning is modelled through a simple soil 
water balance model modified from Woodward et al (2001) and described in the 
previous chapter.   
 
Selective grazing by animals has a profound effect on the future growth and 
development of the sward and it is important that the model captures the effects of 
differential defoliation and how this changes with grazing pressure and the nature of 
the sward.  Within the present model, this includes not only differential preference 
between components of the sward but also between urinated and non urinated areas 
and between faecal and non faecal areas.  The development of the grazing model is 
detailed separately under the discussion of the dietary intake of the cows within the 
model. 
 
The present model owes a considerable debt to the work of Woodward (1997; 2002), 
Thornley and Johnson (2000) and Thornley and Parsons (1995) and has incorporated 
and extended elements of these models for the present purpose.  The model is 
described mathematically as a dynamic system with a daily time step of one day and 
was initially constructed by the author using Matlab (MathWorks Inc, 2005). 
 
 112
5.1.1 Model description 
 
Pasture Species 
 
The present model is based on perennial ryegrass (Lolium perenne) and white clover 
(Trifolium repens) as these are the most important and common New Zealand pasture 
plants with a large body of research supplying data for estimation of parameter values 
(Whitehead, 2000).  No attempt has been made to adjust the model for a particular 
variety of perennial ryegrass or white clover.   However, given adequate data, the 
equations behind the model could be readily parametised for different pasture species 
(Sheehy & Peacok, 1975). 
 
Pasture components 
 
In order to model the dynamic relationship between clover and grass and the changes 
in their populations due to the onset of grass reproductive development, the herbage is 
divided into a number of categories or sub populations measured in kgDMha-1.  This 
approach was adopted by McCall and Bishop-Hurley (2003) in their pasture model 
which was subsequently incorporated into the Dexcel whole farm model.  Woodward 
developed this idea considerably (Woodward, 1997, 2002) so that in the present 
model there are 9 categories of plant material in kgDMha-1, divided into four “crops”:  
vegetative grass tillers, reproductive grass stem and leaf, clover and dead material. 
 
C = clover:     Clover is treated as a perennial crop and only the leaf  
    and petiole are available for grazing as stolon material 
    is considered to be on or below the soil surface.  Clover 
    flowering is not modelled as clover seeds germination  
    plays a very small role in the persistence of clover in 
    mixed swards (Brock & Hay, 1996)   
 
V = vegetative:   The vegetative crop consists of green grass leaf plus 
    pseudostem plus soluble substrates.  Leaf lamina 
    typically accounts for 60% of leaf mass, with the  
    remainder as pseudostem (Robson, 1973).    
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R = reproductive:  This consists of green reproductive leaf plus green 
reproductive pseudostem plus substrate.   R is divided 
into emerging (R1), emerged (R2) on the basis of head 
emergence and decapitated (R3) tillers after grazing. 
Tillers are regarded as reproductive, once stem   
elongation has been initiated. 
S = stem:   This is growing, reproductive stem, divided into three
    components, S1, reproductive stem, S2,  mature stem 
and S3,  decapitated stem.   Reproductive stem is  
regarded as growing, palatable stem with leaves  
attached and vulnerable to grazing.  At the time of full 
ear emergence it becomes mature (S2) 
D = dead:   Dead leaf, sheath and stem material from grass and 
    clover 
 
Although not explicitly modelled, tillers can be regarded as reproductive once stem 
elongation starts, since elongated tillers within perennial ryegrass swards are almost 
all reproductive (Korte et al., 1984).  Reproduction affects tiller photosynthetic 
capacity and the partitioning of assimilate between roots and shoots and senescence.  
Dead material is pooled across all tissue types and is implicitly, standing dead 
material.  However, the distribution of the components within the model is not 
vertically homogenous and the treatment of the canopy structure is detailed below.   
 
Canopy Structure 
 
The treatment of the canopy structure follows the work of Woodward (1997; 2002) to 
separate out the different contributions to total canopy photosynthesis from the 
structural components.  Both the presence of dead material within the sward and the 
elevation of reproductive stem and leaf influence light interception.  Clover, leaf, stem 
and dead material are distributed unevenly within the vertical horizon of the sward 
(Milne et al., 1982), with dead material predominating in the base of the pasture and 
leaf material in the upper layers.  These workers did not differentiate between 
vegetative and reproductive leaf but on a qualitative basis Moore et al. (1991) suggest 
that reproductive leaf will be higher within the sward than vegetative leaf and so may 
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contribute to the shading of the lower layers.  Following the work of McCall and 
Bishop-Hurley (2003) this effect is modelled with a three layer sward structure:  an 
elevated layer of reproductive material (leaf and stem), a mixed layer of reproductive 
and vegetative  leaf, stem and clover plus some dead material and a base layer 
containing the balance of the dead material plus clover stolon and grass pseudostem.  
Under intensive rotational grazing, it was assumed that there would be very little 
reproductive layer present and following Woodward et al (2002), the proportion of 
dead material in the base layer is assumed to be 0.72, and the proportion of dead 
material in the mixed layer is 0.28.   
 
The fraction (ε) of reproductive tissue (R and S) that is elevated is proportional to the 
stem to leaf ratio of the reproductive tillers and is: 
 
 ε1 = 1-exp (-ε0* (S1/(R1+S1) equation 5.1 
 
 ε2 = 1-exp (-ε0* (S2/(R2+S2) equation 5.2 
 
Where ε0 was determined by fitting to have a value of 1.55 (Woodward et al, 2002).  
This means that, for both emerging (ε1) and emerged tissue (ε2), the fraction of 
reproductive tissue in the elevated layer depends on both the amount of leaf and the 
amount of stem as illustrated in Figure 5.1 for ε1.   
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Figure 5.1:  Plot showing how the fraction of emerging reproductive material that is 
elevated, ε1 changes with changes in R1 and S1  
 
 
Thus the fraction of material in the elevated layer is dominated by the amount of stem 
that is bearing that material, but the amount of reproductive leaf is also important.  As 
the stem to leaf ratio increases, so more material is elevated into the upper layer but 
this is not a linear relationship.  At a high stem to leaf ratio, proportionately more 
material is elevated than at a low stem to leaf ratio and once the amount of stem is 
greater than the amount of leaf, this relationship approaches an asymptote.  At lower 
stem to leaf ratios when the amount of stem is less than the amount of leaf, increasing 
the amount of stem has relatively less effect on increasing the amount of material that 
is elevated until the amount of stem is equal to the amount of leaf from where the 
elevation will again approach an asymptote.   
So the quantity (mass) of reproductive material in the elevated layer is: 
 ε1R1 + ε1S1 + ε2R2 +ε2S2 equation 5.3 
 
and the quantity (mass) of reproductive material in the mixed layer is: 
 (1-ε1)R1 + (1-ε1)S1 + (1-ε2)R2 +(1-ε2)S2   equation 5.4 
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 and simplifying : 
 (1-ε1)(R1+S1) + (1-ε2)(R2+S2) equation 5.5 
 
To this must be added the bitten material, R3 and S3 which is considered to be within 
the mixed layer and the final composition of the layers is shown in Figure 5.2. 
 
Figure 5.2 Composition of the three layers within the model and as outlined in the text.  
V, R, S, D and C are the herbage mass of the vegetative, reproductive, stem, dead and 
clover pasture components.  wd is the fraction of the dead material within the mixed 
layer and ε is the fraction of the reproductive material in the elevated layer (Woodward, 
1997) 
 
     Light Energy
ε1*R1 ε1*S1 ε2*R2 ε2*S2 Elevated layer
wd*D C V (1-ε1)*R1 (1-ε1)*S1 (1-ε2)*R2 (1-ε2)*S2 R3 S3 Mixed layer
(1-wd)*D Base`layer
  
 
5.2. Canopy Irradiance 
 
Many weather stations record the daily average sunlight irradiance, J0 (Wm-2 (ground) 
PAR ) equivalent to J(PAR)m-2(ground) sec-1), where PAR equals photoactive 
radiation and J is Joules of energy.  However, the photosynthetic response of plants to 
direct sunlight is considerably less efficient than the response to diffuse light that is 
received from clouds and blue sky.  The method used by Thornley and Johnson 
(2000) to estimate the number of hours of the day receiving full sun, h0,s, the 
components of mean daily direct beam and diffuse irradiance at the top of the canopy, 
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J0,s and J0,d J(PAR) m-2(ground)s-1 and the balance of the daylight hours when the sun 
is obscured by cloud , h-h0,s is used within the present model and outlined below. 
 
The following method allows the calculation of the mean daily irradiance, J0 
(J(PAR)m-2 (ground) s-1 for any site for which the latitude and sunshine hours (hs) are 
known and follows that of Johnson et al. (1996).  For the purpose of the present study, 
daily sunshine hour data was sourced from the records of the Broadfields and 
Winchmore weather stations, South Canterbury , New Zealand. 
 
Latitude, λ, in radians 
 
Firstly, the latitude for the site in degrees, minutes and seconds needs to be converted 
to a decimal, multiplied by -1 if in the southern hemisphere and then expressed in 
radians by multiplying by (2*π)/360. 
 
Solar declination, δ, in radians 
 
This is the angular distance in radians made between the sun and the earth’s celestial 
equator and is defined as:                    
 δ = -0.4084*cos 2π*( (d+10)/365) equation 5.6 
Where d = Julian day of the year 
 
Day length, h (hrs) 
 
Day length is the total hours for which the sun is above the horizon and is calculated 
as:    
 h = 24/π cos-1 (-tanλtanδ) equation 5.7 
Where δ and λ are in radians  
 
Cloud cover, c dimensionless 
 
This is the average daily cloud cover (ie proportion of the day length) where c is: 
 c = 1- hs/h equation 5.8 
Where hs = sunshine hours per day 
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 Solar elevation at noon φ 
 
This is the angle the sun makes with the horizon when directly overhead and can be 
calculated as:  
 sinφ =  sinλsinδ + cosλcosδ equation 5.9 
And λ and δ are in radians 
 
Clear sky transmissivity τ (dimensionless) 
 
This varies according to the number and efficiency of scattering particulates and 
although the daily variations in this parameter cannot be calculated by this method  
Woodward (1997; 2002) using data from Invercargill, Dunedin, Winchmore, 
Palmerston North and Hamilton derived the following expression for τ: 
    
 τ = 0.64 + 0.12cos(2π*((d-174)/365))  equation 5.10 
      
Mean potential irradiance J0p Wm-2 (ground) s-1 
 
Within the model, J0 the light incidence is split into direct (J0s) and diffuse (J0d) 
components.  J0s is extant only during the hours of direct sun while J0d is present for 
the entire day length.  It is assumed that the diurnal course of solar radiation can be 
represented by the first half of a sine wave and so, for J0, integrating over the entire 
day length (h) yields: 
 
 J0p = 2/π * I0,noon,p = 2/π * (I0,noon,s + I0,noon,d) equation 5.11 
Where: 
I0,noon,p = maximum instantaneous clear sky irradiance 
I0,noon,s and I0,noon,d = the respective direct and diffuse portions 
J0p = mean potential irradiance in Wm-2(ground) s-1 
 
Johnson et al. (1996) quotes values for I0,noon,s derived from Campbell (1977) as: 
 
 I0,noon,s = (1367/2) * sinφ * τ1/sinφ equation  5.12 
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Where: 
1367 Wm-2 = solar constant = the solar flux density perpendicular to 
the beam outside the atmosphere. 
 
Similarly, quoting List (1971), Johnson et al (1996) gives the value of I0,noon,d as: 
 
 I0,noon,d  =        1   *  1367 sinφ  -  I0,noon,s  equation 5.13 
      
                        2             2 
 
Then combining these equations gives: 
 
 J0p =     1367*p * sinφ   equation 5.14 
                        *  (1 + τ1/sinφ) 
    2π 
 
Where: 
p = the relevant fraction of radiation in full spectrum sunlight, taken to 
be 1 
1367 Wm-2 = solar constant and is the solar flux density perpendicular 
to the beam outside the atmosphere. 
 
The factor 2 in the denominator converts from total radiation to PAR (nominally 
estimated at 50% of total radiation). 
 
Mean direct irradiance, J0s, Wm-2 
 
Once again, assuming that the diurnal course of the direct solar radiation can be 
represented by the first half of a sine wave and so, for J0s, integrating over the hours 
of direct sun only (sun), yields: (Note:  this means the nominal denominator if J0,s 
regarded as the average direct light irradiance over a given time period, is h
is 
s, whereas 
the equivalent denominator for J0,d and J0 is h) 
 J0,s = 2/π * I0,noon,s equation 5.15 
So, by substitution:  
 J0s =    1367  * sinφ * τ1/sin   equation 5.16 
       π  
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Radiation from clouds, fcloud, and blue sky intensity, fblue (dimensionless) 
 
Diffuse radiation from clouds, fcloud, will also contribute to J0 and the importance of 
this will increase as cloud cover increases and as sun (hours of sunshine) decreases.  
The clear sky radiation, fblue was defined by Johnson (1996) as: 
     
        1- τ1/sinφ 
fblue =  equation 5.17 
        1+ τ1/sinφ 
 
Woodward et al (2002) found that, within New Zealand, the cloud diffuse radiation, 
fcloud, could be described by the empirical relationship:   
 
 fcloud = 1.11*fblue  equation 5.18 
 
Mean total irradiance J0 Wm-2 
 
This can then be calculated as per Johnson et al (1996) as: 
 
 hJ0 = hsJ0p (1-fblue) + (hsJ0p[fblue(1-c) + fcc] + (h-hs)J0p[fblue(1-c) + fcc] 
]  
 equation 5.19 
Where the first term on the right hand side gives the total daily direct irradiance, the 
second term yields the diffuse radiation when the sun is not obscured by clouds and 
the third term provides the radiation (all diffuse) when the sun is obscured by clouds.  
This third term thus represents clear sky diffuse radiation as well as diffuse radiation 
from the clouds when the sun is covered.   
 
J0 (the average total irradiance over an entire day) can then be determined by dividing 
through by h (in hours): 
 J0 =  hsJ0p (1-fblue) + (hsJ0p[fblue(1-c) + fcc] + (h-hs)J0p[fblue(1-c) + fcc
 
           h    
 equation 5.20 
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Mean diffuse irradiance, J0d Wm-2 
 
This is given by the sum of the second two terms on the right hand side in the 
equation for hJ0, (equation 5.19) ie: 
 
 hJ0,d = (hsJ0p[fblue(1-c) + fcc] + (h-hs)J0p[fblue(1-c) + fcc] equation 5.21 
 
So, J0,d (the average diffuse irradiance over the entire day) can be determined by 
dividing through by h (in hours): 
 
 J0d =   (hsJ0p[fblue(1-c) + fcc] + (h-hs)J0p[fblue(1-c) + fcc]  
on, 
and 
 
                                                         h  
            
  equation 5.22 
 
Smoothed weekly values for J0, J0s and J0,d are plotted on Figure 5.3.   
 
Figure 5.3:  Predicted  smoothed weekly values for daily mean total irradiance (J0), 
daily mean direct irradiance (J0,s) and daily mean diffuse irradiance (J0,d) all in Wm-2 
(ground) sec-1 for a calendar year (1972) at Winchmore meteorological weather stati
New Zeal
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Daily solar radiation, rad MJ m-2 day-1 
 
J0 = daily mean irradiance in Wm-2PAR so the total daily solar photoactive radiation 
can then be calculated as: 
 
 Photoactive radiation ≈ 3600h*J0 equation 5.23 
Where: 
 Photoactive radiation is in J(PAR)m-2d-1 
 3600 converts from hours to seconds 
 
Typically, PAR is approximately half the total solar radiation (Johnson et al 1996), so 
doubling daily PAR radiation gives approximately the total daily radiation receipt for 
all wavelengths.     
 
Note on J0,s 
 
J0,s is the mean direct irradiance, averaged over the hours of direct sun, hs.  The total 
direct irradiance is thus J0,s * hs.  In the calculation of hJ0, the first term on the right 
hand side, hsJ0p (1-fblue), also equals the total direct irradiance received and so J0,s = 
J0p (1-fblue).  However, the term [J0p (1-fblue / h] refers to J0,s averaged over the entire 
day length, rather than over hs.  Thus J0 ≠ J0,s + J0,d because J0,s is averaged over the 
hours of direct sun, hs and J0,d are averaged over the day length, h. 
 
.   
 
In the calculation of canopy photosynthesis (see next section), J0 is divided into J0,d 
for period h and J0,s for period hs.  Thus the calculation of J0,d averaged over period h 
and the calculation of J0,s averaged over period hs allows for these terms to be used in
the subsequent calculation of canopy photosynthesis
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5.3. Photosynthesis within the canopy 
 
5.3.1 Changes in irradiance within the canopy 
 
Descending through the canopy, the mean diffuse irradiance, Jd is attenuated and the 
hours of direct sunlight, hs is also reduced due to shading within the canopy.  
However, within the model, the intensity of direct sunlight, Js, remains constant.  This 
is represented in Figure 5.4: 
 
Figure 5.4:  Changes in the irradiance through the canopy  
 
Sunlight 
h = total day length (secs sunshine)
J0,d for J0,s for
ho,d secs h0,s secs h-h0,s = h0,d 
But J0,s is not
J0,d is h0,s is attenuated and 
attenuated attenuated is Js full light
and is J,d and is h,s within canopy 
diffuse secs within
light within canopy
canopy 
Canopy 
surface 
 
The rates of attenuation can be expressed with the following system of differential 
equations (Woodward, 1997) 
 
 dJd/dl = -kJd  So, Jd = J0,dexp(-kl) equation 5.24 
 dJs/dl = 0                             So, Js =J0,s equation 5.25 
 dhs/dl = -khs So, hs = h0,sexp(-kl) equation 5.26 
Where: 
l = leaf area m2(leaf)m-2(ground) 
J0 = daily average sunlight irradiance at top of canopy  
  J(PAR)m-2(ground)sec-1 
h = day length (seconds) 
h0,s = length of direct sun (seconds) 
J0,s = mean daily direct beam at top of canopy J(PAR)m-2(ground)sec-1 
J0,d = mean daily diffuse light at top of canopy J(PAR)m-2(ground)sec-1 
h-h0,s = length of diffuse light (seconds) 
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Jd =intensity of diffuse light within the canopy J(PAR)m-2(ground)sec-1 
Js = intensity of direct light within canopy J(PAR)m-2(ground)sec-1 
k = Beer’s law extinction coefficient m-2(ground)m2(leaf) = 0.5 for 
leafy grass 
Then as: 
 Pd =Pl*h*l equation 5.27 
 
Where: 
Pd = daily canopy photosynthesis mgCO2m-2(ground)d-1 
Pl = rate of leaf photosynthesis mgCO2m-2(leaf)sec-1 
l = leaf area m2(leaf)m-2(ground) 
h = day length (seconds) 
Then: 
 dPd/dl = hPl equation 5.28 
 
 
5.3.2 Leaf Photosynthesis 
 
Pl varies through the canopy as the light incident on a leaf, Jl (J(PAR) 
m-2(leaf)sec-1), varies as the light within the canopy, J, changes as Jd and hs are 
attenuated.  Thus, in the above expression, Pl is not a constant.  Pl is commonly 
defined using a non rectangular hyperbola model (Thornley and Johnson 2000): 
  
 Pl (Jl) = 1/2*θ*[αJl + Pm –((αJl + Pm)2 -4θαJlPm)1/2] equation 5.29 
  
Where: 
Pm = maximum rate of leaf photosynthesis mg CO2m-2(leaf)sec-1 
Jl = light incident on a leaf J(PAR)m-2(leaf)sec-1 
θ = curvature parameter in leaf photosynthesis response 
α = peak leaf photosynthesis efficiency  
 
Pm, α and θ need to be appropriately parametised for each pasture component.  
Calculation of Pm is described in section 5.5 describing the effect of the environment 
on Pm, while values for α and θ were extracted from Woodward et al (2002) and 
Thornley and Johnson (2000).  These are presented in Table 5.1 
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Table 5.1:  Values of α and θ for pasture components 
 
Component α (kgCO2 J-1) θ (dimensionless)
Vegetative 0.0082 0.81 
Reproductive 0.0117 0.81 
Clover 0.0096 0.81 
 
Jl on the leaf can be defined as follows (Thornley & Johnson, 2000): 
 
For a monoculture with homogenously distributed leaves in the horizontal plane but 
differing in the vertical plane, for an increment in leaf area dl, the projection onto the 
horizontal plane is dl*cosw where w equals the angle the leaf makes with the 
horizontal (Figure 5.5). 
 
Figure 5.5:  Horizontal projection of the incremental increase in leaf area 
 
dl
x
 
 
So: 
 x = dl*cosw equation 5.30 
 x = ζ * dl   equation 5.31 
Where   ζ = cosw.   
 
If the leaf projections provide a statistically accurate sample of the irradiance in the 
horizontal plane, then: 
 
 Jl = ζ *J equation 5.32
   
Where:  
J = light within the canopy J(PAR)m-2(leaf)sec-1 
Jl = light incident on a leaf J(PAR)m-2(leaf)sec-1 
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If l increases by dl, then the intercepted increment of light is Jl*dl.  This is subject to 
scattering, absorption and transmission as: 
 
  Scattered if n = scattered fraction,   scattered = n*Jldl  
 Jldl Absorbed given n and m, absorbed = (1-n-m)*Jldl  
  Transmitted if m = transmitted fraction, transmitted = m*Jldl 
 
Then the irradiance lost from J = -(irradiance scattered + irradiance absorbed) 
Ie:  
 dJ = -(nJldl+(1-n-m)Jldl) equation 5.33 
 dJ = -(1-m)Jldl equation 5.34 
As  Jl = ζ J  equation 5.32 
 dJ =-(1-m) ζ Jdl equation 5.35 
 
To integrate this through the canopy, assume that ζ is constant: 
 
 J = J0exp[-1(1-m)ζl] equation 5.36 
Then if: 
 k = (1-m)ζ equation 5.37 
 J = J0exp-kl equation 5.38 
 
If the leaf distribution is not horizontal, then equation 5.32 needs to be reworked as: 
 
 Jl = ξ*ζ* J equation 5.39 
Where: 
ξ describes the leaf distribution so that if the leaves are clumped, so 
less light is intercepted, ξ < 1 and if the leaves are placed regularly to 
intercept the brightest portion of the light, ξ > 1. 
 
Then, assuming that ξ and ζ are constant this allows integration through the canopy: 
 
 J = J0exp[-1(1-m)ξζl] equation 5.40 
Then if: 
 k = (1-m)ξζ equation 5.41 
 J = J0exp-kl equation 5.42 
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 Then the light incident on a leaf, Jl is: 
 k = (1-m)ξζ equation 5.41 
and as: 
 Jl = ξζ J equation 5.39 
So:       
 Jl/J= ξζ equation 5.43 
So: 
 k = (1-m)*Jl/J equation 5.44 
and as: 
 J = J0exp-kl equation 5.42 
 
 k = (1-m)*Jl/J0exp-kl   equation 5.45 
 
 Jl = [k/(1-m)] * J0exp-kl equation 5.46 
 
Then if m is taken as zero ie no transmission (Thornley, 1998) 
 Jl = kJ  equation 5.47 
 
So, for the diffuse component of the light within the canopy: 
 
As: Pl(Jl) = 1/2*θ *[αJl + Pm – ((αJl +Pm)2 -4θαJlPm)1/2] equation 5.29 
 
So: Pl(kJd) = 1/2*θ *[αJl + Pm – ((αJl +Pm)2 -4θαJlPm)1/2] equation 5.48 
 
So, remaining with the diffuse component: 
 
 
 dPd/dl = hd*Pl = (h-hs)*Pl(kJd) equation 5.49 
Rate of 
change of 
diffuse light 
 
 
     
   
Hours of  
diffuse light 
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And by an analogous argument for the direct component but remembering firstly, that 
Js is constant and hs attenuates and secondly that the direct component has a direct 
and diffuse component: 
] 
 
 dPd/dl = hs*Pl(kJs+kJd) equation 5.50 
 
So, for both components together: 
 
 dPd/dl = (h-hs)*Pl(kJd) + hs*Pl(kJs+kJd) equation 5.51 
 dPd/dl = (h-h0,s e-kl) * Pl(kJ0,d e-kl) + h0,s e-kl * Pl(kJ0,s + kJ0,d e-kl ) 
  equation 5.52 
 
Integrating this expression will give the gross daily canopy photosynthesis rate, Pd 
(mgCO2m-2(ground)day-1.  However, even in the relatively simple model of leaf 
photosynthesis described by the non rectangular hyperbola: 
 
 Pl(kJd) = 1/2*θ *[αJl + Pm – ((αJl +Pm)2 -4θαJlPm)1/2  equation 5.29 
 
Pm and Jl are both variable through the canopy and the expression is not easy to 
integrate (Woodward, 1997). As an alternative to numerical integration of this 
expression, mathematical approximation schemes have been proposed by Johnson et 
al (1996) and Woodward (1997) and this is the approach adopted here.  The direct and 
diffuse components are approximated separately using a piecewise linear 
approximation to the Pl curve.  For latitudes encountered in New Zealand , J0,d is 
consistently less than 120 J(PAR) (see Figure 5.3 in section on light).  ).  As 
illustrated in Figure 5.6, this suggests that for the diffuse component, Jl = kJ0d, will 
always be in the linear part of the Pl curve: 
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Figure 5.6:  Leaf photosynthesis within canopy as light within the canopy changes  
 
          Pl vs Jl for a vegetative leaf canopy 
of  3000 kgDM/ha
  
  
The intensity of direct light is more variable than diffuse light, but J0,s seldom falls 
below 100 J(PAR) (see Figure 5.3 in section on light) and so for the most part, a linear 
approximation for the direct component is also acceptable between kJ0,s and 
(kJ0,s+kJ0,d).  This is illustrated in Figure 5.7: 
 
Figure 5.7: Method of linear approximation of Pl(Jl) for diffuse light used within the 
model 
 
 
For the bottom section of the graph, where it is approximately linear: 
Linear approximation of P l(J l)
Pl
Pl(Jl) = 1/2θ{αJ l+Pm -?(αJ l+P m) 2 - 4θαJ lPm} 
Equation of a straight line = y = mx + c 
Ie gradient = P l(Jl)/Jl = Pl(kJ0d)/(kJ 0d) 
So Pl(Jl) = gradient * J l = Pl(kJ 0d)/(kJ 0d) * J l
So: Pl(Jl) = Pl[(kJ0d)/(kJ 0d)] * J l 
Jl
Diffuse 
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Direct 
light
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 For diffuse light:  Pl(Jl) = Pl(kJ0,d) * Jl         0 ≤ Jl ≤ kJ0,d 
 
  kJ0,d 
 equation 5.53 
The situation for direct light is a little more complicated and is illustrated in Figure 5.8: 
 
Figure 5.8: Method of linear approximation of Pl(Jl)  for direct light used within the 
model 
 
 
So, for the top section of the graph, again using a linear approximation: 
 
 For direct light: Pl(Jl) = Pl(kJ0,s) + Pl(kJ0,s + kJ0,d) – Pl(kJ0,s) * 
(Jl-kJ0,s) 
   
 Linear approximation of P l (J l) for direct light    Pl
So gradient  = 
[P (kJl  0,s +kJ0,d) - P l (kJ 0,s)] /( kJ 0,d+kJ0,s)- kJ 0,s
or: 
[P (kJl  0,s +kJ0,d) - P l (kJ 0,s)] /( kJ 0,d) 
Jl
So: 
Pl(J  ) = (gradient * horizontal distance ) + P l l(kJ0,s)
(J  -kJl  0,s) 
[P (kJl  0,s +kJ0,d) - P l (kJ 0,s)] /( kJ 0,d) 
0,d) 0,s + kJl(kJP
Pl(kJ0,s)
Pl(kJ0,d)
 0,s0,d + kJ
Diffuse
light
Direct 
light
0 kJ0,d kJ0,s
kJ
= P  (kJl  l (kJ0,s+kJ0,d) - P 0,s)
 kJ0,d 
 
ximations for Pl can then be substituted into the differential equation for 
d to give: 
dPd/dl = Ae-k  + Be-2kl equation 5.55 
Where: 
 
 kJ0,s ≤ Jl ≤ kJ0,s + kJ0,d 
 equation 5.54
These appro
P
 
l 
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A = hPl(kJ0,d) + (h0,s Pl(kJ0,s) 
B = h0,s[Pl(kJ0,s + kJ0,d) – Pl(kJ0,s) – Pl(kJ0,d)] 
tegrating this expression over the entire depth of the canopy gives: 
 
)    -2kL) equation 5.56 
          k                         2k 
Where  
k = Beer’s law extinction coefficient m-2(ground)m2(leaf)  
.3.3 Canopy Photosynthesis 
mple 
ters 
ents for the 
ifferent layers of the sward is dealt with in the section on light capture.   
ng that the quantity -2kL will be close to –kL.  Then, factorising equation 5.56 
Pd = (A/k +B/2k) * (1-e-kL) equation 5.57 
-kL) a
n a 
-kL
esult of climatic and seasonal variation, modelled 
ia the parameter (A/k +B/2k).   
 
 
In
 Pd = A * (1-e-kL +   B * (1-e
    
 
 
L = the entire canopy leaf area index.   
Pd = daily canopy photosynthesis mgCO2m-2(ground)d-1 
 
5
 
This approach, first developed by Woodward (1997) produces a relatively si
expression for the canopy photosynthesis, where the constants A and B are 
independent of sward structure, varying only with the plant photosynthetic parame
(α, θ  and Pm) through the effect of these on Pl.  This effect is discussed further in 
section 5.5.  The approach adopted to differences in the extinction coeffici
d
 
In Woodward’s  paper (1997), a further simplification is suggested, based on the 
reasoni
gives: 
 
 
This is potentially useful for mixed swards as it expresses Pd as a function of the 
fraction of incoming light captured by the canopy (1-e nd a constant (A/k + B/2k) 
which is equal to the potential canopy photosynthesis P This would mean that i
mixed sward, the effect of sward structure on photosynthesis can be interpreted in 
terms of its effect on light capture through the parameter (1-e
dpot.  
), independently of 
changes in photosynthesis as the r
v
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Although this approach was not subsequently used by Woodward (2002) it has been 
maintained here because of the advantages it offers in terms of modelling differences 
in sward structure.  However, it is open to criticism as it is mathematically false (since 
–kL ≠ -2kL).  This is illustrated in Figure 5.9 where the two sub functions of the 
equation for Pd are plotted separately as A*(1-e-kL)/k and as B*(1-e-2kL)/2k, together 
with there sum (P) which is equivalent to Pd.  This illustrates that one curve increases 
as the other decreases and moreover that there is a big difference in the rate at which 
they change: 
 
Figure 5.9:  Individual components of Pd 
 
 
To investigate the magnitude of this effect and to try to achieve a more robust 
expression for Pd that was still capable of expressing Pd as a function of light capture 
and a constant that is dependent on sward structure, the computer software package 
MATLAB (MathWorks Inc, 2005) was used to determine a suitable value for the 
exponent modifier (Verwoerd, 2006).  
 
The exact formula for Pd is: 
 Pd = A * (1-e-kL)    +   B * (1-e-2kL) = Pdx 
                              k                      2k 
  equation 5.56 
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Whereas the approximate version, including the unknown exponent modifier (c) is: 
 
 Pd = (A/k +B/2k) * (1-e-c*kL) = Pda equation 5.57 
 
The optimum value for c will be such as to minimise the difference between these two 
functions and this difference will vary for different values of c.  This is shown in 
Figure 5.10 where Pdx and Pda (for different values of c) are plotted on the same 
graph. 
da
f c and plotted using the full expression for photosynthesis (P )  vs kL 
 
igure 5.10:  Daily photosynthesis plotted as an approximation (P ) for different values F
o dx
 
 
The optimum value of c will thus be found when the difference between these two 
functions is zero.  This can be found by attempting to solve the difference for c ie: 
olve: Difference = Pdx-Pda for c 
 
S
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 This gives a value for c of: 
)) 
k*L 
 
ues add 
alues of kL.  
ssentially, this is a measure of the area between the 2 curves. 
sing MATLAB, the integral of the differences squared is: 
Integral of
equation 5.59 
tiating again will allow 
imum. 
he differential for the integral (with respect to c) is: 
Differentia     
equation 5.60 
r 
 to attempt to solve the equation using numerical values for 
e variables it contains.   
exp(-k L) (2 xp(-k L A + B e
  log 
c = - 2 A + B  
 
 
 equation 5.58 
However, this value would be different for every value of L .  An alternative approach
is to square the differences between Pdx-Pda (so that positive and negative val
rather than cancel out) and then integrate this over all positive v
E
 
U
 
 diff squared =1/48*(12*B^2+(-9*B^2+3*B^2*c)*c^2+(48*B+(-40*B+    
(-24*B+16*B*c)*c)*c+(48+(-72+24*c^2)*c)*A)*A)/k^2/c/(2+(3+c)*c) 
 
 
If we differentiate this expression with respect to c and then solve the differential for 
zero, this will give us the maxima and minima for c.  Differen
us to determine which values of c correspond to a min
T
 
l = 1/8*(-4*B^2+24*A*B*c^3+3*B^2*c^4+12*A^2*c^4+12*A^2*c^2 
-12*B^2*c-48*A^2*c+40*A^2*c^3-9*B^2*c^2+2*B^2*c^3-12*A*B 
*c^2 -48*A*B*c+12*A*B*c^4-16*A^2- 6*A*B)/k^2/c^2/(2+3*c+c^2)^2 
 
 
However, as the differential contains fourth powers of c, attempting to solve this fo
zero yields an extremely complicated result, with the roots consisting of complex 
numbers.  An alternative is
th
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To estimate values for A and B, ten years worth of daily average sunshine hours data 
for Winchmore, New Zealand was calculated from daily radiation data using the 
method outlined above in the section on canopy irradiance.  This gave representative 
values of A=10 and B=-2.  Then, using a value of k=0.5 for grass and a range of c 
values from -3 to 2, numerical substitution into the expression for the integral of the 
quared differences between Pdx and Pda (equation 5.59) gave the graph illustrated in s
Figure 5.11 
 
Figure 5.11:  Graph of the integral of the squared differences vs kL to illustrate the 
critical points for c 
 
Magnify 
this section 
to identify 
the critical 
point 
 
The first three points are readily identifiable, but to illustrate the fourth, the scale 
needs to be adjusted and this is illustrated in Figure 5.12 
 136
Figure 5.12:  Magnified section of the integral curve to illustrate the fourth critical point 
 
Substitution into the expression for the differential of equation 5.59 and solving for 
zero will give the location of the maxima and minima.  Differentiating again and 
solving for less than zero will give the location of the minima.  This gave the 
following critical values: 
 
Critical points =  -2.4921   -1.7558   -0.3235    0.9418 
 
Negative values of c are not meaningful for this model as they would mean that Pd 
grew exponentially rather than reaching an asymptote.  This process thus provides the 
value of c as 0.9418 for A=10 and B = -2.  To determine how c varies as A and B 
vary, the critical value for c was recalculated as A and B vary.  The results are 
illustrated in Figure 5.13  
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Figure 5.13:  Illustration of how changing one parameter at a time affects the critical 
value for c 
 
A and B may vary simultaneously and the effect of this on the value of c is illustrated 
in Figure 5.14. 
 
Figure 5.14:  Values of the exponent modifier, c, as both A and B vary within the model 
 
Thus there are solutions for c at all the likely values of A and B that are encountered 
in the model and the appropriate value of c can be calculated as A and B vary.  It 
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seems that the optimum c does not actually vary that much, only when A or B is close 
to zero it goes to 2 or 1 respectively. The fact that it is somewhere between 1 and 2 is 
sensible, because the c value is in effect an "effective" coefficient in the exponent that 
interpolates between two terms that have exponents with a 1 and  2 respectively. 
 
Values of the constants A and B potentially vary with climatic and seasonal changes 
through the effect of these on α, θ and Pm.  However, analysing 10 years worth of 
data for the Winchmore site indicated that the values of A and B fall within a narrow 
range of values.  Moreover, because the exponential modifier is dependent on the 
value of A and B and because significant variation in the value of this modifier is only 
seen if B is large negative at the same time that A is small positive, the variation in the 
value of c was small. Using 10 years of Winchmore climatic data to predict the values 
for A and B and then solving the expression for the exponential modifier as outlined 
above gave the values for the exponential modifier presented in Table 5.2 
 
Table 5.2:  Values of c for the pasture components Vegetative, Reproductive and Clover 
for 10 years of climatic data from Winchmore.  
 
Pasture component “k” Mean value for c Standard error of mean n 
Vegetative grass 0.5 0.9930 0.0038 3650 
Reproductive grass 0.5 1.0266 0.0137 3650 
Clover 0.9 1.0160 0.0062 3650 
 
Using these values of c as the exponent modifier in the equation for Pda and 
comparing this with the exact form of the equation (Pdx) illustrates that the curves are 
identical (Figure 5.15) and so that the value for c can be accepted with confidence. 
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Figure 5.15: Plot of Pda and Pdx calculated with the exponential modifier, c. 
 
In view of the small standard errors associated with these mean values of the exponent 
modifier and in order to reduce run time, these average values were used within the 
final model.   
 
The final form for the equation for daily canopy photosynthesis for each pasture 
component, Pd is: 
 
Pd = (A/k +B/2k) * (1-e-c*kL) = mgCO2m-2(ground)d-1 equation 5.61 
 
 
5.4. Leaf Area and Light Capture 
 
In order to calculate canopy photosynthesis with this expression, it is necessary to 
determine the leaf area, L, of each component and the “representative” light extinction 
coefficient for each layer.  The canopy is divided into 9 components as previously 
described and the light capture capacity of each component depends upon the leaf area 
index of that component and its light extinction coefficient (Woodward 1997).   
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5.4.1 Calculation of leaf area 
 
The leaf ratio is the % or fraction of the above ground biomass made up by leaf 
(kgDM (leaf) / kgDM) and the specific leaf area is the area of leaf tissue (in square 
metres) per kgDM of leaf tissue.  Thus multiplying these two together, will yield the 
leaf area ratio for that component in square metres of leaf per kgDM of component.  
Initial values for these parameters were extracted from Woodward (1997) and 
(Thornley & Johnson, 2000) and are presented in Table 5.3 
 
Table 5.3:  Light capture parameters for the sward components 
Component Specific Leaf 
Area (SLA) 
Leaf ratio 
(xi) 
Leaf area 
ratio(ς) 
Light extinction 
coefficient (k) 
Vegetative 0.003 0.6 0.0018 0.5 
Reproductive 0.0035 0.6 0.0021 0.5 
Dead 0.003 0.6 0.0018 0.5 
Clover 0.0035 0.6 0.0021 0.8 
 
Reproductive stem is itself surrounded by leaf sheath and so makes little contribution 
to photosynthesis or light capture.  Thus, S1 is covered by R1 and so does not play a 
part in light capture in the model.  When the stem emerges from the sheath as S2, it 
will be involved in light capture and this is represented by converting S2 into leaf 
equivalents by multiplying S2 by the leaf ratio of reproductive stem ie xis.  After 
Woodward et al (2002), this was assigned a value of zero within the present model.   
 
Sensitivity analysis on the model identified SLA as a particularly sensitive parameter 
in terms of the models ability to accurately predict pasture growth and so this 
parameter was further characterised in the final model.  This is discussed later in 
chapter 6.  
 
5.4.2 Light Capture:  Estimating the extinction coefficient of the layers 
 
In order to define the light capture of the different layers of the sward, it is necessary 
to define not only the amount of leaf area of each component, but its light extinction 
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coefficient (ki).  Woodward (1997) defined light capture efficiency, ci, of a 
component as: 
 ) 
 
 
r 
 
Light capture efficiency (ci) = light extinction coefficient (ki) * leaf area ratio (ςi) 
 equation 5.62 
Where:  
ci = light capture efficiency m2(ground)kgDM-1 
ki=  light extinction coefficient m2(ground)m-2(leaf) 
ςi= leaf area ratio m2(leaf)kgDM-1(leaf) 
 
Then, as: 
 Leaf Area (L) = leaf area ratio (ςi) * Mass of tissue  equation 5.63 
 
(As ς is the ratio of leaf area to weight) 
 
So: 
 ci* weight of tissue = ki * Area of tissue equation 5.64 
 
Then for the elevated layer, substituting into equations 5 63 and 5.64 and  assuming 
no light capture by S as defined above: 
 
 (ε1R1*cr1 + ε2R2*cr2)  =  (LR1* kr) +( LR2*kr equation 5.65 
so: 
 (ε1R1*cr1 + ε2R2*cr2)  = LR * K equation 5.66 
 
Where  LR * K = ∑(LRi*ki) = K1 the light extinction due to the entire top layer
 
Then, as c = k*ς and ς*mass = area so ς = area/mass  and c = k*(area/mass): 
 
 K1 = ε1*LR1*kr + ε2*LR2*k equation  5.67 
Where: 
K1 = light capture by elevated layer 
LR1 = leaf area (m2 leaf) of R1 
LR2 = leaf are (m2 leaf) of R2 
ε1= elevation of immature reproductive tillers 
ε2 = elevation of mature reproductive tillers 
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kr = extinction coefficient of reproductive grass m2(ground)m-2(leaf) 
 
Similarly for the mixed layer, substituting into equation 5.5: 
 
V*cv + C*cc + wdD*cd + (1-ε1)R1*cr1 +(1-ε2)R2*cr2  + R3*cr3 =  
  *LV
*ki) = K2  
kv+LC*kc+LD*kd+LR1*kr1+LR2*kr2 + LR3*kr3 
 equation 5.68 
This simplifies to: 
 V*cv + C*cc + wdD*cd + (1-ε1)R1*cr1 +(1-ε2)R2*cr2  + R3*cr3 = Li*ki 
=∑(Li
 equation 5.69 
Where  K2 = the light extinction due to the entire second layer 
 
So: 
 K2 = LV*kv + LC*kc + wd*LD*kd + (1-ε1)LR1*kr + (1-ε2)LR2*kr + LR3*kr  
                                                                                                                                                                              equation 5.70 
Where: 
K2 = light capture by mixed layer 
LV = leaf area (m2 leaf) of V in mixed layer 
LC = leaf area (m2 leaf)  of C in mixed layer 
wd = proportion of dead material in mixed layer = 0.28 
LD = leaf area (m2 leaf) of D in mixed layer 
LR1 = leaf area (m2 leaf)  of R1 in mixed layer 
LR2 = leaf area (m2 leaf)  of R2 in mixed layer 
kv = light extinction coefficient of V = 0.5 m2(ground)m-2(leaf) 
kc = light extinction coefficient of C = 0.8 m2(ground)m-2(leaf) 
kd = light extinction coefficient of D = 0.5 m2(ground)m-2(leaf) 
kr = light extinction coefficient of R = 0.5 m2(ground)m-2(leaf) 
ε1= elevation of immature reproductive tillers 
ε2 = elevation of mature reproductive tillers 
 
 
5.4.3  Light capture: Estimating the fraction of light captured by each 
layer 
 
The fraction of light, C1, captured by the elevated layer is calculated using Beers’s 
law to be: 
 C1= (1-exp-k1L1) equation 5.71 
Where k1 = light extinction coefficient of top layer and L1 = leaf area of top layer. 
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Then, the fraction of light, passing through to the mixed layer is: 
 
 exp-k1L1 equation 5.72 
 
Thus the fraction of light, C2, captured by the mixed layer is: 
 
C2 = exp-k1L1*(1-exp-k2L2) equation 5.73 
 
Where k2 = light extinction coefficient of mixed layer and L2 = leaf area of mixed 
layer. 
 
Then in the elevated layer as: 
 
k1L1 = K1 = ε1*LR1*kr1 + ε2*LR2*k equation 5.67 r2 
+ 
 
and in the mixed layer: 
 
k2L2 = K2 = LV*kv + LC*kc + wd*LD*kd + (1-ε1)LR1*kr1 + (1-ε2) LR2 * kr2 
LR3*kr3 
  equation 5.69 
 
Then remembering that in combining the different exponents it is necessary to include 
an exponent multiplier defined as c = k’i for each component (see earlier section) the 
treatment of light capture by each sward component is as follows: 
 
Mixed layer 
 
Light capture in this layer is a function of the light left over after passing through the 
first layer and the light capture by the each component.  Thus, so long as there is a 
mixed layer ie if K2>0, the light captured by each component will be the total light 
captured by the middle layer C2 = exp-k1L1*(1-exp-k2L2), multiplied by the fraction of 
the middle layer light captured by that component which is given as ki*Li/K2, where 
the numerator is the light capture by that component and the denominator is the light 
capture by the layer. 
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 Thus the light captured by V is: 
 
 exp-K1*k’v*(1-exp-K2*k’v)*Lvkv/K2  equation 5.74 
 
The light captured by C is: 
 
 exp-K1*k’c*(1-exp-K2*k’c)*Lckc/K2                     equation 5.75  
2 
2 
2 
 
 
The light captured by the dead tissue is: 
 
 exp-K1*k’v*(1-exp-K2*k’v)*wdLdkd/K         equation 5.76 
 
The light captured by the emerging reproductive tissue is: 
 
 exp-K1*k’r*(1-exp-K2*k’r)* (1-ε1)LR1*kr/K         equation 5.77 
 
The light captured by the emerged reproductive tissue is: 
 
 exp-K1*k’r*(1-exp-K2*k’r)* (1-ε2)LR2*kr/K         equation 5.78 
 
The light captured by the decapitated reproductive tissue is: 
 
 exp-K1*k’r*(1-exp-K2*k’r)* LR3*kr /K2         equation 5.79 
 
Elevated layer 
 
When the elevated layer is present, not only does it affect the fraction of light passing 
through to the mixed layer, but it also captures light in its own right.  Thus, whenever 
there is an elevated layer ie if K1>0, then: 
 
The light captured by R1 when present in the elevated layer is thus: 
 
 1-exp-K1*k’r * ε1*LR1*kr /K1 equation 5.80 
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 and so the amount of light captured by R1 in total is (equation 5.77 + equation 5.80): 
 
 exp-K1*k’r*(1-exp-K2*k’r)* (1-ε1)LR1*kr/K2 + 1-exp-K1*k’r * ε1*LR1*kr 
/K1 
  equation 5.81 
mount of light captured by R2 when present in the elevated layer is: 
1-exp-K1*k’r * ε2*LR2*kr /K1 equation 5.82 
nd so the amount of light captured by R2 in total is (equation 5.78 + 5.82): 
*k’r)* (1-ε2)LR2*kr/K2 + 1-exp-K1*k’r *
1 
 
 
here the second term on the right hand side (1-e-kL) represents the light capture by 
gen within the model.   In the present model, where plant material is 
haracterised in a single “structural plus substrate” compartment, such an approach is 
Similarly, the a
  
 
 
a
 
           exp-K1*k’r*(1-exp-K2  ε2*LR2*kr 
/K
  equation 5.83 
 
Then, the actual photosynthesis by each component is calculated using equation 5.57: 
 Pd = (A/k +B/2k) * (1-e-kL) equation 5.57
 
W
that component, calculated using equations 5.74 to 5.83 as appropriate.   
 
5.5. The impact of the environment on photosynthesis 
 
In photosynthesis models where the plant material is divided into structural and 
substrate compartments (Woodward, 1997; Woodward et al., 2002), environmental 
impacts can be explored through their impact on the substrate concentrations of 
carbon and nitro
c
not possible.    
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As an alternative, the impact of level of photoactive radiation (PAR), temperature, 
nitrogen and water are expressed though their effect on the level of photosynthes
(Thornley & Johnson, 2000; Woodward, 1997).  In the model adopted here, a non 
rectangular hyperbolic function is used to describe leaf photosynthesis (Thornley & 
Johnson, 2000; Woodward, 1997) and the impact of PAR has been described in 
equations 5.1 to 5.83.  However, the other parameters - α, θ and P
is 
n 5.29 
ent 
ese 
nvironmental variables (1996).  Johnson et al (Thornley & Johnson, 2000) concluded 
t Pm to maximise daily ne
hotosynthesis and that Pm is linearly related to the daily light receipt, J0: 
4 
 not 
 a 
 Pm 
s and so 
 (Woodward, 
002).  Thus in Woodward’s later model of pasture growth (Thornley & Johnson, 
ere expressed through their effect on Pm (and 
spiration, discussed later) and this is the approach developed here. 
ver the temperature range of 5 to 200C, Pm is linearly related to temperature and the 
llowing expression has been suggested (1998): 
m - in equatio
which predicts leaf photosynthesis, may also vary in response to the environment and 
need to be considered.  Generally, α and θ are considered to be relatively independ
of temperature, nitrogen and light although, Pm is strongly influenced by th
e
that when nitrogen is non limiting, plants adap t canopy 
p
 
 Pm = 0.0041*J0 mg CO2 m-2 (leaf) s-1 equation 5.8
 
This simple expression was used by Woodward (1997) in his model of canopy 
photosynthesis arguing that in frequently grazed crops, individual leaves would
have time to optimise photosynthesis (before they were eaten) but that the canopy as
whole would be in a state of high turn over (because of frequent grazing) and so
for the canopy as a whole would optimise relatively quickly to changes in the 
environment.  However, this neglects the impact of sub optimal levels of water and 
nitrogen on photosynthesis, both of which occur readily in New Zealand dairy 
pastures and ignores the considerable effect of temperature on photosynthesis 
(Johnson et al., 1996).   Moreover, temperature in particular will also impact on the 
rate of plant respiration and so the impact of temperature on net photosynthesi
plant growth, will be the result of these two possibly opposing effects
2
2000) environmental impacts w
re
 
5.5.1 Pm and temperature 
 
O
fo
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 0 Tm < T* 
 Pm = 
 
 P Tm20     *     Tm - T* * 
   
 
equation 5.85 
out limit as temperature increases 
nd so can only be used over a narrow range of environmental temperatures.  To 
odification  reduce photosynthesis above 200C 
Tm ≤ T*, Pm = 0 
* 
 equation 5.86 
esis is possible 
arameter values for Pm, T* and Tmax for vegetative and reproductive grass and clover 
oodward, (2002) and are displayed in Table 5.4 
m ≥ T
 
        20 – T* 
            
Where: 
 Pm20 = the value of Pm at 200C 
 T* = the temperature at which photosynthesis ceases 
 Tm = maximum daily temperature 
 
This expression leads to Pm increasing linearly with
a
overcome this limitation, Thornley (Thornley & Johnson, 2000) proposed a 
m  to
 
  0      
 
 Pm =   
      
 Pm20    *   Tm – T*   2        Tmax – Tm            Tm ≥ Tmax, Pm = 0 
 
 20 – T* Tmax – 20  
Where: 
 Tmax = maximum temperature at which photosynth
 
P
were given by W
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able 5T
a
.4:  Parameter values within the model for maximum rate of leaf photosynthesis 
t 20 0C (Pm20 = mg CO2m-2(leaf) sec-1), the minimum temperature at which 
is c se ( n 0  and m temperature at which photosynthesis 
max ) e v uctive grass and for clover (Woodward, 
ent x
photosynthes
is possible (T
ea s 
 in 
T* i
 for v
C)
getati
 the maximu
e and reprod0C
2002). 
 
Compon Pm20 T* Tma Comments 
Vegetative 0.64 -7.9 35 Grown in shade (see next section) 
Reproductive 1.17 -7.5 35 Grown in full light (see next section) 
Clover 1.19 -5.2 35 Grown in full light (see next section) 
perature response curve as illustrated in Figure 5.16. 
 
Figure 5.16:  Relationship of maximum rate of leaf photosynthesis (Pm = mg CO2 
m-2(leaf) sec-1), with temperature used within the model 
 
 
le 
nley, 1998) and so Pm may vary through the depth of 
e canopy.  The parameters α and θ are relatively unaffected by the growth irradiance 
ingle leaf can be expressed: 
5.87 
  
 
This gives a bell shaped tem
   
0 
0.2
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mperature
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5.5.2 Pm and light environment 
 
The level of light in the environment in which grass plants develop has a considerab
effect on their Pm value (Thor
th
(ibid.) but at a given temperature, for example 200C, the relationship with Pm for a 
s
 
 Pm = Pm0 * [1-λ * (1- J/J0)] equation 
-.-15 5 5
te
Pmr 
Pmc 
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 Where:
y and 
ohnson (2000) showed that the former approach tended to overestimate canopy 
as obtained by using the following expression for Pm for the canopy: 
Pm = P equation 5.88 
here:  
2(leaf) 
l = leaf area m2(leaf)m-2(ground) 
hen the leaf area is very large, equation 5.88 approximates to: 
Pm ≈ Pm0*(1-λ/2) equation 5.89 
quations 5.87 and 5.89: 
Pm0*(1-λ/2) = Pm0 * [1-λ * (1- J/J0)] equation 5.90 
nd as ion 5.24: 
-kl 
ombining this with equation 5.90 
-kl
equation 5.91 
s half J0 
 
 Pm0 is the value for Pm20 for those leaves at the top of the canopy 
 Pm is the value of Pm20 for those leaves that develop in shade 
 λ = ≥ 0 (dimensionless) (Thornley & Johnson, 2000) 
 
For the canopy as a whole, the issue is to decide whether Pm is constant throughout 
the canopy or proportional to the level of irradiance within the canopy.  Thornle
J
photosynthesis while the second approach tended to underestimate it.  A better fit to 
the data w
 
 m0 * [1- λ/2 * (1-exp-kl)] 
W
 k = Beer’s law extinction coefficient m-2(ground)m
 
 
W
 
 
 
Thus at this point, combining e
 
 
 -λ/2 = [1-λ * (1- J/J0)] 
 J/J0 =  ½ 
 
A  from equat
 J = J0exp
C
 ½ = exp  
 ln ½ = -kl 
 
This expression for grass, with k of 0.5 gives a value of l of 1.38, for when J i
and is fairly close to the top of the canopy (1980). 
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So to determine a suitable value for λ f 8 and 5.91: or grass, combining equation 5.8
Pm = Pm0 * [1- λ/2 * (1-exp-kl)]   and  exp-kl = 0.5 when l is very large 
 
t 
synthesis for reproductive grass (1.17) 
 greater than for vegetative (0.64) as indicated by the values for Pm20i given by 
λr = 
ative 
anopy, P  = 0.64.  Correspondingly, when there is minimal shading and light 
 
 
 λ/2 = (1-Pm/Pm0) * 1/(1-0.5) 
So: λ = 2*[(1-Pm/Pm0) * 1/(1-0.5)] equation 5.92
 
Within the present model, reproductive leaf is assumed to develop in full light, bu
vegetative leaf as it is entirely present within the lower, mixed layer develops under 
reduced light intensity.  Thus, maximum photo
is
Woodward (2002) and for reproductive grass, Pm0r is not reduced by shading so 
0, Pmr = Pm0r = Pm20r = 1.17  (Woodward 2002).   
 
For vegetative leaf, growing under reduced light intensity, the value for Pm will 
depend on the light intensity, which will depend on the amount of shading from R.  
When shading is maximal and there is minimal light intensity within the veget
c mv
irradiance within the canopy is maximal, Pmv equals Pm0v = 1.17 (the value it would
have if it had grown in full light intensity).   This is illustrated in Figure 5.17. 
 
Figure 5.17:  Diagrammatic representation of the shading of the mixed layer by 
reproductive tissue in the elevated layer and the effect that this has on the maximum 
rate of leaf photosynthesis, Pmi for the vegetative and reproductive components of the 
sward 
S U N L I G H T
Elevated 
Pm0v-Pmv Pm0r = Pmr = Pm20r
Mixed
            Pmv
Dead
Jbase
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The diagram shows that within the model, reproductive tissue is considered to develop
in full light and so P
 
  
s minimal light intensity within 
e vegetative canopy, Pmv = 0.64.  Correspondingly, when there is minimal shading 
m0v = 1.17 (the value it 
ould sity).   . 
his means that, using equation 5.92, a suitable value for λv is: 
imal 
ese points, the extra photosynthetic 
apability (over and above Pmv = 0.64) is a function of the difference between Pmv0 at 
ll lig  inten ty and he act l amount of light in the canopy.  This was 
             Jshade 
      “Extra photosynthetic capacity = Jbase               *        Pmd 
er and above Pmv”             
                  Jref 
 tion 5.93 
 
Where: 
the light at 
Jbase = J PAR m-2 (ground) s-1 (see below) 
Jref = PAR at the base of the sward in J PAR m-2 (ground) s-1 when there is no 
 = a curvature pa eter relating the LAI to the depression in 
yn esis f m shading. 
m0r is not reduced by shading so λr = 0, Pmr = Pm0r = Pm20r = 1.17.
For vegetative grass, ambient light is reduced from shading by elevated reproductive 
components and when shading is maximal and there i
th
and light irradiance within the canopy is maximal, Pmv equals P
w have if it had grown in full light inten
 
T
 λv = [(1-0.64/1.17)*(1/(1-0.5)] * 2  
 λv = 1.811 
 
Thus the maximum photosynthetic ability of the vegetative layer, Pm20a, depends on 
the amount of light intensity within the canopy, which is determined by the amount of 
shading by R.  With maximum shading, Pm20a will equal Pmv = 0.64 and with min
shading, Pm20a will equal Pm0v = 1.17.  Between th
c
fu ht si  Pmv, at t ua
expressed by Sheehy et al (Clark et al., 2001) as: 
 
   
  
          ov
 equa
Pmd = the difference in Pm20 from when the component is maximally 
overshadowed and light at the base of the sward = 0, to when there is no 
overshadowing and the light within the canopy is the same as 
the top of the canopy 
 PAR at the base of the sward 
over shadowing and Pm20 is maximal = Pm0 
Jshade ram
photos th ro
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T r egetatihen fo  the v ve layer in the present model, the maximum photosynthetic 
                 
m20a = Pmv + (Pm0v-Pmv)       *            Jbase                  (Pm20a > Pm0v, Pm20a = Pm0v) 
        Jref 
equation 5.94 
e 
able 5.5:  Values for the level of photoactive radiation at the base of the sward (Jbase), 
e vel of photo tiv radiation when there is no over shadowing in the sward (Jref) 
he curvature eter, Jshade relating the leaf area index of the sward to the 
tion in photo esis from sh
erived from Woodward (2002) and S eehy (1980): 
shade 
potential, Pm20a is:   
Jshade 
P
           
         
 
 
Values for these parameters, extracted from Woodward (2002) and Sheehy (1980) ar
given in Table 5.5 
 
T
th  le
and t
ac e 
 param
reduc synth ading  of components within the sward.  All values 
hd
 
Pmv Pm0v Jbase Jref J
0.64 1.17 J0 0.6 exp-k1L1-k2L2 60 
 
Thus, when Jbase = 0 Pm20a = Pmv and when Jbase is greater than 60 J PAR m -2 (ground)
then P
 
base is the light incidence at the base of the canopy after passing through the elevated 
 in Figure 5.19. 
e veg e 
ase of
 
 
m20a = Pm0v.  This relationship is demonstrated in Figure 5.18 
 
J
and mixed layers.  Thus it comprises what is left over after absorption by the upper 
layers.  This is illustrated
 
Figure 5.18:  Relationship between the maximum rate of leaf photosynthesis (Pm20a) for 
etative material within the sward and the amount of photo active radiation at th
 the sward (Jbase). 
th
b
 
 
 
 
 
 
 
           Pm20a vs Jbase
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Figure 5.19:  Derivation of Jbase, the light at the base of the canopy 
o:  Jbase = (J0d +J0s) * exp (-k1L1-k2L2) equation 5.95 
ause of 
aximum value of photosynthesis for clover, Pm20c, is not affected by ambient light. 
.5.3 Pm and Nitrogen 
f 
oil nitrogen which is a feature of the models of Schwinning and Parsons (1999).   
fect 
 J0s)* exp(-K1-K2)
Because:
Light captu
   Jo
Jbase 
Jbase = (J0d +
re
As a fraction Canopy surface of J0
    Light captured = J0-J0exp-k1L1 1-exp-k1L1 
    J0exp-k1L1
Mixed layer     Light captured = J0exp-k1L1 - (J0exp-k1L1 * exp-k2L2) exp-K1L1(1-exp-k2L2)
    Jbase
(1-exp-k1L1-k2L2)
k2L2)
Jbase = J0*exp-k1L1-k2L2
and J0 = J0d + J0s
Total light captured
So Jbase = J0 - (J0*(1-exp-k1L1-
 
 
S
 
The effect of ambient light intensity on maximum photosynthesis during the 
development of clover is much less than for grass (1996a; 1996b) possibly bec
the prostrate arrangement of the leaves.  Consequently, within the model, the 
m
 
5
 
Johnson et al  (1996) proposed a linear increase in Pm as plant nitrogen content 
increased and this is used as the basis of the present model based on Woodward 
(2001) but also incorporating the dynamic interaction between fixation and uptake o
s
 
Within the model, it is assumed that nitrogen is essential for growth and that 
optimisation of leaf nitrogen levels leads to optimisation of Pm under the current 
growth conditions.  For maximal photosynthesis for pastures at a steady state, a soil 
mineral nitrogen concentration 30 kg N ha-1 was used by Woodward (2002) and 20kg 
N ha-1 by Johnson (1996). As an initial approach within the present model, the ef
of changes in soil mineral nitrogen were expressed as a fraction of this maximal 
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nitrogen level (30 kg N ha-1 ) multiplied by the value of Pmi associated with maximum 
growth.  Thus for the present model the appropriate values of Pm0 (full light) and Pm 
hade) are given in Table 5.6: 
odel under development conditions of maximum light intensity and shading 
 
mi0 
(s
 
able 5.6:  Values of maximum leaf photosynthesis for pasture components within the T
m
Component P Pmi 
Vegetative (grown in shade)  0.64 
Vegetative (grown in full light) 1.17  
Reproductive (grown in full light)
Clover (grown in full light) 1.19  
equation 5.96 
i * Pmi0 equation 5.97
Where: 
 is not limiting. 
 gNi = nitrogen photosynthesis multiplier =  Ni/Nref 
e 
er 
il.  
hus uptake 
om the soil is subject to a maximum of 85% of total potential uptake: 
UgNc = 0.85*Ni/Nref  equation 5.98 
1.17  
 
Pmi is then described by: 
 Pmi = Ni/Nref * Pmi0 
  
 Pmi = gN
  
 Pmi =  Nitrogen dependent value of Pm20 for component i under full or 
partial light 
-1  Ni = soil mineral N content in kg N ha  
o th = 30 kg N ha-1   Nref = soil mineral N content for maximum gr w
  Pm0i = Pm at 200C, in full or partial light and when N
 
 
The expression for clover was further modified to allow for fixation as well as uptak
from the soil.  Based upon the equations of Schwinning and Parsons (1996a) these 
two processes do not occur in a fixed ratio.  When soil mineral nitrogen is low, clov
obtains most of its nitrogen by fixation and as soil mineral nitrogen increases so an 
increasing amount and proportion of nitrogen is obtained by uptake from the so
However, even at high soil mineral nitrogen levels, fixation is not completely 
switched off and accounts for a residual 15% of total nitrogen uptake.  T
fr
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 Where: 
 UgNc = nitrogen uptake photosynthesis multiplier for clover 
 is 
o 
chwinning and Parsons (ibid.) estimated the efficiency of fixation to be 0.6 
FgNc = [1-Ni/Nref*0.85]*0.6 equation 5.99 
 FgNc = nitrogen fixation photosynthesis multiplier 
f 
y 
etween soil inorganic nitrogen level and the 
ultiplier for Pm is shown in Figure 5.20 
low 
er, 
ion mean that total effect on clover maximum photosynthesis is less 
an for grass. 
 
Conversely, fixation increases as soil mineral nitrogen levels decline, but fixation
regarded as an inherently less energetically efficient process than uptake and s
nitrogen uptake by fixation is subject to a multiplier of < 1 to allow for this.  
S
 
 
 
Where: 
 
 
Despite the inherent simplifications of this approach and the lack of environmental 
dependence of nitrogen fixation as discussed by Wu and McGechan (1996),  values o
0.85 for the maximal fraction of N uptake from the soil (f) and 0.6 for the efficienc
of fixation (e) agreed well with observed data comparing growth rates and ceiling 
yield for clover reliant on fixation compared to clover grown at high soil mineral 
nitrogen levels (ibid.).   The relationship b
m
 
The graph shows that Pm for vegetative, reproductive and clover components of the 
sward will increase linearly up to a soil inorganic nitrogen level of 30 kg ha-1.  At 
soil inorganic nitrogen levels, the total effect on maximum clover photosynthesis 
(TgNc) is greater than for grass (V and R) because fixation exceeds uptake.  Howev
at higher soil inorganic nitrogen levels the inherent inefficiency of the low level of 
obligatory fixat
th
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Figure 5.20:  Relationship between soil inorganic nitrogen level and the multiplier for
maximum leaf photosynthesis rate used within the model.  FgN
 
hotosynthesis multiplier for reproductive grass.  e and f refer to the efficiency of 
fixation and f is the maximum fraction of nitrogen uptake from the soil by clover.   
 
  
ove 
 
s to 
hus 
ear response to the nitrogen concentration within the plants 
ohnson, 1996), so that: 
c = nitrogen fixation 
photosynthesis multiplier and UgNc = nitrogen uptake photosynthesis multiplier for 
clover.  TgNc = the combined effect of uptake and fixation on photosynthesis.  gNv = 
nitrogen photosynthesis multiplier for vegetative grass and gNr = nitrogen 
p
 Nitrogen photosynthesis multiplier for C, V and R
0
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The pasture model as formulated by Woodward et al (2002) was run at a steady state 
of soil nitrogen concentration (see chapter 9 on the soil model for further details), and 
setting the photosynthesis multiplier as a function of soil nitrogen as described ab
worked well, as soil nitrogen was forced to a constant level, set by the operator.  
However, with the incorporation of the full soil model with the pasture model, soil
mineral levels are no longer set to an artificial level but change dynamically with 
every time step (see chapter 9).  In this situation, linking photosynthesis with soil 
mineral nitrogen levels as a proxy for the level of nitrogen within the plants tend
exaggerate the response of the plants to changes in soil mineral nitrogen and to 
confine the response range from a soil mineral nitrogen concentration of 0-30kg 
nitrogen per hectare regardless of the nitrogen concentration within the plant.  T
the decision was taken to revise the calculation of the photosynthesis nitrogen 
multiplier in terms of a lin
(J
 
 gNiv = VNpercent/Nplantmaxv 
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 gNir = RNpercent/Nplantmaxr 
 gNic = CNpercent/Nplantmaxc 
Where: 
or 
nt 
l 
Nplantm en percentage within each 
component (chapter 9). 
ed 
ant. 
e 
l 
where the soil mineral level is determined by the soil 
odel, is shown in Figure 5.21. 
 
 
gNi = photosynthesis multiplier for the effect of nitrogen status f
each component 
VNpercent = percentage of nitrogen within the vegetative plant 
material 
RNpercent = percentage of nitrogen within the reproductive pla
material (averaged) for R1, R2 and R3). 
CNpercent = percentage of nitrogen within the clover materia
ax = the maximum nitrog
 
The percentage nitrogen composition within each pasture state variable is in turn a 
function of the soil nitrogen concentration as discussed in chapter 9 so that the revis
calculation of the photosynthetic response to nitrogen is related to the soil nitrogen 
concentration and for clover the extent of fixation (as in the steady state model), but 
unlike the steady state model, the ceiling response of photosynthesis to nitrogen is not 
set by the current soil mineral nitrogen level but by the concentration within the pl
This in turn is a function of the soil mineral levels (and also of nitrogen recycling 
within the plant:  see chapter 9) and will equilibrate with this, but over a wider rang
of soil mineral nitrogen levels than 0-30.  A comparison of the steady state mode
under equilibrium conditions of soil mineral nitrogen levels of 15kgN/hectare is 
compared to the dynamic model 
m
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Figure 5.21:  Comparison of the response of photosynthesis to nitrogen levels in the 
steady state model (equilibrium nitrogen level 15kg/ha) and  the dynamic model 
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Comparison of nitrogen responsive photosynthesis multiplier for steady state model
and nitrogen dynamic model 
Nitrogen responsive photosynthesis multiplier
  
Thus through these equations, Pm is a function of temperature, light within the canopy 
and nitrogen, so that for each component, the value of Pm is given by: 
For vegetative, V: 
 
Pmv =       Pm20a     *              Tm –Tv*   2         Tmaxv– Tm         *  gNi 
 
        *          
            20 – Tv*             Tmaxv – 20  
 equation 5.100 
 
For reproductive, R: 
 
Pmr =       Pm20r      *             Tm – Tr*  2          Tmaxr – Tm      *   gNi
         *         
             20 – Tr*               Tmaxr – 20  
 equation 5.101 
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For clover, C: 
Pmc =      Pm20c      *              Tm – Tc*  2           Tmax c– Tm     *    (UgNc+FgNc) 
 
 
         *         
            20 – Tc*              Tmaxc – 20  
 equation 5.102 
And: 
 If:  (Tmi ≤ T*i) or (Tmi ≥ Tmaxi), then Pmi = 0
And: 
 If:  Pm20a > Pmv0, then Pm20a = Pmv0
 
5.6. Growth and Respiration 
 
Johnson et al (1965) defined the daily rate of canopy respiration, R, as: 
 
 Resp =(1-Y)/Y * dW/dt + mW equation 5.103 
 
Where: 
Resp = daily rate of canopy respiration in gC02 m-2(ground) day-1 
Y = the efficiency of conversion of substrate to structure, 
dimensionless and 0<Y<1 
W = dry weight of canopy expressed as gCO2 equivalents m-2 
m = maintenance coefficient day-1  
  
By analogy with the work of Pirt (2000) as described in Thornley and Johnson 
(Woodward, 1997) “mW” corresponds to maintenance respiration ie respiration 
associated with the resynthesis of degraded protein, while (1-Y)/Y*dW/dt is 
equivalent to growth respiration associated with the synthesis of new plant material.   
 
When W, plant mass, is expressed in terms of CO2 equivalents then dW/dt can also be 
defined in terms of gross photosynthesis less respiration.  Then, remembering that 
Resp and W refer to the canopy only: 
 
 dW/dt = nPg-Resp equation 5.104 
 
Where: 
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n = proportion of gross photosynthesis allocated to shoots, with the 
remainder going to roots 
Pg = gross daily photosynthesis in gC02 m-2(ground) day-1 
 
Net photosynthesis is also defined (2002) as: 
 
 Pn = Pg – Resp equation 5.105 
 
Where: 
 Pn = net daily photosynthesis in gCO2 m-2(ground) day-1 
 
Then combining Resp = (1-Y)/Y*dW/dt + mW with dW/dt = nPg-Resp gives: 
 
 Resp = (1-Y)/Y*(nPg-Resp) +mW equation 5.106 
So: 
 Resp = nPg(1-Y) + mWY equation 5.107 
 
Then, defining growth as dW/dt = G (in mg CO2 equivalents per unit time) and as 
dW/dt = nPg-Resp: 
 
 G = nPg-(nPg(1-Y) +mWY) equation 5.108 
  
 G = nPgY –mWY equation 5.109 
 
In these expressions the term mW refers to respiration associated with maintenance.  
Thus m, the maintenance coefficient is analogous to the dark respiration rate, Resp 
used in Woodward (Johnson et al., 1996).  More precisely: 
 
 Resp / γ = m   equation 5.110 
 
Where: 
Resp = leaf respiration rate in mgCO2m-2 day-1 (kg DM ha-1)-1 
γ = conversion factor from mgCO2 m-2  to kg DM ha-1  
  
γ = 165 assuming that dry matter consists principally of C6H12O5.  Then C = 72/164 
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= 45% and so 1 g dry weight of C is equivalent to 0.45*44/12 = 1.65g CO2, and kg 
DM ha-1 to mg m-2 involves a factor of 100 (2002). 
 
Thus respiration can also be defined in Woodward’s  (Woodward et al., 2002) terms 
as: 
 
 Qi = (1-Y)(πiPdi – RespiWi) + RespiW equation 5.111 i 
 
 
This by rearrangement gives: 
 
 Qi = πiPdi(1-Y) + YRespiWi equation 5.112 
 
Where: 
Qi = respiratory loss rate of canopy component i  in mg CO2 
 m-2(ground)(equivalent to Resp) 
Y = efficiency of converting substrate to structure 
πi = proportion of assimilate partitioned to shoot growth of component 
i (equivalent to n)
Pdi = daily gross photosynthesis of component i in mg CO2 m-2 
(ground) day-1 (equivalent to Pg) 
Respi = leaf dark respiration rate of component i in mg CO2 m-2 day-1 
(kgDM ha-1)-1 (equivalent to mγ) 
 Wi = herbage mass of component i in kg DM ha-1 (equivalent to W) 
 
Similarly, growth can be defined as: 
 
 Gi = πiPdi – Qi equation 5.113 
Ie: 
 Gi = YπiPdi – YRiWi  equation 5.114 
 
Where: 
 Gi = growth of component i in mg CO2 m-2 (ground) day -1 
 
Growth can be converted to kg DM ha-1 by dividing Gi by γ and within the model Gi 
is further multiplied by the stress factor for each component to reflect the impact of 
the soil water balance on growth (see earlier section).  Thus this equation, 
appropriately parametised, defines growth for each component. 
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Pdi needs to be parametised for each sward component in terms of ki, k’i, αi, θi and
Pm20
 
i (see section on photosynthesis).    Values for πi are discussed in the section on 
assimilate partitioning later in this chapter.   
 
5.6.1. Defining the dark respiration rate 
 
This is the quantity Respi in Woodward et al (2002), equivalent to mW and is 
analogous to the maintenance costs of respiration or the dark respiration ie excluding 
respiration associated with growth from photosynthesis.   
 
The rate of dark respiration, Resp, increases exponentially with temperature with the 
growing temperature also determining the relationship (1992).  Thus at a given 
measurement temperature, plants grown in a colder environment will have a higher 
rate of dark respiration.  This is modelled by these workers by making Resp an 
exponential function of the difference between the measurement temperature and the 
growth temperature.  Thus, for a given measurement temperature, a lower growth 
temperature creates a larger (exponentially) value of Resp, while for a given growth 
temperature, Resp increases exponentially as the measurement temperature increases.  
 
Data fitting by Woodward (2002) using data from Woledge et al (NIST/SEMATECH 
e-Handbook of Statistical Methods, 2003) gave values for the curvature parameter 
(Rcurve) and the base maintenance respiration (Rbase) in the equation for Resp 
below.  The constant factor 2.4 converts mg CO2 m-2 g-1 hr-1 to mg CO2 m-2 
(kgDm/ha)-1.  
 
 Ri = 2.4 * Rbasei * Exp (Rcurvei * (Measurement temp’ – growth tempi) 
 equation 5.115 
Where: 
Rbasev = 1.72 Rcurvev = 0.08 
Rbaser = 1.72 Rcurver = 0.08 
Rbases = 1.72 Rcurves = 0.08 
Rbasec = 2.03 Rcurvec = 0.078 
 
 163
In the present model, the measurement temperature is simply taken as the average 
daily temperature (Tmax – Tmin)/2, whereas the growth temperature is estimated 
using a form of exponential smoothing of the daily temperature data set.  
 
Exponential smoothing 
 
Inherent in the collection of data over time is some form of random variation, which 
may make the understanding of underlying trends more difficult.  Smoothing is a 
technique used to remove random variation and show trends and cyclic components.   
The simplest method involves the computation of the average or rolling averages such 
as the single moving average, where each data point is equally weighed in the 
determination of the smoothed value.  Exponential smoothing is another smoothing 
technique but in exponential smoothing, the weight of the observation decreases 
exponentially with time as the observations get older (Kendall & Ord, 1990).   
 
In the case of moving averages, the weights assigned to the observations are the same 
and are equal to 1/N, where N is the number of observations.   In exponential 
smoothing, however, there are one or more smoothing parameters to be determined 
(or estimated) and these choices determine the weights assigned to the observations.  
If Smt refers to the smoothed observations (or exponentially weighted moving 
averages, EWMA), yt refers to the original observations and t refers to the time 
period, then for any time period (Nau, 2005): 
 
 Smt = a*yt-1 + (1-a)*Smt-1 equation 5.116 
Where 0 < a ≤ 1 and t ≥ 3 
a = the smoothing constant  
 
The value used for the first EWMA plays an important role in determining the 
subsequent value of all the other EWMA’s.  One method is to set Sm2 =y1, or to 
compute Sm2 as the average of the first few y observations or to make Sm2 the target 
of the process if this is known.   
 
If the basic expression is expanded by substituting for Smt-1: 
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 Smt = ayt-1 + (1-a) [ ayt-2 + (1-a)Smt-2] equation 5.117 
 Smt = ayt-1 + a(1-a)yt-2 + (1-a)2 Smt-2 
 
equation 5.118 
 
This process of substitution can carry on for Smn and then Smn-1 etc until Sm2 is 
reached which = y1.  So, summing the series gives: 
                   t-2 
Smt  = a* ∑ (1-a)i-1 * yt-i + (1-a)t-2 * Sm2  t ≥ 2      equation 5.119 
                 i=1 
 
So the expanded equation for Sm5 is: 
 
t = 5 
Sm5 = a * [ (1-a)0 * y5-1 + (1-a)1 * y5-2 + (1-a)2 * y5-3 ] + (1-a)3 * Sm2
 equation 5.120 
 
Thus the weighting factor a*(1-a)t decrease exponentially as t increases and their 
relative contribution becomes less and less, with ultimately all the weighting factors 
summing to unity when Smt = Sm2.  The ratio between successive rates is (1-a) so that 
when a is close to 0, (1-a) is close to 1 and (1-a)t is also close to 1.  Thus, the speed at 
which the older responses are dampened (smoothed) is a function of the value of a.  
When a is close to 1, dampening is rapid and when a is close to 0, dampening is slow. 
Similarly, the average age of the data contributing to the smoothed value is 1/a, 
relative to the period for which the forecast is computed (NIST/SEMATECH e-
Handbook of Statistical Methods, 2003).   
 
If the purpose of the smoothing operation is to forecast future values of y, then the 
value of a is chosen to minimise the mean of the squared errors between y and Sm 
(NIST/SEMATECH e-Handbook of Statistical Methods, 2003).  However, in the 
present case, there is no attempt to forecast future temperatures, but rather to make the 
best estimate of the average growing temperature experienced by the tillers.   
 
Woodward et al (2002) did this by using the value of σi the leaf senescent rate as the 
smoothing coefficient for each pasture component i.  This has two consequences.  
Firstly, σi is typically small and so the dampening effect in the exponential smoothing 
is small:  ie many past data point contribute to the smoothed value.  Secondly, because 
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σi is itself a function of temperature, it means that the value of the smoothing 
coefficient changes as the daily temperature alters.  Thus in Woodward et al (2002): 
 
 σv = 0.00111*(Tav + 3.4) equation 5.121 
 σr = σv 
 
 σc = 0.000553 * (Tav + 14.7) equation 5.122 
 
Then as per Woodward et al (2002): 
  
 Tgn  = σn-1 * (Tavn-1 –Tgn-1) + Tgn-1 
 
 
equation 5.123 
  
Where: 
Tgn  = the average growth temperature for that day n 
Tgn-1 = growth temperature from the previous day 
σn-1 = the senescence rate from the previous day 
Tavn-1 = the average daily temperature from the previous day 
 
This is in fact the same as the Hunter (1986) form of the smoothing equation as 
rearrangement yields: 
 
 Tgn  = σn-1 * (Tavn-1 –Tgn-1) + Tgn-1 equation 5.123 
 Tgn  = σn-1 *Tavn-1 - σn-1 * Tgn-1  + Tgn-1 
 Tgn  = σn-1 *Tavn-1 + Tgn-1 - σn-1 * Tgn-1  
 Tgn  = σn-1 *Tavn-1 + Tgn-1  * (1- σn-1 ) equation 5.124 
 
Which is the same as: 
 
 Smn =  σn-1 * Tavn-1 + (1-σn-1) * Smn-1 equation 5.116
               
Where: 
Smn =  The smoothed growing temperature for day n equivalent to Tgn 
σn-1 = the senescence rate from the previous day 
Tavn-1 = the average daily temperature from the previous day 
Smn-1 = the smoothed growth temperature from the previous day 
equivalent to Tgn-1   
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Single exponential smoothing does not follow the data very well when there is an 
underlying seasonal trend in the data (Kendall & Ord, 1990), as there will be with a 
record of growth temperature throughout the year.   Varying the value for a, and in a 
way that is dependent on temperature, overcomes this to some degree.  However, as σi 
is dependent on the daily temperature, the weighting expressed through changes in σi 
is dependent only on the temperature on day n and not on the “average” preceding 
growth temperature of the leaves.  Moreover, there is no underlying physiological 
reason as to why the current rate of senescence should be a predictor of the growing 
temperature experienced by the plant.  
 
As an alternative, the ambient growing temperature for the plants was derived using 
double exponential smoothing of the average daily temperature record.  Double 
exponential smoothing uses two parameters to estimate Smt.  The a parameter 
operates primarily as for single exponential smoothing but the second, b parameter 
allows for the underlying trend in the data.   
 
When the trend as well as the mean is varying over time, then using the Hunter (1986) 
form of the smoothing equations for double exponential smoothing, the smoothed 
value is given by: 
 
 Smt = a*yt + (1-a)*(Smt-1 + bt-1) 0 ≤ a ≤ 1       equation 5.125 
 bt = γ*(Smt-Smt-1) + (1-γ)*bt-1 0 ≤ γ ≤ 1       equation 5.126 
 
The first smoothing equation adjusts Smt directly for the trend of the previous period,  
bt-1,  by adding it to the last smoothed value Smt-1.  This helps to eliminate the lag and 
brings Smt to the appropriate base of the current value. The second equation then 
updates the trend, which is expressed as the difference between the last two values. 
 
Initial values are set for Sm1 and b1 and then if the purpose of the exercise is to 
forecast future values for y, then values of a and γ are set so as to minimise the sum of 
squared error (SSE) between the observed values and the forecast, where the one 
period ahead forecast value is given as (MathWorks Inc, 2005): 
 
 Ft+1 = Smt + bt equation 5.127 
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 As there are 2 parameters to estimate (a and γ) this requires a non linear optimisation 
technique to solve for values of a and γ.  A simple Matlab (1978) programme was 
written to solve equations 5.125, 5.126 and 5.127  for a and γ  by minimising the error 
sum of squares between the actual average daily temperature and the forecast daily 
temperature.  However, the value of a derived in this way, represents the value of a 
which minimises the difference between the forecast temperature and the actual 
temperature:  this is not necessarily a useful measure of the development temperature 
experienced by the growing plant.  In fact, intial testing revealed that the value of the 
parameter a which minimised the SSE had an average value of 0.4 with a standard 
deviation of 0.003.  This equates to an average age of the data contributing to the 
estimate of smoothed temperature of 2.5 days.  In a rotationally grazed pasture system 
with an average rotation length of 21 days the development time of the pasture in the 
upper grazing horizon will be circa 21 days and so a value of 0.0476 is more 
appropriate for a when the objective is to represent the growing conditions for the 
grazed pasture.  Thus, within the optimisation routine, the value of a was constrained 
to lie between 0 and 0.0476 and the value of γ between 0 and 1.  The solved values for 
a and γ are then used within the pasture model to predict the smoothed temperature 
which is then used as the growing temperature for the calculation of the dark 
respiration rate in equation 5.115.  An example of the relationship between actual and 
smoothed temperature is given in Figure 5.22 below 
 
The model predictions of dark respiration rate using these techniques at differing 
measurement temperatures was compared to the data of Robson (1992) and Woledge 
et al (1978) and this comparison is illustrated in Figure 5.23 
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Figure 5.22:  Actual and smoothed daily temperature for a 100 day period within the 
model 
 
Figure 5.23:  Comparison of model prediction of dark respiration rate at different 
measurement temperatures for ryegrass and clover raised at different temperatures 
compared to the data of Robson (1992) Woledge et al (Jones, 1988). 
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Overall the model appears to predict the rate of dark respiration adequately, although 
there is some under prediction for clover raised at higher temperatures.   
 
5.6.2 Effect of water stress on growth 
 
While the rate of photosynthesis itself is likely to be insensitive to the mild water 
stresses likely to be encountered on most New Zealand dairy farms, leaf expansion is 
one of the first processes to be affected by even mild levels of water stress (2001).  
Within the present model, it is assumed that evapotranspiration and so growth will 
cease when the soil water deficit measured in mm, (W) is equal to the negative 
available soil water holding capacity (in mm, AWHC), because at this point there is 
no available water for the plants.  As water is added to the soil, growth will increase 
from this nadir up to the point at which actual evapotranspiration (AET in mm) is 
equal to potential evapotranspiration (PET in mm).  As discussed in chapter 4 on the 
soil model, Woodward et al (2002) found that for deep soils the gradient of the 
increase in the ratio of AET/PET as soil moisture increased was constant at 0.0073 for 
a wide range of New Zealand soil types.  This is illustrated in Figure 5.24. 
 
Figure 5.24:  Theoretical relationship between actual evapotranspiration rate and soil 
water deficit used within the model 
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Thus growth increase from zero when W = -AWHC, up to a maximum value as a 
further 1/α mm = 137mm of water are added to the soil, when the soil water deficit 
will be (-AWHC+137mm).  This was the basis for the derivation of the effect of soil 
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water status on growth within the original pasture model as developed by Woodward 
et al (Lipsius, 2002) and initially applied within the present model.  Thus the growth 
factor was set so that growth will be zero when W = -AWHC and maximum when W 
= (-AWHC+137).   
 
Field capacity (FC) and permanent wilting point (PWP) are dependent on soil texture, 
pore size, organic matter content and also a hysteresis effect (1986).  Saxton et al 
(Basara et al., 2005) developed regression equations to describe the moisture release 
curve of soil water content in the surface layers (θs) versus water potential in the 
surface layers (ψs) to estimates PWP, which is defined as the soil water content at a 
water potential of -1500.  For the estimation of FC, matrix potential values of -33KPa 
for clay soils and -10KPa for light, sandy soils have been suggested (2000) with a 
range of -1 to -100KPa (ibid.). 
 
Thornley and Johnson (Saxton et al., 1986) described the relationship between water 
potential of the surface soil and soil moisture content of the surface layer as: 
 
 ψs = -A* θs-B (KPa) equation 5.128 
 
Where A and B are constants which depend on soil type and can be estimated as 
(Woodward et al., 2001): 
 
A (Kpa) = exp(-4.396-7.15*clay-4.88*sand*sand-42.86*sand*sand*clay)*100 
  equation 5.129 
 
B (dimensionless) = (3.14-22.2*clay*clay-34.84*sand*sand*clay) 
  equation 5.130 
 
Where: 
Sand = fraction of sand in soil by weight 
Clay = fraction of clay in soil by weight. 
 
Then PWP is the soil moisture content when the water potential is -1500KPa, which 
by rearranging is: 
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 PWP = (1500/A) 1/-B equation 5.131 
 
Whilst for FC, taking the water potential at -7 (Basara et al., 2005) gives: 
 
 FC = ( 7/A) 1/-B equation 5.132 
 
The stress factor is then expressed relative to the soil water potential of the top layer 
(ψs), where: 
 
 Soil water potential, J/kg,  ψs = (-A) * θs –B   equation 5.128 
Where: 
 θs = Volumetric soil water content near surface in cm3 cm-3 
 θs = FC –(FC-PWP) * (-W/AWHC)  equation 5.133 
and:  
W=soil water deficit (negative mm)=current soil moisture content – FC 
AWHC = available water holding capacity (mm).   
 
The limits of the growth stress factor are then: 
 When W = -AWHC, growth = zero and stress factor = zero 
As 
ψs =  (-A) * θs –B   equation 5.128 
and  
θs = FC –(FC-PWP) * (-W/AWHC)  equation 5.133 
Then:  
ψs at zero growth =  (-A) *[FC-(FC-PWP)]-B equation 5.134 
 
Then growth increases as a further 1/α (mm) of water is added so that: 
 
 W = (-AWHC+1/α) and stress factor = one.   
 
Then from Woodward et al (2001) as: 
 
 -W = 0.5* rooting depth*(FC-θs) equation 5.135 
Then: 
 172
θs at maximum growth = FC + (W*2)/rooting depth  equation 5.136 
and: 
 ψs at maximum growth = (-A)* [FC + (W*2)/rooting depth]-B         
 equation 5.137 
 
Then using natural logarithms to give appropriate scaling: 
 
      0,   Ln[A *(FC-(FC-PWP))-B  /ψs]                           < 0 
  Ln[A *(FC-(FC-PWP))-B / (A* [FC + (W*2/rooting depth)-B] ) 
gSFi =    
                 1,   Ln[ A *(FC-(FC-PWP)-B)/ψs]                           >1 
  Ln[A *(FC-(FC-PWP))-B / (A* [FC + (W*2/rooting depth)-B] ) 
                  
       equation 5.138 
 
Where: 
gSFi = growth stress factor for component i 
ψs = surface water potential 
-A *(FC-(FC-PWP))-B  = the water potential at zero growth = 1500KPa 
-A* [FC + (W*2/rooting depth)-B] = the water potential at maximum 
growth 
W = soil water deficit at maximum growth = AWHC+137.  If 
AWHC+137>0, then W=0. 
 
Thus the water `stress factor compares the current water potential with the water 
potential at zero growth (the numerator) and compares this with a comparison 
between the water potential for zero growth and that for maximum growth (the 
denominator).  If the current water status equals the water status for zero growth, then 
the numerator is ln(1) = 0 and the gSF = 0.  If the current water status equals that 
associated with maximum growth, then the numerator equals the denominator and 
gSF equals 1.  The value that the water status has at maximum growth is determined 
by equation 5.137 and so is dependent on the sand and clay content of the soil, the 
rooting depth and the value of W when growth is maximised.  By definition when the 
soil is saturated at field capacity, W = zero and ψs is equal to-7KPa (equation 5.137) 
and this is in agreement with Woodward et al (2001).   This will be the case where 
AWHC is less than 137mm and so the value for W in equation 5.137 is zero.  
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Analysis for a range of sand and clay components typical of New Zealand soils with a 
range of values for AWHC greater than 137mm indicated that the water potential 
associated with maximum growth had an average value of -27KPa.  Sensitivity 
analysis confirmed that varying this value between 0 and -100 made very little 
differences to the estimate of gSF used within the model.   
 
The use of this expression is illustrated with an example: 
 
For a soil with: 
Clay = 0.2 by weight 
Sand = 0.15 by weight 
 
A (Kpa) = exp(-4.396-7.15*clay-4.88*sand*sand-42.86*sand*sand*clay)*100 
A =  0.2683053 KPa 
 
B (dimensionless) = (3.14-22.2*clay*clay-34.84*sand*sand*clay) 
B = 3.84854 
 
FC = ( 7/A) 1/-B 
FC =  0.428495682 cm3 cm-3 
 
PWP = (1500/A) 1/-B 
PWP =  0.106234109 cm3 cm-3 
 
AWHC = 0.5*d*(FC-PWP) 
AWHC =  225.5831015 
 
When W = -AWHC, growth = zero and stress factor = zero 
θs = FC –(FC-PWP) * (-W/AWHC)   
θs = PWP =  0.106234109 cm3 cm-3 
 
ψs at zero growth =  (-A) *(FC-(FC-PWP)*1)-B 
ψs at zero growth =  -1500 KPa 
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When growth increases as a further 137mm (1/α) of water is added so that  
W = (-AWHC+137) and stress factor = one.  Then as: 
 
-W = 0.5* 1400*(FC-θs)    
 
Then: 
 
θs at maximum growth = FC + (W*2)/1400  
θs at maximum growth = 0.428495682 + [(-225.5831015 + 137)*2] / 1400  
  = 0.301928827 
 
and: 
ψs at maximum growth = (-A)* [FC + (W*2)/1400]-B = -26.93005634 
 
So as: 
 
gSFi =   Ln[ A *(FC-(FC-PWP))-B/ψs]                           
 Ln[A *(FC-(FC-PWP))-B / (A* [FC + (W*2/1400)-B] ) 
 
When ψs = -1500 (PWP)  
gSFi =   Ln(-1500/-1500)  = 0 
   Ln (-1500/-26.93) 
 
When ψs = -26.93 (AET = PET) 
 
gSFi =   Ln(-1500/-26.93)  = 1 
   Ln (-1500/-26.93) 
 
This has the effect of scaling the growth stress factor between zero and one as water 
potential varies from -1500 to -26.93 KPa as can be seen in Figure 5.25 
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Figure 5.25:  Graph of stress factor against soil water potential calculated for a soil with 
a clay content of 20% and a sand content of 15%.  The calculated stress factor (pink) is 
rounded (blue) within the model to range between 0 and 1. 
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Water potential is the driving force for water movement within the soil and is closely 
related to the amount of force that a plant has to exert to extract water from the soil 
(Metherell et al., 1993).  Thus the relationship between water potential and stress 
factor defines the upper and lower limits over which growth varies.  However, the 
slope of the growth curve between these two points is defined by the parameter α, the 
ratio of the increase in AET/PET per mm of water added to the soil above W = -
AWHC.  This gives a linear relationship between AET/PET and W, which is matched 
by the relationship between the growth stress factor and W as shown in Figure 5.26: 
 
Figure 5.26: Graph of the ratio of actual evapotranspiration to potential 
evapotranspiration and the growth stress factor used within the model for changes in 
the soil water potential.  Soil as detailed in text 
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A linear relationship between growth and soil water status is also used in the 
CENTURY model (Metherell, 2008) where growth decreases once the fraction 
[(rainfall+ irrigation + stored water) / PET] is less than 0.8.  This compares well with 
the model of Woodward et al (2002), where growth decreases once AET is less than 
PET and where the fraction of available water is 84%.  (Calculated as RAW = readily 
available water = RAWs + αPET[(AWHC+W)-RAWs]  see water balance model for 
further details). 
 
Revision of the water stress factor 
 
As discussed in the chapter 4, revision of the soil water model was necessary to 
account for the shallow rooting depths encountered (Stoker, 1982) and yet the 
relatively high values for evapotranspiration recorded at Winchmore in the literature 
(Drewery, 2000; Metherell, 2008).  Application of the revised water balance model to 
the calculation of the water stress factor, involved recalculation of the water potential 
at zero growth using the revised value for AWHC (circa 95mm) (Hunt, 1970) and the 
water potential at maximum growth when AET=PET and the soil water deficit is zero.  
Water potential at zero growth remains at -1500KPa, as growth is considered to cease 
when water deficit is equal to –AWHC.  The value of the water potential at maximum 
growth will depend on the soil water deficit in the surface layer as discussed in the 
chapter on the soil model so that: 
 ψs at maximum growth = (-A)* [FC + (Ws*2)/rooting depth]-B         
     equation 5.137 
and this in turn will vary between -7 when Ws = zero and -21.6 when Ws = AWHCs.  
This creates a curve in the relationship between the growth stress factor and the soil 
water deficit as gSF approaches unity and this is illustrated in Figure 5.27. 
 
Thus, within the revised model, the effect of water stress on growth depends upon the 
size of the soil water deficit and the site of this deficit in terms of the two soil layers 
within the model.  Thus if more of the deficit is within the upper surface layer, AET is 
preserved for longer than if the deficit is mostly in lower layer and the growth stress 
factor is closer to one.  As discussed in chapter 4 on the water model, this reflects the 
lack of a reserve of readily available water within the upper layer of the model.   This 
also redefines the relationship between the soil water potential and the stress factor  
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Figure 5.27:  Relationship between the pasture water stress factor and the soil water 
deficit in the revised model. 
 
 
 
 
and the ratio of AET/PET and the soil water deficit as indicated in Figure 5.28 below 
and in Figure 4.9 in chapter 4 on the soil water model. 
 
Compared to Figure 5.25 the revised model has a steeper rate of change of the 
moisture stress factor as soil water potential falls and this is reasonable in view of the 
shallower soils and reduced readily available water reserve modelled in this 
simulation, compared to the deeper, higher clay content soils modelled by Woodward 
et al (2001) where the original model accurately reflects these characteristics in a 
slower decline in stress factor with water potential. 
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Figure 5.28:  Model prediction of soil moisture stress factor against soil water potential 
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5.7. Senescence of the above ground canopy 
 
Senescence is commonly described in pasture studies as total dead mass accumulation 
(Johnson et al., 1983; Schwinning & Parsons, 1996b; Thornley et al., 1995) and 
frequently modelled as a function of above ground biomass (Woodward, 1998) so that 
a given proportion of the above ground biomass senesces each day.  In continuously 
grazed pastures the senescence rate is largely environmentally determined (McCall & 
Bishop-Hurley, 2003; Parsons et al., 2001; Schwinning & Parsons, 1999) as the 
pasture has a uniform age profile.  In rotationally grazed swards, immediately after 
grazing the grazed leaves (R3) have a higher rate of senescence.  However, the sward 
contains relatively more, young material (Thornley & Johnson, 2000) and the overall 
senescence rate for the pasture is  temporally lower (Woodward et al., 2002) .  
However, in dairy pastures this effect is likely to be small (Woodward 1998) as the 
combination of a high stocking rate and a relatively fast rotation reduce the variation 
in the age profile within the sward and so in the present model leaf senescence rate is 
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a constant affected by temperature and moisture but independent of grazing 
management.   
 
The present model was developed from that of Woodward (1998), modified to include 
the different pasture components of the photosynthesis model (McCall & Bishop-
Hurley, 2003), and the effect of soil moisture status on senescence rate (Parsons et al., 
1988).   
 
5.7.1 Death of Vegetative leaf material:  V 
 
The main processes leading to vegetative tiller death were summarised by Woodward 
(1998) as: 
 
Leaf senescence 
Tiller death from severe grazing 
Other tiller death 
 
Leaf senescence  
 
Leaf senescence was calculated as: 
 LDR = 0.00158*(T+2.2) leaves leaf-1 day-1 equation 5.139 
 
Where: 
LDR = leaf death rate in leaves leaf-1 day-1 
T = average daily soil temperature(100mm) in 0C 
 
Assuming that in a grazed sward, all leaves are approximately the same mass 
regardless of age (Robson & Deacon, 1978), leaf death rate can be used to predict the 
rate of mass senescence, if allowance is first made for the recovery by the ryegrass 
plant (ie V) of approximately 30% of the weight of the leaves prior to death (Vine, 
1983).   
Thus the relative rate of green mass loss from leaf senescence, σ0 in kg kg-1 day-1 is: 
 
 σ0 = (1-ΰ)* LDR 
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ie: σ0 = 0.00111*(T+2.2) kg kg-1 day- equation 5.140 
 
Where ΰ = 0.3 = fraction of leaf weight remobilised prior to death. 
 
Tiller death 
 
The main cause of vegetative tiller death is the shading of small tillers in the spring as 
pasture mass increases.  As these small tillers are not part of the grazing horizon, they 
were ignored by Woodward (1998) and in this model.  Tiller deaths also result from 
disease, pests, dung covering, urine scorching and trampling and a seasonally 
independent value of 0.00074 kg kg-1 day-1 is assumed for this (ibid.), ie: 
 
 σ4 = 0.00074 kg kg-1 day-1      
 
Potentially, modification of this factor with stocking rate provides a mechanism to 
allow for increased tissue death from trampling as reported by Bullock et al (1994) 
 
Grazing 
 
This refers not to the direct loss of material from ingestion by grazing animals but to 
the subsequent death of vegetative tillers following severe grazing.  Woodward (1998) 
estimated this at a constant rate of 0.00057 kg kg-1day-1, and ignored any stocking 
density effects: ie: 
 
 σ1a = 0.00057 kg kg-1 day-1    
 
 
 
Total vegetative death 
 
The total death rate from these three processes is thus: 
σv = σ0 + σ1a + σ4  kg kg-1 day -1                   
So: 
σv = 0.00111*(T+2.2) + 0.00057 + 0.00074 
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σv = 0.00111*T + 0.003752 
σv = 0.00111*(T + 3.4) kg kg-1 day -1 equation 5.141 
 
 
5.7.2 Death of Reproductive leaf material:  R  
 
Emerging Reproductive material senescence rate (R1) 
 
In Woodward (1998) reproductive leaf was considered to have an equivalent rate of 
senescence to vegetative leaf prior to flag leaf emergence but a lower senescence rate 
once the flag leaf was present.  This was based on the observation that the flag leaf 
appears on average 7 days earlier than expected (Woodward, 1998) and is associated 
with more leaves per tiller (Woodward et al., 2002).  Conversely, flag leaf lifespan 
has been reported as similar to other leaves (1996) with the increase in leaves per tiller 
because leaves emerge more rapidly while their lifespan remains the same (ibid.).  
However, in the present model when the rate of senescence of reproductive leaf  is 
equal to the rate of senescence of vegetative leaf, senescence rates were over 
estimated in the summer months and as in Woodward (1998) an adjustment for flag 
leaf senescence was included in the estimation of reproductive senescence rate. 
 
Following Vine (1983) the last leaf produced on a reproductive tiller (the flag leaf) 
lasts longer than the other leaves so decreasing the average rate of senescence.  
Woodward’s methodology (Woodward, 1998) was adopted to accommodate this as 
follows:  if a reproductive tiller has a total of six leaves and the last, flag leaf is on 
average 30% heavier than the other leaves and does not senesce prior to ear ripening, 
then the rate of senescence of emerged (R2) reproductive leaf, σrR2 is: 
 
 σrR2 = σv*(1-f) kg kg-1 day -1 equation 5.142 
 
Where: 
f  = 1.3/6.3 =21% is the flag leaf fraction of the total reproductive leaf 
weight. 
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Otherwise, the rate of senescence for emerging reproductive leaf (R1) is the same as 
for vegetative leaf ie σrR1 = σv. 
 
5.7.3 Clover senescence 
 
The main processes driving senescence of clover are listed by Woodward (2002) as: 
 
1.) Leaf ageing 
2.) Death of petiole after lamina has been removed 
3.) Annual pattern of stolon turnover 
4.) Stolon death due to grazing damage. 
 
Using data from Harris and Clark (1983) on annual patterns of leaf and stolon content 
in dairy pastures, Woodward (2002) derived the following expression for the rate of 
clover leaf senescence, σc: 
  
 σc = 0.000553 * (T + 14.7) equation 5.143 
 
Where T = average daily soil temperature (100mm) in 0C 
 
This equation was adopted within the present model.   
 
5.7.4 Environmental effects on Senescence  
 
Within the present model the effect of temperature on senescence are expressed 
through the equations for σi .  This is a linear relationship which was also proposed by 
Johnson and Thornley (Johnson et al., 1983).  Although others have used an 
exponential relationship based on the Q10 effect (Metherell et al., 1993), the base rates 
of senescence predicted by the different  methods are very similar for the likely range 
of soil temperatures in New Zealand as indicated in Figure 5.29. 
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Figure 5.29:  Comparison of senescence rate calculated as a linear relationship of 
temperature (Johnson and Thornley, 1983) and Woodward (1998) or as an exponential 
relationship (Johnson et al 1983). 
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These senescence rates are also very close to those used within the CENTURY and 
DAYCENT models (Johnson & Thornley, 1983; McCall & Bishop-Hurley, 2003; 
Metherell et al., 1993).   Soil water content also influences senescence rate with 
decreasing soil moisture status increasing senescence rate (1996) although Woodward 
(1998) reported that the effect of soil moisture on leaf senescence rate was small.   
 
McCall and Bishop-Hurley (2003) reported a three fold linear increase in the base rate 
of senescence (0.008 day-1) as available soil water decreases to zero and the 
DAYCENT/CENTURY models use a three fold curvilinear increase in senescence 
rate as the soil water (as a fraction of the available water holding capacity) decreases 
from 1 to zero (Metherell et al 1993).  Within the present model a growth stress factor 
(gSF) is used as a multiplier of growth rate to model the decrease in growth rate as 
soil water decreases.  A senescence stress factor is then used to model the effect of 
soil moisture status on pasture senescence.  
 
Senescence stress factor 
 
Within the present model, a three fold difference in senescence rate was used from a 
minimum when RAW/AWHC = 1 to a maximum when RAW/AWHC=0.  The base 
senescence rate was taken as the rate at 00C so that, at this temperature, for V, 
senescence rate was a minimum of 0.003552 day-1 when available water (defined as 
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RAW/AWHC) for the entire rooting zone was 1 , increasing exponentially to a 
maximum senescence rate of 0.010656 day-1 when RAW/AWHC = 0. 
 
 σv= ( 0.00111*(T + 3.4)) * exp(-RAW/AWHC*(ln0.010656-ln0.003552))  
 equation 5.144 
Where: 
 σv= vegetative grass  senescence rate day-1 
 T = average daily soil temperature at 100mm 
 RAW = readily available water in rooting zone in mm 
 AWHC = Available water holding capacity of soil to rooting depth in 
mm 
 0.010656 = maximum rate of senescence at 00C, and RAW/AWHC=0 
 0.003552 = minimum rate of senescence at 00C, and RAW/AWHC=1 
 
For a given temperature, this relationship predicts a three fold curvilinear decline in 
senescence rate as soil moisture increases, as illustrated for a range of soil temperature 
in Figure 5.30 which also shows how senescence rate increases with increasing soil 
temperature.   
 
Figure 5.30:  Change in senescence rate for Vegetative material with soil temperature 
and moisture 
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Senescence rate can be greater than 0.010655 or greater than 0.003552 depending on 
the temperature of the soil, but the same three fold curvilinear relationship is 
followed.  
 
A similar approach was adopted for reproductive material and for clover, using σr  
and σc respectively.   
 
5.7.5 Prediction of senescence rates:  comparison with data 
 
Both in New Zealand and overseas, very few data sets have been published dealing 
with senescence of ryegrass canopies and the following comments are drawn from a 
review by Zyskowi et al. (Thomas & Stoddart, 1980).  Moreover, senescence rates 
vary with competition for space and light, nutrients, growth regulators and 
environmental factors (light, temperature, water relations, mineral relations, pathogen 
invasion) (1970). 
 
Within New Zealand, Hunt (1984) published data on the senescence rates of non 
irrigated pasture regrowths in the spring and autumn with rates of 0.79 and 0.88% of 
total live herbage respectively.  This led McCaul (1984) to model senescence rate as a  
constant proportion of the total live pasture, modified for the effect of moisture stress.  
giving a linear increase in senescence rate from 0.8% per day when soil water levels 
in the top horizon reached 20% of available soil moisture to 2.4% at zero available 
soil moisture and was supported by the data of Chapman et al (1970; 1971).   
 
The data of Hunt (1983) show considerable variation in senescence rates with up to 63 
kg/ha/day in the spring to 35kg/ha/day in the autumn, with no clear pattern in 
senescence rate between spring and autumn.  Leaf life span was measured in Scotland 
by Vine (Zyskowski et al., 1996) for ryegrass pastures under  various rates of nitrogen 
fertiliser.  Taking the reciprocal of this to indicate senescence rate indicates a clearer 
pattern than Hunt’s (1970; 1971) results.  In the autumn, there is a rapid fall in 
senescence rate then steady rates over the winter and a rapid rise in the late spring to 
early summer. Chapman et al (1984) in New Zealand demonstrated a similar pattern 
but with a higher senescence rate than Vine (1983).   This may reflect the harsher 
environmental conditions of the hill country of the Chapman trial (Korte & Sheath, 
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1978).  The lowest values for leaf death occurred in the winter with the largest values 
in the autumn and summer.  The percentage of total leaf length dying per tiller per day 
was 1.0 to 1.8% in ryegrass. In clover the death rate in leaves per stolon apex per day 
ranged from 0.9% in late winter to 1.6% in summer. There was no significant 
difference in the clover death rates with set stocking or rotational grazing, but in 
ryegrass, leaf death rate was marginally higher in late winter/early spring under set 
stocking (ibid.).  Hard grazing reduces senescence rates (Hunt, 1965) with dead matter 
accumulation higher in lax grazed swards leading to lower light interception (1983; 
1984). 
 
Herbage Mass has a confounding effect on senescence rates with Bircham and 
Hodgson (1986b) reporting in a Scottish trial set stocked with sheep, that as herbage 
mass increased from 500 to 2000 kg DM per ha lamina senescence increased from 18 
to 40 kg DM per ha per day. In set stocked paddocks, Clark, Alcock and Harvey 
(1986a) observed senescence rates over a two year period averaging 25.3 kg/ha/day in 
lighter grazed swards maintained at 3.5 cm residual and 20.1 kg/ha/day in the harder 
grazed pastures kept at 2.5cm residual and a linear relationship  between sward height 
and senescence rate was described by  Binnie and Chestnutt (1983).  In a second trial 
Clark et al   (1994) found an average senescence rate of  22.4 to 23.2 kg/ha/day over a 
two year period in three ryegrass varieties set stocked with ewes.  For pasture set 
stocked by sheep, senescence rate was significantly influenced by sward surface 
height.  As height of pasture increased from 3 to 9 cm senescence rates rose from 12 
to 22 (approx) kg/ha/day in early summer prior to weaning in mid January.   Later in 
the summer overall senescence increased to15 to 30 kg/ha/day. 
 
Soil water status and moisture stress also has a large effect on plant senescence rate.  
Comparing tiller death and density measurements under irrigated and moisture 
stressed conditions in the southern hemisphere,  Korte and Chu (1977) found that 
water stress reduced tiller weights due to a reduction in leaf expansion, giving smaller 
leaves, a slower rate of leaf appearance and increased senescence rates. In this study, 
senescence rate peaked at 6% per day in stressed plants towards the end of January 
falling to under 2% by February.  During late autumn and winter rates varied between 
0.5 and 1%. However, in the irrigated treatment, although the rate rose probably due 
to the greater herbage mass under irrigation (see above for effect of herbage mass on 
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senescence rates) it only reached  3% in January  with a second similar peak in early 
April.  From May until September rates was approx 0.5%.  
 
In a Welsh study, Wilman and Mares-Martin (1983) measured above ground yield and 
the production of senescent and dead tissue in mixed pastures of perennial and Italian 
ryegrass and clover during two re-growth periods in late summer/early autumn.  Two 
different rates of nitrogen fertiliser were applied and these workers found that 
although senescence rate was initially less in unfertilised pasture, it increased more 
quickly in fertilised swards than in unfertilised.  Late summer values of senescence 
varied from 3.3 to10 kg/ha per day in the no nitrogen plots to 5.5 to 17.7 kg/ha per 
day in the plots where nitrogen was applied.   A similar finding was reported by Vine 
(1983) who found that nitrogen increased the rate of leaf death.  However, the effect 
was only significant at the highest application of nitrogen (375kgN/ha) and was 
confined to those leaves emerging shortly after nitrogen application (Zyskowski et al., 
1996).   
 
Although these sources provide some indication of the factors affecting senescence 
rate, none of them are from environments similar to Canterbury and so cannot be used 
as quantitative sources of senescence rate.  As an indication of the performance of the 
model Figures 5.31 show the prediction of the model for an irrigated sward, cut to a 
residual every 14 days to a height of 1400kgDM ha-1.  In the figure, leaf senescence 
is the sum of vegetative and reproductive leaf senescence.   
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Figure 5.31: Model prediction of leaf senescence rate as a percentage of the total live 
pasture and in kgDM/ha for an irrigate pasture cut every 14 days to 1400 kgDM/ha 
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The figure indicates that the senescence rate is of the appropriate order of magnitude 
compared to the references discussed in the text and that it has a peak in the late 
spring, early summer and again in the autumn.  Similarly, comparing senescence rates 
during re-growth in the spring the model predicts similar rates to that of Hunt (1970, 
1971) as demonstrated in Figure 5.32 
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Figure 5.32:  Simulated senescence rate for re-growth in the spring and autumn 
  Spring      Autumn 
Prediction of leaf senescence rate in kgDM/ha  
Prediction of leaf senescence rate in kgDM/ha  
                                          
                                                                                                                                                             
The maximum rate of senescence is in both cases slightly greater than that predicted 
by Hunt (1970, 1971) of 65kg/ha/day in the spring and 35kg/ha/day in the autumn.  
However, these comparisons are qualitative rather than quantitative.  Some 
quantitative data was extracted from the work of Hunt (Rickard & McBride, 1986) in 
a trial measuring the senescence rate of perennial ryegrass grazed every 28 days by 
sheep and maintained so that neither water nor nitrogen was limiting.  The measured 
senescence rates are compared to those predicted by the model in Figure 5.33 
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Figure 5.33:  Measured senescence rate from the trial of Hunt (1983) compared to the 
model’s predictions 
Predicted leaf senescence rate compared to data from Hunt (1983) 
 
Agreement for the trend in senescence rates is excellent although the model appears to 
under predict the rate of senescence in the early spring.   
  
Based on 20 years of pasture mass from cutting trials at Winchmore (1996) in the 
development of the LincFarm model, Zyskowski et al (Cayley et al., 1980) deduced 
the senescence rate for irrigated pastures.  The pattern of dead and live material within 
a sward is sensitive to the values of the senescence and disappearance rate as well as 
the growth rate.  With a data set of pasture mass including live and dead material, the 
Lincfarm model was used to determine the senescence rate, with the decomposition 
rate fixed to a value of 5% from April  11th to September 2nd and 3% for the rest of the 
year (1986) using non linear least squares regression.  The predicted senescence rates 
for a three year period were available for comparison with the present model and 
Figure 5.34 shows a plot of the regressed senescence rate calculated from the data of 
Rickard and McBride (Thornley, 2001) for one year compared to the senescence rate 
from the present model. 
 
0 10
0 
20
0 
30
0 
400 500 600 700 80
0 
0 
5 
10 
15 
20 
25 
30 
35 
40 
45 
50  
Day since 1st June 
1978
Leaf senescence rate (kgDM/ha) Model prediction 
Hunt data (1983) 
 
 191
Figure 5.34: Comparison of model prediction of senescence rate for a year and the 
regressed value obtained from the data of Rickard and McBride (1986). 
 
Model prediction of senescence rate and regressed senescence rate 
from Rickard and McBride(1986)
 
The model produces very good agreement with the regressed estimate of senescence 
rate from the data.  To some extent this is a function of a similarity in the equations 
used to predict senescence within the present model and the LinFarm model but it 
indicates that the present model is at least consistent with the pasture data of Rickard 
and McBride (1986).  Moreover, in the context of the anticipated use of the model 
where analysis of nitrogen dynamics at a field scale is the objective, Figure 5.34 
provides strong evidence that at least in so far as the prediction of senescence rate is 
germane to prediction of pasture mass, the model will reflect the pattern of pasture 
data recorded by Rickard and McBride (1986).  In this sense, there is 
phenomenological evidence for the accuracy of the model in that the quantitative 
accuracy of the senescence rate remains unknown but the way that it interacts to 
contribute to the pasture mass can be quantified and assessed (1968).  
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5.8. Reproductive development and tissue flows within the 
model 
 
Under the model, reproductive development of the ryegrass sward occurs as a series 
of mass tissue flows between pasture state variable pools, initiated at specific times of 
the year.  In the model as envisaged by Woodward et al (2002) the dates controlling 
the reproductive development of ryegrass tillers were constants within the model.    
Initial sensitivity analysis of the pasture model (see later) indicated that the choice of 
these dates was extremely influential on model output.  Work by Beddows (1972) and 
Roy (Woodward, 1997) has established that the heading date varies from year to year 
and can be related to soil temperature, air temperature and degree days.  In an effort to 
improve the model’s predictive ability a multivariable linear regression model was 
produced to predict these dates and this is detailed in Chapter 6.   
The movement of tissue flows within the model is illustrated in Figure 5.35 and 
discussed in the text. 
 
Figure 5.35:  Tissue flows from reproductive development and senescence within the 
model in the absence of grazing.  Symbols as described in the text. 
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5.8.1 Onset of reproductive development 
 
Within the model reproductive development is marked by the movement of tissue 
from the V pool to the R1 pool at the commencement of reproductive development, 
zstartday.  This is calculated within the model (see later) but typical values for 
Lincoln, New Zealand are given below together with the equation describing the 
movement of tissue from V to R1 (Woodward, 1997): 
If:  t4 < t1 
 
 
 
    
  0   t4 < t < t1 
 z = 0.036exp(-0.078(t-t1))+0.0035, t ≥ t1  
  0.036exp(-0.078(t+365-t1))+0.0035, t ≤ t4 
  
 
    
 
 
 
 
0   t4 < t < t1 
If:  t4 ≥ t1 z = 0.036exp(-0.078(t-t1))+0.0035, t4 ≥ t ≥ t1 
      
 
 equation 5.145 
Where:  
t1 = date of first stem elongation circa 30th September = zstartday 
t4 =  date of last stem elongation  circa  11th January = zstopday 
z = rate of movement in day-1 
 
The effect of this equation is illustrated in Figure 5.36. 
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Figure 5.36:  Rate of tissue movement from the vegetative (V) to the emerging 
reproductive pool (R1) during a calendar year 
 
  
 
5.8.2 Maturation of reproductive material 
 
R1 represents emerging reproductive leaf and S1 the stem associated with this.  As the 
summer progresses, this material matures with further elongation of the stem and head 
emergence.  The dates for the initiation and termination of this process are predicted 
within the model as per zstartday and typical examples for the maturation of R1 and 
S1 are given below (1997): 
  0.  t1 ≤ t < t5 
           m = 
   
  0.090  t1 > t ≥ t5 
 equation 5.146 
Where: 
t5 = date of first ear emergence circa 2nd November = mstartday 
t1 = date of first stem elongation circa 30th September = zstartday 
m = rate of movement in day-1 
 
This is illustrated in Figure 5.37. 
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Figure 5.37:  Rate of tissue movement from the emerging reproductive (R1 and S1) to 
the emerged reproductive pool (R2 and S2) during a calendar year 
 
  
 
5.8.3 Stem senescence 
 
Under the model, emerged, reproductive stem (S2) is judged to be subject to a 
constant senescence rate except for the period between the onset of stem elongation 
and the onset of stem senescence.  These dates are calculated within the model and are 
based on a linear regression model of degree days and the onset of reproductive 
development (see Chapter 6).  Typical values are: 
 
   0.052 ,     29th September > t ≥ 20th November 
 s =     (zstart day)  (sstart day) 
   
   0.00,    20th November > t ≥ 29th September 
      (sstart day)  (zstart day) 
s = rate of movement in day-1 
 equation 5.147 
 
These values are in close agreement with those used by Woodward (1987) and are in 
agreement with the data of L’Huillier (Chapman et al., 1984; L'Huillier, 1987) and 
this relationship is illustrated in Figure 5.38: 
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Figure 5.38:  Rate of tissue movement from the emerged reproductive stem (S2 to the 
dead pool (D) during a calendar year 
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The reproductive leaf tissue associated with these emerged stems (R2) is also 
considered to have a senescence rate of σr.  However, for every stem that dies, so will 
the associated leaves.  Thus R2 is also subject to an additional senescence rate due to 
the death of the stem supporting the leaves.  The amount of R2 associated with S2 is 
given by the ratio R2/S2.  Thus the senescence of leaf associated with senescing stem 
is given by: 
 
Stem senescence = st*S2 in kg ha-1 day-1 
Reproductive leaf senescence associated with stem senescence = st*S2*R2/S2 
                   = st * R2  
(in kg ha-1day) 
equation 5.148 
 
5.8.4 Senescence of decapitated reproductive material (R3 and S3) 
 
Within the model, grazing affects the production of R3 (from R1 and R2) and S3 (from
S
 
1 and S2) and the senescence rate of V.  Vegetative death rate from grazing has 
already been discussed and is regarded as constant within the model and not 
dependent on stocking rate.  (This is the rate of death of grazed vegetative tillers after 
grazing, not the rate of loss of vegetative tillers caused by grazing ie intake).   
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When even a small portion of the stem is removed, the whole tiller moves to S3 and 
subsequently dies:  that is every bitten stem dies, not just the portion that is removed 
(1994).  Thus grazing promotes the following changes in the interval t to t+1: 
 
       Some is eaten 
 
St pre grazing   St+1 post grazing Some remains as bitten stem 
 
       Some was not grazed 
 
Then as per Woodward (1998), if there are n animals per hectare and they eat Is kg of 
stem per day, then the total stem harvested per day is given as: 
 
Stem harvested/day = Is * n  equation 5.149 
 
Where:   
 Is = ∑(Is1 + Is2).  
 Is = weight in kg of S eaten per day per animal  
 
If the average fraction eaten of any one stem is p then the total weight of the stems (ie 
the weight that is bitten off and removed and the weight that remains as bitten stem) 
is: 
 
The weight of stems exposed to biting per day = nIs/p 
 = Is/p per cow per day     
  equation 5.150 
 
Thus the weight of bitten material that remains is this total weight (equation 5.150) 
less the weight of the material that is removed through eating (equation 5.149) ie: 
 
So the weight of bitten stem remaining as a result of grazing = nIs/p - nIs 
 = -nIs+nIs/p kg/ha/day 
                 = β*nIs ,  
Where:  β = -1+1/p 
 equation 5.151 
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Betteridge et al (Korte et al., 1984) measured p at 0.52 for a variety of tiller lengths 
which gives a value for β = 0.92 and this value was suggested by Woodward (1998).  
However, under conditions of increased grazing intensity, the proportion of stem is 
likely to increase (Woodward et al., 2002) and in the present model, the proportion p 
is given as total pasture mass pre-graze minus total pasture mass post graze divided by 
total pre-graze pasture mass..   
 
So in terms of the changes in the sward in the interval t to t+1, this can be represented 
as: 
 
      Some is eaten = nIs   
 
St pre grazing  St+1 post grazing Some remains as bitten stem = β*nIs 
 
      Some was not grazed =St – (nIs  + β*nIs 
) 
                   = St - nIs (1+ β)  
er 
te mt 
redicted by the model and detailed above, or if S2, will senesce at the rate st. 
vering 
r a given amount of S, the fate of reproductive leaf associated with stem grazing 
: 
      Some is eaten = nIR   
e grazing       Rt+1 post grazing     Some remains attached to bitten stem = β*nIs * 
/S 
 
        = Rt (1- β
 
Within the model, material that remains as bitten stem is S3 and this will senesce at a 
rate detailed below.  Material that remains as un-grazed for this time interval is eith
S1 or S2 depending on the time of year and will mature (if S1) into S2 at the ra
p
 
Similarly, every reproductive leaf associated with a bitten stem dies even if the 
reproductive leaf itself is not eaten.  Thus material is lost from the R pool as a result 
of grazing due not only to the intake of reproductive material but also to the se
of stems and the resultant death of the attached reproductive leaf, even if that 
reproductive leaf was not itself eaten.  So, given that R/S represents the proportion of 
R fo
is
 
 
Rt pr
R
 
       Some was not grazed =Rt – (nIR  + β*nIs *R/S 
)
 nIs /S) - nIR        
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  equation  5.15
 
The material that remains is made up of R
2 
 an 
 a 
t 10 days after head emergence.  The 
ce of decapitated reproductive (φr) leaf (R3) is then taken as equal to 
illers, ie: 
 
scence after grazing as a result of slower 
gnification (Woodward et al 2002).  Hence the rate of senescence of decapitated 
g alters 
 
f material due to reproduction are 
ummarised in Table 5.7 and tissue flows for reproductive and stem material as the 
result of grazing are illustrated in Figure 5.39: 
 
t-nIR of R2 leaf that was bitten as leaf and 
will continue to senesce at the rate for reproductive leaf σr.   There will also be 
reproductive leaf associated with bitten stem.  This is R3 in the model and will be
amount β*nIs * R/S.  Those leaves associated with a decapitated stem will senesce at
rate estimated using data reported in  Woodward et al. (1997; 2002) that 50% of 
ryegrass leaves were either dead or dying abou
rate of senescen
the senescence rate of these mature t
 
 φr = -ln(0.5)/10 = 0.07 day-1 equation 5.153 
 
S3 is considered to have a lower rate of sene
li
stem (S3) was set at φs = 0.03 day-1 (ibid.). 
 
In the original model (1971), grazing altered the movement of material from an 
undivided S and an undivided R into a dead pool.  In the present model, grazin
the rate of movement of S1 and S2 to S3 and R1 and R2 to R3, which represent the 
decapitated and dying pools rather than the dead pool. The subsequent rate of 
movement from S3 and R3 to the dead pool is then purely dependent on φr, and φs
which are not affected by stocking rate or intake.  The change in pasture variables 
from growth, senescence rates and mass flow o
s
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Table 5.7:  change in pasture state variables from growth, senescence and reproduction 
in the absence of grazing 
 
Variable t t+1 
V Vt Vt + Gv – (σv-σ1a)*Vt  – (zt*Vt) 
C Ct Ct + Gc – (σc  * Ct) 
R1 R1t R1t + GR1 + zt*Vt – (σr * R1t) – (mt * R1t)  
  
 
 
 
+  
t 
 to grazing 
R2 R2t R2t + GR2 + mt*R1t –( σr * (1-f) * R2t) – (st * R2t)
R3 R3t R3t + GR3 – (φR *R3t) 
S1 S1t S1t + GS1 – (mt*S1t)
S2 S2t S2t + GS2 + (mt*S1t) – (st * S2t) 
S3 S3t S3t + GS3 – (φS *S3t) 
D Dt Dt + ((σv-σ1a)*Vt ) + (σc  * Ct) + (σr * R1t) + (σr * (1-f)* R2t) 
(st * R2t)  + (st *  S2t) + φR *R3t   +  φS *S3t  - delta*D
 
Where: 
σv =  σ0 + σ1a + σ4  = senescence rate of V and σ1a = rate of 
senescence due
σr = senescence rate of R = σv-σ1a 
σc = senescence rate of clover (see below for derivation) 
f =1.3/6.3=0.206 = flag leaf fraction (by weight) of total reproductive 
leaf 
zt = rate of stem elongation , = zero between zstopday and zstartday, 
otherwise as in Figure 5.36 
mt = rate of stem maturation, = zero between zstart and mstart, 
otherwise = 0.09 
st = rate of stem senescence , = zero between zstart and sstart, 
otherwise = 0.052  
φr = rate of senescence of decapitated reproductive leaf 
φs = rate of senescence of decapitated stem 
delta = rate of decomposition of dead material. 
 
Within the model, the pasture is allowed to grow and senesce and then is cut or 
grazed.  The effect of grazing or cutting on the pasture state variables is summarised 
in Table 5.8 
 
The tissue flows within the model from the effects of grazing or cutting are illustrated 
in Figure 5.39.  Symbols are as related within the text and red lines indicate the 
creation of the grazed stumps of S1 and S2 as S3 and its corresponding effect on the 
reproductive leaves associated with these stumps (R1 and R2) as R3. 
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Figure 5.39: Tissue flows within model as a result of grazing or cutting 
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Table 5.8:  Change in pasture state variables from grazing or cutting after growth, 
senescence and reproduction 
 
Variable T t+1 
V Vt Vt# - (nIVt# ) 
C Ct Ct# – (nICt# ) 
R1 R1t R1t# – nIR1t# – (βnIS1# * R1t# / S1t# ) 
R2 R2t R2t#–  nIR2# – (βnIS2# *R2t# / S2t# ) 
R3 R3t R3t# + (βnIS1# *R1t# / S1t#) + (βnIS2# *R2t# / S2t#) 
S1 S1t S1t#– nIS1t# – βnIS1t# 
S2 S2t S2t# – nIS2# – βnIS2# 
S3 S3t S3t# + βnIS1t# + βnIS2  
D Dt Dt# - (nIDt# ) 
 
Where: 
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# denotes pasture state variable for time step t after growth, 
senescence, reproductive transfer and decomposition (dead material 
only) 
β = -1+1/p 
p = proportion of sward removed 
n = number of animals grazing sward 
 
 
5.8.5 Partitioning of assimilate 
 
The proportions of photosynthetic assimilate portioned to shoots compared to roots 
for each sward component is described within the model by the parameter πi.  Values 
for πi were established by Woodward et al (2002) from fitting to data from Davies 
(1981), Parsons and Robson (1984) and Colvill and Marshall (Franknow-Lindberg, 
1997; Parsons & Robson, 1981) as: 
 
πv = 0.88 proportion of assimilate partitioned to vegetative shoots 
πr = 0.66 proportion of assimilate partitioned to reproductive shoots 
πs = 0.30 proportion of assimilate partitioned to stem shoots 
πc = 0.43 proportion of assimilate partitioned to clover shoots 
 
In the original model (Woodward et al 2002), assimilate from each component is 
apportioned to that component on all days of the simulation.  However, this simplified 
approach excludes seasonal patterns of assimilate partitioning and remobilisation 
(Chapman & Lemaire, 1996).  If the model is run for more than one year this has the 
effect of maintaining the growth of R1, R2, R3, S1,S2 and S3 beyond the end of the
reproductive phase and of rapidly decreasing the amount of V as it is transformed, one 
way to R and S.  Once grass material goes reproductive it will die either through being 
eaten or at the termination of the reproductive stage of the plants lifecycle, ie after 
flowering  (Thomas & Stoddart, 1980) and in reality, there is considerable 
redistribution of material from older leaves to younger leaves for clover and grass 
during senescence (Hunt, 1971). During this process there is redistribution of 
assimilate formed from the dying reproductive material to the development of new 
vegetative material.  Within the model, this was accommodated by moving assimilate 
 
 203
to the different components dependent on the reproductive phase of the sward which 
has been discussed in the section on reproductive development within the sward.  
Within the model, reproductive material formed on zstart day will start to mature from 
mstart day and to undergo stem senescence from sstart day. 
 
Thus between the date of the onset of reproductive behaviour (zstart day) and the date 
of the start of stem maturation (mstart day) then 100% of the assimilate from each 
pool is allocated to that pool (roots and shoots combined) ie there is no export of 
assimilate to other pools.  From mstart day (onset of stem maturation) to sstart day 
(onset of stem senescence), m’s worth of assimilate passes from R1 and S1 to V as 
mature reproductive material exports a portion of its assimilate to the vegetative pool.  
Between the onset of stem senescence and the end of the period of reproductive 
development, s’s worth of assimilate passes from R2 and S2 to V as the material is 
recycled from senescing reproductive material.   
 
Outside the reproductive window (zstart day to zstop day), any remaining R1 and S1 
pass m’s worth of assimilate to V and R2 and S2 pass s’s worth of assimilate to V as 
material is repartitioned to fresh growth from dying reproductive structures.  When 
the model was put through a sensitivity analysis (detailed in a separate section) the 
value assigned to π was one of the most sensitive parameters within the model.  For 
this reason, the determination of π was re examined and this is explained in Chapter 6. 
 
5.9. Decomposition of pasture litter 
 
The two main processes affecting decomposition of the pasture litter are worm 
activity (burial and ingestion) and microbial decomposition (McCall & Bishop-
Hurley, 2003).   
 
5.9.1 Microbial decomposition of plant litter 
 
Moisture and temperature are the main determinants of microbial decomposition of 
plant litter (Facelli & Pickett, 1991).  In the autumn, with greater moisture 
decomposition is faster than in summer.  Correspondingly, in deserts decomposition is 
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virtually negligible because of lack of water but in very wet or flooded environments 
oxygen may be a limiting factor (Hunt, 1977).  Tramping by grazing animals may also 
increase decomposition rates (ibid.).  In the model of McCall and Bishop-Hurley 
(2003) decomposition of dead pasture included leaching losses, microbial decay and 
removal below the surface by earthworms and there were two pools of  dead material: 
soluble and insoluble.  Leaching losses could only occur from the soluble pool, with 
potential leaching loss increasing linearly with rainfall but with actual losses also 
modified by soil temperature.  Microbial decay operated on both pools and was also 
dependent on temperature and moisture. These workers estimated the maximum decay 
rate for the soluble pool at 90% per day and 3% per day for the insoluble pool to give 
a combined litter disappearance rate for irrigated pasture where water is assumed to be 
non limiting of approximately 5% of pasture mass in the winter and 3% for the 
remainder of the year.  
 
A model of above and below ground decomposition for pasture developed by Hunt 
Hunt (1971) estimated decomposition rates based on temperature, water tension and 
inorganic nitrogen concentration.  Decomposition rate of litter was assumed to 
increase proportionally to litter water content up to 0 .67 g of water per gram of 
weight of litter and also with increasing temperature.  Decomposition of below ground 
material was assumed to increase with soil nitrogen inorganic status but above ground 
decomposition was assumed to be nitrogen independent.  
 
Decomposition  of dead material can be rapid with rates as high as   35kgDM/ha/day 
and 19kgDM/ha/day per day in the spring and autumn respectively (Campbell, 1964).  
However, in the spring although the decomposition rate is higher, the underlying 
senescence rate is also higher so that the relative decomposition rate as a percentage 
of pasture cover is actually higher in the autumn in agreement with McCall and 
Bishop-Hurley (2003).  In this trial, decomposition was estimated as the difference 
between litter yield (corrected for initial residues) and leaf fall and represents the 
decomposition of soft leaf material rather than disappearance of dead material from 
the pool of available material for grazing (Zyskowski et al., 1996). With leaf death 
rates in autumn (14 February to 26 April) at about 22.4 kg DM/ha/day by days 36 to 
40 after defoliation, the mean decomposition of this dead leaf (mostly clover) from 
days 36 to 60 was 19.1kgDM/ha/day.  Decomposition rates were relatively low before 
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40 days after defoliation in spring (5 September to 24 November) at 12.1 
kgDM/ha/day) but increased markedly in the latter half of the period (up to 34.8 
kgDM/ha/day). This increase resulted from the increased leaf death rate after day 30 
meaning greater quantity of substrate for decomposer organisms (ibid.). 
 
Campbell (1992) reported that rates of decomposition are lower in summer months 
with dead material accumulating over the summer months even under intensive 
grazing pressure and suggested that rates of decomposition varied with moisture 
conditions.  Hunt (ibid.) observed no marked seasonal differences in the percentage of 
leaf fall that decomposed, but suggested that this was probably as a result of similar 
weather conditions during the two trial periods.        
 
For clover , Marriott and Smith (1992) showed that the amount of stolon that could be 
classified as decomposed rather than green or senescing, increased in the autumn and 
winter and was lowest in summer - confirming the general seasonal pattern above.  
Several workers (Wardle et al., 1994) have noted the decrease in litter disappearance 
rates due to decreased microbial activity when herbicides have been used but this 
aspect will not be considered in the present model.  
 
Within the present model the movement of material from the dead material pool 
through the process of microbial decomposition and earthworm activity form the 
inputs for the soil model of Thornley and Verberne (Hunt, 1977).  The carbon and 
nitrogen pools and fluxes within this model are discussed in chapter 7 
 
Microbial decomposition of above ground plant litter is modelled as a first order 
process (Swift et al., 1979) so that the rate of disappearance of plant litter as a result 
of microbial activity can be modelled as: 
 
 Decomposition (kgDM/ha/day) = dbase * dtemp * dwater * D    
equation 5.154 
Where: 
Decomposition = rate of plant litter breakdown by microbes in 
kgDM/ha/day 
dbase = base rate of decomposition  day-1 
dtemp = effect of temperature on decomposition 
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dwater = effect of moisture on decomposition 
D = amount of dead material present in kgDM/ha 
 
The maximum base rate of decomposition, dbase, was taken as 0.0148 day-1 after 
Woodward et al (2002) and using data from Wardle et al (1994).  The effect of 
temperature is modelled with a Q10 type relationship so that so long as the average 
daily temperature in Celsius is above 00C,  for every 10 degree rise in average daily 
temperature, the decomposition temperature factor (and so the decomposition rate) 
doubles: 
 dtemp = 2.0^((Tav-20)/10) 
 Tav >=0 equation 5.155 
Where: 
  Tav = daily average temperature in Celsius 
 
The effect of moisture on plant litter decomposition is multiplicative with temperature 
(1979), with the exception of when soils are water logged when decomposition is 
inhibited.  This is unlikely to occur or persist under dairy grazing management and so 
is ignored in the present model.  Thus the effect of moisture on decomposition is 
modelled following Woodward et al (2002) through dwater as: 
 
 dwater = ln(-7580/water potential) equation 5.156 
 
ln(-7580/-10) 
 
Further if the soil water potential is greater than -10 or rain or irrigation occurs then 
dwater is taken to have a value of 1, whereas if the soil water potential is less than -
7580, dwater is zero. 
 
The effect of equation 5.156 is to exponentially scale dwater from 0 to 1 as the 
moisture content of the soil increases and this is illustrated in Figure 5.40 
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Figure 5.40:  Decomposition water factor (dwater) plotted against soil water potential 
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5.9.2 Decomposition of plant litter from earthworm activity 
 
The importance of earthworms in plant litter disappearance, especially in the autumn 
and winter has been confirmed in New Zealand by the work of Sharpley et al (Martin, 
1978).  The dominant earthworms in New Zealand pastoral soils are the topsoil 
mixers Aporrectodea caliginosa and A. trapezoids and Lumbricus rubella (Martin, 
1978; Sharpley et al., 1979).  Earthworm numbers can exceed 1000 per square metre 
if the soil is rich in humus and are responsible for the turn over of large quantities of 
organic matter both within the soil and on its surface (Baker et al., 1992).  The effect 
of earthworms on the amount of plant litter within a sward depends on the earthworm 
population and activity which are seasonal, the quantity of litter available and on how 
close the worms are to the surface (Woodward et al 2002). 
 
The treatment of decomposition by earthworms is derived from the unpublished work 
of Woodward et al (2002).  Using data from south Australia (Martin, 1978), the 
number of earthworms in the top 10cm of soil is linearly related to the gravimetric soil 
water content so that: 
 
 EWnumber = EWmax * 5 * GSWCs -1.0    ,0 <= EWnumber <=EWmax 
  equation 5.157 
Where: 
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 EWnumber = number of earthworms in top 10cm of soil  
 EWmax = maximum number of earthworms recorded in top 10cm of 
soil 
 GSWCs = gravimetric soil water content  
 
EWmax is taken as 655 worms m-2 from the data of Baker et al (1992).  GSWCs is 
derived as the volumetric soil water content divided by the soil bulk density which is 
in turn a model input.  Thus equation 5.157 causes the number of earthworms to scale 
linearly between 0 and 655 m-2 as the soil water content increases.   
 
These species of worm have an average live weight of 0.2g per worm (1991) so that 
the earthworm biomass in g m-2 in the top 10cm of soil is estimated as: 
 
 EWbiomass = 0.2 * EWnumber equation 5.158 
 
Over the summer (1st November to 1st April), earthworms are assumed to be absent 
form the top layer of the soil and EWbiomass = zero (Woodward et al, 2002). 
 
Following Woodward et al (2002), litter removal by earthworms is assumed to be a 
first order process, where the rate of removal is dependent on soil moisture and 
temperature.  Thus: 
 EWdecomposition = EWbiomass * EWbase * EWtemp *EWmoisture* D 
  equation 5.159 
Where: 
 EWdecomposition = decomposition of litter by earthworms in 
kgDM/ha/day 
 EWbiomass = biomass of earthworms in top 10cm of soil in g m-2 
 EWbase = base rate of litter breakdown by worms in (gm-2)-1day-1 
 EWtemp = temperature factor altering earthworm activity 
 EWmoisture = moisture factor altering earthworm activity 
 D = mass of dead litter in kgDM/ha/day 
 
Woodward et al (2002) derived equations for EWtemp and EWmoisture from the 
work of Daniel (Baker et al., 1992; Martin, 1978; Sharpley et al., 1979) but allowing 
for the cooler optimum temperature conditions of New Zealand worms as compared 
to the Australian worms of the Daniel study.  Thus: 
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           0.515*((20-Tav)^1.84) * exp(-0.297*(20-Tav))/2.345,            T < = 200C 
EWtemp =                
           0,                 T > 200C 
                  
 equation 5.160 
 
                 0.549*(-Ψs^0.793) * exp(0.113*Ψs),                        Ψs < -12.3KPa 
EWmoisture = 
       1.0,                                            Ψs >=-12.3KPa 
               
  
  equation 5.161 
Where: 
  Tav = average daily temperature in Celsius 
  Ψs = surface soil water potential  (equation 129) 
 
The effect of these equations on earthworm decomposition is illustrated in Figure 5.41 
and Figure 5.42. 
 
Figure 5.41:  Plot of EWtemp against average daily temperature 
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Figure 5.42: Plot of EWmoisture against soil surface water potential 
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Equations 5.41 and 5.42 emphasise the relatively narrow range of environmental 
conditions over which worms contribute to plant litter decomposition.  Although both 
equations are fitted to empirical data, they predict behaviour which is consistent with 
earthworm activity as reported in the literature (Zyskowski et al., 1996) and 
sensitivity analysis indicated that the overall model output of pasture production was 
relatively insensitive to the parameters within these two equations.   
 
EWbase was derived by Woodward et al (2002) as follows.  Daniel (1991) showed 
that under optimal conditons of moisture and temperature when EWtemp and 
EWmoisture would both = 1, earthworms at a density of 234g m-2 could decompose 
55% of available litter in 7 days, thus:   
 
EWdecomposition = EWbiomass * EWbase * EWtemp *EWmoisture* D 
 (equation 5.159) 
EWtemp=1, 
EWmoisture=1, 
EWbiomass = 234gm-2 
 
So equation 5.159 can be rewritten: 
 
dD/dt = 234*EWbase*D 
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Integrating to find D for any value of t: 
 
D=D0*exp(-234*EWbase*t) 
 
Then from Daniel (1991): 
 
(1-0.55) = 1*exp(-234*EWbase*7) 
ln(1-0.55) = -234*EWbase*7 
EWbase = ln(1-0.55)/(-234*7) 
EWbase ≈ 0.0005m2 g-1 d-1 
 
5.9.3 Prediction of decomposition rates: comparison with data 
 
Data for the decomposition of plant litter within New Zealand pastures are in even 
more scarce supply than senescence data (Cayley et al., 1980).  Hunt’s data (1971) are 
in terms of kgDM/ha/day for pasture re-growth from a residual of 2.5cm.  Simulating 
this scenario within the model gives pasture decomposition rates of approximately 
10kgDM/ha/day in the spring and 14kgDM/ha/day in the autumn, compared to Hunt’s 
(ibid.) values of 12kgDM/ha/day and 19kgDM/ha/day respectively.  In an Australian 
study (2000), average daily decomposition rates for pasture litter were 1.3% of total 
pasture mass for the entire year.  Rates were relatively constant over the winter, 
falling quite quickly in the spring and summer to a rather less steady 0.5% before 
rising again for the winter in April.  Within the present model, expressing the daily 
amount of pasture litter decomposition as a percentage of the total pasture mass gives 
a very similar picture, with winter decomposition rates of circa 0.5% rising to 1.4-
1.6% in the autumn, giving a yearly average of circa 1.2% and this is illustrated in 
Figure 5.43 
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Figure 5.43:  Daily decomposition rate for pasture litter expressed as a percentage of the 
total pasture mass for an average year as simulated within the model.  Simulated 
pasture is irrigated such as to maintain optimum soil moisture. 
Decomposition rate as percentage of total pasture mass for average year 
1.8
 
 
These rates are however lower than those used in the McCall and Bishop-Hurley 
(2003) model of 3% in the summer and 5% in the winter. 
 
5.10. Soil temperature 
 
Within the model, soil temperature at the surface and as an average over 30cm depth 
is used as a trigger, for example to change assimilate partitioning or heading date.  
Soil temperature was calculated on a daily basis using the methodology of Mitchell 
(1994), derived from the work of Potter and Williams (Mitchell, 2000).  This involves 
the determination of the average soil temperature for a layer below the surface by first 
modelling the temperature of the bare soil surface, which closely follows the air 
temperatures, then adjusting this bare soil surface temperature to account for soil 
cover. Next, a physically derived depth-weighting factor (DWF) is used to determine 
the average soil temperature at any given depth between the soil surface and the 
constant temperature depth.  Following their model, PTBS, the potential temperature 
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of the bare soil for day t, depends on a day’s precipitation and irrigation status as 
follows: 
 
If irrigation(t) and rain(t) > zero (wet day) 
  
 PTBS = Tmin + (NWD/21) *alpha air equation 5.160 
 
If irrigation(t) and rain(t) = zero (dry day) 
 
 PTBS = Tav + (NWD/21) * alpha air equation 5.161 
 
Where: 
 PTBS = potential temperature of bare soil on day t in Celsius 
 Tmin = minimum daily air temperature for day t in Celsius 
 Tav = average daily air temperature for day t in Celsius 
 NWD = the number of wet days (rain or irrigation) in the last thirty 
days 
 alpha air = the amplitude of the temperature change for day t and is 
defined as alpha air = 0.5*(Tmax – Tmin) 
Where: 
 Tmax = maximum daily air temperature for day t  
 
The actual temperature of the bare soil (TBS) is then defined as the two day moving 
average of PTBS, ie 
 TBS = (PTBS(t) + PTBS(t-1) )/2 equation 5.163 
 
The effect of pasture cover on TBS is expressed through a pasture cover factor, BCF 
which is a simplified in the present model by the exclusion of a factor for snow cover 
to: 
  0                BCF < 0  
BCF = Bn/(Bn+exp(5.3396-2.3951*Bn)),     0 < BCF <= 0.19, 
0.19                                                     BCF > 0.19 
      equation 5.163 
Where: 
 Bn = pasture cover including dead material in MgDM/ha 
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 Pasture cover in kgDM/ha is a model output and so Bn is derived by dividing pasture 
cover in kgDM/ha by 1000. Increasing pasture cover decreases bare soil temperature 
through interception of solar radiation.  BCF increases with increasing pasture cover 
to a maximum of 0.19 and the effect of pasture cover on TBS can be expressed as: 
 
 AvSST(t) = (1-BCF)*TBS(t) + BCF*TBS(t-1) equation 5.164 
 
Where: 
AvSST = average temperature of soil surface (in Celsius) allowing for 
pasture cover and the second term on the right hand side introduces 
a lag between changes in pasture cover and AvSST. 
 
The method of Potter and Williams (1994) is then used to determine the daily average 
soil temperature at 5 cm, the middle of the top 10 cm of soil, as follows: 
 
 Tsoil5(t) = 0.5*Tsoil5(t-1) + 0.5* AvSST(t) + 0.5 * DWF * (Tsoil-AvSST(t)) 
 equation 5.165 
Where: 
Tsoil5 = soil temperature in Celsius at 5cm depth  
AvSSt = average surface soil temperature in Celsius 
DWF = depth weighting factor = 0.225 for a range of soil types (The 
MathWorks Inc, 2005) 
Tsoil = the long-term average air temperature that approximates the 
constant  
soil temperature maintained at some sufficient depth = 6.20C (ibid.). 
 
Then iteratively, the temperature of subsequent layers is: 
 
 Tsoil10 =  0.5*Tsoil10(t-1) + 0.5* Tsoil5(t) + 0.5 * DWF * (Tsoil-Tsoil5(t))   
 Tsoil15 =  0.5*Tsoil15(t-1) + 0.5* Tsoil10(t) + 0.5 * DWF * (Tsoil-Tsoil10(t))   
  Tsoil20 =  0.5*Tsoil20(t-1) + 0.5* Tsoil15(t) + 0.5 * DWF * (Tsoil-Tsoil15(t))   
 Tsoil25 =  0.5*Tsoil25(t-1) + 0.5* Tsoil20(t) + 0.5 * DWF * (Tsoil-Tsoil20(t)) 
 Tsoil30 =  0.5*Tsoil30(t-1) + 0.5* Tsoil25(t) + 0.5 * DWF * (Tsoil-Tsoil25(t))  
 equations 5.166-5.170 
And: 
 AST = (Tsoil5+Tsoil10+Tsoil15+Tsoil20+Tsoil25+Tsoil30) / 6 
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   equation 5.171 
Where: 
 AST = average soil temperature (Celsius) for the top 30cm of soil 
 
5.10.1 Prediction of soil temperature: comparison with data 
 
Soil temperature data from Reefton (west coast New Zealand) meteorological station 
measured as an average for the top 10cm for the year 2000 was available for 
comparison with the model.  Running the model with the appropriate climate file from 
this station gave a good prediction of average soil temperature at 0-10cm depth as 
indicated in Figure 5.44. 
 
Figure 5.44:  Soil temperature at 10cm depth for Reefton, New Zealand as predicted by 
the model compared to data from Reefton meterological station
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pasture mass or of any one pasture component.  Most of the parameter values have 
been taken from the literature with the remainder derived from empirical studies 
based on New Zealand dairy cattle at pasture.  However, data from different studies 
has been combined in a new way and in order to determine which of the parameters 
most influenced the model output, a sensitivity analysis was performed.  A standard 
set of pasture variables was used to produce a base line output for a one year period 
from the pasture model, using the parameter values as derived from the literature and 
data.  Daily output for each pasture state variable (V,C, R1, R2, R3, S1, S2, S3, D and
C) was recorded.  A Matlab (Thornley & Johnson, 2000) programme was then written 
to sequentially run the pasture model, for a ten year period, under the same standard 
set of conditions but varying each parameter value in turn by a constant multiplier, 
m
 
e 
 by: 
1.  Each run thus produced an output matrix of the daily amount of each pasture 
state variable in kgDM/ha for a parameter set where one of the parameter values had 
been changed compared to the original set.  The resultant output values for each 
pasture state variable were compared to the original base line set by calculation of th
error sum of squares (ESS) where ESS is given
 
      n 
 ESSpi =  ∑(Actual-Predicted)2 equation 5.172 
     1 
 
Where: 
 ESS = error sum of squares for parameter pi 
  n = number of pairs of output value = 3650 for a ten year run 
 Actual = vector of output values for parameter pi at value pi * m1 
 Predicted = vector of output values when all parameters are at base line 
value 
  m1 = value of parameter multiplier 
 
Thus for each parameter, an ESS can be calculated for each pasture state variable.  
Initial analysis suggested that there were significant differences in the response of 
different state variables to a change in any given parameter value as well as 
significant correlations for some state variables for changes in some parameters.  Thus 
to include all effects of a change in a parameter value the total error sum was 
calculated as the sum of the sum of the error squared for each pasture state variable 
and this is illustrated in Figures 5.45 below which illustrates the method using just 
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two pasture state variables (V and C) by way of illustration.  V1m to V365m are the 
values for the state variable V for each day of the simulation when the parameter 
being changed has been multiplied by m.  V1d to V365d are the values for the state 
variable V for each day of the simulation when the parameter has its original value.  
EV1 to EV365 are the errors between the two vectors of output values for V and EV2 is 
the vector of squared errors, which is then summed to a single value as ESSV.  All 
pasture state variables are treated similarly and then all values of ESS are summed to 
give ESST. 
 
Figure 5.45:  Calculation of the error sum of squares for a single pasture state variable 
and for all more than one state variables combined.  Symbols as in text. 
 
Single pasture state variable
V1m V1d EV1 (EV1)
2
∑= ESSV
V365m V365d EV365 (EV365)
2
Multiple pasture state variables ∑= ESST
C1m C1d EC1 (EC1)
2
∑= ESSC
C365m C365d EC365 (EC365)
2
 
 
 
This creates an ESS for each parameter as that parameter changes and this is 
illustrated in Figure 5.46 which shows the summed ESS for all pasture state variables 
for each of the 130 parameters when the parameter value is 90% of the base line value 
(m1 = 0.9). 
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Figure 5.46:  Error sum of squares (ESS)  for each of the 130 parameters when each 
parameter is 90% of the base line value  
 
The distribution of the ESS values for the parameters is not normal, being right 
skewed as illustrated in Figure 5.47 which shows a histogram of the summed ESS for  
 
Figure 5.47:  Histogram of the summed ESS for all pasture state variables for each 
parameter value when that parameter value is 90% of the base line value 
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all pasture state variables for each parameter value when that parameter value is 90% 
of the base line value. 
 
Non normality of distribution led to the selection of the top 10% of ESS values to 
identify those parameters that were the most influential in terms of influencing the 
ESS.  The parameters which most influence the summed ESS for all pasture state 
variables are given in Table 5.9 
 
Table 5.9  Parameters within the pasture model which most influence the summed ESS 
for all pasture state variables 
 
Parameter 
number 
Parameter ESS 
*e8 
Comment 
15 thetaV 1.1613 Leaf photosynthesis curvature parameter 
(Woodward, 1997) 
24 Piv 1.4836 Proportion of photosynthetic assimilate 
portioned to shoots in V (Wardle et al., 1994) 
41 Deld 1.0448 Base rate of dead material decomposition 
(Woodward, 1997) 
49 Zstartday 2.4914 Julian day at which reproductive development 
commences (Woodward, 1997) 
54 Mstartday 2.1207 Julian day at which stem maturation 
commences (Thornley & Johnson, 2000) 
62 SLAv 1.3962 Specific leaf area of V in m2 kgDM-1 (Thornley 
& Johnson, 2000) 
66 xiv 1.3962 Leaf area ratio of V in kgDM(leaf) kgDM-1 
(Woodward et al., 2002) 
109 Eb_2 1.3496 Earthworm parameter: temperature in Celsius at 
which worm activity ceases (Woodward, 1997) 
27 Pic 0.6458 Proportion of photosynthetic assimilate 
portioned to shoots in C (Thornley & Johnson, 
2000) 
65 SLAc 0.7115 Specific leaf area of C in m2 kgDM-1 (Thornley 
& Johnson, 2000) 
69 xic 0.7115 Leaf area ratio of C in kgDM(leaf) kgDM-1 
(Woodward, 1997) 
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The parameters SLAv and xiv and SLAc and xic multiplied together determine the leaf
area ratio for their respective pasture components (V and C, equations 5.62 and 5.63).  
Thus for each pair the effect on the total ESS of a given percentage change in one 
member of the pair is the same as the same percentage change in the other member of 
the pair and for this reason only the effects of change in SLA
 
v and SLAc are shown in  
Figure 5.48 below which was produced by re running the programme with a different 
multiplier sequentially applied to the parameter values so that the value of ESS could 
be plotted against changes in the parameter value pi.   
 
Figure 5.48:  Summed ESS for pasture state variables for sensitive parameters as these 
parameter values change 
 
error sum of squares for total pasture * e8
 
 
Figure 5.48 shows  how the summed ESS for all pasture state variables changes as the 
parameter value changes for the 10% most sensitive parameter value  
The importance of these individual sensitive parameters is not just a function of the 
size of the ESS, but of the shape of the ESS verses parameter value curve and of the 
relative change in the ESS compared to the output being measured.  Thus if 
parameters 24 and 27 are set greater than 1 in the model this implies allocation of 
photosynthestic assimilate greater than unity to the shoots, implying reallocation from 
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roots or storage.  As a model concept this is not irreconcilable with mass transfer of 
assimilate between portions of the plant and this is discussed further under the section 
on parameter modification (Chapter 6).   Only parameters 41 and 109 have relatively 
flat ESS curves indicating that the model is relatively less sensitive to the value of 
these two parameters which are related to decomposition of dead material.  The 
remaining parameters have very marked U or V shaped curves indicating a high 
degree of model sensitivity to the value of these parameters.  In estimating the 
goodness of fit of a model to the data the root mean squared deviation (RMSD) is 
frequently used where this is calculated as (Colvill & Marshall, 1984; Davies, 1971; 
Parsons & Robson, 1981; Thornley & Johnson, 2000): 
   
              n 
 RMSDpi = ( [ ∑(Actual-Predicted)2 ] / n )0.5 equation 3.11 
             1 
 
This can be expressed as a percentage of the output being measured as (Baudracco et 
al. 2006; van Houtert et al. 1999): 
 
 Relative RMSDpi = (RMSDpi / mean of output measured)* 100     
  equation 3.26 
 
These authors used an RMSD of less than 10% as suggesting a good fit between the 
model and the data, a value of 10-20% indicating a relatively good fit and a value of 
greater than 20% suggesting a poor fit.  This approach can be used to assess the 
relative contribution that each sensitive parameter makes to the model and the relative 
RMSD for pasture growth is given in Table 5.10. 
 
This suggests that the model is particularly sensitive to the date used for the onset of 
reproductive development, the proportion of assimilate portioned to shoots for clover 
and vegetative material and the specific leaf area of clover and vegetative leaf.  
Within the model these parameters are all single values which do not change during 
the course of a simulation and are in turn derived from a number of different studies 
from the North island of New Zealand (1986) and the United Kingdom (1976).   
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Table 5.10:  Relative root mean deviation sum squared value (%) for pasture growth 
and its sensitive parameters 
 
 
Parameter No# 
 
Parameter name
Multiplier (M1)     
                     0.5 0.8 1.0 1.2 1.4 
15 
24 
41 
49 
54 
62 
thetav 
piv 
deld 
zstartday 
mstartday 
SLAv 
                  11.28
                  36.78
                  20.08
                  41.08
                    9.68
                  36.88
  4.38
13.18
  5.18
21.48
  8.98
12.38
0.00
0.00
0.00
0.00
0.00
0.00
  3.68 
  6.38 
  4.7 
15.68 
13.56 
  0.68 
13.78 
20.48 
9.1 
25.48 
25.48 
4.78 
109 Eb_2                   19.88   6.48 0.00   9.20 10.60 
27 pic                     6.98   0.18 0.00   7.78 19.88 
63 SLAc                   11.38   1.88 0.00   8.08 19.28 
    
Preliminary assessment of the model’s performance was carried out using the data 
sets of Rickard and McBride (1976) and Rickard and Radcliffe (MathWorks Inc, 
2005).  These data sets derive from experiments on established mixed perennial 
ryegrass, white clover swards at Winchmore, New Zealand (43’48” S, 171’ 48” E) on 
a Lismore silt loam soil.  Both irrigated and dry land blocks were set stocked with 
sheep and the irrigated pasture was watered whenever moisture in the top 10cm of soil 
reached 50% of the available water holding capacity which corresponds to irrigating 
whenever soil moisture was below 20% and resulted in 8-10 irrigations per 12 month 
season (June to June).  Pasture production was measured using the methodology of 
Radcliffe (Woodward et al., 2002) whereby production over a short time interval was 
measured by cutting the re-growth of pasture from a previously trimmed area 
(trimmed to 2.5cm).  Pasture was cut every 2-4 weeks except during dry periods under 
the dry land scenario when there was insufficient growth to cut.  When re-growth 
started, the mean daily production over the 28 day period preceding the cut was 
calculated.  Winter growth was calculated over the entire winter period (defined as 
mid June to mid September).  No fertiliser was applied to the pasture during the 
period of study.  Within the trial, total, grass, clover and weed mass harvested every 
month was recorded. 
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To simulate this data, the pasture model was run within a Matlab (Milne et al., 1982) 
programme set up either as a dry land or as an irrigated simulation using the same 
rules as for the study data.  The simulated area within the model represents the area 
within the cages of the study.  Nitrogen return in excreta was not modelled for this 
simulation but the steady state level of inorganic soil nitrogen within the model  was 
reduced from 15kgN/ha for a well fertilised dairy pasture  to 10kgN/ha.  A cutting 
routine was written so that the pasture was reduced to a pasture mass of 600kgDM/ha 
as an approximation of a sward height of 2.5cm  and so that pasture was removed 
sequentially from the elevated reproductive layer and then the mixed layer.  Pasture 
was cut every 14 days from the 1st June unless the pasture mass had not increased 
from the previous cut.  Monthly production for each pasture state variable was 
calculated from these fortnightly cuts allowing for overlap between month end and 
cutting interval.   
 
The results for this comparison for a dry land scenario are presented in Figure 5.49 for 
total grass production (including weeds) and for clover production in Figure 5.50.  An 
irrigated scenario is presented in Figures 5.51 (grass) and 5.52 (clover). 
 
Figure 5.49:  Original model performance for grass production for a 13 year simulation 
compared to the data from Rickard and McBride (1986) for a dry land simulation  
Monthly cut grass production, dry land.  Original model and data
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Figure 5.50:  Original model performance for clover production for a 13 year simulation 
compared to the data from Rickard and McBride (1986) for a dry land simulation 
Monthly cut clover production, dry land.  Original model and data
1200 
 
Figure 5.51:  Original model performance for grass production for a 13 year simulation 
compared to the data from Rickard and McBride (1986) for an irrigated simulation 
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Figure 5.52:  Original model performance for clover production for a 13 year simulation 
compared to the data from Rickard and McBride (1986) for an irrigated simulation 
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The model mimics the seasonal increase in pasture production for each component but 
it matches the variability of this very poorly.  This is especially true for the simulated 
clover crop.  The data suggest that there are some years where clover production is 2-
3 times the production in other years and although the model is able to show 
considerable variation in clover production from year to year, it fails to identify these 
productive years and predicts increased productivity when the data suggests that 
clover production was in fact modest.    
 
The model over predicts the production of grass in the irrigated situation and this 
leads to a suppression of clover production because within the model, clover competes 
less vigorously for light  and occupies a lower position within the modelled sward 
compared to reproductive grass structures.   
 
Although this initial investigation of the model’s performance is limited in its scope as 
it is based on a number of simplifying assumptions, for example that the concentration 
of inorganic nitrogen in the soil is at a steady state, it indicates that considerable 
adaptation of the original model is required before it can be used as part of the present 
project.  Sensitivity analysis indicated that within a range of soil inorganic nitrogen 
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concentration of 5 to 20, the performance of the model was as reported here.  Below 
5kgN/ha of inorganic nitrogen, the sward became dominated by clover with the model 
over predicting clover and under predicting grass production as compared to the data. 
 
In order to make the model more robust, more appropriate to a site in Canterbury, 
New Zealand, responsive to changes inherent in this site compared to the data of 
origin and to the seasonal changes at that site, the derivation of the most sensitive 
parameters was re-examined.  This is discussed in the next chapter on changes to the 
pasture model and parameter modification.  
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Chapter 6: Further modifications to the pasture model 
 
The initial trials with the version of the pasture model described in chapter 5 indicated 
that further modifications were needed before the model was suitable for predicting 
pasture mass and composition.  In addition, in order to investigate the nitrogen dynamics 
of a dairy farm, new model elements needed to be developed in the pasture model to 
describe the flow of nitrogen from the soil to the plants.  These changes are described in 
the present chapter. 
 
Initial sensitivity analysis of the pasture model indicated that the model was particularly 
sensitive to three parameters:  the proportions of photosynthetic assimilate that were 
partitioned to shoots (as piv and pic), the specific leaf area (as SLAv and SLAc) and the 
day for the onset of reproductive development (zstartday).  Two approaches were 
considered to improve the model’s performance in these areas.  One method is to 
optimise the parameter values using a least squares, non linear regression technique 
(Busemeyer, 1999; Mulyadi et al., 2003) against a data set of pasture mass where the 
mass of the pasture state variables had been recorded as for the model.  Kebreab et al 
(2002) used this approach in their development of a model to predict partition of nitrogen 
excretion in a dairy cow.   The work of Rickard and McBride (1986) provided a suitable 
data set but there are a number of disadvantages with such an approach.  Firstly, 
optimisation techniques can usefully adjust parameter values when those parameter 
values are fairly close to their true value for that data set, but fine tuning of this sort is 
less appropriate when those parameters may be seriously flawed or where there are errors 
in the model components of which they are part.  In these situations, forced optimisation 
can lead to biologically nonsensical parameter values which nevertheless still create a 
good fit to the data, but which mask unrealistic behaviour within the model (Miller & 
Baig, 2002).  Secondly, the results of an optimisation process are inevitably most suitable 
for the data set that generated them and in this way increase the empirical nature of the 
model at the expense of its mechanistic components so that the model can be used with 
less confidence in different environmental conditions.   
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To some extent the division between empirical and mechanistic modelling is a useful but 
unrealistic dichotomy: most models are a mixture of both with parameter values in all but 
the simplest models inevitably being based on some empirical knowledge.  Further, 
models can be mixed at the structural level with empirical “black box” components 
within a mechanistic wrapper as a phenomenological model (Thornley, 2001).  Such an 
approach exploits the use that can be gained from an empirical modelling of a poorly 
understood or complicated process where sufficient information or resources are not 
available to generate an equally valid (for that particular data set) mechanistic equivalent.  
Equally, using data to derive estimations of parameter values does not necessarily mean 
that those parameter values will not have wider application:  but the fitted parameter 
within the model need to be validated against suitable data sets for, ideally, each new set 
of environmental conditions within which simulations are to be run.  In the present 
context, there was a marked lack of suitable data with which to compare the model’s 
performance as the data set needed to have details of the pasture state variables (in 
particular the proportion of clover and grass in the sward) over several years for an 
irrigated property.  With one suitable data set identified (Rickard & McBride, 1986) this 
can be achieved by dividing this data into halves so that there are an equal number of data 
points (days of recorded pasture mass) for an optimisation and a validation data set.  
However, such an approach still reduces the reliability of the optimised parameter values 
having anything more than a purely local application.   
 
The second method of improving the estimate of the model’s parameters is to develop a 
more mechanistic approach within the model structure, so that the effects of for example 
environmental changes on the parameter values are captured within the underlying 
structure of the model or to develop empirical predictions for the parameter values that 
are based on universal relationships but that use local variables to determine their 
particular value.   
 
Both these approaches to improving the estimation of parameter values were used within 
the present model and are discussed in this chapter. 
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6.1. Developing a model to predict the dynamics of reproductive 
behaviour  
 
Sensitivity analysis of the effect of changing the parameters within the model illustrated 
that mass flow through the model is highly dependent on the parameters controlling the 
onset and duration of reproductive development in perennial ryegrass.  These parameters 
are: 
zstartday:  the onset of reproductive development:  day when stem elongation starts 
mstartday:  the day on which stem maturation starts:  day of ear emergence 
sstartday:  the day on which stem senescence starts 
zstopday:  the day on which new reproductive development ceases:  stem elongation 
ceases 
 
Work by Beddows (1968) and Roy (1972) on reproductive development within perennial 
ryegrass swards in the UK has established that the heading date varies from year to year 
and can be related to soil temperature (Roy, 1972) and air temperature and degree days 
(Beddows, 1968).   Heading is defined as the date on which the third inflorescence 
appears through the sheath (Beddows, 1968).  Considerable genetic variation exists 
within a population of a given variety so the mean date is taken from the spread of 
heading dates observed. In contrast, ear emergence is measured in the sward as the date at 
which 50% of the fertile tillers in a sample show inflorescence emergence.  In a limited 
survey, Roy (1972) demonstrated close agreement between these two measures with a 
regression equation for S24 perennial ryegrass between Y the 50% ear emergence date 
and X the heading date of: 
 Y=0.68*X+4.2 days after 30th April (Northern hemisphere)  
r=0.981, R2= 0.96,  and a residual variance of +/-1.06 days. 
 
Further, Roy (1972) found that regression equations developed to predict heading dates 
had an “error” of +/- 3 days when used to predict 50% emergence date. 
 
Comparable data for the southern hemisphere have not been identified so the data from 
Roy (1972) and Beddows (1968) was combined and a stepwise, multiple linear regression 
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model developed to see which predictor variables were most useful to predict heading 
date for S24 in the southern hemisphere.    
 
6.1.1 Data 
 
The data from Roy (1972) were recorded at two sites in the UK (Welsh Plant Breeding 
Station (WPBS) at Aberystwyth and National Institute of Agricultural Botany, 
Cambridge) from 1950 to 1969.  Roy demonstrated no significant differences between the 
regression equations developed for each site and overall equations, pooling the data were 
developed.  This is the approach adopted here.   
Predictor variables consisted of: 
March and April accumulated Fahrenheit degree days above 42’F 
March mean air temperature (‘C) plus April mean air temperature (‘C) 
March mean daily soil temperatures (‘C) plus April mean daily soil 
temperature.(‘C),  (measured once daily at a depth of 30cm ) 
 
The response variable was heading date as days after 30th April. 
 
These variables are summarised in table 6.1. 
 
Table 6.1:  Predictor and response variables for the development of a linear regression 
model to predict heading date.  Data from Beddows (1968) and Roy (1972) 
 
 r
 
 
 
 
 
 
 
 
Yea Farenheit degree days above 42'F mean soil temp ('C) mean air temp ('C) emergence day from 30th April
1950 312.9026 15.29 15.29 9.261
1951 164.5158 12.811 10.961 18.375
1952 356.4509 16.696 16.437 5.88
1953 259.6769 14.624 13.995 9.996
1954 262.9027 15.179 13.662 13.23
1955 272.5801 13.033 12.959 16.611
1956 266.1285 14.032 13.847 13.671
1957 440.3217 18.361 18.805 4.263
1958 232.2576 13.366 11.294 13.965
1959 375.8057 17.621 17.325 7.35
1960 324.1929 16.622 15.623 6.468
1961 443.5475 18.25 18.472 2.499
1962 172.5803 12.108 10.258 21.168
1963 311.2897 12.774 15.401 23.667
1964 267.7414 14.328 13.514 15.141
1965 295.1607 14.476 14.032 12.936
1966 269.3543 14.476 14.735 13.965
1967 275.8059 15.549 15.549 10.584
1968 312.9026 14.143 14.735 10.878
1969 203.2254 12.552 11.627 16.317
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6.1.2 Developing the model 
 
Demonstrating linearity:  evaluating the correlation coefficient 
 
To develop a linear regression model, the predictor and response variables must have a 
linear relationship.  Univariate linearity can be illustrated by scatter plots of the predictor 
variable against the response variable and these are displayed in Figure 6.1. 
 
Figure 6.1:  Scatter plots of predictor variables vs response variable  
 
Univariate linearity can also be demonstrated by calculating the correlation coefficient 
and performing a hypothesis test on the correlation coefficient with the null hypothesis 
that the true correlation coefficient is zero (ie no correlation).  This only requires that for 
each pair of predictor-response variables only one of the pair is normally distributed. 
Normal plots for each variable are illustrated in Figure 6.2 
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Figure 6.2:  Normal plots for the four variables in the regression model 
 
The temperature and heading date data are approximately normal, but the degree day data 
is not.  This means that a correlation coefficient for each pairing of predictor variable 
with response variable can be calculated (Table 6.2), but that the confidence intervals for  
 
Table 6.2:  Correlation coefficients between predictor and response variables in the model 
 
Variable comparison r P Lower 95% CI Upper 95% CI 
Degree days vs heading date -0.7555 0.0 -0.8309 -0.6801 (Spearman’s)
Mean air temp vs heading date -0.9317 0.0 -0.9738 -0.8279 
Mean soil temp vs heading date -0.9426 0.0 -0.9781 -0.8540 
 
the correlation coefficient for the degree day data may be unreliable. Consequently, a non 
parametric Spearman’s correlation coefficient was determined for degree days and 
heading date: 
H0:  There is no linear relationship: the correlation coefficient,  r = 0 
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HA:  r ≠ 0 
 
So, given the null hypothesis that r=0, the probability of obtaining these values of the 
correlation coefficient is vanishing small and the null hypothesis of no correlation can be 
rejected.  The confidence intervals for the value of the test statistic are reasonably wide 
reflecting the small sample size. 
 
Thus there is a strong, negative linear relationship between the three predictor variables 
and the response variable indicating the suitability of the data for a linear regression 
analysis.  However, there is also strong collinearity between the predictor variables as 
illustrated in Table 6.3 
 
Table 6.3:  Correlation coefficients between predictor variables in the regression model 
illustrating colinearity 
 
Variable comparison r P Lower 95% CI Upper 95% CI 
Degree days vs mean air temp 0.9610 0.0 0.8994 0.9852 
Degree days vs mean soil temp 0.9302 0.0 0.8241 0.9732 
Mean soil temp vs mean air temp 0.9573 0.0 0.8902 0.9838 
 
This means that the standard error of the coefficients associated with these variables in 
the regression model will be extremely large, leading to very small values for their 
associated test statistics and so lack of statistical significance for these variables (ie high 
probability value of P for null hypothesis of regression coefficient = 0).  However, even if 
the individual regression coefficients are not statistically significant in the multiple 
regression equation, they may still have a significant joint effect on the predictor variable 
(Petrie & Watson, 2006).  Stepwise selection can be used to identify those variables 
which optimise the amount of the explained variation in heading date.  This is particularly 
suitable in this case in view of the small sample size (Katz, 1999).  Using this approach, a 
matrix of outputs can be constructed to allow comparison of the effect of inclusion of 
different variables on the regression model.  This is illustrated in Table 6.4. 
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Table 6.4:  The effect of variable selection on the regression model for data from Beddows 
(1968) and Roy (1972)  
 
Predictor b1 t1 p1 b2 t2 p2 b3 t3 p3 RMSE I AdjR 2 F P 
Degree days -0.06 -9.83 0 1.967 29.1 0.833 96.7 1.98E-08
Air -1.93 -10.58 0 1.848 39.4 0.853 11.9 6.75E-08
Soil -2.49 -11.6 0 1.7 48.9 0.875 135 1.61E-08
Degree days 
+air
-0.02 -1.11 0.28 -1.23 -1.879 0.078 1.836 36 0.855 57.3 5.06E-08
Degree 
days+soil 
-0.02 -1.6 0.13 -1.66 -2.98 0 1.627 42.9 0.886 75.1 7.35E-08
Soil+air -0.73 -1.278 0.22 -1.6 -2.2 0.043 1.669 46.1 0.88 71 1.10E-08
Degree 
days+air+ 
-0.18 -0.98 0.36 -0.25 -0.323 0.751 -1.51 -2.06 0.0576 1.675 43 0.879 47.3 6.97E-08
soil 
 
Within this table, the following codes apply: 
b =  regression coefficient  
t = value of the t statistic for this coefficient 
p = associated probability for this value, given H0 that the true value of b=0 
RMSE=root mean square error  
I=value of the intercept in the regression equation 
Adjusted R2= the adjusted value of the coefficient of determination to allow 
comparison of different models containing different numbers of parameters 
F = value of the F statistic for H0 that all the regression coefficients = zero 
P = associated probability for this test 
Subscript 1 = degree days 
Subscript 2 = mean air temperature 
Subscript 3 = mean soil temperature 
 
Inspection of the table shows that soil temperature is the most important variable, with 
only minor improvements in the value of R2 and the root mean error squared for adding 
in the other variables.  The lowest RMSE value is obtained with the inclusion of soil 
temperature and degree days.  However, the value of b1 the coefficient for degree days is 
not statistically different at the 5% level from 0.  In fact, the associated p value (0.129) 
means that there is a 12.9% chance of making a type 1 error if we use this value for b1.  
 240
Ie there is a 12.9% chance that the null hypothesis that the true value of b1 is zero will be 
rejected even though it is true.  Increasing the sample size may overcome this problem 
and this is discussed later.   
 
This leaves the sum of average soil temperature at 30cm depth in March and April as the 
single predictor variable.  Performing the regression analysis under these conditions 
allows pooling of more data from Roy (1972) and Beddows (1968) to increase the sample 
size and yields the following results:   
Regression equation: 
  Heading date = 51.06 + -2.65*mean soil temperature 
Where: 
 Heading date is days from 30th April 
 Mean soil temperature is the sum of the average temperature in 0C  
            measured at 30cm for March and April 
 
Table 6.5:  Regression coefficients for this model 
 
Coefficient t p Lower 95%CI Upper 95%CI
51.06 17.208 0.000 45.02 57.09 
-2.65 -13.406 0.000 -3.05 -2.25 
 
Table 6.6:  Model summary 
R2 F p RMSE 
0.845 179.71 0.000 2.24 
 
The assumptions underlying the regression analysis are validated for this larger data set 
with the following remarks. 
 
Linear relationship between the explanatory variables and the response variable:  
Univariate normality can again be illustrated with scatter plots and calculation of the 
correlation coefficient.  Scatter plots for the single predictor variable (soil temperature) 
against the response variables for this larger data set are shown in Figure 6.3.  
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Figure 6.3:  Scatter plot of soil temperature against heading date to assess correlation 
  
The variables look to be linearly correlated.  Calculation of the correlation coefficient 
requires that the data are normally distributed which can be demonstrated at a univariate 
level with the normal plots in Figure 6.4. 
Figure 6.4:  Normal plots of the variables involved in the regression analysis 
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Both variables are sufficiently normal to proceed with the analysis of correlation for a 
null hypothesis, H0 that there is no linear relationship: the correlation coefficient = 0 and 
an alternative hypothesis HA:  r ≠ 0.  The results for this test are presented in Table 6.7. 
 
Table 6.7:  Correlation coefficient between predictor and response variable 
 
Variable comparison r P Lower 95% CI Upper 95% CI 
Mean soil temp vs heading date -0.9316 0.0 -0.9656 -0.8664 
 
So, given the null hypothesis that r=0, the probability of obtaining these values of the 
correlation coefficient is vanishing small:  ie H0 is rejected..   
 
Having performed the regression, it is necessary to establish that for each value of x, the 
associated population values of y are normally distributed and have equal variance.  This 
is different from establishing that the populations of x and y are linearly related and 
normally distributed as has been done above.  Rather it involves establishing that at every 
level of the predictor variable, x, the associated population of y is normally distributed 
with equal variance, situated about the predicted line  Ŷ=α + βx, where Ŷ are the fitted or 
predicted population values of y (heading date) and alpha and beta are the population 
regression coefficients. 
Plotting the residuals against the predictor variable demonstrates linearity between the 
predictor and response variables if there is uniform scatter about the zero line.  Similarly, 
plotting the residuals against the fitted values of y ie the predicted y values will 
demonstrate linearity and that the variance is constant if there is uniform scatter of the 
points about the zero line.  Normality of the residuals is also demonstrated by these plots 
and can be further confirmed by histogram or norm plot of the residuals or standardised 
residuals.  The results for these plots are in Figure 6.5: 
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Figure 6.5:  Plots to assess the assumptions underlying the regression 
 
The residual plots identify some departure from normality and an outlier, marked on the 
graphs and discussed below. 
 
The outlier  
 
The 29th data pair corresponding to the year 1963 is the outlier identified in the analysis 
above.  Reference to the original papers failed to identify a reason for this value’s high 
residual ie for its relatively large value for heading date for its value of soil temperature.  
Standard analysis indicates that although the standardised residual value for this point is 
>2 (2.97) and so it is more extreme than 95% of the observations (nearly as extreme as 
the top1% of observations when the standardised residual =3.0), its leverage is quite low.  
The expected leverage is (v+1)/n, where v is the number of predictor variables and n the 
number of observations (Katz, 1999).  This gives an average or expected value for 
leverage of 0.057 and ideally all points should have a leverage of less than 2x the 
expected value.  The leverage of point 29 is 0.063 confirming that as its x value is near 
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the centre of the range of x values its effects are small.  Cook’s distance for this point is 
similarly small (0.301), with a value of >1.0 commonly taken as indicating heavy 
influence (ibid.).   
 
Repeating the regression analysis without this point changes the regression parameters 
very little (as indicated by the small value for Cook’s distance) as indicated by Table 6.8.  
 
Table 6.8:  Regression coefficients with outlier excluded 
 
Coefficient t p Lower 95%CI Upper 95%CI
49.16 17.208 0.000 43.04 55.09 
-2.53 -13.406 0.000 -2.95 -2.15 
 
Table 6.9:  Model summary with outlier excluded 
R2 F p RMSE 
0.868 179.71 0.000 1.94 
 
Therefore, the outlier remained in the data set.   
 
6.1.3 Adding in more predictor variables 
 
Including the data from Beddows (1968) increased the power of the analysis and so it was 
decided to reanalyse the data with the two predictor variables, soil temperature (sum of 
the average March and April temperature at 30cm depth) and degree days above 42’F 
accumulated in March and May.  Analysis revealed a slight improvement in the 
regression parameters as indicated in Table 6.10 below 
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Table 6.10:  Regression parameters when soil temperature and degree days are included in 
the model 
 
Coefficient t p Lower 95%CI Upper 95%CI
55.25 15.575 0.000 48.02 62.47 
-3.29 -8.687 0.000 -4.07 -2.53 
-0.02 1.979 0.0565 -0.0006 -0.0381 
 
Table 6.11:  Model summary when soil temperature and degree days are included in the 
model 
 
R2 F p RMSE 
0.86 99.75 0.000 2.14 
 
Compared to the entire data set this yields a very slight improvement in the RMSE and 
the value of R2 but the t value associated with the b coefficient for degree days is still 
associated with a non significant p value – although only just at the 5% level.  Removing 
the outlier (data pair 29) doesn’t improve the significance of the regression coefficient for 
degree days.  Analysis of the normal plots for the variables indicates that for the enlarged 
data set degree days departs from the normal distribution over approximately 1 standard 
deviation from the mean.  This is illustrated in Figure 6.6 
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Figure 6.6:  Three variable regression model:  normal plots of the variables in the larger 
data set  
 
This agrees with the lower values for the correlation coefficient obtained for degree days 
against heading date for the enlarged data set and for the wider confidence intervals for 
the value for r.   
 
Table 6.12: Three variable regression model:  correlation coefficients for the variables 
 
Variable comparison r P Lower 95% CI Upper 95% CI 
Degree days vs heading date -0.8067 0.0 -0.8995 -0.6443 
Mean soil temp vs heading date -0.9316 0.0 -0.9656 -0.8664 
 
Similarly, performing the regression diagnostics as before demonstrates some asymmetry 
and funnelling in the residuals against degree days as indicated in Figure 6.7 
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Figure 6.7:  Regression diagnostic plots for the enlarged model 
 
 
In contrast the overall normality of the residuals is improved as the asymmetry of the 
degree days residual counter balances the slight asymmetry in the soil temperature 
residuals.  Neither a log nor a squared transformation of the degree days improves their 
normality which is due to positive extremes at either end of the range which ties in with 
the departure from normality of the degrees day data at either end of the range.  Testing 
the null hypothesis that the degree day distribution is normal with either a Lillie test or a 
Jarque-Bera test for skew and kurtosis, both lead to acceptance of this null hypothesis 
whereas the same tests performed on the log or square transformed data lead to rejection, 
although the power of these tests is low.  A third test for normality the Kolmogorov-
Smirnov test is based on the adherence of the data to the normal cumulative distribution 
function (cdf).  This test indicates a departure from normality in the mid range but this is 
not significant at the 5% level (p value for test statistic = 13%).  The cdf for the data is 
illustrated in Figure 6.8. 
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Figure 6.8:  Comparison of degree days data with a Normal cumulative distribution 
function to assess departures from normality 
 
           
 
6.1.4 Conclusion 
 
The low power of the statistical tests used for normality mean that even though they 
indicate acceptance of the null hypothesis of normality the distribution of degree days 
may still depart from the normal.  However, the underlying assumptions of the regression 
equation are satisfied in that: 
 
 The relationship between degree days and heading date is linear:  High values of 
Spearman’s correlation coefficient. 
 The residuals are normally distributed:  Figure 6.7 
 The variability of the residuals is constant throughout the range of fitted values:  
Figure 6.7. 
 
Thus because of the likely biological importance of degree days in reproductive 
development in perennial ryegrass (Moot et al., 2000)  degree days was left within the 
present regression model.   The model was developed with data from the northern 
hemisphere and was converted to a southern hemisphere context as follows: 
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Predictor variables 
 
August and September accumulated Fahrenheit degree days above 42’F 
August mean daily soil temperatures (‘C) plus September mean daily soil 
temperature.(‘C),  (measured once daily at a depth of 30cm ) 
 
Response variable 
 
The response variable was heading date as days after 30th September 
Thus the final form of the relationship was: 
 Heading date = 55.25 + -3.29*mean soil temperature + -0.02* degree days 
 R2 = 0.86 
 p = 0.0000 
Where: 
 Heading date = days after 30th September  
 Mean soil temperature = mean soil temperature at 30cm depth in August  
 plus mean soil temperature at 30cm depth in September 
 Degree days = August and September accumulated Fahrenheit degree days  
 above 42’F. 
 
 
6.2. Development of a model to predict partitioning of assimilate 
between shoots and roots 
 
Parsons and Robson (1981) found that in established grassland swards there was a 
seasonal pattern to assimilate partitioning dependent on the reproductive status of the 
sward.  In the autumn 14% of current assimilate was partitioned to roots gradually 
decreasing to less than 10% by November (northern hemisphere).  Early in the spring 
before the onset of stem elongation, partitioning to roots increased to around 12% 
subsequently falling to around 4% with ear emergence.  Within the original model 
(Woodward, 1997; Woodward et al., 2002) this was represented with the fraction of 
assimilate allocated to shoots changing as the plants under went reproductive 
development, but was independent of moisture status or any other environmental 
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variables.  In the LincFarm model, assimilate partitioning is modelled as a cubic function 
with determination of parameters through fitting to the data (Bywater et al., 2001) and 
within the DAYCENT model (Metherell et al., 1993; Parton et al., 1998) for unimproved 
grassland, the allocation fraction between roots and shoots varies from 0.68 at 20cm 
annual precipitation to a minimum of 0.52 at 100cm annual precipitation.  This contrasts 
with the models of Thornley and Johnson et al (2001; 2000; 1995) where the fraction of 
substrate that is  allocated to the shoot and root pool shows teleonomic behaviour as the 
plant “seeks” to maintain exponential growth in a variety of environmental conditions.  
Within these models, the allocation of newly synthesised assimilate to root and shoot is 
determined by the amount of root and shoot material and the concentration of carbon and 
nitrogen within plant substrate, where plant substrate is essentially the non structural 
component.  
 
In conditions of high nutrient status and adequate water supplies, allocation of assimilate 
will largely reflect changes in light and temperature as these affect root and shoot growth 
as the plants maintain a functional balance between the uptake of carbon dioxide by the 
aerial system and the uptake of nutrients and water by the roots (Parsons & Robson, 
1981).  These authors considered that in seedling, vegetative swards partitioning of 
assimilate is dominated by light availability within the sward with roots competing less 
favourably for assimilate in conditions of low light intensity, with a secondary effect of 
temperature such that as environmental temperature falls, so more material is allocated to 
roots.  However, in reproductive swards in the spring, as the demands from developing 
reproductive tissue increases so the increased allocation to roots consequent upon the 
increased photosynthetic supply of assimilate is diverted to shoots and the allocation to 
roots decreases with increasing light intensity from an early spring peak of 12% to 4%.  
The empirical relationship between photosynthesis and partitioning has been used as the 
basis of models of crop growth (Sheehy et al., 1980).   
 
In a New Zealand based study on white clover Pasumarty and Fountain (1993) 
demonstrated that at low light intensities approximately 60% of assimilate was portioned 
below ground whereas at high intensities the proportion was 70% of assimilate.  This 
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suggests that as for grass, clover roots compete poorly for photosynthetic assimilate at 
low light levels.  Franknow-Lindberg (1997) and Eagles and Othman (1988) confirmed 
the influence of light on assimilate partitioning in clover and also demonstrated that 
temperature was also important with decreasing allocation of assimilate to shoots as both 
temperature and photoperiod decreased in the autumn.  This study also reported relatively 
high rates of assimilate partitioning to shoots of 67 to 77% in comparison with the figure 
of 54% used by Woodward et al. (2002).   
 
Defoliation has also been reported as affecting assimilate partitioning with Franknow-
Lindberg (1997) finding that more assimilate was partitioned to the growing shoot apex 
after severe defoliation of clover (removal of all bar one leaf per shoot) and a similar 
effect has been noted for grass pastures with partitioning increasing to above ground 
structures when grazing severity is sufficient to remove half of the above ground pasture 
mass (McCall & Bishop-Hurley, 2003).   
 
The sensitivity of the present model to the values ascribed to the partitioning of assimilate 
between shoot and root and the evidence from the literature that partitioning is not only a 
function of the reproductive status of the sward but also the amount of light (and to a 
lesser extent temperature) within the sward led to the revision of the partitioning 
parameters.  The methodology of Thornley et al (1995) was adapted to give the “base 
line” level of partitioning within the model which was further modified by the amount of 
ambient light within the canopy.  For grass, the amount of light at the top of the canopy 
was used following the observation of Peacock (1975) reported in Keatinge at al  (1979) 
that the critical site of temperature and light sensitivity of perennial ryegrass is at the stem 
apex which for reproductive structures is above the soil surface.  Partitioning of 
assimilate to shoots increased with increasing light intensity in a linear manner with the 
rate constant determined by fitting to the data.  Conversely, for clover, the light at the 
base of the canopy was used to modify assimilate partitioning and it was found that the 
best fit and stability of the model was achieved when partitioning to clover shoots 
increased with increasing light intensity.  This may be an example of the loss of 
biological meaning when an empirical approach is taken to parameter estimation (Miller 
 252
& Baig, 2002), but it had the advantage of allowing the clover within the model to 
increase when the light at the base of the sward increased as the result of heavy grazing or 
cutting when competition for light was reduced.    The potential loss in general 
application that such an approach engenders was justified in this instance in the improved 
performance of the model and the physiological basis for the relationship discussed 
above.   
 The partitioning function is calculated in Thornley et al (1995) as: 
For grass:  
Φpa,gr =  .1     
 
For clover: 
 
flg,rt*Nlg*(1+Clg) / flg,sh*Clg * (Nlg + rNC,lg)                                    equation 
6.2 
     
 grass shoots 
mponent  
Clg = C substrate concentration in clover 
 
 
 
fgr,rt*Ngr*(1+Cgr) / fgr,sh*Cgr * (Ngr + rNC,gr)                                  equation 
6
 
Φpa,lg = 
  
Where: 
 Φpa,gr = partitioning function for grass 
 fgr,rt = fraction of total structural matter in grass roots  
 Ngr = N substrate concentration in grass 
 Cgr = C substrate concentration in grass  
 fgr,sh = fraction of total structural matter in
 rNC,gr = N:C ratio in the grass structural co
 flg,rt = fraction of total structural matter in clover roots 
 Nlg = N substrate concentration in clover 
 
 flg,sh = fraction of total structural matter in clover shoots 
 rNC,lg = N:C ratio in the clover structural component  
 
Although there is no explicit division within the present model between structural and 
substrate components for each pasture state variable the components for these equations
can be approximated from outputs within the model.  Thus the fraction of total structural 
matter in grass roots is defined as the total structural mass of the grass roots divided by 
the total structural mass of the grass shoots plus roots and for each pasture state variable
(Thornley et al., 1995) is approximated within the present model as mass of root divided
by mass of root plus shoot because the additional implicitly modeled substrate mass in 
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the present model cancels out in the denominator and numerator.  Similarly, Ngr and Nlg 
can be approximated for each pasture state variable as the amount of nitrogen in the plant 
which is calculated within the nitrogen mass balance part of the pasture model (se
C
e text).  
 of 
e amount of nitrogen within the existing plant material (see 
text) di e 
xpress n has he for : 
); 
 
)))); 
as=((Sr/(S+Sr))*SN*(1+S))/((S/(S+Sr))*S*(SN+((SN+SrN)/(S+Sr)))); 
    equation 6.6 
here: 
VN = mass of nitrogen in V in kgN/ha 
 and 
2r+S3r) were combined as Rr and Sr 
spectively.  The mass of nitrogen in reproductive and stem material was treated in a 
he partitioning function is then used to determine the allocation of assimilate to root and 
gr and Clg are estimated with the simplifying assumption that the dry matter substrate
plants is proportional to the mass of the plant tissue.  Finally,  rNC,gr and rNC,lg are 
estimated as the ratio of th
vided by the amount of plant material..  Thus for the pasture state variables, th
e io  t m
pav=((Vr/(V+Vr))*VN*(1+V))/((V/(V+Vr))*V*(VN+((VN+VrN)/(V+Vr)))
                     equation 6.3 
pac=((Cr/(C+Cr))*CN*(1+C))/((C/(C+Cr))*C*(CN+((CN+CrN)/(C+Cr))));
          equation 6.4 
par=((Rr/(R+Rr))*RN*(1+R))/((R/(R+Rr))*R*(RN+((RN+RrN)/(R+Rr
          equation 6.5 
p
      
W
 pav= partitioning function for V 
 V = mass of V in kgDM/ha 
 
 Vr = mass of vegetative root in kgDM/ha 
 VrN = mass of nitrogen in vegetative root in kgDM/ha 
 
And similarly for the partitioning functions for clover, (pac), reproductive grass (par)
stem (pas).  For par and pas all reproductive shoot material (R1+R2+R3) and all stem 
material (S1+S2+S3) was amalgamated as R and S and for roots all reproductive root 
material (R1r+R2r+R3r) and all stem material (S1r+S
re
similar manner for RN and SN and RrN and SrN. 
 
T
shoot as follows: 
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For each of the grass s
 
fa,gr,sh = Φpa,gr /(1+Φpa,gr)                                                           equation 6.8 
                                 
For clover: 
oots:      fa,lg,rt  = 1 / (1+ Φpa,lg)                                equation 6.9     
 
  fa,lg,sh = Φpa,lg /(1+Φpa,lg)                            equation 6.10 
oots 
 assimilate allocated to clover roots 
fa,lg,sh = fraction of assimilate allocated to clover shoots 
2and 
 a 
tion 
 
 that as allocation to roots increases so it decreases to shoots.  Essentially, as 
e partition function increases, so allocation to shoots increases and this is illustrated in 
Figure 6.9 
 
tate variables: 
 
Roots: fa,gr,rt  = 1 / (1+ Φpa,gr)                                                               equation 6.7 
 
Shoots 
R
 
Shoots:
 
Where: 
 fa,gr,rt = fraction of assimilate allocated to grass roots  
 fa,gr,sh = fraction of assimilate allocated to grass sh
 fa,lg,rt  = fraction of
 
 Φpa,gr = pav, par or pas for V, R, S as appropriate 
 Φpa,lg = pac for C. 
 
Within the model, fa,gr,rt and fa,gr,sh scale between 0 and 1  and are calculated for each of 
the pasture state variables in turn (V, R1, R2, R3, S1, S2 and S3), with R1, R2 and R3 
having the same value of  fa,gr,rt and the same value of  fa,gr,sh based on par and S1, S
S3 having a common value for fa,gr,rt and a common value for fa,gr,sh based on pas.  C has
value of fa,lg,rt and fa,lg,sh based on pac.  The effect of these equations is for the alloca
of assimilate to be a function of the partitioning equation which in turn depends upon the 
nitrogen and carbon within the plant, which expressed in kgDM/ha is analogous to 
concentration.  There is an inverse reciprocal relationship between allocation to roots and
shoots such
th
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Figure 6.9: Theoretical relationship between the value of the partitioning function and the 
allocation of assimilate to shoot and root for grass and clover (Thornley et al., 1995) 
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The slope of this curve depends upon the C: N ratio of the plant material, with increasing 
quantity of carbon (assimilate) increasing the allocation to the shoots and this is 
illustrated in Figure 6.10. 
 
Figure 6.10: Theoretical relationship between the value of the partitioning function and the 
allocation of assimilate to shoot and root for grass and clover at different C:N ratios of plant 
material (Thornley et al., 1995) 
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Within the model, the effect of these equations is to maximise plant specific growth rate 
during balanced exponential growth so that the plants maintain a functional balance 
between the uptake of carbon dioxide by the aerial system and the uptake of nutrients and 
water by the roots (Parsons & Robson, 1981).  One consequence of this is that after 
grazing, there is an increase in the allocation of assimilate to shoots (Franknow-Lindberg, 
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1997; McCall & Bishop-Hurley, 2003).  Partitioning is further modified by the amount of 
light within the canopy as discussed above and the final equations for partitioning of 
assimilate were: 
piv = fa,gr,shv * J0 * 0.0047  0.7 =< piv <= 1 equation 6.11 
pir = fa,gr,shr * J0 * 0.0021  0.7 =< pir <= 1 equation 6.12 
pic= fa,gr,shc * Jbase * 0.0135  0.3 =< pic <=0.7 equation 6.13 
Where: 
 piv = proportion of assimilate portioned to vegetative shoot 
 pir = proportion of assimilate portioned to reproductive shoot 
 pic = proportion of assimilate portioned to clover shoot 
 J0 = light at surface of canopy in J(PAR)m-2 sec-1 
 Jbase = light at base of canopy in J(PAR)m-2 sec-1 
 0.0047 = partitioning constant for V in J(PAR)-1 m2 sec 
 0.0021= partitioning constant for R and S in J(PAR)-1 m2 sec 
 0.0135= partitioning constant for C in J(PAR)-1 m2 sec 
 
The effect of the partitioning constants is to scale the effect of light on partitioning 
between 0 and just over 1 so that at very low light intensities, partitioning to shoots is 
reduced and at very high light intensities partitioning to shoots is increased:  at 
intermediate light levels, partitioning is relatively unchanged from the teleonominc 
prediction of fa,gr,sh.  The parameter values were determined by fitting to 5 years worth of 
data from Rickard and Radcliffe (1976) and Rickard and McBride (1986) using non 
linear least squares regression to minimise the error sum of squares between the model 
and the data.  Although this approach to parameter value determination has been used by 
others (Kebreab et al., 2002) it means that the values adopted are heavily dependent on 
the data set used and that potentially biologically meaningless parameter values can be 
derived (Miller & Baig, 2002).  The value for J0, the light at the top of the canopy, 
although site and date specific will not depend on other variables within the model, 
whereas the amount of light at the base of the canopy, Jbase, will.  This dependence 
means that the model predicts reasonable behaviour to changes in light intensity in terms 
of clover production with increases in clover in the sward as the residual is lowered 
(Brock & Hay, 1996) but the quantitative nature of this relationship is heavily dependent 
on the data set used.    
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The effect of this on the allocation of material to the shoots for grass and clover is shown 
in the following figures which are for a model pasture, cut every 14 days to a residual of 
600kgDM/ha.   
 
Figure 6.11:  Model allocation of assimilate to vegetative grass for 1 year of simulation:  
pasture cut every 14 days.
 
 
 
0 50 100 150 200 250 
Day since 1st June
300 350 400 
  0.5
0.6 
0.65 
0.7 
0.75 
0.8 
0.85 
0.9 
0.95 
1
Jun   Jul   Aug   Sep   Oct   Nov   Dec   Jan   Feb   Mch   Apr   May 
Proportion allocated to shoots
Model allocation of assimilate to shoots for vegetative material
for 1 year, cut every 14 days
The maximum fraction allocated is of a comparable size and has the same seasonal 
pattern as that reported by Parsons and Robson (1981) with an increase in the allocation 
of assimilate to the shoots in the late spring, early summer.  Within the present model, 
this overrides the reported effect of increasing light intensity decreasing assimilate 
partitioning to the vegetative material reported for seedling swards (ibid.) and reflects the 
fact that the pasture modelled was maintained in an exponential phase of growth during 
the simulation through regular cutting.  Within a rotationally grazed dairy pasture, for the 
bulk of the grazing season, this will also be the case and the present teleonomic 
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methodology for determining partitioning is robust for changes within the pasture 
modelled because of this “goal seeking” behaviour.   
 
Figure 6.12:  Model allocation of assimilate to clover for 1 year of simulation:  pasture cut 
every 14 days. 
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The maximum and minimum fraction allocated is comparable in size and seasonal 
distribution to the data of Franknow-Lindberg (1997) and the teleonomic allocation of 
assimilate to roots and shoots, modified by light within the canopy was adopted within 
the model.  The inclusion of further parameters for temperature and moisture failed to 
increase the ability of the model to match the data.  Moreover, such an approach rapidly 
becomes a fishing expedition where the model is constrained to fit one particular data set 
through excessive optimisation of arbitrary parameters (Mayer et al., 1994; Petrie & 
Watson, 2006).    
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6.3. Development of the model to predict specific leaf area  
 
Within the original model, specific leaf area (SLA) of each component was constant for 
that component and had been identified as one of the key sensitive parameters in the 
sensitivity analysis. SLA is used to estimate leaf area index (LAI) which in turn is used in 
the light capture sub-model and thus in the calculation of potential photosynthesis and in 
the calculation of respiration losses.  However, SLA is variable, depending upon the 
amount of light received (Jeangros & Nosberger, 1992; Silsbury, 1971; Vartha, 1972) 
with Hunt and Burnett (1973) suggesting that SLA increases as light intensity increases.  
This was expressed within the Lincfarm model (Zyskowski et al., 1996) using data from 
Silsbury (1971) and Jeangros & Nosberger (1992) as: 
 
 SLA = B – A(1-e-cW)       equation 6.14 
Where: 
SLA = specific leaf area of component in m2/kgDM  
A = minimum sustainable SLA 
B = difference between A and the SLA when grown in the dark 
c = the instantaneous rate of change of SLA 
W = the average incident radiation in J(PAR)m-2 
 
Using data from Silsbury (1971) and  Jeangros and Nosberger (1992) these workers 
estimated values for these constants for irrigated pasture at Winchmore, New Zealand as: 
 A = 0.005 m2/kgDm 
 B = 0.0065 m2/kgDm 
 c = -0.3 J(PAR)m-2 
 
In a comparison with data from a Scottish trial in which the specific leaf area of two 
ryegrass cultivars (early and late flowering) and white clover were measured over the 
spring to autumn period by Barthram and Grant (1994), Zyskowski et al (1996) 
demonstrated that their model results for SLA were within 10% of the data values and 
this expression was adopted within the present model.  Least squares optimisation was 
used to improve the subsequent fit of the model and the resultant parameter values for 
calculating SLA are given in Table 6.13 and Table 6.14 
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Table 6.13:  Adjusted parameter values for calculating SLAv, for vegetative material within 
the model 
 
Parameter Original value Adjusted value
SLAvA 0.005 0.0075 
SLAvB 0.0065 -0.001 
SLAvC -0.3 0.1661 
 
Table 6.14:  Adjusted parameter values for calculating SLAc, for clover material within the 
model 
 
Parameter Original value Adjusted value
SLAcA N/A 0.0232 
SLAcB N/A  0.0118 
SLAcC N/A 0.2653 
 
6.3.1 Prediction of leaf area index 
 
Within the model, leaf area index (LAI) for each component is calculated on a daily basis 
where LAI is defined as the surface area of the leaf canopy (for that component) per unit 
of ground area.  LAI is the single most important determinant of radiation interception 
(McKenzie et al., 1999) and therefore yield.  The leaf area index at which 95% of 
incident radiation is intercepted is often termed the critical leaf area index and varies 
between species.  Model predictions of critical LAI for pure ryegrass and pure clover 
swards are compared to values published in the literature (ibid.) in Figure 6.13 and Table 
6.15. 
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Figure 6.13: The relationship between light interception and leaf area index as predicted by 
the model and compared to published values of critical lead area index (McKenzie et al., 
1999) 
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Table 6.15  Model predictions of critical LAI compared to published data (McKenzie et al., 
1999) 
 
Sward component Critical LAI (model) Critical LAI (McKenzie et al., 1999) 
Perennial ryegrass 3.00-4.75 4.00-6.00 
White clover 1.50-2.80 3.00 
 
Figure 6.13 shows that the percentage of light that is intercepted increases asymptotically 
with leaf area for clover.  A similar relationship is seen for the ryegrass swards, except 
where these are dominated by reproductive material, where, through the production of 
stem, the elevation of small amounts of leaf material into the upper sward horizon leads 
to large changes in light interception for relatively small changes in overall leaf area.  
This creates the cluster of data points in the top left hand corner of figure 6.13. 
0 1 2 3 4 5 6 7 8
Percentage of light interception 
 
Ryegrass
Clover
Leaf area index
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6.4. Nitrogen within the pasture components 
 
In the original model of Woodward et al (2002) nitrogen levels within the pasture state 
variables are not described.  In order to represent the nitrogen dynamics within a dairy 
farm, it was necessary to develop this capability within the pasture model and for the 
pasture model to integrate with the soil and animal models in the cycling of nitrogen 
through the system.   
 
6.4.1 Nitrogen in grazed material 
 
Within the model, the daily uptake of nitrogen is a saturating function of the nitrogen 
concentration of the soil.  This in turn is defined in terms of the quantity of nitrogen in the 
soil ammonium and soil nitrate pool as discussed in chapter 9.  The maximum 
concentration of nitrogen taken up in the herbage is an operator defined input with default 
values taken from Whithead (2000) and displayed in Table 6.16 
 
Table 6.16:  Default values for maximum percentage (of dry matter) present as nitrogen 
within the pasture components of the model (Whitehead, 2000). 
 
Pasture component V R1 R2 R3 S1 S2 S3 C D Live 
roots 
Dead 
roots 
Maximum % 
Nitrogen 
4.5 4.5 4.5 4.5 2 2 2 4.95 1.5 1.5 0.9 
 
 
The expression for the calculation of the nitrogen composition of the newly synthesised 
pasture components then has the general form: 
 percentN=Nplantmax * Ni./(Ni + Ncompositionmmconstant)   
         equation 6.15 
Where: 
percentN = percentage of nitrogen in the dry matter of the newly 
synthesised pasture component 
Nplantmax = maximum percentage of nitrogen in the plant (Table 6.15) 
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Ni = mineral nitrogen concentration in the soil available for uptake in 
kgN/ha  
Ncompositionmmconstant = Michaelis–Menton constant for uptake and is 
the concentration of available nitrogen in the soil at which the 
percentage of nitrogen in the plant is half maximal 
 
The value of the Michaelis-Menton constant for the above expression was set at 
20kgN/ha (Schwinning & Parsons, 1996; Thornley et al., 1995) and the form of this 
expression is illustrated in Figure 6.14 which shows the change in pasture component 
percentage nitrogen with the change in soil mineral nitrogen available to the plants. 
 
Figure 6.14:  Theoretical response of plant nitrogen composition to the amount of available 
nitrogen in the soil as predicted by equation 6.15 
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Reproductive material has the same form as vegetative and is not shown separately.  This 
relationship gives very similar results to that proposed by Whitehead (2000).  For clover, 
nitrogen is available to the plants through a combination of nitrogen fixation and nitrogen 
uptake (Brock & Hay, 2001), with fixation predominating at low soil nitrogen levels.  
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Following Schwinning and Parsons (1996), even at high soil mineral nitrogen levels, 
some fixation (approximately 15%) remains engaged.  Moreover, there is assumed to be 
an energy cost associated with fixation so that fixation is less efficient than uptake from 
the soil.  Thus the expression for the percentage of nitrogen in newly synthesised clover 
is: 
cpercentN = (Nplantmax*fmax*Ni./(Ni+ Nfixationmmconstant)) +((Nplantmax-
(Nplantmax*fmax*Ni./(Ni+ Nfixationmmconstant)))*fixeff); 
 
        equation 6.16 
Where: 
cpercentN = percentage of nitrogen in the dry matter of the clover 
Nplantmax = maximum percentage of nitrogen in the plant (Table 6.15) 
Ni = mineral nitrogen concentration in the soil available for uptake in 
kgN/ha  
Nfixationmmconstant = Michaelis–Menton constant for nitrogen 
assimilation by clover and is the concentration of available nitrogen in 
the soil at which the percentage of nitrogen in the plant is half 
maximal.. 
fmax = maximum fraction of clover’s nitrogen input from uptake = 0.85 
(Schwinning & Parsons, 1996b) 
fixeff = relative efficiency of fixation compared to uptake from the soil = 
0.6 (ibid.). 
 
Within this expression there are two elements, one describing proportion of leaf nitrogen 
that is from uptake of nitrogen from the soil and the second describing proportion that is 
from fixation.  Thus: 
Ncloveruptake = (Nplantmax*fmax*Ni./(Ni+ Nfixationmmconstant)) 
         equation 6.17 
Ncloverfixation = ((Nplantmax-(Nplantmax*fmax*Ni./(Ni+  
Nfixationmmconstant))) * fixeff) 
           equation 6.18 
Initially the value for Nfixationmmconstant was taken from theoretical models of pasture 
nitrogen dynamics developed by Thornley et al (1995) and Schwinning and Parsons 
(1996) at 20 kgN/ha.  This has the effect of rapidly reducing the contribution of fixation 
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in total clover nitrogen assimilation as soil mineral nitrogen increases and this effect is 
illustrated in Figure 6.15 
 
Figure 6.15:  Relationship between available soil nitrogen and clover nitrogen percentage 
and the role of fixation and uptake from the soil when the Michaelis-Menton uptake 
constant is 20kgN/ha. 
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Under similar conditions of mass of clover in the sward and percentage of nitrogen in the 
clover, this results in a much lower value for nitrogen fixation from clover (circa 50-60 
kgN /ha) than quoted in the literature (Table 6.16 below and Ledgard (2001), Widdup et 
al (2001) and Peoples and Baldock (2001)).  It also contrasts with the work of Grifith et 
al (2000) who developed a range of equations to predict fixation and uptake by clover.  
For Grasslands Huia, one of the commonest varieties of white clover found in New 
Zealand, these workers estimated that for a similar saturation uptake equation, the 
Michaelis –Menton constant was 125kgN/ha.  Using this value in equations 6.16 and 6.18 
 266
preserves the form of the relationship but maintains the contribution from fixation over a 
wider range of soil nitrogen concentrations and this is illustrated in Figure 6.16 
 
Figure 6.16:  Relationship between available soil nitrogen and clover nitrogen percentage 
and the role of fixation and uptake from the soil when the Michaelis-Menton uptake 
constant is 125kgN/ha. 
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 Although this is remains a highly simplified model of the role of uptake and fixation in  
the assimilation of nitrogen by clover the model’s predictions compare well with the data.   
The model estimates total fixation by clover (see below) and in an unfertilised mixed 
white clover, perennial ryegrass sward grazed by dairy cattle at 3.24 cows /ha, Harris and 
Clark (1996) found between 0.4 and 0.2 kg nitrogen fixed per hectare per day by clover 
roots and shoots in the summer and winter respectively. This compares with the model 
prediction for a similar pasture but cut rather than grazed of circa 0.6 – 1.2 kg nitrogen 
fixed per hectare per day in the summer and 0.2 -0.3 kg nitrogen fixed per hectare per day 
in the winter.  The larger model values reflect the lack of excretal return (with its 
depressive effect on fixation) and differences in pasture mass between the data and the 
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scenario.  The seasonal pattern of nitrogen fixation predicted by the model is illustrated in 
Figure 6.17 which shows the fixation of nitrogen in kgN/ha/day for a year, averaged from 
a 10 year model simulation of an unfertilised, non-grazed pasture, cut every 14 days. 
 
Figure 6.17:  Model predictions for nitrogen fixation for an average year for an un 
fertilised, non grazed pasture at Winchmore 
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Widdup et al (2001) found that the amount of nitrogen fixed per hectare was directly 
related to the amount of clover produced per hectare and this is reflected in the seasonal 
pattern of nitrogen fixation correlating with the pattern of clover growth illustrated in 
Figure 6.17 above.  These workers found that in an unfertilised mixed white 
clover/perennial ryegrass pasture under caged conditions between 17kgN/ha in the 
summer and 2 kgN/ha in the winter were fixed in the clover leaf grown per month for a 
pasture with an annual production of clover of 2370kg DM of clover /ha and 
11830kgDM/ha of grass.  Replicating these conditions within the model predicted a 
summer maximum of approximately 15kgN fixed /hectare in the summer and 1.5kgN 
fixed/ha in the winter.  The monthly fixation in harvested clover for the model and the 
data is shown in Figure 6.18 
 
Figure 6.18 Nitrogen fixation per month within harvested areal clover:  model predictions 
compared to the data from Widdup et al (2001) for an irrigated pasture in Canterbury   
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Monthly fixation of nitrogen by clover:  model and data from Widdup et al (2001)
 
monthly fixation by clover (kgN/ha)
 
 
To determine total clover fixation, Widdup et al (2001) used a 1.7 multiplying factor to give an 
estimate of the total nitrogen fixed by the clover for the year modelled above of 112kgN/ha/year 
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representing 61% of the total nitrogen assimilation by clover.  Within the model, total fixation 
provided 104kgN/ha or an average of 71% of total nitrogen assimilation with 85% of total uptake 
in the late spring/early summer, falling to less than 70% in the autumn and winter.  This is 
illustrated in Figure 6.19. 
 
Figure 6.19:  Seasonal trend in the proportion contribution to nitrogen assimilation by 
clover fixation growing in an unfertilised, non grazed pasture 
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These figures for fixation are at the low end of the range quoted by Ledgard (2001) but 
comparison between trials is difficult as the mass of clover in the pasture, nitrogen 
concentration of the soil and clover, years of establishment of the pasture and presence of 
animals with excretal return all influence the kg of nitrogen fixed by the sward.  The 
figures in Table 6.17 are taken from the review by Ledgard (2001) covering some of 
these variables and are adjusted to allow for fixation by the roots and stolon as well as by 
the shoots and are compared to the model’s predictions 
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Table 6.17 Estimation of nitrogen fixation by clover from Ledgard (2001) compared to the 
model predictions 
 
Type of pasture Nitrogen fixed 
kg/ha/year 
Percentage of nitrogen 
fixed 
% clover in 
sward 
 Mean Range Mean Range Mean Range 
Mown recently sown:  
data 
231 48-348 95 89-98 57 50-68 
Mown recently sown: 
Model 
207  85 80-98 36 25-45 
Mown permanent:  
data 
218 77-533 86 80-89 26 20-46 
Mown permanent:  
model 
162  82 76-90 21 10-35 
 
 
Although the model tends to be conservative in estimation of the contribution made from 
fixation, it is within the ranges quoted.   
 
6.4.2 Cycling of nitrogen within the plant model 
 
Nitrogen remobilisation from senescing material appears to be a general process (Thomas 
& Stoddart, 1980).  Estimates of the extent of nitrogen recycling vary with Hunt (1983) 
measuring re-absorption of 30-50% of the nitrogen in senescing leaves of Lollium 
perenne.  Re-absorption was higher in swards receiving low rates of nitrogen fertiliser.  
During senescence the specific leaf weight decreases asymptotically due to the ongoing 
carbohydrate consumption in respiration and reaches approximately 50% of young 
mature leaves when the leaf is yellowing (Sheehy et al., 1979).  Thus while the nitrogen 
content expressed on a percentage of the dry weight basis may appear to halve as the leaf 
senesces, the quantity of nitrogen remobilised may actually be nearer 75% of the amount 
contained in the green leaf (Chapman & Lemaire, 1996).  Grazing thus serves to 
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continually remove nitrogen from the sward in the consumption of younger nitrogen rich 
material so increasing the nitrogen demands from the soil (ibid.).   
 
Nitrogen remobilisation from roots following grazing is not explicitly modelled within 
the present model.  Ourry et al (1990) showed that nitrogen in the roots and stubble 
contributed 40-43% of the nitrogen demand from the leaves during 14-24 days of 
regrowth after grazing.  However, the effect of the teleonomic partitioning constant 
discussed in the pasture model is that if shoot mass goes down more than root mass, 
partitioning to shoots increase at the expense of the roots.   
 
Thus nitrogen flows within the plant as a result of growth, senescence and grazing are an 
important feature in the nitrogen dynamics of the pasture and needed to be included 
within the present model.  Within the plant, nitrogen flow follows the growth and 
senescence of dry matter already described for the pasture model.  However, the nitrogen 
content of the plant is not just a function of uptake from the soil, but also from 
remobilisation of existing nitrogen within the plant tissue which in turn is a function of 
the nitrogen concentration in the soil while that plant has been growing.  Newly 
synthesised material (ie from photosynthesis each day) is assumed to have a nitrogen 
concentration determined by the nitrogen concentration of the soil on that day as 
discussed above.  Within the model this is described using a lower case type font, eg as 
vnpercent, cnpercent etc and reflects the percentage of nitrogen within newly synthesised 
vegetative and clover shoot material respectively.   Tissue flows of nitrogen as a result of 
the onset and cessation of reproductive development follow the flow of plant mass and 
have a concentration of nitrogen determined by the concentration of nitrogen within that 
recycled material, which may differ from the concentration of nitrogen in newly 
synthesised material.  This is described within the model using an upper case type font eg 
as VNpercent, CNpercent and indicates the percentage of nitrogen within the entire 
vegetative shoot and clover shoot material respectively 
 
Within the model, nitrogen flow within the plant accompanies mass flow so that by way 
of example, for vegetative material, net photosynthesis assimilate is calculated as: 
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Net photosynthesis production for vegetative shoots = gSFv*Y*(piv*Pdv- 
Respv(t)*V)/gam; 
          equation 6.19 
Net photosynthesis production for vegetative roots = gSFv*Y*((1-piv)*Pdv- 
 Respv(t)*Vr)/gam; 
          equation 6.20 
 
The increase in nitrogen within the plant that accompanies this growth is calculated as 
((vpercentN/100)*Gv) assuming that new growth occurs with a nitrogen concentration 
that is dependent on the current soil mineral nitrogen level.  However, net growth is the 
result of gross growth less senescence and mass transfer of material between pasture state 
variables, for example as a result of reproductive development.  The transfer of material 
as a result of reproductive development is between pools with the same concentration of 
nitrogen (VN and RN) and so there is no recycling of nitrogen associated with this 
transfer.  However, in the senescence of material, as discussed above, there will be 
nitrogen recycling from the senescent material.  Within the model this is assumed to be 
redirected back to the tissue of origin so the effect of nitrogen recycling is to reduce the 
loss of nitrogen that accompanies senescence.  Further nitrogen recycling within the plant 
is assumed to be 100% efficient.  This is necessary to assure mass balance and as pointed 
out by Chapman and Lemaire (1996), internal recycling is likely to be much more 
efficient than external recycling as there is no associated gaseous nor leaching loss.  The 
extent of recycling is thus a function of the current concentration of nitrogen within the 
living plant material and the dead material, so that for each component a recovery factor 
can be defined using vegetative material as an example: 
shootnrecoveryv = DNpercent(t)/VNpercent(t);  equation 6.21 
 
Thus shootnrecovery represents the fraction of the nitrogen in the living material that is 
found within the dead material and so (1-shootnrecovery) represents the material that is 
recovered from the senescing material and recycled to the living component.  Thus this 
much nitrogen is recycled back during senescence.  As an example, the net change in 
nitrogen for vegetative shoot material is illustrated in Figure 6.20 
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Figure 6.20:  Nitrogen flows between tissue pools within the pasture model 
reproductive transfer = zt * VN Reproductive pool
R1N =  R1N% * R1 /100
Vegetative pool senescence = sigmav * VN Dead pool
VN = VN% * V / 100 DN = DN% * D / 100
dVN = ( (vpercentN / 100) * Gv) - (zt * VN) - (sigmav * VN)
growth = (vpercentN / 100) * Gv 
Recovery = (1-shootnrecoveryv * sigmav * VN
Uptake = growth - recovery 
Uptake = ( (vpercentN  / 100) * Gv)) - ((1-shootnrecoverv) * sigmav * VN))
 
So the change in the amount of nitrogen in the vegetative shoot pool is given by: 
dVN=((vpercentN/100)*Gv)-(zt*VN)-(sigmav*VN)  equation 6.22 
and similarly for vegetative root material: 
dVrN=((rootpercentNL/100)*GRv)-(sigmav*VrN)   equation 6.23 
 
Uptake of nitrogen is thus given by what is needed for new tissue synthesis less what is 
recycled from senescent material:  ie it is assumed that after allowing for recycling within 
the plant, the demand for nitrogen from growth is balance by an intake of nitrogen from 
outside the plant.  Thus for vegetative material as an example: 
VNuptake = ((vpercentN/100)*Gv)-sigmav*VN*(1-shootnrecoveryv); 
          equation 6.24 
VNrootuptake = ((rootpercentNL/100)*GRv)-(sigmav*VrN* 
rootsenescencemodifier*(1-rootnrecoveryv)); 
          equation 6.25 
 
Nomenclature is as described in the text:  rootsenescencemodifier is a term introduced to 
reflect the lower rate of senescence of root material and is discussed in the section on 
roots within this chapter. 
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For clover, some of this will come from the soil and some from fixation depending on the 
soil nitrogen concentration as described in equation 6.16.  Thus the percentage of clover 
nitrogen input from soil uptake and fixation can be described: 
 
Percentage clover nitrogen input from uptake = Ncloveruptake /cpercentN*100 
          equation 6.24 
 
Percentage clover nitrogen input from fixation = Ncloverfixation / cpercentN*100 
          equation 6.25 
 
The amount of nitrogen is then readily calculated by multiplying these percentages by the 
daily total nitrogen input to clover (roots and shoots:  equation 6.24 and 6.25).   
 
The prediction of nitrogen fixation by the model has already been discussed.  Uptake 
rates for the grass components are within the range quoted in the literature (Ledgard, 
2001; Widdup et al., 2001; Wu & McGechan, 1999) of circa 200kgN/ha/year but very 
much dependent on the mass of pasture grown and the nitrogen concentration of the soil 
and the pasture.  Under conditions of no external fertiliser application and no return of 
excretion the seasonal pattern of herbage nitrogen concentration for a permanent pasture 
is displayed in Figure 6.21 
 
This equates to a crude protein concentration of 15.0% for the grass in the winter and 
spring, rising to just under 20% in the late summer as the available nitrogen in the soil 
increases and this is discussed further in the chapter on the soil model.  For winter grass 
the model compares well with the figures quoted in the literature for example 15.5% 
crude protein in winter grass in Lean (1987)and between 15 and 20% for late 
summer/autumn grass (Holmes, 1989).   The nitrogen content of clover is displayed in 
Figure 6.22 and is relatively constant reflecting the effects of fixation.  The predicted 
crude protein content is circa 21-22% compared to 24-28% for white clover in 
Holmes(1989).  The relative under prediction within the model for clover and summer 
grass compared to the data values, may reflect the lack of excretal return within the  
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Figure 6.21:  Seasonal pattern of nitrogen percentage in grass herbage for a permanent 
pasture with no external fertiliser nor excretal return 
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model whereas the data are from grazed pasture where excretal return would be expected 
to increase the nitrogen concentration.  This is discussed further in Chapter 9. 
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Figure 6.22:  Seasonal pattern of nitrogen percentage in clover herbage for a permanent 
pasture with no external fertiliser nor excretal return 
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6.5. Pasture Roots 
 
The treatment of roots within the model is highly simplified.  Root tissue was modelled 
with the same  pasture state variables as the above ground canopy, (ie V, R1,R2, R3, S1, 
S2, S3, C and D above ground) and below ground Vr, R1r, R2r, R3r, S1r, S2r, S3r, Cr, Dr.   
Partitioning of assimilate was modelled as the residual left from that partitioned to shoots 
(Johnson & Thornley, 1985), that is: 
 
pivroot = 1-piv 
picroot = 1-pic 
pirroot  = 1-pir 
pisroot  =1-pis 
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With the teleonomic estimation of the partitioning constant (Thornley et al., 1995) 
discussed earlier in this chapter the effect of these equations is to maximise plant specific 
growth rate during balanced exponential growth so that the plants maintain a functional 
balance between the uptake of carbon dioxide by the aerial system and the uptake of 
nutrients and water by the roots (Parsons & Robson, 1981).  One consequence of this is 
that after grazing, there is an increase in the allocation of assimilate to shoots (Franknow-
Lindberg, 1997; McCall & Bishop-Hurley, 2003).  Partitioning is further modified by the 
amount of light within the canopy as discussed above.   Parsons and Robson (1981) 
reported that for vegetative seedling swards, increasing light intensity decreased 
partitioning to shoots but that in established, reproductive swards this effect was reversed.  
In the present simplified model, partitioning to shoots is reduced at low light intensities 
and increased at high light intensities to mimic an established sward maintained at a high 
rate of growth from frequent grazing.   
 
Respiration and growth are modelled in the same manner as for the above ground 
components but without the mass transfer of material between state variables during the 
onset and development of reproductive behaviour.  This may overestimate the respiratory 
demands of root tissue which are normally less than shoot material (Bouma et al., 1997) 
but the absence of reliable data for root respiration under the conditions likely within the 
simulation precluded objective adjustment of this.  Senescence rates were reduced 
compared to those for the equivalent above ground state variable following the comments 
of Parson and Robson (1981) of the lower senescence rates for below ground material.  
The level of reduction was chosen to match the expected shoot to root ratio for grass and 
clover and in this way the adjustment of root senescence becomes a proxy for the 
adjusted root respiration.  This approach inevitably reduces the inference that can be 
drawn from the root dynamics within the model (Miller & Baig, 2002) but the purpose of 
including roots within the model is as part of the simulation of the flow of nitrogen 
between the soil and plant and so the amount of root material and its rate of change are 
the critical components within the present exercise.  Donkor et al (2007) estimated live 
root biomass for a rangeland pasture at 900-1300kgDM/ha whereas Widdup et al (2001) 
recorded the shoot to root ratio for white clover as 60:40.  Using these figures as a guide, 
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grass and clover senescence for roots within the model was reduced to 80% of the above 
ground figure.  Root decomposition was modelled using an equation from the soil pasture 
model of Thornley and Verberne (1989) in which root decomposition is a linear function 
of soil temperature at 10cm depth from zero at 0 degrees Celsius to a maximum at 20 0C.  
The rate of root decomposition is described as: 
 
 decomproot = kdr20*((Tsoil10(t)-0)/(20-0))*dwater;       equation 6.26 
Where: 
 decompoot = decomposition rate of root biomass per day 
 kdr20 = rate of root decomposition at 20’C = 0.1 (Thornley & Verberne, 1989) 
 Tsoil10 = soil temperature at 10cm in ‘C calculated within the model 
 dwater = effect of soil moisture status on root decomposition and is calculated 
within the pasture model (equation 5.156) 
 
Model predictions of root production compared to above ground production are compared 
in Figure 6.23 for perennial ryegrass and in Figure 6.24 for white clover. 
 
Figure 6.23:  Model prediction of living grass biomass above and below ground for an 
irrigated, unfertilised pasture, cut every 14 days 
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Results from the model for clover show a higher relative root mass than the estimate from 
Widdup et al (2004) of 60:40.  However, there is no state variable for clover stolon within 
the model:  all the above ground clover material is assumed to be associated with leaf as 
petiole and the assimilate partitioned to “roots” within the model will include a 
proportion destined for the stolon.   Pasumarty and Fountain (1993) found that low light 
levels lead to more partitioning to the growing tip of both the roots and shoots and less to 
the developing flower.  Stolon, inflorescence, root and shoot all compete for assimilate 
and at low light levels approximately 21% of assimilate goes to stolon.  At high light this 
changes to 33% to stolon.  Thus 20-30% of the clover “root” within the model potentially 
represents clover stolon. 
 
Figure 6.24:  Model prediction of living clover biomass above and below ground for an 
irrigated, unfertilised pasture, cut every 14 days 
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6.6. Validation of the new pasture model  
 
The pasture model was assembled within Matlab (MathWorks Inc, 2005) with these 
changes and reassessed against the data set of Rickard and McBride (1986) and Rickard 
and Radcliffe (1976).  Five years of data were used from this data set to optimise the 
parameters for the allocation of assimilate to shoots and roots  and for the parameters 
predicting SLA, leaving 8 years of data for validation.  Within the model, the state 
variables for clover and grass (grass as a collective state variable for 
V+R1+R2+R3+S1+S2+S3) are not independent, but dynamically linked for example
through their dependence on light within the canopy and soil inorganic nitrogen.  Thus in 
order to validate the model, rather than a straight forward comparison of total pasture 
production, the model output of clover and grass needs to be compared to the data for 
clover and grass separately and combined as discussed in Chapter 5.  As the intention was 
to simulate an irrigated dairy property, the assessment of the model under irrigation (as 
previously defined) was carried out first. 
 
 
6.6.1 Validation of the new pasture model under irrigation 
 
The method of analysis of the goodness of fit has been discussed in Chapter 3 and is 
based on the work of Gauch et al (2003) and Kobayashi and Us Salam (2000).  One 
advantage of this approach is that it provides a range of information about the 
characteristics of the lack of fit of the model to the data.  The second advantage follows 
from this and arises because the components NU and SB of the analysis can be used to 
transform the model output so as to eliminate or greatly reduce these components within 
the lack of fit of the model to the data as represented by MSD.  SB arises when the means 
of the data (x) and the model output (y) differ: 
 
            _    _ 
  SB = (x – y)2         equation 6.27 
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           _         _ 
Where x and y represent the means of x and y respectively.  SB is related to the intercept 
(a) of the regression line, y on x.  SB represents the translation of the (x,y) line along the 
model (x) axis, representing a continuous, additive difference between model and data.   
 
Similarly, NU represents rotation of the (x,y) line around the origin and is closely related 
to the slope (b) of the regression  line, y on x: 
                        i=n          _ 
  NU=(1-b)2 * 1/n *  (∑(xi – x)2)                equation 6.28 
                        i=1 
           i=n            _                     _       i=n             _ 
  b=  ∑( xi – x) * ( yi  -y) / ∑ (xi – x) 2      equation 6.29 
        i=1                                            i=1 
 
Thus NU can be greatly reduced in the model by the application of a “patch” of the form: 
 Model output = model output * b + c     equation 6.26 
 
Where b is the value of the slope of the regression line, y on x (equation 130) and c is the 
value of the SB0.5.  This eliminates these sources of bias in the model, leaving the residual 
difference between model and data due to scatter or LC as r2 (the square of the correlation 
coefficient, r) does not equal 1.  The model can then be re-evaluated with this patch to see 
whether the fit of the data (in terms of MSD and r has improved).   
 
The present model was evaluated in this way, with a separate comparison for the 
modelling of grass, clover and total live pasture.  For each of these categories, the model 
was evaluated with and without a patch to reduce SB and NU.  The analysis is presented 
in Table 6.18. 
 
These results indicate that in the absence of the patch, the model has systematic bias for 
all three state variables, grass, clover and total live pasture.  Thus for the un-patched 
model, the mean modelled clover output is 22.65kgDm/ha greater than the mean for the 
data and the grass is 65.29kgDM/ha less.  RMSD represents the mean distance between  
the model and the data (positive for all variables as it is the square root of MSD which is  
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Table 6.18:  Summary validation statistics for the pasture model against the data of Rickard 
and McBride (1986) for an 8 year simulation of an irrigated pasture 
 
   Clover:   Clover:   Grass:  Grass:   Total live pasture:  Total live pasture:   
Data   no patch patch           patch no patch patch          no patch
0.00001518 22.65 MD -65.29 -0.0047 -43.33 0.000039742
9416 8654 94959 80250 70254 97200MSD
RMSD 97.1 93.3 308.1536 283.29 265 311.82
SB 512.79 2.3E-10 4250 2.2169E-09 1877.1 1.5794E-09
LC 8654 8654 94959 70250 70250 94959
SDs 147.52 163.29 562.9574 459.07 383.23 582.83
187.94 187.94 641.8 SDm 465.96 465.96 641.8
rcorel 0.8689 0.8689 0.8772 0.8225 0.8225 0.8772
breg 1.1069 1 1 0.8348 1 0.9659
NU 248.9 0.0000541 5751.3 0.000002485 394.0268 0.00059905
r2corel 0.755 0.755 0.7695 0.6764 0.6764 0.7695
16.38 14.465 4.6499 Rel 11.7 9.01 5.06
RMSD 
 
the mean square of the deviations about the 1:1 line of equality).   MSD is large for all the 
state variables because of the high pasture masses measured in the trial, but relative 
RMSD which accounts for this, is reasonable reflecting the quite high values for r2.   
 
The effect of the bias is illustrated through the magnitude of NU and SB as a component 
of MSD.  Thus for the clover state variable, NU accounts for 3% and SB for 5% while for 
grass the figures are 7% and 5% respectively.  The effect of NU and SB can be removed 
using a patch as discussed above.  The patch is constructed by multiplying the model 
output by the value of the slope of the regression line of data on model (breg) and then 
the new value of the square root of SB that this modification produces is added to the 
model output.  For the present simulation, this produced the following adaptation of the 
basic model output: 
For the grass state variable: 
 
 Model = 0.8348 * model output + 166.6773;    equation 6.30 
 
For the clover state variable: 
 
 Model = 1.1069 * model output - 47.4307;    equation 6.31 
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For clover, the value of the intercept is negative as the value for b is greater than 1. 
 
The improvement to the model’s predictive performance is illustrated in Table 6.18.  NU 
and SB are by definition greatly reduced (the residual value is due to the lack of 
normality in the model and data) but the effect of LC, or scatter in the data remains.  This 
equates to different data values for comparable model values and vice-versa and 
translates into those areas where the model under predicts and over predicts the peaks of 
pasture production.  This accounts for the majority of the difference between the model 
and the data (LC = 92% of MSD for clover and 88% for grass).  The value of the relative 
RMSD improves slightly, compared to the guidelines of Baudracco et al (2006) and van 
Houtert et al (1999).  However, the removal of the effects of NU and SB indicate that the 
effect of these systematic biases within the model is small.  Moreover, relative RMSD is 
distorted in this model analysis because of the lack of conformity with the underlying 
assumptions inherent within a regression model.  Thus application of the regression 
diagnostic techniques discussed earlier to the potential relationship between the data and 
the model indicates that even though the relationship between the data and the model is 
linear, and the residuals are normally distributed, the variability of the residuals is not 
constant throughout the range of the fitted data.  This is illustrated in Figure 6.25 
 
The assumption of normality for the differences is reasonable and this was confirmed 
with an appropriate statistical test (see later).  The scatter plot of the model against the 
data shows no evidence of coning nor trend and so the assumption of a linear relationship 
between the model and the data is also justified and backs up the high value for r, the 
correlation coefficient in Table 6.18.  However, the scatter plot of the data against the 
errors indicates that the errors tend to be large and negative (that is model less than data) . 
 
 
 
 
 
 
 284
Figure 6.25:  Regression diagnostic plots for pasture model against data from Rickard and 
McBride (1986), using the output of grass  
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for large data values than for small data values.  In terms of the integrity of the regression 
parameters, the assumption of constant variability of the residuals throughout the range of 
data values is the least critical (Petrie & Watson, 2006).  Moreover, the use of these 
parameters lies in their ability to explain the reasons for the errors between the model and 
the data and not to try to predict the data from the model.  However, the large negative 
errors for higher data values increase the numerator of the relative RMSD but leave the 
denominator unchanged, thus inflating the value of the relative RMSD for the model. 
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6.6.2 Prediction of pasture state variables by model 
 
Analysis of the clover model output and data indicated the same lack of constancy of the 
variability of the residuals against different data values.  In both cases, the errors in the 
model occur where there are large differences between the model and the data at the 
peaks of pasture production.  This is illustrated in Figure 6.26 and 6.27 which show the 
output for the model against the data for cut herbage from this same trial.  Patching is a  
 
Figure 6.26:  Monthly production of cut clover from Winchmore for 1973 to 1981.  Un-
patched model output (see text) compared to data from Rickard and McBride (1986).  
Irrigated pasture cut to 1000kgDM every 28 days. 
Monthly GC cuts irrigated: model and data
 
useful technique for model analysis, but results are presented for the un-patched model as 
any patch is only applicable to one particular data set and so cannot be applied uniformly 
for other simulation years or management conditions.   
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The model displays considerably improved performance compared to the earlier version 
and the figure indicates that the major discrepancies between the model and the data 
occur at the peaks of pasture production, particularly in 1973, 1976 and 1979.  The 
behaviour of the model for grass production is given in Figure 6.27 
 
Figure 6.27:  Monthly production of cut grass from Winchmore for 1973 to 1981.  Un-
patched model output (see text) compared to data from Rickard and McBride (1986).  
Irrigated pasture cut to 1000kgDM every 28 days. 
Monthly GG cuts irrigated: model and data
 
 
Again the major discrepancies are at the peaks of pasture production, particularly in 1974, 
1976 and 1979.  However, as with the prediction of clover mass, the model both under 
and over predicts at different times.   
 
Despite these criticisms, the model accurately predicts the pattern and, within limits, 
extent of the variation in the data.  Further statistical analysis of the model outputs is 
given in Table 6.19 which shows the results of a Jarque-Bera test for normality of the 
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differences (more suited to larger samples than the Lillie test), a students paired t test on 
the differences and the correlation coefficient for the model and data.  The null 
hypothesis for the Jarque-Bera test is that the differences are normally distributed and for 
the paired student’s t test it is that the mean of the differences between the paired 
observations is zero.   
 
Table 6.19:  Hypothesis test results for the comparison of the model and data for monthly 
production of cut grass and cut clover from Winchmore for 1973 to 1981.  Un-patched and 
patched model output (see text) compared to data from Rickard and McBride (1986).  
Irrigated pasture cut to 1000kgDM every 28 days. 
 
Clover:  no patch Clover:  patch Grass:  no patch Grass:  patch Total live pasture:  no patch Total live pasture:  patch
JBtestprobability 0.1767 0.4285 0.2041 0.164 0.1576 0.0849
JBtest stat 3.467 1.6951 3.1787 3.554 3.6957 4.9331
JBtest cv 5.9915 5.9915 5.9915 5.9915 5.9915 5.9915
JBtest concluion               Normal           Normal                Normal           Normal                                Normal                            Normal
ttest probability 0.0316 1 0.034 1 0.2047 1
ttest stat 2.1865 1.4867E-06 2.1553 0.000001618 1.2782 -0.000001175
ttest L95%CI -43.26 -20.31 5.0336 -57.86 -24.1 -67.27
ttest U95%CI -2.05 20.31 125.406 57.86 110.74 67.27
ttest concluion               Different   No difference               Different   No difference                        No difference                   No difference
Pearsons corellation 0.8358 0.8604 0.8134 0.807 0.8708 0.8697
P L95%CI 0.7835 0.8152 0.7549 0.7468 0.8286 0.8272
P U95%CI 0.8763 0.8952 0.859 0.8541 0.9031 0.9023
Hypothesis test probability 1 1 1 1 1
P conclusion            Correlated       Correlated           Correlated       Correlated                            Correlated                        Correlated
1
 
 
These results are consistent with Table 6.18 and indicate that the application of the 
patches removes the bias from the model and results in no statistically significant 
difference between the pairs of data and the model values.  For the combination of clover 
and grass as total live pasture, there is no significant difference between the pairs of 
model and data results without a patch because the bias in the clover predictions is 
opposite in direction to the grass bias and so combined, the effect is to normalise the 
differences about zero. A graphical representation of the information in Table 6.18 is 
provided by Figures 6.28 to 6.31 which show the Bland-Altman and scatter plots of 
model against data. 
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Figure 6.28: Bland-Altman plot for model and data.  Monthly production of cut clover from 
Winchmore for 1973 to 1981.  Un-patched model output (see text) compared to data from 
Rickard and McBride (1986).  Irrigated pasture cut to 1000kgDM every 28 days 
  
300
                   
Figure 6.29: Model and data against line of equality.  Monthly production of cut clover 
from Winchmore for 1973 to 1981.  Un-patched model output (see text) compared to data 
from Rickard and McBride (1986).  Irrigated pasture cut to 1000kgDM every 28 days. 
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Figure 6.30: Bland-Altman plot for model and data.  Monthly production of cut grass from 
Winchmore for 1973 to 1981.  Un-patched model output (see text) compared to data from 
Rickard and McBride (1986).  Irrigated pasture cut to 1000kgDM every 28 days. 
 
            
Figure 6.31: Model and data against line of equality.  Monthly production of cut grass from 
Winchmore for 1973 to 1981.  Un-patched model output (see text) compared to data from 
Rickard and McBride (1986).  Irrigated pasture cut to 1000kgDM every 28 days. 
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6.6.3 Conclusion 
 
The performance of the model was satisfactory for the present purpose although there 
remain considerable discrepancies between the model and the data at the peaks of pasture 
production.   
 
The overall output of the model for each of the state pasture variables is summarised in 
Figure 6.32 
 
Figure 6.32:  Model prediction of the pasture state variables for a 1 year average from 7 
year simulation of irrigated pasture at Winchmore, cut every 28 days to 1000kgDM/ha 
         
 
day vs paddock state variable
The model predicts very little reproductive material will be recovered because the 
frequent cutting to such a low residual will remove reproductive material before it can 
develop (Korte et al., 1984).   
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6.6.4 Performance of the model under different irrigation conditions 
 
The work of Rickard and McBride (1986) provided data for three irrigation schedules and 
a dry land scenario.  The irrigation schedules were: 
 
1. Irrigating to field capacity whenever the soil water content in the top 100 mm 
of soil reached  20% of the total soil moisture content 
2. Irrigating to field capacity whenever the soil water content in the top 100 mm 
of soil reached  15% of the total soil moisture content 
3. Irrigating to field capacity whenever the soil water content in the top 100 mm 
of soil reached  10% of the total soil moisture content 
The first scenario has been discussed above and a summary of the second two scenarios is 
given below: 
 
Figure 6.33:  Monthly production of cut clover from Winchmore for 1973 to 1980.  Un-
patched model output (see text) compared to data from Rickard and McBride (1986).  Two 
irrigation schedules are shown:  on the left, irrigating to field capacity whenever soil water 
content in the top 100mm reached 10% of total soil moisture content and on the right, 
irrigating to field capacity whenever soil water content in the top 100mm reached 15% of 
total soil moisture content.  Pasture cut to 1000kgDM/ha every 28 days 
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Figure 6.34:  Monthly production of cut grass from Winchmore for 1973 to 1980.  Un-
patched model output (see text) compared to data from Rickard and McBride (1986).  Two 
irrigation schedules are shown:  on the left, irrigating to field capacity whenever soil water 
content in the top 100mm reached 10% of total soil moisture content and on the right, 
irrigating to field capacity whenever soil water content in the top 100mm reached 15% of 
total soil moisture content.  Pasture cut to 1000kgDM/ha every 28 days 
 
Monthly GG cuts irrigated: model and dataMonthly GG cuts irrigated: model and data 
             
The model appears to follow the data quite well for the grass component of the sward but 
slightly less well for clover, with the model tending to over predict clover production as 
the scenario uses less irrigation.  The results for the dry land scenario are shown in Figure 
6.35 and 6.36 
 
Figure 6.35:  Monthly production of cut clover from Winchmore for 1980 to 1986.  Un-
patched model output (see text) compared to data from Rickard and McBride (1986). 
Pasture cut to 1000kgDM/ha every 28 days 
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Figure 6.36:  Monthly production of cut grass from Winchmore for 1980 to 1986.  Un-
patched model output (see text) compared to data from Rickard and McBride (1986).  
Pasture cut to 1000kgDM/ha every 28 days 
Monthly GG cuts irrigated: model and data
1400 
 
The model captures the variation in grass production well, but tends to miss some of the 
large peaks in clover production in certain years under this dry land scenario.  However, 
as it was the intention to use the model for simulation of an irrigated dairy farm, the 
performance of the model under irrigation was judged to be satisfactory and further 
detailed statistical analysis was not performed. 
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Chapter 7: Intake 
 
7.1. Introduction 
 
The prediction of intake is a fundamental parameter in determining the performance of 
dairy cows (Vazquez & Smith, 2000).  This importance arises because intake is the most 
important variable to affect animal production (Waldo & Jorgensen, 1981), with under 
feeding reducing production (including reproduction) and having adverse effects on 
health, while over feeding can lead to economic wastage, excessive excretion of nutrients 
into the environment and if prolonged, reduced health and impaired production (National 
Academy of Sciences, 2001).    Grazing systems such as those found within pastoral 
agriculture increase the difficulty of predicting dry matter intake (DMI) compared to 
confined systems (Vazquez & Smith, 2000) because grazed pastures are complex 
ecosystems of multiple species types and with multiple interactions between the grazing 
animals and plants and soil (Newman et al., 1995).  Thus for grazing ruminants, intake is 
the result of numerous complex relationships between the diet, the animal and the 
environment (Mertens, 1987).   
 
Intake regulation is a function of both short and long term mechanisms (ibid.).  In this 
context, short term refers to changes in metabolites and hormones over minutes to hours 
that affect the frequency, intensity and duration of feeding.  Long term regulation is 
associated with intakes over periods of time (usually single days) during which 
requirements are essentially stable although they are changing from day to day.  Steady 
state models where the assumption is made that the energy state of the animal is constant 
for the time step of the model (usually one day) have the potential for developing useful 
mathematical algorithms for predicting intake.   However, such an approach does not 
answer the tautology as to whether dairy cows produce because they eat or eat because 
they produce (Baumgardt, 1970). Under the steady state model, either the level of 
production or the intake can be defined as the driver of the other and this emphasises the 
important point that the form and amount of energy coming into a cow influences the 
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production from that cow but that equally, the production demands of the cow, influence 
the requirement for energy input.  
 
If production occurs as the result of food intake, production at any moment is a function 
of the feed eaten and so an open loop control system is in operation.  Conversely, if the 
original stimulus for production precedes any increase in food intake (ie food intake 
occurs as a result of production), the level of production itself must, via a closed loop 
feed back system influence the resultant level of intake (Monteiro, 1972).  While an open 
loop system might be plausible for changes in body weight, it is less obviously so for 
lactation where the onset of milk production is determined by the birth of the calf, rather 
than to a change in the intake of the cow.  These alternatives are illustrated in Figure 7.1. 
 
Figure 7.1:  Theoretical relationship between dry matter intake and production in open and 
closed systems 
Open system Closed system
Increase in dry Production Production Increase in 
matter intake eg Body weight gain eg increase milk yield dry matter intake
Genetic stimulus Parturition
for change in
body weight
 
 
Monteiro (1972) developed a closed loop feedback model of intake for dairy cows with 
the birth of the calf representing an external stimulus to the onset of lactation and this 
model is outlined in Figure 7.2.  
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Figure 7.2:  Schematic diagram of closed feed back loop within the intake model as 
proposed by Monteiro (1972). 
 
 
                                                                                                                                                                               
 
Controller Intake
Requirements Summation Measured by
for production point transducer
Level of metabolite
  
Within the model, the level of intake is monitored by a transducer, through the level of a 
theoretical metabolite whose concentration is proportional to intake.  The metabolite level 
is compared at the summation point with that demanded by the current level of 
production and the resultant error message is conveyed to the controller which then 
stimulates a change in appetite and thence dry matter intake.  This is summarised in 
Figure 7.3. 
 
Figure 7.3:  Outline of mechanisms proposed to link production of milk to dry matter intake 
Metabolite Metabolite
    Summation point
             Intake Level of production
        Controller
 
Such models necessarily involve a delay in response, as the change in the level of the 
driver as a consequence of alteration in milk yield leads to an increase in intake.  Such a 
delay is a well observed feature of dairy cow nutrition with a delay between the peak 
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energy demand and the corresponding peak DMI of 6 to 8 weeks and as great as 15 
weeks (Hutton, 1963; Ronning & Laben, 1966).   
 
In ruminants, however, the role of other factors in determining intake has already been 
alluded to.  In particular, many models use a combination of animal and diet 
characteristics to predict intake (Mertens, 1987).  When high fibre, low energy diets are 
fed intake is limited by the digestibility of the diet and physical capacity of the rumen, 
with reductions in intake for low digestibility diets as the result of limiting physical 
conditions such as gut capacity (Lean, 1987).  Above a tipping point of 67 to 70% 
digestibility (Conrad et al., 1964), DMI tends to decrease with further rises in diet 
digestibility as the energy requirements of the animal dictate intake and rumen function 
suffers from lack of dietary fibre  (van Houtert et al., 1999).  This produces the classical 
reciprocal relationship between dietary characteristics and dry matter intake outlined by 
Forbes (1986) and illustrated in Figure 7.4. 
 
Figure 7.4: Illustration of the reciprocal relationship between dietary characteristics 
(digestibility) and dry matter intake. Lines a and b represent the theoretical response to 
diets of low digestibility, where DMI increases as digestibility increases as a response to fill 
effects.  Lines c to f represent the theoretical response to diets of higher energy where DMI 
decreases as digestibility increases in response to physiological control limiting intake (ie 
energy regulation). 
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The graph also shows the theoretical influence of energy demand on the physiological 
control of intake with greater energy demand (curves c to f), pushing the point at which 
intake is limited by physical factors up and to the right (for example in response to 
increases in rumen outflow) and the suppressant effect of excessive body condition on 
appetite as the inflection point at which DMI is influenced by digestibility is at a higher 
digestibility value for fat cows compared to thin (curve b compared to curve a).   
 
However, Monteiro (1972) proposed that until the physical limiting factor was operating, 
a closed loop feed back system would still control intake with production pushing intake, 
not vice versa.  Once the physical limit is reached, then an open loop operates with 
production dependent on the amount of feed that can be eaten.  The point at which 
physical restraints on intake replace to energy constraints will vary with age, food 
composition, and physiological state with one study showing that rumen volume in 
lactating cows was 32-40% larger than in dry cows (Tulloh, 1966) and with rumen 
outflow rates being related to level of feeding (Alderman & Cottrill, 1993)   A third 
system of psychogenic and management controls overlie these two mechanisms, 
controlling the animal’s response (Mertens, 1987).  In this regard, the time available for 
grazing may be particularly relevant in the New Zealand context (Chapman et al., 1996; 
Marotti et al., 2002).  Empirical models of intake capture these interactions in a number 
of parameters influencing intake and include animal size, production status, feed 
allowance, feed NDF composition, concentrate proportion (Vazquez & Smith, 2000).  
However, empirical models of intake are generally only applicable over conditions that 
are similar to those that generated the models.  This is particularly so for prediction of 
intake because of the reciprocal relationship between dietary characteristics and dry 
matter intake identified by Mertens (1987) who developed a model based on the 
competing physiological demand for energy and the physical demand for space within the 
rumen.  In this model, neutral detergent fibre (NDF) was used as an indicator of a diet’s 
capacity to “fill” the rumen, with an assumption of a maximum intake of NDF of 1.1% of 
body weight (kg).  This model was developed in a North American context where the diet 
can be divided between “forage” and “concentrate”.  This division can be difficult to 
apply (Chamberlain & Wilkinson, 1996) especially in a grazing situation.  Nevertheless 
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this model has been widely adopted  and developed  with a variety of figures for NDF 
capacity eg 1.65% in Baudracco et al, (2006) for cows at grazing.  The maximum intake 
of NDF as a percentage of animal body weight becomes a key parameter in these models, 
with the tacit assumption that NDF can adequately describe the rumen fill effect and that 
rumen capacity is a constant proportion of body weight.  Models of rumen fill usually 
assume that the rumen is a fermentation vat whose contents are the result of first order 
kinetic interplay between input and output (France et al., 1991).  As such, NDF 
distinguishes between the slowly digestible, space occupying character of fibre and the 
rapidly digested, soluble nature of non NDF (Mertens, 1987) but it is widely recognised 
that there are quantitative differences in digestive characteristics between NDF from 
different sources  (Burke et al., 2000; Mertens, 1987).  
 
Thus uncertainty from lack of knowledge and variability from innate biological 
differences between animals (Vose, 2005) in the physical characteristics of the diet 
coupled with changes in the physical capacity of the rumen during lactation identified in 
the work of Tulloh (1966) and the mobilisation of body reserves will create considerable 
plasticity in the system (Monteiro 1972).  This is recognised in the empirical descriptions 
of intake used by the National Research Council of America (Bertes et al., 1992), and in 
metabolic models such as MOLLY (Offner & Sauvant, 2004) and CAMDAIRY (Hulme 
et al., 1986). 
 
In the grazing situation, the digestibility of the pasture changes with the composition of 
the sward (eg percentage grass, legume and weed), with the maturity of the sward (eg 
stem to leaf ratio and percentage of dead material present), and in response to 
environmental changes such as day length, precipitation and irrigation, and temperature, 
with environmental stressors inducing early maturity and a fall in digestibility (Waghorn 
& Clark, 2004).  Changes in pasture quality induce changes in grazing behaviour and this 
is made more complex by continual changes in the physiological state of the animal that 
also induce changes in grazing behaviour.  For example, cows in negative energy balance 
in early lactation increase the length of time spent grazing and their rate of eating (Journet 
& Redmond, 1976). 
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There are well established relationships between grazing management and pasture intake 
which underlie the rotational grazing system within New Zealand dairy farming 
(Mathews et al., 1999).  Across plant and animal species there is a curvilinear 
relationship between measures of pasture allocation (eg pasture allowance, pasture mass, 
sward height, post grazing residual) and pasture intake, with intake increasing with 
pasture allocation to an asymptote (Hodgson & Brookes, 1999).  Thus at high pasture 
allowance, intakes will be high but the proportion of pasture utilised will be low, while at 
low pasture allowance, intake will be reduced but pasture utilisation will be high.  
Moreover, over a more prolonged period, if pasture residuals are left high, there will be 
carry over effects on pasture quality with deterioration in the digestibility as the 
proportion of stem to leaf and the proportion of dead material increases.  For a grazing 
animal, intake is a function of intake rate in g dry matter (DM) / minute multiplied by 
grazing time in minutes per day (Woodward, 1997a).  Models of pasture which 
incorporate grazing have concentrated on the bite mechanics of the grazing ruminant 
(Newman et al., 1995; Parsons et al., 1994a) and the influence of pasture allowance and 
composition on this.  Grazing is an energy and time intensive process  so that satiety may 
not be achieved  (Woodward, 1997a).  Intake of grazed grass by dairy cattle in particular 
is constrained by the time available for grazing and the behavioural response of the 
animals to this (Marotti et al., 2002) and these limits have been incorporated into models 
such as Q Graze (Woodward et al., 2001) for growing cattle.   
 
For grazing animals, dry matter intake prediction equations that are based on the 
physiological status of the cow and the physical characteristics of the diet will thus not 
account for the interactions between the animal and the pasture (van Houtert et al., 1999).  
Moreover, models with a largely empirical base will lose predictive ability when applied 
to animals in different situations and with potentially different breeds, genetic merit and 
parity.  For the present study, the interaction between the grazing animal and the pasture 
is a key component in the control of nitrogen dynamics as it marks the interaction of two 
of the major systems (animal and pasture), with both intake and cow production present 
as confounding variables.  Thus a cow intake model incorporating a separate udder model 
was developed that would as much as possible predict both intake and production.  This 
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was then coupled to a grazing model to try and replicate the interaction between the 
cows’ desired intake and the pasture available.   
 
7.2. The cow intake model 
 
Nestorov (1999) noted that from a philosophical point of view the distinction between 
purely empirical and purely mechanistic models is only relative and that models are more 
usually a mixture of both elements.  The intake model presented here is mechanistic in 
that it considers the underlying structures and interactions, (Vetharaniam et al., 2003) and 
includes some degree of abstraction.  However it relies on empirical data for estimation 
of parameters and some of its underlying structures are also empirically based.  The 
model has a time step of one day, and it predicts the energy requirements of the cow 
without needing an operator derived input of dry matter intake or production.  Rather than 
calculate the energy demands of the cow based on day by day production (or estimate 
production based on day by day intake) it uses the concept of potentials for lactation and 
growth (Broadbent et al., 1984; Bruce et al., 1984) to allocate demand to the areas of 
maintenance, pregnancy, lactation and growth.  Potential milk production is calculated 
within a separate udder model developed from the ideas of Vetharaniam et al (2001, 
2003).  Bruce et al (1984) used a principle of equal deficits to allocate energy between 
growth and lactation but this has been modified in the present model so that there is 
greater allocation to milk production early in lactation but this is gradually reduced in 
favour of growth (Sorensen et al., 1992).  Further, the energy demand so calculated is 
subject to a delay function using the methodology of Monteiro (1972) to replicate the 
closed feed back control loop between changes in demand and response.  To model the 
interaction with the grazed sward, the predicted appetite is subject to the restrictions 
imposed from the nature of that sward (amount, species composition, maturity, and 
percentage dead material) using a bite mechanics grazing model modified from 
Woodward (Woodward, 1997a; Woodward & Barioni, 2006; Woodward et al., 2001).   
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7.2.1 Energy requirements 
 
The model is based on the metabolisable energy (ME, (MJ)) system which relates the 
metabolisable energy intake from a feed to the net energy (NE, (MJ)) utilised or retained 
in animal product, via the efficiency of conversion (k) of ME to NE:  ie: 
 NE = ME * k                       equation 7.1 
 
Diet and tissue catabolism represents the sources of ME to the cow and the observable 
demands from the cow are maintenance, pregnancy (fetus and uterus), lactation, skeletal 
growth and change in maternal body weight as a result of tissue mobilisation or 
deposition.  For simplicity, the cow is assumed to reside within a thermally neutral 
environment so that although heat will be produced and lost by the cow as a result of the 
energy lost in the conversion of ME to NE, energy demand to maintain body temperature 
in very cold conditions is ignored.   The concept of the efficiency of transfer of ME to NE 
can be extended to include the transfer of one form of NE to another as happens during 
tissue mobilisation and deposition..  Thus when Ei energy is removed from the ith 
component to provide energy, Ej for the jth component, there is a loss of energy in this 
process (as heat) due to the efficiency kij being less than 1.  Thus: 
  
 Ej = kij * Ei                             equation 7.2 
 
And the energy lost as heat is given as Ei – Ej or (1-kij)*Ei or (1/kij – 1)*Ej 
 
This forms the basis for the calculation of energy requirement for the cow model and 
each component is discussed in greater detail below. 
 
Maintenance 
 
Energy requirements for maintenance were calculated using the metabolic energy system 
and parameter values of AFRC (Alderman & Cottrill, 1993).  The application of figures 
derived from northern hemisphere cows in intensive systems to New Zealand cows in 
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pastoral systems has been criticised because of the large differences between the two 
systems (van Houtert et al., 1999).  In particular, it has been suggested that the 
maintenance requirements of New Zealand cows at pasture may be considerably greater 
than their northern hemisphere counterparts (Holmes et al., 1993).  This is over and 
above any increase in allowance for greater distances walked, and may relate to the 
greater energy costs associated with searching and prehension in grazing and to the 
energy costs associated with the metabolism of high rapidly degradable protein diets 
(Burggraaf et al., 2004).  In the present model, parameters for the calculation of 
maintenance were derived from AFRC (ibid.).  This equates to an ME for maintenance of 
approximately 0.5MJ/kg body weight0.75 compared to the value suggested by Holmes et al 
(1993) of 0.8 to >1.0MJ/kg body weight0.75.  However, in the present model, the final 
total for the ME requirements was multiplied by a factor derived from Bruce et al (1984) 
to adjust for the energy costs associated with the metabolism of high rapidly degradable 
nitrogen diets and the energy costs associated with grazing.  By acting as a multiplier on 
the ME required (and so increasing the ME required by a larger amount at peak lactation 
than at the beginning and end of lactation), it was found to improve the fit of the model 
better than could be achieved by applying a simple additive increase to the maintenance 
requirements.   
 
Taking all equations and parameters from AFRC (Alderman and Cottrill,1993), the 
calculations for maintenance are as follows: 
The maintenance requirements for dairy cows in MJ/day are given by: 
 Mm(MJ/day)=(F +A)/km                     equation  7.3 
 
Where: Mm = maintenance requirements in MJ/day of ME 
      F= fasting metabolism (MJ of NE/cow/day) 
      A=activity allowance (MJ of NE/cow/day) 
    km= efficiency of conversion of metabolisable energy to maintenance 
 
In turn: 
 F = (0.53*(BWt/1.08)0.67)                    equation 7.4 
 km = 0.35*qm + 0.503                       equation 7.5 
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Where:  
     BWt = maternal body weight at time t in kg.  The factor 1.08 converts live    
weight to fasting body weight and so accounts for gut fill 
 qm = metabolisability of the feed = ME/GE 
 GE = gross energy value of feed = 18.8MJ/kgDM 
 ME = metabolisable energy value of feed which is in turn derived from the 
pasture model. 
 
The formula for the activity allowance for dairy cows is from AFRC but parameterised 
for New Zealand conditions in terms of the increased activity associated with pastoral 
dairy farming.  These can be altered by the user but the following default values were 
used for initial model construction. 
 
Energy cost associated with horizontal movement:  2.6J/kgBW/metre 
Energy costs associated with vertical movement:   28.0J/kgBW/metre 
Standing for 24 hours:                                     10,000J/kgBW/day  
Body position changes:                    260J/kgBW 
 
Then assuming 2000m walked per day, standing for 14 hours and 9 positional changes, 
the activity allowance for flat terrain in MJ/kgBW/day is: 
 (2.6e-6*2000)+(14/24*10e-3)+(9*260e-6)=0.0134MJ/kgBW/day          
equation 7.6  
Then: 
 At =BWt*activity allowance                                                  equation 7.7 
 
During the dry period, the activity allowance is reduced to 0.0071MJ/kgBW/day 
reflecting a reduction in distance walked with the absence of milking.      
 
Pregnancy 
 
Calf birth weight was estimated using a modified version of the calculation given by Roy 
(1980) in AFRC (ibid.) to match the prediction of fetal birth weight given by Thomsen 
(1975).  That is fetal birth weight (Wc) in kg is: 
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  Wc = (BW(1)0.75 – 28.29) / 1.978        equation 7.8 
 
Where:  BW(1) is the maternal BW in kg on day 1 of lactation. 
 
The total net energy, Et (MJ), retention in the gravid fetus at day t of gestation is given 
as: 
Log10(Et)=151.665 – 151.64e-0.0000576t     
 
J/day by dividing by the efficiency of use of conceptus energy, kp: 
Ep = equation 7.11 
eight of gravid uterus was calculated using the equations developed by Montaiio-
t = equation 7.12 
here:     UWt = weight of gravid uterus in kg on day t of gestation 
t in kg of non pregnant uterus at mating date 
ion  
 
 
 equation 7.9  
 
Then the daily net energy retention, Ec (MJ/day), can be calculated as: 
 
 Ec = 0.025Wc(Et * 0.0201e-0.0000576t)       equation 7.10
 
Net energy requirement for pregnancy is converted to metabolic energy requirement in 
M
 M  Ec / kp        
 
Where:   kp = efficiency of use of energy for conceptus = 0.133 
 
W
Bermude and Nielsen (1990): 
 
 UW  0.7439*e ((0.02-0.0000143*t)*t)                  
 
W
 0.7439 = weigh
 t = day of gestat
 
Growth   
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Many of the equations in the model depend upon the body condition score of the an
or its size relative to its skeletally mature size rather than to its body weight (BW)
(Freer et al., 1997).  Growth within the model is defined as skeletal growth: that is 
increase in lean mass and muscle.  Maternal body weight (actual weight of cow, 
excluding weight of fetus) and total live weight (maternal body weight including fetus) 
are a poor guide to frame size and the amount of skeletal growth remaining because the
weight on its own gives no information about how skeletally mature or in what conditio
score the cow is.  The concept of the normal weight (NW (kg)) for the age of the cow 
overcomes this, (Freer et al. 1997).  The starting point is the standard reference weight 
(SRW, (kg)) which for dairy cows is defined by the Standing Committee on Agriculture
SCA, (1990) as the maternal base weight of a skeletally mature cow at a condition score 
in the middle of the range, less the weight of the conceptus. This is an operato
imal 
 per se 
 
n 
, 
r defined 
put, dependent on the breed and type of cow, ranging from 380-420 for Jerseys, 500-
ropriate skeletal maturity for its age.  Thus, from Freer et al. 
997), the normal weight of a skeletally mature animal is its SRW and for other ages, 
NW is 
 NW =  equation 7.13  
eight in kg and excluding conceptus 
A=Age in days 
hs less 
ce 
in
600 for New Zealand Holsteins and 650-750 for North American Holsteins.   
 
The normal weight (NW,(kg)) is the weight an animal has if it is in the mid point for 
condition score and at the app
(1
 given by the formula: 
 
SRW - (SRW – Wc)*exp(-CN1*A/SRWCN2)    
Where: 
 NW = normal w
 SRW = standard reference weight in kg  
 Wc = birth weight of conceptus  
 
 CN1=Growth rate constant = 0.0157kg0.75 day-1  
             C = Allometric scalar for growth rate = 0.27kgN2 0.75 day-1  
 
Thus, NW is the “ideal” weight for a cow that is at the appropriate stage of skeletal 
maturity for her age and at a condition score of 5 for a ten point scale.  Such a cow, will 
then grow incrementally toward SRW.  However, for any individual cow that weig
or more than her normal weight, it is not possible to tell what proportion of this differen
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is represented by lean growth and what proportion by fat deposition.  Thus a cow 
weighing less than her normal weight maybe skeletally mature but thin so that growth
will be from NW towards SRW, or she may be skeletally immature so that there will be 
additional requirement for growth as BW moves to NW and thence to SRW.  This is 
illustrated in Figure 7.5 which shows the theoretical growth curve for a cow (NW) which 
is a cow at the appropriate skeletal maturity for her age and a condition score of 5 on a 10
point scale.  Superimposed on this graph are two cows, designated as a and b.  Both cow
have the same recorded weight when measured, but cow a represents a skeletally mature
cow that is thin (so her measured BW is less than her NW) but further weight gain will 
 
 
s 
 
ostly be represented by fat accretion.  Cow b is skeletally immature but at a condition 
 for a normal weight cow (ie skeletally mature for her 
ge) 
 
            
 score 
ion 
m
score of 5.  Thus weight gain for this cow will be a mixture of fat and skeletal maturation.  
 
Figure 7.5:  Theoretical growth curves
a and for two cows where BW is less than NW.  Cow “a” represents a cow that weighs 
          
less than NW but is skeletally mature and thin, cow “b” represents a cow that weighs less 
than NW and is skeletally immature.  
 
            
            
            
            
            
 
 
 
 
Thus in this example, the growth requirement for cow b is twice the growth requirement 
of cow a even though both cows have the same BW.  Within the model, a standardised 
BW (BWstnd(kg)) is used to express the weight of the subject cow if its condition
was at 5 (on a 10 point scale).  Thus if the cow is a normal frame size for its age, BWstnd 
= NW and growth will be skeletal growth from NW towards SRW.  If the cow is 
skeletally small for her age, BWstnd will be less than NW, but normalised to a condit
score of 5, and growth will be skeletal growth from BWstnd towards SRW.  If the cow is 
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skeletally large for her age, BWstnd will be greater than NW and the rate of skeletal 
growth towards SRW will be correspondingly smaller. By convention, within the m
it is assumed by default that the condition score of cows at calving is 5 on a 10 point 
scale.  Thus BWstnd(1)= BW(1) and the incremental skeletal growth will be from 
BWstnd towards SRW.  If cows calve at a condition score other than 5 (eg less than 5), 
BWstnd(1) is amended within the model to reflect the fact that the difference between 
BW and SRW is not all due to a need for skeletal growth, but some of it is because the 
cow is thin.  Thus in this situation, BWstnd(1) would be greater than BW(1), but less than
or equal to
odel, 
 
 NW, depending on the frame size appropriate for this thin cow.  The use of 
Wstnd separates out the effect of frame size from body condition and is summarised in 
able 7.1:  Role of BWstnd and NW in determining growth 
ze tion score 
B
Table 7.1 
 
T
Frame si
 
Condi BW(1)    BWstnd(1)    NW(1) Growth 
Normal    5.0 BW(1) = BWstnd(1) = NW(1) NW -------->SRW 
Normal 
l 
arge < 5.0 BW(1) < BWstnd(1) > NW(1) BWstnd --->SRW 
< 5.0 BW(1) < BWstnd(1) = NW(1) NW -------->SRW 
Norma > 5.0 BW(1) > BWstnd(1) = NW(1) NW -------->SRW 
Small    5.0 BW(1) = BWstnd(1) < NW(1) BWstnd --->SRW 
Small < 5.0 BW(1) < BWstnd(1) < NW(1) BWstnd --->SRW 
Small > 5.0 BW(1) > BWstnd(1) < NW(1) BWstnd --->SRW 
Large    5.0 BW(1) = BWstnd(1) > NW(1) BWstnd --->SRW 
L
Large > 5.0 BW(1) > BWstnd(1) > NW(1) BWstnd --->SRW 
 
Following on from Bruce et al (1984), the Gompertz equation is used to describe growth: 
equation 7.14 
here:  
t time   
SRW =  standard reference weight in kg 
uation 
z equation 
 BWstndt=SRW(exp-m)(exp-nt)     
W
 BWstndt = standard body weight in kg a
 
 m = constant in Gompertz eq
 n = rate constant in Gompert
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Differentiating and substituting this gives: 
W)              equation 7.15 
he rate constant, n, is defined as (Taylor, 1973b): 
ion 7.16 
rowth in equation 7.13 and  
BWstnd/dt = the rate of skeletal growth for time interval t.  The energy value of this 
Vg = C2(4.1+0.0332BWstndt – 0.000009BWstndt2) / (1-C3 * 0.1475dBWstndt) 
  equation 7.17 
g 
s used 
 base turing heifers 
BWstndt = the standard BW at time t  
ways assumed to be greater than 
 energy retained in the animal’s body is: 
8 
here: 
equired for skeletal growth is converted to metabolic energy by dividing by 
 kg.  Following AFRC, and B
kg = 0.95 * kl during lactation                  
7.19 
ation 7.20 
 
Where:  kl = the efficency of use of energy for lactation (defined below) 
 dBWstnd/dt = -nBWstndt loge(BWstndt/SR
 
T
 n = (36SRW0.27)-1        equat
 
and is equivalent to CN2, the allometric scalar for g
d
gain of lean tissue mass is defined from AFRC as: 
 
 E
        
Where: 
 EVg = net energy value of gain in MJ/k
 C2 = correction factor for mature body size and sex.  A value of 1.3 i
d on early ma
 
 C3 = 1 as the plane of nutrition is al
maintenance 
 
Then the
 Eg = BWstndt * EVg       equation 7.1
W
 Eg = net energy retained in cow’s body in MJ/day as a result of skeletal 
growth. 
 
Net energy r
the efficiency of use of growth energy, ruce et al (1984), kg 
is defined as: 
 
equation 
 kg = 0.78 *qm + 0.006 during the dry period     equ
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 qm = the metabolisability of feed (defined above:  equation 7.5) 
 
This reflects the lower efficiency of weight gain for cows during the dry period than 
ation (Lean, 1987). 
ce et al. (1984), used BW as an index for potential milk 
  
Y = aTbecT          equation  7.21 
 
here:   
 
 a, b and c  =  constants in the Wood’s equation 
 
ion can be rearranged to: 
 b b(1-T/Tp) equation 7.22 
Where:    
  c = -0.0244 (Friesian breed mean, free of the effect of parity (Woods 
 (1972) 
during lact
 
Lactation 
 
Within their paper, Bru
production.  Wood (1979) gives an equation for milk yield as : 
 
 M
W
MY = net energy of milk produced in MJ/day 
 
  T = week of lactation
 
This equat
MYpot = P(T/Tp) e       
 MYpot = net energy of potential milk yield in MJ/day 
  P = potential peak milk production in MJ of NE/day 
  T = week of lactation 
  Tp = time to peak milk energy production in weeks = -b/c 
  b = 0.1047 (Friesian breed mean, free of the effect of parity (Woods 
1979)) 
1979)) 
 
Milk production has been related to body weight in a number of species  by many 
workers (Brody, 1945; Linzell, 1972; Taylor, 1973a).  Taylor (1973a) developed a 
regression expression for different breeds of dairy cattle relating potential milk yield to 
metabolic weight, where the exponent for weight was approximately 0.75.  Linzell
found a similar relationship for potential milk yield across different species.  A close 
correlation also exists between the increase in milk yield from the first to the fifth 
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lactation and the incr
al (1984) built upon these findings to suggest that the potential milk yield can be defined 
ease in body weight over this same period (Holmes, 1973).  Bruce et 
f the BW: 
  equation 7.23 
Where:   
 P = potential peak milk production in MJ of NE/day  
or non 
omesticated animals between 0.47 to 0.66MJ/day/kg 0.75 have been suggested with a 
 
oportional 
 BW of 
nd 
l milk yield may be correlated, the relationship may be significantly more 
omplex than suggested by the causal relationship of equation 7.23 (Petrie & Watson, 
  
as reworked in the 
resent model, with the development of a simple udder module based on the work of 
Bryant et al (2007a; 2007) and Vetharaniam et al (2001; 2003) 
 
in terms o
P = pBW0.75         
 p = potential peak milk production  per unit metabolic weight in MJ of 
 NE/day/kg0.75 
 
From the work of Linzell (1972) and Taylor (1973a), inter species values of p f
d
value for a “good average” Friesian at 1.14MJ/day/kg 0.75 (Bruce et al. 1984).   
 
However, these same workers noted that “large departures from interspecies values can
occur with strong genetic selection of cows” (Bruce et al 1984) and the increase in milk 
yield observed with increasing body weight is likely to be confounded by a number of 
factors.  For example, Linzell (1972) reported that peak milk production was pr
to the mass of mammary tissue and the size of the udder may also be linked to the
the cow (ibid.).  Further, selection for increased milk yield affects a number of 
characteristics of the cow, including DMI, feed conversion efficiency, increased 
mobilisation of body reserves and body weight, suggesting that although body weight a
potentia
c
2006). 
 
Milk yield, representing the largest energy need, is the key driver in the prediction of
intake.  Consequently, estimation of milk yield becomes a major factor in a model’s 
predictive ability.  For this reason, the prediction of milk yield w
p
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7.2.2 Udder model 
 
The Wood (1979) equations and the approach adopted by Bruce et al (1984) represent an 
empirical approach to milk yield prediction, and so suffer from a lack of portability and 
biological interpretation (Wood, 1979, Vetharaniam et al. 2003) which has already been 
noted.  One of the first mechanistic udder models was developed by Neal and Thornley 
(1983) and consisted of a single pool of secretory cells derived from a pool of 
undifferentiated cells and after a finite life span, passing to a pool of senescent cells.  The 
fluxes between pools and secretory activity were influenced by the presence of milk in 
the udder.  Dijikstra (1997) developed another single pool model where the movement of 
cells from the undifferentiated pool into the secretory pools was caused by endocrine 
changes associated with pregnancy and continuing into early lactation. Vethararniam et al 
(2003) improved upon this model by incorporating two pools of secretory cells – an 
actively secreting pool and a quiescent pool - rather than just one.  This is in line with the 
finding that the level of expression of the milk protein gene varies widely during lactation 
and that this is associated with two types of secretory cell:  one actively secreting, the 
other quiescent (Molenaar et al., 1992).  Secondly, Vetharaniam et al (2003) included the 
effect of nutritional stress in the form of energy deficit on milk production.  A negative 
energy balance is known to impact adversely on milk production (Knight et al., 1994).  
However, this relationship is complex with the ability of cows to partially buffer milk 
production at the expense of body condition, varying during lactation (Somerville et al., 
1983; Sorensen et al., 1992).  
 
In the present model, in accordance with Vetharaniam et al (2003), the udder consists of 
active and quiescent alveoli , with each alveolus being made up from approximately 150-
300 secretory cells (Weber et al., 1955).  Active cells secrete milk, whereas senescent 
cells have lost this ability.  The work of Molenaar et al (1992) confirmed that all cells 
within an alveolus conform to the same type of gene expression so that within the model 
the alveolus is taken as the base unit of the udder.  The number of active alveoli is 
denoted by A and the number of quiescent alveoli by Q.  If S is the maximum milk 
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energy (net energy) secretion rate of the average, active alveolus in MJ/day, then the 
maximum secretion on any day of the udder is: 
 P = SA          equation 7.24 
 
Where:  P is in MJ of milk net energy /day 
 
This assumes that the cow is milked sufficiently frequently that the presence of milk in 
the udder does not inhibit further milk production.  With twice daily milking, this was 
considered valid by Vetharaniam et al (2003) as they report data indicating that it takes 
18 hours for Holsteins fed concentrates to fill their udders to capacity.   
 
Within the original model, lactation is a function of the “energy status” of the cow.  This 
in turn is a function of the energy flux or pool, N, which is defined in terms of the 
absorbed energy, AE.  Under the ME system, the gross energy of the feed is partitioned 
as in Figure 7.6 (Chamberlain & Wilkinson, 1996) 
 
Figure 7.6:  Partitioning of energy digestion in the cow:  the Metabolisable Energy system 
 
Gross energy (GE)
about 18.8MJ/kgDM
Faecal energy 
0.55 to 0.15 of GE
Digestible energy (DE)
about 0.45 to 0.85 of GE
Urinary energy Methane energy 
about 0.11 of DE about 0.08 of DE
Metabolisable energy (ME)
about 0.81 of DE
Maintenance Growth Lactation Pregnancy 
Heat loss Heat loss Heat loss Heat loss
     k m Net Energy      k g Net Energy      kl Net Energy      k p Net Energy
 
 
However, Vetharaniam (2001) developed a system of energy partitioning based on the 
concept of the energy absorbed by the animal., emphasising the distinction between what 
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is “outside the animal”  and what is inside the animal.  On these lines, the partitioning of 
energy can be represented as in Figure 7.7 
 
Figure 7.7:  Partitioning of energy digestion in the cow:  the Absorbed Energy system 
 
Gross energy (GE)
about 18.8MJ/kgDM
Faecal energy Methane energy
Absorbed energy (AE)
                    (N)
Production energy Urine energy and 
conceptus heat loss
lactation Retained energy (RE)
growth ie  Tissue pool (M)
 
In this system, N has a maximum value Nu which corresponds to maximal level of 
nutrition (which may not be reached because of digestive or intake constraints).  
Partitioning of energy to each form of production is done through the energy status (E) of 
the cow (Vetharaniam et al. 2003) which is defined as: 
 E = N/Nu          equation 7.25 
 
E takes a value between 0 and 1 with 1 representing maximal nutrition.  Daily milk 
production is given as a “current” of milk energy, I, which in MJ/day is given as: 
 I = ELP                     equation 7.26 
 
Where E is the current energy status of the cow, P is the maximal secretion rate in 
MJ/day and L is an elasticity of production parameter, reflecting the response of milk 
yield to the level of nutrition when E is less than 1.  If L = 1, milk production is a linear 
function of E and decreases as the level of nutrition declines.  If L = 0, milk production is 
constant (at P) and is unaffected by the level of nutrition.   
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In order to determine estimates for the elements on the right hand side of equation 26, 
Vetharaniam et al (2003) developed a model of alveolar dynamics.  Within this model, 
the udder is conceptualised into a pool of active alveoli and a pool of quiescent alveoli.  
Undifferentiated, progenitor cells can differentiate into the active pool at a rate rpa.  
Quiescent cells can also move back into the active pool at a rate, rqa.  Correspondingly, 
active alveoli can move into the quiescent pool at a rate raq and quiescent alveoli can 
move into the senescent pool at a rate rqs.  This move to the senescent state is an 
irreversible change.  This is represented in Figure 7.8. 
 
Figure 7.8:  Partitioning of the alveoli into the active, quiescent and senescent pools 
(Vetharaniam et al., 2001; Vetharaniam et al., 2003). 
 
  
 
 
 
 
 
 
 
 
 
 
 
This image has been removed to comply with copyright.  The figure may be 
found in: 
 
Vetharaniam, I., McCall, D. G., Fennessy, P. F., & Garrick, D. J. (2001). A 
model of mammalian energetics and growth:  model development. 
Agricultural Systems, 68, 55-68. 
  
Then the changes in the alveolar populations are given in terms of these rates: 
 
 dA/dt = rpa – raq + rqa            equation 7.27 
 
 dQ/dt = raq –(rqa + rqs)                      equation 7.28 
 
These rates of flow are characterised in the following terms.  At parturition, t = 0 and it is 
assumed that there are no quiescent alveoli present as it is prolonged engorgement that 
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stimulates quiescence.  Thus at t = 0, A = A0 and Q = 0.  The rate of production of active 
cells, rpa, is assumed to have an initial value of k1 (per day) and to decline exponentially, 
with time constant k2: 
 
 rpa = k1 e(-
k2 t)             equation 7.29 
 
It is assumed that raq, the rate of quiescence of the active alveoli is proportional to the 
number of active alveoli, A, by a factor k3 (per day) and that rqa and rqs are proportional 
to the population of quiescent alveoli with proportionality constants k4 and k5 (per da
respectively: 
y) 
 
 raq = k3A               equation 7.30 
   
 rqa = k4Q                equation 7.31 
   
 rqs = k5Q                  equation 7.32 
 
Substituting equations 7.29 and 7.30 into equations 7.27 and 7.28 gives the following sets 
of differential equations for the change in alveolar populations during lactation: 
dA/dt = k1e(-
k2t) – k3A + k4Q                 equation 7.33 
 dQ/dt = k3A – (k4 + k5)Q       equation 7.34 
 
Equations 7.33 and 7.34 can be solved (eg using programmes such as Matlab (The 
MathWorks Inc, 2005)) with the following explicit solutions: 
 A = de-k2t + l6e
w6t + l7e
w7t       equation 7.35 
 Q = ce-k2t + q6e
w6t + q7e
w7t        equation 7.36 
 
Where: k = k3 + k4 + k5      equation 7.37 
 
  c = k1k3 / (k2(k2-k) + k3k5)     equation 7.38 
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  d = (c/k3) * (k4 +k5 – k2)                           equation 7.39 
 
  w6 = (-k/2) + 0.5* (k2 – 4k3k5)0.5    equation 7.40 
 
  w7 = (-k/2) - 0.5* (k2 – 4k3k5)0.5                     equation 7.41 
 
  q6 = ((w7 + k2)c + A0k3) / (w6-w7)    equation 7.42 
 
  q7 = -((w6 + k2)c + A0k3) / (w6-w7)    equation 7.43 
 
  l6 = (q6/k3)*(w6 + k4 + k5)     equation 7.44 
 
  l7 = (q7/k3)*(w7 + k4 + k5)     equation 7.45 
 
Substituting equations 7.24 and 7.34 into equation 7.26 gives the following expression for 
milk yield in MJ of NE /day: 
 I = SEL (de-k2t + l6e
w6t + l7e
w7t)       equation 7.46 
 
Subsequently, Vetharaniam et al. (2003)  and Bryant et al. (2007) explored the effect that 
changes in nutritional status, genetic merit, age and body condition score had on the value 
of the parameters A0, k1,k2,k3,k4,k5 and L necessary to solve equation 7.46.  This was
achieved by fitting the prediction equations and estimating the parameter values using 
either standard least squares minimisation techniques (Vetharaniam et al 2003), or 
genetic algorithms (Byrant et al. 2007).  S, the maximum secretion rate for an average 
alveolus was taken as 3e-9 MJ/day based on a maximum production of 25litres/day for an 
udder containing 50g of DNA (S.R. Davis, unpublished data reported in Vetharaniam et 
al. 2003), producing milk with milk energy of 3.32 MJ/litre with each secretory cell 
having 8pg of DNA and there being 150-300 secretory cells per alveolus (Weber et al. 
1955).  In both the paper of Vetharaniam et al (2003) and that of Bryant et al. (2007), the 
energy status, E, of the cow was approximated using the conventional ME system rather 
than in terms of the energy flux outlined in Vetharaniam et al. (2001).  This was also the 
approach adopted in the present study with E being defined as the ratio of energy intake 
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to maximum energy demand, when all components of energy demand (maintenance, 
lactation, pregnancy, growth) are maximised.   
 
Using this approach, Bryant et al (2007) was able to produce regression based equations 
for the prediction of the parameters necessary for the calculation of the rates of 
transformation of the alveolar populations, with the predictor variables being genetic 
merit, age, body condition score and energy status.  No significant interactions were 
identified between the predictor variables and the regression equations are given below: 
 
 k1 = (4.32 – 0.23E – 0.0305age)e-9       equation 7.47 
 
 k2 = 2.99e-1          equation 7.48 
 
 k3 = (1.48BCS -0.174BCS2)e-1       equation 7.49 
 
 k4 = 5.02 + 0.317age – 0.026age2       equation 7.50 
 
 k5 = (96.74 – 15.1E + 0.594E2 -0.0006GM)e-4     equation 7.51 
 
 L = (2.79 + 0.04E)e-1         equation 7.52 
Where:   
 E is energy status of the cow as defined above 
 Age is the age of the cow in years at the start of the lactation 
 BCS is the body condition score of the cow at the start of lactation on a 1-
10 scale with 1 corresponding to extreme emaciation. 
 GM is genetic merit defined as the deviation in milk estimated breeding 
value (EBV) relative to the animal in the data set with the lowest 
breeding value. 
 
The rates of transformation of the alveolar populations, rpa, raq, rqa and rqs calculated with 
the k parameters derived from these regression equations describe the alveolar dynamics 
of the experimental group of cows in Bryant et al (2007)’s study.  These cows will have 
experienced an energy status less than 1 for at least that part of their lactation when they 
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were in negative energy balance.  In the context of the present model, where an estimate 
of potential milk yield is required, the potential milk yield represents what a population of 
alveoli (that in turn will have been derived when the energy status is less than one) could 
produce if the energy status subsequently in the lactation were to be one.  Consequently, 
in the present model, potential milk yield was calculated by using the actual energy status 
of the cow to determine the alveolar dynamics (via prediction of the appropriate values of   
k1,k2,k3,k4,k5 and L) and then to calculate what this population would produce if the
energy status of the cow were equal to one.   This process is repeated for each daily time 
step of the model and as the energy status of the cow is itself a function of the milk 
produced, in order to prevent the circular argument that milk yield depends on energy 
status and energy status depends upon milk yield, for the first day (when the present 
energy status of the cow is not yet known as the model has not yet calculated potential 
milk yield) the energy status used to predict the values of k
 
 1,k2,k3,k4,k5 and L is taken as
one and then the potential milk yield of this population (at an energy status of one) is 
calculated.  Thereafter, the energy status from the preceding day (Et-1) is used to predict 
the alveolar dynamics and then potential milk yield of this population is calculated at an 
energy status of one.  
 
However, the regression constants derived from Bryant et al (2007) are derived from a 
real lactation where the energy status is less than one (Vetharaniam et al., 2003).  Thus 
they are “calibrated” to a lactation curve which declines from a peak value and this rate 
of decline is built into the data and thence the regression constants.  Thus the alveolar 
population that is predicted with these constants is calibrated for the energy status that 
was current at that point of the lactation curve for the experimental cows.  In estimating 
potential yield at an energy status of one, the regression constants are being extrapolated 
outside the data range that generated them so potentially reducing the predictive ability of 
the model (Petrie & Watson, 2006).  The effect in the present model is to exaggerate the 
production of milk after peak so that yields are too persistent:  even though the 
underlying alveolar population is declining (because this is based on actual energy status 
from the preceding day), the parameter determining persistence of the lactation, k5, is 
insensitive to energy status when energy status is set to one.   
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 To overcome this, for all time steps except the first, k5 was re-paramatised to allow for 
the current energy status of the cow.  The equations for this are: 
 k5 = (96.74 – 15.1z1E + 0.594z1E2 -0.0006GM)e-4    equation 7.53 
 
Where:   z1= -0.1(483700f + 75500fEt-1 – 2970f(Et-1)2 + 3fGM + 483700 -3GM).... 
  ....../ Et-1 ) / (-7550 + 297Et-1 )       
equation 7.54 
  
  f = -1.6e-5DOY3 + 0.0042*DOY2 – 0.48DOY + 21    equation 7.55 
 DOY = dry off yield in litres = 15 for cows, 10 for heifers 
 It 
 
sequently 
ssigned a default value of 15 for cows and 10 for heifers for all model runs.   
e 
verted into kg of liquid milk 
O = I / EVl        equation 7.56 
here:   
E / day 
EVl = energy value of milk in MJ of NE / kg 
an & Cottrill, 1993): 
EVl = 0.0406BF + 1.509        equation 7.57 
 
  
 
 
DOY represents the anticipated yield at drying off for a cow at an energy status of one. 
will be correlated with the genetic merit of the cow and potentially has to be set by the
operator.  However, sensitivity analysis (see later text) of the effect of changes in the 
parameter values of the model, showed that DOY was not a critical parameter for either 
prediction of total milk yield nor body weight during the lactation and was con
a
 
Identification of the parameter values thus allows equations 7.35 and 7.36 to be solved, 
giving the daily population of active and senescent alveoli and equation 7.46 giving th
daily milk production in MJ of NE/day.  This can be con
produced by dividing by the energy value of milk, EVl: 
 M
W
 MO = potential daily milk yield in kg liquid milk/day 
 I  = potential daily milk production in MJ of N
 
 
In turn, EVl is defined as (Alderm
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Where:   BF = butterfat content of milk in g/kg liquid milk: as a simplification this 
is kept constant at 44g/kg. 
 
Then the ME required to produce this amount of milk is calculated by dividing the net 
energy required (I, from equation 7.46) by the efficiency of use of ME to NE for milk 
production, kl: 
 MEmilk = NEmilk/kl         equation 7.58 
 
Where:   
 MEmilk = MJ/day of ME needed for potential milk production 
 NEmilk =  MJ/day of NE needed for potential milk production = I 
 kl = efficency of use of ME for milk production  
 kl = 0.35qm + 0.42        equation 7.59 
 
7.2.3 Body tissue mobilisation 
 
The final component in estimating the daily demand for energy is the calculation of the 
energy yield that arises from the mobilisation of energy reserves during the early part of 
lactation when the cow is in negative energy balance (Bruce et al 1984).  Within the 
model, mobilisation of body reserves is assumed to provide energy for the cow, which is 
partitioned between the demands from potential milk production and potential growth.  
Thus this serves as a source of net energy which is utilised with an efficiency kbl , where 
kbl is defined as: 
 kbl = 0.84 (Alderman & Cottrill, 1993)    equation 7.60 
 
The net energy value of 1kg of maternal body weight change is taken as 19MJ/kg from 
AFRC and so the equivalent ME value to the cow of 1kg of mobilised tissue is 
approximated as: 
 ME from live weight loss  = 19 / kbl     equation 7.61 
 
This represents ME that is available to the cow from live weight loss and will in turn be 
used with an efficiency of kl for the production of milk.  For the first time step, a default 
value of 1kg of body weight loss is used.  Thereafter, the body weight loss is calculated 
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for each day (details below).  Thus the total ME that the cow requires to satisfy its 
demand for maintenance, pregnancy, potential milk production, potential growth and 
allowing for the energy supplied from the mobilisation of body tissues is: 
 TotalME = MEmaint + MElctn + MEpreg + MEskgwth – MEwtloss    
equation 7.62 
Where:   
 TotalME =Total MJ/day of ME required 
 MEmaint = MJ/day of ME for maintenance 
 MElctn = MJ/day of ME for lactation 
 MEpreg = MJ/day of ME for pregnancy 
 MEskgwth = MJ/day of ME for skeletal growth 
 MEwtloss = MJ/day of ME available from weight loss  
 
The ME actually available to the cow is reduced at high levels of feeding due to increases 
in rumen out flow and reduction in rumen retention time (Aldermann and Cottrill 1993).  
For dairy cattle, the decline is estimated at 1.8% per unit increase in feeding level (L) 
above maintenance ME requirement (ibid.) and so the correction factor CL to increase the 
ME requirement is calculated as: 
 
   CL = 1 + 0.018(L-1)                   equation 7.63 
 
Where:  
 CL = the correction factor to multiply the ME requirement by 
 L = the multiples of maintenance ME requirement being fed 
 
The ME required is thus increased by multiplying the uncorrected demand by the 
correction factor, CL.   
 
The level of ME required is further adjusted to increase the requirements for cows 
grazing pasture in the New Zealand pastoral dairy system, identified by Holmes et al 
(1993) and discussed earlier.  This is also in line with the work of Broadbent et al. (1984) 
who found that in validating their model of intake (on which the present model is partly 
based) the fit was improved by increasing the ME requirement to allow for depression in 
rumen fermentation associated with a relative excess of starch and deficiency of fibre 
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associated with the concentrate feeding used in these studies.   In intensive pastoral 
grazing systems, levels of effective fibre in young grass are low whereas protein is often 
present in excess with an associated energy cost of metabolism of this excess as it is 
converted to urea in the liver (1976).  Correspondingly, the present model, further 
increases the ME requirement by multiplying the corrected ME requirement by a factor 
ff, where ff = 1.0626, adjusted from Broadbent et al (1984).   The effect of these 
correction factors is to increase the ME required and this is illustrated in Figure 7.9 
 
Figure 7.9:  Theoretical ME requirements for a 520kg cow during a lactation cycle and 
including pregnancy.  Figure shows the uncorrected ME requirement, ME corrected for 
feeding level and ME corrected for feeding level and for grass digestion.   
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The ME demand thus calculated, is used to predict the appetite of the cow in MJ of 
ME/day, using the approach of Monterio (1972) and Bywater (1992).  In this context, 
appetite represents what the cow desires to eat and so because of the delay inherent in the 
closed loop control system (Monterio, 1972), appetite will initially lag behind 
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requirement for those components where there is a change in that requirement.  Since the 
metabolic energy demand for lactation represents both the single largest and the most 
changing energy requirement, this concept will be explored with the ME requirement for 
lactation first.   
 
As an initial first step, it is assumed that potential milk production is not restricted by 
energy intake nor body reserves (Monterio, 1972).  At the onset of lactation (calving) and 
with a daily time step (t) of one, the cow produces nm megajoules of milk at t=1.  This 
output of milk is associated with a linear change (knm) in the amount of a metabolite 
where k is the proportionality constant.  At the same time, the cow is eating nf 
megajoules of food per unit time and this corresponds to knf of the same metabolite as 
measured by the transducer.  The difference in the level of this metabolite k(nm-nf) is 
calculated at the summation point and transmitted to the appetite centre within the central 
nervous system where it stimulates a change in appetite and thence intake.  The change in
intake (dn
 
t where k’ is a f/dt) is proportional to the change in appetite and equal to k’dnf /d
proportionality constant with units of time to complement the dimensions of dt.  Thus this 
can be summarised: 
 k(nm-nf) = k’ dnf /dt                    equation 7.64  
 
Thus appetite (and intake) increase if nm is greater than nf ie if the level of metabolite 
associated with the new level of production is greater than the level of the same 
metabolite associated with the previous time step’s fed intake.  If τ is set equal to k’/k, 
equation 7.64 may be re arranged as follows: 
 
 τ (dnf/dt) + nf = nm         equation 7.65 
 
At time t = 0 at the onset of lactation, the increase in intake in megajoules associated with 
lactation is N where N is given by the value of nm for this first time step, ie: 
 τ (dnf/dt) + nf = N         equation 7.66 
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Under the model’s assumption that production precedes intake (and in fact drives it), at 
this first time, t=0, no food is utilised for milk production so that nf = 0 and then the 
solution to equation 2 becomes: 
 nf = N(1-e-t/τ)          equation 7.67 
 
This equation predicts the response in food intake (nf) for an increase in milk output (N) 
will increase asymptotically to N as time tends to infinity, where nf = N ie food intake 
equals feed demand.  The rate at which the curve approaches the asymptote is determined 
by the value of the time parameter τ which thus dictates the time delay between energy 
demand and energy supply.  The term -N e-t/τ represents the difference at time t in the 
energy demand for milk and that provided by feed:  if this is negative, it leads to 
mobilisation of body reserves, if positive to deposition of body tissue.   
 
With appropriate conversion factors, equation 7.67 can be expressed in terms of the 
energy value of food and milk: 
 F(E) = M(E)*(1-θ)         equation 7.68 
Where:         
 θ   =  e-t/τ  and is the delay parameter 
   F(E)  = the energy value of food          
 M(E) = energy value of milk 
      
For a series of time steps, i=1,2,3....t, during the lactation of length t, with a change in 
potential milk yield at each time step the energy demands for potential milk production 
can be defined as: 
              t 
 AMElctn (t) =  ∑ (MElctn t-i+1 – MElctn t-i ) * ( 1-θmi )        equation 7.69  
             i=1 
 
Where: 
  AMElctn(t) = the energy value of the appetite of the cow at time t in 
MJ/day for lactation  
 MElctnt = ME demand for potential lactation in MJ/day 
 θm  = delay parameter for milk yield 
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At each time step, the energy demand for milk production is determined by the potential 
milk yield for that time step, while the appetite that this demand generates is a function of 
each preceding day’s potential energy demand multiplied by 1- the delay factor to the ith 
power.  Bywater (1976) estimated that for a daily time step, the value of  θm was 0.97.  
Thus, the effect of the above expression is that the most recent time step’s energy demand 
has the smallest effect on today’s appetite with progressively earlier time steps having a 
greater and greater influence.   
 
The energy demand for skeletal growth and pregnancy can be treated in a similar way so 
that the appetite driven by the demand for potential skeletal growth is: 
 
                 t 
 AMEskgwth(t)  = ∑ (MEskgwth t-i+1 – MEskgwth t-i ) * ( 1-ωi )        equation 7.70 
                      i=1 
Where 
 AMEskgwth(t)  = the energy value of the appetite of the cow in MJ/day as 
driven by  potential skeletal growth 
   MEskgwth(t)  = ME demand for  potential skeletal growth in MJ/day 
             ω = delay parameter for skeletal growth =  0.98 (Bywater 1976) 
 
Similarly, for pregnancy: 
               t 
 AMEpreg(t)  = ∑ (MEpreg t-i+1 – MEpreg t-i ) * ( 1-ωi )    equation 7.71 
              i=1 
 
Where 
 AMEpreg(t)  = the energy value of the appetite of the cow in MJ/day as 
driven by  pregnancy 
    MEpreg(t)  = ME demand for  pregnancy in MJ/day  
              ω = delay parameter for pregnancy =  0.98 (Bywater 1976) 
 
Within the model, the delay in the appetite response to changes in the demand creates an 
energy deficit in early lactation.  Thus the energy that the cow “desires’ (appetite) is less 
than that needed for her to meet her potential milk and growth production.  This may also 
arise if the grazing part of the model (see later) imposes constraints on the amount of 
material that can be eaten.  Following from Bruce et al (1984) maintenance and 
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pregnancy are assumed to be obligatory energy demands.  The energy deficit is thus split 
between the discretionary outputs of lactation and growth.  Within this division, growth is 
assumed to be skeletal (ie lean tissue accretion) until the animal’s maternal standard body 
weight is equal to its normal weight (NW).  At this point, further growth is assumed to 
consist of fat deposition.   
 
For the first time step, it is assumed that the cow will lose 1kg of body weight and that 
this has a NE value of 19MJ/kg (Alderman and Cottrill 1993).  This generates a demand 
equivalent to the ME energy required to replace this loss of body weight which is thus 
calculated as 19/kg from equations 7.19 and 7.20.  For subsequent time steps, the demand 
is equal to the ME value of the energy deficit from the previous day (as the model has a 
daily time step, the energy deficit cannot be calculated instantaneously but only after the 
solution of the energy intake less energy demand equation for each day).  The ME 
demand arising from the energy deficit, can only be met through changes in intake and so 
the ME value of the energy deficit is corrected by multiplying by CL and by ff as above 
(equation 7.63).   The energy demand thus created from the energy deficit changes over 
time and thus is subject to the same appetite response delay as lactation, pregnancy and 
skeletal growth.  Thus the final component of appetite is derived from this demand and 
calculated as: 
                  t 
 AMEdeficit(t)  = ∑ (MEdeficit t-i+1 – MEdeficit t-i ) * ( 1-ωi )   
e nquatio  7.72 
                i=1 
Where 
 A ue of the appetite of the cow in MJ/day as 
  ficit in MJ/day 
ω = delay parameter for energy deficit = 0.98 
ppeti (t) = MEmain ) + AMElctn( (t)  + A Epre     
                  equation  7.73 
 
 
 
MEdeficit(t)  = the energy val
driven by  the energy deficit 
  MEdeficit(t)  = ME demand from the energy de
 
 
The total appetite is thus the sum of: 
A te t(t t) + AMEskgwth M g(t)  +  AMEdeficit(t)  
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Thus within the model, maintenance, pregnancy, potential skeletal growth and lactation 
create an energy demand which is expressed through the total ME needed to satisfy all 
the energy requirements of the cow.  The individual energy demands create an appetite, 
but changes in the appetite lag behind changes in the energy demand.  The difference 
created between demand and appetite results in an energy deficit in early lactation and 
this deficit in turn stimulates an increase in the appetite of the cow – subject to the same 
delay characteristics as occur between the other components of energy demand and 
appetite.  In later lactation, the same mechanism creates an energy surplus.  Thus, in early 
lactation, the energy deficit so created, is independent of the nature of the sward and the 
grazing conditions:  even on an ad lib system of high ME pasture, the delay in the 
response of appetite to the increased in demand will create an energy deficit.  The nature 
of the sward and the grazing conditions may then exacerbate this and this is explored in 
the grazing part of the model.   
 
The energy deficit created within the model is calculated in terms of the difference in the 
ME eaten and the ME required:  thus it is expressed in terms of ME.  The intention in the 
present model was to apportion the energy deficit increasingly to milk yield as lactation 
continues as used by Sorensen (de Vries et al., 1999; McGuire et al., 2004) so that in the 
early stages of lactation, milk production is preserved at the expense of weight loss but 
this reverses as lactation progresses.  To do this it is necessary to convert the energy 
deficit in ME into the equivalent energy deficit in NE so that this can be apportioned to 
milk and weight using the appropriate efficiency constants for the conversion of ME to 
NE.  A simplified version of the approach used by Bruce et al (1984) was adopted 
whereby it was assumed that the cow would always have sufficient energy supply to meet 
maintenance and pregnancy.  In apportioning the energy deficit, four scenarios are 
considered by the model. 
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Negative energy deficit and cow in milk 
 
The energy deficit is comprised of the energy deficit from potential milk not produced 
and the energy deficit from reduced potential growth.  Thus, remembering that NE/ki is 
equivalent to ME gives: 
    
           (NEdeficit_lactationn(t) / kl) + (NEdeficit_growth(t) / kg) = Energy deficit in MJ  
                   of ME at time t 
            equation 7.74 
 
Neither of these energy deficits on the left hand side can be derived directly within the 
present model, but from Sorensen et al (1992): 
 
 (NEdeficit_lactation(t) ) / (NEdeficit_growth(t)) = af(t)    equation 7.75 
 
Where:  af(t) is the ratio of the total energy deficit (in NE) that is from lost potential milk 
production (in NE) to that from lost potential growth (in NE).  Sorensen et al (1992) 
equated this to:  0.9 + 0.06*t/7  where “t” is days from the start of lactation.  The quantity 
“af” ranges from just under 1 at the start of lactation to approximately 3.5 at day 300 of 
lactation.  Thus initially, the milk and growth deficits are approximately equal but as 
lactation continues, so the milk deficit becomes larger than the growth deficit, until at day 
300 the milk deficit is 3.5 times the growth deficit. 
 
Then solving equations 7.74 and 7.75 for NEdeficit_growth gives: 
 NEdeficit_growth(t) = Energy deficit(t) in ME * kl * kg / ((af(t) * kg)+kl) 
            equation 7.76 
 
The terms on the right hand side are all available within the model so NE deficit for 
growth can be calculated.  Then rearranging equation 7.75 gives: 
 
 NEdeficit_lactation(t) = af(t) * NEdeficit_growth(t)     equation 7.77 
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This represents the short fall in NE.  The amount of ME that would be required to make 
up this short fall and which therefore contributes to the appetite of the cow is a function 
of what that NE is used for.  Thus, remembering that energy deficit is negative: 
 
 MErequired = (-NEdeficit_growth(t) / kg) + (-NEdeficit_lactation(t) / kl) 
           equation 7.78 
 
Where NEdeficit_growth is defined by equation 7.76 and NEdeficit_lactation is defined 
by equation 7.77. 
 
As well as stimulating appetite, the energy deficit leads to a change in milk production 
and body weight.  Following on from AFRC (Alderman and Cottrill 1993), the NE value 
of 19MJ/kg of liveweight loss is assumed and the net energy value of milk, EVl is as 
defined earlier (equation 57).  Then, if the energy deficit is negative and the cow is 
lactating the change in milk yield and body weight is calculated: 
 
 MYchange(t) = NEdeficit_lactation(t) / EVl      equation 7.79 
 
And: BWchange(t) = NEdeficit_growth(t) / 19      equation 7.80 
 
Where:    MYchange(t) is the change in the milk yield in kg of liquid milk at time t, 
and  
    BYchange(t) is the change in the body weight at time t 
 
Negative energy deficit and cow not in milk 
 
In these circumstances, the entire energy deficit is apportioned to change in body weight 
as there is no milk secretion.  Thus: 
 
 NEdeficit_growth(t) = Energy deficit(t) in ME * kg      equation 7.81 
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Then MYchange(t) is zero and BWchange(t) is defined as for equation 7.80. 
 
Positive energy deficit and cow in milk 
 
In equation 7.75, the calculation of af(t) as the ratio of NEdeficit_lactation to 
NEdeficit_growth determines the apportioning of an energy deficit.  When there is an 
energy surplus, as lactation progresses so more and more of that surplus is directed 
towards weight gain rather than an increase in milk yield.  Thus under conditions of an 
energy surplus, af(t) is replaced by 1/af(t) so that as lactation continues, the proportion of 
the energy surplus that leads to milk yield gain, decreases.  Thereafter, calculation of 
NEdeficit_lactation and NEdeficit_growth are as in equations 7.76 and 7.77.  
MErequired(t) is by definition zero as the cow is in energy surplus.  Correspondingly, if 
the cow is in energy surplus then it follows from the structure of the model that the 
potential growth and milk yields have been met.  In these circumstances, Bruce et al 
(1984) and Sorensen et al (1992) used a value of 38MJ/kgbody weight gain to account for 
the greater fat content of tissue gain in this situation.  However, in the present model, 
potential milk yield for day ” t” is a function of alveolar population dynamics at an 
energy flux of one subject to the energy status of the cow at day “t-1”.  Thus, if the 
energy status of the cow on day “t” exceeds that of day “t-1” then the alveolar population 
can secrete more milk than predicted.  For this reason, the milk yield is allowed to 
increase if the cow is in an energy surplus.  The value of 1kg of body weight gain is 
assumed to be EVg unless the standard body weight of the cow is at or over her normal 
weight when a value of 38MJ/kg is used.  
 
 Positive energy deficit and cow not in milk 
 
In these circumstances, the entire energy deficit is apportioned to change in body weight 
as there is no milk secretion and equation 7.81 (with kg at the appropriate value for a non 
lactating cow) is used to predict the NEdeficit_growth(t).  NEdeficit_lactation(t), 
MErequired(t), and MYchange(t) are all zero.  Body weight change will consist of gain 
(as the cow is in energy surplus) and so, if the standard body weight is less than normal 
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weight, an energy value of EVg NE/kg is used.  Above normal weight, further gain is 
assumed to consist mostly of fat and a value of 38MJ/kg is used. 
 
7.2.4 Calculation of actual body weight and milk yield  
 
Within the model, potential milk yield and body weight have been used to calculate a 
potential energy demand and thence to predict appetite.  Appetite is further constrained 
through the grazing part of the model (see below) and the resultant actual intake is what 
the cow eats.  The difference between potential energy demand and actual intake leads to 
an energy deficit (which may be positive or negative).  This is then apportioned to body 
weight or lactation.  As body weight change may be either positive or negative, and as the 
change in body weight so calculated includes the effects of skeletal growth and tissue 
metabolism, the resultant change in body weight on a daily basis is given by: 
 BW(t+1) = BW(t) + BWchange(t)                             equation 7.82 
Where:   
 BW = maternal body weight in kg 
 BWchange = change in BW which may be positive or negative. 
 
The calculation of the energy deficit allows estimation of the cow’s current energy status, 
E.  Following on from equation 25 and defining E in terms of the energy flux of the cow: 
 E(t) = N(t)/Nu (equation 7.25) 
Where: 
 N(t) = Appetite(t)  
 (equation 7.73) 
 Nu = the sum of the maximum values for each individual energy flux 
through the model: lactation, pregnancy, maintenance, growth and 
tissue mobilisation. 
 
Actual milk yield is calculated using the udder model, but setting the energy status to the 
actual value of the energy status for the cow on that day.  Equations 7.47 to 7.52 calculate 
the appropriate values for k1,k2,k3,k4,k5 and L and equations 7.35 to 7.46 calculate the
values of k,c,w
 
 6,w7,q6,q7,l6,l7,A,Q and I.  I represents the NE value in MJ/day of milk
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production and is converted to kg of liquid milk by dividing by EVl.   It has been 
calculated for the cow at the energy status E, where E has been determined on the basis of 
potential milk production.  Thus the actual milk production is calculated as (I/EVl) plus 
the proportion of the energy deficit apportioned to milk yield.(MYchange).   
 
Thus the model predicts that appetite and so intake will lag behind energy demand and 
this is illustrated in Figure 7.10 below, which shows a lag of approximately 40 days for a 
500kg cow fed to appetite and compares well with estimates from the literature of 40-60 
days (de Vries et al., 1999; McGuire et al., 2004). 
 
Figure 7.10: Days since calving verses metabolic energy demand and appetite for a 500kg 
dairy cow fed to appetite 
 
 
0 50 100 150 200 250 300 
60 
80 
100 
120 
140 
160 
180 
200 
220 
Days since calving
ME requirement (MJ/day 
ME requirement from energy demand compared to appetite
Appetite 
ME demand 
 
  
The figure shows that in early lactation appetite, which is what the cow desires to eat, 
lags behind her actual ME demands before catching up and then exceeding demand in 
later lactation as a result of the inertia of the system of equations used in the model to 
represent the lag in intake and consequent energy deficiency observed. 
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 For a 500 kg cow fed ad lib from good quality pasture, this translates into a lag between 
peak DMI and actual milk production of 20-30 days which compares well with estimates 
of approximately 30 days based on calculation of DMI and milk yield from regression 
based equations (Vazquez & Smith, 2000) and is illustrated in Figure 7.11. 
 
Figure 7.11:  Combined plot of days since calving verses actual milk yield and dry matter 
intake for a cow as detailed in the text 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
Further graphical output from the model is presented during discussion of validation of 
the model against data sets obtained from the literature. 
7.3. Grazing model 
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Having discussed the approach adopted towards the physiological influences on dry 
matter intake and production, the influence of the interaction between the cow and the 
pasture during grazing will now be considered. 
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7.3 The Grazing Model 
 
7.3.1 Model structure 
 
Daily pasture intake in kgDM/cow/day is a function of intake rate in kgDM/minute * 
grazing time in minutes / day (Allden & Whittaker, 1970).  In turn these quantities are 
determined by the interaction of a number of factors including  (Parsons et al., 1994b; 
Penning et al., 1995): 
 Sward characteristics such as pasture composition, pasture height, bulk 
density. 
 Animal characteristics such as muzzle size, method of harvesting (sheep 
verses cows). 
 Nutritional constraints affecting digestion and processing of the herbage. 
 Appetite constraints affecting the drive to eat as discussed above. 
 Behavioural characteristics and response of the grazing animal. 
 
In turn, intake rate can be defined as bite mass * bite rate (Hodgson & Brookes, 1999). In 
this context, “bite” involves both prehension - the collection and severing of the sward 
and its intake into the bucal cavity – and mastication, the initial chewing and swallowing 
of the food.  There is a relatively fixed, species specific time cost associated with 
prehension which is largely independent of the bite mass.  In turn, mastication time 
increases closely with bite mass (Parsons et al., 1994a).  This leads to an inverse 
relationship between bite mass and biting rate and to smaller bites being handled less 
efficiently because of the larger relative fixed costs of prehension (ibid.).  Thus where 
pasture availability is low, animals have a limited ability to maintain intake rate by 
increasing bite rate, because of the fixed time costs associated with prehension.  
Consequently, although there is a decrease in mastication time associated with a smaller 
bite mass, the resultant increase in bite rate is insufficient to compensate for the smaller 
bite mass.  In this way, the rate of intake of grazed pasture is dominated by the pasture 
mass available, with neither increases in biting rate nor grazing time being sufficient to 
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compensate for the decrease in bite mass (Hodgson and Brookes, 1999).  This is 
illustrated in Figure 7.12. 
 
Figure 7.12: The relationship for cattle between sward height and a) intake per bite, b) rate 
of biting, c) grazing time and d) daily herbage intake, illustrating the dominant influence of 
intake per bite and herbage mass on daily herbage intake (from Hodgson, 1990) 
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Bite mass tends to increase with sward height because animals concentrate their grazing 
activity in layers containing mainly leaf material and the leaf layer is deeper in a longer 
sward (ibid.).  Thus they have a greater bite depth in the longer sward and so a higher bite 
mass.  In the spring, leaf growth tends to be more erect and canopy height greater so that 
bite depth and mass are greater than on pastures of equivalent digestibility in the summer 
and autumn (Brereton et al., 2005).   
 
However, while sward height is closely related to bite mass, different swards with a 
different density and structure will have a different form to that relationship.  Thus in 
reproductive pastures, the increase in pasture height will be associated with an increase in 
the range of digestibility of the pasture components encountered by the grazing animal.   
Discrimination between pasture components by the grazing animal will result in the diet 
selected having a greater digestibility than the pasture on offer, but the time required for 
selection mean that intake per bite, rate of biting and rate of intake all tend to fall as the 
intensity of selection increases.  This is particularly so for sheep which tend to be more 
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selective than cattle (Hodgson and Brookes 1999).  Equally, differences in sward 
structure and density between rotationally and continuously stocked grazing systems 
mean that comparisons based solely on sward height are misleading (Brock & Hay, 
1996).    
 
The pasture species within the sward affect intake through both the mechanics of 
prehension and digestion with Edwards et al (1995) reporting that the intake of sheep on 
clover swards was greater than on perennial ryegrass largely because of a decrease in the 
mastication time for clover compared to grass.  The overall effect on intake was 
dependent on the animals physiological status with rapidly growing and lactating animals 
increasing overall intake on clover monocultures because,  despite a decrease in grazing 
time, bite size increased proportionately more (Penning et al., 1995).  The lower cell wall 
content and lower ratio of length to width of the structural fibers reported by Hendricksen 
and Minson (1980) for clover means that it offers less resistance to chewing and break 
down than grass and this may partially explain the higher intakes observed with clover in 
indoor studies and the higher intake rates seen in outdoor studies.  Reduction in the 
mastication and processing time for clover is also supported by the work of Sekigawa et 
al (1988), who found that under conditions of unrestricted intake, as the % of clover in a 
mixed, low quality sward increased so time spent eating and number of bites per day 
increased.  However, rumination time, number of boluses ruminated per day, and number 
of ruminal chews all decreased.   Interestingly, in trying to determine the origin of the 
dietary preference of sheep and cattle for clover, (Cosgrove et al., 2002) concluded that it 
was not due to the higher nitrogen content of clover and suggested that ease of chewing 
may be a more important factor.  
 
7.3.2 Diet selection 
 
Dietary selection and preference also play a role in the diet consumed.  Preference relates 
to the choice the animal would make in an adlib situation, whereas selection refers to the 
diet actually consumed when preference is constrained by the grazing and management 
environment.  Cattle are less selective than sheep, but the diet consumed by grazing 
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ruminants is usually of a higher digestibility than the total pasture on offer (Hodgson and 
Brookes 1999).  However, it does not necessarily follow that this is the result of active 
selection by the animal.  Rather, a degree of selection will occur passively when the 
pasture components are not distributed uniformly through the vertical structure of the 
sward and the animal grazes the upper horizons of the sward.  The apparent selection of 
green leaf compared to stem and dead material (L'Huillier et al., 1984) may equally 
reflect the relative distribution through the grazing horizon and differences in the 
structural strength and sheer forces required to ingest leaf as opposed to more lignified 
material (Hendricksen & Minson, 1980).   
 
Selection occurs at two distinct levels.  Firstly there is selection for a particular area to be 
grazed, based for example on topography, herd dynamics, avoidance of fresh excretal 
patches, fear of predation  and the interplay between the environment and the thermal and 
social comfort of the cow.  Secondly, there is selection as to the placement of each bite at 
the site chosen (Newman et al., 1995).  When the sward components are spread 
uniformly through the pasture, at high stocking rates cows are unable to exercise dietary 
preference as the driver for herbivory is ensuring adequate dry matter intake (Cosgrove et 
al., 2002) and all elements of the pasture are equally harvested.  As stocking rate falls the 
opportunity to exhibit dietary preference increases.  At the bite scale, cattle are less 
discriminatory feeders than sheep and if clover (for example) is uniformly distributed 
through the sward, cattle will be unable to express this preference:  each mouthful will be 
the same as the next.  However, if the clover is clumped together, they will be able to 
exercise interpatch selection and graze selectively from the clover patches.  At high 
stocking rates, when all the available pasture is eaten in the time allowed ie intake is 
limited by grazing time (Schwinning & Parsons, 1999) average intake of clover and grass 
per cow will still be unchanged.  However, at lower stocking rates, when there is the 
opportunity for “luxury feeding “  and intake is limited by factors other than the need to 
maximise dry matter intake (Marotti et al., 2002), cattle will graze preferentially from the 
clover patches and subsequently from the remaining grass.  Work where cattle have the 
opportunity to chose from monocultures of ryegrass and clover offered side by side, 
 343
suggest that this can increase intakes over and above what will be eaten from an 
equivalent homogenous mixture (Marotti et al., 2002).  See Table 7.2. 
 
Table 7.2:  Effects of different pasture arrangements on dairy cow dry matter intake and 
milk production (Marotti, Chapman et  al. 2002) 
 
 
 
   Treatments    Statistical 
significance 
Measurement Data 
set 
Clover 
alone 
Ryegrass 
alone 
Mixture 
(20% 
clover) 
Ryegrass 
+ clover 
side by 
side 
 
   
     Total Ryegrass Clover  
Estimated 
DMI 
(kg/day) 
Dairy 
cow 
trial 
21.2 16.9 18.6 21 3.5 17.5 ND 
Production 
(kg lqd mlk 
/day) 
Dairy 
cow 
trial 
24.2 18.6 21.3 23.3 - - P<0.001 
 
Animals offered a choice had higher DMI and production than animals given a 
conventional mix and very nearly as high as animals on pure clover.  When sheep or 
cattle were allowed to freely choose between both clover and grasses within the same 
sward, most meals were made up of a mixture of these two species and were often longer 
than they would be if monocultures were grazed (ibid.).  The importance of animal 
behaviour in maximising intakes is further underlined by work showing that sheep have a 
diurnal preference for diet selection, starting with higher clover in the morning and 
switching to ryegrass in the afternoon (Cosgrove et al., 1999).  
 
Prediction of intake as pasture composition varies is made difficult by the differences 
between indoor and outdoor feeding trials and those involving sheep with those using 
cattle.  Studies on sheep have shown a preference for approximately 70% clover in the 
diet  (Penning et al., 1997), even though this may equate to a lower total intake than a 
pure clover diet  (Parsons et al., 1994b).   There is more limited work with cattle but 
Harris et al. (1998) showed that when indoor dairy cows were fed ad lib, intake was 
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greater for cattle fed 50 and 80% clover compared to cattle fed 0 or 20% clover.  
However, there was no difference if intakes were restricted.  Thus, Chapman, Parsons et 
al. (1996) proposed that under conditions of restricted grazing time, clover dense swards 
may benefit the animal by increasing dry matter input rate.  However, under conditions of 
unrestricted grazing, the animal may “chose” to reduce the time spent grazing as the 
clover % increases.  This may be influenced by the physiological status of the animal.  
This has led to the idea that animals when fed ad lib do not simply seek to maximise their 
intake of nutrients but rather they seek to maximise their overall fitness through eating an 
“appropriate” mix (Newman et al., 1995; Thornley et al., 1994).  
 
Thus the combination of low stocking rate, and a high percentage of clover which is 
distributed in large clumps can potentially alter the nitrogen dynamics though changes in 
the total dry matter eaten and the composition of the diet and on a longer time scale 
through changes in local soil nitrogen levels and associated nitrogen losses.  This 
relationship between heterogeneity and spatial distribution of components was further 
developed by Laca (2000) who concluded that there were two aspects of importance in 
spatial heterogeneity in terms of animal/plant interactions.  Firstly, the amount of 
variation and the effect that the scale of measurement has on this (ie differences at the 
small scale may disappear as the scale enlarges:   distance lends enchantment) and 
secondly, the spatial arrangement of the variation.  The effect is that as the scale (at 
which the effect is measured) increases relative to size of the effect, so variance 
measurable at the small scale decreases and the rate of this decline is influenced by the 
spatial distribution of the variableness:  a random distribution of variability leads to a 
much quicker decline in the variance as the scale increases.  A non random distribution ie 
clumps, maintains a near similar degree of variance (only decreasing slightly) even as 
block size or scale of measurement increases.  Thus heterogeneity and the opportunity for 
a grazer to select from different patches depend on the spatial distribution of these 
patches and the scale at which animals notice differences between patches:  ie how much 
they aggregate appearances. 
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Spatial heterogeneity is therefore scale dependent:  the botanical composition of a sward 
may be highly heterogeneous at the small scale (high resolution) but this may disappear 
when the resolution used is lower ie at the larger scale. For a dairy cow, the scale of 
measurement is a function of the approximate area of a bite (0.005m2) (Parsons et al., 
1994a) and the scan width of the animal (0.1m) (ibid.) which are the same order of 
magnitude as small clover patches in an intensively grazed dairy sward.  Thus, within the 
present model and arguing from Laca (2000) small clumps are not large enough to 
maintain heterogeneity from the cows’ point of view.  For a grazing herbivore the fractal 
nature of the distribution of resources may mean that resource density effectively declines 
as the scale of the search increases as the number of times that a patch with "no or only 
partial clover in it" is found increases. 
 
Moreover, on a commercial dairy farm animals seldom have the opportunity to satisfy 
this preference from a typical clover/ryegrass mix because of the low proportion of clover 
present - typically less than 20% - (Marotti et al., 2002) and the limited time for grazing 
(Waghorn & Clark, 2004). Thus these animals are unlikely to be truly eating “ad lib” but 
in reality to be grazing relatively non specifically to maximise intakes:  expression of 
preference between areas of grazing (clover vs grass clumps) will be minimal but there 
will still be the desire for selection within the local feeding station where possible.    
 
Within the present model, the intrinsic drivers for heterogeneity in the sward population 
are captured through the variations in the growth rate with the residual (see pasture model 
for details).  Heterogeneity of sward composition – clover/grass – is expressed as an 
average composition for the sward.  The major extrinsic driver for spatial heterogeneity 
in terms of clumping is the uniform harvesting of grass from across the paddock coupled 
with the random and localised return of nitrogen in excreta thus creating different patch 
classes:  excreted on and not excreted on which differ in their soil mineral nitrogen status 
and with further division of the excreta patches into separate classes based on the 
proximity in time of the excretion event   These patch types function as separate entities 
in terms of grass/clover composition and for the functions of assimilation, growth, 
herbivory and nitrogen dynamics.   Within the model, cows exhibit a preference between 
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patches and this is discussed further in the section on urine and dung patches within the 
model (Chapter 8).  Grazing depth  has been reported to be limited at the height of the 
pseudostem (Parsons et al., 1994a) and the average height of the pseudostem is assumed 
to coincide with the horizon in the profile where leaf content is 0.5 of grass herbage mass.  
Within the model this was assumed to equate to the basal layer of dead material (Milne et 
al., 1982)  Thus cows will graze across the paddock, exhibiting preference between 
patches (see Chapter 8),  and grazing in the horizon between the top of the pasture and 
the basal layer (500kgDM/ha, (ibid.)).  Only if pasture mass is less than 500kgDM/ha will 
the cows in the model extend their grazing into the basal layer.   
Within each class of patch, selection for clover is expressed by the grazing animal using 
the approach adopted by Schwinning and Parsons (1996a).  This approach (and for details 
see later) predicts that daily rates of intake for clover and grass will depend upon the total 
and relative abundance of each in the pasture and on the fractional choice, Ti.  Total 
abundance of component i is described in terms of pasture density (kgDM/ha) of 
component i and relative abundance is described as the proportion of component i in the 
pasture.  Thus, depending on the size of the plants - expressed through their leaf area 
index as m2(leaf)/m2(ground) - a pasture may have a high total abundance, but a low 
relative abundance and vice versa.   The function ensures that neither species can be eaten 
to extinction and it ensures that intake of each component is influenced by the abundance 
of the other.  For the animal, the optimum pasture is one where the favoured plants are 
present in sufficient number and at sufficient size so that neither composition nor pasture 
density limit intake.  Under these conditions, when both the percentage composition of 
the sward and the amount of clover present allow, animals take clover and grass in their 
“desired”ratio of 70:30.  However, when the combined density is high ie there is a lot of 
plant material in the paddock, but the amount of clover falls (either because of a relative 
decrease in the percentage of clover present or because the clover plants are smaller), 
they are unable to defend this selection and the amount of clover consumed per bite 
decreases.  The extent to which they can defend this choice depends on the absolute 
quantity of clover present:  that is on both the number of clover plants and on their size.  
At a higher leaf area index, grazing herbivores  are able to defend this partiality over a 
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greater range of relative clover abundance.  This can be visualised as larger leaved 
clovers being easier to find.   
 
Figure 7.13:  Theoretical relationship between percentage clover in the pasture and 
percentage clover within the diet as used within the current model.    
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However, at some point (dependent on relative and absolute clover density), selection is 
“given up” and the animals eat less of the “desired” component and more of the 
alternative.  Preference is defended over a narrower range of relative clover abundance 
when the plants are small, while the predilection is defended over a wider range of 
relative abundance when the plants are larger.  This is illustrated in Figure 7.13 
 
 7.3.3 Animal response to pasture heterogeneity 
 
Compared to sheep, cattle have a greater intake rate per unit weight.  A small part of this 
is because of a larger bite mass for cattle but the major effect is a lower number of 
“prehending” and masticatory bite movements per intake bite in cattle compared to sheep 
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(Penning et al., 1995; Penning et al., 1997).  Cattle may also ruminate less than sheep so 
that total processing time per kgDM of ingested feed is reduced (Stockdale, 1987).  Thus, 
whereas for sheep a change to a diet higher in clover may considerably reduce the 
processing time required, the implication for cattle is that such a change will make less 
difference (as cattle have a reduced processing time compared to sheep anyway) and this 
has been advanced as one reason why sheep maintain their preference for clover for 
longer. 
 
The amount of time spent grazing is the other component with intake rate that determines 
daily intake of grazed pasture and it represents a major buffer in the regulation of intake 
in the face of variation in pasture composition, quality, quantity and animal demand 
(Allden & Whittaker, 1970).  However, Kolver et al (2002) pointed out that modern dairy 
cows, highly selected for milk production cannot satisfy their energy demand from grazed 
pasture alone.  The delay in their appetite response discussed above means that they do 
not increase either their grazing time nor their rate of biting sufficiently to meet their 
energy demands in early lactation (Thorne et al., 2003).  Allden and Whittaker (1970) 
reported that cows were reluctant to increase their grazing time (ie excluding rumination) 
to more than 600-700 minutes per day and Forbes (1986) gave a maximum duration of 
grazing of 800 minutes per day.  These values are in close agreement with the 10 hours 
per day of active grazing reported by Brereton et al (2005).  In extreme situations when 
pasture availability or quality is very low, it has been suggested that the energy costs 
associated with grazing under these conditions outweigh the benefits derived from 
grazing and that the animals may consequently reduce the time spent grazing or even 
cease altogether (Chacon & Stobbs, 1976).  
 
Environmental factors such as heavy rain or snow cover may also influence the time 
spent grazing.  There is some evidence that lactating cows reduce ruminating time in 
favour of increased grazing time compared to non lactating cows, but that this is at the 
expense of digestive efficiency so partly reducing the advantages of higher dry matter 
intake (Gibb et al., 1999).  As yet poorly identified behavioural constraints will also 
influence the time spent grazing.  For example, the sight or sound of calves will stimulate 
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a reduction in grazing and apparent “separation anxiety” in freshly calved cows if these 
have been separated from their calves, and cows under restrictive grazing systems (eg 
strip grazing over winter) will frequently stop grazing at relatively high pasture residuals 
in anticipation of the move to the next strip.  The onset of grazing behaviour within a 
group of cows also appears to have a social dimension with synchrony of the start of 
grazing bouts reported by Rook and Huckle (1995).  Within the context of a dairy farm, 
farm management practices will also influence intake by impinging on the natural 
preferences and behaviour of the cows.  Thus twice daily milking, by imposing a forced 
period of feed separation can lead to increased intakes either side of milking and the 
dynamics of individual cow social status within a large herd mean that cows milked last 
can experience a poorer quality sward than the first cows to return to the paddock after 
milking.  Outside these factors, cows tend to concentrate grazing into four periods, two in 
the early morning and two in the late afternoon  (Barrett et al., 2001; Lean, 1987).  This 
diurnal pattern of gut fill is consistent with the change in preference for grass compared 
to clover reported by Parsons et al (1994a) over a days grazing.  This may reflects 
changes in the digestibility of sward components during the day or a preference for 
rumination of more fibrous feed over night.  Choice of components has also been 
reported to increase overall intake, with -  as reported above -  sheep and cattle offered 
free choice of ryegrass or clover swards growing side by side consuming nearly 50% 
more dry matter per bout than animals offered only clover or grass (Marotti et al., 2002).   
 
The overall picture that emerges is one of considerable flexibility in the control of intake 
and in the response of intake to changes in the cows’ dietary and general environment.  
No one theory of intake regulation is sufficient to explain the observed response in intake 
and it is likely that this is actually the result of trade off between often conflicting 
demands (Rutter, 2006).  Whilst ad lib and indoor studies have tended to lay emphasis on 
digestive constraints on intake such as digestibility and rumen fill (Mertens, 1987), 
grazing studies, where intake is often considered to be restricted have highlighted those 
factors that reduce intake such as lack of grazing time (Parsons et al., 1994a).  However, 
within both model types, similar elements are used to control intake with, for example, 
digestibility influencing both the rate of entry of feed to the rumen (ingestion) and exit 
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from it (digestion).  Cattle in particular appear able to adapt their grazing behaviour – for 
example “giving up” their preference for clover and reducing mastication per bite 
referred to previously - to maximise instantaneous intake.  Whilst this response may be 
observed under certain circumstances, for example at high stocking rates when the cows 
first have access to a grazing break, as has been discussed there will be other occasions 
when cows will appear to forgo maximisation of intake.   This may arise from appetite 
delay or from behavioural responses but it suggests that the human analogy of a pie 
eating contest with dairy cows as the ultimate protagonists is an over simplification.  
Thus within the present model, whilst the drive for intake is derived from the energy 
demands and status of the cow, this is constrained firstly through an appetite delayed 
response and secondly through an ingestive model of intake where grazing characteristics 
such as pasture composition, and grazing time can potentially constrain intake as 
predicted simply from energy demands.  These elements of the model are largely 
empirically derived but the result is that even when the animal is at the nadir of energy 
deficit, it does not “choose” to eat all day.   This idea of a difference between optimum 
intake and maximum intake has been explored much more fully by Krebs and McCleery 
(1984) with the development of a cost: benefit approach to grazing, with energy intake as 
an obvious benefit but with associated costs such as reduced time for reproductive 
behaviour (estrus activity in dairy cows) and in an evolutionary context greater exposure 
to predators.  The concept of dietary responses that are the result of evolutionary 
adaptation no longer being appropriate for present conditions is well recognised in human 
medicine (Nesse & Williams, 1995).  
 
7.3.4 Grazing Intake Rate 
 
Following Woodward and Barioni (2006), the grazing model uses the idea that the 
instantaneous intake rate (IIR, g DM min-1) is a function of the bite weight (BiteW, g DM 
bite-1) and the time required for the intake of each bite, (BT, min bite-1).  In turn, BT is 
considered to be composed of prehension time (tp, min bite-1) and mastication time (tm, 
min g-1) thus: 
 BiteT=tp +(tm*BiteW)                   equation 7.82 
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Where: 
 BiteT = Bite time in min bite-1 
 tp = prehension time in min bite-1 
 tm= mastication time in min g-1 
 
Then: 
 BiteR= 1/[tp + (tm*BiteW)]        equation 7.83 
Where: 
 BiteR = bite rate in bites min-1 
And: 
 IIR = BiteW/[tp+(tm*BiteW)]       equation 7.84 
Where: 
 IIR = instantaneous intake rate in g DM min-1 
 
Once the bolus of pasture (BiteW) has entered the rumen in time BiteT, it must be further 
processed by rumination.  This requires regurgitation into the mouth and further chewing, 
during which time additional grazing is not possible.  The rumination time (RT, detailed 
later) associated with this is added to BiteT to obtain the total time required for each bite. 
  
Dairy cows must divide their time between activities such as grazing, ruminating, resting, 
walking and milking and the time allocated to these activities will depend on the cows’ 
physiological state and energy requirements as well as upon the quantity and quality of 
the available pasture.  In particular, animals with a high energy demand will reduce their 
resting time to achieve higher daily intake and rumination time increases as pasture 
quality declines  (Woodward & Barioni, 2006).  The determinants of intake thus change 
through time so that integration of the ingestive, digestive and energetic constraints to 
intake must take place instantaneously so that outcomes such as daily intake and grazing 
time can be calculated by integrating through time (ibid.).   
 
Pasture variables 
 
The pasture needs to be characterised in terms of the following variables: 
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 Dry matter availability (DMi) in kg DMha-1 of component i.  
 Metabolisable energy (MEi) content of component i in MJ ME kg-1.  For pasture 
this is assumed to be the initial average value of the component cut to ground 
level as the degree of utilisation is not known a priori. 
 Mastication requirement (MUi) of i  in MU kgDM-1.   
 Rumination requirement (RUi) of i in RU kg DM-1. 
 
The masticatory and digestion requirement of a feed is considered to be fixed and is 
analogous to the fill capacity of feeds in empirical models.  High quality, perennial 
ryegrass leaf (V), stem (S) and reproductive material (R) is assumed to have an MU of 1 
and a RU of 1, while clover has an MU value of 0.75, reflecting the observations of 
Sekigawa et al (1988) on the masticatory requirements of pasture components.    
Extrapolating from Woodward and Barioni (2006), the following values for MU and RU 
for the pasture components of the model were suggested: 
Component Value of MU Value of RU 
V 1.00 1.00 
R1 1.00 1.00 
R2 1.00 1.04 
R3 0.0 0.0 
S1 1.00 1.04 
S2 1.00 1.04 
S3 0.0 0.0 
C 0.75 0.5 
D 1.0 1.5 
 
Animals of different classes then have the capacity to process MU and RU at different 
rates in units of  MU / kgLw / day and RU / kgLw / day respectively.   
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Animal variables 
 
The number of factors that influence intake has already been alluded to.  In this model, 
the following animal variables must be supplied: 
 
 The stocking density, N in animals per hectare of the paddock being grazed. 
 The standard body weight , BWstndt in kg of the animals (equation 7.14) 
 The physiological status of the animals in terms of lactation and pregnancy. 
 The average metabolic energy demand (MED) in MJ ME/day of the animals in 
the group.  This is calculated from their physiological status, maintenance 
requirements, growth, physical activity using equations from AFRC (Alderman & 
Cottrill, 1993) as detailed above. 
 The dietary preference for a component for that grazing species.  The pasture 
model is highly simplified and predicts that within a patch, the sward components 
are uniformly distributed in the horizontal plane.  However, within each class of  
patch  a dietary preference for clover, Tc, is allowed for in the model compared to 
the dietary preference for grass, Tv.  Tc + Tv = 1.0 and Tc is set at 0.7 
(Schwinning & Parsons, 1996a). 
 The mastication capacity of the animal, MUm, in MU per kg per day 
 The rumination capacity of the animal, RUm, in RU per kg per day 
 
7.3.5 Bite weight and composition 
 
Woodward and Barioni (2006) observed that bite mass/kg body weight is approximately 
linearly related to herbage mass in kgDM/ha (dry matter availability).  This suggests that, 
in the absence of dietary selection within the bite, the mass of a given component within a 
bite is proportional to the mass of that component within the sward being grazed.  Thus; 
 
  BiteWi is proportional to DMavailable 
Where: 
 BiteWi = Bite weight in mg DM/kgLW 
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 DMavailable = kgDM/ha available of component i 
 
So: 
 BiteWi = αi * LW * DMavailable       equation 7.85 
Where: 
 BiteWi = Bite weight in kg DM / bite 
 α = a scaling factor reflecting animal preference. 
  
Woodward and Barioni (2006) also used αi to indicate the animals’ preference for feed 
component i and ease of prehension due to its position in the sward, bulk density and 
physical structure.  Components that are easy to eat had high values of α, whereas low 
values indicated a less preferred component.  In the present model, this dietary preference 
was expressed between clover and grass, through the parameters Tv and Tc and between 
different classes of patch through the order in which they are grazed.    
 
However, others have found at high pasture availabilities, bite weight reaches a plateau 
and have suggested  a saturating, Michaelis-Menton relationship between herbage mass 
and bite weight eg Woodward (1997) and Black and Kennedy (1984).  In the present 
model, the relationship between herbage mass and bite mass was based upon this kind of 
saturating relationship: 
 BiteW= BWstnd * BiteWmax * DM/(DMhalf + DM)    equation 7.86 
 
Where: 
BiteW = bite weight in kg DM /bite 
BiteWmax = maximum bite weight in kg DM / kg LW, extrapolated  
 from Woodward (1997a) and  Brereton (2005) as 4.8 E-6 kg DM / 
kg BWstnd 
DM = current pasture availability in kg DM / ha 
DMhalf = pasture availability in kg DM / ha at half maximum intake,  
 extrapolated from Woodward & Barioni (2006) as 2000 kg DM / ha. 
 
This produces a Michaelis-Menten type relationship and is illustrated in Figure 7.14 
where it is compared to experimental estimations of bite weight at various pasture masses 
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using data from the literature (Betteridge et al., 1991; Jamieson & Hodgson, 1979; 
Mursan et al., 1989; Rook et al., 1994; Woodward & Barioni, 2006). 
 
Figure 7.14:  Relationship between pasture mass and bite weight using equation 7.86 
6
 
This saturating relationship shows good initial agreement with the data derived from the 
literature but in order to explore the expression of preference between clover and grass, it 
was combined with a preference equation derived from Schwinning and Parsons (1996a) 
as discussed earlier.  Using this approach bite mass is initially considered to be made up 
solely of clover and grass (ie V+R+S+0.28D),  with preference expressed through the 
factor Tc.   
 
    BiteWg= LW * Bitewmax *        DMg2          *   1 – Tc  *           DMc2            
               DMg2+DMhalf 2                        DMc2 + DMhalf 2 
            equation 7.87 
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      BiteWc= LW * Bitewmax *        DMc2          *   1 – Tv  *           DMg2            
               DMc2+DMhalf 2                        DMg2 + DMhalf 2 
            equation 7.88 
 
These equations are a modification of the Michaelis-Menton equation 7.86 and are 
derived from a paper modelling clover and grass populations within a grazed sward by 
Schwinning and Parsons (1996a).  The relationship between pasture mass and total bite 
weight will have a saturating form as predicted by equation 7.86 but will tend to have an 
“S” shape, with the points of inflection of the S determined by the values of Tc and Tg.  
Using this expression, the daily bite weight for each species depends upon the total and 
relative abundance of each species in the pasture and on the fractional preferences Ti.  
Total abundance of component i is described in terms of pasture density (kgDM/ha) of 
component i and relative abundance is described as the proportion of component i in the 
pasture.  Thus, depending on the size of the plants - expressed through their leaf area 
index as m2(leaf)/m2(ground) - a pasture may have a high total abundance, but a low 
relative abundance and vice versa.  As noted earlier, the function ensures that neither 
species can be eaten to extinction.  The bracketed term describes how the intake of each 
component is influenced by the abundance of the other.  For the animal, the optimum 
pasture is one where the preferred plants are present in sufficient number and at sufficient 
size so that neither composition nor pasture density limit intake.  Under these conditions, 
when both the percentage composition of the sward and the amount of clover present 
allow, animals take clover and grass in their “desired”ratio of 70:30.  However, when the 
combined density is high ie there is a lot of plant material in the paddock, but the amount 
of clover falls (either because of a relative decrease in the percentage of clover present or 
because the clover plants are smaller), they are unable to defend this preference and the 
amount of clover consumed per bite decreases.  The extent to which they can defend this 
preference depends on the absolute quantity of clover present:  that is on both the number 
of clover plants and on their size.  At a higher leaf area index, grazing herbivores are able 
to defend this preference over a greater range of relative clover abundance.  This can be 
visualised as larger leaved clovers being easier to find.  However, at some point 
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(dependent on relative and absolute clover density), preference is “given up” and the 
animals eat less of the “desired” component and more of the alternative.  Preference is 
defended over a narrower range of relative clover abundance when the plants are small, 
while the preference is defended over a wider range of relative abundance when the 
plants are larger.  This is illustrated in Figure 7.15 which shows the performance of 
equations 7.86 and 7.87 (sigmoidal) within the model in predicting the % of clover in the 
diet for a grazing herbivore on a pasture with a varying percentage composition of clover 
and grass at different leaf areas. 
 
Figure 7.15:  Results from the model for the effect of changes in sward composition 
(%clover and % grass) on the % clover in the intake of a grazing cow. 
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The figure indicates that over a range of leaf area the preference for clover is maintained 
but at the extremes of pasture composition, this preference is abandoned.  Thus in a near 
all grass paddock the percentage of legume in the bite is disproportionately small and in a 
near all clover sward, the percentage of grass in the bite is similarly disproportionately 
small.  The legend refers to the leaf area index of the clover and shows that for larger 
leafed clover plants, preference for clover is defended more compared to smaller leafed 
clover plants:  thus at 20% clover in the sward, if the pasture consists of the largest leafed 
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clovers, clover can still make up approximately 30% of the bite compared to 
approximately 10% for a pasture consisting of the smallest leafed plants.  Similarly, when 
the clover leaves have a large leaf area index and clover is more prevalent within the 
pasture than the target level (70%), discrimination - this time against a greater percentage 
than 70% in the bite - is possible over a greater range of clover prevalence than for small 
leafed plants.  This contrasts with a situation of constant discrimination for clover verses 
grass (Woodward and Barioni (2006)).  Under these conditions clover selection has a 
linear relationship based on absolute density within the sward and a selection coefficient, 
alpha.  For clover, Woodward used a figure of 1.22 E-9 compared to 1.0 E-9 for 
vegetative leaf.  The present alternative captures greater flexibility in the grazing animals’ 
response to sward composition in terms of clover and “grass” including changes in 
dietary preference and grazing strategy.    
 
Equations 7.87 and 7.88 also slightly alter the nature of the overall intake response to 
pasture mass because of its “S” shaped form.  However, over the range of pasture mass 
typically encounted under dairy pastoral systems the response is still very similar to that 
predicted by the Michaelis-Menton equation (equation 7.86) and this is illustrated in 
Figure 7.16. 
 
The model predicts that biting rate and grazing time will decrease with herbage 
allowance, and that herbage intake will have an asymptotic relationship with pasture mass 
as described by Hodgson and Brooks (1999) and reviewed earlier.  As an example, this is 
illustrated in Figure 7.17 
 
 359
Figure 7.16: Relationship between pasture mass and bite weight as predicted by the 
Michaelis-Menton relationship excluding the effect of preference (equation 7.86) and as 
predicted including preference (equations 7.87 and 7.88).  Data extracted from the literature 
are included for comparison (Woodward & Barioni, 2006). 
5
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The model predicts that bite rate decreases with increasing pasture mass as the processing 
time associated with each bite increases due to the greater herbage mass ingested and as 
the energy gained from each bite increases so decreasing the number of bites needed.  
The asymptotic relationship between bite weight and bite weight max (4.8e-
6kgDM/kgbody weight) means that at high pasture mass there is a lower limit to the 
number of bites as this maximum is reached, reflecting the physical limiting factors of 
mouth and throat size and the processing time required in digestion. 
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Figure 7.17:  Relationship between bite rate and pasture mass as predicted by the model for 
a 500kg dairy cow, grazing a mixed sward of 80% ryegrass, 20% clover  
Pasture mass vs Bite rate as predicted by model
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Data for dairy cows for the number of bites per day were available from Rook et al 
(1994) and from Barrett et al (2001) and comparison with the model is presented in 
Figures 7.18. 
 
The composition of the grass component of the bite is further divided between the grass 
state variables of the pasture model.  It is assumed that grazed material is not regrazed 
and that the other components are taken in proportion to their relative abundance in the 
sward.  Following from the dissection work of Milne, (Milne et al., 1982; Rook et al., 
1994; 1997b) and in accordance with the pasture model used, 28% of the dead material is  
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Figure 7.18:  Model prediction of number of bites per day compared to data from Rook et al 
(1994) and Barrett et al (2001) reported in Woodward & Barioni (2006)
 
 
considered to occupy the mixed grazed layer and 72% the basal layer.  This basal layer 
only becomes grazed if total pasture dry matter falls below 500KG DM/ha (Milne, 
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 Hodgson et al.  1982). This means that animals eat more of a particular component as its 
abundance in the pasture increases and also, when the abundance of alternatives 
decreases.   
 
7.3.6 Bite Energy 
 
Variation in the energy content of the pasture both horizontally and vertically is 
expressed through the different energy values assigned to the pasture state variables.  
Initial estimates of these were derived from Woodward (1987), Lean (1992) and Rook et 
al. (1994) and are included in Table 7.3 although these values  can be overwritten by the 
operator with data from local pasture samples.  
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Table 7.3: ME (MJ / kg DM) of pasture state variables 
Pasture state variable 
 
ME content (MJ/kg DM)
V 12 
C 11 
R1 11.3 
R2 10.3 
S1 10.9 
S2 9.7 
D 9.2 
 
Bite energy is then:  
 BiteE = ∑ MEi * BiteWi        equation 7.89 
                      i    
Where: 
 BiteE= Bite energy in MJ/bite 
 MEi = MJ of ME per kg DM of component i 
 BiteWi = Bite weight of component i in kg DM/bite  
 
7.3.7 Bite Time 
 
Within the model, bite time is considered to consist of search time, prehension time, 
mastication time and rumination time (Woodward, 1997).  On high quality, dairy pasture, 
search time is taken to be zero.  This is in agreement with Woodward (1997, 2006) and 
Spalinger and Hobbs (1992) and follows from the suggestion of Chapman et al.(1996)  
that dairy cows have limited opportunity to search between bites.  However, if a patch 
scale model were constructed then search time would need to be included  (Barrett et al., 
2001).  Prehension time was taken as constant at 0.011 mins/bite (Woodward, 1997a; 
Woodward & Barioni, 2006).  Mastication and rumination times in mins/bite were 
extrapolated from the same source as follows: 
 
 tmi = MUi/(MUm*BWstnd)        equation 7.90 
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 tri = RUi/(RUm*BWstnd)        equation 7.91 
Where: 
 tmi = mastication time for component i in days/kg DM 
 MUi = mastication requirement for component i in MU/kg DM 
           MUm = mastication capacity in MU per kg LW per day = 1/9.4 MU/kg 
LW/day (Woodward, 2006) 
      BWstnd = standard body weight in kg 
          tri = rumination time for component i in days/kg DM 
          RUi = rumination requirement for component i in RU/kg DM 
            RUm = rumination capacity in RU per kg LW per day = 1/10.4 RU/kg 
LW/day (Woodward, 2006) 
 
Solving these equations for an animal with body weight of 500kg gives the values for tmi 
and tri given in Table 7.4. 
 
This compares with average mastication times of 17 mins/kg DM and ruminating times of 
24 mins/kg DM quoted for cattle weighing 480kg grazing temperate grass pasture 
(Woodward, 1997) 
 
Table 7.4:  Values for the solutions to equations 89 and 90 to give mastication and 
rumination time in days/kgDm for each pasture component 
 
Component 
 
tmi days/kg DM tmi mins/kg DM tri  days/kg DM tri mins/kg DM
V 0.0183 26.282 0.0202 29.078 
R1 0.0183 26.282 0.0202 29.078 
R2 0.0183 26.282 0.0210 30.240 
S1 0.0183 26.282 0.0210 30.240 
S2 0.0183 26.282 0.0210 30.240 
C 0.0137 19.712 0.0101 14.539 
D 0.0183 26.282 0.0303 43.620 
  
Bite time to find, prehend and masticate a bite is then given as: 
 BiteT=ts + tp + ∑tmi * BiteWi       equation 7.92 
                i 
Where: 
  BiteT = bite time in mins/bite 
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  ts = search time = zero 
 tp = prehension time = 0.011mins/bite 
 tmi = mastication time of comoponent i in mins/kg DM 
          BiteWi = bite weight of component i in kg DM/bite 
 
Similarly, bite rumination time is defined as: 
 BiteRT = ∑tri * BiteWi                   equation 7.93 
             i 
Where: 
 BiteRT = bite rumination time in mins/bite 
 tri = rumination time for component i in mins/kg DM 
 BiteWi = bite weight of component i in kg DM/bite 
 
Total bite time (mins/bite) is then given as: 
 TBiteT = BiteT + BiteRT        equation 7.94 
 
As noted above, the model predicts that grazing time will decrease as herbage mass 
increases as larger bites are taken and as fewer bites are needed.  This is illustrated in 
Figure 7.19 and compared with data from the literature. 
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Figure 7.19:  Relationship between grazing time and bite mass predicted by the model for a  
500kg dairy cow, grazing a mixed sward of 80% ryegrass, 20% clover compared to data 
from the literature. 
Model predictions of grazing time per day vs bite mass 
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7.4. Integration of Constraints 
The outcome of the competing effects of satiety, appetite and preference on intake is 
modelled through their combined effect on “feeding effort” (FE) (Woodward, 2006).  
This is the proportion of the time that the animals actually spend feeding (grazing, 
masticating and ruminating) in minutes per hour.  Over the whole day, FE sums to total 
feeding time (FT), which is the sum of grazing (GT) and rumination time (RT): 
 
 FE = dFT/dt          equation 7.95 
So: 
 ∫FE = FT                                equation 7.96 
Where: 
 FT =  (GT + RT) 
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7.4.1 Energy intake rate 
 
The instantaneous metabolisable energy intake rate of the animals is: 
 
 MEIR = BiteE/TBiteT        equation 7.97 
Where: 
 MEIR = instantaneous intake of ME in MJ ME/min 
 BiteE = Bite energy in MJ ME/bite 
 TBiteT = total bite time in mins/bite 
 
The animals’ energy demands will be met if they spend a given proportion of the day 
eating (grazing and ruminating) where that proportion of the day is described as the 
“demanded feeding effort” (DFE), given as: 
 DFE = MED/(MEIR*1440)                                                  equation 7.98 
Where: 
 DFE = demanded feeding effort:  a unit less proportion 
 MED = Metabolic energy demand per day in MJ ME.  This is equivalent 
to the appetite energy demand of the cow, rather than the total ME 
demand as the cow attempts to eat to appetite rather than to 
theoretical need 
           MEIR = instantaneous intake rate of ME in MJ ME/min  
 1440 = time available to eat in minutes per day = 24*60. 
 
DFE thus compares energy demand with possible energy intake.  On high quality, clover 
rich pastures, animals obtain their desired feeding level easily:  MEIR is large compared 
to MED and DFE is much less than 1.  As pasture quality deteriorates, MEIR decreases 
and DFE increases.   As DFE approaches 1, the MEIR (per minute) approaches the MED 
(per minute).  However, as DFE exceeds 1, so MED represents a larger demand than can 
possibly be met with the rate of intake achievable (ie MEIR).  In reality, as DFE 
approaches 1, competing and obligatory time demands such as time spent away from the 
pasture during milking, or behavioural responses (sic) or  physical satiety from gut fill, 
mean that the actual FE achieved will be less than the DFE and constrained to a 
maximum, FEmax.  On very poor quality pastures, when DFE is greater than 1, 
Woodward (2006) suggested that once a critical threshold DFEcrit is surpassed it may no 
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longer be energy efficient to continue grazing so that actual FE drops to zero.  This 
represents the situation where the energy costs associated with grazing are greater than 
the energy that can be consumed in grazing and is likely to be of only theoretical concern 
under conventional, rotational dairy grazing. 
  
To produce this effect mathematically, Woodward (2006) used a form of non rectangular 
hyperbola to predict actual feeding effort (FE) as a function of desired feeding effort 
(DFE) and the maximum possible fraction of FE (FEmax): 
 
              FE =    1        DFE + FEmax – [(DFE + FEmax)2 - 4θ*DFE*FEmax]1/2 
   2θ  
          1 + exp(σ(DFE – DFEcrit)) 
          equation 7.99 
Where: 
 FEmax = 0.76 based on an observed idling time (ie time away from active 
grazing or ruminating) of 460 mins (Woodward, 1997) and a Practice 
survey in 2003 of 35 herds in South Canterbury, where the mean herd 
size was 530 cows and the average time spent away from pasture was 
270 mins (Bates, unpublished data).  These values are in agreement 
with those quoted earlier from Brereton et al. (2005) 
             DFEcrit = 3.18 (Woodward, 2006) 
 θ = 1.00:  see text 
 σ = 15:  see text 
 
The numerator is a non rectangular hyperbola.  This follows the line FE = DFE and then 
FE = FEmax.  The degree to which the numerator hugs these lines depends on the value 
chosen for θ.  When theta = 0, the hyperbola is rectangular, whereas when theta = 1, the 
function behaves as a ramp function and follows both lines exactly.  In Woodward (2006) 
a value of theta of 0.97 was chosen for the model as it is expected that animals will try to 
meet their energy demands.  In the present model, the ability of the animal to meet its 
desired feed demands is explored though the effect of appetite and so a value of 1.00 was 
chosen for theta.   
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The denominator in the equation determines the cut off at DFEcrit and the parameter σ 
determines how sharply the cut off occurs.  A value of 15 was chosen for sigma after 
Woodward (2006), but in practical terms, dairy cows are unlikely to experience feed 
constraints of this severity.  Some of the properties of this function are illustrated in 
Figure 7.20. 
 
Figure 7.20:  Some of the effects of changing theta and sigma in the equation for FE 
 
The parameter theta controls how closely the numerator in equation 7.99 hugs the lines 
FE=DFE and then FE=FEmax.  As theta decreases below one, so the gap between the 
output for equation 7.99 and these lines widens.   
 
7.4.2 Integration of instantaneous equations 
 
Following Woodward and Barioni (2006), substitution of equation 7.99 for FE and 
solving it give the following results: 
Assuming that when t = 0, FT = 0 and so the constant of integration =0: 
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 dFT/dt = FE       => ∫FE = FT    equation 7.100 
 
 dGT/dt = FE * BiteT/TBiteT     => ∫FE*BiteT/TBiteT = GT equation 7.101 
 
 dRT/dt = FE * BiteRT/TBiteT    => ∫FE*BRT/TBT = RT  equation 7.102 
 
 dNB/dt = FE * 1/TBiteT     => ∫FE*1/TBiteT = NBites  equation 7.103 
 
 dDMIi/dt = FE*BiteWi/TBiteT   => ∫FE*BiteWi/TBiteT = DMIi  
          equation 7.104 
 
 dMEI/dt = FE * BiteE/TBiteT     => ∫FE*BiteE/TBiteT = MEI equation 7.105 
 
 dDMi/dt = -N * FE * BiteWi/TBiteT => ∫-N*FE*BiteWi/TBiteT = TDMi 
          equation 7.106 
Where: 
 N = number of animals grazing that paddock  
 FE = Feed effort achieved by the animal 
 FT = total feed time in the day in mins 
 BiteT = Bite time in mins/bite associated with searching, prehension and 
mastication 
 BiteRT = Bite time in mins/bite associated with rumination 
 TBiteT = Total Bite time in mins/bite = BiteT+BiteRT 
 GT = total time spent grazing in mins 
 RT = total time spent digesting or ruminating in mins 
 BiteWi = bite weight of component i in kg DM/bite 
 NBites = total number of bites in the day 
 BiteE = Bite energy in MJ ME/bite 
 MEI = total intake of MJ ME/head/day 
 DMIi = total dry matter intake of component i in kg DM/head/day 
 TDMi = total removal of feed in kg DM by all the grazing animals/day 
grazed assuming no pasture lost from other causes (eg treading, 
fouling etc) 
 
Setting theta at a value of one means that intake follows appetite, unless grazing intake is 
constrained through pasture quality, quantity, composition or time available.  In this 
situation, DFE is > FEmax and grazing intake falls below appetite demand.  In this 
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situation, appetite cannot be achieved and the actual intake is MEI.  This is illustrated in 
Figure 7.21 for a 5 year old, 500kg lactating cow becoming pregnant on day 82 but 
grazing a poor quality pasture giving a mean energy intake of 10.4MJ/kgDM. 
 
Figure 7.21:   Upper figure shows the predicted ME requirements and actual intake 
achieved for a 500kg lactating cow, becoming pregnant on day 82 and grazing pasture with 
a mean energy intake of 10.4MJ/kgDM.  Lower figure shows the desired feeding effort and 
the level of FEmax for the same animal  
 
        
           ME requirement from energy demand compared to appetite
 
In this theoretical example, whilst DFE > FEmax actual intake is constrained by the 
constraints imposed via the grazing model and is less than energy requirement.  Once 
DFE is < FEmax., intake is no longer constrained and is actually greater than energy 
requirement because of the lag in appetite response. 
 
Although this approach integrates the feed effort and intake characteristics across each 
day, for each day  it is based on a linear assessment of DFE across the day (equation 
7.98) and in turn on a linear relationship for MEIR (equation 7.97).  Under rotational 
grazing systems, where cattle will graze intensively on a paddock for 12-24 hours before 
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moving to a new paddock, the sward structure changes continually as grazing proceeds 
(Barrett et al., 2001; Baudracco et al., 2006; van Houtert et al., 1999).  For a group of 
mid lactation dairy cows under a 24 hour rotation system, these workers identified four 
distinct feeding times during the day’s grazing.  In the study there were significant 
differences in the pasture mass available, sward surface height, bulk density, green leaf 
mass and proportion of stem to leaf at the different feeding times.  Bite mass and intake 
rate were significantly different but there were no significant differences in number of 
bites nor biting rate between the four feeding times.  In order to examine the effect that 
this pattern of feeding (ie four distinct phases) and to model the effect that the progressive 
depletion of the sward might have on the intake characteristics of the model a version of 
the model was constructed where, for each day, feeding was divided into four phases and 
the pasture available at the start of each phase was the result of the pasture left at the end 
of the previous phase.  In summary, compared to the standard model this led to a slight 
increase in the feed effort required (DFE) as a result of progressively shorter pasture 
height during the day and so a concomitant decrease in bite mass and an increase in bite 
rate.  As bite mass declines so the fixed time cost of prehension becomes a greater 
percentage of the total bite time and this effect is to some extent masked in the standard 
model where intake characteristics are determined by the pasture initially available to the 
cows at the start of the days grazing.  Nevertheless there was no significant effect on 
overall intake over a range of pasture composition and energy values because of the 
plasticity of the response by the grazing cow within the model in that grazing time, bite 
rate and bite mass are all input variables in the production of DMI.  This is illustrated in 
Figure 7.22. 
 
Thus the original structure of the model was retained with grazing integrated over the 
entire day.   
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7.5. Silage Feeding 
 
In addition to pasture, grass silage is also fed at the Lincoln University Dairy Farm 
(LUDF) to supplement feed deficits from pasture shortfall.  Consequently, a simplified 
method of incorporating silage feeding into the model was developed.   
 
Figure 7.22:  Results of the four eating phase a day model (meals) compared to the single 
eating phase model (continuous) for the major intake characteristics 
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As a simplification, it was assumed within the model that silage was fed in the morning 
before the cows had grazed.  The mastication and rumination requirements, MUsilage, 
and RUsilage and the mastication and rumination time, trsilage and tmsilage  required to 
eat and process the silage, were defined as equal to the values for the vegetative grass 
defined earlier in this chapter (Table 7.3).  Values for the energy and protein content of 
the silage were taken from the LUDF records.   
 
Bite weight was calculated on the basis of body weight using equation 7.78 but assuming 
that silage availability is not restricted so that: 
 
 BiteWsialge= BWstnd * BiteWmax     equation 7.107 
Where; 
 BiteWsilage = the bite weight for silage in kgDM per bite per cow 
 BWstnd = the body weight of the cow if she were at a condition score of 5 
on a 10 point scale.  For cows that are of a normal frame size (which 
was assumed within the model, BWstnd = NW as defined in equation 
7.13.  The relationship between BWstnd and NW is illustrated in 
Figure 7.5).  
 BiteWmax = maximum bite weight in kg DM / kg LW, extrapolated from 
Woodward (1997)  and (Brereton et al., 2005) as 4.8 E-6 kg DM / kg 
BWstnd. 
 
This allowed calculation of silage bite time and rumination time and hence total bite time 
for silage as defined in equations 7.108 to 7.110  Within the model it was assumed that 
there were no time costs in searching for the silage nor in prehending it. 
BiteTsilage = tmsilage*BiteWsilage;     equation 7.108 
 
BiteRTsilage = trsilage*BiteWsilage;    equation 7.109 
 
TBiteTsilage = BiteTsilage + BiteRTsilage;    equation 7.110 
Where: 
 BiteTsilage = the mastication required for silage in minutes per bite 
 tmsilage = mastication time for silage in minutes per kg 
 BiteRTsilage = the rumination time for silage in minutes per bite 
 trsilage = rumination time for silage in minutes per kg 
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 TBiteTsilage = total time required to bite and digest silage in minutes per 
bite 
 
The number of silage bites is then defined as: 
 
 Number silage bites = silage * (1-silage waste)/BiteWsilage;   
equation 7.111 
Where: 
 Number silage bites = number of silage bites per cow per day 
 silage = kg of silage offered per cow 
 silage waste = assumed wastage of silage set at 0.1 
 
The time to eat this silage is defined as: 
 Time to eat silage = Number silage bites * TBiteTsilage;  equation 7.112 
 
Where: 
 Time to eat silage = minutes per day required by each cow to eat silage  
 
This amount of time is consequently not available to eat pasture and so the amount of 
time available to eat pasture (1440 in equation 7.98) is reduced by the time to eat silage.  
Similarly, MED (metabolic energy demand, equivalent to appetite in MJ/cow/day) in 
equation 7.98 is also reduced by the energy value of the silage eaten and MEI (metabolic 
energy intake) in equation 7.105 is increased by the energy value of the silage eaten. 
 
Thus the effect of silage feeding is to reduce the amount of grass eaten.  This is at a 
substitution rate of 1:1 within the model although different substitution rates can be set by 
making the values of MUsilage, and RUsilage  and trsilage and tmsilage  greater than 
those for V so that silage takes more energy and time to eat than grass.   
 
The actual amount of silage eaten is calculated to be the amount of silage offered less that 
which is wasted.  Thus, barring wastage, all silage offered is eaten.  However, within the 
model, constraints are in place so that if the total amount of energy that would be 
consumed in this way is greater than the current appetite of the cow, then silage intake is 
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constrained to equal the appetite of the cow.  Similarly time to eat for the cows is 
constrained within the model to be no greater a proportion of an entire day (1440 
minutes) than FEmax (equation 7.99) and the time to eat the silage offered can be no 
greater than this.  
 
The effect of these equations is to maintain DMI as it would be for a grass based diet and 
to constrain the silage eaten by appetite and time available to consume food.  It is 
therefore assumed that silage feeding does not depress appetite nor is there any 
exploration of complentarity between feeds of different characteristics.  Grass silage is 
the only form of conserved fodder used on the LUDF for the period of study and it makes 
up a small proportion of the diet so that these simplifications were considered to be 
acceptable. 
 
7.6. Sensitivity analysis 
  
The completed intake model contains 120 individual parameters and the value assigned to 
each of these will affect the output, for example measured in terms of body weight or 
milk yield.  Most of the parameter values have been taken from the literature with the 
remainder derived from empirical studies based on New Zealand dairy cattle at pasture.  
However, data from different studies has been combined in a new way and in order to 
determine which of the parameters most influenced the model output, a sensitivity 
analysis was performed.  A standard set of pasture and cow variables was used to produce  
a base line output for a one year period from the intake model, using the parameter values 
as derived from the literature and data.  Daily output of milk yield and body weight was 
recorded.  A Matlab programme (MathWorks Inc, 2005) was then written to sequentially 
run the intake model, for a one year period, under the same standard set of pasture and 
cow conditions but varying each parameter value in turn by a constant multiplier, m1.  
Each run thus produced an output vector of daily milk yield and body weight for a 
parameter set where one of the parameter values had been changed compared to the 
original set.  The resultant output values were compared to the original base line set by 
calculation of the error sum of squares (ESS) where ESS is given by: 
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                n 
 ESSpi =  ∑(Actual-Predicted)2                  equation 7.107 
     1 
Where: 
 ESS = error sum of squares for parameter pi 
 n = number of pairs of output value = 365 for a one year run 
 Actual = vector of output values for parameter pi at value pi * m1 
 Predicted = vector of output values when all parameters are at base line 
value 
  m1 = value of parameter multiplier 
 
Thus for each parameter, an ESS can be calculated for body weight and for milk yield 
and this is illustrated in Figures 7.23 and 7.24 below which shows the ESS for body 
weight and for milk yield for each of the 120 parameters when the parameter value is 
90% of the base line value (m1 = 0.9). 
 
Figure 7.23:  Error sum of squares (ESS) for body weight for each of the 120 parameters 
when each parameter is 90% of the base line value. 
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Figure 7.24:  Error sum of squares (ESS) for milk yield for each of the 120 parameters 
when each parameter is 90% of the base line value. 
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The distribution of the ESS values for the parameters is not normal, being right skewed as 
illustrated in Figure 7.25 which shows a histogram of the ESS values for body weight and 
milk yield for each parameter value when that parameter value is 90% of the base line 
value. 
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Figure 7.25:  histogram of the ESS values for body weight and milk yield for each 
parameter value when that parameter value is 90% of the base line value.   
 
Histogram:  total body weight error sum of squares                  Histogram:  milk yield error sum of squares 
  
Non normality of distribution led to the selection of the top 5% of ESS values to identify 
those parameters that were the most influential in terms of influencing the ESS.  The 
parameters which most influence the ESS for body weight and milk yield are given in 
Table 7.5 
Table 7.5:  Parameters within the intake model which most influence the error sum of 
squares for body weight and milk yield 
 
Body 
weight 
 
  Milk yield   
Parameter 
value 
Parameter 
ID 
Comment Parameter 
value 
Parameter
ID 
Comment 
0.48  8 Lactation 
persistency 
factor in eq: 55 
0.0042  7 Lactation 
persistency factor 
in eq: 55 
21  9 Lactation 
persistency 
factor in eq: 55 
0.48  8  Lactation 
persistency factor 
in eq: 55 
0.02 56 Uterine weight 
factor in eq 12 
21  9 Lactation 
persistency factor 
in eq: 55 
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0.97 81 Delay during 
lactation factor 
in eq:68 
3e-9 10 Maximum 
secretion rate in 
eq:  24 
0.95 82 Delay factor 
during dry period 
in eq:68 
1.48 30 Body condition 
score multiplier 
in eq 49 
0.98 84 Delay factor for 
pregnancy in eq: 
70 
0.97 81 Delay during 
lactation factor in 
eq:68 
  
Parameter 8 (lactation persistency factor) and parameter 9 (lactation persistency factor) 
are both found in equation 55 with drying off yield (DOY) which was not identified as a 
sensitive parameter.  The reason for this lies in the form of equation 7.55 which is: 
 
 f = -1.6e-5DOY3 + 0.0042*DOY2 – 0.48DOY + 21    equation 7.55 
 
Although changing DOY does alter the value of “f”, changing the value of the numeric 
parameters, especially 0.48 and 21, makes more difference, because changes in DOY 
tend to cancel each other out.  This is illustrated in Figure 7.26, where the value for “f” is 
shown for different values of the parameters in equation 7.55, where the parameters are 
described as: 
Parameter “a” = -1.6e-5 
Parameter “b” = 0.0042 
Parameter “c” = 0.48 
Parameter “d” = 21 
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Figure 7.26:  calculated value of “f” in equation 7.55 for different values of the parameters 
within equation 7.55. 
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The figure shows that changes in parameter “d” (21) dominate the value of “f” with 
parameter “c” (0.48) having a much smaller effect.  DOY makes almost no difference 
when it decreases and a single point difference for all values greater than the standard 
value. 
 
For the list of sensitive parameters the programme was re-run with a different multiplier 
sequentially applied to the parameter values so that the value of ESS could be plotted 
against changes in the parameter value pi.  This is illustrated in Figure 7.27 and 7.28  
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Figure 7.27:  Error sum of squares (ESS) for body weight (kg2) verses parameter value for 
the 5% most sensitive parameter values within the intake model. 
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which show how the ESS for body weight and milk yield changes as the parameter value 
changes for the 5% most sensitive parameter value  
 
The importance of these individual sensitive parameters is not just a function of the size 
of the ESS, but of the shape of the ESS verses parameter value curve and of the relative 
change in the ESS compared to the output being measured.  Thus parameters 81, 82 and 
83 cannot be set greater than 1 in the model and in fact the ESS value rapidly approaches 
infinity if they exceed one.  Excluding these three parameters, the curves for the 
remaining sensitive parameters are relatively flat for predicting body weight with the 
exception of parameter 56, where the curve is U shaped.  This suggests that the ESS for 
body weight doesn’t change very much for the majority of the parameters as these range 
from a low of 70% to a high of 120% of their original value.   In estimating the goodness  
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Figure 7.28:  Error sum of squares (ESS) for milk yield (litres2) verses parameter value for 
the 5% most sensitive parameter values within the intake model. 
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of fit of a model to the data the root mean squared deviation (RMSD) is frequently used 
where this is calculated as (Baudracco et al., 2006; Bryant & Lopez-Villalobos, 2007; 
van Houtert et al., 1999): 
             n 
 RMSDpi = ( [ ∑(Actual-Predicted)2 ] / n )0.5     equation 7.108 
             1 
 
This can be expressed as a percentage of the output being measured as (Baudracco et al. 
2006; van Houtert et al. 1999): 
 Relative RMSDpi = (RMSDpi / mean of output measured )* 100       
              equation 7.109 
These authors used an RMSD of less than 10% as suggesting a good fit between the 
model and the data, a value of 10-20% indicating a relatively good fit and a value of 
greater than 20% suggesting a poor fit.  This approach can be used to assess the relative 
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contribution that each sensitive parameter makes to the model and the relative RMSD for 
body weight is given in Table 7.6 
 
Table 7.6:  Relative root mean squared deviation value (%) for body weight and its sensitive 
parameters 
 
 Multiplier (M1)      
Parameter ID                    0.7 0.8 0.9 1.0 1.1 1.2 
  8 
  9 
56 
81 
82 
84 
                  2.24 
                  4.36 
                  3.05 
                  2.46 
                  1.32 
                  0.96 
1.67
2.29
2.48
2.33
1.30
0.95
0.90
1.03
1.56
2.01
1.15
0.93
0.00
0.00
0.00
0.00
0.00
0.00
1.18
0.84
2.58
  ∞ 
  ∞ 
  ∞ 
2.71
1.51
6.91
  ∞ 
  ∞ 
  ∞ 
 
Excluding values of parameters 81, 82 and 84 greater than unity, all these values are less 
than the 10% cut off and this suggests that the body weight prediction on a daily basis is 
relatively robust for a range of parameter values and this is in agreement with the 
relatively flat curves of Figure 7.25.  Parameter 56 which has the pronounced local 
minima in its ESS curve is used to predict uterine weight during pregnancy and is derived 
from a paper published in 1990 by Montaiio-Bermude and Nielsen.  The weight of the 
gravid uterus from this equation is within 2% of the weight as predicted by Freer et al 
(1997) and as predicted by AFRC (Alderman and Cottrill, 1993) and so the value of 
parameter 56 was left unchanged in the final model.  Correspondingly, Table 7.7 gives 
the relative RMESS for milk yield. 
 
This suggests that the prediction of daily milk yield is far more sensitive to the parameter values 
chosen and this is born out by the U shaped form for the majority of the ESS curves in Figure 
7.26.  This is partly a function of the greater range of relative milk yield values encountered 
during a lactation (zero to peak) compared to the changes in body weight and partly due to the 
relatively greater preservation of body weight at the expense of milk yield within the model, 
incorporated in the value of af(t) (equation 7.74).  In the absence of further data to corroborate 
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Table 7.7:  Relative root mean squared deviation value (%) for milk yield and its sensitive 
parameters 
 
 
Parameter ID 
 
Multiplier (M1) 
                 0.7 
 
0.8 
 
0.9 
 
1.0 
 
1.1 
 
1.2 
  7 
  8 
  9 
10 
30 
81 
               25.91 
               37.36 
               61.15 
               33.48 
               40.20 
               36.62 
24.62
27.51
37.43
22.35
24.67
10.64
16.39
15.29
16.81
11.14
11.36
  8.20
0.00
0.00
0.00
0.00
0.00
0.00
13.42
19.25
13.71
11.04
  9.75
    ∞ 
22.33
43.47
24.94
21.32
18.13
   ∞ 
 
these parameter values, the default values were used in the final model.   
 
7.7. Assessing the fit of the model 
 
Using the method discussed in Chapter 3, the model was validated against data for live 
weight, milk yield and dry matter intake extracted from the literature.  In doing so, the 
difficulties associated with measurement of intake at pasture, which have been reviewed 
recently (Baudracco et al., 2006; van Houtert et al., 1999; Waghorn & Clark, 2004), need 
to be kept in mind.   Equally, measurement of body weight is liable to error in this sense 
because of variations in the weight of gut contents, and body composition including water 
content (Tulloh, 1966; van Houtert et al., 1999; Vazquez & Smith, 2000).  In other 
words, data are estimates and subject to error.   
 
The model was set up to predict daily total body weight (kg), daily milk yield (kg liquid 
milk/cow/day) and daily dry matter intake (DMI) in kgDM/cow/day.  On the day of 
calving total body weight was the weight of the freshly calved cow and so included the 
weight of the recently emptied gravid uterus but excluded the weight of the freshly born 
calf.  On average, the model predicted that the cow loses approximately 50-60 kg of 
weight within the first 40 -50 days:  with around 30kg of this being a loss in maternal 
body weight and a further 20-25kg being the loss in weight of the involuting uterus, fetal 
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fluids and fetal membranes.   This compares well with an average fall in maternal body 
weight (which excludes weight of involuting uterus) of 25kg for Friesian cows under 
New Zealand pastoral conditions over a similar period published by Roche et al (2005).   
Results published by Kelly et al (2005) for cows grazing under pastoral conditions within 
New Zealand gave a total fall in live weight of approximately 90kg from pre-calving live 
weight to post calving nadir and this compares well with the model prediction of circa 
30kg maternal weight loss, 20-25kg weight loss from involuting uterus and fetal 
membranes and fluids and 30-35kg from the weight of the calf. 
   
Further details of the model’s performance are given in the following comparisons with 
published data.  The first example of this method is the validation of the intake model 
using a data set derived from data from the Lincoln University Dairy Farm (LUDF) for 
2005 -2006.  The available data represent the daily herd averages for total body weight 
(kg) and milk yield (kg of milk solids) from a 650 spring calving, Friesian cow herd on 
an all grass system measured on 15 and 49 occasions respectively during the lactation.  
Within the model, an average cow from this herd was simulated to provide a comparison 
with the herd average for total body weight and milk yield.  Clearly, using a data set from 
a number of cows all of which will have different values for the input variables used by 
the model (for example with different calving dates, genetic merit, age, body weight and 
body condition score) is only going to give an indication of the performance of the 
model.  Moreover, although pasture samples had been analysed for ME on 18 occasions 
over the lactation and this information was incorporated into the simulation, the 
assumption of unlimited grazing made within the simulation and the averaging of the 
herd data represent considerable short comings in the quality of this analysis.   
 
7.7.1 Validation of the model against data from Lincoln University dairy 
Farm:  Live weight 
  
The total live weight prediction and the values recorded are illustrated in Figure 7.29. 
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Figure 7.29:  Total live weight during lactation:  model prediction compared to data from 
Lincoln University Dairy Farm (2005-06).  
 
 
Total BW: data from LUDF for 05-06 vs model
Initial analysis consists of determining the normality of the differences between the 
model and the data as a prequel to a paired student’s t test.    Figure 7.30 shows a Box and 
Whisker plot for the differences between the model and the data and Figure 7.31 is a 
normal plot for these differences. 
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Figure 7.30:  Box and Whisker plot for the differences between the model and data from 
Lincoln University Dairy Farm 2005-2006 (Total body weight) 
 
Box and Whisker plot for differences between model and data 
                     total body weight (LUDF 2005-06)
15
The figure shows that the median difference is not quite zero but that the distribution of 
differences is approximately normal.  This is confirmed in Figure 7.31 which shows that 
in a normal probability plot for the differences, the differences are symmetrical about the 
straight line and concordant with the expected line for most values. 
 
Results for the Lillie test for normality where the null hypothesis is that the differences 
are normally distributed gave a test statistic of 0.1554 with a critical value at the 0.05 
level of 0.22.  Thus the null hypothesis cannot be rejected and the differences can be 
assumed to be normally distributed.   
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Figure 7.31:  Normal probability plot for the differences between the model and data from 
Lincoln University Dairy Farm 2005-06 
The differences can then be compared with a paired student’s t test with the null 
hypothesis that the mean of the differences between the pairs of observations is zero.   
    Normal probability plot for the differences between the model and data 
                                total body weight(LUDF 2005-06) 
This yields a test statistic of -0.8601 and an associated p-value of 0.4042.  Thus the null 
hypothesis cannot be rejected and this suggests that there is no systematic difference 
between the model and the data and that the mean difference between the data and the 
model is 1.76kg with a 95% confidence interval of –6.16to 2.63kg.  Figure 7.32 shows a 
Bland-Altman plot for the differences. 
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Figure 7.32:  Bland-Altman plot for the differences between the model and data (Lincoln 
University Dairy Farm (2005-06)) showing upper and lower 95% confidence limits of 
agreement
 
 
This shows that the variability of the differences is evenly distributed and there is no 
funnel or coning effect so that the size of the difference is not related to the magnitude of 
the body weight.  Approximately 95% of the differences in total body weight between the 
data and the model can be expected to be within 15kg. 
Bland-Altman plot for model compared to data total body weight(LUDF 2005-06)
 
Approximation of the intra class correlation coefficient yields a result of 0.8877 with 
95% confidence intervals of 0.7753 to 0.9455.  This means that 88.8% of the variation in 
the observations is due to differences between the pairs and only 11.2% is due to 
differences within a pair.   
 
The second stage of the analysis is to calculate the MSD and analyse it along the lines of 
Gauch et al (Gauch HG et al., 2003).  As discussed in chapter 3, this technique requires 
that the assumptions inherent in a regression of the data on the model are satisfied.  
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Normality of the residuals has been discussed above and scatter plots of the data against 
the residuals to assess constancy of variance and a scatter plot of the model against the 
residuals to demonstrate linearity of the relationship are shown in Figure 7.33. 
 
Figure 7.33:  Regression diagnostics for the simulation from LUDF (05-06) for body weight 
 
Scatter plot of data vs. residuals for body       Scatter plot of model output vs. residuals  
weight (LUDF 05-06)                     for body weight (LUDF 05-06) 
 
          
 
Although the data set is small, there is no evidence of coning or funnelling and the plots 
indicate that the analysis in terms of MSD is acceptable.  The results are presented in 
Table 7.8. 
 
Thus in this example, the mean distance between the data and the model (RMSD) is 
approximately 8kg.  The value for SB (3.11) is relatively small compared to MSD (61.89) 
suggesting that the means for the data and model are close and there is relatively 
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Table 7.8:  Analysis of the difference between the model and data on total body weight 
(Lincoln University dairy Farm (2005-2006)) in terms of MSD and its components as 
defined by Gauch et al (2003). 
 
Component Value Units Comment 
MD   1.76 kg Mean difference or bias 
MSD 61.89 kg2 Mean square of deviations about the 1:1 line:   
MSD=NU+SB+LC 
RMSD   7.86 kg Square root of MSD.  Mean distance between model 
and data and population standard deviation of the 
deviations about the 1:1 line 
SB   3.11 kg2 Squared bias and represents translation  from the 1:1 
line of equality in the direction of the ordinate (y) 
SDs 17.45 kg Standard deviation of the model 
SDm 15.64 kg Standard deviation of the data 
NU 11.58 kg2 Non unity of slope and results in rotation when breg 
does not equal 1:  0 to ∞ 
LC 47.20 kg2 Lack of correlation from scatter in the data  
breg   0.81 Unit less 
 
Slope of regression line for regression of data on 
model. 
rcorrel   0.90 Unit less Correlation coefficient between data and model  
 
little systematic bias in the predictions.  The standard deviation of the data and model are 
large but close in value and correspondingly, 76% of MSD is due to scatter in the data 
(LC).  NU accounts for approximately 18% of the value of MSD, suggesting that there 
may be some rotation of the 1:1 line in a plot of model verses data.  This would mean that 
there was a trend in the difference between the data and the model as the value of total 
body weight increased.  This is not evident in the Bland Altman plot (Figure 7.32), nor in 
the plot of model output verses data given below (Figure 7.34) although the small number 
of pairs (n=15) makes firm conclusions difficult to draw.  Overall, the value for the 
relative RMSD for this data set is 1.58% which indicates good agreement between model 
and data.   
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This is illustrated in Figure 7.34 which shows the model values plotted against the data 
values with the 1:1 line of equality superimposed on the same graph. 
 
Figure 7.34:  Model values of total body weight plotted against data values (Lincoln 
University Dairy Farm (2005-2006) together with the equality line 
 
  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
470 480 490 500 510 520 530 540 470 
480 
490 
500 
510 
520 
530 
540 
model output (Kg)
data output (Kg) 
Comparison of model and data total body weight(LUDF 2005-06) 
                          with line of perfect equality 
 
 
model vs data
equality line
 
7.7.2 Validation of the model against data from Lincoln University dairy 
Farm:  Milk yield 
 
An initial plot of the model prediction and data for milk yield in kg MS is given in Figure 
7.35. 
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Figure 7.35:  Milk solids in kg/day against days in milk for the model and for data for 
Lincoln University Dairy farm (2005-06) 
 
Once again, initial analysis consists in determining the normality of the difference 
between the model and the data as a prequel to a paired student’s t test.  Figure 7.36 
shows a Box and Whisker plot for the differences between the model and the data and 
Figure 7.37 is a normal plot for these differences. 
 
The figure indicates a normal distribution of the differences between the data and the 
model.  This is confirmed in Figure 7.37 which shows that in a normal probability plot 
for the differences, the differences are symmetrical about and concordant with the 
expected line. 
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Figure 7.36:  Box and Whisker plot for the differences between the model and data from 
Lincoln University Dairy Farm 2005-2006 (kg Milk solids) 
Box and Whisker plot for differences between model and data
                      milk solids(LUDF 2005-06) 
0.15 
 
Results for the Lillie test for normality where the null hypothesis is that the differences 
are normally distributed gives a test statistic of 0.0949 with a critical value at the 0.05% 
level of 0.1266.  Therefore, the null hypothesis cannot be rejected and the differences are 
assumed to be normally distributed.   
 
The differences can then be compared with a paired student’s t test with the null 
hypothesis that the mean of the differences between the pairs of observations is zero.  
This yields a test statistic of -0.2523 and an associated p-value of 0.8019.  Thus the null  
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Figure 7.37:  Normal probability plot for the difference between the model and data from 
Lincoln University Dairy farm 2005-06 (kg Milk Solids) 
 
Normal probability plot for the differences between the model and data
                               milk solids(LUDF 2005-06) 
0.99 
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0.90 
hypothesis cannot be rejected and this suggests that there is no systematic difference 
between the model and the data. The mean difference between the data and the model is 
0.0034 kg MS with a 95% confidence interval of -0.0305 to 0.0237 kg MS.  Figure 7.38 
shows a Bland-Altman plot for the differences. 
 
The variability of the differences is evenly distributed with no evidence of coning or 
funnelling so that the size of the differences is not affected by the magnitude of the milk 
production.  95% of the differences in milk yield (kgMS/day) between data and model 
predictions will be less than 0.2kg MS/day. 
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Figure 7.38:  Bland-Altman plot for the differences for kg MS/day between the model and 
data from Lincoln University Dairy Farm (2005-06) showing upper and lower 95% 
confidence limits of agreement
 
 
 
Bland-Altman plot for model compared to data milk solids(LUDF 2005-06)
Approximation of the intra class correlation coefficient gives a result of 0.9498 with 95% 
confidence intervals of 0.9258 to 0.9661.  This means that 95% of the variation in the 
observations is due to differences between the pairs and 5% is due to differences within a 
pair.   
 
The second stage of the analysis is to calculate and analyse the MSD (Gauch et al., 2003) 
which as noted previously, requires that the assumptions inherent in a regression of the 
data on the model are satisfied.  Normality of the residuals has been discussed above and 
scatter plots of the data against the residuals to assess constancy of variance and a scatter 
plot of the model against the residuals to demonstrate linearity of the relationship are 
shown in Figure 7.39. 
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Figure 7.39:  Regression diagnostics for the simulation of milk solids for LUDF 05-06 
 
Scatter plot of data against residuals for    Scatter plot of model output against  
milk solids for LUDF 05-06      residuals for milk solids for LUDF 05-06 
 
There is no evidence of coning or funnelling and the plots indicate that the analysis in 
terms of MSD is acceptable.  The results are presented in Table 7.9. 
 
Again there is good correlation between the model and the data with a mean distance 
between data and model of 0.09KG MS/day.  Most of the difference is attributable to 
scatter with LC equivalent to 86% of MSD.  NU is smaller than for the body weight 
prediction at 12% of MSD.  Overall, the value of the relative RMSD is 5.65% indicating 
good agreement between the model and the data.  This is illustrated in Figure 7.40 which 
shows the model values verses the data values with the 1:1 line of equality superimposed 
on the same graph. 
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Table 7.9:  Analysis of the difference between the model and the data from Lincoln 
University Dairy farm for 2005-06 for kg MS in terms of MSD and its components as 
defined by Gauch et al (2003). 
 
Component 
 
Value Units     Comment 
MD 0.0034 kgMS Mean difference or bias 
MSD 0.0087 kgMS2 Mean square of deviations about the 1:1 line:  
MSD=NU+SB+LC 
RMSD 0.0934 kgMS Square root of MSD.  Mean distance between model 
and data and population standard deviation of the 
deviations about the 1:1 line 
SB 1.154e-5  kgMS2 Squared bias and represents translation  from the 1:1 
line of equality in the direction of the ordinate (y) 
SDs 0.3049 kgMS Standard deviation of the model 
SDm 0.2838 kgMS Standard deviation of the data 
NU 0.0012 kgMS2 Non unity of slope and results in rotation when breg 
does not equal 1:  0 to ∞ 
LC 0.0075 kgMS2 Lack of correlation from scatter in the data  
breg   0.88 Unit less Slope of regression line for regression of data on 
model. 
rcorrel   0.95 Unit less Correlation coefficient between data and model  
 
 
7.7.3 Validation of the model against dry matter intake (DMI) and milk yield 
data from van Houteret et al (1999) 
 
This was a study carried out at Lincoln University Dairy Farm between July 1997 and 
April 1998.  30 primiparous cows (20 Friesians and 10 Friesian-Jersey crosses) were 
rotationally grazed on a 9 ha farmlet for the duration of the study.  The pasture was 
predominantly perennial ryegrass (Lolium perenne), with a small proportion of white 
clover (Trifolium repens) and weeds.  Cows did not receive any supplementation during 
the study period.  Cows calved between 26th July 1997 and 14th September 1997 with a 
mean calving date of 14th August 1997 and were milked twice daily.  
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Figure 7.40:  Model values of kg MS per cow per day plotted against data values (Lincoln 
University Dairy Farm (2005-2006) together with the equality line  
  
Comparison of model and data milk solids (LUDF 2005-06) 
                          with line of perfect equality 
 
 
Cows were weighed once a week after morning milking during the first three months 
after calving and then once a month there after.  Daily milk production was recorded for 5 
contiguous days every 30 days over the lactation.    The alkane double marker technique 
(Dove & Mayes, 1991; Mayes et al., 1986) was used to estimate DMI on those days that 
milk production was recorded.  Pasture analysis for digestibility and ME value was also 
carried out over each of these 5 day periods.   
 
This trial thus gave information on DMI, milk yield and total body weight over the course 
of a lactation for the individual cows in the study and for the group as an average.  
Comparison with the model’ prediction for DMI and milk yield is presented below. 
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Comparison between model and data (van Houtert et al 1999) for dry matter intake 
 
The average DMI as recorded from the trial and as predicted by the model over the 
course of the lactation is illustrated in Figure 7.41 below 
 
Figure 7.41:  Dry matter intake over the course of a lactation:  model prediction compared 
to data from van Houtert (1999) 
Predicted and observed dry matter intake post calving 
               (data from van Houtert et al 1999) 
 
Although the data set is small (n = 8), a box and whisker plot of the differences between 
the model and the data and a normal probability plot for these differences both suggest 
that the differences are normally distributed.  This is illustrated in Figure 7.42. 
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Figure 7.42:  Box and whisker plot and normal probability plot for the differences between 
the model and data for dry matter intake (van Houtert et al. 1999) 
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Results for the Lillie test for normality where the null hypothesis is that the differences 
are normally distributed gave a test statistic of 0.1946.  The critical value at the 0.05% 
probability level is 0.2850 and so the null hypothesis cannot be rejected at the 5% level 
and the differences were assumed to be normally distributed, although the data set is very 
small and so statistical power is very low.   
 
Comparing the differences with a student’s t test, the mean difference was 0.2919kg with 
95 % confidence interval of -0.5886 kg to 1.1723kg.  The calculated value of the test 
statistic for the null hypothesis that the mean difference was zero was 0.7840 with an 
associated p-value of 0.4588.  Thus the null hypothesis is not rejected suggesting that at 
the 5% level there is no significant difference between the means of the pairs of data and 
model values.  Figure 7.43 shows a Bland –Altman plot for the mean of model and data 
intake plotted against the differences between the data and the model: 
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Figure 7.43:  Bland-Altman plot for the difference between the model and the data for dry 
matter intake (van Houtertet al. 1999) showing upper and lower 95% confidence intervals 
for those differences 
 
Bland-Altman plot for model compared to data (van Houtert et al 1999)
2
1.5 
The data set is too small to be overly confident of the absence of coning or funnelling but 
the paired t test result (which is robust for departures of normality inherent in small 
sample sizes) also suggests that there is no systematic bias in the differences.  Accepting 
the caveats inherent in a small sample size, Figure 7.43 suggests that 95% of the 
differences in DMI between the data and the model will be less than 2kg dry matter/day. 
Approximation of the intra class correlation coefficient gives a result of 0.8657 with 95% 
confidence intervals of 0.6252 to 0.9489.  The wider confidence intervals are a function 
of the small data set with 2/8 of the differences greater than 1.0kg/day. 
Analysis of the data in terms of MSD helps to identify the differences observed between 
the data and the model and this is presented in Table 7.10. 
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Table 7.10:  Analysis of the difference between the model and the data from van Houtert et 
al (1999)  for dry matter intake  in terms of MSD and its components as defined by Gauch 
et al (2003) 
 
Component 
 
Value        Units     Comment 
MD -0.2919 kg/day Mean difference or bias 
MSD  1.0560 kg2/day Mean square of deviations about the 1:1 line:  
MSD=NU+SB+LC 
RMSD 1.0276 kg/day Square root of MSD.  Mean distance between model 
and data and population standard deviation of the 
deviations about the 1:1 line 
SB 0.082  kg2/day Squared bias and represents translation  from the 1:1 
line of equality in the direction of the ordinate (y) 
SDs 1.7696 kg/day Standard deviation of the model 
SDm 2.0356 kg/day Standard deviation of the data 
NU 1.354e-4 kg2/day Non unity of slope and results in rotation when breg 
does not equal 1:  0 to ∞ 
LC 0.9707 kg2/day Lack of correlation from scatter in the data  
breg 0.9900 Unit less Slope of regression line for regression of data on 
model. 
rcorrel 0.8751 Unit less Correlation coefficient between data and model  
 
Again there is good correlation between the model and the data with a mean distance 
between data and model for DMI of 1.03kg/day.  Most of the difference is attributable to 
scatter with LC equivalent to 92% of MSD.  NU is negligible  and SB accounts for 
approximately 8% of MSD.  Overall, the value of the relative RMSD is 6.31% indicating 
good agreement between the model and the data.  This is illustrated in Figure 7.44 which 
shows the model values verses the data values with the 1:1 line of equality superimposed 
on the same graph. 
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Figure 7.44:  Model values of daily dry matter intake (kg DM/day) plotted against values 
obtained from the data of van Houtert et al. (1999), together with the line of equality. 
Comparison of model and data (van Houtert et al 1999) with line of perfect equality
 
 
Comparison between model and data (van Houtert et al 1999) for milk yield 
 
The average daily milk production (kg liquid milk per day) as recorded from the trial and 
as predicted by the model over the course of the lactation is illustrated in figure 7.45 
below. 
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Figure 7.45:  Daily liquid milk production (kg) over the course of a lactation:  model 
prediction compared to data from van Houtert (1999) 
Although the data set is small (n = 8), a box and whisker plot of the differences between 
the model and the data and a normal probability plot for these differences both suggest 
that the differences are normally distributed.  This is illustrated in Figure 7.46 
Predicted and observed daily liquid milk production (kg/cow/day) 
                    (data from van Houtert et al 1999) 
 
Results for the Lillie test for normality where the null hypothesis is that the differences 
are normally distributed gave a test statistic of 0.1412.  The critical value at the 0.05% 
probability level is 0.2850 and so the null hypothesis cannot be rejected at the 5% level 
and the differences were assumed to be normally distributed, but the data set is very 
small.   
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Figure 7.46:  Box and whisker plot and normal probability plot for the differences between 
the model and data for daily liquid milk production (van Houtert et al. 1999) 
 
       
 
Comparing the differences with a student’s t test, the mean difference was 0.0073kg with 
95 % confidence interval of –0.7551 kg to 0.7697kg.  This emphasises that although the 
mean difference is small, the range of the differences is much greater and this is reflected 
in a greater value for RMSD (see later).  The calculated value of the test statistic for the 
null hypothesis that the mean difference was zero was 0.0225 with an associated p-value 
of 0.9827.  Thus the null hypothesis is not rejected suggesting that at the 5% level there is 
no significant difference between the means of the pairs of data and model values.  Figure 
7.47 shows a Bland–Altman plot for the mean of model and data intake plotted against 
the differences between the data and the model: 
 
The data set is too small to be overly confident of the absence of coning or funnelling,  
but the paired t test result (which is robust for departures of normality inherent in small 
sample sizes) also suggests that there is no systematic bias in the differences.  Accepting  
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Figure 7.47:  Bland-Altman plot for the difference between the model and the data for daily 
liquid milk production (van Houtertet al. 1999) showing upper and lower 95% confidence 
intervals for those differences 
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the caveats inherent in a small sample size, Figure 7.47 suggests that 95% of the 
differences in milk yield between the data and the model will be less than 1.75kg liquid 
milk/day.  Approximation of the intra class correlation coefficient gives a result of 0.9757 
with 95% confidence intervals of 0.9999 to 0.9292.  This means that 98% of the variation 
in the observations is due to differences between the pairs and 2% is due to differences 
within a pair.   
 
Analysis of the data in terms of MSD helps to identify the differences observed between 
the data and the model and this is presented in Table 7.11.  The small size of the data set 
means that the value of this approach is much reduced because of the reduction in the 
power of the regression diagnostics graphs.  Thus as observed for Figure 7.43, the 
absence of coning or funnelling with such a small data set provides scant evidence for the 
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integrity of the underlying assumptions needed for regression.  Nevertheless, the MSD 
analysis was still considered useful in indicating the reasons for the discrepancy between 
the model and the data.   
 
Table 7.11:  Analysis of the difference between the model and the data from van Houtert et 
al (1999)  for daily liquid milk production (kg/cow/day)  in terms of MSD and its 
components as defined by Gauch et al (2003) 
 
Component Value        Units     Comment 
MD -0.0073 kg/day Mean difference or bias 
MSD  0.7277 kg2/day Mean square of deviations about the 1:1 line:  
MSD=NU+SB+LC 
RMSD 0.8531 kg/day Square root of MSD.  Mean distance between model 
and data and population standard deviation of the 
deviations about the 1:1 line 
SB 5.275e-5  kg2/day Squared bias and represents translation  from the 1:1 
line of equality in the direction of the ordinate (y) 
SDs 3.9749 kg/day Standard deviation of the model 
SDm 3.7392 kg/day Standard deviation of the data 
NU 0.1025 kg2/day Non unity of slope and results in rotation when breg 
does not equal 1:  0 to ∞ 
LC 0.6251 kg2/day Lack of correlation from scatter in the data  
breg 0.9194 Unit less Slope of regression line for regression of data on 
model. 
rcorrel 0.9774 Unit less Correlation coefficient between data and model  
 
Again there is good correlation between the model and the data with a mean distance 
between data and model for DMI of 0.85kg/day.  Most of the difference is attributable to 
scatter with LC equivalent to 86% of MSD.  SB is negligible and NU accounts for 
approximately 14% of MSD.  Overall, the value of the relative RMSD is 5.49% 
indicating good agreement between the model and the data.  This summary of the 
model’s performance is very similar to that for comparison with the data for milk yield 
from LUDF for 2005-06 and Figure 7.48 shows the model values verses the data values 
with the 1:1 line of equality superimposed on the same graph. 
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Figure 7.48:  Model values of daily liquid milk production (kgDM/day) plotted against 
values obtained from the data of van Houtert et al. (1999), together with the line of equality. 
 
Comparison of model and data (van Houtert et al 1999)
                   with line of perfect equality 
 
 
7.7.4 Further data sets 
  
Comparison with further data sets obtained from the literature gave similar levels of 
concordance between the model and the data.  Data for body weight change, dry matter 
intake and milk yield were available from the work of Mackle et al (1996).  In this trial, 
primiparous Friesian heifers were rotationally grazed ad lib on a mixed sward of 
perennial ryegrass (Lolium perenne) and white clover (Trifolium repens).  Body weight, 
milk production and dry matter intake (using the double alkane technique (Dove & 
Mayes, 1991)) were recorded at regular intervals over a period of 320 days following 
calving.  It was estimated that cows were offered at least 50 kg of DM of pasture per day 
so that each heifer was able to fully express its appetite.   Chemical pasture analysis was 
8 10 12 14 16 18 20 
22 
22 
8 
10 
12 
14 
16 
18 
20 
 
model vs data
equality line
data output (kg/day/cow) 
 
model output (kg/day/cow)
 410
available from 7 samplings taken over this period and an approximate ME value was 
calculated from the digestibility and organic matter content as described by Lean (1987).  
The performance of the model for body weight, dry matter intake and milk yield was 
assessed as previously described.  
 
Comparison of the model’s prediction for total body weight with the data gave good 
agreement.  The distribution of differences was normally distributed and there was no 
significant difference between the means of the pairs of differences (p=0.1062).  The 
mean distance between the model and the data was 6.97kg (very similar to the 
comparison from LUDF at 7.86kg) and LC accounted for 84% of RMSD with NU and 
SB each accounting for 7%.   As with the LUDF data the standard deviations for the 
model and data values were high (19.3762 and 20.0404 kg respectively) but the 
concordance correlation coefficient was high at 0.9376 (95% confidence interval 0.8943 
to 0.9635) as was the correlation coefficient at 0.9440.  The overall relative RMSD value 
was 1.67% indicating good agreement between the model and the data.   This is 
illustrated in Figure 7.49 and 7.50 which show the total live weight over the lactation as  
 
predicted by the model compared to the data and also the model values of body weight 
plotted against the data values together with the 1:1 line of equality. 
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Figure 7.49:  Total live weight during the year following calving:  model prediction 
compared to data from Mackle et al (1996). 
 
 
460
Predicted and observed total body weight post calving (data from Mackle et al 1996)
With respect to the MSD analysis and the requirement that assumptions inherent in a 
regression of the data on the model are satisfied, normality of the residuals has been 
discussed above and scatter plots of the data against the residuals to assess constancy of 
variance and a scatter plot of the model against the residuals to demonstrate linearity of 
the relationship are shown in Figure 7.51. 
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Figure 7.50:  Comparison of total body weight plotted against data values for Mackle et al 
(1999) together with equality line. 
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Figure 7.51:  Regression diagnostics for the simulation from Mackle et al (1996) for body 
weight 
Scatter plot of data against residuals for    Scatter plot of model output against  
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Comparison with the data for milk yield and DMI gave less good agreement for the first 
100 days with lactation and DMI both peaking at higher levels in the model than in the 
data.  The data gave peak milk production at 100 days post calving as 18kg liquid milk 
compared to the model which predicted a peak at 50 days of 22 kg liquid milk, while the 
recorded DMI peaked at 12.5kg DM at day 100 and the model predicted a peak DMI of 
16kg at 50 days.  At the appropriate ME value for the pasture consumed during this 
period, and allowing for the partitioning of energy deficit (af in equation 7.74) this extra 
DMI within the model is sufficient to account for the extra milk produced.  In the original 
paper, Mackle et al (1996) commented that the DMI observed and the milk yields 
recorded were both low and this point was also made by van Houtert et al (1999).  
Holmes et al (1993) obtained a DMI of 3.9-4.5kgDM/100kg live weight in a study of 
grazing cows and this compares favourably with the results from van Houtert et al (1999) 
of an average of 3.1-4.8 kg DM/100 kg live weight and with the model at 2.5-4.2 kg 
DM/100kg live weight.     
 
As noted earlier, the measurement of intake at pasture and of the body weight of lactating 
cows is fraught with difficulties (Baudracco et al., 2006; van Houtert et al., 1999; 
Waghorn & Clark, 2004).   In an attempt to overcome these disadvantages, the model was 
also compared with the predictions of body weight and milk yield derived from the 
regression equations developed by Roche et al (2006).  These workers used data from 113 
lactations across 76 cows between the years 2002 to 2004 to fit the Wilmink exponential 
model (YDIM = a + b * exp(-0.05*DIM) + c* DIM), where Y is output (milk yield, total 
body weight or body condition score) and DIM is days in milk.  During the experiment, 
values of the regression coefficients, a, b and c were derived for North American verses 
New Zealand Friesians fed to appetite but solely on pasture.  These conditions were 
straight forward to reproduce within the model and by calibrating the model to the cows 
used within the study comparison between the output of the present model and the output 
of the Roche et al (2006) model is possible when both are operating under near identical 
conditions.  This approach, of comparing one model with another that is largely 
empirically derived has also been used by van Houtert et al. (1999), by Kobayashi and Us 
Salam (2000) and by Gauch et al (2003).   
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 Using a data set derived from a regression expression will greatly reduce the scatter in 
that data (ie LC):   that is it will reduce the tendency for similar data values to be 
associated with widely different model values when those differences are due to 
variability within the data rather than to inherent deficiencies within the model (Gauch et 
al. 2003).   
 
Comparison of the model’s prediction for total body weight with these regression 
estimates from 18 equally spaced points over the lactation, gave good agreement.  The 
distribution of differences was normally distributed and there was no significant 
difference between the means of the pairs of differences (p=0.8303).  The mean distance 
between the model and the regression estimates was 1.1kg (compared to 6.98kg for the 
data from Mackle et al (1996) and 7.86kg for the data from LUDF (2005-06)).  As with 
the LUDF and Mackle et al (1996) data the standard deviations for the model and 
regression estimates were high (18.4537 and 18.530 kg respectively) but the concordance 
correlation coefficient was high at 0.9983 (95% confidence interval 0.0.9966 to 0.9991) 
as was the correlation coefficient at 0.9983.  The overall relative RMSD value was 0.22% 
indicating very good agreement between the model and the regression estimates.   This is 
illustrated in Figure 7.52 and 7.53 which show the total live weight over the lactation as 
predicted by the model compared to the data and also the model values of body weight 
plotted against the data values together with the 1:1 line of equality.  Regression 
diagnostics were not appropriate in this case as the data are themselves derived from a 
regression expression. 
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Figure 7.52:  Total live weight against days since calving:  model prediction and regression 
estimated values from Roche et al (2006). 
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Figure 7.53:  Total live weight following calving:  model prediction compared to regression 
estimates from Roche et al (2006) together with equality line. 
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Milk yield 
 
Comparison between the model and the regression based estimates from Roche et al 
(2006) for milk yield in kg of liquid milk is presented in Figures 7.54 and 7.55.  The 
distribution of differences was not normal, with a calculated value for the Lillie test of 
0.2501 and a critical value of 0.2000.  The median difference was -0.3556kg and the 
mean difference was -0.3550 indicating slight (but statistically significant at p=0.05) right 
hand skew in the distribution of the differences.  Departure from normality means that 
analysis based on standard deviation was not appropriate and so MSD and its components 
were not calculated.  Instead, analogous to the paired t test, a Wilcoxon signed rank test 
was performed on the differences with the null hypothesis that the differences between 
the matched pairs of model and estimated values come from a population of differences 
whose median is zero.  This hypothesis was rejected at a p-value of 0.0025, suggesting 
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that there was a small but statistically significant difference between the regression 
estimates and the model.  However, in view of the small size of this difference (median 
value -0.3556kg) its biological significance is questionable.  A Spearman’s correlation 
coefficient was also calculated (value 0.9999 (95% confidence interval 0.9997 to 
1.0001)) in lieu of the Pearson’s correlation coefficient indicating a strong association 
between the model and regression estimates.  The relative root median squared difference 
was 2.96% so that overall, the model appears to match the predictions of milk yield from 
the regression equations of Roche et al (2006).   
 
Figure 7.54:  Liquid milk production (kg/cow/day): model prediction and regression 
estimates from Roche et al (2006) 
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Figure 7.55:  Model prediction of liquid milk production (kg/cow/day) compared to 
regression estimates for Roche et al (2006) together with equality line 
 
    Comparison of model and data (Roche J 2006) with line of perfect equality
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Dry matter intake 
The model predicted an average DMI of 2.5-3.75kgDM/100kg total body weight which is 
in close agreement with the findings of Holmes et al (1993) and van Houtert et al (1999).  
 
7.7.4 Other predictions from the model 
 
Energy deficit 
Most cows go through a period of negative energy balance during early lactation when 
they are unable to meet the demands of energy for milk production, maintenance and 
growth from the feed consumed (Lean, 1987).  Unlike rodents, dogs, cats and humans 
that rely little on energy reserves in early lactation (Bauman et al., 1985) and 
correspondingly increase intake greatly once lactation starts, or seals, bears and the 
baleen whale that eat relatively little during lactation and instead rely almost exclusively 
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on mobilising body stores (Oftedal, 1993), cows both mobilise endogenous energy stores 
and seek to increase intake.  Within the present model this is captured using the appetite 
delay functions of Monteiro (1972).  Traditionally energy balance can be measured using 
indirect or direct calorimetry but these techniques are expensive and a literature search 
failed to reveal any recently conducted experiments along these lines.  However, 
frequently, the energy status is estimated indirectly using the difference between the 
energy consumed and the energy required for maintenance, growth, pregnancy and 
lactation.  The disadvantage of this method is that it relies upon the accurate 
quantification of energy consumed and energy demand and both are subject to error as by 
way of example, the earlier discussion of measuring DMI indicates.  Moreover, in the 
absence of a direct measure of energy status, calculation of this quantity inevitably is 
highly correlated with the method used to evaluate the energy of feed consumed and the 
energy required by the animal.  As in most studies these are all derived from the NE 
system, there is an inevitable degree of tautology in comparing the estimates of the 
energy status derived from the present model, with those estimates derived from similar 
equations applied to different data sets.  However, comparison of the predicted energy 
deficit at least allows an assessment of the present model’s consistency with widely used 
and accepted calculations of energy status and for this reason was considered worth 
while.   
Data on the energy status of cows over the first 200 days of lactation was extracted from 
a study using North American Friesian Holsteins fed a complete mixed ration (McGuire 
et al., 2004).  Whilst this is a very different situation from New Zealand pastoral dairy 
cows, the model was adjusted to represent ad lib feeding of a high ME diet (12.8-
13.2MJ/kgDM) in order to try to recreate the effect of the different dietary regime.   The 
comparison with the data that this produced is presented in Figure 7.56. 
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Figure 7.56:   Model predictions and data (McGuire et al 2004) of energy balance in early 
lactation
 
 
Although the model energy balance lags behind that of the data from McGuire et al 
(2004), the nadir of energy status is similar in extent and in the time at which it occurred.  
This was also similar to the findings of de Vries et al (1999) who found a maximum 
deficit of -68.75MJ of NE at approximately 5 days post partum for multiparous cows on a 
complete diet.  
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Chapter 8: Excreta 
 
8.1. Introduction 
 
In a pastoral agricultural system, the grazing ruminant harvests nitrogen from the pasture 
and returns a varying but significant proportion of this in the form of dung and urine.  
The proportion of total nitrogen ingested that is excreted and its partition between dung 
and urine depends upon the type of animal, its physiological state and the diet consumed 
(Haynes & Williams, 1993).  The relationship between the form of the protein and energy 
in the diet and rumen digestion dynamics mean that the association between nitrogen in 
the diet and its partitioning to milk, body tissue, urine and faeces is likely to be complex 
and data on nitrogen intake, utilisation and excretion are scarce (Steinshamn et al., 2006).  
Scholefield et al (1991) reported a linear relationship between the concentration of 
nitrogen in the diet and excreted in the urine, with the form: 
 
 % N excreted in urine = 14 * %N in diet + 24   equation 8.1 
 
For dairy cows grazing a ryegrass/clover sward of 3.2-4.0% N this would give the % of N 
excreted in the urine of 68.8% to 80.0% and this is in close agreement with the figure of 
60-65% of excreted N in the urine of dairy cows in a Dutch study (Lantinga et al., 1987) 
and 70-75% of excreted N in the urine of sheep in New Zealand (Haynes and Williams 
1993).  However, in a study involving over 30 different diets, Kebreab et al. (2001) 
demonstrated an exponential relationship between daily nitrogen intake and daily 
nitrogen excretion in the urine.  Within urine between 70-80% of the nitrogen is present 
as urea with the balance made up from metabolites of nucleic acid metabolism, amino 
acids and peptides (Doak, 1952; Quinn et al., 2005b). In terms of ammonia losses, 
Monteny and Erisman (1998) argue that the concentration of urea within the urine is as 
important as the amount of urea and the pH of the soil, temperature and ground air 
movement will all be important (Swensson, 2003).  The concentration of nitrogen in the 
urine varies widely with the diet consumed and with the level of water consumption and 
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volume of urine produced (Betteridge & Andrews, 1986), with Haynes and Williams 
(1993) reporting values of 8-15 g N per litre.  There is also great variation in the number 
of urinations and quantity of urine voided at each of these urinations (Betteridge & 
Andrews, 1986; Holmes, 1989) with values of 8-12 urinations per 24 hours quoted for 
dairy cattle by Haynes and Williams (1993) at a volume of 1.5-3.5 litres for urinations 
(McGechan & Topp, 2003).  Similarly, the area covered is estimated at 0.16-0.49m2 for 
urine patches (Haynes and Williams 1993), but the area affected in terms of crop growth 
has been reported at 0.50-0.70 m2 (Lantinga et al 1987).  The range of figures quoted and 
the number of factors that influence partitioning of nitrogen within the cow, volume of 
urine, concentration of urine, number of urinations and area affected by each urination are 
reflected in the literature with values of 500-2000kgN/ha reported for urine patches 
(McGechan & Topp, 2003; Saunders, 1984).  A commonly quoted value of 1000kgN/ha 
for urine patches (Di & Cameron, 2000) translates into urinations of 2 litres volume, 
containing 12.5g N/litre and covering an area of 0.25m2.   
 
To try to capture some of these effects at the herd level in the model the prediction of 
daily urine volume was taken from Betteridge and Andrews (1986) as follows: 
 
Uvol = 1.3441+DMI+(1.079*Napercent + 0.5380*Kpercent + 0.1266*Npercent) -
AMY*(0.126 + 0.0275 *milkprotein
 
percent); 
  equation 8.2 
    
Where: 
Uvol = volume of litres per day per cow per day  
DMI = dry matter intake in kgDM/cow per day  
Napercent = % of Na+ in diet on a dry matter basis:  default value = .15% 
Kpercent = % of K+ in diet on a dry matter basis:  default value = 2.5% 
Npercent = % of N in the diet on a dry matter basis per day:  a model input 
AMY = kg liquid milk produced per cow per day  
Milkproteinpercent = %protein content of milk on a dry matter basis per day:  
a model input. 
 
Then using the figures from Haynes and Williams (1993), this volume is divided between 
8-13 urinations per day according to the following equations: 
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If Uvol<=8 
     No_urinations=round(Uvol) 
Else if 
     No_urinations=round(5.9+0.3*Uvol);    equation 8.3 
 
This equation predicts that there will be a minimum of 8 urinations per day and that the 
number of urinations increases linearly above 8 as the total volume of urine passed in a 
day exceeds 8 litres.  This is illustrated in Figure 8.1 below: 
 
The volume of a single urination is thus predicted to range from 1 litre to circa 2.5litres.  
The amount of nitrogen returned in the urine was calculated using the model of Kebreab 
et al (2002) to predict the partitioning of intake nitrogen between milk, body tissue, dung 
and urine.  This model describes in a semi empirical/mechanistic manner the biological 
processes in the animal between the driving intake variable of nitrogen intake (g/day) and 
nitrogen output in faeces, urine and milk (g/day).  The original model consists of four 
 
Figure 8.1:  Predicted number of urinations per cow per day against total urine volume 
 
  
5 10 15 20 25
Total volume of urine per cow per day (litres)
30 35
8
9
10
11
12
13
14
15
16
Predicted number of urinations per cow per day against
total volume of urine passed per cow per day 
Number of urinations per cow per day
 431
pools: dietary nitrogen, urea nitrogen, milk nitrogen and tissue nitrogen and was heavily 
criticised by Miller and Baig (2002) partly due to its use of parameter values estimated 
empirically using least squares non linear regression techniques but also because of a lack 
of an account of non urea nitrogen within urine and the simplified treatment of milk 
production within the model.  To partly address these criticisms, within the present 
model, a simple treatment of non urea nitrogen within urine was incorporated with the 
addition of a nucleic acid nitrogen pool and the energy level of the diet (as fermentable 
metabolisable energy (FME)) was incorporated dynamically rather than as a static value.  
The empirical nature of many of the parameters used, means that Miller and Baig’s 
objection on the grounds of biological validity for these values is justified, but in the 
present use of the model within a wider modelling framework it is the value of the inputs 
and outputs that is required for an analysis of nitrogen dynamics at the paddock level 
rather than within the individual cow.  In a comparison of the original model’s 
performance against a range of empirical equations and data sets, Swensson (2003) found 
that the model performed adequately for diets of moderate to high crude protein (CP) 
levels but that it tended to under predict the nitrogen excretion in urine for diets with a 
low protein, high FME ratio.  Such diets are unlikely in a pastoral New Zealand context 
and indeed the range of dry matter intake, dietary ME and CP used within the original 
data set of Kebreab et al (2002), although derived from the UK and a range of grass 
silage diets are broadly similar to those encountered within the present model.   
 
8.2. Partitioning of nitrogen within the cow: development of the 
model 
 
The following description of the model is taken from Kebreab et al (2002) with the 
additions alluded to above.  Nitrogen flows between the 5 pools of the model, resulting in 
production (P), utilisation (U), yield (Y) and a resultant quantity (Q) for each pool.  Daily 
dietary nitrogen (Ndi g N per cow per day) is the main input to the model and is itself an 
output from the pasture and animal model.  Nitrogen flows out of the dietary pool as non 
rumen degradable protein N (this is subsequently partly digested in the small intestine to 
amino acids and the balance excreted in the faeces) and rumen degradable protein N 
including ammonia N.  This is subsequently incorporated into the microbial and urea 
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pools.  The first fraction is analogous to rumen undegradable protein (RUDP) and the 
second to rumen degradable protein (RDP).  Within the original model, a constant 
fraction of the dietary protein is considered to be undegradable (kdiaa=0.33) and a 
constant fraction is assumed to be degraded within the rumen (kdimi=1-kdiaa).  Howe
the degradability of protein in the rumen is a function of the rumen outflow rate (and so 
level of production) and of the feed consumed (Alderman & Cottrill, 1993b) and this is
one criticism of the model (Miller & Baig, 2002).  However, the model was validated 
over a range of protein degradability and in the present adaptation of the model, the rate 
constant k
ver, 
 
s follows. 
diaa is made a function of the crude protein content of the diet and the animal 
production level a
 
The amount of protein degraded in the rumen is calculated from the outflow rate(r) and 
the degradation parameters a, b and c which are a characteristic of the feed (Alderman 
and Cotrill 1993).  As an illustration, for irrigated, fertilised dairy pasture with a typical 
digestibility greater than 80% and a crude protein (CP) content of 25%, published figures 
for a, b and c are,    a = 0.08, b = 0.89, c = 0.13 (ibid.).  Rumen outflow can be 
empirically predicted using the following equations from AFRC (ibid.) 
 
 r = -0.024 + 0.179*(1-e(-0.278L))     equation 8.4 
Where:  
L=animal level of feeding = Total ME consumed / ME for maintenance, 
with ME measured in MJ/cow/day and is an output from the animal 
model. 
 
Then, the degradability of the protein is given by: 
 QDP = a * CP        equation 8.5 
Where: 
 QDP = quickly degradable protein in the rumen (g/cow/day) 
 CP = total protein in diet (g/cow/day), a model output 
 
SDP = CP * (b * c) / (c + r) 
  equation 8.6 
Where: 
 433
SDP = slowly degradable protein in the rumen 
 
 UDP = CP – (QDP + SDP)      equation 8.7 
Where: 
UDP = undegradable protein in the rumen 
 
 Degradability = (QDP + SDP) / CP     equation 8.8 
 
For the example data given, this gives an estimate of the degradability of the grass from 
0.6 to 0.66 with a mean value of 0.63 for a 500 kg cow giving 450 kg of milk solids, 
compared to the original model value of 1-0.33 = 0.67.  However, over the dry period, the 
mean degradability is 0.78 (range 0.68 to 0.81) as the feed level drops.  Kebreab et al 
(2002), noted that the degradability of the N in the diet had a large effect on the excretion 
of N via the urine (increasing degradability increasing urinary nitrogen excretion) and so 
the effect of changes in degradability was maintained within the model, through changes 
in the rate constants, kdiaa (fraction of dietary N that is undegradable in the rumen) and 
kdimi (fraction of dietary N that is degradable in the rumen).  Appropriate values for the 
fractions a, b and c for each pasture component can be entered by the operator, or default 
values, selected from the literature (Alderman and Cotrill 1993), can be used. 
The equations summarising movement into and out of the dietary N pool are: 
 Inputs:  Pdi = Ndi   production of dietary pool  
          equation 8.9 
 
 Outputs: Udiaa = kdiaa*Qdi  use of the dietary pool as UDP 
          equation 8.10 
   Udimi = kdimi*Qdi  use of the dietary pool as RDP 
          equation 8.11 
 
Differential: dQdi/dt = Pdi-Udiaa-Udimi     
          equation 8.12 
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The microbial pool within the rumen receives N directly from the dietary pool in the form 
of short peptides that are absorbed by the microbes, without being first converted to urea 
(and therefore going via the urea pool).  The model assumes that a constant proportion 
(Ymidi=0.20) of the RDP N is available to the microbes as peptides.  The microbial pool 
also receives input from the urea pool and 99% of the urea N that is utilised for microbial 
protein N is assumed to be incorporated into the microbes (Ymiur=0.99).    The output 
from the microbial N pool represents the synthesis of microbial protein and non protein 
nitrogen (primarily nucleic acids) from microbial N.  Following Alderman and Cotrill 
(1993), 0.75 (kmiaa) of microbial nitrogen is assumed to be formed into microbial protein, 
with 0.25 (kmina) forming non protein nitrogen compounds.  Thus the equations 
describing the flow of N into and out of the microbial nitrogen pool are: 
Inputs:  Pmidi = Ymidi*Udimi:  Production of microbial N from      
                                                                        peptides within the dietary RDP 
                                                                                                           equation 8.13 
  Pmiur = Ymiur*Uurmi:  Production of microbial N from 
                                                                        urea N designated for microbes 
                                                                                                           equation 8.14 
 
Output: Umiaa = kmiaa*Qmi:  Use of microbial N in synthesis of 
                                                                        microbial protein 
                                                                                                           equation 8.15 
 
  Umina = kmina*Qmi              Use of microbial N as non protein N 
                                                                                                           equation 8.16 
 
Differential dQmi/dt = Pmidi+Pmiur-Umiaa-Umina  
                                                                                                           equation 8.17 
 
The amino acid pool of N has an input from digestible, undegradable N that leaves the 
rumen, Udiaa in equation 8.10.  The digestible proportion of the undegraded protein is 
taken from Alderman and Cotrill (1993) as 0.79 (Yaadi) to yield amino acid N derived 
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from dietary N.  A second input to the amino acid pool is from the digestible microbial 
protein N from the rumen (Umiaa in equation 8.15).  The true protein content of microbial 
protein is taken as 75% with a digestibility of 85% so that the digestible true microbial 
protein is Yaami * microbial protein where Yaami = 0.64 = (0.75*0.85).  Amino acid N can 
be utilised for milk synthesis at an efficiency of  kaamk = 0.63.  Inefficient utilisation of 
amino acids and catabolism are combined as an input to the urea pool with an efficiency 
of 1-kaamk = kaaur = 0.37.  Amino acids can also be used for body tissue deposition, Uaabd.  
This is a bidirectional flow, with a synthesis term, kaabd*Qaa and a degradation term Ndg.  
Ndg is taken to be a constant so that if Ndg is greater than kaabd*Qaa (ie synthesis), then the
animal is utilising body N.  Values of N
 
        equation 8.20    
                                                                                                                        equation 8.21 
                                                                                                                        equation 8.22 
dg = 0.05 and kaabd = 0.09 were adopted.  The 
flows into and out of the amino acid N pool can be summarised as: 
 
 Inputs:  Paadi = Yaadi*Udiaa  Production of amino acid N from 
                                                                                   dietary N not degraded in the rumen 
                                                                                                                          equation 8.18 
              Paami = Yaami*Umiaa  Production of amino acid N from  
                                                                                    microbial protein 
            equation 8.19 
 
              Outputs:        Uaabd = kaabd*Qaa – Ndg  Net use of amino acid N for 
tissue  
                                                                                    metabolism 
    
                                       
              Uaamk = kaamk* Qaa  Use of amino acid N for milk 
  
 
   Uaaur = kaaur *Qaa  Use of amino acid N for urea 
  
 
   Differential dQaa/dt = Paadi + Paami – Uaabd – Uaamk – Uaaur 
 436
                                                                                                                         equation 8.23 
 
is 
N 
pool 
er the 
 produced.  
RDP supplied is given by the following equation with all units in gram/day: 
ERDP = ((0.8*QDP) + SDP)      equation 8.24 
hus, when ERDP is limiting: 
MCPproduced = ERDPsupplied      equation 8.25 
RDP required) is a function of the 
ergy status of the diet as expressed in equation 8.26: 
MCP = FME * y       equation 8.26 
Where: 
 
The urea and ammonia pool has as an input the generation (Yuraa = 1.0) of urea from the
inefficient utilisation of amino acids (equation 8.22) and from the hydrolysis of rumen 
degradable N in the rumen (Udimi in equation 8.11).  It is assumed that the yield from th
source is (1-Ymidi), where Ymidi is the yield of microbial N as short chain peptides from 
dietary N.  Following the criticism of Miller and Baig (2002), some of the microbial 
which is not incorporated into amino acid N is reabsorbed in the small intestine and 
metabolised as urea (Purna = Yurna*Unaur), where Yurna =1.0.  Outputs from the urea 
are through the utilisation of ammonia by the rumen microbes and the loss of urea 
excreted in the urine.  The amount of N incorporated into microbial protein is a function 
of the amount of N and the amount of energy available to the rumen microbes.  Und
metabolisable energy system, this is expressed as the Effective Rumen Degradable 
Protein (ERDP) that is available and the supply of Fermentable Metabolisable Energy 
(FME) (Alderman & Cottrill, 1993b; Chamberlain & Wilkinson, 1996).  Synthesis of 
Microbial Crude Protein (MCP) cannot exceed the supply of ERDP and in fact as ERDP 
is used with an efficiency of 1.0, ERDP supplied will be an upper limit to MCP
E
 
 
 
\T
 
 
 
However, below this limit MCP produced (and hence E
en
\ 
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MCP = microbial crude protein produced in g/cow/day 
FME = fermentable metabolisable energy of diet in MJ ME 
y = g MCP/MJFME produced 
 the rumen outflow (and so level of feeding) and can be empirically 
redicted from: 
y = 7.0 + 6*(1-exp(-0.35*L))      equation 8.27 
Where: 
L = ed for 
maintenance and is a model output. 
 by 
ount of MCP:  that is, when ERDP supply is not limiting MCP 
roduction: 
 
ERDP required = MCP produced = FME * y    equation 8.28 
 
  
is is described in terms of a Michaelis-Menton type equation with the 
llowing form: 
Uurmi = kurmi*FMEeaten / (1+Kurmi/Qur)    equation 8.29 
Where: 
 
y is a function of
p
 
 
 
y = g MCP/MJFME produced 
level of feeding = Total ME consumed / ME consum
 
Returning to equation 8.26, the ERDP required to produce this amount of MCP is
definition this am
p
 
Thus equation 8.24 supplies the amount of ERDP produced (g/cow/day) and equation
8.28 yields the amount of ERDP required (g/cow/day).  If ERDP supply is less than 
ERDP required, MCP production will be limited to ERDP supplied (equation 8.25).  
However, if ERDP supply exceeds ERDP required, MCP produced will be given by 
equation 8.26 and excess ERDP will be wasted with elevated blood ammonia and urea. 
In the model of Kebreab et al (2002), the relationship between energy status of the diet 
and MCP synthes
fo
 
 
 
Uurmi = use of urea N for microbial N 
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kurmi = maximum rate of MCP production in g MCP/MJFME 
FMEeaten = fermentable metabolic energy of the diet consumed in MJ 
=concentration of urea N at half the maximal rate of MCP 
production = 150.00 from Kebreab et al (2002) when k
Kurmi 
 31.10.  
l, Kurmi is linearly scaled for changes in kurmi 
Qur = quantity of urea N  
 
 b een 
nergy and protein was captured in the equations predicting the value of kurmi. 
bial N in units of g 
s 8.26 nd 8. .  Thu : 
kurmi = (y/6.25) * FME* DMI      equation  8.30 
Where: 
 N) 
diet in MJFME/kgDM 
MI = dry matter intake in kgDM/cow/day 
s 
a
than or equal to MCP produced ((Pmiur+Pmidi)*6.25), Uurmi is as given by equation 
.29.   
al 
s equal to the supply of ERDP/6.25 which is represented by Purdi within the 
odel. 
 
urmi =
In the present mode
 
The original model was validated over a range of different FME and ERDP values by
Kebreab et al (2002) and so in the present model, the dynamic relationship etw
e
 
The maximum amount of N that can be incorporated into micro
MCP/MJFME is given as y in equation  a 27 s
 
 
kurmi = maximum rate of MCP production in g MCP/MJFME 
y/6.25 = g MCPN/MJFME produced (converting from g protein to g
FME = fermentable metabolisable energy of 
D
 
This means that the upper constraint on MCP production is a function of the energy status 
of the diet in FME and the rumen outflow in accordance with equation 8.26.  However, a
pointed out by Miller and Baig (2002), this relationship ignores the potentially limiting 
effect of ERDP supply on MCP production.  Thus, within the model an extra condition 
was includes such that if ERDP supply (equ tion 8.24) is not limiting (ie ERDP supply is 
greater 
8
 
Conversely, if ERDP required - which is equal to MCP produced (represented by 
((Pmiur+Pmidi)*6.25) within the model) - is greater than or equal to the supply of ERDP 
(calculated as in equation 8.24), then Uurmi which represents the use of N for microbi
protein i
m
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However, this is unlikely to be a common occurrence on grass systems where protein 
supply is nearly always in excess of energy (Waghorn & Clark, 2004) 
 
Thus to summarise, the changes in the urea and ammonia pool are given by the following 
equations: 
 Input:    Puraa = Yuraa*Uaaur   Production of urea N from   
                                                                                                metabolism of amino acids   
                                                                                                                       equation 8.31 
 
   Purdi = (1-Ymidi)*Udimi                    Production of urea N from  
                                                                                                RDP                  
                                                                                                                       equation 8.32 
 
Purna = Yurna * Unaur Production of urea N from 
nucleic acids 
  
            Outputs:          Uurmi = (kurmi*E)/(1+Kurmi/Qur)   Utilisation of urea N for   
 
                                                                                                 microbial N if ERDP  
                                                                                                 supply >= MCP produced 
                                                                                                                        equation 8.33 
   Uurmi = Purdi                                     Utilisation of urea N for  
                                                                                                microbial N if ERDP  
                                                                                                supply < MCP produced 
                                                                                                                        equation 8.34 
 
   Uurun = kurun*Qur                            Utilisation of urea N in urine 
                                                                                                                          equation 8.35 
 
 Differential: dQur/dt = Purua + Purdi – Uurmi – Uurun                  equation 8.36 
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The nucleic acid pool receives input from the microbial N not utilised by the microbes for 
protein (Umina).  Of this microbial non protein N, approximately 0.83 is present as 
digestible material.   Most of this digestible N that is not utilised by the rumen microbes 
is made up from nucleic acids (Miller and Baig 2002).  Taking an average figure of 0.68 
present as nucleic acid (Van Soest, 1994) then the production of nucleic acid N is Umina * 
Ynami, where Ynami = 0.83*0.68.  Approximately, 68% of this nucleic acid is present as 
purine and 32% as pyrimidine   Of the purine, 0.8 of it is absorbed and excreted in the 
urine as allantoin and uric acid (Miller and Baig 2002).  Thus the fractional rate constant 
for the production of urine N from nucleic acids, knaun = 0.68*0.8.  The remaining 0.2 of 
the purine and all the pyrimidine will be metabolised to urea and ammonia for recycling 
or excretion in the urine (ibid.).  Thus the fractional rate constant for the production of 
urea N from nucleic acid N, knaur = (0.68*0.2) + (0.32*1).  Thus the nucleic acid pool is 
summarised with the following equations: 
 
 Input:  Pnami = Ynami*Umina              Production of nucleic  
                                                                                                            acid N from microbial  
                                                                                                            N 
                                                                                                                          equation 8.36 
 
 Outputs: Unaur = knaur * Qna    Utilisation of nucleic 
                                                                                                            acid N in urea N 
                                                                                                                          equation 8.37  
 
             Unaun = knaun * Qna                                       Utilisation of nucleic 
                                                                                                            acid N in urine        
                                                                                                                         equation 8.38                                
 
    
Nitrogen in faeces is derived from the UDP that is not utilised ((1-Yaadi)*Udiaa), plus the 
microbial N that is not utilised for amino acid synthesis (1-Yaami)*Umiaa plus the 
endogenous faecal N which is taken as a constant proportion (Nen= 0.20) of the microbial 
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N that is not utilised.  However, as discussed above, some of the microbial N that is not 
utilised for amino acid synthesis is absorbed in the small intestine and metabolised to 
urea and uric acid.  Thus, the N converted to urea that is derived from the metabolism of 
the nucleic acids is subtracted, in the calculation of faecal N.  Urinary N is then the sum 
of N lost from metabolism of nucleic acids (Unaun) and from the metabolism of urea 
(Uurun).  The equations summarising the excretion of N in the faeces and urine are: 
 
Nitrogen in faeces: 
 
 Nfe = (1-Yaami)*Umiaa + (1-Yaadi)*Udiaa + Nen*(1-Yaami)*Umiaa – Unaun 
          equation 8.39 
Nitrogen in urine: 
 
 Nun = Unaun + Uurun       equation 8.40 
 
The flows of nitrogen within the model are summarised in Figure 8.2 
 
The amount of urea nitrogen and non urea nitrogen returned per urination is then given 
by: 
 UNperurination=Uurun/No_urinations;    equation 8.41 
 NUNperurination=Unaun/no_urinations:    equation 8.42 
Where: 
UNperurination = grams of urea nitrogen per urination 
Uurun = grams of urea nitrogen per cow per day passed in urine:  model 
output 
No_urinations = number of urinations per cow per day:  model output 
NUNperurination = grams of non urea nitrogen per urination 
Unaun = grams of non urea nitrogen per cow per day in urine:  model output 
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Figure 8.2:  Flows of nitrogen within the model.  For simplicity, the diagram shows the 
situation where ERDP required >=ERDP supplied. 
 
 
 
In contradistinction, the amount of fecal nitrogen in the dung of ruminants is less affected 
by the concentration of nitrogen in the diet with Lantinga et al (1987) reporting a value of 
132g N excreted in the faeces /cow/day for dairy cows, irrespective of whether their 
dietary N consumption was 450 or 775 g N/cow/day.  However, on diets of very low 
digestibility, the proportion of nitrogen excreted in the dung increases as the yield of 
microbial protein from the rumen decreases (Kirshan & Singh, 1980), although this is 
unlikely to be a factor for intensively grazed dairy cows.  More significantly, Steinishamn 
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et al (2006), Kebreab et al (2001, 2002), Swensson (2003) report a small but significant 
(around 20%) linear increase in nitrogen excretion in the faeces for every unit increase in 
nitrogen in the diet.  Thus within the present model, the prediction of the total amount of 
nitrogen in the faeces was derived from the modified model of Kebreab et al (2002) 
detailed above and the number of defecations (11-16 per cow per day) and the volume of 
each defecation (1 litre) derived from data in Haynes and Williams (1993) and McGechan 
and Topp (2003), covering an area of 0.05m2.  Hutton (1963) proposed that the number of 
defecations per day is a function of the dry matter intake (DMI) and this approach was 
adopted here.  For the purpose of calculating faecal output, a simplifying assumption was 
made that the maximum dry matter intake achievable was 4% of body weight 
(Chamberlain & Wilkinson, 1996) and dry matter intake was assumed to be at a 
minimum at maintenance.  Then, using a similar approach to that for urination, faecal 
output was linearly scaled from 11 defecations per day, as DMI increased: 
gradient = (16-11)/((0.04*BW(1))-(MEmaint(1)/ME)); 
if DMI <= MEmaint_out(1)/ME 
     No_defecations = 11; 
else 
     No_defecations = round(9.4+(gradient*DMI));   equation 8.43 
 
Where:  
BW(1) = the maternal body weight on the day of calving in kg 
MEmaint(1) = the ME demand for maintenance on day 1 in MJ ME 
/cow/day 
ME = the energy density of the diet on day 1 in MJ ME/kgDM 
gradient = the unit increase in number of defecations per unit increase in 
DMI 
 
The relationship between dry matter intake and number of defecations per cow per day as 
predicted by this equation is illustrated in Figure 8.3 
 
Within the dung, approximately 20-25% has been reported as water soluble representing 
the metabolic products of the animal and microbial population in the gut (Mason et al., 
1981).  Within the model this is assumed to be urea nitrogen, with the balance present as 
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organic nitrogen .  The amount of urea nitrogen and non urea nitrogen returned per 
defecation is then given by: 
 
 UNperdefecation = Nfe*0.25/No_defecations;    equation 8.44 
 NUNperdefecation = Nfe*0.75/No_defecations;    equation 8.45 
Where: 
UNperdefecation = grams of urea nitrogen per defecation 
Nfe = grams of nitrogen per cow per day passed in faeces:  model output 
No_defecations = number of defecations per cow per day:  model output 
NUNperdefecation = grams of non urea nitrogen per defecation. 
 
Figure 8.3:  Predicted number of defecations per cow per day against dry matter intake 
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8.2.1 Performance of the model 
 
A data set detailing the relationship between dietary nitrogen and nitrogen in urine, faeces 
and milk for an intensive pastoral system within New Zealand could not be identified in 
the literature.  Moreover, the amount of nitrogen excreted via urine, faeces and in milk, is 
a function of the balance between energy and protein supply and demand as discussed 
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above and this produces a hysteresis in nitrogen excretion so that at a given nitrogen 
content of the diet, more than one value for excretion in urine, faeces and milk is possible 
depending upon the energy and protein balance of the cow.  This is illustrated in Figure 
8.4 which shows the prediction by the model of excretion of nitrogen in urine and milk 
over the course of a year for a pasture fed cow, calving on day 1 and milking for 295 days 
before being dried off over a 5 day period of enforced feed reduction. 
 
Figure 8.4:  Model prediction of urinary (in red) and faecal (in blue) nitrogen excretion for 
a year after calving for a 500kg pasture fed cow. 
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Figure 8.5 shows the hysteresis effect when dietary nitrogen is plotted against urinary and 
faecal nitrogen excretion.  This demonstrates that within the model, nitrogen excretion is 
a function of the metabolic status of the cow as well as the dietary nitrogen load 
reflecting the change in energy and protein metabolism with the animal’s physiological 
status. 
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Figure 8.5:  Model prediction of urinary and faecal nitrogen excretion against dietary 
nitrogen.   
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Thus nitrogen excretion in this example is related to energy intake and protein supply, but 
this is not a straight forward relationship as discussed in the text so that comparison with 
published values is difficult when the data is not accompanied by the energy and protein 
status of the diet and the physiological state of the cow, all of which will alter the 
partitioning of nitrogen.  The hysteresis effect is shown in Figure 8.5 for the same cow as 
in Figure 8.4. 
 
These values are in line with those in the literature (Betteridge & Andrews, 1986; Haynes 
& Williams, 1993; Whitehead, 2000) of approximately 132 g N/cow/day in the faeces 
and 6-15gN/litre of urine, which at an average of 10 urinations per day each of 2 litres is 
120-300gN/cow/day in the urine.   The model in its original form had already been 
extensively validated against a data set from the UK covering a range of dietary nitrogen 
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and energy inputs although these were not exclusively grass based diets.  The changes 
made to the model in this exercise are modest in their impact on the excretion of nitrogen 
and the model output is compared to data from Keberab et al (2002) in Table 8.1 below 
for trials involving grass and concentrate diets  
 
Table 8.1:  Comparison of model predictions of nitrogen excretion with data quoted in 
Keberab et al (2002) 
 
Item 
 
Mean Range SD Model
DMI 16.9kg/cow/day   15.4-18.1 0.9 12.5 
N-Intake 437.3g/cow/day 289-629 73 440 
N-faeces 147g/cow/day   92-197 21 100 
N-urine 153g/cow/day   65-352 56 165 
N-milk 122g/cow/day   76-182 23 120 
DMI 17.3kg/cow/day  17.2-19.1 0.7 13 
N-Intake 448g/cow/day 341-563 60 450 
N-faeces 169g/cow/day 130-243 24 110 
N-urine 142g/cow/day   30-244 38 175 
N-milk 127g/cow/day   72-163 17 130 
 
The ME, FME and protein constituent of the diets were not included in the publication 
but they are described as well balanced for protein and carbohydrate and therefore were 
probably lower in ERDP and QDP than a typical pastoral diet and higher in slowly 
fermentable starch.  Thus the discrepancy between the revised model and the data may lie 
in the grass based diet used in the former as well as in slightly greater nitrogen retention 
through the inclusion of nucleic acid metabolism.  This would also be consistent with the 
higher levels of urinary nitrogen observed in the model compared to the data and the 
sensitivity analysis carried out by Keberab et al (2002) which highlighted the importance 
of protein degradability, especially for urinary nitrogen excretion and of energy (as FME) 
content of the diet on all forms of nitrogen excretion. 
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Modelling of excretal patches 
 
This level of nitrogen return is far in excess of plant requirements (Snow et al., 2007)   
Ammonia volatilisation from the breakdown of urinary urea results in significant nitrogen 
loss of 5-80% of the applied urinary nitrogen and is highly seasonal dependent (Bussink 
& Oenema, 1998; Clough et al., 2003b).  This will lead to secondary production of N2O 
from further metabolism of the redeposited ammonia in other ecosystems  (Hutchings et 
al., 2007).  Further losses of nitrogen will occur from leaching of nitrate and the 
production of N2O from denitrification (Dalal et al., 2003; Klein et al., 2003) so that 
Haynes and Williams (1993) concluded that the urine patch was the major source of 
leached nitrogen losses in grazed pasture.   
 
8.3. Excretal Patches 
 
Given its primary role in the nitrogen dynamics within a dairy farm system, the inclusion 
of urine patches is a requirement of the present model.  However, the variability already 
alluded to coupled with temporal and spatial variability in the deposition of excreta on the 
grazed pasture makes the inclusion of patches a complex process (Snow et al. 2007).   
Under a rotationally grazed paddock system there will be variation in both the time of 
deposition and the location of urine.  Haynes and Williams (1993) reported that on dairy 
farms with 12 hourly grazing, night paddocks may become grass dominant and day 
paddocks clover dominant due to the uneven return of excreta during the 24 hour period.   
There will also be deposition of excreta onto lanes and yards at milking and overlap of 
patches within and between grazing rounds.  The overlap of urine patches is important in 
the nitrogen dynamics of grazing systems, with Afzal and Adams (1992) considering that 
patch overlap occurred frequently on intensively grazed pasture and Pleasants et al (2006) 
estimating that approximately 50% more nitrogen leached from double urinations even 
when compared to two separate urinations.  Patch overlap is frequently modelled using 
either a negative binomial distribution or a Poisson distribution.  Both these distributions 
allow for the potential overlap of patches (that is they allow the calculation of the 
probability of a “hit” occurring in the same place) and the negative binomial also allows 
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adjustment for potential unevenness in the return of excreta within a paddock as occurs 
with the night camp of sheep or around the water trough in the dairy situation (Saggar et 
al., 2005b).   
 
By way of illustration, the Poisson distribution is characterised by one parameter, λ which 
describes the average counts per unit area.  Thus, following the approach adopted by 
McGechan and Topp (2004) for a urine patch size of 0.25m2, if a one hectare paddock is 
divided into 40,000 cells each of area 0.25m2 and at a stocking rate of 3 cows to the 
hectare and a grazing interval of 21 days and 10 urinations per day, λ is: 
 λ = (Number cows/ha  * round length * Number urinations/cow/day) / number of  
               cells per ha 
 
 λ = (3 * 21 *10) / 40,000 = 0.01575 urinations per cell  equation 8.46 
 
Then the probability of counts of r = 0,1,2,3,4 and so on is given by: 
 
 P(r) = ( e-λ * λ r ) / r!         equation 8.47 
Where: 
 P(r) = probability of r counts 
 λ = average number of counts per cell 
 
This leads to the prediction that 98.44% of the cells will be urine free and 1.55% will 
have been hit by one urination.  Only 0.01% of the area will have been hit more than 
once.  This means that after a years worth of grazing every 21 days, the proportion of the 
paddock unaffected by urine would be 0.984417 = 0.76 which agrees quite well with the 
figures quoted by Haynes and Williams (1993) using the negative binomial distribution 
where they estimated that for a typical New Zealand dairy farm with a stocking rate of 
3.0 cows/hectare 77% of the pasture would be excreta free within a year.   
 
 However, such an approach underestimates the extent of overlapping between urine 
patches as using these methods overlap only occurs when a urination lands exactly on top 
of an earlier urination.  To some extent this can be avoided by increasing the size of the 
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cells within the paddock so that each cell occupied an area equivalent to the area of a 
urine patch plus its “overlap zone” ie the area around the patch where, if a subsequent 
urination occurred, some degree of overlap would occur.  For circular patches of area 
0.25m2 and radius 0.282m, the overlap zone is a circle centred on the original patch but 
with a radius of 2*0.282m.  Thus the area of the overlap zone is 1m2 and the Poisson 
distribution predicts that 93.89% of the cells (now each with an area of 1m2) will be urine 
free, 5.92% will have been hit by one urination and 0.19% of the cells will have been hit 
by more than one urination.  These preliminary calculations suggest that the issue of 
partial overlap is worthy of incorporation into a urinary patch model and so a simulation 
method was developed to estimate this.  
 
8.3.1 Overlapping patches 
 
Working on a 1 ha paddock, for each grazing day, the paddock is divided into 1012 
cells, each with an area of 1 e-8m2.  The intention was to ensure that the size of a cell was 
considerably smaller than a urine patch.  For each grazing day that the paddock is 
occupied, two vectors of random numbers from 1 to one million are generated using a 
random number generator with replacement within Matlab (The MathWorks Inc, 2005).  
This assumes that there is no clustering of excretal returns around water troughs or fence 
lines as reported by Sagger et al. (2005) and White et al (1987) who found up to ten times 
the density of urinations around water troughs in a herd of grazing dairy cows.  
Generation of random numbers with a normal distribution (as opposed to the uniform 
distribution used in the present model) with its mean value equating to the position of the 
area around the water trough and its standard deviation reflecting the density distribution 
of urinations around this area would be one way to allow for clustering in excretal 
returns.  Each vector has as many elements as there are urinations for that day and the 
two vectors serve as x and y coordinates for the location of the urine patches within the 
paddock.  A simple programme was then written to detect the location of all the 
overlapping patches where an overlap is defined as occurring where the centre of a patch 
is within a distance of 2*r of another patch centre, where r is the radius in metres of a 
urine patch.  As a simplification, all patches are assumed to be circular and of a uniform 
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size.  The programme was written to detect the occurrence of double overlaps (two 
patches involved in an area of overlap), triple overlaps (three patches involved in an area 
of overlap) and quadruple and quintuple overlaps.  In practice at the stocking rates used 
within the simulation, quadruple and quintuple overlaps were vanishing rare events.  A 
further simplification assumed that the area of double overlap created by the interaction 
of two patches was on average half the area of a single patch but with twice the urinary 
concentration and the area of triple overlap created through the merging of three patches 
was on average a third of the area of a double overlap, but with three times the urinary 
concentration.  Triple overlaps potentially create double overlaps but the programme was 
written so that the number of double overlaps counted included any within triple 
overlaps.  These combinations of urine patch and the attendant simplifying assumptions 
are illustrated in Figure 8.6:   
 
Figure 8.6:  Illustration of potential overlap zone for a urination 
 
 
Overlap zone
2r
r
 
For circular patches of radius r, the area in which a second patch can fall and cause some 
degree of overlap (from zero to 100%) is a circle centered on the original patch with a 
radius of 2r as indicated in Figure 8.7 
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Figure 8.7:  Illustration of double and triple overlaps 
 
 
Double overlap Triple overlap
 
As noted above, on average a double interaction is assumed to create an area of overlap 
of half a normal patch and a triple interaction is assumed to cause an area of overlap of a 
third of a single patch.   
 
The results for a simulation of 3 cows per hectare at a grazing rotation of 21 days 
(effective grazing pressure 63 cows/ha), at 10 urinations per day of area 0.5m^2 is 
illustrated for a single days grazing in Figure 8.8. 
 
In the figure, the area within the axes represents a 1 ha paddock, divided into 1012 cells.  
Each urination is marked by a blue circle, the area of which is scaled to represent 0.5m2.  
Overlaps between patches are marked by red squares.  For this simulation, the model 
predicted that there would be 574 single urinations, 25 doubles and 2 triples. 
 
Multiple runs of the model represent repeat grazing of the same paddock and illustrate 
that the number of overlaps between grazing rounds is also potentially significant.  This is 
illustrated in Figure 8.9 below for the same cows as in Figure 8.8 above but returning to 
the paddock at the second round.  In the figure, the urine patches from the first round are 
represented by blue circles and those from the second round by black circles.  Overlap 
between round 1 and round 2 patches (inter-round overlap) is indicated by red squares. 
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Figure 8.8:  Simulation of urine patches and overlaps for a single days grazing by 63 
cows/ha. 
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The simulation recorded 517 single overlaps from round 2 that did not overlap with round 
1, 55 double overlaps between round 1 and round 2 and 1 triple overlap.  Clearly, there 
will also be intra-round overlaps for each round as well so that in a year’s grazing of 10-
15 rounds there will be multiple overlap patches.  Not only will there be spatial 
heterogeneity but also temporal as these patches will have been deposited at different 
times during the year:  15 rounds will to lead potentially 215 or 32,768 different 
combinations of hit and miss for the overlap patches.   
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Figure 8.9:  Simulation of urine patches and overlaps for a single days grazing by 63 
cows/ha, followed by a second days single grazing 21 days later 
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within the model in the treatment of subsequent rounds of grazing.  At the start of the first 
grazing round, the paddock is assumed to be a homogenous in terms of urine deposition.  
Urine is deposited at random over this area using the random process described above.  
At the end of the grazing round, the area covered by single patches, double patches and 
triple patches is calculated together with their concentration of urine.  An area weighted 
urine patch area and concentration of urinary nitrogen is then calculated to represent all 
patches created at the end of this grazing round.  Thus at the end of the day’s grazing, the 
base area is divided into an area that has been urinated on (this round) and an area that 
has not been urinated on.  The urinated area represents the average for that round of all 
patches (singles, doubles triples) created in that round. 
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At the next grazing of this paddock, the urine is again deposited at random over the entire 
paddock surface.  Once again, the average area and concentration of the patches for that 
round is calculated.  Some of this deposition will be onto areas covered in the previous 
round and some will be onto fresh ground ie the base area, thus creating four potential 
classes:  base, U1,U2 and O2, where U represents urinated on in the present round, O 
represents an overlap patch created in the present round and the number relates to the 
round in which the patch was created.  Within the model, the deposition of excreta is 
assumed to be random for each round and so the area of U1 covered by urine to produce 
O2 is proportional to the area of U1, thus: 
 
For round 2: 
 O2area(r)=U1area(r-1)/Base * Area new hits; 
 U2area(r)=Areanewhits-O2area(r); 
 U1area(r)=U1area(r-1)-((U1area(r-1)/Base) * Area new hits; 
 Base(r)=Base(r-1)-U1area(r)-U2area(r)-O2area(r); 
 
At the third round the process is repeated with the creation of O3 (representing O2,U3,U2 
and U1 that is hit this round), and U3 which is base hit this round (ie for the first time).  
U2 and U1 are still present so: 
 
For round 3: 
O3area(r)=(O2area(r-1)/Base *Area new hits)+(U2area(r-1)/Base *Area new hits)                               
+ (U1area(r-1)/Base*Area new hits); 
 O2area(r)=O2area(r-1)-(O2area(r-1)/Base*Area new hits); 
 U3area(r)=Area new hits-O3area(r); 
 U2area(r)=U2area(r-1)-(U2area(r-1)/Base*Area new hits); 
 U1area(r)=U1area(r-1)-(U1area(r-1)/Base*Area new hits); 
 Base(r)=Base(r-2)-U1area(r)-U2area(r)-U3area(r)-O2area(r)-O3area(r); 
 
For each grazing round, this process continues with the creation of a new overlap class 
and a new “fresh” urine class and the appropriate alteration in the area of the existing 
Figure 8.10: Formation of patch classes within the model:  Call outs indicate the pattern of urination within each patch class, where M 
indicates a miss (ie no urination on the patch within the current round) and H indicates a hit  (ie urination on the patch within the current 
round).  Blue arrows indicate the path history for those patches that are derived from several patches within the previous round and red 
arrows indicate those patches that are derived from single patch types within the previous round 
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urine, overlap and base classes.  This process is illustrated for the first four grazing 
rounds in Figure 8.10. 
 
The results of a two year simulation for 3.0 cows/ha grazing every 21 days and urinating 
10 times per day with a patch size of 0.25m2 is illustrated in Figure 8.11 and indicate that 
after 17 rounds the proportion of overlap is 0.026 and the proportion of the area occupied 
by single patches is 0.20 compared to 0.24 for single patches and 1e-5 for multiple 
patches as predicted from the Poisson distribution earlier. 
 
Figure 8.11:  Model prediction of the area in a 1 ha paddock occupied by the different 
classes of patch outlined in the text for cows grazing at an effective stocking rate of 
61cows/ha rotational grazing.
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This approach is very similar to that adopted by Hutchings et al (2007) except that in the 
latter, overlap patches included dung and urine overlaps together.  These workers 
modeled a continuously stocked paddock with 18 animals per hectare with 12 urinations 
per day of an area of 0.68m2 per urination and found that the area affected by urinations 
was about 85% after 6 months and 98% after 18months.  This is in contrast to 25-30% of 
the area affected by urinations after a years rotational grazing reported for New Zealand  
conditions (Haynes & Williams, 1993; Silva et al., 1999), which is consistent with Figure 
8.10.  Running the present model on a daily basis indicates that the differences in the 
percentage of the paddock covered arise because of the continuous presence of animals in 
these experiments compared to the rotational pattern of grazing under New Zealand 
conditions, as well as from the differences in the size and frequency of urinations and that 
at a stocking rate of 3 cows per hectare, excreting 10 urinations per day of area 0.25m2 
and on a 21 day round it would take the equivalent of 23 years to cover 98% of the 
paddock with urine patches.  This is illustrated in Figure 8.12. 
 
Figure 8.12: Illustration of the distribution of patch classes after multiple rotations under 
the same grazing conditions as Figure 8.10 and in the text.
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 2  of paddock occupied by different patch classesm
The concentration of nitrogen for each patch class will be a function of its urination 
history and the dynamics of the metabolism of the nitrogen within the soil model.  Thus 
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the concentration of nitrogen within the U patches will depend upon when they were 
created ie their number suffix and on the concentration of nitrogen in the added urine..  
However, the overlap patches will be an area weighted average concentration for the 
components from which they are derived, thus for illustrative purposes only, if an 
exponential decay rate of the concentration of nitrogen is assumed then for round 3, the 
concentrations for each patch class are: 
 
Round 3: 
 U1conc=U1conc*exp(dc*round length); 
 U2conc=U2conc*exp(dc*round length); 
 U3conc= Area weighted concentration of patches from the new round; 
 O2conc=O2conc*exp(dc*round length); 
 O3conc=(((O2conc+UN)*O2area(r-1))+((U2conc+UN)*U2area(r-1))           
 +((U1conc+UN)*U1area(r-1)))/(O2area(r-1)+U2area(r-1)+U1area(r-1));     
Where: 
dc = a decay constant for the decline in urine concentration with time 
round length = the round length in days between grazing 
 
Even with this level of simplification, the number of patch classes is still potentially high, 
with for example a year’s worth of grazing at 21 day intervals producing 17 U classes and 
16 O classes for 17 rounds.  These need to be modeled separately within the overall 
model by cloning the soil and pasture sub models for each patch type.  However, in order 
to summarise the information on nitrogen status at the paddock level, a further 
simplification is needed to avoid 34 (17U, 16O, 1 base) nitrogen status reports.  One way 
to approach this is to present at the end of each round an area weighted average nitrogen 
concentration for the U patches and an area weighted average nitrogen concentration for 
the O patches, together with the total area occupied by single urine patches (ie U1+U2 
+U3....+Ur) and the total area occupied by overlap patches (ie O1+O2+O3.....+Or).   
 
A criticism of this approach is that the area weighted average is essentially a linear 
measure of the central tendency of the data (ie the urine concentrations), where the 
contribution to the average of a high concentration is equally balanced with the 
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contribution of a low concentration, if these two patches are equidistant on the number 
line from the average.  The dynamics of nitrogen concentration within urine patches are 
unlikely to be linear with volatilisation, leaching and denitrification / nitrification 
frequently modeled by first order reaction kinetics using power or exponential 
relationships (Brown et al., 2005; Di & Cameron, 2000; Gilmour, 1984; Macduff & 
White, 1985; Parton et al., 2001a).  Thus the role of high concentration patches in the 
losses of nitrogen is likely to be proportionately greater than the impact of low 
concentration patches.  By way of illustration, in the above model the average overlap 
concentration for round 8 is the average of the overlap concentrations from round 2, 3, 
4,5,6,7 and 8 adjusted for their relative areas.  If the change in nitrogen status of the 
patches is modeled exponentially, then the distribution of the concentrations of these 
patches is itself exponential as illustrated in Figure 8.13 where the decay constant is 
assigned a value of -0.05. 
 
In calculating an average for this patch class, the potential impact of high concentration 
patches is smoothed out so that using the average as a summary statistic for the nitrogen 
status of the patches may potentially underestimate leaching from high concentration 
patches.   
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Figure 8.13:  Nitrogen concentration (kgN/m2) for each of the overlap patch types at the 
end of round 8, with a theoretical decay constant of -0.05 for [Nitrogen] within the patch. 
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In order to investigate the magnitude of this effect, an alternative way of classifying the 
patches was devised.  Following the suggestion of Brown et al (2005) that the nitrogen 
dynamics within a patch are dominated by the most recent additions of excreta to that 
patch, patches were classified by the time from the last “hit” as illustrated in Table 8.2 
which illustrates the alternative classification and its relationship to the previous method.  
In this second method, area adjusted averages were again used but the classes used 
(urinated on and overlap) were replaced by classes based on the time from the most 
recent “hit” as: hit this time, hit last time, hit time before last, hit before this and not hit at 
all.   
 
 462
Table 8.2:  Classification of urine patches under the two methods discussed in the text for 
round 4 as an illustration 
 
New system   Patch types Patch classes 
 
Old system Patch class Patch type 
Hit this time MMMH 
HMHH 
MHHH 
HHHH 
HHMH 
MMHH 
MHMH 
HMHH 
U4 and O4 
 
Hit last time MMHM 
HMHM 
MHHM 
HHHM 
U3 and O3 
 
Hit time before last MHMM 
HHMM 
U2 and O2 
 
Hit before this HMMM U1  
 
Urinated 
 
 
 
 
Overlap 
HMMM 
MHMM 
MMHM 
MMMH 
 
HHMM 
HMHM 
MHHM 
HHHM 
HMHH 
MHHH 
HHHH 
HHMH 
MMHH 
MHMH 
HMMH 
U1 
U2 
U3 
U4 
 
O2 
O3 
O3 
O3 
O4 
O4 
O4 
O4 
O4 
O4 
O4 
Not hit MMMM Base 
 
Base MMMM Base 
 
Describing the patches in this way emphasises the differences in patch nitrogen 
concentration that arise because of differing time intervals between urine depositions.  
The extent to which the averaging masks the impact of the recent additions of urine to the 
nitrogen dynamics is a function of the kinetics governing the change in the concentration 
of nitrogen within the patch.  Thus, if the nitrogen concentration declines very slowly 
within a patch, the effect of recent additions will be relatively small (because the 
background level of nitrogen within a patch is high).  Correspondingly, the overlap 
concentration will be relatively high because there is little decrease in nitrogen 
concentration between depositions and this will not be reflected in a classification based 
on time to last hit.  This is illustrated in Figure 8.14 where a decay constant of -0.005 was 
used.  Within the Figure 8.14, patches are classified according to the original scheme, by 
average so that there is an average single urine patch concentration (AvUrineConc), and 
an average urine concentration for overlap patches (AvOverConc).  Using this  
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Figure 8.14:  Comparison of nitrogen concentration as measured by area adjusted averages 
based on a classification as urinated on or overlap or by area adjusted averages based on a 
classification as hit this time, hit last time, hit time before last or hit before this. A decay 
constant of -0.0005. 
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classification, single and overlap patches are kept separate, but no distinction is made as 
to how recently urine was deposited on the patch.  The alternative classification is also 
presented, so that patches are classified on the basis of when they were hit by a urination, 
as hit this time, hit last time, hit time before last or hit before this.  Under this grouping, 
each class of patch will consist of both single and overlap patches (see Table 8.2). 
 
Conversely, if the nitrogen declines rapidly, overlap is relatively less important than time 
from last deposition as even in a double or triple patch, the concentration will have 
declined to near base levels by the time of a potential second deposition and so the 
dynamics are dominated by the time from when a patch was last hit.  This is illustrated in 
Figure 8.15 where a decay constant of -0.5 was used.  In this example, an assessment  
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Figure 8.15:  Comparison of nitrogen concentration as measured by area adjusted averages 
based on a classification as urinated on or overlap or by area adjusted averages based on a 
classification as hit this time, hit last time, hit time before last or hit before this. A decay 
constant of -0.5. 
 
based on status as described as urinated on vs. overlap fails to reveal the differences 
between recently hit patches and those hit earlier. 
 
In reality, the rate of transformation of nitrogen within the patch will not be constant 
varying for example with temperature and soil water content (Dalal et al., 2003; Singh et 
al., 2005b) and being a composite from the effects of plant uptake, volatilisation, 
nitrification and leaching losses, denitrfication with gaseous losses of N2O and NOx and 
the slow incorporation of nitrogen into organic forms within the soil.    Some of these 
processes occur over a time scale of days (eg volatilisation) whereas others are over 
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on or overlap masks the considerable difference between patches based upon the time 
since last urination and this is illustrated in Figure 8.16. 
 
Figure 8.16:  Comparison of nitrogen concentration as measured by area adjusted averages 
based on a classification as urinated on or overlap or by area adjusted averages based on a 
classification as hit this time, hit last time, hit time before last or hit before this and with  a 
decay constant of -0.05. 
 
 
This figure suggests that over a grazing season of a year, the average overlap 
concentration will be very close to the average urine patch concentration, whereas a 
classification based on time since last hit reveals significant differences between patches 
that were hit in the current round and patches hit before.  This is in agreement with the 
observations of Sherwood and Fanning (1990) that the nitrogen is concentrated 
predominantly in the urine affected areas created towards the end of the grazing season.  
Conversely, at a decay constant of -0.005 with a half life of approximately 150 days, the  
nitrogen status as assessed by the area weighted average based on urinated vs overlap 
patches better captures the effect of overlap (because the rate of decay of nitrogen 
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concentration within a patch is slower) than does a classification based on time since last 
hit.  This is illustrated in Figure 8.17 
 
Figure 8.17:  Comparison of nitrogen concentration as measured by area adjusted averages 
based on a classification as urinated on or overlap or by area adjusted averages based on a 
classification as hit this time, hit last time, hit time before last or hit before this and with a  
decay constant of -0.005. 
 
 
 
In view of the likely time scale of the dynamics of the patches (days to months), the 
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separate modelling of dung patches except that the area was taken as 0.05m2 (ibid.).  
Potentially, this approach will produce a multitude of patch classes within the model.  
Thus after 365 days of grazing every 21 days, there would be 17 classes of urine patch, 
16 classes of urine overlap patch, 17 classes of dung patch, 16 classes of dung overlap 
patch and the base area.  Each of these requires a separate soil and pasture model and in 
order to simplify the model, attempts were made to reduce the number of patch classes 
without losing valuable information.  The first of these arises as a consequence of the 
exponential decay rate of many of the reactions governing nitrogen dynamics within the 
excreta patch (Brown et al., 2005; Di & Cameron, 2000; Gilmour, 1984; Macduff & 
White, 1985; Parton et al., 2001a) and the dominance of the most recently deposited 
nitrogen (Brown et al., 2005; Sherwood & Fanning, 1990).  A simple routine was 
included in the model so that when the concentration of nitrogen in the soil in a patch is 
within 5% of the base concentration, all such patches revert to the base class.  The cut off 
percentage can be chosen by the operator so that depending on the percentage chosen and 
the value of the decay constants the number of patches within the model is an acceptable 
compromise.   
 
The second approach to model simplification was to look at the effects of combining 
urine and dung patches into one “excretal” patch.  Under this scenario, defecation and 
urination events are combined as “excretion” with a frequency and area as for the urine 
patches in the original model.  A further modification of this approach is to retain urine 
and dung patches as separate entities but to model just one class of overlap patch which 
includes overlap from both dung and urine (Hutchings et al., 2007).  Both these 
approaches will slightly lower the concentration of organic nitrogen within the excretions 
(because of the larger area of the excretal patches compared to the dung patches), but it 
will maintain the relationships of inorganic nitrogen excretion through the urine which 
dominate the nitrogen dynamics of the system, at least in the short term (McGechan & 
Topp, 2003).  In both classes of patch the soil nitrogen concentration is likely to exceed 
the capacity of the plants for uptake (Brock & Hay, 2001) but within the model, there will 
be major differences in the sward composition and mass between dung and urine patches 
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as a result of differences in animal behaviour towards these differing excretal returns.  
These effects are explored in the next section. 
 
8.3.2 Intake from excreta patches 
 
Rejection by cattle of grass around and within dung patches has been reported by many 
(see for example, Haynes and Williams 1993).  In contrast to this, a number of workers 
report that cattle and sheep preferentially graze from urine affected pasture (Day & 
Detling, 1990; Jaramillo & Detling, 1992; Joblin & Keogh, 1979) because of the greater 
nutrient content and longer grass within these areas.  The extent of preference/rejection is 
a function of the grazing pressure and the potential pasture response to the added 
nutrients.  Thus under lax grazing, an area 5-12 times the area of a dung patch may be 
rejected around the dung pat itself (Greenhalgh & Reid, 1969).  Moreover, the ungrazed 
pasture may become long and unpalatable so further decreasing intake.  Thus in lax 
grazed systems, the area of rejection is concentrated around old dung pats (Haynes and 
Williams 1993).  At higher grazing pressure, particularly under the conditions of 
rotationally grazed pasture by lactating dairy cows the opportunity to express preference 
is much more limited (Marotti et al., 2002) and the rejected area is minimised with 
grazing of the upper regions of the affected area (Haynes and Williams 1993).  Thus, the 
grass around the excretal area is maintained at an acceptable length and quality, so that in 
intensively grazed pasture, the rejected area is concentrated around newly excreted areas 
(ibid.).  The mechanism behind rejection is believed to be olfactory in nature 
(MacDiarmid & Watkin, 1972) although Cosgrove et al (1999b) reported that artificially 
increasing rumen ammonia levels reduced the intake of grazing sheep suggesting that the 
effect may be a combination of stimuli from the sward and from the diet ingested.   
 
Within the model, preference was assumed to be negative for dung patches and positive 
for urine patches but the extent to which this is expressed was a function of the relative 
and absolute quantity of the pasture state variables within the patch and within the non-
excreted upon, base pasture. 
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8.3.3 Rejection of dung patches 
 
A separate soil and pasture sub model is cloned for each patch within the model.  Each of 
these will potentially have a different soil mineral nitrogen status and a different pasture 
composition as a result of differences in mineral nitrogen level and in grazing preference.  
Grazing preference in terms of a differential between clover and grass is already 
expressed within the model using a modification of equations developed by Schwinning 
and Parsons (1996a) and discussed earlier.  The saturating form of the equations used to 
determine preference mean that for a given animal within the model, the bite weight of a 
component is a function of the relative and absolute amount of that component and of the 
fractional preference.  Thus the equations predict intake on the basis of a uniform area of 
a constant composition and they can be applied at the patch level or at the paddock level, 
so long as the pasture composition is homogenous.  Even if there was no preference 
between dunged and non dunged areas, intake from excreta covered areas will still differ 
from non excretal areas because of the differing composition of clover and grass.  In this 
situation, the total actual intake would then be the area adjusted average intake for all 
these different patches and the intake from each patch would be the area adjusted intake 
from that patch.  This is illustrated in Figure 8.18 and Table 8.2 for the dunged patches in 
a paddock after 3 grazing rotations. 
 
Figure 8.18:  An example of the classes of dung patches in a paddock after 3 grazing rounds 
with differing grass and clover compositions and the influence that this has on the bite 
weight from these patches.  All figures are in kg DM/ha. 
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Using these figures purely as an example, if there is no preference between the patches 
and the base then the total actual intake would be the area adjusted average intake for all 
these different patches and the intake from each patch would be the area adjusted intake 
from that patch.  This is illustrated in Table 8.2. 
 
Table 8.3:  For the paddock in Figure 8.16, intake from each patch and total intake 
assuming no preference between dung and base areas  All figures are in kg DM.  
 
No preference: Base D1 D2 D3 Total
Bite weight grass = 0.95*5.7941e-4 0.0125*1.2e-3 0.0125*1.4e-3 0.0125*1.7e-3 Sum
Bite weight grass = 5.50E-04 1.50E-05 1.75E-05 2.13E-05 6.04E-04
Base D1 D2 D3 Total
Bite weight clover = 0.95*6.703e-4 0.0125*3.5321e-4 0.0125*1.9392e-4 0.0125*1.3002e-5 Sum
Bite weight clover = 6.37E-04 4.42E-06 2.42E-06 1.63E-07 6.44E-04
 
However, superimposed on this preference on the basis of the clover/grass composition of 
the patches will be a secondary level of preference caused by the rejection of dung 
patches and the preference for urine patches. 
 
8.4. Excretal Patch Model 
 
The generation of excretal patches within the model means that at the end of a year’s 
grazing, with an average 21 day rotations there may be up to 17 U patch models, 16 OU 
patch models, 17 D patch models, 16 DO patch models and 1B patch model where U 
stands for urine, OU for overlap urine, D for dung, OD for overlap dung and B for the 
base area which has not received any excretal return.  Within these models, the pasture 
variables are expressed as kgDM/ha but because of the differences in the area of each 
patch type, the pasture available (in kgDM/ha) to the cows when grazing a paddock is the 
area adjusted amount of pasture from each patch type, normalised to an area of 1 hectare.  
The equation used to express preference operates at the paddock level where the inputs 
represent the pasture available to the animal in total, that is in kgDM/ha for the entire area 
grazed that day.  Moreover, this equation is a modified Michaelis-Menton saturating 
relationship between the level of substrate (pasture) and the speed of reaction (intake).  
Thus if the equation is sequentially applied to the different patch types, and then the 
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overall intake derived on an area adjusted basis, potentially the resultant intake will be 
too high as each equation has operated independently on the rising portion of the graph 
and collectively, there is no approach to the asymptote.  With one or two patch types, this 
is a small effect, but with the number created within the model the effect is significant 
and leads to a total bite mass 2-3 times greater than the maximum reported by Barrett et 
al (2001).  In order to overcome this, within the present model framework the following 
approach was adopted. 
 
For each day the pasture available per hectare and the relative area of each of the patch 
types (hereafter referred to as U, UO, D, DO and B as above) is known.  Thus the total 
pasture available per hectare is readily calculated as the area adjusted sum of these 
components.  The total bite weight is then calculated using the preference equation with 
this total amount of pasture as an input with a preference of 1.  This then reflects the bite 
weight achieved by this animal over this paddock as a whole.   
 
The second step is to partition this bite, taking account of preference and rejection of 
urine and dung patches.  Within the model, the decision was taken to model rejection of 
dung patches first.  Thus the preference equation is used with the total amount of dung 
pasture (D+DO) and the total amount of pasture remaining (B+U+UO) as inputs, both in 
kgDM/ha.  Within the model there will potentially be some overlap of dung and urine 
patches as in reality.  These areas are treated as dunged areas for the sake of the 
preference equation and so the amount of dung pasture is slightly increased and the 
amount of urinated pasture is slightly decreased by this amount of overlap.  For each 
round of grazing, the overlap between dung and urine patches will be: 
 D_Uoverlap = TotalU/Totalbase * Darea                equation 8.48 
 
Where: 
D_Uoverlap = area of overlap between dung and urine patches 
TotalU = total area occupied by urine patches  
Totalbase = total area of paddock 
Darea = area occupied by the dung patches created in this round 
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Then the amount of dung pasture is increased by D_Uoverlap and the amount of urine 
pasture is decreased by D_Uoverlap. 
 
The rejection of dung patches is considered to be absolute and so is assigned a value of 0, 
while the preference for non dunged areas is assigned a value of 1.  This means that as a 
simplification, no distinction is made in the preference for non dung areas between 
urinated areas and base areas.   
 
The preference equation thus has the form: 
 
    BiteWb= LW * Bitewmax *        DMb2          *   1 – Td  *           DMd2            
                DMb2+DMhalf 2                        DMd2 + DMhalf 2
 
          Equation 48 
     
 
     BiteWd= LW * Bitewmax *        DMd2          *   1 – Tb  *           DMb2            
                DMd2+DMhalf 2                        DMb2 + DMhalf 2
 
          Equation 49 
Where: 
BiteWb= bite weight from non dung base area in kg for an animal of 
weight LW(kg) 
DMb = kg/ha of base without dung  
DMd = kg/ha of dung available 
DMhalf = pasture availability in kg DM / ha at half maximum intake 
Bitewmax = maximum bite weight in kg DM / kg LW, extrapolated from 
Woodward (1997), (Brereton et al., 2005) as 4.8 E-6 kg DM / kg LW 
Tb = fractional preference for base area = 1 
Td= fractional preference for dung area = 0 
 
This produces a similar form of relationship as for the clover/grass preference equation 
(see intake model).  As the percentage of dung mass in the pasture increases, so does the 
percentage intake of dung pasture, but this is not a linear relationship.  Rather, the 
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increase in intake of dung pasture is proportionately less at higher pasture dung patch 
composition as the animal seeks to express its preference for non dung areas.  The degree 
to which this preference can be expressed is a function not only of the relative amount of 
dung pasture within the sward (ie the percentage composition) but also of the absolute 
amount of dung material.  Thus, for a given relative percentage, when the absolute 
amount of dung material is low and so therefore is the absolute amount of non-dung 
material, preference is constrained and the percentage of dung material within the bite is 
higher.  However, at the same relative percentage but a higher absolute percentage, the 
opportunity to express preference is greater and the percentage of dung material in the 
bite is smaller.    This is illustrated in Figure 8.19 for a range of relative dung pasture 
mass. 
 
At the actual relative percentages of excreta affected pasture likely to be observed within 
a dairy farm (0-25%, Di and Cameron 2000), this will make a small difference to the 
intake of dung pasture and this is illustrated in Figure 8.20 which shows the percentage of 
dung pasture within the bite for the reported range of dung pasture percentages over a 
year’s rotational grazing at 3.0 cows /hectare and for a range of absolute amounts of dung 
pasture within the paddock. 
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Figure 8.19:  Percentage of dung pasture within the diet as a percentage of dung pasture 
mass within the sward, at differing absolute dung pasture mass 
 
0 10 20 30 40 50 60 70
Percentage dung area in pasture
80 90 100
0
10
20
30
40
50
60
70
80
 
Percentage dung pasture in diet as a percentage of dung area in pasture
at different absolute availabilitiesPercentage dung in bite
70% paddock mass as
dung patches but low
absolute mass of patches
70% paddock mass
as dung patches and
high absolute mass of
patches
 
This equation predicts the effects on intake of aversion to dung areas and preference for 
non dung areas.  The second component of preference is to predict the division of intake 
from the preference for urinated areas compared to non urinated areas.  The same form of 
preference equation is used with as inputs the total amount of urinated pasture (U+UO) 
expressed in kgDM/ha and the amount of non urinated pasture (B) expressed in 
kgDM/ha.  The base area, B represents the pasture that has been neither dunged nor 
urinated upon and so the tacit assumption of the model is that preference for non urinated 
pasture does not extend to pasture that has been dunged on but not urinated upon.  This 
would seem to be sensible.  The preferences within this second use of the preference  
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Figure 8.20:   Percentage of dung pasture within the diet as a percentage of dung 
pasture mass within the sward for a year’s rotational grazing at 3.0 cows/hectare, at 
differing absolute dung pasture mass 
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equation are again 100% but expressed in the opposite direction, that is 1 for urinated 
areas and 0 for non urinated areas.  As with the first preference equation for dung, this 
does not mean that the cows will not eat non urinated grass as preference will depend 
upon the absolute and relative availability of the components.  This is illustrated in Figure 
8.21. 
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Figure 8.21:  Percentage of urine pasture within the diet as a percentage of urine pasture 
mass within the sward, at differing absolute urine pasture mass 
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The relationships are similar as for the dunged areas, except in the opposite direction.  
The amount of urinated pasture in the bite increases as the relative amount of urinated 
pasture increases in the sward but at everything other than low absolute and low relative 
percentage of urinated pasture, there is proportionately more of the preferred material 
(urinated pasture) in the bite than the base.  At very low availability of pasture, preference 
is given up 
 
The application of the preference equation in this way thus predicts the proportion of the 
bite that will come from the dunged area, the proportion that will come from the urinated 
area and the proportion from the base area.  Within the model, no attempt is made to 
further subdivide preference between the different classes of urine patch or dung patch.  
Rather it is assumed that preference will be expressed uniformly between the different 
categories of urine (U and UO) and dung patch (D and DO).  Figure 8.22 shows the effect 
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of preference modelled in this way on the bite mass from the different components using 
some typical figures from the model by way of illustration. 
 
Figure 8.22:  Illustration of the preference between dung, urine and base pasture for a 
sward where 67% is base area , 25% is urine area and 8% is dung area. 
 
Total pasture mass available is 3294 kgDM/ha and values are for a 500kg cow 
Urine
6.652e-4 kg DM
Base
1.98e-3 kg DM
Total bite weight Base
2.0e-3 kg DM 1.319e-3 kg DM
Dung
1.62e-5 kg DM
* 0.3353
*0.6647
*0.9919
* 0.0081
  
Thus the effect of preference is that (after rounding) 66% of the bite comes from the base 
area, 33% comes from the urinated area and 1% comes form the dung area. 
 
Within each patch type, U1 to Un, UO2 to UOn, D1 to Dn, DO2 to DOn and B where 
there are n generations of patch within the model the preference equation for clover 
verses grass is applied using as inputs the amount of grass and clover in kgDM/ha for that 
patch type and a preference of 0.7 for clover and 0.3 for grass.  This is exactly analogous 
to the application of the preference equation discussed within the pasture model.  The 
outputs from this equation are bite weight of clover and bite weight of grass and so the 
total bite weight for this patch type is the sum of these components.  Thus the proportion 
of the bite from this patch that is clover and the proportion of this bite that is grass can 
readily be determined.  The division of the grass bite between the grass pasture variables 
(V,R1,R2,S1,S2,and D) is on a proportionate basis.  Thus using the same paddock and 
cow values as in Figure 8.20 and for a urine patch where the composition of pasture is 
made up from 33% V, 22%R, 22%S, 6%D and 17%C the dietary preferences are 
illustrated in Figure 8.23 
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Using Figure 8.23 as an example, this means that the proportion of the total bite that 
comes from the V component within the U1 urine patches for this paddock is: 
 
0.038 = 0.9919*0.3353*0.33*0.8733*0.40 
 
and similarly for the other components from this patch and for all the patch types within 
the paddock.   
 
The dry matter eaten by the cow is not just a function of the bite weight but also of the 
number of bites and is determined by the desired feeding effort (DFE) as detailed in the 
section on intake.  However, this equation is used at the paddock level to predict the kg 
DM eaten from the bite weight and number of bites predicted at the paddock level.  Thus 
the kg DM eaten from each component from each patch within the grazed pasture can be 
derived from the proportion of the bite that comes from each component and from each 
patch as calculated above.  Thus using the example above, for a paddock with a grazing 
density of 100cows/hectare where each cow eats 18kgDM/cow/day, the kgDM/ha/day of 
the V component eaten from the U1 urine patches is: 
 
0.038*18*100 = 68.4 kgDM/ha/day 
 
While the kgDM physically removed from the U1 patches as V is simply this amount 
multiplied by the area (in hectares) of the U1 patches. 
 
 
Figure 8.23:  Illustration of the preference between V,R,S,D and C for a urine patch within a  pasture where 67% is base area , 25% is 
urine area and 8% is dung area. 
 
Total pasture mass available from the paddock is 3294 kgDM/ha, while the urine patch has a pasture mass of 3600kgDM/ha.   Values 
are for a 500kg cow 
V
7.74e-5 kg DM
R
5.16e-5 kg DM
Grass
1.9e-4K g DM
S
5.16e-5 kg DM
U1
2.22e-4 kg DM D
1.3e-5 kg DM
Urine U2 Clover
6.65e-4 kg DM 2.212e-4 kg DM 2.8e-5K g DM
Base
1.98e-3 kg DM UO2 
2.22e-4 kg DM
Total bite weight Base
2.0e-3 kg DM 1.32e-3 kg DM
Dung
1.62e-5 kg DM
*0.067
*0.2667
*0.2667
*0.40
*0.1267
*0.8733
*0.33
*0.33
*0.33
* 0.3353
*0.6647
*0.9919 
* 0.0081 
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The combined affect of the preference/rejection equations on the intake of pasture from 
the base area, dung patches and urine patches is shown below in Figure 8.24 
 
Figure 8.24:  Affect of preference and rejection from urine and dung patches and the 
amount of pasture on the proportion of intake from dung areas, urine areas and the base, 
non excretal area  
 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
proportion of excretal material in paddock
0.9 1
0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1 
proportion of excretal material in bite
Proportion of excretal material in paddock vs proportion of excretal material in bite
at different absolute amounts of pasture
 
 
Proportion from dung patches
Arrows shows direction
of increasing absolute
amount of pasture
Proportion from urine patches
Proportion from base
 
This figure shows that the effect of relative and absolute abundance of each component is 
as predicted by the separate graphs, but that the intake is dominated by intake from base 
material when excretal material is less than circa 10-15% of the paddock. Above this, 
intake from urine patches increases disproportionately.  This pattern of grazing behaviour 
seems to be consistent with the limited opportunity for dietary preference expressed by 
intensively grazed dairy cows reported in the literature (Chapman et al., 1996; Marotti et 
al., 2002) but it also emphasises the importance of the urinary patch in the nitrogen 
dynamics of the farm. 
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As noted earlier, the effect of preference on the validity of combining urine and dung 
patches as excreta patches and as overlap patches was investigated to see whether the 
simplification of the model proposed through the reduction in the number of patch types 
was justified.  However, because of diametrically opposite preference between dung and 
urinated areas, the averaging of pasture mass that patch combination entailed led to a 
significant loss of information about pasture mass and heterogeneity and so separate dung 
and urine patches were maintained within the final model.  Adjustment for dung-urine 
overlap was included in the amount of material available for the cows to graze, but 
inclusion of dung-urine overlap patches was not modelled in terms of the nitrogen 
dynamics of the soil.  The dominance of inorganic nitrogen in the urine patches and 
organic nitrogen in the dung patches meant that the inclusion of dung-urine overlap 
patches within the present system provided very little extra information whilst increasing 
the complexity of the model and the number of patch types.  Equally, modelling all 
overlap patches as dung-urine overlap patches (Hutchings et al., 2007) led to a loss of 
information through the reaction of the grazing animals to these patches within the 
model.    
 
To remove carry over effects from year to year, all preference from the previous season’s 
excretion was assumed to have ceased by the start of the next grazing season which is in 
agreement with the period of rejection reported by Haynes and Williams (1993) of 3-18 
months. 
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Chapter 9: Soil model 
 
9.1. Introduction 
 
The modelling of nitrogen cycling within the soil and its interaction with the pasture 
and grazing animal are a fundamental component of the system under investigation.  
The conversion of non reactive atmospheric nitrogen into reactive forms of nitrogen 
and their inter conversion within the soil/water/atmospheric ecosystem is summarised 
in the biogeochemical nitrogen cycle  (Galloway et al., 2003), a simplified version of 
which is found in Figure 9.1 
 
Figure 9.1:  Simplified representation of the nitrogen cycle showing the major 
transformations within a grazed ryegrass/clover pasture. 
 
Milk and Meat
Atmospheric N Transfer:  dung + urine off farm/paddock
Fixation          Fertiliser
   Ammonia N2O, N2, NO
          Plant Animal
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Organic N    Urea    Volatilisation Denitirification
       Ammonium Nitrite Nitrate
           ( nitrification )
         Exchange onto
         soil clay
         and organic matter
Leaching
Immobilisation
mineralisation
 
Atmospheric deposition of nitrogen into the soil ammonium and nitrate pools is 
negligible within New Zealand (Di & Cameron, 2000) and so has been excluded from 
the diagram and the model.   
In many soil/plant ecosystems, the exchange of mineral nitrogen with the organic pool 
through mineralisation/immobilisation, coupled with the balance between nitrification  
and denitrification play a major role in determining the total flux of nitrogen through 
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the system (Macduff & White, 1985).  In turn, the influence of soil temperature, 
moisture content, pH and buffering capacity, management practices such as grazing, 
feriliser, excretal return, tillage and lime application (Bolan et al., 2004; Bolan et al., 
2003; de Klein et al., 2001) and soil depth and texture on these processes has been 
well established (Macduff & White, 1985).   
 
9.1.1 Soil Models 
 
Many of these individual reaction processes have been empirically described in terms 
of their kinetics (Gilmour, 1984; Macduff & White, 1985).  Frequently, researchers 
have found that first order kinetics where the rate of reaction is dependent on the 
amount of substrate and a rate constant that in turn is dependent on the soil 
temperature and moisture can adequately describe many of these processes reflecting 
the dominant role of temperature and moisture on the bacterial populations within the 
soil that are responsible for organic decomposition, mineralisation and immobilisation 
(Parton et al., 1987; van Veen & Paul, 1981).    Thus in general terms the rate of 
change of substrate is described as: 
 dSi/dt =Ki * Mtr * Ttr * Si 
Where: 
Si = substrate state variable, i = 1-n for the different substrates 
Ki = the maximum rate for the different substrates 
Mtr = the effect of soil moisture on the rate of transformation 
Ttr = the effect of soil temperature on the rate of transformation 
 
Depending on the complexity of the model, Mtr and  Ttr may differ for different 
reaction processes, (particularly for denitirifcation which is favoured under anaerobic 
conditions and so commonly occurs in wet soils (Bhandral et al., 2005), although 
typically they have the form indicated in Figure 9.2. 
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Figure 9.2:  The effect of soil moisture and temperature on reaction rates (Parton et al., 
1987) 
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A number of these sub-models have been brought together to produce semi empirical 
decision support models of nitrogen dynamics (Brown et al., 2005; Scholefield et al., 
1991).  Some of these such as  NGAUGE (Scholefield et al (1991 ), Brown et al, 
(2005)) are based on a mass balance analysis of the nitrogen dynamics of a particular 
region or country (the UK) and are not readily applicable to the New Zealand climate 
or dairy system.  Others such as the nitrification rates predicted by Gilmour (1984) 
although responsive to soil temperature, moisture and pH are only applicable over a 
narrow range of soil types.  For example, using these predictive equations to plot 
predicted against observed nitrate production, Gilmour (1984) obtained a regression 
line with a slope of 0.7 and an intercept of 1.9.  The value of this slope (<1.0) 
suggests that the soil characteristics used to calculate the equation were not typical of 
the range of soil types used to evaluate the function (ibid.).  However, the r2 value 
obtained (0.885) indicates that the contribution of differences in soil type to the 
difference between model and data was modest compared to the effects of soil 
temperature and moisture.   
 
Di and Cameron (2002) developed a semi empirical model of the nitrogen leaching 
from  dairy grazed pastures in New Zealand.  This model predicted annual nitrate 
leaching well for a range of light, free draining soils and when nitrogen was applied as 
inorganic fertiliser or for the estimation of leaching from urine patches based on urine 
applications in the autumn (Silva et al., 1999).  However, dynamic models of the 
nitrogen cycle frequently require a shorter time step to adequately estimate the 
exchanges of gas between and within soil and air as these fluxes change rapidly in 
response to changes in soil temperature and moisture (Parton et al., 1998).   
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 The multitude of factors potentially influencing soil nitrogen dynamics and the 
realisation that within the soil there is continual turnover of materials with a range of 
turnover rates (Macduff & White, 1985) suggest that there is probably a continuum of 
simultaneous reaction rates (Jenkinson & Rayner, 1977).  This has led to the 
development of multi compartment, pool models with the potential for differing 
kinetics to describe the movement of soil components between these fractions. 
 
Soil organic carbon and nitrogen are present in multiple forms for example proteins, 
amino acids, nucleic acids and may be stabilised through adsorption and humifiction 
reactions.   McGill and Cole (1981) proposed that carbon and nitrogen are released for 
mineralisation and mobilisation during the oxidation by soil microbes of these 
materials for energy.  As such, the driver for the supply of nitrogen is the energy 
requirements of the microbes rather than their need for nitrogen and so this 
mobilisation of nitrogen will only occur when the soil microbes need to use N- or S- 
rich substrate carbon molecules and is intracellular.  They termed this process 
“biological mineralisation” in contradistinction to the release of organic phosphorous 
and sulphur from sulphate esters which occurs independently of the energy 
requirements of the soil organisms and is controlled by feed back from the supply of 
end product on the extracellular hydrolases which catalyse the release of phosphorous 
and sulphur.  This process they termed “biochemical mineralisation”.  This linkage 
between the carbon and nitrogen cycles has been exploited in the development of this 
second group of soil-nitrogen models which contain a number of different pools of 
carbon and nitrogen.   
 
9.1.2 Pool models 
 
Most models of this type have as their core a representation of the soil organic matter 
in a number of discrete pools.  Organic matter is central to the cycling of soil nutrients 
and is a key factor in soil texture and character (Parton et al., 1987).  The soil organic 
component of the model is split into multiple compartments each with differing 
decomposition rates (Jenkinson, 1988; Jenkinson & Rayner, 1977).  These in turn 
vary as a function of soil temperature and moisture content (Parton et al., 1987; van 
Veen & Paul, 1981).   
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 The CENTURY ecosystem model (Parton et al., 1988; Parton et al., 1987) was 
developed as a grasslands based ecosystem model operating at the field scale 
(Frolking et al., 1998) and so is likely to have many features suitable for a project 
based within the New Zealand pastoral sector.  CENTURY is made up of a soil 
organic matter/decomposition pool (C), a water budget model, a plant growth model 
and nutrient pools consisting of N, P and S sub models (Metherell et al., 1993).  A 
monthly time step is used and nutrient flow through the models is driven by monthly 
average maximum and minimum air temperature and precipitation. Other input 
variables required are:  soil texture, plant nitrogen, phosphorous and sulphur content, 
lignin content of plant material, nitrogen inputs and initial soil carbon and nitrogen 
status.  Within the model there are a host of parameter values that can be selected as 
appropriate for a particular site or default values can be used (Bolker et al., 1998; 
Metherell, 1992; Metherell et al., 1993). 
 
DAYCENT is a development of the CENTURY model which incorporates all the 
ecosystem processes present in CENTURY but includes a more comprehensive 
treatment of trace gas exchange and soil water status and operates on a daily time step 
(Del Grosso et al., 2000; Parton et al., 1998).  DAYCENT simulates the exchange of 
nutrients, C, N, P and S and gases (CO2, CH4, N2O, N2, NOx) between the
atmosphere, soil and plants, using major submodels for plant productivity, soil 
organic matter, soil water and temperature and trace gases.  Soil texture and land use 
data are required for each site and daily maximum and minimum air temperature and 
precipitation details drive the model (ibid.).   
 
 
Although the soil component of the CENTURY and DAYCENT models would have 
been suitable for modelling the nitrogen dynamics of the present project, the grazing 
and pasture model within both CENTURY and DAYCENT are relatively simple and 
excretal return in patches is not dealt with within either model (Kirschbaum et al., 
2001; Smith et al., 1997).  However, extraction of the carbon and nitrogen sub models 
from CENTURY/DAYCENT was not possible and so these models could not be used 
to run the nitrogen and soil components of the present model.   
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An alternative pool model was available from the work of Thornley and Verberne 
(1989) who developed a soil model as part of an overall model of grazed grassland 
within the UK.  This model is highly simplified compared to CENTURY/DAYCENT  
(for example, depth within the soil, soil texture, soil moisture, aeration and pH are all 
ignored) but as the rooting depth of grass species is generally shallow, particular on 
the soils modelled on the LUDF which are a mixture of Lismore and Templeton silt 
loam with the latter predominating in the deeper layers (Fraser et al., 1999; Metherell, 
2008) and as the clay content of these soils is very low (ibid.), many of these 
simplifications were acceptable.  Moreover, the model was relatively easy to adapt, to 
allow for the effect of soil moisture and in a simplistic sense, soil aeration to reflect 
the influence of potential soil moisture stress in the New Zealand summer.   
 
9.2. The soil model 
 
The soil model is based on the work of Thornley and Verberne (1989) with 
modifications to reflect the greater rate of decomposition from earthworm activity in 
New Zealand pastures (Martin, 1978) and the greater range of soil moistures 
experienced under a dry Canterbury summer than would be anticipated in the UK.  A 
further adaptation is in the use of water filled pore space to partly control 
denitrification, rather than soil temperature alone.  The model consists of the 
following pools: 
o Faecal carbon and nitrogen within the soil 
o Dead soil organic matter:  carbon and nitrogen 
o Live soil organic matter:  soil microbes 
o Nitrogen available to the live soil organic matter 
o Ammonium nitrogen in the soil, and 
o Nitrate nitrogen in the soil  
 
First order reaction kinetics are used to describe the transfer of material between pools 
and the losses and gains from pools.  Rate constants are dependent on soil temperature 
and in some cases also soil moisture as described below. 
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9.2.1 Rate constants 
 
The rate constants within the soil model are a linear function of the soil temperature at 
10cm depth as in the original model of Thornley and Verberne (1989), with the rate 
increasing from zero at 00C to a maximum at 200C.  The form of this relationship is: 
 Rate_constant_temperature_modifier = (Tsoil10-tzero)/(20-tzero) 
         equation 9.1 
Where: 
Rate_constant_temperature_modifier = effect of soil temperature on 
rate constant 
Tsoil10 = soil temperature in 0C at 10cm depth 
Tzero = soil temperature at which the reaction stops = 00C 
20 = the soil temperature at which the reaction is at a maximum. 
 
Rate_constant_temperature_modifier thus scales between 0 and 1.   
 
In the original model, soil moisture did not affect the reaction processes.  It is likely 
that the range of soil moisture experienced in Canterbury, New Zealand is greater, 
even with irrigation, than would be the case in the UK where Thornley and Verberne 
(1989) developed their model and because of the importance of soil moisture in the 
metabolism of the soil, it was decided to include its effects within the present model 
through the parameter dwater which was already calculated within the pasture model 
and reflects the effect of soil moisture on plant litter decomposition (Swift et al., 
1979; Woodward et al., 2002).  dwater scales between 0 and 1, increasing exponentially 
towards one as the soil water potential becomes closer to zero.  Within the model the 
effect of temperature and soil moisture are taken to be multiplicative so that: 
 k = k20 * Rate_constant_temperature_modifier *dwater equation 9.2 
 
Where: 
k = rate constant for the reactions within the soil model 
k20 = value of that rate constant at 200C Thornley and Verberne(1989) 
 
The redox potential of the soil is an important determinant of denitrification (Hatch et 
al., 2002) and soil water filled pore space (WFPS) has been found by many workers 
to be a useful proxy for this in model construction (Parton et al., 2001).  To reflect 
this, within the present model the denitrification rate constant is a function of soil 
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temperature, as above, but also of WFPS rather than dwater.  Moreover, within the 
DAYCENT and CENTURY models, denitrification is minimal until WFPS reaches 
65% and then increases exponentially to a maximum value at 100% WFPS (ibid.).  
Thus, in the present model, for denitrification the following schema was adopted: 
 
If WFPS >65: 
 kd = kd20 * Rate_constant_temperature_modifier * [(WFPS-65)/(100-65)]3 
Else  kd = 0 
         equation 9.3 
Where: 
kd = value of denitrification rate constant  
kd20 = value of denitrification rate constant at 200C (Thornley and 
Verberne, 1989) 
WFPS = water filled pore space as a percentage 
 
WFPS is defined as in de Klein et al (2003) so that: 
 WFPS = (volumetric soil water content / porosity) * 100 equation 9.4 
Where: 
volumetric soil water = gravimetric soil water content / soil bulk 
density 
 
Gravimetric soil water content is a model variable and bulk density a model site 
parameter.  In turn, porosity is defined as: 
 Porosity = (1-bulk density/particle density)   equation 9.5 
With particle density a further site parameter.  The application of these expressions to 
the rate constants within the soil model is illustrated in Table 9.1. 
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Table 9.1:  Description of rate constants within the soil model 
parameter Value at 20 o C Modified by 
temperature 
Modified 
by moisture 
Role 
kfamm 0.1 d-1 Yes Yes(dwater) N in faecal pool to 
soil ammonium pool  
kfsomd 0.05 d-1 Yes Yes(dwater) C in faecal pool to soil 
organic matter dead 
kdeadroot 0.1 d-1 Yes Yes(dwater) Dead root material to 
soil organic matter 
dead 
μsomlmax 0.08(kgDM-2) (1-
q)d-1 
Yes Yes(dwater) Maximum growth rate 
of soil microbes 
dsomlmax 0.004 d-1 Yes Yes(dwater) Microbe specific 
maximum death rate 
kammvol 0.02 d-1 Yes No Volatilisation rate 
constant 
kammnitrif 0.2 m2kgDM-1d-1 Yes Yes(dwater) Soil ammonium 
nitrification rate 
constant 
kdenitrif 0.1m2 kgDM-1 d-1 Yes Yes(WFPS) Denitrification rate 
constant 
 
9.2.2 Faeces nitrogen and carbon pools 
 
Faeces are described by two state variables reflecting their nitrogen content, Nfaeces 
(kgN/m2) and their carbon content, Cfaeces (kgC/m2).  Starting values for these two 
variables are set to zero within the model.  Nitrogen is added to the faecal pool 
through excretal dung return from the grazing animals as FNfaeces in kgN/m2.  This will 
be zero for all parts of the pasture except for those patches newly defecated on within 
the current time step (1 day), when the amount of nitrogen will be a product of the 
excretal model already described in Chapter 8.  Nitrogen is lost from the faecal pool 
as a result of hydrolysis by bacterial enzymes (Saggar et al., 2004a) at a rate kfamm.  
Thus the change in the nitrogen faecal pool is: 
dNfaeces/dt = FNfaeces – kfamm * Nfaeces    equation 9.6 
 
Where: 
FNfaeces = flux of nitrogen from fresh excretal (faecal) return in kgN/m2 
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kfamm = transfer rate constant from faecal nitrogen pool to soil 
ammonium pool, per day. 
Nfaeces = kgN/m2 of nitrogen in the faecal nitrogen pool 
  
The addition of faecal nitrogen to the faecal pool is also accompanied by the addition 
of an amount of carbon (FCfaeces) equal to λCNfaeces *  FNfaeces, where λCNfaeces = the C:N
ratio of faeces on a dry matter basis estimated at 24:1 (Whitehead, 2000).  It is 
assumed that the metabolism of all the faecal nitrogen is associated with microbial 
material with a constant C:N ratio of λ
 
 
CNfmic = 3.5kgC/kgN.  Thus, the hydrolysis of 
faecal nitrogen is associated with respiratory loss of C02 from the soil microbes 
equivalent to λCNfmic *  kfamm *  Nfaeces  and transfer of residual carbon to the dead soil 
organic matter carbon pool at a rate kfsomd.  Thus the changes in the faecal carbon pool 
can be represented as: 
 dCfaeces/dt = FCfaeces - λCNfmic *  kfamm *  Nfaeces  - kfsomd * Cfaeces
        equation 9.6 
Where: 
FCfaeces = flux of carbon from fresh excretal (faecal) return in kgC/m2 
and is equal to λCNfaeces *  FNfaeces where λCNfaeces = 24:1. 
λCNfmic = C:N ratio of faecal microbes = 3.5kgC/kgN.   
kfsomd = transfer rate constant from faecal carbon pool to dead organic 
matter carbon pool, per day 
Cfaeces = kgC/m2 of carbon in the faecal carbon pool 
 
Urine 
As in Thornley and Verberne (1989) there is no urine pool of nitrogen within the 
model as it is assumed that the inputs (excretal return of urinary nitrogen) are equal to 
the outputs (loss of nitrogen to the soil ammonium pool) within the duration of the 
time step of the model (1 day).  The model was developed using sheep as the grazing 
animals where the inputs of nitrogen are relatively modest compared to cattle and the 
absence of a urine pool within the present model may have contributed to an increase 
in the losses of nitrogen from the base pasture and decreased the losses from the urine 
patches.  This is discussed further in Chapter 10. 
 
9.2.3 Dead soil organic matter pool 
 
This is divided into carbon and nitrogen sub pools and receives inputs from the plant 
model as dead material.  Within the plant model, disappearance of dead shoot material 
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is already modelled though the rate constant delta which is a function of both 
microbial and earthworm activity and has been described within the pasture model.  
Delta describes the rate of disappearance of the surface dead material per day and so 
includes the loss of carbon from the dead material in bacterial and earthworm 
respiration.  This carbon is not available to the dead soil organic matter carbon pool 
and so it is assumed that a fraction ψ (kgC/kgN) of carbon is lost in respiration for 
every kg of nitrogen transferred into the dead organic matter pool.  Thus the inputs to 
the dead organic matter pool from the above ground components of the plant model 
are: 
 
 Input to the carbon pool = kdeadshoot*(cdeadshoot- ψ * ndeadshoot) 
 from shoots 
         equation 9.7 
Where: 
kdeadshoot = delta = decay rate constant for dead shoot material from 
plant sub model, per day. 
cdeadshoot = carbon content of dead shoot material estimated at 48% 
of the dead material from the plant material (Whitehead, 2000) 
and divided by 10000 to convert to kg/m2 
ψ  = respiration constant for transfer of nitrogen from dead shoot 
material to dead soil organic pool = 0.2 kgC/kgN (Thornley and 
Verberne, 1989). 
 
Within the plant model, delta represents the disappearance of surface dead material 
and is likely to differ from the rate of movement of the dead root material into the 
dead organic matter pool and so the rate of root decomposition within the model was 
taken from Thornley and Verberne (1989) but made sensitive to soil moisture as well 
as soil temperature.  The inputs to the carbon pool from the roots occur without loss 
of respiratory C02 and are thus: 
 
 Input to the carbon pool = kdeadroot*cdeadroot  equation 9.8 
 from roots. 
 
Where: 
kdeadroot = decay constant for dead root material from plant sub 
model, per day 
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cdeadroot = carbon content of dead root material estimated at 49% of 
the dead material from the plant material (Whitehead, 2000) and 
divided by 10000 to convert to kg/m2 
 
There is a third input to the carbon pool from the carbon in the faeces (kfsomd * Cfaeces) 
as a result of microbial decomposition of faecal material.  The output from the dead 
organic matter pool is from the utilisation of its carbon and nitrogen by the live soil 
bacteria at a flux of FCsomd and FNsomd respectively.  FCsomd is dependent on microbial 
growth within the soil organic matter live pool and its derivation is described below.  
It is assumed that the associated nitrogen flux of mineralisation from the soil organic 
matter dead pool, FNsomd is proportional to the carbon flux from the soil organic 
matter dead pool, depending on the concentration ratio of nitrogen to carbon within 
the dead soil organic matter pool.  Thus: 
 
soml 
 
 FN.somd = FC.somd * (Nsomd / Csomd)    equation 9.9 
Where: 
FN.somd = flux of nitrogen from the soil organic matter dead pool in 
kgN/m2/day to the available nitrogen pool, Navsl 
FC.somd = carbon flux out of soil organic matter dead pool kgC/m2/day 
Nsomd  = nitrogen pool in soil organic matter dead pool in kgN/m2 
Csomd = carbon pool in soil organic matter dead pool in kgC/m2 
 
Although this is the amount of nitrogen removed from the dead organic matter pool, 
some of this nitrogen is removed due to the growth requirements of the live microbial 
population described below.  The nitrogen requirements of the growing microbial 
biomass is given as FN.min.soml = fNsoml * Gsoml (see below ,equation 9.15).  Removing 
this from the flux of nitrogen out of the dead soil organic matter pool, FN.somd , gives 
the resultant mineralising nitrogen flux into the Navsl pool: 
 
Mineralising flux into Navsl = FN.somd  - FN.min.soml 
             = (FC.somd * (Nsomd / Csomd)) - fNsoml * Gsoml
             = (fC.soml * Gsoml / Ysoml )  * (Nsomd / Csomd)) - fNsoml * 
G
             = Gsoml * ( [(fC.soml / Ysoml ) * (Nsomd / Csomd)] - fNsoml )  
         equation 9.10 
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Thus th er pool can be 
 equation 9.11 
he change in the 
Nsomd/dt = kdeadshoot*ndeadshoot+kdeadroot*ndeadroot-FNsomd; 
  
Where: 
ndeads from the 
ndeadr om the 
ad 
organic matter pool as a result of live soil microbial activity. 
f dead soil organic matter (kgN/m2) 
dead soil organic matter (kgC/m2) 
n 
turn 
r 
s of 
ithin the 
 boundaries, 
e present soil organic matter pool is analogous to the active pool in 
e changes in the carbon fraction of the dead soil organic matt
represented: 
dCsomd/dt = kdeadshoot*(cdeadshoot-ψ*ndeadshoot) +kdeadroot*cdeadroot 
+kfsomd*cfaeces-FCsomd; 
        
The flow of nitrogen accompanies the flow of carbon so that t
nitrogen content of the dead soil organic matter pool is: 
 d
       equation 9.12 
hoot = nitrogen content of dead shoot material, derived 
plant sub model as DN/10000 to convert to kgN/m2 
oot  = nitrogen content of dead root material, derived fr
plant sub model as DNr/10000 to convert to kgN/m2 
FNsomd = FCsomd*(Nsomd/Csomd) = flux of nitrogen out of the de
Nsomd = nitrogen content o
Csomd = carbon content of 
 
9.2.4 Live soil organic matter pool 
 
The live soil organic matter pool represents the active soil microbial biomass and is 
divided into a pool of nitrogen available to the live soil microbes and a pool of live 
organic matter representing the microbes themselves.  There is no age structure withi
this pool and this contrasts with the CENTURY/DAYCENT model where the soil 
organic pool is divided into an active pool with a turn over of 1-5 years, a slow pool 
with a turn over of 20-40 years representing carbon and nitrogen which is physically 
protected or in a form resistant to chemical break down and a passive pool with a 
over time of 200-1500 years representing C and N that is very resistant to chemical o
physical break down (Parton et al., 1987).  Although this may lead to significant 
errors in the prediction of the model over longer time periods of tens to hundred
years, the intention was to run the model for much shorter periods of 1-2 years to 
assess the impact of grazing management on the nitrogen dynamics w
soil/plant/animal ecosystem.  Over this time scale and within these system
th
CENTURY/DAYCENT and was sufficient for this more limited scope.   
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The live soil organic matter microbial pool represents the pool of live microbes within 
the soil, Wsoml.  Soil macro-organisms such as arthropods and earthworms are ignore
except for the role of earthworms in the decomposition of above ground dead bio
discussed in the chapter on the pasture model.  To grow, the soil microbes require a 
source of carbon from the soil organic matter dead pool (C
d 
mass 
somd) and a source of 
 of 
bial population is described by: 
 Gsoml = uation 9.13 
Where: 
μsoml icrobes in kgDMm day-1 
Wsoml = soil organic matter live mass in kgDM/m2 
 and 
d that the growth rate of the 
icrob atter 
dead pool and nitrogen in the Navsl pool so that: 
(1- Wsoml / (ηsoml*Csomd) 
         equation 9.14 
Where: 
r (kgC/m ) 
 = 0.002kgNm-2 
-2 
Navsl = nitrogen available to microbes in kgNm  
m2 
 
lly 
 the 
nitrogen from the pool of available mineral nitrogen within the soil, Navsl.  Growth
the micro
 μsoml * (Wsoml)qsoml     eq
Gsoml = growth rate of soil microbes in kgDM/m2/day 
  = growth rate constant of the soil m -2 1-q 
qsoml  = growth parameter of soil microbes = 0.6667 (Thornley 
Verberne, 1989). 
 
As in Thornley and Verberne (1989) it is assume
m es, Gsoml, depends upon the concentration of carbon in the soil organic m
 μsoml  = μsomlmax  * (Csomd*Navsl / [(Ksoml,C + Csomd) + (Ksoml,N + Navsl)]) *  
μsomlmax  = maximum value of μsoml   
Nsomd = nitrogen content of dead soil organic matter (kgN/m2) 
2Csomd = carbon content of dead soil organic matte
Ksoml,N  = soil microbe Michealis growth parameter
Ksoml,C  = soil microbe Michaelis growth parameter = 10kgCm
-2
Wsoml = soil organic matter live mass in kgDM/
ηsoml = ceiling yield of Wsoml is ηsoml*Csomd = 0.05kgDM/kg C 
 
The term (1- Wsoml / (ηsoml*Csomd) puts a ceiling value onto Wsoml of  ηsoml*Csomd so 
that if Wsoml = ηsoml*Csomd , then this term becomes (1-1) and so the value of μsoml  is 
zero.  ηsoml  is thus a constant within the model at 0.05kgDM/kg C.  The rational for
this limitation is that the soil microbes require substrate to which they are physica
attached in order to grow, and the number of attachment sites is proportional to
dead C soil organic matter, Csomd.  (Thornley & Verberne, 1989).  These workers 
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found that a value of 0.6667 for qsoml   gave stable behaviour under a range of 
conditions and corresponds to surface limited growth which is biologically plausible. 
 
  
 fCsoml and fNsoml defining the carbon and nitrogen content respectively.  The 
rate at which n
FN.min.so  9.15 
m day-1 
l 
e soil microbial matter is given as fC.soml * 
n, so that the flux of carbon utilised from the soil organic matter dead pool 
by the soil org
 FC.somd n 9.16 
Where: 
FC.som l 
fC.soml = Carbon content of soil microbes = 0.5kg C/kgDM 
DM/m2/day 
 = fficie r 
Soil microbes 
 dsoml = n 9.17 
Where: 
dsoml = death rate of soil microbial live pool day-1 
y 
hich are 
ml 
nd nitrogen in the ammonium form is produced from this microbial 
decomposition
It is assumed that the soil microbial matter is of a constant composition, with the 
fractions
itrogen is used from the Navsl pool is thus: 
 ml = fNsoml * Gsoml     equation
Where: 
FN.min.soml = rate at which N is used from the Navsl pool in kgN -2
fNsom  = nitrogen content of soil microbes = 0.05kgN/kgDM 
 
and similarly, the flux of carbon into th
Gsoml in kg Cm-2day-1 .  This is associated with a loss of carbon in microbial 
respiratio
anic matter live pool is: 
= C.soml f equatio* Gsoml / Ysoml     
d = carbon flux out of soil organic matter dead poo
Gsoml  = growth rate of soil microbes kg
Ysoml  yield coe nt fo soil organic matter (live microbial) 
synthesis = 0.4 kgC in soml per kgC in substrate. 
 
die with a specific death rate given as: 
dsoml.max * uatio (1- (Wsoml.min/Wsoml))   eq
dsoml.max = maximum death rate of soil microbial live pool  
Wsoml.min = minimum value of Wsoml = 0.001kgDM/m2 
W  = soil organic matter (live microbial) in kgDM/msoml 2 
 
Wsoml.min provides a level below which Wsoml cannot fall and was justified b
Thornley and Verberne (1989) as representing bacterial and fungal spores w
not explicitly modelled.  Live biomass thus dies within the model at the rate of Wso
* dsoml  a
 and fed into the available soil nitrogen pool, Navsl at a rate: 
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 FN.soml N.soml * dsoml * Wsoml     equation 
l tter live pool and 
into the Navsl pool. 
fN.soml  = nitrogen content of soil microbes = 0.05kgN/kgDM 
 is assumed that all the carbon in the dying microbes is lost as respiration.  Finally, 
.19 
.2.5 Soil ammonium pool and loss of ammonia from volatilisation 
here are two pathways for the production of ammonia from agricultural inputs 
terial 
e (Jarvis & Ledgard, 2002) to ammonium and hydroxyl ions: 
O(NH2)2 -------> 2NH4+  +  2OH-  + CO2 
& Oenema, 1998) and in particular urine which is rich in urea 
arvis & Ledgard, 2002).  However, in light textured, free draining soils, urine will 
ind 
he 
plied 
(Di et al., 2002). 
= f
9.18 
Where: 
FN.som = flux of nitrogen out of the soil organic ma
 
It
the differential equation for the microbial live organic matter can be written: 
 dWsoml/dt =  μsoml * (Wsoml)qsoml - dsoml * Wsoml  equation 9
 
9
 
T
(Saggar et al., 2004a)   Firstly, proteins, amines and amino acids in dung are 
hydrolysed by bacterial action with the production of ammonia: 
 
RNH2 + H2O -----> NH3 + ROH + Energy 
 
Secondly, urea in animal urine and fertilisers is converted by the ubiquitous bac
enzyme ureas
 
C
 
This increases the local pH temporarily and encourages the dissociation of the 
ammonium: 
NH4+  +  OH-  ------>  NH3  + H2O 
 
Bussink identified animal waste as the main source of ammonia loss in farming 
systems (Bussink 
(J
pass readily through the soil matrix so increasing the opportunity for NH4+ to b
with negative cation exchange sites within the soil and removing ammonia from t
soil surface.  In this situation, losses from volatisation were less than 2% of N ap
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 Unfertilised soils generate negligible ammonia loss and ammonia losses from 
inorganic fertiliser range from 6-30% depending on soil pH, temperature, cation 
4a) identified the key factors governing ammonia losses from soil as 
conversion of NH4+ to NH3 and secondly those factors 
rom the soil solution to the atmosphere.  The most 
vel 
en NH4+ and NH3 in favour of 
olatilisation and ammonia losses.  Soil cation exchange capacity is also a major 
 
 
ncreasing 
nvironmental temperature and wind speed increase ammonia losses and urease 
ted 
, so 
exchange capacity (CEC), wind speed and ground cover, soil water content and 
fertiliser type (Bussink & Oenema, 1998) with highest losses associated with urea 
fertiliser used on bare, high pH soils with a low CEC and low water content.   
 
Saggar et al (200
those that affect the rate of 
affecting the transfer of NH3 gas f
important influences on these two steps are: 
 Soil pH 
 Soil moisture le
 Soil texture and structure 
 Soil cation exchange capacity 
 Temperature 
 Wind Velocity 
Soil pH is one of the most critical factors with the initial alkaline reactions of urea and 
urine breakdown pushing the equilibrium betwe
v
factor:  soils with a high cation exchange capacity and a large number of negative 
binding sites have lower losses of ammonia due to binding of the positive ammonium
ions to these sites (Bussink & Oenema, 1998). 
 
However, plant cover tends to reduce the magnitude of these effects and to reduce 
ammonia losses in total because of uptake by the plants and reduced volatility as the
plants reduce surface air speed and temperature (Saggar et al., 2004a).  I
e
activity is inhibited by soil temperatures below -4’C.  Drier soils tend to be associa
with higher volatilisation losses because, as the soil moisture content decreases
water is drawn to the surface leading to increased ammonia loss (ibid.). 
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These processes are highly simplified within the present model.  Bacterial ure
activity is assumed to be ubiquitous and 
ase 
the nitrogen within ammonium based 
rtiliser and urine feed directly into the soil ammonium pool.  Further it is assumed 
ure with kamm.vol (see below) 
creasing with increasing temperature. 
In the lig
fixation through cation exchange is ignored within the model.  Thus the ammonium 
 
t 
ulates the output of inorganic nitrogen 
FN.faeces = in 
FN.min.amm t of 
 
e 
s of kamm.vol * Namm where kamm.vol is a rate parameter in  
ays-1 d  a 
there is a potential 
ux to the soil nitrate pool representing nitrification.  This occurs at a rate which is 
nal to the microbial live matter mass and the amount of nitrogen within the 
ammonium po
 Nitrific
      equation 9.20 
 
fe
that within a dairy pasture there will be sufficient vegetation to ameliorate the 
variation in ammonia losses caused by many of the factors described above and 
volatilisation will be dominated by soil temperat
in
 
ht, sandy soils of the present simulation, the role of clays in ammonium 
pool has the following inputs within the model: 
FN.urine = the potential flux from fresh urinations in kgN/m2.  This in turn is an outpu
from that part of the model which calc
in the urine (chapter 8) 
 the potential flux from the faecal pool and is given as kfamm * Nfaeces 
kgN/m2 
 = the potential flux from the available nitrogen pool, Navsl as a resul
microbial death and decay in kgN/m2 
SN.fert.amm = the potential flux from application of ammonium based fertiliser in
kgN/m2.  For simplicity, fertiliser applications within the model are 
expressed in kg of nitrogen equivalent /ha and the nitrogen is assumed to b
immediately available, with no account taken of gradual release and 
weathering of the fertiliser granules. 
Conversely, there are four outputs from the soil ammonium pool.  There is an 
assumed volatilisation los
d ependent on soil temperature as previously discussed.  Secondly, there is
potential flux, FN.amm.min to the soil available pool, Navsl and thirdly 
fl
proportio
ol so that: 
ati of soil ammonium pool = kon amm.nitrif * Wsoml * Namm  
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Where: 
kamm.nitrif = soil ammonium nitrification rate constant in m2/kgDM/day 
Wsoml = soil organic matter (live microbial) in kgDM/m2 
N = nitrogen in soil ammonium pool in kgN/mamm 2 
 
N2O may be produced as a by product during nitrification when under aerobic 
onditions, the supply of carbon becomes limiting and nitrite is used as an alternative 
 
y.  Nitrogen can also be 
ithdrawn from the soil by plants as nitrate from the soil nitrate pool, Nnit below.  
ate 
ools varies with soil temperature (Thornley & Verberne, 1989) and that the effective 
 available to the plant for uptake can be described as: 
 
 Neff.plan N  equation 
9.21 
 
ere: 
 ava le to the plants for uptake in 
nitrate nitrogen to the plants 
.   
The relationshi des
aplant.nit( 0 -Tsoil)/(20 -10)) 
        equation 9.22 
a  val  ap .nit at this soil temperat
aplantnit(20)  = value of aplant.nit at 200C = 1.0 
aplantnit(10) = value of aplant.nit at 100C = 0.5 
Tsoil = value of soil temperature in 0C at 10cm depth  
c
bacterial substrate (Saggar et al., 2004a).  This is ignored within the present model as
it is assumed that the supply of carbon from the live soil organic matter is never 
limiting.    
 
Lastly, nitrogen may be withdrawn from the soil ammonium pool by plant uptake as 
discussed in chapter 6 creating a flux, FN.amm.plant in kgN/m2/da
w
There is evidence that the relative uptake of nitrogen from the ammonium and nitr
p
nitrogen
t = amm * aplant.nit * Nnit    
Wh
Neff.plant = effective nitrogen ilab
kgN/m2 
Namm = nitrogen in ammonium pool in kgN/m2 
aplant.nit = dimensionless parameter varying between 0.5 and 1 and 
defining the relative availability of ammonium nitrogen and 
p ng the value of acribi plant.nit is: 
Tsoil) = aplantnit(20) - (aplantnit(20) - aplantnit(10)) * ((2
Where: 
plant.nit(Tsoil) = ue of lant ure (at 10cm 
depth) 
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 The flux of nit  then: 
FN.amm.p equation 9.23 
 
FN.amm.plant = flux of nitrogen from the soil ammonium pool as a result 
of plant uptake in kg N/m2/day 
UptakePlantN  = uptake by plants of nitrogen in kgN/m2/day 
2 
ts in kgN/m2 
 chapter 6. 
he differential equation for the soil ammonium pool is thus: 
iser 
l 
 
e nitrogen pool (nitrogen for the soil 
icrob o 
 nitrate pool as FN.nit.plant where this is given as UptakePlantN  * aplant.nit * 
Nnit/Neff.plant.  tion 
which is again  to the 
amount of mic
Denitrification = kdenitrif * Wsoml * Nnit   equation 9.25 
rogen fr he ammonium pool as a result of plant uptake isom t
lant = UptakePlantN * Namm / Neff.plant   
Where: 
Namm = soil ammonium nitrogen pool in kgN/m
Neff.plant = effective nitrogen available to the paln
 
The relative contribution of fixation and uptake by clover has already been discussed 
in
 
T
dNamm/dt = FN.urine + FN.faeces + FN.min.amm + SN.fert.amm – kamm.vol * Namm – FN.amm.min – 
FN.amm.plant – kamm.nitrif *Wsoml *Namm.  
         equation 9.24 
 
9.2.6 The soil nitrate pool 
 
The inputs and outputs to the soil nitrate pool can be similarly described.  Fertil
can be added as SNfert.nit in kgN/m2and there is an input from the soil ammonium poo
of kamm.nitrif *Wsoml *Namm representing nitrification of soil ammonium.  Outputs
consist of flux, FN.nit.min to the soil availabl
m es) as a result of diffusive flux from the soil nitrate pool.  Plant uptake is als
from the
Nitrogen is also lost from the nitrate pool as a result of denitrifica
 tak  to be proportional to the size of the nitrate pool anden
robial live biomass.  Thus: 
 
Where: 
Denitrification = denitrification loss of nitrogen in kgN/m2/day 
kdenitrif = denitrification rate constant in day-1 
W  = soil organic matter (live microbial) in kgDM/msoml 2 
Nnit = nitrogen in soil nitrate pool in kgN/m2 
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x 2
2 ms of a leaky pipe.  
 this analogy, the rate of nitrification / denitrification is represented by the flow of 
ented by the size of the holes in the pipe.  A final level of regulation occurs in 
e consumption of the nitrogen gases by soil microbes as the gases diffuse to the 
surface of the soil.  See Figure 9.3 taken from Parton et al (2001). 
 
Figure 9.3: The hole in the pipe model for NOx and N2O gas production (Parton et al., 
2001) 
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nitrogen down the pipe.  The relative proportions of the end products produced are 
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th
From:  Parton et al (2001) 
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The total N gas emitted from the soil is proportional to the amount of N cycling through the pipe, while 
the proportions of N2O, NOx and N2 are determined by the soil water content, soil temperature 
and physical and other properties (see text).
In an investigation into the factors influencing the relative production of NOx and 
N2O,  Davidson et al (1993) used this conceptual model to illustrate that nitrific
was the dominant pathway for NOx production and for N2O production but that in 
wet, anaerobic soils N2O production from denitrification increased.  Based on work 
forest soils in a seasonally dry environment, they found that inorganic nitrogen built 
up during the dry period and on wetting there was a short term pulse of N2O and 
NOx.  However, experiments during the dry season with artificial wetting of the soil
indicated that the flux of NOx was negatively associated with soil moisture content 
while the flux of N2O was positively correlated with soil moisture.  They suggested 
that the production of N gases is determined by the rate of mineralisation, nitrific
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and denitrification while the ratios of the gases produced and the relative role of 
nitrification and denitrification is a function of soil moisture.  Frolking et al (1998) 
onfirmed the importance of soil moisture along with soluble C, soil temperature, soil 
rent 
 point (Saggar et al., 2004b).  Anaerobic microclimates can also exist 
s small pockets when high soil organic carbon content leads to rapid exhaustion of 
e 
 
wo 
ost 
of 
portance of the 
itrifcation/denitrifcation pathway.   Thus production of N2O is the result of multiple 
 turn 
istal 
c
pH, available N and denitrifying biomass on N2O production by denitrification and in 
the New Zealand version of the DeNitrification DeComposition (DNDC) model 
denitrification is triggered when soil moisture status (measured as WFPS) exceeds 
field capacity (Saggar et al., 2004b). 
 
However, because the two processes – nitrification and denitrification – have diffe
environmental requirements, the production of N2O varies with time and space as the 
local environmental conditions alter (Bolan et al., 2003).  Nitrification is an aerobic 
process, requiring oxygen.  In well oxygenated soils, nitrification is thus the main 
means of N2O production (O'Hara et al., 2003).  Nitrous oxide production from 
denitrification occurs in anaerobic conditions and is triggered when soil moisture 
exceeds a certain
a
the local oxygen supply (de Klein et al., 2001).  Saggar et al (2004a) confirmed the 
importance of anaerobic conditions in the formation of N2O with the finding that th
denitrification flux was highest when the water filled pore space of the soil was above
field capacity.   
 
The ratio of N2O to N2 produced thus depends on the relative importance of these t
pathways and so on soil and local environmental conditions.  Thus N2O emissions 
show a high degree of spatial and temporal variability (Saggar et al., 2005).  In m
soils the supply of substrate – ammonium and nitrate – is the most limiting factor in 
the production of N2O by nitrification/denitrification.  This in turn is a function 
fertilisation, animal wastes, mineralisation and immobilisation rates, plant uptake, 
ammonia volatilisation, cation exchange and diffusion.  In turn the redox potential of 
the soil is the main factor influencing the relative im
n
interacting variables such as soil moisture content, soil temperature, soil nitrate 
concentration and soil ammonium concentration (Ryana et al., 2004).  These in
are the result of yet more interacting variables, creating the idea of proximal and d
regulators of N2O production (Bolan et al., 2003).   
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 The approach adopted within the present model is thus heavily simplified, with no 
attempt made to differentiate between the different forms of gaseous nitrogen 
produced as a result of the denitrification process and ignoring the production o
gaseous nitrogen from nitrification itself.  The effect of the redox potential of the soil 
on denitrification was not considered within the original model of Thornley and 
Verberne (1989) and denitrification is sim
f 
ply a function of the size of the organic 
atter pool, the soil nitrate pool and soil temperature.  This was amended in the 
 
lal 
oil compaction as a result of animal treading is a significant problem in some New 
f leaching.  In the original 
odel the rate constant describing the rate of leaching, kleach, was set to zero as there 
 Verberne, 1989).  However, 
rainage/1000 to convert from mm of drainage to metres. 
he differential equation for the soil nitrate pool is thus: 
m
present model to reflect the dominant role of the water filled pore space in the 
denitrification process as discussed above but the calculation of denitrification within
the model remains highly simplified compared to models such as DAYCENT (Da
et al., 2003; Stehfest & Müller, 2004).   
 
S
Zealand dairying systems (Ledgard et al., 1996).  One of the effects of treading is to 
create anaerobic conditions in the soil and this will favour denitrification and the 
emission of N2O (Bolan et al., 2003) but this was not included within the present 
model.   
 
Nitrogen may also be lost from the nitrate pool as a result o
m
was no soil water model within the structure (Thornley &
within the present model, daily drainage is calculated which is equivalent to the 
excess water over and above the soil’s holding capacity and so kleach was calculated as 
d
 
T
 dNnit/dt = SN.fert.nit + kamm.nitrif *Wsoml *Namm -  FN.nit.min  - FN.nit.plant - kdenitrif 
* Wsoml * Nnit – kleach * Nnit. 
         equation 9.26 
 
9.2.7 Soil nitrogen available for microbial growth, Navsl 
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Thornley and Verberne (1989) introduced this pool in order to satisfactorily describe 
bilisation and it represents a spatially distinct 
ic 
 equation 9.27 
N.amm.min = max(0.0, kmin* [Namm/(Namm+Nnit)] * [Namm + Nnit – Navsl]) 
         equation 
FN.nit.min = max(0.0, kmin * Nnit/(Namm+Nnit)] * [Namm + Nnit – Navsl]) 
0 
 equal to zero and no difference is made 
etween the diffusion of nitrate and ammonium ions within the model due to for 
um from cation exchange reactions within the 
il.  FN.amm.min and FN.nit.min represent immobilisation as ammonium and nitrate are 
oil 
f 
significant source of organic nitrogen with up to 70% of the nitrogen present in an 
the process of mineralisation and immo
pool from the ammonium and nitrate pools being located where the dead organ
matter is decomposing due to microbial activity (ibid.).  Microbial growth will have 
the first call on this pool and the differential equation is: 
 dNavsl/dt = FNsomd + FNsoml + FN.amm.min +FN.nit.min – FN.min.soml – FN.min.amm 
        
The three diffusive transfer fluxes are: 
 F
9.28 
 
         equation 9.29 
 FN.min.amm = max(0.0,kmin * [Navsl – Namm – Nnit]) 
         equation 9.3
Where; 
kmin = diffusion constant connecting soil nitrogen pools = 0.5day-1 
 
These fluxes represent diffusive transfer of nitrogen between the ammonium and 
nitrate pool with the soil nitrogen available pool, N .  The maximum function 
ensures that the term is greater than or
avsl
b
example slower diffusion of ammoni
so
moved to the Navsl pool and thence into biomass.  Conversely, FN.min.amm represents 
mineralisation as nitrogen from the Navsl pool diffuses to the ammonium pool as a 
result of microbial death and decay.   
 
9.2.8 Leaching of organic N  
 
Bacterial decomposition of the dead soil organic matter pool moves C and N into s
organic matter live pool and the available nitrogen pool.  During this process some o
the C and N are lost as organic leached material but this is ignored within the present 
model.  Faecal return, for example when applied as dairy shed effluent, can be a 
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organic form.  Under these conditions the organic nitrogen can be a significant source 
of nitrogen lost in leachate (Zaman et al., 1998) and while most of this will be as 
organic nitrate following metabolism within the soil, leakage of organic nitrogen 
ease (McDowell et al., 2002).  Whilst up to 15% 
f excretal return may be collected as dairy shed effluent (Ledgard, 2001), within the 
 
ing 
 of 
 
 
as 
er inputs with the default start 
somd = 0.8 and Wsoml = 0.4 to reflect mineralising values 
ture (Fraser et al., 1999; McGill & Cole, 1981; 
998) and then using the end point values when the 
stem was judged to have approximately equilibrated as subsequent starting values 
Csomd = 12 kgCm-2 
 
 net mineralisation.   
The initial starting values for the soil nitrogen pools obtained in this way were: 
in
directly into the soil water will incr
o
present model, this was ignored, with all excretal return considered to be deposited by
the cows directly onto the grazed pasture.      
 
9.2.9 Starting Values 
 
The initial values chosen for Csomd and Nsomd and Wsoml reflect whether immobilis
or mineralising conditions are to be simulated  (Thornley, 1998).  Within the original 
model, values of 10 and 0.8 and so a ratio of 12.5:1 for Csomd and Nsomd and a value
0.4 for Wsoml were used to indicate mineralising conditions and whether or not 
immobilisation occurs is particularly dependent on Wsoml and the balance between 
microbial death and growth.  Thornley and Verberne (1989) found that Wsoml was 
approximately equal to 0.04*Csomd at equilibrium.  In the steady state there is always
a net mineralisation flux:  immobilisation depends upon particular conditions being
present and which only persist for a limited time.  In the original model this w
associated with a ratio of Csomd/Nsomd of greater than 25 and Wsoml of 1.  The initial 
conditions chosen for the present simulation were determined by running the model 
for 10 years without excretal return or external fertilis
up values of Csomd = 10 , N
typical for irrigated, dairy pas
Metherell, 2008; Zaman et al., 1
sy
for further simulations.  This gave starting values of: 
 
 Nsomd =   0.7 kgNm-2 
 Wsoml =   0.6 kgDMm-2
  
This gives a ratio of 18.5:1 indicating
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 Navsl = 0.0051 kgNm-2 
 N  = 0.0007 kgammoniaNmamm -2 
 Nnit = 0.00426 kgnitrateNm-2 
 
 Within the final, fully assembled model when the soil model was incorporated into 
grazing animal model, these initial starting conditions were used but 
excretal return and fertiliser input added for 
ach year before the year of interest was simulated.  This was designed to allow the 
ls 
tal 
to 
led 
tions 
 herbage was cut 
eriodically to simulate typical grazing practice.  Nitrogen lost as volatile ammonia 
ithin the model and model outputs of ammonia volatilisation and 
aching were calculated in an equivalent manner to the data. 
 
A comparison of the model output of ammonia lost from volatilisation with the data is 
given in Figure 9.4 
 
the pasture and 
the model was pre run for 5 years with 
e
model to equilibrate before simulation.   
  
9.3. Validation of the model 
 
Although there are a number of simplifications within the model and the various poo
are theoretical in nature rather than empirical, there were a number of experimen
sources of data with which to compare outputs from the model. The model was 
constructed within Matlab (MathWorks Inc, 2005) to model a single excretal patch 
replicate the data from Di et al (2002) who used a single application of 15N label
urine (at 1000kgN/ha equivalent) to pastures within a lysimeter study system to 
determine the fate of the added nitrogen.  The pasture was subject to six applica
of flood irrigation to 100mm depth and the rainfall adjusted to be equivalent to the 
75th percentile of local rainfall for that time of the year and the
p
and as leached nitrate was recorded.  These conditions were relatively straight 
forward to recreate w
le
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Figure 9.4:  Model prediction of volatile ammonia losses following a single application of 
urine  (at 1000kgN/ha equivalent) in May 1997 compared to data (Di et al., 2002) 
0 2 4 6 8 10 12
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Model prediction of ammonia volatilisation compared to data from Di et al (2002) 
Ammonia volatilisation as % of N applied
The model is in general agreement with the data, but overestimates the amount of 
volatile ammonia loss probably because the model takes no account of cation binding 
of ammonia nor urine flow down macropores.  Preferential flow of urine is common 
in urine patches (Haynes & Williams, 1993) and following urination, ponding of the 
urine on the soil surface can occur with as much as 15-20% of cattle urine flowing 
down macropores to below 150mm depth (Fraser et al., 1994).  This can be 
reproduced within the model by reducing the pool of ammonia for volatilisation by 
15%, so that less nitrogen is lost as ammonia and more is transferred to the soil nitrate 
and available nitrogen pools.  
 
Di et al (2002) also recorded nitrogen lost as leached nitrate in the drainage from the 
lysimeters.  Measuring nitrate lost in mgN/litre of leachate against cumulative 
drainage from the lysimeter, they found that the concentration of nitrogen increased 
with increasing drainage volume, peaking at 200mm of drainage at 60 mg nitrate per 
litre.  The total amount of nitrate leached within a year of the application of the urine 
was 77kgN/ha compared to 1.5kgN/ha for the controls.  Reproducing these conditions 
within the model, the output of leached nitrate is shown in Figure 9.5. 
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Figure 9.5:  Model prediction of leached nitrate losses following a single urine 
application of 1000kgN/ha equivalent in the autumn of 1997. 
 
70
60 
The model predicted that the total nitrate leached in this period was 65kgN/ha 
(77kgN/ha observed) for the urine patch compared to 4.5 kgN/ha for the control 
(1.5kgN/ha observed).   
 
In a similar experiment, Fraser et al (1994) applied labelled synthetic urine at an 
equivalent nitrogen loading of 50gN/m2 (500kgN/ha) and applied it in July to 
lysimeters.   10mm of water was applied immediately after urine application in this 
experiment to wash the urine into the soil and prevent any volatile losses.  The pasture 
was irrigated and subject to simulated rainfall as above.  A number of outputs were 
recorded in this work which allows greater comparison with the model.  Cumulative 
water inputs, evapotranspirative losses and drainage were recorded over the year of 
study.  Total water input increased approximately linearly from zero to 1600mm at the 
year’s end, evapotranspiration increased in a sigmoid fashion from zero to 800, while 
drainage was also sigmoid but reaching an asymptote at 400mm.  The equivalent 
model predictions are shown in Figure 9.6. 
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Figure 9.6:  Model predictions of total water inputs, evapotranspiration and drainage 
for the simulation of Fraser et al (1994) 
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The model shows overall good agreement with the data for these soil water variables 
with a squared correlation coefficient for the applied water of 0.92, for 
evapotranspiration 0.96 and for total drainage of 0.85 and this is important for 
accurate prediction of leaching.  Concentration of leachate was measured over the 
year following urine application.  Approximately one month following application the 
concentration of nitrogen in the leachate exceeded 10mgN/litre and continued to rise 
to a peak level of 40mgN/litre in November/December declining to background levels 
by seven months from the application.  The model prediction for the equivalent 
scenario is illustrated in Figure 9.7. 
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Figure 9.7:  Model prediction of nitrogen lost in leachate following a single application 
of urine in July  
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of urine in July compared to the data of Fraser et al (1994)
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month
The model shows good agreement with the data in terms of both the amount of 
nitrogen lost and its temporal distribution.  The spike in model prediction in late 
December corresponds with a scheduled irrigation event.  
 
These workers also measured pasture production and nitrogen uptake by the white 
clover and perennial ryegrass within the pasture on the lysimeters.  Following urine 
application, there was a large response by the pasture which lasted over the first three 
to four months and was almost entirely from the ryegrass component of the sward.  
This reflects the comparative nitrogen deficiency of the grass during the spring 
coupled with poor clover growth due to low light and temperature.  With time as the 
nitrogen concentration in the soil declined, the clover made a greater contribution to 
total pasture production and nitrogen uptake, favoured by the higher light intensities 
and temperatures of the summer.  Peak uptake of nitrogen for grass measured within 
the aerial part of the plant was achieved in September and October at approximately 
70kgN/ha,while clover uptake was depressed at this time as discussed above, 
measuring just 20-30 kgN/ha.   However, by late summer, grass uptake had declined 
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to around 20kgN/ha and clover had increased to 30-40kgN/ha, before declining to less 
than 20 kgN/ha with the onset of winter.  Total grass production was recorded at 
13180 kgDM/ha and total clover production at 8105kgDM/ha, with 395kg N uptake 
by grass and 233kg N uptake by clover.  Under the same scenario, the model predicts 
a similar temporal trend in the relative uptake of nitrogen by grass and clove, with an 
initial response by grass to the nitrogen marked by a depression of clover uptake, 
followed by some recovery of nitrogen uptake by the clover (See Figures 9.8 and 9.9).    
However, the model tends to predict the response of grass to the added nitrogen quite 
well but to under predict the clover response, with total grass production estimated at 
15037kgDM/ha, with 330kgN/ha uptake for the year and total clover production of 
6000kgDM/ha and average clover N uptake of 243kgN/ha/yr.  The monthly 
predictions for nitrogen uptake are compared to data from Fraser et al (1994) and 
presented for grass in Figure 9.8 and for clover in Figure 9.9. 
 
Figure 9.8:  Monthly prediction of nitrogen uptake by the aerial grass component of the 
pasture after a urine nitrogen loading equivalent to 500kgN/ha 
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Figure 9.9:  Monthly prediction of nitrogen uptake by the aerial clover component of the 
pasture after a urine nitrogen loading equivalent to 500kgN/ha 
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The model differs from the data in that the suppression of the clover growth is more 
prolonged within the model than in the data where the clover begins to recover and 
increase nitrogen uptake some 6-9 months after the urine application, whereas within 
the model it takes 10 -12 months for the nitrogen levels in the soil to decrease 
sufficiently for the clover to increase relative to the grass.  The percentages of clover 
in an unfertilised pasture for the urine patch and the control pasture are similar to 
those reported by Widdup et al  (2001) and by Wu and McGechan (1999) and are 
illustrated in Figure 9.10 
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Figure 9.10:  Model predictions of the percentage of clover within the sward following 
application of urine at 500kgN/ha equivalent compared to a control with no urine 
applied.  Pasture cut every 14 days. 
 
Jul Aug Sep Oct Nov Dec Jan
month
Feb Mch Apr May Jun
0 
5 
10
15
20
25
30
35
40
45
without urine
with urine
 
 
Model prediction of the percentage of clover in the sward after urine application 
compared to control
percentage of clover in the sward 
 
The model may exaggerate the suppressive effect of nitrogen on clover if the level of 
soil nitrogen remains higher for longer within the model than in reality.  However, the 
reasonable agreement between the model and the data for nitrogen uptake, leaching 
and volatilisation losses suggest that this is not necessarily the case.  Instead it may 
reflect the dominant effect of nitrogen and light within the canopy on the clover 
present within the model.  Thus, within the model increasing soil nitrogen favours 
grass growth and this in turn leads to shading of the clover plants and so suppression 
of clover growth until the soil nitrogen decreases.  In reality the laterally invasive 
nature of clover growth and subsequent clover patch formation can lead to pockets of 
clover persistence within a sward even when the overall mass of grass is high.  This 
effect is not reproduced within the present model where the sward is considered to be 
spatially homogenous at the urine patch level.   
 
In their annual model of nitrogen leaching losses in dairy pasture systems, Di and 
Cameron (2000) developed a semi empirical relationship between the pool of 
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potentially leachable nitrogen within the soil and the annual leaching losses.  
Although the pools used within the present model are not analogous to those within 
Di and Camerons’s model (for example the present model has multiple nitrogen 
pools, compared to a single pool representing potentially leachable nitrogen in the 
soil), the output from the two models is similar for estimated leaching losses and, for 
comparable soil types, the present model also matches the reported leaching losses 
from the validation data set used by Di and Cameron (2000).  This is illustrated in 
Table 9.2 below 
 
However, the empirical expression of Di and Cameron (2000) is quadratic in nature 
as: 
 Nitrogen leached = 0.000143*NPL2 – 0.0229*NPL 
 
Table 9.2:  Model predictions of annual leaching losses of nitrogen compared to the 
empirical equation of Di and Cameron (2000) and those reported by these workers 
 
Total 
nitrogen 
applied 
(kg/ha/yr) 
Measured N 
leaching loss 
reported by Di and 
Cameron (2000) 
(kgN/ha/yr/100mm 
drainage) 
Present model 
prediction of N lost 
in leaching 
(kgN/ha/yr/100mm 
drainage) 
 
Prediction from the 
empirical model of 
Di and Cameron 
(2000) of N lost in 
leaching 
(kgN/ha/yr/100mm 
drainage) 
Soil type Form of 
nitrogen 
0 0.3-4.7 (Carey et 
al., 1997) 
3.18 4.6 Templeton 
fine sandy 
loam 
N/A 
200 0.4-14 (Carey et al., 
1997) 
3.3 2.4 Templeton 
fine sandy 
laom 
Pig 
slurry 
200 5.8 (Cameron et al., 
1996) 
3.3 2.5 Lismore 
very stony 
silt loam 
Pig 
slurry 
300 1.4-2.9 (Cameron et 
al., 1996) 
4.1 3.4 Templeton 
fine sandy 
loam 
Dairy 
pond 
effluent 
      
400 11.3 (Carey et al., 
1997) 
4.4 6.2 Templeton 
fine sandy 
loam 
Pig 
slurry 
 
Where: 
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Nitrogen leached = kgN leached per hectare per 100mm drainage per 
year  
NPL = potentially leachable nitrogen in kgN/ha 
 
Conversely, the relationship between the nitrate pool and leached nitrogen losses is 
linear for the present model.  Thus within the present model, leaching occurs only 
from the nitrate pool and is directly proportional to drainage from the soil, whereas 
within the model of Di and Cameron (2000), nitrogen leaching is a quadratic function 
of NPL where NPL is defined as an annual flux as follows: 
 NPL = NF + NB + NM + NA – NP – NV – ND 
rate pool 
Where: 
NF = annual fertiliser nitrogen in kgN/ha 
NB = annual biological fixation of nitrogen in kgN/ha 
NM = net annual nitrogen mineralisation in kgN/ha 
NA = net annual return of nitrogen from excreta in kgN/ha 
NP = net annual nitrogen uptake by plants in kgN/ha 
NV = net annual nitrogen volatilisation in kgN/ha 
ND = net annual nitrogen loss in denitrification in kgN/ha 
 
Thus within Di and Cameron’s model, fixation of nitrogen and application of fertiliser 
contributes directly to the pool of potentially leachable nitrogen whereas in the 
present modified soil model of Thornley and Verberne (1989), fixation contributes to 
the pool of potentially leached nitrogen through return of dead plant litter via the soil 
organic matter and available nitrogen pools and ammonium based fertiliser through 
the soil ammonium pool.  Thus, in the present model leached nitrogen losses are 
dependent on the size of the soil nitrate pool whereas in the former, leached nitrogen 
losses are dependent on the flux of nitrogen through the system.  At high levels of 
fixation, even if the flux through Di and Cameron’s model is relatively large, leaching 
losses in the present model are small because NPL represents not just the nitrate pool 
but a flux of available nitrogen through the soil which directly includes nitrogen from 
fixation.  Thus to compare the two models, the nitrogen from fixation needs to be 
added to the nitrate pool in the present model to make this pool comparable to NPL.  
This is shown in Figure 9.11 where the quadratic relationship of Di and Cameron 
(2000) is plotted against NPL and also where the predictions of leaching for the 
present model are plotted against the nitrate pool and against the nitrate pool plus 
nitrogen from fixation. Thus for a given loss of nitrogen in leachate, the associated 
pool of NPL will be larger in Di and Cameron’s model than the equivalent nit
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if conditions within the present model favour fixation.   Within the present model
nitrogen fixation is decreasing asymptotically to a minimum as the soil nitrate pool 
increases to approximately 300-400kgN/ha. 
, 
 
Figure 9.11:  Prediction of annual nitrate leaching:  comparison of model with and 
without addition of fixed nitrogen to the pool of potentially leachable nitrogen with 
empirical equation from Di and Cameron (2000) 
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Thus the new model seems to match the predictions of D and Cameron’s (2000) 
model quite well especially when allowance is made for the different ways in which 
the soil nitrate level as a predictor of leaching is expressed with the squared 
correlation coefficient for comparison of the two models, (r2) = 0.97. 
 
Validation of the model in terms of denitrifcation losses is more difficult as the model 
assumes that denitrification is the sole source of N20, N2 and NOx, ignoring any 
production from nitrification.  Nevertheless, estimates of denitrification from the 
literature were similar to the levels predicted by the model as illustrated in Table 9.3 
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Table 9.3:  Model predictions of denitrification compared to values from the literature 
 
Source of nitrogen Model (kgN/ha/yr) Data 
(kgN/ha/yr) 
Reference 
Urine patches and 
200kgN/ha per yr  
21 (autumn application) 
13 (spring application) 
 
16 (0 – 73) (Ledgard, 2001) 
Dung patch 18 (autumn application) 
27 (spring application) 
22 (2 – 80) (Ledgard, 2001) 
Grazed area 10 6 (4 -17) (Ledgard, 2001) 
Unfertilised grazed 10 5 (Ledgard et al., 
1997) 
Fertilised grazed 
(200kgN/ha/yr) 
13 17 (Ledgard et al., 
1997) 
Fertilised grazed 
(400kgN/ha/yr) 
15 25 (Ledgard et al., 
1997) 
Urine patch (autumn) 
and 200kgN/ha/yr 
 
Urine patch (spring) 
and 200kgN/ha/yr 
22 (within 6 months) 
 
 
13 (within 3 months) 
26.7 (within 
6 months) 
 
18 (within 3 
months) 
(Di & Cameron, 
2003) 
 
Di and Cameron (2003) measured the production of N2O following application of 
urine to fertilised pasture in the autumn and spring using lysimeters and soil types 
very similar to those in the present simulation.  Although the present model does not 
calculate N2O production explicitly, the amount of nitrogen produced as N2O 
measured by these workers and the amount of nitrogen denitrified as predicted by the 
model following  a single urine application in the autumn are very similar as indicated 
in Figure 9.12. 
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Figure 9.12:  Model prediction of denitrification following a single urine application in 
the autumn compared to N2O production measured by Di and Cameron (2003) 
 
May Jun Jul Aug Sep Oct Nov
0
100
200
300
400
500
600
N2O -N (g/ha/day)
Model prediction of denitrification following single urine application in the autumn 
compared to N2O production measured by Di and Cameron (2003) 
  
Model
Di and Cameron (2003)
 
 
The model’s prediction of denitrification matches both the temporal pattern of N2O 
production and the amount of nitrogen metabolised in this way with the model 
predicting 22kgN/ha lost in denitrification within 6 months compared to the measured 
value of 26.7kgN/ha.   The results are also similar to those of Saggar et al (2004b) 
reporting on the NZDN-DC model.   
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Chapter 10: Analysing Effects of Grazing Management 
on Pasture Composition and Nitrogen 
Dynamics of a Dairy Farm 
 
10.1. Running the simulation:  data input 
 
The multitude of factors that potentially operate within a complex system such as a 
dairy farm and so influence the outputs from that system include climate, grazing 
management, calving pattern, age and genetic structure of the herd, fertiliser and 
irrigation schedules, and supplementary feeding.  This means that it can be extremely 
difficult to establish causation between events.  If a model can mimic observed events 
with sufficient accuracy, modelling offers one means of investigating these issues as 
the model can be run under controlled conditions with only the variable of interest 
subject to change.  However, the present model shares the complexity of a real dairy 
farm in that in order to run differing management scenarios, the management 
decisions within the model need to react appropriately to the changes that these create.  
This could be achieved by linking the daily outputs of the model to a commercial 
dairy farm management software programme so that reactive decisions about grazing 
and conservation schedules, irrigation and fertiliser schedules are made by the 
software as the farm state variables such as pasture cover, feed demand etc change.   
 
However, before the model can be allowed to run reactively, it needs to be validated 
in a prescriptive scenario to confirm that the output from the model is realistic and 
valid.  In particular, for the purposes of investigating the effects of changes in grazing 
management on the Lincoln University dairy farm, the model needs to be able to 
mimic the effects of those changes on the farm outputs.  Essentially, in 2002-03, 50 
cows were overwintered on the dairy farm and 585 cows calved in the spring.   
During the milking season (August to May) pasture residuals were maintained at an 
average of 1760kgDM/ha from a pre grazing mass averaging 3160kgDM/ha.  In 
contrast, in 2003-04, 125 cows were overwintered on the dairy farm and 621 cows 
calved and this increase in grazing pressure was used to maintain pasture residuals at 
an average of 1500kgDM/ha from a pre-grazing mass averaging 3000kgDM/ha.  This 
was accompanied by an observed increase in the percentage of clover in the sward 
and by an increase in milk solids production.    Fertiliser and irrigation schedules were 
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very similar in quantity and distribution over this period and supplementary feed as 
grass silage was used only in the shoulder months to fill pasture deficits.   
 
In order to replicate these two years within the model, input data was obtained from 
the LUDF records and from the DairyWIN (Stevenson, 2001) database for the farm.  
Initial values, when required were chosen to be plausible for local conditions 
(Metherell, 2008) and for each of the simulation years (2002-03 and 2003-04), the 
simulation started on 1st June and the model was pre run for 5 years as initial trial runs 
indicated that the model was stable after this time period.   
 
10.1.1 Cow data 
 
The data required by the model for cows is described in Table 10.1 below. 
 
Most of this information was potentially available for all the cows in the herd, but 
mean body weight at calving and body condition score at calving were only available 
for some of the cows in the herd as only a proportion of the herd had been weighed 
and scored each year.  Further, the run time for the model would be considerably 
increased if there were 500-600 different types of cow in the model and so the herd 
was stratified into cow types for each of the simulation years.  Cows were 
characterised by their age, genetic merit and by when they calved, producing 
potentially 36 “cow types” within the herd.  These were characterised as follows: 
 
Table 10.1: Input data required by the model for cows 
 
Data Comment 
Birth date Date of birth 
Calving date Date at which cow calves and enters milking herd 
Start drying off 
date 
Date at which cow’s milk ceases to be recorded and drying off 
routine commences.  Cow still in milking herd 
Length drying 
off period 
Length of time over which cow is dried off:  6 days by default 
Drying off date Date at which cow is no longer in milking herd and leaves farm 
unless retained for winter grazing 
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Service date Date of successful service.  If cows fail to conceive, this date is set 
after the end of the present simulation. 
Mean body 
weight at 
calving 
Maternal body weight on the day of calving:  excludes weight of 
new born calf and conceptus 
Mean milk fat Grams of milk fat/kg of milk:  set to 44 as a default 
Involuted 
uterine weight 
Declines exponentially over the first 50 days of lactation from the 
weight of the empty gravid uterus at parturition calculated within 
the model (Montaiio-Bermude & Nielsen, 1990) 
Standard 
reference 
weight 
Calculated as described in chapter 7 (SCA (Standing Committee on 
Agriculture), 1990) and dependent on the proportion  of Friesian 
and Jersey in the cow’s make up 
Genetic Merit Expressed as the numerator of the cow’s breeding worth 
Body Condition 
Score 
Body condition score on a 10 point scale from 1 (emaciated) to 10 
(grossly obese)  
Drying off yield Projected yield at drying off: set to 10 litres/day for heifers and 15 
litres/day for cows  
 
 
Stratification by age 
The herd was divided into three mobs by age:  cows 2-3 years old, cows 4-8 years old 
and cows more than 9 years old. This division was chosen to reflect the relative 
immaturity of heifers in their first year in lactation and the carry over effect this has 
on their second year and the drop off in production and fertility associated with cows 
over 8 years of age (Erb et al., 1985; Grohn et al., 1990). 
 
Stratification by genetic merit 
The udder model within the present model utilises genetic merit as a predictor of milk 
yield (Vetharaniam et al., 2003).  The genetic merit of the cows was defined as the 
numerator value in their respective breeding worth.  For each year the distribution of 
genetic merit defined in this way was normal as indicated in Figure 10.1 below 
 
 531
Figure 10.1:  Frequency distribution of genetic merit for the herd in 2002-03 and 2003-
04 
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For this reason, cows were stratified by genetic merit into three potential groups 
defined by the 33rd and 66th percentiles.  Thus each group has the same number of 
data points within it and the effect is almost exactly the same as defining the middle 
group by the mean +/- ½ a standard deviation. 
 
Stratification by Calving date 
 
Calving date will have a major influence on both milk yield and body weight.  At any 
given date in the simulation, the length of time from calving will affect the current 
performance of the cow through its effects on the physiological drive for milk 
production but also because of the effect that calving date has on the match between 
feed demand and feed available that underpins seasonal calving, pastoral dairy farms. 
Date of conception will also influence total body weight and lactation through the 
competing effects of the conceptus with the mammary gland.  The energy demands of 
the conceptus are low until the last third of pregnancy (Alderman & Cottrill, 1993) 
when they increase considerably with the model predicting a near ten fold increase in 
the metabolisable energy demand for pregnancy from circa 4.7MJ/day at day 254 of 
lactation (the average drying off day for the herd) to approximately 42MJ/day at term.  
However, this effect is small compared to calving date and moreover occurs at the end 
of lactation when the feed demands of the cow are reduced.  The herd was 
consequently stratified by time of calving into four groups, reflecting the average inter 
oestrus period for dairy cows of 21 days, as calving in the first three weeks after the 
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planned start of calving, the second three weeks, the third three weeks or the fourth 
three weeks or greater.   
 
For the two years of interest, stratification in this way produced the distribution of 
cow types for each year displayed in Figure 10.2 
 
The figure indicates that there were more young cows in the herd in 2002-03 than in 
2003-04 but the relative calving patterns of 2002-03 compared to 2003-04 are very 
similar.  This is illustrated in Figure 10.3 
 
Figure 10.2:  Distribution of cow types for 2002-03 and 2003-04 after stratification  
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Figure 10.3a:  Cumulative calving rate for 2002-03 and 2003-04 for LUDF.  Figure 10.3a 
refers to the 2002-03 season, Figure 10.3b the 2003-04 season. 
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Figure 10.3b 
Histogram and cumualtive frequency plot for calving:  2003-04
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The lack of differences between the two years suggests that any differences between 
years in production are unlikely to be as a result of differences in the calving pattern.  
The purpose of stratification however, was to reduce the number of cow types within 
the model to decrease run time and reduce the burden of data required to set up the 
model.  In particular, body condition score (BCS) and weight were not available for 
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all cows and so were estimated on the basis of expert opinion from Brett Walter 
(LUDF farm manager).   
 
Body Weight and Condition Score 
As a simplification and to reduce the number of estimations required, BCS at calving 
was estimated for cows stratified by age and genetic merit only so that for a given age 
and genetic merit, all cows in this group were assigned the same BCS at calving, 
regardless of when they subsequently conceived.  Although there is a relationship 
between BCS at calving and subsequent fertility (Erb et al., 1981; Grohn et al., 1990) 
this relationship is complex and dependent on events after calving (ibid.).  Assigning 
BCS at calving to cows whose subsequent reproductive outcome was known would 
have introduced a greater degree of subjective bias into the estimation process.  
 
To account for the uncertainty in these estimates, the lower, upper and most frequent 
body condition score at calving were requested and then these were modelled with a 
modified PERT distribution.  The equation for the PERT distribution is (Vose, 
2005b): 
 PERT(a,b,c) = Beta(α1,α2) * (c-a) + a    equation 
Where: 
(b – μ) * (c – a)] 
γ = 4 in a standard PERT distribution 
 
y 
s 
10.1 
a= minimum value estimated by expert 
b = most likely value estimated by expert 
xi ated by expert c = ma mum value estim
α1= [(μ – a) * (2b –a –c)] / [
α2=( α1 *(c – μ)) / (μ – a) 
μ = (a + γ * b + c) / (γ + 2) 
 
With this standard form of the PERT distribution, the mean, μ, is four times more 
sensitive to the most likely value than to the minimum or maximum values.  This can
be modified by altering the value of γ, with the distribution becoming progressivel
more peaked as the value of γ increases reflecting less uncertainty about the most 
likely estimate of the variable (ibid.).  Thus for example, for the year 2003-04, the 
group of cows designated as Age group1, Genetic Merit  group 1, the minimum, most 
likely and maximum values for the body condition score at calving were estimated a
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4.0, 5.5 and 6.5 respectively.  Then with γ set to 4 or 30, the distribution of BCS at 
otentially this allows more emphasis to be put on the most likely value if the expert 
Figure 10.4:  Illustration of distribution of body condition score at calving for cows in 
strata Age group1, Genetic Merit 1 in 2002-03 as predicted by a standard PERT 
distribution (gamma = 4) and modified PERT (gamma = 30) from expert opinion. 
calving for a standard PERT is illustrated in Figure 10.4.   
 
P
considers that the resultant distribution matches the data better. The aim of this  
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nd 
uts is 
roduced with its own probability distribution which reflects the probability of values 
 was too great to make this approach feasible and a deterministic 
alue of BCS was chosen for the simulations using the mean value of a standard 
AFRC (Alderman & Cottrill, 1993) and as discussed in the chapter 7.  Thus within the 
approach was to potentially be able to use Monte-Carlo simulation to sample the 
distributions of BCS for each group according to their probability distribution a
then to run the simulation with this sampling.  Thus each simulation represents a 
different potential herd BCS distribution and so a range of potential outp
p
that could occur reflecting the uncertainty about the estimates of BCS. 
 
In practice, run time
v
PERT distribution. 
 
Having estimated BCS, body weight at calving was calculated using the equations of 
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model the standard reference weight of a New Zealand Friesian is assumed to be 550 
kg and the standard reference weight of a Jersey is set at 400kg.  Then the SRW of a 
ow is determined by her mix of Friesian and Jersey so that (Freer et al., 1997): 
 
n pregnant animal at a BCS of 5 and at the appropriate 
eletal maturity for its age is: 
 
NW = ]))*Exp((-
n 7.3 
Where adaptin
Calf birth wt = (([SRW]^0.73-28.89)/2.064)  equation 10.4 
mature for their age.  
BW at calving = [NW]-(5-[BCS at calving])*(0.075*[NW]) 
 
 
st 
the range of BCS estimated was 4.5 to 5.5 these 
mplifications were adopted.   
0.1.2 Pasture data 
 
isted of 
c
SRW = (550*[Proportion Friesian])+(400*(1-[Proportion Friesian])). 
         equation 7.13 
Then the normal weight of a no
sk
 ([SRW]-(([SRW]-[Calf birth wt
0.0157*[Age])/([SRW]^0.27))) 
         equatio
g from Aderman and Cottrill (1993) and (Thomsen, 1975): 
 
No allowance was made for animals that were skeletally im
Maternal body weight adjusted for BCS is then given as: 
M
 
Allowing for 1 unit of BCS to be equivalent to 0.075*NW so that this is 41.25kg for a
pure Friesian and 30kg for a Jersey.   This is undoubtedly a simplification as BCS is 
not a linear measure but ordinal so that the difference in weight equivalent or energy 
equivalence of that weight, between a BCS of 2.5 and 3.0 is not necessarily the same
as the difference between 5.5 and 6.0.  Nevertheless, in the absence of more robu
data and in view of the fact that 
si
 
1
 
Irrigation schedules and nitrogen fertiliser application were broadly similar for the 
two years with 6mm of irrigation applied from two centre pivots whenever soil water
deficit was less than -15mm and approximately 200kgN/ha applied each year across 
the entire farm.  Fertiliser application was dependent on grass growth and cons
urea or ammonium phosphate.  Within the model as a simplification, nitrogen 
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fertiliser was expressed solely in terms of kgN /ha with no distinction made as to 
source.  The rate of gaseous nitrogen loss from fertiliser nitrogen is dependent on
type of fertiliser used and in a review by Bussink and Oenema (1998),
 the 
 ammonia 
 
 fertiliser 
d 
il 
ns 
llowing applications of urea or ammonium-based fertilisers were higher. 
 
 
02; 
soil nitrate pool, but no further distinction was made in the 
rm of fertiliser used.    
resentative paddocks for each year of simulation is 
own in Figures 10.5 and 10.6. 
 
losses from inorganic fertiliser are ranked as decreasing in the order: 
Urea losses>ammonium sulphate losses>ammonium nitrate losses>nitrate fertiliser 
Emissions of N2O and NOx from inorganic fertilisers are estimated at between 0.01 – 
2% of the fertiliser N applied (de Klein et al., 2001) with emission rates varying with
soil temperature and water capacity altering the relative emissions of fertiliser types 
(ibid.).  In summary, these authors concluded that N2O emissions due to urea
applications can be as high as emissions following applications of nitrate or 
ammonium-based fertilisers. However, the highest N2O emissions were measure
following the application of calcium (ammonium) nitrate. In general, when so
conditions favoured denitrification (eg water logged, anaerobic soils), nitrate 
fertilisers caused higher emissions, whereas in warm, dry conditions emissio
fo
 
In the pastoral dairy system of New Zealand, nitrous oxide emissions are dominated
by the influence of excreta deposited at pasture on the flow of nitrogen through the
nitrification/denitrification reactions (de Klein et al., 2001; Di & Cameron, 20
Saggar et al., 2004).  Thus in the present study, the addition of nitrogen from 
inorganic fertiliser formed an input to the soil model nitrogen pools (see chapter 9), 
with ammonia based fertiliser feeding into the soil ammonium pool and nitrate based 
fertiliser feeding into the 
fo
 
The fertiliser schedule for two rep
sh
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Figure 10.5:  Nitrogen fertiliser application to paddock N-1 for 2002-03 compared to 
2003-04 
Comparison of fertiliser application to N-1:2002-03 and 2003-04
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Figure 10.6:  Nitrogen fertiliser application to paddock S-1 for 2002-03 compared to 
2003-04 
Comparison of fertiliser application for S-1:2002-03 and 2003-04
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Grazing Management 
 
Rotation length, the order of paddocks grazed and supplementary feed used (as grass silage) 
was obtained from the farm records.  This was the least reliable data input for the model and 
this could potentially lead to the model scheduling a paddock to be grazed on a day when in 
reality another paddock was used.  Within the model, the cows graze until their appetite is  
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satisfied, within the constraints of time and pasture quality as discussed in chapter 7 so that if 
the pre-grazing pasture mass is too low then the post grazing residual will similarly be too 
low.  The converse is equally true so that discrepancies between the model and the data 
rapidly lead to an accumulation of effects which lead to changes in pasture quality, quantity 
and within the animal and soil models.  This is not necessarily a failing of the model but 
rather an appropriate model response to inappropriate feeding.  The model is sufficiently 
complex that it mimics many of the characteristics of a real dairy farm, but the data used to 
run the management programme controlling that model and in particular the paddock grazing 
rotation may not be sufficiently reliable to guarantee optimum performance and a correlation 
with the recorded outputs.  Rather the management data constrain the model and may force it 
into potentially inappropriate grazing decisions.   
 
To try to overcome this, the management package used to run the simulation was 
made more flexible.  Within Matlab (MathWorks Inc, 2005) a programme had already 
been written that allowed the day to be split into multiple components so that grazing 
residual could be assessed continually during the grazing period. This would allow 
movement of the herd to another paddock when a target grazing residual was reached 
so that some paddocks would be grazed for more than 1 day and some for less.  
Unfortunately, due to the greater complexity of the C-sharp version with its multiple 
patches and mobs it was not possible to incorporate this feature within the resource 
constraints of the present project.   
 
An alternative approach was therefore devised.  Grazing order within the model was 
divorced from the grazing order recorded at LUDF and instead assigned within the 
model by allocating the cows to the paddock with the greatest pasture mass on that 
day.  Within the model, potential dry matter intake for each day is assessed at the 
beginning of each days grazing, based on the previous day’s dry matter intake (grass 
and silage).  If the pasture available in the current paddock (defined as pre-grazing 
mass to target residual) is sufficient for the number of cows that will graze this 
paddock, no additional silage is fed.  If the pasture available is insufficient, the 
deficiency is filled with silage.  The target residual can be set by the operator but in 
the present version it cannot be varied during a simulation or take more than one 
value for a simulation.  For the present purpose of investigating a change in grazing 
residual on the nitrogen dynamics of the farm, the target residual was set at 
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1600kgDm/ha for the year 2002-03 and 1400kgDM/yr for the year 2003-04.  This 
does not mean that the cows routinely graze down to this target, just that the target 
residual is used to assess the amount of pasture available to the cows.  However, it 
does mean that the residual will have a minimum value of circa the target residual 
(not exactly equal to this because of differences between current day’s DMI and 
yesterday’s DMI).   
 
For the simulation, both versions of the model were trialled, using the prescriptive list 
of scheduled paddocks or allowing the model to choose the highest paddock on that 
day.  For the main part of the year, the performance of the model was very similar in 
both situations but for the beginning and end of lactation when the cows in reality 
would stay for several days within the same paddock, the programme to move them to 
the highest pasture available tended to leave long residuals with an increase in dead 
matter within the sward and so for the final model version, the scheduled order of 
paddocks was used.  This resulted in less than 20 kg of extra silage being fed to each 
cow over the entire year of the simulation indicating that the schedule and the pasture 
growth rates matched the data.  This is discussed further in the following section. 
 
A further change was also required to maintain pasture quality in the late 
spring/summer when growth rates are maximal.  At this time it is common practice to 
take paddocks out of the grazing rotation for silage conservation and /or to top 
paddocks either before grazing or after to maintain pasture quality by restricting the 
amount of reproductive and dead material accumulation within the pasture (Holmes, 
1989).   This requires a rescheduling of the remaining paddocks which need to “move 
up one place” within the rotation order and again it was not possible within the 
resource constraints of this project to develop a management package that would be 
sufficiently responsive to the current farm pasture mass to achieve this.  Equally, the 
data available from LUDF on conservation were not sufficiently robust to guide the 
model in a prescriptive manner as discussed above.  As an alternative to silage cutting 
a topping routine was introduced so that if pre-graze mass was to exceed a predefined 
value, then the pasture would be topped to a second predefined pasture mass.  These 
intervention pasture masses can be set by the operator but again within the present 
version they are constant for a simulation.  This constancy of target pasture mass is 
not ideal as the target pre grazing mass and post grazing residual change during the 
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year (Thomson & Kay, 2005) under the more traditional management scenario of 
LUDF in 2002-03 although in 2003-04 a target residual of 1400kgDm/ha was applied 
all year for the post grazing residual. 
 
10.1.3 Structure of the solution model 
 
The separate component parts of the model that have been discussed in the preceding 
chapters were assembled together as a farm model by Elizabeth Post of Lincoln 
Ventures, New Zealand.  The structure and form of the relationships within the model 
were devised with the present author and are as follows. 
 
There are 21 paddocks at LUDF averaging 7 hectares in size and these were 
reproduced within the model.  The paddocks share a common soil and water balance 
model and are irrigated and fertilised individually as determined by the data from 
LUDF.  Each day pasture grows on each paddock and is then grazed or cut as 
appropriate.  Cows are organised into mobs as defined by the stratification criteria. 
Potentially there are 36 mob types but in practice, 18-20 mob types were needed to 
represent the herds over the simulation period.  The cows within a mob have identical 
characteristics, but differ between mobs.  Cows become pregnant or not as defined by 
the management schedule based on the records of LUDF.  The number of cows within 
each mob is scaled to the actual herd size by the relevant proportion that that mob 
represents.  Cows arrive on the farm as they calve down and each day they grow, milk 
and then excrete.  Excretion creates patches of urine and dung.  The total number of 
singles, doubles and triples is calculated for urine and dung patches for all the 
excretions deposited in the paddock for that day and then apportioned to each mob on 
the basis of the total number of excretions from that mob compared to the total 
number of excretions by the entire herd.  The excretions by each mob are potentially 
different representing differences in age, body weight and stage of lactation.  The area 
and concentration of the single and multiple patches is calculated for each mob and 
then single and overlap patches that are created by excretion each day are 
amalgamated into single patches of dung or urine with a nitrogen concentration that is 
equal to the area adjusted average for all the urine or dung patches created for that day 
by all the mobs.  Thus the urine patches that remain within the model as a result of a 
day’s excretions are single patches that have an individual area of 0.75m2 and a 
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combined area and nitrogen concentration that is the area adjusted average for all the 
different types of urine patch created that day.  Dung patches are treated similarly 
except that their individual area is 0.05m2.   These patches are equivalent to patch U1 
and D1 within chapter 8. Each patch and the remaining base pasture (base pasture is 
defined in the model as pasture that has not received excretal material) has its own 
soil and pasture model associated with it reflecting the differences induced by the 
differing patterns of excretal return. 
 
At the start of the next day, the cows move to the as defined by the management 
schedule (see earlier).  The entire process is repeated with the cows growing, milking, 
changing weight, the pasture growing and then excretal return at the end of the day.  
Grazing preference is expressed by each mob on all patches and the base pasture so 
that the material removed from a patch and the base pasture is a result of each mob 
grazing in accordance with the grazing equations in Chapter 7. 
 
When the cows return to a paddock that has previously been grazed, overlap patches 
will be created.  The new dung and urine patches that are deposited are again area 
adjusted single dung patches and area adjusted single urine patches (allowing for all 
the different mobs and for the potential of overlap of two or more new excretal 
patches).  When these land on uncontaminated pasture they create the equivalent of 
U2 and D2 patches and their excretal nitrogen is simply added to the level of nitrogen 
currently in the base pasture of that paddock.  Overlap patches occur when a new 
patch lands on a previous single patch (a U1) or in later rounds than round 2, a 
previously created overlap patch (eg UO2).  The simplification within the model of 
averaging all the patches that are excreted in a day into a single type of urine patch or 
a single type of dung patch means that when a new patch lands on a previously 
deposited single or a previously created overlap patch an area of new overlap is 
created.  This area has to be subtracted from the area of single patches and the new 
overlap area created by the excretions of each mob is summed for urine and dung to 
give a total new area of urine overlap and dung overlap.  The concentration of 
nitrogen in the various pools within the soil model and the pasture characteristics 
(V,C,R1,R2,R3,S1,S2,S3,C and D) within these patches is thus the area adjusted 
average concentration of all the components that have gone to make up this new 
overlap area for dung and urine respectively.  This will include single excretal patches 
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of differing ages (eg U1, U2 and U3) and overlap patches of differing ages (eg U02, 
U03 for the same example).  When patches get to within 5% of the current base 
pasture nitrogen concentration (defined as Neffplant in the soil model, Chapter 9), 
then that particular patch reverts to the base pasture, so that its area is added to base
pasture area.  The base pasture is correspondingly adjusted for levels of ammonium
nitrate, nitrogen available to microbes, dead organic nitrogen and carbon, live soil 
organic matter and the pasture state variables V,R
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obs can be retained on the farm to simulate winter 
razing of the dairy platform.   
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 time” the next oldest patch, the group “hit time before last” and so on in Chapter 
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1,R2,R3,S1,S2,S3,C and D that are 
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Cows are dried off as dictated by the management schedule within the model based o
the information from records at LUDF.  Drying off occurs over 6 days during whi
intake is restricted as discussed in Chapter 7 but cows remain on the farm with a 
diminishing milk yield until drying off is complete at which point milk yield is zero
and the mob leaves the farm.  M
g
 
Several hundred different model outputs can be selected but these are organised i
groups.  “Farm” is a farm scale summary of the daily average pasture cover and 
composition for the entire farm.  “Stock” is a daily animal summary describin
each mob factors such as intake, milk yield, weight, and nitrogen excretion.  
“Paddock” is a daily output describing the base pasture and includes pasture 
components and quantity, nitrogen status, nitrogen losses, nitrogen uptake and 
fixation.  “Patch” contains similar descriptors of pasture to paddock but for each patch 
type:  dung and urine singles and dung and urine overlaps ordered within a queue with
queue position 0 corresponding to the patch that is the oldest patch at the current date 
of output.  Patches remain within their queuing position until a patch reverts to bas
At this point, all the patches move down one queue position as the original que
position 0 patch reverts and its queue 0 position is taken by the original queue 
position 1 patch which is now the oldest patch in this paddock.  Thus the highest 
queue position patches represent the most recently formed excretal patches.  For 
overlap patches, the most recently formed patch represents the group described as “hit
this
8
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10.2. Simulation of Lincoln University Dairy Farm:  2002-03 
and 2003-04 
 
The model produces a daily output for every day of the simulation and these are 
stored in .xml files which can then be opened in Microsoft Excel.  Over 100 potential 
different outputs can be produced for each day and moreover, each day there may be 
up to 36 different mobs of cows grazing, each with its own characteristics of milk 
yield, body weight change, appetite and nitrogen excretion.  Each mob of cows also 
excretes on a daily basis creating a mosaic of patch types within the pasture, each with 
its own mix and quantity of pasture components.  The farm is divided into 21 
paddocks, simulating the number of paddocks on the Lincoln University Dairy Farm 
(LUDF).  Although the LUDF has been intensively recorded and monitored, it has 
remained a commercial dairy farm rather than an experimental unit.  This is both 
advantageous for the present study in that any conclusions have potentially a wider 
implication, and also disadvantageous in that the quality and quantity of the data 
recorded has sometimes had to take a second place to the daily management demands 
of the unit.  
 
10.2.1 Milk Yield 
 
Milk yield data was available for both years of study as 5 day average total milk 
solids recorded in the farm’s bulk tank.  This excludes milk from cows that is 
ineligible for sale such as from colostrum cows, cows undergoing treatment with 
products with a milk withhold period and for the duration of that milk withhold and 
high cell count cows that may be excluded by the farm operator to avoid financial 
penalties from high bulk tank cell levels or as part of a mastitis control programme.   
With a herd of 500-600 cows at LUDF and a seasonal calving pattern, cows excluded 
from the bulk tank can make a considerable difference to the volume of milk sold 
compared to the total volume of milk produced.  This is particularly true in the spring 
when the colostrum mob and the penicillin mob can average over 100 cows for 
several days because of high levels of calving and the associated seasonal peak in 
mastitis and other calving related disease incidence in herds calving in spring 
(McDougall, 2001).  The model predicts milk yield per cow from each of the 36 mob 
types but these are identified on the basis of age, calving date and genetic merit rather 
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than on management criteria such as cows in the colostrum herd or penicillin herd.  
However the actual number of cows contributing to the bulk tank milk was recorded 
at LUDF and so milk solids (MS) production per cow contributing to the milk vat is 
readily calculated.  The model records the total milk produced and the total number of 
cows in milk at that time, giving a daily total herd output of milk solids which can be 
compared with the data by multiplying the daily milk solids production observed by 
the total number of cows in the herd at that time.  This was done for the two 
simulation years 2002-03 and 2003-04 and the results are shown in Figures 10.7 and 
Figure 10.8. 
 
Figure 10.7:  Total milk solid production for the herd for the year 2002-03:  model 
compared to data.  Data represent 5 day average total milk solids produced. 
Milk solids production for 2002-03:  model and data
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The model shows good agreement for production in 2002-03 (figure 10.7) although it 
initially overestimates production post peak.  This may be due to a failure of the 
model for example to adequately account for differences in pasture quality or 
quantity, or errors in prediction of milk production by the model.  But it may also be 
due to differences in the calving pattern within the model and the data induced by 
stratification, or errors induced in the estimation of cow body condition score in 
setting up the herd within the model.  In addition management disruptions to the herd 
such as synchronisation programmes for mating protocols can also cause fluctuations 
in milk production at this time, although they are usually more transient and lower in 
magnitude.  The model also under predicts production in the last third of lactation,  
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Figure 10.8:  Total milk solid production for the herd for the year 2003-04:  model 
compared to data.  Data represent 5 day average total milk solids produced 
 Milk solid production:  model and data 2003-04
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although uncertainties over the provenance of the data mean that it is not possible to 
determine the extent to which this is a genuine production response or due to 
differences in the estimation of the number of cows contributing to the milk recorded 
in the vat between the model and the data.   
 
Production figures for 2003-04 are compared in Figure 10.8.  The agreement between 
model and data is much better for this season.  The model components have already 
been extensively validated in earlier chapters and so for this simulation, the analysis 
was performed solely in terms of RMSD (Gauch et al., 2003) and the results are 
presented in Table 10.2. 
 
Table 10.2:  Analysis of the fit of the model for the prediction of total milk solids using 
RMSD (ibid.) 
 
Year RMSD MSD Relative RMSD % NU LC SB 
 
2002-03 69 4733             8.3 977 2652 1103 
% of MSD    21 56 23 
2003-04 55 3028             5.9 6.1 2220 802 
% of MSD    0.2 73 26 
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The relative RMSD is good for both years (target is <10% (Baudracco et al., 2006; 
van Houtert et al., 1999)), although for 2002-03 there is evidence of some bias in the 
model with a relatively high value for SB and some non unity of the regression slope 
for the relationship between data and model with NU at 21%.  Although this could be 
counteracted with a “patch” as discussed earlier and in Gauch et al (2003) and 
Kobayashi and Us Salam (2003; 2000), it does not appear to be a consistent 
phenomenum and overall the fit is acceptable with a low relative RMSD for both 
years.  Moreover, as the purpose of the model is to investigate differences between the 
two years, the results show that the model responds well in this area, replicating the 
increased milk production in 2003-004 compared to 2002-03.  This is not just a 
function of the greater herd size in 2003-04 but also arises because milk solids 
production/head was greater in the second year compared to the first. This is 
illustrated in Figure 10.9. 
 
Figure 10.9:  Daily milk solids production /head for 2002-03 and 2003-04 as predicted by 
the model 
Milk solids production per head:  2002-03 and 2003-04
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The increase in production, both in absolute and relative terms will be significant for 
the nitrogen cycling on the farm because more nitrogen is removed in product (milk) 
and because more nitrogen is returned in excreta from higher producing animals 
(Whitehead, 2000).  The model indicates that in 2002-03, 153kg/ha of nitrogen were 
exported in milk and 22kg/ha of nitrogen accrued in body weight changes compared 
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to 168kgN/ha in milk and 24kgN/ha in body weight in 2003-04.  This is discussed 
later in this chapter. 
 
10.2.2 Body Weight 
 
Changes in body weight also affect the nitrogen dynamics on the farm.  Nitrogen is a 
component of those body weight changes and the body mass of the cow affects intake, 
milk production and dry matter intake.  Recording cow body weight is difficult in 
practice as the weight of a cow can vary considerably on a diurnal basis due to 
changes in gut fill and water intake (Montaiio-Bermude & Nielsen, 1990; Vazquez & 
Smith, 2000).  Moreover, as the herd at LUDF is a cross bred herd, differences in 
body weight between herd members will be considerable and a function of the 
proportion of Friesian and Jersey background for each cow.  Although this was 
estimated on the basis of a standard weight for both breeds and the recorded 
proportion of each breed in each cow, variations within breed for weight are still 
considerable.  Consequently the standard weight used may have been inappropriate 
for some herd members.  Further, the data record for cows weighed at LUDF is 
limited with only a very few cows (approximately 10% of the herd) weighed on only 
a few occasions within the year (6 times in 2002-03 and 14 times in 2003-04).  
Although it was the intention to measure the same cows within each year, inspection 
of the data revealed that this was often not the case.  In addition, in 2002-03 the age 
profile of the cows measured (average age 3.8 years old) was less than that of 2003-04 
reflecting the greater preponderance of younger cows in the herd in the first year.  
These issues reflect the very real difficulties encountered in recording data on 
working farms.  The body weight data obtained on the LUDF is nevertheless useful 
and is compared to the model in Figure 10.10 and Figure 10.11 below. 
 
For 2002-03, the model and data match well.  The oscillations in the data output for 
the start of the season arise because of different mobs of cows calving, each with its 
own average body weight.  A similar effect occurs when cows are dried off at the end 
of the season and leave the farm. 
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Figure 10.10:  Average total cow body weight per day for 2002-03:  model prediction 
and data. 
Average Total body weight:  model and data
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Figure 10.11:  Average total cow body weight per day for 2003-04:  model prediction 
and data. 
Average Total Body Weight:  model and data 2003-04
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For 2003-04 the match is again good although with more scatter in the data and a 
suggestion that the model may under estimate the nadir of body weight.  However, 
this may be related to errors in estimating body condition score at calving, as well as 
to deficiencies within the model structure.   
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The fit of the model was analysed as before and this is presented in Table 10.3 below. 
 
Table 10.3:  Analysis of the fit of the model for the prediction of total body weight using 
RMSD (Gauch et al., 2003). 
 
Year RMSD MSD Relative RMSD % NU LC SB 
 
2002-03 2.9 8.6          0.61 0.27   8.1 0.26 
% of MSD    3.0 94.0 3.0 
2003-04 6.9 48          1.41 0.13  43.5 4.4 
% of MSD    0.3 91.0 8.7 
 
The number of data points is very small but the fit is good in both cases with relative 
RMSD less than 10% and no evidence of bias or rotation of the regression line 
between model and data.   
 
10.2.3 Pasture Production 
 
The model also simulates the change in pasture cover for the farm between the two 
years.  The reduction in the target pre- and post-grazing residual in 2003-04 compared 
to 2002-03 resulted in a lower average total pasture mass for the farm in 2003-04 and  
this is reflected by the model as illustrated in Figure 10.12. 
 
On average, pasture cover was 400kgDM/ha less in 2003-04 compared to 2002-03.   
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Figure 10.12:  Model prediction of average total pasture cover for the farm for the two 
simulation years:  2002-03 and 2003-04. 
Total standing pasture: 02-03 and 03-04
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Model predictions of pasture mass for 2002-03 agree well with the data as illustrated 
in Figure 10.13. 
 
Figure 10.13:  Average standing pasture mass for the farm for 2002-03 as predicted by 
the model and compared to the data. 
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Figure 10.14:  Average standing pasture mass for the farm for 2003-04 as predicted by 
the model and compared to the data. 
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The model shows good agreement with the recorded pasture mass for 2002-03 but 
slightly over predicts pasture cover in the spring of 2003-04 (Figure 10.14) and under 
predicts pasture cover in the autumn of the same year.  Prediction of growth rates by 
the model has a similar effect with overall the model predicting an earlier peak to 
growth rates in 2003-04 than recorded.  This is illustrated in Figures 10.15 and 10.16. 
 
Figure 10.15:  Growth rates for an average paddock from the model compared to 
growth rates recorded at the farm scale from the data for 2002-03 
Whole farm growth rate 2002-03.  Model and data
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Figure 10.16:  Growth rates for an average paddock from the model compared to 
growth rates recorded at the farm scale from the data for 2003-04. 
Growth rate for whole farm 2003-04: Model and data
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Analysis of the model’s performance in terms of RMSD in Tables 10.4 and 10.5 
reflects the greater level of agreement between data and model for total pasture as 
indicated in Table 10.4. 
 
Table 10.4:  Analysis of the fit of the model for the prediction of total pasture mass using 
RMSD (Gauch et al., 2003) 
 
Year RMSD MSD Relative RMSD % NU LC SB 
2002-03 221 49224          8.9 24040 15016 10169 
% of MSD         48.4       31.0       20.6 
2003-04 190 36434          8.3 10074  26330 30 
% of MSD          27.9        72.0    0.1 
 
For 2003-04 the errors are more evenly distributed with LC forming the major 
component of the discrepancy between model and data.  Conversely, the tendency of 
the model to slightly under predict pasture production in 2002-03 results in a larger 
percentage value for NU and SB.  However, as discussed previously, there is 
considerable uncertainty and variability in the estimation of total pasture mass for the 
farm (Vose, 2005a).  Application of a “patch” to the model’s output may force 
agreement to data which are themselves subject to error as well as distorting the 
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mechanistic interactions within the model and this approach was rejected.  Analysis of 
pasture growth rates in terms of RMSD is presented in Table 10.5. 
 
Table 10.5:  Analysis of the fit of the model for the prediction of pasture growth rates 
using RMSD (Gauch et al., 2003). 
 
Year RMSD MSD Relative RMSD % NU LC SB 
2002-03 17 303            16.0 12 309 52 
% of MSD         4.0       79.0       17.0 
2003-04 20 407            18.4 100  277 30 
% of MSD          25.0        68.0    7.0 
 
Relative RMSD is high and above the target value of 10% reflecting a relatively large 
error.  For 2003-04, a greater proportion of the discrepancy between model and data is 
attributable to NU.  This reflects the tendency of the model to predict an earlier 
increase and maximum in growth rates and this is consistent with the greater 
prediction of early spring total pasture mass than observed in the data (Figure 10.14).  
However, LC accounts for the majority of the differences between model and data 
reflecting scatter between model and data outputs rather than a systematic bias.   
 
10.2.4 Pasture Composition 
 
As well as differences in pasture mass there are also differences in pasture 
composition between the two management scenarios.  Data were not available for a 
detailed analysis of sward make up but an increase in the percentage of clover within 
the sward in 2003-04 compared to 2002-03 had been reported as a subjective finding 
(Walters, 2008) and in unpublished data from Moir and Cameron (pers. Com. 2008).   
Comparison of the prediction of the clover percentage by the model with the clover 
percentage reported in this data is reproduced in Figures 10.17 and 10.18. 
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Figure 10.17:  Percentage of clover in the sward 2002-03:  model compared to 
unpublished data from Moir and Cameron (2008), reproduced with permission. 
% clover in sward 2002-03:  model and data
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The model matches the data quite well in 2002-03 (figure 10.17), although there is 
over prediction of the clover mass in the early spring and autumn periods.  At this 
time the bulk of the clover mass within the sward is present as semi buried stolon 
which would not have been recovered in the cutting technique used to measure clover 
mass in the data, but is included within the model.  The model does not have separate 
pools for clover stolon and shoot so that there is no differentiation in the mass of 
overwintering clover material.  Comparable results for 2003-04 are reproduced in 
Figure 10.18. 
 
The model matches this data set less well with over prediction of the amount of clover 
in the late winter and under prediction in the summer.  Stolon mass may be 
contributing to the clover mass within the model in the winter months.  However, the 
under prediction by the model for the amount of clover in the summer may reflect 
differences between the local conditions measured in the data and the whole farm 
average composition predicted by the model.  This is discussed later in the text. 
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Figure 10.18:  Percentage of clover in the sward 2003-04:  model compared to 
unpublished data from Moir and Cameron (2008), reproduced with permission. 
% clover in sward 2003-04:  model and data
0
5
10
15
20
25
30
35
40
45
1-J
un
22
-Ju
n
13
-Ju
l
3-A
ug
24
-A
ug
14
-S
ep
5-O
ct
26
-O
ct
16
-N
ov
7-D
ec
28
-D
ec
18
-Ja
n
8-F
eb
date
%
 c
lo
ve
r
Clover % data
clover % model
 
The prediction of the clover percentage for the whole farm for the two years of the 
simulation is shown in Figure10.19. 
 
Figure 10.19:  Prediction of the clover percentage in the sward for 2002-03 and 2003-04 
for the farm as a whole by the model.   
% clover in total pasture: 02-03 and 03-04
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Figure 10.19 indicates that the model predicted greater levels of clover in 2003-04, 
particularly in the late spring and summer.  This is accompanied by a lower average 
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pasture cover (Figure 10.12) and a slightly reduced amount of dead material within 
the sward in 2003-04 as compared to 2002-03 (as indicated in Figure 10.20). 
 
Figure 10.20:  Percentage of standing dead material (standing and flat) within the sward 
for 2002-03 and 2003-04 as predicted by the model. 
% dead material in the pasture: 02-03 and 03-04
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This reduction in dead material and sward mass will allow more light into the canopy 
and within the model this will have the effect of promoting clover growth.   
 
The increase in the percentage of clover in the pasture in 2003-04 and the decrease in 
the percentage of dead material will potentially alter the energy density of the diet 
available to the cows.  Within the model, cows actively select for clover (as discussed 
in chapter 7) but the intake of dead material is a function of the amount of dead 
material within the sward and the effect of the differences in pasture composition on 
the energy density of the diet selected within the model is illustrated in Figure 10.21. 
 
Figure 10.21 shows that the energy density of the diet was more variable in 2003-04 
than in 2002-03 and this in part reflects the greater amount of silage (average ME of 
silage fed was 10.5MJ/kgDM in both years) fed in 2003-04.  The distribution of 
energy density for each year was left skewed and a Wilcoxon rank sum test to 
compare the median energy density of the diet for each year indicated no significant 
difference (p = 0.3470).  However, comparing the first 150 days of 2002-03 with the 
first 150 days of 2003-04, and the last 150 days of each year, the median energy 
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Figure 10.21:  Energy density of the diet selected in 2002-03 and 2003-04 as predicted by 
the model. 
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density was significantly greater in 2003-04 ( p = 9.087e-6 for first 150 days and p = 
0.0046 for the last 150 days).  Inspection of Figure 10.20 indicates that these periods 
correspond to the time when there was less dead material within the sward in 2003-04 
than in 2002-03, whereas during the period from the beginning of January to the start 
of April there was more dead material in 2003-04 and a lower energy density of the 
diet.   
 
The effect of clover within the diet on energy and protein metabolism is an area of 
ongoing study.  Not withstanding the bloatagenic potential of high clover content 
diets (Caradus et al., 1996), increases in milk yield have been reported for mixed 
clover/ryegrass diets compared to ryegrass alone (Harris et al., 1998) but a large part 
of this increase may be due to an increase in dry matter intake (Harris et al., 1998; 
Lee et al., 2004).  However, Ulyatt and MacRae (1971) reported that intestinal amino 
acid absorption was increased on high clover diets and Burggraaf et al (2004) found 
that ammonia and methane production was decreased for mixed clover/ryegrass 
swards and this may decrease the energy costs associated with detoxifying ammonia 
in the liver.  The simplified treatment of energy metabolism within the present model 
does not distinguish between clover and grass as a source of ME.  The energy density 
of clover was set lower than the energy density of vegetative grass (chapter 7) in line 
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with values from the literature (Cohen, 2001; Lean, 1987) and from unpublished data 
on file from LUDF.  Thus the increase in energy density of the diet predicted by the 
model in 2003-04 is more a function of there being less dead material and more live 
clover and grass than of the increase in clover per se.  This is also reflected in the 
decline in diet energy density in the late summer when the proportion of dead material 
increases within the sward (Figure 10.20 and 10.21). 
 
The model also predicts that the clover percentage within excretal patches is less than 
for the base pasture at a comparable time of the year.  Within urine patches Moir and 
Cameron (pers. comm. 2008) reported that the percentage of clover was 
approximately 10-12% less than for pasture outside patches but that the seasonal 
changes in the percentage clover followed the same seasonal pattern, with a peak in 
the mid to late summer.  Under urine patches the model predicts a similar effect, 
although with a higher base level of clover than recorded by these workers (possibly 
because of the inclusion of stolon material within the model as discussed above).  
Figure 10.22 shows the model prediction for an individual paddock (N-6) for the 
seasonal pattern of clover percentage and mineral nitrogen levels in three urine 
patches compared to the base sward. 
 
Figure 10.22:  Model predictions of the percentage of clover (%C) and soil mineral 
nitrogen status within the oldest urine patch in the paddock on the 16th August, 11th 
November and 25th November compared to the base pasture.  Additions of fertiliser to 
the paddock are also shown. 
Nitrogen levels and % clover in urine patch and  in base pasture
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Within the model, patches revert to the base pasture when their level of soil mineral 
nitrogen is the same as the base pasture.  Figure 10.22 shows the status of the oldest 
patch in the paddock at any particular date.  Thus in the figure above, three patches 
are followed.  Patch 1 is created on the 16th of August and reverts to base around the 
11th of November (P1 on the line above the graph).  Patch 2 (P2) on the 11th of 
November represents the next oldest patch, created on the 17th August.  This patch 
reverts on the 25th of November when the nitrogen in the base pasture increases as a 
result of fertiliser application.  The oldest patch is then patch 3 (P3) on the 26th 
November and this last patch persists to the end of the season.  This patch (created on 
the 18th August) has a higher nitrogen concentration because the cows have more 
nitrogen in their urine on the third day of lactation (387kgn/ha) compared to the first 
day (112kgN/ha).    Over the summer, the model predicts that there is approximately 
10% less clover within the patch than the base pasture.  However, the model over 
predicts the amount of clover in the patch and the base in early spring and autumn 
compared to the data of Moir and Cameron (pers. comm.) who reported 
approximately 10% clover within patches at this time.   
 
A similar effect is predicted for dung patches as indicated in Figure 10.23 which 
shows the model prediction for an individual paddock (N-6) for the seasonal pattern 
of clover percentage and mineral nitrogen levels in a single dung patch compared to 
the base sward.   
 
The model predicts that the rise in soil mineral nitrogen status beneath a dung patch is 
slower than for a urine patch reflecting the transformation of the organic nitrogen load 
within the dung into mineralised nitrogen.  Moreover, although the absolute nitrogen 
loading is higher within a urine patch, the smaller area of the dung patches means that 
the concentrations of total nitrogen per unit area are higher beneath dung patches than 
urine patches so that the former persist for longer than the urine patches. 
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Figure 10.23:  Model predictions of the percentage of clover and soil mineral nitrogen 
status within a dung patch created on the 16th August compared to the base pasture.  
Additions of fertiliser to the paddock are also shown. 
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The model also predicts a difference in the growth response of the grass and clover 
components of the sward within excretal patches compared to the base pasture and 
this is illustrated in Figure 10.24. 
 
The model predicts that within the patch, although both clover and grass respond to 
the increase in nitrogen levels within the soil compared to the base pasture, the 
percentage of clover within the patch falls relative to the base pasture, while the 
percentage of grass increases.  For the first patch, near the point of patch reversion the 
grass in both the patch and the base responded to the fertiliser application as the 
mineral nitrogen concentration of the patch soil is now very close to that of the base.  
With the creation of the second patch on the 11th November the starting levels are 
those of the base pasture on that date.  The influence of the proportion of clover and 
grass in the sward on bite preference during grazing is seen in the base pasture 
between 16th September and 27th October when clover makes up less than 30% of the 
sward and grass is preferentially removed from the base pasture (Figure 10.24).  With 
the high initial start up conditions of the second patch, this preference is reversed on 
the grazing of the 17th November when the clover is reduced more than the grass. 
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Figure 10.24:  Model prediction of mass of live grass and clover within a urine patch on 
the 15th of September and a second urine patch created on the 11th November 
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Correspondingly, fixation of nitrogen decreases under patches compared to the base 
sward and this is illustrated in Figure 10.25. 
 
Figure 10.25:  Fixation beneath excretal patch and base sward for a patch created on the 
16th August. 
Nitrogen fixation under excretal patch and base pasture
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However, as discussed above, the response to soil mineral nitrogen is just one of the 
factors determining the composition of the sward.  As Figure 10.24 indicates, grazing 
preference can influence the composition of the sward and grazing can also increase 
the percentage of clover in the base pasture as more light is allowed into the canopy. 
There is also a strong seasonal influence on both clover and grass through the effect 
of increasing light and temperature in the summer and through the onset of 
reproductive behaviour in grass and the role that the dead material within the sward  
plays in reducing light penetration.  The greater pasture mass present within the 
patches limits light penetration to the lower levels of the sward and so disadvantages 
clover compared to grass.  Thus later in the year, as the percentage of clover in the 
pasture declines, the percentage of live grass material increases and this is illustrated 
in Figure 10.26 for a urine patch created on the 14th February. 
 
Figure 10.26:  Model prediction of mass of live grass and clover within a single urine 
patch created on the 14th of February. 
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10.2.5 Soil Nitrogen Pools 
 
The model predicts differences in the soil nitrogen pools between patches and the 
base area.   Under dung patches, the model suggests that the ratio of C to N within the 
soil organic matter dead pool will increase asymptotically to a higher final value, 
whereas under base pasture and urine patches the increase is purely from the return of 
dead material so is smaller and this is shown in Figure 10.27. 
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Figure 10.27: C:N ratio in dead organic matter within base pasture and under dung 
patches.  Note change in axis values 
C:N ratio in dead organic matter under patches and base pasture
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Thus under dung patches, the addition of large amounts of carbon in the dung and 
relatively small amounts of nitrogen as ammonium leads to an immobilising flux from 
the ammonium pool to the pool of nitrogen available to the live microbes (Navsl).  A 
nitrification flux from the ammonium pool to the nitrate pool in turn leads to a 
secondary immobilising flux of nitrogen from the nitrate pool to the Navsl pool.  The 
increase in nitrogen supply to the soil microbes leads to metabolism of the nitrogen 
within the dead organic matter pool and a gradual decline in the level of nitrogen 
through mineralisation of the dead organic nitrogen pool into the pool of nitrogen 
available for live microbes (Navsl). Correspondingly, the increase in the Navsl pool 
and the supply of carbon for the microbes from the soil organic matter dead pool (in 
turn from the faecal pool and the ongoing supply of dead material) leads to an 
increase in the microbial population beneath the dung patches as indicated in Figure 
10.28. 
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Figure 10.28:  Changes in the live soil organic matter pool beneath a dung patch 
Live soil organic matter beneath base pasture and dung patch
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This contrasts with a much slower rate of increase in the organic matter beneath the 
base pasture, but this in turn is consistent with the slow increase in soil organic matter 
content reported by Hutchings et al (2007) for a fifty year period following arable 
conversion to pasture.   
 
The increase in the Navsl pool then leads to a decline in the immobilising fluxes into 
this pool from the nitrate and ammonium pools as they decrease, leading to a reversal 
of this flux and thus a mineralising flux from the pool of nitrogen available to the soil 
microbes back to the nitrate and ammonium pools.  Within the model, the reversal of 
the immobilising/mineralising flux occurs as the C:N ratio within the dead organic 
matter reaches a plateau, as mineralisation of the dead organic matter pool increases 
as nitrogen from this pool is metabolised into the pool of nitrogen available for the 
soil microbes (Navsl) with associated respiratory loss of carbon from the dead organic 
matter pool.  Thus the increase in the C:N ratio of the dead organic matter from the 
faecal material increases metabolism of the dead organic matter N pool into the Navsl 
pool.  This is accompanied by a temporary immobilising flux from the nitrate and 
ammonium pools to the Navsl pool and an increase in metabolism of the dead organic 
C material.  Thus the C:N ratio of the dead organic matter pool plateaus as the pool of 
live organic matter increases and the flux from the ammonium and nitrate pools to the 
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Navsl pool reverses.   This is illustrated in Figure 10.29 which shows the changes 
within the soil nitrogen pools beneath a dung patch. 
 
Figure 10.29:  Changes beneath a dung patch in the soil nitrogen pools 
Nitrogen levels in soil pools beneath dung patches
 
The initial immobilisation flux of ammonium and nitrate into the pool of nitrogen 
available to the microbes followed by the reversal of this to a mineralising flux from 
the Navsl pool to the ammonium and nitrate pools when the soil microbial population 
has reached its asymptote is illustrated in Figure 10.30. 
 
Figure 10.30:  Mineralising and immobilising fluxes beneath a dung patch  
Mineralising and immobilising fluxes beneath dung patch
0
0.0002
0.0004
0.0006
0.0008
0.001
0.0012
0.0014
0.0016
0.0018
16
-A
ug
6-
Se
p
27
-S
ep
18
-O
ct
8-
No
v
29
-N
ov
20
-D
ec
10
-Ja
n
31
-Ja
n
21
-F
eb
14
-M
ar
4-
Ap
r
25
-A
pr
16
-M
ay
date
flu
x 
of
 N
 (K
gN
/m
2/
da
y)
Immobilising flux Namm to Navsl
Mineralising flux from Navsl to Namm
Immobilising flux Nnit to Navsl
 
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
0.05
16-Aug 6-Sep 27-Sep 18-Oct 8-Nov 29-Nov 20-Dec 10-Jan 31-Jan 21-Feb 14-Mar 4-Apr 25-Apr 16-May
date
In
or
ga
ni
c 
N
l i
n 
kg
/m
2
0.673
0.674
0.675
0.676
0.677
0.678
0.679
O
rganic nitrogen in K
g/m
2
Nitrate N
Ammonium N
N available to live microbes
Dead organic N
 567
 While for dung patches the level of nitrogen in the dead organic matter is related to 
the return of carbon in dung and nitrogen and carbon in the dead plant litter, beneath 
urine patches and the base pasture, the level of nitrogen within the dead organic 
matter is purely a function of the return of dead plant litter because urine is an input to 
the soil ammonium pool and there is no associated carbon input to the dead organic 
matter pool.  This gives a smaller pool of dead organic material beneath the urine 
patch (and the base:  see Figure 10.27) which increases only from the steady return of 
dead plant litter and a different response by the remaining soil nitrogen pools as 
indicated in Figure 10.31. 
 
Figure 10.31:  Changes beneath a urine patch in the soil nitrogen pools 
Nitrogen in soil pools under urine patches
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The figure shows two patches, one created on the 17th August and the second on the 
24th November.  The increase in mineral nitrogen concentration within the ammonium 
and Navsl pools is much more rapid than for the dung patches reflecting the lack of 
delay in the metabolism of organic nitrogen from the faecal N pool for dung patches, 
while the lower absolute concentration for the urine patch is a function of the 
difference in area between dung and urine patches.  There is an initial rapid increase 
in the ammonium pool and then through a short lived immobilising flux an increase in 
the pool of nitrogen available to the soil microbes at the expense of the ammonium 
and nitrate pools.   Relative lack of carbon (C:N ratio beneath the urine patches 
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remains the same as the base pasture at around 20) however precludes further 
immobilisation of the nitrogen excess.   This is illustrated in Figure 10.32 
Consequently, the increase in the soil organic mater pool beneath a urine patch is 
much less as indicated in Figure 10.33.   
 
Figure 10.32:  Immobilising and mineralising fluxes beneath a urine patch 
Mineralising and immobilising fluxes beneath a urine patch
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Figure 10.33:  Change in live soil organic matter beneath a urine patch and the base 
pasture. 
Live soil organic matter beneath base pasture and urine patch
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  Fertiliser application   
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Figure 10.32 also indicates that the addition of fertiliser causes spikes in the ammonium pool 
as fertiliser is effectively an input for this pool but that these are accompanied by an increase 
in the pool of nitrogen available for the microbes, Navsl. 
 
This effect is also seen beneath the base pasture as indicated in Figure 10.34 which 
shows the changes in the nitrogen pools and the mineralising and immobilising fluxes 
for the base pasture in Figure 10.35. 
 
Figure 10.34:  Changes beneath the base pasture in the nitrogen pools 
Soil nitrogen pools for pasture 
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Fertiliser application   
This reflects the treatment of fertiliser within the model as an immediate input to the 
soil ammonium pool and so within the model it is handled very much as urine. 
 
The changes described so far in the nitrogen pools were the same for both the years of 
simulation with no detectable difference in the behaviour of the soil nitrogen pools 
and fluxes beneath patches in the pasture between 2002-03 and 2003-04.   
 
 
 570
Figure 10.35:  Immobilising and mineralising fluxes beneath the base 
pasture
Mineralising and immobilising fluxes beneath base pasture
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However, in 2003-04, in the base pasture, the pool of nitrogen in the dead organic 
matter is smaller than in 2002-03 as indicated in Figure 10.36. 
 
Figure 10.36:  Level of nitrogen in the dead organic matter pool in 2002-03 and 2003-04 
Nitrogen in the dead organic matter:  2002-03 and 2003-04
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This amounts to a difference of just over 2600kgN/ha between the two years.  
Thornley and Verberne (1989) reported that the amount of nitrogen in the dead 
organic matter pool fell as the stocking rate increased because of the reduction in the 
dead litter returned to the pasture.  In 2003-04 the increase in stocking rate and the 
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shorter residuals do reduce the amount of dead material returned to the pasture (see 
later in text) but this effect is countered by the greater fixation of nitrogen from the 
higher clover percentages and by the increase in excretal return from the greater 
stocking rate.  This will affect the base pasture when patches revert to the base level 
(when their mineral nitrogen status is equal to that of the base) and the base pasture is 
correspondingly adjusted for levels of ammonium, nitrate, nitrogen available to 
microbes, dead organic nitrogen and carbon, live soil organic matter and the pasture 
state variables V,R1,R2,R3,S1,S2,S3,C and D that are returned in the patch.  Thus
although the dynamics of the nitrogen pools are very similar beneath the patches in 
both years, the greater number of patches in 2003-04 will affect the overall dynamics 
of the paddock. 
 
 
Thus there is a reduction in the supply of nitrogen substrate as nitrogen in dead 
organic matter for the soil microbes and also a small reduction in the supply of carbon 
in the dead organic matter as indicated in Figure 10.37. 
 
Figure 10.37:  Level of carbon in the dead organic matter pool in 2002-03 and 2003-04 
Carbon in the dead organic matter pool:  02-03 and 03-04
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The C:N ratio of the dead organic material is however virtually identical for 2003-04 
compared to 2002-03 at approximately 20:1 but the reduced supply of nitrogen from 
the dead litter favours a reduction in the mineralising flux from the dead organic 
matter N pool to the pool of N available to the microorganisms in the soil (Navsl).  
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However, this pool can also receive nitrogen from the soil ammonium and nitrate 
pools and because of the impact of increased excretal return these pools are larger in 
2003-04.  Although fertiliser additions to this pool are the same for both years, 
denitrification and volatile losses are increased in 2003-04 (because they are a 
function of the size of the ammonium pool) and so the difference between the two 
years is small with on average 0.5kgN/ha/day more in the soil ammonium pool in 
2003-04 compared to 2002-03 and a total difference of 166kgN/ha for the year.  
Correspondingly, the nitrate pool in 2003-04 had an average of 21kgN/ha/day more in 
2003-04 than in 2002-03 and a total difference of 775kgN/ha.  The difference in the 
soil nitrate pool for the two years is illustrated in Figure 10.38 which shows how the 
difference increases in the middle of the year as there are more excretal patches to 
revert to the base pasture and they have the highest concentration of nitrogen at this 
time associated with peak milk yield and dry matter intake. 
 
Figure 10.38:  Soil nitrate pools for 2002-03 and 2003-04 illustrating the gradual 
increase in the difference between the pools due to the greater return of excretal 
nitrogen in 2003-04. 
Nitrate N pools in base pasture:  02-03 and 03-04
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The increase in the soil ammonium and nitrate pools in 2003-04 leads to an increase 
in the pool of nitrogen available for the microbes but because of the relative shortage 
of carbon compared to 2002-03 (from reduced return of dead material), the microbes 
cannot utilise this supply fully and consequently, the pool of nitrogen available to the  
microbes is larger in 2003-04 than 2002-03 and the pool of live soil organic matter is 
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10% smaller in 2003-04.  The difference in the nitrogen available to the soil microbes 
is illustrated in Figure 10.39 which also shows that the difference decreases in the 
middle of the year as there are more excretal patches - particularly dung patches with 
their high C load -  to revert so counteracting the lack of carbon from the reduction in 
dead material. 
 
Figure 10.39:  Nitrogen available to the soil microbes:  2002-03 and 2003-04. 
Nitrogen available to the soil microbes in 2002-03 and 2003-04
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The increase in the ammonium and nitrate pools in 2003-04 is reflected in a slightly 
larger immobilising flux into the pool of nitrogen available to the microbes, with an 
overall net immobilising flux in 2003-04 of 120kgN/ha compared to 100kgN/ha in 
2002-03.   
 
The larger ammonium and nitrate pools in 2003-04 are also consistent with larger 
losses from leaching, volatilisation and denitrification predicted by the model.  The 
effect is very small for the base pasture but becomes more important beneath the urine 
and dung patches, particularly the overlap patches where the increase in the number of 
patches and in the number of overlaps increases nitrogen losses.  Although the model 
predicts that the milk yield per cow increases in 2003-04 and so the amount of 
nitrogen excreted in the urine and dung will also increase, the model also predicts that 
the volume of urination and defecation per cow will also increase as a result of the 
increase in dry matter intake associated with the increase in milk yield.  This coupled 
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with the variation between different mobs of cows in the nitrogen concentrations of 
their excretions (depending on their stage of lactation, age and genetic merit) meant 
that differences between the concentration of urine and dung between the two years of 
simulation could not be detected but the increase in the area occupied by patches in 
2003-04 is illustrated in Figure 10.40. 
 
Figure 10.40:  Proportion of the total farm area occupied by patches for 2002-03 and 
2003-04 
Percentage of total paddock occupied by excretal patches at the end of the season
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10.2.6 Nitrogen Losses 
 
The losses from the system in terms of volatilisation, denitrification and leaching are 
illustrated in Figure 10.41. 
 
Although losses from base pasture exceed all other groups reflecting large losses from 
fertiliser addition which is simply modelled as additions to the soil ammonium pool, 
proportionately the losses from the excretal patches are much higher with excretal 
losses accounting for 54% of all volatilisation.  Combined urine patch losses are 34 kg 
N/ha as an average for the two years while the loss from dung patches is 16 kg N/ha.  
These figures are at the low end of the range quoted by Ledgard (2001) of 37 -172 kg 
N/ha/yr for urine, with a mean of 82 kg N/ha/yr (with the caveat that some of these 
may be over estimations through measurement using an enclosed technique (ibid.)) 
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Figure 10.41:  Total volatile losses for 2002-03 and 2003-04 
Total volatile losses and source:  2002-03 and 2003-04
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and 2-156 kg N/ha/yr for dung patches, mean 48 kg N/ha/yr.  However, the model 
appears to over predict the loses from the base area with a figure of 40kgN/ha/yr 
compared to a range of 1-17 kg N/ha/yr, mean 6 kg N/ha/yr from Ledgard (2001).  
This is discussed later in the text.   
 
Losses from urine patches occur immediately after urination with dung patches 
contributing more slowly as faecal nitrogen is metabolised to the ammonium pool and 
this is illustrated in Figures 10.42 and 10.43 for an excretal patch created on the 17th 
August. 
 
Figure 10.42:  Volatile losses from urine patches with additions of fertiliser also 
indicated 
Volatile losses from urine with fertiliser applications aslo indicated
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Figure 10.43:  Volatile losses from dung patches with additions of fertiliser also 
indicated 
Volatile losses from dung with fertiliser applications also indicated
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Denitrification losses show a similar trend with overall losses in 2002-03 and 2003-04 
of 37kgN/ha and 47kgN/ha respectively, with a similar weighting towards excretal 
patches.  This is indicated in Figure 10.44. 
 
Figure 10.44:  Total denitrification losses : 2002-03 and 2003-04 
Denitrification losses and source for 2002-03 and 2003-04
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Denitrification losses within the model occur when the water filled pore space within 
the soil exceeds 65% and then increase exponentially as the soil water content 
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increases above this (see chapter 9).  Thus the pattern of the distribution of 
denitrification losses is the same for all patches and the base pasture although as with 
volatile losses the metabolism of added nitrogen from excretal return increases the 
proportion of loss from the patches relative to the base with 54% of losses originating 
from the patches.  The losses are within the range quoted by Ledgard (2001) although 
as with volatilisation, losses from excretal patches are at the low end of the quoted 
ranges (0-73 kg N/ha/yr for urine patches, mean 16 kg N/ha/yr, compared to 13 kg 
N/ha/yr for the present model and 2-80 kg N/ha/yr for dung patches, mean 2 kg 
N/ha/yr compared to 8 kg N/ha/yr for the model)  and losses from base pasture are at 
the high end of the range (4-17 kg N/ha/year, mean 6 kg N/ha/yr compared to 17 kg 
N/ha/yr for the model).  Possible reasons for this bias in the model are discussed later 
in the text. 
 
Overall losses of nitrogen from leaching were greater in 2003-04 at 26kgN/ha 
compared to 23kgN/ha for 2002-03 and losses were again dominated by excretal 
patches particularly the urine patches because of the relatively rapid transformation of 
the added urea nitrogen though the ammonium pool and into the nitrate pool 
compared to the slower metabolism of organic nitrogen in dung patches.  This is 
illustrated in Figure 10.45.  
 
Figure 10.45:  Source of leaching losses for 2002-03 and 2003-04 
Leaching losses by source for 2002-03 and 2003-04
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Leaching occurs within the model whenever water is added to a soil which is already 
at field capacity and so, like denitrification leaching events occur at the same time in 
base, urine and dung patches but the amount of nitrate leached is a function of the  
concentration of nitrate N and the area of the pasture affected.  Thus early in the 
season, total patch area is small and although the local concentration of nitrate N is  
high within patches, total loss of leached N from patches is still small compared to 
base where fertiliser applications produce a lower level of nitrate N but over a much  
larger area.  Later in the season, as patch area increases the combination of a larger 
area with high nitrate concentration leads to greatly increased leaching losses from the 
excretal patches.    This is illustrated in Figure 10.46 which shows the total leaching 
losses for a paddock (N-6 in 2002-03, paddock area 7.71ha) in kg of N lost per year. 
 
Figure 10.46: Leaching losses in kg of N lost from excretal patches and the base pasture. 
Leaching losses from patches and base
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The figure also shows how leaching loss from excretal patches is dominated by urine 
patches.  Comparing the model with the data of Ledgard & Menneer (2005) the model 
tends to under predict the proportion of the nitrogen loss from excretal material 
compared to non excreted base pasture.  These workers recorded total leaching losses 
of 70 kg N/ha/yr from a pasture grazed at 3.3 cows /ha and fertilised with 200kgN/yr 
with less than 5 kg N/ha /yr (7%) attributable to the fertiliser alone. Conversely, the 
present model predicts that 60% of the total leaching losses will be attributable to the 
excretal patches and that the total loss from leaching is circa 26kgN/ha.  The tendency 
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of the model to under predict the losses from the excretal areas and over predict those 
from the base is similar to the proportion of losses via volatilisation and 
denitrification reported above.    
 
There are a number of potential reasons for this within the model.  Firstly, when 
patches revert to the base pasture, the base pasture’s nitrogen pools are adjusted by 
the returning patch so that the nitrogen pools within the base pasture are not only 
dependent on fertiliser input. Thus within the model losses from the “base” also 
reflect losses from reverting patches and the base itself has a dynamic nitrogen status.  
Secondly, the absence of a urine pool within the model may have the effect of 
underestimating nitrate losses from urine patches and over estimating ammonium 
losses.  It is assumed within the model that the urine flows directly into the soil 
ammonium pool, with no residual urine nitrogen left at the end of each time step.  As 
previously discussed, preferential flow of urine is common in urine patches (Haynes 
& Williams, 1993) and following urination, ponding of the urine on the soil surface 
can occur with as much as 15-20% of cattle urine flowing down macropores to below 
150mm depth (Fraser et al., 1994).  Both these events may reduce the amount of 
nitrogen flowing into the ammonium pool and increase the flow into the nitrate and 
available nitrogen pools and are not reflected in the model. 
 
From the ammonium pool, nitrogen may be nitrified to the nitrate pool and then 
potentially lost in leaching.  However, within the model leaching only occurs if there 
is drainage and so it is a punctuated event, dependent on the water content of the soil 
exceeding the soil’s field capacity.  If the soil water content is less than this, then 
leaching does not occur and any increase in the level of the nitrate pool will instead 
precipitate a flux to the Navsl pool.  Thus the model may underestimate leaching from 
excretal patches as the urine nitrogen is added to the ammonium pool over a single 
day and so the addition of urine is handled in exactly the same way as fertiliser, 
whereas the higher relative and absolute levels of nitrogen in the urine from dairy 
cows compared to sheep (Haynes & Williams, 1993) may be better modelled with a 
slower rate of input of nitrogen into the ammonium pool. 
 
Thirdly urine is added to the soil in the model with no account of the volume of liquid 
this entails.  The large volume of a single dairy cow urination can have an appreciable 
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effect on the losses of nitrogen through macropore flow and the local increase in the 
soil water content.   
 
Lastly, the model indicates that per hectare of total area grazed by the cows the 
nitrogen return in urine and dung is similar to that added as fertiliser (see Figures 
10.47 and 10.48).  This does not mean that the concentration of nitrogen in the 
patches is the same as the concentration of nitrogen in the base pasture as the average 
nitrogen concentration for a urine patch within the model is 490kgN/ha whereas the 
average base nitrogen level is 54kgN/ha but rather it reflects the initial small area 
occupied by the patches and the early application of more than 50% of the fertiliser in 
this scenario.  Thus the average leaching loss for the period of simulation in kgN/ha of 
urine patch is 108.1kgN/ha of patch/yr for the excretal patches compared to 
13.8kgN/ha of base/yr for the base pasture.  This compares with leaching losses of 8.0 
kgN/ha/yr for pasture to which 200 kg of N applied as fertiliser and 124 kgN/ha/yr 
lost in leaching pasture to which urine alone at 1000kgN/ha was applied reported 
from lysimeter studies by Silva et al (1999).  These same workers, using an 
approximation of 25% of the paddock covered by excretal patches estimated that the 
equivalent combined loss from urine and urea of nitrogen in leachate from a paddock 
would be 37 kgN/ha/yr compared to 26 kgN/ha/yr in the present simulation.   
 
Patch size in the model is set at 0.5-0.75m2 for urine patches (ie a circle with a 
maximum diameter of 78cm) and 0.05m2 for dung patches (Haynes & Williams, 
1993; Hutchings & Kristensen, 1995; Hutchings et al., 2007; Whitehead, 2000).  With 
a cow at peak yield predicted to produce 20gN/urination (at 10 urinations per day 
(ibid.)) this gives a urine patch N concentration of 400kgN/ha which is considerably 
lower than the 1000kgN/ha quoted widely in the literature (Clough et al., 2003; Silva 
et al., 1999; Singh et al., 2005).  For the same total nitrogen excretion via the urine, 
patch size would need to reduce to 0.2m2 or a circle with diameter of 50cm.  In reality 
there will be considerable variability around the size of excretal patches (Haynes & 
Williams, 1993) and uncertainty in their true value (Vose, 2005a) and this may lead to 
discrepancies between the model and the data.    
 
Differences in patch size may also affect losses if the amount of nitrogen loss is a 
function of the concentration of nitrogen in the pools rather than the amount of 
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nitrogen.  Thus in the former case, smaller, more nitrogen rich patches may lead to 
greater losses than larger patches with a lower concentration of nitrogen.  Re running 
the simulation with urine patch size set to 0.2m2 and then to 0.75m2 indicated that the 
total kg of nitrogen losses from urine patches were increased by approximately 20%  
for the smaller sized patches and decreased by approximately 10% for the larger 
patches.   
 
There is also a considerable range reported in the literature for losses of nitrogen with 
values of 8-48% of the urine nitrogen lost in leaching   (Ball et al., 1979; Carran et al., 
1982; Field et al., 1985; Fraser et al., 1994; Whitehead & Bristow, 1990) and 5-10% 
of nitrogen applied as fertiliser  (Ledgard et al., 1996; Ruz-Jerez et al., 1995).  The 
present figures of 12 % of total applied urine nitrogen lost in leaching and 6.5% of 
fertiliser nitrogen lost in leaching are within these ranges.  Moreover, in lysimeter 
studies the amount of nitrogen leached from a pasture is often calculated as the 
temporal integral of concentration and volume (Ledgard et al., 1999) with the 
concentration measured relatively infrequently (every two weeks (ibid.)).  There is 
probably a greater degree of temporal variation in the leaching of nitrate from pasture 
than can be captured with a fortnightly sampling frame (Fraser et al., 1994) but the 
simplified treatment of drainage within the present model probably exaggerates the 
punctuated pattern of leaching in that leaching only occurs when soil water is in 
excess of field capacity, ignoring any diffusive flow of nitrate between water layers. 
 
Leaching losses are also known to be skewed towards the winter months when soil 
drainage is high and plant growth and uptake are slow, more accumulated nitrate from 
urine is leached than at other times of the year.  This will be exacerbated by dry 
summer/autumn conditions when nitrate will build up in the soil as plant growth is 
restricted (Scholefield et al., 1993).  In the present simulation only a very small 
number of cows overwintered on the LUDF (0.25 cows/ha in 2002-03 and 0.75 
cows/ha in 2003-04) and leaching losses were modest at circa 26kgN/ha whereas in 
the farmlet experiments of Ledgard et al (1999) cows were grazing all year at 3.35 or 
4.41 cows /ha and leaching losses were correspondingly greater at 79kgN/ha for an 
equivalent 200kgN/ha of external fertiliser.  The relatively dry winters of South 
Canterbury (average rainfall for the period of simulation was 700mm/year, with 
irrigation in the summer months) will also reduce winter leaching of nitrate. 
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 10.2.7 Nitrogen budgets 
 
The model is mechanistic in nature and has not been constructed in terms of a 
nitrogen budget.  Thus the level of agreement between inputs and outputs is a function 
of the internal consistency of the model and is not forced by an imposed requirement 
to “balance” as in many nitrogen budget models.  The lack of precise agreement 
between the inputs and outputs (see text) is thus partly an indication that some 
nitrogen losses and gains have not been adequately accounted for within the model 
but nevertheless the close agreement is an indication that the model is internally 
consistent in its handling of nitrogen flows.   
 
A further criticism of preparation of such a nitrogen budget is that it represents a 
considerable simplification of what is in reality a complex and fragmented situation.  
One of the major reasons for the complexity of pasture based systems is the 
heterogeneity of the soil and pasture environment (Parsons, 1988) and the treatment 
of excretal patches within the present model has attempted to capture some of that 
complexity.  The production of an annual budget containing figures which are either a 
sum of daily outputs for the year or averages for that year simplifies this inherent 
complexity which can aid in interpretation but may also miss subtle differences in 
dynamics between the two management scenarios.   
 
With this reservation, the model suggests important but subtle differences in the 
nitrogen dynamics between the two years of simulation.  As these effects were small 
and may have been partly the result of climatic differences between the two years of 
simulation, the model was re run with the management scenarios reversed so that 
2002-03 was run as a low pre and post grazing mass, high stocking rate farm 
(hereafter referred to as “low residual” and 2003-04 was run as a higher pre and post 
grazing mass, lower stocking rate farm (“high residual”).  Apart from some minor 
differences in the relative size of volatile, leaching and denitrification losses and 
alterations in the amount of silage fed and conserved, the findings were the same as 
for the original scenario.  Moreover, running 2002-03 as a low residual farm produced 
very similar nitrogen dynamics to those for 2003-04 as a low residual farm and 
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running 2003-04 as a high residual farm produced a similar output to when 2002-03 
was run as a high residual farm.  
 
Simplified nitrogen budget for an average paddock for each year of the simulation are 
presented in Figures 10.41 and 10.42.  All figures refer to kgN /ha for this paddock as 
grazed by the herd (maximum of 585 cows in 2002-03 and 635 in 2003-04). 
 
The low residual, high stocking rate farm returns more excreta to the soil and in  
2003-04, 121kg of N in dung and 195kg of N in urine were returned compared to 109 
kg N in dung and 180 kg N in urine for the high residual, low stocking rate farm in 
2002-03.  However, this is countered by a reduction in the amount of dead material 
returned to the paddock with 176 kg of N returned in 2002-03 compared to 156kgN in 
2003-04.  This reduces the relative size of the pool of nitrogen in the dead organic 
matter (Nsomd) which gains 61kg of N in 2002-03 compared to just over half this 
amount in 2003-04.  This produces a relative lack of substrate for the soil microbes 
which are thus unable to exploit all of the nitrogen in the available pool (Navsl).  
Secondly, the ammonium and nitrate pools are also increased from the increase in 
faecal and urinary return and so there will be an immobilising flux from these larger 
pools to the smaller Navsl pool, but the relative inability of the soil bacteria to fully 
exploit this means that the production of soil organic live matter and the resulting 
mineralising flux from the dead organic matter pool through the Navsl pool to the 
ammonium and nitrate pools is reduced.  The larger ammonium and nitrate pools will 
also be associated with increased external losses from the system as denitrification, 
leaching and volatilisation are increased.  
 
The increase in the clover percentage within the sward in 2003-04 leads to greater 
fixation but the model suggests that some of the extra nitrogen is effectively captured 
by the animals in increased production.  However, the reduction in the return of dead 
matter coupled with an increase in excretal return and the consequent increase in the 
mineral nitrogen pools within the soil lead to greater losses of nitrogen from the soil.  
The model suggests that of the extra 17kg of fixed nitrogen, 6kg is recovered in 
increased production (animal and pasture conservation).  An extra 20kg of N are lost 
externally from the system (leaching, denitrification and volatilisation) in 2003-04, 
but the nitrogen pools within the soil gain 9kg more in 2002-03 than in 2003-04 
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Figure 10.47:  Nitrogen balance 
Nitrogen balance:  Cows
In:                   Out:
Pasture:  414   Urine:       180 
Silage:      67   Dung:       109
                     Products:  193
Total:      482   Total:        482
37kgN
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Figure 10.48:  Nitrogen balance 
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Fixation: 185   Conservation:    27
                      Dead material: 156 
                      Pasture mass:    8 
Total:     672    Total:              669 
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for 2003-04.
 
All figures are in kgN/ha/yr
 
through the return of dead plant litter and its utilisation into the soil microbes.  The 
table below shows a summary nitrogen budget for the system as a whole for the two 
years of simulation. 
 
Total plant uptake of nitrogen was greater in 2003-04 largely as a result of increased 
fixation from the increased clover percentage.  Increased animal consumption of 
pasture and extra silage fed supported an increase in production which was both 
relative due to the increased number of cows grazing and because of an increase in 
milk solids production per head.  This generated an increase in excretal return and a 
reduction in the dead litter within the sward. 
 
Table 10.6:  Summary nitrogen budget for losses and gains to the entire system for 2002-
03 and 2003-04.  Figures are in kgN/ha/yr for a typical paddock grazed by a maximum 
0f 585 cows in 2002-03 and 635 cows in 2003-04.   
 
2002-03: kg N/ha/yr 2003-04: kg N/ha/yr 
Nitrogen in Nitrogen out Nitrogen in Nitrogen out 
Silage 
fed 
  67   Silage 
fed 
  64   
Fertiliser 200   Fertiliser 200   
Fixation 168   Fixation 185   
Sub total 435   Sub total 449   
  Production: 
animal 
193   Production: 
animal 
228 
  Production: 
pasture 
  64   Production: 
pasture 
  35 
  Volatilisation   86   Volatilisation   95 
  Denitrification   37   Denitrifiication   47 
  Leaching   26   Leaching   27 
  Change in pools +29   Change in pools +20
  Sub total 435   Sub total 452 
Balance 0   Balance -3   
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10.3. Conclusions 
 
The formal null hypothesis for this work was that the mechanistic, mathematical 
model constructed for this PhD could not capture and explain the full range of the 
changes in soil water content, soil nitrogen status, pasture production and composition 
and animal production, following the alteration in management of the dairy farm 
between 2002 and 2004  
 
The analysis presented suggests that with the data available, this hypothesis can be 
refuted for the prediction of animal production (milk yield and weight change), 
pasture composition and quantity and soil moisture status.  The research therefore 
shows that our understanding and representation of pasture and animal production is 
adequate to explain the observed behaviour of the system.  The same conclusion 
cannot be drawn with respect to the effects on soil nitrogen dynamics.  A suitable data 
set for comparison of the nitrogen dynamics of the LUDF was not available for the 
period of study.  Qualitatively, the predictions of the model for the cycling of nitrogen 
within the system modelled are in accordance with the observations in the literature 
for comparable sites, but quantitatively the model differs in some aspects from the 
majority of the published data.  Within the model, volatile, leaching and 
denitrification losses from the excretal patches are at the lower end of the published 
range.  Correspondingly, model predictions of these losses from the base pasture are 
predicted to be in the upper range of published values.   
 
Hutchings et al (2007) reported  that within their model, the inclusion of multiple 
excretal patches reduced the overall level of nitrogen uptake compared to the same 
model with the excretion averaged across the entire area.  This arose because the 
multiple excretal patches created multiple areas where soil mineral nitrogen levels 
were in excess of plant requirements and so increased the opportunity for nitrogen 
losses.  A similar effect was seen in the present model when the increase in the 
number of patches in 2003-04 was associated with greater leaching, volatile and 
denitrifying losses of nitrogen.  The reduction in the return of dead plant litter 
increased this tendency by reducing the microbial population and the utilisation of the 
Navsl pool.  The reduction of dead plant matter return with increases in stocking rate  
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was also seen in the model of Thornley and Verberne (1989) and these authors point 
out that increasing the C:N ratio to 50:1 leads to a reduction in the cumulative dry 
matter response to added nitrogen because of the net immobilising flux in these soils 
as added nitrogen moves from the ammonium and nitrate pools to the relatively 
deficient Navsl pool and then microbial biomass.   
 
However, these high ratios of C:N are unlikely to be found within dairy pastures in 
New Zealand because of the return of urine to a large area of the grazed area.  Further 
the model suggests that the reduction in the mean pasture cover through a lower pre 
and post grazing residual increases the proportion of clover within the sward and so 
the return of fixed nitrogen within the plant litter.  Thus at low to moderate levels of 
exogenous nitrogen fertiliser (100-200kgN/ha/yr) significant extra production may be 
achieved through metabolism of the fixed nitrogen through the soil pools.  However, 
the model indicates that this is at the cost of increased nitrogenous losses from 
leaching, volatilisation and denitrification arising from a relative deficiency of carbon 
in the soil organic dead matter pool.  This effect is likely to be most pronounced for 
newly converted farms where the level of organic material within the soil is 
frequently low compared to established grass lands (Post & Kwon, 2000). 
 
Further, at the paddock and farm scale, clover fixation as a source of nitrogen is likely 
to be more efficient than fertiliser application as the former is most active in those 
areas of the farm that are relatively nitrogen deficient, while the latter is applied to all 
areas equally, even those that are in relative nitrogen excess such as the excretal 
patches (Hutchings & Kristensen, 1995).   
 
Thus the model suggests that the increase in stocking rate and the reduction in the pre-
grazing and post grazing residual led to a decrease in the return of dead plant litter to 
the sward, an increase in clover fixation of nitrogen and an increase in excretal return 
of nitrogen.  As discussed above, this caused an increase in the flux of nitrogen 
though the system with increases in total plant uptake, animal consumption and 
nitrogen loss.  However, a similar grazing management scenario but with external 
fertiliser used to replace nitrogen fixation by the clover would be expected to be 
associated with greater leaching, volatile and denitrification losses because of the 
application of fertiliser to excretal patches which are already in a nitrogen saturation 
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state and because of the application of high levels of mineral fertiliser to the 
ammonium pool compared to the more gradual metabolism of returned dead litter 
nitrogen in the dead organic matter pool.   
 
10.3.1 Suggestions for further work 
 
Fairly small changes in the detailed structure of the model may be enough to rectify 
the failure of the model to adequately account for the nitrogenous losses from the 
excretal patches.  The addition of a urine nitrogen pool to the soil nitrogen model so 
that urine does not flow immediately and completely into the soil ammonium pool but 
has the potential to be lost from macropore flow and may also pool on the soil surface 
and so enter the ammonium pool over a period of more than 24 hours would serve to 
increase leaching and denitirifcation losses from the patches.  Similarly, it would be 
relatively straight forward to account for the liquid volume of the urine and its 
potential to wash nitrogen into the deeper layers of the soil so increasing leaching and 
denitrification losses.  There is no allowance for cation binding of ammonium ions 
within the soil in the present model and this may also serve to increase estimates of 
volatile losses and could be modelled relatively easily within the present soil 
ammonium pool as a concentration diffuse flux to and from the ammonium pool and a 
cation bound pool, similar to the present diffusive fluxes within the soil model 
FN.amm.min, FN.nit.min and FN.min.amm (chapter 9). 
 
The model tends to overestimate the percentage of clover in the spring and autumn 
and as has been discussed within the text, this may be a function of the lack of 
representation of stolon material within the model.  Stolon material could be included 
within the present mechanistic model with a similar treatment to that for reproductive 
stem and leaf material with mass transfer equations dependent on soil temperature and 
moisture (chapter 5) and parameterised from the literature (chapter 6).   
 
Nitrogenous losses within the model are also sensitive to the size of the urine patches.  
Within the model, a highly simplified approach to the size and shape of the urine 
patch is adopted and this compares with the detailed analysis and mathematical 
modelling of Pleasants et al (2006) in accounting for variability in the shape and area 
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and so concentration of urine patches.  The present model assumes that all patches are 
circles of uniform area and of uniform nitrogen concentration.  In reality, voiding of 
urine by dairy cows probably creates a patch of varying size with the concentration 
and volume of urine and nitrogen greatest in the centre where the stream impacts the 
ground and decreasing circumferentially from this.  However, the size of the patch 
and so its nitrogen concentration will be affected greatly by the porosity of the soil 
and the extent of herbage cover.  As suggested later in this section, the model may 
well be improved by modelling variation in patch size and therefore nitrogen 
concentration as a population of potential values rather than mechanistically creating 
multiple patch types.  Moreover, sensitivity analysis within the model would enable 
the importance of the differences in nitrogen excretion between different strata of cow 
types within the model to be assessed and contrasted with the impact of nitrogen 
concentration in the urine patch from the potential variation in patch size.   
  
The model indicates that the heterogeneity of grazed pasture is an essential 
determinant of nitrogen cycling and that potentially a mass balance approach whereby 
excretal return is aggregated and returned to the pasture may be misleading.  
However, a number of simplifications were necessary within the model to 
accommodate the heterogeneity.  One of these was that patches are considered to 
revert to the base pasture at the end of each year of the simulation. Thus the absolute 
loss of N from the patches (in kg) is initially small reflecting the small area occupied 
by patches at the beginning of the grazing season (see Figure 10.40) and the relatively 
large base pasture area.  Running the model for several years and allowing patches to 
carry over from one year to the next indicated that with the model parameterised as 
described in the text, patches created towards the end of the season did persist over 
winter and were present at the beginning of the next season.  However, this greatly 
increased model run time and output files rapidly became too large to open with 
Microsoft Excel (Microsoft Corp, 2003).  An alternative approach may be to model 
the excretal patches as dynamic populations with rate parameters determined from the 
present model.   
 
The present model attempted to characterise each excretal patch mechanistically, 
using a number of variables to describe its nitrogen status, pasture composition and 
soil characteristics.  This generates a multifaceted pasture with potentially 1000’s of 
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different patches which makes interpretation at a paddock level difficult.  Although 
this may represent the reality of the mosaic nature of the paddock, greater insight 
might be gained through appropriate simplification.  The present model may help 
determine the most sensitive features affecting the dynamics of the system so that 
these can be retained.  Thus the nitrogen status of the patches could be described in 
terms of a population with a frequency distribution appropriately parameterised from 
the present model.  Treatment of the patches as a series of populations would also 
allow for movement of individual patches between these populations to simulate 
clover invasion of grass patches and the persistence of all clover patches as in the 
work of Schwinning & Parsons (1996a; 1996b).  A population approach would also 
allow the model to be run stochastically so that instead of simulating every patch type 
mechanistically, a population of potential patch types could be sampled within the 
model for example using Monte Carlo simulation.    
 
Similarly, the model could be utilised to determine how sensitive the output is to 
various assumptions and conditions within the model.  The range of cow types and the 
preference expressed between patches by the grazing cows all increase the simulation 
complexity, run time and potential for error.  The model could be used to determine 
how important the expression of these differences is to the output with a view to 
simplification if appropriate, or to running as a population of cow types, stochastically 
sampled according to population frequency.   
 
The present model is also run proscriptively in that it follows a predetermined set of 
management rules for fertiliser, irrigation, rotation length and order and 
supplementary feeing.  This allowed comparison of the model with data from LUDF 
under two different management scenarios but if the model were allied to a 
conventional farm management software package it could be run proscriptively so 
that management decisions were made as a logical response to the changes unfolding 
within the model.  This would allow better comparison of different management 
scenarios in that the same year of simulation could be run under contrasting 
management strategies with the management package making appropriate adjustment 
to stocking rate, rotation length, fertiliser, irrigation and supplementary feeding. This 
is particularly important in view of the subtle nature of the differences between the 
two years indicated by the model.   
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 The model also uses a simplified energy and protein metabolism sub model and in 
particular no allowance is made for the effect of condensed tannins within clover on 
energy and protein metabolism.  Allowance is made for the effect of the percentage of 
clover in the diet on intake but nutritive value of clover compared to grass is an area 
of ongoing study with Harris et al (1998) reporting no difference in feed conversion 
efficiencies for high clover diets compared to cows offered low clover diets.  
Conversely, Ulyat and MacRae (1971) reported increased small intestinal protein 
digestion and higher volatile fatty acid production rate in the rumen for clover rich 
diets and Lee et al  (2004) in an indoor study on dairy cows found linear increases in 
dry matter intake (DMI) as clover content increased but a  decrease in methane 
emissions per kg of DMI.   Condensed tannins as found within clover have been 
shown to decrease rumen ammonia production by precipitating protein and so 
decrease the energy costs associated with ammonia conversion to urea in the liver 
(Burggraaf et al., 2004).  These workers also pointed out that different plant varieties 
contain different condensed tannins and these can have contrasting effects with for 
example some protein/condensed tannin complexes persisting in the small intestine 
and decreasing amino acid digestion. 
 
The effects of animal and plant disease on the nitrogen dynamics has also not been 
addressed within the present model.  Reductions in animal intake, changes in dietary 
preference and alterations in nitrogen metabolising and partitioning within diseased 
animals may all affect the nitrogen losses from the system as will the increase in 
heifer replacement rate needed to cover the culling of animals for endemic levels of 
mastitis, lameness and reproductive failure.  Similarly, plant diseases, pests and 
trampling damage will all potentially affect nitrogen cycling and the need to quantify 
the impact of plant disease within models was highlighted in a review by Bryant and 
Snow (2008).   
 
The nitrogen dynamics of the system are a function of both the size of the component 
pools but equally of the magnitude of the fluxes between those pools (Di & Cameron, 
2000).  The model is able to help determine the effect that different management 
decisions have on the nitrogen dynamics and losses and is potentially capable of 
reflecting the variability in nitrogen dynamics reported by Ledgard et al (1999) 
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without over simplification.  The complexity revealed by the model is confirmation of 
the words of Parsons (1988) who stated that “It has been a tradition in agricultural 
research to provide simple maxims as guidelines for management.  Yet, in view of the 
complexity and plasticity of the response of the grass crop to defoliation, no single 
recipe for production can hold true under any but the most limited circumstances.” 
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