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Cortical Spreading Depression (CSD) is a disruption of the brain he-
mostasis that, originating in the visual cortex and traveling towards the
frontal lobe, temporarily impairs the normal functioning of neurons. Al-
though, as of today, little is known about the mechanisms that can trigger
or stop such phenomenon, CSD is commonly accepted as a correlate of
migraine visual aura. In this paper, we introduce a multiscale PDE-ODE
model that couples the propagation of the depolarization wave associ-
ated to CSD with a detailed electrophysiological model for the neuronal
activity to capture both macroscopic and microscopic dynamics.
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1 Introduction
Migraine is a prevailing disease in contemporary society, commonly associated
to a number of impairing effects from unilateral severe headache and nausea to
photophobia [1]. About one third of migraine patients also experience a mi-
graine aura preceding the typical headache [2, 3]. Several experiments suggest
that a propagating depolarization wave on the cerebral cortex is underlying mi-
graine, see [2, 3, 4] and references therein. This wave, named Cortical Spreading
Depression (CSD), causes a drastic failure of the brain homeostasis that tem-
porarily impairs the normal functioning of neurons [5, 6]. A key property of
neural cells is to produce an action potential (AP), consisting in a sudden in-
crease of the transmembrane potential, called spike, followed by a recovering
of the resting condition through a refractory period, during which the cell can-
not be excited. The neuronal activity is measured in terms of number of AP
produced in one second and is called firing rate (Hz). In the wake of the CSD
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propagation wavefront, a complex dynamics is triggered: neurons undergo a
brief period of intense firing, followed by a membrane hyperpolarization which
silences the spiking activity for a variable period (between 1 and 3 minutes), af-
ter which the neurons slowly recover their firing activity and eventually get back
to normal frequency (see e.g. [7]). CSD is characterised by relevant increases
in both extracellular K+ and glutamate, as well as rises in intracellular Na+
and Ca2+, and the two most accepted hypotheses suggest that its propagation
is due to diffusion of potassium or glutamate in the extracellular space [8].
Several mathematical tools have been proposed in the past to model CSD,
from macroscopic reaction diffusion equations [9] to microscopic biophysical
models accounting for specific physiological quantities, such as cells’ metabolism
[10] or electrodiffusion and osmotic water flow at the tissue level [11]. For a
general overview of those models we refer the reader to [8, 12, 13, 14]. Recently,
an increasing attention has been paid to the effects of the cortical geometry on
CSD propagation, as fissures and sulci of the cortex are expected to influence the
propagation of depolarization waves. Pocci and collaborators studied the effect
of the cortical bending by using a reaction diffusion equation in a simplified
geometry consisting of a 2D duct containing a bend [15], showing how sharp
bends naturally block the wave propagation. Dahlem and his collaborators
proposed in [16] to use the Gaussian curvature of the cortex (computable from
MRI data) to identify potential targets for neuromodulation (see also [17]). The
authors of this paper, together with their collaborators, proposed in [18] the
use a computational neural firing rate model distributed throughout a realistic
cortical mesh reconstructed from MRI, as well as, in [19], a more personalized
model where the propagation of potassium wave in the extracellular space was
modeled by taking into account diffusion coefficients recovered from Diffusion
Tensor Imaging (DTI) data.
As a common trait of the existing literature, biophysical models provide
insights on interactions and dynamics at a cellular level, while phenomenological
models are more suited for analysing the general CSD propagation. The aim of
this paper is to create the first (to the best of our knowledge) bridge between
the biophysical and phenomenological modeling approach, in order to provide a
deeper understanding of the complex dynamics that are triggered by the passage
of the depolarization wave.
Following the potassium assumption for the CSD, we introduce a multiscale
coupled PDE-ODE model to deal with both the macroscopic propagation of the
depolarization wave and the microscopic neuronal dynamics. The coupled prob-
lem is inherently multiscale in time, as CSD propagates very slowly across the
cortex (around 20 minutes from back to front), while the electrophysiological
dynamics features a way faster temporal scale (in the order of the millisecond).
At the macroscopic level, we model the extracellular potassium bath concen-
tration with a modification of the distributed FitzHugh-Nagumo type model
proposed by the authors and their collaborators in [19]. The dynamics of the
extracellular potassium bath concentration is then used as a driver for the activ-
ity of a detailed microscopic electrophysiological model for the neurons. Among
the various neuronal models available in literature (see, e.g., [20, 21, 22]), the
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microscopic electrophysiological model we build our model upon is the one in-
troduced by Wei et al. [23]. As all the electrophysiological models available in
literature describe the behaviour of a single cell, the microscopic component of
the coupled model can be considered a nonstandard (with respect to the clas-
sical definitions [24]) mean field model. The microscopic variables in a given
point x ∈ Ω represent the average values of the corresponding quantities for
the ensemble of neurons that are physically present in the spatial location at
hand. In addition, the use of an ensemble model in space allows, once applied
on a geometry reconstructed from medical imaging, to use a computational grid
whose characteristic size is of the order of millimeters, the standard resolution
of common MRI scanners.
The paper is organised as follows. In section 2 we describe the microscopic
electrophysiological model and the macroscopic propagative one. In section 3
the multiscale coupling and its numerical approximation is described. Section 4
is devoted to numerical experiments in both one and two dimensions to illustrate
the features of the model.
2 A multiscale distributed model of Cortical
Spreading Depression
Cortical Spreading Depression is a disruption of the brain hemostasis that tem-
porarily impairs the normal functioning of neurons and propagates across the
cerebral cortex. In the wake of the propagation wavefront a complex dynamics
is triggered. At first neurons undergo a brief period of intense activity, exhibit-
ing a firing rate 10-20 times higher than the one at rest (between 8 and 12Hz,
see [25, 26]). This brief period of intense excitations is followed by a membrane
hyperpolarization which silences the spiking activity for a variable period (be-
tween 1 and 3 minutes), after which the neurons slowly recover their spiking
activity and eventually get back to normal spiking frequency (see e.g. [7]). Four
hypothesis to explain the CSD propagation on the cortex have been proposed,
and the two most accepted ones suggest that CSD propagates due to diffusion of
potassium or glutamate in the extracellular space, which is presumed to follow
ordinary diffusion laws [8]. Differently from what happens in modeling cardiac
electrophysiology (see, among others, [27, 28] for an overview of the topic), set-
ting up a distributed model for the membrane potential would not be effective in
the description of CSD. Distributed models in cardiac electrophysiology describe
the propagation of AP along a cardiac fibre. In the CSD case, we aim at describ-
ing the changes in the neuronal activity that are driven by the depolarization
wave, and not the synaptic signaling. In this paper we follow the potassium
assumption in describing the propagation of the homeostatic disturbance at the
cortical level, and we couple it with a detailed microscopic description of the
neuronal dynamics. The microscopic electrophysiological model we build our
model upon is the one introduced by Wei et al. [23]. At the macroscopic level,
we model the extracellular potassium wave with a modification of the FitzHugh-
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Nagumo type model proposed by the authors and their collaborators in [19]. In
the rest of section we describe the two models in detail.
2.1 Wei’s neuronal model
The model introduced by Wei et al. [23] is an extension of the neural model
proposed in [21], accounting for a wider range of neuronal activities than the
original one. Wei’s model supports various behaviours from seizure to spreading
depression, tonic firing and a steady state, whose occurrence depends on the
values of potassium and oxygen bath concentrations, denoted by kbath andObath,
respectively. A detailed analysis of the bifurcation parameters can be found in
[23]. For the sake of completeness, we give here a brief summary of the model,
whose parameters are collected in Table 1.
2.1.1 Membrane potential dynamics








3h(V − VNa) +GNa,L(V − ENa)
IK = GKn
4(V − VK) +GK,L(V − EK) (1)
ICl = GCl,L(V − VCl)
dq
dt
= αq(1− q)− βqq, for q ∈ {m,h, n},
where GNa, and GK are the maximal conductance of Na+ and K+, while GNa,L,
GK,L and GCl,L are the leak Na+, K+ and Cl− conductances, respectively;
INa and IK are the Na+ and K+ currents (including also their respective leak
currents) and ICl is the Cl− leak current; Ipump is the current of the neuronal
ATP-dependent Na+/K+ pump, that will be described in detail in the next
section. Finally, γ = S/(Fvi) ·10−2 is a conversion factor from the current units
(µA/cm2) into the concentration units (mM/s), where S is the cell surface, vi
the intracellular volume and F = 96.485 C/mol the Faraday constant.
The activation and inactivation variables q ∈ {m,h, n} represent the percentage
of ion selective channels in the opened and closed state and vary between 0 and
1 (0 denoting a closed channel, and 1 denoting an open one). Their saturation























The reversal potentials of Na+, K+ and Cl− are linked to the ion concentra-
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tions via the Nerst equation:















where [·]i and [·]o represent intracellular and extracellular concentrations.
2.1.2 Ion concentrations
The concentrations dynamics are governed by the combined action of ionic cur-
rents and fluxes. In order to take into account the possibile swelling of the cell
during activity, such quantities are computed through the number of ions per
volume component, that we denote by
NXi = vi[X]i, NXo = vo[X]o, X ∈ {Na
+,K+,Cl−}
vi and vo being the intracellular and extracellular volumes, respectively.





















(γICl,L − Ikcc2 − 2Inkcc1)vi,


















(−γβICl,L + βIkcc2 + 2βInkcc1)vo.
In the above equations, σ = 1000 is the conversion factor from seconds to
milliseconds, and β = vi/vo is the ratio between intracellular and extracellular
volume. By letting
Ni(t) =




 NK+o (t)NNa+o (t)
NCl−o (t)
 ,








In equations (2) and (3), Ipump is the neuronal Na+/K+ pump current, Idiff is
the K+ diffusion current, Iglia is the current associated with the glial buffering,
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Igliapump is the glial Na+/K+ pump current. Their formulations extend the
ones introduced in [21] to include an oxygen dependency:
Ipump =
ρ([O2]o)
1 + exp((25− [Na+]i)/3)
· 1





1 + exp((25− [Na+]gi)/3)
· 1
1 + exp(3.5− [K+]o)
Iglia =
Gglia(Obath)
1 + exp((18− [K+]o)/2.5)
Idiff = εk(β,Obath) ([K
+]o − kbath).
(4)
In the above expressions, kbath represents the bath potassium concentration,
Obath the bath oxygen concentration, while [Na+]gi is the intracellular sodium
concentration in the glia compartment, that is assumed to be constant. As
neural activity consumes the most energy in the brain, the cost of pumps and
currents in (4) can be used to estimate the oxygen consumption. In addition, the
diffusion of K+ to the blood is constrained by the instantaneous volume fraction
β. The dependence of the Na+/K+ ATP pump rate ρ([O2]o), the K+ uptake of
the glial cells Gglia(Obath), and potassium diffusion coefficient εk(β,Obath) on
the available oxygen in the extracellular space is expressed as
ρ([O2]o) =
ρmax











The oxygen concentration in the extracellular space, [O2]o is assumed to be






(−α(Ipump + Igliapump) + ε0(Obath − [O2]o)) ,
where ε0 is the diffusion constant, while α is a conversion factor from the pump
current (mM/s) to the oxygen concentration change (mgL−1s−1).
Finally, the chloride homeostasis is mainly regulated by cation-chloride co-
transporters, in particular by the Na+/K+/2Cl− (NKCC1) and the K+/Cl−
(KCC2) co-transporters (see [23] for detailed physiological description). The
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co-transporter currents Inkcc1 and Ikcc2 are modeled in a Nerst-like form as



























1 + exp(16− [K+]o)
,
where Ukcc2 and Unkcc1 are the co-transporter strength.
2.1.3 Volume dynamics
As the cell volume varies according to the level of activity (entailing high ion
influx or efflux), the intracellular neuronal volume v̂i depends on the difference
between the extracellular and the intracellular osmotic pressures πo and πi: both
the extracellular and intracellular fluids consist of water, sodium ions (Na+),
potassium ions (K+), chloride ions (Cl−) and negatively charged proteins (A−)











where [A−]i = 132mM and [A−]o = 18mM are the intra- and extracellular
concentration of anions.

























v0i − vi, (8)
where β0 is the initial ratio of intra- and extracellular volume, v0i is the initial
intracellular volume of a cell with radius 7 µm. The instantaneous volume ratio
β = vi/v0 is updated accordingly.
2.1.4 Vectorial representation
In order to simplify the notations, we introduce here a compact vector repre-





















= Λ(t)−1N(t) ∈ R6.










































−γIK + 2Ipump − Ikcc2 − Inkcc1
−γINa − 3Ipump − Inkcc1
γICl,L − Ikcc2 − 2Inkcc1
γβIK − 2βIpump − Idiff − Iglia − 2Igliapump + βIkcc2 + βInkcc1
γβINa + 3βIpump + βInkcc1
−γβICl,L + βIkcc2 + 2βInkcc1
 ,




we can represent Wei’s differential-algebraic system in compact form as{
dU
dt
= ΦU (U,W, kbath)
W = ΦW (U).
(10)
In the above equation we indicate explicitly the dependence of the differential
part of the system on the kbath, as we model its variation as the driver for the
Cortical Spreading Depression. According to the bifurcation diagram presented
in [23], a resting state featuring a spiking frequency around 10-12 Hz is obtained
for the parameter choices kbath = 5.5 mM and Obath = 30 mM, while a spreading
depression behaviour is triggered by a higher kbath concentration, in the specific
kbath = 64, provided GNa,L is doubled with respect to the original paper.
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Parameter Value Unit Description
C 1 µF/cm2 Membrane capacity of the lipid bilayer
GNa 30 mS/cm2 Maximal conductance of sodium current
GK 25 mS/cm2 Maximal conductance of potassium current
GNa,L 0.0247 mS/cm2 Conductance of leak sodium current
GK,L 0.05 mS/cm2 Conductance of leak potassium current
GCl,L 0.1 mS/cm2 Conductance of leak chloride current
β0 7 Initial ratio between intra- and extracellular volume
ρmax 0.8 mM/s Maximal Na+/K+ pump rate
εk,max 0.25 s−1 Maximal potassium diffusion rate
Gglia,max 5 mM/s Maximal glial uptake strength of potassium
[K+]bath 3.5 mM Normal bath potassium concentration
ε0 0.17 s−1 Oxygen diffusion rate
[Na+]gi 18 mM Glial intracellular sodium concentration
α 5.3 g/mol conversion factor
[O2]bath 32 mg/L Normal bath oxygen concentration
Ukcc2 0.3 mM/s Maximal KCC2 cotransporter strength
Unkcc1 0.1 mM/s Maximal NKCC1 cotransporter strength
σ 1000 s Conversion from seconds to miliseconds
D 3.8 ×10−5 mm2/s Diffusion coefficient of kbath
k0 5.5 mM resting value of kbath concentration
kth 11.8 mM threshold parameter




η4 60 mM−1 s−1
Table 1: Description, units and values of the model parameters.
2.2 Propagation of the depolarization wave
The cortical spreading depression is following a propagative disruption of the
brain hemostasis. To model the propagation of the depolarisation wave we
consider the extracellular bath potassium concentration (kbath) as the propa-

















+ η2 (kbath − k0)w
G(kbath, w) = η3 (kbath − k0 − η4w) ,
(11)
where D is the diffusion tensor, w is a recovery variable, η1, η2, η3, and η4
are parameters, while k0, kth, kp are the resting, threshold, and peak values of
the kbath concentration, respectively. System (11) is a modified version of the
Roger-McCulloch variant [29] to the Fitzhugh-Nagumo model [30]: the plateau
duration has been tuned in order for the Wei model described in the previous
section to reproduce the characteristic neuronal activation state during CSD,
with a resting condition around 12Hz, a brief period of intense firing in the
excited state, and a silencing period matching the duration of the neuron activity
disruption that follows the passage of the CSD (a few minutes, [7]). The coupled
PDE-ODE problem (11) is set on a computational domain Ω × (0, T ), Ω ⊂ Rd
(d = 1, 2, 3). A mathematically well posed problem is obtained by imposing
initial conditions k0bath(x) = kbath(0, x) and w
0(x) = w(0, x) in Ω and suitable
boundary conditions on ∂Ω: homogeneous Neumann boundary conditions are
imposed to model an isolated environment.
2.2.1 Numerical approximation
We discretise problem (11) by finite elements in space and finite differences
in time. Let Th be a regular triangulation of Ω ⊂ Rd (d = 1, 2, 3), namely
Ω =
⋃N
j=1Kj , where each Kj ∈ Th is the image of the reference element E,
through an invertible affine map TKj (Kj = TKj (E)). We define h as the
maximum diameter of the elements of the triangulation. The associated finite




ϕh ∈ C0(Ω) |ϕh|Kj ◦ TKj ∈ Pk(E)
}
,
where Pk(E) is the space of polynomials of degree at most k on E. In the
numerical simulation presented in this paper we use piecewise linear (k = 1)
elements.
A semi-discrete problem in space is then obtained by applying a Galerkin
procedure, using as finite dimensional space Vh = Xkh , and choosing a basis
for Vh. By letting {ϕi}i=1,..,Nh be the finite element basis, the semi-discrete
10








We define the semi-discrete unknown vectors kbath = [k1(t), . . . ,kNh(t)]T and
w = [w1(t), . . . ,wNh(t)]
T , and we introduce the symmetric mass, M = (mkl),












Numerical evaluation of the above integrals is obtained by means of a suitable
quadrature rule.





+ Skbath +M F (kbath,w) = 0, (12)





A fully discrete approximation of the problem is then obtained by integrat-
ing system (12)-(13) in time. For the sake of simplicity in presentation, we
consider a fixed time step ∆t, although time adaptive scheme can be considered
as well. Let thus tn = n∆t, for n = 0, . . . , Nt, be a discretisation of the time
interval (0, T ): we denote with superscript n the variables computed at time
tn. With these positions, we integrate in time system (12)-(13) by means of a
mixed implicit/explicit (IMEX) scheme: the linear diffusion term is discretized
implicitly, while the nonlinear reaction term F (kbath,w) is treated explicitly.
The mass matrix M can be lumped to diagonal form by standard techniques.
Owing to its peculiar form, the ODE for the recovery variable can be linearised
around kbath at the previous time step, and integrated exactly on (0,∆t).
This allows us to decouple the PDE-ODE system by solving with respect to
the recovery variable wn+1 first, given the potassium bath at the previous time












With this choice (notice that one could solve for kbath first and update succes-
sively the recovery variable), the IMEX method to approximate system (12)-(13)
requires to solve, at each time step, the linear system
(M + ∆t S)kn+1bath = Mk
n





3 Multiscale numerical approximation
The Cortical Spreading Depression propagates very slowly across the cortex
(around 20 minutes from back to front), while the electrophysiological dynamics
features a way faster temporal scale (in the order of the millisecond). As a
consequence, the coupled problem is inherently multiscale in time, posing a non
negligible computational challenge. The coupled system, given suitable initial
conditions (k0bath, w
0, U0, W 0) reads as follows:
∂kbath
∂t
= div (D∇kbath)− F (kbath, w) in Ω× (0, T )
∂w
∂t





= ΦU (U,W, kbath) in Ω× (0, T )
W = ΦW (U) in Ω× (0, T ).
(15)
In the above system, F (kbath, w) and G(kbath, w) are the ones defined in (11), U
andW are defined in (9), while σ = 1000 is the conversion factor to the temporal
scale of the electrophysiology. Due to the multiscale nature of the coupled sys-
tem, we structure the computations by propagating the systems with different
time steps, and synchronising them at the end of each slow time step. We denote
by ∆t the time step at which we integrate the propagative dynamics, and by
∆τ the time step at which we solve the electrophysiology. The system coupling
is unidirectional, as there is no feedback from the electrophysiological part to
the propagative part of the model. As a consequence, to go from tn to tn+1,
we propagate the pair (kbath, w) along one time step ∆t, we interpolate kbath
on (0,∆t) along the fine temporal scale ∆τ , and we solve for the electrophysi-
ological variables (U,W ). For simplicity in presentation, we assume a constant
ratio Nτ between the temporal discretization steps, namely we let ∆t = Nτ∆τ .
A variable ratio, following a time adaptive scheme in both components, can be
considered, with a little additional care in the proper choice of the synchroniza-
tion instants. Let tn = n∆t, for n = 0, . . . , Nt, be a discretisation of the time
interval (0, T ). We denote by knbath and wn the approximation of kbath and w
at time t = tn, and with Un,m and W n,m (m = 0, .., Nτ ) the approximation
of U and W , respectively, at time t = tn + m∆τ . The following pseudocode




k0bath ∈ RNh , w0 ∈ RNh , U
0,0 ∈ R12×Nh , W 0,0 ∈ R7×Nh
















Solve (M + ∆t S) kn+1bath = Mk
n
bath −∆tMFn+1h .
Interpolate between kn−1bath and k
n









knbath for m = 1, ..Nτ








Update W n,m = ΦW (Un,m)
end
end
For the sake of simplicity in the above pseudocode description, the time inte-
grator for the ODE system of electrophysiology is a Forward Euler method for
Un,m coupled with a linearization around the previous state of the algebraic un-
knowns W n,m−1, but other options (such as Backward Euler, Crank-Nicholson,
Runge-Kutta, or Multistep) are available, and can be further explored in order
to improve computational efficiency. If the temporal discretization is implicit,
one step of a Newton method is required to actually compute Un,m. This is
not the case for an explicit temporal discretization, but in that situation the
stiffness of the ODE system would rule the choice of the time step for the elec-
trophysiology.
4 Numerical simulations
In this section, to illustrate the model features, we present the numerical simula-
tion of a CSD propagation in a one dimensional and a two dimensional domain.
The numerical simulations of the multiscale coupled model are performed with
a self-developed code in Matlab (MathWorks Inc., Natick, MA), where we chose
a constant time step ∆t = 0.05 s for the propagation, and a constant time step
∆τ = 0.05ms for the electrophysiology, resulting in performing Nτ = 1000 elec-
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trophysiology steps within a propagative time step. The IMEX scheme described
in Sections 2.2.1 and 3 requires to solve a linear system associated with a lin-
ear parabolic system, for which a vast literature on preconditioning is available
[32]. The associated finite element matrix being symmetric, we solve system
(14) with a Conjugate Gradient (CG) method, preconditioned by Incomplete
Choleski factorization (IC), with pivoting and drop tolerance set at 10−6. Since
the coefficients do not change in time during the simulation, so does the finite
element matrix in (14): it is thus rentable to implement a low drop tolerance
in the IC factorization, as the same preconditioner will be used along the whole
CSD propagation. The stopping criterion for CG is set at 10−6, and a maximum
number of iteration is set at 60. The combined effect of the low drop tolerance
in the IC factorization, and the propagative nature of the solution of system
(14) entails that choosing as initial guess, at time tn+1, the solution at previous
time step knbath, the preconditioned CG converges in very few iterations. The
electrophysiology model is solved by an explicit Euler scheme.
Variable Value Unit Description
V -74.30 mV membrane potential
vi 1.4368×10−15 mm3 intracellular volume
vo vi/β0 mm3 extracellular volume
β0 7 intra-/extracellular volume ratio
[K+]o 4 mM extracellular potassium concentration
[K+]i 140 mM intracellular potassium concentration
[Na+]o 144 mM extracellular sodium concentration
[Na+]i 18 mM intracellular sodium concentration
[Cl−]o 130 mM extracellular chloride concentration
[Cl−]i 6 mM intracellular chloride concentration
[O2]o 29.3 mM extracellular oxygen concentration





Table 2: Initial conditions for the coupled multiscale model.
4.1 Measurable variables
Although the neuronal activity takes place at a millisecond timescale, the whole
CSD propagation event occurs at the larger timescale of the minute. In order
to be able to grasp the overall dynamics without resorting to the fine timescale
of the electrophysiology, we introduce two auxiliary variables allowing to track
the depolarisation wave at the time scale of seconds. The first quantity is the
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time (s)



















































Figure 1: 1D Test. Top: Profile of kbath at times t = 10 s, t = 20 s, and
t = 30 s, and the points x = 0.1, x = 0.5 (rectangles) and x = 0.75 (circle).
Middle: Temporal dynamics of the membrane potential V (in black) and its
maximum Vmax (in red) at points x = 0.1, x = 0.5. Bottom: Zoom at the
regions of intense firing, and slow recovering of firing at the end of the CSD
induced activity disruption.
maximum membrane potential in a given point x, defined, at each second t, as
Vmax(x, t) = max
s∈[t−1,t]
V (x, s), (16)
a commonly measured quantity also by experimentalists (see, e.g., [7, 14]). An-
other common way to characterise the neuronal activity is through its spiking
frequency (in Hz), which is naturally defined at the second timescale. We denote
by φ(x, t) the spiking frequency in a given point x, during the interval [t− 1, t].
4.2 1D propagation
In the first example, we consider a one dimensional domain Ω = (0, 1). We
consider a uniform diffusion coefficient for kbath, D = 5 × 10−4, as well as ho-
mogeneous Neumann boundary conditions to model an isolated environment.
We consider a uniform spatial mesh with characteristic size h = 0.01, and uni-
form time steps ∆t = 0.05 s for the propagative part, and ∆τ = 0.05ms for the
electrophysiology. We initialize the problem by imposing kbath = 64 in the left
extreme of the interval, and we simulate the propagation of CSD towards the
right. The other initial conditions are reported in Table 2.
In Figure 1 (top) we show the propagation in space of kbath by plotting its
profile at 3 different time steps (t = 10 s, t = 20 s, and t = 30 s), as well as
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Figure 2: 1D Test. Temporal dynamics in x = 0.75. Top: kbath, membrane
potential maximum Vmax, and frequency φ. Middle: membrane potential V ,
extracellular potassium [K+]o, and intracellular sodium [Na+]i. Bottom: intra-
cellular chlorine [Cl+]i, extracellular potassium [O2]o, and intra to extracellular
volume ratio β.
(middle) the temporal evolution of the membrane potential and its maximum
Vmax in the two points x = 0.1 and x = 0.5 (identified by green rectangles in the
top row). The different times of CSD onset that follow the kbath propagation
can be appreciated. We also highlight (bottom) the regions of high, intense,
firing that initiates the CSD, and the slow recover of firing activity at the end
of the neuronal activity disruption. The silencing period (around 130sec) is
compatible with reported values in literature [7, 14].
In Figure 2 we show the temporal evolution of kbath, the maximummembrane
potential Vmax, the spiking frequency φ, the membrane potential, the ionic
concentrations, oxygen concentration, and intra to extracellular volume ratio β,
at point x = 0.75 (highlighted by a green circle in Figure 1, top).
4.3 2D propagation
In the second example, we consider as two dimensional domain the unit square
Ω = (0, 1) × (0, 1). We consider a uniform diffusion coefficient for kbath, D =
5 × 10−4, and homogeneous Neumann boundary conditions. We discretize Ω
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Figure 3: 2D Test.Temporal evolution of the membrane potential maximum
Vmax and spiking frequency φ at times t = 5 s, t =50 s, t =138 s, and t =280 s.
Figure 4: 2D Test. Profile of kbath at time t = 5 s, and the temporal evolution
of the electrophysiological variables in points (x, y) = (0.5, 0.5) and (x, y) =
(0.05, 0.05).
in space with an unstructured mesh with characteristic size h = 0.01, and
chose uniform time steps for both the propagative part, ∆t = 0.05 s, and for
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the electrophysiology, ∆τ = 0.05ms. We simulate a CSD propagating from
the center of the domain, where we initially impose kbath = 64, and run the
simulation for 360 seconds. The other initial conditions are reported in Table 2.
In Figure 3 we plot the maximum of the action potential Vmax and the frequency
φ at four different times, t = 5 s, t =50 s, t =138 s, and t =280 s.
In Figure 4, we plot the kbath distribution at t = 5 s, and the whole temporal
dynamics in the points (x, y) = (0.5, 0.5) and (x, y) = (0.05, 0.05).
5 Conclusions
We introduced here a multiscale coupled PDE-ODE model to simulate the prop-
agation of a Cortical Spreading Depression with electrophysiological detail. The
electrophysiological model proposed in [23] is paired with the propagative model
for the extracellular potassium introduced by the authors in [18, 19]. The de-
tailed description of the electrophysiological activity, provides a major improve-
ment of the modeling accuracy, at the cost of an additional computational effort.
The use of more effective ODE solvers within the propagative time steps is an-
ticipated to significantly reduce the computational cost of the overall procedure,
and will be investigated. In addition, the proposed model can be extended for
tackling more complex problems. CSD has been experimentally demonstrated
in animal models, but its evidence in humans is so far limited to indirect as-
sessments, such as the migraine aura itself and a spreading oligemia (a cerebral
blood flow reduction observed during the migraine attack, that follows the CSD
expected pattern). In this direction, we plan to combine the proposed multiscale
model with a metabolic one [33] to gain further insight on the systemic effects
of CSD, such as the onset of a lactate wave following its passage, that has been
observed in some experimental studies on mice [34].
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