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Removal of erasing rules
a b s t r a c t
This paper establishes a workspace theorem in terms of regular-controlled (context-free)
grammars. It proves that, if, for a regular-controlled grammar H , there is a positive integer
k such that H generates every sentence y ∈ L(H) by a derivation in which every sentential
form x contains atmost (k−1)|x|/k occurrences of nonterminals that are erased throughout
the rest of the derivation, where |x| denotes the length of x, then the language of H is
generated by a propagating regular-controlled grammar. An analogicalworkspace theorem
is demonstrated for regular-controlled grammars with appearance checking. The paper
provides an algorithm that removes all erasing rules from any regular-controlled grammar
(possibly with appearance checking) that satisfies the workspace condition above without
affecting the generated language. In its conclusion, the paper points out a relationship of
the workspace theorems to other areas of formal language theory.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Indisputably, the workspace theorem for phrase-structure grammars fulfills a crucially important role in the grammat-
ically oriented theory of formal languages as a whole (see Theorem III.10.1 in [1]). Indeed, it represents a powerful tool to
demonstrate that if a phrase-structure grammar H generates each of its sentences by a derivation satisfying a linear length-
limited condition (specifically, this condition requires that there is a positive integer k such that H generates every sentence
y ∈ L(H) by a derivation in which every sentential form x satisfies |x| ≤ k|y|), then L(H) is context sensitive. That is, L(H) is
generated by a context-sensitive grammar,which has no erasing rules, and each of its derivations of nonemptywords has the
property that the length of words increases monotonically as follows from its definition (see page 730 in [2]). Considering
this significant theorem, it is obvious that establishing similar workspace theorems for other types of grammar may be use-
ful to formal language theory aswell (for instance, regarding accepting programmed grammars, someworkspace arguments
have been considered in [3]). This paper presents two new workspace theorems of this kind in terms of regular-controlled
context-free grammars or, more briefly, regular-controlled grammars with or without appearance checking (throughout
this paper, these grammars are always based upon context-free rules, as in [4]).
More specifically, let H be a regular-controlled grammar. If there is a positive integer k such that H generates every
sentence y ∈ L(H) by a derivation in which every sentential form x satisfies a linear length-limited condition, then L(H)
is generated by a propagating regular-controlled grammar H ′. To be exact, if for every sentence y ∈ L(H), there exists a
constant k and a derivation such that every sentential form x in the derivation contains at most (k − 1)|x|/k occurrences
of nonterminals that are erased throughout the rest of the derivation, then L(H) is generated by a propagating regular-
controlled grammar H ′. Consequently, the language family of all the languages generated by regular-controlled grammars
satisfying the above condition is properly included in the family of context-sensitive languages, because the latter properly
contains the language family generated by propagating regular-controlled grammars (see Theorem 1 in [5]). The paper also
gives an analogical workspace theorem in terms of regular-controlled grammars with appearance checking.
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Let us sketch a significance of these new workspace theorems in terms of the theory of regulated grammars (see
[4–6] and Chapter V in [1] for a highlight of crucially important results). Although this theory has established their
fundamental properties, it still represents a vividly discussed area of formal language theory, as demonstrated by several
recent studies, such as [7–16]. Indeed, there still remain some crucially significant open problems concerning these
grammars, including the exact effect of erasing rules to the generative power of some regulated grammars (see [5]). Observe
that the workspace theorems imply that erasing rules do not effect the power of regular-controlled grammars satisfying the
workspace condition described above, so this theory can narrow its future investigation concerning this problem only to the
grammars in which this condition is not satisfied.
The paper is organized as follows. First, Sections 2 and 3 give all the necessary terminology. Then, Section 4 establishes
a workspace theorem for regular-controlled grammars and a workspace theorem for regular-controlled grammars with
appearance checking. It also explains how to remove all erasing rules from any regular-controlled grammar (with or
without appearance checking) that satisfies theworkspace condition abovewithout affecting the language that the grammar
generates. Section 5, which closes this paper, relates its key results to other areas of the theory of formal languages and
automata. It also formulates several open problems.
2. Preliminaries
This paper assumes that the reader is familiar with the theory of formal languages (see [2,1]), including the theory of
regulated rewriting (see [4–6]). For a set Q , card(Q ) denotes the cardinality ofQ . For a finite set of integers I , max(I) denotes
the greatest integer in I . For any rational number i, floor(i) denotes the greatest integer smaller than or equal to i. For an
alphabet V , V ∗ represents the free monoid generated by V under the operation of concatenation. The unit of V ∗ is denoted
by ε. Set V+ = V ∗ − {ε}; algebraically, V+ is thus the free semigroup generated by V under the operation of concatenation.
For w ∈ V ∗, |w| denotes the length of w, and alph(w) denotes the set of symbols occurring in w. Let w = a1a2 · · · an with
ai ∈ V , for all i, 1 ≤ i ≤ n, for some n ≥ 0 (the case when n = 0 means that w = ε). The set of all permutations of w,
perm(w), is defined as perm(w) = {b1b2 · · · bn | bi ∈ alph(w), for all i, 1 ≤ i ≤ n, and (b1, b2, . . . , bn) is a permutation of
(a1, a2, . . . , an)}.
A deterministic finite automaton is a quintuple,M = (Q ,Σ , δ, s, F), where Q is a finite set,Σ is an alphabet, δ is a function
from Q × Σ to Q , s ∈ Q , and F ⊆ Q . The components Q , Σ , δ, s, and F are called the set of states, the input alphabet, the
transition function, the initial state, and the set of final states, respectively. Without any loss of generality, we assume that δ
is total. The relation of a direct move, symbolically denoted by ⊢, is defined as follows: if (p, ax), (q, x) ∈ Q × Σ∗, a ∈ Σ ,
and δ(p, a) = q, then (p, ax) ⊢ (q, x) inM . Let ⊢∗ denote the reflexive-transitive closure of ⊢. The language of M is denoted
by L(M) and defined as L(M) = {w ∈ Σ+ | (s, w) ⊢∗ (f , ε), f ∈ F}.
A context-free grammar is a quadruple, G = (N , T , P , S), where N and T are two disjoint alphabets, S ∈ N , and
P ⊆ N × (N ∪ T )∗ is a finite relation. Set V = N ∪ T . The components V , N , T , P , and S are called the total alphabet, the
alphabet of nonterminals, the alphabet of terminals, the set of rules, and the start symbol, respectively. Each rule (A, y) ∈ P is
written as A → y throughout this paper. If u, v ∈ V ∗ and A → y ∈ P , then uAv ⇒ uyv in G according to A → y. Let⇒n and
⇒∗ denote the nth power of⇒, for some n ≥ 0, and the reflexive-transitive closure of⇒, respectively. The language of G
is denoted by L(G) and defined as L(G) = {w ∈ T+ | S ⇒∗ w}. G is said to be propagating if every rule A → y ∈ P satisfies
y ∈ V+. Rules of the form A → ε are called erasing rules.
Convention 1. For any context-free grammar, G = (N, T , P, S), we automatically assume that V denotes its total alphabet:
V = N ∪ T . 
Let G = (N , T , P , S) be a context-free grammar. For any A ⇒∗ w, where A ∈ N and w ∈ V ∗, ∆(A ⇒∗ w) denotes
its corresponding derivation tree. Regarding derivation trees and related notions, we use the terminology of Section 5.1.1
in [2]. A derivation subtree whose frontier is ε is called an ε-subtree. Let S ⇒∗ w in G be of the form S ⇒∗ yxz ⇒∗ w,
where y, z ∈ V ∗, w ∈ L(G), and x ∈ N∗. We write S ⇒∗ y εx z ⇒∗ w to express that either (1) x = ε or (2) all subtrees in
∆(S ⇒∗ w) rooted at the symbols in x are ε-subtrees; informally, this means that x is erased in the rest of the derivation.
Let G = (N , T , P , S) be a context-free grammar. Let Ψ be a set of symbols called rule labels such that card(Ψ ) = card(P),
and let ψ be a bijection from P to Ψ . For simplicity and brevity, to express that ψ maps a rule, A → x ∈ P , to r , where
r ∈ Ψ , we write r : A → x ∈ P; in other words, r : A → x means that ψ(A → x) = r . Let P∗ and Ψ ∗ denote the
set of all sequences of rules from P and the set of all sequences of rule labels from Ψ , respectively. As with strings, we
omit all separating commas in these sequences. In the standard way, we extend ψ from P to P∗; that is, ψ(ε) = ε and
ψ(t1t2 · · · tn) = ψ(t1)ψ(t2) · · ·ψ(tn), where n ≥ 1. Let w0, w1, . . . , wn be a sequence, where wi ∈ V ∗, for all i, 0 ≤ i ≤ n,
for some n ≥ 0. Ifwj−1 ⇒ wj in G according to tj ∈ P , for all j, 1 ≤ j ≤ n, then we writew0 ⇒∗ wn [ψ(t1t2 · · · tn)].
Convention 2. For any context-free grammar, G = (N , T , P , S), we write G = (N , T , Ψ , P , S) instead, where Ψ is the set of
rule labels of G as defined above. 
A regular-controlled (context-free) grammar (see page 97 in [6] and page 251 in [5]) is a pair, H = (G,Ξ), where G = (N ,
T , Ψ , P , S) is a context-free grammar and Ξ ⊆ Ψ ∗ is a regular control language. The language generated by H is denoted by
L(H) and defined as L(H) = {w ∈ T+ | S ⇒∗ w [ϱ]with ϱ ∈ Ξ}. If G is propagating, then H is said to be propagating.
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A regular-controlled (context-free) grammar with appearance checking (see page 97 in [6] and page 251 in [5]) is a triplet,
H = (G, Ξ ,W ), where G and Ξ are defined as in a regular controlled grammar, and W ⊆ Ψ is an appearance checking set.
We say that x ∈ V+ directly derives y ∈ V ∗ withW in G according to r : A → w ∈ P , symbolically written as x ⇒ac(W ) y [r],
if one of the following conditions holds: (1) x = x1Ax2 and y = x1wx2 or (2) A /∈ alph(x), r ∈ W , and x = y. In the standard
manner, we extend⇒ac(W ) to⇒nac(W ), where n ≥ 0; then, based on⇒nac(W ), we define⇒∗ac(W ) and⇒+ac(W ). The language
generated by H is denoted by L(H) and defined as L(H) = {w ∈ T+ | S ⇒∗ac(W ) w [ϱ] with ϱ ∈ Ξ}. If G is propagating, then
H is said to be propagating. Notice that, ifW = ∅, then H is a regular-controlled grammar (without appearance checking).
Throughout the rest of this paper, the language families under discussion are denoted in the followingway. By CF, CS, and
RE, we denote the families of context-free languages, context-sensitive languages, and recursively enumerable languages,
respectively. By rC, rCac , rC−ε , and rC−εac , we denote the families of languages generated by regular-controlled grammars,
regular-controlled grammars with appearance checking, propagating regular-controlled grammars, and propagating
regular-controlled grammars with appearance checking, respectively.
3. Definitions and examples
In this section, we define the key notions of this paper and illustrate them by examples.
Definition 1. Let H = (G,Ξ ,W ) be a regular-controlled grammar with appearance checking, where G = (N , T ,Ψ , P , S). Let
D : S ⇒ac(W ) x1 ⇒ac(W ) x2 ⇒ac(W ) · · · ⇒ac(W ) xn = y [ϱ]
be a derivation in G, where xi ∈ V ∗, for all i, 1 ≤ i ≤ n, for some n ≥ 1, y ∈ L(H), and ϱ ∈ Ξ ; then, the workspace of D
is denoted by WSH(D) and defined as the smallest integer k satisfying that, in ∆(D), there are at most floor((k − 1)|x|/k)
ε-subtrees rooted at the symbols of xi, for all i. For y ∈ L(H), the workspace of y is denoted by WSH(y) and defined as the
smallest integer in
WSH(D) |D : S ⇒∗ac(W ) y [ϱ] is a derivation in G, ϱ ∈ Ξ

.
If there exists a positive integer k such that, for all y ∈ L(H), WSH(y) ≤ k, then H generates L(H) within a k-limited
workspace, symbolically written as k -limWSH(L(H)). 
Next, we illustrate Definition 1 by two examples of regular-controlled grammars without appearance checking.
Example 1. Let H = (G, Ξ) be a regular-controlled grammar, where G = ({S, A, B, C}, {a, b, c}, {r1, r2, . . . , r7}, P , S),
P = {r1 : S → ABC, r2 : A → aA, r3 : B → bB, r4 : C → cC, r5 : A → ε, r6 : B → ε, r7 : C → ε}, and
Ξ = {r1}{r2r3r4}∗{r5r6r7}. In every successful derivation, r1 is applied first. Then, r2, r3, and r4 are applied n times, for
some n ≥ 0. The derivation is completed by applying r5, r6, and r7. Clearly, H generates the non-context-free language
{anbncn | n ≥ 1}.
Observe that, for every anbncn ∈ L(H), where n ≥ 1, there exists a derivation D of the form D : S ⇒∗ anAbnBcnC ⇒3
anbncn [ϱ] with ϱ ∈ Ξ . Notice that WSH(D) cannot be equal to 1, because this would imply that no erasures are ever
performed. However, observe that WSH(D) = 2 and, furthermore, 2 -limWSH(L(H)), because every sentential form x in D
satisfies that, in ∆(D), there are at most floor((2 − 1)|x|/2) = floor(|x|/2) ε-subtrees rooted at the symbols of x. In other
words, no more than half of all symbols in any sentential form in D are erased. 
Example 2. Let H = (G, Ξ) be a regular-controlled grammar, where G = ({S}, {a}, {r1, r2, r3}, P , S), P = {r1 : S → SS, r2 :
S → a, r3 : S → ε}, andΞ = {r1}∗{r2}∗{r3}∗. Clearly, L(H) = {an | n ≥ 1}.
Observe that, even though there is a derivation of the form S ⇒∗ Sm+p+1 ⇒ SmaSp ⇒∗ a [ϱ], where ϱ ∈ Ξ , for any
m, p ≥ 0, it holds that 1 -limWSH(L(H)). Indeed, for every an ∈ L(H), where n ≥ 1, there exists a derivation of the form
S ⇒∗ Sn ⇒∗ an [ϱ]with ϱ ∈ Ξ , where no erasing rules are used. 
4. Results
The following algorithmconverts any regular-controlled grammarwith appearance checkingH satisfying k -limWSH(L(H)),
for some k ≥ 1, to an equivalent propagating regular-controlled grammar with appearance checking H ′. To give an insight
into this conversion, we first explain the fundamental idea underlying this algorithm.H ′ uses two-component nonterminals
of the form ⟨Z, z⟩, in which Z is a symbol and z is a string of no more than k+ g nonterminals, where g is the length of the
longest right-hand side of a rule. To explain the meaning of these two components in ⟨Z, z⟩, Z is a symbol that is not erased
during the derivation, while z is a string of nonterminals that are erased. H ′ selects Z and z in a non-deterministic way so
all possible selections of these two components are covered.
At any time, H ′ can move the nonterminals between the second components, because these nonterminals are to be
erased anyway, so it is completely irrelevant where they occur in the sentential forms. In addition, by Definition 1, there is
always enough space to accommodate all these to-be-erased nonterminals in the second components of all nonterminals.
Otherwise, as already pointed out, the algorithm uses the first components to simulate rewriting symbols that H does
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not erase during derivation, while the simulation of rewriting nonterminals that H erases is performed in the second
components.
Let us point out that the algorithmmakes no predetermination of nonterminals fromwhich ε can be derived as opposed
to most standard methods of removing erasing rules, including the standard removal of erasing rules from context-free
grammars (see, for instance, Section 5.1.3.2 in [2]). Indeed, if the output grammar improperly extends the second component
of a two-component nonterminal by a nonterminal that is not erased throughout the rest of the derivation, then this
occurrence of the nonterminal never disappears in this component, so a terminal string cannot be generated under this
improper selection.
Algorithm 1. Elimination of erasing rules from any regular-controlled grammar with appearance checking H satisfying
k -limWSH(L(H)), for some k ≥ 1.
Input: A context-free grammar, G = (N , T , Ψ , P , S), a deterministic finite automaton, M = (Q , Ψ , δ, s, F), and an
appearance checking set, W ⊆ Ψ , such that k -limWSH(L(H)), for some k ≥ 1, where H = (G, L(M), W ) is a
regular-controlled grammar with appearance checking.
Output: A propagating context-free grammar, G′ = (N ′, T , Ψ ′, P ′, S ′), a deterministic finite automaton,M ′ = (Q ′, Ψ ′, δ′, s,
F), and an appearance checking set,W ′ ⊆ Ψ ′, such that L(H ′) = L(H), whereH ′ = (G′, L(M ′),W ′) is a propagating
regular-controlled grammar with appearance checking.
Note: In what follows, brackets ⟨, ⟩, ⌊, ⌋, ⌈, and ⌉ are used to clearly unite more symbols into a single compound symbol.
Without any loss of generality, we assume that⊥ /∈ Q .
Method: Set V = N ∪ T and k′ = k+max({|y| | A → y ∈ P}). Initially, set
N ′ = {⟨Z, z⟩ | Z ∈ V , z ∈ N∗, 0 ≤ |z| ≤ k′} ∪ N;
S ′ = ⟨S, ε⟩;
Ψ ′ = {⌊⟨a, ε⟩ → a⌋ | a ∈ T };
P ′ = {⌊⟨a, ε⟩ → a⌋ : ⟨a, ε⟩ → a | a ∈ T };
Q ′ = Q ∪ {⊥};
δ′ = {(f , ⌊⟨a, ε⟩ → a⌋, f ) | f ∈ F , a ∈ T };
W ′ = ∅.
Repeat (1) through (4), given next, until none of the sets Ψ ′, P ′, Q ′, δ′, andW ′ can be extended in this way.
(1) If r : A → y0Y1y1Y2y2 · · · Ymym ∈ P and ⟨A, z⟩, ⟨Y1, zy0y1 · · · ym⟩ ∈ N ′, where yi ∈ N∗, Yj ∈ V , for all i and j,
0 ≤ i ≤ m, 1 ≤ j ≤ m, for somem ≥ 1
then
(1.1) add t = ⌊r, z, y0, Y1y1, Y2y2, . . . , Ymym⌋ to Ψ ′;
(1.2) add t : ⟨A, z⟩ → ⟨Y1, zy0y1 · · · ym⟩⟨Y2, ε⟩ · · · ⟨Ym, ε⟩ to P ′;
(1.3) for each (p, r, q) ∈ δ, add (p, t, q) to δ′.
(2) If r : A → y ∈ P and ⟨X, uAv⟩, ⟨X, uyv⟩ ∈ N ′, where u, v, y ∈ N∗
then
(2.1) add t = ⌊X, uAv, uyv, r⌋ to Ψ ′;
(2.2) add t : ⟨X, uAv⟩ → ⟨X, uyv⟩ to P ′;
(2.3) for each (p, r, q) ∈ δ, add (p, t, q) to δ′.
(3) If ⟨X, uAv⟩, ⟨Y , y⟩, ⟨Y , yA⟩ ∈ N ′, where A ∈ N , u, v, y ∈ N∗
then
(3.1) add t1 = ⌊1, X, uA, v, Yy⌋ and t2 = ⌊2, X, uA, v, Yy⌋ to Ψ ′;
(3.2) add t1 : ⟨X, uAv⟩ → ⟨X, uv⟩ and t2 : ⟨Y , y⟩ → ⟨Y , yA⟩ to P ′;
(3.3) for each p ∈ Q , add q = ⌈p, t1, t2⌉ to Q ′ and add (p, t1, q) and (q, t2, p) to δ′.
(4) If r : A → y ∈ P such that r ∈ W and (p, r, q) ∈ δ, y ∈ V ∗, p, q ∈ Q
then
(4.1) add t1, t2, . . . , tm to Ψ ′ and toW ′, where ti = ⌊r, Ai⌋, for all i, 1 ≤ i ≤ m, and A1 through Am are all
nonterminals from N ′ of the form ⟨X, uAv⟩ or ⟨A, u′⟩, X ∈ V , u, v, u′ ∈ N∗, for somem ≥ 1;
(4.2) add t1 : A1 → Ay, t2 : A2 → Ay, . . . , tm : Am → Ay to P ′;
(4.3) for every j, 1 ≤ j ≤ m− 1, add qj = ⌈r, p, tj, q⌉ to Q ′, and add (p, t1, q1), (q1, t2, q2), . . . , (qm−1, tm,
q) to δ′.
For each p ∈ Q ′ and t ∈ Ψ ′ such that (p, t, q) /∈ δ′ for any q ∈ Q ′, add (p, t,⊥) to δ′. For each t ∈ Ψ ′, add
(⊥, t,⊥) to δ′. 
Before verifying Algorithm 1 rigorously, we informally sketch the meaning of rules introduced in (1) through (4) and
illustrate the algorithm by an example.
Rules introduced in (1) are used to simulate rewriting nonterminals that G does not erase during derivation. Simulation
of rewriting nonterminals that G erases is performed by rules introduced in (2). The movement of nonterminals between
the second components is done by rules introduced in (3). Rules from (4) handle the simulation of rules in the appearance
checking mode as follows. To simulate r : A → y ∈ P , r ∈ W , G′ has to make sure that A does not appear in any of the two
component nonterminals in the current sentential form. If it does, then no string of terminals can be obtained. Indeed, if a
rule from (4) is not applied in the appearance checking mode, the generated nonterminals cannot be rewritten to terminals,
because there are no rules with nonterminals from N on their left-hand sides in P ′.
Finally, notice that the very last step of Algorithm 1 makes the transition function δ′ total.
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Example 3. Consider H = (G, Ξ) from Example 1. Let M = (Q , Ψ , δ, s, F) be a deterministic finite automaton such that
L(M) = Ξ . SetW = ∅.
WithG,M , andW as input, Algorithm1produces a propagating context-free grammarG′, a deterministic finite automaton
M ′, and an appearance checking set W ′, whose definition is left to the reader (notice that W ′ = ∅). We only describe the
derivations of abc in G and in G′. That is, for S ⇒ ABC [r1] ⇒ aABC [r2] ⇒ aAbBC [r3] ⇒ aAbBcC [r4] ⇒ abBcC [r5] ⇒
abcC [r6] ⇒ abc [r7] in G, one of the corresponding derivations in G′ is
⟨S, ε⟩ ⇒ ⟨A, ε⟩⟨B, ε⟩⟨C, ε⟩ [⌊r1, ε, ε, A, B, C⌋]
⇒ ⟨a, A⟩⟨B, ε⟩⟨C, ε⟩ [⌊r2, ε, ε, aA⌋]
⇒ ⟨a, A⟩⟨b, B⟩⟨C, ε⟩ [⌊r3, ε, ε, bB⌋]
⇒ ⟨a, A⟩⟨b, B⟩⟨c, C⟩ [⌊r4, ε, ε, cC⌋]
⇒ ⟨a, ε⟩⟨b, B⟩⟨c, C⟩ [⌊a, A, ε, r5⌋]
⇒ ⟨a, ε⟩⟨b, ε⟩⟨c, C⟩ [⌊b, B, ε, r6⌋]
⇒ ⟨a, ε⟩⟨b, ε⟩⟨c, ε⟩ [⌊c, C, ε, r7⌋]
⇒ a⟨b, ε⟩⟨c, ε⟩ [⌊⟨a, ε⟩ → a⌋]
⇒ ab⟨c, ε⟩ [⌊⟨b, ε⟩ → b⌋]
⇒ abc [⌊⟨c, ε⟩ → c⌋]. 
Lemma 1. Algorithm 1 is correct.
Proof. Clearly, the algorithm always halts. Since P ′ does not contain any erasing rules, G′ is propagating. To show that
L(H ′) = L(H), we first introduce some mathematical notions needed later in the proof.
Define the function D from Ψ ∗ to Q as D(w) = p if and only if (s, w) ⊢∗ (p, ε) in M , where s is the start state of M .
Define the functionD′ from Ψ ′∗ to Q ′ asD′(w) = p if and only if (s, w) ⊢∗ (p, ε) inM ′, where s is the start state ofM ′. Set
V ′ = N ′ ∪ T .
Next, we prove six claims. Claims 1, 2 and 4 are used to improve the readability of the rest of the proof. Claim 5 shows how
derivations of G are simulated by G′. Claim 6 shows the reverse; that is, it demonstrates how derivations of G′ are simulated
by G. Claims 3, 5 and 6 are then used to establish L(H ′) = L(H).
The first claim explains the role of⊥. That is, onceM ′ occurs in⊥,M ′ cannot accept its input.
Claim 1. Let ⟨S, ε⟩ ⇒∗ac(W ′) x [γ ] in G′, where x ∈ V ′+, such that D′(γ ) = ⊥. Then, there is no χ ∈ Ψ ′∗ such that
⟨S, ε⟩ ⇒∗ac(W ′) x [γ ] ⇒∗ac(W ′) y [χ ] in G′ with y ∈ L(H ′).
Proof. Let ⟨S, ε⟩ ⇒∗ac(W ′) x [γ ] in G′, where x ∈ V ′+, such thatD′(γ ) = ⊥. Since⊥ /∈ F and δ′(⊥, t) = ⊥, for all t ∈ Ψ ′, by
the very last step of the algorithm, this claim holds. 
Claim 2 shows that G′ can always move nonterminals from N between the second components of its compound
nonterminals.
Claim 2. Let ⟨S, ε⟩ ⇒∗ac(W ′) ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xh, uh⟩ [γ ] in G′, where ui ∈ N∗, Xi ∈ V , for all i, 1 ≤ i ≤ h, for some h ≥ 1,
such that |u1u2 · · · uh| < hk′ and D′(γ ) ∈ Q . Then, ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xh, uh⟩ ⇒∗ac(W ′) ⟨X1, v1⟩⟨X2, v2⟩ · · · ⟨Xh, vh⟩ [χ ] in G′
for any v1v2 · · · vh ∈ perm(u1u2 · · · uh) such thatD′(γ χ) = D′(γ ).
Proof. Let ⟨S, ε⟩ ⇒∗ac(W ′) ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xh, uh⟩ [γ ] in G′, where ui ∈ N∗, Xi ∈ V , for all i, 1 ≤ i ≤ h, for some h ≥ 1,
such that |u1u2 · · · uh| < hk′ andD′(γ ) ∈ Q . Since |u1u2 · · · uh| < hk′, there has to be at least one nonterminal ⟨Xj, uj⟩with
|uj| < k′, for some j, 1 ≤ j ≤ h. By (3.2) in the algorithm, P ′ contains rules of the form t1 : ⟨Y , y1Ay2⟩ → ⟨Y , y1y2⟩
and t2 : ⟨Z, z⟩ → ⟨Z, zA⟩, where Y , Z ∈ V , A ∈ N , and y1, y2, z ∈ N∗. Observe that, by using rules of this form,
it is possible to consecutively derive ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xh, uh⟩ ⇒∗ac(W ′) ⟨X1, v1⟩⟨X2, v2⟩ · · · ⟨Xh, vh⟩ [χ ] in G′ for any
v1v2 · · · vh ∈ perm(u1u2 · · · uh). Let p = D′(γ ) and q = ⌈p, t1, t2⌉. By (3.3) in the algorithm, δ′(p, t1) = q and δ′(q, t2) = p,
soD′(γ χ) = D′(γ ). Therefore, the claim holds. 
Claim 3 shows that, in G′, every derivation of any y ∈ L(H ′) can be expressed as a two-part derivation. In the first part,
every occurring symbol is a two-component nonterminal. In the second part, only the rules of the form ⟨a, ε⟩ → a, where
a ∈ T , are used.
Claim 3. Let ⟨S, ε⟩ ⇒∗ac(W ′) y [γ ] in G′, where y ∈ T+, such that γ ∈ L(M ′). Then, ⟨S, ε⟩ ⇒∗ac(W ′) x [γ1] ⇒∗ac(W ′) y [γ2] in G′,
where x ∈ (N ′ − N)+, such that γ1γ2 ∈ L(M ′), and, during x ⇒∗ac(W ′) y [γ2], only rules of the form ⟨a, ε⟩ → a, a ∈ T , are used.
Proof. Let ⟨S, ε⟩ ⇒∗ac(W ′) y [γ ] in G′, where y ∈ T+, such that γ ∈ L(M ′). By the initialization part of the algorithm,
⌊⟨a, ε⟩ → a⌋ : ⟨a, ε⟩ → a ∈ P ′ and δ′(f , ⌊⟨a, ε⟩ → a⌋) = f , for all f ∈ F and for all a ∈ T . Let p = D′(γ ). Since γ ∈ L(M ′),
p ∈ F . Based on these observations, we can always rearrange all the applications of the rules occurring in ⟨S, ε⟩ ⇒∗ac(W ′) y
so the claim holds. A fully rigorous proof is left to the reader. 
Claim 4 shows that, after the first part of the derivation described in Claim 3 is completed, G′ can generate y ∈ L(H ′) if
and only if the sequence of rules used during the derivation satisfies the condition described in Claim 4.
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Claim 4. Let ⟨S, ε⟩ ⇒∗ac(W ′) ⟨X1, ε⟩⟨X2, ε⟩ · · · ⟨Xh, ε⟩ [γ ] in G′ such that Xi ∈ T , for all i, 1 ≤ i ≤ h, for some h ≥ 1. Then,
X1X2 · · · Xh ∈ L(H ′) if and only ifD′(γ ) ∈ F .
Proof. Let ⟨S, ε⟩ ⇒∗ac(W ′) ⟨X1, ε⟩⟨X2, ε⟩ · · · ⟨Xh, ε⟩ [γ ] in G′ such that Xi ∈ T , for all i, 1 ≤ i ≤ h, for some h ≥ 1. By the
initialization part of the algorithm, ⌊⟨Xi, ε⟩ → Xi⌋ : ⟨Xi, ε⟩ → Xi ∈ P ′, for all i, 1 ≤ i ≤ h, so ⟨X1, ε⟩⟨X2, ε⟩ · · · ⟨Xh, ε⟩ ⇒hac(W ′)
X1X2 · · · Xh [χ ] in G′. Let p = D′(γ ). Since δ′(f , ⌊⟨Xi, ε⟩ → Xi⌋) = f by the initialization part of the algorithm, for all i,
1 ≤ i ≤ h, and for all f ∈ F , and there is no t : ⟨a, ε⟩ → a ∈ P ′, where a ∈ T , such that δ′(p, t) ≠ p,D′(γ χ) ∈ F if and only
ifD′(γ ) ∈ F . Therefore, X1X2 · · · Xh ∈ L(H ′) if and only ifD′(γ ) ∈ F , so the claim holds. 
Claim 5 shows how derivations of G are simulated by G′. Since k -limWSH(L(H)), we only describe the simulation of
derivations D of z ∈ L(H) satisfyingWSH(D) ≤ k. This claim is used to prove that L(H) ⊆ L(H ′) later in this proof. Recall that
the meaning of εx is defined in Section 2.
Claim 5. If D : S ⇒nac(W ) εx0X1εx1X2εx2 · · · Xhεxh [α] ⇒∗ac(W ) z is a derivation in G satisfying WSH(D) ≤ k, where z ∈ L(H), xi ∈
N∗, Xj ∈ V , for all i and j, 0 ≤ i ≤ h, 1 ≤ j ≤ h, for some n ≥ 0 and h ≥ 1, then ⟨S, ε⟩ ⇒∗ac(W ′) ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xh, uh⟩ [γ ]
in G′, where u1u2 · · · uh ∈ perm(x0x1 · · · xh) andD′(γ ) = D(α).
Proof. This claim is established by induction on n, n ≥ 0.
Basis: Let n = 0. Then, for S ⇒0ac(W ) S ⇒∗ac(W ) z in G, where z ∈ L(H), there is ⟨S, ε⟩ ⇒0ac(W ′) ⟨S, ε⟩ in G′ satisfying both
conditions of the claim, so the basis holds.
Induction Hypothesis: Suppose that the claim holds for all derivations of length l or less, where l ≤ n, for some n ≥ 0.
Induction Step: Consider any derivation D : S ⇒n+1ac(W ) w ⇒∗ac(W ) z in G, where w ∈ V+ and z ∈ L(H), satisfying
WSH(D) ≤ k. Since n+ 1 ≥ 1, this derivation can be expressed as S ⇒nac(W ) x [α] ⇒ac(W ) w [r] ⇒∗ac(W ) z, for some x ∈ V+.
Let x = εx0X1εx1X2εx2 · · · Xhεxh, where xi ∈ N∗, Xj ∈ V , for all i and j, 0 ≤ i ≤ h, 1 ≤ j ≤ h, for some h ≥ 1. Then, by
the induction hypothesis, ⟨S, ε⟩ ⇒∗ac(W ′) ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xh, uh⟩ [γ ] in G′, where u1u2 · · · uh ∈ perm(x0x1 · · · xh) and
D′(γ ) = D(α). Let p = D(α) and δ(p, r) = q.
Now, we consider all possible forms of x ⇒ac(W ) w [r] in G, covered by the next three cases: (i) through (iii).
(i) Let r : Xj → y0Y1y1Y2y2 · · · Ymym ∈ P , where yi ∈ N∗, for all i, 0 ≤ i ≤ h, Yi ∈ V , for all i, 1 ≤ i ≤ h, for some j,
1 ≤ j ≤ h, and m ≥ 0, so εx0X1εx1 · · · Xjεxj · · · Xhεxh ⇒ac(W ) εx0X1εx1 · · · εy0Y1εy1Y2εy2 · · · Ymεymεxj · · · Xhεxh [r] ⇒∗ac(W ) z
in G. Let y = y0y1 · · · ym. By (1.2) in the algorithm, there is t : ⟨Xj, uj⟩ → ⟨Y1, ujy⟩⟨Y2, ε⟩ · · · ⟨Ym, ε⟩ ∈ P ′ (without any
loss of generality, by Claim 2, by Definition 1, and by the definition of k′, we may assume that |ujy| ≤ k′). Therefore,
⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xj, uj⟩ · · · ⟨Xh, uh⟩ ⇒ac(W ′) ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Y1, ujy⟩⟨Y2, ε⟩ · · · ⟨Ym, ε⟩ · · · ⟨Xh, uh⟩ [t] in G′. Recall
that u1u2 · · · uh ∈ perm(x0x1 · · · xh) by the induction hypothesis. Obviously, u1u2 · · · ujyuj+1 · · · uh ∈ perm(x0x1 · · ·
xj−1yxj · · · xh). SinceD′(γ ) = D(α) = p and (p, r, q) ∈ δ, (p, t, q) ∈ δ′ by (1.3) in the algorithm, soD′(γ t) = D(αr) =
q. Thus, the induction step is completed for (i).
(ii) Let r : A → y ∈ P such that xj = x′jAx′′j , for some j, 0 ≤ j ≤ h, where y, x′j, x′′j ∈ N∗, so εx0X1εx1 · · ·
Xjεx′jεAεx
′′
j · · · Xhεxh ⇒ac(W ) εx0X1εx1 · · · Xjεx′jεyεx′′j · · · Xhεxh [r] ⇒∗ac(W ) z in G. By the induction hypothesis, some ui has
to be of the form u′iAu
′′




i ∈ N∗, for some i, 1 ≤ i ≤ h. By (2.2) in the algorithm, there is t : ⟨Xi, u′iAu′′i ⟩ →⟨Xi, u′iyu′′i ⟩ ∈ P ′ (without any loss of generality, by Claim 2, by Definition 1, and by the definition of k′, we may assume
that |u′iyu′′i | ≤ k′). Therefore, ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xi, u′iAu′′i ⟩ · · · ⟨Xh, uh⟩ ⇒ac(W ′) ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xi, u′iyu′′i ⟩ · · · ⟨Xh,
uh⟩ [t] in G′. Recall that u1u2 · · · u′iAu′′i · · · uh ∈ perm(x0x1 · · · x′jAx′′j · · · xh) by the induction hypothesis. Obviously, u1u2
· · · u′iyu′′i · · · uh ∈ perm(x0x1 · · · x′jyx′′j · · · xh). Since D′(γ ) = D(α) = p and (p, r, q) ∈ δ, (p, t, q) ∈ δ′ by (2.3) in the
algorithm, soD′(γ t) = D(αr) = q. Thus, the induction step is completed for (ii).
(iii) Let r : A → y ∈ P such that A /∈ alph(x) and r ∈ W , so x ⇒ac(W ) x [r] ⇒∗ac(W ) z in G. Since r ∈ W , by (4.2) in the
algorithm, there are t1 : A1 → Ay, t2 : A2 → Ay, . . . , tm : Am → Ay ∈ P ′, where A1 through Am are all nonterminals
from N ′ of the form ⟨X, uAv⟩ or ⟨A, u′⟩, X ∈ V , u, v, u′ ∈ N∗, for some m ≥ 1, and t1, t2, . . . , tm ∈ W ′ by (4.1) in
the algorithm. Let x′ = ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xh, uh⟩. By the induction hypothesis, there is no i, 1 ≤ i ≤ h, such that
Xi = A or ui = u′iAu′′i . Therefore, x′ ⇒mac(W ′) x′ [t1t2 · · · tm] in G′. Obviously, u1u2 · · · uh ∈ perm(x0x1 · · · xh). By (4.3)
in the algorithm, (p, t1, q1), (q1, t2, q2), . . . , (qm−1, tm, q) ∈ δ′, where qj = ⌈r, p, tj, q⌉, for all j, 1 ≤ j ≤ m − 1. Since
D′(γ ) = D(α) = p,D′(γ t1t2 · · · tm) = D(αr) = q. Thus, the induction step is completed for (iii).
Observe that cases (i) through (iii) cover all possible forms of x ⇒ac(W ) w [r] in G. Thus, the claim holds. 
The following final claim explains how G simulates derivations that satisfy a prescribed form in G′. This claim is used to
prove that L(H ′) ⊆ L(H) later in this proof.
Claim 6. If ⟨S, ε⟩ ⇒nac(W ′) ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xh, uh⟩ [γ ] in G′ such that D′(γ ) ∈ Q , where ui ∈ N∗, Xj ∈ V , for all
i and j, 0 ≤ i ≤ h, 1 ≤ j ≤ h, for some n ≥ 0 and h ≥ 1, then S ⇒∗ac(W ) x0X1x1X2x2 · · · Xhxh [α] in G, where
x0x1 · · · xh ∈ perm(u1u2 · · · uh) andD(α) = D′(γ ).
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Proof. This claim is established by induction on n, n ≥ 0.
Basis: Let n = 0. Then, for ⟨S, ε⟩ ⇒0ac(W ′) ⟨S, ε⟩ in G′, there is S ⇒0ac(W ) S in G satisfying both conditions of the claim, so
the basis holds.
Induction Hypothesis: Suppose that the claim holds for all derivations of length l or less, where l ≤ n, for some n ≥ 0.
Induction Step: Consider any derivation ⟨S, ε⟩ ⇒n+1ac(W ′) w in G′, where w ∈ (N ′ − N)+. Since n + 1 ≥ 1, this
derivation can be expressed as ⟨S, ε⟩ ⇒nac(W ′) x [γ ] ⇒ac(W ′) w [t], for some x ∈ (N ′ − N)+, such that D′(γ ) ∈ Q . Let
x = ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xh, uh⟩, where ui ∈ N∗, Xj ∈ V , for all i and j, 0 ≤ i ≤ h, 1 ≤ j ≤ h, for some h ≥ 1. By the induction
hypothesis, S ⇒∗ac(W ) x0X1x1X2x2 · · · Xhxh [α] in G, where x0x1 · · · xh ∈ perm(u1u2 · · · uh) andD(α)=D′(γ ).
Now, we consider all possible forms of x ⇒ac(W ′) w [t] in G′, covered by the next four cases: (i) through (iv).
(i) Let t : ⟨Xj, uj⟩ → ⟨Y1, ujy0y1 · · · ym⟩⟨Y2, ε⟩ · · · ⟨Ym, ε⟩ ∈ P ′ be introduced in (1.2) in the algorithm from r :
Xj → y0Y1y1Y2y2 · · · Ymym ∈ P , where yi ∈ N∗, for all i, 0 ≤ i ≤ m, Yi ∈ V , for all i, 1 ≤ i ≤ m,
for some j, 1 ≤ j ≤ m and m ≥ 1. Let y = y0y1 · · · ym. Then, ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xj, uj⟩ · · · ⟨Xh, uh⟩ ⇒ac(W ′)
⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Y1, ujy⟩⟨Y2, ε⟩ · · · ⟨Ym, ε⟩ · · · ⟨Xh, uh⟩ [t] in G′. Since r : Xj → y0Y1y1Y2y2 · · · Ymym ∈ P ,
x0X1x1X2x2 · · · Xjxj · · · Xhxh ⇒ac(W ) x0X1x1X2x2 · · · y0Y1y1Y2y2 · · · Ymymxj · · · Xhxh [r] in G. Recall that u1u2 · · · uh ∈
perm(x0x1 · · · xh) by the induction hypothesis. Obviously, u1u2 · · · ujyuj+1 · · · uh ∈ perm(x0x1 · · · xj−1yxj · · · xh). Let
p = D′(γ ) and δ′(p, t) = q, for some q ∈ Q ′. Since D(α) = D′(γ ) = p by the induction hypothesis and δ(p, r) = q
by (1.3) in the algorithm,D(αr) = D′(γ t) = q. Thus, the induction step is completed for (i).
(ii) Let t : ⟨Xj, u′jAu′′j ⟩ → ⟨Xj, u′jyu′′j ⟩ ∈ P ′ be introduced in (2.2) in the algorithm from r : A → y ∈ P such that
uj = u′jAu′′j , where u′j, u′′j , y ∈ N∗, for some j, 1 ≤ j ≤ h. Then, ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xj, u′jAu′′j ⟩ · · · ⟨Xh, uh⟩ ⇒ac(W ′)
⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xj, u′jyu′′j ⟩ · · · ⟨Xh, uh⟩ [t] in G′. By the induction hypothesis, xi = x′iAx′′i , for some i, 0 ≤ i ≤ h, where
x′i, x
′′
i ∈ N∗. Since r : A → y ∈ P , x0X1x1X2x2 · · · Xix′iAx′′i · · · Xhxh ⇒ac(W ) x0X1x1X2x2 · · · Xix′iyx′′i · · · Xhxh [r] in G. Recall
that u1u2 · · · u′jAu′′j · · · uh ∈ perm(x0x1 · · · x′iAx′′i · · · xh) by the induction hypothesis. Obviously, u1u2 · · · u′iyu′′i · · · uh ∈
perm(x0x1 · · · x′jyx′′j · · · xh). Let p = D′(γ ) and δ′(p, t) = q, for some q ∈ Q ′. SinceD(α) = D′(γ ) = p by the induction
hypothesis and δ(p, r) = q by (2.3) in the algorithm, D(αr) = D′(γ t) = q. Thus, the induction step is completed
for (ii).
(iii) Let t = t1 ∈ Ψ ′ be introduced in (4.1) in the algorithm from r : A → y ∈ P such that t ∈ W ′ and there is no i,
1 ≤ i ≤ h, such that Xi = A or ui = u′iAu′′i . Then, x ⇒ac(W ′) x [t1] in G′. By (4.2) in the algorithm, there are t1 : A1 → Ay,
t2 : A2 → Ay, . . . , tm : Am → Ay ∈ P ′, where A1 through Am are all nonterminals fromN ′ of the form ⟨X, uAv⟩ or ⟨A, u′⟩,
X ∈ V , u, v, u′ ∈ N∗, for somem ≥ 1, and t1, t2, . . . , tm ∈ W ′ by (4.1) in the algorithm. Observe that now t2 through tm
have to be applied in G′ in the appearance checking mode; otherwise, if some other rules are applied, then by Claim 1,
there is no sequence of rules that will lead to a derivation of a sentence from L(H ′). Therefore, x ⇒m−1ac(W ′) x [t2 · · · tm]
in G′. Let x′ = x0X1x1X2x2 · · · Xhxh. By the induction hypothesis, A /∈ alph(x′). By (4) in the algorithm, r ∈ W , so
x′ ⇒ac(W ) x′ [r] in G. Obviously, u1u2 · · · uh ∈ perm(x0x1 · · · xh). Let p = D′(γ ) and δ(p, r) = q, for some q ∈ Q . By (4.3)
in the algorithm, (p, t1, q1), (q1, t2, q2), . . . , (qm−1, tm, q) ∈ δ′, where qj = ⌈r, p, tj, q⌉, for all j, 1 ≤ j ≤ m − 1. Since
D(α) = D′(γ ) = p by the induction hypothesis, D(αr) = D′(γ t1t2 · · · tm) = q. Thus, the induction step is completed
for (iii).
(iv) Let t1 : ⟨Xj, u′jAu′′j ⟩ → ⟨Xj, u′ju′′j ⟩ ∈ P ′ be introduced in (3.2) in the algorithm such that uj = u′jAu′′j , where u′j, u′′j ∈ N∗, for
some j, 1 ≤ j ≤ h. Then, ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xj, u′jAu′′j ⟩ · · · ⟨Xh, uh⟩ ⇒ac(W ′) ⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xj, u′ju′′j ⟩ · · · ⟨Xh, uh⟩ [t1]
in G′. Let p = D′(γ ) and δ′(p, t1) = q, for some q ∈ Q ′. By (3.3) in the algorithm, q = ⌈p, t1, t2⌉, where
t2 : ⟨Xi, z⟩ → ⟨Xi, zA⟩ ∈ P ′ by (3.2) in the algorithm, for some i, 1 ≤ i ≤ h, and z ∈ N∗ (without any loss of
generality, we may assume that such i always exists, because |u′ju′′j | < k′). Observe that now t2 has to be applied in
G′; otherwise, if a rule of a different form than the form of t2 is applied, then δ′(q, t ′) = ⊥, where t ′ is that rule, and,
consequently, by Claim 1, there is no sequence of rules that will lead to a derivation of a sentence from L(H ′). Therefore,
⟨X1, u1⟩⟨X2, u2⟩ · · · ⟨Xh, uh⟩ ⇒2ac(W ′) ⟨X1, v1⟩⟨X2, v2⟩ · · · ⟨Xh, vh⟩ [t1t2] in G′, where v1v2 · · · vh ∈ perm(u1u2 · · · uh).
By (3.3), δ′(q, t2) = p, soD′(γ t1t2) = D′(γ ). Therefore, we can reconsider cases (i) through (iv).
Observe that cases (i) through (iv) cover all possible forms of x ⇒ac(W ′) w [t] in G′. Thus, the claim holds. 
Now, we prove that L(H ′) = L(H). Recall that k -limWSH(L(H)), and consider Claim 5 when xi = ε, Xj ∈ T , for
all i and j, 0 ≤ i ≤ h, 1 ≤ j ≤ h, for some h ≥ 1, and let x = X1X2 · · · Xh. Then, S ⇒∗ac(W ) x [α] in G and
⟨S, ε⟩ ⇒∗ac(W ′) ⟨X1, ε⟩⟨X2, ε⟩ · · · ⟨Xh, ε⟩ [γ ] in G′ such that D′(γ ) = D(α). Let p = D(α). Since x ∈ T+, x ∈ L(H) if and
only if p ∈ F . By Claim 4, x ∈ L(H ′) if and only if p ∈ F . Hence, L(H) ⊆ L(H ′).
Let y ∈ L(H ′). By Claim 3, ⟨S, ε⟩ ⇒∗ac(W ′) x [γ1] ⇒∗ac(W ′) y [γ2] in G′, where x ∈ (N ′ − N)+, such that γ1γ2 ∈ L(M ′), and,
during x ⇒∗ac(W ′) y [γ2], only rules of the form ⟨a, ε⟩ → a, a ∈ T , are used. Therefore, let x = ⟨X1, ε⟩⟨X2 ε⟩ · · · ⟨Xh, ε⟩, where
Xi ∈ T , for all i, 1 ≤ i ≤ h, for some h ≥ 1. Let p = D′(γ1). Since γ1γ2 ∈ L(M ′), p ≠ ⊥ by Claim 1, and, thus, considering
Claim 3, p ∈ Q . Consequently, by Claim 6, S ⇒∗ac(W ) X1X2 · · · Xh [α] in G such that D(α) = p. Let z = X1X2 · · · Xh. Clearly,
z ∈ L(H) if and only if p ∈ F . By Claim 4, z ∈ L(H ′) if and only if p ∈ F . Hence, L(H ′) ⊆ L(H).
As L(H) ⊆ L(H ′) and L(H ′) ⊆ L(H), L(H ′) = L(H), so Lemma 1 holds. 
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Theorem 1. Let H be a regular-controlled grammar with appearance checking satisfying k -limWSH(L(H)), for some k ≥ 1. Then,
L(H) ∈ rC−εac .
Proof. This theorem follows from Algorithm 1 and Lemma 1. 
Theorem 2. Let H be a regular-controlled grammar satisfying k -limWSH(L(H)), for some k ≥ 1. Then, L(H) ∈ rC−ε .
Proof. Reconsider Algorithm 1. Observe that, if the input appearance checking set W is empty, then so is the output
appearance checking setW ′ (in symbols,W = ∅ implies thatW ′ = ∅). Therefore, Theorem 2 holds. 
The next theorem points out that the previous two theorems are obtained effectively.
Theorem 3. Let H = (G, L(M), W ) be a regular-controlled grammar with appearance checking satisfying k -limWSH(L(H)), for
some k ≥ 1, where M is a deterministic finite automaton. Then, there is an algorithm which converts H to a propagating regular-
controlled grammar with appearance checking, H ′ = (G′, L(M ′), W ′), such that L(H ′) = L(H), where M ′ is a deterministic finite
automaton. Furthermore, if W = ∅, then W ′ = ∅.
Proof. This theorem follows from Algorithm 1, Lemma 1, and from the observation in the proof of Theorem 2. 
We now establish a denotation for the language families generated by regular-controlled grammars satisfying the
workspace condition (see Definition 1). We define the following.
• WSrC = L(H) |H is a regular-controlled grammar satisfying k -limWSH(L(H)), for some k ≥ 1;
• WSrCac =

L(H) |H is a regular-controlled grammar with appearance checking satisfying k -limWSH(L(H)), for some
k ≥ 1.
Corollary 1. CF ⊂ WSrC = rC−ε ⊂ WSrCac = rC−εac ⊂ CS ⊂ RE = rCac .
Proof. Clearly, rC−ε ⊆ WSrC and rC−εac ⊆ WSrCac . From Theorems 1 and 2,WSrC = rC−ε andWSrCac = rC−εac . The rest of
this corollary follows from Theorem 1 in [5]. 
Regarding the relation of rC to other language families, it holds that rC−ε ⊆ rC ⊂ RE (see Theorem 1 in [5]), but it is an
open question whether rC−ε ⊂ rC.
5. Concluding remarks
We close this paper by pointing out several remarks regarding the results proved in the previous section.
I. By analogy with establishing workspace theorems for regular-controlled grammars (see Theorems 1 and 2), we can
obtain analogical theorems in terms of other regulated grammars (see [6]). Specifically, these theorems can be straightfor-
wardly reformulated in terms of matrix or programmed grammars.
II. Although this paper mainly concerns grammatically oriented formal language theory, there exist some consequences
of the obtained results to automata theory, too. Recall that CS coincideswith the language family accepted by linear bounded
automata (see Theorem 8.3.4.2.4 in [2]), which, thereby, properly contains WSrCac . Thus, each language in WSrCac is also
in CS. Nevertheless, it is worth noting that Algorithm 1 can be straightforwardly reformulated so it effectively turns the
input of Algorithm 1 to an equivalent linear bounded automatonM . In essence,M works by analogy with output grammar
of Algorithm 1, however, in reverse; that is, starting from the generated terminal string,M proceeds back towards the start
symbol.
III. Consider accepting regulated grammars discussed in [17]. These grammars work, in essence, from terminal strings
back towards the start symbol so they reduce the right-hand sides of rules to the corresponding left-hand sides. Surprisingly,
Algorithm 1 cannot be straightforwardly adapted for them. Indeed, consider any derivation that reduces ε to a nonterminal
by making several reductions. Of course, any proper simulation of these reductions requires recording the context in which
the reduced symbols occur in the sentential forms. However, Algorithm 1 does not record these symbols in context at all.
In fact, it does just the opposite: it arbitrarily moves these nonterminals between the second components of nonterminals
throughout the sentential forms. Therefore, obtaining an algorithm that does the job of Algorithm 1 in terms of accepting
regulated grammars represents a topic of the future research concerning the subject of the present paper.
IV. Consider Definition 1. Modify this definition strictly according to the derivation condition used in the workspace
theorem for phrase-structure grammars (see the definition on page 93 in [1]). Reconsider Algorithm 1 and all the results
obtained in the present paper. Do they hold in terms of this modified definition, too?
V. Finally, let us compare the study given this paper with a closely related study given in [16]. Recall that, in [16], it
is proved that erasing rules do not increase the generative power of permitting random context grammars, which are also
known as random context grammars without appearance checking (see pages 30 and 32 in [6]). From this perspective, there
is an obvious link between both studies. However, there are also three essential differences between them. First, our study
has primarily concentrated on establishing the workspace theorems, while the other has not discussed this topic at all.
Second, our study has obtained the key results in terms of regular-controlled grammars with appearance checking, while
the other has not considered appearance checking at all. Finally, themethod bywhich erasing rules are removed in our study
completely differs from the method described in the other study.
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