The numerical resolution of the Helmholtz equation and related optimal control problem in heterogeneous media at high wave number is a challenging problem. This model nds applications in electromagnetic and acoustic wave propagation. Because of the oscillatory character of the solution, the necessary neness of discretization (at least ten points per wavelength, also known as 'rule of thumb') leads at high wave numbers to very large non hermitian (possibly non-symmetric) complex linear systems exceeding the current computer memory capabilities. It therefore rules out direct methods to solve the direct problem. It makes the resolution of optimal control problems for which gradient type methods need to solve a sequence of such direct equation and similar adjoint equations even harder. The present domain decomposition method is a general and e cient solution. It moreover extends to the numerical resolution of optimal control problems for systems governed by the Helmholtz equation. Solving such a problem classically require to iterate the resolution of direct and adjoint Helmholtz problems in order to compute descent directions for a gradienttype method.
The idea is to split the domain into smaller subdomains and solve a sequence of similar subproblems on these subdomains. The boundary conditions are adjusted iteratively by ad-hoc transmission conditions between adjacent subdomains. The number and size of subdomains can now be chosen so as to enable direct methods to solve the subproblems. In the case of optimal control, we decompose the coupled system made of the direct and adjoint Helmholtz equation and the optimality condition which variationally express that the control is optimal. This method actually solves at the same time the equations and the optimization problem whereas classical methods require to iterate the resolution of direct and adjoint problems in order to compute descent directions for a gradient-type method.
The method is easily implemented and naturally adapted to parallel computers, which use is a major trend in modern scienti c computing.
The aim of this paper is to give in a uni ed framework a formal presentation of the algorithms and the energy estimates that lead to the proofs of convergence. Comprehensive mathematical studies can be found in 17] 16] 15] 3].
We focus on these energy estimates since: i) These estimates are not standard in the context of elliptic coercive problems. ii) They help to understand why the algorithms converge. iii) Slight modi cations of this technique can be used in various cases of boundary conditions and equations.
We will use a continuous formulation of the equations throughout the paper. The domain decomposition method can also be applied to the discretized equations with corresponding energy estimates and convergence proofs (see references in section 6).
We present in section 2 the domain decomposition method for the resolution of the Helmholtz equation. A proof of convergence is given based on energy estimates. Section 3 deals with the optimal control of systems governed by such equations. Di erent 'coupled' transmission conditions are introduced. Convergence is again obtained using energy estimates but the arguments di er from section 2. We present in section 4 two variants of this algorithm. One is based on a relaxation of the transmission condition, the other uses the optimal control transmission conditions to solve the direct problem. Section 5 discuss the application of the domain decomposition and its variants presented in section 4 to the inhomogeneous case and various boundary condition. A test case is solved numerically in section 6 where we brie y discuss numerical issues.
2 DDM for the Helmholtz problem where ! is the frequency of the harmonic oscillations. The coe cients and are strictly positive bounded, possibly discontinuous, real functions characterizing the non dispersive medium. Their physical interpretation vary according the modeled physical situation 37]. The source term f is given and arise from these inhomogeneities.
The boundary condition on ? ext is an absorbing boundary condition, of the rst order (following 2]). It approximates the outgoing character of the scattered wave on the truncated domain. In the exact model, the solution is de ned in all space and satis es the Sommerfeld radiation condition (expressed in polar coordinates, r is the radius): @ @r u + i! r u = O( 1 r 2 ) when r goes to + 1:
This approximate boundary condition is introduced to bound the domain for actual computations. It is important to notice that the rst order boundary condition on ? ext plays a fundamental role in the well posedness (i.e. existence and uniqueness of a solution) of (1) (see 24] 17]).
The Neumann boundary condition imposed on ? int simulates the presence of a 'hard' object. If one ever wants to study the scattering by a 'soft' object, one has to use a Dirichlet boundary condition u = ?u inc . Impedance boundary conditions :
where z is a complex number are also possible. Re(z) 0 is a necessary condition to obtain well posedness. This is a compatibility condition with the rst order absorbing boundary condition. Impedance boundary condition can be derived from the Leontovitch boundary condition 8] for electromagnetic waves.
Higher order boundary conditions for ? ext exist 2] 23], which lead to better approximations of the transparency nature of the exterior boundary. For example a second order boundary condition is given by :
One may also want to use non-local boundary conditions on ? ext . For waveguide computations, for example, an exact outgoing boundary condition can be derived at the exit of the waveguide by mean of a modal decomposition. The boundary condition now takes the form @ @ u + T(u) = 0 (5) where T is an integral operator which involves sine or cosine transforms on ? ext which represents here the exit of the wave guide 32].
Finally let us mention the recent Perfectly Matched Layer technique 6] which consists in adding an absorbing layers around the computational domain. These PML are remarkable because they generate (for the continuous equations) no arti cial re ections at the interface between the domain and the layers. Their numerical discretization and implementation for the Helmholtz equation have been studied with good results in 6] 34]. We brie y describe these PML in a simpli ed situation. We consider the homogeneous (i.e. = = 1, f = 0) case in 2 . Let (x; y) denote the space coordinates. Suppose we want to solve the problem in the half space x < 0. We extend the problem to the union of the half plane and an absorbing layer de ned as a strip 0 < x < . We solve in this added layer the modi ed equation :
? @ 2 xx u ? d@ y (d@ y u) ? ! 2 u = 0
where d = i! i! + and is a real parameter which is responsible for the absorption. The sign of determines the in-going/out-going character of the scattered wave.
The Domain Decomposition Method
We simplify the description of the method by restraining ourselves to the homogeneous case (i.e. = = 1, f = 0). The extension to the heterogeneous case is discussed in section 4. 
Transmission conditions
Let us consider a trivial case where is split into 2 sub-domains 1 and 2 such that the frontier of 2 has an empty intersection with @ (see g 2).
We denote by u 1 and u 2 the restrictions of u (solution of (7)) in respectively 1 and 2 . u 1 and u 2 satisfy the following interface conditions on @ 1 \ @ 2 :
where i is the exterior normal to i . If @ @ 2 u 2 is given, u 1 satisfy the equation : ? u 1 ? ! 2 u 1 = 0, with the boundary conditions (9) above. It is well known however that this problem may be ill-posed due to the existence of eigenvalues of the Laplace operator 33]. We propose instead to combine linearly equations (8) and (9) to get the following equivalent boundary conditions :
and
The sub-problem on 1 together with condition (11) is now well posed. This sub-problem is of the same type as the global problem which is well-posed thanks to the absorbing boundary condition (see above). These mixed (or 'Robin') boundary conditions play an important role in the de nition of our domain decomposition method.
The basic algorithm
We describe the domain decomposition algorithm. The idea is to adjust iteratively the boundary conditions at the interfaces between subdomains to obtain the transmission conditions of the type (10) (11). We introduce some notations. Let us split into a nite number of non-overlapping sub-domains k , 1 k K, with su ciently smooth boundaries. These sub-domains have interfaces denoted by kj = jk = @ k \@ j . They may also have a part of their boundaries impinging on ?. So we write ? k;ext = @ k \? ext and ? k;int = @ k \? int (see gure 3). The out-going normal for k is k . 
The boundary condition on ? k;int for the subproblems is determined according the boundary condition on ? int of the global problem (7) (i.e. u n+1 k = u inc on ? k;int for a soft obstacle and so forth ...). When ? k;int = ; or ? k;ext = ;,i.e. k is an 'interior' subdomain, the corresponding boundary condition is simply ignored. This algorithm is an Helmholtz adaptation of the well known Schwarz algorithm for elliptic problems described in 28]. Thanks to the Robin transmission conditions, the sub-problems are well posed. Notice that, at each step of the iterative procedure, the resolution of each subproblem is explicit and independent of the other subproblems.
Convergence
We are able to prove the convergence of the procedure (12) under various hypothesis on the regularity of the solution 17]. We do not want to go inside the mathematical details of the proof. We instead assume enough regularity on the global solution of (7) and of the INRIA initialization (u 0 k ) of the iterative procedure to be able to de ne a 'pseudo-energy' linked with the algorithm. Let us de ne the error eu n k = u n k ? u: It satis es equations (12) with u inc = 0. The "pseudo-energy" at iteration n has the form (j:j is the complex modulus):
We call that quantity a 'pseudo-energy' because it is not a conventional energy. However, if E n = 0, then both eu n k and @ @ k eu n k are equal to 0 on kj . This implies that (see 13]) eu n k = 0 in k .
The domain decomposition algorithm turns out to decrease this 'pseudo-energy'. We have:
Proposition 1 The "pseudo-energy" satis es
The proof comes from the following computations. First we see that
Indeed, using the equation on each subdomain and integrating by part against the conjugate of i!eu n+1 k , we have :
Then, using the boundary conditions on ? k;int , ? k;ext , we recombine in (14) the integral on the the boundary of each subdomain to express the missing cross products in (15) . Using the transmission conditions we get :
We nally use the analog of (16) at step n to obtain (14) .
We deduce from proposition 1 that : i) (E n ) is a bounded sequence.
ii) P k R ?k;ext jeu n k j 2 d goes to 0 as the generic term of a convergent serie. This is enough to prove the convergence of the domain decomposition method. We establish that the error is null in the subdomain bordering ? ext and show the same property for the interior subdomain by an iterative progression.
The convergence theorem is (see 17]) :
Theorem 1 For all k, we have Z k jru n k ? ruj 2 + ju n k ? uj 2 dx goes to 0 with n:
We want here to point out the importance of the rst order absorbing condition in the convergence process. It is used in the proof to obtain the quantity P k R ?k;ext jeu n k j 2 d in the right hand side of (14), which decreases the pseudo-energy of the error.
An impedance boundary condition on ? int (3) will turn this term into ?<e(z) R ?k;int jeu n k j 2 d . Hence the importance of the sign of z stressed in section 2.1.
An other choice of boundary condition on ? ext such as a second order absorbing boundary condition (4) or a non-local operator T as for wave guides (5) does not allow to prove convergence of the algorithm. This point is discussed in section 5.2.
3 DDM for the optimal control
The optimal control problem
We consider the problem of the optimal control of a system governed by the Helmholtz problem (7) of section 3.
The boundary ? int of the scattering obstacle is now split in two parts (see gure 4). One part on which we have the previous scattering boundary condition and still denoted ? int . A second part called ? ctr (between the dots on gure 4) on which we add a control variable v, complex valued function, in the boundary condition :
The solution u(v) of the scattering problem (7) (18) now depends on the control v which models arti cial emission of surface currents for electro-magnetic waves or forced vibration for acoustic waves.
We want to solve the optimization problem: is a strict positive penalization parameter. The rst part of the above functional is a norm of the scattered eld. We try to make the scatterer invisible to the probing incident plane wave. The penalization part takes into account the norm of the control. Adjusting the penalization parameter , we can make a compromise between the minimization of the energy of the scattered eld and the cost of this minimization. As we only control a part of the boundary of the scattering object and because of the penalization term, the solution is not trivially v = ?u inc .
Thanks to the strict convexity of the functional, the optimization problem has a unique solution. It is characterized by the following adjoint problem : 8 > < > : (21) and optimality condition :
which provide a variational expression of the gradient of the functional. For more general formulations of optimal control problems see 27].
The Domain Decomposition Method
We present in this section the application of the domain decomposition algorithm to the resolution of the coupled system (7) Conversely, global or state constraints do not a priori satisfy (23) . We now describe the method, as in section 2.2, Initialize u 0 k ; p 0 k for all k, then iterate for n > 0 :
These subproblems are simply the restriction of our original problem to the subdomains. The unknowns are u n+1 k , p n+1 k and a local control variable v n+1 k for the subdomains bordering the control boundary, i.e. such that ? k;ctr 6 = ;.
We need to specify the transmission conditions on the interfaces kj between subdomains in order to ensure that the sequence of local solutions of these subproblems converges to the solution of the global problem. 
with a real positive parameter.
Decomposition in local optimal control problems
The algorithm (24) (25) (27) (26) is now well de ned, i.e. it can be shown that the subproblems are well posed. They can actually be reinterpreted as local optimal control problems. The optimality condition for the minimization of the functional J k can be written:
RR n 2791 whereṽ k is the optimal control.
Let us de ne v k = w k ?ṽ k . We denote by ( u k ; p k ), functions of v k , the solutions of the linear equations (24) (25) (27) with u k ; p k ; v k instead of u n+1 k ; p n+1 k ; v n+1 k and with every source term set to 0.
With these notations (29) 
On the other hand, using the Green formula applied to p n+1 k and v k and the above equations we obtain:
Taking the real part of the above quantity, we see that (30) (31) reduce to
We recognize (26) . Therefore,ũ k ;p k ;ṽ k solve the subproblem (24) (25) (27) (26). This subproblem is equivalent to the minimization of J k given above.
This local cost function is composed of two terms. One term is simply the restriction to the considered subdomain of the original global cost function. The other term arise because of the coupling introduced in the transmission conditions (27) . It aims at minimizing the Neumann and Dirichlet boundary values of p n+1 k . This makes sense as we intend p n+1 k to converge to p on k and therefore to the smallest possible value as p provide an expression of the gradient of R 1 2 ju(v)j 2 dx, the scattering term of our cost function J. This interpretation of is only valid for the particular form of the cost function (20) and for the subdomains on which a control is applied. In a boundary and observation control case, for example the one described in section 3.2.5 where we use the functional (38) . The observation u(v) will act on the subdomains bordering ? e xt while the control will be split on the subdomains satisfying ? k;ctr 6 = ;. The geometrical domain decomposition may be such that these two class of subdomains have an empty intersection in which case the rst term of the functional (28) disappear. It is natural to believe that such a decomposition will have some in uence on the rate of convergence.
We nally note that whatever the problem, the optimization process will be restricted to the subdomains with non empty intersection with the support of the control variable. The number of degrees of freedom on which an actual optimization will be performed can therefore be greatly reduced compared to the global optimal control problem. INRIA 
The convergence result
Let (u; p; v) denotes the solution of the global optimal control problem (7) (18) (21) (22). We de ne the errors of our approximate sequence with the exact solution by : eu n k = u n k ? u; ep n k = p n k ? p; ev n k = v n k ? v: These errors satisfy the linear equations (24) (25) (27) (26) with u inc = 0.
Using (22), (26) This is a natural extension of (14) . The domain decomposition algorithm decreases this 'pseudo-energy'. Indeed we have:
Proposition 2 The "pseudo-energy" satis es (35) Note that the terms which vanish on the right hand side of this equality precisely do because u and p solve adjoint equations. Using the boundary conditions on ? k;int and ? k;ctr and ? k;int , we replace in the left hand side of (35) . The boundary terms on ? int and ? ext again vanish because of the adjointness of the the boundary conditions. This is a general feature of the algorithm which will prove useful in di erent situations (as we will see in section 5. 
We can now rewrite the pseudo-energy
The transmission conditions (27) and a equation at step n similar to (36) give The interested (and courageous) reader will actually see by making the computations himself that the classical Robin boundary condition of section 2 cannot yield the same convergence result (because of the coupling, see remark in section 3.2.2).
Inequation (34) indicates a di erent behavior of the algorithm for the optimal control problem compared to (14) for the plain Helmholtz problem. The decrease of the pseudoenergy does not depend anymore on the boundary condition or even on di erential operator used in the direct problem but only on the second hand term of the adjoint equation. This will prove useful in section 5.2 where we discuss di erent problems and boundary conditions.
Minimization of the Far eld
The above method apply to a wide class of linear optimal control problems (see 27] for a review of such problems).
We focus in this section to the case of a non-local cost function involving the expression of the far eld (used to de ne the radar cross section) which turns out to be more interesting from the application point of view. We take The adjoint equation, analog of (21) The optimality condition (22) is unchanged and the domain decomposition and proof of convergence easily adapted.
If we decide to keep the exact formulation of the far eld as given in (37) (22) is still unchanged. A mathematical study of existence and uniqueness of solutions for such a problem can be found in 22] .
We now discuss the application of our algorithm to this problem. We modify accordingly our algorithm and (25) Convergence of the algorithm with the same coupled transmissions condition (27) can be proved using the same kind of arguments.
Nevertheless due to the non local character of the functional C we see that the resolution of the subproblems set in subdomains having non empty intersection with ? cont is non longer explicit but are coupled through the right hand side of equation (39). A simple solution to INRIA this problem is of course to decompose the domain such that ? cont be fully contained in only one subdomain.
One could also try to relax the coupling term by replacing it by C (C(u n cont )) which is available from the previous iteration. In this case, we cannot prove convergence.
Variants of the algorithm
We present two variants of the algorithm for the direct scattering problem. One is a simple modi cation of the transmission condition, the other uses an 'optimal control' like algorithm. They will be used to solve more general problem in section 5.2.
Under-relaxation
A slight modi cation of the basic algorithm generates a new algorithm with which has a much better rate of convergence in applications 18]. We call it the under-relaxed algorithm because of the introduction of a real parameter r 2]0:; 0:5 which may be viewed as a relaxation parameter.
For the direct problem it simply consists in the following modi cation of the transmission condition in (12) :
We nd (after some computations) that the new law for the decrease of the "pseudoenergy" (13) 
In addition to the usual norm of the error on the external boundaries ? k;ext ( rst line of (41)), the "pseudo-energy" is decreased by a new factor which depends on the relaxation parameter (second line). This new quantity turns out to be a norm of the error ( 17] ). Indeed, if this term is null, the error satis es an Helmholtz equation on the whole domain with homogeneous boundary condition. This implies that the error is zero everywhere.
The same modi cation of the transmission condition and remark on the behavior of the under-relaxed algorithm also hold for the optimal control case.
Using the optimal control algorithm to solve the plain direct problem
In this section we explain how the 'Optimal Control' algorithm can be used to derive to solve the plain direct Helmholtz problem.
We rst remark that we can add a ctive adjoint problem to the direct scattering problem. Instead of solving simply (7) we also consider the problem 8 > < > :
This 'adjoint' problem is well posed and depends on u. It is similar to the optimal control problem of section 4 except for the absence of control variable v and optimality condition (22) . We now apply the domain decomposition (24) (25) (27) of section 4 (where we 'forget' the control variable v n+1 k and the optimality condition (26)) to solve the coupled problem (7) (42).
The proof of convergence is similar to and actually simpler than the proof of section 3.2.4 ( there are no optimality conditions (22), (26) and hence no estimate (32) . The law of decrease for the pseudo-energy is still given by (33) :
5 Solving other problems
The inhomogeneous case
We now come back to the inhomogeneous problem (1) with non-constant coe cients and . These coe cients are supposed to be piecewise C 1 , so that the problem is well posed. We modify the domain decomposition algorithm as follows
k denote the value of in k . We necessarily have k = j on kj . The ( k )s are real positive coe cients to be determined. They must also satisfy k = j .
INRIA
A study of the dimensionality of indicates that has to be similar to p . A possible choice for k (and j ) on kj is k = 1 2 ( p k k + p j j ); the arithmetic mean value of p k k on the interface.
The pseudo-energy has to be modi ed accordingly
The proof of convergence now follows the same steps as in section 2.
The optimal control case generalizes likewise to to inhomogeneous case.
Other boundary conditions
We already pointed out the importance of the rst order absorbing condition in the convergence process (section 2.2.3). This section explains how to deal with di erent boundary conditions.
Waveguide transparent condition
We present here a wave guide problem which involves a non local transparent boundary condition. For more details and comments on this formulation and more general cases see 32] . The wave guide is made of an in nite 2-D stripe de ned by 0 < y < L in a space described with cartesian coordinate (x; y) (see gure 6) If we consider the homogeneous Helmholtz equation ( 
An analogous transparent boundary condition can be de ned on the x < 0 side. If we decide to decompose the waveguide in successive slices in x ( gure 7) we can try to apply the domain decomposition method (section 2) on this example. The modal decomposition of the transmission condition (see (12) ) is @ @xû n+1 l;k + i!û n+1 l;k = @ @xû n l;j + i!û n l;j on kj : We immediately see on the proof of convergence that the boundary condition (46) for propagative modes will pose no problem as this boundary condition has the form of a rst order absorbing boundary condition. Indeed the corresponding pseudo-energy for the lieth mode satisfy the decrease laŵ is given by (34) . The introduction of a ctive adjoint problem allows to deal with the embarrassing terms on the boundary (as well as the non coercive terms in the Helmholtz equation) and add a coercive term on the right hand side of (48) which will guarantee the decrease of the pseudo energy and hence the convergence.
The arguments developed in the section also hold for other choice of non local boundary condition on ? ext such as a second order absorbing boundary condition (4).
PML absorbing layers
In the case of PML (6) the absorbing layer replaces in some sense the absorbing boundary conditions. Let us note that, unlike for classical absorbing boundary conditions, it seems no trivial to prove existence of a solution to the system with PML layers. So in this section we simply postulate the existence of the solution with a PML layer.
We now go a bit faster and simply examine the behavior the algorithm on subdomains consisting of in nite vertical stripes. This will formally be enough to point out convergence failures and possible cures.
The subdomains are in nite stripes in the x direction. The interfaces kj are now lines of equations x = cst:. We assume that d is constant on the subdomains contained in the absorbing layer. For such a subdomain the pseudo energy has to be modi ed (as in the inhomogeneous case) and uses terms of the form
The key point of the demonstration (section 2.2.3) with the simple transmission condition (see (12) It is therefore not possible to prove the convergence of the classical domain decomposition method. Nor does it seem trivial to use an under-relaxed variant of the algorithm or more general transmission conditions with an arbitrary complex parameter instead of the pure imaginary i!. Conversely, the 'optimal control' algorithm can solve the problem.
As in section 5.2.1 we de ne a ctive adjoint of equation (6 (50) then the domain decomposition described in section 4.2 is easily applied to solve (6) (50) and the proof of convergence gives the same law of decrease for the pseudo-energy.
6 Numerical resolution
Discrete formulation and Implementation
In the framework of the domain decomposition method, various strategies are possible with regard to the shape and number of subdomains, discretization and method of resolution of the subproblems.
It is possible to work on a discrete formulation of the global problem. Mixed hybrid nite elements (see 21] 31] on this technique) are for instance well suited to our algorithm for it uses in particular, as degrees of freedom, the uxes of the normal derivative and the average values of the trace of the direct and adjoint states on the interfaces which are the natural unknowns of our transmission conditions. It allows in particular a direct transcription of the domain decomposition algorithm and the proof of its convergence to the discrete formulation.
A massively parallel strategy has been implemented on a Connection Machine (see 4] 5]). In this approach each nite element is taken as one subdomain. Thank to the small number of degrees of freedom in each subdomain, the subproblems can then be solved analytically beforehand. The algorithm then reduces to explicit formulae and transmission of data between subdomains. We were able to solve an optimal control problem for the 3-D Helmholtz equation with about 5 10 5 tetrahedrons in less than 4 hours on a 16k CM200.
The memory limit of this machine would allow to treat optimal control problems up to 1:5 10 6 nite elements.
We emphasize that all the material presented in this paper can be generalized to the Maxwell's equation in the frequency domain.
We applied these techniques 20] on a parallel CRAY T3D computer to solve the direct 3-D Maxwell's equations. Without going into the details, we mention that it was possible to take into account more than 15 10 6 tetrahedrons in the nite element approximation and to solve the system in less than 1 hour. The domain decomposition was coarse and a conjugate gradient algorithm was used for the resolution of the subproblems.
A numerical experiment
We illustrate this paper by the resolution of the problem described in section 2 for the direct problem and section 3 for the optimal control problem. We consider the unconstrained case, i.e. the control v is free to take any value. A plane wave arrives from the right. Top of gure 8, there is no control, we see the multiple re ection caused by the hard resonator. At the bottom the optimal control solution generated by our algorithm. Re ections are 'killed' inside but not outside as the control only acts on the inside boundary of the resonator. Small oscillations persist inside of the resonator. Two possible explanations for this phenomenon are : rst the edges of the resonator which still scatter the incoming wave, secondly the penalization term in the cost function which takes into account the energy of the control and therefore acts as a constraint on it.
Conclusion
This method has motivated several studies and extensions. Let us nally mention the existence of a related work in 38]. The extension to optimal control problem described in this paper has been used to solve 3-D acoustic problems 5]. Its application to electromagnetic active control is under investigation.
The application of these techniques to the computation of electromagnetic waveguide is also studied. 
