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An Output Regulation Model of Human Input 
Adaptability in the Manual Control System 
MAKOTO YOSHIZAWA AND HIROSHI TAKEDA, MEMBER, IEEE 
Absmcr -An output regulation model has been developed to represent 
the human operator‘s input adaptability in the manual control system 
according to the internal model principle. In the experiments, some 
remarkable phenomena have been derived from the operator’s open-loop 
frequency response when a random exponential signal generated by a quite 
simple linear system has been used as a reference input. These phenomena 
cannot be described by any usual isomorphic models. As the parameter 
included in the reference input generator has changed, these phenomena 
have changed their features in such a complicated manner that usual 
interpretations of human input adaptability are no longer useful. In this 
paper, it has been shown that the phenomena are closely related to the 
inherent dead time included in the human operator and can be represented 
systematically by introducing an algorithmic model that realizes output 
regdation with internal stability for linear systems with a dead time. 
1. INTRODUCTION 
NTELLIGENT process controllers or high-performance I robots are required to possess the human operator’s 
excellent and inherent capabilities such as adaptation, 
learning, pattern recognition or decisionmaking. To clarify 
these capabilities, a large number of investigations have 
been made into the human operator’s dynamic characteris- 
tics in the manual control system [l]. Especially, adapta- 
tion is the most important and fundamental function since 
an appropriate representation of human adaptive behavior 
is essential to a precise modeling of the human operator. 
The term adaptation is employed to characterize the 
parameter changes in the human dynamics that take place 
for different properties of the environment [l]. Indeed, the 
human operator’s dynamic characteristics in the manual 
control system change remarkably, depending upon task 
variables: the reference input signal, the dynamics of the 
controlled object, and the type of the display or the 
manipulator. McRuer [2] has classified typical models of 
the human adaptive behavior with respect to task variables 
into the following two categories. 
The first model is called the structural isomorphic model. 
It is constructed by some appropriate transfer function 
models corresponding to the human physiological subsys- 
tems [3]-[6]. McRuer and Jex [3] have shown that under 
certain conditions the adaptive properties can be explained 
systematically by the well-known crossover model. 
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Another model is called the algorithmic model. A series 
of optimal control models (OCMs) [7]-[lo] belongs to 
this model. OCM formulated as the linear-quadratic- 
Gaussian stochastic control problem provides an expres- 
sion of some of the human adaptive characteristics by 
changing the internal model or the weighting parameter of 
a quadratic cost functional. 
Both of these models have been shown to successfully 
represent the human dynamic characteristics and adaptive 
behavior. Actually, these models have been applied to 
synthesis and analysis of aircrafts, automobiles, and vari- 
ous industrial machines including the human operator. 
On the other hand, the manual control system is very 
useful as a method of system identification to quantita- 
tively evaluate the motor control function in the brain. In 
this case, the human input adaptability must be considered 
carefully because the operator adaptively changes his con- 
trol law according to the identification signal given to the 
system. For example, Flowers [ll], [12], Beppu [13], and 
Yoshizawa et al. [14] have used the manual control systems 
with fairly predictable input signals, such as the random 
step signal, the random ramp signal and so on, to evaluate 
the predictive function of the patient with disorders of the 
cerebellum or the basal gangha. In these cases, it is neces- 
sary to examine whether or not the models used for 
evaluating the human dynamics are appropriate because a 
lot of models have been frequently derived from the man- 
ual control systems with less predictable inputs. 
This paper points out that any isomorphic models can- 
not successfully express the human predictive behavior and 
input adaptability shown in the manual control system. 
If the random exponential signal, which is a kind of 
fairly predictable signal, is used as an identification signal, 
the following two typical phenomena can be shown. The 
first phenomenon is that the gain and phase curves of the 
open-loop frequency response of the system lose their 
monotonic features at frequencies higher than the gain 
crossover frequency, a,. The second phenomenon is that 
the slope of the gain curve does not coincide with that of 
the crossover model at frequencies lower than w,. 
As for the former phenomenon, McRuer et al. [15], [16] 
have explained that the peak shown at. frequencies higher 
than w, in the gain curve is caused by a resonance char- 
acteristic of the neuromuscular system. However, it may 
also be interpreted that this phenomenon is related to a 
compensation characteristic for time delay as Yoshizawa et 
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Fig. 1. Block diagram of manual control system. (a) Experimental system. (b) Modified block diagram for modeling. 
al. [17] did in terms of the finite pole assignment method 
[MI. The latter phenomenon has been described by 
King-Smith [19] with the double-slope crossover model, 
but this model could not account for the former phenome- 
non. Besides, these features change in a complicated 
manner as the parameter included in the reference input 
generator changes. It is very difficult to systematically 
explain such phenomena by means of the conventional 
interpretations [l], [2] of input adaptability because these 
interpretations indicate that the structure of the model 
does not change even if the characteristics of the input 
signal change to some extent. 
On the basis of some experiments, this paper attempts to 
clarify the reason why the usual isomorphic models cannot 
express the input adaptability successfully and to empha- 
size that an algorithmic model with an appropriate struc- 
ture can. 
First, it will be pointed out that the complicated and 
intractable features of the human adaptive behavior to the 
reference input are caused by nonminimal phase shift 
characteristics due to the inherent dead time included in 
the human operator. Furthermore, it will be confirmed 
that these features can be explained systematically by 
introducing an algorithmic model that realizes output regu- 
lation with internal stability for linear systems with a dead 
time. This indicates that the model should contain both the 
compensation mechanism for the dead time and the inter- 
nal model of the reference input generator in order to 
obtain a precise modeling of the human adaptive behavior. 
The internal model has also been used successfully by 
Kleinman et al. [9] to characterize the human perception of 
target motion in the antiaircraft artillery system. They 
aimed at approximating the human transient response 
within a short term in the time domain on the assumption 
that the human operator behaves optimally. Their analysis 
is not sufficient to compare OCM with the structural 
isomorphic model because the analysis has never done in 
the frequency domain where the results can be understood 
intuitively. We do not have to adopt the assumption of the 
operator's optimality if we attempt to explain the human 
input adaptability as simply as possible by eliminating the 
other unnecessary elements. Of course, this does not imply 
that OCM is inferior to our model. 
Our research is one of the case studies trying to ascer- 
tain, in the frequency domain, whether or not the human 
operator behaves like an artificial linear servo system 
based on the internal model principle proposed by 
Wonham and Pearson [20]. 
11. METHOD OF EXPERIMENT AND ANALYSIS 
Fig. l(a) shows the block diagram of a compensatory 
manual control system used in the present experiments. 
The reference input signal r ( t )  will be described in 
detail in the next section. The tracking error e ( t )  was 
displayed every 40 ms in the form of the horizontal devia- 
tion of a vertical line on a graphic display of a personal 
computer system. The test subjects were four students. 
Each subject was instructed to manipulate a handle with a 
potentiometer so as to minimize the tracking error e ( t )  by 
rotating his wrist. The potentiometer generates voltage so 
that the deviation corresponding to e ( t )  is 128 mm on the 
display when the handle is rotated at a 45" angle. The 
controlled object was a pure dead time with a length of h ,  
[SI simulated digitally by the personal computer. Several 
kinds of h ,'s were used but only two cases where h ,'s were 
equal to 0.04 s and 0.24 s will be presented in this paper. 
0.04 s was the shortest possible delay corresponding to the 
display period. Five experimental trial runs were camed 
out for each controlled object and each reference input 
signal. A trial run lasted 90 s. 
The reference input r ( t )  and the system output y ( t )  
were sampled every 80 ms at the last part with the length 
of 82 s in each trial time to become two time series with a 
size of 1,024. The power spectrum of r( t), Qrr( ju), and the 
cross spectrum between r ( t )  and y(t),Qr,,(ju), were ob- 
tained from FFT after the processing through cosine-type 
data window. These spectral data were averaged over 
the last three trials for one subject. On the basis of this 
data, the closed-loop frequency response from I-( f) to 
y ( t ) ,  W(ju), and the open-loop one from e ( t )  to 
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y (  t ) ,  G( j w ) ,  were calculated as 
W(j4 = @&4/@&J)> (1) 
G ( j w )  = W(jw)/{l- W( j w ) } .  (2) 
These frequency responses were averaged over four sub- 
jects. 
111. INPUT ADAPTABILITY 
A.  Traditional Models for Representing the Human 
Input Adaptability 
Continuous random signals whose power spectral den- 
sity functions have nearly rectangular forms have been 
frequently used as reference input signals [l]. Using these 
signals, McRuer and Jex [3] have shown that the human 
input adaptability can be dealt with in the same manner as 
process adaptability to the controlled object. Namely, they 
have shown that the open-loop frequency response, G(jw) ,  
can be approximated by the well-known crossover model 
given by 
(3) 
where a, [rad/s] denotes the gain crossover frequency and 
7, [SI denotes the effective time delay. Moreover, they have 
indicated that even if the bandwidth wi [rad/s] of the 
reference input signal as well as the dynamics of the 
controlled object varies to some extent, the structure of the 
model does not change, but the values of its parameters w, 
and 7, do. This implies that the operator behaves adap- 
tively so that the whole structure of the open-loop system 
may be constant. 
B. Properties of the Reference Input Signals 
However, the structural isomorphic models such as the 
above mentioned crossover model cannot account for the 
input adaptability when the following reference inputs are 
encountered. 
1) The uniformly random step signal (URS-signal [14]) 
This signal is a series of step signals which jump 
randomly with respect to time and amplitude. There 
are five kinds of time intervals, i.e., 0.4, 0.8, 1.2, 1.6 
and 2.0 s, during which the signal does not change. 
Their Occurrence probabilities are equal to one fifth. 
There are eleven values of the amplitude, i.e., -50, 
- 40, - 30, - -,O, - e, 50 mm on the display. They will 
also occur with an equal probability, one eleventh. 
The power spectrum of this signal shown in Fig. 2 can 
be approximated by that of an output of the first 
order shaping filter excited by a white noise. The time 
constant of this filter is equal to 1.754 s. 
2) The random exponential signal 
This signal is an output of the shaping filter with a 
simple transfer function K,/(l+ ST,) excited by the 
URS-signal mentioned above. The time constant, T,, 
195 
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Fig. 2. Power spectral density of the reference input. 
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Fig. 3. An example of the trajectories of random exponential signal and 
system output. 
is chosen as T, = 0.3 or 1.754 s. The URS-signal can 
be regarded to be a special case of the random 
exponential signal when T, = 0 s. K ,  is an adjustable 
gain to keep the mean square of the signal constant. 
For example, this reference input and the system 
output are depicted as shown in Fig. 3. . 
C. Input Adaptability to the Random Exponential Signal 
The above two reference input signals revealed the vari- 
ations of frequency responses, W ( j w )  and G(jo), with the 
time constant T, as shown in Figs. 4 to 6 where the length 
h ,  of the dead time used as the controlled object is equal 
to 0.04 s. 
Solid Lines in Figs. 4(a) and (b) represent the frequency 
responses to the URS-signal equivalent to the random 
exponential signal when T,=O sec. Fig. 4(a) corresponds 
to the open-loop one and Fig. 4(b) to the closed-loop one. 
Fig. 4(a) shows that a peak appears at frequencies higher 
than w, in the open-loop gain curve. The monotonic prop- 
erty resulting from the crossover model can be no longer 
seen in it. This peak has been approximated by McRuer 
et al. [15], [16] and Hess [5], [6] on the basis of the 
interpretation that the peak is caused by the resonance 
characteristic of the neuromuscular system. However, this 
phenomenon can also be explained as the compensation 
characteristic for time-delay included in the operator as 
Yoshizawa et al. [14], [17] showed. This paper adopts the 
latter idea because of the reason which will be mentioned 
later. 
When T, was increased to 0.3 s, Figs. 5(a) and (b) were 
obtained. Fig. 5(a) shows that the open-loop phase curve 
as well as its gain one loses its monotonic property because 
it moves back and forth around -180" line, yielding a 
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Fig. 5. Frequency responses to random exponential signal when T, = 0.3 s and h = 0 s. a) Open-loop. (b) Closed-loop. 
(Shade represents range in which power spectrum of input signal fs more 6 a n  -40 dB.) 
peak. The slope of the gain curve becomes steeper than 
-20 dB/decade, which also does not agree with the case 
of the crossover model. Furthermore, Fig. 5(b) shows that 
as the frequency increases, the closed-loop gain curve 
exceeds 0-dB line once and decreases. 
The same characteristics as the above one could also be 
seen when T, =1.754 s as shown in Figs. 6(a) and (b). 
However, the features at high frequencies are not obvious 
because the input signal in this case has less power spec- 
trum at these frequencies than the signals used in the 
previous figures. To give a standard of reliability, the 
frequency range where the power spectrum of the input 
signal is more than - 40 dB is shown in each figure. 
King-Smith [19], Takeda et al. [4], and Hess [6] have 
already pointed out an experimental fact that the slope of 
the open-loop gain curve does not coincide with -20 
dB/decade at the neighborhood of w, or at frequencies 
lower than it. To approximate this fact, the double-slope 
crossover model has been used by King-Smith [19] and a 
transfer function model with a zero in the right-half com- 
plex plane has been used by Takeda et al. [4], but the 
precise reason why the dynamic characteristics represented 
by such models must appear has not been clarified yet. 
The model proposed by Hess [6] that includes some equal- 
ization elements selected randomly according to suitable 
probabilities cannot explain the peak shown in the phase 
When the same input as the previous one was still used 
and when h ,  = 0.24 s, G ( j w )  and W ( j w )  were obtained as 
shown in Figs. 7(a) and (b), respectively. In these figures, 
the features mentioned above become clearer than the 
previous figures without any artificial dead times except 
for the display period. This suggests that such features are 
closely related to the dead time in the loop and that the 
features that exist even when no additional dead time is 
added to the system are caused by the inherent dead time 
included in the human operator. 
Hence, it can be concluded that the variation of the 
human frequency response with the time constant T,, that 
is, the human adaptability to the reference input does not 
arise from his attempt to keep the structure of the frequency 
transfer function constant but by the other prupose de- 
pending upon both T, and h ,  in a complicated manner. 
This fact cannot be explained by the traditional interpreta- 
tions [3] of human input adaptability that the form of the 
transfer function model except its parameters does not 
change even if one of characteristics of the reference input 
such as its bandwidth does. 
curve. 
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Fig. 7. Frequency responses to random exponential signal when T, = 1.754 s and h = 0.2 s. (a) Open-loop. (b) Closed-loop. 
(Shade represents range in which power spectrum of input signalk more than -40 dB.) 
The following section will offer a model which can 
explain both the input adaptability to T, and the process 
adaptability to h C. 
IV. AN OUTPUT REGULATION MODEL 
A. Model Formulation 
To simplify the discussion, suppose that delays con- 
tained distributedly within the human operator and the 
controlled object are lumped into a dead time with the 
length h [SI, then Fig. l(a) can be regarded as Fig. l(b). A 
controller with the transfer function Gc(s) shown in Fig. 
l(b) represents the dynamics of the display and the oper- 
ator except both the dead time and the neuromuscular 
system [16], and u ( t )  denotes the output of the controller. 
The human neuromuscular system and controlled object 
can be described by a linear system with a delay, h: 
i l ( t )  =A1xl(t)+ B , u ( t - h ) ,  (4) 
= DIXl(t), ( 5 )  
where xl(t), u ( t )  and y ( t )  denote the plant state vector of 
dimension n,, the control input vector of dimension I and 
the system output vector of dimension m ,  respectively, and 
A,, B ,  and D, are matrices with suitable sizes. Assume 
that 
( A , ,  B , )  is controllable. ( 6 )  
4 ( t )  = A,X,(t), (7) 
r ( t )  = D,X,(t), (8) 
The reference input vector r ( t )  of dimension m is 
generated by the reference input generator: 
where x 2 ( t )  denotes the reference input state vector of 
dimension n, ,  and A, and D2 are matrices with suitable 
sizes. Let n = n, + n,. 
Assume that there exists an internal model of the refer- 
ence input generator in the operator’s control algorithm 
and that this model has the same structure as the system 
(7) and (8). Let its parameters be A; and Di correspond- 
ing to A, and D,, respectively, but they do not always 
coincide with the true ones. 
The tracking error e ( t )  is expressed as 
e ( ? )  = r ( t ) - y ( t )  = D2x2(t)- D,x,(t). (9) 
Watching the display, the operator perceives a vector 
q ( t )  of dimension p given by 
4 ( t )  = C,x,(t)+ c2x,(t), (10) 
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where C ,  and C, are matrices with suitable sizes. They 
depend upon the type of the display. Namely, if the 
display is a compensatory type as used in our experiment, 
then p = m and they are expressed as 
Cl=-D1, (11) 
C, = D,. (12) 
If the display is a pursuit type, then p = 2m and they are 
expressed as 
c, = [ DT,O] T ,  
C, = [0, DT] ’. 
x( t )  = [ X,WT, X , ( t ) T ]  T .  
(13) 
(14) 
For convenience, define the augmented state vector of 
dimension n to be 
(15) 
i ( t )  =Ax(?)+  Bu( t  - h) ,  (16) 
4 ( t )  = cx(t) ,  (17) 
e(?)  = o x ( ? ) ,  (18) 
This substitution yields an augmented system given by 
where 
A =block diag[A,, A,], an n X n matrix, (19) 
B = [ B ~ , o ]  T, an z x m matrix, (20) 
(21) 
(22) 
C = [ C,, C,], a p x n matrix, 
D = [ - D,,  D,], an m X n matrix. 
where F, F, and F, are an Zxn, an lXn,  and an 1 X n ,  
matrix, respectively. 
Now, a main assumption with respect to Fl and F2 is 
introduced. Namely, assume that F, and F, are chosen by 
the operator so that the conditions of output regulation 
with internal stability [20]: 
1) (A, + B,F,) is stable (internal stability); and 
2) the tracking error e(?) + 0 as t 4 00 (output regu- 
lation). 
may be satisfied for the system mentioned above. 
Furukawa and Shimemura [25] have extended the theo- 
rem for the above problem obtained by Wonham and 
Pearson [20] to a case of a linear system with delay. Their 
solution is used for the present modeling. 
Furthermore, they have also solved the problem with 
respect to the system with delay, which has additional 
disturbance as well as the reference input. If a remnant 
coming from the human operator is regarded as this ad- 
ditional disturbance and if the disturbance generator is 
formulated in the same way as the reference input genera- 
tor, then the model including the remnant can be realized. 
However, the structure of the model resulting from this 
extension is too complicated to attain our purpose of 
quantifying the input adaptability efficiently. Hence, the 
remnant is ignored. 
To simplify the discussion further, assume that eigenval- 
ues of A, are distinct from one another. It is not difficult 
to extend this problem to the case where all of them are 
not distinct. 
Assume that 
Theorem I: Furukawa and Shimemura [25]: Let A,  (i = 
1,2; -, n,) denote eigenvalues of A,. Subject to (6) and 
for the system with time-delay mentioned above is solvable 
if 
(A, C) is observable. (23) 
Let a vector a ( t )  of dimension n be an estimate of the (23), the output problem with internal stability 
augmented state x(t). Assume that the operator 
a(?) by using the observer: 
i ( t ) =  J z ( t ) + K q ( t ) + L B u ( t - h ) ,  (24) rad[Alzni-A19 B1]=nl+m 0 
Dl 3 a(?) = M z ( t ) +  Nq(t), (25) 
where z ( t )  is the state of the observer, and matrices J, K, 
L ,  M ,  and N with suitable sizes satisfy the equations: 
(26) 
(27) 
where Zn denotes an n x n identity matrix. 
A predictor is assumed to represent the operator’s at- 
tempt to compesnate for the dead time. Let x”(t) be the 
assumed to be obtained from the predictor given by 
The algorithm for finding F, and F, has been obtained in 
the process of proving Theorem 1 as follows [25]: 
( i  =1,2,. -, n,) be an eigenvector of A, with 
respect to A i -  Define an n 2  
J L = L A -  KC,  
M L + N C = I n ,  
Let 
n 2  matrix % as 
predicted state of x ( t ) ,  h [SI into the future. Z ( t )  is E,= [t,,,t2,,. * * , t 2 n 2 ] *  (31) 
It is clear that E, is nonsingular. Since (30) holds, there 
exist tl, of dimension n,, and f,, of dimension n,, subject 
to 
x”(t) = e A h a ( t ) + / o  - h  e-AeBu(t+B) de (28) 
introduced in [18]. The reader should refer to [21]-[24] for 
more detailed discussion about the predictor. 
On the basis of x“( t ), the operator is assumed to generate 
u ( t )  as follows: 
’ i I n l - ( A 1  + BlFl), ’1 
u ( t )  = F Z ( t )  = [F, ,  F,]x”(t), (29) for i = 1 , 2 , . . - , n 2 .  (32) 
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Now, the concrete method can be obtained as 
1) Choose F, arbitrarily such that (A, + B,F,) is sta- 
ble, and 
2) Choose F2 such that 
F2 = - [ f21, f 2 2 ,  * * * , fh,] ql. (33) 
Here, F, could be chosen such that a certain cost 
functional with respect to e(t) and u ( t )  may be minimum. 
If so, it would be difficult to decide which condition causes 
the human input adaptability, the optimal condition or the 
condition of output regulation with internal stability. This 
is not suitable for our primary purpose of expressing how 
the human inpout adaptability appears. Therefore, we do 
not impose the constraint with respect to optimality on F,. 
B. Frequency Characteristics of the Proposed Model 
specified by this algorithm will be described below. 
matrix function r2(s) and n ,  X n ,  matrix E, as 
The frequency characteristics of the closed-loop system 
Define an n , X n ,  matrix function rl(s), an n 2 X n 2  
r,(s) = exp [ - ( szn, - A,) h ]  , 
r2(s) =exp[-(sZn2-A,)h] and (35) 
E,= [ 611 ,6129 .  * 3 tin,] 3 
(34) 
(36) 
respectively. Decompose L shown in (24) into two parts 
such that 
L = [ L , ,  L21, (37) 
whereL, and L,arean(n-p)Xn,  andan(n-p)Xn,  
matrix, respectively. Define an n , X  n ,  matrix function 
H , ( s )  and n, X n 2  matrix function H 2 ( s )  as 
H , ( s )  = ( S I n ,  - A, - BIFl)-lBIFl~l(s) and (38) 
(39) 
H , ( s )  = (SI,, - A, - B l F l ) - 1 ~ l ~ ~ 1 ~ 2 ( ~ ) ( ~ Z ~ ~ -  A,), 
respectively. 
Theorem 2: Let w ( s )  be the p X n 2  transfer function 
matrix from x2(t) to y(t) of the closed-loop system given 
by (16), (17), (24), (25), (28) and (29), subject to (6), (23) 
and (30). If (33) holds, then w ( s )  can be represented by 
. [ M( SZ" - p  - J ) - + N ] c, , (40) 
= D 2 r 2 ( 4  - D , H 2 ( 4  
- [D,H,(s), D2T2(4 - D,H2(s)l 
.M(SZ,,_~ - J)-'L,(sZn,- A2).  (41) 
The proof of Theorem 2 will be mentioned in Appendix. 
Theorem 2 yields a proposition that guarantees output 
regulation of the closed-loop system in the frequency do- 
main. 
Proposition I :  Subject to (6), (23) and (30), the error 
vector e(t) of the closed-loop system specified by (33) with 
suitable choice of F, converges to 0 as t + rn for any 
initial conditions of x(0) = [x,(O)~, x ~ ( O ) ~ ] ?  
Proof: Let E ( s )  be the Laplace transform of e(t). 
E ( s )  is represented by 
E ( s )  = [ D 2 - w ( s ) ] ( s I n z -  A 2 ) - 1 ~ 2 ( 0 ) .  (42) 
According to (41) in Theorem 2, E ( s )  has no poles in the 
closed right half complex plane if F, is chosen suitably. 
V. ADEQUACY OF THE PROPOSED MODEL 
A. Application of The Proposed Model 
On the basis of (40), the frequency response of the 
model can be calculated. The parameters that decide the 
characteristics of the model are as follows: 
1) time-delay h [SI, 
2) o(A,):  the set of eigenvalues of the neuromuscular 
3) a( A, + B,F,): the set of eigenvalues of the closed-loop 
4) a(J): the set of eigenvalues of the observer, 
5 )  a(A5): the set of eigenvalues of the internal model. 
Figs. 4-7 show that the gain curves of the closed-loop 
frequency responses diminish at high frequencies as rapidly 
as that of a second-order system. Hence, the plant system 
given by (4) and (5), i.e., the combination of the neuro- 
muscular system and the controlled object, must have the 
order of two or more. To deal with the simplest case, 
assume that the parameters of this system are given by 
system and the controlled object, 
system after the pole assignment, 
where n l =  2 and I =  m =l. It is clear that (A,, B,) is 
controllable. 
The internal model with respect to the reference systems 
generating the random step signal and the random ex- 
ponential signal can be represented by 
n 2 = l ,  A ; = - € ,  D ; = g  (44) 
and 
respectively when the URS-signal is regarded piecewisely 
as a single step signal. These representations imply param- 
eter mismatches made by the human operator because the 
parameters e and T do not always coincide with true ones, 
i.e., zero and T,, respectively. 
B. Some Analytical Results 
Some analytical results when the internal model has no 
mismatches, i.e., A ;  = A, and D2/ = D,, will be described 
below primarily for n2  = 2. If the results for n2  =1  must 
be shown, then remove the last row and column from 
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every matrix (or the last element from every vector) that 
will be obtained below and take the limit when T + 0 in 
the remaining elements. 
Let d = 0 and g = 1. Nevertheless, the following model- 
ing of the human operator is still available. Let a,(T-' - 
a2T-' + a,) # so that (A, C) can be observable even if the 
compensatory display is used ( p  = l ) ,  i.e., (11) and (12) 
hold. 
When n 2  = 2, the solution of (32) for (43) and (45) 
yields 
F2= [ a , - f , ,  a , - f , - T - ' I ,  (46)  
where fl and f 2  denote the elements of the 1 X 2 matrix 
F,, i.e., F, = [f,, f 2 ] .  Hence, (40) is represented by 
[ b , ,  b2, b , ,  b4]e-hs 
W ( S )  = 
s2 + ( a2 - f 2  >s + a, - fl 
. [ M (  SI4-, - J )  - l K  + N ]  c,, (47)  
where new scalars b,  to b4 are given by 
bl = f l + 1 1 +  f2+21, (48)  
(49)  
(50)  
b4 = ( a ,  - f , ) ( l  - e - " I T ) T +  ( a2 - f 2  - T-')e-'IT, (51)  
respectively, and (Pij  ( i  = 1,2, j = 1,2) denotes the element 
of e 
It is interesting to know how the closed-loop transfer 
function W ( s )  from r ( t )  to y ( t )  changes as the real parts 
of poles of the observer approach negative infinity. 
For simplicity, the characteristic polynomial of the ob- 
server is assumed to be 
where q is a real number. This assumption yields the 
following proposition after simple but long calculations. 
Proposition 2: As q + 00, the term [M(s14- ,  - J) - 'K  + 
N]C2  in (40) that is caused by the observer for n = 4  
converges as 
( P = %  (54 
where new functions of s, cl(s) to c4(s), are given by 
c,(s) = s [ ( T - ' - a 2 ) s 2 + ( T - ' -  u ; + u , ) s  
+ a,T-' + a,T-' - a ; ]  co ( 5 5 )  
c ~ ( s )  = s [ s ~ + u ~ s - T - ~ +  U ~ T - ' ) ] U , C , ,  (56)  
c 3 ( s )  = [ ( T - ' - U , ) ~ ~ + ( T - ~ - - U ~ + ( I ~ ) S ~  
+ ( a2T-' + a,T-' - U : ) S  
+ a,( T-' - u ~ T - ' +  a , ) ]  ~0 and (57)  
( 5 8 )  c4(s) = s [s2  + a2s + a, ]  a,co, 
respectively, and co = [a , (T- ' -  a2T- '+  al)]-'. 
that W ( s )  in the limit when q + 00 can be calculated as 
In the pursuit case, i.e., p = 2, this proposition shows 
. (59)  e - h s  
b, + b4s 
W ( s )  = 
s2 + (a2 - f2 ) s  + a, - fl 
Note that W(s)  has a zero depending upon both h and T 
and that the gain curve of W ( s )  exceeds 0-dB line like the 
experimental data if - f, is sufficiently large. However, in 
the compensatory case, i.e., p =1, W(s)  becomes too 
complicated to obtain an intuitive result. 
C. Approximation of the Human Response 
Here q is one of the finite parameters to be adjusted for 
approximating the human response. The values of a, and 
a express the neuromuscular system dynamics. They don't 
have to be known precisely in approximating the overall 
input-output characteristics because the closed-loop poles 
can be located freely by suitable choice of F, and q even if 
the values of a, and a2 are different from true ones to 
some extent. In this study, they were chosen as a, = 100 
and a 2  = 20. 
The closed-loop frequency transfer function W( s) ob- 
tained from (47) and (52) is a function of E ,  T ,  h, F, and 
q. Let W,(jo, E ,  T ,  h,  F,, q )  denote this function, and let 
W,( jo) denote experimental data. The simplex method 
proposed by Nelder and Mead [26] was employed to 
approximate W,(jw) by means of W,(jw) so as to 
minimize the following approximation error a: 
25 
a( e ,  T ,  h ,  F1,q) = I W , (  jo t ,  € 9  T ,  h 9 Fi, 17) 1 
r = l  
25 
- W H ( , , i  c IWH(j4 I ?  (60) 
1 = 1  
where 
o, = 100.11-1.09 [rad/s] ( i = 1 , 2 , . . . , 2 5 ) .  (61)  
Broken lines depicted in Fig. 4 show the approximation 
of the human response represented by solid lines to the 
URS-signal for h ,  = 0 s. They agree with one another well. 
Table I shows the corresponding parameters, where Fl is 
represented as eigenvalues of A,+B,F, .  When E was 
chosen to be equal to the nominal value of the reference 
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TABLE I 
PARAMETERS THAT h4INIMIZE THE &’PROXIMATION ERROR a REPRESENTED EQUATION (60) 
Reference Eigenvalues of 
URS-signal 0.0363 0 0.248 - 17.9, - 6.71 18.4 
Random exponential 
6 Input T [SI h [SI A1 + BlFl 1) 
signal 
= 0.3 s 0.0740 0.146 0.248 - 14.8 j3.99 18.1 
= 1.754 s 0.173 2.97 0.248 - 24.6, - 0.581 40.67 
-180 
~ T = O s e c  --SI 
PHASE 




Fig. 8. Frequency responses to random exponential signal on basis of parameters obtained from case where URS-signal is 
used. (a) Open-loop. (b) Closed-loop. 
input generator, zero, and the other parameters were kept 
invariant, then the curves of the model changed as shown 
by the dot-dash lines depicted in Fig. 4. This indicates that 
the effect of mismatch with respect to E prevents the 
open-loop gain curve from increasing at low frequencies 
and makes the open-loop phase curve close to a different 
value from - 90’ as the frequency decreases. 
D. Prediction of the Human Response and Performance 
If we consider the response to the step-like input ob- 
tained above as a basis for understanding the operator’s 
characteristics, we can predict the variation of the human 
response with T, i.e., the parameter of the internal model 
of the reference input generator. 
Suppose that, even when T increases, all parameters 
except T are invariant and their values are the same as that 
of the parameters obtained from the step response, then 
the dynamics of the model for n ,  = 2 change with T as 
shown in Fig. 8. Note that there exists the same features in 
this figure as the operator’s described in Section 111. This 
implies that the human operator may also change himself 
according to the time constant included in the internal 
model corresponding to the reference input generator so 
that the condition of output regulation can be satisfied. 
Fig. 8 enables us to predict the human input adaptability 
to some extent. 
However, the assumption that all parameters except T 
are invariant is not correct. The human operator cannot 
keep h, Fl and r) invariant completely if T changes, and 
he does not know the true values of the parameters in- 
cluded in the external reference input generator. Therefore, 
the operator’s responses for n 2  = 2 cannot be approxi- 
mated precisely by the curves depicted in Fig. 8. When all 
parameters except h, i.e., E, T, Fl and r), were chosen 
freely for different Te’s so as to minimize (60), then theo- 
retical curves were obtained as broken lines depicted in 
Figs. 4-7. The responses of the model agreed with those of 
the operator sufficiently. The dead time h was fixed to be 
the same value that was used in the case of the URS-signal 
because it should be as close as possible to the human 
response time. These parameters were obtained as Table I. 
VI. CONCLUSION 
The model realizing output regulation for a linear sys- 
tem with a dead time has been applied successfully to 
explain the human operator’s input adaptability to the 
parameter change in the reference input generator. It is 
essential that the proposed model includes an internal 
model of the reference input generator so that the error 
signal can converge to zero. The experimental results have 
been consistent with the theoretical analysis. This indicates 
that the operator may behave as an artificial linear servo 
system based on the internal model principle introduced 
by Wonham and Pearson [15]. 
In this paper, a single-input single-output compensatory 
manual tracking system has been dealt with primarily. 
However, the theoretical results obtained here can be 
applied easily to more general manual tracking systems 
such as pursuit or two-dimensional ones because of general 
and multivarible descriptions of the results. 
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There are many other models that are not based on the 
internal model principle such as a linguistic control model 
[27] using the fuzzy system theory. It is to be further W( s ) =[ D, , 01 A ( sIn, +n - p - A-’O (s  ) A )  - ‘A ‘V( s ) C2 
investigated whether these kinds of the models can express 
can be calculated as 
the properties of input adaptability presented in this study, 
or not. 
APPENDIX 
(THE PROOF OF THEOREM 2) 
First, several preparations will be made for proving the 
result. Define an n X n matrix function r(s) and an 1 X n 
matrix function n(s) as 
r(s) =block diag[r,(s), r,(s)] and 





nb)  = [n,(s), n,(s)l, (A3) [3] 
respectively. Decompose n(s) into two parts such that 
where n,(s) and n,(s) are an l X n ,  and 1 X n ,  matrix 
function, respectively. Define an 1 X 1 matrix function [41 
\k(s) as 
*(s) = 11 - F1( SI,, - A , ) - ’ [  I,, - rl(s)] Bi. (A4) 
Define an ( n , + n - p ) X ( n , - n - p )  matrix O(s), an 
(n, + n - p ) x  p matrix V ( s )  and (n, + n - p ) x ( n l  + n - 
[51 
[61 
p )  matrix A as [71 
respectively. 
It is easy to prove the following lemma. 
Lemma: If (32) holds, then 
D, ( SI,, - A ,  - B,F,) -lB,F, 
= DIEIE;l - Dl( SIn ,  - A;- B J , )  - l  
~ 5 1  
(A81 
- I-, *=,=, (SI,,- A 2 ) .  
[I61 
Proof of Theorem 2: Laplace transforms of (4), (24), 
~ 7 1  
(25) and (28) yield 
where X , ( s ) ,  X,(S) and Z ( s )  denote the Laplace trans- [191 
forms of x l ( t ) ,  x 2 ( t )  and z ( t ) ,  respectively. Hence, w ( s )  
= D,(sI,* - A ,  - B’F,) -1B1*(s)n(s)Nc2 
+ D,(sI,, - A ,  - B,F,) -lB,*(s)n(s) 
.M(sI , - ,  - J ) - ’ K c 2  
. [ M (  SI, - p  - J ) - l K  + N ] c2 
= D,(~I , , ,  - A ,  - B , F , ) - l B , m ( s )  
= the right hand side of (41) 
(Since the lemma mentioned above holds.) 
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