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Neue Methoden zur Gro¨ßen- und Formbestimmung von fluoreszierenden Nano-
strukturen unter Verwendung der SMI-Mikroskopie
Bisher ging man bei der Gro¨ßenbestimmung mit der SMI-Mikroskopie von einem
idealen Wellenfeldverlauf aus. Sto¨rungen des Wellenfeldes, welche die Punktbild-
funktion (PSF) des Mikroskops vera¨ndern, wurden nicht beru¨cksichtigt. Durch
Verwendung von fluoreszierenden Objekten mit bekannter Farbstoffverteilung
als Referenzobjekte konnte fu¨r jede Gro¨ßenmessung eine individuelle Punkt-
bildfunktion des SMI-Mikroskops berechnet werden. Damit wurde fu¨r jede Mes-
sung eine individuelle R(S)-Kurve, die den Zusammenhang zwischen dem Mo-
dulationskontrast R und der Objektgro¨ße S beschreibt, ermittelt. Es werden
Gro¨ßenmessungen an Mikrokugeln mit nominalen Durchmessern zwischen 71
nm und 200 nm vorgestellt. Die Ergebnisse werden mit den Ergebnisse ver-
glichen, die man ohne Verwendung von Referenzobjekten erhielte. Es konnte
gezeigt werden, dass die Verwendung von Referenzobjekten die Genauigkeit der
Gro¨ßenbestimmung deutlich erho¨ht. In einem weiteren Teil der Arbeit wird die
Formabha¨ngigkeit der R(S)-Kurven durch Einfu¨hrung neuer Gro¨ßenmaße ver-
ringert. Diese neuen Gro¨ßenmaße stellen nicht mehr die Gesamtausdehnung der
Farbstoffverteilung dar, sondern geben eine mittlere Ausdehnung an. Bei gro¨ße-
ren Objekten (d ≥ ca. 100 nm) bleiben die R(S)-Kurven jedoch formabha¨ngig.
Durch Vermessung der Farbstoffverteilung bei zwei verschiedenen Anregungs-
wellenla¨ngen kann fu¨r diese gro¨ßeren Objekte ein Formparameter ermittelt wer-
den. Dieser erlaubt die Auswahl der richtigen R(S)-Kurve. Dazu werden Mes-
sungen an Vollkugeln mit einem nominalen Durchmesser von 190 nm vorgestellt.
New methods for size and shape determination of fluorescent nanostructures by
usage of SMI microscopy
In the past, an ideal wavefield shape was assumed for performing size measu-
rements by SMI microscopy. Disturbances of the wavefield, which modify the
point spread function (PSF) of the SMI-microscope, were not considered. By
using fluorescent objects with known dye distribution as reference objects an
individual point spread function of the SMI microscope could be calculated for
each size measurement. This measured point spread function was then used to
calculate an individual R(S)-curve, which describes the dependence of the mo-
dulation contrast R from the object size S, for the size measurement. In this
thesis, size measurements of microspheres with nominal diameters between 71
nm and 200 nm are shown. The results were compared with results one would
obtain without using reference objects. The usage of reference objects incre-
ased the accuracy of the size measurements significantly. In a second part of
the thesis the shape dependence of the R(S)-curves is reduced by introduction
of new size measures. These new size measures are not the total size anymore
but a mean size of the dye distribution. For larger objects (d ≥ ca. 100 nm)
the R(S)-curves stay shape dependent. By measuring the modulation contrasts
R of those objects using two different excitation wavelengths it is possible to
obtain a shape parameter. Knowing this parameter one can choose the correct
R(S)-curve. Measurements on spheres with a nominal diameter of 190 nm are
shown.
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Kapitel 1
Einleitung
Seit den Arbeiten von Abbe [1] ist bekannt, dass die Wellennatur des Lichtes das
Auflo¨sungsvermo¨gen von Mikroskopen beschra¨nkt. Abbes Arbeit hat seitdem
das Design von Mikroskopen stark beeinflusst. Um die Auflo¨sung von Mikro-
skopen weiter zu erho¨hen, wurden Mikroskope entwickelt, die ohne sichtbares
Licht arbeiten, wie zum Beispiel die Elektronenmikroskopie oder die Ro¨ntgen-
mikroskopie [28]. Obwohl durch diese Techniken die optische Auflo¨sung deutlich
erho¨ht werden konnte, sind sie nicht fu¨r alle Anwendungen geeignet; insbesonde-
re ist keine Messung an lebenden biologischen Strukturen mo¨glich. Aus diesem
Grunde ist es sinnvoll, auch die optische Mikroskopie weiterzuentwickeln.
Das Auflo¨sungsvermo¨gen eines Mikroskops wird durch seine Punktbildfunktion
(PSF) bestimmt. Sie gibt an, wie ein punktfo¨rmiges Objekt durch das Mikroskop
abgebildet wird also wie stark es ”verschmiert“ wird. Durch gezielte Vera¨nde-
rung der PSF kann das Auflo¨sungsvermo¨gen eines Mikroskops erho¨ht werden.
Man spricht dann von ”PSF-Engineering“. Durch Reduktion der Halbwertsbrei-
te der PSF kann das Auflo¨sungsvermo¨gen erho¨ht werden. Ein Beispiel ist die
STED-Mikroskopie [20, 22]. STED ist die Abku¨rzung fu¨r Stimulated Emission
Depletion. Bei der STED-Mikroskopie wird neben einem Anregungsstrahl ein
Abregungsstrahl verwendet, der so geformt ist, dass die Fluoreszenz in der un-
mittelbaren Umgebung des Anregungsfokus unterdru¨ckt wird. Dadurch kann
die Halbwertsbreite der PSF in allen drei Raumrichtungen auf etwa 100 nm
reduziert werden.
Ein anderes Verfahren stellt die 4Pi-Mikroskopie dar [18, 19, 20, 16, 25]. Durch
koha¨rente Beleuchtung durch zwei gegenu¨berligende Objektive, koha¨rente De-
tektion oder beides (Typ A, B oder C) ist hier die Punktbildfunktion gegenu¨ber
einem gewo¨hnlichen konfokalen Mikroskop modifiziert. Die PSF des 4Pi-Mikros-
kops ist so beschaffen, dass eine Dekonvolution des aufgenommenen Bildstapels
mo¨glich ist. Zusa¨tzlich zur Dekonvolution werden zur Zeit auch andere Verfah-
ren getestet, die es ermo¨glichen, Aussagen u¨ber fluoreszierende Nanostrukturen
zu machen, ohne die Struktur im Einzelnen aufzulo¨sen. Dazu wird versucht die
Information u¨ber die Farbstoffverteilung auf einen Parameter, die Gro¨ße, zu re-
9
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duzieren [11]. Problematisch ist dabei, dass zur Gro¨ßenbestimmung die Form
der untersuchten Struktur prinzipiell bekannt sein muss [11].
Die vorliegende Arbeit bescha¨ftigt sich mit der Spatially Modulated Illuminati-
on (SMI)-Mikroskopie [2, 3], die sich von der Wellenfeld-Mikroskopie [4] dadurch
unterscheidet, dass eine Vorrichtung zur Bewegung des Objekttra¨gers entlang
der optischen Achse vorgesehen ist. Im Gegensatz zur 4Pi-Mikroskopie ist das
SMI-Mikroskop ein Weitfeld-Mikroskop, wobei es sich von anderen Weitfeld-
Mikroskopen dadurch unterscheidet, dass durch U¨berlagerung zweier Laser-
strahlen im Objektraum ein stehendes Lichtwellenfeld erzeugt wird. Dadurch
ist die SMI-PSF gegenu¨ber einer normalen Weitfeld-PSF modifiziert. Das zu
untersuchende Objekt wird einer strukturierten Beleuchtung ausgesetzt, was es
ermo¨glicht, Informationen u¨ber das Objekt zu erhalten, die ohne diese struktu-
rierte Beleuchtung verborgen wa¨ren. Eine Dekonvolution ist jedoch im Gegen-
satz zur 4Pi-Mikroskopie eher schwierig, da die Optische Transferfunktion des
SMI-Mikroskops viele Nullstellen aufweist.
Betrachtet man zwei fluoreszierende Objekte, deren lateraler Abstand so groß
ist, dass die beiden Objekte getrennt detektiert werden ko¨nnen, kann die Mo-
dulation des Wellenfeldes verwendet werden, um sehr pra¨zise Aussagen u¨ber
den axialen Abstand der beiden Objekte zu machen. Diese axialen Abstands-
messungen waren der klassische Anwendungsbereich der SMI-Mikroskopie [2, 3].
Seit kurzem wurde der Anwendungsbereich auf die Bestimmung der Ausdehnung
von Nanostrukturen in Richtung der optischen Achse (d ≤ 200 nm) ausgedehnt
[14, 15, 13, 26]. Es zeigte sich, dass die Gro¨ßen von fluoreszierenden Mikrokugeln
sehr exakt bestimmt werden konnten. Wie bei den dekonvolutionsfreien Messun-
gen mit dem 4Pi-Mikroskop musste zur Gro¨ßenbestimmung eine Annahme u¨ber
die Form der Farbstoffverteilung gemacht werden. Bei den ersten Messungen
wurde dabei angenommen, dass der Farbstoff gaußfo¨rmig u¨ber die Struktur ver-
teilt ist.
Die vorliegende Arbeit bescha¨ftigt sich mit diesen Gro¨ßenmessungen, insbe-
sondere mit der Frage, welchen Einfluss die Form der Farbstoffverteilung einer
Nanostruktur auf die Gro¨ßenbestimmung hat. Zudem wird eine Methode vor-
gestellt, mit der neben dem Parameter ”Gro¨ße“ ein weiterer Parameter, der
die Form der Nanostruktur beschreibt, gemessen werden kann. Die vorliegen-
de Arbeit bescha¨ftigt sich zuna¨chst nur mit der SMI-Mikroskopie, jedoch ist es
denkbar, dass die hier vorgestellten Methoden nach entsprechender Modifizie-
rung in Zukunft auch bei der 4Pi-Mikroskopie angewendet werden ko¨nnen.
Zuna¨chst wird in Kapitel 2 der Aufbau des fu¨r die Messungen verwendeten SMI-
Mikroskops beschrieben. Zudem wird kurz beschrieben, wie Abstandsmessungen
und Gro¨ßenmessungen urspru¨nglich durchgefu¨hrt wurden.
In Kapitel 3 wird eine Methode vorgestellt, mit der sich die fu¨r die Gro¨ßenmes-
sung wichtigen R(S)-Kurven analytisch berechnen lassen. Diese Kurven wurden
bisher durch sehr aufwa¨ndige Computersimulationen, die sog. Virtuelle Mikro-
skopie, bestimmt. Die hier beschriebene Methode beschleunigt die Berechnung
erheblich und ermo¨glicht, die Auswirkungen bestimmter Parameter effizient zu
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untersuchen. Insbesondere wurde mit dieser Methode die Auswirkung der Farb-
stoffverteilungsform auf die R(S)-Kurven untersucht.
In Kapitel 4 wird gezeigt, dass eine exakte axiale Gro¨ßenbestimmung die Ver-
wendung von Referenzobjekten voraussetzt. Durch solche Referenzobjekte kann
in jeder Messung die individuelle PSF und damit die individuelle R(S)-Kurve
bestimmt werden. Die Ergebnisse unter Verwendung von Referenzobjekten wer-
den verglichen mit Ergebnissen, die man ohne Referenzobjekte erhielte.
Die Untersuchung in Kapitel 3 zeigte, dass die fu¨r die axialen Gro¨ßenmessung
notwendigen R(S)-Kurven sehr stark formabha¨ngig sind. Kapitel 5 behandelt
die Frage, ob durch die Einfu¨hrung eines neuen Gro¨ßenmaßes die R(S)-Kurven
formunabha¨ngig gemacht werden ko¨nnen. Es werden Gro¨ßenmaße vorgestellt,
die das Problem zumindest fu¨r kleine Gro¨ßen lo¨sen.
Selbst unter Verwendung der neuen Gro¨ßenmaße bleiben die R(S)-Kurven fu¨r
gro¨ßere Objekte formabha¨ngig. In Kapitel 6 wird eine Methode beschrieben, wie
trotzdem Gro¨ßenaussagen u¨ber solche Objekte gemacht werden ko¨nnen. Diese
Methode setzt voraus, dass der verwendete Farbstoff bei zwei verschiedenen Wel-
lenla¨ngen angeregt werden kann. Durch Kombination der Messungen bei diesen
unterschiedlichen Wellenla¨ngen kann dann sowohl ein Formparameter, als auch
ein Gro¨ßenparameter bestimmt werden. Es werden Formmessungen an Mikro-
kugeln vorgestellt.
Kapitel 7 greift noch einmal die Gro¨ßenmessung aus Kapitel 4 auf. Die Metho-
dik wird weiter vereinfacht.
Kapitel 8 beschreibt die Auswertungssoftware und die verwendeten Algorithmen
im Detail.
In Kapitel 9 werden die Ergebnisse zusammenfassend diskutiert.
Kapitel 2
Stand der Technik
In diesem Kapitel soll kurz der Aufbau des SMI-Mikroskops erla¨utert werden.
Zudem werden die zwei Hauptanwendungsgebiete der SMI-Mikroskopie, die Di-
stanzmessung zwischen Nanostrukturen und die Gro¨ßenmessung von Nanostruk-
turen, beschrieben.
2.1 Aufbau des SMI-Mikroskops
Der Aufbau des SMI-Mikroskops wurde in vielen Arbeiten bereits ausfu¨hrlich
beschrieben. Deshalb sollen hier nur die fu¨r die vorliegende Arbeit wesentlichen
Grundlagen beschrieben werden. Die technischen Feinheiten ko¨nnen zum Bei-
spiel in [2] nachgelesen werden.
In Abbildung 2.1 ist der Aufbau des fu¨r die Messungen in dieser Arbeit verwen-
deten SMI-Mikroskops schematisch gezeigt. Es stehen zwei Laser zur Verfu¨gung:
ein Ar+-Laser mit einer Wellenla¨nge von 488 nm und ein Kr+-Laser mit einer
Wellenla¨nge von 647 nm. Die Laserstrahlen werden zuna¨chst mittels Glasfaser-
kabeln in Kollimatoren eingekoppelt, die die Strahlen auf einen Durchmesser
von etwa 1 cm aufweiten. Beide Laserstrahlen werden dann mit einem Beam-
combiner vereinigt und auf einen Strahlteiler gefu¨hrt, der die Strahlen im In-
tensita¨tsverha¨ltnis 50:50 teilt. Beide Teilstrahlen werden dann mittels jeweils
einer Einfokussierlinse auf die hintere Brennebene des zugeordneten Objekti-
ves gebu¨ndelt und verlassen demnach das Objektiv als paralleler Strahl. Durch
U¨berlagerung der beiden Teilstrahlen im Raum zwischen den Objektiven kommt
es dort zu einem stehenden Lichtwellenfeld, dessen Intensita¨t eine cos2-Form
aufweist. Die Ebenen gleicher Intensita¨t stehen senkrecht auf der gemeinsamen
optischen Achse der beiden Objektive.
In dieses stehende Lichtwellenfeld wird ein Objekttra¨ger gebracht, der ebenfalls
senkrecht auf der optischen Achse steht. U¨ber Piezo-Verschiebetische kann der
Objekttra¨ger entlang der optischen Achse, u¨blicherweise in Schritten von 20 nm,
bewegt werden. Desweiteren sind Schrittmotoren vorgesehen, mit denen der Ob-
12
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jekttra¨ger in allen drei Raumrichtungen bewegt werden kann.
Zur Detektion des Fluoreszenzlichtes wird das in der Abbildung 2.1 rechts dar-
gestellte Objektiv verwendet. In Abbildung 2.2 ist das Transmissionsspektrum
des dahinter befindlichen dichroitischen Strahlteilers fu¨r unpolarisiertes Fluores-
zenzlicht dargestellt (Hersteller-Angaben). Es wurde an die Emissionsspektren
der Farbstoffe FITC und Cy5 angepasst, deren Maxima bei 525 nm und 670
nm liegen. Das Anregungslicht (488 nm, bzw. 647 nm) wird vom dichroitischen
Strahlteiler fast vollsta¨ndig reflektiert. Nach dem Passieren des Strahlteilers
trifft das Fluoreszenzlicht zuna¨chst auf einen Spiegel und wird dann auf den
CCD-Chip einer Farb-CCD-Kamera fokussiert.
Abbildung 2.1: Schematischer Aufbau des SMI-Mikroskops
Der Objektraum mit den beiden Objektiven ist vergro¨ßert noch einmal in Abbil-
dung 2.3 dargestellt. Die Laserstrahlen ko¨nnen die Objektive auch unter einem
Winkel ϑ verlassen. Fu¨r den Abstand zwischen zwei Intensita¨tsmaxima im Wel-
lenfeld gilt:
dW =
λ
2ncos(ϑ)
,
wobei n der Brechungsindex des Mediums im Objektraum ist und λ die Anre-
gungswellenla¨nge bezeichnet.
2.2 Punktbildfunktion - PSF
Die Punktbildfunktion (Point Spread Function - PSF) gibt an, wie ein punktfo¨rmi-
ges Objekt durch ein optisches System abgebildet wird. Sie ist das Bild eines
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Abbildung 2.2: Transmissionsspektrum des dichroitischen Strahlteilers
Abbildung 2.3: Objektraum des SMI-Mikroskops
Punktes, also die Intensita¨tsverteilung, die ein Punkt im Bildraum erzeugt. Fu¨r
die mathematische Formulierung wird im Objektraum ein anderes Koordinaten-
system verwendet als im Bildraum. Die Objektraumkoordinaten sind (x,y,z),
die Bildraumkoordinaten sind (X,Y,Z). Das Koordinatensystem im Bildraum
ensteht durch die idealisierte Abbildung des Objektraumkoordinatensystems,
wobei nur die Vergro¨ßerung aber nicht die Punktverwaschung beru¨cksichtigt
sein soll. Ein punktfo¨rmiges Objekt, das sich im Objektraum bei x=1 befindet
wird dann durch diese idealisierte Abbildung auf den Punkt X=1 abgebildet.
In Wirklichkeit entsteht um den Punkt X=1 herum eine dreidimensionale In-
tensita¨tsverteilung, die Punktbildfunktion. Diese Situation verdeutlicht schema-
tisch die Abbildung 2.4. Die Punktverwaschung unterscheidet sich normalerweise
in lateraler und axialer Richtung, was in der Abbildung nicht zu sehen ist. Fu¨r
die folgende mathematische Beschreibung ist wichtig, dass im Bildraum andere
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Einheiten verwendet werden als im Objektraum. Es gilt: XY
Z
 = 1
k
 x− ay − b
z − c
 ,
wobei k den Vergro¨ßerungsfaktor des optischen Systems angibt und durch a, b
und c die Verschiebung der beiden Koordinatensysteme gegeneinander beru¨ck-
sichtigt wird. (a, b, c) ist der Punkt, auf den der Ursprung des Objektraums abge-
bildet wird in Objektraumkoordinaten. Dieser Punkt lautet dann in Bildraum-
koordinaten (0,0,0).
1
x
y
z
Objektraum
1
X
Y
Z
Bildraum (anders skaliert)
PSF(X-xS,Y-yS,Z-zS)
Abbildung(xS,yS,zS)
Abbildung 2.4: Punkt im Objektraum und zugeho¨rige Abbildung (schematisch)
Unter der Funktion ”PSFdet(X,Y, Z)“ verstehen wir im Folgenden die Inten-
sita¨tsverteilung, die ein punktfo¨rmiges Objekt, welches sich im Ursprung des Ob-
jektraumkoordinatensystems befindet, im Bildraum erzeugt und zwar in Abha¨ngig-
keit von den Bildraumkoordinaten. Fu¨r die folgenden U¨berlegungen nehmen
wir an, dass die Punktbildfunktion translationsinvariant ist. Befindet sich das
punktfo¨rmige Objekt nicht im Ursprung, sondern wie beispielsweise in Abbil-
dung 2.4 gezeigt bei (xS , yS , zS), dann wird die im Bildraum erzeugte Inten-
sita¨tsverteilung durch PSFdet(X − xS , Y − yS , Z − zS) beschrieben.
Kennt man die PSF, la¨sst sich berechnen, welches Bild ein ausgedehntes Ob-
jekt erzeugt. Dazu denkt man sich das Objekt zerlegt in einzelne Punkte und
u¨berlagert die zugeho¨rigen Bilder. Es gilt also:
ID( ~X) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
ρ(~x′) · I(~x′) · PSFdet( ~X − ~x′)dx′dy′dz′,
wobei ID( ~X) die Intensita¨tsverteilung (Intensity Distribution) in Abha¨ngigkeit
von den Bildraumkoordinaten ist, die durch die Abbildung der Fluoreszenzfarb-
stoffverteilung ρ(~x) erzeugt wird. I(~x) beschreibt die Anregungslichtintensita¨t.
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2.3 Axiale Intensita¨tsverteilung - AID
Fu¨hrt man ein fluoreszierendes Objekt mit geringer Ausdehnung (≤ 200 nm)
durch das Wellenfeld und detektiert gleichzeitig das emittierte Fluoreszenz-
licht, entsteht die sog. axiale Intensita¨tsverteilung (Axial Intensity Distribution
- AID). Sie gibt die Detektionsintensita¨t in Abha¨ngigkeit von der axialen Posi-
tion des Objektes an.
Der Ursprung des Objektraumkoordinatensystems soll nun in der wellenfeldsei-
tigen Brennebene des Detektionsobjektives liegen, d.h. in der Brennebene soll
gelten z = 0. Die CCD-Kamera befinde sich im Bildraum bei Z = 0 und die
Farbstoffverteilung ρ(~x) habe ihren Schwerpunkt bei ~x = ~0. Die Farbstoffver-
teilung ρ(~x − ~xS) hat ihren Schwerpunkt dann bei ~x = ~xS . Fu¨r die detektierte
Intensita¨tsverteilung in Abha¨ngigkeit von der Position der Farbstoffverteilung
gilt dann:
ID ~xS ((X,Y, 0)
T
) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
ρ(~x
′ − ~xS) · I(~x′) · PSFdet((X − x′, Y − y′,−z′)T )dx′dy′dz′
Integriert man nun u¨ber die gesamte Detektionsebene, erha¨lt man die sog. axiale
Intensita¨tsverteilung:
AID( ~xS) =
∫ ∞
−∞
∫ ∞
−∞
ID ~xS ((X,Y, 0)
T )dXdY
Variiert die Intensita¨t des stehenden Wellenfeldes nur in Richtung der optischen
Achse (z-Richtung), ha¨ngt die AID auch nur von der z-Koordinate des Schwer-
punktes der Farbstoffverteilung ab.
AID(zS) =
∫ ∞
−∞
∫ ∞
−∞
ID(0,0,zS)T ((X,Y, 0)
T )dXdY
Messungen an fluoreszierenden Mikrokugeln mit Ausdehnungen zwischen 20 nm
und 200 nm haben gezeigt, dass man die AID na¨herungsweise durch Funktionen
der Form
AIDapprox(z) = a1
(
sin(k1(x+ φ1))
k1(x+ φ1)
)2
·cos2(k2(x+φ2))+a2
(
sin(k1(x+ φ1))
k1(x+ φ1)
)2
beschreiben kann, wobei k1 die Halbwertsbreite der Einhu¨llenden bestimmt und
k2 durch die Anregungswellenla¨nge festgelegt ist und die Modulation des ste-
henden Wellenfeldes beschreibt.
Die AID spielt eine wichtige Rolle bei der Bestimmung von axialen Distanzen
und axialen Ausdehnungen von Nanostrukturen. Abbildung 2.5 zeigt simulierte
AIDs fu¨r zwei unterschiedlich große Objekte.
Man kann erkennen, dass die Objektgro¨ße Einfluss auf das Verha¨ltnis zwi-
schen dem Maximum der inneren Einhu¨llenden und dem Maximum der a¨ußeren
Einhu¨llenden hat. Dieses Verha¨ltnis wird als Modulationskontrast R bezeich-
net: R = IminImax . Nach dieser Definition gilt: R ≤ 1. Berechnet man fu¨r ver-
schiedene Gro¨ßen S den zugeho¨rigen Modulationskontrast R, ergeben sich die
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Abbildung 2.5: AIDs bei unterschiedlich großen Objekten
sog. R(S)-Kurven, aus denen dann bei bekanntem Modulationskontrast die Ob-
jektgro¨ße abgelesen werden kann. Diese R(S)-Kurven ha¨ngen natu¨rlich zudem
von der Anregungswellenla¨nge λex und von dem Brechungsindex n des Ein-
bettungsmediums ab. Abbildung 2.6 zeigt diese R(S)-Kurven fu¨r unterschiedli-
che Anregungswellenla¨ngen. Die Kurven wurden durch Computer-Simulationen
des Abbildungsvorgangs am SMI-Mikroskop ermittelt (Virtuelle Mikroskopie-
[13, 14, 15]).
Bestimmt man die AIDs zweier Objekte, deren lateraler Abstand gro¨ßer ist als
das laterale Auflo¨sungsvermo¨gen des Mikroskops, kann man aus den AIDs den
Abstand der Objekte in axialer Richtung sehr genau bestimmen. Abbildung 2.7
zeigt schematisch die AIDs zweier Objekte mit einem Abstand von d=1,0 µm
in axialer Richtung. Der Objekt-Abstand kann den AIDs durch Vergleichen der
Positionen der mittleren Maxima entnommen werden. Da diese Maxima eine
sehr kleine Breite haben, ko¨nnen diese Positionen deutlich genauer bestimmt
werden, als wenn nur die Einhu¨llende vorhanden ist.
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Abbildung 2.6: R(S)-Kurven
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z in µm
d = 1,0 µmI(z)
Abbildung 2.7: AIDs zur axialen Abstandsbestimmung
Kapitel 3
Analytische Berechnung des
Modulationskontrastes
In diesem Kapitel soll beschrieben werden, wie die Berechnung des Modulations-
kontrastes in Abha¨ngigkeit von der Objektgro¨ße wesentlich vereinfacht werden
kann. Die Vereinfachung beruht im Wesentlichen auf der Vernachla¨ssigung der
Detektions-PSF. Dies rechtfertigt sich einerseits dadurch, dass die Ausdehnung
der untersuchten Objekte kleiner ist als das laterale, bzw. axiale Auflo¨sungs-
vermo¨gen des Mikroskops und andererseits dadurch, dass in die Definition des
Modulationskontrastes zwei Detektionsintensita¨ten eingehen, die sich beide auf
die Objektposition beziehen, bei der sich das Objekt in der Brennebene des Ob-
jektivs befindet. Wie in diesem Kapitel gezeigt wird, ist durch die Tatsache, dass
die Ebenen des Wellenfeldes senkrecht zur optischen Achse stehen, eine eindi-
mensionale Betrachtung des Problems mo¨glich, was zu einer weiteren Vereinfa-
chung der Rechnungen fu¨hrt. Um die Gu¨ltigkeit dieser Na¨herungen zu pru¨fen,
werden die Ergebnisse mit den bekannten, durch 3D-Computersimulationen be-
stimmten, Kurven verglichen, die durch die Gleichungen 3.1 - 3.4 na¨herungsweise
beschrieben werden [14].
R(S, λ) =
1
1 +B(λ)2e−A(λ)SC(λ)
(3.1)
A(λ) =
11, 19
λ0,74 − 65, 27 (3.2)
B(λ) =
45, 68
(λ− 356, 69)0,23 (3.3)
C(λ) =
1
1, 42 + 11, 61e−0,0081λ
(3.4)
In den Gleichungen bezeichnet R den Modulationskontrast, λ die Anregungs-
wellenla¨nge und S die Halbwertsbreite der zu Grunde gelegten gaußfo¨rmigen
Farbstoffverteilung. Eine solche Farbstoffverteilung la¨sst sich durch ρ(x, y, z) =
e−k(x
2+y2+z2) beschreiben.
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3.1 Rekonstruktion der R(S)-Kurven bei gauß-
fo¨rmiger Farbstoffverteilung
Das stehende Wellenfeld des SMI-Mikroskops bewirkt, dass alle Farbstoffmo-
leku¨le der Verteilung, die in einer senkrecht auf der optischen Achse stehenden
Ebene liegen, gleichermaßen angeregt werden. Die gesamte vom Objekt emit-
tierte Intensita¨t, wenn sein Mittelpunkt den Abstand t von einem Maximum
des Wellenfeldes hat, la¨sst sich folgendermaßen berechnen:
I(t) =
∞∫
−∞
∞∫
−∞
∞∫
−∞
e−k1(x
2+y2+z2) · cos2(k2(z − t))dxdydz
=
∞∫
−∞
∞∫
−∞
∞∫
−∞
e−k1(x
2+y2) · e−k1z2 · cos2(k2(z − t))dxdydz
=
∞∫
−∞
e−k1z
2
cos2(k2(z − t))
∞∫
−∞
∞∫
−∞
e−k1(x
2+y2)dxdydz
= k3
∞∫
−∞
e−k1z
2
cos2(k2(z − t))dz
Bezeichnet d die Halbwertsbreite der Farbstoffverteilung, so gilt k1 = − 4ln(2)d2 .
I(t) = k3
∞∫
−∞
e−
4ln(2)
d2
z2cos2(k2(z − t))dz
Die Berechnung der Emissionsintensita¨t la¨sst sich also auch mit einer eindimen-
sionalen, gaußfo¨rmigen Farbstoffverteilung gleicher Halbwertsbreite d durch-
fu¨hren. Vernachla¨ssigt man nun die Detektions-PSF, indem man annimmt, dass
die detektierte Intensita¨t proportional zur emittierten Intensita¨t ist und nicht
von der axialen Position (Position entlang der optischen Achse) abha¨ngt, la¨sst
sich der Modulationskontrast ermitteln:
R(d) =
k3
∞∫
−∞
e−
4ln(2)
d2
z2sin2(k2(z))dz
k3
∞∫
−∞
e−
4ln(2)
d2
z2cos2(k2(z))dz
=
∞∫
−∞
e−
4ln(2)
d2
z2sin2(k2(z))dz
∞∫
−∞
e−
4ln(2)
d2
z2cos2(k2(z))dz
(3.5)
k2 ha¨ngt von der Anregungswellenla¨nge λex und dem Brechungsindex n des
Einbettungsmediums ab: k2 = 2pinλex . In diese Berechnung des Modulationskon-
trastes R ging zudem die Annahme ein, dass die emittierte Intensita¨t dann ein
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Maximum aufweist, wenn sich der Schwerpunkt der Farbstoffverteilung in einem
Maximum des Wellenfeldes befindet und dass sie ein Minimum annimmt, wenn
der Schwerpunkt sich in einem Minimum des Wellenfeldes befindet. Die Gu¨ltig-
keit dieser Annahmen wird in Abschnitt 3.3 na¨her untersucht werden. Gleichung
3.5 la¨sst sich numerisch a¨ußert schnell und einfach auswerten. Die zugeho¨rige
Mathematica-Sequenz zur Berechnung der Kurve fu¨r n = 1, 5 und λex=488 nm
lautet beispielsweise:
f[x_,d_]=Exp[-4Log[2]x^2/d^2];
R[d_]:=NIntegrate[f[x,d]*Sin[2*1.5*Pi/488*x]^2,{x,-5d,5d}]/
NIntegrate[f[x,d]*Cos[2*1.5*Pi/488*x]^2,{x,-5d,5d}];
Die Abbildung 3.1 zeigt die nach den Gleichungen 3.1 - 3.4 bestimmten Kurven
(gestrichelt) im Vergleich zu der nach Gleichung 3.5 mit n = 1, 5 bestimmten
Kurve (durchgezogen). Beide Kurven stimmen jeweils sehr gut u¨berein.
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a) λ=647 nm
b) λ=488 nm
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Abbildung 3.1: Modulationskontrast bei gaußfo¨rmiger Farbstoffverteilung
(d=FWHM) bei λex=647 nm (a) und bei λex=488 nm (b) fu¨r n=1,5. Ver-
einfachte Berechnung nach Formel 3.5 (durchgezogen) im Vergleich zu den mit
Virtueller Mikroskopie berechneten Kurven (gestrichelt).
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3.2 Weitere axiale Projektionen: Kugel und Ku-
gelschale
Da das stehende Wellenfeld sich grundsa¨tzlich nur in z-Richtung, d.h. in Rich-
tung der optischen Achse, vera¨ndert, gilt immer:
I(t) =
∞∫
−∞
∞∫
−∞
∞∫
−∞
ρ(x, y, z) · cos2(k2(z − t))dxdydz
=
∞∫
−∞
 ∞∫
−∞
∞∫
−∞
ρ(x, y, z)dxdy
 · cos2(k2(z − t))dz
Die von der Farbstoffverteilung ρ(x, y, z) im Wellenfeld emittierte Intensita¨t ist
also durch die Projektion ρ(z) der Farbstoffverteilung auf die optische Achse
(axiale Projektion) bis auf einen Proportionalita¨tsfaktor eindeutig bestimmt.
Die axiale Projektion ρ(z) definiert sich durch:
ρ(z) =
∞∫
−∞
∞∫
−∞
ρ(x, y, z)dxdy
Das oben dargestellte Verfahren la¨sst sich auch auf andere Farbstoffverteilungen
anwenden. Eine wichtige Verteilung ist die kugelfo¨rmige Farbstoffverteilung mit
Durchmesser d, die durch die Funktion
ρ(x, y, z) =
{
1 ,
√
x2 + y2 + z2 ≤ d2
0 , sonst
oder in Zylinderkoordinaten
ρZ(r, φ, z) =
{
1 ,
√
r2 + z2 ≤ d2
0 , sonst
beschrieben wird. Fu¨r diese Farbstoffverteilung soll nun ebenfalls die axiale Pro-
jektion ρ(z) bestimmt werden:
ρ(z) =
∞∫
−∞
∞∫
−∞
ρ(r, φ, z)dxdy
=
2pi∫
0
∞∫
0
ρZ(r, φ, z)rdrdφ
fu¨r |z| ≤ d2 gilt:
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ρ(z) =
2pi∫
0
√
d2
4 −z2∫
0
1 · rdrdφ
=
2pi∫
0
[
1
2
r2
]√ d2
4 −z2
0
dφ
= pi(
d2
4
− z2)
Allgemein:
ρ(z) =
{
pi(d
2
4 − z2) , |z| ≤ d2
0 , sonst
Um die normierte Farbstoffverteilung ρ0(z) mit
∫∞
−∞ ρ0(z)dz = 1 zu erhalten,
muss ρ(z) durch 43pi(
d
2 )
3 dividiert werden:
ρ0(z) =
1
4
3pi(
d
2 )
3
{
pi(d
2
4 − z2) , |z| ≤ d2
0 , sonst
=
6
d3
{
d2
4 − z2 , |z| ≤ d2
0 , sonst
Aus der axialen Projektion der Farbstoffverteilung einer homogen gefa¨rbten
Vollkugel la¨sst sich ein weiterer wichtiger Spezialfall herleiten: die Kugelschale
mit dem a¨ußeren Durchmesser d1 und dem inneren Durchmesser d2. Betrachtet
man dann den Grenzfall d2 → d1, ergibt sich die axiale Farbstoffverteilung einer
nur an der Oberfla¨che gefa¨rbten Kugel mit Durchmesser d1. Die 3D-Verteilung
der Kugelschale lautet:
ρ(r, φ, z) =
{
1 , d22 ≤
√
r2 + z2 ≤ d12
0 , sonst
Mit ρ1(z) und ρ2(z) ergibt sich:
ρ1(r, φ, z) =
{
1 ,
√
r2 + z2 ≤ d12
0 , sonst
ρ2(r, φ, z) =
{
1 ,
√
r2 + z2 ≤ d22
0 , sonst
ρ(r, φ, z) = ρ1(r, φ, z)− ρ2(r, φ, z)
ρ(z) =
2pi∫
0
∞∫
0
ρ(r, φ, z)rdrdφ
fu¨r |z| ≤ d22 :
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ρ(z) = pi
(
d21
4
− z2 − d
2
2
4
+ z2
)
=
pi
4
(
d21 − d22
)
Fu¨r d22 ≤ |z| ≤ d12 ist die Farbstoffverteilung identisch mit der einer Vollkugel
mit Durchmesser d1. Es kann deshalb das Ergebnis u¨bernommen werden:
ρ(z) =
{
pi(d
2
1
4 − z2) , d22 ≤ |z| ≤ d12
0 , sonst
Zusammenfassend gilt also:
ρ(z) =

pi
4
(
d21 − d22
)
, |z| ≤ d22
pi(d
2
1
4 − z2) , d22 ≤ |z| ≤ d12
0 , sonst
Die normierte Verteilung lautet:
ρ0(z) =
1
4
3pi
(
d1
2
)3 − 43pi (d22 )3

pi
4
(
d21 − d22
)
, |z| ≤ d22
pi(d1
2
4 − z2) , d22 ≤ |z| ≤ d12
0 , sonst
=
3
2
1
d31 − d32
 d
2
1 − d22 , |z| ≤ d22
d21 − 4z2 , d22 ≤ |z| ≤ d12
0 , sonst
(3.6)
Fu¨r eine Kugel, die nur an der Oberfla¨che Farbstoff tra¨gt, d.h. im Grenzfall
d2 → d1, ergibt sich:
ρ0(z) = lim
d2→d1
3
2
1
d31 − d32
 d
2
1 − d22 , |z| ≤ d22
d21 − 4z2 , d22 ≤ |z| ≤ d12
0 , sonst
= lim
d2→d1
3
2
1
−3d22
{ −2d2 , |z| ≤ d12
0 , sonst
=
{
1
d1
, |z| ≤ d12
0 , sonst
(3.7)
In Abbildung 3.2 sind die axialen Projektionen von Kugelschale und Vollkugel
graphisch dargestellt.
3.3 Maxima und Minima der Emission
Es wird nun die Funktion I(z) betrachtet, welche die vom Objekt mit der Farb-
stoffverteilung ρ(z) emittierte Intensita¨t I in Abha¨ngigkeit von seiner Position
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Abbildung 3.2: Normierte axiale Farbstoffverteilung ρ0(z) a) einer Kugel mit
einem Durchmesser von 100 nm, b) einer Kugelschale mit a¨ußerem Durchmesser
d1=100 nm und innerem Durchmesser d2=50 nm und c) einer Kugelschale mit
a¨ußerem Durchmesser d1=100 nm und innerem Durchmesser d2=99.99 nm nach
Gleichung 3.6
z im Wellenfeld angibt. Fu¨r die Farbstoffverteilung ρ0(z) soll fu¨r die folgende
Betrachtung gelten:
∫∞
−∞ ρ0(z)zdz = 0, d.h. ihr Schwerpunkt soll sich bei z = 0
befinden. Dies kann fu¨r jede Verteilung durch entsprechende Verschiebung er-
reicht werden. Die Funktion I(z) berechnet sich durch:
I(z) =
∫ ∞
−∞
ρ0(a)cos2 (k(a− z)) da,
wobei k = 2pinλex gilt.
Zur Berechnung des Modulationskontrastes ist es notwendig, das Minimum und
das Maximum der Funktion I(z) zu ermitteln. Dazu wird die Funktion I(z)
nach z abgeleitet und Null gesetzt.
∂
∂z
I(z) =
∫ ∞
−∞
ρ0(a)
∂
∂z
cos2 (k(a− z)) da
= 2k
∫ ∞
−∞
ρ0(a)cos (k(a− z)) sin (k(a− z)) da
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Entwickelt man den Faktor sin(k(a− z) · cos(k(a− z)) nach Potenzen von a um
a = 0, ergibt sich:
∂
∂z
I(z) ≈
∫ ∞
−∞
ρ0(a)
(
(ak − 2
3
a3k3 +
2
15
a5k5)cos(2kz)+
1
90
(−45 + 90a2k2 − 30a4k4 + 4a6k6)sin(2kz)
)
da
An dieser Stelle soll nun die Abku¨rzung (sn)n :=
∫∞
−∞ ρ0(z)z
ndz, mit n ∈ N ,
eingefu¨hrt werden. Die sn-Werte du¨rften dem Leser vertraut sein: s1 ist der
Schwerpunkt der Farbstoffverteilung (in dieser Betrachtung also s1=0); s2 ist
die Standardabweichung der Farbstoffverteilung, wenn der Mittelwert bei z=0
liegt. Die sn-Werte werden auch im weiteren Verlauf dieser Diskussion eine große
Rolle spielen (vgl. Kapitel 6.1). Mit dieser Abku¨rzung ergibt sich:
∂
∂z
I(z) = (ks1 − 23k
3s33 +
2
15
k5s55)cos(2kz) +
1
90
(−45 + 90k2s22 − 30k4s44 + 4k6s66)sin(2kz)
Um die Extremstellen zu bestimmen, ist die Gleichung
∂
∂z
I(z) = 0
zu lo¨sen. Dazu sind zwei verschiedene Fa¨lle zu untersuchen: die um den Schwer-
punkt symmetrische Farbstoffverteilung und die asymmetrische Farbstoffvertei-
lung.
3.3.1 Symmetrischer Fall
Zuna¨chst wird der Fall betrachtet, in dem fu¨r die Farbstoffverteilung ρ(z) =
ρ(−z) gilt. Dann sind alle si, mit ungeradem i, Null:
∂
∂z
I(z) =
1
90
(−45 + 90k2s22 − 30k4s44 + 4k6s66)sin(2kz)
Sollte die Farbstoffverteilung so beschaffen sein, dass gilt 190 (−45 + 90k2s22 −
30k4s44+4k
6s66) = 0, dann ist I(z) konstant, denn die Ableitung ist unabha¨ngig
von z immer Null, und der Modulationskontrast ist Eins. In diesem Fall ist es
unwichtig an welcher Stelle z die Intensita¨t berechnet wird. Im Normalfall wird
aber gelten 190 (−45+ 90k2s22− 30k4s44+4k6s66) 6= 0. Dann liegen die Nullstellen
von I bei den Nullstellen von sin(2kz), also bei
2kz = l · pi, l ∈ Z ⇔ z = l · pi
2k
.
Diese z-Stellen sind also potenzielle Extremstellen der Funktion I. Zu pru¨fen
bleibt, ob die zweite Ableitung ungleich Null ist und wo ein Maximum, bzw. ein
Minimum vorliegt.
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d2
dz2
I(z) =
k
45
(−45 + 90k2s22 − 30k4s44 + 4k6s66)cos(2kz)
d2
dz2
I(
lpi
2k
) =
k
45
(−45 + 90k2s22 − 30k4s44 + 4k6s66)cos(lpi)
Ist der Modulationskontrast R nicht Eins, d.h.−45+90k2s22−30k4s44+4k6s66 6= 0,
dann ist d
2
dz2 I(
lpi
2k ) ungleich Null. Das Vorzeichen ha¨ngt von der Ausdehnung und
von der Form der Farbstoffverteilung ab. Fu¨r sehr kleine Objekte (s2 ≈ s4 ≈ 0)
gilt sicherlich:
d2
dz2
I(
lpi
2k
) ≈ k
45
(−45)cos(lpi)
= −kcos(lpi)
D.h. ist l ungerade liegt ein Minimum vor, sonst ein Maximum. Dies bedeutet,
dass ein Emissionsmaximum wie erwartet genau dann vorliegt, wenn sich der
Schwerpunkt der Farbstoffverteilung im Maximum des Wellenfeldes befindet.
Wichtig ist jedoch die Erkenntnis, dass ein Maximum der Intensita¨t auch dann
auftreten kann, wenn sich der Schwerpunkt der Farbstoffverteilung in einem Mi-
nimum des Wellenfeldes befindet. Bei welcher Gro¨ße dieser Effekt eintritt ha¨ngt
von der Form der Verteilung ab, welche durch die Verha¨ltnisse s2s4 und
s2
s6
re-
pra¨sentiert wird (vgl. Kapitel 6.1).
Man kann also festhalten: ein Emissionsmaximum kann nur dann auftreten,
wenn sich der Schwerpunkt der Farbstoffverteilung im Maximum oder im Mini-
mum des Wellenfeldes befindet. Entsprechendes gilt fu¨r das Emissionsminimum.
3.3.2 Asymmetrischer Fall
Asymmetrisch bedeutet, dass die Verteilung ρo(z) nicht zu ihrem Schwerpunkt
s1 symmetrisch ist, d.h. es gilt nicht fu¨r alle z ∈ R : ρ0(s1 + z) = ρ0(s1 − z).
Im Allgemeinen wird eine solche Asymmetrie dazu fu¨hren, dass sich bei einem
Maximum der Emission der Schwerpunkt der Farbstoffverteilung nicht im Ma-
ximum oder im Minimum des Wellenfeldes befindet, sondern leicht verschoben
ist. Abbildung 3.3 zeigt dies am Beispiel der Verteilung ρ(z) = (902−z2)e−0.01z.
Diese Verteilung ergibt sich aus der axialen Farbstoffverteilung einer homogen
gefa¨rbten Vollkugel mit einem Durchmesser von 180 nm und dem Asymme-
triefaktor e0.01z. Diese Verteilung ist in a) gezeigt, wobei ρ(z) so verschoben
wurde, dass sich der Schwerpunkt s1 bei z = 0 befindet. In b) sind die zugeho¨ri-
ge Intensita¨tsfunktionen I(z) dargestellt (links λex=647 nm, rechts λex=488
nm), wobei z angibt, um wieviele Nanometer das Wellenfeld (bei unvera¨nder-
ter Lage der Farbstoffverteilung) nach rechts verschoben wurde. Das Maximum
der Funktionen I(z) wurde markiert. Man sieht, dass das Wellenfeld in beiden
Fa¨llen leicht nach rechts verschoben werden muss, damit man ein Emissions-
maximum erha¨lt. Die Verschiebung betra¨gt im Fall λex=647 nm 3,44 nm und
im Fall λex=488 nm 7,86 nm. Die Linien SM,488 und SM,647 in a) zeigen wel-
che Stelle des Objektes sich also im Maximum des Wellenfeldes befinden muss,
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Abbildung 3.3: a) Asymmetrische Farbstoffverteilung. SM kennzeichnet den Ma-
ximumspunkt. b) Intensita¨tsverteilungen I(z) bei der Verteilung aus a), links:
λex=647 nm, rechts:λex=488 nm
damit ein Emissionsmaximum auftritt. SM wird im Folgenden auch als Ma-
ximumspunkt bezeichnet. Die Verschiebung des Maximumspunktes gegenu¨ber
dem Schwerpunkt ha¨ngt auch von der Objektgro¨ße ab. Abbildung 3.4 zeigt den
Zusammenhang fu¨r die Anregungswellenla¨ngen λex=647 nm (a)und λex=488
nm (b), wobei die Farbstoffverteilung aus Abbildung 3.3 a) auf unterschiedliche
Gro¨ßen d skaliert wurde.
3.3.3 Experimenteller Nachweis einer Asymmetrie
Mittels der SMI-Mikroskopie sollte es prinzipiell mo¨glich sein, experimentell zu
pru¨fen, ob und wie stark eine Farbstoffverteilung asymmetrisch ist. Ein solches
Experiment wurde im Rahmen dieser Arbeit jedoch nicht durchgefu¨hrt. Trotz-
dem soll kurz das Prinzip eines solchen Versuchs erla¨utert werden.
Voraussetzung zur Durchfu¨hrung der Messung wa¨re, dass das Messobjekt so-
wohl mit 488 nm, als auch mit 647 nm angeregt werden kann. Dann wu¨rde
man die Objekttra¨ger wie in Abbildung 6.3 vorbereiten, d.h. zusa¨tzlich zu den
Messobjekten wu¨rde man 100 nm-Referenzobjekte auf den Objekttra¨ger auf-
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Abbildung 3.4: Differenz zwischen Maximumspunkt und Schwerpunkt in
Abha¨ngigkeit von der Gro¨ße d und der Wellenla¨nge, a: λex=647 nm, b: λex=488
nm
bringen. Man wu¨rde als Referenzobjekte zwei Sorten von 100 nm-Mikrokugeln
verwenden: eine Sorte, die sich bei 488 nm anregen la¨sst und eine zweite Sorte,
die bei 647 nm angeregt werden kann. Wichtig wa¨re, den Objekttra¨ger vor-
her sehr sorgfa¨ltig zu reinigen, um dafu¨r zu sorgen, dass das Messobjekt den
gleichen Abstand von den Referenzobjekten beider Sorten hat. Von den Refe-
renzobjekten wu¨rde man annehmen, dass sie symmetrisch sind, was bedeutet,
dass ihr Maximumspunkt mit dem Schwerpunkt identisch ist. Nun bestimmt
man in gewohnter Weise den Abstand zwischen dem Messobjekt und beiden
Referenzobjektsorten, d.h. einmal bei 488 nm und einmal bei 647 nm.
Zuna¨chst wu¨rde man erwarten, dass man bei beiden Abstandsmessungen den
gleichen Wert ermitteln sollte. Man muss jedoch bedenken, dass die Abstands-
messung keine Abstandsmessung zwischen den Objektschwerpunkten, sondern
eine Abstandsmessung zwischen den Maximumspunkten ist. Betrachtet man
symmetrische Verteilungen, macht das natu¨rlich keinen Unterschied. Bei asym-
metrsichen Verteilungen weicht der Schwerpunkt aber vom Maximumspunkt
ab. Man misst also einen anderen Abstand, als den Abstand zwischen den
Schwerpunkten der beiden Farbstoffverteilungen. Da der Maximumspunkt auch
noch wellenla¨ngenabha¨ngig ist (vgl. Abbildung 3.4), ist der gemessene Abstand
abha¨ngig von der verwendeten Anregungsgwellenla¨nge. Man kann also durch
den Vergleich der bei zwei unterschiedlichen Anregungswellenla¨ngen bestimm-
ten Absta¨nde Ru¨ckschlu¨sse u¨ber die Symmetrie der Farbstoffverteilung des Mes-
sobjektes ziehen: sind die Absta¨nde gleich, ist die axiale Projektion der Farb-
stoffverteilung symmetrisch.
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In dieser Arbeit wurden Messungen an Mikrokugeln durchgefu¨hrt und es wurde
angenommen, dass sie symmetrisch zum Farbstoffschwerpunkt sind.
3.4 Berechnung der R(S)-Kurven fu¨r Kugel und
Kugelschale
Fu¨r die in Abschnitt 3.2 berechneten axialen Farbstoffverteilungen (Kugel und
Kugelschale) lassen sich die zugeho¨rigen R(S)-Kurven berechnen. Unter Beru¨ck-
sichtigung der Ergebnisse aus Abschnitt 3.3.1 gilt fu¨r den Modulationskontrast
R:
R =
{
R′ , fu¨r R′ ≤ 1
1
R′ , fu¨r R
′ > 1 , wobei
R′ :=
∫∞
−∞ ρo(z)sin
2( 2npiλex z)∫∞
−∞ ρo(z)cos
2( 2npiλex z)
Die abschnittsweise Berechnung des Modulationskontrastes R ist notwendig, da
sich das Emissionsmaximum einmal dann einstellt, wenn sich der Schwerpunkt
der Farbstoffverteilung im Wellenfeldmaximum befindet (kleine Farbstoffaus-
dehnung) und einmal wenn sich der Schwerpunkt der Farbstoffverteilung im
Wellenfeldminimum befindet (gro¨ßere Farbstoffausdehnung).
Fu¨r Kugel, Kugelschale und gaußfo¨rmige Farbstoffverteilung sind die R(S)-
Kurven in Abbildung 3.5 fu¨r eine Anregungswellenla¨nge von λex=488 nm dar-
gestellt. d bezeichnet im Falle der gaußfo¨rmigen Verteilung ihre Halbwertsbreite
(FWHM), in den beiden anderen Fa¨llen die Gesamtausdehnung der Farbstoff-
verteilung.
Eine Mathematica-Sequenz zur Berechnung und Darstellung der R(S)-Kurve fu¨r
die du¨nne Kugelschale lautet beispielsweise (mit n:Brechungsindex, l:Anregungs-
wellenla¨nge, d1=a¨ußerer Durchmesser, d2:innerer Durchmesser):
{f[z_, d1_, d2_] = 1.5*1/(d1^3 - d2^3)*If[Abs[z] <= d2/2,
d1^2 - d2^2, If[Abs[z] <= d1/2, d1^2 - 4z^2, 0]];
R1[d1_, d2_, n_, l_] := NIntegrate[f[z, d1, d2]*Sin[2*n*Pi/l*z]^2,
{z, -d1/2, d1/2}]/NIntegrate[f[z, d1,d2]*Cos[2*n*Pi/l*z]^2,
{z, -d1/2, d1/2}];
R[d1_, d2_, n_, l_] := If[R1[d1, d2, n, l] > 1,
1/R1[d1, d2, n, l],R1[d1, d2, n, l]];
Plot[R[d1, 0.9999d1, 1.5, 488], {d1, 0, 300}]}
KAPITEL 3. ANALYTISCHE BERECHNUNG VON R 32
                
  
  
  
  	


                        



Abbildung 3.5: Modulationskontrast R in Abha¨ngigkeit von der Objektgro¨ße d
bei einer Anregungswellenla¨nge von λex=488 nm, a) Vollkugel, b) Kugelschale
und c) gaußfo¨rmige Verteilung (d=FWHM)
3.5 Ergebnisse
Sehr u¨berraschend ist die Tatsache, dass die R(S)-Kurve der gaußfo¨rmigen Ver-
teilung (c) deutlich von der R(S)-Kurve der kugelfo¨rmigen Verteilung (a) ab-
weicht. Dies ist deshalb erstaunlich, da unter Verwendung der Kurve (a) der
Durchmesser von Mikrokugeln experimentell sehr exakt bestimmt werden konn-
te. Deshalb wu¨rde man erwarten, dass eine gaußfo¨rmige Farbstoffverteilung mit
Halbwertsbreite d denselben Modulationskontrast R erzeugt wie eine homogen
gefa¨rbte Kugel mit Durchmesser d. Dieser Aspekt wird in Kapitel 4 na¨her un-
tersucht.
Der Abbildung 3.5 kann man zudem entnehmen, dass die R(S)-Kurven stark
formabha¨ngig sind, was großen Einfluss auf die Gro¨ßenbestimmung hat. Bei
gleichem Modulationskontrast R hat eine homogen gefa¨rbte Kugel eine deutlich
gro¨ßere Ausdehnung d als eine sehr du¨nne Kugelschale. Um die Gesamtausdeh-
nung eines Objektes mit Hilfe der SMI-Mikroskopie exakt bestimmen zu ko¨nnen,
ist deshalb die Kenntnis der Objektform notwendig. Bei vielen Strukturen ist
eine solche Information jedoch nicht vorhanden, weshalb eine Bestimmung der
absoluten Ausdehnung des Objektes aus dem bei einer Anregungswellenla¨nge
bestimmten Modulationskontrast R grundsa¨tzlich nicht mo¨glich ist. Daraus er-
gibt sich die Notwendigkeit, ein anderes Gro¨ßenmaß als die Absolutausdehnung
d einzufu¨hren. Ein solches Gro¨ßenmaß muss die Eigenschaft aufweisen, dass es
den Modulationskontrast R eindeutig bestimmt. Wie ein solches Maß definiert
werden kann, soll in Kapitel 5 untersucht werden.
Schließlich wird in Kapitel 6 die Frage ero¨rtert, inwiefern durch eine gleich-
KAPITEL 3. ANALYTISCHE BERECHNUNG VON R 33
zeitige Vermessung eines Objektes bei mehreren Anregungswellenla¨ngen doch
noch eine Forminformation und damit auch eine Information u¨ber die absolute
Ausdehnung d ermittelt werden kann.
Kapitel 4
Die Referenzobjektmethode
4.1 Motivation
In diesem Kapitel soll das Pha¨nomen untersucht werden, dass es offensichtlich
mo¨glich ist, unter Verwendung einer ”falschen“ R(S)-Kurve die Gro¨ßen von Mi-
krokugeln korrekt zu bestimmen (vgl. Abschnitt 3.5).
Bei dem bisher verwendeten Verfahren wird der Zusammenhang zwischen Mo-
dulationskontrast R und axialem Objektdurchmesser d (R(S)-Kurve) unter der
Annahme berechnet, dass das Wellenfeld die Form f(z) = cos2( 2pinλ z) hat (vgl.
Kapitel 3). Man muss jedoch annehmen, dass tatsa¨chlich Verzerrungen des Wel-
lenfeldes auftreten. Solche Verzerrungen ko¨nnen durch eine Vielzahl von Ef-
fekten entstehen, z.B. durch unterschiedliche Dicken des Einbettungsmediums
innerhalb eines Objekttra¨gers, nicht-zentrale U¨berlagerung der beiden Laser-
strahlen, Reflexionen des Laserstrahls am gegenu¨berliegenden Objektiv oder
am Objekttra¨ger, bzw. Deckglas. Abweichungen vom theoretischen Feldverlauf
fu¨hren zu einer Vera¨nderung im Zusammenhang zwischen Modulationskontrast
R und axialem Objektdurchmesser d, die jedoch ohne Kenntnis des tatsa¨chli-
chen Wellenfeldes nicht bestimmt werden kann.
Um wirklich Gro¨ßenmessungen mit dem SMI-Mikroskop ausfu¨hren zu ko¨nnen,
sind die nach Kapitel 3 berechneten R(S)-Kurven nicht exakt genug. Dieses Ka-
pitel wird zeigen, dass Gro¨ßenbestimmungen unter Zugrundelegung der richtigen
Farbstoffverteilung mo¨glich sind, wenn gleichzeitig Verzerrungen des Wellenfel-
des beru¨cksichtigt werden.
4.2 Material und Methoden
Die Feldverzerrungen werden bei der hier vorgestellten Methode dadurch beru¨ck-
sichtigt, dass wa¨hrend jeder Gro¨ßenmessung zusa¨tzlich die axiale Punktbild-
funktion des SMI-Mikroskops gemessen wird. Da natu¨rlich keine punktfo¨rmi-
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gen, fluoreszierenden Objekte zur Verfu¨gung stehen, wird die axiale Punktbild-
funktion aus der axialen Intensita¨tsverteilung eines Objektes (Referenzobjekt)
mit bekannter Gro¨ße und Farbstoffverteilung, z.B. einer Mikrokugel mit einem
Durchmesser von 100 nm, errechnet.
Diese Referenzobjekte werden in unmittelbarer Na¨he (d.h. einem Abstand zwi-
schen ca. 0.5 und 100 Mikrometern) zu den Messobjekten angebracht und ent-
weder gleichzeitig oder in geringem zeitlichen Abstand zu den eigentlichen Mess-
objekten vermessen. Aus den AIDs der Referenzobjekte la¨sst sich die axiale PSF
des SMI-Mikroskops durch das unten beschriebene Verfahren berechnen.
Der durch die Referenzobjekt-Methode erreichte Vorteil besteht darin, dass die
Genauigkeit bei der Bestimmung axialer Durchmeser deutlich gro¨ßer ist als bei
der Gro¨ßenbestimmung unter der Annahme eines konstanten und bekannten
Wellenfeldes.
4.2.1 Pra¨paration der Objekttra¨ger
Fu¨r die in diesem Kapitel vorgestellten Gro¨ßenmessungen wurden zwei unter-
schiedliche Pra¨parationen von Objekttra¨ger und Deckglas verwendet. Diese sind
schematisch in Abbildung 4.1 gezeigt. Einmal wurden die Referenzobjekte mit
den zu vermessenden Objekten (Messobjekte) auf den Objekttra¨ger aufgebracht
(a). Die Referenzobjekte unterschieden sich dabei in ihrer Leuchtsta¨rke deutlich
von den Messobjekten und konnten so identifiziert werden. Bei einer anderen
Pra¨paration (b) wurden die Referenzobjekte auf das Deckglas aufgebracht. Da
sich die axialen Positionen von Deckglasebene und Objekttra¨gerebene um einige
Mikrometer unterscheiden, konnten die beiden Objektarten gut getrennt wer-
den. Diese Pra¨paration ist sinnvoll, wenn sich Referenz- und Messobjekte nicht
in Leuchtsta¨rke oder spektraler Signatur unterscheiden. Im Folgenden wurden
die Pra¨parationen nach dem Schema: ”OT100/OT200“ abgeku¨rzt. Das bedeu-
tet, dass sich auf dem Objekttra¨ger (OT) sowohl Mikrokugeln mit einem nomi-
nalen Durchmesser von 100 nm, als auch Mikrokugeln mit nominalem Durch-
messer von 200 nm befanden. ”DG100/OT140“ bedeutet, dass sich auf dem
Deckglas (DG) Mikrokugeln mit nominalem Durchmesser von 100 nm befanden
und auf den Objekttra¨ger Mikrokugeln mit einem nominalen Durchmesser von
140 nm aufgebracht wurden.
Als gru¨n-fluoreszierende Objekte wurden fluoreszent gefa¨rbte Polystyrol-Kugeln
der Firma Duke Scientific Corporation (Palo Alto, California, www.dukescien-
tific.com) mit den nominalen Durchmessern 71 nm (G75), 100 nm (G100), 140
nm (G140) und 200 nm (G200) verwendet. In Klammern sind jeweils die Kata-
lognummern angegeben. Diese Kugeln haben ihr Anregungsmaximum bei 468
nm und ihr Emissionsmaximum bei 508 nm. Die rot-fluoreszierenden Polystyrol-
Kugeln der Gro¨ßen 100 nm (T-8878) und 190 nm (F-8807) wurden von Mole-
cular Probes (Eugene, Oregon, www.probes.com) hergestellt. Das Anregungs-
maximum dieser 100 nm-Mikrokugeln liegt bei 633 nm, das Emissionsmaximum
liegt bei 720 nm. Das Anregungsmaximum der 190 nm-Mikrokugeln liegt bei
660 nm, das Emissionsmaximum liegt bei 680 nm. Experimentell wurde fest-
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Abbildung 4.1: a) Referenzobjekte und Messobjekte auf Objekttra¨ger, b) Refe-
renzobjekte auf Deckglas
gestellt, dass die 190 nm-Mikrokugeln auch mit einer Wellenla¨nge von 488 nm
angeregt werden ko¨nnen. Sie emittieren dann ebenfalls im roten Spektralbe-
reich. Diese Eigenschaft wird in Kapitel 6 ausgenutzt. Als Einbettungsmedium
wurde VECTASHIELD der Firma Vector Laboratories (Burlingame, Califor-
nia, www.vectorlabs.com) verwendet, das einen Brechungsindex von n=1,440
hat. Dieses Einbettungsmedium hat die Eigenschaft, dass es das Ausbleichen
der Fluoreszenzfarbstoffe verlangsamt.
Bevor die Mikrokugeln auf den Objekttra¨ger bzw. das Deckglas aufgebracht
werden ko¨nnen, muss eine Verdu¨nnung der Originallo¨sung hergestellt werden.
Als Verdu¨nnungsmittel wurde hier Wasser bzw. Isopropanol verwendet. Die
Verdu¨nnung in Isopropanpol hat sich insbesondere bei der Pra¨paration der
Deckgla¨ser bewa¨hrt, da hier Wasser abperlt. Die geringere Oberfla¨chenspannung
von Isopropanol ermo¨glicht es, die Verdu¨nnung in Form eines du¨nnen Films u¨ber
das Deckglas zu verteilen. Es wurden zwischen 5 und 10 µl der Verdu¨nnung mit
einer Pipette auf das Glas (Objekttra¨ger bzw. Deckglas) aufgebracht und dann
mit einem weiteren Deckglas auf der Oberfla¨che verstrichen. Nach kurzer Zeit
verdunstet dann das Verdu¨nnungsmittel und die Mikrokugeln haften auf der
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Glasoberfla¨che.
Abbildung 4.2 zeigt die SMI-Aufnahme eines nach Abbildung 4.1 a) pra¨parierten
Objekttra¨gers bei einer Anregungswellenla¨nge von λex=488 nm. Fu¨r die Pra¨pa-
ration wurden Mikrokugeln mit nominalen Durchmessern von 100 nm (G100)
und 200 nm (G200) verwendet. Beide Objektarten lassen sich im Bild deutlich
aufgrund ihrer Leuchtsta¨rke unterscheiden. Die gro¨ßere Leuchtsta¨rke der 200
nm-Mikrokugeln fu¨hrt dazu, dass diese im Bild gro¨ßer erscheinen als die leucht-
schwachen 100 nm-Mikrokugeln.
200 nm
100 nm
Abbildung 4.2: SMI-Bild eines nach Abbildung 4.1 a mit 100nm- und 200nm-
Mikrokugeln pra¨parierten Objekttra¨gers bei einer Anregungswellenla¨nge von
λex=488 nm
4.2.2 Durchfu¨hrung der Messungen
Der nach Abbildung 4.1 a) oder b) pra¨parierte Objekttra¨ger wurde zur Gro¨ßen-
bestimmung der Messobjekte durch das Wellenfeld des SMI-Mikroskops gefu¨hrt,
wobei entweder eine Anregungswellenla¨nge von 488 nm oder eine Anregungs-
wellenla¨nge von 647 nm verwendet wurde. Es wurden Objektive mit einer nu-
merischen Apertur von NA=1,4 verwendet. Bei der Pra¨paration a) wurde nun
ein Bildstapel mit etwa 250 Bildern und einer Schrittweite von 20 nm aufgenom-
men. Dieser Bildstapel entha¨lt sowohl die Messobjekte als auch die Referenz-
objekte. Bei der Pra¨paration b) wurde in zwei getrennten Messungen jeweils
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ein Bildstapel von den Referenzobjekten und ein Bildstapel von den Messob-
jekten aufgenommen. Diese Aufnahmen wurden in einem kurzen zeitlichen Ab-
stand (mehrere Sekunden) durchgefu¨hrt und die Position des Objekttra¨gers in
lateraler Richtung zwischen den Aufnahmen nicht vera¨ndert. Da sich beide Ob-
jektarten in verschiedenen Ebenen befinden, muss der Objekttra¨ger zwischen
den Aufnahmen in axialer Richtung etwas verschoben werden.
Nach der Aufnahme der Datenstapel wurden die axialen Intensita¨tsverteilungen
der Mikrokugeln extrahiert. Dazu wurde in der SMI-Steuersoftware die Einstel-
lung ”5x5 (3-fach)“ verwendet, was bedeutet, dass um das Objekt eine ROI mit
einer Ausdehnung von 5x5 Pixeln gelegt wird. Die Intensita¨ten dieser 25 Pixel
werden dann gemittelt. Die Angabe ”3-fach“ gibt an, dass der Hintergund aus
einem 15x15 Pixel großen Bereich um das Objekt herum bestimmt wird.
4.2.3 Auswertungsalgorithmus mit Referenzobjekten
Berechnung der Punktbildfunktion aus den axialen Intensita¨tsvertei-
lungen der Referenzobjekte
Aus der axialen Farbstoffverteilung eines Objektes ρ(z) und der axialen Punkt-
bildfunktion PSF (z) des Mikroskops la¨sst sich die axiale Intensita¨tsverteilung
AID(z) berechnen. Es gilt:
AID(z) =
∫ +∞
−∞
ρ(a) · PSF (z − a)da (4.1)
Nach [5], S. 608 ist die zweiseitige Faltung zweier Funktionen f1(t) und f2(t)
folgendermaßen definiert:
f1(t) ∗ f2(t) =
∫ +∞
−∞
f1(τ) · f2(t− τ)dτ
Demnach gilt:
AID(z) = ρ(z) ∗ PSF (z) (4.2)
Die FOURIER-Transformation F (ω) einer Funktion f(t) ist definiert durch:
F (ω) = FT{f(t)} =
∫ ∞
−∞
e−iωtf(t)dt
Es gilt:
f(t) = IFT{F (ω)} = 1
2pi
∫ ∞
−∞
eiωtF (ω)dω
Nach [5], S. 609 gilt fu¨r die FOURIER-Transformation der zweiseitigen Faltung:
FT{f1(t) ∗ f2(t)} = FT{f1(t)} · FT{f2(t)}
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Wendet man auf beiden Seiten der Gleichung 4.2 die FOURIER-Transformation
an, erha¨lt man die Beziehung:
FT{AID(z)} = FT{ρ(z)} · FT{PSF (z)}
⇒ FT{AID(z)}
FT{ρ(z)} = FT{PSF (z)}
Die Division ist nur dann mo¨glich, wenn FT{ρ(z)} keine Nullstelle aufweist.
Dies ist bei kugelfo¨rmigen Objekten jedoch nicht der Fall. Die FOURIER-
Transformierte der AID ist jedoch nur innerhalb eines bestimmten Frequenzbe-
reiches ω von Null verschieden (vgl. Abschnitt 8.1). Innerhalb dieses Bereiches
sollte dann auch FT{ρ(z)} keine Nullstelle aufweisen. Außerhalb dieses Berei-
ches wurde angenommen, dass der Quotient FT{AID(z)}FT{ρ(z)} gleich Null ist.
Die Ru¨cktransformation in den Ortsraum mittels der inversen FOURIER-Trans-
formation (IFT) liefert dann die PSF:
PSF (z) = IFT
{
FT{AID(z)}
FT{ρ(z)}
}
(4.3)
Zur Ermittlung von AID(z) wurden zuna¨chst mehrere AIDs der Referenzob-
jekte gemittelt, um dem Problem zu begegnen, dass die Gro¨ßen der Referen-
zobjekte eine Schwankung von etwa 10 Prozent aufweisen. Bei der Mittelung
kann man jedoch nicht einfach den arithmetischen Mittelwert der verschiedenen
AIDs nehmen, da die Maxima und Minima der AIDs gegeneinander verschoben
sein werden. Deshalb wurden die AIDs zuna¨chst durch eine Fit-Funktion an-
gena¨hert und danach die Position des mittleren Maximums normiert. Erst nach
diesem Normierungsschritt wurde das arithmetische Mittel bestimmt. Es wurde
angenommen, dass die verwendeten Mikrokugeln tatsa¨chlich kugelfo¨rmig sind
und deshalb nach Kapitel 3.2 folgende axiale Farbstoffverteilung ρ0 haben:
ρ0(z) =
6
d3
{
d2
4 − z2 , |z| ≤ d2
0 , sonst
Diese axiale Farbstoffverteilung und ihre FOURIER-Transformierte sind in Ab-
bildung 4.3 gezeigt.
Mit Hilfe von Gleichung 4.3 konnte jetzt die PSF des Mikroskops berechnet
werden. Diesen Prozess zeigt die Abbildung 4.4. In a) sind bei λex=647 nm ge-
messene axiale Intensita¨tsverteilungen von 100 nm Mikrokugeln gezeigt, b) zeigt
die gemittelte AID und c) die nach Gleichung 4.3 berechnete Punktbildfunktion.
Deutlich zu erkennen ist, dass die Intensita¨tsminima der berechneten Punkt-
bildfunktion nicht bei Null liegen. Die PSF hat damit, abweichend vom idealen
Fall, einen Modulationskontrast R0 6= 0.
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Abbildung 4.3: Normierte kugelfo¨rmige Farbstoffverteilung mit d=100 nm und
FOURIER-Transformierte
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Abbildung 4.4: Bestimmung der Punktbildfunktion mit Referenzobjekten: (a)
AIDs von 100 nm Mikrokugeln mit λex=647 nm, (b) gemittelte AID und (c)
durch Ru¨ckfaltung berechnete Punktbildfunktion
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Individuelle R(S)-Kurve
Wurde die PSF mit Gleichung 4.3 bestimmt kann unter Verwendung von Glei-
chung 4.1 fu¨r beliebige axiale Farbstoffverteilungen ρ(z) die zugeho¨rige AID er-
rechnet werden. Abbildung 4.5 b) zeigt schematisch eine solche fu¨r die Messung
individuelle R(S)-Kurve. Dabei wurde angenommen, dass der Modulationskon-
trast der berechneten Punktbildfunktion R0 bei 0,1 liegt. Abbildung 4.5 a) zeigt
im Vergleich die R(S)-Kurve ohne Verzerrungen des Wellenfeldes.
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R
d in nm
Abbildung 4.5: R(S)-Kurve fu¨r R0 = 0 (a) und R(S)-Kurve fu¨r R0 = 0, 1 (b)
mit jeweils λex=488 nm und n=1,440 unter der Annahme einer kugelfo¨rmigen
Farbstoffverteilung
Im na¨chsten Schritt wurden die Modulationskontraste der Messobjekte ermittelt
und aus der zuvor erstellten individuellen R(S)-Kurve die Gro¨ßen d bestimmt.
Fu¨r eine ausfu¨hrliche Beschreibung des verwendeten Algorithmus und die Be-
schreibung der zur Auswertung verwendeten Mathematica-Sequenz sei auf Ab-
schnitt 8.2 verwiesen
4.2.4 Auswertungsalgorithmus ohne Referenzobjekte
Um zu zeigen, dass die Verwendung von Referenzobjekten zu einem deutlich
genaueren Messergebnis fu¨hrt, wurden die Daten zusa¨tzlich mit anderen Verfah-
ren, die nicht auf der Verwendung von Referenzobjekten beruhen, ausgewertet.
Dazu wurden verschiedene Farbstoffverteilungen angenommen (gaußfo¨rmig und
kugelfo¨rmig) und mit den R(S)-Kurven aus Kapitel 3, die von einem ungesto¨rten
Wellenfeld ausgehen, die Gro¨ßen der Objekte ermittelt.
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4.3 Ergebnisse mit Referenzobjekten
In den Tabellen ist jeweils die Anzahl N der ausgewerteten Mikrokugeln an-
gegeben, wobei sich vor dem ”/“ die Anzahl der Kugeln befindet, die in die
Bestimmung des mittleren Modulationskontrastes R eingegangen ist und nach
dem ”/“ die Anzahl der Objekte angegeben ist, von denen die Gro¨ße ermittelt
wurde. Der Unterschied erkla¨rt sich dadurch, dass manche AIDs einen Modu-
lationskontrast R aufweisen, der kleiner ist als der Modulationskontrast der
berechneten Punktbildfunktion. Diese AIDs wurden fu¨r die Gro¨ßenbestimmung
nicht beru¨cksichtigt.
4.3.1 Anregung mit λex=488 nm
Referenzobjekte auf Objekttra¨ger
Tabelle 4.1 zeigt die gemessenen Modulationskontraste R bei der Pra¨paration
OT100/OT200 bei einer Anregungswellenla¨nge von λex=488 nm. N bezeichnet
die Anzahl der ausgewerteten Objekte. Es wurden drei verschiedene Datenstapel
(1-3) ausgewertet. Der angegebene Fehler bezeichnet die Standardabweichung
der Einzelmessung.
Tabelle 4.1: Modulationskontraste bei Pra¨paration OT100/OT200 bei λex=488
nm. Nr. bezeichnet den ausgewerteten Datenstapel, N gibt die Anzahl der aus-
gewerteten Objekte an (links: Anzahl der Objekte, aus denen der Modulati-
onskontrast bestimmt wurde, rechts: Anzahl der Objekte, aus denen die Gro¨ße
bestimmt wurde) und R bezeichnet den mittleren Modulationskontrast der Ob-
jekte. Aus den Modulationskontrasten und den R(S)-Kurven wurden spa¨ter die
Gro¨ßen ermittelt (Tabelle 4.3).
Nr. N100 nm N200 nm R100 nm R200 nm
1 14/13 9/9 0,452 ± 0,084 0,843 ± 0,046
2 15/15 10/10 0,277 ± 0,032 0,749 ± 0,110
3 15/15 10/10 0,499 ± 0,057 0,837 ± 0,033
Tabelle 4.2 zeigt die gemessenen Modulationskontraste R der 71 nm- und der
140 nm-Mikrokugeln, wobei beide Kugelarten auf den Objekttra¨ger aufgebracht
wurden. Es wurde eine Anregungswellenla¨nge von λex=488 nm verwendet. N
bezeichnet die Anzahl der ausgewerteten Objekte. Es wurden drei verschiedene
Datenstapel (4-6) aufgenommen und ausgewertet. Der angegebene Fehler be-
zeichnet die Standardabweichung der Einzelmessung.
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Tabelle 4.2: Modulationskontraste bei Pra¨paration OT71/OT140 und bei
λex=488 nm. Aus den Modulationskontrasten und den R(S)-Kurven wurden
spa¨ter die Gro¨ßen ermittelt (Tabelle 4.4).
Nr. N71 nm N140 nm R71 nm R140 nm
4 7/6 12/12 0,453 ± 0,075 0,653 ± 0,060
5 15/10 15/15 0,398 ± 0,065 0,622 ± 0,070
6 12/11 15/15 0,181 ± 0,034 0,447 ± 0,099
Bestimmt man nun mit dem oben beschriebenen Algorithmus die Gro¨ßen der
Objekte, wobei man jeweils eine Kugelsorte als Referenzobjekte verwendet,
erha¨lt man die in den Tabellen 4.3 und 4.4 angegebenen Werte. Der angege-
bene Fehler ist die Standardabweichung der Einzelmessung.
Tabelle 4.3: Gemessene Gro¨ßen der Datenstapel 1-3
HHHHHHHNr.
d
nominal 100 nm 200 nm
1 82,0 ± 33,7 203.2 ± 11,7
2 114,1 ± 7,2 192,7 ± 19,7
3 106,5 ± 19,5 196,5 ± 8,8
Tabelle 4.4: Gemessene Gro¨ßen der Datenstapel 4-6
HHHHHHHNr.
d
nominal 71 nm 140 nm
4 69,1 ± 32,3 140,9 ± 17,6
5 63,6 ± 30,0 145,1 ± 19,3
6 56,0 ± 14,3 138,0 ± 18,5
In Tabelle 4.5 wurde aus den zuvor bestimmten Gro¨ßen der Mittelwert gebildet.
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Es ist sowohl die Standardabweichung der Einzelmessung (SD), als auch die
Standardabweichung des Mittelwertes angegeben (SDM).
Tabelle 4.5: Zusammenfassung der Gro¨ßen aus den Datenstapeln 1-6
dnominal [nm] N dgemessen [nm] SD [nm] SDM [nm]
71 27 61,7 24,9 4,8
100 43 101,7 25,6 3,9
140 42 141,4 18,3 2,8
200 29 197,2 14,4 2,7
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Referenzobjekte auf Deckglas
Um zu u¨berpru¨fen, ob sich das Wellenfeld zwischen Objekttra¨ger und Deck-
glas vera¨ndert, wurden die Pra¨parationen DG100/OT140 und DG100/OT200
angefertigt und bei λex=488 nm untersucht. Eine Messung umfasst hier immer
zwei Datenstapel, na¨mlich einen fu¨r die 100 nm-Kugeln und einen fu¨r die 140
nm- bzw. 200 nm-Kugeln. Wieder wurde die Anzahl der Objekte N, die in den
Modulationskontrast eingingen (links) und die Anzahl der Objekte, die in die
Gro¨ßenbestimmung eingingen (rechts), angegeben.
Tabelle 4.6: Modulationskontraste bei Pra¨paration DG100/OT140 und bei
λex=488 nm
Nr. N100 nm N140 nm R100 nm R140 nm
7/8 20/20 12/12 0,505 ± 0,079 0,635 ± 0,075
9/10 20/20 20/20 0,522 ± 0,055 0,621 ± 0,062
11/12 20/20 20/20 0,518 ± 0,065 0,644 ± 0,089
13/14 20/20 18/18 0,509 ± 0,064 0,695 ± 0,069
Tabelle 4.7: Modulationskontraste bei Pra¨paration DG100/OT200 und bei
λex=488 nm
Nr. N100 nm N200 nm R100 nm R200 nm
15/16 20/20 20/20 0,352 ± 0,045 0,853 ± 0,078
17/18 20/20 20/19 0,556 ± 0,060 0,924 ± 0,036
19/20 20/20 20/20 0,604 ± 0,067 0,909 ± 0,019
21/22 20/20 20/20 0,593 ± 0,070 0,879 ± 0,022
Ermittelt man nun die Gro¨ßen der 140 nm-, bzw. der 200 nm-Kugeln unter Ver-
wendung der axialen Intensita¨tsverteilungen der 100 nm-Kugeln, ergeben sich
die Werte aus Tabelle 4.8. Man sieht, dass die Abweichung der gemessenen Gro¨ße
von der nominalen Gro¨ße nur wenige Nanometer betra¨gt. Das Wellenfeld a¨ndert
sich zwischen Deckglas- und Objekttra¨gerebene nur wenig. Die Referenzobjekte
mu¨ssen sich also nicht in derselben Ebene befinden wie die Messobjekte, was
den Vorteil bietet, dass man die Referenzobjekte nicht mit den Messobjekten
verwechseln kann.
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Tabelle 4.8: Zusammenfassung der Gro¨ßen aus den Datenstapeln 7-22
dnominal [nm] N dgemessen [nm] SD [nm] SDM [nm]
140 70 144,0 24,9 3,0
200 79 205,9 11,3 1,3
4.3.2 Anregung mit λex=647 nm
Nachdem sich die Referenzobjektmethode bei Messungen mit λex=488 nm bewa¨hrt
hatte, wurde nun gepru¨ft, ob sich der oben beschriebene Algorithmus auch auf
Messungen mit einer Anregunsgwellenla¨nge von λex=647 nm anwenden la¨sst.
Die Tabelle 4.9 zeigt die Messergebnisse von Pra¨parationen, bei denen rot-
fluoreszierende 100 nm- und 190 nm-Mikrokugeln gleichzeitig auf den Objekt-
tra¨ger aufgebracht wurden. Die Kugeln wurden mit einer Wellenla¨nge von λex=647
nm angeregt. Der angegebene Fehler bezeichnet die Standardabweichung der
Einzelmessung. N bezeichnet die Anzahl der pro Datenstapel vermessenen Ob-
jekte.
Tabelle 4.9: Modulationskontraste bei Pra¨paration OT100/OT190 und bei
λex=647 nm
Nr. N100 nm N190 nm R100 nm R190 nm
23 4/4 20/20 0,220 ± 0,035 0,465 ± 0,034
24 20/20 20/20 0,187 ± 0,053 0,435 ± 0,037
25 15/15 19/19 0,206 ± 0,048 0,439 ± 0,041
26 15/15 20/20 0,194 ± 0,047 0,447 ± 0,057
In Tabelle 4.10 sind die mittels des oben beschriebenen Algorithmus bestimmten
Gro¨ßen dargstellt. Kugeln einer Sorte wurden als Referenzobjekte zur Gro¨ßen-
bestimmung der Kugeln der anderen Sorte verwendet. Der Fehler ist die Stan-
dardabweichung der Einzelmessung.
Fasst man alle Gro¨ßen zusammen, d.h. bildet man den Mittelwert, ergeben sich
die Gro¨ßen aus Tabelle 4.11. Es ist die Standardabweichung der Einzelmessung
(SD) und die Standardabweichung des Mittelwertes (SDM) angegeben.
In Abbildung 4.6 sind alle mittels der Referenzobjektmethode (bei den Pra¨pa-
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Tabelle 4.10: Gemessene Gro¨ßen in den Datenstapeln 23-26
HHHHHHHNr.
d
nominal 100 nm 190 nm
23 106,2 ± 17,5 184,0 ± 9,3
24 89,0 ± 29,2 188,9 ± 10,6
25 107,7 ± 21,5 184,6 ± 11,6
26 86,6 ± 26,8 189,4 ± 14,8
rationen OT/OT) gemessenen Gro¨ßen graphisch dargestellt. Die Fehlerbalken
entsprechen der Standardabweichung des Mittelwertes.
Tabelle 4.11: Zusammenfassung aller Gro¨ßen aus den Datenstapeln 23-26
dnominal [nm] N dgemessen [nm] SD [nm] SDM [nm]
100 54 94,8 25,8 3,5
190 79 186,8 11,9 1,3
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Abbildung 4.6: Gemessene Gro¨ßen in Abha¨ngigkeit von den nominalen Gro¨ßen
bei der Pra¨paration Objektra¨ger/Objekttra¨ger unter Verwendung von Referen-
zobjekten. Die bei λex=488 nm gemessenen Gro¨ßen sind gru¨n markiert; die bei
λex=647 nm gemessenen Gro¨ßen sind rot markiert. Die durchgezogene Linie ist
die Gerade mit der Gleichung y=x.
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4.4 Ergebnisse ohne Referenzobjekte
Um zu u¨berpru¨fen, ob die Referenzobjektmethode eine signifikante Verbesserung
der Genauigkeit der Gro¨ßenbestimmung mo¨glich macht, wurden die Daten der
Pra¨parationen OT/OT nochmals unter Verwendung der R(S)-Kurven fu¨r die
gaußfo¨rmige, bzw. fu¨r die kugelfo¨rmige Farbstoffverteilung ausgewertet. Dazu
wurde zuna¨chst fu¨r jede Gro¨ße und jede Anregungswellenla¨nge der Mittelwert
aller Modulationskontraste R bestimmt. Aus der R(S)-Kurve fu¨r die entspre-
chende Anregungswellenla¨nge und n=1.440 la¨sst sich dann die zugeho¨rige Gro¨ße
bestimmen. In den Tabellen 4.12 und 4.13 sind diese Modulationskontraste auf-
gefu¨hrt.
Tabelle 4.12: Zusammenfassung der Modulationskontraste aus den Datenstapeln
1-6 (λex=488 nm)
dnominal [nm] N R SD SDM
71 34 0,333 0,129 0,022
100 44 0,408 0,114 0,017
140 42 0,568 0,120 0,019
200 29 0,808 0,082 0,015
Tabelle 4.13: Zusammenfassung der Modulationskontraste aus den Datenstapeln
23-26, (λex=647 nm)
dnominal [nm] N R SD SDM
100 54 0,197 0,049 0,007
190 79 0,447 0,043 0,005
Die Tabellen 4.14 und 4.15 zeigen die aus den Modulationskontrasten R und
den R(S)-Kurven bestimmten Gro¨ßen. Diese Ergebnisse sind in den Abbildun-
gen 4.7 und 4.8 noch einmal graphisch dargestellt. Die Fehlerbalken geben die
Standardabweichung des Mittelwertes an. Bei beiden Farbstoffverteilungen gibt
es große Abweichungen zwischen den nominalen und den gemessenen Gro¨ßen.
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Tabelle 4.14: Gro¨ßen ohne Referenzobjekte aus den Datenstapeln 1-6 (λex=488
nm)
dnominal [nm] dGauß [nm] SDM [nm] dKugel [nm] SDM [nm]
71 74,8 2,6 134,7 4,2
100 83,6 2,0 148,5 3,0
140 102,0 2,2 174,8 2,9
200 134,4 2,7 210,8 2,3
Tabelle 4.15: Gro¨ßen ohne Referenzobjekte aus den Datenstapeln 23-26
(λex=647 nm)
dnominal [nm] dGauß [nm] SDM [nm] dKugel [nm] SDM [nm]
100 75,3 1,4 138,7 2,4
190 116,8 0,8 205,8 1,1
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Abbildung 4.7: Gemessene Gro¨ßen unter der Annahme gaußfo¨rmiger Farb-
stoffverteilung in Abha¨ngigkeit von den nominalen Gro¨ßen bei der Pra¨parati-
on Objektra¨ger/Objekttra¨ger ohne Verwendung von Referenzobjekten. Die bei
λex=488 nm gemessenen Gro¨ßen sind gru¨n markiert; die bei λex=647 nm ge-
messenen Gro¨ßen sind rot markiert. Die durchgezogene Linie ist die Gerade mit
der Gleichung y=x.
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Abbildung 4.8: Gemessene Gro¨ßen unter der Annahme kugelfo¨rmiger Farb-
stoffverteilung in Abha¨ngigkeit von den nominalen Gro¨ßen bei der Pra¨parati-
on Objektra¨ger/Objekttra¨ger ohne Verwendung von Referenzobjekten. Die bei
λex=488 nm gemessenen Gro¨ßen sind gru¨n markiert; die bei λex=647 nm ge-
messenen Gro¨ßen sind rot markiert. Die durchgezogene Linie ist die Gerade mit
der Gleichung y=x.
Kapitel 5
Ein neues Gro¨ßenmaß
In diesem Kapitel soll das Problem besprochen werden, dass die R(S)-Kurven
formabha¨ngig sind und deshalb bei unbekannter Form die Gesamtausdehnung
des Objektes nicht bestimmt werden kann. Es soll untersucht werden, ob ein
anderes Gro¨ßenmaß (außer der Gesamtausdehnung) gefunden werden kann, bei
dem die R(S)-Kurven zumindest in bestimmten Gro¨ßenbereichen formunab-
ha¨ngig werden.
5.1 Sto¨rungsfreies Wellenfeld
Entwickelt man das Wellenfeld bis zur zweiten Ordnung in z und berechnet in
dieser Na¨herung den Modulationskontrast, wird man in natu¨rlicher Weise zu
einem neuen Gro¨ßenmaß
s2 :=
√∫ ∞
−∞
ρ0(z + zS)z2dz
gefu¨hrt. Diese Wellenfeld-Entwicklung wird weiter unten durchgefu¨hrt. Man
sieht dann, dass der Modulationskontrast in dieser Na¨herung durch dieses neue
Gro¨ßenmaß eindeutig bestimmt wird. zS bezeichnet den Schwerpunkt der Farb-
stoffverteilung mit zS :=
∫∞
−∞ ρ0(z)zdz. s2 entspricht damit der Standardab-
weichung der Farbstoffverteilung ρ(z). Fu¨r die folgende Rechnung sei ρ(z) nun
so verschoben, dass gilt: zS = 0. Dies kann fu¨r jede Farbstoffverteilung erreicht
werden.
R =
∫∞
−∞ ρ(z)
(
1− cos2(kz)) dz∫∞
−∞ ρ(z)cos
2(kz)dz
=
∫∞
−∞ ρ(z)(1− 1− a1k2z2)dz∫∞
−∞ ρ(z) + ρ(z)a1k
2z2dz
=
−a1k2
∫∞
−∞ ρ(z)z
2dz∫∞
−∞ ρ(z)dz + a1k
2
∫∞
−∞ ρ(z)z
2dz
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=
−a1k2
∫∞
−∞ ρ0(z)z
2dz
1 + a1k2
∫∞
−∞ ρ0(z)z
2dz
=
−a1k2s22
1 + a1k2s22
Entwickelt man cos(x)2 nach Taylor, ergibt sich: cos(x)2 = 1−x2+ 13x4+O(x)5,
d.h. a1 = −1. Andere Entwicklungen von cos(x)2 sind auch denkbar; zum Bei-
spiel kann man eine Funktion der Form f(x) = 1 + a1x2 an den gewu¨nschten
Bereich der cos(x)2-Funktion anfitten und so a1 bestimmen.
R =
k2s22
1− k2s22
⇔ s2 = 1
k
√
R
R+ 1
k la¨sst sich nun noch mit Hilfe der Anregungswellenla¨nge λex und dem Bre-
chungsindex n ausdru¨cken:
s2 =
λex
2pin
√
R
R+ 1
(5.1)
Man erkennt, dass der Modulationskontrast in dieser Na¨herung nur von der oben
eingefu¨hrten Gro¨ße s2 abha¨ngt und damit formunabha¨ngig wird. Außerdem la¨sst
sich s2 a¨ußerst einfach aus R berechnen. Zu pru¨fen bleibt noch, ob sich s2 so
verha¨lt, wie man es von einem Gro¨ßenmaß erwartet:
• bei Verschiebung der Farbstoffverteilung ρ(z) muss s2 unvera¨ndert bleiben
(s′2 = s2)
• bei Stauchung der Farbstoffverteilung ρ(z) um den Faktor k muss sich der
Wert von s2 um den Faktor k verringern (s′2 =
1
ks2)
Betrachten wir zuna¨chst ρ′(z) = ρ(z − c) mit c ∈ R. Dann gilt fu¨r den Schwer-
punkt z′S der Farbstoffverteilung ρ
′(z):
z′S =
∫ ∞
−∞
ρ′0(z)zdz
=
∫ ∞
−∞
ρ0(z − c)zdz
=
∫ ∞
−∞
ρ0(t)(t+ c)dt
=
∫ ∞
−∞
ρ0(t)tdt+ c
∫ ∞
−∞
ρ0(t)dt
= zS + c
Fu¨r s′2 gilt dann:
s′2 =
∫ ∞
−∞
ρ′0(z + z
′
S)z
2dz
=
∫ ∞
−∞
ρ0(z − c+ zS + c)z2dz
= s2
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ρ(z) sei nun wieder so verschoben, dass zS = 0 gilt. Dadurch bleibt s2 wie oben
gezeigt unvera¨ndert. Aus ρ0(z) berechnet sich die um den Faktor k gestauchte
Farbstoffverteilung durch ρ′0(z) = kρ0(kz). Der Faktor k vor ρ0(kz) gewa¨hrlei-
stet, dass die Gesamtfarbstoffmenge auf eins normiert bleibt:∫ ∞
−∞
kρ0(kz)dz =
∫ ∞
−∞
kρ0(t)
dt
k
=
∫ ∞
−∞
ρ0(t)dt = 1
s′2 =
√∫ ∞
−∞
kρ0(kz)z2dz
Substitution: t := kz,
dt
dz
= k ⇔ dz = dt
k
s′2 =
√∫ ∞
−∞
kρ0(t)
t2
k2
1
k
dt
=
√
1
k2
∫ ∞
−∞
ρ0(t)t2dt
=
1
k
√∫ ∞
−∞
ρ0(t)t2dt
=
1
k
s2
Damit ist gezeigt, dass sich s2 bei Stauchung und Verschiebung einer Farbstoff-
verteilung wie ein Gro¨ßenmaß verha¨lt.
Die R(S)-Kurven unter Zugrundelegung dieses neuen Gro¨ßenmaßes sind in Ab-
bildung 5.1 gezeigt.
Bis zu einem Modulationskontrast R von etwa 0,2 sind die zugeho¨rigen Gro¨ßen
jetzt formunabha¨ngig. Das Gro¨ßenmaß s2 kann in diesem Bereich nahezu ex-
akt bestimmt werden. Aus s2 la¨sst sich unter der Annahme einer bestimmten
Verteilungsform die Ausdehnung d des Objektes berechnen. Dazu muss s2 mit
dem entsprechenden Faktor aus Tabelle 5.1 multipliziert werden: d = f2s2. Mit
”Kugelschale“ ist die unendlich du¨nne Kugelschale gemeint.
Tabelle 5.1: Formfaktoren f2
Verteilungsform Formfaktor f2
Gauß 2,355
Kugelschale 3,464
Kugel 4,472
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Abbildung 5.1: a) R(S)-Kurven unter Verwendung des neuen Gro¨ßenmaßes s2
bei λex =488 nm und n=1,5. a: Kugelschale, b: Vollkugel und c: gaußfo¨rmige
Verteilung. b) zeigt einen vergro¨ßerten Ausschnitt aus a).
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Weitere Gro¨ßenmaße
Es stellt sich die Frage, ob sich andere Gro¨ßenmaße finden lassen, bei denen
die U¨bereinstimmung der R(S)-Kurven weiter optimiert wird. Als Gro¨ßenmaß
eignet sich jedes Maß sj =
(∫∞
−∞ ρ0(z + zS)|z|jdz
) 1
j
mit j ∈ R+ wie folgende
Rechnung zeigt, wobei wieder gelten soll zS = 0:
s′j =
(∫ ∞
−∞
kρ0(kz)|z|jdz
) 1
j
Substitution: t := kz,
dt
dz
= k ⇔ dz = dt
k
s′j =
(∫ ∞
−∞
kρ0(t)
|t|j
kj
1
k
dt
) 1
j
=
(
1
kj
∫ ∞
−∞
ρ0(t)|t|jdt
) 1
j
=
1
k
(∫ ∞
−∞
ρ0(t)|t|jdt
) 1
j
=
1
k
sj
Zudem ist klar, dass auch das Gro¨ßenmaß sj invariant unter Verschiebung der
Farbstoffverteilung ist.
Durch welche Funktion der Form f(x) = a · |x|j la¨sst sich g(x) = sin(x)2 um
x = 0 herum besonders gut approximieren? Um j zu bestimmen, kann man die
Forderung an f(x) stellen, dass f und g sich sowohl im Ursprung, als auch im
Wendepunkt von g, d.h. bei x = pi4 , beru¨hren:
(1) g(pi4 ) = f(
pi
4 )⇔ 12 = a
(
pi
4
)j
(2) g′(pi4 ) = f
′(pi4 )⇔ 1 = aj
(
pi
4
)j−1 ⇔ 1 = j 4pia (pi4 )j
Einsetzen von Gleichung (1) in Gleichung (2) liefert j:
⇒ 1 = j 4pi 12⇔ pi2 = j
Es gilt also:
f(x) =
1
2
(
4
pi
)pi
2
· |x|pi2
Die verschiedenen Approximationen des Wellenfeldes zeigt Abbildung 5.2. In a)
ist das axiale Wellenfeld fu¨r n=1.44 und λex=488 nm zu sehen, b) zeigt die
Na¨herung durch die Funktion f und c) die Taylor-Entwicklung bis zur zweiten
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Abbildung 5.2: Verschiedene Approximationen des Wellenfeldes. In a) ist das
axiale Wellenfeld fu¨r n=1.44 und λex=488 nm zu sehen, b) zeigt die Na¨herung
durch die Funktion f und c) die Taylor-Entwicklung bis zur zweiten Ordnung.
Ordnung.
Die R(S)-Kurven unter Verwendung des Gro¨ßenmaßes spi
2
sind in Abbildung 5.3
gezeigt.
5.2 Wellenfeld mit konstantem Sto¨rungsterm c
Gleichung 5.1 kann natu¨rlich nur dann angewandt werden, wenn das Wellenfeld
sto¨rungsfrei ist, d.h. wenn es die Form f(x) = cos(kx)2 hat. Die U¨berlegungen
in Kapitel 4 haben jedoch gezeigt, dass u¨blicherweise Sto¨rungen des Wellen-
feldes vorliegen. Es ist also notwendig, Gleichung 5.1 derart abzua¨ndern, dass
Sto¨rungen, die mittels Referenzobjekten bestimmt wurden, beru¨cksichtigt wer-
den ko¨nnen. Dazu wird im Folgenden davon ausgegangen, dass es im Wellenfeld
einen konstanten, nicht modulierenden Anteil c gibt. Das Wellenfeld la¨sst sich
dann durch:
f(x) = cos(kx)2 + c
beschreiben. Fu¨r den Modulationskontrast R gilt wieder na¨herungsweise:
R =
∫∞
−∞ ρ(z)
(
1− cos2(kz) + c) dz∫∞
−∞ ρ(z)(cos
2(kz) + c)dz
=
∫∞
−∞ ρ(z)(1− 1− ajkj |z|j + c)dz∫∞
−∞ ρ(z)(1 + c) + ρ(z)ajk
j |z|jdz
=
−ajkj
∫∞
−∞ ρ(z)|z|jdz + c
∫∞
−∞ ρ(z)dz
(1 + c)
∫∞
−∞ ρ(z)dz + ajk
j
∫∞
−∞ ρ(z)|z|jdz
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=
−ajkj
∫∞
−∞ ρ0(z)|z|jdz + c
(1 + c) + ajkj
∫∞
−∞ ρ0(z)|z|jdz
=
−ajkjsjj + c
(1 + c) + ajkjs
j
j
Auflo¨sen der Gleichung nach sj ergibt:
R(1 + c) +R(ajkjs
j
j) = −ajkjsjj + c
sjj(Rajk
j + ajkj) = c−R(1 + c)
sjjajk
j(R+ 1) = c(1−R)−R
sjj =
1
ajkj
c(1−R)−R
R+ 1
sjj =
1
ajkj
(
c(1−R)
1 +R
− R
R+ 1
)
sj =
(
1
ajkj
(
c(1−R)
1 +R
− R
R+ 1
)) 1
j
(5.2)
c la¨sst sich alternativ durch den Modulationskontrast R0 der PSF ausdru¨cken:
R0 =
c
1 + c
⇔ c = R0
1−R0
Damit la¨sst sich sj berechnen:
sjj =
1
ajkj
(
R0
1−R0
1−R
1 +R
− R
R+ 1
)
mit j = 2 und a2 = −1 gilt dann beispielsweise:
s2 =
1
k
√(
R0
R0 − 1
1−R
1 +R
+
R
R+ 1
)
s2 =
1
k
√
R
R+ 1
− R0
1−R0
1−R
1 +R
s2 =
λex
2pin
√√√√√ RR+ 1 − R01−R0 1−R1 +R︸ ︷︷ ︸
Korrekturterm
c la¨sst sich aus dem Modulationskontrast der Referenzobjekte berechnen, wobei
noch einmal darauf hingewiesen sei, dass ρ0 die auf Eins normierte Farbstoff-
verteilung bezeichnet:
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R =
∫∞
−∞ ρ0(z)sin
2(kz)dz + c∫∞
−∞ ρ0(z)cos
2(kz)dz + c
⇔ c = R
∫∞
−∞ ρ0(z)cos
2(kz)dz − ∫∞−∞ ρ0(z)sin2(kz)dz
1−R
⇔ c = R
∫∞
−∞ ρ0(z)cos
2(kz)dz − ∫∞−∞ ρ0(z)(1− cos(kz)2)dz
1−R
⇔ c = R
∫∞
−∞ ρ0(z)cos
2(kz)dz +
∫∞
−∞ ρ0(z)cos(kz)
2dz − 1
1−R
⇔ c =
∫∞
−∞ ρ0(z)cos
2(kz)dz(R+ 1)− 1
1−R (5.3)
Man verwendet nun zuerst Gleichung 5.3, um aus den Modulationskontrasten
der Referenzobjekte den nicht modulierenden Anteil c des Wellenfeldes zu be-
stimmen. Dann kann die Gleichung 5.2 verwendet werden, um die Gro¨ße sj
des Messobjektes zu ermitteln. Dies soll einmal an der Gro¨ßenbestimmung von
140 nm-Mikrokugeln (Messobjekte) unter Verwendung von 71 nm-Mikrokugeln
(Referenzobjekte) demonstriert werden. Fu¨r die Auswertung werden wieder die
Datenstapel 4, 5 und 6 verwendet. Bestimmt werden sollen die Gro¨ßen s2 und
spi
2
, wobei aufgrund der oben dargestellten U¨berlegungen erwartet wird, dass
der spi
2
-Wert besser mit dem theoretischen Wert u¨bereinstimmt als der s2-Wert.
Zuna¨chst mu¨ssen die theoretischen Werte fu¨r s2 und spi2 bestimmt werden. Dies
geschieht u¨ber die Definition von sj :
sj =
(∫ ∞
−∞
ρ0(z + zS)|z|jdz
) 1
j
Fu¨r Mikrokugeln mit einem Durchmesser von 140 nm ergibt sich:
s2 [nm] spi2 [nm]
31,3 29,4
Bestimmt man nun wie oben beschrieben s2 und spi2 von 140 nm-Mikrokugeln
experimentell, ergibt sich:
Nr. s2 [nm] spi2 [nm]
4 27,8 ± 2,7 28,4 ± 3,5
5 28,2 ± 2,7 28,9 ± 3,5
6 28,0 ± 3,0 28,6 ± 3,9
Der Fehler ist die Standardabweichung der Einzelmessung.
Wie erwartet stimmen die spi
2
-Werte etwas besser mit dem theoretischen Wert
u¨berein. Zur Interpretation der Ergebnisse kann der bestimmte sj-Wert mit
einem Formfaktor fj multipliziert werden, wodurch sich die Gesamtausdehnung
d des Objektes unter einer bestimmten Formannahme berechnen la¨sst: d = fj ·sj .
Die Formfaktoren f2 kann man der Tabelle 5.1 entnehmen; in Tabelle 5.2 sind
die fpi
2
-Werte aufgefu¨hrt. Nimmt man an, die Objekte sind Vollkugeln, erha¨lt
man die folgenden Gesamtausdehnungen d:
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Nr. f2s2 [nm] fpi2 spi2 [nm]
4 124,3 ± 12,1 135,5 ± 16,7
5 126,1 ± 12,1 137,9 ± 16,7
6 125,2 ± 13,4 136,4 ± 18,6
Der angegebene Fehler ist wieder die Standardabweichung der Einzelmessung.
Tabelle 5.2: Formfaktoren fpi
2
Verteilungsform Formfaktor fpi
2
Gauß 2,564
Kugelschale 3,648
Kugel 4,770
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Abbildung 5.3: a) R(S)-Kurven unter Verwendung des neuen Gro¨ßenmaßes spi
2
bei λex =488 nm und n=1,5. a: Kugelschale, b: Vollkugel und c: gaußfo¨rmige
Verteilung. b) zeigt einen vergro¨ßerten Ausschnitt aus a).
Kapitel 6
Formbestimmung
Durch Einfu¨hrung des neuen Gro¨ßenmaßes s2, bzw. spi2 konnte fu¨r kleine Gro¨ßen
das Problem der Formabha¨ngigkeit der R(S)-Kurven gelo¨st werden (siehe Abbil-
dungen 5.1 und 5.3 im Vergleich zu Abbildung 3.5). Fu¨r gro¨ßere Objekte besteht
das Problem jedoch nach wie vor. Dieses Problem soll durch die Vermessung des
Objektes bei zwei unterschiedlichen Anregungsgwellenla¨ngen gelo¨st werden.
6.1 Theorie
Um die Auswirkungen der Verteilungsform auf den Modulationskontrast R zu
untersuchen, wird das Wellenfeld nun bis zur 4. Ordnung in z entwickelt. Au-
ßerdem wird von Anfang an ein nicht modulierender Anteil c im Wellenfeld an-
genommen. Man sieht, dass der Modulationskontrast in dieser Na¨herung nicht
nur von s2, sondern auch von s4 abha¨ngig ist:
R =
∫∞
−∞ ρ(z)
(
1− cos2(kz) + c) dz∫∞
−∞ ρ(z)(cos
2(kz) + c)dz
=
∫∞
−∞ ρ(z)(1− 1− a1k2z2 − a2k4z4 + c)dz∫∞
−∞ ρ(z)(1 + c) + ρ(z)a1k
2z2 + ρ(z)a2k4z4dz
=
−a1k2
∫∞
−∞ ρ(z)z
2dz − a2k4
∫∞
−∞ ρ(z)z
4dz + c
∫∞
−∞ ρ(z)dz
(1 + c)
∫∞
−∞ ρ(z)dz + a1k
2
∫∞
−∞ ρ(z)z
2dz + a2k4
∫∞
−∞ ρ(z)z
4dz
=
−a1k2
∫∞
−∞ ρ0(z)z
2dz − a2k4
∫∞
−∞ ρ0(z)z
4dz + c
(1 + c) + a1k2
∫∞
−∞ ρ0(z)z
2dz + a2k4
∫∞
−∞ ρ0(z)z
4dz
=
−a1k2s22 − a2k4s44 + c
(1 + c) + a1k2s22 + a2k4s
4
4
(6.1)
Eine Umformung der Beziehung 6.1 ergibt die in s22 und s
4
4 lineare Gleichung
6.2.
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R(1 + c) +R(a1k2s22) +R(a2k
4s44) = −a1k2s22 − a2k4s44 + c
s22(Ra1k
2 + a1k2) + s44(Ra2k
4 + a2k4) = c−R(1 + c)
s22a1k
2(R+ 1) + s44a2k
4(R+ 1) = c(1−R)−R
s22a1k
2 + s44a2k
4 =
c(1−R)−R
R+ 1
(6.2)
c kann zum Beispiel aus dem Modulationskontrast der Punktbildfunktion R0
bestimmt werden. Die Punktbildfunktion kann durch Ru¨ckfaltung der axialen
Intensita¨tsverteilung (AID) einer bekannten Farbstoffverteilung ermittelt wer-
den, wie in Kapitel 4 beschrieben. Alternativ ko¨nnte c auch u¨ber die Gleichung
5.3 errechnet werden. Fu¨r die Auswertungen in diesem Kapitel wird der erste
Weg beschritten. Fu¨r den Zusammenhang zwischen c und R0 gilt dann:
R0 =
c
1 + c
⇔ c = R0
1−R0
Ersetzt man nun c, erha¨lt man eine lineare Gleichung, in der außer den Gro¨ßen-
maßen s2 und s4 alles bekannt ist.
s22a1k
2 + s44a2k
4 =
R0
1−R0
1−R
1 +R
− R
R+ 1
Bestimmt man den Modulationskontrast R bei zwei unterschiedlichen Anre-
gungswellenla¨ngen, zum Beispiel bei λex=488 nm und λex=647 nm, ergibt sich
ein lineares Gleichungssystem.(
a1k
2
647 a2k
4
647
a1k
2
488 a2k
4
488
)
·
(
s22
s44
)
=
(
R0,647
1−R0,647
1−R647
1+R647
− R647R647+1
R0,488
1−R0,488
1−R488
1+R488
− R488R488+1
)
(
s22
s44
)
=
(
a1k
2
647 a2k
4
647
a1k
2
488 a2k
4
488
)−1
·
(
R0,647
1−R0,647
1−R647
1+R647
− R647R647+1
R0,488
1−R0,488
1−R488
1+R488
− R488R488+1
)
Eine (2x2)-Matrix la¨sst sich leicht invertieren:(
a b
c d
)−1
=
1
ad− bc
(
d −b
−c a
)
(
a1k
2
647 a2k
4
647
a1k
2
488 a2k
4
488
)−1
=
1
a1a2(k2647k
4
488 − k4647k2488)
·
(
a2k
4
488 −a2k4647
−a1k2488 a1k2647
)
Es ergeben sich also folgende Lo¨sungen fu¨r s2 und s4:(
s22
s44
)
=
1
a1a2(k2647k
4
488−k4647k2488)
·
(
a2k
4
488 −a2k4647
−a1k2488 a1k2647
)
·
(
R0,647
1−R0,647
1−R647
1+R647
− R647R647+1
R0,488
1−R0,488
1−R488
1+R488
− R488R488+1
)
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s2 =√
a2k4488(
R0,647
1−R0,647
1−R647
1+R647
− R647R647+1 )−a2k
4
647(
R0,488
1−R0,488
1−R488
1+R488
− R488R488+1 )
a1a2(k2647k
4
488−k4647k2488)
s4 =
4
√
−a1k2488(
R0,647
1−R0,647
1−R647
1+R647
− R647R647+1 )+a1k
2
647(
R0,488
1−R0,488
1−R488
1+R488
− R488R488+1 )
a1a2(k2647k
4
488−k4647k2488)
(6.3)
6.1.1 Definition eines Formmaßes s
Aus s2 und s4 la¨sst sich durch
s :=
s2
s4
ein Formmaß definieren. Es bleibt zu zeigen, dass s tatsa¨chlich nur von der
Form und nicht von der Ausdehnung eines Objektes abha¨ngt. Bei Stauchung
einer Farbstoffverteilung ρ(z) um den Faktor k (ρ′(z) = kρ(kz)) sollte s un-
vera¨ndert bleiben. In 5.1 wurde gezeigt, wie sich s2 und s4 bei Stauchung der
Farbstoffverteilung verhalten: sie vera¨ndern sich beide um den Faktor 1k . Des-
halb gilt:
s′ =
s′2
s′4
=
1
ks2
1
ks4
=
s2
s4
= s
Da s2 und s4 nach Definition auch invariant unter Verschiebung des Schwer-
punktes der Farbstoffverteilung sind, gilt dies auch fu¨r s.
Zur Bestimmung der Koeffizienten a1 und a2 ko¨nnte man die Taylorentwicklung
von cos(x)2 = 1−x2+ 13x4+ · · · verwenden, d.h. a1 = −1 und a2 = 13 . Dadurch
erreicht man jedoch eine Entwicklung des Wellenfeldes, die nur um x = 0 herum
gut mit dem tatsa¨chlichen Wellenfeld u¨bereinstimmt. Fu¨r die oben beschriebene
Anwendung beno¨tigt man eine Darstellung, die cos(x)2 u¨ber einen gro¨ßeren Be-
reich gut approximiert. Die Approximation sollte u¨ber die gesamte Ausdehnung
der Farbstoffverteilung ρ(z) das Wellenfeld gut beschreiben. a1 und a2 ko¨nnen
dazu durch Anfitten der Funktion f(x) = 1+a1x2+a2x4 an cos(x)2 im Bereich
zwischen −pi2 und pi2 ermittelt werden. Es ergibt sich:
a1 = −0, 924379
a2 = 0, 21625
Die Gu¨te der dadurch erreichten Na¨herung kann dem Graphen 6.1 entnommen
werden.
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Abbildung 6.1: Wellenfeld bei λex=488 nm und n=1,44 (a), Na¨herung nach
Taylor (b) und Na¨herung durch Fit (c)
6.1.2 Berechnung von s fu¨r verschiedene Farbstoffvertei-
lungen
Fu¨r verschiedene Farbstoffverteilungen soll das Formmaß s nun berechnet wer-
den.
Gaußfo¨rmige Verteilung
ρ0(z) =
2
d
√
ln(2)
pi
e−4ln(2)
z2
d2
s =
(∫∞
−∞
2
d
√
ln(2)
pi e
−4ln(2) z2
d2 z2dz
) 1
2
(∫∞
−∞
2
d
√
ln(2)
pi e
−4ln(2) z2
d2 z4dz
) 1
4
≈ 0, 7598
Vollkugel
ρ0(z) =
{
6
d3
(
d
2
2 − z2
)
, |z| ≤ d2
0 , sonst
s =
(∫ d
2
− d2
6
d3
(
d
2
2 − z2
)
z2dz
) 1
2
(∫ d
2
− d2
6
d3
(
d
2
2 − z2
)
z4dz
) 1
4
≈ 0, 8265
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Du¨nne Kugelschale
ρ0(z) =
{
1
d , |z| ≤ d2
0 , sonst
s =
(∫ d
2
− d2
1
dz
2dz
) 1
2
(∫ d
2
− d2
1
dz
4dz
) 1
4
=
(
1
d
2
3
(
d
2
)3) 12
(
1
d
2
5
(
d
2
)5) 14 =
(
d2
12
) 1
2
(
d4
80
) 1
4
=
4
√
80√
12
≈ 0, 8633
In Abbildung 6.2 sind verschiedene Farbstoffverteilungen graphisch dargestellt
und ihre s-Werte angegeben. Die zweite Verteilung von oben ist die kugelfo¨rmige
Verteilung; die dritte Verteilung von oben entspricht einer du¨nnen Kugelschale.
Die anderen Farbstoffverteilungen sind willku¨rlich vorgegeben.
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Abbildung 6.2: Formmaß s bei verschiedenen Farbstoffverteilungen. Alle Farb-
stoffverteilungen haben die gleiche Gro¨ße s2=20 nm.
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6.2 Erste Messungen
In diesem Abschnitt soll die Gro¨ße und die Form von 190 nm-Mikrokugeln ge-
messen werden. Die gemessenen Gro¨ßen s2 und Formen s werden mit den theo-
retischen Werten s2=42,5 nm und s=0,8265 verglichen.
6.2.1 Pra¨paration der Objekttra¨ger
Abbildung 6.3 zeigt schematisch wie die Objekttra¨ger zur Formbestimmung
pra¨pariert wurden. Es wurden drei verschiedene Sorten von Mikrokugeln gleich-
zeitig auf den Objekttra¨ger aufgebracht: 100 nm/rot, 100 nm/gru¨n und 190
nm/rot. Na¨here Angaben zu den Mikrokugeln finden sich in Abschnitt 4.2.1.
Es wurde eine Verdu¨nnung aus den drei Kugelsorten hergestellt und diese dann
fu¨r etwa 10 Minuten in ein Ultraschallbad gelegt. Dieses sorgt dafu¨r, dass die
Kugeln nicht verklumpen. Von dieser Verdu¨nnung wurden dann etwa 10 µl auf
den Objekttra¨ger aufgetropft und mit einem Deckglas verstrichen. Nachdem die
Verdu¨nnung getrocknet war, wurde VECTASHIELD auf den Objekttra¨ger auf-
getropft und schließlich noch ein Deckglas aufgebracht.
Die 190 nm-Mikrokugeln sind hier die Messobjekte. Sie ko¨nnen sowohl mit
λex=488 nm, als auch mit λex=647 nm angeregt werden, wobei sie in beiden
Fa¨llen rotes Licht emittieren. Um eine Formbestimmung durchfu¨hren zu ko¨nnen,
mu¨ssen die Messobjekte bei zwei unterschiedlichen Wellenla¨ngen angeregt wer-
den ko¨nnen. Die 100 nm-Mikrokugeln wurden als Referenzobjekte benutzt. Sie
ko¨nnen jeweils nur bei einer der beiden Wellenla¨ngen angeregt werden. In Ab-
bildung 6.4 sieht man eine SMI-Aufnahme des nach Abbildung 6.3 hergestellten
Objekttra¨gers. Das obere Bild wurde bei einer Anregungswellenla¨nge von 488
nm aufgenommen. Das untere Bild zeigt den gleichen Teil des Objekttra¨gers bei
einer Anregungswellenla¨nge von 647 nm.
Objektträger
Deckglas
190 nm rot
Referenzobjekte:
100 nm rot und
100 nm grün
Einbettungsmedium
ca. 30 µm
Abbildung 6.3: Pra¨paration der Objekttra¨ger zur Formbestimmung von 190 nm-
Mikrokugeln
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190 nm
100 nm
190 nm
100 nm
Abbildung 6.4: SMI-Aufnahmen eines nach Abbildung 6.3 hergestellten Objekt-
tra¨gers bei λex=488 nm (oben) und bei λex=647 nm (unten).
6.2.2 Durchfu¨hrung der Messung
Der so pra¨parierte Objekttra¨ger wurde dann in 20 nm-Schritten in axialer Rich-
tung durch das stehende Wellenfeld bewegt und jeweils ein Bild aufgenommen.
Insgesamt wurden pro Datenstapel 250 Bilder aufgenommen. Es wurde jeweils
an derselben Stelle des Objekttra¨gers ein Datenstapel bei einer Anregungswel-
lenla¨nge von 488 nm und einer bei 647 nm aufgenommen. Insgeamt wurden vier
Datenstapel zur Formbestimmung aufgenommen, d.h. es wurde an zwei Objekt-
tra¨gerstellen bei jeweils beiden Wellenla¨ngen eine Sequenz aufgenommen.
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6.2.3 Auswertung
Aus den Datenstapeln wurden im na¨chsten Schritt die axialen Intensita¨tsver-
teilungen der drei Kugelsorten extrahiert, wobei der in der SMI-Steuersoftware
integrierte Hintergrundabzug mit der Einstellung ”5x5-3-fach“ verwendet wur-
de. Aus den axialen Intensita¨tsverteilungen der Referenzobjekte wurde zuna¨chst
eine mittlere AID berechnet. Aus der bekannten Farbstoffverteilung dieser Refe-
renzobjekte und ihrer mittleren AID wurde dann fu¨r jede Anregungswellenla¨nge
die Punktbildfunktion errechnet und ihr Modulationskontrast R0 bestimmt. Da-
zu wurde der in Abschnitt 4.2.3 beschriebene Algorithmus verwendet. Außerdem
wurde aus allen AIDs mit Hilfe des Programms ”FouFit“ (siehe Abschnitt 8.1)
der Modulationskontrast bestimmt.
6.2.4 Ergebnisse
Die Tabelle 6.1 zeigt die Modulationskontraste der Referenzobjekte. Nλ gibt die
Anzahl der ausgewerteten AIDs bei der entsprechenden Anregungswellenla¨nge
λ an, Rd(λ) bezeichnet den Modulationskontrast von Mikrokugeln mit einem
Durchmesser von d nm bei einer Anregungswellenla¨nge λ nm (Fehler=SD).
Tabelle 6.1: Referenzobjekte
Nr. N647 R100(647) N488 R100(488)
27/28 10 0,205 ± 0,027 10 0,506 ± 0,044
29/30 10 0,227 ± 0,042 10 0,387 ± 0,052
Durch Ru¨ckfaltung lassen sich aus den AIDs der Referenzobjekte die Modu-
lationskontraste R0 der Punktbildfunktionen berechnen, wobei angenommen
wurde, dass die relativen Fehler von R0 und den Modulationskontrasten der
Referenzobjekte identisch sind (Fehler=SD). Die R0-Werte sind in Tabelle 6.2
gezeigt:
Tabelle 6.2: Modulationskontraste R0 der Punktbildfunktionen
Nr. R0(647) R0(488)
27/28 0,106 ± 0,014 0,371 ± 0,032
29/30 0,152 ± 0,028 0,221 ± 0,030
Die Modulationskontraste der Messobjekte (190 nm-Mikrokugeln) sind in der
Tabelle 6.3 angegeben (Fehler=SD).
Verwendet man die Gleichungen 6.3, la¨sst sich aus den vorher angegebenen
Werten s2 und s4 bestimmen. Damit la¨sst sich dann auch das Formmaß s der
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Tabelle 6.3: Messobjekte
Nr. N R190(647) R190(488)
27/28 13 0,422 ± 0,049 0,785 ± 0,033
29/30 10 0,427 ± 0,039 0,758 ± 0,024
Messobjekte ausrechnen. In Tabelle 6.4 sind diese Werte mit der Standardab-
weichung der Einzelmessung (SD) angegeben; in Tabelle 6.5 sind die Mittelwert-
fehler angegeben.
Tabelle 6.4: Gro¨ße und Form der Messobjekte (SD)
Nr. s2 [nm] s4 [nm] s := s2s4
27/28 40,92 ± 5,47 48,90 ± 13,60 0,8366 ± 0,1240
29/30 41,36 ± 4,62 49,48 ± 9,91 0,8359 ± 0,0754
Tabelle 6.5: Gro¨ße und Form der Messobjekte (SDM)
Nr. s2 [nm] s4 [nm] s := s2s4
27/28 40,92 ± 1,53 48,90 ± 3,81 0,8366 ± 0,0348
29/30 41,36 ± 1,46 49,48 ± 3,13 0,8359 ± 0,0238
Fasst man die Werte aus den beiden Messungen zusammen, ergibt sich die Ta-
belle 6.6 (Fehler=SDM):
Tabelle 6.6: Gro¨ße und Form der Messobjekte aus allen 4 Datenstapeln (SDM)
Nr. s2 [nm] s4 [nm] s := s2s4
27/28/29/30 41.11 ± 1,07 49,15 ± 2,53 0,8363 ± 0,0220
Um das Ergebnis anschaulich zu interpretieren, kann ein Modell zugrundegelegt
werden. Die Parameter ko¨nnen dann so bestimmt werden, dass der s2- und der
s-Wert mit den gemessenen Werten u¨bereinstimmen. Hier wurde das Modell
ρ(z) =
{ (
d2
4 − z2
)n
, |z| ≤ d2
0 , sonst
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verwendet (d, n ∈ R+). d bestimmt die Gesamtausdehnung der Farbstoffver-
teilung und n bestimmt die Form der Verteilung. Fu¨r n=1 erha¨lt man die
kugelfo¨rmige Farbstoffverteilung. Wa¨hlt man d = 170.1 und n = 0.64 erha¨lt
man eine Farbstoffverteilung mit s2=41,11 nm und s=0,8363. Abbildung 6.5
zeigt diese rekonstruierte Farbstoffverteilung im Vergleich zur tatsa¨chlichen, ku-
gelfo¨rmigen Farbstoffverteilung mit dem Durchmesser d=190 nm.
-100 -50 50 100
0.002
0.004
0.006
0.008
0.01ρ0(z)
nm
Abbildung 6.5: Gemessene Farbstoffverteilung (durchgezogene Linie) der Mi-
krokugeln mit einem Durchmesser von 190 nm im Vergleich zur tatsa¨chlichen
Farbstoffverteilung (gestrichelt)
Kapitel 7
Ru¨ckfaltungsfreie
Gro¨ßenbestimmung
In diesem Kapitel soll unter Verwendung der Ergebnisse aus Abschnitt 6.1 noch
einmal das Problem der Gro¨ßenbestimmung mit Hilfe von Referenzobjekten
besprochen werden. Dazu wird hier wieder angenommen, dass die Farbstoffver-
teilung der Messobjekte kugelfo¨rmig ist (vgl. Kapitel 4). Die hier hergeleiteten
Gleichungen kommen ohne Integration und FOURIER-Transformation aus und
ermo¨glichen eine einfache Implementierung in anderen Programmen wie zum
Beispiel der SMI-Steuersoftware.
Die zuvor hergeleitete Gleichung 6.2
s22a1k
2 + s44a2k
4 =
c(1−R)−R
R+ 1
ermo¨glicht eine vereinfachte Gro¨ßenbestimmung unter der Annahme, dass die
Objekte kugelfo¨rmig sind. Dann gilt:
d = f · s2 ⇔ s2 = df
s2
s4
= s⇔ s4 = s2s ⇔ s4 = df ·s
mit f = 4, 472 und s = 0, 8265.
(
d
f
)2
a1k
2 +
(
d
f · s
)4
a2k
4 =
c(1−R)−R
R+ 1
d2
a1k
2
f2
+ d4
a2k
4
f4 · s4 =
c(1−R)−R
R+ 1(
d2 a1k
2
f2 + d
4 a2k
4
f4·s4
)
(R+ 1) +R
1−R = c (7.1)
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Auflo¨sen nach d ergibt:
d2
a1k
2
f2
+ d4
a2k
4
f4 · s4 =
c(1−R)−R
R+ 1
d2
a1k
2
f2
f4 · s4
a2k4
+ d4 − c(1−R)−R
R+ 1
f4 · s4
a2k4
= 0
d4 + d2
a1f
2 · s4
a2k2
− c(1−R)−R
R+ 1
f4 · s4
a2k4
= 0
d2 = −a1f
2 · s4
2a2k2
±
√
a21f
4 · s8
4a22k4
+
c(1−R)−R
R+ 1
f4 · s4
a2k4
d =
√√√√−a1f2 · s4
2a2k2
−
√
a21f
4 · s8
4a22k4
+
c(1−R)−R
R+ 1
f4 · s4
a2k4
(7.2)
Unter der Wurzel muss das Minuszeichen gewa¨hlt werden, da ein Anstieg von c
einen Abfall von d zur Folge haben soll.
Unter Verwendung von Gleichung 7.1 kann nun aus den Daten der Referenz-
objekte (Ausdehnung d, Modulationskontrast R) c berechnet werden. Dieser
Wert wird dann zusammen mit dem Modulationskontrast R der Messobjekte in
Gleichung 7.2 eingesetzt, um die Ausdehnung d der Messobjekte zu bestimmen.
Wertet man die Datenstapel aus Kapitel 4 mit dieser Methode noch einmal aus,
erha¨lt man die Werte der Tabellen 7.1, 7.2 und 7.3.
Tabelle 7.1: Gemessene Gro¨ßen in nm in den Datenstapeln 23-26 (λex=647 nm)
PPPPPPPPPPPNr.
dnominal 100 nm 190 nm
23 105,3 ± 17,7 187,7 ± 13,1
24 106,8 ± 25,9 187,0 ± 11,6
25 113,5 ± 22,0 183,8 ± 13,0
26 103,2 ± 24,1 188,7 ± 16,3
In Tabelle 7.4 wurde fu¨r jede nominale Gro¨ße aus den verschiedenen Datensta-
peln der Mittelwert berechnet. SD, bzw. SDM bezeichnet die Standardabwei-
chung der Einzelmessung, bzw. die Standardabweichung des Mittelwertes. Diese
Werte sind in Abbildung 7.1 graphisch aufgetragen. Die durchgezogene Linie ist
die Gerade mit der Gleichung y=x.
Der Vorteil der in diesem Kapitel vorgestellten Methode besteht darin, dass
zur Gro¨ßenberechnung nur noch die Modulationskontraste von Referenzobjekt
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Tabelle 7.2: Gemessene Gro¨ßen in nm in den Datenstapeln 1-3 (λex=488 nm)
PPPPPPPPPPPNr.
dnominal 100 nm 200 nm
1 94,1 ± 31,2 201,8 ± 15,5
2 109,4 ± 10,7 196,8 ± 21,8
3 114,7 ± 17,2 194,8 ± 11,0
Tabelle 7.3: Gemessene Gro¨ßen in den Datenstapeln 4-6, 488 nm
PPPPPPPPPPPNr.
dnominal 71 nm 140 nm
4 66,4 ± 42,1 141,7 ± 23,1
5 59,4 ± 39,1 144,1 ± 20,4
6 63,8 ± 17,1 142,7 ± 20,1
Tabelle 7.4: Zusammenfassung der Gro¨ßen aus den Datenstapeln 1-6
dnominal [nm] N dgemessen [nm] SD [nm] SDM [nm]
71 34 62,4 33,9 5,8
100 44 106,3 22,9 3,5
140 42 142,9 21,1 3,3
200 29 197,7 17,0 3,2
und Messobjekt bekannt sein mu¨ssen. Diese Modulationskontraste ko¨nnen dann
auch mit einem beliebigen Algorithmus bestimmt werden; es muss nicht mehr
zwangsla¨ufig auf den ”FouFit“-Algorithmus zuru¨ckgegriffen werden. Beispiels-
weise ko¨nnte der Algorithmus ”FreqFit“ [21] verwendet werden. Dieser zeichnet
sich durch eine hohe Stabilita¨t auch bei sehr verrauschten Kurven aus und hat
sich insbesondere bei Messungen an biologischen Objekten bewa¨hrt.
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Tabelle 7.5: Zusammenfassung der Gro¨ßen aus den Datenstapeln 23-26
dnominal [nm] N dgemessen [nm] SD [nm] SDM [nm]
100 54 107,6 24,1 3,3
190 79 186,8 13,7 1,5
nominale Größe in nm
gemessene Größe in nm
25 50 75 100 125 150 175 200
25
50
75
100
125
150
175
200
Abbildung 7.1: Gemessene Gro¨ßen in Abha¨ngigkeit von der nominalen Objekt-
gro¨ße. Die Fehlerbalken repra¨sentieren die Standardabweichung des Mittelwer-
tes. Dir durchgezogene Linie ist wieder die Gerade mit der Gleichung y=x.
Kapitel 8
Software
Im Rahmen dieser Arbeit wurden verschiedene Programme in Mathematica ge-
schrieben, um die Auswertungen zu optimieren und zu vereinfachen. Diese Pro-
gramme sollen im Folgenden beschrieben werden.
8.1 Routine zum Anfitten von axialen Intensita¨ts-
verteilungen
Sowohl fu¨r die Bestimmung von Distanzen als auch fu¨r die Gro¨ßenbestimmung
ist es nu¨tzlich, die gemessene axiale Intensita¨tsverteilung anzufitten, wobei sich
eine Fitfunktion der Form
AID(A1, A2, ω1, ω2, z) = A1
(
sin(w1z)
w1z
)2
cos(w2z)2 +A2
(
sin(w1z)
w1z
)2
(8.1)
bewa¨hrt hat. Aus den Parametern A1 und A2 kann zum Beispiel der Modulati-
onskontrast R bestimmt werden. Die fru¨her verwendeten Fitalgorithmen hatten
das Problem, dass man fu¨r die Parameter bestimmte Startwerte vorgeben mus-
ste. Ausgehend von diesen Startwerten wurde dann ein lokales Minimum in
der Fehlerquadratsummenfunktion ermittelt. Das hatte zur Folge, dass die Er-
gebnisse oftmals von der Wahl der Startparameter abhingen und dadurch ein
subjektives Moment in die Auswertung hineingetragen wurde. Zudem war die
richtige Wahl der Startwerte sehr zeitintensiv. Der hier vorgestellte Fitalgorith-
mus ist fu¨r Funktionen der Form 8.1 optimiert und beno¨tigt keine Vorgabe von
Startwerten. Er beruht auf der Erkenntnis, dass die FOURIER-Transformierte
einer Funktion nach Gleichung 8.1 eine sehr einfache Struktur besitzt, wie Ab-
bildung 8.1 an einem Beispiel zeigt.
79
KAPITEL 8. SOFTWARE 80
-1 -0.5 0.5 1
500
1000
1500
2000
-150 -100 -50 50 100 150
5
10
15
20
25
30
x
f(x)
w
g(w)
a)
b)
Abbildung 8.1: (a) Funktion der Form f(x) = a
(
sin(w1x)
w1x
)2
cos(w2x)2 +
b
(
sin(w1x)
w1x
)2
und (b) Fouriertransformierte g(ω)
8.1.1 Algorithmus
Zuna¨chst muss die FOURIER-Transformierte der achsensymmetrischen Funk-
tion 8.1 berechnet werden. Fu¨r achsensymmetrische Funktionen gilt (vgl. [5], S.
605):
FT{f(t)} = 2 · FTc{f(t)} =
∫ ∞
0
f(t)cos(ωt)dt,
wobei FTc{f(t)} die FOURIER-Kosinus-Transformation der Funktion f be-
zeichnet. Zuna¨chst wird der erste Summand der Funktion 8.1 untersucht. Es
ergibt sich:
2
∞∫
0
A1
(
sin(w1t)
w1t
)2
cos(w2t)2cos(wt)dt
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=

−A1pi(w−2w1)
4w21
, 0 ≤ w < 2w1
0 , 2w1 < w < 2(w2 − w1)
A1pi(w+2w1−2w2)
8w21
, 2(w2 − w1) < w < 2w2
−A1pi(w−2(w1+w2))
8w21
, 2w2 < w < 2(w1 + w2)
0 , w > 2(w1 + w2)
=

−A1pi
4w21
w + A1pi2w1 , 0 < w < 2w1
0 , 2w1 < w < 2(w2 − w1)
A1pi
8w21
w + A1pi(w1−w2)
4w21
, 2(w2 − w1) < w < 2w2
−A1pi
8w21
w + A1pi(w1+w2)
4w21
, 2w2 < w < 2(w1 + w2)
0 , w > 2(w1 + w2)
Die FOURIER-Transformierte des zweiten Summanden berechnet sich zu:
2
∞∫
0
A2
(
sin(w1t)
w1t
)2
cos(wt)dt =
{
−A2pi
2w21
w + A2piw1 , 0 ≤ w ≤ 2w1
0 , w > 2w1
Insgesamt ergibt sich also:
2
∞∫
0
(
A1
(
sin(w1t)
w1t
)2
cos(w2t)2 +A2
(
sin(w1t)
w1t
)2)
cos(wt)dt
=

− (A1+2A2)pi
4w21
w + (A1+2A2)pi2w1 , 0 < w < 2w1
0 , 2w1 < w < 2(w2 − w1)
A1pi
8w21
w + A1pi(w1−w2)
4w21
, 2(w2 − w1) < w < 2w2
−A1pi
8w21
w + A1pi(w1+w2)
4w21
, 2w2 < w < 2(w1 + w2)
0 , w > 2(w1 + w2)
Die FOURIER-Transformierte der Funktion 8.1 setzt sich also nur aus Gera-
denstu¨cken zusammen. In Abbildung 8.2 ist dargestellt, wie sich die Parameter
A1, A2, ω1 und ω2 auf die FOURIER-Transformierte g(ω) auswirken. Die Fre-
quenz ω1 bestimmt die Nullstelle der mittleren Spitze (ω = 2ω1), die Frequenz
ω2 bestimmt den Mittelpunkt der a¨ußeren Spitzen (ω = 2ω2). Alle drei Spitzen
haben die Breite ∆ω = 4ω1. Auch die Ho¨hen der drei Spitzen lassen sich in
einfacher Weise aus den Parametern berechnen.
Kommentierung des Quellcodes
Im Folgenden sollen nun die wesentlichen Teile des in Abschnitt 8.1.2 abge-
druckten Mathematica-Quellcodes kommentiert werden, um eine Einarbeitung
zu erleichtern.
In den Zeilen wird zuna¨chst die Funktion ffit definiert, die dazu dient die FOU-
RIER-Transformierte anzufitten. Sie hat dieselbe Struktur wie die FOURIER-
Transformierte von Funktion 8.1, d.h. sie besteht aus drei Geradenstu¨cken. m1
KAPITEL 8. SOFTWARE 82
-1 -0.5 0.5 1
500
1000
1500
2000
w
g(w)
(A1+2A2)π
2w1
A1π
4w1
w=2w1 w=2w2
4w1
Abbildung 8.2: Parameter der Funktion f(x) in ihrer Fouriertransformierten
ist die Steigung des ersten Geradenstu¨cks, c1 der y-Achsenabschnitt des ersten
Geradenstu¨cks (also die Ho¨he des mittleren Maximums),m2 ist die Steigung des
zweiten Geradenstu¨cks, c2 der y-Achsenabschnitt des zweiten Geradenstu¨cks.
Die Steigung des dritten Geradenstu¨cks ist damit −m2. f bezeichnet die Posi-
tion des Maximums der zweiten Spitze. Durch b wird beru¨cksichtigt, dass die
FOURIER-Transformierte der gemessenen AID aufgrund des Rauschens in der
AID nach oben verschoben sein wird.
In den Zeilen 23-26 werden die Eingabefenster aufgerufen (vgl. Abbildung 8.3),
in denen angegeben wird in welchen Dateien sich die zu fittenden AIDs befin-
den. Außerdem wird die Anzahl der Dateien angegeben.
In Zeile 37 wird die AID eingelesen, in Zeile 38 die La¨nge des Datensatzes be-
stimmt, d.h. ermittelt wie viele Bilder im Datenstapel enthalten waren.
In Zeile 40 wird die FOURIER-Transformierte m(ω) der AID ermittelt. Die
FOURIER-Transformation wird hier nicht u¨ber in Mathematica zur Verfu¨gung
stehende Funktionen zur diskreten FOURIER-Transformation ermittelt. Die in
der kontinuierlichen FT auftretende Integration wird durch eine Summation er-
setzt. Dieses Vorgehen hat sich als sehr stabil erwiesen.
Zuna¨chst werden nun Startparameter zum Anfitten der FOURIER-Transformierten
ermittelt (Zeilen 46 bis 49). Dabei wird die Ho¨he und die Position des Neben-
maximums abgescha¨tzt.
Der eigentliche Fit der FOURIER-Transformierten wird nun in den Zeilen 51 bis
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63 durchgefu¨hrt, wobei in ”fitpara“ die gefitteten Parameter gespeichert werden
und ”ffitr[x]“ die Fitfunktion bezeichnet.
Gema¨ß den Zusammenha¨ngen aus Abbildung 8.2 werden nun in den Zeilen 70
bis 77 die Parameter der AID-Funktion A1, A2, ω1, ω2 aus den zuvor ermittelten
Parametern der FOURIER-Transformierten berechnet. Die Parameter P1 und
P2 ko¨nnen aus der FOURIER-Transformierten nicht bestimmt werden.
Im na¨chsten Schritt (Zeilen 94 bis 99) wird in einem 1-Parameter-Fit die Position
der Einhu¨llenden P1 bestimmt, wobei die anderen zuvor ermittelten Parameter
als feste Gro¨ßen betrachtet werden. Danach wird die Position P2 der Fringes
in einem 1-Parameter-Fit bestimmt (Zeilen 102 bis 109). In den Zeilen 113 bis
120 werden noch einmal beide Positionen P1 und P2 simultan gefittet, wobei die
vorhergehenden Ergebnisse als Startparameter verwendet werden. Im na¨chsten
Schritt (Zeilen 126 bis 135) werden die beiden Amplituden A1 und A2 simultan
gefittet. Die Amplituden gehen linear in die AID-Funktion ein. Da Mathemati-
ca fu¨r lineare Fit-Probleme andere Funktionen bereitstellt als fu¨r nicht-lineare
Probleme, werden dafu¨r andere Befehle verwendet. Die Fit-Prozedur wird da-
mit abgeschlossen, dass in den Zeilen 138 bis 151 nocheinmal alle 6 Parameter
simultan gefittet werden.
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8.1.2 Mathematica-Skript
1 (∗FouFit Version 1.1 ∗)
2
3 <<S t a t i s t i c s ‘ Nonl inearFit ‘;<< S t a t i s t i c s ‘ D e s c r i p t i v e S t a t i s t i c s ‘ ;
4 <<Graphics ‘ Mu l t ip l eL i s tP lo t ‘ ;
5
6 f o u f i t :={
7
8 e r r o r =0;
9
10 (∗ Theore t i s che Funktion der Fourier−Transformierten ∗)
11 f f i t [ x , m1 , c1 , m2 , c2 , f , b ]=
12 I f [ x<= −c1/m1 && x>=0,m1∗x+c1 ,
13 I f [ x<= f && x>=−c2/m2,m2∗x+c2 ,
14 I f [ x> f && x<= 2∗ f+c2/m2,−m2∗x+2∗m2∗ f+c2 , 0 ] ] ] + b ;
15
16 (∗ Funktion zum Erzeugen s imu l i e r t e r PSFs ∗)
17 numberpics=300;
18 f [ x ]=
19 (20∗ (Sin [ 0 . 0 3 ∗ ( x−numberpics /2+20 .1 ) ] / (0 . 03∗ ( x−numberpics /2+20.1)))ˆ2∗
20 Cos [ 0 . 3 8625∗ ( x−numberpics /2)]ˆ2+28∗
21 (Sin [ 0 . 0 3 ∗ ( x−numberpics /2+20 .1 ) ] / (0 . 03∗ ( x−numberpics /2+20 .1 ) ) )ˆ2 ) ;
22
23 name=InputString [ ” F i l e−Base ( i . e . p s f ) or F i l e−Name( i . e . ps f −1)” ] ;
24 f o l d e r=InputString [ ” Folder : ” ] ;
25 number f i l e s=Input [ ”Number o f f i l e s ?” ] ;
26 namel i s t=Table [ ”” ,{ i , 1 , number f i l e s } ] ;
27
28 For [ i =0, i<number f i l e s , name l i s t [ [ i ] ]= f o l d e r<>name <>”−”<>ToString [ i ]
29 <>” . txt ” , i ++];
30 I f [ number f i l e s==1,name l i s t [ [ 1 ] ] = f o l d e r<>name<>” . txt ” ] ;
31 e x c e l f i l e={” i \ ta1 \ ta2 \tw1 \tw2 \ tp1 \ tp2 \ tBadness \tLambda \tR” , ”” } ;
32
33 For [ i =0, i<number f i l e s ,Print [ i ] ;
34
35 Check [ (∗ ”Check” f a eng t Feh ler ab ∗)
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36
37 data=Import [ name l i s t [ [ i ] ] , ” L i s t ” ] ;
38 numberpics=Length [ data ] ;
39
40 m[ w ]=N[Abs [Sum[ data [ [ i ] ] ∗N[Exp[−I∗w∗ i ] ] , { i , 1 , numberpics } ] ] ] ;
41
42 (∗ Speichern der Fourier−Transformierten in e iner L i s t e .
43 Achtung : es e n t s t e h t e ine Indexver sch i ebung um 1 ∗)
44 data1=Table [m[N[w/numberpics ] ] , {w,0 , numberpics } ] ;
45
46 (∗ Star tparameter fue r F i t der Fourier−Transformierten werden
47 e rm i t t e l t ∗)
48 mmax=0; l b e s t =0;
49 For [ l =0.3 , l <1, I f [m[ l ]>mmax,mmax=m[ l ] ; l b e s t=l ; ] , l=l +0 .01 ] ;
50
51 (∗ Fi t der Fourier−Transformierten ∗)
52 f i t p a r a=
53 BestFitParameters / . Nonl inearRegress [ data1 ,
54 f f i t [ x−1,m1, c1 ,m2, c2 , f , b ] ,{ x} ,
55 {{m1,−m[ 0 ] / ( 0 . 1 ∗ numberpics )} ,
56 {m2,mmax/(0 . 1∗ numberpics )} ,{ c1 ,m[ 0 ] } ,
57 {c2 ,mmax∗(1− l b e s t /0 . 1 )} ,{ f , l b e s t ∗numberpics } ,
58 {b ,0}} , Regress ionReportBestFitParameters ] ;
59
60 f f i t r [ x ]=
61 Nonl inearF i t [ data1 , f f i t [ x−1,m1, c1 ,m2, c2 , f , b ] ,
62 {x} ,{{m1,−m[ 0 ] / ( 0 . 1 ∗ numberpics )} ,{m2,mmax/(0 . 1∗ numberpics )} ,
63 {c1 ,m[ 0 ] } , { c2 ,mmax∗(1− l b e s t /0 . 1 )} ,{ f , l b e s t ∗numberpics } ,{b , 0 } } ] ; ] ;
64
65 imagefou=
66 Plot [{m[w] , f f i t r [w∗numberpics +1]} ,{w,0 , 1} ,PlotRange−>All ,
67 PlotStyle−>{{RGBColor [ 0 , 0 , 0 ] } , {RGBColor [ 1 , 0 , 0 ] } } ,
68 DisplayFunction−>Identity , AspectRatio−>1];
69
70 B=f i t p a r a [ [ 6 ] ] [ [ 2 ] ] ;
71 C0=f i t p a r a [ [ 3 ] ] [ [ 2 ] ] ;
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72 C1=f f i t r [ f i t p a r a [ [ 5 ] ] [ [ 2 ] ] ] ;
73 W1=−0.5∗C0/ f i t p a r a [ [ 1 ] ] [ [ 2 ] ] /( numberpics ) ;
74 W2=0.5∗ f i t p a r a [ [ 5 ] ] [ [ 2 ] ] /( numberpics ) ;
75 A1=N[ 4∗W1/Pi∗C1 ] ;
76 A2=N[W1/Pi∗(C0−2C1 ) ] ;
77 R=A2/(A1+A2 ) ;
78 Lambdaeff=3∗Pi/(W2/20 ) ;
79 Badness=B/(A1+A2 ) ;
80
81 (∗ Zusammenfassung der Ergebn i s se nach Fourier−Fi t . Diese
82 werden j e t z t a l s S tar tparameter f r den nchsten Fi t
83 verwendet ∗)
84 r e s u l t 2=
85 Show [Graphics [
86 Text [ ” S ta r t i ng Parameters :\n\n”<>”R=”<>ToString [R] <>
87 ”\nLambda=”<>ToString [ Lambdaeff]<>”\n\nA1=”<>ToString [A1]<>
88 ”\nA2=”<>ToString [A2]<>”\nW1=”<>ToString [W1]<>”\nW2=”<>
89 ToString [W2] , { 0 , 0 } ] ] ,AspectRatio−>2,DisplayFunction−>Identity ] ;
90
91 (∗ j e t z t wird d i e Pos i t i on der Einhue l l enden g e f i t t e t ( p1 ) ,
92 1−Parameter−Fi t ∗)
93
94 s i n c f i t [ x , p1 ]=0 .5∗ (A1+2∗A2)∗ (Sin [W1∗(x−p1 ) ] ) ˆ 2 / ( (W1∗(x−p1 ) ) ) ˆ 2 ;
95 s incpara=
96 BestFitParameters / . Nonl inearRegress [ data ,
97 s i n c f i t [ x , p1 ] ,{ x} ,{{p1 , numberpics /2+0.1}} ,
98 Regress ionReport−>BestFitParameters ] ;
99 P1=s incpara [ [ 1 ] ] [ [ 2 ] ] ;
100
101 (∗ Pos i t i on der Fringes ( p2 ) wird e rm i t t e l t , 1−Parameter−Fi t ∗)
102 s i n c f i t 2 [ x , p2 ]=
103 A1∗(Sin [W1∗(x−P1 ) ] ) ˆ 2 / ( (W1∗(x−P1) ) )ˆ2∗Cos [W2∗(x−p2 )]ˆ2+
104 A2∗(Sin [W1∗(x−P1 ) ] ) ˆ 2 / ( (W1∗(x−P1 ) ) ) ˆ 2 ;
105 s incpara=
106 BestFitParameters / . Nonl inearRegress [ data , s i n c f i t 2 [ x , p2 ] ,
107 {x} ,{{p2 , numberpics /2+0.1}} ,
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108 Regress ionReport−>BestFitParameters ] ;
109 P2=s incpara [ [ 1 ] ] [ [ 2 ] ] ;
110
111 (∗ be i de Pos i t ionen werden nochmal s imul tan g e f i t t e t ,
112 2−Parameter−Fi t ∗)
113 s i n c f i t 3 [ x , p1 , p2 ]=
114 A1∗(Sin [W1∗(x−p1 ) ] ) ˆ 2 / ( (W1∗(x−p1 ) ) )ˆ2∗Cos [W2∗(x−p2 )]ˆ2+
115 A2∗(Sin [W1∗(x−p1 ) ] ) ˆ 2 / ( (W1∗(x−p1 ) ) ) ˆ 2 ;
116 s incpara=
117 BestFitParameters / . Nonl inearRegress [ data , s i n c f i t 3 [ x , p1 , p2 ] ,
118 {x} ,{{p1 , P1} ,{p2 , P2}} , Regress ionReport−>BestFitParameters ] ;
119 P1=s incpara [ [ 1 ] ] [ [ 2 ] ] ;
120 P2=s incpara [ [ 2 ] ] [ [ 2 ] ] ;
121
122 (∗ Beide Amplituden werden s imul tan g e f i t t e t ( a1 , a2 ) ,
123 2−Parameter−Fi t . Anderes Verfahren a l s vorher ,
124 we i l d i e s e s Problem l i n e a r i s t . ∗)
125
126 data3=Table [{ j , data [ [ j ] ] } , { j , numberpics } ] ;
127 s i n c f i t 4 [ x ]=
128 A1∗(Sin [W1∗(x−P1 ) ] ) ˆ 2 / ( (W1∗(x−P1) ) )ˆ2∗Cos [W2∗(x−P2)]ˆ2+
129 A2∗(Sin [W1∗(x−P1 ) ] ) ˆ 2 / ( (W1∗(x−P1 ) ) ) ˆ 2 ;
130 r e g r e s s=
131 Regress [ data3 , { ( Sin [W1∗(x−P1 ) ] ) ˆ 2 / ( (W1∗(x−P1) ) )ˆ2∗
132 Cos [W2∗(x−P2 ) ] ˆ 2 , ( Sin [W1∗(x−P1 ) ] ) ˆ 2 / ( (W1∗(x−P1) ) ) ˆ2} , x ,
133 Regress ionReport−>{BestFitParameters } ] ;
134 A1=r e g r e s s [ [ 1 ] ] [ [ 2 ] ] [ [ 2 ] ] ;
135 A2=r e g r e s s [ [ 1 ] ] [ [ 2 ] ] [ [ 3 ] ] ;
136
137 (∗ Zum Sch lu s s werden nochmal a l l e 6 Parameter s imul tan g e f i t t e t ∗)
138 s i n c f i t 5 [ x , a1 , a2 , w1 , w2 , p1 , p2 ]=
139 a1 ∗(Sin [ w1∗(x−p1 ) ] ) ˆ 2 / ( (w1∗(x−p1 ) ) )ˆ2∗Cos [ w2∗(x−p2 )]ˆ2+
140 a2 ∗(Sin [ w1∗(x−p1 ) ] ) ˆ 2 / ( (w1∗(x−p1 ) ) ) ˆ 2 ;
141 s incpara=
142 BestFitParameters / . Nonl inearRegress [ data ,
143 s i n c f i t 5 [ x , a1 , a2 ,w1 ,w2 , p1 , p2 ] ,{ x} ,{{ a1 ,A1} ,{ a2 ,A2} ,{w1 ,W1} ,
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144 {w2 ,W2} ,{p1 , P1} ,{p2 , P2}} , Regress ionReport−>BestFitParameters ] ;
145
146 A1=s incpara [ [ 1 ] ] [ [ 2 ] ] ;
147 A2=s incpara [ [ 2 ] ] [ [ 2 ] ] ;
148 W1=s incpara [ [ 3 ] ] [ [ 2 ] ] ;
149 W2=s incpara [ [ 4 ] ] [ [ 2 ] ] ;
150 P1=s incpara [ [ 5 ] ] [ [ 2 ] ] ;
151 P2=s incpara [ [ 6 ] ] [ [ 2 ] ] ;
152 Lambdaeff=3∗Pi/(W2/20 ) ;
153 R=A2/(A1+A2 ) ;
154 }
155
156 (∗ Guete des F i t s wird berechne t ∗)
157 data2=Table [ s i n c f i t 5 [ i ,A1 ,A2 ,W1,W2,P1 , P2 ] ,{ i , numberpics } ] ;
158 sumsquare=Sum[ ( data [ [ i ] ]− data2 [ [ i ] ] ) ˆ 2 , { i , 1 , numberpics } ] ;
159 sumal l=Sum[ ( data [ [ i ] ] ) ˆ 2 , { i , 1 , numberpics } ] ;
160 Goodness=sumsquare/ sumal l ;
161
162 r e s u l t 1=
163 Show [Graphics [Text [ ” Resu l t s :\n”<>”R=”<>ToString [R]
164 <>”\nLambda=”<>ToString [ Lambdaeff]<> ”\nBadness=”
165 <>ToString [ Badness]<>”\n\nA1=”<>ToString [A1]<>”\nA2=”
166 <>ToString [A2]<>”\nW1=”<>ToString [W1]<>”\nW2=”
167 <>ToString [W2]<>”\nP1=”<>ToString [ P1 ]
168 <>”\nP2=”<>ToString [ P2 ] , { 0 , 0 } ] ] ,AspectRatio−>2,
169 DisplayFunction−>Identity ] ;
170
171 (∗ Fi t ( image2 ) und Or ig ina lda t en ( image1 ) werden in einem Graphen
172 zusammengefasst ( image3 ) ∗)
173 image1=
174 ListPlot [ data ,PlotJoined−>True , PlotRange−>All ,
175 DisplayFunction−>Identity ] ;
176
177 image2=
178 Plot [ s i n c f i t 5 [ x ,A1 ,A2 ,W1,W2,P1 , P2 ] ,{ x , 0 , numberpics } ,
179 PlotStyle−>{{RGBColor [ 1 , 0 , 0 ] } } ,PlotRange−>All ,
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180 DisplayFunction−>Identity ] ;
181
182 image3=
183 Show [ image1 , image2 ,DisplayFunction−>Identity ,
184 AspectRatio−>1];
185
186 (∗ In image4 i s t z u s a e t z l i c h noch d i e Four i e r t r an s f o rmie r t e samt Fi t
187 g e s p e i c h e r t ∗)
188
189 image4=
190 Show [GraphicsArray [{{Graphics [
191 Text [ToString [ i ]<>” . ”<>namel i s t [ [ i ] ] , { 0 , 0 } ] ] } , { image3 ,
192 imagefou } ,{ r e su l t 1 , r e s u l t 2 }} ] , ImageSize −>{450 ,800} ,
193 DisplayFunction−>Identity , AspectRatio−>2];
194
195 I f [ number f i l e s==1,
196 Export [ f o l d e r<>”Fit−”<>name<>” . eps ” , image4 , ” eps ” ] ; ,
197 Export [ f o l d e r<>”Fit−”<>ToString [ i ]<>” . eps ” , image4 , ” eps ” ] ; ] ;
198
199 e x c e l f i l e=
200 Append [ e x c e l f i l e ,
201 ToString [ i ]<>”\ t ”<>ToString [A1]<>”\ t ”<>ToString [A2]<>”\ t ”<>
202 ToString [W1]<>”\ t ”<>ToString [W2]<>”\ t ”<>ToString [ P1]<>”\ t ”<>
203 ToString [ P2]<>”\ t ”<>ToString [ Badness]<>”\ t ”<>ToString [ Lambdaeff ]
204 <>”\ t ”<>ToString [R ] ] ;
205
206 , (∗ Folgendes wird ausge fuehr t , wenn ein Feh ler a u f t r a t : ∗)
207 image=
208 ListPlot [ data , PlotJoinedTrue , PlotRangeAll ,PlotLabel−>
209 ToString [ i ]<>” . ”<>namel i s t [ [ i ]]<>”\n\n”<>
210 ”Unable to f i t t h i s datastack ! ” ] ;
211 I f [ number f i l e s ?1 , Export [ f o l d e r<>”Fit−”<>name
212 <>” . eps ” , image , ” eps ” , ImageSize −>{400 ,1000} ] ; ,
213
214 Export [ f o l d e r<>”Fit−”<>ToString [ i ]<>” . eps ” , image , ” eps ” ,
215 ImageSize −>{400 ,1000} ] ; ] ;
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216 e x c e l f i l e=Delete [ e x c e l f i l e , i+2−e r r o r ] ; e r r o r=e r r o r +1 ; ] , i ++];
217
218 I f [ number f i l e s==1,
219 Export [ f o l d e r<>”data−”<>name<>” . txt ” , e x c e l f i l e , ” L i s t ” ] ,
220 Export [ f o l d e r<>”data . txt ” , e x c e l f i l e , ” L i s t ” ] ] }
8.1.3 Bedienung des Programms
Um das Programm zu starten, muss zuna¨chst die Mathematica-Umgebung ge-
laden werden. Mit dem Befehl
<<"a:\FouFitV11"
wird die Funktion ”foufit“ vom Laufwerk a: geladen und bereitgestellt. Diese
kann einfach durch die Eingabe
foufit
und anschließendem Dru¨cken der Enter-Taste gestartet werden. Befindet sich
die Datei in einem anderen Pfad, wird natu¨rlich dieser in der Befehlszeile ange-
geben. Nach dem Starten o¨ffnen sich nun nacheinander drei Eingabefenster (vgl.
Abbildung 8.3), in denen anzugeben ist, in welchen Dateien sich die zu fitten-
den AIDs befinden und wieviele AIDs zu fitten sind. Um automatisch mehrere
AIDs hintereinander zu fitten, mu¨ssen die AID-Dateinamen ein bestimmtes For-
mat haben; sie mu¨ssen aus einem Grundnamen (z.B. aid100nm) gefolgt von ei-
nem Bindestrich mit fortlaufenden Nummern gebildet werden. Die Dateiendung
muss .txt lauten. Die Dateinamen lauten dann beispielsweise ”aid100nm-1.txt,
aid100nm-2.txt, aid100nm-3.txt“ usw. Im ersten Eingabefenster wird nur der
Grundname eingegeben, in diesem Beispiel also ”aid100nm“. Das Programm
fu¨gt dann automatisch nacheinander die fortlaufenden Nummern an. Die Ein-
gabe wird durch Klicken auf den OK-Button abgeschlossen. Danach o¨ffnet sich
ein zweites Fenster, in dem anzugeben ist, in welchem Ordner sich die AID-
Dateien befinden. Wichtig ist, dass die Eingabe mit einem Backslash ”\“ enden
muss. Nach dem Klicken auf den OK-Button wird im dritten Fenster die An-
zahl der zu fittenden AIDs eingegeben. Nach nochmaligem Besta¨tigen werden
die AIDs der Reihe nach gefittet, jedoch zuna¨chst keine Fitparameter auf dem
Bildschirm ausgegeben. Am Ende des Vorgangs werden alle bestimmten Para-
meter in der Excel-Datei ”data.txt“ gespeichert. Dort ko¨nnen dann sehr einfach
Mittelwerte und Standardabweichung der Parameter (insbesondere des Modu-
lationskontrastes R) durch die eingebauten Excel-Funktionen bestimmt werden.
Die Struktur dieser Excel-Datei zeigt Abbildung 8.5. Zu jeder einzelnen AID-
Datei wird von ”FouFit“ eine PostScript-Datei angefertigt, in der die Original-
daten und die angena¨herte Funktion gegenu¨bergestellt werden (vgl. Abbildung
8.4). Zudem ist dort auch die FOURIER-Transformierte der Originaldaten im
Vergleich zur angefitteten Funktion zu sehen. Die daraus berechneten Startpa-
rameter sind ebenfalls aufgelistet.
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Abbildung 8.3: Eingabefenster des Programms ”FouFit“
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Results:
R=0.42033
Lambda=703.426
Badness=0.915363
A1=47.3669
A2=34.3467
W1=0.0270792
W2=0.267968
P1=115.968
P2=121.949
Starting Parameters:
R=0.453377
Lambda=705.583
A1=43.907
A2=36.4171
W1=0.0285395
W2=0.267149
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c:\rot-rot\sequenz2\aid190-1.txt
Abbildung 8.4: ”FouFit“ erstellt fu¨r jede AID-Datei, die gefittet wurde, eine
PostScript-Datei, in der das Ergebnis gespeichert ist
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Abbildung 8.5: Fitparameter werden in einer Excel-Datei gespeichert - Beispiel
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8.1.4 Mathematica-Routine
”
smallfoufit“
Manchmal mo¨chte man eine Fit-Routine als Funktion innerhalb eines ande-
ren Programms verwenden. Dies leistet das Mathematica-Skript ”SmallFouFit“,
dessen Fit-Algorithmus identisch mit dem von ”FouFit“ ist, jedoch keine gra-
fische Ein- bzw. Ausgabe besitzt. Der Fitalgorithmus wird auf die Liste ”da-
ta“ angewendet. Bevor man ”SmallFouFit“ einsetzen kann, muss die zu un-
tersuchende AID zuna¨chst in diese Variable geladen werden. Das Programm
endet damit, dass die bestimmten Parameter in die entsprechenden Variablen
A1, A2, ω1, ω2, P1 und P2 geschrieben werden. Außerdem wird der Modulati-
onskontrast in der Variable R gespeichert. Diese Werte ko¨nnen nun innerhalb
des na¨chsten Programms weiter verwendet werden. Das Skript wird insbeson-
dere im Rahmen der Gro¨ßenauswertung mit dem Skript ”deconv “ verwendet,
das weiter unten beschrieben wird. Im Folgenden ist der Quellcode von ”Small-
FouFit“ abgedruckt:
1 <<S t a t i s t i c s ‘ Nonl inearFit ‘;<< S t a t i s t i c s ‘ D e s c r i p t i v e S t a t i s t i c s ‘ ;
2 <<Graphics ‘ Mu l t ip l eL i s tP lo t ‘ ;
3 f o u f i t :={ e r r o r =0;
4
5 (∗ Theore t i s che Funktion der Fourier−Transformierten ∗)
6 f f i t [ x , m1 , c1 , m2 , c2 , f , b ]=
7 I f [ x<=−c1/m1&&x>=0,m1∗x+c1 ,
8 I f [ x<=f&&x>=−c2/m2,m2∗x+c2 ,
9 I f [ x>f&&x\<=2∗ f+c2/m2,−m2∗x+2∗m2∗ f+c2 , 0 ] ] ] + b ;
10
11 (∗Funktion zum Erzeugen s imu l i e r t e r PSFs∗)
12 numberpics=300;
13 f [ x ]=(20∗(Sin [ 0 . 0 3 ∗ ( x−numberpics /2+20.1) ]/
14 ( 0 . 0 3∗ ( x−numberpics /2+20.1)))ˆ2∗
15 Cos [ 0 . 3 8625∗ ( x−numberpics /2)]ˆ2+
16 28∗(Sin [ 0 . 0 3 ∗ ( x−numberpics /2+20.1) ]/
17 ( 0 . 0 3∗ ( x−numberpics /2+20 .1 ) ) )ˆ2 ) ;
18
19 numberpics=Length [ data ] ;
20 m[ w ]=N[Abs [Sum[ data [ [ i ] ] ∗N[Exp[−I∗w∗ i ] ] , { i , 1 , numberpics } ] ] ] ;
21
22 (∗ Speichern der Fourier−Transformierten in e iner L i s t e . Achtung :
23 es e n t s t e h t e ine Indexver sch i ebung um 1∗)
24 data1=Table [m[N[w/numberpics ] ] , {w,0 , numberpics } ] ;
25
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26 (∗ Star tparameter fue r F i t der Fourier−Transformierten werden
27 e rm i t t e l t ∗)
28 mmax=0; l b e s t =0;
29 For [ l =0.3 , l <1, I f [m[ l ]>mmax,mmax=m[ l ] ; l b e s t=l ; ] , l=l +0 .01 ] ;
30
31 (∗ Fi t der Fourier−Transformierten ∗)
32 f i t p a r a=
33 BestFitParameters / . Nonl inearRegress [ data1 ,
34 f f i t [ x−1,m1, c1 ,m2, c2 , f , b ] ,{ x} ,
35 {{m1,−m[ 0 ] / ( 0 . 1 ∗ numberpics )} ,{m2,mmax/(0 . 1∗ numberpics )} ,
36 {c1 ,m[ 0 ] } , { c2 ,mmax∗(1− l b e s t /0 . 1 )} ,{ f , l b e s t ∗numberpics } ,
37 {b ,0}} , Regress ionReport \ [Rule ] BestFitParameters ] ;
38
39 f f i t r [ x ]=
40 Nonl inearF i t [ data1 , f f i t [ x−1,m1, c1 ,m2, c2 , f , b ] ,
41 {x} ,{{m1,−m[ 0 ] / ( 0 . 1 ∗ numberpics )} ,{m2,mmax/(0 . 1∗ numberpics )} ,{ c1 ,
42 m[ 0 ] } , { c2 ,mmax∗(1− l b e s t /0 . 1 )} ,{ f , l b e s t ∗numberpics } ,{b , 0 } } ] ;
43
44 B=f i t p a r a [ [ 6 ] ] [ [ 2 ] ] ;
45 C0=f i t p a r a [ [ 3 ] ] [ [ 2 ] ] ;
46 C1=f f i t r [ f i t p a r a [ [ 5 ] ] [ [ 2 ] ] ] ;
47 W1=−0.5∗C0/ f i t p a r a [ [ 1 ] ] [ [ 2 ] ] / ( numberpics ) ;
48 W2=0.5∗ f i t p a r a [ [ 5 ] ] [ [ 2 ] ] / ( numberpics ) ;
49 A1=N[ 4∗W1/Pi∗C1 ] ;
50 A2=N[W1/Pi∗(C0−2C1 ) ] ;
51 R=A2/(A1+A2 ) ;
52 Lambdaeff=3∗Pi/(W2/20 ) ;
53
54 (∗Zusammenfassung der Ergebn i s se nach Fourier−Fi t .
55 Diese werden j e t z t a l s Star tparameter fue r den naechsten
56 Fi t verwendet ∗)
57
58 r e s u l t 2=
59 Show [Graphics [
60 Text [ ” S ta r t i ng Parameters :\n\n”<>”R=”<>ToString [R]<>”\nLambda=”<>
61 ToString [ Lambdaeff]<>”\n\nA1=”<>ToString [A1]<>”\nA2=”<>
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62 ToString [A2]<>”\nW1=”<>ToString [W1]<>”\nW2=”<>ToString [W2] ,{0 ,
63 0 } ] ] ,AspectRatio \ [Rule ] 2 ,DisplayFunction \ [Rule ] Identity ] ;
64
65 (∗ j e t z t wird d i e Pos i t i on der Einhue l l enden g e f i t t e t ( p1 ) ,
66 1−Parameter−Fi t ∗)
67 s i n c f i t [ x , p1 ]=0 .5∗ (A1+2∗A2)∗ (Sin [W1∗(x−p1 ) ] ) ˆ 2 / ( (W1∗(x−p1 ) ) ) ˆ 2 ;
68 s incpara=
69 BestFitParameters / . Nonl inearRegress [ data ,
70 s i n c f i t [ x , p1 ] ,{ x} ,{{p1 , numberpics /2+0.1}} ,
71 Regress ionReport \ [Rule ] BestFitParameters ] ;
72 P1=s incpara [ [ 1 ] ] [ [ 2 ] ] ;
73
74 (∗ Pos i t i on der Fringes ( p2 ) wird e rm i t t e l t ,
75 1−Parameter−Fi t ∗)
76 s i n c f i t 2 [ x , p2 ]=
77 A1∗(Sin [W1∗(x−P1 ) ] ) ˆ 2 / ( (W1∗(x−P1) ) )ˆ2∗Cos [W2∗(x−p2 )]ˆ2+
78 A2∗(Sin [W1∗(x−P1 ) ] ) ˆ 2 / ( (W1∗(x−P1 ) ) ) ˆ 2 ;
79 s incpara=
80 BestFitParameters / . Nonl inearRegress [ data ,
81 s i n c f i t 2 [ x , p2 ] ,{ x} ,{{p2 , numberpics /2+0.1}} ,
82 Regress ionReport \ [Rule ] BestFitParameters ] ;
83 P2=s incpara [ [ 1 ] ] [ [ 2 ] ] ;
84
85 (∗ be i de Pos i t ionen werden nochmal s imul tan g e f i t t e t ,
86 2−Parameter−Fi t ∗)
87 s i n c f i t 3 [ x , p1 , p2 ]=
88 A1∗(Sin [W1∗(x−p1 ) ] ) ˆ 2 / ( (W1∗(x−p1 ) ) )ˆ2∗Cos [W2∗(x−p2 )]ˆ2+
89 A2∗(Sin [W1∗(x−p1 ) ] ) ˆ 2 / ( (W1∗(x−p1 ) ) ) ˆ 2 ;
90 s incpara=
91 BestFitParameters / . Nonl inearRegress [ data ,
92 s i n c f i t 3 [ x , p1 , p2 ] ,{ x} ,{{p1 , P1} ,{p2 , P2}} ,
93 Regress ionReport \ [Rule ] BestFitParameters ] ;
94 P1=s incpara [ [ 1 ] ] [ [ 2 ] ] ;
95 P2=s incpara [ [ 2 ] ] [ [ 2 ] ] ;
96
97 (∗Beide Amplituden werden s imul tan g e f i t t e t ( a1 , a2 ) ,
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98 2−Parameter−Fi t . Anderes Verfahren a l s vorher ,
99 we i l d i e s e s Problem l i n e a r i s t . ∗)
100 data3=Table [{ j , data [ [ j ] ] } , { j , numberpics } ] ;
101 s i n c f i t 4 [ x ]=
102 A1∗(Sin [W1∗(x−P1 ) ] ) ˆ 2 / ( (W1∗(x−P1) ) )ˆ2∗Cos [W2∗(x−P2)]ˆ2+
103 A2∗(Sin [W1∗(x−P1 ) ] ) ˆ 2 / ( (W1∗(x−P1 ) ) ) ˆ 2 ;
104 r e g r e s s=
105 Regress [ data3 , { ( Sin [W1∗(x−P1 ) ] ) ˆ 2 / ( (W1∗(x−P1) ) )ˆ2∗
106 Cos [W2∗(x−P2 ) ] ˆ 2 , ( Sin [W1∗(x−P1 ) ] ) ˆ 2 / ( (W1∗(x−P1) ) ) ˆ2} , x ,
107 Regress ionReport \ [Rule ]{ BestFitParameters } ] ;
108 A1=r e g r e s s [ [ 1 ] ] [ [ 2 ] ] [ [ 2 ] ] ;
109 A2=r e g r e s s [ [ 1 ] ] [ [ 2 ] ] [ [ 3 ] ] ;
110
111 (∗Zum Sch lu s s werden nochmal a l l e 6 Parameter s imul tan g e f i t t e t ∗)
112 s i n c f i t 5 [ x , a1 , a2 , w1 , w2 , p1 , p2 ]=
113 a1 ∗(Sin [ w1∗(x−p1 ) ] ) ˆ 2 / ( (w1∗(x−p1 ) ) )ˆ2∗Cos [ w2∗(x−p2 )]ˆ2+
114 a2 ∗(Sin [ w1∗(x−p1 ) ] ) ˆ 2 / ( (w1∗(x−p1 ) ) ) ˆ 2 ;
115 s incpara=
116 BestFitParameters / . Nonl inearRegress [ data ,
117 s i n c f i t 5 [ x , a1 , a2 ,w1 ,w2 , p1 ,
118 p2 ] ,{ x} ,{{ a1 ,A1} ,{ a2 ,A2} ,{w1 ,W1} ,{w2 ,W2} ,{p1 , P1} ,{p2 , P2}} ,
119 Regress ionReport \ [Rule ] BestFitParameters ] ;
120 A1=s incpara [ [ 1 ] ] [ [ 2 ] ] ;
121 A2=s incpara [ [ 2 ] ] [ [ 2 ] ] ;
122 W1=s incpara [ [ 3 ] ] [ [ 2 ] ] ;
123 W2=s incpara [ [ 4 ] ] [ [ 2 ] ] ;
124 P1=s incpara [ [ 5 ] ] [ [ 2 ] ] ;
125 P2=s incpara [ [ 6 ] ] [ [ 2 ] ] ;
126 Lambdaeff=3∗Pi/(W2/20 ) ;
127 R=A2/(A1+A2) ; }
KAPITEL 8. SOFTWARE 98
8.2 Gro¨ßenbestimmung unter Verwendung von
Referenzobjekten
8.2.1 Algorithmus
Zuna¨chst wird in Zeile 1 und 2 das Skript ”smallfoufit“ geladen. Dadurch wird
die zuvor beschriebene Funktion foufit zur Verfu¨gung gestellt, die das Anfitten
experimenteller AIDs ermo¨glicht.
In den Zeilen 4 bis 56 wird dann die Funktion ”normalize“ definiert. Ihre Aufga-
be besteht darin, aus mehreren gemessenen Referenzobjekt-AIDs eine gemittelte
AID zu berechnen. Eine einfache Mittelwertbildung der verschiedenen Inten-
sita¨tsverteilungen ist nicht mo¨glich, da die Fringes der Kurven gegeneinander
verschoben sein werden. Das Problem wird dadurch gelo¨st, dass zu jeder AID
eine Fitfunktion der Form
AID(z) = a1
(
sin(ω1(z + p1))
ω1(z + p1)
)2
cos2(ω2(z + p2)) + a2
(
sin(ω1(z + p1))
ω1(z + p1)
)2
bestimmt wird. Danach werden die Positionsparameter p1 und p2 auf Null ge-
setzt, wodurch achsensymmetrische AIDs entstehen:
AID(z) = a1
(
sin(ω1z)
ω1z
)2
cos2(ω2z) + a2
(
sin(ω1z)
ω1z
)2
Diese symmetrsichen AIDs werden dann gemittelt.
Zuerst werden in den Zeilen 6 bis 8 die Eingabefenster 8.6 aufgerufen. Hier
werden zuna¨chst die Dateien eingegeben, in denen sich die axialen Intensita¨ts-
verteilungen der Referenzobjekte befinden. In den Zeilen 14 bis 16 werden die
Fenster zur Eingabe der Dateinamen der auszuwertenden AIDs geo¨ffnet. Die
Formatierungsregeln fu¨r die Dateinamen sind dieselben wie fu¨r das zuvor be-
schriebene Programm ”FouFit“.
Die AIDs werden in Zeile 24 nun nacheinander eingelesen, auf dem Bildschirm
ausgegeben (Zeile 27) und eine Fit-Funktion bestimmt (Zeile 29). Die Funk-
tion j[x] (Zeile 30 bis 32) beschreibt die symmetrisierte Na¨herungsfunktion
fu¨r diese axiale Intensita¨tsverteilung. In den Zeilen 34 bis 36 werden die ver-
schiedenen Na¨herungsfunktionen nun gemittelt und letztlich in der Liste ”ps-
fref“ gespeichert.
Der zweite Teil des Programms (Zeilen 38 bis 78) besteht aus der Funktion ”de-
conv“. In Zeile 46 wird mit der Funktion ”f[a]“ die axiale Farbstoffverteilung
der Referenzobjekte (100 nm Mikrokugeln) angegeben. Sollen andere Referenz-
objekte verwendet werden, muss diese Zeile entsprechend angepasst werden. In
Zeile 47 wird dei FOURIER-Transformierte der Farbstoffverteilung bestimmt,
in Zeile 48 die FOURIER-Transformierte der gemittelten AID der Referenz-
objekte. Durch Division und anschließende Ru¨ckfaltung wird in Zeile 49 die
Punktbildfunktion errechnet. Diese wird in Zeile 55 angefittet und ihr Modula-
tionskontrast R0 ausgegeben (Zeile 56). Natu¨rlich mu¨ssen ausgedehnte Objekte
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einen gro¨ßeren Modulationskontrast als R0 aufweisen. AIDs von Messobjekten,
die einen kleineren Modulationskontrast R aufweisen, ko¨nnen nicht ausgewertet
werden. Ihnen mu¨sste eine Gro¨ße kleiner Null zugeschrieben werden.
Die Funktion ”conv[x,d]“ (Zeilen 60 und 61) beschreibt die Faltung der zuvor
berechneten Punktbildfunktion mit der axialen Farbstoffverteilung einer Kugel
mit Durchmesser d, d.h. sie beschreibt wie die axiale Intensita¨tsverteilung einer
solchen Kugel aussehen mu¨sste. In den Zeilen 63 und 64 werden nun die AIDs der
Messobjekte eingelesen, ihr Modulationskontrast Rdet bestimmt (Zeilen 65 und
66) und dann in den Zeilen 70 bis 75 ermittelt, bei welchem Kugeldurchmesser
d die Funktion ”conv[x,d]“ eine AID mit dem Modulationskontrast Rdet ergibt.
Dieser Kugeldurchmesser wird dann in Zeile 77 als Gro¨ße des Messobjektes
ausgegeben.
8.2.2 Mathematica-Routine
”
deconv“
1 <<”C:\Dokumente und E in s t e l l ungen \wagner\Desktop\
2 sma l l f o u f i t ” ;
3
4 normal ize :={
5 k l [w]=0;
6 name=InputString [ ”Name f r Referenzobjekt−AIDs” ] ;
7 f o l d e r=InputString [ ” Folder : ” ] ;
8 number f i l e s=Input [ ”Number o f f i l e s ?” ] ;
9 namel i s t=Table [ ”” ,{ i , 1 , number f i l e s } ] ;
10
11 For [ i =0, i<number f i l e s , name l i s t [ [ i ] ]= f o l d e r<>name<>”−
12 ”<>ToString [ i ]<>” . txt ” , i ++];
13
14 namedet=InputString [ ”Name der zu bestimmenden AIDs” ] ;
15 f o l d e r d e t=InputString [ ” Folder : ” ] ;
16 number f i l e sde t=Input [ ”Number o f f i l e s ?” ] ;
17 name l i s tde t=Table [ ”” ,{ i , 1 , number f i l e sde t } ] ;
18
19 For [ i =0, i<number f i l e sdet , name l i s tde t [ [ i ] ]= f o l d e r d e t
20 <>namedet<>”−”<>ToString [ i ]<>” . txt ” , i ++];
21
22 p s f r e f=Table [ 0 ,{ i , 1 , 2 5 0 } ] ;
23
24 For [ i =0, i<number f i l e s , data=Import [ name l i s t [ [ i ] ] , ” L i s t ” ] ;
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25
26 numberpics=Length [ data ] ;
27 ListPlot [ data ,PlotRange−>All ,PlotJoined−>True ] ;
28
29 f o u f i t ;
30 j [ x ]=A1∗(Sin [W1∗( x /20+0 .0001) ] )ˆ2/( (W1∗( x /20+0.0001)))ˆ2∗
31 Cos [W2∗( x/20+0.0001)]ˆ2+A2∗(Sin [W1∗( x /20+0.0001) ] )ˆ2/
32 ( (W1∗( x /20+0.0001)) )ˆ2 ;
33
34 For [ k=1,k<=numberpics , k++, p s f r e f [ [ k ] ]= p s f r e f [ [ k ] ]+
35 0 .1∗Abs [ j [ 20∗k−numberpics / 2 ∗ 2 0 ] ] ] ; , i++]
36 }
37
38 deconv :={
39 normal ize ;
40 data=p s f r e f ;
41
42 numberpics=Length [ data ] ;
43
44 ListPlot [ data ,PlotRange−>All ,PlotJoined−>True ] ;
45
46 f 1 [ a ]= I f [ a>−100/2 && a<100/2 ,N[(100/2)ˆ2−a ˆ 2 ] , 0 ] ;
47 g [ w ]=Sum[ f 1 [ t /100 ]∗Exp[−I∗w∗ t /100 ]∗1/100 ,{ t ,−20000 ,20000} ] ;
48 h [ w ]=N[Sum[ data [ [ t ] ] ∗Exp[−I∗w∗ t ∗20 ]∗20 ,{ t , 1 , numberpics } ] ] ;
49 j [ t ]=1/(2∗Pi )∗Sum[ h [w/1000]/ g [w/1000]∗Exp [ I∗w/1000∗ t ]∗1/1000 ,
50 {w, −40 ,40} ] ;
51
52 Plot [ j [ t ] ,{ t , 1 , numberpics ∗20} ,PlotRange−>All ,
53 PlotPoints−>100];
54 data=Table [Abs [ j [ 20∗ t ] ] , { t , 1 , numberpics } ] ;
55 f o u f i t ;
56 Print [R ] ;
57
58 Rmin=R;
59
60 conv [ x , d ]=N[Sum[ j [ x−a ] ∗ ( ( d/2)ˆ2−(a )ˆ2 ) ,{ a,− In tege rPar t [ d /2 ] ,
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61 In tege rPar t [ d / 2 ] } ] ] ;
62
63 For [ count=1,count<=number f i l e sdet , count++,
64 data=Import [ name l i s tde t [ [ count ] ] , ” L i s t ” ] ;
65 f o u f i t ;
66 Rdet=R;
67 R=Rmin ;
68 s i z e =0;
69
70 While [Abs [R−Rdet ]>0.005 , s i z e=s i z e+(Rdet−R)∗150 ;
71 dataconv=Table [Abs [ conv [20∗ t , s i z e ] ] ,
72 { t , 1 , numberpics } ] ;
73
74 data=dataconv ;
75 f o u f i t ; ] ;
76
77 Print [ ” S i z e : ” , s i z e , ”nm” ] ; ]
78 }
8.2.3 Bedienung des Programms
Das Programm wird wieder gestartet durch Ausfu¨hren des oben abgedruckten
Skriptes und anschließendem Aufrufen der Funktion ”deconv“ ohne Parameter.
Danach o¨ffnen sich nacheinander 6 Fenster, in denen die Dateinamen der Re-
ferenzobjekte, ihre Anzahl, die Dateinamen der Messobjekte und ihre Anzahl
anzugeben sind. Die Konvention fu¨r die Namensformatierung ist dabei identisch
zu der des Programms ”FouFit“. Die Fenster samt mo¨glicher Eingaben sind in
den Abbildungen 8.6 und 8.7 zu sehen.
Auf dem Bildschirm sieht man dann die AIDs der Referenzobjekte, die mittlere
Referenz-AID und danach die berechnete Punktbildfunktion. Unter der Punkt-
bildfunktion wird ihr Modulationskontrast R0 ausgegeben. Danach werden ein-
zeln die AIDs der Messobjekte eingelesen und die zugeho¨rige Gro¨ße bestimmt
und auf dem Bildschirm ausgegeben.
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Abbildung 8.6: Eingabefenster des Programms ”deconv“
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Abbildung 8.7: Eingabefenster des Programms ”deconv“
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8.3 Gro¨ßenbestimmung ohne Ru¨ckfaltung
8.3.1 Algorithmus
Die vereinachte Gro¨ßenbestimmung beruht auf den Gleichungen 7.1 und 7.2.
Die cos2-Funktion des Wellenfeldes wird dabei beschrieben durch
f(x) = 1 + a1x2 + a2x4
mit a1=-0,924379 und a2=0,21625. Diese Entwicklungskoeffizienten sind in den
Zeilen 3 und 4 gespeichert. In Zeile 2 ist der Brechungsindex des Einbettungs-
mediums festgelegt: hier 1,440 fu¨r VECTASHIELD. Der Wert fu¨r s in Zeile 5
gibt das Verha¨ltnis von s2und s4 fu¨r eine Vollkugel an. Sollen andere Farbstoff-
verteilungen verwendet werden, muss dieser Wert angepasst werden. Der Wert
fu¨r f in Zeile 6 gibt das Verha¨ltnis der Gesamtausdehnung d einer Vollkugel
zum s2-Wert an.
In den Zeilen 8 bis 10 wird die Gleichung 7.1 implementiert. Sie dient zur Be-
rechnung der Sto¨rung des Wellenfeldes aus dem Modulationskontrast der Re-
ferenzobjekte. Da dieser Modulationskontrast fehlerbehaftet ist, la¨sst sich auch
der konstante Wellenfeldanteil c nur mit einem Fehler bestimmen. Dies geschieht
in den Zeilen 12 bis 16.
In den Zeilen 21 bis 25 wird die Funktion zur Gro¨ßenberechnung der Messob-
jekte definiert. Sie entspricht Gleichung 7.2. In diese Gleichung gehen die beiden
fehlerbehafteten Gro¨ßen c und R (Modulationskontrast der Messobjekte) ein.
U¨ber das Gaußsche Fehlerfortpflanzungsgesetz wird in den Zeilen 27 bis 32 die
Auswirkung der Einzelfehler auf das Gesamtergebnis berechnet.
Schließlich wird in Zeile 36 die berechnete Gro¨ße samt Fehler ausgegeben.
8.3.2 Mathematica-Skript
”
size“
1 s i z e [ r r e f , e r r e f , rdet , e rdet , d r e f , lambda ] := {
2 n = 1 . 4 4 ;
3 a1 = −0.924379;
4 a2 = 0 .21625 ;
5 s = 0 . 8265 ;
6 f = 4 . 4 7 2 ;
7
8 (∗Funktion zur Berechnung des konstanten Wel l en fe ld−Ante i l s ∗)
9 c [ d , f , a1 , a2 , k , s , r ] :=
10 ( ( ( d/ f )ˆ2∗ a1∗kˆ2 + (1/ s )ˆ4∗ ( d/ f )ˆ4∗ a2∗k ˆ4)∗ ( r + 1) + r )/(1 − r ) ;
11
12 (∗Funktion zur Feh lerberechnung ∗)
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13 dc [ r ] = D[ c [ dre f , f , a1 , a2 , 2∗n∗(Pi/lambda ) , s , r ] , r ] ;
14
15 (∗ Fehlerberechnung ∗)
16 ec = Abs [ dc [ r r e f ]∗ e r r e f ] ;
17
18 (∗Berechung des konstanten We l l e n f e l d a n t e i l s ∗)
19 c1 = c [ dre f , f , a1 , a2 , 2∗n∗(Pi/lambda ) , s , r r e f ] ;
20
21 (∗Funktion zur Berechnung der Ob j e k t g roe s s e ∗)
22 h [ f , a1 , a2 , k , s , R , c ] =
23 Sqrt [−( a1∗ f ˆ2∗ s ˆ4)/(2∗ a2∗kˆ2) −
24 Sqrt [ ( a1ˆ2∗ f ˆ4∗ s ˆ8)/(4∗ a2ˆ2∗kˆ4)+( c∗(1−R)−R)/(R+1)∗( f ˆ4∗ s ˆ4)/
25 ( a2∗k ˆ 4 ) ] ] ;
26
27 (∗Funktionen zur Feh lerberechnung ∗)
28 dhr [ r ] = D[ h [ f , a1 , a2 , 2∗n∗(Pi/lambda ) , s , r , c1 ] , r ] ;
29 dhc [ c ] = D[ h [ f , a1 , a2 , 2∗n∗(Pi/lambda ) , s , r r e f , c ] , c ] ;
30
31 (∗Berechnung Feh ler ∗)
32 eh = Sqrt [ ( dhr [ rdet ]∗ e rde t )ˆ2 + ( dhc [ c1 ]∗ ec ) ˆ 2 ] ;
33
34 (∗Berechnung Groesse ∗)
35 s i = h [ f , a1 , a2 , 2∗n∗(Pi/lambda ) , s , rdet , c1 ] ;
36 Print [ ” S i z e : ” , ” ” , s i , ” ” , ”nm” , ” +−” , ” ” , eh , ” nm” ] ; } ;
8.3.3 Bedienung des Programms
Das oben abgedruckte Skript muss zuna¨chst in Mathematica ausgefu¨hrt werden.
Danach steht die Funktion ”size“ zur Verfu¨gung. Diese ha¨ngt von 6 Variablen
ab:
rref : Modulationskontrast der Referenzobjekte
erref : Mittelwertsfehler des Modulationskontrastes der Referenzobjekte
rdet : Modulationskontrast der Messobjekte
erdet : Einzelfehler des Modulationskontrastes der Messobjekte
dref : Gesamtausdehnung der Referenzobjekte
lambda : Anregungswellenla¨nge
Dies soll am Beispiel des Datenstapels 4 demonstriert werden. Die Variablen
nehmen dabei folgende Werte an:
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rref =0,453
erref =0,028
rdet =0,653
erdet =0,060
dref =71
lambda =488
Der Funktionsaufrauf lautet dann also ”size[0.453,0.028,0.653,0.060,71,488];“.
Das Ergebnis ist in Abbildung 8.8 zu sehen.
Abbildung 8.8: Ausgabe des Programms ”size“
Kapitel 9
Zusammenfassung und
Diskussion
Unter Vernachla¨ssigung der Detektions-PSF war es mo¨glich, die bisherigen R(S)-
Kurven ohne aufwa¨ndige Computer-Simulationen zu rekonstruieren. Dieser neue
Ansatz zur Berechnung der Kurven ermo¨glichte es zudem, den Einfluss verschie-
dener Faktoren auf diese R(S)-Kurven zu untersuchen. Dabei zeigte sich, dass
insbesondere die Form der Farbstoffverteilung großen Einfluss auf die Kurven
hat.
Durch die in dieser Arbeit vorgestellten Methoden konnte die Genauigkeit der
Gro¨ßenmessung an fluoreszierenden Nanostrukturen unter Verwendung der Wel-
lenfeld-Mikroskopie deutlich erho¨ht werden. Dies wurde im Wesentlichen durch
die Verwendung von Referenzobjekten erreicht, durch welche die axiale Punkt-
bildfunktion des Mikroskops errechnet werden konnte. Die Kenntnis der axialen
Punktbildfunktion ermo¨glicht das Erstellen einer individuellen R(S)-Kurve.
Es stellt sich natu¨rlich die Frage, wie es in der Vergangenheit mo¨glich war, auch
ohne diese Referenzobjekte die Gro¨ßen von Mikrokugeln sehr exakt zu vermes-
sen [13, 14]. Ein Erkla¨rung liegt sicherlich darin, dass angenommen wurde, der
Farbstoff sei innerhalb der Kugel gaußfo¨rmig verteilt und die Halbwertsbreite
(FWHM) dieser Verteilung sei gleichzusetzen mit dem Durchmesser der Kugel.
Da die Halbwertsbreite immer kleiner ist als der Durchmesser der zugeho¨rigen
Kugel, fu¨hrt diese Annahme dazu, dass systematisch zu kleine Werte gemessen
werden. Die Vernachla¨ssigung der Sto¨rungen des Wellenfeldes fu¨hrt andererseits
dazu, dass die gemessenen Modulationskontraste R deutlich gro¨ßer sind als man
bei der entsprechenden Gro¨ße erwarten wu¨rde. Dieser Effekt fu¨hrt dazu, dass
die Gro¨ßen systematisch zu groß gemessen werden. Beide Fehler heben sich teil-
weise auf. Je nach Justierung des Mikroskops und nach Gro¨ße des vermessenen
Objektes kann man also trotzdem relativ genaue Messwerte erhalten.
Desweiteren wurde in dieser Arbeit das Problem diskutiert, dass die R(S)-
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Kurven formabha¨ngig sind. Je nachdem welche Annahme man u¨ber die Form
der Farbstoffverteilung macht, erha¨lt man aus dem gemessenen Modulations-
kontrast R unterschiedliche Werte fu¨r die Gesamtausdehnung d des Objektes.
Durch Definition eines neuen Gro¨ßenmaßes konnte dieses Problem fu¨r kleine
Gro¨ßen gelo¨st werden. Das neue Gro¨ßenmaß stellt dabei nicht mehr die Ge-
samtausdehnung des Objektes dar, sondern gibt eine mittlere Ausdehnung der
Farbstoffverteilung an.
Fu¨r gro¨ßere Objekte wurde eine Methode vorgestellt, wie mittels einer Vermes-
sung bei zwei unterschiedlichen Anregungswellenla¨ngen eine zusa¨tzliche Formin-
formation u¨ber das Objekt ermittelt werden kann. Diese zusa¨tzliche Information
ermo¨glicht dann das Auswa¨hlen der richtigen R(S)-Kurve. Dazu wurden Mes-
sungen an Vollkugeln vorgestellt. Die Messungen entsprachen den Erwartungen,
jedoch ist die Anzahl der Messungen bisher relativ gering. Bevor das Verfah-
ren bei unbekannten Objekten (z.B. biologischen Strukturen) eingesetzt werden
kann, ist es notwendig, die Methode an anderen Farbstoffverteilungen zu testen
und zu pru¨fen, ob eine signifikante Vera¨nderung des s-Wertes festgestellt werden
kann.
In Zukunft ist denkbar, dass man nicht mehr mit verschiedenen Anregungswel-
lenla¨ngen arbeitet, sondern die effektive Wellenla¨nge durch U¨berlagerung der
Laserstrahlen im Objektraum unter verschiedenen Winkeln ϑ vera¨ndert. Durch
Vermessen eines Objektes bei mehr als zwei effektiven Wellenla¨ngen ko¨nnte das
Verfahren weiter verbessert werden.
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