Establishing a robust causal relationship between trade and income has been difficult. Frankel and Romer (1999) use geographic instruments to identify a positive effect of trade on income. Rodriguez and Rodrik (2000) show that these results are not robust to controlling for missing variables such as distance to the equator or institutions. This paper solves the missing variable problem by generating time varying geographic instruments. The quantity of world trade carried by air has been increasing over time. Estimates from a gravity model show an increase in the elasticity of bilateral trade with regard to air distance over time while the elasticity with regard to sea distance has declined. This change has heterogeneous effects on the trade between pairs of countries depending on the relative sea and air distances between them. This heterogeneity in geography can be used to generate geography based predictions for bilateral trade that vary over time. These predictions can be aggregated and used as instruments for trade in a regression of income on trade. The time series variation allows for controls for country fixed effects, eliminating the bias from any omitted time invariant variables such as distance from the equator or historically determined institutions. Trade has a significant effect on income with an elasticity of roughly one half. Differences in predicted trade growth can explain roughly 17 percent of the variation in cross country income growth between 1960 and 1995. are among the most prominent papers finding a positive relationship between trade and income. Rodriguez and Rodrik (2000) critique this group. See Estevadeordal and Taylor (2008) for a more thorough summary of the debate.
Introduction
Does increased trade lead to higher income? The economics profession has historically tended to assume that the answer is yes. In the 1990's several heavily cited empirical papers seemed to confirm this consensus. 1 These paper are not without critics. Though wealthier countries trade more than poor countries, it is difficult to know the direction of causality. Perhaps the most influential of these papers, Frankel and Romer (1999) , attempts to resolve this through the use of geographic instruments. By using the distance between countries to predict trade between bilateral pairs, they construct an exogenous instrument for aggregate trade in each country.
While their instruments are free of reverse causality, they are correlated with geographic differences in outcomes that are not generated through trade. Countries that are closer to the equator generally have longer trade routes and may have low income due to unfavorable disease environments or unproductive colonial institutions. 2 Rodriguez and Rodrik (2000) and others have shown that Frankel and Romer (1999) 's results are not robust to the inclusion of geographic controls in the second stage. 3 This debate has been difficult to resolve because the instruments are limited to a single cross section. Missing variable bias is essentially impossible to avoid and results will always be sensitive to the inclusion of additional regressors. 4 This paper will introduce time varying instruments based on geographic fundamentals which allow the examination of trade and income to be done in a panel. The time variation makes possible the inclusion of country fixed effects, which control perfectly for all time invariant correlates with income such as distance to the equator, disease environment and colonial history. It is therefore possible to bypass all the "deep determinants" of income differences and generate identification purely through time series variation. This drastically limits the scope for missing variable bias compared to cross sectional studies. How can one generate a time series in geography? This paper will start from the idea that distance is not nearly as static a concept as we tend to assume. As a practical matter, the shape and size of the world are not invariant over time.
In particular, the rise of air transit has significantly altered the effective distances between countries compared to an era when the only way of crossing oceans was by ship. The position of land masses around the globe generates huge differences between bilateral distance by sea and the great circle distances more typical of air travel. Before 1960 the air transport share of trade for the United States was negligible. 5 By 2004, air transport carried over half of US exports by value (excluding Mexico and Canada). This technological change alters the impact of distance between countries over time. Regressions of bilateral trade over time will show that the relative importance of distance by air has been increasing while the importance of distance by sea is in decline. These changes over time can be used to identify the effect of trade on income.
The key insight is that the rise of air freight has differential consequences for different countries. Countries whose sea routes roughly match their air routes will see relatively less benefit from the rise of air transport than countries whose air trade routes cross land masses. This will result in differential impacts on trade for each country. Since these changes are a result of simple geography interacted with time varying coefficients, exogenous instruments for bilateral trade can be created. The time variation in these instruments ultimately comes from technological change which is shared equally across all countries but which has different consequences across pairs of countries based on geographic differences. From this I can create a panel version of Frankel and Romer (1999) . Bilateral predictions for trade can be summed to generate a panel of predictions for overall trade for each country in the world. These trade volumes can be used as instruments in panel regressions of trade on income per capita. The time series variation in the instruments is novel and allows for time and country specific effects to be included in the second stage.
To preview the results, trade is found to have a significant effect on income with an elasticity of about one half. The point estimates are smaller than previous cross sectional studies, but within their error bands. The inclusion of country controls eliminates all bias from the static geographic and institutional factors that affect Frankel and Romer (1999) .
1 The Changing Shape of the Globe Transport between countries has hardly been static over the last 50 years. Hummels (2007) documents the fall in price for air freight and the rise in the value of trade carried by air versus the sea. Between 1955 and 2004 the cost of air freight per ton fell by a factor of ten with a more rapid fall between 1955 and 1972. 6 By contrast, ocean freight has seen no downward trend over the same period. Unsurprisingly this has led to a dramatic shift toward the use of air in moving goods around the globe. by air though the majority of apparel is transported by sea. Table 2 lists the top 20 countries by value of imports into the US by air. There is substantial variation amongst US trading partners in the proportion of trade by air. Japan shipped only 27 percent by air and China only 13 percent by air. Singapore, Malaysia, and the Philippines shipped the majority of their exports to the US by air. Figure 2 is a scatter plot showing the percentage of exports sent to the US by air versus the log of gdp per worker in 1960. There is no significant relationship between income per worker in 1960 (before the advent of air freight) and the percentage of trade by air in 2001. Air transport is important for a variety of goods exported by countries at different levels of development. The overall importance of air transport appears to be uncorrelated with development before the sample period. We should therefore expect to see the rise of air transport affect the quantity of trade between all trading partners.
What Goods Travel by Air?

Differential Consequences
The shift away from sea transport toward air transport should have significant consequences for world trade patterns. In particular, the rise of air transport should differentially increase trade between pairs of countries that are relatively remote by sea. Consider, for example, Japan and Northern Europe. Travel by sea from Japan to Germany requires a voyage of almost 12,000 nautical miles. The same voyage by air is less than 5,000 nautical miles. By comparison, the air and sea distances between the east coast of the United States and Germany are nearly identical. Cheaper air transportation should therefore lead to a relative rise in bilateral trade between Japan and Germany compared to the United States and Germany.
The shift toward air travel implies that there should be changes in the effect of various distance measures on trade over time. Sea distances should be declining in importance while air distance increases in importance as the volume of trade shifts toward air transport. The next section will estimate a gravity model of trade to test this conjecture.
2 The Gravity Model
The gravity model has been an empirical workhorse in the trade literature for almost half a century. The idea that the distance between two countries has a strong influence on the volume of bilateral trade is intuitive and holds up well empirically.
Interestingly, the distance measures that are used in estimating gravity models are typically point to point great circle distances. For contiguous countries this is a reasonable choice, but for countries separated by oceans and land masses, this may be the wrong measure, particularly before the advent of relatively inexpensive air travel. While sea distance occasionally appears in gravity models, it has tended to be in the context of single country or regional studies. 7 As far as I know this is the first time sea distances have been exploited in a large examination of global trade. Over the last several years there has been much debate about the theoretical underpinnings of the gravity model and the proper way to estimate it. Anderson and van Wincoop (2003) develop a theoretical model to derive the gravity model. The basic gravity relationship derived by them is
where x ijt is bilateral trade between country i and country j, y i y j and y w are the incomes of country i, country j and the world, t ij is a bilateral resistance term, and P i and P j are country specific multilateral resistance terms. Taking logs, ln(x ij ) = ln(y i ) + ln(y j ) − ln(y w ) + (1 − σ)(ln(t ij ) + ln(P i ) + ln(P j )).
The bilateral resistance term, t ij , in Equation (2) is assumed to be a log-linear function of air and sea distance, with the precise form of the relationship varying over time. The P and y terms can be controlled for in several ways. For most of the results, they will be controlled for using country dummies. This implicitly assumes that they are time invariant, which is obviously incorrect. Time effects will control for common rates of growth of all countries in the sample, but idiosyncratic growth rate differences will go into the error term. Given that the regressor in the second stage is going to be precisely these idiosyncratic growth differences, any accounting for them econometrically in the trade regressions will contaminate the predictions in the second stage. 8 Some results will be presented that include a full set of country pair dummies. This specification has the added benefit of controlling for all time invariant trade resistances. The estimation equations are therefore
where Equation (3) includes country effects and Equation (4) includes bilateral pair effects.
Unlike many of the studies criticized by Anderson and van Wincoop (2003) and Baldwin and Taglioni (2006) the purpose of these regressions is not to consider comparative statics on the regressors. The goal is to describe the relative predictive power of the two different distance measures over time and then use that variation to generate exogenous indexes of distance to predict trade in the second stage. In the second stage the estimates of the dummies and coefficients on air and sea distance over time essentially will act as weights in averages of distance.
Because the aggregate instrument set is going to be built from averages of bilateral distances with weights that are equal across all countries, any arbitrary weights could be used in the creation of a valid instrument. By using weights generated from the estimation of a gravity equation I am attempting to maximize the predictive power of the instruments in the second stage.
Data
Trade data was thoughtfully provided by Glick and Taylor (2008) who in turn are using the IMF Direction of Trade (DoT) data. In the DoT data for each bilateral pair in each year there are a potential of four observations -imports and exports are reported from both sides of the pair. An average of these four values is used, except in the case where none of the four is reported. These values are taken as missing.
Robustness checks will also be performed on balanced panel with no missing values.
Bilateral great circle distances (the measure of air distance) are from the CEPII. 9 The CEPII provide several different variations for measuring the great circle distance between countries. 10 Throughout this paper I use the population weighted distance which incorporates information about the internal distribution of the population within countries. The results are not significantly different using any of the alternative distance measures. CEPII also provides a set of bilateral dummies indicating whether the two countries are contiguous, share a common language, have had a common colonizer after 1945, have ever had a colonial link, have had a colonial relationship after 1945, are currently in a colonial relationship, or share a common language. These controls are included in some of the regressions.
Bilateral sea distances were created by the author using raw geographic data. The globe was first split into a matrix of 1x1 degree squares. The points representing points on land were identified using gridded geographic data from CIESIN. 11 The time needed to travel from any oceanic point on the grid to each of its neighbors was calculated assuming a speed of 20 knots and adding (or subtracting) the speed of the average ocean current along the path. Average ocean current data is from the National Center for Atmospheric Research. 12 The result of these calculations is a complete grid of the water of the globe with information on travel time between any two adjacent points. Given any two points in this network of points, the shortest travel time can be found using standard graph theory algorithms. 13 The primary port for each country was identified and all pairwise distances were calculated. The distance between countries used in the regression is the number of days to make a round trip. Because countries need to abut the sea in order to be located on the oceanic grid, the sample excludes landlocked countries. Oil exporters were also left out of the sample because they have atypical trade patterns and have an almost mechanical relationship between the value of trade and income. None of the results are sensitive to the inclusion of the oil producers.
Identifying the location for the primary port for the vast majority of countries was straightforward and for most countries choosing any point along the coast would not change the results. The major potential exceptions to this are the US and Canada, with significant populations on both coasts and massive differences in distance depending on which coast is chosen. For simplicity (and because the east-west distribution of economic activity in the US and Canada can be seen as an outcome) the trade of the US and Canada with all partners was split with 80 percent attributed to the east coast and 20 to the west coast for all years. This is based on the the US east-west population distribution for 1975, the middle of the sample. In effect, the US and Canada are each split in two with regards to the trade regressions, with each country in the world trading with each coast independently based on appropriate sea distances (air distances are the same for both coasts).
When generating predicted trade shares for the US and Canada, the trade with both halves are summed. Choosing just the east coast sea distances, changing the relative east-west weights, or even removing all observations including the US and Canada has no significant effect on the results.
The trade panel is unbalanced. This is potentially problematic since there is some ambiguity about whether missing observations are truly missing or are actually zeros. In the next section, results will be presented for the unbalanced panel and for a balanced panel comprised of all pairs with continuous data from 1950 to 1997.
The reduced sample results should be unaffected by problems with zeros in the data. This reduces the sample size from over 160 thousand observations to just above 50 thousand and does not significantly alter the results.
Results
Figures 3 and 4 plot the sequence of coefficients on air distance and sea distance found by estimating equations (3) and (4). Each point represents the elasticity of trade with regards to sea or air distance over a particular time period and are the β's from equations (3) and (4). The axes are inverted since the effect of distance is negative for trade. The error bars on each point represent two standard errors around the point estimates. Figure 3 shows that the elasticity of trade with regards to sea distance between 1950 and 1955 was roughly -0.9. This elasticity falls in absolute value until the 1985-1990 period where is levels off near zero. In the same figure, the elasticity with regards to air distance starts out insignificantly different from zero in the 1950-1955 period and rises in absolute value to over -1 by the 1985-1990 period. These movements are large relative to the standard errors and the changes are highly significant.
In 1950 a 10 percent increase in sea distance between two countries was associated with an 8.9 percent fall in trade. Air distance in 1950 had a negligible effect on trade. By 1985 this picture reverses. A 10 percent increase in air distance decreases trade by 13 percent while changes in sea distance have negligible effects.
The coefficients plotted in Figure 4 are from a regression that includes bilateral pair dummies so the absolute levels of the coefficients are not identified, only their movements over time. The values of the coefficients for the period 1950-1955 are omitted and the remaining coefficients represent deviations from the unknown initial level. The movements track the previous regressions almost exactly. Because of the bilateral pair controls, all the identification for these coefficients is coming from within pair variations in trade. Countries that are relatively closer by air versus sea are seing larger increases in trade.
Table 11 (in an appendix) presents the results of estimating equations (3) and (4).
The elasticities plotted in Figures 3 and 4 are taken from columns (2) and (5) (2) and (4) include a standard set of bilateral controls from the CEPII data set. All regressions
have unreported year dummies and all standard errors are clustered at the bilateral pair level.
These variations all tell a similar story. The elasticity of trade with regards to sea distance becomes less negative between 1950 and 1995. The elasticity of trade with regards to air distance becomes more negative over the same period. This pattern holds true for all estimation variations in the table. This shows that sea distance is diminishing in importance over time and air distance is rising and is consistent with the rise in air freight described earlier.
One potential complication with the conceptual splitting of air and sea distance is ground travel. This is clearly as issue for the European counties where much trade between countries takes place by truck and train and where the shift between air and sea may be less relevant. One way to check this is to run the previous regressions excluding all trade within Western Europe or by excluding trade between contiguous countries. Neither of these exercises changes the results in a significant way. The increase in the absolute value of coefficients on great circle distance over time is not a new finding. Disdier and Head (2008) survey estimates of gravity models and find an increase in coefficients on distance over time. 14 However, none of these studies included sea distances along with the standard great circle bilateral distances. Table 12 shows the results of regressions including only the standard great circle distances. These results are consistent with the earlier studies in finding that the absolute value of the elasticity is increasing. However, the rise is only about half as large as when sea distance is also included. The increases in the effect of sea distance could be interpreted as a function of omitted variables with sea distance being the main missing variable. As air transport becomes more important its explanatory power increases while the explanatory power of sea distance falls.
The changes in the coefficients on air distance and sea distance over time make intuitive sense. In 1950 commercial air freight was expensive and rare. Most goods were traded over long distances by sea. The changes over time reflect the growth and technological improvement of air freight as documented by Hummels (2007) .
Because this technological change is shared by all countries, it will act as an exogenous shock to distance with heterogeneous effects across pairs of countries. I can exploit this technological change to generate a time series in effective bilateral distances between countries. This time series can then be used as an instrument for trade over time.
Predicting Total trade
The coefficients reported in Table 11 are used to construct predicted values for bilateral trade for each pair of countries for each year. The predicted values are derived from equations (3) and (4) and are therefore comprised of a time effect, a bilateral pair effect (or a pair of country effects and bilateral controls), and the distance effects. These predicted trade volumes can be summed in order to arrive at a prediction for aggregate trade in each country for each year. These predictions can easily be made out of sample. As long as there is a single observation of bilateral trade between two countries, an estimate for the bilateral pair can be generated in every year since distance is always available. This has the advantage of keeping the set of bilateral pairs constant over time for the predicted trade, avoiding the problem of changes to aggregate trade driven by the appearance and disappearance of trade data for a particular pair. 15 Because the goal is to instrument the actual trade share with the predicted trade share in a regression of trade on per capita GDP, these out of sample predictions create some difficulties because there are observations where there is a predicted trade value, but not an actual trade value. This matters because the instruments and observations of trade volumes need to be matched for the IV regressions. Two different methods are used to deal with these holes. First, the missing values of real trade are imputed using a full set of country pair and time dummies. These imputations are based entirely on information that is controlled for in the second stage and should not affect the results. They are only necessary to keep the scaling of the actual changes in trade consistent. In order to confirm that these imputations are not driving the results I will also report results where the sample is restricted to country pairs with a full panel of observations from 1950-1997. This eliminates out of sample predictions and imputations at the cost of reducing the number of countries from 101 to 62 and biasing the sample toward wealthier countries. Following Frankel and Romer (1999) , unlogged versions of these bilateral relationships are summed to obtain a prediction for total trade for each country. The actual trade figures are similarly summed to arrive at a value for total trade.
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For the predictions using country-pair dummies, the country pair effects act as weights in an average of distances. The relative weights of sea and air distance vary over time as described in Table 11 and Figures 3 and 4 . Because the country level regressions will include country and time fixed effects, all the identification will be from the within country variation over time. None of the identifying time variation is generated from the bilateral or time effects.
The predictions using individual country dummies are similar. Both the time and own country effects can be taken outside the summation. Since the second stage will include country and time fixed effects, these effects will be removed in the country level GDP regressions. The predicted trade values are therefore weighted averages of bilateral sea and air distance effects where the weights are provided by the value of the dummy for the other country in the pair. Once again, all the idiosyncratic time variation is provided by the different distance measures and the changing β's.
For the purposes of estimating the effect of trade on GDP the time variation is exogenous with regard to any individual country. The rise of the importance of air travel reflects technological change that is exogenous with respect to any given country but which has differential effects across countries based on their exogenous geographical characteristics. Countries whose proximity to the rest of the world is differentially improved by air travel benefit more from this technological change.
The Effect of Trade on Income
The predicted trade volumes generated in the previous section derive their within country variation entirely from differences in bilateral land and sea distances. The overall time variation is being driven by technological change which is exogenous with respect to any given country. This makes the predicted trade a useful instrument for investigating the effect of trade on income.
Obviously, this approach is similar to the identification strategy from Frankel and Romer (1999) but it improves upon it in several important respects. Because the predicted values are from a panel one can include country effects in the second stage regression, deriving all the identification from changes over time. This is useful because one possible problem with the Frankel and Romer (1999) identification approach is that geography may be correlated with other characteristics of a country beyond trade. For example, countries that are geographically closer to the rest of the world may have developed better institutions over time. Their instrument may be picking up these long run effects and not the immediate effect of trade. Remoteness also correlates with being nearer to the equator which is correlated with worse health conditions and institutions. Rodrik et al. (2004) show that the Frankel and Romer (1999) results are not robust to controlling for geography and modern institutions.
Country effects will remove any of these deep determinants of income differences. Frankel and Romer (1999) also suffers from concerns about whether trade is the only bilateral factor shaped by distance. Bilateral trade may be a proxy for technology exchange 16 or foreign direct investment. In a limited way, the identification offered here may suffer from the same flaw. It may be that the changes to trade patterns brought about by technological change correlate with changes to other explanatory variables. Foreign direct investment, the presence of multinationals, technology transfers and other potentially productivity increasing activity may be correlated with an enhanced ability to travel around the globe. It should be noted that any non-trade channels for the instruments to act on income are limited to time varying bilateral relationships. This dramatically limits the scope of omitted variable bias, particularly compared to previous studies of trade and income. Even if one allows for these types of missing variables, the reduced form regressions can be seen as describing the general effects of economic geography. The predicted changes in trade should be exogenous with respect to income and reflect real causal effects of changes in geography on income.
Long Differences
Before moving on to the full panel results this section will examine the change in Figure 5 shows the relationship between the growth of trade and the growth of per capita GDP. This relationship is obviously highly significant. Of course, the direction of causality is clearly unknown as rising incomes may be leading to increased trade. To deal with this, the change in trade predicted in the previous section can be used as an instrument for the change in actual trade. Figure 6 shows the first stage relationship between the predicted change in trade and the actual change in trade. The relationship is very strong with a point estimate of 1.28 and a t-statistic of almost 5. Figure 7 shows the relationship between the growth in per capita GDP and the predicted growth in trade. This relationship has a point estimated of 0.877 and a standard error of 0.225. The R 2 of 0.170 suggests that changes in predicted trade can explain 17 percent of the observed cross country differences in growth rates from 1960 to 1995.
More formally, I can run the IV regression of trade growth versus GDP growth instrumenting actual trade growth with predicted trade growth. Table 3 shows the results of regressing the change in income from 1960 to 1995 against actual trade and predicted trade. Column (1) is the OLS regression on actual trade corresponding to (3) and (4) actual trade is instrumented with predicted trade. IV standard errors are corrected for constructed instruments. + significant at 10%; * significant at 5%; ** significant at 1%
to Figure 7 . Columns (3) and (4) are IV estimates. 18 Column (4) also includes a control for countries located in the tropics. 19 In this specification the tropical control accounts for potential differences in trend growth between tropical and nontropical countries. Since the instrument is driven by geography, one might worry that changes in relative distance are correlated with distance from the equator and the results are being driven by this relationship. Column (4) shows that this is not the case.
Panel Regressions of Trade on Income
This section will repeat the exercises of the previous section with panel regressions.
Trade predictions are made at five year intervals from 1950 to 1995. These predicted trade volumes are used as instruments in a panel regression of income on per capita GDP on trade. With a panel of exogenous instruments at hand, the regression specification can be kept extremely simple. Country effects control for a host of time invariant factors like the distance to the equator and colonial history. The country effect will also absorb all static institutional variation. Given the slow moving nature 18 Because the instruments used in the IV regressions are not raw data, but are instead constructions of the data, conventional IV standard errors are understated. Unless otherwise noted, the standard errors in the paper are adjusted following footnote 15 in Frankel and Romer (1999) . In most cases the correction is extremely minor and never exceeds 15 percent. 19 Controlling for absolute latitude is an alternative to a tropical dummy. Including the absolute value of latitude also fails to change the relationship between trade and income. All regressions are on data at 5 year intervals from 1950 to 1995 All regressions include a full set of time and country dummies. Standard errors clustered by country + significant at 10%; * significant at 5%; ** significant at 1% of institutions, this should control for the vast majority of institutional differences.
The regression specification for the country level regressions is
where y i,t is real GDP per capita from the Penn World Tables, 20 γ i and γ t are country and time effects and ǫ i,t is a disturbance term. In order to deal with endogeneity in the volume of trade, ln(trade) will be instrumented with the predicted trade described earlier. All estimation is done on a panel with observations every 5 years. Table 4 presents the OLS results of regressing per capita GDP on the natural log of trade volume. The country count drops to 62 for column (2) because the the data were limited to a set of bilateral country pairs that had continuous trade data from 1950 to 1997. Column (1) is based on the full sample and column (2) is the reduced sample. Table 13 (in an appendix) shows the results from a first stage regression of actual trade versus predicted trade. The relationship between predicted trade and actual trade is very strong with t-statistics of over 4 in all specifications and over 6 in some. Table 5 presents the IV results with actual trade instrumented with predicted trade. 21 The differences between the columns in the IV table are driven by changes 20 Specifically, the rgdpc series in the Penn world Tables version 6.1 is used. 21 As mentioned earlier, the conventional IV standard errors need to be corrected to account for the use of constructed instruments. Columns (1) through (4) have corrected standard errors. For columns (5) and (6), the use of almost 7000 country pair fixed effects in the bilateral trade regression makes the calculation of the correction impractical and conventional IV standard errors are reported. Given that the maximum correction is less than 5 percent for columns (1) through 22 Table 11 Standard errors clustered by country IV standard errors in columns (1) -(4) corrected for constructed instruments. + significant at 10%; * significant at 5%; ** significant at 1% in the construction of the instrument set. In each case the columns correspond to instruments generated from the corresponding column in Table 11 . Columns (3), (4), and (6) have a smaller sample size driven by the need for a balanced panel.
For these columns the total trade is just the summation of trade from the complete bilateral series and the instrument is derived entirely from in sample predictions. For the larger sample, the instrument is generated from a regression using all possible data points and out of sample predictions are made where needed to balance the panel. As described earlier, the trade data is also imputed using country pair and time dummies where needed to balance the panel.
It turns out to matter very little what instrument set or sample is used. The estimates are all extremely similar and the error bands overlap. The IV results are nearly identical to the OLS results. The coefficients suggest an elasticity of about one half between trade and per capita income. Table 6 shows the reduced form corresponding to Table 5 . The results are quite similar to IV. The only notable difference is that the coefficients on trade are a bit (4) this omission is unlikely to be significant. Table 11 Standard errors clustered by country + significant at 10%; * significant at 5%; ** significant at 1% larger in the smaller sample. The increase is not statistically significant.
The model can also be estimated in differences. This has two advantages. First, because the errors are clustered at the country level, the differenced regressions will have standard errors robust to serial correlation. Second, by estimating in differences regressors can be included that control for systematic differences in trend growth. Table 7 shows results for a set of differenced regressions that correspond to Table   5 . 22 The corresponding first stage regressions are available in Table 14 . The first stage is strong with t-statistics of at least 3 in all specifications and over 4 in all but one. The change in estimation method make no difference for the results.
Compared to Frankel and Romer (1999) controlling for country fixed effects eliminates missing variable bias from time invariant factors. However, there still is the possibility of geography being correlated with trend growth. Given the potential for correlated instruments between adjacent countries, one might worry that the 22 Columns (1) through (4) have standard errors corrected for constructed instruments (the maximum correction for this table is about 15 percent). For columns (5) and (6), the use of almost 7000 country pair fixed effects in the bilateral trade regression makes the calculation of the correction impractical and conventional IV standard errors are reported. Table 11 Standard errors clustered by country IV standard errors in columns (1) -(4) corrected for constructed instruments. + significant at 10%; * significant at 5%; ** significant at 1% results are simply picking up the difference between trend growth rates in Africa and East Asia. Table 8 shows that this is not the case by adding a set of regional dummies and a tropical dummy. This allows each region to have different trend growth throughout the sample and is identified from differences within each region. 23 Differences in trend growth by region are not driving the basic relationship between trade growth and income growth. Regardless of sample, instrument set, or estimation method, trade is positively associated with income per capita. The elasticity of income per capita with respect to trade is roughly one half and may be as large as one. An increase in the volume of trade of 10 percent will raise per capita income by over 5 percent. These point estimates are smaller than those found in Frankel and Romer (1999) and about one half the values found by Noguer and Siscart (2005) which includes geographic controls. They are, however, within the confidence bounds of both papers. By controlling for some geographic features Noguer and Siscart (2005) eliminate some of the missing variable bias from Frankel and Romer (1999) with a corresponding 23 The excluded region is Sub Saharan Africa 25 All regressions are on data at 5 year intervals from 1955 to 1995 All regressions include a full set of time dummies. The excluded region is Sub Saharan Africa Standard errors clustered by country. IV standard errors corrected for constructed instruments. + significant at 10%; * significant at 5%; ** significant at 1% drop in elasticity. The fact that the point estimates of this paper are smaller should come as no surprise given the impossibility of controlling for all missing variables using a single cross section. The advantage of the panel approach is the complete removal of time invariant omitted variables.
24
Channels
What mechanism is generating the increase in income with increased trade? This section will examine the effect of trade on a decomposition of income into physical capital, human capital, and the productivity residual to see what channels are driving the income result.
Data on capital income ratios are taken from Caselli (2005) . Human capital stocks are constructed following Hall and Jones (1999) using school attainment data from the Barro and Lee data set. The human capital production function takes a Mincer form
where φ(s) is an increasing function that is assumed to be piecewise linear with decreasing returns to scale. The coefficients are taken from Psacharopoulos (1994) , which surveys the literature on returns to schooling. 24 The productivity residual is calculated assuming a Cobb-Douglas production function taking physical capital, human capital, and productivity as inputs.
where y i,t is income per capita, k i,t is capital per capita, h i,t is human capital per person, and A i,t represents productivity. This can be rewritten in terms of the capital-income ratio, and solved for the productivity term. 25
24 The choice of coefficients follows Hall and Jones (1999) . For the first four years of schooling the return to schooling in sub-Saharan Africa, 13.4 percent, is used. For schooling from four to eight years the world average return to schooling, 10.1 percent, is used. For schooling beyond 8 years the OECD return to schooling, 6.8 percent, is used. 25 For simplicity, capital's share of income is assumed to be 1/3 in all countries. All regressions are on data at 5 year intervals from 1960 to 1995. All regressions include a full set of time and country dummies. Standard errors clustered by country. IV standard errors corrected for constructed instruments.
Predicted trade is from column (1) of Table 11 . + significant at 10%; * significant at 5%; ** significant at 1% Table 9 shows the channels through which trade moves income per capita. The sample size is somewhat reduced compared to the earlier regressions because schooling data only starts in 1960. Since the regressors are related according to equation (10), the coefficients of the three components will sum to the coefficient on income by construction. The relative magnitudes of the coefficients can be interpreted as a measure of their importance in moving income. The magnitude of the productivity residual is substantially larger than the others in all specifications, suggesting that increased trade is affecting income per capita largely through productivity increases.
In the IV specification, the coefficient on the productivity residual is about 85 percent of the value of the coefficient on output. This indicates that the vast majority of the effect of trade is coming through the productivity residual. The remaining 15 percent is split evenly between physical capital and output. The small effects from the accumulable factors are well estimated. The productivity channel represents significantly more than half of the effect of trade on income in all specifications. This is similar to results in Frankel and Romer (1999) but much more tightly estimated.
Conclusion
Geography looms large in recent discussion of aggregate economic outcomes. Rodriguez and Rodrik (2000) , Acemoglu et al. (2001) , Rodrik et al. (2004 ), Glaeser et al. (2004 , McArthur and Sachs (2001) , Gallup et al. (1999) and many others have been engaged in a debate about the importance of geography and the channels through which geography acts. This paper is an attempt to take a fresh look at geography as an explanatory variable by introducing the idea that distance is not static. Technology changes the nature of distance over time. These changes can be exploited to identify the effect of geography on economic outcomes in ways that are not possible with a static view of geography. The results suggest that Frankel and Romer (1999) 's basic results hold (though the magnitudes may have been overstated). Trade has a positive impact on output. The elasticity of income with regards to trade is between one half and three quarters and is precisely estimated compared to earlier work. Changes in trade can explain 17 percent of the variation in growth rates across countries between 1960 and 1995.
As with Frankel and Romer (1999) there is the possibility that the instrument is acting through channels other than trade. However, the time variation makes it possible to isolate the discussion to bilateral outcomes that vary over time. This drastically limits the number of possible interpretations of the results compared to cross sectional studies.
A broad interpretation of the results would be to think of trade as a proxy for a number of bilateral interactions that could be affected by changes in the relative distances between countries. Some possibilities include direct foreign investment, multinational involvement, and simple information exchange facilitated through easier movement of people. In short, trade may be providing a proxy for many different elements of economic integration. In this view, the results should be seen as showing a positive causal effect of increasing integration between countries. All regressions are on yearly data and include a full set of time dummies Standard Errors Clustered at the country pair level + significant at 10%; * significant at 5%; ** significant at 1% All regressions are on yearly data and include a full set of time dummies Standard Errors Clustered at the country pair level + significant at 10%; * significant at 5%; ** significant at 1% All regressions are on data at 5 year intervals from 1950 to 1995 All regressions include a full set of time and country dummies. All columns in this table correspond to similarly numbered columns in Table 11 Standard errors clustered by country + significant at 10%; * significant at 5%; ** significant at 1%
