The observation of quantum oscillations [1, 2] in underdoped cuprates has generated intense debate about the nature of the field-induced resistive state and its implications for the 'normal state' of high T c superconductors. Quantum oscillations suggest an underlying Fermi liquid state at high magnetic fields H and low temperatures, in contrast with the high-temperature, zero-field pseudogap state seen in spectroscopy. Recent heat capacity measurements [3] show quantum oscillations together with a large and singular fielddependent suppression of the electronic density of states (DOS), which suggests a resistive state that is affected by the d-wave superconducting gap. We present a theoretical analysis of the electronic excitations in a vortex-liquid state, with short range pairing correlations in space and time, that is able to reconcile these seemingly contradictory observations. We show that phase fluctuations lead to large suppression of the DOS that goes like √ H at low fields, in addition to quantum oscillations with a period determined by a Fermi surface reconstructed by a competing order parameter.
Further, the large suppression of the specific heat γ ≃ 5 mJ/molK 2 at H = 50T (compared with the normal state value γ ≃ 18 mJ/molK 2 at H = 0 [7] ) implies that the one has not recovered the 'normal state' at the experimentally accessible fields. This is consistent with observations of nonlinear diamagnetism [8] and large Nernst effect [9] seen in the normal state and suggestive of substantial phase fluctuations above T c . There is also considerable evidence that the superconducting transition in under doped cuprates is associated with phase-disordering [10] [11] [12] rather than a gap collapse.
In this paper we make a simple model of the electronic excitations in a vortex liquid and show how it helps reconcile, within a single framework, the apparently contradictory observations described above. In the vortex liquid state the local d-wave pairing amplitude is nonzero, but superconducting correlations are short-ranged in both space and time. Our analysis generalizes earlier studies of the mixed state of s-wave superconductors in refs. [13] [14] [15] in two ways -d-wave pairing and dynamical phase fluctuations -both of which are very important for quantum oscillations in cuprates. We show that the effect of phase fluctuations on the electronic self-energy leads to quantum oscillations riding on top of a strongly suppressed DOS that goes like √ H at small H.
However, we need more than just phase fluctuations to understand the quantum oscillations. Their observed frequency in underdoped cuprates (unlike that in overdoped samples [16] ) is known to be too small to be consistent with a Luttinger Fermi surface (FS). It corresponds to an electron-like FS with area of only about 2% of the Brillouin zone (BZ) [1, 2] . It is now accepted that these observations necessarily imply a FS that has been reconstructed by a (possibly field-induced) density wave order [17] [18] [19] [20] [21] . Thus, to get a complete description of the underdoped cuprate experiments, we incorporate both phase fluctuations and a competing order parameter at the end of the paper.
Phase Fluctuations: We characterize the vortex liquid state with a simple ansatz for the gauge-invariant correlation function D µν (r, t) ≡ Ψ µ (r, t)Ψ * ν (0, 0) exp (i 2e c r 0
A · dl) . The field Ψ µ (r, t) describes singlet pairs on the bond (r, r + aμ) with a being the Cu-Cu lattice spacing of the CuO 2 square lattice with sites r; µ = ±x, ±ŷ and A is the vector potential for the magnetic field H = Hẑ. The retarded correlation function
is assumed to be short ranged in space and time; Θ(t) is the Heaviside step function. ∆ is the local d-wave pairing amplitude that persists above H irr , as expected for a superconductor where the resistive transition is governed by phase fluctuations. The d-wave nature is described by s µν = 1 for µ = ±ν and −1 otherwise. The spatial decay in (1) is on the magnetic length scale ℓ = c/eH, set by the average inter-vortex separation in the extreme type-II limit. We work in a regime where the cyclotron radius
F , where ξ 0 is the vortex core radius and k −1 F the interparticle spacing. The temporal decay in (1) is governed by an energy scale Γ that characterizes vortex motion. On general grounds we expect 0 < Γ ≤ v F /ℓ. The upper limit arises from ballistic motion of vortices with the Fermi velocity v F . For simplicity, we write Γ = αv F /ℓ with 0 < α ≤ 1 in the dynamic case where vortices are mobile. The separable form (1) simplifies the algebra, but a more elaborate non-separable correlator with Γ = Dq 2 , where D is the vortex diffusion coefficient, is not expected to change our conclusions qualitatively [22, 23] . We will also find it useful to compare our results for dynamic phase fluctuations (Γ = 0) with the the static case D µν (r, t) = s µν ∆ 2 exp (−r 2 /2ℓ 2 ) with time-independent phase fluctuations [13] [14] [15] .
We use the simplest approximation for self-energy Σ(k, ω) (inset of Fig.1 a) to find the effect of phase fluctuations on electronic excitations in the vortex-liquid state. Our approach generalizes the static, s-wave analysis of refs. [13, 14] . A similar self-energy has also been used for the pseudogap phase of cuprates [22] [23] [24] , but no calculations have been presented for quantum oscillations.
The central quantity of interest to understand quantum oscillations is the single-particle DOS at the chemical potential N (0) at T = 0 as a function of the external field H. We use the self energy Σ to compute the electronic Green's function
, where G 0 is the free Green's function. The imaginary part of G then gives us the DOS N (ω). We note that there is no anomalous part of the Green's function, since Ψ µ (r, t) = 0 in the absence of long-range phase coherence. We will focus first on the simple case of parabolic dispersion, where we can do the calculation in two different ways: in the Landau level (LL) basis and in momentum (k) space. We then use the k-space approach to shed light on the crucial role of the dynamics of phase fluctuations. Finally we examine quantum oscillations for arbitrary dispersion using semi-classical quantization of k-space results.
Landau level analysis: Consider electrons with a dispersion ǫ k = 2 k 2 /2m * and chemical potential µ in a magnetic field H. In the LL basis G 0 (n, iω l ) = (iω l − ξ n ) −1 , where ω l = (2l + 1)πT is the fermionic Matsubara frequency and the spectrum ξ n = (n+1/2) ω c −µ, with cyclotron frequency ω c = (eH/m * c) and LL index n. Using this G 0 and the fluctuation propagator D µν we obtain the self-energy (see Methods) making the approximation of retaining only diagonal terms in the LL self-energy matrix Σ(n, n ′ ; iω l ). We then calculate the DOS N (ω) = −(1/πℓ 2 ) n ImG(n, iω l → ω + i0 + ) with ω measured from µ. All results shown here are for T = 0.
We show in Fig.1 the static (black curve) and dynamic (red curve) results in Fig.1(a) . In the static case, the oscillations decay rapidly as exp (−π/τ ω c ) from the large intrinsic damping 1/τ ∼ |ImΣ(n F , 0)| = 0 arising from scattering of electrons from static phase fluctuations. (We note that the static d-wave oscillations, though strongly damped, are still are much less so than the static s-wave results [13, 14] due to the averaging over the sign changes in the local order parameter.) In contrast, there is no intrinsic damping in the dynamic case, with ImΣ(n F , 0) = 0. The damping in Fig.1 (a) arises from a small impurity broadening 1/τ ∼ γ 0 put in by hand in G 0 , and inevitably present in real materials. Below, we will gain insight into why the intrinsic damping due to dynamic phase fluctuations vanishes. This has direct implication for quantum oscillations in cuprates, where no perceptible damping, in addition to that expected from impurity scattering, has been observed. In Fig. 1(b) , we plot N H (0)/N 0 (0) as a function of H (rather than 1/H) for low fields with n F of order hundred. Quantum oscillations are seen only for Γ = 0 and completely suppressed for the static case. We also see a large, H-dependent DOS suppression relative to the zero-field normal state, with, as we show below, a √ H singularity at small H. Quantitatively, the suppression depends on Γ, becoming larger with decreasing Γ and most pronounced in the static case. The DOS suppression also depends on the pairing strength ∆, which we take to be H-independent, as is reasonable for low fields.
Momentum space analysis: To gain insight into the LL results, we turn to a k-space analysis. The self-energy Σ(k, iω l ) is calculated using the fluctuation propagator (1) with G 0 (k, iω l ) = (iω l − ǫ k + µ) −1 ; (see Methods for details). We first look at ǫ k = 2 k 2 /2m * and then generalize to arbitrary dispersion later.
It is helpful to look at the one-electron spectral func-
We show that dynamical phase fluctuations restore a zero-energy quasiparticle [22, 23] at the antinodal k F . We may think of this as quantum motional narrowing, with the effect of pairing on the spectral function washed out on the longest time scales, as we now describe in detail.
We plot in Fig. 2 (a,b,c ) the spectral functions for static case with time-independent phase fluctuations, that should be contrasted with the corresponding results in panels (d,e,f) for the dynamic case with Γ = 0. In the static case, we see in panels (a,b,c) that phase fluctuations broaden the node of the d-wave SC into "Fermi arc", a region of gapless excitations where the spatial fluctuation-induced line width v F /ℓ overwhelms the gap
There is a pseudogap in the antinodal region where |∆ k | > v F /ℓ as seen in both panels . We note that the static case is not the (highly singular) limit Γ → 0 at T = 0, but more closely re-lated to the high temperature regime where T > Γ; see Methods. In the high-T regime, the phase fluctuations are classical [24] and we can ignore their time dependence. Thus the physics of the static results is relevant for high-T experiments like angle-resolved photoemission spectroscopy (ARPES). On the other hand, the quantum oscillation experiments are in the very different low-T limit, where the dynamics of phase fluctuations cannot be ignored.
The results with Γ = 0 dynamics are qualitatively different from the static case. We see from Fig. 2 (d) that one recovers the full Fermi surface (FS), albeit with a highly anisotropic self-energy, as illustrated by the A(k, ω) dispersion plots in panels (e,f), along two representative momentum cuts perpendicular to the FS, one near the antinode (AN) in the SC state and the other near the node (NN). We can understand the appearance of the zero-energy quasiparticle at the AN by looking at the self-energy. In contrast to the static case, which has a large antinodal |ImΣ(k F , ω)| at low energies, dynamical phase fluctuations lead to |ImΣ(k F , ω)| ∼ ω 2 for |ω| ≪ Γ, the quantum motional narrowing mentioned above. The corresponding ImΣ(k F , ω) then leads to a quasiparticle pole at the chemical potential, even though the self-energy effects are are strongly k-dependent as seen from Fig. 2(e,f) .
The existence of sharp quasiparticles all around the full FS immediately leads to the quantum oscillations with the Onsager frequency. We define a renormalized dispersion ǫ k = ǫ k + Σ(k, 0) for low-energy quasiparticles, which has a non trivial H-dependence from the selfenergy. We then use a semiclassical prescription [25] to quantize the orbits (see Methods). The resulting DOS from this k-space analysis is shown in Fig. 1(c) , with a small impurity scattering γ 0 that damps the quantum oscillations.
The most non-trivial aspect of this result is that the quantum oscillations ride on top of a large, fielddependent suppression of the DOS N H (0), just as we saw in the LL analysis ( Fig.1(b) ). We can analyze this suppression by looking at the "average" DOS (without any semiclassical quantization), shown as the dashed curve in Fig. 1(c) . We can show analytically that the Hdependent self-energy Σ(k, 0) leads to N H (0) ∝ √ H as H → 0 (see Methods) in the static case. This reproduces the celebrated Volovik result [6] from quite a different route. The residual value of N H (0) at H = 0 is due to the impurity scattering γ 0 .
Fermi surface reconstruction by a competing order: The analysis presented above shows that while phase fluctuations are able to reconcile quantum oscillations with a large suppression of the DOS that goes like √ H, they do not affect the oscillation frequency. Thus, to get a complete description of the underdoped cuprate experiments, we need to incorporate both phase fluctuations and a competing order. We can incorporate any one of the proposed broken symmetries [17] [18] [19] [20] [21] within our k-space formulation. Only experiments will decide which competing order is most relevant for a particular material. Once SC long-range order is destroyed by the field, it is natural that the ground state of a lightly doped Mott insulator exhibits a new density wave instability that reconstructs the FS. However, we are firmly of the opinion that the large (≃ 50meV) AN pseudogap cannot arise from a small (or subtle) symmetry breaking, and it is not reasonable to use a large symmetry breaking potential to reconstruct the FS.
To understand the interplay of FS reconstruction and phase fluctuations, we analyze, as an illustrative example, the density-wave order proposed in ref. [19] with Q = ( π 2 , 0) consistent with recent high-field NMR data [26] Following ref. [19] , we start with
′ cos k x a cos k y a, where t (t ′ ) is the nearest (next-nearest) neighbour hopping and φ N the nematicity. Phase fluctuations renormalize this dispersion to ǫ k = ǫ k + Σ(k, 0), with the self-energy discussed above. To find the FS reconstruction, we diagonalize the Hamiltonian
where V and V ′ are the density wave potentials. We semiclassically quantize the resulting energy dispersion. The results are shown in Fig.3 . The chemical potential is fixed for x ≈ 0.12. As shown in Fig.3 a, In conclusion, we have presented a calculation of the electronic excitations in a field-induced vortex liquid state with short-ranged d-wave pairing fluctuations. This leads to a non-trivial self energy that is responsible for a large suppression of the DOS, with a constant plus √ H variation at low fields. The dynamics of phase fluctuations restores the zero-energy quasiparticles via quantum motional narrowing at low temperatures, thus leading to the full FS, absent in the zero-field, high-T normal state. A competing order parameter that breaks translational symmetry then reconstructs the FS to give the observed low frequency of the quantum oscillations.
METHODS

Dynamics of Fluctuations:
We characterized the vortex liquid state by the ansatz (1) that describes short ranged d-wave phase fluctuations. The gaussian spatial decay is motivated by Ginzburg-Landau theory. The dynamics of the fluctuations has the form 1/(|ω l | + Γ) in Matsubara space. The static approximation, discussed in the text and used previously for s-wave SC's [13, 14] , corresponds to (1/T )δ ω l ,0 . The static case is thus related to the high temperature regime T ≫ Γ, and not the (highly singular) Γ → 0 limit of the dynamics case. At high T , the classical, thermal fluctuations that dominate are time-independent.
k-space analysis: We find the self-energy in the static case
where
In the dynamic case, the imaginary part of Σ is
We take the T = 0 limit of this result and obtain the real part by the Kramers-Kronig transform of (3). √ H-behavior: At sufficiently low fields (ℓ → ∞) we may use the static approximation. As H → 0, the static self-energy (2) reduces to the d-wave
and v F are evaluated at k N . Using this field dependence of Σ(k, 0) in the spectral function leads to N H (ω = 0) ∝ √ H as H → 0, thus recovering Volovik's result [6] .
We have also generalized the above asymptotic analysis to include impurity scattering γ 0 . To make the algebra tractable, we use a Lorentzian form for ImΣ, rather than the Gaussian in (2). We then find a result of the form N H (0) = Aγ 0 + B √ H as H → 0, in excellent agreement with the numerical results shown in the text.
Semiclassical quantization: We use the semiclassical prescription for quantizing electron orbits with the renormalized dispersion ǫ k = ǫ k + Σ(k, 0). For a given field H, we generate a set of energy levels { ǫ n } as the solutions
2 ), where A( ǫ) is the k-space area enclosed by a closed orbit at energy ǫ and n is a positive integer. We then use the ǫ n 's to compute the DOS.
LL Analysis: The d-wave self-energy Σ(n, n ′ ; iω l ) is a matrix in the LL basis, in contrast with the s-wave case [14] . For large LL index n, the matrix elements decay like exp[−(n − n ′ ) 2 /4n] away from the diagonal. In the spirit of our calculation, which does not treat fluctuations self-consistently, we neglect off-diagonal terms and retain only the diagonal ones, denoted by Σ(n, iω l ). For the static case, the self-energy at large n is given by
where I nn1 = (n + n 1 )!/n!n 1 !2 n+n1+1 and J 0 (x) the zeroth Bessel function.
SUPPLEMENTARY INFORMATION Electronic Green's function in a d-wave vortex liquid
Here we give some technical details of the calculation of electronic self-energy and Green's function in a vortex liquid. The d-wave pairing is described by the field Ψ µ (r + aμ/2, τ ) defined on the link (r, r + aμ). Here τ is the imaginary time with 0 ≤ τ ≤ β ≡ 1/T , the inverse temperature (We set k B = = 1). The single particle Green's function G and anomalous Green's function F satisfy the Gor'kov equations:
The indices µ, ν run over bond-directions ±x, ±ŷ. The factors 1/16 and 1/4 are related to the normalization of Ψ.
The self-energy shown in the inset of Fig.1(a) of the paper is obtained as follows. Generalizing the s-wave approach of ref. [1] , we first average the above equations over the configurations {Ψ µ (r, τ )} and then make the decoupling approximation
By definition Ψ µ (r, τ ) = 0 in a vortex liquid, which implies that F (r, τ ; r ′ , τ ′ ) = 0. For notational simplicity, we denote G(r, τ ; r ′ , τ ′ ) by G(r, τ ; r ′ , τ ′ ). Eq. (S1a) can then be written in the form
Here ω l = (2l + 1)πT and Ω l = 2lπT are Fermi and Bose Matsubara frequencies, respectively and r1 denotes dr 1 .
Using the the separable form of the gauge invariant fluctuation propagator (Eq. (1) of the paper), we find that
Note that F (iΩ m ) is the Matsubara representation of the dissipative form ImF (R) (Ω) = Ω/(Ω 2 + Γ 2 ). The electromagnetic phase factor appearing in Eq. (S3) results from the definition of gauge-invariant propagator defined in main text. The integral r 0 A.dl is taken along a straight line connecting 0 and r. The reasoning for this parallels that given in ref. [1] for the s-wave case. One additional complication here is the phase factor Θ µν = (a/2ℓ) 2 (ν x + µ x )(ν y − µ y ) arising from the definition of the d-wave pair field on the bonds of the lattice. (That this is a lattice related effect is evident from the fact that Θ µν is negligible in the low field limit, a ≪ ℓ.)
We choose to work in the Landau gauge A = Hxŷ to represent the magnetic field Hẑ. For a parabolic dispersion the Green's functions in the Landau level (LL) basis is G(nq, n
Here φ nq (r) is the LL wave function with n the LL index and q going over the degenerate states in each LL. We can now rewrite Eq.(S3) in the LL basis so that it has the form of Dyson's equation
The Matsubara sum can be done in the dynamic case (Γ = 0), using the form of the F (iΩ m ) in Eq.(S4). In the static approximation D µν (r, τ ) is independent of τ so that F (iΩ m ) = δ m,0 /T . As a result, the Matsubara sum in Eq.(S5) is trivial. We discuss below how the static limit is recovered by taking a suitable high-temperature or classical limit of the dynamic case. We can do the q1 r1,r2 integrals and express I µν (nq, n ′ q ′ , n 1 ) in terms of special functions, with the various phase factors "canceling out". We omit the details of this lengthy algebra here. The self-energy evaluated from Eq. (S5) turns out to be diagonal in q-space. It is also independent of q, which can be traced to the fact that the vortex-liquid state does not break translational invariance. We denote it by Σ(n, n ′ ; iω l ) in the main text. Unlike the s-wave case [1] , Σ is a matrix in the LL index due to the d-wave nature of the order parameter. We can show that the matrix elements Σ(n, n ′ ; iω l ) decay rapidly away from the diagonal n = n ′ like ∼ exp [−(n − n ′ ) 2 /4n]. In the spirit of our non-self-consistent calculation [ Fig.1a (inset) ], given that G 0 is diagonal in the LL index, we only retain the dominant diagonal terms in Σ(n, n; iω l ) ≡ Σ(n, iω l ). The k-space analysis described below serves to validate this approximation.
In the dynamic case, the imaginary part of the retarded self-energy (iω l → ω + i0 + ) is ImΣ(n, ω) = ∆ 2
Here I nn1 = (n + n 1 )!/n!n 1 !2 n+n1+1 and L n (x) is a Laguerre polynomial. The real part of the self-energy can be obtained using Kramers-Kronig relation from ImΣ(n, ω). For large values of the LL index n we can derive a useful approximation ImΣ(n, ω) ≃ − ∆ 2 
where J 0 (x) denotes a Bessel function. We have benchmarked this form by comparing it with results obtained directly from Eq.(S6) and find that the approximation is accurate for n F = (µ/ ω c ) 10. We have used Eq.(S7) for computing the results reported in the main paper. We have also found expressions analogous to Eq.(S6) and Eq.(S7) for the case of static phase fluctuations separately, and summarized in the Methods section.
