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We study the problem of batching jobs which must be processed on a single machine. in the 
case the jobs are all of one type and if we want to minimize the sum of completion times, we show 
that the greedy algorithm solves this problem. In the case of various job types we give a heuristic 
which has given outstanding results on randomly generated examples. 
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Assume we are to process jobs of n different ypes on a single machine. A batch 
is a set of jobs of the same type; there is in general more than one batch of the same 
job type. For a given batch the number of jobs it contains is called its size. Jobs 
in a batch are assumed completed only when the last job in the batch is completed. 
There are di jobs of type i which each have a processing time pi. Moreover 
depending on the type of jobs i and j in two consecutive batches there is a setup 
time SO between these two batches. If i= j we note Si for sii and this corresponds to 
time spent in dispatching one batch and installing a new one. Of course the Si, 
i=l , . . . . n, are much smaller than the various Sij. 
The most general batching problem is that of finding the size of the batches and 
their order of processing such that a given objective is minimized. The objective we 
are interested in is that of minimizing the sum of completion times of the jobs. Note 
that a job is only assumed completed if all jobs of that batch are completed. For 
more details on the motivations of such a problem the reader is referred to [4]. 
In the next section we focus our attention to the case of a single type of jobs. In 
particular we show that the optimum number of batches and the batch sizes can, 
while the first author was on leave and a visiting professor at the 
University of Waterloo. 
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in this case, be found using a one-pass algorithm. This, and some other interesting 
facts, is a consequence of Theorem 2.1. This theorem tells us how we can find an 
optimtiijl solution to the d-job problem from such a solution for the (d- l)-job one. 
It is also shown that an analogous theorem and algorithm are valid if there is an 
upper bound on the batch size. 
In Section 3 we turn to the multiproduct problem with the restriction that all 
batches of jobs of a same type must be consecutive. We show, given an order on 
the job types, how to find the optimum number of hatcher of each type and their 
sizes. We then give a heuristic for the choice of such an order in the case Sij=Sj for 
all i. The case of more general Sij is discussed. 
The algorithms reported are not theoretically efficient in the sense of Garey and 
Johnson [2] but are practically very efficient since problems with several thousand 
jobs can be solved in seconds on a VAX computer. The theoretical inefficiency lies 
in the fact that to encode the demand it takes only log d space and our algorithms 
run in O(d3”) or O(d) using results from [3]. 
2. The single-job type problem 
Given d jobs with processing timep and setup time s for the batches, our problem 
is to find the optimum number of batches k* and the size of each batch. 
If s= 0, then an obvious optimal solution consists of d batches containing each 
a single job. We will from now on assume s # 0. Of course in applications p is always 
different from 0. If p = 0, then an optimal solution consists of a unique batch; hence 
p #O stands from now on. 
Occasionally we will be concerned with the problem of optimally batching d jobs 
in exactly k batches. This problem will be referred to as the k-batching of d jobs 
problem. 
A solution to the d-job batching problem will be described by a vector Bd= 
(b 1, .. . , bk) where bi is the size of the ith batch and k is the number of batches used 
(i.e. bi#O, i= 1, ...b k). If it is obvious that we are dealing with d jobs the subscript 
will be omitted. Also if needed we may use bi for i>k, it is then understood that 
bi=O. 
As mentioned in the introduction our objective is to minimize the sum of the 
completion times, a job being completed when the whole batch it belongs to is 
completed. For example ach of the 6, jobs of the first batch is completed at 
(s+ blp), each one of the second batch at (2s+ (bl + b2)p). More generally each of 
the bi jobs of the ith batch is completed at (is+ & I b/p); hence the value of our 
objective function for the batching Bd is 
The key result of this section is contained in the following theorem. 
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2.8. Let &__ f = (bl , o .., bk) be an optimum sdution to the (d- l)-job 
One of the following solutions: 
{(b 1 ,..., bj+l ,..., bk;: i=l,...,kjU((bl,b~,...,b~,l)) 
Theorem I 
problem. i 
is an optimal solution to the d-job problem. In other words an optimum solution 
to the d-job problem is obtained either by putting the new job in a suit&l” chosen 
existing batch or by creating a new batch containing onk’y that job a& *which will 
be processed after all the others. 
Proof. The theorem is obviously true for d = 2 since the second job goes in the same 
batch as the other one or goes in another batch. Hence if the theorem is false there 
must exist d * such that the theorem holds for every dcd * but is no longer true for 
d = d *, i.e. there exists an optimal solution A = (aI, . . . . ak) to the (d *- 1 j-job 
problem such that none of the solutions in 
{( 01 9 -**pai+ 1, l .*,Qk)Z i= 1, l -e, k} lJ {(ai, .. ..ak. 1)) 
is optimal for the d *-job problem. 
Let B=(bl, b2, .. . . 6,) be an optimal batching of the d * jobs. We first show that 
n > k. Assume n I k, then there exists a j such that bj> aj. Let A&_ 1 be obtained 
from B by deleting one job from batch j. Then 
F(AA*,,)=F(B)-(jS+(d*-l)p+bjp)ZF(A). (2.1) 
Note that equality may hold since it is not excluded that some optimum batching 
of d* - 1 jobs yields an optimum solution to the d *-job problem in the way de- 
scribed in the theorem. 
Now let B& be obtained by adding a job to the jth batch of A, then we have 
F(Bi*)=F(A)+(js+d*p+ajp)>F(B), (2.2) 
where strict inequality is implied by our assumption on A and B. But since bjZ 
aj + 1, (2.1) and (2.2) are incompatible. 
We now show that n > k is impossible. First assume b, = 1. Delete that unique 
job from the last batch of B. We are left with d *- 1 jobs optimally batched in 
(n - 1)~ k batches. Noting that the addition of jobs in batches which are processed 
after the d * - 1 jobs can only decrease the number of batches in an optimal solution, 
these (d * - 1) jobs are optimally batched in A, so (al, . . . , ak, 1) is an optimal 
solution contradicting our assumption on A. So assume b, > 1. Let Ai*_ 1 be a 
batching obtained from B by deleting a job from the last batch. One has: 
F(A&_,)=F(B)-((d*+b,-l)p+ns)zF(A). (2.3) 
Let B;+= (Ql,az, .. . . ak, 1) then: 
F(B&)==F(A)+(k+ f)s+d*p> (2. 
Since (k+ l)s+d*p<ns+d*p+(b,- l)p, (2.3) and (2.4) cannot hold together. 
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This ends the proof of our theorem since we just proved no d * can exist. Cl 
An immediate consequence of Theorem 2.1 is that the following one-pass 
algorithm always yields an optimum solution to the d-job batching problem. This 
algorithm considers the jobs one after the other and puts them in the “best” batch, 
where the best is chosen among all non-empty ones and the first empty one. 
Optimum batching algorithm 
Begin 
b, : ~1; bit =0, i=2,...,d; D: =d- 1; k= 1 
While D#O do 
Begin 
let j, 1 cjr k + 1 be the best batch to add in the next job, i.e. such 
that 
bjp+j*s= min 
lrlrk+ 
(b,pi- I+ 
(Note that so far bk+, =O.) If j=k+l, set k:=k+l; set bj= 
bj+l; D:=D-1; 
end 
k is the optimal number of batches, bl, bz, ..*, bk is the optimum distri- 
bution of the d jobs in those k batches. 
end 
If we are concerned with the problem of batching d jobs in exactly k batches 
(dz k), then Theorem 2.1 becomes: 
Theorem 2.2. Let Bd_ 1 =(bl, . . . . bk) be an optimum solution to the k-batching 
problem of d - 1 jobs, d - 1 r: k, then an optimum solution to the same problem with 
d jobs is obtained adding the extra job to a batch of Bd__ 1. 
Proof. Similar to that of Theorem 2.1. Cl 
The optimum batching algorithm can be easily modified to solve the k-batching 
problem. Just start with k batches and put one job in each of the k batches to start 
with and never increase the number of batches. 
What happens if one sets an upper bound fi to the size of the batches? Reading 
the proof of Theorem 2.1 with the restriction that a job can be added to a batch 
only if it contains less than /I jobs will convince the reader that Theorem 2.1 can 
easily be restated in this case. The same is also true for the algorithm. Similar is the 
case of lower bounds as long as there exists a feasible solution. 
ow efficient is our one-pass algorithm for the optimum batching o obs? As 
we will see later on, the optimal number of batches is in O((pLs) so our 
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algorithm is at most in O(@/.S)~~‘~). As noted in the introduction this is not poly- 
nomial in the size of the input for our problem. This bound will later on be 
improved to B((p/s)d). 
The following proposition will be very useful from now on: 
Proposition 2.3. Let B = (bl, b2, . . . . bk) be a batching of d jobs in k batches (opti- 
mal or not). If bt> 1 or I= k then removing a job from batch I and putting it in 
batch j (15 jr k + 1) yields a batching B’ such that: 
F(B’) - F(B) = (bj - b/ + I)p + (j - 1)~. (2.5) 
Proof. We use formulas (2.1) and (2.2) to calculate the change in the objective 
function. Then 
F(B’) = F(B) 
- (Is + (d - 1)p + b/p) (to remove a job from batch I) 
+(js+dp+bjp) (to put a job in batch j). 
Therefore F(B’) - F(B) = (bj - b, + 1)~ + 0’ - 1)s. 0 
One-pass algorithms are referred to by discrete optimizers as greedy algorithms. 
It is well known that if the objective function is linear, the concept narrowly related 
to the greedy algorithm is that of a matroid since the greedy algorithm solves the 
maximum weight basis problem. It is also well known that given an optimal basis 
B * and any basis B there exists a sequence of bases BO = B, B,, . . . . Bk = B * such 
that 1 Bi A Bi+ lI = 2 and F(Bi+ 1)~ F(Bi) (where n denotes the symmetric differ- 
ence). Note that this last fact is not characteristic of matroid bases. If one takes 
for example the set of perfect matchings of a graph, given a maximum weight 
perfect matching M * and a perfect matching M, there exists a sequence MO =M, 
Ml , . . . , M, = M * such that for all i !na, A Mi+ 1) is an even cycle and the weights 
W(Mi) satisfy W(Mi+ I)~ W(Mi) for all i. This is a consequence of the fact that the 
bases and the perfect matchings are the vertices of some polytope whose adjacency 
criteria are given by the symmetric differences as described (i.e. two bases B and 
B’ are adjacent iff (B n B’( =2, two perfect matching M and M’ are adjacent iff 
MA M’ is an even cycle). It is a well-known the0re.m of linear programming that 
if the function is linear, one can go from one vertex to an optimal vertex on the 
polytope by never worsening the objective. We have for our problem a property 
similar to the one for matroid basis namely: 
quence of batchings 
b;) be an optimal solution to the d-job batching 
solution to that same problem. Then there exists a se- 
(1) F(B)=F(B&zF(B,)z l ‘. l .9 zF(BA,)=F(B*). 
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(2) Bi is obtained from Bi_ 1 b y changing ajob from one batch to another (even- 
tually emptying or creating a new batch). 
(3) ES’= 1 1 b: - b;‘ 1 strictly decreases with i (where b: or bj are 0 when the corre- 
sponding batches are empty). 
Proof. Let Bi = (bi, bi, . . . , b:) + B *. 
Case 1: n s k. There exists I such that b;> b/! If n c k set j = n + 1 else there exists 
j such that bj< b]*. By Proposition 2.3 if Bi+ 1 is obtained switching one job from 
batch I to batch j one has 
F(Bi+I)-F(Bi)=<bi-bf+ I)p+(j-1)s. (2.6) 
Let l?* be obtained from B* by switching ajob from the jth batch to the Ith one. 
By Proposition 2.3 and the optimality ef B* one has 
F(l?*)-F(B*)=(bT-br+ I)p+(l-j)srO. (2.7) 
But since b\>bF and bj< br one has from (2.6) and (2.7) 
F(Bi+I)-F(Bi)=(bj-(b\- f))p+(j-I)S 
s ((bj* - l)-bF)p+(j-1)srO. (2.8) 
SO Bi+ r satisfies (l), (2) and (3). 
Case 2: n > k. There exists 1~ k such that b’< b:. Let Bi+ I be obtained from Bi 
by switching ajob from the last batch to the lth one. Relation (2.6) holds. Let B* 
be obtained from B* by switching ajob from batch 1 to a new batch (k+ 1), we then 
have: 
F(Lj*)-F(B*)=(O-b;+ l)p+(k+ I-1)szO. (2.9) 
Usilrg an argument similar to that used in the previous case one has since 
k+lrn: 
i;(Bi+,)-F(B,>=(b:-(by- l))p+(I-n)s 
r((bF- l)--,O)p+(l-(k+ 1))s~O. (2.10) 
So Bi+ l again satisfies condition (l), (2) and (3). Cl 
Let D(k) be the minimum value of the objective function -Ajhen batching d jobs 
in exactly k batches, 1 s ksd. We then have the following theorem 
S. P(k) is a unimodular function. 
be an optimum solution to the d-batchin problem and say it t;as 
batches. 
(6 
Assume the function /I(k) has a local optimum for k-k’ and let 
Ir “‘9 ) be an optimum batchin in & batches. By Theorem 2.4, there is a 
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sequence B0 = B, Br, . . . , B, = B* SUCH that F(Bi) s F(Bi- 1) for all i. One of those 
batchings, say Bj, has a number of batches k one closer to k* than k. NOW 
F(Bj) s F(B) and F(Bj) 2 /?(E), but the local optimality of k implies P(R) >p(E) and 
this leads to a contradiction. 0 
If s=p and d= 2, the solutions (1,l) and (2) are both optimal. If s=p= 1 and 
d = 19, the solutions Q&5,4,3,1) and (6,5,4,2,1,1) are optimal. Hence the optimal 
number of batches may not be unique, but one has: 
Theorem 2.6. There are at most two 
such numbers they are consecutive. 
optimum batch numbers and if there are two 
Proof. By Theorem 2.5 all optimum batch sizes must be consectttive. Assume there 
are more than 2, say k, k+ 1, k+ 2, . . . , k+ i. Let B* be an optimum solution with 
k batches and Bj be an optimum solution with k+j, 15 jl i, batches. For every 
j there exists I(j) s k with the property that b/&s b&. Let Bi be the batching ob- 
tained by switching one job from the (k+j)th batch to the /(j)th and let Bj* be the 
one obtained from B* by passing one job from the rg’)th to a new (k + 1)th one. 
One has (see proof of Theorem 2.4). 
F(Bj) = F(Bjl) and F(Bj’) = F(B *), 
F(Bj) - F(Bj) = (b(j) - b{+j+ l)p+(l(j)-(k+j))s=Q (2.11) 
F(B;)-F(B*)=(O-b,Ti,+ l)p+(k+ l-l(j))s=O; (2.12) 
and if jz2: 
F(Bj*) - F(B *) 2 b{u,p + (1$‘) - (k + 1 ))s 
> (b/u, - bi +j + 1)p + (l(j) - (k + j))s. 
Hzs,_z z:e iiu,Ti k idiibe~e==_-__ LaWa ‘3 mpltr&?tinll; q
(2.13) 
The function P(k) also has the following nice property: 
Proposition 2.7. If k and k + 1 are such that #J(k) = /?(k + l), then k and k + 1 are two 
optimal batch sizes. 
Proof. Let k* be an optimum batch number and B* be an optimal batching with 
k* batches. Let B and B’ be optimal k and (k + l)-batchings. We will distinguish 
two cases whether k*< k or k*> k + 1, but first we show that 
such that they differ only in a single b 
a sequence satisfyi 
as B’ the first bat the sequence with k+ 1 batches yields the desired pair B 
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and B’. If k *5 k doing the same with B0 = B’ and taking B as the first batching in 
the sequence with k batches yields again the solution. We now turn to the proof of 
the proposition where from now on B and B’ are assumed to satisfy the just 
proven property. 
Case 1: k *C k and k * is the largest among all optimal batch numbers. There exists 
I such that b,*> b,z b; where the second inequality is an equality except if I = j, the 
number of the batch where B and B’ differ. We know that switching in B’ a job 
from the last batch into the Ith one yields a no worse solution B’. Also by maxi- 
mality of k * switching in B* a job from the Ith batch to a new (k*+ 1)th one 
definitely yields a worse solution B*, so 
F@‘)-F(B’)=O=(b; - 1+ l)p+(I-(k+ 1))s (2.14) 
F(B*)--F(B*)=(O-b/++ l)p+((k*+ I)-l)s>O. (2.15) 
Since k * + I< k + 1 and bF> bt these two relations are incompatible. 
Case 2: k *> k + 1. There exists I such that b+ b; > b?. Passing one job from 
batch / to a new batch after the others in B and B’ yield the batchings B’ and B’ 
such that 
F(B’)-F(B’)=(O-bl’+ l)p+((k+2)-1)srO (2.16) 
and 
F(B’)-F(B)=(O-b,+ l)p+((k+ I)-l)szO, (2.17) 
since B’ has (k+ 1) batches and F(B) = F(B’). 
If l#j obviously (2.16) and (2.17) cannot hold simultaneously if s#O. If l=j, 
bj’=b,- 1, so one has 
(b; - l)p+(l-(k+2))szO, 
-b;p+(k+ 1-1)srO 
and summing those two inequalities one has - p - sz 0 which is obviously impos- 
sible since s and p are nonzero. 0 
We now turn to the problem of finding an analytic formula for the optimal 
number of batches. This will be a result of the following proposition: 
rsgosition 2.8. Let B = (b,, . . . , bk) be an optimal solution to the k-batching of d 
jobs problem. If 
(1 -bj)p+(k+ 1 -j)s>O (2.18) 
holds for all j = 1 ,...,k, then if k denotes the maximum number of batches in an 
optimal solution to the d-job batching problem one has k ;L k *. 
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roof. Assume k * > k and let B * = (b:, bz, . . . , b&) be an optimum solution with k* 
batches. There exists j such that bj>bj* and if B is obtained from B by switching 
a job from batch j to a new (k+ 1)th one, then 
F(B)-F(B)=(O-bj+ l)p+(k+ I -j)s=O (2.19) 
which contradicts (2.18). Cl 
Corollary 2.9. Let ff be the minimum k such that (2&S) holds for some optimal 
solution B to the &batching problem. Then 1 is an optimal number of batches for 
the d-job batching problem. 
Proof. From Proposition 2.8 one already knows that an optimal batch number k* 
satisfies k *ZS 1. Let B’ be an optimal (6 1)-batching. 
By hypothesis on & there exists j such that: 
(1 - bj >,v+ (P- j)slO. (2.20) 
If k *&- 1, then by the unimodularity of /3(k), (2.20) must be an equality. But 
then /3(k) =/?(k- l), so by Proposition 2.7 land %- 1 are both optimal batch sizes. 
If k*>a-1, then since k*l6 one has k* = 6 and so k is an optimum batch 
number. 0 
This leads to the following theorem, where [xl means the smallest integer greater 
than or equal to X. 
Theorem 2.10. If szp and K = rI/+ + (2dp)/s- +I, 
Proof. Consider the following relaxation of the k-batching problem: 
Min Z= t Xj h @+X/P), 
J= z I_ ?: i-. 
k 
s.t. c Xj - 4 
j=l 
XjZO for j= 1, . . ..k. 
i.e. the integrality conditions on the batch sizes have been dropped. 
Using classical Lagrange multiplier methods one find that an optimal solution R 
to this relaxation is given by: 
d k+ls 
xj = 
k+-- 2 P 
for all j= 1, . . . . k. (2.21) 
In [3] it is shown that if B = (b,, bz, . . . , bk) is an optimal k-batching then 
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~jj-l<L~jJI~j~LXjJ+l<~j+l for allj=l,...,k. (2.22) 
Recall that we are interested in finding the minimum integer a satisfying (2.18) 
i.e. a> (bj - I)p/s + j - 1 for all j and some optimal. &batching B = (bl, . . . , bk). 
By (2.22) bj- 1 <Xj holds for all j, SO kk where E is a minimum integer such 
that 
RZZjp/S+j- 1 for allj. (2.23) 
Replacing Xj by its value in function of k and j given by (2.21) one gets: 
E* E dp 
-+T--50. 2 S 
so 
R1 (largest root of 
\ 
and 
Then 
E-l<Zj’+j-1. 
S 
so 
E-2<~j4+j-1-l,,q,,-l-P 
S S 
= ~Zj~l)p+j-lCb,p+j-l. e 3 s 
(2.24) 
(2.25) 
(2.26) 
So I> R- 2 and with k E we get our desired result. 0 
This leads us to a 
algorithm: 
(Cp/s)d) one-pass 
Begin 
computationally more efficient version of our one-pass 
algorithm for the d-job batching problem. 
keep the best solution among the two following found for i=O or i 
(i=O to 1) do 
egin 
k:=r -2-l -4 
One-pass batching algorithms 
xj:= LZjJ for allj= 1 
D:=d- z;=,Xj; 
, . l . , k, where Xj is given by (2.21) 
For i=l toD 
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put ith job in the best batch i, i= 1, . . . . k; 
end 
end 
This algorithm fills up all k batches almost completely using (2.21) and then 
allocates the leftovers created by rounding down the Xj by a one-pass procedure 
like in our previous algorithm. 
In the case there is an upper bound /? on the size of the batches, (2.21) is no longer 
valid but the following straightforward algorithm finds Z~ for all j: 
Begin 
D:=d; t=O; 
Repeat 
Begin 
Let xj be obtained by (2.21) with D instead of d; 
Let j= {j: Xj>fi) 
if J=O, Xt+j=Xj for all j, STOP. 
else 
Begin 
X;r+j=fl for jE J 
D:=D-IJI*fl, 
t:=t+lJ(; 
end 
end 
end 
This algorithm solves a 
size (J=O) then we stop, 
first problem without bounds. If all batches are of good 
else since the batch sizes given by (2.21) are decreasing 
J must consist of consecutive batch numbers tarting at 1. We fill those up to 
maximum capacity p and we are reduced to a smaller problem with demand 
D-a*IJi which we solve in the same way, and so on. 
If the bounds on the various batches are different, i.e. there is an upper bound 
pi on the I’th batch which may be different from that on the jth OX, then adaptinig 
the previous algorithm to that case is an easy exercise (of course J does not have 
anymore the nice property of consisting of consecutive numbers tarting at 1). (Note 
that proving that this algorithm works in this latter case is not a trivial exercise.) 
3. ulti 
We have n different ypes of jobs to be processed on the same machine. 
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type i there are di jobs having each a processing time pi. The jobs are going to be 
batched and each batch can only contain one type of job. The setup time of the 
machine depends in general on the type of jobs i already processed and the one J 
to be processed. These setups will be noted Sij and Si for Sii. Since the Sij for i # j are 
much larger than the si it is likely that all batches of a same job type will be conse- 
cutive. Even when Sij- -si for all i and j, it seems very unlikely that dropping the 
condition that the batches of a same product ype be consecutive will yield a major 
improvement tothe solution. Hence we only study in this section batchings in which 
the several batches of a same product ype are consecutive. In the following we show 
that if an order on the types is given we can find the optimal number of batches 
of each type and their sizes by a one-pass algorithm. 
Given a permutation CT of { 1, . . . . n} we say that {(ki, Bi)}i= 1 .,.n, where ki is an 
integer and Bi a ki-batching of the job of type i, is optimal for cr if, among all 
possible ways of batching the jobs such that the batches of each type are consecutive 
and job types are processed in the order of n, these batch numbers and sizes give 
the optimal value to our objective function which is to minimize the sum of com- 
pletion times. 
Renumbering the types we can assume w.1.o.g. that ci = (1,2, . . . , n). Let k: bt the 
optimal number of batches if jobs of type i were treated independently from the 
others, i.e. if we had a sing!e-product problem. The jobs of type n, i.e, the last ones 
to be processed, are not affected by the others as far as batching strategies are 
concerned. So k,= k,* and an optimum batching B, can be found using our 
one-pass algorithm for the single-type problem. In general once ki is determined 
our one-pass algorithm of the previous ection solves the problem of the batch sizes, 
SO we focus on finding these ki. We note pi(k) the optimum value of batching the 
jobs of type i in exactly k batches in the case of a single-product problem. 
For kr k:, reducing for the ith product he number of batches from k to k - 1 
augments the contribution of that product to the global objective by bi(k- 1) - 
pi(k) but reduces it by si x C” j= i+ 1 dj since one setup Si has been saved and hence 
subsequent jobs are ended earlier. So one can compute recursively starting with 
i= RI - 1 the greatest number ki such that 
pi(ki- I)-pi(ki)>SiX i dj* 
j=i+ I 
(3. 1) 
This can be done successively solving the (k: - /)-batching problems starting 
with I= 0 until (3.1) is satisfied. Note that Pi(k - I)-&(k) increases as k decreases 
(krk,*), so the choice of ki is not ambiguous. Also note that since each of these 
is solved very fast, one can effectively do so. If one is willing to loose the guarantee 
of optimality and gain computing time one may use (2.21) as an approximation of 
the batch sizes to compute an approximation of P,(k) for any k we may need. This 
will almost always lead to the optimal solution. In fact in all the runs we made it 
always yielded an optimum solution. 
Now that we know how to optimally batch given the sequence of the job type, 
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the problem is that of finding an optimal sequence. We focussed our attention on 
the case sij =Sj for i#j. The general case is left for a further study. Even in the 
restricted case we only have heuristic methods to find such a sequence. 
The following heuristic relies on the fact that if there are many job types and the 
di are large enough then the jobs of the first types to pass will be contained in a 
single batch and hence one may consider them as a single job with processing time 
si+ dipi and weight dj. So it is quite logical to order the jobs in increasing order of 
the classical SPT ratios (si + dipi)/di (see [ 1,3]). Computational experiments 
confirm this as can be seen in Table 1 which shows that this heuristic gives out- 
standing results. Note that by the essence of the heuristic, this one is likely to work 
much better for a large number of types than for a limited number; hence the results 
for 3 and 4 types is very significative of the efficiency of the heuristic. For the same 
reason, this heuristic is likely to improve as ratios Si/“i are large. In practical appli- 
cations this ratio is quite large and anyway much larger than the average ratio of 
2 in our simulations; this hence tends to confirm the efficiency of the proposed 
heuristic. 
The problems olved are randomly generated. All the data are uniformly distri- 
buted, s between 0 and 20, p between 0 and 10 but with the restriction that prs 
and d is between 10 and 100. The results are summarized in Table 1. 
Table 1 
# of types # of problems 
generated 
# of times 
optimum 
max crli, optimum 
from optimum 
3 17 1.2 
4 20 18 0.6 
5 20 18 0.2 
6 20 12 0.28 
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