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a b s t r a c t
In this paper the qualitative properties of certain spatial disease propagation models are
investigated. The paper can be considered as a generalization of the papers (Faragóand
Horváth, 2016; 2017). Themodels of these papers assume that themembers of the popula-
tion do not move and that the infection is localized in the sense that only the members in a
certain neighbourhood of the infectivemember can be infected. The considered qualitative
properties were: the nonnegativity and the monotonicity of the density functions, and the
preservation of the amount of themembers. Sufficient conditions for these properties were
obtained for the mesh size and the time step in certain finite difference solutions of the
model. In these works, the one-dimensional case was investigated only. The present paper
extends the above result in two directions: with results for higher dimensional problems
and for another disease propagation model given in Capasso (2008). Here the members
are allowed to move according to some diffusion law. Similarly to the previous model,
sufficient conditions are given that guarantee the validity of the qualitative properties.
We focus only on the properties of the discrete models. The results are verified on test
problems.
© 2017 Elsevier B.V. All rights reserved.
1. Introduction
Mathematical models are efficient tools of modelling disease propagation. In the most popular compartmental models,
the population is considered to be homogeneously mixed and the individuals are classified according to their relation to the
disease. Thus, the population is divided into some disjoint groups, so-called compartments, and the change of the number of
individuals in the compartments is described in the formof a systemof ordinary differential equations. The threemost typical
compartments are as follows: susceptibles (who have yet to contract the disease and become infectious), infectives (who
can pass on the disease to others) and removed (who have been infected but cannot transmit the disease for some reason).
Extending this compartment systemwith other appropriate compartments and defining the appropriate dynamics between
them, the model gives realistic results that can be used for example in public health considerations (hygiene, vaccination,
quarantine, etc.) [1–5].
The main drawback of the compartmental models is that it gives only results for the number of the members in the
compartments but not for the spatial location of them. We know from the devastating pandemics of the human history
(e.g. black death, Spanish flu) that the place of the infective focus and its speed is a very important piece of information
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in the prevention of the outbreak of an epidemic. This is why it is a natural expectation to construct and investigate space-
dependentmathematical models. If we do not want to leave the field of ordinary differential equations, we can set up the so-
called meta-population models. Here the original population is divided into subpopulations according to some geopolitical
considerations and are connected somehow into a network by some prescribed rules for the disease propagation [2]. This
method results in a system of ordinary differential equations. Another possibility is to apply partial differential equation
models.
In this paper we investigate two types of partial differential equation models of disease propagation: the local spatial SIR
model and the diffusive spatial SIR model. Both models come from the so-called SIR model [3,5]
S ′ = −aSI,
I ′ = aSI − bI,
R′ = bI,
(1)
where S = S(t), I = I(t) and R = R(t) denote, respectively, the number of susceptible, infective and recovered individuals
as a function of time t . The contact rate a and recovery coefficient b (1/b is the duration of the average infectious period)
are positive known numbers. In this model there is no vital dynamics (birth and death are neglected) and the recovered
individuals do not become susceptible again.
The local spatial SIR model (lsSIR). In the local spatial SIR model, based on Kendall’s suggestion [6], we suppose that
the individuals do not move and that the infection is local and related to the distance between them, that is an individual
can be infected only by others located in a certain neighbourhood. This model is especially appropriate for the study of
plant diseases but similar models can be applied also for modelling of disease transmission in human populations [7–9]. We
suppose that the functions S, I and R depend not only on the time variable t but also on the spatial coordinate x ∈ RD, where
D is the spatial dimension of the problem. Thus, from now on, the functions S = S(x, t), I = I(x, t) and R = R(x, t) denote
the density of susceptibles, infectives and recovered, respectively. Thus, the integral of these density functions on a certain
spatial domain gives the number of the members located in that domain.
In order to take into the account the localized character of the disease propagation, we change the product aS in (1) to
the integral∫
K (x)
W (|x′ − x|)I(x′, t) dx′. (2)
This integral describes how the infectives at the points x′ affect the infection of the susceptible at the point x. The nonnegative
weighting function W is supposed to depend only on the Euclidean distance of the points x′ and x, and K (x) denotes
a prescribed neighbourhood of the point x. With the above modification we arrive at the system of integro-differential
equations
S ′t (x, t) = −
(∫
K (x)
W (|x′ − x|)I(x′, t) dx′
)
S(x, t),
I ′t (x, t) =
(∫
K (x)
W (|x′ − x|)I(x′, t) dx′
)
S(x, t)− bI(x, t),
R′t (x, t) = bI(x, t).
(3)
We can approximate the above system with a system of partial differential equations. In order to keep this approximation
traceable, we suppose that K (x) is a closed ball around xwith radius δ:
K (x) = {x′ ∈ RD | |x′ − x| ≤ δ}.
We develop the function I into Taylor series at the spatial point x, and we approximate I(x′, t) with the second order Taylor
polynomial. In this way, we arrive at the system
S ′t = −S (ϑ I + ϕ∆DI) ,
I ′t = S (ϑ I + ϕ∆DI)− bI,
R′t = bI,
(4)
where∆D is the D dimensional spatial Laplace operator, and
ϑ =
∫
K (0)
W (|u|) du, ϕ = 1
2
∫
K (0)
u21W (|u|) du (5)
(u = (u1, . . . , uD) = x′− x ∈ K (0)) are positive constants that are determined by the weighting functionW . A natural choice
for the weighting function on K (x) isW (u) = max{0, 1− u/δ} (naturally, the graph for negative u values is irrelevant). We
can also use some positive multiple of this function. In real life modelling, the most important cases are dimensions D = 1
and D = 2. For these cases, the ϑ and ϕ values can be calculated easily and can be found in Table 1.
The derivation of (4) for the one-dimensional case can be found in [4]. The validity of (4) for higher dimensions will be
proved in the next section (cf. Theorem 1).
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Table 1
The ϑ and ϕ values in D = 1 and D = 2 spatial dimensions.
ϑ ϕ
D = 1 δ δ3/12
D = 2 δ2π/3 δ4π/40
System (4) must be equipped with some initial and boundary conditions. Albeit there is no spatial movement in the
present model, we need boundary conditions because of the spatial derivatives of second order. We have chosen to use
homogeneous Dirichlet boundary condition to model the situation when the environmental conditions are incompatible
with life outside the considered domain of habitat.
The diffusive spatial SIR model (dsSIR). The diffusive spatial SIR model can be obtained from the SIR model (1) by
simply adding diffusion terms to each equation and by making the unknown functions space dependent. Thus, we arrive at
the system of partial differential equations
S ′t (x, t) = dS∆DS(x, t)− kI(x, t)S(x, t),
I ′t (x, t) = dI∆DI(x, t)+ kI(x, t)S(x, t)− bI(x, t),
R′t (x, t) = dR∆DR(x, t)+ bI(x, t),
(6)
where k is a positive parameter and dS , dI and dR are the diffusion coefficients of the S, I andR subpopulations, respectively [3].
Remark 1. The main characteristic difference between the two systems (4) and (6) is in their first equations, which are
formulated for S(x, t). In system (6), the flux of the susceptibles is proportional with∇DS with constant diffusion coefficient
dS , while in system (4) the flux is proportional with ∇DI with the variable coefficient−ϕS.
For ordinary differential equation models the number and the type of the equilibria are generally investigated, while for
partial differential equationmodels travellingwaves or nontrivial epidemic states are sought. However, only a little attention
is devoted to obtaining qualitatively adequate solutions of different continuous and discrete models (e.g. [10,11]).
In this paper, wewill investigate the qualitative properties of the systems (4) and (6) and some consistent finite difference
discretizations of them. In Section 2, we investigate the lsSIR model from qualitative point of view, while in Section 3 similar
analysis is done for the dsSIR model. In both cases a priori upper bounds are calculated for the finite difference time step
that guarantees the expected qualitative properties. The results are demonstrated on numerical test problems in both one
and two dimensions. The results of the present paper can be considered as the generalization of the papers [12,13]. In these
papers only the model (4) was investigated and only in the one spatial dimensional case.
2. Investigation of the local spatial SIR model
2.1. Properties of the continuous model
For one-dimensional problems, the simplified system (4) was deduced from the system of integro-differential equations
(3) by using Taylor series expansion [4]. Before we turn to the investigation of the qualitative properties of the model, we
prove that (3) simplifies to (4) also in higher spatial dimensions.
Theorem 1. Let us suppose that the second order spatial partial derivatives of I are continuous, the weighting function is
W (u) = max{0, 1 − u/δ}, and the K (x) neighbourhoods are closed balls. Then approximating I with its second order spatial
Taylor polynomial, system (3) simplifies to the system (4).
Proof. The proof can be carried out easily using the special form of the weighting function W and the symmetry of the
neighbourhood K (0). □
The disease propagation models must satisfy some characteristic qualitative properties of the real disease propagation
process. Because spatial motion is not allowed in the lsSIR model and it does not contain terms responsible for birth and
death, the sum of the three population densities has to remain constant at every spatial point x. This is the so-called local
mass conservation property:
[P1] (Local mass conservation property)
S(x, t)+ I(x, t)+ R(x, t) = S(x, 0)+ I(x, 0)+ R(x, 0) =: N(x), ∀t ≥ 0.
This property is trivially valid for the system (4). To see this we have to add only the three equations. Functions S, I
and R denote population densities, thus it is natural to require that these functions are nonnegative. This is the so-called
nonnegativity property:
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[P2] (Nonnegativity property) Condition S(x, 0), I(x, 0), R(x, 0) ≥ 0 for all x implies S(x, t), I(x, t), R(x, t) ≥ 0 for all x and
for all t > 0.
The members of the removed compartment do not become susceptible again. Thus, we can conclude that the density of
the susceptibles cannot grow and the density of the removed cannot decrease in time. This is the so-called monotonicity
property:
[P3] (Monotonicity property) S(x, t2) ≤ S(x, t1) and R(x, t2) ≥ R(x, t1) for all 0 ≤ t1 < t2 and fixed x.
Similarly to the one-dimensional case (see [12]), we are not able to give a priori conditions for the continuous system
(4) that guarantee the above properties P1–P3. An a posteriori condition can be formulated as follows. If the condition
p(x, t) := ϑ I(x, t) + ϕ∆DI(x, t) ≥ 0 is satisfied for all x and for all t ≥ 0, then properties P1–P3 are true for the solution of
problem (4). In the contrary to the continuous case, we will see later, that a priori conditions can be obtained in the discrete
case.
Remark 2. We notice that with the notation p(x, t) := ϑ I(x, t)+ ϕ∆DI(x, t), system (4) can be rewritten in the form
S ′t = −Sp,
I ′t = Sp− bI,
R′t = bI,
(7)
and the time derivative of p has the form p′t = (ϑS − b)p+ ϕ∆D(Sp). This formula will be behind the discretizations and the
estimations in the formulas (14) and (19).
Travelling wave solutions mimic epidemic. These solutions of system (4) can be sought and investigated similarly to the
one-dimensional case [4,12]. We can search for plane wave solutions in the form
S(x, t) = S˜(n · x− ct), I(x, t) = I˜(n · x− ct), R(x, t) = R˜(n · x− ct), (8)
where c is a constant that denotes the wave speed, and n is the unit vector in the direction of the wave propagation. The
univariate functions I˜ and S˜ have the properties
lim
ξ→±∞ I˜(ξ ) = 0, limξ→±∞ I˜
′(ξ ) = 0, lim
ξ→∞ S˜(ξ ) =: S˜
∞ > 0. (9)
These expressions formulate the fact that there are no infected members at the time instants t = ±∞ and the density of
the susceptible members is a positive constant at the time instant t = −∞.
Inserting functions (8) into the system (4), integrating the equations from ξ to∞ and taking into the consideration the
assumptions (9), we arrive at a system of ordinary differential equations for the functions S˜, I˜ and R˜. It can be shown with
the investigation of this system, that a necessary condition of a wave form solution, that is for an epidemic, is
S˜∞ > b/ϑ, (10)
which means that the initial density of the susceptible subpopulation must be sufficiently large.
2.2. Properties of the discrete models
In this section we derive conditions that guarantee the discrete analogues of the qualitative properties P1–P3 (also
denoted by P1–P3) for some finite difference numerical solutions of the system (4). We will consider the explicit Euler (EE)
method and a version of an implicit–explicit (IMEX) method.
First we construct the spatial mesh then we formulate the EE and the IMEX methods. We solve the problem on the cube
[0, L]D. Homogeneous Dirichlet boundary condition is applied on the boundary. We define a uniform spatial grid
ωh ={(x1, . . . , xD) ∈ [0, L]D | xk ∈ {0, h, . . . , (M + 1)h}, k = 1, . . . ,D,
h = L/(M + 1),M ∈ N+}
and a positive time step τ > 0. The functions S, I and R are approximated, respectively, by the grid functions Sn, In and Rn
at the nth time level t = nτ . Thus, e.g. Sn1,...,1 approximates S(h, . . . , h, nτ ). For n = 0, the values of the grid functions are
known from the initial conditions, moreover the values are equal to zero in the boundary points. We have to calculate the
values of the grid function in the inner points of the grid. In the usual way, we apply the one-parameter-indexing of the
components of the grid functions. With the column-wise indexing we reshape the values of the grid functions into column
vectors, denoted by sn, in and rn, respectively. These vectors are from the space RM
D
. In this way we obtain that the value
S(h, . . . , h, nτ ) in the above example will be approximated by the value s1M .
In order to simplify the notations, we will use the following conventions: relations are meant element-by-element, thus
A ≥ Bmeans aij ≥ bij and A ≤ 1 means aij ≤ 1. With a scalar value α we define (α + A)ij = α + aij, moreover we frequently
apply the element-by-element product of matrices – the so-called Hadamard product – (A ◦ B)ij = aijbij.
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With the above notations, the explicit Euler scheme for the system (4) can be written as follows.
sn+1 − sn
τ
= −sn ◦ pn,
in+1 − in
τ
= sn ◦ pn − bin,
rn+1 − rn
τ
= bin,
(11)
where pn = ϑ in + (ϕ/h2)QDin and QD/h2 is the discretization matrix of the D dimensional Laplace operator ∆D. Let us
define the tridiagonal matrix Q = tridiag(1,−2, 1) ∈ RM . Then, if D = 1 then QD = Q and in the case of D = 2 we have
QD = IM ⊗ Q + Q ⊗ IM , where IM ∈ RM×M is the identity matrix and⊗ denotes the Kronecker product.
For the EE scheme (11) the qualitative properties can be guaranteed by an a priori condition.
Theorem 2. Let us suppose that at the initial state s0 ≥ 0, i0 ≥ 0, r0 ≥ 0, and p0 ≥ 0, moreover assume that
τ ≤ min
{
1
b+ 2DϕNmax/h2 ,
1
Nmax(ϑ + 2Dϕ/h2)
}
, (12)
where Nmax = max(s0 + i0 + r0). Then the EE finite difference scheme satisfies the qualitative properties P1–P3.
Proof. Property P1 is satisfied without any condition. This can be seen easily when we sum up the three equations in (11).
To prove the properties P2–P3, we will use induction. First we show the following implication: for any n ∈ N
sn ≥ 0, in ≥ 0, rn ≥ 0, pn ≥ 0, τpn ≤ 1
⇓
sn ≥ sn+1 ≥ 0, in+1 ≥ 0, rn+1 ≥ rn ≥ 0, pn+1 ≥ 0, τpn+1 ≤ 1.
(13)
From the first equation of (11) we have sn+1 = sn ◦ (1− τpn). Because of 0 ≤ τpn ≤ 1, the condition for sn+1 is satisfied.
From the second equation in+1 = in + τ sn ◦ pn − τbin = (1− τb)in + τ sn ◦ pn. In view of (12), τ is not greater than 1/b,
thus in+1 is nonnegative indeed.
From the third equation we have rn+1 = rn + τbin ≥ rn ≥ 0. Thus, the condition for rn+1 is also satisfied.
We show that pn+1 ≥ 0. Due to the nonnegativity of the vector in sn◦pn wehaveQD(sn◦pn) = (diag(QD)+offdiag(QD))(sn◦
pn) ≥ diag(QD)(sn ◦ pn) = −2D(sn ◦ pn). Thus, pn+1 can be estimated as follows.
pn+1 = ϑ in+1 + ϕ
h2
QDin+1
= ϑ(τ sn ◦ pn + (1− bτ )in)+ ϕ
h2
QD(τ sn ◦ pn + (1− bτ )in)
= (1− bτ )
(
ϑ in + ϕ
h2
QDin
)
  
pn
+τϑsn ◦ pn + τ ϕ
h2
QD(sn ◦ pn)
= (1− bτ + τϑsn) ◦ pn + τ ϕ
h2
QD(sn ◦ pn)
≥
(
1− bτ + τϑsn − 2τ ϕD
h2
sn
)
◦ pn
=
(
1− τ
(
b− ϑsn + 2ϕD
h2
sn
))
◦ pn.
(14)
Due to the nonnegativity of sn, in and rn and in viewof the validity of property P1,we have the estimate 0 ≤ sn ≤ sn+in+rn =
s0 + i0 + r0 = Nmax. Similarly 0 ≤ in ≤ Nmax is also true. To the nonnegativity of pn+1 it is enough to show that
τ
(
b− ϑsn + 2ϕD
h2
sn
)
≤ 1
in the last equation of (14). We can obtain this estimate as follows
τ
(
b− ϑsn + 2ϕD
h2
sn
)
≤ τ
(
b+ 2ϕD
h2
sn
)
≤ τ
(
b+ 2ϕD
h2
Nmax
)
≤ 1,
which follows from the first term on the right hand side of the assumption (12).
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Now we prove that τpn+1 ≤ 1.
τpn+1 = τ
(
ϑ in+1 + ϕ
h2
QDin+1
)
≤ τ
(
ϑ in+1 + ϕ
h2
offdiag(QD)in+1
)
≤ τNmax
(
ϑ + 2Dϕ
h2
)
≤ 1,
(15)
which is true because of the second upper bound for τ in the assumption (12). Let us notice that here we used only the fact
that sn+1, in+1 and rn+1 are nonnegative, the local mass conservation property P1 and the assumption (12). This implies that
also the condition τp0 ≤ 1 must be satisfied. In view of the nonnegativity assumptions of the theorem, the first row of the
implication (13) is valid with n = 0. Above we showed that the implication is true for any n, which proves the theorem by
induction. □
In the investigation of the qualitative properties of differential equations it is typical that implicit methods give less strict
upper bounds for the time step than the explicit ones. This is why we turn to implicit schemes. More precisely, we give the
conditions of the validity of the properties P1–P3 for the following implicit–explicit scheme for the system (4)
sn+1 − sn
τ
= −sn+1 ◦ pn
in+1 − in
τ
= sn+1 ◦ pn − bin+1,
rn+1 − rn
τ
= bin+1.
(16)
Theorem 3. Let us suppose that at the initial state s0 ≥ 0, i0 ≥ 0, r0 ≥ 0, and p0 ≥ 0, moreover assume that
τ ≤
{
((2Dϕ/h2 − ϑ)Nmax)−1, if h < h⋆,
arbitrary, if h ≥ h⋆, (17)
where h⋆ = (2Dϕ/ϑ)1/2. Then the IMEX scheme (16) satisfies the qualitative properties P1–P3.
Proof. Property P1 is satisfied automatically. In order to prove properties P2–P3, we use again induction and prove the
implication
sn ≥ 0, in ≥ 0, rn ≥ 0, pn ≥ 0
⇓
sn ≥ sn+1 ≥ 0, in+1 ≥ 0, rn+1 ≥ rn ≥ 0, pn+1 ≥ 0.
(18)
From the first equation in (16) we conclude that sn+1 = sn − τ sn+1 ◦ pn, that is sn+1 ◦ (1 + τpn) = sn, which shows the
implication for sn+1.
The second equation can be rewritten in the form (1+ τb)in+1 = in + τ sn+1 ◦ pn, so the nonnegativity of in+1 is evident.
The form rn+1 = rn + τbin+1 of the third equation shows the validity of the implication for rn+1.
It is left only the justification of the condition pn+1 ≥ 0. First we give a lower bound for sn+1 ◦ pn
QD(sn+1 ◦ pn) = (diag(QD)+ offdiag(QD))(sn+1 ◦ pn)
≥ diag(QD)(sn+1 ◦ pn) = −2Dsn+1 ◦ pn,
then we estimate pn+1 as follows.
pn+1 = ϑ in+1 + ϕ
h2
QDin+1
= ϑ
(
τ
1+ τb s
n+1 ◦ pn + 1
1+ τb i
n
)
+ ϕ
h2
QD
(
τ
1+ τb s
n+1 ◦ pn + 1
1+ τb i
n
)
= 1
1+ τb
(
ϑ in + ϕ
h2
QDin
)
  
pn
+ τ
1+ τb
(
ϑsn+1 ◦ pn + ϕ
h2
QD(sn+1 ◦ pn)
)
= 1
1+ τbp
n + τ
1+ τb
(
ϑsn+1 ◦ pn + ϕ
h2
Q (sn+1 ◦ pn)
)
≥ 1
1+ τb
(
1+ τ
(
ϑ − 2ϕD
h2
)
sn+1
)
◦ pn.
(19)
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If h ≥ h⋆ then the expression in the last parenthesis is nonnegative, thus pn+1 is nonnegative. In the case of h < h⋆ the
nonnegativity of pn+1 is guaranteed by the condition τ ≤ ((2Dϕ/h2 − ϑ)Nmax)−1, that is by (17). Thus the implication (18)
has been proved, and this completes the proof. □
Remark 3. Let us notice that the scheme (16) can be implemented easily. From the reformulated system
(1+ τpn) ◦ sn+1 = sn,
(1+ τb) ◦ in+1 = in + τ sn+1 ◦ pn,
rn+1 = rn + τbin+1,
(20)
the unknown vectors sn+1, in+1 and rn+1 can be computed, respectively. Then we compute the vector pn+1. We do not need
to solve systems of linear equations in this scheme.
3. Investigation of the diffusive spatial SIR model
In the lsSIRmodel, we neglected themotion of the individuals andwewere able to guarantee the qualitative properties of
the system (4) only with the a posteriori condition ϑ I+ϕ∆DI ≥ 0. If it can be assumed that the individuals of the population
move according to some diffusive rules, then the diffusive model (6) can be a possible choice. In this part we investigate the
qualitative properties of this model in the bounded space domain Ω ⊂ RD (with sufficiently smooth boundary), equipped
with homogeneous Neumann boundary conditions and with a nonnegative initial condition.
3.1. Properties of the continuous model
The problem (6)with homogeneous Neumann boundary conditions and some given initial conditions has unique solution
(see e.g. [14], Theorem 14.2, p. 196), and we assume that it is sufficiently smooth. Next, we formulate and show the validity
of the main qualitative properties.
Unlike in the lsSIRmodel, in the dsSIRmodel the required qualitative properties cannot hold locally because of themotion
of the individuals. In this case the qualitative properties will be understood for the whole space domain, that is for the
functions
S˜(t) =
∫
Ω
S(x, t) dx,
I˜(t) =
∫
Ω
I(x, t) dx,
R˜(t) =
∫
Ω
R(x, t) dx,
N˜(t) =
∫
Ω
(S + I + R)(x, t) dx.
(21)
For these functions the required qualitative properties are as follows (cf. the properties P1–P3 in the previous section).
[P1⋆] (Mass conservation property) The number of individuals does not change in time: N˜(t) is independent of t .
[P2⋆] (Nonnegativity property) The density functions are nonnegative: condition S(x, 0), I(x, 0), R(x, 0) ≥ 0 for all x implies
S(x, t), I(x, t), R(x, t) ≥ 0 for all x and t > 0 (P2⋆ is the same as P2).
[P3⋆] (Monotonicity property) The number of susceptibles cannot grow and the number of removed cannot decrease in
time: S˜(t2) ≤ S˜(t1) and R˜(t2) ≥ R˜(t1) for all 0 ≤ t1 < t2.
Theorem 4. The solution of the system (6) possesses the above qualitative properties P1⋆– P3⋆.
Proof. In order to show property P1⋆ we take the derivative of N˜(t).
N˜ ′(t) = dS
∫
Ω
∆DS(x, t) dx+ dI
∫
Ω
∆DI(x, t) dx+ dR
∫
Ω
∆DR(x, t) dx. (22)
Hence, using the divergence theorem and the homogeneous Neumann boundary condition, we arrive at the relation N˜ ′(t) =
0, which yields the first property.
We show property P2⋆. We rewrite the first two equations of the system (6) in the form
S ′t (x, t)− dS∆DS(x, t) = F1(S, I),
I ′t (x, t)− dI∆DI(x, t) = F2(S, I),
(23)
where F1(S, I) = −kI(x, t)S(x, t) and F2(S, I) = kI(x, t)S(x, t) − bI(x, t). Since F1(0, I) ≥ 0 and F2(S, 0) ≥ 0, we can use
Lemma 14.20 in [14] (see also [15]), which results in the relations S(x, t) ≥ 0 and I(x, t) ≥ 0 for any sufficiently smooth
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nonnegative initial functions. Hence, due to the nonnegativity of I , the third equation of (6) yields a linear parabolic equation
with nonnegative source function for the unknown function R(x, t), therefore it has nonnegative solution, too.
To show property P3⋆, we use the homogeneous Neumann boundary condition and the nonnegativity property.
S˜ ′(t) = dS
∫
Ω
∆DS(x, t) dx− k
∫
Ω
I(x, t)S(x, t) dx = −k
∫
Ω
I(x, t)S(x, t) dx ≤ 0, (24)
which shows that S˜(t) is non-increasing in time. Analogically, we have the relation
R˜′(t) =
∫
Ω
(dR∆DR(x, t)+ bI(x, t)) dx = b
∫
Ω
I(x, t) dx ≥ 0, (25)
which shows that R˜(t) is monotonically increasing in time. This completes the proof. □
Remark 4. We remark that the above statements remain valid if the coefficients k and b are sufficiently smooth nonnegative
functions of the space coordinate x and the time coordinate t . The proof of the statements is essentially the same as above.
We turn to the finite difference discretizations of the system (6) and give conditions that guarantee the discrete versions
of the properties P1⋆–P3⋆.
3.2. Properties of the discrete models
First we construct some discrete models of (6) using finite difference approximations. Similarly to the previous section,
we introduce the approximating vectors sn, in and rn ∈ R(M+2)D for the values of the density functions S, I and R at the time
instant t = nτ and in the grid points ωh. Now the values of the density functions are sought also in the boundary points, this
is why the approximating vectors are longer than the vectors denoted similarly in the previous section. However, we keep
the notations because this will not make any confusion later.
The second order approximation of the D-dimensional Laplace operator taking into the account the homogeneous
Neumann boundary condition will be denoted by Q¯D/h2. The matrix Q¯D can be constructed as follows. Let us define the
tridiagonal matrix
Q¯ =
⎡⎢⎢⎢⎣
−2 2 0 · · ·
1 −2 1 0 · · ·
· · ·
· · · 0 1 −2 1
· · · 0 2 −2
⎤⎥⎥⎥⎦ ∈ R(M+2)×(M+2). (26)
Then, if D = 1 then Q¯D = Q¯ and in the case of D = 2 we have Q¯D = IM+2 ⊗ Q¯ + Q¯ ⊗ IM+2 [16].
With the above notations the explicit Euler (EE) scheme can be formulated as follows.
sn+1 − sn
τ
= dS
h2
Q¯Dsn − kin ◦ sn,
in+1 − in
τ
= dI
h2
Q¯Din + kin ◦ sn − bin,
rn+1 − rn
τ
= dR
h2
Q¯Drn + bin,
(27)
n = 0, 1, . . .. The vectors s0, i0 and r0 are given from the nonnegative initial condition.
A natural choice to approximate the integrals in (21) is the use of the trapezoidal rule. Let us introduce the column vector
κD such that hDκD is the vector of the coefficients that multiply the function values in the trapezoidal rule. The coefficients
are ordered to a vector in the same way the grid points are ordered. For example, if D = 1 then
(κ1)i =
{
1/2, if xi is one of the endpoints of the interval,
1, if xi is an inner point.
Then the integrals in (21) can be approximated in the one-dimensional case in the following manner∫ L
0
S(x, nτ ) dt ≈ h
(
1
2
sn0 +
M∑
i=1
sni +
1
2
snM+1
)
= hκT1 sn.
If D = 2 then the vector κ2 has the form (we use the column-wise one-parameter indexing)
(κ2)i =
{1/4, if xi is a corner point,
1/2, if xi is on one of the edges of the square but not a corner,
1, if xi is an inner point.
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Remark 5. Let us notice that κT1 Q¯1 is equal to the row vector with all zero elements. This can be seen easily from the vector
matrix product
κT1 Q¯1 = [1/2, 1, . . . , 1, 1/2]
⎡⎢⎢⎢⎣
−2 2 0 · · ·
1 −2 1 0 · · ·
· · ·
· · · 0 1 −2 1
· · · 0 2 −2
⎤⎥⎥⎥⎦ = [0, . . . , 0] ∈ R1×(M+2).
Similar statement is true in higher dimensions, thus κTD Q¯D = 0.
Thus, with the above notations the integrals in (21) are approximated and notated at the nth time level as follows∫
Ω
S(x, nτ ) ≈ hDκTDsn =: s˜n,∫
Ω
I(x, nτ ) ≈ hDκTD in =: i˜n,∫
Ω
R(x, nτ ) ≈ hDκTD rn =: r˜n,
(28)
moreover let N˜n = s˜n + i˜n + r˜n and N⋆ = N˜0.
Now we are ready to prove a sufficient condition for the validity of the properties P1⋆–P3⋆ for the EE scheme (27).
Theorem 5. Let us consider the EE scheme for the system (6) with homogeneous Neumann boundary condition. Property P1⋆ is
satisfied without any condition, moreover the condition
τ ≤ min
{
h2
2D(dS + kN⋆h2−D) ,
h2
2DdI + bh2 ,
h2
2DdR
}
(29)
implies properties P2⋆– P3⋆.
Proof. We prove property P1⋆. Summing up the equations in (27) and multiplying by hDκTD from the left and using Remark
5, we have the identity
N˜n+1 − N˜n
τ
= hDκTD
(
dS
h2
Q¯Dsn + dIh2 Q¯Di
n + dR
h2
Q¯Drn
)
= 0
for all n ∈ N, thus N˜n is independent of n, N˜n = N⋆ for all n ∈ N.
We show property P2⋆. We suppose that sn, in, and rn are nonnegative, and we show that under the conditions given
in the assumptions of the theorem the nonnegativity is preserved for the next (n + 1)th time-level, that is for the vectors
sn+1, in+1, and rn+1.
From the first equation of (27) we have
sn+1 = sn + dS τh2 Q¯Ds
n − τkin ◦ sn = dS τh2 offdiag(Q¯D)s
n +
(
sn + dS τh2 diag(Q¯D)s
n − τkin ◦ sn
)
≥ sn + dS τh2 diag(Q¯D)s
n − τkin ◦ sn = sn − 2DdS τh2 s
n − τkin ◦ sn =
(
1− 2DdS τh2 − τki
n
)
◦ sn
≥
(
1− 2DdS τh2 − 2τkD
N⋆
hD
)
◦ sn =
(
1− 2τD
h2
(
dS + kN⋆h2−D
)) ◦ sn ≥ 0.
(30)
Here we used the structure of the elements of Q¯D, the nonnegativity of the vectors sn, in and rn, the estimation
max in ≤ 2DκTD in = 2D
i˜n
hD
≤ 2DN
⋆
hD
(31)
and the first condition for τ in (29).
Similarly, from the second equation of (27) we obtain
in+1 = in + dI τh2 Q¯Di
n + τkin ◦ sn − τbin = dI τh2 offdiag(Q¯D)i
n +
(
in + dI τh2 diag(Q¯D)i
n + τkin ◦ sn − τbin
)
≥ in − 2DdI τh2 i
n + τkin ◦ sn − τbin ≥ in − 2DdI τh2 i
n − τbin =
(
1− τ 2DdI + bh
2
h2
)
◦ in ≥ 0
(32)
due to the second condition for τ in (29).
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Analogically, we have
rn+1 = rn + dR τh2 Q¯Dr
n + τbin ≥
(
1− τ 2DdR
h2
)
◦ rn ≥ 0 (33)
due to the third condition for τ in (29). Then, the nonnegativity preservation follows by induction.
It is left the proof of property P3⋆. This can be proved after multiplying the first and the third equations in (27) with the
vector hDκTD from the left and using Remark 5. The first equation yields
s˜n+1 − s˜n
τ
= −khDκT (sn ◦ in) ≤ 0 (34)
due to the nonnegativity of sn ans in. This shows that s˜n is a nonincreasing function of n.
From the third equation
r˜n+1 − r˜n
τ
= bhDκT in ≥ 0, (35)
which estimate shows that r˜n is nondecreasing in n.
This completes the proof. □
In this part we construct another discretization based on the IMEX-type approximation. Namely, the diffusion part in the
model is approximated by the implicit Eulermethod and the rest by the explicit Euler scheme. Thus, we consider the scheme
sn+1 − sn
τ
= dS
h2
Q¯Dsn+1 − kin ◦ sn,
in+1 − in
τ
= dI
h2
Q¯Din+1 + kin ◦ sn − bin,
rn+1 − rn
τ
= dR
h2
Q¯Drn+1 + bin,
(36)
which is an implicit scheme. Hence, to step to the new time level, we must solve systems of linear algebraic equations. This
price must be paid for less strict conditions to preserve the qualitative properties.
In the proof of the next theorem, we will use the M-matrix technique. A square matrix A is an M-matrix if its offdiagonal
elements are nonpositive and there exists a positive vector g such that Ag is also positive. It is known that M-matrices are
invertible and their inverses are nonnegative [17].
Theorem 6. Let us consider the IMEX scheme for the system (6)with homogeneous Neumann boundary condition. Property P1⋆ is
satisfied without any condition, moreover the condition
τ ≤ min
{
hD
2kDN⋆
,
1
b
}
(37)
implies properties P2⋆– P3⋆.
Proof. Property P1⋆can be verified in the same way as in the previous proof.
Let us rewrite system (36) as follows(
I(M+2)D −
dSτ
h2
Q¯D
)
sn+1 = (1− τkin) ◦ sn,(
I(M+2)D −
dIτ
h2
Q¯D
)
in+1 = (1+ τksn − τb) ◦ in,(
I(M+2)D −
dRτ
h2
Q¯D
)
rn+1 = rn + τbin.
(38)
The matrices on the left hand sides are M-matrices. This can be seen easily if we choose the vector g with the elements
gi = 1 and noticing that the row sums of Q¯D equal zero. This fact implies that the iteration can be executed and that to show
property P2⋆ it is enough to show the nonnegativity of the vectors on the right hand sides assuming that sn, in and rn are
nonnegative. The first vector is nonnegative because
1− τkin ≥ 1− 2τkDN
⋆
hD
≥ 0,
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Fig. 1. Initial density functions in the one-dimensional lsSIR model.
where we used the estimate (31) and the assumption (37) of the theorem for τ . The nonnegativity of the second vector
follows from the estimate
1+ τksn − τb ≥ 1− τb ≥ 0
in view of (37). The nonnegativity of the third vector is trivial. Thus property P2⋆ is satisfied.
Since κTD Q¯D is the zero vector (Remark 5), the proof of property P3
⋆ is exactly the same as in the previous proof. □
4. Numerical tests
In this section we verify the results obtained for adequate time step choices in the previous sections. The condition
obtained for the time step guarantees the stability of the numerical methods. This can be seen in the lsSIR case from the
estimate sn + in + rn ≤ Nmax. In the dsSIR case, the stability is ensured by the estimate (31) and by similar estimates for the
vectors sn and rn.
4.1. Tests for the lsSIR model
Firstwe choose a one-dimensionalmodelwith the parameter choice b = 0.03 in the form (4)with homogeneousDirichlet
boundary condition. We solve the problem on the interval [0, 1] (L = 1) and the radius of the infection is set to δ = 0.01.
With this choice we have ϑ = δ and ϕ = δ3/12. The spatial step size is set to h = 1/60 (M = 59). The initial population
densities are seen in Fig. 1. For these initial functions we have Nmax = 17.
For the EE method, condition (12) requires the upper bound τ ≤ 5.5494. We test the qualitative properties with the
time step values: τ = 5 (below the bound) and τ = 15 (above the obtained bound) and compute the solution at the time
level t = 30. The numerical solutions can be seen in Fig. 2. We can see that the solution that applies the time step τ = 15,
thus above the obtained bound, does not fulfil the required qualitative properties. The values of the density function of the
susceptible population are negative around the space coordinate x = 0.5. The solution obtained with the time step τ = 5
shows a qualitatively adequate form.
Because h⋆ = 0.0040825, condition (17) results in no upper bound for the time step in the case of the IMEX method. The
solution will be qualitatively correct for all time steps.
The simulation process shows that two waves of the infectious subpopulation moves from the middle of the interval in
the directions of the two ends of the interval. The wavelike motion of the infection can happen because the density of the
susceptible subpopulation is high enough. Thewave canmove until the density of the susceptibles drops below the threshold
S∞ ≤ b/ϑ (see (10)). The left panel of Fig. 3 shows the solution at the time level t = 260. The left hump in the dashed line
of the infectives moves to the left and the other hump moves to the right. The right panel shows the final stationary state
after the infectious wave dies out because of the insufficient number of susceptible members.
Now we turn to a 2D problem with the setting b = 0.05, δ = 0.07,W (u) = 10max{0, 1 − u/δ}. With these choices we
have ϕ = 10δ4π/40, ϑ = 10δ2π/3. In the numerical solution we useM = 40 inner points in each coordinate direction. The
initial functions can be seen in Fig. 4. With these initial functions we have Nmax ≤ 18.
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Fig. 2. Numerical solutions at the time level t = 30 with the time steps τ = 15 and τ = 5.
Fig. 3. Numerical solutions at the time levels t = 260 and t = 1000 (final stationary solution) that showmoving wave front of the infective subpopulation.
Fig. 4. The initial density functions in the two-dimensional lsSIR model.
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Fig. 5. The final stationary density functions in the two-dimensional lsSIR model.
Fig. 6. The negative part of s22− s23 (reshaped to the unit square). The figure shows that at certain points the density function of the susceptibles increases.
Now h = 0.02439 < h⋆ = 0.03834, thus the upper bound for the time step is τ ≤ 0.7360 in view of Theorem 3.Whenwe
apply a time step below this threshold, say τ = 0.7, the solution is qualitatively correct and we obtain the final stationary
solutions seen in Fig. 5. If we choose the time step τ = 2.1, thus above the time step bound, the final stationary solution
will be the same. However in certain time steps the monotonicity property does not hold. For example, the vector s22 − s23
(thus the difference between the density of the susceptibles at the time levels t = 46.2 and t = 48.3) must be nonnegative
because sn is monotonically decreasing in n. If we plot (reshaped to the unit square) the negative part of the difference
of these two vectors we should get the constant zero function. In contrast, we obtain for this negative part the graph in
Fig. 6. Wave form solution can occur in this two-dimensionalmodel too. (See Fig. 7.) The epidemicwavemoves to the positive
x-direction. At the corners some susceptibles will be left because the density of the susceptibles is not enough to conduct an
epidemic wave close to the corners. The necessary lower bound for the density of the susceptibles is b/ϑ = 0.9744.
4.2. Tests for the dsSIR model
We solve problem (6) on the unit square with homogeneous Neumann boundary condition. The parameters are set as
k = 0.1, d = 0.01 and b = 0.07. We use a spatial mesh withM = 10 inner points in each direction. The initial functions can
be seen in Fig. 8.
With these initial functions we have N⋆ = 10.9387. We apply the IMEX scheme because it gives the bigger upper bound
for the time step, namely we have τ ≤ 0.00188882 (see Eq. (37)). With the time steps below the above bound, the solution
is qualitatively adequate. When we enlarge the value of τ , for example to a relatively high value τ = 3 then we obtain the
final stationary solutions seen in Fig. 9. However, this final solution is reached through some qualitatively inadequate states.
For example, on the second time level (t = 6), the density of the susceptible population is negative in certain points. These
values have not practical meaning. The above numerical tests verify our theoretical results.
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Fig. 7. The moving wave front in the lsSIR model.
Fig. 8. The initial functions for the dsSIR model.
Fig. 9. The final stationary solutions for the dsSIR model.
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5. Conclusions, future plans
We saw that it is possible to solve the lsSIR and dsSIR models of spatial disease propagation in a qualitatively adequate
manner. If we choose the time step according to some upper bounds then the numerical solution will mirror the basic
qualitative properties of the original disease propagation process. Theorems 2, 3, 5 and 6 tell us how to choose the time
steps adequately. In the case when the mesh parameters τ and h tend to zero then the conditions result in upper bounds for
the Courant number τ/h2. In the particular case of the EE method in the dsSIR model with spatial dimension D ≥ 3, we have
upper bound for the ratio τ/hD.
A possible continuation of the work presented in this paper is to extend the results to finite element methods. That
methods are able to handle more realistic landscapes with more complicated geometry. An interesting extension can be
the application of the models to some known epidemic cases, such as the black death in the middle of the 13th century, to
compare the predicted population values with the historical ones.
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