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Several experiments have shown qubit coherence decay of the form exp[−(t/T2)α] due to environ-
mental charge-noise fluctuations. We present a microscopic description for temperature dependences
of the parameters T2 and α. Our description is appropriate to qubits in semiconductors interacting
with spurious two-level charge fluctuators coupled to a thermal bath. We find distinct power-law
dependences of T2 and α on temperature depending on the nature of the interaction of the fluctua-
tors with the associated bath. We consider fluctuator dynamics induced by first- and second-order
tunneling with a continuum of delocalized electron states. We also study one- and two-phonon
processes for fluctuators in either GaAs or Si. These results can be used to identify dominant
charge-dephasing mechanisms and suppress them.
PACS numbers: 03.65.Yz, 72.70.+m, 74.78.Na, 71.55.-i
I. INTRODUCTION
One of the most challenging obstacles to the realiza-
tion of solid-state quantum computing devices is deco-
herence caused by charge noise.1–6 Charge fluctuations in
solid-state devices can arise from several sources, such as
Johnson noise from electrical wiring,4,7,8 evanescent-wave
Johnson noise from metallic gates,9,10 or 1/f noise.11 The
most widely accepted explanation for 1/f noise is the
presence in the host sample of bistable localized charge
states.12 Such two-level fluctuators involve tunneling be-
tween two spatial configurations with nearly equal po-
tential energy and are routinely observed in amorphous
materials.13–16 These fluctuators have been observed as
spurious resonances in the spectrum of superconducting
phase qubits,17 and have been the subject of an exten-
sive literature in the Josephson qubit community.18–22
Similar two-level fluctuators consisting of a charge hop-
ping between localized states have been observed in the
environment of various other solid-state devices, includ-
ing lateral gated heterostructures23–26 and self-assembled
quantum dots.27,28 Two-level fluctuators have thus been
considered an important source of qubit dephasing in sev-
eral theoretical studies.29–34
Despite the ubiquitousness of two-level charge fluctu-
ators in the solid state, their physical nature can be ex-
pected to change from one system to the next. In ad-
dition, the microscopic mechanisms causing transitions
within pairs of states can hardly be assumed to be uni-
versal. For example, the fluctuators can interact with a
phonon bath.18,35 Alternatively, charge traps near metal-
lic gates or itinerant bands can undergo tunneling.36–39
To minimize the consequent deleterious effects on qubit
coherence, it is important to be able to discriminate be-
tween different fluctuator baths (e.g., phonons or elec-
trons) from a simple set of measurements.
Any experiment that is designed to measure qubit co-
herence will typically reveal information about the lo-
cal environment and may shed light on charge dynam-
ics. Qubit coherence is described by the coherence factor,
which empirically often takes the form3,40
C(t) = exp[−(t/T2)α]. (1)
Here, the coherence time, T2, and stretching parame-
ter, α, parametrize the decay of qubit coherence. When
α = 1, Eq. (1) describes exponential decay, arising from
Markovian evolution of the qubit. For α 6= 1, Eq. (1) de-
scribes a non-Markovian stretched-exponential (α < 1)
or compressed-exponential (α > 1) decay.
The analysis of coherence measurements giving the
above empirical form is often based on phenomenological
techniques. In the presence of classical Gaussian dephas-
ing noise, C(t) can be written as a simple function of the
associated noise spectrum. An analytical form for the
noise spectrum is then chosen to best fit the measured
coherence factor, C(t).3,40 For example, choosing a 1/f -
like spectrum S(ν) ∝ 1/νβ , with β = α − 1 > 0, exactly
yields a coherence factor described by Eq. (1).
In this paper, rather than assuming a 1/f -like spec-
trum, we begin from a generic microscopic model of
fluctuator dynamics. This model results in a coher-
ence factor that closely approximates the compressed-
exponential form given in Eq. (1). From this model,
we find closed-form expressions for the coherence time
and stretching parameter, T2 and α. These results al-
low us to predict a crossover from the non-Markovian
to the Markovian regime as temperature T is varied. In
addition, we find that different microscopic mechanisms
giving rise to fluctuator dynamics typically lead to dis-
tinct power-law dependences for T2(T ). In combination
with complementary theoretical studies of T2(T ) in the
Markovian regime (see, e.g., Refs. 41–43), this will help
to better understand and suppress microscopic sources of
dephasing.
This paper is divided as follows. In Sec. II, we present
the general features of the fluctuator model used through-
out the paper. This fluctuator model is used in Sec. III
to show that the qubit coherence factor is well approxi-
mated by the compressed exponential form, Eq. (1). In
Secs. IV and V, we find analytical expressions for the
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2fluctuator equilibration time and the corresponding noise
amplitude for fluctuators coupled to electron or phonon
baths, respectively. These expressions are then used in
Sec. VI to find the temperature dependence of the qubit
coherence time T2 and the stretching parameter α for the
microscopic mechanisms considered in Secs. IV and V.
We conclude by illustrating an application of this theory
to recent experiments.
II. TWO-LEVEL FLUCTUATORS
We consider an ensemble of two-level fluctuators cou-
pled to a qubit. Each fluctuator is itself coupled to
an independent thermal bath, allowing equilibration [see
Fig. 1(a)]. The qubit is subject to a train of fast pi-pulses.
In the toggling frame,44 which accounts for dynamics in-
duced by qubit rotations, the Hamiltonian is then
Hˆ = HˆQ(t) +
∑
n
[
HˆnF + Hˆ
n
FB + Hˆ
n
B
]
︸ ︷︷ ︸
≡Hˆ0(t)
+
∑
n
HˆnQF(t)︸ ︷︷ ︸
≡Vˆ
, (2)
where
HˆQ(t) =
1
2
~ωQs(t)σˆz, HˆnF =
1
2
~ωnτˆzn, (3)
HˆnQF(t) =
1
2
~Ωns(t)σˆz τˆzn. (4)
Here, we have introduced the Pauli matrices σˆz and τˆzn for
the qubit and for the n-th fluctuator, respectively. The
qubit and fluctuator energy splittings are ~ωQ and ~ωn,
respectively, and the qubit-fluctuator couplings are ~Ωn.
The sign function, s(t), alternates between s(t) = ±1 at
times tm = t1, t2, t3, . . . , ts−1, accounting for a sequence
of fast pi-pulses, ending at t = ts [see Fig. 1(d)]. Here we
will focus on free-induction decay (no pi-pulse) and Hahn
echo (a single pi-pulse),45 but this notation also allows
for a direct extension to other pulse sequences, including,
e.g., Carr-Purcell46 or Uhrig dynamical decoupling.47 Re-
taining only the Ising-like terms ∼ σˆz τˆzn in the qubit-
fluctuator Hamiltonian is justified within a secular ap-
proximation, in which the qubit and typical fluctuator
splittings are assumed to be large compared to the rel-
evant couplings, ~ωQ, ~ωn  ~Ωn. The fluctuator-bath
interaction HˆnFB and bath Hamiltonian Hˆ
n
B are left un-
specified for now. Microscopic forms for these Hamilto-
nians are considered in Secs. IV and V, where we ana-
lyze fluctuator equilibration dynamics for specific physi-
cal systems.
To set up a perturbative expansion, we define Vˆ ′ ≡
Vˆ − 〈Vˆ 〉F and Hˆ ′0(t) ≡ Hˆ0(t) + 〈Vˆ 〉F , where Hˆ0 and Vˆ
are defined in Eq. (2). The expectation values 〈·〉F are
taken with respect to the initial state of the fluctuators.
We then move to the interaction picture, taking Vˆ ′ as
a perturbation (i.e., for a general operator Oˆ, OˆI(t) =
U†0 (t)OˆU0(t), U0(t) = exp
[
−i ∫ t
0
dt′Hˆ ′0(t
′)/~
]
). We thus
-1
1
FIG. 1. (Color online) (a) A qubit (Q) is coupled to an en-
semble of independent fluctuators. Each fluctuator (Fn) is
itself coupled to an independent bath (Bn). (b) A two-level
fluctuator. Because of the interaction with its bath, the two-
level fluctuator is excited at the rate γ↑ and relaxes at the rate
γ↓. (c) Two-level fluctuators can be, e.g., two localized states
(represented by the green wave functions) between which a
charge can tunnel. (d) The qubit evolves under the influence
of sharp control pi-pulses.
have
Vˆ ′I (t) =
1
2
~ξˆ(t)s(t)σˆz, (5)
and we have introduced the noise operator
ξˆ(t) =
∑
n
Ωn
[
τˆzn,I(t)− 〈τˆzn〉F
]
. (6)
Our goal is to evaluate the coherence factor parametrized
by a pulse sequence s,
Cs(ts) =
∣∣∣〈Sˆ+(ts)〉∣∣∣ / ∣∣∣〈Sˆ+(0)〉∣∣∣ , (7)
where 〈Sˆ+(ts)〉 = [〈σˆx(ts)〉+ i〈σˆy(ts)〉] /2 is the off-
diagonal element of the qubit density matrix in the σˆz
eigenbasis. Under quite general conditions, Eq. (7) can
be accurately evaluated using a Magnus expansion.48–50
The leading-order term in the Magnus expansion de-
scribes dynamics under the action of the time average
of Vˆ ′I (t). This leading-order term will always dominate
at sufficiently short time or for sufficiently rapid fluctua-
tions in the noise operator (see Appendix A). Assuming
a large number of independent fluctuators, ξˆ(t) becomes
a source of Gaussian noise due to the central-limit theo-
rem. Conditions for Gaussian noise to dominate over the
leading non-Gaussian corrections to the qubit coherence
factor are discussed in Appendix A. We will also assume
that the noise is stationary, i.e., that the fluctuators are
in a steady state. If, in addition, the initial state of the
fluctuators and the qubit is separable, the coherence fac-
tor is given by
Cs(ts) = e
− 12
∫ ts
0
dt1
∫ ts
0
dt2s(t1)s(t2)g(t1−t2), (8)
g(t) = 〈ξˆ(t)ξˆ(0)〉, (9)
3where s→ ∗ for free-induction decay and s→ e for Hahn
echo. In Appendix A, we consider subleading corrections
to the leading-order Magnus expansion and Gaussian ap-
proximation. These corrections set limits on the range of
validity of Eq. (8).
In the frequency domain, Eq. (8) becomes51–54
Cs(ts) = exp
[
−
∫ ∞
−∞
dν
S(ν)
ν2
F s(νts)
]
, (10)
where the noise spectrum S(ν) and filter function F s(νts)
are given by
S(ν) =
1
2pi
∫ ∞
−∞
dt eiνtg(t), (11)
F s(νts) =
ν2
2
∣∣∣∣∫ ts
0
dts(t)eiνt
∣∣∣∣2 . (12)
A natural way to describe a compressed-exponential
decay [Eq. (1)] is to postulate a 1/f -like noise
spectrum,3,5,40,52
S(ν) =
A
|ν|β , (13)
with a general exponent β. Such a spectrum can also
be justified from noise-spectroscopy measurements.55,56
Inserting the 1/f -like spectrum, Eq. (13), into Eq. (10)
leads directly to a compressed-exponential decay [Eq. (1)]
with stretching parameter α and coherence time T s2 given
by
α = 1 + β, (14)
T s2 =
(
2A
∫ ∞
0
dx
F s(x)
xα+1
)−1/α
. (15)
T s2 exists when the integral in Eq. (15) converges, i.e.,
when α < 2 for free-induction decay (since F ∗(x) ∝ x2
for x → 0) and when α < 4 for Hahn echo (since
F e(x) ∝ x4 when x → 0). One consequence of Eq. (13)
is that the stretching parameter α depends only on the
noise spectrum through the exponent β [Eq. (14)], not
on the pulse sequence s. This procedure provides a
satisfying and useful relationship between the stretch-
ing parameter α, coherence time T s2 , and pulse sequence
s. However, ultimately, Eq. (13) amounts to a (non-
unique) reparametrization of the observed compressed-
exponential decay and does not necessarily provide addi-
tional insight into the relevant physical processes or fur-
ther predictive power. An alternative approach, which
we take here, is to directly evaluate fluctuator dynamics
from plausible microscopic interactions.
Equation (8) shows that for a given pulse sequence,
Cs(ts) is entirely determined by the autocorrelation func-
tion g(t) of the fluctuator-induced noise. To evaluate this
autocorrelation function, we consider the regime where
the fluctuator dynamics are described by a Markovian
master equation. The evolution of a fluctuator is Marko-
vian when the fluctuator equilibrates with its local bath
on a time scale τn that is long compared to the bath corre-
lation time τncB. Typically, τ
n
cB is set by the inverse band-
width of bath excitations. When τn  τncB ∀n, the evo-
lution of the fluctuators is described by a Lindblad-form
master equation. Assuming, as illustrated in Fig. 1(a),
that each fluctuator is coupled to an independent bath,
the reduced density matrix, ρˆn, for fluctuator n evolves
according to
˙ˆρn(t) = Lnρˆn(t), (16)
Ln· = − i~ [Hˆ
n
F , ·] + γn↑D[τˆ+n ] ·+γn↓D[τˆ−n ]·, (17)
where D[Xˆ]Oˆ = XˆOˆXˆ†− 12 (Xˆ†XˆOˆ+ OˆXˆ†Xˆ) and where
γn↑ and γ
n
↓ are the excitation and relaxation rates for
fluctuator n [see Fig. 1(b)]. In the above equation, and
throughout this paper, the centerdot (“·”) represents an
arbitrary operator upon which the relevant superoper-
ator is applied. Using Eq. (17), it is then straightfor-
ward to evaluate g(t) with the usual multitime averaging
formula.57 Under the stationary-noise assumption, the
autocorrelation function of the resulting noise becomes
that of a mixture of independent Ornstein-Uhlenbeck
processes,58,59
g(t1 − t2) =
∑
n
∆ξ2ne
−|t1−t2|/τn . (18)
Here, ∆ξn is the amplitude of the noise induced by fluctu-
ator n and τn is the associated equilibration time. These
parameters are related directly to the excitation (relax-
ation) rates γn↑(↓) and couplings Ωn through
∆ξ2n = Ω
2
n
4γn↑ γ
n
↓
[γn↑ + γ
n
↓ ]2
, (19)
1/τn = γ
n
↑ + γ
n
↓ . (20)
We note that Eqs. (18) to (20) would be unchanged if a
pure dephasing term ∝ D[τˆzn]· were added to Eq. (17).
As is well known, a mixture of Ornstein-Uhlenbeck
processes, Eq. (18), can approximate 1/f noise with
an appropriately chosen distribution of amplitudes and
equilibration times.11,12,60–62 It is not, however, gener-
ally necessary to approximate a 1/f -like noise spectrum
[Eq. (13)] to find a coherence factor Cs(ts) that approx-
imates a compressed-exponential decay. As we illustrate
numerically below, even a Lorentzian noise spectrum as-
sociated with a single equilibration time τ = τn results
in an approximate compressed-exponential decay over a
wide parameter range.
III. FUNCTIONAL FORM OF THE
COHERENCE FACTOR
Substituting the noise autocorrelation function
[Eq. (18)] into the coherence factor [Eq. (8)] with the
4function s(t) for either free-induction decay (s → ∗) or
Hahn echo (s→ e) gives the closed-form expressions,54,63
Cs(ts) = exp [−fs(ts)] , (21)
fs(ts) =
ts
T2M
−
∑
n
∆ξ2nτ
2
n h
s(ts/τn), (22)
1/T2M =
∑
n
∆ξ2nτn, (23)
where
h∗(x) = 1− e−x, (24)
he(x) = e−x − 4e−x/2 + 3. (25)
We define T s2 to be the 1/e decay time of C
s(t) through
fs(T s2 ) = 1. (26)
The form of Cs(ts) as given in Eq. (21) does not gen-
erally describe a pure compressed-exponential decay, ∼
exp [− (t/T2)α]. However, we will show that Eq. (21)
can approximate a compressed exponential over a wide
parameter range. We therefore define a time-dependent
stretching parameter αs(ts) such that, instantaneously,
fs(ts) = (ts/T
s
2 )
αs(ts) and introduce a typical value αs
of the stretching parameter at the 1/e decay time,
αs(ts) =
d log fs(ts)
d log(ts/T s2 )
, αs ≡ αs(T s2 ). (27)
The functions f e(ts) and α
e(ts) are shown in Figs. 2(a)
and 2(b) assuming τn ≡ τ ∀n. The coherence factor can
then be replaced by Cs(ts) ' exp[−(ts/T s2 )α
s
] with small
corrections when αs(ts) varies slowly for ts in the vicinity
of T s2 .
The coherence factor behaves very differently in ei-
ther the “slow-noise” or “fast-noise” regime. These two
regimes are determined by the ratio of the correlation
time τc [the decay time of the noise autocorrelation func-
tion g(t)] to the coherence time, T s2 . We define the cor-
relation time τc through
64
τc ≡
∫∞
0
dtg(t)t∫∞
0
dtg(t)
=
∑
n ∆ξ
2
nτ
2
n∑
n ∆ξ
2
nτn
, (28)
where the second equality follows directly from Eq. (18).
The slow-noise regime is given by T s2 < τc. In this
regime, g(t) is slowly-varying in Eq. (8) over the time
scale of interest (∼ T s2 ). Expanding g(t) around t = 0 and
keeping the leading nontrivial correction in Eq. (8) then
gives the compressed-exponential form in Eq. (1), with
α = αs and T2 = T
s
2 for decoupling sequence s, consistent
with known results for Gaussian spectral diffusion due to
classical noise,63
α∗ = 2, 1/T ∗2 =
(
1
2
∑
n ∆ξ
2
n
) 1
2 , (T ∗2  τc), (29)
αe = 3, 1/T e2 =
(
1
12
∑
n ∆ξ
2
n/τn
) 1
3 , (T e2  τc). (30)
In the opposite (fast-noise) regime, T s2 & τc, we eval-
uate T s2 and α
s from Eqs. (26) and (27). Neglecting
exponentially small corrections in T s2 /τc & 1, we find the
coherence times
T ∗2 =
(1 +
∑
n ∆ξ
2
nτ
2
n)∑
n ∆ξ
2
nτn
, (T ∗2 & τc), (31)
T e2 =
(1 + 3
∑
n ∆ξ
2
nτ
2
n)∑
n ∆ξ
2
nτn
, (T e2 & τc), (32)
and stretching parameters
αs = 1 + βs, (33)
β∗ =
∑
n
∆ξ2nτ
2
n, (T
∗
2 & τc), (34)
βe = 3
∑
n
∆ξ2nτ
2
n, (T
e
2 & τc). (35)
In contrast with the result from an assumed 1/f -like
spectrum in Sec. II, here the stretching parameter αs is
sensitive to the pulse sequence s. In fact, the parameters
βs for echo and free-induction decay are related by a uni-
versal factor of three in the fast-noise regime, βe ' 3β∗.
Equations (29) to (35) provide a complete analytical
description of both the coherence time T s2 and form of
decay (through αs) in either the slow-noise or fast-noise
regime. This description can be related to a microscopic
model of fluctuator dynamics through the noise ampli-
tudes ∆ξ2n and equilibration times τn. In particular,
T s2 and α
s will inherit temperature dependences asso-
ciated with the fluctuator excitation (relaxation) rates
γn↑(↓) through Eqs. (19) and (20). In the rest of this pa-
per, we will evaluate these temperature dependences for
physically relevant microscopic mechanisms and connect
fluctuator dynamics to qubit coherence through Eqs. (29)
to (35). Since the qubit coherence time T s2 and noise
correlation time τc typically have distinct temperature
dependences, tuning the bath temperature will typically
induce a transition between the slow-noise (T s2 < τc) and
fast-noise (T s2 & τc) regimes.
To describe the transition from the slow-noise to the
fast-noise regime, it is useful to define a dimensionless
parameter that controls a Markov approximation:
η ≡ τc
T2M
=
∑
n
∆ξ2nτ
2
n. (36)
When η  1 (the fast-noise limit), a Markov approx-
imation gives exponential decay (αs = 1), with T ∗2 '
T e2 ' T2M. In the opposite (slow-noise) limit, η →∞, we
recover the results of Eqs. (29) and (30).
While the coherence factor exhibits a simple form in
either the slow-noise or fast-noise limit, it is less clear
how to simply describe the decay in the intermediate
regime η ∼ 1. It is, however, straightforward to numer-
ically verify the assumed compressed-exponential form{
Cs(ts) = exp
[−(t/T s2 )αs]}. To simplify the analysis,
we assume a single equilibration time for all fluctuators,
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FIG. 2. (Color online) Approximate compressed-exponential
form of Ce(ts) when τn ≡ τ ∀n. (a) The slope of fe(ts) in
log-log scale gives αe(ts) [see Eq. (27)]. (b) We approximate
Ce(ts) ' exp[−(ts/T e2 )α
e
] by taking αe ≡ αe(T e2 ). When
αe(T e2 ) ' 3 (in the slow-noise limit, where T e2 /τ  1 is in the
blue area), decay is faster than exponential and T e2 is given
by Eq. (30). When αe(T e2 ) ' 1 (in the fast-noise limit, where
T e2 /τ  1 is in the red area), the decay is purely exponential
and T e2 ' T2M is given by Eq. (23). (c-e) Comparison of the
exact (solid black line) and compressed-exponential (dashed
red line) forms of Ce(ts). (c) η = 10, (d) η = 0.1, (e) η = 0.01.
(f) Maximum error made by taking Ce(ts) ' exp[−(ts/T e2 )α
e
]
with αe ≡ αe(T s2 ), Eq. (38). Dots correspond to (c-e).
τn ≡ τ ∀n, corresponding to a pure Lorentzian noise
spectrum S(ν). In this case, Eq. (22) reduces to
fs(ts) = η
[
ts
τ
− hs(ts/τ)
]
. (37)
In Figs. 2(c-e), we compare Ce(ts) with exp[−(ts/T e2 )α
e
]
for a fixed correlation time τ and a range of η. For a
given value of η, the maximum error made in replacing
Cs(ts) by the compressed-exponential form is
εmax ≡ max
ts∈[0,∞[
{|Cs(ts)− exp[−(ts/T s2 )α
s
]|}. (38)
In Fig. 2(f), we plot εmax as a function of η. Dots in
Fig. 2(f) indicate the three values of η corresponding to
Figs. 2(c-e). The error, εmax, is maximized for η ' 0.1,
the value taken for Fig. 2(d). Even in this worst case, the
difference between the exact and compressed-exponential
forms of Ce(ts) is small (εmax ' 0.06). Thus, while the
microscopic analysis presented here leads, in general, to a
complex functional form [Eq. (21)], this functional form
will likely be indistinguishable from a compressed expo-
nential in many experiments.
FIG. 3. (Color online) Tunneling processes between localized
electron states and a continuum of delocalized states. (a)
Direct tunneling. This first-order process is only allowed if
|n − µ| . kBT , where n is the energy of the localized state
for fluctuator n and µ is the chemical potential of the electron
reservoir. (b) Cotunneling between pairs of localized states
forming a fluctuator n. This second-order process occurs if
|αn − βn| . kBT .
IV. ELECTRON BATHS
In this section, we consider charge fluctuators de-
scribed by Anderson impurities. These impurities can
equilibrate through tunnel coupling to a continuum of
delocalized electronic states in a reservoir (the bath).
The electron reservoirs are held in thermal equilibrium
with occupation described by a Fermi-Dirac distribution
nF() = 1/{exp[( − µ)/kBT ] + 1} at a common tem-
perature T and chemical potential µ. As illustrated in
Fig. 3, we consider both first-order (direct tunneling) and
second-order (cotunneling) processes. Qubit decoherence
due to fluctuators tunnel-coupled to an electron reservoir
has been considered previously in, e.g., Refs. 36–39, and
65.
A. Direct tunneling
In the first-order process (direct tunneling), we assume
that each impurity n is coupled to an independent bath
through a Fano-Anderson model.66 We then have
HˆnF =
∑
σ
ndˆ
†
nσdˆnσ, Hˆ
n
B =
∑
kσ
kcˆ
†
knσ cˆknσ, (39)
HˆnFB =
∑
kσ
(
t∗kncˆ
†
knσdˆnσ + tkndˆ
†
nσ cˆknσ
)
. (40)
For each fluctuator n, we have introduced dˆ
(†)
nσ and cˆ
(†)
knσ,
the annihilation (creation) operators for the localized
and delocalized states, respectively. The corresponding
eigenenergies are n and k. The spin index is σ ∈ {↑, ↓}
and tkn is the amplitude for tunneling between the im-
purity and the continuum. Assuming strong Coulomb
blockade for each impurity (due, e.g., to a large on-
site charging energy), we restrict to the space of singly-
occupied (|α〉 ≡ |σ〉n) and empty (|β〉 ≡ |0〉n) states.
Thus, each impurity n is a two-level fluctuator with split-
ting ~ωn = n−µ. Each impurity can couple to the qubit
through the Coulomb interaction.33,67 Under these as-
sumptions, Eqs. (39) and (40) correspond to the physical
model of Eq. (2).
6In direct tunneling, we find the excitation (γn↑ ) and
relaxation (γn↓ ) rates of a given fluctuator using Fermi’s
golden rule,
γnα→β =
2pi
~
∑
if
ρ(i)|n〈βf |HˆnFB|α i〉n|2δ(~ωn + Ef − Ei),
(41)
where α and β are collective indices (including, e.g., both
spin and orbital degrees of freedom) labeling the initial
and final states of the fluctuator, i and f label the ini-
tial and final states of the bath with energies Ei and
Ef , respectively, and ρ(i) is the probability for the bath
to be initially in state i. In thermal equilibrium, this
probability distribution is given by the Fermi-Dirac dis-
tribution. We take the continuum limit
∑
k →
∫
dDel()
when summing over the initial and final bath states i and
f . Using Eqs. (19) and (20), we calculate the noise am-
plitudes ∆ξn and the fluctuator equilibration rates 1/τn
from γn↑ and γ
n
↓ . Summing the rates of the transitions
from the reservoir to the degenerate eigenstates |↑〉 and
|↓〉 then gives
∆ξ2n =
8Ω2ne
~ωn/kBT
(2 + e~ωn/kBT )2
, (42)
1
τn
=
2pi
~
Del(n)|tn(n)|2 2 + e
~ωn/kBT
1 + e~ωn/kBT
, (43)
where tn(n) is the tunneling amplitude tkn in the con-
tinuum limit. Equation (42) implies that the fluctuators
are frozen out and have exponentially small contribution
to qubit dephasing when ~|ωn| = |n − µ| > kBT , as ex-
pected from Fig. 3. In the opposite (high-temperature)
limit, kBT > ~|ωn|, we have ∆ξ2n ' 89Ω2n, giving a
maximal contribution to qubit dephasing. In this high-
temperature limit, Eq. (43) also gives an equilibration
rate that is approximately constant with temperature.
B. Cotunneling
In the second-order tunneling process (cotunneling),
we consider the case where two localized states with en-
ergies nα and nβ are coupled to the same electron reser-
voir n. We now have
HˆnF =
∑
lσ
nldˆ
†
lnσdˆlnσ, Vˆ
n =
∑
lkσ
(
t∗lkncˆ
†
knσdˆlnσ + H.c.
)
,
(44)
where l ∈ {α, β}. In this case, HˆnB is again given by
Eq. (39). When µ − ln > kBT ∀ l ∈ {α, β}, direct tun-
neling is forbidden. However, the cotunneling process
illustrated in Fig. 3 can still occur if βn − αn < kBT .
Each fluctuator n is then described by a pair of localized
states coupled to the same bath with fluctuator energy
splitting ~ωn = βn − αn. The fluctuator-bath Hamil-
tonian corresponding to the (second-order) cotunneling
1/τn
Direct tunneling ∝ 1
Cotunneling ∝ T
TABLE I. Temperature dependence of the equilibration rates
1/τn for electronic baths when ~ωn < kBT in the case of
first-order (direct) tunneling and second-order cotunneling.
In both cases, 1/τn is independent of the fluctuator splitting
ωn.
process is obtained using the Schrieffer-Wolff expansion.
To leading order in Vˆn, the effective Hamiltonian for this
process can be written as
HˆnFB =
1
2
[(
1
Ln0
Vˆ n
)
, Vˆ n
]
, (45)
where Ln0 · = [HˆnF + HˆnB, ·]. Using this fluctuator-bath
Hamiltonian, we evaluate excitation and relaxation rates
using Fermi’s golden rule, Eq. (41). As written, Eq. (45)
contains formal divergences (zero denominators) corre-
sponding to resonant cotunneling processes. These con-
tributions can be systematically regularized,68 leading to
exponentially small corrections in the limit µ − ln >
kBT ∀ l, which we assume here. Neglecting resonant
cotunneling in this limit, from the inelastic cotunneling
rates,69 we then find
1
τn
' 1
pi
∣∣∣∣ ~Γnµ− n
∣∣∣∣2 ωn coth( ~ωn2kBT
)
, (46)
Γn = 2piDel(µ)|tαn(µ)||tβn(µ)|/~, (47)
∆ξ2n = Ω
2
n sech
2 (~ωn/2kBT ) . (48)
Here, we have introduced n ≡ (αn + βn)/2. Eq. (46)
is valid up to corrections of order ∼ ~ωn/(µ − n).
The difference between ∆ξ2n given in Eq. (48) and that
given in Eq. (42) for direct tunneling arises from spin
degeneracy.70,71 As in the case discussed below Eq. (42),
Eq. (48) implies that ∆ξ2n decays exponentially for ~ωn >
kBT . However, from Eq. (46), for kBT > ~ωn the equili-
bration rate 1/τn now increases linearly with T .
Table I summarizes the distinct temperature depen-
dences obtained for 1/τn due to the two processes dis-
cussed in this section. These will be useful in Sec. VI,
when we evaluate the temperature dependences of T s2
and αs.
V. PHONON BATHS
In this section, we evaluate the amplitude ∆ξ2n and
equilibration time τn for fluctuators coupled to indepen-
dent phonon baths. For all processes considered in this
section, ∆ξ2n is given simply by Eq. (48), valid in the
absence of spin degeneracy. This expression can be de-
rived from Eq. (19) simply by assuming detailed balance
between γn↑ and γ
n
↓ . To evaluate τn, we will consider
7one-phonon direct, and two-phonon sum and Raman pro-
cesses, as indicated schematically in Figs. 4(a-c).
Each fluctuator consists of two impurity states |α〉 and
|β〉. These could be, e.g., two localized states in a dou-
ble well, as illustrated in Fig. 1(c), or the ground and
excited states of a single donor impurity. The energy
splitting between states |α〉 and |β〉 for fluctuator n is
~ωn ≡ βn − αn. Thus, the fluctuator and bath Hamil-
tonians for fluctuator n are
HˆnF =
∑
lσ
nldˆ
†
lnσdˆlnσ, Hˆ
n
B =
∑
qλ
~ωqλaˆ†qnλaˆqnλ, (49)
where aˆ
(†)
qnλ annihilates (creates) a phonon with wave
vector q in branch λ of the phonon bath n. We work
within the regime of validity of the envelope-function ap-
proximation for the impurity. We also assume acoustic
phonons with a linearized dispersion. We will focus on
two materials: GaAs and silicon. For either material,
ignoring anharmonic corrections, the fluctuator-bath in-
teraction is then given by
HˆnFB =
∑
σqλχ
∑
l 6=l′
AqλχS
n
χ,ll′(q)dˆ
†
nlσdˆnl′σ(aˆqnλ + aˆ
†
−qnλ),
(50)
where l, l′ ∈ {α, β}. In Eq. (50), we have introduced the
electron-phonon coupling strength
Aqλχ = A
d
qλχ − iApqλ, (51)
where d and p label the deformation and piezoelectric
contributions, respectively. The form of these contribu-
tions is given in Appendix B in terms of material pa-
rameters. In Eq. (50), we have also introduced the form
factor
Snχ,ll′(q) =
∫
dr|αχϕχ(r)|2Fn∗χl (r)Fnχl′(r)eiq·r, (52)
where ϕχ(r) is the Bloch amplitude with wave vector kχ
corresponding to the degenerate conduction-band mini-
mum (valley) χ, and Fnχl(r) is the corresponding envelope
function for impurity state l of fluctuator n. αχ is the
coefficient for valley χ appearing in the wave function∑
χ αχF
n
χl(r)ϕχ(r) of impurity state l.
The coupling between pairs of impurity states is sup-
pressed if they are separated by more than the impurity
size, `imp, describing the extent of the envelope Fχl(r)
[see Eq. (55), below]. Here, we assume `imp satisfies
`imp < ~vλ/kBT ∀ λ, (53)
where vλ is the phase velocity of branch λ. Under the
above condition, the typical phonon wavelength 2pi/qth ∼
hvλ/kBT is much longer than the spacing between cou-
pled impurity states. The form factor Snχ,ll′(q) defined in
Eq. (50) can then be approximated in the small-q (long-
wavelength) limit,
Snχ,ll′(q) ' i|αχ|2q · ℘χnll′ , (54)
℘χnll′ =
∫
dr r|ϕχ(r)|2Fn∗χl (r)Fnχl′(r), (55)
where ℘χnll′ is the transition dipole matrix element be-
tween states l and l′. To obtain Eq. (54), we have used
the first non-vanishing term of a Taylor expansion around
q = 0. This amounts to neglecting phonon-bottleneck
effects,72 which suppress the contribution from short-
wavelength (high-energy) phonons having a typical wave-
length on the order of the impurity spacing. For vλ =
3070 m/s (the smallest phase velocity among all the rel-
evant branches in GaAs and silicon) and T = 100 mK,
Eq. (53) implies that these bottleneck corrections can be
neglected when `imp < 2 µm.
At higher temperature or in the presence of a non-
thermal source of phonons, it may be necessary to ac-
count for the full q-dependence in Eq. (52). This can
be done, in principle, although the resulting temperature
dependences will generally be more complicated, not de-
scribed by the robust power laws we find here in the
low-temperature limit.
A. Direct (one-phonon) processes
Figure 4 illustrates the fluctuator-phonon processes
considered in this section. In the leading-order pro-
cess, the fluctuator absorbs or emits a phonon with fre-
quency ωqλ = ωn [see Fig. 4(a)]. The equilibration
rate corresponding to this process is obtained from the
coupling Hamiltonian, Eq. (50), using Fermi’s golden
rule, Eq. (41). In GaAs, the conduction band has a
unique minimum (a single valley), such that αχ = δχ,1
in Eq. (54). In contrast, the conduction-band minimum
of bulk silicon is six-fold degenerate. For silicon, we
take αχ = 1/
√
6 ∀ χ, consistent with the ground state
for donor impurities.73,74 Other choices of αχ would not
change the final temperature dependence of the equilibra-
tion rate. We also assume the transition dipole matrix el-
ement to be valley-independent, ℘χnll′ = ℘
n
ll′ ∀ χ. Valley-
independence of ℘nll′ amounts to neglecting anisotropy of
the envelope functions Fnχl(r) and thus of the effective
mass.73 With the above assumptions, we find the equili-
bration rate for the direct process
1
τDn
=
[
1
3
Ξ2
(
ωn
vLA
)4
+
4
35
(
1 +
4
3
ζ2
)(ee14
ε
)2( ωn
vLA
)2]
× 9pi
~
ωn
matω3D
|℘nαβ |2 coth
(
~ωn
kBT
)
, (56)
where ζ = vLA/vTA, with vLA and vTA the phase veloci-
ties of the longitudinal and transverse acoustic branches,
respectively. Equation (56) assumes the piezoelectric ten-
sor for a zincblende-structure material, such as GaAs.
For this structure, the only non-vanishing tensor element
is e14 (in Voigt notation). Silicon is not piezoelectric,
resulting in e14 = 0. We have also introduced the De-
bye frequency ωD, the elementary charge e, the mass per
lattice atom mat, and the static dielectric constant ε. In
GaAs, Ξ = a(Γ1c) ' −8.6 eV, where a(Γ1c) is the volume
8FIG. 4. (Color online) Coupling of a fluctuator consisting of
two localized electron states interacting with a phonon bath.
We consider transitions up to second order in the electron-
phonon interaction. (a) Direct phonon absorption. (b) Ex-
citation due to the two-phonon sum process. (c) Raman ex-
citation. (a-c) We also include the corresponding relaxation
processes (not shown). (d) Equilibration rate for a fluctua-
tor coupled to phonons through the deformation and piezo-
electric mechanisms, calculated with Eqs. (56) to (58). Solid
red line: GaAs lattice. Dashed blue line: silicon lattice. In
GaAs,74,76,77 Ξ = a(Γ1c) = −8.6 eV, e14 = −0.16 C/m2,
vLA = 5210 m/s, vTA = 3070 m/s, ~ωD/kB = 360 K,
and ε = 12.9 ε0. In silicon, Ξ = Ξd +
1
3
Ξu, Ξd = 5 eV,
Ξu = 8.77 eV, e14 = 0, vLA = 9040 m/s, vTA = 5400 m/s,
and ~ωD/kB = 640 K. For both GaAs and silicon, we take
|℘nαβ | = 1 nm, ℘n0 = 10 nm, ~ωn = 10 neV, and ~ωγ =
1 meV.
deformation potential for the conduction-band minimum.
In silicon, Ξ = Ξd +
1
3Ξu, where Ξd and Ξu are deforma-
tion potentials at zone boundaries.74,75
B. Two-phonon processes
We now consider the second-order processes stemming
from the coupling Hamiltonian, Eq. (50). We first con-
sider the two-phonon sum process. In this case, two
phonons with frequencies satisfying ωqλ + ωq′λ′ = ωn
are simultaneously absorbed or emitted [see Fig. 4(b)].
We also include the Raman process, in which a phonon
in mode qλ is absorbed and another is emitted in mode
q′λ′, with the constraint ωqλ−ωq′λ′ = ωn [see Fig. 4(c)].
Both of these second-order processes require the presence
of an auxiliary third level |γ〉n, with energy splittings rel-
ative to states |α〉n and |β〉n denoted by ~ωnαγ and ~ωnβγ .
We obtain the effective Hamiltonians for these second-
order processes using the leading-order Schrieffer-Wolff
expansion, Eq. (45), taking Vˆ n = HˆnFB from Eq. (50).
In general, resonant denominators arise in these second-
order processes for ωqλ = ω
n
αγ , ω
n
βγ . We neglect contri-
butions from these resonances, which are exponentially
Deformation (∼ Ξ) Piezoelectric (∼ e14)
Direct, 1/τDn ∝ ω4n × T ∝ ω2n × T
Sum, 1/τΣn ∝ ω9n × T 2 ∝ ω5n × T 2
Raman , 1/τRn ∝ T 11 ∝ T 7
TABLE II. Power-law dependences of each contribution to
the fluctuator equilibration rates 1/τn on ωn and kBT for the
electron-phonon interaction when ~ωn < kBT .
suppressed for ~ωnαγ , ~ωnβγ  kBT .78,79 We then evalu-
ate the corresponding fluctuator equilibration rates using
Fermi’s golden rule, Eq. (41). For ~ωn < kBT , we find
the temperature and fluctuator-splitting dependences of
the sum and Raman processes shown in Table II. Explic-
itly, the equilibration rate for the Raman process is
1
τRn
' (2pi)
7(℘n0 )
4
(~ωnγ )2m2atω6D
[
15pi4
11
Ξ4
v8LA
(
kBT
~
)11
+
18pi2
175
(
Ξ
ee14
ε
)2 1 + 43ζ2
v6LA
(
kBT
~
)9
+
27
8575
(ee14
ε
)4 (1 + 43ζ2)2
v4LA
(
kBT
~
)7]
, (57)
where we have introduced ωnγ = (1/ω
n
αγ + 1/ω
n
βγ)
−1 and
(℘n0 )
4 = |℘nαγ |2|℘nγβ |2 + |℘nαγ · ℘n∗γβ |2.
The equilibration rate for the sum process is given
by Eq. (C1) in Appendix C. Comparing Eq. (C1) with
Eq. (57), we immediately see that the prefactors are iden-
tical up to a factor of order one. Thus, using the ωn and
T dependences summarized in Table II, the condition for
the Raman process to dominate over the sum process can
be shown to be ~ωn < kBT . In other words, the Raman
process always dominates over the sum process for fluc-
tuators that participate significantly to qubit dephasing.
Thus, we neglect the sum process in the rest of this paper,
regardless of the material. In contrast, the condition for
the Raman process to dominate over the direct process
does depend on the relevant material parameters.
In Fig. 4(d), we plot the total equilibration rate,
1
τn
=
1
τDn
+
1
τRn
, (58)
as a function of temperature. The solid red (dashed blue)
line shows the equilibration rate for a fluctuator in GaAs
(silicon). For either material, Fig. 4(d) illustrates a typi-
cal crossover from a low-temperature rate dominated by
the direct (one-phonon) process 1/τn ' 1/τDn ∝ T to
a high-temperature rate dominated by the two-phonon
Raman process (1/τn ' 1/τRn ∝ T 7 for piezoelectric cou-
pling and 1/τn ' 1/τRn ∝ T 11 for deformation-potential
coupling; see Table II).
From Eq. (56), the piezoelectric contribution domi-
nates in the direct (one-phonon) process when ωn < ω
D
crit
9where
ωDcrit =
√
12
35
(
1 +
4
3
ζ2
)
e|e14|
ε
vLA
Ξ
. (59)
For the Raman process, the piezoelectric mechanism
dominates [see Eq. (57)] when T < Tcrit, where
Tcrit =
1
2pi
(
11
35
)1/4 ~ωDcrit
kB
. (60)
From Eq. (60), kBTcrit < ~ωDcrit. Thus, for fluctuators
that contribute significantly to qubit dephasing (having
~ωn < kBT ), if the piezoelectric contribution dominates
in the Raman process (T < Tcrit), then it also domi-
nates for direct absorption and emission: ~ωn < kBT <
kBTcrit < ~ωDcrit. Using the GaAs parameters given in
Fig. 4, the piezoelectric contribution then dominates in
both the direct (one-phonon) and two-phonon Raman
processes if T < 1.0 K. Thus, in GaAs, the crossover
from piezoelectric to deformation-potential mechanisms
occurs at
Tcrit = 1.0 K [GaAs]. (61)
This feature is indeed visible in Fig. 4(d). Quite signif-
icantly, Tcrit depends only on material parameters and
is therefore completely independent of the details of the
fluctuators themselves.
In summary, all qualitative differences between the re-
sults for GaAs and silicon in Fig. 4(d) arise for T <
Tcrit(GaAs), where the piezoelectric contribution domi-
nates in GaAs.
VI. COHERENCE TIME AND STRETCHING
PARAMETER FROM MICROSCOPIC MODELS
In this section, we use the expressions for ∆ξ2n and
1/τn found from microscopic models in Secs. IV and V
to find the temperature dependences of T s2 and α
s. We
first proceed numerically, which allows us to access the
full temperature range. We then find explicit analytical
expressions in either the slow-noise (τc  T s2 ) or fast-
noise (τc . T s2 ) regime. We finally discuss implications
for the interpretation of experiments.
A. Numerical evaluation
For numerical evaluation, we take the fluctuator fre-
quency ωn to vary inhomogeneously between fluctuators,
but take all other parameters (tunnel couplings, form fac-
tors, fluctuator-qubit couplings) to be approximately in-
dependent of n. Taking the continuum limit of Eqs. (22)
and (23) for a large number of fluctuators [
∑
n →
∫
dω,
∆ξn → ∆ξ(ω), τn → τ(ω)] then gives
fs(ts) =
ts
T2M
−
∫ ∞
0
dωD(ω)∆ξ2(ω)τ2(ω)hs[ts/τ(ω)],
(62)
1/T2M =
∫ ∞
0
dωD(ω)∆ξ2(ω)τ(ω), (63)
where D(ω) is the fluctuator density of states. The qubit
coherence time T s2 is then given directly from the nu-
merical solution of Eq. (26) and the stretching param-
eter αs is given by Eq. (27). The resulting tempera-
ture dependences strongly depend on the density of states
D(ω). Here, we assume a near-constant density of states
D(ω) ' D(0) for ω . kBT/~, where the integrand car-
ries appreciable weight [the integral in Eq. (62) is cut
off by ∆ξ2(ω) ∼ e−~ω/kBT at large frequency].80 In sys-
tems where a non-constant density of states is expected or
measured, this could easily be incorporated in Eq. (62),
above.
We use the numerical method described above to eval-
uate T e2 and α
e as a function of temperature T ac-
counting for the two-phonon Raman [Figs. 5(a),(b)] and
direct-tunneling [Figs. 5(c),(d)] processes. A measure-
ment of the distinct temperature dependences shown
in Fig. 5 could be used to distinguish different micro-
scopic mechanisms. In Figs. 5(a),(b), the red solid lines
show the temperature dependences expected in GaAs,
where piezoelectric coupling to phonons dominates for
T < Tcrit ' 1.0 K, but the deformation mechanism
dominates for T > Tcrit. The blue dashed lines in
Figs. 5(a),(b) show the expected behavior for silicon,
where only the deformation mechanism is relevant. The
transition between distinct power-law dependences in T e2
shown in Figs. 5(a),(c) occurs in the crossover regime,
when τc/T
e
2 ∼ 1. Unlike Tcrit, discussed above, the
temperature scale determining this crossover is gener-
ally non-universal, depending on the specific details of
the fluctuators and their coupling to the qubit. The
distinct upturn in T e2 at large T in Fig. 5(a) is due to
motional averaging; the Raman mechanism leads to a
strong reduction in the noise correlation time at large T
(τc ∝ 1/T 7 or τc ∝ 1/T 11), which cannot be compen-
sated by the slow growth in the noise amplitude (∝ T )
for a constant density of states. The result is a fast av-
eraging of the noise and a resulting increase in coherence
time T e2 . It should be possible to observe such an up-
turn experimentally when other high-temperature qubit-
dephasing mechanisms can be suppressed. These mech-
anisms may arise, e.g., from direct coupling of the qubit
to phonons, resulting in exponentially-activated pure de-
phasing from single-phonon absorption and emission,41
or from strongly temperature-dependent pure-dephasing
rates due to multi-phonon processes.42,43
For all processes investigated here, there is a crossover,
as a function of temperature, from the fast-noise (Marko-
vian) limit, τc/T
e
2  1, in which αe ' 1, to the slow-noise
limit, τc/T
e
2  1, where αe ' 3 (see Sec. III). Strikingly,
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FIG. 5. (Color online) Hahn-echo coherence time T e2 and cor-
responding stretching parameter αe (a) Coherence time from
the Raman phonon process in GaAs (solid red line) and sili-
con (dashed blue line). (b) Corresponding stretching param-
eter. (c) Coherence time for the direct tunneling process. (d)
Corresponding stretching parameter. (a-b) Material parame-
ters take the same values as given in the caption of Fig. 4 for
GaAs and silicon. For the Raman process, we choose ℘nαβ = 0,
℘n0 = 100 nm, ~ωnγ = 200 µeV, and D(0)Ω2n = 1 × 103 s−1
∀n. These numbers are chosen to give T e2 ∼ 1 µs and αe ' 1
for T ∼ 100 mK, consistent with Ref. 3. The decay is given
by a compressed exponential with αe > 1 at low temper-
ature, but becomes exponential (αe = 1) at higher tem-
perature. (c-d) For the direct tunneling process, we choose
D(0)Ω2n = 1× 102 s−1 and 2pi~ Del(αn)|tn(αn)|2 = 106 s−1 ∀
n. The behaviors of T e2 (T ) and α
e(T ) are radically different
for the Raman mechanism and tunneling mechanism, which
makes them easily distinguishable. As explained in the main
text, various other qubit dephasing channels can become rele-
vant at higher temperatures, possibly obscuring the crossovers
seen here in any given experiment.
for the Raman process, the crossover is from the slow-
noise to the fast-noise limit with increasing temperature
[Fig. 5(b)]. In contrast, the tunneling process leads to
a crossover from fast- to slow-noise with increasing tem-
perature [Fig. 5(d)]. In the case of the Raman process,
the fast-noise limit is naturally reached at large tempera-
ture because of the rapid decrease of the noise correlation
time (τc ∼ 1/T 7 or τc ∼ 1/T 11) in combination with an
increase in T s2 due to motional averaging (see the discus-
sion above). For the tunneling process, the correlation
time saturates at high temperature τc ∼ τn ∝ const.
(see Table I), while the amplitude of the noise increases
as progressively more fluctuators satisfying ~ωn . kBT
contribute, leading to a decrease in T s2 and a correspond-
ing transition to the slow-noise limit τc/T
s
2  1 at high
temperature.
B. Slow- and fast-noise regimes
As described above, given sufficient microscopic infor-
mation, it is possible to make quantitative predictions
for the temperature dependence of the qubit coherence
time T s2 and stretching parameter α
s. To do this, we
would need a good description of the relevant transition
dipole matrix elements ℘nαβ or tunnel couplings tαn() as
well as the fluctuator density of states and microscopic
material-specific parameters. When the specific impuri-
ties associated with charge noise can be identified, it may
be possible to estimate or measure these quantities. In
many experiments, however, it may be difficult to estab-
lish the specific source of charge noise and the associated
parameters. In this case, we can still make strong analyt-
ical predictions about the scaling of T s2 with temperature
in either the fast-noise (τc . T s2 ) or slow-noise (τc  T s2 )
regime.
We allow the qubit-fluctuator couplings Ωn, dipole
matrix elements ℘nαβ , etc. to vary generally with n.
However, to make analytical progress, we assume that
these parameters are approximately independent of ωn
for ωn . kBT/~ where ∆ξ2(ωn) is appreciable. To de-
termine the simple scaling behavior, we replace the ex-
ponential dependence ∆ξ2(ωn) ∼ e−~ωn/kBT with a hard
cutoff at ~ωn = kBT . Taking the continuum limit of
Eq. (23) for the fast-noise limit (τc  T s2 ) then gives
1
T ∗2
=
1
T e2
=
1
T2M
∝
∫ kBT/~
0
dω D(ω)τ(ω, T ). (64)
With the same assumptions, we perform the continuum
limit in Eqs. (29) and (30) for the slow-noise limit (τc 
T s2 ), giving
1
T ∗2
∝
[∫ kBT/~
0
dω D(ω)
]1/2
, (65)
1
T e2
∝
[∫ kBT/~
0
dω
D(ω)
τ(ω, T )
]1/3
. (66)
From Eqs. (34) to (36) for βs and η, we also have, in the
fast-noise regime
βs ∝ η ∝
∫ kBT/~
0
dω D(ω)τ2(ω, T ). (τc . T s2 ) (67)
In the slow-noise limit, the inhomogeneously broad-
ened decay time T ∗2 is independent of the fluctuator equi-
libration time τn. This decay time is therefore indepen-
dent of the specific microscopic mechanism giving rise
to fluctuator dynamics and can be used to measure the
frequency dependence of the fluctuator density of states.
Indeed, taking D(ω) = D0ω
a, Eq. (65) gives
1/T ∗2 ∝ T
a+1
2 , [τc  T s2 ] (68)
where we have assumed a > −1. Thus, the scaling with
temperature of 1/T ∗2 in the slow-noise regime can be used
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Fast noise (Markovian, τc  T s2 ) Slow noise (τc  T s2 ) Crossover (τc . T s2 )
Process 1/T ∗2 = 1/T
e
2 = 1/T2M 1/T
∗
2 1/T
e
2 β
s ∝ η αs
Direct tunneling ∝ T ∝ T 1/2 ∝ T 1/3 ∝ T ↑
Cotunneling ∝ 1 ∝ T 1/2 ∝ T 2/3 ∝ T−1 ↓
Direct (deformation) ∝ T−17/2 ∝ T 1/2 ∝ T 2 ∝ T−39/2 ↓
Direct (piezoelectric) ∝ T−4 ∝ T 1/2 ∝ T 4/3 ∝ T−11 ↓
Raman (deformation) ∝ T−10 ∝ T 1/2 ∝ T 4 ∝ T−21 ↓
Raman (piezoelectric) ∝ T−6 ∝ T 1/2 ∝ T 8/3 ∝ T−13 ↓
TABLE III. Temperature dependence of the coherence factor Cs(ts) ' exp[−(ts/T s2 )α
s
] for a qubit coupled to fluctuators
interacting with either an electron bath (first two rows) or a phonon bath (last four rows). We give the coherence-time
temperature dependences for both free-induction decay (s→ ∗) and Hahn echo (s→ e) in the limits of fast noise (Markovian,
τc  T s2 ) and slow noise (τc  T s2 ). In the crossover regime, we also give the temperature dependence of βs = αs − 1 for
τc . T s2 . The last column indicates whether αs increases (↑) or decreases (↓) as a function of temperature T . All these results
are obtained for a near-constant fluctuator density of states D(ω) ' D(0) for ω . kBT/~. Different densities of states could
easily be accounted for using Eqs. (65) to (67). Predictions for the two-phonon sum process are absent since, for ~ωn < kBT ,
these processes are always negligible relative to the Raman processes (see Sec. V).
to determine a under the assumption that fluctuator pa-
rameters other than ω (i.e. Ωn, ℘
n
αβ , etc.) are approxi-
mately frequency-independent for ω . kBT/~.
In Tables I and II, we give the ω and T dependences
of 1/τ for all fluctuator-bath processes considered in this
paper. Substituting these dependences into Eqs. (64) to
(66) and assuming a constant fluctuator density of states
(a = 0) gives the power-law scalings for T s2 shown in Ta-
ble III. These scalings are consistent with those obtained
numerically in Fig. 5. Similar tables could easily be built
for different values of a, i.e., for non-constant fluctuator
densities of states.
In Fig. 6, we plot βe = αe − 1 as a function of tem-
perature for the Raman process [Fig. 6(a)] and direct
tunneling [Fig. 6(b)]. We evaluate Eqs. (62) and (63)
numerically with the same assumptions and parameters
as described in the caption of Fig. 5. These numerical
results are represented in Fig. 6 by circles and triangles.
The analytical predictions of Table III are also plotted
as straight lines. As expected from the discussion above
Eq. (31), these analytical results only substantially devi-
ate from exact numerical calculations when βe ' 3η ∼ 1,
corresponding to τc ∼ T e2 . Indeed, when η → ∞ (the
slow-noise limit), Eq. (67) predicts an unbounded growth
of βs, while, from Eqs. (29) and (30), βs saturates to
1(2) for free-induction decay (Hahn echo). However, for
τc > T
s
2 , Eq. (67) and the corresponding power laws in
Table III still give the trends in αs [increasing (↑) or de-
creasing (↓)] shown in Table III.
In Table III, all processes we have considered can be
distinguished from a combined measurement of the tem-
perature dependence of T s2 and β
s. From this table, it
should be possible to rule out specific fluctuator noise
mechanisms based on a measurement of T s2 and α
s as a
function of temperature.
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FIG. 6. (Color online) Parameter βe = αe − 1. (a) Raman
process. Black circles (black triangles): βe for GaAs (silicon),
from the numerical method of Eqs. (26), (27), and Eqs. (62),
(63). Solid red line (dashed blue line): analytical temperature
dependence for τc . T s2 from Table III for GaAs (silicon). (b)
Direct tunneling. Red circles: numerical method. Solid black
line: analytical prediction. Assumptions and microscopic pa-
rameters are the same as in Fig. 5.
C. Relevance to experiment
To assess the usefulness of the approach described here,
we now consider an application to a recent experiment.
In Ref. 3, Dial et al. have observed coherence decay as a
function of temperature for a qubit defined by singlet and
triplet spin states in a two-electron double quantum dot
in GaAs. These measurements revealed an approximate
linear dependence of the inhomogeneously broadened de-
cay time, T ∗2 ∝ A − BT , with α∗ = 2 for temperatures
between ∼ 50 mK and ∼ 250 mK. This behavior may be
compatible with any dependence T ∗2 ∝ 1/T
a+1
2 given by
Eq. (68) with a > −1. Thus, a more precise measure-
ment of T ∗2 as a function of temperature may establish
the specific form of the fluctuator density of states in this
experiment.
Under the assumption of a constant fluctuator density
of states [D(ω) ∼ ωa with a = 0], we attempt to apply
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the results of Table III to describe the experimental re-
sults of Ref. 3. In Ref. 3, the authors measured T e2 (T )
and αe(T ) and found that: (i) T e2 (T ) ∝ T−γ with γ ∼ 2
for the whole temperature range of the experiment, (ii)
βe decreases monotonically as T increases from ∼ 50 mK
to ∼ 150 mK, and (iii) βe . 0.7 for the whole temper-
ature range, corresponding to the fast-noise regime, in
which τc . T e2 . In this regime, Eqs. (32) and (35) yield
T e2 ' T2M/(1 + βe) ∼ T2M up to a correction O(βeT2M).
The first column of Table III should then accurately re-
flect the trend in T e2 (T ) in the fast-noise regime, consis-
tent with βe → 0. For all phonon mechanisms, we find
that T e2 increases with temperature for τc . T e2 , while
the data from Ref. 3 exhibit the opposite trend. The
only mechanism in Table III for which T e2 correctly de-
creases when T increases in the fast-noise regime is di-
rect tunneling. However, for this process, βe increases
monotonically with temperature, in contradiction with
the experimental data of Ref. 3. Therefore, under the
assumption of a constant density of states, none of the
physical processes displayed in Table III can, alone, ex-
plain all the observations listed above.
One of the assumptions behind Table III may be vio-
lated in the context of Ref. 3. Here, we review the as-
sumptions and limitations leading to this table. To begin
with, it may be that the true fluctuator density of states
was not constant in the experiment of Ref. 3. A pre-
cise measurement of T ∗2 in the slow-noise regime can be
used to establish the true frequency dependence of the
fluctuator density of states through Eq. (68). In addi-
tion, for phonon mechanisms, we have assumed a long-
wavelength limit to establish the low-frequency behavior
of the fluctuator equilibration rates. From Eq. (53), this
assumption may be violated for fluctuators with large
extended orbital states, or at high temperatures, lead-
ing to phonon-bottleneck effects.72 Finally, we have as-
sumed that the dominant dephasing mechanism results
from coupling to charge fluctuators. It is, of course, possi-
ble that other decay channels become relevant. For exam-
ple, in the presence of an independent extrinsic Marko-
vian dephasing process, the coherence factor takes the
form
Ce(ts) = exp
[
− ts
T ′2
−
(
ts
T s2
)αs]
. (69)
In the above equation, T s2 and α
s are the decay time
and stretching parameter for the fluctuator processes pre-
sented here, while T ′2 is the decay time due to an addi-
tional Markovian dephasing process acting directly on
the qubit. At high temperature, many extrinsic dephas-
ing mechanisms (not related to charge fluctuators) may
become relevant (these may be due, e.g., to coupling to
phonons42,43,81). The first term in Eq. (69) may then
dominate over the second. To ensure that the fluctuator
mechanisms presented in this paper are the dominant
source of dephasing, it may be necessary to understand
and suppress alternative sources of dephasing (by, e.g.,
working at sufficiently low temperature). Alternatively,
when these alternate sources of dephasing are well un-
derstood, a combined formula such as Eq. (69) could be
used to extract the values of T s2 and α
s associated with
fluctuator dynamics, even in the presence of extrinsic de-
phasing mechanisms.
To further illustrate how Eq. (69) can be used to iden-
tify interactions at the origin of fluctuator dynamics, we
apply it to the analysis of the data from Ref. 3. We
take T e2 to be the Hahn-echo decay time for one of the
fluctuator processes of Table III in the slow-noise limit
(in which αe = 3). When T ′2 < T
e
2 , the contribution to
qubit decay of the extrinsic Markovian process dominates
over the contribution of the fluctuators. We then find the
qubit decay time T2 including both fluctuator and extrin-
sic processes. We do so by setting the argument of the ex-
ponential in Eq. (69) equal to one and solving for ts ≡ T2
using an expansion in increasing powers of T ′2/T
e
2 . Sub-
stituting the resulting expression for T2 in the definition
of the stretching parameter α, Eq. (27), we find the form
of β including both processes (fluctuator and extrinsic)
to leading order in T ′2/T
e
2 . We take T2 ' T ′2 ∝ T−δ for
the extrinsic dephasing mechanism, with δ the exponent
obtained from the experiment of Ref. 3, and T e2 ∝ T−γ ,
with γ the appropriate exponent for the relevant fluctu-
ator mechanism from Table III. We then find, to leading
order in T ′2/T
e
2 ,
β ∝ T 3(γ−δ). (70)
The decreasing trend for β(T ) observed in Ref. 3 from
∼ 50 mK to ∼ 150 mK is thus reproduced for γ < δ.
For δ = 2, as written in Ref. 3, the decreasing trend
for β(T ) is consistent with all the fluctuator mechanisms
from Table III in the slow-noise limit except for the Ra-
man processes (from either piezoelectric or deformation
mechanisms). However, for 100 mK< T < 200 mK, Ko-
rnich et al have predicted Markovian decay of singlet-
triplet coherence at a rate ∝ T 3 due to two-phonon
processes including spin-orbit coupling (see Fig. 3 of
Ref. 43). This behavior is compatible with the experi-
mental data of Ref. 3 in the relevant temperature range
(100 mK< T < 200 mK). Taking δ = 3 in Eq. (70) im-
plies that the observed decreasing trend for β(T ) with
T < 100 mK becomes compatible with all the fluctua-
tor mechanisms in Table III except the Raman process
due to deformation coupling to phonons. With the help
of Eq. (70) and knowing δ from a precise measurement
of T2(T ) in the fast-noise regime, γ could be estimated
through a precise measurement of β as a function of T ,
allowing for further identification of fluctuator processes.
VII. CONCLUSIONS
We have described qubit dephasing due to two-level
fluctuators undergoing equilibration dynamics with ei-
ther electron or phonon reservoirs. Even for a Lorentzian
noise spectrum, which arises naturally for two-level fluc-
tuators, the qubit coherence factor is well approximated
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by a compressed exponential exp[−(ts/T s2 )α
s
]. In con-
trast with the situation for 1/f noise,40,52 here the
stretching parameter αs depends on the chosen pulse se-
quence s and obeys a universal relation, (αe − 1)/(α∗ −
1) ' 3, in the fast-noise regime, in which T s2 & τc.
We have determined the explicit temperature depen-
dences for the stretching parameter αs and coherence
time T s2 from several microscopic mechanisms giving rise
to fluctuator equilibration dynamics. These mechanisms
include direct tunneling and cotunneling between local-
ized electronic states and an electron reservoir. We have
also considered coupling of two-level charge fluctuators
to a phonon bath. In the latter case, we have allowed
for direct phonon absorption and emission, as well as the
two-phonon sum and Raman processes. We have found
that different fluctuator-bath processes lead to distinct
temperature dependences for T s2 and α
s. A measure-
ment of the predicted temperature dependences should
thus allow to experimentally distinguish between physi-
cal processes at the origin of fluctuator noise, providing
an additional tool to suppress charge noise.
ACKNOWLEDGMENTS
We acknowledge financial support from NSERC, CI-
FAR, FRQNT, INTRIQ, and the W. C. Sumner Foun-
dation.
Appendix A: Corrections to the leading-order
Magnus expansion and the Gaussian approximation
The discussion in Sec. II applies when the fluctuator
dynamics are well described by the leading term in the
Magnus expansion under a Gaussian approximation. In
this Appendix, we derive the leading-order corrections to
the formulas of Sec. II and find a simple condition for
which these corrections can safely be neglected.
Using the Magnus expansion, the interaction-picture
time-evolution operator corresponding to the perturba-
tion given by Eq. (5) is (taking t ≡ ts to simplify the
notation)
Uˆ(t) = exp
[
−i
∞∑
m=1
Hˆ
(m)
M (t)
]
. (A1)
Here, the term Hˆ
(m)
M (t) results from m integrals of m −
1 nested commutators involving the interaction-picture
perturbation V ′I (t). When the perturbation is sufficiently
weak, contributions with large m will be suppressed since
Hˆ
(m)
M (t) = O
(
Vˆ ′I (t)
m
)
. Explicit expressions for the first
few orders of the Magnus expansion can be found in the
literature.48,50,82 To evaluate the coherence dynamics of
the qubit, we calculate
〈σˆ+(t)〉 = eiφ(t)tr[Uˆ†(t)σˆ+Uˆ(t)ρˆ(0)], (A2)
with φ(t) given by
φ(t) = ω′Q
∫ t
0
dt1s(t1), (A3)
ω′Q = ωQ +
∑
n
Ωn〈τˆzn〉. (A4)
Even-order terms in the Magnus expansion are propor-
tional to (σˆz)2m = 1 while odd-order terms are propor-
tional to (σˆz)2m+1 = σˆz. Thus, we have
Uˆ†(t)σˆ+Uˆ(t) = eiLM(t)σˆ+, (A5)
LM(t)· = 1
2
[
Hˆoddξ (t)σˆ
z + Hˆevenξ (t), ·
]
, (A6)
where we have introduced Hˆoddξ (t) =
∑∞
m=0 Hˆ
(2m+1)
ξ (t)
and Hˆevenξ (t) =
∑∞
m=0 Hˆ
(2m)
ξ (t). Each Hˆ
(m)
ξ (t) is the m-
th order term in the Magnus expansion associated with
Vˆξ(t) ≡ s(t)~ξˆ(t). Expanding eiLM(t) in a Taylor series
around LM(t) = 0 and applying every resulting term on
σˆ+, we find a recursion relation that leads to
Uˆ†(t)σˆ+Uˆ(t) = eiLξ(t)σˆ+, (A7)
Lξ(t)· = 1
2
[{
Hˆoddξ (t), ·
}
+
[
Hˆevenξ (t), ·
]]
. (A8)
Crucially, Lξ(t) does not act on the space of qubit oper-
ators. We define the coherence factor C˜(t) through
〈σˆ+(t)〉 = 〈σˆ+(0)〉C˜(t), (A9)
where C˜(t) contains phase information, and is related
to the coherence factor given in the main text through
C(t) = |C˜(t)|. For an initially separable state ρˆ(0) =
ρˆQ(0) ⊗ ρˆFB(0), Eq. (A2) combined with Eq. (A7) then
gives
C˜(t) = eiφ(t)〈eiLξ(t)〉, (A10)
〈eiLξ(t)〉 ≡ trFB
[(
eiLξ(t)1
)
ρˆFB(0)
]
. (A11)
Since the qubit experiences noise due to many uncor-
related fluctuators, we expect a cumulant expansion to
converge rapidly. To perform the cumulant expansion,
we rewrite 〈eiLξ(t)〉 in terms of δLξ(t) = Lξ(t)− 〈Lξ(t)〉:
〈eiLξ(t)〉 = ei〈Lξ(t)〉〈eiδLξ(t)〉 = ei〈Lξ(t)〉eχ, (A12)
χ =
∞∑
p=1
(−1)p+1
p
∑
m1,...,mp
p∏
i=1
〈[iδLξ(t)]mi〉
mi!
, (A13)
where the sums over mi range from 1 to ∞. Eq. (A13)
defines an expansion in increasing powers of Lξ(t), while
Lξ(t) is itself obtained from the Magnus expansion asso-
ciated with s(t)~ξˆ(t). Terms of common powers of ξˆ(t)
can then be collected. Up to and including O(ξˆ(t)4), we
find
C˜(t) = ei[φ(t)+φ3(t)] exp [−f2(t)− f4(t)] , (A14)
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where φ(t) is given by Eq. (A3),
φ3(t) =
〈
Hˆ
(3)
ξ (t)
〉
+ i4
〈[
Hˆ
(2)
ξ (t), Hˆ
(1)
ξ (t)
]〉
− 16
〈
[Hˆ
(1)
ξ (t)]
3
〉
, (A15)
and
f2(t) =
1
2
〈
[Hˆ
(1)
ξ (t)]
2
〉
, (A16)
f4(t) = − 18
[
1
3
〈
[Hˆ
(1)
ξ (t)]
4
〉
−
〈
[Hˆ
(1)
ξ (t)]
2
〉2]
+ 12
〈{
Hˆ
(3)
ξ (t), Hˆ
(1)
ξ (t)
}〉
+ i24
〈{
Hˆ
(1)
ξ (t),
[
Hˆ
(2)
ξ (t), Hˆ
(1)
ξ (t)
]}〉
+ i12
〈[
Hˆ
(2)
ξ (t), [Hˆ
(1)
ξ (t)]
2
]〉
. (A17)
The leading-order term in the expansion of Eq. (A13)
is given by Eq. (A16) and corresponds to the first-order
Magnus expansion under the Gaussian approximation.
Eq. (A17) gives the first subleading term in |C˜(t)|. The
corrections given by Eq. (A17) come both from the non-
Gaussian nature of ξˆ(t) and from the fact that ξˆ(t) does
not generally commute with itself at different times.
All the terms in Eq. (A17) involve correlators of the
form 〈ξˆn1(t1)ξˆn2(t2)ξˆn3(t3)ξˆn4(t4)〉. Following from the
definition given in Eq. (6) when the initial state of the
fluctuators is factorizable [ρFB(0) =
∏
n ρ
n
FB(0)], the op-
erators ξˆn(t) for the noise due to single fluctuators have
the following properties
〈ξˆn(t)〉 = 0, (A18)
〈ξˆn1(t1)ξˆn2(t2)〉 = δn1,n2〈ξˆn1(t1)ξˆn1(t2)〉, (A19)
〈[ξˆn(t1), ξˆn(t2)]〉 = 0. (A20)
The last property in Eq. (A20) comes from Eq. (18). In
addition, when the evolution of each fluctuator is given by
a Markovian master equation of the form of Eq. (17), we
find from the standard formula for multitime averaging57
〈ξˆn(t1)ξˆn(t2)ξˆn(t3)ξˆn(t4)〉
=
[
∆ξ4n + ∆ξ
′4
n e
−|t2−t3|/τn
]
e−|t1−t2|/τne−|t3−t4|/τn
(A21)
where we have introduced
∆ξ′4n = 16Ω
4
n
γn↑ γ
n
↓ (γ
n
↑ − γn↓ )2
(γn↑ + γ
n
↓ )4
. (A22)
Substituting the detailed-balance relation γn↑ /γ
n
↓ =
exp(−~ωn/kBT ) into Eq. (A22), which we substitute
again in Eq. (A21), we find an approximate upper bound
for the fourth-order correlation function in Eq. (A21):
〈ξˆn(t1)ξˆn(t2)ξˆn(t3)ξˆn(t4)〉 . ∆ξ4ne−|t1−t2|/τne−|t3−t4|/τn ,
(A23)
for ~ωn < kBT , neglecting factors of order 1. In
Eq. (A23), ∆ξn is given by Eq. (48). Substituting
Eqs. (A18) to (A20) and Eq. (A23) into Eq. (A17), we
find expressions for the upper bound on fs4 (t), the first
subleading correction to |C˜(t)| for dynamical-decoupling
sequence s. Taking the fast-noise limit (τc  T s2 ), and
taking a typical value t ∼ T s2 , we drop exponentially
small corrections in t/τn ∼ T s2 /τc. The inequality for
fs4 (t) then becomes, for both free-induction decay and
Hahn echo,
fs4 (t) .
∑
n
∆ξ4nτ
3
nt ∀ s. (τc  T s2 ) (A24)
In the opposite, slow-noise limit (τc  T s2 ), we expand
the upper bound on fs4 (t) in a Taylor series around t/τn =
0. Keeping only the leading term, we find
f∗4 (t) .
∑
n
∆ξ4nt
4, (τc  T s2 ) (A25)
|f e4(t)| .
∑
n
∆ξ4nt
5
τn
. (A26)
Typically, approximately N fluctuators will contribute to
qubit dephasing, with N defined by
N ≡
(∑
n ∆ξ
2
n
)2∑
n ∆ξ
4
n
= 4
(1/T ∗2,sl.)
4∑
n ∆ξ
4
n
, (A27)
where T ∗2,sl. is the free-induction decay time in the slow-
noise limit, Eq. (29). Assuming that τn varies slowly with
n for ~ωn . kBT , we replace τn → τc in Eqs. (A24) to
Eq. (A26), τc being given by Eq. (28). Also using the
definition of N given by Eq. (A27), we find
fs4 (t) .
1
N
(
τc
T ∗2,sl.
)3
t
T ∗2,sl.
∀ s, (τc  T s2 ) (A28)
f∗4 (t) .
1
N
(
t
T ∗2,sl.
)4
, (τc  T s2 ) (A29)
f e4(t) .
1
N
t5
(T ∗2,sl.)4τc
. (A30)
As explained in Sec. III, the leading term f2(t) in the
combined Magnus and cumulant expansion is well ap-
proximated by f2(t) ' (t/T s2 )αs . This leading term
then dominates over the subleading contribution given
by Eqs. (A28) to (A30) when (taking t ∼ T s2 and ne-
glecting factors of order 1)
N  1 ∀ s, (τc  T s2 ) (A31)
N  1, (free-induction decay, τc  T s2 ) (A32)
N  τc/T e2 . (Hahn echo, τc  T s2 ) (A33)
To obtain Eq. (A31), we have used Eqs. (23) and (29)
to express T ∗2,sl. in terms of τc and T2M, replacing again
τn → τc. Similarly, to obtain Eq. (A33), we have used
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Eqs. (29) and (30) to express T ∗2,sl. in terms of τc and T
e
2
in the slow-noise limit.
Eq. (A33) shows that the minimum number of fluc-
tuators required for the leading term f2(t) to dominate
over the subleading term can become arbitrarily large
in the limit τc/T
e
2 → ∞, corresponding to fluctuators
with a vanishing equilibration rate. This result is con-
sistent with the results of Ref. 83, in which the authors
showed that the Hahn-echo coherence factor for a qubit
coupled to a two-level fluctuator with a switching rate
1/τn  ∆ξn shows a strong non-Gaussian behavior.
Non-Gaussian corrections to the qubit coherence factor
have also been considered in Ref. 52 for various dynami-
cal decoupling sequences.
When the criteria given by Eqs. (A31) to (A33) are
satisfied, the leading contribution to |C˜(t)| (correspond-
ing to the theory explained in Sec. II) dominates over the
subleading term.
Appendix B: Electron-phonon coupling strength
Introducing a deformation potential tensor Ξχ for each
conduction band minimum, the deformation contribution
to Aqλχ is
66,74
Adqλχ =
1
2
√
~
2ρυωqλ
∑
ij
Ξχij(qiξ
j
qλ + qjξ
i
qλ), (B1)
where ρ is the mass density of the sample and υ its vol-
ume. We have also introduced ξqλ, the vector indicat-
ing the propagation direction of the phonon mode qλ
with angular frequency ωqλ. The effect of shear strains
on the single conduction-band minimum of GaAs is neg-
ligible relative to the effect of volume dilations.74 The
deformation-potential tensor for GaAs thus reduces to
Ξij = δija(Γ1c) ' −8.6 eV. In silicon, there are six
conduction-band minima at k-points along the six direc-
tions equivalent to [100], at roughly 85 % of the distance
to the the Brillouin-zone boundary.74 We label these min-
ima as ±x, ±y, and ±z. Using these labels, the silicon
deformation-potential tensor takes the form74,75
Ξχij = δijΞd (B2)
+
∑
s=±
(δχ,sxδixδjx+δχ,syδiyδjy+δχ,szδizδjz)Ξu, (Si)
where Ξd ' 5 eV and Ξu ' 8.77 eV.74
Crystalline silicon is not piezoelectric since the dia-
mond lattice has inversion symmetry. In contrast, GaAs
has a zincblende structure, for which the piezoelectric
contribution is84
Apqλ = 2e
√
~
2ρυωqλ
e14
ε
qxqyξ
z
qλ + qyqzξ
x
qλ + qzqxξ
y
qλ
q2
,
(B3)
where e is the elementary charge, e14 is the 14 element
of the piezoelectric tensor in Voigt notation, and ε is the
static dielectric constant of the material.
Appendix C: Fluctuator equilibration rate for the
phonon sum process
The fluctuator equilibration rate for the phonon sum
process is
1
τΣn
'
[
Ξ4
560
ω9n
v8LA
+
9
1225
(
Ξ
ee14
ε
)2(
1 +
4
3
ζ2
)
ω7n
v6LA
+
27
6125
(ee14
ε
)4(
1 +
4
3
ζ2
)
ω5n
v4LA
]
2pi(℘n0 )
4(kBT )
2
~4(ωnγ )2m2atω6D
.
(C1)
The symbols in the above equation are defined below
Eqs. (56) and (57).
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