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Abstract: In this article we develop a class of unusual polynomial iterations, of built-in arbitrary order r, for the 
extraction of k th roots. Special attention is paid to the construction of efficient initialization techniques, devised to 
enhance convergence. 
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1. Introduction 
In [l] Breuer and Zwas developed an elementary derivation of an unusual family of pob- 
nomial iterations, of built-in second and third order, for efficient extraction of k th roots. The 
iterations being division-free, they are rather favorable for high precision computations (see [2]), 
yet do not appear to be well-known. The subject matter in [l] is specifically designed for use in a 
mathematical laboratory, at the pre-calculus and co-calculus levels, whose unique role in 
mathematical education is set forth in [3]. Accordingly, only elementary algebraic means are 
employed throughout. The order (second or third) of each iteration is predesigned, thus dictating 
its construction, and a rigorous error-decay analysis is carried out, stemming from the very 
construction of the iterations. 
Given any positive number d whose k th root we wish to compute, we may represent it in the 
form 
d=s.(2k)m, k=2,3 ,..., (1) 
where 1 < s < 2k and 1z1 is an appropriate integer, positive or negative. The representation (1) is 
obtained from the usual binary one by an appropriate binary shift. Taking k th roots in (l), we 
obtain 
implying that it is sufficient to compute p = ‘& in the reduced range 1 B s < 2”. Of course we will 
then have 
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Next we quote from [l], for future reference, the relevant second and third order results. The 
second order iterative formula for the computation of p = sljk appears as 
X n+1= 
_ LXk+l + k+lx 
ks ’ k ll’ 
Moreover, for the initial approximation 
OQ-x0&, xg>o, 
we have 
IX 
k+l 
n+1- P I G -g x, - P 12> 
which in turn leads to 
exhibiting the second order error decay, provided X < 2/( k + 1). 
x,, > 0, satisfying the initialization from below 
The third order iterative formula is of the form 
X 
k+l 2k+l 
n+l 
Z-X 
2k2s2 n 
x+1 k+l+ 
--X 
k2s n 
(k + 1)(2k + 1) x 
2k2 
nr 
and satisfies 
lx n+1- PIG 
@+1)(=+1),X _pl3 
6 n > 
which in turn leads to 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
exhibiting the third order error decay, provided h <: \/6/]( k + 1)(2k + l)] . It is clear that x0 
must be, chosen in some judicious manner so that X in (5) is sufficiently small, or else (7) and 
(10) are not meaningful. Appropriate initialization procedures bearing on this issue have been 
discussed in [l] and will be recalled in Section 3. 
The third order iterations (8) are somewhat more efficient than the second order ones in (4) 
but not as much as one might suppose at first. While fewer iterations are needed for a prescribed 
accuracy, this gain is achieved at the cost of additional computational complexity per iteration. 
For this reason, no polynomial iterations of order r > 4 ‘were considered in [I]. From a 
mathematical-educational laboratory instructor’s point of view, such elaboration might well be 
counter-productive. Moreover, since the analysis there is a limited to elementary algebraic 
manipulations, prohibitive labor would be involved. On the other hand, there appears to be 
theoretical interest in the construction of these unusual polynomial iterations for the extraction 
of k th roots, for all orders r > 2, using somewhat less elementary tools. It is to this goal that we 
turn our attention in the next section. 
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2. Iterations of rth order for kth roots 
A close look at the iterations (4) and (8) leads us to conjecture that for the general case r 3 2, 
the quantity (x, + i/xn) is a polynomial of degree (r - 1) in (X:/S). Indeed, we shall prove the 
following theorem. 
Theorem 1. The iterations 
i-2 2, 
in which 
r-1 
(-l)‘+‘n [l + (r- i)k] 
Ap= k”[l+(r~~;k](/,-I)!(r-p)!’ p=1323*..,r3 
satisfy 
(114 
@lb) 
02) 
where P(z) is a polynomial of degree (r - l)( k - 1) in z. 
Proof. Define polynomials F(z) and P(z) by 
F(z) = c Ap~(r-P)k+l - 1 = P(z)(z - l)‘, 
p=l 
03) 
where the coefficients A,, p = 1, 2,. . , , r are to be determined from the condition that F(z) be 
divisible by (z - 1)‘. Clearly we must have F”‘(1) = 0, j = 0, 1, . . . . r - 1. Hence we differentiate 
(13) successively (r - 1) times, evaluate the resulting expressions at z = 1 and use at each stage 
the information obtained at the previous stage. This leads to the following set of r equations for 
A,, for all pairs r, k $ 1: 
A, + A* + A3 + . ..+ A,_, + A,=1 
(r-l)kA, + (r-Z)kA, + (r-3)kA, + ... + kA,_, =-1 
[(r-l)k12A, + [(r-2)kJ2A2 + [(r-3)k]‘A3 + ... + k2A,_, 
(14) 
=1 
The solution of (14) may be found in a straightforward manner, using Vandermonde determi- 
nants. This procedure leads directly to (llb). 
Now we divide both sides of (lla) by p, subtract 1 from both sides, so that the resulting 
left-hand side of (lla) coincides with that of (12). That the right-hand sides will coincide as well 
follows trivially be setting z = x,/p in (13). This completes the proof of Theorem 1. q 
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Next we wish to show that the sequence { xn} in (11) converges to p. To this end, we define 
r-1 
n [l + (Y - i)k] 
B=B(r, k)= ;=t r! ) ( w 
and 
c= C(r, k) = ,$l;y;), ‘6 [l + (Y- i)k] = (++I B, (1W 
.I 1 k’-’ 
and we have the following theorem. 
Theorem 2. For 0 < x0 < p, the sequence {x,,} in (11) is an increasing bounded sequence, 
satisfying 
O<x,<x,+,<p, n=0,1,2... . 
Proof, By (lib), we may rewrite (13) in the form 
Differentiating (17), we reach 
F’(z) = C k (;I;)(-l)“‘(z”)” 
p=l 
= C~~ir~Tiq)(-l)q(l”).-l-q 
= C(zk - l)r-l, 
where C is defined in (15). 
It follows now that 
F(z) = - C/‘( tk - l)r-l dt, 
t 
06) 
07) 
(18) 
(19) 
since F(1) = 0. Next, let 0 < z < { < 1, and use the mean value theorem for integrals in (19), to 
reach 
F(z) = (-l)‘C/l(l - tk)r-l dt 
= (-l)‘Cj’(l - t)‘_‘(1 + t + t* + . . . +tk-‘)rpl dt 
z 
= (-y(l-z)‘(1+5+5:+ . . . +py, O<z<[<l. (20) 
In view of (15), this yields 
F(z)= ---/-(&z)‘(1+(+{‘+ -*- +{k-l)‘-l<o, o<z<{<l. (21) 
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Now we set z = x,/p in (13) and compare with (12). This yields 
FWP) =x,+,/P - 1, (22) 
and it follows from (21)-(22) that 
o<x,<p implies x,+i 4 p. (23) 
Consequently the sequence { xn} is bounded from above. Next we show that x, < x,+i. Consider 
the function 1 + F(z), for 0 < z d 1. By (13), 1 + F(z) = t for z = 0, 1, while (15) and (18) show 
that F’(z) > 0, F”(z) < 0 for 0 < z < 1. Accordingly, 
l+F(z)>z, O<Z<l, (24) 
since the graph of 1 + F(z) is convex from above. Setting z = x,/p in (24) and noting (22) we 
find 
x, < x,+1. (25) 
Combining (23) with (25) we reach (16) completing the proof of Theorem 2. •I 
Finally, we prove the following theorem. 
Theorem 3. The iterations (11) satisfy 
lx n+l-Pld~l%-Plr~ 
from which it follows that 
I xn -pl<B 
-l/(r--l)(B1/(l-l)h)r”, 
where 0 < p - x0 G A, and x0 > 0. They exhibit the rth order error decay, provided 
I% - p 1 <A < B-l’(r-l). 
Proof. Setting z = x,/p in (21), and noting (22) we reach 
IX n+1-PI& xn 
P I 
- P lr G B I x, - P IT> (29) 
(26) 
(27) 
(28) 
since p G 1, by (3). This confirms (26). 
Now let x,, > 0 be the initial approximation from below, satisfying (5). Then (29) implies 
I xn -p(<B 
1+r+r2+ “. +rfl-1x1’ 
= B(“-I)/(‘-‘IX” = B-‘/(‘-l)(B’/(‘-‘)X)~^, 
(30) 
completing the proof of Theorem 3. It is readily confirmed that Theorem 3 reduces to (4)-(10) 
for r = 2 and 3, respectively. 0 
It is clear that (28) is a rather stringent requirement for the r th order error decay to be 
exhibited by (27), certainly for large values of k. We must therefore try to design special 
initialization procedures, to which we turn our attention in the next section. 
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Initialization procedures 
Elementary algebraic manipulations show that 
1 _ < B-M-1) = r! 
k I I 
l/C+ 1) 
1 
r-l 
< _rl/(r-l) 
k . 
,g [1 + (r - Qkl 
(31) 
Hence, if we had a way of determining x,, > 0 such that ( x,, - p 1 d l/k, we would see from (28) 
and (31) that (27) is indeed of rth order, uniformly for all r. For very large k, however, this is 
almost tantamount to hitting upon the required root p directly. We must therefore resort to some 
specially designed procedure which will lead us to a good initial approximation. 
To begin with, we shall briefly recall an initialization procedure which has been employed in 
[l]. Consider the graph of y = silk in the relevant interval [l, 2k], and draw the secant line 
connecting the points (1, 1) and (2k, 2). This line, lying entirely below the graph except for the 
common end points, is given by 
1 2k - 2 
-----S+--- yb= 2k_l 2k-l’ 
whereas the tangent line to the curve, parallel to that secant line, has the equation 
1 
-)‘a= 2k_1 
and lies, of course, entirely above the graph, except for the point of tangency. It 
from (32) that if we initialize iterations for p = silk by 
xO =yb> 
this initialization is from below, and we find 
(32) 
(33) 
follows now 
(34) 
(35) 
Writing temporarily X = hk,we find A, < 0.084, A, < 0.162, A, < 0.232, i.e., xk < l/k, for k < 4. 
Hence (31) shows that with these values of A,, (27) converges for all r. Next, A, = 0.2946, to 
four significant figures, and though A, > l/5 = 0.2, so that (31) is of no help, we still see from 
(15) and (28) that convergence is obtained for r = 2 and r = 3, but not for r >, 4. Moreover, for 
k 2 6, (35) leads to no convergence at all in (27), even for r = 2. The well-known sensitivity of the 
error decay to the quality of the initialization is thus evident, and hence we briefly describe an 
improved technique. 
Consider again the graph of y = silk in [l, 2k], and select a point in its interior, say 
s = (3/2)k. In I1 = [l, (3/2)k] draw the secant joining the points (1, 1) and ((3/2)k, 3/2), as well 
as the tangent to the curve, parallel to that secant. Do the same in I, = [(3/2)k, 2k]. For I,, the 
secant is given by 
ybl = -& + 3 3”,: 1 ;L-’ ) (36) 
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and the tangent line appears as 
Zk-1 
yal = 3k _ 2k 
s+ k-1 3”_2k l/(x--1) 
- ___ 
k [ 1 k2k-’ . 
For 1*, the corresponding equations are 
2k-1 qk-’ _ 3k-’ 
Yh2 =p-s+6 
4k - 3k 4k-3k ’ 
and 
Y 
= ~-s+ k-I 4k- 3k 2k-’ . 1’(k-1) 
- 
i ) 
___ 
a2 
4k - 3k k k2k-’ 
Now for s E I1 we may initialize x0 = ybl, and find that 
while for s E I, we may initialize x0 = yb2, and obtain 
67 
(37) 
Direct calculations show that h(‘) -=z l/k for k = 2, 3,. . . ,7, so for s E 1, and k G 7, (27) 
converges for all r. Similarly, XC2’ -C l/k for k = 2, 3,. . . ,8, so for s E 1, and k < 8, (27) 
converges for all r. Thus (40)-(41) represent an improvement over (35), though for even higher 
values of k convergence will hold only for limited values of Y. The method may be slightly 
sharpened by optimizing the position of the interior point, common to I1 and 12. 
Rather than use a higher order polynomial initialization to achieve further improvement, we 
may use a low order, piecewise linear initial approximation to y = s”‘~, based upon two or more 
interior points. This simple, coumputationally cheap procedure supplies a good value for x0, 
whose accuracy will increase r-fold every time the efficient iteration (ll)-predesigned for this 
very purpose-is applied. 
4. A final remark 
As a final remark, we observe that polynomial iterations for root extraction may also be 
generated using more advanced methods, at least for r = 2 and 3, as has been pointed out in [l]. 
Indeed, the well-known Newton-Raphson iterative formula 
X n+l =X, -f(Xn>/f’(XA (44 
for the computation of a simple zero, p, of f(x) is of second order, provided the initial value x0 
is sufficiently close to p. A third order extension is given (see [4, Section 8.41) by 
f2kzlf”bn) fbn) 
X n+1= 
xn f’(XJ W(XJ13 . 
(43) 
When the above iterative formulas are applied to the function f(x) = xk - s, they generate the 
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standard second and third order iterations which are rational expressions in x,. However, if (42) 
and (43) are applied to 
f(x) = 1 - s/xk, (44) 
we obtain the polynomial iterations (4) and (8), respectively. 
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