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Prefazione
Questo Quaderno riproduce con qualche ampliamento le lezioni del corso
di Introduzione alla Teoria Ergodica che ho tenuto per i dottorandi del
Dipartimento. Era mia intenzione non mostrare tutti i possibili aspetti
della teoria, ma solo di fornire appunto un'introduzione; in questo spero, di
essere stato utile a chi segui le lezioni, almeno come guida alla letteratura.
Carlo Sempi
Lecce, 6 aprile 2005
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CAPITOLO l
I concetti fondamentali
1. Introduzione
Non è possibile introdurre la Teoria Ergodica senza fare cenno alle sue origini
fisiche.
La Teoria Ergodica rappresenta uno dei tentativi di spiegare le proprietà
termodinamiche dei sistemi macroscopici: vale a dire dei sistemi composti
da Wl numerO di particelle almeno pari al numero di AVOGADRO, 6 x 1023 ,
La disciplina che vuole di fatto dimostrare i principi della termodillami-
ca come teoremi a partire dalle equazioni della dinamica è la Meccanica
Statistica. In particolare, la Meccanica Statistica vuole spiegare come il
comportamento hTeversibile dei sistemi termodinamici, si pensi al secondo
principio clelia terrnodinamica, possa derivare dalle equazioni della dinamica
che sono reversibili. La letteratura scientifica dedicata alla meccanica sta-
tistica è veramente sterminata. Qui citiamo solo, per la termodinamica due
classici [16, 55] e [74], per la teoria cinetica ed il cosiddetto teorema H di
BOLTZMANN [12], per la meccanica statistica in generale [31, 62, 69]. Piu
specificamente per i fondamenti della meccanica statistica si può consultare
il libro di GIBBS 122] come un modo di porre i fondamenti in maniera as-
sai distante da quella proposta dalla teoria ergodica. Per l'approccio alla
meccanica statistica attraverso la teoria ergodica si vedano [37] e [15]. An-
che i fisici che preferiscono l'approccio alla meccanica statistica basato sulla
teoria degli ensembles introdotto da GIBBS e EINSTEIN, si veda, per esem-
pio [23], ritengono tuttavia che la teoria ergodica abbia fornito importanti
contributi ai fondamenti della teoria fisica.
Ricordiamo che, nella meccanica classica, lo stato di un sistema con n gradi
di libertà è descritto dalle n coordinate generalizzate q = (q[, . .. , qn) e dai
loro momenti coniugati p = (Pl,P2, ... ,Pn). Ogni stato di tale sistema è
cosi rappresentato da un punto P di coordinate (q,p) in un sottoinsieme di
R 2n detto spazio delle fasi. Il moto di tale punto rappresentativo, e, quindi,
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(j=1,2, ... ,n).
del sistema considerato, è retto dalle equazioni di HAMILTON
dqj aH dpj aH
dt = apJ' dt = aqj
Qui H è la (funzione) Hamiltoniana del sistema, che è indipendente dal
tempo t €, di solito, si esprime come la somma delFenergia cinetica I«p)
e dell'energia potenziale V(q). Detto Fo = (qo,Po) lo stato iniziale del
sistema, la soluzione delle equazioni di HAMILTON determina lo stato del
sistema per istante t > O
(q"p,) = T, (qO,po).
Si ottiene pertanto un semigruppo {T, : t 2 O} di trasformazioni,
Tt+ t , = Tt, Tt, l
sullo spazio delle fasi. Tale semigruppo di trasformazioni si dice flusso
hamiltoniano e gode della proprietà fondamentale espressa dal seguente
teorema.
TEOREMA 1.1 (di Liouville). Ilfiusso hamiltoniano {T,.} conserva la misura
di LEBESGUE À,2n nello spazio delle fasi: se A è un sottoinsieme mis'U.rabile
dello spazio delle fasi si ha, per ogni t 2 0,
À2n (A) = Àz,. (T, A) .
Nel seguito ci occuperemo esclusivamente di trasformazioni che conservano
la misura, adottando però uno schenla nei quali il tempo è discreto.
Se T : n ....oo.jo n è una trasformazione che conserva la misura, l'orbita {T7tw :
n E Z} del punto w E n rappresenta la storia completa di tale punto. Se f
è una grandezza fisica, passibile di misurazione, allora
f(w), f(Tw),···,f(rnw), ...
sono i valori di f in istanti successivi. Nella meccanica statisitca di un
sistema composto da piu (molte) particelle nessuna misurazione è istantanea
(si pensi solo alle collisioni molecolari) sicché ogni misurazione non riguarda
i valori istantanei, bensi una media temporale
n-l
.!:. Lf(Tnw),
n j=O
che è solitamente molto difficile, se non impossibile l da calcolare a causa del-
la mancanza della soluzione esplicita delle equazioni di HAMILTON. L'ipotesi
ergodica consite nella possibilità di sostituire la media temporale
. 1 n-l
hm - '" f (T" w) ,1"/.-+00 n L...Jj=O
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supposto che tale limite esista, con la media spaziale
3
Jf dI',
n
per la quale non occorrono le soluzioni dele equazioni del moto, ma basta
la conoscenza della "geometriall del sistema.
2. Trasformazioni che conservano la misura
DEFINIZIONE 2.1. Dati due spazi mensurali (n l ,F1,1'1) e (n2,F2,1'2), si
dice che una trasformazione T : 0 1 -lo O2
(i) è misurabile se appartiene alla tribu ;:1 l'immagine inversa medi-
ante T di ogni insieme di :F2, vale a dire se è T- 1 ;:2 C F 1 ,oppure,
equivalentemente, se T-l A E F1 per ogni insieme A di F2 ;
(ii) conserva la misura se T è misurabile e l'l (T- l A) = 1'2(A) per ogni
insieme A E F2.
Spesso si ha la situazione 0 1 = O2 = 0 , si considerano cioè trasformazioni
di uno spazio O in sé; inoltre spesso tanto MI quanto /-l2 sono misure di
probabilità.
Per indicare una trasformazione che conserva la misura si potrebbe ricorrere
alla notazione, assai pesante, T: (0I,F1,M1) ---+ (fh,F2 ,M2); tuttavia, ave
non sia possibile confusione tra le tribu e le misure in gioco, si scriverà
semplicemente T : 0 1 -lo O2 .
Se T : 0 1 -lo O2 e T' : O2 -lo 0 3 conservano la misura (tra i rispettivi spazi),
altrettanto fa la trasformazione composta 8 := T' o T : nl ~ n3 tra gli
spazi (nl , F l , l'Il e (n3, F3 , '"3); infatti, se A è un insieme di F3 si ha
1'1 (8-1A) = 1'1 [(T'O T)-l A] = 1'1 [(T-lo T'-l) A]
= 1'1 [T- l (T'-l A)] = 1'2 (T'-l A) = 1'3(A).
La definizione 2.1 è in pratica di applicazione piuttosto difficile. Sono perciò
utili i due teoremi che seguono e ai quali occorrerà premettere un richiamo.
Ricordiamo che si chiama semi-anello una famiglia S di sottoinsiemi di un
insieme non vuoto O tale che
(i) 0 E 5;
(ii) A, BE 5 ==> A n BE 5 (5 è stabile rispetto all'intersezione);
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(2.1)
(iii) per ogni coppia A e B di insiemi di 5 esistono insiemi disgiunti
di 5 tali che
Ricordiamo (si veda, per esempio, [38, Theorem 1.4], che l'anello R(5)
generato dal semi-anello S è composto da tutti, e soli, gli insiemi E che
possono essere espressi come l'unione
E = Ujl=tAj
di un numero finito di insiemi disgiunti di S.
TEOREMA 2.1. Siano (111,.l'I ,l'il e (112,.l'2,1'2) spazimensurali, sia 52 un
semi-anello contenuto in:F2 e sia T : n1 -t f!2 u.na trasformazione tale
che, per ogni insieme appartenente al semi-anello 52, T-l E appartenga
alla trib';'.l'I e tale che
(2.2)
Allora la (2.2) vale per tutti gli insiemi dell'anello R2 = R2 (52) generato
da 52.
DIMOSTRAZIONE. In virtu della (2.1), ogni insieme A di R 2 si può esprimere
come unione disgiunta di un numero finito di insiemi di S,
A = uj~IEj.
Pertanto
l'l (T- I A) ~ l'l [T- I (Uj'~IEj)] ~ l'l (Uj~IT-IEj ) ~ 2::>, (T- I E,)
j=1
n
= 2:>2 (Ej ) = 1'2 (U;'~IE,) = 1'2(A),
j=1
che stabilisce l'asserto. D
TEOREMA 2.2. Siano (11" .l'l, l'il e (112, .l'2 , 1'2) spazi mensurali, sia A2
un'algebra che genera la trib';' .l'2 , .l'2 = .l' (A2 ) e sia T : 111 --> 112 una
trasformazione tale che, per ogni insieme B di A 2 ,
(i) T-l B E .l'l
(ii) l'l (T- I B) = 1'2(B).
Allora T conserva la misura.
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DIMOSTRAZIONE. Si ponga
C:= {A E:F2 : T-I A E :F1, l'I (T-I A) = l'I(A)}
Da questa posizione segue che valgono le inclusioni A 2 C C C :F2 . Per
dimostrare che C = ;:2, basterà quindi dimostrare che vale l'inclusione:F2 C
C. La dimostrazione sarà conclusa quando si sarà dimostrato che C è una
classe monotona; infatti, il teorema della classe monotona (si veda, per
esempio, [25, Theorem 6-B]) assicura che sia:F2 C C. D
3. Esempi
ESEMPIO 3.1. La trasformazione identità I : O~ O, I w = w, per ogni
w E O, ovvimante conserva la misura sullo spazio (O,:F, J.h).
Prima di dare i prossimi esempi occorre richiamere le misura di HAA R. Per
le misura di HAAR si veda [481.
Sia G un gruppo topologico compatto; esiste allora una misura finita /-l
definita sui boreliani B(G) di G tale che, per ogni x E G e per ogni A E B(G),
sia
Se ve!' sono due misure di HAAR definite su B(G), allora esiste una costante
c> Otale che l/ = CJ.h. Esiste, pertanto, un'unica misura di probabilità di
HAAR definita sullo spazio misurabile (9, B(G)).
ESEMPIO 3.2. Sia K. la circonferenza unitaria nel piano complesso, K. :=
{z E C : Izi = l}, la si doti della tribu di BOREL B e sia l' la misura di HAAR
(normalizzata) su B. Fissato un elemento a di K, si definisca Ta : K ~ K
mediante Tet Z := a z. poiché /-l è la misura di HAAR si ha
l' (Ta- I A) = l'(A)
per ognì boreliano A.
ESEMPIO 3.3. (del quale l'esempio precedente è un caso particolare). Siano
G un gruppo topologico compatto ed a un elemento di G. Allora Ta : G~
G definita da Ta z := a z conserva la misura di HAAR (normalizzata).
ESEMPIO 3.4. (del quale l'esempio precedente è un caso particolare). Siano
G un gruppo topologico compatto e T : G ~ G un endomorfismo suri-
ettivo. Allora T preserva la misura di HAAR normalizzata J.h. Infatti, si
definisca sui boreliani B(G) di G la misura di probabilità
v(A) = l' (T-I A) (A E B(G)).
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Quale che sia x E G si ha, per E E B(G),
v(Tx· E) = P, [T- l (Tx· E)] = p, (x. T-l E) = P, (T- l E) = v(E).
Ma T è suriett.iva e perciò l'unicità della misura di HAAR dà l'asserto.
ESEMPIO 3.5. Sia G un gruppo topologico compatto. Una trasformazione
affine A su G è definita da A(x) := a· T(x) ove a è un elemento dato di G
e T : G -----+ G è un endomorfismo sutiettivo di G in sé. La trasformazione
A, come composizione di due trasformazioni che conservano la misura di
HAAR conserva la misura di HAAR.
ESEMPIO 3.6. (La traslazione, shift, bilatera). Si consideri l'insieme finito
X := {O, l, ... , k - l} e sia p = (Po, Pl, ... , Pk-l) una legge di probabilità.
Naturalmente, qui e nel seguito supporremo, senza richiamarlo ogni volta,
che sia Pj > Oper ogni indice j E {O, l, ... , k - l}. Sia
n:= Il x
nEZ
l'insieme X Z di tutte le successioni doppiamente infinite di elementi di X,
n = {( ... ,x_rtj ... ,X_llxQ,XI, ... ,xn, ... ): X n E X (nE Z)} 1
munito della tribu prodotto
B=··· 0P(X) 0P(X) 0··· 0P(X) 0 ....
Si consideri ora la misura prodotto l' definita sullo spazio misurabile (n, B).
Si definisca la trasformazione T : n~ n mediante
T({x,,}) = {Yn: n E Z},
ave, per ogni n E Z, Yn := Xn+l- La trasformazione T cosi definita conserva
la misura di tutti i cilindri rnisurabili e, quindi, di tutti le unioni finite e
disgiunte di cilindri misurabilii l'insieme di tali unioni costituisce un'algebra
sicché il Teorema 2.2 assicura che T conservi la misura.
ESEMPIO 3.7. Siano X e P come nell'esempio precedente e sia
n:= Il x
nEZ+
l'insieme X z + di tutte le successioni di elementi di X
n = {(xo, Xl, ... , X n , .. . ) : x" E X (n E Z)},
munito della tribu prodotto
B:= P(X) 0P(X) 0··· 0P(X) 0 ....
Si consideri ora la misura prodotto p, definita sullo spazio misurabile (n, Bl.
Di nuovo, si definisca la trasformazione T :n~ n mediante
T({xn}) = {y,,: n E Z},
ove, per ogni n E Z+l Yn := X n +l. Lo stesso ragionamento deWesempio
precedente mostra che T conserva la misura; si osservi però, che mentre
Introduzione alla Teoria Ergodica 7
la traslazione bilatera è invertibile, tale non è la traslazione unilatera. Si
osservi, inoltre, che se l'insieme misurabile A è invariante, A = T-l A,
rispetto alla traslazione unilatera T, allora si ha A = T A.
Infatti, sia w E T A; allora, T-l w E A = T-l A. Per definizione di T-l
si ha, quindi, TT- l w E A. Ma TT- l = I (l'operatore identità) sicché w
appartiene ad A. Dunque, T A C A. Ora sia w E A, ovvero, w = TT- l W E
A, sicché T-l w E T-l A = A, cioè T-l w appartiene ad T-l A = A, o,
ancora, w E T A che significa A C T A. Le due inclusioni danno l'asserto.
Il viceversa non è vero, nel senso che esistono insiemi A per i quali A = T A
senza che essi siano invarianti. Un tale insieme è dato da
A := {(x, x, . .. , x, . .. ) : X E X} .
In questo caso si ha, per agi x E X, T(x, x, ... , x, ... ) = (x, x, ... ,x, ... ),
vale a dire T A = A. D'altro canto si ha anche
T- 1(x, x, ... , x, ... ) = UyEx{(Y, x, x, ... , x, .. . )}.
Perciò, T-l A :::J A ma A 'I T-l A.
ESEMPIO 3.8. (La traslazione, shift, markoviana bilatera). Si ritorni al-
l'esempio 3.6 e si consideri come lf !'insieme X := {O,l, ... ,k - I}, il
prodotto
n:= II X,
nEZ
munito della tribu prodotto B := ... Q P(X) Q P(X) Q ... Q P(X) Q ... e
la traslazione bilatera
T {x,,} := {Yn},
ove, per ogni n E Z, Yn := X n +1.
Si supponga ora che, per ogni n E Z, sia assegnata una funzione Pn
X"+l ~ [0,11 tale che
k-l
LPo(i) = l
i=O
(a)
/.:-1
Pn(i(O),i(l), ... ,i(n)) = LPn+l(i(O),i(l)"i(n),i). (b)
i=O
Sul semianello Se dei cilindri elementari si definisca una funzione cl'insieme
J.' : Se ~ R+ mediante
J.' ({ {xn} : x, = i(O), X,+l = i(l), ... , X s+n = i(n)})
:= Pn (i(O), i(l), ... , i(n)).
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Allora il teorema di coerenza di KOLMOGOROV assicura che I-' possa essere
estesa ad una misura di probabilità su (n, B), che indicheremo ancora con
J.L, e che, per i Teoremi 2.1 e 2.2, è conservata dalla trasformazione T.
Si riottiene l'Esempio 3.6 prendendo
Siano ora Il la matrice di transizione k x k di una catena di MARKOV che
ha X come insieme degli stati e p = (po, P" ... ,Pk-,) un vettore (riga) di
probabilità e si ponga
Pn (i(O), i(l), ... , i(n)) := PiCO) Pi(O)i(') Pi(')i(2) ... Pi(n-')i(n)·
Con questa scelta della funzione Pn la trasformazione T, che, come si è visto
sopra, conserva la misura, si dice traslazione, shift, bilatera di IvIARKov-
(p, Il). La traslazione bilatera dell'Esempio 3.6 è una traslazione di MARKOV
se si prende p = (PO,Pl, ... ,Pk-') e Il = (Pij) con Pij = Pj quale che sia
i E {O,l, .. ,k-l}.
La trasformazione di MARKOV unilatera si costruisce come sopra effettuan-
do gli OVVI cambiamenti.
ESEMPIO 3.9. Sia dato il quadrato unitario [0,11 2 , dotato della tribù di
BOREL B([O, 11 2 ) e della restrizione À 2 della misura di LEBESGUE a questa;
allora, la proiezione canonica 1T(X, y) := X conserva la misura tra gli spazI
([O, l]', B([O, l]'), À2 ) e ([O, lJ, B([O, l]), À)
OSSERVAZIONE 3.1. Siano 0, un arbitrario insieme non vuoto, (02 , T 2,1-'2)
un qualsiasi spazio di probabilità e T : 0, --> O2 un'arbitraria trasfo-
mazione suriettiva; si possono, allora, scegliere ulla trihu :F1 di sottoinsiemi
di 0 1 ed una luisura ùi IJrobabilità fll su :Fl in moùo che T couservi la
misura tra (0"T"I-") e (02 , T 2,1-'2). Basta porre
T, := {T-' B : B E T,}
e definire 1-'1 mediante
l" (T- l B) := 1-'2(B).
Viceversa, se (0" T" 1-',) è uno spazio di probabilità qualsiasi, se O2 è un
arbitrario insieme non vuoto e T : DI ~ fh un'arbitraria trasformazione
suriettiva, si possono scegliere una tribu ;:2 di sottoinsiemi di fh ed una
misura di probabilità fl2 su ;:2 in modo che T conservi la misura. Basta
prendere
T2 := {B C O2 : T-l B E TI}
e definire 1-'2 mecliante
1-'2(B) := 1-', (T- l B) .
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ESEMPIO 3.10. Sia (0" F, p.) uno spazio di probabilità e su questo si con-
sideri il processo stocastico a tempo discreto {X" : n E Z}. Si supponga
che tale processo sia stazionario, nel senso che, per ogni scelta di un numero
naturale k E N , di k numeri interi nl, n2, . .. , nk, di k boreliani BI, B2, ... ,
Bk e di un numero intero n E Z si abbia
I-' (n;~lx,:;: (Bj )) = I-' (n;~lx,:;:+" (Bj )).
Un processo stazionario corrisponde ad una trasformazione che conserva la
misura nel seguente modo. Si considerino lo spazio delle successioni reali
doppiamente infinite.
R Z := {(... , X-I, XO, XI, ... , X,,, ... ) : X" E R (n E Z)}
e la trasformazione r.p : n -lo R R definita, per ogni n E Z, da
(<pW)" := X,,(w).
Si definisca ora una misura di probabilità sui boreliani di R Z mediante
v(B):= I-' (<p-I (B)) .
Infine, sia T : R Z --4 R Z la trasformazione bilatera
(Tx)" := X"+1 (n E Z).
Come conseguenza della stazionarietà del processo {X" : n E Z} la proba-
bilità v è invariante rispetto a T e, quindi, su tutto B (IRZ ); considerata la
proiezione canonica 1rn : R Z -lo R,
7r,,{Xk : k E Z} := X" (n E Z).
Allora {7r,,} ha su R Z le stesse leggi congiunte di {X,,} su 0,. Pertanto ogni
processo stocastico stazionario deriva da una trasformazione che conserva
la misura su R Z .
4. La ricorrenza
La teoria ergodica si interessa delle proprietà asintotiche delle trasformazioni
che conservano la misura, vale a dire delle proprietà clelia successione {TU}.
Perciò si studiano necessariamente trasformazioni di uno spazio in sé, T :
0, --4 0,.
Il primo risultato fu dato da POINCARÉ in termini di probabilità introducen-
do, implicitamente la nozione di additività numerabilie.
DEFINIZIONE 4.1. Siano T una trasformazione su (0" F, 1-') ehe conserva la
misura, e A un insieme di F; un punto w di A si dice ricorrente, rispetto a
T e A, se Ti w appartiene ad A per almeno un numero naturale i; si dice,
invece, che w è fortemente ricorrente se T'n w appartiene ad A per infiniti
naturali, cioè w E lim sUPn_+oo T-n A.
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TEOREMA 4.1 (di ricorrenza di POINCARÉ). Siano (n,F,J.t) uno spazio di
probabilità, T : n ~ n una trasformazione che conserva lo, misura e A un
insieme di F. Allora, quasi tutti i punti di A sono ricorrenti.
DIMOSTRAZIONE. Se J.t(A) = O non vi è nulla da dimostrare. Si supponga,
allora, che sia J.t(A) > O. Si indichi con E il sottoinsieme di A composto dai
punti di A che non tornano mai in A. Si vuole dimostrare che J.t(E) = O.
Ora
E = A \UnEN {w E A : Tnw E A} = A \UnENT-" A = An (nnENT-" A C ),
ciò che prova, intanto che E è misurabile, E E :F. Se O:s i < j si ha
T-j E n T-i E C T-j A \ U"ENT- i-" A = 0.
Ne segue che la successione {T-" E: n E Z+} è composta da insieme mis-
urabili a due a due disgiunti. Ma l' (T- n E) = J.t(E), per ogni n E Z+,
perché T conserva la misura. Da
n::> UnEz+T- n B
scende che
1 = J.t(n) 2: l' (UnEZJ-" E) = I: l' (r-n E) = I: J.t(E);
nEZ+ nEZ+
ma ciò è possibile solo se J.t(E) = O. D
TEOREMA 4.2 (di ricorrenza forte). Nelle stesse ipotesi del teorema prece-
dente si supponga che A sia un insieme misurabile con J.t(A) > O. Allora
quasi tutti i punti di A sono fortemente ricorrenti.
DIMOSTRAZIONE. L'insieme dei punti che entrano infinite volte in A è dato
da
E:= limsupT-" A,
n----+oo
mentre !'insieme dei punti di A che sono fortemente ricorrenti è A n B.
Posto, per n E Z+ l
si ha T-l Cn = Cn+1 e
Co :::J CI :::J ... :::J C" :::J C"+l :::J
con Co :,) A. Poiché T conserva la misura si ha, per ogni n E N,
l'(C,,+1) = l' (T- 1C,,) = l'(C,,) = ... = l' (Co) .
Ora
J.t(E)=I'(n"EZ+C")= Hm 1'(C,,)=I'(Co). (4.1)n_+oo
D'altro canto
A= AnCo = (AnE)U[An(Co \E)I,
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che è un'unione disgiunta, sicché
,,(A n B) = It(A n Co) -" lA n (Co \ B)].
Poiché B è incluso in Co, B C Co, in virtu della (4.1) si ha
" IA n (Co \ B) l ::; " (Co \ B) = " (Co) - ,,(B) = O;
pertanto
ciò che conclude la dimostrazione.
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L1ipotesi che la trasformazione T conservi la misura è stata usata solo per
stabilire che la successione {T-n B : n E N} è costituita da insiemi a due
a due disgiunti e per escludere la possibilità che B abbia misura diversa da
zero. Pertanto tutti i teoremi dati possono essere rafforzati eliminando le
ipotesi che non sono essenziali.
DEFINIZIONE 4.2. Data una trasformazione T : n ---+ f!, si dice che un
insieme A C f! è vagante (in inglese wandering) se la successione {T-n A :
n E Z+} è disgiunta.
DEFINIZIONE 4.3. Una trasformazione misurabile T su (f!, F, ,,) si dice
dissipativa se esiste un insieme misurabile vagante di misura strettamente
positiva; altrimenti si dice conservativa.
La dimostrazione del teorema di ricorrenza mostra che se T conserva la
misura, essa è anche conservativa.
DEFINIZIONE 4.4. Una trasformazione misurabile T su (f!, F, ,,) si dice
comprimibile, se esiste un insieme A E F tale che
A C T-l A e
se un tale insieme non esiste T si dice incomprimibile.
TEOREMA 4.3. Per una trasformazione misurabile T su (f!, F, ") sono equiv-
alenti le affermazioni
(a) T è comprimibile;
(b) T è dissipativa.
DIMOSTRAZIONE. (a) =- (b) Si supponga che T sia comprimibile, sia A un
insieme come nella definizione 4.4; posto B := T-l A \ A, risulta ,,(B) > O.
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Inoltre, per ogni n E N, si ha
B n T-n B = (T- l A \ A) n (T- n- I A \ T-n A)
= T-l A n A' nT-n- l A n T-n A'
= T-l (A n T-n A) n (A" n T-n A') = T-l A n T-n A'
= T-l (A n T-n+! AC ) = T-l 0 = 0,
perché da A C T-l A scendono le inclusioni T-l AC C A", T-n A :J A e
T-n A C C A". Ma allora la successione (T-n B : n E Z+l è disgiunta e
quindi T è dissipativa.
(b) = (a) Sia T dissipativa; esiste pertanto un insieme B E F tale che sia
j.t(B) > O e B n T-n B = 0 per ogni n E N. Posto
A:= (UnEz+T-n B)C = nnEz+T-n Be,
si ha
T -lA n T-nB' n T-nB' A= nEN ::> nEZ+ =.
Inoltre
T-l A \ A = nnENT-n Be \ nnEz+T-n B"
= (UnENT-n Bl" \ (UnEz+T-n Bl"
= (UnENT-n B) en (UnEz+T-n B) = B,
cosicché j.t (T- l A \ A) = j.t(B) > Oe T risulta essere comprimibile. D
5. Ergodicità
Diamo qui la definizione di Lrasfonna:àoue ergodica.
DEFINIZIONE 5.1. Dato uno spazio mensurale (O, F, Il), una trasformazione
T di n in sé che conservi la misura si dice ergodica se ogni insieme misurabile
che sia invariante rispetto a T, cioè tale che A E :F e A = T-l A, ha
misura nulla oppure il suo complementare ha misura nulla, I"(A) = Ooppure
,,(AC) = O.
OSSERVAZIONE 5.1. Se j.t è una misura eli probabilità, T è ergodica se si ha
j.t(A) = Ooppure j.t(A) = l per ogni insieme misurabile invariante A.
Il seguente teorema dà formulazioni equivalenti dell'ergodicità.
TEOREMA 5.1. Sia (n, F, ,,) uno spazio di probabilità e T : n ~ n una
tra.sformazione che conserva la mìsura. Le seguenti affermazioni sono equiv-
alenti:
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(a) T è ergodica;
(b) se B è 1tn insieme mis1trabile tale che l' (T-I Bt;.B) = O, allora si ha
1'( B) = O oppure 1'(B) = l;
(c) se gli insiemi mis1trabili A e B hanno entrambi probabilità strettamente
positiva, l'(A) > O e l'(B) > O, allora esiste un numero naturale n tale
che l' (T-n A n B) > O;
(d) se A E :F è tale che l'(A) > O e se A := UnENT-n A, allora l'(A) = 1.
DIMOSTRAZIONE. (a) ==} (b) Sia B E :F un insieme t.ale che l' (T- l Bt;.B) =
Oe si ponga
C:= limsupT-n B = nnEZ+ Uk;?:n T- k B.
n_+=
Ovviamente nnsieme C cosi definito è misurabile, C E :F; inoltre esso è
invariante, T-l C = C, come subito si vede. Ma allora la condizione (a)
implica che sia 1'(C) = O oppure 1'(C) = 1. Basta ora mostrare che è
l'(C) = l'(B).
Pertanto
nk=oBk = Bn e l' (nk=oBk) = l' (B,,) = l' (Bo) ,
onde anche l'(C) = l' (Bo). D'altro canto, scrivendo Bo come un'unione
disgiunta si ottiene
Bo = UnEz.r-n B = B U (T- l B \ B) U [T-2B \ T-I B \ BJ U.
e di qui, ricorrendo alla condizione (b),
l' (Bo) = l'(B) + I> (T-n B \ T-(n-l) B \ .. \ B)
nEN
:s l'(B) + 2: l' (T-n B \ T-(n-I) B)
nEN
= l'(B) + 2: l' [r-(n-l) (T- 1B \ B)]
nEN
= l'(B) + 2: l' (T- l B \ B) = l'(B).
nEN
quindi è anche 1'(C) = 1'(B).
(b) ==} (c) Si supponga cbe sia l'(A) l'(B) > Oe, al tempo stesso, che la (c)
sia falsa, vale a dire che, per ogni n E N, sia
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Ne segue che I" [(UnENT-n A) n B] = O, perché
O :S I" [(UnENT-n A) n B] = I" [UnEN (T-n A n B) J
:S I> (r-n A n B) = O
nEN
Ponendo
si ha
di nÌodo che
I" (T- I A,Ll.AI ) = I" (A, \ T-l A,) = O.
Quindi la condizione (b) implica I" (A,) = O oppure I" (A,) - 1. Però
T-I A C Al, onde
0< I"(A) = I" (T- I A) :S I" (Al),
che dà I" (A,) = 1. Ora le tre relazioni
I"(B) > O, I" (A,) = 1, e I" (Al n B) = I" [(UnENT-n Al n B] = O,
delle quali la prima vale per ipotesi, mentre le rimanenti due sono appena
state dimostrate, non sono compatibili. Infatti, dall'ultima scende
1 = I" [(Al n Bt] = I" (Ai U B C ) :S I" (Ai) + I" (BC ) = I" (BC ) = 1 - I"(B),
cioè I"(B) = O, una contraddizione.
(c) ==? (a) Si supponga, se possibile, che la (a) sia falsa; esiste, pertanto,
un insieme misurabile e invariante A, A E F e T-I A = A con I"(A) E 10,1[.
Si scelga B = AC, di modo che Il(B) = 1- I"(A) > O. Allora per ogni n E N
si avrebbe
I" (T-n A n ACl = I" (A n AC ) = 1"(0) = o,
che contraddice alla (c).
(b) ==;> (d) L'insieme misurabile Aè, ovviamente, misurabilej inoltre si ha
T-l A = U:;O~2T-nA C UnENT-nA = A.
D'altra parte, poiché T conserva la misura, si ha
Il(ALl.T- 1A) = 11(A) - I"(T-IA) = o,
sicché 1"(A) = 1.
(d) ==? (c) Siano A e B insiemi misurabili con I"(A) > O e I"(B) > O; si
supponga, se possibile, che sia I"(T- l A n B) = O per ogni n E N. Allora
I"(A n B) = I> (T-n A n Bl = O
nEN
Introduzione alla Teoria Ergodica
Ma A = (A n B) U (A n Be); per quanto appena provato si ha
1= I-'(A) = I-'(A n Be) :s I-' (BC ) ,
onde I-' (Be) = l e I-'(B) = O, una contraddizione.
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Se la trasformazione T è anche invertibile il teorema precedente può essere
modificato come segue. La dimostrazione è una lieve variazione di quella
appena data.
TEOREMA 5.2. Se T è anche invertibile le seguenti affermazioni sono equiv-
alenti tm loro e sono equivalenti alle condizioni (a) e (b) del teorema prece-
dente:
(c') se gli insiemi misurabili A e B hanno entrambi probabilità st"ettamente
positiva, I-'(A) > O e I-'(B) > O, allora esiste un numero intero n E Z
tale che I-' (T-n A n B) > O;
(d) se A E F è tale che I-'(A) > O e se A:= UnEzT-nA, allora I-'(A) = 1.
L'ergodicità può essere caratterizza.ta usando metodi funzionali che sono
spesso utili.
TEOREMA 5.3. Sia (n, F.I') uno spazio di probabilità e T : n ~ n una
trasformazione che conserva la misura. Le seguenti affermazioni sono equiv-
alenti:
(a) T è ergodica;
(b) se f ; n ---7 c è 'una funzione misurabile e invariante rispetto a T, vale
a dire tale che (J o T) (w) = f(w) per ogni w E n, allora f è costante
q.c.;
(c) se f : n ~ c è una funzione misumbile e tale che (J o T) (w) = f(w)
per quasi ogni w E n, allora f è costante q.c.;
(d) se f E L 2 è invariante, (J o T) (w) = f(w) per ogni w E n, allora f è
costante q.c.;
(e) se f E L 2 è tale che (J o T) (w) = f(w) per quasi ogni w E n, allora f
è costante q. c..
DIMOSTRAZlONE. Sono ovviamente vere le implicazioni (c) = (b) = (d)
e (c) = (e) = (d).
Per completare la dimostrazione del teorema basterà) quindi, stabilire le
implicazioni (a) = (c) e (d) = (a).
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(a) = (c) Non è restrittivo supporre che la funzione f sia a valori reali,
perché, altrimenti, si possono considerare separatamente le parti reali e
immaginaria di f. Per ogni n E N e per ogni k E Z, si definiscano gli
insiemi
{ k k+l}A(k, n):= w E n : - < f(w) < -- .2n - 211
Vale Pinclusione
T-l A(k, n)~A(k,n) C {f o T -I J}
onde l' [T- l A(k,n)~A(k,n)] = O. Poiché T è ergodica, il Teorema5.l
assicura che, per ogni n E N e per ogni k E Z, sia f.l(A(k,n)) = O oppure
/l(A(k,n)) = 1. Per ogni n E N si ha
UkEZA(k, n) = n,
che è un'unione disgiunta. Perciò, per ogni n E N, esiste un unico indice
k" E Z tale che l' (A(kn,n)) = l, mentre l' (A(k,n)) = O, se k -I kn. Si
ponga
B := n"ENA (kn , n).
Evidentemente è f.l(B) = l; inoltre f è costante in B. Infatti, siano w e w'
due punti di B; allora, per ogni n E N, è
O ::; f(w) - f(w') ::; 2ln ;
l'arbitrarietà di n dà ora f(w) = f(w').
(d) = (a) Si considerino l'insieme invariante A, T-l A = A e la sua fun-
zione indicatrice lA che, ovviamente, appartiene a L2. Si ha, per ogni
w E n,
lA(W) = l T -, A(W) = lA(Tw) = (lA o T) (w),
cosicché lA è q.c. eguale a O oppure a l; integrando, si ha cosi f.l(A) = O
oppure f.l(A) = 1. D
6. Esempi di trasformazioni ergodiche
Ritorniamo in questa sezione agli esempi della Sezione 2 per esaminare quali
delle trasformazioni che conservano la misura lf presentate siano ergodiche.
ESEMPIO 6.1. L'identità I sullo spazio di probabilità (n,F,f.l) è ergodica
se, e solo se, ogni insieme di :F ha probabilità eguale a Oo a l.
Per quanto riguarda le rotazioni della circonferenza unitaria in C, Esempio
3.2, vale il seguente
Introduzione alla Teoria Ergodica 17
TEOREMA 6.1. Per la rotazione Ta z = az (a E K) sono equivalenti le
affermazioni:
(a) Ta è ergodica;
(b) a non è una radice dell 'unità.
DIMOSTRAZIONE. (a) ==? (b) Si supponga che a sia una radice dell'unità;
esiste l perciò p E N tale che aP = 1j si consideri ora la funzione f : K ---t
K definita da f(z) := Zl)j questa è ovviamente invariante rispetto a Tal
(J eTa) (z) = I(z), ma non è costante sicché ~, non può essere ergodica.
(b) ==? (a) Si supponga che a non sia una radice dell'unità e che I sia·
invariante rispetto a Tal f o Ta = f. Si scriva la serie di FOURIER di f
I(z) = LcnZn.
nEZ
Allora
(J e Ta)(z) = I(az) = L cnan zn
nEZ
sicché l'invarianza di f dà la relazione, valida per ogni n E Z,
cn (an - 1) = O,
che, per n # O, dà, a sua volta c." = O. Dunque, I(z) = CO, vale a dire che
J è costante e, quindi, Ta è ergodica. D
ESEMPIO 6.2. La traslazione bilatera (Esempio 3.6) è ergodica. Sia A l'al-
gebra di tutte le unioni finite di rettangoli misurabili e sia B un insieme
misurabile invariante, T-l B = B, B E F. Sia dato c > Oe si scelga A E A
in modo che sia l'(Bt.A) < c. Si tenga presente che quali che siano gli
insiemi misurabili E e F vale la relazione
II'(E) - l'(F)I = II'(E n F) + l'(E \ F) - l'(F n E) - l'(F \ E)I
:s; l'(E \ F) + l'(F \ E) = l'(Et.F).
Ponendo E = A e F = B si ottiene
Si può scegliere un numero naturale no tale che l'insieme C _ T-no A
dipenda da coordinate distinte da quelle di A. Pertanto
l'(C n A) = l'(C) 1'(.1) = 1'2(.1).
Inoltre
l'(Bt.C) = l' (T-no Bt.T-no A) = l'(Bt.A) < c
e, poiché Bt.(A n C) c (Bt.A) U (Bt.C), si ha l' (Bt.(A n Cl) < 2c. Di
qui
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II'(B) - 1'2(B)1 :S II'(B) - l'(A n G)I + Ilj(A n G) - 1'2(B)1
< 2E + iI'2(A) - 1'2(B)1
:S 2E + (l'(A) + l'(B)) II'(A) - l'(B)I < 4E.
Siccome E > Oè arbitrario, si ha l'(B) = 1'2(B), vale a dire l'(B) = Ooppure
l'(B) = 1.
Un ragionamento simile mostra che è ergodica anche la traslazione unilatera
(Esempio 3.7)
Nella se>ione 9 studieremo quando le traslazioni di MARKOV bilatere (Es-
empio 3.8) siano ergodiche.
7. Il teorema ergodico di Birkhoff
Si è visto studiando la ricorrenza che quasi ogni punto di un insieme misura-
bile A torna infinite volte in A stesso. Ha grande significato nella Meccanica
Statistica porsi il problema di stabilire quanto '~tempo" un punto di A passi
nello stesso insieme. Se lA è la funzione indicatrice di A, la risposta è data
dal limite
n-l
lim ~ '" lA (Ti w) ,1l-+00 n L-j-O
se tale limite esiste. A questo problema rispose BIRKHOFF nel 1931 con il
segnente teorema del qnale riporto la dimostrazione di RIESZ.
TEOREMA 7.1 (Teorema ergodico di BIRKHOFF). Sia (lì, F, l') uno spazio
mensurale u-finito, sia T : n ----. n una trasformazione che conserva la
misura e sia f una funzione di L l. Allora
(a) ~ L;~~ f (Ti w) tende q.o. ad una funzione r di L
'
;
(b) la funzione limite r è invariante rispetto a T, vale a dire, r oT = r.
Inoltre se lo spazio (lì, F, l') è finito, l'(lì) < +00, si ha
Jr dI' = Jf dI'.
" "
(7.1)
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La dimostrazione richiede qualche concetto che sarà utile anche per il se-
guito.
DEFINIZIONE 7.1. Sia T : n ----t nuna trasformazione che conserva la misura;
sullo spazio delle funzioni f definite in n e a valori complessi è definito un
operatore UT mediante
IIw E [l (UT f) (w) := Cf o T)(w) = I(Tw)
L'operatore Ur si dice indotto dalla trasformazione T.
OSSERVAZIONE 7.1. Se f appartiene a LP, con p 2: 1, allora vi appartiene
anche UT I, cioè UT LP C LP. Infatti
IIUrflli, = JIl o TI P dI" = JIfl" d (I"T-l) = JIflP dI" = Ilflli,
n n n
Da quest'ultima relazione l:icende che Ur è un'isometria su LP. In particolare
UT è un'isometria sullo spazio di HILBERT L2 . Non è inutile ricordare che
questo implica inoltre che sia
(UT f, UTg) = (I, g)
per ogni coppia di elementi f e 9 di L 2
TEOREMA 7.2 (Teorema ergodico mru;simale). Sia U : LI -+ LI un opera-
tore lineare positivo, U f 2: O se f 2: O, e contrattivo, 11U11 :o; 1 e sia N un
numero naturale. Posto
fo := O,
Allora
n-l
fn:= I:uj f,
;=0
e FN :=max{fn: 0:0; n:O; N}.
e J f dI" 2: O.
UNEN{F,v>O}
(7.2)
(7.3)
DIMOSTRAZIONE. Poiché, per ogni n con 0:0; n:O; N, si ha FN 2: fn anche
U FN 2: U fn· Ora
(
n-l ) n-l
U fn = U f; uj I = f; Ui+ l f = In+! - I
cosicché
(0:0; n:O; N),
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Perciò, se FN(w) > O, è
U FN(w) + f(w) ::o: max{fn+I(W) : O:": n:": N - I}
= max{fn(w) : 1 :": n :": N} = FN(w).
Pertanto nell'insieme AN := {FN > O} si ha f::O: FN - U FN e, quindi, dato
che FN = O in AN'
Jf dJ.' ::o: JFN dJ.' - JU FN d'L = JFN dJ.' - JU FN dJ.'
AN A,,, AN n AN
::o: JFN dJ.' - JU FN dJ.'
n n
= IIFNII I -IIU FNII I ::o: IIFNII I -IIFNlb = O.
Per dimostrare la (7.3), si scriva
J f dJ.' = J r dJ.' - J
U"EN{FN>O} UnEN{FN>O} UnEN{FN>O}
e si usi il teorema di convergenza monotona a ciascuno degli ultimi due
integrali. O
Si noti che il teorema ergodico massimale può essere applicato, in parti-
colare, all'operatore UT indotto da una trasformazione T che conserva la
misura. Per un tale operat.ore si ha, infatti, IIUr Il :": l.
COROLLARIO 7.1. Se T : n -+ n conserva la misura, se cp è iniegrabile,
r.p E LI, se si pone
{
n-l }
B a := SUP~L<P(Tjw»a,
nEN n j=o
e se A è un insieme misurabile invariante e di misura strettamente positiva
e finita, A E :F, T-l A = A, 0< J.'(A) < +00, allora
J <pdJ.'::O:o.J.'(BanA). (7.4)
8(,nA
DIMOSTRAZIONE. Si supponga dapprima che sia J.'(n) < +00 e che A
coincida con tutto lo spazio n. Si ponga f := <p - G, sicché
Ba = UNEN {FN > O} = UNENAN.
La (7.3) dà, per ogni N E N,
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onde
n caso generale segue considerando la restrizione di T ad A.
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DIMOSTRAZIONE DEL TEOREMA DI BIRKHOFF. Si definiscano le funzioni
n-l
1 ~ .r :=limsup- 0/oTJ,
n_+oo n . o
J~
n-l
I, := liminf ~ ~ loTi
n-+oon 0j=O
Mostriamo che f· e J. sono invarianti rispetto a T, J·oT = J., e J.oT = J•.
Si pouga
e si noti che
'l'n
1 n-l
:= - LloT}
n . OJ=
n+l I
-- 'l'n+l - 'l'n O T = -. (7.5)
n n
Da quest'ultima relazione segue che
l' l' n + 1 l' ( T I)= 1m sup -- lfln+l = 1m sup f.{Jn o +-
n-+oo n n_+oc n
::; lim sup 'l'n O T + lim sup L = r O T.
n-+oo n-+oo n
Similmente. sempre utilizzando la (7.5), si ha
,. . (n+l I)I oT = hmsUP'l'n o T = hmsup -- 'l'n+1 - -
n-+oo n-+oo n n
l· n + 1 l" f I l' n + 1 l':$ IffiSUP--<Pn+l - ImlO - = ImSUP--ipn+l = .
n-+oo n n-+oo n n_+oo n
Le ultime due diseguaglianze, insieme, danno nnvarianza di f· rispetto a
T. In maniera analoga si mostra che è invariante rispetto a T la funzione
l,·
Siano ora ex e (j due numeri reali con Q < f3 e si ponga
Aa,~ := U' < o < (3 < r} .
L'insieme Ao,o è misurabile, An.tI E F , e invariante rispetto a T, T-l Aa,{:I =
Aa,~. Se si dimostrasse che A.,. ha misura finita, IJ. (A.,b) < +00, allora si
potrebbe usare il Corollario 7.1.
22 Carlo Sempi
Se f3 > 0, in virtu dell'ipotesi che la misura f.t sia a-finita, si può scegliere
un insieme misurabile B contenuto in AQ',{;l e di misura finita, B C A(X,{;l e
l'(B) < +00. Cosi la funzione h := 1- (3IB è integrabile e dal Teorema
ergodico massimale 7.2, con H N definita in maniera analoga a FNl segue
che, per ogni N E N) si ha
J (J - (3IB) dI' 2: O.
UNEN{HN>O}
Si osservi che se il punto w appartiene a A a ,13 si ha
n-l
(3 < f'(W) = limsup.!:. L I (Tj w),
u-+oo n . o
J~
cosicché almeno una delle somme
n-l
.!:. LI (Tjw)
n j=O
deve essere maggiore di /3. Ne segue che almeno una delle somme
n-l
.!:. L {J (Tj w) - {3IB (Tj w)}
n j=O
è positiva. Pertanto
e
JIII dI' 2: JIII dI' 2: JI dI' = J I dI'
n B B BnUNEN {HN>O}
2: {3 l' (B n UNEN{HN > O}) = (31'(B),
vale a dire !,(B) :S 11/11 d {3. Ogni sottoinsieme B di Aa,~ che sia misurabile
e che abbia misura finita ha la misura maggiorata da Il /111 /{3. Ma allora la
D'-finitezza dello spazio mensurale (n,:l', l') implica clle anche An,p abbia
misura finita, l' (Aa,p) < +00. Infatti, si può scrivere
A a ,13 = UnENEn1
Qve gli insiemi En (n E N) sono misurabili, e si può supporre, senza perdita
di generalità, che essi siano a due a due disgiunti, E j n Ek (j f. k); inoltre,
essi hanno tutti misura finita, l' (En ) < +00, per ogni n E N. Ora
l' (An,p) = l' (U"EN'E,,) = L l' (En);
nEN
d'altro canto) ogni somma parziale di tale serie,
n
LI'(Ej ) = l' (Uj'~IEj)
j=l
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è limitata da IIflb//3, perché Uj~lEj è un sottoinsieme misurabile di A""r;
con misura finita; quindi I" (A",r;) :'O Ilfll';/3.
Se, invece: (3 ~ O, allora si ha necessariamente a < O; si può ora applicare
lo stesso ragionamento a - f e a -a anziché a f e a /3. Cosi si giunge
nuovamente alla conclusione I" (A",,rj) < +00.
Si ponga ora
Br; := {sup ~ I: f o Tj > /3} .
nEN n j=O
Poiché A""r; C Br;, la (7.4) dà
J f dI" = J f dI" ? /31" (A""r; n Br;) = /31" (A""r;) . (7.6)
A",.t/ Aa: ..anB.a
Sostituendo f, /3, e a con - f, -a e -/3 rispettivamente si ottiene (- f)' =
-f" (-f), = -1' e Jf dI" :'O a I" (A",r;).
Ao..13
(7.7)
Sottraendo la (7.6) dalla (7.7) si ottiene (a -13)1"(A""r;)? 0, che, poiché
è a < /3, implica I" (A""r;) = O. Ora, esprimendo l'insieme {I, < 1'} come
un'unione Ilumerabile,
{I. < r} = U A""r;,
o:,.BEQ
"<fI
si ottiene I" ({I. < r}) = 0, cioè r = f. q.o.. Cosi si è mostrato che
n-ll ,.-- .
- L..f oTJ
n j=O
converge q.o. a r = f.·
Rimane da mostrare che il limite r è integrabile. A tal fine, si usa il lemma
di FATOV. Posto
n-ll ,.-- .
g,,:= - L.. f O TJ
n j=O
si ha
n-ll ,.-- .
- L..f oTJ
n j=O
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sicché, per il lemma di FATOV ,
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j 1f.1 dI' = j lim inf g" dI' :s lim inf j g" dI' :s Ililh < +00.ft_+oo n-+oo
!l
Perciò li.1 è integrabile.
(c) Per kE Z enE N si ponga
{ k • k+1}A(k,n):= -:s i <--n n
Fissato arbitrariamente E > O, si ha A(k, n) n Bk / n -€ = A(k, n) e, per il
Corollario 7.1,
cioè
j ki dI' ? ;:; l' (A(k, n))
A(k,n)
Di qui segue
j . k+1 1 ji dI'? ----;:;-l'(A(k,n)):S ;:;1'(A(k,n)) + idI"
A(k,n) A(k,n)
Da quest'ultima diseguaglianza, sommando su k scende, per ogni n E N,
j r dI' :s ;; l'(n) + j i dI',
n n
e, perciò, poiché l'(n) < +00,
j r dl':S j i dI'.
n n
Lo stesso ragionamento applicato a - i dà
j(-J)' dl':S j(-J) dI'
n n
Poiché r = i. q.o., si ha
cioè
sicché vale la (7.1). o
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OSSERVAZIONE 7.2. Si mostra facilmente con un esempio che l'ipotesi JL(fl) <
+00 che lo spazio abbia misura finita è essenziale affinché valga la (7.1). Si
consideri lo spazio mensurale (R, B, À), ove À è la misura di LEBESGUE
definita sui boreliani B. La trasformazione T : R --> R definita da Tx :=
x + l ovviamente conserva la misura. Per i, la funzione indicatrice dell'in-
tervallo [O, 11 si ha
n-l
l L .lim - f O TJ = O= j' ,
n-+oo n j=O
sicché Jj'dÀ=O
<l
mentre Jf dÀ =1.
<l
8. Corollari del teorema di Birkhoff
Il teorema di BIRKHOFF assume una formulazione piti forte quando la
trasformazione T è ergodica.
COROLLARIO 8.1. Nelle stesse ipotesi del Teorema di BlRKHOFF, se lo
trasformazione T : fl --> fl è ergodica, allora la funzione limite f' è costante
q.o.. In particolare
(a) se la misura JL è finita, JL(fl) < +00, è
j' = JL(~) Jf dJL; (8.1)
<l
(b) se la misnra /1, è infinita, /.L(O) = +0(), allora f* = O q.o..
DIMOSTRAZIONE. Per il teorema di BIRKHOFF la funzione f* è invariante
rispetto a T, ma le uniche funzioni invarianti quando T è ergodica sono
costanti q.o.. Se JL(fl) < +00, vale
Jj' dJL = Jf dJL,
<l <l
onde la (8.1). Se, invece, p.(fl) = +00, allora j' = O q.c., perché questa è
Punica funzione che sia, allo stesso tempo, costante ed integrabile. D
OSSERVAZIONE 8.1. Nel caso di uno spazio di probabilità è facile dare una
forma propbabilistica alla funzione limite j' del teorema di BIRKHOFF. Si
osserva subito che la famiglia I degli insiemi invarianti rispetto a T ,
I:={AE:F:T-lA=A},
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è una tribu. Inoltre se una funzione 'P E L' è invariante, 'P o T = <I> e se A
è un insieme invariante, T-l A = A, allora è invariante anche cP1A; infatti
('P lA) o T = ('P o T) (lA o T) = 'P ly-. A = 'P lA,
La (7.1), applicata alla funzione f lA dà
Jj' di' = Jf dI',
A A
sicché la funzione limite l' è la speranza condizionata di f rispetto alla
tribu I degli insiemi invarianti,
j'=E(fII)
Il corollario che segue è particolarmente importante perché caratterizza le
trasformazioni ergodiche in uno spazio di probabilità.
COROLLARIO 8.2. Sia (n, .1', l') uno spazio di probabilità e sia i' : n -->
n una trasformazione che conserva la misura. Sono allora equivalenti le
after'mazioni
(a) T è ergodica;
(b) per ogni coppia A e B di insiemi misurabili, A, B E .1', si ha
n-l
lim .!:. 2: l' (T-) A n B) = l'(A) l'(E).
n----+oo n j=O
(8.2)
DIMOSTRAZIONE. (a) ==} (b) Sia T ergodica. Se f = lA con A misurabile,
il teorema di BIRKHOFF e il Corollario 8.1 danno
l n-l
lim - 2: lA O T' = l'(A) q.C.,
n---t+oo n j=O
relazione dalla quale, moltiplicando ambo i membri per ls con B E .1',
scende
n-l
lim .!:. 2: (lA O T}) Is = l'(A) ls q.c..
n--+oo n j=O
L'asserto segue ora integrando e ricorrendo al teorema di convergenza dom-
inata.
(b) ==} (a) Sia A un insieme misurabile invariante rispetto a T, A E .1'e
T-l A = A; prendendo B = A nella (8.2), si ottiene
n-l
1 2: 2l'(A) = lim - l'(A) = il'(A)1 ,
n ....... +oo n j=O
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donde l'(A) = Ooppure l'(A) = 1.
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COROLLARIO 8.3 (Teorema ergodico medio di VON NEUMANN). Sia T una
trasformazione che conserva la misura sullo spazio di probabilità (n,.F, l').
Se f è una funzione di LP, con p E [O, +00[' allora esiste una funzione
f* E LP, invariante rispetto a T, UT f* = f* o T = f* tale che
p
=0. (8.3)
DIMOSTRAZIONE. Sia t.p : n ----lo R una funzione misurabile e limitata, sicché
'P appartiene a Leo e, quindi, a LP per ogni p E [O, +001. Scende dal teorema
di BIRKHOFF che
n-l
l L .lim - 'P O TJ = t.p*
71.-+00 n
.1=0
q.c.
ove 'P' è una funzione di Leo e quindi di LP per ogni p E [O, +001. Allora
Hm
11--++00
p
n-l
l '" .
- L 'P o TJ - 'P' = O
n .1=0
q.c.
sicché il teorema di convergenza dominata dà
n-l
l L .Hm - 'P o TJ - 'P' = O.
71.--++00 n j=O p
Fissato arbitrariamente é > O, esiste cosi un numero naturale N{e, 'P) tale
che per ogni n 2 N(E:, 'P) e per ogni k E N, si abbia
1 n-l . 1 n.+k-}
- L'P oTJ - -- L 'PoTi
n j=O n + k j=O
Per f E LP con p E [O, +oo[ si ponga
n-l
l '" .S(n,f):= - LfoTJ.
n .1=0
p
La successione {S(n, f) : n E N} è di CAUCHY in V'. Intanto, si ha
IIS(n, flII p =
n-l
.!. LUf!
n j=O
n-l n-l
5 ~ L Il Uf f II p = ~ L Il fII" = Il f II p
J=O J=Op
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Si scelga 'P E L oo in modo che sia llf - 'PII. < 0/4. Allora, per ogni n 2:
N(o, 'P) e per ogni k E N, è
IIS(n, J) - S(n + k, JlIIp
:s IIS(n, J) - S(n, 'P)ll p + IIS(n, 'P) - S(n + k, 'P)ll p
+ IIS(n + k, 'P) - S(n + k, JlIIp
E f e e
< Ilf - 'PII. + 2" + IIf - 'PII. < 4 + 2" + 4 = o
Siccome LP è completo, esiste f' E LP tale che
Infine, poiché
lim
n +oo
n-l
.!:. LUff-f'
n . o
J= P
=0.
n+l f
-- S(n + l, J) - S (n, f o T) = -,
n n
f* risulta essere invariante, cioè UT f* = f*·
9. Proprietà piu forti dell'ergodicità
D
Si è visto che in uno spazio di probabilità (n, F, 1") una trasformazione
T : il --+ n che conserva la misura è ergodica se, e solo se, per ogn scelta
degli insiemi A e B in F, vale la (8.2).
DEFINIZIONE 9.1. Dato uno spazio di probabilità (n, F, 1"), una trasfor-
mazione T : n ---+ n che conserva la misura si dice
(a) totalmente ergodica se, per ogni k E N, è ergodica la trasformazione
T k .,
(b) debolmente mescolante se, per ogn scelta degli insiemi A e B" in F, è
n-l
lim .!:. L II" (T-j A n B) - I"(A) I"(B) I= O; (9.1)11_+00 n j=O
(c) fortemente mescolante se, per ogn scelta degli insiemi A e B in F, è
(9.2)
OSSERVAZIONE 9.1. Nella definizione di mescolanza forte non è, in genere
possibile sostituire la misura di probabilità J.L con una misura arbitraria.
Infatti, se nella relazione
lim I" (T- n A n B) = I"(A) I"(B).11_+00 (9.3)
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si prende A = B = fl si ottiene IL(fl) = (j.t(fl)J2, sicchè, se IL è una misura
finita e non banale (,,(A) =°per ogni A E F), è necessariamente IL(fl) = l.
Se, invece, fl. non è una misura finita, fl.(O) = +00, si supponga che esista un
insieme misurabile A di misura finita e non nulla, °< IL(A) < +00. Allora,
prendendo nella (9.3), B = fl si trova
+00 > IL(A) = IL (T-n A) = IL (T-nA n fl) ----->, IL(A) IL(fl) = +00,
n_+oo
che è una contraddizione. La (9.3) ha dunque senso, se ,,(fl) = +00, solo
per la misura IL : F --+ R+ definita da
IL(A) := {o,
+00,
Tale misura riveste però scarso interesse.
A =0,
A,i 0.
TEOREMA 9.1. Siano (fl, F, IL) uno spazio di probabilità e T una trasfor-
mazione che conserva la misura. Allora
(a) se T è fortemente mescolante, essa è anche debolmenle mescolante;
(b) se T è debolmente mescolante, essa è anche totalmente ergodica;
(c) se T è totalmente ergodica, essa è anche ergodica.
DIMOSTRAZIONE. (a) La (9.2) si può scrivere anche nella forma
Hm IIL (T-n A n B) - IL(A) IL(B) I = o;
rt-->+oo
l'asserto segue immediatamente ricordando che una successione convergente
converge anche nel senso di CESÀRO.
(b) Si deve mostrare che, per ogni k E N e per ogni scelta di due insiemi
misurabili A e B, si ha
n-l
Hm ~ '" IL (T-kj A n B) = ,"(A) IL(B).
n-+oo n L....Jj=O
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n-l
O:':: .!. L" (y-k j A n B) - ,,(A) ,,(B)
n ;=0
n-I
- .!. L [" (y-k j A n B) - ,,(A) ,,(B)]
n.J=O
n-l
:':: .!. L I" (T-kj A n B) - ,,(A) ,,(B) I
n ;=0
La (c) è ovvia. o
Rimandiamo, per il momento, la presentazione di esempi che illustrino i vari
tipi di trasformazione, anticipando solo, sin da ora, che non sarà facile dare
esempi di trasformazioni debolmente me:;colanti.
Il teorema che segue mostra che le condizioni di ergodicità, di forte ergod-
icità, di mescolanza debole e di mescolanza forte possono essere controllate
anziché su tutti i sottoinsiemi misurabili solo su quella di una sottoalgebra
A di F che la generi, F(A) = :F.
TEOREMA 9.2. Siano (l!, F, "l uno spazio di p7"Obabilità, T una trasfor-
mazione che conserva la misura eA un'algebra che gener"a la tribu F, F(A) =
:F. Allora
(al T è ergodica se, e solo se, la (8.2) vale per ogni di insiemi A e B
appartenenti all'algebra A;
(b) T è debolmente mescolante se, e solo se, la (9.1) vale per ogni di
insiemi A e B appartenenti all'algebra A;
(c) T è fortemente mescolante se, e solo se, la (9.2) vale per ogni di insiemi
A e B appartenenti all 'algebra A.
DIMOSTRAZIONE. In tutti e tre i casi basta dimostrare che basta coutrol-
lare le relazioni in questione quando gli ipSiemi considerati appartengano
all'algebra A.
Si osservi che, fissati E > Oe gli insiemi A e B in f, è possibile scegliere Ao
e Bo in A in maniera che sia
e
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Pertanto
I" [(T-n A n B).6. (T-n Ao ii Bo)]
= I" [{rn A.6. (r n Aon Bo)} n {B.6. (T-n Aon Bo)}]
:::; l' [{rn (A.6.Ao)} n (T-n Aon Bo)] + I" [(B.6.T-n Ao) n (B.6.Bo)]
:::; I" [T-n (A.6.Ao)] +I" (B.6.Bo) = I" (A.6.Ao) +I" (B.6.Bo) < 2 E.
Perciò, posto C := T-n A n B, Co := T-n Aon Bo e D := C n Co, si ha
II" (T-n A n B) -I" (T~n Aon Bo) I = II"(C) -I" (Co) I
II"(C\D) +I"(D) -1"(Co \D) -I"(D)I = II"(C\D) -1"(Co\D)I
:::; I"(C\D)+I"(Co \D) = I" [(rnAnB) .6. (T-nAo nBo)] < 2E.
Cosi, per ogni n E N, si ha
n-l
.!. '" l' (T-j A n B) - I"(A) I"(B)
nO
j=l
n-l
< .!. LI"(T-JAnB) -1"(rjAonBo)
n j=l
n-l
+ .!. LI" (T-j AonBo) -1"(Ao) I" (Bo)
n j=1
n-l
:::;2E+ .!.LI"(T-jAonBo)-I"(Ao)I"(Bo) +26,
n j=l
che dimostra la (a).
(b) Analogamente a quanto fatto sopra, si ottiene, per ogni j E Z+
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II" (T-j A n B) - I"(A) I"(B) I
:::; II" (r j A n B) -I" (T-j Aon Bo) I
+ II" (T-j Aon Bo) - I" (Ao) I" (Bo) I
+ II" (Ao) J1 (Bo) -I" (Ao) I"(B) I + II" (Ao) I"(B) - I/(A) I"(B) I
:::;4E+II"(T-jAonBo) -1"(Ao) I"(Bo)l;
di qui, prendendo la media aritmetica, scende l'asserto. L'ultima sequenza
di diseguaglianze stabilisce anche la (c). D
Possiamo sfruttare il corollario appena dato per stabilire quando la traslazione
di MARKOV bilatera sia ergodica.
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TEOREMA 9.3. Per una traslazione di MARKOV bilatera-(p, fI) T sono
equivalenti le affermazioni:
(a) T è eTgodica;
(b) la matrice di transizione fI è ergodica (da ogni stato si può raggiungere
un qualsiasi altro stato).
DIMOSTRAZIONE. (a) =- (b) Si indichi con ej la funzione indicatrice del
cilindro
{ {x" : n E Z} : Xo = j}.
Allora, per il corollario 8.1, si ha q.c.
n-l
lim ~ I>j (TS w) = Jej dI-' = Pj > O.
'fl_+oo n
8=0
Moltiplicando ambo i membri per ei, integrando ed usando il teorema di
convergenza dominata si ottiene
Pertanto la successione {IP~} converge nel senso di CESÀRO ad una matrice
limite A = (aij), gli elementi della quale sono dati, quali che sia lo stato
i E {O,l, ... ,k-l}, da
aij = Pj > O.
Quali che siano gli stati i e j si ha
sicché esiste un llUlnero naturale s tale che p,Tj > O. Dunque la matrice il è
ergodica.
(b) =- (a) Se fI è ergodica può essere regolare o ciclica ([361). In entrambi
casi la successione {II" : n E N} converge nel senso di CESÀRO ad una
matrice limite A che ha tutte le righe eguali e tutti gli elementi stretta-
mente positivi. Per dimostrare che T è ergodica basta, in virtli del Teorema
precedente, far vedere che, per ogni scelta di due cilindri A e B con
A = {{xn : n E Z}: X a = iO,Xa+l = il, .. 'lxa+r = i r }
B = {{xn :nE Z}: Xb =jO,Xb+I =j"""Xb+r =j,}
è
l n-l
lim - '" I-' (r-" A n B) = IL(A) I-'(B).
n---.+oo n L.-t
h=O
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Ora, se h > b+ s - a si ha
u (T-h A n B) "+h-b-8
,.... = Pio Pjoi! .. ·pj"-d,, Pjaio Pioil .. ,Pi"_li r
e quindi
= I-'(A) I-'(B),
sicché T è ergodica.
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Il seguente risultato appartiene alFanalisi reale ('elementare" l ma consente
di porre in forma differente la proprietà di mescolanza debole.
TEOREMA 9.4. Per una successione limitata {xn : n E N} di numeri reali
sono equivalenti le condizioni:
(a) la successione {Ixnl :n E Z+} converge a O nel senso di CESÀRO,
n-l
lim ::. L IXjl = o;
n_+oo n j=O
(b) esiste un sottoinsieme J di Z+ di densità nulla, tale, cioè, che
llim - card[.Jn{0,1, ... ,n-1}]=0,H-+OO n
per il quale risulta
lim X n = O;n_+oo
n~./
(c) vale
llim
n_+oo n
n-l
LIXjI2=0
j=O
DIMOSTRAZIONE. Per ogni sottoinsieme F di Z+l si ponga, per semplicità,
<:>p(n) := card [F n {O, l, ... , n - l}].
(a) ==* (b) Per ogni k E N sia
Jk := { n E Z+ : Ixnl ::o: n
Pertanto
J 1 CJ2 C···cJn C .... (9.4)
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Inoltre, ogni Jk ha densità nulla, perché
l n-l l l
- L Ixl 2 - - "'J(n).
n j=O J n k lo
Esistono perciò numeri naturali O ::s 80 < SI < ... < Sn < ... tali che per
n ~ Sk si abbia
l 1
;;: "'J,+, (n) < k + 1·
Si ponga
J := UkEZ+ {Jk+1 n [Sk, Sk+t!};
Ora dalla (9.4) a da Sk ~ n < Sk+1 segue che
Jn{O,l...,n-l}
= [Jk-l n {O, 1, , s" - l}IU [Jk n {Sk, Sk + 1, ... , n - 1}1
C [Jk_In{O,l, ,Sk-l}]U[Jkn{O,l, ... ,n-l}],
e, perciò,
Quando n tende a +00, anche k tende a +00; di qui segue che J ha densità
nulla. Se n 2 Sk e n rt J scende che n non appartiene a Jk+l e perciò,
1
Ix,,1 < k + 1
che dà l'asserto (b).
(b) ==> (a) Si supponga che sia Ixnl ~ H per ogni n E Z+. Fissato E > O,
esistono due numeri naturali nl = nl (E) E N e n2 = n2(E) E N tali che sia
Ixnl < E per ogni naturale n 2 nl con n rt J e
1
- "'J(n) < E,
n
per ogni n ~ 712- Posto no := max{nl, nz}, per ogni n ~ no, è
l n-I 1 [ ]
- "Ixl = - " Ixl + " Ixln L J n L J L- J
j=O jEJn{O,l, ... ,n-l} j\éJn{O,l, ... ,n-l}
H
< - "'J (n) + E < (H + 1) E,
n
onde l'asserto.
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(a) = (c) Basta osservare che, alla luce di quanto è stato dimostrato sinora
si ha equivalenza tra le due condizioni
hm Ix,,1 = O
n_+oo
,,~J
e lim Ix,,1 2 = O.
n_+oo
,,~J
o
S.ono ora evidenti i seguenti corollari.
COROLLARlO 9.1. Per una trasformazione T : O - O che conserva la
misura su uno spazio di probabilità (O, F, ,,) sono equivalenti le affermazioni:
(a) T è debolmente mescolante;
(b) per ogni coppia A e B di insiemi misurabili esiste J(A, B) sottoinsieme
di N di densità nulla tale che
lim ,,(T-n A n B) = ,,(A) ,,(B).
n_+oo
,,~.J(A,B)
(c) per ogni coppia A e B di insiemi misurabili esiste J(A, B) sottoinsieme
di N di densità nulla tale che
n-l
lim .!:. L I" (T-j A n B) - ,,(A) ,,(B)1 2 = O.
n_+oo n
j=O
Avremo modo di usare il seguente lemma.
LEMMA 9.1. L'unione di due insiemi di densità nulla è ancora di densità
nulla.
DIMOSTRAZIONE. Siano J, e J, due sottoinsiemi di N di densità nulla,
. lhm -card[Jjn{O,l, ... ,n-l}]=O (j=1,2).
1t-+oo n
Allora
lOS - card[(J,UJ,)n{O,l, ... ,n-l}]
n
l
= - card ((J, n (O, l, .. . , n -l}) U (J, n (O, l, .. , n - l})J
n
lS - card(J,n{O,l, ... ,n-l})
n
l+- card(J,n{O,l, ... ,n-l}) , O.
n n_+oo
o
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lO. Espressione funzionale di ergodicità e mescolanza
In questa sezione ricorreremo sistematicamente all'uso dell'operatore UT
indotto dalla trasformazione T, introdotto nella sezione 6.
TEOREMA 10.1. Per una trasformazione T: n -t !1 che conserva la misura
su uno spazio di probabilità (0, F, ,,) sono equivalenti le affermazioni:
(a) T è ergodica;
(b) per coppia f e 9 di funzioni di L 2 è
n-l
l '" .lim - L.. (U,? f, g) = (f, l) (l, g);
n-+oo n j=O
(c) per ogni funzione f di L 2 è
n-l
lim .!:. '"(Uff, I) = (f, l) (l, I);
n-+oon Lj=O
(10.1)
(10.2)
TEOREMA 10.2. Per una trasformazione T : 0 ...... 0 che conserva la misura
su uno spazio di probabilità (0, F, '") sono equivalenti le affermazioni:
(a) T è debolmente mescolante;
(b) per coppia f e g di funzioni di L 2 è
n-l
Hm .!:. L I(U'?f,g) - (f, l) (l,g) I= O;
"'._+00 n j=o
(c) per ogni funzione f di L 2 è
n-l
Hm .!:. '" I(U? f, I) - (f, l) (l, I) I= O;
n-++oo n Lj=O
(cl) per ogni funzione f di L2 è
(103)
(10.4)
(10.5)
l n-l . 2
Hm - '" I (U,? f, I) - (f, l) (l,I) I = O;
n-+con Lj=o
TEOREMA 10.3. Per una trasformazione T : n -t n che conserva la misura
su uno spazio di probabilità (0, F, 1-') sono equivalenti le affermazioni:
(a) T è fortemente mescolante;
(b) per coppia f e 9 di funzioni di L 2 è
Hm (UT f, g) = (f, l) (l, g);
n_+oo
(10.6)
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(c) per ogni funzione f di L2 è
lim {U'} 1, J) = (I, 1}(1,J);
,., ...... +00
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(107)
I tre teoremi appena enunciati si dimostrano in maniera molto simile. Per-
tanto basterà dare la dimostrazione di uno solo di essi, per esempio delPul-
timo.
DIMOSTRAZIONE DEL TEOREMA 10.3. (b) = (a) Nella (10.6) basta pren-
dere f = lA e g = 1B con A, B E F.
(a) = (c) Per ogni coppia A e B di insiemi misurabili si ha
lim (U'} lA, 1B) = lim JlA o T n 1B dI' = lim J dI'
1\-+00 1\ ........ +00 n-+oo
T- .... AnB
= lim l' (T- n A n B) = l'(A) l'(B) = (lA, l) (l, 1B).
n_+oo
Se in quest'ultima relazione si tiene fisso B, si ha, per la linearità del
prodotto interno rispetto al primo fattore,
lim (Ur h, 1B) = (h, l) (l, 1B),n ........ +oo .
per ogni funzione semplice h. Si tenga ora fissa la funzione h, sicché
dall'ultima relazione scende
lim (Ur h, h) = (h, l) (l, h);
n ........ +oo
pertanto la (10.7) vale per la funzioni semplici.
Sia, ora f una funzione di L2 e si fissi, arbitrariamente, e > O. Si può
scegliere una funzione semplice h in modo che sia Ilf - hll 2 < é. Esiste
anche un numero naturale no = no(e) tale che, per ogni n 2: no, sia
IWJ h, h) - (h, l) (l, h) I< é.
Per ogni n "2 no, si ha
I(Ur f, J) - (I, l) (l, J) I
:S I (Urf, J) - (Urh, J) I+ I (Urh, J) - (Urh, h) I
+ I{u'} h, h) - (h, l) (l, h) I+ I(h, l) (l, h) - (I, l) (l, h) I
+ I(I, l) (l, h) - (I, l) (l, J) I
= I {Ur (I - h), J) I+ I(Ur h, 1- h) I+ é + I(l, h) I I(h - 1, l) I
+ I (I, l) I I (l, h - J)I
:S 111 - hl1211fl12 + IIhl1211h - 1112 + é + IIhl1211h - fll2 + IIfll211h - fl12
:S é {l + 211hl12 + 21IfI12},
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(c) ==> (b) Sia i una funzione di L 2 e sia Hl il piu piccolo sottospazio chiuso
di L2 che contiene J e le funzioni costanti e che sia invariante rispetto a UT,
UT HI C HI, Posto
91 := {<p E L 2 : . lim Wl' i, <p} = (I, l) (l, <P)},
n_+oo
si ha
Hl C 91 C L 2
Infatti, per definizione, 91 è un sottospazio di L 2 e contiene i per ipotesi.
Inoltre contiene la funzioni costanti
(U!j. i, c) = c J U!j. i dI" = c J i o T" dI" = c J i d (I" o T-n)
=c JidI" = (l,l) (l,c).
Infine 91 è invariante rispetto a UT ; infatti se <p E 91 si ha
lim (U!j. i, UT <p) = lim J(f o TU) (<p o T) di'
rt--++oo n-+oo
= lim JUOTn- 1) <p dI" = lim (U;-l i,<p)
n-+oo n_+oo
= (I, l) (l, <p) = (I, l) J<p dI"
= (I, l) J<p o T dI" = (I, l) (l, Ur <p),
sicché anche UT <p appartiene a 91'
Se tp è una funzione ortogonale al sottospazio 11f, tp ..l H f, si ha
(U!j. i, <p) = O
per ogni n E N. Inoltre (l, <p) = O.
all'inclusione Hl C 91 dà 91 = L 2
Ma allora si ha Hl C 91 che insieme
D
Sia T : n ---+ n una trasformazione che conserva la misura sullo spazio di
probabilità (O, F, 1"). Si può definire la trasformazione Tx T : Ox O~ OxO
mediante
(T x T)(w, w') := (T(w), T(w')).
La trasformazione cosi definita conserva la misura sullo spazio di probabilità
(O x O, F0F, 1"01"). Infatti ciò è vero per i rettangoli misurabili (gli insiemi
di F x F) e, quindi, per le unioni disgiunte e finite di tali rettangoli. In
virtu del Teorema 2.2, ciò basta a stabilire che T x T conserva la mi::mra.
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TEOREMA 10.4. l'er una trasformazione T : n~ n che conserva la misura
su uno spazio di probabilità (n, F, /l) sono equivalenti le affermazioni
(a) T è debolemente mescolante;'
(b) T x T è ergodica;
(c) T x T è debolmente mescolante.
DIMOSTRAZIONE. (a) ==;. (c) Siano A, B, C e D insiemi di:F. Per il
Corollario 9.1, esistono due sottoinsiemi JI e J2 di N, entrambi di densità
nulla, tali che
lim /l (T~n A n B) = /l(A) /l(B)1t_+=
nfl..h
lim /l (T- n C n D) = /l(C) /l(D).
n-+oo
nfl.h
Di conseguenza, ricorrendo al Lemma 9.1, si ha
Hm (/l ® /l) [(T x T)-n (A x C) n (B x D)]
n-+oo
nfl.JtUh
= lim /l (T-n A n B) /l (T-n C n D)
n-+oo
nrl-Jt u-h
= /l(A) /l(B) /l(C) /l(D) = [(/l ® /l)(A x C)] [(/l ® /l)(C x D)].
L'asserto vale dunque per i rettangoli misurabili di F ® F e quindi anche
per le unioni disgiunte e finite di tali rettangoli. Queste unioni formano
un'algebra A che genera la tribti prodotto F ®:F. Alla luce del Teorema
9.2 ciò implica l'asserto.
L'implicazione (c) ==;. (b) è ovvia.
(b) ==;. (a) Se A e B sono insiemi misurabili si ha
n~l n-l~ I> (T-j A n B) = ~ I: (/l ® /l) [(T x Tl- j (A x n) n (B x n)]
n j=O n j=O
-~, [(/l ® /l)(A x n)] [(/l ® /l)(B x n)]
.n ......... +oo
= /l(A) /l(B).
Ma si ha anche, dall'ipotesi,
n-l n-l~ I:/l2 (r- j AnB) = ~ I:(/l®/l) ((T xT)-j(A x A)n(B x B))
n j=O n j=O
-~, (/l ® /l)(A x A)(/l ® /l)(B x B)
n_+oo
= /l2(A) /l2(B).
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Perciò
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n-l~ L {l' (T-j A n B) -l'(A) I"(B)} 2
n.
J=O
n-I
= ~ L {1'2 (T-j A n B) - 21' (r- j A n B) l'(A) l'(B) + 1'2(A) 1'2(B)}
n j=O
------>, 2 1'2 (A) 1'2 (B) - 21'2(A)1'2(B) = O
n_+oo
che conclude la dimostrazione. D
DEFINIZIONE 10.1. Sia T ; n -> n una trasformazione che conserva la
misura sullo spazio di probabilità (n, F, l'). Si dice che il numero k E C
è un antovalore di T, se esiste una funzione f E L2 con f # O tale che
UT f = k f, o, equivalentemente, tale che f oT = k f q.c.. Si dice allora che
f è un'autofunzione corrispondente all'autovalore k.
Si noti che tutti gli autovalori di T hanno modulo unitario poiché, se vale
UTf = kf, è
Ilfll~ = IIUT fII; = IIk fll~ = Ikl2l1fll~
Inoltre k = l è sempre un autovalore (che corrisponde alla funzioni costanti).
DEFINIZIONE 10.2. Si dice che la trasformazione T ; n -> n che conserva la
misura sullo spazio di probabilità (n, F, l') ha spettro continno se l è l'unico
autovalore e le funzioni q.c. costanti sono le sole autofunzioni dell'operatore
UT indotto da T.
Al prossimo risultato che lega i concetti di mescolanza debole e di spettro
continuo, è opportuno premettere il seguente teorema, per la dimostrazione
del quale rimando a 127).
TEOREMA 10.5. Sia U ; H -> H nn operatore nnitario sopra nno spazio di
HILBERT (complesso) H. Per ogni f E H esiste nn'nnica misnra l'i definita
sni boreliani della circonferenza nnitaria K ;= {z E C ; Izi = l} tale che,
per ogni n E N, sia
(un f, f) = Jzn dl'i(z).
K
Si noti che se T : n ~ n è una trasformazione invertibile che conserva la
misura sullo spazio di probabilità (n, F, l'), allora l'operatore UT indotto
da T è unitario; se, inoltre, T ha spettro continuo, allora, per ogni funzione
f E L 2 con (/, l) = O, l'J non ha atomi.
TEOREMA 10.6. Per nna trasformazione T ; n -> n che conserva la misnra
sullo spazio di probabilità (n, F, l') sono eqnivalenti le affermazioni
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(a) T è debolmente mescolante;
(b) T ha spettro continuo.
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DIMOSTRAZIONE. (a) = (b). Si supponga che T sia debolmente mescolante
e, se possibile, che k sia un autovalore differente da 1, U, 1= k I con k i' L
Integrando si ottiene
(J, 1) =JI dll =JI d (Il o T-l) =J(J o T) dll =JUrf dll
= (UT 1,1) = k (J, 1).
Di qui scende (J, I) = O, sicché, ricordando che Ikl = 1, il Teorema 10.2 dà
lt-l n-l
O= Hm .!:. '" I(U? I, J) I= Hm .!:. '" I (ki I,J) I1l-+00 n L.- "-+00 n L.-j=O j~
n-l n-l
1", . 1",
= Hm - L.., Ikl' I(J, J)I = Hm - L.., I(J, J)I = I(J, J)I
n-+oo n n-+oo nj=O j=O
Dunque I = O q.c., sicché k non può essere un autovalore. Se k = 1 si ha
necessariamente che f è q.c. costante, perché T è ergodica.
(b) = (a) Supposto che T abbia spettro continuo, si vuole dimostrare che
T è debolmente mescolante; basta, a tal fine, dimostrare che vale la
l n-l . 2
Hm - '" I(U? l, J) - (J, 1) (1, f) I = O;
n-+oo n L.-j=o
Se f è q.c. costante, questa è un'immediata conseguenza della diseguaglianza
di SCHWARZ, che in questo caso, si riduce ad un'eguaglianza. Si può, quindi,
supporre che sia (J, I) = O. Per il Teorema 10.5, basta far vedere che, per
ogni misura J.t sui boreliani di K, si ha
2
n-l
Hm .!:. '" Jzi dll = O.fl_+OO n L..J
j=O K
Ricorrendo al teorema di FUBINI si ottiene
(10.8)
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Se il punto (z'W) non appartiene alla diagonale di K x K, ovvero se Z'W i' l,
allora si ha
l n-l . 11-(z'W)"
- "'(z'W)l = - , o.
n L n 1 - z w 'n_+OO)=0
Poiché la misura!" è continua, è (110!")(z, z) = O, sicché l'integrando nell'ul-
timo integrale scritto tende a O q.o.; inoltre, esso è maggiorato in modulo
da l sicché la (10.8) è ora una conseguenza del teorema di convergenza
dominata. D
11. Topologie per le trasformazioni
Vogliamo qui introdurre alcune topologie sulla famiglia delle trasformazioni
che conservano la misura. Ci limiteremo, seguendo HALMOS, a considerare
solo un caso particolare; supporremo cosi che siano verificate le seguenti
ipotesi
- si considereranno solo trasformazioni invertibili sicché l'insieme nel
quale si introdurrà la topologia è, di fatto, un gruppo;
- si considereranno come coincidenti le trasformazioni che differiscono
su un insieme di misura nulla; in altre parole, anziché il gruppo delle
trasformazioni invertibili che conservano la misura, si considererà il
gruppo degli automorfismi dell'algebra di misura associata allo spazio;
- si supporrà che lo spazio di probabilità in esame sia costiuito dall'in-
tervallo unitario [O, l] munito della tribu di BOREL B e della misura di
LEBESGUE >. su B.
Ricordiamo qui la clefinizione delle topologie forte e debole in uno spazio di
HILBERT H. Data una famiglia di operatori su H, {Tn : n E I}, ove I è un
insieme diretto, si dice che tale famiglia converge fortemente all'operatore
T se, per ogni f E H, si ha
IITn f - Tfll ~ O.
Si dice invece che la famiglia in questione converge debolmente a T se, per
ogni coppia f e g di elementi di H, si ha
(Tnf,g) ~ (Tf,g)·
È ben noto che la convergenza forte implica quella debole, senza che sia
vero il viceversa. Si è visto che esiste una corrispondenza biunivoca tra gli
automorfismi di un'algebra di misura e gli operatori unitari su L2 , sicché il
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gruppo degli automorfismi eredita ogni topologia della famiglia degli oper-
atori unitari su L2 . In quest'ultimo insieme le due topologie, forte e debole,
coincidono.
TEOREMA 11.1. Per una famiglia {Un: n E I} di oper'atori unitari su L2
su uno spazio di HILBERT H le seguenti proprietà sono equivalenti:
(a) {Un: n E I} converge fortemente a un operatore unitario U;
(b) {Un: n E I} converye debolmente ad un operatore unitario U.
DIMOSTRAZIONE. Poiché la convergenza forte implica quella debole, basta
dimostrare l'implicazione (b) =>} (a). Per ogni f E H, si ha
IIUn f - Ufll = (Unf - Uf, Unf - uf)
= (U,.j, u"f) - (U,.j, Uf) - (U f, u,.j} + (U f, Uf)
= IIfll2 - (U"f, Uf) - (U f, U"f} + IIfl1 2
-~, 211fll 2 - 2(Uf,Uf) = 211fl1 2 - 211fll 2 = O
n_+oo
o
Introduciamo ora la definizione di convergenza che servirà per gli scopi della
teoria ergodica.
DEFINIZIONE 11.1. Si dirà che una famiglia {T" : n E I} di automorfis-
mi converge debolmente a T se Tn A converge a T A per ogni elemento A
dell'algebra di misura B, vale a dire se, per ogni insieme A E B, è
À(Tn At>T A) ~ O.
Una sottobase per gli aperti di questa topologia è data dagli insiemi della
forma
N(T,A,é):={S: À(TAt>SA) <é}.
Consideriamo la famiglia degli intervalli{L:, \~ l] n E Z+,k =0,1, ... ,2" -I}.
Per n fissato in Z+, ognuno di tali intervalli si dirà di rango n, mentre si dirà
insieme di rango n ogni unione, necessariamente finita, di intervalli di rango
n. Si dirà permutazione (diadica di rango n) una trasformazione invertibile
che conserva la misura e che porta ogni intervallo diadico di rango n in
un altro intervallo diadico di rango n. La permutazione ciclica di rango n
permuta ciclicamente gli intervalli diadici di rango n.
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Per dimostrare il Teorema di approssimazione debole occofrerà un risultato
preliminare.
La famiglia Bo di tutti gli insiemi diadici è densa nell'algeba di misura, è
stabile rispetto alle operazioni booleane finite; inoltre la misura di un in-
sieme diadico è un numero razionale diadico. Se E è un insieme di Bo e se
l' E [0, À(E)] è un umero razionale, allora E ha sottoinsiemi che apparten-
gono a Bo e che hanno misura eguale a 1'. Se E è in Bo, anche T E gode
della proprietà appena illustrata.
LEMMA 11.1. Sia {El, E2 , ... , Ek} una pa1'tizione dell'inte1'Vallo unitario;
se c5 > O è aT'bitrario, e se 1'1,1'2,_ .. , Tk sono k numeri razionali tali che
(i = 1,2, ... ,k),
allora esiste una partizione {FIl F21 ... l Fk} delFinlervallo unitario in in-
siemi di BOI Fi E Bo per i = 1,2, ... , k, tal'i che, per ogni i = 1,2, ... , k, si
abbia
e À(F,) =1',.
DIMOSTRAZIONE. Si scelga, per ogni i = 1,2, ... , k, un insieme Bi E Bo
tale che
o, equivalentemente
lÀ (E;) - À (B,)I = lÀ (E, \ B;) - À (B, \ E,)I :s À (E,t:.F,) < '1'
Di conseguenza si ha, per ogni i = 1,2, ... , k,
Gli insiemi Bi cosi costruiti non costituiscono necessariamente una par-
tizione dell'intervallo unitario e non hanno necessariamente la misura richi-
esta. Poiché si ha
e
segue che
À [B; n (Uj;",Bj )] < 2k'Y.
Si prendano ora gli insiemi di Bo definiti, per i = 1,2, ... , k, da
Per questi insiemi è, per i = 1, 2, ... , k,
lÀ (B;) - 1'il < J + (2k + 1)-y e lÀ (E,) - À (B;)I < (2k + 1)-y.
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Gli insiemi B~ sono ora a due a due disgiunti, ma la loro unione non è ancora
tutto [0,1] e la misura di ciascuno di essi non è ancora quella desiderata.
Se >. (BD > T'i, si consideri un sottoinsieme B.~' di B~ appartenente a Bo e
tale che
À (B;) - À (B;') = Ti;
si unisca quindi B;' al complemento degli insiemi B;,
C:= [O, l] \ (~B;) E Bo
e si ponga Fi = B~ \ n;'.
Se invece si ha À (BD < Ti si prenda un sottoinsieme B;' E Bo di C tale che
A(B; U B;') = Ti
e si ponga Fi := B; U B:'. Gli insiemi Fi (i = 1,2, ... , k) COSI costruiti
costituiscono una partizione di [O, l] in insiemi di Bo e À (Fi ) = Ti. Per
questi insiemi si ha , per i = 1,2, ... , k,
À(E,t:.F;) < S+ 2(2k + lh.
Basta ora prendere I sufficientemente piccolo perché sia
À (E,t:.j;i) < 28;
ciò conclude la dimostrazione. D
Un intorno diodico di un automorfismo S di G ha la forma
{T E G: À (SDt:.TD) < E},
ove D è un insieme diadico. Gli intorni diadici costiuiscono una sottobase
per le topologia debole di G. Il risultato fondamentale asserisce che le
permutazioni sono dense in G.
TEOREMA 11.2 (di approssimazione debole). Ogni intorno diodico contiene
permutazioni cicliche di Tango arbitrario.
ek>j
DIMOSTRAZIONE. Dimostriamo dapprima che, se P è una permutazione e
se
N;= {T: À(PD,t:.TDi ) <é i =1,2, .. . ,n}
è un intorno diadico di P, allora N contiene permutazioni cicliche di rango
arbitrariamente grande. Ogni insieme P Di è un insieme diadico. Ne segue
che esiste un naturale j tale che P Di sia di rango j. Naturalmente, j può
essere scelto arbitrariamente grande; si scleg ora k E N tale che sia
2i +1
2"k < é.
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Ogni intervallo diadico di rango j è l 'nnione di 2k - j intervalli diadici di rango
k. Definiamo ora una permutazione ciclica Q di rango k che appartenga
all'intorno N.
Sia I un intervallo di rango j. Se P non lascia I invariato, si definica Q
in modo che mandi il primo, nell'ordine naturale, sottointervallo di rango k
contennto in I sn tutto il primo sottointervallo di rango k di P I. Se P non
manda P I su I, si definisca Q in modo che mandi il primo sottointervallo
di rango k di P I nel primo sottointervallo di rango k di p 2 I. Si continui in
questo modo sino a che non si raggiunga l'ultimo elemento nel ciclo indotto
da P su I, sia esso pq- 1I. Quindi P (P,,-lI) = I. Allora si definisca Q in
modo che mandi il primo sottointervallo di rango k di pq-1 I nel secondo
sottointervallo di rango k di I e si proceda come sopra sostituendo ovunque
"primo sottointervallo" con "secondo sottointervallo". Alla fine, si definisca
Q in modo che mandi il secondo sottointervallo di rango k di pq-1 I nel
terzo sottointervallo di rango k di I. Si ripeta di nuovo la procedura sino
a quando Q non debba essere definito sull'ultimo sottointervallo di rango k
di pq-1 I.
Sia ora F un intervallo diadico di rango j disgiunto da I, PI, ... , pq-1 I
e si definisca Q in modo che applichi l'ultimo sottointervallo di rango k
di pq-1 I sul primo sottointervallo di rango k di F. Si ripeta, quindi, su
F }'intera procedura fatta su I e si proceda in maniera analoga sino a
quando non si sia completata la definizione di Q sull'intera·decomposizione
di P. La definizione di Q sarà completata quando si applicherà l'ultimo
sottointervallo di rango k dell'ultimo termine della decomposizione di P nel
primo sottointervallo di rango k dell'intervallo originale I.
Evidentemente, Q è una permutazione ciclica di rango k. Per costruzione,
se E è una arbitrario intervallo diadico di rango j, allora si ha
2
À (PEt::.QE) < 2k '
Ma'un insieme diadico è l'unione disgiunta di al piu 2j intervalli diadici di
rango j l sicché se D è un insieme diadico di rango j, allora è
. 2 2;+1
À (PDt::.QD) < 2' 2k = Y < f.
Perciò Q appartiene a N.
Rimane da dimostrare che le permutazioni sono dense in G. A tal fine, sia
T un'arbitraria trasformazione e sia
N := {S: À (SDit::.TDi ) < E i = 1,2, ... , n}
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un intorno diadico di T; vogliamo dimostrare che N contiene una permu-
tazione. Gli insiemi Di n TD j costituiscono una partizione dell'intervallo
unitario. Sia o> O tale che
n2 o< :.2'
Il Lemma 11.1 assicura l'esistenza di una partizione {Eij } dell'intervallo
unitario in sottoinsiemi diadici tale che sia
.\((D, nTDj) 6.Eij ) < o.
Una seconda applicazione dello stesso lemma assicura l'esistenza di una
partizione {Fij } dell'intervallo unitario in sottoinsiemi diadici tale che sia
.\ ((Di n TDj) 6.TFij ) < o
e che risulti, per tutti gli indici .\ (Eij ) = .\ (Fij). poiché T conserva la
misura, si ha anche
.\((Di nTDj) 6.Fij ) < o.
Sia k un numero naturale tale che tutti gli insiemi Di, Eij e Fij abbiano
rango k e sia P una permuta~ione di rango k che applichi Fij su Eij . Poiché
Dj = Ui (T-' Di n Dj),
si ha
2 E
.\(Dj6. UiFij) < n 0<2'
Ma allora
é
.\ (PDj 6. Ui Eij ) < 2'
Pertanto
.\(PDj6.TDj )::; .\(PDj6. UiEij) +.\(UiEij6.TDj) < c,
ciò che conclude la dimostrazione. o
Vi è una seconda topologia sul gruppo G degli automorfismi, detta topologia
uniforme.
Si introducono su G due metriche
d,(S,T) := sup{.\ (SA6.TA) : A E B(G)}
d2 (S, T) := .\{Sw ,. Tw}.
È immediato controllare, ed è lasciato come esercizio, che tanto dI quanto
d2 sono metriche su G. Inoltre, esse sono invarianti rispetto alle operazioni
di gruppo (moltiplicazione a destra o a sinista, e formazione dell'inversa);
ciò è ovvio per dI. Per quanto riguarda d21 è immediata l'invarianza per la
moltiplicazione a sinistra. Poiché si ha
S {Sw,. Tw} = {S-'w,. Y-'w}
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segue che
d2 (S-I,T-I) = À ({S-IW l' T-Iw})
= À(S{Sw l' Tw}) = À({Sw l' Tw}) = d2 (S,T),
ciò che mostra l'invarianza di d2 rispetto alla formazione dell'inversa. L1in_
varianza di d2 rispetto alla moltiplicazione a destra è ora conseguenza del-
l'invarianza rispetto alla moltiplicazione a sinistra e di quella rispetto alla
formazione dell'inversa.
Se per x E [O,lJ e per n E N, si ha Tnx = x, si dice che T è periodica
in x; il minimo n = n(x) E N tale che Tnx = x si dice il periodo di x.
Se T n = I (I è l'identità su [O, l]), allora si dice che T è periodica e il
minomo n E N tale che Tn = I si chiama periodo di T. Evidentemente se
Tè periodica è periodica per ogni x; il viceversa non è necessariamente vero.
Se la trasformanzione T nonè periodica in alcum punto di [O, l], si dirà che
è aperiodica. Sia An l'insieme di punti di [O, l] nei quali T è periodica di
periodo n E N,
(11.1)
e sia Ao l'insieme dei punti nei quali T è antiperiodica,
Ao := (UnENA,,)C = nnENA~. (11.2)
LEMMA 11.2. Se T è periodica di periodo n per quasi ogni punto di [O, l],
allom esiste un boreliano E di [O,lJ di misum l/n tale che gli insiemi E,
TE] . .. , Tn-l E siano a due a due disgiunti.
DIMOSTRAZIONE. Se n = l non vi è nulla da dimostrare. Se n > l esiste
necessariamente un borelìano El tale che
À (E,t::.TE,) > O.
Infatti, se per ogni boreliano E, di [0,1] fosse À(E,t::.TE, ) = O, T sarebbe
di periodo l per quasi ogni punto. Poiché T conserva la misura si ha
À (E, \ TE,) = À (E,) - À (E, n TE, )
= À(TEI) -À(E,nTE,) = À(TE, \EJl,
segue che À(E, \TE, ) > O. Posto
F, := E, \ TE
"
l'insieme F1 è un boreliano di misura positiva che, per costruzione è dis-
giunto da TF, = TE, \ TE, . Se n = 2, la dimostrazione è terminata. Se
n > 2, esiste necessariamente un sottoinsieme E2 di F I che è misurabile e
tale che À (E2 t::.T2 E2 ) > O; se cosi non fosse, T sarebbe di periodo 2 quasi
ovunque in F, . Posto F2 := E2 \ T 2 E2 , scende come sopra che che F2 e
T 2F2 sono disgiunti. Procedendo in questo modo per induzione, dopo n-l
passi si sono costruiti gli insiemi FIl F2 , ... , Fn - 1 di misura positiva tali
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che F 1 ::> F2 ::> ... ::> Fn - 1 e che, per ogni j = I, 2, ... l n-I gli insiemi
Fj e Tipj siano disgiunti. Posto E:= Fn - 1l !'insieme E risulta essere dis-
giunto da Tj E per ogni j = 1,2, ... ,n-L La misura di E potebbe non
essere eguale a l/n; si appliche allora lo stesso procedimanto ora usato al
sottoinsieme invariante
(EUTEU".UTn~IEr·
Si proceda per induzione terminando al piti dopo infinità numerabile di
~. O
LEMMA 11.3. Se T è antiperiodica, allora per ogni n E N e per ogni E > O,
esiste un boreliano E tale che gli insiemi E, TE, ... , T n - 1E siano disgiunti
e che sia
À(EUTEU"'UT',-lE) > l-E.
DIMOSTRAZIONE. Sia p un numero naturale t>tle che l/p < E. Ricorrendo
allo stesso ragionamento del Lemma 11.2 nel quale si sostituisce pn a n,
si costrusice un boreliano F di misura positiva e tale che gli insiemi F,
TF: ... , Tpn-1p siano a due a due disgiunti. Inoltre F è massimale nel
senso che non esiste alcun boreliano che includa F, abbia misura maggiore
di quest'ultimo ed >tbbia le proprietà elencate per F. Perciò, se Fo è un
sottoinsieme mìsurabile di Tlm - 1 F con À (Fo) > 0, allora esiste almeno
un numero n>ttur>tle j = 1,2, ... , pn tale che À (Tj Fon F) > O, altrimenti
l'insieme FuT Fo contraddirrebbe la massimalità di F. Si definisca ora, per
j = 1:2, ... ,pn, il boreliano
Fj := (T,m-1FnT-jF) n(U;~iT-iFC).
Allom i ha
À (T,m-l F \ Uj:lFj ) = O.
Gli insiemi di una stessa colonna dello schema
TF2
TF3 (11.3)
TPpn T~TFpn Tpn-1TFpn
sono a due a due digiunti perché si ottengono trasformando mediante la
stessa potenza di T insiemi disgiunti; inoltre, due insiemi di colonne dif-
ferenti sono disgiunti perché le loro Ìmmagini inverse mediante opportune
potenze di T sono incluse in insiemi distinti di F, TF, ... , Tpn-1F.
Gli insiemi TiFj (I ~ .; < j ~ pn) sono disgiunti da ognuno degli insiemi
T k F (k = 1,2, ... ,pn - l) e quindi dalla loro unione. Infatti, se è k > ",
allom
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se, invece, k :::; i, allora si avrebbe O ::; i - k < j, sicché, per la definizione
di Fj, è vuoto l'insieme
T i - k P. n F-1 ,
perciò è vuoto anche l'insieme
TiF j n T kF = T k (T'-kFj n F) .
Pertanto gli insiemi TF
"
T 2F2 ,
disgiunti di F; quindi
Tpn F SOllO sottoinsiemi a due a due
... , pn
pn pn
), (U~:,Tj Fj ) = L), (Tj Fj ) = L), (Fj ) =), (Tpn-I F).
j=1 j=1
Si può ora asserire che l'insieme
r:= (U~:o'TkF)U (U'Si<jS"nriFj)
è quasi invariante, nel senso che À (F* l:i.T- 1F*) = Q. Siccome T è antiperi-
adica, si ha
), (r) = l,
perché altrimenti l'insieme Fu (F*)C permetterebbe di ingrandire l'insieme
massimale F. Si ponga, infine
E·= (Up-ITknF) U(uPn - 1 u''''. T'P.)
. k=O ~=1 J=t+n J'
Per costruzione gli insiemi E, TE, ... , Tn-1E SODO disgiunti. L'unione di
questi insiemi non cantine al piti n - l insiemi di ogni riga dello schema
(l1.3). Ciò significa che la misura totale degli insiemi della j-esima riga
non inclusi nell'unione EuTEU·· ·UT"-IE ha misura minore di n), (Fj );
di conseguenza
P"
), (E U TE U ... U T n - IE) > l - L n), (Fj ) = l - n )'(F).
j=1
Gli insiemi F, TF, .. '1 Tpn-1p sono disgiunti ed hanno tutti la stessa
misura sicché
l 1
n ),(F) :o; n - = - < é.
pn p
Ciò conclude la dimostrazione D
Le topologie indotte su G dalle metriche d, e d2 sono equivalenti; piu
precisamente vale il seguente
LEMMA IlA. Valgono le diseguaglianze
2
"3 d2 :o; d, :o; d2 .
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DIMOSTRAZIONE. Poiché tanto d, quanto d2 sono invarianti rispetto alle
operazioni di gruppo, basta dimostrare che
2 .
3" d2(1, T) s: dI (I, T) s: d2 (1, T)
per ogni trasformazione T che conservi la misura. Se
F:= {x E [0,1] :Tx ;ix},
allora si ha d2 (1, T) = 'x(F). Si osservi che l'insieme F è invariante rispetto
a T e che tale è anche ogni sottoinsieme misurabile di F C • Per ogni boreliano
E di [O, l], si ha
E6.TE = [(E6.TE) n F] U [(E6.TE) \ F]
= [(E n F) 6. (TE n F)J U I(E \ F) 6. (TE \ F)J
= [(E n F) 6. (TE n TF)] U [(E \ F) 6. (TE \ TF)]
= [(E n F) 6.T (E n F)) U [(E \ F) 6.T (E \ F)J;
di qui, dato cheT(E\F) =E\F,
,X (E6.TE) = 'x[(EnF)6.T(En F)] + ,XI(E\ F) 6.T(E \ F)J
= 'x[(EnF)6.(TEnF)) ='x[(E6.TE)nF] s: À(F).
Ne segue che dI (I, T) s: d2 (1, T).
Si consideri ora la partizione di [0,1] nei sottoillsiemi
{A01All .. o,An,·oo}
delle equazioni (11.1) e (11.2). Si applichi il lemma 11.3 all'insieme Ao con
n = 2 e E ::::; 1/3. ESIste perciò un bmoeliana Eo di Ao tale che Eo (ì T Eo = 0
e che
lÀ(Eo) 2 3"À(Ao).
Applicando il Lemma 11.2 ad ogni An si ha un boreliano En di An tale che
gli insiemi Etti TEn , ... , T n - 1En siano a due a clue disgiunti e che sia
lÀ(En) = - À(An)
n
Si definisca ora una successione di insiemi misurabili {Bn : n = Oe n 2: 2}
come segue. Si ponga
- per n = 0, Bo := Eo;
- per n 2' 2 pari,
. U ( n/2-1 2kE)'Bn .= En Uk=l T n,
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- per n ;:: 2 dispari l
B '- E U(u(n-J l/2T 2k E )n·- n k=l n .
Si ha, in ogni caso l Bn n T Bn = 0. Se 11 2 2 è pari, si ha
lÀ(B,,) = 2À(A,,),
mentre, se n 2: 2 è dispari, si ha
À (Bn ) = ~ (l - ~) À (A,,)
Ne segue che, per n 2: 2, è
l
À (B,,) 2: 3À (A,,).
Posto
B := Fa U B 2 U B3 U ... U B" U ... ,
si ha B n TB = 0 e
À(B) 2: ~ (1- À(A,)).
Quindi
d j (I, T) 2: À (BD.TB) 2: ~ (l - À (A,)) = ~ d2 (I, T),
ciò che conclude la dimostrazione. o
Per ottenere il teorema di approssimazione per la topologia uniforme avremo
bisogno del seguente risultato che interessse indipendente.
TEOREMA 11.3. Per' ogni coppia A e B di boreliani dell'intervallo [O,lJ
esiste una trasformazione T : [O, 11 ~ [0,11 tale che À (TAD.B) = O.
D,MOSTRAZIONE. Se i due boreliani hanno misura nulla, À(A) = À(B) = O,
non vi è nulla da dimostrare. Supporremo, pertanto, che sia À(A) À(B) > O.
Sia S una trasformazione ergodica su [O,I]; esiste allora un naturale n tale
che
À(S"AnB) > O.
Si definisca Tx := 8 n x se x appartiene a A n T-n B. Si proceda ora per
induzione.
Se À (A \ S-" B) > O, si applichi il ragionamento appena usato per trovare
un sottoinsieme misurabile C di A \ S-"B di misura non nulla, À(C) > O
ed un naturale k tale che
À [s"cn (B\s-nA)] > O;
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e si definisca Tx := Sk x se x appartiene a C. Procedendo in questo mo-
do, eventualmente per induzione transfinita, si giunge a definire la trasfor-
mazione T su tutto A. Applicando poi lo stesso metodo ai due insiemi AC
e Be, si definisce T su tutto [0,11. D
Il seguente teorema asserisce di fatto che la trasformazioni periodiche sono
dense in G nella topologia uniforme.
TEOREMA Il.4 (d'approssimazione uniforme). Per ogn1: trasformazione ape-
riodica T, per ogni numeTO naturale n e per ogni 6 > O esiste 'una trasfor-
mazione S di periodo n tale che
1d2 (S, T) :s - + E.
n
DIMOSTRAZIONE. In virtu del Lemma 11.3 esiste un boreliano E tale che
gli insiemi E, TE, ... l Tu-l E siano a due a due disgiunti e che
.\(EUTEU···UTn-1E) > l-E.
Se x è in E U T EU' . U Tn-2 E, si definisca Sx := TXj se x appartiene a
T n - 1E, si ponga Sa; := T-1t+1 x. La trasformazione S è COSI stata definita
in E U T Eu· .. U T n- 1E ed è qui di periodo n; quale che sia il modo di
estendere la definzione di S a tutto [0,1), si ha
l
d2 (S, T) :s .\ (Tn - 1E) + E = .\(E) + E :s - + E.
n
Rimane quindi solo da dimostrare che si può definire S nel complementare
di E UTE U· .. U T n- 1 E in modo che anche qui S sia di periodo n e questo
segue facilmente dal Teorema 11.3. O
12. Categoria
L'introduzione della topologia debole nell'insieme delle trasformazioni che
conservano la misura consente di trarre conclusioni importanti sullagrandez-
za topologica di alcuni sottinsiemi di trasformazioni.
TEOREMA 12.1. Nella topologia debole le tmsformazioniforternente mescolan-
ti costituiscono un insieme d'i p'rima categoria.
DIlvIOSTRAZIONE. Per k E N sia P k l'insieme delle trasformazioni che con-
servano la misura e che sono periodiche di periodo k,
Pk := {T E G: T k = I};
si ponga inoltre
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In virtu del Teorema di approssimazione debole, l'insieme 'P~ è denso per
ogni n E N.
Posto E := [0,1/21 si consideri la seguente famiglia di trasformazioni che
conservano la misura
kh={TEGIÀ(EnT'E)-~I:sn
Tale insieme è chiuso nella topologia debole. Si definiscano
È evidente che M* contiene tutte le trasformazioni fortemente mescolanti;
infatti) per queste si ha
. lln11 À(E n TkE) =-.
n-+= 4
BastaI pertanto l dimostrare che 1lI/* è di prima categoria; a tal fine basta
dimostrare che, per ogni n E N, .fI!f1: è e, siccome M r: è chiuso: basta in
effetti mostrare che il suo complementare in G, G \ M1: è denso in G. :Ma
G \ M,; = G n (nk>"Mk)' = Uk>"G \ M"
sicché basta dismostrare che vale l'inclusione
Questo è però di facile dimostrazione, perché se T appartiene a Pk si ha
T''E = E, sicché
( k) l l lÀ EnT E - 4 = À(E) - 4 = 4;
dunque T non appartiene a MII;. D
Il lemma che segue sarà necessario per studiare l'insieme delle trasformazioni
debolmente mescolanti.
LEMMA 12.1. Nella topologia debole la classe coningata di ogni trasfor-
mazione antiperiodica To.
è densa in G.
DIMOSTRAZIONE. Sia N = {T E G : À(PDit!:.TDi) < é, i = 1,2, ... , n} un
intorno diadico di una permutazione P; si vuole dimostrare che esiste una
trasformazione S di G tale S-lToS appartenga a N. Posto
M = {TE G : À(PDi t!:.T Di) < ~, i = 1,2, ... , n} ,
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segue dal Teorema di approssimazione debole che l'intorno Al contiene una
permutazione ciclica Q di rango k maggiore dei ranghi di tutti gli insiemi
Di (i = 1,2, ... ,n) e tale che
l
2"-2 < E.
Il Teorema di approssimazione uniforme assicura ora Pesistenza di una
trasformazione R E G che ha ovunque periodo 2" e tale che
2 E
d2 (R, To) < 2k < 2 (12.1)
Le trasformazioni Q e R sono coniugate in G. Si numerino gli intervalli
diadici di rango k, Eo, E""" Eq (q = 2") in modo tale che sia QEi = EHI,
con gli indici presi modulo q. Sia ora Fo un boreliano tale che À (Fo) = l/q
e che gli insiemi Fo, RPo,... , Rq-1po siano a due a due disgiunti. Posto
Fi := RiFo (i = 1,2, ... ,q-l, sia S una qualsiasi trasformazione che
conserva la misura e che manda Eo su Fo. Si può estendere la definizione di
tale S a tutto Pintervallo unitario in maniera ricorsiva, ponendo, per x E Ei
(i = 1,2, ... ,q-1),
Schematicamente si ha
Eo Q , E, Q Q Q-"-...., Eq _ 2
Fo --...., F,R --...., F2R
--....1 0 ••
R
--...., Fq _ 2
R
--....3 Pq - 1R
Si vede subito che Q = S-1 RS.
Poiché la distanza d2 è invariante per le operazioni di gruppo in G, la (12.1)
dà
d2 (Q, S-IToS) = d2 (S-1 RS, S-lToS) = d2 (R, Ta) < ~.
Pertanto
À (pDi fl.S- 1ToSD;) S; À (P Difl.QDi ) + À (QDi fl.S- 1ToSDi )
S; À(PDifl.QDi ) +d(Q,S-ITaS)
E ( -1 )< 2+d2 Q,S ToS <E.
Perciò Q, S-IToS appartiene a N. D
13. Trasformazioni indotte
DEFINIZIONE 13.1. Siano Tn ~ n una traformazione che conserva la misura
sullo spazio di probabilità (n, F, l') e A un sottoinsieme misurabile di n.
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Sia w E A un punto ricorrente (quasi tutti i punti di A per il teorema di
ricorrenza di POINCARÉ sono ricorrenti, ritornano, cioè, in A) e si indichi
con nA(w) il minimo naturale positivo tale che TnA(W) w sia in A,
nA(w):= {nE N: T"wE A}.
Si dirà tr"asfoT'mazione indotta da T su A la trasformazione T A : A ~ A
definita per quasi tutti i punti di A da
TAw:=TnA(W)W.
Si noti che, a rigore, TA non è definita su tut.ti i punti di A, ma solo su quelli
ricorrenti; sui rimanenti punti TA può essere definita in maniera arbitraria.
Si considerino la traccia della tribù :F su A,
FA :=FnA = {AnB: B E F}
e la probabilità MA condizionata da A,
(B) = l'(A n B)l'A ,"(A)'
TEOREMA 13.1. La tmsformazione indotta T A è misumbile rispetto alla
tribu traccia FA e conserva la misura sullo spazio di probabildà (A, FA, l'A)'
DIMOSTRAZIONE. Per ogni n E N si definiscano gli insiemi
An := {w E A: Tw't A,T2w 't A, ... ,T"-lW 't A,T"WE A}
= {w E A : nA(w) = n}
e
B" := {w E AC : Tw 't A, T 2w 't A, ... ,T"-lW 't A, Tnw E A} .
Ora si ha
A" = (AnT- n A) \U'J~,' (AnT-j A) e B" = T"A \U;'~JT-jA,
sicché la misurabilità eli T assicura che tanto An quanto Bn siano misurabili,
per ogni n E N. Inoltre, per definizione, si ha An C A (n E N); infine, se
B è un sottoinsieme misurabile di A, B E :FA, è
TA' B = U"EN (An n T-n B), (13.1)
come subito si verifica. Questo mostra che TA è misurabile rispetto a FA.
Gli insiemi della successione {An :E N} sono disgiunti; inoltre
l' (A \ UnENAn ) = O.
D'altro canto si ha
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e, per ogni n E N,
T-l Bn = An + l U B n+ l .
Pertanto, se B appartiene a FA
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T-l B = T-l (B n A) = (A, n T-l B) U (BI n T-l B) (13.2)
T-l (B" nT-n B) = (An+l nT-(n+1) B) U (Bn+l nT-(n+l) B).
(13.3)
Poiché T conserva la misura su (l"l, F, 1-'), per ogni n E N, si ha dalla ultime
relazioni applicate ripetutemante
I-'(B) = I-' (T- l B) = I-' (Al n T-l B) + I-' (BI n T-l B)
= I-' (Al n T-l B) + I" (A2 n T-2B) + I-' (B2 n T- 2B) =
n
= I> (A j n T-j B) + l' (Bn n T-n B)
j=l
La successione {Bn : n E N} è formata da insiemi disgiunti e, di conseguen-
za, ha come limite 0; perciò
I-'(B) = L I-' (An n T-n B) .
nEN
Ma per la (13.1) quest'ultima somma è eguale a I-' (TAl B), onde I-'(B) =
I-' (TAl B). D
TEOREMA 13.2. Se T è invertibile, anche la trasformazione indotta T A è
invertibile.
DU,iIOSTRAZIONE. Poiché T-l conserva la misura, si può definire la trasfor-
mazione indotta (T-l)A su A da T-l Vogliamo mostrare che TAl =
(T-l) A' A tal fine basta far vedere che si ha (T-l) A TA W = w per quasi
tutti i punti w di A. Se w è in An allora TA w = T n w =: y E A. Chiara-
mente T-n y = W E A. Si supponga che sia z = T-m y E A per m E N
con l ::; m < n. Allora T 1n z = y = T m (Tn-mw). :rvla Tn-mw non può
appartenere a A, ciò che contraddice all'ipotesi che T sia iniettiva. Ne segue
che (T-l) A Y = T-n y = w. D
TEOREMA 13.3. Se T è ergodica, tale è anche TA .
DIMOSTRAZIONE. Sia B un insieme invariante di FA, T-l B = B. Si ponga
D := UnEN {(An n T-n B) U (Bn n T-n B)} .
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poiché T-I B = B, la (13.1) dà B:) A"nT-nB (n E N) e, quindi, per ogni
nE N, si ha
A \ B = A n B" c A n (A~, UT-n Be) = (A n A~,) U (A n r n B")
e, dunque,
A \ Be n"EN (A n A~,) U (A n T-n Be)
= {n"EN (A n A~,)} U {n"EN (A n T-n Be)}
= (A n AC ) U {nnEN (A n T-n B C )} = n"EN (A n r" B C ).
D'altro canto
De = nnEN {(A" U B,,) n T-" Br = nnEN {(An U Bn)" UT-n Be} ,
sicché A \ B è contenuto in DC. Ora, la (13.2) e la (13.3) danno
T-I (A" nT-n B) C T-l B = (AI nT- 1 B) U (B, nT- I B)
e
T-I (B" n T-n B) = (A,,+I n T-(Ml B) U (Bn+l n T-("+I) B) ,
sicché T-l D = D, cioè D è invariante. Poiché T è ergodica, si ha o I-'(D) =
Oo I-' (DC) = O. Nel primo caso è
I-'(D) ~ L p (An n T-" B) = I-' (Ti l B) ,
nEN
e, quindi, I-'(B) = I-' (Ti l B) = O. Se, invece, I-'(De) = O, allora
I-' (D") ~ I-' (A \ B) = I"A (Be) I-'(A),
vale a dire 1-'04 (BC) = O. D
Sia dato llno sp;1.7.io lTIPnsuralp. (n, :F, Jl) finito o (T-finito. e una successione
{Bn : n E Z+} di insiemi misurabili e disgiunti tali che I-' (B"+I) $ I-' (Bn) <
+00. Si supponga che, per ogni n E Z+l esista una trasformazione Un :
Bn +1 -----+ B,~ inverti bile e che conserva la misura tra Bn +1 e a n (Bn+ 1 ).
Sia, infine, To : Bo -7 Bo una trasformazione suriettiva e inv.ertibile che
conserva la misura. Posto
w E a n (Bn +I ),
w E Bn \ a" (Bn+l)'
O' := UnEz+ Bn
si definisca un'applicazione T : O' -----j. O' come segue
{
-I
T an W,w'-
.- To0'0·· 'O'n-l W,
(13.4)
TEOREMA 13.4. La trasformazione T : ç)' ~ ç)' definita dalla (13.4)
è invertibile e conserva la misura. Se, poi, è f.L(D') = l, allora To è la
trasformazione indotta da T su Bo.
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onde Wl
invertibili.
DIMOSTRAZIONE. Si supponga che sia TWI = TW2. Varì casi sono possibili.
Caso l: Wl e W2 appartengono a U (Bn+d per lo stesso indice n. Allora,
TWI = TW2 significa u~l Wl = u~l W2, e, quindi, in virtu dell'invertibilità
di Un, Wl = W2·
Caso 2: W, e W2 appartengono a Bn \ Cf (B,,+,) per lo stesso indice n. In
questo caso si ha
TWl =Toao···Un-1Wl =Toao",Un-1W2 = TW2,
W2, perché le trasformazionei To, ao, ... , Un -l sono tutte
Caso 3: W, E Cf" (B,,+,) e W2 E B j \ Cfj (B]+l); ma, allora, T 0" appartiene
a Bn+1 mentre TW2 è in Bo, di modo che nonsi può avere l'eguaglianza
T Wl = T W2. Dunque questo caso non si può presentare.
Caso 4: è palesemente impossibile che sia W, E Cf, (B'+1) e W2 E Cfj (BHl )
con i #j.
Caso 5: infine, si potrebbe, a priori, avere Wl E Bi \ ai (Bi+1) e W2 E
Bj \ Cf, (B]+,) con i # j. Si supponga, senza perdita di generalità, che sia
i < j .. Dall'eguaglianza TWl = TW2 scende, a causa dell'invertibilità di
tutte le trasformazioni in gioco, che Wl = ai ai+l ... aj_1 W2 che appartiene
a ai (Bi+d contrariamente all'ipotesi; dunque anche questo caso non si può
presentare.
Si è cosi stabilito che T, definita dalla (13.4) è iniettiva. Sia ora Y un punto
di n' e si supponga che esso appartenga a Bn con n E N. Poiché U n -1 è,
per ipotesi, invertibile, esiste sicuramente un punto z di Un-I (Bn ) tale che
sia Y = a;;1 z, o, equivalentemente y = T z. Se, poi, y appartiene a Bo,
esiste, in virtu dell'inveritibilità di To, y' E Bo tale che y = To y'. Ora,
sey' è in Bo \ Cfo (B,) basta prendere z = y' per avere y = To y' = T z.
Se, invece y' è in Uo (Bd, esiste Y1 E BI tale che U1 Y1 = y'; se YI è in
B, \ Cfl (B2 ), si prenda z = Yl e si avrà T z = To Cfo Yl = y. procedendo per
induzione, se Yl appartiene a Cfl (B2 ), esiste Y2 E B 2 tale che Cfl Y2 = Yl· Se
per un indice n E N si ha Yn E Bn \ (J" (B"+1)' si prenda z = Y" e si avrà
cosi T z = Touo . .. Un -1 Yn = y. Si supponga, quindi, che Yn appartenga
a Un (Bn +1) per ogni n E N. poiché tutte le trasformazioni To , Uo, ... 1
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Un" .. conservano la misura e poiché ,./, (Bn ) : 0, risulta che i punti yn_+oo
che danno origine a una tale succes:::;ione costituiscono un insieme di misura
nulla.
Per mostrare che T conserva la misura sia A un sottoinsieme misurabile di
[2' e si scriva
A = U {[A n lTn (B,,+dJ u lA n (Bn \ lTn (Bn+l))))
nEZ+
che è un'unione disgiunta. Ora
T-l A
= U {lTn IAnlT,,(B,,+dlulT;;~I···lTolTo-l[An(Bn \lT,,(Bn+l ))]}
nEZ+
che mostra, intanto, che T-l A è misurabile. Inoltre
J.t (T- 1A) = L J.t (lT" fA n lT" (B,,+JlIl
nEZ+
+ L J.t (lT;;~llT'-;~2· .. lTOI TO- 1 [A n (B" \ lT" (Bn+d)])
nEZ+
- L J.t (A n lTn (Bn+tl) + L J.t(An(B"\lT,, (Bn+d))
nEZ+ nEZ+
= J.t(A).
Resta da mostrare che To = TBo' Per definizione,
Tno(w) = T"no(w1(w).
Se w E Bo \ lTo (B)), è nB.,(w) - l e, dunque, TBo(w) ~ T(w) ~ To(w). Se,
invece, w E lTo (BI), si ha T(w) E BI; se, ora, T(w) appartiene a BI \lTI (B2),
ènBo(w)=2e
TBo(w) = T 2(w) = T (T(w)) = T (lT01(w)) = To (lTo lT01(w)) = To(w).
Si supponga che Tk(w) sia in Bk \ lTk (Bk+tl, con Tj (w) E lTj (Bj+l) (j =
O,l, ... ,k-l). Allora è nBo(w) = k+ l e
TBo(w) = Tk+l(w) = T (Tk(w)) = To 0"0 ... O"k-l (Tk(w))
= To 0"0 ... O"k-2 O"k-l [T (Tk-1(w)) ]
= TolTo· . ·O"k-2 (O"k-l O"k~l) (Tk-l(w))
= ... = To (0"0 0"0 1 (w)) = To(w).
I pinti w E Bo tali che Tn(w) appartenga a O"n (Bn+l ) per ogni n E Z+
costituiscono un insieme di misura nulla. D
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Incominciamo dando l'esempio di una trasformazione ergodica che non è
totalmente ergodica.
Sia n un insieme costituito da due punti n = {Wl,W2} e sulla famiglia delle
parti di n si definisca una misura di probabilità J1. mediante 1'({Wj }) = Pj con
Pj = 1/2 (j = 1,2). La trasformazione T : n ----> n definita da TWl = W2 e
TW2 = Wl, conserva la misura ed è invertibile; essa è ergodica perché i soli
insiemi invarianti sono 0 e n, ma non è totalmente ergodica, perché, per
esempio, tanto {Wl} quanto {W2} sono invarianti rispetto a T 2, che, perciò,
non è invariante.
Per contro, se a non è una radice delPunità, la rotazione Ta della circon-
ferenza unitaria è totalmente ergodica, perché T: z = ak z e neanche a k è
una radice dell'unità, sicché T!: è ergodica quale che sia k E N.
Riesiaminiamo qui gli esempI di traformazioni ergodiche della sezione 1.5.
ESEMPIO 14.1. L'identità I sullo spazio di probabilità (n, F, J1.) è fortemente
mescolante se, e solo e se, è ergodica, vale a dire quando tutti gli insiemi di
F hanno probabilità eguale a Oo a 1.
ESEMPIO 14.2. Nessuna rotazione Ta della circonferenza unitaria K con
a =I 1 può essere debolmente mescolante. Infatti, si consideri la funzione
'l' : K ----> K definita da 'l'(z) := z. Per questa si ha
(Ura'l') (z) = 'l' (Taz) = T"z = az = a'l'(z),
sicché a è un autovalore e tp un'autofunzione di UTa; basta, ora, far riferi-
mento al Teorema 10.6.
ESEMPIO 14.3. La traslazione bilatera è fortemente mescolante Siano A e
B due cilindri
A = {{x" : n E Z} : Xu = ilO), Xu+l = i(l), ... , Xu+,' = i(,·)}
B = {{x,,: nE Z}: Xb =j(O),Xb+l =j(l)"",xb+r =j(s)}.
Pur di prendere n sufficientemente grande, piti precisamente, se n> b+s-a,
si ha
J1. (T-n A n Bl = Pi(O) Pi(O) .. : Pi(r) Pj(O) Pj(l) ... Pj(,) = J1.(A) J1.( B).
Il Teorema 10.6 dà quindi l'asserto.
Analogamente si fa vedere che è fortemente mescolante la traslazione uni-
latera.
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TEOREMA 14.1. Per una traslazione bilatera di MARKOV-(p, II) T sono
equivalenti le affermazion'i:
(a) T è fortemente mescolante;
(b) la matrice di transizione II è regolare, vale a dire che esiste un numero
naturale K tale che la matrice IIK abbia tutti gli elementi positivi,
IIK > O.
DIMOSTRAZIONE. (a) = (b) Si può procedere come nella dimostrazione
del Teorema 9.3 per verificare cbe si ha, quali che siano gli stati i e j,
l· (n) O1m Pij = Pj > ,1t_+oo
sicché, per n sufficientemente grande, è p~j) > o.
L'implicazione inversa (b) = (a) si dimostra come nel Teorema appena
richiamato. D
Non daremo l'esempio di una trasformazione debolemente mescolante che
non sia fortemente mescolante, benché, come si sia visto, tali trasformazioni
debbano essere numerose. Per una tale trasformazione si veda l'esempio di
KAKUTANI riportato in [53, pp. 87-891.
15. Misure invarianti
Si supponga che sia dato uno spazio mensurale (O, F, J.t), ave la mIsura
J.L è a-finita, e che T : n ----+ n sia una trasformazione misurabile, che
per semplicità si supporrà anche invartibile. Il problema è di trovare una
misura 11 definita sullo spazio misurabile (11, F) tale che la trasformazione
T sia invariante rispetto a li. Il problema, in questa generalità non ha
molto senso, perché, ad esempio, la misura identicamente nulla, soddisfà
alla proprietà richiesta. Per eliminare queste misure invarianti banali, si
richiede che la misura data J.t sia assolutamente continua rispetto a li, J.t « li.
Tuttavia, anche cosi il problema ammette soluzioni non significative; basta,
per esempio prendere come misura li la misura del contare, che è ovviamente
una misura invariante. A questo inconveniente si rimedia chiedendo che li
sia (T-finita.
Vi sono due problemi legati all'esistenza delle misure invarianti: nelle con-
dizioni specificate
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(a) esiste una misura finita v tale che la misura data M sia assoluta-
mente continua rispetto a v e che 1/ risulti invariante rispetto a.lla
trasformazione T?
(b) esiste una misura (T-finita v con le stesse proprietà?
Senza perdita di generalità si può supporre che la misura data Msia finita.
Infatti, perché l' è a-finita esiste una partizione numerabile di O {E" : n E
N} in insiemi disgiunti e misurabili. Sia {an } una successione di numeri reali
positivi, O:'n > O (n E N), tali che sia convergente ls serie LnEN O'n p,(En ).
Si definisca una misura Mo su (O, F) mediante
Mo(E) := L n" M(E n E,,).
nEN
La misura p,o cosi introdotta è finita ed è equivalente a M(cioè le due misure
J.Lo e f.t si annullano sugli stessi insiemi, o, equivalentemente, sono l'una
assolutamente continua rispetto all'altra, M « Mo e Mo «It). Pertanto,
J.t è assolutamente continua rispetto a v se, e solo e se, tale è anche f.to·
Sostituendo Jl, con f.to si può, quindi, supporre che f.L sia una misura di
probabilità M(O) = 1.
Si può anche supporre, di nuovo senza perdita di generalità, che la trasfor-
mazione T non sia singolare; una trasformazione (invertibile) si dice singo-
lare se esiste un insieme misurabile E tale che M(E) = O, mentre almeno uno
tra gli insiemi TE e T-l E ha misura diversa eia zero, M(T-1E)VM(TE) > O.
Sia {an : n E Z} una successione di numeri reali positivi, O:'n > O (n E Z),
tali che LnEZ n" = 1. Posto
MI (E) := L n" M(T"B),
nEZ
si controlla immediatamente che J.tI è una misura di probabilità e che f.L
è assolutamente continua rispetto a MI, J.t «/.tI- Se J.t è assolutamente
continua rispetto ad una misura invariante v, J.t« v, allora anche anche J.tI
è assolutamente continua rispetto a v, ?LI « Vj infatti, se fosse v(E) = O,
allora per l'invarianza rispetto a T si avrebbe v (T" E) = Oper ogni n E Z,
e, perciò, anche M(T"B) = O per ogni n E Z, sicché si avrebbe MI (E) = O,
come asserito. Di conseguenza, il problema di trovare la misura v quando
è data 11, equivale a quello di trovare v quando è data f.LI. D'altro canto,
se fosse MI (E) = O, si avrebbe anche MI (TE) = MI (T-I E) = O; dunque, si
può supporre che T non sia singolare.
Infine, si può limitare la ricerca alle misure invarianti v che siano equivalenti
a f.L. Infatti, se esiste una misura invariante (T-finita v, rispetto alla quale
Jl, è assolutamente continua, esiste unlaltra misura invariante e (T-finita Vo
che è equivalente a J.t. Inoltre se v è finita, tale sarà anche Va. Per stabilire
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questo punto, si ricorra al teorema di RADON-NIKODYM; esiste una funzione
positiva f 2: O tale che, per ogni E E F, sia
,.,,(E) = Jf dv.
E
Post.o A ;= {f = D}, si ha. tt(A) = 0, c, poiché si è supposto che T non sia
.singolare, f.t (T'n A) = O pelo ogni n E Z. Si introduca l'insieme
B:= UnEzT ll A
che risulta essere misurabile, invariante e di misura f.L nulla, f.L(B) - O.
Mediante
vo(E):= v(E\B),
si definisca una misura 110 : F ----* R+ che è a-finitA. ed invariante rispetto
a T. Se vo(E) = O, allora v (E \ B) = Oe, quindi, ,." (E \ B) = O; poiché
,.,,(E) = ,." (E n B) + l' (E \ B) ,
segue che ,.,,(E) = O. Vicevelsa, se 11(E) = O, necessariamente si ha anche
,." (E \ B) = o. Se w E E \ B, allora f(w) > O, sicché da
,.,,(E \ B) = Jf dv
E\B
segue che v(E \ B) = Oe, di qui che I/O (E) = O.
Il problema della ricerca di una misura invariante è ora ricondotto al seguente:
Data una trasformazione T invertibile, misurabile e non singolare sullo
spazio di probabilità ([l, F, Il.) trovare una misura finita (o a-finita) v che
sia eq'lI.ivalente a J-L ed invariante rispetto a T.
Occorre un nuovo concetto. Sia {Bn : n E N} una partizione misurabile
dell'insieme misurabile A
e
Se {Cn : n E N} è un'altra successione di insiemi misurabili a due a due
disgiunti con unione eguale a C,
C == UnENCn e Cj n Ck = 0 (j 'I k,
e se esiste una successione {k(n) : 11 E N} di numeri interi tali che per ogni
n E N sia
T k(n)E - Fn - n,
allora dice che gli insiemi A e C sono equivalenti per decomposizione numer-
abile.
In analogia con la definizione di DEDEKIND di insieme finito, si dirà che un
insieme misurabile A è limitatto se A non è equivalente per decomposiozione
numerabile ad un suo sottoinsieme proprio. Si dirà che A è a-limitato se è
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l'unione di una famiglia numerabile di insiemi limitati. una trasformazione
T si dirà limitata (rispettivamente (T-limitata) se l'intero spazio n è limitato
(rispettivamente (T-limitato).
Se il problema dell'esistenza di una misura invariante ha una soluzione v,
ogni insieme misuraile A che abbia misura finita rispetto a v, v(A) < +00
è limitato.; se consegue che se v è una misura finita, T è limitata, se v è
(T-finita, allora T è (T-finita. È stato dimostrato che vale il viceversa: HOPF
stabili che se una trasformazione è limitata, allora esiste una misura finita
invariante equivalente a fi-, mentre HALMOS dimostrò che se T è a-limitata,
allora esiste una misura invariante a-finita equivalente a fi-.
CAPITOLO 3
L'entropia in teoria ergodica
1. Partizioni e sottoalgebre
Dato uno spazio di probabilità (D, F, J.L), si consideri una part,izione misura-
bile {A, : , E I}, vale a dire una famiglia di insiemi misurabili, A, per ogni
, E I, a due a due disgiunti A, n Ak = 0 se k # " e tale che n = U,A,. La
partizione si dice numerabile se card(I) = No, finita, se card(I) < No. Si in-
dicherà con Pk la famiglia clelle partizioni di il in al più k insiemi misurabili
e disgiunti, e con P = UkENPk la famiglia delle partizioni finite di n. Data
una partizione misurabile e finita, 11" E Pn sia a(7r) C :F la tribù generata
da 7f
a(7f):= {A E F: A=Ur~lAk(i),Ak(i)E 7f (i = 1,2, ... ,r),r~ n},
vale a dire la famiglia delle unioni finite di insiemi di 7f.
Se (O, F) è uno spazio rnisurabile, si dirà che A E :F è un atomo, se ogni
sottoinsieme misurabile B di A, B C A, B E T, o è l'insieme vuoto, B == 0
oppure coincicle con A, B = A, sicché 0 è il solo sottoinsieme misurabile
proprio di A. Due distinti atomi di (O, F) sono necessariamente disgiunti.
Se Al, A2 , ... , An sono tutti gli atomi di (n,F) e se n = Uj'~lAj, allora
ogni insieme misurabile si esprime come unione finita e disgiunta di atomi.
In questo ca::;o si dice che:F è una tribu atomica finita o che è generata dalla
famiglia di atomi {A" A2 , ... , An}.
D'altra. parte, se B è una sottotribu finita cii :F le si può far corrispondere
una partizione misurabile, rispetto a B che sarà inclicata con 1r(S). e che si
dirà la partizione generata da B.
PROPOSIZIONE 1. Ogni sotto-tribu finita B di F è un'algebm atomica finita
diF.
DIMOSTRAZIONE. Poiché B è finita, si può scrivere B = {BI, B2 , ... , B,}.
Si formino le 28 intersezioni
82 Carlo Sempi
ave, per ogni indice i, si prende Ci = Bi oppure Ci = Bi. Quelle tra
queste intersezioni che risultano non vuote sono atomi di B; infatti, ognuna
delle intersezioni considerate appartiene a B, che non può contenere altri
sottoinsiemi non vuoti. D
Per ogni algebra, 0, ciò che è equivalente, sotto-tribu finita, B di :F si
indicherà con rr(B) la famiglia degli atomi che la genera.
La famiglia P delle partizioni finite di (O, F) pnò essere ordinata parzial-
mente come segue. Date due partizioni finite 1T e w' di (fl,:F) si dirà che rr'
è un raffinamento di 11" e si scriverà 7r ::; 7r' se ogni atomo di 1T è l'unione di
atomi di 1T'.
Con la relazione d'ordine appena introdotta, la famiglia P delle partizioni
finite di (O, F) è nn insieme diretto. Infatti siano rr = {Al, A2 , ... , A,,} e
rr' = {BI, B2 , ... , Bm } due partizioni finite di (O, F). Posto
7rV1T':= {A j nBk : i = 1,2, ... ,njj= 1,2,o .. ,m},
si controlla immediatamente che rr V rr' è una partizione finita di (O, F),
che essa è un raffinamento tanto di 1T quanto di 1r' e che ogni raffinamento
comune di 1r e di rr' è anche necessariamente un l'affinamento di 1r V 'Ti' .
TEOREMA 1.1. Siano rr e rr' due pa'·tizioni di (O, F) e B e C due sotto-tribu
finite di F; allora
(a) rr' è un raffinamento di rr se, e solo se, a(?T) C a(rr');
(b) B è inclusa in C se, e solo se, rr(C) è un raffinamento di ?T(B), rr(B) :'O
rr(C);
(c) rr (B V C) = rr(B) V rr(C);
(d) u(rrVrr') ~ u(rr) Vu(rr').
DIMOSTRAZIONE. (a) Si supponga che 1r' sia un raffinamento di 1r, 'Tr :s: 'Tr' .
Se l'insieme A appartiene alla tribu a(rr), è
A rA r 'Ul B= Ui=l k(i) = Ui =l Uj =l k(i),jl
ove Bk('),j E rr' (i = 1,2, ... , ,.; j = 1,2, ... , s(i)), onde A E a( rr'). Vicever-
sa, se a(rr) C a(rr') e A appartiene a rr, si ha A E a(rr) C a(rr') cosicché A
è unione di elementi di 'Tr'.
(b) Se B C C si ha rr(B) C C; perciò, se A appartiene a rr(B) si ha A =
Uj~ICj, ove Cj E rr(C) (j = 1,2, ... ,r) onde ?T(B) C rr(C). Viceversa, se
rr(C) è un raffinamento di rr(B), rr(B) :'O rr(C), e B è in B si ha
B = Uf=l Bi = Uf=l U.;~~ Ci,j
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ave Bi E ?T(B) e Ci,j E ?T(C) (i = 1,2, . .. ,p; j = 1,2, ... , s(i»). Dunque B è
inC.
La (c) e la (d) sono ovvie. D
Se ?T = {Al, A2 , ... ,An} e B sono, rispettivamente, una partizione di (n, F)
e una sotto-tribù di F, si pone, per r E Z,
yr1f := {T" Al, T r A21 " 'l T r An},
T' B := {Tr A: A E B} .
TEOREMA 1.2, Siano T una trasformazione che conserva la rnisuTa sullo
spazio di probabilità (n,F,J.<), ?T e ?T' due partizioni di (n,F), B e C due
sotto-tribu di F: allora, per ogni n E N, si ha
(a) ?T (T- n B) = T-n ?T(B);
(b) <r (T- n ?T) = T-n <r(?T);
(c) T-n (BvC) =T-nBVT-nc;
(d) T-n (?T V ?T') = T-n ?T V T-n ?T';
(e) se 7[' è un raffinamento di 1f) 7r :5 7r', allora T-n 7r' è un raffinamento
di T-n 1f T-n 1f < T-n 7r' .
, - ,
(f) T-n B C T-n C se B C C.
DIMOSTRAZIONE. (a) L'insieme B appartiene alla partizione ,,(T-n B) se,
e solo se, si può scrivere
B = ni=IT-n Bi = T-n (ni=IBi ),
con Bi E B (i - 1,2, .. . ,1'), o, equivalentemente, se, e solo se, B è in
T-n ?T(B).
(b) Dire che l'insieme A appartiene alla sotto-tribù <r (T-n ?T) equivale a
dire che si può scrivere
A = uj=IT-n A j = T-n (UJ=IAj ),
con Al E ?T (j - 1,2, ... ,r), ciò che eqnivale a dire che A appartiene a
T-n <r(").
(c) Dire che l'insieme A appartiene a T-n (B V C) equivale a dire che A può
essere scritto nella forma
A = T-n (Bj n Cl,) = T-n B j n T-n Ck,
con B j E Be Ck E C, ciò che equivale a dire che A appartiene a T-n B V
T-ne.
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(d) L'insieme A appartiene a T-n (rr V rr') se, e solo se, si può scrivere nella
forma
A = T-n (B n C) = (T-n B) n (T- n C) ,
con B E 11" e C E 1f', o, ancora, se, e solo se, appartiene a T-n ?T V T-n 7r'.
(e) Se ?T' è un raffinamento di ?T 1 1T ::; 7[' J allora un insieme A di 11" si scrive
nella forma A = UJ=lBj , con Bj E ?T' (j = 1,2, ... , n), onde
T-n A = Ur.t (T-n B·)J=1 J ,
sicché T-n 1[' è un l'affinamento di T-n TI.
La (f) è banale.
2. La definizione di entropia
D
(2.1)
Introduciamo il concetto di entropia che viene dalla lvleccanica Statistica e
dalla Teoria dell'Informazione. Esso fu introdotto nella teoria ergodica da
KOLMOGOROV.
DEFINIZIONE 2.1. Dati uno spazio di probabilità (n, F, 1") ed una sotto-
tribu finita A di F, avente rr(A) := {A" A2 , ... , An) come partizione
associata, si definisce entropia di A o di rr(A), la funzione
n
H(A) = H(rr(A)):= - I> (Aj ) 10gl" (Aj ) ,
j=l
ave i logaritmi, qui e nel seguito, si intendono in base 2, e si adotta la
convenzione
o lagO =: O. (2.2)
Per le proprietà dell'entropia si consultino i libri [2, 6, 7, 281. Di seguito
sono riportate due proprietà elementari che serviranno nel seguito.
TEOREMA 2.1. Per l'entropia H: P ----; R valgono le seguenti proprietà:
(a) per ogni partizione finita rr E P, H(rr) 2: O;
(b) per ogni partizione rr E Pn, H(rr) S logn.
DIMOSTRAZIONE. Si supponga che sia rr = {Al, Az, ... , A,,). La proprietà
(a) è evidente perché le probabilità l''(Aj ), ·se non sono nulle, e in questo
caso si ricorre alla (2.2), appartengono all'intervallo JO, 11 sicché ogni termine
della (2.1) è positivo.
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(b) La funzione <p definita nell'intervallo [0, lJ da
<p(t) := {-t logt, t E ]0, lJ,
0, t = 0,
è concava perché
"( ) 1<p t = --- < O.
x 1n 2
Perciò) la diseguaglianza di JEN5EN dà
n n
H(rr) = - LI'(Aj ) 10gl'(Aj ) = L<P(I'(Aj ))
j=1 j=1
= n t <p (l'JA j )) ::; n<p (Lj~ll'(Aj))
. n n
J=1
= n<p (~) = logn,
che è Fasserto.
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DEFINIZIONE 2.2. Dato lo spazio di probabilità (lì,:F, l') e due sotto-tribu
A e B di :F) si dirà che esse sono j.I..-equivalenti, e si scriverà A ~ 5) se, per
ogni A E A, esiste B E B tale che l'(AL'>B) = °e, per ogni B E B esiste
A E A tale che l'(AL'>B) = O. Se, invece, per ogni A E A, esiste B E B tale
o
cbe l'(AL'>B) = 0, si scriverà A C B.
PROPOSIZIONE 2. Se A e B sono due sotto-tribu finite ed equivalenti di :F,
A ~ B, allora
H(A) = H(B).
DIMOSTRAZIONE. Se A e B sono sotto-tribu finite ed equivalenti di :F e
la partizione generata da A è rr(A) = {Al, A2 , ... , An} e l'(Aj ) > °per
j = 1, 2, " . , k, mentre 1'(Aj ) = °per j = k + 1, k + 2, " . ,n, allora per la
partizione rr(B) = {B" B 2 , ... , B,} risulta l'(A j L'>Bj ) = °se j = 1,2, ... , k,
mentre 1'(B j ) = °per j 2: k + 1. Allora, se A j è un insieme della partizione
rr(A) generata da A con l'(A j ) > 0, esiste B j E rr(B) tale che l'(Aj L'>Bj ) = O.
Pertanto
l' (A j ) = Il(Aj \ B j ) + Il(Aj n B j ) = 1" (A j n B j )
= l'(Aj n B j ) + l'(Bj \Aj ) = l'(Bj ).
Poiché l' (Bj ) = °se j 2: k, si ha
n k
H(A) = - LI'(Aj ) 10gl'(Aj ) = - LI'(Aj ) 10gl'(Aj )
j=1 j=1
k s
= - LI'(Bj ) 10gl,(Bj ) = - LI'(Bj ) logl' (Bj ) = H(B),
)=1 j=1
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ciò che conclude la dimostrazione. D
DEFINIZIONE 2.3. Date due sottotribu finite A e B di F talii che l'- (Aj ) > O
per ogni insieme Aj della partizione rr(A) = {A" A2 , ... , An} generata da
A, si chiama. entropia condizionata di B data A la funzione H : 'P x P -----lo
R+ definita da
n ,
H(B IA) := - I> (A;) 'L>(Bj I Ai) logl'-(Bj I Ai), (2.3)
i=l j=l
se rr(A) e rr(B) = {B" B2 , ... , B,} sono le partizioni generate da A e da B.
Si conviene che la definizione (2.3) conservi il suo significato anche quando
qualche insieme della partizione rr(A) abbia probabilità nulla; in tal caso si
pone eguale a O il termine corrispondente nella somma (2.3).
PROPOSIZIONE 3. Se A, B e C sono sotto-tribu finite di F e se gli insie-
mi delle partizioni che esse generano sono tutti di probabilità strettamente
positiva, quando la corrispondente sotto-tribu appare come condizionante,
allora valgono le relazioni:
(a) se N := {I?, n} denota la tribu banale, H (A IN) = H(A);
(b) se A e B sono equivalenti, A ~ B, allora, per ogni C E P, è H(A I
C) = H(B I C);
(c) se B e C sono equivalenti, B ~ C, allora, per ogni A E P, è H(A I
B) = H(A IC).
DIMOSTRAZIONE. La (a) è ovvia.
(b) In questo caso si ha rr(A) = {A" A2 , ... , An}, rr(B) = {B" B2 , ... , B,},
l'- (Aj!:>Bj ) = O per j = 1,2, , n, mentre l'-(Bj ) = O per j = n + l, n +
2, ... , s. Inoltre, per j = I, 2, , n, si ha l'- (Aj ) = J.' (Aj n Bj ) = l'- (Bj ).
Se rr(C) = {C
"
C2, ... ,Cr }, si ha
Ai n Ci = (Ai n Ci n Bi) U {(Ai n Ci) \ Bd
sicché
Similmente
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onde
H(A I C) = - I>,(Cj ) t IdAi2Cj) log l'(Ai2 Cj )j=1 i=1 1'( ,) 1'( ,)
= _~ (C.);;:-"I"(AinCj nBi) l l'(AinCj nBi)
L'l 'L (C) og (C.)j=1 i=1 J.t J J1 .1
= _tI' (Cj )t l' (Bi n C,) log l'(Bi n C,) = H(H IC),j~1 i~l l'(Cj ) l'(Cj )
poiché si ha 0:0; l' (Bi n C,) :o; l' (B;) = O per i = n + l, n + 2, ... , s.
La dimostrazione della (c) è del tutto analoga.
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TEOREMA 2.2. Siano A, H e C sotto-tribu finite di F. Valgono le proprietà
(a) (additività condizionata forte)
H (A VH IC) = H(A I C) + H (H I A VC) ;
(b) (additività forte) H (A V H) = H(A) + H (H I A);
(c) H(A IC) :o; H(H IC) se A C H;
(d) H(A):O; H(H) se A C H;
(e) H(A I H) 2: H(A IC) se H C C;
(f) H(A I C) :o; H(A);
(g) (subadditività condizionata) H (A V H IC) :o; H(A IC) + H (H IC);
(h) (subadditività) H (A V H) :o; H(A) + H (H).
DIMOSTRAZIONE. (a) Si considerino le partizioni generate dalle sotto-tribu
A, H e C,
,,(A) = {A1,A2 , ... ,A,,}, ,,(H) = {B1 ,B2 , ... ,B,}
,,(C) = {C1,C2,"'C,}.
Non è restrittivo snpporre che tutti gli atomi abbiano probabilità stretta-
mente positiva.
Se è l'(Ai nCk) > O si ha
l' (Ai n Bj n Ck) l' (Ai n Bj n Ck) l' (Ai n Ck)
-
l' (Ck ) l' (Ai n Ck) l' (Ck)
Se, invece, è l' (Ai n C.) = O, si ha anche l' (Ai n Bj n Ck ) = O sicché i
termini corrispondenti non compaiono nella somma che definisce
H(AV H IC);
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pertanto
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" J1. (Ai n Bj n Ck)H (A v E I C) = - 0 J1. (Ai n Bj n Ck ) log (A n C.)
"k J1. , k1,1,
" J1.(Ai nCk)
- 0,,(Ai nBj nCk ) log ,(C.)
.. k I kt.J,
" J1. (Ai n Ck )
=H(EIAvC)- 0J1.(Ai nCk) log (C)
ik Il- J..,
= H(A IC) +H(E I AvC).
La (b) si ottiene dalla (a) prendendo C = N.
(c) Poiché A V E = E se A C E, la (a) dà
H (E IC) = H (A V E IC) = H(A IC) + H (E I A V C) ~ H(A IC).
La (d) scende prendendo C = N nella (c).
(e) Si ponga
poiché gli "k definiscono nna legge di probabilità e la fnnzione <p(t) := t log t
è convessa, si ha
Infatti, poiché B C C, ogni insieme Bj può essere scritto nella forma
(24)
Qve I j è un opportuno insieme finito di di indici e gli insiemi che compaiono
nell'unione sono disgiunti. Pertanto
~ J1. (Ai n Cd J1. (Ej n Ck) _ ~ J1. (Ai n Ck) 8. (C )
o (C) - 0 (C.) k,](h)J1. k
k=l JJ k k=l J.L /"
= L J1. (Ai n Cj(h)) = J1. (Ai n E j ).
hE/j
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Moltiplicando la (2.4) par l' (Bj ) e sommando su i e j si ottiene
'" (A B) l Il (Ai nBj)L..I' • n J og (B)
. . l' ,
'"
< '" (B. nC) l'(Ai n Ck) l l'(A i n C,)
-L..I', k (C) Dg (C)
.. , l' k l' kt,J, ,
'" l'(Ai nC,)
=L..I'(Ai nC,)log (C)'
. k Il k
"
vale a dire
-H(A I B) :'O -H(A IC),
onde l'asserto.
La (f) segue prendendo B = N.
(g) Si usino la (a) e la (e), poiché C C A V C,
H(A V B IC) = H(A IC) + H(B IA V C) :'O H(A IC) + H(B IC).
(h) Si ponga C = N nella (g).
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Nel prossimo teorema compaiono le trasformazioni che conservano la misura.
TEOREMA 2.3. Se T conserva la misura su (l!, F, l'), allora
(a) H (T- l A IT-l B) = H(A I B);
(h) H (T-I A) ~ H(A)
DIMOSTRAZIONE. Basta osservare che, poiché T conserva la misura, si ha
l' (T- l A n T-l B) = l'(A n B). D
TEOREMA 2.4. Per due sotto-tribu finite A e B di F le seguenti affer-
mazioni sono equivalenti:
o(a) A C B;
(h) H(A I B) = O.
DIMOSTRAZIONE. Si considerino le partizioni generate da A e da B rispet-
tivamente,
7I"(A) = (Al, A2 , ... , An} e 7I"(B) = (B l ,B2 , ... ,B,}.
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Non è restrittivo supporre che tutti gli insiemi di tali partizioni abbiano
probabilità non nulla.
(a) => (b) L'ipot€si dice che, per ogni coppia di iudici, j e k, è
l'(Aj nB.) = O
sicché B(A I B) = O.
oppure
(b) => (a) Ogni termine della somma che definisce B(A I B) è nullo, sicché,
per ogni coppia di indici, j e k, si ha
l' (Aj n B.)
l' (Aj n B.) log l' (B.) = O;
pertanto si ha o l' (Aj n B.) = O oppure l' (Aj n B.) - l' (B.), ciò che
o
significa A C B. O
TEOREMA 2.5. Per due sotto-tribu finite A e B di F le seguenti affer-
mazioni sono equivalenti:
(a) A e B sono indipendenti, nel senso che l'(AnB) = /l;(A) l'(B) per ogni
scelta di A in A e di B in B;
(b) B(A I B) = B(A).
DIMOSTRAZIONE. (a) => (b) Segue immediatamente dalla definizione di
entropia condizionata.
(b) => (a) L'eguaglianza supposta vera per ipotesi significa
" .. l' (A' n B.) "
- ~ ~1'(AjnB.) log l'(B.) = - ~1'(Aj) 10gl'(Aj ).
Sfruttando la concavità della funzione [O,IJ => t ..... <p(t) := -t logt, si ba,
per ogni indicej E {1,2, ... ,n},
~ l'(Aj nB.}
- L,-1'(Aj nB.) log (B} :s -1'(Aj ) logl'(A, }
'=1 l' •
COn eguaglianza solo se il rapporto l' (Aj n B.) /1' (B.) non dipende da k.
Dunque tale rapporto è costante rispetto a k,
l' (A j n B.}
l' (B.} =: Oj.
Dall'eguaglianza l' (Aj n B.} = Oj l' (B.} si ottiene sommando su k
aj = l'(Aj ),
sicché l'(Aj nB.} = l'(Aj ) l'(B.) e ciò basta a dare l'asserto. O
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TEOREMA 2.6. Si consideri l'insieme P di tutte le sotto-tribufinite di F e
l'insieme quoziente
15 :=P/ o
(in P si identificano due sotto-tribU finite A e B di F se A o B). Posto
d(A,B):= H(A I B) + H(B IA),
la coppia (15, d) è uno spazio metrico.
DIMOSTRAZIONE. È noto che d(A, B) ::: O; il segno d'eguaglianza vale se,
e solo se, A ~ B. Inoltre la simmetria vale per definizione. Infine, se C è
un'altra sotto-tribu finita di F, è
H(A IC):S H(AvB IC) = H(B IC)+H(A IBvC):S H(B IC)+H(A I B);
similmente si ha H(C IA) :S H(B I A) + H(C I B) che insieme danno
d(A, C) :S d(A, B) + d(B, C),
cioè la diseguaglianza triangolare. D
Il seguente lemma di analisi matematica elementare è necessario per poter
definire l'entropia di una trasformazione che conserva la misura.
LEMMA 2.1. Sia {an : n E N} una successione di numeri reali positivi tale
che, per ogni scelta di due naturali n e m,'
a n+m ::; a n + amo
Allora, la successione {an/n} ammette limite e risulta
[ . an . [ an1m - = III -.
n_+oo n nEN n
(2.5)
DIMOSTRAZIONE. Quali che siano i numeri naturali k e n si ha
akn = a(k-l)n+n ::; a(k-l)n + a n ::; ... ::; kan _
Fissato n E N si ponga, per ogni j ::: n, j = kn + i con O :S i < n. Allora
aj akn+i ai akn ai k a n ai a n
- = < - + - < - + -- = - + -.j kn+i-kn kn-kn kn kn n
Si [accia tendere j a +00; allora anche k tende a +00, sicché si ha
aj anHm sup -. :S-
11_+00 J n
e, di qui
a· a
Hm sup --?- ::; inf ~.
n-+oo J nEN n
Poiché, d'altro canto,
[ . . [aj . [ a nlmln -. 2: In -,
n_+oo J nEN n
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segue l'asserto.
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o
La definizione di entropia di una trasformazione che conserva la misura si
basa sul seguente
TEOREMA 2.7. Siano T una trasformazione che conserva la misura sullo
spazio di probabilità (n, F, J.t) e A una sotto-tribu finita di F; allora esiste
-il limite
DIMOSTRAZIONE. Posto
(
,,-1 )
a" := H VT-j A ,
J=O
si controlla immediatamente, in virtu della (h) del Teorema 2.2 e della (b)
del Teorema 2.3, che è verificata la (2.5). L'asserto è ora una conseguenza
immediata del Lemma 2.1. O
DEFINIZIONE 2.4. Dati uno spazio di probabilità (n, F, J.t) e una trasfor-
mazione T che con.serva la misura si chiama entropia di T rispetto alla
sotto-tribu finita A di F il limite
(
n-1 )
h(T,A):= lim ~ H VT-j A
n_+1XI n j=O
Si dice, invece, entropia di T
h(T):= sup {h(T,A) : A E P}.
La dimostrazione della seguente proposizione è immediata.
LEMMA 2.2. Valgono le proprietà
(a) per ogni sotto-trib,i finita A di F, h(T, A) ;:: o;
(b) h(T) ;:: O.
L'introduzione dell'entropia nella Teoria ergodica è motivata dal seguente
TEOREMA 2.8. L'entropia è un invariante per coniugio (E, quindi, per
isomorfismo) .
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DIMOSTRAZIONE. Siano (!ll,Fl,I"') e (!l2,F2,1"2) due spazi di probabilità
e TI e T2 due trasformazioni, ciascuna delle quali conserva la misura sullo
spazio con lo stesso indice. Si supponga che TI e T2 siano coniugate. Es-
iste allora un isomorfismo <l> : (i2, ii2) -----> (i" ii,) di algebre di misura
tale che <l>T2-' = T,-'<l>. Sia A2 una sotto-tribù finita di F 2 e sia "2 :=
{Al, A2l ... l As } la partizione che A2 genera. Si scelgano insiemi BI, B2,... ,
Bs in modo che 7T"1 := {Bll B2 , , Bs } sia una partizione misurabile di 0 1 e
che risulti Bj = <l>(Aj ) (j = 1,2, , s). Sia A, la sotto-tribù finita generata
dalla partizione 7T"1. Ora
ove k(j) E {l,l, ... ,s}, poiché
n-l n-l
= n <l>T2- J Ak(j) = n T,-j <l> (Ak(j))
j=O j=O
n-l n-l
= n T,-j Bk(j) = n (T,-j Bk(j»)
j=O j=O
Di conseguenza, si ha
(,,-1 ) ("-1 )H V T;j Al = H V T2-·i A2)=0 J=o
che implica h(Tl,AJ) = h(T2,A2), che, a sua volta implica h(T, ) 2 h(T2).
Per simmetria, si ottiene h(TJ) ::; h(T2) e, quindi h(TJ) = h(T2). D
3. Le proprietà dell'entropia di una trasformazione
TEOREMA 3.1. Siano (!l, F, 1") uno spazio di probabilità, T una trasfor-
mazione che conserva la misura e A e B sotto-t1"ibu finite di F. Allora
(a) O::; h(T,A) ::; H(A);
(b) h (T, A V H) ::; h(T, A) + h(T, H);
(c) h(T, A) ::; h(T, H) se A C 8;
(cl) h(T, A) ::; h(T, H) + H(A I 8).
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DIMOSTRAZIONE. (a) Si ha
~ H C'ZT-j A) S ~ ~ H (T-j A) = ~ ~ H(A) = H(A).
Per la (h) è
H [n;i T-j (A V B)] = H ["'i (T-j A V T-j B)]
)=0 1=0
S H[C~~T-j A) VC~~T-j B) ]
S H('\i T-j A) + H('\i T-j B) .
J=O J=O
(c) Dall'inclusione A C B scende V)'::JT-j A C vj::JT-j B di modo che il
risultato segue dalla (d) del teorema 2.2.
Infine, per quanto riguarda la (d), si ha
H(n;i T-j A) S H[(ViT-i A) V('\i T-j B)]
J={) J=O J=O
S H(n,/ r- j B) + H[(VIT-j A) (VI T-j B)] ;
J=O )=0 )=0
ma, per la subadditività condizionata risulta
n-l n-l
S L,H [T-j A IT-j B) = L,H(A I B) = nH(A I B),
j=l j=1
onde
H ('\i T-j A) S H (n;i r- j B) +nH(A I B);
J=O J=O
di qui scende l'asserto. D
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TEOREMA 3.2. Se, nelle ipotesi del Teorema precedente, la trasformazione
T è anche invertibile, si ha, per ogni m E N,
DIMOSTRAZIONE. Dalla definizione di h segue
[
"-l
= Hm ~ H VT-j
k_+=k j=O
(m+k-l )= Hm -k1 H V T-j A .k_+= - j=-m
D'altra parte, risulta
(m+k-l ) [( m-l ) (m+k-l )]H j'Y-m T-j A = H j'Y-m T-j A V jYm T-j A
(m+k-l ) [( m-I ) (m+k-l )]= H j~H T-j A + H j'Y-m T-j A jYm T-j A
[ (k-l )] [(m-, ) (m+k-l )]= H T-m jYo T-j A + H j'Y-m T-j A j'!m T-j A
(k-l ) [( m-l ) (m+k-l )]= H VT-j A + H . V r- j A V T-j AJ=O J=-7n J=m
Per concludere la dimostrazione basterà far vedere che
= o.
La (f) del Teorema 2.2 dà
ma quest'ultima espressione tende a zero la tendere di k a +00. D
Vi è una maniera alternativa di definire l'entropia.
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(3.1)
TEOREMA 3.3. Siano T una trasformazione che conserva la misura sullo
spazio di probabilità (fI, F, P) e A una sot!o-tribu finita di F; allora
h(T,A) = lim H [A V
n
T-j A]
n----+oo )=1
DIMOSTRAZIONE. Poiché si ha, ovviamente,
n n+lVT-j A C VT-j A,
j=1 j=1
scende dalla (e) del Teorema 2.2 che
di modo che il limite che compare nella (3.1) esiste finito.
Si mostrerà per induzione che
(n-l) n-l [j ]H j~OT-j A = H(A) +~ H A i~ T-i A (3.2)
Questa è senz'altro vera per n = 2, giacché, in questo caso coincide con la
(li) del Teorema 2.2. Si supponga, perciò la (3.2) vera per ,. E N con n 2: 2;
allora, in virtu dell'ipotesi d~induzione, si ha, per r + 1,
= H(A) +~ H [A iY, T-i A] + H [A iY, T-i A]
= H(A) +~ H [A ,Y, T-i A] ,
sicché la (3.2) è dimostrata. Si divida ora la (3.2) per n e se ne consideri
il limite per n -> +00. Poiché il limite nel senso di CESÀRO coincide con il
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limite ordinario per una successione convergente, il secondo membro tende
al secondo membro della (3.1), mentre il primo mebro tende, per definizione,
a h(T,A). D
COROLLARIO 3.1. La successione
tende decrescendo a h(T, A).
DIMOSTRAZIONE. Segue dalla (3.2) che
Pertanto
e, quindi,
nH (V T-j A) = n{H (V T-j A) + H[A VT-j A] }
J=O J=1 J=1
=n {H ('\/T-jA) +H [A VT-jA]}
J=O J=l
:::: (n+1)H ('\/T-jA) ,
J=O
onde
~H(n'.ì T-j A) ::: n~ l H(V T-j A)
J=O J=O
che conclude la dimostrazione. D
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4. Il teorema di Kolmogorov-Sinai
TEOREMA 4.1. Siano m un numero naturale e T una trasformazione che
conserva la misura sullo spazio di probabilità (O,:F, Il), risulta
h (T"') = m h(T).
Se, inoltre, la trasformazione T è anche invertibile, allora, per ogni m E Z,
è
h (T"') = Imi h(T).
DIMOSTRAZIONE. Si dimo8trerà dapprima che, se A è una sotto-tribù finita
di :F, è
Infatti
(
",-1 )
h T m , VT-jA =mh(T,A).
J=O
(4.1)
[
k-'
Hm ~ H VT-mi
k_+oo k
i=O (
k",-l )
= Hm m H V T-j A
k-+oo mk j=O
= mh(T,A).
Scende dalla (4.1) che
mh(T) = m sup{h(T,A) A E P} = sup { h (Tn<y: T-j A) : A E p}
:S sup {h (T"', B) : B E P} = h (T"'),
vale a dire
m Iz(T) :5 h (T"').
D'altra parte, per la (c) del Teorema 3.1, è
(
",-1 )
h(T"',A):Sh T"',Vr-iA =mh(T,A),
J=O
onde
h (T"') :S mh(T)
che dimostra l'asserto.
Si supponga ora che T sia anche invertibile. In virtu di quanto precede,
basta dimostrare che h (T-l) = h(T), e, a tal fine basta dimostrare che,
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per ogni sotto~tribU finita Adi F, si ha h(T, A) = h(T-l, A). Ora, poiché
T è invertibile, il Teorema 2.3 (b) assicura che sia
H (Y>;A) =H [r-(n-l l CY>;A)] =H (~T-;A)'
che conclude la dimostrazione. D
Siamo ora in grado di provare il teorema d'approssimazione che servirà per
stabilire l'importante teorema di KOLMOGOROV-SINAI
TEOREMA 4.2. Siano (f!, F, l') uno spazio di probabilità, A un'algebra di F
tale che F ~ F(A), e H una sotto-tribu finita di:F. Allora, per ogni E > O,
esiste una sotto-tribu finita C, di A tale che
(4.2)
DIMOSTRAZIONE. Non è restrittivo supporre che tutti gli insiemi della par-
tizione generata da 8,
1r(H) = {BI ,B2 , ... ,Br }
abbiano probabilità strettamente positiva, l'(B;) > O. Infatti, se fosse
l'(B;) > O per j = 1,2, ... , s, mentre l'(B;) = O per j = s + 1, s + 2, ... , '.,
per la sotto-tribu B' generata dalla partizione {BI, B2, ... \ Bs- I , UJ=sBj }
si avrebbe
H (H' IC,)=H(HIC,) e H (C, I H') = H (C, I H) .
(j = 1,2, ... ,·,.),
(4.3)
In virtu della continuità della funzione '{' : [O, 1J~ R+ definita da '{'(x) :=
-x logx se x E ]0, l] e da '{'(O) := O, esiste 00 E JO, 1[ tale che
c
'{'(x) < -2r
se x appartiene a [0,150] U [1 - 150 , 1J. Il primo patiSO della dimostrazione
consiste nel dimostrare che se una partizione 1r = {CI, C2, ... , Cr} soddisfà
alle diseguaglianze
l'(B;llC;):S o:=min{Jo 1'(:,) : i = 1,2, ... ,r}
allora risulta, se C, = F(1r),
E
H(BIC,) < 2.
Infatti, se la partizione 1r soddisfà alla (4.3), si ha
l' (B;) = l' (B; \ C;)+ l' (B; n C;) :S l' (B;llC;) + l' (C;)
:S 15 + l' (C;) < 1'(:;) + l' (C;),
(4.4)
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relazione che dà l' (Bj ) < 2,. (Cj ) e, quindi,
l' (Cj ) - l' (Bj n Cj ) ::; l' (Bj /:>.Cj ) ::; o< 00 l' (Cj )
Perciò
onde
l'(B IC) = 1.(Bj ncj ) 21- 00
J J l'(Cj ) (j = 1,2, ... ,r),
r r
li (B ICe) = - LI' (Cj ) I>(Bj ICj) logl' (Bj ICj)
j=1 k=l
r r
< LI'(Cj ) L :r'
j=1 k=l
ciò che dimostra la (4.4). La (4.4) continua a valere se la (4.3) è sostituita
dalla diseguaglianza piti forte
l'(B;/:>.Cj)::; ~ min{I'(Bi ): i = 1,2, .. . ,r} (j = 1,2, .. . ,r). (4.5)
Ma, se vale la (4.5), risulta
(B/:>.C.) < IL (Bj )l' J J 4
€, quindi,
l'(Bj ) = l'(Bj \ Cj)+I'(Bj n Cj) ::; l'(Bj /:>.Cj )+1' (Cj) < l' (:j) +1' (Cj ) ,
onde
3
l'(Cj ) > ;j1'(Bj ).
Infine da quest'ultima diseguaglianza e dalla (4.5) si ha
l'(Bj/:>.Cj) < o: ~ min{I'((Cj): j = 1,2, .. ,r}
< o; min {1'((Cj) : j = 1,2, ... , r}
e, quindi, come sopra segue che
€
li(Ce I B) < '2
Per concludere la dimostrazione basterà far vedere che si può scegliere Cj
in A in modo tale che sia l'(Cj ) > O e
l' (Bj/:>.Cj ) ::; o; min {1'((Bj ) : j = 1,2, ... , r} = T (4.6)
Si scelga À > O in modo che sia 2 À (r - l) {l + r (r - Il) < T. Per ogni
indice j si scelga un insieme Aj in A in modo che sia l'(Aj /:>.Bj ) < À. Ora
se k oj:j, è
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onde I-' (A j n A.l < 2 A. Posto
N := U';'j (A j n Akl,
si ha
101
I-'(N) < 2 Ar· (r - l).
Sia ponga, ora, Cj := Bj \ N per j = 1,2, .. . ,r -1 e Gr := (U;:~Gjr,
sicché 7[' := {C" C2 , ... ,Cr } è una partizione finita di n in insiemidi A-
Per j = 1,2, ... ,r-l è
B j 6.Cj C (A j 6.Bj ) U N,
onde
I-' (Bj 6.Cj ) < 2À [I + r (r - l)) < T,
mentre
onde
I-'(Br 6.Cr ) < 2A(r-l) [I +r(r-I)] < T.
Poiché la (4.6) è verificata, la dimostrazione è conclusa. o
Se {An : n E N} è una successione di algebre contenute in F si indicherà
con VnENAn l'algebra generata dalla successione data.
COROLLARIO 4.1. Sia {An: n E N} una successione crescente, An C An+l
di algebre finite contenute in F, tale che B C VnEN An; allora
Hm H(B I An) = O.
n +oo
DIMOSTRAZIONE. Si ponga A := UnENAn ; allora, A è un'algebra e, per
ipotesi, è
Be F(A).
Per il Teorema 4.2, assegnato arbitrariamente E > O, esiste una sotto-tribti
finita Cé di A tale che H (B ICé l < E. Poiché Cé è un'algebra finita, esiste
no E N tale che Ce C Ano' onde, per n ;:::: no, si ha
H (B I An) :s: H (B IAno) :s: H (B ICé ) < E,
cioè l'asserto. o
Siamo ora pronti alla dimostrazione del fondamentale
TEOREMA 4.3 (Teorema di KOLMOGOROV-SINAI). Siano T una trasfor-
mazione invertibile che conserva la misura sullo spazio di probabilità (n, F, 1-')
e A una sotto-tribu finita di F tale che
VTnA=F
nEZ
Allora h(T) = h(T, A).
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DIMOSTRAZIONE. Basta dimostrare che, per ogni sotto--tribu. finita 8 di F,
si ha
Ora
h(T,8) S h(T, A).
h(T,8) Sh (T, j~"Tj A) + H(8 j~"Tj A)
= h(T, A) + H(8 j~n Tj A) ,
(4.7)
ove abbiamo fatto uso della (d) del Teorema 3.1 e, quindi, del Teorema 3.2.
Posto
n
An := V Tj A,
j=-n
lim H (8 I An) = O
n--+oo
per il corollario 4.1. La (4.7) è cosi completamente dimostrata. D
Se la trasformazione T non è necessariamente invertibile, vale il seguente
analogo del Teorema di KOLMOGOROV-SINAI.
TEOREMA 4.4. Siano T una trasformazione che conserva la misura sullo
spazio di probabilità (n, F, 1-') ed A una sotto-tribu finita di F tale che
Allora h(T) = h(T, A).
DIMOSTRAZIONE. La dimostrazione è simile a quella del teorema di KOL-
MOGOROV-SINAI. Si ha, per ogni n E N,
Infatti
(
n-l )
h(T, A) = h T, VT-j A .
J=O
(4.8)
ma
Introduzione alla Teoria Ergodica 103
[k-l (n-l )] (nH-2 )H VT-' VT-j A = H V T-j A8=0 J=O J=O
[(n-2 ) (nH-2 )]= H jYo T-j A V j~Y-l T-j A
(nH-2 ) [( n-2 ) (nH-2 )]=H . V T-jA +H VT-jA . V T-jAJ=n-l J=O J=n-l
(k-l ) [(n-2 ) (nH-2 )]= H VT-j A + H VT-j A . V T-j A .
J=O J=O J=n-l
Siccome si ha
[(n-2 ) (nH-2 )] (n-2 )~ H VT-j A . V T-j A ::; ~ H V r- j A k-+oo' O,
. J=O J=n-l J=O
la (4.8) è dimostrata. Come nel Teorema di KOLMOGOROV-S1NAI basta
provare che, per ogni sotto-tribù finita B di F, vale la (4.7). In virtù della
(4.8) si ha
h(T, H) ::; h (T, jYoT-j A) + H [H Cyo T-j A) ]
= h(T, A) + H[H Cyo r- j A) ]
e la tesi segue come nel teorema precedente. o
COROLLARIO 4.2. Sia T una trasformazione invertibile che conserva la
misum sullo spazio di probabilità (n, F, Il) e sia A una sotto-tribu finita
di F tale che V T-n A o F
nEZ+
Allora h(T) = O.
DIMOSTRAZIONE. Per i Teoremi 4.4 e 3.3 risulta
h(T) = h(T, A) = lim H [A Vn T-j A]1t-+oo j=l
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V T-n A !3.- T F = F
nEN
n
An := VT-;A,
j=1
la successione {An: n E N} è crescente, An C An+l per ogni n E N e si ha
V An =F,
nEN
onde
lim H (A I An) = O,
n-+oo
e, quindi, h(T) = O. D
TEOREMA 4.5. Siano T una trasformazione che conserva la misura sul-
lo spazio di probabilità (O, F, ",) e A una sotlo-trib,i finita di F tale che
F(A) ~ F Allora
h(T) = sup {h(T, 8) : B E P, 8 C A}. (4.9)
DIMOSTRAZIONE. Poiché l'entropia h(T) maggiora il secondo membro della
(4.9), per stabilire la (4.9) basta far vedere che
h(T) ~ sup {h(T,B) : B E P, B C A}. (4.10)
Fissato arbitrariamente c >, O, sia C una sotto-tribù finita di F Per il
Teorema 4.2 esiste un'altra sotto-tribu finita di F, sia essa Be con Be; C A,
tale che H (C I Be) < c, sicché
h(T,C) ~ h (T,Be) +H(C I Be) < h(T,BeJ +c,
e, perciò
h(T, C) ~ c + sup {H (T, 8) : B E P, B cA} ,
dalla quale scende la (4.10), per l'arbitrarietà di c. D
TEOREMA 4.6. Siano T una trasformazione che conserva la misura sullo
spazio di probabilità (O, F, ",) e {An: n E N} una successione crescente,
A" C An+l per ogni n E N di sotto-tribu finite di F tale che
VAn!3.- F
nEN
Allora
h(T) = lim h (T, An) .
n_+oo
(4.11)
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DIMOSTRAZIONE. Si sa che la successione {h(T, An) : n E N} è anch'essa
crescente, di modo che il limite che compare nella (4.11) esiste. Posto A :=
UnENAn, risulta, per ipotesi,
F(A) o F
Se B è una sotto-tribu finita di F contenuta in A, essa sarà contenuta in
una sotto-tribu della successione, B C Ano per un opportuno indice no.
Perciò
h(T, B) :s h (T, Ano)
e, quindi,
h(T):S lim h (T, An) .
n_+oo
Poiché la diseguglianza inversa è ovvia, ciò stabilisce la (4.11). D
TEOREMA 4.7. Siano TI e T2 due trasformazioni che conservano la misura
sugli spazi di probabilità (n" F" l'l) e (n2, F 2,/12) rispettivamente. Allora
h (T, x T2 ) = h (T,) + h (T2 ). (4.12)
DIMOSTRAZIONE. Se A, e A2 sono sotto-tribu finite rispettivamente di F ,
e di F2, allora si consideri A, x A2 := {A, x A 2 : A, E A" A2 E A2} che
è una sotto-tribu finita di F , x F2 che genera la partizione
Sia To un'algebra formata dalle unioni finite di rettangoli "misurabili", vale
a dire dalle unioni finite di rettangoli A, x A 2 con A, E F I eA2 E F2. Ma
allora F (70) = F , x F 2 e, per il Teorema 4.5, è
h (TI x T2) = sup {h (T, x T2, C) : C C 70 sotto-tribu finita di F I x F2}
Se C C 70 è finita, si possono trovare due sotto-tribu finite A, di F I e A2
di F 2 tali che C C AI X A2, onde
h (T, x T2) = SHp {h (T, x T2, A, x A2)}
ave l'estremo superiore si intende calcolato sopra le sotto-tribu finite A j di
F j (j = 1,2).
Ora, se AI,r e A 2 ,s sono insiemi che appartengono rispettivamente alle
partizioni
(
n-I )
" VT,- j A,
J=O
e
(
n-1 )
" V T2- j A 2 ,
J=O
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si ha
H [~~ (T, xT2)-j (A, XA2)]
= H [C~>,-j Al) x C~>2-j A2)]
r,s
r,8
Perciò h (T, x T2,A, x A2l = h (T" A,) + h (T2,A2), da cui segue l'asserto.
D
5. Esempi di calcolo dell'entropia
ESEMPIO 5.1. L'identità I su n, I w = w per ogni w E n, ha entropia nulla,
h(I) = O. Infatti è
. Ih(T, A) = hm - H(A) = O.
n_+oo n
Si osservi che, se T è periodica di periodo k, T k = I, allora h (T k ) = O.
Infatti il Teorema 4.1 dà
k h(T) = h (Tk ) = h(I) = O.
ESEMPIO 5.2. Le rotazioni Ta Z = a z (a E K-) della circonferenza unitaria
in C hanno entropia nulla, h (Ta ) = O.
Se {an : n E Z} non è densa in K, vale a dire se a è una radice dell'unità, per
la quale esiste, quindi un naturale k tale che ak = 1, allora T: z = ak z = z,
sicché h (Tal = O, dall'esempio precedente.
Si supponga, invece, che {an : n E Z} sia densa in 1C; allora è densa l'orbita
{a-n: n E N}. Si consideri la partizione di 1C data,,:= {A" A2 } dove
A, := {ehiX : x E [O, 1/2[} e A2 := {e2rrix : x E [1/2, I[}
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sono rispettivamente le semicirconferenze unitarie superiore e inferiore. Per
ogni n E N, Ta-nrr è composto dalle due semicirconferenze con punti miniziali
in a-n e _a-n. Poiché {a-n: n E N} è densa in !C, ogni semicirconferenza
appartiene a V nE z+Ta- n (7l"). Di conseguenza ogni arco della circonferenza
unitaria appartiene a V nEz+Ta-n(7l"). Perciò
B = VnE z+T;n(1r).
In virtu del Corollario 4.2 ciò implica h (Ta ) = O.
ESEMPIO 5.3. La traslazione bilatera (PO,Pl, ... ,Pk-Il ha entropia data da
k-l
- ~Pj logpj. (5.1)
j=O
Se si pone
Ai := { {Xn : n E Z} : Xo = i},
allora 1r := {Ao, A" ... , A k - 1} costituisce una partizione di
0= {O,I, ... ,k-1}Z.
Sia A = A(1r) l'algebra generata da 1r. Per definizione della tribu prodotto
B, si ha
V TnA=B.
nEZ
Il Teorema di KOLMOGOROV-SINAI 4.3 dà
h(T) = h(T, A) = lim .!. H (A V T-l A V ... V T-(n-l)A) .
n_+oo n
Gli elementi della partizione 1r (A V T-l A v··· V T-(n-l)A) hanno la for-
ma
Ai(o) n T-l A i (1) n ... n T-(n-1) Ai(n-l)
= {{Xn } : Xo = i(O), x, = i(I), .. , Xn-l = i(n - I)},
insieme che ha misura PiCO) Pi(l) ... Pi(n-l)' Perciò
H(A V T-lA V .. · V T-(n-l)A)
n-l
~ Pi.(O) Pi( 1) ... Pi(n-1) log Pi(O) Pi(l) ... Pi(n-l)
i(O), i( l) ,.. .,i(n-l )~O
n-l
~ Pi(O)Pi(l)"'Pi(n-l)X
i(O),i( l), .. .,i(n-l )=0
X { logpi(O) + 10gpi(1) + ... + 10gPi(n_l)}
n-l
= -n ~Pj logpj.
j=O
Di qui scende la (5.1).
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Si noti che la traslazione bilatera (1/2, 1/2) ha entropia eguale a log2, men-
tre l'entropia della traslazione bilatera (1/3,1/3,1/3) è log3, sicché queste
due traslazioni non sono coniugate.
ESEMPIO 5.4. Lo stesso ragionamento dell'esempio precedente, con la sos-
tituzione del Teorema 4.4 al Teorema 4.3, porta a stabilire che l'entropia
della traslazione unilatera (PO,Pl, ... ,Pk-l) è ancora data dalla
k-t
- LPj logpj.
j=O
ESEMPIO 5.5. (entropia della traslazione markoviana bilatera -(p, II)). Si
ricordi la notazione dell'Esempio 3.8 e, come nell'esempio precedente, si
ponga
A i := { {xn : n E Z}: Xo = i}.
Adesso l'elemento tipico della partizione 7T (A VT-l A V ... V T-(n-l)A) ha
misura eguale a PiCO) PiCO) i(l) ... Pi(n-l)i(n), sicché
H(A VT-lA V··· V T-(n-l)A)
h-l
L PiCO) Pi(O)i(l) .. 'Pi(n-l)-i(n) X
i(O),i(t), . .,'i(n -}) =0
X log {Pi(O)Pi(O)i(I)" 'Pi(n-l)i(n)}
k-l
L Pi(O) PirO) i(l) ...Pi(n-l)i(n) X
i(O) ,i(l) ,. .,i{ 11 -} )=0
X { logpi(O) + lOgPi(O)i(l) + ... + IOgPi(n-l)i(n)}
1.:-1
L Pi(O)Pi(O)i(l)" 'Pi(n-l)i(n) logpi(O)
i(O),i(l), .. ,i(n-l)=O
k-l
L Pi(O)Pi(U)i(l)" 'Pi(n-l)i(n) logPi(O)i(l) - ...
i(O) ,i( l), .. .,i(n-l) =0
1.:-1
L Pi(O)Pi(O)i(l)" 'Pi(n-l)i(n) logPi(n-l)i(n)
i(O) ,i( 1) ,.. .,i(n-I )=0
k-l k-l k-l
= - LPi logpi - n LPi LPij logpij.
i=O i=O j=O
Ne consegue che l'entropia della traslazione markoviana bilatera -(p, II) è
eguale a
k-l h-l
- LPi LPij logpij.
i=O j=O
Nota bibliografica
Prima di chiudere questi appunti, mi sia consentito un ricordo personale.
Molti anni fa, quando ero uno studente che scriveva la tesi di laurea, entrai
in contatto con la teoria ergodica attraverso il mio l'elatare, PIETRO Boc-
CHIERl, che mi fece conoscere il bellissimo libro di KHINCHIN. Da allora, il
mio interesse per tale teoria non è mai venuto meno. Subito dopo la laurea,
intraprendendo gli stndi di Dottorato, ebbi la fortuna di avere la guida di
BRUNO FORTE, che aveva contribuito alla teoria e che, proprio allora, stava
scrivendo i suoi importanti lavori suWentropia. A questi Maestri vada qui
la mia commossa gratitudine.
La letteratura sulla meccanica statistica è veramente vastissima; quella in-
dicata di seguito è solo un minuscolo assaggio. Tra i molti eccellenti libri di
testo, dedicati soprattutto agli aspetti fisici, segnalo quelli di HUANG [31],
di WANNIER 171], di LANDAU & LIFCHITZ 142J, di PATHRIA 154J. Piu re-
centemente alcune monografie sono state dedicate agli aspetti matematice
della meccanica statistica; l'antesignano di queste è l'oramai classico libro
di RUELLE [62). Si vedano poi i libri di THoMPsoN 169) e di lvIINLOS 147J.
Tra i libri dedicati alla Teoria ergodica molti sono eccellenti. Citerò in primo
luogo quello di HALMOS 126J e poi quelli di FRIEDMAN 120], di BROWN
111), di WALTERS 170], PARRY 153], CORNFELD et al [13[, di PETERSEN
157), di lvIANÉ 145) e di NADKARMI 149). Una buona introduzione non
strettamentre tecnica, ma culturalmente impegnativa è costituita dal lungo
articolo di lvIACKAY 144), che tratta anche dei legami con l'analisi armonica,
argomento che nelle lezioni è stato soltanto sfiorato in un paio di esempi, ma
non citato esplicitamente. Esistono poi libri dedicati ad aspetti particolari
della Teoria ergodica, come quello di SHIELDS 167) sulla dimostrazione dei
teoremi di isomorfismo di ORNSTEIN e quello di ORNSTEIN stesso 152).
1.1 Per i richiami di meccanica analitica, ci si può sempre rifare al
classico testo di LEVI-CIVITA & AMALDI [43, Capitolo X), oppure a 141].
Per la dimostrazione del teorema di LIOUVILLE si può consultare il libro di
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KHINCHIN (37). Ai problemi ergodici della meccanica classica è dedicato il
libro di ARNOLD & AVEZ [5); per tutto l'approccio alla meccanica statistica
basato sulla teoria ergodica si potrà citare, innanzi tutto, il già citato libro
di KHINCHIN [37) e quelli di FARQUHAR [15) e JANCEL [32J. Qualche fisico
::>ostiell€ anche che rapproccio alla meccanica statistica attraverso la teoria
ergodica è oramai "fuori moda", old fashioned; si veda per esempio l'articolo
di PENROSE [56).
1.3 Anche i processi stazionari a tempo continuo derivano da un semigruppo
di trasformazioni che conservano la misura; si veda l'inizio del Capitolo XI
del libro di DOOB [14J.
1.6 Si noti che l'operatore Ur definito da Ur J := J o T, dove, per
il momento, si può supporre che Ur agisca su Loo := LOO(fl,F,I-') è un
operatore di l\1ARKov, nel senso che esso è lineare, positivo, UT f 2: O se
f 2: O, lascia invarianti le funzioni costanti, Ur1 = l e lascia invariata la
speranza, E (Ur f) = E(f). Inoltre, per operatori di MARKOV Ur indotti
da una trasformazione T che conserva la misura, vale la relazione
Ur(J· g) = (Ur f) (Urg).
Per gli operatori di MARKOV in generale si vedano [lO, 51).
1.7-1.8 Le date di pubblicazione dei Teoremi di BIRKHOFF e di VON
NEUMANN sono rispettivamente il 1931 e il 1932 ([8, 50)), ma il Teorema
di VON NEUMANN di convergenza in L2 precede quello di convergenza quasi
certa. La dimostrazione del Teorema di BlRKHOFF che ho dato qui è dovuta
a RlESZ [59J.
La prima versione del teorema ergodico massimale è dovuta a WlENER [73J
e a YOSlDA & KAKUTANI [75). In seguito E. HOPF [30) ne diede la versione
per operatori che appare qui; la dimostrazione che ne dò, e che è oramai
quella usuale, è dovuta a GARSIA [21).
1.8. Un teorema di RÉNYI ([58)) mostra che una trasformazione che
conserva la misura su (O, .r,.u) è fortemente mescolante se, e solo se, per
ogni insieme A di .r, si ha
lim I-' (T-
'
A n A) = 1-'2(A),71_+00
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e che essa è debolmente mescolante se, e solo se, per ogni insieme A di :F,
si ha
n
Hm ~ '" II' (T- 1 A n A) - 1'2(A)1 = O.H-+OOn ~j=l
1.9. Il Teorema 9.4 è dovuto a KOOPMAN e VON NEUMANN [40]. Nel
Corollario 9.1 si è provato che per ogni coppia A e B di insiemi misurabili
esiste un unsieme J(A, B) di densità nulla per il quale vale
Hm l' (T- n A n B) = l'(A) l'(B).
n-+oo
n~J(A,B)
Si può dimostrare che in effetti esiste un unico insieme J di densità nulle
tale che sia
lim l' (T- n A n B) = l'(A) l'(B),H-+OO
n~J
per ogni coppia A e B di insiemi misurabili.
1.12 Il primo teorema di categoria è in realtà posteriore al secondo; il
primo teorema fu dimostrato da ROKHLIN [60], mentre il secondo è dovuto a
HALMOS [24J. In [4J si mostra come ottenere simultaneamente i due teoremi
di categoria.
1.15 Per maggiori informazioni sulle misure invarianti si veda il libro di
HALMOS [26].
2.1 Per le algebre di BOOLE si veda [29J.
3.2 Come si è già detto, l'introduzione dell'entropia è dovuto a KOL-
MOGOROV. Si veda a tal proposit.o [39] e la discussione di SINAI in [68] alle
pp. 247-250. Si vedano anche [28] e [7]
Il concetto di entropia viene dalla meccanica statistica, ma il suo uso piu
"moderno" avvenne nella Teoria delPlnformazione per la quale si veda, ad
esempio [6]. Si deve riflettere sul fatto che nella teoria dell'informazione,
sono state introdotte molte diverse rappresentazioni dell'entropia, si veda,
all'uopo, [2]; questo pone immediatamente il problema di quale sia l'entropia
"corret.ta" da adottare. Per tale problema si veda [72]. L'adozione dell'en-
tropia (2.1), det.t.a entropia di SHANNON, è giustificata adeguatamente, in
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un anIbito che si richiama esplicitamente alla meccanica statistica dai lavori
di FORTE [18, 31.
Inciclentalmente, vale la pena di riferire che esite un approccio alla meccanica
statistica attraverso la teoria dell'informazione; si vedano, tal proposito, i
lavori pioneristici di JAYNES [33, 34J e poi [17, 35, 65, 19, 66J.
3.4 Del Teorema 4.6 esiste un'altra dimostrazione basata sui teoremi di
convergenza delle J11artingale; la si può leggere, per esempio, in [57, p. 2411.
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