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Abstract
Advances in circuits, sensors, and energy storage elements have opened up many new
possibilities in the health industry. In the area of wearable devices, the miniaturiza-
tion of electronics has spurred the rapid development of wearable vital signs, activity,
and fitness monitors. Maximizing the time between battery recharge places stringent
requirements on power consumption by the device. For implantable devices, the sit-
uation is exacerbated by the fact that energy storage capacity is limited by volume
constraints, and frequent battery replacement via surgery is undesirable. In this case,
the design of energy-efficient circuits and systems becomes even more crucial.
This thesis explores the design of energy-efficient circuits and systems for two
medical applications. The first half of the thesis focuses on the design and implemen-
tation of an ultra-low-power, mixed-signal front-end for a wearable ECG monitor in a
0.18µm CMOS process. A mixed-signal architecture together with analog circuit op-
timizations enable ultra-low-voltage operation at 0.6V which provides power savings
through voltage scaling, and ensures compatibility with state-of-the-art DSPs. The
fully-integrated front-end consumes just 2.9µW, which is two orders of magnitude
lower than commercially available parts.
The second half of this thesis focuses on ultra-low-power system design and energy-
efficient neural stimulation for a proof-of-concept fully-implantable cochlear implant.
First, implantable acoustic sensing is demonstrated by sensing the motion of a human
cadaveric middle ear with a piezoelectric sensor. Second, alternate energy-efficient
electrical stimulation waveforms are investigated to reduce neural stimulation power
when compared to the conventional rectangular waveform. The energy-optimal wave-
form is analyzed using a computational nerve fiber model, and validated with in-vivo
ECAP recordings in the auditory nerve of two cats and with psychophysical tests
in two human cochlear implant users. Preliminary human subject testing shows
that charge and energy savings of 20-30% and 15-35% respectively are possible with
alternative waveforms. A system-on-chip comprising the sensor interface, reconfig-
urable sound processor, and arbitrary-waveform neural stimulator is implemented in
a 0.18µm high-voltage CMOS process to demonstrate the feasibility of this system.
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The sensor interface and sound processor consume just 12µW of power, representing
just 2% of the overall system power which is dominated by stimulation. As a result,
the energy savings from using alternative stimulation waveforms transfer directly to
the system.
Thesis Supervisor: Anantha P. Chandrakasan
Title: Joseph F. and Nancy P. Keithley Professor of Electrical Engineering
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Chapter 1
Introduction
Advances in electronics have opened up many new possibilities in health care. In
the realm of wearable medical devices and activity monitors, small and non-invasive
devices with rich sensing, processing, and communication capabilities are an enabling
technology for connected health, which aims to shift health care from the hospital
toward the home [3, 4]. Wearable sensor nodes can be used for long-term health or
lifestyle monitoring, where the focus is on prevention rather than cure. As the size
and cost of semiconductor memory decrease with technology scaling, sensor nodes
can store an increasing amount of data which the user or a physician can later an-
alyze. Alternatively, wearable sensor nodes can also leverage energy-efficient digital
signal processing to perform computations locally at the node [5, 6]. By extract-
ing meaningful features from raw data (for example, detecting arrhythmias from an
electrocardiogram), the amount of data transmitted and power consumed by the last-
meter wireless link (often the most power-hungry component in a sensor node [7–11])
can be significantly reduced.
Through the miniaturization of electronics, devices can also be implanted inside
the body leading to a breadth of other applications such as neural prostheses or
implantable cardioverter-defibrillators (ICD). Examples of neural prostheses include
retinal implants which bypass damaged photoreceptor cells in the eye to directly
stimulate the retinal neurons [12], or cochlear implants (CIs) which bypass damaged
hair cells in the cochlea to directly stimulate the auditory nerve [13]. An ICD is an
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implantable battery-powered device used in patients who are at risk of sudden cardiac
death. It detects cardiac arrhythmias and delivers electric shocks to correct them. Its
battery life is typically 5 to 7 years, at which point surgery is required to replace the
device. Therefore, ultra-low-power electronics can make a big impact by extending
the time between surgeries. Going beyond implantables, devices like an ingestible
sensor from Proteus Digital Health can be swallowed to monitor patient medication
compliance [14].
Regardless of the usage scenario, wearable or implantable medical devices all have
similar design requirements such as maximizing functionality, intelligence, and life-
time, while minimizing size and cost. The miniaturization of wearable devices is
driven by factors such as aesthetics, wearability, and comfort, whereas the size of
implantable devices is constrained by anatomy. Ultimately, the size constraint com-
bined with the limited energy density of today’s batteries necessitate the design of
ultra-low-power circuits and systems which is the main focus of this thesis. In or-
der to continue the recent advances in medical device technology, innovations have
to be made at all levels of the design, from physiology, to sensors and materials, to
algorithms and architectures, and of course, the underlying circuit subsystems.
This thesis examines the design of ultra-low-power circuits and systems for two
different medical applications. The first is the design of a front-end system for a wear-
able electrocardiogram monitor, while the second is the design of a fully-implantable
cochlear prosthesis. The rest of this chapter provides background that will provide
context for the rest of the thesis. Section 1.1 discusses the general requirements of
wearable monitoring devices, with particular emphasis on cardiac monitoring for car-
diovascular disease. Section 1.2 provides background on cochlear implants which are
used to restore hearing to individuals who are profoundly deaf. Section 1.3 discusses
the general system design principles and methodology used in this thesis. Finally, the
thesis contributions and organization are summarized in Section 1.4.
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Figure 1-1: Block diagram of a typical wearable sensor node.
Figure 1-2: Leading causes of death in the United States for 2009 from the National
Vital Statistics Reports, Centers for Disease Control (CDC) [15]. Cardiovascular
disease (CVD) accounted for 32.3% of all deaths.
1.1 Wearable ECG Monitoring
Figure 1-1 shows a block diagram of a typical wearable sensor node. It consists of
an analog front-end (AFE) and an analog-to-digital converter (ADC) to interface the
analog signal from the sensor to the digital signal processor (DSP) on the sensor
node. The DSP can further condition the data and store it in local memory (RAM),
or communicate with a nearby basestation (such as a smart phone) with a short-range
communication link. Furthermore, a power management subsystem interfaces with
the energy source such as a battery, super-capacitor, or energy-harvester, and delivers
the appropriate system voltages and load currents to the circuit blocks in an efficient
manner.
The AFE can interface with sensors for various vital signs such as temperature,
blood pressure, respiratory rate, and blood oxygen content. However, the electrocar-
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Table 1.1: Typical power breakdown of a modern wearable sensor node. †AFE power
is included in the calculation of the effective energy per conversion-step.
Component Commercial Products Academic Prototypes
†AFE + ADC 1− 5 pJ/conv-step [23–25] 0.3− 3 pJ/conv-step [26–28]
DSP 10− 50 pJ/bit [29,30] 0.3− 2 pJ/bit [6, 31]
Wireless Radio 20− 90 nJ/bit [32,33] 0.2− 3 nJ/bit [34–37]
diogram (ECG) is by and large the most important vital sign because cardiovascular
disease (CVD) is the leading cause of death in the United States as shown in Fig-
ure 1-2. According to the American Heart Association, in 2009, CVD accounted for
32.3% of all deaths in the United States, leading to an estimated $312.6 billion in
health expenditures [16].
Studies have shown that many abnormal symptoms can be detected in an ECG
prior to a heart attack or sudden cardiac death [17]. For patients with CVD, a com-
mon practice is to wear a Holter monitor to continuously log their ECG for 24 to 48
hours. However, since symptoms of CVD such as cardiac arrhythmias are often very
intermittent, a 24 to 48 hour window is often inadequate [18]. Furthermore, Holter
monitors are heavy, bulky, and not conducive to long-term monitoring. Therefore, in
recent years, there have been significant research efforts in developing wearable sensor
nodes for ECG monitoring [7, 10,19–22].
Table 1.1 shows the power breakdown of a typical sensor node with numbers taken
from both commercial products and academic prototypes. As Table 1.1 suggests,
recent advances in AFE/ADC and DSP design have pushed their power consump-
tion (10’s of pJ/bit) orders of magnitude below the power required for wireless data
transmission (10’s of nJ/bit). The most effective way to reduce the radio power
consumption is to minimize the number of bits to be transmitted to permit highly
duty cycled operation. This has been accomplished with data reduction schemes like
feature extraction in the analog domain [10] or digital domain [8, 9] by performing
local processing directly on the sensor node. Another recent approach that offers sig-
nificant data reduction with a different set of tradeoffs between generality and data
compression is compressed sensing [11]. Wearable sensor nodes also allow for the
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possibility of using electronic textiles as a wired communication medium to further
reduce the cost of communication to the pJ/bit range [38]. As a result of these recent
developments, the power consumption of the AFE and DSP are now once again part
of the bottleneck. Therefore, the first focus of this thesis is the design of a front-end
for ECG monitoring with micro-Watt power consumption. Furthermore, in order to
demonstrate compatibility with state-of-the-art ultra-low-voltage DSPs operating be-
low 1V [6,39], another requirement is to operate the front-end from the same digital
supply (0.6V) in order to simplify the power management subsystem.
1.2 Cochlear Implants
As of 2010, over 30 million people in the United States suffer from hearing loss [40].
For those who suffer from conductive hearing loss in which there is damage to the
ossicular chain (bones of the middle ear), treatment options include medical or surgical
treatment, or various types of hearing aids and prosthetics. A more common form of
hearing loss is sensorineural hearing loss in which there is damage to the cochlea (inner
ear). In this case, damage to the hair cells in the cochlea degrades the transduction
of acoustic information to electrical impulses in the auditory nerve. For mild cases
in which there is still a sufficient amount of functional hair cells remaining, a hearing
aid can help. However, for those who are profoundly deaf (unable to detect sounds
less than 90dB SPL1), an implantable cochlear prosthesis remains the only option to
stimulate viable auditory nerves.
Cochlear implants (CIs) use electronics to directly stimulate the auditory nerve
fibers, thus bypassing the damaged hair cells in the cochlea. Current state-of-the-art
CIs consist of an external and internal unit as shown in Figure 1-3. The external unit
comprises a microphone to pick up sound, a sound processor to digitize, analyze and
compress the sound into coded signals, and a transmitter to send data wirelessly to the
internal unit via a coil. The implanted unit comprises a receiver and stimulator unit
1Sound pressure level (SPL) in units of dB SPL is a logarithmic measure of sound pressure with
respect to a reference of Pref = 20µParms, and is calculated by P [dB SPL] = 20log
(
P [Parms]
Pref
)
.
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Figure 1-3: Block diagram of a conventional cochlear implant.
embedded in the skull, and an electrode array which contacts the cochlea. Electrical
current stimulus is modulated by the received codes and delivered to the electrode
array, triggering action potentials in the auditory nerve which are interpreted by the
brain as sound.
Although today’s CIs are quite successful in restoring hearing in the profoundly
deaf, the external components present a number of concerns. Practically, the external
unit cannot be worn in the shower or when participating in water sports. Socially,
there is a certain degree of social stigma attached to wearing such a device [40, 41].
Finally, external microphone-based CI users are unable to use the sound localization
cues provided by the scattering and filtering properties of the natural outer ear (known
as pinna cues) [42]. These reasons motivate the development of a fully-implantable
cochlear implant (FICI). Among the many challenges of developing a FICI, there are
several major obstacles that stand out:
1. Wireless power delivery and storage: In today’s CIs, the absence of an
implanted battery means that power must be transferred continuously from an
external source, requiring the user to wear the external component at all times.
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To address this issue, a FICI must be able to operate untethered (i.e., without a
coil that continuously transfers power). One possible approach is to rapidly and
wirelessly charge up an implanted ultra-capacitor or battery [43] from which the
implanted unit can operate for a full day to enable a one-charge-a-day usage
model. This would allow the FICI user to be essentially autonomous, aside from
re-charging while asleep.
2. Implantable acoustic sensor: A fully-implantable solution requires an im-
plantable acoustic sensor that can replace the conventional external microphone.
Previous work has looked at MEMS sensors [40, 44], and piezoelectric sen-
sors [45, 46], in which the principle is to detect the mechanical vibration of
the middle ear and process the vibration as sound. The sensor must be small
and light weight as to not appreciably alter the vibration of the ossicles, and it
must also possess the large dynamic range of speech.
3. Ultra-low-power sound processing and stimulation: Using the rapid
wireless charging usage model proposed above, a back-of-the-envelope calcu-
lation suggests that the total power consumption of the FICI must be limited
to 1 mW (assuming 12 hours of operation/day from a 5g ultra-capacitor with
an energy density of 5 W·hr/kg and 50% power conversion efficiency). The
majority of the 1 mW power budget will be taken up by the process of electri-
cally stimulating the auditory nerve. Nerve fiber stimulation is often the most
power-hungry operation because the threshold for action potential initiation is
determined by biology, and significant amounts of power is consumed in the
electrode impedance and electrode drivers [47]. Assuming typical stimulation
power of 150µW to 750µW [48,49], this leaves approximately 250µW for the im-
plantable sensor interface and sound processing. Therefore, a FICI requires very
energy-efficient sound processing and stimulation circuits to maximize lifetime
given a stringent energy storage constraint.
The second half of this thesis will address the design and implementation of the
core circuit blocks of a fully-implantable (i.e., invisible) CI, namely items (2) and (3)
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above. A system-on-chip (SoC) comprising the sensor interface, sound processor, and
energy-efficient neural stimulator is designed to demonstrate feasibility of the system.
1.3 System Design Principles and Methodology
This thesis focuses on the design of ultra-low-power, energy-efficient circuits and sys-
tems for medical applications. Throughout the thesis, this is realized by applying four
general low-power system design principles to a top-down system design methodology
for medical applications. A complete background on ultra-low-power design funda-
mentals for bio-electronics can be found in [50]. This thesis focuses on the four
principles below:
1. Extending beyond IC design: Medical devices interact with the human
body, and thus it is important for engineers to extend the scope of the design
beyond integrated circuits, and examine and understand the interface to the
body. Doing so will 1) influence the design of the system architecture, and 2)
provide new opportunities for innovation at multiple layers of the design. For
example, in Chapter 2, knowledge of the ECG signal aggressors on the body
drives the design of a robust system architecture. In a second example, in
Chapters 3 and 4, alternate waveforms for electrical neural stimulation are in-
vestigated and a middle ear sensor is developed for implantable acoustic sensing.
This work drives the design of the CI system-on-chip in Chapter 5.
2. Highly-digital, mixed-signal circuits and systems: Since medical devices
interface with the body and real world, power-efficient, low-noise analog design
is always necessary. However, smart partitioning of the system between ana-
log and digital computation, and the use of highly-digital mixed-signal circuits
and systems can improve energy-efficiency, reduce die size, and increase system
robustness. For example, in Chapter 2, digital techniques like oversampling
and ∆Σ-modulation are applied to improve the performance of an analog sys-
tem, and a mixed-signal feedback loop is used to increase robustness against
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power-line interference.
3. Voltage scaling: Medical applications are generally low-bandwidth, and are
therefore quite suitable for low voltage operation. Scaling the supply voltage
of digital circuits down to moderate inversion (i.e., slightly above the thresh-
old) provides a good balance between digital energy efficiency and performance
bandwidth [51]. Analog power consumption, on the other hand, is a com-
plex function of factors such as dynamic range, gain-bandwidth, topology, and
supply voltage. However, highly-digital mixed-signal circuits (e.g., successive
approximation ADCs) can benefit from voltage scaling if the benefits of digital
voltage scaling outweigh any increase in analog power. In this thesis, there are
numerous examples of digital and mixed-signal circuits operating at 0.6V.
4. Integration, customization, and optimization: Maximizing the amount of
integration onto a system-on-chip can simplify the overarching system, reduce
the amount of I/O between multiple components, and provide the opportunity
to optimize the interface between circuits and subsystems. Customization of
the design is another effective strategy to reduce power by avoiding general
purpose functions which may be inefficient. Finally, the application of fine-
grained circuit-level optimization to the entire system can result in significant
overall power savings.
These principles will be applied to a design methodology where we first examine
the allocation of power in the system, and look for solutions at all layers of the design
to reduce the power of the most power-hungry processes. For example, Chapter 3 of
this thesis discusses alternate waveforms for neural stimulation in neural prostheses.
This aims to reduce the stimulation power which can often dominate the entire power
budget in neural prostheses. After addressing the most power-hungry processes (i.e.,
the “lowest hanging fruit”), we will then smartly design the system architecture and
optimize the circuit implementation to further reduce the system power. This will
become evident in Chapters 2 and 5, which present two examples of custom ultra-
low-power ICs for a wearable and implantable application respectively.
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1.4 Thesis Contributions and Organization
This thesis investigates the design of ultra-low-power mixed-signal circuits and sys-
tems for two separate medical applications. The first is an ECG front-end system for
wearable ECG monitoring which is covered in Chapter 2. The second is an invisible,
fully-implantable cochlear implant that is covered in Chapters 3 to 5. While these
two medical applications are seemingly distinct, the common goal of this work is to
minimize the power of the overall system in order to meet the stringent energy (or
equivalently, volume) limitations that are typical of personal medical devices. This
is accomplished by holistically considering the requirements of the system, and opti-
mizing the design at the sensor, architecture, and circuit levels together. The main
contributions of this thesis are in the following four areas:
1. Ultra-low-voltage mixed-signal ECG front-end: Chapter 2 presents a
mixed-signal front-end that leverages a highly-digital architecture and analog
circuits optimized for low-voltage in order to operate at 0.6V without sac-
rificing robustness and dynamic range. Aggressive voltage scaling improves
power-efficiency and demonstrates compatibility with low-voltage DSPs for fu-
ture system-on-chip development. General principles for low-voltage analog
design are discussed, and many of the circuit techniques developed in this work
are applied to the cochlear implant system. Overall, the front-end consumes
just 2.9µW, which is two orders of magnitude lower than commercially avail-
able parts. At 0.6V, it also achieves the lowest voltage operation of any ECG
front-end to date.
2. Energy-efficient neural stimulation waveforms: The power consumption
of neural prostheses like cochlear implants is typically dominated by the power
required for neural stimulation. Chapter 3 addresses this issue by investigating
energy-efficient non-rectangular electrical neural stimulation waveforms to re-
duce stimulation power. Biphasic waveforms with cochlear-specific parameters
are studied with a computational model of a single nerve fiber. The simulation
results are first validated with in-vivo measurements of ECAP in cats, and then
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with threshold and loudness perception in two human cochlear implant users.
Preliminary human subject measurements show that energy savings of 15-35%
with alternative non-rectangular waveforms are possible within the comfortable
hearing range.
3. Implantable acoustic sensing: The external microphone of a conventional
cochlear implant must be eliminated in a completely invisible system. In Chap-
ter 4, a method for implantable acoustic sensing using a piezoelectric sensor
mounted on the middle ear is presented. Using a discrete prototype of the sen-
sor front-end, characterization results from a sensor mounted on two human
cadaveric temporal bones indicate that the sensor is capable of sensing sound
from 300Hz to 10kHz over a 50dB dynamic range from 40 to 90dB SPL which
is adequate for speech.
4. System-on-chip for a fully-implantable cochlear implant: In order to
incorporate the contributions of Chapters 3 and 4, and to demonstrate the
feasibility of a fully-implantable system, Chapter 5 presents a complete system-
on-chip that comprises a piezoelectric sensor front-end, an arbitrary waveform
stimulator, and a low-voltage reconfigurable digital sound processor to complete
the signal path from the sensor to the stimulator. The proof-of-concept system-
on-chip is interfaced to a sensor mounted on a human cadaveric temporal bone,
and measurement results demonstrate the effectiveness of alternate stimulation
waveforms and reconfigurable sound processing on reducing the power of the
overall system.
Finally, Chapter 6 summarizes the results of this thesis, provides concluding remarks,
and suggests potential directions for future work.
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Chapter 2
An Ultra-Low-Voltage
Mixed-Signal Front-End for ECG
Monitoring
The American Heart Association’s 2020 impact goal is stated as “by 2020, to improve
the cardiovascular health of all Americans by 20%, while reducing deaths from car-
diovascular diseases and stroke by 20%” [16]. This goal is a daunting yet worthy one
because cardiovascular disease (CVD) still accounts for over 30% of all deaths in the
United States [16]. One focus of the AHA going forward is the emphasis on CVD
prevention and promotion of positive cardiovascular health, rather than on treating
previously established conditions. However, for patients who have (or are at risk for)
CVD, it is critical to monitor their cardiac health over long periods of time in order to
detect markers before serious conditions are established [52]. The electrocardiogram
(ECG) is one of the most prescribed tools for monitoring overall cardiac health and
diagnosing CVD. Holter monitors have conventionally been used for ambulatory ECG
monitoring, but they are ultimately limited by their bulky size and limited lifetime
of 1 to 2 days [17].
Recent advances in electronics have spurred the development of a wealth of long-
term cardiac monitors, mostly in academia [7,20,52], but also in the industry [21,53,
54]. However, there is opportunity to further extend the lifetime and miniaturize the
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size of wearable ECG monitors.
This chapter focuses on the design and implementation of an ultra-low-power
front-end system for wearable ECG monitoring. One of the goals of this work is to
develop an “analog” front-end system capable of operating from an ultra-low “digital”
supply voltage of 0.6V without sacrificing robustness or dynamic range. This would
ensure compatibility with state-of-the-art DSPs for future system-on-chip develop-
ment which would provide power, size, and cost benefits. A second complementary
goal of this work is to develop the lowest power front-end to aid in maximizing the life-
time of the overall monitor. The main contribution of this work is the fine-tuning of a
highly-digital system architecture together with ultra-low-voltage analog circuit opti-
mizations to create a fully-integrated ECG front-end system that meets the required
specifications for ambulatory monitoring, and achieves the lowest-in-class power con-
sumption to date. General principles for low-voltage analog design applicable to this
work are also provided. A complete background on general low-voltage and low-power
design principles can be found in [50,55].
This chapter is organized as follows: Section 2.1 provides background on low-
voltage front-end systems for ECG monitoring. Section 2.2 presents system specifica-
tions, approaches for low-voltage systems, and the architecture of the ECG front-end
in this work. Section 2.3 describes the design of each of the circuit blocks in detail.
Sections 2.4 and 2.5 present measurement results from the fabricated prototype, and
Section 2.6 provides a summary of the chapter.
2.1 Background
Large and bulky ambulatory ECG monitors with long cables typically have poor
patience acceptance and limited wearability. One way to overcome this issue is to
develop a thin and flexible wearable monitor with the electrodes directly on a flexi-
ble PCB where the electronics sit [52]. Extending this idea, another concept is the
“wearable ECG band-aid” depicted in Figure 2-1, where the goal is to develop an
ultra-thin (a few mm in thickness) device that can be easily adhered to the body. Its
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Figure 2-1: A conceptual wearable ECG band-aid with two electrodes for a single-lead
measurement. The electronics (block diagram shown) sit on a flexible PCB and are
powered from an ultra-thin lithium polymer battery.
low profile and small size would improve patient comfort, increasing the likelihood of
patience acceptance.
In order to achieve a thin and small form factor, this conceptual1 band-aid consists
of two electrodes for a single-lead ECG measurement, with the electronics sitting on
a flexible PCB, all powered by an ultra-thin lithium polymer battery [56]. Due to
the limited storage capacity of the battery, ultra-low-power ASICs are required. The
electronics in the band-aid comprise the ECG front-end to acquire the signal, and a
custom ultra-low-voltage medical DSP (designed by Joyce Kwong) [6] optimized for
sub-1V operation to perform feature extraction and classification in order to compress
the amount of data transmitted by the radio. The focus of the work in this chapter
is the design of the front-end that operates from 0.6V to improve energy-efficiency
through voltage scaling, and also to demonstrate compatibility with state-of-the art
DSPs to enable future system-in-package or system-on-chip development for the band-
aid system.
Supply voltage scaling is an effective way to achieve quadratic power reduction in
digital circuits [57]. For analog circuits however, the situation is more complicated
1The band-aid is a vision for a wearable ECG monitor and it is not actually realized in this work.
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because power consumption is a complex function of factors such as dynamic range,
gain, bandwidth, circuit topology, and supply voltage [50]. For example, in order
to maintain a desired dynamic range under a scaled supply voltage, the noise in the
circuit must be scaled proportionately which requires an increase in current consump-
tion for purely noise-limited designs [51]. However, if the supply range is used more
efficiently at low voltages to maximize signal swing (e.g., minimizing the required
headroom), then it is possible for analog power to scale with voltage. Furthermore,
in highly-digital mixed-signal systems such as the one in this work, the benefits of
voltage scaling on the digital circuits may outweigh any increase in analog power.
There are existing commercial off-the-shelf components for ECG recording like the
ADS1298 (Texas Instruments) [25] or the ADAS1000 (Analog Devices) [58] which are
very high performance front-end systems that are targeted for diagnostic-quality clin-
ical ECG applications. As a result, they consume mW’s of power from a 3V supply
and are not well suited for ambulatory monitoring applications. The current state-of-
the-art front-ends found in academic literature are able to achieve power consumption
that is about 2 orders of magnitude lower than the commercial parts because they
are customized for ECG monitoring applications which have less stringent specifica-
tions than clinical ECG applications [10,28,59]. However, they typically require high
supply voltages to perform signal conditioning and accommodate aggressors like elec-
trode offset and 50/60Hz power-line interference. Therefore, this work focuses on the
design of a mixed-signal front-end for ECG monitoring that leverages a highly-digital
architecture in order to operate from a 0.6V supply which improves power-efficiency
through voltage scaling, and facilitates integration with low-voltage DSPs. Particular
emphasis is placed on the design of ultra-low-voltage front-end analog circuits aided
by configurable and energy-efficient digital processing. A highly-integrated solution
is developed to demonstrate feasibility of a 0.6V system.
The next section briefly highlights off-chip and on-chip signal aggressors that can
corrupt ECG signals, making voltage scaling challenging for front-end systems.
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Off-chip aggressors:
Electrode offset, signal attenuation, 
50/60Hz PLI, motion artifact 
Signal of interest
(0.1-5mV, 0.5-100Hz)
On-chip aggressors:
Thermal and flicker noise, amplifier 
offset, substrate/power supply noise
ADC To DSP
on-chip
off-chip
Figure 2-2: Block diagram of a typical sensor signal chain including off-chip and
on-chip aggressors which can corrupt the signal of interest.
2.1.1 Sources of Signal Aggressors
The design of the front-end for any system is crucial because it typically determines
the noise and dynamic range in the system, and it must faithfully extract the signal of
interest often in a noisy environment. Since ECG signals are on the order of 0.1mV to
5mV in amplitude and reside in the 0.5 to 100Hz frequency band, they are susceptible
to a number of off-chip and on-chip aggressors which can often be larger than the
signal itself as shown in Figure 2-2. Off-chip aggressors encompass all interference
from the surrounding environment external to the chip, as well as from changes in
the body-sensor interface. On-chip aggressors refer to those that originate from the
semiconductor devices within the chip itself.
The most common forms of off-chip aggressors include DC electrode offset which
arises from mismatch in the electrode half-cell potential [60], 50/60Hz power-line
interference (PLI) coupled from nearby power lines [61], signal attenuation due to
non-zero electrode impedances, and motion artifact from random movement which
disturbs the skin-electrode interface. The most common types of on-chip aggressors
include noise from semiconductor devices such as thermal or flicker (1/f) noise, am-
plifier offset due to threshold voltage mismatch (from random dopant fluctuation),
and substrate and power supply noise. Further details on both categories of aggres-
sors are provided in Appendix A.1. It is crucial that the front-end must be able to
deal with the numerous off-chip and on-chip aggressors to reliably acquire the signal
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of interest. This requires a combination of low-noise design techniques at the circuit
level, and robust design choices at the architectural level.
The next section presents the system specifications and architecture. In order to
gain more context for the architecture overview, the reader may first want to review
Appendix A.1 which discusses the challenges of ECG signal acquisition, with par-
ticular emphasis on 50/60Hz power-line interference which is discussed in Appendix
A.2.
2.2 Architecture Overview
In this section, we first summarize the required system specifications for ECG record-
ing systems. Then, three different system approaches based on the requirements are
considered, and an overview of the system architecture of the front-end is presented.
2.2.1 System Specifications
In this work, the system specifications for ECG recording systems from two sepa-
rate international standards are considered. The first standard is the IEC 60601-2-47
specification from the International Electrotechnical Commission (IEC) which regu-
lates requirements for ambulatory ECG systems [62]. The second is the ANSI/AAMI
EC13 specification from the American National Standards Institute (ANSI) for car-
diac monitors [63]. Table 2.1 lists the specifications from both standards.
Table 2.1: Minimum performance specifications for ECG recording systems from
international standards committees.
Standard IEC 60601-2-47 [62] ANSI/AAMI EC13 [63]
Maximum input signal 6mVp-p ±5mV (10mVp-p)
Input-referred noise 50µVp-p over 10 sec 30µVp-p over 10 sec
Differential input impedance 10MΩ 2.5MΩ
CMRR
60dB @ 50/60Hz
89dB @ 50/60Hz
45dB @ 100/120Hz
Bandwidth 0.67− 40Hz 0.67− 40Hz
Electrode offset tolerance ±300mV ±300mV
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Table 2.2: Summary of target performance specifications for the ECG front-end in
this work.
Maximum input signal ≥8mVp-p
Input-referred noise ≤4µVrms
Dynamic range ≥55dB
Common-mode input impedance (ZC) ≥50MΩ @ 50/60Hz
Differential-mode input impedance (ZD) ≥20MΩ @ 1Hz
CMRR ≥60dB @ 50/60Hz
Gain 40 to 70dB
Bandwidth 0.5Hz to 150Hz
PLI tolerance ≥10mVp-p
Electrode offset tolerance ≥ ±300mV
Supply voltage 0.6V
Power consumption (2 week lifetime) ≤10µW
The metrics from Table 2.1 are discussed in detail in Appendix A.3, where nu-
merical examples are provided to either justify these specifications, or to suggest
alternative requirements. Based on the IEC and ANSI/AAMI standards and the
analysis in Appendix A.3, a summary of the performance specifications for the ECG
front-end in this work is provided in Table 2.2. These specifications will guide the
design of the system architecture.
2.2.2 Approaches for Low-Voltage Systems
It is well known that off-chip aggressors such as electrode offset and PLI can interfere
with ECG recording systems if not properly accounted for. Both electrode offset
and PLI can be limiting factors for low-voltage systems. For example, just 10mV
of electrode offset and 5mVp-p of PLI can easily saturate a sub-1V analog front-end
with 40dB of gain before digitization by the ADC. Even if the problem of signal
saturation is avoided, these signal aggressors can also significantly increase the front-
end dynamic range requirements. As a different example of the worst case, assume
that the desired ECG signal of 0.1mV sits on top of a 300mV DC electrode offset,
with 1mVp-p of PLI coupled onto it. Furthermore, a signal dynamic range of 55dB is
required (see Table 2.2) for ECG monitoring applications. This translates to roughly
124dB (20log(300/0.1)+55) or 20 bits of required dynamic range in the system because
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Figure 2-3: System approaches for acquiring the desired ECG in the presence of large
aggressors using a (a) high resolution, (b) medium resolution, and (c) low resolution
ADC. Vin is the sum of the desired ECG signal with the DC electrode offset and PLI.
most of that is wasted on the large electrode offset. This situation is depicted on the
left of Figure 2-3, and three system approaches are considered.
The first system approach shown in Figure 2-3(a) could be to use a low-gain
amplifier to prevent the electrode offset from saturating the front-end, and a 20-bit
ADC to digitize the signal and interferers. Both offset and PLI can then be filtered
out in the digital domain. However, the design of an ADC with 20 effective bits
of resolution is extremely challenging, and only a few parts from Texas Instruments
or Analog Devices actually satisfy the performance requirements. The ADS1222
(Texas Instruments) or the AD7799 (Analog Devices) are both 24-bit ADCs with
approximately 20 bits of effective resolution in a 200Hz bandwidth [64, 65] which
would satisfy the dynamic range requirements. However, they consume about 1mW
from a 3V supply (which is the state-of-the-art for commercially available ADCs in
this range) which is about 2 orders of magnitude more power than the budget allows
for in this work (see Table 2.2). Therefore, this first system approach proves to be too
power hungry, and the design of a 20-bit ADC is extremely challenging and requires
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very specialized expertise2.
A second system approach shown in Figure 2-3(b), could be to place a high-pass
filter (HPF) at the front-end of the system to reject the 300mV electrode offset,
while allowing the ECG (0.1mV) and PLI (1mVp-p) to pass through. This relaxes the
dynamic range requirements after the HPF to approximately 75dB (20log(1/0.1)+55)
or 12 bits of resolution. With this approach, the rest of the signal chain would
comprise a moderate gain amplifier and a 12-bit ADC which would be much easier to
design, and consume much less power. As an estimate, assuming a reasonable ADC
figure-of-merit (FOM) of 100fJ/conversion-step [66], a 12-bit ADC with a 500Hz
sampling rate would require approximately P = FOM · 2ENOB · fS = 0.2µW of
power, which would be within the system budget. However, the amount of supply
voltage scaling would still be limited by the expected amount of PLI (which can be
larger than the ECG). Therefore, this second system approach could be feasible from
a power consumption standpoint, but may still not be suitable for ultra-low-voltage
systems as required in this work.
Finally, a third approach shown in Figure 2-3(c) could be to add a 50/60Hz notch
filter at the front-end in addition to the HPF to remove PLI right at the front end,
which further relaxes the dynamic range requirements of the amplifier and ADC,
and allows the supply voltage for those blocks to be scaled more aggressively [59].
In this approach, the forward path blocks would only have to satisfy the dynamic
range requirements of the desired signal itself, which allows the use of an ADC with
8 to 10 bits of resolution. This simplifies the block level design, uses the system
dynamic range more efficiently, and reduces the power consumption further. For
these reasons, this final approach is chosen for the ECG front-end in this work, and
the system architecture including the implementation of the HPF and notch filter is
discussed in the next section.
2The ADS1298 from Texas Instruments is a 24-bit analog front-end for bio-potential recording
that uses this first system approach, requiring approximately 750µW/channel.
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Figure 2-4: System architecture of the mixed-signal front-end that passively rejects
electrode offset with ac-coupling, and actively rejects PLI with a mixed-signal feed-
back loop.
2.2.3 Mixed-Signal Front-End System Architecture
A simplified block diagram of the system architecture for the proposed ECG front-
end is shown in Figure 2-4, with the analog circuit blocks shown in white, and digital
circuit blocks shaded in gray. Because of the tight integration between analog and
digital circuits in this front-end system, it is appropriately called a mixed-signal front-
end (MSFE) for ECG monitoring. The system is based on the first generation system
designed by Jose Bohorquez [59]. This architecture is robust to off-chip interferers
by passively rejecting DC electrode offset through ac-coupling (i.e., the inputs are
capacitively coupled), and actively canceling PLI with a mixed-signal feedback loop
annotated in red.
Ignoring the PLI cancellation loop for now, the operation of the forward signal
path of the MSFE is as follows: The ECG signal itself is ac-coupled and gained up
by a low-noise amplifier (LNA), and conditioned by an anti-aliasing filter with pro-
grammable gain. The signal is then digitized by a 9-bit ADC which is oversampled
at fS=10kS/s to relax the filtering requirements of the anti-aliasing filter, and also
improve its effective dynamic range. For example, fS=10kS/s provides an oversam-
pling ratio (OSR) of 33.3 (assuming an ECG bandwidth of 150Hz), improving the
dynamic range of the ADC by 15dB (10log(OSR)). Assuming that the 9-bit ADC has
an ENOB of 8.5 bits, the effective dynamic range of the ADC becomes 68dB (DR =
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6.02×ENOB + 1.76 + 10log(OSR) [dB]). This improvement in dynamic range is only
realized by using a digital decimation filter to remove out-of-band noise and reduce
the data rate back down to the Nyquist rate. The 2-stage decimation filter in this
system provides the necessary filtering and downsampling by 32×, producing 12-bit
output data at 312.5Hz.
Next, the operation of the mixed-signal PLI cancellation loop is described. Any
50/60Hz PLI content in the signal at the ADC output is captured in the feedback
path by a programmable digital band-pass filter (BPF) which can be tuned to 50Hz
or 60Hz. The 50/60Hz content is then negatively fed back to the input of the system
through a ∆Σ-modulated 8-bit digital-to-analog converter (DAC) to servo it out.
The BPF in the feedback path creates a sharp notch at 50/60Hz in the closed-loop
response of the system, implementing the notch filter required in the third system
approach of Figure 2-3. By canceling out the 50/60Hz PLI right at the front-end, the
dynamic range requirements of the forward path blocks are relaxed. This is one of
the key enablers of ultra-low-voltage and low-power operation [59].
A detailed block diagram of the ultra-low-voltage MSFE implemented in this
work is shown in Figure 2-5. It is suitable for either a two-electrode system, or three-
electrode system with a patient ground reference electrode as shown in Figure A-2
of Appendix A. In addition to the blocks described above, the MSFE also includes
peripheral circuits like current and voltage references, as well as an oscillator and
clock generation circuits on-chip, providing a fully-integrated solution at 0.6V.
Overall, this mixed-signal system shifts the burden of signal processing to the
digital domain which is suitable for low-voltage systems. For example, oversampling
is leveraged and digital decimation filtering is used to improve the effective resolution
of the system. Digital ∆Σ-modulation is also used in the feedback path to improve
the dynamic range of the DAC by shaping its quantization noise out-of-band (made
possible by first oversampling the system). These digital dynamic range enhancements
permit the use of relatively low resolution analog components (9-bit ADC, 8-bit DAC)
without limiting the system dynamic range, resulting in a very energy-efficient system.
Compared to the first generation system in [59], the new contributions and im-
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provements of this work are listed below:
• Aggressive supply voltage scaling: The supply voltage is reduced from 1.5V
to 0.6V by optimizing the design of the analog circuits for ultra-low voltage.
General principles for low-voltage analog design are discussed in Section 2.3.1.
• Digital ∆Σ-modulation: Digital ∆Σ-modulation is added to the feedback
DAC to simultaneously improve the PLI cancellation range, while maintaining
low input-referred noise.
• Ultra-low-power SAR ADC: A buffer-less ultra-low-power successive ap-
proximation register (SAR) ADC is designed to achieve the oversampling in the
system without consuming excessive power.
• Integration: The first generation prototype required an off-chip ADC and
FPGA to implement the digital blocks and feedback system [59]. This work fully
integrates all components on a single die including all required current/voltage
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references and clock generation. A decimation filter is also integrated to fil-
ter out high frequency noise, reduce the data rate, and improve the effective
resolution of the system.
• Performance: By fine-tuning the system architecture and optimizing individ-
ual circuit blocks, the overall system in this work achieves better performance,
a higher level of integration, and lower power consumption.
2.3 Description of Circuit Blocks
This section presents details on the design of each of the core circuit blocks in the
MSFE shown in Figure 2-5. All analog circuits were designed within the Cadence
environment using Spectre or Hspice. All digital blocks were coded in Verilog, syn-
thesized using Synopsys Design Compiler, and place-and-routed using Astro. The
digital flow used a nominal supply voltage of 1.8V, and significant margin based on a
simulated scaling factor was added to ensure operation at 0.6V. Top-level mixed-signal
verification was completed with Synopsys NanoSim as well as Magma FineSim.
2.3.1 Principles for Low-Voltage Analog Circuit Design
Before delving into the details of the circuit description, we first highlight some general
design principles that are followed in this work to enable the analog circuits to operate
from an ultra-low supply voltage of 0.6V. A more complete background on general
low-voltage design techniques can be found in [50,55].
1. Folding and sub-threshold biasing to enable cascoding: Many conven-
tional analog circuit topologies rely on cascoding (i.e., stacking) to achieve high
gain and output resistance. This becomes difficult at low voltage because the
reduced voltage headroom limits the number of stacked devices that can remain
in saturation. Here, two strategies are used to enable cascoding at low voltage:
1) using folded circuit topologies, and 2) biasing transistors in sub-threshold
when possible. First, by using folded circuits (e.g., folded-cascode op-amps),
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cascoding can still be used while limiting the transistor stack to at most 4 de-
vices. Secondly, biasing transistors in sub-threshold reduces their saturation
voltage (Vdsat) to just 4-6× the thermal voltage, or roughly 100-150mV [55,67].
This allows for all 4 stacked devices to remain in saturation at a supply voltage
of 0.6V. Another benefit of sub-threshold biasing is that gm/ID is maximized
which can help minimize circuit noise if applied to the appropriate devices.
2. Cascaded topologies: When stacking is not possible, another approach to
achieve high gain at low voltage is to cascade multiple stages. Cascading is
also necessary to ensure that large signal swings only occur where it is possible
(e.g., in a common-source stage with 2 stacked devices), and avoid large signal
swings at nodes with many stacked devices. For example, a popular strategy is
to cascade a folded-cascode first stage with a common-source second stage. The
common-source stage can handle large signal swings (up to 300mV), while the
gain of the common-source stage limits the signal swing at the folded-cascode
stage to at most a few tens of mV as required.
3. Fully-differential operation: Fully-differential operation is used to increase
the signal swing at low voltage, and also to improve robustness against common-
mode interference (e.g., from the substrate or power supply). However, fully-
differential circuits typically require common-mode feedback which must be
both stable and linear. For cascaded circuits (e.g., 2- or 3-stage op-amps), the
use of local common-mode feedback at each stage helps to avoid placing multiple
poles in a larger loop that is difficult to compensate, especially at low voltages.
4. Avoid signal path switches: The use of MOS switches should be avoided
in the signal path or at any node that is close to the mid-rail because of their
degraded on-resistance at low voltage. When possible, MOS switches are placed
at the rails (i.e., either at ground or the supply voltage) in order to maximize
their VGS to improve their conductance. If placing switches in the signal path is
unavoidable (e.g., sampling switches in an ADC), bootstrap circuits can be used
to boost the gate voltage as long as it does not present a reliability concern [68].
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Figure 2-6: Architecture of the LNA with passive feedback, and discrete-time SAAF.
The input capacitors (CIN) of the LNA in this work are implemented off-chip, and
VS is the input to the ADC.
2.3.2 Front-End Analog Circuit Overview
The schematic of the low-noise amplifier (LNA) and anti-aliasing filter based on [59]
and used in this work is shown in Figure 2-6. The signal chain is fully-differential to
maximize signal range at low voltage. The LNA uses passive feedback to accurately
set the gain and ensure good linearity at 0.6V. The mid-band gain is determined by the
ratio CIN/Cf and is set to 34dB, and ac-coupling through CIN achieves greater than
±300mV of electrode offset rejection as required (see Table 2.2). The anti-aliasing
filter comprises a transconductor and integration capacitor that is periodically reset
at the system sampling frequency of fS=10kHz. This creates an integrate-and-dump
function at fS, resulting in a SINC -shaped frequency response with deep notches
placed at fS and its integer multiples which are precisely in the center of the aliasing
bands [59]. The LNA and the SINC anti-aliasing filter (SAAF) are described in detail
over the next two sections.
2.3.3 Low-Noise Amplifier
The design and sizing of components in the LNA of Figure 2-6 is constrained by a
number of specifications such as noise, common-mode rejection, input impedance,
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and linearity (Table 2.2). A complete analysis of the LNA architecture in this work is
provided in Section 4.3 of [69], and the results are used here to drive the optimization
of the LNA in this work.
Transfer Function
In the frequency range of interest where the loop gain of the feedback loop is large,
the input-output transfer function from vin to vL is given by
HLNA(s) =
vL
vin
(s) =
CIN
Cf
s
s+ ωf
(2.1)
where ωf =
1
RfCf
is the high-pass corner frequency, and GLNA =
CIN
Cf
is the mid-band
gain of the LNA. HLNA(s) provides the desired high-pass characteristic to filter out
the large DC electrode offset. In this work, the nominal value of GLNA was designed
to be 50V/V (34dB), where CIN=500pF and Cf=10pF. The choice of these values will
be justified below with noise, input impedance and CMRR considerations. Finally,
the high-pass corner was designed to be ff =
ωf
2pi
= 20mHz, requiring Rf to be 800GΩ,
which is achieved with the widely used MOS-bipolar pseudo-resistor [70].
Noise
The two main contributors to the input-referred noise of the LNA is the noise from
the op-amp (V 2ni,oa(f)), and the noise from the feedback resistor Rf (V
2
ni,Rf
(f)). The
total input-referred noise power density of the LNA is given by
V 2ni(f) = V
2
ni,oa(f) + V
2
ni,Rf
(f)
=
︷ ︸︸ ︷
(
CIN + Cf
CIN
)2

4kT
κgm
(
NEF
2.02
)
︸ ︷︷ ︸
thermal noise
+
Kf
WLCoxf
αf︸ ︷︷ ︸
1/f-noise
+
︷ ︸︸ ︷
4kT
Rf
(
1
2pifCIN
)2
(2.2)
where the thermal noise and 1/f -noise contributions from the op-amp are shown
with braces, k is the Boltzmann constant, T is the temperature in Kelvin, gm is
48
the transconductance of the op-amp input pair, W and L are the op-amp input
pair dimensions, and Kf , κ, and Cox are all process constants. The extra factors
NEF/2.02 and αf account for the additional thermal and 1/f noise contributed by
other transistors in the op-amp beyond the input pair [69]. The (CIN + Cf )/CIN
factor in V 2ni,oa(f) represents the transfer function that refers the noise of the op-amp
to the input of the LNA.
The second term in Equation 2.2 is the input-referred noise power spectral density
of Rf . Even though resistor noise is typically white, the op-amp and feedback network
shape the noise to give a 1/f 2 shape when referred to the input of the LNA. In the
first generation system [59], this 1/f 2 noise from Rf was dominant below 5Hz (see
Fig. 13 of [59]) and limited the noise performance of the LNA at low frequencies. In
this work, the sizing of components is optimized so that the contribution of V 2ni,Rf (f)
becomes negligible, and the total LNA noise is set by the op-amp noise only.
Based on Equation 2.2, assuming the noise terms in the square bracket are deter-
mined by the op-amp topology and design, there are two knobs that can be used to
minimize V 2ni(f). First, a large CIN/Cf ratio will limit the contribution of the op-amp
noise when input-referred (so that (CIN + Cf )/CIN is close to unity). Secondly, a
large CIN will limit the 1/f
2 noise from Rf . However, CIN cannot be made arbitrarily
large because of size/volume constraints, and we will also see that CIN is inversely
proportional to the differential-mode input impedance ZD.
A design choice was made to set GLNA = CIN/Cf to 50 so that (CIN + Cf )/CIN
is 1.02. Setting GLNA too large would lead to saturation of the LNA with large input
signals, and so GLNA=50 is a good tradeoff for a supply voltage of 0.6V. In order to
determine the required value of CIN to minimize V
2
ni,Rf
(f), consider that ωf =
1
RfCf
is typically a fixed design parameter. Assuming that both GLNA and ωf are fixed,
Rf is expressed as Rf =
GLNA
ωfCIN
. By substituting Rf into V
2
ni,Rf
(f), the constraint for
CIN given a maximum value of V
2
ni,Rf
(f) becomes
CIN ≥ 4kTωf
GLNA
· 1
(2pif)2
· 1
V 2ni,Rf (f)|max
. (2.3)
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For example, if we want to limit V 2ni,Rf (f) to just 10% of V
2
ni,oa(f) at f=20mHz, then
V 2ni,Rf (f)|max=9×10−12 V2/Hz (V 2ni,oa(f)=9×10−11 V2/Hz at f=20mHz from simula-
tion). Evaluating Equation 2.3 shows that the minimum required value of CIN is
293pF, and so a value of 500pF was chosen for adequate margin. Therefore, given
that GLNA=CIN/Cf=50 and CIN=500pF, the noise of the LNA is essentially set by
the noise of the op-amp.
CMRR and Input Impedance
As discussed in Appendix A.3, the CMRR and common-mode input impedance ZC
need to be large to limit the amount of differential PLI, while the differential-mode
input impedance ZD needs to be large to avoid signal attenuation. In the bandwidth
of interest (ω > ωf ), the CMRR is determined by the mismatch in CIN , Cf , and any
non-zero common-mode gain of the op-amp, A
′
cm. Each source of mismatch can be
analyzed separately, and the overall CMRR of the LNA is determined by superposition
according to
1
CMRR
=
1
CMRR∆CIN
+
1
CMRR∆Cf
+
1
CMRRop−amp
. (2.4)
It can be shown that the overall CMRR of the LNA in the bandwidth of interest
(ω > ωf ) is
CMRR =
1 + CIN
Cf
∆CIN
CIN
+
∆Cf
Cf
+ A′cm
. (2.5)
Due to the large size of CIN in this work, it is implemented with an off-chip ceramic
capacitor, while Cf=10pF is implemented with metal-insulator-metal (MIM) capac-
itors on-chip. Therefore, for typical technologies, expected values of ∆CIN/CIN and
∆Cf/Cf are approximately 1% and 0.1% respectively, and A
′
cm can be assumed to be
much less than 1% for a fully-differential op-amp. This results in a theoretical CMRR
of 20log( 1+50
0.01+0.001
) = 73dB, which satisfies the IEC specification of 60dB (but not the
ANSI/AAMI specification). Despite this relatively low value, the mixed-signal PLI
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notch increases the effective CMRR at the PLI frequency by removing any residual
differential PLI.
It can also be shown that the common-mode input impedance of this LNA is
ZC = ZIN + Zf (2.6)
where ZIN =
1
jωCIN
and Zf =
Rf
1+jωRfCf
. Given that in the bandwidth of interest
(ω > ωf ) Zf ≈ 1jωCf , and CIN  Cf , then ZC ≈ 1jωCf .
Finally, because of the virtual ground, the differential-mode input impedance is
simply the series impedance of the input capacitors,
ZD =
2
jωCIN
. (2.7)
For the chosen values of CIN=500pF and Cf=10pF, the theoretical value of ZC
at 60Hz and ZD at 0.5Hz are 265MΩ and 1.27GΩ respectively, which are both well
above the required specification in Table 2.2.
LNA Op-Amp Schematic Design
The schematics of the LNA op-amp and its common-mode feedback (CMFB) circuits
are shown in Figure 2-7. The design of the op-amp is guided by the general principles
for low-voltage analog design as discussed earlier. The op-amp comprises two cascaded
stages. The first is a folded-cascode stage to achieve high gain, and PMOS input
devices are used to minimize 1/f -noise. By using a folded structure, cascoding can
still be used to achieve high gain while limiting the transistor stack to at most 4
devices. This permits approximately 150mV of VDS across each transistor which is
adequate for keeping all devices in saturation at 0.6V. Feedback ensures that the
signal swing at the output of this stage (at VP and VM) is just a few mV. The output
stage is a common-source stage with only 2 stacked devices to allow up to 250mV of
swing on each side (500mV differentially).
As a result of the fully-differential signal path, the LNA op-amp requires common-
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Figure 2-7: (a) Schematic of the fully-differential two-stage op-amp used in the low-
noise amplifier. The switched-capacitor CMFB (SC-CMFB) and continuous-time
CMFB (CTS-CMFB) circuits are shown in (b) and (c) respectively.
mode feedback that is both stable and linear which can be challenging at low voltage.
At the output stage where the signal swing is large, switched-capacitor CMFB (Fig.
2-7(b)) is used because it is inherently linear and does not introduce distortion in the
differential signal path. A consequence of using switched-capacitors is that switching
noise is injected into the system at the switching frequency of 10kHz. However, as
we will see, these noise spikes will be filtered out by the SAAF described later.
At the output of the folded-cascode stage, a more area-efficient continuous-time
CMFB (Fig. 2-7(c)) can be used without worry of distortion because the signal swing
is small. By separating the CMFB into two local feedback loops, we avoid placing
multiple poles in a larger loop that is difficult to compensate at low voltage.
2.3.4 SINC Anti-Aliasing Filter
Following the LNA, the signal is then filtered and gained by the SINC anti-aliasing
filter (SAAF) shown in Figure 2-6. Anti-alias filtering is required in any system
prior to sampling at fS to prevent the unwanted folding of signal aggressors back
onto the baseband signal. Fig. 2-8(a) shows the continuous-time spectrum of a
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Figure 2-8: (a) Continuous-time spectrum of a signal prior to sampling, with the
desired component in white, broadband interferer in light gray, and the corrupting
interferer in dark gray at multiples of the sampling frequency. (b) A conventional
anti-aliasing filter (AAF) with a low-pass response. (c) An alternative frequency
response of an AAF that rejects only the corrupting interferers, and allows aliasing
outside the bandwidth of the desired signal. (d) Continuous-time spectrum of the
signal in (a) after passing through the AAF shown in (c). (e) Discrete-time spectrum
of the signal in (d) after sampling. (f) Digital baseband of the signal in (e).
generic signal prior to sampling, where the desired signal (with bandwidth fB) is
in white, broadband interferers are in light gray, and the corrupting interferers are
in dark gray. Fig. 2-8(b) shows the frequency response of a conventional low-pass
anti-aliasing filter, where anything beyond fS − fB is filtered out to avoid aliasing.
However, an alternative frequency response (proposed by Jose Bohorquez for the first
generation system in [69]) for anti-aliasing is provided in Fig. 2-8(c), where it rejects
only the corrupting aggressors situated at fS and its integer multiples, but allows
aliasing everywhere else outside the desired signal bandwidth. Fig. 2-8(d) shows
the spectrum of the original signal after passing through the alternative anti-aliasing
filter, and Fig. 2-8(e) is the corresponding discrete-time spectrum after sampling.
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Figure 2-9: (a) Simulated and measured frequency response of the SAAF. (b) Zoom
in of the notch in the frequency response about 10kHz.
Finally, Fig. 2-8(f) shows the digital baseband of the signal after sampling. As a
result of the notches in the alternative filter at fS and its integer multiples, there is
no aliasing within the signal band.
This alternative approach for anti-aliasing in combination with an oversampled
system allows for a very robust and area-efficient circuit implementation based on
charge sampling. The SAAF shown in Figure 2-6 works by using a transconductor to
integrate the output signal current onto an integration capacitor CINT over a period
TS = 1/fS, and then the voltage on the capacitor is sampled at the end of the
period. After the charge has been sampled, CINT is reset (i.e., discharged), and the
process repeats. This process of charge sampling (i.e., integrate-and-dump), results
in a SINC -shaped frequency response with deep notches placed at fS and its integer
multiples, which satisfies the frequency response of the alternate anti-aliasing filter
approach shown in Figure 2-8(c). The frequency response of the SAAF is shown in
Figure 2-9, and a zoom in of the notch at 10kHz shows that better than 30dB of
anti-aliasing is achieved over the small 150Hz ECG bandwidth around 10kHz.
Figure 2-10 shows time-domain waveforms illustrating the operation of the SAAF,
with the input to the SAAF shown in blue (VL), output of the SAAF shown in green
(VS), and the ADC samples at fS=10kHz in red. Fig. 2-10(a) shows the waveforms for
a low-frequency signal, where the integration period (TS=1/fS=100µs) of the SAAF
54
0 0.5 1 1.5 2 2.5
-10
0
10
V
  [
m
V
]
0 0.5 1 1.5 2 2.5
-100
0
100
V
  [
m
V
]
0 0.5 1 1.5 2 2.5
-200
0
200
Time [ms]
A
D
C
 c
od
e
L
S
0 0.2 0.4 0.6 0.8 1
0 0.2 0.4 0.6 0.8 1
0 0.2 0.4 0.6 0.8 1
Time [ms]
-10
0
10
-100
0
100
-200
0
200
V
  [
m
V
]
V
  [
m
V
]
A
D
C
 c
od
e
L
S
Time [ms]
0 0.2 0.4 0.6 0.8 1
0 0.2 0.4 0.6 0.8 1
0 0.2 0.4 0.6 0.8 1
-10
0
10
-100
0
100
-200
0
200
V
  [
m
V
]
V
  [
m
V
]
A
D
C
 c
od
e
L
S
(a) (b) (c)
Figure 2-10: Time-domain waveforms VL, VS, and ADC code which are the outputs
of the LNA, SAAF, and ADC respectively. The SAAF gain is set to 20dB, and the
integration period is 100µs corresponding to an ADC sampling rate of 10kS/s. Signal
tones of 500Hz, 10kHz, and 20kHz are shown in (a), (b), and (c) respectively.
is small compared to the period of the signal, and the ADC output represents the
input signal with a certain amount of gain. Fig. 2-10(b) shows the waveforms when
the input signal frequency is 10kHz. Since the integration period TS exactly matches
one period of the signal, the SAAF output VS integrates to zero each time, resulting
in zero ADC output. This is the time-domain illustration of the notch at 10kHz in
the SAAF response. A similar thing happens when the input signal is at 20kHz, and
the waveforms are shown in Fig. 2-10(c).
In addition to anti-aliasing, the SAAF also provides a low-frequency gain of
GSAAF =
GM
2fSCINT
(2.8)
which is digitally tunable through GM and CINT . CINT is the sum of a 4-bit switched-
capacitor, as well as the input capacitance of the ADC (discussed in Section 2.3.5).
GM is also set digitally with the transconductor circuit shown in the next section. In
this work, CINT is implemented as a differential capacitance between the differential
outputs of the transconductor with a maximum value of 5pF. Compared to the im-
plementation in [59] which uses two single-ended 10pF capacitors, it requires 4× less
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capacitance (and area) to achieve the same gain.
This charge sampling SAAF approach was proposed by Jose Bohorquez and is
analyzed in detail in [69], and the three main benefits are summarized here:
1. Area-efficiency: A conventional low-pass AAF would require much more chip
area due to larger passives. As a simple example, consider a signal bandwidth
of 100Hz, with a 10kHz sampling frequency. Assuming that we require 40dB
of attenuation at 9.9kHz (roughly 2 decades in frequency), a first order filter
with a low-pass corner at 100Hz is required. A simple RC filter would require
R=15.9MΩ and C=100pF, which are much larger than the passives used in the
SAAF (CINT=5pF, and GM is generated from a 5MΩ resistor).
2. Low power: Compared to other filter topologies such as biquad filters, active-
RC filters, or switched-capacitor filters, the SAAF is much simpler and requires
only one active component (e.g., transconductor) which can be made ultra-low-
power.
3. Programmable gain: The gain of the SAAF is easily programmable by digi-
tally controlling the value of CINT and GM .
4. Robust frequency response: Any variation in CINT and GM affects only
the gain, and not the frequency response. In fact, the placement of the notches
relies only on the clock frequency at which the SAAF is reset. In contrast, with
conventional filters, variation in the passives usually results in a change in the
shape of the frequency response.
In addition to these three benefits, this work also leverages the SAAF in two
other ways. First, the SAAF has the added benefit of filtering any spikes from the
switched-capacitor CMFB circuit of the LNA which is switched at 10kHz by design.
Second, the input capacitance of the ADC is merged with CINT , eliminating the need
for a power-hungry ADC buffer. This will be discussed in Section 2.3.5.
56
Input branches
Output branches
RS
Vip
Ioutp
x1 M1L x1Vim
Ioutm
M1R
VCF VN VCF
CC CC
M2LaM2LbM2Lc
M3LaM3LbM3Lc
M4L
M5L
M3Ra
M3RcM3Rb M4R
M2RcM2RbM2Ra
M5R
1X 1X 2X1X 1X2X1X 1X
1X 1X 2X1X 1X2X
(a) (b)
1X 1X
RS
Vip Vim IoutmIoutp
M   :    1
MIB
is
IB- is/MIB+ is/M
is/M
MIB - isMIB+ s
is/M
IBIB MIB
1   :   M
i
x1 x1
Figure 2-11: (a) Schematic of the fully-differential transconductor used in the SAAF.
(b) Simplified schematic of the transconductor shown in (a).
SAAF Transconductor Schematic Design
The full schematic of the transconductor used in this work is shown in Figure 2-
11(a). It is based on the implementation in [59] but optimized here for smaller
area and low-voltage operation. The circuit uses negative feedback to implement
a transconductance with a wide linear range. The feedback loops (one on the left
side, one on the right side) comprise the input devices M1L and M1R, the unity-gain
buffers, and transistors M3L and M3R. For example, if Vip rises, the drain node of
M1L falls and the unity-gain buffer pulls the gate of M3L down, causing the source
of M1L to rise accordingly, essentially following Vip. This negative feedback lowers
the effective source resistance of M1L,R which operate as source followers, forcing the
entire differential input signal Vi = Vip − Vim to fall across RS resulting in a signal
current iS = Vi/RS flowing through RS.
A simplified schematic is shown in Figure 2-11(b). Transistors M2L,R and M5L,R
act as fixed current sources with value MIB and IB respectively, where M=1, 2, 3 or
4. Transistors M3L,R are devices that carry the bias current MIB from M2L,R, as well
as ±iS depending on the polarity of Vi. The currents of M3L,R get mirrored to M4L,R
with a ratio of M :1, and so M4L,R carry a current of IB ± iS/M . The output currents
are simply Ioutp,m = ±iS/M which is the difference in current between M4L,R and the
current sources M5L,R.
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Given that the differential input signal is Vi = Vip−Vim = iSRS and the differential
output current is Iout = Ioutp − Ioutm = 2iS/M , the transconductance of this circuit
is given by
GM =
Iout
Vi
=
2
MRS
. (2.9)
By using the current mirror ratio M and RS=5MΩ, GM can be set between 100nA/V
and 400nA/V with 2 bits. Compared to the design in [59] which uses a switched-
resistor up to 20MΩ and a fixed M=1, this implementation reduces the resistor area
by 4×.
Three optimizations are made here for ultra-low-voltage operation. First, the
GM of this circuit is made tunable by changing M by using switches that are closer
to the supply rails, avoiding the use of switches near mid-rail as in [59]3. Second,
unity-gain buffers are used in the feedback loop (instead of PMOS source followers as
in [59]) because the limited headroom does not permit analog level shifting. Lastly,
cascoding is avoided to allow for input signals up to 400mVp-p. A consequence of
not using cascoding in the output branch is the reduced output impedance of the
transconductor. This has the effect of making the filter act more like a leaky integrator
(i.e., a first-order filter), which limits the depth of the notches in the SAAF frequency
response. However, since the current in the output branch of the transconductor is
quite low (10’s of nA), the output impedance is still adequate.
2.3.5 Dual-DAC SAR ADC
Oversampling in this system provides benefits such as reduced filtering and dynamic
range requirements, as well as the opportunity to use alternative anti-aliasing strate-
gies like the SAAF. The main tradeoff is the increased power consumption in the
ADC. However, recent state-of-the-art ADC designs achieve figures-of-merit (FOM)
that are less than 10 fJ/conversion-step [71–75], making the ADC power consump-
tion a tiny fraction of the overall system power. For example, a 10 fJ/conversion-step
3The implementation in [59] uses a switched-resistor up to 20MΩ with a fixed M=1 in order to
make the GM tunable. This requires mid-rail switches in series with RS which should be avoided at
low voltage because of the large series switch resistance.
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Figure 2-12: Power versus sampling frequency of the SAR ADC from [1] which
achieves a minimum FOM of 22.4 fJ/conversion-step.
ADC with an ENOB of 10 bits at 10kS/s would only require P = FOM ·2ENOB ·fS =
100nW of power. Furthermore, low-speed ADCs (below 1kS/s) are typically leakage-
dominated and have worse energy-efficiency [1]. This is illustrated in Figure 2-12
which shows the power versus sampling frequency of the ADC in [1], where the power
scales linearly with frequency above a few kS/s, but flattens below 1kS/s because of
leakage power. At 0.6V, the ADC power at 500S/s and 10kS/s are approximately
20nW and 100nW respectively, representing only a 5× increase in power despite a
20× oversampling ratio. In this case, oversampling at 10kS/s can be achieved with a
power overhead of only 80nW.
The ADC FOM typically accounts only for the power consumption of the core
ADC circuits. However, in a system, we must also consider the power consumed by
the ADC buffer which must drive the ADC input capacitance to the desired accuracy
within the allotted settling time. In this work, a dual-DAC 9-bit SAR ADC at 10kS/s
is designed to be tightly integrated with the SAAF so that it avoids a power-hungry
fast-settling ADC buffer. The ADC block diagram and its interface with the SAAF is
shown in Figure 2-13. The input capacitance (of value CS) of the ADC is added to the
4-bit switched-capacitor (CD) in the SAAF such that the total integration capacitance
for the SAAF is CINT = CS+CD. To achieve this using a SAR ADC architecture, the
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Figure 2-13: Simplified schematic of the interface between the SAAF and ADC. The
input capacitance (CS) of the ADC is merged with the SAAF integration capacitor
to eliminate the need for an ADC buffer. The ADC uses dual interleaved DACs to
alternate between input sampling and bit cycling.
ADC uses dual capacitive DACs, where the two interleaved DACs alternate between
input sampling and bit cycling. For example, while DAC1 is sampling and adding
its capacitance CS to CD, DAC2 is being bit-cycled and resolving the bits from
the previous sample. By interleaving the DACs, the settling requirements of both
the sampling and bit cycling phases are relaxed. However, any mismatch in the
two DACs can result in spurs in the output spectrum of the ADC [76]. An offset
mismatch manifests itself as a spur at fS/2=5kHz, while a gain mismatch results in a
spur that is dependent on the signal frequency. From measurements, gain mismatch
was negligible and a small offset spur was observed at fS/2. However, it is a non-issue
in this system because it is subsequently filtered out by the decimation filter.
Overall, the SAR ADC uses a highly-digital architecture that enables operation at
0.6V. Low-voltage techniques are summarized as follows: a constant-VGS bootstrap
circuit is used in the input sampling network to achieve adequate linearity [68] in
order to address the issue of degraded on-switch conductance at low voltage. The
DAC switches are placed near the supply rails in order to improve their conductance.
Furthermore, the ADC is fully dynamic (i.e., no static bias currents) which provides
very energy-efficient operation. At 10kS/s, measurements confirm that it consumes
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Figure 2-14: Schematic of the DAC in the ADC which takes the form of a split-
capacitor array comprising the MSB sub-array and the main array, both segmented
into a 4-bit main-DAC and 4-bit sub-DAC. It is drawn as a single-ended DAC for
simplicity, but a differential version is implemented in this work.
just 87nW (not including the reference buffer power) thus demonstrating that the
power overhead of oversampling is minimal in this system.
DAC Architecture
The SAR ADC is able to achieve ultra-low-power by minimizing the switching energy
in the DACs. Figure 2-14 shows the schematic of the DAC used in the ADC and details
on its design can be found in [1]. First, it avoids the large ratio between the MSB and
LSB capacitors by using a 4-bit sub-DAC. Second, the MSB capacitor in the main
DAC is split into a separate MSB sub-array, which is identical in structure to the main
array [77]. The split-capacitor array is able to reduce the average switching energy by
37% by improving the efficiency of the “down” transitions during bit cycling. Finally,
the positive and negative references for the DAC (VREFP and VREFM) can be set
on-chip to provide VREFP − VREFM =200mV, 250mV, 300mV, or 350mV. This is
equivalent to providing up to 4.9dB of embedded gain in the ADC.
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2.3.6 Programmable Digital BPF Implementation
This section discusses the implementation details of the programmable digital band-
pass filter (BPF) which is shown in Figure 2-15. The BPF is based on the design
in the first generation system which was implemented on an FPGA using 16-bit
multipliers, 32-bit accumulators, and a 16-bit wide SRAM [59]. In this work, the
BPF is optimized for area and integrated on-chip to operate at 0.6V. The BPF takes
the form of a frequency-translated accumulator, where the input is up-converted
through multiplication with sinω0n and cosω0n, accumulated, then down-converted
and summed. The center frequency and pass-band width are digitally programmable
through ω0 and GPLI respectively.
In this work, the sinusoids (sinω0n and cosω0n) required for frequency translation
are generated on-chip using a direct-digital synthesizer (DDS) with 9-bit outputs.
On overview of the DDS operation is as follows: the input to the DDS is a digital
word representing the frequency of oscillation (ω0), and an accumulator computes the
summation (i.e., integral) of the frequency which represents the phase φ. The phase
φ is then used as the input address to a look-up table (LUT) which stores an output
function such as sin(φ) and acts as a phase-to-waveform generator.
Figure 2-16 shows a detailed block diagram of the implemented DDS, where two
techniques are used to reduce the size of the mux-based LUT and the overall DDS. The
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Figure 2-16: Block diagram of the direct-digital synthesizer (DDS) with 9-bit outputs.
input to the DDS is a 13-bit frequency word ω0, and the phase accumulator generates
the 15-bit phase φSIN for the sine waveform. Since a cosine is just a phase-shifted
version of sine by a quarter period, pi/2 is added to φSIN to generate the phase for the
cosine waveform φCOS. Then, both φSIN and φCOS (∈ [-pi,pi]) go through a quarter-
wave compression block which performs the function |φ mod pi
2
| that effectively limits
the phase to just a quarter of the range (∈ [0,pi
2
]). By doing so, instead of storing
values for the entire waveform (φ ∈ [-pi,pi]), only a quarter wave (φ ∈ [0,pi
2
]) of the
waveform needs to be stored by the LUT. This allows the the number of words in the
LUT to be reduced by 4× from 215 to 213.
The second technique is known as the sine-phase difference technique. Instead
of storing sin(φ) in the LUT, the sine-phase difference (sin(φ) - 2φ/pi) is stored [78].
This is advantageous because its range in magnitude is smaller than sin(φ) for φ=0 to
pi
2
as shown in Figure 2-17, and so the same amount of quantization can be achieved
with 2 fewer bits. This allows for a reduction in the stored word length from 9 bits
to 7 bits in the LUT. The only overhead with the sine-phase difference technique is
the need for an extra adder to add back 2φ/pi to recover sin(φ). Overall, the number
of bits in the LUT is reduced by over 5× from 215× 9 to 213× 7, requiring only 4,000
gates which is suitable for implementation on-chip.
In this work, a single LUT is used for both sine and cosine by multiplexing at the
LUT input and de-multiplexing at the LUT output with the clock as the control signal.
Since the clock frequency is 10kHz, the extra phase delay in the cosine waveform
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Figure 2-17: Magnitude versus phase for possible functions for the LUT of the DDS.
(typically set to 50Hz or 60Hz) from a half clock cycle in the output de-multiplexer is
negligible. Finally, because of the quarter-wave compression of the phase, the output
waveform of the LUT is actually | sinφ| and | cosφ|. A simple multiplication with the
sign of its phase recovers the complete sine and cosine waveforms as desired.
The frequency resolution of the DDS in this work is limited by the width of the
phase accumulator and is given by
∆f =
fS
2B
, (2.10)
where B is the width of the phase accumulator. In this implementation, fS=10kHz
and B = 15, and therefore ∆f = 0.3Hz. Despite the limited frequency resolution of
the BPF, the width of the filter can be be adjusted with GPLI to compensate.
2.3.7 Digital ∆Σ-Modulation
This section discusses digital ∆Σ-modulation of the feedback DAC that completes
the mixed-signal feedback loop for PLI cancellation. The feedback DAC is used to
convert the digital 50/60Hz signal from the output of the digital BPF to an analog
signal that is applied at the summing node of the LNA [59]. Figure 2-18 shows
the single-ended equivalent of the LNA, together with the Thevenin circuit for the
feedback DAC, which is a binary-weighted capacitive charge-redistribution DAC. The
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Figure 2-18: Single-ended equivalent of the LNA with the Thevenin equivalent circuit
for the feedback DAC.
total capacitance of the DAC is CDAC = 2
NC0, where C0 is the unit capacitance of
the DAC and N is the resolution. The equivalent Thevenin voltage for the DAC is
given by
VDAC = 2VREF,D
DCODE
2N
, (2.11)
where DCODE ∈ [0, 2N − 1] is the digital input code, VREF,D is the DAC reference
voltage, and a factor of 2 accounts for the differential implementation. The input-
referred DAC voltage is therefore
VDAC,in =
CDAC
CIN
VDAC = 2VREF,D
C0
CIN
DCODE = VLSB,inDCODE, (2.12)
where VLSB,in = 2VREF,DC0/CIN is the input-referred LSB voltage of the DAC. From
Equation 2.12, the input-referred peak-to-peak voltage of the DAC for DCODE from
0 to 2N − 1 follows as
VDAC,in,p−p = 2NVLSB,in = 2VREF,D
2NC0
CIN
= 2VREF,D
CDAC
CIN
. (2.13)
Equations 2.12 and 2.13 can be used to understand the constraints for the design
of the DAC. The first constraint is that VDAC,in,p−p ≥ VPLI,max, where VPLI,max is the
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maximum expected amount of PLI and is equal to 10mVp-p. In this work, VREF,D is
set equal to VDD = 0.6V for convenience, and so the sizing for CDAC must satisfy
CDAC ≥ CIN · VPLI,max
2VREF,D
. (2.14)
For CIN=500pF, CDAC was chosen to be 8.32pF for adequate margin.
The second constraint is that the quantization noise of the DAC must be below
the noise floor of the LNA. The input-referred noise power spectral density of the
DAC is given by
Sq(f) =
V 2LSB,in
12fS
, (2.15)
and so the total integrated noise power within the signal bandwidth of fB is given by
v2q,rms =
∫ fB
−fB
Sq(f)df =
V 2LSB,in
12
(
2fB
fS
)
. (2.16)
The total noise power of the LNA was simulated to be approximately 9×10−12 V2rms.
Assuming that v2q,rms must be kept below 10% of the LNA noise power (i.e., v
2
q,rms <
9×10−13 V2rms), we can combine VLSB,in = 2VREF,DC0/CIN and Equation 2.16 to
calculate a maximum value for the DAC unit capacitance C0:
C0 ≤
√
3CIN
vq,rms|max
VREF,D
√
fS
2fB
. (2.17)
For this work, fB=156Hz, fS=10kHz, VREF,D=0.6V, CIN=500pF, and vq,rms|max =
0.95µVrms, and so C0 ≤ 7.8fF.
Equations 2.14 and 2.17 for the minimum CDAC and maximum C0 determine
the required dynamic range for the DAC. For example, values of CDAC=8.32pF and
C0=7.8fF mean that the DAC must have a resolution of at least N = log2(
8320
7.8
) =
10. However, a practical issue arises because this required value for C0 can be below
the minimum manufacturable size for capacitors in many typical CMOS technologies.
Furthermore, such a small unit capacitance may not be able to meet the matching
requirements of a 10-bit DAC. Therefore, another solution is needed to achieve the
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Figure 2-19: The signal chain of the feedback path is shown on the left, with associated
spectra on the right. (a) Discrete-time spectrum of the DSP output (out-of-band noise
is omitted for simplicity). (b) Continuous-time spectrum after passing through the
∆Σ-modulator and feedback DAC. ∆Σ-modulation shapes quantization noise (shown
in gray) out-of-band, and the zero-order hold action of the DAC attenuates images
at multiples of the sampling frequency. (c) Continuous-time spectrum after filtering
by the LNA and SAAF. The deep notches of the SAAF remove any residual spectral
content at multiples of the sampling frequency prior to sampling by the ADC.
required dynamic range while working within the limitations of the technology.
In this work, a design choice was made to use an 8-bit (N=8) DAC with C0=32.5fF
for adequate matching. Since the DAC alone does not meet the dynamic range
requirements, ∆Σ-modulation is added to the feedback DAC to increase its dynamic
range. Figure 2-19 illustrates the signal spectra at various places in the feedback loop.
Fig. 2-19(a) shows the discrete-time spectrum of the DSP output, and Fig. 2-19(b)
shows the continuous-time spectrum after passing through the ∆Σ-modulator and
feedback DAC. The DAC introduces quantization noise shown in gray, but the ∆Σ-
modulator shapes it to higher frequencies in the spectrum which is made possible by
oversampling. The zero-order hold action of the DAC attenuates the images of the
original signal from the DSP. Fig. 2-19(c) shows the spectrum after filtering from the
LNA and SAAF, where the deep notches of the SAAF remove any residual content
at fS and its integer multiples.
Figure 2-20(a) shows the block diagram of the digital ∆Σ-modulator which trun-
cates the incoming data (which can be from 9 to 12 bits wide) down to 8 bits. The
process of truncation introduces truncation error modeled by e[n] in Figure 2-20(b).
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Figure 2-20: (a) Block diagram of the ∆Σ-modulator used in the feedback path. (b)
Simplified block diagram where e[n] models the truncation error.
Table 2.3: Reconfigurable transfer function Hi(z) in the ∆Σ-modulator to achieve
higher-order noise-shaping.
Order, i Hi(z) |Ni(f)| (f  fS)
First (i = 1) H1(z) = z
−1 |N1(f)| ≈ 2piffS
Second (i = 2) H2(z) = 1− (1− z−1)2 |N2(f)| ≈
(
2pif
fS
)2
Third (i = 3) H3(z) = 1− (1− z−1)3 |N3(f)| ≈
(
2pif
fS
)3
Solving the block diagram yields the following,
Y (z) = X(z) + E(z)[1−Hi(z)] = X(z) + E(z)Ni(z) (2.18)
where Ni(z) = 1−Hi(z) is the ith-order noise transfer function determined by Hi(z).
In this work, Hi(z) can be reconfigured to provide 1
st-, 2nd-, or 3rd-order noise shaping
as shown in Table 2.3.
To see how Ni(z) shapes the spectrum of e[n], using N1(z) as an example, we can
evaluate the frequency response by solving for |N1(z)| for z = ejΩ as follows,
|N1(ejΩ)| = |1− e−jΩ| =
√
(1− cos Ω)2 + sin2 Ω = · · · = 2 sin Ω
2
. (2.19)
Substituting Ω = 2pif
fS
, |N1(ej2pif/fS)| = 2 sin piffS . Since the system is oversampled
and f  fS for the frequencies of interest, the noise transfer function simplifies to
|N1(f)| ≈ 2piffS (and in general, |Ni(f)| ≈
(
2pif
fS
)i
). Therefore, with ∆Σ-modulation,
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the total integrated noise power within the signal bandwidth is given by
v2qDSMi,rms =
∫ fB
−fB
Sq(f)|Ni(f)|2df. (2.20)
Since |Ni(f)| ≈
(
2pif
fS
)i
, the noise density at low frequencies f < fB is greatly at-
tenuated and v2qDSMi,rms can be made much lower than the total noise without ∆Σ-
modulation (v2q,rms). For example, if no ∆Σ-modulation is used, the 8-bit DAC with
C0=32.5fF would contribute v
2
q,rms=1.58×10−11 V2rms of input-referred noise to the
system (using Equation 2.16). This is considerably larger than the 9×10−12 V2rms
of noise from the LNA itself. In contrast, from Equation 2.20, the total integrated
noise for 1st- and 2nd-order ∆Σ-modulation is 5.06×10−14 V2rms and 2.92×10−16 V2rms
respectively (i.e., 0.6% and 0.003% of the LNA noise respectively). Therefore, ∆Σ-
modulation is used with a low-resolution 8-bit DAC in this work to simultaneously
achieve a large PLI cancellation range and maintain low-noise performance.
2.3.8 Decimation Filter
In this system, the decimation filter performs three functions: 1) remove out-of-band
noise from oversampling and ∆Σ-modulation of the feedback DAC to increase the
effective dynamic range, 2) downsample the data by 32× down to the Nyquist rate of
312.5Hz, and 3) remove the spur at fS/2 that arises from any offset mismatch in the
interleaved dual-DAC SAR ADC. Figure 2-21 shows the block diagram of the two-
stage decimation filter which takes 9-bit data from the ADC at 10kS/s and outputs
12-bit data at 312.5S/s. The first stage is a 3rd-order (N=3) cascaded integrator-
comb (CIC) filter that performs downsampling by D=16, and the second is a 19-tap
FIR half-band filter that performs the remaining 2× of downsampling.
The CIC filter is a multiplier-less filter that requires only adders and delays and is
therefore very hardware-efficient [79]. The integration section has a transfer function
of
(
1
1−z−1
)N
that operates at fS=10kHz, while the comb section has a transfer func-
tion of (1− z−1)N operating at fS/D. By the downsampling identity [80] shown in
Figure 5-10 later in this thesis, the comb section has an effective transfer function of
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Figure 2-21: Block diagram of the two-stage decimation filter providing 32× down-
sampling.
(
1− z−D
)N
at fS=10kHz. Therefore, the overall transfer function of the CIC filter
(at fS=10kHz) is given by
HCIC(z) =
(
1− z−D
1− z−1
)N
=
(
D−1∑
k=0
z−k
)N
(2.21)
where N=3 and D=16 in this work. From Equation 2.21, it can be seen that the
CIC filter is functionally equivalent to a cascade of N FIR moving average filters of
length D and therefore has a SINCN -shaped frequency response as shown in Figure
2-22(a). Conceptually, the operation of the digital CIC filter is analogous to the SAAF
discussed in Section 2.3.4 which performs its integration in the analog domain. The
CIC filter has notches precisely at fS/D and its integer multiples, which are exactly
the frequencies that alias back to baseband following downsampling by D. For large
downsampling ratios, CIC filters are much more economical than conventional FIR
filters. However, the droop in the pass-band (0 to 150Hz for ECG) does increase with
N and D. For this implementation, the droop at 50Hz and 100Hz are -0.27dB and
-1.1dB which are acceptable.
Since D is set to 16 in the first stage in order to limit the pass-band droop, a
second FIR filter stage is required for the remaining 2× of downsampling. Half-band
filters have a transition band at a quarter of the sampling rate, and therefore are ideal
for downsampling by 2. All odd filter coefficients (except for the middle coefficient)
are zero, enabling N -tap performance with just (N + 1)/2 + 1 non-zero coefficients.
Furthermore, because it is a symmetric filter, the filter can be folded to reduce the
number of multipliers by half. For this implementation, the 19-tap FIR half-band
filter requires only 5 multipliers (middle coefficient is 0.5 and is implemented by a
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Figure 2-22: Frequency response of the (a) first stage CIC filter at fS=10kS/s, and
(b) second stage half-band filter at fS=625S/s.
shift) and 10 adders to achieve a 60dB stop-band as shown in Figure 2-22(b).
Overall, due to the hardware-efficient implementation, the decimation filter re-
quires approximately 6,000 gates and consumes just 34nW of power. Combined with
the ultra-low-power ADC, the benefits of oversampling are achieved with minimal
power overhead.
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Figure 2-23: Die photo of the MSFE prototype implemented in a 0.18µm CMOS
technology
2.4 Prototype Measurement Results
A prototype test chip of the MSFE was implemented in a 0.18µm CMOS technology,
and the die photo is shown in Figure 2-23. The entire chip including pads measures
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Figure 2-24: Printed circuit board for MSFE testing and characterization.
3mm × 3mm, but the active die area is 0.63mm2. The chip was packaged in a 100-lead
ceramic QFP package and the PCB used for testing and characterization is shown in
Figure 2-24. The PCB connects to a daughter board (Opal Kelly XEM3010) which
includes a Xilinx Spartan-3 FPGA and USB interface to facilitate communication
between the FPGA and a Matlab API on a laptop computer. Matlab was used
to control the XEM3010 daughter board in order to program the test chip, acquire
output data, and perform analysis.
2.4.1 System Frequency Response
In order to measure the spectra and frequency responses of this mixed-signal system,
the outputs of the analog circuits (LNA and SAAF) were buffered with high input-
impedance op-amps (Analog Devices AD8603) and digitized by 16-bit 100kS/s ADCs
(AD7684 from Analog Devices) on the test PCB. Swept-sine measurements were made
by using a 12-bit DAC (Texas Instruments DAC7811) to drive the LNA input through
a resistive divider to generate sinusoids with amplitudes from 5 to 10mVp-p as in [69].
The spectra and frequency responses were calculated by performing FFTs on the
digitized output data in Matlab.
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Figure 2-25: Measured magnitude response of the LNA for various total LNA current
(VCM1=275mV, VCM2=150mV).
Figure 2-25 shows the measured magnitude response of the LNA for various total
LNA current settings (ILNA). The high-pass cut-off for electrode offset rejection
is measured to be 20mHz, implying that the pseudo-resistors in the LNA feedback
network have a value of 796GΩ which matches well with simulation. The low-pass
cut-off is set by the op-amp’s poles and increases with increasing ILNA. In this system,
ILNA is actually determined by noise requirements, as long as the LNA bandwidth is
greater than the ECG signal bandwidth of approximately 100Hz. The mid-band gain
is measured to be 34.5dB, set by the ratio of CIN (off-chip ceramic capacitors) to Cf
(integrated on-chip).
Figure 2-26 shows the measured frequency response of the system taken at the
output of the SAAF (blue line), where the system gain is set to 34.5dB (LNA gain
34.5dB, SAAF gain 0dB). The LNA provides the 20mHz high-pass corner, while the
notches at 10kHz and its integer multiples are a result of the SAAF, providing the
required anti-aliasing in the system. The sharp notch in the middle of the response
is achieved by the mixed-signal feedback loop, with the frequency digitally tuned to
60Hz by setting the DDS frequency. Finally, the solid black line shows the response
of the entire system taken at the output of the decimation filter, which limits the
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Figure 2-26: Measured frequency response of the system taken at the output of the
SAAF (blue line) with the PLI notch digitally tuned to 60Hz. The solid black line
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Figure 2-27: Measured SAAF gain for various capacitor and M settings.
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system bandwidth to approximately 150Hz, suitable for ECG applications.
In order to accommodate a range of input ECG signal magnitudes (0.1mV to
5mV), the gain of the system can also be adjusted by setting the SAAF gain between
0dB and 30dB. Figure 2-27 shows the measured SAAF gain for various integration
capacitor and M settings. Note that this measurement was made with the SAR ADC
disabled in a test mode, and so the integration capacitance did not include the ADC
input capacitance (500fF). Therefore, the actual SAAF gain in the system is slightly
lower than the measured values shown in Figure 2-27. The total gain of the system
can be set between 34.5dB and 69.4dB by selecting one of the 60 SAAF gain settings
(0 to 30dB) and 4 ADC gain settings (0 to 4.9dB).
2.4.2 PLI Notch Filter
This section presents detailed measurements of the PLI notch filter and the per-
formance of the feedback DAC with ∆Σ-modulation. Figure 2-28 shows zoomed-in
plots of the PLI notch, illustrating its digital programmability. Fig. 2-28(a) shows
the notch digitally tuned to 50Hz or 60Hz by setting the DDS frequency (fPLI), while
Fig. 2-28(b) shows how the width of the notch can be digitally tuned by setting the
gain of the feedback band-pass filter (GPLI). In this system, the DDS frequency has a
resolution of 0.3Hz (fS/2
15), and so the notch width can be used to tradeoff selectivity
for PLI attenuation.
Figure 2-29 shows the spectral density (input-referred) taken at the LNA output
with an 8mVp-p, 60Hz input. The gray line and black line show the spectra with the
PLI notch off and on respectively. With the PLI notch enabled, the 60Hz spur is
attenuated by greater than 40dB, and the quantization noise of the feedback DAC
is shaped to higher frequencies by the digital ∆Σ-modulator in the feedback path,
helping to maintain the same in-band noise floor.
The order of the digital ∆Σ-modulator can also be reconfigured. The measurement
shown in Figure 2-29 (8mVp-p, 60Hz sinusoidal input) was repeated with different
transfer functions in the ∆Σ-modulator. Figure 2-30(a) shows the spectral density
when no ∆Σ-modulation is used with the notch enabled and it is clear that the in-band
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Figure 2-28: Magnitude response at the LNA output with digitally tunable (a) notch
frequency (to 50Hz or 60Hz), and (b) notch width (for various GPLI settings). Mea-
surements are taken with the LNA biased with VCM1=275mV, VCM2=150mV, and a
total current of ILNA=1000nA.
101 102 103
Frequency [Hz]
 
 10
-8
10
-6
10
-4
10
-2
Notch off
Notch on w/ ∆Σ-Mod
In
pu
t-R
ef
er
re
d 
S
pe
ct
ra
l D
en
si
ty
 [V
   
 / 
 H
z]
√
Reduction of
60Hz by >40dB
rm
s
Figure 2-29: Measured input-referred spectral density at the LNA output with an
8mVp-p 60Hz sinusoidal input. When the PLI notch is enabled, the 60Hz spur is
attenuated by greater than 40dB, while the quantization noise of the DAC is shaped
to higher frequencies.
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Figure 2-30: Measured input-referred spectral density at the LNA output with an
8mVp-p 60Hz sinusoidal input. (a) Notch is enabled without ∆Σ-modulation. (b)
Notch is enabled, and 1st-, 2nd-, and 3rd-order ∆Σ-modulators are compared.
(0.5Hz to 150Hz) noise floor is significantly increased due to the DAC quantization
noise. Figure 2-30(b) shows the spectra when 1st-, 2nd- and 3rd-order modulation are
used, and the DAC quantization noise is clearly modulated to higher frequencies.
Finally, Figure 2-31 shows the input-referred spectra (measured at the ADC out-
put) when an input signal of two large tones at 13Hz (desired tone) and 60Hz (inter-
ference tone) is applied. In Fig. 2-31(a) with the notch disabled, in addition to the
two large tones observed at 13Hz and 60Hz, there are also harmonic distortion spurs
at multiples of each of the tones (26Hz, 39Hz, etc., and 120Hz, 180Hz, etc.), as well
as intermodulation spurs. These spurs are mainly due to non-linearity introduced
by the SAAF, while the non-linearity of the feedback DAC has a lesser effect. Fig.
2-31(b) shows the input-referred spectrum when the 60Hz notch is turned on. In
addition to attenuating the 60Hz interference tone by about 40dB while leaving the
13Hz signal tone unaffected, the other spurs due to intermodulation are also removed.
The largest remaining distortion is the residual spur at 60Hz, which results from the
dithering of the LSB in the DAC. The value of this residual 60Hz spur is determined
by DAC reference voltage (0.6V) and the ratio of the DAC unit capacitance to CIN of
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Figure 2-31: Measured input-referred spectra at the output of the ADC with two
tones at 13Hz and 60Hz with the PLI notch (a) off and (b) on. GPLI = 2
−6 and
fPLI=60Hz for this measurement, and a Hanning window is applied to the data for
plotting purposes.
the LNA. In this system, the residual spur is 26µVrms when input-referred, or about
1.38mVrms at the LNA output which is much smaller than the expected ECG signal.
Linearity measurements of the feedback DAC were also made to verify that it did
not limit the system. Figure 2-32 shows the measured INL and DNL of the feedback
DAC. Over the 5 die measured, the average INL and DNL were -0.31LSB/+0.77LSB
and -0.53LSB/+0.52LSB respectively.
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Figure 2-32: Measured static linearity of the charge-redistribution feedback DAC.
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Figure 2-33: Measured input-referred noise density of the system at the output of the
LNA, ADC and decimation filter (LNA biased with VCM1=260mV, VCM2=125mV,
and a total current of ILNA=650nA).
2.4.3 Noise Performance
In Appendix A.3, it is determined that the ANSI/AAMI specification for noise in am-
bulatory ECG applications (30µVp-p over 10 seconds in a 150Hz bandwidth) translates
to a RMS noise specification of 4.03µVrms when the output data rate is 500Hz. In
this system, the output data rate is 312.5Hz, and therefore the equivalent noise spec-
ification is actually 4.17µVrms (30µVp-p/7.197σ to ensure with confidence that the
3,125 samples in a 10 second window do not exceed 30µVp-p). Figure 2-33 shows the
measured input-referred noise density of the system, taken at the outputs of the LNA,
ADC, and decimation filter. The noise in this system is dominated by the 1/f -noise
of the input devices in the op-amp of the LNA. At the output of the decimation filter,
the total integrated noise is 3.44µVrms in a 156Hz bandwidth, which is within the
ANSI/AAMI specification.
Considering the LNA only, the total input-referred noise integrated from 0.5Hz to
50kHz is 9.26µVrms. Using the common noise efficiency factor (NEF) [81] metric to
normalize the total input-referred noise to that of a single BJT with the same current,
the LNA on its own achieves a NEF of 5.32 (based on a 2.93kHz bandwidth). Using
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Figure 2-34: Measured THD at the SAAF output versus (a) the LNA input amplitude
at a signal frequency of 50Hz, and (b) the signal frequency for various LNA input
amplitudes. The measured data in (b) is taken with a total gain of 37dB.
the more recently introduced power efficiency factor (PEF) [26] to account for the
impact of supply voltage, the LNA achieves a PEF of 17 which is very competitive
with the state-of-the-art (which is typically >20).
2.4.4 Dynamic Range
The dynamic range of a system is the ratio of the largest signal that can be processed
without significant distortion, to the minimum detectable signal (usually set by the
noise floor). In the previous section, we saw that the measured total input-referred
noise of the system was 3.44µVrms. Here, measurements of the total harmonic dis-
tortion (THD) are presented in order to determine the largest signal that can be
processed by the MSFE. Figure 2-34(a) shows the measured THD versus the system
input amplitude for a signal frequency of 50Hz, and Figure 2-34(b) shows that the
measured THD is also maintained across the signal frequencies of interest for ECG
applications (up to a few hundred Hz). From Fig. 2-34(a), at the lowest gain setting
of 34.5dB, the MSFE can accommodate an input of 8mVp-p with better than -40dB
(i.e., 1%) THD which is better than the IEC specification of 6mVp-p. Combining the
maximum allowable input signal of 8mVp-p (2.83mVrms) with the minimum detectable
signal of 3.44µVrms (set equal to the input noise), this translates to 58dB of input
dynamic range despite just 0.6V supply operation.
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Figure 2-35: Measured static linearity of the dual-DAC SAR ADC.
2.4.5 ADC and Decimation Filter
The static linearity of the dual-DAC SAR ADC was measured across 16 samples,
and the average INL and DNL was -0.54LSB/+0.55LSB and -0.23LSB/+0.48LSB
respectively. The DAC capacitors were carefully laid out in a common-centroid con-
figuration to ensure good ratiometric matching, and a shield was placed in between
the top-plate and bottom-plate routing to minimize non-linearity due to capacitive
coupling. Figure 2-35 shows the INL and DNL of a representative part. In the fabri-
cated test chip, the dominant source of non-linearity was the large positive DNL spike
every 64 codes, indicating an issue with the MSB/4 capacitor in the DAC (likely due
to parasitic routing capacitance). Smaller positive DNL spikes were observed every
32 codes due to parasitic capacitance on the top-plate of the sub-DAC resulting in
a systematic mismatch with the main-DAC. Since the non-linearity is dominated by
systematic errors (and not random mismatch), the linearity can be improved with
better layout and/or adjustment through post-layout extraction, or calibration in the
digital domain. Regardless, both INL and DNL are well within ±1 LSB which is
adequate for this system.
The dynamic performance of the ADC at a sampling rate of 10kHz is shown in
Figure 2-36(a), where the input frequency was swept from DC up to the Nyquist rate
of 5kHz. The SFDR and -THD (in dB) are both maintained above 60dB. The low
frequency SNDR is 52.4dB (ENOB of 8.41 bits), dropping to 50dB (ENOB of 8.01
bits) at Nyquist, resulting in an ADC figure-of-merit of 37.3 fJ/conversion-step [82].
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Figure 2-36: (a) Measured dynamic performance of the dual-DAC SAR ADC. (b)
Measured effective number of bits at the ADC and decimation filter outputs.
Since the system is oversampled at 10kHz, a decimation filter is necessary for
reducing the output data rate (by 32×) to 312.5Hz which is more appropriate for ECG
applications. To do so, it removes the out-of-band noise and consequently improves
the effective resolution of the system. Figure 2-36(b) shows how the decimation filter
improves the ENOB of the system from 8.4 bits at the ADC, to a peak of 10.8 bits
at the decimator output. For the decimation filter, the ENOB at low frequency is
degraded due to harmonics that lie within the signal band (up to 156Hz), while the
high frequency ENOB is degraded because of droop in the CIC filter which attenuates
the fundamental tone and limits the SNDR.
2.4.6 Other Front-End Performance Metrics
In Section 2.2.1, specifications for the common-mode rejection, input impedance,
electrode offset tolerance, and PLI tolerance were outlined. This section presents the
measured results for these front-end metrics.
Common-Mode Rejection
The common-mode gain of the LNA was measured by tying both inputs of the LNA
together, and driving it with a 100mVp-p sinusoid swept from 1Hz to 1kHz. The
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CMRR of the LNA was measured across 12 parts from 1Hz to 1kHz, and the average
CMRR was 70.4dB which is close to the theoretical value of 73dB. As expected, the
CMRR in this system is limited by the mismatch of the LNA input capacitors (CIN)
which are off-chip ceramic capacitors.
Input Impedance
Both the common-mode and differential-mode input impedance were measured using
the procedure outlined in Section 4.6.4 of [69]. Recall that the common-mode input
impedance ZC must be much larger than the electrode impedance mismatch (typically
10’s of kΩ) in order to limit the amount of differential-mode interference converted
from a common-mode source (particularly at the line frequency of 50/60Hz). On the
other hand, the differential-mode input impedance ZD must be much larger than the
absolute electrode impedance (10’s to 100’s of kΩ for wet electrodes, a few MΩ for
dry electrodes) in order to avoid attenuation of the differential input signal. ZD is
typically measured at the lowest frequency of the signal band because that is where
the electrode impedance is usually the largest.
The measured value of ZC was 179MΩ at 60Hz, which is within the ballpark of the
theoretical value of 265MΩ. The discrepancy is likely due to the parasitic capacitance
of the bond pads and PCB. The measured value of ZD was 1.18GΩ at 0.5Hz which
is quite close to the theoretical value of 1.27GΩ.
Interference Tolerance
The measured DC electrode offset tolerance was well beyond the IEC specification
of ±300mV which is a result of the system being fully ac-coupled through the LNA
input capacitors. The maximum tolerance for PLI is somewhat arbitrary, but here, it
is defined as the amount of PLI at the input that can be tolerated while still keeping
the PLI at the output of the system to less than 2% of the magnitude of the desired
signal. The measured tolerance for PLI was about 12.6mVp-p with a feedback BPF
gain setting of GPLI = 2
−6, which allows the system to be able to handle worst case
scenarios for PLI coupling.
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Table 2.4: Measured breakdown of power consumption in the MSFE at 0.6V.
Single Channel
Low-noise amplifier 390nW
SINC anti-aliasing filter 290nW
ADC @ 10kS/s 87nW
Feedback DAC 2.5nW
Digital PLI notch filter 180nW
Digital decimation filter (by 32×) 34nW
Leakage 166nW
Total power for single channel (PLI notch off) 0.97µW
Total power for single channel (PLI notch on) 1.15µW
Peripheral Circuits
Current reference and bias network 80nW
400mV supply-indep. reference and reference buffers 1.32µW
480kHz oscillator and clock generation 310nW
Total peripheral power 1.71µW
Total power (PLI notch off) 2.68µW
Total power (PLI notch on) 2.86µW
2.4.7 Power Consumption
The measured breakdown of power consumption in the MSFE is listed in Table 2.4.
All core circuit blocks in the MSFE operate from a 0.6V supply, and the supply current
was measured using a Keithley 2400 SourceMeter. A separate 1.8V test supply was
used in the I/O ring for test purposes (to interface to the Opal Kelly XEM3010) and
the power of the digital level shifters to 1.8V was not included.
At 0.6V, the single-channel MSFE consumes 1.15µW, and the integrated periph-
eral circuits consume 1.71µW. In contrast, considering just the power of the digital
circuits alone, the same implementation at a supply voltage of 1.5V as in [59] would
require greater than 3µW of additional digital power, demonstrating the effectiveness
of voltage scaling on digital power consumption. The impact of voltage scaling on
analog circuits is less straightforward because the supply voltage impacts dynamic
range. However, if dynamic range is ignored for now, then analog power scales lin-
early with supply voltage to the first order. Based on this rather crude assumption,
the same implementation at 1.5V would also require 3µW of additional analog power.
2.4.8 Comparison with Recent Work
A comparison of the MSFE with the recent state-of-the-art is provided in Table
2.5. This work achieves lower voltage operation and favorable power consumption
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Table 2.5: Comparison of MSFE with recent state-of-the-art. AThis is the action
potential (“spike”) recording application in [26]. BThis is the noise integration band-
width. CThis is the maximum input range with an acceptable level of distortion. DIf
available, the ENOB is listed. ENot included in the power and area comparison.
Van Helleputte, Bohorquez, Muller, This work
ISSCC 2012 [28] JSSC 2011 [59] JSSC 2012 [26] [27]
Application ECG ECG ASpike ECG
Technology 0.18µm 0.18µm 65nm 0.18µm
Supply voltage 1.2V 1.5V 0.5V 0.6V
Power/channel 17µW 0.86µW 5.04µW 1.15µW
(blocks (LNA, BPF, (LNA, (LNA, BPF, (LNA, SAAF,
included) ADC@500S/s) SAAF) ADC) ADC/DEC, PLI)
Input-ref. noise 1.3µVrms 3.4µVrms 4.9µVrms 3.44µVrms
(Bbandwidth) (100Hz) (100Hz) (10kHz) (156Hz)
NEF/PEF n/a 8.3/103 5.99/17.96 5.32/17
CInput range - 10.8mVp-p 3.5mVp-p 8mVp-p
DResolution 12-bit ADC no ADC 7.15 ENOB 10.8 ENOB
EO tolerance >1V >±300mV ±50mV >±300mV
PLI tolerance - 5mVp-p - >10mVp-p
Motion artifact EYes No N/A No
removal
Additional EContact
- - -
features impedance
Die area/channel Est. >3mm2 0.225mm2 0.013mm2 0.445mm2
compared to previous ECG front-ends [28, 59]4. When compared to a 0.5V front-
end for neural spike recording [26], this work has favorable input range and effective
output resolution. In terms of noise-efficiency, this work also achieves competitive
NEF and state-of-the-art PEF because of aggressive voltage scaling down to 0.6V.
Lastly, this work achieves good electrode offset and PLI tolerance, in addition to
meeting all the target requirements in Table 2.2 for ambulatory ECG systems.
2.5 Physiological Measurements
The MSFE prototype was used to make real ECG measurements on a single male
subject. Figure 2-37 shows the test chip being used to measure the 3 standard bipolar
limb leads with 3 separate measurements. Lead I, II, and III are defined as LA-
RA, LL-RA, and LL-LA respectively (where LA, RA, and LL are left arm, right
4The power consumption of the front-end in [59] accounts for only the LNA and SAAF. The
MSFE in this work is completely integrated on chip, including the ADC, decimation filter, and PLI
cancellation loop.
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Figure 2-37: Measured ECG (input-referred) using the prototype chip with standard
Ag/AgCl electrodes and 2’ long unshielded cables in Lead I, II, and III configurations.
All measurements were taken with a third patient ground reference electrode to bias
the body.
arm, and left leg respectively). All measurements in this section were made with
standard Ag/AgCl gel electrodes, 2’ long unshielded cables, and a third patient ground
reference electrode that biases the body at ground.
In order to emulate a worst case PLI coupling scenario, the input impedance
and CMRR of the LNA were intentionally degraded by shunting one of the inputs
to ground with a 500kΩ resistor. With the PLI notch off, a large amount of 60Hz
interference is coupled onto the ECG, actually causing the QRS peak to clip as shown
in Figure 2-38 (top). When the PLI notch is enabled, the PLI is clearly removed and
a clean ECG is recovered as shown in Figure 2-38 (bottom).
For wearable ambulatory ECG systems, it is desirable to minimize the size of the
device for comfort, wearability, and perhaps concealability. This places constraints
on the inter-electrode distance, which has a significant impact on the ECG signal
magnitude, as well as the observable features in the ECG. Figure 2-39(a) shows the
measured Lead I ECG with the electrodes separated by 21cm, 12cm, 7cm, and 3cm.
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Figure 2-38: Measured Lead I ECG (referred to ADC input) with the notch off (top)
and notch on (bottom). For extreme cases where the PLI magnitude is large enough,
the PLI can cause clipping in the ADC.
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Figure 2-39: (a) Measured Lead I ECG (input-referred) with electrodes separated by
21cm, 12cm, 7cm, and 3cm. (b) Measured magnitude of the QRS peak in Lead I
configuration versus the electrode separation.
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Figure 2-40: Measured ECG (referred to ADC input) with (a) light to moderate
activity, and (b) rigorous activity.
At 21cm and 12cm, the P, QRS, and T waves are clearly visible. However, the P
wave is lost at 7cm, and only the QRS complex is observable at 3cm. Figure 2-39(b)
shows the magnitude of the ECG versus the electrode separation. This data suggests
that the electrodes should be at least 10cm apart for good signal quality. However,
depending on the type of analysis, the separation may be decreased. For example,
rhythm analysis based on the QRS complex may still be possible at 3cm.
Aside from electrode DC offset and 50/60Hz PLI, the other major aggressor plagu-
ing ambulatory ECG systems is the motion artifact that arises when a person is mov-
ing. Any physical motion such as walking or running may cause changes in the charge
interface of the electrode-skin interface, as well as deformation in the skin. Either
effect can inject a significant amount of artifact in the ECG signal. Figure 2-40(a)
shows ECG measurements made during light to moderate activity, while Figure 2-
40(b) shows an ECG during rigorous activity. Overall, the MSFE is able to perform
robustly only for light activity like slow to moderately paced walking. However, since
no special efforts were made to mitigate motion artifact in this work, the MSFE is
not able to handle rigorous activity.
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2.6 Chapter Summary
Symptoms of cardiovascular disease are often very intermittent, necessitating ultra-
low-power wearable ECG monitors with long lifetimes. In order to minimize the
system power of the entire wearable sensor node, DSPs can accomplish feature ex-
traction and data compression which reduces the power burden of data storage or
transmission. Recent biomedical DSPs have leveraged voltage scaling (down to 0.5V)
to improve their energy-efficiency. Additional size and power benefits can be ob-
tained by integrating the analog front-end with the DSP back-end. However, current
AFEs rely on higher supply voltages in order to perform signal conditioning and
accommodate aggressors like electrode offset and PLI. To address these issues, this
chapter presented a mixed-signal front-end that leverages a highly-digital architecture
and analog circuits optimized for low-voltage in order to operate from a 0.6V supply
without sacrificing robustness and dynamic range. Aggressive voltage scaling down
to 0.6V also improves power-efficiency, and facilitates integration with low-voltage
DSPs for future SoC development.
The highly-digital architecture of the MSFE in this work is based on the first
generation of the system designed by Jose Bohorquez [59], but improvements and
new contributions are made on several fronts. Compared to [59], the supply voltage
is reduced from 1.5V to 0.6V by optimizing the analog circuits for ultra-low voltage by
following four general principles for low-voltage analog design. An estimated savings
of greater than 5µW is obtained by scaling from 1.5V to 0.6V. ∆Σ-modulation of the
feedback DAC is added to improve the interference cancellation dynamic range which
is crucial at low voltage. An ultra-low-power dual-DAC SAR ADC is designed to
provide the oversampling without burning excessive power, and a digital decimation
filter is integrated to filter out high frequency noise, reduce the data rate, and improve
the effective resolution of the system. The MSFE in this work also provides on-chip
low-voltage peripheral circuits like current/voltage references and clock generation,
making it a completely integrated front-end solution from a single 0.6V supply.
Table 2.6 provides a summary of all the relevant performance metrics for the
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MSFE. The entire MSFE consumes just 2.9µW from 0.6V, which is two orders of
magnitude lower than commercially available parts.
Table 2.6: Measured performance summary of the MSFE. 1The input-referred noise
includes all contributions from the LNA, SAAF, ADC, and decimation filter in a
156Hz bandwidth. 2The NEF and PEF calculations are based on the input-referred
noise of the LNA only, integrated from 0.5Hz to 50kHz, using a 2.93kHz 3dB band-
width.
Technology 0.18µm CMOS
Supply voltage 0.6V
Total power 2.86µW
Bandwidth
0.02-156.25Hz (decimate by 32)
0.02-312.5Hz (decimate by 16)
Gain
LNA: 34.5dB
SAAF: 0-30dB
ADC: 0, 1.3, 2.9, 4.9dB
1Input-referred noise 3.44µVrms (0.5-156Hz)
Maximum input range (1% THD) 8mVp-p
Dynamic range 58.3dB
2NEF/PEF (LNA only) 5.32/17
CMRR (1Hz-1kHz) 70.4dB
Input impedance
common-mode: 179MΩ @ 60Hz
differential-mode: 1.18GΩ @ 0.5Hz
Electrode offset tolerance > ±300mV
Maximum PLI tolerance 12.6mVp-p (input-referred)
ADC linearity
INL: -0.54/0.55LSB
DNL: -0.23/0.48LSB
ADC sample rate 10kS/s
ADC ENOB
8.41b @ fIN=100Hz
8.01b @ fIN=4.99kHz
ADC figure-of-merit 37.3 fJ/conversion-step
Area
Single channel (analog): 0.25mm2
Single channel (digital): 0.20mm2
Peripherals: 0.18mm2
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Chapter 3
An Invisible Cochlear Implant -
Part I: Energy-Efficient Neural
Stimulation Waveforms
In the previous chapter, an ultra-low-voltage front-end system for a wearable ECG
monitor was presented. We now transition to the second focus of this thesis: a fully-
implantable (i.e., invisible) cochlear implant (CI). Both wearable and implantable
devices have many similar functional requirements such as sensing, processing, and
communication. However, by virtue of being implanted, implantable devices face
stricter volume and energy constraints. Furthermore, many implantable applications
require neural stimulation which is a very power-hungry process. Therefore, for im-
plantables, energy-efficient design is not only needed at the architecture and circuit
levels, but the sensors and actuators that interface with the human body will also
have to be carefully studied.
Our work on demonstrating the feasibility of a fully-implantable cochlear implant
(FICI) is broken down into three parts. First, this chapter focuses on developing
energy-efficient neural stimulation waveforms aimed at reducing the stimulation power
in the CI. Second, in Chapter 4, we present a method to sense sound with a piezoelec-
tric sensor mounted on the middle ear, thereby eliminating the need for an external
microphone. Finally, in Chapter 5, we present a system-on-chip that incorporates
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the neural stimulation and implantable acoustic sensing contributions, together with
reconfigurable sound processing to demonstrate the feasibility of a FICI system.
The focus of this chapter is to reduce the stimulation power (which dominates the
overall system power) of neural prostheses like CIs by optimizing the neural stimula-
tion waveform. The first contribution of the chapter is the development of alternate
biphasic electrical neural stimulation waveforms that are more energy-efficient than
conventional rectangular waveforms using a computational nerve fiber model. The
second contribution is the preliminary experimental validation of these simulation re-
sults with two sets of in-vivo measurements: 1) electrically-evoked compound action
potentials (ECAP) from the auditory nerve of two cats, and 2) hearing threshold and
loudness perception in two human CI users. Although the target application in this
work is for cochlear implants, the results from this chapter are more broadly applicable
to other neural prostheses like retinal or vestibular implants, or therapeutic devices
such as deep brain stimulators, or any device that delivers electrical stimulation of
neural tissue.
This chapter is organized as follows: Section 3.1 provides background on human
ear anatomy and gives an overview of a fully-implantable cochlear implant. It also dis-
cusses power consumption in a CI and methods to reduce it, and presents an overview
of electrical neural stimulation. Section 3.2 presents alternate energy-efficient neural
stimulation waveforms from nerve fiber simulations, and Section 3.3 provides exper-
imental validation of the simulation work. A summary is provided in Section 3.4.
This work was carried out in collaboration with Rui Jin who ran some of the initial
nerve fiber simulations.
3.1 Background
As of December 2010, more than 219,000 people worldwide have received cochlear
implants [83], which is more than all other neural prostheses combined. As such,
the success of cochlear implants is used as a model for the development of other
neural prostheses such as retinal or vestibular implants [13]. Neural prostheses and
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implantable therapeutic devices such as deep brain stimulators or vagal nerve stim-
ulators (for treatment of Parkinsons disease, essential tremor, epilepsy) all rely on
delivering electrical current into nerve tissue to elicit neural response. The aim of
this section is to show why stimulation power in such devices can often dominate the
total system power budget, and this is best illustrated by using the cochlear implant
as an example.
3.1.1 Anatomy of the Human Ear
This section provides a brief background on the anatomy of the human ear that
may be helpful for understanding the discussion on neural stimulation waveforms and
implantable acoustic sensing in this chapter and next.
The ear is an intricate organ of the auditory system that performs transduction
of acoustical energy to mechanical energy to electrical impulses along the auditory
nerve that are interpreted by the brain as sound. The human ear shown in Figure 3-1
is separated into the outer, middle, and inner ear (labeled in blue, green, and orange
respectively). The outer ear consists of the pinna (outer ear flap), the ear canal,
and the tympanic membrane (ear drum). The umbo is the most depressed part of
the ear drum. Sound pressure waves enter the ear canal and vibrate the ear drum
back and forth. The motion of the ear drum then couples to three small bones called
the malleus, incus, and stapes which comprise the middle ear (also known as the
ossicular chain). The ossicular chain provides mechanical filtering and amplification.
The motion of the stapes footplate moves the fluid inside the cochlea (inner ear)
and causes a wave to travel down the basilar membrane in the cochlea, which is a
fluid-filled spiral cavity that is tapered towards the end. A normal hearing person
has approximately 30,000 tiny hair cells that line the cochlea, which are excited by
the wave in the cochlear fluid. The length of the hair cells are shortest near the
oval window (base) of the cochlea and increases toward the round window at the
end (apex) of the cochlea. Since the resonant frequency of each hair cell depends
on its length, higher frequency waves excite the hair cells near the base, while lower
frequency waves excite hair cells at the apical end of the cochlea. This is referred
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Figure 3-1: Anatomy of the human ear.
to as the tonotopic structure of the cochlea. The motion of the hair cells generate
electrical impulses in the auditory nerve, which the brain interprets as sound. Sound
pitch is discriminated partly due to to the tonotopic structure of the cochlea, while
loudness percepts depend on the amount of hair cells activated in a particular area
of the cochlea.
Conductive hearing loss occurs when there is damage to the ossicular chain, while
sensorineural hearing loss occurs when there is damage to the hair cells in the cochlea.
For those who have very few functional hair cells remaining and are profoundly deaf,
an implantable cochlear prosthesis can help restore hearing.
3.1.2 A Fully-Implantable Cochlear Implant
The external component of a conventional cochlear implant (CI) that houses the
microphone and sound processor raises a number of issues such as usage in the shower
or during water sports, as well as concerns with aesthetics and social stigma. These
reasons motivate the development of a fully-implantable cochlear implant (FICI) that
is totally invisible.
The main challenges with developing a FICI are: 1) developing a wireless power
delivery and storage scheme to enable untethered usage for a full day, 2) developing
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Figure 3-2: Block diagram of a fully-implantable cochlear implant.
an implantable acoustic sensor to detect sound from within the ear, and 3) developing
ultra-low-power sound processing and stimulation circuits to ease the burden of energy
delivery and storage.
Figure 3-2 shows the conceptual block diagram of a FICI. Compared to a con-
ventional CI, there are a few major differences. First, in this work, an implantable
acoustic sensor is mounted at the umbo of the ear drum in order to detect its motion
which is a measure of the incoming sound pressure in the ear canal. This replaces the
external microphone of a conventional CI. A second difference is the power delivery
system. In today’s CIs, power must be continuously transferred wirelessly from the
external unit to the implanted electronics due to the absence of an implanted battery.
In our FICI system, the idea is to rapidly and wirelessly charge up an implanted
ultra-capacitor or battery from which the implanted unit can operate for an extended
amount of time. This eliminates the need for an external unit, aside from when the
FICI recharges while the user sleeps. Lastly, because the FICI relies on implanted
energy storage which is limited by the volume, the power consumption of the sound
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processing and neural stimulation circuits must be minimized. Therefore, the next
section discusses power consumption in a CI which helps identify the power-hungry
processes and provides insight on where improvements can be made.
3.1.3 Power Consumption in a CI
Figure 3-3 shows a simplified signal chain in a CI, comprising an acoustic sensor front-
end to pick up sound, an analog-to-digital converter, a digital CI sound processor to
encode sound, and a neural stimulator to deliver electrical current to the tissue via the
electrode array (the wireless link has been omitted for simplicity). The typical power
breakdown of the respective components is also shown in Figure 3-3. The acoustic
front-end, ADC, and sound processor typically consume a few hundred micro-Watts
combined, while the average stimulation power can often be on the order of a few
milli-Watts [41,48,49]. Therefore, the stimulation power in a CI can represent up to
90% of the total system power budget.
Acoustic
Sensor
Front-End
ADC CI SoundProcessorSensor
Implanted 
Electrode
Array
Neural 
Stimulator
Front-end + processing
(100’s of µW)
75%
90%
Stimulation
(few mW’s)
Figure 3-3: Simplified signal chain in a cochlear implant (the wireless link has been
omitted), together with its typical power breakdown. The data for the front-end and
processing power is based on [41, 84–88]. The stimulation power can represent up to
90% of the total power, dominating the system power budget.
The milli-Watt power consumption in the neural stimulator can be explained by
several factors. First, a certain minimum amount of energy must be delivered to
reach the threshold for action potential (spike) initiation in a nerve fiber. During
this process of delivering charge to the tissue, power is dissipated in the electrical re-
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sistance of the electrode-tissue interface. Furthermore, state-of-the-art implants are
moving toward more channels (up to 22), higher rates of stimulation, and simultane-
ous stimulation to achieve “current-steering” for intermediate virtual channels (e.g.,
in Advanced Bionics HiResolution devices), thereby requiring even more power [13].
Since stimulation power can dominate the total power in a CI, any reduction in stim-
ulation power can translate directly to overall system power reduction, resulting in
longer lifetimes or smaller batteries.
3.1.4 Methods for Stimulation Power Reduction
Considering the factors discussed in the previous section, stimulation power in a CI
can be reduced at multiple levels of the design. At the physiologic level, the placement
of electrodes closer to the target tissue can lower thresholds [89], and optimizing the
waveform shape of the stimulus can result in energy savings [90–95]. At the material
level, better electrodes with lower impedance can be engineered with new materials.
At the algorithm level, alternative sound processing strategies like Asynchronous
Interleaved Sampling (AIS) [96] can encode both envelope and phase information and
provide higher stimulation rates only for high intensity channels while maintaining a
lower average rate of stimulation. As a result, power can be saved while potentially
providing higher performance. Finally, at the circuit level, power can be reduced
through more efficient stimulation circuits such as adiabatic stimulators [47], or DC-
DC converter-based stimulators that use inductors to recycle energy [97].
3.1.5 Neural Stimulation Waveform Efficiency
In this work, our goal is to minimize the energy of the stimulus used in electrical
neural stimulation by optimizing its waveform shape. Most neural stimulators today
employ charged-balanced biphasic rectangular current pulses shown in Figure 3-4.
The first phase is the excitory (cathodic) phase which is responsible for depolarizing
a nerve fiber, while the second phase is the recovery (anodic) phase used to ensure
that no net charge is delivered to the tissue.
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Figure 3-4: Typical charge-balanced biphasic rectangular current waveform.
The rectangular current waveform has been widely adopted in the past because
it is simple and fully specified by just the amplitude and duration [91], and it is
easily generated using a simple current source. Furthermore, studies have pointed
out that the rectangular waveform is the optimal shape for minimizing the energy
consumed under the constraint of delivering equal charge [98]1. In the literature, this
equal-charge constraint has routinely been used to evaluate the efficacy of stimulation
waveforms under the assumption that equal charge results in equivalent neural excita-
tion. However, this is a poor assumption because the threshold for neural activation
is also a function of the waveform shape [99], and therefore it is possible to achieve
neural activation with different amounts of charge injection depending on the wave-
form shape. As such, the first goal of this work is to investigate alternate waveforms
using neural activation (instead of charge) as the goal function (i.e., achieving the
same neural excitation while minimizing the amount of energy consumed).
The second goal of this work is to provide experimental validation of the efficacy
of alternate waveforms with in-vivo measurements in the auditory system. This is
important because there is a general lack of consensus on the optimal waveform
shape, and a lack of experimental data from the auditory system in previous studies
[91,92,100].
1This can be explained intuitively with a simple example. Delivering 1A of current to 1Ω for 1
second requires E = I2RT = 1 Joule. The same total charge can be injected by delivering 2A for 0.5
seconds which would require 2 Joules (2× more energy) because 4× more power is being dissipated
over half the time.
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3.1.6 Efficiency of Stimulator Circuits
Electrical stimulation of neural tissue can be achieved with current- or voltage-
controlled stimulators [101]. Voltage-controlled stimulators are generally more effi-
cient, but ensuring charge-balanced operation is difficult because the current delivered
depends on the time-varying electrode impedance. Charge balance in neural stimu-
lators is required to limit the amount of charge build-up at the electrode interface to
avoid electrolysis of extracellular fluid that can lead to tissue damage [102,103]. There-
fore, current-controlled stimulators are generally preferred because of their safety
(known methods of charge balancing) and ease of implementation. However, current-
controlled (i.e., current source-based) stimulators can be very inefficient due to the
headroom required for the current source transistors. For example, assuming that a
stimulation current of I = 200µA is delivered to an electrode with a resistance of Relec
= 5kΩ, the power delivered to the electrode is Pelec = I
2Relec = 0.2mW. However, if
we assume that the stimulator supply voltage is VDD,stim = 6V (in order to provide
enough voltage compliance at the maximum stimulation current of 1mA with margin),
then the power consumed in the stimulation circuitry is actually Pstim = VDD,stimI
= 1.2mW. This means that the efficiency of delivering power to the electrode in this
example is only ηstim = Pelec/Pstim = 16.7%, and most of the power is wasted in the
headroom required by the current source.
Recently, an adiabatic stimulator using a bank of capacitors was proposed to
increase the efficiency (ηstim) of stimulation up to approximately 85% [47]. However,
the current delivered was neither constant nor well-controlled. In [97], a DC-DC
converter-based stimulator using an inductor to recover energy was designed. It
uses feedback to provide the accuracy of current-mode control, with the efficiency
of voltage-based systems. However, the loop bandwidth is limited by large passives
making this topology not suitable for CI applications that require very short pulses
(less than 100µs). Analysis of this approach is provided in Appendix B.
In theory, if the efficiency (η) of the DC-DC converter in an inductor-based ap-
proach is 100%, then the efficiency of stimulation (ηstim) can approach 100%. In this
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ideal case, the power overhead of the stimulation circuitry is zero, and all the power
drawn from the stimulator supply VDD,stim is delivered to the electrode (i.e., Pstim =
Pelec). Therefore, Pelec represents the theoretical minimum power consumption of the
stimulation circuits.
Although the inductor-based DC-DC converter approach can be much more effi-
cient than a current-controlled stimulator in theory, practical values of the DC-DC
converter efficiency, electrode impedance, stimulation current, and stimulation pulse
width for CI applications can limit its benefit over a current-controlled stimulator.
Detailed analysis of the efficiency of both the DC-DC converter approach and current-
controlled stimulator is provided in Appendix B.
Charge and Energy of Stimulation Waveform
For the rest of this chapter, our analysis will focus on the energy delivered to the
electrode (and ignore any wasted overhead power in the stimulation circuitry). This
is the most relevant measure of energy because in the limit where ηstim approaches
100% (with future improvements in stimulator circuit design), the electrode energy
is the theoretical minimum amount of energy that the stimulator has to deliver.
Therefore, the energy of the stimulation waveform in the analyses of the rest of this
chapter is defined as the energy per unit resistance (Eelec) in the electrode over the
phase width (PW), and is given by,
Eelec =
Eelec
Relec
=
∫
<PW>
I2(t)dt (3.1)
where I(t) is the current of any arbitrary stimulation waveform, Eelec is the total
waveform (or electrode) energy, and Relec is the electrode resistance. If we account for
the stimulation efficiency ηstim, then the energy (per Ω) required from the stimulator
is given by Estim = Eelec/ηstim.
For the specific case of current source-based stimulators, the more relevant quan-
tity is the average current (or equivalently, total charge) delivered. The total charge
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delivered by the waveform is simply
Qtot =
∫
<PW>
I(t)dt, (3.2)
and the resulting stimulation energy for a current source-based stimulator is Estim,CS =
VDD,stimQtot. Although the analysis in the rest of this chapter focuses on minimizing
the waveform energy (Eelec), it can be shown mathematically
2 that any arbitrary
(non-rectangular) waveform with energy that is equal to or less than the energy of
a rectangular waveform, will require less total charge (Qtot) than the rectangular
waveform. Therefore, any waveform that is more energy-efficient (than a rectan-
gular waveform) must also be more charge-efficient, which results in energy savings
in current source-based stimulators (assuming the same stimulator supply voltage
VDD,stim).
3.2 Nerve Fiber Simulations
The first step toward finding energy-optimal waveforms is to use a computational
model of a mammalian myelinated nerve fiber to determine the effectiveness of various
waveforms on generating action potentials. Figure 3-5 shows a diagram of the widely-
used Hodgkin-Huxley type discrete cable model of a single nerve fiber [104]. The
model used in this work was provided by Dr. Don Eddington from the Massachusetts
Eye and Ear Infirmary, and it is described in detail in Section 2.4.2 of [105]. This
model is based on well-accepted models described in [106,107]. The membrane current
Im at the nodes of Ranvier are modeled actively with non-linear conductances (GNa+
and GK+) that describe the kinetics of the sodium and potassium ion channels [106,
107], while the internodes are modeled as passive leaky insulators.
The membrane voltage is defined as Vm = Vi − Ve, where Vi and Ve are the intra-
cellular and extracellular potentials respectively. CM is the membrane capacitance,
GL is the membrane leakage conductance, and Ga is the axial conductance. Lastly,
2This can be proved using a fundamental mathematical inequality known as Ho¨lder’s inequality.
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Figure 3-5: Computational model of a single mammalian myelinated nerve fiber [105],
where a single node of Ranvier is shown in between two internodes. The membrane
current Im at the nodes of Ranvier are modeled actively with non-linear conductances
GNa+ and GK+ representing the kinetics of the sodium and potassium ion channels
respectively, while the internodes are modeled passively as leaky insulators.
VL is the leak reversal potential, and VNa and VK are resting potentials.
Finally, it is important to note that these nerve fiber simulations are only useful for
determining the energy-efficiency of various waveforms on evoking an action potential
in a single nerve fiber which is a binary process (i.e., a particular waveform either
triggers a full spike or no spike in the fiber). The influence of waveform shape on
auditory perception is addressed later in Section 3.3.2.
3.2.1 Simulation Setup
Figure 3-6 shows the simulation setup used to model the interface comprising the
stimulator’s n current sources, electrodes, and target neural tissue. Fig. 3-6(a) shows
the path of the stimulation current i(t) from the ith current source Ii, through an op-
tional DC blocking capacitor CBi (usually 100’s of nF) to the intracochlear electrode.
Fig. 3-6(b) shows a high-frequency model of the intracochlear electrode impedance
ZEi. Cd is the double-layer capacitance at the electrode-solution interface, and Rs is
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Figure 3-6: Model of the stimulator-electrode-tissue interface used in the nerve fiber
simulations.
the solution resistance, and typical values for Cd and Rs in CIs are 5-50nF and 2-10kΩ
respectively [108–111]. This high-frequency electrode model is used to calculate the
power dissipated in the electrode.
From the intracochlear electrode, the current then spreads through the tissues,
cartilage, and bone which can have very different resistivities. There exists very
sophisticated 3-D volume conductor models based on histological images that can
accurately model the cochlear anatomy [105], but many simpler tissue impedance
models use passive networks like the one in Fig. 3-6(c) to model current spread
through the tissue [108]. In our simulation setup, for the sake of simplicity, the
cochlear tissue is assumed to be homogeneous and isotropic with a resistivity of
ρe = 300 Ω·cm [104]. The voltage generated by the stimulation current i(t) in the
tissue at a distance r from the electrode is then calculated as [104]
Ve(t) =
ρei(t)
4pir
. (3.3)
The potential Ve(t) is then applied to the nerve fiber model as the extracellular
potential. Depending on the shape and strength of the stimulus, an action potential
may be initiated.
From the tissue, the current is collected by a common extracochlear return elec-
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trode which is typically much larger than the intracochlear electrodes. Therefore, its
impedance ZRET is typically neglected because it is much smaller than ZEi.
3.2.2 Energy-Optimal Waveform from a Genetic Algorithm
Because of the complexity and non-linearity of the model shown in Figure 3-5, an
analytical solution for the energy-optimal stimulus waveform cannot be determined.
However, a heuristic search such as a genetic algorithm (GA) can be used to determine
an optimal waveform shape and this was first done by Wongsarnpigoon and Grill
in [90]. In general, other global optimization techniques such as simulated annealing
can also be used to search for an optimal waveform shape. Inspired by the work
in [90], here we focus on the optimization of biphasic stimulation waveforms using
stimulation parameters targeted specifically for cochlear implants using the single
fiber model described in the previous section.
Genetic algorithms attempt to mimic the process of natural evolution to generate
solutions to complex optimization problems. A genetic algorithm works as follows:
initially for the first generation of the population, many solutions are generated ran-
domly to expand the space of possible solutions (in order to increase the likelihood of
finding a globally optimal solution). A fitness quotient is calculated for each solution
of the population (e.g., in this work, the fitness quotient is simply the energy of the
waveform, where the lowest energy waveform is the fittest solution), and the fittest
solutions are selected as parent solutions which are allowed to breed and produce the
next generation. To generate a new solution for the next generation, two parent so-
lutions are selected and their characteristics are blended and mutated together. The
purpose of blending the parents is to allow their healthy characteristics to be passed
on to the next generation, and the purpose of mutation is to allow the possibility for
the introduction of a new healthy trait. The fitness quotients are calculated for this
new generation, and the process is repeated for a large number of generations until
some termination criteria is met.
In this work, the genetic algorithm begins with an initial population of 50 wave-
forms, each discretized to 20 time steps (i.e., 20 genes). The duty of the waveform is
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constrained such that 10 time steps are assigned to each of the cathodic and anodic
phases. The choice of 10 steps/phase provides enough degrees of freedom to approx-
imate any arbitrary waveform shape, while being a reasonable level of discretization
when considering the limitations of practical stimulation circuits (which have limited
bandwidth and settling). In [90], the anodic phase was constrained to be rectangu-
lar in shape. In this work, no constraint is placed on the shape of the cathodic or
anodic phase to allow both phases to be optimized together. The value of each gene
in the initial population is selected randomly between 0 and a full-scale value. For
each generation, all waveforms are applied to the nerve fiber model, and the fitness
quotient is calculated as the energy of the waveform, plus a severe energy penalty if
no action potential is initiated in order to filter out the unfit solutions. At the end of
each generation, the fittest waveform is recorded, and the good parent waveforms are
allowed to produce offspring for the next generation. At the end of a large number of
generations (e.g., 10,000), the output of the simulation is a waveform that is able to
trigger an action potential with the lowest energy (up to that point in the simulation).
GA simulation results for a phase width of 25µs
The results of the simulation for a total pulse duration of 50µs (25µs3 for each of
the cathodic and anodic phases) are shown in Figure 3-7, where panels (a) to (e)
show the best solution from generations 1, 10, 100, 1,000, and 10,000 respectively,
and the evolution of the energy of the GA waveform is shown in Fig. 3-7(f). The
energy of a rectangular waveform of equal pulse duration is shown with a dashed line
for reference, and it can be seen that the GA waveform is approximately 28% more
energy-efficient at the end of 10,000 generations. It is also interesting to note that
the optimal GA waveform for a phase width (PW) of 25µs resembles a decreasing
exponential cathodic phase, followed by a roughly rectangular anodic recovery phase.
This is somewhat different from the truncated Gaussian shapes from [90] and may be
explained by the different nerve fiber model used as well as the different constraint
on the shape of the anodic phase.
3A phase width of 25µs to 50µs (total pulse duration of 50µs to 100µs) is typical in today’s CIs.
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Figure 3-7: Simulation results from the genetic algorithm over 10,000 generations.
(a) - (e) show the fittest solution from generations 1, 10, 100, 1,000, and 10,000 re-
spectively. (f) The waveform energy of the best GA shape as it evolves over 10,000
generations. The dashed line shows the energy of the rectangular waveform for refer-
ence. The phase width is fixed at 25µs with 10 time steps/phase.
GA simulation results over phase width
Today’s CIs may use phase widths ranging from 10µs to 200µs [109,112]. Therefore,
the impact of phase width on the optimal GA shape was also investigated. Figure
3-8 shows the GA shape after 10,000 generations for PWs of 25µs, 50µs, and 100µs,
with 10 steps/phase. The corresponding biphasic rectangular waveform at threshold
for each of the PWs is overlay for ease of comparison. The GA shape for a PW
of 25µs, 50µs, and 100µs requires 2.71pJ/Ω, 1.84pJ/Ω, and 1.49pJ/Ω respectively,
which correspond to energy savings of 28%, 35%, and 54% respectively over the
corresponding rectangular waveform.
Several observations can be made from the results shown in Figure 3-8. Regardless
of the PW, the the cathodic phase is a decreasing waveform with most of the charge
being front-loaded in time. Also, the effective duration of the cathodic phase is
roughly 30µs to 40µs. For example, for a PW of 25µs (Fig. 3-8(a)), the current
is non-zero for the entire cathodic phase. In contrast, for a PW of 50µs or 100µs
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Figure 3-8: GA simulation results after 10,000 generations for a phase width of (a)
25µs, (b) 50µs, and (c) 100µs. A biphasic rectangular waveform is overlay for com-
parison. Each shape has 10 steps/phase.
(Figs. 3-8(b) and (c)), the genetic algorithm determines that it is not beneficial to
deliver charge at the start or the end of the cathodic phase, effectively concentrating
most of the current over a 30-40µs window in the middle of the cathodic phase.
This explains why the energy savings of the GA shape increases for longer PW,
and suggests that there is some critical PW for neural stimulation (beyond which
stimulation becomes unnecessarily inefficient). Furthermore, shorter PWs require
higher peak currents which is consistent with the strength-duration characteristic for
electrical neural stimulation. This could also be attributed to the fact that a longer
anodic PW allows the charge in the recovery phase to be more spread out in time,
providing less inhibition for the excitory cathodic phase. Finally, the shape of the
anodic phase is generally flat for PW=50µs and 100µs, but is somewhat back-loaded
in time for PW=25µs.
GA simulation results without a duty cycle constraint
In the last section, the discussion of a critical PW for stimulation suggests that an
optimal biphasic waveform may require an uneven split in the duty cycle between the
cathodic and anodic phase. In our initial GA simulation, the durations of the cathodic
and anodic phases were constrained to be equal (i.e., 50% duty cycle). Therefore, a
second GA simulation was performed where that constraint was removed and the
durations of the cathodic and anodic phases were allowed to be arbitrary (provided
the total pulse duration was fixed). Figure 3-9 compares the results after 10,000
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Figure 3-9: GA simulation results after 10,000 generations with the cathodic/anodic
duty cycle fixed to 50%, and with no constraint on the duty cycle. Total width of the
pulse is 100µs discretized to 20 time steps.
generations from both GA simulations for a total pulse duration of 100µs discretized
to 20 time steps. The overall shape from both simulations are similar. However, for
the simulation with arbitrary duty cycle, the anodic phase starts slightly earlier and
has a 40%/60% split between the cathodic/anodic phases.
GA simulation results over number of genes
The impact of the number of genes (i.e., time steps per phase) on the GA shape was
also studied. Figure 3-10 shows the GA shape after 10,000 generations for a PW of
50µs with 5, 10, and 20 steps/phase. In general, a larger number of genes requires
more generations for the energy of the GA shape to converge to its steady-state value.
However, regardless of the discretization in time, the general shape is still a decreasing
front-loaded cathodic phase, followed by a relatively flat anodic phase. The energy
savings is roughly independent of the number of genes, and all three cases show an
energy savings of approximately 35% when compared to the rectangular shape. In
practice, the maximum number of time steps is limited by the stimulator hardware
(e.g., bandwidth and settling of the stimulator), and therefore 5 to 10 steps/phase
(time step of 5µs to 10µs) appears to be a good tradeoff.
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Figure 3-10: GA simulation results after 10,000 generations when varying the number
of steps/phase for a phase width of 50µs.
3.2.3 Comparison to Alternative Shapes
The results from the genetic algorithm cannot be guaranteed to be globally optimal,
so it is worthwhile to compare it to alternative shapes studied in the literature. A
majority of previous studies based on computational models have focused only on
monophasic waveforms [91–94] with varying conclusions depending on the nature of
the model (e.g., passive linear models versus active non-linear models). Some stud-
ies have concluded that rising waveforms like increasing exponentials have reduced
thresholds [93–95], while others have refuted those claims by showing that decaying
waveforms like decreasing exponentials have shown energy benefits [91, 92]. While
monophasic waveforms are conveniently studied using computational models, they
are not used in practice because they require a long discharge period following the
pulse which limits the pulse rate. In practice, biphasic waveforms are used because
charge balancing can be achieved quickly and accurately using the anodic recovery
phase.
It is known that the presence of the anodic recovery phase can increase the thresh-
old of the excitory cathodic phase [113, 114], but little work has been done on op-
timizing the shape of both the cathodic and anodic phases simultaneously. In [95],
the authors conclude that rising exponentials for both cathodic and anodic phases
is optimal, while in [90] the authors show that the cathodic phase should look like
truncated Gaussians with a rectangular anodic phase to be energy-optimal.
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Figure 3-11: Biphasic waveforms with (a) a decreasing exponential cathodic phase,
and (b) an increasing exponential cathodic phase. Three different anodic recovery
phases are shown for each. (c) Energy of the waveforms in (a) and (b) versus the
phase width, expressed as a percentage of the energy of the conventional biphasic
rectangular waveform (negative percentages imply energy savings).
Here, the optimal biphasic GA waveforms shown in Figure 3-8 are compared
against other common waveforms (discretized in time to 10 steps/phase) found in
the literature. Figure 3-11(a) shows alternate biphasic waveforms with a decreasing
exponential cathodic phase, and Figure 3-11(b) shows alternate biphasic waveforms
with an increasing exponential cathodic phase. For both cases, three different anodic
recovery shapes (increasing exponential, decreasing exponential, and rectangular) are
shown. Note that the optimal biphasic GA waveform is approximated by the wave-
form at the bottom of Figure 3-11(a). For all shapes, the waveform energy at the
spike threshold is determined for PWs from 20µs to 170µs, and the results are plotted
in Figure 3-11(c), where the energy is normalized as a percentage of the energy of a
rectangular waveform of equal width (negative percentages imply energy savings with
respect to the rectangular waveform).
The results suggest that an increasing exponential cathodic phase is more energy-
efficient than a rectangular waveform only for long PWs (PW > 100µs), and becomes
very inefficient for short PWs below 100µs. In contrast, decreasing exponential ca-
thodic phases are always more energy-efficient than both rectangular and increasing
exponential cathodic shapes for all PWs simulated. Among the decreasing exponen-
tial cathodic shapes in Figure 3-11(a), there is no difference between a decreasing
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exponential and increasing exponential recovery phase for PWs above 50µs, but a de-
creasing exponential recovery fares worse as the PW falls below 50µs. Finally, it can
be seen that the lowest energy waveform among those compared in Figures 3-11(a)
and (b) is the decreasing exponential cathodic phase followed by a rectangular recov-
ery anodic phase, which resembles the optimal GA waveform shown in Figure 3-7(e).
It achieves an energy savings (with respect to a rectangular waveform) of 25-30% for
PWs below 50µs, and the savings increase to approximately 40% at longer PWs.
Impact of Exponential Time Constant
In the previous section, the time constant of the decreasing exponential cathodic
phase is fixed at half the phase width. Here, the effect of varying time constant (as
a fraction of the phase width) is also considered. Figure 3-12(a) shows waveforms
with a decreasing exponential cathodic phase of varying time constants, followed by a
rectangular anodic recovery phase of equal charge. Figure 3-12(b) shows the waveform
energy normalized as a percentage of the energy of a rectangular waveform. For short
PWs below 50µs, a time constant between 0.3× and 0.5× the PW appears to be
energy-minimal, while for longer phase widths, shorter time constants provide more
energy savings.
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Figure 3-12: (a) Biphasic waveforms with a decreasing exponential cathodic phase of
varying time constants, followed by a rectangular anodic phase of equal charge. (b)
Energy of the waveforms in (a) versus the phase width, expressed as a percentage of
the energy of the conventional biphasic rectangular waveform (negative percentages
imply energy savings).
111
Comparison with Short Rectangular Pulses
From Figure 3-12(a), it is apparent that as the exponential time constant gets shorter,
the exponential shape looks more like a short rectangular pulse. Therefore, instead
of comparing decreasing exponential waveforms to rectangular waveforms of equal
phase width, another perspective is to compare the decreasing exponential waveform
to a short rectangular pulse. For example, assuming that the exponential shape
of duration tPW is discretized into N time steps, where each time step is a short
rectangular pulse of duration tstep = tPW/N , it is worthwhile to compare the energy
of the exponential shape of duration tPW to the energy of a short rectangular pulse
of duration tstep. Note that in this case, only monophasic stimulation is considered
to remove the effect of the anodic recovery phase.
0 50 100 150 200
0
0.5
1
1.5
2
2.5
Phase Width [µs]
E
sh
or
t−
re
ct
/E
de
c−
ex
p
 
 
dec exp (τ=0.5*PW)
dec exp (τ=0.25*PW)
dec exp (τ=0.1*PW)
dec exp (τ=0.05*PW) 
Figure 3-13: Ratio of energy of a short rectangular monophasic pulse (Eshort−rect) with
duration equal to 0.2× of the phase width, to the energy of a monophasic decreasing
exponential pulse (Edec−exp). Four different time constants are plotted.
Figure 3-13 shows the ratio of the energy of a short rectangular pulse of duration
tPW/5 (Eshort−rect) to the energy of a decreasing exponential waveform of duration
tPW (Edec−exp), for tPW from 20µs to 170µs. Four different exponential time constants
are plotted. As expected, for short time constants like τ=0.05×PW, the ratio is very
close to 1. As the time constant increases, the ratio is greater than 1 for short PWs,
and less than 1 for longer PWs. In the case of a time constant of 0.5×PW (close to
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the value in the optimal GA waveform), the ratio is much greater than 1 for PWs
less than 70µs. This implies that the decreasing exponential waveform of duration
tPW is more energy-efficient than a short rectangular pulse (of duration tPW/5) at
short PWs only. This may be explained by the strength-duration characteristic of
electrically-evoked neural response which shows that the stimulation duration and
spike threshold are inversely proportional. Therefore, as the stimulation duration
becomes too small, the threshold for spike generation may increase so much that any
benefit from a short PW is negated.
3.3 Experimental Validation with In-vivo Measure-
ments
This section presents two sets of in-vivo measurement results that complement and
validate the nerve fiber simulation results from the previous section. The first set of
data consists of ECAP recordings from the auditory nerve of two cats. ECAP data
is clinically important because they are commonly used to 1) assist with processor
fitting and programming (particularly in children), 2) objectively verify auditory nerve
function, and 3) identify redundant or highly interacting channels in CIs [115]. The
second set of data comprises the measurement of hearing threshold and loudness
perception from two human CI users with Advanced Bionics implants.
3.3.1 ECAP Recordings in Cats
With the help of the Eaton-Peabody Laboratory at the Massachusetts Eye and Ear
Infirmary (MEEI), two cats were anesthetized and implanted with cochlear electrode
arrays. Stimulation was provided using a wide bipolar configuration, and electrically-
evoked compound action potentials (ECAP) in the auditory nerve were recorded. All
measurements in this section were made by Dr. Kenneth Hancock at MEEI. Three
biphasic waveforms were tested: (1) rectangular, (2) decreasing exponential cathodic,
increasing exponential anodic, and (3) increasing exponential cathodic, increasing
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Figure 3-14: (a) Charge injected and (b) energy delivered per phase versus the mea-
sured ECAP amplitude for three different biphasic waveforms from one cat subject.
exponential anodic. Figures 3-14(a) and (b) show the charge injected and energy
delivered per phase versus the measured ECAP amplitude for the three waveforms for
one cat subject. Both alternative waveforms require less charge injected to achieve the
same ECAP response. However, in terms of energy, only the decreasing exponential
cathodic, increasing exponential anodic shape was more energy efficient than the
rectangular shape.
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Figure 3-15: (a) Charge savings and (b) energy savings of the biphasic waveform (de-
creasing exponential cathodic, increasing exponential anodic) for two cat subjects.
Data is plotted as percentage savings with respect to the conventional biphasic rect-
angular waveform.
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Figures 3-15(a) and (b) show the charge savings and energy savings of the de-
creasing exponential cathodic waveform with respect to the rectangular waveform for
both cat subjects. For an equal ECAP response, a charge savings of approximately
15% is observed, while the energy savings is approximately 5-10%. Note that the
optimal biphasic GA waveform (decreasing exponential cathodic phase, rectangular
anodic phase) was not tested with the cat subjects because of limitations with the
test setup.
3.3.2 Threshold and Loudness in Human Subjects
While ECAP measurement data from cats help support the nerve fiber simulation
results, the data is ultimately limited in terms of what conclusions can be drawn about
the loudness perception of a human cochlear implant user. To address this issue, two
volunteers with Advanced Bionics devices were recruited, and two waveforms were
tested in both subjects by using the test setup at the Cochlear Implant Research
Laboratory led by Dr. Don Eddington at MEEI. All measurements in this section
were performed by Victor Noel under the MEEI IRB protocol #94-01-003 approved
by the MEEI Human Studies Committee and the MIT Committee On the Use of
Humans as Experimental Subjects (COUHES). An exponential biphasic waveform
(decreasing exponential cathodic, increasing exponential anodic) was tested against
the biphasic rectangular waveform using electrode #9 and electrode #7 in subjects
1 and 2 respectively. Both electrodes were in the middle of the electrode array.
The first test conducted was a 3-alternative forced choice (3AFC) test with feedback
to determine the threshold of hearing for both waveforms, and four trials for each
waveform was performed in pseudo-random order.
For the first subject, the average of four trials showed that the required charge in-
jected at threshold for the rectangular and exponential waveforms were 11.4nC/phase
and 9.0nC/phase respectively, while the average energy delivered per phase were
2.42pJ/Ω and 2.06pJ/Ω respectively. This corresponds to a charge savings of 21%
and energy savings of 15% for the exponential waveform when compared to the rect-
angular waveform at the threshold of hearing. Similar results were observed with the
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Figure 3-16: Perceived loudness from two human subjects versus the (a) charge in-
jected and (b) energy delivered for a rectangular waveform and exponential waveform
(decreasing exponential cathodic, increasing exponential anodic). Average (c) charge
savings and (d) energy savings of the biphasic exponential waveform versus the per-
ceived loudness. Data plotted for subject 1 is an average of 2 trials and data plotted
for subject 2 is an average of 4 trials.
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second subject, where the exponential waveform showed a charge and energy savings
of 19% and 11% respectively at the threshold of hearing.
Although threshold data is important for determining the minimum amount of
stimulus required, it is actually more important to consider the charge and energy
savings over the entire dynamic range of electrical hearing (i.e., from threshold to the
most comfortable level). This is because the the stimulus levels provided by the CI
during regular usage (e.g., during regular conversation) are well above the threshold
of hearing. It is also more relevant from a system perspective to investigate whether
savings can be achieved at higher stimulus levels because savings at high power levels
are more beneficial than savings at the hearing threshold.
Therefore, the second test conducted on both subjects was a subjective psy-
chophysical loudness perception test using the same two biphasic waveforms. The
stimulation amplitude was swept from threshold to just beyond the subject’s maxi-
mum comfortable level in 50µA steps, and the subjects were asked to rate the loudness
on a scale of 0 to 25, with 8 being the minimum comfortable level, and 22 being the
maximum comfortable level. The perceived loudness is plotted against the charge in-
jected and energy delivered in Figures 3-16(a) and (b) respectively. The data plotted
for subjects 1 and 2 are from an average of 2 and 4 trials respectively. The charge
and energy savings of the exponential waveform over the comfortable hearing range
are shown in Figures 3-16(c) and (d) respectively. Within the comfortable loudness
region (between 8 and 22), charge savings of 20-30% and energy savings of 15-35%
across the two subjects were measured.
3.4 Chapter Summary
The power budget of a cochlear implant can be dominated by the stimulation power,
and any reduction in the stimulation power transfers directly to overall power savings
in the cochlear implant. Therefore, the focus of this work is to investigate alternative
non-rectangular stimulation waveforms requiring less charge and energy while pro-
viding the same neural response or loudness perception. Most prior work focused on
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optimizing the waveform shape of monophasic stimulus. Here, we focus on bipha-
sic waveforms by optimizing the excitory cathodic phase and the recovery anodic
phase together without constraining their shape or duty cycle. A computational
model of a nerve fiber coupled to a genetic algorithm is used to determine an energy-
optimal biphasic waveform that is 28% more energy-efficient than the conventional
rectangular waveform at a phase width of 25µs. Independent of the phase width,
the energy-optimal GA waveform has a cathodic shape that is decreasing and front-
loaded, while the anodic shape is typically flat. Furthermore, the energy-optimal GA
waveform appears to have a critical cathodic duration of approximately 30µs to 40µs.
In-vivo measurement results are also presented, where a biphasic exponential
waveform (decreasing exponential cathodic, increasing exponential anodic) is com-
pared to a biphasic rectangular waveform (the GA shape could not be tested in cat
or human because of limitations with the test setup). ECAP measurements in two
cats show a 15% charge reduction and 5-10% energy reduction with the exponential
waveform for the same ECAP amplitude response. Data is also presented from two
human CI users. The exponential waveform requires 19-21% less charge and 11-15%
less energy to reach the threshold of hearing, and it also achieves 20-30% charge
savings and 15-35% energy savings within the comfortable hearing range, which is
perhaps more relevant than the savings at threshold since that is the region where a
CI dissipates the majority of power. Although the experimental effort at this time is
still in its infancy and the sample size is quite limited, these initial biological mea-
surements provide encouraging validation of the nerve fiber simulation results. Fur-
thermore, since the threshold and loudness tests in human CI users are subjective,
many more subjects will have to be tested in order to gather statistics and provide
better confidence of the results.
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Chapter 4
An Invisible Cochlear Implant -
Part II: Implantable Acoustic
Sensing
The previous chapter discussed the investigation of alternate non-rectangular neural
stimulation waveforms aimed at reducing the stimulation power, and consequently
the power of the entire implant. In this chapter, the focus shifts from the stimulation
back-end of the fully-implantable cochlear implant (FICI) system, to the implantable
acoustic sensing at the front end. A key enabler of a FICI system is an implantable
sensor that is able to sense external acoustic information from within the body.
Recently, totally invisible middle ear implants (MEIs) have been developed to
treat conductive hearing loss [116–118]. Most MEIs use an implantable middle ear
sensor or a tiny subcutaneous microphone to replace an external microphone. The
output transducer (e.g., piezoelectric or floating-mass transducers [118]) of the MEI
is usually coupled to the head of the stapes and it provides increased vibration to
compensate for hearing loss [116].
Instead of using the sensor readout as an input to the output transducer of a MEI,
the readout can be used as an input to the CI sound processor of the FICI system.
Inspired by the MEI sensors [116,117], this chapter presents a method for implantable
acoustic sensing using a piezoelectric sensor mounted at the umbo of the middle ear.
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The main contributions of this chapter are the design of a discrete prototype of a
piezoelectric sensor front-end, and the characterization of the sensor on two human
cadaveric temporal bones.
This chapter is organized as follows: Section 4.1 provides background on im-
plantable acoustic sensing and presents the circuit model parameters for piezoelectric
sensors. Section 4.2 describes the design of a discrete prototype of a piezoelectric
sensor front-end, and the test setup for the characterization of the sensor mounted
on human cadaveric temporal bones. Characterization results are provided in Section
4.3, and a chapter summary is given in Section 4.4.
4.1 Background
Mild cases of conductive hearing loss can be treated with hearing aids which essen-
tially amplify the incoming sound and produce a louder acoustic output. Middle ear
implants (MEIs) on the other hand, may use the natural ear drum (with a sensor
attached) as a natural microphone, and an output transducer to provide mechanical
vibration coupled onto the stapes which drives the inner ear [118]. Often times, the
ossicular chain has to be disarticulated to prevent the output transducer from feeding
back to the sensor [116]. In effect, MEIs provide the required impedance matching
between external sound waves and the internal ear. MEIs, as their name suggests,
are strictly middle ear devices and require the inner ear function to be intact.
To treat individuals with severe sensorineural hearing loss, hearing aids or MEIs
are not appropriate, and a cochlear implant is one of the few solutions. In this section,
we review recent work on implantable acoustic sensors for MEIs, and show that an
umbo-mounted piezoelectric sensor is suitable for a FICI system as well.
4.1.1 Recent Work on Implantable Acoustic Sensing
There have been various approaches to developing an implantable acoustic sensor,
and both academic and industry references are summarized in Table 4.1. The most
popular approach is to sense the vibration of the umbo or the ossicles induced by sound
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Table 4.1: Summary of existing approaches for implantable acoustic sensing.
Reference Sensor Description
Academic References
Park, Bio. Microdev., 2007 [120]
MEMS accelerometer
Detect incus or
Young, TBME, 2012 [119] umbo motion
Huang, EMBC, 2007 [121] MEMS displacement sensor Detect umbo motion
Maniglia, AJO, 1999 [123]
Magnetic, coupled to
Mounted on malleus
electromagnetic coil
Vujanic, ICM, 2002 [124] Optical vibrometry Contact-less
Industry References
Jenkins, OHNS, 2007 [125]
Subcutaneous microphone
Sense sound from
(Otologics Carina) under the skin
Perkins, HR, 2010 [126] Small microphone Microphone is invisible
(EarLens Corp.) in ear canal from outside
Kroll, TIA, 2002 [117]
Piezoelectric Detect ossicle motion
(Envoy Medical Esteem)
pressure waves entering the ear, and interpreting the vibration as sound. MEMS
accelerometers [119, 120] and MEMS displacement sensors [121] have been used as
vibration sensors. However, these sensors are often too large when compared to
the dimensions of the malleus or incus, and mass-loading of the bones can severely
dampen the natural frequency response of the middle ear [122]. Furthermore, these
types of sensors currently lack the sensitivity and dynamic range required for human
hearing [44]. An alternative approach is to sense vibration using a magnetic sensor
(mounted on the malleus) coupled to an electromagnetic coil [123]. However this
approach is MRI incompatible. To address the issue of mass-loading, contact-less
sensing using optical vibrometry has been explored with some success [124]. However,
this approach requires high power consumption and has limited reliability due to
temporary signal loss.
In the industry, several companies have made significant strides on implantable
acoustic sensors using alternative approaches. The Carina device from Otologics
uses a subcutaneous microphone to sense sound from under the skin. However, it
requires precise placement on soft tissue to minimize pick-up of unwanted body noise
arising from actions like talking or chewing [125]. EarLens corporation offers a system
that uses a small microphone placed in the ear canal. Although not implantable,
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the microphone is invisible from the outside. This system benefits from sensing a
wider bandwidth and utilizing the natural filtering of the outer ear to improve sound
localization and speech recognition in noisy environments [126]. Finally, the Esteem
device from Envoy Medical is a completely implantable middle ear device that uses
piezoelectric materials to sense vibration on the malleus, and provide actuation to
the stapes [117]. As of 2010, the Otologics Carina and Envoy Esteem are two devices
available for clinical use [118].
4.1.2 Feasibility Study with a MEMS Accelerometer
A feasibility study on using MEMS accelerometers as a vibration sensor was performed
by Meena Siddiqui at the Massachusetts Eye and Ear Infirmary in October 2010. The
goals of that study were to identify 1) the required noise floor of the sensor, and 2)
the sensor mass constraints. The umbo was selected as the location for the sensor
because previous studies have demonstrated that the umbo experiences the largest
amplitude of vibrations in the middle ear [127–129].
In order to determine the sensitivity requirements, pure tones at frequencies from
0.1 to 19kHz were delivered to the middle ear. Laser Doppler vibrometry (LDV)
was used to measure the velocity of the umbo vibrations. The sound-to-acceleration
transfer curve (normalized to sound pressure level) was derived from the velocity
transfer curve. It was determined that for a minimum detectable sound of 40dB SPL,
the required integrated noise is 10µgrms (1g = 9.8m/s
2) over an 8kHz bandwidth,
necessitating a noise floor of approximately 0.1µgrms/
√
Hz. As a point of comparison,
a commercially available accelerometer such as the Bosch BMA140 accelerometer has
a noise floor of 220µgrms/
√
Hz, a difference of 3 orders of magnitude. Therefore,
commercially available accelerometers lack the sensitivity required for an implantable
acoustic sensor. Finally, in order to determine the mass-loading limitations, the
experiment was repeated with copper disks attached to the umbo ranging in mass
from 8mg to 34mg and it was concluded that the sensor should weigh less than 20mg.
As a result of this feasibility study, a decision was made to pursue using piezoelec-
tric materials as the sensing element because of its small size and mass, customizability
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(they can be cut to any shape and size), low-power operation, and superior sensitiv-
ity required for detecting sound pressures less than 60dB SPL. Furthermore, Envoy’s
piezoelectric-based Esteem device provides further evidence that piezoelectric sensors
are a promising direction.
4.1.3 Piezoelectric Sensor Circuit Model
The piezoelectric material used in this work (PSI-5A4E from Piezo Systems Inc.) is
composed of Lead-Zirconate-Titanate (PZT). The sensor is clamped down at one end
like a cantilever, while the other end is placed at the umbo of the ear drum. As
the umbo vibrates up and down, it exerts a force F on the sensor as depicted in
Figure 4-1(a). As the force bends the piezoelectric material, an open circuit voltage
is generated across the terminals of the sensor according to [130]
VOC = g31
(
3L
2Wt
)
F = g31
(
3L
2Wt
)
mAU(f)PEC , (4.1)
where W , L, and t are the dimensions of the sensor shown in Figure 4-1(a) and
g31 is the piezoelectric transverse voltage coefficient equal to -11.6×10-3 V·m/N for
PZT [130]. The force from the umbo can be estimated from the ear canal pressure
(PEC) according to F = mAU(f)PEC , where m is the mass of the sensor and AU =
aUMBO/PEC is the umbo acceleration normalized to PEC . A typical value of AU at
1kHz is approximately 1 to 2 (m/s2)/Pa [119].
For a 3mm × 3mm sensor that is 20 mils in thickness (PZT has a density of
7800 kg/m3 which can be used to calculate its mass), VOC ranges from 2.4µVrms to
0.8mVrms for sound pressure levels from 40 to 90dB SPL. This expected range of VOC
can be used as a guideline when specifying the noise and dynamic range requirements
of the sensor front-end.
The charge circuit model of the sensor is shown in Figure 4-1(b), while the voltage
circuit model is shown in Figure 4-1(c). These two models are equivalent as long as
VP =
qP
CP
s
s+ ωP
, (4.2)
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Figure 4-1: (a) Diagram of the piezoelectric sensor configured as a cantilever. The
equivalent charge and voltage circuit models are shown in (b) and (c) respectively.
where ωP =
1
RPCP
, CP is the capacitance of the sensor, and RP is the leakage through
the insulator between the electrodes. Given that CP = roA/t and RP = ρt/A where
A = WL is the surface area of the sensor, then
ωP =
1
RPCP
=
1
ρro
, (4.3)
where ρ is the resistivity of the insulator, r is the relative permittivity of PZT, and o
is the permittivity of free space. Note that ωP is determined by the properties of the
material alone and is equal to 1 mHz for PZT (ρ = 1010 Ω·m and r = 1800 [130]).
Therefore, for all frequencies of interest, Equation 4.2 simplifies to VP = qP/CP
and RP can be ignored in the circuit models shown in Figures 4-1(b) and (c). For
reasonable sizes of the sensor, typical values of CP range from 0.2nF to 3nF. Lastly,
as the circuit model suggests, piezoelectric sensors are high-impedance and therefore
can be very low power. However, for the same reason, they can be susceptible to
electromagnetic interference [120]. This requires that the wires to the sensor be
shielded, or that the front-end be placed as close to the sensor as possible.
4.2 Piezoelectric Sensor Front-End Prototype
In order to investigate the performance of the middle-ear mounted piezoelectric sen-
sor, a discrete prototype of the sensor front-end was designed, and human cadaveric
temporal bones were provided from the Eaton-Peabody Laboratory at MEEI. A block
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Figure 4-2: Block diagram of the measurement setup and discrete prototype of the
sensor front-end for the piezoelectric sensor mounted at the umbo of a human tem-
poral bone. The ear canal pressure (PEC), umbo velocity (vUMBO), and piezoelectric
sensor output voltage (VPZ) are measured. The measurements were made possible
with the help of Dr. Heidi Nakajima at the Massachusetts Eye and Ear Infirmary.
diagram of the prototype and measurement setup is shown in Figure 4-2.
The entire test setup is controlled by LabVIEW (National Instruments). Input
tones ranging from 0.1kHz to 19kHz are generated with a HP33120A signal generator,
filtered and amplified by a Crest audio amplifier which drives a speaker connected to a
probe tube that funnels the sound into the ear canal of the temporal bone. Ear canal
pressure (PEC) is measured by an ER-7C probe microphone (Etymotic Research),
and the umbo velocity (vUMBO) is measured by a CLV 1000 laser Doppler vibrometer
(Polytec). The discrete prototype is used to amplify, filter, and record the output of
the sensor. One terminal of the piezoelectric sensor is biased at the reference voltage
(analog ground) from the prototype, while the other terminal is connected to the
input of a charge amplifier. Using the charge model of the piezoelectric sensor and
ignoring RP , the band-pass transfer function of the charge amplifier is
HCA(s) =
VO
qP
(s) =
−s(ωi/Cf )
(s+ ωf )(s+ ωi)
, (4.4)
where ωf =
1
RfCf
and ωi =
1
RiCP
are the high-pass and low-pass corner frequencies
respectively, and the mid-band gain is AMB ≈ −1/Cf . Ri, Rf , and Cf can be tuned
on the PCB to provide programmable gain and a pass-band from approximately
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Figure 4-3: Photograph of the (a) actual measurement setup at the Massachusetts
Eye and Ear Infirmary, (b) discrete prototype of the piezoelectric sensor front-end,
(c) facial recess opening showing the middle ear, and (d) needle tip (which is attached
to the piezoelectric sensor) contacting the umbo.
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100Hz to 10kHz for a range of sensor sizes (CP ). A second stage programmable-gain
amplifier (PGA) provides an additional 40dB to 80dB of gain to generate VPZ . In
this system, there is no automatic gain control, and the gain is set (based on the
size of the sensor) via a one-time calibration at power-up. All three outputs (PEC ,
vUMBO, and VPZ) are recorded by LabVIEW and the transfer characteristics from
the ear canal pressure (PEC), to the umbo velocity (vUMBO), to the sensor output
voltage (VPZ) can be calculated. Furthermore, the output voltage from the prototype
is also digitized by a 16-bit ADC (AD7684) and recorded by Matlab on a laptop
computer through the USB interface of the Opal Kelly XEM3010 development board
for post-processing. The charge amplifier, PGA, and ADC drivers all use the AD8603
precision op-amp from Analog Devices.
Figures 4-3(a) and (b) show photographs of the measurement setup at MEEI
and the discrete prototype. The temporal bone is held in place by a temporal bone
holder, and the piezoelectric sensor is positioned by a micro-manipulator external to
the temporal bone. Fig. 4-3(c) shows the middle ear cavity of the temporal bone with
a wide open facial recess which was drilled open by Dr. Heidi Nakajima. In order to
make contact with the umbo within the limited space, a 22 gauge hypodermic needle
(1.5cm in length) was epoxied to the piezoelectric material and extended toward the
umbo as shown in Fig. 4-3(d). The vibration from the umbo is transferred through
the stiff needle to the piezoelectric sensor which is clamped at the micro-manipulator.
Improved methods to mount the sensor on the mastoid closer to the umbo will have
to be developed in the future.
4.3 Characterization Results from Human Cadav-
eric Temporal Bones
This section presents the characterization results of the umbo-mounted piezoelectric
sensor using two different human cadaveric temporal bones, labeled bone096 and
bone098. Measurements were taken between October 2011 and July 2013 at the
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Massachusetts Eye and Ear Infirmary with the generous help of Dr. Heidi Nakajima.
4.3.1 Transfer Characteristics
The transfer characteristics of bone096 is shown in Figure 4-4. Fig. 4-4(a) shows the
umbo velocity (normalized to PEC) where both the shape and magnitude of the curve
closely match those found in literature [131, 132]. The umbo velocity increases with
frequency at a slope of +1 (i.e., +6dB/octave) up to 1kHz, peaking at 0.2 (mm/s)/Pa
which is within the typical range. Fig. 4-4(b) shows the transfer characteristic from
vUMBO to the output of sensor front-end VPZ . A peak is observed around 1.5kHz
likely due to the resonant frequency of the sensor and attached needle. A similar
observation was found in [133] where the authors explore using fins attached to the
sensor to dampen out the resonance. Combining the plots from Figures 4-4(a) and
(b), the overall transfer characteristic from PEC to VPZ is shown in Fig. 4-4(c). VPZ
shows a band-pass characteristic which peaks at 1kHz and falls off steeply beyond
7kHz which is high enough to capture the characteristics of speech.
An important observation of the VPZ/PEC response is that it increases with a slope
of +6dB/octave up to around 1kHz. This is important because most CI sound pro-
cessing strategies require a pre-emphasis high-pass filter with a slope of +6dB/octave
up to 1.2kHz [134]. The pre-emphasis filter compensates for the -6dB/octave roll-off
which occurs in speech spectrum that is radiated from the lips. Therefore, in any
system using this mounted sensor, the pre-emphasis is already embedded.
From the umbo velocity, the displacement and acceleration can be calculated by
integrating and differentiating the velocity curve. Figure 4-5 shows the correspond-
ing umbo displacement and acceleration calculated from the velocity. The umbo dis-
placement curve (Fig. 4-5(a)) is flat at low frequencies and rolls off after 1kHz which
matches the results from [119, 135]. Furthermore, the low frequency displacement of
30 nm/Pa is also within the range of 20-40 nm/Pa found in the literature. Similarly,
the umbo acceleration curve (Fig. 4-5(c)) increases at a rate of +12dB/octave up
to around 1kHz which matches measurements found in [119]. Therefore, it is safe to
conclude that the measurements are from a representative temporal bone.
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Figure 4-4: Transfer characteristics (a) from ear canal pressure (PEC) to umbo velocity
(vUMBO), (b) from vUMBO to the charge amplifier output voltage (VPZ), and (c) from
PEC to VPZ .
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Figure 4-5: Spectra of the (a) umbo displacement, (b) umbo velocity, and (c) umbo
acceleration normalized to the input sound pressure. The umbo velocity is measured
with laser Doppler vibrometry.
129
103 104
10−8
10−7
10−6
10−5
10−4
10−3
10−2
Frequency [Hz]
C
ha
rg
e 
A
m
pl
ifi
er
 O
ut
pu
t [
V r
m
s]
 
 
90dB SPL
80dB SPL
70dB SPL
60dB SPL
50dB SPL
40dB SPL
(a)
40 50 60 70 80 90
10−6
10−5
10−4
10−3
10−2
Ear Canal Pressure [dB SPL]
C
ha
rg
e 
A
m
pl
ifi
er
 O
ut
pu
t [
V r
m
s]
 
 
f=500Hz
f=1kHz
f=2kHz
f=4.7kHz
40 50 60 70 80 90
10−8
10−7
10−6
10−5
10−4
10−3
Ear Canal Pressure [dB SPL]
U
m
bo
 V
el
oc
ity
 [m
/s
   
  ]
 
 
f=500Hz
f=1kHz
f=2kHz
f=4.7kHz
rm
s
(b) (c)
Figure 4-6: (a) Spectrum of the charge amplifier output for sound pressure levels from
40 to 90dB SPL. (b) Charge amplifier output voltage and (c) umbo velocity versus
ear canal pressure at 500Hz, 1000Hz, 2000Hz, and 4700Hz.
4.3.2 Channel Linearity
Figure 4-6(a) shows the output of the charge amplifier for sound pressure levels
from 40 to 90dB SPL in the ear canal of bone098. Considering that conversational
speech ranges from 45 to 75dB SPL and that the dynamic range of speech is at most
50dB [136], the piezoelectric sensor has adequate performance in terms of sensitivity
and dynamic range. In comparison to accelerometer-based systems [119] which has
a minimum detectable signal of 60dB SPL at 500Hz and 35dB SPL at 2kHz, the
piezoelectric sensor in this work has better low-frequency sensitivity.
Figures 4-6(b) and (c) show the linearity of the charge amplifier output and umbo
velocity versus the ear canal pressure respectively. Both the piezoelectric sensor and
middle ear mechanics show excellent linearity with respect to the ear canal pressure.
4.3.3 Repeatability and Umbo Loading
This section presents measurement results that address the repeatability of the sensor
readout over time and across temporal bone samples, as well as the effect of umbo
loading. Fig. 4-7(a) shows the umbo velocity of bone096 tested twice over a period
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Figure 4-7: Transfer characteristic from ear canal pressure (PEC) to umbo velocity
(vUMBO) for (a) bone096 measured twice over 4 days, (b) bone098 measured three
times over 20 months, and (c) a comparison between two bones.
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Figure 4-8: The effect of loading the umbo with the piezoelectric sensor on the transfer
characteristic from ear canal pressure (PEC) to umbo velocity (vUMBO). Data is
measured from bone098.
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of 4 days, and Fig. 4-7(b) shows the umbo velocity of bone098 tested three times
over the course of 20 months. In general, the temporal bones show good repeatability
over both short and long term. The low-frequency behavior of bone096 varied by
just a few dB, while the peak of the velocity for bone098 shifted slightly over time.
Each bone was frozen in between measurements, and thawed adequately before each
measurement. Fig. 4-7(c) compares the umbo velocity of both bones. The shape
of the umbo velocity curves is remarkably similar despite being measured from two
different temporal bones.
Finally, the effect of loading the umbo with the sensor is shown in Figure 4-8. On
average, umbo loading decreases the umbo velocity by about 5dB.
4.4 Chapter Summary
A method for implantable acoustic sensing using a piezoelectric sensor mounted at the
umbo of the middle ear is presented in this chapter. The sensing method is inspired
by middle ear implants used to treat conductive hearing loss. However, when used
in a CI system for sensorineural hearing loss, disarticulation of the ossicular chain is
not necessary because there is no mechanical feedback from an output transducer as
in a MEI.
A discrete prototype of a piezoelectric sensor front-end is used to help characterize
the sensor which is mounted on two human cadaveric temporal bones. The measured
umbo motion (displacement, velocity, and acceleration) using laser Doppler vibrom-
etry shows good agreement with results found in the literature, ensuring that the
characterization results are from representative temporal bones. Both the middle ear
mechanics and piezoelectric sensor readout show excellent linearity, and the sensor is
able to detect sounds from 300Hz to 10kHz over a 50dB dynamic range from 40 to
90dB SPL. Furthermore, a pre-emphasis of +6dB/octave is embedded in the sensor
output which is useful for CI sound processing. Finally, the sensor readout is shown
to be repeatable over time and across temporal bone samples.
132
Chapter 5
An Invisible Cochlear Implant -
Part III: System-on-Chip
In the previous chapter, an umbo-mounted piezoelectric sensor was used to demon-
strate implantable acoustic sensing with human cadaveric temporal bones. That
work was inspired by the sensors used in middle ear implants, but is instead applied
to a fully-implantable cochlear implant (FICI) in this work. A necessary step to-
ward achieving the goal of a FICI is the development of electronic hardware that
enables many of the functions that a FICI requires. Therefore, this chapter focuses
on the design and implementation of a proof-of-concept system-on-chip (SoC) for a
fully-implantable cochlear implant.
The goal of the work described in this chapter is to develop an ultra-low-power chip
to incorporate many of the earlier results, together with sound processing capabilities
that is required in cochlear implant systems. The first contribution of this chapter
is the design of an integrated piezoelectric sensor front-end optimized for low noise
and ultra-low power consumption when compared to the discrete prototype with
off-the-shelf components described in Chapter 4. The second contribution is the
design of a highly-reconfigurable multi-rate sound processor that leverages the energy-
efficiency of ultra-low-voltage digital design. Finally, the third contribution is the
design of an arbitrary waveform stimulator to allow the SoC to deliver energy-efficient
stimulation waveforms as discussed in Chapter 3. A fabricated prototype SoC in a
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high-voltage 0.18µm CMOS process is used to demonstrate the feasibility of future
fully-implantable CIs.
This chapter is organized as follows: Section 5.1 presents a brief background on
sound processing in today’s CIs. Section 5.2 provides an overview of the architecture
of the CI SoC. Sections 5.3, 5.4, and 5.5 describe the detailed analysis and design of
the three subsystems respectively. Sections 5.6 and 5.7 present detailed measurement
and system demonstration results of the SoC prototype, and Section 5.8 provides a
summary of the chapter. The design of the stimulator subsystem was carried out in
collaboration with Rui Jin who implemented the core analog circuits of the stimulator.
5.1 Background
The sound processing and stimulation strategies of a cochlear implant play a crucial
role in the speech recognition performance of a cochlear implant user [13, 137, 138].
This section provides a brief review of current techniques.
5.1.1 Cochlear Implant Sound Processing Strategies
Currently, all commercially available cochlear implants employ a multi-electrode array
to stimulate the auditory nerve at different locations in order to emulate the tonotopic
structure of the cochlea. However, the performance of the cochlear implant depends
on the sound processing strategy (i.e., how information is extracted from the acoustic
signal and what information is delivered to each electrode). Multi-channel sound
processing strategies can be loosely classified into three categories: (1) envelope-
based strategies, (2) n-of-m strategies, and (3) feature-based strategies [137]. A
fourth category of fine structure processing techniques which involves delivering phase
and timing information is a current area of research. Complete surveys on sound
processing strategies can be found in [13, 137–139], but some common strategies are
highlighted here:
• Continuous Interleaved Sampling: An example of an envelope-based ap-
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Figure 5-1: Block diagram of the Continuous Interleaved Sampling (CIS) sound pro-
cessing strategy.
proach is the Continuous Interleaved Sampling (CIS) strategy. It is the default
and most ubiquitous strategy used by all cochlear implant manufacturers. Fig-
ure 5-1 shows a block diagram of the CIS strategy [140]. Each electrode delivers
biphasic current pulses in a time-interleaved (non-overlapping) manner to mini-
mize channel-to-channel interaction in the cochlea. The amplitude of the pulses
is determined by the amount of energy in a particular frequency band. This
is accomplished by first passing the sound through a bank of logarithmically
spaced band-pass filters. The envelope of each channel is then extracted with
rectification and low-pass filtering. Following that, the envelope is compressed
by a non-linear function (usually logarithmic) in order to scale the dynamic
range of the acoustic signal to the dynamic range of electrical hearing. Finally,
the compressed envelope is used to modulate the amplitude of a train of inter-
leaved current pulses. The advantage of this approach is that a reasonably high
rate of stimulation (several 100’s to 1000’s of pulses per second) can be achieved
with minimal simultaneous channel interaction. A high rate of stimulation is
important for preserving temporal information in speech [141].
• n-of-m Strategies: The Spectral Peak (SPEAK) strategy is an example of a n-
of-m approach used by the Nucleus processor from Cochlear Limited [142]. This
strategy is similar to CIS, except that the sound is filtered by a bank of 20 (i.e.,
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m = 20) band-pass filters with center frequencies spanning 250Hz to 10kHz. The
envelope of each channel is extracted as in the CIS approach, but only the 5 to
10 (i.e., n = 5 to 10) largest amplitudes are selected depending on the frequency
content of the sound. The stimulation rate of each electrode varies from 180
to 300 pulses/sec depending on the number of maxima selected, as well as the
patient’s preference. For broadband sound, more channels are selected and the
stimulation rate is reduced. For narrowband sound, less maxima are selected
and the stimulation rate is increased to provide more temporal information [137].
Note that if n = m, this strategy is essentially the CIS strategy.
• Feature-based Strategies: The F0/F2 and F0/F1/F2 strategies are feature-
based approaches which involve delivering stimulation based on information
about the fundamental frequency (F0) and the first two formants of speech (F1
and F2) [137]. In the F0/F2 strategy, the fundamental frequency and the second
formant are extracted using band-pass filters and zero-crossing detectors. The
amplitude of F2 is also estimated through envelope detection. During voiced
speech, the appropriate electrode determined by the value of F2 is stimulated
at a rate of F0 pulses/sec, with the current strength set by the amplitude of F2.
During un-voiced speech, the electrode is stimulated at quasi-random intervals
at an average rate of 100 pulses/sec. In the F0/F1/F2 strategy, the first formant
frequency (F1) and its amplitude are also extracted, and an extra electrode is
stimulated according to the F1 frequency and energy.
There have been numerous studies on the effectiveness of these strategies in
recognition of vowels, consonants, and sentences in both noisy and quiet environ-
ments [137, 140]. Although the CIS strategy is consistently the best performer, the
performance of each strategy is still largely patient-specific and therefore modern
sound processors often offer more than one strategy [13].
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5.1.2 Number of Spectral Channels
Aside from the sound processing strategy, the number of spectral channels in a proces-
sor is also an important parameter. In [141], using acoustic simulations with normal
hearing listeners in a quiet environment, Shannon et al. showed that as few as 3 to 4
channels of spectral information can result in good speech recognition performance.
This implied that dynamic temporal information in a few broad spectral channels
may be sufficient for speech recognition. A similar study with CI users in quiet using
the SPEAK processor was presented in [143]. There, Fishman and Shannon found
that the average performance improved as the number of stimulation electrodes was
increased from 1 to 4, but no differences were found between 7-, 10-, or 20-electrode
processors.
Although good performance can be attained with a small number of channels in
quiet, the introduction of background noise can severely degrade performance in CI
users. In [144], Fu et al. showed that the performance of normal hearing listeners
using acoustic simulations improved up to approximately 16 to 20 channels in noise.
However, for actual CI users in noise, the best CI listeners improved their performance
only up to 7 electrodes. CI users with low levels of speech recognition could not benefit
from more than 4 electrodes. These studies raise questions about whether or not CI
users can actually make use of all the electrodes (up to 22) that are available in
today’s CIs.
5.2 Architecture Overview
A detailed block diagram of the fully-implantable cochlear implant system-on-chip
(SoC) is shown in Figure 5-2. The system can be separated into three main subsys-
tems: 1) the piezoelectric sensor front-end (PZFE), 2) the low-voltage reconfigurable
sound processor, and 3) the arbitrary waveform stimulator and high-voltage electrode
switch matrix.
The PZFE operates from a 1.5V analog power supply and comprises three stages:
a charge amplifier (CA) to interface with the umbo-mounted piezoelectric sensor
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Figure 5-2: Block diagram of the fully-implantable cochlear implant system-on-chip.
(described in Chapter 4), a programmable-gain amplifier (PGA), and a single-ended
to differential ADC driver. The PZFE provides a mid-rail reference voltage Vref,PZ
to bias one terminal of the sensor, while the other terminal is connected to the input
of the CA. The ADC driver stage also provides analog level conversion from Vref,PZ
= 750mV down to Vadc,cm = 300mV which is the input common-mode for the ADC.
The ADC is a differential 16kS/s 9-bit SAR ADC operating from a supply of 0.6V.
The output of the ADC is processed by a 0.6V reconfigurable digital sound pro-
cessor that implements the CIS sound processing strategy. The processor in this work
has many programmable features. First, the number of channels can be configured
between 4-, 6-, or 8-channel modes to enable a power-performance tradeoff. The fil-
ter bank has reconfigurable coefficients to adjust the filter bandwidths for the three
modes of operation, and multi-rate signal processing is leveraged to reduce power and
area. The channels are logarithmically spaced to emulate the tonotopic structure of
hearing, and the bandwidth of the processor covers 300Hz to 5.5kHz. Furthermore,
processor settings like global channel gain, rectification type, and amount of com-
pression are all programmable. The processor also has the capability to adjust the
volume level (i.e., threshold and most comfortable level) for each channel individually
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Table 5.1: Summary of required supply voltages in the CI SoC.
Block(s) Supply Voltage [V]
Piezoelectric sensor front-end 1.5
SAR ADC
0.6Digital CIS sound processor
Digital stimulation interface
Intermediate level shifters 1.8
Stimulator current source circuits 3.3
VMID 5 to 10
VDDG 7 to 12
to provide patient fitting capability.
The processor outputs data at an analysis rate of 1kHz. The output of each chan-
nel is a 6-bit value that represents the logarithmically compressed energy in each
frequency band. This value is used to modulate a train of current pulses (1,000
pulses/sec per electrode) that is delivered to the electrode corresponding to the chan-
nel (high-frequency channels map to basal electrodes, low-frequency channels map to
apical electrodes).
The interleaved operation of the CIS sound processing strategy conveniently allows
for a single current source to be interleaved between all channels. This is accomplished
by using a high-voltage electrode switch matrix to select the active electrode and
control the direction of current flow. The SoC is designed to be used with monopolar
electrode arrays, where a common return electrode is used as the return path for all
electrodes. Furthermore, an on-chip digital stimulation interface controller allows the
waveform of the stimulation pulses to be programmed to any arbitrary shape. The
shape parameters are loaded onto the SoC through a serial programming interface.
The controller also provides the control signals for the switch matrix.
Since the stimulator drives the electrode-tissue interface which may have imp-
edances in the 10’s of kΩ range, it must have high voltage compliance in order to
deliver 100’s of µA of stimulation current. Therefore, the stimulation subsystem does
require a number of supply voltages. The stimulation current is drawn from a high
voltage supply (VMID) which can be 5V to 10V. The control signals to the high-voltage
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Figure 5-3: Schematic of the 3-stage piezoelectric sensor front-end with a 16kS/s,
9-bit SAR ADC.
electrode switch matrix operate from VDDG which can range from 7V to 12V. The
digital stimulation interface controller performs its computations at 0.6V, and 1.8V
level shifters are required between the 0.6V and VDDG domains. Lastly, the current
source circuits operate from a supply voltage of 3.3V. A summary of the required
supply voltages in the SoC is provided in Table 5.1.
5.3 Piezoelectric Sensor Front-End
The design of a front-end prototype for a piezoelectric sensor was explored in Section
4.2, but an integrated circuit version is optimized here for low-power and low-noise
performance. Figure 5-3 provides an overview of the 3-stage piezoelectric sensor
front-end (PZFE) and ADC. Details of each stage are described in this section.
5.3.1 Stage 1: Charge Amplifier
The architecture of the integrated charge amplifier is identical to the one used in the
discrete prototype of Chapter 4, but noise analysis and rationale for component sizing
is provided here. Figure 5-4(a) shows stage 1 of the PZFE with noise sources, and
Figure 5-4(b) shows the equivalent block diagram, where vn,i, vn,f , and vn,a are the
noise from Ri, Rf , and the op-amp respectively, and A(s) is the open-loop transfer
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Figure 5-4: (a) Equivalent circuit for the charge amplifier in Figure 5-3 including
noise sources, and (b) the corresponding block diagram.
function of the op-amp. The block diagram can be used to determine the transfer
functions from the input and noise sources to the output. Since we are interested
in determining the transfer function from the piezoelectric sensor voltage VP to the
output, the input voltage vi can be referred back to VP through the following transfer
function
HP (s) =
vi
VP
=
s
s+ ωi
, (5.1)
where ωi =
1
RiCP
. For the frequencies of interest, the loop gain of the feedback loop is
large (because of large A(s)) and so the closed-loop transfer function of the feedback
loop is the inverse of the feedback factor Yf ,
HCL(s) ≈ 1
Yf
=
1
Cf (s+ ωf )
(5.2)
where ωf =
1
RfCf
. Therefore, the signal transfer function of stage 1 from VP to vo is
given by HSTG1(s) =
vo
VP
= vo
vi
vi
VP
which evaluates to
HSTG1(s) = GiHCL(s)HP (s) =
CP
Cf
sωi
(s+ ωf )(s+ ωi)
(5.3)
which is equivalent to the result in Equation 4.4 but with VP in the denominator
(i.e., using the voltage model of the sensor). Note that the negative polarity of the
charge amplifier has been ignored here for simplicity. The low-frequency high-pass
141
corner is set by ωf , while the high-frequency low-pass corner is set by ωi. Since the
sound processor bandwidth is 300Hz to 5.5kHz, the constraints for ωf and ωi are
ωf < 2pi(300Hz) and ωi > 2pi(5.5kHz). Within the band of interest (ωf < ω < ωi),
the mid-band voltage gain is simply CP/Cf .
Since typical values of CP range from 0.2nF to 3nF (Section 4.1.3), Cf is a tunable
capacitor that is sized small enough to provide adequate gain for small values of CP ,
and large enough to limit the gain for large values of CP so as to not saturate the
front-end at high sound pressure levels. The implemented feedback capacitor (called
C1f [2:0] in Fig. 5-3) is a 3-bit switched-capacitor that is tunable from 6pF to 66pF and
is non-uniformly spaced to provide programmable mid-band gain in 3dB steps. Given
that the high-pass corner of the charge amplifier is set by ff =
1
2piRfCf
which must be
<300Hz in this system, Rf is constrained by the minimum value of Cf and is set to
88.4MΩ (called R1f in Fig. 5-3). Finally, Ri is a tunable resistor which ensures fi >
5.5kHz for all expected values of CP . It is implemented as a 4-bit switched-resistor
(called R1i[3:0] in Fig. 5-3) which is logarithmically spaced from 1kΩ to 100kΩ.
Noise Analysis
The expected signal magnitude from a 3mm × 3mm × 0.5mm sensor was analyzed
back in Section 4.1.3. At 40dB SPL, the minimum expected signal is approximately
3µVrms which sets an upper bound on the noise of the PZFE. Here, we analyze the
noise of stage 1 which dominates the noise performance of the entire PZFE.
Noise from Ri: The noise transfer functions referred to VP can be determined
by calculating the noise transfer function to the output vo, and then dividing by
HSTG1(s). For Ri, the noise transfer function referred to VP is Hnp,i(s) =
VP
vn,i
= vo
vn,i
VP
vo
which evaluates to
Hnp,i(s) = GiHCL(s) · 1
HSTG1(s)
=
s+ ωi
s
. (5.4)
For the frequencies of interest (ω  ωi), this reduces to Hnp,i(s) ≈ ωi/s. Therefore,
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the noise spectral density of Ri referred to VP (V
2
np,i(f)) can be determined by mul-
tiplying the noise spectral density of Ri (V
2
n,i(f) = 4kTRi) by the square of Hnp,i(f),
V 2np,i(f) = |Hnp,i(f)|2V 2n,i(f) =
4kT
Ri
(
1
2pifCP
)2
. (5.5)
Noise from Rf : Following the same analysis as above, the noise transfer function of
Rf (referred to VP ) is
Hnp,f (s) = GfHCL(s) · 1
HSTG1(s)
=
Ri
Rf
s+ ωi
s
≈ Ri
Rf
ωi
s
(5.6)
in the bandwidth of interest (ω  ωi). Therefore, the noise spectral density of Rf
referred to VP is
V 2np,f (f) = |Hnp,f (f)|2V 2n,f (f) =
4kT
Rf
(
1
2pifCP
)2
. (5.7)
Noise from the op-amp: Finally, the noise transfer function of the op-amp referred
to VP is
Hnp,a(s) = YeffHCL(s) · 1
HSTG1(s)
=
RiCf (s+ ωeff )(s+ ωi)
s
(5.8)
where ωeff =
1
ReffCf
≈ 1
RiCf
since Rf  Ri. For typical component values, ω 
ωi  ωeff , so the transfer function reduces to Hnp,a(s) ≈ ωi/s. Therefore, the noise
spectral density of the op-amp referred to VP is
V 2np,a(f) = |Hnp,a(f)|2V 2n,a(f) =
(
1
2pifRiCP
)2 [
4kT
κgm1
(
NEF
2.02
)
+
Kf
WLCoxf
αf
]
(5.9)
where the first and second terms in the square bracket are the total thermal noise and
1/f -noise of the op-amp respectively (similar to the analysis in Section 2.3.3). The
details of the thermal noise term are provided later in this section in Equation 5.11,
and the 1/f -noise term can be made negligible by sizing W and L large enough.
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Total noise in stage 1: The total noise spectral density of stage 1 referred to VP is
calculated by summing up the noise from Ri, Rf , and the op-amp as follows,
V 2np,tot(f) = V
2
np,i(f) + V
2
np,f (f) + V
2
np,a(f)
=
4kT
Ri
(
1
2pifCP
)2
︸ ︷︷ ︸
noise from Ri
+
4kT
Rf
(
1
2pifCP
)2
︸ ︷︷ ︸
noise from Rf
+
+
[
4kT
κgm1
(
NEF
2.02
)
+
Kf
WLCoxf
αf
](
1
2pifRiCP
)2
︸ ︷︷ ︸
noise from op-amp
. (5.10)
This expression is valid for ω  ωi within the bandwidth of interest. From Equation
5.10, we see that the noise spectral density of Ri, Rf , and the op-amp thermal noise
all have a 1/f 2 shape, while the op-amp flicker noise has a 1/f 3 characteristic. The
input-referred noise due to Ri and Rf is reduced for larger values of CP . However, the
op-amp noise depends on the product RiCP =
1
ωi
which is generally a fixed parameter.
Therefore, the op-amp noise is independent of CP (since Ri is varied to keep RiCP
constant) and does not benefit from larger values of CP . Furthermore, in general, the
low-frequency input-referred noise is independent of Cf .
From noise simulations with typical component values, the noise from Rf is neg-
ligible because of its large value (Rf = 88.4MΩ). The relative contributions of noise
from Ri and the op-amp vary depending on the value of CP . For CP = 0.5nF, the
simulated total integrated noise from 300Hz to 5.5kHz is 2.5µVrms, where Ri accounts
for approximately 60% of the total noise power (40% from the op-amp). For CP =
3nF, the total integrated noise is reduced to 1.7µVrms, where Ri accounts for only
20% of the total noise power (80% from the op-amp). Therefore, the op-amp noise
dominates for large values of CP , and its schematic design is considered next.
Stage 1 Op-Amp Schematic Design
Figure 5-5 shows the schematic of the op-amp used in stage 1. The input stage is
a folded-cascode op-amp with source-degenerated bias transistors (M5,6 and RS) to
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Figure 5-5: Schematic of the op-amp used in the charge amplifier.
improve the noise performance [145]. The input devices are PMOS transistors with
very large W and L to limit the 1/f -noise, and so the op-amp noise is dominated by
thermal noise. The second stage is a common-source stage to increase its open loop
gain, and the output stage is a PMOS source-follower with low output impedance
which is needed to drive the resistive load presented by stage 2 of the PZFE.
The noise from the common-source and source-follower stages can be neglected be-
cause of the high gain provided by the folded-cascode stage. Also, any noise from the
current source devices MX1 and MX2 is common-mode and therefore can be ignored.
Furthermore, the noise of the cascode devices (M3-M10) can be neglected because their
noise current circulates locally and does not add to the total noise [146]. Therefore,
the only devices that contribute noise are M1,2, M11,12, and the source-degeneration
resistors RS. Detailed noise analysis can be found in [145], and the results are summa-
rized here. Ignoring 1/f -noise, the total input-referred thermal noise of the op-amp
is
V 2n,a−th(f) =
4kT
κgm1
[
1 +
(
α2
α1
)2 2κ
gm1RS
+
(
α3
α1
)2 4κgm11
3gm1
]
︸ ︷︷ ︸
=NEF
2.02
, (5.11)
where gm1 and gm11 are the transconductances of M1,2 and M11,12 respectively, k is
145
the Boltzmann constant, T is the temperature in Kelvin, κ is a process constant
(approximately 0.7), and α1, α2, and α3 are the current transfer functions from the
noise current of M1,2, RS, and M11,12 to the output current respectively (note that
α1,2,3 ≤ 1 and are typically close to 1 if the op-amp is designed properly). V 2n,a−th(f)
is equal to the thermal noise term of Equation 5.9.
Equation 5.11 highlights the relative contributors to the total noise. The input
pair contributes an input-referred noise of 4kT
κgm1
which is the factored term in front of
the square bracket. The source-degeneration resistors contribute an additional factor
of χ2 =
(
α2
α1
)2
2κ
gm1RS
, while devices M11,12 (biased in strong-inversion) contribute a
factor of χ3 =
(
α3
α1
)2 4κgm11
3gm1
. Therefore, the sum of the terms in the square bracket
(1 + χ2 + χ3) represents the amount of noise beyond the noise of the input pair, and
is equal to NEF
2.02
where 2.02 is the noise efficiency factor (NEF) for a MOS differential
pair in sub-threshold [145].
The bias current of the input devices (ID1) is chosen to provide the required
gm1 for the desired noise floor. The input devices M1,2 are biased in sub-threshold
to maximize their gm/ID ratio, thus maximizing gm1 for a given ID1. The source-
degeneration resistors RS effectively replace the noise of M5,6 with their own noise,
which can be made much lower as long as RS  1/gm5,6. Another benefit of resistive
source-degeneration is that resistors contribute only white noise, while M5,6 would
contribute both thermal and 1/f -noise [145]. In order to minimize χ2, RS  1/gm1 is
also satisfied. Finally, χ3 is minimized by ensuring gm11  gm1 which is accomplished
by setting ID11 = ID1/10 and biasing M11,12 in strong-inversion to minimize gm11.
Considering the techniques just described, the resulting values for χ2 and χ3 from
simulation are 0.18 and 0.073 respectively, resulting in a simulated NEF = 2.02×(1
+ 0.18 + 0.073) = 2.53 for the op-amp, which is just slightly above the theoretical
minimum of 2.02.
5.3.2 Stage 2: Programmable-Gain Amplifier
The available gain from the CA in stage 1 is determined by the size of the sensor (CP ),
and the available values of C1f [2:0] from 6pF to 66pF. Therefore, stage 2 of the PZFE
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Figure 5-6: Schematic of the op-amp used in the programmable-gain amplifier.
is a 2-pole programmable-gain amplifier (PGA) to provide additional programmable
gain if necessary. The transfer function of the PGA shown in Figure 5-3 is
HSTG2(s) =
−R2f
R2i
· ω2iω2f
(s+ ω2i)(s+ ω2f )
(5.12)
where R2i = R2ia + R2ib, and ω2i =
1
(R2ia||R2ib)C2i and ω2f =
1
R2fC2f
are the two poles
of the PGA that help provide anti-aliasing in the PZFE. The DC gain is ASTG2 =
−R2f/R2i, where R2i = 1MΩ and R2f is a switched-resistor that is logarithmically
spaced between 1.1MΩ and 30MΩ to provide programmable gain in 6dB steps (from
0.83dB to 29.5dB). Given that R2ia||R2ib = 250kΩ and C2i = 105pF, the first pole ω2i
is set to 6kHz. The second pole ω2f is set by R2f and C2f = 816fF, and is typically
a higher frequency pole for small values of R2f . However, at the maximum value of
R2f = 30MΩ, ω2f has a minimum value of 6.5kHz which provides additional filtering.
The schematic of the op-amp used in stage 2 is shown in Figure 5-6. The input
stage is a cascoded current mirror op-amp to achieve high gain, and good input and
output range. The output stage is a PMOS source-follower to provide low output
impedance to drive the resistive load presented by stage 3 of the PZFE.
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The tradeoff with a cascoded current mirror op-amp is that it has higher noise
(when compared to an alternative like a folded-cascode stage). However, low-noise
design is not as crucial in stage 2 because of the gain provided by stage 1. The
noise of stage 2 decreases with larger values of R2f , and is in general negligible when
input-referred through stage 1.
5.3.3 Stage 3: ADC Driver and Low-Voltage SAR ADC
The third and last stage of the PZFE shown in Figure 5-3 is a single-ended to dif-
ferential amplifier that must be able to drive the input capacitance of the SAR ADC
which is approximately 480fF (differentially). This is accomplished with a series con-
nection of a non-inverting amplifier (gain = 2) and an inverting amplifier (gain = -1).
Therefore, the single-ended to differential conversion provides an additional gain of
12dB (4V/V).
Since the ADC operates from a low supply voltage of 0.6V, stage 3 also provides
analog level conversion from Vref,PZ = 750mV to the ADC input common-mode of
Vadc,cm = 300mV. This is accomplished with appropriate biasing of the feedback
network of 10MΩ resistors. Finally, the op-amps used in stage 31 are two-stage op-
amps that leverage the cascoded current mirror stage in Figure 5-6, with a high-power
common-source output stage to drive the ADC capacitance.
The ADC in this work reuses the design from the MSFE for ECG monitoring
described in Chapter 2, with the exception of the dual-DACs. The comparator and
DAC circuits are ported from that work, and the SAR logic is simplified to control a
single DAC in this work. The design details of a similar ADC can be found in [1].
1Note that a wide input and output range is not strictly required in stage 2 (since the input
and output are both biased at Vref,PZ = 750mV), but the same cascoded current mirror op-amp
stage is used in the ADC driver of stage 3 to reduce design time. In stage 3, the input and output
DC operating point can be between 300mV and 525mV, and therefore the cascoded current mirror
op-amp is suitable there.
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5.4 Low-Voltage Reconfigurable CIS Sound Pro-
cessor
The sound processor in this work implements the Continuous Interleaved Sampling
(CIS) strategy [140] because it is the most ubiquitous strategy in cochlear implants
today, and it is used by all cochlear implant manufacturers. The main goals for the de-
sign of the sound processor in this work are 1) ultra-low-power operation and 2) highly
reconfigurable features to enable a power-performance tradeoff, and patient-specific
fitting capabilities. The first goal is accomplished by leveraging ultra-low-voltage dig-
ital processing at 0.6V to operate the processor close to its minimum energy point
to maximize energy-efficiency [147]. The second goal is addressed with a custom ar-
chitecture featuring a multi-rate reconfigurable filter bank and highly-programmable
processor parameters which are set via a serial programming interface. The processor
was coded in Verilog and synthesized and placed using the Synopsys digital tool flow.
Verification was performed with Synopsys NanoSim to ensure operation at 0.6V. The
processor architecture is presented next, followed by details on power scalability, and
the reconfigurable filter bank.
5.4.1 Processor Architecture
The block diagram of the reconfigurable CIS sound processor is shown in Figure 5-7,
where reconfigurable features are labeled in blue. The processor spectrally decom-
poses the signal with a logarithmically spaced filter bank and then extracts the enve-
lope from each channel (channels A to H represent low to high frequency channels).
The envelope is then compressed to fit the patient’s electric hearing dynamic range.
The output of each channel is used to modulate a train of interleaved current pulses
delivered to the corresponding electrode. The architecture in this work uses several
techniques to reduce the overall power and area and provide highly reconfigurable
features, and they are discussed next.
The number of channels can be reconfigured between 8-, 6-, and 4-channel modes
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Figure 5-7: Block diagram of the reconfigurable multi-rate CIS sound processor, with
the reconfigurable features highlighted in blue. The processor can be configured in 4-,
6-, or 8-channel mode by setting sel chan[1:0]. Clock-gating is applied to channels
that are turned off. Details for the envelope detector and compression and fitting
blocks are shown at the bottom.
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to enable a power-performance tradeoff. This is motivated by the findings in [141,143,
148,149] which show that good speech recognition scores in CI users can be achieved
with as few as 4 channels, and patient performance improves with the number of
channels up to around 7 or 8 channels, at which point the performance begins to
saturate. As the number of channels changes, a different subset of channels are
selected from channels A to H. Therefore the bandwidth and center frequency of each
filter in the filter bank may need to change. This is accomplished with FIR filters
with 3 levels of reconfigurability in both the coefficients and number of taps, and this
will be discussed in Section 5.4.3. By properly clock-gating the processor, reducing
the number of channels can reduce the processor power consumption. But more
importantly, it reduces the neural stimulation power which dominates the entire SoC.
The channel mode can be set with 2 bits (sel chan[1:0]) in the serial programming
interface.
A logarithmically spaced filter bank requires that higher frequency channels are
wider in bandwidth, while low frequency channels need to be narrow and more selec-
tive. At a fixed sampling rate, this implies that the low frequency channels require
higher order filters (e.g., more taps in a FIR filter) which increases both power and
area2. In this work, this issue is addressed by using multi-rate signal processing,
where the the low frequency channels operate at low sample rates, while high fre-
quency channels operate at higher sample rates. This allows each filter to provide
the necessary selectivity with a reasonable filter order. In the architecture shown in
Figure 5-7, the incoming data from the ADC is decimated in 3 stages, resulting in
data rates of 2kHz, 4kHz, 8kHz, and 16kHz. Since channels A to H represent low
to high frequency channels, channels A/B, C/D, E/F, and G/H operate at a data
rate of 2kHz, 4kHz, 8kHz, and 16kHz respectively. The decimation filter uses 19-tap
half-band FIR filters (previously described in Section 2.3.8) to perform anti-aliasing.
Following the filter bank, the envelope of each channel is extracted by rectifying
2For example, a 2kHz wide band-pass FIR filter with 1kHz transition bands and 40dB stop band
attenuation requires just 23 taps at a sampling rate of 16kHz. In contrast, a 200Hz wide band-pass
FIR filter with 100Hz transition bands and 40dB stop band attenuation requires over 200 taps at
the same sampling rate of 16kHz.
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the signal and then passing it through a low-pass filter as shown in the bottom left
of Figure 5-7. The type of rectification has an effect on speech recognition scores
and sound quality [134], and therefore both full-wave (the default) and half-wave
rectification are available in the envelope detector by setting the sel rect bit. The
low-pass cut-off of the envelope detector is not a crucial parameter as long as it is
between 50Hz to 500Hz [141], and a standard 2nd-order Butterworth filter with a
400Hz cut-off is used to limit the bandwidth of the envelope before it is downsampled
to the output data rate of 1kHz.
The last step performed by the processor is dynamic range compression and patient
fitting shown in the bottom right of Figure 5-7. The channel gain (applied globally
to all channels) can be set with 3 bits (sel gain[2:0]) from 2−4 to 23. Then, the signal
is logarithmically compressed in amplitude according to the following function,
Y =
ln(1 + CX)
ln(1 + C)
(5.13)
where C is the compression factor. Logarithmic compression is needed because of the
well-known loudness growth function of electrical hearing that describes the linear
relationship between acoustic sound intensity in dB SPL and electrical stimulation
intensity in amperes [150]. A typical value for C in clinical processor fittings is
1024 [151]. However, there is evidence that different amounts of compression can be
beneficial [136], and therefore three settings are available in this processor: C = 1024,
128, and 16, selectable using 2 bits (sel c[1:0]). The compression functions are stored
in three small look-up tables, each with 512 6-bit wide values, requiring approximately
200 gates each. Finally, each channel in the processor has individual threshold (THR)
and most-comfortable-level (MCL) settings that can be used during an audiology
fitting session to adjust the dynamic range between the minimum and maximum
current level for each electrode to ensure a patient specific fit [151]. Each channel
has 3-bit programmability in both THR and MCL. The outputs of the processor are
dstimA[5:0] to dstimH[5:0] corresponding to channels A to H which are updated at
an analysis rate of 1kHz.
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5.4.2 Power Scalability
The reconfigurable number of channels and programmable processor parameters can
influence the processor power, but more importantly, it has a greater impact on the
stimulation power which dominates the overall SoC power. The scalability of the
stimulation power with respect to the processor settings is summarized here.
• Number of channels: The sound processor power (from 0.6V), current source
power (from 3.3V), and stimulation power (from 1.8V, VMID, and VDDG) all
scale linearly with the number of channels. This is a consequence of clock-
gating the digital circuits, and power-gating the analog circuits (e.g., the current
source) when they are not in use.
• Channel gain and compression factor: In general, the stimulation power
increases monotonically with the channel gain because more current is delivered
at higher gains. For a small value of the compression factor (e.g., C = 16, which
provides very little compression), the stimulation power is roughly linear with
the channel gain. For a large value of the compression factor (e.g., C = 1024),
the stimulator power becomes linear with the logarithm of the channel gain
because the channel outputs are heavily compressed. Lastly, the stimulation
power increases with the compression factor because lower magnitude envelopes
are emphasized more with greater compression.
• Rectification type: Using full-wave rectification requires slightly more stimu-
lation power than half-wave rectification because the average envelope value is
larger.
• THR and MCL settings: Stimulation power increases with higher THR and
MCL settings.
• Stimulation parameters: Stimulation power increases with the stimulation
phase width because the current source is active for a longer amount of time.
However, the increase in power is not strictly linear with phase width because
less current is required at longer phase widths due to the strength-duration
characteristic of nerve fibers.
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5.4.3 Reconfigurable Filter Bank
Filter banks can be implemented with IIR or FIR filters. IIR filters are typically
more hardware efficient, but they suffer from instability and non-linear phase (i.e.,
non-constant group delay) which can lead to frequency dispersion. Therefore, FIR
filters were chosen for their linear phase (i.e., constant group delay) which can have a
positive effect on sound quality and speech intelligibility [152]. Other benefits include
their unconditional stability and regular structure which make them easier to design.
When the processor (Fig. 5-7) is configured in 8-channel mode, all channels are
active and channels A to H map to channels 1 to 8. In 6-channel mode, channels D
and H are clock-gated (i.e., turned-off) and channels A-C and E-G map to channels
1 to 6 respectively. Finally, in 4-channel mode, channels B, D, F, and H are clock-
gated, and channels A, C, E, and G map to channels 1 to 4 respectively. This channel
mapping is summarized in Table 5.2. Reconfiguring the channel mode requires that
the cut-off frequencies of the individual filters vary with the channel mode and they
are also summarized in Table 5.2. The channel bandwidths for the 4- and 6-channel
modes are based on [153], and bandwidths for the 8-channel mode is based on [134].
Regardless of the channel mode, the processor bandwidth covers 300Hz to 5.5kHz.
In order to achieve the required reconfigurability in the filter responses, the filter
bank leverages three types of FIR filters with different levels of reconfigurability as
shown in Figure 5-8. Because the filters have symmetric coefficients, the filter is folded
to reduce the number of coefficient multiplications by half [154]. The coefficients
are quantized to 8-bit precision which is the minimum possible without significantly
affecting the frequency response, and the filter word lengths are optimized for the
given filter coefficients. Furthermore, the filters are implemented in transposed form
so that there is at most one adder in the critical path.
Fig. 5-8(a) shows the most reconfigurable filter (called FIR X3) which can be
programmed to three different filter lengths: 14-, 16-, or 20-taps used in the 4-, 6-, or
8-channel mode using the control signals (md8, md68, md4) defined in Table 5.3 in
the next section. This filter is used for channels A, C, E, and G which are active in
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Figure 5-8: Three different FIR filters used in the reconfigurable filter bank shown in
Figure 5-7. (a) Reconfigurable FIR filter that can be reconfigured into 3 modes: 14-,
16-, and 20-tap used in 4-, 6-, and 8-channel modes. (b) Reconfigurable FIR filter that
can be reconfigured into 2 modes: 16- and 20-tap used in 6- and 8-channel modes.
The filter is clock-gated when in 4-channel mode. (c) Fixed 20-tap FIR filter used in
8-channel mode only. The filter is clock-gated when in 6- and 4-channel modes. The
reconfiguration logic signals are defined in Table 5.3.
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Table 5.2: Reconfiguration of the multi-rate filter bank (shown in Figure 5-7) compris-
ing channels A - H into 4-, 6- and 8-channel modes, where the filters are reconfigured
into 14-, 16- and 20-tap FIR filters respectively. The filter cut-off frequencies are
shown in parentheses, and the clock frequency for each filter is indicated by fclk at
the top of each column.
Channel mapping
Mode sel chan fclk=2 kHz fclk=4 kHz fclk=8 kHz fclk=16 kHz
[1:0] Ch A Ch B Ch C Ch D Ch E Ch F Ch G Ch H
4-channel
00
1 2 3 4
(14-tap FIR (300- off (600- off (1300- off (2600- off
filter bank) 600Hz) 1300Hz) 2600Hz) 5500Hz)
6-channel
01
1 2 3 4 5 6
(16-tap FIR (300- (500- (800- off (1300- (2000- (3400- off
filter bank) 500Hz) 800Hz) 1300Hz) 2000Hz) 3400Hz) 5500Hz)
8-channel
1x
1 2 3 4 5 6 7 8
(20-tap FIR (300- (425- (625- (900- (1300- (1850- (2650- (3825-
filter bank) 425Hz) 625Hz) 900Hz) 1300Hz) 1850Hz) 2650Hz) 3825Hz) 5500Hz)
Filter Reconf. Reconf. Reconf.
Fixed
Reconf. Reconf. Reconf.
Fixed
structure FIR X3 FIR X2 FIR X3 FIR X3 FIR X2 FIR X3
all three modes. Furthermore, the coefficients shown in red can be chosen from three
values, the coefficients in blue can be chosen from 2 values, and fixed coefficients are
shown in white. The number of taps in the filter increases with the number of channels
because more selectivity is required. Similarly, Fig. 5-8(b) shows the reconfigurable
FIR X2 filter used for channels B and F. It can be programmed to two different filter
lengths: 16- or 20-taps used in the 6- or 8-channel modes only. FIR X2 is clock-gated
when the processor is in the 4-channel mode. Finally, Fig. 5-8(c) shows the 20-tap
FIR filter used for channels D and H which is fixed because it is used in the 8-channel
mode only, and clock-gated during the 4- or 6-channel modes.
Effective Frequency Response
A simplified block diagram of the multi-rate filter bank is shown in Figure 5-9(a) where
x[n] is the input from the ADC at a sampling rate of fS = 16kHz. In order to determine
the effective frequency response of the filter bank at fS = 16kHz, the downsampling
identity shown in Figure 5-10 can be used [80]. Based on the equivalence of the block
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Figure 5-9: (a) Simplified block diagram of the multi-rate filter bank shown in Figure
5-7. The effective filters based on the downsampling identity for channels G/H, E/F,
C/D, and A/B are shown in (b) - (e) respectively.
M H(z)x[n] y[n] MH(zM)x[n] y[n]
(a) (b)
Figure 5-10: The systems in (a) and (b) can be shown to be equivalent [80]. This is
known as the downsampling identity.
diagrams shown in Figures 5-10(a) and (b), the effective frequency response of each
channel can be determined and they are shown in Figures 5-9(b)-(e) respectively.
Looking at channel A for example, its effective filter response is given by
GA,eff (z) = HHB1(z)HHB2(z
2)HHB3(z
4)GA(z
8) (5.14)
where GA(z) is the response of channel A at fS/8 = 2kHz, and HHB1(z), HHB2(z),
and HHB3(z) are the half-band filter responses of the 1
st, 2nd, and 3rd stage of the
decimation filter. Therefore, although GA(z) is only a 20-tap filter (in 8-channel
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Figure 5-11: Effective frequency response of the multi-rate filter bank at 16kHz re-
configured in (a) 4-channel, (b) 6-channel, and (c) 8-channel modes.
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mode), the effective filter is a much higher order filter because of the decimation
filtering and multi-rate signal processing.
The effective frequency responses of the logarithmically spaced filter bank (at
16kHz) reconfigured in 4-, 6-, and 8-channel modes is shown in Figure 5-11(a)-(c)
respectively. In this work, the stop band is limited to a moderate attenuation of
approximately 30dB.
5.5 Arbitrary Waveform Stimulator
The output from each channel of the sound processor is the compressed temporal
envelope of the signal in that particular frequency band, and it is used to determine
the strength of the stimulus delivered to the corresponding electrode. This section
presents details on the back-end of the SoC which is the arbitrary waveform neural
stimulator. It is broken down into three sub-blocks: the high-voltage electrode switch
matrix, the current source, and the low-voltage digital waveform interface. Many of
the analog circuits presented in this section were implemented and simulated by Rui
Jin, and their description is included here to facilitate understanding of the overall
stimulator subsystem.
5.5.1 High-Voltage Electrode Switch Matrix
Since the CIS sound processing strategy relies on interleaved stimulation, a single
current source is interleaved between all electrodes using the high-voltage switch
matrix shown in Figure 5-12. Ei (for i = 1 to 8) are the active intracochlear electrodes
and Ecom is the common return electrode of a monopolar electrode array. A high-
frequency RsCd electrode model between Ei and Ecom models the impedance of the
electrode-tissue-electrode interface. The switches SC , SA, SiC , and SiA are used to
select the active electrode (Ei) and control the direction of current flow. Table 5.3
shows the channel mode selection logic used to determine which electrodes are active
based on sel chan[1:0]. Electrode Ei is active when Si is asserted.
Fig. 5-12(a) shows the cathodic phase of a stimulation pulse through E4 when SC
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Figure 5-12: Schematic of the 8-channel high-voltage electrode switch matrix during
(a) the cathodic phase, and (b) the anodic phase of electrode 4 (E4). The path of
current flow is highlighted in red, and the direction is indicated by the arrows.
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Table 5.3: Channel mode selection logic used in the digital control and electrode
switch matrix. sel chan[1:0] is programmed through the serial programming interface.
Mode sel chan[1:0] md4 md6 md8 md68 Active switches, Si
4-channel 00 1 0 0 0 i = 1, 3, 5, 7
6-channel 01 0 1 0 1 i = 1, 2, 3, 5, 6, 7
8-channel 1x 0 0 1 1 i = 1, 2, 3, 4, 5, 6, 7, 8
and S4C turn on. The current flows negatively through E4, and the path and direction
of the current flow is highlighted in red. The value of the current is determined by the
6-bit current source (IDAC [5:0]) which will be described in Section 5.5.2. Fig. 5-12(b)
shows the anodic phase following the cathodic phase, where SC and S4C turn off,
and SA and S4A turn on which reverses the direction of current flow in the electrode.
During each of the cathodic and anodic phases, an on-chip digital waveform controller
controls the current source to provide any arbitrary waveform shape.
Since the switch matrix works like an H-bridge, current always flows from VMID,
which is a high-voltage supply (5V to 10V), to ground. In between the cathodic and
anodic phases, an optional switch Sdum can be used to insert an inter-phase gap.
After the completion of each pulse, Si is de-asserted and therefore switch S¯i is turned
on to short the electrode to ensure that any residual charge is removed. Although
not pictured, a large DC blocking capacitor (220nF) is also placed in series with
the electrodes to ensure that there is no DC current flowing to the tissue for safety
reasons.
Switch Matrix Timing Diagram
Figure 5-13 shows the timing diagram of the digital control for the electrode switch
matrix in 8-channel mode over a single analysis period (i.e., the period over which
each electrode gets stimulated once). The circuit block diagrams generating all of
the signals in the timing diagram is provided later in Figure 5-16. The start of each
stimulation cycle begins on the rising edge of φLO (1kHz) which generates a stim start
pulse and also asserts en33 which is used to enable the 3.3V supply from which the
current source circuits operate.
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Figure 5-13: Timing diagram of the digital control of the electrode switch matrix in
8-channel mode over a single analysis period.
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Stimulation is enabled when stim en is asserted, and the electrode selection signals
Si are generated by an electrode selection state machine that is clocked by φHI . Note
that en33 rises half a cycle before stim en is asserted in order to provide adequate
time for the current source circuits to settle after powering up. Non-overlapping clocks
φR, φP , and φM are generated from φHI . The switch signals SC , SA, SiC , SiA, and
Sdum are derived from gating φR, φP , and φM with the appropriate control signals
(stim en and Si). Stimulation is complete on the positive edge of stim done, which
de-asserts stim en and en33. Note that the stimulation phase width is governed by
the frequency of φHI which is a variable frequency clock. The phase width is equal
to 1
2fφHI
and the total pulse width is twice that value.
Finally, enD is used to gate the digital input code to the current source to ensure
that it is in a low-current state when disabled which helps with settling transients.
5.5.2 Current Source
For a comparison between a current source-based stimulator and a DC-DC converter-
based stimulator, the reader can refer to Appendix B. The current source used in
this work is based on the voltage-controlled resistor (VCR) topology from [155] which
is chosen for its large output impedance and high voltage compliance. However, in
this work, a current-steering DAC is designed to achieve fast settling in the current
source. High output impedance is needed to ensure that the current delivered does
not depend on the electrode impedance. Voltage compliance is defined as the range
of the stimulator supply voltage (VMID) for which the current remains within 1% of
its nominal value, and therefore a high voltage compliance is needed for efficiency and
also to prevent saturation of the current source when the electrode impedance and
the stimulation current are high.
The schematic of the current source operating from a 3.3V supply is shown in
Figure 5-14. It provides 6 bits of resolution which is typically sufficient for electrical
hearing using cochlear implants [84]. The current source uses feedback to force a
reference voltage VDSREF across a resistor, shown in Fig. 5-14 as a voltage-controlled
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Figure 5-14: Schematic of the 6-bit current source with a fast-settling current-steering
DAC and large voltage compliance based on [155]. All devices are 3.3V transistors
except for MHV which is a high-voltage NMOS transistor.
resistor with value RV CR. Therefore, the output current is simply
IDAC =
VDS
RV CR
=
VDSREF
RV CR
(5.15)
where VDS = VDSREF through the virtual short (as long as the loop gain is high). Ei-
ther the voltage VDSREF or resistance RV CR can be varied to change IDAC . However,
varying VDSREF would change the voltage compliance of the circuit and therefore
RV CR is used as the variable element. The VCR comprises a bank of NMOS tran-
sistors that act together to provide a linear resistance. As the name suggests, the
value of RV CR is a function of the gate voltages VG[3:0] which are generated with the
current-steering DAC shown on the left of the figure. M0 is the main triode device
that carries the majority of IDAC , and it is controlled by VG[0]. Considering M0 only,
its resistance in the linear region is given by
RV CR,M0 =
[
dids
dvgs
]−1
≈ 1
µCox
W
L
(Vgs − Vt) =
1
K(VG[0]− Vt) (5.16)
where K = µCox
W
L
and Vt is the threshold voltage. Therefore, by combining Equa-
tions 5.15 and 5.16, we see that IDAC = VDSREFK(VG[0] − V t). Therefore, as long
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as VG[0] is linear with the DAC code, IDAC will be linear as well. M1 to M3 are
auxiliary devices controlled by VG[1:3] (which are a fraction of VG[0]) that carry a
small fraction of the total current to help linearize M0. VDSREF is set to 100mV
to ensure that M0 is in triode, and to limit the headroom of the current source to
achieve high compliance. The output device (MHV) is the only high-voltage device in
the current source because it connects to the high-voltage switch matrix that drives
the electrodes. It must be kept in saturation to keep the loop gain of the feedback
loop high, and requires approximately 100mV of drain-source voltage. Therefore, the
output node VSINK can be as low as 200mV which maximizes the voltage compliance
of the circuit (e.g., 6.8V of compliance is achieved when VMID = 7V).
The DAC in Figure 5-14 leverages current steering to achieve very fast settling
which is needed to generate arbitrary waveforms with a short time step (e.g., a phase
width of 25µs with 10 steps/phase requires a time step of 2.5µs). The input code
D[5:0] from a digital arbitrary waveform controller steers binary-weighted currents
to IP which is then mirrored to the output branch. A resistor string converts that
code-dependent current into the control voltages VG[3:0] which are linear with D[5:0]
as desired. The bias current IB is set such that the full scale of IDAC is 1mA which
is needed for cochlear implant applications.
5.5.3 Digital Waveform Interface
The previous two sections described the core analog circuits of the stimulator. That
is, the high-voltage electrode switch matrix used to select the active electrode and
control the direction of the stimulation current, which is generated by a fast-settling
6-bit current source with high output impedance and voltage compliance. In this
section, the digital control for the stimulator is discussed. In order to minimize power
consumption, the digital controller operates at 0.6V. Therefore, a two-stage level
shifter shown in Figure 5-15 is used between the ultra-low-voltage digital domain and
the high-voltage domain of the switch matrix. An intermediate voltage of 1.8V is
used in the level shifter between 0.6V and VDDG which can be 7V to 12V.
Figure 5-16 shows the block diagrams of the digital control circuits for the stimu-
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Figure 5-15: Schematic of the two-stage level shifter from 0.6V to 1.8V to VDDG
used to interface between the ultra-low-voltage digital control and the high-voltage
electrode switch matrix. High-voltage devices are indicated with a hollow gate symbol.
lator. Fig. 5-16(a) shows the custom-designed electrode selection state machine that
generates S1 to S8 which are asserted in sequence to signify the active electrode (E1
to E8). Control signals md68 and md8 (see Table 5.3) are used to reconfigure the
state machine between 4-, 6-, and 8-channel modes. The state machine is triggered
with a positive edge of φLO, and the signals Si are shifted out serially with φHI,D
which is a delayed version of φHI . This is to ensure that Si transitions just after the
the negative edges of SA and SiA to avoid glitching in the switches. Other control
signals (stim en, stim start, en33, and stim done) that govern the stimulation cycle
are also generated by this state machine (see Figure 5-13).
Fig. 5-16(b) shows the generation of the control signals for the switch matrix.
A non-overlapping clock generator generates φR, φP , and φM which are shown in
Figure 5-13. The control signals for the switch matrix are generated by gating Si and
stim en with the non-overlapping clocks. The width of the inter-phase gap (i.e., the
width of φR) is set by sel ipg[1:0] which control the timing of one-shot circuits.
Finally, Fig. 5-16(c) shows the digital arbitrary waveform interface that controls
the shape of the pulses delivered to the electrodes. The corresponding timing diagram
over two stimulation pulses is shown in Figure 5-17. An example using electrode 1
(E1) will help illustrate the operation of the control. In the timing diagram shown
in Figure 5-17, the waveforms for E1 are shown in red. While S1 is asserted, the
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Figure 5-16: Ultra-low-voltage (0.6V) digital control of the stimulator. (a) Electrode
selection state machine, where S1 − S8 determine the active electrode in the array.
Control signals md68 and md8 are defined in Table 5.3, where md68 is asserted for
6- and 8-channel modes, and md8 is asserted for 8-channel mode only. (b) High-
voltage switch matrix control generation. Si is determined by the channel modes
listed in Table 5.3, and sel ipg[1:0] sets the duration of the inter-phase gap. (c)
Digital arbitrary waveform interface for the stimulator. Buses w00[3:0] to w15[3:0]
determine the waveform shape, and dstimA[5:0] to dstimH[5:0] are the outputs of each
channel from the sound processor used to modulate the strength of the waveform.
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Figure 5-17: Timing diagram of the digital arbitrary waveform interface shown in
Figure 5-16(c). This example shows 8 steps per pulse (4 per phase), but the interface
supports up to 16 steps per pulse (8 per phase). Electrode 2 receives more current
than electrode 1 because channel B (dstimB[5:0]) from the sound processor has a
larger value than channel A (dstimA[5:0]). All values shown are in decimal format.
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channel select block selects dstimA[5:0] from the sound processor. At the same time,
a step counter clocked on φW (a high-frequency waveform clock) counts from cnt
= 0 to spp − 1, were spp is the number of steps per pulse. In this example, spp
= 8 for simplicity, but the actual implementation allows for up to 16 steps/pulse
(i.e., 8 steps/phase). The value of cnt determines which waveform value (w00[3:0] to
w15[3:0]) is multiplied with dstimA[5:0] to generate the output D[5:0] which is the
input to the current source. The waveform values (w00 to w15) are programmed
onto the SoC through the serial programming interface. In this way, the output of
the sound processor (dstimA[5:0]) modulates the height of the pulse, which has an
arbitrary waveform shape determined entirely by w00 to w15. In the example shown
in Figure 5-17, w00 to w03 specify the shape of the cathodic phase, while w04 to w07
specify the shape of the anodic phase (w08 to w15 are unused). The step counter is
reset after each φHI period, and the process repeats for the next electrode. In the
example, since dstimB[5:0] = 43 is larger than dstimA[5:0] = 20, the peak of the
current pulse through E2 is higher. Finally, the frequency of φHI and φW can both
be tuned to vary the phase width and number of steps/phase respectively.
Although the waveform values (w00 to w15) can take on any arbitrary value, it is
important to ensure that the charge delivered during the cathodic phase is as close
as possible to the charge delivered during the anodic recovery phase. In practice, this
limits the flexibility of the waveform shape. However, the stimulator in this work
uses DC blocking capacitors and a shorting phase to ensure that no DC current is
delivered to the tissue.
5.6 Prototype Measurement Results
A prototype test chip of the fully-implantable CI SoC was implemented in a 0.18µm
high-voltage CMOS technology, and the die photo is shown in Figure 5-18. The
entire chip including pads measures 3.6mm × 3.6mm, while the active die area is
3.36mm2. The chip was packaged in a 128-lead thin QFP package and the PCB used
for chip characterization is shown in Figure 5-19. Models of the piezoelectric sensor
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Figure 5-18: Die photo of the fully-implantable CI SoC prototype implemented in a
0.18µm high-voltage CMOS technology.
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Figure 5-19: Printed circuit board for CI SoC testing and characterization.
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Figure 5-20: Measured gain response of stage 1 of the piezoelectric sensor front-end
with (a) CP=0.56nF, and (b) CP=3.2nF for various gain settings. Simulation results
are shown with dotted lines.
and stimulation electrodes were included on the PCB, and an Opal Kelly XEM3010
development board was used to provide communication between the prototype and a
Matlab API on a laptop computer.
5.6.1 Piezoelectric Sensor Interface
The frequency response of the PZFE was measured with a 35670A Dynamic Signal
Analyzer (Agilent Technologies). Outputs from the PZFE were buffered with high
input-impedance op-amps (Analog Devices AD8605). A 16-bit 100kS/s ADC (Analog
Devices AD7683) was also used to digitize the PZFE outputs for noise measurements.
All measurements of the PZFE were made with an analog supply voltage of 1.5V.
Frequency Response
Figure 5-20 shows the measured frequency response of stage 1 of the PZFE for CP =
0.56nF and 3.2nF which span the expected values for reasonable sizes of the piezo-
electric sensor. For CP = 0.56nF, the gain can be set from 21.2 to 41dB, while for CP
= 3.2nF, the gain can be set from 33.8 to 53dB by varying C1f . At the lowest value
for C1f (i.e., highest gain setting), the high-pass corner frequency is 300Hz which is
the lowest frequency processed by the CI sound processor. R1i can be set to provide
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Figure 5-21: Measured gain response of (a) stage 2, and (b) stage 1 and 2
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the desired low-pass cut-off. Simulation results are shown with dotted lines, showing
good agreement with measured results.
Figure 5-21(a) shows the frequency response of stage 2 which provides additional
programmable gain in 6dB steps by setting R2f . Figure 5-21(b) shows the combined
response of stage 1 and 2 for CP = 0.56nF, C1f = 12pF, R1i = 21kΩ and various R2f
settings.
Input-Referred Noise
The overall noise performance of the PZFE is dominated by the noise of stage 1.
Figure 5-22(a) shows the measured input-referred noise density for stage 1 with CP
= 3.2nF for various gain settings with a total current of ISTG1 = 4.5µA. Small spurs
are present in the spectrum at 300Hz, 420Hz, and 540Hz which are the 5th, 7th, and
9th harmonics of the 60Hz power-line noise. At a nominal gain setting of 40dB (C1f
= 34pF), the total integrated noise over the bandwidth of the CI sound processor
from 300Hz to 5.5kHz is 1.93µVrms which is less than the minimum expected signal
at 40dB SPL as discussed in Section 4.1.3. It also shows good agreement with the
noise analysis and simulation results presented in Section 5.3.1.
For the noise efficiency factor (NEF) calculation of the stage 1 charge amplifier [81],
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Figure 5-22: Measured input-referred noise density of stage 1 for CP=3.2nF with (a)
various gain settings, and (b) C1f=34pF and various bias currents.
the total integrated noise from 300Hz to 25kHz is 2.65µVrms, corresponding to a NEF
of 2.68 (based on a 6.5kHz 3dB bandwidth). When factoring in the supply voltage of
1.5V, the PEF is 10.7 [26].
The noise within the signal bandwidth is dominated by thermal noise which can
be lowered by increasing the total current in the stage 1 op-amp. Figure 5-22(b)
shows the input-referred noise density when the total current is varied from 1.13µA
to 7.97µA for C1f = 34pF. When ISTG1 is lowered to 1.13µA, the total integrated
noise increases to 3.16µVrms, whereas when ISTG1 is set to its maximum value of
7.97µA, the total integrated noise is reduced to 1.76µVrms.
The same set of measurements was repeated with CP = 0.56nF and the results
are summarized in Table 5.5 at the end of this chapter.
ADC
Since the ADC used in this work was ported from the ADC of the MSFE system
for ECG monitoring described in Chapter 2, the measurement results are similar to
those found in Section 2.4.5. The measured INL and DNL are -0.65LSB/+0.69LSB
and -0.64LSB/+0.59LSB respectively at a sampling rate of 16kS/s, and the measured
SNDR is 52dB for an ENOB of 8.35 bits.
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THD and PSRR
Measured results show that the total harmonic distortion (THD) of the front-end is
limited by the ADC. For a maximum THD of 1% (−40dB), the system can tolerate
a maximum input signal of VP = 10mVp-p for CP = 0.56nF at a nominal gain setting
(ASTG1 = 33.4dB, ASTG2 = 0.8dB). Similarly, the maximum input signal is VP =
4.7mVp-p for CP = 3.2nF at a nominal gain setting (ASTG1 = 39.5dB, ASTG2 =
0.8dB). This corresponds to an input dynamic range of 62dB and 58.7dB respectively
for CP = 0.56nF and 3.2nF.
The PSRR of stage 1 was also measured by using the 35670A Dynamic Signal
Analyzer to generate a 400mVp-p ripple on the power supply. A PSRR of 46dB and
59dB is measured for CP = 0.56nF and 3.2nF respectively. This is important for a
system such as a CI which may be in environments with large amounts of RF noise.
5.6.2 Reconfigurable Sound Processor
The reconfigurable CIS sound processor was tested by using an arbitrary function
generator (AFG3102 from Tektronix) to generate arbitrary test signals at the input
of the ADC. The outputs of the sound processor (dstimA[5:0] through dstimH[5:0])
were recorded on a laptop computer using the Opal Kelly/Matlab interface. Since
the output of the sound processor is logarithmically compressed, spectrograms were
reconstructed in Matlab by exponentiating the data. All measurements with the ADC
and sound processor were made at a digital supply voltage of 0.6V.
To demonstrate the the reconfigurability in the number of channels of the pro-
cessor, a logarithmic chirp signal was input to the ADC. Figure 5-23(a) shows the
measured spectrogram at the output of the ADC, and panels (b), (c), and (d) show
the measured spectrogram of the processor configured in 4-, 6-, and 8-channel modes.
Since the processor uses a logarithmically spaced filter bank, its spectrogram looks
linear as expected. A Matlab simulation of the 8-channel processor is shown in Fig.
5-23(e), showing good agreement with the measured result in (d).
The sound processor also has patient-fitting knobs like adjustable threshold (THR)
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Figure 5-23: Measured spectrograms at the output of the (a) ADC, (b) 4-channel
sound processor, (c) 6-channel sound processor, and (d) 8-channel sound processor
when a logarithmic chirp signal is applied at the input. (e) Ideal Matlab simulation
output to compare against the measured results shown in (d).
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Figure 5-24: Measured spectrograms of a chirp at the output of the sound processor
(8-channel mode) with (a) equal THR/MCL among all channels, (b) emphasis on
high-frequency channels, and (c) emphasis on low-frequency channels.
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Figure 5-25: Measured spectrograms of the words (a) /choice/, and (b) /bit/ at the
output of the piezoelectric sensor front-end (row 1), ADC (row 2), and 8-channel
sound processor (row 3). The ideal Matlab simulation of the 8-channel processor is
shown in row 4 for comparison.
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and most-comfortable-level (MCL) which can be set individually for each channel.
Figure 5-24 shows measured chirp spectrograms of the processor in 8-channel mode
with (a) equal THR/MCL settings in all channels, (b) emphasis on high-frequency
(basal) channels, and (c) emphasis on low-frequency (apical) channels.
Aside from the test chirp signal, the words “choice” and “bit” were generated
at the input of the PZFE using an arbitrary function generator to demonstrate the
operation of the full signal chain from the PZFE to the sound processor with speech
signals. Figure 5-25 shows measured spectrograms of the words (a) “choice” and (b)
“bit” at the output of the PZFE (row 1), ADC (row 2), and sound processor in 8-
channel mode (row 3). A Matlab simulation of the processor is provided in row 4 for
comparison. Note that the measured sound processor spectrogram also includes any
non-idealities and bandwidth limitations of the PZFE and ADC.
5.6.3 Arbitrary Waveform Stimulator
This section presents measurement results of the arbitrary waveform stimulator and
high-voltage electrode switch matrix.
Current Source
The core of the stimulator is the 6-bit current source which is required to have high
output impedance and wide voltage compliance. Figure 5-26(a) shows the measured
output current (IDAC) versus VSINK from 0 to 8V. The full-scale current at a digital
input code of 63 is 1mA as designed. The output impedance of the current source
is given by
(
dIDAC
dVSINK
)−1
. The actual output impedance of the current source could
not be measured beyond 20MΩ because of the limited accuracy of the Keithley 2400
SourceMeter used to measure the current. However, simulations show that the output
impedance is 300MΩ which is well beyond the requirement.
Fig. 5-26(b) is a zoomed-in version of the plot in Fig. 5-26(a) which shows the
headroom required in the current source. The voltage compliance is defined as the
range of the supply voltage for which the current remains within 1% of its value at
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Figure 5-26: (a) Measured output current versus VSINK of the stimulator current
source for various input codes. (b) Zoomed-in version of the plot in (a) illustrating
the large voltage compliance.
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Figure 5-27: (a) Measured output current versus input DAC code for the stimulator
current source. (b) Static linearity of the transfer curve in (a).
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the nominal (high) end of the supply voltage [155]. The worst case compliance occurs
at the full-scale of 1mA (D=63) where a headroom of 0.22V is required. For VMID =
7V, this translates to a voltage compliance of 6.78V.
The linearity of the current source is plotted in Figure 5-27. The current IDAC ver-
sus the input code is plotted in Fig. 5-27(a), while the INL and DNL are shown in Fig.
5-27(b). The 6-bit current source achieves an INL and DNL of -0.21LSB/+1.25LSB
and -0.14LSB/+0.16LSB respectively which is adequate for neural stimulation appli-
cations.
Arbitrary Stimulation Waveform
When the low-voltage digital arbitrary waveform interface is used to control the cur-
rent source, arbitrary biphasic stimulation waveforms can be easily generated. The
shape of the waveform is programmed into the chip via a serial programming interface.
Figure 5-28 shows the measured current and voltage from a model electrode with Rs
= 3kΩ and Cd = 10nF for (a) a rectangular waveform, and (b) an energy-optimized
waveform from a genetic algorithm (GA) discussed in Section 3.2.2. The waveforms
are scaled in magnitude to achieve the same neural response based on nerve fiber sim-
ulations. Even though the GA waveform shape requires a higher peak current than
the rectangular waveform, it consumes less energy and generates a smaller electrode
voltage for this particular combination of electrode impedance and PWs. The latter
observation implies that the stimulator supply voltage (VMID) could potentially be
reduced for the GA waveform which is similar to the findings in [156].
The phase width (PW) and number of steps per phase can also be adjusted by
setting the frequency of the φHI and φW clocks, and PWs of 25µs, 31.25µs, and 50µs
with 8 steps/phase are shown in Figure 5-28. Figure 5-29 shows measurements of
additional arbitrary current waveforms to further demonstrate the flexibility of the
stimulator. The waveforms were measured with a differential preamplifier (Tektronix
ADA400A) and a small sense resistor (80.6Ω) was used to sense the current.
Measurements were also performed with a range of electrode impedances to high-
light the high output impedance of the current source. Figure 5-30 shows mea-
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Figure 5-28: Measured current and voltage of a model electrode (Rs=3kΩ, Cd=10nF)
for phase widths of 25µs, 31.25µs, and 50µs (8 time steps/phase) with (a) a rectan-
gular waveform, and (b) optimized waveform from a genetic algorithm.
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Figure 5-29: Measured electrode current through a model electrode (Rs=3kΩ,
Cd=10nF) with a phase width of 31.25µs (8 time steps/phase) and arbitrary wave-
form shape: (a) decreasing exponential cathodic, increasing exponential anodic, (b)
decreasing exponential cathodic, rectangular anodic, (c) triangular cathodic, triangu-
lar anodic, and (d) pulsed cathodic, sinusoidal anodic.
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Figure 5-30: Measured electrode current and voltage for a rectangular waveform (25µs
phase width) over different electrode impedances. (a) Cd=10nF, Rs=1.9, 3, and 5kΩ.
(b) Rs=3kΩ, Cd=4.7, 10, and 14.7nF.
sured current and voltage waveforms for a rectangular pulse over a range of electrode
impedances (Cd = 4.7nF to 14.7nF, Rs = 1.9kΩ to 5kΩ). The stimulator is able
to maintain the same current across different electrode impedances due to its high
output impedance.
Lastly, the average DC current error of the stimulator is well below the safety
requirement of 100nA with the use of DC blocking capacitors (220nF) placed in
series with the electrode, together with a shorting period.
Electrode Switch Matrix
The high-voltage electrode switch matrix is used to interleave the current source
across all electrodes in monopolar configuration (i.e., all electrodes share a common
return electrode that provides the return path for the current). Figure 5-31(a) shows
a measurement of the interleaved current pulse trains at 1,000 pulses/sec per elec-
trode through all 8 electrodes as required by the CIS sound processing strategy. The
stimulation rate corresponds to the 1kHz update rate of the sound processor, and the
height of the pulses is modulated by the processor output. In this measurement, the
pulses are programmed to be rectangular with a PW of 31.25µs such that the current
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Figure 5-31: (a) Measured interleaved current pulse trains at 1,000 pulses/sec through
the electrodes in 8-channel mode. (b) Measured voltages E1 − E8 and Ecom of the
high-voltage electrode switch matrix during one cycle of stimulation (electrodes are
modeled by Rs=3kΩ, Cd=10nF).
source is active for 50% of the 1ms period ((2×31.25µs)×8 = 500µs).
Figure 5-31(b) shows the corresponding voltages measured on the electrode sites
(E1 − E8 and Ecom) of the switch matrix in Figure 5-12 for one cycle of stimulation.
Stimulator Power Consumption
In order to estimate the power consumption of the stimulator in a typical conversa-
tional setting, a two second long clip of speech (“her husband brought some flowers”)
downloaded from [157] was looped and played into the sound processor. Measure-
ments were collected with the processor in 8-, 6-, and 4-channel modes, and stim-
ulation phase widths of 25µs, 31.25µs, and 50µs for four different waveform shapes
(rect/rect, dexp/iexp, dexp/rect, and GA). The magnitude of the waveforms were
scaled to achieve the same neural response based on nerve fiber simulations. Figure
5-32 summarizes the measured power consumption with VMID = 7V, which also in-
cludes the power consumption of the digital waveform interface at 0.6V, level shifters
at 1.8V, and current source circuits at 3.3V.
For all waveforms, the power increases with the PW and number of channels
because the current source must be active for a longer amount of time each period.
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Figure 5-32: Measured total stimulator power at VMID=7V across 8, 6, and 4-channel
modes and various stimulation waveforms for phase widths of (a) 25µs, (b) 31.25µs,
and (c) 50µs. (rect/rect: rectangular cathodic, rectangular anodic, dexp/iexp: de-
creasing exponential cathodic, increasing exponential anodic, dexp/rect: decreasing
exponential cathodic, rectangular anodic, GA: genetic algorithm waveform)
The duty cycle of the current source is simply (2×PW×Nchan)/Ta where Nchan is
the number of active channels and Ta = 1ms is the analysis period of the processor.
Therefore, when the stimulator uses a PW of 25µs in 4-channel mode, the current
source is active for only 20% of each period, while a PW of 50µs in 8-channel mode
requires a duty cycle of 80%. However, the increase in power is not strictly linear
with duty cycle because the waveforms at longer PWs typically have lower magnitudes
because of the strength-duration characteristic of nerve fibers. That is, a pulse with
longer duration requires a lower peak magnitude to initiate a spike in a nerve fiber.
When comparing across waveforms, both waveforms with a decreasing exponen-
tial cathodic phase (dexp/iexp, dexp/rect) require less power than the rectangular
waveform. Furthermore, as expected, the genetic algorithm (GA) waveform is the
most efficient, providing a savings of approximately 22% at PW=25µs and 29% at
PW=50µs.
Aside from being able to program the THR and MCL patient fitting knobs for
each channel, the sound processor can also reconfigure its global channel gain (applied
to all channels) as well as the amount of logarithmic compression C (see Equation
5.13). Both parameters influence the output of the sound processor and therefore
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Figure 5-33: Measured total stimulator power (with optimized genetic algorithm
waveform shape) versus channel gain setting in the CIS sound processor for compres-
sion factors of C = 1024, 128, and 16.
impacts the strength of the stimulus provided by the stimulator which is reflected
by its power consumption. Figure 5-33 shows the power consumption trends (for
the GA waveform) over channel gain settings for C = 1024 (most compressed), 128
(moderately compressed), and 16 (most linear).
5.6.4 Power Consumption
The power consumption of the entire SoC with a speech input is summarized in Table
5.4. The PZFE consumes 6.83µA from a 1.5V analog supply under nominal settings,
resulting in 10.25µW of power consumption. The ADC and CIS sound processor con-
sume 1.9/1.57/1.43µW of power from a 0.6V digital supply in 8/6/4-channel modes
respectively. When the stimulator is programmed with the GA waveform with a PW
of 31.25µs, the total stimulation power is 560/413/269µW in 8/6/4-channel modes for
VMID = 7V, corresponding to 98/97/96% of the total SoC power. Reconfigurability
in the number of channels allows for a power-performance tradeoff.
At a phase width of 31.25µs, the GA waveform reduces the stimulation power by
approximately 24% when compared to a rectangular waveform. Since the stimulation
power dominates the power of the entire SoC, this savings is transferred directly to
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Table 5.4: Measured breakdown of typical power consumption in the CI SoC. The
stimulator power is measured with a speech input, using the genetic algorithm pulse
shape with a phase width of 31.25µs, and nominal CIS processor settings.
Block
Supply Supply Power
Voltage [V] Current [µA] [µW]
Piezoelectric sensor front-end 1.5
Stage 1 (charge amplifier) 4.50 6.75
Stage 2 (PGA) 0.91 1.37
Stage 3 (ADC driver) 1.42 2.14
SAR ADC 0.6 0.51 0.31
Digital CIS sound processor 0.6
(8/6/4-channel modes) 2.65/2.10/1.87 1.59/1.26/1.12
Stimulator and switch matrix (8/6/4-channel) (8/6/4-channel)
Digital waveform interface 0.6 0.58/0.54/0.49 0.35/0.32/0.30
Intermediate level shifters 1.8 0.21/0.16/0.11 0.38/0.29/0.20
Current source circuits 3.3 22.7/17.4/12.1 74.9/57.4/39.9
VMID (5V to 10V) 7 68.4/50.2/32.3 479/351/226
VDDG (7V to 12V) 9 0.60/0.45/0.30 5.40/4.05/2.70
Total (8-channel mode) 572
Total (6-channel mode) 425
Total (4-channel mode) 281
the overall system, resulting in an overall SoC power savings of 23%.
5.7 System Demonstration with a Mounted Sensor
The FICI SoC was tested with an actual piezoelectric sensor mounted on a human
cadaveric temporal bone (bone098) with the help of Dr. Heidi Nakajima at the
Massachusetts Eye and Ear Infirmary. The frequency response of the middle ear
and attached sensor was characterized using the SoC following the same procedure
outlined in Chapter 4 to check the condition of the bone. This section presents results
of the system demonstration.
An arbitrary function generator (Tektronix AFG3102) was used to generate a clip
of speech (“her husband brought some flowers”) which was amplified by a Crest audio
amplifier and played into the ear canal of the temporal bone through a speaker. The
signal from the umbo-mounted piezoelectric sensor was picked up by the PZFE and
processed by the CIS sound processor on the SoC. From the sound processor output, a
spectrogram was generated, and sound was reconstructed (similar to sound synthesis
in vocoders). For the sound reconstruction, the output of each channel is used to
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Figure 5-34: (a) Spectrogram and time-domain waveform of the input speech sig-
nal (“her husband brought some flowers”) to the audio amplifier driving the speaker
placed in the ear canal of the temporal bone. (b) Simulated spectrogram and re-
constructed sound of the 8-channel processor in Matlab. (c) Measured spectrogram
and reconstructed sound from the CI SoC with the piezoelectric sensor mounted on
a temporal bone.
modulate a pure tone with a frequency equal to the center frequency of that channel,
and all tones are summed up.
Figure 5-34(a) shows the spectrogram and time-domain waveform of the input
speech signal in the ear canal, and Figures 5-34(b) and (c) show the simulated and
measured spectrograms and reconstructed sound of the processor in 8-channel mode.
The measured output includes some non-idealities like the bandwidth limitations of
the PZFE, but it preserves the envelope information of the speech signal. Essentially,
this demonstrates hearing with a cadaver ear using a mounted piezoelectric sensor
and the FICI SoC.
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5.8 Chapter Summary
This chapter presented the design, analysis, and characterization of a proof-of-concept
SoC in a 0.18µm high-voltage CMOS technology for a fully-implantable cochlear im-
plant. A custom piezoelectric sensor front-end (PZFE) for an umbo-mounted piezo-
electric sensor is optimized for low-noise and ultra-low-power, and its key measured
performance metrics are summarized in Table 5.5. Overall, the PZFE has the re-
quired dynamic range for speech, it can accommodate a range of sensor sizes with
programmable gain settings, and it consumes only 10.3µW from a 1.5V supply. This
is almost two orders of magnitude lower when compared to the discrete prototype
described in Chapter 4 which uses five commercially-available AD8603 op-amps con-
suming 660µW from 3.3V.
Second, a reconfigurable multi-rate CIS sound processor is designed, consum-
ing just 1.6µW from 0.6V in the 8-channel mode, and its performance summary is
provided in Table 5.6. It leverages ultra-low-voltage digital processing to improve
energy-efficiency, and it can be reconfigured in 8-, 6-, and 4-channel modes to enable
a power-performance tradeoff. Furthermore, the processor parameters are highly re-
configurable to enable a patient-specific fit.
Third, the design of an arbitrary waveform stimulator allows the SoC to deliver
energy-efficient neural stimulation waveforms to reduce the stimulation power. Be-
cause the PZFE and sound processor consume just over 10µW combined, the stim-
ulator power represents more than 95% of the total SoC power. By being able to
deliver alternate energy-efficient waveforms like the GA waveform from Chapter 3,
the overall SoC power is reduced by 23% at a phase width of 31.25µs when compared
to conventional rectangular stimulation. The performance summary of the stimulator
subsystem is provided in Table 5.7.
Lastly, a demonstration of the SoC with a piezoelectric sensor mounted on the
umbo of a human cadaveric temporal bone was completed by playing a clip of speech
into the ear canal, and reconstructing the output of the SoC. This demonstrated
hearing with a cadaver ear using an implantable sensor and the SoC. Overall, the
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Table 5.5: Measured performance summary of the piezoelectric sensor front-end. 1The
input-referred noise is from stage 1 only (stage 1 dominates the overall noise budget).
2The NEF and PEF calculations are based on the input-referred noise of stage 1
integrated from 300Hz to 25kHz, using a 6.5kHz 3dB bandwidth.
Sensor size CP=0.56nF CP=3.2nF
Supply voltage 1.5V
Total front-end power 10.26µW
Stage 1 gain 21.2 to 41dB 33.8 to 53dB
(charge amplifier) (C1f=48 to 6pF) (C1f=66 to 8.5pF)
Stage 2 gain (PGA) 0.8, 6.8, 12.4, 18, 23.8, 29.4dB
Stage 3 gain (ADC buffer) 12dB
Tunable low-pass cut-off 6 to 7kHz
1Input-referred noise 2.81µVrms 1.93µVrms
(300-5500Hz) (C1f=12pF) (C1f=34pF)
Maximum input signal 10mVp-p 4.7mVp-p
(1% THD) (C1f=12pF) (C1f=34pF)
Input dynamic range 62dB 58.7dB
2NEF/PEF (stage 1 only) 4.01/24.1 2.68/10.7
PSRR 46dB 59dB
Table 5.6: Measured performance summary of the ADC and reconfigurable CIS sound
processor.
Supply voltage 0.6V
SAR ADC
Resolution 9 bits
Sample rate 16kS/s
Linearity
INL: -0.65/0.69LSB
DNL: -0.64/0.59LSB
SNDR/ENOB 52dB/8.35b
Figure-of-merit 66.7 fJ/conversion-step
Power consumption 0.31µW
Reconfigurable CIS Sound Processor
Total bandwidth 300Hz to 5500Hz
Number of channels 8, 6, or 4
Analysis filters
Multi-rate decimation filter with
FIR filter bank (-30dB stop band)
Input data rate and resolution 16kHz, 9 bits
Rectification Full-wave or half-wave
Envelope detector low-pass cut-off 400Hz (2nd-order Butterworth)
Envelope update rate 1kHz
Channel gain settings 1/16, 1/8, 1/4, 1/2, 1, 2, 4, 8
Compression function
Y =ln(1 + CX)/ln(1 + C)
C=1024, 128, 16
Threshold (THR) and most-comfortable-
3 bits
level (MCL) tuning resolution
Output data rate and resolution 1kHz, 6 bits
Power consumption
1.59µW (8-channel)
1.26µW (6-channel)
1.12µW (4-channel)
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Table 5.7: Measured performance summary of the arbitrary waveform stimulator
and high-voltage switch matrix. 1The measurement of the current source output
impedance was limited by the accuracy of the measurement equipment.
Stimulation pulse rate/electrode 1000 pulses/sec
Number of electrodes 8, 6, or 4
Number of current sources 1, interleaved
Current source
Resolution 6 bits
Full-scale 1mA
Linearity INL: 1.25LSB, DNL: 0.16LSB
1Output impedance (measured) >20MΩ
Output impedance (simulated) 300MΩ
Voltage compliance (VMID=7V) 6.78V @ full-scale
Waveform
Type Biphasic, cathodic first
Phase width 25µs to 50µs
Arbitrary waveform Yes, up to 8 time steps/phase
Target nominal electrode impedance Cd=10nF, Rs=3kΩ
Electrode array configuration Monopolar
DC blocking capacitors Yes, required
Average DC current error/channel
100nA (with DC blocking
capacitors and shorting period)
SoC consumes less than 600µW when delivering the GA waveform during normal
conversation. This would enable 21 hours of operation from a single 5g ultra-capacitor
with an energy density of 5 W·hr/kg with 50% power conversion efficiency, therefore
permitting a one-charge-per-day usage model.
190
Chapter 6
Conclusion and Future Directions
6.1 Summary of Contributions
From a user or clinician’s point of view, there is always a desire to increase functional-
ity, maximize intelligence, and extend lifetime, while minimizing the size and burden
of medical devices. The drive for more functionality or smarts in a device, available
over a longer period of time, usually requires more energy. On the other hand, minia-
turizing the size of devices ultimately limits the volume available to energy-storage
devices. These competing requirements of personalized medical devices present an
opportunity for research and development in the area of biomedical applications that
this thesis has tried to address.
The energy problem can be addressed in two ways: 1) increase the energy available
to the system by increasing the density of energy-storage elements or by harvesting
energy from the environment, or 2) improving the energy-efficiency of the system.
This thesis focuses on the latter, by investigating the design and implementation of
ultra-low-power and energy-efficient circuits and systems for two different medical
applications. The goal for both systems is to minimize the overall system power to
meet the stringent energy requirements. This is accomplished by applying four general
low-power design principles for medical applications to a system design methodology
that considers the system holistically. This can include optimizations made at the
levels of physiology, sensors, architecture, and circuits.
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The first principle is to extend the scope of the design beyond IC design in order
to gain an understanding of the interface to the human body. Often times, this high-
level knowledge can have a profound impact in shaping the system architecture. For
example, by examining the electrode-body interface and understanding the sources
of signal aggressors that can corrupt an ECG signal, the ECG front-end architecture
was designed to specifically improve robustness against electrode offset and power-line
interference. Extending the boundary of the work can also provide new opportunities
to innovate at other layers of the design. For example, at the physiologic level, the
optimization of the shape of electrical neural stimulation waveforms can reduce the
overall power of a cochlear implant (CI) by 20-30%. This result was validated with
in-vivo measurements of threshold and loudness with two human CI subjects. At
the sensor level, the development of a low-power piezoelectric middle ear sensor with
sensitivity from 40 to 90dB SPL is a key enabler of a fully-implantable CI.
A second guiding design principle is the use of highly-digital, mixed-signal circuits
and systems. Although low-noise, robust analog design is required to interface to
the human body or real world, the balance and blend of analog and digital compu-
tation is critical for improving the energy-efficiency and robustness of the system.
For example, the ECG front-end system (conventionally an analog system) leveraged
highly-digital techniques like oversampling and ∆Σ-modulation to improve system ro-
bustness and dynamic range, and a mixed-signal feedback loop to improve robustness
against power-line interference. Furthermore, in the CI SoC, a large amount of digital
processing was used to accomplish micro-Watt reconfigurable sound processing, and
to provide ultra-low-power control of the high-voltage arbitrary waveform stimulator
that interfaces to neural tissue.
The use of highly-digital circuits and systems often leads directly to the third
design principle, which is the use of aggressive voltage scaling. Voltage scaling is
possible because medical applications are generally low-bandwidth. Scaling down to
0.6V improves the energy-efficiency of digital circuits by operating closer to their min-
imum energy point [147]. For example, a savings of greater than 5µW is achieved by
scaling the supply from 1.5V to 0.6V for the mixed-signal ECG front-end in Chapter
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2. Also, ultra-low-voltage digital computation is leveraged in the CI SoC to achieve
micro-Watt sound processing and stimulation control. Furthermore, both prototyped
systems featured a SAR ADC operating at 0.6V, which is close to its optimum energy
efficiency point [1]. Finally, Chapter 2 highlighted four low-voltage analog techniques
that enabled the analog circuits of the ECG front-end to operate from the same low
voltage digital supply. The four techniques are summarized as follows: 1) the use of
folded circuits and sub-threshold biasing to enable cascoding, 2) cascaded topologies,
3) fully-differential operation with local CMFB loops, and 4) avoiding mid-rail signal
path switches and the use of bootstrap circuits.
The final important design principle is three-pronged: integration, customization,
and optimization. First, the ECG front-end exhibited a high-level of integration by
including all peripheral functions like voltage and current referencing and clock gen-
eration on-chip. This drastically simplifies the functional and power management
requirements of the overarching band-aid system. Integration also provides opportu-
nities to optimize the interface between sub-blocks. For example, a dual-DAC SAR
ADC was merged with the SINC anti-aliasing filter in the ECG front-end system in
order to eliminate the need for a fast-settling power-hungry ADC buffer. Second, cus-
tomization of the system for a specific application can avoid wasting power on general
purpose functions such as with FPGAs and microcontrollers, or generic op-amps and
ADCs. In this thesis, this was illustrated with two custom IC prototypes for two
specific medical applications. Third, the application of fine-grained circuit-level opti-
mizations to all blocks can result in significant overall power reduction. For example,
clock gating in the CI sound processor provided power scalability with the number of
channels. Analog power gating was used to shut down the stimulator current source
when inactive. Multi-rate signal processing was leveraged in the CI sound processor
to operate only as fast as necessary. Also, digital optimizations on filter word length,
coefficients, and multiplier-less structures were also employed. Finally, careful low-
noise analog design was applied to the LNA of the ECG front-end and stage 1 of the
piezoelectric sensor-front end to achieve good analog power-efficiency.
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6.2 Future Work
Despite the contributions of this thesis, there are countless directions and opportuni-
ties for future work for both applications. Some of the more imminent directions are
discussed next.
6.2.1 Robustness in Ambulatory ECG Monitoring
A wearable monitor can be subject to large amounts of motion artifact that arise from
random motion such as walking or running. Any physical motion can cause changes
at the electrode-skin interface, as well as deformation in the skin [158]. Due to the
random nature of these artifacts, they are usually the most difficult to compensate
for. A future generation of the front-end should try to address the issue of motion
artifacts.
Techniques for motion artifact reduction typically leverage correlation with other
sensors or electrodes. For example, principle component analysis using multiple leads
can isolate motion artifact by projecting the signals onto a different set of basis
vectors [159]. Impedance monitoring of the electrode site can also be done to log
motion artifact events (assuming the motion artifacts are caused by changes in the
impedance) [10]. Lastly, adaptive LMS filtering can be done with reference signals
such as motion from accelerometers [160], electrode impedance [159], or skin stretch
from an optical sensor [161].
6.2.2 Toward a Truly Invisible Hearing Prosthesis
The goal of the proof-of-concept FICI SoC in this thesis is to demonstrate feasibility.
However, the SoC has many shortcomings, and in order to actually realize an invisible
device that can be implanted inside a human ear, numerous challenges and future
directions remain. Some of them are listed below:
• Sensor mounting, packaging, and surgical techniques: Perhaps the largest
barrier to the commercialization of this technology is the development that
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needs to be done on mounting the sensor, hermetically sealing and packaging
the system, and developing the surgical techniques to implant the system. The
piezoelectric sensor in this work was attached to a needle which was held in place
by a micro-manipulator external to the temporal bone. The final implantable
system will have to address the issue of mounting the sensor within the small
space available in the middle ear cavity. Figure 6-1 shows a proposed method
of anchoring the piezoelectric sensor to the mastoid using a tiny PCB clamp
attached to a surgical Y-plate.
• Further validation of energy-efficient neural stimulation waveform: At
this time, the experimental validation of the alternate stimulation waveforms
using cat and human data is only at its infancy. The results from two cat
subjects and two human CI subjects are only very preliminary. More subjects
will have to be tested to gather statistics regarding the efficacy of the alternate
stimulation waveforms.
• Wireless power delivery: This thesis addressed the design of the core circuit
blocks for a FICI. A wireless power delivery system will have to be developed
to rapidly and wirelessly recharge an implanted battery or ultra-capacitor once
a day [43]. An efficient power management system is also needed to power the
various analog, digital, and high voltage supply domains.
• Combined electric-acoustic hearing: Many studies have discussed the ben-
efits of combined electric and acoustic hearing [138,148,162]. For example, any
residual low-frequency acoustic hearing can be enhanced by a hearing aid, and
combined with high-frequency electric hearing from a cochlear implant. There-
fore, a future implantable device could provide electric hearing and enhance
residual acoustic hearing to maximize performance.
• Next-generation FICI: A 2nd generation of the FICI should achieve much
higher performance. For example, automatic gain control can be added to the
piezoelectric front-end, and the sound processor can be expanded to include
up to 16 channels to provide increased spectral resolution. Furthermore, the
energy-efficient stimulation waveforms are complementary to alternative sound
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Position sensor
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Figure 6-1: Proposed method of anchoring the piezoelectric sensor to the mastoid
using a tiny PCB clamp attached to a surgical Y-plate.
processing strategies like Asynchronous Interleaved Sampling (AIS) which stim-
ulates less frequently than the CIS strategy while potentially providing bet-
ter performance [96]. A digital AIS processor with energy-efficient stimulation
waveforms can be included in the next generation SoC to further reduce stim-
ulation power. Lastly, in this work, a current source-based stimulator was im-
plemented because they are simple, open-loop, have known methods of charge
balancing, and can achieve fast settling for arbitrary waveform generation. How-
ever, a large amount of power is wasted in the headroom of the current source.
Future work can explore the design of adiabatic or DC-DC converter-based
stimulators that have enough bandwidth to provide arbitrary stimulation wave-
forms for CI applications [97]. Also, charge balancing techniques can be added
to the stimulator to avoid the need for large DC blocking capacitors in order to
reduce the size of the system [163,164].
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Appendix A
ECG Signal Aggressors and
Specifications
A.1 Signal Aggressor Details
This section of the appendix supplements the discussion on ECG signal aggressors
from Section 2.1.1. All off-chip and on-chip signal aggressors are illustrated in Figure
2-2.
A.1.1 Off-Chip Aggressors
Electrode offset: Figure A-1 shows a model of the electrode-electrolyte interface for
ECG applications, where Rd and Cd model the impedance of the electrode-electrolyte
interface, Rs is the series resistance of the electrolyte gel, and Ehc is the half-cell
potential from charge accumulation arising from a chemical reaction at the electrode-
electrolyte interface [60, 61]. The half-cell potential is dependent on the electrode
material, skin anatomy, and sweat, and therefore any mismatch in Ehc between the
two electrodes used in any differential measurement can result in a large differential
DC electrode offset. As such, the front-end must have a high-pass filter (HPF) char-
acteristic and be able to reject up to ±300mV of electrode offset [62].
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Cd
Rs
Figure A-1: Model of the electrode-electrolyte interface.
Signal attenuation: At low frequencies, the contact impedance of electrodes can
range from 10’s of kΩ for wet Ag/AgCl gel electrodes, up to the MΩ range for
dry electrodes [20]. Therefore, the front-end must have high differential-mode input
impedance (>100MΩ) to prevent significant signal attenuation due to the impedance
divider effect.
50/60Hz power-line interference (PLI): Surrounding power lines can inject a
large amount of 50Hz or 60Hz interference into the system via a number of different
mechanisms: 1) magnetic induction, 2) capacitive coupling to the electrode leads,
and 3) capacitive coupling to the human body. Of the three mechanisms, capacitive
coupling to the body is the most difficult to mitigate. Since PLI cancellation is one of
the main focuses of this work, a detailed discussion on PLI is provided in Appendix
A.2.
Motion artifact: Motion artifacts are potentials that are generated when the skin-
electrode interface is disturbed [158]. These artifacts are often due to random move-
ment, making them the most difficult aggressor to compensate for.
A.1.2 On-Chip Aggressors
Device thermal noise: Transistors in any circuit (e.g., an op-amp) will contribute
to its overall input-referred noise and limit the minimum detectable signal of the sys-
tem. However, through appropriate device sizing, biasing, and amplifier topology, the
input-referred noise of an amplifier can be minimized. A measure of the power effi-
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ciency of an amplifier can be characterized by the noise efficiency factor (NEF) [81],
which normalizes the noise of an amplifier with respect to its power consumption and
noise bandwidth.
Low-frequency flicker noise: Flicker (or 1/f) noise in MOSFETs arises from
charge traps in the silicon-gate oxide interface and is independent of current density.
Because of its 1/f -shaped spectrum, flicker noise increases at lower frequencies mak-
ing it particularly troublesome for biomedical signals which reside at low frequencies.
However, flicker noise can be reduced by increasing transistor size and by using PMOS
devices rather than NMOS devices. Alternatively, for applications that require very
low noise, a modulation technique known as chopper-stabilization can be used [165].
Amplifier offset: Amplifier offset (not to be confused with electrode offset) arises
mostly from threshold voltage mismatch in differential-pair transistors due to random
dopant fluctuation. For biomedical applications where it may be necessary to achieve
low offset, increasing the size of the input devices can reduce the threshold voltage
mismatch. Alternatively, chopper-stabilization or auto-zeroing can also remove am-
plifier offset [165].
Substrate and power supply noise: Substrate and power supply noise are par-
ticularly important in mixed-signal systems, where the switching activity from noisy
digital circuits can inject unwanted noise through the substrate and/or the power
supply onto sensitive analog circuits such as the front-end. Therefore, it is important
to achieve good CMRR and power supply rejection ratio (PSRR), often through a
fully-differential architecture.
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A.2 Power-Line Interference
Power-line interference in bio-potential recording has been studied extensively in lit-
erature over the years [2, 166–168], and a commonly used model of the impedances
at the interface between the body and front-end circuits is shown in Figure A-2. The
definitions of the model parameters are provided here for convenience:
• VPL: The power-line voltage in the mains (e.g., 50Hz 230Vrms in Europe, 60Hz
120Vrms in North America)
• CP , CB: The stray coupling capacitance from the body to the power line (CP ), and
to earth ground (CB)
• iP : The displacement current through the body as a result of the coupling capaci-
tances CP and CB
• ZE1, ZE2: The electrode contact impedances for the two measurement electrodes (E1
and E2) involved with picking up the differential signal
• ZE3: The electrode contact impedance for an optional third (E3) patient ground
reference electrode (switch S3 can be opened for two-electrode systems)
• ZT : The internal body impedance between the two measurement electrodes
• ZC , ZD: The common-mode input impedance (ZC) and differential-mode input
impedance (ZD) of the front-end circuitry
• GNDE , REFSY S : The earth ground (GNDE) and the system reference (REFSY S)
for isolated systems (e.g., battery operated systems)
• CISO: The isolation capacitance between earth ground and the system reference
(100’s of pF for bench-top equipment, a few pF for isolated battery systems [168])
PLI can interfere with the system via three major mechanisms: 1) magnetic induc-
tion, 2) capacitive coupling to the electrode leads, and 3) capacitive coupling to the
human body [166]. Magnetic induction can be a problem because a conductive loop is
formed with the body, electrode leads, and front-end circuitry, and the time-varying
magnetic field can induce an ac-potential in the loop that depends on the area and
orientation of the loop, and amplitude of the magnetic field. This mechanism can be
mitigated by minimizing the area of the loop by twisting the cables, or by placing the
front-end circuits close to the body (e.g., wearable sensor nodes).
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Figure A-2: Model of the impedances at the interface between the body and front-end
for calculation of power-line interference [2].
The second mechanism is capacitive coupling to the electrode leads and this can
be addressed by using shielded cables, or by using active buffering circuitry right at
the electrode site to convert the high impedance node at the electrode-tissue interface,
to a low impedance output that is unaffected by capacitive coupling from the power
lines [52].
The third mechanism of capacitive coupling to the body is typically the most
dominant because it is the most difficult to overcome. The displacement current (iP )
through the body can be calculated as
iP =
VPL
ZCP + ZT + ZCB
(A.1)
where ZCP and ZCB are the impedances of CP and CB respectively. For typical values
of CP (0.3pF to 10pF), CB (120pF to 520pF) and ZT (up to a few kΩ) [168], the
impedance of CP dominates at 50/60Hz, and so iP ≈ VPLωCP . For expected values
of CP , iP can range from 10nArms up to 0.5µArms. The displacement current iP
can result in differential-mode interference between the two measurement electrodes
(E1 and E2) in two ways: 1) by passing through the internal body impedance ZT
201
generating a differential voltage
VDI,1 = iPZT (A.2)
between E1 and E2, and 2) generating a large common-mode interference voltage
(VCI) that is converted to differential-mode interference (VDI,2) through non-idealities
in the electrodes (mismatch between ZE1 and ZE2) and the front-end circuit (finite ZC
and CMRR). The total differential-mode interference can be expressed as VDI,tot =
VDI,1 + VDI,2.
Figure A-2 can be used to determine expressions for VCI and VDI,2. Neglecting
ZT (which is typically much less than ZCP and ZCB at 50/60Hz), VCI on the body
for two-electrode systems (switch S3 open) can be calculated as
VCI =
CP
CP + CB
· VPL. (A.3)
While this common-mode interference (VCI) would not affect a system with perfectly
matched electrodes (ZE1 = ZE2), infinite common-mode input impedance ZC , and in-
finite CMRR, any practical system will suffer from an electrode impedance mismatch
of ∆ZE = ZE1−ZE2, as well as finite ZC and CMRR. Given these non-idealities and
assuming that the percentage matching of ZC on-chip is much better than the per-
centage matching of ZE1 and ZE2, the resulting differential-mode interference VDI,2
at the input of the front-end is given by
VDI,2 =
(
ZC
ZC + ZE2
− ZC
ZC + ZE1
)
· VCI + VCI
CMRR
. (A.4)
Furthermore, assuming that a properly designed front-end will have ZC  ZE1,2, then
Equation A.4 reduces to
VDI,2 ≈
(
∆ZE
ZC
+
1
CMRR
)
· VCI . (A.5)
Therefore, by combining Equations A.2, A.3 and A.5, the total differential-mode
interference as a result of the displacement current is given by
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VDI,tot = VDI,1 + VDI,2 ≈
[
ωCPZT +
(
∆ZE
ZC
+
1
CMRR
)(
CP
CP + CB
)]
· VPL. (A.6)
Examining the parameters from Equation A.6, the only parameters that are con-
trolled by the system designer are ZC and CMRR. Even if these were ideal and infinite,
the differential-mode interference would still be VDI,tot = ωCPZTVPL. As a numerical
example, assuming worst case values of CP = 15pF, ZT = 2kΩ and a line voltage of
VPL=120Vrms at 60Hz, the differential-mode interference can be as large as VDI,tot =
1.36mVrms (3.84mVp-p) which can be as large as (or larger than) the ECG signal itself
(0.1mVp-p to 5mVp-p). If finite ZC and CMRR are factored in, VDI,tot up to 10mVp-p
can be possible.
Methods to Reduce Differential-Mode Interference
Considering the analysis in the previous section, it is clear that there is no way for the
system designer to eliminate the differential-mode interference VDI,1 = iPZT which
results from iP passing through the body impedance ZT . However, VDI,2 (Equation
A.5) can be minimized by ensuring that the front-end provides very large ZC and
CMRR. Specifications for values of ZC and CMRR will be discussed in Appendix
A.3.
Another method to reduce VDI,2 is to limit the common-mode interference VCI ,
which is usually necessary for practical purposes anyway. For example, using Equa-
tion A.3 with typical values of CP=5pF, CB=250pF, and VPL=120Vrms at 60Hz,
VCI=2.35Vrms (6.65Vp-p), which is beyond the supply rails for any front-end imple-
mented in a deep sub-micron CMOS technology. Therefore, a common way to limit
VCI is to use a third patient ground electrode (E3 in Figure A-2 with switch S3 closed)
to provide a low impedance path to the isolated system ground reference (REFSY S)
for iP .
Another classic method to further reduce VCI is to use the Driven-Right-Leg tech-
nique [169], which senses the common-mode voltage on the body and uses a feedback
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amplifier to drive it to zero. This active feedback loop reduces the effective impedance
between the body and REFSY S, and limits VCI even more when compared to using
just a passive ground electrode.
However, as mentioned previously, even if both ZC and CMRR were infinite, and
the Driven-Right-Leg technique was applied, there would still be a residual amount
of differential-mode interference due to the displacement current passing through ZT .
This residual amount of interference can only be eliminated by notch filtering [59]
which is discussed in Section 2.2.2.
A.3 System Specifications Details
This section of the appendix supplements the discussion on system specifications for
the ECG front-end from Section 2.2.1. Numerical examples are provided here to
justify the system specifications listed in Table 2.2.
Input Impedance and CMRR
Both IEC and ANSI/AAMI specifications refer only to differential-mode input imp-
edance (ZD). The requirement for ZD is tied mainly to signal attenuation. From
Figure A-2, any differential signal across electrodes E1 and E2 will be scaled by
ZD/(ZD + 2ZE) due to the voltage divider created by ZE1,2 and ZD. Therefore, if
an attenuation of up to 10% (<1dB) is permitted, then the requirement is ZD ≥
18ZE. According to [20], the worst case electrode impedance occurs at the low end
of the signal bandwidth and can reach 1MΩ at 1Hz. Therefore, ZD should be larger
than 18MΩ at 1Hz, which is slightly more strigent than required by the IEC and
ANSI/AAMI standards.
As discussed in Appendix A.2, the requirements for the common-mode input imp-
edance (ZC) and CMRR of the front-end are tied to the reduction of 50/60Hz PLI.
Following the analysis of [69] and using Equation A.5, if we assume that VCI is limited
to 1Vp-p by using a third patient ground electrode, then a CMRR value of 80dB would
only add 0.1mVp-p (0.035mVrms) of PLI. Similarly, if we assume a worst case electrode
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impedance mismatch of ∆ZE=50kΩ [166], then ZC = 2000∆ZE = 100MΩ would add
0.5mVp-p (0.18mVrms) of PLI.
If these two sources of interference are added to the worst case interference result-
ing from the displacement current passing through ZT (VDI,1=1.36mVrms calculated
in Appendix A.2), then the total amount of PLI is VDI,tot = 1.36mVrms + 0.035mVrms
+ 0.18mVrms = 1.58mVrms. Therefore, since VDI,tot is dominated by VDI,1 = iPZT ,
even modest values of CMRR (≥60dB) and ZC (≥50MΩ) are acceptable and do not
increase the amount of PLI appreciably.
PLI and Electrode Offset Tolerance
Although the IEC and ANSI/AAMI standards do not have a hard requirement on
PLI tolerance, it can be determined based on the analysis in Appendix A.2. Even if
large values of CMRR and ZC are achieved, the interference due to VDI,1 = iPZT still
exists. Considering this in combination with finite values of CMRR (60-80dB) and
ZC (50-100MΩ), the front-end is required to tolerate up to 10mVp-p of PLI without
swamping out the ECG signal itself.
Both the IEC and ANSI/AAMI specifications do state that the front-end must
also be able to reject up to ±300mV of electrode offset. This large value is required
in order to accommodate the largest expected mismatch in the electrode half-cell
potential (Ehc) shown in Figure A-1.
Noise and Dynamic Range
The more stringent ANSI/AAMI specification for input-referred noise is stated as
30µVp-p over 10 seconds [63]. Assuming conservatively that the system is sampled at
500Hz, then Nsamp=5,000 samples are recorded in a 10 second window. To translate
this peak-to-peak noise specification to a RMS value, it is necessary to determine an
acceptable confidence level to ensure that the peak-to-peak noise of the 5,000 samples
will not exceed 30µVp-p in the 10 second window [170]. The number of standard
deviations (σ) within the peak-to-peak value can be calculated as 2
√
2·erfinv(1 −
1/Nsamp). Applying this formula, we see that the peak-to-peak value must span
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7.44σ. Since the RMS value is by definition 1-σ, the RMS noise specification is given
by 30µVp-p/7.44 = 4.03µVrms. This level of noise would allow the front-end to easily
detect ECGs with a minimum amplitude of 0.1mV.
The maximum input signal specified by IEC and ANSI/AAMI are 6mVp-p and
10mVp-p respectively. However, it is also important to specify the amount of distor-
tion acceptable at that level. According to the literature [70, 145], ensuring that the
THD < 1% at the maximum input amplitude is sufficient for most biomedical appli-
cations. Combining the maximum input signal with the RMS noise requirement, the
required dynamic range for the ECG system is approximately 50dB (IEC) to 59dB
(ANSI/AAMI).
Supply Voltage and Power Consumption
One of the main focuses of this work is to develop an ECG front-end that is able to
operate from the same supply as ultra-low-voltage DSPs. As such, the front-end in
this work must be able to operate from a 0.6V supply.
The requirement for power consumption comes from the energy capacity of the
chosen battery for the entire wearable ECG sensor node. In order to achieve a thin and
small form factor, ultra-thin lithium polymer batteries are desirable. For example, a
12mm × 12.5mm battery that is just 2mm thick (PGEB201212) is available from [56].
However, it does suffer from low capacity, and the battery provides only 10mA·hr at
3.7V. In order to achieve 2 week operation, this requires the entire ECG sensor node to
consume an average of 30µA. Assuming that 100% battery efficiency is possible (valid
for low peak current draw), then the available input power to the power management
subsystem is PIN = 3.7V × 30µA = 110µW. Assuming that the DC-DC converter
generating 0.6V from 3.7V is 50% efficient, then just 55µW is available to the AFE,
ADC, DSP and communication subsystems. Therefore, the target power consumption
for the ECG front-end should be less than 10µW.
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Gain and Bandwidth
ECGs have signal amplitudes on the order of 0.1mV to 5mV [61], with signal en-
ergy residing over a frequency range that starts around 0.05-0.67Hz, and ends around
100-200Hz [61–63]. Therefore, the bandwidth of the ECG front-end should be ap-
proximately 0.5Hz to 150Hz.
In order to specify the gain, assuming that the ADC full-scale is 0.5V (equal to
the supply voltage minus 100mV of headroom), then the gain of the ECG front-end
should be programmable such that signals ranging from 0.1mV to 5mV can all be
gained up to utilize as much of the full-scale range as possible. This requires that the
ECG front-end be able to provide gain between 40dB to 70dB.
207
208
Appendix B
Stimulator Efficiency Analysis
This appendix presents analysis and comparison of the energy efficiency of two neu-
ral stimulator circuit approaches: 1) a current-controlled (i.e., current source-based)
stimulator [155,163,171], and 2) a DC-DC converter-based (i.e., inductor-based) stim-
ulator [97].
B.1 Current Source Approach
Figure B-1 shows three possible approaches to implement a current-controlled biphasic
current stimulator. In all three approaches, the tissue is biased at a mid-rail voltage
of VMID. Fig. B-1(a) shows a method that relies on two current sources IP and IN
and a SPDT switch. During the cathodic phase (φC), IP delivers negative current
through the electrode from VDD to VMID, and during the anodic phase (φA), IN
delivers positive current from VMID to ground. Figs. B-1(b) and (c) show current-
controlled stimulators that require just a single current source and uses a H-bridge
to achieve bi-directional current. An advantage of using the same current source for
both phases is better current matching at the cost of more series switches. In Fig.
B-1(b), current always flows from VDD to VMID through IP , while in Fig. B-1(c), VDD
is not required and current always flows from VMID to ground through IN (this is the
approach used in Section 5.5.1). As discussed in Section 3.1.6, current source-based
stimulators can be very inefficient at low current levels because most of the power is
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Figure B-1: Stimulator with a single power supply (VDD) using (a) two current sources
IP and IN , (b) a single current source IP and a bridge, and (c) a single current source
IN and a bridge. The associated waveforms are shown below each schematic.
wasted in the headroom of the switches and current sources.
B.2 DC-DC Converter Approach
In order to address the poor efficiency of current source-based stimulators, a DC-
DC converter-based stimulator using an inductor to recover energy from VMID was
designed in [97]. Figure B-2(a) shows a stimulator using a uni-directional power
supply (with efficiency η) with a H-bridge to achieve bi-directional current. Power
is delivered from an input voltage VIN to VMID. Since the power supply is uni-
directional, an auxiliary DC-DC converter (shown in gray with efficiency η’) can be
used to return energy from VMID to VIN . If VIN > VOUT , then the power supply
is a buck converter, and if VIN < VOUT , then it is a boost converter. Although not
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Figure B-2: (a) Stimulator using a uni-directional power supply and a bridge. (b)
Stimulator using a bi-directional power supply. The associated waveforms are shown
below each schematic.
shown, this approach requires feedback control in order to deliver the desired current
waveform. During the stimulation phases, as the electrode voltage (Velec) changes, the
feedback control regulates VOUT to a desired profile to maintain the desired current
level.
Instead of a uni-directional power supply, the control logic can be modified to
implement a bi-directional power supply as shown in Figure B-2(b). This is precisely
the architecture presented in [97]. In this case, since the power supply can deliver
power from VIN to VMID, and also return power from VMID to VIN , it does not require
the H-bridge nor auxiliary DC-DC converter.
Figure B-3 shows simplified schematics of the bi-directional power supply for the
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Figure B-3: Simplified schematic of a stimulator using a (a) forward buck (reverse
boost) converter, and (b) forward boost (reverse buck) converter.
case of (a) VIN > VOUT (as in [97]), and (b) VIN < VOUT . The control for switches qx
and qy determines the direction of power flow for both cases. In Fig. B-3(a), during
the cathodic phase (negative electrode current Ielec), the power supply is operating
in forward mode as a buck converter to deliver power from VIN to VMID and the
electrode capacitance. During the anodic phase (positive Ielec), the power supply is
operating in reverse mode as a boost converter to return power from VMID and the
electrode capacitance to VIN . Note that power is dissipated in the electrode resistance
during both phases. Conversely, in Fig. B-3(b), during the cathodic phase, the power
supply is in forward boost mode, while during the anodic phase, it is in reverse buck
mode.
Intuitively, the DC-DC converter approach is more efficient than a current source
approach because the inductor is used to return energy stored in VMID and the elec-
trode capacitance back to VIN . With a current source approach, energy drawn from
the supply is always dumped to ground. Therefore, for the DC-DC converter in peri-
odic steady state, the energy drawn from VIN is just the energy required to replenish
energy lost from switching and conduction losses in the converter and electrode re-
sistance.
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Table B.1: Comparison of advantages and disadvantages for current source-based and
DC-DC converter-based neural stimulators.
Stimulator approach Advantages Disadvantages
Current source
• Simple
• Poor theoretical efficiency
• Small and compact
• Known charge balancing methods
• Clean waveforms
• Open loop, fast-settling
DC-DC converter • High theoretical efficiency
• Complex
• Large size (require off-chip
inductors and capacitors)
• Poor charge control
• Large current ripple
• Feedback control (limited
loop bandwidth)
B.3 Comparison of Stimulator Approaches
Table B.1 summarizes the advantages and disadvantages of both approaches. In
general, the current source approach is simple, compact, has well established charge
balancing methods, is able to provide clean waveforms, and can achieve fast settling
because it is open loop. However, the main disadvantage is that it suffers from poor
efficiency. Conversely, the DC-DC converter has high theoretical efficiency, but the
design is more complex, it requires extra passives that may be too large to integrate,
has poor charge control and large current ripple (depending on the switching frequency
and control scheme), and relies on feedback control with limited loop bandwidth.
In theory, as discussed in Section 3.1.6, if the power supply efficiency η = 100%,
then the DC-DC converter approach requires no overhead power in the stimulation
circuitry, and the only power drawn from VIN is the power that is dissipated in the
electrode resistance. However, practical values of η may be <60% when used as a
stimulator for cochlear implant applications.
To understand why, let’s consider the specifications provided in Table B.2. As-
suming the circuit of Figure B-3(b) where VIN < VOUT , VIN may be a low voltage
supply of 2V to 3V available from a battery. VOUT can typically range between 5V
to 16V based on the stimulation current and expected values of electrode impedances
213
Table B.2: Example specifications for the DC-DC converter used in arbitrary-
waveform stimulator applications.
Conversion ratio VIN = 2-3V, VOUT = 5-16V
Load current 100µA to 1mA
Settling time 1µs
found in cochlear implants. Therefore, the DC-DC converter must be able to handle
a large conversion ratio which may degrade its efficiency. Secondly, the desired load
current ranges from 100µA to 1mA, which is extremely small. Therefore, the power
budget for the control circuitry and other losses is extremely small. Lastly, in our
work, we are interested in being able to provide arbitrary stimulation waveforms.
For example, if each stimulation phase of 25µs is discretized into 10 time steps, then
each time step is only 2.5µs long. This would require that the load current settle in
approximately 1µs, which would require a switching frequency of at least 5MHz (e.g.,
5 cycles per 1µs transition). Such a high switching frequency would result in large
switching losses, further degrading the power supply efficiency.
In short, the specifications listed in Table B.2 are extremely difficult to achieve
with high efficiency. Fundamentally, this is because the power supply is not being
used like a DC-DC converter in the traditional sense. That is, instead of regulating
the output voltage to a fixed value and delivering varying load current, the power sup-
ply when used as a stimulator in this work, has to dynamically and quickly change its
output voltage to deliver the desired output current profile. To compound the prob-
lem, the load current (< 1mA) range is extremely small. By looking at commercially
available parts (e.g., Texas Instruments TPS61093 or Linear Technology LT1615) and
academic literature, it is not unreasonable to assume that the maximum achievable
efficiency is less than 60%, and more likely in the 30-50% range.
Considering practical values of the DC-DC converter efficiency for this stimulator
application, we can now compare the overall efficiency of stimulation for both the
current source and the DC-DC converter approaches. Following the efficiency analysis
provided in [97] (which is done for biphasic rectangular waveforms), we can compare
the efficiency of both approaches by defining an Energy Factor relative to a constant
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Current Source stimulator (EFCS). For the uni-directional power supply case shown
in Figure B-2(a), the Energy Factor is given by
EFCS,uni =
EDCDC,uni
ECS
=
1− η2 + αR
η
, (B.1)
where EDCDC,uni is the energy consumed by the uni-directional power supply, and
ECS is the energy consumed by the current source. In this example, the efficiency of
the auxiliary DC-DC converter that returns power from VMID to VIN is assumed to
be equal to the efficiency of the main power supply (i.e., η = η’).
For the bi-directional power supply case shown in Figure B-2(b), the Energy Factor
(from reference [97]) is given by
EFCS,bi =
EDCDC,bi
ECS
=
1− η2
2η
[
1 +
αC
2
+ αR
(1 + η2)
(1− η2)
]
, (B.2)
where EDCDC,bi is the energy consumed by the bi-directional power supply, αC =
VC/VMID and αR = VR/VMID, and VC and VR are the voltage drops across the
electrode capacitance and resistance respectively. Based on this definition, a value
of EFCS < 1 indicates that the DC-DC converter approach is more energy efficient,
while EFCS > 1 suggests that the current source approach is more efficient.
From Equations B.1 and B.2, it can be seen that Energy Factor ratio is dependent
on the power supply efficiency η, as well as αR and αC which depend on VMID, the
electrode impedance, the stimulation current amplitude, and the stimulation phase
width. Assuming the typical parameter values listed in Table B.31, αR can range
from 0.1 to 0.5 at mid-scale current, and 0.4 to 0.8 at full-scale current. Similarly, αC
can range from 0.1 to 0.5 at mid-scale current, and 0.2 to 0.8 at full-scale current.
Figure B-4 plots the Energy Factor for a uni-directional power supply (EFCS,uni)
for typical values of αR at (a) mid-scale and (b) full-scale stimulation current. At
a mid-scale current of 500µA, the uni-directional power supply efficiency must be
1The electrode impedance and stimulation phase width in this work are very different from the
values used in [97]. The work in [97] considered phase widths of 1ms, and an electrode model of
approximately 0.93µF in series with 1kΩ.
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Table B.3: Typical parameter values used to estimate αR and αC .
VMID 6V to 8V
Electrode resistance 2kΩ to 5kΩ
Electrode capacitance 10nF
Phase width 10µs to 50µs
Mid-scale stimulation current 500µA
Full-scale stimulation current 1mA
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Figure B-4: Energy Factor as defined in [97] for typical values of αR for a uni-
directional power supply at (a) mid-scale and (b) full-scale stimulation current.
approximately 70% or greater in order for the DC-DC converter approach to be
beneficial (i.e., EFCS,uni < 1). At full-scale current, the requirement is increased
to 80%. As discussed above, η is typically less than 60%. Therefore, for typical
stimulation parameters found in cochlear implants, a current source-based stimulator
is generally more efficient than using a uni-directional DC-DC converter.
If we consider the bi-directional power supply, the comparison with the current
source approach is slightly more competitive. Figure B-5 plots EFCS,bi for typical val-
ues of αR and αC at (a) mid-scale and (b) full-scale stimulation current. At mid-scale,
the bi-directional power supply efficiency has to be greater than approximately 50%,
60%, and 70% at αR = 0.1, 0.3, and 0.5 respectively. At full-scale, the requirement
for η has to be even higher making it unlikely that the DC-DC converter approach
will be beneficial. In general, this comparison suggests that the bi-directional DC-DC
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Figure B-5: Energy Factor as defined in [97] for typical values of αR and αC for a
bi-directional power supply at (a) mid-scale and (b) full-scale stimulation current.
converter approach may be beneficial at lower current levels, but the benefits diminish
or disappear altogether at higher current levels.
Therefore, although the DC-DC converter approach has high theoretical stimu-
lation efficiency, its benefit over the current source approach is greatly diminished
(especially at high current levels) by the typical stimulation parameters associated
with cochlear implants, and the power supply efficiencies achievable in practice. Com-
bined with the advantages and disadvantages listed in Table B.1, there is no clear
answer as to which approach is the better solution, and the choice between using a
current source or DC-DC converter approach is very much a matter of considering
engineering tradeoffs.
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