Introduction
The first purpose of this paper is to propose a formulation of general area-preserving motion of polygonal curves by using a system of ODEs. Solution polygonal curves belong to a prescribed polygonal class, which is similar to admissible class used in the so-called crystalline curvature flow. Actually, if the initial curve is a convex polygon, then our polygonal flow is nothing but the crystalline curvature flow. However, if the initial polygon is not convex and does not belong to any admissible class, then the polygonal flow cannot be regarded as a crystalline curvature flow. Because the prescribed polygonal class is determined by the initial polygon and one can take any polygon as the initial data. On the other hand, in the framework of the crystalline curvature flow, the initial polygon should be taken from the admissible class.
The second purpose is to discretize the ODEs implicitly in time keeping a given constant area speed, while the solution polygonal curve exists in the prescribed polygonal class.
The organization of this paper is as follows. In the next section, we will introduce notion of polygonal motion and a polygonal class will be given. In section 3, our problem will be formulated and some examples will be given. In the last section, we will propose a scheme which achieves the second purpose and show convergence of the scheme.
Polygons and polygonal motions 2.1 Polygons
We define a set of polygons in R 2 :
P := {Γ; Γ is a polygonal Jordan curve in R 2 }.
For Γ ∈ P, the bounded interior polygonal domain surrounded by Γ is denoted by Ω. For simplicity, we consider the case that Ω is simply connected, but many of the following arguments are valid in other geometrical situations, even in three dimensional case, with some minor changes. Let Γ ∈ P be an N-polygon. The N vertices of Γ are denoted by w j ∈ R 2 for j = 1, 2, . . . , N counterclockwise, where w 0 = w N and w N +1 = w 1 . Hereafter we use the periodic boundary condition F 0 = F N and F N +1 = F 1 for any quantities defined on N-polygon.
The jth edge between w j−1 and w j is
and their lengths are
which is the characteristic function of Γ j . The counterclockwise tangential unit vector and the outward unit normal are denoted by t j and n j , where t j = (w j − w j−1 )/|Γ j | and n j is defined such as det(n j , t j ) = 1. The outer angle at the vertex w j is denoted by ϕ j ∈ (−π, π) \ {0}.
We remark that
We define the height of Γ j from the origin h j := w j · n j . They satisfy the equalities
where a j := (sin ϕ j ) −1 and b j := − cot ϕ j−1 − cot ϕ j . This equality can be checked from the fact that the straight line including Γ j is expressed by the equation n j · x = h j . The total length of Γ is given by
where
The area of interior domain Ω is denoted by |Ω|, which is given by
The above symbols are also written as Ω = Ω(Γ), n j = n j (Γ) and h j = h j (Γ) etc., if we need to distinguish from quantities of the other polygons.
Motion of polygons and Lipschitz mappings
We consider a moving polygon Γ(t) ∈ P, where the parameter t (we call t time) belongs to an interval I ⊂ R. For k ∈ N ∪ {0}, we call a moving polygon Γ(t) belongs to C k -class on I, if the number of edges of Γ(t) does not change in time and w j ∈ C k (I, R 2 ) for all j = 1, 2, . . . , N. If k ≥ 1, we can define the normal velocity at x ∈ Γ j (t) which is the jth edge of Γ(t). We suppose x * ∈ Γ j (t * ) and x * = (1 − θ)w j−1 (t * ) + θw j (t * ) for some θ ∈ (0, 1), and define x(θ, t) := (1 − θ)w j−1 (t) + θw j (t) ∈ Γ(t). Then the outward normal velocity of Γ j (t * ) at x * is defined by
Here and hereafter, the (partial) derivative of F with respect to t is denoted byḞ. We remark that V j (·, t) is a linear function on each Γ j (t). We define the normal velocity of Γ(t) by
is the characteristic function of Γ j (t). For a C k -class moving N-polygon Γ(t) (t ∈ I) with its interior domain Ω(t), we construct Lipschitz mappings smoothly parametrized by t from a fixed polygonal domain.
We fix t * ∈ I and define Γ * := Γ(t * ) and Ω * := Ω(t * ). We also choose another domain Q with ∪ t∈I Ω(t) ⊂ Q and fix it. Our aim of this subsection is to construct Lipschitz mappings Φ(t) = Φ(·, t) from Ω * to Ω(t) smoothly parametrized by t.
Proposition 2.1 Under the above condition, there exists ε > 0, I * := I ∩ (t * − ε, t * + ε), and Φ ∈ C k (I * , W 1,∞ (Q, R 2 )), and they satisfy the following conditions.
(1) Φ(t) is a bi-Lipschitz transform from Q onto itself, i.e. Φ(t) is bijective from Q onto itself and Φ(t) and Φ(t) −1 are both Lipschitz continuous on Q.
(2) Φ(x, t) = x for x in a neighborhood of ∂Q for t ∈ I * .
(3) Φ(Ω * , t) = Ω(t) for t ∈ I * , and Φ(t) is an affine map from each edge Γ *
Proof. Without loss of generality, we assume that Q is a bounded polygonal domain, too. We consider a triangulation T of Ω * and Q. Namely T is a collection of triangular subatomics of Q with
and K ∩ K ′ is either the empty set, a common vertex or a common edge of K and K ′ ∈ T , and there is a subset T 0 ⊂ T such that
where N denotes the set of all vertices of triangles in T and w * j := w j (t * ). We also suppose that there does not exist any K ∈ T with K ∩ Γ * = ∅ and K ∩ ∂Q = ∅. We assume that Φ(x, t) has the following form:
where A K (t) is a 2 × 3 matrix depending on K ∈ T and t. To determine A K (t), we suppose the condition:
For sufficiently small ε > 0, for t ∈ I * , Φ(x, t) is uniquely determined by the conditions (2.1) and (2.2). It is also clear that
and let x 1 , x 2 , x 3 be the vertices of K. Then, from (2.2), y l (t) := Φ(x l , t) satisfies the condition y l ∈ C k (I * , R 2 ) for l = 1, 2, 3. Since
we have
.
From this expression, we obtain
As an application of this proposition, we have the following theorem which is well-known in the case Γ(t) is a smooth Jordan curve. Theorem 2.2 Let Γ(t) ∈ P be a C 1 -class moving N-polygon on an interval t ∈ I with its interior domain Ω(t).
Proof. We define f (t) := Ω(t) φ(x, t) dx. Under the setting of Proposition 2.1, we
show f ∈ C 1 (I * ) and calculateḟ (t * ). For t ∈ I * , we have
where J(x, t) is the Jacobian defined by J(x, t) :
In the case where φ ≡ 1, we obtain the following formula for C 1 -class moving polygon particularly.
where |Ω(t)| stands for the area of Ω(t). We remark that Proposition 2.1 and Theorem 2.2 with their proofs are valid even in the three dimensional case.
Polygonal motion
For two polygons Γ and Σ ∈ P, we define an equivalence relation Γ ∼ Σ. We say Γ ∼ Σ, if their numbers of edges are same (let it be N) and n j (Γ) = n j (Σ) for all j = 1, 2, . . . , N after choosing suitable counterclockwise numbering for Γ and Σ. The equivalence class of Γ ∈ P is denoted by P[Γ] := {Σ ∈ P; Σ ∼ Γ}.
We fix an N-polygon Γ * ∈ P and let P * := P[Γ * ]. For Γ and Σ in P * , we define the distance between them by
Then, it is clear that (P * , d) becomes a metric space since it is isometrically embedded in R N equipped with maximum norm | · | ∞ by the height function h:
The following proposition is clear.
For any Γ 0 and Γ 1 ∈ P * and for θ ∈ [0, 1], we define
If there exists Γ θ ∈ P * with h(Γ θ ) = h θ , Γ θ is called θ-interpolation of Γ 0 and Γ 1 . The θ-interpolation of Γ 0 ∈ P * and Γ 1 ∈ P * is denoted by (1−θ)Γ 0 +θΓ 1 := Γ θ ∈ P * . We remark that it satisfies
with center Γ is denoted by
For an open set O ⊂ P * and Γ ∈ O, we define a positive number ρ(Γ, O) > 0 as
We remark that ρ(·, O) is Lipschitz continuous with Lipschitz constant 1:
For a compact set K ⊂ O, we also define
Then, from the formula (2.1), we obtain
where we define
For a compact set K ⊂ P * , we define
We consider a C k -class moving polygon Γ(t) ∈ P * (t ∈ I). We call it polygonal motion in P * in this paper. We remark that a polygonal motion Γ(t) ∈ P * (t ∈ I) belongs to C k -class if and only if h j ∈ C k (I) for j = 1, 2, . . . , N. If Γ(t) is a C 1 -class polygonal motion, its normal velocity V j of Γ j (t) is a constant on each Γ j (t) and it is given by V j (t) =ḣ j (t). The formula (2.3) is written in the form:
We fix an equivalence class P * of polygons and let its jth outward unit normal be n j and outer angle ϕ j . For Γ ∈ P * , the polygonal curvature κ j of Γ j is defined by
We also define the polygonal curvature of Γ by
The reason why this is called "curvature" is shown by the following proposition.
Proposition 2.4 Let Γ(t) (t ∈ I) be a C 1 -class polygonal motion in P * . Then
κ(x, t)V (x, t) ds.
Proof. We obtain
from the formula (2.2).
3 Initial value problem of polygonal motion
General polygonal motion problems
We fix an equivalence class of N-polygons P * as in §2. 3 . For an open set O ⊂ P * and T * ∈ (0, ∞], let F be a given continuous function from O × [0, T * ) to R N with the local Lipschitz property: For arbitrary compact set K ⊂ O and T ∈ (0, T * ), there exists L(K, T ) > 0 such that
Under the condition (3.1), for a compact set K ⊂ O and T ∈ (0, T * ), we also define
We consider the following initial value problem of polygonal motion.
Under the Lipschitz condition (3.1), it is clear that there exists a local solution Γ(t) in a short time interval [0, T ], since Problem 3.1 can be expressed by an initial value problem of an ordinary differential equations for h(t) = (h 1 (t), h 2 (t), . . . , h N (t)) T . We often assume the following condition for F j :
where µ is a fixed real number. Under the assumption (3.2), from the formula (2.5), any solution Γ(t) to Problem 3.1 has the property of the following constant area speed (CAS in short):
The polygonal flow is regarded as the crystalline curvature flow if the initial polygon Γ * is convex (as mentioned in introduction, if Γ * is not convex, then the polygonal flow is different from the crystalline curvature flow). There are many articles about the crystalline curvature flow and asymptotic behavior of solutions [1, 3, 4, 5, 6, 9, 10, 11, 12] , etc., which started from the pioneer works [2] and [7] .
Examples of problems of polygonal motion
In this section, we give some basic examples of polygonal motions which are nice polygonal analogues of corresponding smooth moving boundary problems. Problem 3.2 (polygonal curvature flow) For a given N-polygon Γ * ∈ P * , find a C 1 -class family of N-polygons 0≤t≤T Γ(t) ⊂ P * (T < T * ) satisfying
The solution has CAS property with µ = −2
Problem 3.3 (area-preserving polygonal curvature flow) For a given Npolygon Γ * ∈ P * , find a C 1 -class family of N-polygons 0≤t≤T Γ(t) ⊂ P * (T < T * ) satisfying
Here κ(·, t) is the mean value of κ on Γ(t):
The solution has CAS property with µ = 0:
In what follows, the mean value of F on the edge Γ j is denoted by
Let G be a bounded Lipschitz domain in R 2 . We define 
The solution has CAS property with µ = ∂G n · u ds:
where n j and n are the outward unit normal vector to ∂(Ω(t) \ G). 
Here ∂p/∂n = ∇ x p · n and n j and n are the outward unit normal vector to ∂(Ω(t) \ G). The solution has a given area speed property:
If b(x, t) ≡ b 0 for a given constant b 0 , then the solution has CAS property with µ = |∂G|b 0 .
4 Numerical schemes
Notation
In §4, we consider time discretization of Problem 3.1 with the following notation. The discrete time steps are denoted by 0 = t 0 < t 1 < t 2 < · · · < tm ≤ T . The step size which may be nonuniform and their maximum size are defined by Corresponding to the formula (2.5), the following formula holds.
This has a form of sum of areas of N trapezoids and is actually derived from (2.3) as follows:
where the last sum is equal to zero due to the equality (2.1).
In the following subsections, we suppose that there exists a unique solution Γ(t) for 0 ≤ t ≤ T < T * to Problem 3.1 under the condition (3.1), and that discrete time steps 0 = t 0 < t 1 < t 2 < · · · < tm ≤ T are given a priori such as the uniform time stepping t m = mτ . It is, however, possible to apply any a posteriori adaptive time step control scheme.
Euler scheme
We consider the following Euler scheme to discretized Problem 3.1. 
Theorem 4.2 We suppose the condition (3.1) and that {Γ(t)} 0≤t≤T be a C k+1 -class solution of Problem 3.1 for k = 0 or 1. There exists δ * > 0, τ * > 0, C > 0 and a non-decreasing function ω(a) > 0 with 1, 2 , . . . ,m) is determined by the Euler scheme (Problem 4.1) and satisfies the estimate
The proof is similar to the one of Theorem 4.7.
Second order implicit scheme
We consider the following implicit scheme for Problem 3.1.
Problem 4.3
For a given N-polygon Γ * ∈ O and time steps 0 = t 0 < t
where Γ m+1/2 and t m+1/2 are the 1/2-interpolations:
This is a generalized version of [8] for area-preserving crystalline curvature flow. 
from the formula (4.1). Since Problem 4.3 is an implicit scheme, it is not clear whether Γ m+1 ∈ O can be determined uniquely from the previous polygon Γ m ∈ O, the time t m , and the time step size τ m . Another question is how to solve the equations
Theorem 4.7 We suppose that {Γ(t)} 0≤t≤T be a C k+1 -class solution of Problem 3.1 for k = 0, 1, or 2. There exists δ * > 0, τ * > 0, C > 0 and a non-decreasing function ω(a) > 0 with 1, 2 , . . . ,m) are inductively determined and
Proof. We putρ := ρ ({Γ(t); 0 ≤ t ≤ T }, O), and fix δ ∈ (0,ρ) and ε ∈ (0,ρ − δ). We define where a non-decreasing function ω(a) (0 < a < T ), which satisfies (4.5), will be defined in (4.9) later. Since R(·) is an increasing function and lim a↓0 R(a) = e L , there exists δ * > 0 and τ * > 0 such that
For m = 0, 1, 2, . . . ,m − 1, we will prove the following inductive conditions: T . The last term of (4.7) is estimated as follows. Since Γ(t m+1/2 ) ∈ K ⊂ K ε and Γ m+1/2 ∈ B(Γ m , ε) ⊂ K ε , we have
The condition Γ m+1 ∈ K follows from this estimate as
Hence, we have proved (4.6), which leads us to the estimate:
The assertion of the theorem is obtained by putting C := R(τ * ) T and denoting the above term L −1 (R(τ * ) T − 1)ω(τ ) again by ω(τ ).
