In this overview paper, the possibility of qualifying welded components by integrating software and hardware tools that are capable of describing physical processes that occur during welding is explored. The existing and emerging tools to define geometrical boundary conditions, process parameters, heat and mass transfer, solidification, solid-state transformation, plastic deformation, distortion, residual stress, and performance of welded components are reviewed. Existing challenges relevant to the fundamental understanding of complex alloying, processing environment, and transients in energy deposition are discussed with reference to microstructure evolution. Approaches to address these challenges were articulated with published case studies relevant to welding and additive manufacturing.
In 2000, the American Welding Society developed a road map (Ref. 1) with the following goals: 1) Increase the uses of welding by 25%, decrease the cost, and increase the productivity; 2) enhance the process technology that allows for the use of welding across all manufacturing sectors; 3) develop new welding technology along with new materials so that it can be used for all applications; 4) ensure that welding can be part of the six-sigma quality environment; 5) increase the knowledge base of people employed at all levels of the welding industry; and 6) reduce energy use by 50% through productivity improvements. To meet these goals, a research and development pathway (Ref.
2), spanning from 2000 to 2040, that integrates the process and computational modeling, including processbased quality was articulated - Fig. 1 . Interestingly, rapid qualification of goods and components is critical to existing applications that are based on traditional supply chain with slow and serial flow of information, materials and performance expectations, as well as emerging trends such as smart manufacturing that will rely on an agile and integrative approach facilitated by close coupling of technologies (Refs. 3, 4) relevant to the whole manufacturing life cycle. The manufacturing life cycle (Ref.
5) involves design, selection of materials, selection of process and environment, deployment of robotics and automation, certification through destructive testing of simulative samples and nondestructive evaluation (NDE), followed by recycling and rejuvenation at the end of useful life. Since fusion welding, solid-state joining, brazing, and soldering are crucial to the above manufacturing life cycle (Ref. 6 ), this paper explores the feasibility of ensuring the quality of welded components through modification of process parameters based on a fundamental understanding of microstructural evolution. Note that this paper is not a comprehensive review, and readers are referred to various publications throughout the document for an in-depth review.
Current Methodologies and Process-Based Quality
The AWS Welding Handbook classifies the technologies relevant to the joining of advanced materials into eight categories including arc welding, solid-state joining, resistance welding, oxyfuel gas welding, brazing, soldering, and other allied processes. A quick accounting of these categories and subclassifications shows there are more than 70 processes (Ref. 7). At the same time, there are hundreds of structural metals and alloys based on iron, aluminum, copper, magnesium, titanium, zinc, tin, lead, nickel, cobalt, zirconium, hafnium, and precious and refractory metals (Ref. 8) .
As a result of the large number of permutations that is possible based on the above options, the industry has taken a cautious and pragmatic approach of deploying joining processes through simulative tests, qualification, and certification defined by the standards (Ref. 9) . These are usually documented in terms of Welding Procedure Specifications (WPSs) (Ref. 10) and Procedure Qualification Records (PQRs) (Ref. 11), and often used as transactional documents between the end user of welds and the provider of fabrication services. These foundational standards published by AWS (Refs. 12, 13) and other organizations have gained the confidence and trust of industry allowing for welding to be used as a common tool for critical applications. For example, the American Petroleum Institute (API) has published standards for welding of pipelines (API 1104) that specify various aspects including equipment, materials, manual and automatic procedures, welding with and without welding wires, welders, design and preparation of joint geometry, inspection and testing of welds, repair and removal of defects, procedures for nondestructive testing, and acceptance tests based on NDE (Ref. 14). With emerging critical applications, these standards may become prescriptive and will not allow flexibility to minimize the variability of expected performance in service. As a result, the engineering advance will be a single point solution specific to a given geometry and application.
In addition, because WPSs and PQRs are developed with an extensive amount of resources, they are not openly disseminated to the public in peer-reviewed papers. As a result, many innovative and engineering solutions may remain proprietary and part of transactional documents. With every new application, every entity has to repeat the above procedures, again and again, thereby limiting the agility of the welding and joining industry to adopt new processes and materials while maintaining the trust of customers. This leads to the fundamental question: is there a possibility of qualifying welded components with varying geometries by characterizing the processes within the context of existing standards with minimal trial and error experimentation?
Process-based quality is defined as material and information flow where all aspects of welding life cycle, i.e., design, materials, process, and estimation of performance are considered and evaluated simultaneously. A typical process-based quality flow will involve concurrent activities ranging from modeling to making and measuring. In the modeling step, the geometry of the component (e.g., fillet weld geometry) for a given application is designed with knowledge from material properties (e.g., yield strength and residual stress) predicted by integrated process models for a given process (e.g., laser welding) based on boundary conditions (Ref. 15). In the making step, the boundary conditions (e.g., welding current, weaving, speed, restraints, etc.) are recorded and provided as input to the modeling activity. In the measuring step, responses of the material to process (e.g., temperature distribution, geometric displacements, and cracking) are measured using insitu sensors. With the information from all these activities, a welding engineer may be able to qualify a component for final service with minimal destructive testing and NDE. 
Existing Tools for Process-Based Quality

Description of Geometry, Material, and Processing Boundary Conditions
It is well known from engineering fundamentals that boundary conditions have a great influence on the outcome of any model predictions. For example, in welding and joining, these boundary conditions include the initial geometry of the joints, restraints used for holding the joints, thermal conductivity of the substrate, lockedin residual stress within the incoming materials, variations in compositions of the base material and filler materials, and transients in the heat source movement.
Pahkamaa try welded assembly and evolving residual stress and distortion. In another example, microstructural refinement in aluminum alloys was achieved by just changing the backing plate materials from stainless steel to copper (Ref. 32) for the same processing conditions. This approach had also been extended to stainless (Ref. 33 ) to modify the microstructure. In another example, microstructure and properties in steel welds were found to vary significantly on moving from stringer to weaving mode of welding, while keeping the same average heat input conditions (Ref. 34) . This is attributed to the onset of local brittle zones due to transient variations in the thermal signature at localized regions. In another example, the role of initial microstructure (e.g., distribution of carbides and chemical segregation) in advanced high-strength steels (AHSS) and its response to welding was attributed to improved ballistic properties in comparison to welds made with homogeneous materials (Refs. 35, 36) . Similarly, during spot welding a small change in the electrode curvature led to large changes in weld nugget development - Fig. 2 . Using incrementally coupled electrical, thermal, and mechanical models, the above changes were attributed to the changes in the spatial and temporal variation of current density across the electrode and steel sheet interfaces. Although limited, the above examples clearly stress the need for insitu monitoring of the geometry, material, and processing boundary conditions. With the advent of commercial data logging devices, rapid and mobile thermal, optical (Ref. 37) , and phonon (Ref. 38) tools, it is indeed possible to define some aspects of the geometry, material, and boundary conditions.
Prediction of Heat and Mass Transfer
As early as the 1940s, it was clear that for qualification of welds, it is necessary to predict temperature distribution around arc welds. Rosenthal published a classic paper that solved the heat flow in a quasi-steady state condition in infinite or semiinfinite plates (Refs. 39, 40). The above solutions have been extended to other processes and conditions by various authors (Ref. 41) . With the advent of computational hardware and finite element methodologies, the heat transfer models above were to consider specific geometries and boundary conditions, as well as transient conditions. For example, Yang and Babu (Ref. 27) used the finite element models to capture the transients (Fig. 3 ) in heat-transfer conditions during laser cladding of nickel-based alloys.
Although, the above models do not consider the fluid flow effects, they have been extensively used in industry The role of fluid flow on description of the melt pool shape was pioneered by researchers including Kou All of these models share a similar flow of information, starting with processing conditions (i.e., mode of energy delivery); material addition (e.g., welding wire feed rate); joint geometry; and defining the boundary conditions for conductive, convective, and radiative heat transfer. Then, for these boundary conditions, the melting, fluid flow, and cooling to ambient temperatures are calculated by solving the conservation of mass, momentum, and energy. The outputs of the model include temperature variations at different locations, melt pool shape, thermal gradients (G), and liquid-solid interface velocity (R). The above data can be used to predict the solidification, solid-state transformation, and deformation characteristics in the weld metal (WM) and heat-affected zones (HAZ).
Prediction of Phase Stability
The thermodynamic and kinetic framework for describing liquid-tosolid (Ref. 45 This equality is also known as the tie-line construction or common tangent between molar Gibbs energy vs. composition curves for two phases, in a graphical representation of the phase diagram. The chemical potential of the i th element in a multicomponent system can be calculated using the follow- In the above equation, R is the gas constant, T is the temperature, x i corresponds to the mole fraction of i th element in the solid solution, and v is a power factor that takes the value from zero to two. Similar equations also exist for the description of the molar free energy of compound. For example, it is possible to calculate the equilibrium between liquid steel and Ti(CN) carbonitride as a function of dissolved carbon, titanium, and nitrogen concentration - Fig. 4 . These calculations may allow us to estimate the role of dissolved nitrogen on inducing a wide range of inclusions. Such diagrams can be used to develop an inoculation strategy to arrive at the equiaxed grain structures in welds (Ref. 50 ). With the above formulations, it is indeed possible to predict the multicomponent phase diagrams relevant to weld metal consumables, as a function of composition and temperature.
Prediction of Liquid-Solid Transformation
The solidification conditions during welding are related to the liquid-solid (l/s) interface instability. Phenomenological theories describing l/s interface stability under unidirectional thermal gradients are well known (Ref. In Equations 4-9, k o i is the equilibrium partitioning coefficient between the liquid and solid, D i is the interphase diffusivity, m o i is the equilibrium liquidus slope, a o is the characteristic diffusion distance,  is the Gibbs-Thompson coefficient, Pe i is the Peclet number given by V l/s /(2D i ),  is the interface kinetic coefficient, and Iv{} is the Ivantsov function that depends on the Peclet number. Using thermodynamic information for a multicomponent system, Equations 4-9 can be iteratively solved to predict the dendrite tip temperature and thereby constitutional supercooling, as well as CET in a wide range of alloy systems. These equations can be extended to nonequilibrium eutectic growth as well. This phenomenological model has been successfully applied to a wide range of multicomponent alloys (Ref. 54).
Fundamentals of these theories and extension to welding are reviewed in the paper by David and Vitek (Ref. 24) . With the above formulations, one should be able to estimate the solidification morphologies (planar, columnar, equiaxed), dendrite arm spacing, texture, and alloying element segregation as a function of thermal gradients (G) and liquid-solid interface velocity (R), predicted by heat and mass transfer models.
Prediction of Solid-State Phase Transformation
The microstructural evolutions during welding of steels, titanium, and nickel alloys are also related to solid-
where ij = 0 for i≠j and In the above equation, c i P1P2 is the interface concentration of solute "i" in the P 1 phase, and c i P2P1 is the interface concentration of solute "i" in the P 2 phase. Similarly, D i P1 and D i P2 are the diffusivities of the solute in the P 1 and P 2 phases, respectively. In a multicomponent system, the above equations have to be solved simultaneously for all solute elements. Due to rapid cooling and/or large differences in the diffusivity, the equality represented by Equation 10 may break down and may induce constrained equilibrium. ) have extended to predict the microstructural evolution in lowcarbon steel weld metals. In the early 1980s, due to limited access to thermodynamic data, a semi-empirical approach was based on carbon equivalence, austenite grain size, and the time taken to cool from 800° to 500°C (Refs. 63, 64) . However, these phenomenological models are not capable of describing the 3D microstructural evolution. In this regard, the phase field models are very beneficial (Ref. 65 ) and have been used for describing both solidification and solid-state transformation in a unified way. With the above tools, it is possible to predict the microstructural features such as phase fractions, grain size, and morphology as a function of weld composition for a given thermal signature.
Prediction of Thermal Stresses and Plastic Deformation
One of the critical issues with welding is the evolution of residual stress distribution due to nonuniform accumulated plastic strains within the builds (Ref. 66). Under certain cases, thermal stresses can also lead to premature cracking during weld cooling conditions (Ref. 67). The plastic strain evolution during repeated thermal cycling is calculated based on thermal stresses brought about by macro-scale thermal gradients, local changes in thermal expansion coefficients, crystallographic misfit between phases, and constitutive stressstrain properties measured under isothermal conditions (Ref. 
Integrated Process and Performance Models
Although each and every predictive tool is important in its own sense, for arriving at process-based quality, all of the above tools need to be integrated
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WELDING JOURNAL / JANUARY 2018, VOL. 97 6-s Fig. 5 for predicting the steel weld properties. In his proposed integrated framework, hardness and property distributions, as well as residual stress and distortion in steel welds can be predicted as a function of boundary conditions (thermal, mechanical), thermo-physical-chemical properties by exchanging the information between submodels for heat and mass transfer, solidification, solid-state transformation, and mechanical response. As soon as one understands the spatial variations, the above data can also be mapped into a performance model to predict the static and dynamic properties of welded components (Ref. 74) . Interestingly, the above modeling framework has become the foundational tenet for many of the existing commercial solutions for integrated weld modeling. In 2007, the above integrated process modeling framework was deployed within a high performance computational framework capable of on-demand modeling over the internet (Refs. 75, 76) . At this juncture, it needs to be stressed that applicability of these welding simulation tools always require some amount of calibration due to variability in thermo-physical-chemical properties (Ref. 
Unresolved Scientific Challenges
Based on the brief literature review on integrated process modeling, one may be tempted to conclude there are no scientific or technical challenges for process-based quality. However, there are two major challenges that need to be addressed with reference to microstructural evolution in welds, as described below.
Complex Alloying and Shielding Environments
In most of the published literature related to integrated process modeling, the compositions within the base metal or weld metal region are often considered to be uniform. Nevertheless, it is well known that small changes in the liquid-slag (Ref. 83) 
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bration. Therefore, there is a need to improve the capability of computational thermodynamic tools to address the above phenomena.
Transients in Welding Conditions
In most of the engineering solutions relevant to welding, steady-state conditions are valid to predict thermomechanical changes. However, in certain cases involving manual welding for vertical and overhead configurations, automatic welding with weaving and varying geometrical cross sections, the above assumption may not be valid. These transients may lead to local changes in microstructures that may lead to scatter in properties (Ref. 94 ). Furthermore, during welding with large energy density, thermal gradients may exceed 10 6 K/m. Most of the phase stability and kinetic models for solid-state transformations were developed under isothermal conditions. Currently, the validity of the local equilibrium assumed by Equation 1 for these conditions is not known. Furthermore, in multipass welds, thermal signatures may induce repeated dissolution and growth under severe thermal gradients (Ref. 95) . Therefore, there is a need to understand the effect of these transients and development of methodologies to track the same under in-situ conditions (Refs. 96, 97) and map the same to integrated process models to arrive at process-based quality.
Scientific Approaches to Address Challenges
In this paper, four case studies are presented with increasing complexities to demonstrate the approaches that can be used to address the fundamental challenges relevant to weld microstructural evolution. In order to provide continuity of the discussions, the first three case studies were restricted to self-shielded flux cored arc weld metal with an Fe-C-Al-Mn alloy system. The results from each case study in the Fe-C-Al-Mn alloy system build on the results from the previous ones. Finally, extension of these concepts to emerging metal additive manufacturing is also presented.
Case Study 1: Role of Thermodynamic and Kinetic Modeling
Problem Statement: Kotecki and Moll (Refs. 86, 87) found that inclusion formation and microstructural evolution in self-shielded flux cored arc (FCAW-S) welds were quite different from that of low-alloy steel welds made by submerged arc (SAW), shielded metal arc (SMAW), and gas metal arc (GMAW) welding. Since the FCAW-S processes do not use any form of gas shielding, the dissolved oxygen and nitrogen from atmosphere in the liquid steel is removed by large additions of aluminum. In this case study, the possibility of predicting these complex microstructural evolutions was explored using ThermoCalc® and DicTra® software (Refs. 98, 99).
Approach: Microstructural evolution in weld metal compositions with two different aluminum concentrations (Table 1) were characterized. Then the observed microstructural evolution was compared with the predictions from computational thermodynamic and kinetic models.
Results: Scanning electron microscopy showed welds with high aluminum concentration exhibited only AlN-type inclusions - Fig. 6A . In contrast, the weld with low aluminum concentration contained both Al 2 O 3 and Ti(CN)-type inclusions - Fig. 6B , C. Interestingly, the high-Al welds also exhibited columnar -ferrite (BCC crystal structure) network interspersed with bainitic ferrite () microstructure that formed from stable austenite () - Fig. 7A . This result suggests that high-Al welds do not go through 100% austenite phase field. In contrast, low-aluminum welds did not show any columnar ferrite network (Fig. 7B ) and exhibited grain boundary ferrite and bainitic microstructure that forms directly from the 100% austenite phase field.
Physics-Based Modeling of Inclusion Formation: First, the ability to predict inclusion formations was analyzed with stability maps that depict the equilibrium between AlN, Al 2 O 3 or Ti(CN), and liquid steel at 1527°C - Fig. 8A, B Physics Based Modeling of Microstructural Evolution: Application of Fe-C phase diagram to high-Al welds would not have supported the retention of -ferrite at room temperature. However, the Fe-Al quasi-binary diagram (Fig. 9) calculated for the compositions shown in Table 1 shows interesting features. For high-Al welds, on cooling from high temperature, the liquid steel will transform first to -ferrite. With subsequent cooling to low temperature, the austenite will form at the liquid -ferrite dendrite boundaries. Subsequent cooling to low-temperature high-Al weld never enters the 100% austenite phase field. As a result, there is a high probability for the retention of -ferrite on cooling further. In contrast, the lowAl welds do enter into 100% austenite phase field and thereby promotes the formation of grain boundary and bainitic microstructure seen in other low-alloy steel welds. The above thermodynamic tendencies were also confirmed by calculating the growth of austenite into -ferrite as a function of weld cooling rate through kinetic models capable of describing the diffusion of C, Si, Mn, and Al between these two phases (Ref. 99).
Relevance to Process-Based Quality: The above examples show the ability of thermodynamic models to predict inclusion formation and microstructural evolution. At the same time, the results stress the need for a good thermodynamic description of liquid steel. For example, the thermodynamic data relevant to liquid steel, including the 2 nd order interaction, was measured in the 1960s to 1970s by ladle metallurgy researchers (Ref. 101). Without this data, the models would have not been able to predict the absence of Al 2 O 3 formation in high-Al welds. The
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Fig. 11 -Overview of the liquid-solid interface instabilities during the pulsed GTAW process measured using in-situ optical method: A, B -Two successive frames showing the motion of large inclusions (orange color) and small inclusions (green color) within the liquid steel (blue regions). In addition, the same images show the motion of the band of the liquid-solid interface. C -Calculated temporal variation of the liquid-solid interface from the images show large scatter; D -the data shown in C is converted into frequency domain using DFFT analyses.
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above example demonstrates the need for continued experimental measurements of thermodynamic properties of various phases in alloys relevant to welding and joining.
Case Study 2: Effect of Liquid-Solid Interface Transients
Problem Statement: The thermodynamic and kinetic models allowed us to predict the inclusion formation and microstructural evolution in welds made with normal steady-state conditions. However, the applicability of the model to transient conditions was not evaluated. For example, under pulsed welding conditions, one may experience local changes in thermal gradients and liquid-solid interface velocity. This case study focuses on the measurement of the transients in weld solidification conditions in an Fe-C-Al-Mn alloy system, specifically within high-Al welds.
Approach: In this research, autogenous gas tungsten arc (GTA) welds were made with the following conditions: 18.5 V, pulse peak current 130 A, pulse background current 90 A, pulse frequency of 300 Hz, welding speed 0.6 mm/s, and helium shielding. A high-speed in-situ monitoring system (Fig. 10) developed by Hall and Robino (Ref. 102 ) was used to track the instabilities of the liquid-solid interface. In this setup, the camera was mounted on a fixture attached to the weld arc and recorded at a time interval of 0.005 s. Therefore, the relative velocity between the camera and the weld pool was set at zero.
Results: The in-situ images were evaluated through standard image analysis tools (Ref. 103) . Typical images from two sequential time frames are shown in Fig. 11A , B. Original black and white images were converted to color to illustrate various observed phenomena. First, the images show the motion of coarse and fine inclusions in the liquid region. Second, the snapshots also show alternating motion of the liquid-solid interface with reference to the camera location. The locations of these interface positions were extracted from a series of image frames. Since the relative velocity between camera and arc is zero, the motions of the interface are interpreted as growth and dissolution (Fig.  11C) reaching the rates of ±0.015 m/s. The above data were further analyzed using discrete fast Fourier transformation (FFT) algorithm. The analyses (Fig.  11D) show the pulsed interface motion occurs at different frequencies, i.e., 25, 75, 100, and 125 Hz. Currently, the reasons for such specific frequency evolutions are not understood.
The effect of such l/s oscillations on microstructural evolution was evaluated by optical microscopy - Fig. 12 . The Relevance to Process-Based Quality: The above data shows the solidification microstructural evolution is sensitive to the local thermal transients. Inability to describe the above transients in models may not allow us to predict the scatter in properties associated with the banded microstructure shown in Fig. 12 . Therefore, it is important to track these changes using in-situ sensors and correlate to the scatter in microstructure and properties.
Case Study 3: In-Situ Analyses of Liquid-Solid Interface Instabilities
Problem Statement: Although we postulated that the changes in microstructure shown in Figs. 11 and 12 are due to local changes in liquid-solid interface velocity, there was no direct proof. To validate our hypothesis, insitu time-resolved X-ray diffraction (TRXRD) experiments (Fig. 13) were performed using the setup developed by Elmer (Ref. 97) . Initial experiments with high-Al welds confirmed that a large change in liquid-solid interface velocity will indeed induce transition from equilibrium d-ferrite to nonequilibrium austenite (Ref. 106) . At this juncture, the generality of the above phenomena for a wide range of alloy compositions was not understood and is the focus of the current case study.
Approach: To validate the above phenomena, a special Fe-C-Al-Mn alloy weld with higher aluminum concentration was selected for the TRXRD experiments. The new alloy composition is Fe-0.28C-0.45Mn-3.7Al (wt-%). The quasibinary Fe-Al diagram (Fig. 14A) shows that in this alloy, the stability of d-ferrite is greater than g-austenite. Therefore, we expect that for a wide range of liquid-solid interface velocities, we should only see d-ferrite solidification and phase selection to nonequilibrium g-austenite should be highly improbable. The phase evolutions at the HAZ WELDING RESEARCH JANUARY 2018 / WELDING JOURNAL 11-s and WM were tracked for various spot welding experiments (Fig. 14B) . The experiments considered 35 transient conditions relevant to spot welding including arc strike, arc ramp up, and arc ramp down (Ref. 106) . In this paper, results from two conditions are discussedFigs. 15, 16.
Results from Arc-Strike Experiment: In-situ diffraction data from arcstrike experiments are shown in Fig.  15A , B. Under this condition, the arc was switched on for 1 s and then extinguished. The diffraction data show the presence of BCC phase at room temperature. As soon as the arc strike was induced, the diffraction signals from the probed region were lost, indicating the formation of liquid. As soon as the arc was switched off, the diffraction peaks corresponding to (110) plane reemerged. The results confirmed that even under the nonequilibrium conditions that may induce large liquidsolid interface velocities, only dferrite will form. Optical microscopy of the same spot weld shows epitaxial growth of ferrite from the HAZ - Fig. 15B . However, a quick analysis of the optical micrograph indicated that due to the small size of the weld metal region, the maximum velocity we could achieve would be in the order of only 3 × 10 -4 m/s. As a result, one can postulate that higher liquid-solid interface velocities might not have been reached to induce nonequilibrium austenite phase selection.
Results from Current RampDown Experiment: Previous research (Ref. 106) has shown that by forming a large weld pool and then using current ramp down, rapid liquid-solid interface velocity can be accessed. These conditions were imposed for new alloys.
The diffraction data from the rampdown conditions are shown in Fig. 16A . At the start of the ramp down of current, the data show no evidence for any crystal structure. However, at around 20 s, the data showed a brief formation of ferrite. At this time, the arc was extinguished, which leads to acceleration of the liquid-solid interface. Interestingly, the data show formation of nonequilibrium g-austenite and transformation of the austenite to martensite on reaching low temperature at about 45 s. Similar experiments were performed on another build and the microstructural heterogeneity was evaluated - Fig. 16B-D .
The micrographs show the formation of equilibrium d-ferrite close to the weld interface - Fig. 16B , C. However, with an increase in the liquid-solid interface velocity, instability in d-ferrite dendrites was observed - Fig. 16D . Finally, most of the weld shows the formation of martensite laths that are larger than 100 μm, which could have only formed from large austenite grains. The above results suggest that we have accessed nonequilibrium gaustenite with planar solidification. The above phase selection phenomena were analyzed using the interface response function theories outlined in the previous section (Ref. 104 ). The dendrite tip temperature for d-ferrite and g-austenite was calculated using calibrated parameters relevant to Equations 4-9. The results are shown in Fig. 17 Relevance to Process-Based Quality: Although the models have shown the feasibility of predicting these transient behaviors, the parameters used in Equations 4-9 have been calibrated. Therefore, extension of these models to other alloy systems must be accompanied by simple calibration experiments and heat transfer simulation with ramp-down and arc-strike experiments. Nevertheless, results from the above experiments showed it is indeed possible to control microstructure by spatially and temporally controlling thermal gradients and liquid-solid interface velocities.
Case Study 4: Extension to Powder Bed Additive Manufacturing
Problem Statement: It has been a dream of metallurgists to arrive at sitespecific control of microstructures in near net shape components. The discussions in the previous section showed it is indeed possible to arrive at processbased quality by controlling microstructural heterogeneity. This microstructural control is possible in complex components if one can modify the spatial and temporal thermal signatures including thermal gradients and liquid-solid interface velocity. The emergence of powder bed additive manufacturing provides an opportunity to test out this hypothesis (Ref. 107).
Approach: Electron beam powder bed fusion (E-PBF) of Alloy 718 was selected for this case study. To induce different melt pool shapes, thermal gradients (G), and liquid-solid interface velocities (R), the beam spot-on time and location of the beam should be varied. A heat transfer model (Ref. 108) was used to design these spot melting strategies, a priori before the experiment. The predicted G and R are shown in Fig. 18 . The first cube sample was designed (Fig. 18A, B) to induce columnar microstructure and the second cube sample was designed (Fig. 18D, E) to induce the equiaxed microstructure.
Results: These cube samples were produced by E-PBF melting of each layer with the spot melt patterns designed by models. The cube samples were then sectioned and analyzed using electron backscattered diffraction imaging. As expected, the first cube (Fig. 18C) showed a columnar microstructure and the second cube (Fig.  18F) showed an equiaxed microstructure. The above experiment was further verified by calculating the solidification maps using interface response function theories (Equations 4-9) and overlaying the calculated G and R values for Cubes 1 and 2 - Fig. 19 . Even with a large amount of scatter, most of the G and R data from Cube 1 lay above the CET line confirming the tendency for the formation of columnar grains. Similarly, most of the data points from Cube 2 lay below the CET line cinforming the tendency for the formation of equiaxed grains. The above transitions have also been verified with in-situ infrared thermography and in complex geometries (Ref.
109).
Relevance to Process-Based Quality: The above example demonstrates that process-based quality is indeed achievable even under transient conditions, provided that we can reproduce these transients repeatedly by careful control of energy deposition and heat transfer. Recently, the above process-based quality framework, in conjunction with in-situ near-infrared imaging, was extended to qualification of topology optimized Ti6Al4V parts made by the E-PBF process (Ref. 110).
Future Directions
This review, results, and discussions demonstrate it is indeed possible to arrive at process-based quality of components much earlier than in 2040 as proposed in the AWS roadmap. Furthermore, the process-based quality framework must be extended to fusion welding, solid-state joining, brazing, soldering, and additive manufacturing by coupling integrated process models, in-situ process sensors, and the collection of all parameters relevant to process and other boundary conditions. The above data can be analyzed, tracked, and archived using emerging high-performance computing, cloud computing (Ref. 76) , and data analytics (Ref. 111). Once we have developed and deployed proof-of-principle industrial standards based on process-based quality, the above approach can be extended to hybrid materials that join metals, polymers, ceramics, glass, and elastomers in different forms and functions (Ref. 112).
Summary and Conclusions
In this paper, the feasibility of process-based qualification of welded components was explored. A processbased qualification framework will involve concurrent activities ranging from modeling, making, and measuring with state-of-the-art computational and sensing tools. To succeed in this alternative approach to qualification, it is important to define all the boundary conditions including geometry, restraints, and the processing environment. Then, for given process conditions, an integrated modeling and sensing tool should be capable of predicting or describing the spatial and temporal variation of heat and mass transfer, solidification, solid-state transformation, and plastic deformation. With the above data, it is possible to predict the performance of welded components with minimal trial-and-error experimentation. Few examples were presented to bolster the argument for process-based quality of welded components. Two major scientific challenges were identified, i.e., variability in describing the alloying element concentration in weld metal and transients in thermal signatures, thermal gradient, and liquid-solid interface velocity. Approaches to address the above challenges are illustrated with four case studies.
In the first case study, the need for reliable multi-component thermodynamic data of liquid and solid phases are emphasized to describe inclusion formation and microstructural evolution in Fe-C-Al-Mn self-shielded flux cored arc welds. In the second case study, the role of in-situ monitoring by high-speed optical imaging to track the liquid-solid interface velocities and associated microstructural heterogeneity was presented. In the third case study, the role of in-situ time-resolved X-ray diffraction to probe the phase selection during transient welding was demonstrated. The data and analyses confirmed the importance ofspatial and temporal variations of the thermal gradient and liquid-solid interface velocity in forcing the equilibrium d-ferrite or nonequilibrium -austenite solidification. Finally, with the above fundamental knowledge of weld solidification, site-specific control of microstructure was achieved in Alloy 718 builds made by electron beam powder bed fusion technique. The results presented in this paper support the notion that processbased qualification of components made by welding and additive manufacturing is indeed achievable in the near future.
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