We consider representing two classes of 1D quantum wave functions of spin systems, including the AKLT and CFT correlator wave functions, in terms of multi-layer restricted Boltzmann machines. In our prescription, the AKLT wave function can be exactly represented by a 2-layer restricted Boltzmann machine with five hidden spins per visible spin. The construction can be generalized to prove that any MPS wave function on N unit cells with finite bond dimension can be approximated by a 2-layer restricted Boltzmann machine with O(N ) hidden spins within an error which scales linearly with N . The Haldane-Shastry wave function or a chiral boson CFT correlator wave function, as any Jastrow type of wave functions, can be exactly written as a 1-layer Boltzmann machine with O(N 2 ) hidden spins and N visible spins. Applying the cumulant expansion, we further find that the chiral boson CFT correlator wave function (with small vertex operator conformal dimension α, i.e., α < 0.1) can be approximated, within 99.9% accuracy up to 22 visible spins, by a 1-layer RBM with O(N ) hidden spins. The cumulant expansion also leads us to a physically inspiring result in which the hidden spins of the restricted Boltzmann machine can be interpreted as the conformal tower of the chiral boson CFT on the cylinder. arXiv:1910.13454v1 [cond-mat.str-el] 
Introduction Restricted Boltzmann machine (RBM) states have been recently attracting the attention of the condensed matter community as a new numerical tool for quantum systems . The inspiration of RBM states comes from the fields of deep learning and artificial intelligence: neural networks. One of the earliest neural networks is the RBM. In this paper, we focus on a simple generalization of the RBM, the k-layer RBM. A k-layer RBM refers to the following type of functions: 
where (i) i ∈ {1, ..., k} labels the hidden layer; (ii) s p0 (1 ≤ p 0 ≤ n) are the visible spins; (iii) h i pi (1 ≤ p i ≤ m i ) are the hidden spins in the i-th layer; (iv) W i pipi−1 are complex valued weights; (v) a p0 and b i pi are complex valued biases for the visible and i-th layer hidden spins respectively. An important feature of the k-layer RBM is that the hidden spins in the i-th layer only couple to the hidden spins in the (i + 1)-th or (i − 1)-th layers, and they do not couple to the hidden spins within the same layer, although integrating out the i-th layer will give spin-spin coupling in the (i − 1)-th and (i + 1)-th layer. See Fig. 1 for an graphical representation of a 3-layer (1). The biases are not explicit in this diagram. The first hidden layer is connected to the visible layer and the second hidden layer, and the second hidden layer is connected to the first and the third one. The last hidden layer only connect with the second hidden layer. The fully connected RBM refers to an RBM where each of the spins in a layer is connected to all the spin in the nearest neighbor layers.
RBM. In particular, the 1-layer RBM is: 
The values of the visible and hidden spins can vary depending on the systems. Previous studies [13, 22, 23] mostly focus on the numerical applications of 1-layer RBM to quantum many-body systems. Only few analytical studies demonstrate the power of k-layer RBM's. In Ref. [13, 22] , efficient numerical algorithms were proposed to construct 1-layer RBM states from tensor network states or from stabilizer codes. In Ref. [23] , finitely connected[38] 1-layer RBM states with minimal number of hidden spins have been analytically constructed for a family of 1D stabilizer codes. The purpose of this paper is to represent more generic wave functions beyond stabilizer codes in terms of k-layer RBM's. In particular, we focus on two examples: the AKLT model and the free-boson CFT correlator states. As proved in Ref. [23] , a necessary condition of the existence of a finitely connected 1-layer RBM to exactly represent a 1D wave function is that the matrices of its matrix product state (MPS) [24] [25] [26] [27] [28] [29] [30] [31] [32] , which can be immediately obtained from the RBM, are of rank 1. However, this condition does not hold true for AKLT model, since one of its MPS matrix is of rank 2. [25] We will show in this paper that the spin-1 AKLT model can be exactly represented by a 2-layer RBM. Furthermore, we prove in section D of the supplementary material that any MPS can be approximated, up to an arbitrary small error that scales linearly with the system size N , by a 2-layer RBM.
2-Layer RBM for the AKLT State For clarity, we denote {| 1 2 , | − 1 2 } as the basis of a spin-1 2 state, and {|1 , |0 , | − 1 } as the basis of a spin-1 state. Consider a spin-1 chain with periodic boundary condition containing N unit cells. The parent Hamiltonian of the AKLT model is H = N i=1 S i · S i+1 + 1 3 (S i · S i+1 ) 2 where S a i (a = 1, 2, 3) are three spin-1 operators for the i-th spin. The AKLT ground state can be represented as an MPS
where
σ ± = (σ 1 ± iσ 2 )/2, and σ 1,2,3 are the 2-by-2 Pauli matrices. The basis |s i is a direct product state |s i = ⊗ N i=1 |s i . The AKLT ground state and its MPS representation can be constructed by starting with a singlet chain of spin-1 2 's (to be specified below) and project the spin-1 2 's into spin-1's [25, 32] . As we will find, a 2-layer RBM representation of the ground state can be obtained using the same construction.
1. A Singlet Chain as an RBM: Consider a translational invariant chain with N unit cells where each unit cell contains two spin-1 2 's, labeled by a i , b i = ± 1 2 , i = 1, ..., N . A singlet chain state is a tensor product of pairs of singlets |ψ i,i+1 across adjacent unit cells, i.e.,
e iπhi,i+1(bi+ai+1)+iπbi |b i , a i+1 (5) where we introduce a hidden spin h i,i+1 = 0, 1 for each pair of adjacent unit cells to fit the coefficient in the form of an RBM. Suppressing the overall normalization factor, the singlet chain |ψ can be compactly written by taking the product of Eq. (5) as:
The summation is taken over all possible configurations of a i , b i and h i,i+1 .
Projection as a 1-layer RBM:
The second step is to project the two spin-1 2 's on each site to a spin-1 via the projector P
si=−1,0,1 ai,bi=± 1 2 P si ai,bi |s i a i , b i | 
Relegating the details to section A of the supplementary material, we find that the CG coefficients can be expressed as a 1-layer RBM, 
Substituting Eq. (9) into Eq. (7) , expanding the direct product and suppressing the overall normalization factor, we find the projector P as 
where |{s i } is defined below Eq. (4) and |{a i , b i } = ⊗ N i=1 |a i , b i . We refer to the projector Eq. (10) as the RBM projector.
AKLT State:
We finally combine the results in Eqs. (6) and (10) to express the spin-1 AKLT state in terms of a 2-layer RBM state:
P|ψ ∝ {si,ai,bi,hi,i+1,hi,h i } e πi i (hi,i+1(bi+ai+1)+bi+ 2 3 hi(ai+bi−si)+ 1 2 h i (ai−bi)) |{s i } where the last expression is a 2-layer RBM state. h i , h i and h i,i+1 are the hidden spins in the first layer, while a i , b i are the hidden spins in the second layer. See Fig. 2 for a graphical representation of the 2-layer RBM. Applying the procedure in Ref. [23] (see also section B of the supplementary material), the RBM Eq. (11) can be cast into the form of an MPS,
After a similarity transformation on the virtual indices,
we obtain the standard MPS matrices of the AKLT state Eq. (4). MPS by 2-Layer RBM The above procedure of expressing the AKLT state as a 2-layer RBM can be generalized for any MPS with finite bond dimension. In section D of the supplementary material, we prove that given an arbitrary small error and arbitrary MPS MPS({s i }) = {si} Tr(T si ) with finite bond dimension on a system with N unit cells, there exists a 2-layer RBM such that
where O(N ) is a coefficient that scales linearly with N . We prove Eq. (14) based on the representing power theorem of 1-layer RBM for (real) probability distributions of binary numbers [33] . We leave the proof to the supplementary material.
Correlator States by RBM In this section, we construct the exact 1-layer RBM representions for a series of chiral boson CFT correlator wave functions. For simplicity, we adopt a slightly different convention for labeling the spin basis: |s = |± . The vertex operator of the chiral boson CFT [34] [39] is A i si = χ si : e isi √ αφ(zi) :, i = 1, 2, . . . , N.
We explain the notations in Eq. (15) . (i) N is the system size and we assume that N is even; (ii) φ(z) is the holomorphic part of the free boson field, where z = x + iy is the complex coordinate; (iii) s i = ±1 labels the spin basis; (iv) α is a positive real number encoding the conformal dimension h of A i si , i.e., h = 1 2 α; (v) the Marshall sign factor χ sj is defined as χ sj = 1 for even j, and χ sj = s j for odd j; (vi) : O : denotes the normal ordering of the operator O on the decomposition of φ into normal modes. The correlator of the vertex operators Eq. (15) is the wave function:
where δ N i=1 s i = 1 if N i=1 s i = 0; otherwise δ N i=1 s i = 0, i.e, constraining the total s z to be 0. If z i 's are restricted to be the coordinates of a spin chain of N sites with periodic boundary condition, i.e., z n = e 2πi N n , n ∈ {0, 1, ..., N − 1}, then Eq. (16) reduces to
In particular, when α = 1 2 , ψ CFT reduces to the Haldane-Shastry wave function [34] 
The chiral boson CFT wave function Eq. (18) is a special type of Jastrow wave function. Notice that a wave function f ({s i }) is Jastrow if f ({s i }) = i<j u ij (s i , s j ) for some function u ij (s i , s j ). Ref. [6] has shown that a generic Jastrow wave function can be exactly represented by a 1-layer RBM with O(N 2 ) hidden spins. In the following we first show that the chiral boson CFT correlator wave function can be exactly represented by a 1-layer RBM with N (N −1) 2 + 1 hidden spins, ψ CFT (s 1 , s 2 , . . . , s N ) ∝ e i π 
where the hidden spins include: (a) h m,n = ±1 coupling to the pair of visible spins s m and s n and (b) Hidden Visible Hidden Figure 3 : The RBM state figure for CFT correlator states with 4 spins with periodic boundary condition. The black dots are the visible spins and the blue dots are the hidden spins for each pair of visible spins, i.e., hm,n. See Eq. (19) . h = 0, 1, . . . , N − 1 coupling to all visible spins, as a Zeeman magnetic field. In Eq. (19) , we have used s i = e iπ(si−1)/2 for s i ∈ {1, −1}. The hidden spin h is introduced to impose the constraint i s i = 0 by a Z N Fourier transformation. The total number of the hidden spins are N (N −1) 2 + 1. In Eq. (19) we use the notations:
V α,m,n 1 := V 1 (α ln (d N (m, n))) V α,m,n 2 := V 2 (α ln (d N (m, n))) (20) where the functions V 1 (x) and V 2 (x) are:
V 1,2 (x) = 1 2 (arccosh (e x ) ± arcsech (e x )) . Fig. 3 is a graphical representation of the 1-layer RBM in Eq. (19) . The details to derive Eq. (19) can be found in section C of the supplementary material. We further numerically show that the CFT correlator wave function can be approximated by a 1-layer RBM with N hidden spins (for 20 ≤ N ≤ 22) within the accuracy 99.9% for 0 < α < 0.1, in contrast to the O(N 2 ) hidden spins for the exact representation Eq. (19) . We first prove that 1-layer RBM without bias, i.e., Eq. (2) where a i = 0 and b j = 0, can be approximated (with the precision given below) by an exponential function of a quadratic polynomial of physical spins, provided the weights are small, i.e., |W ij | 1. Concretely,
where U is symmetric and
To prove Eq. (22) , we use the cumulant expansion. In Eq. (22) , summing over the hidden spins amounts to calculating the expectation value with a uniform normalized probability distribution: p (h 1 , h 2 , . . . , h M ) = 1 2 M , ∀ h 1 , h 2 , . . . , h M = ±1. (24) Denote X := ij W ij s i h j . Cumulant expansion [35] yields h1,h2,...,h M e X = 2 M E(e X ) = 2 M exp ∞ r=1 κ r r! (25) where E denotes the expectation value over the probability distribution Eq. (24) . The r-th cumulant κ r is listed in Ref. [35] . κ r is of order O(|W ij | r ). The first two cumulants κ 1 and κ 2 are:
Hence κ 2 is the leading contribution to Eq. (25) . Keeping only the leading terms in Eq. (25) , we obtain the desired approximation
The right hand side of Eq. (27) is precisely of the form exp 1 2 i =j U ij s i s j where U ij = k W ik W jk , and hence Eq. (23) holds. Furthermore, since the only approximation comes from truncation of the Cumulant series in Eq. (25) , we can determine that Eq. (23) is accurate up to O(|W ij | 3 ). Equivalently, the two sides of Eq. (22) equal up to a multiplicative factor e O(|Wij | 3 ) which is exponentially close to 1. We emphasize that the accuracy of the approximation also depends on the number of hidden spins M which we specify below.
Eq. (22) provides a convenient approximation of the CFT correlator wave function using the RBM. For the simplicity of numerical simulations, we choose the number of hidden spins M to be the number of visible spins N (in contrast to O(N 2 ) for the exact representation Eq. (19) ), we numerically test the validity of this approximation by computing the overlap of ψ CFT in Eq. (18) with the RBM wave function:
ψ CFT−RBM (s 1 , s 2 , . . . , s N )
s i e i π 2 i:odd (si−1) h1,h2,...,h N e ij Wij sihj .
In Eq. (28) , W is obtained by eigenvalue decomposing U (from Eq. (17)) whose nonzero matrix elements are U i,j = α ln (d N (i, j)) , ∀i = j. Concretely, we decompose U as U = V ΛV T where V is real and λ is the diagonal matrix, and we construct W = V √ Λ [41]. We numerically compute the fidelity (i.e. single-site overlap) | ψ CFT |ψ CFT−RBM | 1/N . The numerical results are summarized in Fig. 4 . For 0 ≤ α ≤ 1, the fidelity is greater than 90% with sizes up to N = 22. In particular, in the regime where the perturbation is valid, i.e., Numerical results for the fidelity | ψCFT|ψCFT−RBM | 1/N versus α. The two states ψCFT and ψCFT−RBM are defined in Eqs. (17) and (28) respectively. Different curves corresponds to different system sizes N . The horizontal axis is α, and the vertical axis is the fidelity | ψCFT|ψCFT−RBM | 1/N . The fidelity is significantly larger than 99% for α < 0.1. 0 ≤ α ≤ 0.1, the fidelity is greater than 99.9%. This indicates that the approximation by cumulant expansion is acceptable at the leading order. The next order term in the cumulant expansion is κ 4 since κ 3 = 0 and it leads to a quadratic term in the wave function, that is i,j,k,l U ijkl s i s j s k s l , which does not have the quadratic dependence of Eq. (22) .
We comment that the RBM wave function Eq. (28) also approximates the ground state wave function of the integrable XXZ chain. The Hamiltonian of the XXZ chain is
where S a i , a = x, y, z are Pauli matrices. In Ref. [34] , it was numerically shown that the overlap between the ground state of Eq. (29) |ψ XXZ and the chiral boson CFT correlator Eq. (16) |ψ CFT is greater than 99% with N = 20 provided ∆ = − cos(2πα) for 0 ≤ α ≤ 0.1, i.e., | ψ XXZ |ψ CFT | > 99%. Thus the single site overlap (i.e. the fidelity) is | ψ XXZ |ψ CFT | 1/N > 99.9%, N = 20.
Since we have already shown that the fidelity between the CFT correlator Eq. (16) and the CFT-RBM Eq. (28) for N = 20 is also greater than 99.9% for 0 ≤ α ≤ 0.1, we conclude that the CFT-RBM wave function nicely approximates the ground state of the XXZ ground state wave function with the fidelity [42] | ψ XXZ |ψ CFT−RBM | 1/N 99.8%, N = 20.
We finally comment that Eq. (22) allows us to label the orthogonal basis of the chiral boson CFT using hidden spins. Recalling Eq. (16) and (17) , the matrix elements U ij in Eq. (22) can be identified as:
U mn in Eq. (32) is proportional to the chiral boson correlation function on a cylinder of length 2π:
Denote |p, q as the complete and orthonormal basis of chiral boson CFT, consisting of all the primary states (labeled by p) and their descendents (labeled by q ≥ 0). Inserting the identity 1 ≡ p,q |p, q p, q| on the cylinder, we have
Comparing Eq. (34) and (23), we can find that:
where the second index (p, q) of W , i.e., the hidden spin in the 1-layer RBM, labels the orthonormal basis of chiral boson CFT on a cylinder |p, q . Since there are infinite number of orthogonal CFT bases, the number of hidden spins M is infinite in this case. Conclusion In this paper, we study two famous states for 1D spin chains: the AKLT state and the CFT correlator state. The AKLT state can be exactly represented as a 2-layer RBM state, where the number of hidden spins per visible spin is 5. We further proved that any MPS can be approximated by a 2-layer RBM within a given accuracy . The free-boson CFT correlator wave function Eq. (17) can be exactly represented by a 1-layer RBM, and the number of hidden spins per unit cell is approximately M = O( N 2 2 ) as N becomes large. The number of hidden spins grows as the system size indicates that the ground state is strongly entangled, with the entanglement bounded from above by log 2 N M . Moreover, using cumulant expansion for the 1-layer RBM, the CFT correlator wave function can be approximated well by a 1-layer RBM with N number of hidden spins with the accuracy shown in Fig. 4 . It is worth emphasizing that the hidden spins can be interpreted as the orthonormal basis of the free boson CFT, as shown in Eq. (35) . contributors, Kullbackleibler divergence -Wikipedia, the free encyclopedia (2019), [Online;
accessed 30-June-2019], URL https: //en.wikipedia.org/w/index.php?title=Kullback% E2%80%93Leibler_divergence&oldid=901323752.
[37] Wikipedia contributors, Pinsker's inequality -Wikipedia, the free encyclopedia (2019), [Online; accessed 16-July-2019], URL https://en.wikipedia. org/w/index.php?title=Pinsker%27s_inequality& oldid=884266462.
[38] Here, finitely connected means that the weights between visible spins and hidden spins are non-vanishing only when the distance between the visible and hidden spins are within a finite range.
[39] The standard vertex operator of chiral boson CFT is exp(i √ αφ(z)) which does not contain the prefactor si. The vertex operator in Eq. (15) is more like Knizhnik-Zamolodchikov spin vertices. However, for simplicity, we still denote Eq. (15) as the vertex operator of chiral boson CFT.
[40] To see its connection to the HS wave function, it is more convenient to change the spin basis si to the occupation number basis ni, via si = 1 − 2ai. ai = 0, 1. Since i si = 0, we have i ai = N/2. Hence there are exactly N/2 i's where ai = 1. Denote such indices as nj. Then Eq. (17) can be rewritten as ψCFT(n1, ..., n N/2 ) ∝ e iπ i n i N/2 n i >n j (sin(π(ni − nj)/N )) 2 . This is precisely the HS wave function. See [34] for details.
[41] Because Ui,j is real and symmetric, there exists a real matrix V satisfying V V T = V T V = I such that U = V ΛV T , where Λ is a diagonal matrix. Denote W = V √ Λ. U can be rewritten as U = W W T . Thus one can find W by performing the eigenvalue decomposition U = V ΛV T .
[42] Since | ψXXZ |ψCFT | 1/N > 1 − where = 0.1%, we find to the leading order of that the XXZ state can be approximated as |ψXXZ = |ψCFT + N |α for some |α . Similarly since | ψCFT|ψCFT−RBM | 1/N > 1 − , to the leading order of , the |ψCFT−RBM can be approximated as |ψCFT−RBM = |ψCFT +N |β for some |β . We estimate the fidelity | ψXXZ |ψCFT−RBM | 1/N up to leading order of to be (1 + N ( α|CFT + CFT|β )) 1/N 1 − 2 = 99.8%. The rest of the task is to write the factor F a,b as an RBM. Fortunately, F a,b fits nicely into the formula In this appendix, we map a finitely connected and translationally invariant 2-layer RBM into an MPS. See Ref. [23] for the discussion of 1-layer RBM ↔ MPS map. As an example, we explain the 2-layer RBM ↔ MPS map where there are 1 visible spin, 2 hidden spins in the first hidden layer and 2 hidden spins in the second hidden layer per unit cell. We will comment on the generalization to 2-layer RBM's with more visible and hidden spins per unit cell.
Consider a translational invariant and nearest neighbor connected 2-layer RBM defined on a 1D lattice with N unit cells. We first introduce the degrees of freedom in each unit cell as well as the weights and biases.
1. There is 1 visible spin s r in the r-th unit cell, r = 1, ..., N .
2. There are 2 hidden spins h 1 r and g 1 r in the r-th unit cell of the first hidden layer. h 1 r only connects to the visible spin in the same unit cell s r , while g 1 r connects to the visible spins belonging to neighbor unit cells s r and s r+1 . 3. There are 2 hidden spins h 2 r and g 2 r in the r-th unit cell of the second hidden layer. h 2 r only connects to the hidden spins from the first hidden layer in the same unit cell, i.e., h 1 r and g 1 r . g 2 r connects to the hidden spins from the first hidden layer belonging to neighbor unit cells, i.e., h 1 r , g 1 r , h 1 r+1 and g 1 r+1 . 4. The weights connecting the visible spins and hidden spins from the first hidden layer are specified as follows:
(a) The weight connecting s r and h 1 r is W 1 sh . (b) The weight connecting s r and g 1 r is W 1 sg . (c) The weight connecting s r+1 and g 1 r is W 1 sg . 5. The weights connecting the hidden spins from the first hidden layer and those from the second hidden layer are as follows: In the first hidden layer, the green triangle represents the hidden spin {h 1 r }, and the green box represents the hidden spin {g 1 r }. In the second hidden layer, the red pentagon represents the hidden spin {h 2 r }, and the red diamond represents the hidden spin {g 2 r }. The blue lines represent the weights connecting the spins within the unit cell, and the orange lines represent the weights connecting the spins from adjacent unit cells (which are labeled by W 's). The yellow shaded region represents a unit cell involving all three layers. The dark yellow shaded region represents a unit cell involving the visible layer and the first hidden layer.
(f) The weight connecting g 1 r+1 and g 2 r is W 2 gg .
6. The biases are as follows:
For simplicity, we assume all the visible spins and hidden spins are {0, 1} valued. The 2-layer RBM takes the above general form
See Figure 5 for a graphical representation of the RBM. We further organize the 2-layer RBM Eq. (B.1) as an MPS. We first construct a state by treating the RBM Eq. (B.1) as a wave function,
By properly grouping the various terms in Eq. (B.1), we find
where the tensor T sr is a 4 × 4 matrix
This shows that one can directly obtain the MPS from a 2-layer translationally invariant RBM. It is remarkable that by grouping the indices g 1 r−1 , g 2 r−1 as the left index and the indices g 1 r , g 2 r as the right index, the rank of the 4-by-4 matrices T sr is upper bounded by 2. To see this, we denote
are both 1-layer RBMs respectively. In Ref. [23] , we showed that the MPS matrix of the 1-layer RBM must have rank 1. From Eq. (B.5) the matrix T can be expressed as sum of two rank 1 4 × 4 matrices,
are both rank 1 4×4 matrices. (Tensor product of two rank 1 matrices is still a rank 1 matrix. ) Hence the rank of T is at most 2. Actually the rank of T can be 1, when U sr
In particular, when all the weights connecting to the hidden spin h 1 r vanish, U sr
is independent of h 1 r . We realize that even in this case (where all weights connecting to h 1 r vanish), the Boltzmann machine is still a 2-layer RBM (which does not reduce to a 1-layer RBM). In conclusion, we showed the upper bound for the MPS of the 2-layer RBM Eq. (B.4) is 2.
Generalization to the RBM with more visible and hidden spins per unit cell is straightforward. The recipe is to introduce species indices to label visible and hidden spins, i.e., {s a r , h 1,b r , g 1,c r , h 2,e r , g 2,f r } where a, b, c, e, f are indices labeling the species. More specifically, 1. s a r is the visible spin. a = 1, ..., n s .
.., n h1 , is the hidden spin from the first hidden layer connecting only with the visible spins from the same unit cell, i.e., s a r .
3. g 1,c r , c = 1, ..., n g1 , is the hidden spin from the first hidden layer connecting only with the visible spins from the neighbor unit cells, i.e., s a r and s a r+1 ;
4. h 2,e r , e = 1, ..., n h2 , is the hidden spin from the second hidden layer connecting only with the hidden spins from the first hidden layer from the same unit cell, i.e., h 1,b r and g 1,c r ;
5. g 2,f r , f = 1, ..., n g2 is the hidden spin from the second hidden layer connecting only with the hidden spins from the first hidden layer from adjacent unit cells, i.e., h 1,b r , g 1,c r , h 1,b r+1 and g 1,c r+1 . 
The RBM state of the 2-layer RBM Eq. (B.8) can be rewritten as an MPS,
which is an 2 ng1+ng2 × 2 ng1+ng2 dimensional matrix. We further calculate the rank of the MPS Eq. (B.10). We use the same method as in Eq. (B.7). We denote
are rank 1 matrices. Therefore, we find that T is a sum of 2 n h1 rank 1 matrices. In summary we find that the 2 ng1+ng2 × 2 ng1+ng2 matrix T
C. Exact RBM Representation for CFT Correlation Wave Function
For the calculation convenience, we introduce the following identity:
where V is a constant, and V 1 , V 2 will be shown to only depend on V .
Proof. Summing over the h on RHS of Eq. (C.1) leads to:
More explicitly, this set of equations without duplicates is listed below:
We can solve these two equations to find a solution for V 1 and V 2 :
(C.4)
We find that V 1 and V 2 are Eq. (21) in the main text.
We are ready to transform the CFT correlator wave function in Eq. (18) to an RBM state. Our main tool is the identity Eq. (C.1). To begin with, let us apply Eq. (C.1) to the following term:
To simplify notations, we can denote:
where the functions V 1 (x) and V 2 (x) are defined in Eq. (21) . Then Eq. (C.5) becomes:
Applying this identity to each terms in Eq. (18), the wave function is transformed to:
where in the last equality, we rewrite the product of summation as a big summation, and the overall constant 1 2 and the phase exp − πi 2 are dropped. The last two terms in the last equality of Eq. (C.9) are already in the form of an RBM state. The rest of the task is to transform the δ function to an RBM state. We can achieve it by a Fourier transformation:
Therefore, combining Eq. (C.10) and (C.9), ψ CFT (s 1 , s 2 , . . . , s N ) becomes:
This wave function is in the form of the RBM state.
D. MPS by 2-Layer RBM
In this appendix, we show that any MPS with finite bond dimension can be approximated by a 2-layer RBM within an error which scales linearly with N . Due to the length of the section, we briefly summarize the procedures:
1. Review the theorem in Ref. [33] where the authors proved that any (real) probability distribution can be approximated by a 1-layer RBM, i.e. Theorem D.4.
2. Establish Theorem D.10 that any complex function can be approximated by a 2-layer RBM.
3. Apply Theorem D.10 to the local complex tensor A and thus obtain the approximated local 2-layer RBM, which is shown in Corollary D.10.1.
4. Combine each of the approximated local 2-layer RBM, which turns out to be a 2-layer RBM, i.e. Theorem D.12.
Conventions
Suppose we have an MPS with periodic boundary condition whose local tensor is A:
The tensor A has one physical index of dimension d and two virtual indices of dimension D. The diagram representation for the tensor A is:
where each line represents an index of the tensor. For convenience, we assume:
so that the indices of the tensor A S IJ can be represented by the binary number indices:
where each binary number is valued in s k ∈ {0, 1} and i k ∈ {0, 1}. It is convenient to denote a 1-layer RBM abstractly without explicitly labeling the weights and biases
For the purpose of proving the existence of such an RBM, finding the specific values of weights and biases is not important, and the schematic notation of RBM RBM n,m (s 1 , s 2 , . . . , s n ) simplifies the discussion below. Similarly, we shall use the notation RBM n,p,q (s 1 , s 2 , . . . , s n ) to denote a 2-layer RBM whose number of visible spins is n, the number of the first layer hidden spins is p and the number of the second layer hidden spins is q.
The 1-layer RBM has the following properties:
. . , f n (s n )) is also a 1-layer RBM.
2. The multiplication of two 1-layer RBM's of the same set of visible spins, with the number of hidden spins m 1 and m 2 , is also a 1-layer RBM, however with of m 1 + m 2 number of hidden spins
. . , s n ) and RBM (2) n,m2 (s 1 , s 2 , . . . , s n ) can have different weights and biases.
The multiplication of two 1-layer RBM's RBM
n2 ) is a 1-layer RBM of n 1 + n 2 visible spins and m 1 + m 2 hidden spins, i.e.,
1 , . . . , s (2) n2 ). (D.7)
RBM (1) n,m1 (s 1 , s 2 , . . . , s n ) and RBM (2) n,m2 (s 1 , s 2 , . . . , s n ) generally have different weights and biases.
Proof. 1. Suppose the 1-layer RBM is:
and the linear functions are
Then,
where we have redefined:W
which is also a 1-layer RBM.
Suppose general expressions
Hence, their product is
which is a 1-layer RBM with m 1 + m 2 hidden spins.
3. The proof is essentially the same as the proof of the second property. Suppose
Hence, direct multiplication gives
which is a 1-layer RBM with m 1 + m 2 hidden spins and n 1 + n 2 visible spins.
Review of Useful Theorems and Identities
Before discussing the representing power of the RBM, we first introduce the definition of the Kullback-Leibler (KL) divergence which measures how close two probability distributions are. The reader can find the general definition of the KL divergence in Ref. [36] , which can be defined for probability distributions over both continuous and discrete variables.
Definition D.3. Suppose f I ({s i }), I = 1, 2 are two probability distributions over a set of n Z 2 valued variables s i ∈ {0, 1}, i = 1, ..., n, satisfying
The Kullback-Leibler (KL) divergence between f 1 ({s i }) and f 2 ({s i }) is defined as
Two important properties of the KL divergence are that (1) it is always non-negative due to Jensen's inequality [36] ; (2) it satisfies Pinsker's inequality [37] . Concretely, the square root of KL gives the upper bound of the statistical difference of f 1 and f 2 ,
We proceed to present a theorem on the representing power of the 1-layer RBM, which was originally presented and proved in Theorem 2.4 of Ref. [33] . We rephrase their theorem as follows ( A typo of their manuscript is corrected and an equation is simplified further. )
Theorem D. 4 . Suppose that f is a probability distribution over the variables s i ∈ {0, 1}, i = 1, 2, . . . , n. Let k be the number of variables whose probability distribution is nonzero, i.e., k is the volume of the set
and ξ is the minimal nonzero probability
Then for any > 0, there exists a 1-layer RBM, RBM λ1 n,k ({s i }), labeled by λ 1 > 0 with k hidden spins such that the KL divergence between f and RBM λ1 n,k is controlled:
We refer the reader to Ref. [33] for the definition of λ 1 . The specific construction of λ 1 will not be important for our purposes. Using Pinsker's inequality, Theorem D.4 implies that:
Another useful identity was introduced in Ref. [3] .
Theorem D.5. (Carleo, Nomura and Imada (2018), Eq. (22)
, can be expressed in terms of a 1-layer RBM with N visible spins and 2 hidden spins. 25) In the next subsection, we will only use the schematic equivalence exp (σ 1 σ 2 . . . σ N V ) = RBM N,2 (σ 1 , ..., σ N ), i.e., the last equality of Eq. (D.24). For definiteness, we will assume that all the hidden spins in this appendix are {0, 1} valued. Note that this schematic relation might use more hidden spins than necessary. For instance, when N = 2, as demonstrated in Lemma C.1, it suffices to introduce only one hidden spin, h.
It will be convenient to convert Theorem D.5 from {±1} convention to {0, 1} convention to label spins. In particular, the cases of N = 2, 3, 4 are extensively used in our following calculations.
Lemma D.6. exp(V s 1 s 2 ), s i = 0, 1, can be expressed as a 1-layer RBM with 2 visible spins and 2 hidden spin, i.e,
. Further multiplying exp(V (σ 1 + σ 2 )/4) amounts to adding bias terms in the RBM. Hence it immediately follows that exp(V s 1 s 2 ) can also be expressed as an RBM with 2 visible spins and 1 hidden spin. In conclusion, Eq. (D.26) holds.
can be written as a 1-layer RBM with 3 visible spins and 5 hidden spins, i.e.,
Proof. For simplicity, we will use Theorem D.5 and Corollary (D.6) to prove this lemma. Since the visible spins are {0, 1} valued, to use Theorem D.5, we introduce the {±1} valued variables
According to Theorem D.5 and Lemma D.6, we can introduce an RBM for each of the terms in the above equation:
According to Property D.2, this becomes an RBM with 5 hidden spins.
Thus exp (s 1 s 2 s 3 V ) can be expressed in the form of a 1-layer RBM with 3 visible spins and 5 hidden spins. Proof. Since the proof is similar to proof of Theorem D.7, we will be brief here. We introduce {±1} valued variables
Thus exp (s 1 s 2 s 3 s 4 V ) can be expressed in the form of a 1-layer RBM with 4 visible spins and 16 hidden spins.
MPS approximated by 2-Layer RBM
Theorem D.4 only discuss the approximation of a probability distribution by an 1-layer RBM. We will first discuss, in theorem D.9, the approximation of a real tensor (which need not be a probability distribution) by a 2-layer RBM. We will discuss the approximation of a complex tensor in theorem D.10.
Theorem D.9. Suppose a real tensor A s1s2...sn has binary indices s i ∈ {0, 1}, (i = 1, 2, . . . , n). Denote k + is the number of elements of A s1s2...sn satisfying A s1s2...sn > 0, k − is the number of elements of A s1s2...sn satisfying A s1s2...sn < 0, and k = max{k + , k − }. Then for any > 0, there exists a 2-layer RBM RBM n,6nk+n+k,k+1 ({s i }) such that:
where there are n visible spins, 6nk + n + k hidden spins in the first layer, and k + 1 hidden spins in the second layer.
Proof. Suppose the real tensor is decomposed as follow: 
Hence, we have:
We further show that N + RBM + n,k + − N − RBM − n,k − can be expressed as a 2-layer RBM.
In the last second equality, we have used As we will see in theorem D.10, we will keep n to be a finite number, which does not go to infinity as the system size (i.e. the number of unit cells N ) goes to infinity. This is because n is the number of spins for each MPS matrix. n should not be confused with N . where k = max(k R+ , k R− , k I+ , k I− ). The 2-layer RBM contains n visible spins, 36kn 2 + 6n 2 + 36k 2 n + 54kn + 8n + 6k 2 + 8k + 1 hidden spins in the first hidden layer and 6nk + n + 2k + 2 hidden spins in the second hidden layer.
Proof. Because A s1s2...sn is complex, to use Theorem D.9, we consider the real part and the imaginary part of A s1s2...sn respectively. Denote (A s1s2...sn ) and (A s1s2...sn ) as the real and imaginary part respectively, i.e., Using Theorem D.9, for any given > 0, there exist 2-layer RBM R n,6nk R +n+k R ,k R +1 and RBM I n,6nk I +n+k I ,k I +1 such that 
RBM 6nk+2n+2k+2,36kn 2 +6n 2 +36k 2 n+54kn+8n+6k 2 +8k+1 ({s i }, {h j }, {g l }, g 0 ) (D.49)
In the above, we used {s i } to label {s 1 , ..., s n }, {h j } to label {h 0 , h 1 , ..., h k }, {g l } to label {g 1 , ..., g 6nk+n+k }. In the last second equality, we have used Finally, we reorganize the sum of 1-layer RBM's into a 2-layer RBM, where there are n visible spins {s i }, 36kn 2 + 6n 2 + 36k 2 n + 54kn + 8n + 6k 2 + 8k + 1 hidden spins in the first hidden layer, and 6nk + n + 2k + 2 hidden spins in the second layer. We denote this 2-layer RBM as
In summary, for any given > 0 and any complex valued tensor A s1s2...sn , we find a 2-layer RBM to approximate it within the precision , where we schematically use a black dot to represent the collective visible spins S, and use a single green dot and red dot to represent the collective hidden spins in the first and second hidden layers respectively. Using this simplified notation, we can represent the tensor with physical spins S and virtual spins L, R as Then the norm between the two wave functions, to the linear order of , is given by
where O(N ) is a number of order N .
Proof. Using Eq. (D.58), one can write R as
where U Sx LxLx+1 is an arbitrary function whose maximal norm element is of order 1. Substituting Eq. 
