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Abstract—The dual use of radio signal for simultaneous
wireless information and power transfer (SWIPT) has recently
drawn significant attention. To meet the practical requirement
that the energy receiver (ER) operates with significantly higher
received power as compared to the conventional information
receiver (IR), ERs need to be deployed in more proximity to
the transmitter than IRs in the SWIPT system. However, due
to the broadcast nature of wireless channels, one critical issue
arises that the messages sent to IRs can be eavesdropped by
ERs, which possess better channels from the transmitter. In this
paper, we address this new physical-layer security problem in a
multiuser multiple-input single-output (MISO) SWIPT system
where one multi-antenna transmitter sends information and
energy simultaneously to an IR and multiple ERs, each with
one single antenna. Two problems are investigated with different
practical aims: the first problem maximizes the secrecy rate
for the IR subject to individual harvested energy constraints
of ERs, while the second problem maximizes the weighted sum-
energy transferred to ERs subject to a secrecy rate constraint
for IR. We solve these two non-convex problems optimally
by a general two-stage procedure. First, by fixing the signal-
to-interference-plus-noise ratio (SINR) target for ERs (in the
first problem) or IR (in the second problem), we obtain the
optimal transmit beamforming and power allocation solution by
applying the technique of semidefinite relaxation (SDR). Then,
each of the two problems is solved by a one-dimension search
over the optimal SINR target for ERs or IR. Furthermore,
for each problem, suboptimal solutions of lower complexity are
proposed in which information and energy beamforming vectors
are separately designed from their power allocation. Simulation
results are provided to compare the performances of proposed
optimal and suboptimal designs in terms of (secrecy) rate and
energy transmission trade-off between the IR and ERs.
Index Terms—Simultaneous wireless information and power
transfer (SWIPT), physical layer security, wireless power, energy
harvesting, beamforming, power control, artificial noise, semidef-
inite relaxation (SDR).
I. INTRODUCTION
REcently, there has been an upsurge of interest in radiosignal enabled simultaneous wireless information and
power transfer (SWIPT) [1]–[13]. A typical SWIPT system of
practical interest is shown in Fig. 1, where a fixed access point
(AP) with constant power supply broadcasts wireless signal
Manuscript received July 23, 2013, revised November 9, 2013 and January
17, 2014, accepted January 21, 2014. The associate editor coordinating the
review of this paper and approving it for publication was Dr. De Maio Antonio.
The paper has been presented in part at IEEE Global Communications Con-
ference (Globecom), Atlanta, GA, December, 2013. The work was supported
in part by the National University of Singapore under Research Grant R-263-
000-679-133.
The authors are with the Department of Electrical and Computer En-
gineering, National University of Singapore (e-mail:liu liang@nus.edu.sg;
elezhang@nus.edu.sg; eleckc@nus.edu.sg). R. Zhang is also with the Institute
for Infocomm Research, A*STAR, Singapore.
AP
ER
ER
IR
IR
Information Transfer
IR
IR
IR
ER
Energy Transfer
Fig. 1. A simultaneous wireless information and power transfer (SWIPT)
system with “near” energy receivers (ERs) and “far” information receivers
(IRs) from the AP.
to a set of distributed user terminals (UTs), among which
some intend to decode information from the received signal,
referred to as information receivers (IRs), while the others are
interested in harvesting the signal energy, thus called energy
receivers (ERs) [2], [9]. To meet the practical requirement
that the IR and ER typically operate with very different
power sensitivity (e.g., −60dBm for IR versus −10dBm for
ER), a “near-far” or receiver-location based scheduling for
information and energy transmissions has been proposed in
[2], [9], where ERs need to be deployed in more proximity
to the AP than IRs for receiving higher signal power due to
distance-dependent attenuation.
However, the receiver-location based transmission schedul-
ing for SWIPT gives rise to a new information security
issue since ERs, which are closer to the transmitter and thus
have better channels than IRs, can more easily eavesdrop the
information sent to IRs. In order to advance existing secrecy
wireless communication network to a future one with hybrid
information and energy transmission, it is thus an essential
task to overcome this challenging security problem in SWIPT.
Therefore, in addition to meeting the energy harvesting re-
quirements of the ERs, the SWIPT system should be optimally
designed to guarantee that the information is delivered securely
to each IR even in the presence of possible eavesdropping by
any of the ERs.
Motivated by the aforementioned problem, in this paper we
propose the use of multiple antennas at the AP to achieve
secret information transmission to the IRs and yet guarantee
the target amount of energy simultaneously transferred to the
ERs, by optimally designing the beamforming vectors and
2their power allocation at the transmitter. For the purpose of
exposition, we consider a multiple-input single-output (MISO)
SWIPT system consisting of one multi-antenna transmitter,
one single-antenna IR, and K ≥ 1 single-antenna ERs, as
shown in Fig. 2. Two secrecy beamforming design problems,
denoted by (P1) and (P2), are investigated for the MISO
SWIPT system based on different performance requirements of
IRs and ERs in practice. In (P1), we study the joint information
and energy transmit beamforming design for the scenario
where ERs have stringent energy harvesting requirements by
maximizing the secrecy rate of the IR subject to individual
harvested energy constraints of ERs. In contrast, for (P2), we
investigate the case where the IR has a fixed-rate transmission
and thus the weighted sum-energy transferred to ERs is
maximized subject to a secrecy rate constraint for the IR. Both
problems (P1) and (P2) are shown to be non-convex in general;
however, we solve them globally optimally by reformulating
each problem into two subproblems as follows. First, by fixing
the signal-to-interference-plus-noise ratio (SINR) target at all
ERs in (P1) or at the IR in (P2), we obtain the optimal
beamforming and power allocation solutions by applying the
technique of semidefinite relaxation (SDR) [14]. We show that
there always exists a rank-one optimal transmit covariance
solution for the IR in both (P1) and (P2), i.e., transmit
beamforming is optimal for the IR; furthermore, if the SDR
results in a higher-rank solution, we propose one efficient
algorithm to construct an equivalent rank-one optimal solution.
We also present the condition under which SDR always yields
a rank-one optimal transmit covariance solution for the IR
in (P1) or (P2), and show that this condition is practically
satisfied in our studied MISO SWIPT system. Next, we
implement a one-dimension search for the optimal SINR target
of ERs in (P1) or of the IR in (P2) to optimally solve these
two problems. Finally, we present two suboptimal solutions
of lower complexity for each of the two studied problems,
in which beamforming vectors are separately designed from
their power allocation, and compare their performances to the
optimal solutions in terms of achievable (secrecy) rate-energy
transmission trade-off in MISO SWIPT systems.
It is worth noting that in [9], a similar MISO SWIPT system
as in this paper has been studied, but under the assumption of
independent user channels and without the secret information
transmission constraint. It was shown in [9] that to maximize
the weighted sum-energy transferred to ERs while meeting
individual SINR constraints at IRs, the optimal strategy is to
adjust information beams only without the use of any energy
beam. However, in this paper we will show that with the newly
introduced secrecy rate constraint at the IR, energy beams
are in general needed in the optimal solution for the SWIPT
system with arbitrary user channels. The reason is that energy
beams in our new setup play an additional important role of
artificial noise (AN) [15] to facilitate the secret information
transmission to the IR by deliberately interfering with ERs
that may eavesdrop the IR’s message. It is also noted that AN-
aided secrecy communication has been extensively studied in
the literature (see e.g. [15]–[21] and the references therein),
where a fraction of the transmit power is allocated to send
artificially generated noise signals to reduce the amount of
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Fig. 2. A MISO SWIPT system with K “near” ERs and one “far” IR.
information that can be decoded by the eavesdroppers. Since
in practice eavesdroppers’ channels are in general unknown
at the transmitter [22], an isotropic approach was proposed
in [15] where the power of AN is uniformly distributed in
the null space of the legitimate receiver’s channel, and the
performance of this practical approach has been shown to
be nearly optimal at the high signal-to-noise ratio (SNR)
regime [16]. With imperfect knowledge of eavesdroppers’
channels at the transmitter, various AN-aided secrecy trans-
mission schemes have also been proposed for different channel
setups [17]–[19]. Furthermore, the MISO beamforming design
problem for the AN-aided secrecy transmission under the
assumption that eavesdroppers’ channels are perfectly known
at the transmitter has been studied in e.g., [20] and [21]. Note
that this assumption may not be valid if the eavesdroppers are
passive devices in practical systems. However, in the SWIPT
system of our interest, since ERs need to assist the transmitter
in obtaining their channel knowledge to design transmit beam-
forming to satisfy their individual energy requirements, it is
more practically reasonable to assume that ERs’ channels are
known at the transmitter as in this paper.
It is worth pointing out further that besides the physical
layer security approach, cryptography technique that is imple-
mented in the higher protocol layer is an alternative solution
for achieving secrecy information transmission (see e.g. [23]
and the references therein). In this paper, we focus our study
on the physical layer security in SWIPT due to the following
reasons. Firstly, cryptography requires a common private key
shared by the transmitter and the legitimate receiver, which
needs an additional secure communication channel for the
key exchange. Secondly, the dual use of AN for both secrecy
information and power transfer is an interesting new idea
proposed in this paper which is worth investigating. Last
but not least, as aforementioned, different from conventional
secrecy communication, the channels of possible eavesdrop-
pers, i.e., ERs, can be practically known at the transmitter in
SWIPT systems, which motivates new transmission designs
for physical layer security.
The rest of this paper is organized as follows. Section II in-
3troduces the MISO SWIPT system model. Section III presents
the formulations of the secrecy rate maximization problem
subject to given harvested energy constraints as well as the
weighted sum harvested energy maximization problem subject
to a given secrecy rate constraint. Sections IV and V present
the optimal and suboptimal solutions for the two formulated
problems, respectively. Section VI provides numerical results
to compare the performances of various proposed schemes.
Finally, Section VII concludes the paper.
Notation: Scalars are denoted by lower-case letters, vectors
by bold-face lower-case letters, and matrices by bold-face
upper-case letters. I and 0 denote an identity matrix and an
all-zero matrix, respectively, with appropriate dimensions. For
a square matrix S, Tr(S) denotes the trace of S; S  0
(S  0) and S ≻ 0 (S ≺ 0) mean that S is positive (negative)
semi-definite and positive (negative) definite, respectively. For
a matrix M of arbitrary size, MH and rank(M ) denote the
conjugate transpose and rank of M , respectively. E[·] denotes
the statistical expectation. The distribution of a circularly sym-
metric complex Gaussian (CSCG) random vector with mean
vector x and covariance matrix Σ is denoted by CN (x,Σ);
and ∼ stands for “distributed as”. Cx×y denotes the space of
x × y complex matrices. ‖x‖ denotes the Euclidean norm of
a complex vector x.
II. SYSTEM MODEL
We consider a multiuser MISO downlink system for SWIPT
over a given frequency band as shown in Fig. 2. It is assumed
that there is one single IR, and K ERs denoted by the set
KEH = {ER1, · · · ,ERK}. The ERs are assumed to be closer
to the transmitter (Tx) than the IR in order to harvest enough
energy from the Tx. Suppose that Tx is equipped with M >
1 antennas, while each IR/ER is equipped with one single
antenna. We assume linear transmit beamforming at Tx, where
the IR is assigned with one dedicated information beam, while
the K ERs are in total assigned with d ≤ M energy beams
without loss of generality. Therefore, the complex baseband
transmitted signal of Tx can be expressed as
x = v0s0 +
d∑
i=1
wisi, (1)
where v0 ∈ CM×1 and wi ∈ CM×1 denote the information
beamforming vector and the ith energy beamforming vector,
1 ≤ i ≤ d, respectively; s0 denotes the transmitted signal
for the IR, while si’s, i = 1, · · · , d, denote the energy-
carrying signals for energy beams. It is assumed that s0 is
a CSCG random variable with zero mean and unit variance,
denoted by s0 ∼ CN (0, 1). Furthermore, si’s, 1 ≤ i ≤ d,
in general can be arbitrary independent random signals each
with unit average power. Since in this paper we consider
secret information transmission to the IR, the energy signals
si, 1 ≤ i ≤ d, also play the role of AN to reduce the
information rate eavesdropped by ERs [15]. As a result,
similarly as [15], we assume that si’s are independent and
identically distributed (i.i.d.) CSCG random variables denoted
by si ∼ CN (0, 1), ∀i, since the worst-case noise distribution
for the eavesdropping ERs is known to be Gaussian. Suppose
that Tx has a transmit sum-power constraint P¯ ; from (1), we
thus have E[xHx] = ‖v0‖2 +
∑d
i=1 ‖wi‖2 ≤ P¯ .
In this paper, we assume a quasi-static fading environment
and for convenience denote h ∈ CM×1 and gk ∈ CM×1 as the
conjugated complex channel vectors from Tx to IR and ERk,
k = 1, · · · ,K , respectively, where h and gk’s are assumed
to be linearly independent. Note that in the case of K > M ,
linear independence in this paper implies that for any M ×M
matrix H˜ , in which the M row vectors constitute any subset
of channel vectors from hH and gHk ’s, we have rank(H˜) =
M . Furthermore, let ρ2h = ‖h‖2/M and ρ2gk = ‖gk‖2/M
denote the average per-antenna power of the IR’s and ERk’s
channels, respectively; then it is assumed that ρ2gk > ρ
2
h, ∀k ,
to be consistent with the receiver-location based transmission
scheduling (cf. Fig. 2). It is further assumed that h and gk’s
are perfectly known at Tx. The signal received at IR is then
expressed as
y0 = h
H
x+ z0, (2)
where z0 ∼ CN (0, σ20) denotes the additive noise at IR.
Furthermore, the signal received at ERk can be expressed as
yk = g
H
k x+ zk, k = 1, · · · ,K, (3)
where zk ∼ CN (0, σ2k) denotes the additive noise at ERk. It
is assumed that zk’s are independent over k.
According to (2), the SINR at IR can be expressed as
SINR0 =
|vH0 h|
2
d∑
i=1
|wHi h|
2 + σ20
. (4)
From (3), the SINR at ERk (suppose that it is an eaves-
dropper to decode the message for the IR instead of harvesting
energy) can be expressed as
SINRk =
|vH0 gk|
2
d∑
i=1
|wHi gk|
2 + σ2k
, k = 1, · · · ,K. (5)
The achievable secrecy rate at IR is thus given by [24]:
r0 = min
1≤k≤K
log2 (1 + SINR0)− log2 (1 + SINRk) . (6)
Notice that the above achievable rate may be a conservative
one in practical SWIPT systems since it is unlikely that all ERs
will not harvest energy but instead eavesdrop information for
the IR.
On the other hand, for wireless power transfer, due to the
broadcast nature of wireless channels, the energy carried by all
information and energy beams, i.e., v0 and wi’s (1 ≤ i ≤ d),
can all be harvested at each ER. Hence, assuming unit slot
duration, the harvested energy of ERk in each slot is given by
[2]:
Ek = ζ
(
|vH0 gk|
2 +
d∑
i=1
|wHi gk|
2
)
, 1 ≤ k ≤ K, (7)
where 0 < ζ ≤ 1 denotes the energy harvesting efficiency.
4III. PROBLEM FORMULATION
In this paper, two secrecy beamforming design problems are
considered as follows. First, we aim to maximize the secrecy
rate of the IR subject to individual harvested energy constraints
for all ERs. The first design problem is thus given by
(P1) : Maximize
v0,{wi}
r0
Subject to ζ
(
|vH0 gk|2 +
d∑
i=1
|wHi gk|2
)
≥ E¯k, ∀k,
‖v0‖2 +
d∑
i=1
‖wi‖2 ≤ P¯ ,
where E¯k denotes the harvested energy constraint for ERk.
Note that (P1) is applicable for the scenario when ERs
have strict energy harvesting requirements while the IR only
requires an opportunistic information transmission.
Also we are interested in maximizing the weighted sum-
energy transferred to ERs subject to a given secrecy rate
constraint for IR. Therefore, the problem is formulated as
(P2) : Maximize
v0,{wi}
K∑
k=1
µkζ
(
|vH0 gk|2 +
d∑
i=1
|wHi gk|2
)
Subject to r0 ≥ r¯0,
‖v0‖2 +
d∑
i=1
‖wi‖2 ≤ P¯ ,
where µk ≥ 0 denotes the energy weight for ERk, and r¯0
is the target secrecy rate for IR. (P2) applies for the scenario
when the IR has a stringent rate requirement (e.g. delay-limited
transmission) but ERs require opportunistic energy harvesting
(with different priorities).
Notice that there are two conflicting goals in designing the
information beamforming vector v0 for both problems (P1)
and (P2). On one hand, to maximize the harvested energy
at each ER, the power of the received signal at ERk due to
the information beam, i.e., |vH0 gk|2, is desired to be as large
as possible. However, on the other hand, from the viewpoint
of secrecy rate maximization according to (4)–(6), it follows
that |vH0 gk|2 should be minimized at each ERk to avoid any
“leakage” information. To resolve the above conflict, we need
to properly design the energy beamforming vectors wi, i =
1, · · · , d, since they not only provide direct wireless energy
transfer to ERs, but also play the important role of AN to
reduce the ERs’ SINR in (5) for decoding the IR’s message.
Since both the secrecy rate r0 for IR given in (6) and the
harvested energy Ek of ERk given in (7) are non-concave
functions with respect to v0 and wi’s, problems (P1) and (P2)
are both non-convex in general, and thus the strong duality
does not apply for them [25]. As a result, (P1) and (P2) do
not have equivalent solutions under Lagrangian duality. In the
following two sections, we address the solutions to these two
problems, respectively.
IV. PROPOSED SOLUTIONS TO PROBLEM (P1)
In this section, we present both optimal and suboptimal
solutions to (P1). First, we study the feasibility of this problem
by setting r0 = 0 to (P1) with v0 = 0 for given E¯k’s and P¯ ,
i.e,
(P1−NoIT) :
Maximize
{wi}
0
Subject to ζ
(
d∑
i=1
|wHi gk|2
)
≥ E¯k, 1 ≤ k ≤ K,
d∑
i=1
‖wi‖2 ≤ P¯ .
Note that this problem corresponds to the case when there is
no information transmission to IR, and thus wi’s play the only
role of energy beams. Define Q =
∑d
i=1wiw
H
i . Then we can
reformulate (P1-NoIT) as a semidefinite programming (SDP)
given by
(P1−NoIT− SDP) :
Maximize
Q
0
Subject to ζTr(GkQ) ≥ E¯k, 1 ≤ k ≤ K,
Tr(Q) ≤ P¯ ,
Q  0,
where Gk = gkgHk . Note that if there exists a feasible
solution Q∗ to (P1-NoIT-SDP), then with d = rank(Q∗), the
energy beams w∗i , i = 1, · · · , d, obtained by the eigenvalue
decomposition (EVD) of Q∗, are also feasible to (P1-NoIT).
Thereby, the feasibility of (P1) can be checked by solving (P1-
NoIT-SDP) via existing software, e.g., CVX [26]. Without loss
of generality, in the rest of this paper, we assume that (P1) is
feasible.
Next, we consider the other special case of (P1) when there
is no energy transfer requirement, i.e., E¯k = 0, ∀k. In this
case, (P1) reduces to
(P1−NoET) : Maximize
v0,{wi}
r0
Subject to ‖v0‖2 +
d∑
i=1
‖wi‖2 ≤ P¯ .
Note that this problem is the conventional secrecy rate max-
imization under a MISO broadcast channel (BC) setup and
has been solved in [20], for which the details are omitted for
brevity. We will discuss the main difference of the optimal
solution to (P1) from that of (P1-NoET) in [20] due to the
additional harvested energy constraints for ERs in Section
IV-A (see Remark 4.2).
A. Optimal Solution to (P1)
In this subsection, we propose a SDR-based algorithm to
solve problem (P1) optimally by reformulating it into two sub-
problems. First, similar to [27], it can be shown that there
always exists a SINR constraint γe > 0 at all ERs such that
5the following problem
(P1.1) :
Maximize
v0,{wi}
|vH0 h|2
d∑
i=1
|wHi h|2 + σ20
Subject to
|vH0 gk|2
d∑
i=1
|wHi gk|2 + σ2k
≤ γe, 1 ≤ k ≤ K,
ζ
(
|vH0 gk|2 +
d∑
i=1
|wHi gk|2
)
≥ E¯k, 1 ≤ k ≤ K,
‖v0‖2 +
d∑
i=1
‖wi‖2 ≤ P¯ ,
has the same optimal solution to (P1).
Let g1(γe) denote the optimal value of problem (P1.1) with
a given γe > 0. Then, it can be also shown that the optimal
value of (P1) is the same as that of the following problem.
(P1.2) : Maximize
γe>0
log2
(
1 + g1(γe)
1 + γe
)
.
Let γ∗e denote the optimal solution to problem (P1.2). From
the above results, with γe = γ∗e , it follows that (P1) and
(P1.1) have the same optimal solution. Therefore, (P1) can be
solved in the following two steps: The optimal γe for (P1.2)
is obtained by one dimension search over γe > 0, while given
any γe, g1(γe) is obtained by solving (P1.1). Hence, in the
rest of this subsection, we focus on solving (P1.1).
Note that (P1.1) is still non-convex. Define S = v0vH0 and
Q =
∑d
i=1wiw
H
i . Then it follows that rank(S) ≤ 1 and
rank(Q) ≤ d. By ignoring the rank-one constraint on S, the
SDR of problem (P1.1) can be expressed as
(P1.1− SDR) :
Maximize
S,Q
Tr(HS)
Tr(HQ) + σ20
Subject to Tr(GkS) ≤ γe(Tr(GkQ) + σ2k), ∀k, (8)
ζ(Tr(GkS) + Tr(GkQ)) ≥ E¯k, ∀k, (9)
Tr(S) + Tr(Q) ≤ P¯ , (10)
S  0, Q  0, (11)
where H = hhH and Gk = gkgHk . If the optimal solution
to problem (P1.1-SDR), denoted by S∗ and Q∗, satisfies
rank(S∗) = 1, then the optimal information beam v∗0 and
the optimal d = rank(Q∗) number of energy beams w∗i , i =
1, · · · , d, for problem (P1.1) can be obtained from the EVDs
of S∗ and Q∗, respectively; otherwise, if rank(S∗) > 1, then
the optimal value of problem (P1.1-SDR) only serves as an
upper bound on that of problem (P1.1). In the following, we
check whether rank(S∗) = 1 always holds or not for (P1.1-
SDR).
(P1.1-SDR) is non-convex since its objective function
is non-concave over S and Q. However, we can apply
the Charnes-Cooper transformation [28], [29] to reformulate
(P1.1-SDR) as an equivalent convex problem.
Lemma 4.1: Problem (P1.1-SDR) is equivalent to the fol-
lowing problem.
(P1.1− SDR− Eqv) :
Maximize
S,Q,t
Tr(HS)
Subject to Tr(HQ) + tσ20 = 1, (12)
Tr(GkS) ≤ γe(Tr(GkQ) + tσ2k), ∀k, (13)
ζ(Tr(GkS) + Tr(GkQ)) ≥ tE¯k, ∀k, (14)
Tr(S) + Tr(Q) ≤ tP¯ , (15)
S  0, Q  0, t > 0. (16)
Proof: First, given any feasible solution (S,Q) to prob-
lem (P1.1-SDR), it can be shown that with the solution
(S/(Tr(HQ)+σ20),Q/(Tr(HQ)+σ
2
0), 1/(Tr(HQ)+σ
2
0)),
(P1.1-SDR-Eqv) achieves the same objective value as that
of (P1.1-SDR). Second, given any feasible solution (S,Q, t)
to (P1.1-SDR-Eqv), it can be similarly shown that with the
solution (S/t,Q/t), (P1.1-SDR) achieves the same objective
value as that of (P1.1-SDR-Eqv). Therefore, (P1.1-SDR) and
(P1.1-SDR-Eqv) have the same optimal value. Lemma 4.1 is
thus proved.
According to Lemma 4.1, we can obtain the optimal solution
to (P1.1-SDR) by solving (P1.1-SDR-Eqv).
Remark 4.1: It is worth noting that in the literature, prob-
lem (P1.1-SDR-Eqv) belongs to the so-called “separable SDP”
[30] since there are more than one design variables, i.e.,
S and Q. According to [30, Theorem 3.2], there exists
an optimal solution (S∗,Q∗) to (P1.1-SDR-Eqv) such that
rank2(S∗) + rank2(Q∗) ≤ 2K + 2, where 2K + 2 denotes
the number of linear constraints given in (12)–(15). However,
this is not sufficient to show rank(S∗) = 1 because K in our
problem can be arbitrarily large. As a result, the well-known
result in [30] for separable SDPs cannot be applied in our case
to show the tightness of SDR in (P1.1-SDR-Eqv). It is also
worth noting that for the special case of one design variable,
the tightness condition of SDR has been widely studied in the
literature [31]–[33], and the best result known so far is for
the tightness of SDR with up to four linear constraints [33].
However, since in (P1.1-SDR-Eqv) there are two variables and
2K + 2 > 4 constraints since K > 1 in general, the results
in [31]–[33] also cannot be applied to our problem. For more
information about the tightness condition of SDR, the readers
can refer to [14].
Since (P1.1-SDR-Eqv) is convex and satisfies the Slater’s
condition, its duality gap is zero [25]. Let λ, {βk}, {αk},
and θ denote the dual variables of (P1.1-SDR-Eqv) associated
with the equality constraint in (12), the SINR constraints of
ERs in (13), the harvested energy constraints of ERs in (14),
and the sum-power constraint in (15), respectively. Then the
Lagrangian of problem (P1.1-SDR-Eqv) is expressed as
L1(S,Q, λ, {βk}, {αk}, θ) = Tr(A1S) + Tr(B1Q) + ξ1t+ λ,
(17)
6where
A1 =H −
K∑
k=1
βkGk +
K∑
k=1
αkζGk − θI, (18)
B1 = −λH +
K∑
k=1
βkγeGk +
K∑
k=1
αkζGk − θI, (19)
ξ1 = −λσ20 +
K∑
k=1
βkγeσ
2
k −
K∑
k=1
αkE¯k + θP¯ . (20)
Let λ∗, {β∗k ≥ 0}, {α∗k ≥ 0}, and θ∗ ≥ 0 denote the optimal
dual solutions to problem (P1.1-SDR-Eqv). Then, we have the
following lemma.
Lemma 4.2: The optimal dual solution to problem (P1.1-
SDR-Eqv) satisfies that λ∗ > 0 and θ∗ > 0 when γe > 0.
Proof: Please refer to Appendix A.
With θ∗ > 0, it follows that in the optimal solution of
problem (P1.1-SDR-Eqv), the sum-power constraint (15) must
be satisfied with equality due to the complementary slackness
[25]. Define
D∗1 = −λ∗H −
K∑
k=1
β∗kGk +
K∑
k=1
α∗kζGk − θ∗I, (21)
and l1 = rank(D∗1). Furthermore, let Π1 ∈ CM×(M−l1)
denote the orthogonal basis of the null space of D∗1, where
Π1 = 0 if l1 = M , and pi1,n denote the nth column of Π1.
Then based on Lemma 4.2, we have the following proposition.
Proposition 4.1: The optimal solution (S∗,Q∗, t∗) to prob-
lem (P1.1-SDR-Eqv) satisfies the following conditions:
1. rank(Q∗) ≤ min(K,M);
2. S∗ can be expressed as
S
∗ =
M−l1∑
n=1
anpi1,npi
H
1,n + bτ 1τ
H
1 , (22)
where an ≥ 0, ∀n, b > 0, and τ 1 ∈ CM×1 has unit-norm
and satisfies τH1 Π1 = 0.
3. If S∗ given in (22) has the rank larger than one, i.e., there
exists at least an n such that an > 0, then the following
solution
S¯
∗
= bτ 1τ
H
1 , (23)
Q¯
∗
= Q∗ +
M−l1∑
n=1
anpi1,npi
H
1,n, (24)
t¯∗ = t∗, (25)
with rank(S¯∗) = 1 is also optimal to problem (P1.1-
SDR-Eqv).
Proof: Please refer to Appendix B.
With Proposition 4.1, we are ready to find the optimal
solution to problem (P1.1-SDR) with a rank-one covariance
matrix for S as follows. First, we solve (P1.1-SDR-Eqv)
via CVX. If the obtained solution (S∗,Q∗, t∗) satisfies that
rank(S∗) = 1, then (S∗/t∗,Q∗/t∗) will be the optimal
solution to (P1.1-SDR) according to Lemma 4.1. Other-
wise, if rank(S∗) > 1, we can construct a new solution
(S¯
∗
, Q¯
∗
, t¯∗) with rank(S¯∗) = 1 according to (22)–(25). Then,
(S¯
∗
/t¯∗, Q¯
∗
/t¯∗) will be the optimal solution to (P1.1-SDR).
Therefore, the rank-one relaxation on S in (P1.1-SDR) results
in no loss of optimality to (P1.1), and given any γe > 0, the
value of g1(γe) can be obtained by solving (P1.1-SDR-Eqv).
Furthermore, since rank(Q∗) ≤ min(K,M) in Proposition
4.1, it implies that in the case of K < M , at most K energy
beams are needed in the optimal solution of (P1), i.e., d ≤ K .
It is worth noting that in general, Proposition 4.1 only
guarantees the existence of a rank-one optimal covariance so-
lution S∗ to (P1.1-SDR-Eqv) and thus (P1.1). One interesting
question is thus under what conditions the rank-one solution
S∗ to (P1.1-SDR-Eqv) is unique. To answer this question, we
define the following two sets as
Ψ = {k|β∗k = 0, k = 1, · · · ,K}, (26)
Ψ¯ = {k|β∗k > 0, k = 1, · · · ,K}. (27)
Moreover, define G¯1 = [h, {gk}]H , ∀k ∈ Ψ¯, in which the
row vectors consist of the channels of IR, i.e., hH , and a
subset of ERs, i.e., gHk ’s, whose SINR constraints are tight
in the optimal solution to (P1.1-SDR-Evq) with β∗k > 0 due
to the complimentary slackness. Then we have the following
proposition.
Proposition 4.2: The optimal solution (S∗,Q∗, t∗) to
(P1.1-SDR-Eqv) always satisfies that rank(S∗) = 1 if there is
no non-trivial (non-zero) solution x ∈ CM×1 to the following
equations: {
xH
(∑
k∈Ψ
α∗kζGk − θ
∗I
)
x = 0,
G¯1x = 0.
(28)
Proof: Please refer to Appendix C.
Let |Ψ¯| denote the cardinality of the set Ψ¯. Based on
Proposition 4.2, we then have the following two corollaries.
Corollary 4.1: In the case of K < M − 1, if |Ψ¯| = K , i.e.,
the SINR constraint (13) is tight for all ERs, then the optimal
solution (S∗,Q∗, t∗) to (P1.1-SDR-Eqv) always satisfies that
rank(S∗) = 1.
Proof: If |Ψ¯| = K , i.e., Ψ = ∅, then we have∑
k∈Ψ α
∗
kζGk − θ∗I = −θ∗I . Since θ∗ > 0 according to
Lemma 4.2, there is no non-zero solution to the equation
−θ∗xHx = 0. According to Proposition 4.2, Corollary 4.1
is thus proved.
Corollary 4.2: In the case of K ≥ M − 1, if |Ψ¯| ≥ M −
1, then the optimal solution (S∗,Q∗, t∗) to (P1.1-SDR-Eqv)
always satisfies that rank(S∗) = 1.
Proof: Since all the channels are assumed to be linearly
independent, if |Ψ¯| ≥ M − 1, then we have rank(G¯1) = M ,
and thus there is no non-zero solution to the equation G¯1x =
0. According to Proposition 4.2, Corollary 4.2 is thus proved.
According to the complementary slackness, if β∗k > 0, then
the SINR constraint for ERk must be tight in problem (P1.1-
SDR-Eqv). In other words, |Ψ¯| denotes the number of ERs
whose SINR constraints are active in the optimal solution to
(P1.1-SDR-Eqv). Therefore, Corollaries 4.1 and 4.2 imply that
if |Ψ¯| ≥ min(M − 1,K), i.e., the SINR constraint in (13) is
tight for at least min(M−1,K) ERs, rank(S∗) = 1 must hold
for (P1.1-SDR-Eqv). Note that in our assumed system setup,
all ERs are closer to the Tx than the IR and as a result, they
7all have better channels for eavesdropping the IR’s message.
It is thus expected that the SINR constraint in (13) should
be active for all ERs with a very high probability. Therefore,
the condition given in Corollaries 4.1 and 4.2, i.e., |Ψ¯| ≥
min(M − 1,K), can be considered to be practically satisfied,
under which the uniqueness of the rank-one optimal covariance
solution S∗ to (P1.1-SDR-Eqv) also holds.
Remark 4.2: It is worth pointing out two main differences
in the optimal beamforming solution to (P1) with versus
without the energy harvesting (EH) constraints. First, con-
sider the case of one single ER, i.e., K = 1, in (P1). In
this case, without the EH constraint, it has been shown in
[34], [35] that the secrecy capacity for the IR is given by
Cs = max
‖v0‖2≤P¯
log2
(
1 +
|vH
0
h|2
σ2
0
)
− log2
(
1 +
|vH
0
g
1
|2
σ2
1
)
.
Notice that AN is not needed in achieving Cs, which is also
the optimal value of (P1-NoET) in the case of K = 1, and
the optimal beamforming solution for the IR to achieve Cs
has been obtained in [27], [36]. In contrast, with the EH
constraint added to (P1), in order to deliver the required
wireless energy to the ER and at the same time achieve
the maximum secrecy rate for the IR, AN is in general
needed according to Proposition 4.1, since it follows that
rank(Q∗) ≤ 1 in the case of K = 1, i.e., one energy beam
is in general needed to power the ER and in the meanwhile
carry the AN to interfere with it from eavesdropping the
IR’s message. Second, consider the more general case with
multiple ERs, i.e., K > 1. In this case, without considering
EH constraints at ERs, (P1) reduces to (P1-NoET), which has
been solved in [20]. It was shown in [20], [21] that if all the
channels are linearly independent, SDR can always obtain the
unique optimal rank-one covariance (beamforming) solution
for the IR. However, with the additional EH constraints added
for ERs, it is in general not always true that SDR yields a
rank-one covariance solution for IR, as shown in Proposition
4.1. However, we are able to show in Proposition 4.1 that
the optimal rank-one covariance solution for IR always exists
and can be obtained by a simple reconstruction of the optimal
solution.
Remark 4.3: It is also worth noting that the optimal solu-
tion obtained for (P1) is applicable for the special case of
maximizing the IR’s rate but without considering the secret
transmission as given by the following problem.
(P1−NoSC) :
Maximize
v0,{wi}
log2

1 + |vH0 h|2d∑
i=1
|wHi h|
2 + σ20


Subject to ζ
(
|vH0 gk|2 +
d∑
i=1
|wHi gk|2
)
≥ E¯k, ∀k,
‖v0‖2 +
d∑
i=1
‖wi‖2 ≤ P¯ .
It is observed that (P1-NoSC) is equivalent to (P1.1) by setting
γe = ∞ in the first constraint. Therefore, similar to problem
(P1.1), SDR can be applied to obtain the optimal beamforming
solution to (P1-NoSC).
B. Suboptimal Solutions to (P1)
The optimal solution to (P1) proposed in Section IV-A
requires a joint optimization of the information/energy beam-
forming vectors and their power allocation. In this subsection,
we propose two suboptimal solutions for (P1) which can be
designed with lower complexity than the optimal solution.
Similar to [15], in our proposed suboptimal solutions, the
energy beams wi, i = 1, · · · , d, are all restricted to lie in the
null space of the IR’s channel h such that they cause no inter-
ference to IR. However, the information beam v0 is aligned to
the null space of the ERs’ channelsG = [g1, · · · , gK ]H in the
first suboptimal solution in order to eliminate the information
leaked to all ERs, but to the same direction as h in the second
suboptimal solution to maximize the IR’s SINR. Note that the
first suboptimal solution is only applicable whenK < M since
otherwise the null space of G is empty. In the following, we
present the two proposed suboptimal solutions in more details.
1) Suboptimal Solution I:
Supposing that K < M , then the first suboptimal solution
aims to solve problem (P1) with the additional constraints:
vH0 gk = 0, ∀k, and wHi h = 0, ∀i. Consider first the
information beam v0. Let the singular value decomposition
(SVD) of G be denoted as
G = UΛV H = UΛ[V¯ V˜ ]H , (29)
where U ∈ CK×K and V ∈ CM×M are unitary matrices, i.e.,
UUH = UHU = I , V V H = V HV = I , and Λ is a K×M
rectangular diagonal matrix. Furthermore, V¯ ∈ CM×K and
V˜ ∈ CM×(M−K) consist of the first K and the last M −K
right singular vectors of G, respectively. It can be shown that
V˜ with V˜ H V˜ = I forms an orthogonal basis for the null
space of G. Thus, to guarantee that Gv0 = 0, v0 must be in
the following form:
v0 =
√
P˜0V˜ v˜0, (30)
where P˜0 = ‖v0‖2 denotes the transmit power of the infor-
mation beam, and v˜0 is an arbitrary (M − K) × 1 complex
vector of unit norm. It can be shown that to maximize the IR’s
received power, v˜0 should be aligned to the same direction as
the equivalent channel V˜ Hh, i.e., v˜∗0 = V˜
H
h/‖V˜ Hh‖. Given
that all the energy beams are aligned to the null space of h,
the achievable secrecy rate of IR is expressed as
r
(I)
0 = log2
(
1 +
P˜0‖V˜
H
h‖2
σ20
)
. (31)
Next, consider the energy beam wi’s. Define the projection
matrix as T = I − hhH/‖h‖2. Without loss of generality,
we can express T = X˜X˜H , where X˜ ∈ CM×(M−1) satisfies
X˜
H
X˜ = I . It can be shown that X˜ forms an orthogonal basis
for the null space of hH . Thus, to guarantee that hHwi = 0,
∀i, wi must be in the following form:
wi = X˜w˜i, i = 1, · · · , d, (32)
8where w˜i is an arbitrary (M − 1)× 1 complex vector. In this
case, the energy harvested at ERk is thus given by
E
(I)
k = ζ
d∑
i=1
|wHi gk|2 = ζ
(
d∑
i=1
w˜Hi G˜kw˜i
)
, 1 ≤ k ≤ K,
(33)
where G˜k = X˜
H
GkX˜ .
It can be observed from (31) that to maximize the secrecy
rate r(I)0 , P˜0 should be as large as possible. Therefore, the
optimal energy beams can be obtained by solving the following
problem.
(P1− Sub1) :
Minimize
{w˜i}
d∑
i=1
‖w˜i‖2
Subject to ζ
(
d∑
i=1
w˜Hi G˜kw˜i
)
≥ E¯k, 1 ≤ k ≤ K.
Define Q˜ =
∑d
i=1 w˜iw˜
H
i . Then the SDP reformulation of
(P1-Sub1) can be expressed as
(P1− Sub1− SDP) :
Minimize
˜Q
Tr(Q˜)
Subject to ζTr(G˜kQ˜) ≥ E¯k, 1 ≤ k ≤ K.
Assuming that (P1-Sub1-SDP) is feasible, then it can be solved
via CVX. Denote the optimal solution for this problem as Q˜∗.
Then the optimal solution to (P1-Sub1), denoted by w˜∗i ’s, can
be obtained by the EVD of Q˜∗, and the corresponding optimal
energy beams can be obtained as
w∗i = X˜w˜
∗
i , 1 ≤ i ≤ d, (34)
where d = rank(Q˜∗). Furthermore, the optimal power al-
location for the information beam is given by P˜ ∗0 = P¯ −∑d
i=1 ‖w∗i ‖2; by assuming P˜ ∗ > 0, the optimal information
beam is thus obtained as
v∗0 =
√
P˜ ∗0 V˜ v˜
∗
0 =
√
P¯ −
d∑
i=1
‖w∗i ‖2V˜ V˜
H
h
‖V˜ Hh‖
. (35)
2) Suboptimal Solution II:
The second suboptimal solution aims to solve problem (P1)
with the additional constraints: v0 =
√
Pˆ0h/‖h‖ andwHi h =
0, ∀i, where Pˆ0 = ‖v0‖2 denotes the transmit power allocated
to the information beam. To reduce the design complexity in
this case, we further assume that the energy beams are in
the form of wi =
√
P¯ − Pˆ0w∗i /
√∑d
i=1 ‖w∗i ‖2, 1 ≤ i ≤
d, where w∗i ’s are the energy beams obtained by Suboptimal
Solution I in (34). Therefore, the secrecy rate of the IR is
expressed as
r
(II)
0 = min
1≤k≤K
log2
(
1 +
Pˆ0‖h‖
2
σ20
)
−
log2

1 +
Pˆ0|h
Hgk|
2
‖h‖2
(
d∑
i=1
((P¯ − Pˆ0)|gHk w
∗
i |
2/
d∑
j=1
‖w∗j‖
2) + σ2k
)

 .
(36)
Furthermore, the harvested energy by ERk is expressed as
E
(II)
k = ζ

 Pˆ0|h
Hgk|
2
‖h‖2
+
d∑
i=1
(P¯0 − Pˆ0)|g
H
k w
∗
i |
2
d∑
j=1
‖w∗j‖
2

 , ∀k. (37)
Define the set of feasible power allocation for the information
beam as Pˆ0 = {Pˆ0|E(II)k ≥ E¯k, 1 ≤ k ≤ K, 0 < Pˆ0 ≤ P¯},
which is assumed to be non-empty. To maximize the secrecy
rate of the IR subject to individual harvested energy constraints
of ERs, we need to solve the following problem.
(P1− Sub2) : Maximize
Pˆ0
r
(II)
0
Subject to Pˆ0 ∈ Pˆ0.
The optimal solution to (P1-Sub2), denoted by Pˆ ∗0 , can be
obtained by a one-dimension search over the set Pˆ0.
V. PROPOSED SOLUTIONS TO PROBLEM (P2)
In this section, we present the optimal solution as well as
two suboptimal solutions to (P2). Similar to (P1), we first
study the feasibility of (P2) for a given pair of r¯0 and P¯ in
the following problem.
(P2−NoET) : Maximize
v0,{wi}
0
Subject to r0 ≥ r¯0
‖v0‖2 +
d∑
i=1
‖wi‖2 ≤ P¯ .
Note that this problem corresponds to the case where no
energy transfer is required, and thus wi’s play the only role of
AN. The feasibility problem (P2-NoET) can be easily solved
by checking whether r¯0 is no larger than the optimal value of
(P1-NoET) in Section IV-A. Without loss of generality, in the
rest of this paper, we assume that (P2) is feasible.
Next, we consider another special case of (P2) where no
information transmission is required to the IR, i.e., r¯0 = 0. In
this case, v0 = 0 and thus (P2) reduces to
(P2−NoIT) : Maximize
{wi}
K∑
k=1
µkζ
(
d∑
i=1
|wHi gk|2
)
Subject to
d∑
i=1
‖wi‖2 ≤ P¯ .
Let ψ and η denote the maximum eigenvalue and
its corresponding unit-norm eigenvector of the matrix
9∑K
k=1 µkζgkg
H
k , respectively. From [2], the optimal value of
problem (P2-NoIT) is known to be
Emax = ψP¯ , (38)
which is achieved by w∗i =
√
piη, 1 ≤ i ≤ d, for any set of
pi’s satisfying pi ≥ 0, ∀i, and
∑d
i=1 pi = P¯ . In other words,
the optimal solution to problem (P2-NoIT) is to align all the
energy beams to the same direction as η, a technique known
as “energy beamforming” [2].
A. Optimal Solution to (P2)
In this subsection, we propose the optimal solution to
(P2). Similar to (P1), (P2) can be reformulated into two sub-
problems shown in the sequel. First, similar to (P1), it can be
shown that there always exists a SINR constraint γ0 > 0 at
IR such that the following problem
(P2.1) :
Maximize
v0,{wi}
K∑
k=1
µkζ
(
|vH0 gk|2 +
d∑
i=1
|wHi gk|2
)
Subject to
|vH0 h|2
d∑
i=1
|wHi h|2 + σ20
≥ γ0,
|vH0 gk|2
d∑
i=1
|wHi gk|2 + σ2k
≤ 1 + γ0
2r¯0
− 1, ∀k,
‖v0‖2 +
d∑
i=1
‖wi‖2 ≤ P¯ ,
has the same optimal solution to (P2). Furthermore, let g2(γ0)
denote the optimal value of problem (P2.1) with a given γ0 >
0, then the optimal value of problem (P2) is the same as that
of the following problem
(P2.2) : Maximize
γ0>0
g2(γ0).
Let γ∗0 denote the optimal solution to problem (P2.2). From
the above results, with γ0 = γ∗0 , it follows that problems (P2)
and (P2.1) have the same optimal solution. Therefore, similar
to (P1), problem (P2) can be solved in the following two steps:
First, given any γ0 > 0, we solve problem (P2.1) to find
g2(γ0); then, we solve problem (P2.2) to obtain the optimal
γ∗0 by a one-dimension search over γ0 > 0. In the rest of this
subsection, we focus on solving (P2.1), which is non-convex.
Define S = v0vH0 and Q =
∑d
i=1wiw
H
i . Then the SDR
of (P2.1) can be expressed as
(P2.1− SDR) :
Maximize
S,Q
K∑
k=1
µkζ (Tr(GkS) + Tr(GkQ))
Subject to Tr(HS) ≥ γ0
(
Tr(HQ) + σ20
)
, (39)
Tr(GkS)
γe
≤ Tr(GkQ) + σ2k, ∀k, (40)
Tr(S) + Tr(Q) ≤ P¯ , (41)
S  0, Q  0, (42)
where H = hhH , Gk = gkgHk , and γe = (1 + γ0)/2r¯0 − 1.
Similar to (P1.1), if the optimal solution to problem (P2.1-
SDR), denoted by S∗ and Q∗, satisfies rank(S∗) = 1, then
the optimal information beam v∗0 and energy beam w∗i ’s,
i = 1, · · · , d (d = rank(Q∗)), for problem (P2.1) can be
obtained from the EVDs of S∗ andQ∗, respectively; otherwise
if rank(S∗) > 1, the optimal value of problem (P2.1-SDR)
only serves as an upper bound on that of problem (P2.1). In
the following, we show that there always exists an optimal
solution with rank(S∗) = 1 for (P2.1-SDR).
Since (P2.1-SDR) is convex, it can be solved by CVX.
Suppose that the resulting optimal solution (S∗,Q∗) satisfies
rank(S∗) > 1. Let E∗ denote the optimal value of (P2.1-SDR)
achieved by (S∗,Q∗). Then consider the following problem.
(P2.1− SDR−New) :
Maximize
S,Q
Tr(HS)
Tr(HQ) + σ20
Subject to (40), (41), (42), (43)
K∑
k=1
µkζ(Tr(GkS) + Tr(GkQ)) ≥ E∗. (44)
It can be shown that with (S∗,Q∗), the resulting value
of (P2.1-SDR-New) is γ0. Let (S¯∗, Q¯∗) denote the optimal
solution to (P2.1-SDR-New), and γ¯0 be the optimal value.
Then we have γ¯0 ≥ γ0. As a result, with the new solution
(S¯
∗
, Q¯
∗
), all the constraints in (P2.1-SDR), i.e, (39)–(42),
are satisfied, and the optimal value E∗ is still achieved.
Therefore, the optimal solution to (P2.1-SDR-New) is also
optimal to (P2.1-SDR). Furthermore, similar to (P1.1-SDR)
(see Proposition 4.1), it can be shown that there always exists
a rank-one optimal covariance solution for S to (P2.1-SDR-
New). Therefore, we can conclude that there always exists an
optimal solution (S∗,Q∗) to (P2.1-SDR) with rank(S∗) = 1,
and there is no loss of optimality for (P2.1) due to the rank
relaxation on S in (P2.1-SDR).
At last, similar to Proposition 4.2 and Corollaries 4.1 and
4.2 in Section IV-A, it can be shown that if |Ψ¯| ≥ min(M −
1,K), where Ψ¯ is still given in (27) but with β∗k’s denoting
the optimal dual solution to (P2.1-SDR) corresponding to (40),
rank(S∗) = 1 is always true for (P2.1-SDR).
Remark 5.1: It is worth noting that in [9], a similar problem
to (P2) has been studied without considering the secret infor-
mation transmission to IRs, which in the case of one single
IR under the same setup of this paper is equivalent to the
following simplified problem of (P2).
(P2−NoSC) :
Maximize
v0,{wi}
K∑
k=1
µkζ
(
|vH0 gk|2 +
d∑
i=1
|wHi gk|2
)
Subject to log2

1 + |v
H
0 h|2
d∑
i=1
|wHi h|2 + σ20

 ≥ r˜0,
‖v0‖2 +
d∑
i=1
‖wi‖2 ≤ P¯ ,
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where r˜0 denotes the given rate constraint for IR (without
secrecy consideration). Note that an important result shown
in [9, Proposition 3.1] is that under the assumption of inde-
pendent user channels, the optimal solution to problem (P2-
NoSC) should satisfy that w∗i = 0, ∀ 1 ≤ i ≤ d, i.e.,
no energy beam is needed, while only the information beam
v0 is adjusted for achieving the information rate target for
IR and yet maximizing the weighted sum-energy transferred
to ERs. However, with the newly introduced secrecy rate
constraint in (P2), energy beams are in general needed in
the optimal solution for the SWIPT system with arbitrary
user channels, since they carry AN to reduce the information
rate eavesdropped by ERs, especially when ERs have better
channels than IR from the transmitter.
B. Suboptimal Solutions to (P2)
Similarly as for (P1), in this subsection, we propose two
suboptimal solutions for (P2), which can be designed with
lower complexity. Similar to the two suboptimal solutions
proposed in Section IV-B for (P1), in the following we assume
that the energy beams wi (i = 1, · · · , d) in (P2) are all in the
null space of the IR’s channel h. Furthermore, the information
beam v0 is aligned to the null space of the ERs’ channels
G = [g1, · · · , gK ]H in the first suboptimal solution, while it is
in the same direction as h for the second suboptimal solution.
Again, the first suboptimal solution is only applicable when
K < M . In the following, we present the two suboptimal
solutions in more details.
1) Suboptimal Solution I:
Supposing that K < M , then the first suboptimal solution
aims to solve problem (P2) with the additional constraints:
vH0 gk = 0, ∀k, and wHi h = 0, ∀i. To satisfy the above
constraints, v0 and wi’s should be in the form of (30) and
(32), respectively. Furthermore, with v˜∗0 = V˜
H
h/‖V˜ Hh‖, the
secrecy rate of the IR under this scheme is given in (31). Since
all ERs cannot harvest energy from the information beam,
to maximize the weighted sum-energy transferred to ERs, P˜0
should be set to the smallest power to make r(I)0 = r¯0. It thus
follows
P˜ ∗0 =
(2r¯0 − 1)σ20
‖V˜ Hh‖2
. (45)
To summarize, in this suboptimal solution, we have
v
∗
0 =
√
P˜ ∗0 V˜ v˜
∗
0 =
√
(2r¯0 − 1)σ20V˜ V˜
H
h
‖V˜
H
h‖2
. (46)
Notice that the harvested energy of ERk under this subop-
timal solution is in the form of (33). Thus, to find the optimal
w˜∗i ’s, we need to solve the following problem.
(P2− Sub1) : Maximize
{w˜i}
K∑
k=1
µkζ
(
d∑
i=1
w˜Hi G˜kw˜i
)
Subject to
d∑
i=1
‖w˜i‖2 ≤ P¯ − P˜ ∗0 .
Note that in the above, we have assumed P¯ ≥ P˜ ∗0 . Let ψ˜ and
η˜ denote the maximum eigenvalue and its corresponding unit-
norm eigenvector of the matrix
∑K
k=1 µkζG˜k, respectively.
Similar to problem (P2-NoIT), it can be shown that the optimal
value of problem (P2-Sub1) is E˜max = ψ˜(P¯ − P˜ ∗0 ), which is
achieved by w˜∗i =
√
p˜iη˜, 1 ≤ i ≤ d, for any set of p˜i’s
satisfying
∑d
i=1 p˜i = P¯ − P˜ ∗0 . In practice, it is preferable to
send only one energy beam to minimize the complexity of
beamforming implementation at the transmitter; thus, we have
w
∗
i =
{ √
P¯ − P˜ ∗0 X˜η˜, if i = 1,
0, otherwise.
(47)
Note that unlike Suboptimal Solution I for (P1) shown in (34),
one single energy beam is sufficient in this case.
2) Suboptimal Solution II:
The second suboptimal solution aims to solve problem (P2)
with the additional constraints: v0 =
√
Pˆ0h/‖h‖ andwHi h =
0, ∀i, where Pˆ0 = ‖v0‖2 denotes the transmit power of the
information beam. Similar to (47), it can be shown that the
optimal energy beams should be in the following form:
wi =
{ √
P¯ − Pˆ0X˜η˜, if i = 1,
0, otherwise.
(48)
Next, we derive the optimal power allocation for Pˆ0, denoted
by Pˆ ∗0 . It can be shown that the secrecy rate of IR in this
scheme is given by
r
(II)
0 = min
1≤k≤K
log2
(
1 +
Pˆ0‖h‖
2
σ20
)
−
log2
(
1 +
Pˆ0|h
Hgk|
2
‖h‖2((P¯ − Pˆ0)|η˜
HX˜
H
gk|
2 + σ2k)
)
. (49)
Define the set of feasible power allocation as Pˆ0 = {Pˆ0|r(II)0 ≥
r¯0, 0 < Pˆ0 ≤ P¯}, which is assumed to be non-empty. To
maximize the weighted sum-energy transferred to ERs subject
to the secrecy rate constraint of the IR, we need to solve the
following power allocation problem.
(P2− Sub2) :
Maximize
Pˆ0
K∑
k=1
µkζPˆ0|h
Hgk|
2
‖h‖2
+
K∑
k=1
µkζ(P¯ − Pˆ0)|η˜
H
X˜
H
gk|
2
Subject to Pˆ0 ∈ Pˆ0.
Let Pˆmin0 and Pˆmax0 denote the minimal and maximal
elements in the set Pˆ0, respectively. Then it can be shown
that the optimal power allocation to (P2-Sub2) is given by
Pˆ ∗0 =

 Pˆ
max
0 , if
K∑
k=1
µk|h
Hg
k
|2
‖h‖2
≥
K∑
k=1
µk|η˜
HX˜
H
gk|
2,
Pˆmin0 , otherwise.
(50)
VI. NUMERICAL EXAMPLE
In this section, we provide numerical examples to validate
our results. In the first numerical example, we consider a
MISO SWIPT system in which Tx is equipped with M = 4
11
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Fig. 3. Uniqueness of γ∗e in (P1.2) and γ∗0 in (P2.2).
antennas, and there are K = 3 ERs.1 We assume that the signal
attenuation from Tx to all ERs is 30dB corresponding to an
equal distance of 1 meter, i.e., ρ2gk = −30dB, 1 ≤ k ≤ K , and
that from Tx to the IR is 70dB corresponding to a distance of
20 meters, i.e., ρ2h = −70dB. The channel vectors gk’s and h
are randomly generated from i.i.d. Rayleigh fading with the
respective average power values specified as above. We set
P¯ = 1Watt (W) or 30dBm, ζ = 50%, and σ2k = −50dBm,
0 ≤ k ≤ K . We also set µk = 1, 1 ≤ k ≤ K in (P2); thus,
the sum-energy harvested by all ERs is considered.
First, we illustrate the two-stage optimization approach
to solve (P1) and (P2), as proposed in Section IV-A and
Section V-A, respectively. Figs. 3(a) and 3(b) show the plot
of log2
(
1+g1(γe)
1+γe
)
over γe > 0 in (P1) with the individual
harvested energy constraints E¯k’s of ERs set as 1mW, ∀k,
and the plot of g2(γ0) over γ0 > 0 in (P2) with the secrecy
rate constraint of IR r¯0 set as 4 bits per second (bps) per Hz,
respectively. It is observed that in this particular setup (and
many others used in our simulations for which the results are
not shown here due to the space limitation) there is only one
1Note that K < M in this example; thus, Suboptimal Solution I for (P1)
or (P2) is feasible.
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Fig. 4. Achievable R-E region by the proposed solutions for (P1).
single maximum point in each of the two plotted functions;
however, we are unable yet to verify analytically the concavity
or even the quasi-concavity of these two functions.
Next, we adopt the Rate-Energy (R-E) region [3], which
consists of all the achievable (secrecy) rate and harvested
energy pairs for a given sum-power constraint P¯ , to compare
the performances of the optimal and suboptimal solutions for
(P1) proposed in Section IV. Note that in general the R-E
region in our setup is a (K + 1)-dimension region given one
IR and K ERs. For simplicity, in the following we assume that
all ERs have identical energy constraints, denoted by E ≥ 0;
thus, the R-E region reduces to a two-dimension region, which
is given by
CR−E (P1) ,
⋃
‖v0‖2+
d∑
i=1
‖wi‖2≤P¯
{
(R,E) : R ≤ r0, E ≤ Ek,∀k
}
,
(51)
where r0 and Ek are given in (6) and (7), respectively. Note
that by solving (P1) with E¯k = E¯, ∀k, and by changing the
values of E¯, we can characterize the boundary of the resulting
R-E region defined in (51).
Fig. 4 compares the R-E regions achieved by different
information and energy beamforming solutions for (P1). It
is observed that the optimal solution achieves the best R-E
trade-offs. Moreover, Suboptimal Solution II is observed to
perform better than Suboptimal Solution I, especially when
the achievable secrecy rate for the IR is large. However, it
is worth noting that Suboptimal Solution I has the lowest
complexity among the three proposed solutions. Notice that
for this suboptimal solution, closed-form expressions of the
optimal information/energy beamforming vectors and their
power allocation are given in (35) and (34), respectively.
Furthermore, with no information leakage to ERs with the
designed information beamforming, i.e., vH0 gk = 0, ∀k, there
is no need to design a special codebook for the secrecy
information signal at the transmitter [34], [35].
Next, we compare the performances of the optimal and
suboptimal solutions proposed for (P2) in Section V. In this
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Fig. 6. Locations of the IR and ERs.
case, the R-E region in general consists of all pairs of the
achievable (secrecy) rate for IR and the harvested sum-energy
for ERs for a given sum-power constraint P¯ . Specifically, the
R-E region is defined as
CR−E (P2) ,
⋃
‖v0‖2+
d∑
i=1
‖wi‖2≤P¯
{
(R,E) : R ≤ r0, E ≤
K∑
k=1
Ek
}
.
(52)
Note that by solving problem (P2) with different values of r¯0,
we can characterize the boundary of the resulting R-E region
defined in (52).
Fig. 5 shows three R-E regions achieved by different in-
formation and energy beamforming schemes for (P2). It is
observed that similar to Fig. 4, the optimal solution achieves
the best R-E trade-offs, while Suboptimal Solution II works
better than Suboptimal Solution I. From the results in both
Figs. 4 and 5, it is inferred that in general it is more beneficial
to align the information beam v0 to the same direction as the
IR’s channel h rather than to the null space of ERs’ channels
in both (P1) and (P2).
In the second numerical example, we consider a MISO
SWIPT system as shown in Fig. 6, where there are K = 7 ERs
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Fig. 7. The secrecy rate of the IR over the number of active ERs with given
per-ER energy constraint, E¯k = 0.8mW.
and the IR is equipped with M = 9 antennas. In this example,
we use the far-field uniform linear antenna array [37] to model
the channels. Specifically,
h = ρh × [1, ejθ0 , · · · , ej(M−1)θ0 ]T , (53)
gk = ρgk × [1, ejθk , · · · , ej(M−1)θk ]T , k = 1, · · · ,K, (54)
where ρ2h = −70dB, ρ2gk = −30dB, 1 ≤ k ≤ K , and θn =
− 2pid sin(φn)
λ
, n = 0, 1, · · · ,K , with d denoting the spacing
between successive antenna elements at the Tx, λ denoting the
carrier wavelength, and φ0 denoting the direction of the IR to
Tx, and φn for that of ERn to Tx, 1 ≤ n ≤ K . We set d = λ2 ,
and {φ0, φ1, · · · , φ7} = { 11pi16 , 0, pi6 , 3pi8 , pi2 , 45pi64 , 9pi8 , 13pi9 }. The
other parameters are set the same as those in the first numerical
example.
In this example, we activate one more ER at each time (from
ER1 to ER7). Fig. 7 shows the secrecy rate achieved by our
proposed optimal and suboptimal algorithms for (P1) against
the number of active ERs in the system with E¯k = 0.8mW,
∀k. It is observed that with more ERs (or eavesdroppers)
activated, the achievable secrecy rate for the IR is reduced
for all proposed algorithms. It is also observed that when
ER5 is activated, there is a drastic decrease in the secrecy
rate achieved for the IR. This is because as shown in Fig.
6, ER5 is aligned in a direction very close to that of the
IR (φ5 ≈ φ0) but with higher channel power due to shorter
distance from the Tx. Furthermore, it is observed that after
ER5 is activated, both Suboptimal Solutions I and II achieve
zero secrecy rate. The reason is as follows. Note that for both
of these two suboptimal solutions, the energy beams wi’s are
aligned into the null space of h, i.e., wHi h = 0, ∀i. However,
in this example the direction of g5 is very close to that of h.
It thus follows that wHi g5 ≈ 0, ∀i. In other words, the energy
beams cannot play the role of AN to reduce ER5’s SINR in
this case. Moreover, since ER5 has better channel than the IR,
the achievable secrecy rate becomes close to zero.
Fig. 8 shows the sum-energy harvested by all ERs by the
proposed optimal and suboptimal algorithms for (P2) against
the number of active ERs with r¯0 = 4bps/Hz. It is observed
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Fig. 8. The sum-energy harvested by ERs over the number of active ERs
with given secrecy rate constraint for the IR, r¯0 = 4bps/Hz.
that with more ERs, the sum-energy harvested is increased in
all cases. Furthermore, it is observed that when K ≤ 4, the
performance of both Suboptimal Solutions I and II is very
close to that of the optimal solution. However, after ER5 is
activated, both of the suboptimal solutions achieve zero sum-
energy because the secrecy rate constraint cannot be satisfied
in (P2) due to the same reason as given for Fig. 7. From
the results in Figs. 7 and 8, it is inferred that even in the
challenging scenario where one ER is aligned in a direction
very close to (but not the same as) the IR, our proposed op-
timal algorithm still achieves good performance thanks to the
jointly optimized beamforming and power allocation design.
However, in this case both the two suboptimal solutions cannot
perform well.
VII. CONCLUSION
This paper is an initial attempt to address the important
issue of physical-layer security in an emerging new type
of wireless network with simultaneous wireless information
and power transfer (SWIPT). Under the MISO setup with
one single IR and multiple ERs, the joint information and
energy beamforming design is investigated for the first time
to maximize the secret information transmission rate to the
IR and yet guarantee the target amount of energy transferred
to ERs, or vice verse. We propose efficient algorithms to
optimally solve the formulated non-convex design problems
by applying the technique of semidefinite relaxation (SDR),
and show that SDR has no loss of optimality by exploiting
the particular structures of the studied problems. Two sub-
optimal beamforming designs with lower complexity are also
presented, and their performances are compared against that
of the optimal solution in terms of achievable (secrecy) rate-
energy trade-off. Our results reveal interesting new insights
to optimally managing the interference in a secrecy SWIPT
system since it plays both the roles of an energy-carrying
signal for wireless energy transfer as well as an artificial noise
(AN) to protect the secrecy information transmission.
APPENDIX
A. Proof of Lemma 4.2
First, we show that λ∗ > 0. Let A∗1, B
∗
1, and ξ∗1 be given in
(18), (19), and (20), respectively, by substituting the optimal
dual solution of problem (P1.1-SDR-Eqv). To ensure that the
Lagrangian in (17) is bounded from above such that the dual
function exists, it follows that
A
∗
1  0, B
∗
1  0, ξ
∗
1 ≤ 0. (55)
According to (17), the dual problem of (P1.1-SDR-Eqv) can
be expressed as
(P1.1− SDR− Eqv−Dual) :
Minimize
λ,{βk},{αk},θ
λ
Subject to A1  0, B1  0, ξ1 ≤ 0,
βk ≥ 0, αk ≥ 0, ∀k, θ ≥ 0.
Since the duality gap between (P1.1-SDR-Eqv) and its dual
problem (P1.1-SDR-Eqv-Dual) is zero, λ∗ is equal to the
optimal value of (P1.1-SDR-Eqv). Therefore, we have λ∗ > 0.
Next, we show that θ∗ > 0 by contradiction. Define φ =
{k|(β∗k)2 + (α∗k)2 > 0, k = 1, · · · ,K}. In the following, we
discuss two cases in each of which we show that (55) cannot
be true if θ∗ = 0.
1) The case of φ = ∅: Suppose that θ∗ = 0. In this case,
we have A∗1 = H  0, which contradicts to (55). Thus, in
this case, θ∗ > 0 must be true.
2) The case of φ 6= ∅: Suppose that θ∗ = 0. Then in this
case, we have B∗1 = −λ∗H∗+
∑
k∈φ(β
∗
kγe+α
∗
kζ)Gk. Since∑
k∈φ(β
∗
kγe + α
∗
kζ)Gk  0 and λ∗ > 0, to guarantee that
B∗1  0, it requires that any x ∈ CM×1 that lies in the null
space of H must also be in the null space of Gk, ∀k ∈ φ;
however, this cannot be true since all the channels h and gk’s
are assumed to be linearly independent. Thus, in this case, we
also conclude that θ∗ > 0.
By combining the above two cases, it follows that θ∗ > 0.
Lemma 4.2 is thus proved.
B. Proof of Proposition 4.1
The Karush-Kuhn-Tucker (KKT) conditions of problem
(P1.1-SDR-Eqv) are expressed as
A∗1S
∗ = 0, B∗1Q
∗ = 0. (56)
First, we show that rank(Q∗) ≤ min(K,M). The proof
directly follows if K ≥ M since rank(Q∗) ≤ M =
min(K,M). Thus, in the following we focus on the case of
K < M .
Lemma A.1: Let Y and Z be two matrices of the same
dimension. It then holds that rank(Y + Z) ≥ rank(Y ) −
rank(Z).
Proof: It is known that rank(Y )+rank(Z) ≥ rank(Y +
Z) if Y and Z are of the same dimension. Then we have
rank(Y + Z) + rank(−Z) ≥ rank(Y ). Since rank(Z) =
rank(−Z), Lemma A.1 is proved.
Define C∗1 = −λ∗H − θ∗I . Since according to Lemma 4.2
we have λ∗ > 0 and θ∗ > 0, it follows that C∗1 ≺ 0 and
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thus rank(C∗1) = M . Furthermore, B
∗
1 can be expressed as
B∗1 = C
∗
1+
∑K
k=1(β
∗
kγe+α
∗
kζ)Gk. As a result, according to
Lemma A.1 we have
rank(B∗1) ≥ rank(C
∗
1)− rank
(
K∑
k=1
(β∗kγe + α
∗
kζ)Gk
)
(a)
≥ M −K, (57)
where (a) is due to the fact that
rank
(∑K
k=1(β
∗
kγe + α
∗
kζ)Gk
)
≤ K . According to (56), Q∗
must lie in the null space of B∗1. Therefore, if K < M ,
rank(Q∗) ≤ M − rank(B∗1) ≤ K . By combining the
above two cases of K ≥ M and K < M , it follows that
rank(Q∗) ≤ min(K,M). The first part of Proposition 4.1 is
thus proved.
Next, we prove the second part of Proposition 4.1. Define
D
∗
1 = −λ
∗
H −
K∑
k=1
β∗kGk +
K∑
k=1
α∗kζGk − θ
∗
I
= B∗1 −
K∑
k=1
(1 + γe)β
∗
kGk. (58)
Then we have
A
∗
1 =D
∗
1 + (1 + λ
∗)H. (59)
Define l1 = rank(D∗1). If l1 = M , then we can conclude
that rank(A∗1) ≥ M − 1 according to (59) and Lemma A.1.
However, if rank(A∗1) =M , then according to (56) it follows
that S∗ = 0, which cannot be the optimal solution to (P1-
SDR-Eqv). Therefore, we have rank(A∗1) = M − 1 and thus
S∗ = bτ 1τ
H
1 if l1 = M , where τ 1 spans the null space of
A∗1. Next, we consider the case where D∗1 is not full-rank, i.e.,
l1 < M . In this case, let Π1 ∈ CM×(M−l1) with ΠH1 Π1 = I
denote the orthogonal basis for the null space of D∗1, i.e.,
D∗1Π1 = 0. Let pi1,n denote the nth column of Π1, 1 ≤ n ≤
M − l1. Then we have
piH1,nA
∗
1pi1,n = pi
H
1,n (D
∗
1 + (1 + λ
∗)H)pi1,n
= (1 + λ∗)|hHpi1,n|2, 1 ≤ n ≤M − l1. (60)
Since A∗1  0 and 1+λ∗ > 0, it follows that |hHpi1,n|2 = 0,
∀n, or
HΠ1 = 0. (61)
As a result, we have
A
∗
1Π1 = (D
∗
1 + (1 + λ
∗)H)Π1 = 0. (62)
Moreover, according to (59) and Lemma A.1, we have
rank(A∗1) ≥ rank(D
∗
1)− rank ((1 + λ
∗)H) = l1 − 1. (63)
Let Ω1 denote the orthogonal basis for the null space of A∗1,
it then follows that
rank(Ω1) = M − rank(A
∗
1) ≤M − l1 + 1. (64)
Next, we show that rank(Ω1) =M−l1+1. According to (62),
Π1 spans M − l1 orthogonal dimensions of the null space of
A∗1, i.e., rank(Ω1) ≥M − l1. Suppose that rank(Ω1) =M −
l1; then we have Ω1 = Π1. According to (55) and (56), S∗
can be expressed as S∗ =
∑M−l1
n=1 anpi1,npi
H
1,n, where an ≥ 0,
∀n. However, in this case, no information is transferred to IR
since according to (61), pi1,n’s all lie in the null space of
H . As a result, according to (64) there exists only one single
subspace spanned by τ 1 ∈ CM×1 of unit norm, which lies in
the null space of A∗1, i.e., A
∗
1τ 1 = 0, and is orthogonal to the
span of Π1, i.e., ΠH1 τ 1 = 0. To summarize, we have
Ω1 = [Π1 τ 1], (65)
and thus rank(Ω1) = M − l1 + 1. Moreover, according to
(55) and (56), any optimal solution S∗ to problem (P1.1-SDR-
Eqv) can be expressed as S∗ =∑M−l1n=1 anpi1,npiH1,n+bτ 1τH1 ,
where an ≥ 0, ∀n, and b > 0. The second part of Proposition
4.1 is thus proved.
Last, we prove the third part of Proposition 4.1. Suppose
that (S∗,Q∗, t∗) is an optimal solution to problem (P1.1-SDR-
Eqv), where S∗ is given in (22) and rank(S∗) > 1. Then
consider the new solution (S¯∗, Q¯∗, t¯∗) given in (23)-(25). It
can be shown that with this new solution we have
Tr(HS¯
∗
) = Tr
(
H
(
S
∗ −
M−l1∑
n=1
anpi1,npi
H
1,n
))
= Tr(HS∗),
(66)
Tr(HQ¯
∗
) + t¯∗σ20 = Tr
(
H
(
Q
∗ +
M−l1∑
n=1
anpi1,npi
H
1,n
))
+ t∗σ20
= Tr(HQ∗) + t∗σ20 = 1, (67)
Tr(GkS¯
∗
) ≤ Tr(GkS
∗) ≤ γe(Tr(GkQ
∗) + t∗σ2k)
≤ γe(Tr(GkQ¯
∗
) + t¯∗σ2k), ∀k, (68)
ζ(Tr(GkS¯
∗
) + Tr(GkQ¯
∗
)) = ζ(Tr(GkS
∗) + Tr(GkQ
∗))
≥ t¯∗E¯k, ∀k, (69)
Tr(S¯
∗
) + Tr(Q¯
∗
) = Tr(S∗) + Tr(Q∗) ≤ t¯∗P¯ , (70)
S¯
∗
 0, Q¯
∗
 0, t¯∗ > 0. (71)
(66) indicates that the new solution (S¯∗, Q¯∗, t∗) can achieve
the same optimal value of (P1.1-SDR-Eqv), while (67)-(71)
imply that the new solution satisfies all the constraints of
(P1.1-SDR-Eqv). Thus, (S¯∗, Q¯∗, t∗) is also an optimal solu-
tion to (P1.1-SDR-Eqv), with rank(S¯∗) = 1.
Proposition 4.1 is thus proved.
C. Proof of Proposition 4.2
According to Proposition 4.1, if l1 = rank(D∗1) = M ,
then S∗ = bτ 1τH1 , and it thus follows that rank(S∗) = 1
is always true for (P1.1-SDR-Eqv). Moreover, since B∗1  0
and −∑Kk=1(1 + γe)β∗kGk  0, we have D∗1  0 according
to (58). As a result, to show rank(D∗1) = M , it is sufficient
to verify that the maximum eigenvalue of D∗1 is negative, i.e.,
D∗1 ≺ 0. Therefore, in the following we show by contradict
that if there is no non-zero solution to the equations given in
(28), then the maximum eigenvalue of D∗1 must be negative.
Since D∗1  0, its maximum eigenvalue can be either zero
or negative. Suppose that the maximum eigenvalue of D∗1 is
zero. Then there exists at least an x ∈ CM×1 6= 0 such that
xHD∗1x = 0. Since B∗1  0 and −
∑K
k=1(1+γe)β
∗
kGk  0,
according to (58) we have
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x
H
B
∗
1x = 0, (72)
x
H
K∑
k=1
(1 + γe) β
∗
kGkx = 0. (73)
From (73), we have
x
H
Gkx = 0, if k ∈ Ψ¯, (74)
where Ψ¯ is given in (27). Note that (74) is equivalent to
Gkx = 0, ∀k ∈ Ψ¯, since Gk  0. Moreover, since A∗1  0
and λ∗ > 0 according to Lemma 4.2, it follows from (59) that
x
H
Hx = 0. (75)
Note that (75) is equivalent to Hx = 0 since H  0. Thus,
from (72)-(75), we have
x
H
B
∗
1x = x
H
(
−λ∗H +
K∑
k=1
β∗kγeGk +
K∑
k=1
α∗kζGk − θ
∗
I
)
x
= xH
(∑
k∈Ψ
α∗kζGk − θ
∗
I
)
x = 0. (76)
To summarize, if there is no non-zero solution x ∈ CM×1
to the equations given in (28), then (74), (75) and (76) cannot
be satisfied at the same time, and it thus follows that the max-
imum eigenvalue of D∗1 cannot be zero, i.e., rank(D∗1) =M .
Then according to Proposition 4.1, rank(S∗) = 1 is always
true for (P1.1-SDR-Eqv). Proposition 4.2 is thus proved.
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