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CONVOLUTIONS OF HARMONIC CONVEX MAPPINGS
MICHAEL DORFF, MARIA NOWAK, AND MAGDALENA WO LOSZKIEWICZ
Abstract. The first author proved that the harmonic convolution of a nor-
malized right half-plane mapping with either another normalized right half-
plane mapping or a normalized vertical strip mapping is convex in the direc-
tion of the real axis. provided that it is locally univalent. In this paper, we
prove that in general the assumption of local univalency cannot be omitted.
However, we are able to show that in some cases these harmonic convolutions
are locally univalent. Using this we obtain interesting examples of univalent
harmonic maps one of which is a map onto the plane with two parallel slits.
1. Introduction
Let D be the unit disk. We consider the family of complex-valued harmonic
functions f = u + iv defined in D, where u and v are real harmonic in D. Such
functions can be expressed as f = h+ g, where
h(z) = z +
∞∑
n=2
anz
n and g(z) =
∞∑
n=1
bnz
n
are analytic in D. The harmonic function f = h+ g is locally one-to-one and sense-
preserving in D if and only if
|g′(z)| < |h′(z)|, ∀z ∈ D.
In such a case, we say that f is locally univalent and f satisfies the dilatation condi-
tion. Let SO
H
be the class of complex-valued, harmonic, sense-preserving, univalent
functions f in D, normalized so that f(0) = 0, fz(0) = 1, and f z(0) = 0. Let
KO
H
and CO
H
be the subclasses of SO
H
mapping D onto convex and close-to-convex
domains, respectively. We will deal with CO
H
mappings that are convex in one
direction.
For analytic functions f(z) = z +
∑∞
n=2 anz
n and F (z) = z +
∑∞
n=2Anz
n, their
convolution (or Hadamard product) is defined as f ∗F = z+
∑∞
n=2 anAnz
n. In the
harmonic case, with
f = h+ g = z +
∞∑
n=2
anz
n +
∞∑
n=1
bn z
n and
F = H + G = z +
∞∑
n=2
Anz
n +
∞∑
n=1
Bn z
n,
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define the harmonic convolution as
f ∗ F = h ∗H + g ∗G = z +
∞∑
n=2
anAnz
n +
∞∑
n=1
bnBn z
n,
There have been some results about harmonic convolutions of functions (see [2],
[4], [6], and [10]). For the convolution of analytic functions, if f1, f2 ∈ K, then
f1 ∗ f2 ∈ K. Also, the right half-plane mapping,
z
1−z , acts as the convolution
identity. In the harmonic case, there are infinitely many right half-plane mappings
and the harmonic convolution of one of these right half-plane mappings with a
function f ∈ KO
H
may not preserve the properties of f , such as convexity or even
univalence (see [4] for an example).
In [4], the following theorems were proved:
Theorem A. Let f1 = h1 + g1, f2 = h2 + g2 ∈ K
O
H
be right half-plane mappings.
If f1 ∗ f2 satisfies the dilatation condition, then f1 ∗ f2 ∈ S
O
H
and is convex in the
direction of the real axis.
Theorem B. Let f1 = h1 + g1 ∈ K
O
H
be a right half-plane mapping and f2 =
h2+ g2 ∈ K
O
H
be a vertical strip mapping. If f1∗f2 satisfies the dilatation condition,
then f1 ∗ f2 ∈ S
O
H
and is convex in the direction of the real axis.
In section 2, we generalize Theorem A for harmonic mappings onto slanted half-
planes given by
Hγ =
{
z ∈ C : Re(eiγz) > −
1
2
}
, where 0 ≤ γ < 2pi.
Next, we deal mainly with the convolution of the canonical harmonic right half-
plane mapping (see [2]) given by
(1) f0(z) = h0(z) + g0(z) =
z − 12z
2
(1− z)2
−
1
2z
2
(1 − z)2
with harmonic mappings f that are either right half-planes or strip mappings. We
show that if the dilatation of f is eiθzn (n = 1, 2), then f0 ∗ f is locally univalent.
However, we give examples when local univalency fails for n ≥ 3. Also, we provide
some results about univalency in the case the dilatation of f is z+a1+az . Finally, we
give examples of univalent harmonic maps obtained by way of convolutions.
2. Convoluting slanted half-plane mappings
In [1], [5], and [7], explicit descriptions are given for half-plane and strip map-
pings. Specifically, the collection of functions f = h+ g ∈ SO
H
that map D onto the
right half-plane, R = {w : Re(w) > −1/2}, have the form
h(z) + g(z) =
z
1− z
and those that map D onto the vertical strip, Ωα =
{
w : α−pi2 sinα < Re(w) <
α
2 sinα
}
,
where pi2 ≤ α < pi, have the form
h(z) + g(z) =
1
2i sinα
log
(
1 + zeiα
1 + ze−iα
)
.
3Now, we first prove a generalization of Theorem A for the slanted half-plane, Hγ ,
0 ≤ γ < 2pi, described in the introduction. Let S0(Hγ) ⊂ S
O
H
denote the class
of harmonic functions f that map D onto Hγ . In the case when γ = 0 we get
the normalized class of harmonic functions that map D onto the right half-plane
{w : Re(w) > −1/2}.
Lemma 1. If f = h+ g¯ ∈ S0(Hγ), then
h(z) + e−2iγg(z) =
z
1− zeiγ
, z ∈ D.
Proof. If f = h + g¯ ∈ S0(Hγ), then Re
{
eiγ(h(z) + g(z))
}
> −1/2, which means
that Re
{
eiγh(z)+e−iγg(z)
}
> −1/2. In other words, Re
{
eiγ(h(z)+e−2iγg(z))
}
>
−1/2. Since f is a convex harmonic function, it follows from a convexity theorem
by Clunie and Sheil-Small [2] that the function h(z) + e−2iγg(z) is convex in the
direction pi/2 − γ, and so is univalent. It is also clear, that z 7→ f(z) + e−2iγg(z)
maps D onto Hγ which implies result. 
Theorem 2. If fk ∈ S
0(Hγk), k = 1, 2, and f1 ∗ f2 is locally univalent in D, then
f1 ∗ f2 is convex in the direction −(γ1 + γ2).
Proof. Let
F1 = (h1 + e
−2iγ1g1) ∗ (h2 − e
−2iγ2g2), and
F2 = (h2 + e
−2iγ2g2) ∗ (h1 − e
−2iγ1g1).
Then
1
2
(F1 + F2) = h1 ∗ h2 − e
−2i(γ1+γ2)g1 ∗ g2.
The shearing theorem of Clunie and Sheil-Small [2] establishes that it is sufficient
to show that the function 12 (F1 + F2) is convex in the direction −(γ1 + γ2), or
equivalently, that F = ei(γ1+γ2)(F1+F2) is convex in the direction of the real axis.
A result by Royster and Ziegler [9] shows that F is convex in the real direction, if
Re
{
(zF ′(z))/ϕ(z)
}
> 0, ∀z ∈ D, where ϕ(z) = ze
iα
(1−zeiαz)2 with some α ∈ R. Thus,
if we show this last condition, we are done.
By Lemma 1,
zF ′1(z) =
z
1− zeiγ1
∗ [z(h2 − e
−2iγ2g2)
′(z)].
Furthermore,
z(h2 − e
−2iγ2g2)
′(z) = z
h′2(z)− e
−2iγ2g′2(z)
h′2(z) + e
−2iγ2g′2(z)
(
h′2(z) + e
−2iγ2g′2(z)
)
=
zp2(z)
(1− eiγ2z)2
,
where Re{p2(z)} > 0 for all z ∈ D. Consequently,
zF ′1(z) =
z
1− zeiγ1
∗
zp2(z)
(1− eiγ2z)2
= e−iγ1
zeiγ1
1− zeiγ1
∗
zp2(z)
(1− eiγ2z)2
=
zp2(ze
iγ1)
(1− ei(γ1+γ2)z)2
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Analogously,
zF ′2(z) =
zp1(ze
iγ2)
(1 − ei(γ1+γ2)z)2
,
where Re{p1(z)} > 0 for all z ∈ D. Thus
Re
ei(γ1+γ2)(zF ′1(z) + zF ′2(z))
zei(γ1+γ2)
(1−ei(γ1+γ2)z)2
 = Re(p1(zeiγ2) + p2(zeiγ1)) > 0.

3. Convoluting f0 with right half-plane mappings
In Theorem A, Theorem B, and Theorem 2, we require that the resulting con-
volution function satisfy the dilatation condition
|ω(z)| =
∣∣∣∣ g′(z)h′(z)
∣∣∣∣ < 1, ∀z ∈ D.
When is this not a necessary assumption? In the rest of the paper we establish
cases of these theorems for which this assumption can be omitted.
The following result about the number of zeros of polynomials in the disk is
helpful in proving the next several theorems.
Cohn’s Rule. ([3] or see [8], p 375) Given a polynomial
f(z) = a0 + a1z + · · ·+ anz
n
of degree n, let
f∗(z) = zn f(1/ z) = an + an−1z + · · ·+ a0z
n.
Denote by p and s the number of zeros of f inside the unit circle and on it, respec-
tively. If |a0| < |an|, then
f1(z) =
anf(z)− a0f
∗(z)
z
is of degree n− 1 with p1 = p− 1 and s1 = s the number of zeros of f1 inside the
unit circle and on it, respectively.
The main result of this section is the following.
Theorem 3. Let f = h+g ∈ KO
H
with h(z)+g(z) = z1−z and ω(z) = e
iθzn (n ∈ Z+
and θ ∈ R). If n = 1, 2, then f0 ∗ f ∈ S
O
H
and is convex in the direction of the real
axis.
Proof. Let the the dilatation of f0 ∗ f be given by ω˜ = (g0 ∗ g)
′/(h0 ∗ h)
′. By
Theorem A and by Lewy’s Theorem, we just need to show that |ω˜(z)| < 1, ∀z ∈ D.
First, note that if F is analytic in D and F (0) = 0, then from eq. (1)
h0(z) ∗ F (z) =
1
2
[
F (z) + zF ′(z)
]
(2)
g0(z) ∗ F (z) =
1
2
[
F (z)− zF ′(z)
]
.
Also, since g′(z) = ω(z)h′(z), we know g′′(z) = ω(z)h′′(z) + ω′(z)h′(z).
Hence
(3) ω˜(z) = −
zg′′(z)
2h′(z) + zh′′(z)
=
−zω′(z)h′(z)− zω(z)h′′(z)
2h′(z) + zh′′(z)
.
5Using h(z)+ g(z) = z1−z and g
′(z) = ω(z)h′(z), we can solve for h′(z) and h′′(z)
in terms of z and ω(z):
h′(z) =
1
(1 + ω(z))(1− z)2
h′′(z) =
2(1 + ω(z))− ω′(z)(1 − z)
(1 + ω(z))2(1 − z)3
.
Substituting these formulas for h′ and h′′ into the equation for ω˜, we derive:
ω˜(z) =
−zω′(z)h′(z)− zω(z)h′′(z)
2h′(z) + zh′′(z)
=− z
ω2(z) + [ω(z)− 12ω
′(z)z] + 12ω
′(z)
1 + [ω(z)− 12ω
′(z)z] + 12ω
′(z)z2
.
(4)
Now, consider the case in which ω(z) = eiθz. Then eq. (4) yields
ω˜(z) =− ze2iθ
(
z2 + 12e
−iθz + 12e
−iθ
)(
1 + 12e
iθz + 12e
iθz2
) .
If we denote f(z) = z2 + 12e
−iθz + 12e
−iθ, then f∗(z) = z2 f(1/ z) = 1 + 12e
iθz +
1
2e
iθz2. In such a situation, if z0 is a zero of f , then
1
z0
is a zero of f∗. Hence,
ω˜(z) =− ze2iθ
(z +A)(z +B)
(1 + Az)(1 + Bz)
.
By Cohn’s Rule we have
f1(z) =
a2f(z)− a0f
∗(z)
z
=
3
4
z +
(
1
2
e−iθ −
1
4
)
.
f1 has one zero at z0 =
1
3 −
2
3e
−iθ ∈ D. So, f has two zeros, namely A and B, with
|A|, |B| ≤ 1.
Next, consider the case in which ω(z) = eiθz2. In this case,
|ω˜(z)| =
∣∣z2∣∣∣∣∣∣z3 + e−iθ1 + eiθz3
∣∣∣∣ = |z|2 < 1.

Remark 1. If we assume the hypotheses of the previous theorem with the exception
of making n ≥ 3, then for each n we can find a specific ω(z) = eiθzn such that
f0 ∗ f /∈ S
O
H
. For example, if n is odd, let ω(z) = −zn and then eq. (4) yields
ω˜(z) = −zn
zn+1 +
(
n
2 − 1
)
z − n2
1 +
(
n
2 − 1
)
zn − n2 z
n+1
.
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It suffices to show that for some point z0 ∈ D, |ω˜(z0)| > 1. Let z0 = −
n
n+1 ∈ D.
Then
ω˜(z0) =
(
n
n+ 1
)n ( n
n+1
)n+1
−
(
n
2 − 1
)(
n
n+1
)
− n2
1−
(
n
2 − 1
)(
n
n+1
)n
−
(
n
2
)(
n
n+1
)n+1
= 1 +
[(
n+1
n
)n
−
(
n
n+1
)n+1]
+
[
1− nn+1
]
(
n
2 − 1
)
+
(
n
2
)(
n
n+1
)
−
(
n+1
n
)n .
(5)
Note that
[(
n+1
n
)n
−
(
n
n+1
)n+1]
+
[
1 − nn+1
]
> 0. Also,
(
n
2 − 1
)
+
(
n
2
)(
n
n+1
)
−(
n+1
n
)n
> 0 since
(
n
2 − 1
)
+
(
n
2
)(
n
n+1
)
> n − 32 > e and
(
n+1
n
)n
is an increasing
series converging to e. Thus, if n ≥ 5 is odd, |ω˜(z0)| > 1. If n = 3, it is easy to
compute that |ω˜(z0)| =
(
3
4
)3∣∣∣34− 12 ·3·43− 32 ·4444− 12 ·33·4− 32 ·34 ∣∣∣ > 2. Now, if n is even, let ω(z) = zn
and z0 = −
n
n+1 . This simplifies to the same ω˜(z0) given eq. (5) and the argument
above also holds for n ≥ 6. If n = 4, |ω˜(z0)| =
(
4
5
)4∣∣∣45−4·54−2·5555−44·5−2·45 ∣∣∣ > 15.
Theorem 4. Let f = h + g ∈ KO
H
with h(z) + g(z) = z1−z and ω(z) =
z+a
1+az with
a ∈ (−1, 1). Then f0 ∗ f ∈ S
O
H
and is convex in the direction of the real axis.
Proof. Using eq. (4) with ω = z+a1+az , where −1 < a < 1, we have
ω˜(z) =− z
(
z2 + 1+3a2 z +
1+a
2
)(
1 + 1+3a2 z +
1+a
2 z
2
)
=− z
f(z)
f∗(z)
=− z
(z +A)(z +B)
(1 + Az)(1 + Bz)
.
Again using Cohn’s Rule,
f1(z) =
a2f(z)− a0f
∗(z)
z
=
(a+ 3)(1− a)
4
z +
(1 + 3a)(1− a)
4
.
So f1 has one zero at z0 = −
1+3a
a+3 which is in the unit circle since −1 < a < 1.
Thus, |A|, |B| < 1. 
Next, we provide some examples.
Example 1. Let f1 = h1 + g1, where h1 + g1 =
z
1−z with ω = z. Then
h1 =
1
4
log
(
1 + z
1− z
)
+
1
2
z
1− z
g1 = −
1
4
log
(
1 + z
1− z
)
+
1
2
z
1− z
.
Consider F1 = f0 ∗ f1 = H1 + G1. Using eq. (2) we have
H1 = h0 ∗ h1 =
1
2
[h1(z) + zh
′
1(z)] =
1
8
log
(
1 + z
1− z
)
+
3
4z −
1
4z
3
(1− z)2(1 + z)
G1 = g0 ∗ g1 =
1
2
[g1(z)− zg
′
1(z)] = −
1
8
log
(
1 + z
1− z
)
+
1
4z −
1
2z
2 − 14z
3
(1 − z)2(1 + z)
,
7and from eq. (4)
ω˜(z) = −z
(
2z2 + z + 1
z2 + z + 2
)
.
We show that F1 maps the unit disk onto the domain whose boundary consists of
the four half-lines given by {x± pi8 i, x ≤ −
1
4} and {−
1
4 + iy, |y| ≥
pi
8 } (see Figure
2). In doing so, we use a similar argument to that used by Clunie and Sheil-Small
in Example 5.4 [2]. We have
F1(z) = Re
(
z − 12z
2 − 12z
3
(1 + z)(1− z)2
)
+ i Im
(
1
4
ln
(
1 + z
1− z
)
+
1
2
z
(1 − z)2
)
.
Applying the transformation ζ = 1+z1−z = ξ + iη, ξ > 0, we get
F1(z) = Re
1
8
(
3ζ − 2−
1
ζ
)
+ i Im
1
4
(
ln ζ +
1
2
(ζ2 − 1)
)
=
1
8
(
3ξ − 2−
ξ
ξ2 + η2
)
+
i
4
(
arctan
η
ξ
+ ξη
)
.
Observe first that the positive real axis {ζ = ξ + iη : η = 0, ξ > 0} is mapped
monotonically onto the whole real axis. Next we find the images of the level curves
arctan
η
ξ
+ ξη = c, ξ, η > 0.
The polar coordinates equations of these level curves are
(6) θ + r2 sin θ cos θ = c, 0 < θ <
pi
2
.
Hence
ξ =
√
(c− θ) cot θ
η =
√
(c− θ) tan θ, 0 < θ < min
{
c,
pi
2
}
.
Fix c > 0. Then the image of the curve given in (6) under F1 is
F1(z) =
1
8
(
3
√
(c− θ) cot θ − 2−
√
sin θ cos3 θ
c− θ
)
+
i
4
c
= u(c, θ) +
i
4
c .
If 0 < c < pi2 , then θ ∈ (0, c), and one finds easily that limθ→0+ u(c, θ) = ∞ and
limθ→c− u(c, θ) = −∞. The intermediate value property implies that in this case
the image of the level curve under F1 is the entire horizontal line {x+
ic
4 : −∞ <
x <∞}. If c ≥ pi2 , then limθ→0+ u(c, θ) =∞ and limθ→pi/2− u(c, θ) = −
1
4 . So in this
case the images of the level curves are horizontal half-lines {x+ ic4 , : −
1
4 < x <∞}.
This means that images of the level curves under F1 fill the domain whose boundary
consists of the real axis and two half-lines {x+ pi8 i, x ≤ −
1
4} and {−
1
4 + iy, y ≥
pi
8 }.
Finally, our claim follows from the fact that the range of F1 is symmetric with
respect to the real axis.
The images of concentric circles inside D under the harmonic maps f0 and un-
der f1 are shown in Figure 1. The images of these concentric circles under the
convolution map f0 ∗ f1 = F1 are shown in Figure 2.
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2
−2
−1 0
0
2
−1
−2
1
1
0
3
2
0
−2
−1
−1
1
21
Figure 1. Image of concentric circles inside D under the maps f0
and f1, respectively.
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0
1
−1−2
2
0
−2
−1
Figure 2. Image of concentric circles inside D under the convo-
lution map f0 ∗ f1 = F1.
Example 2. Let f2 = h2 + g2 be the harmonic mapping in the disk D such that
h2(z) + g2(z) =
z
1−z and ω2(z) =
g′2(z)
h′2(z)
= −z2. One can find that
h2(z) =
1
8
ln
(
1 + z
1− z
)
+
1
2
z
1− z
+
1
4
z
(1− z)2
,
g2(z) = −
1
8
ln
(
1 + z
1− z
)
+
1
2
z
1− z
−
1
4
z
(1 − z)2
and the image of D under f2 is the right half-plane, R =
{
ω : Re(ω) > − 12
}
. We
note here that f2(e
it) = − 12+i
pi
16 , if 0 < t < pi and f2(e
it) = − 12−i
pi
16 , if pi < t < 2pi.
9Next let
F2 = h0 ∗ h2 + g0 ∗ g2 = H2 +G2.
By eq. (2)
H2(z) =
1
2
[
1
8
ln
(
1 + z
1− z
)
+
1
2
z
1− z
+
1
4
z
(1− z)2
+
z
(1 − z)3(1 + z)
]
,
G2(z) =
1
2
[
−
1
8
ln
(
1 + z
1− z
)
+
1
2
z
1− z
−
1
4
z
(1 − z)2
+
z3
(1− z)3(1 + z)
]
and
ω˜2(z) =
G′2(z)
H ′2(z)
= z2
Analysis similar to that in Example 1 can be used to show that F2 maps the disk
onto the plane minus two half-lines given by x± pi16 i, x ≤ −
1
4 . We have
F2(z) = Re
(
1
2
z(2− z + z3)
(1 − z)3(1 + z)
)
+ i Im
(
1
8
ln
(
1 + z
1− z
)
+
6
8
z
(1− z)2
)
,
which under the same transformation as in Example 1 becomes
F2(z) =
1
16
(
ξ3 − 3ξη2 + 4ξ − 4−
ξ
ξ2 + η2
)
+
i
8
(
arctan
η
ξ
+ 3ξη
)
.
Analogously, we find that the images of the level curves
θ +
3
2
r2 sin 2θ = c, 0 < θ <
pi
2
are
F2(z) =
1
16
[√
1
3
(c− θ) cot θ
(
(c− θ)
(
1
3
cot θ − tan θ
)
+ 4−
3 sin 2θ
2(c− θ)
)
− 4
]
+
i
8
c
= u(c, θ) +
i
8
c .
If 0 < c < pi2 (or c >
pi
2 , respectively), then limθ→c− u(c, θ) = −∞ (or limθ→pi2 u(c, θ) =
−∞, respectively) and limθ→0+ u(c, θ) = ∞. This means that the images of the
level curves are entire horizontal lines. If c = pi2 , then limθ→0+ u(
pi
2 , θ) = +∞ and
limθ→pi/2− u(
pi
2 , θ) = −
1
4 . So, F2 maps the first quadrant onto the upper half-plane
minus the half-line {x+ i pi16 : x ≤ −
1
4}, and the result follows from the symmetry.
4. Convoluting f0 with vertical strip mappings
In this section we replace right half-plane maps with vertical strip maps and
prove the corresponding analogues for Theorem 3 and Theorem 4.
Theorem 5. Let f = h+ g ∈ KO
H
with h(z) + g(z) = 12i sinα log
(
1+zeiα
1+ze−iα
)
, where
pi
2 ≤ α < pi and ω(z) = e
iθzn. If n = 1, 2, then f0 ∗ f ∈ S
O
H
and is convex in the
direction of the real axis.
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Proof. By Theorem B we need to establish that f0 ∗f = H+ G is locally univalent.
Using h(z) + g(z) = 12i sinα log
(
1+zeiα
1+ze−iα
)
and g′(z) = ω(z)h′(z), we get
h′(z) =
1
(1 + ω(z))(1 + zeiα)(1 + ze−iα)
h′′(z) =
−[2(cosα+ z)(1 + ω(z)) + ω′(z)(1 + 2 cosαz + z2)]
(1 + ω(z))2(1 + zeiα)2(1 + ze−iα)2
.
Substituting these into eq. (3), yields
(7) ω˜(z) = −z
{
ω2(z) +
[
ω(z)− 12ω
′(z)z
]
− 12ω
′(z)
(
1+cosαz
cosα+z
)
−
(
1+cosαz
cosα+z
)
−
[
ω(z)− 12ω
′(z)z
](
1+cosαz
cosα+z
)
+ 12ω
′(z)z2
}
.
First, consider the case in which ω(z) = eiθz. We have
ω˜(z) =ze2iθ
z3 + (cosα+ 12e
−iθ)z2 − 12e
−iθ
1 + (cosα+ 12e
iθ)z − 12e
iθz3
=ze2iθ
f(z)
f∗(z)
=ze2iθ
(z +A)(z +B)(z + C)
(1 + Az)(1 + Bz)(1 + Cz)
.
We will show that A,B,C ∈ D. Let
ω˜(z) = ze2iθ
z3 + (cosα+ 12e
−iθ)z2 − 12e
−iθ
1 + (cosα+ 12e
iθ)z − 12e
iθz3
= ze2iθ
f(z)
f∗(z)
= ze2iθ
(z +A)(z +B)(z + C)
(1 +Az)(1 +Bz)(1 + Cz)
,
where α ∈ [pi2 , pi), θ ∈ [−pi, pi]. We apply Cohn’s Rule to f(z) = z
3 + (cosα +
1
2e
−iθ)z2 − 12e
−iθ. Note that | 12e
−iθ| = 12 < 1, thus we get
f1(z) =
a3f(z)− a0f
∗(z)
z
=
3
4
z2 + (cosα+
1
2
e−iθ)z +
1
2
e−iθ(cosα+
1
2
eiθ).
Since
∣∣1
2e
−iθ(cosα+ 12e
iθ)
∣∣ ≤ 12 | cosα|+ 14 < 12 + 14 = 34 (note that α 6= pi), we can
use Cohn’s Rule again; this time on f1.
We get
f2(z) =
3
4f1(z)−
1
2e
−iθ(cosα+ 12e
iθ)f∗1 (z)
z
=
(
9
16
−
1
4
∣∣∣∣cosα+ 12eiθ
∣∣∣∣2
)
z +
3
4
(
cosα+
1
2
e−iθ
)
−
1
2
e−iθ
(
cosα+
1
2
eiθ
)2
.
Clearly f2 has one zero at
z =
− 34
(
cosα+ 12e
−iθ
)
+ 12e
−iθ
(
cosα+ 12e
iθ
)2
9
16 −
1
4
∣∣cosα+ 12eiθ∣∣2 =
− 14 cosα+
1
2e
−iθ cos2 α− 38e
−iθ + 18e
iθ
1
2 −
1
4 cos
2 α− 14 cosα cos θ
.
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We show that |z| ≤ 1, or equivalently,∣∣∣∣−14 cosα+ 12e−iθ cos2 α− 38e−iθ + 18eiθ
∣∣∣∣2 ≤ ∣∣∣∣12 − 14 cos2 α− 14 cosα cos θ
∣∣∣∣2 .
If we put x = cosα, y = cos θ, then x ∈ (−1, 0], y ∈ [−1, 1] and the above inequality
becomes
−
3
16
x4 +
3
16
x2 +
6
16
x3y −
6
16
xy −
3
16
x2y2 +
3
16
y2 =
3
16
(1 − x2)(x − y)2 ≥ 0,
Therefore, by Cohn’s Rule, f has all its 3 zeros in D, that is A,B,C ∈ D and so
|ω˜(z)| < 1 for all z ∈ D.
Next, consider the case in which ω(z) = eiθz2. In this case,
ω˜(z) = −z2eiθ
{
eiθz3 −
(1 + cosαz
cosα+ z
)
−
(1 + cosαz
cosα+ z
)
+ eiθz3
}
= −z2eiθ.
Hence, |ω˜(z)| < 1. 
In proving the last theorem, we will use the following corollary of the Schur-Cohn
Algorithm.
Corollary to the Schur-Cohn Algorithm. (see [8], p 383) Given a polynomial
f(z) = a0 + a1z + · · ·+ anz
n
of degree n, let
Mν = det
(
B∗ν Aν
A∗ν Bν
)
(ν = 1, . . . , n),
where A∗ = A
⊤
is the conjugate transpose of A, and Aν and Bν are the triangular
matrices
Aν =

a0 a1 · · · aν−1
a0 · · · aν−2
.
.
.
.
.
.
a0
 , Bν =

an an−1 · · · an−ν+1
an · · · an−ν+2
.
.
.
.
.
.
an

The f has all of its zeros inside the unit circle if and only if the determinants
M1, . . . ,Mn are all positive.
Theorem 6. Let f = h+ g ∈ KO
H
with h(z) + g(z) = 12i sinα log
(
1+zeiα
1+ze−iα
)
, where
pi
2 ≤ α < pi and ω(z) =
z+a
1+az with a ∈ [0, 1). Then f0 ∗ f ∈ S
O
H
and is convex in the
direction of the real axis.
Proof. Using eq. (7) with ω = z+a1+az and simplifying, we have
ω˜(z) =z
{
z3 + (12 +
3
2a+ cosα)z
2 + (a+ 2a cosα)z + (a cosα+ 12a−
1
2 )
}
{
1 + (12 +
3
2a+ cosα)z + (a+ 2a cosα)z
2 + (a cosα+ 12a−
1
2 )z
3
}
=− z
f(z)
f∗(z)
=− z
(z +A)(z +B)(z + C)
(1 +Az)(1 +Bz)(1 + Cz)
.
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By the Corollary to the Schur-Cohn Algoritm, we need to show that the deter-
minants M1,M2,M3 are all positive (for convenience, let cosα = x; so −1 < x ≤ 0
and −1 < a < 1):
M1 =det
(
a3 a0
a0 a3
)
= det
(
1 ax+ 12a−
1
2
ax+ 12a−
1
2 1
)
=
1
4
(2ax+ a+ 1)(3− 2ax− a) > 0,
M2 =det

a3 0 a0 a1
a2 a3 0 a0
a0 0 a3 a2
a1 a0 0 a3
 = det

1 0 ax+ 12a−
1
2 a+ 2ax
1
2 +
3
2a+ x 1 0 ax+
1
2a−
1
2
ax+ 12a−
1
2 0 1
1
2 +
3
2a+ x
a+ 2ax ax+ 12a−
1
2 0 1

=
1
4
(1 − x)(1 − a)(1− 2ax− a)(2 + 4ax+ 4a+ x− 2a2x2 − 5a2x− 2a2 − 2ax2) > 0,
if P (a, x) = 2 + 4ax + 4a + x − 2a2x2 − 5a2x − 2a2 − 2ax2 > 0. We will show
that P (x, a) > 0 for 0 ≤ a < 1 and −1 < x ≤ 0 (although it seems to be true for
− 13 < a < 1). Now
∂
∂x
P (a, x) = 4a+ 1− 4a2x− 5a2 − 4ax =
[
4a(1− x)− 4a2(1 + x)
]
+
[
1− a2
]
> 0,
since 0 < a < 1 and −1 < x ≤ 0. Assume a = a0 > 0 is fixed. Then, P (a0, x) is
increasing and attains its minimum at x = −1. Thus,
P (a0, x) > P (a0,−1) = (a0 − 1)
2 > 0.
Note, P (0, x) = 2 + x > 0.
M3 =det

a3 0 0 a0 a1 a2
a2 a3 0 0 a0 a1
a1 a2 a3 0 0 a0
a0 0 0 a3 a2 a1
a1 a0 0 0 a3 a2
a2 a1 a0 0 0 a3

=det

1 0 0 ax+ 12a−
1
2 a+ 2ax
1
2 +
3
2a+ x
1
2 +
3
2a+ x 1 0 0 ax+
1
2a−
1
2 a+ 2ax
1
2 +
3
2a+ x a+ 2ax 1 0 0 ax+
1
2a−
1
2
ax+ 12a−
1
2 0 0 1
1
2 +
3
2a+ x a+ 2ax
a+ 2ax ax+ 12a−
1
2 0 0 1
1
2 +
3
2a+ x
1
2 +
3
2a+ x a+ 2ax ax+
1
2a−
1
2 0 0 1

=
1
4
(x + 1)(1− x)3(1− a)3(1 − 2ax− a)2(1 + 3a) > 0.
Therefore, A,B,C ∈ D and |ω˜(z)| < 1 for all z ∈ D. 
Remark 2. Unlike Theorem 4, this result does not hold for −1 < a < − 13 since
M3 < 0 for these values of a.
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Example 3. Let f3 = h3 + g3, where h3 + g3 =
1
2i log
(
1+iz
1−iz
)
(that is, α = pi2 in
Theorem 5) with ω = −z2. Then
h3 =
1
4
log
(
1 + z
1− z
)
−
i
4
log
(
1 + iz
1− iz
)
g3 = −
1
4
log
(
1 + z
1− z
)
−
i
4
log
(
1 + iz
1− iz
)
.
Consider F3 = f0 ∗ f3 = H3 + G3. From eq. (2) we derive
H3 = h0 ∗ h3 =
1
2
[h3(z) + zh
′
3(z)] =
1
8
log
(
1 + z
1− z
)
−
i
8
log
(
1 + iz
1− iz
)
+
1
2
z
1− z4
G3 = g0 ∗ g3 =
1
2
[g3(z)− zg
′
3(z)] = −
1
8
log
(
1 + z
1− z
)
−
i
8
log
(
1 + iz
1− iz
)
+
1
2
z3
1− z4
.
From eq. (7), ω˜(z) = z2.
We now show that the image of the first quadrant of D under the mapping F3
is the domain whose boundary consists of the positive real axis, upper imaginary
axis and the lines {pi8 + iy, y ≥
pi
8 }, {x+
pi
8 i, x ≥
pi
8 }. We have
F3(z) = Re
(
−
i
4
log
(
1 + iz
1− iz
)
+
1
2
z
1− z2
)
+ i Im
(
1
4
log
(
1 + z
1− z
)
+
1
2
z
1 + z2
)
.
As in the previous two examples, we use the transformation ζ = 1+z1−z = ξ + iη,
ξ > 0, This transformation maps the part of the disk in the first quadrant onto
the exterior of the unit disk contained in the first quadrant, and we note that the
interval [0,i) is mapped onto the quarter of the unit circle. If we put ζ = riθ,
r ≥ 1, θ ∈ [0, pi/2), then we get
ReF3(z) =
1
4
(
arctan
r − 1r
2 cos θ
+
1
2
(
r −
1
r
)
cos θ
)
ImF3(z) =
1
4
(
θ +
2 sin 2θ(
r − 1r
)2
+ 4 cos2 θ
)
.
One can see that the image of the quarter of the unit circle in the first quadrant in
the ζ-plane under F3 is the upper imaginary axis and the image of the line ξ > 1
is the positive real axis. Now we consider the level curves
θ +
2 sin 2θ(
r − 1r
)2
+ 4 cos2 θ
= c, c > 0.
Since r > 1 and θ ∈ (0, pi/2), get we get from the above
(8) r −
1
r
= 2 cos θ
√
tan θ
c− θ
− 1.
Let θc ∈ (0, pi/2) be the number satisfying the equation tan θc = c− θc. If 0 < c <
pi/2, we assume that θc < θ < c, while if c ≥ pi/2, we assume that θc < θ < pi/2.
Using eq. (8) we find that on the level curve we have
ReF3 =
1
4
(
arctan
√
tan θ
c− θ
− 1 + cos2 θ
√
tan θ
c− θ
− 1
)
Using an analysis similar to the one in the previous examples, we get the result.
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The images of concentric circles inside D under the convolution map f0 ∗f3 = F3
are shown in Figure 3.
Figure 3. Image of concentric circles inside D under the convo-
lution map f0 ∗ f3 = F3.
References
[1] Abu-Muhanna, Y. and G. Schober, Harmonic mappings onto convex domains, Can. J. Math.
39, no. 6, (1987), 1489-1530.
[2] Clunie, J. and T. Sheil-Small, Harmonic univalent functions, Ann. Acad. Sci. Fenn. Ser. A.I
074 Math. 9 (1984), 3-25.
[3] Cohn, A., U¨ber die Anzahl der Wurzeln einer algebraischen Gleichung in einem Kreise, Math-
ematische Zeitschrift 14, (1922), 110-148.
[4] Dorff, M., Convolutions of planar harmonic convex mappings, Complex Variables Theory
Appl. 45 (2001), no. 3, 263-271.
[5] Dorff, M., Harmonic mappings onto asymmetric vertical strips, in Computational Methods
and Function Theory 1997, (N. Papamichael, St. Ruscheweyh and E. B. Saff, eds.), 171-175,
World Sci. Publishing, River Edge, NJ, 1999.
[6] Goodloe, M., Hadamard products of convex harmonic mappings, Complex Var. Theory Appl.
47 (2002), no. 2, 81-92.
[7] Hengartner, W. and G. Schober, Univalent harmonic functions, Trans. Amer. Math. Soc.
299 (1987), 1-31.
[8] Rahman, Q.I. and G. Schmeisser, Analytic Theory of Polynomials, London Mathematical
Society Monographs New Series, 26, Oxford University Press, Oxford, 2002.
[9] Royster, W. C. and M. Ziegler, Univalent functions convex in one direction, Publ. Math.
Debrecen 23 (1976), no. 3-4, 339-345.
[10] Ruscheweyh, St. and L. Salinas, On the preservation of direction-convexity and the Goodman-
Saff conjecture, Ann. Acad. Sci. Fenn., Ser. A. I. Math. 14 (1989), 63-73.
E-mail address: mdorff@math.byu.edu
Department of Mathematics, Brigham Young University, Provo, Utah, 84602, U.S.A.
E-mail address: nowakm@golem.umcs.lublin.pl
15
Department of Mathematics, Maria Curie-Sklodowska University, 20-031 Lublin,
Poland
E-mail address: mwoloszkiewicz@gmail.com
Department of Mathematics, Maria Curie-Sklodowska University, 20-031 Lublin,
Poland
