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Abstract. The Cuntz semigroup of a C∗-algebra is an important invariant in
the structure and classification theory of C∗-algebras. It captures more infor-
mation than K-theory but is often more delicate to handle. We systematically
study the lattice and category theoretic aspects of Cuntz semigroups.
Given a C∗-algebra A, its (concrete) Cuntz semigroup Cu(A) is an object
in the category Cu of (abstract) Cuntz semigroups, as introduced by Coward,
Elliott and Ivanescu in [CEI08]. To clarify the distinction between concrete
and abstract Cuntz semigroups, we will call the latter Cu-semigroups.
We establish the existence of tensor products in the category Cu and study
the basic properties of this construction. We show that Cu is a symmetric,
monoidal category and relate Cu(A ⊗ B) with Cu(A) ⊗Cu Cu(B) for certain
classes of C∗-algebras.
As a main tool for our approach we introduce the category W of pre-
completed Cuntz semigroups. We show that Cu is a full, reflective subcategory
of W. One can then easily deduce properties of Cu from respective properties
of W, for example the existence of tensor products and inductive limits. The
advantage is that constructions in W are much easier since the objects are
purely algebraic.
For every (local) C∗-algebra A, the classical Cuntz semigroup W (A) to-
gether with a natural auxiliary relation is an object of W. This defines a
functor from C∗-algebras to W which preserves inductive limits. We deduce
that the assignment A 7→ Cu(A) defines a functor from C∗-algebras to Cu
which preserves inductive limits. This generalizes a result from [CEI08].
We also develop a theory of Cu-semirings and their semimodules. The
Cuntz semigroup of a strongly self-absorbing C∗-algebra has a natural product
giving it the structure of a Cu-semiring. For C∗-algebras, it is an important
regularity property to tensorially absorb a strongly self-absorbing C∗-alge-
bra. Accordingly, it is of particular interest to analyse the tensor products
of Cu-semigroups with the Cu-semiring of a strongly self-absorbing C∗-alge-
bra. This leads us to define ‘solid’ Cu-semirings (adopting the terminology
from solid rings), as those Cu-semirings S for which the product induces an
isomorphism between S ⊗Cu S and S. This can be considered as an analog of
being strongly self-absorbing for Cu-semirings. As it turns out, if a strongly
self-absorbing C∗-algebra satisfies the UCT, then its Cu-semiring is solid. We
prove a classification theorem for solid Cu-semirings. This raises the question
of whether the Cuntz semiring of every strongly self-absorbing C∗-algebra is
solid.
If R is a solid Cu-semiring, then a Cu-semigroup S is a semimodule over
R if and only if R ⊗Cu S is isomorphic to S. Thus, analogous to the case
for C∗-algebras, we can think of semimodules over R as Cu-semigroups that
tensorially absorb R. We give explicit characterizations when a Cu-semigroup
is such a semimodule for the cases that R is the Cu-semiring of a strongly
self-absorbing C∗-algebra satisfying the UCT. For instance, we show that a
Cu-semigroup S tensorially absorbs the Cu-semiring of the Jiang-Su algebra
if and only if S is almost unperforated and almost divisible, thus establishing
a semigroup version of the Toms-Winter conjecture.
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CHAPTER 1
Introduction
1.1. Background
This paper is concerned with a number of regularity properties of Cuntz semi-
groups, which are invariants naturally associated to C∗-algebras. To put our results
into perspective, we first review the C∗-motivation behind our work, as well as the
importance of these semigroups in the context of the Elliott classification program.
1.1.1. The Elliott classification program. The Cuntz semigroup W(A) of
a C∗-algebra A is an important invariant in the structure theory of C∗-algebras,
particularly in connection with the classification program of simple, nuclear C∗-
algebras initiated by George Elliott. In itself, nuclearity is a finite-dimensional
approximation property that includes a large number of our stock-in-trade C∗-al-
gebras.
The original Elliott Conjecture asserts that simple, separable, unital, nuclear
C∗-algebras can be classified by an invariant Ell( ) of a K-theoretic nature. With-
out going into much detail, the Elliott invariant Ell(A) for a C∗-algebra A consists
of the ordered K0-group, the topological K1-group, the trace simplex T (A) and the
(natural) pairing between traces and projections.
Conjecture 1.1.1 (Elliott’s Classification Conjecture). For C∗-algebrasA and
B as above, we have Ell(A) ∼= Ell(B) if and only if A ∼= B.
The Elliott program has had tremendous success in the classification of wide
classes of algebras (see for example [Rør92] and [ET08]). However, the first coun-
terexamples to the conjecture as stated above appeared in the work of Rørdam
([Rør03]) and Toms ([Tom05]). Both examples allowed to repair the conjecture
by adding a minimal amount of information to the invariant (in this case, the real
rank). Soon after that though, Toms produced in [Tom08] two simple AH-algebras
that agreed not only on the Elliott invariant, but also on a whole collection of topo-
logical invariants (among them the real and stable rank).
The distinguishing factor for the said algebras is precisely the Cuntz semigroup
W (A). This is an object that was introduced by Cuntz in [Cun78] as equivalence
classes of positive elements in matrices over a C∗-algebra A, in very much the same
way the semigroup V (A) (as a precursor of K0(A)) is constructed via Murray-von
Neumann equivalence classes of projections in matrices over A. For a large class
of simple C∗-algebras (see 1.1.2), the Elliott invariant and the Cuntz semigroup,
suitably interpreted, determine one another in a functorial way.
One of the key features of the Cuntz semigroup is its ordering, which is in
general not algebraic. As a matter of fact, it is one order property – almost unper-
foration – that is used to distinguish the algebras mentioned above.
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Many of the classes of algebras considered in the classification program admit
an inductive limit decomposition, and hence it is desirable that any addition to the
original Elliott invariant behaves well with respect to inductive limits. This is not
the case of the Cuntz semigroup, when considered as an invariant from the category
of C∗-algebras to the category of semigroups. This shortcoming can be remedied by
passing to stable algebras and considering as a target category a suitable category
Cu of ordered semigroups (see below). This was carried out by Coward, Elliott and
Ivanescu in [CEI08], where they defined Cu(A) using Hilbert modules (and showed
it is naturally isomorphic to W (A⊗K)). In this way, the assignment A 7→ Cu(A)
defines a sequentially continuous functor.
To this date, there is no counterexample to the conjecture of whether the Elliott
invariant, together with the Cuntz semigroup, constitutes a complete invariant for
the class of unital, simple, separable, nuclear C∗-algebras. It is therefore natural to
ask what is the largest possible class for which the Elliott Conjecture can be proved
to hold.
It is important to point out that the Cuntz semigroup alone has become a
useful tool in the classification of certain classes of nonsimple algebras. A re-
markable instance of this situation is found in the work of Robert in [Rob12],
where the Cuntz semigroup is used to classify, up to approximate unitary equiv-
alence, ∗-homomorphisms out of an inductive limit of 1-dimensional noncommu-
tative CW-complexes with trivial K1-groups into a stable rank one algebra. As
a consequence, Robert classifies all (not necessarily simple) inductive limits of 1-
dimensional NCCW-complexes with trivial K1-groups using the Cuntz semigroup.
1.1.2. Strongly self-absorbing C∗-algebras. Z-stability. Toms andWin-
ter, [TW07, Definition 1.3], termed a C∗-algebra D strongly self-absorbing if
D 6= C and if there is an isomorphism ϕ : D → D ⊗ D that is approximately
unitarily equivalent to the inclusion in the first factor (or, as it turns out, in the
second). Such C∗-algebras are automatically simple, nuclear (Effros-Rosenberg),
and are either purely infinite or stably finite with a unique trace (Kirchberg). The
only known examples of strongly self-absorbing C∗-algebras are: The Cuntz alge-
bras O2 and O∞, every UHF-algebra of infinite type, the tensor products O∞ ⊗ U
where U is a UHF-algebra of infinite type, and the Jiang-Su algebra Z. All these
algebras satisfy the Universal Coefficient Theorem (UCT).
The Elliott classification program predicts that they are in fact the only strongly
self-absorbing C∗-algebras satisfying the UCT. This has been verified very recently
in [TWW15]. It remains an important open problem to determine whether there
is a strongly self-absorbing C∗-algebra outside the UCT class, as this would provide
a nuclear, non-UCT C∗-algebra. If D is strongly self-absorbing, a C∗-algebra A is
called D-stable provided that A ∼= A ⊗ D. Winter showed that all strongly self-
absorbing C∗-algebras are Z-stable (see [Win11], [DR09]). It follows from this
result that Z is an initial object in the category of strongly self-absorbing C∗-alge-
bras.
The Jiang-Su algebra Z has the same Elliott invariant as the complex numbers,
and it has become prominent in the classification program. In fact, tensoring a
C∗-algebra with Z is inert at the level of K-theory and traces (although it may
change the order of the K0-group, except under some additional assumptions). It
is thus reasonable to expect that classification can be achieved within the class
of simple, separable, unital, nuclear, Z-stable algebras. In this way, Z-stability
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postulates itself as a regularity property for C∗-algebras. For the said algebras that
furthermore fall in the UCT class and have finite nuclear dimension, classification is
now complete by the work of many authors (see [GLN15], [EGLN15], [TWW15]
and the references therein).
All classes of simple, nuclear C∗-algebras for which the Elliott Conjecture has
been verified consist of Z-stable C∗-algebras; see [TW08]. One may therefore
wonder what role the Cuntz semigroup plays in these results, if any. As proved in
[ADPS14] (see also [Tik11], [BPT08]), for the class of unital, simple, separable,
nuclear and Z-stable C∗-algebras (this is the class alluded to above), the Elliott
invariant and the Cuntz semigroup of any such algebra tensored with the circle
define naturally equivalent functors. Thus, for this class, Ell( ) is a classifying
functor if and only if so is Cu(C(T, )).
1.1.3. The regularity Conjecture. This conjecture, which is also known
as the Toms-Winter conjecture (see [TW09, Remarks 3.5] and [Win12, Conjec-
ture 0.1]) links three seemingly unrelated regularity properties that a simple, sepa-
rable, nuclear, nonelementary C∗-algebra A may enjoy. The first of these properties
is that A has finite nuclear dimension. We will not define nuclear dimension here.
Instead let us just say that it is a strengthening of the definition of nuclearity that
uses completely positive order-zero maps (that is, completely positive maps that
preserve orthogonality of elements).
The second regularity property is Z-stability, and the third one is strict compar-
ison of positive elements, which may be roughly stated by saying that comparison
of positive elements (modulo Cuntz subequivalence) is determined by the states on
the Cuntz semigroup. This is equivalent to saying that the Cuntz semigroup is
almost unperforated.
Conjecture 1.1.2 (Toms-Winter). Let A be a simple, separable, nuclear,
nonelementary C∗-algebra. Then the following conditions are equivalent:
(i) The C∗-algebra A has finite nuclear dimension.
(ii) The C∗-algebra A is Z-stable.
(iii) The Cuntz semigroup W(A) is almost unperforated.
Important work by many authors has led to a partial confirmation of this
conjecture: Winter proved in [Win12] that (i) implies (ii), and Rørdam showed in
[Rør04] that (ii) implies (iii). If A has no tracial states then it is purely infinite and
the conjecture has been confirmed in that case using [KP00], [Rør04], and [MS14].
It was shown that (iii) implies (ii) in the case that T (A) is a Bauer simplex whose
extreme boundary is finite-dimensional (see [KR12], [Sat12], and [TWW12], and
the precursor [MS12]). It was proved that (ii) implies (i) in the case that A has
a unique tracial case ([SWW14]), which was very recently generalized to the case
that T (A) is any Bauer simplex; see [BBS+14]. It follows that the Toms-Winter
conjecture is verified for all C∗-algebras A such that T (A) is a Bauer simplex with
finite-dimensional extreme boundary.
For every Elliott invariant of a simple, separable, nuclear Z-stable C∗-algebra
there exists a model given as an inductive limit whose building blocks are either
Cuntz algebras over the circle, or subhomogeneus algebras whose primitive ideal
spaces have dimension at most 2. Therefore, if classification and the regularity
conjecture hold we would get deep insight into the structure of simple, nuclear
C∗-algebras.
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1.2. The categories W and Cu
As we have mentioned in 1.1.1, Coward, Elliott and Ivanescu introduced a
category of ordered semigroups Cu such that Cu(A) is an object in Cu for every
C∗-algebra A. The axioms defining this category capture the continuous nature of
the Cuntz semigroup. The first axiom asks for every increasing sequence to admit
an order-theoretic supremum, while the second axiom requires that every element
a is the supremum of a sequence (an)n such that an ≪ an+1 for each n. (See
Paragraph 2.1.1 for the definition of ‘≪’ and further details). Given a C∗-algebra
A, a positive element a in A and ε > 0, one always has that [(a−ε)+]≪ [a] in Cu(A).
A projection p in A always satisfies [p]≪ [p]. The elements s satisfying s≪ s play
an important role and are termed compact. We may think with advantage that
they are equivalence classes of projections. The third and fourth axioms express
compatibility between addition, suprema, and the relation ≪.
It is then natural to ask what continuity properties are already reflected in
W (A) and how Cu(A) is obtained out of them. Attempts in this direction may be
found in [ABP11].
We introduce here a new category of semigroups W parallel to the category Cu
and show thatW (A) is an object of this category. One of the key ingredients is that
the objects in W are semigroups equipped with an additional relation, sufficiently
compatible with addition, referred to as an auxiliary relation ([GHK+03]). We
show that W (A) can be endowed with such a relation; this is also the case with
Cu(A), as was already noted in [CEI08], where one takes≪ as an auxiliary relation.
Another ingredient in our approach consists of considering the larger category C∗loc
of local C∗-algebras. Essentially, these are pre-C∗-algebras that admit functional
calculus on finite sets of positive elements.
We give a full picture of the exact relation between the functors W ( ) and
Cu( ) (see Corollary 2.1.11, and Theorems 2.2.9, 3.1.10, 3.2.8).
Theorem. The following conditions hold true:
(i) The category W admits arbitrary inductive limits and the assignment A 7→
W (A) defines a continuous functor from the category C∗loc of local C
∗-algebras
to the category W.
(ii) The category Cu is a full, reflective subcategory of W. Therefore, Cu also
admits arbitrary inductive limits.
(iii) There is a diagram, that commutes up to natural isomorphisms:
C∗loc
γ

W // W
γ

C∗
?
OO
Cu // Cu
?
OO
where γ : W → Cu is the reflection functor and γ : C∗loc → C
∗ is the com-
pletion functor that assigns to a local C∗-algebra its completion (which is a
C∗-algebra). In particular, the assignment A 7→ Cu(A) is also a continuous
functor from the category of C∗-algebras to the category Cu.
Notice that condition (i) above sets up the right framework for the functor
W to be continuous, by enlarging the source category to C∗loc and identifying the
range category W. Condition (iii) generalizes [CEI08, Theorem 2] from sequential
to arbitrary inductive limits.
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A key concept in the proof is that of a Cu-completion of a semigroup S in the
category W. This may be thought of as a pair (T, α), where T ∈ Cu and α : S → T
is a morphism that, suitably interpreted, is an embedding with dense image.
1.2.1. The range problem. Additional axioms. It is an important prob-
lem to determine which semigroups in the category Cu come as Cuntz semigroups
of C∗-algebras. For example, we know that, for any finite dimensional, compact
Hausdorff space, the semigroup Lsc(X,N∪{∞}) of lower semicontinuous functions
is an object of Cu ([APS11]), but if fails to be the Cuntz semigroup of a C∗-algebra
whenever the dimension of X is larger than 2 ([Rob13b]).
There are two additional axioms that the Cuntz semigroup of any C∗-algebra
satisfies, and which are not derived from the original set of axioms used to define
the category Cu. The first of such axioms was established by Rørdam and Winter
([RW10]) and indicates how far the partial order in Cu(A) is from being algebraic.
It is usually referred to as the almost algebraic order axiom. Given a′, a and b, the
axiom says:
If a′ ≪ a ≤ b, then there is c such that a′ + c ≤ b ≤ a+ c.
It is worth pointing out that, if a≪ a, then the above implies that whenever a ≤ b,
there is an element c with a + c = b. Thus, this axiom is a generalization of the
fact that the order among Cuntz classes of projections is algebraic.
The second axiom was established by Robert ([Rob13a]) and is a condition of
a Riesz decomposition type, usually referred to as the almost Riesz decomposition
axiom. Given a′, a, b and c, the axiom reads as follows:
If a′ ≪ a ≤ b+ c, then there are b′ ≤ b, a and c′ ≤ c, a such that a′ ≤ b′ + c′.
In Definition 4.1, we introduce a strengthening of the almost algebraic order
axiom, and we prove that it is satisfied by the Cuntz semigroup Cu(A) of any C∗-
algebra A. It is equivalent to the original formulation if the semigroup is weakly
cancellative, that is, if a+c≪ b+c implies a≪ b. (As shown in [RW10], Cu(A) is
weakly cancellative when A has stable rank one.) With this new formulation, the
axiom passes to inductive limits.
We also introduce corresponding versions of these axioms for the category W
and show that they are satisfied by W (A), for any local C∗-algebra A. The Cu-
completion process, as described above, relates exactly each one of the W-axioms
with its Cu-counterpart. All the axioms considered pass to inductive limits.
Although it may be premature to recast the category Cu by adding the axioms
of almost algebraic order and almost Riesz decomposition (as new axioms may
emerge in the near future), it is quite pertinent to add them to our basket of
assumptions in many results of the paper.
1.2.2. Softness and pure noncompactness. While compact elements in a
Cu-semigroup may be thought of as ‘projections’, the class of purely noncompact
elements can be placed at the other end of the scale, that is, as far as possible
from projections. This may be phrased by saying that the element in question only
becomes compact in a quotient when it is zero or properly infinite. It was shown by
Elliott, Robert, and Santiago that the purely noncompact elements in Cu(A) are, in
the almost unperforated case, the ones that can be compared by traces, [ERS11].
It is natural to seek for a result of this nature in the framework of the category
Cu alone. For this, given a Cu-semigroup S, we need to consider the set F (S) of
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functionals on S, that is, extended states on S that respect suprema of increasing
sequences. Note that, in this way, any element a in S induces a linear, lower
semicontinuous, [0,∞]-valued function aˆ on F (S) by evaluation. It is to be noted
that F (Cu(A)) is homeomorphic to the trace simplex of non-normalized traces on
A (when A is exact), as shown in [ERS11, Theorem 4.4]. Indeed, given a trace τ ,
its corresponding functional dτ maps the class [x] of a positive element x in A⊗K
to limn τ(x
1/n).
The key notion in the abstract setting of Cu-semigroups is that of a soft element.
By definition, a ∈ S is soft if any a′ ≪ a satisfies (n+ 1)a′ ≤ na for some n. As it
turns out, the subset Ssoft of soft elements is a submonoid of S. If S is furthermore
simple and stably finite, then Ssoft is also a Cu-semigroup. Our definition of softness
is inspired by [GH82].
For almost unperforated Cu-semigroups, soft elements are the ones whose com-
parison theory is completely determined by functionals. Namely, given a, b ∈ S
with a soft, then a ≤ b precisely when aˆ ≤ bˆ. This generalizes [ERS11, Theo-
rem 6.6]. It is worth mentioning that, in the presence of the almost algebraic order
axiom, softness is equivalent to a suitable weakening of pure noncompactness. The
concept of softness is, however, easier to state and to use.
1.2.3. Algebraic semigroups. A particularly interesting class of Cu-semi-
groups is that of algebraic semigroups. These are Cu-semigroups where the compact
elements are dense, and they are modelled after C∗-algebras of real rank zero, where
the structure of projections determines a great deal of the structure of the algebra.
We show that this is also the case at the semigroup level. Of particular signif-
icance is the fact that axioms of interest have a translation into properties of the
compact elements (see Theorem 5.5.8):
Theorem. Let S be an algebraic Cu-semigroup, and let Sc be the submonoid
of compact elements. Then:
(i) The Cu-semigroup S satisfies the axiom of almost algebraic order if and only
if Sc is algebraically ordered.
(ii) The Cu-semigroup S is weakly cancellative if and only if Sc is a cancellative
semigroup.
(iii) If Sc has Riesz decomposition, then S satisfies the axiom of almost Riesz
decomposition. Conversely, if S satisfies the axioms of almost algebraic order
and almost Riesz decomposition and is weakly cancellative, then Sc has Riesz
decomposition.
1.2.4. Near unperforation. The notion of near unperforation allows us to
analyse almost unperforation from a new perspective. A positively ordered monoid
S is nearly unperforated if a ≤ b whenever 2a ≤ 2b and 3a ≤ 3b. (This is not our
original definition, but a useful restatement.) Nearly unperforated semigroups are
always almost unperforated, so this becomes a strengthened notion. In the simple
case, a converse is available (see Theorem 5.6.10):
Theorem. Let S be a simple, stably finite Cu-semigroup that satisfies the al-
most algebraic order axiom. Then S is nearly unperforated precisely when it is
almost unperforated and weakly cancellative.
Rørdam proved in [Rør04] that a simple, Z-stable C∗-algebra is either purely
infinite or has stable rank one. He also showed that the Cuntz semigroup of every
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Z-stable C∗-algebra is almost unperforated. While there are examples of simple,
almost unperforated Cu-semigroups that fail to be weakly cancellative, the above
theorem shows that this is no longer the case for nearly unperforated semigroups.
Thus, as a corollary, if A is a simple Z-stable C∗-algebra, Cu(A) is nearly
unperforated. We have also verified that the Cuntz semigroup of (not necessarily
simple) Z-stable C∗-algebras is nearly unperforated in a variety of situations. For
example, if further A has real rank zero and stable rank one, or also if A has no
K1-obstructions (see Section 5.6). It then remains an interesting open problem to
decide whether Cu(A) is always nearly unperforated for any Z-stable C∗-algebra
A. We conjecture this is always the case.
1.3. Tensor products
Tensor products with the Jiang-Su algebra or, more generally, by a strongly
self-absorbing C∗-algebra, are of particular relevance in connection with the current
status of the classification program.
The tensor product construction at the level of (ordered) semigroups has a long
tradition (for completeness, we have included a review of the necessary definitions
and results in Appendix B). It is therefore a very natural question to ask how
Cu(A ⊗ B) and Cu(A) ⊗ Cu(B) are related. The first step towards a solution to
this question resides in carrying out a construction of the tensor product within the
category Cu, so as to ‘equip’ the usual semigroup tensor product with the necessary
continuous structure.
Our approach has a categorical flavor, and at the same time allows for com-
putations of examples. A central notion is that of a bimorphism ϕ : S × T → R,
that is, a biadditive map that is required to satisfy certain additional conditions
depending on the category where the objects S, T and R live. Thus, for example, if
we focus on the category Cu, we speak of Cu-bimorphisms and we shall be asking
that ϕ is continuous in each variable (that is, preserves suprema of increasing se-
quences) and is jointly preserving the relation ≪, that is, s′ ≪ s and t′ ≪ t imply
ϕ(s′, t′) ≪ ϕ(s, t). This requirement breaks away from the usual conventions in
existing (semigroup) tensor products, and makes our construction technically more
demanding. One asks a tensor product in Cu of S and T to be a pair (Q,ϕ), where
Q is an object in Cu and ϕ : S ×T → Q is a Cu-bimorphism with certain universal
properties involving different types of morphisms.
We can also regard the tensor product as an object that represents the bimor-
phism bifunctor BiCu(S × T, ). We use Cu( , ) and W( , ) below to denote the
corresponding morphism sets, which are positively ordered semigroups in a natural
way. We prove (see Theorem 6.3.3):
Theorem. Let S and T be Cu-semigroups. There is a Cu-semigroup S ⊗Cu T
and a Cu-bimorphism ϕ : S×T → S⊗CuT such that the pair (S⊗CuT , ϕ) represents
the bimorphism functor BiCu(S×T, ) that takes values in the category of positively
ordered semigroups. Thus, for every Cu-semigroup R, the Cu-bimorphism ϕ induces
a positively ordered semigroup isomorphism of the following (bi)morphism sets:
Cu(S ⊗Cu T,R)→ BiCu(S × T,R).
In outline, the construction of the object S ⊗Cu T in the theorem above uses
the reflection functor γ : W→ Cu as described in 1.2, and so the tensor product in
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Cu comes as a completion of the corresponding object in W. In fact, recalling that
Cu is a reflective subcategory of W, we have (see Theorem 6.3.5):
Theorem. Let S and T be semigroups in the category W. There is then a W-
semigroup S ⊗W T and a W-bimorphism that, for every Cu-semigroup R, induces
a commutative diagram where every row and column are semigroup isomorphisms:
W(S ⊗W T,R)
∼= // BiW(S × T,R)
Cu(γ(S ⊗W T ), R)
∼=
OO
∼= // BiCu(γ(S)× γ(T ), R).
∼=
OO
In particular, we can identify γ(S)⊗Cu γ(T ) with γ(S ⊗W T ).
Applied to C∗-algebras, the results above yield:
Theorem. The following conditions hold true:
(i) Let A and B be local C∗-algebras. Then
Cu(A)⊗Cu Cu(B) = γ(W (A)⊗W W (B)).
(ii) Let D be a strongly self-absorbing C∗-algebra of real rank zero that satisfies
the UCT. Then
Cu(A⊗D) ∼= Cu(A)⊗Cu Cu(D) ,
for any C∗-algebra A.
1.4. Multiplicative structure of Cu-semigroups. Solid Cu-semirings
As noted in 1.1.2, the class of D-stable C∗-algebras, where D is strongly self-
absorbing, is relevant for the theory, and thus a description of their Cuntz semigroup
is of particular interest. Towards this end, we identify which semigroups should play
the role of strongly self absorbing C∗-algebras. If D is such an algebra, then the
isomorphism D ⊗ D ∼= D induces a Cu-bimorphism Cu(D) × Cu(D) → Cu(D),
which in turn can be used to equip Cu(D) with a unital semiring structure (see
Section B.4 for the definition of a semiring). This is also compatible with the
continuous properties of Cu(D) and leads us to introduce the notion of a Cu-
semiring. In the case of the Jiang-Su algebra Z, its Cuntz semigroup may be
identified with Z := N ⊔ (0,∞], where the product is the obvious one in either N
or (0,∞] and mixed terms multiply into (0,∞].
In a similar vein, if A is aD-stable C∗-algebra, there is a natural Cu-bimorphism
Cu(D) × Cu(A) → Cu(A) which is moreover compatible with the multiplicative
structure of Cu(D). This leads us to define the notion of a Cu-semimodule S over a
Cu-semiring R. We refer to this situation by saying that S has an R-multiplication.
Of particular importance is the structure of Cu-semimodules over semirings
that come from strongly self-absorbing algebras, or from the Jacelon-Razak algebra
R, whose Cuntz semigroup is [0,∞] (see [Jac13] and also [Rob13a]). As Robert
points out for Cu(R) (see [Rob13a]), having a Cu(R)-multiplication is in fact a
property of the semigroup rather than an additional structure. Denote by Rq the
Cuntz semigroup of a UHF-algebra of infinite type (and supernatural number q).
We then prove the following (see Theorems 7.3.11, 7.4.10, 7.5.4, and 7.2.2):
Theorem. Let S be a Cu-semigroup. Then:
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(i) The Cu-semigroup S has Z-multiplication if and only if S is almost divisible
and almost unperforated.
(ii) The Cu-semigroup S has Rq-multiplication if and only if S is p-divisible and
p-unperforated whenever p is an integer that divides q.
(iii) The Cu-semigroup S has [0,∞]-multiplication if and only if S is unperforated,
divisible and every element of S is soft.
(iv) The Cu-semigroup S has {0,∞}-multiplication if and only if 2x = x for every
x ∈ S.
Condition (i) above allows us to prove a semigroup version of the Toms-Winter
conjecture:
Theorem. Let S be a Cu-semigroup. Then the following are equivalent:
(i) We have S ∼= Z ⊗Cu S.
(ii) The Cu-semigroup S is almost unperforated and almost divisible.
A key ingredient in the above theorem is the fact that Z⊗CuZ ∼= Z, where the
isomorphism is induced by the natural product. This naturally poses the question
of which is the right notion for a ‘strongly self-absorbing Cu-semigroup’. We adopt
here the terminology of a solid ring, as introduced in [BK72], and call a unital
Cu-semiring R solid if the multiplication induces an isomorphism R ⊗Cu R ∼= R.
Every such semiring is automatically simple and, in the stably finite case, has a
unique normalized functional.
Theorem. Let D be a strongly self-absorbing C∗-algebra satisfying the UCT.
Then Cu(D) is a solid Cu-semiring, and so Cu(D)⊗Cu Cu(D) ∼= Cu(D).
As solid Cu-semirings have good structural properties, it is natural to analyse
the tensor product of a Cu-semigroup with one of these semirings. This process
may be termed a regularization, as the final object enjoys regularity properties (for
example, it absorbs the Cu-semiring Z tensorially). We explore two such construc-
tions, closely related to C∗-algebras: the rationalization and the realification of a
semigroup.
The rationalization of a Cu-semigroup S is, by definition, its tensor product
with a semigroup of the form Rq, where Rq is, as mentioned above, the Cuntz
semigroup of a UHF-algebra of infinite type, so that q = (pi) is a supernatural
number of infinite type. The tensor product Rq ⊗Cu S can be realized as the
inductive limit Sq constructed as S
·p1
−→ S
·p2
−→ S
·p3
−→ . . . .
Given a Cu-semigroup S, Robert introduced in [Rob13a] the realification of S,
which is a Cu-semigroup denoted by SR. Robert indicates that his construction may
be thought of as the tensor product with [0,∞]. This semigroup is, by definition,
the subsemigroup of lower semicontinuous, linear, [0,∞]-valued functions defined
on F (S) that can be obtained as pointwise suprema of functions of the type 1n sˆ, for
s ∈ S. Robert obtains in [Rob13a, Theorem 3.2.1] a more abstract characterization
of SR. We make the connection of SR with the tensor product construction precise
and we show that we indeed have SR ∼= [0,∞] ⊗Cu S. It then follows from our
results and [Rob13a, Theorem 5.1.2] that Cu(R⊗A) ∼= Cu(R)⊗Cu Cu(A) for any
C∗-algebra A.
In contrast to strongly self-absorbing C∗-algebras, where a complete classifica-
tion is not available yet, solid Cu-semirings do admit a very satisfactory classifica-
tion, as follows (see Theorem 8.3.14):
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Theorem. Let S be a nonzero Cu-semiring that satisfies the almost algebraic
order and the almost Riesz decomposition axioms. Then exactly one of the following
statements hold:
(i) We have S ∼= {0, 1, . . . , k,∞} for some k ≥ 0.
(ii) We have S ∼= N.
(iii) We have S ∼= [0,∞].
(iv) We have S ∼= Z.
(v) We have that S is algebraic, and there exists a solid ring R 6∼= Z with non-
torsion unit such that Sc = R+.
Since there is a classification theory for solid rings (see [BK72], [BS77]), it is
therefore possible to give a complete list of solid Cu-semirings.
Now denote by Q = Q+ ⊔ (0,∞] the Cuntz semigroup of the universal UHF-
algebra. As a consequence of our classification theorem, we obtain that Z and
Q can be (uniquely) characterized as initial and final objects in the category of
nonelementary, solid Cu-semirings satisfying the almost algebraic order axiom, and
whose unit is compact. Likewise, [0,∞] is the unique solid Cu-semiring that con-
tains no nonzero compact elements. This is an exact parallell of Winter’s result that
strongly self-absorbing C∗-algebras are Z-stable and in fact, our methods allow us
to recover this result.
It would be interesting to know whether the Cuntz semigroup of any strongly
self-absorbing C∗-algebra D is always solid. This is clearly the case if D is purely
infinite simple. As D is Z-stable by Winter’s result, [Win11], and monotracial in
the stably finite case, it follows that Cu(D) may be identified with V (D) ⊔ (0,∞].
With our classification theorem of solid Cu-semirings at hand, this would shed light
on whether there could exist a non-UCT strongly self-absorbing example.
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CHAPTER 2
Pre-completed Cuntz semigroups
In the first part of this chapter, we introduce the categories PreW and W of
(abstract) pre-completed Cuntz semigroups and we develop their general theory.
An object of PreW or W is a positively ordered monoid (see Paragraph B.2.1 for
the definition) equipped with an auxiliary relation such that certain axioms are
satisfied; see Paragraph 2.1.1 and Definition 2.1.2. We show that W is a full, re-
flective subcategory of PreW (see Proposition 2.1.7) and that both categories have
inductive limits; see Theorem 2.1.10 and Corollary 2.1.11.
In the second part, we associate to every local C∗-algebra A its pre-completed
Cuntz semigroup W (A), which naturally belongs to the category W. It is given
as the original definition of the Cuntz semigroup (equivalence classes of posi-
tive elements in matrices over A), together with a natural auxiliary relation; see
Proposition 2.2.5. We show that the assignment A 7→ W (A) extends to a contin-
uous functor from local C∗-algebras to the category W; see Theorem 2.2.9. This
is inspired by [CEI08], where the analogous results are shown for the completed
Cuntz semigroup; see Chapter 3.
2.1. The categories PreW and W
We refer to Section B.2 for the basic theory of positively ordered monoids.
2.1.1 (Axioms for the category W). Let S be a positively ordered monoid.
Following [GHK+03, Definition I-1.11, p.57], an auxiliary relation on S is a binary
relation ≺ such that the following conditions hold:
(i) We have that a ≺ b implies a ≤ b, for any a, b ∈ S.
(ii) We have that a ≤ b ≺ c ≤ d implies a ≺ d, for any a, b, c, d ∈ S.
(iii) We have 0 ≺ a, for any a ∈ S.
Let S be a positively ordered monoid and fix an auxiliary relation ≺ on S. We
say that S is countably-based if there exists a countable subset B ⊂ S such that for
any a′, a in S satisfying a′ ≺ a, there exists b ∈ B such that a′ ≤ b ≺ a. A subset
B with these properties is called a basis for S; see [GHK+03, Proposition III-4.2,
p. 241].
A particularly interesting auxiliary relation is the following: Given elements a
and b in a positively ordered monoid S, we say that a is compactly contained in b
(or a is way-below b), denoted a≪ b, if whenever (bn)n∈N is an increasing sequence
in S for which the supremum supn bn exists, then b ≤ supn bn implies that there is
k such that a ≤ bk. If a ∈ S satisfies a≪ a, we say that a is compact, and we shall
denote the set of compact elements by Sc.
Note that the compact containment relation is usually defined by considering
suprema of arbitrary upwards directed sets; see [GHK+03, Definition I-1.1, p.49].
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The definition given here is a sequential version. In Remarks 3.1.3 we will see that
both notions agree under a suitable separability assumption.
We will use the following axioms to define the objects in the categories PreW
and W. Given an element a ∈ S, we use the notation a≺ := {x ∈ S : x ≺ a}.
(W1) For each a ∈ S, there exists a sequence (ak)k in a≺ satisfying ak ≺ ak+1
for each k and such that for any b ∈ a≺ there exists k with b ≺ ak.
(W2) For each a ∈ S, we have a = sup a≺.
(W3) If a′, a, b′, b ∈ S satisfy a′ ≺ a and b′ ≺ b, then a′ + b′ ≺ a+ b.
(W4) If a, b, c ∈ S satisfy a ≺ b+c, then there exist b′, c′ ∈ S such that a ≺ b′+c′,
b′ ≺ b, and c′ ≺ c.
Axiom (W1) implies that for each a ∈ S, the set a≺ is upward directed and
contains a cofinal increasing sequence with respect to ≺. For a general auxiliary
relation ≺, the set a≺ need not be upward directed. For instance, consider S = N2
with pointwise order and addition. Define an auxiliary relation by x ≺ y if x ≤ y
and x 6= y or x = 0.
Given a, b ∈ S, axiom (W3) means that the set
a≺ + b≺ = {a′ + b′ : a′ ≺ a, b′ ≺ b} ,
is contained in (a+ b)≺. Axiom (W4) means that a≺ + b≺ is cofinal in (a+ b)≺.
Definition 2.1.2. A PreW-semigroup is a pair (S,≺), where S is a positively
ordered monoid and ≺ is a fixed auxiliary relation on S, satisfying axioms (W1),
(W3) and (W4) from Paragraph 2.1.1. If (S,≺) also satisfies axiom (W2), then it
is called a W-semigroup. We often drop the reference to the auxiliary relation and
simply write S for a (Pre)W-semigroup.
Given PreW-semigroups S and T , a generalized W-morphism f : S → T is a
POM-morphism that is continuous in the following sense:
(M) For every a ∈ S and b ∈ T with b ≺ f(a), there exists a′ ∈ S such that
a′ ≺ a and b ≤ f(a′).
We denote the collection of all such maps by W[S, T ]. A W-morphism is a gener-
alized W-morphism that preserves the auxiliary relation and we denote the set of
all such maps by W(S, T ).
We let PreW be the category that has as objects all PreW-semigroups, and
whose morphisms are the W-morphisms. We let W be the full subcategory of
PreW whose objects are W-semigroups. Note that we call the morphisms in both
categories W-morphisms.
Remarks 2.1.3. (1) The order of the axioms (W1)-(W4) has been chosen
so that they roughly correspond to the axioms (O1)-(O4) for Cu-semigroups; see
Paragraph 3.1.1. Indeed, one should think of the W-axioms as a version of the
O-axioms formulated in such a way that the semigroup is not required to have
suprema of increasing sequences.
(2) Let S be a positively ordered monoid with an auxiliary relation ≺ such
that (W1) is satisfied. It is easy to check that S satisfies (W2) if and only if for
every a, b ∈ S we have that a≺ ⊂ b≺ implies a ≤ b. Note that the converse of this
statement is always true, that is, if a ≤ b then a≺ ⊂ b≺. This means that in the
presence of (W2), the partial order may be derived from the auxiliary relation. For
a Cu-semigroup, the converse is also true, since then the auxiliary relation is the
compact containment relation which is defined in terms of the partial order.
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(3) In a W-semigroup, the relation ≪ is stronger than ≺. The class of W-
semigroups where ≺ is equal to ≪ was studied in [ABP11].
(4) Let f : S → T be a POM-morphism between W-semigroups. If f is contin-
uous, then for each a ∈ S we have
f(a) = sup f(a≺).
Indeed, by (W2) in T , we have f(a) = sup f(a)≺. Continuity of the map f implies
that f(a≺) is cofinal in f(a)≺ in the sense that for every t′ ∈ f(a)≺ there exists
a′ ∈ a≺ with t′ ≤ f(a′). However, let us remark that we do not assume that f
preserves the auxiliary relation, so that we do not necessarily have f(a≺) ⊂ f(a)≺.
Nevertheless, it follows from this version of cofinality that the suprema of the sets
f(a≺) and f(a)≺ agree.
The converse of this statement in the context of Cu-semigroups is given in
Lemma 3.1.4.
2.1.4 (W-completions). We will now show that the category W is a reflective
subcategory of PreW. This means that the inclusion functor W → PreW admits
a left adjoint. We use the idea of universal completions described in [KL09, § 2].
Note that in this reference, what we call W-completion appears under the name of
universal W-ification.
Definition 2.1.5. Let S be a PreW-semigroup. A W-completion of S is a
W-semigroup T together with a W-morphism α : S → T satisfying the following
universal property: For every W-semigroup R and for every W-morphism f : S →
R, there exists a unique W-morphism f˜ : T → R such that f = f˜ ◦ α.
It is clear that W-completions are unique whenever they exist. We will now
prove their existence by giving an explicit construction.
Let (S,≺) be a PreW-semigroup. In order to enforce (W2), we consider the
binary relation  on S given by a  b if and only if a≺ ⊂ b≺, for any a, b ∈ S. It
is clear that  is a pre-order on S. By symmetrizing , we obtain an equivalence
relation ∼ on S such that for any a, b ∈ S we have
a ∼ b if and only if a  b  a if and only if a≺ = b≺.
We let µ(S) = S/∼ denote the set of equivalence classes, and we denote the class
of an element a ∈ S by [a].
By construction, the pre-order  induces a partial order on µ(S) by setting
[a] ≤ [b] if and only if a≺ ⊂ b≺, for any a, b ∈ S. It is easy to check that the
addition on S induces an addition on µ(S) and that this endows µ(S) with the
structure of a positively ordered monoid. We define an auxiliary relation on µ(S)
by setting [a] ≺ [b] if and only if [a] ≤ [b′] for some b′ ∈ b≺.
Proposition 2.1.6. Let S be a PreW-semigroup. Then µ(S) with the addition,
order and auxiliary relation defined above becomes a W-semigroup. Moreover, the
map
β : S → µ(S), a 7→ [a], for all a ∈ S,
is a W-morphism defining a W -completion of S.
Proof. In order to prove that µ(S) is a PreW-semigroup, the only detail that
needs some verification is that µ(S) satisfies (W2), and for this we use the second
observation in Remarks 2.1.3. Thus assume that a, b ∈ S satisfy [a]≺ ⊂ [b]≺. By
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definition, this means that [a′] ≺ [b] for any a′ ∈ S satisfying [a′] ≺ [a]. This in
turn implies that a′ ≺ b whenever a′ ∈ S satisfies a′ ≺ a. Therefore a≺ ⊂ b≺, which
means [a] ≤ [b], as desired.
It is clear that β is a W-morphism. Thus, we only need to prove that β satisfies
the universal property in Definition 2.1.5. In order to verify this, let R be a W-
semigroup and let f : S → R be a W-morphism. It is clear that there is at most
one map f˜ : µ(S)→ R satisfying f = f˜ ◦ β. To show existence, we define
f˜ : µ(S)→ R, [a] 7→ f(a), for all a ∈ S.
Let us show that f˜ has the desired properties. Suppose [a] ≤ [b] for some
a, b ∈ S. Let x ∈ R satisfy x ≺ f(a). Since f is continuous, we can choose a′ ∈ S
such that a′ ≺ a and x ≤ f(a′). Now, since [a] ≤ [b], we have a′ ≺ b and thus
x ≤ f(a′) ≺ f(b).
Thus, f(a)≺ ⊂ f(b)≺, and since R is a W-semigroup, this ensures f(a) ≤ f(b). It
follows that f˜ is a well-defined, order-preserving map satisfying f = f˜ ◦β. Similarly,
one proves that f˜ is continuous, and preserves addition and the auxiliary relation.
Hence, f˜ is a W-morphism. 
Now, by the arguments in [KL09, § 2] regarding universal W -ifications, the
above construction of the W-completion induces a reflection functor µ : PreW→W:
Proposition 2.1.7. The category W is a full, reflective subcategory of PreW.
2.1.8 (Inductive limits in POM). Recall that an inductive system S in a cat-
egory C consists of a directed set I, a family (Ai)i∈I of objects in C, and a fam-
ily of morphisms (fi,j : Ai → Aj)i≤j∈I such that fi,i = idAi for all i ∈ I and
fi,k = fj,k ◦ fi,j whenever i ≤ j ≤ k in I.
A morphism from S to an object X in C is a collection (gi : Ai → X)i∈I such
that gj ◦ fi,j = gi whenever i ≤ j in I. An inductive limit of S is an object X in
C together with a morphism (gi)i∈I from S to X satisfying the following universal
property: For every object Y and morphism (hi)i∈I from S to Y , there exists a
unique morphism h : X → Y such that hi = h ◦ gi for each i ∈ I. If it exists, the
inductive limit is unique up to isomorphism and will be denoted by lim
−→
(Ai, fi,j), or
simply lim
−→
Ai.
Let ((Si)i∈I , (ϕi,j)i,j∈I,i≤j) be an inductive system in POM, indexed over I.
We define an equivalence relation ∼ on the disjoint union
⊔
i∈I Si, by setting for
any a ∈ Si and any b ∈ Sj :
a ∼ b if and only if there exists k ≥ i, j such that ϕi,k(a) = ϕj,k(b).
The set of equivalence classes is denoted by POM-lim
−→
Si. We denote the equivalence
class of an element a ∈ Si by [a]. Given a ∈ Si and b ∈ Sj , we define
[a] + [b] = [ϕi,k(a) + ϕj,k(b)], for any k ≥ i, j.
It is clear that this is a well-defined addition on POM-lim
−→
Si. We also define a
partial order by setting for a ∈ Si and b ∈ Sj :
[a] ≤ [b] if and only if there exists k ≥ i, j such that ϕi,k(a) ≤ ϕj,k(b).
This gives POM-lim
−→
Si the structure of a positively ordered monoid, and it is well-
known that this is the inductive limit in the category POM. The POM-morphism
from Si to the inductive limit is denoted by ϕi,∞.
2.1. THE CATEGORIES PreW AND W 15
Definition 2.1.9. Let ((Si)i∈I , (ϕi,j)i,j∈I,i≤j) be an inductive system in PreW.
We define a relation ≺ on the inductive limit POM-lim
−→
Si of the underlying posi-
tively ordered monoids by setting for any a ∈ Si and b ∈ Sj :
[a] ≺ [b] if and only if there exists k ≥ i, j such that ϕi,k(a) ≺ ϕj,k(b).
Theorem 2.1.10. The category PreW has inductive limits. More precisely, let
((Si)i∈I , (ϕi,j)i,j∈I,i≤j) be an inductive system in PreW. Let S = POM-lim−→
Si be
the inductive limit of the underlying positively ordered monoids, together with POM-
morphisms ϕi,∞ : Si → S. The relation ≺ on S as defined in Definition 2.1.9 is
an auxiliary relation and (S,≺) is a PreW-semigroup, denoted by PreW-lim
−→
Si.
Moreover, the maps ϕi,∞ are W-morphisms and PreW-lim−→
Si is the inductive limit
of the system ((Si)i∈I , (ϕi,j)i,j∈I,i≤j) in PreW.
Proof. We first show that ≺ is an auxiliary relation. Condition (i) and (ii)
from Paragraph 2.1.1 are easily verified. To show condition (iii), let [a], [b], [c], [d] ∈
S satisfy [a] ≤ [b] ≺ [c] ≤ [d]. We have to show [a] ≺ [d]. We may assume that
there is an index i such that all four elements are represented in Si. Since [a] ≤ [b],
we can choose j ≥ i with ϕi,j(a) ≤ ϕi,j(b). Similarly, we can choose k ≥ i and l ≥ i
satisfying ϕi,k(b) ≺ ϕi,k(c) and ϕi,l(c) ≤ ϕi,l(d). Choose n ≥ j, k, l. Using that the
connecting maps preserve the order and the auxiliary relation, we obtain
ϕi,n(a) ≤ ϕi,n(b) ≺ ϕj,n(c) ≤ ϕi,n(d),
which implies [a] ≺ [d], as desired.
Next, we show that (S ≺) is a PreW-semigroup. In order to verify (W1), let
a ∈ Si for some i. Since Si satisfies (W1), there is a cofinal ≺-increasing sequence
(ak)k∈N in a
≺. Then [ak] ≺ [a] for all k. Further, if [b] ≺ [a] for some j and
b ∈ Sj , then we can choose n ≥ i, j with ϕj,n(b) ≺ ϕi,n(a). Using that ϕi,n is
continuous, we can choose k and a′ ≺ a such that ϕj,n(b) ≤ ϕi,n(a′) ≺ ϕi,n(ak).
Thus [b] ≺ [ak]. This shows that [a]
≺ is upward directed and contains a cofinal
≺-increasing sequence.
It is routine to check (W3). In order to show that (S,≺) satisfies (W4), suppose
that [c] ≺ [a] + [b] for some elements [a], [b] and [c] in S. We may assume that all
three elements are represented in Si, for some index i. Choose j ≥ i such that
ϕi,j(c) ≺ ϕi,j(a) + ϕi,j(b). Since Sj satisfies (W4), we can choose d, e ∈ Sj with
ϕi,j(c) ≤ d+ e, d ≺ ϕi,j(a), e ≺ ϕi,j(b).
Using that ϕi,j is continuous, we can choose a
′, b′ ∈ Si such that
a′ ≺ a, b′ ≺ b, d ≤ ϕi,j(a
′), e ≤ ϕi,j(b
′).
Then [a′] ≺ [a], [b′] ≺ [b], and [c] ≤ [a′] + [b′], which shows that the elements [a′]
and [b′] have the desired properties to verify (W4) in S.
The natural maps ϕi,∞ : Si → S preserve the auxiliary relation. It is also easy
to see that they are continuous using arguments similar to the proof of (W1).
Finally, in order to show that S is the inductive limit in the category PreW, let
T be a PreW-semigroup and let λi : Si → T be W-morphisms such that λj◦ϕi,j = λi
whenever i ≤ j. Since S is the limit in the category POM, there is a unique POM-
morphism α : S → T such that α ◦ ϕi,∞ = λi for each i.
In order to show that α is continuous, let x ∈ T and y ∈ S satisfy x ≺ α(y).
Choose i ∈ I and a ∈ Si such that y = [a]. Then α([a]) = λi(a) and since λi is
a W-morphism, we can choose a′ ∈ Si such that a
′ ≺ a and x ≤ λi(a
′). We have
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[a′] ≺ [a] and x ≤ λi(a′) = α([a′]), which shows that [a′] is the desired element to
verify that α is continuous.
In order to show that α preserves the auxiliary relation, let a ∈ Si and b ∈ Sj
satisfy [a] ≺ [b]. Choose k ≥ i, j such that ϕi,k(a) ≺ ϕj,k(b) in Sk. Using that λk
preserves the auxiliary relation at the third step, we deduce
α([a]) = α(ϕk,∞ ◦ ϕi,k(a)) = λk(ϕi,k(a))
≺ λk(ϕj,k(b)) = α(ϕk,∞ ◦ ϕj,k(b)) = α([b]),
as desired. Thus, α preserves the auxiliary relation and is hence a W-morphism. 
Given an inductive system ((Si)i∈I , (ϕi,j)i,j∈I,i≤j) in W, the inductive limit
PreW-lim
−→
Si from Theorem 2.1.10 need not be a W-semigroup. However, since W
is a reflective subcategory of PreW, it follows from general category theory that W
has inductive limits and that the reflection functor µ : PreW → W is continuous;
see for example [Bor94, Proposition 3.2.2, p.106].
Corollary 2.1.11. The category W has inductive limits. More precisely, let
((Si)i∈I , (ϕi,j)i,j∈I,i≤j) be an inductive system in W. Then the inductive limit in
W is the W-completion of the inductive limit in PreW:
W-lim
−→
Si = µ(PreW-lim−→
Si).
2.2. The pre-completed Cuntz semigroup of a C*-algebra
2.2.1 (Local C∗-algebras). A pre-C∗-algebra A is a ∗-algebra over the complex
numbers together with a C∗-norm ‖ ‖, that is, ‖a∗a‖ = ‖a‖2 for all a ∈ A. It is
known that such a norm is automatically submultiplicative and that the involution
becomes isometric; see [Pal01, Theorem 9.5.14, p.956]. Every pre-C∗-algebra A
naturally embeds as a dense sub-∗-algebra in its completion A, which is a C∗-alge-
bra.
In this paper, we will say that A is a local C∗-algebra if there is a family of
complete, ∗-invariant subalgebras Ai ⊂ A such that for any i1, i2 there is i3 such
that Ai1 ∪ Ai2 ⊂ Ai3 and such that A =
⋃
iAi. Note that each Ai is a C
∗-alge-
bra. Viewing a pre-C∗-algebra A inside its completion A, it is a local C∗-algebra
if and only if for any finite subset F ⊂ A, the C∗-algebra C∗(F ) generated inside
A is contained in A. The main point is that local C∗-algebras are closed under
continuous functional calculus.
We say that a pre-C∗-algebra A is separable if it contains a countable dense
subset (equivalently, A is separable). If A is a local C∗-algebra, then so is every
matrix algebra Mk(A), and there is a natural dense embedding Mk(A) ⊂ Mk(A¯).
The C∗-algebras Mk(A¯) sit (as upper left corners) inside the stabilization A¯ ⊗ K,
where K denotes the compact operators, and we may consider the union
M∞(A) :=
⋃
k
Mk(A) ⊂ A¯⊗K.
This is a dense embedding, hence M∞(A) = A¯ ⊗ K, and one sees that M∞(A) is
again a local C∗-algebra.
A ∗-homomorphism between local C∗-algebras is automatically continuous and
even norm-decreasing. We let C∗loc be the category whose objects are local C
∗-al-
gebras, and whose morphisms are ∗-homomorphisms.
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We remark that there are other definitions of a local C∗-algebra in the literature,
in particular in [Bla98, 3.1], [Mey99], [CMR07] and [BH82, Definition I.1.1(a)].
Some of these definitions seem to be more general than the one given here. It is
conceivable that the theory of pre-completed Cuntz semigroups can be carried out
in this more general framework, but we will not pursue this here.
2.2.2 (Cuntz comparison in a local C∗-algebra). Let A be a local C∗-algebra,
and let A+ be the subset of positive elements. Given x, y ∈ A+ we say that x is
Cuntz sub-equivalent to y, in symbols x - y, if there exists a sequence (zn)n in A
such that x = limn z
∗
nyzn. We say x is Cuntz equivalent to y, in symbols x ∼ y, if
x - y and y - x. These relations were introduced in [Cun78].
Rørdam’s fundamental results on Cuntz comparison, [Rør92, Proposition 2.4]
(see also [APT11, Proposition 2.17]), remain valid in local C∗-algebras, that is,
for any x, y ∈ A+ the following conditions are equivalent:
(1) We have x - y.
(2) For every ε > 0 there exists δ > 0 such that (x− ε)+ - (y − δ)+.
(3) For every ε > 0 there exist δ > 0 and r ∈ A such that (x− ε)+ = r(y− δ)+r∗.
Here, (a− ε)+ denotes the standard ε-cutdown of a positive element obtained
as (a− ε)+ = fε(a) where fε(t) = max{0, t− ε}.
2.2.3. Given a local C∗-algebra A, the (original) definition of the Cuntz semi-
group of A is
W (A) :=M∞(A)+/∼,
the set of Cuntz equivalence classes of positive elements in matrix algebras over
A. The equivalence class of an element x ∈ M∞(A)+ is denoted by [x]. Given
x, y ∈ M∞(A)+, we set [x] ≤ [y] if x - y, and we define [x] + [y] = [(
x 0
0 y )]. This
defines a partial order and a well-defined abelian addition on W (A). The zero
element in W (A) is given by the class of the zero element 0 ∈ A. This equips W (A)
with the structure of a positively ordered monoid. Next, we will endow W (A) with
an auxiliary relation, making it a W-semigroup.
Definition 2.2.4. Let A be a local C∗-algebra. We define a relation ≺ on the
positively ordered monoidW (A) =M∞(A)+/∼ by setting for any a, b ∈M∞(A)+:
[a] ≺ [b] if and only if there exists ε > 0 such that [a] ≤ [(b − ε)+].
We call W (A) = (W (A),≺) the pre-completed Cuntz semigroup of A.
Proposition 2.2.5. Let A be a local C∗-algebra. Then the relation ≺ defined
in Definition 2.2.4 is an auxiliary relation and (W (A),≺) is a W-semigroup. If A
is separable, then W (A) is countably-based.
Proof. By abusing notation, let us define a relation ≺ on positive elements
in M∞(A) by setting a ≺ b if there exists ε > 0 such that a - (b − ε)+. Rørdam’s
results on Cuntz comparison show that a - b if and only if for every ε > 0 there
exists δ > 0 such that (a − ε)+ - (b − δ)+; see Paragraph 2.2.2 and [Rør92,
Proposition 2.4], Thus, given any positive elements a, b and c, we see that a ≺ b - c
implies a ≺ c.
It follows that ≺ as in Definition 2.2.4 is well-defined. Given a, b ∈ M∞(A)+,
we have (a − ε)+ - a for each ε > 0, which shows that [a] ≺ [b] implies [a] ≤ [b].
It follows from this and the considerations in the previous paragraph that ≺ is
an auxiliary relation on W (A). The axioms (W1)-(W4) are now straightforward to
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check, for example using [KR00, Lemma 2.5]. Finally, if A is separable, thenW (A)
countably-based; the argument can be found in the proof of [APS11, Lemma 1.3];
see also [Rob13a, Proposition 5.1.1]. 
Remarks 2.2.6. (1) Usually, by W (A) we denote the pre-completed Cuntz
semigroup of A, considered as a W-semigroup which is understood to be equipped
with an auxiliary relation. It should be clear from the context when by W (A) we
only mean the underlying positively ordered monoid.
(2) It is not known whether the auxiliary relation on W (A) can be deduced
from its structure as a positively ordered monoid, but it seems unlikely that this is
the case without assuming certain regularity properties on the C∗-algebra. Thus,
we consider the auxiliary relation on W (A) as an additional structure, not just as
a property. This is in contrast to Cu-semigroups, where the auxiliary relation (the
way-below relation) is defined in terms of the order structure; see Chapter 3.
The case when the auxiliary relation in W (A) is just the way-below relation
was studied in [ABP11]. The class of such semigroups was denoted by PreCu. See
also Remarks 2.1.3(3).
We want to extend the assignment A 7→ W (A) to a functor from the cat-
egory of local C∗-algebras to the category W. Thus, we need to show that a
∗-homomorphism ϕ : A → B induces a W-morphism between the respective W -
semigroups. We will first prove a related result for c.p.c. order-zero maps. As
shown in [WZ09, Corollary 4.5], a c.p.c. order-zero map between C∗-algebras in-
duces a POM-morphism between the respective W-semigroups. In the result below
we establish that this map is also continuous, hence a generalized W-morphism.
Note that a c.p.c. order-zero map ϕ : A → B naturally extends to a c.p.c.
order-zero map between the local C∗-algebras M∞(A) and M∞(B). By abuse of
notation, we will denote this extension also by ϕ.
Proposition 2.2.7 (Winter, Zacharias, [WZ09, Corollary 4.5]). Let A and B
be local C∗-algebras. Then every c.p.c. order-zero map ϕ : A→ B naturally induces
a generalized W-morphism
W (ϕ) : W (A)→W (B), [x] 7→ [ϕ(x)], for all x ∈M∞(A)+.
If ϕ is a ∗-homomorphism, then W (ϕ) also preserves the auxiliary relation and thus
is a W-morphism.
Proof. It follows from [WZ09, Corollary 4.5] that W (ϕ) is a well-defined
map that preserves addition, order and the zero element. Given a ∈M∞(A)+ and
ε > 0, let us first show
(ϕ(x) − ε)+ ≤ ϕ((x − ε)+).(2.1)
We let A˜ denote the minimal unitalization of A (with A˜ = A if A is unital), and
similarly for B˜. We can extend ϕ to a c.p.c. map ϕ˜ : A˜ → B˜. Choose k such that
a ∈Mk(A), and consider the amplification of ϕ˜ to a map Mk(A˜)→Mk(B˜), which
we also denote ϕ˜. We have ϕ˜(1Mk(A˜)) ≤ 1Mk(B˜), which we use to deduce
ϕ˜(x)− ε1Mk(B˜) ≤ ϕ˜(x) − εϕ˜(1Mk(A˜)) = ϕ˜(x− ε1Mk(A˜)) ≤ ϕ˜((x− ε1Mk(A˜))+).
Using that ϕ˜(x) − ε1Mk(B˜) commutes with ϕ˜((x− ε1Mk(A˜))+) for the second step,
we obtain
(ϕ(x) − ε)+ = (ϕ˜(x)− ε1Mk(B˜))+ ≤ ϕ˜((x− ε1Mk(A˜))+) = ϕ((x − ε)+),
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as desired.
To show that W (ϕ) is continuous, let b ∈ W (B) and a ∈ W (A) satisfy b ≺
W (ϕ)(a). We need to find a′ ∈ W (A) such that a′ ≺ a and b ≤W (ϕ)(a′). Choose
x ∈M∞(A)+ with a = [x]. By definition of ≺ on W (B), we can choose ε > 0 such
that b ≤ [(ϕ(x) − ε)+]. Set a
′ := [(x − ε)+]. Then a
′ ≺ a in W (A). Using (2.1) at
the second step, we deduce
b ≤ [(ϕ(x) − ε)+] ≤ [ϕ((x − ε)+)] = f(a
′),
as desired.
Finally, if ϕ is a ∗-homomorphism, then ϕ((x−ε)+) = (ϕ(x)−ε)+ for each x ∈
M∞(A)+ and ε > 0, which implies that W (ϕ) preserves the auxiliary relation. 
It follows that W is a functor from the category C∗loc of local C
∗-algebras with
∗-homomorphisms to the category W.
2.2.8 (Inductive limits in C∗loc). Let ((Ai)i∈I , (ϕi,j)i,j∈I,i≤j) be an inductive
system in the category C∗loc, indexed over the directed set I. To construct the
inductive limit in C∗loc, we first consider ((Ai)i∈I , (ϕi,j)i,j∈I,i≤j) as an inductive
system in the category of ∗-algebras, and we let Aalg denote the corresponding
inductive limit. This ∗-algebra can be equipped with the pre-norm defined by
‖x‖ := inf {‖ϕi,j(x)‖ : j ∈ I, j ≥ i} ,
for x ∈ Ai. The set N := {x ∈ Aalg : ‖x‖ = 0} is a two-sided ∗-ideal. Set
C∗loc-lim−→
Ai := Aalg/N,
which is a local C∗-algebra satisfying the universal properties of an inductive limit.
Observe that for each i, j ∈ I satisfying i ≤ j, the map ϕi,j induces a nat-
ural ∗-homomorphism M∞(Ai) → M∞(Aj), which we denote by ϕ˜i,j . The limit
of the inductive system ((M∞(Ai))i∈I , (ϕi,j)i,j∈I,i≤j) is naturally isomorphic to
M∞(C
∗
loc-lim−→
Ai).
Theorem 2.2.9. The functor W : C∗loc →W is continuous.
Proof. Let ((Ai)i∈I , (ϕi,j)i,j∈I,i≤j) be an inductive system in C
∗
loc. We let
Aalg be the algebraic inductive limit, we set A := Aalg for convenience, and we
let N denote the ∗-ideal defined in Paragraph 2.2.8 so that the inductive limit in
C∗loc is given by A/N with
∗-homomorphisms ϕi,∞ : Ai → A/N . As explained in
Paragraph 2.2.8, we may replace each Ai by M∞(Ai). Then every Cuntz class in
W (Ai) is realized by a positive element in Ai. It follows that also every class in
W (A/N) is realized by a positive element in A/N , that is, W (A/N) = (A/N)+/∼.
The following diagram shows the algebras and maps to be constructed.
Ai
ϕi,j // Aj // . . . // A // // A/N
W (A/N)
W (Ai)
ψi,j // W (Aj) //
ψj,∞ **❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯❯
❯❯
W (ϕj,∞)
22❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞
. . . // PreW-lim
−→
W (Ai)
=
// //
ω
55❦❦❦❦❦❦❦❦❦❦
W-lim
−→
W (Ai)
ω˜
OO
=
S
β
// // µ(S)
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For i ≤ j, set ψi,j := W (ϕi,j) and consider the induced W-inductive system
((W (Ai))i∈I , (ψi,j)i,j∈I,i≤j). Let S be the inductive limit in PreW; see Theorem 2.1.10.
Denote the W-morphisms into the limit by ψi,∞ : W (Ai) → S. Let ω : S →
W (A/N) be the unique W-morphism that is induced by the mapsW (ϕi,∞) : W (Ai)→
W (A/N). The limit in the category W is given as the W-completion of the limit
in PreW; see Corollary 2.1.11. By Proposition 2.1.6, there exists a W-morphism
ω˜ : W-lim
−→
W (Ai) → W (A/N) such that w˜([s]) = w(s) for all s ∈ S. Thus it is
enough to prove that ω˜ is a surjective order-embedding. Since every positive ele-
ment in A/N is the image of a positive element in some Ai, we conclude that ω˜ is
surjective.
In order to show that ω˜ is an order-embedding, let s, t ∈ S satisfy ω(s) ≤ ω(t).
We need to show s≺ ⊂ t≺. Let s′ be an element in S with s′ ≺ s. Choose i
and elements a′, a ∈ W (Ai) such that a
′ ≺ a in W (Ai) and s
′ = ψi,∞(a
′) and
s = ψi,∞(a). We may assume that t is also realized by an element in W (Ai) (by
passing to a larger index, if necessary). This means that we can choose b ∈W (Ai)
with t = ψi,∞(b).
Let x, y ∈ (Ai)+ with a = [x] and b = [y]. By definition of the relation ≺ in
W (Ai), we can choose ε > 0 such that a
′ ≤ [(x − ε)+]. Note that ω(s) and ω(t)
are the Cuntz classes of ϕi,∞(x) and ϕi,∞(y) in A/N , respectively. By assumption,
ϕi,∞(x) - ϕi,∞(y). Using Rørdam’s lemma (see Paragraph 2.2.2), we can choose
δ > 0 and r ∈ A/N such that(
ϕi,∞(x)−
ε
2
)
+
= r (ϕi,∞(y)− δ)+ r
∗.
Choose j and r¯ ∈ Aj such that r = ϕj,∞(r¯). We may assume j ≥ i. Then
ϕi,∞
(
(x−
ε
2
)+
)
= ϕj,∞ (r¯ϕi,j((y − δ)+)r¯
∗) .
Using the description of the limit in C∗loc (see Paragraph 2.2.8), this implies that
we can choose k ≥ j such that∥∥∥ϕi,k ((x− ε
2
)+
)
− ϕj,k (r¯ϕi,j((y − δ)+)r¯
∗)
∥∥∥ ≤ ε
2
.
Using [Rør92, Lemma 2.2] at the second step, we deduce
(ϕi,k(x)− ε)+ =
(
ϕi,k
(
(x−
ε
2
)+
)
−
ε
2
)
+
- ϕj,k (r¯ϕi,j((y − δ)+)r¯
∗)
- (ϕj,k(y)− δ)+ .
Then ψi,∞([(x − ε)+]) ≤ ψi,∞([(y − δ)+]). Using this at the third step, we obtain
s′ = ψi,∞(a
′) ≤ ψi,∞([(x − ε)+]) ≤ ψi,∞([(y − δ)+]) ≺ ψi,∞([y]) = t.
Hence, s′ ≺ t as desired. 
CHAPTER 3
Completed Cuntz semigroups
In the first part of this chapter, we recall the definition of the category Cu of
(abstract) completed Cuntz semigroups, as introduced in [CEI08]. We show that
Cu is a full, reflective subcategory of PreW; see Theorem 3.1.10. The reflection of
a PreW-semigroup S in Cu is called its Cu-completion. Since PreW has inductive
limits, the same holds for Cu. This generalizes [CEI08, Theorem 2] and it provides
a new description of inductive limits in Cu; see Corollary 3.1.11.
In the second part, we consider the functor Cu: C∗ → Cu, as introduced in
[CEI08]. It associates to a C∗-algebra A the set of Cuntz equivalence classes of
positive elements in the stabilization of A, that is, Cu(A) = (A⊗K)+/∼. It turns
out that Cu(A) is an object in Cu and we call it the completed Cuntz semigroup ofA.
The main result of this chapter, Theorem 3.2.8, states that for every C∗-algebra A,
its completed Cuntz semigroup Cu(A) is naturally isomorphic to the Cu-completion
of its pre-completed Cuntz semigroup W (A). Moreover, all involved functors are
continuous.
3.1. The category Cu
3.1.1 (Axioms for the category Cu). Given a positively ordered monoid S,
the following axioms were introduced in [CEI08]; see also [Rob13a]. Recall the
definition of the compact containment relation ≪ from Paragraph 2.1.1.
(O1) Every increasing sequence (an)n∈N in S has a supremum supn an ∈ S.
(O2) Every element a ∈ S is the supremum of a sequence (an)n such that
an ≪ an+1 for all n.
(O3) If a′, a, b′, b ∈ S satisfy a′ ≪ a and b′ ≪ b, then a′ + b′ ≪ a+ b.
(O4) If (an)n and (bn)n are increasing sequences in S, then supn(an + bn) =
supn an + supn bn.
A sequence as in (O2) is called rapidly increasing.
Definition 3.1.2 (The category Cu; Coward, Elliott, Ivanescu, [CEI08]). A
Cu-semigroup is a positively ordered monoid that satisfies axioms (O1)-(O4) from
Paragraph 3.1.1. Given Cu-semigroups S and T , a Cu-morphism f : S → T is
a POM-morphism that preserves compact containment and suprema of increas-
ing sequences. We denote the collection of such maps by Cu(S, T ). We let Cu
be the category whose objects are Cu-semigroups and whose morphisms are Cu-
morphisms.
A generalized Cu-morphism between Cu-semigroups is a Cu-morphism that
does not necessarily preserve compact containment, that is, a POM-morphism that
preserves suprema of increasing sequences. We denote the set of generalized Cu-
morphisms by Cu[S, T ].
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Remarks 3.1.3. (1) In lattice theory, a partially ordered set M is called a
directed complete partially ordered set, often abbreviated to dcpo, if each upward
directed set in M has a supremum; see [GHK+03, Definition 0-2.1, p. 9]. If the
existence of suprema is only required for increasing sequences, then M is called an
ω-dcpo.
A dcpo M is called continuous if each element a in M is the supremum of the
elements compactly contained in a; see [GHK+03, Definition I-1.6, p. 54]. Recall
from Paragraph 2.1.1 that we use a sequential version of compact containment. An
ω-dcpo is called ω-continuous if every element a is the supremum of a sequence
(ak)k where ak is sequentially compactly contained in ak+1 for each k.
Thus, axioms (O1) and (O2) mean exactly that the positively ordered monoid
in question is a ω-continuous ω-dcpo.
(2) Let S be a positively ordered monoid, considered with the derived auxiliary
relation ≪. Recall from Paragraph 2.1.1 that S is called countably-based if there
exists a countable subset B ⊂ S such that, whenever a′, a ∈ S satisfy a′ ≪ a, there
exists b ∈ B with a′ ≤ b ≪ a. If S satisfies (O1) and (O2) from Paragraph 3.1.1,
then this is equivalent to the condition that every a ∈ S is the supremum of a
rapidly increasing sequence (ak)k with ak ∈ B for each k.
Assume now that S is a countably-based positively ordered monoid satisfying
(O1) and (O2). Then S is a continuous dcpo. In order to verify that S is a dcpo,
let X be an upward directed subset of S and let B be a (countable) basis for S.
Set X ′ := {b ∈ B : b ≪ x for some x ∈ X}. Then X ′ is countable and upward
directed. Indeed, if b1, b2 ∈ X ′, find x ∈ X satisfying b1, b2 ≪ x. By (O2) and the
assumption that S is countably-based, we can choose a rapidly increasing sequence
(xk)k in B such that x = supxk. Choose n ∈ N with b1, b2 ≪ xn ≪ x. Then
xn ∈ X ′. As X ′ is countable and upward directed, there is an increasing sequence
(ck)k in X
′ such that supk ck, which exists by (O1), is the supremum of X
′.
Next, let us verify that supX ′ is the supremum of X . If x ∈ X and x′ ∈ B
satisfy x′ ≪ x, then x′ ∈ X ′ and thus supX ′ ≥ x′. Since S is countably-based, it
follows that supX ′ ≥ x for every x ∈ X . Moreover, if y ∈ S satisfies y ≥ x for
every x ∈ X , then y ≥ x′ for every x′ ∈ X ′, and consequently supX ′ = supX . This
shows that S is a dcpo. It is left to the reader to verify that S is also continuous.
(3) A POM-morphism between Cu-semigroups preserves suprema of increasing
sequences if and only if it is sequentially continuous for the so-called Scott-topology;
see [GHK+03, Definition II-2.2, p. 158].
Given a Cu-semigroup S, it is easily checked that the pair (S,≪) is a W-
semigroup. The next result implies that under this identification, the notions of
(generalized) Cu-morphisms and (generalized) W-morphisms agree.
Lemma 3.1.4. Let S and T be Cu-semigroups, and let f : S → T be a POM-
morphism. Then the following are equivalent:
(1) The map f : S → T preserves suprema of increasing sequences.
(2) The map f : S → T is continuous in the sense of Definition 2.1.2.
(3) We have f(a) = sup f(a≪) for each a ∈ S.
Proof. For the implication ‘(1)⇒(2)’, let a ∈ S and b ∈ T satisfy b ≪ f(a).
Using (O2) for S, we choose a rapidly increasing sequence (ak)k in S with a =
supk ak. Since f(a) = supk f(ak) by assumption, we can choose k such that b ≤
f(ak). Then ak has the desired properties.
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The implication ‘(2)⇒(3)’ was shown in Remarks 2.1.3(4).
Finally, to show the implication ‘(3)⇒(1)’, let (ak)k be an increasing sequence
in S. Set a := supk ak. We clearly have f(a) ≥ supk f(ak). For the converse
inequality, we choose a rapidly increasing sequence (cn)n in S satisfying a = supn cn.
It follows from the assumption that f(a) = supn f(cn). Now, given any b ∈ T
satisfying b≪ f(a), we can choose an index n such that b ≤ f(cn). Since cn ≪ a =
supk ak, we can choose an index k with cn ≤ ak. Then
b ≤ f(cn) ≤ f(ak) ≤ sup
k
f(ak).
Thus, for every b satisfying b≪ f(a) we have b ≤ supk f(ak). Using (W2) we have
f(a) = sup{b ∈ T : b≪ f(a)}. It follows f(a) ≤ supk f(ak), as desired. 
3.1.5 (Cu-completions). Consider the functor Cu → W that maps a Cu-semi-
group S to the W-semigroup (S,≪), and that sends a Cu-morphism f : S → T
to the same map f , considered as a W-morphism. It follows from Lemma 3.1.4
that this functor is fully faithful. This means that we may consider Cu as a full
subcategory of W, and we will therefore usually not distinguish between a Cu-
semigroup S and the associated W-semigroup (S,≪).
We will now show that Cu is a reflective subcategory of W, using again the
idea of a universal completion as described in [KL09, § 2]. We first show that
every PreW-semigroup S can be suitably completed to a Cu-semigroup γ(S); see
Proposition 3.1.6. We then show that this has the desired universal properties; see
Theorem 3.1.8.
The proof of the following result is inspired by the so-called round ideal com-
pletion, which associates to a partially ordered set with an auxiliary relation a
continuous dcpo; see [Law97, Theorem 2.4]. The construction given here is a
sequential version that also takes the additive structure into account.
Proposition 3.1.6. Let (S,≺) be a PreW-semigroup. Then there exist a Cu-
semigroup γ(S) and a W-morphism α : S → γ(S) satisfying the following condi-
tions:
(i) The map α is an ‘embedding’ in the sense that a′ ≺ a whenever α(a′)≪ α(a),
for any a′, a ∈ S.
(ii) The map α has ‘dense image’ in the sense that for every b′, b ∈ γ(S) with
b′ ≪ b there exists a ∈ S such that b′ ≤ α(a) ≤ b.
In particular, if S is countably-based, then so is γ(S).
Proof. To construct γ(S), first consider the set S of ≺-increasing sequences
in S. We write such sequences as a = (ak)k = (a1, a2, . . .). For a and b in S, we
define their sum as a + b = (ak + bk)k. We define a binary relation ⊂ on S by
setting for any a,b ∈ S:
a ⊂ b if and only if for every k ∈ N there exists n ∈ N such that ak ≺ bn.
It is easy to check that ⊂ is a pre-order on S. We obtain an equivalence relation
by setting for any a,b ∈ S:
a ∼ b if and only if a ⊂ b and b ⊂ a.
We denote the set of equivalence classes by
γ(S) := S/∼ .
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For an element a ∈ S, we denote its class in γ(S) by [a]. The relation ⊂ induces a
partial order ≤ on γ(S) by setting [a] ≤ [b] if and only if a ⊂ b, for any a,b ∈ S.
Since 0 ≺ 0 in S, the sequence 0 = (0, 0, . . .) is an element of S. We denote its
class in γ(S) by 0. For each a ∈ S, we have 0 ⊂ a, and therefore 0 ≤ [a]. It follows
from axiom (W3) for S that a ⊂ b implies a+ c ⊂ b+ c, for any a,b, c ∈ S. Thus,
the addition on S induces an addition on γ(S). Together with the partial order
and the zero element, this gives γ(S) the structure of a positively ordered monoid.
We define a binary relation ⊂⊂ on S by setting for any a,b ∈ S:
a ⊂⊂ b if and only if there exists n ∈ N such that ak ≺ bn for all k ∈ N.
It is easy to check that ⊂⊂ is an auxiliary relation on S. This induces an auxiliary
relation ≺ on γ(S) by setting [a] ≺ [b] if and only if a ⊂⊂ b, for any a,b ∈ S.
We will now check that γ(S) satisfies axioms (O1)-(O4). To show (O1), let
an increasing sequence a(1) ⊂ a(2) ⊂ . . . in S be given. We employ a standard
diagonalization argument, which is also used to show existence of suprema in the
inductive limit construction in Cu; see for example [APT11, Theorem 4.34]. Write
a(k) = (a
(k)
1 , a
(k)
2 , . . .) for each k. We inductively choose indices nk ∈ {0, 1, 2, . . .}
such that
a
(i)
ni+j
≺ a(k)nk for all i, j with i+ j ≤ k.
We start with n1 := 0. Since a
(1) ⊂ a(2), we can choose n2 such that a
(1)
n1+1
= a
(1)
1 ≺
a
(2)
n2 . Now assume ni has been chosen for i ≤ k. Since a
(1), . . . , a(k) ⊂ a(k+1), we
can choose nk+1 such that
a
(1)
n1+k
, a
(2)
n2+k−1
, . . . , a
(k−1)
nk−1+2
, a
(k)
nk+1
≺ a(k+1)nk+1
This completes the inductive step. After reindexing the sequences, we may assume
ni = i and therefore a
(i)
i+j ≺ a
(i+j)
i+j for all i, j ≥ 1. Set bj := a
(j)
j for each j, and set
b := (b1, b2, . . .) ∈ S. It is straightforward to check that b is the supremum of the
sequence (a(k))k in S, that is, a
k ⊂ b (for each k) and if ak ⊂ b′ (for each k) then
b ⊂ b′. It follows
[b] = sup
k
[a(k)],
in γ(S), which verifies (O1). It is left to the reader to prove axiom (O4) for γ(S).
Next, we show that ⊂⊂ induces the compact containment relation ≪ on γ(S).
To that end, we first show that the analog of (O2) holds for ⊂⊂, that is, for every
a = (an)n in S there exist elements a
(k) ∈ S for k ∈ N such that
a = sup
k
a(k), and a(1) ⊂⊂ a(2) ⊂⊂ a(3) ⊂⊂ . . . .
Given a ∈ S, by (W1) for S, for each k there is a sequence a[k,1] ≺ a[k,2] ≺ . . . with
ak ≺ a[k,1] and a[k,i] ≺ ak+1 for all i. Set
a(k) := (a1, a2, . . . , ak, a[k,1], a[k,2], . . .).
It is straightforward to check that this sequence has the desired properties.
Now let a,b ∈ S satisfy [a]≪ [b]. As explained in the previous paragraph, we
can choose a sequence of elements b(k) ∈ S such that b = supk b
(k) and such that
b
(k)
k = bk and b
(k)
i ≺ bk+1 for each k, i ∈ N. Then
[a]≪ [b] = sup
k
[b(k)],
3.1. THE CATEGORY Cu 25
which implies that we can choose k with [a] ≤ [b(k)]. This mean a ⊂ b(k), and it
follows easily that a ⊂⊂ b.
Conversely, let a,b ∈ S satisfy a ⊂⊂ b. In order to show [a] ≪ [b] in γ(S), let
(c(k))k be an increasing sequence in S satisfying [b] ≤ supk[c
(k)]. By the argument
above, S is closed under suprema of increasing sequences. We can therefore define
c = supk c
k, giving [c] = supk[c
k]. Then
b ⊂ c = sup
k
c(k).
After reindexing, we may assume c = (c
(k)
k )k. Since a ⊂⊂ b, we can choose an
index n such that ai ≺ bn for all i. Since b ⊂ c, we can choose m such that
bn ≺ cm = c
(m)
m . It follows that a ⊂ c(m) and therefore [a] ≤ [c(m)]. Thus, for any
a,b ∈ S we have shown that
a ⊂⊂ b in S if and only if [a]≪ [b] in γ(S).
It easily follows that (O2) holds in γ(S).
To verify (O3) for γ(S), we first show the analog for S. In order to verify this,
let a′, a,b′,b ∈ S satisfy a′ ⊂⊂ a and b′ ⊂⊂ b. Choose indices m and n such that
a′k ≺ am and b
′
k ≺ bn for all k. Set d := max{m,n}. Using (W3) for S, we deduce
a′k + b
′
k ≺ ad + bd,
for all k. This shows a′ + b′ ⊂⊂ a + b. It easily follows that γ(S) satisfies (O3).
This completes the proof that γ(S) is a Cu-semigroup.
We define the map α : S → γ(S) as follows: Given a ∈ S, we apply (W1) to
choose a sequence a1 ≺ a2 ≺ . . . that is cofinal in a≺. Set α(a) := [(a1, a2, . . .)]. It
is straightforward to check that α(a) does not depend on the choice of the cofinal
sequence in a≺ and that α is a W-morphism satisfying conditions (i) and (ii) of the
statement. 
Definition 3.1.7. Let S be a PreW-semigroup. A Cu-completion of S is a
Cu-semigroup T together with a W-morphism α : S → T satisfying the following
universal property: For every Cu-semigroup R and for every W-morphism f : S →
R, there exists a unique Cu-morphism f˜ : T → R such that f = f˜ ◦ α.
Any two Cu-completions of a W-semigroup are isomorphic in the following
sense: If αi : S → Ti are two Cu-completions, then there is a unique isomorphism
ϕ : T1 → T2 such that α2 = ϕ ◦ α1.
Theorem 3.1.8. Let S be a PreW-semigroup, let T be a Cu-semigroup, and
let α : S → T be a W-morphism. Then the following are equivalent:
(1) The map α satisfies the conditions of Proposition 3.1.6, namely:
(i) The map α is an ‘embedding’ in the sense that a′ ≺ a whenever α(a′)≪
α(a), for any a′, a ∈ S.
(ii) The map α has ‘dense image’ in the sense that for every b′, b ∈ T with
b′ ≪ b there exists a ∈ S such that b′ ≤ α(a) ≤ b.
(2) The map α is a Cu-completion of S.
(3) For every Cu-semigroup R and every generalized W-morphism f : S → R,
there exists a generalized Cu-morphism f˜ : T → R such that f = f˜ ◦ α.
Moreover, f is a W-morphism if and only if f˜ is a Cu-morphism. Moreover,
if g1, g2 : T → R are generalized Cu-morphisms such that g1 ◦α ≤ g2 ◦α, then
g1 ≤ g2. (We consider the pointwise ordering among morphisms.)
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Proof. The implication ‘(3)⇒(2)’ is clear. To show the implication ‘(1)⇒(3)’,
let R be a Cu-semigroup, and let f : S → R be a generalized W-morphism. It
follows from conditions (i) and (ii) that for every t ∈ T , the set {a ∈ S : α(a)≪ t}
is ≺-upwards directed and contains a cofinal sequence. Thus, we may define
f˜ : T → R, f˜(t) := sup {f(a) : α(a)≪ t} , for all t ∈ T.
Let us show that f˜ is a generalized Cu-morphism. Let t1, t2 ∈ T . If t1 ≤ t2, then
it follows from condition (ii) of an auxiliary relation (see Paragraph 2.1.1) that
{a ∈ S : α(a)≪ t1} ⊂ {a ∈ S : α(a)≪ t2} ,
and therefore f˜(t1) ≤ f˜(t2).
Similarly, it follows from axiom (W3) for S that there is an inclusion
{a ∈ S : α(a)≪ t1}+ {a ∈ S : α(a)≪ t2} ⊂ {a ∈ S : α(a)≪ t1 + t2} ,
which is moreover cofinal by (W4). It follows that f˜(t1 + t2) = f˜(t1) + f˜(t2). It is
easy to check that f˜ is continuous in the sense of Definition 2.1.2. By Lemma 3.1.4,
this implies that f˜ preserves suprema of increasing sequences. Thus, f˜ is a gener-
alized Cu-morphism.
To show f = f˜ ◦α, let a ∈ S be given. Using at the second step that α preserves
the auxiliary relations and satisfies condition (i), and at the third step that f is
continuous, we obtain
f˜ ◦ α(a) = sup {f(a′) : α(a′)≪ α(a)} = sup {f(a′) : a′ ≺ a} = f(a).
We claim that if f is additionally assumed to preserve the auxiliary relation,
then so does f˜ . To see this, let t′, t ∈ T satisfy t′ ≪ t. Choose x ∈ T such that
t′ ≪ x≪ t. By condition (ii) for α, we can choose a ∈ S with x ≤ α(a) ≤ t. Then
t′ ≪ α(a), and since α is continuous, we can choose a′ ∈ S satisfying a′ ≺ a and
t′ ≤ α(a′). We deduce
f˜(t′) ≤ f˜(α(a′)) = f(a′)≪ f(a) = f˜(α(a)) ≤ f˜(t).
Finally, assume g1, g2 : T → R are generalized Cu-morphisms satisfying g1◦α ≤
g2 ◦ α. Given t ∈ T , choose an increasing sequence (ak)k in S with t = supk α(ak).
Then
g1(t) = g1(sup
k
α(ak)) = sup
k
(g1 ◦ α)(ak) ≤ sup
k
(g2 ◦ α)(ak) = g2(t),
which shows g1 ≤ g2.
Let us show the implication ‘(2)⇒(1)’. By Proposition 3.1.6, we can choose a
Cu-semigroup γ(S) and a W-morphism α˜ : S → γ(S) satisfying (1). We have seen
that (1) implies (2). Thus, α˜ is a Cu-completion satisfying (1). Since every two
Cu-completions of S are isomorphic, it follows that every Cu-completion satisfies
(1), as desired. 
Remarks 3.1.9. (1) Let S be a PreW-semigroup. By Proposition 3.1.6 and
Theorem 3.1.8, we can choose a Cu-completion α : S → γ(S). Given a Cu-semi-
group R, assigning to a (generalized) Cu-morphism f : γ(S)→ R the (generalized)
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W-morphism f ◦ α is an isomorphism of the following morphism sets:
W[S,R] Cu[γ(S), R]
∼=oo
W(S,R)
?
OO
Cu(γ(S), R).
?
OO
∼=oo
(2) Given a PreW-semigroup S, let α : S → γ(S) be its Cu-completion, as
constructed in Proposition 3.1.6. As remarked in Remarks 2.1.3(2), S satisfies (W2)
if and only if a≺ ⊂ b≺ implies a ≤ b. It follows that α is an order-embedding if and
only if S is a W-semigroup.
(3) More generally, let α : S → T be a W-morphism from a W-semigroup S to a
Cu-semigroup T . Then α is a Cu-completion if and only if α is an order-embedding
that has ‘dense image’ in the sense of condition (ii) from Theorem 3.1.8.
Necessity follows from (2) above. For the converse, assume α is an order-
embedding. Let a′, a ∈ S such that α(a′) ≪ α(a). Since α is continuous, we can
choose x ∈ S with x ≺ a and α(a′) ≤ α(x). Since α is an order-embedding, a′ ≤ x
and then a′ ≺ a, as desired.
By Paragraph 3.1.5, the category Cu is a full subcategory of PreW. Moreover,
for every PreW-semigroup S, there exists a Cu-completion. As described in [KL09,
§ 2], this induces a reflection functor γ : PreW→ Cu (see also Remarks 3.1.9(1)).
Theorem 3.1.10. The category Cu is a full, reflective subcategory of PreW.
As noticed before Corollary 2.1.11, it follows from general category theory that
the category Cu has inductive limits and that the reflection functor γ : PreW→ Cu
is continuous. Thus, we obtain the following generalization of [CEI08, Theorem 2].
Corollary 3.1.11. The category Cu has inductive limits. More precisely, let
((Si)i∈I , (ϕi,j)i,j∈I,i≤j) be an inductive system in Cu. Then the inductive limit in
Cu is the Cu-completion of the inductive limit in PreW:
Cu-lim
−→
Si = γ(PreW-lim−→
Si).
Remark 3.1.12. The reflection functors µ : PreW→W from Paragraph 2.1.4
and γ : PreW→ Cu from Theorem 3.1.10 commute in the sense that the composed
functor γ ◦ µ : PreW→ Cu is naturally isomorphic to γ. The situation is shown in
the following diagram:
PreW
µ //
γ
::W
γ // Cu
More precisely, starting with a PreW-semigroup S, let us first consider the universal
W-morphism βS : S → µ(S) from S to its W-completion. There is a universal W-
morphism αµ(S) : µ(S)→ γ(µ(S)) to the Cu-completion of µ(S). The composition
αµ(S) ◦ βS : S → γ(µ(S)) is a Cu-completion of S. Since any two Cu-completions
are isomorphic, there is an isomorphism γ(S) ∼= γ(µ(S)) which intertwines αS and
αµ(S) ◦ βS .
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3.2. The completed Cuntz semigroup of a C*-algebra
3.2.1. Let A be C∗-algebra. In [CEI08], a new definition of the Cuntz semi-
group is introduced as Cu(A) = (A ⊗ K)+/∼, the set of Cuntz equivalence classes
of positive elements in the stabilization of A. (See Paragraph 2.2.2 for the def-
inition of Cuntz equivalence.) The relation of Cuntz subequivalence induces a
partial order on Cu(A). Using an isomorphism M2(K) ∼= K we get an isomor-
phism ψ : M2(A ⊗ K) → A ⊗ K, which is used to obtain a well-defined addition
[x] + [y] = [ψ( x 00 y )]. With this structure, Cu(A) becomes a positively ordered
monoid.
Definition 3.2.2. Let A be a C∗-algebra. We call
Cu(A) := (A⊗K)+/∼
the completed Cuntz semigroup of A.
Proposition 3.2.3 ([CEI08, Theorem 1]). Let A be a C∗-algebra. Then the
positively ordered monoid Cu(A) satisfies (O1)-(O4) from Paragraph 3.1.1 and is
therefore a Cu-semigroup. If A is separable, then Cu(A) is countably-based.
Remarks 3.2.4. (1) We will show in Theorem 3.2.8 that Cu(A) is isomorphic
to the Cu-completion of W(A). This is why we call Cu(A) the completed Cuntz
semigroup, and W (A) the pre-completed Cuntz semigroup of A.
(2) Another way of looking at Cu(A) is to identify it with W (A⊗K). In fact,
the ∗-homomorphism A⊗K→M∞(A⊗K) given by embedding an element in the
upper-left corner induces a bijection of Cuntz equivalence classes, respecting the
given order and addition. Thus, as a positively ordered monoid, Cu(A) is nothing
butW (A⊗K). The auxiliary relation ≺ onW (A⊗K) as defined in Definition 2.2.4
is precisely the compact containment relation, which is deduced from the order
structure.
Indeed, it was shown in [CEI08] that for every b ∈ (A⊗K)+ and ε > 0 we have
[(b−ε)+]≪ [b] inW (A⊗K). It follows in particular that [p]≪ [p] for any projection
p, so projections are a natural source of compact elements in Cu(A) (sometimes
the only source; see [BC09]). Given a, b ∈ (A ⊗ K)+, we have by definition that
[a] ≺ [b] if and only if [a] ≤ [(b − ε)+] for some ε > 0. It follows that
[a] ≺ [b] in W(A⊗K) if and only if [a]≪ [b] in Cu(A) =W (A⊗K).
3.2.5. Let ϕ : A → B be a ∗-homomorphism (respectively a c.p.c. order-zero
map). Then ϕ naturally extends to a ∗-homomorphism (respectively a c.p.c. order-
zero map) between the stabilizations, which we denote by ϕ¯ : A⊗K→ B ⊗K. By
Proposition 2.2.7, this induces a (generalized) W-morphism W (ϕ¯) : W (A ⊗ K) →
W (B ⊗ K). Using the identification Cu(A) = W (A ⊗ K) (see Remarks 3.2.4(2)),
and Lemma 3.1.4, the map W (ϕ¯) corresponds to a (generalized) Cu-morphism
Cu(ϕ) : Cu(A)→ Cu(B).
One obtains a functor Cu: C∗ → Cu; see [CEI08, Theorem 2].
We have seen that c.p.c. order-zero maps between C∗-algebras naturally in-
duce generalized Cu-morphisms between their respective completed Cuntz semi-
groups. Another source of generalized Cu-morphisms are lower-semicontinuous 2-
quasitraces. For each C∗-algebra A, these are in natural one-to-one correspondence
with the generalized Cu-morphisms from Cu(A) to the extended positive real line,
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[0,∞], also called the functionals on Cu(A); see Paragraph 5.2.1. We refer the
reader to [BK04, Section 2.9] and [ERS11, Section 4] for details.
3.2.6. Let us clarify the connection between the functors
W: C∗loc →W and Cu: C
∗ → Cu.
The category C∗ of C∗-algebras with ∗-homomorphisms is a full, reflective subcat-
egory of C∗loc. Indeed, assigning to a local C
∗-algebra A its completion A extends
to a functor γ : C∗loc → C
∗ which is left adjoint to the inclusion of C∗ in C∗loc.
On the other hand, we have the functor γ : W → Cu from Theorem 3.1.10. In
Theorem 3.2.8, we will show that the functors W and Cu are intertwined by these
completion functors.
Lemma 3.2.7. Let A be a local C∗-algebra, considered as a dense subalgebra of
its completion A. Then:
(1) For x, y ∈ A+, we have x - y in A if and only if x - y in A.
(2) For every x ∈ A+ and ε > 0, there exists y ∈ A such that (x − ε)+ - y - x
in A.
Proof. (1): The forward implication is obvious. To show the converse impli-
cation, assume x - y in A. Then x = limk z
∗
kyzk for some sequence (zk)k in A.
Since A is dense in A, we may approximate each zk arbitrarily well by elements
from A. A diagonalization argument shows that x - y in A.
(2): Let x and ε be as in the statement. Since A is dense in A, we can choose
z ∈ A with ‖x − z‖ < ε2 . By [Rør92, Proposition 2.2], we have (z −
ε
2 )+ - x in
A. Similarly, since ‖x− (z − ε2 )+‖ < ε, we obtain (x − ε)+ - (z −
ε
2 )+. Thus, the
element y := (z − ε2 )+ has the desired properties. 
Theorem 3.2.8. The compositions γ ◦W and Cu ◦γ are naturally isomorphic
as functors C∗loc → Cu. This means that the following diagram commutes (up to
natural isomorphism):
C∗loc
γ

W // W
γ

C∗
?
OO
Cu // Cu
?
OO
In particular, if A is a C∗-algebra, then its completed Cuntz semigroup Cu(A)
is naturally isomorphic to the Cu-completion γ(W (A)) of its pre-completed Cuntz
semigroup W (A).
Proof. Let A be a local C∗-algebra. Set B :=M∞(A), which is again a local
C∗-algebra. Let ι : B → B be the natural inclusion map into the completion. Note
that there is a natural isomorphism B ∼= γ(A)⊗K.
We have W (A) = B+/∼ and Cu(γ(A)) = B+/∼, and the ∗-homomorphism
ι induces a W-morphism W (ι) : W (A) → Cu(γ(A)). By Lemma 3.2.7, W (ι) is an
order-embedding with ‘dense image’ in the sense of Theorem 3.1.8 (ii). It then
follows from Remarks 3.1.9(3) that W (ι) is a Cu-completion of W (A). By unique-
ness of Cu-completions combined with Proposition 3.1.6, we obtain Cu(γ(A)) ∼=
γ(W (A)). 
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By Theorem 2.2.9, the functor W: C∗loc →W is continuous. Since γ : W→ Cu
is also continuous, we obtain from Theorem 3.2.8 the following generalization of
[CEI08, Theorem 2].
Corollary 3.2.9. The functor Cu: C∗ → Cu is continuous. More precisely,
given an inductive system of C∗-algebras ((Ai)i∈I , (ϕi,j)i,j∈I,i≤j), there are natural
isomorphisms:
Cu(C∗-lim−→Ai)
∼= γ(W-lim−→W(Ai))
∼= Cu-lim−→Cu(Ai).
CHAPTER 4
Additional axioms
In this chapter, we consider additional axioms for (pre)completed Cuntz semi-
groups. For Cu-semigroups, these are denoted by (O5) and (O6), and they are
satisfied by all completed Cuntz semigroups of C∗-algebras; see Proposition 4.6.
We work with a slightly stronger version of (O5) than the one that has previously
appeared in the literature. The advantage is that the new (O5) passes to inductive
limits in Cu; see Theorem 4.5.
We also introduce axioms (W5) and (W6) for pre-completed Cuntz semigroups,
which are the exact counterparts of (O5) and (O6). Indeed, a PreW-semigroup
satisfies (W5) if and only if its Cu-completion satisfies (O5), and analogously for
(W6) and (O6); see Theorem 4.4.
Let A be a C∗-algebra. The axiomatic description of Cu(A) as an object in
Cu had a positive impact in the study of the Cuntz semigroup as an invariant.
For instance, the structure as a ω-continuous ω-dcpo provides Cu(A) with nice
topological properties.
However, the category Cu of (abstract) Cuntz semigroups is still far bigger
than the subcategory of concrete Cuntz semigroups that are isomorphic to Cu(A)
for some C∗-algebra A. For example, it is shown in [Rob13b, Theorem 1.3] that
the semigroup Lsc(S2,N) of lower-semicontinuous functions from the sphere to N =
{0, 1, 2, . . . ,∞} is not the Cuntz semigroup of any C∗-algebra. In order to get a
better understanding of the class of concrete Cuntz semigroups, it has been useful
to determine additional axioms satisfied by Cuntz semigroups of C∗-algebras.
Definition 4.1. Let S be a Cu-semigroup.
(O5) We say that S has almost algebraic order, or that S satisfies (O5), if for
every a′, a, b′, b, c ∈ S that satisfy
a+ b ≤ c, a′ ≪ a, b′ ≪ b,
there exists x ∈ S such that
a′ + x ≤ c ≤ a+ x, b′ ≤ x.
(O6) We say that S has almost Riesz decomposition, or that S satisfies (O6), if
for every a′, a, b, c ∈ S that satisfy
a′ ≪ a ≤ b+ c,
there exist elements e and f in S such that
a′ ≤ e+ f, e ≤ a, b, f ≤ a, c.
(C) We say that S has weak cancellation, or that S is weakly cancellative, if
for every a, b, x ∈ S we have that a+ x≪ b+ x implies a≪ b.
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Remarks 4.2. (1) The axiom (O5) of almost algebraic order was first consid-
ered in [RW10, Lemma 7.1]. It also appeared in [ORT11, Corollary 4.16] and
[Rob13a, 2.1]. Note, however, that the version of (O5) given here is formally
stronger than the original versions in the literature. Nevertheless, (O5) is satisfied
by every Cuntz semigroup coming from a C∗-algebra (see Proposition 4.6), and
the proof is essentially the same as the original one in [RW10, Lemma 7.1], with
additional care in the choice of the complement.
The new (O5) has the advantage that it passes to inductive limits in the cate-
gory Cu; see Theorem 4.4. This seems unlikely for the original (O5), although we
have no example where the original (O5) does not pass to an inductive limit. In
Remarks 4.9, we show that for weakly cancellative Cu-semigroups, the new (O5) is
equivalent to the original version of the axiom.
(2) Axiom (O6) was introduced in [Rob13a, §4]. It was shown to hold for
completed Cuntz semigroups of C∗-algebras in [Rob13a, Proposition 5.1.1].
(3) The axiom of weak cancellation was introduced in [RS10, after Lemma 1].
The definition given there is equivalent to Definition 4.1. It is also equivalent to
the property that a+ c ≤ b+ c′ for c′ ≪ c implies a ≤ b, which was shown to hold
in completed Cuntz semigroups of C∗-algebras with stable rank one; see [RW10,
Theorem 4.3].
The spirit of W-semigroups is that the order relation ≤ is derived from the
auxiliary relation≺. It is therefore natural to formulate versions of axioms (O5) and
(O6) only in terms of the auxiliary relation, without using the partial order. That
the axioms (W5) and (W6) of Definition 4.3 are the ‘correct’ analogs is justified
by Theorem 4.4. We also formulate the axiom of weak cancellation for PreW-
semigroups, simply by replacing the compact containment relation by an arbitrary
auxiliary relation. It should cause no confusion that we call this axiom ‘weak
cancellation’ as well.
Definition 4.3. Let (S,≺) be a PreW-semigroup. We define the axioms (W5),
(W6) and weak cancellation for S as follows:
(W5) We say that S satisfies (W5) if for every a′, a, b′, b, c, c˜ ∈ S that satisfy
a+ b ≺ c, a′ ≺ a, b′ ≺ b, c ≺ c˜,
there exist elements x′ and x in S such that:
a′ + x ≺ c˜, c ≺ a+ x′, b′ ≺ x′ ≺ x.
(W6) We say that S satisfies (W6) if for every a′, a, b, c ∈ S that satisfy
a′ ≺ a ≺ b+ c,
there exist elements e and f in S such that
a′ ≺ e+ f, e ≺ a, b, f ≺ a, c.
(C) We say thatM satisfies weak cancellation, or thatM is weakly cancellative,
if for every a, b, x ∈ S we have that a+ x ≺ b+ x implies a ≺ b.
Theorem 4.4. Let S be a PreW-semigroup, and let γ(S) be its Cu-completion.
Then:
(1) The semigroup S satisfies (W5) if and only if γ(S) satisfies (O5).
(2) The semigroup S satisfies (W6) if and only if γ(S) satisfies (O6).
(3) The semigroup S is weakly cancellative if and only if γ(S) is.
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Proof. Given an element s ∈ S, we will denote its image in γ(S) by s¯.
First, let us show that weak cancellation passes from S to its Cu-completion.
Let a, b, c ∈ γ(S) satisfy a + c ≪ b + c. Using that α has dense image in the
sense of Theorem 3.1.8, we can find elements s, t ∈ S such that s¯ ≪ b, t¯ ≪ c,
and a + c ≪ s¯ + t¯. We can choose an increasing sequence (rn)n in S such that
a = supn r¯n. Then r¯n + t¯≪ s¯+ t¯ for each n. Since α is an embedding in the sense
of Theorem 3.1.8, we obtain the same inequality for the pre-images in S. Since S
is weakly cancellative, we have rn ≺ s for each n. Then
a = sup
n
r¯n ≤ s¯≪ b,
which verifies that γ(S) is weakly cancellative. The converse follows directly from
the properties of α. Using similar methods one proves (2).
In order to verify that (O5) for γ(S) implies (W5) for S, let a′, a, b′, b, c, c˜ ∈ S
satisfy
a+ b ≺ c, a′ ≺ a, b′ ≺ b, c ≺ c˜.
Choose b0, c0 ∈ S such that b′ ≺ b0 ≺ b and c ≺ c0 ≺ c˜. Then
a¯+ b¯ ≤ c¯0, a¯
′ ≪ a¯, b¯0 ≪ b¯.
Applying (O6), we obtain y ∈ γ(S) with
a¯′ + y ≤ c¯0 ≤ a¯+ y, b¯0 ≤ y.
Then c¯ ≪ a¯ + y and b¯′ ≪ y. Therefore, we can choose x ∈ S satisfying x¯ ≤ y,
c ≺ a + x, and b′ ≺ x. Then we can find x′ ∈ S such that x′ ≺ x, c ≺ a+ x′, and
b′ ≺ x′. It follows that x′ and x have the desired properties to verify (W5).
In order to prove the other implication of (1), let us assume that S satisfies
(W5). We have to show that γ(S) satisfies (O5). Let a′, a, b′, b, c ∈ γ(S) satisfy
a+ b ≤ c, a′ ≪ a, b′ ≪ b.
Choose a rapidly decreasing sequence (an)n in S such that a
′ ≪ a¯n+1 ≪ a¯n ≪ a
for all n. Choose s′ and s in S such that b′ ≪ s¯′ ≪ s¯≪ b. Finally, choose a rapidly
increasing sequence (cn)n in S such that c = supn c¯n. We can moreover assume
a¯1 + s¯≪ c¯1, and so a1 + s ≺ c1.
We will inductively find elements xn and x
′
n in S satisfying:
x′n−1 ≺ x
′
n ≺ xn, an+1 + xn ≺ cn+1, cn ≺ an + x
′
n.(Rn)
To make sense of (R1), we set x
′
0 := s
′. Then:
a1 + s ≺ c1, a2 ≺ a1, x0 ≺ s, c1 ≺ c2.
By (W5), we can choose x′1 and x1 in S fulfilling (R1).
For the inductive step, assume x′n and xn have been constructed satisfying (Rn).
Applying (W5) to an+1 + xn ≺ cn+1 and an+2 ≺ an+1, x′n ≺ xn and cn+1 ≺ cn+2,
we can find x′n+1 and xn+1 fulfilling (Rn+1).
We obtain a rapidly increasing sequence (x′n)n in S. Using the existence of
suprema in γ(S), we may set x := supn x¯
′
n. For each n, we have:
a′ + x¯′n ≤ a¯n+1 + x¯
′
n ≤ a¯n+1 + x¯n ≤ c¯n+1, c¯n ≤ a¯n + x¯
′
n ≤ a+ x¯n.
Therefore:
a′ + x = sup
n
(a′ + x¯′n) ≤ sup
n
c¯n+1 = c = sup
n
c¯n ≤ sup
n
(a+ x¯′n) = a+ x.
Moreover, x ≥ x¯′1 ≥ b
′, which shows that x has the desired properties. 
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Theorem 4.5. Let ((Si)i∈I , (ϕi,j)i,j∈I,i≤j) be an inductive system in PreW.
If each Si satisfies (W5) (respectively (W6), weak cancellation), then so does the
inductive limit in PreW.
Similarly, axiom (O5) (respectively (O6), weak cancellation) passes to inductive
limits in Cu.
Proof. Let us verify that weak cancellation passes to inductive limits in PreW.
Set S := PreW-lim
−→
Si and let a, b, c ∈ S satisfy a + c ≺ b + c. We can choose an
index i and elements x, y, z ∈ Si with a = [x], b = [y], and c = [z]. By definition of
≺ on S (see Definition 2.1.9), we can find j ≥ i such that ϕi,j(x+ z) ≺ ϕi,j(y + z)
in Sj. Using that Sj is weakly cancellative, we deduce ϕi,j(x) ≺ ϕi,j(y) in Sj . It
follows a ≺ b in S, as desired.
It is shown analogously that the other axioms pass to inductive limits in PreW.
Now, let ((Si)i∈I , (ϕi,j)i,j∈I,i≤j) be an inductive system in Cu. Assume that
each Si is weakly cancellative. Considering Si as a PreW-semigroup that is isomor-
phic to its own Cu-completion, we obtain from Theorem 4.4 that Si is weakly can-
cellative as a PreW-semigroup. It follows that the limit in PreW, S := PreW-lim
−→
Si,
is weakly cancellative. By Corollary 3.1.11, the limit in Cu is isomorphic to the
Cu-completion of S. Using the ‘only if’ implication of part (3) of Theorem 4.4, we
deduce that Cu-lim
−→
Si is weakly cancellative.
The argument for (O5) and (O6) is completely analogous. 
Proposition 4.6. Let A be a C∗-algebra. Then Cu(A) is a Cu-semigroup
satisfying (O5) and (O6).
Proof. By [CEI08, Theorem 1], Cu(A) is a Cu-semigroup. Axiom (O6) is
verified in [Rob13a, Proposition 5.1.1].
The proof of (O5) is based on that of [RW10, Lemma 7.1]. Let a′, a, b′, b, c ∈
Cu(A) satisfy a + b ≤ c, a′ ≪ a, and b′ ≪ b. We may assume that A is stable.
Let x˜, y˜, z ∈ A+, with x˜ ⊥ y˜, be such that a = [x˜], b = [y˜], and c = [z]. Choose
ε > 0 such that a′ ≪ [(x˜ − ε)+] and b
′ ≪ [(y˜ − ε)+]. Since x˜ + y˜ - z, by [Rør92,
Section 2] and Paragraph 2.2.2, we can choose δ > 0 and r ∈ A such that
(x˜− ε)+ + (y˜ − ε)+ = (x˜+ y˜ − ε)+ = r
∗(z − δ)+r.
Set v := (z − δ)
1/2
+ r, set x := v(x˜ − ε)+v
∗ and set y := v(y˜ − ε)+v∗. Then x ⊥ y
and
(x˜− ε)+ ∼ (x˜− ε)
2
+ = (x˜− ε)
1/2
+ v
∗v(x˜ − ε)
1/2
+ ∼ v(x˜− ε)+v
∗ = x,
and similarly (y˜ − ε)+ ∼ y. We have shown that there exist δ > 0 and orthogonal
positive elements x, y in Her((z− δ)+), the hereditary sub-C
∗-algebra generated by
(z − δ)+, such that a′ ≪ [x] ≤ a and b′ ≪ [y] ≤ b.
For η > 0, let fη : R+ → [0, 1] be the function that takes value 0 at 0, value 1
on [η,∞) and which is linear on [0, η]. Set e := fδ(z). Then e ∼ z and e acts as
a unit on x and y. Choose β > 0 such that a′ ≤ [(x − β)+]. Set w := e − fβ(x),
which is positive since e commutes with x and therefore with fβ(x). Set s := [w],
which we will show to have the desired properties to verify (O5).
Then we have w ∈ Her(z) and (x − β)+ ⊥ w. Moreover, the element x + w is
strictly positive in Her(z). We deduce
a′ + s ≤ [(x− β)+] + [w] = [(x− β)+ + w] ≤ [z] = c
c = [z] = [x+ w] ≤ [x] + [w] ≤ a+ s.
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Moreover, x+ w ≥ δ′e for some δ′ > 0. Therefore, since x ⊥ y,
y = y1/2ey1/2 ≤
1
δ′
y1/2(x + w)y1/2 =
1
δ′
y1/2wy1/2 - w,
and thus b′ ≤ [y] ≤ [w] = s. This shows that s has the desired properties to verify
(O5) for Cu(A). 
Proposition 4.7. Let A be a local C∗-algebra. Then W (A) is a W-semigroup
satisfying (W5) and (W6).
Proof. By Proposition 2.2.5, W(A) is a W-semigroup. Let A denote the com-
pletion of A. Since A is a C∗-algebra, it follows from Proposition 4.6 that Cu(A)
satisfies (O5) and (O6). By Theorem 3.2.8, the Cu-completion of W(A) is isomor-
phic to Cu(A). Therefore, (W5) and (W6) for W(A) follow from Theorem 4.4. 
Though (O5) holds for all complete Cuntz semigroups coming from C∗-algebras,
we note that, under the additional hypothesis of weak cancellation, it is equivalent
to the original formulation of the axiom:
(O5’) If a ≤ b and a′ ≪ a, then there is x ∈ S such that a′ + x ≤ b ≤ a+ x.
Lemma 4.8. Let S be a Cu-semigroup. If S satisfies (O5), then it also satisfies
(O5’). The converse holds if S is weakly cancellative.
Proof. It is clear that (O5) implies (O5’) in general. To show the con-
verse, assume that S is a weakly cancellative Cu-semigroup satisfying (O5’). By
Theorem 4.4, it is enough to verify (W5). Suppose we are given a′, a, b′, b, c, c˜ ∈ S
satisfying
a+ b≪ c, a′ ≪ a, b′ ≪ b, c≪ c˜.
Choose c♯ ∈ S with c ≪ c♯ ≪ c˜. Applying (O5’) to a′ ≪ a ≤ c♯, we obtain x ∈ S
such that a′ + x ≤ c♯ ≤ a+ x. Then
b+ a ≤ c≪ c♯ ≤ x+ a,
which by weak cancellation implies b ≪ x. Choose x′ ∈ S such that x′ ≪ x,
b′ ≪ x′, and c ≪ a + x′. Then the elements x and x′ have the desired properties
to verify (W5). 
Remarks 4.9. Let W5,6 be the full subcategory of W consisting of W-sem-
igroups satisfying (W5) and (W6). It follows from Theorem 4.5 that W5,6 is
closed under inductive limits in W and therefore has inductive limits itself. By
Proposition 4.7, the functor W from Theorem 2.2.9 takes values in W5,6.
Similarly, the full subcategory Cu5,6 of Cu consisting of Cu-semigroups satisfy-
ing (O5) and (O6) is closed under inductive limits. By Proposition 4.6, the functor
Cu takes values in Cu5,6.
By Theorem 4.4, the reflector γ : W→ Cu maps W5,6 to Cu5,6.
Given a PreW-semigroup (S,≺), we say that an element s ∈ S is full if, when-
ever there are t′, t ∈ S satisfying t′ ≺ t, then there is n ∈ N such that t′ ≤ ns. We
say that an element s cancels from sums if a+ s ≤ b+ s implies a ≤ b for any a, b.
Proposition 4.10. Let (S,≺) be a PreW-semigroup satisfying (W5). If S
contains a full element e such that e ≺ e and e cancels from sums, then S has weak
cancellation.
Similarly, if a Cu-semigroup satisfying (O5) contains a full compact element
that cancels from sums, then it has weak cancellation.
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Proof. Suppose a, b, c ∈ S satisfy a + c ≺ b + c. Using (W4), we can choose
b′, c′ ∈ S such that
b′ ≺ b, c′ ≺ c, a+ c ≤ b′ + c′.
Apply (W1) to find c′′ ∈ S with c′ ≺ c′′ ≺ c. Since e is full, we can choose n ∈ N
satisfying c′′ ≤ ne. By (W5), applied to c′′+0 ≺ ne, c′ ≺ c′′, and using that e ≺ e,
we can find elements x′, x ∈ S such that x′ ≺ x and c′ + x ≺ ne ≺ c′′ + x′. Now
a+ ne ≤ a+ c′′ + x′ ≤ a+ c+ x′ ≤ b′ + c′ + x ≺ b+ ne,
from which we deduce a ≺ b, as desired.
The analogous result for Cu-semigroups follows from Theorem 4.4. 
CHAPTER 5
Structure of Cu-semigroups
This chapter contains general results about the structure of Cu-semigroups.
5.1. Ideals and quotients
In this section, we study ideals and quotients of Cu-semigroups. We show that
(O5), (O6) and weak cancellation pass to ideals and quotients; see Proposition 5.1.3.
Given a Cu-semigroup S, we denote the set of ideals in S by Lat(S). We show
that Lat(S) has a natural structure as a complete lattice; see Paragraph 5.1.6.
The subset of singly-generated ideals forms a sublattice, denoted by Latf(S). We
show that Latf(S) is a Cu-semigroup; see Proposition 5.1.7. In Chapter 7, we will
see that Latf(S) is naturally isomorphic to the tensor product S ⊗Cu {0,∞}; see
Proposition 7.2.3.
Then, we consider the case of a concrete Cuntz semigroup Cu(A) of a C∗-al-
gebra A. We show that there is a natural isomorphism between Lat(Cu(A)) and
the lattice of ideals in A, which we denote by Lat(A); see Proposition 5.1.10. This
isomorphism identifies the Cu-semigroup Latf(Cu(A)) with the subset of Lat(A)
consisting of ideals that contain a full, positive element. In the case that A is
separable, every ideal in A is σ-unital and hence contains a positive, full (even
strictly positive) element. It follows that in this case, Lat(A) is a Cu-semigroup;
see Corollary 5.1.13.
5.1.1. Let M be a positively ordered monoid. A subset I of M is order-
hereditary if for every a, b ∈ M we have that a ≤ b and b ∈ I imply a ∈ I.
An ideal (also called order-ideal) inM is a subsemigroup which is order-hereditary.
Given a Cu-semigroup S, we shall also require that an ideal in S is closed under
suprema of increasing sequences.
Given an ideal I in a Cu-semigroup S, we define a binary relation ≤I on S
as follows: For elements a, b ∈ S, we set a ≤I b if and only if there exists c ∈ I
such that a ≤ b + c. By symmetrizing, we define a relation ∼I on S: For elements
a, b ∈ S, we set a ∼I b if and only if both conditions a ≤I b and b ≤I a are met.
It is easy to see that ∼I is a congruence relation on S. Recall that a congruence
is (by definition) an additive equivalent relation; see Paragraph B.1.2. We denote
the set of congruence classes by
S/I := S/∼I .
The partial order on S induces a partial order on S/I, giving the latter the structure
of a positively ordered monoid. Given an element a ∈ S, we denote its congruence
class in S/I by aI . In the next result, we verify that S/I satisfies (O1)-(O4).
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Lemma 5.1.2. Let S be a Cu-semigroup, and let I be an ideal in S. Then S/I
is a Cu-semigroup. Moreover, the map
πI : S → S/I, a 7→ aI , for all a ∈ S,
is a surjective Cu-morphism.
Proof. Let S and I be as in the statement. As explained in Paragraph 5.1.1,
we have that S/I is a positively ordered monoid. It is also easy to see that πI is a
surjective POM-morphism. The following claims are easily verified.
Claim 1: Given x, y ∈ S/I, we have x ≤ y if and only if there exist representa-
tives a, b ∈ S such that x = aI , y = bI , and a ≤ b.
Claim 2: Given an increasing sequence (xk)k in S/I, there exists an increasing
sequence (ak)k in S such that xk = (ak)I for each k.
To verify (O1) for S/I, let (xk)k be an increasing sequence in S/I. By claim 2,
we can choose an increasing sequence (ak)k in S such that for each k, the element
xk is represented by ak. Since S satisfies (O1), the sequence (ak)k has a supremum
in S which we denote by a := supk ak. We claim that aI is the supremum of the
sequence (xk)k in S/I.
We have xk ≤ aI for each k. Conversely, let y ∈ S/I satisfy xk ≤ y for all
k. Choose b ∈ S with y = bI . Then, for each k, we can choose ck ∈ I such that
ak ≤ b+ ck. Set
c :=
∞∑
k=0
ck = sup
n
n∑
k=0
ck,
which is an element in I. We obtain
ak ≤ b+ ck ≤ b+ c,
for each k. By definition of a, this implies
a = sup
k
ak ≤ b+ c.
Since c ∈ I, we get a ≤I b and therefore x ≤ y, as desired. It also follows from the
above argument that πI preserves suprema of increasing sequences.
In order to show that πI preserves the way-below relation, let a, b ∈ S satisfy
a ≪ b in S. To show aI ≪ bI in S/I, let (xk)k be an increasing sequence in S/I
satisfying bI ≤ supk xk. By claim 2, we can choose an increasing sequence (bk)k in
S such that xk = (bk)I for each k. Then
bI ≤ sup
k
xk = (sup
k
bk)I ,
whence we can choose c ∈ I such that b ≤ (supk bk) + c. Using that S satisfies
(O4), we obtain
a≪ b ≤ (sup
k
bk) + c = sup
k
(bk + c).
Therefore, there exists n ∈ N such that a ≤ bn + c, and hence aI ≤ (bn)I = xn, as
desired.
To verify (O2) for S/I, let x ∈ S/I. Choose a ∈ S such that x = aI . Since
S satisfies (O2), we can choose a rapidly increasing sequence (ak)k in S such that
a = supk ak. For each k, set xk := (ak)I . It follows that (xk)k is a rapidly increasing
sequence in S/I with x = supk xk. This finishes the proof of (O2) for S/I. Finally,
it is straightforward to verify the axioms (O3) and (O4) for S/I. 
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Proposition 5.1.3. Let S be a Cu-semigroup, and let I be an ideal in S. If
S satisfies (O5) (respectively (O6), weak cancellation), the so does the ideal I and
the quotient S/I.
Proof. It is easy to verify that each of the axioms passes to ideals. To show
that (O5) passes to quotients, let S be a Cu-semigroup and let I be an ideal in S.
Assume that S satisfies (O5). To verify (O5) for S/I, let a′, a, b′, b, c ∈ S/I satisfy
a+ b ≤ c, a′ ≪ a, b′ ≪ b.
Choose s, t, r ∈ S such that
a = sI , b = tI , c = rI , s+ t ≤ r.
Since the quotient map is continuous, we can find s′, t′ ∈ S satisfying
s′ ≪ s, t′ ≪ t, a′ ≤ (s′)I , b
′ ≤ (t′)I .
Since S satisfies (O5), we can choose x ∈ S such that
s′ + x ≤ r ≤ s+ x, t′ ≤ x.
Then xI has the desired properties to verify (O5) for S/I. The proofs that (O6)
and weak cancellation pass to quotients can be obtained with the same technique
and are left to the reader. 
Remark 5.1.4. It is possible to define the notion of ideals and quotients in the
category PreW. We do not pursue this idea.
Problem 5.1.5. Let S be a Cu-semigroup, and let I be an ideal in S. Assume
that I and S/I satisfy (O5) (respectively (O6), weak cancellation). Under what
assumptions does this imply that S itself satisfies the respective axiom?
5.1.6. Let S be a Cu-semigroup. We denote the set of all ideals in S by Lat(S).
Inclusion of ideals defines a partial order on Lat(S). Let (Iλ)λ ⊂ Lat(S) be a family
of ideals. It is easy to check that the intersection
⋂
λ Iλ is again an ideal. Clearly,
this is the largest ideal contained in each Iλ. Therefore, the family (Iλ)λ has an
infimum in Lat(S), given by
∧
λ Iλ =
⋂
λ Iλ.
On the other hand, the family (Iλ)λ has a supremum in Lat(S) given by∨
λ
Iλ =
⋂
{J ∈ Lat(S) : Iλ ⊂ J for all λ} .
This shows that Lat(S) is a complete lattice.
SetM := {a ∈ S : a ≤ y1+ · · ·+yn, for some y1, . . . , yn ∈
⋃
λ Iλ}, that is,M is
the order-hereditary submonoid generated by
⋃
λ Iλ. We claim that the supremum
of the family (Iλ)λ is also given by∨
λ
Iλ =
{
sup
n
an : (an)n rapidly increasing sequence in M
}
.
To see this, let us temporarily denote the right hand side in the equation above by
P . Using that S satisfies (O3) and (O4), it follows easily that P is closed under
addition. To show that P is order-hereditary, let a, b ∈ S satisfy a ≤ b and b ∈ P .
By definition of P , we can choose an increasing sequence (bn)n in M such that
b = supn bn. Since S satisfies (O2), we can choose a rapidly increasing sequence
(ak)k in S such that a = supk ak. For each k, we have
ak ≪ a ≤ b = sup
n
bn,
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whence we can choose n(k) ∈ N with ak ≤ bn(k). Since M is order-hereditary, this
implies ak ∈ M , and hence a ∈ P , as desired. Finally, a standard diagonalization
argument shows that P is closed under suprema of increasing sequences. Thus, P
is an ideal of S that contains Iλ for each λ. Since P is clearly the smallest ideal
with this property, we have P =
∨
λ Iλ.
It follows that an element a ∈ S is contained in
∨
λ Iλ if and only if for every
a′ ∈ S satisfying a′ ≪ a we have that a′ is contained in M .
For finitely many ideals I1, . . . , In, it is easy to check that their supremum can
also be described as
I1 ∨ · · · ∨ In = {a ∈ S : a ≤ y1 + · · · yn with yi ∈ Ii} .
Given a ∈ S, we denote by Idl(a) the ideal generated by a, that is:
Idl(a) = {x ∈ S : x ≤ ∞ · a} .
We claim that Idl(a′) ≪ Idl(a) in Lat(S) for any a′, a ∈ S satisfying a′ ≪ a. To
prove the claim, let (Ik)k∈N be an increasing sequence in Lat(S) with Idl(a) ⊂
∨
k Ik.
Then a′ ≪ a ∈
∨
k Ik and therefore a
′ ∈
⋃
k Ik. Thus, there is n ∈ N such that
a′ ∈ In. But this implies Idl(a′) ⊂ In, which proves the claim.
Let a ∈ S. Since S satisfies (O2), we can choose a rapidly increasing sequence
(an)n in S with a = supn an. It follows that Idl(a) is the supremum of the rapidly
increasing sequence (Idl(an))n in Lat(S).
However, it is no longer true that general ideals in a Cu-semigroup can be
written as a supremum of a rapidly increasing sequence of ideals. We define
Latf(S) := {Idl(a) : a ∈ S} ⊂ Lat(S),
which is the set of singly-generated ideals in S. Note that, for a, b ∈ S, we have
Idl(a) ∨ Idl(b) = Idl(a+ b), so that Latf(S) becomes an abelian semigroup with ∨
as addition.
Given an ideal I in S, the following are equivalent:
(1) We have I ∈ Latf(S), that is, I is generated by a single element.
(2) The ideal I is generated by countably many elements.
(3) The ideal I has a maximal element, denoted by
∨
I, and then
I = Idl
(∨
I
)
=
{
x ∈ S : x ≤
∨
I
}
.
It is clear that (1) implies (2), and that (3) implies (1). To show that (2) implies
(3), assume that I is an ideal that is generated by a countable set of elements, say
{a0, a1, a2, . . .} ⊂ S. Then the element
s :=∞ ·
∞∑
k=0
ak = sup
n
n∑
k=0
nak,
is contained in I. Since ak ≤ s for each k, it is clear that I = Idl(s). Since,
moreover, ∞ · s = s, we also have s =
∨
I.
Proposition 5.1.7. Let S be a Cu-semigroup. Then Latf(S) is a Cu-semigroup
satisfying (O5). If S satisfies (O6), then so does Latf(S). Moreover, the map
S → Latf(S), a 7→ Idl(a), for all a ∈ S,
is a surjective Cu-morphism.
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If S is countably-based, then
Lat(S) = Latf(S).
Proof. We denote the map S → Latf(S) from the statement by Idl. Let
a, b ∈ S. It is easy to see that Idl(a + b) = Idl(a) + Idl(b). Moreover, we have
Idl(a) ⊂ Idl(b) if and only if∞·a ≤ ∞·b. It follows that Latf(S) is an algebraically
ordered submonoid of Lat(S). We also get that the map Idl is a POM-morphism.
To verify (O1) for Latf(S), let (In)n be an increasing sequence of singly-
generated ideals. The supremum
∨
n In in Lat(S) is a countably-generated ideal.
As observed in Paragraph 5.1.6, this implies that
∨
n In ∈ Latf(S). It follows that∨
n In is the supremum of (In)n in Latf(S), which verifies (O1).
In Paragraph 5.1.6, we have already observed that Latf(S) satisfies (O2) and
that the map Idl preserves the way-below relation. Then it is easy to check that
Latf(S) satisfies (O3) and (O4), and that Idl is a surjective Cu-morphism. More-
over, since the order on Latf(S) is algebraic, (O5) holds trivially.
Next, let us assume that S satisfies (O6). In order to show that Latf(S) satisfies
(O6), let I ′, I, J,K ∈ Latf(S) satisfy
I ′ ≪ I ⊂ J +K.
Choose a ∈ S with I = Idl(a). Since I ′ ≪ I, we can find a′ ∈ S such that
a′ ≪ a, I ′ ⊂ Idl(a′), I = Idl(a).
Moreover, since I ⊂ J +K, we can choose b, c ∈ S with
a ≤ b+ c, J = Idl(b), K = Idl(c).
Using that S satisfies (O6), we can find e, f ∈ S such that
a′ ≤ e+ f, e ≤ a, b, f ≤ a, c.
It is now easy to check that the ideals Idl(e) and Idl(f) have the desired properties
to verify (O6) for Latf(S).
Finally, assume S is countably-based. Given an ideal I in S, it is straightfor-
ward to check that I is generated by countably many elements. As observed in
Paragraph 5.1.6, this implies I ∈ Latf(S), as desired. 
Remark 5.1.8. In Proposition 7.2.3, we will show that there is a natural iso-
morphism
Latf(S) ∼= S ⊗Cu {0,∞}.
5.1.9. Let A be a C∗-algebra, and let I be an ideal in A. (By an ideal in a
C∗-algebra, we always mean a closed, two-sided ideal.) The inclusion map ι : I → A
induces a Cu-morphism
Cu(ι) : Cu(I)→ Cu(A).
It is shown in [Ciu08, Proposition 3.1.1] that Cu(ι) is an order-embedding. We may
therefore identify Cu(I) with a subsemigroup of Cu(A). (The assumption that the
C∗-algebra is separable is not needed in the proof of [Ciu08, Proposition 3.1.1].)
In fact, the argument is not difficult and we include it for completeness.
First, we show that Cu(ι) is an order-embedding. We may assume that A and
I are stable. Let x, y ∈ I+ such that x is Cuntz-subequivalent to y in A, and let
ε > 0. Then, using Rørdam’s lemma (see Paragraph 2.2.2), we can find δ > 0 and
r ∈ A such that
(x− ε)+ = r(y − δ)+r
∗.
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Let fδ : R→ [0, 1] be the function that takes value 0 on (−∞, δ/2), that takes value
1 on [δ,∞), and that is linear on [δ/2, δ]. By functional calculus, we obtain
(y − δ)+ = fδ(y)(y − δ)+fδ(y).
This implies
(x− ε)+ = (rfδ(y))(y − δ)+(rfδ(y))
∗.
Since fδ(y) ∈ I and since I is an ideal, we have rfδ(y) ∈ I. Then, using Rørdam’s
lemma in the other direction, it follows that x is Cuntz subequivalent to y in I, as
desired.
Let us also show that Cu(I) is an ideal in Cu(A). First, it is clear that Cu(I) is a
submonoid of Cu(A). To show that it is an order-hereditary subset, let a, b ∈ Cu(A)
satisfy a ≤ b and b ∈ Cu(I). Choose x ∈ A+ and y ∈ I+ with a = [x] and b = [y].
By definition, we can find a sequence (rk)k in A such that x = limk rkyr
∗
k. Since I
is an ideal, we have rkyr
∗
k ∈ I for each k. As I is also closed, we get x ∈ I and so
a ∈ Cu(I), as desired.
Finally, in order to show that Cu(I) is closed under suprema of increasing
sequences, let (ak)k be an increasing sequence in Cu(I) with a := supk ak ∈ Cu(A).
Choose representatives xk ∈ I+ for k ∈ N and x ∈ A+ such that a = [x] and
ak = [xk] for each k. We need to show a ∈ I. Let ε > 0. Then
[(x− ε)+]≪ [x] = a = sup
k
ak,
which implies that there exists n ∈ N such that [(x − ε)+] ≤ ak. We have already
observed that this implies that (x − ε)+ ∈ I. Since this holds for every ε > 0, we
get x ∈ I, and hence a ∈ Cu(I), as desired.
We let Lat(A) denote the collection of ideals of A, equipped with the partial
order given by inclusion of ideals. It is well-known that Lat(A) is a complete lattice.
We let Latf(A) denote the subset of ideals in A that contain a full, positive element.
We remark that every σ-unital ideal of A belongs to Latf(A), but the converse does
not hold. Indeed, in [BGR77, Lemma 2.2] an example of a simple C∗-algebra
without strictly positive element is given.
It is easy to see that Latf(A) is a sublattice of Lat(A).
Proposition 5.1.10. Let A be a C∗-algebra. Then the map
Lat(A)→ Lat(Cu(A)), I 7→ Cu(I), for all I ∈ Lat(A),
is a natural isomorphism of complete lattices.
Moreover, it maps the sublattice Latf(A) of ideals in A that contain a full,
positive element onto the sublattice Latf(Cu(A)) of singly-generated ideals in Cu(A).
Proof. For the case that A is a separable C∗-algebra, a proof of the statement
can be found in [Ciu08, Proposition 3.1.2]. Our proof is based on the ideas given
by Ciuperca, and we include it for completeness. We may assume that A is stable,
so that Cu(A) = A+/∼. Let us denote the map of the statement by ϕ : Lat(A)→
Lat(Cu(A)). Consider the map
c : A→ Cu(A), x 7→ [xx∗], for all x ∈ A,
which assigns to an element x ∈ A the Cuntz class of xx∗. Given an ideal I in A,
we easily see
ϕ(I) = {[x] ∈ Cu(A) : x ∈ I+} = {[xx
∗] ∈ Cu(A) : x ∈ I} = c(I).
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Let us define a map, which will turn out to be the inverse of ϕ, as
ψ : Lat(Cu(A))→ Lat(A), ψ(J) : +c−1(J) = {x ∈ A : [xx∗] ∈ J} ,
for all J ∈ Lat(Cu(A))).
Given an ideal J in Cu(A), let us check that ψ(J) is an ideal of A. To show
that ψ(J) is closed under addition, let x, y ∈ ψ(J). We have
(x+ y)(x+ y)∗ ≤ (x+ y)(x+ y)∗ + (x− y)(x− y)∗ = 2xx∗ + 2yy∗,
and therefore [(x+y)(x+y)∗] ≤ [xx∗]+[yy∗]. Since J is an ideal and [xx∗], [yy∗] ∈ J ,
we get [(x + y)(x + y)∗] ∈ J and so x + y ∈ ψ(J). It is straightforward to check
that ψ(J) is closed under scalar multiplication.
To show that ψ(J) is an ideal, let x ∈ ψ(J) and y ∈ A. We have
(xy)(xy)∗ = x(yy∗)x∗ - xx∗, (yx)(yx)∗ = y(xx∗)y∗ - xx∗,
which again implies xy, yx ∈ ψ(J). It is left to the reader to check that ψ(J) is
also closed.
It is clear that both ϕ and ψ are order-preserving. Next, let us show that
these maps are inverses of each other. Given an ideal J in Cu(A), using that c is a
surjective map, we easily deduce
ϕ ◦ ψ(J) = c(c−1(J)) = J.
Conversely, let I be an ideal of A. Then I is clearly a subset of ψ◦ϕ(I) = c−1(c(I)).
By definition, if x ∈ c−1(c(I)), then xx∗ ∈ c(I), which means that there exists
y ∈ I+ such that xx∗ ∼ y. We have already seen that this implies xx∗ ∈ I and
hence also x ∈ I, as desired.
Finally, let us see that ϕ maps Latf(A) onto Latf(Cu(A)). In one direction, let
I ∈ Latf(A) and choose a full, positive element x ∈ I+. Set a := [x] ∈ Cu(I). In
order to show that ∞ · a is the largest element of Cu(I), let y ∈ I+, and let ε > 0.
Since x is full and y is positive, we can choose K ∈ N and elements r1, . . . , rK ∈ I
such that ∥∥∥∥∥y −
K∑
k=1
rkxr
∗
k
∥∥∥∥∥ < ε.
It follows
[(y − ε)+] ≤ K[x] ≤ ∞ · a.
Since this holds for every ε > 0, we get [y] ≤ ∞ · a, as desired.
Conversely, assume that J is a singly-generated ideal in Cu(A) and set I :=
ψ(J). Then, as observed in Paragraph 5.1.6, there exists a largest element in J ,
which we denote by a. Choose x ∈ I+ such that a = [x]. In order to show that x is
a full element in I, let y ∈ I. Since a is the largest element in J , we get yy∗ - x.
This implies that yy∗ and hence y is contained in the ideal generated by x. Thus,
x is full in I, as desired. 
Recall that a C∗-algebra A is called simple if {0} and A are the only ideals of
A. Analogously, we define for Cu-semigroups:
Definition 5.1.11. A Cu-semigroup S is called simple if {0} and S are the
only ideals of S.
Corollary 5.1.12. A C∗-algebra A is simple if and only if its (completed)
Cuntz semigroup Cu(A) is a simple Cu-semigroup.
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Corollary 5.1.13. Let A be a separable C∗-algebra. Then the ideal lattice
Lat(A) is a Cu-semigroup.
Remarks 5.1.14. Let A be a separable C∗-algebra.
(1) In Corollary 7.2.16, we will show that there are natural isomorphisms be-
tween the following Cu-semigroups:
Cu(O∞ ⊗A) ∼= Lat(A) ∼= Lat(Cu(A)) ∼= {0,∞}⊗Cu Cu(A).
(2) The Cu-semigroup Lat(A) is algebraic (see Section 5.5) if and only if the
C∗-algebra A has the ideal property.
Proposition 5.1.15 (Ciuperca, Robert, Santiago, [CRS10, Proposition 3.3]).
Let I be an ideal in a C∗-algebra A. Then there is a natural isomorphism
Cu(A)/Cu(I) ∼= Cu(A/I).
5.1.16 (Elementary semigroups). We call a simple Cu-semigroup S elementary
if S ∼= {0} or if S contains a minimal, nonzero element. The typical example is the
semigroup of extended natural numbers
N = {0, 1, 2, . . . ,∞} .
For each k ∈ N, we define a semigroup
Ek := {0, 1, 2, . . . , k,∞} ,
with the natural order and with a + b defined as ∞ if usually one would have
a+ b ≥ k + 1. For k = 0 we obtain E0 = {0,∞}. It is easy to check that these are
simple Cu-semigroups satisfying (O5) and (O6), and all elements are compact.
There exist simple, elementary Cu-semigroups satisfying (O5) that are not iso-
morphic to {0}, to N or to Ek for some k; see Example 8.1.2. With the assumption
of (O6), this is not possible as we will show in Proposition 5.1.19.
Remark 5.1.17. The term elementary for a Cu-semigroup was first coined by
Engbers in [Eng14] to refer only to the semigroup N. With this terminology, he
proved that a simple, separable C∗-algebra A is elementary if and only if Cu(A) is
elementary. Our definition of elementary is motivated by Engbers’, and is suitable
for the general study of abstract Cuntz semigroups. J. Bosa proved (private com-
munication) that Ek does not come as the Cuntz semigroup of a C
∗-algebra except
for k = 0. It follows from this fact and from Proposition 5.1.19 below that, if A is
a nonzero, simple and separable C∗-algebra, then Cu(A) is elementary if and only
if A is elementary or A is purely infinite.
Lemma 5.1.18. Let S be a simple Cu-semigroup satisfying (O6). Given nonzero
elements a1, . . . , an ∈ S, there exists a nonzero element x ∈ S such that x≪ ak for
all k.
Proof. It is enough to prove the case n = 2 (and then use induction). To
verify this case, let a and b be nonzero elements in S. We need to find a nonzero
element x ∈ S such that x≪ a and x≪ b.
Choose nonzero elements a′ and a′′ in S satisfying a′′ ≪ a′ ≪ a. By simplicity
of S, we can find k ∈ N such that a′ ≤ kb. Considering the situation
a′′ ≪ a′ ≤ kb = b+ b+ . . .+ b,
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we may apply (O6) in S to obtain elements c1, . . . , ck ∈ S with
a′′ ≤ c1 + · · ·+ ck, ci ≤ a
′, b, i = 1, 2, . . . , k.
Since a′′ is nonzero, there has to be an index i0 with ci0 6= 0. Choose a nonzero
element x ∈ S with x≪ ci0 . Then x has the desired properties. 
The following result was observed independently by Engbers, [Eng14]. He also
noted that one must exclude elementary semigroups to obtain results like Glimm
Halving, [Rob13a, Proposition 5.2.1]; see Proposition 5.4.1.
Proposition 5.1.19. Let S be a simple Cu-semigroup satisfying (O5) and
(O6). Then S is elementary if and only if S is isomorphic to {0}, to N, or to
Ek for some k ∈ N.
Proof. The ‘if’ part of the statement is clear. To show the converse implica-
tion, assume that S is an elementary Cu-semigroup with S 6= {0}. Then there exists
a minimal, nonzero element a in S. By Lemma 5.1.18, the element a is compact.
We claim that a is the least nonzero element. Indeed, let b ∈ S be an arbitrary
nonzero element. By Lemma 5.1.18, there exists a nonzero element b′ with b′ ≤ a, b.
Since a is minimal, we have b′ = a and therefore a ≤ b.
Now, let b be an arbitrary nonzero element in S. Then a ≤ b and since a is
compact and S satisfies (O5), we can choose x ∈ S such that a + x = b. If x = 0,
we have b = a. Otherwise, since a is the least nonzero element, we obtain a ≤ x
and so there is y ∈ S with a + y = x and consequently 2a+ y = b. Continuing in
this way, we find that either b = na for some n ∈ N or otherwise na ≤ b for all
n ∈ N. The latter implies b =∞, whence
S = {∞} ∪ {na : n ∈ N}.
Now, if na 6= ma for any n,m ∈ N with n 6= m, then we have S ∼= N. Otherwise,
there is k ∈ N with ka = (k + 1)a. For the smallest such k, we have S ∼= Ek. 
5.2. Functionals
In this section, we study functionals on Cu-semigroups and their connection to
the order structure. First, we show that the existence of nontrivial functionals char-
acterizes stable finiteness of simple Cu-semigroups; see Proposition 5.2.10. Then,
we study the relation of ‘stable domination’ of elements in a positively ordered
monoid; see Definition 5.2.12.
We recall that comparison by extended states is closely related to stable dom-
ination of elements; see Proposition 5.2.13. In the context of Cu-semigroups, we
introduce the ‘regularization’ of a relation; see Definition 5.2.14. The main result
of this section is Theorem 5.2.18, where we show that comparison by functionals
on a Cu-semigroup is closely related to the regularization of the stable domination
relation.
5.2.1. Let S be a positively ordered monoid. A state on S is a map f : S →
[0,∞) that preserves addition, order and the zero-element. If the value∞ is allowed,
then we call f an extended state. Thus, an (extended) state is a POM-morphism
from S to [0,∞) (respectively from S to [0,∞]).
Assume now that S is a Cu-semigroup. A functional on S is a map λ : S →
[0,∞] that preserves addition, order, the zero-element, and suprema of increasing
46 5. STRUCTURE OF Cu-SEMIGROUPS
sequences. Hence, a functional is a generalized Cu-morphism from S to [0,∞].
The set of functionals on S is denoted by F (S). When equipped with a suitable
topology, F (S) becomes a compact Hausdorff space; see [ERS11, Theorem 4.8],
see also [Rob13a]. If S is countably-based, then F (S) is second-countable, hence
a compact, metrizable space.
We equip F (S) with pointwise addition and order, which provides it with the
structure of a positively ordered monoid. If S satisfies (O5) (or just the original
form of the axiom, (O5’); see Remarks 4.2), then F (S) is algebraically ordered; see
[Rob13a, Proposition 2.2.3].
It is clear that by multiplying a functional λ ∈ F (S) with a positive scalar
θ ∈ (0,∞), one obtains a functional θ · λ. It was shown in the comments before
Theorem 4.8 in [ERS11] that this can be extended to a scalar multiplication
[0,∞]× F (S)→ F (S),
by defining:
(0 · λ)(a) := 0 if λ(a′) <∞ for all a′ ≪ a, (0 · λ)(a) :=∞ otherwise,
(∞ · λ)(a) := 0 if λ(a) = 0, (∞ · λ)(a) :=∞ otherwise,
for a ∈ S. As shown in [ERS11], the restricted scalar multiplication [0,∞) ×
F (S) → F (S) is jointly continuous. However, differently than stated in [ERS11],
the multiplication with ∞ is not continuous as a map F (S) → F (S). Consider
for instance S = [0,∞], the Cuntz semigroup of the Jacelon-Razak algebra; see
Remark 7.5.1. As a positively ordered monoid, F (S) is isomorphic to [0,∞]. Given
t ∈ [0,∞] we denote the corresponding functional in F (S) by λt. The sequence
(λ1/n)n∈N converges to λ0 in the topology of F (S). However, we have∞·λ1/n = λ∞
for each n, while ∞ · λ0 = λ0.
Given an element a ∈ S, we say that a functional λ is normalized at a provided
λ(a) = 1, and we denote the set of these functionals by Fa(S). If S is simple and
a ∈ S is a compact element, then Fa(S) is a closed, convex subset of F (S).
We denote by Lsc(F (S)) the set of functions f : F (S)→ [0,∞] that are lower-
semicontinuous POM-morphisms. Given f ∈ Lsc(F (S)) and θ ∈ (0,∞), the point-
wise product θf belongs to Lsc(F (S)), and we have θf(λ) = f(θ · λ) for every
λ ∈ F (S). Indeed, one may first show this for rational θ and then use lower semi-
continuity of f to extend to all θ ∈ (0,∞).
If F (S) is algebraically ordered (for example if S satisfies (O5)), then a function
f : F (S)→ [0,∞] is automatically order-preserving as soon as it is additive.
We define a binary relation ⊳ on Lsc(F (S)) as follows: Given f, g ∈ Lsc(F (S)),
we set f ⊳ g if and only if f ≤ (1 − ε)g for some ε > 0, and if moreover f is
continuous at each λ ∈ F (S) where g(λ) <∞; see the paragraph after Remark 3.1.5
in [Rob13a]. We let L(F (S)) be the subset of Lsc(F (S)) consisting of all f ∈
Lsc(F (S)) for which there exists a sequence (fn)n in Lsc(F (S)) satisfying f =
supn fn (the pointwise supremum) and fn ⊳ fn+1 for each n.
Any element a ∈ S induces a function
aˆ : F (S)→ [0,∞], aˆ = (λ 7→ λ(a)), for all λ ∈ F (S).
The assignment a 7→ aˆ defines a map S → L(F (S)) that preserves addition, order
and suprema of increasing sequences. (That aˆ is an element of L(F (S)) follows
from [Rob13a, Proposition 3.1.6].)
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If S is a Cu-semigroup satisfying (O5), then it is shown in [Rob13a] that
L(F (S)) is also a Cu-semigroup satisfying (O5).
5.2.2 (Stable finiteness). Let S be a Cu-semigroup. An element a ∈ S is finite
if for every b ∈ S, we have that a + b = a implies b = 0. Equivalently, we have
a < a+ b for every nonzero b ∈ S. We call an element infinite if it is not finite. An
infinite element a ∈ S is properly infinite if 2a = a. We say that S is stably finite if
an element a ∈ S is finite whenever there exists a˜ ∈ S with a≪ a˜. If S contains a
largest element, denoted by ∞, then the latter condition is equivalent to a≪∞.
In general, a Cu-semigroup does not contain a largest element. There are,
however, two important cases when a largest element always exists. First, consider
a simple Cu-semigroup S. We may assume S 6= {0}. Choose a ∈ S nonzero and
consider the increasing sequence (ka)k∈N. By axiom (O1), the supremum of this
sequence exists and it is easy to check that it is the largest element of S:
∞ = sup
k∈N
ka.
In the other case, assume that S is a countably-based Cu-semigroup. Choose
a countable set {a0, a1, a2, . . .} in S that is a basis in the sense of Paragraph 2.1.1.
For each n ∈ N, consider the n-th partial sum
∑n
k=0 ak. It is straightforward to
check that the supremum of this increasing sequence of partial sums is the largest
element of S:
∞ = sup
n
n∑
k=0
ak.
Thus, if S is a Cu-semigroup that is simple or countably-based, then S is stably
finite if and only if an element a ∈ S is finite whenever a≪∞.
The following result is the generalization of [Goo86, Lemma 4.1, p.61] from
the setting of partially ordered abelian groups to the setting of positively ordered
monoids. It is shown in [BR92] that extensions of states on positively ordered
monoids exist. However, since we need to control the extended state, we have to
prove a refined version of [BR92, Corollary 2.7]. We thank the referee for suggesting
this approach to fix and generalize our original Theorem 5.2.6 from the setting of
simple Cu-semigroups to general Cu-semigroups.
Lemma 5.2.3. Let M be a positively ordered monoid, let N be a submonoid of
M , let f : N → [0,∞) be a state on N , and let x ∈M . Set
p := sup
{
f(y1)−f(y2)
m : y1, y2 ∈ N,m ∈ N+, y1 ≤ y2 +mx
}
,
p′ := sup
{
f(y1)−f(y2)
m : y1, y2 ∈ N,m ∈ N+, m¯ ∈ N, y1 + m¯x ≤ y2 + (m+ m¯)x
}
,
r := inf
{
f(z2)−f(z1)
n : z1, z2 ∈ N,n ∈ N+, z1 + nx ≤ z2
}
,
r′ := inf
{
f(z2)−f(z1)
n : z1, z2 ∈ N,n ∈ N+, n¯ ∈ N, z1 + (n+ n¯)x ≤ z2 + n¯x
}
.
Then:
(1) We have 0 ≤ p = p′ ≤ r ≤ ∞ and −∞ ≤ r′ ≤ r ≤ ∞.
(2) If x ≤ ly for some y ∈ N and l ∈ N, then p <∞ and r′ = r.
(3) If f˜ : N + Nx→ [0,∞) is a state extending f , then p′ ≤ f˜(x) ≤ r′.
(4) For every real number q satisfying p′ ≤ q ≤ r′ there exists a (unique) state
f˜ : N + Nx→ [0,∞) that extends f and such that f˜(x) = q.
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Proof. (1): It is straightforward to check 0 ≤ p ≤ p′ and −∞ ≤ r′ ≤ r ≤ ∞.
To verify p ≥ p′, let y1, y2 ∈ N,m ∈ N+ and m¯ ∈ N satisfy y1+m¯x ≤ y2+(m+m¯)x.
It is enough to show p ≥ f(y1)−f(y2)m . We have
2y1 + m¯x ≤ y1 + y2 +mx+ m¯x = (y2 +mx) + (y1 + m¯x) ≤ 2y2 + 2mx+ m¯x.
Proceeding by induction (as in the proof of [Rør92, Proposition 3.2] or [AGOP98,
Lemma 2.1]), we obtain
ky1 + m¯x ≤ ky2 + kmx+ m¯x,
for all k ∈ N+. Then ky1 ≤ ky2 + (km+ m¯)x, which implies
p ≥ f(ky1)−f(ky2)km+m¯ =
f(y1)−f(y2)
m+m¯/k .
Since this holds for all k ∈ N+, we obtain p ≥
f(y1)−f(y2)
m , as desired.
Next, let us show p ≤ r. This clearly holds if r = ∞. In the other case, let
y1, y2, z1, z2 ∈ N and m,n ∈ N+ satisfy
y1 ≤ y2 +mx, z1 + nx ≤ z2.
Multiplying the first inequality by n and addingmz1 on both sides, and multiplying
the second inequality by m and adding ny2 on both sides, we obtain
ny1 +mz1 ≤ ny2 +mz1 + nmx ≤ mz2 + ny2,
and hence
f(y1)−f(y2)
m ≤
f(z2)−f(z1)
n .
Passing to the supremum and infimum, we obtain p ≤ r, as desired.
(2): Let y ∈ N and l ∈ N such that x ≤ ly. (This means x ∝ y; see
Definition 5.2.12.) It is straightforward to show p ≤ lf(y) < ∞. To prove r′ ≥ r,
let z1, z2 ∈ N,n ∈ N+ and n¯ ∈ N such that z1 + (n + n¯)x ≤ z2 + n¯x. It is enough
to show f(z2)−f(z1)n ≥ r. As in the proof of (1), we deduce by induction
kz1 + knx+ n¯x ≤ kz2 + n¯x,
for all k ∈ N+. Using x ≤ ly at the last step, we deduce
kz1 + knx ≤ kz1 + knx+ n¯x ≤ kz2 + n¯x ≤ kz2 + n¯ly,
and therefore
f(z2)−f(z1)
n +
f(n¯ly)
kn =
f(kz2+n¯ly)−f(kz1)
kn ≥ r.
Since this holds for every k ∈ N+, we obtain
f(z2)−f(z1)
n ≥ r, as desired.
(3): This is straightforward to show.
Before proceeding to prove (4), we first verify a helpful statement.
Claim 1. Let y1, y2 ∈ N and k ∈ N satisfy y1 + kx ≤ y2 + kx. If p <∞, then
f(y1) ≤ f(y2).
To verify the claim, let n ∈ N. Then
ny1 + nkx ≤ ny2 + nkx ≤ ny2 + (nk + 1)x.
Using the definition of p′ at the second step and that p = p′, we compute
n (f(y1)− f(y2)) =
f(ny1)−f(ny2)
(nk+1)−(nk) ≤ p.
Since this holds for all n ∈ N, and since p <∞, we deduce f(y1)− f(y2) ≤ 0.
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(4): Let q ∈ R satisfy p′ ≤ q ≤ r′. It is clear that there is at most one state f˜
on N +Nx that extends f and that satisfies f˜(x) = q. To show existence, we verify
that the assignment
f˜ : N + Nx→ [0,∞), f˜(y + kx) = f(y) + kq (y ∈ N, k ∈ N),
defines a state on N + Nx. Let y, z ∈ N and m¯, n¯ ∈ N+ satisfy y + m¯x ≤ z + n¯x.
By distinguishing three cases, we show f˜(y + m¯x) ≤ f˜(z + n¯x).
Case 1: Assume m¯ < n¯. Set m := n¯− m¯ so that
y + m¯x ≤ z + (m+ m¯)x.
It follows from the definition of p′ that f(y)− f(z) ≤ mp′. Using this at the second
step, and using p′ ≤ q at the third step, we deduce
f˜(y + m¯x) = f(y) + m¯q ≤ f(z) +mp′ + m¯q ≤ f(z) +mq + m¯q = f˜(z + n¯x).
Case 2: Assume m¯ = n¯. Using Claim 1 at the second step, we deduce
f˜(y + m¯x) = f(y) + m¯q ≤ f(z) + m¯q = f˜(z + n¯x).
Case 3: Assume m¯ > n¯. Set n := m¯− n¯ so that
y + (n+ n¯)x ≤ z + n¯x.
This time, it follows from the definition of r′ that nr′ ≤ f(z)− f(y). Using this at
the third step, and using q ≤ r′ at the second step, we deduce
f˜(y + m¯x) = f(y) + nq + n¯q ≤ f(y) + nr′ + n¯q ≤ f(z) + n¯q = f˜(z + n¯x).
This shows that f˜ is well-defined and order-preserving. It follows easily that f˜ is a
state on M such that f˜(x) = q. 
Remarks 5.2.4. (1) As in Lemma 5.2.3, letM be a positively ordered monoid,
let N be a submonoid of M , let f : N → [0,∞) be a state on N , and let x ∈ M .
Assume x ≤ ly for some y ∈ N and l ∈ N. (This means x ∝ y; see Definition 5.2.12.)
Then f can be extended to a state f˜ on N + Nx. Moreover, the maximal value of
f˜(x) for such an extension is r, as defined in Lemma 5.2.3. Thus, we can find an
extension with f˜(x) > 0 if and only if r > 0.
(2) Consider the semigroup M = N = {0, 1, 2, . . . ,∞}, and the submonoid
N = 〈1〉 = N, and x =∞. Then the canonical state on N cannot be extended to a
state on M . Indeed, we have p = p′ = r =∞ and r′ = −∞.
Lemma 5.2.5. Let M be a positively ordered monoid, and let a, x ∈ M . Set
N := 〈a〉, the submonoid of M generated by a. For each m,n ∈ N, assume that
ma ≤ na if and only if m ≤ n. Consider the state f on N given by f(na) = n for
each n ∈ N. Set
r˜ := inf
{
k
n : k, n ∈ N+, nx ≤ ka
}
.
Then r = r˜, for r defined as in Lemma 5.2.3 (with respect to M , N , f and x).
Given L ∈ N+ such that r < 1L , there exists k ∈ N+ with kLx ≤ ka. Conversely,
if there exist L ∈ N+ and k ∈ N+ satisfying kLx ≤ ka, then r ≤ 1L . Thus, we have
0 < r if and only if there exists L ∈ N+ such that kLx  ka for all k ∈ N+.
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Proof. It is straightforward to check r ≤ r˜. To verify r ≥ r˜, let z1, z2 ∈ N
and m ∈ N+ such that z1 +mx ≤ z2. We need to show
f(z2)−f(z1)
m ≥ r˜.
Choose k1 and k2 such that z1 = k1a and z2 = k2a. It follows from the
assumptions on a that k1 ≤ k2. Set k := k2 − k1. Then
k1a+mx ≤ k1a+ ka.
By induction, as in the proof of (1) in Lemma 5.2.3 above, we deduce
k1a+ lmx ≤ k1a+ lka,
for all l ∈ N+. This implies lmx ≤ (k1 + lk)a, and therefore
k1
lm +
k
m =
k1+lk
lm ≥ r˜.
Since this holds for all l ∈ N+, we have
f(z2)−f(z1)
m =
k
m ≥ r˜, as desired.
Next, let L ∈ N+ such that r˜ < 1L . By definition of r˜, there exist k, n ∈ N+ such
that kn <
1
L (and hence kL ≤ n) and such that nx ≤ ka. Then kLx ≤ nx ≤ ka, as
desired. Finally, if kLx ≤ ka for some k, L ∈ N+, then clearly r = r˜ ≤ 1L . 
Theorem 5.2.6. Let S be a Cu-semigroup, and let a ∈ S. Then the following
are equivalent:
(1) For every m,n ∈ N, we have ma ≤ na if and only m ≤ n. Furthermore, there
exist l, L ∈ N and x ∈ S such that x ≪ la and such that kLx  ka for all
k ∈ N+.
(2) There exist l ∈ N and x ∈ S such that x ≪ la. Furthermore, there exists a
state f on the submonoid generated by a and x such that f(x) > 0.
(3) There exists a functional λ ∈ F (S) such that λ(a) = 1.
Proof. All three conditions imply a 6= 0. Let us show that (1) implies (2).
Let M = 〈a, x〉, and let N = 〈a〉. Let f0 be the state on N given by f0(na) = n
for each n ∈ N. By Lemma 5.2.5, we have r > 0, for r defined as in Lemma 5.2.3
(with respect to M , N , f0 and x). Then, by Lemma 5.2.3, there exists a state f
on M that extends f0 and such that f(x) = r. This verifies (2).
Next, let us show that (2) implies (3). Let M = 〈a, x〉. Consider the following
subsets of S:
T0 = {b ∈ S : b ≤ ka, for some k ∈ N} ,
T = {b ∈ S : b ≤ ∞ · a} .
Then T0 is a submonoid of S with order-unit a, and M is a submonoid of T0
containing the order-unit. By [BR92, Corollary 2.7], we can extend the state f on
M to a state f˜ on T0. For b
′, b ∈ T satisfying b′ ≪ b, we have b′ ∈ T0. We can
therefore define
λ0 : T → [0,∞], λ0(b) := sup
{
f˜(b′) : b′ ≪ b
}
, for all b ∈ T.
It is straightforward to check that λ0 is a functional on T . We may extend λ0 to a
functional λ1 on S by setting
λ1(s) :=
{
λ0(s), if s ∈ T,
∞, if s /∈ T.
for all s ∈ S. It follows
λ1(la) = λ0(la) ≥ f˜(x) = f(x) > 0.
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Thus, λ1(a) 6= 0. Moreover, we have λ1(a) = λ0(a) ≤ f˜(a) = f(a) <∞. Then the
functional λ = 1λ1(a) · λ1 has the desired properties.
Finally, let us show that (3) implies (1). From the existence of a functional
λ ∈ F (S) with λ(a) = 1 it is clear that ma ≤ na if and only if m ≤ n. Furthermore,
since a is the supremum of an increasing sequence of elements that are compactly
contained in a, and since λ preserves suprema of increasing sequences, there exists
x ∈ S such that x ≪ a and λ(x) 6= 0. Choose L such that L > 1λ(x) . Then
kLx  kx, for all k ∈ N+, as desired. 
Corollary 5.2.7. Let S be a simple Cu-semigroup, and let a ∈ S such that
a≪∞. Then the following are equivalent:
(1) The element a is nonzero, and for every n ∈ N the element na is finite.
(2) For every m,n ∈ N, we have ma ≤ na if and only if m ≤ n.
(3) There exists a functional λ ∈ F (S) such that λ(a) = 1.
Proof. One easily checks that (1) implies (2). Let us show that (3) implies
(1). Assume that there exists a functional λ with λ(a) = 1. This clearly implies
that a is nonzero. Let k ∈ N. In order to show that ka is finite, let b ∈ S be an
element such that ka+b = ka. This implies that λ(b) = 0. Note that every nonzero
functional µ on a simple Cu-semigroup is faithful in the sense that µ(x) 6= 0 for
every nonzero element x. Thus, it follows from λ(b) = 0 that we have b = 0, as
desired.
Finally, let us show that (2) implies (3). We verify (1) of Theorem 5.2.6. We
have a 6= 0. Choose x ∈ S with x ≪ a and x 6= 0. Since S is simple and x 6= 0,
there exists N ∈ N such that a ≤ Nx. Put L = 2N . It follows that for every
k ∈ N+, 2ka ≤ 2kNx = kLx and hence kLx  ka, as desired. 
Lemma 5.2.8. Let S be a simple Cu-semigroup, and let a ∈ S. Then the
following are equivalent:
(1) The element a is infinite.
(2) The element a is properly infinite.
(3) We have a =∞.
Proof. Observe that in a general nonzero Cu-semigroup the largest element
is properly infinite (if it exists), and that every properly infinite element is infinite.
Finally, to show that (1) implies (3), let us assume that S is a simple Cu-semigroup,
and let a ∈ S be infinite. By definition, we can choose b ∈ S nonzero with a = a+b.
Then a = a+ 2b, and inductively a = a+ kb for every k ∈ N. Therefore,
∞ = sup
k
kb ≤ sup
k
(a+ kb) = sup
k
a = a ≤ ∞,
which shows a =∞, as desired. 
Remark 5.2.9. Let S be a simple Cu-semigroup, and let a ∈ S. Then a
multiple of a can be infinite even if a itself is finite. This happens for instance in
the elementary semigroups Ek from Paragraph 5.1.16.
For the next result, we call a functional nontrivial if it does not only take the
values 0 and ∞.
Proposition 5.2.10. Let S be a simple Cu-semigroup with S 6= {0}. Then the
following are equivalent:
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(1) The semigroup S is stably finite.
(2) Every compact element in S is finite.
(3) The largest element ∞ is not compact.
(4) There exists a nontrivial functional λ ∈ F (S).
(5) There exists a nonzero element a≪∞ such that na is finite for all n ∈ N.
Proof. In general, every compact element in a stably finite Cu-semigroup is
finite. Moreover, the largest element ∞ is never finite. It follows that (1) implies
(2), and that (2) implies (3).
Let us show that (1) implies (4). Choose a nonzero element a ∈ S satisfying
a≪∞. Then na≪∞ for all n ∈ N. Since S is stably finite, we obtain that na is
finite for every n ∈ N. By Corollary 5.2.7, there exists a functional λ ∈ F (S) with
λ(a) = 1. This functional is nontrivial, as desired.
Let us show that (4) implies (3). Choose a nontrivial functional λ ∈ F (S). By
rescaling if necessary, we may assume that there exists a ∈ S with λ(a) = 1. In
order to show (3), assume that ∞ is compact. Then, since ∞ = supk(ka), there
exists n ∈ N with ∞ ≤ na, and hence ∞ = na. This implies
n = λ(na) = λ(∞) = λ(2∞) = λ(2na) = 2n,
which clearly is a contradiction. Hence, ∞ is not compact, which shows (3).
Finally, let us show that (3) implies (1). To verify the contraposition, assume
that S is not stably finite. Then there exists a nonzero, infinite element a ∈ S
satisfying a ≪ ∞. By Lemma 5.2.8, every infinite element in S is equal to the
largest element ∞. It follows ∞ = a≪∞, and so ∞ is compact. The equivalence
between (4) and (5) follows from Corollary 5.2.7. 
Remark 5.2.11. The equivalence of (1) and (4) in Proposition 5.2.10 is well-
known, especially for Cuntz semigroups of (simple) C∗-algebras. It is used to show
that every unital, simple, stably finite C∗-algebra has a 2-quasitrace. In fact, the
correspondence between 2-quasitraces on a C∗-algebra and functionals on its Cuntz
semigroup was one of the original motivations for Cuntz to introduce the semigroups
named after him; see [Cun78], [BH82].
In the next part of this section, we will study the connection between the order
structure of a positively ordered monoid and the set of its functionals. We first recall
a notion that has appeared many times in the literature. The notation chosen here
follows Definition 2.2 in [OPR12].
Definition 5.2.12. Let M be a positively ordered monoid, and let a, b ∈ M .
We will write a ∝ b if there exists k ∈ N such that a ≤ kb.
We say that a is stably dominated by b, denoted by a <s b, if there exists k ∈ N
such that (k + 1)a ≤ kb.
The following result provides useful characterizations of the relation<s. Several
versions of this results have appeared in the literature (see for example [OPR12,
Proposition 2.1]), and most are based on [GH76, Lemma 4.1].
Proposition 5.2.13. Let M be a positively ordered monoid, and let a, b ∈M .
Then the following are equivalent:
(1) We have a <s b, that is, there exists k ∈ N such that (k + 1)a ≤ kb.
(2) There exists k0 ∈ N such that (k + 1)a ≤ kb for all k ≥ k0.
(3) Given n ∈ N+, there exists k ∈ N such that (k + n)a ≤ kb.
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(4) Given n ∈ N+, there exists k0 ∈ N such that (k + n)a ≤ kb for all k ≥ k0.
(5) We have a ∝ b, and f(a) < f(b) for every extended state on S that is nor-
malized at b.
If b is an order-unit for M , then the above statements are also equivalent to:
(6) We have f(a) < f(b) for every state on S that is normalized at b.
Proof. It is clear that (4) implies (3) and (2), and that (3) implies (1), and
that (2) implies (1). It is also easy to see that (1) implies (3). Indeed, if (k+1)a ≤ kb
for some k ∈ N, then (kn+ n)a ≤ knb, as desired.
In order to show that (3) implies (4), let n ∈ N+ be given. By assumption, we
can find d ∈ N such that (d+ n)a ≤ db. Set k0 := d(d+1), which we claim has the
desired properties. To verify this, let k ∈ N satisfy k ≥ k0. Then there are x, y ∈ N
with k = (d+ 1)x+ y and x ≥ d and y ≤ d. Then
(k + n)a = [(d+ 1)x]a+ (y + n)a ≤ [(d+ n)x]a+ (d+ n)a ≤ (dx)b + db ≤ kb,
as desired.
Finally, the equivalence between (1) and (5) is shown in [OPR12, Proposi-
tion 2.1]. If b is an order-unit, it is easy to verify that (5) and (6) are equivalent. 
Definition 5.2.14. Let S be a Cu-semigroup, and let R ⊂ S × S be a binary
relation. The regularization of R, denoted by R∗, is the binary relation defined as
follows: For any a, b ∈ S, we set aR∗b if and only if a′Rb for every a′ ∈ S satisfying
a′ ≪ a. A relation R is regular if it is equal to its own regularization.
Example 5.2.15. Let S be a Cu-semigroup.
(1) The usual order relation ≤ on S is regular. Indeed, given a, b ∈ S, it is clear
that a ≤ b implies a ≤∗ b. The converse follows from axiom (O2) for S.
(2) The way-below relation≪ on S is not regular. In fact, it is straightforward
to check that the regularization of ≪ is nothing but the order relation ≤.
(3) The stable domination relation <s from Definition 5.2.12 is not regular.
However, we will show in Theorem 5.2.18 that the regularization of <s is closely
related to comparison by functionals. In Section 5.3, we will study elements a ∈ S
satisfying a <∗s a. (We call such elements ‘soft’.)
(4) The relation∝ is not regular. However, its regularization determines exactly
which ideal an element of S generates. More precisely, given a, b ∈ S, we have a ∝∗ b
if and only if a ≤ ∞ · b, and if and only if Idl(a) ⊂ Idl(b); see Paragraph 5.1.6.
Definition 5.2.16 (Rørdam, [Rør92, Section 3]). A positively ordered monoid
M is almost unperforated if for every a, b ∈M , we have that a <s b implies a ≤ b.
The following result is straightforward to verify.
Lemma 5.2.17. Let S be a Cu-semigroup. Then S is almost unperforated if
and only if for every a, b ∈ S, we have that a <∗s b implies a ≤ b.
Theorem 5.2.18. Let S be a Cu-semigroup, and let a, b ∈ S. Consider the
following statements:
(1) We have a <s b, that is, there exists k ∈ N such that (k + 1)a ≤ kb.
(2) We have aˆ <s bˆ, that is, there exists k ∈ N such that (k + 1)aˆ ≤ kbˆ.
(3) We have a ∝∗ b, and λ(a) < λ(b) for every λ ∈ F (S) satisfying λ(b) = 1.
(4) We have a <∗s b, that is, we have a
′ <s b for every a
′ ∈ S satisfying a′ ≪ a.
(5) We have aˆ ≤ bˆ.
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Then the following implications hold: ’(1) ⇒ (2) ⇒ (3) ⇒ (4) ⇒ (5)’.
If a is compact, then (4) implies (1). If the element a satisfies a <∗s a (such
elements will be called ‘soft’; see Definition 5.3.1), then (5) implies (4). If S is
almost unperforated, then (4) implies a ≤ b. The different implications are shown
in the following diagram:
a <s b +3 aˆ <s bˆ +3 (3) +3 a <∗s b +3
a compact
ss ❲
❳❩
❬❭❫❴❵❜❝❞❢❣
S is almost
unperforated
✤
✤
✤
aˆ ≤ bˆ
a soft
tt ❯❩❴❞✐
a ≤ b
4<rrrrrrrrrr
rrrrrrrrrr
Proof. It is clear that (1) implies (2), and it is straightforward to check that
(4) implies (5). To see that (2) implies (3), assume aˆ <s bˆ. This clearly implies
λ(a) < 1 for every λ ∈ Fb(S). Thus, it remains to show a ∝∗ b. Let I be the ideal
generated by b, that is, I = {x ∈ S : x ≤ ∞ · b}. Consider the following map
λI : S → [0,∞], λI(x) :=
{
0, if x ∈ I
∞, if x /∈ I
, for all x ∈ S.
It is easy to check that λI is a functional. Since λI(b) = 0 and aˆ <s bˆ, it follows
λI(a) = 0 and therefore a ≤ ∞ · b, as desired.
Let us show that (3) implies (4). Assume a and b satisfy the statement of (3),
and let us show a <∗s b. Let a
′ ∈ S satisfy a′ ≪ a. We want to verify (5) of
Proposition 5.2.13 to show a′ <s b. The argument is similar to the one in the proof
of [ERS11, Proposition 6.2] and [Rob13a, Proposition 2.2.6]. Since a′ ≪ a ∝∗ b,
we have a′ ∝ b.
Now, let f : S → [0,∞] be an extended state with f(b) = 1. We want to show
f(a′) < f(b). Consider the map
f˜ : S → [0,∞], f˜(x) = sup {f(x′) : x′ ≪ x} , for all x ∈ S.
It is easy to see that f˜ is a functional on S. In the literature, the map f˜ is sometimes
called the regularization of f . Since f(b′) ≤ f(b) for every b′ ≪ b, it follows from
the definition of f˜ that f˜(b) ≤ f(b). We distinguish two cases:
In the first case, assume f˜(b) = 0. Since a is in the ideal generated by b, it
follows f˜(a) = 0. Using the definition of f˜ at the first step, we deduce
f(a′) ≤ f˜(a) = 0 < 1 = f(b).
In the second case, assume f˜(b) > 0. Using the definition of f˜ at the first and
last step, and the assumption (3) in the middle step, we obtain
f(a′) ≤ f˜(a) < f˜(b) ≤ f(b).
Thus, in either case, we have f(a′) < f(b). Applying Proposition 5.2.13, we obtain
a′ <s b, as desired.
Finally, if a is compact, it is clear that (4) implies (1). Moreover, as observed
in Lemma 5.2.17, if S is almost unperforated then a <∗s b implies a ≤ b. It remains
to show that aˆ ≤ bˆ implies a <∗s b if a satisfies a <
∗
s a. Let x ∈ S satisfy x ≪ a.
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Choose y such that x≪ y ≪ a. By assumption, this implies y <s a. It follows
yˆ <s aˆ ≤ bˆ.
Using that (2) implies (4), we get y <∗s b. Since x≪ y, we obtain x <s b. 
The next result describes which information about the order structure of a
Cu-semigroup is recorded by its functionals. It has appeared in [Rob13a, Proposi-
tion 2.2.6], under the additional assumption that the Cu-semigroup satisfies (O5).
However, an inspection of the proof of [Rob13a, Proposition 2.2.6] shows that (O5)
is not needed.
Proposition 5.2.19. Let S be a Cu-semigroup, and let a, b ∈ S. Then the
following are equivalent:
(1) We have aˆ ≤ bˆ.
(2) For each n ∈ N, we have na <∗s (n+ 1)b.
(3) For every a′ ∈ S satisfying a′ ≪ a and every ε > 0, there exist k, n ∈ N such
that (1− ε) < kn and ka
′ ≤ nb.
If S is almost unperforated, then these conditions are also equivalent to:
(4) For each n ∈ N, we have na ≤ (n+ 1)b.
Proof. Let a, b ∈ S. First, in order to show that (1) implies (2), assume
aˆ ≤ bˆ. This clearly implies naˆ <s (n + 1)bˆ for each n ∈ N. Then (2) follows from
Theorem 5.2.18.
It is straightforward to check that (2) implies (3), and that (3) implies (1).
Finally, (4) implies (1) in general. Conversely, it is clear that (2) implies (4) if S is
almost unperforated. 
The equivalence of statements (1) and (2) in the next result follows immediately
from Proposition 5.2.13 and was first obtained by Rørdam, [Rør04, Proposition 3.2]
(see also [Rør92, Proposition 3.1]). The equivalence with condition (3) follows
easily from Theorem 5.2.18 and was first shown in [ERS11, Proposition 6.2].
Proposition 5.2.20. Let S be a positively ordered monoid. Then the following
are equivalent:
(1) The semigroup S is almost unperforated.
(2) For all a, b ∈ S we have that a ≤ b whenever a ∝ b and f(a) < f(b) for every
extended state f on S that is normalized at b.
If, moreover, S is a Cu-semigroup, then these conditions are also equivalent to:
(3) For all a, b ∈ S we have that a ≤ b whenever a ∝∗ b and λ(a) < λ(b) for
every functional λ on S that is normalized at b.
For the next result, recall that a 2-quasitrace on a C∗-algebra A is a map
τ : (A⊗K)+ → [0,∞],
such that τ(0) = 0, such that τ(xx∗) = τ(x∗x) for all x ∈ A ⊗ K, and such that
τ(x + y) = τ(x) + τ(y) for all x, y ∈ (A ⊗ K)+ that commute. The set of lower-
semicontinuous 2-quasitraces on A is denoted by QT2(A). Its structure (for example
as a lattice and noncancellative cone) has been thoroughly studied in [ERS11].
Given a 2-quasitrace τ on A, consider the map
dτ : (A⊗K)+ → [0,∞], dτ (x) = lim
k
τ(x1/k), for all x ∈ (A⊗K)+.
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If x is Cuntz-subequivalent to y, then dτ (x) ≤ dτ (y). It follows that a 2-quasitrace
τ on A induces a map
dτ : Cu(A)→ [0,∞], dτ (x) = lim
k
τ(x1/k), for all x ∈ (A⊗K)+,
which is an extended state on Cu(A). If τ is a lower-semicontinuous, then dτ is a
functional on Cu(A).
Proposition 5.2.21 (Elliott, Robert, Santiago, [ERS11, Theorem 4.4]). Let
A be a C∗-algebra. Then the map
QT2(A)→ F (Cu(A)), τ 7→ dτ , for all τ ∈ QT2(A),
is a bijection. When QT2(A) and F (Cu(A) are equipped with suitable natural
topologies and order structures, then this map becomes a homeomorphic order iso-
morphism.
Corollary 5.2.22. Let A be a simple, unital C∗-algebra with a unique 2-quasi-
trace τ that satisfies τ(1A) = 1. Then the Cuntz semigroup Cu(A) has a unique
functional λ that satisfies λ([1A]) = 1.
5.3. Soft and purely noncompact elements
In this section, we first introduce the notion of ‘softness’ for elements in a Cu-
semigroup; see Definition 5.3.1. This concept is closely related to that of ‘pure
noncompactness’, which was introduced in the Definition before 6.4 in [ERS11].
In fact, we will slightly generalize their definition to that of ‘weak pure noncom-
pactness’, which for elements in a Cu-semigroup S satisfying (O5) is equivalent
to softnes; see Proposition 5.3.5. In Corollary 5.3.10, we will show that under the
additional assumption that S is almost unperforated or residually stably finite, an
element a ∈ S is soft if and only if it is purely noncompact.
The set of soft elements in a Cu-semigroup S forms a submonoid that is closed
under suprema of increasing sequences and that is absorbing in a suitable sense; see
Theorem 5.3.11. The main result of this section is Theorem 5.3.12, where we show
that the order among soft elements in an almost unperforated Cu-semigroup S is
determined solely by the functionals of S. This generalizes [ERS11, Theorem 6.6],
where the analogous result is shown for the comparison of purely noncompact ele-
ments in the Cuntz semigroup of a C∗-algebra. We point out that we obtain our
result without using (O5), by considering soft elements instead of (weakly) purely
noncompact elements; see Remark 5.3.13.
Let M be a positively ordered monoid. An interval in M is a subset I ⊂ M
that is upward directed and order-hereditary. An interval I is soft if for every x ∈ I
there exist y ∈ I and n ∈ N such that (n + 1)x ≤ ny. This notion was introduced
by Goodearl and Handelman; see the Definition before Lemma 7.4 in [GH82]. It
was also studied in [Goo96] and [Per01].
Using the relation <s from Definition 5.2.12, an interval I is soft if and only if
for every x ∈ I there exists y ∈ I such that x <s y.
Next, we introduce the notion of ‘softness’ for elements in Cu-semigroups. In
Proposition 5.3.3, we will show that it is equivalent to softness of the interval of
compactly contained elements.
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Definition 5.3.1. Let S be a Cu-semigroup. An element a ∈ S is soft if for
every a′ ∈ S satisfying a′ ≪ a there exists n ∈ N such that (n+ 1)a′ ≤ na.
We denote by Ssoft the subset of soft elements in S.
Remark 5.3.2. Let S be a Cu-semigroup, and let a ∈ S.
(1) Consider the set of compactly-contained elements a≪ := {x ∈ S : x≪ a}.
We have that a is soft if and only if for every x ∈ a≪ we have x <s a. Thus, an
element is soft if and only if it stably dominates every compactly-contained element.
(2) Recall that <∗s denotes the regularization of the stable domination relation
<s; see Definitions 5.2.12 and 5.2.14. Then a is soft if and only if a <
∗
s a. In
Theorem 5.2.18, we have seen that for soft elements there is a close connection
between the order comparison in the Cu-semigroup and the comparison by func-
tionals. In the case that the Cu-semigroup is almost unperforated, we even have
that the functionals record the complete information about comparison between
soft elements; see Theorem 5.3.12.
Proposition 5.3.3. Let S be a Cu-semigroup, and let a ∈ S. Then the follow-
ing are equivalent:
(1) The element a is soft.
(2) The set of compactly-contained elements, a≪, is a soft interval.
(3) For every b ∈ S satisfying b≪ a, we have bˆ <s aˆ.
Proof. To see that (1) implies (2), assume a is soft, and let x ∈ a≪. Choose
x˜ ∈ S satisfying x ≪ x˜ ≪ a. Since a is soft, we can find n ∈ N such that
(n+ 1)x˜ ≤ na. Then
(n+ 1)x≪ (n+ 1)x˜ ≤ na.
It follows that we can find y ∈ S with y ≪ a and (n+1)x ≤ ny. Thus, x <s y and
y ∈ a≪, which shows that a≪ is a soft interval.
It is easy to see that (2) implies (3). In order to show that (3) implies (1), let
a′ ∈ S satisfy a′ ≪ a. Choose b ∈ S with a′ ≪ b ≪ a. By assumption, we have
bˆ <s aˆ. By Theorem 5.2.18, this implies b <
∗
s a. Since a
′ ≪ b, we get a′ <s a, as
desired. 
For the next definition, recall from Paragraph 5.1.1 that given an ideal I in a
Cu-semigroup S, we denote the image of an element a ∈ S in the quotient S/I by
aI . To notion of ‘pure noncompactness’ was introduced in the Definition before 6.4
in [ERS11]. We will recall their definition and also generalize it to the concept
of ‘weak pure noncompactness’, which is more closely connected to softness; see
Proposition 5.3.5.
Definition 5.3.4. Let S be a Cu-semigroup. An element a ∈ S is purely
noncompact if for every ideal I in S, we have that aI ≪ aI implies 2aI = aI .
An element a ∈ S is weakly purely noncompact if for every ideal I in S, we have
that aI ≪ aI implies (k + 1)aI = kaI for some k ∈ N.
Thus, if a is a (weakly) purely noncompact element, and if I is an ideal such
that aI is compact, then either aI = 0 or (a multiple of) aI is properly infinite.
The following result clarifies the connection between softness and weak pure
noncompactness. In the context of Cuntz semigroups of C∗-algebras, the following
result has partially been obtained in [ERS11, Proposition 6.4].
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Proposition 5.3.5. Let S be a Cu-semigroup, and let a ∈ S. Consider the
following statements:
(1) The element a is soft.
(2) The element a is weakly purely noncompact.
(3) For every a′, x ∈ S satisfying a′ ≪ a ≤ a′ + x, there is k ∈ N such that
(k + 1)a ≤ ka′ +∞ · x.
(4) For every a′, x ∈ S satisfying a′ ≪ a ≤ a′ + x, we have a′ <s a′ + x.
Then the following implications hold: ‘(1)⇒(2)⇒(3)⇒(4)’.
If S satisfies (O5), then (4) implies (1), and so all 4 statements are equivalent
in that case. Moreover, if a is purely noncompact, then (3) holds for k = 1, and
the converse holds if S satisfies (O5).
Proof. In order to show that (1) implies (2), let I be an ideal of S and
assume aI ≪ aI . We have to show that a multiple of aI is properly infinite.
Choose a rapidly increasing sequence (an)n in S such that a = supn an. Then, in
the quotient S/I, we have aI = supn(an)I .
Using that aI is compact, we can choose n ∈ N satisfying aI ≤ (an)I . Since
an ≪ a and since a is soft by assumption, we obtain an <s a. Choose k ∈ N such
that (k + 1)an ≤ ka. It follows (k + 1)aI = kaI , as desired.
Next, to show that (2) implies (3), assume that a is weakly purely noncompact,
and let a′, x ∈ S satisfy a′ ≪ a ≤ a′ + x. Let I := {b ∈ S : b ≤ ∞ · x} be the ideal
of S generated by x. Then, in the quotient S/I, we have aI ≤ a′I ≪ aI , whence
by assumption we can find k ∈ N with kaI = (k + 1)aI = ka′I . This implies
(k + 1)a ≤ ka′ +∞ · x, as desired.
To show that (3) implies (4), let a′, x ∈ S satisfy a′ ≪ a ≤ a′ + x. By
assumption, we can find k ∈ N such that (k + 1)a ≤ ka′ +∞ · x. Then
(k + 1)a′ ≪ (k + 1)a ≤ ka′ +∞ · x = sup
n∈N
(ka′ + nx).
It follows that we can choose n ∈ N with (k + 1)a′ ≤ ka′ + nx. Let m ∈ N be the
maximum of k and n. We get
(k + 1)a′ ≤ ka′ +mx.
Adding (m− k)a′ on both sides, we obtain
(m+ 1)a′ ≤ ma′ +mx = m(a′ + x),
and hence a′ <s a
′ + x, as desired.
Finally, let us show that (4) implies (1) under the assumption that S satisfies
(O5). By Proposition 5.3.3, it is enough to show bˆ <s aˆ for every b ∈ S satisfying
b≪ a. Let such b be given. Choose c ∈ S with b≪ c≪ a. Since S satisfies (O5),
we can find x ∈ S such that
b+ x ≤ a ≤ c+ x.
By assumption, we get c <s c+ x. This means that we can find k ∈ N satisfying
(k + 1)c ≤ kc+ kx.(5.1)
In order to show (k+1)bˆ ≤ kaˆ, let λ ∈ F (S). If λ(a) =∞, then there is nothing to
show. Thus, we may assume λ(a) <∞. Since c ≤ a, it follows λ(c) <∞. Applying
λ to the inequality (5.1), we obtain
(k + 1)λ(c) ≤ kλ(c) + kλ(x).
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Since λ(c) <∞, we may cancel k summands of λ(c) on both sides to get
λ(c) ≤ kλ(x).
Then, using b ≤ c at the first step, and using b+ x ≤ a at the last step, we deduce
(k + 1)λ(b) ≤ kλ(b) + λ(c) ≤ kλ(b) + kλ(x) ≤ kλ(a).
This shows bˆ <s aˆ, as desired.
The implications concerning a purely noncompact element are obtained analo-
gously. 
5.3.6. Let S be a Cu-semigroup. Let us denote the subsets of (weakly) purely
noncompact elements in S by Swpnc and Spnc. We clearly have Spnc ⊂ Swpnc,
but the converse might fail. Indeed, if S is the elementary semigroup Ek =
{0, 1, 2, . . . , k,∞} as considered in Paragraph 5.1.16, then Swpnc = S and Spnc =
{0,∞}.
Let us say that S satisfies condition (RQQ) if in every quotient of S, an element
is properly infinite whenever a multiple of it is properly infinite. This property is a
residual version (meaning to hold in all quotients) of property (QQ) as introduced
in [OPR12, Remark 2.15], where it is also shown that (QQ) is connected to the
(strong) Corona factorization property.
It is easy to see that a Cu-semigroup S with (RQQ) satisfies Spnc = Swpnc.
Lemma 5.3.7. Let S be an almost unperforated Cu-semigroup. Then S satisfies
(RQQ).
Proof. Let I be an ideal of S, and let a ∈ S such that a multiple of aI is
properly infinite. Choose k ∈ N with (k + 1)aI = kaI . We need to show 2aI = aI .
Since S is almost unperforated, it is straightforward to check that the quotient
S/I is also almost unperforated. It follows from (k+1)aI = kaI that (k+n)aI = kaI
for every n ∈ N. In particular, we have (k+1)2aI = kaI . By almost unperforation,
it follows 2aI ≤ aI . The converse inequality always holds, which shows 2aI = aI ,
as desired. 
In the next results, we will say that a Cu-semigroup S is residually stably finite
if for every ideal I in S, the quotient Cu-semigroup S/I is stably finite. This is
in accordance with the terminology used in C∗-algebra theory; see for example
[Bla06, Definition V.2.1.3].
Lemma 5.3.8. Let S be a residually stably finite Cu-semigroup satisfying (O5),
and let a ∈ S. Then the following statements are equivalent:
(1) The element a is soft.
(2) For every a′ ∈ S satisfying a′ ≪ a, there exists x ∈ S such that a′ + x ≤ a
and a ≤ ∞ · x.
(3) For every a′, x ∈ S satisfying a′ ≪ a ≤ a′ + x, we have a ≤ ∞ · x.
Proof. The proof is similar to that of Proposition 5.3.5. First, in order to
show that (1) implies (2), let a′ ∈ S satisfy a′ ≪ a. Choose b ∈ S with a′ ≪ b≪ a.
By (O5) in S, we can choose x ∈ S such that a′ + x ≤ a ≤ b + x. Consider the
ideal J of S generated by x. Then aJ is compact.
By Proposition 5.3.5, the element a is weakly purely noncompact. Thus, a
multiple of aJ is properly infinite. Since S/J is stably finite, this implies that aJ
is zero. Therefore a ≤ ∞ · x, as desired.
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Conversely, to prove that (2) implies (1), let a′ ∈ S satisfy a′ ≪ a. We have to
show a′ <s a. By assumption, we can find x ∈ S such that
a′ + x ≤ a ≤ ∞ · x.
Since a′ ≪ a, we can choose n ∈ N satisfying a′ ≤ nx. Then
(n+ 1)a′ ≤ na′ + nx ≤ na,
which shows a′ <s a, as desired.
Next, to show that (1) implies (3), let a′, x ∈ S satisfy a′ ≪ a ≤ a′ + x.
Consider the ideal J of S generated by x. Then aJ is compact. As in the first part
of the proof, we obtain aJ = 0 and hence a ≤ ∞ · x, as desired.
Finally, statement (3) is stronger than statement (3) of Proposition 5.3.5, which
shows that it implies that a is soft. 
Remark 5.3.9. Let S be a Cu-semigroup satisfying (O5), and let a ∈ S. Con-
sider the statements (2) and (3) from Lemma 5.3.8. Even if S is not necessarily
residually stably finite, then these imply that a is soft.
Conversely, if S is not residually stably finite, and if a is a soft element in S,
then (2) and (3) of Lemma 5.3.8 might fail. Consider for example the elementary
Cu-semigroup E1 = {0, 1,∞}. The element 1 in E1 is soft and compact. Then (3)
fails by considering a′ = a = 1 and x = 0.
To show that (2) fails, consider a′ = a = 1. If x is an element in E1 such that
1 + x ≤ 1, then x = 0. But then 1  ∞ · x. We thank H. Petzka for pointing out
this example.
Corollary 5.3.10. Let S be a Cu-semigroup satisfying (O5), and let a ∈ S.
Assume that S satisfies (RQQ) (for example, S is almost unperforated) or that S
is residually stably finite. Then the following statements are equivalent:
(1) The element a is soft.
(2) The element a is weakly purely noncompact.
(3) The element a is purely noncompact.
Proof. Since S satisfies axiom (O5), statements (1) and (2) are equivalent by
Proposition 5.3.5. If S satisfies (RQQ), then statements (2) and (3) are equivalent,
as observed in Paragraph 5.3.6. Finally, if S is residually stably finite, it follows
easily from Lemma 5.3.8 that (2) and (3) are equivalent. 
Theorem 5.3.11. Let S be a Cu-semigroup. Then:
(1) The set Ssoft of soft elements of S is a subsemigroup of S that is closed under
passing to suprema of increasing sequences.
(2) The set Ssoft is absorbing in the sense that for any a, b ∈ S with b ∝∗ a, we
have that a+ b is soft whenever a is.
Proof. To prove (1), let us first show that Ssoft is closed under addition. Let
a, b ∈ Ssoft, and let x ∈ S such that x≪ a+ b. We need to show x <s a+ b.
Choose a′, b′ ∈ S such that
x ≤ a′ + b′, a′ ≪ a, b′ ≪ b.
Since a and b are soft, it follows a′ <s a and b
′ <s b. By Proposition 5.2.13, we can
find k0, l0 ∈ N satisfying (k + 1)a′ ≤ ka for all k ≥ k0 and such that (l + 1)b′ ≤ lb
for all l ≥ l0. Let n ∈ N be the maximum of k0 and l0. Then
(n+ 1)x ≤ (n+ 1)(a′ + b′) ≤ n(a+ b),
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which shows x <s a+ b, as desired.
Next, let us show that Ssoft is closed under suprema of increasing sequences.
Let (an)n∈N be an increasing sequence in Ssoft and set a := supn an. Let x ∈ S
satisfy x≪ a. We need to show x <s a. Choose x˜ ∈ S such that x≪ x˜≪ a.
By definition of the way-below relation, we can choose n ∈ N such that x˜ ≤ an.
Then x≪ an. Since an is soft, it follows x <s an, and therefore x <s a, as desired.
To prove (2), let a ∈ Ssoft and b ∈ S satisfy b ∝∗ a. To show that a+ b is soft,
let x ∈ S such that x ≪ a + b. We need to show x <s a + b. Choose elements
a′, b′ ∈ S with
x ≤ a′ + b′, a′ ≪ a, b′ ≪ b.
Since b ∝∗ a, we can find n ∈ N such that b′ ≤ na. Moreover, since a is soft, we
get a′ <s a. By Proposition 5.2.13, we can choose k ∈ N with (k + n + 1)a′ ≤ ka.
Then
(k + n+ 1)x ≤ (k + n+ 1)(a′ + b′)
= (k + n+ 1)a′ + (k + n)b′ + b′
≤ ka+ (k + n)b+ na = (k + n)(a+ b),
which shows x <s a+ b, as desired. 
Theorem 5.3.12. Let S be an almost unperforated Cu-semigroup, and let a, b ∈
S. Assume a is soft. Then a ≤ b if and only if aˆ ≤ bˆ.
Proof. It is clear that a ≤ b implies aˆ ≤ bˆ. In order to show the converse
implication, assume aˆ ≤ bˆ. It is enough to verify x ≤ b for every x ∈ S satisfying
x≪ a. Let x ∈ S such that x≪ a.
Since a is soft, we get x <s a. Then xˆ <s aˆ, and together with the assumption
we obtain xˆ <s bˆ. By Theorem 5.2.18, it follows x <
∗
s b. Since S is almost
unperforated, this implies x ≤ b, as desired. 
Remark 5.3.13. Theorems 5.3.11 and 5.3.12 are inspired by Proposition 6.4
and Theorem 6.6 in [ERS11]. Their results are concerned with purely noncompact
elements in Cuntz semigroups of C∗-algebras, and their proofs use C∗-algebraic
methods.
We generalize the mentioned results in [ERS11] in two ways. First, we consider
abstract Cu-semigroups instead of concrete Cuntz semigroups coming from C∗-al-
gebras. Therefore, our proofs are necessarily purely algebraic.
Second, we do not assume (O5), which is implicitly used to prove the results in
[ERS11]. Note that axiom (O5) automatically holds for Cuntz semigroups of C∗-
algebras (see Proposition 4.6), whence it is not an unreasonable assumption. We
were able to obtain our results without using (O5), by considering soft elements
instead of (weakly) purely noncompact elements.
It seems that soft elements form the right class to prove desirable results like
Theorems 5.3.11 and 5.3.12. In the absence of (O5), it is unclear whether the
same results hold for the class of (weakly) purely noncompact elements. Moreover,
as shown in Proposition 5.3.5, under the assumption of (O5) the class of soft and
weakly purely noncompact elements coincide, so that then the results for (weakly)
purely noncompact elements follow from that for soft elements.
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Problem 5.3.14. Given a Cu-semigroup S, is the subsemigroup Ssoft of soft
elements again a Cu-semigroup? Does this hold under the additional assumption
that S satisfies (O5)? If so, does then Ssoft satisfy (O5) as well?
Remark 5.3.15. By Theorem 5.3.11, Ssoft is a subsemigroup of S. It therefore
inherits a natural structure as a positively ordered monoid. Moreover, axiom (O1)
is satisfied. It is not clear, whether axiom (O2) holds. (If so, axioms (O3) and (O4)
should follow immediately.)
The answer to Problem 5.3.14 is not even clear for Cuntz semigroups of C∗-alge-
bras. In Proposition 7.3.18, we will provide a positive answer for semigroups with
Z-multiplication, which includes in particular the Cuntz semigroups of Z-stable
C∗-algebras.
We end this section by showing that Problem 5.3.14 also has a positive answer
for simple, stably finite Cu-semigroups satisfying (O5) and (O6). We first observe
that, in this case, every noncompact element is automatically soft. This should be
compared to [Per01, Lemma 3.4].
Proposition 5.3.16. Let S be a simple, stably finite Cu-semigroup satisfying
(O5). Then a nonzero element in S is soft if and only if it is not compact.
Proof. In general, a finite compact element is never soft. To show the con-
verse, let a ∈ S be nonzero and noncompact. We need to show that a is soft.
By Lemma 5.3.8 and Remark 5.3.9, it is enough to show that for every a′, x ∈ S
satisfying a′ ≪ a ≤ a′ + x, we have a ≤ ∞ · x. Given such a′ and x, since a′ ≪ a
and a is not compact, we get a′ 6= a. Therefore, x is nonzero. Since S is simple,
this implies a ≤ ∞ · x, as desired. 
Lemma 5.3.17. Let S be a Cu-semigroup, and let B ⊂ S be a submonoid.
Assume that for every b ∈ B, there exists a sequence (bk)k∈N in B such that b =
supk bk and such that bk ≪ bk+1 in S for each k. Then
B =
{
sup
k
bk : (bk)k∈N increasing sequence in B
}
is a submonoid of S that is closed under passing to suprema of increasing sequences.
Moreover, B is a Cu-semigroup such that for any a, b ∈ B we have a ≪ b in B if
and only if a≪ b in S.
Proof. We view B is a subset of S. It is easy to see that B is a subset of B and
that B is a submonoid of S. Thus, endowed with the partial order induced by S,
we have that B is a positively ordered monoid. Given an increasing sequence (cn)n
in B, let us show that the supremum supn cn is an element of B. For each n ∈ N
we can, by assumption, choose a sequence (cn,k)k in B that is rapidly increasing
in S and such that cn = supk cn,k. As in the proof of Proposition 3.1.6, we can
inductively choose indices kn for n ∈ N such that
c1,k1+n−1, c2,k2+n−2, . . . , cn,kn ≤ cn+1,kn+1.
Then (cn,kn)n is an increasing sequence of elements in B such that supn cn =
supn cn,kn . By definition, the element supn cn,kn belongs to B. Thus, B is closed
under passing to suprema of increasing sequences. Then, axioms (O1) and (O4) for
B follow easily from their counterparts in S.
For clarity, let us denote the compact-containment relation with respect to S
by ≪S , and similarly for ≪B. Given a, b ∈ B satisfying a ≪S b, let us prove
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a≪B b. Since B satisfies (O1), we need to show that for every increasing sequence
(bk)k in B satisfying b ≤ supk bk there exists n ∈ N such that a ≤ bn. Since the
sequence (bk)k has the same supremum in S as in B, this follows directly from the
assumption that a≪S b.
It follows that every element in B is the supremum of a sequence of elements
in B that is rapidly increasing in B. A diagonalization argument shows that the
same holds for every element in B. This verifies (O2) for B.
Finally, given a, b ∈ B satisfying a ≪B b, let us show a ≪S b. Choose a
sequence (bk)k in B with b = supk bk and such that bk ≪S bk+1 for each k. Since
the supremum in S and in B agree and since a ≪B b, we obtain a ≤ bk for some
k. Then a ≤ bk ≪S bk+1 ≤ b, so that a≪S b. Therefore, axiom (O3) for B follows
since S satisfies (O3). 
Proposition 5.3.18. Let S be a simple, stably finite Cu-semigroup satisfying
(O5) and (O6). Then the subsemigroup Ssoft is a Cu-semigroup satisfying (O5)
and (O6).
Proof. Since the statement clearly holds if S is elementary, we may assume
from now on that S is nonelementary. We want to apply Lemma 5.3.17 with B =
Ssoft. By Theorem 5.3.11, we have that Ssoft is closed under passing to suprema of
increasing sequences. This implies that Ssoft satisfies (O1) and that Ssoft = Ssoft.
Claim 1: For every nonzero a ∈ S there exists a nonzero b ∈ Ssoft satisfying
b ≤ a. To prove this claim, we inductively construct nonzero elements an ∈ S for
n ∈ N such that 2an+1 ≤ an for each n. We start by setting a0 := a. Assuming that
we have constructed ak for all k ≤ n, we apply [Rob13a, Proposition 5.2.1] (see
Proposition 5.4.1), to obtain a nonzero element an+1 ∈ S such that 2an+1 ≤ an.
Then set
b :=
∑
n∈N
an = sup
n∈N
n∑
k=0
ak.
We have b ≤ a. Since S is stably finite, the element b cannot be compact. Therefore,
by Proposition 5.3.16, it is a soft element. This proves the claim.
Claim 2: For every a ∈ S and b ∈ Ssoft satisfying a ≪ b, there exists s ∈ Ssoft
with a+ s≪ b. Note that by Theorem 5.3.11(2) this implies that a+ s is soft. To
prove this claim, we first choose b′ ∈ S such that a≪ b′ ≪ b. By Lemma 5.3.8, we
can find x ∈ S with b′ + x ≤ b and b ≤ ∞ · x. In particular, x is nonzero. Choose
x′ ∈ S nonzero such that x′ ≪ x. By claim 1, we can find s ∈ Ssoft nonzero with
s ≤ x′. This implies s≪ x. Moreover, we get
a+ s≪ b′ + x ≤ b,
which proves the claim.
Claim 3: For every a ∈ Ssoft, there exists a sequence (ak)k in Ssoft that is
rapidly increasing in S and such that a = supk ak. Since S satisfies (O2), it is
enough to show that for every a′ ∈ S satisfying a′ ≪ a, there exists b ∈ Ssoft such
that a′ ≤ b≪ a. This follows directly from claim 2 and Theorem 5.3.11(2).
We can now apply Lemma 5.3.17 to deduce that Ssoft is a Cu-semigroup. To
verify (O5) for Ssoft, let a
′, a, b′, b, c ∈ Ssoft satisfy
a+ b ≤ c, a′ ≪ a, b′ ≪ b.
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Applying claim 2 for a′ ≪ a, choose s ∈ Ssoft with a′+ s≪ a. Then, using (O5) in
S, we obtain an element x ∈ S such that
(a′ + s) + x ≤ c ≤ a+ x, b′ ≤ x.
Set d := s+ x, which is soft by Theorem 5.3.11(2). Then
a′ + d = a′ + s+ x ≤ c ≤ a+ x ≤ a+ d, b′ ≤ x ≤ d,
which show that d has the desired properties to verify (O5) for Ssoft.
Finally, to verify (O6) for Ssoft, let a
′, a, b, c ∈ Ssoft satisfy
a′ ≪ a ≤ b+ c.
Without loss of generality, we may assume that the elements a′, a, b and c are
nonzero. Using (O6) for S, choose e, f ∈ S such that
a′ ≤ e+ f, e ≤ a, b, f ≤ a, c.
If e and f are soft, then these elements have the desired properties to verify (O6)
for Ssoft. Let us assume that e is not soft. By Proposition 5.3.16, this implies that
e is compact. Using (O5) for S, this implies that we can choose elements x1, x2 ∈ S
such that
e+ x1 = a, e+ x2 = b.
Since a and b are not compact, x1 and x2 are nonzero elements. By Lemma 5.1.18,
we can find x˜ ∈ S nonzero satisfying x˜ ≤ x1, x2. Then, by claim 1, we can find
x ∈ Ssoft nonzero such that x ≤ x˜ and hence x ≤ x1, x2. By Theorem 5.3.11, the
element e+ x is soft. Moreover, we get
e+ x ≤ e+ x1 = a, e+ x ≤ e+ x2 = b.
An analogous argument works in the case that f is not soft. 
5.4. Predecessors, after Engbers
In [Eng14], Engbers develops a theory of predecessors of compact elements
in Cuntz semigroups of simple, stably finite C∗-algebras. His work is based on
results of a problem session at a workshop on Cuntz semigroups held at the Amer-
ican Institute of Mathematics (AIM) in 2009. Engbers attributes the problem to
J. Cuntz and mentions that several participants contributed to the solution, no-
tably N. C. Phillips. Using algebraic methods, we obtain a weaker version of his
results; see Theorem 5.4.5. First, we recall the following Glimm-halving result of
Robert:
Proposition 5.4.1 (Robert, [Rob13a, Proposition 5.2.1]). Let S be a simple,
nonelementary Cu-semigroup satisfying (O5) and (O6). Then, for every nonzero
a ∈ S, there exists b ∈ S nozero with 2b ≤ a.
Proposition 5.4.2. Let S be a simple, countably-based Cu-semigroup satisfying
(O5) and (O6). Then there exists a sequence (gn)n in S of nonzero elements with
the following properties:
(1) The sequence is rapidly decreasing, that is, gn ≫ gn+1 for each n.
(2) The sequence is cofinal among all nonzero elements, that is, for every nonzero
a ∈ S, there exists n ∈ N such that gn ≤ a.
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Proof. Since S is countably-based, we can choose a countable set of nonzero
elements {an}n∈N ⊂ S that is dense in the sense of Paragraph 2.1.1. We inductively
construct the sequence (gn)n such that for each n we have
gn+1 ≪ gn, a0, a1, . . . , an+1.
We start by letting g0 ∈ S be any nonzero element satisfying g0 ≪ a0. Assume
we have constructed gk for all k ≤ n. By Lemma 5.1.18, we can find gn+1 with
the desired properties. By construction, the sequence (gn)n is rapidly decreasing.
Finally, let a ∈ S be nonzero. Since {an}n is a basis, we can find n with an ≤ a. It
follows gn ≤ a, as desired. 
In [Eng14], Engbers introduced the notion of a predecessor of a compact ele-
ment p in a simple Cu-semigroup S. It is defined as
γ(p) = max {x ∈ S : x < p} ,
provided this maximum exists. Engbers shows the existence of predecessors for
Cuntz semigroups of separable, simple and stably finite C∗-algebras, and for these
semigroups he proves the following properties:
(1) For every nonzero z ∈ S, we have p ≤ γ(p) + z.
(2) For every noncompact y ∈ S, we have γ(p) + y = p+ y.
(3) For every λ ∈ F (S), we have λ(γ(p)) = λ(p).
Using the axioms (O5) and (O6), we can almost recover this result in the
algebraic setting, by showing that elements in {x ∈ S : x < p} with these properties
do exist. However, we only get existence of the maximum (and thus uniqueness of
predecessors) in the presence of weak cancellation or almost unperforation.
Since for a compact element p, the induced map pˆ in Lsc(F (S)) is continuous,
the result gives us a noncompact element with the same property.
Lemma 5.4.3. Let S be a simple, countably-based, nonelementary, stably finite
Cu-semigroup satisfying (O5) and (O6). Then, for every nonzero compact p ∈ S,
there exists a noncompact c ∈ S with c < p and such that p ≤ c + z for every
nonzero z ∈ S.
Proof. Using Proposition 5.4.2, we can choose a rapidly decreasing sequence
(gn)n in S that is cofinal among the nonzero elements of S. By reindexing, if
necessary, we may assume g0 ≤ p. We will inductively construct cn, xn, c˜n ∈ S
satisfying
cn ≪ xn ≪ c˜n, cn ≤ cn+1, xn ≤ c˜n+1, gn+1 + c˜n ≤ p ≤ gn + cn,
for each n ∈ N. First, we have
g1 ≪ g0 ≤ p.
Applying axiom (O5), we find c˜0 such that
g1 + c˜0 ≤ p ≤ g0 + c˜0.
Since p is compact, we can choose c0 ∈ S with c0 ≪ c˜0 and p ≤ g0 + c0. Find
x0 ∈ S satisfying c0 ≪ x0 ≪ c˜0.
For the induction, assume that we have constructed ck, xk and c˜k for k ≤ n.
Thus, we have
gn+1 + c˜n ≤ p, gn+2 ≪ gn+1, xn ≪ c˜n.
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Then, by applying axiom (O5), we can choose c˜n+1 ∈ S such that
gn+2 + c˜n+1 ≤ p ≤ gn+1 + c˜n+1, xn ≤ c˜n+1.
Then cn ≪ c˜n+1. Using also that p is a compact element, we can find cn+1 ∈ S
with cn ≪ cn+1 ≪ c˜n+1 and p ≤ gn+1 + cn+1. Choose xn+1 ∈ S such that
cn+1 ≪ xn+1 ≪ c˜n+1.
Note that the sequence (cn)n is increasing. Therefore, we may set
c := sup
n
cn.
Let us show that c has the desired properties.
We first observe that c < p. Indeed, it is clear that c ≤ p. To obtain a
contradiction, assume c = p. Then, since p is compact and c = supn cn, we would
have p = cn for some n. But we have gn+1 + cn ≤ p and gn+1 is nonzero. Thus, p
would be an infinite compact element, which is not possible since S is stably finite.
Next, let z ∈ S be nonzero. Choose n ∈ N such that z ≥ gn. It follows
c+ z ≥ c+ gn ≥ cn + gn ≥ p,
as desired.
Finally, let us show that c is not compact. Indeed, if c were compact, then by
(O5) there could find y ∈ S satisfying c + y = p. Since c < p, the element y is
nonzero. By Proposition 5.4.1, we can choose z ∈ S nonzero such that 2z ≤ y. As
shown above, this implies p ≤ c+ z. But then
p+ z ≤ c+ z + z ≤ p,
which is impossible since S is stably finite. 
Proposition 5.4.4. Let S be a simple, nonelementary, stably finite Cu-semi-
group satisfying (O5) and (O6). Let p ∈ S be compact, and let c ∈ S be nonzero
such that c < p. Consider the following conditions:
(1) For every nonzero z ∈ S, we have p ≤ c+ z.
(2) The element c is noncompact, and for every noncompact y ∈ S, we have
c+ y = p+ y.
(3) For every λ ∈ F (S), we have λ(c) = λ(p).
Then the following implications hold: ‘(1)⇔(2)⇒(3)’.
Moreover, if S has weak cancellation, then an element c satisfying (1) or (2) is
equal to the maximum of the set {x : x < p}, and hence it is uniquely determined.
If S is almost unperforated, then all three conditions are equivalent and the
element c satisfying (1)-(3) is uniquely determined.
Proof. In order to show that (1) implies (2), let c ∈ S satisfy the statement of
(1). As shown at the end of the proof of Lemma 5.4.3, we have that c is necessarily
noncompact.
Let y ∈ S be noncompact. To show c + y = p + y, we follow an argument
similar to the one in [Eng14, Theorem 5.7], which we include for completeness.
We clearly have c + y ≤ p + y. For the converse inequality, it is enough to show
p + y′ ≤ c + y for every y′ ∈ S satisfying y′ ≪ y. Given such y′, choose y′′ ∈ S
satisfying y′ ≪ y′′ ≪ y. Applying (O5) in S, we choose z ∈ S such that
y′ + z ≤ y ≤ y′′ + z.
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Notice that z is nonzero, as otherwise y would be compact. Using the assumption
at the first step, we deduce
y′ + p ≤ y′ + c+ z ≤ y + c,
as desired.
Next, to show that (2) implies (1), let z ∈ S be nonzero. We need to show
p ≤ c+z. By assumption, this is clear if z is noncompact. We may therefore assume
that z is compact. Choose a noncompact, nonzero element y ∈ S with y < z. Then
p ≤ p+ y = c+ y ≤ c+ z,
as desired.
Next, to show that (2) implies (3), let λ ∈ F (S). We distinguish two cases. In
the first case, we assume λ(p) < ∞. Then λ(c) < ∞. Applying λ to the equality
p+ c = 2c, we get
λ(p) + λ(c) = λ(c) + λ(c).
Then we can cancel λ(c) on both sides and obtain λ(p) = λ(c), as desired.
If the other case, we assume λ(p) = ∞. It follows that λ is equal to λ∞, the
functional that takes value ∞ everywhere except at 0. Then λ(c) = ∞ = λ(p), as
desired.
Suppose now that S has weak cancellation, and that c ∈ S satisfies (1)-(2).
Assume x ∈ S satisfies x < p. We need to show x ≤ c. For this, it is enough to
show x′ ≤ c for every x′ ∈ S satisfying x′ ≪ x. Let x′ ∈ S satisfy x′ ≪ x. By (O5),
we can choose t ∈ S such that
x′ + t ≤ p ≤ x+ t.
Then t 6= 0 as S is stably finite. Therefore, we get
x′ + t ≤ p≪ p ≤ c+ t.
Applying weak cancellation, we obtain x′ ≤ c, as desired.
Finally, assume that S is almost unperforated. In order to show that (3) implies
(1), let z ∈ S be nonzero. By assumption, we have pˆ = cˆ. Since S is simple and z
is nonzero, it is straightforward to check
pˆ <s ĉ+ z.
By Theorem 5.2.18, we get p <∗s c + z. Since p is compact and S is almost un-
perforated, it follows p ≤ c + z. Moreover, the element is uniquely determined by
Theorem 5.3.12 and Proposition 5.3.16. 
Theorem 5.4.5 (Engbers, [Eng14, Theorem 5.15]). Let S be a countably-based,
simple, nonelementary Cu-semigroup satisfying (O5), (O6) and weak cancellation.
Then every compact p ∈ S has a predecessor γ(p), uniquely determined by the
property that p ≤ γ(p) + z for every nonzero z ∈ S.
Proof. This follows from Lemma 5.4.3 and Proposition 5.4.4. 
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5.5. Algebraic semigroups
In this section, we study Cu-semigroup that have a basis of compact elements.
Such semigroups are called ‘algebraic’. Important examples are given by Cuntz
semigroups of C∗-algebras with real rank zero.
Given a positively ordered monoid M , we show how to construct an algebraic
Cu-semigroup Cu(M) such that the semigroup of compact elements in Cu(M) can
be naturally identified with M ; see Proposition 5.5.4. This establishes an equiva-
lence between the category POM of positively ordered monoids, and the full sub-
category of Cu consisting of algebraic Cu-semigroups; see Proposition 5.5.5. In
Theorem 5.5.8, we will see how certain properties of M translate to properties
of Cu(M). Then we provide a version of the Effros-Handelman-Shen theorem by
showing that a Cu-semigroup is an inductive limit of simplicial Cu-semigroups if
and only if it is weakly cancellative, unperforated, algebraic and satisfies (O5) and
(O6); see Corollary 5.5.13. This also characterizes the Cuntz semigroups of sepa-
rable AF-algebras.
Definition 5.5.1. A Cu-semigroup S is algebraic if every element in S is the
supremum of an increasing sequence of compact elements of S.
Remarks 5.5.2. (1) Definition 5.5.1 is following the convention of domain the-
ory to call a continuous partially ordered set algebraic if its compact elements form
a basis; see [GHK+03, Definition I-4.2, p. 115].
(2) If A is a C∗-algebra with real rank zero, then Cu(A) is algebraic. For
C∗-algebras with stable rank one, the converse holds; see [CEI08, Corollary 5].
5.5.3. Given a positively ordered monoid M , it is easy to see that the par-
tial order ≤ is an auxiliary relation in the sense of Paragraph 2.1.1. In fact, it is
the strongest auxiliary relation on M . Moreover, it is straightforward to check
that (M,≤) is a W-semigroup. We denote its Cu-completion by Cu(M). In
Proposition 5.5.4, we will see that Cu(M) is algebraic and that every algebraic
Cu-semigroup arises this way.
Every POM-morphism f : M → N between positively ordered monoids induces
a Cu-morphism Cu(f) : Cu(M)→ Cu(N). Thus, we obtain a functor
Cu: POM→ Cu, M 7→ Cu(M), for all M ∈ POM.
Conversely, given a Cu-semigroup S, we let Sc denote the set of compact ele-
ments in S. It is easy to see that Sc is a submonoid of S and we equip it with the
order induced by S. It follows that Sc is a positively ordered monoid. Moreover, ev-
ery Cu-morphism f : S → T between Cu-semigroups restricts to a POM-morphism
from Sc to Tc. Hence, we obtain a functor
Cu→ POM, S 7→ Sc, for all S ∈ Cu.
Proposition 5.5.4. (1) Let M be a positively ordered monoid. Then Cu(M)
as introduced in Paragraph 5.5.3 is an algebraic Cu-semigroup. Moreover,
there is a natural identification of M with the positively ordered monoid of
compact elements in Cu(M).
(2) Let S be an algebraic Cu-semigroup. Consider the positively ordered monoid
Sc of compact elements in S. Then there is a natural isomorphism S ∼=
Cu(Sc).
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Proof. Let us show (1). Consider the natural map α : M → Cu(M) from
M to its Cu-completion. Since (M,≤) is a W-semigroup, the map α is an order-
embedding; see Remarks 3.1.9(2).
Given a ∈M , we have a ≤ a and therefore α(a)≪ α(a), showing that α maps
M to the compact elements of S. On the other hand, let s ∈ S be a compact
element. By Theorem 3.1.8(1,ii), there exists a ∈ M such that s ≤ α(a) ≤ s, and
hence s = α(a). This shows that α is an order-embedding that maps M onto Sc.
It also follows from Theorem 3.1.8(1,ii) that every element in S is the supremum
of an increasing sequence of compact elements, showing that S is an algebraic Cu-
semigroup.
We leave the proof of (2) to the reader. 
Proposition 5.5.5. The two functors from Paragraph 5.5.3, assigning to a
positively ordered monoid M its Cu-completion Cu(M), and assigning to an alge-
braic Cu-semigroup its positively ordered monoid of compact elements, establish an
equivalence of the following categories:
(1) The category POM of positively ordered monoids; see Paragraph B.2.1.
(2) The full subcategory of Cu consisting of algebraic Cu-semigroups.
Remark 5.5.6. Let M be a positively ordered monoid. The Cu-completion
Cu(M) has appeared in the literature before using different but equivalent con-
structions. First, recall that an interval in M is a nonempty, upwards directed,
order-hereditary subset of M . In the literature, intervals are often called ideals
or sometimes round ideals; see [GHK+03, Definition 0-1.3, p. 3] and [Law97,
Definition 2.1].
An interval I in M is countably generated if there exists a countable cofinal
subset for I. This is equivalent to saying that there is an increasing sequence (an)n
in I such that
I = {a ∈M : a ≤ an for some n} .
Countably generated intervals inM form a positively ordered monoid Λσ(M), where
addition of intervals I and J is the interval generated by I + J , and order is given
by set inclusion; see [Weh96], and also [Per97].
Let us define a map Λσ(M) → Cu(M). Given a countably generated interval
I ∈ Λσ(M), let (an)n be a cofinal subsequence of I. ConsideringM as a submonoid
of Cu(M), we may assign to I the element supn an in Cu(M). This induces a natural
isomorphism Λσ(M) ∼= Cu(M).
Similarly, if S is a Cu-semigroup, we may consider the natural map Φ: S →
Λσ(Sc), which sends an element a ∈ S to the interval
Φ(a) = {x ∈ Sc : x ≤ a} .
If S is algebraic, then Φ is an isomorphism of positively ordered monoids; see
[ABP11, Theorem 6.4].
We will now study how properties of a positively ordered monoid relate to
properties of its Cu-completion. The results in Theorem 5.5.8 should be compared
to Theorem 4.4.
Definition 5.5.7. Let M be a positively ordered monoid.
(1) We say that M has the Riesz refinement property if whenever there are
a1, a2, b1, b2 ∈ M with a1 + a2 = b1 + b2, then there exist xi,j ∈ M for
i = 1, 2 such that ai = xi,1 + xi,2 for i = 1, 2 and bj = x1,j + x2,j for j = 1, 2.
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(2) We say that M has the Riesz decomposition property if whenever there are
a, b, c ∈ M with a ≤ b + c, then there exist b′, c′ ∈ M such that a = b′ + c′,
b′ ≤ b and c′ ≤ c.
(3) We say that M has the Riesz interpolation property if whenever there are
a1, a2, b1, b2 ∈ S such that ai ≤ bj for i, j = 1, 2, then there exists c ∈ S such
that a1, a2 ≤ c ≤ b1, b2.
(4) We say M has cancellation (or that M is cancellative) if for any a, b, x ∈M ,
a+ x ≤ b + x implies a ≤ b.
The three Riesz properties are closely related but not equivalent in general.
If M is algebraically ordered, then Riesz refinement implies Riesz decomposition.
If M is cancellative and algebraically ordered, then all three Riesz properties are
equivalent (see for example [Goo86, Proposition 2.1])
Theorem 5.5.8. Let M be a positively ordered monoid. Then:
(1) The monoid M is algebraically ordered if and only if Cu(M) satisfies (O5).
(2) The monoid M is cancellative if and only if Cu(M) is weakly cancellative.
(3) The monoid M has Riesz interpolation if and only if Cu(M) does.
(4) If M satisfies the Riesz decomposition property, then Cu(M) satisfies (O6).
Conversely, if Cu(M) satisfies (O5), (O6) and weak cancellation, then M
satisfies the Riesz decomposition property.
Proof. Let us show (1). By Theorem 4.4(1), Cu(M) satisfies (O5) if and only
if M , considered as a W-semigroupM = (M,≤), satisfies (W5). First, assume that
M is algebraically ordered. To show that M satisfies (W5), let a′, a, b′, b, c, c˜ ∈ M
satisfy
a+ b ≤ c, a′ ≤ a, b′ ≤ b, c ≤ c˜,
Since M is algebraically ordered, we can find y ∈ M with a + b + y = c. Set
x′ := x = b + y. One checks that x′ and x have the desired properties to verify
(W5) for M = (M,≤).
Conversely, assume that M satisfies (W5). To show that M is algebraically
ordered, let a, c ∈M satisfy a ≤ c. Set a′ := a, b′ := b = 0 and set c˜ := c. Since M
satisfies (W5), we can find x′, x ∈M such that
a′ + x ≤ c˜, c ≤ a+ x′, x′ ≤ x.
Then
a+ x = a′ + x ≤ c˜ = c ≤ a+ x′ ≤ a+ x,
which shows a+ x = c. Thus, M is algebraically ordered.
Statement (2) follows directly from Theorem 4.4(3). Statement (3) follows from
the equivalence between conditions (1) and (3) in [Per97, Proposition 2.12].
Finally, let us show (4). First, assume thatM satisfies the Riesz decomposition
property. By Theorem 4.4(2), it is enough to verify (W6) for M . Let a′, a, b, c ∈M
satisfy
a′ ≤ a ≤ b+ c.
By assumption, we can choose b′, c′ ∈M such that
a′ = b′ + c′, b′ ≤ b, c′ ≤ c.
Then b′ ≤ a and c′ ≤ a, showing that b′ and c′ have the desired properties to verify
(W6) for the W-semigroup (M,≤).
5.5. ALGEBRAIC SEMIGROUPS 71
Conversely, assume that S satisfies (O5), (O6) and weak cancellation. By
statements (1) and (2) and Theorem 4.4(2), we have thatM is algebraically ordered,
cancellative and satisfies (W6). To show that M has Riesz decomposition, let
a, b, c ∈ M satisfy a ≤ b + c. Set a′ := a. Since M satisfies (W6), we can find
e, f ∈M satisfying
a′ = a ≤ e+ f, e ≤ a, b, f ≤ a, c.
Since M is algebraically ordered, we can choose x, y, z ∈M such that
a+ x = e+ f, e+ y = a, f + z = a.
Then
a+ x+ y + z = e+ f + y + z = 2a.
Since M is cancellative, we obtain a = x+ y + z. It follows
y + [x+ z] = a ≤ a+ x = f + [x+ z],
which implies y ≤ f . Thus, we have a = e+ y with e ≤ b and y ≤ c, as desired. 
Remark 5.5.9. We are thankful to the referee, who spotted a gap in the proof
of [Per97, Proposition 2.12]. This, however, does not affect the result that, for a
partially ordered monoid M , the conditions (1) M has Riesz interpolation; (2) The
monoid Λ(M) of all intervals in M has Riesz interpolation, and (3) The monoid
Λσ(M) of all countably generated intervals has Riesz interpolation, are equivalent.
(This is proved following the arguments in [Per97, Proposition 2.12].)
Corollary 5.5.10. Let S be an algebraic Cu-semigroup satisfying (O5) and
weak cancellation. Then the following are equivalent:
(1) The Cu-semigroup S satisfies (O6).
(2) The Cu-semigroup S has Riesz refinement.
(3) The Cu-semigroup S has Riesz decomposition.
(4) The Cu-semigroup S has Riesz interpolation.
(5) The monoid of compact elements, Sc, has Riesz refinement (or equivalently,
Sc has Riesz decomposition, or Sc has Riesz interpolation).
Proof. Let S be an algebraic Cu-semigroup satisfying (O5) and weak can-
cellation. Let M be the positively ordered monoid of compact elements in S. As
shown in Proposition 5.5.4, we have that S is isomorphic to the Cu-completion of
M . By Theorem 5.5.8(1) and (2), M is algebraically ordered and cancellative. It
follows that the Riesz properties stated in (5) are equivalent for M .
By Theorem 5.5.8(3), we have that M has Riesz interpolation if and only S
does. This shows the equivalence between (4) and (5). Similarly, we obtain the
equivalence between (1) and (5) from Theorem 5.5.8(4).
It is easy to check that (3) implies (1). To see that (2) implies (1), let a′, a, b, c ∈
S satisfy a′ ≪ a ≤ b + c. Since S is algebraic, we can choose x ∈ S compact with
a′ ≤ x ≤ a. Since S satisfies (O5), we can find y ∈ S satisfying x+ y = b+ c. Using
Riesz refinement, we choose ri,j ∈ S for i, j = 1, 2 such that
x = r1,1 + r1,2, y = r2,1 + r2,2, b = r1,1 + r2,1, c = r1,2 + r2,2.
Set e := r1,1 and f := r1,2. Then e and f have the desired properties to verify (O6)
for S. Finally, it follows from Lemma 2.6(a) and Proposition 2.5 in [Goo96] that
(5) implies (2) and (3). 
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We will now consider the class of algebraic Cu-semigroups that are Cu-comple-
tions of dimension groups. We first recall some definitions.
Definition 5.5.11. Let M be a positively ordered monoid.
(1) We call M a simplicial monoid if it is isomorphic to the algebraically ordered
monoid Nr, for some r ∈ N+.
(2) We call M a dimension monoid if it is isomorphic to the inductive limit in
POM of simplicial monoids.
Let M be a positively ordered monoid. Recall that M is unperforated if for
every a, b ∈M we have a ≤ b whenever na ≤ nb for some n ∈ N+. Every simplicial
monoid is algebraically ordered, cancellative, unperforated and satisfies the Riesz
refinement property. It is easy to see that all these properties pass to inductive
limits, whence they are satisfied by all dimension monoids. The converse is known
as the Effros-Handelman-Shen theorem, [EHS80], which is formulated for partially
ordered groups. The version given here for a positively ordered monoid M follows
by passing to the Grothendieck completion G, from which M can be recovered
as M = G+. It is clear that for every separable AF-algebra A, the Murray-von
Neumann semigroup V (A) is a dimension monoid. The converse can for instance
be found in [Rør02, Proposition 1.4.2, p.20].
Theorem 5.5.12 (Effros, Handelman, Shen). Let M be a countable, positively
ordered monoid. Then the following are equivalent:
(1) The monoid M is a dimension monoid.
(2) The monoid M is algebraically ordered, cancellative, unperforated and satis-
fies the Riesz refinement property.
(3) There is a separable AF-algebra A such that M ∼= V (A).
In order to formulate the analog of the Effros-Handelman-Shen theorem for
Cu-semigroups, we will call a Cu-semigroup S a simplicial Cu-semigroup if it is
isomorphic to the Cu-completion of a simplicial monoid, that is, if S ∼= N
r
with the
algebraic order, for some r ∈ N+.
Corollary 5.5.13. Let S be a countably-based Cu-semigroup. Then the fol-
lowing are equivalent:
(1) The semigroup S is isomorphic to an inductive limit of simplicial Cu-semi-
groups.
(2) There is a dimension monoid M such that S ∼= Cu(M).
(3) The semigroup S is weakly cancellative, unperforated, algebraic and satisfies
(O5) and (O6).
(4) There is a separable AF-algebra A such that S ∼= Cu(A).
Proof. Using Corollary 3.1.11, it is easy to see that (1) and (2) are equivalent.
It is also easy to check that (3) implies (2).
In order to show that (2) implies (3), let M be a dimension monoid such that
S ∼= Cu(M). It follows directly from Theorems 5.5.12 and 5.5.8 that S is weakly
cancellative, algebraic and satisfies (O5) and (O6). To verify that S is unperforated,
let a, b ∈ S and assume na ≤ nb for some n ∈ N+. Since S is algebraic, we can
choose increasing sequences (ak)k and (bk)k of compact elements in S, such that
a = supk ak and b = supk bk. For each k we have
nak ≪ na ≤ nb = sup
l∈N
nbl.
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Choose l ∈ N with nak ≤ nal. Since M is unperforated and the natural map from
M to S is an order-embedding, this implies ak ≤ bl. Thus, we have ak ≤ b for each
k, and therefore a ≤ b, as desired.
Finally, let us show that (2) and (4) are equivalent. Given a separable AF-
algebra A, the Cuntz semigroup of A is isomorphic to the Cu-completion of V (A).
Therefore, the desired equivalence follows from Theorem 5.5.12. 
5.6. Nearly unperforated semigroups
In this section, we introduce the notion of ‘near unperforation’ for positively
ordered monoids; see Definition 5.6.1. We study how this concept is connected to
other notions like almost unperforation, separativity and cancellation properties.
The main result of this section is Theorem 5.6.10 where we show that a simple,
stably finite Cu-semigroup that satisfies (O5) is nearly unperforated if and only if
it is weakly cancellative and almost unperforated.
In [JS99], the famous Jiang-Su algebra Z was introduced. Recall that it is a
unital, separable, simple, nonelementary, nuclear C∗-algebra with stable rank one
and unique tracial state. It is strongly self-absorbing and KK-equivalent to the
complex numbers, which means K0(Z) ∼= Z and K1(Z) = 0. Therefore, tensoring
with Z has no effect on the K-theory of a C∗-algebra, although it can change the
ordering on the K0-group (see for example [GJS00]). In the Elliott classification
program, the Jiang-Su algebra is considered as the stably finite analog of the Cuntz
algebra O∞, which plays a central role in the classification of purely infinite C
∗-al-
gebras.
Given a C∗-algebra A that tensorially absorbs the Jiang-Su algebra Z, it is
well-known that the Cuntz semigroup Cu(A) is almost unperforated, [Rør04, The-
orem 4.5]. Under the additional assumption that A is simple or that A has real
rank zero and stable rank one, we obtain that Cu(A) is even nearly unperforated;
see Corollary 5.6.15. We conjecture that the Cuntz semigroup of every Z-stable
C∗-algebra is nearly unperforated; see Conjecture 5.6.18.
Definition 5.6.1. Let M be a positively ordered monoid. We define a binary
relation ≤p on M by setting a ≤p b for a, b ∈ M if and only if there exists k0 ∈ N
such that ka ≤ kb for all k ∈ N satisfying k ≥ k0.
We say that M is nearly unperforated if for all a, b ∈ M we have that a ≤p b
implies a ≤ b.
Note that a ≤p b if and only if there exists k ∈ N such that ka ≤ kb and
(k + 1)a ≤ (k + 1)b.
Lemma 5.6.2. Let M be a positively ordered monoid. Then the following are
equivalent:
(1) The monoid M is nearly unperforated.
(2) For all a, b ∈M , we have that 2a ≤ 2b and 3a ≤ 3b imply a ≤ b.
Proof. It is easy to see that (1) implies (2). For the converse implication, let
a, b ∈M satisfy a ≤p b. Let n ∈ N be the smallest integer such that ka ≤ kb for all
k ≥ n. Arguing as in [AGOP98, Lemma 2.1], we will show that (n−1)a ≤ (n−1)b
if n ≥ 2. This shows that n = 1, and so a ≤ b.
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Assuming n ≥ 2, we have 2(n− 1) ≥ n and 3(n− 1) ≥ n. It follows
2(n− 1)a ≤ 2(n− 1)b, 3(n− 1)a ≤ 3(n− 1)b.
By assumption, this implies (n− 1)a ≤ (n− 1)b, as desired. 
Let M be a positively ordered monoid. Recall that M is unperforated if for all
elements a, b ∈ M we have that na ≤ nb for some n ∈ N+ implies a ≤ b. Recall
from Definition 5.2.16 that M is almost unperforated if a <s b implies a ≤ b.
Let us say that M is weakly separative if for all elements a and b we have that
2a ≤ a + b ≤ 2b implies a ≤ b. We warn the reader that different definitions
of ‘separativity’ for (partially ordered) semigroups appear in the literature. How-
ever, in most of the recent literature, the notion of ‘separativity’ has been used for
a concept which is stronger than the condition above; see for example [Weh94,
Definition 1.2]. That is why we call the above condition ‘weak separativity’.
Proposition 5.6.3. Let M be a positively ordered monoid. Then the following
implications hold:
M is unperforated +3 M is nearly unperforated +3

M is almost unperforated
M is weakly separative .
Proof. It follows from Proposition 5.2.13 that the relation a <s b is stronger
than the relation ≤p. Therefore, for any a, b ∈M , the following implications hold:
na ≤ nb for some n ∈ N+ a ≤p bks a <s bks
This implies the horizontal implications of the diagram.
Finally, let us assume that M is nearly unperforated. In order to verify that
M is weakly separative, let a, b ∈M satisfy 2a ≤ a+ b ≤ 2b. Then
2a ≤ 2b, 3a ≤ a+ 2b = (a+ b) + b ≤ 3b.
By Lemma 5.6.2, this implies a ≤ b, as desired. 
Lemma 5.6.4. Let M be a positively ordered monoid, and let a, b ∈ M and
k, l ∈ N. If a+ ka ≤ b+ ka and a+ lb ≤ b+ lb, then a ≤p b.
Proof. Let a, b and k, l be as in the statement. Arguing as in [AGOP98,
Lemma 2.1], it follows
2a+ ka = a+ [a+ ka] ≤ a+ [b + ka] ≤ 2b+ ka.
Inductively, we get ra + ka ≤ rb + ka for all r ∈ N. Analogously, we obtain
lb+ sa ≤ lb+ sb for all s ∈ N. Then, for any n ∈ N, we get
(k + l+ n)a ≤ ka+ (l + n)b = [ka+ lb] + nb ≤ [kb+ lb] + nb = (k + l + n)b,
which shows a ≤p b, as desired. 
Definition 5.6.5. Let M be a positively pre-ordered monoid. We say that M
is preminimally ordered if for all elements a, b, x, y ∈M , we have that a+x ≤ b+x
and x ≤ y imply a+ y ≤ b+ y.
We say that M is simple if for all elements a, b ∈ M with b nonzero, we have
a ∝ b, that is, there exists n ∈ N such that a ≤ nb.
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An element a in M is finite if a < a+ x for every nonzero element x ∈M . We
say that M is stably finite if each of its elements is finite.
Remarks 5.6.6. (1) The notion of being ‘preminimally ordered’ was introduced
in [Weh94, Definition 1.2]. This concept is closely related to what has been called
‘well-behaved’ and ‘strictly well-behaved’ in [Bla90, Definition 2.2.1].
(2) Let M be a positively pre-ordered monoid. If M is cancellative, then it is
stably finite. Indeed, given elements a and x in M we always have a ≤ a+ x and
if a = a+ x then cancellation implies that x = 0.
(3) Let M be a conical monoid equipped with its algebraic pre-order. Then M
is a positively pre-ordered monoid. IfM is stably finite, then its algebraic pre-order
is antisymmetric and henceM , with its algebraic order, becomes a partially ordered
monoid.
(4) The notions of simplicity and stable finiteness have already been defined for
Cu-semigroups; see Paragraph 5.2.2 and Definition 5.1.11. However, we warn the
reader that for a Cu-semigroup S, theses notions do not coincide when considering
S as a positively pre-ordered monoid. For instance, a nonzero Cu-semigroup always
contains elements that are not finite. Moreover, a nonzero, simple Cu-semigroup
is not simple as a positively ordered monoid, since for a nonzero element a ∈ S we
need not have ∞ ∝ a, but only ∞ ∝∗ a.
One can, however, obtain a close connection as follows. Given a Cu-semigroup
S, consider
S0 := {x ∈ S : x≪ x˜ for some x˜ ∈ S} .
Then S is simple (respectively stably finite) as a Cu-semigroup if and only if S0 is
simple (respectively stably finite) as a positively ordered monoid.
The next result shows that for Cu-semigroups, the axiom (O5) of almost alge-
braic order implies a suitable version of preminimality:
Lemma 5.6.7. Let S be a Cu-semigroup satisfying (O5), and let a, b, x, y ∈ S.
If a+ x≪ b+ x and x ≤ y, then a+ y ≤ b+ y.
Proof. Let a, b, x and y be as in the statement. Choose x′ ∈ S such that
x′ ≪ x and a + x ≪ b + x′. Applying (O5) to the inequality x′ ≪ x ≤ y, choose
d ∈ S satisfying x′ + d ≤ y ≤ x+ d. Then
a+ y ≤ a+ x+ d ≤ b + x′ + d ≤ b+ y,
as desired. 
Proposition 5.6.8. (1) Let M be a preminimally positively ordered monoid,
and let a, b, x ∈M . If a+ x ≤ b+ x and x ∝ a, b, then a ≤p b.
(2) Let S be a Cu-semigroup satisfying (O5), and let a, b, x ∈ S. If a+x≪ b+x
and x ∝∗ a, b, then a ≤p b.
Proof. To show (2), let S be as in the statement, and let a, b, x ∈ S satisfy
a+ x≪ b+ x and x ∝∗ a, b. Choose x′ ∈ S with x′ ≪ x and a+ x≪ b+ x′. Then
a+ x′ ≤ a+ x≪ b+ x′.
Moreover, we have x′ ∝ a, b, whence we can find k, l ∈ N such that x ≤ ka and
x ≤ lb. By Lemma 5.6.7, we obtain
a+ ka ≤ b + ka, b+ lb ≤ b+ lb.
Then, by Lemma 5.6.4, it follows a ≤p b. The proof of (1) is similar (and easier). 
76 5. STRUCTURE OF Cu-SEMIGROUPS
The following result should be compared to [Bla90, Theorem 2.2.6].
Corollary 5.6.9. (1) Let M be a simple, stably finite, preminimally positively
ordered monoid, and let a, b, x ∈M . If a+ x ≤ b+ x, then a ≤p b.
(2) Let S be a simple, stably finite Cu-semigroup satisfying (O5), and let
a, b, x ∈ S. If a+ x≪ b+ x, then a ≤p b.
Proof. The argument for both statements is analogous. Let the elements a, b
and x be as in the statements. The conclusion is clearly true if a is zero.
We may therefore assume that a is nonzero. Then, using stable finiteness in
both cases, we get that b cannot be zero. Thus, we may assume that both a and
b are nonzero. By simplicity, this implies x ∝ a, b or x ∝∗ a, b, respectively. Then
the conclusion follows from Proposition 5.6.8. 
Recall from Definition 4.1 that a Cu-semigroup S is weakly cancellative if a+
x≪ b+x implies a ≤ b, for any a, b, x ∈ S. It follows from the previous result that
S is weakly cancellative whenever it is simple, stably finite, nearly unperforated and
satisfies (O5). We remark that a simple, almost unperforated Cu-semigroup need
not be weakly cancellative; see Chapter 9(8). See also Chapter 9(9) where we ask
if this phenomenon is also possible for Cuntz semigroups of (simple) C∗-algebras.
By Proposition 5.6.3, near unperforation implies almost unperforation in gen-
eral. The following result provides a converse.
Theorem 5.6.10. Let S be a simple Cu-semigroup satisfying (O5). Then S
is stably finite and nearly unperforated if and only if S is weakly cancellative and
almost unperforated.
Proof. In order to verify the remaining ‘if’ part of the statement, assume that
S is weakly cancellative and almost unperforated. It is clear that weak cancellation
implies that S is stably finite. Let a, b ∈ S satisfy a ≤p b. By Proposition 5.3.16,
an element in a simple, stably finite Cu-semigroup satisfying (O5) is either compact
or nonzero and soft. We may therefore distinguish the following cases.
Case 1: Assume a is soft. Let a′ ∈ S satisfy a′ ≪ a. Since a is soft, it follows
a′ <s a and therefore a
′ <s b. Using that S is almost unperforated, we get a
′ ≤ b.
Thus, we have shown a′ ≤ b for every a′ ∈ S satisfying a′ ≪ a, whence a ≤ b.
Case 2: Assume b is soft. Since a ≤p b, we can find n ∈ N such that na ≤ nb.
Note that nb is also soft.
Let a′ ∈ S satisfy a′ ≪ a. Then na′ ≪ nb, and since nb is soft, it follows
na′ <s nb. This implies a
′ <s b, and hence a
′ ≤ b by almost unperforation. Again,
as this holds for every a′ ∈ S satisfying a′ ≪ a, we get a ≤ b.
Case 3: Assume that a and b are compact. If there is n ∈ N such that na < nb,
then using (O5) for S, there exists a nonzero element x ∈ S such that na+ x = nb.
Since S is simple and a is compact, we can find k ∈ N such that a ≤ kx. Then
(kn+ 1)a ≤ kna+ kx = knb,
which shows a <s b. Since S is almost unperforated, we get a ≤ b.
In the other case, there is n ∈ N with na = nb and (n + 1)a = (n + 1)b. Let
x = na = nb. Then a+ x≪ b+ x. It follows from weak cancellation that a≪ b.
Thus, in all cases, it follows a ≤ b. This shows that S is nearly unperforated. 
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Proposition 5.6.11. Let M be a simple, stably finite, algebraically ordered
monoid. Then M is nearly unperforated if and only if M is cancellative and almost
unperforated.
Proof. It follows from Corollary 5.6.9 that every simple, stably finite, nearly
unperforated, preminimally positively ordered monoid is cancellative. Moreover,
by Proposition 5.6.3, near unperforation implies almost unperforation. This shows
the ‘only if’ part of the statement.
For the converse, assume thatM is a cancellative, almost unperforated, simple,
algebraically ordered monoid. Let a, b ∈ M satisfy a ≤p b. If there is n ∈ N such
that na < nb, then since M is algebraically ordered, there is a nonzero element
x ∈ M such that na + x = nb. As in case 3 in the proof of Theorem 5.6.10, this
implies a ≤ b.
In the other case, there exists n ∈ N with na = nb and (n+1)a = (n+1)b. By
cancellation, it follows a ≤ b, as desired. 
Proposition 5.6.12. Let S be a Cu-semigroup satisfying (O5). Assume S is
algebraic, almost unperforated and weakly cancellative. Then S is nearly unperfo-
rated.
Proof. Let S be as in the statement. To show that S is nearly unperforated,
let a, b ∈ S satisfy a ≤p b. Since S is algebraic, we may assume without loss
of generality that a and b are compact. Choose n ∈ N such that na ≤ nb and
(n+ 1)a ≤ (n+ 1)b. Since S satisfies (O5), we can find x, y ∈ S such that
na+ x = nb, (n+ 1)a+ y = (n+ 1)b.
Multiplying the first equation by (n + 1), and multiplying the second equation by
n, we obtain
n(n+ 1)a+ (n+ 1)x = n(n+ 1)b, n(n+ 1)a+ ny = n(n+ 1)b.
Using that b is compact and that S is weakly cancellative, it follows
(n+ 1)x = ny.
Then, since S is almost unperforated, we get x ≤ y. Using this at the second step,
we get
a+ nb = a+ na+ x ≤ a+ na+ y = b+ nb.
Then, using that b is compact and that S has weak cancellation, it follows a ≤ b,
as desired. 
Problem 5.6.13. Let S be an almost unperforated Cu-semigroup. Which con-
ditions are necessary and sufficient for S to be nearly unperforated? In particular,
is it sufficient to assume that S satisfies weak cancellation and (O5)?
Concerning the second part of this problem, let S be an almost unperforated,
weakly cancellative Cu-semigroup satisfying (O5). Then S is nearly unperforated
if we additionally assume that S is simple or algebraic; see Theorem 5.6.10 and
Proposition 5.6.12.
Let us draw some conclusions for Cuntz semigroups of C∗-algebras.
Corollary 5.6.14. Let A be a C∗-algebra with stable rank one. Assume that A
is either simple or has real rank zero. Then Cu(A) is nearly unperforated whenever
it is almost unperforated.
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Proof. By [RW10, Theorem 4.3], Cu(A) has weak cancellation. If A is sim-
ple, then so is Cu(A); see Corollary 5.1.12. If A has real rank zero, then Cu(A)
is algebraic. Then the statement follows from Theorem 5.6.10 (if A is simple) and
Proposition 5.6.12 (if A has real rank zero). 
Corollary 5.6.15. Let A be a Z-stable C∗-algebra. Then Cu(A) is nearly
unperforated if A is simple or has real rank zero and stable rank one.
Proof. Since A is Z-stable, it follows from [Rør04, Theorem 4.5] that Cu(A)
is almost unperforated.
We first assume that A is simple. Without loss of generality, we have A 6= {0}.
Since A is Z-stable, we can distinguish two cases. If A is purely infinite, then
Cu(A) = {0,∞}, which is nearly unperforated. In the other case, A is stably finite,
which by [Rør04, Theorem 6.7] implies that A has stable rank one. Then it follows
from Corollary 5.6.14 that Cu(A) is nearly unperforated.
If A has real rank zero and stable rank one, then it follows also directly from
Corollary 5.6.14 that Cu(A) is nearly unperforated. 
Lemma 5.6.16. (1) Let S be a nearly unperforated PreW-semigroup. Then its
Cu-completion γ(S) is nearly unperforated.
(2) Let (Si, ϕi) be an inductive system of nearly unperforated semigroups in
POM, PreW or Cu. Then S = limSi is nearly unperforated.
Proof. Let us show (1). Given s ∈ S, we denote by s¯ its image in γ(S). Let
a, b ∈ γ(S) such that 2a ≤ 2b and 3a ≤ 3b. By properties of the Cu-completion (see
Theorem 3.1.8), we can choose rapidly increasing sequences (an)n and (bn)n in S
such that a = supn a¯n and b = supn b¯n.
Fix n ∈ N. Then
2a¯n ≪ 2b = sup
k
2b¯k, 3a¯n ≪ 3b = sup
k
3b¯k.
Thus, we can find indices k and l such that 2a¯n ≤ 2b¯k and 3a¯n ≤ 3b¯l. Set m :=
max{k, l}+ 1. Then
2a¯n ≪ 2b¯m, 3a¯n ≪ 3b¯m.
By properties of the Cu-completion, this implies 2an ≺ 2bm and 3an ≺ 3bm. Using
that S is nearly unperforated, we obtain an ≤ bm, and thus a¯n ≤ b¯m ≤ b. It follows
a ≤ b, as desired.
Next, let us show (2). It is straightforward to check the statement for limits in
POM. Using that the limit in PreW has the same order structure as the limit in
POM, the result follows for limits in PreW. Corollary 3.1.11 shows that the limit
of an inductive system in Cu is the Cu-completion of the limit of the same system
considered in PreW. Therefore, the statement for Cu follows from (1). 
For the next result, recall that we say that a C∗-algebra A has no K1-obstruc-
tions, if it has stable rank one and if K1(I) = {0} for any closed two-sided ideals I
of A; see [ABP13] and [ABPP14].
Theorem 5.6.17. Let A be a separable Z-stable C∗-algebra that has no K1-
obstructions. Then Cu(A) is nearly unperforated.
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Proof. Recall from [RW10], that Z is isomorphic to a sequential inductive
limit where each algebra in the inductive system is equal to the fixed generalized
dimension drop algebra
Z2∞,3∞ := {f ∈ C([0, 1],M2∞⊗M3∞) : f(0) ∈M2∞⊗1, f(1) ∈ 1⊗M3∞} .
Since A is Z-stable we have A ∼= lim−→k A⊗Z2
∞,3∞ . By Corollary 3.2.9, we have
Cu(A) ∼= lim−→
k
Cu(A⊗Z2∞,3∞).
Therefore, by Lemma 5.6.16, it is enough to prove that Cu(A⊗Z2∞,3∞) is nearly
unperforated. We remark that so far the argument applies for every C∗-algebra A.
We identify A⊗Z2∞,3∞ with the C∗-algebra of continuous maps f from [0, 1]
to A⊗M2∞⊗M3∞ such that
f(0) ∈ A⊗M2∞⊗1, f(1) ∈ A⊗1⊗M3∞.
We use ev0 and ev1 to denote the evaluation at the endpoints 0 and 1 of [0, 1],
respectively. Then we have a commutative pullback diagram:
A⊗Z2∞,3∞
ev0 ⊕ ev1 //❴❴❴❴❴❴❴❴
✤
✤
✤
A⊗M2∞⊗1⊕A⊗1⊗M3∞
ι3,ι2

C([0, 1], A⊗M2∞⊗M3∞)
ev0 ⊕ ev1// // A⊗M2∞⊗M3∞ ⊕ A⊗M2∞⊗M3∞,
where ι3 and ι2 denote the natural inclusion maps
ι3 : A⊗M2∞⊗1→ A⊗M2∞⊗M3∞ , ι2 : A⊗1⊗M3∞ → A⊗M2∞⊗M3∞ .
We identify M6∞ with M2∞⊗M3∞, and A⊗M2∞⊗1 with A⊗M2∞ , and A⊗1⊗M3∞
with A⊗M3∞ . Then, since A has no K1-obstructions, we can apply [APS11,
Theorem 3.5] to compute Cu(A⊗Z2∞,3∞) as the pullback semigroup
Cu(A⊗Z2∞,3∞)
ev0 ⊕ ev1 //❴❴❴❴❴
✤
✤
✤
Cu(A⊗M2∞)⊕ Cu(A⊗M3∞)
Cu(ι3),Cu(ι2)

Cu(C([0, 1], A⊗M6∞))
ev0 ⊕ ev1// // Cu(A⊗M6∞)⊕ Cu(A⊗M6∞).
Given a Cu-semigroup S, we denote by Lsc([0, 1], S) the semigroup of lower-semi-
continuous functions from [0, 1] to S with pointwise order and addition. Again,
using that A has no K1-obstructions, by [APS11, Corollary 2.7] we have
Cu(C([0, 1], A⊗M6∞)) ∼= Lsc([0, 1],Cu(A⊗M6∞)).
Now, let a, b ∈ Cu(A⊗ Z2∞,3∞) satisfy a ≤p b. Using the pullback description
above, we can choose f, g ∈ Lsc([0, 1],Cu(A⊗M6∞)), and x, u ∈ Cu(A⊗M2∞), and
y, v ∈ Cu(A⊗M3∞) such that
f(0) = x, f(1) = y, g(0) = u, g(1) = v,
and so that a, b are identified as
a = (f, x, y), b = (g, u, v).
Then f ≤p g, x ≤p u, and y ≤p v. By Corollary 7.4.15, the Cuntz semigroups
Cu(C([0, 1], A⊗M6∞)), Cu(A⊗M2∞) and Cu(A⊗M3∞) are nearly unperforated.
Therefore, we obtain f ≤ g, x ≤ u, and y ≤ v. Hence a ≤ b, as desired. 
80 5. STRUCTURE OF Cu-SEMIGROUPS
Inspired by the previous results, we make the following conjecture.
Conjecture 5.6.18. Let A be a Z-stable C∗-algebra. Then Cu(A) is nearly
unperforated.
5.6.19. We have verified Conjecture 5.6.18 for several classes of C∗-algebras.
Let A be a Z-stable C∗-algebra. Then Cu(A) is nearly unperforated in the following
cases:
(1) If A is simple; see Corollary 5.6.15.
(2) If A has real rank zero and stable rank one; see Corollary 5.6.15.
(3) If A is UHF-stable; see Corollary 7.4.15.
(4) If A is purely infinite (not necessarily simple); see Corollary 7.2.9.
(5) If A has no K1-obstructions; see Theorem 5.6.17.
CHAPTER 6
Bimorphisms and tensor products
In this chapter, we first present a framework for a theory of tensor products
in enriched categories. We focus on the categories PreW and Cu, which are both
enriched over the category POM; see Proposition 6.2.2.
In Section 6.2, we construct tensor products in PreW. Given PreW-semigroups
S and T , we consider the tensor product S ⊗POM T of the underlying positively
ordered monoids, as constructed in Section B.2, and we equip it with a natural
auxiliary relation ≺; see Definition 6.2.9. We show that the pair
(S ⊗POM T,≺),
which we abbreviate S⊗PreW T , is a PreW-semigroup that has the universal prop-
erties of a tensor product; see Theorem 6.2.10. We then show that this gives PreW
the structure of a symmetric, monoidal category; see Paragraph 6.2.11.
In Section 6.3, we show the existence of tensor products in Cu by combining
the result for PreW with the fact that Cu is a reflective subcategory of PreW. More
precisely, given Cu-semigroups S and T , their tensor product in Cu is given as
S ⊗Cu T = γ(S ⊗PreW T ),
which is the Cu-completion of S ⊗PreW T ; see Theorem 6.3.3.
Given C∗-algebras A and B, there is a natural Cu-morphism
τmaxA,B : Cu(A)⊗Cu Cu(B)→ Cu(A⊗max B).
It is natural to ask when this map is an isomorphism. In Proposition 6.4.13, we
provide a positive answer if one of the C∗-algebras is an AF-algebra. The crucial
observation is that tensor products in PreW and Cu are continuous functors in each
variable; see Proposition 6.4.1.
In Proposition 7.2.3, we show that for every Cu-semigroup S, the tensor prod-
uct of S with {0,∞} is naturally isomorphic to the Cu-semigroup Latf(S) of singly-
generated ideals of S as considered in Proposition 5.1.7. It follows that given Cu-
semigroups S and T , there is a natural isomorphism
Latf(S ⊗Cu T ) ∼= Latf(S)⊗Cu Latf(T ).
In Corollary 7.2.16, we apply these results for the Cuntz semigroup of a separable
C∗-algebra A and deduce that there are natural isomorphisms
Cu(A⊗O2) ∼= Lat(A) ∼= Cu(A)⊗Cu {0,∞} ∼= Cu(A)⊗Cu Cu(O2),
where O2 denotes the Cuntz algebra generated by two isometries with range pro-
jections adding up to the unit. The same result holds when O2 is replaced by any
simple, purely infinite C∗-algebra.
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6.1. Tensor product as representing object
In this section, we give a general categorical setup for tensor products, which
is in part inspired by the approach in [BN76]. When constructing the tensor
product of objects with a certain structure, the notion of a bimorphism is a crucial
ingredient.
In some categories a bimorphism from a pair of objects (X,Y ) to a third object
Z is simply a set function X × Y → Z that is a morphism in each variable; for
instance in the categories Mon and POM (see Paragraphs B.1.1 and B.2.1). In
other cases, a bimorphism is a set function X×Y → Z that is only required to be a
‘generalized’ morphism in each variable, but additionally satisfies a condition taking
both variables into account. This is the case, for instance, in the category of C∗-alge-
bras C∗ (see Example 6.1.3), and the categories PreW and Cu (see Definitions 6.2.3
and 6.3.1; see also Lemmas 6.2.4 and 6.3.2).
With the notion of bimorphisms at hand, the tensor product of two objects X
and Y can be defined as an object that represents the functor Z 7→ Bimor(X×Y, Z).
This means that the tensor product X ⊗ Y satisfies
Bimor(X × Y, Z) ∼= Mor(X ⊗ Y, Z),
for all objects Z. Of course, whether the functor Bimor(X × Y, ) is representable
or not depends heavily on the categories considered and the objects X and Y .
If the (bi)morphism sets carry additional structure, we may demand that it be
preserved by the above identification. This can be made precise using the language
of enriched categories and functors. The basic theory of monoidal and enriched
categories can be found in Appendix A. For details, we refer the reader to [Mac71]
and [Kel05].
In this section, V will always denote a concrete, locally small, closed symmetric
monoidal category, and I will denote the unit object in V .
6.1.1 (Representable functor). Let C be a category that is enriched over V .
Each object X in C defines a V-functor
C(X, ) : C → V
as follows: An object Z in C is sent to the object C(X,Z) in V . Further, given
objects Z and Z ′ in C, the V0-morphism
C(X, )Z,Z′ : C(Z,Z
′)→ C(X,Z ′)C(X,Z)
is the one corresponding to MX,Z,Z′ (defining the composition of morphisms in C)
under the identification
V0
(
C(Z,Z ′)⊗ C(X,Z), C(X,Z ′)
)
∼= V0
(
C(Z,Z ′), C(X,Z ′)C(X,Z)
)
.
The V-functor C(X, ) is called the representable functor corresponding to X .
6.1.2 (Bimorphism functor). Let C be a category that is enriched over V . Given
objects X and Y in C, we assume that there is a V-functor
BiC(X × Y, ) : C → V .
This means that for each object Z in C there is an object BiC(X × Y, Z) in V ,
representing the bimorphisms from X × Y to Z. Moreover, given objects Z and Z ′
in C, there is a V0-morphism
BiC(X × Y, )Z,Z′ : C(Z,Z
′)→ BiC(X × Y, Z ′)BiC(X×Y,Z).
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We remark that the notation ‘X×Y ’ appearing in the bimorphism functor does
not refer to the product of the objects X and Y . In general, we do not assume that
the considered category has products. The notation is chosen since for the concrete
cases considered in this paper, a bimorphism is a set function from the cartesian
product of the underlying sets of X and Y to the underlying set of Z.
Example 6.1.3. Let C be one of the concrete categories considered in this
paper (for example, Cu), and let X,Y, Z be objects in C. Then X,Y and Z are
sets with additional structure, and a C-morphism from X to Z is just a set function
X → Z preserving this structure. Similarly, a C-bimorphism from X × Y to Z is a
set function X × Y → Z satisfying certain conditions.
Consider for example the category C∗ of C∗-algebras, which is enriched over
CGHTop; see Examples A.7. Given C∗-algebras A and B we denote the set of
∗-homomorphisms from A to B by HomC∗(A,B) (we do not use C
∗(A,B) to avoid
confusion with the C∗-algebra generated by A and B). HomC∗(A,B) has a natural
topology giving it the structure of a compactly generated, Hausdorff space; see
[DP71]. The representable functor
HomC∗(A, ) : C
∗ → CGHTop,
sends a C∗-algebra C to HomC∗(A,C) in CGHTop; and for any pair (C,C
′) of
C∗-algebras, the CGHTop-morphism
HomC∗(A, )C,C′ : HomC∗(C,C
′)→ HomC∗(A,C
′)HomC∗ (A,C)
is given by
HomC∗(A, )C,C′(α)(ϕ) := α ◦ ϕ,
for all α ∈ HomC∗(C,C′) and ϕ ∈ HomC∗(A,C).
Given C∗-algebras A,B and C, a C∗-bimorphism from A × B to C is a set
function ϕ : A×B → C satisfying the following conditions:
(i) The function ϕ is bounded and linear in each variable.
(ii) We have ϕ(a∗, b∗) = ϕ(a, b)∗ for each a ∈ A and b ∈ B.
(iii) We have ϕ(a1a2, b1b2) = ϕ(a1, b1)ϕ(a2, b2) for each a1, a2 ∈ A and b1, b2 ∈ B.
We equip the set BiHomC∗(A×B,C) of all C∗-bimorphisms from A×B to C with
the topology of point-norm convergence.
Given C∗-algebras A and B, we define the bimorphism functor
BiHomC∗(A×B, ) : C
∗ → CGHTop
as follows: A C∗-algebra C is sent to BiHomC∗(A×B,C) in CGHTop; and for any
pair (C,C′) of C∗-algebras, the CGHTop-morphism
BiHomC∗(A×B, )C,C′ : HomC∗(C,C
′)→ BiHomC∗(A×B,C
′)BiHomC∗ (A×B,C)
is given by
BiHomC∗(A×B, , )C,C′(α)(ϕ) := α ◦ ϕ,
for all α ∈ HomC∗(C,C
′) and ϕ ∈ BiHomC∗(A×B,C).
6.1.4. Let C be a category that is enriched over V . Assume that for any objects
X and Y in C there is a bimorphism V-functor BiC(X × Y, ). Let V be an object
in C, and let ϕ be an element of BiC(X × Y, V ). Let us show that this induces a
V-natural transformation
Φ: C(V, ) ⇒ BiC(X × Y, ).
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For each object Z in C, we need to define a V0-morphism ΦZ from C(V, Z) to
BiC(X × Y, Z). To define ΦZ , we use the V0-morphism defining the bimorphism
functor
BiC(X × Y, )V,Z : C(V, Z)→ BiC(X × Y, Z)
BiC(X×Y,V ),
which naturally corresponds to a V0-morphism
GV,Z : C(V, Z)⊗ BiC(X × Y, V )→ BiC(X × Y, Z).
Then ΦZ is the V0-morphism given as the following composition:
C(V, Z)
∼=
−→ C(V, Z)⊗ I
id⊗ϕ
−−−→ C(V, Z)⊗ BiC(X × Y, V )
GV,Z
−−−→ BiC(X × Y, Z).
Definition 6.1.5. With the notation from Paragraph 6.1.4, we say that the
pair (V, ϕ) is a tensor product of X and Y in the enriched category C if Φ is a
natural isomorphism, that is, if
ΦZ : C(V, Z)→ BiC(X × Y, Z)
is a V0-isomorphism for each object Z in C.
Remark 6.1.6. We retain the notation from Paragraph 6.1.4. Recall that a
representation of a V-functor F : C → V is an object V in C together with a natural
isomorphism Φ from the representable functor C(V, ) to F . Thus, a tensor product
(V, ϕ) for X and Y induces a representation (V,Φ) of the V-functor BiC(X × Y, ).
Conversely, assume that the V-functor BiC(X × Y, ) is represented by the
object V and the natural isomorphism Φ. Then ΦV is a V0-isomorphism
ΦV : C(V, V )
∼=
−→ BiC(X × Y, V ).
Under this isomorphism, the identity element idV ∈ C(V, V ) corresponds to an
element ϕ ∈ BiC(X × Y, V ). It is straightforward to check that (V, ϕ) induces the
V-natural isomorphism (V,Φ). Thus, (V, ϕ) is a tensor product of X and Y .
To summarize, we have a natural correspondence between the following classes:
(1) Concrete tensor products (V, ϕ) of X and Y , where V is an object in C, and
where ϕ is an element in BiC(X × Y, V ).
(2) Representations of the V-functor BiC(X × Y, ).
Any two tensor products of X and Y are isomorphic, and hence the notation X⊗Y
is unambiguous. We also write X ⊗C Y if we need to specify the category where
the tensor product is taken.
Example 6.1.7. Consider the category C∗ of C∗-algebras, which is enriched
over CGHTop. Let A and B be C∗-algebras, and consider the C∗-bimorphism
functor
BiHomC∗(A×B, ) : C
∗ → CGHTop
from Example 6.1.3. Let A ⊗max B denote the maximal tensor product of A and
B; we refer the reader to [Bla06, § II.9] for an introduction and details of the rich
theory of tensor products of C∗-algebras. Consider the map
ϕA,B : A×B → A⊗max B, (a, b) 7→ a⊗ b, for all a ∈ A, b ∈ B.
It is easy to see that ϕA,B is a C
∗-bimorphism. For each C∗-algebra C, the assign-
ment
HomC∗(A⊗max B,C)→ BiHomC∗(A×B,C),
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defined by mapping τ ∈ HomC∗(A ⊗max B,C) to τ ◦ ϕA,B, is a homeomorphism,
that is, an isomorphism in CGHTop. This means that the maximal tensor product
of C∗-algebras represents the C∗-bimorphism functor.
6.1.8. Let C be a category that is enriched over V . Assume that C has a
bimorphism functor that is also functorial in the first two variables. This means
there is a V-multifunctor
BiC( × , ) : Cop × Cop × C → V .
Let us also assume that C has tensor products, that is, for any objects X and Y in
C there are an object X ⊗ Y in C and a universal bimorphism
ϕX,Y ∈ BiC(X × Y,X ⊗ Y ).
Functoriality of BiC( × , ) in the first two variables induces a V-bifunctor
⊗ : C × C → C.
A pair (X,Y ) in C × C is sent to the object X ⊗ Y in C. Given objects X,X ′, Y ,
and Y ′ in C, the required V0-morphism
C(X,X ′)⊗ C(Y, Y ′)→ C(X ⊗ Y,X ′ ⊗ Y ′)
is obtained as the following composition, where the first morphism is obtained using
that BiC( × , X ′ ⊗ Y ′) is a (contravariant) V-bifunctor, the second morphism is
obtained by applying the V0-morphism ϕX′,Y ′ : I → BiC(X ′ × Y ′, X ′ ⊗ Y ′) in
the first variable to the internal hom-bifunctor, the first isomorphism is a natural
isomorphism for closed monoidal categories and the second and last isomorphism
is obtained using that X ⊗ Y represents the functor BiC(X × Y, ):
C(X,X ′)⊗ C(Y, Y ′)→ BiC(X × Y,X ′ ⊗ Y ′)BiC(X
′×Y ′,X′⊗Y ′)
→ BiC(X × Y,X ′ ⊗ Y ′)I
∼= BiC(X × Y,X ′ ⊗ Y ′) ∼= C(X ⊗ Y,X ′ ⊗ Y ′).
6.2. The tensor product in PreW
6.2.1. Let us show that PreW is enriched over the closed, monoidal category
POM. Given PreW-semigroups S and T , recall that we denote by W(S, T ) the
set of W-morphisms from S to T . Equipped with pointwise order and addition,
W(S, T ) has the natural structure of a positively ordered monoid.
Given PreW-semigroups S, T and R, it is easy to see that the composition of
morphisms
CS,T,R : W(T,R)×W(S, T )→W(S,R), (g, f) 7→ g ◦ f,
is a POM-bimorphism. By Proposition B.2.5, CS,T,R factors through the POM-
tensor product. This means that there exists a POM-morphism
MS,T,R : W(T,R)⊗POM W(S, T )→W(S,R)
such that g ◦ f =MS,T,R(g ⊗ f) for every g ∈W(T,R) and f ∈W(S, T ).
One can prove that this structure defines an enrichment of PreW over POM.
Since the categories W and Cu are full subcategories of PreW, they inherit the
enrichment over POM.
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Proposition 6.2.2. The categories PreW, W and Cu are enriched over the
category POM. Moreover, the reflection functors µ : PreW → W and γ : PreW →
Cu, from Paragraph 2.1.4 and Theorem 3.1.10, are POM-functors.
Proof. We have already observed in Paragraph 6.2.1 that the three categories
are enriched over POM. In order to show that the reflection functor γ : PreW→ Cu
is compatible with the enrichment, let S and T be PreW-semigroups. We need to
define a POM-morphism
γS,T : W(S, T )→ Cu(γ(S), γ(T )).
Let αT : T → γ(T ) be the Cu-completion of T ; see Definition 3.1.7. Given f in
W(S, T ), we consider the composition αT ◦ f : S → γ(T ). Using this assignment at
the first step, and using Theorem 3.1.8 to obtain the natural identification at the
second step, we obtain the following composition:
W(S, T )→W(S, γ(T ))
∼=
−→ Cu(γ(S), γ(T )).
It is easy to see that these maps respect the POM-structure of the involved mor-
phism sets. It is then straightforward to check that γ is a POM-functor.
Analogously, one shows that µ preserves is a POM-functor. 
Definition 6.2.3. Let S, T and R be PreW-semigroups, and let f : S×T → R
be a POM-bimorphism. We say that f is a W-bimorphism if it satisfies the following
conditions:
(i) The map f is continuous in the following sense: For every a ∈ S, b ∈ T , and
r ∈ R satisfying r ≺ f(a, b), there exist a′ ∈ S and b′ ∈ T such that a′ ≺ a,
b′ ≺ b, and r ≤ f(a′, b′).
(ii) If a′ ≺ a and b′ ≺ b, then f(a′, b′) ≺ f(a, b), for any a′, a ∈ S and b′, b ∈ T .
We denote the set of all W-bimorphisms by BiW(S × T,R).
If the POM-bimorphism f is only required to satisfy condition (i), then we
call it a generalized W-bimorphism. We denote the collection of all generalized
W-bimorphisms by BiW[S × T,R].
Lemma 6.2.4. Let S, T and R be PreW-semigroups, and let f : S × T → R be
a POM-bimorphism. Then the following conditions are equivalent:
(1) The map f is a generalized W-bimorphism.
(2) In each variable, f is a generalized W-morphism.
Proof. To show that (1) implies (2), fix an element b ∈ T and consider the
map fb : S → R given by fb(a) = f(a, b) for a ∈ S. This map is clearly a POM-
morphism. In order to show that it is continuous, let a ∈ S and r ∈ R satisfy
r ≺ f(a, b). We need to find a′ ∈ S such that a′ ≺ a and r ≤ f(a′, b).
By assumption we can choose a′ ∈ S and b′ ∈ T such that
a′ ≺ a, b′ ≺ b, r ≤ f(a′, b′).
Since f(a′, b′) ≤ f(a′, b), we see that a′ has the desired properties. The analogous
result holds in the second variable.
To show that (2) implies (1), let a ∈ S, b ∈ T , and r ∈ R satisfy r ≺ f(a, b).
Since R satisfies (W1), we can choose r˜ ∈ R such that
r ≺ r˜ ≺ f(a, b).
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Since f is continuous in the first variable, we can find a′ ∈ S with a′ ≺ a and
r˜ ≤ f(a′, b). It follows r ≺ f(a′, b). Using that f is continuous in the second
variable, we obtain an element b′ ∈ T such that b′ ≺ b and r ≤ f(a′, b′), as
desired. 
6.2.5. Let S and T be PreW-semigroups. Let us show that there is a POM-
functor
BiW(S × T, ) : PreW→ POM.
Given a PreW-semigroup R, the set BiW(S × T,R) has a natural structure of a
positively ordered monoid when endowed with pointwise addition and order. This
defines an assignment from the objects in PreW to the objects in POM. Moreover,
given PreW-semigroups R and R′, we define a POM-morphism
BiW(S × T, )R,R′ : W(R,R
′)→ POM
(
BiW(S × T,R),BiW(S × T,R′)
)
,
as follows: A W-morphism f ∈W(R,R′) is sent to the POM-morphism
BiW(S × T,R)→ BiW(S × T,R′), τ 7→ f ◦ τ, for all τ ∈ BiW(S × T,R).
It is straightforward to check that this defines a POM-functor. In Theorem 6.2.10,
we show that the bimorphism functor is representable.
6.2.6 (Auxiliary relation on (bi)morphism sets). Let S, T and R be PreW-
semigroups. We define an auxiliary relation ≺ on the set W[S, T ] of generalized
W-morphisms as follows: Given f, g ∈ W[S, T ], we set f ≺ g if and only if a′ ≺ a
implies f(a′) ≺ g(a), for any a′, a ∈ S.
Similarly, we define an auxiliary relation ≺ on the set BiW[S × T,R] of gener-
alized W-bimorphisms as follows: Given f, g ∈ BiW[S × T,R], we set f ≺ g if and
only if a′ ≺ a and b′ ≺ b implies f(a′, b′) ≺ f(a, b), for any a′, a ∈ S and b′, b ∈ T .
We have
W(S, T ) = {f ∈W[S, T ] : f ≺ f} ,
and
BiW(S × T,R) = {f ∈ BiW[S × T,R] : f ≺ f} .
In this way, we can think of the W-(bi)morphisms as the ‘compact’ generalized
W-(bi)morphisms.
It is clear that the auxiliary relation≺ on W[S, T ] satisfies (W3). In some cases,
≺ also satisfies (W1) and (W4), but this seems not to be the case in general. Thus,
we warn the reader that the pair (W[S, T ],≺) is not necessarily a PreW-semigroup.
The same remark applies to (BiW[S × T,R],≺).
The following Definition 6.2.7 and Lemma 6.2.8 are rather technical, but they
contain the necessary details to define an auxiliary relation on the POM-tensor
product S ⊗POM T of two PreW-semigroups S and T . The idea is that for simple
tensors in S ⊗POM T we have a
′ ⊗ b′ ≺ a⊗ b whenever a′ ≺ a and b′ ≺ b.
For the next definition, we need to recall some notation for the construction of
tensor products in POM from Proposition B.2.5. Let S and T be POM-semigroups.
We denote by S× the submonoid of S consisting of nonzero elements.
We consider the congruence relation∼= from Paragraph B.1.2 on the free abelian
monoid F := N[S× × T×]. Recall that a congruence is (by definition) an additive
equivalent relation. Then S⊗Mon T := F/∼= is the tensor product of the underlying
monoids. Further, recall the binary relation ≤′ on F from Paragraph B.2.4. Let ≤
be the relation on F generated by ∼= and ≤′. Then ≤ is a pre-order on F .
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Recall from Paragraph B.1.2 that for elements a ∈ S× and b ∈ T×, we write
a⊙ b for the generator in F indexed by (a, b). For every f ∈ F , there exist a finite
set I and pairs (ai, bi) ∈ S×× T×, for i ∈ I, satisfying f =
∑
i∈I ai ⊙ bi. Note that
we do not require that ai and aj are distinct for different indices i and j.
Definition 6.2.7. Let S and T be PreW-semigroups. We define a relation ⋖
on the free abelian monoid F := N[S××T×] as follows: For f and g =
∑
j∈J aj⊙bj
in F we set f ⋖ g if and only if there exist a subset J ′ ⊂ J , and elements a′j ∈ S
×
and b′j ∈ T
× for j ∈ J ′ such that
f ≤
∑
j∈J′
a′j ⊙ b
′
j , and a
′
j ≺ aj , b
′
j ≺ bj ,
for every j ∈ J ′.
Lemma 6.2.8. Let S and T be PreW-semigroups, and let f, f ′, g, g′, h ∈ F =
N[S× × T×] . Then:
(1) If f ⋖ g, then f ≤ g.
(2) If f ′ ≤ f ⋖ g, then f ′ ⋖ g.
(3) If f ⋖ g ≤ g′, then f ⋖ g′.
(4) We have 0⋖ f .
(5) For each g in F , there exists a sequence (gk)k∈N in F such that gk⋖ gk+1⋖ g
for each k ∈ N and such that, for any f ∈ F satisfying f ⋖ g, there exists an
index k ∈ N with f ≤ gk.
(6) If f ⋖ g and f ′ ⋖ g′, then f + f ′ ⋖ g + g′.
(7) If f, g and h in F satisfy h⋖ f + g, then there exist f0 and g0 in F such that
h ≤ f0 + g0, f0 ⋖ f , and g0 ⋖ g.
Proof. Statements (1), (2), (4) and (6) are straightforward to show. To prove
(7), let f, g, h ∈ F satisfy h⋖ f + g. Choose finite disjoint index sets I1 and I2, and
elements ai ∈ S× and bi ∈ T× for i ∈ I1 ∪ I2 such that
f =
∑
i∈I1
ai ⊙ bi, g =
∑
i∈I2
ai ⊙ bi.
Since h ⋖ f + g, we can choose a subset I ′ ⊂ I1 ∪ I2, and elements a′i ∈ S
× and
b′i ∈ T
× for i ∈ I ′ such that
h ≤
∑
i∈I′
a′i ⊙ b
′
i, and a
′
i ≺ ai, b
′
i ≺ bi
for each i ∈ I ′. Set
f0 :=
∑
i∈I1∩I′
a′i ⊙ b
′
i, g0 :=
∑
i∈I2∩I′
a′i ⊙ b
′
i.
Then it is easy to check that
h ≤ f0 + g0, f0 ⋖ f, g0 ⋖ g,
as desired.
Next, let us show (3). To this end, let f, g, g′ ∈ F satisfy f ⋖ g ≤ g′. Since the
relation ≤ is the transitive closure of the relation generated by →, ← and ≤′, it is
enough to consider the cases where g → g′, or g ← g′, or g ≤′ g′. We may assume
that f, g and g′ are nonzero. Using statements (6) and (7), it is furthermore enough
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to consider the following cases (recall that a⊙ b+ c⊙ b is not being identified with
(a+ b)⊙ c):
Case 1: Assume g →0 g′. Choose elements a ∈ S×, b ∈ T×, nonempty finite
index sets J and K, elements aj ∈ S×, for j ∈ J , and elements bk ∈ T×, for k ∈ K,
such that
a =
∑
j∈J
aj , b =
∑
k∈K
bk, g = a⊙ b, g
′ =
∑
j∈J,k∈K
aj ⊙ bk.
Since f ⋖ g we can choose elements a′ ∈ S× and b′ ∈ T× such that
f ≤ a′ ⊙ b′, a′ ≺ a, b′ ≺ b.
Using that S satisfies (W4) and that a′ ≺ a =
∑
j∈J aj , we obtain elements a
′
j ∈ S,
for j ∈ J , such that a′ ≤
∑
j∈J a
′
j , and a
′
j ≺ aj for each j ∈ J . Similarly, we obtain
elements b′k ∈ T , for k ∈ K, such that b
′ ≤
∑
k∈K b
′
k and b
′
k ≺ bk for each k ∈ K.
Set J ′ := {j ∈ J : a′j 6= 0} and K
′ := {k ∈ K : b′k 6= 0}. Then it is easy to
check that
f ≤
∑
j∈J′,k∈K′
a′j ⊙ b
′
k.
This shows that f ⋖ g′, as desired.
Case 2: Assume g 0←g′. Choose elements a ∈ S×, b ∈ T×, nonempty finite
index sets J and K, elements aj ∈ S
×, for j ∈ J , and elements bk ∈ T
×, for k ∈ K,
such that
a =
∑
j∈J
aj , b =
∑
k∈K
bk, g =
∑
j∈J,k∈K
aj ⊙ bk, g
′ = a⊙ b.
Since f ⋖ g we can choose a subset L ⊂ J ×K, elements a′j,k ∈ S
× and b′j,k ∈ T
×,
for (j, k) ∈ L, such that
f ≤
∑
(j,k)∈L
a′j,k ⊙ b
′
j,k
and a′j,k ≺ aj , b
′
j,k ≺ bk for each (j, k) ∈ L.
For each j♯ ∈ J and k♯ ∈ K set
Kj♯ :=
{
k ∈ K : (j♯, k) ∈ L
}
, Jk♯ :=
{
j ∈ J : (j, k♯) ∈ L
}
.
Moreover, set
J ′ :=
{
j♯ ∈ J : Kj♯ 6= ∅
}
, K ′ :=
{
k♯ ∈ K : Jk♯ 6= ∅
}
.
Let j♯ ∈ J ′. For each k ∈ Kj♯ , we have a
′
j♯,k ≺ aj♯ . Using that S satisfies (W1),
choose an element a′j♯ ∈ S such that a
′
j♯ ≺ aj♯ and a
′
j♯,k ≤ a
′
j♯ for each k ∈ Kj♯ .
Note that a′j♯ is necessarily nonzero. Similarly, for each k
♯ ∈ K ′ choose an element
b′k♯ ∈ T
× such that b′k♯ ≺ bk♯ and b
′
j,k♯ ≤ b
′
k♯ for each j ∈ Jk♯ .
It follows
f ≤
∑
(j,k)∈L
a′j,k ⊙ b
′
j,k ≤
′
∑
(j,k)∈L
a′j ⊙ b
′
k.
Set a′ :=
∑
j∈J′ a
′
j and b
′ :=
∑
k∈K′ b
′
k. Since S and T satisfy (W3), we get a
′ ≺ a
and b′ ≺ b. Then
f ≤
∑
(j,k)∈L
a′j ⊙ b
′
k ≤
∑
(j,k)∈J′×K′
a′j ⊙ b
′
k
∼= a′ ⊙ b′ ⋖ a⊙ b = g′.
By part (2) of the present lemma, we conclude that f ⋖ g′, as desired.
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Case 3: Assume g ≤0 g′. Choose elements a, a˜ ∈ S× and b, b˜ ∈ T× with
a ≤ a˜, b ≤ b˜, g = a⊙ b, g′ = a˜⊙ b˜.
Since f ⋖ g, we can choose elements a′ ∈ S× and b′ ∈ T× such that
f ≤ a′ ⊙ b′, a′ ≺ a, b′ ≺ b.
Since ≺ is an auxiliary relation for S and T , we deduce a′ ≺ a˜ and b′ ≺ b˜. Therefore,
we immediately get f ⋖ g′, as desired.
Finally, let us prove (5). Let g =
∑
i∈I ai ⊙ bi ∈ F . Given a ∈ S, we write a
≺
for the set {x ∈ S : x ≺ a}, and similarly for elements in T . Since S satisfies (W1),
for each i ∈ I we can choose a sequence (ai,k)k∈N in S that is cofinal in a
≺
i and
such that ai,k ≺ ai,k+1 for each k. Similarly, for each i we choose a ≺-increasing
sequence (bi,k)k∈N in T that is cofinal in b
≺
i . Set
I ′ :=
{
i ∈ I : a≺i 6= {0}, b
≺
i 6= {0}
}
.
For i ∈ I \ I ′ we have ai,k = 0 for each k ∈ N or bi,k = 0 for each k ∈ N. For i ∈ I ′,
we may assume that ai,k and bi,k are nonzero for each k ∈ N. Then we set
gk :=
∑
i∈I′
ai,k ⊙ bi,k,
which is an element of F . We clearly have gk ⋖ gk+1, for each k.
Let f ∈ F satisfy f ⋖ g. We need to show that there is n ∈ N such that f ≤ gn.
Since f ⋖ g, we can choose a subset J ⊂ I, and elements a′j ∈ S
× and b′j ∈ T
× for
j ∈ J such that
f ≤
∑
j∈J
a′j ⊙ b
′
j, and a
′
j ≺ aj , b
′
j ≺ bj ,
for each j ∈ J . Note that J is necessarily a subset of I ′.
Since S and T satisfy (W1), for each j ∈ J we we choose indices k(j), l(j) ∈ N
such that
a′j ≤ aj,k(j), b
′
j ≤ bj,l(j).
Set
n := max {k(j), l(j) : j ∈ J} .
Then
f ≤
∑
j∈J
a′j ⊙ b
′
j ≤
∑
j∈J
aj,n ⊙ bj,n ≤
∑
i∈I′
ai,n ⊙ bi,n = gn,
as desired. 
For the next definition, recall that for PreW-semigroups S and T , and for an
element f ∈ F := N[S××T×], we denote the congruence class of f in S⊗POM T =
F/∼= by [f ].
Definition 6.2.9 (Auxiliary relation on S ⊗POM T ). Let S and T be PreW-
semigroups, and let ⋖ be the relation on N[S××T×] introduced in Definition 6.2.7.
We let ≺ be the binary relation on the tensor product S⊗POMT of the underly-
ing positively ordered monoids that is induced by ⋖. That is, given x, y ∈ S⊗POMT
we set x ≺ y if and only if there exist representatives f, g ∈ N[S× × T×] such that
x = [f ], y = [g], and f ⋖ g.
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Theorem 6.2.10. Let S and T be PreW-semigroups. Let
ω : S × T → S ⊗POM T
be the tensor product of the underlying positively ordered monoids, as constructed
in Proposition B.2.5. Then the relation ≺ on S⊗POMT from Definition 6.2.9 is an
auxiliary relation and (S⊗POM T,≺) is a PreW-semigroup, denoted by S⊗PreW T .
Moreover, the map ω is a W-bimorphism.
Furthermore, for every PreW-semigroup R, the following universal properties
hold:
(1) For every (generalized) W-bimorphism f : S × T → R, there exists a (gener-
alized) W-morphism f˜ : S ⊗PreW T → R such that f = f˜ ◦ ω.
(2) We have g1 ◦ ω ≤ g2 ◦ ω if and only if g1 ≤ g2, for any generalized W-
morphisms g1, g2 : S ⊗PreW T → R.
(3) We have g1 ◦ ω ≺ g2 ◦ ω if and only if g1 ≺ g2, for any generalized W-
morphisms g1, g2 : S ⊗PreW T → R.
Thus, for every PreW-semigroup R, we obtain the commutative diagram below.
In the top row, the assignment w∗ : f 7→ f ◦ ω is an isomorphism of the sets of
generalized W-(bi)morphisms with their structure as positively ordered monoids and
with their additional auxiliary relations from Paragraph 6.2.6. When restricting to
W-(bi)morphisms, as in the bottom row of the diagram, the map ω induces a POM-
isomorphism ω∗ of the respective W-(bi)morphisms sets.
W[S ⊗PreW T,R]
w∗ // BiW[S × T,R]
W(S ⊗PreW T,R)
?
OO
w∗ // BiW(S × T,R).
?
OO
In particular, the pair (S ⊗PreW T , ω) represents the bimorphism POM-functor
BiW(S × T, ).
Proof. Set F := N[S× × T×], and let ≤ be the pre-order on F introduced in
Paragraph B.2.4. Let ∼ be the binary relation on F defined by f ∼ g if and only
if f ≤ g and g ≤ f . Then ∼ is a congruence relation on F and S ⊗POM T = F/∼.
Given f ∈ F , we denote by [f ] the congruence class of f in S ⊗POM T . Let ⋖ be
the relation on F from Definition 6.2.7.
It follows from statements (2) and (3) in Lemma 6.2.8 that ⋖ only depends on
the ∼-equivalence class of elements in F . Thus, for every x, y ∈ S ⊗POM T the
following are equivalent:
(1) We have x ≺ y in the sense of Definition 6.2.9, that is, there are f, g ∈ F such
that x = [f ], y = [g] and f ⋖ g.
(2) For each f, g ∈ F satisfying x = [f ] and y = [g], we have f ⋖ g.
It follows easily from (1)-(4) in Lemma 6.2.8 that ≺ is an auxiliary relation on
S⊗POMT . Moreover, statements (5)-(7) in Lemma 6.2.8 imply that (S⊗POMT,≺)
satisfies (W1), (W3) and (W4), showing that it is a PreW-semigroup, denoted by
S ⊗PreW T .
Let us show that the map
ω : S × T → S ⊗PreW T
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is a W-bimorphism. It is clear that ω is a POM-bimorphism respecting the aux-
iliary relations. Thus, it remains to show that ω is continuous in the sense of
Definition 6.2.3. To this end, let a ∈ S, b ∈ T , and x ∈ S ⊗PreW T satisfy
x ≺ ω(a, b). We may assume that a, b, and x are nonzero. Then f = a ⊙ b is
an element in F such that ω(a, b) = [f ]. By the equivalent conditions stated above,
and since x ≺ [f ], we can choose f ′ ∈ F such that x ≤ [f ′] and f ′⋖f . Therefore, by
definition of the relation ⋖ and since x is nonzero, we can choose elements a′ ∈ S×
and b′ ∈ T× such that
f ′ ≤ a′ ⊙ b′, a′ ≺ a, b′ ≺ b.
Then
x ≤ [f ′] ≤ [a′ ⊙ b′] = ω(a′, b′),
showing that a′ and b′ have the desired properties to verify the continuity of ω.
Let F : PreW → POM be the forgetful functor, which associates to a PreW-
semigroup X the underlying positively ordered monoid (also denoted by X , by
abuse of notation). It is clear that F is faithful.
Given PreW-semigroups X,Y , and Z, the functor F induces maps
FX,Y : W[X,Y ]→ POM(X,Y ),
FX×Y,Z : BiW[X × Y, Z]→ BiPOM(X × Y, Z),
by mapping a generalized W-(bi)morphism to the same map considered as a POM-
(bi)morphism. It is clear that FX,Y and FX×Y,Z are order embeddings when the
respective (bi)morphism sets are equipped with their natural structure as positively
ordered monoids.
To check the universal properties, let R be a PreW-semigroup. Consider the
map
ΩR : POM(S ⊗POM T,R)→ BiPOM(S × T,R), f 7→ f ◦ ω.
Since S ⊗POM T and ω have the universal property of a tensor product in POM,
the map ΩR is an isomorphism of the (bi)morphism sets with their structure as
objects in POM; see Proposition B.2.5. In particular, ΩR is an order-embedding.
Since ω is also a W-bimorphism, the same assignment maps (generalized) W-
morphisms to (generalized) W-bimorphisms. We denote this map by
ΦR : W[S ⊗PreW T,R]→ BiW[S × T,R], f 7→ f ◦ ω.
We have a commutative diagram of POM-morphisms:
POM(S ⊗POM T,R)
ΩR // BiPOM(S × T,R)
W[S ⊗PreW T,R]
ΦR //
?
FS⊗T,R
OO
BiW[S × T,R]
?
FS×T,R
OO
Since FS⊗T,R and FS×T,R are order-embeddings, and since the map ΩR is a POM-
isomorphism, it follows that ΦR is an order-embedding. This shows the universal
property (2).
For (1), we need to show that ΦR is surjective. Thus, let
f : S × T → R
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be a generalized W-bimorphism. Considering f as a POM-bimorphism and using
that ΩR is an isomorphism, there exists a unique POM-morphism
f˜ : S ⊗POM T → R
such that f = f˜ ◦ ω. We need to show that f˜ is continuous.
Let x ∈ S⊗PreW T and r ∈ R satisfy r ≺ f˜(x). We need to find x′ ∈ S⊗PreWT
such that x′ ≺ x and r ≤ f˜(x′). Choose a finite index set I, and elements ai ∈ S
and bi ∈ T , for i ∈ I, such that x =
∑
i∈I ai ⊗ bi. Then
r ≺ f˜(x) =
∑
i∈I
f˜(ai ⊗ bi).
Using that R satisfies (W4), choose elements ri in R, for i ∈ I, such that
r ≤
∑
i∈I
ri, and ri ≺ f˜(ai ⊗ bi) = f(ai, bi)
for each i ∈ I.
Since f is continuous, for each i ∈ I we can choose a′i ∈ S and b
′
i ∈ T with
a′i ≺ ai, b
′
i ≺ bi, ri ≤ f(a
′
i, b
′
i).
Set x′ :=
∑
i∈I a
′
i ⊗ b
′
i. Then x
′ ≺ x and
r ≤
∑
i∈I
ri ≤
∑
i∈I
f(a′i, b
′
i) = f˜(x
′),
as desired.
Finally, to prove (3), we need to show that for any generalized W-morphisms
f and g in W[S ⊗PreW T,R], we have f ≺ g if and only if ΦR(f) ≺ ΦR(g). This is
left to the reader. 
6.2.11 (PreW is a symmetric, monoidal category). It is straightforward to check
that the bimorphism-functor on PreW from Paragraph 6.2.5 is also functorial in the
first entries. Thus, we have a POM-multifunctor
BiW( × , ) : PreWop × PreWop × PreW→ POM.
By Theorem 6.2.10, the tensor product of two PreW-semigroups exists. Therefore,
as explained in Paragraph 6.1.8, it follows that the tensor product in PreW induces
a POM-bifunctor
⊗ : PreW× PreW→ PreW.
We use this to define a monoidal structure on PreW.
Recall that the unit object of POM is given by N with its usual structure as an
algebraically ordered monoid. We equip N with the auxiliary relation that is equal
to the partial order. Then N is a PreW-semigroup.
Let S be a PreW-semigroup. Since N is the unit object of POM, there are
natural isomorphisms:
N⊗POM S ∼= S ∼= S ⊗POM N.
It is straightforward to check that these isomorphisms preserve the auxiliary rela-
tions and are therefore isomorphisms in PreW. Thus, N is the unit object in PreW.
In the same way, associativity and symmetry of the tensor product in PreW follow
from the respective properties in POM.
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6.3. The tensor product in Cu
In this section, we will use the construction of tensor products in PreW and
the fact that Cu is a reflective subcategory of PreW to show that the category Cu
has a symmetric, monoidal structure.
Before we make this concrete in Theorem 6.3.3, let us consider the natural
notion of bimorphisms in the category Cu; see [ABP13, Definition 4.3].
Definition 6.3.1. Let S, T , and R be Cu-semigroups, and let f : S×T → R be
a POM-bimorphism. We say that f is a Cu-bimorphism if it satisfies the following
conditions:
(i) We have supk f(ak, bk) = f(supk ak, supk bk), for any increasing sequences
(ak)k in S and (bk)k in T .
(ii) If a′ ≪ a and b′ ≪ b, then f(a′, b′)≪ f(a, b), for any a′, a ∈ S and b′, b ∈ T .
We denote the set of all Cu-bimorphisms by BiCu(S × T,R).
If f is only required to satisfy condition (i) then we call it a generalized
Cu-bimorphism. We denote the collection of all generalized Cu-bimorphisms by
BiCu[S × T,R].
The next result is the analog of Lemma 3.1.4 for (generalized) Cu-bimorphisms.
It shows that for Cu-semigroups, the notions of (generalized) W-bimorphism and
(generalized) Cu-bimorphism agree.
Lemma 6.3.2. Let S, T , and R be Cu-semigroups, and let f : S × T → R be a
POM-bimorphism. Then the following are equivalent:
(1) The map f is a (generalized) Cu-bimorphism.
(2) In each variable, f is a (generalized) Cu-morphism.
(3) The map f is a (generalized) W-bimorphism.
Proof. The equivalence of (2) and (3) follows by combining Lemma 6.2.4,
Lemma 3.1.4 and the fact that Cu is a full subcategory of W (see Paragraph 3.1.5).
Moreover, it is clear that (1) implies (2), and the converse is straightforward to
show. 
Given Cu-semigroups S and T , the Cu-bimorphisms from S × T to a Cu-
semigroup R form a positively ordered monoid under pointwise order and addition.
Thus there is a POM-functor
BiCu(S × T, ) : Cu→ POM.
By Lemma 6.3.2, this functor is just the restriction of the POM-functor BiW(S ×
T, ) from Paragraph 6.2.5 to the full subcategory Cu of PreW. In the next result,
we will show that this bimorphism functor is representable.
Given Cu-semigroups S, T , andR, we equip the sets Cu[S,R] and BiCu[S×T,R]
with the same auxiliary relation as defined in Paragraph 6.2.6. For example, for
f, g ∈ Cu[S,R], we set f ≺ g if and only if a′ ≪ a implies f(a′) ≪ g(a), for any
a′, a ∈ S.
Theorem 6.3.3. Let S and T be Cu-semigroups. Consider the tensor product
ω : S × T → S ⊗PreW T,
as constructed in Theorem 6.2.10. By applying the completion functor γ from
Proposition 3.1.6, we obtain a Cu-semigroup γ(S ⊗PreW T ), which we denote by
6.3. THE TENSOR PRODUCT IN Cu 95
S ⊗Cu T , and a universal W-morphism α : S ⊗PreW T → S ⊗Cu T . Then the com-
posed map
ϕ := α ◦ ω : S × T
ω
−→ S ⊗PreW T
α
−→ γ(S ⊗PreW T ) = S ⊗Cu T
is a Cu-bimorphism. For every Cu-semigroup R, it satisfies the following universal
properties:
(1) For every (generalized) Cu-bimorphism f : S × T → R, there exists a (gener-
alized) Cu-morphism f˜ : S ⊗Cu T → R such that f = f˜ ◦ ϕ.
(2) We have g1 ◦ ϕ ≤ g2 ◦ ϕ if and only if g1 ≤ g2, for any generalized Cu-
morphisms g1, g2 : S ⊗Cu T → R.
(3) We have g1 ◦ ϕ ≺ g2 ◦ ϕ if and only if g1 ≺ g2, for any generalized Cu-
morphisms g1, g2 : S ⊗Cu T → R.
Thus, for every Cu-semigroup R, we obtain the commutative diagram below, which
is analogous to that in Theorem 6.2.10.
Cu[S ⊗Cu T,R]
ϕ∗ // BiCu[S × T,R]
Cu(S ⊗Cu T,R)
?
OO
ϕ∗ // BiCu(S × T,R),
?
OO
where ϕ∗ is an isomorphism of the respective (bi)morphism sets, given by ϕ∗(f) =
f ◦ϕ. In particular, the pair (S⊗Cu T , ϕ) represents the bimorphism POM-functor
BiCu(S × T, ).
Proof. It is clear that ϕ is a W-bimorphism. Therefore, it follows from
Lemma 6.3.2 that it is a Cu-bimorphism. To check the universal properties, let
R be a Cu-semigroup. In the diagram below, the horizontal maps on the left (given
by composing on the right with α) are POM-isomorphisms by Theorem 3.1.8 and
the horizontal maps on the right (given by composing on the right with ω) are
POM-isomorphisms by Theorem 6.2.10.
Cu[S ⊗Cu T,R]
α∗ // W[S ⊗PreW T,R]
ω∗ // BiW[S × T,R]
Cu(S ⊗Cu T,R)
?
OO
α∗ // W(S ⊗PreW T,R)
?
OO
ω∗ // BiW(S × T,R).
?
OO
This establishes the universal properties (1) and (2). It is also straightforward to
check that the isomorphism between Cu[S ⊗Cu T,R] and BiCu[S × T,R] preserves
the auxiliary relations, which establishes (3). 
Remark 6.3.4 (Tensor product in W). Analogous to the above Theorem 6.3.3,
one can construct tensor products in the category W. Given W-semigroups S and
T , one first considers the tensor product S ⊗PreW T in PreW. Then one uses the
reflection PreW→W from Paragraph 2.1.4 to obtain the tensor product in W.
Theorem 6.3.5. Let S and T be PreW-semigroups. Then there is a natural
Cu-isomorphism
γ(S)⊗Cu γ(T ) ∼= γ(S ⊗PreW T ).
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Proof. Let R be a Cu-semigroup. Using Theorem 6.2.10 at the first step,
and using that Cu is a reflective subcategory of PreW at the second step, we have
natural isomorphisms of the following (bi)morphism sets
BiW(S × T,R) ∼= W(S ⊗PreW T,R) ∼= Cu(γ(S ⊗PreW T ), R).
On the other hand, using Lemma 6.3.2 at the first step, and Theorem 6.3.3 at the
second step, we obtain natural isomorphisms
BiW(S × T,R) ∼= BiCu(γ(S)× γ(T ), R) ∼= Cu(γ(S)⊗Cu γ(T ), R).
Hence, the Cu-semigroups γ(S) ⊗Cu γ(T ) and γ(S ⊗PreW T ) both represent the
same functor, which implies that they are naturally isomorphic. 
Corollary 6.3.6. Let S, T , and R be Cu-semigroups. Then there is a natural
isomorphism:
S ⊗Cu (T ⊗Cu R) ∼= (S ⊗Cu T )⊗Cu R.
Proof. Using Theorem 6.3.5 at the second and last step, and that ⊗PreW is
associative (see Paragraph 6.2.11) at the third step, we obtain
S ⊗Cu (T ⊗Cu R) ∼= γ(S)⊗Cu γ(T ⊗PreW R)
∼= γ(S ⊗PreW (T ⊗PreW R))
∼= γ((S ⊗PreW T )⊗PreW R) ∼= (S ⊗Cu T )⊗Cu R,
and all isomorphisms are natural. 
6.3.7 (Cu is a symmetric, monoidal category). Similar as in Paragraph 6.2.11,
it follows that tensor product in Cu extends to a bifunctor
⊗ : Cu× Cu→ Cu.
We showed in Corollary 6.3.6 that this functor is associative. Let us show that the
Cu-semigroup N is a unit object for Cu. Note that N is the reflection in Cu of the
unit object N of PreW. Let S be a Cu-semigroup S. Using Theorem 6.3.5 at the
first step, we obtain natural isomorphisms
S ⊗Cu N ∼= γ(S ⊗PreW N) ∼= γ(S) ∼= S,
and analogously N ⊗Cu S ∼= S. Similarly, symmetry of the tensor product in Cu
follows from symmetry of the tensor product in PreW. Thus, the category Cu has
a symmetric, monoidal structure.
6.4. Examples and Applications
In this subsection, we are mainly concerned with the following problems: Under
which conditions do the axioms (O5), (O6) and weak cancellation pass to tensor
products of Cu-semigroups; see Problem 6.4.2. Secondly, for C∗-algebras A and
B, what can we say about the natural Cu-morphism from Cu(A) ⊗Cu Cu(B) to
Cu(A⊗max B); see Problem 6.4.11.
The following result is a useful tool to solve particular cases of both problems.
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Proposition 6.4.1. The tensor products in PreW and Cu are continuous in
each variable. More precisely, let ((Si)i∈I , (ϕi,j)i,j∈I,i≤j) be an inductive system in
Cu, and let T be a Cu-semigroup. Then there is a natural isomorphism
Cu-lim
−→
(Si ⊗Cu T ) ∼= (Cu-lim−→
Si)⊗Cu T.
The analogous statement holds for the second variable and for the tensor product
in PreW.
Proof. We first note that the tensor product in POM is a continuous functor
in each variable, since ⊗POMT is left adjoint to POM(T, ). To simplify notation,
in the first part of this proof we will write ⊗ for ⊗PreW and lim−→
for PreW-lim
−→
.
Let ((Si)i∈I , (ϕi,j)i,j∈I,i≤j) be an inductive system in PreW indexed over the
directed set I, and let T be a PreW-semigroup. This induces an inductive system
((Si⊗T )i∈I , (ϕi,j⊗idT )i,j∈I,i≤j). For j ∈ I, we denote the respective W-morphisms
into the inductive limits by
ϕj,∞ : Sj → lim−→
Si, and λj,∞ : Sj ⊗ T → lim−→
(Si ⊗ T ).
The W-morphisms ϕj,∞ ⊗ idT induce a W-morphism
ψ : lim
−→
(Si ⊗ T )→ (lim−→
Si)⊗ T
that satisfies (ψ ◦ λj,∞)(s ⊗ t) = ϕj,∞(s) ⊗ t for every j ∈ I, s ∈ Sj , and t ∈ T .
These maps are shown in the following commutative diagram:
Sj ⊗ T
λj,∞

ϕj,∞⊗idT // (lim
−→
Si)⊗ T
lim−→(Si ⊗ T )
ψ
77♦♦♦♦♦♦♦♦♦♦♦
The inductive limit of PreW-semigroups is simply the inductive limit in POM
of the underlying positively ordered monoids equipped with a natural auxiliary
relation; see Theorem 2.1.10. Similarly, the tensor product of two PreW-semigroups
is the POM-tensor product of the underlying positively ordered monoids equipped
with a natural auxiliary relation; see Theorem 6.2.10.
Thus, since the tensor product in POM is continuous in each variable, the map
ψ is a POM-isomorphism. Moreover, ψ preserves the auxiliary relation since it is a
W-morphism. Hence, to show that ψ is a W-isomorphism, it remains to prove that
x ≺ y whenever ψ(x) ≺ ψ(y) for any x and y in the domain of ψ.
Given such x and y, we can choose an index i ∈ I and n ∈ N and elements
sk ∈ Si and tk ∈ T for k = 1, . . . , n such that y = λi,∞(
∑n
k=1 sk ⊗ tk). Then
ψ(x) ≺ ψ(y) =
n∑
k=1
ϕi,∞(sk)⊗ tk.
By definition of the auxiliary relation for tensor products in PreW, there are ele-
ments a′k ∈ lim−→
Si and t
′
k ∈ T with ψ(x) ≤
∑n
k=1 a
′
k ⊗ t
′
k, satisfying
a′k ≺ ϕi,∞(sk), and t
′
k ≺ tk
for each k = 1, . . . , n. It follows from the definition of the auxiliary relation for
inductive limits in PreW, that there is an index j ≥ i and elements s′k ∈ Sj for
k = 1, . . . , n such that
a′k = ϕj,∞(s
′
k), and s
′
k ≺ ϕi,j(sk)
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for each k = 1, . . . , n. Set y′ := λj,∞(
∑n
k=1 s
′
k ⊗ t
′
k). Then
ψ(x) ≤
n∑
k=1
a′k ⊗ t
′
k =
n∑
k=1
ϕj,∞(s
′
k)⊗ t
′
k = ψ(y
′).
Since ψ is an order-embedding, we have x ≤ y′. It easily follows y′ ≺ y, and thus
x ≺ y, as desired.
Continuity in the second variable is proven analogously.
The result for tensor products in Cu follows from that for PreW. More pre-
cisely, let ((Si)i∈I , (ϕi,j)i,j∈I,i≤j) be an inductive system in Cu, and let T be a Cu-
semigroup. Using Corollary 3.1.11 at the first and last steps, using Theorem 6.3.5
at the second to last step, and using the result for PreW at the second step, we
obtain natural Cu-isomorphisms:
Cu-lim
−→
(Si ⊗Cu T ) ∼= γ
(
PreW-lim
−→
(Si ⊗PreW T )
)
∼= γ
(
(PreW-lim
−→
Si)⊗PreW T
)
∼= γ
(
PreW-lim−→Si
)
⊗Cu γ(T ) ∼= (Cu-lim−→Si)⊗Cu T.
This finishes the proof. 
Problem 6.4.2. Given Cu-semigroups S and T that satisfy (O5) (respectively
(O6), weak cancellation). When does S⊗CuT satisfy (O5) (respectively (O6), weak
cancellation)?
6.4.3. In general, (O5) does not pass to tensor products; see Proposition 6.4.4.
However, for given Cu-semigroups S and T , we obtain the following partial positive
answers to Problem 6.4.2:
(1) If S or T is an inductive limit of simplicial Cu-semigroups, then each of the
axioms (O5), (O6) and weak cancellation pass from S and T to S ⊗Cu T ; see
Proposition 6.4.6.
(2) If S and T are algebraic Cu-semigroups, then axiom (O5) passes from S and
T to S ⊗Cu T ; see Corollary 6.4.9.
This suggests the following refined version of Problem 6.4.2: Does (O5) pass to
tensor products where one of the Cu-semigroups is algebraic? Do the axioms pass
to tensor products of simple Cu-semigroups?
For the next result, we use Z to denote the semigroup N ⊔ (0,∞]. Note that
Z is the Cuntz semigroup of the Jiang-Su algebra Z; see Paragraph 7.3.2. We
let Lsc
(
[0, 1],N
)
denote the set of lower-semicontinuous functions from [0, 1] to
N, which is known to be isomorphic to the Cuntz semigroup of the C∗-algebra
C([0, 1]); see [Rob13b]. It follows from Proposition 4.6 that Z and Lsc
(
[0, 1],N
)
satisfy (O5), but this is also easy to see directly. The next result shows that (O5)
does in general not pass to tensor products. It requires the use of Z-multiplication,
a notion that will be defined in Section 7.1 (see also Section 7.3).
Proposition 6.4.4. The Cu-semigroup Z ⊗Cu Lsc
(
[0, 1],N
)
does not satisfy
axiom (O5).
Proof. Consider the Cu-semigroup S = Lsc([0, 1], Z) which clearly has Z-
multiplication. Let S00 be the smallest submonoid of S containing all elements of
the form z · f for z ∈ Z and f ∈ Lsc
(
[0, 1],N
)
. Let us verify that the assumptions
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of Lemma 5.3.17 are satisfied for S00. Given z ∈ Z and f ∈ Lsc
(
[0, 1],N
)
, we
choose rapidly increasing sequences (zn)n in Z and (fn)n in Lsc
(
[0, 1],N
)
such that
z = supn zn and f = supn fn. Then, as zn ≪ zn+1 and fn ≪ fn+1 for all n, the
sequence (zn · fn)n is rapidly increasing and
z · f = sup
n
(zn · fn).
Applying Lemma 5.3.17, we obtain that the sup-closure S0 of S00 in S, denoted by
S0 = span
{
z · f : z ∈ Z, f ∈ Lsc
(
[0, 1],N
)}
,
is a Cu-semigroup. We first show that S0 does not satisfy (O5).
Given an open set U in [0, 1], we denote by 1U the indicator function of U ,
which is an element in Lsc
(
[0, 1],N
)
⊂ S. Given a ∈ S, we let suppSet(a) denote
the set-theoretic support of a, which is open since a is lower semicontinuous. Set
a′ := 14 · 1(3/4,1], a :=
1
2 · 1(1/2,1], b := 1[0,1].
These are all elements in S0, and it is clear that a
′ ≪ a ≤ b.
We claim that there does not exist c ∈ S0 such that
a′ + c ≤ b ≤ a+ c.(6.1)
(Note that an element c with this property can easily be found in S; in fact, its
existence is guaranteed since S is the Cuntz semigroup of a C∗-algebra and therefore
satisfies (O5).)
In order to obtain a contradiction, suppose that an element c ∈ S0 with
the above property does exist. Choose a sequence (cn)n in S00 such that c =
supn cn. By evaluating the inequality (6.1) at each point in [0, 1], it is clear that
suppSet(c) = [0, 1]. Since suppSet(c) = ∪n suppSet(cn), there exists N ∈ N such
that suppSet(cN ) = [0, 1]. Without loss of generality, we may assume that N = 0.
By evaluating (6.1) at 12 , we get c
(
1
2
)
= 1. Since the element 1 in Z is compact,
it follows from c
(
1
2
)
= supn cn
(
1
2
)
that there exists N ∈ N such that cN
(
1
2
)
= 1.
Again, without loss of generality, we may assume that N = 0.
Note that every f in Lsc([0, 1],N) has a (canonical) decomposition as f =∑∞
k=0 1f−1((k,∞]), where each f
−1((k,∞]) is an open set. Applying this to the
element c0, and using that c0 ≤ 1, we can choose a finite index set I, nonempty
open subsets Ui ⊂ [0, 1] and nonzero elements zi ∈ Z for i ∈ I such that
c0 =
∑
i∈I
zi · 1Ui .
Then c0
(
1
2
)
is the sum of the elements zi for which
1
2 ∈ Ui. Since 1 = c0
(
1
2
)
is a
minimal compact element in Z, and since the noncompact elements in Z are soft
and therefore absorbing, we deduce that 12 belongs to exactly one of the sets Ui.
Let i0 be the unique index in I such that
1
2 ∈ Ui0 . We necessarily have zi0 = 1. Set
V := Ui0 , W :=
⋃
i6=i0
Ui.
Then V and W are open subset of [0, 1]. Since suppSet(c0) = [0, 1], it follows that
V ∪W = [0, 1]. Since c0 is strictly less than 1[0,1], the set V is a proper subset of
[0, 1]. Therefore, the intersection V ∩W is nonempty. For each t ∈ V ∩W we have
c0(t) = 1 +
∑
i6=i0
zi1Ui(t), with zi 6= 0 for each i 6= i0 and t ∈ Ui for at least one
i 6= i0. Thus c0(t) > 1, which clearly is a contradiction. This proves the claim.
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Next, consider the map
τ : Z × Lsc
(
[0, 1],N
)
→ S0 ⊂ Lsc([0, 1], Z),
defined by τ((z, f)) = z · f . It is easy to see that τ is a Cu-bimorphism. By
Theorem 6.3.3, there exists a Cu-morphism
τ˜ : Z ⊗Cu Lsc
(
[0, 1],N
)
→ S0,
such that τ˜(z ⊗ f) = τ(z, f) for each z ∈ Z and f ∈ Lsc
(
[0, 1],N
)
.
Since 1(3/4,1] ≪ 1(1/4,1] ≤ 1 in Lsc
(
[0, 1],N
)
, and 14 ≪
1
2 ≤ 1 in Z, we have
1
4 ⊗ 1(3/4,1] ≪
1
2 ⊗ 1(1/2,1] ≤ 1⊗ 1[0,1],
in Z ⊗Cu Lsc
(
[0, 1],N
)
. Note that
a′ = τ˜
(
1
4 ⊗ 1(3/4,1]
)
, a = τ˜
(
1
2 ⊗ 1(1/2,1]
)
, b = τ˜
(
1⊗ 1[0,1]
)
.
Thus, if there existed d ∈ Z ⊗Cu Lsc
(
[0, 1],N
)
such that
1
4 ⊗ 1(3/4,1] + d ≤ 1⊗ 1[0,1] ≤
1
2 ⊗ 1(1/2,1] + d,
then the element c = τ˜ (d) would satisfy a′+ c ≤ b ≤ a+ c, which is not possible by
the first part of the proof. Therefore, Z⊗CuLsc
(
[0, 1],N
)
does not satisfy (O5). 
Corollary 6.4.5. We have Lsc([0, 1], Z) ≇ Lsc
(
[0, 1],N
)
⊗Cu Z.
Proof. By Proposition 6.4.4, Z⊗CuLsc
(
[0, 1],N
)
does not satisfy axiom (O5).
On the other hand,
Lsc([0, 1], Z) ∼= Cu(C([0, 1],Z)),
by [APS11, Theorem 3.4], which in combination with Proposition 4.6 shows that
Lsc([0, 1], Z) satisfies (O5). 
For the next result, recall from Definition 5.5.11 that a Cu-semigroup is sim-
plicial if it is isomorphic to the algebraically ordered Cu-semigroup N
r
for some
r ∈ N. In Corollary 5.5.13, we have seen that a countably-based Cu-semigroup S is
an inductive limit of simplicial Cu-semigroups if and only if there exists a separable
AF-algebra A such that S ∼= Cu(A).
Proposition 6.4.6. Let S be an inductive limit of simplicial Cu-semigroups.
Then taking the tensor product with S preserves (O5), (O6) and weak cancellation.
Proof. Let ((Si)i∈I , (ϕi,j)i,j∈I,i≤j) be an inductive system of simplicial Cu-
semigroups, indexed over a directed set I. Then there are numbers ri ∈ N such
that Si ∼= N
ri
for each i ∈ I. Let T be a Cu-semigroup. For r ∈ N, let T r
be the set of r-tuples with entries in T , equipped with pointwise addition and
order. It is easily checked that T r is a Cu-semigroup and that there is a natural
isomorphism Si ⊗Cu T ∼= T ri for each i. It follows from Proposition 6.4.1 that
S ⊗Cu T ∼= Cu-lim−→i
T ri .
Assume now that T satisfies (O5). It follows easily that T r satisfies (O5) for
each r ∈ N. Then S ⊗Cu T satisfies (O5) by Theorem 4.5. It is proved analogously
that weak cancellation and (O6) pass from T to S ⊗Cu T . 
For the next result, recall that for a positively ordered monoid M , we denote
by Cu(M) the Cu-completion of the PreW-semigroup (M,≤); see Paragraph 5.5.3.
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Proposition 6.4.7. Let M and N be positively ordered monoids. Then there
is a canonical isomorphism
Cu(M)⊗Cu Cu(N) ∼= Cu(M ⊗POM N).
Proof. We will write (M,≤) and (N,≤) for the W-semigroups associated to
M and N ; see Proposition 5.5.4. It follows easily from the construction of the
tensor product in PreW that
(M,≤)⊗PreW (N,≤) ∼= (M ⊗POM N,≤).
Now the result follows from Theorem 6.3.5. 
Corollary 6.4.8. If S and T are algebraic Cu-semigroups, then so is S⊗CuT .
Corollary 6.4.9. Let S and T be algebraic Cu-semigroups. If S and T satisfy
axiom (O5), then so does S ⊗Cu T .
Proof. Let Sc and Tc denote the positively ordered monoid of compact ele-
ments in S and T , respectively. By Proposition 5.5.4 and Proposition 6.4.7, there
are natural isomorphisms
S ∼= Cu(Sc), T ∼= Cu(Tc), and S ⊗Cu T ∼= Cu(Sc ⊗POM Tc).
Assume now that S and T satisfy (O5). By Theorem 5.5.8, this implies that Sc
and Tc are algebraically ordered. It follows from Proposition B.2.8 that Sc ⊗POM
Tc is algebraically ordered. Using Theorem 5.5.8 again, we deduce that S ⊗Cu T
satisfies (O5). 
6.4.10. Let A and B be C∗-algebras, and let A⊗maxB be their maximal tensor
product. Given k, l ∈ N, x1, x2 ∈Mk(A)+ and y1, y2 ∈Ml(B)+, the simple tensors
x1 ⊗ y1 and x2 ⊗ y2 are positive elements in Mk(A)⊗max Ml(B). We have:
(1) If x1 - x2 and y1 - y2, then x1⊗ y1 - x2⊗ y2 in Mk(A)⊗maxMl(B); see
[Rør04, Lemma 4.1].
(2) If x1 - (x2 − ε)+ and y1 - (y2 − ε)+ for some ε > 0, then there exists
δ > 0 such that x1 ⊗ y1 - (x2 ⊗ y2 − δ)+ in Mk(A) ⊗max Ml(B); see the
proof of Proposition 4.5 in [ABP13].
Let ϕ : M∞(A)⊗maxM∞(B)→M∞(A⊗max B) be an isomorphism that identifies
the natural copies of A⊗maxB in M∞(A)⊗maxM∞(B) and M∞(A⊗maxB). Such
an isomorphism is unique up to approximate unitary equivalence. We define a map
W (A) ×W (B) → W (A ⊗max B) by ([x], [y]) 7→ [ϕ(x ⊗ y)] for x ∈ M∞(A)+ and
y ∈ M∞(B)+, Using (1) and (2) above, it is easily checked that this map is a
W-bimorphism. It is independent of the choice of ϕ. We therefore obtain a natural
W-morphism
W (A)⊗W W (B)→W (A⊗max B).
Similarly, choosing a natural isomorphism ψ from (A ⊗ K) ⊗max (B ⊗ K) to
(A⊗max B)⊗K, we obtain a natural Cu-bimorphism
τmaxA,B : Cu(A)⊗Cu Cu(B)→ Cu(A⊗max B),
such that τmaxA,B ([x]⊗ [y]) = [ψ(x ⊗ y)] for every x ∈ (A⊗K)+ and y ∈ (B ⊗K)+.
The natural quotient ∗-homomorphism from A⊗max B to A⊗min B induces a
surjective Cu-morphism
Cu(A⊗max B)→ Cu(A⊗min B).
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By composing the map τmaxA,B with this Cu-morphism, we obtain a natural Cu-
morphism
τminA,B : Cu(A) ⊗Cu Cu(B)→ Cu(A⊗min B).
Problem 6.4.11. Let A and B be C∗-algebras. When is the map τmaxA,B a Cu-
isomorphism? When is it surjective? When is it an order embedding? Similarly,
when is the map τminA,B an isomorphism? When is it surjective? When is it an
order-embedding?
6.4.12. Let A and B be C∗-algebras. It is clear that τmaxA,B is an order-embedding
whenever τminA,B is. Similarly, if τ
max
A,B is surjective, then so is τ
min
A,B.
If A or B is nuclear, then the natural map from A ⊗max B to A ⊗min B is an
isomorphism. In that case, the maps τminA,B and τ
max
A,B are equal, and we simply write
τA,B for this map.
It is easy to find examples of C∗-algebras A and B for which the natural map
τmaxA,B is not surjective. For instance, this is the case for A = C([0, 1]) and B = Z,
as shown in Proposition 6.4.4; see also Corollary 6.4.5.
Other (counter)examples can be found using K-theory. If A is a unital, simple,
stably finite C∗-algebra, then K0(A) is determined by the Cuntz semigroup of A
via the formula
K0(A) = Gr(Cu(A)c),(6.2)
where Cu(A)c denotes the submonoid of compact elements in Cu(A), and where Gr
denotes the Grothendieck completion (see, for example, [APT11], or also [BC09]).
Now, let A and B be unital, simple, stably finite C∗-algebras. Assume that A is
nuclear, whence we can unambiguously write ⊗ instead of ⊗max for tensor products
with A. Then the tensor product A ⊗ B is also a unital, simple, stably finite C∗-
algebra. Assume that the map
τA,B : Cu(A)⊗Cu Cu(B)→ Cu(A⊗B)
is surjective. Let us show that this implies that the natural map
Cu(A)c ⊗POM Cu(B)c → Cu(A⊗B)c
is surjective as well. Note that A,B and A⊗B are simple and stably finite.
More generally, let S, T and R be simple, stably finite Cu-semigroups satisfying
(O5), let ϕ : S⊗Cu T → R be a surjective Cu-morphism, and let c ∈ R be compact.
Choose ak ∈ S and bk ∈ T for k = 1, . . . , n such that c = ϕ(
∑
k ak ⊗ bk). By
Proposition 5.3.16, a nonzero element in R (or S, T respectively) is either compact
or soft. By Theorem 5.3.11, and using that R is simple, a sum of elements in R is
only compact if each summand is. Thus, ϕ(ak ⊗ bk) is compact for each k. It is
straightforward to check that ϕ(ak ⊗ bk) is soft whenever ak or bk is. Hence, the
elements ak and bk are compact. This shows that the induced map Sc⊗POMTc → Rc
is surjective, as desired.
Passing to Grothendieck completions, and using (6.2) at the second step, we
obtain a surjective map
Gr(Cu(A)c ⊗POM Cu(B)c)→ Gr(Cu(A⊗B)c) ∼= K0(A⊗B).
Since taking the Grothendieck completion commutes with tensor products (see
Proposition B.1.7), we have
K0(A)⊗K0(B) ∼= Gr(Cu(A)c)⊗POM Gr(Cu(B)c) ∼= Gr(Cu(A)c ⊗POM Cu(B)c).
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Thus, we have shown that the natural map
K0(A)⊗K0(B)→ K0(A⊗ B)
is surjective.
Let us further assume that A is a C∗-algebra in the bootstrap class; see [Bla06,
V.1.5.4, p.437]. Then A and B satisfy the ‘Ku¨nneth formula for tensor products in
K-theory’; see [Bla06, Theorem V.1.5.10, p.440]. This means that there is a short
exact sequence
0→
⊕
i=0,1
Ki(A)⊗Ki(B)→ K0(A⊗B)→
⊕
i=0,1
TorZ1 (Ki(A),K1−i(B))→ 0.
Since our assumptions on A and B imply that the natural map fromK0(A)⊗K0(B)
to K0(A⊗B) is surjective, we deduce from the Ku¨nneth formula that
K1(A) ⊗K1(B) = 0, Tor
Z
1 (Ki(A),K1−i(B)) = 0, for i = 0, 1.
In conclusion, we get that the map τA,B is not surjective whenever A and
B are unital, simple, stably finite C∗-algebras in the bootstrap class for which
K1(A) ⊗K1(B) 6= 0 or for which Tor
Z
1 (Ki(A),K1−i(B)) 6= 0 for i = 0 or i = 1.
On the other hand, τA,B is an isomorphism in the following cases:
(1) If A or B is an AF-algebra; see Proposition 6.4.13.
(2) If A and B are separable, and B is simple, nuclear and purely infinite; see
Corollary 7.2.15.
Proposition 6.4.13. Let A and B be C∗-algebras. Assume that at least one
of the algebras is an AF-algebra. Then the natural map
τA,B : Cu(A)⊗Cu Cu(B)→ Cu(A⊗B)
is an isomorphism.
Proof. Without loss of generality, we may assume that A is an AF-algebra.
Choose an inductive system ((Ai)i∈I , (ϕi,j)i,j∈I,i≤j) of finite-dimensional C
∗-alge-
bras such that A ∼= lim−→
Ai. For each i, there is ri ∈ N such that Ai is isomorphic
to a direct sum of ri matrix algebras. Then Ai ⊗ K ∼= Kri and Cu(Ai) ∼= N
ri
.
Moreover, Ai ⊗B ⊗K ∼= (B ⊗K)
ri and there are isomorphisms
Cu(Ai)⊗Cu Cu(B) ∼= N
ri
⊗ Cu(B) ∼= Cu(B)ri ∼= Cu(Ai ⊗B),
for each i.
Since the maximal tensor product commutes with inductive limits of C∗-alge-
bras (see [Bla06, II.9.6.5, p.200]), there is a natural isomorphism lim
−→
(Ai ⊗ B) ∼=
A⊗B. Using Corollary 3.2.9 at the first and last step, and using Proposition 6.4.1
at the second step, we obtain
Cu(A)⊗Cu Cu(B) ∼=
(
Cu-lim−→Cu(Ai)
)
⊗Cu Cu(B)
∼= Cu-lim−→
(Cu(Ai)⊗Cu Cu(B))
∼= Cu-lim−→
Cu(Ai ⊗ B) ∼= Cu(A⊗B),
as desired. 
6.4.14. Recall that the set of functionals on a Cu-semigroup S is defined as the
set of generalized Cu-morphisms S → [0,∞]; see Paragraph 5.2.1.
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Here, the product of two elements x, y ∈ [0,∞) is defined as the usual product
of real numbers, and 0y = x0 = 0 for all x, y ∈ [0,∞], and ∞y = x∞ = ∞ for all
x, y ∈ (0,∞]. (This is the Cu-product on [0,∞] when considered with its structure
as a Cu-semiring; see Example 7.1.8.)
Now, let S and T be Cu-semigroups. There is a natural map
F (S)× F (T )→ F (S ⊗Cu T ),
defined as follows: Given λ ∈ F (S) and µ ∈ F (T ), consider the map
f : S × T → [0,∞], (a, b) 7→ λ(a)µ(b), for all a ∈ S, b ∈ T.
It is easily checked that f is a generalized Cu-bimorphism. By Theorem 6.3.3, f
induces a generalized Cu-morphism
f˜ : S ⊗Cu T → [0,∞].
This means f˜ is a functional on S ⊗Cu T , satisfying f˜(a ⊗ b) = λ(a)µ(b) for every
a ∈ S and b ∈ T .
The following is a version of [Rør02, Theorem 4.1.10, p.69] for Cu-semigroups.
Proposition 6.4.15. Let S and T be simple, nonelementary Cu-semigroups
satisfying (O5) and (O6).
(1) If S and T are stably finite, then so is S ⊗Cu T .
(2) If S or T is not stably finite, then S ⊗Cu T ∼= {0,∞}.
Proof. To show (1), assume that S and T are simple and stably finite. Set
R := S ⊗Cu T . There are nontrivial functionals λ ∈ F (S) and µ ∈ F (T ); see
Proposition 5.2.10. By Paragraph 6.4.14, λ and µ induce a functional δ ∈ F (R)
such that δ(a ⊗ b) = λ(a)µ(b) for every a ∈ S and b ∈ T . It is clear that δ is
nontrivial, which implies that R is stably finite.
To show (2), we may assume without loss of generality that T is not stably
finite. By Corollary 7.2.5, S ⊗Cu T is simple. Thus, there is a unique element
∞ ∈ S ⊗Cu T such that ∞ = supn∈N nx for every nonzero x ∈ S ⊗Cu T . Let a ∈ S
and b ∈ T be nonzero. We will show a⊗ b =∞.
Let∞T denote the infinite element of T . By Proposition 5.2.10,∞T is compact.
Thus, there is n ∈ N such that nb = ∞T . By [Rob13a, Proposition 5.2.1], here
reproduced as Proposition 5.4.1, there is a nonzero element x ∈ S such that nx ≤ a.
It follows
a⊗ b ≥ (nx)⊗ b = x⊗ (nb) = x⊗∞T =∞.
We also have a⊗ b ≤ ∞, and therefore a⊗ b =∞. Since this holds for all nonzero
a and b, we get S ⊗Cu T ∼= {0,∞}, as desired. 
CHAPTER 7
Cu-semirings and Cu-semimodules
In Section 7.1, we introduce the concepts of Cu-semirings and their semimod-
ules. Natural examples are given by Cuntz semigroups of C∗-algebras that are
strongly self-absorbing and of C∗-algebras that tensorially absorb such a C∗-alge-
bra respectively; see Proposition 7.1.5.
We say that a Cu-semiring R is solid if the multiplication map R × R → R
induces an isomorphism R ⊗Cu R
∼=
−→ R; see Definition 7.1.6. This is analogous
to the concept of solidity for rings as introduced in [BK72, Definition 2.1; 2.4].
This property can also be interpreted as an algebraic analog of being strongly self-
absorbing. The Cuntz semigroup of every known strongly self-absorbing C∗-algebra
is a solid Cu-semiring; see Paragraph 7.6.1.
Given a solid Cu-semiring R, we say that a Cu-semigroup S has R-multipli-
cation if it is a semimodule over R, in a suitable sense, and it is very interest-
ing to study the class of such Cu-semigroups. We show that every generalized
Cu-morphism between Cu-semigroups with R-multiplication is automatically R-
linear; see Proposition 7.1.7. We deduce that a Cu-semigroup S has at most one
R-multiplication. In other words, either there is no way to give S the structure of
a semimodule over R, or there is a unique such structure. This also means that,
as we have already remarked in the Introduction, being a semimodule over R is a
property of S, rather than an extra structure; see Remark 7.1.10.
It may therefore seem that Cu-semigroups with R-multiplication are rare. How-
ever, we show in Lemma 7.1.11 that for every Cu-semigroup S, the tensor product
R ⊗Cu S has R-multiplication. We obtain that S has R-multiplication if and only
if S is naturally isomorphic to R⊗Cu S; see Theorem 7.1.13.
We refer to Chapter 8 for a detailed study of the structure of Cu-semirings,
including a complete classification of solid Cu-semirings in Section 8.3.
In Sections 7.2 through 7.5, we study Cu-semimodules over the following solid
Cu-semirings:
(1) If A is a purely infinite, strongly self-absorbing C∗-algebra, for example the
Cuntz algebra O∞, then Cu(A) = {0,∞}. In Section 7.2, we study Cu-semigroups
that have {0,∞}-multiplication. This can be considered as a theory of ‘purely
infinite Cuntz semigroups’.
Indeed, it is clear that the Cuntz semigroup of every O∞-stable C∗-algebra is a
{0,∞}-semimodule. More generally, we show that a (not necessarily simple) C∗-al-
gebra is purely infinite if and only if its Cuntz semigroup has {0,∞}-multiplication.
(2) The Jiang-Su algebra Z is a strongly self-absorbing C∗-algebra whose Cuntz
semigroup is a solid Cu-semiring, denoted by Z. In Section 7.3, we study Cu-
semigroups that have Z-multiplication.
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The analogy between Z-stable C∗-algebras and Cuntz semigroups with Z-
multiplication is however not as close as in the purely infinite case. In one di-
rection, we clearly have that the Cuntz semigroup of every Z-stable C∗-algebra is
a Z-semimodule. However, the converse is not true in general. Consider for exam-
ple C∗λ(F∞), the reduced group C
∗-algebra of the free group with infinitely many
generators. It is shown in [Rob12, Section 6.3] that Cu(C∗λ(F∞))
∼= Cu(Z), which
implies that the Cuntz semigroup of C∗λ(F∞) has Z-multiplication. However, it
was shown by Simon Wassermann that C∗λ(F∞) is tensorially prime, in particular
C∗λ(F∞) ≇ C
∗
λ(F∞)⊗Z.
We show in Theorem 7.3.11 that a Cu-semigroup has Z-multiplication if and
only if it is almost unperforated and almost divisible. On the other hand, it seems
that the Cuntz semigroup of every Z-stable C∗-algebra is even nearly unperforated;
see Conjecture 5.6.18.
(3) Every strongly self-absorbing UHF-algebra is of the form Mq for some su-
pernatural number q satisfying q = q2 and q 6= 1. We denote the Cuntz semigroup
of Mq by Rq, which is a solid Cu-semiring. In Section 7.4, we study Cu-semigroups
that have Rq-multiplication. This can be considered as a theory of ‘UHF-absorbing
Cuntz semigroups’. Given a Cu-semigroup S, we also think of Rq ⊗Cu S as a
‘rationalization’ of S.
(4) The Jacelon-Razak algebra R is a stably projectionless C∗-algebra, whence
it does not satisfy the definition of a strongly self-absorbing C∗-algebra (which
are required to be unital). However, the Cuntz semigroup of R is [0,∞], which
is a solid Cu-semiring. Moreover, for every C∗-algebra A we have Cu(R ⊗ A) ∼=
[0,∞] ⊗Cu Cu(A). In particular, if a C
∗-algebra tensorially absorbs R, then its
Cuntz semigroup has [0,∞]-multiplication.
In Section 7.4 we study Cu-semigroups that have [0,∞]-multiplication. This
can be considered as a theory of ‘R-absorbing Cuntz semigroups’. Given a Cu-
semigroup S, we also think of [0,∞]⊗Cu S as the ‘realification’ of S, a term that
was introduced by Robert.
In the following table, we summarize some results of this chapter. The middle
column contains the characterizations when a Cu-semigroup S has R-multiplication
for the solid Cu-semiring listed in the left column. The column on the right char-
acterizes the effect that ‘stabilizing’ with R has on the order structure of the Cu-
semigroup.
R
Characterization when S is a Cu-
semimodule over R.
For a, b ∈ S, characterization
when 1⊗ a ≤ 1⊗ b in R⊗Cu S.
{0,∞} S is idempotent; Theorem 7.2.2. a ∝∗ b; Theorem 7.2.6.
Z
S is almost unperforated and
almost divisible; Theorem 7.3.11.
Unclear; Problem 7.3.13.
Rq
S is q-unperforated and q-
divisible; Theorem 7.4.10.
For each a′ ≪ a, there exists n
dividing q such that na′ ≤ nb;
Theorem 7.4.11.
[0,∞]
S is unperforated, divisible
and every element is soft;
Theorem 7.5.4.
aˆ ≤ bˆ in Lsc(F (S));
Theorem 7.5.11.
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7.1. Strongly self-absorbing C*-algebras and solid Cu-semirings
Definition 7.1.1. A Cu-semiring is a Cu-semigroup R together with a Cu-
bimorphism, (a, b) 7→ ab, and a distinguished element 1 in R such that for all
a, b, c ∈ R we have
ab = ba, a(bc) = (ab)c, and 1a = a = a1.
The Cu-bimorphism R×R→ R is also called the Cu-product of R.
Remarks 7.1.2. (1) A Cu-semiring is a commutative, unital semiring (see
Section B.4) with a compatible partial order turning it into a ω-continuous ω-dcpo
in the sense of lattice theory; see Remarks 3.1.3.
(2) It is natural to assume that a Cu-semiring has no zero divisors. Indeed, if
a and b satisfy ab = 0, then st = 0 for all s and t with s ≤ ∞ · a and t ≤ ∞ · b.
Thus, if ab = 0, then the multiplication is trivial on the ideals generated by a and
b. In particular, a simple Cu-semiring with zero divisors is isomorphic to {0}.
(3) Let R be a Cu-semiring. Recall from Paragraph 5.1.1 that an ideal I in R is
an order-hereditary submonoid that is closed under passing to suprema of increasing
sequences. This notion of ideal is a-priori not related to the ring-theoretic notion
of an ideal, which means that ab is in I for any a ∈ I and b ∈ R.
If the unit of R is full (that is, if it is also an order-unit), then every ideal I is
also a ring-theoretic ideal. Indeed, given a ∈ I and b ∈ R, we have b ≤ ∞ · 1, and
therefore ab ≤ a(∞ · 1) = sup k(a1) =∞ · a ∈ I. Then ab is in I as desired.
We thank the referee for pointing out the following example of a Cu-semiring
whose unit is not full. Consider R = [0,∞] × [0,∞], with pointwise order and
addition, and with multiplication given by (a1, a2)(b1, b2) := (a1b2 + a2b1, a2b2).
Then the multiplicative unit (0, 1) is clearly not an order-unit. On the other hand,
if S is the Cuntz semigroup of a unital C∗-algebra A which is a Cu-semiring and
the class of the unit of A acts as a unit for the product, then it will be full.
The following definition is an adoption of the terminology introduced by Robert,
[Rob13a, Definition 3.1.2].
Definition 7.1.3. Let S be a Cu-semigroup, and let R be a Cu-semiring. An
R-multiplication on S is a Cu-bimorphism R×S → S, (r, s) 7→ rs such that for all
r1, r2 ∈ R and s ∈ S, we have
(r1r2)s = r1(r2s), 1s = s.
In this case we also say that S is a Cu-semimodule over R.
7.1.4. One motivation for the definition of a Cu-semiring comes from strongly
self-absorbing C∗-algebras. Recall from [TW07, Definition 1.3] that a unital C∗-
algebra D is strongly self-absorbing if D ≇ C and if there exists an isomorphism
ψ : D → D ⊗ D such that ψ is approximately unitarily equivalent to idD ⊗1D.
Every such algebra is simple, nuclear, and either purely infinite or stably finite
with a unique tracial state; see [TW07, 1.6, 1.7]. The Cuntz semigroup of a
simple, purely infinite C∗-algebra is isomorphic to {0,∞}.
Another source of Cu-semimodules appears in group actions. If G is a compact
group, then Cu(C∗(G)) has a natural structure as a Cu-semiring. An action of G
on a C∗-algebra A induces a natural Cu(C∗(G))-multiplication on Cu(A). Such
Cu-semimodules have been studied in [GS15].
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Proposition 7.1.5. Let D be a unital, separable, strongly self-absorbing C∗-
algebra. Then:
(1) The Cuntz semigroup Cu(D) has a natural Cu-product giving it the structure
of a countably-based, simple Cu-semiring satisfying (O5) and (O6). Moreover,
if D is stably finite then Cu(D) has a unique normalized functional.
(2) If A is a D-absorbing C∗-algebra (that is, A ∼= A ⊗ D), then Cu(A) has a
natural Cu(D)-multiplication.
Proof. We use the symbol ‘≈’ to denote approximate unitary equivalence.
For positive elements in a C∗-algebra, this is a stronger equivalence relation than
Cuntz equivalence.
(1) By definition, we choose a ∗-isomorphism ψ : D → D ⊗ D such that ψ ≈
idD ⊗1D. Consider the natural Cu-bimorphism Cu(D)×Cu(D)→ Cu(D⊗D) from
Paragraph 6.4.10. Composed with Cu(ψ−1), this yields a Cu-bimorphism
ϕ : Cu(D)× Cu(D)→ Cu(D).
We will show that ϕ together with 1 = [1D] gives Cu(D) the structure of a Cu-
semiring. We know from [TW07, Corollary 1.11] that D has approximately inner
flip. Thus, for any x, y ∈ D+, we have x⊗ y ≈ y ⊗ x in D ⊗D. It follows
ϕ([x], [y]) = [ψ−1(x⊗ y)] = [ψ−1(y ⊗ x)] = ϕ([y], [x]).
The analogous computation holds for Cuntz classes of positive elements in D ⊗K,
which implies that ϕ defines a commutative multiplication.
To show associativity of the product, consider positive elements x, y and z.
Using the approximately inner flip, we get x ⊗ y ⊗ z ≈ y ⊗ z ⊗ x. Applying
ψ−1 ⊗ idD, it follows that ψ−1(x⊗ y)⊗ z ≈ ψ−1(y ⊗ z)⊗ x, and therefore
ϕ(ϕ([x], [y]), [z]) = [ψ−1(ψ−1(x⊗ y)⊗ z)]
= [ψ−1(ψ−1(y ⊗ z)⊗ x)]
= [ψ−1(x⊗ ψ−1(y ⊗ z))] = ϕ([x], ϕ([y], [z])).
The analogous computation in D ⊗K implies that the product is associative.
Using idD ⊗1D ≈ ψ and ψ ≈ 1D ⊗ idD, we obtain
ϕ([x], 1) = [ψ−1(x⊗ 1)] = [x] = [ψ−1(1⊗ x)] = ϕ(1, [x]),
for every positive x. This finishes the proof that Cu(D) is a Cu-semiring.
The Cuntz semigroup of every separable C∗-algebra is countably-based, satisfies
(O5) and (O6); see Proposition 3.2.3 and Proposition 4.6. Moreover, since D is
simple we get that Cu(D) is simple; see Corollary 5.1.12. If D is stably finite, then
it has a unique (2-quasi)tracial state, and then Cu(D) has a unique normalized
functional by Corollary 5.2.22.
(2) By [TW07, Theorem 2.3] there is a ∗-isomorphism φ : A → D ⊗ A such
that φ ≈ 1D⊗ idA (note that the condition of D being K1-injective is automatic by
[Win11, Theorem 3.1, Remark 3.3]). Arguing as in (1), the natural map D×A→
D⊗A induces a Cu-bimorphism Cu(D)×Cu(A)→ Cu(D⊗A) and this, composed
with Cu(φ−1), yields a Cu-bimorphism ϕ : Cu(D)× Cu(A)→ Cu(A).
Given x ∈ A+, we have φ(x) ≈ 1D ⊗ x and therefore ϕ([1D], [x]) = [x]. Given
also d1, d2 ∈ D+, we have
d1 ⊗ d2 ⊗ φ(x) ≈ d1 ⊗ d2 ⊗ 1D ⊗ x ≈ d1 ⊗ 1D ⊗ d2 ⊗ x
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in D ⊗D ⊗D ⊗A. Applying φ−1 ◦ (ψ−1 ⊗ φ−1) to the above relation, we get
φ−1(ψ−1(d1 ⊗ d2)⊗ x) ≈ φ
−1(ψ−1(d1 ⊗ 1D)⊗ φ
−1(d2 ⊗ x)).
Therefore, ϕ([d1] · [d2], [x]) = ϕ([d1], ϕ([d2], [x])). The same computations hold
for positive elements in the stabilizations, which implies that ϕ defines a Cu(D)-
multiplication on Cu(A). 
A ring R is called solid if the multiplication map induces an isomorphism
R ⊗ R ∼= R; see [BK72, Definition 2.1; 2.4] where it is pointed out that solidity
of the ring R is equivalent to the requirement that a⊗ 1 = 1 ⊗ a for every a ∈ R.
Here, we use the usual tensor product of (discrete) groups and rings, and every ring
is understood to be unital and commutative. See Section B.4 for more details.
As pointed out in [Gut13], solid rings have also been called T -rings and Z-epi-
morphs; see [BS77, Definition 1.6] and [DS84]. We define solid Cu-semirings in
analogy to solid rings.
Definition 7.1.6. A Cu-semiring R is solid if the Cu-bimorphism ϕ : R×R→
R defining the multiplication induces an isomorphism R⊗Cu R ∼= R.
The next result shows that for a Cu-semiring there are many conditions equiv-
alent to being solid. This is analogous to the case for rings. Indeed, for a ring,
all of the conditions in Proposition 7.1.7, when suitably interpreted, are equivalent
to solidity of the ring. This is known, and most of it is shown in the references
mentioned in the paragraph before Definition 7.1.6.
Proposition 7.1.7. Let R be a Cu-semiring. Then the following conditions
are equivalent:
(1) The Cu-semiring R is solid.
(2) Whenever S is a Cu-semimodule over R, then the R-multiplication on S
induces an isomorphism R⊗Cu S ∼= S.
(3) Whenever S1 and S2 are Cu-semimodules over R, and τ : S1 × S2 → T is
a generalized Cu-bimorphism, then τ(ra1, a2) = τ(a1, ra2) for all r ∈ R and
ai ∈ Si.
(4) Every generalized Cu-morphism S1 → S2 between Cu-semimodules S1 and S2
over R is automatically R-linear.
(5) For all a, b ∈ R, we have a⊗ b = b⊗ a in R⊗Cu R.
(6) For every a ∈ R, we have a⊗ 1 = 1⊗ a in R⊗Cu R.
Proof. The implications ‘(2) ⇒ (1) ⇒ (5) ⇒ (6)’ are clear.
In order to prove that (6) implies (2), let S be a Cu-semimodule over R. Given
r ∈ R and s ∈ S, we will show r ⊗ s = 1 ⊗ rs in R ⊗Cu S. To that end, consider
the map
τs : R×R→ R⊗Cu S, τs(a, b) := a⊗ bs, for all a, b ∈ R.
It is straightforward to check that this is a generalized Cu-bimorphism, whence there
is a generalized Cu-morphism τ¯s : R⊗CuR→ R⊗CuS such that τs(a, b) = τ¯s(a⊗b).
Using the assumption at the third step, we obtain
r ⊗ s = τs(r, 1) = τ¯s(r ⊗ 1) = τ¯s(1⊗ r) = τs(1, r) = 1⊗ rs.
Let ϕ : R × S → S be the Cu-bimorphism defining the R-multiplication. This
induces a Cu-morphism ϕ¯ : R⊗Cu S → S. We let ψ : S → R⊗S be the generalized
Cu-morphism defined by ψ(s) = 1⊗ s. We clearly have ϕ¯ ◦ ψ = idS . On the other
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hand, for every r ∈ R and s ∈ S, using the formula of the previous paragraph at
the last step, we have
ψ ◦ ϕ¯(r ⊗ s) = ψ(rs) = 1⊗ rs = r ⊗ s.
It follows that ψ ◦ ϕ¯ = idR⊗CuS , and so R⊗Cu S
∼= S.
Next, we prove that (2) implies (3). It is enough to show that for every r ∈ R,
s1 ∈ S1 and s2 ∈ S2, we have rs1⊗ s2 = s1⊗ rs2 in S1⊗Cu S2. To that end, we use
the isomorphisms S1 ∼= S1⊗CuR and R⊗Cu S2 ∼= S2 given by assumption, and the
natural isomorphism of associativity of the tensor product from Corollary 6.3.6, to
obtain the identifications shown in the following diagram:
S1 ⊗Cu S2 ∼=
∈
(S1 ⊗Cu R)⊗Cu S2 ∼=
∈
S1 ⊗Cu (R ⊗Cu S2) ∼=
∈
S1 ⊗Cu S2
∈
rs1 ⊗ s2 ←→
(rs1 ⊗ 1)⊗ s2
= (s1 ⊗ r)⊗ s2
←→
s1 ⊗ (1 ⊗ rs2)
= s1 ⊗ (r ⊗ s2)
←→ s1 ⊗ rs2.
Next, to show that (3) implies (4), let S1 and S2 be Cu-semimodules over R,
and let α : S1 → S2 be a generalized Cu-morphism. Consider the map
τ : R× S1 → S2, τ(r, s) := rα(s), for all r ∈ R, s ∈ S1,
which is easily seen to be a generalized Cu-bimorphism. We consider R with the
R-multiplication given by its Cu-semiring structure. Given r ∈ R and s ∈ S1, we
use the assumption at the second step to obtain
α(rs) = τ(1, rs) = τ(r, s) = rα(s).
Thus, the map α is R-linear, as desired.
Finally, let us show that (4) implies (6). We endow the Cu-semigroup R⊗CuR
with two (a priori different) R-multiplications induced by
r · (r1 ⊗ r2) = rr1 ⊗ r2, r · (r1 ⊗ r2) = r1 ⊗ rr2, for all r, r1, r2 ∈ R.
Now, we consider the identity Cu-morphism id : R⊗CuR→ R⊗CuR, but we equip
the source and target with the two different R-multiplications. By assumption,
the map idR is R-linear. Then, given any r ∈ R, we compute the product of the
element 1 ⊗ 1 ∈ R ⊗Cu R with r using the different R-multiplications. This gives
r1⊗ 1 = 1⊗ r1, as desired. 
Example 7.1.8. Consider the Cu-semigroup [0,∞]. We define the product of
finite elements as for real numbers, set∞· 0 := 0 and ∞·a :=∞ for every nonzero
a ∈ [0,∞]. It is easy to check that this defines a Cu-product on [0,∞].
Thus, [0,∞] is a Cu-semiring. Let us show that it is solid. By Proposition 7.1.7,
it is enough to show that 1 ⊗ a equals a ⊗ 1 for every a ∈ [0,∞]. Given k, n ∈ N
with n 6= 0, we consider the element kn ∈ [0,∞] and we compute
1⊗ kn =
n
n ⊗
k
n = kn
(
1
n ⊗
1
n
)
= kn ⊗
n
n =
k
n ⊗ 1.
Since rational elements are dense in [0,∞], we get that [0,∞] is solid.
Corollary 7.1.9. Let R be a solid Cu-semiring, and let S be a Cu-semigroup.
Then any two R-multiplications on S are equal.
Proof. Consider the identity morphism S → S, where the range and target
are equipped with the two R-multiplications in question. By Proposition 7.1.7, this
map is R-linear, which means exactly that the two R-multiplications are equal. 
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Remark 7.1.10. LetR be a solid Cu-semiring, and let S be a Cu-semigroup. By
Corollary 7.1.9, S has at most one R-multiplication. Thus, having an R-multiplica-
tion is a property rather than an additional structure.
Lemma 7.1.11. Let R be a Cu-semiring, and let S and T be Cu-semigroups.
Assume that S has an R-multiplication. Then S⊗CuT also has an R-multiplication
that satisfies
r(s ⊗ t) = (rs) ⊗ t,
for all r ∈ R, s ∈ S and t ∈ T .
Proof. Given r ∈ R, consider the map
αr : S × T → S ⊗Cu T, (s, t) 7→ rs⊗ t, for all s ∈ S, t ∈ T.
This is a generalized Cu-bimorphism, which therefore induces a generalized Cu-
morphism α¯r : S ⊗Cu T → S ⊗Cu T with αr(s ⊗ t) = (rs) ⊗ t. Using the universal
properties of the tensor product (see Theorem 6.3.3), one shows that the map
R× (S ⊗Cu T )→ S ⊗Cu T, (r, x) 7→ α¯r(x), for all r ∈ R, x ∈ S ⊗Cu T,
is a Cu-bimorphism defining an R-multiplication on S ⊗Cu T . 
Lemma 7.1.12. Let R be a solid Cu-semiring, let S be a Cu-semigroup, and
let ϕ : R × S → S be a generalized Cu-bimorphism. Assume that ϕ(1R, a) = a for
every a ∈ S. Then ϕ defines an R-multiplication on S. Thus, ϕ is a Cu-bimorphism
satisfying
ϕ(r1r2, a) = ϕ(r1, ϕ(r2, a)),
for every r1, r2 ∈ R and a ∈ S.
Proof. Let ϕ : R×S → S be a map as in the statement. Let ϕ¯ : R⊗Cu S → S
be the generalized Cu-morphism induced by ϕ. We will show that ϕ¯ is a Cu-
isomorphism. Consider the map
ρ : S → R⊗Cu S, ρ(a) = 1R ⊗ a, for all a ∈ S.
It is clear that ρ is a generalized Cu-morphism. Using the assumption on ϕ at the
third step, we deduce for each a ∈ S that
ϕ¯ ◦ ρ(a) = ϕ¯(1R ⊗ a) = ϕ(1R, a) = a.
Thus, ϕ¯ ◦ ρ = idS . For the converse, consider the generalized Cu-morphism ρ ◦
ϕ¯ : R⊗Cu S → R⊗Cu S. For each r ∈ R and a ∈ S we have
ρ ◦ ϕ¯(r ⊗ a) = 1R ⊗ ϕ(r, a).
By Lemma 7.1.11, R⊗CuS has an R-multiplication such that r1(r2⊗a) = (r1r2)⊗a
for all r1, r2 ∈ R and a ∈ S. It follows from Proposition 7.1.7 that ρ ◦ ϕ¯ is R-linear.
Using this at the second step, we obtain for each r ∈ R and a ∈ S that
ρ ◦ ϕ¯(r ⊗ a) = ρ ◦ ϕ¯(r · (1R ⊗ a)) = r · (ρ ◦ ϕ¯(1R ⊗ a)) = r · (1R ⊗ a) = r ⊗ a.
This shows that ρ ◦ ϕ¯ is the identity map on simple tensors in R⊗Cu S. It follows
ρ ◦ ϕ¯ = idR⊗CuS .
In general, every POM-isomorphism between Cu-semigroups automatically pre-
serves the way-below relation and suprema of increasing sequences, since these no-
tions are completely encoded in the order structure. We clearly have that ϕ¯ is an
isomorphism of positively ordered monoids. Therefore it is also a Cu-isomorphism.
It follows that ϕ is a Cu-bimorphism.
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Let r1, r2 ∈ R and a ∈ S. Since ρ◦ ϕ¯ = idR⊗CuS , we have r2⊗a = 1R⊗ϕ(r2, a).
Using the R-multiplication of R⊗Cu S to multiply by r1, we deduce
(r1r2)⊗ a = r1 · (r2 ⊗ a) = r1 · (1R ⊗ ϕ(r2, a)) = r1 ⊗ ϕ(r2, a).
Applying ϕ¯, we have
ϕ(r1r2, a) = ϕ¯((r1r2)⊗ a) = ϕ¯(r1 ⊗ ϕ(r2, a)) = ϕ(r1, ϕ(r2, a)),
as desired. 
Theorem 7.1.13. Let R be a solid Cu-semiring, and let S be a Cu-semigroup.
Then the following are equivalent:
(1) The Cu-semigroup S has an R-multiplication.
(2) There exists a Cu-isomorphism between R⊗Cu S and S.
(3) The map S → R⊗Cu S given by a 7→ 1R ⊗ a is a Cu-isomorphism.
Proof. It is clear that (3) implies (2). It follows from Lemma 7.1.11 that (2)
implies (1). To show that (1) implies (3), assume that S has an R-multiplication
ϕ : R × S → S. By Proposition 7.1.7, the induced Cu-morphism ϕ¯ : R ⊗Cu S → S
is an isomorphism. It is straightforward to check that the inverse of ϕ¯ sends a in S
to 1R ⊗ a. 
The following result should be compared with an analogous result for strongly
self-absorbing C∗-algebras in [TW07, Proposition 5.12].
Proposition 7.1.14. Let R be a solid Cu-semiring, and let S be another Cu-
semiring. Then the following are equivalent:
(1) There is a Cu-isomorphism between R⊗Cu S and S.
(2) There exists a unital, multiplicative, generalized Cu-morphism R→ S.
(3) There exists a unital, generalized Cu-morphism R→ S.
Moreover, if a map as in (3) exists, then it is unique (and therefore automatically
multiplicative). Furthermore, if 1S is a compact element, then any map as in (3)
is automatically a Cu-morphism.
Proof. It is clear that (2) implies (3). Let α : R→ S be a unital, generalized
Cu-morphism. This induces a map
ϕα : R× S → S, (r, a) 7→ α(r) · a, for all r ∈ R, a ∈ S.
It follows easily from the properties of α that ϕα is a generalized Cu-bimorphism
satisfying ϕα(1R, a) = a for every a ∈ S. Then it follows from Lemma 7.1.12 that
ϕα is a Cu-bimorphism defining an R-multiplication on S.
Thus, using Theorem 7.1.13, we obtain that (3) implies (1). Moreover, by
Corollary 7.1.9, any two R-multiplications on S are equal. This implies that a map
satisfying (3) is unique (if it exists).
Let us show that (1) implies (2). By Lemma 7.1.11, the semigroup R ⊗Cu S
has an R-multiplication. Therefore, by assumption, S has an R-multiplication
ϕ : R× S → S. Consider the map
α : R→ S, r 7→ ϕ(r, 1S), for all r ∈ R.
It is clear that α is a unital, generalized Cu-morphism. In order to show that α is
multiplicative, we consider the following map
ψ : R× S → S, (r, a) 7→ ϕ(r, 1S)a, for all r ∈ R, a ∈ S.
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It is easy to see that ψ is a generalized Cu-bimorphism satisfying ψ(1R, a) = a for
every a ∈ S. By Lemma 7.1.12, we have ψ = ϕ. Using this at the third step, we
deduce
α(r1r2) = ϕ(r1r2, 1S) = ϕ(r1, ϕ(r2, 1S))
= ψ(r1, ϕ(r2, 1S)) = ϕ(r1, 1S)ϕ(r2, 1S) = α(r1)α(r2).
Thus, α is multiplicative, as desired.
Finally, if 1S is compact, then it is also clear from the definition that α is a
Cu-morphism. 
7.2. Cuntz semigroups of purely infinite C*-algebras
In this section, we study Cu-semigroups that are semimodules over the Cu-
semiring {0,∞}. If A is a purely infinite, strongly self-absorbing C∗-algebra (for
example O2, O∞, or the tensor product of O∞ with a UHF-algebra of infinite type),
then Cu(A) ∼= {0,∞}.
In Theorem 7.2.2, we characterize the Cu-semimodules over {0,∞} as the Cu-
semigroups that are idempotent. We show that the tensor product of a given
Cu-semigroup S with {0,∞} is canonically isomorphic to Latf(S), the semigroup
of singly-generated ideals in S; see Proposition 7.2.3.
In Proposition 7.2.8, we apply our results to Cuntz semigroups of C∗-algebras
by showing that a (not necessarily simple) C∗-algebra A is purely infinite if and
only if
Cu(A) ∼= {0,∞}⊗Cu Cu(A).
We deduce that for every separable C∗-algebra A, there are natural isomorphisms
of the following Cu-semigroups:
Cu(O∞ ⊗A) ∼= Lat(A) ∼= Lat(Cu(A)) ∼= {0,∞}⊗Cu Cu(A);
see Corollary 7.2.16.
The following is easy to prove and hence we omit the details:
Lemma 7.2.1. The Cu-semiring {0,∞} is solid.
Recall that a commutative semigroup S is called idempotent if each of its ele-
ments is idempotent, that is, if 2a = a for every a ∈ S. In the literature, an idempo-
tent, commutative semigroup S is also called a commutative band, or a semilattice
(with ‘join’ in the semilattice corresponding to addition in the semigroup).
Theorem 7.2.2. Let S be a Cu-semigroup. Then the following are equivalent:
(1) We have S ∼= {0,∞}⊗Cu S.
(2) The Cu-semigroup S has a {0,∞}-multiplication.
(3) The semigroup S is idempotent.
Proof. Since {0,∞} is a solid Cu-semiring, the equivalence of (1) and (2)
follows from Theorem 7.1.13. To show that (2) implies (3), let a be an element of
S. Since ∞ is the unit of the Cu-semiring {0,∞} and since 2∞ =∞ in {0,∞}, we
obtain
a =∞ · a = (2∞) · a = 2(∞ · a) = 2a,
as desired.
114 7. Cu-SEMIRINGS AND Cu-SEMIMODULES
Next, to prove that (3) implies (2), assume that S is an idempotent Cu-
semigroup. Consider the map
ϕ : {0,∞}× S → S, (0, a) 7→ 0, (∞, a) 7→ a, for all a ∈ S.
We have that ϕ is a generalized Cu-morphism in the second variable. It is also
clear that ϕ preserves zero, order and suprema of increasing sequences (there are
no nontrivial ones) in the first variable. Using that S is idempotent, it follows that ϕ
is additive in the first variable. By Lemma 6.3.2, we have that ϕ is a generalized Cu-
bimorphism. Then we obtain from Lemma 7.1.12 that S has {0,∞}-multiplication,
as desired. 
Recall that, for a given Cu-semigroup S, we denote by Latf(S) the Cu-semi-
group of singly-generated ideals in S, as considered in Proposition 5.1.7.
Proposition 7.2.3. Let S be a Cu-semigroup. Then there is a natural Cu-
isomorphism
{0,∞}⊗Cu S ∼= Latf(S)
identifying ∞⊗ a with Idl(a).
Proof. Let S be a Cu-semigroup, and let ϕ : {0,∞} × S → {0,∞} ⊗Cu S
denote the universal Cu-bimorphism. Consider the map
τ : {0,∞}× S → Latf(S), τ(0, a) = 0, τ(∞, a) = Idl(a), for all a ∈ S.
It follows from Proposition 5.1.7 that τ is Cu-bimorphism. Then there is a Cu-
morphism
τ˜ : {0,∞}⊗Cu S → Latf(S),
such that τ = τ˜ ◦ ϕ. It is clear that τ˜ is a surjective Cu-morphism.
As shown in Paragraph 5.1.6, every ideal I in Latf(S) contains a largest ele-
ment, denoted by
∨
I. We may therefore define a map
ψ : Latf(S)→ {0,∞}⊗Cu S, I 7→ ∞⊗
(∨
I
)
, for all I ∈ Latf(S).
It is easy to see that ψ is a generalized Cu-morphism. To see that ψ preserves
the way-below relation, let I, J ∈ Latf(S) satisfy I ≪ J . Set a :=
∨
I and b :=∨
J . Let (bn)n be a rapidly increasing sequence in S with supremum b. Then
J = supn Idl(bn) in Latf(S). By assumption, there exists n such that I ⊂ Idl(bn).
Using this at the second step, and using that∞≪∞ and bn ≪ b at the third step,
we deduce
ψ(I) =∞⊗ a ≤ ∞⊗ bn ≪∞⊗ b = ψ(J).
Given a ∈ S, we clearly have
ψ ◦ τ˜ ◦ ϕ(0, a) = 0 = ϕ(0, a).
We can also deduce
ψ ◦ τ˜ ◦ ϕ(∞, a) =∞⊗
(∨
Idl(a)
)
=∞⊗ (∞ · a) =∞⊗ a = ϕ(∞, a).
Thus, we have shown that ψ ◦ τ˜ ◦ ϕ = ϕ, which implies that ψ ◦ τ˜ is the identity
on {0,∞}⊗Cu S. Therefore, the map τ˜ is an order isomorphism, and therefore an
isomorphism in Cu. 
Corollary 7.2.4. Let S be a simple, nonzero Cu-semigroup. Then
{0,∞}⊗Cu S ∼= {0,∞}.
7.2. CUNTZ SEMIGROUPS OF PURELY INFINITE C*-ALGEBRAS 115
Corollary 7.2.5. Let S and T be Cu-semigroups. Then there is a natural
isomorphism
Latf(S ⊗Cu T ) ∼= Latf(S)⊗Cu Latf(T ).
Proof. It is clear that {0,∞} ∼= {0,∞}⊗Cu {0,∞}. Using Proposition 7.2.3
at the first and last step, and using the associativity and symmetry of the tensor
product (see Corollary 6.3.6 and Paragraph 6.3.7) at the second step, we obtain
Latf(S ⊗Cu T ) ∼= {0,∞}⊗Cu (S ⊗Cu T )
∼= ({0,∞}⊗Cu S)⊗Cu ({0,∞}⊗Cu T ) ∼= Latf(S)⊗Cu Latf(T ),
as desired. 
Theorem 7.2.6. Let S be a Cu-semigroup, and let a, b ∈ S. Then the following
are equivalent:
(1) We have 1⊗ a ≤ 1⊗ b in {0,∞}⊗Cu S, where 1 =∞ is the unit of {0,∞}.
(2) We have a ∝∗ b, that is, a ≤ ∞ · b.
Proof. Let a, b ∈ S. By Proposition 7.2.3, there is an isomorphism between
{0,∞}⊗Cu S and Latf(S) that identifies the simple tensor 1⊗ a with Idl(a). Then
we have 1 ⊗ a ≤ 1 ⊗ b in {0,∞} ⊗Cu S if and only if Idl(a) ⊂ Idl(b) in Latf(S),
which in turn happens if and only if a ∝∗ b, as desired. 
Proposition 7.2.7. Let S be a Cu-semigroup. Then {0,∞} ⊗Cu S is unper-
forated, divisible and satisfies (O5). Moreover, if S satisfies (O6), then so does
{0,∞}⊗Cu S.
Proof. Set T := {0,∞} ⊗Cu S, which by Theorem 7.2.2 is an idempotent
Cu-semigroup. To show that it is unperforated, let a, b ∈ T satisfy na ≤ nb for
some n ∈ N+. Since a = na and b = nb, we immediately get a ≤ b. Similarly,
T is divisible. The statements about (O5) and (O6) follow directly by combining
Proposition 7.2.3 with Proposition 5.1.7. 
A not necessarily simple C∗-algebra A is purely infinite if A has no characters
and if for any positive elements x and y in A we have x - y whenever x is contained
in the ideal of A generated by y; see [KR00, Definition 4.1], see also [Bla06,
p.450ff]. By [KR00, Theorem 4.23], if A is purely infinite, then so is A⊗K.
A nonzero element x in A+ is properly infinite if x ⊕ x - x, considered in
M2(A). If we denote by [x] the class of x in Cu(A), then x is properly infinite if
and only if 2[x] = [x] and [x] 6= 0. By [KR00, Theorem 4.16], a C∗-algebra is
purely infinite if and only each of its nonzero positive elements is properly infinite.
Using Theorem 7.2.2, we may reformulate the result of Kirchberg and Rørdam as
follows:
Proposition 7.2.8. Let A be a C∗-algebra. Then A is purely infinite if and
only if Cu(A) ∼= {0,∞}⊗Cu Cu(A).
It follows from Propositions 7.2.7 and 7.2.8 that the Cuntz semigroup of every
purely infinite C∗-algebra is unperforated. This verifies Conjecture 5.6.18 for the
class for purely infinite C∗-algebras.
Corollary 7.2.9. Let A be a purely infinite C∗-algebra. Then Cu(A) is nearly
unperforated.
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7.2.10. Let A and B be C∗-algebras, and let A0 ⊂ A and B0 ⊂ B be sub-C∗-
algebras. Then the natural map between the algebraic tensor products, A0⊙B0 →
A ⊙ B induces an isometric embedding A0 ⊗min B0 ⊂ A ⊗min B; see [Bla06,
II.9.6.2, p.199]. Given ideals I ∈ Lat(A) and J ∈ Lat(B), it is easy to see that
I ⊗min J is an ideal in A⊗min B. Moreover, if I ∈ Latf(A) and J ∈ Latf(B), then
I ⊗min J ∈ Latf(A ⊗min B). Indeed, if x and y are positive, full elements in I and
J , respectively, then x⊗ y is a positive, full element in I ⊗min J . We leave it to the
reader to check that the map
Latf(A)× Latf(B)→ Latf(A⊗min B), (I, J) 7→ I ⊗min J,
is a Cu-bimorphism. It induces a Cu-morphism
ψA,B : Latf(A)⊗Cu Latf(B)→ Latf(A⊗min B).
Problem 7.2.11. Let A and B be C∗-algebras. When is the map ψA,B an
isomorphism? When is it surjective? When is it an order-embedding?
We will give partial answers to this problem in Proposition 7.2.14. We expect
that ψA,B is always an order-embedding.
Lemma 7.2.12. Let A and B be C∗-algebras, let I1, I2 be ideals in Lat(A), and
let J1, J2 be ideals in Lat(B). Then:
(1) We have (I1 ⊗min J1) ∩ (I2 ⊗min J2) = (I1 ∩ I2)⊗min (J1 ∩ J2).
(2) We have I1 ⊗min J1 ⊂ I2 ⊗min J2 if and only if I1 = 0, or J1 = 0, or I1 ⊂ I2
and J1 ⊂ J2.
Proof. (1). The inclusion ‘⊃’ is clear. Let us show the converse. In general,
for ideals K and L in a C∗-algebra, we have K ∩ L = KL = {ab : a ∈ K, b ∈ L}.
Now, given x ∈ I1⊙ J1 and y ∈ I2 ⊙ J2 in the respective algebraic tensor products,
one easily verifies that xy is in (I1I2)⊙ (J1J2). Passing to closures, we obtain
(I1 ⊗min J1) ∩ (I2 ⊗min J2) = (I1 ⊗min J1)(I2 ⊗min J2)
⊂ (I1I2)⊗min (J1J2) = (I1 ∩ I2)⊗min (J1 ∩ J2).
(2). The ‘if’ implication is clear. To show the converse, assume I1 ⊗min J1 ⊂
I2 ⊗min J2. A minimal tensor product of C∗-algebras is only zero if each of the
factors is zero. Thus we may assume that I1, J1, I2, and J2 are nonzero.
Using (1) at the second step, we obtain
I1 ⊗min J1 = (I1 ⊗min J1) ∩ (I2 ⊗min J2) = (I1 ∩ I2)⊗min (J1 ∩ J2).(7.1)
To show I1 ∩ I2 = I1, let us assume the converse, that is, assume there is c ∈ I1
with c /∈ I1 ∩ I2. Using the Hahn-Banach theorem, choose a state ϕ on A with
ϕ(I1 ∩ I2) = {0} and ϕ(c) = 1. Consider the slice map Rϕ : A⊗min B → B, which
satisfies Rϕ(a⊗b) = ϕ(a)b, for a ∈ A and b ∈ B; see [Bla06, II.9.7.1., p.203]. Using
linearity and continuity ofRϕ, we obtainRϕ(x) = 0 for all x ∈ (I1∩I2)⊗min(J1∩J2).
In particular, by (7.1), we have Rϕ(c ⊗ b) = 0 for all b ∈ J1. On the other hand,
we have Rϕ(c⊗ b) = b for all b ∈ B. Since J1 6= {0}, this is a contradiction, which
implies I1 ∩ I2 = I1 and hence I1 ⊂ I2. Analogously, we deduce J1 ⊂ J2. 
Remark 7.2.13. Let A and B be C∗-algebras, and let ψA,B be the Cu-mor-
phism as defined in Paragraph 7.2.10. Then Lemma 7.2.12(2) shows that ψA,B
determines the order of simple tensors in Latf(A) ⊗Cu Latf(B). More precisely,
given I1, I2 ∈ Latf(A), and J1, J2 ∈ Latf(B), the following are equivalent:
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(1) We have I1 ⊗ J1 ≤ I2 ⊗ J2 in Latf(A)⊗Cu Latf(B).
(2) We have ψA,B(I1 ⊗ J1) ≤ ψA,B(I2 ⊗ J2) in Latf(A⊗min B).
Proposition 7.2.14. Let A and B be separable C∗-algebras, and let ψA,B be
the Cu-morphism as defined in Paragraph 7.2.10. Assume B is simple. Then:
(1) The map ψA,B is an order-embedding.
(2) The map ψA,B is surjective if and only if the (equivalent) conditions of Propo-
sition 2.16 in [BK04] are satisfied. In particular, this is the case if A or B
is exact; see [BK04, Proposition 2.17].
Proof. (1). Since B is simple, we have Latf(B) ∼= {0,∞}. Therefore, every
element in Latf(A)⊗Cu Latf(B) is a simple tensor, and thus the result follows since
ψA,B determines the order of simple tensors; see Remark 7.2.13.
(2). Given K ∈ Lat(A ⊗min B), it is straightforward to see that K lies in the
image of the map ψA,B if and only if K is the supremum of the ideals I⊗minJ ⊂ K
with I ∈ Lat(A) and J ∈ Lat(B). This is equivalent to condition (ii) in [BK04,
Proposition 2.16]. 
Corollary 7.2.15. Let A and B be separable C∗-algebras. Assume B is sim-
ple, nuclear and purely infinite. Then the natural map τA,B is an isomorphism.
Thus, there are natural isomorphisms:
Cu(A⊗B) ∼= Cu(A)⊗Cu Cu(B) ∼= Cu(A)⊗Cu {0,∞}.
Proof. We have Cu(B) ∼= {0,∞}, and therefore Cu(A)⊗Cu Cu(B) ∼= Lat(A)
by Proposition 7.2.3. Kirchberg’sO∞-absorption theorem ([Rør02, Theorem 7.2.6,
p.113]) implies B ∼= B ⊗ O∞, whence A ⊗min B is purely infinite. Therefore
Cu(A⊗minB) ∼= Lat(A⊗minB), and the result follows from Proposition 7.2.14. 
Corollary 7.2.16. Let A be a separable C∗-algebra. Then there are natural
isomorphisms between the following Cu-semigroups:
Cu(O∞ ⊗A) ∼= Lat(A) ∼= Lat(Cu(A)) ∼= {0,∞}⊗Cu Cu(A).
Remark 7.2.17. Note that it follows from our observations that a C∗-algebra
A is purely infinite if and only if Cu(A) ∼= Cu(O∞ ⊗A).
7.2.18. Let A be a C∗-algebra. Consider the map
IA : Cu(A)→ Latf(A),
that sends the class of x ∈ (A ⊗ K)+ to the ideal generated by x. (We implic-
itly identify Latf(A) ∼= Latf(A ⊗ K).) The map IA agrees with the composition
of the map Cu(A) → Latf(Cu(A)) from Proposition 5.1.7 with the isomorphism
Latf(Cu(A)) ∼= Latf(A) from Proposition 5.1.10. By Proposition 7.2.8, the C∗-al-
gebra A is purely infinite if and only if IA is an isomorphism.
Now, let A and B be C∗-algebras and assume that A or B is purely infinite. In
[KR00, Question 5.12], Kirchberg and Rørdam ask whether it follows that A⊗minB
is purely infinite. Consider the following commutative diagram:
Cu(A) ⊗Cu Cu(B)
τminA,B //
IA⊗IB
Cu(A⊗min B)
IA⊗minB
Latf(A) ⊗Cu Latf(B)
ψA,B // Latf(A⊗min B).
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Using that A or B is purely infinite, it is straightforward to check that IA ⊗ IB is
an isomorphism. Moreover, A⊗min B is purely infinite if and only if IA⊗minB is an
isomorphism.
If τminA,B is an isomorphism, then A ⊗min B is purely infinite. Conversely, if
A⊗minB is purely infinite, then τminA,B is an isomorphism if and only if ψA,B is. This
connects Problems 6.4.11, 7.2.11 and [KR00, Question 5.12].
7.3. Almost unperforated and almost divisible Cu-semigroups
In this section we study Cu-semigroups that are semimodules over the Cu-
semiring of the Jiang-Su algebra Z. We use Z to denote Cu(Z) and we begin by
showing that Z is a solid Cu-semiring; see Proposition 7.3.3. The main result of
this section is Theorem 7.3.11, where we characterize the Cu-semimodules over Z
as the Cu-semigroups that are almost unperforated and almost divisible. This can
be interpreted as a verification of the Cu-semigroup version of the Toms-Winter
conjecture; see Remark 7.3.12.
Let A be a C∗-algebra. Recall that V (A) denotes the Murray-von Neumann
semigroup of equivalence classes of projections in matrices over A. We use QT2(A)
to denote the set of 2-quasitraces on A; see Section 5.2. By a famous result of
Haagerup, [Haa14], every 2-quasitrace on a unital, exact C∗-algebra is a trace.
We let Lsc(QT2(A)) denote the set of lower-semicontinuous linear functions from
the cone QT2(A) to [0,∞]. The Cu-semigroup L(QT2(A)) is defined as a certain
subset of Lsc(QT2(A)); see Paragraph 5.2.1 and [ERS11] for more details. If A is
simple and unital, then Lb(QT2(A)) is defined as the elements in L(QT2(A)) that
are bounded by a finite multiple of the function 1ˆ ∈ L(QT2(A)) associated to the
unit of A.
The following result is the combination of work of many people and has ap-
peared in several (partial) versions in the literature. In the formulation presented
here, it can be found as Corollary 6.8 and Remark 6.9 in [ERS11]. Equivalent re-
sults and previous partial results can be found in Theorems 4.4 and 6.5 in [PT07],
Theorem 2.6 in [BT07], Theorems 6.2 and 6.3 in [ABP11], Theorem 5.27 in
[APT11], and Theorem 5.5 in [BPT08].
Proposition 7.3.1 (A number of people). Let A be a unital, separable, simple,
finite, Z-stable C∗-algebra. Then the (pre)completed Cuntz semigroup of A can be
computed as:
W (A) ∼= V (A)× ⊔ Lb(QT2(A)), Cu(A) ∼= V (A)
× ⊔ L(QT2(A)).
In particular, if A is exact and has a unique tracial state, then
W (A) ∼= V (A) ⊔ (0,∞), Cu(A) ∼= V (A) ⊔ (0,∞].
7.3.2. Now let Z be the (completed) Cuntz semigroup of the Jiang-Su algebra
Z. Using Proposition 7.3.1, we can compute Z as
Z = N ⊔ (0,∞],
where the elements of N ⊂ Z are compact and the elements of (0,∞] ⊂ Z are
soft; for the concrete case of the Cuntz semigroup of the Jiang-Su algebra, this
computation has also appeared in [PT07, Theorem 3.1]. (We are assuming here
that the set N contains 0.)
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Using this decomposition into two parts, the addition, multiplication and order
on Z are defined as usual in each of the parts; see also Example 7.1.8. Given a
compact, nonzero element n ∈ N ⊂ Z, we let n′ ∈ (0,∞] denote the associated soft
element with the same number. Then, given n ∈ N and a ∈ (0,∞], we define n+a =
n′ + a and na = n′a. Thus, the soft part of Z is additively and multiplicatively
absorbing. For a compact element n ∈ Z and a soft element a ∈ Z we have n ≤ a
if and only if n′ < a; and we have a ≤ n if and only if a ≤ n′.
Proposition 7.3.3. The Cu-semiring Z = N ⊔ (0,∞] is solid.
Proof. By Proposition 7.1.7, it is enough to show that 1⊗a = a⊗ 1 for every
a ∈ Z. This follows easily for compact elements in Z, since they are multiples of
the unit. In the other case, if a ∈ Z is a soft element, we can use the same argument
that was used in Example 7.1.8 to show that [0,∞] is solid. 
Definition 7.3.4. Let S be a Cu-semigroup, a in S, and k ∈ N+. We say that
a is almost k-divisible if for any a′ ∈ S with a′ ≪ a there exists x ∈ S such that
kx ≤ a, a′ ≤ (k + 1)x.
We say that a is almost divisible if it is almost k-divisible for every k ∈ N+. We
say that S is almost divisible if each of its elements is.
Remark 7.3.5. Divisibility properties of Cu-semigroups are studied in detail
in [RR13]. The above definition of ‘almost divisibility’ for Cu-semigroups can be
found as Definition 3.1 in connection with Remark 3.13 in [RR13].
The Cuntz semigroup Cu(A) of a C∗-algebra A has sometimes been called
almost divisible provided that for all k ∈ N and a ∈ Cu(A), there exists x ∈ Cu(A)
such that kx ≤ a ≤ (k + 1)x. This is the natural definition of almost divisibility
for positively ordered monoids. However, for Cu-semigroups this is in general a
stronger form of divisibility than the one in Definition 7.3.4.
As suggested by L. Robert, we use the notion of almost divisibility for Cu-
semigroups as in Definition 7.3.4 since this is the natural property that is preserved
by quotients, limits and ultraproducts of C∗-algebras (see [RT14] and [RR13]).
Moreover, as we show below (Proposition 7.3.7), in the presence of almost unper-
foration, both definitions agree for Cu-semigroups. Therefore, whenever a Cu-
semigroup is almost unperforated, we will make no distinction on which form of
divisibility is being used.
Note also that we introduce the notion of ‘almost k-divisibility’ for each k only
for technical reasons. This should not be confused with the notion of ‘k-almost
divisibility’ as in [RT14], [RR13] or [Win12].
Lemma 7.3.6. Let S be an algebraic Cu-semigroup. Then S is almost divisible
if and only if the subsemigroup Sc of compact elements is almost divisible as a
positively ordered monoid.
Proof. Suppose that S is almost divisible, a is in Sc and k ∈ N. As a ≪ a,
there is x ∈ S such that
kx ≤ a, a ≤ (k + 1)x.
Since S is algebraic and a is compact, we can find x′ ∈ Sc such that x′ ≤ x and
a ≤ (k + 1)x′. Then
kx′ ≤ kx ≤ a ≤ (k + 1)x′,
which shows that x′ has the desired properties.
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Conversely, assume that Sc is almost divisible as a positively ordered monoid.
Let a′ and a be elements in S satisfying a′ ≪ a, and let k ∈ N. Using that S
is algebraic there exists a compact element b such that a′ ≪ b ≪ a. Now by
assumption there is x in Sc such that
kx ≤ b ≤ (k + 1)x.
It follows
kx ≤ b ≤ a, a′ ≤ b ≤ (k + 1)x,
which shows that x has the desired properties. 
Proposition 7.3.7. Let S be an almost unperforated Cu-semigroup. If S is
almost divisible, then for all a ∈ S and k ∈ N there exists x ∈ S such that
kx ≤ a ≤ (k + 1)x.
Proof. Let a and k be as in the statement. For each n ∈ N, choose numbers
pn, qn ∈ N+ such that
k + 1 > pnqn >
pn+1+1
qn+1
> k.
Choose a rapidly increasing sequence (an)n in S such that a = supn an. Using that
S is almost divisible, for each n ∈ N we can choose an element xn in S such that
pnxn ≤ qnan, qnan−1 ≤ (pn + 1)xn.(7.2)
It follows
qn+1pnxn ≤ qn+1qnan ≤ qn(pn+1 + 1)xn+1,
which by almost unperforation implies xn ≤ xn+1. Set x := supn xn.
For each n, it follows from (7.2) that
kpnxn ≤ kqnan, (k + 1)qnan−1 ≤ (k + 1)(pn + 1)xn.
By almost unperforation, we obtain kxn ≤ an and an−1 ≤ (k + 1)xn. Passing to
suprema, we obtain the desired inequalities. 
It is easily checked that Z is almost unperforated and almost divisible. It
then follows from the next result that every Cu-semigroup with Z-multiplication is
almost divisible and almost unperforated. The converse is shown in Theorem 7.3.11.
The following lemma is also used in the proof of Theorem 8.1.6, which is why we
formulate it more general than needed in this section.
Lemma 7.3.8. Let S be a Cu-semimodule over a Cu-semiring R. Assume that
the unit element of R is almost divisible. Then S is almost unperforated and almost
divisible. In particular, R itself is almost unperforated and almost divisible.
Proof. Choose a rapidly increasing sequence (un)n in R such that 1R =
supn un. First, we show that S is almost divisible. Let a be in S, k ∈ N, and
let a′ ∈ S satisfy a′ ≪ a. Since a = supn una, there exists N ≥ 1 such that
a′ ≤ uNa. Then, since 1R is almost divisible, we choose x ∈ R such that
kx ≤ 1R, uN ≤ (k + 1)x.
It follows
k(xa) ≤ a, a′ ≤ uNa ≤ (k + 1)(xa).
This shows that a is almost divisible. Since a was arbitrary, we obtain that S is
almost divisible.
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To show that S is almost unperforated, let a, b ∈ S satisfy (k + 1)a ≤ kb for
some k ∈ N. Let a′ ∈ S satisfy a′ ≪ a. As above, there exists N ∈ N such that
a′ ≤ uNa and we can choose x ∈ R such that kx ≤ 1R and uN ≤ (k + 1)x. Then
a′ ≤ uNa ≤ x(k + 1)a ≤ xkb ≤ b.
Since this holds for every a′ satisfying a′ ≪ a, we obtain a ≤ b, as desired. 
To prepare the proof of Theorem 7.3.11, we first provide some results that are
also of interest in themselves. We need to introduce some notation. Let S be an
almost unperforated Cu-semigroup. Given a ∈ S and k, n ∈ N+, we set
µ((k, n), a) := {x ∈ S : nx ≤ ka ≤ (n+ 1)x} .
Note that an element a ∈ S is almost divisible if and only if µ((k, n), a) is nonempty
for every k, n ∈ N+. We interpret µ((k, n), a) as the interval
[
k
n+1a,
k
na
]
. With this
idea in mind, the following lemma asserts that for almost unperforated semigroups
these ‘intervals’ respect the order and way-below relation.
Lemma 7.3.9. Let S be an almost unperforated Cu-semigroup, a, b ∈ S, and
k1, n1, k2, n2 ∈ N+ such that k1n1 <
k2
n2+1
.
(1) If a ≤ b, then x ≤ y for every x ∈ µ((k1, n1), a) and y ∈ µ((k2, n2), b).
(2) If a≪ b, then x≪ y for every x ∈ µ((k1, n1), a) and y ∈ µ((k2, n2), b).
Proof. Let k1, n1, k2, n2 be as in the statement, and let x ∈ µ((k1, n1), a) and
y ∈ µ((k2, n2), b). Then
n1x ≤ k1a, k2b ≤ (n2 + 1)y.
Multiplying the first inequality by k2 and the second by k1, we obtain
k2n1x ≤ k2k1a, k1k2b ≤ k1(n2 + 1)y.
If a ≤ b, then it follows k2n1x ≤ k1(n2 + 1)y. Since k1(n2 + 1) < k2n1 and S is
almost unperforated, we obtain x ≤ y.
In the second case, assuming a≪ b, it follows k2n1x≪ k1(n2+1)y. Choose y′
such that y′ ≪ y and k2n1x≪ k1(n2 + 1)y′. As in the first case, we obtain x ≤ y′.
Then x≪ y, as desired. 
Proposition 7.3.10. Let S be an almost unperforated Cu-semigroup and let a
in S. Then there exists a generalized Cu-morphism αa : Z → S with αa(1) = a if
and only if a is almost divisible.
If the map αa exists, then it is unique. Moreover, it is a Cu-morphism if and
only if a is compact.
Proof. If there exists a generalized Cu-morphism αa : Z → S with αa(1) = a,
then for each n ∈ N+ we have
n · αa(
1
n ) = αa(1
′) ≤ αa(1) = a ≤ αa(
n+1
n ) = (n+ 1)αa(
1
n ),
which shows that a is almost divisible.
For the converse, let a ∈ S be an almost divisible element. We define a map
αa : Z → S by considering the decomposition Z = N ⊔ (0,∞]. For n ∈ N ⊂ Z, we
set αa(n) := na = a+ n. . . +a. For t ∈ (0,∞] ⊂ Z, we set
αa(t) := sup
{
x ∈ µ((k, n), a) : kn < t
}
.
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We first prove that this supremum exists, by finding an increasing cofinal sequence.
Choose numbers kd, nd ∈ N+ for d ∈ N+ such that
kd
nd
<
kd+1
nd+1+1
, and sup
d
kd
nd
= t.
Since a is almost divisible, for each d we can choose an element xd ∈ µ((kd, nd), a).
By Lemma 7.3.9, (xd)d is an increasing sequence in S. Moreover, it is easily checked
that for every kn ∈ Q+ with
k
n < t and for every x ∈ µ((k, n), a) there is an index d
such that x ≤ xd. It follows αa(t) = supd xd, which exists by (O1).
To show uniqueness, let β : Z → S be a generalized Cu-morphism with β(1) =
a. It is clear that β(n) = αa(n) for all elements n ∈ N ⊂ Z. Consider now
t ∈ (0,∞] ⊂ Z. As above, for each d ∈ N+ choose numbers kd, nd ∈ N+ and an
element xd such that
kd
nd
<
kd+1
nd+1+1
, sup
d
kd
nd
= t, and xd is in µ((kd, nd), a).
It is easy to see that β( kdnd ) is in µ((kd, nd), a) for each d ∈ N+. By Lemma 7.3.9,
we deduce for each d that
xd ≤ β(
kd+1
nd+1
) ≤ xd+2.
Using this at the second step, and that β preserves suprema of increasing sequences
at the first step, it follows
β(t) = sup
d
β( kdnd ) = sup
d
xd = αa(t).
It is left to the reader to check that αa preserves the zero element, the order, and
suprema of increasing sequences. It remains to prove that αa is additive. This is
clear for sums of elements in N ⊂ Z.
Let t1, t2 be in (0,∞] ⊂ Z. For each d ∈ N+, choose numbers k
(1)
d , k
(2)
d , nd ∈ N+
such that for i = 1, 2:
k
(i)
d
nd
<
k
(i)
d+1
nd+1+1
, and sup
d
k
(i)
d
nd
= ti.
For each d and i = 1, 2, choose x
(i)
n ∈ µ((k
(i)
d , nd), a). Then αa(ti) = supd x
(i)
d for
i = 1, 2. Moreover, we get
k
(1)
d
+k
(2)
d
nd
<
k
(1)
d+1+k
(2)
d+1
nd+1+1
, and sup
d
k
(1)
d
+k
(2)
d
nd
= t1 + t2.
Thus, for any sequence of elements (yd)d with yd ∈ µ((k
(1)
d + k
(1)
d , nd), a) we will
get αa(t1 + t2) = supd yd. However, it is easily seen that x
(1)
d + x
(2)
d belongs to
µ((k
(1)
d + k
(2)
d , nd), a). Using (O4) at the second step, we obtain
αa(t1 + t2) = sup
d
(x
(1)
d + x
(2)
d ) = sup
d
x
(1)
d + sup
d
x
(2)
d = αa(t1) + αa(t2).
It is left to the reader to show that αa preserves the sum of an element in N ⊂ Z
with an element in (0,∞] ⊂ Z.
Finally, let us show that αa is a Cu-morphism if and only if a is compact.
Assume first that αa preserves the way-below relation. Since the unit element of Z
is compact, we obtain
a = αa(1)≪ αa(1) = a.
For the converse, assume that a is compact. We need to show that x ≪ y implies
αa(x)≪ αa(y), for any x, y ∈ Z. This is clear if x or y is an element in N ⊂ Z.
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Assume that x, y are in (0,∞] ⊂ Z. Without loss of generality we may assume
x < y. Choose kn ∈ Q+ and elements u ∈ µ((k, n+2), a), v ∈ µ((k, n), a) such that
x ≤ kn+3 ,
k
n < y.
Since a ≪ a, it follows from Lemma 7.3.9 that u ≪ v. It also follows from
Lemma 7.3.9 and the definition of αa that αa(x) ≤ u and v ≤ αa(y). Therefore
αa(x) ≤ u≪ v ≤ αa(y),
as desired. 
Theorem 7.3.11. Let S be a Cu-semigroup. Then the following are equivalent:
(1) We have S ∼= Z ⊗Cu S.
(2) The semigroup S has Z-multiplication.
(3) The semigroup S is almost unperforated and almost divisible.
Proof. By Proposition 7.3.3, the Cu-semiring Z is solid. Therefore, the equiv-
alence between (1) and (2) follows from Theorem 7.1.13. Since the unit of Z is
almost divisible, we obtain from Lemma 7.3.8 that every Cu-semigroup with Z-
multiplication is almost unperforated and almost divisible. This shows that (2)
implies (3).
To show that (3) implies (2), suppose that S is almost unperforated and almost
divisible. Using Proposition 7.3.10, we define α : Z × S → S by α(z, a) = αa(z) for
each a ∈ S and z ∈ Z. We claim that α is a Cu-bimorphism.
By Proposition 7.3.10, α( , a) is a generalized Cu-morphism for each a ∈ S. For
the other variable, it is also clear that α(n, ) is a Cu-morphism for each n ∈ N ⊂ Z.
Let t be in (0,∞] ⊂ Z. To show that α(t, ) preserves order, let a, b ∈ S satisfy
a ≤ b. By definition, we have
α(t, a) = sup
{
x ∈ µ((k, n), a) : kn < t
}
.
Thus, given any k, n ∈ N+ satisfying kn < t and given any element x ∈ µ((k, n), a),
we need to show that x ≤ α(t, b). Choose k′, n′ ∈ N+ and an element y such that
k
n <
k′
n′+1 ,
k′
n′ < t, y ∈ µ((k
′, n′), b).
By Lemma 7.3.9, we have x ≤ y. Therefore
x ≤ sup
{
z ∈ µ((c, d), b) : cd < t
}
= α(t, b),
from which we deduce α(t, a) ≤ α(t, b), as desired.
To show additivity in the second variable, let z be in Z and a, b in S. Consider
the following maps from Z to S given by
αa+b = (x 7→ α(x, a + b)), αa + αb = (x 7→ α(x, a) + α(x, b)), for all x ∈ Z.
It is clear that both maps are generalized Cu-morphisms that send the unit of
Z to the element a + b. By Proposition 7.3.10, the map with this property is
unique, and therefore α(z, a+ b) = α(z, a) + α(z, b). Analogously, one proves that
α(z, supn an) = supn α(z, an) for every z ∈ Z and every increasing sequence (an)n
in S.
Thus, α : Z×S → S is a generalized Cu-bimorphism. It is clear that α(1, a) = a
for every a ∈ S and it is straightforward to check that
α(z1z2, a) = α(z1, α(z2, a)),(*)
for every z1, z2 ∈ Z and a ∈ S.
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It remains to show that for any t1, t2 ∈ Z with t1 ≪ t2 and for any a, b ∈ S
with a ≪ b, we have α(t1, a) ≪ α(t2, b). This is clear if t1 or t2 is an element in
N ⊂ Z. Thus, we consider the case that t1, t2 are in (0,∞], and without loss of
generality we may assume t1 < t2. Then t1 is necessarily finite, and 1Z ≤ t
−1
1 t2 in
Z. In order to show α(t1, a) ≪ α(t2, b), let (xn)n be an increasing sequence in S
with α(t2, b) ≤ supn xn. Using this at the fifth step, and using (*) at the fourth
step, we obtain
a≪ b = α(1Z , b) ≤ α(t
−1
1 t2, b)
= α(t−11 , α(t2, b))
≤ α(t−11 , sup
n
xn) = sup
n
(α(t−11 , xn)).
Therefore, there exists an index n0 such that a ≤ α(t
−1
1 , xn0). Then
α(t1, a) ≤ α(t1, α(t
−1
1 , xn0)) = α(1
′, xn0) ≤ α(1Z , xn0) = xn0 .
Hence α(t1, a) ≪ α(t2, b), as desired. This finishes the proof that S has Z-
multiplication. 
Remark 7.3.12. The Toms-Winter conjecture (see [TW09, Remarks 3.5] and
[Win12, Conjecture 0.1]) predicts that for every unital, separable, simple, nonele-
mentary, nuclear C∗-algebra A, the following conditions are equivalent:
(1) The algebra A is Z-stable, that is, we have A ∼= Z ⊗A.
(2) The Cuntz semigroup Cu(A) is almost unperforated.
(3) The algebra A has finite nuclear dimension.
We can interpret Theorem 7.3.11 as the verification of the Cu-semigroup version
of a part of the Toms-Winter conjecture. The analog of ‘Z-stability’ for a Cu-
semigroup S is the property that S ∼= Z ⊗Cu S, which is (1) of Theorem 7.3.11.
The second condition of the Toms-Winter conjecture is already formulated for Cu-
semigroups. However, in Theorem 7.3.11(3) we not only require the Cu-semigroup
to be almost unperforated but also almost divisible. We remark that not every
Cuntz semigroup of a simple C∗-algebra is almost divisible; see [DHTW09]. On
the other hand, it seems possible that the Cuntz semigroup of a simple C∗-algebra
is automatically almost divisible whenever it is almost unperforated. Indeed, if the
Toms-Winter conjecture holds true, then this would be a consequence for at least
the class of nuclear C∗-algebras.
It is not clear what the analog of condition (3) of the Toms-Winter conjecture
for Cu-semigroups should be. This would entail to define nuclearity and dimension
concepts for Cu-semigroups, which is not pursued here.
The following problem asks if there is an analog of Theorems 7.2.6, 7.4.11 and
7.5.11 for tensor products with Z.
Problem 7.3.13. Let S be a Cu-semigroup, and let a, b be in S. Characterize
when 1⊗ a ≤ 1⊗ b in Z ⊗Cu S.
Problem 7.3.14. When does axiom (O5), (O6) or weak cancellation pass from
a Cu-semigroup S to the tensor product Z ⊗Cu S?
7.3.15. In general, axiom (O5) does not pass to tensor products with Z; see
Proposition 6.4.4. We have that Z satisfies (O5), (O6) and weak cancellation itself.
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Therefore, if S is an inductive limit of simplicial Cu-semigroups, then Z ⊗Cu S
satisfies the three axioms as well; see Proposition 6.4.6.
It seems likely that Problem 7.3.14 has a positive answer if S is assumed to be
algebraic.
We end this section with some structure results about Cu-semigroups with
Z-multiplication. For the next result, recall that 1′ ∈ Z denotes the soft ‘one’.
Proposition 7.3.16. Let S be a Cu-semigroup with Z-multiplication. Then:
(1) An element a ∈ S is soft if and only if a = 1′a.
(2) For every functional λ ∈ F (S) and every a ∈ S, we have λ(a) = λ(1′a).
Proof. First, in order to verify (1), let a be in S. To prove that 1′a is soft, let
a′ ∈ S satisfy a′ ≪ 1′a. We need to show that a′ <s 1′a. Consider the increasing
sequence (k−1k )k of noncompact elements in (0,∞] ⊂ Z. Since 1
′ = supk
k−1
k in Z,
we get
a′ ≪ 1′a = sup
k
k−1
k a.
Thus, there exists n ∈ N such that a′ ≤ n−1n a. It is easy to verify that
n−1
n a <s 1
′a.
It follows a′ <s 1
′a, as desired
Conversely, assume that a ∈ S is a soft element. It is clear that 1′a ≤ a. To
show the converse inequality, it is enough to show that a′ ≤ 1′a for every a′ ∈ S
satisfying a′ ≪ a. Given such a′, it follows from softness of a that there exists
k ∈ N such that (k + 1)a′ ≤ ka. Using this at the third step, we obtain
a′ ≤ k+1k a
′ = 1k ((k + 1)a
′) ≤ 1k (ka) = 1
′a,
as desired.
To show (2), let λ be a functional in F (S) and let a be in S. The Cu-semigroup
[0,∞] has a Z-multiplication. Since λ is a generalized Cu-morphism from S to
[0,∞], it follows from Proposition 7.1.7 that λ is Z-linear. Using this at the first
step, and using that every element of [0,∞] is soft, we deduce
λ(1′s) = 1′λ(s) = λ(s),
as desired. 
Remark 7.3.17. Let S be a simple, nonelementary, stably finite Cu-semigroup
with Z-multiplication. Then S is almost unperforated and therefore the conditions
in Proposition 5.4.4 are equivalent. It follows from Proposition 7.3.16 that the
predecessor of any compact element p ∈ S is given as 1′p.
The following result provides a partial answer to Problem 5.3.14.
Proposition 7.3.18. Let S be a Cu-semigroup with Z-multiplication. Then
the subsemigroup Ssoft of soft elements is a Cu-semigroup. If S satisfies (O5)
(respectively (O6), weak cancellation), then so does Ssoft.
Proof. By Theorem 5.3.11, Ssoft is a subsemigroup of S that is closed under
suprema of increasing sequences. This shows that Ssoft satisfies (O1).
Claim 1: For every a ∈ Ssoft there exists an increasing sequence (ak)k in Ssoft
such that a = supk ak and such that ak ≪ ak+1 in S for each k.
To show this claim, let a be in Ssoft. Since S satisfies (O2) we choose a rapidly
increasing sequence (sk)k in S such that a = supk sk. For each k ∈ N+, set
ak :=
k−1
k sk.
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It is easy to check that 1′ak = ak, which by Proposition 7.3.16 implies that ak
belongs to Ssoft. Moreover, for each k we have
k−1
k ≪
k
k+1 in Z and sk ≪ sk+1 in
S. Since the Z-multiplication on S is given by a Cu-bimorphism, we obtain
ak =
k−1
k sk ≪
k
k+1sk+1 = ak+1,
for each k. It is clear that a = supk ak, which finishes the proof of the claim.
By Lemma 5.3.17, for every a, b ∈ Ssoft we have a≪ b in S if and only if a≪ b
in Ssoft. Together with claim 1, this verifies (O2) for Ssoft. Then axioms (O3) and
(O4) for Ssoft follow from their counterparts in S.
Next, assume that S satisfies (O5). In order to show that Ssoft satisfies (O5),
let a′, a, b′, b, c ∈ Ssoft satisfy
a+ b ≤ c, a′ ≪ a, b′ ≪ b.
Using that S satisfies (O5) choose x ∈ S such that
a′ + x ≤ c ≤ a+ x, b′ ≤ x.
Set y := 1′x, which by Proposition 7.3.16 is an element in Ssoft. We claim that y
has the desired properties to verify (O5) for Ssoft. Indeed, using Proposition 7.3.16
again, we have a′ = 1′a′, a = 1′a, c = 1′c and b′ = 1′b′. Therefore
a′ + y = 1′(a′ + x) ≤ 1′c = c ≤ 1′(a+ x) = a+ y, b′ = 1′(b′) ≤ 1′(x) = y,
as desired.
In the same way, one shows that Ssoft inherits (O6) from S. Finally, it is
straightforward to check that Ssoft is weakly cancellative whenever S is. 
7.4. The rationalization of a semigroup
In this section, we study Cu-semigroups that are semimodules over the Cu-
semiring of a strongly self-absorbing UHF-algebra. Given a supernatural number
q satisfying q2 = q and q 6= 1, we let Mq be the associated UHF-algebra; see
Paragraph 7.4.2. We use Rq to denote Cu(Mq). In Proposition 7.4.4, we show that
Rq is a solid Cu-semiring.
In Definition 7.4.6, we recall the natural notions of q-unperforation and q-
divisibility for semigroups. The main result of this section is Theorem 7.4.10,
where we characterize the Cu-semimodules over Rq as the Cu-semigroups that are
q-unperforated and q-divisible.
In Proposition 7.4.14, we apply the results to the Cuntz semigroup of a C∗-al-
gebra A. In particular, we obtain that Cu(Mq ⊗ A) ∼= Cu(A) if and only if Cu(A)
is q-divisible and q-unperforated. We also deduce that the Cuntz semigroup of
a C∗-algebra A is nearly unperforated whenever A tensorially absorbs a strongly
self-absorbing UHF-algebra; see Corollary 7.4.15. This verifies Conjecture 5.6.18 in
that case.
7.4.1. A supernatural number q is a formal product
q =
∏
k∈N
pnkk ,
where p0, p1, p2, . . . is an enumeration of all prime numbers and where each nk is
a number in {0, 1, 2, . . . ,∞} that denotes the multiplicity with which the prime pk
occurs in q. By definition, zero is not a supernatural number. Given supernatural
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numbers q =
∏
k p
mk
k and r =
∏
k p
nk
k , their (formal) product is given by qr =∏
k p
mk+nk
k . Analogously one can naturally define the product of infinitely many
(super)natural numbers
∏
n∈N qn in the obvious way. If q = q
2, then each nk is
either 0 or ∞.
We identify the nonzero natural numbers with the supernatural numbers of
the form
∏
k∈N p
nk
k where
∑
k∈N nk < ∞. In particular, the number ‘one’ is the
supernatural number
∏
k∈N p
nk
k where each nk is zero.
Let q be a supernatural number satisfying q = q2. We write Z
[
1
q
]
for the ring
obtained by inverting in Z all primes that divide q, that is:
Z
[
1
q
]
= Z
[{
1
p : p prime, p|q
}]
.
Then we let Kq denote the subsemiring of nonnegative numbers in Z
[
1
q
]
, that is:
Kq = Q+ ∩ Z
[
1
q
]
.
For example, we have
K1 = N = {0, 1, 2, . . .}, K2∞ = Q+ ∩ Z
[
1
2
]
= N
[
1
2
]
.
Then Kq is a unital subsemiring of Q+, and all unital subsemirings of Q+ arise this
way.
For the rest of the paragraph, we fix a supernatural number q satisfying q = q2
and q 6= 1. We equip Kq with the natural algebraic order. Recall that, for a
positively ordered monoidM , we denote by Cu(M) the Cu-completion of the PreW-
semigroup (M,≤); see Paragraph 5.5.3. Then we define
Rq = Cu(Kq).
It follows from the results about algebraic Cu-semigroups in Section 5.5 that Rq is a
weakly cancellative Cu-semigroup satisfying (O5) and (O6), and whose submonoid
of compact elements is canonically identified with Kq. It is then straightforward to
check that there is a decomposition of Rq as
Rq = Kq ⊔ (0,∞],
where Kq ⊂ Rq are the compact elements in Rq, and where (0,∞] ⊂ Rq is the
submonoid of nonzero soft elements in Rq.
Using thatKq is a semiring, we can define a product on Rq. In Paragraph 8.2.1,
this construction will be carried out in greater generality. Here, we only consider
the concrete case of Rq.
The order and semiring-structure ofRq are so that the inclusion ofKq in Rq and
the inclusion of (0,∞] in Rq are order-embeddings and semiring-homomorphisms.
We let ι : Kq → [0,∞] be the natural inclusion map. Let a ∈ Kq and t ∈ (0,∞].
Then their sum in Rq is given as a + t = ι(a) + t, an element in (0,∞]. If a = 0,
then at = 0 ∈ Kq. If a is nonzero, then the product of a and t in Rq is given as
at = ι(a)t ∈ (0,∞]. Moreover, we have a ≤ t in Rq if and only if ι(a) < t, and we
have t ≤ a in Rq if and only if t ≤ ι(a).
Thus, the submonoid of soft elements in Rq is additively and multiplicatively
absorbing. It is straightforward to check directly that the product on Rq is a Cu-
bimorphism and that the unit element of Kq is also a unit for Rq. This gives Rq
the structure of a Cu-semiring.
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7.4.2. Given a supernatural number q, one associates a UHF-algebra Mq as
follows: If q is finite, then Mq denotes the C
∗-algebra of q by q matrices. If q is
infinite, then we choose a sequence n0, n1, n2, . . . of prime numbers such that q is
equal to the product
∏∞
k=0 nk. Then we set
Mq :=
∞⊗
k=0
Mnk .
The isomorphism type of Mq does not depend on the choice of the sequence (nk)k.
Let q1 and q2 be supernatural numbers. Then q1 = q2 if and only ifMq1
∼=Mq2 .
Moreover,
Mq1 ⊗Mq2
∼=Mq1q2 .
The UHF-algebraMq is said to be of infinite type ifMq ∼=Mq⊗Mq andMq 6= C.
Equivalently, we have q = q2 and q 6= 1. It is known that every UHF-algebra of
infinite type is strongly self-absorbing; see [TW07].
Proposition 7.4.3. Let q be a supernatural number satisfying q = q2 and
q 6= 1. Then
Rq ∼= Cu(Mq).
Proof. It is well-known that Mq is a unital, separable, simple, Z-stable C∗-
algebra with stable rank one and unique tracial state. The K0-group of Mq is
isomorphic to Z
[
1
q
]
. Since Mq has stable rank one, the positive part of the ordered
K0-group is naturally isomorphic with V (Mq). We therefore have V (Mq) = Q+ ∩
Z
[
1
q
]
= Kq. Then it follows from Proposition 7.3.1 that
Cu(Mq) ∼= V (Mq) ⊔ (0,∞] ∼= Kq ⊔ (0,∞] = Rq,
as desired. 
Proposition 7.4.4. Let q be a supernatural number satisfying q = q2 and
q 6= 1. Then Rq is a solid Cu-semiring.
Proof. By Proposition 7.1.7, it is enough to show that 1⊗a = a⊗ 1 for every
a ∈ Rq. If a is a nonzero, compact element in Rq, then there are k, n ∈ N+ such
that n|q and a = kn . It follows
1⊗ a = nn ⊗
k
n = (nk)
1
n ⊗
1
n =
k
n ⊗
n
n = a⊗ 1.
For a soft element in Rq, one can apply the same argument that was used in
Example 7.1.8 to show that [0,∞] is solid. 
We remark that a more general result will be proved in Lemma 8.3.12.
The following result follows by combining the observations in Paragraph 7.4.2
with Proposition 7.4.3 and Proposition 6.4.13.
Proposition 7.4.5. Let q and r be supernatural numbers satisfying q = q2 6= 1
and r = r2 6= 1. Then Rq ⊗Cu Rr ∼= Rqr.
If q is a (nontrivial) supernatural number of infinite type, and S is a Cu-
semigroup, we will refer to Rq ⊗Cu S as a rationalization of S.
The concepts of n-unperforation and n-divisibility of a positively ordered mo-
noid are well-known for a natural number n. The following definition is a straight-
forward generalization to supernatural numbers.
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Definition 7.4.6. Let S be a positively ordered monoid, and let q be a su-
pernatural number. We say that S is q-unperforated if for every finite number n
dividing q, and for any elements a, b ∈ S, we have a ≤ b whenever na ≤ nb.
We say that S is q-divisible if for every finite number n dividing q, and for
every a ∈ S, there exists x ∈ S such that a = nx.
Remarks 7.4.7. Let S be a positively ordered monoid, and let n be a nonzero
natural number. We let µn : S → S be the map that multiplies each element in S
by n.
(1) The monoid S is n-divisible if and only if µn is surjective.
(2) The monoid S is n-unperforated if and only if µn is an order-embedding.
(3) Let q be a supernatural number, and let q∞ denote its infinite product
with itself. Then S is q-divisible if and only if S is q∞-divisible. Similarly, S is
q-unperforated if and only if S is q∞-unperforated.
(4) Let q∞ be the largest supernatural number, for which each prime has infinite
multiplicity. A positively ordered monoid S is divisible if it is n-divisible for every
n ∈ N+, which is equivalent to being q∞-divisible. Similarly, S is unperforated if it
is n-unperforated for every n ∈ N+, or, equivalently, if if is q∞-unperforated.
Lemma 7.4.8. Let S be a positively ordered monoid, and let q be a supernatural
number with q 6= 1.
(1) If S is q-divisible, then for any a ∈ S and n ≥ 1, there exists x ∈ S such
that nx ≤ a ≤ (n+ 1)x. In particular, S is almost divisible.
(2) If S is q-unperforated, then S is nearly unperforated and therefore also
almost unperforated.
Proof. To show the first statement, assume that S is a q-divisible, positively
ordered monoid. Let a be in S and let n be in N+. We need to find x ∈ S such
that nx ≤ a ≤ (n+ 1)x.
Choose a number d ≥ 2 that divides q. Since the set
{
r
dk
: r, k ∈ N+
}
is dense
in Q+, we can find r and k in N+ such that 1n+1 <
r
dk
< 1n . Since S is d-divisible,
there exists x ∈ S such that dkx = a. Then
n(rx) ≤ dkx = a ≤ (n+ 1)(rx),
which shows that the element rx has the desired properties.
To prove the second statement, assume that S is a q-unperforated, positively
ordered monoid. Choose a number d ≥ 2 that divides q. To show that S is nearly
unperforated, let a, b ∈ S satisfy a ≤p b. This means that there exists n0 ∈ N
such that na ≤ nb for all n ∈ N with n ≥ n0. Choose k ∈ N+ such that dk ≥ n0.
Then dka ≤ dkb. As observed in Remarks 7.4.7, we have that S is dk-unperforated.
Thus, we obtain a ≤ b, as desired.
We have seen in Proposition 5.6.3 that near unperforation implies almost un-
perforation in general. 
Lemma 7.4.9. Let S be a Cu-semimodule over a Cu-semiring R, and let q be a
supernatural number with q 6= 1. Assume that the unit element of R is q-divisible.
Then S is q-unperforated and q-divisible. In particular, R itself is q-unperforated
and q-divisible.
Proof. The proof is analogous to that of Lemma 7.3.8 and is left to the reader.

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Theorem 7.4.10. Let S be a Cu-semigroup, and let q be a supernatural number
satisfying q = q2 and q 6= 1. Then the following are equivalent:
(1) We have S ∼= Rq ⊗Cu S.
(2) The Cu-semigroup S has Rq-multiplication.
(3) The Cu-semigroup S is q-divisible and q-unperforated.
Proof. By Proposition 7.4.4, the Cu-semiring Rq is solid. Therefore, the
equivalence between (1) and (2) follows from Theorem 7.1.13. The unit of Rq
is clearly q-divisible. Therefore, it follows from Lemma 7.4.9 that (2) implies (3).
Finally, to show that (3) implies (2), suppose that S is n-divisible and n-
unperforated for every n ∈ N+ that divides q. It follows from Lemma 7.4.8 and
Theorem 7.3.11 that S has Z-multiplication. By Lemma 7.1.12, it is enough to
define a generalized Cu-bimorphism
ϕ : Rq × S → S
such that ϕ(1, a) = a for each a ∈ S. Recall that Rq = Kq ⊔ (0,∞], where Kq is a
unital subsemiring of Q+. For r ∈ (0,∞] ⊂ Rq we use the Z-multiplication on S to
define ϕ(r, ). Let r be in Kq. Then there exist unique coprime integers n, k ∈ N+
such that r = kn and n divides q. Consider the map µn : S → S that multiplies
each element in S by n. Since S is n-divisible and n-unperforated, the map µn is
a POM-isomorphism and therefore a Cu-isomorphism; see Remarks 7.4.7. Given
a ∈ S, we set
ϕ(r, a) := kµ−1n (a).
It is now straightforward to check that ϕ is a Cu-bimorphism. It is also clear that
ϕ(1, a) = a for each a ∈ S. Therefore, we may apply Lemma 7.1.12 to deduce that
S has Rq-multiplication. 
Theorem 7.4.11. Let S be a Cu-semigroup, let a, b be elements in S, and let
q be a supernatural number satisfying q = q2 and q 6= 1. Then the following are
equivalent:
(1) We have 1⊗ a ≤ 1⊗ b in Rq ⊗Cu S.
(2) For each a′ ∈ S satisfying a′ ≪ a, there exists n ∈ N+ dividing q such that
na′ ≤ nb in S.
Proof. First, let us show that (1) implies (2). By definition, Rq is the Cu-
completion of the (algebraically ordered) W-semigroup (Kq,≤). By Theorem 6.3.5,
we have
Rq ⊗Cu S = γ (Kq ⊗PreW S) .
Let α : Kq ⊗PreW S → Rq ⊗Cu S denote the universal W-morphism of the Cu-
completion. The underlying positively ordered monoid of Kq ⊗PreW S is
Kq ⊗POM S = N
[
1
q
]
⊗POM S.
Then, given elements x, y ∈ S, it is easy to see that 1 ⊗ x ≤ 1 ⊗ y in Kq ⊗POM S
if and only if there exists a natural number n dividing q such that nx ≤ ny in S.
Now, let a, b ∈ S satisfy 1 ⊗ a ≤ 1 ⊗ b in Rq ⊗Cu S, and let a′ ∈ S satisfy a′ ≪ a.
Using at the second step that the unit of Rq is a compact element, it follows
α(1 ⊗ a′) = 1⊗ a′ ≪ 1⊗ b = α(1 ⊗ b)
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in Rq ⊗Cu S. By properties of the Cu-completion, we deduce 1 ⊗ a′ ≺ 1 ⊗ b in
Kq ⊗PreW S. Hence, 1⊗ a′ ≤ 1⊗ b in Kq ⊗POM S. As observed above, this implies
that there exists n ∈ N+ dividing q such that na′ ≤ nb in S. This verifies (2).
Next, let us show that (2) implies (1). Choose a rapidly increasing sequence
(ak)k in S such that a = supk ak. By assumption, for each k there exists nk ∈ N+
that divides q and such that nkak ≤ nkb. Since nk is invertible in Rq, we deduce
1⊗ ak =
(
nk
1
nk
)
⊗ ak =
1
nk
⊗ (nkak) ≤
1
nk
⊗ (nkb) =
(
nk
1
nk
)
⊗ b = 1⊗ b.
Since this holds for each k, and since 1⊗ a = supk (1⊗ ak) in Rq ⊗Cu S, we obtain
1⊗ a ≤ 1⊗ b, as desired. 
Proposition 7.4.12. Let q be a supernatural number satisfying q = q2 and
q 6= 1. Let (dk)k∈N be a sequence of natural numbers such that q =
∏
k∈N dk.
Then Rq is isomorphic to the limit of the following inductive system of simplicial
Cu-semigroups:
N
d0−→ N
d1−→ N
d2−→ . . . .
Consequently, if we are given a Cu-semigroup S, then Rq ⊗Cu S is isomorphic to
the limit of the inductive system
S
d0−→ S
d1−→ S
d2−→ . . .
Proof. Consider the following inductive system, where the map at the k-th
step is multiplication by dk:
N
d0−→ N
d1−→ N
d2−→ . . . .
It is straightforward to check that the inductive limit of this system in POM is
N
[
1
q
]
. If we endow N and N
[
1
q
]
with auxiliary relations equal to their partial
order, then we also have
N
[
1
q
]
∼= W-lim−→
(
N
d0−→ N
d1−→ N
d2−→ . . .
)
.
Applying the reflection functor γ : PreW→ Cu, which is a continuous functor, and
using also Corollary 3.1.11, we obtain
Rq ∼= γ
(
N
[
1
q
])
∼= γ
(
W-lim
−→
(
N
d0−→ N
d1−→ N
d2−→ . . .
))
∼= Cu-lim−→
(
N
d0−→ N
d1−→ N
d2−→ . . .
)
,
as desired. The result for Rq ⊗Cu S follows from the limit presentation for Rq in
combination with Proposition 6.4.1. 
Corollary 7.4.13. Let S be a Cu-semigroup, and let q be a supernatural
number satisfying q = q2 and q 6= 1. If S satisfies (O5) (respectively (O6), weak
cancellation), then so does S ⊗Rq.
Proof. By Proposition 6.4.6, each of the axioms (O5), (O6) and weak can-
cellation is preserved by taking the tensor product with a Cu-semigroup that is
an inductive limit of simplicial Cu-semigroups. Therefore, the result follows from
Proposition 7.4.12. 
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Proposition 7.4.14. Let A be a C∗-algebra, and let q be a supernatural number
satisfying q = q2 and q 6= 1. Then there are natural isomorphisms
Cu(Mq ⊗A) ∼= Cu(Mq)⊗Cu Cu(A) ∼= Rq ⊗Cu Cu(A).
In particular, we have Cu(A⊗Mq) ∼= Cu(A) if and only if Cu(A) is q-unperforated
and q-divisible.
Proof. The isomorphism on the left follows from Proposition 6.4.13 since Mq
is an AF-algebra. By Proposition 7.4.3, we have Cu(Mq) ∼= Rq, which gives the
isomorphism on the right. 
Corollary 7.4.15. Let A be a C∗-algebra. If A tensorially absorbs a UHF
algebra of infinite type, then Cu(A) is nearly unperforated.
Proof. Let q be a supernatural number such that q2 = q and q 6= 1 and
A ∼= Mq ⊗ A. By Proposition 7.4.14, we have that Cu(A) is q-unperforated. Then
it follows from Lemma 7.4.8 that Cu(A) is nearly unperforated. 
7.5. The realification of a semigroup
In this section, we study Cu-semigroups that are semimodules over the Cu-
semiring [0,∞]. We have already shown in Example 7.1.8 that [0,∞] is a solid
Cu-semiring. It is also known that [0,∞] is the Cuntz semigroup of a C∗-algebra,
called the Jacelon-Razak algebra R; see Remark 7.5.1.
In Theorem 7.5.4, we characterize the Cu-semimodules over [0,∞] as the Cu-
semigroups that are unperforated, divisible and that contain only soft elements.
We observe in Remark 7.5.2 that a Cu-semigroup has [0,∞]-multiplication if and
only if it has ‘real multiplication’ in the sense of Robert, [Rob13a]. Given a Cu-
semigroup S, Robert defines a ‘realification’ SR, which is a Cu-semigroup with real
multiplication satisfying a natural universal property. In [Rob13a, Remark 3.1.5],
Robert suggests that the realification of a Cu-semigroup can be considered as the
tensor product of S with [0,∞]. We verify this in Proposition 7.5.9.
Remark 7.5.1. The Cu-semiring [0,∞] is the Cuntz semigroup of the stably
projectionless C∗-algebra known as the Jacelon-Razak algebra. This algebra has
been studied in [Jac13], where it is denoted by W . Following Robert, we denote
the Jacelon-Razak algebra by R; see [Rob13a].
Using the result in [Jac13], the Cuntz semigroup ofR was computed by Robert,
[Rob13a, § 5] as
Cu(R) ∼= [0,∞].
Remark 7.5.2. Let S be a Cu-semigroup. In [Rob13a, Definition 3.1.2],
Robert defines S to have real multiplication if there exists a map
(0,∞]× S → S, (t, a) 7→ t · a, for all t ∈ (0,∞], a ∈ S,
that preserves addition, order and suprema of increasing sequences in each variable,
and such that 1 ·a = a for every a ∈ S. It is clear that such a map extends uniquely
to a generalized Cu-bimorphism
ϕ : [0,∞]× S → S,
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satisfying ϕ(1, a) = a for each a ∈ S. As observed in Example 7.1.8, the semiring
[0,∞] is a solid Cu-semiring. Thus, we may apply Lemma 7.1.12 to deduce that S
has a [0,∞]-multiplication in the sense of Definition 7.1.3.
To summarize, a Cu-semigroup has real multiplication in the sense of Robert
if and only if it is a Cu-semimodule over the solid Cu-semiring [0,∞].
Lemma 7.5.3. Let S be a Cu-semigroup with Z-multiplication. Then the map
ϕ : [0,∞]× S → S, (t, a) 7→ t · a, for all t ∈ [0,∞] ⊂ Z, a ∈ S,
is a Cu-bimorphism that induces an isomorphism
ϕ¯ : [0,∞]⊗Cu S
∼=−→ Ssoft.
Proof. The map ϕ is a restriction of the Cu-bimorphism defining the Z-
multiplication. Therefore, ϕ is a Cu-bimorphism. By Proposition 7.3.18, the sub-
monoid Ssoft of soft elements in S is a Cu-semigroup. By Proposition 7.3.16, an
element a in S is soft if and only if 1′a = a, where 1′ denotes the ‘one’ in the
submonoid [0,∞] = Zsoft ⊂ Z of soft elements in Z. Therefore, ϕ¯ maps into Ssoft.
We define a map, which will turn out to be the inverse of ϕ¯, as follows:
ψ : Ssoft → [0,∞]⊗Cu S, a 7→ 1
′ ⊗ a, for all a ∈ Ssoft.
It is easy to see that ψ is a generalized Cu-morphism and that ϕ¯ ◦ψ is the identity
on Ssoft. Let t be in [0,∞] and let a be in S. Using that [0,∞] and S have Z-
multiplication, it follows from Lemma 7.1.11 (and also Corollary 7.1.9) that 1′ ⊗
(t · a) = t⊗ a in [0,∞]⊗Cu S. Using this at the third step, we deduce
ψ ◦ ϕ(t, a) = ψ(t · a) = 1′ ⊗ (t · a) = t⊗ a.
This implies that ψ◦ϕ¯ is the identity on [0,∞]⊗CuS, and hence ϕ¯ is an isomorphism,
as desired. 
Theorem 7.5.4. Let S be a Cu-semigroup. Then the following are equivalent:
(1) We have S ∼= [0,∞]⊗Cu S.
(2) The semigroup S has [0,∞]-multiplication.
(3) The semigroup S is almost unperforated and almost divisible, and every ele-
ment of S is soft.
(4) The semigroup S is unperforated and divisible, and every element of S is soft.
Proof. Since [0,∞] is a solid Cu-semiring, the equivalence between (1) and
(2) follows from Theorem 7.1.13. It is clear that (4) implies (3). Let us show that
(2) implies (4). To show that S is unperforated, let a, b ∈ S be such that na ≤ nb
for some n ∈ N+. Since in [0,∞] we have 1 = 1nn, we obtain
a = ( 1nn) · a =
1
n · (na) ≤
1
n · (nb) = b.
It is also clear that S is divisible.
Next, let us show that (3) implies (1). By Theorem 7.3.11, we have that S has
Z-multiplication. Using Lemma 7.5.3 to obtain the first isomorphism, and using
the assumption for the second equality, we obtain
[0,∞]⊗Cu S ∼= Ssoft = S,
as desired. 
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Lemma 7.5.5. Let S be a Cu-semigroup. Then there is a natural isomorphism
[0,∞]⊗Cu S ∼= (R2∞ ⊗Cu S)soft.
Proof. Since R2∞ has Z-multiplication, it follows from Lemma 7.1.11 that
R2∞ ⊗Cu S has Z-multiplication. Then, using Lemma 7.5.3 to obtain the last
isomorphism, and using that [0,∞] ∼= [0,∞] ⊗Cu R2∞ at the first step (which
follows from a second usage of Lemma 7.5.3), we obtain
[0,∞]⊗Cu S ∼= ([0,∞]⊗Cu R2∞)⊗Cu S
∼= [0,∞]⊗Cu (R2∞ ⊗Cu S) ∼= (R2∞ ⊗Cu S)soft,
as desired. 
Proposition 7.5.6. Let S be a Cu-semigroup. If S satisfies (O5) (respectively
(O6), weak cancellation), then so does [0,∞]⊗Cu S.
Proof. Assume that S is a Cu-semigroup satisfying (O5). By Corollary 7.4.13,
the tensor product R2∞⊗CuS satisfies (O5). Since R2∞⊗CuS has Z-multiplication,
it follows from Proposition 7.3.18 that the subsemigroup of soft elements in the
tensor product R2∞ ⊗Cu S is a Cu-semigroup satisfying (O5). Now the desired
result follows from Lemma 7.5.5. It is proved analogously that axiom (O6) and
weak cancellation pass from S to [0,∞]⊗Cu S. 
7.5.7. Let S be a Cu-semigroup. Recall from Paragraph 5.2.1, that there is a
natural map
S → Lsc(F (S)), a 7→ aˆ, for all a ∈ S,
where F (S) is the cone of functionals on S.
In [Rob13a, § 3.1], Robert defines the realification of S as the smallest subsemi-
group of Lsc(F (S)) that is closed under passing to suprema of increasing sequences,
and which contains all elements of the form 1n aˆ for some n ∈ N+ and some a ∈ S.
We denote the realification of S by SR. In [Rob13a, Proposition 3.1.1], it is shown
that SR is a Cu-semigroup. Moreover, if S satisfies (O5’), the original version
of the almost algebraic order axiom (see Remarks 4.2(1)), then so does SR. In
Proposition 7.5.9, we show that SR is naturally isomorphic to [0,∞]⊗Cu S. Then
it follows from Proposition 7.5.6 that SR satisfies (O5) whenever S does.
Lemma 7.5.8. Let S be a Cu-semigroup. Consider the map ϑ : S → [0,∞]⊗CuS
that sends a in S to 1 ⊗ a. Then, given a functional λ ∈ F ([0,∞] ⊗Cu S), the
composition λ ◦ ϑ is a functional in F (S). Moreover, the assignment
θ : F ([0,∞]⊗Cu S)→ F (S), λ 7→ λ ◦ ϑ,
is an isomorphism of topological cones.
Proof. We first define a map that will turn out to be the inverse of θ. Given
a functional µ in F (S), consider the map
[0,∞]× S → [0,∞], (t, a) 7→ t · µ(a) for all t ∈ [0,∞], a ∈ S.
It is straightforward to check that this is a generalized Cu-bimorphism, which there-
fore induces a generalized Cu-morphism
µ˜ : [0,∞]⊗Cu S → [0,∞].
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This means that µ˜ is a functional in F ([0,∞]⊗Cu S) such that µ˜(t ⊗ a) = t · µ(a)
for each t ∈ [0,∞] and a ∈ S. This defines a map
ψ : F (S)→ F ([0,∞]⊗Cu S), µ 7→ µ˜, for all µ ∈ F (S).
Given µ in F (S) and a ∈ S, we deduce
θ ◦ ψ(µ)(a) = θ(µ˜)(a) = µ˜(1⊗ a) = 1 · µ(a) = µ(a).
Thus, θ◦ψ is the identity on F (S). Conversely, let λ be a functional in F ([0,∞]⊗Cu
S). Since [0,∞] is solid, it follows from Proposition 7.1.7 that λ is automatically
[0,∞]-linear. Using this at the last step, we deduce for each t ∈ [0,∞] and a ∈ S
that
ψ ◦ θ(λ)(t ⊗ a) = t · θ(λ)(a) = tλ(1 ⊗ a) = λ(t ⊗ a).
It follows that ψ ◦ θ is the identity on F ([0,∞] ⊗Cu S). It is straightforward to
check that θ and ψ are continuous and linear, which shows the desired result. 
Proposition 7.5.9. Let S be a Cu-semigroup. Then the natural map
ϕ : [0,∞]× S → SR ⊂ Lsc(F (S)), (t, a) 7→ t · aˆ, for all t ∈ [0,∞], a ∈ S,
is a Cu-bimorphism that induces an isomorphism
ϕ¯ : [0,∞]⊗Cu S
∼=
−→ SR.
Proof. It is straightforward to check that ϕ is a generalized Cu-bimorphism.
By universal properties of the tensor product, the induced map ϕ¯ is a generalized
Cu-morphism. It follows easily from the definition of SR that ϕ¯ is surjective.
Next, we show that ϕ¯ is an order-embedding. Consider the isomorphism
θ : F ([0,∞] ⊗Cu S) → F (S) from Lemma 7.5.8. It induces an isomorphism of
positively ordered monoids
θ∗ : Lsc(F (S))→ Lsc(F ([0,∞]⊗Cu S)), f 7→ f ◦ θ.
We let
Γ: [0,∞]⊗Cu S → Lsc(F ([0,∞]⊗Cu S)),
denote the canonical map that sends x ∈ [0,∞] ⊗Cu S to xˆ. Then, for t ∈ [0,∞],
a ∈ S and λ ∈ F ([0,∞]⊗Cu S), we have
Γ(t⊗ a)(λ) = λ(t⊗ a) = t · θ(λ)(a) = ϕ(t, a)(θ(λ)) = (θ∗ ◦ ϕ¯)(t⊗ a)(λ).
This implies that Γ = θ∗ ◦ ϕ¯. The situation is shown in the following commutative
diagram:
[0,∞]⊗Cu S
ϕ¯ //
Γ
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
Lsc(F (S))
θ∗∼=

Lsc(F ([0,∞]⊗Cu S))
It follows from Theorem 7.5.4 that the Cu-semigroup [0,∞]⊗Cu S is almost unper-
forated and that each of its elements is soft. Then Theorem 5.3.12 implies that the
map Γ is an order-embedding. Since θ∗ is an order isomorphism, it follows that ϕ¯
is an order-embedding. Thus, ϕ¯ is an isomorphism of positively ordered monoids,
and consequently a Cu-isomorphism. 
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Corollary 7.5.10. Let S be a Cu-semigroup. Then there are canonical iso-
morphisms
[0,∞]⊗Cu S ∼= SR ∼= (Z ⊗Cu S)soft.
In particular, if S has Z-multiplication, then there are isomorphisms
[0,∞]⊗Cu S ∼= SR ∼= Ssoft.
Proof. This follows by combining Lemma 7.5.3 with Proposition 7.5.9. (No-
tice that [0,∞]⊗Cu Z ∼= Zsoft = [0,∞].) 
Theorem 7.5.11. Let S be a Cu-semigroup, and let a, b be elements in S. Then
the following are equivalent:
(1) We have 1⊗ a ≤ 1⊗ b in [0,∞]⊗Cu S.
(2) We have aˆ ≤ bˆ in Lsc(F (S)).
(3) For every a′ ∈ S satisfying a′ ≪ a, and every ε > 0, there exist k, n ∈ N+
such that (1 − ε) < kn and ka
′ ≤ nb in S.
Proof. As shown in Proposition 7.5.9, there is an isomorphism between the
tensor product [0,∞]⊗CuS and SR that identifies 1⊗a with aˆ and 1⊗b with bˆ. This
shows the equivalence between (1) and (2). The equivalence between statement (2)
and (3) is shown in Proposition 5.2.19. 
Let A be a C∗-algebra. It is shown in [Rob13a, Theorem 5.1.2] that there is
a natural isomorphism between Cu(R ⊗ A) and Cu(A)R. Using Proposition 7.5.9
we can rephrase the result of Robert as follows:
Proposition 7.5.12. Let A be a C∗-algebra. Then there are natural isomor-
phisms
Cu(R⊗A) ∼= Cu(R)⊗Cu Cu(A) ∼= [0,∞]⊗Cu Cu(A).
In particular, we have Cu(R ⊗ A) ∼= Cu(A) if and only if Cu(A) is unperforated,
divisible and each element in Cu(A) is soft (or equivalently, purely noncompact).
7.6. Examples and Applications
7.6.1. Let D be a unital, separable, strongly self-absorbing C∗-algebra. As
mentioned before in Proposition 7.1.5, it is known that D is nuclear and simple and
that D is either purely infinite, in which case Cu(D) ∼= {0,∞}, or that D is stably
finite with unique tracial state. The only known examples of purely infinite, strongly
self-absorbing C∗-algebras are the Cuntz algebras O∞ and O2, and the tensor
products of O∞ with a UHF-algebra of infinite type. It follows from the Kirchberg-
Phillips classification theorem, [Rør02, Theorem 8.4.1, p.128], that these are the
only purely infinite, strongly self-absorbing C∗-algebras satisfying the Universal
Coefficient Theorem (UCT).
Let us assume that D is stably finite. In that case, the only known exam-
ples are the Jiang-Su algebra Z and the UHF-algebras of infinite type Mq; see
Paragraph 7.4.2. Each of these algebras satisfies the UCT. We also have that D
is Z-stable, by [Win11, Theorem 3.1]; see also Proposition 8.1.8. Therefore, it
follows from Proposition 7.3.1 that the Cuntz semigroup of D can be computed as
Cu(D) ∼= V (D) ⊔ (0,∞].
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By [Rør04, Theorem 6.7],D has stable rank one. Therefore, V (D) is a cancellative,
algebraically ordered monoid that is isomorphic to the positive part of K0(D).
We conclude that the only known Cuntz semigroups realized by stably finite,
strongly self-absorbing C∗-algebras are the following:
Z = N ⊔ (0,∞] = Cu(Z), Rq = N
[
1
q
]
⊔ (0,∞] = Cu(Mq).
It follows from the K-theory computations in [TW07, Proposition 5.1] that the
Cuntz semigroups Z and Rq are the only Cuntz semigroups of stably finite, strongly
self-absorbing C∗-algebras that satisfy the UCT.
We have seen that Z and Rq (and also {0,∞}) are solid Cu-semirings; see for ex-
ample Proposition 7.3.3 and Proposition 7.4.4. Therefore, the Cuntz semigroup of
every strongly self-absorbing C∗-algebra satisfying the UCT is a solid Cu-semiring.
It is an open problem whether every nuclear C∗-algebra satisfies the UCT. It
is also unclear if there exist strongly self-absorbing C∗-algebras that do not satisfy
the UCT. More modestly, we ask the following question:
Problem 7.6.2. Given a strongly self-absorbing C∗-algebra D, is the Cuntz
semiring Cu(D) a solid Cu-semiring?
As noted above, the answer is ‘yes’ for every strongly self-absorbing C∗-algebra
satisfying the UCT. In Section 8.3, we provide a complete classification of solid Cu-
semirings. We remark that even when excluding Cu-semirings that are elementary
or have noncompact unit, there exist solid Cu-semirings that are not the Cuntz
semigroup of any known strongly self-absorbing C∗-algebra; see Theorem 8.3.14.
We can summarize Corollary 7.2.16, Proposition 7.4.14 and Proposition 7.5.12
as follows:
Proposition 7.6.3. Let A and D be C∗-algebras. Assume that either D = R
or that D is a (unital) separable, strongly self-absorbing C∗-algebra satisfying the
UCT but not equal to Z. Then there is a natural isomorphism
Cu(D ⊗A) ∼= Cu(D) ⊗Cu Cu(A).
7.6.4. Recall that a C∗-algebra A is said to have strict comparison of positive
elements if for any positive elements x, y ∈ M∞(A) the following holds: If x is
contained in AyA, the closed two-sided ideal generated by y, and if d(x) < d(y)
for every dimension function d on A satisfying d(y) = 1, then x - y (x is Cuntz
subequivalent to y). It was shown by Rørdam that a C∗-algebra A has strict com-
parison of positive elements if and only if its pre-completed Cuntz semigroupW (A)
is almost unperforated, [Rør04, Proposition 3.2]; see also [APT11, Lemma 5.7].
It is easy to see that W (A) is almost unperforated if and only if Cu(A) is.
For a unital, simple C∗-algebra A, and positive elements x, y ∈ M∞(A), the
condition that x belongs to AyA is automatically satisfied whenever y is nonzero,
and it is moreover enough to consider lower-semicontinuous dimension functions.
In this form, the notion of strict comparison of positive elements in simple C∗-al-
gebras was introduced by Blackadar as the ‘Fundamental Comparability Question
(FCQ4)’ in [Bla88, § 6.4.7].
In [RW10, Question 5.3], Rørdam and Winter ask whether the Jiang-Su alge-
bra unitally embeds into any unital C∗-algebra A such that the class of the unit is
almost divisible in W(A). It is easy to see that the class of the unit is almost divis-
ible in W (A) if and only if it is in Cu(A). Thus, the implication ‘(2)⇒(4)’ of the
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following Proposition 7.6.5 provides a positive answer to the question of Rørdam
and Winter for C∗-algebras that have stable rank one and strict comparison of
positive elements.
Proposition 7.6.5. Let A be a unital C∗-algebra with stable rank one and
with strict comparison of positive elements. Then the following statements are
equivalent:
(1) For each n ∈ N, there exists a unital ∗-homomorphism Zn,n+1 → A, where
Zn,n+1 is the dimension drop algebra.
(2) The element [1A] is almost divisible in Cu(A).
(3) There exists a Cu-morphism Z → Cu(A) that sends 1Z to [1A].
(4) There exists a unital ∗-homomorphism Z → A.
Proof. The equivalence between (1) and (2) is shown in [RW10, Proposi-
tion 5.1]. The equivalence between (2) and (3) follows from Proposition 7.3.10.
Finally, it is clear that (4) implies (3). The converse follows from Theorems 1.0.1
and 3.2.2 in [Rob12]. 
7.6.6. Let S be a simple, stably finite Cu-semigroup satisfying (O5). Recall
that we denote by Sc (respectively S
×
c ) the subsemigroup of (nonzero) compact
elements in S. As shown in Proposition 5.3.16, an element a ∈ S is soft whenever it
is not compact. The only element that is both compact and soft is the zero element.
Thus, there is a natural decomposition
S = S×c ⊔ Ssoft.
If we additionally assume that S has Z-multiplication, then we can apply
Corollary 7.5.10 to compute Ssoft as SR, the realification of S. We obtain
S ∼= S×c ⊔ SR.
Since S also satisfies (O5), it follows from [Rob13a, Theorem 3.2.1] that SR is
isomorphic to L(F (S)). The point is that in this case the semigroup L(F (S)) only
depends on F (S), the cone of functionals on S. On the other hand, it is not clear
if SR only depends on F (S) in general; see Problem 7.6.8.
We summarize our representation result for simple Cu-semigroups with Z-mul-
tiplication in the following Theorem. For Cuntz semigroups of C∗-algebras, the
analogous result has appeared in [BT07, Theorem 2.6] and [ABP11, Theorem 6.3].
Theorem 7.6.7. Let S be a simple, stably finite Cu-semigroup that satisfies
(O5) and has Z-multiplication. Then the soft part of S is isomorphic to L(F (S)).
Thus, there is a natural isomorphism
S ∼= S×c ⊔ L(F (S)).
Let S be a Cu-semigroup. By definition, SR and L(F (S)) are submonoids of
Lsc(F (S)). It follows from [Rob13a, Proposition 3.1.6] that SR is a subset of
L(F (S)). (The implicit assumption of (O5) in [Rob13a] is not needed in the proof
of [Rob13a, Proposition 3.1.6].)
It is natural to ask whether SR is in fact equal to L(F (S)). Under the assump-
tion of (O5) this is indeed the case; see [Rob13a, Theorem 3.2.1]. Thus, we ask if
the result of Robert holds without the assumption of (O5).
Problem 7.6.8. Let S be a Cu-semigroup. Is it true that SR = L(F (S))?
CHAPTER 8
Structure of Cu-semirings
In this chapter, we study the structure of certain classes of Cu-semirings that
satisfy (O5). The main result is Theorem 8.1.6, where we show that every sim-
ple, nonelementary Cu-semiring with (O5) is automatically almost unperforated
and almost divisible. Together with Theorem 7.3.11, we obtain that every simple,
nonelementary Cu-semiring has Z-multiplication, which can be interpreted as the
Cu-semiring version of Winter’s result that every strongly self-absorbing C∗-alge-
bra is Z-stable; see Corollary 8.1.7. We also use our findings to give an alternative
proof of Winter’s result; see Proposition 8.1.8.
In Section 8.2, we study algebraic Cu-semirings. We establish an equivalence
between the category of weakly cancellative, algebraic Cu-semirings and the cate-
gory of directed, partially ordered rings; see Proposition 8.2.2. We also give several
characterizations when a simple Cu-semiring with unique normalized functional is
algebraic; see Proposition 8.2.11.
In Section 8.3, we analyse the structure of solid Cu-semirings. The main result
is Theorem 8.3.14, where we classify all solid, nonelementary Cu-semirings satisfy-
ing (O5).
8.1. Simple Cu-semirings
Recall that a simple Cu-semigroup is elementary if it contains a minimal
nonzero element; see Paragraph 5.1.16.
Lemma 8.1.1. Let R be a simple Cu-semiring satisfying (O5). Then:
(1) If R is nonelementary, then there exist nonzero c, d ∈ R with c+ d ≤ 1.
(2) Assume R ≇ {0}. Then R is elementary if and only if the unit 1R is a
minimal nonzero element.
(3) If 1R is properly infinite (that is, 2 · 1R = 1R), then R ∼= {0,∞} or R ∼= {0}.
Proof. We first assume 1R 6= 0R and that 1R is not a minimal nonzero ele-
ment. Choose a nonzero x ∈ R with x < 1 and a nonzero c ∈ R satisfying c ≪ x.
Using that R satisfies (O5), we can choose d ∈ R such that
c+ d ≤ 1 ≤ x+ d.
Since x 6= 1, d is nonzero. This immediately implies statement (1).
To show (2), note that the assumption R ≇ {0} implies 1R 6= 0R. It follows that
R has no zero divisors; see Remarks 7.1.2. If 1R is a minimal, nonzero element,
then R is elementary by definition. Conversely, assume 1R is not minimal. As
shown at the beginning of the proof, we can choose nonzero elements c and d such
that c+ d ≤ 1.
In order to prove that R is nonelementary, assume a is a nonzero element in R.
Consider the elements ca and da, which are nonzero since R has no zero divisors.
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Moreover, ca + da ≤ a. If ca 6= a or da 6= a, then a is not a minimal, nonzero
element. Otherwise, we can deduce a = 2a and hence a =∞. Since 1 ≤ ∞ and 1 is
assumed not to be a minimal, nonzero element, we obtain that a is not a minimal,
nonzero element in either case. Thus, R is nonelementary.
Finally, statement (3) is easily verified. 
Example 8.1.2. The elementary Cu-semigroups N and Ek = {0, 1, 2, . . . , k,∞}
have natural (and unique) Cu-products giving them the structure of solid Cu-
semirings. These are the only simple, nonzero, elementary Cu-semirings satisfying
(O5) and (O6); see Paragraph 5.1.16.
Without (O6), there are other examples of simple, elementary Cu-semirings:
Consider S = {0, 1, 1′, 2, 3, 4, . . . ,∞}, with addition and multiplication among the
un-apostrophized elements as usual and such that 1′ + k = 1+ k and k · 1′ = k for
each k ∈ N. The elements 1 and 1′ are incomparable.
To prove Theorem 8.1.6, we need several lemmas. Given a Cu-semigroup S
and k ∈ N+, recall that an element a in S is almost k-divisible if for every a′ ≪ a
there exists x ∈ S such that kx ≤ a and a′ ≤ (k + 1)x; see Definition 7.3.4. If this
holds for every k ∈ N+, we say that the element is almost divisible. Moreover, S is
almost divisible if each of its elements is.
Lemma 8.1.3. Let R be a simple Cu-semiring. Let c, d ∈ R be nonzero elements
satisfying c + d ≤ 1. Then for every x ∈ R with x ≪ ∞ there exists n ∈ N such
that xcn ≤ 1.
Proof. We inductively show
[(k + 1)d]ck ≤ 1,(8.1)
for every k ∈ N. For k = 0 this is clear. For the induction step, assume (8.1) is
satisfied for some k ∈ N. Multiplying both sides of (8.1) by c, we obtain
[(k + 1)d]ck+1 ≤ c.
Using this at the second step, we deduce
[(k + 2)d]ck+1 ≤ [(k + 1)d]ck+1 + d ≤ c+ d ≤ 1.
Since R is simple, and since d 6= 0 and x ≪ ∞, we can find n ∈ N such that
x ≤ (n+ 1)d. Then xcn ≤ [(n+ 1)d]cn ≤ 1, as desired. 
Lemma 8.1.4. Let R be a simple Cu-semiring, and let k ∈ N+. If c+ d ≤ 1 for
some nonzero elements c, d ∈ R, then there exists a nonzero element a ∈ R such
that ka≪ (k + 1)a ≤ 1.
Proof. Let c, d and k be as in the statement. We may assume c ≪ ∞ (by
replacing c by some nonzero c′ ∈ R satisfying c′ ≪ c, if necessary). We construct
the element a in two steps.
Step 1: Let c1 be a nonzero element in R satisfying c1 ≪ c. Since c ≪ ∞, we
can choose n ∈ N satisfying c ≤ nc1. By Lemma 8.1.3, we can find m ∈ N such
that
[k(k + 1)n2]cm ≤ 1.
Choose elements ci in R for i = 2, . . . ,m with
c1 ≪ c2 ≪ . . .≪ cm ≪ c.
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Set b := c1c2 · · · cm (the product). Using at the second step that compact contain-
ment is preserved under multiplication, we obtain
b = [c1c2 · · · cm−1]cm ≪ [c2c3 · · · cm]c ≤ [c2c3 · · · cm]nc1 = nb.
Moreover, we have b ≤ cm, and therefore k(k + 1)n2b ≤ 1.
Step 2: Choose elements bi in R for i = 1, . . . , kn such that
b≪ b1 ≪ b2 ≪ . . .≪ bkn ≪ nb.
Set a := b1 + . . . + bkn. Using at the second step that compact containment is
preserved under addition, we deduce
a = [b1 + b2 + . . .+ bkn−1] + bkn ≪ [b2 + b3 + . . .+ bkn] + nb ≤ a+ nb.
Multiplying this inequality by k, and using knb ≤ a at the last step, we obtain
ka≪ ka+ knb ≤ (k + 1)a.
Moreover, we have a ≤ kn(nb), and thus (k+1)a ≤ (k+1)kn2b ≤ 1, as desired. 
Lemma 8.1.5. Let R be a simple Cu-semiring satisfying (O5), and let k ∈ N+.
Suppose that there exists a nonzero element a ∈ R such that 2ka≪ (2k + 1)a ≤ 1.
Then there exists c ∈ R such that kc ≤ 1 ≤ (k + 1)c.
Proof. Using that R satisfies (O5) we can choose t in R such that
2ka+ t ≤ 1 ≤ (2k + 1)a+ t.
We think of this inequality as ‘2ka ≤ (1−t) ≤ (2k+1)a’. Then we want to multiply
by (1− t)−1, which we think of as (1 + t+ t2 + . . .). To make this precise, set
z := 1 + t+ t2 + . . . = sup
n∈N
(
1 + t+ t2 + . . .+ tn
)
.
We construct c such that kc ≤ 1 ≤ (k + 1)c in two steps.
Step 1: We show 2kaz ≤ 1. To obtain this, we first show that if x, y ∈ R satisfy
x+ y ≤ 1, then
x ·
(
∞∑
n=0
yn
)
≤ 1.
Indeed, multiplying the inequality x + y ≤ 1 by y, we obtain xy + y2 ≤ y. Using
this at the second step, we deduce
x(1 + y) + y2 = x+ (xy + y2) ≤ x+ y ≤ 1.
Inductively, we obtain
x(1 + y + y2 + . . .+ yn) + yn+1 ≤ 1,
for all n ∈ N+, and therefore x · (
∑∞
n=0 y
n) ≤ 1, as desired. Applying this to
2ka+ t ≤ 1, we deduce 2kaz ≤ 1.
Step 2: We show 1 ≤ (2k+2)az. Choose a rapidly increasing sequence (wr)r∈N
in R satisfying 1 = supr wr. (If the unit element is compact, the following argument
can be simplified.) For each fixed r ∈ N, since wr ≪ 1 ≤ (2k + 1)a + t, we can
choose tr in R such that
tr ≪ t, wr ≤ (2k + 1)a+ tr.
We have 1 ≤ (2k + 1)a+ t. Multiplying this inequality by tr, we obtain
tr ≤ (2k + 1)atr + ttr ≤ (2k + 1)at+ ttr.
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Since wr ≤ (2k + 1)a+ tr, it follows
wr ≤ (2k + 1)a(1 + t) + ttr.
Inductively, we obtain
wr ≤ (2k + 1)a(1 + t+ . . .+ t
n) + tntr,
for all n ∈ N. Since tr ≪ ∞ and a 6= 0, we can choose mr ∈ N such that
tr ≤ (mr + 1)a. Then
tmr tr ≤ t
mr (mr + 1)a = a(t
mr + . . .+ tmr) ≤ a(1 + · · ·+ tmr),
This implies
wr ≤ (2k + 1)a(1 + t+ . . .+ t
mr) + tmr tr
≤ (2k + 2)a(1 + t+ · · ·+ tmr)
≤ (2k + 2)a(1 + t+ · · ·+ tmr + . . .)
= (2k + 2)az.
Since this holds for all r ∈ N and since 1 = supr wr, we deduce 1 ≤ (2k + 2)az.
Then k(2az) ≤ 1 ≤ (k + 1)(2az), which finishes the proof setting c = 2az. 
The following theorem is the main structure result for simple Cu-semirings.
Theorem 8.1.6. Let R be a simple, nonelementary Cu-semiring satisfying
(O5). Then R is almost unperforated and almost divisible.
Proof. By Lemma 7.3.8, it is enough to show that the unit of R is almost
divisible. Let k be a natural number with k ≥ 1. By Lemma 8.1.1 we can choose
nonzero elements c, d ∈ R satisfying c + d ≤ 1. Thus, we may apply Lemma 8.1.4
(for 2k) to obtain a nonzero element a ∈ R such that 2ka≪ (2k+1)a ≤ 1. Now it
follows from Lemma 8.1.5 that the unit of R is almost k-divisible. 
Combining the above result with Theorem 7.3.11, we obtain the Cu-semigroup
version of Winter’s result that strongly self-absorbing C∗-algebras are Z-stable,
[Win11, Theorem 3.1]. An actual alternative proof will be obtained as a conse-
quence.
Corollary 8.1.7. Let R be a simple, nonelementary Cu-semiring satisfying
axiom (O5). Then R has Z-multiplication and is therefore ‘Z-stable’ in the sense
that R ∼= Z ⊗Cu R.
Proposition 8.1.8 (Winter, [Win11, Theorem 3.1]). Let D be a unital, sepa-
rable, strongly self-absorbing C∗-algebra. Then D is Z-stable, that is, D ∼= Z ⊗D.
Proof. The famous O∞-absorption theorem states that every unital, separa-
ble, nuclear, purely infinite, simple C∗-algebra A satisfies O∞⊗A ∼= A; see [KP00,
Theorem 3.15]. Thus, if D is purely infinite, then it is O∞-stable and therefore also
Z-stable.
Assume now that D is stably finite. Let R be the Cuntz semigroup of D.
By Proposition 7.1.5, R is a simple Cu-semiring satisfying (O5). Since R is also
nonelementary, we obtain from Theorem 8.1.6 that R is almost unperforated and
almost divisible.
This implies that D has strict comparison of positive elements, and that the
class of the unit 1D in R is almost k-divisible, for any k ∈ N+. Note also that
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the state space of D is nonempty (as D has a unique tracial state). With these
assumptions we can apply [DT10, Theorem 3.6] to deduce that there exists a unital
∗-homomorphism from the dimension drop algebra Zk,k+1 to D. Since the Jiang-Su
algebra Z is an inductive limit of dimension drop algebras Zk,k+1, it follows from
[TW08, Proposition 2.2] that D is Z-stable, as desired. 
Corollary 8.1.9. Let R be a simple Cu-semiring satisfying (O5). Then:
(1) If R is nonelementary, then R is stably finite.
(2) Either the unit 1R is compact, or R contains no nonzero compact elements.
Proof. To show (1), let R be a simple, nonelementary Cu-semiring satisfy-
ing (O5). By Theorem 8.1.6, R is almost divisible. We now proceed similarly to
Proposition 6.4.15.
Assume that R is not stably finite. As shown in Proposition 5.2.10, it follows
that ∞ is a compact element. Since R is nonelementary and 1R is nonzero, we can
find k ∈ N such that k1R =∞. Given a nonzero a ∈ R, let us show a = ∞. Since
R is almost divisible, we can choose t ∈ R with kt ≤ a ≤ (k + 1)t. This implies
that t is nonzero. Then
∞ =∞ · t = k1R · t ≤ a ≤ ∞.
Thus, we have shown a = ∞ for every nonzero a ∈ R. This implies R ∼= {0,∞},
which is a contradiction since R was assumed to be nonelementary.
Let us show (2). The statement is clearly true if R ∼= {0} or if 1R is compact.
Thus we may assume from now on R ≇ {0} and that 1R is not compact.
We claim that R is nonelementary, and hence stably finite by statement (1).
Indeed, assume the opposite. Then, by Lemma 8.1.1, 1R is a minimal, nonzero
element. This implies that 1R is compact, a contradiction.
Hence R is nonelementary, and therefore stably finite by statement (1). Then,
by Proposition 5.3.16, every nonzero element of R is either soft or compact. Thus,
the unit element 1R is soft. It follows from Corollary 8.1.7 that R has Z-multipli-
cation. By Proposition 7.3.16, an element a in R is soft if and only if a = 1′Za,
where 1′Z is the ‘soft’ unit of Z. We deduce 1R = 1
′
Z1R. Given a nonzero element
a in R, we obtain
a = 1Ra = 1
′
Z1Ra = 1
′
Za.
Using Proposition 5.3.16 again, it follows that a is noncompact, as desired. 
Next, we study the multiplicativity of normalized functionals on Cu-semirings.
The results are inspired by [Han13, Corollary 3]. Given a Cu-semiring R, recall
that F1(R) denotes the functionals of R that are normalized at 1, the unit element.
The main application is Proposition 8.1.11, where we consider Cu-semirings
with a unique normalized functional. As we will see in Section 8.3, in particular
Theorem 8.3.1, this class includes all (stably finite) solid Cu-semirings. It also
includes the Cuntz semigroups of stably finite, strongly self-absorbing C∗-algebras;
see Proposition 7.1.5.
Lemma 8.1.10. Let R be simple, nonelementary Cu-semiring satisfying (O5).
Then λ ∈ F1(R) is multiplicative whenever it is an extreme point of F1(R).
Proof. To reach a contradiction, assume λ(ab) 6= λ(a)λ(b) for some a, b ∈ R.
By Corollaries 8.1.9 and 8.1.7, we know that R is stably finite and that R has
Z-multiplication. By Proposition 7.3.16, we have λ(x) = λ(1′x) for every x ∈ R.
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Thus, we may assume that a and b are soft elements, by replacing a with 1′a and
by replacing b with 1′b, if necessary.
Since a is the supremum of a rapidly increasing sequence and since functionals
preserve suprema of increasing sequences, we may also assume a ≪ ∞. Choose
n ∈ N such that a≪ n1′.
Since R satisfies (O5), we may apply [Rob13a, Theorem 3.2.1] to deduce
Rsoft ∼= L(F (R)). By the definition of L(F (R)), we can find a sequence (xk)k
in L(F (R)) such that xk ⊳ xk+1 for each k ∈ N and such that a = supk xk. Since
sup
k
λ(xkb) = λ(ab) 6= λ(a)λ(b) = sup
k
λ(xk)λ(b),
we can choose k ∈ N with λ(xkb) 6= λ(xk)λ(b). Set x := xk.
We have x ⊳ xk+1 ≪ n1′. By [Rob13a, Lemma 3.3.2], we can choose y ∈
L(F (R)) ∼= Rsoft satisfying x+ y = n1′. Without loss of generality, we may assume
x, y 6= 0. Then we can consider the maps λi : R→ [0,∞] given by
λ0(s) = λ(x)
−1λ(xs), λ1(s) = λ(y)
−1λ(ys),
for s ∈ R. It is easy to check that λ0 and λ1 are functionals on R and that
λ0(b) 6= λ1(b). Since
λ = λ(x)n λ0 +
λ(y)
n λ1,
we have shown that λ is not an extreme point of F1(R), as desired. 
Proposition 8.1.11. Let R be a simple, nonelementary Cu-semiring satisfying
(O5). Assume that R has a unique functional λ that is normalized at 1. Then λ is
multiplicative.
Proof. This follows directly from Lemma 8.1.10, since F1(R) = {λ} and hence
λ is an extreme point of F1(R). 
Corollary 8.1.12. Let R be a simple Cu-semiring satisfying (O5). Assume
that R has a unique normalized functional. Then R ∼= [0,∞], as Cu-semirings, if
and only if 1R is not compact.
Proof. The unit of [0,∞] is clearly not compact. Conversely, assume that
R satisfies the conditions of the statement and that 1R is not compact. Then
Rc = {0}, by Corollary 8.1.9. Using Lemma 8.1.1 and Theorem 8.1.6, we deduce
that R is nonelementary, almost unperforated and almost divisible. It follows from
Theorem 7.6.7 that R ∼= [0,∞], as Cu-semigroups. By rescaling, we can find an
isomorphism ϕ : R → [0,∞] with ϕ(1R) = 1. Then ϕ is a normalized functional
and therefore automatically multiplicative by Proposition 8.1.11. 
The requirement in the following result that the function 1̂ ∈ Lsc(F (R)) be
continuous is not very restrictive. It is automatically satisfied if 1 is a compact
element or if R has only finitely many extremal functionals.
Proposition 8.1.13. Let R be simple, nonelementary Cu-semiring satisfying
(O5) and (O6). Assume that 1̂ is continuous. Then:
(1) A functional λ ∈ F1(R) is multiplicative if and only if it is an extreme point
of F1(R).
(2) The space F1(R) is a Bauer simplex, that is, a Choquet simplex with closed
extreme boundary.
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(3) Every functional λ ∈ F1(R) satisfies λ(ab)2 ≤ λ(a2)λ(b2) for all a, b ∈ R. In
particular, we have λ(a)2 ≤ λ(a2) for every a ∈ R.
Proof. The assumption that 1̂ is continuous implies that F1(R) is a closed
subset of F (R). (In fact, this is equivalent to 1̂ being continuous.) Since F (R) is
compact, it follows that F1(R) is a compact, convex set. We denote the subset of
its extreme points by ∂F1(R).
We note that F1(R) is a Choquet simplex. This follows for instance from
[Rob13a, Proposition 3.2.3, Theorem 4.1.2]. Note first that F1(R) is a basis for
F0(R) = {λ ∈ F (R) : λ(a) <∞ for all a≪∞} .
Let V (F0(R)) denote the vector space of linear, real-valued, continuous functions
on F0(R). Then F0(R) is a lattice-ordered, strict, convex cone in the vector space
of linear functionals on V (F0(R)).
Let us show (3). Since F1(R) is a Choquet simplex, there is a measure µ on its
extreme boundary ∂F1(R) such that
λ(x) =
∫
∂F1(R)
ϕ(x)dµ(ϕ),(8.2)
for every element x in R for which x̂ is continuous.
We claim that (8.2) holds for every x ∈ R. This is clear if x is compact, since
then x̂ is continuous. If x is soft, then it follows from [Rob13a, Proposition 3.1.6]
that there is an increasing sequence (xk)k in R such that x = supk xk and x̂k is
continuous for each k ∈ N. Using the theorem of monotone convergence at the
third step, we obtain
λ(x) = sup
k
λ(xk) = sup
k
∫
∂F1(R)
ϕ(xk)dµ(ϕ)
=
∫
∂F1(R)
sup
k
ϕ(xk)dµ(ϕ) =
∫
∂F1(R)
ϕ(x)dµ(ϕ),
which verifies (8.2).
Now, given a and b in R, we use the Cauchy-Schwarz inequality at the second
step to deduce
λ(ab)2 =
(∫
∂F1(R)
ϕ(a)ϕ(b)dµ(ϕ)
)2
≤
∫
∂F1(R)
ϕ(a)2dµ(ϕ)
∫
∂C
ϕ(b)2dµ(ϕ) = λ(a2)λ(b2).
Next, let us show (1). By Lemma 8.1.10, every functional in ∂F1(R) is multi-
plicative. To show the converse, assume λ = 12 (λ0+λ1) for two different functionals
λ0 and λ1. Choose a ∈ R satisfying λ0(a) 6= λ1(a). By switching the role of λ0 and
λ1, if necessary, we may find ε > 0 such that
λ0(a) = λ(a) − ε, λ1(a) = λ(a) + ε.
Then, using (3) at the second step, it follows
λ(a2) =
1
2
(λ0(a
2) + λ1(a
2)) ≥
1
2
(λ0(a)
2 + λ1(a)
2) = λ(a)2 + ε2,
which shows λ(a2) 6= λ(a)2 and thus λ is not multiplicative.
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Finally, it follows easily from (1) that ∂F1(R) is a closed subset of F1(R). This
verifies (2). 
8.2. Algebraic Cu-semirings
Recall from Definition 5.5.1 that a Cu-semigroup S is algebraic if every element
in S is the supremum of an increasing sequence of compact elements.
8.2.1. Let K be a cancellative, conical semiring. We equipK with the algebraic
order. Then K is a positively ordered monoid and we may apply the construction of
Section 5.5 to the underlying additive monoid of K. We denote by S the resulting
Cu-completion ofK. Then S is an algebraic Cu-semigroup whose compact elements
can be identified with K. We therefore think of K as a submonoid of S.
The multiplication on K can be extended to S as follows: First, we define the
product of an element in K with an element in S. Let a ∈ K and b ∈ S. Choose
an increasing sequence (bk)k in K with b = supk bk. Then the sequence (abk)k is
increasing (in K) and we may set ab := supk(abk). It is straightforward to check
that this is independent of the choice of the sequence (bk)k. Moreover, if a
′ and a
in K satisfy a′ ≤ a, then a′b ≤ ab for every b ∈ S.
Now we can define the product of two arbitrary elements a and b in S as follows.
Choose an increasing sequence (ak)k inK with a = supk ak. For each k, the product
akb is already defined. Moreover, the resulting sequence (akb)k is increasing and
we may set ab := supk(akb). It is easy to check that this defines a Cu-product on
S. We denote the resulting Cu-semiring by Cu(K).
By Theorem 5.5.8, Cu(K) is a weakly cancellative, algebraic Cu-semiring satis-
fying (O5). Moreover, there is a natural isomorphism between K and the semiring
of compact elements in Cu(K).
Given cancellative, conical semirings K and L, it is clear that every semir-
ing homomorphism K → L induces a multiplicative Cu-morphism from Cu(K) to
Cu(L). This defines a functor from the category ConSrgcanc of cancellative, conical
semirings to the category of algebraic Cu-semirings.
Conversely, for every Cu-semiring S with compact unit, the compact elements
in S form a subsemiring. The assignment S 7→ Sc can be extended to a functor
from the category of algebraic Cu-semirings to the category of conical semirings.
Let S be a weakly cancellative, algebraic Cu-semiring satisfying (O5). By
Theorem 5.5.8, the subset Sc is a cancellative, conical, algebraically ordered semir-
ing. Moreover, the Cu-semiring S is naturally isomorphic to Cu(Sc).
Proposition 8.2.2. The functors from Paragraphs 8.2.1 and B.4.3 establish
equivalences between the following categories:
(1) Directed, partially ordered rings, together with ring homomorphisms.
(2) Cancellative, conical semirings, together with semiring homomorphisms.
(3) Weakly cancellative, algebraic Cu-semirings satisfying (O5), together with
multiplicative Cu-morphisms.
The following notion of weak divisibility was introduced in [OPR11, Defini-
tion 2.2] (see also [PR04] and [AGPS10]). This property has also been called
quasi-divisible in [Weh98, Definition 3.2].
Definition 8.2.3. A monoid M is weakly divisible if for every s ∈ M , there
are a, b ∈M such that s = 2a+ 3b.
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Definition 8.2.4. A conical semiring R is nonelementary if there exist nonzero
elements s, t ∈ R such that 1 = s+ t.
Remarks 8.2.5. (1) Let S be a conical semiring. Then the underlying additive
monoid of S is weakly divisible if and only if there exist s, t ∈ S with 1 = 2s+ 3t.
(2) Let S be a conical semiring. If we equip S with its algebraic pre-order, then
S is nonelementary if and only if S 6= {0} and the unit is not a minimal nonzero
element.
It is easily seen that every (nonzero) weakly divisible, conical semiring is nonele-
mentary. In the next result, we show that the converse holds for simple, conical
semirings. Part of the argument below is inspired by [DR09].
Proposition 8.2.6. Let R be a nonelementary, conical semiring that is simple
for its algebraic pre-order. Then R is weakly divisible.
Proof. In this proof, we will write ≤ for the algebraic pre-order on R. Then
simplicity of R means that for every x, y ∈ R with y 6= 0 there exists n ∈ N such
that x ≤ ny.
We first observe that R contains no zero divisors. Indeed, assume nonzero
elements x, y ∈ R satisfy xy = 0. Since R is simple, we can choose x′, y′ ∈ R and
k, k ∈ N such that 1 + x′ = kx and 1 + y′ = ly. This implies 1 + x′ + y′ + x′y′ = 0.
Since R is conical, it follows that the unit of R is zero, whence R = {0}, which
contradicts that R is nonelementary.
To prove weak divisibility of R, it is enough to show that there are exist a, b ∈ R
such that 1 = 2a + 3b. Since R is nonelementary we can find nonzero s, t ∈ R
satisfying 1 = s+ t. Then 1 = s2 + t2 + 2st. Set
f := s2 + t2, e := st.
Note that both e and f are nonzero. Then 1 = f +2e, which implies f = f2+2ef .
It follows 1 = f2 + 2e(1 + f). Inductively, we obtain
1 = fm + 2e(1 + f + · · ·+ fm−1),
for each m ∈ N. By simplicity of R, we can choose m ∈ N+ with f ≤ me. Then
fm ≤ mefm−1 ≤ e(1 + f + · · ·+ fm−1).
Set b := fm and a′ := e(1 + f + · · ·+ fm−1). Then 1 = b + 2a′. Since b ≤ a′, we
can find a ∈ R such that b+ a = a′. Then
1 = b + 2a′ = b+ 2b+ 2a = 2a+ 3b,
as desired. 
Lemma 8.2.7. Let R be a weakly divisible semiring. Let M be a positively
ordered monoid that is a semimodule over R. Then M is nearly unperforated.
In particular, if R has a compatible positive order, then it is nearly unperforated
itself.
Proof. By Lemma 5.6.2, it is enough to show that 2a ≤ 2b and 3a ≤ 3b imply
a ≤ b, for any a, b ∈M . Let such a and b be given. By weak divisibility of R, there
are elements s, t ∈ R such that 1 = 2s+ 3t. Then
a = (2s+ 3t)a = s(2a) + t(3a) ≤ s(2b) + t(3b) = (2s+ 3t)b = b,
as desired. 
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Proposition 8.2.8. Let R be a nonelementary, conical semiring that is simple
and stably finite for its algebraic (pre)order. Then R is cancellative.
Proof. The assumptions imply that the algebraic pre-order of R is antisym-
metric; see Remarks 5.6.6. Thus, the underlying monoid of R is a simple, stably
finite, partially ordered monoid (with its algebraic order). By Proposition 8.2.6
and Lemma 8.2.7, the semiring R is nearly unperforated. Then we may apply
Proposition 5.6.11 to deduce that R is cancellative. 
Lemma 8.2.9. Let R be a simple algebraic Cu-semiring satisfying (O5). Then
the following conditions are equivalent:
(1) R is nonelementary as a Cu-semiring.
(2) Rc is stably finite, 1R is compact and Rc is a nonelementary semiring.
(3) Rc is stably finite, 1R is compact and not minimal.
Proof. It is clear that (2) and (3) are equivalent conditions.
Assume condition (1). Then Rc 6= {0} as R is algebraic, and thus 1R is compact
by Corollary 8.1.9. Another use of Corollary 8.1.9 shows that R (hence also Rc)
is stably finite. Since R is nonelementary and algebraic we can choose a compact
element a ∈ R such that a < 1R, and by (O5) we obtain a nonzero (compact)
element b with 1R = a + b. This shows that Rc is a nonelementary (conical)
semiring.
Assume now (2), and let us show (1). We have 1R = a+ b for nonzero compact
elements a and b. If c is a minimal nonzero element in R, then c ∈ Rc (since R
is algebraic). Now c = ca + cb, with both ca and cb nonzero as R does not have
zero divisors. Note that ca < c because Rc is stably finite. This contradicts the
minimality of c, and thus R is nonelementary as a Cu-semiring. 
Corollary 8.2.10. Let R be a simple, nonelementary, algebraic Cu-semiring
satisfying (O5). Then R is weakly divisible and weakly cancellative.
Proof. First notice that the subsemiring Rc of compact elements in R is
conical. By Lemma 8.2.9, Rc is a nonelementary semiring (with unit 1R) whose
underlying additive monoid is stably finite.
Since R satisfies (O5), we may apply Theorem 5.5.8 to deduce that the partial
order on R induces the algebraic order on Rc.
Using that R is simple and algebraic, it follows that Rc is simple. Then Rc is
weakly divisible, by Proposition 8.2.6. Now write 1R = 2a+ 3b for a and b in Rc,
and then c = 2ac+3bc for any c ∈ R. This shows that R is weakly divisible as well.
Moreover, Rc is cancellative by Proposition 8.2.8. Using Theorem 5.5.8 again, we
obtain that R is weakly cancellative. 
The following proposition is a Cu-semigroup version of results for C∗-algebras
that have appeared in [TW07, Proposition 5.8] and [DR09, Theorem 2.5].
Proposition 8.2.11. Let R be a simple, nonelementary Cu-semiring satis-
fying (O5) and with a unique functional λ that is normalized at 1R. Then the
following conditions are equivalent:
(1) There exists a compact element p ∈ R with 0 < p < 1R.
(2) There exists a compact element p ∈ R with λ(p) /∈ N.
(3) The set λ(Rc) is dense in R+.
(4) The Cu-semiring R is weakly divisible.
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(5) The Cu-semiring R is algebraic.
Proof. By Theorem 8.1.6, the Cu-semiring R is almost unperforated. Then,
by Proposition 5.2.20, we have a < b if and only if λ(a) < λ(b), for any a, b ∈ R.
The implications ‘(4) ⇒ (3) ⇒ (2)’ are clear. By Corollary 8.2.10, (5) implies
(4). To show that (2) implies (1), choose a compact element a ∈ R satisfying
λ(a) /∈ N. Let n ∈ N such that n < λ(a) < n+ 1. Then
λ(n1R) = n < λ(a) < n+ 1 = λ((n+ 1)1R).
As explained at the beginning of the proof, it follows n1R < a < (n+1)1R. Since R
satisfies (O5) we can choose a compact element p in S such that a+ p = (n+1)1R.
Then 0 < λ(p) < 1, which implies that 0 < p < 1R, as desired.
Next, we show that (3) implies (5). Let a ∈ R be an element. We need to
show that a is the supremum of an increasing sequence of compact elements. This
is clear if a is compact itself.
Thus, we may assume that a is noncompact. By Proposition 5.3.16, we get that
a is soft. By assumption, there is a sequence (bk)k of compact elements such that
λ(bk)k is strictly increasing with λ(a) = supk λ(bk). As observed at the beginning
of the proof, it follows that the sequence (bk)k is increasing.
Set b := supk bk. Then λ(b) = λ(a). Since R is stably finite, the element b is
noncompact and therefore soft. Then Theorem 5.3.12 implies a = b. Thus, a is the
supremum of the increasing sequence (bk)k of compact elements, as desired.
Finally, let us show that (1) implies (3). By Proposition 8.1.11, the functional
λ is multiplicative. Therefore λ(Rc) is a subsemiring of [0,∞], which must be dense
as it contains arbitrarily small elements. 
Corollary 8.2.12 (Dadarlat, Rørdam, [DR09, Theorem 2.5]). Let D be a
strongly self-absorbing C∗-algebra. Then D has real rank zero if and only if it
contains a nontrivial projection.
8.3. Classification of solid Cu-semirings
We now study the structure of general solid Cu-semirings. The goal is the
classification result in Theorem 8.3.14.
Theorem 8.3.1. Let R be a solid Cu-semiring. Then R is simple. Moreover,
R has at most one functional that is normalized at the unit element 1.
Proof. We first show that R is simple. Let I be an ideal in R. Define
τI : R×R→ {0,∞} by
τI(a, b) =
{
0, if a ∈ I or b = 0
∞, otherwise,
for all a, b ∈ R. This is easily checked to be a generalized Cu-bimorphism. Since
R is solid, the map τI factors through multiplication in R. This means that there
exists a generalized Cu-morphism τ˜I : R → {0,∞} such that τ˜I(ab) = τI(a, b) for
all a, b ∈ R.
Consider the case that I is the ideal generated by 1. Then
0 = τI(1, a) = τ˜I(a) = τI(a, 1),
for all a ∈ R. This implies that I = R and thus 1 is a full element.
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Now let J be an ideal in R satisfying J 6= R. Since 1 is full, this implies 1 /∈ J .
Let a ∈ J . We deduce
0 = τJ(a, 1) = τ˜J (a) = τJ(1, a).
This implies a = 0, hence J = {0}. Thus, we have shown that R is simple.
To show that R has at most one normalized functional, let λ1 and λ2 be func-
tionals on R satisfying λ1(1) = λ2(1) = 1. Consider the map
τ : R×R→ [0,∞], τ(a, b) = λ1(a)λ2(b), for all a, b ∈ R.
It is clear that τ is a generalized Cu-bimorphism. Since R is solid, there exists
a generalized Cu-morphism τ˜ : R → [0,∞] such that τ˜ (ab) = λ1(a)λ2(b) for all
a, b ∈ R. Then we obtain
λ1(a) = τ(a, 1) = τ˜ (a1) = τ˜ (1a) = τ(1, a) = λ2(a),
for all a ∈ R. This shows λ1 = λ2, as desired. 
The aim of the following two results is to show that a nonelementary, solid Cu-
semiring satisfying (O5) has a unique functional which is moreover multiplicative.
Lemma 8.3.2. Let S be an almost unperforated, almost divisible Cu-semigroup,
and let a ∈ S. Then there exists λ ∈ F (S) with λ(a) = 1 if and only if a 6= 2a.
Proof. Clearly, if λ(a) = 1 for some λ ∈ F (S), then a 6= 2a. For the converse,
assume there exists no λ ∈ F (S) such that λ(a) = 1. This implies λ(a) ∈ {0,∞} for
all λ ∈ F (S). By Theorem 7.3.11, S has Z-multiplication. Consider the elements
1′a and 3′a. By Proposition 7.3.16, both 1′a and 3′a are soft, and λ(1′a) = λ(a)
for all λ ∈ F (S). Then λ(1′a) = λ(3′a) for all λ ∈ F (S). Since S is almost
unperforated, it follows from Theorem 5.3.12 that 1′a = 3′a. We deduce
2a ≤ 3′a = 1′a ≤ a,
which shows a = 2a, as desired. 
Corollary 8.3.3. Let R be a nonelementary, solid Cu-semiring satisfying
axiom (O5). Then R is simple, almost unperforated, almost divisible (hence R ∼=
Z ⊗Cu R) and stably finite. Moreover, there is a unique functional λ ∈ F (R)
satisfying λ(1) = 1. This functional is multiplicative.
Proof. By Theorem 8.3.1, R is simple. It follows from Corollary 8.1.7 that R
satisfies R ∼= Z⊗CuR. Also by Theorem 8.3.1, R has at most one functional that is
normalized at the unit element 1. We have 1 6= 2, since otherwise R is elementary;
see Lemma 8.1.1. Since R is almost unperforated and almost divisible, we may
apply Lemma 8.3.2 to deduce that there exists λ ∈ F (R) satisfying λ(1) = 1. By
Proposition 8.1.11, λ is multiplicative. 
8.3.4. Let us recall the classification of solid rings from [BK72, Proposition 3.5]
and [BS77, Proposition 1.10]. Every unital subring of the rational numbers Q is a
(torsion-free) solid ring. Conversely, every torsion-free, solid ring is isomorphic to
a unital subring of Q.
Given a set of primes P , we let Z
[
P−1
]
denote the subring of Q generated by
Z and the numbers 1p for every p ∈ P . We associate to P the supernatural number
nP =
∏
p∈P p
∞. Then, using the notation from Paragraph 7.4.1,
Z
[
P−1
]
= Z
[{
1
p : p ∈ P
}]
= Z
[
1
nP
]
.
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Every unital subring of Q is of the form Z
[
P−1
]
for some set of primes P .
Given a ring R, we let t(R) denote the torsion part of R. If R is a solid ring,
then R/t(R) is a torsion-free, solid ring. It is possible that R/t(R) = {0}, which
happens precisely when the unit of R is a torsion element.
Let us now assume that R is a solid ring whose unit is not torsion. Then R/t(R)
is a unital subring of Q, and consequently there is a set of primes P such that
R/t(R) ∼= Z[P−1].
Furthermore, it is known that the order of every torsion element in R is divisible in
R/t(R). More precisely, it is shown in [BK72, 3.12] that there is a subset K ⊂ P
and integers e(p) for p ∈ K such that
t(R) ∼=
⊕
p∈K
Zpe(p) .
If R is a solid ring whose unit is not torsion and R/t(R) ∼= Z, then t(R) = {0} and
hence R ∼= Z. Indeed, if R has nonzero p-torsion elements for a prime p, then p
becomes invertible in R/t(R), which is impossible.
Definition 8.3.5. Let R be a solid ring whose unit is not torsion. As explained
in Paragraph 8.3.4, there exists a canonical embedding of R/t(R) into Q. Let
λ0 : R → Q be the ring homomorphism obtained by composing the quotient map
R→ R/t(R) with the embedding R/t(R) ⊂ Q. We define R+ as the set
R+ := {r ∈ R : λ0(r) > 0} ∪ {0}.
Definition 8.3.6. A semiring R is solid if for every a ∈ R the equality
a⊗ 1 = 1⊗ a
holds in R⊗Srg R.
Lemma 8.3.7. (1) Let S be a solid semiring. Then the Grothendieck completion
Gr(S) is a solid ring.
(2) Let R be a solid ring whose unit is not a torsion element. Then the subset
R+ from Definition 8.3.5 is a unital, conical subsemiring of R. Moreover, the
semiring R+ is cancellative, and solid in the sense of Definition 8.3.6, and the
algebraic order of R+ is almost unperforated.
Proof. To show the first part of the statement, let S be a solid semiring. Let
R denote the Grothendieck completion of S, and let
δ : S → R := Gr(S)
denote the natural map. To prove that R is solid, let a ∈ R. We need to show
a⊗ 1 = 1⊗ a in R⊗R.
By properties of the Grothendieck completion, we can choose x, y ∈ S such
that a = δ(x) − δ(y). Using that S is solid at the second step, we deduce
a⊗ 1 = (δ ⊗ δ)(x⊗ 1)− (δ ⊗ δ)(y ⊗ 1) = (δ ⊗ δ)(1⊗ x)− (δ ⊗ δ)(1 ⊗ y) = 1⊗ a,
as desired.
To show the second part of the statement, let R be a solid ring with non-torsion
unit. It is straightforward to check that R+ is a unital, conical subsemiring of R.
Let us show that R+ is a solid semiring. If R ∼= Z, then R+ ∼= N, which is obviously
a solid semiring. Therefore, we may assume R ≇ Z. Let us denote the inclusion of
R+ into R by ι : R+ → R. Let λ0 : R→ Q denote the canonical ring homomorphism
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introduced in Definition 8.3.5. By abuse of notation, we denote the composition
λ0 ◦ ι : R+ → Q also by λ0.
We endow R+ with the algebraic order. Then, for any a, b ∈ R+ we have
a < b if and only if λ0(a) < λ0(b).
Note that for every nonzero element a in R+, we have λ0(a) > 0. It follows easily
that R+ is a simple semiring. This implies that R+⊗SrgR+ is a simple semiring, as
well. It is easy to see that λ0 is a state when considering it as a map λ0 : R+ → R.
This induces a state λ0 ⊗ λ0 on R+ ⊗Srg R+, such that (λ0 ⊗ λ0)(x) > 0 for every
nonzero element x ∈ R+⊗Srg R+. It follows that R+ ⊗Srg R+ is conical and stably
finite.
Since R ≇ Z, we have R/t(R) ∼= Z[P−1] for some nonempty set of primes
P . Then it is easy to see that R+ contains nonzero elements c and d such that
1 = c + d. Note that the elements 1 ⊗ c and 1 ⊗ d in R+ ⊗Srg R+ are nonzero.
Thus, the unit of R+ ⊗Srg R+ is equal to 1 ⊗ c + 1 ⊗ d, the sum of two nonzero
elements. By Proposition 8.2.8, the semiring R+ ⊗Srg R+ is cancellative. The
following commutative diagram shows the (semi)rings and maps to be considered.
R+ ⊗Srg R+ = R+ ⊗Mon R+
  //
ι⊗ι

Gr(R+ ⊗Mon R+)
∼=
R⊗R = R⊗Mon R ∼= Gr(R+)⊗Mon Gr(R+)
The tensor product of two (semi)rings is just the tensor product of the underlying
monoids, equipped with a natural multiplication; see Section B.4. We want to show
that the map ι ⊗ ι is injective. This does not follow directly from the injectivity
of ι, since in general the tensor product of two injective morphisms need not be
injective again. However, we have shown above that R+ ⊗Srg R+ is cancellative.
Therefore, the map to the Grothendieck completion is injective, as indicated by the
upper-right horizontal arrow in the diagram.
In general, if M and N are monoids, there is a natural isomorphism be-
tween Gr(M ⊗Mon N), the Grothendieck completion of their tensor product, and
Gr(M) ⊗Mon Gr(N), the tensor product of their respective Grothendieck comple-
tions; see [Ful70, Proposition 17], and also Proposition B.1.7.
It is clear that R is canonically isomorphic to the Grothendieck completion
of R+. It follows from the commutativity of the above diagram that the map ι⊗ ι
is injective.
Now let a ∈ R+ be given. Using that R is solid at the second step, we deduce
(ι⊗ ι)(a ⊗ 1) = ι(a) ⊗ 1 = 1⊗ ι(a) = (ι⊗ ι)(1 ⊗ a),
in R ⊗R. Since the map ι⊗ ι is injective, this implies
a⊗ 1 = 1⊗ a,
in R+ ⊗Srg R+, as desired. It is left to the reader to check that the algebraic order
of R+ is almost unperforated. 
Remark 8.3.8. Let R be a solid ring whose unit is not a torsion element. By
Lemma 8.3.7, the subset R+ of R is a unital, conical, subsemiring. It follows that
R has the structure of a partially ordered ring with positive cone given by R+; see
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Paragraph B.4.3. It is clear that R is directed. This means that every solid ring
with non-torsion unit has a canonical structure as a directed, partially ordered ring.
Lemma 8.3.9. Let R be a solid ring whose unit is not a torsion element, and
let a ∈ R+. Then there exist k, n ∈ N such that na = k1.
Proof. We may assume that a is nonzero. Let λ0 : R → Q be the canonical
ring homomorphism introduced in Definition 8.3.5 such that
R+ = {r ∈ R : λ0(r) > 0} ∪ {0}.
Choose positive k0, n0 ∈ N such that λ0(a) = k0n0 . Then
λ0(n0a− k01) = 0.
Therefore, n0a− k01 is a torsion element of R. Let m be its order. Then
(mn0)a = (mk0)1,
which shows that n := mn0 and k := mk0 have the desired properties. 
Proposition 8.3.10. There is a natural one-to-one correspondence between the
following classes:
(1) Solid rings whose unit is not a torsion element.
(2) Solid, cancellative, conical semirings for which the algebraic order is almost
unperforated.
The correspondence is given by associating to a solid ring R with non-torsion unit
the solid semiring R+ from Definition 8.3.5, and conversely by associating to a
solid semiring S its Grothendieck completion Gr(S).
Proof. It is clear from Lemma 8.3.7 that the assignments of the statement
are well-defined. Thus, it remains to show that the assignments are inverse to each
other.
Given a solid ring R with non-torsion unit, the inclusion ι : R+ → R induces
a map ι∗ : Gr(R+) → Gr(R) = R. It is easy to verify that ι∗ is an injective ring
homomorphism. To show that ι∗ is surjective, let r ∈ R. Let λ0 : R → Q be the
canonical ring homomorphism from Definition 8.3.5. It is clear that r belongs to the
image of ι∗ whenever λ0(r) 6= 0. If λ0(r) = 0, then r ∈ t(R). Then r = (r + 1)− 1,
with r+ 1, 1 ∈ R+ (as the unit is not torsion), which shows that also in this case r
belongs to the image of ι∗.
Conversely, let S be a solid, cancellative, conical semiring for which the alge-
braic order is almost unperforated. Let R be the Grothendieck completion of S.
Since S is cancellative, we can consider S as a unital subsemiring of R. We need
to show that S = R+. As before, we denote by λ0 : R → Q the canonical ring
homomorphism.
In order to show S ⊂ R+, we let a ∈ S. We may assume a 6= 0. Since S
is conical, it contains no torsion element. Thus, we have λ0(a) 6= 0. To reach a
contradiction, assume λ0(a) < 0. Choose k, n ∈ N such that λ0(a) = − kn . Then
λ0(na+ k1) = 0.
Since 1 is an element of S, we deduce na+k1 ∈ S, and therefore na+k1 = 0. This
contradicts conicality of S. Thus λ(a) ≥ 0 for each a ∈ S. It follows S ⊂ R+, as
desired.
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To show R+ ⊂ S, let a ∈ R+. We may assume a 6= 0. Since R is the
Grothendieck completion of S, we can choose x, y ∈ S with a + x = y. Then y is
nonzero, and we may clearly assume that x is also nonzero. Let us show x <s y. It
follows from the proof of Lemma 8.3.9 that we can find n, k1, k2 ∈ N such that
nx = k11, ny = k21.
Since a is nonzero, we have k1 < k2. Then k2nx = k1k21 = k1ny, with k1n < k2n,
and thus x <s y. Since S is almost unperforated (with the algebraic order), we
deduce x ≤ y. Using that the order of S is algebraic and that S is cancellative, we
obtain a ∈ S, as desired. 
Remark 8.3.11. In Proposition B.4.4, we recall the natural one-to-one corre-
spondence between directed, partially ordered rings and cancellative, conical semi-
rings, given by assigning to a partially ordered ring its positive cone, and conversely
by associating to a conical semiring its Grothendieck completion. Every solid ring
whose unit is not a torsion element has a canonical structure as a directed partially
ordered ring; see Remark 8.3.8. Then Proposition 8.3.10 shows that the above cor-
respondence restricts to a natural identification between directed, partially ordered
rings coming from solid rings and cancellative, conical semirings that are solid and
whose algebraic order is almost unperforated.
Lemma 8.3.12. (1) Let K be a solid, cancellative, conical semiring. Then its
Cu-completion Cu(K) as constructed in Paragraph 8.2.1 is a solid Cu-semiring.
(2) Let R be a solid, nonelementary, algebraic Cu-semiring satisfying (O5).
Then the subsemiring of compact elements Rc is a solid, nonelementary, cancella-
tive, conical semiring for which the algebraic order is almost unperforated.
Proof. Let K be a cancellative, conical semiring. Consider the tensor square
K ⊗Mon K of K in the category Mon of monoids. Equipped with the natural
multiplication, the monoid K ⊗Mon K becomes a semiring, denoted by K ⊗Srg
K, which is the tensor square of K in the category Srg of (unital, commutative)
semirings; see Paragraph B.4.1.
As explained in Paragraph 5.5.3, we obtain a W-semigroup (K,≤) if we equip
the monoid K with the auxiliary relation that is equal to its partial order. As
shown in Paragraph 8.2.1, it follows that the Cu-completion of (K,≤) is a Cu-
semiring which we denote by Cu(K). We denote the universal W-morphism to the
Cu-completion by
α : K → Cu(K).
Considering K and Cu(K) as semirings, the map α is a semiring homomorphism
and an order-embedding that identifies K with the compact elements of Cu(K); see
Remarks 3.1.9 and Proposition 5.5.4. We therefore think ofK as a subset of Cu(K)
and identify a with α(a), for each a ∈ K.
The map
K ×K → Cu(K)⊗Cu Cu(K), (a, b) 7→ a⊗ b, for all a, b ∈ K,
is a monoid bimorphism and therefore induces a monoid homomorphism
ϕ : K ⊗Mon K → Cu(K)⊗Cu Cu(K)
such that ϕ(a⊗ b) = a⊗ b for each a, b ∈ K.
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To show the first part of the statements, assume that K is a solid, cancellative,
conical semiring. Let a ∈ Cu(K). In order to prove that Cu(K) is a solid Cu-
semiring, we need to show by Proposition 7.1.7 that 1 ⊗ a = a ⊗ 1 in Cu(K) ⊗Cu
Cu(K). Assume first that a is a compact element. Then a is an element of K.
Using that K is solid at the second step, we obtain
1⊗ a = ϕ(1 ⊗ a) = ϕ(a⊗ 1) = a⊗ 1.
If a is a not necessarily compact element, then we can choose an increasing sequence
(ak)k of compact elements in Cu(K) such that a = supk ak. Then
1⊗ a = 1⊗ (sup
k
ak) = sup
k
(1⊗ ak) = sup
k
(ak ⊗ 1) = a⊗ 1.
In order to show the second part of the statement, let R be a solid, nonelemen-
tary, algebraic Cu-semiring satisfying (O5). By Theorem 8.3.1, R is simple. Then
it follows from Corollary 8.2.10 that R is weakly divisible and weakly cancellative.
We set K := Rc, the subsemiring of compact elements, and we identify R
with Cu(K). It follows from Theorem 5.5.8 that K is a conical, cancellative semir-
ing such that the order on K induced by R is the algebraic order. We know
from Lemma 8.2.9 that K is a stably finite nonelementary semiring. Moreover, by
Corollary 8.3.3, R has a unique normalized functional, which we denote by λ. Note
that λ(a) > 0 for every nonzero element of R. The map λ is a state on K, which
induces a state λ⊗ λ on K ⊗SrgK with the property that (λ⊗ λ)(x) > 0 for every
nonzero element x of K ⊗Srg K. It follows that K ⊗Srg K is stably finite. Since K
is a nonelementary semiring we see, as in the proof of Lemma 8.3.7, that K ⊗SrgK
is also nonelementary. It is also straightforward to deduce that K ⊗SrgK is simple
and weakly divisible. Therefore, by Proposition 8.2.8, the semiring K ⊗Srg K is
cancellative. It follows that its algebraic pre-order is partial. Thus, we have shown
that the natural quotient map
K ⊗Mon K → K ⊗POM K
is an isomorphism.
We obtain a W-semigroup by equipping K ⊗Mon K with the auxiliary relation
that is equal to its partial order. The tensor square of (K,≤) in the category PreW
is given as the tensor square in POM of the underlying monoids together with a
naturally defined auxiliary relation; see Definition 6.2.9. It follows that there is a
natural isomorphism
(K ⊗Mon K,≤) ∼= (K,≤)⊗PreW (K,≤)
Applying Cu-completions to both sides and using Theorem 6.3.5, we deduce that
there is a natural isomorphism
Cu(K ⊗Srg K) ∼= Cu(K)⊗Cu Cu(K).
We denote the universal W-morphism to the Cu-completion of K ⊗Srg K by
β : K ⊗Srg K → Cu(K ⊗Srg K).
By Remarks 3.1.9, the map β is an order-embedding. In conclusion, the map ϕ
from the beginning of the proof is an order-embedding.
Then, if a is an element of K, we have
β(1⊗ a) = 1⊗ α(a) = α(a)⊗ 1 = β(a⊗ 1).
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Since β is an oder-embedding, we obtain 1⊗ a = a⊗ 1 in K ⊗Srg K. Thus, K is a
solid semiring. It is easy to check that K is almost unperforated. 
Theorem 8.3.13. There is a natural one-to-one correspondence between each
of the following classes:
(1) Solid rings whose unit is not a torsion element and that are not isomorphic
to Z.
(2) Solid, nonelementary, cancellative, conical semirings for which the algebraic
order is almost unperforated.
(3) Solid, nonelementary, algebraic Cu-semirings satisfying (O5).
The correspondence between (1) and (2) is given by associating to a solid ring R
with non-torsion unit the solid semiring R+ from Definition 8.3.5, and conversely
by associating to a solid semiring S its Grothendieck completion Gr(S).
The correspondence between (2) and (3) is given by associating to a solid semir-
ing K the Cu-semiring Cu(K) as constructed in Paragraph 8.2.1, and conversely by
associating to a solid, algebraic Cu-semiring S its subsemiring of compact elements.
Proof. The correspondence between the classes (1) and (2) follows directly
from Proposition 8.3.10. Let us show the correspondence between the classes (2)
and (3). By Lemma 8.3.12, the assignments of the statement are well-defined; thus,
it just remains to show that the assignments are inverse to each other. This follows
directly from Proposition 5.5.4. 
Theorem 8.3.14. Let S be a nonzero solid Cu-semiring satisfying (O5). If S
is nonelementary, then exactly one of the following statements holds:
(1) We have S ∼= [0,∞].
(2) We have S ∼= Z.
(3) There is a solid ring R with non-torsion unit such that R ≇ Z and such that
S ∼= Cu(R+).
If S is elementary and satisfies (O6), then exactly one of the following conditions
holds:
(4) We have S ∼= N.
(5) There is k ∈ N such that S ∼= Ek = {0, 1, 2, . . . , k,∞}.
The Cu-semiring S is algebraic if and only if it satisfies (3), (4) or (5).
Proof. We have observed that all Cu-semirings in statements (1)-(5) are solid.
It is also clear that a solid Cu-semiring can satisfy at most one of the statements.
Let S be a solid Cu-semiring. We will show that S satisfies one of the state-
ments.
Case 1: Assume S is nonelementary. By Corollary 8.3.3, S is simple, almost
unperforated, almost divisible, and stably finite. Moreover, there is a unique nor-
malized functional λ on S, which is automatically multiplicative. We obtain from
Theorem 7.6.7 that there is a canonical decomposition
S = Sc ⊔ (0,∞].
If S contains no nonzero compact element, then S ∼= [0,∞] by Corollary 8.1.12.
Otherwise, by Corollary 8.1.9, the unit of S is compact.
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It follows from Proposition 8.2.11 that either λ(Sc) ⊂ N or that S is algebraic.
In the latter case, S satisfies (3); see Theorem 8.3.13. Thus, let us assume λ(Sc) ⊂
N. Then we consider the map
α : S = Sc ⊔ (0,∞]→ Z = N ⊔ (0,∞],
which maps a compact element r in S to the compact element λ(r) ∈ N ⊂ Z,
and which maps a soft element in Ssoft = (0,∞] to the same in Zsoft = (0,∞].
It is straightforward to check that α is a unital, multiplicative Cu-morphism. It
follows from Proposition 7.1.14 that Z⊗CuS ∼= Z. By Corollary 8.3.3, we also have
S ∼= S ⊗Cu Z. It follows S ∼= Z, which shows that S satisfies (2).
Case 2: Assume that S is elementary and satisfies (O6). Then S satisfies (4)
or (5); see Example 8.1.2. 
Remark 8.3.15. If S is a nonelementary, solid Cu-semiring satisfying (O5),
then by the classification above, we see that (O6) is also satisfied. Indeed, only the
case where S = Cu(R+) for a solid ring R with nontorsion unit needs verification.
In this situation, by Theorem 5.5.8, it is enough to show that R+, endowed with
the algebraic order, is a Riesz semigroup. This is easy to check once we note that
R/t(R) ∼= Z[P−1] for a nonemtpy set of primes P .
We end this section with a result about initial and terminal objects among
solid Cu-semirings. This can be considered as a Cu-semigroups version of [Win11,
Corollary 3.2], which characterizes the Jiang-Su algebra Z as the initial object in
the category of unital, strongly self-absorbing C∗-algebras with ∗-homomorphisms
up to approximate unitary equivalence.
Lemma 8.3.16. Let S be a solid, nonelementary Cu-semiring satisfying (O5),
and let λ be its unique normalized functional. Then λ(Sc) ⊂ Q+.
Proof. By Proposition 8.2.11, either λ(Sc) ⊂ N or S is algebraic. If S is alge-
braic, by Lemma 8.3.12 Sc is a conical, cancellative, solid semiring for which the al-
gebraic order is almost unperforated. Now the result follows from Proposition 8.3.10
and Lemma 8.3.9. 
Example 8.3.17. Let Q be the solid ring of rational numbers. We obtain a
corresponding solid Cu-semiring, which we denote by Q. Thus
Q = Cu(Q+) ∼= Q+ ⊔ (0,∞].
As we show below, Q is the terminal object in a suitable category.
We remark that for every simple, nonelementary Cu-semiring S that satisfies
(O5) and has a compact unit, there exists a multiplicative Cu-morphism from Z
to S. This follows from Corollary 8.1.7. If S has a unique normalized functional,
then the map is unique.
Proposition 8.3.18. Let S be a solid, nonelementary Cu-semiring satisfy-
ing (O5). Assume that 1s is compact. Let Q be the solid Cu-semiring from
Example 8.3.17. Then there are unique unital, multiplicative Cu-morphisms
Z → S → Q.
Thus, Z ⊗Cu S ∼= S and S ⊗Cu Q ∼= Q.
This means that Z and Q are the initial and final objects of the category of
considered Cu-semirings with unital, multiplicative Cu-morphisms.
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Proof. The existence and uniqueness of the map Z → S is observed in the
paragraph before this proposition. Let S be as in the statement. As in the beginning
of the proof of Theorem 8.3.14, we obtain that there is a natural decomposition
S = Sc ⊔ (0,∞].
By Corollary 8.3.3 and Lemma 8.3.16, S has a unique normalized functional λ,
which is automatically multiplicative, and which satisfies λ(Sc) ⊂ Q+. Thus, we
may consider the map
α : S = Sc ⊔ (0,∞]→ Q = Q+ ⊔ (0,∞],
which maps a compact element r in Sc to the compact element λ(r) ∈ Q+ ⊂ Q,
and which maps a soft element in Ssoft = (0,∞] to the same in Qsoft = (0,∞]. It
is easy to see that α is a unital, multiplicative Cu-morphism, as desired.
It is left to the reader to show uniqueness of the map S → Q. The results
about tensorial absorption follow from Proposition 7.1.14. 
CHAPTER 9
Concluding remarks and Open Problems
In this chapter we list some problems that we believe to be open and that have
appeared in the course of our investigations.
(1) Problem 6.4.11: Let A and B be C∗-algebras. When are the natural Cu-
morphisms
τminA,B : Cu(A) ⊗Cu Cu(B)→ Cu(A⊗min B),
τmaxA,B : Cu(A)⊗Cu Cu(B)→ Cu(A⊗max B),
from Paragraph 6.4.10 surjective, or order-embeddings, or isomorphisms? More
generally, what is the relation between Cu(A)⊗Cu Cu(B) and Cu(A⊗B)?
In Paragraph 6.4.12, we mention some partial result concerning this prob-
lem. This problem asks for a more general formula of a Ku¨nneth type flavor.
It looks plausible that such a formula will have to take the K1-groups of the
involved C∗-algebras into account. One possible invariant is CuT( ), as intro-
duced in [ADPS14], which for a C∗-algebra A is defined as
Cu (C(T) ⊗A).
In significant cases, this invariant records both the Cuntz semigroups of A and
the K1-group of A.
(2) Is Cu a closed category?
This is a natural question given that Cu is a symmetric, monoidal category.
A positive answer to this problem would provide additional structure to the
morphism sets in Cu, and this is a potentially useful tool in connection with
the current development of a bivariant version of the Cuntz semigroup (see
[BTZ14]).
(3) Problem 6.4.2: Given Cu-semigroups S and T that satisfy (O5) (respectively
(O6), weak cancellation). When does S ⊗Cu T satisfy (O5) (respectively (O6),
weak cancellation)?
In Paragraph 6.4.3, we mention some partial result concerning this prob-
lem. A particular variant of this problem is:
(4) Problem 7.3.14: When does axiom (O5), (O6) or weak cancellation pass from
a Cu-semigroup S to the tensor product Z ⊗Cu S?
(5) Let X be a finite-dimensional, compact, Hausdorff space, and let S be a Cu-
semigroup. It was proved in [APS11, Theorem 5.15] that the semigroup of
lower semicontinuous functions from X to S, denoted by Lsc(X,S), is a Cu-
semigroup. Under which conditions on S and X does Lsc(X,S) satisfy (O5)
(respectively (O6), weak cancellation)?
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We remark that if Lsc(X,S) satisfies (O5) (respectively (O6), weak cancel-
lation), then so does S. The natural test case is X = [0, 1]. A positive answer
seems likely if S is algebraic.
(6) Let X be a finite-dimensional, compact, Hausdorff space, and let S be a Cu-
semigroup. When does it hold that Lsc(X,S) = Lsc(X,N)⊗Cu S?
We show in Corollary 6.4.5 that this question has a negative answer for
X = [0, 1] and S = Z. On the other hand, a positive answer seems likely if S
is algebraic.
(7) Range problem: Under which conditions can a Cu-semigroup S be realized as
the Cuntz semigroup Cu(A) of a C∗-algebra A?
Necessarily, such a Cu-semigroup satisfies (O5) and (O6). Thus, we are
asking for additional conditions on Cu-semigroups beyond these two axioms
which would guarantee that a Cu-semigroup is realized by a C∗-algebra.
As we have already mentioned, Robert showed in [Rob13b] that if X is
a compact Hausdorff space whose covering dimension is at least 3, then there
is no C∗-algebra A with Cu(A) ∼= Lsc(X,N). It was shown by Bosa (private
communication), that none of the elementary semigroups Ek as described in
Paragraph 5.1.16 for k ≥ 1 are realized as the Cuntz semigroup of a C∗-alge-
bra. (The Cu-semigroup E0 = {0,∞} is of course the Cuntz semigroup of any
purely infinite simple C∗-algebra.)
(8) Consider the Cu-semigroup Z ′ defined as follows:
Z ′ = {0, 1, 1′, 2, 3, 4, . . .} ⊔ (0,∞],
with addition as in Z, except that k + 1′ = k + 1 for any k ∈ N+. It is easy to
check that Z ′ is a simple, stably finite Cu-semigroup satisfying (O5) and (O6),
but it is not weakly cancellative as 1 + 1′ = 1′ + 1′ but 1 6= 1′. It is also easy
to prove that Z ′ has Z-multiplication, and therefore Z ′ ∼= Z ⊗Cu Z ′.
A particularly interesting instance of the range problem is the following:
Does there exist a (separable, unital, simple, stably finite) C∗-algebra A such
that Cu(A) ∼= Z ′?
Note that if such a C∗-algebra A exists, then it is necessarily simple, not
Z-stable, and not nuclear. For if A is Z-stable, then it has stable rank one and
hence its Cuntz semigroup has weak cancellation. Similarly, if A is nuclear, then
as Z ′ has only one normalized functional, we would get that A is monotracial.
In that situation, the solution of the Toms-Winter conjecture (see [MS12])
would imply that A is Z-stable, a contradiction.
The Cu-semigroup Z ′ seems to be the simplest example that is not weakly
cancellative and has Z-multiplication. A more general question is then:
(9) Does there exist a finite, simple C∗-algebra A, such that Cu(A) has Z-multi-
plication, but is not weakly cancellative?
Let A be such a C∗-algebra. If A is nuclear, then we could deduce as above
that A is not Z-stable although Cu(A) is almost unperforated. Therefore, the
Toms-Winter Conjecture predicts that A cannot be nuclear.
It is natural to seek for additional axioms that allow us to rule out Z ′ as a
semigroup in a future reformulation of the category Cu. We make this explicit
with the following question.
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(10) Under what additional axioms (besides (O5) and (O6)) is a simple Cu-semi-
group with Z-multiplication necessarily weakly cancellative?
This question also refers to structural properties of Cu-semigroups. In this
direction, Conjecture 5.6.18 bears repeating. Let us recall from Definition 5.6.1
that a Cu-semigroup S is nearly unperforated if and only if a ≤ b whenever
a ≤p b for any a and b in S. Equivalently, by Lemma 5.6.2, we have a ≤ b
whenever 2a ≤ 2b and 3a ≤ 3b.
(11) Conjecture 5.6.18: Let A be a Z-stable C∗-algebra. Then Cu(A) is nearly
unperforated.
(12) Problem 5.1.5: Let S be a Cu-semigroup, and let I be an ideal in S. Assume
that I and S/I satisfy (O5) (respectively (O6), weak cancellation). Under what
assumptions does this imply that S itself satisfies the respective axiom?
(13) Problem 5.3.14: Given a Cu-semigroup S, is the subsemigroup Ssoft of soft ele-
ments again a Cu-semigroup? Does this hold under the additional assumption
that S satisfies (O5)? If that is the case, does then Ssoft satisfy (O5) as well?
(14) Problem 5.6.13: Let S be an almost unperforated Cu-semigroup. Which condi-
tions are necessary and sufficient for S to be nearly unperforated? In particular,
is it sufficient to assume that S satisfies weak cancellation and (O5)?
(15) Problem 7.2.11: Let A and B be C∗-algebras. When is the map ψA,B from
Paragraph 7.2.10 an isomorphism? When is it surjective? When is it an order
embedding?
(16) Problem 7.3.13: Let S be a Cu-semigroup, and let a, b ∈ S. Characterize when
1⊗ a ≤ 1⊗ b in Z ⊗Cu S.
(17) Problem 7.6.2: Given a strongly self-absorbing C∗-algebra D, is the Cuntz
semiring Cu(D) a solid Cu-semiring?
Should the answer to this problem be positive, our Theorem 8.3.14 (see also
Remark 8.3.15) would yield a complete list of the possible Cuntz semigroups for
stably finite, strongly self-absorbing C∗-algebras, and this would be valuable
information towards finding a possible non-UCT example, if such exists.
(18) Problem 7.6.8: Let S be a Cu-semigroup. Is it true that SR = L(F (S))?

APPENDIX A
Monoidal and enriched categories
In this appendix, we will recall the basic theory of monoidal and enriched
categories. For details we refer the reader to [Kel05] and [Mac71].
A.1 (Monoidal categories). A monoidal category V consists of the following
data: An underlying category V0, a bifunctor
⊗ : V0 × V0 → V0,
a unit object I in V0, and natural isomorphisms
(X ⊗ Y )⊗ Z ∼= X ⊗ (Y ⊗ Z), I ⊗X ∼= X, X ⊗ I ∼= X.
whenever X,Y and Z are objects in V0. Moreover, certain coherence axioms need
to be satisfied.
By an object in V we mean an object of the underlying category. Given objects
X and Y of V , we let V0(X,Y ) denote the collection of V0-morphisms from X to
Y , and we will always assume that it is a set. (This means that V0 is locally small.)
The monoidal category V is symmetric if for any objects X and Y in V there
is a natural isomorphism
X ⊗ Y ∼= Y ⊗X.
A.2 (Concrete monoidal categories). Let V be a monoidal category with unit
object I. Since V is assumed to be locally small, the representable functor V0(I, )
is a functor from V0 to the category of sets. We denote this functor by
V : V0 → Set.
We say that V is a concrete monoidal category if V is faithful. In that case
we can think of objects in V as sets with additional structure, and we can think of
morphisms in V as maps preserving that structure.
Let X be an object in V . Then an element x of X is an element in V (X), that
is, a V0-morphism x : I → X . We write x ∈ X to denote that x is an element of X .
This terminology is even used when V is not necessarily faithful.
Let X and Y be objects in V , and let x ∈ X and y ∈ Y . Then the composed
morphism
I
∼=
−→ I ⊗ I
x⊗y
−−−→ X ⊗ Y,
is an element of X ⊗ Y , which we will also denote by x⊗ y.
Example A.3. The category Top of topological spaces is a concrete, symmetric
monoidal category. The tensor product of two spaces is their Cartesian product with
the product topology. The unit object is the one-element space.
A.4 (Enriched categories). Let V be a monoidal category. A V-category C (also
called a category enriched over V) consists of the following data: A collection of
objects in C; an object C(X,Y ) in V , for any X,Y ∈ C, playing the role of the
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collection of morphisms from X to Y ; for each object X in C, an element idX in
C(X,X), called the identity on X and playing the role of the identity morphism on
X ; and for any objects X,Y, Z in C, a V0-morphism
MX,Y,Z : C(Y, Z)⊗ C(X,Y )→ C(X,Z),
implementing the composition of morphisms. This structure is required to sat-
isfy certain conditions expressing for example the associativity of composition of
morphisms.
Recall that the element idX in C(X,X) is, by definition, a V0-morphism
idX : I → C(X,X).
Given V-categories C and D, a V-functor F from C to D consists of the following
data: An assignment F from the objects of C to the objects of D, and for any objects
X,Y in C a V0-morphism
FX,Y : C(X,Y )→ D
(
F (X), F (Y )
)
.
It is required that certain diagrams, which for instance express compatibility with
composition of morphisms, commute. (Again, we refer to [Kel05] for details.)
Given V-functors F and G from C to D, a V-natural transformation from F to
G, denoted by F ⇒ G, is a collection of elements αX in D(F (X), G(X)), indexed
by the objects X in C, such that certain natural conditions are satisfied.
A.5 (Concrete enriched categories). Let C be a category that is enriched over
the concrete monoidal category V . We can use the faithful functor V to associate
to C an ordinary underlying category C0 as follows: The objects of C0 are the same
as the objects of C; the C0-morphisms between two objects X and Y in C0 are given
as
C0(X,Y ) := V
(
C(X,Y )
)
= V0
(
I, C(X,Y )
)
;
for each object X in C0, the identity morphism idX in C0 is just the V0-morphism
idX : I → C(X,X),
considered as an element of C0(X,X); and for any C0-morphisms f ∈ C0(X,Y ) and
g ∈ C0(Y, Z), which by definition are V0-morphisms
f : I → C(X,Y ), g : I → C(Y, Z),
we consider the composed V0-morphism
I
g⊗f
−−−→ C(Y, Z)⊗ C(X,Y )
MX,Y,Z
−−−−−→ C(X,Z),
which is an element of C0(X,Z) defining the composition g ◦ f in C0. Using the
coherence axioms for monoidal and enriched structures, one can show that the laws
of a category are fulfilled for C0.
We can then think of C(X,Y ) as the set of morphisms C0(X,Y ) endowed with
additional structure making it into an object in V .
A.6 (Closed Categories). A monoidal category V is closed if, for each object Y
in V , the functor
⊗ Y : V0 → V0
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has a right adjoint, which we will denote by ( )Y . Thus, in a closed, monoidal
category V , for any objects X,Y and Z, there is a bijection (natural in X and Z)
between the following sets of morphisms:
V0(X ⊗ Y, Z) ∼= V0
(
X,ZY
)
.(A.1)
We let Vop0 denote the opposite category of V0, that is, V
op
0 has the same objects
as V0 and for any objects X and Y we identify V
op
0 (X,Y ) with V0(Y,X). Given
V0-morphisms f : Y2 → Y1 and g : Z1 → Z2, there is an induced V0-morphism
(f∗, g) : ZY11 → Z
Y2
2 . This defines a bifunctor
( )( ) : Vop0 × V0 → V0,
called the internal hom-bifunctor of V . Given objects X and Y , the object Y X
encodes the set of morphisms V0(X,Y ) via the identifications
V (Y X) = V0(I, Y
X) ∼= V0(I ⊗X,Y ) ∼= V0(X,Y ).
Therefore, the object Y X is an internal realization of the morphisms from X to Y .
Let Z and Y be objects in V . The evaluation morphism
εZY : Z
Y ⊗ Y → Z,
is defined as the V0-morphism that corresponds to the identity morphism under the
natural identification
V0
(
ZY ⊗ Y, Z
)
∼= V0
(
ZY , ZY
)
.
Let V be a closed, symmetric, monoidal category. Then V is enriched over
itself. Given objects X and Y in V , we use the internal hom-bifunctor to define
V(X,Y ) = Y X ; for each object X in V , the identity morphism idX ∈ X
X is defined
as the V0-morphism idX : I → XX corresponding to the identity morphism from X
to X under the identification
V0(I,X
X) ∼= V0(I ⊗X,X) ∼= V0(X,X);
for any objects X,Y and Z in V , the map
MX,Y,Z : Z
Y ⊗ Y X → ZX ,
implementing the composition of morphisms is the V0-morphism that under the
identification
V0
(
ZY ⊗ Y X , ZX
)
∼= V0
((
ZY ⊗ Y X
)
⊗X,Z
)
,
corresponds to the composition(
ZY ⊗ Y X
)
⊗X ∼= ZY ⊗
(
Y X ⊗X
) id
ZY
⊗ εYX
−−−−−−−→ ZY ⊗ Y
εZY−−→ Z.
Examples A.7. (1) We will see in Paragraphs B.1.5 and B.2.6 that the category
Mon of monoids and the category POM of positively ordered monoids are both
closed, symmetric, monoidal categories.
(2) The category Top is not closed. However, it contains several full, symmetric,
monoidal subcategories that are closed.
A Hausdorff, topological space X is compactly generated if a subset M ⊂ X is
closed whenever M ∩ K is closed for every compact subset K of X . The class of
compactly generated, Hausdorff spaces contains for example all metric spaces and
all locally compact, Hausdorff spaces. We let CGHTop denote the full subcate-
gory of Top consisting of compactly generated, Hausdorff spaces. It is known that
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CGHTop is a reflective subcategory of Top. Given a topological space X , we let
Xk denote its reflection in CGHTop.
Let X and Y be compactly generated, Hausdorff spaces. Their Cartesian prod-
uct need not be compactly generated. Therefore, the ‘correct’ tensor product of X
and Y in the category CGHTop is (X × Y )k. Consider the set C(X,Y ) of continu-
ous maps from X to Y equipped with the compact open topology. Again, C(X,Y )
need not be compactly generated. Nevertheless, CGHTop is a closed category with
internal hom-bifunctor given by
CGHTop(X,Y ) = (C(X,Y ))k.
Then, given spaces X,Y and Z in CGHTop, we have a natural isomorphism (that
is, a homeomorphism) between the following spaces:
CGHTop((X × Y )k, Z) ∼= CGHTop(X,CGHTop(Y, Z)).
(3) It is shown in [DP71] that the category C∗ of C∗-algebras is enriched over
CGHTop. For any C∗-algebras A and B, the set of ∗-homomorphisms from A to
B is denoted by HomC∗(A,B) and it is endowed with the topology of pointwise
convergence. This means that a net (ϕi)i in HomC∗(A,B) converges to a
∗-homo-
morphism ϕ : A → B if and only if lim
−→i
‖ϕi(x) − ϕ(x)‖ = 0 for each x ∈ A. With
this topology, HomC∗(A,B) is a compactly generated, Hausdorff space.
APPENDIX B
Partially ordered monoids, groups and rings
In this appendix we will only consider commutative structures. Therefore,
every monoid, semigroup and group is written with operation of addition, and
multiplication in every semiring and ring is commutative.
In Section B.1, we study the category Mon of (abelian) monoids, and the full,
reflective subcategories Gp of groups, and Con of conical monoids. We recall the
construction of tensor products in Mon and we show that Mon is a closed, sym-
metric, monoidal category.
In Section B.2, we study the category PrePOM of positively pre-ordered mo-
noids and its full subcategory POM of positively ordered monoids. We show that
POM is a reflective subcategory of PrePOM. Both categories have a tensor product
giving them a closed, symmetric, monoidal structure.
We also show that Con can be identified with the full (and reflective) subcate-
gory of PrePOM consisting of algebraically pre-ordered monoids.
In Section B.3, we study the category POGp of partially ordered groups. In
particular, we recall the equivalence between the categories of directed, partially
ordered groups and the category of cancellative, conical monoids.
Finally, in Section B.4, we study semirings and (partially ordered) rings.
For further details, the reader is referred to, for example, [Ful70], [Gol99],
[Goo86], [Gri69], [Weh96].
B.1. The category Mon of monoids
B.1.1. In this paper, by a monoid we always mean an abelian monoid, written
additively, and with zero element denoted by 0.
Let M,N and R be monoids. A monoid homomorphism fromM to R is a map
f : M → R that preserves addition and the zero element. We denote the collection
of such maps by Mon(M,R). We let Mon denote the category whose objects are
all monoids and whose morphisms are monoid homomorphisms.
We can endow the set Mon(M,R) with a natural monoid structure as follows.
Given f, g ∈ Mon(M,R), we define their sum f + g by pointwise addition, that is,
we have (f + g)(a) = f(a) + g(a) for each a ∈M . The zero element in Mon(M,R)
is given by the zero map that sends every a in M to the zero element in R.
It is not difficult to verify that the homomorphism-monoid Mon(M,R) is func-
torial in both variables. Therefore, we obtain a bifunctor
Mon( , ) : Monop ×Mon→ Mon,
called the internal hom-bifunctor of Mon.
A monoid bimorphism from M × N to R is a map f : M × N → R which is
a monoid homomorphism in each variable. In other words, for fixed a ∈ M and
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b ∈ N , the maps fa : M → R and gb : N → R given (respectively) by fa(x) = f(x, b)
and gb(y) = f(a, y), for x ∈M and y ∈ N , are monoid homomorphisms. We denote
the set of these monoid bimorphisms by BiMon(M ×N,R). It becomes a monoid
when endowed with pointwise addition. As for the monoid morphisms, one can
check that monoid bimorphisms are functorial in all entries. We therefore have a
multifunctor
BiMon( × , ) : Monop ×Monop ×Mon→ Mon.
Next, we recall the construction of tensor products in the category Mon. The
construction is based on the tensor product of abelian semigroups as studied by
Grillet, [Gri69]. The tensor product in Mon has also been studied in [Ful70],
where it is denoted by ⊗0.
B.1.2. Let M and N be monoids. Consider the free abelian monoid F =
N[M × N ] whose basis is the cartesian product M × N . For a ∈ M and b ∈ N
we let a ⊙ b denote the element in F that takes value 1 at (a, b) and that takes
value 0 elsewhere. Then for every element f ∈ F there exist a finite index set I
and elements ai ∈M and bi ∈ N for i ∈ I such that
f =
∑
i∈I
ai ⊙ bi.
We do not require that ai 6= aj for distinct indices i and j. Moreover, the pre-
sentation of f in this way is essentially unique (up to permutation of the index
set).
Following the notation in [Weh96, Section 2], we define two binary relations
→0 and→ on F . We also define a binary relation ∼=0 on F . Let f and g be elements
in F . Then:
(1) We set f →0 g if and only if there exists a pair (a, b) ∈M ×N , nonempty
finite index sets I and J , and elements ai ∈M for i ∈ I, bj ∈ N for j ∈ J
such that
a =
∑
i∈I
ai, b =
∑
j∈J
bj , f = a⊙ b, g =
∑
i∈I,j∈J
ai ⊙ bj.
(2) We set f → g if and only if either f = g = 0 or else there are n ∈ N and
fk, gk ∈ F for k = 0, . . . , n such that
f =
n∑
k=0
fk, g =
n∑
k=0
gk, and fk →
0 gk, for each k.
(3) For any a ∈M and b ∈ N , we set 0 ∼=0 a⊙ 0 and 0 ∼=0 0⊙ b.
A binary relation R on M is called additive if, for any elements a, b, c, d ∈ M ,
we have (a + c, b + d) ∈ R whenever (a, b) ∈ R and (c, d) ∈ R. As in [Weh96,
Lemma 2.1], the relation → is reflexive and additive.
A congruence relation on a monoid is an additive equivalence relation. We
let ∼= be the congruence relation on F generated by →, ←, and ∼=0. We set
M ⊗N := F/∼=,
which is the set of ∼=-congruence classes in F . It is easy to check that M ⊗N is a
monoid (see [Ful70]).
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Given (a, b) ∈M×N , we write a⊗b for the congruence class of a⊙b inM⊗N .
In particular, we have a ⊗ 0 = 0 and 0 ⊗ b = 0 for every a ∈ M and b ∈ N . We
define a map
ω : M ×N →M ⊗N ω(a, b) = a⊗ b, for all a ∈M, b ∈ N,
which is easily seen to be a monoid bimorphism.
Remark B.1.3. We denote the tensor product in Mon by ⊗. If we need to
specify the category in which the tensor product is taken, we will also write ⊗Mon.
As we will see below, the tensor product in Mon restricts to the tensor product
in the categories of conical monoids, groups, semirings and rings. Therefore, the
tensor product in Mon seems most universal and that is why we will usually drop
the subscript to shorten notation.
Proposition B.1.4. Let M and N be monoids. Then the monoid M ⊗N and
the monoid bimorphism
ω : M ×N →M ⊗N
constructed in Paragraph B.1.2 have the following universal property:
For every monoid R and for every monoid bimorphism f : M ×N → R, there
exists a unique monoid homomorphism f˜ : M ⊗N → R such that f˜ ◦ ω = f .
Thus, the assignment g 7→ g ◦ ω defines a map
Mon(M ⊗N,R)→ BiMon(M ×N,R),
which is a monoid isomorphism when considering the (bi)morphism sets as monoids.
Proof. Let M and N be monoids. To check the universal property of ω, let
R and f be as in the statement. Since F = N[M × N ] is the free abelian monoid
on the set M ×N , there is a unique monoid homomorphism f ′ : F → R such that
f ′(a⊙b) = f(a, b) for every (a, b) ∈M×N . It is routine to verify that f ′ is constant
on the congruence classes of ∼=. Therefore, f ′ induces a map
f˜ : M ⊗N = F/∼=→ R.
It is clear that f˜ is a monoid homomorphism. The rest of the statement is easy to
check. 
B.1.5. Using that the monoid bimorphisms are functorial in the first two entries,
the tensor product in Mon induces a bifunctor
⊗ : Mon×Mon→ Mon.
In Paragraph 6.1.8, we explain this in more detail in the setting of enriched cate-
gories.
We remark that the category Mon is enriched over the symmetric, closed,
monoidal category of sets. With this viewpoint, the tensor product in Mon fits
into the framework developed in Section 6.1.
Let M,N and R be monoids. It is easy to verify that there is a natural isomor-
phism
M ⊗N ∼= N ⊗M,
identifying the simple tensor a⊗ b with b⊗ a, for any a ∈M and b ∈ N . Similarly,
there is a natural isomorphism
(M ⊗N)⊗R ∼=M ⊗ (N ⊗R),
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identifying the simple tensor (a ⊗ b) ⊗ c with a ⊗ (b ⊗ c) for a ∈ M , b ∈ N and
c ∈ R.
The monoid N acts as a unit for the tensor product, that is, there are natural
isomorphisms
N⊗M ∼=M ∼=M ⊗ N.
One can show that this gives to the category Mon the structure of a symmetric,
monoidal category.
Given monoidsM andN , we have seen that Mon(M,N) has a natural structure
as a monoid. Thus, we can consider Mon(M,N) as an object in Mon. It follows
that the category Mon has an internal hom-bifunctor, which is equal to the (given)
hom-bifunctor Mon( , ).
Moreover, the category Mon is closed. Given a monoid N , the internal hom-
bifunctor Mon(N, ) is a right adjoint to the functor ⊗Mon N . Indeed, given
monoids M and R, there are natural isomorphisms between the following monoids:
BiMon(M ×N,R) ∼= Mon(M ⊗N,R) ∼= Mon(M,Mon(N,R)).
Next, we consider two important subcategories of Mon: The category Gp of
(abelian) groups, and the category Con of conical monoids.
B.1.6. We let Gp denote the category of (abelian) groups. A map between
two groups is a group homomorphism if and only if it is a monoid homomorphism.
Therefore, by considering a group as a monoid, we think of Gp as a full subcategory
of Mon.
There are two important observations:
(1) The category Gp is reflective in Mon.
(2) The category Gp is closed under the tensor product in Mon.
Indeed, given a monoid M , its reflection in Gp is the Grothendieck completion
Gr(M) of M . This induces a reflection functor
Gr: Mon→ Gp.
Given groups G and H , their tensor product as monoids, G ⊗Mon H , is in fact a
group. Indeed, for a pair (a, b) ∈ G ×H , the inverse of the simple tensor a ⊗ b is
equal to (−a)⊗ b.
In general, the tensor product of a monoidal category induces a tensor product
in every reflective subcategory. Given two objects in the subcategory, their tensor
product in the subcategory is the reflection of their tensor product in the containing
monoidal category.
In the concrete case of Gp and Mon, this agrees with the tensor product of Gp
constructed above. Indeed, given groups G and H , their (abstract) tensor product
is defined as
Gr(G⊗Mon H),
the Grothendieck completion of their tensor product as monoids. However, as
observed above, the monoid G⊗Mon H is automatically a group and therefore
G⊗Gp H = Gr(G⊗Mon H) = G⊗Mon H.
Hence, it is unambiguous to write G⊗H for the tensor product of G and H .
More generally, given monoids M and N , there is a natural isomorphism be-
tween Gr(M⊗N), the Grothendieck completion of their tensor product as monoids,
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and Gr(M) ⊗Gr(N), the tensor product of their respective Grothendieck comple-
tions.
Proposition B.1.7 (Fulp, [Ful70, Proposition 17]). Let M and N be monoids.
Then
Gr(M ⊗N) ∼= Gr(M)⊗Gr(N).
B.1.8. A monoid M is conical if a+ b = 0 implies a = b = 0 for any a, b ∈M .
Equivalently, the subset M× of nonzero elements is a subsemigroup. This property
has appeared in the literature under many different names; see [Weh96, p.268].
We let Con denote the full subcategory of Mon consisting of conical (abelian)
monoids. Analogous to the category of groups, we have the following facts:
(1) The category Con is reflective in Mon.
(2) The category Con is closed under the tensor product in Mon.
Given a monoid M , we let U(M) denote the subgroup of units, that is,
U(M) = {a ∈M : a+ b = 0 for some b ∈M} .
Then M is conical if and only if U(M) = {0}.
We define a binary relation ∼ on M by setting a ∼ b if and only if there exist
x, y ∈ U(M) such that a+ x = b + y, for any a, b ∈ M . It is easy to check that ∼
is a congruence relation on M . We set
MCon :=M/∼,
the set of congruence classes in M . Then MCon is a conical monoid, which is the
reflection of M in Con. This induces a reflection functor from Mon to Con.
Given monoids M and N , it is shown in [Ful70, Corollary 8] that
U(M ⊗N) ∼= U(M)⊗ U(N).
Thus, if M and N are conical monoids, their tensor product in Mon is also conical.
Therefore, it is unambiguous to write M ⊗N for the tensor product of M and N .
B.1.9. Let us recall a different construction of the tensor product of conical
monoids, as considered by Wehrung in [Weh96]. LetM and N be conical monoids.
Set M× :=M \{0}. Since M is conical, M× is a subsemigroup of M . Analogously,
N× := N \ {0} is a subsemigroup of N .
In Paragraph B.1.2, we considered the binary relations →0 and → on the free
monoid N[M ×N ]. Now, we consider the free monoid
F = N[M× ×N×].
We can define binary relations →0 and → on F as in Paragraph B.1.2, and this is
in fact the original definition of →0 and → as in [Weh96, Section 2].
We let ∼= be the congruence relation on F generated by → and ←. (Note that,
since we are taking elements in M× × N×, the binary relation ∼=0 does not make
sense.) Thus, for elements f and g in F we have f ∼= g if and only if there are
n ∈ N and elements fk, f ′k ∈ F for k = 0, . . . , n such that f = f0, fn = g and
fk → f ′k ← fk+1 for each k < n:
f = f0 → f
′
0 ← f1 → f
′
1 ← . . . fn → f
′
n = g.
We set
M ⊗Con N := F/∼= .
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It is clear that M ⊗Con N is an abelian semigroup. Using that F is conical, it
follows from the definition of ← and → that f → 0 or 0 → f implies f = 0 for
any f ∈ F . Therefore, the congruence class of the element 0 contains only 0 itself.
It follows that F \ {0} is a subsemigroup of F that is closed under the congruence
relation. Thus, M ⊗Con N is a conical monoid.
The natural map from N[M× ×N×] to N[M ×N ] induces a map
M ⊗Con N = N[M× ×N×]/〈←,→〉 → N[M ×N ]/〈←,→,∼=0〉 =M ⊗N,
which is easily checked to be an isomorphism.
B.2. The categories PrePOM and POM of positively (pre)ordered
monoids
B.2.1. A partially ordered monoid is a monoid M with a partial order ≤ such
that a ≤ b implies a+ c ≤ b + c, for any a, b, c ∈M . If, in addition, we have 0 ≤ a
for every a ∈M , then we call M a positively ordered monoid.
If the order is not necessarily antisymmetric, we speak of a (positively) pre-
ordered monoid. This terminology follows Wehrung, [Weh92]. Note, however,
that in [Weh92] a ‘positively ordered monoid’ (abbreviated by P.O.M. there) is
only assumed to be pre-ordered. We include the assumption of antisymmetry in
our definition of ‘positively ordered monoid’ since our focus is on partially ordered
structures.
A POM-morphism is an order-preservingmonoid homomorphism. Let PrePOM
denote the category of positively pre-ordered monoids together with POM-mor-
phisms. We let POM be the full subcategory of positively ordered monoids.
Let M,N and R be positively pre-ordered monoids. Given POM-morphisms
f, g : M → R, we set f ≤ g if and only if f(a) ≤ g(a) for each a ∈ M . This
defines a positive pre-order on POM(M,R). Together with pointwise addition, this
endows the set POM(M,R) of POM-morphisms with the structure of a positively
pre-ordered monoid. If the order of R is antisymmetric, then this is also the case
for the order of POM(M,R). One can extend the assignment R 7→ POM(M,R) to
the following functors:
POM(M, ) : PrePOM→ PrePOM, POM(M, ) : POM→ POM.
The functor on the left is the internal hom-bifunctor of PrePOM. If M is in POM,
then the functor on the right is the internal hom-bifunctor of POM.
A POM-bimorphism from M × N to R is a map f : M × N → R that is
a POM-morphism in each variable. We denote the set of such bimorphisms by
BiPOM(M × N,R). It is a positively pre-ordered monoid when endowed with
pointwise order and addition. If the order of R is antisymmetric, then so is the order
of BiPOM(M ×N,R). One can extend the assignment R 7→ BiPOM(M ×N,R) to
the following functors:
BiPOM(M ×N, ) : PrePOM→ PrePOM, BiPOM(M ×N, ) : POM→ POM.
Since our focus is on the category POM, we denote the (bi)morphisms in both
POM and PrePOM as POM-(bi)morphisms.
B.2.2. Let M be a positively pre-ordered monoid. We define a relation on M
by setting a ≡ b if and only if a ≤ b and b ≤ a, for any a, b ∈ M . Then ≡ is a
congruence relation. We define µ(M) as M/≡ and we let β : M → µ(M) denote
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the quotient map. The pre-order on M induces a partial order on µ(M). This
gives µ(M) the structure of a positively ordered monoid and it follows that β is a
POM-morphism.
The assignment M 7→ µ(M) extends to a functor
µ : PrePOM→ POM,
which is left adjoint to the inclusion of POM in PrePOM. More precisely, for any
positively ordered monoid R, the following universal properties hold:
(1) For every POM-morphism f : M → R, there is a unique POM-morphism
f˜ : µ(M)→ R such that f˜ ◦ β = f .
(2) If g1, g2 : µ(M)→ R are POM-morphisms, then g1 ≤ g2 if and only if g1 ◦β ≤
g2 ◦ β.
Thus, the assignment g 7→ g ◦ β defines a map
POM(µ(M), R)→ POM(M,R),
which is a POM-isomorphism when considering the (bi)morphism sets as positively
ordered monoids.
Proposition B.2.3. The category POM is a full, reflective subcategory of the
category PrePOM.
B.2.4 (Tensor product in PrePOM). Let M and N be positively pre-ordered
monoids. We first consider the tensor product of the underlying monoids as con-
structed in Paragraph B.1.2. Set F := N[M ×N ].
We define binary relations on F as follows:
(1) We set f ≤0 g if and only if there are (a, b) and (a˜, b˜) in M ×N such that
a ≤ a˜, b ≤ b˜, f = a⊙ b, and g = a˜⊙ b˜.
(2) We set f ≤′ g if and only if f = 0 or if there are n ∈ N and fk, gk ∈ F for
k = 0, . . . , n such that
fk ≤
0 gk for each k, f =
n∑
k=0
fk, and g =
n∑
k=0
gk.
Recall that ∼= is the congruence relation on F generated by ←, → and ∼=0. We let
≤ be the transitive relation on F generated by ∼= and ≤′. Thus, for any f, g ∈ F
we have f ≤ g if and only if there is n ∈ N and elements fk, f ′k ∈ F for k = 0, . . . , n
such that f = f0, g = fn and fk ≤′ f ′k
∼= fk+1 for all k < n.
It is easy to see that ≤ is a positive pre-order on F . This induces a positive
pre-order on M ⊗Mon N = F/∼=. We denote the resulting positively pre-ordered
monoid by M ⊗PrePOM N .
By construction, the universal monoid-bimorphism
ω : M ×N →M ⊗N
is order-preserving in each variable. We may therefore consider ω as a POM-
bimorphism from M ×N to M ⊗PrePOM N .
Proposition B.2.5. Let M and N be positively pre-ordered monoids. Then
the positively pre-ordered monoid M ⊗PrePOM N and the POM-bimorphism
ω : M ×N →M ⊗PrePOM N
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constructed in Paragraph B.2.4 satisfy the following universal properties for each
positively pre-ordered monoid R:
(1) For every POM-bimorphism f : M × N → R there exists a unique POM-
morphism f˜ : M ⊗PrePOM N → R such that f˜ ◦ ω = f .
(2) If g1, g2 : M ⊗PrePOM N → R are POM-morphisms, then g1 ≤ g2 if and only
if g1 ◦ ω ≤ g2 ◦ ω.
Thus, the assignment g 7→ g ◦ ω defines a map
POM(M ⊗PrePOM N,R)→ BiPOM(M ×N,R),
which is a POM-isomorphism when considering the (bi)morphism sets as positively
pre-ordered monoids.
Moreover, the reflection µ : PrePOM → POM induces a tensor product in
POM. More precisely, given positively ordered monoids M and N , we set
M ⊗POM N := µ(M ⊗PrePOM N).
The composition β ◦ω : M ×N →M ⊗POMN is a POM-bimorphism which has the
analogous universal properties of the tensor product in POM.
Proof. LetM and N be positively pre-ordered monoids. To check the univer-
sal property of ω, let R and f be as in the statement. Since the underlying monoid
of M ⊗PrePOM N is the tensor product in Mon, there is a unique monoid homo-
morphism f˜ : M ⊗Mon N → R such that f˜ ◦ ω = f . It follows from the definition
of the pre-order on M ⊗MonN that f˜ is order-preserving. This proves (1), and the
statement (2) is left to the reader.
Now, let M and N be positively ordered monoids. Define M ⊗POM N as
the reflection of M ⊗PrePOM N in POM. To show that this has the analogous
universal properties, let R be a positively ordered monoid. Given a POM-morphism
f : M⊗POMN → R, we consider the maps f ◦β and f ◦β ◦ω shown in the following
commutative diagram:
M ⊗POM N µ(M ⊗PrePOM N)
f
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
M ⊗PrePOM N
β
oo
f◦β

M ×N
f◦β◦ω
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
ω
oo
R
It follows from Paragraph B.2.2 and the universal property of the tensor product
in PrePOM that this induces bijective maps
POM(M ⊗POM N,R)
∼=
−→ POM(M ⊗PrePOM N,R)
∼=
−→ BiPOM(M ×N,R),
which are POM-isomorphism when considering the (bi)morphism sets as positively
ordered monoids. 
B.2.6. Analogous to Paragraph B.1.5, we one proves that PrePOM and POM
are closed, symmetric, monoidal categories.
B.2.7. Let us clarify the connection between the categories Mon, Con, PrePOM
and POM. We have already observed that Con is a full, reflective subcategory of
Mon and that POM is a full, reflective subcategory of PrePOM.
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To every positively pre-ordered monoid we may associate its underlying additive
monoid. This induces the forgetful functor
F : PrePOM→ Mon.
Conversely, let M be a monoid. The algebraic pre-order on M is defined as follows:
Given a, b ∈M , we set a ≤alg b if and only if there exists x ∈M such that a+x = b.
It is clear that ≤alg is a positive pre-order on M . Given monoids M and N , every
monoid homomorphism f : M → N becomes a POM-morphism whenM and N are
equipped with their respective algebraic pre-orders. This defines a functor
A : Mon→ PrePOM,
which assigns to a monoid M the positively pre-ordered monoid (M,≤alg).
We say that a positively pre-ordered monoid M is algebraically pre-ordered, or
we simply say that M is an algebraically pre-ordered monoid, if it is equipped with
the algebraic pre-order of the underlying monoid. It is easy to check that A is
a fully faithful functor. Thus, we may identify Mon with the full subcategory of
PrePOM consisting of algebraically pre-ordered monoids.
Moreover, we have the following:
(1) The category Mon is reflective in PrePOM.
(2) The property of being algebraically pre-ordered is closed under tensor prod-
ucts in PrePOM; see Proposition B.2.8. Thus, the category Mon considered
as a subcategory of PrePOM is closed under the tensor product in PrePOM.
To see that Mon is a reflective subcategory of PrePOM, let us show that the
forgetful functor F is a left adjoint to the inclusion A. Indeed, given a monoid
M and a positively pre-ordered monoid R, observe that every monoid homomor-
phism f : M → F(R) is automatically order-preserving as a map from M (with
the algebraic pre-order) to R. Thus, we have a natural bijection of the following
morphism-sets:
Mon(M,FR) ∼= POM(A(M), R).
Proposition B.2.8. Let M and N be algebraically pre-ordered monoids. Then
M ⊗PrePOM N is algebraically pre-ordered.
Proof. We use the notation that was introduced in Paragraph B.1.2 and
Paragraph B.2.4. Thus, we consider the monoid F = N[M×N ] and the congruence
relation ∼= on F generated by ←, → and ∼=0.
Claim 1: If f, g ∈ F satisfy f ≤0 g, there exists h ∈ F such that f + h ∼= g. To
prove the claim, assume that f, g ∈ F satisfying f ≤0 g are given. By definition
there are (a, b) and (a˜, b˜) in M ×N such that
a ≤ a˜, b ≤ b˜, f = a⊙ b, and g = a˜⊙ b˜.
Since M and N are algebraically pre-ordered we can choose x ∈M and y ∈ N such
that a+ x = a˜ and b+ y = b˜. Set h := x⊙ b+ a˜⊙ y. Then
f + h = a⊙ b+ x⊙ b+ a˜⊙ y ∼= a˜⊙ b + a˜⊙ y ∼= a˜⊙ b˜ = g,
as desired.
Claim 2: If f, g ∈ F satisfy f ≤′ g, then there exists h ∈ F such that f +h ∼= g.
This follows from claim 1 since ≤′ is defined as the additive closure of ≤0, and since
∼= is an additive relation.
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Next, let us show that the pre-order of M ⊗PrePOM N is algebraic. The un-
derlying monoid of M ⊗PrePOM N is equal to M ⊗Mon N = F/∼=. The pre-order
≤ of F is defined as the transitive relation generated by ≤′ and ∼=. This induces
the pre-order of M ⊗PrePOM N , which by abuse of notation is also denoted by ≤.
Now, let x, y ∈ M ⊗PrePOM N satisfy x ≤ y. Choose representatives f and g in F
such that x = [f ] and y = [g]. Then f ≤ g. This means that there are n ∈ N and
elements fk, f
′
k ∈ F for k ≤ n such that
f = f0 ≤
′ f ′0
∼= f1 ≤
′ f ′1
∼= . . . ∼= fn ≤
′ f ′n = g.
For each k ≤ n we have fk ≤
′ f ′k. By claim 2 we can choose hk ∈ F such that
fk + hk ∼= f ′k. Then
fk + hk ∼= fk+1,
for each k ≤ n. Set h := h0 + . . .+ hn. It follows that
f + h = f0 +
n∑
k=0
hk ∼= f1 +
n∑
k=1
hk ∼= f2 +
n∑
k=2
hk ∼= . . . ∼= g.
Thus, f + h ∼= g, which implies that x+ [h] = y in M ⊗PrePOM N , as desired. 
B.2.9. The underlying monoid of a positively ordered monoid is conical. There-
fore, the forgetful functor F : PrePOM → Mon considered in Paragraph B.2.7 re-
stricts to a functor
F : POM→ Con,
which, by abuse of notation, is also denoted by F.
However, the algebraic pre-order on a conical monoid is not necessarily anti-
symmetric. Therefore, the functor A : Mon→ PrePOM from Paragraph B.2.7 does
not restrict to a functor from Mon to POM.
We say that a positively ordered monoid M is algebraically ordered, or we
simply say that M is an algebraically ordered monoid, if it is equipped with the
algebraic partial order of the underlying monoid.
B.3. The category POGp of partially ordered groups
B.3.1. A partially ordered group is an (abelian) group with a partial order
≤ such that for any group elements a, b and c, a ≤ b implies a + c ≤ b + c.
Given partially ordered groups G and R, a POGp-morphism from G to R is an
order-preserving group homomorphism. We denote the collection of such maps by
POGp(G,R). We let POGp denote the category of partially ordered groups and
POGp-morphisms.
Given another partially ordered group H , a POGp-bimorphism from G×H to
R is a map f : G × H → R that is a group homomorphism in each variable and
such that whenever a1 ≤ a2 ∈ G and b1 ≤ b2 ∈ H , then f(a1, b1) ≤ f(a2, b2). We
denote the collection of such bimorphisms by BiPOGp(G ×H,R).
Note that for a POGp-bimorphism f : G × H → R and a fixed a ∈ G, the
map H → R, defined by the assignment b 7→ f(a, b), for b ∈ H , is not necessarily
order-preserving unless a ≥ 0.
B.3.2. To clarify the connection between POGp and Mon, we need to recall the
following notion. We say that a positively ordered monoid M has cancellation (or
that M is cancellative) if for any a, b, x ∈ M we have a+ x ≤ b+ x implies a ≤ b.
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Let Moncanc denote the full subcategory of Mon of cancellative monoids. Similarly,
we let Concanc be the full subcategory of Con of cancellative, conical monoids.
Let G be a partially ordered group. The positive cone of G is defined as
G+ = {a ∈ G : 0 ≤ a} .
It is easy to check that G+ satisfies
G+ ∩ (−G+) = {0}, G+ +G+ ⊂ G+.
Therefore, G+ is a conical submonoid of G. Moreover, the order of G induces the
algebraic order on G+. Thus, considering G+ as an algebraically ordered monoid,
the inclusion of G+ in G is an order-embedding.
Now, let G be a group and let P be a conical submonoid of G. This defines
a partial order on G by setting, for any a, b ∈ G, a ≤ b if and only if there exists
x ∈ P such that a+ x = b. For every group G this establishes a natural one-to-one
correspondence between:
(1) Partial orders on G such that (G,≤) is a partially ordered group.
(2) Conical submonoids of G.
Since the positive cone of a partially ordered group is automatically cancellative,
there is a functor
P : POGp→ Concanc,
that assigns to a partially ordered group G its positive cone G+.
Recall that a partially ordered group G is directed if G = G+ − G+. We
let POGpdir denote the full subcategory of POGp consisting of directed, partially
ordered groups.
Now, let M be a monoid. Consider the Grothendieck completion Gr(M) to-
gether with the universal map
δ : M → Gr(M).
We have δ is injective if and only ifM is cancellative. The image of δ is a submonoid
of Gr(M). IfM is conical then so is δ(M), whence it gives Gr(M) the structure of a
partially ordered group whose positive cone is δ(M). Moreover, Gr(M) is directed.
This induces a functor
Gr: Con→ POGpdir.
A partially ordered group G is in the image of the functor Gr if and only if it
is directed, in which case G ∼= Gr(G+). Conversely, a conical monoid M is in the
image of the functor P if and only if it is cancellative, in which caseM ∼= Gr(M)+.
We summarize this as follows:
Proposition B.3.3. The functors P and Gr from Paragraph B.3.2 establish
an equivalence between the following categories:
(1) The category POGpdir of directed, partially ordered groups.
(2) The category Concanc of cancellative, conical monoids.
B.3.4. Let G and H be partially ordered groups. Consider the tensor product
G⊗H of the underlying groups. The map G+×H+ → G⊗H , that sends (a, b) to
a⊗ b, for a ∈ G+, b ∈ H+, is a monoid bimorphism. It therefore induces a monoid
homomorphism
δ : G+ ⊗H+ → G⊗H.
Since G+ and H+ are conical, so is G+ ⊗H+; see Paragraph B.1.8.
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The image of the map δ is a conical submonoid of G ⊗ H . As explained in
Paragraph B.3.2, this induces a partial order on G⊗H whose positive cone is the
image of δ. We denote the resulting partially ordered group by G⊗POGpH , which is
the tensor product ofG andH in the category POGp; see [Weh96, Proposition 1.1].
In Proposition B.3.3, we have seen that the full subcategory POGpdir of di-
rected, partially ordered groups is equivalent to Concanc. This equivalence is also
compatible with the tensor product. Thus, given directed partially ordered groups
G and H , we have
G⊗POGp H ∼= Gr(G+ ⊗H+).
Conversely, if M and N are cancellative, conical monoids, then the monoid
(Gr(M)⊗POGp Gr(N))+
is isomorphic to the reflection of M ⊗N in the subcategory of cancellative, conical
monoids. A proof of these statements can be found in [Weh96, Proposition 1.2].
It is natural to ask whether the tensor product of two cancellative, conical
monoids is again cancellative. As it turns out, the answer to this question is nega-
tive. We thank Fred Wehrung for showing us a counterexample.
In [Weh96, Examples 1.4 and 1.5], examples of partially ordered abelian groups
with Riesz interpolation G and H such that G⊗POGpH does not have interpolation
are given. If we let M = G+ and N = H+, then M and N are conical, cancellative,
monoids that satisfy the Riesz refinement property. It then follows from [Weh96,
Theorem 2.9] that M ⊗N also satisfies the Riesz refinement property. Since
G⊗POGp H = Gr(M)⊗POGp Gr(N) ∼= Gr(M ⊗N)
we conclude that Gr(M ⊗N)+ does not satisfy the Riesz refinement property, and
hence M ⊗ N is not a cancellative monoid (as otherwise would be isomorphic to
the positive cone of its Grothendieck completion).
B.4. The category PORg of partially ordered rings
B.4.1. A semiring is a monoid R together with a commutative and distributive
multiplication with a unit element (which we denote by 1). A semiring homomor-
phism is a multiplicative monoid homomorphism preserving the unit element. We
let Srg denote the category of semirings together with semiring homomorphisms.
Let R and S be semirings. Consider the tensor product R⊗S of the underlying
monoids. Given r1, r2 ∈ R and s1, s2 ∈ S, we define the product of simple tensors
as
(r1 ⊗ s1)(r2 ⊗ s2) = (r1r2)⊗ (s1s2).
This extends to a well-defined, commutative multiplication on R⊗S. The element
1⊗ 1 is a unit element. It follows that R⊗S has a natural structure as a semiring.
If we want to stress that R ⊗ S has a semiring-structure, we write R ⊗Srg S. This
is the tensor product of R and S in the category of semirings.
All rings will be unital and commutative. Equivalently, a ring will be a semiring
such that the underlying additive monoid is a group. Given rings R and S, the
tensor product R ⊗ S of the underlying groups has a natural multiplication such
that R⊗S is a ring. This is the tensor product of R and S in the category of rings.
B.4.2. A partially ordered ring is a ring R together with a partial order ≤ such
that 0 ≤ 1 and such that:
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(i) If a ≤ b, then a+ c ≤ b+ c, for any a, b, c ∈ R.
(ii) If a ≤ b and 0 ≤ c, then ac ≤ bc, for any a, b, c ∈ R.
In particular, the underlying group of R together with ≤ is a partially ordered
group. This induces a forgetful functor
F : PORg→ POGp.
Let R be a partially ordered ring. As for partially ordered groups, we define the
positive cone of R as
R+ = {a ∈ R : 0 ≤ a} .
As in the group case, we have R+ +R+ ⊂ R+ and R+ ∩ (−R+) = {0}. Moreover,
we have R+ ·R+ ⊂ R+. Thus, the positive cone is a cancellative, conical semiring.
Now let R and S be partially ordered rings. Consider the tensor product R⊗S
of the underlying rings. As for partially ordered groups, there is a natural partial
order on R ⊗ S with positive cone given as the image of R+ ⊗ S+ in R ⊗ S. This
partial order is compatible with the multiplication, and we denote the resulting
partially ordered ring by R⊗PORg S. This is the tensor product of R and S in the
category PORg.
Equivalently, we can consider R⊗PORgS as the tensor product R⊗POGpS of the
underlying partially ordered groups equipped with a product as in Paragraph B.4.1.
B.4.3. Recall that Srg denotes the category of semirings. We let ConSrg denote
the full subcategory of conical semirings. Further, we let Srgcanc (respectively
ConSrgcanc) denote the full subcategories of cancellative (conical) semirings. We
have a functor
P : PORg→ ConSrgcanc,
which assigns to a partially ordered ring R its positive cone R+.
Conversely, it is easy to see that the Grothendieck completion of a semiring
S has a natural multiplication giving it the structure of a ring. If S is conical,
the image of S in Gr(S) defines a partial order on Gr(S). Let PORgdir be the
full subcategory of PORg consisting of directed partially ordered rings. Then the
Grothendieck completion induces a functor
Gr: ConSrg→ PORgdir.
The situation is completely analogous to the connection between (cancellative)
conical monoids and (directed) partially ordered groups that was discussed in
Paragraph B.3.2. Therefore, we have the following analog of Proposition B.3.3:
Proposition B.4.4. The functors P and Gr from Paragraph B.4.3 establish
an equivalence between the following categories:
(1) The category PORgdir of directed partially ordered rings.
(2) The category ConSrgcanc of cancellative, conical semirings.
B.4.5. In Proposition B.4.4, we have seen that the full subcategory PORgdir
of directed, partially ordered rings is equivalent to ConSrgcanc of cancellative, con-
ical semirings. This equivalence is also compatible with the tensor product in the
following sense: Given directed partially ordered rings R and S, we have
R⊗PORg S ∼= Gr(R+ ⊗ S+).
Conversely, if M and N are cancellative, conical semirings, then the semiring
(Gr(M)⊗POGp Gr(N))+
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is isomorphic to the reflection of M ⊗N in the subcategory of cancellative, conical
semirings.
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algebraic Cu-semigroup, 68
algebraic Cu-semiring, 146
algebraic order, 174
algebraic pre-order, 174
almost algebraic order, 31
almost divisible, 119
almost Riesz decomposition, 31
almost unperforated, 53
auxiliary relation, 11
on S ⊗POM T , 90
on (bi)morphism sets, 87
basis (of a PreW-semigroup), 11
C∗-algebra
local, 16
pre-, 16
purely infinite, 115
simple, 43
strongly self-absorbing, 2
category
C∗, 29
Cu, 21
C∗
loc
, 16
PreW, 12
W, 12
compact containment, 11
compactly generated space, 165
completed Cuntz semigroup, 21
congruence relation, 168
conical monoid, 171
countably-based, 11
Cu-bimorphism, 94
generalized, 94
Cu-completion, 25
Cu-morphism, 21
generalized, 21
Cu-product (of a Cu-semiring), 107
Cu-semigroup, 21
algebraic, 68
elementary, 44
residually stably finite, 59
simple, 43
simplicial, 72
stably finite, 47
Cu-semimodule, 107
Cu-semiring, 107
algebraic, 146
solid, 109, 149
characterization, 109
classification, 156
Cuntz equivalent, 17
Cuntz semigroup
completed, 28
of Jacelon-Razak algebra, 132
of Jiang-Su algebra, 118
of UFH-algebra, 128
pre-completed, 17
Cuntz subequivalent, 17
dimension monoid, 72
directed complete partially ordered set
(dcpo), 22
divisible
q-, 129
element
almost k-divisible, 119
almost divisible, 119
compact, 11
finite, 47
full, 35
properly infinite, 47
purely noncompact, 57
soft, 53, 57
weakly purely noncompact, 57
Elliott’s Classification Conjecture, 1
enriched category, 163
extended state, 45
finite element, 47
functional, 45
ideal, 37
lattice, 39
inductive limits
in Cu, 27
in C∗
loc
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in PreW, 15
in W, 16
infinite element, 47
internal hom-bifunctor, 164
interval, 56
countably generated, 69
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soft, 56
Jiang-Su algebra, 2, 73
local C∗-algebra, 16
monoid, 167
conical, 171
partially ordered, 172
positively ordered, 172
weakly divisible, 146
monoidal category, 163
closed, 164
concrete, 163
symmetric, 163
nearly unperforated, 73
nearly unperforated Conjecture, 80
no K1-obstructions, 78
nonelementary Cu-semigroup, 44
nonelementary semiring, 147
(O1)-(O4), 21
(O5), 31
(O6), 31
order-hereditary, 37
order-ideal, 37
partially ordered group, 176
directed, 176
partially ordered monoid, 172
partially ordered ring, 178
POM, 172
positive cone, 176
positively ordered monoid, 172
almost divisible, 119
almost unperforated, 53
cancellative, 69, 176
nearly unperforated, 73
preminimally ordered, 74
q-divisible, 129
q-unperforated, 129
simple, 74
simplicial, 72
stably finite, 74
unperforated, 72
weakly separative, 74
pre-C∗-algebra, 16
predecessor, 65
preminimally ordered, 74
PreW-semigroup, 12
properly infinite, 115
properly infinite element, 47
property
(QQ), 59
(RQQ), 59
purely infinite C∗-algebra, 115
purely noncompact, 57
R-multiplication, 107
Range problem, 5
rapidly increasing sequence, 21
rationalization, 126
Cu-semigroup, 128
real multiplication, 132
realification, 134
regular relation, 53
Regularity Conjecture, 3, 124
regularization of a relation, 53
relation
compact containment, 11
Cuntz equivalence, 17
Cuntz subequivalence, 17
stable domination, 52
way-below see compact containment 11
representable functor, 82
Riesz decomposition property, 69
Riesz interpolation property, 69
Riesz refinement property, 69
ring, 178
partially ordered, 178
solid, 109
Scott-topology, 22
semigroup
idempotent, 113
semiring, 178
nonelementary, 147
solid, 151
simple (Cu-semigroup), 43
simple (positively ordered monoid), 74
simplicial monoid, 72
soft, 57
soft element, 53
soft interval, 56
solid Cu-semiring, 149
stably dominated, 52
stably finite Cu-semigroup, 47
stably finite positively pre-ordered monoid,
74
state, 45
strict comparison, 137
strongly self-absorbing C∗-algebra, 2
supernatural number, 126
tensor product, 84
in Cu, 94
associative, 96
continuous, 96
in PreW, 90
continuous, 96
in W, 95
Toms-Winter Conjecture, 3, 124
UHF-algebra
infinite type, 128
unperforated, 72
almost, 53
nearly, 73
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q-, 129
V-category, 163
V-functor, 163
V-natural transformation, 163
W-bimorphism, 86
generalized, 86
W-completion, 13
ω-continuous, 22
W-morphism
generalized, 12
W-semigroup, 12
(W1)-(W4), 11
(W5), 32
(W6), 32
way-below see compact containment 11
weak cancellation, 31
weakly divisible monoid, 146
weakly purely noncompact, 57
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<s (stable domination relation), 52
<∗s , 53
C∗
loc
(category of local C∗-algebras), 16
γ(S) (reflection from PreW in Cu), 27
≤I , 37
≤p, 73
⊳, 46
≪ (compact containment), 11
⊗ (tensor product in Mon), 168
⊗Cu, 94
⊗POM, 173
⊗PrePOM, 173
⊗PreW, 91
≺ (auxiliary relation), 11
- (Cuntz subequivalence), 17
∼ (Cuntz equivalence), 17
∼I , 37
τmax
A,B
, 101
τmin
A,B
, 101
∝, 52
∝∗, 53
aˆ, 46
a≺ (set of ≺-predecessor of a), 11
C∗ (category of C∗-algebras), 29
C∗
loc
-lim
−→
(inductive limit in C∗
loc
), 19
Con (category of conical monoids), 171
Cu (category of Cu-semigroups), 21
Cu(A) (completed Cuntz semigroup), 28
Cu(S, T ) (Cu-morphisms), 21
Cu[S,T ] (generalized Cu-morphisms), 21
Cu-lim
−→
(inductive limit in Cu), 27
Ek (elementary Cu-semigroup), 44
F (S) (functionals), 45
G+ (positive cone), 176
Gp (category of groups), 170
Gr(M) (Grothendieck completion), 170
Idl(a) (ideal generated by a), 40
Kq, 127
L(F (S)), 46
Lat(S) (lattice of ideals), 39
Latf(S) (singly-generated ideals), 40
Lsc(F (S)), 46
M∞(A), 16
Mq (UHF-algebra), 128
Mon (category of monoids), 167
POGp (category of partially ordered
groups), 176
POM (category of positively ordered
monoids), 172
PORg (category of partially ordered
rings), 178
PrePOM (category of positively
pre-ordered monoids), 172
PreW (category of PreW-semigroups), 12
PreW-lim
−→
(inductive limit in PreW), 15
Q, 157
R (Jacelon-Razak algebra), 132
Rq , 127
R∗ (regularization of a relation), 53
Spnc (purely noncompact elements), 59
Ssoft (soft elements), 57
Swpnc (weakly purely noncompact
elements), 59
SR (realification), 134
S/I (quotient semigroup), 37
W (category of W-semigroups), 12
W(A) (precompleted Cuntz semigroup),
17
W(S, T ) (W-morphisms), 12
W[S, T ] (generalized W-morphisms), 12
W-lim
−→
(inductive limit in W), 16
Z (Cuntz semigroup of Jiang-Su
algebra), 98
Z (Jiang-Su algebra), 73
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