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The mixed postman problem is formulated as ar; integer linear program. ,\ one to one 
correspondence is established between the extreme points of the linear programming polyhed- 
ron and pnme assigned Euler networks. A prime assigned Euler network gives tise to a set of 
length equivalent prime postman tours. &me prime postman tour is optimal. Thus, it is 
sufficient o search the extreme points of the polyhedron to find an optimJ postman tour. 
1. Introduction 
The postman problem is the problem of finding a shortest length iour in a 
connected network where each edge and arc is required to be traversed at least 
once. This would be the problem faced by a postman delivering mail i”rom a truck 
along street segments, or the prablem faced by the delivery of other municipal 
services such as street sweeping or snow removal. 
The underlying network is either totally undirected, totally directed, or mixed. 
When the network is totally undirected, the resulting problem is the well-known 
Chinese postman probiem. It has recently been examined in detail by Edmonds 
and Johnson [5] and others [ll, 121, and solution methods are given. The case for 
which the network is totally directed, which has been referred ti:, as the directed 
Chinese postman problem, has also been examined [2,5,12] and is easily solved. 
However, when the network is a mixed network no exact solution procedure, in 
general, solves the postman problem (except integer linear programming techni- 
ques). In this paper, we address this most general case of the postman problem, 
namely, the mixed postman problem (note that the undirected and directed cases 
are subsumed by the mixed case). 
In Section 2 we define what we call an assigned Euler network. Such a network 
yields a postman tour for *he original network. In Section 3 we define a pr1~ 
assigned Euler network. Some prime assigned Euler network is optimal and so it 
is enough to find a shortest prime assigned Euler network. It is shown in Section 4 
that there is a one-to-one correspondence between prime assigned Euler net- 
works and the extreme points of a certain convex polyhedron. Therefore, in 
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searching for an optimal postman tour it is sufficient tee, search the extreme points 
of the specified convex polyhedron. In Section 5 we relate our results to several 
special cases of the postman problem. Although this paper does not investigate 
algorithms based upon the results of Section 4, we do suggest possible strategies 
in Section 6. 
2. Problem descrfptfon and formulatfor; 
The postman problem is the problem of finding th,e shortest length tour in a 
connected network where leach edge and arc is traversed at least once. Let 
G=(N,E,A) b e a strongly connected network’ consisting of a set of nodes N, a 
set of undirected edges E, and a set of directed arcs A. It is assumed that G 
contains no loops but may ihave multiple edges and arcs connecting any pair of 
nodes.* Each edge and arc, i.e. each link, has a non-negative length. A traversable 
path from node ni to nk iS a lsequence of links which allows traversal from ni to nk. 
A tour in G is a traversable path that begins and ends at the same node. 
A postman tour T in G is a tour in G which contains each link at least once. 
The postman problem is solved by finding a minimum length postman tour in G. 
An Euler tour is a postman tour which contains each link exactly once. Of course, 
if G contains 2n Euler tour, then this tour is an optimal postman tour. 
The existence of an Euler tour on a network G was characterized by Ford and 
Fulkersun [h 1.’ The degree of a node is the number of links incident to it. An arc 
which is outgoing from a node is positively incident to that node, and an arc which 
is incoming to a node is said to be negatively incident to that node. A node is 
called pseudo-symmetric if the number of positively incident arcs equals the 
number of negatively incident arcs. A network is said to be symmetric if each 
node is nseudo-symmetric. 
Tkorem 2.1 (Ford and Fulkerson [6]). An Euler tour exists on a connected 
network G if and only if 
(i) euery node n E N has euen degree, and 
(ii) for aery X E N, the diference between rhe number of arcs from X to x and 
the numbe; of arcs from Jk to X is less than or equal to the number of edges joining 
X and j?, where X is rhe compliment of X. 
Note that if G is symmetric then it contains an Euler tour. 
If G is irot Euler, then a postman tour T on G will require that some of the 
links be traversed more than once. Correspondmg to such a T, we can construct a 
‘. A network G is said to be strongly connected if for every ni, nk EN (qic PI,), there exists a 
traversable sequence from n, to nk. Edmonds and iohnson [S] show that a postman tour exists on G if 
and only if G is strongly connected. 
‘. A loop is an edge or an arc that connects a node to itself. For the purposes of finding an optimal 
postman tour it can be ignored. 
‘. Their result generalized earl+ results for directed graphs (E = (4) and undirected graphs (.A = 8). 
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unique directed network G(T)=((N, A(T)) from G and T as follows. For each 
time that a link in G is, traversed, place in A(T) a parallel arc, where the direction 
assigned to the arc corresponds to the direction of traversal on the link By 
construction, G(T) contains an Euler tour which corresponds to the postman tour 
7’ on G. We will refer to G(T) as an assigned Euler network of G. An optimal 
postman tour T yields a minimal length assigned Euler netwaurk, where the length 
of the network is defined to be the sum of the lengths of the links of the network. 
In general, an assigned Euler network does not have to be constructed from a 
postman tour on G. To consider this, suppose A(G) is the arc set obtained from 
the union of the arcs ,4 of G and the set of arcs formed by all possible directed 
copies of edges in E. A network G’ = (IV, A’) is said to be an assigned Euler 
network of G if 
(i) G’ is Euler, 
(ii) A’ is composed of arcs from the set A(G), and 
(iii) each link of G has at least one paralled arc copy in 14 ‘. 
For an assigned Euler network G’ of G we can find an Euler tour on G’ and use 
this to form in the obvious way a postman tour T on 6. Then, G’ = G(T) for 
some postman tour T. Note that for a postman tour T on G, the network G(T) is 
unique, but that there may exist several postman tours corresponding to a given 
Euler network G’.4 
Since a postman tour T on G can be constructed from an assigned Euler 
network of G, it follows that the solution procedure for the pastman problem can 
be divided into two parts [S]: 
(1) Determine (i) the number of copies of each link of G :md (ii) determine for 
the edges the appropriate assigned direction for the copies necessary to form an 
assigned Euler network of minimal length. 
(2) Find an Euler tour on the assigned Euler network. rrom this construct a 
postman tour on 6. 
Finding an Euler tour on an Euler network is a straightforward process and 
there are algorithms for this [S, 7, lo]. Thus, the postman problem is solved when 
an optimal G’ is found. 
The problem of finding a minimal length assigned Euler network of G can be 
formulated as an integer linear programming problem (ILP). For the purposes of 
this formulation, we introduce the following notation. Let E = IE] and a = IAI, 
where I-1 denotes cardinal@. Arbitrarily label the edges of G from 1 to E and the 
arcs of G from E + 1 to E +a. Let e’(Z’) refer to the ith edge (link) and LP”+‘(P+~) 
refer to the ith arc (labelled as link E + i). 
To construct he network G’ = (N, A’), we introduce the following non-negative 
variables to count how many times each edge and arc appears in A’. Let e’ 
connect nodes ni and nk, j C ?c. I&t the corresponding directed arcs in A(G) be 
denoted as aziel and Czi, with assigned direction from ni to nk and from nk to ni, 
4. me number of Euler tours on a directed Euler graph is computable by a formula given in [T]. 
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respectively. Then, let the edge variables Xzi._i and X2i count the respective 
number of parallel copies of A2’-’ and 2i 2i that will be in A’. For arc Q’!+~ E A, let 
its ‘mage in A(G) be denoteld as 62E+i. Then, let the arc variable XZE+i count the 
uimber of parallel copies of ti2s+i that will be in A’. 
To consider the length of the network G’, let the length of each edge e’ e E be 
given bv dzi* where d,i 30, and define d2i_, = d2i, and let the length of each arc 
ff ’ l ’ be given by d2E+i, where dqe+i 20. 
To foonulate the mixed lpostman problem as in ILP, the arc variable3 are 
required to be at least one, and the sum of the two opposite edge variable? are 
required to be at least one. The requirement that G’ be an Euler network is 
expressed by equating the number of arcs and directed edges leaving each node to 
the number entering. An arbitrary one of these flow equations is redundant and 
so the equation corresponding to the last labelled node is omitted. Define the 
numbers I, m, and n to be I := E + a, m = INI -- 1, and n = 2s +cw. 
The IL3 formulation of the: mixed postman problem (MPP) is then as follows 
minimize f d,x,, 
j-1 
(1) 
subject tc 
c xj - c xi=O, i=l,...,, m, (2) 
IEr(&,) jcr- ‘(PI,) 
X2i-_I+X2izL1, i=l,...,e, (3) 
X2f+iz”lr i=l,...,cw, (4) 
xi30, j=l,..., II, (5) 
x+nteg,er, j= 1.. . . , n 03 
where I’(Q) is the set of all indies of arcs in A(G) that are positively incident to 
node n,, and I’-‘(q) is the set of all indices of arcs in A(G) that are negatively 
incident to node ni. Later we will Iwork implicitly with the surplus variables of Eq. 
(3) and (4). These will be denoted as Si, for i = 1, . . . , 1. 
Once feasible xi, j = 1, . . . , VI, are found by solving (2)-(6), a unique assigned 
Euler network can be constructed and a postman tour on G from the assigned 
Euler network can be determined. 
The contribution of this p(aper is the establishment of a one-to-one correspon- 
dence between the extreme points of the polyhedron given by Eq (2)-(5), and a 
set of assigned Euler networks which satisfy certain necessary conditions for 
optimality. An optimal Euler network is contained in this set. It is also shown that 
the extreme points of the Ipolyhedron given by (2)-(5) possess a near integer 
property that easily yields the $ values of a corresponding postman tour. 
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3. Rime assigned Euler networks 
In the previous section we have shown that the postman problem on G is 
equivalent to the problem of finding a minimum length assigned Euler network 
G’. If we are given an assigned Euler network G’ and G’ contains no shorter 
length network which is itself an assigned Euler network for G, then G’ is in some 
sense of minimum length, although not necessarily optimal. Tltis motivats;s 
consideration of a set of assigned Euler networks which we call prime c -2gned 
Euler networks. 
Let G’ be an assigned Euler network and T some postman tour on G such that 
G(T) = G’. Let S be a traversable path in T from node ni to node 1;1:, such that the 
image of S in G’ contains at least one set of arcs which form a directed ,:)ath from 
hi to nk. ‘Ihe largest number of such arc-disjoint paths in G’ is called th: number 
of assigned copies of S in G’. 
DefinItIon 3.1. An assigned Euler network G’ for 2: network G is salid to be prime 
when it satisfies the following conditions: 
(i) No proper partial network of G’ is an assigned Euler network for G. 
(ii) If G’ contains several copies of an edge, then either all are assigned the 
same direction, or G’ contains excztly two copies of an edge and both copies are 
oppositely assigned. 
(iii) Let S’ and S* be two different sets of edges and axs in G, each forming a 
traversable path between the same pair of nodes (either lo the same or opposite 
direction). If G’ has only one assigned copy of each of S’ or S*, then some edge 
or arc in S’ or S* is copied in G’ only once. If G’ has two or mart: copies of S’, 
then some edge or arc of S* is copied in G’ only once. 
We now show that some prime assigned Euler network is optimal, 
is sufficient to find a shortest prime assigned Euler network. 
and hence it 
Theorem 3.1. Same prime assigned Euler network is optimal. 
Proof. Suppose G* is a minimum length assigned Euler network for G. Let d(a) 
denote the length function. 
Condition (ii). For any edge e in G whose length is positive, G’” satisfies 
condition (ii), because if G* does not, then oppositely assigned copies of e in G* 
may be removed in pairs from G* while still retaining the degree and pseudosym- 
metry of the adjacent nodes. The resulting network G** has d(G**)x d(G*), 
which is a contradiction. Suppose G contains one or more edges of zero length 
and suppose G* does not satisfy condition (ii). Then, the above described removal 
procedure performed on edges of zero length results in a network GZ2* which 
satisfies condition (ii) and for which d(G”*) = d(G*). 
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For the case above where G* does satisfy condition (ii), define G2* = G”. 
Then, in either case we have an assigned Euler network G** which satisfies 
condition (ii) for all edges and for which d(G**) = d(G*). 
For the proof of condition (iii), it is important to note that for a traversable path 
S in G an assigned Euler network G’ can contain exactly one assigned copy of S 
and yet contain two copies of each edge and arc in S. For example, suppose S 
contains one edge and one arc and G’ contains two assigned copies of the edge, 
one in each direction, and two copies of th (= XC. Note that G’ contains exactly one 
assigned copy of S. 
Conditiorr (iii). Let S’ and S” be two traversable paths in G between the same 
pair of nodes. 
Ctzse 1. S’ and S* are oriented in the same direction. (a) If d(S)< d(S*) (or 
vice versa), then G** satisfies condition (iii), because if it does not, then an 
assigned copy of S* can be removed ffrom G** and replaced with an assigned copy 
of S’. This procedure maintains the degree and symmetry of all nodes. The 
resulting n&work G’” has d(G3*)<d(G*), which is a contradiction. (b) If 
d(S’) = d(S*), then the above described removal procedure may be performed 
until no more assigned cspies of S* can be removed from G** without violating 
the requirement that each link of Ci has at least one parallel arc copy in G**. 
Performing this procedure on all such pairs of paths results in an assigned Euler 
network G3* which satisfies condition (ii), condition (iii), Case 1 and for which 
d(G’*) = d(G*). 
For subcase (a) above if we define G3* = G**, then the previous comment 
about G3* applies here allso. 
Case 2. S’ and S* are oriented in opposite directions. (a) If d(S’) + d(S*)> 0, 
then G’ satisfies condition (iii) because if it does not, then a directed tour of links 
formed from an assigned copy of S’ and an assigned copy of S* can be removed 
from G3* while still maintaining the degree and pseudosymmetry of all nodes. 
The resulting network G”” has d(G4*)< dC,G*), which is a contradiction. (b) If 
d(S’) = 0 - d(S*), the above removal procedure may be performed with the same 
restrictions as that for Case 1 above. Performing this procedure on all such pairs 
of paths results in an assigned Euler network G4* which satisfies both conditions 
(ii) and (iii) and for which d(G4*) = d(G”). The satisfaction of conditions (ii) and 
(iii) for all edges and pairs of traversable: paths in G implies that condition (i) is 
satisfied. Hence G4* is prime. Since sI(G4*) = d(G*), it follows that G4* is 
optimal, and hence the proof that some prime assigned Euler network is optimal. 
From Theorem 3.1 it is sufficient to consider only prime assigned Euler 
networks in searching for a minimum length assigned Euler network. The 
importance of this comes from the result, to be given in the next section, that 
there is a one-to-one correspondence between prime assigned Euler networks and 
the extreme points of the polyhedron given by Eqs. (2)-(S). 
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4. An extreme point property 
Consider the ILI? given in Eqs. (l)-(6). If we convert the inequalities to 
equations, then in matrix notation the problem can bte written 
minimize d’x, (7) 
subject to 
x,sao, (9) 
x, s integer 
where C is a matrix of dimension m X n corresponding to Eq. (2), s is a vector of 
surplus variables having one variable per link, U is a matrix of dimension I x n 
and I is the identity matrix of dimension I, where U and -I correspond to Eqs. 
(3) and (4), and 1 is a vector of ones having dimension 1. 
The jth column of P, C, and U is denoted, respectively, as Pi, Cj, and Ui. Let 
uk be a unit vector having a “+l” in posiion k. Then, note that for j G2 E dnd 
k = [ijl where 1.1 means the smallest integer greater than or equal to its argument 
that 
and 
p2k-l = 
c2k-1 
[ 1 , and P2k = . uk 
The columns Pzk--l and P2k for k s E will be referred to as the columns of an 
edge pair (specifically, for edge ek). 
We will refer to a cFEain as being a traversable path from node ni to ni having 
no repeated link. It is well known [6] that K is a chain from node ni to ni if and 
only if 
(11) 
where k, is the approximate superscript for link Zh having the desired assignment 
of direction, and t corresponds to a link from node rk to ni. 
We now wish to investigate the properties of extreme points of the polyhedron 
given by Eqs. (2)~(5), or in matrix notation, by Eqs. (8) and (9). This can clearly 
be done by considering basic feasible solutions to Eqs. (8) and (9). Let I3 be an 
(m + 2) x (m + 1) submatrix of I? Nec\:ssary conditions for B to be a basic matrix 
are given by the following lemmas. 
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Lemma 4,,1. Suppose the matrix B corttains an edge column of P. Then, B is a basis 
mamk of (8) only if the other columin of the edge pair and correspovzding surpkus 
column are not both in B. 
Proof. Suppose that B is a basis containing columns P2k-1, P2k, and P”+k, where 
k c E. clearly, 
Dn+k = _#Sk - ’ + p2k. ) 
which contradicts the linear independence of these columns. 
Lemma 4,2. L.et K’ and K* be two c,hains connecting two nod& such that K1 and 
K’ contain some different links. L& B contain the appropriate columns of P 
associnted with the links of K’ and K’. Tlren, B is a basis matrix only if there is at 
least one fink of K’ UK* such that either 
(i) the link is an edge of G I;md B contains neither the other column of the edge 
pair nor the corresponding surplus column, or 
(ii) rhe link is an arc of G and E# does not contain the corresponding surplus 
COlUt?llZ. 
pro0.T. Assume that the conditions of Lemma 4.1 are satisfied (or else B is not a 
basis). 
Casa (a) K’ and K* have the same orientation. 
Suppose that no edge or arc column corresponding to K’ or K* satisfies the 
conditions of the theorem. For a given edge or arc in K’, let Pf be its appropriate 
column in B, and c its corresp~onding surplus column, or the other column of the 
edge pair, as given in B. If P$ and Pfi are the columns of an edge pair, then let 
A+; and A?= -$. 
If Pfl is an edge or arc column and P,sl is the corresponding surplus column, then 
iet 
Ai,= 1 and A?=:l. 
(Notice by Lemma 4.1 that no edge has both the other column of the edge pair 
and the corresponding surplus column in B.) By Eq. (11) and the structure of ea,:h 
column of P, we readily have the 
which contradicts the linear independence of the columns of B. 
Case (b) K’ and K* have otpposite orientation. 
The ,proof fohows a similar procedure to that of Case (a). 
4.3. Matrix B is a fea,sible basis matrix only if B 
column for each edge and arc of the network G. 
contains an edge column 
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Proof. Trivial. 
We can now give a correspondence between prime assigned Euler networks and 
matrices which satisfy the conditions of Lemmas 4.14.3. We will first show that 
any feasible basis matrix gives rise to a prime assigned Euler network. For this, we 
need the following theorem. 
Theorem 4.L Euch extreme point of the polyhedron g&n by (8)-(g) has ccmpo- 
nent values of 0, 4, or some positive integer. If an edge pair of variables is Basic, 
then these variables can take on onZy the values 0, 4, or 1, and furthermore, if one 
edge uariablti has the value i then its edge pair also has the value $. All other edge 
variables, arc variables and surplus variables are integral. 
Proof. Let B be a feasible basis matrix for (8)-(g). Permute and partition I3 to 
look like 
[ 
Cl c3 
I 0 
Is= 0 0 ____-______- 
0 I 
-cl c, i 0 
I oio B, 0 
0 I I 0 = fJ* -1 I _____-__-- ->  w-e- [ 1 0 0:-I (12) 
where 
(i) the submatrix [C,, I, 0, 0] contains edge columns that have their correspond- 
ing edge pair columns in B, and these columns are contained in the submatrix 
C-C,, L 0, O], 
(ii) the submatrix [C,, 0, 0, I] contains edge and arc columns wbichl have their 
associated surplus columns in B, and theqe columns are contained in “Lhe submat- 
rix [0, 0, 0, -I], and 
(iii) the submatrix [C,, 0, I, 0] consists of all the remaining edge and arc 
columns. Clearly, some of these columns and rows may be vacuous. For example, 
if B contains no edge column whose edge pair column is also in B, then the 
submatrices, in (i) above are vacuous. 
Let ~1, x4,, ~2, x3, and s be the vectors corresponding to the column groupings in 
B ; namely, x1 and x2 are the vectors corresponding to the edge pairs in B, x4 is 
the vector of edge and arc variables having their associated surplus columns in B, 
and x3 is the vector of remaining edge and arc variables of B. We must solve 
(13) 
Xl, x2, x3, x4* s 2 0. 
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We have from (12) and (13) 
C,(Xl -x2) + cg, + c,x, = 0, 
x,+x2 
= 
1, 
x3= 1, 
x4 -,,I‘ =l, 
x,, x2, x3, x4, s 3 0. 
Define y = x, -x2. Then, the liirst three equations of (14) become 
,c,.,1(J,=-c2* I, 
4 
(14) 
(15) 
x1+x2= 1. 
Let det (5) be the determinant of 5. From the partitioning of 5 in (12) it is 
clear that the det (5) = *det (5,) = *det ([2C,, C3D f 0 since 5 is a basis matrix 
(note that [C,, C,] is a square Imatrix). The det ([2C,, C,j) # 0 implies that the 
det ([C,, C3D f 0, and hence lit follows from the total unimodularity of the matrix 
C that the det ([C,, C,J) = f 1. 
Since CC,, C3] is unimodular, it follows that -[Cl, C,]-’ - C2 - 1 is integral. Let 
-EC,. CJ’ - C2 - 1 = (z,, z2)‘. Then, from (15) 
y=x1-x2=21 
x1+x2= 1, (16) 
x4 = z2, 
Xl, x2, x4=0 
where z1 and z2 are integral. From (16) we have only three possibilities for each 
edge pair in 5 : 
X1-i = 07 x2.i = l7 Zi=-1 
x1.1 = 1, x2.1 = 0, Liz1 
oi 
1 
xl.i = I9 
1 
X2.i =%9 Zi =O 
where it is clear from the notation tlhat xl,i and X2.i are an edge pair of variables. 
We already have that x3 = 1. Finallly, since z2 is integral, it immediately fol!ows 
that s is integral. This completes the proof of the theorem. 
Let 4 be the components of a basic feasible solution where all values of 3 are 
rounded up to 1. Notice that these I:~ values satisfy Eq. (2)-(6), and consequently 
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are the traversal numbers for a postman tour, or equivalently are the number of 
assigned copies of edges and arcs for a unique assigned Euler network G(T) for 
G. Construct the network G(T) in the normal manner from the 4 values. Then, 
G(T) satisfies the following theorem. 
Theorem 4.2. An assigned Euler network formed by rounding up to 1 the 3 values 
of an extreme point to Eqs. (Z)-(5) is a prime assigned Euler network. 
Proof. Since the positive Zj are associated with basic columns of P, using Lemmas 
4.1-4.3 it is straightforward to show that Definition 3.1 is satisfied. 
It should seem reasonable that we can also go the other direction; that is. that a 
prime assigned Euler network will give rise to a basic feasible solution to Eqs. 
(8j-(9). We now show this. 
Let G(T) be a prime assigned Euler network for G, and recall that G(T) 
satisfies the conditions of Definition 3.1. Construct the matrix Q from the 
columns of the matrix P as follows. 
(1) For each edge of G(T) place in 0 the edge column from P which 
corresponds to the assignment of the edge. 
(2) For each arc in G(7) place in Q the arc column from I? 
(3) If more than one copy of any assigned edge or arc is in G(T), then place the 
,.corresponding surplus column in Q. 
(4) If G(T) contains two copies of an edge, where exactly one of them is 
assigned one direction and one the other direction, then place in Q both columns 
of the edge pair. 
We note that Q may not be square. The matrix Q is referred to as the 
associated matrix of G(T). The correspondence between prime assigned Euler 
networks and matrices which satisfy the conditions of Lemmas 4.1 and 4.3 is 
given by the following result. 
Lemma 4.4. Let Q be the associated matrix of G(T). Then, Q salcisfies the 
conditions of Lemmas 4.1 to 4.3. 
Proof. By the construction of Q and Definition 3.1 it is readily appasent that 
Lemma 4.1 and Lemma 4.2 are satisfied. Finally, since G(T) is an assigned Euler 
network for G, Lemma 4.3 is satisfied. 
Since the matrix Q satisfies the conditions of Lemmas 4.1-4.3, the result which 
one might reasonably conjecture is given by the following theorems. 
Theorem 4.3. Let G(T) be 
Q are linearljj independent. 
a prime assi,gned Euler network. Then, the columns of 
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Proof, Suppose that G(T) is a prime assigned Euler network. Let Q be tbe 
associated matrix of G(T), where the columns of Q are Phi,. . . , R”f. 
Suppose that the columns of Q are linearly dependent. Then, there exist scalar 
A, not all zero such that 
hlPh’f * * - +AfPhf =o. (17) 
Since the surplus columns of P are linearly independent, there is at least one 
A, # 0 corresponding to an edge or arc column. Renumber the index set in (17) so 
that 
(i) this first Ai#O becomes A,, 
(ii) AZ, . . . , A, are the remaining non-zero scalars, and 
(iii) the edge and arc columns for A,, . . . , A, are first r columns (note that r z 2), 
and consequently, assuming s - r > 0, the remaining columns for h,+1, . . . , A, are 
surplus columns. Define s - r = t, and let the surplus columns Phr+b, i = 1, . . . , t, be 
given by 
Then, 
0 
p’,*,= r 1 . . . , i E I,. 
L-w,J 
from (l7), it follows that 
AIChl = -(A,@+ . . . +AICh), 
A, Uhl = - (A2Uh’ + . . . + AJ?) -t Ar+l~k, + * * a + A,+tuk 
(18) 
(19) 
for A, # 0, i = 1,. . . , r + t, and where U’ is the ith column of the submatrix U of the 
matrix P (recall Eq. (8)). 
Note that for p# q, Up and Uq are linearly dependent if and only if Pp and p4 
are the columns of an edge pair. Thus, for (19) to be satisfied with hjf 0, 
i=?,.., r + t, it follows that 
(i) for each edge column Pha, i E I,, either 
(a) Uha = Uhk for some k E I,, in which case P”l and Phk are the columns of an 
edge pair, or 
(b) for some j E I,, Uha = Us, in which case P “r+f is the surplus column for Phi, 
and 
(ii) for each arc column P’c, for some j E I,, Uh* = t&k,, and so Ph-+i is the surplus 
column of Phi. 
Column Phi corresponds to an edge, or arc, connecting a pair of nodes. Suppose 
this pair of nodes is M, and n,. Let us denote this single edge, or single arc, path 
as K’. It is straightforward to show that (18) is satisfied if and only if columns 
Ph2, . . . , Ph. correspond to the edges and arcs of a traversable path K* connecting 
nodes n,,, and n,. Since G(T) is a prime assigned Euler network, K’ and K’ must 
satisfy the conditions of Definition 3.1. Thus, by the construction of Q, the 
conditions (i) and (ii) of the previous paragraph cannot hold for each edge and arc 
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column in Q. This is a contradiction, and hence it follows that the columns of Q 
are linearly independent. 
Theorem 4.4. There exiists a unique extreme point 
ing to every prime assigned Euler network of G. 
solution x to W(5) correspond- 
Proof. Let G(T) be a prime assigned Euler network for G. Let Q be the matrix 
associated with G(T) and let 3 be the values a.ssociated with G(T); namely, Xj are 
the number of assigned copies of edges and arcs of G in G(T). If there are any 
Xzi-l= Xpi =lfori~&: thensetthesevaluesto&Letxk,fork=n+l,...,n+l 
be such as to satisfy (3) and (4). Then x = (%) is a solution to (2)-(S), and the 
columns of Q correspond to the positive Xi. By Theorem 4.3, the columns of Q 
are linearly independent, and therefore x is an extreme point solution to (2b(5). 
Note that if Q is a square matrix that x is a unique non-degenerate basic 
feasible sclution, If Q is not square, then there are columns of Y which together 
with the columns of Q form a feasible basis matrix for x. In this case, a number of 
different degenerate basic feasible solutions correspond to the extreme point x. 
We now give the main result of this paper. Note that the following theorem is 
an immediate consequence of Theorems 4.2 and 4.4. 
Theorem 4.5. The network G(T) is u prime assigned Euler network for G if and 
only if the rci values which give the number of assigned copies of edges and arcs of 
G(n are equal to the vallues given by some extreme point x of Eqs. (2)-(5) where all 
the 3 values of the extreme ;)oint are rounded up to I. 
Note that Theorem 4.5 gives a one-to-one correspondence between the ex- 
treme points of (2)-(5) and prime assigned Euler networks for G. Theorem 4.5 
together with the fact that a prime assigned Euler network for G yields a postman 
tour for G implies that it is sufficient to search the extreme points of the 
polyhedron given by Eqs. (2)-(5) to determine an optimal postman tour on G. 
For the purposes of the discussion above, it was assumed that G = (N, E, A) 
was a mixed network. Clearly, the results apply for G = (N, E) an undirected 
network, and for G = (N, A) a directed network. 
5. Some implications 
In this section =tie discuss some of the implications of the results of the last few 
sections to special cases of the postman problem. 
By Theorem 4.5, a feasible solution to Eqs. (2)-(5) guarantees an extren-.r: point 
solutian which in turn leads to a postman tour. Conversely, a postman tour can be 
used to obtain a feasible soluticn to (2j-(5). Thus (see footnote l), a network G is 
strongly connected if and only if (2)-(5) has a solution. 
102 C.H. Kappauf, G.J. Koehler 
Suppose for the network G = (N, E, A) that E =$I By Theorem 4.1, the 
resulting directed postman problem has only integral solutions. In fact, the 
resulting problem is just a minimum cost flow problem. When A = 8, the resulting 
problem is the Chinese postman problem. Theorem 4.1 implies that Eq. (6) can 
be replaced by 3 8 or 1. The linear programming relaxation of this problem 
would have Eq (3) replaced by X2,_, +x7.i = 1 for i = 1, . . . , E. 
L& G be any connected network having an Euler tour. Let T be such a tour on 
G. Tnen G(T) contains the same number of links as G and each associated edge 
and arc variable will be 0 or 1. By Theorem 4.5 we have that (l)-(5) has an 
optimal solution consisting of only O-l components. Conversely, if (l)-(5) has an 
optimal solution consisting of only O-l comporcents, no link of G is copied more 
than once to give the associated assigned Euler network G’. With G’ we obtain a 
postman tour T on G where G(T) = G’. The tour T must be an Euler tour since it 
is a postman tour with no link tra”.;rsed more than once. 
6. Possible solution strategies 
It is appropriate to note here that Papadimitriou [13] has proven that the mixed 
postman problem is NP-complete. Thus, in the sense of Edmonds, the problem is 
a hard one to solve computationally. Certainly, searching the extreme points of a 
convex polyheJron may be ine”ificient at best, and computationally intractable at 
worst. However, we feel that the extreme point result is theoretically interesting. 
Although we do not investigate algorithms that could be obtained from the 
results, we do snggest possible solution strategies that perhaps could be the basis 
of good heuristics. 
As statrsd earlier, to solve the postman problem it is sufficient to search the 
extreme points of the polyhedron given by Eqs. (2)-(S). There are methods for 
searching extreme points that appear to work well even in settings similar to the 
postman problem. For example, Andrew, Hoffman, and Krabeck [l] have given 
results snnilar in spirit to Theorem 4.5 for the set covering problem. Lemke, 
Salkin. and Spielberg [9] have proposed an implicit enumeration algorithm for 
searching the extreme points and have reported moderate success for problems 
having up to 200 rows and 500 variables. 
Alorig these lines it should be noted the Eqs (2)-(5) have a generalized upper 
bounting structure [4] which allows for easier basis inversion. On the other hand, 
the postman problem is quite degenerate and usually many bases correspond to a 
given extreme point. Thus moving to new extreme points may be difficult. 
Aicug different lines, the results of Theorem 4.1 can be used to convert 
prob3em (l)-(6) to a mixed integer program where one edge variable of each edge 
pair is required to be integral. A slight modification can be made to this 
formulation by introducing one binary variable for each edge with all other 
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variables allowed to be continuous. 
method may prove useful. 
In either Bender’s partitioning 
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