Differential evolution (DE) is a popular, simple, fast, efficient and stochastic optimization technique which shows a solid performance for diverse continuous optimization problems. However, the control parameters used in DE are fixed. This fact motivated many researchers in past few years to present improved variants of DE. It has been done by (1) modifying the self structure of DE, (2) integrating additional components within the structure of DE. For each category, several algorithms have been reported in the literature. Among of them, in this article, we have been selected four self structural modified adaptive variants of DE, called DE/best/1, DE with random scale factor, DE with time varying scale factor, modified differential evolution, after studying their working principles. Performance comparisons of all these algorithms are provided against the classical DE for ten numerical benchmark functions with the following performance measures: solution quality, number of generations required to find the optimal solution and frequency of finding the optimal solution. From the simulation results, it has been observed that the convergence speed of the recently proposed modified differential evolution is significantly better than others. Also statistical significance test has been carried out to establish the statistical significance of the results.
Introduction
In recent years, global optimization (Horst, et al. 2000 , Price 1999 , Torn & Zilinskas 1989 , Ratschek & Rokne 1988 has become a rapidly developing field. The optimization problems can be defined as a computational problems in which the object is to find the best of all possible solutions, or more formally, find a solution in the feasible region which has the minimum (or maximum) value of a given objective function. Hence, the optimization problems are arising many diverse application areas. Although, most problems in different fields can be formulated as opti-mization problems, the need of efficient optimization algorithm is ubiquitous for scientific community. Despite of its importance and the effort invested so far, the method for solving global optimization problems are not satisfactory enough. Therefore, the challenge is to determine an absolutely best solution for a general non-linear function with many variables and complex attributes attracts the attention of researchers. However, Evolutionary Algorithms (EAs) (Goldberg 1989 , Kirkpatrik, et al. 1983 , Eberhart & Shi 1995 are well acceptable to the scientific community due to their nature of simplicity and parallelization.
In 1995 The performance of all the methods has been evaluated on a number of well-known benchmark functions and compared the speed of its convergence. Moreover, its effectiveness has also been evaluated in terms of the quality of solution, number of generations required to find the optimal solution and the frequency of finding the optimal solution. Finally, statistical significance test, called t-test, has been performed to show the relevance of the results.
Classical Differential Evolution and its variants

Classical Differential Evolution
Differential Evolution is a relatively recent heuristic designed to optimize problems over continuous domains. In DE, each decision variable is represented in the vector by a real number. As in any other evolutionary algorithm, the initial population of DE is generated randomly, and then evaluated. The kth individual vector of the population at time-step (generation) t has d components (dimensions), i.e.,
For each target vector G k (t) that belongs to the current population, three randomly selected vectors from the current population is used. In other words the dth component of each trial vector is generated as follows.
Here F is a mutation factor. In order to increase the diversity of the perturbed parameter vectors, crossover is introduced. To this end, the trial vector:
Q k (t + 1) = [Q k,1 (t + 1), Q k,2 (t + 1),...,Q k,d (t + 1)]
