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Granular materials are a ubiquitous yet ill-understood class of media. Different approaches and
techniques have been developed to understand the many complex behaviors they exhibit, but none
have been completely successful. I have instituted a novel means to understand granular materials.
This novel method, the Hydra String Method (HSM), is an efficient and autonomous way to trawl
the potential energy surfaces (PESs) to enumerate the saddles, minima, and connections between
them. I have applied the Hydra String Method to bi-disperse configurations of soft spheres to map
out ensembles of pathways between stable packings of the system. These transition pathways are
a low-dimensional projection of the larger PES. By understanding these pathways and how they
connect to one another may allow for the prediction of the dynamics of a granular system as it
moves between stable packings.
In this thesis, I show some interesting results about the PESs that arise from systems of Hertzian
disks. For example, the basins of attraction around minima of these PESs possess “tentacles” that
twist and curl through configuration space and the profile of these basins have a characteristic shape,
Energy ∝ x1.7. I have also found novel results about the networks formed by these minima such
as: the networks appear to be small-world networks, gamma distribution of the minimum/saddle
energies, and the separation in energy space of the various branches of the network.
The Hydra String Method is also a useful tool to visualize high dimensional PESs. These
surfaces are vast and complex and have not been the subject of much study. This leads me to
propose natural extensions of the Climbing String Method and the HSM: the Climbing Kite String
Method and the Flying Hydra Method. These two methods enable one to explore more fully the
iii
PESs of an arbitrary system. This can potentially be used to study chemical and granular systems
that possess too much kinetic energy to be well described as gradient systems.
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CHAPTER 1: INTRODUCTION
Granular materials are ubiquitous in our everyday lives and have been for as long as humans
have walked the earth. From the sugar we put in our coffee to the aggregate used to pave our
roads. From the twigs and branches that humans have used to start fires to the sand and dirt upon
which we walk. From the powders that make up the myriad medicines we use to the clumps of
hair on a barber’s floor. The class of granular materials is second only to water in materials used
by humans [40]. Granular materials are almost literally everywhere. Yet, scientists still lack an
adequate way to describe them [13] and attempts at firmly grasping the dynamics and mechanics of
granular materials have been as fruitful as firmly grasping a handful of sand; it quickly runs away
from us.
Ancient peoples likely had similar reactions to granular materials as we do. They surely realized
just how bizarre they are! They are firm enough to stand on, to jump on, one can even construct
massive pyramids on sand 1. But, granular materials are also able to easily flow like a liquid through
our fingers or in an hourglass. This seemingly contradictory combination of properties was put
to good use by ancient peoples. For example, some archaeologists believe that the obelisks of
Ancient Egypt were “raised” by dragging them up a pile of sand and then letting the sand fall away
to allow gravity to gently lower the obelisk in place [7, 43]. This extreme feat of civil engineering
ingeniously exploits both the stability of sand, to keep the obelisk in place, and the “fluid” behavior,
to lower the obelisk.
Both the stability and fluidity of granular materials are in themselves quite strange. Determining
when a pile of grains will collapse [5, 14, 42] or how the stability of a building’s foundation will
change over time is an incredibly complicated question. The flow of grains is no less complicated.
1Pyramids built on sand do have a tendency of collapsing eventually. The Pyramids at Giza, for example, are
built on bedrock, which is a much better foundation.
One of the stranger behaviors of flowing grains is the constant rate at which they flow through a
hopper or funnel [27]. This is put to use in hourglasses where one can easily subdivide the time
intervals with equally spaced markings on the side. However, even this seemingly regular flow can
be completely and suddenly arrested if a stable arch of particles blocks the flow [36, 44]
The modern formal study of granular materials was pioneered by Brigadier Ralph Alger
Bagnold with his book The Physics Of Blown Sand And Desert Dunes [2]. In 1932, he was part
of an exploration of the Libyan desert using motorized vehicles. While exploring the desert, he
became fascinated by the movement of sand dunes that migrate across the desert as the sand is
blown by the wind. He was inspired to continue his study of granular materials when he returned
home after his exploration. Bagnold set up a labroatory equipped with a wind tunnel and began one
of the first serious forays into the study of blown sand.
Since Bagnold, the field has come a long way with many more brilliant minds putting their
efforts towards fully understanding the nature of grains and their interactions. With their expertise
we have been able to firm up the foundational basis of granular materials with more rigorous
mathematics and more insightful experimental techniques.2
1.1 Current Approaches
Current approaches to understanding granular materials come in the three standard flavors of
modern day physics: theoretical, experimental, and computational. Theoretical approaches include
statistical mechanical models and kinetic theories3 for granular flows. Experimentalists have taken
quite a liking to force imaging via photoelastic disks, and computational approaches make heavy
use of molecular dynamics simulations and Monte Carlo methods.
2For a wide overview of the current state of granular matter research, I recommend the Handbook of Granular
Materials by Scott Franklin and Mark Shattuck [13]. It has been indispensable to me in the course of this
work.
3Kinetic theories of granular materials typically deal with systems subject to very large shear forces which
are quite unlike the systems I wish to study.
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The first statistical mechanics approach for jammed granular materials came from Sir Sam
Edwards in the late 1980s. His approach likens the different stable configurations of granular
systems to the microstates of thermodynamic systems. This approach analogizes the volume of the
system to the energy of a thermodynamic system and from this an entropy and temperature analog
can be derived. The Edwards model works well under certain situations but does not hold in general.
A review of the Edwards Ensemble can be found in [4].
Monte Carlo methods to study stable packings follow one main approach, randomly generating
systems of jammed grains and studying the resulting contacts, forces, and stresses therein. The
generation of these systems seems somewhat bizarre at first, a collection of grains of arbitrary
shape are initialized so that no particles overlap. The particles are then enlarged until two particles
contact. The system is then randomly perturbed in an attempt to break the contact. This process of
enlarging and perturbing is continued for a number of steps to create a static packing. This initial
static packing can then be used as a seed for further generation. These generated packings have lead
to results [1] similar to what I have found and will discuss in sections 2.3.2, 3.1.1, and 3.1.2.
Molecular dynamics approaches to granular materials have been the subject of much work
over the past 15 years. The O’Hern group in particular has devoted significant effort to developing
molecular dynamics tools and simulations. These approaches typically simulate the motion of
grains by only looking at the “discrete events”. That is, instead of calculating the position and
velocity of every particle at every time step by integrating the equations of motion, these simulations
calculate when a collision would occur between particles, or between particles and a boundary.
The simulation then “jumps” to that point in time and updates the positions and velocities after the
collision occurs. A summary of the various numerical procedures and results of these simulations is
available in Section 3.2 of [13].
My computational research is inspired by the experimental and data analysis work being done
in the Daniels group at North Carolina State University, so I focus on those in my thesis. My work
also borrows heavily from the analysis of chemical reaction pathways. In the rest of this section, I
will endeavor to weave these ideas together.
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1.1.1 Force Imaging via Photoelastic Disks
In the early days of studying force distributions between grains, the best way to probe the forces
was to use carbon paper. Granular systems of, for example, glass spheres would be prepared, then
carbon paper would be placed around it. The system could then be subjected to compression or
shear forces and the force distribution of the particles would be shown by the size of the marks left
on the carbon paper [17,34]. This method of probing the force distribution is clearly not perfect and
only the forces at the boundary could be ascertained.
This carbon paper method has been replaced, and many granular matter researchers instead
make use of photoelastic particles. Photoelasticity is the phenomenon whereby the optical properties
of a material are changed as the material is deformed. The varying optical properties can be used to
visualize the stress in a material and experimentally determine the stress. This is done by using a
polariscope, an optical device created by sandwiching the object of interest between two quarter
wave-plates which is then sandwiched between two linear polarizers offset from each other by a
90-degree rotation. By shining polarized light through the polariscope and imaging it from the
opposite end, the stress, and thus force, can be visualized.
Such experiments allow us to see the interesting way in which forces propagate through a
system of grains. This is often performed on “quasi two-dimensional” grains, which are disks
made of a birefringent material. Similar techniques have also been used to visualize force chains in
spherical particles [22].
1.1.2 Measuring Forces in Photoelastic Disks
Until recently, determining the magnitude of the forces seen in photoelastic imaging experiments
was not possible. Only the relative magnitude could be ascertained by inspection of the magnitude
of the light propagating through the particles. This is not as useful as knowing the exact magnitude.
However, a recent development allows experimentalists to determine the values of these forces [8].
Software code was written by Kollmer and available on GitHub [24] that takes an image of
photoelastic particles as an input which is then analyzed for contacts between particles. The software
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then makes a guess as to the values of these forces and analytically determines what the stress
distribution and thus the pattern of light would be. This guess is compared to the input image and
the guess is improved upon until it converges to within a given accuracy.
Being able to determine the exact magnitude of the forces present in granular systems provides
a plethora of data for granular matter researchers to use. The original scope of this research included
matching computational results from my work with experimental results from the Daniels lab and
making use of the force data. Unfortunately, their experimental setup was damaged and they have
not yet been able to repair it.
1.2 Stable Packings and the Transitions Between them
Many of the studies of granular materials using photoelastic particles focus on looking at stable
packings of particles, that is, configurations of grains that minimize the potential energy between
grains. A prototypical example of such a study consists of a collection of grains or disks contained
in some confining geometry, often a square or rectangular box. The walls of the box are then
sheared or compressed into the particles, exerting force on them. This shear or compressive motion
of the walls is generally quite small and does not cause radical changes in the configurations of the
particles. However, even with these small changes, there are large variations in the forces between
particles.
Another common set-up is an annular shear cell. This set-up does not allow one to study
stable-packings, but rather, it allows one to study when stable packings “fail” and large changes in
particle positions occur, often accompanied by contact changes between particles. If one plots the
average force on the particles as a function of time during a shearing experiment, the plot would
look quite similar to that from stick-slip dynamics. The average force slowly increases until it
reaches a critical point and a large rearrangement occurs and the average forces drops suddenly.
The system starts in a relatively stable configuration, is activated by the shear forces from the walls,
and eventually ends in a relatively stable configuration.
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1.3 Analogy to Chemical Systems
The plot of the average force increasing and then decreasing as the system moves between
states is remarkably similar to reaction-coordinate diagrams used to model chemical reactions. This
similarity implies that there are similar physical underpinnings between these systems. In these
reaction-coordinate diagrams, the y-axis is potential energy x-axis is the “reaction-coordinate”, a
parameterization of the system’s path as it progresses through the reaction. In a similar vein, we
can look at the potential energy stored in the system grains. By using Hertzian Contact Mechanics,
we can see that the disks used in these experiments are well modeled as linear springs. That is, the
energy stored by two interacting disks is proportional to the square of their compression. When
looking at the system through this lens, we can see similarities between the dynamics of grains and
the dynamics of chemical systems. Both move between energy-minimizing configurations, through
a higher-energy state, and then return to an energy-minimizing state.
This similarity is not exact. Granular systems are distinct from chemical systems because the
dynamics of granular systems are not driven by thermal fluctuations. Every interaction between
grains dissipates energy from the system. To understand this, one need only consider what happens
to cereal as one pours it into a bowl. The individual pieces of cereal are momentarily excited as they
leave the box, but they quickly come to rest in a stable pile4. Chemical systems, on the other hand,
have microscopic particles whizzing around, bumping into one another and exchanging energy. We
are, however, not without hope of applying these ideas to granular systems, which I will expound
on after a brief diversion into gradient systems.
1.3.1 Gradient Systems
The thermal nature of chemical systems allows us to model them as gradient systems, that is,
systems whose dynamics are governed by an equation of the form,
4Continuing the thought experiment and adding milk to the bowl really complicates the whole endeavor, so
we will be eating dry cereal today.
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ẋ = −∇f(x). (1.1)
Here x is some parameter and f(x) is a continuously differentiable function.







Here mi and xi are the mass and positions of the nuclei and V is the potential energy of the








It is at this point chemists make the Born-Oppenheimer approximation, which states that the
wave-functions of the electrons and nuclei can be separated. With that approximation, an equation
of the form of Eq. 1.1 can be derived [15,29]. The assumption is rooted in the fact that the nuclei are
so much more massive than the electrons and in comparison their motion is quite slow. The nuclei
are said to move “adiabatically” through the reaction coordinate, that is, the nuclei continuously
have their kinetic energy damped to zero [38]. The nuclei behave as though they are submerged in a
viscous fluid with high damping [12]. This is, in a sense, the definition of a gradient system.
From this simple fact, the dynamics of chemical systems can be modeled and studied quite
well, and a large amount of study has been devoted to this approach. One of the first things that
arises from this model is that the progression of a chemical reaction will proceed along so-called
Minimum Energy Paths (MEPs). These MEPs connect the reactant and product states with an
energy-minimizing path passing through a transition state.
Another crucial fact is that the transition state is the highest energy point along the path, and
this transition state is a saddle point of the PES. More specifically, the transition state is a first order
saddle point, that is, a critical point where the Hessian Matrix has a single negative eigenvalue while
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all the others are positive. Because of the importance of these first order saddle points in studying
chemical reactions analytically or computationally, much work has been devoted to efficiently and
accurately finding them. I will discuss some of these methods in Section 1.4.
1.3.2 Granular Systems as Gradient Systems
I have talked at length about chemical systems and specifically chemical reactions and how the
tools and methods chemists have devised are successful at modeling those systems. I have also
said that granular systems and chemical systems are fundamentally different. But, it would be quite
convenient if granular systems could be modeled as gradient systems so that we could apply the
methods ready made by chemists. As I said before, we are not without hope.
Intuitively, we might expect a granular system to behave as a “thermal” system if the particles
are in some way continuously driven. This driving can come in several forms: rotating hoppers, the
annular shear cell described above, or by simply vibrating grains in an enclosed container. These
driving forces cannot be too large, however. If they are, the system might not follow the MEP we are
aiming for. Instead of quickly rotating hoppers/annular shear cells or violently shaken containers of
grains, we instead should consider slowly sheared and gently shaken systems. Or even moderately
sheared/shaken systems submerged in a viscous fluid.
A more rigorous justification follows readily. The motion of sheared particles with friction is
given by the differential equation,
r̈ + βṙ +∇V (r) = 0, (1.4)
where β is the coefficient of friction arising from the viscous fluid and we use the dot notation
for time derivatives. We have assumed a unit mass for all particles for simplicity. For a system to
behave as a gradient system, our intuition implies a need for a small value for ṙ, slow movement,







rττ + rτ +∇V (r) = 0. (1.5)
Taking β →∞ we obtain
rτ = −∇V (r). (1.6)
Thus, high friction and slow shearing dampens motion sufficiently to approach a gradient system
when viewed over a long timescale.
1.4 Saddle Point Finding Methods
As I have said, many schemes exist for finding saddle points for an arbitrary potential energy
function [35]. They can be classified as schemes that find saddle points when there is a known initial
minimum and schemes that find saddle points when both the initial and final minima are known.
The second kind of scheme is useful in computational chemistry when one knows the reactant and
product states but wishes to know more about how that reaction evolves in time, e.g., when one
wants to determine the various intermediary steps in a known reaction. I, however, focus on the first
kind because I do not know a priori where both minima of the potential energy will be.
The methods can also be broken down into “chain of states” methods or “mode following”
methods. Mode following methods calculate the eigenvector of the Hessian of the potential energy
of the system and “follow” the eigenvector to a saddle. Chain of states methods create a “chain”
where each “link” or “image” is a copy of the system slightly displaced from the images before and
after it. The entire chain is then made to follow a gradient descent. Here, I will use the chain of
states methods because in addition to finding a saddle point, they also find the MEP between the
saddle point and the minimum. These MEPs are how the system would most likely evolve between
those two positions and are everywhere perpendicular to the energy clines of the Potential Energy
Surface (PES).
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1.4.1 Nudged Elastic Band Method
One of the most popular methods used in computational chemistry is the Nudged Elastic Band
(NEB) method [28]. The NEB method connects springs between the images to prevent them from




The force applied to each image is
F
†
i = −∇V (ri)⊥ + (F
s
i , τ̂)τ̂ . (1.8)
In Eq. 1.8, F
†
i is the force acting on image i; ∇V (ri) is the gradient of the potential energy, V ,
while in configuration ri; and τ̂i is a unit tangent approximation of the path that the band takes at
the image. F
s
i is the spring force on image i,
F
s
i = ki,i+1(ri+1 − ri)− ki,i−1(ri − ri−1) (1.9)
where ki is the stiffness tensor between image i and image i+ 1. ∇V (ri)⊥ is the perpendicular
component of the gradient,
∇V (ri)⊥ = ∇V (ri)− (F
s
i , τ̂i)τ̂i. (1.10)
Here, (· , ·) is the inner product.
The NEB method converges to MEPs between two minima. It can also be modified slightly
to the Climbing NEB (CNEB) method [20] which finds a saddle point from an original minimum.
This is done by modifying the force on the final, climbing image of the band to
F
†
cli = −∇V (rcli) + 2 (∇V (rcli), τ̂cli) τ̂cli. (1.11)
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The other images along the band have the original force (Eq. 1.8) acting on them. This allows the
band to converge to a MEP while the climbing image climbs to a saddle point.
1.4.2 String Method
The String Method [11], like the NEB method, finds the MEP between two known minima
but is more computationally efficient and exhibits greater stability. To address the issue of the
images falling towards the minimum and bunching up there, the NEB method introduced the springs
between images to keep them separated. These spring forces are combined with the gradient
force already acting on each image. The String Method decouples these competing forces on
the images and treats them as entirely separate. The String Method first allows the images to
follow a gradient descent and then interpolates the images to equally space them along the string.
Decoupling these two processes allows the user to change the interpolation method “on the fly”. A
linear interpolation method can easily be changed to, for example, a natural spline method or any
other desired interpolation method.
1.4.2.1 Climbing String Method
The Climbing String Method [39] is a modification of the String Method where the final image
along the string is made to climb up against the gradient with the following force acting on it:
F cli = −∇V (rcli) + ν(∇V (rcli), τ̂cli)τ̂cli. (1.12)
Here, rcli is the configuration of the system at the climbing image, ν is a tunable parameter, τ̂cli
is a unit tangent approximation to the string at the climbing image, and (· , ·) is the inner product.
The tunable parameter, ν, needs to be greater than 1 and can be made larger to increase the rate
at which the string climbs. A common value for ν is 2, in which case the above equation is identical
to that of the climbing image force from the CNEB method (Eq. 1.11).
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The first image on the string is kept fixed at a minimum and the intermediary images follow a
gradient descent at each time step. As in the String Method, the intermediary images are redistributed
via an independent interpolation. A quick and computationally cheap option for this redistribution
is a simple linear interpolation.
To ensure that the string remains in the basin of the starting minimum, if at any time step
the energy along the string fails to be monotonically increasing, the string is cut at the point of
non-monotonicity. The string is then re-interpolated and the process is continued until it converges
to a MEP.
1.4.2.2 Image Number and String Dynamics
In the course of using the climbing string method, I found an interesting result. When the
climbing strings I used contained fewer images, the convergence speed of the string, measured in
time steps, increased. This seemed counterintuitive because the number of images does not appear
directly in Eq. 1.12. It only appears indirectly in the unit tangent vector which is obtained, in
practice, by creating a secant line between the climbing image and the penultimate image along
the string. As the number of images along the string increases, this secant line more accurately
approximates the unit tangent vector and, I thought, would improve the convergence of the climbing
string to a saddle point.
To see the effect of image number on the evolution of the climbing image, I will write F cli in
components parallel and perpendicular to∇V (rcli). I begin with,
F = −∇V + ν(∇V , τ̂)τ̂ = |∇V |(−∇̂V + ν(∇̂V , τ̂)τ̂). (1.13)
I have dropped the argument of V and the subscripts for clarity:
F = |∇V |(−∇̂V + ν|∇̂V ||τ̂ | cos(θ)τ̂) (1.14)
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Here, θ is the angle between τ̂ and∇V , which approaches 0 as the number of images approaches
infinity.
I can now rewrite this more succinctly since the magnitude of a unit vector is 1.
F = |∇V |(−∇̂V + ν cos(θ)τ̂) (1.15)
F = |∇V |(−∇̂V + ν cos2(θ)∇̂V + ν cos(θ) sin(θ))∇̂V ⊥ (1.16)
I have rewritten ν cos(θ)τ̂ in terms of components parallel and perpendicular to ∇̂V .
F = |∇V |(∇̂V (ν cos2(θ)− 1) + ∇̂V ⊥ν cos(θ) sin(θ)) (1.17)
Rewriting the perpendicular component slightly,
F = |∇V |((ν cos2(θ)− 1)∇̂V + ν
2
sin(2θ)∇̂V ⊥) (1.18)
Focusing on the perpendicular component, we recognize that sin(2θ) is an increasing function
between 0 and π
4
. We also recognize that, when τ̂ is less accurately approximated (fewer images
along the string), we are left with a larger angle between∇V and τ̂ . In practice, this angle is usually
less than π
4
. This means that with fewer images, we have a larger θ and a larger component of F
perpendicular to the gradient. The perpendicular component is what allows the climbing image
to approach the saddle while the parallel component allows it to climb away from the minimum.
When the perpendicular component is increased in magnitude, the climbing image approaches the
saddle more quickly.
This holds generally for n-dimensional potentials. This can be seen by looking at the behavior
at each discrete time step. For all t, the two vectors τ̂ and ∇̂V are in a common two-dimensional
plane and the above argument holds on this plane. As time progresses, this plane may change,
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but the argument holds on all such planes. That is, at all instances, if there are fewer images, the
perpendicular component of F will be larger and thus converge more quickly to a saddle.
1.4.2.3 Fixed Points of the String Method
While performing the above analysis, I also found a derivation of the nature of the fixed points
of the Climbing String Method. Namely, they are critical points and, under certain circumstances,
are guaranteed to be saddle points. To show this, I begin with the differential equation given in Eq.
1.18 which has fixed points given by
F = |∇V | < ν cos2(θ)− 1, ν
2
sin(2θ) >= 0, (1.19)
This is zero if either
|∇V | = 0 (1.20)
or
< ν cos2(θ)− 1, ν
2
sin(2θ) >= 0 (1.21)
Equation (1.21) can only hold if both ν = 1 and θ = 0, π
2
. However, we purposefully take
ν > 1 to avoid this. That leaves (1.20) as the only zero of the equation. That is, the only fixed point
of equation (1.18) is when the gradient of V is zero, a critical point. The climbing nature of the
climbing image prevents the string from converging to a minimum, and the gradient descent of the
intermediate images on the string prevents it from converging to a maximum.
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CHAPTER 2: THE HYDRA STRING METHOD1
This chapter presents the foundation of my new approach to predict the dynamic response of
purely repulsive-interaction granular systems from a defined energy landscape. I take a soft-sphere
quadratic potential between overlapping 2D bidisperse frictionless disks and map out energy-
minimizing jammed states as well as the paths between neighboring states that minimize the energy,
the minimum energy paths (MEP). Unlike other work that seeks to enumerate all uniquely jammed
states [1, 16], I seek only a representative sample of states as full enumeration is computationally
infeasible for even small systems of 12 particles. Note that the neighboring states and pathways
between them are dependent on the protocol generating the packing (c.f. ref. [45] that allows the
box size to change).
The idea of exploring an energy landscape is not itself new. In fact the building blocks of this
automated “Hydra” method are the string method [11] and its climbing variant [39] (two of many
such methods [3, 19–21, 23, 26, 35]) developed for use in computational chemistry to probe the
evolution of a single reactant to a product state with possibly many intermediate transition states.
These transitions are often diagrammatically sketched as a graph of energy vs. reaction coordinate
called reaction coordinate diagrams [30]. Intermediate transition states along this path appear as
maxima in energy, but correspond to saddle points in the full high-dimensional phase space of the
system. Such a saddle point sits on top of the local lowest energy barrier separating two states and
therefore chemical reactions are most likely to proceed over this barrier near a MEP (c.f. [46]). I
show a sample MEP in Figure 2.1 for a simple 2D potential (a and b) and for a more complicated
soft-sphere model (c) discussed in more detail in Sec. 2.2.
1This chapter is adapted from a paper Professor Newhall and I have submitted for publication in the journal
Granular Matter. The arXiv version is available at [32].
This automated method reduces the energy landscape to a network representation of transition
pathways between neighboring states, through saddle points, like those presented for smaller
systems such as six colloidal particles with depletion attraction [37], nematic liquid crystals on 2D
hexagons [18], small atomic clusters interacting with Lennard-Jones potential [9, 10] and 2D lattice
polymers [41]. Unlike previous approaches, I find not just the transition state but the full transition
path. The method sends out multiple climbing strings to find saddle points that are ensured to
be on the edge of the basin of attraction (for gradient-descent dynamics) around a minimum by
the monotonicity of the energy along the string. From the unique saddle points found, strings are
descended to find neighboring minima. This process is repeated and, like a Hydra, this “string” will
grow new exploring heads to continue mapping the energy landscape.
The main focus of this chapter is laying out a sequence of tests that can be applied to any
system with an energy landscape to determine parameters that balance accuracy with computational
cost and to efficiently sample higher-dimensional more complex systems. These tests seek general
characteristics of the basins of attractions around each energy-minimizing state in order to efficiently
climb out of the basins and sample the neighboring states. The first dictates how precisely each
state must be resolved to determine if two states are unique. The next characterizes the radial size of
a basin and informs how to resolve the smallest features of the landscape and how far away to look
for saddle points on the edge of this basin. The last test determines how many saddle points should
be found to have a reasonable sample of unique saddle points on the edge of the basin of attraction.
The remainder of the chapter is organized as follows: In Sec. 2.1 I present the details of our
Hydra String method. I explain the three main tests to apply to a system in order to determine the
parameters for the Hydra string method that will balance accuracy with computational efficiency
in Sec. 2.3. In Sec. 2.4 I apply these tests to the granular system given in Sec. 2.2. I conclude the
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Figure 2.1: (a) A simple potential function with a MEP shown in orange and (b) the normalized
energy along the transition path or “coordinate” shown in (a). (c) A similar example of an energy
vs. transition coordinate, but for a higher dimensional granular system moving between minima.
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2.1 The Hydra String Method and Algorithm
The Hydra String Method (HSM) is designed to explore the potential energy surface (PES) in a
systematic way, creating a network of connected minima and intermediate saddle points. Its base
pieces are the existing string [11] and climbing string [39] methods that find an MEP between two
minima, or a minima and unknown saddle point, respectively.
2.1.1 The Hydra String Method
A graphical explanation of the Hydra string method is illustrated in Figure 2.2 and summarized
by the pseudo-code in Algorithm 1. Its MATLAB implementation can be found on GitHub [31].
An initial minimum is found by choosing a random point and then performing a gradient
descent. This minimum is added to a running list of minima found on the PES. From this initial
minimum, a number of new strings, nstrings, with nimages images along each string are extended a
given distance, distext, in a random direction and allowed to climb following the climbing string
method described in Section 1.4.2.1. (A set of initial strings evolving are shown in Figure 2.2.a).
Those strings that converge to a saddle point (see the converged strings in Figure 2.2.b) have their
saddle points added to a running list of saddle points. The images on these saddle points are
then perturbed, away from the minimum from which they were found, and allowed to follow a
gradient descent until they converge to another minimum (see examples of such a converged path
in Figures. 2.2.c and d). These new minima are also added to the running list of minima. An
unexplored minimum is chosen from the list and the process begins again (see new evolving strings
in Figure 2.2.e and converged strings in Figure 2.2.f). This procedure is repeated until either no new
minima/saddles are found or a predetermined number of minima are explored. In practice, one only
wants to add unique minima(saddles) to the list of minima(saddles). Thus at every step where new
minima(saddles) are found, they must be compared to the preexisting list of minima(saddles) with a
tolerance, tolsad/min, to determine uniqueness before being added to the list.
18
Algorithm 1 Hydra String Algorithm
1: xrandom %randomly chosen position
2: xinitial = Descend(xrandom) %descend to initial minimum in system
3: xminnew = xinitial %add first minimum to list of unexplored minima
4: xminunique = xinitial %add first minimum to list of unique minima
5: while xminnew is not empty do
6: xmin = xminnew(1) %Pick next minimum to explore
7: delete xminnew(1) %Remove minimum to be explored from unexplored list
8: for i = 1:nstrings do
9: xminextended = Extend(xmin,distext) %Extend a string in a random direction
10: possibleunique sad(i) = Climb(xminextended)
11: if possibleunique sad(i) is unique then





17: for i = 1:Length(xsadnew) do
18: possibleunique min(i) = Descend(xsadnew(i))
19: if possibleunique min(i) is unique then





25: xminnew .append(xmintemp) %List of unexplored minima
26: xminunique .append(xmintemp) %Full list of unique minima




Two of the major benefits of this algorithm are its high parallelizability and its high degree of
flexibility in both execution and application. Each minimum can be explored independently from
the others, the strings all act independently from one another, and all of the images along each string
act independently from each other during the gradient descent step. Thus, the while loop in Line 5
of Algorithm 1 can be run as a parallel process, the for loops in lines 8 and 17 can also be run as
parallel processes, and the string evolution in the Climb and Descend functions can have each
image evolve in parallel. It is difficult to parallelize all of these process at the same time and is
disallowed in many programming languages. So a choice of where to parallelize must be made.
Parallelizing over the while loop requires significant inter worker communication as it requires
the list of potential new saddles and minima to be transferred at the end of each iteration. However,
parallelizing here is beneficial for investigating smaller systems where the minima/saddle lists are
small in memory or for a system that is very large or has a complicated potential function such
that the time spent finding the minima and saddles is relatively long compared to the time spent
transferring data between workers. The two for loops are easier to parallelize and parallelizing here
would be a natural choice for systems with simple potential functions where the time spent climbing
and descending strings is relatively quick. These options in the implementation of the HSM allows
it to be adapted to efficiently explore any system.
2.2 Example System
As a test of the HSM, I have applied it to a simple example system. This test system I analyze
is made up of 24 bi-disperse soft spheres in a 2D periodic domain of unit length. The particles have
a radii ratio of 1.4 to prevent crystallization with half having a radius RL = 0.1336 and half having
a radius RS = 0.0954. This arrangement of particles is shown in Figure 2.3.
The periodic boundaries allow me to simulate a larger system with comparatively few particles.
However, the periodicity introduces two symmetries to the system which are undesirable for the
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Figure 2.2: Depiction of the HSM on the 2D PES, E = x2 + y2 + sin(πx) + cos(πy), shown as
a contour plot. (a) Evolving climbing strings with one end pinned at the original minimum. (b)
Convergence of the strings to minimum energy paths ending at two new saddles. (c) and (d) Descent
from these saddles to new minima. (e) Evolving and (f) convergence of climbing strings from one



















Figure 2.3: A sample energy minimizing configuration of the 24 Sphere System.
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analysis I wish to perform; critical points become 2-dimensional sheets rather than points. These
symmetries correspond to concerted shifts of all particles in the x or y directions. To break this
symmetry, I fix one of the particles so it is not allowed to move even when other particles exert a
force on it. This removes the symmetries and reduces the dimensionality of the system to 46.
The potential energy of the collection of these soft spheres is simply the sum of the pairwise












In Eq. 2.1, N is the number of soft spheres, κi,j is the stiffness tensor (analogous to the spring
constant) between particles i and j, xi is the position vector of the center of particle i, Ri is the
radius of particle i, and Jij is zero if particles i and j do not overlap and one if they do. By setting
κ = 1 we find the energy-minimizing configurations, like the one shown in Figure 3, appear similar
to photoelastic disk systems studied by experimentalists studying shearing particles [25].
The number of minima of such a system scales exponentially with N [1] and most physical
systems will have N much larger than the 24 I have used here. This system is large enough to
prohibit an exact enumeration of minima/saddles yet not untractable as a test system for the HSM.
2.3 Applying the Method
The HSM requires several parameters, summarized in Table 2.1, to be set to efficiently generate
an accurate and useful network. To choose these parameters, we need information about the “basic
structure” of the PES. By “basic structure” I mostly refer to the structure of the basins of attraction
(for gradient-descent dynamics) around the minima in the PES since the Hydra String Method finds
minima, and first order saddle points which lie along the ridges of the basins. Of chief interest is
the distance between basins, a characteristic radial size of the basins, and the number of saddles
connected to a minimum. Knowing this structure tells us how far away from minima to look for
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Table 2.1: Hydra String Method Parameters
Parameter Description Value
ν
controls how quickly the climbing image climbs
towards a saddle, must be greater than 1
2
dt








the maximum number of time steps allowed in
the string evolution ODE solver
105
distext
the distance a string is initially extended away
from a minimum or saddle
0.15
nimages the number of images along a given string 10
nstrings
the number of strings to send out from each min-
imum to find new saddles
24
tolsad/min the tolerance to call a saddle/minimum unique 10−2
saddles, how accurately we need to resolve the basin, and how many strings we need to extend from
a minimum to find the saddles.
Since the structure of the basins of an arbitrary function are generally not known a priori,
I propose three numerical experiments as a way to deduce this basic structure. Each numerical
experiment I propose addresses one of the characteristics of the basins I am interested in. I will
make extensive use of these experiments to determine values for the various parameters used in the
Hydra String Method which will be discussed in Section 2.4.
In our experience, determining this basic structure requires an iterative approach. That is, the
easiest way to pick values for the parameters of the Hydra String Method is to first run the Hydra
String Method. This can be done with very conservative choices for the various parameters which
can then be used to refine those initial choices. This process can be repeated several times to more
fully understand the structure.
In this section, I will show the results of these numerical experiments when run on the PES
that arises from the system described in Section 2.2, a collection of 24 bi-disperse soft spheres that
interact with pairwise linear spring forces contained in a unit box with periodic boundaries.
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2.3.1 Determining the Distance Between Basins
When applying the Hydra String Method, the user must designate what the tolerance is to call
minima(saddles) distinct. This arises because the climbing strings may approach the same saddle
point or the hydra may curl back on itself and find the same minima over again. The strings may
approach this minima(saddle) from a slightly different direction and due to the flatness of the PES at
these critical points, they may approach slightly different values. One should appeal to the physics
of the underlying system to help determine which minima(saddles) should be considered distinct.
To investigate this, I propose the following numerical experiment. Determine a collection of
minima or saddle points. These can be found by either randomly sampling your PES and performing
a gradient descent to find local minima. Or the Hydra String Method can be implemented with
conservative values for the parameters required (small distext, small tolsad/min, large nstring, and
large nimages) as mentioned above. These parameters will be discussed at length in the following
section. With either approach, all that is necessary to perform the analysis is a collection of possibly
degenerate critical points.
Now calculate the pairwise distance between all of the minima(saddles) and plot them on a
histogram (as in Figure 2.4). Most of the pairwise distances should be quite large and indicate
unarguably distinct critical points. A second population may arise near the stopping tolerance from
the climbing string method ODE solver. Other populations may appear between these two pairwise
distance groupings. By exploiting the physics that gives rise to the PES the user can set a minimum
distance between basins(saddles) to call them unique.
2.3.2 Determining the Radial Size of a Basin
Knowing the characteristic radial size of a basin allows the user to pick a distance to initially
extend the climbing string. Unlike eigenvector following methods, the climbing string will always
evolve towards a saddle point for any arbitrarily small initial displacement away from the minimum.
However, near the minimum this evolution will be slow, as the gradient is near zero. Therefor


























Figure 2.4: Histogram showing the pairwise distances between saddle points in a PES that arises
from the system described in Section 2.2. The population between 10−1 and 100 (red) is the clearly
unique saddles and the population smaller than approximately 10−3 (blue) are the degenerate saddles.
The value I have chosen for tolsad/min is indicated by the vertical dashed line
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The characteristic radial size of the basin also gives the user a general sense of the smallest features
of interest of the PES. This knowledge can also be used to pick the number of images along each
climbing string. These images are what ultimately detect these small scale features of the PES and
ensure the MEP is resolved and has not left the basin of the minimum.
To determine the characteristic radial size of the basins, I propose the following numerical
experiment. Determine a representative collection of minima of the PES, as in Section 2.3.1. Perturb
these minima a small distance from the minimal state in many different directions. Then take these
perturbed points, gradient descend them, and determine if these perturbed points return to their
original minimal state. If the distance between the gradient descended configuration and the original
minimum is equal to or smaller than tolsad/min, I consider it to have returned. Track how many
perturbed points return to the original minimum and repeat this for many different perturbation
distances. This should be repeated for many different minima as the basins may not all be identical.
These results can be plotted as they are in Figure 2.5.
This analysis is similar to that done in [1] where the authors describe the basins as containing a
central spherical region within which all states can be relaxed back to the originating minimum.
Beyond this spherical region, there are spindles where configurations lying in the spindles relax
back to the minimum, but other configurations that do not. The radius of the central spherical region
is what I consider the “characteristic size of a basin” because within this region, all perturbations
will relax back to the original state. This distance can be seen in Figure 2.5 as the point when a
single line departs from 1. This analysis can also tell the user the size of the smallest features of
interest in the PES as well as reveal interesting features about the structure of the basins. This may
be of interest in and of itself, but this analysis will be necessary to implement the Hydra String
Method because I need these results to determine both distext and nimages, which will be discussed
in the next section.
27




















Figure 2.5: The results of a radial basin size analysis for the PES that arises from the system
described in Section 2.2. Each blue line represents a different minimum that was analyzed for its
radial size. This analysis indicates most basins have a radius of approximately 0.15, denoted by the
dashed line, because beyond this perturbation distance, a rapidly increasing fraction of perturbed
points fail to return to the original minimum.
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2.3.3 Determining the Number of Connected Saddles
The Hydra String Method calls for extending some number of climbing strings from each
minimum to find new saddles. To choose the number of strings to extend out, it is useful to know
how many unique saddles are connected to a given minimum. That is, how many saddle points lie
on the ridge of the basin of attraction for any given minimum.
To determine this, I propose the following numerical experiment. Again, find a collection of
minima to study. From each minimum extend out one string and note the saddle it converges to, then
send a second, a third, etc. Note how many unique saddles are found for the number of extended
strings. In practice, this can be accomplished by sending out a large number of strings all at once
and determining how many converged to unique saddles after the fact. This should be done for a
large number of minima because, as before, each basin need not be the same as the others. Plotting
these data as a series of histograms for various numbers of strings extended, as shown in Figure 2.6,
with the number of unique saddles found on the x-axis and the number of minima with that many
unique saddles found on the y-axis will give the user an idea of how many unique saddles the basins
in the PES have.
2.4 Parameters Involved in the Hydra String Algorithm and How to Choose them
Equipped with the numerical experiments from section 2.3, I will look at each parameter
tabulated in Table 2.1 and describe how to choose a value for it. Specifically, I will discuss how to
choose these parameters for the system described in Section 2.2. I find it convenient to group them
into three categories of parameters: those used to find a saddle, those used to ensure the saddle is
in the original basin, and those used to generate a network of saddles and minima. I discuss each
group in turn.
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Figure 2.6: A series of histograms showing the number of minima from which a search was started
and how many unique saddles were found connected to the minimum with a given number of strings
extended.
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2.4.1 Parameters Used to Find a Saddle
These are the parameters needed to find an individual saddle, i.e. those needed to implement
the climbing string method. They relate to numerically integrating the ordinary differential equation
(ODE) describing the gradient descent of the images, and don’t require specially designed tests to
find these parameters.
2.4.1.1 ν
The value of ν controls how quickly the climbing image climbs and must be greater than 1, but
not too large so as to cause the ODE solver to become unstable, preventing the climbing image from
converging. Too small a value will cause a slower convergence. I use the typical value of 2 since
this reflects the descent direction into the ascent direction, and the values of the other parameters
can be tailored around this choice.
2.4.1.2 dt
The size of a time step of the climbing string and gradient descent ODE solver should be chosen
by considering the normal accuracy, convergence, and stability issues: not too small to have an
excessive time to convergence and not too large to become unstable. The value of dt should also be
chosen such that the maximum movement of an image along the string during a gradient descent is
small enough to not jump over any important features of the energy landscape. I used dt = 10−3.
2.4.1.3 toldiff
The criterion to stop the evolution of the climbing or descending string is set by the difference
in euclidean distance of an image along the string between two consecutive time steps. That is, how
much an image moves between two consecutive time steps (including both ODE movement and
interpolation of the string images). This parameter should be smaller than the smallest feature of the
PES one wishes to resolve but also large enough that the string converges in a reasonable amount of
time. The results of the experiment in Section 2.3.2 can help determine the sizes of these smallest
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features. I found that 10−8 was a good balance between these conflicting goals. Note I choose not
to terminate the string evolution early if the end is nearing an already-found minima/saddle point,
as the calculation of distances is computationally expensive and potentially undesirable depending
on how the algorithm is parallelized.
2.4.1.4 nstepmax
The maximum number of time steps allowed in the string evolution ODE solver needs to be
large enough to allow convergence for most strings sent out during the snaking string algorithm.
However, too large of a value leads to unnecessary computational load from runaway strings that
have gone awry for one reason or another. This parameter is directly affected by dt, ν, and distext.
Thus, it should be chosen after suitable values of those parameters have been chosen. After finding
the maximum number of time steps needed for a typical string evolution, via computational trials,
a moderate margin should be added to this maximum to get a starting value of nstepmax . The
competing goals of minimizing computation time and allowing enough strings to converge to obtain
a representative sample of the saddles in a system must be balanced in choosing a value of this
parameter. I used 105 in this system.
2.4.2 Parameters to Ensure a Saddle is in the Original Basin
These two parameters, distext and nimages, ensure that the initial climbing string is perturbed
far enough away from the originating minimum (or initial string from a saddle) to allow for quick
climbing away from the locally flat region surrounding the minimum (or saddle). They also ensure
that the string has enough images to resolve the basin along this initial perturbation to be truncated
if the string is not monotonic in energy. These two values vary based on a granular system’s
parameters such as particle radii, number of particles, etc. and will vary for different sorts of PESs.
It is at this point that the analysis described in Section 2.3.2 should be performed. Looking at the
results of this analysis in Figure 2.5, we need to decide what the characteristic radial size across all
of these basins is. Each thin blue line corresponds to a single minimum, while the thick red line is
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the average result across these minima. The characteristic radial size across all these basins is taken
to be 0.16, or the maximum characteristic basin size of all the minimum (i.e. for no minimum do all
perturbed points return to the original minimum).
2.4.2.1 distext
A good choice is to pick the extension distance as the characteristic radial size across all of the
basins. In this case, from Figure 2.5 I have that distext = 0.15. Beyond this perturbation distance, a
rapidly increasing fraction of perturbed points fail to return to the original minimum, which would
require truncating the initial string for an increasingly large fraction of initial perturbations. One
could choose larger distances provided nimages is chosen appropriately. If there are enough images,
the basin is resolved well enough to locate its edge. If a string is initially extended beyond the
original basin, it will be truncated leaving enough images in the original basin so that the string can
be re-interpolated and continue climbing.
2.4.2.2 nimages
The number of images, nimages, should be chosen large enough to properly approximate the
MEPs. However, too many images will lead to an increase in the time spent running the algorithm.
For larger systems, this can quickly become computationally prohibitive. I recommend choosing
nimages such that the string resolves the smallest features of interest in the landscape. Figure 2.5
shows that there are larger and smaller basins, so sending out a string the distance of the average
basin size may miss these smaller basins. To prevent this, one should interpolate many images along
the string to capture these smaller features. In this case, I chose nimages = 10 so that an image falls
inside these smaller basins; while potentially ignoring some of the very small basins.
In this case, most of the basins have approximately the same structure. That is, they are
relatively flat and spherical up until about 0.16. If instead there were many basins with different
structures, one may need to have more images to accurately capture the complicated structure that
appears on the ridges of these basins. These basins are quite uniform and so I can choose a small
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number of images without missing many small features. I may not accurately resolve the MEP
but I am confident I find the minima and saddles of interest to our analysis. If one desires a more
accurate MEP, they should interpolate many more images to resolve it more finely. Additionally,
the number of images can be dynamically changed and clustered around regions of interest. For
example, the number of images near the climbing image can be increased to obtain a more accurate
tangent approximation.
The Interplay between distext and nimages Since the energy of the climbing string at each image
is kept monotonic by cutting the string if it ever fails to maintain monotonicity, the distext can be
chosen to be larger than the characteristic radial size of the smallest basin as long as the string
resolves the smallest basins of interest since the string will be cut if it fails to remain monotonic
in energy. For example, the distext can be chosen to be 0.2 instead of 0.16. I can then interpolate
more images, say nimages = 15, and if the string leaves a smaller basin, the string should detect
that it has left the basin, because the energy fails to be monotonic, and cut itself. Overestimating
the distext allows the strings to quickly leave the region with a small gradient and having a large
nimages prevents the over-extended string from leaving the basin.
2.4.3 Parameters to Make a Network of Saddles
The Hydra String Method generates a network where saddles and minima are nodes and the
minimum energy paths between them are the edges. To generate this network, I need to decide
which minima and saddles are unique from one another (as discussed in Sec. 2.3.1) and I need to
find the saddles between these minima.
2.4.3.1 tolsad/min
Often, the Hydra String Algorithm finds minima and saddles that are very near to each other in
euclidean space with nearly exactly the same energies. The question arises, are these differences
from numerical tolerances or are they in fact distinct points? To answer this I proposed the numerical
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experiment in Section 2.3.1 to determine a numerical tolerance to call these granular configurations
degenerate.
The results of such a numerical simulation are shown in Figure 2.4. Due to the number of
saddles included, I zoomed in to clearly see the important features. The region with pairwise
distances between 10−1.5 and 100 are the obviously distinct saddles which can be seen by plotting
the two configurations for a given pair in this region. The region between 10−2.5 and 10−8 are the
obviously degenerate saddles. Again this can be seen by plotting both configurations for any given
pair in this region and noting they overlap almost perfectly. From this, I chose tolsad/min to be 10−2.
All configurations closer than 10−2 in euclidean distance would be considered degenerate.
This histogram is likely to appear wildly differently for different PESs. In the case of a granular
material, these pairwise differences will change in magnitude based on the radii of the particles and
the number of particles themselves, and thus the dimension of the system. The distance function
begins to be less useful at higher dimensions and so different means to differentiate saddles and
minima may be necessary for sufficiently large systems. One possible substitute for the case
of granular materials is to look at the contact matrices of the constituent particles and defining
configurations with different contact matrices to be different. I propose using the distance between
configurations as the deciding factor instead of the contact matrix because recent work with soft
spheres found that contact changes do not always correspond to a saddle point in the energy
landscape [33].
It is important to note how variable this histogram may appear because this numerical experi-
ment requires the user to apply some knowledge about the PES and the physics of the system that
gives rise to that PES to interpret this plot and choose a value for tolsad/min. In my application, I am
not overly concerned with precisely finding the saddles or minima of the granular system. Rather, I
prefer to find many saddles and minima quickly to map out the PES and network of connected low




The number of strings to be sent out from each minimum to find new saddles should be large
enough to find a statistically representative sample of the saddles connected to a minimum but small
enough that not many of the strings converge to the same saddle. The analysis described in Section
2.3.3 should be performed to help choose the value of this parameter. The number of cores on the
system should also be considered when choosing a value of nstrings, due to the parallel nature of the
snaking algorithm, a multiple of the number of cores may make the execution more efficient.
Following the method outlined in Sec. 2.3.3, five histograms are shown in Figure 2.6 generated
for 20, 40, 60, 80 and 100 strings. The histograms might immediately indicate how many unique
saddles exist on the ridge of a basin. However, I have found that as more strings are extended, there
are generally more saddles to be found. I instead find it useful to look at the efficiency of these
strings which I define as the fraction of strings that find unique saddles. This efficiency is plotted
in Figure 2.7. Choosing an efficiency of 50% (half the maximum) would dictate ns = 20. Our
computing hardware has nodes with 12 or 24 cores, so I chose nstrings = 24 to take advantage of
the parallelizability of the Hydra String Method.
One may also want to apply an analysis that reveals how good of a sample of the surrounding
saddle points has been obtained relative to some physically meaningful quantity to determine the
number of extended strings. For example, has a good sampling of possible energy barriers between
the originating minima and saddle points been obtained? I plot the running average energy barrier
of all the unique found saddles as a function of the number of extended strings in Figure 2.8 for
a few different originating minima. The flatness of the line is a rough estimate of the error of the
average; a relatively flat line indicates enough samples have been obtained. From this figure, we
can see that the average energy barrier found levels off at different values for different originating
minima, but overall, the lines level off around 30 or so extended strings. As before, multiples of 12
are convenient so I might choose nstrings = 36 in this case.
In this system, the histograms from Figure 2.6 each appear largely uniformly distributed.
However, I have also analyzed systems with bi-modal or heavily tailed distributions. So, one should
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Figure 2.7: This plot shows the efficiency of the strings sent to find unique saddles around a basin.
The y-axis is what fraction of strings converged to new saddles and the x-axis is how many strings
were extended. This is an average over 750 minima.
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Figure 2.8: Each line is for a different originating minima; it shows the average energy barrier
between this minimum and the unique found saddles on the edge of the basin of attraction as a
function of the number of extended strings. Only approximately 20 lines of the 750 are shown for
clarity.
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look at these underlying histograms before immediately creating the efficiency plot to find a value
for nstrings as one may need a different measure of the average than a simple mean to effectively
create this efficiency plot.
One must also consider what is more important in their analysis of their PES. Is it more
important to find every connection between all minima of the PES? Or does one favor exploring
more of the PES at the cost of missing a few saddles and minima? In my case, I was not concerned
with finding every hard to find saddle but I do want to find the many possibly interconnected saddles
between minima (the reason for which I expand on in Section 2.5). So, I chose an intermediate goal,
finding many but not all minima and the connecting saddles.
2.5 Discussion
Choosing the various parameters in the Hydra String Method allows it to be adapted to different
goals such as short range accuracy or long range exploration. Thus one can choose if it is more
important to painstakingly map out every minimum and saddle point in your network? Or is it more
important to find many minima and saddle points far from the initial point from which the Hydra
String Method begins? These conflicting goals appear several times in the Hydra String Method.
Does one choose a short extension distance to ensure no nearby saddles are missed? Or does one
pick a large value to quickly find further away saddles? Does one extend a large number of strings
to find as many connected saddles as possible? Or a few to find the most common saddle points and
move further into the PES? And so on.
In my case, I am analyzing the PES of a collection of soft spheres to map out various transition
pathways the system can undergo. That is, starting in a stable configuration, what are the nearby
stable configurations and what unstable configurations, saddle points, do they pass through as the
system moves between these stable configurations? In this application, I favor exploring more of the
PES instead of finding every possible minimum or saddle point. Many of those configurations may
be unlikely for the granular system to reach and are therefore unimportant to our future analyses.
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However, for other systems the Hydra String Method might be applied to, it may be more
important to locate every minimum or saddle. For example, when studying a chemical system, one
might be interested in determining various by-products or possibly dangerous intermediate products
of a chemical reaction. In that case, it might be more important to find every possible minimum or
saddle point.
2.6 Conclusion
In this chapter I presented the Hydra String Method, a novel computational method to au-
tonomously and efficiently map the minima and first order saddle points of a PES. In doing so,
I presented a systemic approach to tailor the various system specific parameters of the HSM to
arbitrary systems and demonstrated this approach on an example soft-sphere granular system. The
results of the above numerical experiments may be very different for other systems with different
potential functions, such as a pairwise Lennard-Jones potential between particles, commonly used
in bubbles [48] and as a model for molecules/atoms in chemistry [6]. This broad applicability is one
of the major assets of this method.
In my case, I intend to apply this method to granular systems to map out the various stable
configurations and determine the MEPs that connect them. I believe that, these MEPs approximate
the transition paths the system undergoes when sheared slowly and with sufficient damping. I
hypothesize that the transitions with the lowest energy barriers will be the most likely transitions
the system will undergo when slowly sheared with sufficient damping.
Since this method utilizes the String Method, it inherits all of the benefits that the String Method
has over other saddle finding schemes. Of note are the modular re-interpolation of images along the
string and the improved stability. As previously discussed, the interpolation of the images along the
string can be easily changed from a linear interpolation to a cubic spline or any other method. If
desired, the images can be adaptively added to further refine highly serpentine paths, removed to
save computational costs, or redistributed to be “bunched up” around areas where the landscape
may have more intricate structure or “thinned out” in relatively barren regions.
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Finally, the advantage this method gains from its highly parallelizable nature and autonomous
execution can hardly be overstated. The method efficiently realizes computational speed ups with
growing numbers of parallel cores. The time spent climbing and descending strings is much
greater than the time spent with overhead memory transference and using a list of unexplored
minima to direct the workers mitigates wasted computation time spent searching already explored
regions of the PES. The upfront time spent in picking suitable parameters for the method is quickly
recouped in the autonomous execution of the search. With some intuitive precautions such as a
maximum number of time steps allowed on the climbing/descending functions (to prevent strings
from becoming stuck) and a maximum allowed energy along a string (to prevent run away strings)
the Hydra will happily branch out and explore any energy surface.
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CHAPTER 3: NETWORKS AND BASINS
In this thesis, I apply the HSM strictly to PESs that arise from systems of bi-disperse Hookean
1-spheres. I can vary the number of particles, the radii of the particles, and the nature of the
confining geometry. However, the HSM can be applied to disparate systems such as non-linear
spheres, systems of n-spheres, non-spherical granular particles, bodies under the influence of gravity,
atoms interacting via a Lennard-Jones potential, stochastic systems, and many more. These systems
define high dimensional surfaces that are incredibly complicated and potentially richly diverse.
The PESs of these systems can have an arbitrary number of dimensions, which makes them
difficult to explore and study. However, if instead of looking at the PES as an n-dimensional surface
and we instead look at the network of connected minima, we can greatly reduce the dimensionality
of the PES and make it more tractable to analyze. In such a network, the nodes represent minima
and the edges represent the energy barriers or saddle points traversed when transitioning between
stable configurations. The heights of the energy barriers can be encoded as weights of this network
in a directed network.
Converting the PES into a network of connected minima is useful to understand the transitions
between different configurations of granular particles. However, in doing so, we lose some of the
rich structure that constitute the basins around the minima. These basins have complex structure all
their own and are perhaps just as important to the dynamics of the granular systems as the connected
minimum network. Things such as the size and depth of the basins, their distribution in euclidean
space, the number of basin branches that extend from the center of the basin, and how many saddles
they lead to are just some of the interesting aspects of the basins we can study.
In this chapter, I will look at both the network generated by the HSM and some interesting
insights it gives as well as the underlying basins the network ultimately represents. At the outset,
I hypothesized that the number of particles, and thus the dimensionality, of the system would be
the largest factor affecting the network structure. More specifically, I hypothesize that the more
particles in the system, the more homogeneous the PES will become in both energetic terms and
network structure.
3.1 Basins of Attraction
To implement the Hydra String Method, extensive knowledge of the structures of the basins of
attraction that surround the energy minima of the PES was required as explained in Section 2.3.2.
These basins of attraction are an area of interest in many different fields such as computational
chemistry, deep learning for neural networks, optimization methods, and others. When moving
beyond systems with two or three dimensions, these basins become more difficult, if not impossible,
to visualize. Basins in higher dimensions have been studied for granular systems, as well as these
other fields, but there are still many unknowns. One study of these basins was done by [1] where the
authors found the n-dimensional basins have “spindles” sticking out from a central n-dimensional
spherical region. This is a fascinating result, yet, many questions remain.
To implement the HSM on different systems, I had to tackle many of these questions such as:
how far are the basins from one another, how “flat” are the basins, how many connected saddles are
there around a given minimum, what is the structure of the MEP between minima and connected
saddles? To answer these questions, I began a study of three different systems. The first was the 24
bi-disperse particle system explored in the previous chapter. In addition, I also studied a systems
of 16- and 32-particles confined in a unit box with periodic boundary conditions. All systems
had a radii ratios of 1.4 between the large and small particles. By keeping the unit box and radii
ratio constant for all three systems, we necessarily change the radii of the particles so that they are
sufficiently jammed in the box.
3.1.1 Complicated Structure of the Basins
I define a “basin” as the region around a minimum in configuration space where the system,
when relaxed or made to follow a gradient descent, returns to that minimum. This definition breaks
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the PES into various basins with energy maxima and saddle points on the edges of these basins. The
first order saddle points of the PES connect precisely two of these basins together. One of the first
things I discovered about the basins was how difficult it was to visualize them and how obtuse their
inner structure was to elucidate.
The first foray into understanding their structure I undertook was the numerical experiment I
described in Section 2.3.2. Briefly, an energy-minimizing configuration was obtained by way of
gradient descent. This configuration was perturbed to varying radii in random directions then it was
made to follow a gradient descent. The result of the gradient descent was compared to the original
configuration by way of their contact matrices. If the contact matrices were the same, the perturbed
configuration was said to be “in the basin of attraction” else it was outside of the basin. I undertook
this analysis to peg down the “characteristic size of basin” on the PES. I discovered that there are
basins of varying sizes and that these basins have “spindles” that come off a central spherical region.
These spindles were also seen by the authors of [1] who studied the structure of potential energy
basins of granular systems. Their analysis was performed on systems of soft spheres contained in
square hard-walled boundaries. They also did not perform gradient descents to minimize the energy
of these systems but rather utilized a packing generation protocol to determine whether different
configurations were within the original basin.
The results of such an experiment performed on the 24-particle system were discussed previ-
ously. The results of a similar experiment performed on a 16- and 32-particle system are shown
in Figures 3.1 and 3.21. As before, to determine the “characteristic basin size” we look for the
perturbation distance where the perturbed systems begin to fail to return to the original basin, i.e.
where the final line falls away from unity. For the 16-particle system this occurs at approximately
0.20 and for the 32-particle system this occurs at approximately 0.14. The fact that the lines do not
immediately drop to 0 returned perturbations indicates that there are regions of the basin that are
1The analysis I performed here was slightly different than I performed on the 24-particle system. For the 16-
and 32-particle systems, I connected a string between the perturbed point and the original minimum and
relaxed it to a MEP. If the energy failed to remain monotonic, I considered it to have left the original basin.
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Figure 3.1: The results of a basin size analysis for a 16-particle system.
further from the minimum in certain directions. These regions are the spindles discussed in the
literature and they can extend quite far beyond the spherical region.
Intuitively, the basin size is determined by diameter of the particles. This naive hypothesis of
the basin size being set by the particle diameter assumes purely binary particle interchanges as
the only way to leave a basin. However, it is possible for multiple particles to shift slightly and
move into a new basin allowing for much smaller basins. In this case, the characteristic basin size
is slightly less than the average diameter of the particles in the system. However, there are many
basins of different sizes, which is not entirely surprising.
From Figures 3.1 and 3.2, we can also see that the basins are not all homogeneous in size for
either of these systems. The 16-particle system has many basins that are much smaller than the
characteristic 0.2 radius basins. This can be seen by the lines that fall away from unity at much
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Figure 3.2: The results of a basin size analysis for a 32-particle system.
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smaller values of perturbation distance. The 32-particle system appears to be more homogeneous
since there are many fewer basins that are of an appreciably different size. Looking at all three
systems, the homogeneity appears to increase as the dimensionality of the system increases. Whether
this occurs because more particles generate more homogenous PESs or as an artifact of the euclidean
distance metric in higher dimensions is not clear. When working in high dimensional spaces, the
distance metrics begin to lose meaning. More precisely, in Rd, the minimum distance between a
point P ∈ R and a random collection of points Qn ∈ R becomes nearly identical to the maximum
distance between P and Qn. It is also possible those two are indistinguishable, and the difference in
sizes of basins becomes indistinguishable because distances become indistinguishable.
3.1.2 Complicated Structure of the Basin Spindles
Inspired by the HSM, I decided that instead of only perturbing and gradient descending single
images, it would be useful to interpolate a string of images between the minimum and the perturbed
configuration. This string, with fixed endpoints, could then be relaxed as in the String Method to
find a MEP connecting the two configurations, the perturbed or test point and the minimum, both of
which are contained in the same basin. This allows me to obtain data about the structure of these
MEPs as well as the energy along them.
In Figures 3.3-3.7, the results of this numerical experiment are shown for several basins in the
16- and 32-particle systems. In these figures, the arc lengths or distance along the MEPs are plotted
against the displacement between the minimum and the perturbed configuration. Of particular
note is how curved these MEPs are and how varied the distances along the MEPs are for the same
displacement. These data indicate that the spindles previously discussed in the literature themselves
have complex structure. They do not extend out from the central spherical region of the basin in a
linear fashion like the spokes of a wheel. Rather, they extend out more like the branches of a tree or
the arms of an octopus twisting and turning in intricate ways.
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Minimum #8 16-Particle System
Figure 3.3: 16-particle relaxed strings showing a basin with increasingly serpentine paths as
perturbation displacement increases.
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Minimum #4 16-Particle System
Figure 3.4: 16-particle relaxed strings showing a basin with relatively straight paths.
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Disp vs. Dist between Minimum and Test Point
Basin Data
y = x
Figure 3.5: 24-particle relaxed strings showing a basin with increasingly serpentine paths as
perturbation displacement increases.
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Minimum #9 32-Particle System
Figure 3.6: 32-particle relaxed strings showing a basin with relatively straight paths until suddenly
becoming quite serpentine around a perturbation displacement of 0.14.
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Minimum #6 32-Particle System
Figure 3.7: 32-particle relaxed strings showing a basin with several serpentine paths at short
perturbation displacements.
52
0 0.05 0.1 0.15 0.2 0.25 0.3


















Minimum #1 16-Particle System
Figure 3.8: Energy distribution of a 16-particle basin. This particular basin has many test points
with very small energies.
3.1.3 Energy Profile of the Basins
From this same numerical experiment, I was also able to analyze the energy of the PES at
various distances from a minimum. Some sample results are shown in Figures 3.8-3.13 for several
minima from 16-, 24-, and 32-particle systems. Of note are the test points with comparatively small
energies in Figures 3.8 and 3.12. These small energy test points, along with the large range of higher
energy test points, indicate a highly variable height of the basins. Some regions of the basin are at
much lower energy than others.
Not all of these basins have these very low energy regions. However they all seem to have the
same general shape, a slightly subquadratic relationship, Energy ∝ x1.7 between displacement and
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Minimum #8 16-Particle System
Figure 3.9: Energy distribution of a 16-particle basin. This shows steadily increasing energy as the
test points move further from the minimum. It also exemplifies the slightly subquadratic relationship
between displacement and energy seen in most of these basins.
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Minimum #4 24-Particle System
Figure 3.10: Energy distribution of a 24-particle basin. This particular basin has a few test points
with very small energies.
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Minimum #1 24-Particle System
Figure 3.11: Energy distribution of a 24-particle basin. This basin similarly exemplifies the slightly
subquadratic relationship between displacement and energy of these basins.
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Minimum #6 32-Particle System
Figure 3.12: Energy distribution of a 32-particle basin. This particular basin has a few test points
with very small energies.
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Minimum #9 32-Particle System
Figure 3.13: Energy distribution of a 32-particle basin. This basin similarly exemplifies the slightly
subquadratic relationship between displacement and energy of these basins.
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energy. This was found by taking the point with maximum energy at each displacement between
0.01 and the characteristic size of the basin (0.2 for the 16-particle, 0.15 for the 24-particle, and
0.14 for the 32-particle system) and fitting a power function. One might initially assume this
relationship should be quadratic, since the pairwise potential is that of a linear spring. However, we
have to remember that the displacement of the system away from the minimum does not necessarily
correspond to particles moving directly into one another.
In both the 16- and 32-particle systems, the energy, on average, increases as the test points move
further from the minimum until just past the characteristic size of the basin. This displacement of
maximal energy is very nearly equal to the average particle diameter. The displacement to maximum
energy being related to the particle’s size, the length scale of the system, is quite reasonable. Why it
is related to the particle’s diameters instead of the radii is not clear.
3.1.4 Number of Connected Saddles
As discussed previously, determining the precise number of saddles on the ridge of a basin is
very difficult. There are many different directions in which a search can be initiated and the saddles
need not lie in a straight path from the originating minimum. To find the number of unique saddles
to determine the nstrings parameter in the HSM for the 16- and 32-particle systems, I performed the
same analysis as with the 24-particle system. The data from these analyses are shown in Figures
3.14 and 3.15 as a series of violin plots showing the distribution of the number of unique saddles
found for various number of extended strings across a collection of minima. A violin plot is a
special typed of smoothed histogram showing the full distribution of data.
Plotted with the violin plots is the maximum number of unique saddles found as well as the
average number of unique saddles found. The violin plots extend beyond the maximum number of
unique saddles found because of the kernel smoothing function used. Additionally, there appears to
be a large number of minima with few unique saddles found, a “bump” in the violin, but this is an
artifact of positive support for the kernel density. Nonetheless, this portrayal of the data allows us to
see how many unique saddles exist around the minima in the two systems.
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Figure 3.14: Violin plots of the number of unique saddles found for different numbers of extended
strings as well as the maximum number of unique saddles found (blue) and average number of
unique saddles found (red) for the 16-particle system.
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Figure 3.15: Violin plots of the number of unique saddles found for different numbers of extended
strings as well as the maximum number of unique saddles found (blue) and average number of
unique saddles found (red) for the 32-particle system.
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In both systems, as more strings are extended, more unique saddles are found. However, in
the 16-particle system, at 150 extended strings, only ≈ 90 unique saddles are found whereas in
the 32-particle system, ≈ 110 unique saddles were found. Oddly, the average number of saddles,
and the relative shapes of the distributions, is remarkably similar between the 16- and 32-particle
systems. The distribution is more heavily tailed in the 32-particle but the peak occurs at a similar
value compared to the 16-particle system. This implies that the 32-particle system contains minima
with many more saddles than the 16-particle system, however, on average they have very similar
numbers of saddles.
This is a reasonable result since the number of saddle points increases exponentially with the
dimensionality of the system. It is also interesting because the 32-particle system has basins with a
larger range of connected saddles. This was not what I initially suspected. I assumed that the basins
would become more homogeneous, that is, the basins would have the same number of saddles. This
analysis only finds first order saddle points, so perhaps these basins have more higher index saddles.
Figures 3.16 and 3.17 show the string efficiency for a collection of minima of the 16- and
32-particle systems. Since both systems have very similar average numbers of unique saddles found,
the string efficiency is also nearly identical. As discussed before, we aimed for an efficiency of
approximately 50% and so we would choose nstring ≈ 11. The computing hardware I utilize uses
nodes with 12 or 24 cores so I would set nstring = 12. However, to keep some consistency between
runs of the HSM for the different sized systems, I kept nstring = 24.
3.1.5 Basin Structure Conclusion
Several questions still remain and several arise from the preceding discussion. Do the basins,
and by extension the PES, become more homogeneous as the number of particles increase? Are
the serpentine branches of the basins important to the dynamics of the of a granular system? Or
are they too unlikely to be traversed? How does the structure of the basins change if poly-disperse
particles are used in place of bi-disperse particles? How does the energy distribution change for
poly-disperse systems?
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Figure 3.16: The efficiency of the strings, defined as the number of unique saddles found divided by
the number of extended strings, for the 16-particle system.
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Figure 3.17: The efficiency of the strings, defined as the number of unique saddles found divided by
the number of extended strings, for the 32-particle system.
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My analysis is primarily concerned with the minima and first order saddles points. I assume
that a slowly sheared granular system can be modeled as a gradient system and that any transition
between minimum will pass through a first order saddle point. However, if it is driven more
forcefully, the higher order saddles points might be important to the dynamics of this system and
can be explored by extending the HSM. This extension is non-trivial and will likely require more
numerical experiments to properly tune the method before it can be effectively implemented.
3.2 Network Structure
3.2.1 Structure of the Minima Network
The ultimate goal of this project was to generate networks of connected minima and saddles to
simplify the PES of a granular system and enable us to predict the dynamics of said granular system.
Figure 3.18 is the first such network in this thesis.
This network was generated by applying the HSM to the 24-particle system. Here the nodes
represent minima and saddles while the edges denote that they are connected by a MEP found with
the HSM. This network can be simplified since the saddle nodes connecting the minima nodes are
ultimately degenerate, since each saddle has exactly two edges, and the network can instead be
represented as a network of connected minima. This network has bi-directional edges, one direction
representing the energy barrier between minimum one to minimum two and the other direction
representing the energy barrier in the opposite direction. This simplified network is shown in Figure
3.19.
A different embedding of this same network, Figure 3.20 is also helpful to look at. This is
a Balloon embedding where the connected nodes are made to spread out from one another in a
different manner then the two previous network embeddings. Those used the “force” embedding
where the nodes are connected by the springs to generate the node positions. This embedding
makes the degree to which the network is interconnected more obvious. There are regions of the
network separated from one another which can be seen by the smaller clusters coming off the central
node. However, these clusters still have connections to other clusters on the network. The network
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Figure 3.18: A network plot of the minima and first order saddles of a PES generated by the
24-particle system.
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Figure 3.19: A network plot of the connected minima of a PES generated by the 24-particle system.
structure seems almost self-similar in this embedding, one can enlarge any given cluster and see a
similar network. This perhaps implies a certain degree of homogeneity of the PES or is perhaps an
artifact of this embedding. It is also possible this structure arises because the network has not been
sufficiently explored to understand the network in aggregate.
To see if this structure arises because the network has not been sufficiently explored, we can
look at the networks generated by the 16- and 32-particle systems, Figures 3.21-3.24. Both the
balloon and force embeddings seem to imply less interconnected networks in these systems than
in the 24-particle system. Both representations of the 16- and 32-particle system’s networks show
disparate regions with few connections to other regions. These representations do not show any
information about the distribution of the energy of the minima, the energy barrier between minima,
or the position in configuration space of the minima. To visualize this data, we will need other
representations. However, finding a useful representation of the distribution in configuration space
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Figure 3.20: A balloon embedding of the network of connected minima of a PES generated by the
24-particle system.
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has proven elusive. Projecting a 30-, 46-, or 62- dimensional space in a two- or three-dimensional
space does not easily yield a useful representation.
3.2.2 Dendrogram Representation
To visualize the energy barriers between minima, it is useful to look at the network of minima
as a hierarchy. To do so, I generated dendrograms, diagrams that show connected nodes and the
degree by which they are separated. It is easiest to demonstrate this with an image, Figure 3.25.
In this figure, the minima are represented by the terminating roots at the bottom and the heights
at which they terminate are the energies of the minimizing configurations. The horizontal lines
represent connections between minima and the height of these lines is the energy of the saddle
separating the branches. The length of the roots represents the energy barrier, e.g. longer roots
represent more energetically separated configurations. Thus, for the system to transition between
any two minima on the dendrogram, the system must be able to reach the energy of the lowest
horizontal line separating them.
This figure shows that the network is quite well connected in the sense that there are few large
portions of the network separated by large energy barriers. In this representation, the width of the
branches is proportional to the number of minima contained within that branch. I will leave aside
the leftmost branch for the moment and consider the rest of the network. If the system begins in an
arbitrary minimum and energy is steadily put into the system, for example by shearing, it will have
steadily more minima available to transition into. When approximately 0.08 units of energy have
been put in to the system, a new, separate branch becomes accessible and the number of available
minima jumps.
It is also useful to look at the energy distribution of the minima and saddles compared to the
energy separating these branches. I will discuss the distribution of these energies in more detail in
the next section. Figure 3.26 shows the same dendrogram with violin plots of the energies of the
minima (green) and saddles (red). This allows us to see how large some of these energy barriers
separating the branches are in comparison to the average energy of the system.
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Figure 3.21: A balloon embedding of the network of connected minima of a PES generated by the
16-particle system.
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Figure 3.22: A force embedding of the network of connected minima of a PES generated by the
16-particle system.
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Figure 3.23: A balloon embedding of the network of connected minima of a PES generated by the
32-particle system.
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Figure 3.24: A force embedding of the network of connected minima of a PES generated by the
32-particle system.
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Figure 3.25: A dendrogram showing the energy separating connected minima of the 24-particle
system.
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Figure 3.26: A dendrogram showing the energy separating connected minima of the 24-particle
system with violin plots showing the energy distribution of the minima (green) and saddles (red).
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By looking at the green violin and the dendrogram, we can compare the energy needed to
transition between different branches of the dendrogram and the typical energies of the minima.
That is, how strongly must an initial minimum be driven by shearing or vibration to move to a new
minimum.
The red violin plot helps us to characterize much more or less accessible a branch of the system
is. For example, the leftmost branch of the 24-particle dendrogram is at a comparatively large saddle
energy relative to other branches in the system.
The dendrogram violin plots for the 16- and 32-particle systems are given in Figures 3.27 and
3.28. The 32-particle is quite similar in basic structure to the 24-particle system. There are many
small branches that are connected with similar energy barriers. That is, there are no large portions
of the network with large energy barriers separating them.
However, that kind of large branch separation is seen in the 16-particle system. This system has
four main branches of the network separated from each other by massive energy barriers. To move
from the leftmost branch to the rightmost branch requires energy far exceeding most saddle energies
contained in the network. It is unclear why this partitioning with large energy barriers occurs in
the 16-particle system but not in the other two. Perhaps the network of the 16-particle system was
more effectively explored or by the random nature of the exploration, the large energy barriers were
found in the 16-particle system but not the others. It is also possible that the higher energy saddles
are easier for the climbing string method to find in the smaller system. A third possibility is that the
16-particle network is just less homogeneous than the other two systems. It is important to note the
difference in the energy scales between the differently sized systems which I will discuss further in
the next section, Sec. 3.2.3
3.2.3 Energy Distribution
To further understand the preceding dendrogram representations of the energies of the minimum
and saddle configurations, in this section I will analyze the distribution of those energies. Figures
3.29 and 3.30 show the distribution of the minimum and saddle energies fit with a gamma distribution.
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Figure 3.27: A dendrogram showing the energy separating connected minima of the 16-particle
system with violin plots showing the energy distribution of the minima (green) and saddles (red).
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Figure 3.28: A dendrogram showing the energy separating connected minima of the 32-particle
system with violin plots showing the energy distribution of the minima (green) and saddles (red).
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Figure 3.29: Distribution of the minimum energies in the 24-particle system.
A gamma distribution was chosen to fit the data because of the slight rightward skew evident in
the distribution. The skewness of a gamma distribution is defined as skewness = 2√
α
where α is
the shape parameter of the gamma distribution. The skewness of the minimum energy distribution
is ≈ 0.50 and for the saddle energy distribution, 0.56. The fact that the energy distributions of the
minima and saddles in a PES describing granular systems are fit so well by a gamma distribution is
an interesting, and, to my knowledge, novel result.
It is, perhaps, not entirely surprising that these distributions are fit by gamma distributions
because, ultimately, the energies are sums of the pairwise Hookean spheres. These pairwise
potential energies are mostly independent from each other and in the limit of an infinite number of
independent quantities, the distribution would be a Gaussian distribution. However, the energies are
not entirely independent as they are all jammed in the same space. There are also a finite number
of energies contributing to the overall energy. The weak correlation and finite number of energies
moves the distribution away from a perfectly Gaussian one and into a gamma distribution.
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Figure 3.30: Distribution of the saddle energies in the 24-particle system.
Shape Parameter Saddle Distribution Minima Distribution
24-particle 16.1 12.9
32-particle 16.2 12.8
Table 3.1: The shape parameters of the saddle and minima energy distributions for the 24- and
32-particle systems
The distributions for the 32-particle system, shown in Figures 3.33 and 3.34, are quite similar
to that of the 24-particle system. The average values of the energies are slightly different, especially
for the minimum energies, but the shapes are nearly identical as seen by their shape parameters,
Table 3.1. It is important to note here that the values of the energies of the different systems should
not necessarily be compared. Each system was generated slightly differently and not designed to
facilitate that kind of comparison. The generating protocol should allow for comparisons of the
distributions of the energies, however.
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Figure 3.31: Distribution of the minimum energies in the 16-particle system.
In comparison to the 24- and 32-particle systems, the 16-particle system has much more heavily
skewed energy distributions, Figures 3.31 and 3.32. The skewness for these distributions are 0.81
for the saddle energies and 1.09 for the minimum energies. It is not clear why the 16-particle
system is so much more skewed than the other two systems. It is, however, further evidence to my
hypothesis that the PESs of these systems become more homogenous as the number of constituent
particle increases. Granted, a handful of data points is hardly enough to claim a trend.
3.3 Network Statistics
The energy distributions and the energy analyses I have performed seem to indicate that the
system can transition between different configurations with relative ease. That is, there are no
branches of the network separated by barriers more than an order of magnitude larger than the
average configurational energy. With that in mind let us return to the motivating experiment behind
this work, a granular system slowly sheared or vibrated to facilitate transitions between stable
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Figure 3.32: Distribution of the saddle energies in the 16-particle system.















Figure 3.33: Distribution of the minimum energies in the 32-particle system.
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Figure 3.34: Distribution of the saddle energies in the 32-particle system.
configurations. I am interested in predicting what stable configurations (minima) this physical
system will move between and which unstable configurations (saddles) it passed through. The
energies alone will be sufficient to predict the dynamics of the system, at least in a probabilistic
sense, if the system is indeed an ergodic gradient system. If ergodicity fails to hold or for systems
that are either driven too forcefully or are insufficiently damped such that they fail to be modeled as
gradient systems, we may need different metrics with which to predict the dynamics of granular
systems. I believe that network statistics will take the place of the energy barriers in cases where the
system fails to be ergodic.
3.3.1 Network Path Length
First, I will look at the average path length of the networks. The average path length is the
average of the minimum path lengths connecting any two nodes on the network. Figure 3.35 shows
the average path length as a function of the number of explored minima. What is interesting to
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16- 24- 36-particle
Average Clustering Coeff. 0.17 0.45 0.33
Table 3.2: The clustering coefficients of the three systems
me from these plots is the “jump” seen in both the 16- and 32-particle systems at around 700 and
350 respectively. This indicates a new region that the HSM has discovered which is relatively
unconnected to the rest of the network.
It is also quite interesting that the average path length grows logarithmically with the number of
explored minima, which is essentially the number of nodes in the network. This logarithmic growth,
along with the high clustering coefficients of these networks (Table. 3.2), indicates a small-world
network, i.e. a well connected network where the various nodes may not be connected, but their
neighbors are more likely to be neighbors and they are separated by relatively few steps. It is unclear
why the 24-particle network has the lowest average path length and the largest clustering coefficient,
but this does reinforce the idea that it is the most well connected of the three. Further, looking back
to Figure. 3.20, we can see a network not unlike the rewired ring networks seen in [47].
3.3.2 Node Degree and Energy
To further understand the connectivity of the network and how it might relate to the energies of
the minima I decided to look at the node degree, the number of connected saddles, and how it relates
to the node energy, i.e. the minimum energy. A plot of these data for the three systems are shown in
Figures 3.36-3.38. From this we can see a slight downward trend in the minimum’s energy as the
degree increases. That is, the lower the energy of the minimum, the more saddles are connected to
it.
I further suspected that the node degree would be highly correlated with the average path length
of that node. However, no such correlation was present in any of the 3 systems.
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Figure 3.35: A plot of the average path length as a function of the number of explored minima for
thethree systems.
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Figure 3.36: A scatter plot of the node degree vs the node’s energy for the 16-particle system.















Figure 3.37: A scatter plot of the node degree vs the node’s energy for the 24-particle system.
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Figure 3.38: A scatter plot of the node degree vs the node’s energy for the 32-particle system.
3.3.3 Network Conclusion
I initially believed that the network structure would be highly dependent on the dimensionality
of the system. I predicted a clear pattern would arise moving from the 16- to 24- to 32- particle
systems in that they would have more homogeneous and well connected networks. This has not been
the case. The 24-particle system has, quite consistently, the most well connected and homogeneous
network. It appears my initial hypothesis is incorrect. There is some other parameter of the system
that plays a larger role in the network structure than the dimensionality.
I believe this determining parameter is the packing fraction of the system. The packing fraction
determines the degree to which the system is jammed, and is heavily discussed in the literature of
granular systems. The packing fraction will directly determine the energy of the minima, the saddle
energies, and the separation between minima in configuration space. By extension, it determines
the energy barriers, the number of first order saddles, and the shape of the basins.
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Future work in this direction should look at varying the packing fraction of various sized
systems and determining if the packing fraction is indeed the more important system parameter.
It would also be interesting to see how the packing fraction varies when moving between stable
configurations since only the initial packing fraction will be determined by the researcher. How
much does the packing fraction change as the system transitions between minima? Does it change
appreciably or is it relatively constant allowing one to use it as a way to categorize whole systems
and networks of particles?
Beyond granular systems, is the dimensionality the defining parameter for other systems? If
not, what is the defining parameter for other systems? Is it similarly a non-dimensional parameter
or is that unique to granular systems?
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CHAPTER 4: CONCLUSION
When I first began my foray into granular materials, I did not even know it was a separate field
of study, let alone how little able we are to model them. I have of course held sand in my own
hands, spooned sugar into my coffee, and even set up piles of kindling to light a fire1. They were so
ubiquitous it seemed to me that we as scientists must have good ways of modeling them. At the very
least, we must be able to simulate them computationally. But, the number of constituent particles
involved scales rapidly, and the increasing dimensionality of the accompanying phase space of the
system causes any analysis to quickly become intractable.
Assuming a sand particle with a diameter of approximately 1/2 mm and further assuming the
sand particle is a cube so we can ignore the question of packing density, we find a sand “grain” fills
1/8 mm3. A standard US cup is approximately 2.5 · 105mm3, which comes out to 2 million sand
grains per cup. This is already a massive number of particles, and scaling this to the number of
particles in a pharmaceutical hopper or the number of sand grains on a beach makes it obvious that
computationally integrating the equations of motion is not a feasible method2.
There are other methods of studying granular materials besides the brute force approach that I
touched upon earlier in Chapter 1. However, even with these other methods, we have been unable
to completely explain the full behavior of granular materials. The lofty goal of many granular
researchers is to find a complete description of granular systems using only a few system parameters
in the same vein as thermodynamics has been able to do with state variables. However, the more
we learn about these systems, it seems that this may not be feasible. There are too many variables:
number of particles, particle size, particle shape, the type of confining geometry, whether the grains
1Sometimes I was even able to succesfully ignite my kindling before it got dark!
2This is also ignoring the complications arising from the static electric forces that might affect the motion of
fine powders used in pharmaceuticals or the effects water has on sand.
are wet or dry, whether electrostatic forces play a role in the dynamics, the history of how the system
was formed, etc.
This is where I hope my work may prove useful. In this thesis, I have leveraged the tools and
insights chemists have developed to study the PESs of chemical system and shown they can be used
to study idealized models of granular materials. The landscapes of these PESs are complicated and
we needed a method to autonomously explore and study it efficiently with minimal direct input.
The Hydra String Method is the tool I crafted to this end and it has already proven fruitful. Looking
at the potential energy surfaces will provide us with a new lens to study granular systems through.
By looking at the structure of the potential energy surfaces, the positions and connections between
minima and saddle points, and how that structure changes when system parameters are changed, we
can gain further understanding of granular materials.
Some aspects of the granular system, like those listed above, will likely change the PES more
drastically than others. I have already discussed in Chapter 3, to some extent, how the number of
particles changes the PES. Changing the size of the particles will merely scale the PES. Changing
the shape of the particles might make the already complicated structure of the basins even more
complicated. I believe parameters such as these will not ”drastically” change the structure of the
PES.
Whether the grains are wet or are small enough to have the effects of electro static forces
substantially dictate their motion will effect the structure of their PESs. Wet grains and fine powders
can not be well modeled as merely Hertzian disks or spheres. Their dynamics will arise from more
complicated force terms. Wet grains have attractive surface tension forces acting on them and very
find powders are small enough that the electrostatic forces between them play a large role in their
dynamics. These will lead to fundamentally different PESs with different basin structure.
However, the HSM does not much care what the potential energy surface is shaped like. As
long as the method’s parameters are set properly, the HSM will happily spread around the PES,
enumerating saddles and minima. Not only can the HSM be applied to different potential energy
functions, it can be applied to different subjects entirely.
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The subject the HSM most heavily borrows from, chemistry, is an excellent candidate for using
this method. The HSM can be used to explore the entire PES of a chemical system to find new
reaction pathways or perhaps even new product states. Current methods that find transition states
and minima do not find the MEPs in those PESs, and the HSM is unique in the fact that it does.
The HSM can be applied to function optimization to find global minima or maxima. This
would be useful in several areas, such as training deep learning neural networks. In training such
neural networks, one aims to optimize the objective or loss function over a large range of possible
weights. For very deep networks, there can be a large number of weights, and thus large number
of dimensions, to search for an optimal function value over. Current deterministic optimization
methods can become stuck in local minima, and stochastic optimization methods can take a long
time to search. Enter the Hydra! This is precisely the sort of function the HSM was designed to
explore.
4.1 Where Does This Work Go from Here?
This thesis is just the beginning of the HSM and its application to granular materials. I have
just scratched the surface and I hope that others will be able to make use of the work presented here.
In choosing system variables to explore, I set out quite convinced that system size would end up
being the most important factor in determining the structure of the PESs and thus the dynamics of
the grains. That appears to not be the case. I had also hoped to apply the HSM to systems of sheared
particles and compare my results to that of experiments. This also did not pan out as I had hoped,
partly because the experimental data was not able to be obtained, but also because I was not able to
generate sample systems that traversed through first order order saddle points when subjected to
shear forces.
The difficulty I had was how to choose the system parameters to generate a system that acted
as a gradient system. It is one thing to show mathematically the feasibility of modeling a granular
system as a gradient system. It is another thing to actually do it. Preliminary simulation results
revealed the necessity to first explore the parameter space to find large enough friction to make the
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system overdamped and act as a gradient system, but not so large that the system is unable to move
even with very large forces. I experimented with three main parameters to tune towards that end:
the inter-particle spring constant, the background friction (or viscosity of the fluid the particles are
submerged in), and the shearing speed. When adjusting these parameters, I was unable to obtain
transition pathways where the transition state was a first order saddle point or the transition pathway
itself was not a MEP.
Originally, I believed this was just a matter of my not picking the correct the values. I thought
I just needed to slow down the shearing so that the forces would be able to equilibrate or that the
damping coefficient was not large enough to quickly dissipate the kinetic energy of the particles.
I think, however, the issue may have been that the packing fraction was too high on my sample
systems. As I said before, I did not originally believe the packing fraction would be an important
system parameter to worry about. I thought that surely the number of particles or the stiffness of the
particles would be more important.
This does not appear to be the case. The packing fraction is a measure of how much space
the particles occupy and how much space is available for the particles to move into. It is also a
proxy measure of how much energy is stored in the system. For systems with the same confining
geometry, those with higher packing fractions tend to have more potential energy as well. It seems
that systems with more potential energy do not follow MEPs.
This is similar to an issue with Transition State Theory and its failure to effectively model
reactions that occur at a high temperature. The individual molecules in these high energy systems
exist in higher energy vibrational modes and their dynamics become more complicated than those
assumed by TST. This might be similar to what is happening in granular systems with high packing
fraction, which we can analogize to the temperature of the system 3. These “high temperature”
systems have more stored energy and when the system undergoes a transition, it goes through a
3This is similar to what Edwards did in his formulation of a statistical mechanics approach to granular
materials. He analogized the volume of a thermodynamic system with the energy of the granular system and
derived a temperature-like parameter he called the compactivity.
92
higher energy barrier. To assuage this, future work should focus on adjusting the packing fraction to
“lower the temperature” of the systems.
These higher-order saddle points might be important to the dynamics of certain kinds of granular
systems, e.g., forcefully driven or those with large packing fractions, and so we need a way to find
them. This leads me to propose the following extension of the climbing string method.
4.2 Climbing Kite String Method
The Climbing String Method (CSM) is an incredibly useful and efficient method to find first
order saddle points on arbitrary continuous PESs. However, it is only able to find first order saddle
points. As originally designed, this is not a major shortfall in any way. The CSM was designed
to find transition states in chemical systems. Such systems are well described by Transition State




Here k is the rate constant, A is a pre-factor that is reaction dependent, Ea is the activation of
the reaction, kB is the Boltzmann constant, and T is the temperature. This equation gives the rate at
which a reaction occurs and shows how it relates to the activation energy.
This inverse relationship of the chemical reaction’s rate to the activation energy of the chemical
reaction is not surprising. It intuitively makes sense that a system whose dynamics are so governed
by thermal fluctuations would proceed preferentially along lower energy pathways, at least at low
temperatures. This is why the saddle point finding schemes I discussed earlier, such as the CSM,
search in only one uphill direction. They find critical points with only one negative eigenvalue of
the Hessian while the rest are positive eigenvalues, a first order saddle point. But, as I have said,
these may not be the only important saddles if, for example, the system has too large a packing
fraction or is too forcefully driven.
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To find these higher-order saddles that the system may evolve through on its way to other
minima, I propose the Climbing Kite String Method (CKSM). This method is an extension of the
CSM that instead of only climbing in one direction climbs in an arbitrary number of directions.
To do so, instead of generating a chain of states with one climbing image, we instead generate a
string of states and a climbing “kite”. The CSM has a single climbing image that probes the gradient
of the system by using a secant line. The CKSM instead uses a kite with multiple “crossbars” to
probe the gradient in multiple directions at once. These crossbars are easily created by using the
inner product to first find one perpendicular cross bar and then applying it several more times to
find the desired number of crossbars.
For example, if we are interested in finding a second order saddle point, we would start with the
CSM as usual, but we also find a unit vector perpendicular to the secant line between the climbing
image and the penultimate image. Now the force on the climbing image becomes
F cli = −∇V (rcli) + ν(∇V (rcli), τ̂1)τ̂1 + ν(∇V (rcli), τ̂2)τ̂2. (4.2)
Here, rcli is the configuration of the system at the climbing image, ν is a tunable parameter, τ̂1 is a
unit tangent approximation to the string at the climbing image, and τ̂2 is a unit tangent approximation
of the first crossbar.
Additional crossbars can be added by finding perpendicular vectors to the already created
crossbars. In this manner the CKSM can be extended to find saddles of arbitrary order in a
straightforward manner as
F cli = −∇V (rcli) + ν(∇V (rcli), τ̂1)τ̂1 + ...+ ν(∇V (rcli), τ̂n)τ̂n. (4.3)
Here, τ̂n, is a unit tangent approximation of the n− 1th crossbar.
As we add more crossbars, our kite flies higher and higher in the PES.
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4.2.1 The Flying Hydra Method
The CKSM can be applied to PESs to find higher order saddle points to find transition states of
systems that are more energetically driven than the ones I originally proposed. However, it can also
be used to find the higher-order saddles for their own sake. As I have discussed, the PESs are richly
complex and interesting in their own right. I have only looked at the first order saddles and already
I have found interesting results. By opening up study of higher order saddles, I hope to illuminate
the dark crevices hiding in these high dimensional labyrinths.
To do this in an intelligent and automated matter, we can also extend the HSM to instead use the
CKSM. This extension is quite straightforward. Instead of extending several climbing strings, we
instead extend out several climbing kite strings from a given minimum. Climbing kite strings with 1
through n crossbars can be extended to find up to n-dimensional saddle points as well as the MEPs
between the minimum and the saddle point. A descending string can then also be extended from the
saddles to find connected minima and the MEPs. The Hydra has grown wings and becomes the
Flying Hydra Method (FHM).
The FHM will require more setup than the HSM does. We now need to determine the number
of climbing kite strings to extend for the different order of saddles we are interested in. We may
also need to determine different extension distances for the different order saddles. Determining the
values of these parameters are interesting on their own. How many unique index two saddles are
there? Index 3? Are the higher index saddles further from the minimum than the first order saddles?
How much further?
I find these high dimensional potential energy surfaces incredibly interesting. They are simple
to write down but exceedingly complicated to comprehend. As humans, often our first instinct when
trying to understand something is to look at it with our eyes. “A picture is worth a thousand words”,
so they say. But, how do we draw a picture of a 46-dimensional object4?
Even with the exceptional tool of our brain’s image processing capability unavailable to us in
this endeavor, we are, and I have been, able to answer interesting questions about these PESs. Our
4Please! I’m really asking!
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brains may not be able to think in 46 dimensions, but they can certainly think of ways around that
limitation. If nothing else, this thesis is a testament to that.
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