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ABSTRACT
Recently, we have shown that if the ISM is governed by super-sonic turbulent flows, the excursion-set
formalism can be used to calculate the statistics of self-gravitating objects over a wide range of scales. On
the largest self-gravitating scales (“first crossing”), these correspond to GMCs, and on the smallest non-
fragmenting self-gravitating scales (“last crossing”), to protostellar cores. Here, we extend this formalism
to rigorously calculate the auto and cross-correlation functions of cores (and by extension, young stars) as
a function of spatial separation and mass, in analogy to the cosmological calculation of halo clustering. We
show that this generically predicts that star formation is very strongly clustered on small scales: stars form
in clustered regions, themselves inside GMCs. Outside the binary-star regime, the projected correlation
function declines as a weak power-law, until a characteristic scale which corresponds to the characteristic
mass scale of GMCs. On much larger scales the clustering declines such that star formation is not strongly
biased on galactic scales, relative to the actual dense gas distribution. The precise correlation function
shape depends on properties of the turbulent spectrum, but its qualitative behavior is quite general. The
predictions agree well with observations of young star and core autocorrelation functions over ∼ 4 dex in
radius. Clustered star formation is a generic consequence of supersonic turbulence if most of the power
in the velocity field, hence the contribution to density fluctuations, comes from large scales ∼ h. The
distribution of self-gravitating masses near the sonic length is then imprinted by fluctuations on larger
scales. We similarly show that the fraction of stars formed in “isolated” modes should be small, . 10%.
Key words: star formation: general — galaxies: formation — galaxies: evolution — galaxies: active —
cosmology: theory
1 INTRODUCTION
A central tenet of our understanding of star formation is that star
formation is clustered or correlated (e.g. Lada & Lada 2003; Porte-
gies Zwart et al. 2010, and references therein). Observational ev-
idence for this comes from a number of channels: observations
have directly measured the correlation between young O-stars and
other populations (Oey et al. 2004; Parker & Goodwin 2007), and
shown that most can be directly identified as part of young clus-
ters/associations (Gies 1987), with most of the remainder being
identifiable as runaways (de Wit et al. 2005; Schilbach & Röser
2008). The observed star formation rate in embedded clusters in
the MW can account for most of the large-scale average SFR (Lada
& Lada 2003). The correlation function of stars in various MW
star-forming regions has been measured and rises continuously on
small scales, over > 4− 5 orders of magnitude in radius (Gomez
et al. 1993; Larson 1994; Simon 1997; Nakajima et al. 1998; Clarke
et al. 2000; Hartmann 2002; Hennekemper et al. 2008; Kraus &
Hillenbrand 2008). In nearby galaxies the observations are more
difficult, but in starburst galaxies a large fraction of all the UV light
is often identified with just a few young star clusters, themselves
clustered (see e.g. Zhang et al. 2001, and references therein).
Theoretically, this is broadly understood as a consequence of
dense gas being concentrated in primarily in GMCs, which then un-
dergo fragmentation and turn some fraction of their mass into stars.
And it does appear the same clustering is evident in the pre/proto-
stellar core population (Stanke et al. 2006). However, this does not
provide a quantitative model for their correlation function, nor does
∗ E-mail:phopkins@astro.berkeley.edu
it actually explain why this should be the case – why do most stars
not form in relatively more isolated high-density regions?
Although much theoretical progress has been made in under-
standing how stars form in clusters, our fundamental understanding
of why their formation is clustered remains quite limited. There is
no analytic theory for the star-star correlation function, outside of
very small scales where it is dominated by the binary star popu-
lation. Much of the discussion in the literature has focused on de-
termining the fractal dimension of star formation: if the ISM were
structured in a hierarchically fractal manner, this would imply a
simple power-law correlation function from which the fractal di-
mension can be determined. But this is not a physical, predictive
model; it is a parameterization – albeit a useful one – of the obser-
vations (see also Bate et al. 1998). Moreover it must break down
at both small scales (the binary regime) and large scales, since it is
also observationally established that star formation is not strongly
clustered/biased relative to the dense gas in the disk on very large
scales (Zhang et al. 2001; Leroy et al. 2008; Foyle et al. 2010).
At first glance, it is not surprising that there is no more so-
phisticated analytic theory for the correlation function of stars. The
process is highly non-linear, chaotic, and involves a wide range of
physics including turbulence, cooling, magnetic fields, and feed-
back, and the correlation function is a spatially dependent quantity.
There have therefore been some attempts to compare stellar cor-
relation functions with numerical simulations of star formation in
clusters (see Klessen & Burkert 2000; Hansen et al. 2012), but the
dynamic range of the problem makes this very difficult. Galaxy-
scale simulations are required to follow the formation of GMCs
and predict their global properties, and how these overdense re-
gions compare to the density field in more isolated regions (i.e. why
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there are not more stars in non-clustered regions). But these cannot
resolve the formation of stars and model it with sub-grid recipes –
the typical “star particle” in such simulations is the mass of a real
star cluster. Simulations which have the necessary resolution can
only follow small “protocluster” regions whose properties must be
assumed as initial conditions; they can predict quantities such as
the binary distribution, but not global clustering.
However, Hopkins (2011) (hereafter Paper I) recently gener-
alized the excursion set formalism – well known from cosmolog-
ical applications as a means to calculate halo mass functions and
clustering – to calculate the statistics of bound objects in the den-
sity field of the turbulent ISM. The key property of supersonic
turbulence that makes this possible is that the density distribution
(at least outside of collapsed regions) tends towards a lognormal,
with a dispersion that varies in a well-defined manner with Mach
number (see e.g. Vazquez-Semadeni 1994; Padoan et al. 1997; Os-
triker et al. 1999). In Paper I, we use this to construct the statistics
of the “first-crossing distribution”: the statistics of bound objects
defined on the largest scales on which they are self-gravitating.
We showed that the predicted mass function and correlation func-
tions/clustering properties agree well with observations of GMCs
on galactic scales. In Hopkins (2012a) (Paper II), we extended the
formalism to the “last crossing distribution” – specifically, the mass
function of bound objects defined on the smallest scales on which
they remain self-gravitating but do not have self-gravitating sub-
regions (i.e. are not fragmenting). We argued that these should be
associated with proto-stellar cores, and in Paper II showed that the
resulting core MF agrees well with canonical MW CMF and (by
extrapolation) stellar IMFs. This formalized the approximate argu-
ment for the same in Hennebelle & Chabrier (2008), but more im-
portantly for our purposes here, places it in the proper excursion set
formalism and so makes it possible to calculate higher-order statis-
tics such as clustering properties, using only information on global
(galactic) scales.
In this Letter, we use the excursion set formalism, in anal-
ogy to its well-studied application for the clustering of dark matter
halos, to develop a fully analytic theory for the clustering of proto-
stellar cores and, by extension, star formation, in a turbulent ISM.
Before going forward, we must make a critical distinction be-
tween “clustered” star formation and star formation “in (bound)
clusters.” Whether or not a population is “clustered” is a general
statement about whether it follows a non-zero two-point correlation
function (i.e. if members of the population are more likely to ap-
pear near other members of the population, relative to their spatial
distribution if the objects were randomly distributed in the volume).
This is the sense we will refer to throughout the paper, for which
we can calculate the correlation function and clustering amplitude,
for any scale on which the clustering is evaluated. Whether stars are
“in clusters” depends on the definition of “a cluster,” which is not
generic; long-lived clusters must be gravitationally bound, which
requires consideration of quantities like the mass expelled as stars
form and evolve (not included in our study here). This is a very
different question, and is outside the scope of this paper (see e.g.
Bressert et al. 2010, and references therein).
In § 2 we derive the solution for the statistics of the last-
crossing distribution inside a large-scale over/underdensity (the
mathematical underpinning of the correlation function). In § 3 we
show how this relates to the conditional mass function of cores. In
§ 4 we use this to derive the star-star correlation functions. In § 5 we
present the calculated correlation functions as a function of stellar
mass and spatial scale, as well as global turbulent ISM properties,
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Figure 1. The predicted 3-dimensional auto-correlation function of collaps-
ing cores, as a function of radius (in units of the disk scale height h). The
excursion-set model for collapsing cores is determined by solving the two-
barrier problem for bound/collapsing objects defined at “last crossing” – i.e.
the smallest scales on which they are self-gravitating. The model is com-
pletely specified for a given turbulent spectral index p and normalization
(which we take to be the Mach number at the scale h,Mh). Here we take
p = 2,Mh = 10. Solid lines show the exact solution from Eq. 24. Dotted
lines compare the approximate scaling in Eq. 28 – the normalization is sys-
tematically too large, but the shape is correct up to scales near ∼ h, where
the assumption that the run in S(R) is small breaks down. The shape is sim-
ilar at all stellar masses, but the small-scale amplitude increases strongly at
low masses. In all cases, cores/stars are predicted to cluster very strongly on
small scales, below their parent GMC scale. On large scales (& h), they are
only weakly clustered. The characteristic scale is set by the fact that most
of the turbulent velocity power (hence power in density fluctuations) is at
this scale.
and compare to observations. In § 6 we summarize our results and
discuss their implications.
2 THE TWO-BARRIER LAST-CROSSING PROBLEM
Calculating clustering properties in the excursion set formalism de-
pends on the solution to the “two-barrier problem” – the probability
of an “event” given a specific value of the Gaussian field at some
larger scale. This is well-studied for the first-crossing events, but
has not been calculated for the last-crossing distribution; we there-
fore calculate this here. Our derivation closely follows that in Paper
II.
Consider the Gaussian field δ(x |R) (which here represents the
logarithmic density field smoothed in a kernel of radius R about x).
The variance S(R) is monotonic so we take S as the independent
variable and consider δ(S) (for convenience, we will drop explicit
notation of x). The PDF of δ(S) is, by definition,
P0(δ |S) = 1√
2pi S
exp
(
− δ
2
2S
)
(1)
The barrier B(S) is the minimum value δ(S) which defines
objects of interest (e.g. collapsing regions). Consider a “trajectory”
δ(S) which begins at some δi at Si(Ri→ 0), then evaluate it at suc-
cessively larger scales (smaller S). We define last-crossing distri-
bution in Paper II, f`(S |δi)dS, as the probability that the trajectory
crosses B(S) for the first time between S and S +dS without having
crossed B(S) at any larger S. The sum over all trajectories is just
given by f`(S)≡
∫
f`(S |δi)P(δi)dδi.
Define f`(S |δ0) as the value of f`(S), for trajectories which
c© 0000 RAS, MNRAS 000, 000–000
Stellar Correlation Functions 3
-4 -3 -2 -1 0
log( Rprojected / h ) 
0
1
2
3
4
5
6
7
lo
g( 
1 +
 〈 ξ
2d
[R
]〉 )
p = 2, Mh = 5
p = 2, Mh = 10
p = 2, Mh = 30
p = 5/3, Mh = 10
p = 5/3, Mh = 5
Figure 2. The (exact) predicted 2-dimensional correlation function between
cores of all masses – this should be comparable to the observed (pro-
jected) star-star correlation function (averaged over the IMF range of stellar
masses). The predictions are qualitatively similar in all cases, but compli-
cated second-order differences arise. Models with turbulent spectral index
p = 5/3 are similar to those with p = 2 but a higherMh by a factor ∼ 2,
M(r) ∝ r(p−1)/2 falls off more slowly at the small scales of interest. At
fixed p, lower values ofMh produce slightly steeper, more power-law like
behavior. The more pronounced flattening of ξ on small scales with higher
Mh arises because the line-of-sight integral is dominated by the (larger)
power near large scales.
have a value δ(S0) = δ0 at some larger scale S0. Also define
Π(δ[S] |δ0[S0])dδ as the probability for a trajectory – constrained
to have δ0(S0) – to have a value between δ and δ+ dδ at scale S,
without having crossed B(S) at any larger S′ > S. The integrals of
f`(S |δ0) and Π(δ[S] |δ0[S0]) for δ < B(S) must sum to unity:
1 =
∫ Si
S
dS′ f`(S′ |δ0) +
∫ B(S)
−∞
Π(δ[S] |δ0[S0])dδ (2)
If we ignored the barrier, Π(δ[S] |δ0[S0]) would be equal to
P10(δ[S] |δ0[S0]), the probability that a trajectory with δ0(S0) has
a value δ(S) at a larger S > S0. This is just
P10(δ[S] |δ0[S0]) = P0(δ− δ0 |S−S0) (3)
But we must subtract from this the probability that a trajectory
crosses the barrier at some larger S′ > S and then passes through
δ(S), so
Π(δ[S] |δ0[S0]) = P10(δ[S] |δ0[S0])− (4)∫ Si
S
dS′ f`(S′ |δ0)P01(δ[S] |δ′ = B[S′], δ0[S0])
Where P01(δ[S] |δ′[S′], δ0[S0]) is the probability of a transition
from δ(S′) to δ(S) where S′ > S – i.e. moving in the “opposite”
direction (decreasing S) from the transition which defined P10 – for
a trajectory subject to the constraint that it must equal δ0 at S0. This
can be determined from Bayes’s theorem:
P01(δ[S] |B[S′]) = P10(B[S′] |δ[S]) P10(δ[S] |δ0[S0])P10(B[S′] |δ0[S0]) (5)
where on the right-hand side we have P10(δ[S] |δ0[S0]) and
P10(B[S′] |δ0[S0]) instead of P0(δ |S) and P0(B[S′] |S′) because the
distributions are constrained to have δ0(S0). But because fluc-
tuations on successive scales are uncorrelated, the probability
P10(B[S′] |δ[S]) does not explicitly depend on δ0.
The governing equation for f`(S |δ0) is now completely de-
fined in terms of normal distributions. We can therefore follow ex-
actly the procedure in Paper II. After differentiating Eq. 2 to isolate
f`(S |δ0) and performing a considerable amount of simplifying in-
tegral evaluation,1 we arrive at the key equation for f`(S |δ0):
f`(S |δ0) = g1(S |δ0) +
∫ Si
S
dS′ f`(S′ |δ0)g2(S, S′ |δ0) (6)
where
g1(S |δ0) =
[
2
dB
dS
− B(S)− δ0
S−S0
]
P0(B(S)− δ0 |S−S0) (7)
g2(S, S′ |δ0) =
[B(S′)−B(S)
S′−S +
B(S)− δ0
S−S0 −2
dB
dS
]
× (8)
P0
[
B(S)− δe(S, S′) |Se(S, S′)
]
δe(S, S′) = B(S′) +(δ0−B[S′])
( S′−S
S′−S0
)
(9)
Se(S, S′) = (S′−S)
( S−S0
S′−S0
)
(10)
Although complicated, Eq. 6 has, in general, a unique solution for
any arbitrary barrier B(S), and is straightforward to solve via stan-
dard numerical methods for any choice δ0(S0) provided S0 < S (see
the discussion in Paper II and Zhang & Hui (2006)).
In fact for a linear barrier, B(S) = B0 +β S, this has a remark-
ably simple closed-form solution:
f`(S |δ0)|B=B0+β S = βP0(B[S−S0]− δ0 |S−S0) (11)
It is easy to verify that when δ0 → 0 as S0 → 0, we recover
the one-barrier last-crossing distribution from Paper II, which is the
value of f`(M |δ0) averaged over all δ0(S0)
f`(M)≡ 〈 f`(M |δ0)〉= f`(M |δ0→ 0, S0→ 0) (12)
1 Taking d/dS of Eq. 2, we obtain
f`(S|δ0) =
dB
dS
Π(B[S]|δ0[S0]) +
∫ B(S)
−∞
dδ
d
dS
Π(δ[S]|δ[S0])
Noting S′ > S > S0, Eq. 5 can be simplified to
P01(δ[S] |B[S′]) = P0(δ[S]− δe[S, S′] |Se[S, S′])
where δe and Se are defined in Eqs. 9-10. We then expand Π using Eq. 4,
take the derivatives with respect to S where appropriate, and use the simpli-
fying relations:∫ B[S]
−∞
dδ
d
dS
P0(δ− δ0|S−S0) =− B[S]− δ02(S−S0)
P0(B[S]− δ0|S−S0)
Limit
[∫ B[S]
−∞
dδP01(δ[S] |B[S′])
]
S′→S
=
1
2∫ B[S]
−∞
dδ
d
dS
P01(δ[S] |B[S′]) =
−1
2
[B(S′)−B(S)
S′−S +
B(S)− δ0
S−S0
]
P0(B[S]− δe[S, S′] |Se[S, S′])
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3 THE CONDITIONAL MASS FUNCTION
In Paper I we derive S(R) and B(S) from simple theoretical con-
siderations for all scales in a galactic disk. For a given turbulent
power spectrum, with the assumption that the disk is marginally
stable (Toomre Q = 1), S(R) is determined by summing the contri-
bution from the velocity variance on all scales R′ > R
S(R) =
∫ ∞
0
|W (k, R)|2 ln
[
1 +
3
4
v2t (k)
c2s +κ2 k−2
]
dlnk (13)
where W is the window for the density smoothing,2 vt(k) is the
turbulent velocity dispersion averaged on a scale k (trivially related
to the turbulent power spectrum), cs is the thermal sound speed, and
κ is the epicyclic frequency (=
√
2Ω, where Ω =Vc/R is the orbital
frequency, for a disk with constant circular velocity Vc). B(R) is
B(R) = ln
(
ρcrit
ρ0
)
+
S(R)
2
(14)
where ρcrit is the critical density above which a region is self-
gravitating. This is
ρcrit
ρ0
≡ 1
2 κ˜
(
1 +
h
R
)[σ2g(R)
σ2g(h)
h
R
+ κ˜2
R
h
]
(15)
where ρ0 is the mean midplane density of the disk, h is the disk
scale height, κ˜= κ/Ω =
√
2 for a constant-Vc disk, and
σ2g(R) = c
2
s + v
2
A + 〈v2t (R)〉 (16)
(vA is the Alfvén speed). The mapping between radius and mass is
M(R)≡ 4piρcrit h3
[ R2
2h2
+
(
1 +
R
h
)
exp
(
− R
h
)
−1
]
(17)
It is easy to see that on small scales, these scalings reduce to the
Jeans criterion for a combination of thermal (cs), turbulent (vt ), and
magnetic (vA) support, with M = (4pi/3)ρcrit R3; on large scales it
becomes the Toomre criterion with M = piΣcrit R2.
Recall f`(S)dS gives the differential fraction trajectories that
have a last crossing in a narrow range dS about the scale S[R]
(corresponding to mass M = M[R]). Each trajectory randomly
samples the Eulerian volume, so the differential number of last-
crossing regions is related by Vcl(M)dN(M) = Vtot f`(S[M])dS
(where Vcl(M) = M/ρcrit(M) is the cloud volume at the time of
last-crossing and Vtot is the total volume sampled). Hence, the mass
function – the number density dn = dN/Vtot in a differential interval
– is given by
dn
dM
=
ρcrit(M)
M
f`(M)
∣∣∣ dS
dM
∣∣∣ (18)
Two parameters completely specify the model in dimension-
less units. These are the spectral index p of the turbulent veloc-
ity spectrum, E(k) ∝ k−p (usually p ≈ 5/3− 2), and its normal-
ization, which we define by the Mach number on large scales
M2h ≡ 〈v2t (h)〉/(c2s +v2A). The dimensional parameters h (or cs) and
ρ0 simply rescale the predictions to absolute units.
For a choice of p and Mh, it is straightforward to numeri-
cally determine f`(M |δ0[R0]), hence the conditional mass function
(mass function within the appropriate sub-regions for any choice
of δ0 and R0). Unfortunately a closed-form solution is not gener-
ally possible. However, we show in Paper II that on sufficiently
2 For convenience we take this to be a k-space tophat inside k< 1/R, which
is implicit in our previous derivation, but we show in Paper I and Paper II
that this has little effect on our results.
small scales (near/below the sonic length Rsonic = hM−2/(p−1)h ),
the “run” in S(R) ≈ S(Rsonic) becomes small (since most of the
power contributing in Eq. 13 comes from large scales), while B(R)
rises rapidly, so dB/dS B(S)/S 1. In this limit, the conditional
MF is approximately
dn
dM
∼ ρcrit(M)
M2
∣∣∣dlnρcrit
dlnM
∣∣∣P0(δ− δ0 |S−S0) (19)
where
P0(δ− δ0 |S−S0) = 1√
2pi(S−S0)
× (20)
exp
[
− (ln [ρcrit/ρ(S0)] + (S−S0)/2)
2
2(S−S0)
]
For the appropriate choice of δ0 on scale R0, this is the result-
ing core MF (and so relates to the resulting stellar IMF and SFR) in
over-dense regions (e.g. GMCs) or “voids” (inter-GMC gas). Tak-
ing δ0→ 0 and R0→∞, we recover the galaxy-averaged CMF. In a
companion paper (Hopkins 2012b), we consider in detail what this
means for how the CMF (and by extension IMF) vary with environ-
mental properties. For our purposes here, though, since we average
over a range of masses, this has no effect on our results (and the
predicted variation within a galaxy is very weak).
4 THE CORRELATION FUNCTION
The auto-correlation function ξ of a given population is defined as
the excess probability of finding another member of the population
within a differential volume at a radius r from one such member,
i.e.
1 + ξMM(r |M)≡ 〈N(r |M)〉〈n(M)〉dV (21)
where n(M) = dn/dM at mass M and N(r |M) is the differen-
tial number of objects in the mass range M, M + dM found at a
radius r from another object with mass M. But since n(r |M) ∝
f`(M |δ0[S0(r)]), for a region with an overdensity δ0 on a scale S0
(corresponding to r), this is just
1 + ξMM(r |M) =
∫
δ0
( f`(M |δ0)
f`(M)
)
P∗(δ0 |S0[r])dδ0 (22)
Here, P∗(δ0 |S0[r]) is the probability of δ(S0) having the value δ0
on the scale S0, given that δ(S[M]) = B(S[M]) – i.e. that there is a
barrier crossing (a core/star) at the “starting point.” But the proba-
bility of having a last-crossing event at scale S> S0, given a density
δ0(S0), is just f`(M |δ0). So conversely, the probability of δ0(S0)
given that crossing is just related by Bayes’s theorem
P∗(δ0 |S0[r]) = f`(M |δ0) P0(δ0 |S0)f`(M) (23)
So we obtain
1 + ξMM(r |M) =
∫ ∞
−∞
( f`(M |δ0)
f`(M)
)2
P0(δ0 |S0[r])dδ0 (24)
More accurately, what is typically measured is the star-star
or clump-clump correlation function over a broad mass range. We
therefore require the cross-correlation between an initial crossing at
M1 and second crossing at some M2. The logic is identical, however.
We then integrate over the appropriate range of M2 and, finally,
average over M1 (weighted by number density). We obtain
1+ξ(r) =
∫
dWM1
∫
dWM2
∫∞
−∞ f`(M1 |δ0) f`(M2 |δ0)P(δ0 |S0)dδ0(∫
dWM f`(M)
)2
(25)
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Figure 3. Mean surface density Σ∗(R) of stars around a random star: this
is proportional, by definition, to 1 + 〈ξ2d(R)〉 in Fig. 2. We compare the
model predictions (linestyles as Fig. 2; normalized by the mean surface den-
sity of the observed systems and scale height h = 200pc) to observations
of the corresponding core-core cross-correlation (top; points from Stanke
et al. (2006); Enoch et al. (2008)) and a compilation of observations of
the star-star cross-correlation (bottom; points from Simon (1997); Naka-
jima et al. (1998); Hartmann (2002); Hennekemper et al. (2008); Kraus &
Hillenbrand (2008)). The agreement is reasonably good over the dynamic
range observed, and the observational scatter in the shape of ξ2d is similar
to that predicted in Fig. 2. The models do not extend to the sharp rise in
stellar clustering at scales . 0.01 pc, usually attributed to binaries.
where
dWM ≡ ρcrit(M)M
∣∣∣dS(M)
dM
∣∣∣dM (26)
and the integrals over mass M should be over the appropriate ob-
served core/stellar mass range.
Finally, note that what is generally measured is the projected
correlation function ξ2d(Rp). Projecting ξ(r) is straightforward:
ξ2d(Rp) =
∫∞
−∞ n0(z)ξ3d(
√
R2p + z2)dz∫∞
−∞ n0(z)dz
(27)
where z is the line-of-sight direction and n0(z) is the average abun-
dance expected. Technically this will depend on projection angles
(especially in the complicated case of systems inside the MW), but
for almost any profile where n0 ≈ n(M) is a weak function of z and
then falls off at scales & h the results are nearly identical.
5 RESULTS
In Fig. 1, we plot the exact (3d) autocorrelation function from
Eq. 24 as a function of r and M. Recall, in dimensionless units
the problem is completely specified by a choice of p andMh, for
which we adopt canonical values p = 2 (Burgers turbulence, typ-
ical in the supersonic regime) and Mh = 10 (typical of the cold
clumps in the MW disk).
The exact results in Fig. 1 require the numerical solution for
f`(M |δ0). However, if we restrict to the regime where dB/dS
B/S 1 so that the mass function can be approximated by Eq. 19,
or consider a linear barrier (Eq. 11), then this has the closed-form
solution
1 + ξMM(r |M)≈ 1√
1− (S0/S)2
exp
(
B2
S (1 + S/S0)
)
(28)
At small and large r, respectively, this becomes
ξMM(r |M)→ exp(B
2/2S)√
2(1−S0/S)
(S0→ S) (29)
ξMM(r |M)→
(B
S
)2
S0 (S0→ 0) (30)
We compare this to the exact result. The shape of ξ(R) and its sys-
tematic dependence on R are qualitatively described. However, it
is nowhere exact, because S(R) does vary significantly on larger
scales, and B(R) and S(R) both vary such that even if dB/dS 1,
dB/dS B/S is less true.
The shape of ξMM(r) is similar in all cases – i.e. it is nearly
mass-independent over the interesting range – so even though the
expression for the CMF-averaged cross-correlation ξ(r) in Eq. 25
is complicated, it mostly amounts to a MF-weighted normaliza-
tion. What we care about is the correlation function shape (we note
below that the observed normalization is arbitrary and should be
factored out in any case). This means that regardless of the CMF
shape used to “average” the prediction, the result is similar. For the
same reason, provided the general assumption that stars form from
self-gravitating cores is reasonable, there will be no large differ-
ences between the predicted stellar and core correlation functions,
regardless of how this process occurs. If the conversion from core
mass to stellar mass were constant, the correlation functions would
be exactly identical; but even allowing for a large random variation
in conversion efficiency or systematic mass dependence makes lit-
tle or no difference to our conclusions. We have, for example, con-
sidered sampling Eq. 25 over only different sub-ranges in mass (say
sampling only massive stars), or sampling over the full stellar IMF
but with a random 0.5dex scatter in the assumed stellar-to-core
mass ratio, or allowing for the stellar-to-core mass ratio to depend
on mass ∝ M−1; in all cases the differences in the predicted ξ(r)
shape are smaller than the differences owing to different choices
of the turbulent spectrum. What will change the clustering, on very
small scales Rsonic, is if individual single Jeans-mass cores form
multiple stars. And to some extent, this must happen, as many stars
are in binary systems. This is not accounted for here; therefore the
predictions cannot be reliably extended to scales below the charac-
teristic core scale . Rsonic (and indeed we see a discrepancy appear
at these scales). We discuss this further below.
In analogy to the clustering of dark matter halos and GMCs
defined in Paper I, we can define the linear bias as the ratio of the
autocorrelation to the autocorrelation function of the mass itself.
On large scales, this should approach a constant,
b(M)2 ≡ ξ/ξmass (r→∞) (31)
On large scales (where S0[r] is small), the autocorrelation of the
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mass is just the variance ξmass ≈ S0 (see Mo & White 1996). From
Eq. 30, we can therefore immediately obtain the bias in the limit
dB/dS B/S 1,
b(M)≈ B(S)
S
∼ 1−
{
0.04 ln(M/Msonic) M &Msonic
0.17 ln(M/Msonic) M .Msonic (32)
where the latter equality is for typical parameters (p = 2,Mh ≈ 30)
and Msonic = M(Rsonic). The large-scale bias is a very weak function
of mass and about unity.
In Fig. 2 we plot the projected ξ2d from Eq. 27, for the full
CMF/IMF-averaged ξ(r).3 We examine the effects of the two free
model parameters: the large-scale Mach numberMh and turbulent
spectral index p. As shown in Paper II for the CMF/IMF, chang-
ing p = 5/3 instead is nearly equivalent to assuming a higherMh
at p = 2 (since, in both cases, the sonic length is pushed down and
turnover at low masses is slower). At lowerMh, decreasingMh in-
creases the clustering signal, because there is a smaller variance S,
so the small-scale cores depend more heavily on large-scale fluc-
tuations. At sufficiently large Mh, however, there is a significant
change in shape in ξ2d; the initial rise below ∼ h is rapid, but near
Rsonic, ξ2d flattens. This is a projection effect: the rise in ξ3d on small
scales is still similar (just slightly more shallow) to that we see in
ξ2d at smaller Mh; however there is much more power on inter-
mediate scales as well, so the power in ξ2d is nearly “converged,”
hence the flattening.
In Fig. 3 we compare the projected ξ2d to a compilation of ob-
servations of both the star-star and core-core autocorrelation func-
tions. Typically, the observations are plotted not as ξ2d but as Σ∗,
defined as the average surface number density dN/dA(Rp) of com-
panions at a radius Rp from the primary. By definition, this is triv-
ially related to ξ2d as
Σ∗(Rp) = 〈Σ∗〉(1 + ξ2d) (33)
Here, 〈Σ∗〉 is undetermined – it depends both on the absolute back-
ground galaxy properties which set the scale of the problem (h, ρ0,
etc) and on the uncertain star formation efficiencies (fraction of
gas which will actually turn into stars). We treat it as arbitrary and
simply compare the profile shape. We normalize R to an absolute
physical scale by assuming a MW-like scale height h = 200pc for
the gas.
We can gain some (approximate) insight into the functional
form of ξ2d on small scales from Eq. 28. Assume r h (the dy-
namic range of most interest), in the limit of Eq. 29, soM2(r)
M2h as well, and expand to leading order in O(r/h) and O(M−1h )
(series expanding Eq. 13 around S = S0); finally make the simple
approximation that projection to ξ2d multiplies ξ(r) by one power
of R and that we can treat the mass-averaging as a normalization
correction. After some tedious algebra, we obtain
1 + ξ2d ∝ (1 +
3
8 x
p−1)1/4
x(p−1)/2−1
[M−2+ 4(p−1)h√
2
(1 + xp−1)
x2
] 1
p−1 + (34)
∝ (1 + x)(1 +
3
8 x)
1/4
x3/2
+O(ln−1Mh) (p = 2) (35)
3 Technically, we integrate the CMF range from 10−4− 10Msonic, which
for typical parameters corresponds to∼ 10−3−100M, but we stress that
so long as we include the “peak” of the CMF/IMF, this choice makes little
difference except in the normalization of ξ2d. To project, we also assume
the average abundance n0(z) is flat out to ±2h, but changing this limit or
assuming an exponential n0 ∝ exp(−z/h) has only weak effects.
where x ≡ R/Rsonic, and  = ln(x−2 (1 + xp−1))/4 ln(Mh). Al-
though we have made a number of simplifications, we recover
all the key behaviors in Fig. 2: the predicted ξ2d(R) is an ap-
proximate power-law (because ρcrit(r) is so), which scales steeply
(∝R−(1.5−2.3) for p = 5/3−2) on small scales, then flattens around
the sonic length (first to ∝ R−(0.5−1.0) then R−0.25). The “steepen-
ing” below Rsonic is caused by the steeper dependence of ρcrit on R
at these scales (thermal support preventing collapse); the gradual
run at larger scales from the logarithmic run in S withM(r).
Although it is less precisely defined, we can also make some
estimate of the fraction of stars formed in an “isolated” (non-
clustered) mode. Specifically, in analogy to our derivation of
Eq. 24, we begin with the probability that a core (last-crossing
event) at f`(S[M]) is embedded in a larger region S0[r] with some
δ0(S0); we can then calculate the probability that this region con-
tains zero additional last-crossing events. This latter probability is
just given by 1− ∫ SiS0 dS′ f`(S′ |δ0) from Eq. 2, i.e. one minus the
total probability of a crossing at S > S0. After some algebra, we
obtain the probability of a core of mass M having no additional
crossings within the parent radius r[S]:
fiso(< r |M) = 1−
∫ ∞
−∞
dδ0
∫ Si
S0
dS′
f`(S |δ0)
f`(S)
f`(S
′ |δ0)P0(δ0 |S0[r])
(36)
If we take the limits dB/dS  B/S  1, we can obtain the ap-
proximate scaling fiso(r < r1 |M[r0]) ∼ ln−1(r1/r0)(r1/r0)−dB/dS.
In greater detail, if we solve this for a linear barrier and and assume
the less restrictive dB/dS & 1 and r h, and insert B(r) and S(r)
defined above, we finally obtain
fiso(< r |S)≈ 23
∣∣∣dB
dS
∣∣∣−1 P0(B[S]−B[S0] |S−S0[r]) (37)
∼ 0.15
[
ln
(
1 +
r
Rsonic
)]−1/2( r
Rsonic
)−0.65
(38)
where in the latter we insert p = 2 andMh ∼ 5− 30 (the result is
very weakly dependent onMh). This should translate to the frac-
tion of cores formed without a companion core inside of r. We cau-
tion that if only a small fraction of cores make stars, the fraction of
stars formed without another star inside < r will be higher. But if
cores produce multiple stars (recall that we do not explicitly treat
binaries here), the fraction of isolated stars will be even lower. Re-
gardless of these uncertainties, we see that the absolute number
of cores/stars formed without neighbors inside a radius r is small
even for r near the sonic length, and falls rapidly as we expand the
“search radius.”
6 DISCUSSION
We have developed an analytic theory for the clustering properties
of protostellar cores in a supersonically turbulent density field. In
Paper I, we developed an excursion-set theory for lognormal den-
sity fluctuations in the ISM, and applied it to the mass functions and
clustering of GMCs – the “first-crossing distribution” (distribution
of bound masses on the largest self-gravitating scales). In Paper II,
we showed that this could be extended to predict the protostellar
core MF by defining the “last-crossing distribution” (distribution
of masses on the smallest scales on which they are self-gravitating
and non-fragmenting). Here, we extend this method to define the
conditional last-crossing mass function, as a function of density on
larger scales: i.e. the “two-barrier last crossing problem.” We use
this to analytically derive the correlation function of these cores as
a function of separation (and core mass), on all scales from the core
c© 0000 RAS, MNRAS 000, 000–000
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itself to galactic scales. This should directly translate to the corre-
lation properties of newly-formed stars, independent of the mass
conversion/star formation efficiency.
We find that, on large scales & h (the disk scale height), cores
are weakly biased. Core formation, therefore, is less sensitive to
galaxy-scale overdensities, except insofar as those overdensities
collect/drive the dense gas. This is related to our derivation in Pa-
per I of the clustering of GMCs: they themselves are not strongly
biased (relative to the rest of the dense gas) on large scales, pro-
vided there is sufficient gas present and cooling is efficient. But we
caution that on scales & h, global modes such as spiral waves may
be important, and we cannot assume quantities like Σ or Ω are con-
stant. So the relation to e.g. the global Schmidt-Kennicutt law and
observations of SF efficiency versus galaxy structure (e.g. Leroy
et al. 2008; Foyle et al. 2010) is only approximate.
On scales h, however, cores cluster very strongly. The for-
mal three-dimensional clustering amplitudes at small scales are
enormous – in other words, stars form in a clustered manner. The
approximate conditional mass function (on small scales) in Eq. 19
illustrates why. On small scales, the “run” in S(R) given by Eq. 13
(hence ∆S ≡ S− S0 in Eq. 19) is small, becauseM2(R) is small.
As this vanishes, the P0 term in Eq. 19 becomes extremely sharply
peaked around ρ(R0) = ρcrit(R) – so the CMF/IMF-averaged con-
ditional mass function approaches a step function in ρ(R0) on some
larger scale. Given the same arguments, the fraction of stars formed
in an “isolated” mode should scale as O(dB/dS)−1; near the sonic
length this is approximately |dB/dS|−1R=Rsonic . 0.1.
Physically, the meaning of this is: as we average on smaller
scales approaching the sonic length, the local rms Mach numbers
decline rapidly (M2 ∝ rp−1), so the contribution to density fluctua-
tions (the variance S(R), which is directly tied to the Mach number
in supersonic turbulence) also drops. But the threshold density for
collapse continues to rise. So the smallest scale at which a region is
going to be self-gravitating (or avoid fragmentation) is essentially
“imprinted” by the density by fluctuations driven on larger scales.
It is unlikely to “wander” much across the barrier on smaller scales
since fluctuations are small.
As a result, stars preferentially form in larger-scale overdense
regions which must themselves (on some scale) be self-gravitating.
The characteristic scale of the “parent” systems – i.e. the charac-
teristic scale at which the clustering amplitude will fall off, is the
scale where S(R) begins to run significantly with R. But this is by
definition the characteristic scale of the first-crossing distribution,
which we identified in Paper I with GMCs, and showed there has a
characteristic scale of ∼ h – just set by the global turbulent Jeans
length. In short, stars form inside of GMCs, in strongly clustered
fashion, with the characteristic length of that clustering set by ∼ h.
These arguments are quite general: the fundamental statement
is that, since most of the power in the turbulent velocity field is on
large scales (∼ h), star formation must be strongly clustered below
that scale. This is true for any plausible turbulent power spectrum.
We show explicitly that a qualitatively similar scaling results for
turbulent spectral indices p∼ 5/3−2, and large-scale Mach num-
bersMh ∼ 5−30. However the details of the correlation function
do depend on these values, in a non-trivial manner. For example, the
slope on small scales ξ2d ∝ R−αp , is an approximate power-law with
values α≈ 0.5−1.0; it can flatten significantly to α≈ 0.1−0.5 on
sufficiently small scales if the Mach numbers are sufficiently large.4
4 If power were not concentrated on large scales, for example if the vari-
ance S rose steeply and continuously down to small scales, then at almost
We compare the predicted correlation functions to observa-
tions of both protostellar cores and young stars, and find that they
agree well on the applicable scales. The scatter in the shape of ob-
served correlation functions is also intriguingly similar to the range
predicted from the parameter variations above.5
On the smallest scales 0.1pc, our prediction does not rise
as steeply as the observed stellar correlation functions. This is ex-
pected, since this effect comes primarily from binary and multiple
stellar systems, which we do not explicitly predict since the frag-
mentation events are on a sub-core scale. Our derivation implicitly
samples a “snapshot” within fully developed turbulence. We would
need to treat cores collapsing in time to follow successive fragmen-
tation and/or stellar accretion as the cores contract and form stars,
but this will in turn depend in detail on the gas thermodynamics and
stellar feedback (see e.g. Krumholz et al. 2009; Peters et al. 2010).
In Paper II, we discuss in detail how this (and other time-dependent
processes) may modify the relation between CMF and IMF; if the
effect on the density distribution and/or multiplicity is truly scale-
free, these effects factor out in our analysis here, but there is no
strong reason to believe it would be so. However, on larger scales,
theoretical arguments (and some observations) suggest that the pri-
mary role of feedback is to regulate the turbulent cascade and gen-
erate outflows, as well as to regulate the core-to-stellar mass con-
version efficiencies (see e.g. Matzner & McKee 2000; Mac Low &
Klessen 2004; Veltchev et al. 2011; Alves et al. 2007; Enoch et al.
2008); in that regime, our conclusions should be robust. Improv-
ing the predictions here by taking these processes into account may
be possible in the time-dependent formulation of the excursion set
ISM model developed in Paper I, since that could follow the simul-
taneous growth of fluctuations and collapse of a given sub-region,
coupled to appropriate models for the thermodynamics and stellar
feedback.
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