In this work, the optimal sensor displacement problem in wireless sensor networks is addressed. It is assumed that a network, consisting of independent, collaborative and mobile nodes, is available. Starting from an initial configuration, the aim is to define a specific sensors displacement, which allows the network to achieve high performance, in terms of energy consumption and travelled distance. To mathematically represent the problem under study, different innovative optimization models are proposed and defined, by taking into account different performance objectives. An extensive computational phase is carried out in order to assess the behaviour of the developed models in terms of solution quality and computational effort. A comparison with distributed approaches is also given, by considering different scenarios.
Introduction
A wireless sensor network (WSN) consists of a large number of energyconstrained, low-cost and low-power sensor nodes. Each sensor node is a device, equipped with multiple on-board sensing elements, wireless transmitterreceiver modules, computational and power supply elements and it is characterized by limited computational and communication capabilities.
The WSNs are becoming increasingly popular for monitoring spatial phenomena. Indeed, they are deployed to an area of interest to collect data from the environment, process sensed data and take action accordingly.
Typical applications of the WSNs include environmental control such as fire fighting or marine ground erosion, but also sensors installation on bridges or buildings to monitor earthquake vibration patterns and various surveillance tasks such as intruder surveillance on premises.
In this work, we consider a multi-objective, self-organizing WSN, that can carry out different tasks. For this reason, the mobile nodes are also capable of moving towards positions, which are optimal for the specific task, that the network has to perform. Consequently, depending on the specific application, a different criterion should be chosen and optimized.
In this paper, we propose innovative optimization models to represent the optimal sensor displacement in a WNS. These models are defined by considering different objective functions. In particular, the energy consumption and the travelled distance are the main measures used to evaluate the sensor placement, determined by a central computation unit.
The validity of the proposed optimization models, in terms of solution quality and computational effort, is evaluated experimentally, by considering different scenarios. The solutions obtained by applying the centralized strategy are also compared with different distributed approaches. In particular, the evenly spaced ( [1] ), the bidirectional energy spaced ( [2] ) and other four innovative distributed heuristic strategies, proposed here, are considered in the experimental phase.
The rest of the paper is organized as follows: the next section gives a brief overview of the related works. Section 3 presents the main features of the problem under study and gives the description of the proposed optimization models. Section 4 is devoted to the presentation of the defined distributed strategies. The computational results, that confirm the validity of the proposed mathematical models, are reported in Section 5; finally, conclusions are drawn in Section 6.
State of art
Many contributions regarding the adoption of optimization-based approaches to sensor networks problems have been proposed in scientific literature. In [3] , the authors proposed an interesting approach to the dispatch problem, that is how to determine from a set of mobile nodes a sub-set of sensor nodes to be moved to an area of interest with certain objective functions, such that the coverage and the connectivity properties are satisfied. They developed two solutions to the dispatch problem: a centralized one and a distributed one. The former is based on a previous placement and they converted the problem to the maximum-weight maximum-matching problem with the constraint that energy spent to move sensors has to be minimized or the constraint that the average remaining energy after sensors moved has to be maximized. In the distributed version constraints are the same of the centralized version, but sensors are allowed to independently determine their moving direction.
However, the proposed distributed approach achieves poor results, because the distances that nodes have to travel are not included in the optimization model and the algorithm is based on greedy choices. Furthermore, authors in [3] do not focus on the data flows but on the coverage and connectivity of the whole network.
In [4] , the authors formulated a constrained multi-variable non-linear programming problem to determine both the locations of the nodes and the data transmission pattern. Constraints they considered are: maximization of the network lifetime and minimization of total cost. They studied a planar network where they applied results obtained through optimal strategies and performance bounds for linear networks. The authors do not consider the possibility to move the sensors, instead they think of replacing dead nodes, which is more expensive and more difficult. Furthermore, they assume all nodes have the same energy, which makes the approach suitable only for the initial deployment of the network.
In [5] , the authors proposed a Multi-Objective Metric (MOM), taking into account 4 different metrics for base station placement in WSNs. First, they considered coverage as the ratio of sensor nodes which can communicate with a BS via either single-hop or multi-hop. Second, they introduced fault tolerance as the ratio of sensor nodes after the failure of base stations. Third, the energy consumption computed as the average distance between sensor nodes and their nearest BS. Finally, they introduced the metric of average delay as the standard deviation of the degree of base stations, that is a measure of network congestion. However, in [5] , authors only consider base station optimal placement. In our work, we assume all the nodes are equipped with a mobility support and every node is able to move toward an "optimal" location.
In [6] , the authors modelled the coverage problem as two sub-problems: floor-plan and placement. The former consisting of sub-dividing the service area into well-defined geometric cells and the placement problem is, in this case, to assign the sensor nodes into a set of cells. The next step consists of solving a single optimization problem, where the objective function is to maximize the coverage of the service area while not exceeding the given budget. In their work, the authors only consider the coverage as objective. For this reason, their approach cannot be configured as multi-objective as we considered in our work. Moreover, they consider a first phase called floorplan, in which the exact position of sensors is known. This latter aspect can not be considered available in many realistic applications of wireless sensors networks.
In [7] , the authors formulated the placement problem as a combinatorial optimization problem where the objective function is the minimization of the maximum distance error in a sensor field under certain constraints. In [7] , the authors face the placement problem, so they did not take into account the mobility of nodes. In practice, they did not consider a dynamic "environment" , in the sense that objectives and tasks could change over time. As a result our approach is entirely innovative.
In [8] , the authors investigated the problem of optimal sensor placement. They reformulated the problem such that the dimension of the non-linear problem NLP is independent of all decision variables. Moreover, they extended the sensor placement problem, based on static process conditions, to linear dynamic processes. An additional contribution of this work is the exact conversion of the general NLP into a convex program. All these results show how the sensor placement problem can be solved using a branch-and-bound search algorithm.
In [9] , the authors introduced the concept of lifetime per unit cost, that is the lifetime divided by the number of sensors deployed. They analyzed both large and small networks and found that it is not an easy task to determine the optimal configuration, in terms of lifetime per unit cost. For this reason, they tried to determine the optimal number of sensors to be deployed and the best strategy to deploy them in order to maximize the lifetime per unit cost.
To this aim they developed a two step procedure: in the first phase, a greedy strategy is applied to optimize the sensor placement; the second step is a numerical approximation to determine the optimal number of sensor nodes. On the contrary of our approach, in [9] the authors consider the possibility to introduce and, consequently, to use an "optimal" number of sensors. Instead, we base our work on a pre-existing configuration and we try to exploit nodes in the best possible way. Certainly, this matches real network conditions in the case of wireless sensors networks, where nodes cannot be added in an easy fashion and nodes cannot be easily recharged.
Problem Statement and Mathematical Formulation
In this section, we describe the main features of the problem under investigation and we present the mathematical models, developed to address the optimal sensor placement problem, under different scenarios.
In what follows, we consider an event-driven wireless sensor network and we assume that the number N of sensor nodes involved in the relaying are known.
In this respect, it is worth observing that the N value is determined by taking into account the density of the nodes in the field and the length of flow. In fact, from the density of nodes in the network we can compute the area that, on average, each node should be able to cover in order not to leave any uncovered region. In turn, from the coverage area it is possible to determine the maximum transmission radius (r in Table 1 ). This is an upper bound on the transmission radius, because the random deployment can make it unnecessary for the node to transmit at the computed maximum. By dividing the length of the flow for the maximum transmission radius we obtain the minimum number of sensors needed for establishing a data flow between the source-destination pair.
Node N is the sink node, whereas node 1 represents the source node. It is assumed that each sensor is powered by a non-rechargeable battery and E i , i = 1, . . . , N represents the initial energy of sensor i.
In what follows, F t denotes the flow time length and v i , i = 1, . . . , N is the initial position of node i, whereasẼ i andṽ i , i = 1, . . . , N represent the residual energy and the position of the nodes in the new placement.
Let P rec be the minimum required power for a bit to be correctly received in an area of one squared metre and k the spent energy for a space-unit movement of a sensor ( [1] ).
On the basis of the previous considerations, it is evident that for each sensor node i, the residual energyẼ i after the movement can be determined as follows:
It is worth observing that the conditions (1)- (3) are non linear and represent the first set of constraints, shared by all the proposed models.
In addition, a sensor placement is feasible if for each node i, i = 1, . . . , N the residual energyẼ i is non-negative. Thus, the satisfaction of the conditions reported below should be also ensured:
As in [10] the lifetime of a sensor is simply defined as the time before the sensor runs out of battery and it is not usable for forwarding data anymore.
In what follows, we introduce five optimization models, in which different specific performance measures are taken into account. Indeed, for each model, the optimality criterion is chosen by considering the specific task the network has to carry out.
Model 1
The main aim of the first model is to find the sensor placement for which the total duration of the network is maximized. In other words, the objective is to maximize the total residual energy. It can be represented as follows:
In most WSN deployments, there is only a finite source of energy. In fact, sensor nodes are usually battery-powered. Besides, the nature of such devices preclude battery replacement as a feasible solution, while many sensor network applications demand that the network must operate for a long period of time. It is challenging to use energy resources in the most efficient way. The model considered represents a possible general solution to this and it can be used in all the situations in which it is not economically and logistically convenient to replace dead nodes. Typical cases are represented by environmental applications. In particular, we cite air quality monitoring, water quality monitoring, fire detection, etc. ( [11] , [12] ). In [13] an example for water quality monitoring is described.
Model 2
The second model has been developed with reference to the practical situation in which the sensor network is characterized by a low value of density. In these cases, it is required that each sensor lasts as long as possible, in order to not lose the coverage of its area. In static WSNs, the common solution for maintaining connectivity is to deploy redundant sensor nodes. When sensor nodes fail, redundant nodes can be used for repairing connectivity. However, in many cases it is difficult to ensure that redundant nodes are available for replacement, especially for a network in which sensors nodes are deployed with a low value of density. In this case it could be useful to consider the second model proposed here. A typical example is represented by the scenario considered in [14] , in which mobile nodes are used as data carriers and forward data between disconnected components of the network to the base station. From a mathematical point of view, the second proposed model takes the following form:
subject to constraints (1)-(4).
In particular, the main aim is to find the sensor placement, in order maximize the lifetime of the critical sensor, i.e., the sensor with the minimum value of residual energy.
Model 3
The third model we propose can be viewed as a middle way between the two models introduced above. Indeed, the main aim is to find a sensor placement which maximizes the number of sensor nodes, whose residual energy is above a chosen threshold value E thr . This model can be used in all the practical situations in which the network is sub-divided in clusters and cluster heads should be powerful devices because they act as a router for many slaves ( [15] ).
In order to give a mathematical representation of this model, it is necessary to introduce a set of binary variables. In particular, to each sensor i, i = 1, . . . , N , is associated a binary variable x i with the following meaning: x i is equal to 1 if the residual energyẼ i of i is greater than the threshold E thr and is equal to 0 otherwise. Model 3 takes the following form:
subject to
and constraints (1)-(4).
Model 4
In practical applications, in which a high mobility level should be avoided, since it is either dangerous or difficult, it is reasonable to consider as optimal placement the one for which the total distance travelled by all the sensors to get the final position is minimized. Typical examples of the aforementioned situations arise in the military field. In fact, WSNs can be used for battlefield surveillance and position tracking of the enemy ( [16] , [17] and [18] ). The mathematical representation of model 4 is given in what follows:
Model 5
The distance travelled by the sensors, considered in model 4, is also taken into account in model 5 as performance measure. In this case, the main aim is to find the sensor placement for which the distance travelled by the sensor that moves the most is minimized. Similar to the previous model, in military applications it could be needed to move few nodes as little as possible.
Model 5 takes the following form:
subject to constraints (1)- (4).
The presented models can be used for different tasks and applications. Depending on the sensed data, the central solver determines the appropriate task/application, it maps it into the most suitable model and computes the solution as a new optimal placement.
Solution approach
The centralized approach described in the previous section, which represents a sort of "exact" solution to the sensor placement, cannot be always implementable in a real-life setting. Moreover, computational times and communication issues could reduce the effectiveness of proposed solutions for each problem. Here we propose a set of distributed heuristic strategies which can be implemented locally for each node or group of nodes. They are based on the common evenly-spaced approach, even if other approaches with a minimal information communication among neighbour nodes can be adopted as well, like for example energy-spaced approach. These strategies could be implemented separately or, similarly to the previous approach, could be selected according to the specific application.
In order to illustrate these strategies we consider a simple network with just six nodes as depicted in fig. 1 . Node 1 is the source node and 6 the sink node.
We suppose that at each node the position of its neighbours is known and that the process at each node can be asynchronous. The following schemes and figures describe the heuristic strategies we propose. In all the figures, white circles represent starting positions and light grey circles final positions, that is before and after each step of the procedures. At each step dark grey circles are not interested by the movement. • Process node 1: define position of node 2 without moving node 1.
• Process node 2: define position of node 3 without moving node 2.
• Process node 3: define position of node 4 without moving node 3.
• Process node 4: define position of node 5 without moving node 4.
Procedure B -For each node i, i = 2, ..., 4, define position of nodes i and i + 1 ( fig. 3 ).
• Process node 2: define position of nodes 2 and 3.
• Process node 3: define position of nodes 3 and 4.
• Process node 4: define position of nodes 4 and 5.
Procedure C -For each node i, i = 2, ..., 5, define position of nodes i (fig. 4 ).
• Process node 2 and 4: define position of nodes 2 and 4, without moving nodes 3 and 5.
• Process node 3 and 5: define position of nodes 3 and 5, without moving nodes 2 and 4. • Process node 2: define position of nodes 2 and 3.
The proposed heuristic strategies are easy to implement, because each sensor node needs just the information about its neighbours position and are very efficient since for every procedure each step requires only the execution of an arithmetic operation.
Computational experience
In order to validate the effectiveness of proposed models and heuristics strategies a set of computational experiments has been carried out. In particular, the aim of this activity has been twofold. First of all, we have tested the significance and the performance of the optimization models, outlining how a centralized approach could improve the overall network performance. Secondly, we have analized the behaviour of the proposed distributed heuristic strategies for each applicative problem considered w.r.t. the exact optimization models. The models have been formulated and solved using LINGO 1 , an integrated system with an algebraic modelling language and several linear and nonlinear solution kernels. We have considered as a test case a field area of 1000 m x 1000 m, where mobile sensors are uniformly deployed and a bidirectional flow has been activated between a couple of nodes located in two opposite corners of the field. Relay nodes start with different residual energies in the range 15-20 J and they are characterized by a maximum transmission radius r, a transmission rate r T and a minimum required power for a bit to be correctly received P rec .
The energy expenditure needed for the movement of the sensors has been considered, according to a simple distance proportional cost model: E M = kd, where d is the travelled distance and k is a movement constant. The energy model used for the transmission is taken from [19] . We have considered five different values for the node density (200, 400, 600, 800 and 1000 sensors in the network). Table 1 summarizes all the parameters set in the simulation environment.
We have considered several instances of the test problem obtained considering different randomly generated values for initial positions and energies. The following figure (6) summarizes the results in terms of the criteria mean values measured on the considered test cases for each one of the proposed optimization models, together with those of two placement strategies, the evenly spaced one and the bidirectional energy spaced. The first one is a commonly adopted strategy, which however is effective just under specific conditions ( [1] ). The second one is due to a recent contribution of Natalizio et al. ( [2] ), which shows how this placement strategy is optimal for sensors which are located along the flow direction.
As we can see, each specially tailored optimization model outperforms the other ones and the two benchmark strategies w.r.t. the criterium it has been designed for. Table 2 reports the percentual worsening of the placements proposed by the optimization models and the benchmark strategies w.r.t. the optimal placement for each one of the considered criterium.
Even if the benchmark strategies could seem to be an acceptable choice, in particular due to their easy implementation, it is worthwhile noting that in some cases the placement they provide can be infeasible, that is some nodes do not have a sufficient energy level to guarantee the movement and the flow transmission.
We have also analysed the performance of proposed heuristic strategies by means of their comparison with each specially tailored model, which we call Best Optimization Model (BOM), and the benchmark strategies aforementioned. Figure 7 shows the results for the five criteria.
Similarly to the previous one, table 3 reports percentual worsening of each heuristic strategy w.r.t. BOM and benchmark policies. As we can see, the heuristics performances are quite similar and are almost always better than those of benchmark strategies.
In particular, except for objective 4, the performance worsening w.r.t. optimization models is acceptable, varying from 8% to about 40%. Analysing the performance of the proposed strategies, we can observe that strategy C can be considered as the best one, because it outperforms the other ones in almost all the cases. The column of table 3 confirms that strategy C is globally preferrable to the other ones.
Moreover, the comparison with the performances of the aforementioned benchmark strategies shows that the proposed strategies are more effective for all the considered criteria, allowing significantly minor worsening levels. For example, as regards the first objective the worsening of benchmark strategies is twice that of the best heuristic strategy.
All these results, together with the difficulty concerning the implementation of centralized optimization-based policies, show how the proposed heuristic strategies could be a good approach in a real-life setting. From an applicative standpoint, since the placements suggested by the proposed heuristic strategies are similar in terms of the objective criteria, there is not a real advantage in switching from a strategy to another one. A good trade-off could be the implementation of just one (local) strategy, chosen according to its overall performance or to the most frequent applicative problems the network is expected to face.
Conclusions
In this paper, the optimal sensor placement in wireless sensor networks has been addressed. Some innovative optimization models, in which different criteria are taken into account, have been proposed. The developed models, implemented through a centralized scheme, allow us to determine the most suitable sensors placement, depending on the specific task the network has to execute.
The centralized scheme has been compared with the perfomance achieved by a set of state-of-art and innovative distributed strategies, that require only local information.
The computational results obtained by applying the proposed distributed schemes are very encouraging. Indeed, the sensor displacements obtained with the distributed heuristics are comparable with those determined by the centralized approach. In addition, the proposed approaches outperform the state-of-art distributed strategies.
