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Re´sume´
Depuis la de´tection de la premie`re exoplane`te en 1995 (autour d’une e´toile de type solaire), pre`s
de 300 plane`tes extrasolaires et 25 syste`mes multi-plane´taires ont e´te´ observe´s a` ce jour. La plupart
de ces syste`mes multi-plane´taires se caracte´risent par des plane`tes de type Jupiter, proches de leur
e´toile centrale et dont l’orbite est souvent tre`s excentrique. Ces particularite´s peuvent conduire a` de
fortes interactions gravitationnelles entre les plane`tes. En conse´quence, d’un point de vue dynamique,
ces syste`mes multi-plane´taires compacts constituent une classe spe´cifique du proble`me ge´ne´ral des
N-corps. Des me´thodes nume´riques spe´cifiques ont alors e´te´ de´veloppe´es afin d’explorer l’espace des
parame`tres a` plusieurs dimensions de ces syste`mes. Dans cette the`se, un bilan dynamique de plusieurs
syste`mes plane´taires de´tecte´s est e´tabli dans un premier temps, en utilisant deux me´thodes d’analyse
globale.
Les plane`tes extrasolaires sont jusqu’a` pre´sent suppose´es eˆtre en re´volution prograde autour de
leur e´toile me`re. Cependant, cette the`se introduit une autre possibilite´ the´orique conduisant a` la
stabilite´ de certains syste`mes compacts. Nous explorons selon une approche nume´rique, des syste`mes
the´oriques en re´sonance de moyen mouvement (MMR) comportant deux plane`tes en contre-re´volution
(ce qui signifie qu’une des deux plane`tes a un mouvement re´trograde par rapport a` l’autre). En outre,
je de´veloppe l’Hamiltonien du proble`me des 3-corps dans ce cas particulier de MMR re´trogrades.
La proble´matique des re´sonances orbitales re´trogrades est donc analyse´e d’un point de vue a` la
fois nume´rique et analytique. Par ailleurs, afin d’e´tudier la consistance entre me´canismes the´oriques
impliquant des MMR re´trogrades et observations, des ajustements aux observations sont effectue´s
pour une varie´te´ de syste`mes observe´s. Outre les possibilite´s the´oriques et observationnelles des
re´sonances re´trogrades, une discussion portant sur la formation de syste`mes contenant des plane`tes
en contre-re´volution est propose´e.
Abstract
Since the first detection of an exoplanet in 1995 (around a solar-type star), about 300 extrasolar
planets and 25 multi-planetary systems have been observed until now. Most of these multi-planetary
systems are characterized by hot-Jupiters close to their central star and moving on eccentric orbits.
These particularities may lead to strong gravitational interactions between the planets. As a conse-
quence, compact multi-planetary systems form a specific class of the general N-body problem. To
explore the multi-dimensional parameter space of multi-planetary systems, specific numerical me-
thods of global analysis were required in order to remedy the problem of great number of degrees of
freedom of such systems. A dynamical checkup of several detected planetary system is then firstly
proposed in this thesis.
Extrasolar planets are up to now a priori found in direct orbital motions about their host star.
However, in this thesis, a theoretical alternative suitable for the stability of compact two-planet sys-
tems is investigated. Using a numerical method of global dynamics analysis, we explore theoretical
systems in Mean Motion Resonance (MMR) harboring counter-revolving planets (which means that
one planet moves on a retrograde orbit). Besides, I have expand the Hamiltonian of the 3-body pro-
blem for the particular case of retrograde MMR. Consequently, the retrograde resonance is analysed
from both a numerical and an analytical point of view. Furthermore, in order to study the observa-
tional feasibility of retrograde MMR, observational fits are performed for different detected systems.
Finally, the formation of systems harboring counter-revolving planets is discussed.
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Pre´ambule
La notion de mouvement re´trograde, au moins apparent, est ne´e avec l’observation des plane`tes
dans le ciel. L’explication d’un tel mouvement (cf. Fig. 1) s’est re´ve´le´e eˆtre un ve´ritable casse-teˆte
pour les savants de l’Antiquite´. L’un des premiers mode`les rendant compte du mouvement apparent
des plane`tes sur la sphe`re ce´leste a e´te´ introduit par Ptole´me´e (IIe`me sie`cle apre`s J.C.). Be´ne´ficiant
de plus de huit sie`cles d’observations, Ptole´me´e construisit un mode`le ge´ocentrique et introduisit,
dans son ce´le`bre traite´ “L’Almageste”, la notion d’e´picycle (cf. Fig. 1) : les plane`tes e´voluent sur un
cercle (appele´ e´picycle) dont le centre se meut sur un autre cercle appele´ de´fe´rent. Afin d’adapter
au mieux son mode`le aux observations, Ptole´me´e duˆ excentrer la Terre par rapport au centre du
de´fe´rent. Notons que ce mode`le inge´nieux a perdure´ jusqu’a` la fin du XVIe`me sie`cle.
Outre le mouvement re´trograde apparent des plane`tes du Syste`me Solaire, il existe quelques corps
ce´lestes caracte´rise´s par des mouvements re´trogrades re´els. En effet, l’on peut noter que plusieurs
come`tes ont e´te´ observe´es en mouvement inverse par rapport aux sens de re´volution des plane`tes
autour du centre de masse du Syste`me Solaire (cf. par exemple Fernandez 1981 ou Liou et al. 1998).
De plus, certains petits satellites des plane`tes Jupiter, Saturne, Uranus et Neptune pre´sentent une
re´volution re´trograde autour de leur plane`te me`re respective (e.g. Gladman et al. 2001).1 Notons
e´galement que certains aste´ro¨ıdes ont e´te´ trouve´s en rotation re´trograde autour de leur centre de
masse (e.g. La Spina et al. 2004). Ainsi, la majorite´ des corps trouve´s en mouvement re´trograde (que
ce soit la re´volution ou la rotation) sont des corps de tre`s faibles masses. Cependant, contre toute
attente, les observations radar mene´es sur la plane`te Ve´nus en 1962, ont permis de mettre en e´vidence
sa rotation re´trograde !
Les mouvements re´trogrades, bien que relativement peu fre´quents, existent donc au sein du
Syste`me Solaire. Qu’en est-il des mouvements de re´volution re´trograde dans les syste`mes multi-
plane´taires a` haut re´gime gravitationnel ?
1Le diame`tre de ces petits satellites en re´volution re´trograde est ge´ne´ralement infe´rieur a` une centaine de kilome`tres,
a` l’exception de Triton (2700 km environ).
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Fig. 1 – Figure de gauche : Mouvement apparent de la plane`te Mars dans le ciel. Figure de droite :
Syste`me d’e´picycles introduit par Ptole´me´e. Les plane`tes se meuvent sur un cercle appele´ e´picycle
qui lui-meˆme se de´place sur un autre cercle appele´ de´fe´rent. Ce syste`me permet de rendre compte du
mouvement re´trograde apparent des plane`tes.
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Chapitre 1
Introduction aux Syste`mes
Extrasolaires
Je propose d’introduire, dans ce chapitre, les syste`mes extrasolaires en pre´sentant brie`vement
les me´thodes actuelles de de´tection d’exoplane`tes (§1.1). Ces me´thodes se re´partissent en deux
cate´gories : les me´thodes de de´tection directe, lie´es a` des e´tudes de photome´trie, et les me´thodes
de de´tection indirecte, qui font appel a` des effets gravitationnels. En §1.2, nous aborderons la notion
de re´duction des donne´es observationnelles, e´tape ne´cessaire a` l’acquisition des parame`tres orbitaux
des diffe´rents syste`mes. Enfin, nous verrons dans le §1.3 que les de´tections actuelles permettent
d’ores-et-de´ja` d’e´tablir diffe´rentes classes de syste`mes multi-plane´taires.
1.1 Panorama des techniques observationnelles
1.1.1 Me´thodes de de´tection directe
Imagerie ou haute re´solution angulaire
De fac¸on ge´ne´rale, les plane`tes agissent comme un corps noir, c’est-a`-dire qu’elles re´e´mettent la
lumie`re qu’elles recoivent de leur e´toile parente. La me´thode de de´tection d’exoplane`tes par imagerie
directe vise alors a` de´tecter cette lumie`re re´e´mise (dans l’infra-rouge) et re´fle´chie (dans le visible).
Cette me´thode reste cependant l’une des techniques les plus difficiles a` mettre en œuvre puisque
l’e´toile parente est tellement brillante qu’elle domine l’image et peut cacher le signal de la plane`te.
Cette me´thode est ne´anmoins l’une des plus prometteuses puisqu’elle e´tend l’espace de recherche a`
des e´toiles de tout type (i.e. de toute masse, luminosite´ ou encore de tout type spectal) et qu’elle
permet d’acce´der a` des parame`tres uniques, a` savoir :
– la tempe´rature effective, la masse, l’aˆge, l’albe´do et la composition chimique de la plane`te,
– ainsi que ses parame`tres orbitaux, y compris l’inclinaison orbitale.
Cette technique permet a` l’heure actuelle de de´tecter principalement des plane`tes e´loigne´es de l’e´toile
parente. Pour plus de de´tails sur cette technique, le lecteur pourra notamment se re´fe´rer a` Malbet
(2005).
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Fig. 1.1 – Premie`re photographie d’une exoplane`te. Une plane`te est en orbite autour de la naine
brune 2M1207. L’image a e´te´ obtenue par optique adaptative (voir Chauvin et al. 2005 pour plus de
de´tails).
Me´thode des transits
La me´thode des transits consiste a` de´celer l’infime baisse de luminosite´ d’une e´toile lorsqu’une
plane`te passe devant son disque (cf. Fig. 1.2). Cette technique est d’autant plus efficace que les
plane`tes sont grosses et proches de leur e´toile. Elle permet notamment d’estimer le rayon de la
plane`te, sa densite´, son albe´do mais ne donne aucune information sur sa masse (cf. notamment Mou-
tou & Pont 2005). Notons que dans le cas d’un transit photome´trique, l’inclinaison du plan orbital
sur le plan du ciel est tre`s voisin de 90◦. Par ailleurs, les plane`tes en transit (et les plane`tes de´tecte´es
par imagerie) demeurent les plane`tes les mieux caracte´rise´es d’un point de vue de leurs parame`tres
physiques.
Jusqu’a` pre´sent, relativement peu d’exoplane`tes ont e´te´ de´tecte´es par cette me´thode en raison
de la faible probabilite´ d’alignement e´toile-plane`te-observateur. Cependant, les missions spatiales
CoRoT et Kepler spe´cialement de´die´es a` la recherche de plane`tes en transit devraient permettre de
trouver de nouvelles exoplane`tes.
Fig. 1.2 – Me´thode des transits. La plane`te passe entre l’observateur et son e´toile parente impliquant
une baisse de la luminosite´ de l’e´toile.
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De´tection par microlentille gravitationnelle
L’un des premiers phe´nome`nes pre´dits par la relativite´ ge´ne´rale est la de´viation de la lumie`re
d’un objet lointain par la pre´sence d’un objet massif sur le trajet du rayon lumineux. Ainsi, une mi-
crolentille gravitationnelle consiste a` faire converger les rayons lumineux d’une source lointaine par
un objet interme´diaire. Lors d’une de´tection par microlentille gravitationnelle, l’intensite´ lumineuse
d’une e´toile de fond est par conse´quent amplifie´e par la courbure de l’espace-temps au voisinage
d’une e´toile interme´diaire et de sa (ou ses) plane`tes (cf. Fig. 1.3). La courbe de lumie`re montre alors
une variation particulie`re du signal due a` la pre´sence de l’e´toile interme´diaire et de sa (ou ses) plane`te.
Cette me´thode est optimale pour des pe´riodes de re´volution orbitale relativement longues. Cepen-
dant, l’effet de lentille n’est observable que dans des conditions tre`s particulie`res (des observations
vers le bulbe galactique sont a` privile´gier en raison de la forte densite´ d’e´toiles de fond dans cette
direction).
Fig. 1.3 – De´tection par lentille gravitationnelle.
Les rayons lumineux d’une e´toile de fond sont
de´vie´s par une e´toile interme´diaire et sa ou ses
plane`tes.
1.1.2 Me´thodes de de´tection indirecte
La de´tection directe des plane`tes extrasolaires souffre de deux difficulte´s majeures : une se´paration
angulaire minuscule et un contraste en luminosite´ e´norme. Une solution consiste a` de´tecter les plane`tes
extrasolaires de manie`re indirecte en mesurant la perturbation gravitationnelle induite par la ou les
plane`tes sur l’e´toile parente. Comme dans tout syste`me a` N-corps, e´toile et plane`te(s) tournent autour
du centre de masse du syste`me. Il est alors possible de repe´rer le de´placement pe´riodique de l’e´toile
sur le ciel (astrome´trie) ou de mesurer la variation pe´riodique de vitesse projete´e sur la ligne de
vise´e (vitesse radiale). Une troisie`me approche utilisant les proprie´te´s de perturbation induite par
une plane`te est le chronome´trage des pulsars millisecondes.
Me´thode des vitesses radiales
La me´thode des vitesses radiales repose sur l’effet Doppler-Fizeau qui relie la vitesse d’un corps
mobile a` la longueur d’onde a` laquelle il e´met. La mesure de la vitesse radiale d’une e´toile est obtenue
par la mesure du de´calage des raies d’absorption de son spectre. Cette me´thode est particulie`rement
sensible aux plane`tes massives, aux plane`tes proches et aux e´toiles de faible masse. Elle favorise donc
la de´tection de plane`tes ge´antes a` courtes pe´riodes orbitales telles que les Jupiter chauds. Notons
que cette me´thode a permis de de´tecter la permie`re plane`te extrasolaire en orbite autour d’une e´toile
de type solaire (Mayor & Queloz 1995). A ce jour1, 290 exoplane`tes sur 307 ont e´te´ de´tecte´es par
la me´thode des vitesses radiales (249 syste`mes plane´taires). Ne´anmoins, cette technique ne´cessite
des campagnes d’observations relativement longues puisqu’il faut plusieurs pe´riodes orbitales pour
pouvoir de´terminer les e´le´ments orbitaux des plane`tes. Bien que la me´thode des vitesses radiales
permettent de de´terminer les e´le´ments orbitaux des plane`tes, il est impossible de mesurer, par cette
technique, l’inclinaison du plan orbital par rapport a` la ligne de vise´e (il). Il subsiste alors une
inde´termination de la masse des plane`tes (mP ). Seule la masse minimale de la ou des plane`tes est
accessible via la quantite´ mP sin il (cf. Fig. 1.4).
1Le 22 juillet 2008.
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Pour une description plus de´taille´e de la me´thode des vitesses radiales, le lecteur peut notamment
se re´fe´rer a` Bouchy (2005) ou Beauge´ et al. (2007). La de´termination des e´le´ments orbitaux via la
mesure des vitesses radiales est brie`vement expose´e en §1.2. Une e´tude plus approfondie est par
ailleurs pre´sente´e dans le Chapitre 6.
Fig. 1.4 – Me´thode des vitesses radiales. Le de´calage des raies spectrales d’une e´toile he´bergeant
une ou des plane`tes permet la de´termination de la variation de la vitesse radiale de l’e´toile et par
conse´quent la de´termination des e´le´ments orbitaux de la ou des plane`tes.
Me´thode astrome´trique
L’astrome´trie consiste a` de´terminer le de´placement angulaire d’une e´toile duˆ aux interactions
gravitationnelles ge´ne´re´es par une ou plusieurs plane`tes (cf. Fig. 1.5). Les deux composantes du mou-
vement dans le plan du ciel sont mesure´es et donnent une information suffisante pour de´terminer
les e´le´ments orbitaux de la ou des plane`tes, sans avoir l’ambiguite´ de l’inclinaison du plan orbital
(contrairement a` la de´tection par effet Doppler). Cette technique a donc l’avantage de permettre la
de´termination des masses plane´taires. De plus, la me´thode astrome´trique peut eˆtre applique´e a` tout
type (spectral) d’e´toile. Elle est par ailleurs particulie`rement sensible aux fortes masses plane´taires,
aux longues pe´riodes orbitales (autrement dit aux plane`tes e´loigne´es de leur e´toile) ainsi qu’aux
e´toiles de faible masse (cf. Beichman et al. 2007).
Cependant, l’atmosphe`re terrestre peut de´grader les mesures astrome´triques. Par conse´quent,
plusieurs projets de de´tection d’exoplane`tes par astrome´trie (te´lescopes terrestres et satellites) sont
a` l’e´tude ou en construction. Le projet le plus abouti a` l’heure actuelle est la mission Gaia de l’ESA
dont le lancement est pre´vu pour de´cembre 2011.
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Fig. 1.5 – Me´thode astrome´trique. Le de´placement de l’e´toile dans le ciel est cause´ par la pre´sence
d’une (figure de gauche) ou de plusieurs plane`tes (figure de droite). En l’absence de plane`te(s), la
position de l’e´toile devrait eˆtre situe´e au centre du repe`re (X,Y ) utilise´ ici. Les nombres 1 − 6
indiquent les positions successives de l’e´toile sur une dure´e de 50 ans. Les figures proviennent de
Lissauer (2002).
De´tection par chronome´trage
La me´thode de recherche de plane`tes extrasolaires par chronome´trage consiste a` utiliser une
horloge tre`s pre´cise dans le syste`me e´tudie´ et de voir si des de´calages anormaux apparaissent au
cours du temps. Les pulsars a` rotation rapide (pulsars millisecondes) repre´sentent l’horloge naturelle
la plus pre´cise dans l’Univers et sont donc utilise´s pour de´tecter des exoplane`tes.
Un pulsar est une e´toile a` neutrons qui e´met un champ magne´tique sous forme d’un faisceau
(cf. Fig. 1.6). Il s’agit en quelque sorte d’un phare. Lorsque le faisceau est dirige´ vers l’observateur,
celui-ci peut alors observer pe´riodiquement des flashes ou pulses e´mis, dans le domaine radio, par
l’e´toile a` neutrons. La pe´riodicite´ de ces pulses est impose´e par la rotation de l’e´toile a` neutrons. Dans
le cas d’une plane`te en orbite autour d’un pulsar, le pulsar subit des interactions gravitationnelles
avec l’e´toile. Il effectue de´sormais une re´volution autour du centre de masse (qui n’est alors plus
e´quivalent au centre du pulsar). En raison de ce mouvement de re´volution autour du barycentre, un
observateur recevra l’e´mission radio du pulsar avec des retards variables (mais faibles) par rapport
a` un pulsar seul. Il est ainsi possible de de´terminer la pre´sence de plane`te(s) par la mesure de ces
variations temporelles d’e´mission (cf. Perryman 2000 pour plus de de´tails).
C’est avec la me´thode de chronome´trage que la premie`re de´tection d’objets ayant la masse d’une
plane`te a e´te´ obtenue (pulsar milliseconde PSR B1257+12 ; cf. Wolszczan & Frail 1992). Notons par
ailleurs que ces plane`tes n’ont aucune chance d’abriter la moindre vie a` cause du bombardement
intense de la part de l’e´toile a` neutrons !
Fig. 1.6 – De´tection par chronome´trage de l’e´mission radio de pulsars rapides.
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1.1.3 Synergie entre les diffe´rentes techniques
La quantite´ de plane`tes (et syste`mes plane´taires) de´tecte´es a` ce jour est pre´sente´e dans la Table
1.1 en fonction de la technique d’observation.2 Bien que la me´thode des vitesses radiales soit la plus
efficace jusqu’a` pre´sent, d’autres me´thodes (lie´es a` l’imagerie ou au transit plane´taire) sont en plein
essor et devraient fournir de nombreuses nouvelles de´tections. De plus, un re´sume´ de l’ensemble des
techniques d’observations actuelles ainsi qu’une indication sur leur limite de de´tectabilite´ (d’un point
de vue de la masse minimale des plane`tes) est expose´ dans la Fig. 1.7.
D’ores-et-de´ja`, l’ensemble des de´tections obtenues par transit plane´taire sont corre´le´es a` des me-
sures de vitesses radiales. Les masses plane´taires sont donc connues pour l’ensemble des syste`mes
concerne´s. La combinaison future de l’ensemble des techniques d’observation va par conse´quent
conduire a` la de´termination comple`te des e´le´ments orbitaux et des masses (a` travers les me´thodes de
vitesses radiales, de transit et d’astrome´trie), a` l’e´valuation du rayon, de la composition plane´taire et a`
d’autres informations physiques de´duites des de´tections directes. Ainsi, la synergie entre les diffe´rentes
techniques de de´tection d’exoplane`tes constituera un riche domaine de la plane´tologie comparative
(voir a` ce sujet Beichman et al. 2007) et devrait permettre de contribuer a` la compre´hension des
diffe´rentes e´tapes de formation plane´taire et de l’e´volution des environnements habitables.
Technique Imagerie Transit
Lentille
Gravitationnelle
Vitesses Radiales
Astrome´trie
Chronome´trage
Plane`tes 5 52 7 290 5
Syste`mes 5 52 6 249 3
Syst. multiples 0 0 1 29 1
Tab. 1.1 – Nombre de plane`tes et syste`mes plane´taires de´tecte´s en fonction des techniques obser-
vationnelles. Donne´es provenant du site internet de J. Schneider : http ://www.exoplanet.eu. Les
plane`tes en transit on e´te´ e´galement de´tecte´es par la me´thode des vitesses radiales ou bien par
astrome´trie.
1.2 Donne´es observationnelles
1.2.1 Re´duction de donne´es
L’obtention des diffe´rents parame`tres ge´ome´triques des plane`tes (e´lements orbitaux, masses,
rayons etc.) et physiques (albe´do, composition chimique etc.) ne´cessite diverses me´thodes de re´duction
de donne´es observationnelles : chaque technique de de´tection posse`de sa propre me´thode de re´duction
de donne´es. Le lecteur peut alors se re´fe´rer aux articles mentionne´s en §1.1 pour plus de pre´cisions
sur la re´duction de donne´es observationnelles (a` savoir Malbet 2005, Moutou & Pont 2005, Bouchy
2005, Beauge´ et al. 2007, Beichman et al. 2007, Perryman 2000) ou encore a` Quirrenbach (2006).
De fac¸on ge´ne´rale, la re´duction des donne´es observationnelles, dans le cas de mesures des vitesses
radiales, s’effectue en conside´rant des orbites keple´riennes, c’est-a`-dire sans tenir compte des interac-
tions gravitationnelles entre les plane`tes. Les ajustements aux observations peuvent faire intervenir
plusieurs jeux de variables, plus ou moins ade´quats, notamment les e´le´ments osculateurs ou les coor-
donne´es de Jacobi. Comme le mentionne l’article de Lee & Peale (2003), dans le cas d’une re´duction
en e´le´ments osculateurs, il peut arriver que les coordonne´es astrocentriques introduisent des varia-
tions importantes des hautes fre´quences dans les e´le´ments orbitaux (qui doivent eˆtre quasi-constants
2Donne´es datant du 22 juillet 2008.
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sur des e´chelles de temps de l’ordre d’une orbite). Les variations des hautes fre´quences peuvent alors
conduire a` une sensibilite´ fictive au temps initial (“epoch time”).
En revanche, ce proble`me n’apparaˆıt pas si l’on utilise les coordonne´es de Jacobi, pour lesquelles
la position de la plane`te 1 (de masse m1) est relative a` celle de l’e´toile (de masseM∗) et la position de
la plane`te 2 (de masse m2) est relative au barycentre des masses M∗ et m1 (et ainsi de suite pour un
syste`me a` N plane`tes). Selon Lissauer & Rivera (2001), les coordonne´es de Jacobi “imitent mieux”
les hypothe`ses d’orbites keple´riennes non-perturbe´es.
L’approximation keple´rienne reste valable dans le cas de plane`tes tre`s e´loigne´es les unes des autres
(syste`mes plane´taires dits hie´rarchiques) : la de´termination des e´le´ments orbitaux obtenue de manie`re
keple´rienne reste proche des ajustements a` N-corps (pour lesquels les interactions entre les plane`tes
sont prises en compte). Cependant, dans le cas de syste`mes compacts ou` les interactions gravita-
tionnelles entre les plane`tes peuvent eˆtre tre`s fortes, il est ne´cessaire d’effectuer des ajustements aux
observations par la voie dynamique (inte´grateur a` N-corps), afin de de´terminer de fac¸on plus “cor-
recte” les parame`tres du syste`me. Ceci ne´cessite d’utiliser d’autres jeux de variables (coordonne´es
carte´siennes par exemple). Pre´cisons que depuis quelques anne´es (environ 3-4 ans), des ajustements
dynamiques sont syste´matiquement effectue´s par les observateurs dans le cas des syste`mes compacts ;
ce qui n’e´tait pas le cas auparavant.
La de´termination d’e´le´ments orbitaux (que ce soit dans le cas d’ajustements keple´riens ou dans
le cas dynamique) ne´cessite de nombreuses observations d’un meˆme syste`me. Or, la de´couverte de
plane`tes extrasolaires e´tant extreˆmement re´cente, peu de syste`mes (Gliese 876 par exemple) ont pu
be´ne´ficier de temps d’observations suffisamment longs pour que l’on puisse de´terminer correctement
les e´le´ments orbitaux des plane`tes.3 Par conse´quent, compte tenu des me´thodes de de´tection effec-
tives a` ce jour et du nombre ge´ne´ralement insuffisant de ces observations, il serait vain de croire
que l’astrome´trie (dans le sens de la de´termination des e´le´ments orbitaux) de tout syste`me reste
acquise. En outre, un commentaire plus approfondi sur les de´terminations successives des parame`tres
orbitaux (d’un meˆme syste`me) au cours de diffe´rentes campagnes d’observations sera apporte´ en
§3.2.1. La re´duction de donne´es observationnelles dans le cas de la technique des vitesses radiales
sera e´galement approfondie dans le Chapitre 6 et applique´e pour une configuration particulie`re des
orbites plane´taires.
1.2.2 Distribution des e´le´ments orbitaux
Comme nous l’avons vu, a` ce jour, plus de 300 exoplane`tes ont e´te´ de´couvertes. Les re´ductions
de donne´es observationnelles montrent, dans la majorite´ des cas, que ces plane`tes sont tre`s massives,
proches (et parfois tre`s proches) de leur e´toile centrale et posse`dent des orbites a` forte excentricite´
(voir les de´finitions des e´le´ments utilise´es dans l’Annexe A). Ainsi, il n’est pas rare de de´couvrir
des plane`tes de plusieurs fois la masse de Jupiter (note´e MJ) en orbite autour d’une e´toile de type
solaire mais a` des distances souvent infe´rieures a` la distance Soleil-Ve´nus (et parfois meˆme Soleil-
Mercure).4 Les caracte´ristiques des plane`tes extrasolaires de´tecte´es a` ce jour sont donc bien diffe´rentes
des plane`tes du Syste`me Solaire. Rappelons que ces caracte´ristiques sont biaise´es par les me´thodes
de de´tection effectives actuellement, comme nous l’avons vu dans la section pre´ce´dente. Il est donc
ne´cessaire de tenir compte de ce biais observationnel lorsqu’on souhaite e´tudier la re´partition ou
la proportion de plane`tes en fonction de leurs e´le´ments orbitaux. La Fig. 1.8a est un exemple de
re´partition de plane`tes en fonction de leurs demi grand-axes et de leur excentricite´s. Notons tout
de meˆme une forte concentration pour des plane`tes tre`s proches de leur e´toile (a < 0.3 UA) et des
3Par “correctement”, j’entends des barres d’erreurs faibles sur les e´le´ments orbitaux, de l’ordre de quelques %.
4De telles plane`tes proches sont appele´es des “Jupiters chauds”.
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excentricite´s faibles ou mode´re´es (jusqu’a` 0.3).5 A titre de comparaison, le lecteur peut se re´fe´rer aux
caracte´ristiques orbitales des plane`tes du Syste`me Solaire mentionne´es dans l’Annexe B.
Des diagrammes impliquant les masses plane´taires sont fre´quemment expose´s dans les colloques
ou sur un grand nombre de sites internet de´die´s a` la de´tection d’exoplane`tes. En conside´rant le dia-
gramme de la Fig. 1.8b repre´sentant les masses des exoplane`tes en fonction des pe´riodes orbitales, il
semblerait que peu de plane`tes soient a` la fois tre`s massives et tre`s proches de leur e´toile me`re. On
pourrait alors de´duire, a` tort, qu’une relation entre masses et pe´riodes orbitales soit clairement de´finie.
Or, comme nous l’avons vu dans la section pre´ce´dente, pour la majorite´ des plane`tes de´tecte´es, seules
les masses plane´taires minimales sont connues (en raison de la me´thode de de´tection par mesures de
vitesses radiales). De plus, il n’est pas garanti que l’inclinaison par rapport a` la ligne de vise´e (il) du
plan orbital soit la meˆme pour chaque syste`me ou chaque exoplane`te. Du fait des diverses valeurs
possibles de l’inclinaison il, la distribution des masses re´elles peut eˆtre comple`tement diffe´rente de la
distribution des masses minimales. La Fig. 1.8b ne semble donc pas traduire la re´alite´ des syste`mes
plane´taires. Par conse´quent, toute conclusion de´duite des diagrammes actuels impliquant les masses
plane´taires n’est pas ne´cessairement correcte. Notons ne´anmoins que de tels diagrammes ont un sens
dans le cas de plane`tes en transit (pour lesquelles les masses sont correctement de´termine´es).
Fig. 1.8 – Distribution des plane`tes extrasolaires en fonction (a) de leur demi grand-axe et leur
excentricite´, (b) de leur masse (mP sin il) et leur pe´riode orbitale. (figures provenant du site de J.
Schneider : http ://exoplanet.eu)
5Pre´cisons qu’il n’est pas garanti que les de´tections futures conduisent a` des proportions similaires dans les dia-
grammes de re´partition des plane`tes.
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1.3 Classification dynamique des syste`mes plane´taires
Du fait des masses plane´taires importantes, des excentricite´s ge´ne´ralement fortes et des demi
grand-axes parfois faibles, les interactions entre les plane`tes sont ge´ne´ralement beaucoup plus fortes
dans le cas des syste`mes extrasolaires multi-plane´taires (tout au moins ceux de´tecte´s a` l’heure ac-
tuelle) que dans le cas du Syste`me Solaire. La dynamique des syste`mes extrasolaires comporte ainsi
de nouvelles caracte´ristiques. Face a` la difficulte´ de trouver une corre´lation entre les e´le´ments or-
bitaux des diffe´rentes plane`tes, il a e´te´ ne´cessaire de distinguer les syste`mes extrasolaires par leurs
caracte´ristiques dynamiques. Deux classifications dynamiques ont vu le jour au moment de ma the`se.
Elles peuvent eˆtre de´finies soit a` partir d’e´tudes analytiques, soit via des approches nume´riques. L’une
est propose´e par Ferraz-Mello et al. (2005a), l’autre par Hadjidemetriou (2002).
Ces deux classifications font intervenir des me´canismes de stabilite´, notamment des Re´sonances
de Moyen Mouvement (MMR). Ces re´sonances ont lieu lorsque le rapport des pe´riodes orbitales de
deux plane`tes est commensurable (i.e. rapport de deux entiers). Par exemple, lorsque les pe´riodes
orbitales sont de 100 jours pour la plane`te interne et de 200 jours pour la plane`te externe, l’on a une
re´sonance de moyen mouvement (ou re´sonance orbitale) de rapport 2 : 1.
Un autre me´canisme pris en compte est la dynamique se´culaire des syste`mes plane´taires. La dy-
namique se´culaire consiste a` e´tudier la dynamique d’un syste`me en “ne´gligeant” en quelque sorte
les variables qui e´voluent rapidement au cours du temps. Plus pre´cise´ment, il s’agit de moyenner
l’Hamiltonien du syste`me par rapport aux variables a` courtes pe´riodes (variables en lien avec les
pe´riodes orbitales). L’Hamiltonien moyenne´ de´crit ainsi l’e´volution se´culaire (ou a` long terme) des
orbites, cause´e par les mouvements de pre´cession du pe´ricentre et du nœud (cf. Morbidelli 2002 (§7)
ou Murray & Dermott 1999 (§7) pour plus de de´tails). Pre´cisons que la dynamique se´culaire permet
de de´crire pre´cise´ment la dynamique re´elle d’un syste`me seulement dans les re´gions e´loigne´es de
re´sonances de moyen mouvement.
La dynamique se´culaire se caracte´rise parfois par des Pre´cessions Synchrones Apsidales (ASP),
c’est-a`-dire que les lignes apsidales pre´cessent, en moyenne, au meˆme taux (cf. Fig. 3.4 ; plus d’expli-
cations sur les ASP sont donne´es en §3.2.3). Il arrive alors que la longitude apsidale relative (angle
entre les lignes apsidales note´ ∆ω˜) libre (i.e. oscille) autour de 0◦ ou 180◦. Les lignes apsidales sont
par conse´quent globalement aligne´es ou anti-aligne´es (respectivement).
1.3.1 Classification de S. Ferraz-Mello et al.
La classification dynamique de Ferraz-Mello et al. (2005a) est principalement base´e sur l’existence
de MMR ou de ASP au sein de syste`mes plane´taires. Il existe quatre classes diffe´rentes de syste`mes :
– Classe Ia : Cette classe regroupe les syste`mes de plane`tes massives ayant des orbites excen-
triques dont la stabilite´ est ne´cessairement re´gie par une re´sonance de moyen mouvement. Il
peut arriver que des syste`mes en re´sonance orbitale pre´sentent e´galement un me´canisme d’ASP
(cf. Chapitre 3).
– Classe Ib : Les orbites sont faiblement excentriques et les plane`tes sont proches d’une MMR.
Les interactions gravitationnelles entre les diffe´rents corps sont moins importantes que dans la
Classe Ia.
– Classe II : On retrouve dans cette classe, les syste`mes non-re´sonants mais dont la dynamique
se´culaire est significative. L’ensemble des syste`mes de cette cate´gorie pre´sente une Pre´cession
Synchrone Apsidale (ASP).
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– Classe III : Cette classe rassemble l’ensemble des syste`mes hie´rarchiques pour lesquels le rapport
des pe´riodes des plane`tes est tre`s e´leve´ et dont le comportement dynamique est re´gi par d’autres
me´canismes de stabilite´ que des re´sonances de moyen mouvement.
Les syste`mes re´pertorie´s dans les trois premie`res cate´gories sont en re´alite´ des syste`mes compacts ;
c’est-a`-dire que le rapport des demi-grands axes (ou bien des pe´riodes) entre les diffe´rentes plane`tes
d’un meˆme syste`me est faible (infe´rieur a` 5). D’une manie`re ge´ne´rale, les interactions gravitationnelles
mises en jeux sont fortes. Ces syste`mes sont alors tre`s sensibles aux conditions initiales : tout chan-
gement dans les parame`tres orbitaux peut faire basculer le comportement dynamique d’un syste`me
d’un e´tat stable vers un e´tat instable ou chaotique (et inversement). Dans la Table 1.2, sont re´partis
les syste`mes de´tecte´s jusqu’a` pre´sent en fonction de leur classement dynamique selon Ferraz-Mello
et al. (2005a).
Classe Syste`mes Re´fe´rences
Classe Ia
HD128311
HD82943
Gliese 876
HD73526
HD160691
55 Cnc
HD108874
HD202206
Vogt et al. (2005)
Israelinian et al. (2001) - Mayor et al. (2004)
Rivera et al. (2005)
Tinney et al. (2006)
Jones et al. (2002) - Pepe et al. (2007)
McArthur et al. (2004)
Vogt et al. (2005)
Correia et al. (2005)
Classe Ib
47 UMa
55 Cnc
Jupiter - Saturne
Fischer et al. (2003)
Fischer et al. (2008)
JPL DE202
Classe II
HD160691
υAnd
HD37124
HD12661
HD69830
HD169830
HIP 14810
Gliese 581
McCarthy et al. (2004)
Fischer et al. (2003)
Vogt et al. (2005)
Fischer et al. (2003)
Lovis et al. (2006)
Butler et al. (2006)
Wright et al. (2007)
Udry et al. (2007)
Classe III
HD168443
HD74156
55 Cnc
HD38529
HD190360
HD217107
HD11964
HD187123
Butler et al. (2006)
Naef et al. (2004)
Fischer et al. (2008)
Fischer et al. (2003)
Vogt et al. (2005)
Vogt et al. (2005)
Wright et al. (2007)
Wright et al. (2007)
Tab. 1.2 – Classification de S. Ferraz-Mello.
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1.3.2 Classification de J. Hadjidemetriou
La classification de Hadjidemetriou (2002) est base´e sur l’e´tude analytique du proble`me des 3-
corps en conside´rant des orbites coplanaires et une re´sonance de moyen mouvement 2 : 1. Les masses
sont par ailleurs choisies telles que la somme des masses plane´taires repre´sentent 4% de la masse
totale (soitM∗ = 0.96 et m1+m2 = 0.04 en unite´s normalise´es). Dans cette e´tude, J. Hadjidemetriou
recherche l’ensemble des familles pe´riodiques stables et instables pour la MMR 2 : 1, en faisant varier
le rapport des masses plane´taires6 ainsi que les excentricite´s. Il montre que sous la seule connaissance
des hie´rarchies de masses et d’excentricite´s, l’on obtient l’assurance pre´alable de la stabilite´ ou de
l’instabilite´ du syste`me :
– Tout syste`me appartenant a` la hie´rarchie H1, c’est-a`-dire pour lequel la masse de la plane`te
interne (m1) est infe´rieure a` celle de la plane`te externe (m2) et l’excentricite´ de la plane`te
interne (e1) est supe´rieure a` celle de la plane`te externe (e2), est stable.
– Pour les hie´rarchies H2 (m1 > m2 et e1 > e2) et H4 (m1 > m2 et e1 < e2), le comportement
dynamique des syste`mes est trouve´ instable.
– Cette e´tude analytique ne permet cependant pas de de´terminer l’e´tat dynamique des syste`mes
appartenant a` la hie´rarchie H3 (m1 < m2 et e1 < e2).
La classification de J. Hadjidemetriou est re´sume´e par la Fig. 1.9 qui mentionne l’ensemble des
syste`mes multi-plane´taires trouve´s en MMR 2 : 1 avant et au moment de ma the`se. Plusieurs ajus-
tements observationnels (pour un meˆme syste`me plane´taire) ont e´te´ effectue´s pendant cette pe´riode,
ce qui explique qu’un meˆme nom de syste`me apparaissent parfois pour diffe´rentes hie´rarchies (les
syste`mes HD82943 et HD160691 par exemple). Concernant le syste`me HD73526, les deux ajuste-
ments effectue´s (l’un keple´rien, l’autre dynamique) par Tinney et al. (2006) placent le syste`me dans
deux hie´rarchies diffe´rentes (H2 et H3).
En paralle`le, j’ai effectue´ une e´tude nume´rique pour l’ensemble de ces syste`mes en MMR 2 : 1,
en utilisant l’outil MIPS de´crit en §2.2 et 2.3. L’on obtient que seuls les syste`mes appartenant a`
la hie´rarchie H1 et le syste`me HD82943 de la hie´rarchie H2 sont trouve´s stables (pour des orbites
coplanaires) contrairement aux autres syste`mes des hie´rarchies H2, H3 et H4. Bien que l’e´tude de
J. Hadjidemetriou ne permette pas de statuer sur le comportement dynamique des syste`mes de la
hie´rarchie H3, les re´sultats nume´riques laissent pre´sager d’un comportement instable. Il n’est cepen-
dant pas garanti que l’ensemble des syste`mes de cette hie´rarchie posse`de la meˆme statut dynamique.
L’inte´gration de nombreux syste`mes (the´oriques ou observationnels) de la hie´rachie H3 ainsi qu’une
e´tude statistique sur leur comportement dynamique permettraient tre`s certainement de pouvoir ca-
racte´riser cette hie´rarchie de masses et d’excentricite´s.
Il semble donc que ces re´sultats nume´riques viennent corroborer les re´sultats analytiques, a` l’ex-
ception du syste`me HD82943 (Mayor et al. 2004) de la hie´rarchie H2 qui devrait eˆtre trouve´ instable
(par la voie nume´rique). Ce paradoxe peut s’expliquer par le fait que les masses des deux plane`tes
sont quasi-identiques (M1 = 1.85MJ et M2 = 1.84MJ). Le syste`me se situe finalement entre deux
hie´rarchies (H1 et H2) ; d’ou` l’impossibilite´ de de´terminer l’e´tat dynamique d’un syste`me dans de
telles conditions. Par ailleurs, l’e´tude de J. Hadjidemetriou porte sur des syste`mes dont le rapport
des masses plane´taires est relativement e´leve´, voire tre`s e´leve´ (cf. note 6), ce qui ne correspond pas
exactement aux rapport de masses des syste`mes observe´s actuellement. Au final, pour l’ensemble des
syste`mes e´tudie´s, la classification de J. Hadjidemetriou semble donner une indication sur la stabilite´
ou l’instabilite´ mais ne peut pre´tendre affirmer de fac¸on certaine l’e´tat dynamique de ces syste`mes
(a` moins bien suˆr d’avoir des rapports de masses de 1/3, 1/7 ou 1/39).
6Les rapports de masses m1/m2 e´tudie´s par Hadjidemetriou (2002) sont les suivants : 1/39, 1/7, 1/3, 3/1, 7/1, 39/1.
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Fig. 1.9 – Classification des syste`mes en re´sonance de moyen mouvement 2 :1 selon leur hie´rarchies
de masses et d’excentricite´s. Gliese 876 : donne´es de Rivera et al. (2005). HD128311 : Vogt et al.
(2005). HD82943 : Israelinian et al. (2002) et Mayor et al. (2004). HD73526 : Tinney et al. (2006) -
ajustement keple´rien (H3) et ajustement a` 3-corps (H2). HD160691 : (H4) Jones et al. (2002) et (H3)
Pepe et al. (2007). L’ensemble des conditions initiales utilise´es est indique´ dans l’Annexe B dans la
Table B.2.
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Chapitre 2
Outils de De´tection du Chaos
2.1 Introduction
2.1.1 Approches analytiques et nume´riques
La simplicite´ et le caracte`re insaisissable du proble`me ge´ne´ral des 3-corps ont captive´ les mathe´ma-
ticiens et astronomes pendant des sie`cles. Encore maintenant, a` cause de sa non-inte´grabilite´, le
proble`me des 3-corps demeure e´pineux. Il a e´te´ re´solu dans quelques cas particuliers, en re´duisant le
nombre de degre´s de liberte´. Ainsi, il existe diffe´rents types de moyennisation rendant le proble`me
restreint des 3 corps inte´grable. Celui-ci se caracte´rise par des orbites coplanaires et circulaires ; de
plus, l’une des plane`tes posse`de une masse ne´gligeable devant les deux autres. De nombreux travaux
ont e´te´ effectue´s sur ce sujet dans le cadre du Syste`me Solaire ; mentionnons par exemple les travaux
de Szebehely (1967), He´non (1976) ou encore Hadjidemetriou (1976). Les orbites des plane`tes du
Syste`me Solaire e´tant faiblement excentriques et coplanaires, le proble`me restreint des 3-corps a e´te´
(et est encore) fre´quemment choisi en premie`re approximation. Il est bien connu que les interactions
gravitationnelles mutuelles entre les plane`tes viennent briser la simplicite´ du proble`me inte´grable des
2-corps et celui du proble`me restreint des 3-corps. Or, les 29 syste`mes a` plane`tes multiples observe´s
jusqu’a` pre´sent ne peuvent meˆme pas supporter la re´duction au proble`me restreint des 3-corps. En
effet, ces syste`mes se caracte´risent, en grande majorite´, par des plane`tes ge´antes proches de leur
e´toile centrale et des excentricite´s grandes. La dynamique des syste`mes multi-plane´taires compacts
correspond de la sorte a` une varie´te´ du proble`me ge´ne´ral des N -corps (avec N ≥ 3) dont les solutions
ne sont e´videmment pas ne´cessairement connues.
Face au grand nombre de degre´s de liberte´ et afin d’e´tudier la stabilite´ dynamique des syste`mes
multi-plane´taires observe´s, il a donc e´te´ ne´cessaire de de´velopper des me´thodes nume´riques d’analyse
globale. Aussi, la combinaison d’inte´grateurs nume´riques et d’outils de de´tection du chaos permettent
d’identifier rapidement et d’expliquer des me´canismes de stabilite´. Au cours de ma the`se, j’ai be´ne´ficie´
de deux outils nume´riques de de´tection du chaos (respectivements de´rive´s des Nombres Caracte´ris-
tiques de Lyapunov (LCN) et de l’analyse en fre´quence) : (1) le package MIPS base´ sur l’indicateur
rapide MEGNO, fourni par Eric Bois depuis mon stage de Master1 et (2) la me´thode FMA fournie par
Hans Scholl et Francesco Marzari en fin de the`se. Ces deux me´thodes sont pre´sente´es en §2.2 et §2.4,
respectivement. Elles m’ont permis d’e´tudier la dynamique de nombreux syste`mes. J’ai par ailleurs
de´veloppe´ une approche analytique comple´mentaire relative aux re´sonances orbitales re´trogrades
(Chapitre 5).
1J’ai effectue´ mon stage de 2e`me anne´e de Master (avril a` juin 2005) a` l’Observatoire de la Coˆte d’Azur, dans le
Laboratoire Cassiope´e et sous la direction d’Eric Bois.
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2.2 Mean Exponential Growth factor of Nearby Orbits
2.2.1 Introduction au Nombre Caracte´ristique de Lyapunov
La me´thode des Nombres Caracte´ristiques de Lyapunov (LCN) consiste a` mesurer le taux de
divergence, a` un instant t, entre deux trajectoires initialement proches. La valeur maximale de l’ex-
posant de Lyapunov (note´ L), obtenue pour t tendant vers l’infini, indique si l’orbite e´tudie´e est
re´gulie`re ou chaotique. Elle est de´finie par :
L = lim
t→+∞
1
t
ln
||δp(t), δq(t)||
||δp(0), δq(0)|| (2.1)
avec p et q des variables canoniques conjugue´es et δp(t) = p(2)(t)− p(1)(t) et δq(t) = q(2)(t)− q(1)(t)
exprimant “l’e´cart” entre les trajectoires (1) et (2) a` un instant t. Malheureusement, la de´termination
des LCN requiert souvent des inte´grations sur des temps extreˆmement longs (cf. par exemple Lya-
punov 1907 ou Benettin et al. 1976, 1980). Des me´thodes convergeant beaucoup plus rapidement
que la me´thode des LCN sont donc absolument ne´cessaires ; c’est le cas par exemple de la technique
MEGNO (Mean Exponential Growth factor of Nearby Orbits), entre autres.
2.2.2 Principe de la me´thode MEGNO
L’outil MEGNO (Mean Exponential Growth factor of Nearby Orbits) est l’un des plus re´cents
indicateurs rapides de chaos. MEGNO a e´te´ de´veloppe´ par Cincotta & Simo` (2000) et adapte´ aux
syste`mes multi-plane´taires par E. Bois (cf. §2.3). Il donne non seulement une information importante
sur la dynamique globale et la structure fine de l’espace des phases mais e´galement une bonne estima-
tion du Nombre Caracte´ristique de Lyapunov tout en limitant le temps de calcul. Comme le pre´cisent
Cincotta et al. (2003), le succe`s de la technique MEGNO est duˆ aux indications de´taille´es fournies sur
la dynamique globale des syste`mes Hamiltoniens multi-dimensionnels. Par ailleurs, scannant l’espace
des parame`tres de syste`mes dynamiques, l’on obtient une image claire des structures de re´sonance,
la localisation des orbites quasi-pe´riodiques ainsi qu’une mesure de l’hyperbolicite´ dans les re´gions
chaotiques.
2.2.3 Caracte´risation des comportements dynamiques
A partir de la forme inte´grale de l’exposant de Lyapunov suivante,
L = lim
t→+∞
1
t
∫ t
0
δ˙(t′)
δ(t′)
dt′ avec δ = ||δp, δq||, (2.2)
Cincotta & Simo` (2000) de´finissent le MEGNO de la fac¸on suivante :
Y (t) =
2
t
∫ t
0
δ˙(t′)
δ(t′)
t′dt′. (2.3)
D’ou`, pour une trajectoire stable, Y (t) oscille autour de la valeur 2, tandis que pour une trajectoire
chaotique, Y (t) oscille autour de la solution line´airement divergente y = L t. La moyenne temporelle
de Y (t) donne :
< Y > (t) =
1
t
∫ t
0
Y (t′)dt′, (2.4)
ce qui permet d’avoir :
– limt→+∞ < Y > (t) = 2 pour une orbite stable,
– limt→+∞ < Y > (t) ∼ L2 t pour une orbite chaotique.
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La technique MEGNO permet de distinguer les solutions quasi-pe´riodiques stables, quasi-pe´riodiques
instables et chaotiques (i.e. irre´gulie`res ou non quasi-pe´riodiques) de la fac¸on suivante :
– Dans le cas d’une solution stable : Y (t) oscille autour de la valeur 2 avec de faibles amplitudes
et < Y (t) > converge vers 2 (cf. Fig. 2.1a).
– Dans le cas d’une solution chaotique : les valeurs de Y (t) et < Y (t) > augmentent line´airement
en fonction du temps (respectivement a` un taux e´gal au LCN de la solution ou a` un taux
de moitie´). Seulement dans le cas ou` l’espace des phases a une structure hyperbolique, Y (t)
augmente avec le temps (cf. Fig. 2.1b). Sinon, Y (t) atteint une valeur de saturation.
Fig. 2.1 – Evolution temporelle de l’indicateur MEGNO Y et du MEGNO moyen < Y > dans le
cas (a) d’une solution stable et (b) d’une solution chaotique. Ces deux figures ont e´te´ obtenues en
inte´grant deux jeux de conditions initiales diffe´rents appartenant au voisinage du syste`me a` deux
plane`tes HD128311.
2.2.4 Comparaison des me´thodes MEGNO et LCN
Compte tenu des proprie´te´s de MEGNO, il semble, que cette me´thode soit e´quivalente a` l’exposant
de Lyapunov. Cependant, Cincotta & Simo` (2000) ont montre´ que < Y (t) > converge vers sa valeur
limite plus rapidement que l’exposant de Lyapunov. En effet, l’“amplification” des effets chaotiques
dans l’e´volution des e´quations variationnelles, via la transformation de l’e´quation caracte´ristique des
LCN (2.2) en l’e´quation caracte´ristique du MEGNO (2.3), favorise la de´tection de comportement
chaotique sur un temps beaucoup plus court que ne le permettent les LCN.
Comme le montrent Cincotta et al. (2003), il est possible d’estimer la valeur des LCN via le
trace´ de Y (t)/t en fonction du temps (cf. Fig. 1e de Cincotta et al. 2003). Ainsi, les deux me´thodes
conduisent a` des valeurs similaires dans le cas d’orbites chaotiques : elles convergent, au meˆme taux,
vers la meˆme valeur positive de LCN (de tre`s faibles diffe´rences entre les deux me´thodes apparaissent).
En revanche, elles diffe`rent dans le cas d’orbites stables : la valeur de Y (t)/t diminue plus rapidement
que le LCN.
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2.3 Megno Indicator for Planetary Systems
2.3.1 Application aux syste`mes plane´taires
A partir de la technique MEGNO, Eric Bois a construit en 2001 (lors de l’encadrement d’un
post-doctorant a` l’Observatoire de Bordeaux) le package MIPS (acronyme de Megno Indicator for
Planetary Systems) de´die´ spe´cifiquement a` l’e´tude des syste`mes a` deux plane`tes extrasolaires et a` leurs
conditions de stabilite´ dynamique. Cette premie`re version de MIPS a e´te´ un outil tout spe´cialement
conc¸u pour l’e´tude de la dynamique globale des syste`mes plane´taires. Elle a, du reste, ge´ne´re´ l’un
des deux premiers articles d’analyse globale de la dynamique des syste`mes de plane`tes extrasolaires
(Goz´dziewski, Bois et al. 2001). De plus, la premie`re e´tude de stabilite´ compare´e de syste`mes multi-
plane´taires a e´te´ effectue´e avec cette me´thode (Kiseleva-Eggleton, Bois et al. 2002). L’outil MIPS a
ainsi e´te´ applique´ avec succe`s dans une se´rie de publications (cf. Goz´dziewski et al. 2002, Kiseleva-
Eggleton et al. 2002, Kiseleva-Eggleton et al. 2003, Bois et al. 2003, Bois et al. 2004, Kiseleva-Eggleton
et al. 2004, Goz´dziewski et al. 2004, Goz´dziewski et al. 2006, Gayon & Bois 2008a-2008b, Gayon et al.
2008b-2008c-2008d).
Ce package MIPS base´ sur l’indicateur rapide MEGNO permet d’inte´grer nume´riquement un
proble`me des 3-corps (une e´toile et deux plane`tes).2 14 parame`tres sont donc a` prendre en compte :
les e´le´ments d’orbites et les 2 masses plane´taires. En faisant varier conjointement les parame`tres
par paire, nous parvenons a` scanner tous les syste`mes multi-plane´taires, au fur et a` mesure de leur
de´couverte, en “strates” successives dans l’espace multi-dimensionnel de leurs parame`tres incluant
tout particulie`rement ceux inde´termine´s par les observations (inclinaisons orbitales et longitudes
apsidales). L’on obtient une image claire des structures de re´sonance, la localisation des orbites
quasi-pe´riodiques ainsi qu’une mesure de l’hyperbolicite´ dans les re´gions chaotiques (i.e. le taux de
divergence exponentielle).
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Fig. 2.2 – Carte de stabilite´ en 3-D trace´e dans
l’espace des parame`tres [a1, a2], a1 et a2 e´tant res-
pectivement les demi grand-axes de la plane`te in-
terne P1 et de la plane`te externe P2 (exprime´s en
UA). Les couleurs noir et bleu fonce´ repre´sentent
les orbites stables (avec <Y> = 2 ± 3% et <Y>
= 2 ± 5% respectivement, <Y> correspondant a`
la valeur de l’indicateur MEGNO) tandis que les
couleurs chaudes caracte´risent des orbites hau-
tement instables ou chaotiques (<Y> À 2). La
valle´e de stabilite´ (en noir et bleu fonce´) corres-
pond a` la re´sonance de moyen mouvement 2 : 1
(les pe´riodes orbitales sont commensurables et le
rapport des pe´riodes est e´gal a` 2/1).
2Les e´quations du mouvement sont inte´gre´es en utilisant le code ODEX (Hairer et al. 1993) qui incorpore la me´thode
Burlish-Stoer-Gragg.
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La combinaison de l’outil MIPS, d’un logiciel graphique et d’une palette de couleurs (correc-
tement depuis mon stage de Master 2) permet de tracer des cartes de stabilite´. On peut de`s lors
distinguer les diffe´rents comportements dynamiques dans le voisinage d’un syste`me a` deux plane`tes
et de´duire les me´canismes de stabilite´ sous-jacents. La Fig. 2.2 est un exemple de carte de stabilite´ ;
elle a e´te´ trace´e au de´but de ma the`se a` partir du fit keple´rien du syste`me a` deux plane`tes HD128311
(observations de Vogt et al. 2005 ; cf. Table B.2 en Annexe B).
En utilisant la me´thode MIPS depuis mon stage de Master 2, j’ai pu e´tablir rapidement un bilan
dynamique de nombreux syste`mes a` deux-plane`tes (cf. par exemple Gayon 2005 (stage de Master),
Gayon & Bois 2006 ou encore Bois & Gayon 2006). Cependant, face au nombre croissant de plane`tes
de´tecte´es dans un meˆme syste`me extrasolaire, il nous est devenu ne´cessaire d’e´tendre, au cours de la
the`se, le package MIPS de 2 plane`tes a` N plane`tes.
2.3.2 Ge´ne´ralisation au proble`me des N-corps
L’Hamiltonien d’un syste`me a` Np plane`tes de massesmi avec i ∈ [1, Np] autour de l’e´toile centrale
de masse M∗ s’e´crit :
H =
1
2
M∗v20 − k2
Np∑
i=1
M∗mi
|ri − r0|
+
1
2
Np∑
i=1
miv2i − k2
Np∑
i=1
Np∑
j=1
j>i
mimj
|ri − rj |
(2.5)
avec r0 et ri les vecteurs positions de l’e´toile et de la plane`te i, respectivement, dans le re´fe´rentiel
barycentrique ; v0 et vi sont les vecteurs vitesses associe´s. Les e´quations du mouvement d’une plane`te
i dans le re´fe´rentiel barycentrique sont de´finies par :
dri
dt
= vi
dvi
dt
=− k2M∗ Ri|Ri|3 − k
2
Np∑
j=1
j 6=i
mj
ri − rj
|ri − rj |3
(2.6)
ou` Ri est le vecteur de position relative :
Ri = ri − r0 =
Np∑
j=1
(δj,i + µj) rj (2.7)
et
µj =
mj
M∗
. (2.8)
J’ai donc proce´de´ a` l’extension du package MIPS pour Np plane`tes (ou N-corps avec
N = Np + 1), ce qui permet d’e´tudier les conditions de stabilite´ de l’ensemble des syste`mes multi-
plane´taires de´tecte´s. Le de´veloppement du calcul pour Np plane`tes est propose´ en Annexe C (expres-
sion des forces et e´quations variationnelles). Des e´tudes de la dynamique du syste`me 55 Cancri (a` 5
plane`tes) ainsi que des plane`tes telluriques du Syste`me Solaire sont par ailleurs en pre´paration. Une
partie des re´sultats obtenus pour 55 Cancri est pre´sente´e dans ce manuscript.
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2.4 Frequency Map Analysis
2.4.1 Principe de la me´thode
L’ide´e de base de la technique FMA (Laskar et al. 1992 ; Laskar 1993a ; Laskar 1993b ; Sidlichovsky´
& Nesvorny´ 1997) est d’analyser l’e´volution temporelle d’une ou plusieurs fre´quences fondamentales
d’un syste`me dynamique a` partir des re´sultats issus de l’inte´gration nume´rique.3 Contrairement aux
orbites quasi-pe´riodiques, les orbites chaotiques n’ont pas de fre´quences bien de´termine´es. Le principe
de l’analyse en fre´quence re´side donc dans la de´termination nume´rique de la valeur des fre´quences
fondamentales sur un certain intervalle de temps. Il est possible d’estimer les variations relatives de
ces fre´quences sur plusieurs feneˆtres temporelles et d’en de´duire le taux de diffusion des fre´quences. Si
les fre´quences restent quasi-constantes sur les diffe´rentes feneˆtres temporelles alors l’orbite conside´re´e
est re´gulie`re (i.e. quasi-pe´riodique).
Outre la de´termination des fre´quences d’un syste`me, le principal avantage de la me´thode FMA
est la dure´e relativement courte (par rapport aux me´thodes d’inte´gration directe4) de l’inte´gration
nume´rique des orbites ne´cessaire a` la de´termination des proprie´te´s de stabilite´ du syste`me. De plus,
l’analyse en fre´quence requiert ge´ne´ralement des temps d’inte´gration beaucoup plus court que les
exposants de Lyapunov. En effet, il est ne´cessaire de calculer l’exposant de Lyapunov jusqu’a` ce que
son e´volution temporelle atteigne sa limite asymptotique. En revanche, pour l’analyse en fre´quence,
le syste`me peut eˆtre inte´gre´ sur plusieurs pe´riodes (5-10) correspondant a` la fre´quence fondamentale.
Comme l’outil MEGNO, la technique FMA fournit e´galement une carte dynamique comple`te des
proprie´te´s de stabilite´ d’un syste`me et illustre la dynamique globale du syste`me.
2.4.2 Analyse de Fourier
La de´termination des fre´quences principales d’une orbite est effectue´e par analyse de Fourier. La
me´thode FMA fournit ainsi une mesure quantitative du taux de diffusion des fre´quences intrinise`ques
dans l’espace de Fourier. Rappelons brie`vement la the´orie lie´e a` la technique FMA. Soit une fonction
complexe quasi-pe´riodique f(t). On peut la repre´senter comme un de´veloppement de Fourier sous la
forme suivante :
f(t) =
∞∑
n=1
ane
i(νnt+φn) (2.9)
avec an les amplitudes re´elles dont la valeur diminue avec n, νn et φn les fre´quences et phases
correspondantes. La me´thode FMA consiste a` trouver un jeu de N triplets {a′n, ν ′n, φ′n} tels que le
signal reconstruit f ′(t), donne´ par :
f ′(t) =
N∑
k=1
a′ne
i(ν′nt+φ′n) (2.10)
approxime la fonction originale f(t) jusqu’a` une pre´cision fixe´e. Si la fonction f(t) est la solution
nume´rique d’un syste`me dynamique, nous avons les valeurs tabule´es de f(t) a` des intervalles de temps
re´guliers (dt) sur une dure´e ∆t. On peut calculer avec une grande pre´cision les fre´quences νn sur une
feneˆtre temporelle (“running window” en anglais) [ti, ti+1] couvrant l’intervalle ∆t. La dispersion des
fre´quences, calcule´e sur les “running windows” a` partir de l’estimation de la de´viation standard de
νn, mesure le taux de diffusion de la solution f(t) dans l’espace des actions.
3Dans cette the`se et dans le cadre de l’e´tude de la dynamique de syste`mes multi-plane´taires via la technique FMA,
l’inte´grateur nume´rique utilise´ est le code SYMBA (Duncan et al. 1998). Il s’agit d’un inte´grateur symplectique.
4La notion d’inte´gration directe consiste a` inte´grer nume´riquement les e´quations du proble`me des N-corps et a`
de´tecter du chaos en trac¸ant l’e´volution temporelle des e´le´ments orbitaux.
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2.4.3 Application aux syste`mes plane´taires extrasolaires
La me´thode FMA a e´te´ tout d’abord applique´e aux plane`tes du Syste`me Solaire (Laskar et al.
1992) puis aux petits corps du Syste`me Solaire (Nesvorny´ & Ferraz-Mello 1997 ; Melita & Brunini
2001 ; Marzari et al. 2002 ; Marzari et al. 2003a ; Marzari et al. 2003b). Elle est de´sormais utilise´e pour
les syste`mes extrasolaires, notamment dans l’e´tude du syste`me υ Andromedae (Robutel & Laskar
2001) ou encore du syste`me 55 Cancri (Marzari et al. 2005 ; Gayon et al. 2008b ; Gayon et al. 2008c).5
Avec l’analyse en fre´quence de Laskar, seule l’e´volution se´culaire des syste`mes plane´taires
est conside´re´e ; ce qui implique la pre´sence d’angles a` variation lente uniquement, autrement
dit de pe´riodes longues ou encore de fre´quences courtes. Dans le cas d’un syste`me multi-plane´taire,
le signal suivant est analyse´ par analyse de Fourier (cf. par exemple Marzari et al. 2006) :
s∆ω˜ = cos(ω˜1 − ω˜2) + i sin(ω˜1 − ω˜2), avec ∆ω˜ = ω˜1 − ω˜2 et ω˜i e´tant la longitude apsidale de la
plane`te i (i = 1, 2).6 Le taux de diffusion (note´ σFMA) de la composante Fourier principale de s∆ω˜
est mesure´e a` partir du logarithme ne´gatif de la de´viation standard de s∆ω˜ sur diffe´rentes feneˆtres
temporelles de plusieurs milliers d’anne´es et sur une dure´e totale d’inte´gration de l’ordre du million
d’anne´es. Chaque “running window” inclut suffisamment de pe´riodes de ∆ω˜ pour avoir une analyse
de Fourier significative.
Comme le mentionnent Marzari et al. (2005, 2006), le choix des variables pour l’analyse de
Fourier permettant de de´terminer le taux de diffusion n’est pas toujours aise´ et peut ne´cessiter une
attention particulie`re. En effet, le signal choisi peut eˆtre affecte´ artificiellement par un mauvais choix
de variables qui peuvent e´ventuellement masquer une diffusion lente ou, au contraire, sugge´rer une
fausse diffusion.7 Notons, par ailleurs, que la de´termination des fre´quences principales ainsi que les
amplitudes des e´le´ments angulaires des plane`tes, permet d’acque´rir une information supple´mentaire
quant aux excentricite´s “libres” des plane`tes et aux pe´riodes de libration des variables angulaires les
plus importantes.
Des taux de diffusion lente (grande valeur de σFMA) signifient que les orbites sont quasi-pe´riodiques.
Dans le cas de diffusion rapide (faible valeur de σFMA), les orbites sont chaotiques. La notion de faible
valeur ou de grande valeur de σFMA n’est cependant pas clairement de´finie. La me´thode FMA fournit
alors en quelque sorte une mesure relative de la stabilite´. Des simulations supple´mentaires sur des
temps de l’ordre du milliard d’anne´es sont par conse´quent ne´cessaires pour de´terminer la pe´riode de
stabilite´ issues de certaines conditions initiales.
5La me´thode FMA est par ailleurs utilise´e dans d’autres disciplines de l’astrophysique (dynamique galactique par
exemple) et de la physique (dans le domaine des acce´le´rateurs de particules notamment).
6L’inte´gration nume´rique peut s’effectuer pour un syste`me a` plus de deux plane`tes. En revanche, seules deux plane`tes
sont conside´re´es dans l’analyse en fre´quence.
7Quand le syste`me est en corotation apsidale (i.e. quand les angles de re´sonance θ1 et θ2 librent), les signaux plus
conventionnels sj = h1+ ikj avec j = 1, 2 et ou` hj = e∗ cos(ω˜j) et kj = e∗ sin(ω˜j) peuvent avoir des variations relie´es a`
la libration de corotation et non a` la diffusion chaotique. Par conse´quent, la technique FMA est de pre´fe´rence applique´e
au signal s∆ω˜ plutoˆt qu’aux signaux conventionnels s1 et s2.
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2.5 Comparaison des me´thodes MIPS et FMA
Aucune comparaison entre les me´thodes MIPS et FMA n’ayant e´te´ effectue´e a` leur actuelle et
be´ne´ficiant de ces deux diffe´rents outils (par E. Bois et H. Scholl), nous avons trouve´ inte´ressant
de comparer la distribution de conditions initiales par rapport aux diffe´rents indicateurs (< Y > et
σFMA) et de confronter les cartes de stabilite´ obtenues dans les deux cas.
2.5.1 Corre´lation entre les me´thodes
Comme mentionne´ pre´ce´demment, en fournissant une e´valuation du taux de diffusion des orbites
(σFMA), la me´thode FMA indique une sorte de “stabilite´ relative”. Il s’agit ainsi de savoir a` quel
point une trajectoire est quasi-pe´riodique. Une solution sera donc plus stable ou plus chaotique qu’une
autre solution.
Pour quelle valeur limite de σFMA, obtient-on ne´cessairement une solution quasi-pe´riodique ? La
me´thode FMA conduisant a` une stabilite´ relative entre plusieurs solutions, la re´ponse n’est donc pas
triviale. De manie`re ge´ne´rale, une valeur de σFMA supe´rieure a` 3 est caracte´ristique d’un syste`me
quasi-pe´riodique alors qu’une valeur infe´rieure a` 1 est typique d’un syste`me chaotique. Mais que se
passe-t-il entre 1 et 3 ? Peut-on de´terminer une limite de quasi-pe´riodicite´ (note´e σlim) ? Un bon
moyen de trouver la valeur de σlim consiste :
– soit a` inte´grer un ensemble de conditions initiales et effectuer une analyse en fre´quence sur un
temps beaucoup plus long (le comportement dynamique de l’ensemble des conditions initiales
sur de ces nouvelles e´chelles de temps sera par conse´quent mieux caracte´rise´),
– soit a` utiliser en paralle`le une autre me´thode de de´tection du chaos.
Ainsi, en combinant la me´thode MIPS a` FMA, un diagramme de corre´lation a pu eˆtre e´tabli (Fig.
2.3, obtenue a` partir du fit ke´plerien de Vogt et al. (2005) du syste`me HD128311 ; cf. Table B.2 en
Annexe B). Un scan en e´le´ments orbitaux [a2, e2] (autrement dit en demi grand-axe et excentricite´ de
la plane`te externe 2) dans le voisinage du syste`me HD128311 a e´te´ effectue´ ; 256 conditions initiales
ont e´te´ inte´gre´es a` la fois avec MIPS et avec FMA. Dans le cas d’e´jection d’une plane`te au cours de
l’inte´gration (130000 ans), FMA ne peut de´terminer le taux de diffusion ; en revanche, MIPS fournit
une valeur du taux de divergence des orbites.
Les re´sultats concernant l’e´jection de plane`te sont repre´sente´s par des “e´toiles” dans la colonne de
gauche de la Fig. 2.3a. Dans le cas de non-e´jection d’une plane`te les solutions sont repre´sente´es par
des croix dans la colonne de droite de la Fig. 2.3a. La bande horizontale (obtenue pour < Y >= 1.95
et < Y >= 2.05) indique la zone pour laquelle MIPS trouve une solution stable. En conside´rant
cette bande horizontale de stabilite´ ainsi que la re´partition des solutions en fonction de la vitesse
de diffusion sur la Fig. 2.3a, on peut estimer la valeur de σlim a` 2.5. On obtient ainsi une bonne
corre´lation entre MIPS et FMA. Ne´anmoins, on remarque plusieurs anomalies dans les zones Z1 et
Z2 de la Fig. 2.3b (zoom de la Fig. 2.3a). Dans la zone Z1, alors que la valeur du σFMA est e´leve´e (ce
qui devrait correspondre a` des solutions quasi-pe´riodiques), la valeur du MEGNO est, quant-a`-elle,
supe´rieure a` 2.05 (solution vraisemblablement non stable). Le trace´ de la variation temporelle des
diffe´rents e´le´ments orbitaux permet de mieux comprendre un tel paradoxe : les e´le´ments orbitaux
expriment un comportement chaotique mais borne´. Il s’agit alors d’un “chaos stable” (cf. §3.4 pour
plus de de´tails sur la notion de “chaos stable”). En ce qui concerne les quatre solutions de la zone Z2,
une inte´gration sur un temps 10 fois plus long que le temps t initialement choisi permet de montrer
que les fre´quences principales n’avaient puˆ eˆtre correctement de´termine´es au cours du temps t (temps
initial trop court pour que les fre´quences principales soient trouve´es). La nouvelle analyse avec un
temps d’inte´gration de 1300000 ans est de´sormais en accord avec les re´sulats obtenus avec MIPS.
Deux cartes de stabilite´ ont donc pu eˆtre trace´es, l’une correspondant a` la mesure du MEGNO,
l’autre a` l’analyse en fre´quence (Fig. 2.4).
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Fig. 2.3 – Corre´lation entre FMA et MIPS a` partir de l’e´tude du syste`me HD128311. Temps
d’inte´gration 130 000 ans (temps base´ sur la fre´quence principale du syste`me lui-meˆme).
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Fig. 2.4 – Cartes de stabilite´ obtenues avec MIPS (a) et FMA (b) pour le syste`me HD128311 (fit
ke´ple´rien de Vogt et al. (2005) ; cf. Table B.2 en Annexe B). Figure (a) obtenue avec MIPS : Les
solutions stables sont obtenues pour < Y >∈ [1.95 : 2.05] et repre´sente´es en noir et bleu fonce´. Figure
(b) obtenue avec FMA : L’ensemble des solutions quasi-pe´riodiques sont repre´sente´es en noir, bleu
et vert ; le taux de diffusion e´tant le plus faible pour la couleur noire. Les solutions de la zone Z1 (cf.
Fig. 2.3b) sont localise´es par les signes ’+’. Les solutions stables apparaissent principalement en noir
et bleu. Les couleurs orange et rouge caracte´risent les solutions chaotiques. De plus, les symboles en
forme d’e´toile repre´sentent l’e´jection d’une des plane`tes durant le temps d’inte´gration (130 000 ans).
Les cercles correspondent a` un comportement dynamique trouve´ a` la fois chaotique par la me´thode
FMA et stable par la me´thode MIPS (ces conditions initiales apparaissent dans la zone Z2 de la Fig.
2.3b) ; un tel paradoxe est explique´ dans le texte.
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2.5.2 Avantages et inconve´nients des me´thodes
Comme nous l’avons vu dans le paragraphe pre´ce´dent, il peut arriver que les fre´quences principales
d’un syste`me soient tre`s courtes (cf. par exemple les conditions initiales de la zone Z2 dans le Fig.
2.3b). Par conse´quent, avec la technique FMA, il est parfois ne´cessaire d’inte´grer une condition initiale
a` tre`s long terme. Or, d’une manie`re ge´ne´rale, quelles que soient les fre´quences principales d’une
solution, MIPS fournit des cartes de stabilite´ “correctes” sur des temps d’inte´gration ge´ne´ralement
plus courts que ne le permet FMA. D’un coˆte´, MIPS de´tecte rapidement les cas stables et chaotiques
et de l’autre, FMA donne acce`s aux fre´quences propres. L’utilisation de l’une ou de l’autre me´thode
de´pend alors de la teneur voulue des re´sultats (stabilite´ relative ou stabilite´ acquise, mesure de
l’hyperbolicite´ des trajectoires, valeurs des fre´quences principales, dure´e d’inte´gration, etc.). Aussi, la
multiplicite´ des situations a` e´tudier m’a amene´e a` trouver en l’indicateur MEGNO un bon compromis
entre la rapidite´ et l’information acquise sur le comportement dynamique d’un ensemble de solutions.
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Mise en Evidence de Me´canismes de
Stabilite´
3.1 Introduction
A partir de diffe´rents outils de de´tection du chaos, tels MIPS et FMA, il est possible de scan-
ner l’espace des parame`tres des syste`mes multi-plane´taires et d’e´tablir diffe´rentes cartes de stabilite´.
D’une manie`re ge´ne´rale, il apparaˆıt sur ces cartes de larges zones chaotiques encerclant de rares
ıˆlots de stabilite´. De`s lors, il s’agit d’identifier les me´canismes de stabilite´ mis en jeu dans ces ıˆlots.
Actuellement, il existe plusieurs scenarii d’explications concernant le roˆle des grandes excentricite´s
dans la stabilisation de syste`mes plane´taires (cf. par exemple Namouni 2005 et Namouni & Zhou
2006). De meˆme, l’implication des re´sonances de moyen mouvement (MMR) associe´es et pre´serve´es
par des pre´cessions synchrones des lignes des apsides (APS ; Bois et al. (2003), (2005)) a e´te´ large-
ment e´tudie´e (cf. par exemple Chiang & Murray 2002 ; Lee & Peale 2002 ; Libert & Henrard 2006).
Cependant cette combinaison MMR-ASP n’est pas la re`gle unique ; nous verrons dans ce chapitre
que des syste`mes plane´taires peuvent fonctionnner sous d’autres modes de stabilite´, parfois ine´dits.
La majorite´ des cartes de stabilite´ pre´sente´es dans cette the`se a e´te´ obtenue en utilisant la me´thode
MIPS (a` deux ou Np plane`tes). La palette de couleurs de´ja` adopte´e en Fig. 2.2 et 2.4a est reprise
pour l’ensemble des cartes de stabilite´ de cette the`se. Les couleurs noir et bleu-fonce´ repre´sentent les
orbites stables (< Y >= 2±3% et < Y >= 2±5% respectivement, < Y > correspondant a` la valeur
de l’indicateur MEGNO) et les couleurs orange/rouge les orbites hautement instables ou chaotiques.
L’intersection des lignes horizontales et verticales localise le syste`me nominal (“observationnel”) ou
e´tudie´. Sur les cartes en demi-grands axes note´es [ab, ac], le voisinage des MMR est caracte´rise´ par
des fle`ches blanches. La re´solution de la grille est en ge´ne´ral de 50x50.
Comme mentionne´ en §1.1, la valeur des inclinaisons par rapport a` la ligne de vise´e (il) est
rarement connue. Par conse´quent, les inclinaisons orbitales i1,2 (la plane`te interne e´tant note´e 1 et
la plane`te externe 2), ainsi que les longitudes du nœud Ω1,2 restent actuellement et ge´ne´ralement
des e´le´ments non-de´termine´s par les observateurs et suppose´s nuls. Dans l’ensemble de cette e´tude,
nous conside´rons que le repe`re de re´fe´rence est donne´ par le plan orbital de la plane`te interne 1 au
temps t = 0. Lorsque des cartes de stabilite´ en e´le´ments non-de´termine´s (i ou Ω) sont trace´es, nous
choisissons, par convention, i1 = 0◦ et Ω1 = 0◦ (a` t = 0) de telle fac¸on que l’inclinaison relative entre
les orbites ir (ir = i2 − i1) soit e´gale a` i2 et que la longitude relative des nœuds Ωr (Ωr = Ω2 − Ω1)
soit e´quivalente a` Ω2. Notons par ailleurs que nous choisissons de fixer les masses plane´taires a` leur
valeur minimale ; quelles que soient les inclinaisons orbitales les masses restent inchange´es.
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3.2 Description d’un me´canisme de stabilite´ fre´quent
3.2.1 Syste`mes et me´canismes the´oriques vs syste`mes observationnels
Les re´sonances de moyen mouvement, pour lesquelles le rapport des pe´riodes orbitales est com-
mensurable, ont e´te´ mises en e´vidence pour les syste`mes extrasolaires de`s la de´tection de syste`mes a`
deux plane`tes. L’un des syste`mes multi-plane´taires caracte´rise´ par une MMR et le mieux connu ac-
tuellement (i.e. dont les parame`tres orbitaux sont les mieux de´termine´s) est le syste`me nomme´ Gliese
876. Avec un suivi observationnel de ce syste`me depuis 1998 et avec des pe´riodes orbitales d’environ
30 et 60 jours pour les plane`tes ge´antes Gliese 876b et Gliese 876c (respectivement de´couvertes en
1998 (Marcy et al. 1998, Delfosse et al. 1998) et en 2001 (Marcy et al. 2001)),1 il a e´te´ possible
d’effectuer de nombreuses se´ries d’observations et de re´colter un nombre suffisant de mesures de vi-
tesses radiales pour pouvoir de´terminer de manie`re relativement pre´cise les e´le´ments orbitaux des
plane`tes de ce syste`me. La de´termination des parame`tres orbitaux a ainsi pu eˆtre affine´e au cours des
diffe´rentes campagnes d’observations. Bien qu’une troisie`me plane`te ait re´cemment e´te´ de´couverte
(Rivera et al. 2005)2, la distribution des e´le´ments orbitaux des deux autres plane`tes n’ont gue`re
change´ et le me´canisme de stabilite´ de ce syste`me demeure le meˆme.
L’ensemble des autres syste`mes multi-plane´taires de´tecte´s a` ce jour ne pre´sentent pas de pe´riodes
orbitales aussi courtes. La de´termination des e´le´ments orbitaux ne´cessitant des mesures de vitesses
radiales sur plusieurs fois la pe´riode orbitale de la plane`te la plus externe, il est par conse´quent diffi-
cile de caracte´riser de manie`re certaine la dynamique de la majorite´ des syste`mes de´couverts jusqu’a`
pre´sent. Prenons a` titre d’exemple le cas du syste`me HD160691.
C’est en 2001 qu’une plane`te b (de pe´riode d’environ 640 jours) a e´te´ de´couverte en orbite autour
de l’e´toile HD160691 (Bulter et al. 2001). Puis, de nouvelles observations effectue´es jusqu’en 2002
ont permis de pre´sentir l’existence d’une seconde plane`te c (de pe´riode 1300 jours environ) dans ce
syste`me (Jones et al. 2002). A partir des observations de Jones et al. (2002), Bois et al. (2003) ont
effectue´ une e´tude de la dynamique de ce syste`me. Les orbites du syste`me HD160691 semblaient a`
premie`re vue hautement instables, mais en utilisant l’outil d’analyse de la dynamique globale MIPS,
il a e´te´ possible d’identifier quelques zones de stabilite´ dans l’espace des parame`tres incluant des
e´le´ments non-de´termine´s (pour rappel : ir et Ωr). Toutes les configurations stables trouve´es e´taient
associe´es au meˆme me´canisme de stabilite´ impliquant notamment une MMR 2 : 1. Avec des observa-
tions supple´mentaires, McCarthy et al. (2004) propose`rent par la suite un nouvelle distribution des
parame`tres orbitaux, principalement de la plane`te c, de sorte que le syste`me HD160691 est passe´
d’une MMR 2 : 1 a` un rapport de pe´riodes orbitales proche d’une commensurabilite´ 5 : 1 ou 9 : 2. En
paralle`le, les observations de Santos et al. (2004) conduisirent a` la de´tection d’une troisie`me plane`te
de 14 masses terrestres et de pe´riode orbitale de 9.5 jours.3 En conside´rant les observations les plus
re´centes (Pepe et al. 2007), il semblerait finalement que le syste`me HD160691 soit constitue´ de quatre
plane`tes dont deux sont en MMR 2 : 1. Bien que la pe´riode de la plane`te c ne soit plus de 1300 jours
mais plutoˆt de 310 jours, le rapport des pe´riodes orbitales des plane`tes b et c reste malgre´ tout e´gal
a` 2 dans les deux cas4 ! L’histoire de la de´termination des e´le´ments orbitaux des plane`tes du syste`me
HD160691 est ainsi pleine de rebondissements ! L’histoire du syste`me HD160691 est un exemple
e´loquent parmi d’autres. Avec la de´couverte re´cente de nouveaux syste`mes multi-plane´taires (dont
1Les observateurs notent les plane`tes par les lettres b, c, d etc. au fur et a` mesure de leur de´couverte. Rappelons que
la plane`te b n’est pas toujours la plane`te la plus interne. Dans cette the`se, nous utilisons une notation conforme avec
la position des plane`tes par rapport a` l’e´toile : 1 (plane`te la plus interne), 2, 3 etc.
2Cette plane`te est note´e Gliese 876d et posse`de une masse d’environ 7.5 masses terrestres et une pre´riode orbitale
extreˆmement courte (2 jours).
3Selon Santos et al. (2004), la plane`te c est toujours aussi mal contrainte.
4Le rapport des pe´riodes Pexterne
Pinterne
= P2
P1
passe alors de Pc
Pb
= 2
1
en 2001 a` Pb
Pc
= 2
1
en 2007.
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les pe´riodes orbitales sont relativement e´leve´es), il ne serait pas e´tonnant de rencontrer de nouveau
de tels remaniements de parame`tres orbitaux.
Comme on peut le voir, la de´termination des e´le´ments orbitaux n’est pas aise´e lorsque le nombre
de mesures de vitesses radiales est relativement faible. Seules des observations a` long terme pour-
raient permettre de mieux connaitre la “re´alite´” d’un syste`me. Dans cette the`se, les jeux de pa-
rame`tres orbitaux utilise´s sont issus des diffe´rentes re´ductions d’observations. Ces jeux de parame`tres
sont conside´re´s ici comme des sources de donne´es permettant d’initier des calculs the´oriques. Les
me´canismes de stabilite´ pre´sente´s dans cette the`se constituent des me´canismes the´oriques trouve´s
dans le voisinage des parame`tres orbitaux donne´s par les observateurs mais ne pre´tendent pas re´guler
la stabilite´ a` proprement parler d’un syste`me re´el (a` part pour le syste`me bien connu Gliese 876 ; cf.
§3.2.2 et §3.2.3). Malgre´ des donne´es observationnelles en perpe´tuellement ame´lioration, l’utilisation
de ces donne´es consiste a` mettre en e´vidence et a` comprendre un ensemble de me´canismes the´oriques
de stabilite´. Il n’est cependant pas exclu que de futures observations montrent que de tels me´canismes
existent re´ellement. Dans la suite du manuscript et par souci de simplicite´ dans l’appellation des jeux
de parame`tres orbitaux, on nommera les jeux de conditions initiales utilise´s a` partir du nom du
syste`me observationnel dont ils de´rivent.
3.2.2 Mise en e´vidence d’une re´sonance de moyen mouvement
Les re´sonances de moyen mouvement sont des ingre´dients relativement fre´quents pour la stabilite´
dynamique des syste`mes multi-plane´taires compacts. Ces MMR se distinguent sur des cartes de sta-
bilite´ dans l’espace des parame`tres en demi grand-axes (note´s [a1, a2]) par la pre´sence de bandes de
stabilite´. Les Fig. 3.1a, 3.1c et 3.1e montrent ainsi chacune une bande de stabilite´ lie´e a` la re´sonance
2 : 1 pour des jeux de conditions initiales lie´s aux syste`mes Gliese 876, HD128311 et HD160691a (cf.
conditions initiales de la Table 3.1). Ces valle´es sont suffisamment homoge`nes et larges (respective-
ment ∼ 0.0125 UA (a), ∼ 0.03 UA (c) et ∼ 0.09 UA (e)) pour eˆtre conside´re´es comme robustes et
stables. Cependant, la commensurabilite´ des pe´riodes orbitales n’est pas une condition suffisante pour
qu’il y ait re´sonance de moyen mouvement. En effet, comme le montrent les Fig. 3.1b, 3.1d et 3.1f,
ces valle´es de stabilite´ peuvent comple`tement disparaˆıtre si la position relative (de´crite par l’anoma-
lie moyenne M) des deux plane`tes sur leur orbite n’est pas ade´quate. Par exemple, un changement
anodin de la valeur de l’anomalie moyenne M2, sans pour autant perdre le rapport de pe´riode 2 : 1,
peut favoriser des rencontres proches entre les plane`tes et par conse´quent induire des perturbations
gravitationnelles fortes (cf. Fig. 3.2). Il en re´sulte un comportement dynamique hautement instable
voire chaotique du syste`me.
Par ailleurs, la pre´sence d’une re´sonance de moyen mouvement se traduit ge´ne´ralement dans des
cartes de stabilite´ en e´le´ments orbitaux [a, e] par des ıˆlots de stabilite´ apparaissant au milieu de
larges zones chaotiques ou hautement instables. La Fig. 3.3 montre un exemple de carte en [a, e] dans
le voisinage du syste`me plane´taire HD128311. Pour ce syste`me, les ıˆlots de stabilite´ des Fig. 3.3a
et 3.3b ont une largeur de 0.25 en excentricite´. Mentionnons que l’orbite de la plane`te interne doit
avoir une excentricite´ non nulle et suffisamment e´leve´e pour que les deux orbites (coplanaires) ne se
coupent pas et que les rencontres proches entre les plane`tes soient e´vite´es. Pour les meˆmes raisons,
l’orbite de plane`te externe, quant a` elle, doit avoir une excentricite´ faible.
33
Chapitre 3. Mise en Evidence de Me´canismes de Stabilite´
Sy
st
e`m
es
M
∗
(M
¯
)
m
P
si
n
i l
(M
J
)
P
(j
ou
rs
)
a
(U
A
)
e
ω
(d
eg
)
M (d
eg
)
G
lie
se
87
6
d c b
0.
32
7.
53
(M
⊕
)
0.
79
2.
53
1.
93
77
4
30
.4
55
60
.8
3
0.
02
08
06
7
0.
13
06
5
0.
20
77
4
0.
0
0.
26
32
0.
03
38
0.
0
19
7.
4
18
5.
5
31
1.
8
31
1.
6
16
5.
6
H
D
12
83
11
b c
0.
84
1.
56
3.
08
46
4.
9
90
9.
6
1.
10
9
1.
73
5
0.
38
0.
21
80
.1
21
.6
25
7.
6
16
6.
0
H
D
16
06
91
a
b c
1.
08
1.
7
1.
0
63
8
13
00
1.
5
2.
38
1
0.
31 0.
8
32
0
99
15
6.
3
0.
0
H
D
16
06
91
b
b c
1.
08
1.
7
1.
0
63
8
13
00
1.
5
2.
3
0.
31 0.
8
32
0
99
15
6.
3
0.
0
H
D
73
52
6
b c
1.
08
2.
9
2.
5
18
8.
3
37
7.
8
0.
66
1.
05
0.
19
0.
14
20
3
13
86 82
H
D
82
94
3
c b
1.
05
1.
85
1.
84
21
9.
4
43
5.
1
0.
75
1.
18
0.
38
0.
18
12
4.
0
23
7.
0
0.
0
75
.2
1
H
D
20
22
06
b c
1.
15
17
.4
2.
44
25
5.
87
13
87
.4
0
0.
83
2.
55
0.
43
5
0.
26
7
16
1.
18
78
.9
9
10
5.
05
31
1.
60
T
a
b
.
3.
1
–
P
ar
am
e`t
re
s
or
bi
ta
ux
de
s
sy
st
e`m
es
pl
an
e´t
ai
re
s
(c
f.
A
nn
ex
e
B
e´g
al
em
en
t)
:
G
lie
se
87
6
(R
iv
er
a
et
al
.
20
05
),
H
D
12
83
11
(V
og
t
et
al
.
20
05
;
fit
dy
na
m
iq
ue
),
H
D
16
06
91
a
(B
oi
s
et
al
.
20
03
),
H
D
16
06
91
b
(J
on
es
et
al
.
20
02
),
H
D
73
52
6
(T
in
ne
y
et
al
.
20
06
),
H
D
82
94
3
(M
ay
or
et
al
.
20
04
)
et
H
D
20
22
06
(C
or
re
ia
et
al
.
20
05
).
34
Chapitre 3. Mise en Evidence de Me´canismes de Stabilite´
 0
 10
 20
 30
 40
 50
 a1 (UA)
a
2
 (
U
A
)
<Y>(a)
 0.11  0.12  0.13  0.14  0.15
 0.19
 0.2
 0.21
 0.22
 0.23
2:1
 1.6
 1.8
 2
 2.2
 2.4a 2
 (
U
A
)
 0
 10
 20
 30
 40
 50
M1 (deg)
M
2
 (
d
e
g
)
<Y>(b)
 0  60  120  180  240  300  360
 0
 60
 120
 180
 240
 300
 360
 1.6
 1.8
 2
 2.2
 2.4M
2
 (
d
e
g
)
 0
 10
 20
 30
 40
 50
a1 (UA)
a
2
 (
U
A
)
<Y>(c) 2:1
 0.95  1  1.05  1.1  1.15  1.2  1.25
 1.6
 1.65
 1.7
 1.75
 1.8
 1.85
 1.9
 1.6
 1.8
 2
 2.2
 2.4a 2
 (
U
A
)
 0
 10
 20
 30
 40
 50
 M1 (deg) 
 M
2
 (
d
e
g
) 
<Y>(d)
 0  60  120  180  240  300  360
 0
 60
 120
 180
 240
 300
 360
 1.6
 1.8
 2
 2.2
 2.4
 M
2
 (
d
e
g
) 
 0
 10
 20
 30
 40
 50
a1 (UA)
a
2
 (
U
A
)
(e) <Y>2:1
 1.35  1.4  1.45  1.5  1.55  1.6  1.65
 2.25
 2.3
 2.35
 2.4
 2.45
 2.5
 2.55
 1.6
 1.8
 2
 2.2
 2.4a 2
 (
U
A
)
 0
 10
 20
 30
 40
 50
M1 (deg)
M
2
 (
d
e
g
)
(f) <Y>
 0  60  120  180  240  300  360
 0
 60
 120
 180
 240
 300
 360
 1.6
 1.8
 2
 2.2
 2.4M
2
 (
d
e
g
)
Fig. 3.1 – Cartes de stabilite´ dans l’espace des parame`tres [a1, a2] et [M1,M2] obtenues a` partir
des conditions initiales de la Table 3.1 pour les syste`mes Gliese 876, HD128311 et HD160691a.
Pour l’ensemble des syste`mes e´tudie´s, la plane`te interne est note´e 1 et la plane`te externe 2. Notons
que les conditions initiales utilise´es pour le syste`me HD160691 datent de 2003 et qu’une nouvelle
distribution des parame`tres orbitaux a e´te´ obtenue depuis. Les conditions initiales utilise´es dans cette
e´tude sont un “pre´texte” pour e´tudier un me´canisme de stabilite´ impliquant une re´sonance de moyen
mouvement.
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Fig. 3.2 – Positions relatives de la plane`te interne (allant de 1 a` 3) et de la plane`te externe (allant de
A a` C) pour des configurations instables (a` gauche) et stables (a` droite). Dans la Figure de gauche,
les deux plane`tes (en MMR 2 : 1) se retrouvent a` un moment donne´ toutes les deux a` leur pe´riastre
(positions 1 et A) : les interactions gravitationnelles sont tre`s fortes et peuvent de´stabiliser le syste`me.
Dans la Figure de droite, les rencontres proches sont e´vite´es ; les plane`tes passent par leurs pe´riastres
respectifs a` des moments diffe´rents (positions 2 et A).
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Fig. 3.3 – Cartes de stabilite´ dans l’espace des parame`tres [a, e] pour la plane`te interne (a) et la
plane`te externe (b) du syste`me HD128311.
Fig. 3.4 – Pre´cession apsidale synchrone des lignes apsidales. Sur la Figure de gauche, les lignes
apsidales sont aligne´s (l’angle entre les lignes apsidales, note´ ∆ω˜, libre (ou oscille) autour de 0◦). Sur
la Figure de droite, les lignes apsidales sont anti-aligne´es (∆ω˜ libre autour de 180◦). Il existe par
ailleurs, la configuration “asyme´trique” pour laquelle l’angle ∆ω˜ libre autour d’une valeur diffe´rente
de 0◦ ou 180◦.
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3.2.3 Caracte´ristiques d’une pre´cession synchrone apsidale
Expression des angles de pre´cession et de re´sonance
Rappelons que, lors d’une Pre´cession Apsidale Synchrone (ASP),5 les lignes apsidales pre´cessent
en moyenne au meˆme taux et la longitude apsidale relative (note´e ∆ω˜ avec ∆ω˜ = ω˜1 − ω˜2) libre
ge´ne´ralement autour de 0◦ ou 180◦. Les lignes apsidales sont alors respectivement aligne´es ou anti-
aligne´es (cf. Fig. 3.4). Dans de rares cas, la variable ∆ω˜ libre autour d’une valeur interme´diaire
(configuration dite asyme´trique ; cf. Ferraz-Mello 2005a). De plus, dans le cas de re´sonance de moyen
mouvement de rapport p+ q/p, au moins l’un des deux angles de re´sonance suivants libre :
θ1 = pλ1 − (p+ q)λ2 + qω˜1
θ2 = pλ1 − (p+ q)λ2 + qω˜2
(3.1)
Dans le cas d’ASP, les deux angles de re´sonance (θ1 et θ2) librent. Rappelons par ailleurs que l’angle
de pre´cession θ3 est e´gal a` θ1 − θ2 soit : θ3 = q(ω˜1 − ω˜2) avec q l’ordre de la re´sonance. Dans le cas
d’une MMR de rapport 2 : 1, notons que l’angle de pre´cession apsidale θ3 correspond a` la longitude
apsidale relative ∆ω˜.
Lecture d’une carte de stabilite´ en e´le´ments [ω˜1, ω˜2]
A partir de carte de stabilite´ en e´le´ments [ω˜1, ω˜2], nous parvenons a` caracte´riser le comportement
des lignes apsidales. En effet, lorsque des bandes de stabilite´ apparaissent sur ces cartes de stabilite´,
nous pouvons conclure que le syste`me e´tudie´ posse`de un re´gime de pre´cession apsidale synchrone.
De la position des bandes de stabilite´ sur ces cartes, l’on peut e´galement de´duire un alignement ou
anti-alignement apsidal. Ainsi, les Fig. 3.5a et 3.5c (obtenues respectivement pour les syste`mes Gliese
876 et HD128311) expriment une ASP avec alignement apsidal tandis que la Fig. 3.5e (obtenue pour
le syste`me HD160691) est caracte´ristique d’un anti-alignement apsidal.6 Notons, par ailleurs, qu’une
autre bande de stabilite´ apparaˆıt en anti-alignement apsidal dans la Fig. 3.5a pour le syste`me Gliese
876. Il s’agit plus pre´cise´ment d’une bande de stabilite´ e´phe´me`re. Cette bande ne persiste pas au
cours du temps.
Evolution temporelle des angles de pre´cession et de re´sonance
Une autre fac¸on de connaˆıtre le comportement des lignes apsidales consiste a` tracer l’e´volution
temporelle des angles de re´sonances et de pre´cession. Cette technique “traditionnelle” a e´te´ inaugure´e
dans le cas de syste`mes plane´taires extrasolaires par Laughlin & Chambers (2001). Elle permet
d’obtenir la valeur moyenne, l’amplitude et la pe´riode de libration des variables θ1, θ2 et θ3. Nous
repre´sentons ainsi dans les Fig. 3.5b, 3.5d et 3.5f, l’e´volution de ces trois variables pour les syste`mes
Gliese 876, HD128311 et HD160691 :
– pour le syste`me Gliese 876, θ1, θ2 et θ3 librent autour de 0◦ avec une amplitude de ±10◦, ±30◦
et ±25◦ respectivement et une pe´riode de ∼ 8.5 ans.
– pour le syste`me HD128311, les trois angles θ1, θ2 et θ3 librent autour de 0◦ avec une amplitude
de ±40◦, ±80◦ et ±100◦ respectivement et une pe´riode d’environ 400 ans.
– pour le syste`me HD160691, θ1, θ2 et θ3 librent respectivement autour de 180◦ (±60◦), 0◦ (±40◦)
et 180◦ (±40◦) avec une pe´riode de ∼ 2700 ans.
Par conse´quent, les Fig. 3.5b, 3.5d et 3.5f sont bien en accord avec re´sultats de´duits des cartes de
stabilite´.
5(Une ASP est e´galement appele´e corotation apsidale (ACR) dans le cas coplanaire)
6Dans les deux premiers cas, la bande est proche de la bissectrice ; autrement dit ∆ω˜ est proche de 0◦. Dans le
troisie`me cas, la bande de stabilite´ apparaˆıt pour ∆ω˜ proche de 180◦.
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Fig. 3.5 – La colonne de gauche repre´sente un ensemble de cartes de stabilite´ dans l’espace des pa-
rame`tres [ω˜1, ω˜2] pour les jeux de parame`tres des syste`mes (en MMR 2 : 1) Gliese 876 (a) ,HD128311
(c) et HD160691 (e) mentionne´s dans la Table 3.1. La colonne de droite montre le comportement des
variables de re´sonances θ1, θ2 et de l’angle de pre´cession θ3 (= ∆ω˜) pour les syste`mes mentionne´s
pre´ce´demment (figures (b),(d),(f) respectivement).
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3.2.4 Conclusion sur le me´canisme que nous appelons MMR+ASP
Comme nous l’avons pre´ce´demment mentionne´, une re´sonance de moyen mouvement requiert des
anomalies moyennes ade´quates. De meˆme pour les me´canismes de pre´cession apsidale, le choix des
longitudes apsidales est fondamental ; l’enjeu e´tant toujours d’e´viter des rencontres trop proches (et
par conse´quent de´stabilisantes) entre les plane`tes. Dans les syste`mes multi-plane´taires compacts, les
ASP permettent de pre´server les MMR en e´vitant toute rencontre proche entre les plane`tes et de
maintenir la stabilite´ du syste`me. Par conse´quent, une zone de stabilite´ est obtenue seulement pour
une configuration ge´ome´trique particulie`re des orbites, c’est-a`-dire pour une certaine combinaison
des longitudes apsidales (ω˜) et pour une position relative ade´quate des deux plane`tes sur leur orbite
(M). Un me´canisme de stabilite´ impliquant a` la fois une MMR et une ASP est alors un me´canisme de
pre´cision ou` tout e´cart trop important des anomalies moyennes ou des longitudes apsidales peut faire
basculer le syste`me vers un e´tat instable ou chaotique. La ne´cessite´ d’un tel “re´glage” est d’autant
plus important que le syste`me est tre`s compact et par conse´quent soumis a` des risques d’interactions
gravitationnelles plane´taires trop fortes. Ainsi, les MMR d’ordre peu e´leve´ (ordre q pour une MMR
de rapport p + q/p) ne´cessitent un re´glage particulie`rement fin des e´le´ments orbitaux pour que la
stabilite´ persiste. La configuration particulie`rement compacte du syste`me Gliese 876 ainsi que son
ordre de re´sonance minimal (de valeur 1) expliquent par conse´quent la finesse (en Fig. 3.1a) de la
valle´e de stabilite´ sur la carte en e´le´ments [a1, a2] (environ 0.0125 UA).
3.3 Recherche de stabilite´ pour des orbites non-coplanaires
Durant mon stage de Master pendant lequel il e´tait question d’e´tudier la stabilite´ des syste`mes
multi-plane´taires dans un espace a` 3 dimensions, j’ai e´te´ amene´e a` scanner un ensemble de syste`mes
dans plusieurs espaces des parame`tres, notamment les inclinaisons relatives. Nous reprenons ainsi
dans cette section une partie de ce travail effectue´ pendant le Master et tentons de caracte´riser des
syste`mes non-coplanaires, du point de vue de leur dynamique. Bien que la de´termination des masses
par mesure de vitesses radiales impose une de´pendance en inclinaison (par rapport a` la ligne de
vise´e), nous avons choisi de fixer les masses plane´taires a` leur masse minimale. Un scan dans l’espace
des parame`tres [ir,Ωr] a e´te´ effectue´ pour l’ensemble des syste`mes suivants (cf. Table 3.1 et Annexe
B) : HD73526 (Tinney et al. 2006), HD82943 (Mayor et al. 2004), HD128311 (Vogt et al. 2006),
HD160691 (Jones et al. 2002) et HD202206 (Correia et al. 2005).
Il apparait sur la Fig. 3.6 des ıˆlots de stabilite´ pour des inclinaisons relatives diverses et parfois
assez e´leve´es. Pour les syste`mes HD82943 (Fig. 3.6a), HD128311 (Fig. 3.6b) et HD202206 (Fig.
3.6c), l’ˆılot s’e´tend de 0◦ a` 20◦ environ. On trouve alors que les me´canismes mis en jeu pour ces
inclinaisons relatives non nulles sont similaires au cas coplanaire. Ceci permet notamment d’e´tendre la
classification de J. Hadjidemetriou, mentionne´e dans la Section 1.3, pour des inclinaisons relativement
peu e´leve´es mais tout de meˆme non nulles.
En revanche, pour les syste`mes HD73526 et HD160691, deux zones de stabilite´ sont obtenues en
plein milieu d’un oce´an de chaos (Fig. 3.6d et Fig. 3.6e respectivement) ; plus pre´cise´ment l’ˆılot ne
prend pas sa source au niveau des inclinaisons relatives nulles contrairement aux trois autres syste`mes
mentionne´s pre´ce´demment. Par ailleurs, les ıˆlots s’e´tendent sur les intervalles suivants : [10◦ : 90◦]
pour HD73526 et [10◦ : 50◦] pour le syste`me HD160691. Notons par ailleurs que pour ces ıˆlots de
stabilite´ sont e´phe´me`res. Une inte´gration nume´rique sur un temps dix fois plus long montre en effet
la disparition des ıˆlots pour les syste`mes HD73526 et HD160691.
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Fig. 3.6 – Cartes de stabilite´ dans l’espace des parame`tres [ir,Ωr] pour les syste`mes (a) HD82943,
(b) HD128311, (c) HD202206, (d) HD160691 et (e) HD73526.
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3.4 Dynamique d’un syste`me hie´rarchique : 55 Cancri
3.4.1 Petit historique du syste`me 55 Cancri
Jusqu’a` tre`s re´cemment, le syste`me 55 Cancri comptait quatre plane`tes dont les plane`tes b et c
en re´sonance de moyen mouvement 3 : 1. Des e´tudes approfondies de cette MMR 3 : 1 ont alors e´te´
effectue´es (cf. Ji et al. 2003b, Zhou et al. 2004 ou encore Marzari et al. 2005). Les mesures de vitesses
radiales du syste`me 55 Cancri e´tant effectue´es depuis 1989, la de´termination des e´le´ments orbitaux a
pu eˆtre affine´e au cours du temps (cf. Butler et al. 1997, Marcy et al. 2002 et McArthur et al. 2004).
Ainsi, les dernie`res mesures de l’effet Doppler effectue´es par Fischer et al. (2008) sugge`rent de´sormais
l’existence de cinq plane`tes en orbite autour de l’e´toile avec une distribution des demi grands-axes
allant de 0.038 UA a` 5.901 UA. Notons que la de´termination d’une cinquie`me plane`te a modifie´ la
structure7 du syste`me pre´ce´demment de´fini par McArthur et al. (2004). En particulier, les plane`tes b
et c ne sont de´sormais plus en re´sonance de moyen mouvement 3 : 1 mais proches de cette re´sonance.
Par ailleurs, l’excentricite´ de la plane`te c dans l’article de Fischer et al. (2008) est beaucoup plus
petite, en comparaison avec la valeur trouve´e par McArthur et al. (2004). Les e´le´ments orbitaux
indique´s par Fischer et al. (2008 ; fit dynamique) sont note´s dans la Table 3.2. La plane`te la plus
interne (note´e e) est la plane`te la moins massive (de l’ordre de la masse de Neptune) tandis que la
plane`te la plus externe (note´e d) est la plus massive (masse minimale d’environ quatre masses de
Jupiter). Selon Fischer et al. (2008), le syste`me nominal a` cinq plane`tes de´crit par la Table 3.2 est
dynamiquement stable au moins sur 1 million d’anne´es.
Notons par ailleurs, que l’e´toile 55 Cancri dispose d’un compagnon stellaire, une e´toile naine de
type M, situe´e a` une distance de 1000 UA. Ce compagnon stellaire e´tant de faible masse stellaire et
tre`s e´loigne´ de l’e´toile principale 55 Cnc A, les mesures de vitesses radiales ne sont vraisemblablement
pas affecte´es par cette autre e´toile. Le compagnon stellaire ne sera alors pas conside´re´ dans cette e´tude.
Plane`tes
M sin i
(MJup)
Pe´riode
(jours)
a
(UA)
e ω
(deg)
Tp
(JD-2440000)
e 0.0241 2.796744 0.038 0.2637 156.500 7578.2159
b 0.8358 14.651262 0.115 0.0159 164.001 7572.0307
c 0.1691 44.378710 0.241 0.0530 57.405 7547.5250
f 0.1444 260.6694 0.785 0.0002 205.566 7488.0149
d 3.9231 5371.8207 5.901 0.0633 162.658 6862.3081
Tab. 3.2 – Ele´ments orbitaux pour le syste`me 55 Cancri (fit dynamique de Fischer et al. 2008). La
masse de l’e´toile est de 0.94 M¯.
7i.e. les e´le´ments orbitaux des quatre autres plane`tes.
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3.4.2 Etat dynamique du syste`me
A partir des donne´es observationnelles de Fischer et al. (2008), nous avons effectue´ une explora-
tion de´taille´e de la stabilite´ du syste`me 55 Cnc (dit syste`me observationnel ou nominal) en appliquant
la me´thode FMA sur 400 syste`mes diffe´rents (Gayon et al. 2008b ; cf. Annexe F). Ces syste`mes sont
obtenus en variant les e´le´ments orbitaux du syste`me nominal et en ajoutant de fac¸on ale´atoire une
inclinaison (infe´rieure a` 5◦) aux orbites keple´riennes.8 Les orbites restent cependant coplanaires mais
les masses des plane`tes tiennent compte des nouvelles valeurs d’inclinaison orbitale. L’on de´termine
ainsi la vitesse de diffusion pour un e´chantillon de 400 conditions initiales appartenant au voisinage
du syste`me 55 Cancri. Notons que la vitesse de diffusion est calcule´e en utilisant la de´viation stan-
dard (σFMA) de la fre´quence principale du signal, elle-meˆme trace´e sur des feneˆtres temporelles de
2× 104 ans. Rappelons (cf. §2.4) qu’une vitesse de diffusion (vd) faible signifie une faible dispersion
des fre´quences dans l’intervalle de temps conside´re´ (ce qui e´quivaut a` une grande valeur de σFMA).
Au contraire, de fortes valeurs de vd indiquent des changements rapides des fre´quences du syste`me
et, par conse´quent, sont caracte´ristiques d’une solution chaotique. Mentionnons que les valeurs de
vd infe´rieures a` 4 sugge`rent une quasi-pe´riodicite´ a` long terme tandis que des valeurs supe´rieures
traduisent du chaos.
Dans la Fig. 3.7, nous montrons la distribution de la vitesse de diffusion pour un e´chantillon de
400 conditions initiales. Dans la suite de notre e´tude, nous nous inte´ressons plus particulie`rement aux
syste`mes dont la vitesses de diffusion est supe´rieure a` la valeur 5 (solutions chaotiques repre´sentant
environ 38% de l’e´chantillon analyse´). Lors de solutions chaotiques, la diffusion rapide des fre´quences
principales peut induire (en plus des variations des fre´quences principales) des changements drastiques
des amplitudes, en particulier des excentricite´s. Il peut en re´sulter des rencontres proches entre
les plane`tes et l’e´jection d’une ou plusieurs plane`tes. Or, nous trouvons que, pour l’ensemble des
syste`mes comportant des vitesses de diffusion supe´rieures a` la valeur 5, les excentricite´s n’augmentent
pas au cours du temps (inte´grations effectue´es sur 400 millions d’anne´es). Malgre´ plusieurs “sauts”
d’excentricite´, la variation temporelle de l’excentricite´ des plane`tes e, b et c (cf. Fig. 3.8) reste confine´e
entre deux valeurs limites d’amplitude peu e´leve´e (amplitudes de ∼ 0.15 pour l’excentricite´ de la
plane`te e, ∼ 0.03 pour la plane`te b et ∼ 0.06 pour la plane`te c). Par conse´quent, ceci ne sugge`re,
sur notre intervalle d’e´tude, ni une solution chaotique “habituelle”, ni une solution quasi-pe´riodique,
mais plutoˆt un e´tat de “chaos stable” selon l’expression de Milani & Nobili (1992).9 Nous pensons
que l’e´tat de “chaos stable” pour le syste`me 55 Cancri peut eˆtre duˆ a` la topologie de l’espace des
phases puisque les solutions quasi-pe´riodiques a` proximite´ d’une ıˆle chaotique peuvent agir comme
des “barrie`res” vis-a`-vis de la diffusion (Tsiganis et al. 2000). Ce comportement particulier de “chaos
stable” pourrait ainsi eˆtre duˆ a` la proximite´ du syste`me a` la re´sonance de moyen mouvement 3 : 1
entre les plane`tes b et c (cf. Gayon et al. 2008b pour plus de de´tails).
3.4.3 Zone habitable du syste`me 55 Cancri
En appliquant les me´thodes FMA et MIPS au syste`me 55 Cancri, nous avons par ailleurs e´tudie´
la stabilite´ dynamique d’une plane`te terrestre hypothe´tique autour de l’e´toile 55 Cancri, pre´cise´ment
dans la zone habitable de ce syste`me (a` 1 UA). Comme le montre la Fig. 3.9, nous trouvons que pour
la plane`te terrestre, une orbite d’excentricite´ infe´rieure a` 0.04 et d’inclinaison infe´rieure a` 40◦ serait
stable. Cette e´tude en cours devrait faire l’objet d’une prochaine lettre (Gayon et al. 2008c).
8Les anomalies moyennes et les longitudes du nœud sont choisies ale´atoirement. Par ailleurs, le choix d’inclinaisons
orbitales non nulles et infe´rieures a` 5◦ est effectue´ dans le but de rendre le syste`me plus re´aliste.
9Le terme de “chaos stable” a e´te´ introduit par Milani & Nobili (1992) pour indiquer le comportement chaotique
particulier des aste´roides. Malgre´ des temps de Lyapunov courts (de l’ordre de quelques 103 ans), le comportement
dynamique de certains aste´roides pre´sente une remarquable stabilite´ (les rencontres proches sont e´vite´es) sur un temps
de l’ordre de l’aˆge du Syste`me Solaire !
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Fig. 3.7 – Histogramme montrant la distribution de la vitesse de diffusion sur un e´chantillon de 400
syste`mes diffe´rents, proches du syste`me plane´taire 55 Cancri.
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Fig. 3.9 – Carte de stabilite´ obtenue en conside´rant les 4 plane`tes les plus externes (plane`tes b, c,
f , d) du syste`me 55 Cancri ainsi qu’une plane`te terrestre hypothe´tique situe´e dans la zone habitable
(a = 1 UA). Cette carte est trace´e dans l’espace des parame`tres [eEarth, iEarth] et a e´te´ obtenue en
utilisant la me´thode MIPS.
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Chapitre 4
Exploration de la Re´sonance
Re´trograde de Moyen Mouvement
4.1 Introduction
Dans ce chapitre, nous examinons le cas de syste`mes plane´taires en re´sonance re´trograde de
moyen mouvement, c’est-a`-dire des syste`mes pour lesquels deux plane`tes sont a` la fois en re´sonance
de moyen mouvement et en contre-re´volution. Plus particulie`rement, la plane`te interne est suppose´e
en mouvement prograde autour de l’e´toile centrale tandis que la plane`te externe est en mouvement
re´trograde. De tels syste`mes sont obtenus au voisinage de syste`mes observe´s (pris comme sources de
donne´es) et seront appele´s par la suite des syste`mes “pseudo-observationnels”. Cette e´tude consiste
a` mettre en e´vidence de nouveaux me´canismes the´oriques de stabilite´, en mettant en jeu les incli-
naisons des orbites. Pre´cisons que les me´canismes de stabilite´ issus de cette e´tude ne re´gissent pas
ne´cessairement le mode de stabilite´ des syste`mes observe´s.
La mise en e´vidence de re´sonances de moyen mouvement re´trogrades ainsi que leurs caracte´ristiques
et leurs ressources est base´e sur l’e´tude dynamique du voisinage des syste`mes a` deux plane`tes
HD160691 (donne´es de McCarthy et al. 2004) et HD73526 (donne´es de Tinney et al. 2006). Le
me´canisme de stabilite´ lie´ a` la configuration re´trograde du syste`me HD73526 est pre´sente´ sous la
forme d’un article publie´ a` Astronomy & Astrophysics (Gayon & Bois 2008a) et d’un proceeding
re´fe´re´ de l’International Astronomical Union (Gayon & Bois 2008b).
4.2 A la recherche de zones de stabilite´
4.2.1 Etats des lieux des syste`mes observe´s HD160691 et HD73526
Comme nous l’avons vu en §3.2.1, l’histoire de la de´termination des e´le´ments orbitaux du syste`me
HD160691 n’est pas sans rebondissement ! Malgre´ tout, nous choisissons de nous baser sur les donne´es
de McCarthy et al. (2004) pour e´tudier la faisabilite´ the´orique des re´sonances re´trogrades. Nous
utilisons e´galement les donne´es de Tinney et al. (2006) concernant le syste`me HD73526. Ces deux
jeux de parame`tres sont mentionne´s dans la Table 4.1 (ou en Annexe B).
Les Fig. 4.1a 4.1b montrent l’e´tat dynamique des syste`mes HD160691 et HD73526 en fonction
des demi-grands axes a1 et a2. Les parame`tres orbitaux proviennent de la Table 4.1, a` l’exception
des longitudes des nœuds qui sont fixe´es a` 0◦. Afin d’e´viter un comportement dynamique limite´ au
cas coplanaire, nous introduisons la valeur 0◦ et 1◦ pour les inclinaisons orbitales i1 et i2. A cause
des interactions gravitationnelles du proble`me des 3-corps en 3-D, l’inclinaison relative (ir = i2 − i1)
entre les deux plans orbitaux est libre d’e´voluer dans l’espace 3-D.
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De fac¸on ge´ne´rale, la pre´sence de re´sonances divise l’espace des phases en re´gions re´gulie`res et
chaotiques. Cependant, en utilisant les parame`tres orbitaux provenant des observations, l’espace des
parame`tres [a1, a2] est trouve´ totalement chaotique pour le syste`me observe´ HD160691 (Fig. 4.1a).
Quelques points de stabilite´ apparaissent dans le voisinage du syste`me observe´ HD73526 mais bien
au dela` des barres d’erreurs propose´es par les observateurs (Fig. 4.1b ; erreurs de ± 0.005 en a1 et
a2). Ces deux syste`mes correspondent en re´alite´ a` un syste`me chaotique ; la valeur de l’indicateur
de chaos MEGNO reste e´leve´e a` la fois pour le jeu de parame`tres fournis par les observateurs ainsi
qu’au voisinage de la solution. Par ailleurs, la Fig. 4.2 indique bien que la variation de l’excentricite´
de la plane`te externe du syste`me HD73526 est irre´gulie`re. Cependant, les valeurs de e2 restent
relativement confine´es. Ces syste`mes e´tant trouve´s chaotiques pour des orbites coplanaires, il s’ave`re
donc ne´cessaire de chercher un me´canisme de stabilite´ dans un espace en 3-D.
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Fig. 4.1 – Cartes de stabilite´ dans l’espace des parame`tres [a1, a2] pour les syste`mes a` deux plane`tes
HD160691 (donne´es de McCarthy et al. 2004) et HD73526 (donne´es de Tinney et al. 2006).
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Fig. 4.2 – Variation temporelle de l’excentricite´ de la plane`te externe pour le syste`me HD73526. Les
conditions initiales proviennent de Tinney et al. (2006) et conduisent a` un comportement chaotique.
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4.2.2 Inte´reˆt des inclinaisons orbitales
Le stade e´volutif des syste`mes HD160691 et HD73526 (i.e. la disparition du disque de gaz et de
poussie`re ainsi que l’aˆge de l’e´toile de 6.41 Gyr et 5.59 Gyr respectivement) indique que ces syste`mes
ont de´sormais des comportements re´guliers. Partons alors a` la recherche d’un me´canisme de stabilite´
ope´rant dans ces syste`mes. Les longitudes apsidales ainsi que les inclinaisons orbitales relatives e´tant
non-de´termine´es (ou suppose´es nulles) par les observateurs, nous effectuons tout d’abord un scan
dans les e´le´ments [ir,Ωr]. A partir des Fig. 4.3a et Fig. 4.3b, nous trouvons ainsi que la stabilite´
de´pend fortement des ces parame`tres non-de´termine´s.
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Fig. 4.3 – Cartes de stabilite´ dans l’espace des parame`tres [ir,Ωr] obtenues dans le voisinage des
syste`mes (a) HD160691 et (b) HD73526. L’ensemble des parame`tres orbitaux (a` l’exception de ir et
Ωr) proviennent de la Table 4.1.
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Fig. 4.4 – Cartes de stabilite´ dans l’espace des parame`tres [ir,Ωr] obtenues dans le voisinage du
syste`me HD73526 pour un temps d’inte´gration de 50000 ans. La figure (a) montre la disparition de
l’ˆılot (1) par rapport a` la Fig. 4.3b. La figure (b) est un zoom sur les ıˆlots (2)-(5) trouve´s lors de
configurations re´trogrades.
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Comme le montre la Fig. 4.3a, les conditions initiales dans le voisinage du syste`me HD160691
sont chaotiques non seulement pour des orbites coplanaires mais plus ge´ne´ralement pour des orbites
progrades ! Un seul ıˆlot de stabilite´ est obtenu pour ir ∈ [156, 204] et Ωr ∈ [7, 180]. Par ailleurs,
dans le cas du syste`me HD73526, on distingue plusieurs ıˆlots sur la Fig. 4.3b, l’un note´ (1) pour
des orbites progrades des deux plane`tes et un autre (2) pour des orbites re´trogrades de la plane`te
externe. En re´alite´, l’ˆılot (1) correspond a` un ıˆlot de stabilite´ e´phe´me`re (ˆılot e´quivalent dans la Fig.
3.6). Comme nous l’avons vu en §3.3, en augmentant le temps d’inte´gration1 utilise´ pour la Fig. 4.3b,
l’ˆılot (1) disparaˆıt (Fig. 4.4a ; cf. Figure 1 de l’article pre´sente´ en Annexe F). L’ˆılot (2), s’ave`re eˆtre,
quant-a`-lui, un ıˆlot de stabilite´ a` long terme. Nous trouvons e´galement trois petits ıˆlots de stabilite´
(3)-(5) (Fig. 4.4b). L’ˆılot (3) est se´pare´ de 180◦ en Ωr du centre de l’ˆılot (2). Les deux autres ıˆlots
(4) et (5) sont, quant a` eux, distribue´s de part et d’autre des ıˆles (2) et (3). En raison de la taille
de chaque zone de stabilite´, l’ˆılot (2), pour lequel ir ∈ [173◦, 187◦] et Ωr ∈ [173◦, 266◦], contient
les orbites les plus stables et les plus robustes, c’est-a`-dire les moins “mode`le de´pendants” vis-a`-vis
d’e´ventuelles perturbations supple´mentaires. Il est ainsi ne´cessaire de se concentrer sur l’ˆılot (2) pour
tenter de trouver de nouveaux me´canismes de stabilite´.
4.3 Un nouveau me´canisme de stabilite´ impliquant une re´sonance
re´trograde
4.3.1 Existence d’une MMR re´trograde
Les cartes habituelles en demi grand-axes [a1, a2] sont caracte´rise´es par des bandes fines de sta-
bilite´ (lie´es aux re´sonances de moyen mouvement) au sein d’un oce´an de chaos (voir par exemple la
Fig. 3.1). Or, les Fig. 4.5a-b, trace´es dans le cas d’une configuration en contre-re´volution, semblent
eˆtre une sorte de “ne´gatif” avec des bandes chaotiques lie´es a` diffe´rentes re´sonances re´trogrades. Par
ailleurs, comme le montrent les Fig. 4.5c-d, une large gamme d’excentricite´s est autorise´e pour des
plane`tes en contre-re´volution et proches de re´sonance de moyen mouvement. L’analyse de la stabilite´
dans l’espace des excentricite´s [e1, e2] du syste`me HD160691 en contre-re´volution (Fig. 4.5c) montre
que meˆme si les excentricite´s sont e´leve´es, le syste`me reste stable, a` l’exception de l’“arc”caracte´risant
la MMR re´trograde 14 : 3. De meˆme pour le syste`me HD73526, la re´sonance re´trograde 2 : 1 ge´ne`re
plusieurs ıˆlots de stabilite´ dans la carte en [e1, e2] (Fig. 4.5d) et montre une large gamme d’excentri-
cite´s e1 possibles telles que le syste`me soit stable.
Tout comme les cartes en e´le´ments [a1, a2], les mappings en excentricite´s sont surprenants par leur
stabilite´ dominante. L’on peut alors se demander quelle peut eˆtre la cause d’une telle pre´ponde´rance
de la stabilite´. Existe-t-il des ressources ine´dites lie´es aux re´sonances re´trogrades ?
1Pre´cisons que le temps d’inte´gration ne correspond pas au temps de stabilite´ ou au temps de pre´dictibilite´ ; le
temps d’inte´gration utilise´ dans la me´thode MIPS exprime le temps minimal requis permettant connaˆıtre l’avenir d’une
trajectoire. D’une manie`re ge´ne´rale la stabilite´ est acquise sur des e´chelles de temps bien plus longues que les temps
d’inte´gration.
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Fig. 4.5 – Cartes de stabilite´ dans les espaces de parame`tres [a1, a2] et [e1, e2] pour la configuration
re´trograde des syste`mes plane´taires HD160691 (colonne de gauche) et HD73526 (colonne de droite).
Ces cartes sont obtenues en conside´rant des valeurs de ir et Ωr a` l’inte´rieur des l’ˆılots stables des Fig.
4.3a et 4.3b (ex. ir = 179◦ et Ωr = 97◦ pour HD160691. ir = 179◦ et Ωr = 216◦ pour HD73526).
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Fig. 4.6 – Cartes de stabilite´ dans les espaces de parame`tres [a, e] pour les plane`tes 1 (Fig. a) et 2
(Fig. b) du syste`me HD73526 en configuration re´trograde. Ces cartes sont obtenues en conside´rant
des valeurs de ir et Ωr a` l’inte´rieur de l’ˆılot stable de la Fig. 4.3b (ex. ir = 179◦ et Ωr = 216◦).
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4.3.2 Structure fine de la re´sonance 2 : −1
En raison du mouvement re´trograde de la plane`te externe, la re´sonance orbitale d’un syste`me
plane´taire dont le rapport des pe´riodes est e´gal a` 2 (syste`me plane´taire HD73526 par exemple) est
appele´e une MMR re´trograde 2 : 1 (sa notation concise est : MMR 2 : −1). L’e´tude de la structure
fine de cette MMR fournit la cle´ de la compre´hension de la stabilite´ du syste`me. Nous supposons
donc des conditions initiales prises dans l’ˆılot de stabilite´ (2) de la carte en [ir,Ωr] (Fig. 4.4) et
nous trac¸ons les cartes de stabilite´ en e´le´ments [a1, e1] et [a2, e2], repre´sente´es dans la Fig. 4.6. La
pre´sence d’une MMR forte ge´ne`re des zones nettes d’instabilite´ et de chaos ainsi qu’une importante
structure en forme de V (“V-shape”). Notons que le point “pseudo-observationnel” (correspondant
aux conditions initiales de l’ˆılot (2) de la Fig. 4.4) re´side au bord de ces formes en V.2 On remarque
alors l’e´troitesse des ces formes en V : soit une largeur d’environ 0.006 UA pour l’orbite interne
lorsque e1 = 0 (Fig. 4.6a) et d’environ 0.0015 UA pour la plane`te externe quand e2 = 0 (Fig. 4.6b).
A titre de comparaison, les structures en forme de V du syste`me Soleil-Jupiter-Saturne sont cinq fois
et deux fois plus larges respectivement pour Jupiter et Saturne. On peut alors se demander l’inte´reˆt
d’une telle structure fine de re´sonance. Les MMR re´trogrades seraient-elles efficaces pour la stabilite´
des syste`mes multiplane´taires compacts, voire tre`s compacts ?
4.4 Efficacite´ des MMR re´trogrades
L’efficacite´ des re´sonances re´trogrades de moyen mouvement est pre´sente´e dans l’article Gayon &
Bois (2008b) joint en Annexe F. L’e´tude est principalement reprise dans cette section.
4.4.1 Re´duction d’e´chelle du syste`me HD82943
La Fig. 4.7 montre des cartes de stabilite´ dans l’espace des parame`tres [ir,Ωr] en conside´rant
une re´duction d’e´chelle du syste`me plane´taire HD82943 (voir Table 4.1) selon un facteur 7.5 en demi
grand-axes (les masses demeurant inchange´es). Les figures de gauche (Fig. 4.7a et 4.7c) correspondent
au syste`me HD82943 initial tandis que les figures de droite (Fig. 4.7b et 4.7d) repre´sentent le syste`me
re´duit. Les cartes de stabilite´ des Fig. 4.7a et 4.7b ont e´te´ obtenues avec un temps d’inte´gration ty-
pique de la me´thode MEGNO, a` savoir 6000 ans pour le syste`me initial (Fig. 4.7a) et 2200 ans
pour le syste`me re´duit (Fig. 4.7b).3 Les Fig. 4.7c et 4.7d, quant-a`-elles, sont trace´es pour des temps
d’inte´grations de 60000 ans et 6000 ans respectivement. Lorsqu’on compare les Fig. 4.7a et 4.7b,
on remarque que les ıˆles “progrades” disparaissent lors de la re´duction d’e´chelle contrairement aux
ıˆles “re´trogrades” qui re´sistent aux forces gravitationnelles importantes. Meˆme pour de tre`s petites
valeurs de demi grand-axes et des masses plane´taires e´leve´es (favorisant les interactions gravitation-
nelles fortes), la stabilite´ est robuste pour des orbites en contre-re´volution.
Alors que le rapport entre les rayons de Hill des deux plane`tes reste identique avant et apre`s
la re´duction d’e´chelle,4 il semble e´tonnant que les cartes de stabilite´ des Fig. 4.7a et 4.7b (ou bien
les Fig. 4.7a et 4.7d trace´es au bout du meˆme temps d’inte´gration) ne soient pas identiques. En
re´alite´, lorsque le syste`me HD82943 initial est inte´gre´ sur un temps 10 fois plus long que le temps a
priori ne´cessaire pour la me´thode MEGNO, on observe la disparition des ıˆlots “progrades” (cf. Fig.
4.7c) ! Autrement dit, que ce soit pour le syste`me initial ou pour le syste`me re´duit, seuls les ıˆlots
“re´trogrades” persistent ! Par ailleurs, il semble que l’indicateur MEGNO de´tecte plus rapidement le
2La localisation de ces conditions initiales par rapport a` la re´sonance exacte 2 : −1 sera importante dans la suite de
notre e´tude (§4.5.3).
3Le pas d’inte´gration a e´galement e´te´ adapte´ en fonction du syste`me e´tudie´. Typiquement, un pas de 1/20e`me la
pe´riode la plus petite est utilise´.
4Le rayon de Hill se calcule de la fac¸on suivante : RH =
“
mP
3M∗
”1/3
a (1− e).
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comportement chaotique d’un syste`me tre`s compact par rapport a` un syste`me moins compact, et ceci
quelque soit le pas d’inte´gration utilise´. L’indicateur MEGNO semble particulie`rement efficace pour
de´tecter des zones stables pour des syste`mes tre`s compacts et en configuration de contre-re´volution.
Dans le cas de la re´sonance re´trograde 2 : 1, les deux plane`tes e´tant en mouvements oppose´s,
la dure´e de conjonction entre les plane`tes est tre`s courte contrairement au cas de deux plane`tes en
mouvement prograde. Ainsi, bien que les rencontres proches ont lieu plus souvent lors de re´sonance
re´trograde par rapport au cas prograde (3 rencontres proches pour une MMR 2 : −1 contre 1 rencontre
proche pour une MMR 2 : 1), la MMR 2 : −1 s’ave`re eˆtre tre`s efficace en raison des rencontres tre`s
rapides entre les plane`tes. Ceci explique notamment l’e´troitesse et la finesse des structures en forme
de V trouve´es dans la Fig. 4.6.
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Fig. 4.7 – Cartes de stabilite´ dans l’espace des parame`tres [ir,Ωr] pour le syste`me plane´taire HD82943
(a-c) et pour une re´duction d’e´chelle du meˆme syste`me (b-d). La re´duction d’e´chelle a e´te´ effectue´e
en conside´rant une re´duction d’un facteur 7.5 sur les demi grand-axes. Les masses plane´taires des
deux syste`mes (initial et re´duit) restent identiques. Les temps d’inte´gration sont respectivement de :
(a) 6000 ans (temps d’inte´gration typique de l’indicateur MEGNO pour le syste`me initial), (b) 2200
ans (temps d’inte´gration typique de l’indicateur MEGNO pour le syste`me re´duit), (c) 60000 ans et
(d) 6000 ans.
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Ele´ments HD73526 HD82943 HD128311 HD160691 HD202206
M∗ (M¯) 1.08± 0.05 1.15 0.84 1.08± 0.05 1.15
m sin il (MJ)
2.9± 0.2
2.5± 0.3
1.85
1.84
1.56± 0.16
3.08± 0.11
1.67± 0.11
3.10± 0.71
17.4
2.44
a (AU)
0.66± 0.01
1.05± 0.02
0.75
1.18
1.109± 0.008
1.735± 0.014
1.50± 0.02
4.17± 0.07
0.83
2.55
e
0.19± 0.05
0.14± 0.09
0.38± 0.01
0.18± 0.04
0.38± 0.08
0.21± 0.21
0.20± 0.03
0.57± 0.1
0.435± 0.001
0.267± 0.021
ω (deg)
203± 9
13± 76
124.0± 3
237.0± 13
80.1± 16
21.6± 61
294± 9
161± 8
161.18± 0.30
78.99± 6.65
M (deg)
86± 13
82± 27
0
75.21± 1.96
257.6± 2.7
166± 2
0
12.6± 11.2
105.05± 0.48
311.6± 9.5
Tab. 4.1 – Parame`tres orbitaux des syste`mes plane´taires HD73526, HD82943, HD128311, HD160691
et HD202206. Les donne´es proviennent de Tinney et al. (2006), Mayor et al. (2004), Vogt et al.
(2005), McCarthy et al. (2004) et Correia et al. (2005) respectivement. Pour chaque syste`me et
chaque e´le´ment orbital, la premie`re ligne correspond a` la plane`te interne et la seconde ligne a` la
plane`te externe.
Sources de donne´es Rapport de pe´riodes MMR prograde MMR re´trograde
HD73526 2/1 17 500
HD82943 2/1 755 1000
HD128311 2/1 249 137
HD160691 5/1 ε 320
HD202206 5/1 ε 631
Tab. 4.2 – Proportion de syste`mes stables proches d’une MMR prograde ou d’une MMR re´trograde.
A proximite´ de chaque type de MMR (prograde ou re´trograde), 1000 syste`mes ale´atoires ont e´te´
inte´gre´s dans les barres d’erreurs observationnelles de chaque source de donne´es. Le nombre de
syste`mes stables sur les 1000 syste`mes inte´gre´s est indique´ dans chaque cas. ε designe une valeur tre`s
petite qui de´pend de la taille de l’e´chantillon utilise´e. Les sources de donne´es proviennent de Tinney
et al. (2006), Mayor et al. (2004), Vogt et al. (2005), McCarthy et al. (2004) et Correia et al. (2005)
respectivement (voir Table 4.1).
4.4.2 Etude statistique sur un ensemble de syste`mes a` deux plane`tes
L’existence de syste`mes a` deux plane`tes stables incluant des orbites a` contre-re´volution apparaˆıt
dans le voisinage de quelques syste`mes observe´s (lors de certaines phases d’observations) soit en
MMR 2 : 1, soit en MMR 5 : 1. Comme nous l’avons de´ja` mentionne´ pre´ce´demment, il arrive parfois
que de nouvelles observations de syste`mes de´ja` de´tecte´s modifient la distribution de leurs e´le´ments
orbitaux. Les donne´es utilise´es ici sont alors conside´re´es comme des syste`mes acade´miques. Les
re´sultats statistiques pour la stabilite´ de ces syste`mes sont pre´sente´s dans la Table 4.2, a` la fois
dans le cas prograde (ir = 0◦) et dans le cas re´trograde (ir = 180◦). Pour chaque source de donne´es,
1000 syste`mes ale´atoires pris a` l’inte´rieur des barres d’erreurs des observations ont e´te´ inte´gre´s. Parmi
ces syste`mes ale´atoires, la proportion de syste`mes stables est donne´ soit pour des orbites progrades,
soit pour des orbites en contre-re´volution. Pour toutes les sources de donne´es utilise´es, un nombre
important de syste`mes stables est trouve´ pour des MMR re´trogrades. Il est a` noter que, dans la
majorite´ des cas, la possibilite´ re´trograde pre´domine.
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4.5 Ressources des MMR re´trogrades
Nous avons vu en §3.2 que les me´canismes de stabilite´ impliquant des MMR (progrades) sont
ge´ne´ralement accompagne´s de pre´cessions synchrones apsidales. En est-il de meˆme pour les MMR
re´trogrades ? Quelles sont les ressources possibles de ce type de re´sonance orbitale ?
4.5.1 Expression de la longitude apsidale relative
En §3.2.3, nous avons mentionne´ que la pre´cession apsidale synchrone de deux orbites s’exprime
via la longitude apsidale relative ∆ω˜. Or, l’expression de la longitude apsidale relative ∆ω˜ ne de´pend
pas seulement des arguments du pe´riastre ω1,2 et des longitudes du nœud Ω1,2, mais e´galement des
inclinaisons relatives des deux plans orbitaux. Dans le cas prograde coplanaire (ir = 0◦), nous avons
l’expression bien connue ∆ω˜ = (Ω1+ω1)− (Ω2+ω2). Mais lorsque ir = i2 = 180◦, l’on peut e´crire la
longitude apsidale relative de la fac¸on suivante5 : ∆ω˜ = (Ω1+ω1)−(Ω2−ω2). Par la suite, dans le cas
du mouvement re´trograde de la plane`te externe, nous conside`rerons ∆ω˜ = ω˜1− ω˜2 avec ω˜1 = Ω1+ω1
et ω˜2 = Ω2 − ω2.
4.5.2 Pre´cession apsidale prograde
La Fig. 4.8 pre´sente une carte de stabilite´ en [ω˜1, ω˜2] a` partir de la configuration en contre-
re´volution du syste`me HD160691. La bande stable exprime une relation line´aire entre les longitudes
des pe´riastres ω˜1 et ω˜2 lors de configurations stables. Cela signifie que les lignes apsidales sont plus ou
moins aligne´es. La Fig. 4.9a montre que l’angle ∆ω˜ libre autour de 0◦ avec une amplitude de ±15◦,
ce qui confirme la topologie aligne´e. Il s’agit donc d’une ASP aligne´e.
Les Fig. 4.9b-c re´ve`lent que les excentricite´s e1 et e2 ont des valeurs tre`s diffe´rentes et qu’elles
varient fortement au cours du temps. Ainsi, si l’on calcule la distance au pe´riastre de la plane`te externe
(a2(1− e2) = 1.75 UA a` t = 0) et la distance a` l’apoastre de la plane`te interne (a1(1 + e1) = 1.8 UA
a` t = 0), l’on peut montrer que les orbites des deux plane`tes peuvent s’intersecter. Le me´canisme
d’ASP aligne´e permet par conse´quent d’e´viter toute rencontre proche en forc¸ant l’orbite de la plane`te
interne 1 a` rester entie`rement incluse dans l’orbite de la plane`te 2 (cf. 4.9d).
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Fig. 4.8 – Cartes de stabilite´ dans l’espace des parame`tres [ω˜1, ω˜2] pour le syste`me plane´taire
HD160691 en configuration re´trograde (avec ω˜1 = Ω1 + ω1 et ω˜2 = Ω2 − ω2).
5Voir la de´monstration en §5.2.
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Fig. 4.9 – Figure (a) : Libration de ∆ω˜ autour de 0◦ (avec ∆ω˜ = (Ω1+ω1)− (Ω2−ω2)). Le syste`me
pseudo-observationnel est en topologie aligne´e. Figure (b-c) : Variations temporelles des excentricite´s.
Figure (d) : Trace´ des orbites plane´taires du syste`me HD160691 en configuration de contre-re´volution
(a` t = 0).
Notons par ailleurs que les donne´es utilise´es placent le syste`me HD160691 a` la fois proche de
la MMR 14 : −3 et proche de la MMR 5 : −1. Le syste`me n’est cependant pas exactement en
re´sonance de moyen mouvement. Nous avons vu pre´ce´demment que sans MMR combine´e a` une ASP,
les rencontres proches entre plane`tes sont the´oriquement possibles pour diverses positions des plane`tes
sur leur orbite. Ne´anmoins, le mouvement de la plane`te externe e´tant re´trograde par rapport a` la
plane`te interne, cela signifie que la dure´e des rencontres proches “croise´es” est bien plus courte que
dans le cas ou` deux plane`tes se meuvent dans le meˆme sens (les deux en mouvement prograde ou bien
les deux en mouvement re´trograde). La re´sonance de moyen mouvement n’est alors pas un ingre´dient
absolument ne´cessaire pour la stabilite´ de syste`mes comportant des plane`tes en contre-re´volution.6
4.5.3 Mise en e´vidence d’une pre´cession apsidale re´trograde
Nous avons vu que le syste`me HD73526 est tre`s proche d’une MMR 2 : −1. Regardons a` pre´sent
si le me´canisme de stabilite´ lie´ a` ce syste`me fait intervenir une pre´cession apsidale synchrone.
La Fig. 4.10 repre´sente une carte de stabilite´ dans l’espace des parame`tres [ω˜1, ω˜2] et montre
une bande de stabilite´ incluant le point “pseudo-observationnel”. On peut ainsi en de´duire que les
solutions stables sont seulement possibles quand ω˜1 et ω˜2 pre´cessent en moyenne au meˆme taux.
Cependant, contre toute attente, nous nous sommes rendu compte que les deux longitudes du pe´riastre
ne pre´cessent pas dans le meˆme sens ! L’orbite externe est, en effet, affecte´e d’une pre´cession re´trograde
(−ω˜2) par rapport au sens de pre´cession de l’orbite interne (ω˜1) (voir Fig. 4.11c vs 4.11b). Par
conse´quent, la longitude apsidale relative ∆ω˜ pre´sente un comportement de circulation. Les deux
lignes apsidales circulant dans des directions oppose´es, la variation temporelle de la variable Σω˜
(e´gale a` ω˜1 + ω˜2) va permettre de mesurer la de´rive entre les taux de pre´cession des deux lignes
6Autrement dit, dans certains cas, un me´canisme impliquant seulement une configuration en contre-re´volution et
une ASP peut suffire.
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Fig. 4.10 – Carte de stabilite´ dans l’espace des parame`tres [ω˜1, ω˜2] (avec ω˜1 = Ω1+ω1 et ω˜2 = Ω2−ω2)
pour la configuration en contre-re´volution du syste`me plane´taire HD73526.
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Fig. 4.11 – Variation temporelle des variables (a) ∆ω˜, (b) ω˜1 et (c) ω˜2 pour la configuration en
contre-re´volution du syste`me HD73526. Dans la Figure (b), la pente de ω˜1 est positive alors que celle
de ω˜2 (Figure (c)) est ne´gative.
apsidales. Ainsi, la Fig. 4.11a montre que l’angle Σω˜ ne pre´sente ni un comportement de circulation
ni un comportement de libration. Σω˜ pre´sente un mouvement e´trange compose´ de : (1) une phase de
circulation prograde incluant des libration d’amplitude±8◦, puis apre`s une inversion rapide du sens de
circulation, (2) une phase de circulation re´trograde rapide, jusqu’a` atteindre une seconde inversion du
sens de circulation. Ces deux phases alternent successivement selon une bascule de Σω˜ (“alternation”
ou “rocking” en anglais) de 180◦, ce qui correspond a` une sorte de point de rebroussement.7 De plus,
notons que ω˜2, par rapport a` ω˜1, ne circule pas uniforme´ment mais pre´sente des phases de circulation
re´trograde entrecoupe´es de courts intervalles de libration (Fig. 4.11c vs 4.11b). Ainsi, malgre´ les sens
oppose´s des pre´cessions, les deux orbites pre´cessent en moyenne au meˆme taux, en valeurs absolues.
Par conse´quent, le syste`me plane´taire est affecte´ d’une pre´cession apsidale synchrone. En conside´rant
un comportement de bascule de l’angle ω˜2 ou la pre´sence inhabituelle d’un point de rebroussement
dans le comportement de Σω˜, nous choisissons de nommer ce nouveau me´canisme de stabilite´ une
ASP a` bascule, appele´e alternating ASP ou rocking ASP (RASP)8.
7Aux transitions de phase, une dispersion des points apparaˆıt. Quand l’excentricite´ de l’orbite externe passe par la
valeur 0, l’angle ω˜2, qui de´pend du rapport (a− r)/ae n’est pas de´fini. Notons que cette dispersion de points disparaˆıt
lorsqu’on utilise les coordonne´es de Jacobi.
8Nous avons effectue´ des animations illustrant ce me´canisme de RASP. Celles-ci sont te´le´chargeable a` l’adresse
suivante : http ://www.oca.eu/gayon/Extrasolar/Retro MMR/movies.html
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4.5.4 Distribution des comportements apsidaux
Il existe des relations subtiles entre l’excentricite´ et la longitude apsidale relative ∆ω˜. Un exemple
de carte de stabilite´ en [∆ω˜, e1], pre´sente´ en Fig. 4.12 pour la configuration en contre-re´volution du
syste`me HD73526, montre comment la MMR re´trograde 2 : 1 de´ploie ses ressources :
(1) A l’inte´rieur meˆme de la MMR 2 : −1 (i.e. a` l’inte´rieur de la forme en V de la carte en [a, e] ;
Fig. 4.6), les deux lignes apsidales pre´cessent en moyenne au meˆme taux et dans la meˆme direction
(prograde). La MMR re´trograde 2 : 1 est alors combine´e a` une ASP prograde et uniforme (ˆılot (1)).
(2) Proche de la MMR 2 : −1 (i.e. a` l’exte´rieur mais proche de la forme en V de la carte en [a, e]),
les deux lignes apsidales pre´cessent en moyenne au meˆme taux mais dans des directions oppose´es. La
proche MMR re´trograde 2 : 1 est ainsi combine´e au me´canisme de rocking ASP (ˆılot (2)).
(3) La division entre ces deux ıˆlots est relie´e au degre´ de proximite´ a` la MMR re´trograde 2 : 1.
Soulignons le fait que, a` long terme, le troisie`me ıˆlot de la carte en [∆ω˜, e1], s’ave`re eˆtre une zone de
stabilite´ e´phe´me`re. (ˆılot (3) ou` ∆ω˜ ∈ [80◦, 280◦]).
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Fig. 4.12 – Carte de stabilite´ dans l’espace des parame`tres [∆ω˜, e1] pour la configuration en contre-
re´volution du syste`me plane´taire HD73526.
4.6 Discussion sur la possibilite´ the´orique des re´sonances re´trogrades
L’exploration nume´rique d’un ensemble de syste`mes a permis de de´celer de nouvelles possibi-
lite´s the´oriques. Ainsi, nous avons mis en e´vidence un nouveau me´canisme the´orique de stabilite´
caracte´rise´ par une proche MMR re´trograde, de rapport 2 : 1, combine´e a` une ASP particulie`re. Plus
particulie`rement, la ligne apsidale de l’orbite externe pre´cesse en sens re´trograde (contrairement a`
l’orbite interne). Ainsi, non seulement les lignes apsidales pre´cessent en moyenne au meˆme taux mais
en plus elles se meuvent en sens contraire. D’ou` l’appellation de pre´cession apsidale re´trograde. Cette
pre´cession est par ailleurs caracte´rise´e par un phe´nome`ne de bascules apsidales : une “rocking ASP”.
La stabilite´ mise en jeu dans le voisinage des syste`mes HD160691 et HD73526 autorise une large
gamme d’excentricite´s (voir par exemple la plane`te 1 de la Fig. 4.12). De plus, les MMR re´trogrades
s’ave`rent eˆtre tre`s efficaces d’un point de vue de la stabilite´ dynamique. Le me´canisme trouve´ est donc
particulie`rement robuste a` long terme. C’est pourquoi de tels me´canismes impliquant les ressources
particulie`res de la re´sonance orbitale 2 : −1 pourraient s’ave´rer eˆtre relativement ge´ne´riques. Ils
pourraient convenir a` une classe de syste`mes multi-plane´taires compacts pour lesquels aucune autre
solution du proble`me des 3 corps ne serait possible.
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Chapitre 5
Proble`me des 3-Corps et Re´sonances
Re´trogrades
5.1 Introduction
Nous avons mentionne´ en §2.1.1 qu’en raison d’un nombre de degre´s de liberte´ important dans
les syste`mes multi-plane´taires compacts, des me´thodes d’analyse globale de la dynamique ont dues
eˆtre de´veloppe´es. Cependant, la de´tection de plane`tes extrasolaires a e´galement lance´ de nouveaux
de´fis analytiques afin de mieux connaˆıtre les proprie´te´s mathe´matiques des solutions. Des e´tudes
analytiques du proble`me des 3 corps plan ont e´te´ effectue´es pour des cas particuliers, par exemple
en conside´rant des re´sonances de moyen mouvement (ex. Hadjidemetriou (2002) ; Callegari et al.
(2004)). De meˆme, la dynamique se´culaire de syste`mes a` deux plane`tes a e´te´ examine´e (voir par
exemple Libert & Henrard 2005). En raison d’excentricite´s ge´ne´ralement e´leve´es pour l’ensemble des
plane`tes extrasolaires de´tecte´es a` ce jour, une approche analytique nouvelle prenant en compte ces
caracte´ristiques orbitales particulie`res a e´galement vu le jour (cf. Beauge´ & Michtchenko 2003).
La re´solution partielle du proble`me des 3 corps (plan) d’un point de vue analytique est possible
mais ne´cessite certaines approximations ou conside´rations. Elle permet dans certains cas particu-
liers d’acce´der a` la dynamique d’un syste`me constitue´ d’une e´toile et de deux plane`tes de fac¸on tre`s
pre´cise. Elle fournit e´galement les structures majeures relie´es aux proprie´te´s de stabilite´. Dans ce
chapitre, nous pre´sentons un de´veloppement hamiltonien base´ sur un me´canisme de stabilite´ nou-
veau (introduit dans Gayon & Bois (2008a and 2008b) et expose´ dans le Chapitre 4) impliquant une
re´sonance re´trograde de moyen mouvement. Ainsi, une e´tude hamiltonienne du proble`me des 3 corps
est effectue´e en conside´rant deux plane`tes massives en re´volutions contraires autour de leur e´toile
centrale. Plus pre´cise´ment, la plane`te interne est suppose´e en mouvement prograde et la plane`te
externe en mouvement re´trograde. L’e´tude analytique des re´sonances re´trogrades se base sur l’ap-
proche hamiltonienne de Beauge´ & Michtchenko (2003), initialement de´veloppe´e pour des orbites a`
fortes excentricite´s, coplanaires et progrades. A partir de ce de´veloppement analytique, on pourra
notamment exprimer correctement les angles de re´sonances dans le cas d’une MMR re´trograde. Une
comparaison avec les re´sultats nume´riques du Chapitre 4 est e´galement effectue´e.
Le travail pre´sente´ dans ce chapitre fait l’objet d’un article soumis a` Celestial Mechanics and
Dynamical Astronomy (Gayon, Bois & Scholl 2008). Bien que l’article soit inclu dans l’Annexe F,
le de´veloppement analytique a e´te´ repris dans les sections suivantes en rajoutant certains de´tails de
calcul.
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5.2 Expression du vecteur position
Rappelons tout d’abord que le mouvement orbital d’une plane`te peut s’exprimer en coordonne´es
carte´siennes, dans le re´fe´rentiel he´liocentrique, de la fac¸on suivante (cf. Fig. A.1 de l’Annexe A ainsi
que le §2.8 de Murray & Dermott 1999 par exemple) :
x = r [ cosΩ cos(ω + f)− sinΩ sin(ω + f) cos I ]
y = r [ sinΩ cos(ω + f) + cosΩ sin(ω + f) cos I ]
z = r [ sin(ω + f) sin I ]
(5.1)
Nous choisissons de conside´rer un syste`me coplanaire avec deux plane`tes en contre-re´volution tel que
la plane`te interne (caracte´rise´e par l’indice 1) soit en mouvement prograde et la plane`te externe en
mouvement re´trograde (indice 2). A partir de l’expression (5.1) et pour un mouvement coplanaire et
prograde de la plane`te 1 (i.e. I1 = 0◦), l’on obtient :
x1 = r1 cos(Ω1 + ω1 + f1) = r1 cosψ1
y1 = r1 sin(Ω1 + ω1 + f1) = r1 sinψ1
z1 = 0
et ω˜1 = Ω1 + ω1 (5.2)
Pour un mouvement coplanaire et re´trograde de la plane`te 2 (i.e. I2 = 180◦), le vecteur position
s’e´crit : 
x2 = r2 cos(Ω2 − ω2 − f2) = r2 cosψ2
y2 = r2 sin(Ω2 − ω2 − f2) = r2 sinψ2
z2 = 0
et ω˜2 = Ω2 − ω2 (5.3)
L’angle ψ entre les deux vecteurs position est alors de´fini par :
ψ = ψ1 − ψ2 = f1 + f2 +∆ω˜ avec ∆ω˜ = ω˜1 − ω˜2 (5.4)
5.3 Expression ge´ne´rale 3-D de l’Hamiltonien
Supposons une e´toile de masse M0 ainsi que deux plane`tes de masses m1 et m2 telles que M0 À
m1,m2, en orbite autour de leur barycentre. On choisit d’exprimer l’Hamiltonien du syste`me dans le
re´fe´rentiel he´liocentrique en utilisant les variables de Delaunay suivantes :
Mi Li = βi
√
µiai
ωi Gi = Li
√
1− e2i
Ωi Hi = Gi cos Ii
(5.5)
ai, ei, Ii, Ωi, ωi, Mi sont les e´le´ments orbitaux ge´ome´triques de la plane`te i, µi = G (M0 + mi),
G correspond a` la constante gravitationnelle et βi = M0mi/(M0 + mi) est la masse re´duire de la
plane`te i.
L’Hamiltonien du syste`me (note´ F ) est constitue´ d’une partie keple´rienne (F0) et d’une fonction
perturbatrice (F1) :
F = F0 + F1 avec

F0 = −
2∑
i=1
µ2iβ
3
i
2L2i
F1 = −Gm1m2 1∆ +
m1m2
M0
(x˙1x˙2 + y˙1y˙2 + z˙1z˙2)
(5.6)
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La premie`re partie de la fonction perturbatrice, appele´e partie directe, de´pend de la distance ins-
tantanne´e entre les deux plane`tes (∆). En raison du choix de l’origine du syste`me de coordonne´es,
la seconde partie de F1 est appele´e partie indirecte de la fonction perturbatrice. La partie indirecte
s’exprime en fonction des vitesses barycentriques (x˙i, y˙i, z˙i) de chaque plane`te.
Pour e´tudier le proble`me des 3 corps, diffe´rents jeux de variables canoniques peuvent eˆtre utilise´s.
Ceux-ci de´pendent des simplifications effectue´es pour re´duire le nombre de degre´s de liberte´. Par
exemple, Beauge´ & Michtchenko (2003) ont utilise´ les variables bien de Poincare´ pour re´soudre le
proble`me des 3 corps dans le cas d’orbites coplanaires, progrades et a` fortes excentricite´s. Dans
le de´veloppement propose´ dans ce chapitre, j’introduis un nouveau jeu de variables canoniques,
spe´cialement de´die´es aux syste`mes de plane`tes en “contre-re´volution”.
5.4 Jeu de variables canoniques pour des plane`tes en contre-re´volution
Comme nous l’avons indique´ en §5.2, nous choisissons un sens de re´volution prograde pour la
plane`te interne et un sens re´trograde pour la plane`te externe. A partir des variables de Delaunay
pre´ce´dentes (5.5), on de´finit les jeux de variables canoniques suivants pour les plane`tes 1 et 2 respec-
tivement : 
λ1 =M1 + ω˜1 L1 = β1
√
µ1a1
−ω˜1 = −(Ω1 + ω1) L1 −G1 = L1(1−
√
1− e21)
−Ω1 G1 −H1 = L1
√
1− e21(1− cos I1)
(5.7)

λ2 = −M2 + ω˜2 −L2 =− β2√µ2a2
−ω˜2 = −(Ω2 − ω2) G2 − L2 =− L2(1−
√
1− e22)
Ω2 G2 +H2 = L2
√
1− e22(1 + cos I2)
(5.8)
Le premier jeu de variables canoniques (5.7) correspond au variables canoniques de Poincare´ ; j’ai
de´veloppe´ le second (5.8) pour un mouvement plane´taire re´trograde. λi est la longitude moyenne de
la plane`te i. Notons que la longitude du pe´riastre est de´finie par : ω˜ = Ω + ω, pour un mouvement
plane´taire coplanaire et prograde (ce qui est e´quivalent a` conside´rer I = 0◦) et par ω˜ = Ω− ω, pour
un mouvement plane´taire coplanaire et re´trograde (e´quivalent a` I = 180◦). En restreignant l’e´tude
a` un proble`me coplanaire mais en contre-re´volution, le jeu de variables canoniques du syste`me peut
eˆtre simplifie´ de la fac¸on suivante :
λ1 L1
λ2 −L2
−ω˜1 L1 −G1
−ω˜2 G2 − L2
(5.9)
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5.5 De´veloppement de la fonction perturbatrice
Des me´thodes classiques telles que celles de Laplace (1799) ou Kaula (1962) ont e´te´ de´veloppe´es
pour des orbites coplanaires quasi-circulaires et ont e´te´ utiles pour e´tudier la dynamique du Syste`me
Solaire (ou bien des syste`mes hie´rarchiques en ge´ne´ral). Cependant, avec la de´tection de syste`mes
exo-plane´taires a` fortes excentricite´s, des de´veloppements nouveaux et spe´cifiques de la fonction
perturbatrice ont e´te´ ne´cessaires. En conse´quence, Beauge´ & Michtchenko (2003) ont de´veloppe´ une
expression de l’Hamiltonien valide pour de fortes excentricite´s de l’une ou des deux plane`tes. Pour
appliquer cette me´thode aux orbites en contre-re´volution, nous proposons de re-de´velopper la fonction
perturbatrice provenant de l’article de Beauge´ & Michtchenko (2003), en conside´rant de´sormais un
mouvement prograde de la plane`te interne et un mouvement re´trograde de la plane`te externe.
5.5.1 Partie directe de la fonction perturbatrice
La partie directe de la fonction perturbatrice e´tant inversement proportionnelle a` la distance
instantanne´e (∆) entre les deux plane`tes, elle rencontre ge´ne´ralement des proble`mes de convergence.
La distance instantanne´e peut s’exprimer comme une fonction des distances radiales he´liocentriques
ri des deux plane`tes et de l’angle ψ entre les deux corps vus depuis l’e´toile (voir (5.4))1 :
1
∆
= (r21 + r
2
2 − 2r1r2 cosψ)−1/2 (5.10)
Une expression synthe´tique de l’e´quation pre´ce´dente est e´crite dans l’e´quation (5.11) en tenant compte
du rapport ρ = r1/r2 tel que :
r2
∆
= (1 + ρ2 − 2ρ cosψ)−1/2 (5.11)
– De´veloppement du terme r2∆
La cle´ de la me´thode de Beauge´ & Michtchenko (2003) re´side dans le de´veloppement en se´ries
de puissances d’une nouvelle variable note´e x et correspondant a` une mesure de la proximite´
des conditions initiales par rapport a` la singularite´ en 1/∆ :
r2
∆
= (1 + x)−1/2 '
N∑
n=0
bnx
n (5.12)
avec x = ρ2−2ρ cosψ. r2/∆ posse`de une singularite´ en x = −1. La de´termination des coefficients
bn est effectue´e par l’interme´diaire d’une re´gression line´aire pour des valeurs de x supe´rieures
a` −1+ δ, δ e´tant un parame`tre positif proche de ze´ro. Une bonne pre´cision de la partie directe
de la fonction perturbatrice peut eˆtre atteinte lors d’un compromis correct entre la valeur de
δ et le choix de l’ordre N dans le de´veloppement en se´rie. A partir de (5.12) et en utilisant
l’expression explicite de x, on trouve :
r2
∆
'
N∑
l=0
l∑
k=0
bl (−2)k
(
l
k
)
ρ2l−k cosk ψ (5.13)
1Pour deux orbites progrades, l’angle ψ est de´fini par : ψ = f1 − f2 +∆ω˜ avec ω˜i = Ωi + ωi.
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Il est a` noter que la me´thode de Beauge´ & Michtchenko fournit une bonne e´valuation de la fonc-
tion perturbatrice quand les plane`tes sont en rencontres proches. La solution converge ainsi en
tout point de l’espace des phases a` l’exception des singularite´s (correspondant aux collisions des
plane`tes). De plus, le taux de convergence ne de´pend pas des valeurs des excentricite´s mais de
l’ordre de la fonction perturbatrice. En outre, en fonction du syste`me plane´taire e´tudie´, meˆme
pour des orbites a` fortes excentricite´s, le taux de convergence de la fonction perturbatrice
peut eˆtre tre`s rapide (cf. Beauge´ & Michtchenko (2003) pour plus de de´tails). Par conse´quent,
contrairement aux me´thodes classiques impliquant des se´ries de Fourier de la variable ψ ou des
se´ries de puissances en ρ, non seulement le taux de convergence de cette me´thode est ame´liore´
mais e´galement le de´veloppement de la fonction perturbatrice peut eˆtre applique´ aux syste`mes
de plane`tes a` fortes excentricite´s.
– De´veloppement du terme a2∆
A partir de l’e´quation (5.13) et du changement de variables suivant,
N∑
L=0
L∑
k=0
pkq2L−k =
N∑
L=0
N−L∑
U=0
pLq2U+L (5.14)
on exprime le rapport a2∆ :
a2
r2
=
N∑
L=0
L∑
k=0
bL(−2)k
(
L
k
)(
r1
a1
)2L−k ( r2
a2
)−2L+k−1
α2L−k cosk ψ
=
N∑
L=0
N−L∑
U=0
bU+L(−2)L
(
U + L
L
)(
r1
a1
)2U+L( r2
a2
)−2U−L−1
α2U+L cosL ψ
(5.15)
En changeant les puissances de cosψ en multiples de ψ et en utilisant l’expression explicite de
l’angle ψ, l’on obtient :
pour L = 2k + 1, k ≥ 0 : cos2k+1 ψ = 2
k∑
j=0
(
2k + 1
j
)
1
22k+1
cos[(2k + 1− 2j)ψ]
pour L = 2k, k ≥ 1 : cos2k ψ = 2
k−1∑
j=0
(
2k
j
)
1
22k
cos[(2k − 2j)ψ] +
(
2k
2
)
1
22k
(5.16)
Par un changement de variables2, l’expression de a2∆ devient :
a2
∆
'
N∑
l=0
N−l∑
u=0
2Al,u α2u+l
(
r1
a1
)2u+l ( r2
a2
)−2u−l−1
cos (lf1 + lf2 + l∆ω˜) (5.17)
ou`
Al,u = (−1)l
min(2u,N−l)∑
t=u
bl+t
(
l + t
l + 2t− 2u
)(
l + 2t− 2u
t− u
)
γl et γl =
{
1/2 si l = 0
1 si l > 0
(5.18)
2Changement de variables : l = L− 2j, u = U + j, t = U + 2j
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– De´veloppement de Fourier
La partie directe de la fonction perturbatrice peut eˆtre exprime´e en termes de l’anomalie
moyenne en utilisant le de´veloppement de Fourier des fonctions suivantes (e.g. Hughes 1981) :
(r
a
)n
cos(lf) =
∞∑
m=−∞
Xn,lm cos(mM)
(r
a
)n
sin(lf) =
∞∑
m=−∞
Xn,lm sin(mM)
(5.19)
avec Xn,lm le coefficient de Hansen, fonction de l’excentricite´ (Kaula 1962) :
Xn,lm = e
|l−m|
∞∑
s=0
Y n,ls+w1,s+w2e
2s (5.20)
avec Y n,ls+w1,s+w2 les ope´rateurs de Newcomb, w1 = max(0,m − l) et w2 = max(0, l − m).
Rappelons que les ope´rateurs de Newcomb obe´issent a` de simples relations de re´currence3 (cf.
par exemple Brouwer & Clemence 1961 ; Murray & Dermott 1999).
En introduisant (5.20) dans (5.19), on obtient :
(r
a
)n
cos(lf) =
∞∑
j=0
∞∑
m=−∞
Bn,l,j,m e
j cos(mM)
(r
a
)n
sin(lf) =
∞∑
j=0
∞∑
m=−∞
Bn,l,j,m e
j sin(mM)
(5.23)
avec Bn,l,j,m = Y
n,l
j−|l−m|
2
+w1,
j−|l−m|
2
+w2
(voir Annexe D).
– Expression de la partie directe de l’Hamiltonien
La partie directe de la fonction perturbatrice s’exprime par conse´quent de la fac¸on suivante :
a2
∆
'
∞∑
j,k=0
∞∑
m,n=−∞
N∑
l=0
2N∑
i=0
Al,(i−l)/2Di,l,j,k,m,n αi e
j
1 e
k
2 cos(mM1 + nM2 + l∆ω˜) (5.24)
avec Di,l,j,k,m,n = 2Bi,l,j,mB−i−1,l,k,n
3Les proprie´te´s de l’ope´rateur de Newcomb sont les suivantes :
Y a,b0,0 = 1
Y a,b1,0 = b− a/2
4cY a,bc,0 = 2(2b− a)Y a,b+1c−1,0 + (b− a)Y a,b+2c−2,0 si d = 0
4dY a,bc,d = − 2(2b+ a)Y a,b−1c,d−1 − (b+ a)Y a,b−2c,d−2
− (c− 5d+ 4 + 4b+ a)Y a,bc−1,d−1 + 2(c− d+ b)
min(c,d)−1X
j≥2
(−1)j
 
3/2
j
!
Y a,bc−j,d−j si d 6= 0
(5.21)
Si c < 0 ou d < 0 alors Y a,bc,d = 0
Si d > c alors Y a,bc,d = Y
a,−b
d,c
(5.22)
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5.5.2 Partie indirecte de la fonction perturbatrice
A partir de (5.6), la partie indirecte de la fonction perturbatrice est donne´e par la fonction T1 :
T1 =
m1m2
M0
(x˙1x˙2 + y˙1y˙2 + z˙1z˙2) (5.25)
ou` x˙i, y˙i, et z˙i correspondent aux vitesses barycentriques de la plane`te i. Il s’agit des de´rive´es tempo-
relles des coordonne´es carte´siennes he´liocentriques de la plane`te i. Dans le cas d’orbites coplanaires,
les expressions de x˙i et y˙i prennent en compte le sens du mouvement de la plane`te i. On de´finit x˙i
lors d’un mouvement prograde et d’un mouvement re´trograde par4 :
x˙i =
∂xi
∂Mi
ni pour un mouvement prograde
x˙i =− ∂xi
∂Mi
ni pour un mouvement re´trograde
(5.26)
Par conse´quent, en conside´rant un proble`me coplanaire ainsi que des plane`tes en contre-re´volution,
la partie indirecte s’e´crit de la fac¸on suivante :
T1 = −Gm1m2
a2
α−1/2
[
∂
∂M1
(
x1
a1
)
∂
∂M2
(
x2
a2
)
+
∂
∂M1
(
y1
a1
)
∂
∂M2
(
y2
a2
)]
(5.27)
En utilisant (5.23) et en conside´rant le mouvement prograde de la plane`te 1 ainsi que le mouvement
re´trograde de la plane`te 2, on obtient :
x1
a1
=
(
r1
a1
)
cos(ω˜1 + f1) =
∞∑
j=0
∞∑
m=−∞
B1,1,j,me
j
1 cos(ω˜1 +mM1)
y1
a1
=
(
r1
a1
)
sin(ω˜1 + f1) =
∞∑
j=0
∞∑
m=−∞
B1,1,j,me
j
1 sin(ω˜1 +mM1)
x2
a2
=
(
r2
a2
)
cos(ω˜2 − f2) =
∞∑
k=0
∞∑
n=−∞
B1,1,k,ne
k
2 cos(ω˜2 − nM2)
y2
a2
=
(
r2
a2
)
sin(ω˜2 − f2) =
∞∑
k=0
∞∑
n=−∞
B1,1,k,ne
k
2 sin(ω˜2 − nM2)
(5.28)
En substituant ces re´sultats dans (5.27), on trouve :
T1 =
Gm1m2
a2
∞∑
j,k=0
∞∑
m,n=−∞
2N∑
i=0
A¯iα
i
×mnB1,1,j,mB1,1,k,nej1ek2 cos(mM1 + nM2 +∆ω˜)
(5.29)
ou` A¯i sont des coefficients constants tels que : α−1/2 =
∑2N
i=0 A¯iα
i.
En combinant (5.24) et (5.29), l’on obtient l’expression comple`te de la fonction perturbatrice
comme suit :
F1 = −Gm1m2
a2
∞∑
j,k=0
∞∑
m,n=−∞
N∑
l=0
2N∑
i=0
Ri,j,k,m,n,l α
i ej1 e
k
2 cos(mM1 + nM2 + l∆ω˜) (5.30)
4Une e´quation similaire est obtenue pour y˙i.
63
Chapitre 5. Proble`me des 3-Corps et Re´sonances Re´trogrades
ou` Ri,j,k,m,n,l = Al,(i−l)/2Di,,l,j,k,m,n − δl,1 A¯imnB1,1,j,mB1,1,k,n sont des coefficients constants.
Ri,j,k,l,m,n,l sont inde´pendants des conditions initiales. Nous sommes de´sormais capable d’exprimer
les angles de re´sonances dans le cas d’orbites en contre-re´volution, comme nous allons le voir dans la
section suivante.
5.6 L’Hamiltonien moyenne´ et re´sonant
En conside´rant des plane`tes en contre-re´volution proche d’une MMR, on de´finit le rapport des
MMR par p+ q/p avec p 6= 0 et p < 0. Par exemple, quand deux plane`tes sont en contre-re´volution
et ont un rapport de pe´riode e´gal a` 2, l’ordre de la re´sonance q vaut 3 et p = −1. On fixe s = p/q et
on de´finit le jeu de variables canoniques suivant, dans le cas d’une MMR re´trograde :
λ1 J1 = L1 + s(I1 + I2)
λ2 J2 =− L2 − (1 + s)(I1 + I2)
σ1 = (1 + s)λ2 − sλ1 − ω˜1 I1 = L1 (1−
√
1− e21)
σ2 = (1 + s)λ2 − sλ1 − ω˜2 I2 =− L2 (1−
√
1− e22)
(5.31)
ou` σ1 et σ2 sont des angles de re´sonance tandis que I1 et I2 sont les moments conjugue´s de´pendant
des excentricite´s e1 et e2.
Soit θ l’angle intervenant dans la fonction perturbatrice : θ = mM1+nM2+ l∆ω˜. En conside´rant
le nouveau jeu de variables, l’expression de θ devient :
θ = mσ1 − nσ2 + l(σ2 − σ1) + [m(p+ q)− np]Q (5.32)
ou` qQ = (λ1−λ2) est l’angle synodique. Ainsi, la fonction perturbatrice de´pend des trois variables an-
gulaires (σ1, σ2, Q). En conside´rant le nouveau jeu de variables canoniques (σ1, σ2, Q, λ2; I1, I2, qJ1, J1+
J2), on trouve la constante du mouvement suivante :
J1 + J2 = cste (5.33)
En conse´quence, notre syste`me posse`de deux inte´grales du mouvement : l’Hamiltonien F et
Jtot = J1 + J2. Les angles λ1 et λ2 e´tant des angles a` courte pe´riode, il s’ensuit que la fre´quence
de l’angle Q est bien plus grande que celle de σi. En conse´quence, on conside`re seulement les per-
turbations a` longue pe´riode dans l’Hamiltonien. Le syste`me est alors moyenne´ par rapport a` l’angle
synodique, de la fac¸on suivante :
F¯1 =
1
2pi
∫ 2pi
0
F1dQ (5.34)
La moyennisation sur la variable Q e´crite dans l’e´quation (5.34) implique une troisie`me constante
du mouvement, a` savoir J1. En conse´quence, le syste`me est constitue´ de quatre degre´s de liberte´
et de trois constantes du mouvement. Le syste`me peut de´sormais eˆtre re´duit a` quatre variables
inde´pendantes, a` savoir σ1, σ2, I1 et I2. En tenant compte de la condition de re´sonance
(n = m(p + q)/p), l’on obtient respectivement l’expression finale de la fonction perturbatrice (5.35)
et celle de l’Hamiltonien moyenne´ (5.36), pour une re´sonance re´trograde :
F¯1 = −Gm1m2
a2
jmax∑
j=0
kmax∑
k=0
mmax∑
m=−mmax
lmax∑
l=0
2N∑
i=0
R¯i,j,k,m,l
× αiej1ek2 cos((m− l)σ1 + (l − n)σ2)
(5.35)
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F¯ = −
2∑
i=1
µ2iβ
3
i
2L2i
− Gm1m2
a2
∑
i,j,k,m,l
R¯i,j,k,m,l αi e
j
1 e
k
2 cos((m− l)σ1 + (l − n)σ2) (5.36)
En raison des proprie´te´s de D’Alembert relatives a` la fonction perturbatrice, certains coefficients
sont nuls si une (ou plusieurs) des conditions suivantes est atteinte :
1) j < |m− l|
2) k < |l − n|
3) (m− l) est pair et j est impair ou bien (m− l) est impair et j est pair
4) (l − n) est pair et k est impair ou bien (l − n) est impair et k est pair.
5.7 Expressions des variables canoniques et de leurs de´rive´es
Suite a` la moyennisation effectue´e en §5.6, le jeu de variables canoniques utilise´ se re´duit a` :
σ1 = (1 + s)λ2 − sλ1 − ω˜1 ; I1 = L1(1−
√
1− e21)
σ2 = (1 + s)λ2 − sλ1 − ω˜2 ; I2 = −L2(1−
√
1− e22)
(5.37)
Les constantes du mouvement sont F¯ et :
J1 = L1 + s(I1 + I2)
J2 = −L2 − (1 + s)(I1 + I2)
(5.38)
On exprime les excentricite´s ainsi que les demi grand-axes dans le jeu de variables canoniques de la
fac¸on suivante :
e1 =
[
1−
(
1− I1
J1 − s(I1 + I2)
)2]1/2
e2 =
[
1−
(
1− I2
J2 + (1 + s)(I1 + I2)
)2]1/2
a2 =
[J2 + (1 + s)(I1 + I2)]
2
µ2β22
α =
a1
a2
=
µ2β
2
2
µ1β21
[
J1 − s(I1 + I2)
J2 + (1 + s) ∗ (I1 + I2)
]2
(5.39)
A partir des expressions (5.38) et (5.39), la partie keple´rienne de l’Hamiltonien devient :
F0 = −µ
2
1β
3
1
2
T0 − µ
2
2β
3
2
2
T1 (5.40)
et la partie perturbatrice s’exprime de la fac¸on suivante :
F¯1 = −Gm1m2 µ2 β22 T1
∑
i,j,k,m,l
R¯i,j,k,m,l
(
µ2β
2
2
µ1β21
)i
T2 T3 T4 cos [(m− l)σ1 + (l − n)σ2] (5.41)
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ou` les termes T0, T1, T2, T3, et T4 sont respectivement relie´s a` a1, a2, α, e1, et e2 :
T0 =
1
[J1 − s(I1 + I2)]2
T1 =
1
[J2 + (1 + s)(I1 + I2)]
2
T2 =
[
J1 − s(I1 + I2)
J2 + (1 + s)(I1 + I2)
]2i
T3 =
[
1−
(
1− I1
J1 − s(I1 + I2)
)2]j/2
T4 =
[
1−
(
1− I2
J2 + (1 + s)(I1 + I2)
)2]k/2
(5.42)
En utilisant les expressions ge´ne´rales des de´rive´es des variables canoniques,
I˙i = −∂F¯
∂σi
= −∂F¯1
∂σi
σ˙i =
∂F¯
∂Ii
=
∂F¯1
∂Ii
+
∂F0
∂Ii
(5.43)
on trouve, dans le cas de la re´sonance re´trograde :

I˙1 =−Gm1m2 µ2 β22 T1
∑
i,j,k,m,l
R¯i,j,k,m,l
(
µ2β
2
2
µ1β21
)i
T2 T3 T4 (m− l) sin [(m− l)σ1 + (l − n)σ2]
I˙2 =−Gm1m2 µ2 β22 T1
∑
i,j,k,m,l
R¯i,j,k,m,l
(
µ2β
2
2
µ1β21
)i
T2 T3 T4 (l − n) sin [(m− l)σ1 + (l − n)σ2]
σ˙1 =− µ21β31s T 3/20 + µ22β32(1 + s)T 3/21 −Gm1m2 µ2 β22
∑
i,j,k,m,l
R¯i,j,k,m,l
(
µ2β
2
2
µ1β21
)i
×
[
∂T1
∂I1
T2T3T4 + T1
∂T2
∂I1
T3T4 + T1T2
∂T3
∂I1
T4 + T1T2T3
∂T4
∂I1
]
cos [(m− l)σ1 + (l − n)σ2]
σ˙2 =− µ21β31s T 3/20 + µ22β32(1 + s)T 3/21 −Gm1m2 µ2 β22
∑
i,j,k,m,l
R¯i,j,k,m,l
(
µ2β
2
2
µ1β21
)i
×
[
∂T1
∂I2
T2T3T4 + T1
∂T2
∂I2
T3T4 + T1T2
∂T3
∂I2
T4 + T1T2T3
∂T4
∂I2
]
cos [(m− l)σ1 + (l − n)σ2]
(5.44)
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avec :
∂T1
∂I1
=− 2(1 + s)T 3/21
∂T2
∂I1
=− 2i [(1 + s)J1 + sJ2]T 1/20 T 1/21 T2
∂T3
∂I1
= j (1− I1 T 1/20 ) (J1 − sI2)
T0 T3
1−
(
1− I1 T 1/20
)2
∂T4
∂I1
=− k (1− I2 T 1/21 ) (1 + s)I2
T1 T4
1−
(
1− I2 T 1/21
)2
∂T1
∂I2
=− 2(1 + s)T 3/21
∂T2
∂I2
=− 2i [(1 + s)J1 + sJ2]T 1/20 T 1/21 T2
∂T3
∂I2
= j (1− I1 T 1/20 ) sI1
T0 T3
1−
(
1− I1 T 1/20
)2
∂T4
∂I2
= k (1− I2 T 1/21 ) [J2 + (1 + s)I1]
T1 T4
1−
(
1− I2 T 1/21
)2
(5.45)
5.8 Comparaison avec la me´thode nume´rique
On conside`re les donne´es initiales du syste`me plane´taire HD73526 re´gule´ en MMR re´trograde (cf.
Chapitre 4). On utilise le jeu de parame`tres orbitaux suivant :
M0 = 1.08M¯
M1 = 2.9MJup M2 = 2.5MJup
a1 = 0.66 UA a2 = 1.05 UA
e1 = 0.19 e2 = 0.14
σ1 = 94◦ σ2 = 94◦
(5.46)
La Fig. 5.1 montre l’e´volution temporelle de l’excentricite´ de chacune des deux plane`tes. Les
points rouges symbolisent la solution nume´rique tandis que les courbes noires repre´sentent la solu-
tion analytique. Les deux solutions expriment le meˆme comportement, avec une erreur relative de
1.2% et 10%, en moyenne, sur l’excentricite´ des orbites interne et externe, respectivement (les erreurs
absolues e´tant de 0.002 pour e1 et 0.005 pour e2 en moyenne). A cause de la moyennisation de l’Ha-
miltonien sur les courtes pe´riodes, les points nume´riques sont e´parpille´s des deux coˆte´s de la solution
analytique. Ne´anmoins, les deux me´thodes (analytique et nume´rique) sont en tre`s bon accord l’une
avec l’autre concernant la variation temporelle des excentricite´s.
La Fig. 5.2 montre la variation temporelle de la variable ∆σ. Pour la solution nume´rique, il ap-
paraˆıt, par endroits, une dispersion de points de 0 a` 360 degre´s. Ceci est cause´ par l’excentricite´ e2 qui
atteint pe´riodiquement la valeur ze´ro. En effet, il re´sulte d’une excentricite´ nulle une inde´termination
nume´rique de la valeur de l’angle ∆σ. En conse´quence, la trace´ obtenu en rouge comporte un biais
nume´rique. La me´thode analytique est par conse´quent plus fiable quand l’excentricite´ d’une plane`te
atteint une valeur proche de ze´ro.
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Fig. 5.1 – Variation temporelle des excentricite´s e1 et e2 pour le syste`me plane´taire HD73526 en MMR
2 :-1. Les points rouges repe´sentent la solution nume´rique et les points noirs la solution analytique.
Les conditions initiales utilise´es sont donne´es par (5.46).
Fig. 5.2 – Variation temporelle de la variable ∆σ (ou` ∆σ = σ1 − σ2) pour le syste`me plane´taire
HD73526 en MMR 2 :-1. La solution nume´rique est repre´sente´e en rouge et la solution analytique en
noir. Les conditions initiales utilise´es sont identiques a` celles de la Fig. 5.1.
5.9 Surfaces de section
La nature des syste`mes plane´taires (quasi-pe´riodicite´ vs chaoticite´) peut eˆtre directement de´duite
du comportement des variables de re´sonance. Par conse´quent, a` partir du de´veloppement hamiltonien
pre´ce´dent (5.36) du proble`me des 3 corps, il est possible de tracer des surfaces de section et d’e´tudier
la dynamique de deux plane`tes en MMR re´trograde (cf. Annexe E pour plus de de´tails sur les surfaces
de section).
La Fig. 5.3 montre des surfaces de section trace´es pour le syste`me plane´taire HD73526 pre´ce´-
demment de´fini. Le niveau d’e´nergie correspondant aux conditions initiales (5.46) a e´te´ nume´riquement
e´value´ a` −0.13835250 (unite´s : UA, masse solaire, anne´e). Avec notre de´veloppement analytique, on
obtient une valeur de l’Hamiltonien de −0.13835197, ce qui est en bon accord avec les re´sultats
nume´riques (l’erreur relative e´tant de 3.4 × 10−6). La Fig. 5.3a correspond a` la surface de section
de la plane`te interne ; elle est trace´e dans l’espace des parame`tres (e1 cos σ1 , e1 sin σ1). Le plan de
coupe pour la plane`te interne est choisi tel que σ2 = 0. De meˆme, la Fig. 5.3b est trace´e pour la
plane`te externe dans l’espace des parame`tres (e2 cos σ2 , e2 sin σ2) et en utilisant le plan de coupe
σ1 = 0. Les conditions initiales correspondant au syste`me (5.46) sont repre´sente´es en rouge.
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Pour l’ensemble des conditions initiales requises pour tracer la Fig. 5.3, la variation temporelle de
σ1 et σ2 exprime une circulation (en temps) des deux variables. Rappelons que ceci ne signifie pas
force´ment que ces variables circulent sur une surface de section. D’une manie`re ge´ne´rale, une surface
de section met en lumie`re le comportement des angles de re´sonance en lien avec le plan de coupe
choisi. Par conse´quent, dans les Fig. 5.3a et 5.3b, on obtient un e´tat de circulation des variables σ1
et σ2 en noir et rouge tandis que l’e´tat de libration autour de 0◦ est repre´sente´ en bleu. Toutes les
solutions trouve´es pour F¯ = −0.138352 sont quasi-pe´riodiques.
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Fig. 5.3 – Surfaces de section pour la plane`te interne (a) et externe (b) du syste`me HD73526 proche
d’une MMR 2 :-1. La valeur de F¯ est de −0.138352. Les conditions initiales (5.46) sont repre´sente´es
en rouge. Les couleurs noir et bleu correspondent respectivement a` la circulation et la libration des
variables σi variables dans le plan σj 6=i = 0.
5.10 Conclusion
Nous avons examine´ le proble`me des 3 corps dans le cas particulier des resonances re´trogrades de
moyen mouvement. L’e´tude de´rive de l’approche hamiltonienne de Beauge´ & Michtchenko (2003), qui
avait e´te´ de´veloppe´e pour des orbites progrades, coplanaires et a` fortes excentricite´s. Pour appliquer
cette me´thode au cas de MMR re´trograde, j’ai re-de´velopper la fonction perturbatrice en conside´rant
un mouvement prograde de la plane`te interne et un mouvement re´trograde de la plane`te externe. Un
nouveau jeu de variables canoniques a donc e´te´ de´fini, ce qui nous a permis d’exprimer correctement
les angles de re´sonances dans le cas d’orbites en contre-re´volution.
Bien que l’exploration du proble`me des N-corps soit accessible par des me´thodes nume´riques,
l’acquisition d’un “rail” analytique contribue notamment a` une compre´hension plus profonde de l’ex-
ploration nume´rique. Comme montre´ en §5.8, la me´thode analytique permet e´galement une meilleure
de´termination des variables de re´sonance. De plus, a` partir du comportement des angles de re´sonance
trace´s dans des surfaces de section, l’on peut directement de´duire le comportement dynamique local
d’un syste`me a` 3 corps, c’est-a`-dire sa stabilite´ ou chaoticite´.
Jusqu’a` pre´sent aucun syste`me plane´taire n’a e´te´ observe´ avec une configuration en contre-
re´volution. Ne´anmoins, e´tant donne´ l’efficacite´ de la stabilite´ des MMR re´trogrades (cf. Chapitre
4), il n’est pas exclu qu’une telle de´tection se produise. Le travail pre´sente´ dans ce chapitre e´tait
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donc base´ sur une e´tude dynamique de syste`mes the´oriques a` deux plane`tes. Notons par ailleurs
qu’un syste`me dynamique compose´ de deux satellites en orbite autour d’une plane`te est un proble`me
e´quivalent. Puisque des satellites de Saturne sont trouve´s en mouvement re´trograde, le de´veloppement
du proble`me des 3 corps re´solu pour des configurations en contre-re´volution, pourrait ainsi s’appliquer
a` des satellites du Syste`me Solaire.
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Chapitre 6
Plane`tes en Contre-Re´volution et
Donne´es Observationnelles
Nous avons vu dans les Chapitres 4 et 5 que les re´sonances re´trogrades et la varie´te´ de leurs
ressources engendrent des me´canismes the´oriques de stabilite´ particuliers. L’on peut alors se demander
si de tels me´canismes seront un jour observables. Par conse´quent, je propose, dans ce chapitre,
d’e´prouver cette approche the´orique face aux observations. Des ajustements aux observations sont
ainsi effectue´s en conside´rant le mouvement re´trograde d’une des plane`tes.
6.1 De´termination des e´le´ments orbitaux a` partir des mesures de
vitesses radiales
6.1.1 Ajustement multi-keple´rien en coordonne´es astrocentriques
Rappelons tout d’abord que l’ensemble des syste`mes multi-plane´taires observe´s sont de´tecte´s,
jusqu’a` pre´sent, par la me´thode des vitesses radiales. Comme nous l’avons mentionne´ dans le §1.1.2,
la me´thode des vitesses radiales repose sur la mesure du de´calage spectral (δλ) des raies d’absorption
de l’e´toile cible. L’effet Doppler-Fizeau implique la relation suivante entre la vitesse d’un corps mobile
et la longueur d’onde (λ) a` laquelle il e´met : δv/c = δλ/λ. En conside´rant que les orbites plane´taires
sont keple´riennes (en premie`re approximation), on peut exprimer la vitesse radiale de l’e´toile cible
sous la forme suivante :
Vrad = V0 +
Np∑
j
Kj [cos(νj(t) + ωj) + ej cosωj ] (6.1)
avec V0 la vitesse du barycentre du syste`me a` Np plane`tes,1 νj l’anomalie vraie et Kj la demi-
amplitude de la plane`te j de´finie par :
Kj =
mj sin ij
M2/3
(2piG)1/3
P
1/3
j
√
1− e2j
avec M =M∗ +
Np∑
j
mj (6.2)
Les variables ej , ωj , ij , mj et Pj sont respectivement l’excentricite´, l’argument du pe´riastre, l’incli-
naison du plan d’orbite par rapport a` la ligne de vise´e, la masse plane´taire et la pe´riode orbitale de la
plane`te j. M∗ est la masse de l’e´toile me`re. G est la constante de la gravitation. Mentionnons qu’un
ajustement multi-keple´rien en coordonne´es astrocentriques correspond a` un ajustement cine´matique.
1Notons que si les orbites des Np plane`tes sont toutes circulaires alors V0 correspond a` la valeur moyenne de Vrad.
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Comme le pre´cise l’article de Beauge´ et al. (2008), la de´termination des e´le´ments orbitaux
des plane`tes extrasolaires a` partir des mesures de vitesses radiales est relativement complexe. Les
e´quations reliant les observations aux e´le´ments orbitaux (ainsi qu’aux masses plane´taires minimales)
sont hautement non-line´aires et favorisent l’existence, dans l’espace des parame`tres, de plusieurs mi-
nima locaux, donc de plusieurs ajustements possibles aux observations. De plus, il est ne´cessaire que
le rapport entre le nombre N d’observations et le nombre M de parame`tres libres soit important
pour que les e´le´ments orbitaux soient correctement de´termine´s. Or, il n’est pas rare que la dure´e
des observations soit de l’ordre de quelques pe´riodes orbitales seulement (2 a` 3 fois) de la plane`te
exte´rieure d’un syste`me.
Le de´fi est encore plus important si un syste`me comporte deux plane`tes en re´sonance de moyen
mouvement. Ceci est duˆ au fait que la commensurabilite´ orbitale peut rajouter une pe´riodicite´ non-
ne´gligeable dans la courbe de vitesses radiales et par conse´quent compliquer la se´paration des com-
posantes dans le signal. D’une manie`re ge´ne´rale, les e´le´ments les plus difficiles a` de´terminer sont les
excentricite´s et les longitudes du pe´riastre, en raison d’asymme´tries dans le signal. La pre´cision sur
l’estimation de ces deux variables est d’autant plus compromise dans le cas de re´sonance orbitale.
6.1.2 Ajustement dynamique et utilisation de l’algorithme Pikaia
Nous nous inte´ressons dans cette the`se au cas de syste`mes a` plusieurs plane`tes ge´ne´ralement
massives et relativement proches de leur e´toile me`re. L’approximation keple´rienne n’est donc plus
valable. Il est alors ne´cessaire de proce´der a` un ajustement dynamique et non pas keple´rien. Ce-
pendant, afin de converger rapidement vers une solution “dynamique”, nous re´duisons l’espace des
parame`tres a` e´tudier en conside´rant, tout d’abord, la solution obtenue par ajustement multi-keple´rien.
La de´termination du meilleur fit multi-keple´rien s’effectue en plusieurs e´tapes via l’utilisation de
trois subroutines diffe´rentes. Nous utilisons, tout d’abord, un algorithme ge´ne´tique (Pikaia, voir Char-
bonneau 1995) avec une population (une centaine) de conditions initiales (prises ale´atoirement dans
l’espace des parame`tres) e´voluant sur environ 104 ite´rations. La proprie´te´ des algorithmes ge´ne´tiques
est de garantir seulement une certaine proximite´ du minimum global de la fonction d’ajustement,
non pas une valeur pre´cise. Afin d’ame´liorer le re´sultat obtenu, nous utilisons par la suite deux autres
subroutines (appele´es “simplex” et “simulated annealing”). La troisie`me subroutine est base´e sur une
technique de Monte Carlo. Pour une iteration donne´e, deux parame`tres sont choisis ale´atoirement.
L’amplitude de ces parame`tres varie ale´atoirement sans jamais de´passer une certaine valeur. Le
re´sidu (rms) et le χ2ν sont ainsi calcule´s pour cette nouvelle solution, en supposant une distribution
gaussienne des erreurs :
(rms)2 =
S
N − 1
N∑
i=1
(Vri − yi)2
²2i
avec
1
S
=
1
N
N∑
i=1
1
²2i
χ2ν =
1
N −M
N∑
i=1
(Vri − yi)2
²2i
(6.3)
Vri e´tant la mesure de la vitesse radiale au temps ti et yi la valeur de la vitesse radiale calcule´e a` partir
de l’ajustement orbital. ² correspond a` la pre´cision (qui prend en compte la valeur de la variation de
l’e´toile appele´e “stellar jitter”). N est le nombre d’observations. M est le nombre de parame`tres a`
ajuster. N −M correspond au nombre de degre´s de liberte´ de la re´gression. Le χ2ν , appele´ aussi le χ2
re´duit, est une quantite´ normalise´e2. Un ajustement des donne´es est d’autant meilleur que le
√
χ2ν a
une valeur positive la plus petite possible.
2χ2ν =
χ2
N−M
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La routine est effectue´e sur 104 ite´rations et la solution correspondant a` la plus petite valeur des
re´sidus est se´lectionne´e. On obtient ainsi la valeur des parame`tres orbitaux (e´le´ments osculateurs) du
meilleur ajustement multi-keple´rien. Une fois cet ajustement multi-keple´rien effectue´, une nouvelle su-
broutine tenant compte des interactions gravitationnelles entre les plane`tes intervient. Les e´le´ments
osculateurs choisis sont transforme´s en coordonne´es carte´siennes. L’utilisation d’un inte´grateur a`
N-corps permet de calculer la vitesse de l’e´toile ainsi que les positions et vitesses des plane`tes aux
temps d’observations. Le calcul des re´sidus est par la suite effectue´ par la me´thode des moindres
carre´s pre´sente´e en (6.3).
Une description comple`te de la me´thode des vitesses radiales et de l’utilisation du code Pikaia
de Charbonneau (1995) est pre´sente´e dans Beauge´ et al. (2007).3 En raison des the´ories actuelles de
formation plane´taire (dans un disque de gaz et de poussie`re) et d’un grand nombre de parame`tres a`
ajuster dans le cas de mouvements orbitaux dans un espace a` 3 dimensions, les ajustements dyna-
miques sont ge´ne´ralement effectue´s en conside´rant des configurations coplanaires (et progrades). Le
code utilise´ dans ce chapitre avait e´te´ de´veloppe´ pour de telles orbites progrades et coplanaires.
Or, nous de´sirons effectuer des ajustements aux observations en conside´rant des syste`mes copla-
naires a` deux plane`tes en contre-re´volution. Il a donc fallu modifier l’ensemble des subroutines en
conse´quence (i.e. a` prendre en compte le mouvement re´trograde d’une des plane`tes). L’ensemble des
re´sultats pre´sente´s dans la section suivante devrait faire l’objet d’un article (Gayon & Bois 2008c, en
pre´paration).
6.2 Re´duction de donne´es observationnelles
6.2.1 Application au syste`me HD73526
Les barres d’erreurs des e´le´ments orbitaux publie´es par les observateurs (Tinney et al. 2006)
pour le syste`me HD73526 (e´tudie´s dans le Chapitres 4 et 5) sont relativement grandes. Il n’est donc
pas exclu qu’un ajustement incluant de nouvelles observations donne des valeurs d’e´le´ments orbi-
taux comple`tement diffe´rents. Cela e´tant, la re´duction de donne´es effectue´e par Sa´ndor et al. (2007)
conduit a` plusieurs solutions possibles, toutes coplanaires, progrades et stables, avec une valeur rela-
tivement correcte du
√
χ2ν comprise entre 1.58 et 1.87 (avec des rms ∈ [8.04, 8.36]).4 Qu’en est-il de
la re´duction de donne´es dans le cas de plane`tes en contre-re´volution ?5
En effectuant un ajustement dynamique des mesures de vitesses radiales du syste`me HD73526,
nous trouvons des solutions stables possibles pour des configurations en contre-re´volution. Plus
pre´cise´ment, nous trouvons une solution stable (note´e dans la Table 6.1) en contre-re´volution telle que√
χ2ν = 1.257 et rms = 6.34 m.s
−1. Les valeurs du
√
χ2ν et du rms sont, par conse´quent, du meˆme
ordre de grandeur, voire meilleure, que celles obtenues pour les solutions stables de Sa´ndor et al. et
pour la solution chaotique de Tinney et al. La courbe de vitesses radiales du meilleur ajustement est
pre´sente´e dans la Fig. 6.1. Malgre´ le mouvement re´trograde de la plane`te exte´rieure, la courbe reste
tre`s similaire a` celle obtenue par Tinney et al. (2006) et Sa´ndor et al. (2007). La configuration en
contre-re´volution est donc consistante avec les donne´es observationnelles actuelles.
3L’ensemble des subroutines mentionne´es dans ce chapitre nous a e´te´ fourni par C. Beauge´.
4Rappelons que l’ajustement observationnel de Tinney et al. (2006) correspond a` un syste`me chaotique. Les valeurs
du
p
χ2ν et du rms pour la solution chaotique de Tinney et al. sont de 1.7 et 7.9 m.s
−1 respectivement.
5La re´duction de donne´es effectue´e ici est e´galement pre´sente´e dans Gayon & Bois (2008a).
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Fig. 6.1 – Ajustement dynamique pour les mesures de vitesses radiales du syste`me plane´taire
HD73526. Les mesures de vitesses radiales proviennent de Tinney et al. (2006). Le meilleur fit
dynamique conduisant a` un syste`me stable avec deux plane`tes en contre-re´volution est obtenu pour
les e´le´ments mentionne´s dans la Table 6.1. La vitesse (V0) du barycentre du syste`me plane´taire est
de : −25.201m.s−1. Les re´sidus correspondants sont de rms = 6.34m.s−1 et le√χ2ν est e´gal a` 1.257.
Quel que soit le sens du mouvement des deux plane`tes, la valeur du
√
χ2ν demeure dans les deux
cas (prograde et contre-re´volution) un peu trop e´leve´e par rapport a` la valeur ide´ale (infe´rieure ou
proche de 1.0). Davantage d’observations permettraient de mieux re´duire les donne´es et probablement
de pouvoir de´partager entre les solutions progrades “habituelles” et la solution de contre-re´volution.
Pour le moment, il n’est donc pas exclu que le me´canisme de stabilite´ du syste`me HD73526 sous-tend
une re´sonance re´trograde de moyen mouvement.
6.2.2 Application a` une se´lection de syste`mes plane´taires
Sachant que la re´sonance re´trograde de moyen mouvement constitue un me´canisme de stabilite´
the´oriquement plausible (cf. Chapitres 4 et 5) et que la plane`te externe du syste`me observe´ HD73526
est compatible avec un mouvement re´trograde (au moins au niveau des re´ductions des donne´es ; cf.
§6.2.1), il m’est apparu inte´ressant de chercher d’autres syste`mes susceptibles d’eˆtre e´galement com-
patibles avec une configuration de contre-re´volution. Le choix des syste`mes candidats s’est ope´re´ de
la fac¸on suivante :
– A partir de cartes de stabilite´ en e´le´ments [ir; Ωr] (certaines d’entre elles e´tant pre´sente´es dans
le Chapitre 4), des syste`mes susceptibles d’eˆtre re´gule´s par des re´sonances re´trogrades de moyen
mouvement ont e´te´ se´lectionne´s (syste`mes HD128311, HD160691, HD202206).
– L’e´tude s’est ensuite e´tendue a` d’autres syste`mes (coplanaires et progrades) de´ja` trouve´s stable
en MMR (syste`me HD108874).
Conside´rant des syste`mes a` deux plane`tes avec un mouvement prograde pour l’une des plane`tes
et un mouvement re´trograde pour l’autre plane`te, on trouve de nouveaux ajustements dynamiques
pour les syste`mes HD128311, HD160691, HD108874, HD202206. Les meilleurs ajustements sont
pre´sente´s dans la Table 6.1. Les rms et
√
χ2
ν
trouve´s dans la majorite´ des cas sont similaires a` ceux
obtenus dans le cas prograde (coplanaire). La Table 6.2 re´sume ainsi les valeurs de rms et
√
χ2
ν
pour l’ensemble des syste`mes e´tudie´s et pour les deux types de configuration (prograde et contre-
re´volution). De surcroˆıt, dans quelques cas, on note des valeurs de re´sidus meilleures dans le cas de
la configuration en contre-re´volution. Les courbes de vitesses radiales sont pre´sente´es en Fig. 6.2.
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Fig. 6.2 – Ajustement dynamique pour les mesures de vitesses radiales des syste`mes plane´taires (a)
HD128311, (b) HD160691, (c) HD108874 et (d) HD202206. Les meilleurs fits dynamiques conduisant
a` des syste`mes stables a` deux plane`tes sont note´s dans la Table 6.1. Les mesures de vitesses radiales
proviennent respectivement de (a-c) Vogt et al. (2005), (b) Butler et al. (2006) et (d) Udry et al.
(2002).
6.3 Discussion sur la possibilite´ de plane`tes en contre-re´volution
Les ajustements aux observations effectue´s pour les syste`mes HD73526, HD108874, HD128311,
HD160691 et HD202206, tendent a` montrer que la configuration de contre-re´volution est consis-
tante avec les observations. Sur cinq syste`mes plane´taires e´tudie´s, quatre sont donc susceptibles
de comporter une MMR re´trograde. A part le cas du syste`me HD160691 pour lequel l’ajustement
observationnel est “mauvais”, l’ensemble des autres fits sont globalement meilleurs que les fits en
configuration prograde. Il semble ne´anmoins ne´cessaire d’effectuer de nouvelles campagnes d’obser-
vations afin d’agrandir les e´chantillons de donne´es observationnelles et obtenir des re´sultats plus
pre´cis. Par ailleurs, il serait inte´ressant de proce´der syste´matiquement, lors de nouvelles de´tections
ou campagnes d’observations, a` des ajustements aux observations en 3-dimensions.
Malgre´ le fait que les configurations en contre-re´volution et les MMR re´trogrades sont possibles
a` la fois d’un point de vue the´orique et “observationnel” (entendons par la`, la consistance avec les
observations), il subsiste un doute quant a` l’existence de tels syste`mes. En effet, a` partir des the´ories
de formation plane´taire actuelles, comment expliquer l’origine de syste`mes contenant des plane`tes en
contre-re´volution ? Ceci sera discute´ dans le chapitre suivant.
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Discussion
7.1 Origine des plane`tes en contre-re´volution
7.1.1 Introduction
Comme nous l’avons vu, la plupart des syste`mes multi-plane´taires sont caracte´rise´s par des
plane`tes ge´antes, proches de leur e´toile centrale et dont les orbites comportent ge´ne´ralement de fortes
excentricite´s. Bien que ces particularite´s peuvent conduire a` des interactions gravitationnelles fortes,
l’aˆge des e´toiles me`res (disparition des disques de gaz et de poussie`res) et le fait d’observer de tels
syste`mes plane´taires sugge`rent que de tels syste`mes ont acquis un comportement dynamique stable
(soit a` l’issue de la formation plane´taire, soit apre`s divers processus d’e´volution). Les caracte´ristiques
dynamiques surprenantes de la plupart de ces objets ont relance´ les the´ories de formation plane´taire. Il
s’agit en outre d’expliquer comment les syste`mes de plane`tes extrasolaires ont acquis leurs structures
orbitales si peu familie`res.
C’est a` partir des travaux effectue´s sur la formation du Syste`me Solaire que les the´ories actuelles
de formation des syste`mes multi-plane´taires ont vu le jour. Le point de de´part commun aux the´ories
de formation plane´taire est la formation de plane`tes au sein d’un meˆme disque proto-plane´taire en
rotation autour de l’e´toile.1 Dans ce disque, il existe une limite appele´e “ligne des glaces” (“snowline”)
a` partir de laquelle l’eau condense.2 Au dela` de cette ligne des glaces, la matie`re du disque (a`
l’exception bien suˆr de l’hydroge`ne et de l’he´lium) est globalement sous forme solide. Or, la formation
d’un cœur plane´taire massif requiert une grande quantite´ de solides. Il semble donc que les plane`tes
les plus massives se forment dans une re´gion exte´rieure du disque, au dela` de la ligne des glaces.
Or, comme nous l’avons vu pre´ce´demment, des plane`tes extrasolaires ge´antes ont e´te´ de´tecte´es tre`s
pre`s de leur e´toile. L’une des explications possibles est la migration de plane`tes vers l’inte´rieur du
disque.3 Une fois les plane`tes ge´antes forme´es au dela` de la ligne des glaces, les interactions entre les
plane`tes et le disque cre´ent une perte de moment cine´tique impliquant une migration des plane`tes
vers l’inte´rieur du disque.4
Le plus vraisemblablement, il vient naturellement que les plane`tes se meuvent dans le meˆme sens
de re´volution lors de la dissipation du disque. Un syste`me est-il alors capable d’acque´rir, par la suite,
des plane`tes en mouvement re´trograde ?
1Cf. notamment Pollack et al. 1996 ou Alibert et al. 2005 (mode`les d’accre´tion) et Boss 1997, 2000 (formation
plane´taire par instabilite´ gravitationnelle).
2Si l’on s’e´loigne vers l’exte´rieur du Syste`me Solaire, l’eau est la premie`re mole´cule a` se condenser. Pour une e´toile
de type solaire, la ligne de glace se situe a` 3-5 UA.
3Notons que des migrations vers l’exte´rieur du syste`me sont e´galement possibles (e.g. Masset & Papaloizou 2003).
4La description propose´e ici est extreˆmement simplifie´e. Pour plus de de´tails, notamment sur la formation du Syste`me
Solaire, le lecteur peut se re´fe´rer a` Crida (2006), Crida et al. (2007) ou encore Morbidelli & Crida (2007).
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7.1.2 Effet de fronde, circularisation mare´ale et me´canisme de Kozai
Jusqu’a` pre´sent, relativement peu de travaux ont e´te´ effectue´s sur la formation d’orbites incline´es.
Par exemple, Thommes & Lissauer (2003) ont montre´ qu’une migration plane´taire conduisant a` une
capture en MMR 2 : 1 peut causer une augmentation importante des valeurs d’inclinaisons mutuelles.
Cependant, la configuration re´sultante ne semble jamais conduire a` des mouvements re´trogrades.
Re´cemment, des e´tudes impliquant particulie`rement l’e´volution des inclinaisons mutuelles ont par
e´te´ re´alise´es. Notons, a` ce sujet, les travaux de Nagasawa et al. (2008) et de Varvoglis (2007-2008 ;
discussions prive´es) qui ont permis d’e´tablir deux me´canismes possibles de formation de plane`tes
en contre-re´volution. Le premier sce´nario (Nagasawa et al. 2008) combine le “planet scattering”, la
circularisation mare´ale et le me´canisme de Kozai. Le second sce´nario, pre´sente´ dans le §7.1.3, fait
intervenir des “free-floating planets” (Varvoglis 2007-2008).
Selon Nagasawa et al. (2008), il est possible de former des plane`tes en contre-re´volution a` partir
des effets cumule´s suivants :
1) l’effet de fronde (appele´ “planet scattering”) cause´ par une interaction gravitationnelle sou-
daine et particulie`rement forte entre deux plane`tes lors de rencontres plane´taires tre`s proches5,
2) la circularisation mare´ale consistant en la circularisation des orbites plane´taires par effet de
mare´es entre la plane`te interne et l’e´toile,
3) et le me´canisme de Kozai impliquant une variation importante de l’excentricite´ (e) et de
l’inclinaison (i) d’une des plane`tes telle que la composante en z du moment angulaire (i.e.√
1− e2 cos i) reste constante. Cette variation est cause´e par des perturbations se´culaires en-
gendre´es par les autres plane`tes du syste`me.
Les travaux de Nagasawa et al. (2008) reposent sur la conside´ration d’un syste`me initialement
constitue´ d’une e´toile de type solaire (1 M¯) et de 3 plane`tes de la masse de Jupiter, en mouvement
sur des orbites circulaires. Les demi grands-axes initiaux des plane`tes sont respectivement de 5 UA,
7.25 UA et 9.5 UA. Les inclinaisons orbitales initialement choisies sont e´gales a` 0.5◦, 1.0◦ et 1.5◦
respectivement.
Lorsque les orbites des plane`tes se croisent, des rencontres proches et parfois tre`s proches entre les
plane`tes peuvent avoir lieu et ge´ne´rer des interactions gravitationnelles tre`s fortes. Il peut en re´sulter
un “effet de fronde” a` travers l’augmentation de l’excentricite´ d’une des plane`tes. Pendant le croise-
ment des orbites, l’excitation Kozai est re´pe´te´e et l’excentricite´ est souvent augmente´e se´culairement
jusqu’a` des valeurs assez proches de 1 pour que la circularisation mare´ale puisse s’ope´rer. Cette circu-
larisation orbitale de´pend fortement de la distance au pe´ricentre (q = a(1− e)). Lorsque la valeur de
q devient infe´rieure a` 0.05 UA, l’orbite de la plane`te (temporairement tre`s excentrique) se circularise
et la plane`te se rapproche conside´rablement de l’e´toile (a diminue fortement, la valeur de q variant
tre`s peu).6 En paralle`le, l’inclinaison de l’orbite varie et peut atteindre des valeurs importantes.
Par conse´quent, tenant compte de la cumulation des trois processus pre´ce´demment cite´s,
l’inte´gration des e´quations d’un syste`me initialement constitue´ de 3 plane`tes ge´antes permet, dans
certains cas, d’acque´rir de tre`s grandes inclinaisons relatives et parfois meˆme une bascule d’un des
plans orbitaux. Une des plane`tes posse`de ainsi un mouvement re´trograde par rapport aux deux autres.
Afin de conserver le moment cine´tique du syste`me, l’une des plane`tes se voit par la suite e´jecte´e. Le
syste`me a` deux plane`tes en contre-re´volution re´sultant peut par la suite devenir stable.
5Une animation de cet effet de fronde a e´te´ effectue´e par E. Ford, V. Lystad, F. Rasio et T. Schindler. Elle est
te´le´chargeable a` l’adresse internet suivante : http ://www.astro.northwestern.edu/rasio/UpsAndPR
6Une plane`te externe peut alors devenir une plane`te interne !
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7.1.3 Les plane`tes “flottantes”
Les plane`tes “flottantes” (“free-floating planets”) sont des objets de taille plane´taire, de´tache´es
de toute e´toile. Elles ont e´te´ de´tecte´es dans le milieu interstellaire, notamment par Zapatero-Osorio
et al. (2000) et Lucas et al. (2005). Ces plane`tes “flottantes” pourraient interagir avec les syste`mes
plane´taires avoisinants en e´tant soit disperse´es soit capture´es.
Les travaux re´cents de Varvoglis (2007-2008, discussions prive´es) montrent qu’en inte´grant les
trajectoires d’un corps de masse plane´taire qui rencontre un syste`me a` deux corps (e.g. une e´toile
de type solaire et une plane`te de type Jupiter), la probabilite´ de capture de la plane`te flottante est
importante. Par ailleurs, au moins la moitie´ des captures temporaires (i.e. captures a` court terme)
sont de type “contre-re´volution”. Autrement dit, au moins 50% des plane`tes flottantes capture´es ont
un mouvement re´trograde. Or, certaines de ces plane`tes flottantes restent capture´es et inte´gre´es a`
leur nouveau syste`me plane´taire (constitue´ alors d’une e´toile et deux plane`tes). Varvoglis a montre´
que la proportion de plane`tes flottantes capture´es “a` jamais” est supe´rieure dans le cas de contre-
re´volution (compare´ au cas de re´volution dans un meˆme sens) : le pourcentage de plane`tes flottantes
de´finitivement inte´gre´es au syste`me plane´taire est de 3.5% dans le cas de contre-re´volution pour 1%
dans le cas de mouvements progrades !
D’un point de vue the´orique, il semble donc que la capture de plane`tes flottantes privile´gie
la formation de plane`tes en contre-re´volution. Bien que la capture de plane`tes flottantes demeure
spe´culative, cette the´orie constitue un me´canisme possible pour la formation de plane`tes en contre-
re´volution. Il serait donc inte´ressant d’appliquer ce sce´nario de capture aux syste`mes multi-plane´taires
observe´s.
7.2 Conclusion et perspectives
Outre l’e´tude de la dynamique d’un bon nombre de syste`mes multi-plane´taires compacts, ces
recherches ont permis d’introduire la possibilite´ the´orique et observationnelle de plane`tes en contre-
re´volution. Dans le Chapitre 4, nous avons mis en e´vidence un nouveau me´canisme the´orique de
stabilite´ caracte´rise´ par une proche MMR re´trograde, de rapport 2 : 1, combine´e a` une ASP par-
ticulie`re. Plus pre´cise´ment, notre e´tude nume´rique a re´ve´le´ une pre´cession apsidale re´trograde ainsi
qu’un phe´nome`ne de bascules apsidales que nous appelons “rocking ASP” (cf. Gayon & Bois 2008a).
De plus, une e´tude de la dynamique de syste`mes extreˆmement compacts a montre´ que les MMR
re´trogrades sont tre`s efficaces d’un point de vue de la stabilite´ dynamique (cf. Gayon & Bois 2008b).
En paralle`le a` la re´ussite de l’obtention des re´sonances orbitales re´trograde avec l’outil MIPS,
j’ai effectue´ une approche analytique du proble`me des 3 corps dans le cas particulier des re´sonances
re´trogrades de moyen mouvement. L’e´tude a e´te´ base´e sur l’approche hamiltonienne de Beauge´ &
Michtchenko (2003). La conside´ration d’un mouvement prograde de la plane`te interne et d’un mou-
vement re´trograde de la plane`te externe m’a conduite a` introduire un nouveau jeu de variables
canoniques. De`s lors, il nous a e´te´ possible d’exprimer correctement les angles de re´sonances dans
le cas d’orbites en contre-re´volution et de caracte´riser analytiquement la dynamique de syste`mes
stabilise´s en re´sonance re´trograde (cf. Gayon et al. 2008a).
Par ces approches conjointes nume´riques et analytiques, a e´te´ introduite la conception des re´so-
nances orbitales re´trogrades pour les syste`mes plane´taires. Leurs proble´matiques re´sultantes ont donc
ensuite e´te´ largement analyse´es au cours de la the`se. Les recherches ont mis en lumie`re le degre´ de
leur possibilite´ the´orique et effective. La question sur la consistance du point de vue des obser-
vations a ne´cessite´ la re´duction de donne´es observationnelles ajuste´es dans le cas de plane`tes en
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contre-re´volution. Avec des ajustements aux observations effectue´s pour diffe´rents syste`mes a` deux
plane`tes, j’ai trouve´ que dans la majorite´ des cas (4 syste`mes sur 5) les fits obtenus en configuration
de contre-re´volution sont globalement meilleurs que les fits obtenus en configuration prograde (Gayon
& Bois 2008c).
Par conse´quent, en conside´rant l’ensemble ci-apre`s des re´sultats obtenus :
– les me´canismes de stabilite´ relie´s a` une re´sonance de moyen mouvement re´trograde, e´tudie´s a`
la fois par une approche nume´rique (Chapitre 4) et par une approche analytique (Chapitre 5),
– l’efficacite´ des MMR re´trogrades ainsi que leur possibilite´ statisique (§4.4),
– la structure fine des MMR re´trogrades (§4.3),
– leurs ressources impliquant notamment des comportements apsidaux ine´dits (e.g. le “rocking
ASP”, §4.5),
– les ajustements dynamiques consistants obtenus pour des configurations en contre-re´volution
d’un ensemble de syste`mes a` deux plane`tes (Chapitre 6),
– et les deux me´canismes plausibles de formation, a` savoir le “planet scattering” et les “free-
floating planets” (§7.1),
l’on peut de´sormais affirmer que les configurations en contre-re´volution munies de re´sonances orbitales
re´trogrades non seulement conduisent a` des me´canismes the´oriques de stabilite´ qui correspondent
a` des solutions du proble`me des 3 corps, mais constituent e´galement des situations observation-
nelles plausibles (consistance aux observations). Le devenir de la pre´diction the´orique du principe
de re´sonance re´trograde plane´taire appartient de´sormais a` l’avenir prometteur des observations des
plane`tes extrasolaires.
Concernant la formation plane´taire, l’acquisition d’orbites re´trogrades reste a` approfondir. Par
ailleurs, il serait inte´ressant de pouvoir relier, pour un syste`me plane´taire particulier, son mode
de formation, son e´volution dynamique mettant en e´vidence un processus d’acquisition de MMR
re´trograde ainsi que sa dynamique actuelle. Par conse´quent, je pre´vois tout d’abord d’e´tudier l’effet
des inclinaisons orbitales sur la formation et l’e´volution de syste`mes multi-plane´taires, a` partir du
sce´nario de capture des plane`tes flottantes et du mode`le de “planet scattering”. La mode´lisation
des processus de formation des syste`mes en contre-re´volution est pre´vue dans le cadre de notre pro-
jet du PNP (Programme National de Plane´tologie) intitule´ “Formation et e´volution des syste`mes
de plane´taires” (Morbidelli et al. 2009), plus spe´cifiquement en collaboration avec E. Bois (OCA,
Cassiope´e) et J. Lissauer (Nasa, Ames), H. Varvoglis (Universite´ de Thessalonique), M. Nagasawa
(Institut Technologique de Tokyo). Par ailleurs, la dynamique et la formation de syste`mes de plane`tes
en orbite autour d’e´toiles binaires est encore mal connue. En collaboration avec E. Bois, j’envisage,
de ce fait, d’adapter l’outil MIPS aux syste`mes binaires he´bergeant des plane`tes extrasolaires. De
plus, avec la de´tection de “Super-Terres”, l’inte´reˆt des chercheurs sur la formation de plane`tes ha-
bitables n’a cesse´ de s’accroˆıtre. Il est pre´vu au cours de mon post-doctorat avec J. Lissauer (Nasa
Ames) de contribuer a` la de´termination des conditions de formation de plane`tes habitables, plus
particulie`rement dans le cas de syste`mes binaires multi-plane´taires.
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Annexe A
Notations
Ele´ments ge´ome´triques d’une orbite plane´taire :
M∗ Masse de l’e´toile centrale
mi Masse de la plane`te i, avec i = 1 pour la plane`te externe, i = 2 pour la deuxie`me plane`te etc.
a Demi grand-axe
e Excentricite´
i Inclinaison orbitale
ir Inclinaison relative entre deux plans d’orbites (ir = i2 − i1)
Ω Longitude du nœud
Ωr Longitude relative des nœuds (Ωr = Ω2 − Ω1)
ω Argument du pe´riastre
ω˜ Longitude du pe´riastre
∆ω˜ Longitude apsidale relative
Tper Temps de passage d’une plane`te au pe´riastre
M Anomalie moyenne
E Anomalie excentrique
f Anomalie vraie
r Distance radiale
P Pe´riode orbitale
n Moyen mouvement
p, q Entiers de´finissant une Re´sonance de Moyen Mouvement de rapport p+ q/p
(avec q l’ordre de la re´sonance)
Fig. A.1 – Caracte´ristiques ge´ome´triques d’une orbite plane´taire.
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Syste`me d’unite´s :
M¯ Masse Solaire
MJup Masse de Jupiter
UA Unite´s astronomiques
deg Degre´s
Acronymes :
MMR Mean Motion Resonance
ASP Apsidal Synchronous Precession
MEGNO Mean Exponential Growth factor of Nearby Orbits
MIPS Megno Indicator for Planetary Orbits
FMA Frequency Map Analysis
Symboles utilise´s dans les me´thodes d’inte´gration nume´rique :
Y (t) Valeur au temps t de l’indicateur MEGNO
< Y > Valeur moyenne´e de l’indicateur MEGNO
σFMA Taux de diffusion des orbites (par la me´thode FMA)
[−,−] Espace des parame`tres
Variables utilise´es dans le de´veloppement hamiltonien :
r Vecteur position
v Vecteur vitesse
r Distance radiale
x, y, z Position en coordonne´es carte´siennes
x˙, y˙, z˙ Vitesse en coordonne´es carte´siennes
ρ Rapport des distances radiales de deux plane`tes (ρ = r1/r2)
α Rapport des demi grand-axes (α = a1/a2)
G, k2 Constante de la Gravitation
β Masse re´duite (β = (M∗m)/(M +m))
µ Masse µ = G(M∗ +m)
∆ Distance instantanne´e entre deux plane`tes
ψ Angle entre deux plane`tes vues depuis l’e´toile
F Hamiltonien
F0 Partie keple´rienne de l’Hamiltonien
F1 Partie perturbatrice de l’Hamiltonien
F¯ Hamiltonien moyennise´
F¯1 Partie perturbatrice moyennise´e
σ Angle de re´sonance
I Moment conjugue´ de σ
λ Longitude moyenne
J Moment conjugue´ de λ
Xn,lm Coefficient de Hansen
Y n,lj,k Ope´rateur de Newcomb
Ri,j,k,m,n,l Coefficients inde´pendants des excentricite´s
s’exprimant en fonction des coefficients bn, Ai,j , Bn,l,j,m, Di,l,j,k,m,n et A¯i
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Annexe B
Caracte´ristiques orbitales
Dans cette annexe, les e´le´ments orbitaux des plane`tes du Syste`me Solaire sont pre´sente´s dans la
Table B.1. Les e´le´ments orbitaux de l’ensemble des syste`mes extrasolaires e´tudie´s dans cette the`se
sont expose´s dans la Table B.2.
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Annexe C
Ge´ne´ralisation de la me´thode MIPS
La ge´ne´ralisation de la me´thode MIPS consiste a` e´crire les e´quations variationnelles pour un
syste`me a` Np plane`tes. Il s’agit donc de de´velopper les expressions de dridt ,
dvi
dt et de leurs de´rive´es
diverses. Rappelons l’expression de l’e´quation du mouvement d’une plane`te i (avec i = 1..Np) dans
le re´fe´rentiel barycentrique :
dri
dt
= vi
dvi
dt
=− k2M∗ Ri|Ri|3 − k
2
Np∑
j=1
j 6=i
mj
ri − rj
|ri − rj |3
(C.1)
ou` Ri est le vecteur de position relative :
Ri = ri − r0 =
Np∑
j=1
(δj,i + µj) rj (C.2)
et
µj =
mj
M∗
. (C.3)
La composante x (il en sera de meˆme pour les composantes en y et z) des vecteurs dridt et
dvi
dt de la
plane`te i s’e´crivent respectivement :(
dri
dt
)
x
= (vi)x(
dvi
dt
)
x
=− k2M∗
Np∑
j=1
(δj,i + µj)xj
1
V 3i
− k2
Np∑
j=1
j 6=i
mj
xi − xj
R3ij
(C.4)
avec Vi =
{[∑Np
j=1(δj,i + µj)xj
]2
+
[∑Np
j=1(δj,i + µj) yj
]2
+
[∑Np
j=1(δj,i + µj) zj
]2}1/2
et Rij =
{
(xi − xj)2 + (yi − yj)2 + (zi − zj)2
}1/2
Il s’agit de´sormais de de´terminer les de´rive´es des diffe´rentes composantes du vecteur
(
dvi
dt
)
de la
plane`te i par rapport a` la variable de position x, y ou z de la plane`te q. Autrement dit, cela revient
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a` calculer les de´rive´es suivantes :
d
dxq
(
dvi
dt
)
x
d
dxq
(
dvi
dt
)
y
d
dxq
(
dvi
dt
)
z
d
dyq
(
dvi
dt
)
x
d
dyq
(
dvi
dt
)
y
d
dyq
(
dvi
dt
)
z
d
dzq
(
dvi
dt
)
x
d
dzq
(
dvi
dt
)
y
d
dzq
(
dvi
dt
)
z
(C.5)
Nous de´velopperons simplement le terme suivant :
d
dxq
(
dvi
dt
)
x
=− k2M∗ d
dxq
 Np∑
j=1
(δj,i + µj)xj
1
V 3i
− k2 Np∑
j=1
j 6=i
mj
d
dxq
[
xi − xj
R3ij
]
=− k2M∗
CoeffAV 3i − CoeffBV 6i
 Np∑
j=1
(δj,i + µj)xj
− k2
Np∑
j=1
j 6=i
mj
{
CoeffC
R3ij
− CoeffD (xi − xj)
R6ij
}
(C.6)
avec
CoeffA =
 Np∑
j=1
(δj,i + µj)
d
dxq
xj
 ={δq,i + µq si q = j
0 sinon
CoeffB =
d
dxq
(V 3i ) = 3 (δq,i + µq)
Np∑
j=1
(δj,i + µj)xj Vi
CoeffC =
d
dxq
(xi − xj) =

1 si q = i
−1 si q = j
0 sinon
CoeffD =
d
dx q
(R3ij) =

3 (xi − xj)Rij si q = i
−3 (xi − xj)Rij si q = j
0 sinon
(C.7)
Par ailleurs, on calcule e´galement l’expression des de´rive´es du vecteur dridt par rapport aux variables
de vitesse vx, vy, vz de la plane`te q. Pour la de´rive´e par rapport a` x du terme
(
dri
dt
)
x
, on obtient :
(
d
dvq
)
x
(
dri
dt
)
x
=
{
1 si q = i
0 sinon
(C.8)
L’ensemble de ces de´rive´es a alors e´te´ ajoute´ au code MIPS en tenant compte de´sormais d’une
inte´gration a` Np plane`tes.
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Comple´ment au de´veloppement
analytique
Expression des coefficients Bn,l,j,m
En combinant les e´quations 5.19 et 5.20, on trouve :(r
a
)n
cos lf =
∞∑
m=−∞
∞∑
s=0
Y n,ls+w1,s+w2 e
2s+|l−m| cosmM
=
∞∑
m=−∞
∞∑
j=0
Y n,lj−|l−m|
2
+w1,
j−|l−m|
2
+w2
ej cosmM
(r
a
)n
sin lf =
∞∑
m=−∞
∞∑
j=0
Y n,lj−|l−m|
2
+w1,
j−|l−m|
2
+w2
ej sinmM
(D.1)
Par conse´quent, on de´finit le coefficient suivant :
Bn,l,j,m = Y
n,l
j−|l−m|
2
+w1,
j−|l−m|
2
+w2
(D.2)
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Annexe E
Sections de Poincare´ et
comportements dynamiques
Graˆce a` la notion de portrait de phase introduite par H. Poincare´, il est possible de repre´senter
ge´ome´triquement l’aspect d’un ensemble de solutions dans l’espace des phases1. Cette technique de
“sections de Poincare´” consiste a` localiser, dans l’espace des phases, les intersections successives d’une
trajectoire avec un plan de coupe bien de´fini.
La Figure E.1 montre trois sections de Poincare´ (aussi appele´es surfaces de section) obtenues
pour diffe´rentes amplitudes de perturbations et trace´es dans l’espace des phases (φ1, I1), avec φ1
et I1 des variables conjugue´es dites “angle-action”. Ainsi, dans le cas d’un syste`me tre`s faiblement
perturbe´, il apparaˆıt sur la surface de section E.1a deux ıˆles de libration (courbes ferme´es) correspon-
dant a` des solutions quasi-pe´riodiques stables ainsi que des zones de circulation (courbes ouvertes)
caracte´ristiques des solutions quasi-pe´riodiques instables. Les solutions pe´riodiques sont repe´sente´es
sous la forme de points fixes appele´s “centres” (pour les points fixes localise´s a` l’inte´rieur des ıˆles
de libration) et “points hyperboliques” (situe´s a` l’intersection des trajectoires a` la limite des zones
stables et des zones instables). Ces trajectoires, e´galement appele´es varie´te´s en mathe´matiques, sont
a` la fois stables et instables (cf. Fig. E.1a). Sous l’effet d’une perturbation (Fig. E.1b), il apparaˆıt
tout d’abord du chaos au niveau des points hyperboliques. De nouvelles zones de libration voient
e´ventuellement le jour tandis que les zones de libration et de circulation pre´ce´demment mentionne´es
se de´forment sous l’effet de la perturbation. Lorsque la perturbation est importante (Fig. E.1c), les
ıˆles de stabilite´ subsistantes sont entoure´es d’un “oce´an” de chaos.
1L’espace des phases est l’espace ou` le corps e´tudie´ est repe´re´ par ses positions et vitesses. Dans l’espace ordinaire,
dit de configuration, il n’est localise´ que par ses seules coordonne´es de position.
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ABSTRACT
Context. Most multi-planetary systems are characterized by hot-Jupiters close to their central star, moving on eccentric orbits. From
a dynamical point of view, compact multi-planetary systems form a specific class of the general N-body problem (where N ≥ 3).
Moreover, extrasolar planets are found in prograde orbits about their host star, and often in mean motion resonances (MMR).
Aims. In a first step, we study theoretically a new stabilizing mechanism suitable for compact two-planet systems. This mechanism
involves counter-revolving orbits forming a retrograde MMR. In a second step, we investigate the feasibility of planetary systems
hosting counter-revolving planets. Dynamical stability, observations, and formation processes of these systems are analyzed and
discussed.
Methods. To characterize the dynamical behavior of multi-dimensional planetary systems, we apply our technique of global dynamics
analysis based on the MEGNO indicator (Mean Exponential Growth factor of Nearby Orbits) that provides the fine structure of the
phase space. In a few cases of possible counter-revolving configurations, we carry out new fits to the observations using the Pikaia
genetic algorithm. A statistical study of the stability in the neighborhood of diﬀerent observed, planetary-systems is completed using
a Monte-Carlo method.
Results. We analyse the observational data for the HD 73526 planetary system and find that counter-revolving configurations may be
consistent with the observational data. We highlight the fine and characteristic structure of retrograde MMRs. We demonstrate that
retrograde resonances open a family of stabilizing mechanisms involving new apsidal precession behaviors.
Conclusions. Considering two possible formation mechanisms (free-floating planet and Slingshot model), we conclude that counter-
revolving configurations are feasible.
Key words. celestial mechanics – stars: planetary systems – methods: numerical
1. Introduction
At present, 271 extrasolar planets have been detected around
233 stars (both solar and non-solar type)1. Among them, there
are 25 multiple-planet systems: 17 two-planet systems (e.g.
HD 82943, 47 UMa, HD 108874, HD 128311), 6 three-planet
systems (e.g. υ And, HD 69830, Gliese 876, Gliese 581), 1 four-
planet system (HD 160691) and more recently 1 five-planet
system (55 CnC). Observations indicate that Mean Motion
Resonances (MMR) frequently occur for planets of multiple-
planet systems: Gliese 876 (e.g. Rivera et al. 2005), HD 82943
(e.g. Ji et al. 2003; Mayor et al. 2004) and HD 128311 (Vogt et al.
2005) are in 2:1 MMR, HD 202206 is in 5:1 MMR (Correia et al.
2005), while 47 UMa is close to a 7:3 (Fischer et al. 2002) or 8:3
commensurability (Fischer et al. 2003).
This work is devoted to compact multi-planetary systems,
characterized by (a) giant Jupiter-like planets found close to their
central star, and (b) high eccentricities. These two peculiarities
lead to strong gravitational interactions between the planets and
may result in an unstable, dynamical behavior. However, we
observe many such planetary systems suggesting that they are
stable, and raising the question of why they are stable. From a
 Movies are available in electronic form at
http://www.aanda.org
1 January, the 11th, 2008, http://exoplanet.eu/catalog.php
dynamical point of view, compact multi-planetary systems form
a specific class of the general N-body problem (with N ≥ 3)
whose analytical solutions are not necessarily known. A stabil-
ity analysis of planetary systems, using numerical methods to
explore multi-dimensional parameter space, typically leads to
stability maps in which rare islands of stability can be identi-
fied amidst large chaotic zones. The underlying mechanisms for
these stability zones must be identified.
In 2002, Kiseleva-Eggleton et al. (2002) showed that the
currently-published, orbital parameters place the planetary sys-
tems HD 12661, HD 38529, HD 37124, and HD 160691 in very
diﬀerent situations from the point of view of dynamical distribu-
tion. Since this first study of the comparative stability of multi-
planetary systems, many studies have been carried out in this
direction. The role of the orbital mean motion resonances, in
particular with a 2:1 ratio, has been intensively studied by sev-
eral research groups (for example Hadjidemetriou 2002; Lee &
Peale 2002, 2003; Bois et al. 2003; Ji et al. 2003; Ferraz-Mello
et al. 2005b; Psychoyos & Hadjidemetriou 2005; Beaugé et al.
2006). As a result, it has been discovered that an extrasolar plan-
etary system, even with large planetary masses and eccentrici-
ties, can be stable if planetary orbits are close to stable, resonant,
and periodic orbits. It has also been established (see e.g. Chiang
& Murray 2002; Lee & Peale 2002; Libert & Henrard 2006)
that orbits in a large number of compact multi-planet systems,
Article published by EDP Sciences
666 J. Gayon and E. Bois: Are retrograde resonances possible in multi-planet systems?
Table 1. Orbital parameters of the HD 73526 and HD 160691 planetary systems. Data come from Tinney et al. (2006) and McCarthy et al. (2004)
respectively.
Planets Mstar(M)
mPsin il
(MJ)
P
(days)
a
(AU)
e ω
(deg)
M
(deg)
HD 73526b
HD 73526c 1.08 ± 0.05
2.9 ± 0.2
2.5 ± 0.3
188.3 ± 0.9
377.8 ± 2.4
0.66 ± 0.01
1.05 ± 0.02
0.19 ± 0.05
0.14 ± 0.09
203 ± 9
13 ± 76
86 ± 13
82 ± 27
HD 160691b
HD 160691c 1.08 ± 0.05
1.67 ± 0.11
3.10 ± 0.71
645.5 ± 3
2986 ± 30
1.50 ± 0.02
4.17 ± 0.07
0.20 ± 0.03
0.57 ± 0.1
294 ± 9
161 ± 8
0
12.6 ± 11.2
are locked in Apsidal Synchronous Precessions (ASP hereafter),
i.e. that the apsidal lines precess, on average, at the same rate2.
A solution involving both MMRs and ASP describes well the
stability of eccentric, compact multi-planetary systems, but may
not however be unique. We note, for example, that other multi-
planetary systems have been found to be mainly controlled by
secular dynamics (cf. Michtchenko et al. 2006; Libert & Henrard
2006; Ji et al. 2007). In the present paper, we illustrate theoreti-
cally that other mechanisms can in addition provide the stability
in multi-planetary systems.
In the case of the HD 73526 system (2:1 MMR), Tinney et al.
(2006) found stability over 1 Myr. Based on the analytical classi-
fication of Hadjidemetriou (2002) established according to a hi-
erarchy of masses and eccentricities, this system could instead be
classified as unstable. Hadjidemetriou’s classification may how-
ever be too general to disprove the stability found by Tinney
et al. (2006). Be that as it may, we use the same data as Tinney
et al. (see Table 1) and our numerical method is outlined in the
following section. Exploring the stability of the HD 73526 sys-
tem in orbital parameter space, we find large chaotic regions. We
find that the published data can even be described by a chaotic
behavior. We note however that Tinney et al. (2006) used a dif-
ferent definition of stability3. Of course, we cannot exclude that
the observational data were insuﬃcient to allow a reliable or-
bital fit or the fit itself was not adequate. On the other hand,
it is also possible that the underlying assumption of two pro-
grade orbits is wrong. When placing one of the two planets on
a retrograde orbit (which forms a system with counter-revolving
planets), the stability region becomes very large. We will show
below that this does not imply that the orbital fit is consistent
with this stability zone. It implies that, in the neighborhood of
the observational point, we can theoretically find stable solu-
tions for counter-revolving configurations. To distinguish be-
tween two resonance cases when both planets are in prograde
orbits, or when one planet is on a retrograde orbit, we call them
prograde and retrograde resonances, respectively.
Presently, all known extrasolar planets in multiple systems
are believed to revolve in the same direction about their corre-
sponding central star. Most fitted, orbital elements are derived
2 For the study of 3D, full 3-body problems, we introduced the termi-
nology ASP, for expressing that the apsidal lines precess on average in
a 3D space at the same rate: see Bois (2005); Bois et al. (2005). We note
that in the planar case this phenomenon is also called “apsidal corota-
tion” (ACR; Beaugé et al. 2003). In a number of papers, one may also
find the incorrect expression “apsidal secular resonances” (ASR). ACR
and ASP are in general not true secular resonances, as highlighted by
Ferraz-Mello et al. (2005a).
3 In the paper of Tinney et al. (2006), the claim of stability is ob-
tained from the dynamical behaviors of the resonant angles related to
the 2:1 MMR, rather than by characterizations of quasi-periodicity of
the orbital solution. Besides, the notion of stability is only presumed to
be acquired by the simple absence of planet ejection. We use instead the
usual definition of stability related to quasi-periodicity (see Sect. 2) and
suitable for conservative dynamical systems.
by assuming prograde orbits. This is expected according to cur-
rent theories for planetary formation in a circumstellar disk. In
order to obtain a planet in retrograde resonance, an additional
event is necessary such as violent, dynamical evolution of the
planetary system, or a capture of the retrograde planet. In our
Solar System, comets and the planetary satellites of Neptune,
Saturn and Jupiter are known to have retrograde orbits. It is,
therefore, important to investigate the stability of exoplanetary
systems with a retrograde planet in particular if the observations
do not yield a stable system when assuming all planets on pro-
grade orbits.
In Sect. 2, we present our method of global dynamics anal-
ysis. We show that there exists theoretically initial conditions in
the vicinity of observational data such that stability is only pos-
sible for a counter-revolving configuration. It raises the question
of whether such a configuration is consistent with the observa-
tional data of a given system (Sect. 3). In Sect. 4, we focus on the
statistical occurence of stable solutions related to both prograde
and retrograde resonances. This statistical approach is applied
to three systems in 2:1 MMR and two systems in 5:1 MMR. If
such systems harboring counter-revolving planets exist, we must
also consider how they form: we discuss this issue in Sect. 5. By
analyzing the parameter space in the vicinity of the best-fit of
the HD 73526 planetary system, we highlight the fine structure
of the 2:1 retrograde resonance (Sects. 6 and 7), and the nature
of associated apsidal precessions (Sect. 8). In addition, we com-
plete an analoguous study for a theoretical system in 5:1 retro-
grade MMR (Sect. 9).
2. Method
In order to explore the stability in the parameter space of known
exoplanetary system in the case of retrograde resonance, we
use the MEGNO (Mean Exponential Growth factor of Nearby
Orbits) method proposed by Cincotta & Simò (2000). This
method provides relevant information on the global dynamics
of multi-dimensional, Hamiltonian systems and the fine struc-
ture of their phase space (Cincotta et al. 2002). It simultane-
ously yields a good estimate of the Lyapunov Characteristic
Numbers (LCN) with a comparatively small computational ef-
fort (Cincotta & Giordano 2000). It provides a clear picture
of resonance structures, location of stable and unstable peri-
odic orbits, as well as a measure of hyperbolicity in chaotic do-
mains (i.e. the rate of divergence of unstable orbits). Using the
MEGNO technique, we have built the MIPS (Megno Indicator
for Planetary Systems) package specifically devoted to studying
multi-dimensional planetary systems and their conditions of dy-
namical stability. We use the property of stability in the Poisson
sense: stability is related to the preservation of a neighborhood
related to the initial position of the trajectory. Moreover, in the
Poincaré-Lyapunov sense applied to conservative systems, when
quasi-periodic orbits remain confined within certain limits, they
are called stable. We note that chaotic, in the Poincaré sense
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Fig. 1. Stability maps for the HD 73526 planetary system in the [ir,Ωr] parameter space. Panel a) is plotted with an integration time of 5000 yrs
while planel b) is plotted over one order of magnitude longer, namely 50 000 years. One observes the disappearance of the stable island (1). Only
the island (2) survives for longest timescales. Initial conditions come from the best fit of Tinney et al. (2006) (see Table 1). Relative inclinations
and relative longitudes of nodes are defined as follows: ir = ic − ib and Ωr = Ωc −Ωb (by convention, at t = 0, Ωb = 0◦ and ib = 0◦). Resolution of
the grid is 110 × 50 for panel a), 55 × 50 for panel b). Black and dark-blue colors represent highly stable orbits (〈Y〉 = 2 ± 3% and 〈Y〉 = 2 ± 5%
respectively, 〈Y〉 being the MEGNO indicator value) while warm colors refer to highly unstable orbits (〈Y〉  2).
means that the dynamical behavior is not quasi-periodic (accord-
ing to the conventional definition used for conservative dynami-
cal systems) and does not necessarily mean that the system will
disintegrate during limited period of time. We have already suc-
cessfully applied the MEGNO technique with the MIPS pack-
age to the study of dynamical stability of extrasolar planetary
systems in a series of previous papers (see e.g. Bois et al. 2003,
2004). In the MIPS package, let us note that the ib,c inclination
parameters refer to the dynamical, orbital-element independent
of the sin il line-of-sight inclination factor4.
By applying the observational data of the HD 73526 plan-
etary system (see Table 1)5, and scanning the non-determined
elements, namely the ir relative inclination (ir = ic − ib) and
the Ωr relative longitude of nodes (Ωr = Ωc − Ωb), we find two
main islands of stability, as shown in Fig. 1a. The first (1) is ob-
tained for ir ∈ [8◦, 97◦], and the other (2) for very high relative
inclinations, namely ir ∈ [173◦, 187◦]. In this stability map, we
highlight that stability does not allow coplanar prograde orbits.
The purpose of fast-chaos indicators, and in particular of
MEGNO, is to predict dynamical behavior over a long timescale
using short integration times. Our integration times do not mean
stability times or prediction limits but, using the MEGNO in-
dicator, they express the minimal times for knowing trajectory
future. As a result of the principle of MEGNO, stability is gener-
ally acquired for timescales far longer than the integration times.
The ratio of “prediction time” to “integration time” achieved by
MEGNO, is optimal.
The MIPS maps presented in this paper were confirmed by
a second global analysis technique (e.g. Marzari et al. 2006),
4 In the present paper, masses of planets remain untouched whatever
the mutual inclinations may be. Our reference frame is related to the
planetary system itself, then dynamically autonomous relative to obser-
vations. Moreover, scanning the phase space, our stability maps express
the variations of two explicit parameters, without implicit and external
relations.
5 with in addition at t = 0, Ωb = Ωc = 0, ib = 0, and ic = 1◦ (because
of gravitational interactions of the whole 3-body problem, the relative
inclination ir = ic − ib  0 is then free to evolve in a 3D space).
based on Laskar’s (1993) Frequency Map Analysis (FMA). The
FMA method uses the diﬀusion rates of intrinsic frequencies as a
measure for stability. The numerical values of these frequencies
are provided by this method. The lowest intrinsic frequencies
determine the necessary integration time. It is, therefore, possi-
ble that the FMA method requires longer integration times than
MEGNO.
While the necessary integration time for FMA is provided by
the lowest intrinsic frequency, one is a priori free to choose the
time when applying MEGNO. The advantage is that a shorter
integration time can be used. On the other hand, there is an un-
certainty about the good choice of the integration time which
might be too short. We, therefore, produce maps at diﬀerent in-
stant of times and consider the evolution of the most stable re-
gions. Figures 1a and b show newly-obtained [ir,Ωr] maps for
the HD 73526 system at 5000 and 50 000 years respectively.
While the first island (1) of Fig. 1a completely disappears in
Fig. 1b, the second one remains always highly stable. Continuing
in time, island (2) persists. We also find three very small stable
islands (3)−(5). One of the islands (3) is separated by 180◦ in
Ωr from the center of the large island (2). The two other is-
lands, (4) and (5), are distributed symmetrically with respect
to the islands (2) and (3). As a consequence, due to the life-
time and size of each stability zone, the large island (2) with
ir ∈ [173◦, 187◦] and Ωr ∈ [173◦, 266◦] contains the most stable
orbits (i.e. the least “model dependent” on added perturbations)6.
This does not necessarily imply that the two observational plan-
ets of the HD 73526 system are counter-revolving planets7. As a
consequence, we study in the following section whether such a
counter-revolving configuration is consistent with observational
data.
6 Let us note that a relative inclination around 180◦ is equivalent to a
planar problem where one planet has a retrograde motion with respect
to the other. Therefore, considering a scale change of 180◦ in relative
inclinations, we will use the notation iretror = 1◦ instead of ir = 179◦, in
the following.
7 Counter-revolving planets mean that the orbital elements of the two
planets are orbiting in opposite directions about the central star.
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Fig. 2. Dynamical velocity fit with measured velocities of the HD 73526
planetary system. The best dynamical fit leading to a stable two-planet
system is obtained for: mb = 2.4921 MJup, mc = 2.5919 MJup, Pb =
187.935 days, Pc = 379.795 days, ab = 0.6593 AU, ac = 1.0538 AU,
eb = 0.2401, ec = 0.2048, ib = 0◦, ic = 180◦, Ωb = 0◦, Ωc = 0◦,
ωb = 184.569◦ , ωc = 58.545◦ , Mb = 97.297◦ , and Mc = 221.361◦. The
velocity oﬀset is: V0 = −25.201 m s−1. The corresponding rms residuals
are 6.34 m s−1 while the χ2 reduced factor is equal to 1.257.
3. Observational data fits
Error-bars in published, orbital elements are significant and a fit
including new observations may yield quite diﬀerent orbital el-
ements. By using diﬀerent orbital elements that are consistent
with observational data, Sándor et al. (2007) found stability for
the coplanar and prograde case. On the one hand, for lowest val-
ues of χ2 and rms (χ2 = 1.57 and rms = 7.9 m s−1 for the
best dynamical fit of Tinney et al. 2006), we find a weak chaotic
solution. On the other hand, Sándor et al. (2007) obtain four sta-
ble solutions but with values of χ2 and rms somewhat higher
than those of Tinney (χ2 ∈ [1.58; 1.87] and rms ∈ [8.04; 8.36]).
As a consequence, the right astrometric characterization of the
HD 73526 planetary system still remains open.
We have performed orbital fits for counter-revolving con-
figurations using a genetic algorithm (called Pikaia; see
Charbonneau 1995) based on a fitting method8. We find stable
retrograde solutions for values of χ2 and rms smaller than the
prograde fits of Tinney et al. (2006) and Sándor et al. (2007)
(χ2 = 1.257 and rms = 6.34 m s−1). The radial velocity curve
of the best stable fit is shown in Fig. 2. It is very similar to the
radial velocity curve given by Tinney et al. (2006) and Sándor
et al. (2007). As a consequence, we point out that the possi-
bility of counter-revolving planets should not be discarded in
observational-data fits.
Nevertheless, whatever the directions of motions of the two
planets are, the χ2 values are significantly above the expected
value of 1.0. More observations would enable better fits to be
derived. However in these conditions, the possibility may not
be excluded that the HD 73526 planetary system is a counter-
revolving system. Anyway, the counter-revolving configuration
related to the HD 73526 planetary system is consistent with the
observational data. From a dynamical point of view, counter-
revolving orbits are all the more plausible because they have
larger highly stable regions.
8 Orbital fitting process are notably explained in Beaugé et al. (2007).
Table 2. Statistical results about possibility of stable systems to be in
retrograde resonance. 1000 random systems have been integrated in
their errors bars and assuming prograde coplanar orbits or retrograde
ones. The number of stable systems is indicated in each case. Data
come from Tinney et al. (2006), Mayor et al. (2004), Vogt et al. (2005),
McCarthy et al. (2004) and Correia et al. (2005; Table 4) respectively.
System sources Period ratio ProgradeMMR
Retrograde
MMR
HD 73526 2/1 17 500
HD 82943 2/1 755 1000
HD 128311 2/1 249 137
HD 160691 5/1 0 320
HD 202206 5/1 0 631
4. Statistical approach
By integrating 1000 random systems (according to a Monte-
Carlo method) within the error-bars proposed by Tinney et al.
(2006), we obtain statistically more stable solutions for coplanar
counter-revolving orbits than for prograde ones. For prograde
coplanar orbits, we find only 17 stable systems while for counter-
revolving coplanar orbits, we obtain 500 stable systems.
The occurence of stable counter-revolving systems also ap-
pears in the neighborhood of other two-planet systems. The sta-
tistical results for their stability in the prograde case and in the
counter-revolving one are presented in Table 2 for two addi-
tional 2:1 and two 5:1 resonance cases. In all cases, a signifi-
cant number of stable systems in retrograde resonances is found.
The high statistical occurence of stable retrograde configurations
justifies the study of such solutions, whether or not they corre-
spond at present to observational data. On the other hand, we
are well aware of the cosmogonic problem for obtaining plan-
ets in retrograde resonances within the frame of current theories
of planetary formation. During the early dynamical evolution of
planetary systems, planets may end up on retrograde orbits (as
discussed in the following section).
5. Formation of counter-revolving planets
Up to now, few works have been carried out on the forma-
tion of highly-inclined or counter-revolving orbits. For instance,
Thommes & Lissauer (2003) showed that a planetary migration
leading to resonance capture in 2:1 MMR may cause a signifi-
cant increase in the mutual inclinations of the planets. However,
the resulting configuration never seems to exhibit retrograde mo-
tions. That is why, in this section, we propose two novel mecha-
nisms of formation of counter-revolving configurations.
It has been known for a few years that free-floating
planetary-mass objects have been located in interstellar space
(see for instance Zapatero Osorio et al. 2000; and Lucas et al.
2005). These free-floating planets may interact with planetary
systems in their host cluster; they are either scattered or captured.
The recent studies of Varvoglis (2008) show that by integrating
the trajectories of planet-sized bodies that encounter a coplanar,
two-body system (a Sun-like star and a Jupiter mass), the proba-
bility of capture is significant, and almost half of the temporary
captures are found to be of the counter-revolving type. Although
captures of free-floating planets remain speculative, this could be
a feasible mechanism for generating counter-revolving orbits.
Forming close-in planets by using the slingshot model re-
visited by Nagasawa et al. (2008) is another possibility. Starting
from a hierarchical 3-planet system and considering a migra-
tion mechanism including process of planet-planet scattering
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Fig. 3. Stability maps in the [ab, eb] and [ac, ec] parameter spaces based on the HD 73526 planetary system, taking into account initial conditions (C)
(iretror = 1◦ and Ωr = 216◦). Color scale is the same as in Fig. 1. Resolution of the grid is 50 × 50. The pseudo-observational point is indicated by
the intersection of horizontal and vertical lines. V-shape structures correspond to the 2:1 retrograde MMR (2:-1 MMR).
and tidal circularization, the authors show indeed that close-in
planets may be formed. In a few cases, due to the Kozai mech-
anism (involving exchanges between eccentricities and inclina-
tions), one planet enters a retrograde motion.
Considering (1) these two feasible mechanisms of forma-
tion of counter-revolving orbits, (2) the dynamical fit obtained in
Sect. 3, and (3) the statistical occurence of retrograde solutions
(Sect. 4), we may say that counter-revolving theoretical config-
urations are serious candidates for real systems (that could be
observed later). In the future, we will study these two formation
processes more deeply. In the following sections, we focus on
the specific dynamical behavior of systems harboring counter-
revolving planets.
6. Fine structure of the resonance
Due to the retrograde motion of planet c9, the orbital resonance
of a given planetary system (e.g. the HD 73526 planetary sys-
tem) is called a 2:1 retrograde MMR (that we also annotate as a
2:-1 MMR). Studying the fine structure of this MMR provides a
key to understand the stability of the system. We assume initial
conditions taken from the stability island (2) of the [ir,Ωr] map
(Fig. 1b), that is to say the elements of Table 1 and in addi-
tion Ωr = 216◦ and iretror = 1◦. This set of initial conditions is
noted (C)10. We then obtain the two [ab, eb] and [ac, ec] stability
maps presented in Fig. 3. The presence of a strong MMR gener-
ates clear instability zones with a prominent V-shape structure in
Fig. 3a. We note the narrowness of the V-shapes, approximately
0.006 AU wide for the inner orbit (when eb = 0) and 0.0015 AU
wide for the outer one (when ec = 0). As a comparison, V-shape
structures of the Sun-Jupiter-Saturn system are five times and
twice as large respectively (for Jupiter and Saturn). We note in
addition how the pseudo-observational point lies at the edge of
the V-shapes (Fig. 3).
9 By convention, the orbital plane of the planet b is chosen as a refer-
ence plane. The planet b is supposed moving in the prograde direction
while the planet c in the retrograde direction. Results remain analogu-
ous with the reverse assumption (b retrograde and c prograde).
10 For Ωr = 216◦ and iretror = 1◦, the value of χ2 obtained with the
velocity oﬀset V0 = −38 m s−1 is 2.44. The rms residuals are 12.31.
7. Evidence for a retrograde resonance
Maps for extrasolar-planet systems, with stability regulated by
a prograde MMR, are characterized by small islands of stabil-
ity (or linear stable strips in [ab, ac] maps) inside large zones
of instability. By contrast, in the case of retrograde resonance
and when assuming the initial conditions (C), we detect a dense,
stable regime in a series of maps (e.g. [ab, ac]), except for one
unstable zone related to the MMR. In several cases of resonant
prograde systems, it has been shown that planets on highly sta-
ble orbits may avoid close approaches due to their adequate po-
sitions over their orbits and apsidal line locking (see Bois et al.
2003). This mechanism of stability is not lost during the dynam-
ical evolution of the system when the apsidal lines on average
precess at the same rate (i.e. the ASP phenomenon). Without
such a protection mechanism of 2:1 MMR combined to an ASP,
disturbing close approaches between the planets are theoretically
possible in various planet positions. In the case of the 2:1 retro-
grade MMR, one planet being retrograde, orbital motions occur
then in opposite directions. As a consequence, the length of time
that planets spend in conjunction, is much shorter for counter-
revolving orbits than for prograde ones. This could explain the
narrowness of the V-shapes in Fig. 3.
In Gayon & Bois (2008), we showed that, in cases of very
compact planetary systems obtained by a scale reduction of a
given observed system, “retrograde” stable islands survive, in
contrast to “prograde” ones that disappear. This scale reduction
and the V-shapes of Fig. 3 illustrate the eﬃciency of retrograde
MMRs for providing stability. In addition, this MMR mecha-
nism is coupled to specific behaviors of the apsidal lines, as
shown in the following section.
8. A new mechanism of apsidal precession
at retrograde resonance
In the case of the 2:1 retrograde MMR (2:-1 MMR), the ex-
pressions for the resonance angles θ1 and θ2, and the ASP an-
gle θ3 are:
θ1 = −λb − 2λc + 3ω˜b
θ2 = −λb − 2λc + 3ω˜c
θ3 = 3 (ω˜b − ω˜c)
where λ is the mean longitude, and ω˜ is the apsidal longitude,
defined by λ = M + ω˜ and ω˜ = Ω +ω respectively, for prograde
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Fig. 4. Stability map in the [ω˜b, ω˜c] parameter space based on the
HD 73526 planetary system taking into account initial conditions (C)
(iretror = 1◦ and Ωr = 216◦). The pseudo-observational point is inside
the stability linear strip. Color scale is the same as in Fig. 1. Resolution
of the grid is 50 × 50.
orbital motion of a planet; for retrograde motion, these variables
are defined to be: λ = −M+ω˜ and ω˜ = Ω−ω. The general expres-
sion for the relative apsidal longitude is: ∆ω˜ = ω˜b − ω˜c = θ3/q,
where q is the order of the resonance. A more thorough investi-
gation of retrograde resonances, using an analytical approach, is
in preparation (Gayon et al. 2008).
In Fig. 4 we plot the [ω˜b, ω˜c] parameter space that shows
a stable linear strip, in dark-blue, including the “pseudo-
observational” point. We learn that stable solutions are possi-
ble only when ω˜b and ω˜c precess, on average, at the same rate.
The stabilizing mechanism of the system involves a synchronous
precession of the apsidal lines. The two longitudes of periastron
do not precess however in the same direction. The outer orbit
is aﬀected by a retrograde precession (−ω˜c) relative to the inner
orbit’s precession (ω˜b) (see Figs. 5c vs. b). Writing the longi-
tudes of periastron as directed angles, we find that the relative
apsidal longitude ∆ω˜ neither circulates nor librates clearly, as
shown in Fig. 5a. ∆ω˜ presents a strange motion composed of:
(1) a phase of prograde circulation including librations with am-
plitudes of ±8◦, then following a sharp reversal of circulation di-
rection, (2) a phase of fast retrograde circulation, until a second,
sharp reversal. These two phases alternate successively accord-
ing to alternations (or rocking) of 180◦, which correspond to a
sort of cusp11. We note that ω˜c, in contrast to the case for ω˜b,
does not uniformly circulate but presents retrograde circulation
phases interrupted with short libration intervals (Figs. 5c vs. b).
In spite of the opposite directions of their precession, both or-
bits precess, on average, at the same rate. As a consequence,
the planetary system is aﬀected by an apsidal synchronous pre-
cession. Considering the alternating behavior of the ∆ω˜ angle
or the unusual presence of cusp in the ∆ω˜ behavior, we refers
to this new stabilizing factor as either an alternating ASP, or a
rocking ASP (or RASP). We have produced movies illustrating
the mechanisms introduced in the present paper, in particular the
phenomenon of RASP12.
11 At phase transitions, a scattering of dots appears. When the outer-
orbit eccentricity goes to zero, the ω˜c angle that depends on the
(a − r)/ae ratio is not defined.
12 Movies are downloadable from: http://www.oca.eu/gayon/
Extrasolar/Retro_MMR/movies.html and
http://www.aanda.org
Fig. 5. Time variation of the ∆ω˜ angle a), ω˜b b), and ω˜c c) for initial
conditions (C). In panel b), the slope of ω˜b is positive while the one of
ω˜c (panel c)) is negative. Panel a) expresses the behavior of the ∆ω˜ com-
bination of ω˜b and ω˜c (see text).
Relations between the eccentricity of the inner orbit and the
∆ω˜ angle exist. In [∆ω˜, eb] parameter space, we can see from
Fig. 6 how the 2:1 retrograde MMR spreads out its resources:
(1) Inside the 2:-1 MMR (i.e. inside the [a, e] V-shape), both
apsidal lines on average precess at the same rate and in the
same prograde direction. The 2:1 retrograde MMR is then
combined with a uniformly prograde ASP (island (1)).
(2) Close to the 2:-1 MMR (i.e. outside but close to the [a, e]
V-shape), both apsidal lines on average precess at the same
rate but in opposite directions. The 2:1 retrograde near-
MMR is combined with the mechanism of rocking ASP (is-
land (2)).
(3) The division between these two islands is related to the de-
gree of closeness to the 2:1 retrograde MMR. We highlight
the fact that, for a long timescale, the third island in the
[∆ω˜, eb] map, is proved to be a chaotic zone (island (3)
where ∆ω˜ ∈ [80◦, 280◦]).
We note that a mechanism of stability involving an ASP may per-
sist far from the MMR in the prograde case, while it disappears
for short distance to the MMR in the counter-revolving case.
Hence, moving away from the [a, e] V-shape of the 2:-1 MMR
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Fig. 6. Stability map in the [∆ω˜, eb] parameter space based on the
HD 73526 planetary system, taking into account initial conditions (C)
(Table 1 with in addition iretror = 1◦). The pseudo-observational point
is inside the stability large island (2) characterized by a 2:1 retrograde
near-resonance and an alternating ASP. Color scale is the same as in
Fig. 1. Resolution of the grid is 50 × 50.
(Fig. 3), we find that both apsidal lines precess in opposite direc-
tions but at diﬀerent rates.
By studying the parameter-space in the vicinity of the best-fit
of the HD 73526 planetary-system and searching for stable con-
figurations with similar values of rms, a new, theoretical mech-
anism of stability has been discovered. It is characterized by a
2:1 retrograde, near-MMR combined to a rocking ASP. Such a
stability also allows a large range of eccentricities (see for in-
stance planet b in Fig. 6). Such a mechanism is particularly ro-
bust on large timescales. It is why such mechanisms involving
such resources of the 2:-1 orbital resonance could prove to be
relatively generic and suitable for the stability of a class of com-
pact multi-planetary systems where other solutions of the 3-body
problem are not possible.
9. The 5:1 retrograde MMR
The mechanism of stability involving both a retrograde MMR
and an ASP is also found for the 5:1 orbital period ratio by scan-
ning initial conditions in the vicinity of the HD 160691 planetary
system (McCarthy et al. 2004, planets b and c, see Table 1). By
detecting a fourth planet, we note that new observations of this
system have modified the orbital structure of the entire system
(Pepe et al. 2007). The observations of Pepe et al. (2007) show
furthermore that a new coplanar fit of prograde orbits and a new
fourth planet seems to solve the problem without the need for
retrograde resonance. We note that in the vicinity of the best fit
solution of McCarthy et al. (2004), it is possible to find an ex-
ample of 5:1 retrograde resonance. We consider this possibility
as an academic investigation of this order of MMR.
The important point is that this 3-body system is completely
unstable for prograde orbits. Nevertheless, by scanning the non-
determined parameter space, only one island of stability ex-
ists (for ir ∈ [156◦, 204◦] and Ωr ∈ [7◦, 180◦]) and after an
analysis we highlight the retrograde motion of the outer planet.
Moreover, scanning the [∆ω˜, eb] parameter space of the system
in 5:1 retrograde MMR, as for the HD 73526 planetary sys-
tem in 2:1 retrograde MMR, we observe the distribution of the
diﬀerent apsidal behaviors (see Fig. 7). Islands (1) and (3) are
characterized by an ASP with an apsidal alignement. More pre-
cisely, both longitudes of periastron (ω˜b and ω˜c) on average pre-
cess at the same rate, both in the retrograde direction, while the
Fig. 7. Stability map in the [∆ω˜, eb] parameter space based on the
HD 160691 planetary system (data from McCarthy et al. (2004) shifted
to the 5:1 retrograde MMR (i.e. ab = 1.44 AU), see Table 1 with in ad-
dition iretror = 1◦). Islands (1) and (3) are characterized by a 5:-1 MMR
and an ASP with apsidal alignement while islands (2) and (4) by an
5:-1 MMR and a circulation of the ∆ω˜ variable. Color scale is the same
as in Fig. 1. Resolution of the grid is 50 × 50.
∆ω˜ variable librates about 0◦: it is a uniformly retrograde ASP.
Within islands (2) and (4), ω˜b and ω˜c precess in opposite di-
rections but according to diﬀerent rates: ∆ω˜ circulates. Hence,
no apsidal line locking is required for stability. We find fine,
V-shape structures in [a, e] maps corresponding to the 5:1 ret-
rograde MMR. The width is 0.02 AU for the inner planet (when
eb = 0) and only 0.002 AU for the outer one (when ec = 0).
Consequently, the dynamical study of this case derived from
the HD 160691 planetary system allows us to find another the-
oretical possibility of stability involving resources of a retro-
grade MMR.
10. Conclusion
We have found novel mechanisms giving rise to stability that
could be suitable for a class of compact planetary systems. Such
mechanisms involve counter-revolving orbits forming a retro-
grade MMR occuring in a quasi-identical plane. High statistical
occurence of stable counter-revolving orbits is found. Our study
of retrograde MMRs indicates the large stability domains and
the specific behaviors of the precession and resonant angles. We
propose that these large stability domains are caused by close
approaches much faster and shorter for counter-revolving con-
figurations than for the prograde ones. Scanning the HD 73526
planetary system, we find evidence for a new type of apsidal
precession (the rocking ASP). We find that the diﬀerence be-
tween the longitudes of periastron reveals a specific alternation
mode at retrograde resonances. We emphasize that the counter-
revolving configuration studied for the HD 73526 planetary sys-
tem is consistent with the observational data. Free-floating plan-
ets or the Slingshot model might explain the origin of such
counter-revolving systems.
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Abstract. Multi-planet systems detected until now are in most cases characterized by hot-
Jupiters close to their central star as well as high eccentricities. As a consequence, from a
dynamical point of view, compact multi-planetary systems form a variety of the general N-
body problem (with N > 3), whose solutions are not necessarily known. Extrasolar planets are
up to now found in prograde (i.e. direct) orbital motions about their host star and often in
mean-motion resonances (MMR). In the present paper, we investigate a theoretical alternative
suitable for the stability of compact multi-planetary systems. When the outer planet moves on
a retrograde orbit in MMR with respect to the inner planet, we find that the so-called retro-
grade resonances present fine and characteristic structures particularly relevant for dynamical
stability. We show that retrograde resonances and their resources open a family of stabiliz-
ing mechanisms involving specific behaviors of apsidal precessions. We also point up that for
particular orbital data, retrograde MMRs may provide more robust stability compared to the
corresponding prograde MMRs.
Keywords. celestial mechanics, planetary systems, methods: numerical, statistical
1. Introduction
To identify the dynamical state of multi-planetary systems, we use the MEGNO tech-
nique (the acronym of Mean Exponential Growth factor of Nearby Orbits; Cincotta
& Simo` 2000). This method provides relevant information about the global dynamics
and the fine structure of the phase space, and yields simultaneously a good estimate of
the Lyapunov Characteristic Numbers with a comparatively small computational effort.
From the MEGNO technique, we have built the MIPS package (acronym of Megno Indi-
cator for Planetary Systems) specially devoted to the study of planetary systems in their
multi-dimensional space as well as their conditions of dynamical stability.
Particular planetary systems presented in this paper are only used as initial condition
sources for theoretical studies of 3-body problems. By convention, the reference system
is given by the orbital plane of the inner planet at t = 0. Thus, we suppose the orbital
inclinations and the longitudes of node of the inner (noted 1) and the outer (noted 2)
planets (which are non-determined parameters from observations) as follows : i1 = 0
◦ and
Ω1 = 0
◦ in such a way that the relative inclination and the relative longitude of nodes
are defined at t = 0 as follows : ir = i2 − i1 = i2 and Ωr = Ω2 − Ω1 = Ω2. The MIPS
maps presented in this paper have been confirmed by a second global analysis technique
(Marzari et al. 2006) based on the Frequency Map Analysis (FMA; Laskar 1993).
511
512 Julie Gayon & Eric Bois
2. Fine structure of retrograde resonance
Studying conditions of dynamical stability in the neighborhood of the HD73526 two-
planet system (period ratio: 2/1, see initial conditions in Table 1), we only find one stable
and robust island (noted (2)) for a relative inclination of about 180◦ (see Fig. 2a). Such
a relative inclination (where in fact i1 = 0
◦ and i2 = 180
◦) may be considered to a
coplanar system where the planet 2 has a retrograde motion with respect to the planet 1.
From a kinematic point of view, it amounts to consider a scale change of 180◦ in relative
inclinations. Taking into account initial conditions inside the island (2) of Fig. 1a, we
show that the presence of a strong mean-motion resonance (MMR) induces clear stability
zones with a nice V-shape structure, as shown in Fig. 1b plotted in the [a1, e1] parameter
space. Let us note the narrowness of this V-shape, namely only about 0.006 AU wide
for the inner planet (it is 5 times larger in the Jupiter-Saturn case). A similar V-shape
structure is obtained in [a2, e2] with about 0.015 AU wide. Due to the retrograde motion
of the outer planet 2, this MMR is a 2:1 retrograde resonance, also noted 2:-1 MMR.
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Figure 1. Panel (a): Stability map in the [ir,Ωr] non-determined parameter space of the
HD73526 planetary system (see Table 1). Panel(b): Stability map in the [a1, e1] parameter space
for initial conditions taken in the stable zone (2) of panel (a). Note that masses remain untouched
whatever the mutual inclinations may be; they are equal to their minimal observational values.
Black and dark-blue colors indicate stable orbits (< Y >= 2± 3% and < Y >= 2± 5% respec-
tively with < Y >, the MEGNO indicator value) while warm colors indicate highly unstable
orbits.
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Figure 2. Stability maps in the [ir,Ωr] parameter space. Panel (a): initial HD82943 planetary
system (see Table 1). Panel (b): scale reduction of the HD82943 planetary system according to
a factor 7.5 on semi- major axes. Masses in Panel (a) and Panel (b) are identical. Color scale is
the same as in Fig. 1.
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3. Efficiency of retrograde resonances
Fig. 2 exhibits stability maps in the [ir,Ωr] parameter space considering a scale re-
duction of the HD82943 planetary system (see Table 1) according to a factor 7.5 on
semi-major axes (masses remaining untouched). The dynamical behavior of the reduced
system (Fig. 2b) with respect to the initial one (Fig. 2a) points up the clear robustness
of retrograde configurations contrary to prograde ones. The “prograde” stable islands
completely disappear while only the “retrograde” stable island resists, persists and even
extends more or less. Even for very small semi-major axes and large planetary masses,
which should a priori easily make a system unstable or chaotic, stability is possible with
counter-revolving orbits.
In the case of the 2:1 retrograde resonance, although close approaches happen more
often (3 for the 2:-1 MMR) compared to the 2:1 prograde resonance, the 2:-1 MMR
remains very efficient for stability because of faster close approaches between the planets.
A more detailed numerical study of retrograde resonances can be found in Gayon & Bois
(2008).
Elements HD73526 HD82943 HD128311 HD160691 HD202206
Mstar (M⊙) 1.08 ± 0.05 1.15 0.84 1.08 ± 0.05 1.15
m sin il (MJ )
2.9 ± 0.2
2.5 ± 0.3
1.85
1.84
1.56 ± 0.16
3.08 ± 0.11
1.67 ± 0.11
3.10 ± 0.71
17.4
2.44
a (AU)
0.66 ± 0.01
1.05 ± 0.02
0.75
1.18
1.109 ± 0.008
1.735 ± 0.014
1.50 ± 0.02
4.17 ± 0.07
0.83
2.55
e
0.19 ± 0.05
0.14 ± 0.09
0.38 ± 0.01
0.18 ± 0.04
0.38 ± 0.08
0.21 ± 0.21
0.20 ± 0.03
0.57± 0.1
0.435 ± 0.001
0.267 ± 0.021
ω (deg)
203± 9
13± 76
124.0 ± 3
237.0 ± 13
80.1 ± 16
21.6 ± 61
294± 9
161± 8
161.18 ± 0.30
78.99 ± 6.65
M (deg)
86± 13
82± 27
0
75.21 ± 1.96
257.6 ± 2.7
166± 2
0
12.6 ± 11.2
105.05 ± 0.48
311.6 ± 9.5
Table 1. Orbital parameters of the HD73526, HD82943, HD128311, HD160691 and HD202206
planetary systems. Data sources come from Tinney et al. (2006), Mayor et al. (2004), Vogt et
al. (2005), McCarthy et al. (2004) and Correia et al. (2005) respectively. For each system and
each orbital element, the first line corresponds to the inner planet and the second one to the
outer planet.
Data sources Period ratio Prograde MMR Retrograde MMR
HD73526 2/1 17 500
HD82943 2/1 755 1000
HD128311 2/1 249 137
HD160691 5/1 ε 320
HD202206 5/1 ε 631
Table 2. Statistical results. For each type of MMR (prograde or retrograde), 1000 random
systems have been integrated in the error bars of each data source. The proportion of stable
systems over 1000 is indicated in each case. ε designates a very small value that depends on
the size of the random system size. Data sources come from Tinney et al. (2006), Mayor et al.
(2004), Vogt et al. (2005), McCarthy et al. (2004) and Correia et al. (2005) respectively (see
Table 1).
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4. Occurrence of stable counter-revolving configurations
The occurence of stable two-planet systems including counter-revolving orbits appears
in the neighborhood of a few systems observed in 2:1 or 5:1 MMR. New observations
frequently induce new determinations of orbital elements. It is the case for the HD160691
planetary system given with 2 planets in McCarthy et al. (2004) then with 4 planets in
Pepe et al. (2007). Hence, systems related to initial conditions used here (see Table 1) have
to be considered as academic systems. Statistical results for stability of these academic
systems are presented in Table 2, both in the prograde case (ir = 0
◦) and in the retrograde
case (ir = 180
◦). For each data source, 1000 random systems taken inside observational
error bars have been integrated. Among these random systems, the proportion of stable
systems either with prograde orbits or with counter-revolving orbits is given in Table 2. In
all cases, a significant number of stable systems is found in retrograde MMR. Moreover,
in most data sources, retrograde possibilities predominate.
5. Resources of retrograde resonances
The 2:1 (prograde) MMRs preserved by synchronous precessions of the apsidal lines
(ASPs) are from now on well understood (see for instance Lee & Peale 2002, Bois et al.
2003, Ji et al. 2003, Ferraz-Mello et al. 2005). The MMR-ASP combination is often very
effective; however, ASPs may also exist alone for stability of planetary systems. Related
to subtle relations between the eccentricity of the inner orbit (e1) and the relative apsidal
longitude ∆ω˜ (i.e. ω˜1−ω˜2), Fig. 3 permits to observe how the 2:1 retrograde MMR brings
out its resources in the [∆ω˜, e1] parameter space :
• In the island (1) (i.e. inside the [a, e] V-shape of Fig. 1b), the 2:-1 MMR is combined
with a uniformly prograde ASP (both planets precess on average at the same rate and
in the same prograde direction).
• In the island (2) (i.e. outside but close to the [a, e] V-shape of Fig. 1b), the 2:-1
near-MMR is combined with a particular apsidal behavior that we have called a rocking
ASP (see Gayon & Bois 2008): both planets precess at the same rate but in opposite
directions.
• The [∆ω˜, e1] map also exposes a third island (3) that proves to be a wholly chaotic
zone on long term integrations.
Let us note that the division between islands (1) and (2) is related to the degree of
closeness to the 2:-1 MMR.
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 Figure 3. Stability map in the [∆ω˜, e1] pa-
rameter space. A similar distribution of stable
islands is obtained in [∆ω˜, e2]. Color scale and
initial conditions are the same as in Fig. 1 with
in addition the ir and Ωr values chosen in the
island (2) of Fig. 1a.
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6. Conclusion
We have found that retrograde resonances present fine and characteristic structures
particularly relevant for dynamical stability. We have also shown that in cases of very
compact systems obtained by scale reduction, only the ”retrograde” stable islands sur-
vive. From our statistical approach and the scale reduction experiment, we have expressed
the efficiency for stability of retrograde resonances. Such an efficiency can be understood
by very fast close approaches between the planets although they are in greater number.
We plan to present an Hamiltonian approach of retrograde MMRs in a forthcoming
paper (Gayon, Bois, & Scholl, 2008). Besides, in Gayon & Bois (2008), we propose two
mechanisms of formation for systems harboring counter-revolving orbits. Free-floating
planets or the Slingshot model might indeed explain the origin of such planetary systems.
In the end, we may conclude that retrograde resonances prove to be a feasible stabilizing
mechanism.
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Abstract In a previous paper (Gayon and Bois 2008a), we have shown the general
efficiency of retrograde resonances for stabilizing compact planetary systems. Such retro-
grade resonances can be found when two-planets of a three-body planetary system are both
in mean motion resonance and revolve in opposite directions. For a particular two-planet sys-
tem, we have also obtained a new orbital fit involving such a counter-revolving configuration
and consistent with the observational data. In the present paper, we analytically investigate
the three-body problem in this particular case of retrograde resonances. We therefore de-
fine a new set of canonical variables allowing to express correctly the resonance angles and
obtain the Hamiltonian of a system harboring planets revolving in opposite directions. The
acquiring of an analytical “rail” may notably contribute to a deeper understanding of our
numerical investigation and provides the major structures related to the stability properties.
A comparison between our analytical and numerical results is also carried out.
Keywords Hamiltonian systems · Planetary systems · Resonance · Periodic orbits ·
Retrograde planets · Resonant average · Hamiltonian
1 Introduction
The simplicity and elusiveness of the full three-body problem have captived mathematicians
for centuries. Still today, because of its non-integrability, the three-body problem remains
tricky. It has been solved for particular cases, by reducing the number of degrees of freedom.
One of the first major results is the determination of families of periodic orbits in the three-
body problem under certain assumptions (see for instance Hénon 1976 or Hadjidemetriou
1976).
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Since the first observations of extrasolar systems, the interest of the general three-body
problem has been boosted, mainly under the coplanar assumption. Moreover, the occurrence
of bodies in Mean Motion Resonances (MMR) allowed to study the stability of several
two-planet systems (see e.g. Hadjidemetriou 2002, 2008 or Callegari et al. 2004). The
secular behavior of two-planet systems has been investigated as well (e.g. Henrard and
Libert 2008). Because most presently known extrasolar planets move on eccentric orbits,
Beaugé and Michtchenko (2003) investigated the eccentric, coplanar three-body problem to
characterize the dynamics of such two-planet systems.
Faced to the detection of multi-planetary systems (one star and 2 planets or more), and
to the increasing number of degrees of freedom, numerical methods of global analysis have
been performed in order to study their dynamical stability. By combining N-body integrators
with numerical tools for detection of chaos (notably fast indicators or frequency analyses),
the exploration of the N-body planetary problem (with N ≥ 3) is accessible from numeri-
cal methods. As a consequence, mechanisms generating stability of multi-planetary systems
can be identified and explained. For instance, mechanisms involving a MMR as well as an
Apsidal Synchronous Precession1 (ASP hereafter) have been intensively studied (e.g. Lee
and Peale 2002, 2003; Bois et al. 2003; Ji et al. 2003). A solution involving both MMR
and ASP describes well the stability of eccentric, compact multi-planetary systems, but may
not however be unique. We note, for example, that other multi-planetary systems have been
found to be mainly controlled by secular dynamics (e.g. Michtchenko et al. 2006 or Ji et al.
2007). In Gayon and Bois (2008a), by using a numerical method of global analysis,2 we
found a novel stabilizing mechanism involving a retrograde MMR in a two-planet system,
which means that the two planets are both in MMR and revolve in opposite direction.3 Let
us note that the difference between a prograde MMR and a retrograde MMR does not only
lie in the retrograde motion of one of the two planets. The mechanisms of stability related
to a retrograde MMR and their underlying properties differ from the prograde case. Such
stabilities are generally more robust (see Gayon and Bois 2008a,b).
The assumption that two giant planets are in a MMR and revolving in opposite directions
around their hosting star is apparently contradicting to the most accepted formation theory of
planetary systems, notably to the formation and evolution of the resonant planetary systems
(core accretion mechanism combined by a planetary migration scenario). However, in Gayon
and Bois (2008a), we present two feasible processes leading to planets revolving in opposite
directions. The first scenario has been introduced by Nagasawa et al. (2008) and consists
in the combination of a planet–planet scattering, a tidal circularization and Kozai mecha-
nisms. Starting from a hierarchical 3-planet system and considering a migration mechanism
including a process of planet–planet scattering and tidal circularization, the authors show that
close-in planets may be formed. In a few cases, due to the Kozai mechanim, one planet enters
a retrograde motion. The second feasible process imagined by Varvoglis (private discussions)
and ourselves is related to the capture of free-floating planets. By integrating the trajecto-
ries of planet-sized bodies that encounter a coplanar two-body system (a Sun-like star and
a Jupiter mass), Varvoglis finds that the probability of capture is significant, and, morever,
that the percentage of free-floating planets captured is higher for retrograde motions than for
1 In case of ASP, the apsidal lines on average precess at the same rate.
2 We used the MIPS (Megno Indicator for Planetary Systems) method based on the MEGNO technique (Mean
Exponential Growth factor of Nearby Orbits; see Cincotta and Simó 2000).
3 For instance, the inner planet has a prograde direction while the outer planet a retrograde one. In the fol-
lowing, we will also use the terminology of “counter-revolving configuration”.
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prograde motions. As a consequence, it would be possible to find one day some planetary
systems in counter-revolving configuration.
In the case of a two-planet system, analytical and numerical methods are complementary.
Besides, the acquiring of an analytical “rail” contributes to a deeper understanding of the
numerical exploration. As a result, the analytical approach permits to study thoroughly the
numerical results. By plotting surfaces of sections, it provides the major structures related to
the stability properties. As a consequence, in the present paper, we propose a Hamiltonian
expansion based on this novel and feasible stabilizing mechanism introduced in Gayon and
Bois (2008a,b). We therefore investigate the three-body problem in the particular case of ret-
rograde resonances, adapting the Hamiltonian approach of Beaugé and Michtchenko (2003)
firstly expanded for eccentric, coplanar, and prograde orbits. From this analytical expansion,
we can correctly derive the expression of resonance angles in the case of a retrograde MMR. A
comparison with the numerical results obtained in Gayon and Bois (2008a) is also carried out.
In the present paper, we firstly introduce the general expressions of the Hamiltonian as well
as the canonical variables in the case of two massive planets moving around their host star
(Sect. 2). We note that a dynamical system composed of two satellites orbiting a planet is also
an equivalent problem. All the results shown in the present paper may therefore be applied to
satellite systems. The consideration of planets revolving in opposite directions involves new
expressions for canonical variables presented in Sect. 3. We adapt the disturbing function of
the Beaugé & Michtchenko model to retrograde motions in Sect. 4. In Sect. 5, we express
the Hamiltonian for retrograde resonances. An orbital fit of the HD 73526 planetary system
involving a 2:1 retrograde MMR was found consistent with the observational data in Gayon
and Bois (2008a). As a consequence, in Sect. 6, we apply the analytical model to the HD
73526 planetary system ruled in such conditions and compare our numerical and analytical
results. Finally, in Sect. 7, our results obtained by the analytical expansion are visualized by
surfaces of section.
2 General expression of the Hamiltonian
We suppose a star of mass M0 and 2 planets of mass m1 and m2 such as M0  m1,m2 and
moving around their barycenter. We choose to express the Hamiltonian of the system in the
heliocentric frame by using the following Delaunay variables:
Mi L i = βi√µi ai
ωi Gi = L i
√
1 − e2i
i Hi = Gi cos Ii
(1)
with ai , ei , Ii ,i , ωi , and Mi the geometrical orbital elements of the planet i , and µi =
G
√
M0 + mi . G is the gravitational constant. βi = M0 mi/(M0 + mi ) is the reduced mass
for the planet i .
The Hamiltonian of the system (denoted F) consists of a Keplerian part (F0) and a dis-
turbing function (F1):
F = F0 + F1 with


F0 = −
2∑
i=1
µ2i β
3
i
2L2i
F1 = −Gm1m2 1 +
m1m2
M0
(x˙1 x˙2 + y˙1 y˙2 + z˙1 z˙2)
(2)
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The leading part of the disturbing function, called the direct part, depends on the instan-
taneous distance between the two planets (). Owing to the choice of the origin of the
coordinate systems, the second part of F1 is called the indirect part of the disturbing function.
F1 depends on the barycentric velocities (x˙i , y˙i , z˙i ) of each planet, expressed in Cartesian
coordinates.
To study the 3-body problem, different sets of canonical variables can be used, depending
on the simplifications carried out for reducing the number of degrees of freedom. For instance,
Beaugé and Michtchenko (2003) applied the so-called modified Delaunay variables to solve
the coplanar, prograde and eccentric 3-body problem. In the present paper, we define a new
set of canonical variables, especially devoted to planets revolving in opposite directions.
3 Set of canonical variables for planets revolving in opposite directions
In this study, we choose to set a prograde direction of revolution for the inner planet (noted
1) and a retrograde one for the outer planet (noted 2). From the previous set of Delaunay
variables (1), we therefore define the two following sets of canonical variables for planets 1
and 2 respectively:

λ1 = M1 + ω˜1 L1 = β1√µ1a1
−ω˜1 = −(1 + ω1) L1 − G1 = L1
(
1 −
√
1 − e21
)
−1 G1 − H1 = L1
√
1 − e21(1 − cos I1)
(3)


λ2 = −M2 + ω˜2 −L2 = −β2√µ2a2
−ω˜2 = −(2 − ω2) G2 − L2 = −L2
(
1 −
√
1 − e22
)
2 G2 + H2 = L2
√
1 − e22(1 + cos I2)
(4)
The first set of canonical variables (3) corresponds to the well-known modified Delaunay
canonical variables while the second one (4) is developed for retrograde planetary motion. λi
is the mean longitude of the planet i . We note that the longitude of periastron is defined by:
ω˜ = + ω, for a coplanar and prograde planetary motion (which is equivalent to consider
I = 0◦) and by ω˜ =  − ω, for a coplanar and retrograde planetary motion (equivalent
to I = 180◦). Restricting the study to a coplanar but counter-revolving problem, the set of
canonical variables of the system can be simplified as follows:
λ1 L1
λ2 −L2
−ω˜1 L1 − G1
−ω˜2 G2 − L2
(5)
4 Expansion of the disturbing function
The method used for the expansion of the disturbing function originates from Beaugé and
Michtchenko (2003). They expanded an expression for the Hamiltonian that is valid for
high eccentricities of one or both planets. Their method provides a good assessment of the
disturbing function when planets are close to the collision point. Hence, the solution con-
verges in all points of the phase space except for the singularities (corresponding to planetary
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collisions). Moreover, the rate of convergence does not depend on the values of eccentricities
but rather on the order of magnitude of the distribution function itself. Besides, depending
on the studied planetary system, even for very eccentric orbits, the rate of convergence of
the disturbing function may be relatively fast.
Classical methods such as Laplace (1979) or Kaula (1962) were used for coplanar and
quasi-circular orbits and were useful for studying dynamics of the Solar System (or hier-
archical systems in general). Nonetheless, due to the detection of eccentric exo-planetary
systems, new and specific expansions of the disturbing function were needed. As a conse-
quence, the Beaugé & Michtchenko method seems much more suitable for such eccentric
planetary orbits. To apply this method for counter-revolving configurations, we propose to
expand again the disturbing function, by considering the prograde motion of the inner planet
and the retrograde motion of the outer planet.
4.1 Direct part of the disturbing function
The direct part of the disturbing function that generally encounters problems of convergence
may be expressed as a function of the heliocentric radial distances ri of both planets and the
ψ angle between both bodies as seen from the star:
1

= (r21 + r22 − 2r1r2 cosψ)−1/2 (6)
We note that for counter-revolving configurations, the angleψ between both bodies is defined
by:4
ψ = f1 + f2 +ω˜ (7)
with fi the true anomaly of the planet i,ω˜ = ω˜1 − ω˜2 and ω˜{1,2} defined in (3) and (4). A
concise expression of the previous equation is written in (8) by taking into account the ratio
ρ = r1/r2 such as:
r2

= (1 + ρ2 − 2ρ cosψ)−1/2 (8)
The key of the Beaugé and Michtchenko (2003) method lies in the expansion in power series
in a new variable noted x and corresponding to a measurement of the proximity of the initial
condition to the singularity in 1/:
r2

= (1 + x)−1/2 
N∑
n=0
bn xn (9)
with x = ρ2 − 2ρ cosψ . r2/ has a singularity at x = −1. The determination of the coeffi-
cients bn is performed by the way of a linear regression for x values greater than −1 + δ, δ
being a positive parameter close to zero. A good precision of the direct part of the disturbing
function may be reached for a good compromise between the δ value and the choice of N
order in the series expansion. Contrary to classical methods involving Fourier series of the ψ
variable or power series in ρ, not only the convergence rate of this method is improved but
also the expansion of the disturbing function can be applied for eccentric two-planet systems.
More details can be found in Beaugé and Michtchenko (2003).
4 For both prograde orbits, the ψ angle is defined by: ψ = f1 − f2 +ω˜ with ω˜i = i + ωi .
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From (9) and by using the explicit expression of x , we find:
r2


N∑
l=0
l∑
k=0
bl (−2)k
(
l
k
)
ρ2l−k coskψ (10)
Changing from powers of cosψ to multiples of ψ and by using the explicit expression of the
ψ angle, one obtains:
a2


N∑
l=0
N−l∑
u=0
2 Al,u α2u+l(
r1
a1
)2u+l(
r2
a2
)−2u−l−1cos (l f1 + l f2 + lω˜) (11)
with Al,u = (−1)l
min(2u,N−l)∑
t=u
bl+t
( l + t
l + 2t − 2u
) ( l + 2t − 2u
t − u
)
γl and γl =
{ 1/2 if l = 0
1 if l > 0
The direct part of the disturbing function may be expressed in terms of mean anomaly by
using the Fourier expansion of the following functions (e.g. Hughes 1981):
( r
a
)n
cos(l f ) =
∞∑
m=−∞
Xn,lm cos(mM)
( r
a
)n
sin(l f ) =
∞∑
m=−∞
Xn,lm sin(mM) (12)
with Xn,lm the Hansen coefficient function of the eccentricity (Kaula 1962):
Xn,lm = e|l−m|
∞∑
s=0
Y n,ls+w1,s+w2 e
2s (13)
with Y n,ls+w1,s+w2 the Newcomb operators, w1 = max(0,m − l) and w2 = max(0, l − m).
Let us recall that the Newcomb operators obey to simple recurrence relations (Brouwer and
Clemence 1961; Murray and Dermott 1999).
Substituting (13) into (12), we obtain:
( r
a
)n
cos(l f ) =
∞∑
j=0
∞∑
m=−∞
Bn,l, j,m e j cos(mM)
( r
a
)n
sin(l f ) =
∞∑
j=0
∞∑
m=−∞
Bn,l, j,m e j sin(mM) (14)
The direct part of the disturbing function is therefore expressed as follows:
a2


∞∑
j,k=0
∞∑
m,n=−∞
N∑
l=0
2N∑
i=0
Al,(i−l)/2 Di,l, j,k,m,n αi e
j
1 e
k
2 cos (mM1 + nM2 + lω˜) (15)
with Di,l, j,k,m,n = 2 Bi,l, j,m B−i−1,l,k,n and Bi,l, j,m = Y i,lj−|l−m|
2 +w1,
j−|l−m|
2 +w2
.
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4.2 Indirect part of the disturbing function
From (2), the indirect part of the disturbing function is given by the function T1:
T1 =
m1m2
M0
(x˙1 x˙2 + y˙1 y˙2 + z˙1 z˙2) (16)
where x˙i , y˙i , and z˙i are the barycentric velocities of the planet i , expressed in Cartesian
coordinates. In the case of coplanar orbits, the expressions of x˙i and y˙i take into account the
direction of motion of the planet i . We define x˙i for a prograde motion and a retrograde one
as follows:5
x˙i =
dxi
dt
= ∂xi
∂Mi
d Mi
dt
=


∂xi
∂Mi
ni for a progade motion
− ∂xi
∂Mi
ni for a retrogade motion
(17)
Consequently, considering a coplanar problem and planets revolving in opposite directions,
the indirect part is equal to:
T1 = −
Gm1 m2
a2
α−1/2
[
∂
∂M1
(
x1
a1
)
∂
∂M2
(
x2
a2
)
+ ∂
∂M1
(
y1
a1
)
∂
∂M2
(
y2
a2
)]
(18)
By using (14) and considering the prograde motion of planet 1 and the retrograde one of
planet 2, one obtains:
x1
a1
=
(
r1
a1
)
cos(ω˜1 + f1) =
∞∑
j=0
∞∑
m=−∞
B1,1, j,me
j
1 cos(ω˜1 + mM1)
y1
a1
=
(
r1
a1
)
sin(ω˜1 + f1) =
∞∑
j=0
∞∑
m=−∞
B1,1, j,me
j
1 sin(ω˜1 + mM1)
x2
a2
=
(
r2
a2
)
cos(ω˜2 − f2) =
∞∑
k=0
∞∑
n=−∞
B1,1,k,nek2 cos(ω˜2 − nM2)
y2
a2
=
(
r2
a2
)
sin(ω˜2 − f2) =
∞∑
k=0
∞∑
n=−∞
B1,1,k,nek2 sin(ω˜2 − nM2) (19)
Substituting these results into (18), we find:
T1 =
Gm1m2
a2
∞∑
j,k=0
∞∑
m,n=−∞
2N∑
i=0
A¯iαi
×mnB1,1, j,m B1,1,k,ne j1ek2 cos(mM1 + nM2 +ω˜) (20)
where A¯i are constant coefficients such as: α−1/2 =
∑2N
i=0 A¯iαi .
By combining (15) and (20), we obtain the complete expression of the disturbing function
as follows:
F1 = −
Gm1m2
a2
∞∑
j,k=0
∞∑
m,n=−∞
N∑
l=0
2N∑
i=0
Ri, j,k,m,n,l αi e
j
1 e
k
2 cos(mM1 + nM2 + lω˜) (21)
5 A similar equation is obtained for the expression of y˙i .
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where Ri, j,k,m,n,l = Al,(i−l)/2 Di,,l, j,k,m,n − δl,1 A¯i m n B1,1, j,m B1,1,k,n are constant coeffi-
cients. Ri, j,k,l,m,n,l are independent of initial conditions and then require to be determined
once. We are now able to express the angles of resonance in the case of counter-revolving
configurations as shown in the following section.
5 The resonant average Hamiltonian
Considering planets close to a MMR and revolving in opposite directions, we define the
MMR ratio by p + q/p with p = 0 and p < 0. For instance, when two planets revolve in
opposite direction and have a period ratio of 2, the q order of resonance is equal to 3 and
p = −1. We set s = p/q and define the following set of canonical variables in the case of a
retrograde MMR:
λ1 J1 = L1 + s(I1 + I2)
λ2 J2 = −L2 − (1 + s)(I1 + I2)
σ1 = (1 + s)λ2 − sλ1 − ω˜1 I1 = L1
(
1 −
√
1 − e21
)
σ2 = (1 + s)λ2 − sλ1 − ω˜2 I2 = −L2
(
1 −
√
1 − e22)
) (22)
where σ1 and σ2 are the resonant angles while I1 and I2 are the conjugate momenta depending
on the eccentricities e1 and e2.
Let θ be the following angle of the disturbing function such as: θ = mM1 + nM2 + lω˜.
Considering the new set of variables, the expression of θ becomes:
θ = mσ1 − nσ2 + l(σ2 − σ1)+ [m(p + q)− np]Q (23)
where q Q = (λ1 − λ2) is the synodic angle. Hence, the disturbing function depends
on three angular variables (σ1, σ2, Q). Considering the new set of canonical variables
(σ1, σ2, Q, λ2; I1, I2, q J1, J1 + J2), we find the following constant of motion:
J1 + J2 = constant (24)
As a consequence, our system has therefore two integrals of motion: the F Hamiltonian
and Jtot = J1 + J2. It is well known that the frequency of the angle Q is much higher than
that of σi . As a consequence, we consider only long period perturbations in the Hamiltonian.
The system is then averaged with respect to the synodic angle as follows:
F¯1 =
1
2pi
2pi∫
0
F1d Q (25)
The averaging over the Q variable written in (25) implies a third constant of motion, namely
J1. As a consequence, the system consists of four degrees of freedom and three constants
of motion. From now on, the system can be reduced to four independent variables, namely
σ1, σ2, I1 and I2. Taking into account the condition of MMR (n = m(p+q)/p), we obtain the
final expression of the disturbing function (26) and the average Hamiltonian (27) respectively,
for a retrograde resonance:
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F¯1 = −
Gm1m2
a2
jmax∑
j=0
kmax∑
k=0
mmax∑
m=−mmax
lmax∑
l=0
2N∑
i=0
R¯i, j,k,m,l
×αi e j1ek2 cos((m − l)σ1 + (l − n)σ2) (26)
F¯ = −
2∑
i=1
µ2i β
3
i
2L2i
− Gm1m2
a2
∑
i, j,k,m,l
R¯i, j,k,m,l αi e
j
1 e
k
2 cos((m − l)σ1 + (l − n)σ2) (27)
Due to D’Alembert’s properties of the disturbing function, some coefficients are null if
one (or more) of the following conditions is reached: (1) j < |m − l|, (2) k < |l − n|, (3)
(m − l) even (odd) number and j odd (even) number, (4) (l − n) even (odd) number and k
odd (even) number.
6 Comparison with numerical methods
Using the final expression of the Hamiltonian, the J1 and J2 constants of motion as well as
the following set of canonical variables,
σ1 = (1 + s)λ2 − sλ1 − ω˜1 I1 = L1
(
1 −
√
1 − e21
)
σ2 = (1 + s)λ2 − sλ1 − ω˜2 I2 = −L2
(
1 −
√
1 − e22
)
(28)
we can firstly integrate a two-planet system both in counter-revolving configuration and in
MMR and secondly, compare the analytical results with numerical ones. Using a Bulirsch-
Stoer method, we integrate numerically the following differential equations:
I˙i = −
∂ F¯
∂σi
= −∂ F¯1
∂σi
σ˙i =
∂ F¯
∂ Ii
= ∂ F¯1
∂ Ii
+ ∂F0
∂ Ii
(29)
For the integration of (29), we use our initial conditions for the HD 73526 system, located
very close to the 2:1 retrograde MMR (i.e. at the edge of a V-shape structure in a stability
map in [a, e] orbital elements; see Gayon and Bois 2008a):
M0 = 1.08 M
M1 = 2.9 MJup M2 = 2.5 MJup
a1 = 0.66AU a2 = 1.05AU
e1 = 0.19 e2 = 0.14
σ1 = 94(deg) σ2 = 94(deg)
(30)
Such initial conditions (30) are sufficiently close to the retrograde MMR to apply our analyt-
ical expansion.6 These initial conditions (more paticularly the semi-major axes) are averaged
for the analytical expansion.
6 We forecast to study various initial conditions in a forthcoming paper, notably for a “full” retrograde reso-
nance.
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(b)
Fig. 1 Time variation of the eccentricites e1 and e2 for the HD 73526 planetary system in 2:-1 MMR. Red
dots represent the numerical solution while black curves the analytical one. Used initial conditions are given
by: M0 = 1.08 M; M1 = 2.9 MJup; M2 = 2.5 MJup; a1 = 0.66; a2 = 1.05; e1 = 0.19; e2 = 0.14; σ1 =
94; σ2 = 94
Figure 1 shows the time evolution of eccentricity of both planets. Dots represent the
numerical solution while black curves the analytical one.7 Both solutions express the same
behavior, with a relative error of 1.2% and 10%, on average, over the eccentricity of the inner
orbit and the outer orbit, respectively (absolute errors being 0.002 for e1 and 0.005 for e2
on average). Due to the averaging of the Hamiltonian over short periods, numerical dots are
scattered on both sides of the analytical solution.
Figure 2 shows the time variation of the variable σ . Because the e2 eccentricity period-
ically reaches the zero value, the numerical method does not always permit to determine the
value of the σ angle. This phenomenon is expressed by the vertical scattering of dots from
0 to 360 degrees. As a consequence, surfaces of section obtained numerically comprise this
numerical bias. The analytical method is therefore more reliable when the eccentricity of a
planet reaches values close to zero. Besides, the analytical approach ensures the properties
of stability found for each planetary system.
7 Surfaces of section
Nature of planetary systems can be directly deduced from the behavior of the resonance vari-
ables. As a consequence, from the previous Hamiltonian expansion (27) of the three-body
problem, we can plot surfaces of section and study the dynamics of two planets in retrograde
MMR.
Figure 3 shows surfaces of section plotted for the HD 73526 planetary system previ-
ously defined. The energy level corresponding to the initial conditions (30) was numerically
evaluated as −0.13835250 (units of AU, solar mass, and year). With our analytical expan-
sion, we obtain the Hamiltonian value of −0.13835197, which is in good agreement with
our numerical results. Panel (a) of Fig. 3 corresponds to the inner planet and is plotted in the
(e1 cos σ1 , e1 sin σ1) parameter space. The section plane for the inner planet is chosen such
7 More details on the used numerical method and corresponding results may be found in Gayon and Bois
(2008a).
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Fig. 2 Time variation of the σ
variable (where σ = σ1 − σ2)
for the HD 73526 planetary
system in 2:-1 MMR. Red dots
represent the numerical solution
while black curves the analytical
one. Used initial conditions are
the same as in Fig. 1
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Fig. 3 Surfaces of section for the inner (a) and the outer (b) planets of the HD 73526 system found close to a
2:-1 MMR. The value of F¯ is −0.138352. Initial conditions (30) are represented by the red curve. Black and
blue curves respectively correspond to circulation and libration of the σi variables in the plane σ j =i = 0
as σ2 = 0. Similarly, panel (b) is plotted for the outer planet in the (e2 cos σ2 , e2 sin σ2)
parameter space and using the plane σ1 = 0. The initial conditions corresponding to (30) are
plotted in red. All the solutions found for F¯ = −0.138352 are quasi-periodic.
In panels (a) and (b) of Fig. 3, we represent the circulation state of the σ1 and σ2 variables
in black and red colors. The libration state about 0◦ is plotted in blue; such initial conditions
are located inside the 2:1 retrograde MMR. Nevertheless, for all the sets of initial condi-
tions required for plotting Fig. 3, the time variation of σ1 and σ2 expresses a circulation (in
time) of both variables (not shown here). This time circulation seems contrary to the possible
behavior in libration of σ1 and σ2 shown on our surfaces of section. Such initial condition
sets inside the 2:1 retrograde MMR and their behaviors could therefore point out a particular
characteristic of retrograde MMR. Such a characteristic would deserve a specific study.
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8 Conclusion
In the present paper, we investigated the three-body problem in the particular case of ret-
rograde resonances. Our study is derived from the Hamiltonian approach of Beaugé and
Michtchenko (2003), which was expanded for eccentric, coplanar and prograde orbits. To
apply this method to the retrograde MMR case, we expanded again the disturbing function,
when considering a prograde motion of the inner planet and a retrograde motion of the outer
planet. Hence, we defined a new set of canonical variables, which allow us to express correctly
the angles of resonance in the case of counter-revolving configurations.
Although the exploration of the N-body problem is accessible from numerical methods,
the acquiring of an analytical “rail” notably contributes to a deeper understanding of the
numerical investigation. As shown in Sect. 6, the analytical method also permits a better
determination of the resonance variables. Moreover, from the behavior of the resonance
angles displayed in surfaces of section, we can directly infer the local behavior of a 3-body
system, that is to say its stability or its chaoticity.
Until now, no planetary system has been truly detected in counter-revolving configuration.
However, given the efficiency for stability of retrograde MMR (see Gayon and Bois 2008b),
such a detection might occur. The work presented in this paper is firstly based on a dynamical
study of theoretical two-planet systems. Nevertheless, a dynamical system composed of two
satellites orbiting a planet is an equivalent problem. Since some satellites of Saturn are found
in counter-revolving motions, our expansion of the three-body problem solved in the case of
retrograde motions could then be applied for satellites of the Solar System.
Acknowledgements We thank the anonymous referees for their useful comments and suggestions that
helped to improve the paper.
Appendix
This appendix shows the analytical expansion when the body moving on a retrograde orbit
is the inner planet. The new set of canonical variables for the resonant averaged Hamiltonian
is written as follows (equivalent to 22):
λ1 J1 = −L1 + s(I1 + I2)
λ2 J2 = L2 − (1 + s)(I1 + I2)
σ1 = (1 + s)λ2 − sλ1 − ω˜1 I1 = −L1
(
1 −
√
1 − e21
)
σ2 = (1 + s)λ2 − sλ1 − ω˜2 I2 = L2
(
1 −
√
1 − e22
) (31)
with λ1 = −M1 + ω˜1, λ2 = −M2 − ω˜2, ω˜1 = 1 − ω1 and ω˜2 = 2 + ω2.
Although the set of canonical variables changes, the expression of the resonant averaged
Hamiltonian remains the same:
F¯ = −
2∑
i=1
µ2i β
3
i
2L2i
− Gm1m2
a2
∑
i, j,k,m,l
R¯i, j,k,m,l αi e
j
1 e
k
2 cos((m − l)σ1 + (l − n)σ2) (32)
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ABSTRACT
The five planets discovered around the main-sequence star 55Cnc may represent a case of
stable chaos. By using both the Frequency Map Analysis and MEGNO, we find that about
15 per cent of the systems that can be build from the nominal orbital elements of the system
are highly chaotic. However, in spite of the fast diffusion rate in the phase space, the planetary
system is not destabilized over 400 Myr and close encounters between the planets are avoided.
Key words: planets and satellites: formation – stars: individual: 55Cnc – planetary systems:
formation.
1 IN T RO D U C T I O N
The most crowded extrasolar planetary system discovered so far is
that around the main-sequence star 55Cnc (=ρ1 Cancri). Doppler
shift measurements strongly suggest the existence of five plan-
ets orbiting the star with semimajor axes ranging from 0.038 to
5.901 au (Fischer et al. 2008). The innermost and smallest planet,
e, is a Neptune-mass object while the outer and most massive one,
planet d, has a minimum mass of about four Jupiter masses. A self-
consistent dynamical fit to the stellar wobble data performed by
Fischer et al. (2008) gives a set of orbital elements for the planets
reported in Table 1. It is claimed (Fischer et al. 2008) that this nomi-
nal system of five planets described in Table 1 is dynamically stable
at least over a time-scale of 1 Myr. We would like to point out that
planets b and c are no longer in a 3:1 mean motion resonance as in
the previous solution given by McArthur et al. (2004). In addition,
the eccentricity of planet c in Fischer et al. (2008) is significantly
smaller compared to that derived by McArthur et al. (2004).
We have performed a detailed exploration of the stability of
the nominal system by applying the Frequency Map Analysis
(FMA) method (Laskar, Froeschle´ & Celletti 1992; Laskar 1993a,b;
Marzari, Scholl & Tricarico 2006) on 400 varied systems. These
systems are obtained by varying orbital elements of the nominal
system. The varied systems are analysed by adding randomly some
inclination (lower than 5◦) to the Keplerian orbits to make the sys-
tem more realistic. The masses of the planets are scaled accord-
ingly. Among all the systems analysed with FMA, we obtain cases
with large diffusion speed in the phase space suggesting a chaotic
evolution and possible instability. However, integrating a few of
these chaotic systems over time-scales of 108 yr, we never obtain
destabilization. We, therefore, think that these chaotic systems are
examples for stable chaos. This term was introduced by Milani &
Nobili (1992) to indicate the peculiar behaviour of asteroids with
E-mail: Julie.Gayon@oca.eu
short Lyapunov times (of the order of some 103 yr) which, however,
show a remarkable stability over the age of the Solar system (Milani
& Nobili 1992). For the 55Cnc planetary system, we find that in
about 15 per cent of all cases the orbital elements of the four inner
planets exhibit a chaotic evolution on a time-scale of a few million
of years. This stable chaos may be due to the topology of the phase
space: quasi-periodic solutions in the proximity of a chaotic island
can act like ‘quasi-barriers’ for the diffusion (Tsiganis, Varvoglis
& Hadjidemetriou 2000). The chaotic evolution appears to be con-
fined and the system does not destabilize at least on a time-scale
of 400 Myr. This peculiar behaviour may be due to the closeness
of the system to the planetary 3:1 mean motion resonance between
planets b and c and secular resonances.
To confirm that stable chaos is not limited to the nominal case
but can be retrieved also in a larger region of the phase space,
we randomly varied the orbital elements of the nominal case and
found a similar behaviour. For a few selected cases, we also applied
the Mean Exponential Growth factor of Nearby Orbits (MEGNO)
method proposed by Cincotta & Simo` (2000). The results obtained
by MEGNO confirm the FMA results.
2 FMA ANALYSI S
We have performed the FMA on 400 different systems derived
from Table 1. Random mean anomalies, node longitudes and in-
clinations lower than 5◦ are assigned to each planet. All other or-
bital elements were taken from Table 1. The frequency analysis is
performed over a time-scale of 2 × 104 yr. The orbital elements
computed with the numerical integrator SYMBA (Duncan, Levison
& Lee 1998) are Fourier analysed and the values of intrinsic fre-
quencies are obtained over running windows. The relative changes
of these frequencies are estimated and used to compute the diffu-
sion rate in the phase space. We have applied FMA to the signal
sb,c , the difference between the periapse longitude of planets b
and c, and to the more conventional signal s = he + ike. The usual
non-singular variables he = ecc ∗ cos( ) and ke = ecc ∗ sin( )
C© 2008 The Authors. Journal compilation C© 2008 RAS
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Table 1. Orbital parameters for the self-consistent dynamical fit of the
55Cancri planetary systems. These data are taken from table 4 of Fischer
et al. (2008).
Planet Period Tp e ω M sin i a
(d) (JD 2440000) (◦) (MJup) (au)
b 14.651 262 7572.0307 0.0159 164.001 0.8358 0.115
c 44.378 710 7547.5250 0.0530 57.405 0.1691 0.241
d 5371.8207 6862.3081 0.0633 162.658 3.9231 5.901
e 2.796 744 7578.2159 0.2637 156.500 0.0241 0.038
f 260.6694 7488.0149 0.0002 205.566 0.1444 0.785
refer to the innermost planet e where ecc refers to its eccentricity.
The diffusion rate is computed by using the standard deviation σ of
the main frequency of the signal computed over the running win-
dows. Slow diffusion rates, characterized by small values of σ , mean
quasi-periodic systems, while large values of σ imply chaotic evo-
lution. As in Marzari et al. (2006), we measure the diffusion speed
by the logarithmic number vd = −log10(σ ) + log10(σ 0) where σ 0
is the smallest value of σ we observed in our sample of systems. A
small value of vd means a low dispersion of the frequencies in the
considered time interval and, hence, a slow diffusion speed in the
phase space. Large values of vd indicate fast changes of the system
frequencies and, therefore, chaos.
In Fig. 1, we show the distribution of the diffusion speed mea-
sured by vd in our sample of 400 55Cnc planetary systems. The
values smaller than four suggest long-term stability according to
our previous experience with FMA, while larger values indicate
chaos. We concentrate on systems with a diffusion speed of about
five or larger which represent about 15 per cent of the whole sample
we analysed. These systems have major frequencies which change
on short time-scales. If the fast diffusion of major frequencies also
induces drastic changes of amplitudes, in particular of planetary ec-
centricities, close encounters between planets may occur resulting
in the ejection of one or more planets. We will show in the next
section that planetary eccentricities do not increase in longer time-
scales which suggest a ‘stable chaos’ state for the Cnc55 system.
An additional set of FMA simulations has been performed for 400
systems where we have randomly varied the last significant digit of
all the orbital elements given in Table 1. We obtain a histogram that
is very similar to that shown in Fig. 1 confirming that the behaviour
of stable chaos we have found for the nominal case of Table 1 is
extended in phase space.
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Figure 1. Histogram showing the distribution of the diffusion rate within
our sample of 400 55Cnc planetary systems.
Figure 2. Evolution with time of the eccentricity of the three inner planets
of the system. The top plot shows the eccentricity of 55Cnc e, the medium
plot that of 55Cnc b and the bottom plot that of 55Cnc c.
3 LO N G - T E R M EVO L U T I O N O F T H E
CHAOTIC SYSTEMS
For those systems with a large diffusion speed (vd > 4), we per-
formed numerical integrations over a time-scale of 400 Myr with
SYMBA (Duncan et al. 1998). In Fig. 2, we show for a typical run
the evolution of the eccentricity of the three inner planets e, b, c.
The eccentricity jumps reveal the chaotic nature of the system. The
jumps are obviously correlated among the three planets. The major
jumps occur simultaneously. Also the eccentricity of planet f shows
simultaneous but more moderate jumps. All jumps, although they
appear to be significant, do not result in close approaches among the
planets. The planetary system is not destabilized on this time-scale
while it is chaotic.
Fig. 2 suggests that we have the case of stable chaos. The ec-
centricity evolution is characterized by jumps. It does not have a
random walk growth but remains limited. It appears that the system
is bouncing between the limited regions.
A different case with similar high diffusion speed vd is shown
in Fig. 3. The semimajor axes of the three inner planets are shown
on a shorter time-scale to highlight the chaotic evolution. Also in
this case, the system remains confined in a stable configuration over
400 Myr.
4 ME G N O A NA LY S I S
Besides the FMA method which uses the diffusion rate of intrinsic
frequencies to measure chaos, there is a large class of methods which
use the divergence of nearby orbits in phase space as a measure.
Exponential divergence means chaos while linear divergence means
non-chaotic which guarantees stability of the dynamical system.
The stability means here that, in particular, no planet is ejected out
of the system. A nearly exponential divergence does not necessarily
mean instability in our sense over the lifetime of the system. As
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Figure 3. Semimajor axis of the three inner planets of the system over a
short time-scale.
outlined above, we would qualify such a system as stable chaotic.
The widely used Lyapunov characteristic numbers (LCNs) yield the
necessary information about the divergence and are used to measure
the chaocity of the system. Since the computation of the LCNs is
very time consuming, more rapid methods were introduced which
were shown to yield a very good estimation for the LCNs. One of
these fast LCN estimators is the MEGNO (Cincotta & Simo` 2000)
method. It was applied to several exoplanetary systems (Bois et al.
2003). We computed the MEGNO indicator for about 50 varied
systems. They were obtained by varying only the eccentricities of
planets e, b, c and f while taking the other orbital elements from
the nominal system of Table 1. Eccentricities of planet e are varied
between 0.22 and 0.26, of planets b and c between 0.0 and 0.10
and of planet f between 0.0 and 0.04. We integrated the systems
over 100 000 yr. For eccentricities of planets b and c ranging from
0.0 to 0.02, we obtain weak chaos. The estimator for the maximal
Lyapunov exponent is not linear but far from exponential. For larger
eccentricities, the indicator has a behaviour between linear and
exponential. MEGNO shows, like FMA, that the four planetary
orbits close to the nominal system are chaotic.
5 C O N C L U S I O N S
Among the possible dynamical configurations of the 55Cnc plane-
tary system, there is also a stable chaos. About 15 per cent of the
systems built from the nominal dynamical fit given in Fischer et al.
(2008) have a high diffusion speed in the phase space. However, the
chaotic island seems to be limited in extent and surrounded by quasi-
periodic systems. In this way, the chaotic systems do not increase
their eccentricity to planet crossing values and they are stable over
a long time-scale. Systems with intermediate values of diffusion
speed vd as measured by FMA (∼4) do not show this behaviour.
They possibly populate the outer border of the chaotic region and
their chaotic evolution is much slower. Systems with smaller val-
ues of vd are possibly stable over time-scale of 109 yr. Additional
FMA and MEGNO computations show that this behaviour is not
only peculiar for the nominal system given by Table 1 but it is also
extended over a wider range of orbital elements for the system. The
weak resonances responsible for the stable chaos are present also
for different combinations of the initial orbital elements.
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Introduction aux Re´sonances Orbitales Re´trogrades
dans les Syste`mes Multi-Plane´taires
Julie Gayon-Markt
Re´sume´
Depuis la de´tection de la premie`re exoplane`te en 1995 (autour d’une e´toile de type solaire), pre`s
de 300 plane`tes extrasolaires et 25 syste`mes multi-plane´taires ont e´te´ observe´s a` ce jour. La plupart
de ces syste`mes multi-plane´taires se caracte´risent par des plane`tes de type Jupiter, proches de leur
e´toile centrale et dont l’orbite est souvent tre`s excentrique. Ces particularite´s peuvent conduire a` de
fortes interactions gravitationnelles entre les plane`tes. En conse´quence, d’un point de vue dynamique,
ces syste`mes multi-plane´taires compacts constituent une classe spe´cifique du proble`me ge´ne´ral des
N-corps. Des me´thodes nume´riques spe´cifiques ont alors e´te´ de´veloppe´es afin d’explorer l’espace des
parame`tres a` plusieurs dimensions de ces syste`mes. Dans cette the`se, un bilan dynamique de plusieurs
syste`mes plane´taires de´tecte´s est e´tabli dans un premier temps, en utilisant deux me´thodes d’analyse
globale.
Les plane`tes extrasolaires sont jusqu’a` pre´sent suppose´es eˆtre en re´volution prograde autour de
leur e´toile me`re. Cependant, cette the`se introduit une autre possibilite´ the´orique conduisant a` la
stabilite´ de certains syste`mes compacts. Nous explorons selon une approche nume´rique, des syste`mes
the´oriques en re´sonance de moyen mouvement (MMR) comportant deux plane`tes en contre-re´volution
(ce qui signifie qu’une des deux plane`tes a un mouvement re´trograde par rapport a` l’autre). En outre,
je de´veloppe l’Hamiltonien du proble`me des 3-corps dans ce cas particulier de MMR re´trogrades.
La proble´matique des re´sonances orbitales re´trogrades est donc analyse´e d’un point de vue a` la
fois nume´rique et analytique. Par ailleurs, afin d’e´tudier la consistance entre me´canismes the´oriques
impliquant des MMR re´trogrades et observations, des ajustements aux observations sont effectue´s
pour une varie´te´ de syste`mes observe´s. Outre les possibilite´s the´oriques et observationnelles des
re´sonances re´trogrades, une discussion portant sur la formation de syste`mes contenant des plane`tes
en contre-re´volution est propose´e.
Abstract
Since the first detection of an exoplanet in 1995 (around a solar-type star), about 300 extrasolar
planets and 25 multi-planetary systems have been observed until now. Most of these multi-planetary
systems are characterized by hot-Jupiters close to their central star and moving on eccentric orbits.
These particularities may lead to strong gravitational interactions between the planets. As a conse-
quence, compact multi-planetary systems form a specific class of the general N-body problem. To
explore the multi-dimensional parameter space of multi-planetary systems, specific numerical me-
thods of global analysis were required in order to remedy the problem of great number of degrees of
freedom of such systems. A dynamical checkup of several detected planetary system is then firstly
proposed in this thesis.
Extrasolar planets are up to now a priori found in direct orbital motions about their host star.
However, in this thesis, a theoretical alternative suitable for the stability of compact two-planet sys-
tems is investigated. Using a numerical method of global dynamics analysis, we explore theoretical
systems in Mean Motion Resonance (MMR) harboring counter-revolving planets (which means that
one planet moves on a retrograde orbit). Besides, I have expand the Hamiltonian of the 3-body pro-
blem for the particular case of retrograde MMR. Consequently, the retrograde resonance is analysed
from both a numerical and an analytical point of view. Furthermore, in order to study the observa-
tional feasibility of retrograde MMR, observational fits are performed for different detected systems.
Finally, the formation of systems harboring counter-revolving planets is discussed.
