We evaluated a semiautomatic method for well-to-seismic tying to improve correlation results and reproducibility of the procedure. In the manual procedure, the interpreter first creates a synthetic trace from edited well logs, determines the most appropriate bulk time shift and polarity, and then applies a minimum amount of stretching and squeezing to best match the observed data. The last step resembles a visual pattern recognition task, which often requires some experience. We replaced the last step with a constrained dynamic time-warping technique, to help guide the interpreter. The method automatically determined the appropriate amount of local stretching and squeezing to produce the highest correlation between the original data and the created synthetic trace. The constraint ensured that stretching and squeezing were kept within reasonable bounds, as determined by the interpreter. Results compared well with the manual method, leading to ties along the entire trace length in contrast to the shorter analysis window in the conventional method. Yet, we advise against unsupervised applications because the method is intended as a guide instead of a fully automated blind approach.
INTRODUCTION
Tying well logs to seismic traces is a crucial step in seismic interpretation to correlate subsurface geology to observed seismic data. The ease and quality of the tying procedure depend on the availability of high-quality logs and the estimation of a suitable wavelet. White and Simm (2003) and Newrick (2012) describe best practices and general recipes for the tying procedure. An estimated wavelet is convolved with the reflectivity series calculated from the well logs (sonic log and bulk density log), to generate the first synthetic trace (Anderson and Newrick, 2008) . The wavelet can be estimated directly from the amplitude spectrum of the seismic data, giving a zero-phase wavelet, which is phase rotated and time shifted during the matching process (e.g., White and Simm, 2003) or using a coherency matching technique (White, 1980; Walden and White, 1998) , giving a frequency-dependent wavelet. The next step is to match the generated synthetic with the seismic data. The target seismic trace intuitively should be the trace at the well location, but time-migration effects could move the best match location away from the well. White and Simm (2003) propose to find the best match time location by scanning several traces in the vicinity of the well. Alternatively, as a compensation for dispersion at the well location, a composite trace can be generated from the neighboring traces (e.g., Hampson-Russell, 1999) .
Well logs are commonly used as ground truth to correlate the seismic signal with the earth's stratigraphy (White and Simm, 2003) , but several key steps render the procedure challenging and rarely fully reproducible. Density logs are greatly affected by borehole conditions, e.g., washouts or invasion, which negatively impact the measurement of the bulk's rock density (Anderson and Newrick, 2008) . On the other hand, sonic logs are less sensitive to borehole conditions but they are measured at different length scales than the seismic data, and thus calibration plays an important role via dispersion and check shot corrections. This obviously assumes that high-quality velocity and density logs are available; if not, pseudocurves have to be estimated by empirical relationships (Newrick, 2012) .
Only after creation of a first, correctly positioned, synthetic trace following advocated best practices (White and Simm, 2003) should the actual matching process start. The goal is not to force perfectly matching waveforms between the synthetic and selected observed trace, but to find distinctive reflectors on the seismic section that are also observable on the seismic trace (Newrick, 2012) . These reflectors are rarely perfectly aligned, for instance, due to dispersion effects, necessitating some corrections in timing. This is done by changing the sonic velocities by a small amount, i.e., by stretching or squeezing the synthetic seismogram. The acceptable amount of imposed interval velocity changes is left to the interpreter's discretion. This particular step is clearly prone to pitfalls due to subjectivities in interpretation and procedures. In addition, even the selection of major matching reflections on the synthetic and observed traces can be challenging in practice.
Furthermore, the quality of the tie between the synthetic and the seismic trace is based on the correlation coefficient, which is limited to a constant time-shift similarity. The time-variant nature of the actual propagating wavelet, due to dispersion effects, adds nonlinearities to the seismic trace that cannot be easily followed by a linear metric. Likewise, nonconsistent dispersion effects in the sonic logs and seismic data affect the estimated reflectivity series, also adding time-varying nonlinear variations. We propose to use dynamic time warping (DTW) to match these time series, where the quality of the fit is not limited to the selected correlation window but the entire trace. DTW, as a correlation-based technique, measures the goodness of fit but not the reliability of the end results. For that purpose, we use a quality control (QC) step, which is done by watching the relative velocity changes produced by the tying.
DTW has been proven to handle nonstationarities in signals. Nonstationarity in time series due to physical processes is common in many areas such as speech processing (Rabiner and Juang, 1993) , medicine, industry, and finance (Keogh, 2002) . DTW is a robust tool to match time series even if the shifts vary with time (Keogh, 2002) .
In this work, the application of DTW is limited to the specific step of stretching and squeezing. This is a controversial (White and Simm, 2003) , but necessary, part in the tying procedure. Our procedure substitutes the manual stretching and squeezing step by an optimization algorithm, which is still supervised by the interpreter. This improves the repeatability of the tying, while the critical and often-abused stretch and squeeze (Newrick, 2012) is still under control. We assume that all the best practices have been followed (White and Simm, 2003; Anderson and Newrick, 2008) .
Related works using DTW in seismic applications originate with attempts to automate well-to-well log correlation (Lineman et al., 1987; Zoraster et al., 2004) . Well logs from different wells are correlated to infer common earth features. Zoraster et al. (2004) find that the crosscorrelation was unable to follow local distortions such as stretching or shrinking of stratigraphic intervals, typical of logs collected even from closely spaced wells. Essentially, these methods aim to correlate common features in various logs (Anderson and Gaby, 1983 ). An early approach to DTW is presented by Martinson et al. (1982) and Martinson and Hopper (1992) . They develop a mapping function able to track stretching and squeezing in a time series, based on a correlation technique to establish a point-for-point correlation between traces. Liner and Clapp (2004) propose a global optimization method to create pairwise alignments between seismic traces. More recently, Hale (2013) uses DTW in seismic image processing, which aligns seismic images with differences not limited to time shifts. Our work follows the constrained optimization of Sakoe and Chiba (1978) with DTW, and it is not pairwise, but allows for one-to-many connections in both directions between two traces. We (Herrera and Van der Baan, 2012a) already present an early stage application, and here we develop a refined and more complete method.
In this paper, we first explain the theory behind DTW, and then we introduce the QC parameters. Next, we focus on the practical implementation showing a real example. Finally, we discuss our results with practical recommendations for application.
THEORY
The conventional method of well ties depends on the quality of the matching between the synthetic seismograms with the actual seismic traces. The measure of this matching has been extensively studied (e.g., White and Simm, 2003) , but it remains based mainly on linear techniques. We propose the use of dynamic programming techniques commonly used in data mining (Keogh and Kasetty, 2003; Keogh and Ratanamahatana, 2004) and in speech processing (Rabiner and Juang, 1993) .
The correlation coefficient is often used to measure the quality of the seismic-to-well tie (Hampson-Russell, 1999) . Comparing two (time-dependent) sequences S ¼ ½s 1 ; s 2 ; : : : ; s n and T ¼ ½t 1 ; t 2 ; : : : ; t n , both of length n, gives a correlation coefficient (γ ST ) at the time lag τ:
where μ S and μ T are the means of S and T, respectively, and the denominator supplies the energy normalization term. The optimal time lag τ is generally set at the maximum correlation coefficient. This measure works well if a constant time shift τ characterizes both signals. When this time alignment is constant, the problem is reduced to the correction of the time lag by crosscorrelation. But this measure fails to find the best match in nonstationary cases.
Most geophysical applications have nonstationary time-alignment problems (Anderson and Gaby, 1983 ). An alternative to the crosscorrelation is to find the Euclidean distance (L 2 -norm) between the two time series (Keogh and Kasetty, 2003) :
where DðS; TÞ is the one-to-one distance between the synthetic S and the trace T. The Euclidean distance (L 2 -norm) is the most widely used distance measure. It is trivial to implement but also is very sensitive to small distortions in the time axis (Berndt and Clifford, 1994; Keogh and Kasetty, 2003) . Taking the advantages of the Euclidean distance and adapting it for nonstationary matching, Berndt and Clifford (1994) propose DTW.
DTW distance can accommodate stretching and squeezing in the time series by linear programming. It uses the Euclidean distance as the initial metric but allows for the one-to-many alignment. The warping distance is represented as the minimum path in a grid representation of both sequences. In Figure 1 , the warping path, W ¼ w 1 ; w 2 ; : : : ; w k , aligns the elements of S and T in such a way that the distance between them is minimized.
In this matrix, the squared distance δ in the elements ði; jÞ is calculated by
To find the best alignment between these two sequences, we have to retrieve the warping path W through the distance matrix that minimizes the total cumulative distance for each path (Berndt and Clifford, 1994; Keogh, 2002) as illustrated in Figure 1 . The optimal path that minimizes the total warping cost (Berndt and Clifford, 1994 ) is WðS; TÞ ¼ min
where each w k corresponds to a point ði; jÞ k and each grid point (i; j) corresponds to an alignment between s i and t j . From Figure 1 , we can extract the first samples of the new stretched sequences as S k ¼ s1; s2; s3; s3; s4; s5; s5; s5; s6; s7 for the synthetic and T k ¼ t1; t2; t2; t3; t3; t4; t5; t6; t7; t7 for the stretched trace. The dynamic programming approach uses the following recurrence to find the warping path (Berndt and Clifford, 1994): γði; jÞ ¼ δðs i ; t j Þ þ min½γði − 1; jÞ; γði − 1; j − 1Þ; γði; j − 1Þ; (5) where δðs i ; t j Þ is the distance defined in equation 3 and the cumulative distance γði; jÞ is the sum of the distance between the current elements and the minimum cumulative distance of the three neighboring cells.
Where the cumulative distance γði; jÞ gets a minimum point of all the allowed points in the distance matrix, we store this value in the matrix W, which contains the optimum values of warping paths w k . Thus, w k is a two-column array with points ði; jÞ k that is used to construct the warped signals by mapping the original points ði; jÞ to ði; jÞ k . This mapping process produces stretched versions of the original signals with length p. Only if the two signals are fully aligned from the start, do we have i ¼ j ¼ k.
For the final warping process, we compute a new argumentî by extracting the indices of the intersection of the two sets fi k g and fj k g:
In our implementation, we use the MATLAB function intersect, which generates the indices of the intersection of two vectors. Following the hypothetical example shown in Figure 1 , with the two stretched signals S k and T k the new argument iŝ i ¼ 1; 3; 4; 5; 5; 5; 7. With the new argumentî, we can now get the warped signal S^i. This signal is the best approximation of T j following the optimum warping path (S^i ≈ T j ).
In time-domain signals, this monotonic transformation of the initial time interval into itself with different axis distribution is called "curve registration" (Ramsay and Silverman, 2005) . The argumentî accelerates or decelerates the synthetic signal along the time axis to match the seismic trace, such that well tops can be matched to corresponding reflectors.
Global constraints
There are cases when the two signals are not correlated by a stationary time lag; i.e., the warping path is not a diagonal in Figure 1 . The warping path could then become quite nonlinear, indicating strong nonstationarity.
To prevent the occurrence of nonphysical alignments between both signals, we use a global distance constraint r to limit the maximum allowed amount of stretching and squeezing (Sakoe and Chiba, 1978) . This is illustrated by the two diagonal dotted lines in Figure 1 . Elements of the warping matrix are restricted by the warping window ji k − j k j < r, where r is the window width. The warping window prevents pathological warping (Keogh, 2002) . In our case, it prevents unrealistic velocity changes due to stretching and squeezing of the synthetic trace. This method will be called "constrained DTW."
Proper specification of the permitted warping window guarantees meaningful results in the tying process. A large constraint r allows more stretching, which is sometimes undesirable, but also provides better matching. Its choice allows for a trade-off between algorithmic performance and physical meaning.
Oversampling
The connection of two points in the warping path could lead to unrealistic time shifts. If we add more samples, the warping path gains resolution because the connection is done at a shorter step. In this way, nonphysical connections appear more clearly on the warped signals. Likewise, similar signal parts are better represented. A modest oversampling of two to three times improves the algorithm performance without a high increment in the computational load. With the oversampled signals, we run the DTW algorithm and then decimate to the original time rate fitting the warping path using a smoothing spline filter.
Quality control: The relative velocity change QC is done by computing the effects of the stretching and squeezing process on the resultant velocity curve. It is similar to the timedepth correction applied to sonic logs when check-shot points are available. In our method, the corrected signal produces a new timedepth curve, which comprises all the automatic stretching and squeezing represented by the warping path. The stretched versions of the original signals following the warping path are S k ¼ s1; s2; s3; s3; s4; s5; s5; s5; s6; s7 and T k ¼ t1; t2; t2; t3; t3; t4; t5; t6; t7; t7. The dashed lines represent the constraint lines for a warping window of width r.
The ratio of interval (or local) velocity change at depth z^i is given by the derivative of the smoothed warping path w 0 ðz^iÞ for the mapped variableî from equation 6. The local change in velocity at depth z^i is then V p;new ðz^iÞ ¼ V p;old ðz i Þ∕w 0 ðz^iÞ.
The new time depth curve is then
RESULTS
We apply the DTW algorithm to obtain a well tie alignment between observed seismic data and synthetic traces created from well logs. The data set used in our experiments consist of a 3D poststack seismic profile, with 13 wells and their corresponding logs. The data set is provided as benchmark seismic data within a commercial package (Hampson-Russell, 1999) . Figure 2 shows a seismic section at crossline 42 with one well at inline 13. The seismic-to-well tie for this well is shown in the inset figure with a crosscorrelation of 0.60. This synthetic trace (red) and its corresponding composite trace (blue) have been exported for postprocessing using the DTW method. The composite trace was built as the average of the neighboring traces centered at the well location with radius 4. The sampling rate is 500 Hz, and both signals have the same length; i.e., the seismic trace has been shortened to the well log length. Also, both signals have been standardized in amplitude. The initial synthetic is created as the convolution of the computed reflectivity from well logs with a zero-phase statistical wavelet. This zero-phase wavelet is calculated from the seismic amplitude spectrum -It is estimated as the inverse Fourier transform of the square root of the autocorrelation spectrum (Hampson-Russell, 1999) . Following the theoretical setup in Figure 1 , the original synthetic trace is the bottom signal in Figure 3 . The seismic trace is the left vertical signal. The main plot shows the cumulative distance matrix with the warping path. Note that the vertical portion of the warping path at sample 350 in the synthetic trace matches this point with 100 samples (from 240 to 340) from the seismic trace.
The unconstrained DTW algorithm seeks the minimum cost path even for unrealistic alignments as shown in Figure 3 . In the resulting well tie, such large stretches and squeezes between the synthetic and the observed trace would represent unrealistic changes in the interval velocities, which are highly nonphysical.
To avoid such unrealistic connections, the original observed data and the synthetic are subjected to the constrained DTW approach. We use a global constraint based on the Sakoe-Chiba band (Sakoe and Chiba, 1978) , which constrains the alignment process to a limited window. This reduces the freedom of the warping path to align events within a limited time shift. The estimated warping path is shown in Figure 4 , where we used r ¼ 10 samples to limit the maximum amount of permitted point-to-point shifting. With a sampling rate of 2 ms, two peaks can then still be aligned even if they are 20 ms apart. Figure 5 shows how the synthetic and seismic traces match after constrained DTW. The originals ( Figure 5a ) and stretched versions (Figure 5b ) are shown, with the same convention: Visual inspection reveals that automatic matching leads to physically acceptable results for points 200-400 in the original series (Figure 5a ), but likely excessive stretching and squeezing has occurred in the first 200 points. This point will be revisited after comparison with a manual tie. Figure 6 shows the matched traces after final warping, where both traces now have the same number of samples as the original observed seismic trace. The new argument (î) was estimated by applying equation 6 to the constrained warping path shown in Figure 4 , such that the synthetic trace samples in the new argument approximate the seismic trace (synthetic ðîÞ ≈ seismic ðiÞ).
For comparison, we perform a manual tie, following recommended practices in seismic-towell tying (Hampson-Russell, 1999; White and Simm, 2003) . We first select a high-quality region of interest for the synthetic and seismic traces where the correlation window is placed. This region of interest comprises the main stratigraphic features and is situated where both signals are more similar. In this case, the correlation window is between 850 and 1100 ms; only a constant time shift is needed in this region to reach the best match. The correlation of the manual seismic-to-well tie is 0.80 inside this window as is shown in Figure 7 (top). The left portion in the manual tie shows little similarity and would require significant stretching and squeezing before an acceptable fit is obtained. Because excessive stretching and squeezing are never recommended, we exclude this portion here from the manual tie. We will consider any automated matching in this portion as suspect for this reason as well.
We use two warping windows to test the reliability of the automated tying procedure and the effect of constraining the warping window on the resultant velocity curves. The automated method with a warping window of r ¼ 20 (bottom of Figure 7 ) is able to completely reproduce the tying inside the manual correlation window and shows a total correlation coefficient along the entire traces of 0.92. Naively, this could be considered a great result based on the naked-eye observation in matching time series and the value of the correlation coefficient, but the velocity changes produced are unrealistic with local perturbations in excess of 40% as is shown in Figure 8 ( Figure 8c ; the dotted line corresponds to r ¼ 20). To prevent such velocity changes, we need to constrain the warping path, allowing less stretching and squeezing. With r ¼ 10, the correlation coefficient is 0.89, slightly smaller than the previous one, but the velocity changes in the right part of the signal is minimum; i.e., the local velocity change is close to one (Figure 8b) . Thus, the semiautomated method corrected the simple time shift observed in the analysis window for the manual tie and produced the best possible match in the left part with mostly reasonable velocity changes (less than 10%) except possibly between 400 and 550 ms. Inspection of the relative slowness variations as well as the updated local velocities will reveal if and where the automated tying procedure has produced unrealistic stretching and squeezing. Such areas can then be discarded, or the warping window is to be limited further.
DISCUSSION
The DTW method aims to guide the interpreter in the well tying process by suggesting the optimum solution to create highly correlated traces. However, verification of the results using the suggested QC measures is strongly advised. In particular, nonphysical local velocity changes or relative slowness perturbations are highly suspect, even if the final traces look perfectly matched.
The unconstrained DTW produces an optimal tying irrespective of physical implications; hence, the importance of properly bounding the warping paths. A large window may produce unrealistic connections; conversely, a very short one may lead to little to no improvement. The use of the global constraint leads to a robust matching process. The warping window parameter should be carefully adjusted to satisfy the trade-off between good matching and realistic alignment of events. This is similar to controlling the amount of stretching and squeezing in the manual method. This critical parameter keeps the velocity curve limited to realistic values.
The constrained DTW method was able to match similar events along the full seismic trace providing better correlation coefficients than the manual method. What validates the proposed approach is that a good agreement is found between the manual and automatic well tie inside the manual correlation window. Thus, the matching outside this window actually represents the best possible tying, but it is the velocity variation that helps identify whether these changes are acceptable or not.
As a general tying procedure, we recommend the following: 1) First, an appropriate wavelet is to be estimated. 2) Next, the correct wavelet polarity is to be chosen. 3) Then, a global bulk shift is to be applied, for instance, using a simple correlation. This avoids requiring large warping windows. 4) Finally, the length of the warping window should be slowly increased until the QC procedure indicates unrealistic stretching and squeezing results.
Estimation of an appropriate wavelet is a crucial step because it can greatly affect the ease and quality of manual and semiautomated well tying. The wavelet power spectrum is generally best estimated using spectral averaging. However, this leads to a zero-phase wavelet, which is likely nonoptimal. For the appropriate wavelet phase, we recommend the use of kurtosis-based methods for constant-phase wavelets (Van der Baan, 2008) or short-time homomorphic wavelet estimation (Herrera and Van der Baan, 2012b) for frequency-dependent wavelet phases. These methods use statistical means to obtain the wavelet estimates directly from the data, and they have been shown to be reliable even for relatively low signal-to-noise ratios (Edgar and Van der Baan, 2011; Herrera and Van der Baan, 2012b) .
There is an implicit assumption that the wavelet is stationary within the chosen correlation window. This is generally true for shorter windows, say, less than 0.5 s long, but for longer ones, seismic attenuation and dispersion make it less likely. If attenuation and dispersion corrections have been successfully applied to the data prior to the seismic-to-well tie, then the full correlation window can be used with a single wavelet. If not, three options exist:
1) Split the correlation window into several parts with individually estimated wavelets. 2) Estimate the time-varying wavelet directly from the data using statistical means. 3) Predict the wavelet's nature using deterministic methods, such as inverse Q-filtering.
Van der Baan (2012) gives a discussion on the advantages and inconveniences of corrections based on statistical estimates such as time-varying Wiener deconvolution and deterministic ones based on inverse Q-filtering.
Polarity is another crucial parameter in well ties. Polarity reversal can significantly improve the quality of the well tie (Gratwick and Finn, 2005) . Our recommendation is to compute a crosscorrelation between the synthetic and observed trace first to check if there is a significant difference in absolute value between the most positive and negative correlation coefficient. If not, we suggest to run the algorithm with the normal and reverse polarity and compare both outputs taking into account the effects on the velocity changes. The best tie connects reflectors with the same polarity and produces meaningful velocity changes.
Finally, other applications of DTW are envisionable for seismic data. These include alignment of baseline and monitor surveys in 4D seismic data (Fomel and Jin, 2009; Hale, 2013) , PP and PS wavefield registration for 3C data (Gaiser, 1996) , seismic offset balancing (Ross and Beale, 1994) , and depth conversion and VSP calibration (Hackert and Parra, 2002) . It could also be used for log-to-log correlations (e.g., Bois et al., 1972; Anderson and Gaby, 1983) , and to correlate logs and extracted cores (e.g., Price et al., 2008) .
CONCLUSIONS
Manually tying the generated synthetic to the seismic trace is a labor-intensive task, subject to interpreter bias. DTW improves the reproducibility of the tying process and creates a more guided, less subjective procedure. It also generates superior matches over conventional manual ties, yet possibly at the expense of unrealistic velocity changes. Unsupervised applications are therefore not advisable, and examination of the associated velocity changes is highly recommended.
Neither the visual impression nor the correlation coefficient are objective metrics of trust to evaluate the quality of a well tie. By integrating the robustness of the semiautomatic method into the traditional procedure, one generates a handsfree tying, which by no means implies unsupervised. 
