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Abstract In this paper, we present a novel and precise way
of estimating the direction and delay of arrivals in multi-
path environment for channel estimation purposes. Recently,
super-resolution methods have been widely used for high-
resolution direction of arrival (DOA) or time difference
of arrival (TDOA) estimation. The proposed algorithm,
called JDTDOA, is applicable to space–time channel estima-
tion for space–time processing systems that employ hybrid
DOA/TDOA technology. The estimator is based on conven-
tional MUSIC algorithm to find the DOA and uses a standard
correlator alongwith spline interpolation to find theTDOAof
each arrival. In the interest of estimating the channel’s char-
acteristics, each direction must be associated with its proper
delay of arrival. To achieve this, we suggest a very simple
and optimum beamforming by performing maximum vari-
ance distortionless response applied to eachDOA found. The
output at each DOA beamforming process gives the recov-
ered signal from the relevant direction. A correlation is then
made between each recovered signals which can be interpo-
lated by cubic spline. The peak in correlation figure indicates
the specific delay between the signal arrivals coming from
the two considered direction.
Keywords Joint TDOA-DOA · Channel estimation ·
MUSIC algorithm · MVDR algorithm ·
Second order estimation
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Nowadays, the increasing need in high-speed and high-
quality wireless communications makes rigorous chan-
nel estimation critical in mobile terminals and networks.
Improvements of the performance regarding bit error rate
(BER) by more precise channel characteristics estimation
is therefore an ongoing topic in mobile radio research and
development as recent publications like [1,2] andmanymore
suggest.
In space–time processing systems, channel characteristics
such as direction and time difference of arrival (DOA and
TDOA respectively) are required to enhance the reception of
the transmitted signal. That capability is especially beneficial
inmultipath environments,wheremultiple delayed and faded
reflections are combined to one direct signal. By estimating
direction and time delay of arrival, the received signals from
different paths (direct signal and multiple reflected signals)
can be weighted and shifted to get the stronger signal. This
principle is used in many algorithms like the one proposed
in [3] or the algorithm which we use in Rake receivers [4].
With this in mind, it is clear that the accuracy of DOA and
TDOA measurements as well as a proper match between the
delays and directions is important. It is therefore desirable
to seek a procedure that automatically yields and sorts the
delay-angle pairs in a straightforward and highly preciseway.
For that matter, some algorithms were suggested such as
the one proposed in [5]. However, those algorithms require a
known sequence of symbols, a preamble, to retrieve the time
delays between each arrival. Other joint DOA and TDOA
estimation algorithms are proposed in [6] and [7]. Since their
models for time delays are taken from the known modula-
tion pulse shape of one symbol, those algorithms do not need
any preamble. On the other hand, they are limited to delays
smaller than the symbol duration. In mobile communication,
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time delays between different paths are most likely to be
longer than the symbol rate. In [8] and [9], algorithms are
proposed to estimate time delays and directions of arrivals
without the use of any preamble. Nonetheless, those algo-
rithms only work for ultra-wide band systems.
In this work, a practical method to estimate TDOA asso-
ciated with DOA information in the presence of multipath
without any preamble sequence is proposed. By using high
resolution, we focus on estimating the DOA and TDOA of
each narrowband arrival signal, which are two closely related
aspects of array processing.
To do so, we propose to use the conventional MUSIC
algorithm [10] and the Capon beamforming [11] in conjunc-
tion with the correlation function. The new proposed numer-
ical method is able to associate correctly the DOA from the
MUSIC algorithm and TDOA from the correlator. To our
knowledge, no other existing algorithm is able to jointly
estimate of TDOA/DOA without preamble, considering also
intersymbol interference (ISI) within symbol and between
symbols.
2 System model
The systemmodel considered in this work consists of a linear
uniform array antenna of N identical elements, on which
we have the impinging arrivals for one user. The M signals
consist of one direct signal and M−1 reflected ones. Since the
MUSIC algorithm is used to estimate the direction of arrivals
(DOAs), the number of wavefront arrivals, or signals, must
be smaller than the number of elements in the array antenna,
as suggested in [10].
Figure 1 illustrates the narrowband signal from one user
considered as a source. Only the signal sm(t) from this user
is shown. We can also extend the proposed algorithm to con-
sider several userswith different signals andmore reflections.
The analytic received signal is composed of the sum of M
source signals arriving from different angles and at different










Fig. 1 Uniform array antenna with two impinging signals
copy of the direct signal. The signal received from the array
is the N × 1 complex vector x(t). We can express the output
vector x(t) by defining at first sm(t) as
sm(t) = αmsd(t − Tm) (1)
whereαm and Tm are the (arbitrary) amplitude and time delay
of each signal path, respectively. In our assumption, sd(t) is
the direct signal received at the first element with αd = 1
and Td = 0; d is the index of the direct signal.
Then, we define x(t) as the snapshot signal at the output












sm(t − (N − 1)τm)
⎤
⎥⎥⎥⎦ . (3)
Since the delay of the wavefront arrival between the first
element and the element m, τm , is small with respect to the
inverse of the signal bandwidth, we can replace this delay by











The vector in (4) is a N×1 vectorwhich is known as direction
vector or steering vector and expressed as
a(θm) =
[
1, e− j2π fcτm , . . . , e− j2π fc(N−1)τm
]
. (5)
We can also define the phase shift of each narrowband arrival
signal as:
ϕm = 2π fcτm = 2π fcD
c
sin(θm). (6)
The symbol  denotes transpose, fc is the carrier frequency
of the incident signals, and τm is the delay taken by the m-th
signal path between two adjacent elements; D is the interele-
ment spacing and n(t) is the N × 1 complex additive noise
vector. The noise at different elements of the array antenna
can be considered as zero-mean Gaussian stationary random
processes and independent from each element. So the noise
at the antenna elements is mutually uncorrelated and also it
is uncorrelated with the signals.
The delay from one component of the arrival signal
impinging between adjacent elements of the array antenna
(τm) is caused by the path length difference m as seen in
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Fig. 1. This delay is comparable to the period of the carrier
fc, and much smaller than the duration of autocorrelation of
emitted signal (or just the direct signal). So, it can be related to
a phase shift. On the other hand, the delays (Tm) between the
components are larger than the duration of autocorrelation of
emitted signal. Therefore, these components are non corre-
lated between themselves and we can consider them as inde-
pendents sources. If correlation occurs, it is possible to use
a spatial smoothing technique to make some decorrelation.
The N × N autocorrelation matrix of the array output





= ARss AH + σ 2IN (7)
where A is the steering matrix:
A = [a(θ1), a(θ2), . . . , a(θM )] . (8)
The symbol H denotes the Hermitian transpose. The vari-
ables σ 2 and IN are the variance of the additive noise and
identity matrix, respectively, because the noises are indepen-
dent from one element to the others; Rss denotes the M × M















ThematrixRss is a diagonal matrix since the arrivals are con-
sidered as independent sources, as stated in [10]. The variable
μm then corresponds to the power of the m-th arrivals.
3 Review of algorithms
The proposed algorithm is based on the fusion of MUSIC
algorithm and beamforming. We will make a short review of
these two.
3.1 MUSIC algorithm
The original or conventional MUSIC algorithm [10] was
proposed to estimate the directions of arrival of the uncor-
related or partially correlated signals. Since this algorithm
exceeds the Rayleigh resolution criterion, it is classified as
high-resolution algorithm. There are N − M eigenvectors
associated with the kernel (null space) of the Rxx in a case
without noise. That is valid only when source signals are
independent or not completely correlated. To be sure that we
have independent sm(t), the delay Tm should be greater than
the autocorrelation of sd(t). The matrix Vn is made from the
eigenvectors vi associated with the N − M smaller eigenval-
ues of Rxx as
Vn =
[
vM+1, vM+2, . . . , vN
]
. (11)
Due to Rxx matrix properties, all steering vectors, a(θm)
are orthogonal to all vectors in Vn . Conventional MUSIC is
based on this fact and we can write:
aH (θm)VnVHn a(θm) = 0 (m = 1, 2, . . . , M) (12)
where index m indicate the signal index (m = d for direct
signal, m = 1 . . . M = d for reflected ones).
Therefore, by exploiting the orthogonality between the
steering vector and the null space in (12), we can express the




where aH (θ) is constructed as in (5) with different values of
θ . Peaks of the MUSIC spectrum correspond to the direction
of arrival of the signals impinging on the array antenna.
3.2 MVDR beamforming
Performing optimum beamforming maximum variance dis-
tortion response (MVDR) [11] (also calledCaponbeamform-
ing) for array antenna involves maximization of the signal-
to-interference ratio (SIR) in a given direction. The signals
coming from other directions are then considered as interfer-
ence.
We have to estimate the complex N × 1 weight vector
w, for conventional Capon Beamforming by maximizing the
SIR. The input vector is written as
x = αθa(θ) + bθ (14)
whereαθ is the amplitude of the signal coming fromdirection
θ (if no signal is coming from this direction, then αθ = 0), bθ
is the sum of all vector components not colinear with a(θ),
i.e., all signals coming from others directions than θ . The







Rbb = Rxx − μθa(θ)aH (θ) (16)
and
μθ = var{αθ }. (17)
Applying the Schwarz inequality to (15) yields:
SIR ≤ |αθ |2 aH (θ)R−1bb a(θ). (18)
The maximum of this ratio is obtained for:
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wθ = βR−1bb a(θ) (19)
where β is a proportionality constant. By using the matrix
inversion lemma and Eq. (16), we can write:
R−1bb = R−1xx + μθ
Rxxa(θ)aH (θ)R−1xx
1 − μθaH (θ)R−1bb a(θ)
. (20)
Applying (20) in (19), we retrieve the well-known expres-







Determining the time delays of the arrival signals in a multi-
path environment without knowledge about the emitter sig-
nal is one objective of this paper. To estimate adequately the
propagation channel, we must find the delays of different
impinging signals in each element of antenna. To do this, we
can use correlation function as it is done in numerous papers.
In most proposed algorithms, the delay can be found using
correlation function of the received signal and the transmit-
ted one. The disadvantage of the conventional approach is
that a known transmitted signal to which the received signal
can be correlated is needed. Another problem is that these
delays cannot be associated with their respective DOA. In
other words, by using directly the correlation function, we
can find different peaks which are related to the delays of
arrival, but we can not associate each delay with its proper
DOA.
Two main ways can be taken. It is possible to deal with
these problems by obtaining jointly the direction and the
delay by a two parameters directional vector to create a(θ, t).
However, even 2D MUSIC algorithm [12] cannot be used
without any knowledge of the signal in time to create amodel.
Also, 2D MUSIC requires a search in a two-dimensional
space of the pseudospectrum P(θ, t) as described in (13). A
peakmust appear at each (θm , Tm) so the association between
direction and delay is made directly. The complexity of the
search is problematic: scanning the entire space can take a
very long time. We recall that 2D MUSIC always requires
a preamble to treat ISI between symbols, or a pulse shape
model for ISI within symbol only.
The other possible process is to consider the direction and
delay separately by applying a conventional cross-correlator
between the signal at one receiving element and a copy of
the direct signal to estimate all delays of arrival signals. The
MUSIC algorithm can also be applied to estimate all direc-
tions of arrival. Two limitations appear with this approach.
Firstly, it is still necessary to include a preamble signal to
create the copy of the direct signal alone. Without an idea
of the direct signal, the autocorrelation can be used instead
but many peaks will appear at all positions Tp − Tq (p = q)
and not just at positions Tm − Td (where the index m = d
corresponds to the direct signal). Secondly, the delays and
directions are estimated separately. Another step is needed
tomatch or associate each estimated delay with one direction
among those estimated.
So, we propose to proceed in an intermediate way. Rather
than making completely independent searches of directions
and delays, we suggest to perform the second search (in t)
considering the result of the first search (in θ ). The proposed
algorithm has many advantages: No known signal is needed
anymore; and in addition, not only the association is made
directly, but also the two searches are performed in a simple
way.
The steps are as follows:
(a) MUSIC algorithm shown in Sect. 3.1 is applied to find all
directions of arrival θm . The θm are the M maximas of the
function P(θ) of Eq. (13). We can also use Root-MUSIC
[13] to estimate directly all directions of arrival without
plotting the pseudospectrum.
(b) A new signal is generated at the output of the array
antenna by applying a beamforming in one of the direc-
tions determined in the previous step. This beamformer
tries to eliminate all arrival signals except one having the
index m in the direction θm . The simple beam steering
can be made by phasing the array to steer the main lobe
in the direction θm .
This step, which is fairly simple, is the main contribution
of this paper. The idea is important because at the end
of this step, we now have a pseudocopy of sm(t), named
ym(t), defined in (1) by summing the signals from all
elements as in a phased array antenna:
ym(t) = wH (θm)x(t) ≈ βsm(t). (22)
For the case of simple beam steering on a linear uniform
array, we have w = wa so that:
wa(θm) = [1, e− jϕm , e− j2ϕm , . . . , e− j (N−1)ϕm ] (23)
where β in a proportionality constant, ϕm is calculated
as in Eq. (6), x(t) is the snapshot vector defined in (2).
The simple beamsteering works well to retrieve the
pseudocopies ym(t) but the signals coming from direc-
tions close to θm are just slightly attenuated, not enough
for impressive results. That is why we suggest using the
MVDR beamforming shown in Sect. 3.2 instead. With
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which gives an ym(t) much more closely proportional to
sm(t) since all contributions from others directions than
θm are completely removed.
(c) A conventional cross-correlation is now made between
ym(t) from m = 1 . . . M (which contains in theory only
the signal of the m-th arrival) and any other arrival signal
among the (M − 1) ones, called yp(t) (the p-th arrival),
where p can be taken in 1 . . . M . That gives the output
ump such that:
ump (τ ) = ym(t) ◦ yp(t) (25)
where ◦ is the correlation function. Since time t is dis-
crete, we can add spline or even linear interpolation on
ym(t) and yp(t) in order to perform correlation for τ
within a fraction of the sampling time Ts (τ = k × Ts/q
where k and q, the interpolation factor, are integers). We
could therefore achieve better time delay estimations than
with τ as a multiple of Ts (τ = k × Ts).
The correlation function is maximum when τ corre-
sponds as closely as possible to the delay between ym(t)
and yp(t). Since ym(t) is the pseudocopy of sm(t), ym(t)
is proportional to sd(t − Tm) according to Eq. (1). The
same reasoning is applied to yp(t) with sd(t −Tp). Then
the peak of ump (τ ) gives the delay difference between
the m-th and the p-th arrivals:






After obtaining all Tm − Tp for m = 1 . . . M for a given
p, we can find the index d of the direct signal. In fact, the
value of m giving the most negative Tm,p (which may be
0, if we select by chance p = d) corresponds to the index
d of the direct signal since the direct signal is always the







Consequently, the delay for each arrival compared to the
















since Td is assumed to be 0.
To associate each DOA with the correct TDOA, the algo-
rithm considers one DOA at a time from those provided by
the MUSIC spectrum and calculates the beamformer output
signal ym(t) from each of them. The advance (Tm,p < 0 ) or
the delay (Tm,p > 0) of the m-th arrival compared to a given
p-th arrival in (26) is extracted by the peak location in τ of
the correlation function (25).
5 Numerical examples
The modulation used in the subsequent examples is QPSK
at the symbol rate of 1MHz with one sample per symbol
(sampling rate of 1MHz); however, it can be easily replaced
by any other kind of modulation.
The array ismadewith N = 8 elements having an interele-
ment spacing of d = λ/2. An estimation of the covari-
ance matrix is computed from K = 500 snapshots so that
Rxx ≈ 1K
∑
k x(t = kTs)x(t = kTs)H . A snapshot is
taken at an interval corresponding to the symbol duration
Ts = 1.0µs. When cross-correlation is made between sig-
nals, the resolution is then 1µs. Those parameters are used
in the two following numerical examples.
(a) To show that the algorithm is able to associate adequately
direction and delay of arrivals, we consider direct signal
coming from the source at θ2 = 30◦ with a signal-to-
noise ratio SNRm = μmσ 2 of SNR2 = 14dB. The index for
the direct signal is then d = 2 (T2 = 0). Three reflected
signals are impinging on the array from θ1 = −10◦, θ3 =
40◦ and θ4 = 70◦ with delay from the direct signal equal
to T1 = 11.5, T3 = 2.8 and T4 = 18.4µs and SNR1 =
20,SNR3 = 6 and SNR4 = 17dB. So, we have M = 4
and:
θ = [−10◦, 30◦, 40◦, 70◦]
T = [11.5, 0, 2.8, 18.4]µs.
TheMUSIC algorithm using Eq. (13) is now applied and
the pseudospectrum is plotted in Fig. 2. From this figure,
the M = 4 peaks give the directions of arrival. We found,
for this example, an estimated vector of DOAs

















Fig. 2 MUSIC pseudospectrum from simulation of the numerical
example
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Fig. 3 Correlation function curves between xn(t) (n = 1, 2, . . . 8) and
the direct signal sd (t) (used to find the delays)
θˆ = [−9.92◦, 30.12◦, 39.86◦, 70.18◦].
However, at this step, we are not able to determine which
one of the M direct and reflected paths corresponds to
each of those angles.
If we apply autocorrelation directly on xn(t) (we recall
that xn(t) is the signal received at the n-th element),
we obtain a lot of peaks (more than 4) at all positions
Tp − Tq , where 1 ≤ p, q ≤ M . Applying rather cross-
correlation between xn(t) and sd(t) (sd(t) with d = 2 is
the direct signal alone), we obtain four peaks at positions
Tm′ − Td in a different order m′ as seen on Fig. 3. Con-
sequently, the four peaks are badly indexed but closely
estimated at T˘ ≈ [0, 2, 11, 18]µs; vector T˘ contains
an estimation of TDOAs in increasing order which is not
the right order considering the signal order in the vec-
tor of estimated directions of arrival θˆ . We recall that
the exact TDOA vector is T = [11.5, 0, 2.8, 18.4]µs.
The problem now is to associate each TDOA to each
DOA obtained in the previous step. Moreover, we need
to know the content of the emitted signal (or at least
just have the direct signal) when proceeding in this man-
ner. That is why step (b) in the proposed algorithm is so
important.
For each θ in vector θˆ , we must obtain the pseudocopy
ym(t). Beginning with θ = −9.92◦ (m = 1, the order
is not important), we compute the corresponding weight
vector wa or preferably wb following (23) or (24) tak-
ing θm = −9.92◦ (the weight vector wa gives infe-
rior performances, but it is easier and faster to obtain
since it does not require the covariance matrix inver-
sion). We retrieve y1(t) by applying the weight vector



































































































Fig. 4 Correlation functions curves um1 (τ ) for each value of m from
1 to M = 4 (taking θ1 = −9.92◦, θ2 = 30.12◦, θ3 = 39.86◦ and
θ4 = 70.18◦) (used to find the associated delay)
y1(t) should be close to s1(t) = α1sd(t − T1). And so on
for θ = 30.12◦, 39.86◦ and 70.18◦ in this example.
Figure 4 shows the M = 4 cross-correlations between
y1(t) and ym(t) giving the functions um1(τ ) (p = 1)
according to (25). From these curves, we see that d =
2, since the peak appears at the −11µs (we recall that
the resolution of cross-correlation is Ts = 1µs) in the
upper-right graph m = 2, which is the most negative
peak location in τ for the 4 correlation functions. We
can also observe that the DOA corresponding to θ =
−9.92◦ has index m = 1 since the peak is at τ = 0 as
for the autocorrelation function. Then the arrival coming
from θ1 = −9.92◦ is 11µs behind the arrival coming
from θ2 = 30.12◦. The peak of the correlation function
u31(τ ) (θ3 = 39.86◦) is approximately at τ = −9µs
then the arrival coming from θ1 = −9.92◦ is 9µs behind
the arrival coming from θ3 = 39.86◦. From correlation
function u41(τ ), the arrival coming from θ4 = 70.18◦
is in advance by close to 7µs from the arrival coming
from θ1 = −9.92◦. The estimated time delays from these
graphs (with p = 1) following (28) are now in the right
order:
Tˆ1 = ([0, −11, −9, 7] − [−11, −11, −11, −11])µs
= [11, 0, 2, 18]µs.
In our simulation, we made the first reflection (arrival
#3) very weak and very near in time (just 2.8µs late)
compared to the direct signal (#2). So, the signal from
this reflection is drowned out by the direct signal. We
observe on Fig. 3 small peaks at the right of the first
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Fig. 5 Correlation function curves um3 (τ ) for each value of m from 1
to M = 4 (θ1 = −9.92◦, θ2 = 30.12◦, θ3 = 39.86◦ and θ4 = 70.18◦)
(used to find the associated delay)
peak for all correlation curves. However, the proposed
algorithm performs very well to extract the delay T3 even
if this weak signal is very close to the strongest one. That
explains why the algorithm succeeds in associating the
delays and directions.
Figure 5 shows the results when we repeat the same
process but taking DOA at 39.86◦ (arrival #3), the cor-
responding weight vector wb, to compute y(t) from
which are found the 4 cross-correlation functions ump (τ ).
Again, from graph at lower-left, we see that p = 3 since
the peak is at τ = 0 in this graph. The figure indicates that
Tˆ3 = ([9, −3, 0, 16] − [−3, −3, −3, −3])µs
= [12, 0, 3, 19]µs.
This new vector of estimated delays of arrival obtained
with p = 3 is slightly different from this with p = 1, but
it is still in right order.
If we repeat the process with p = 2 and p = 4, we find 2
others vectors of estimated delays Tˆ2 and Tˆ4. The means





Tˆ p = [11.25, 0, 2.5, 18.75]µs
which is very close to the vector of exact delays. If a
cubic spline interpolation is applied before the cross-
correlation (with an interpolation period of Ts/10, there-
fore q = 10), we can retrieve even more closely the time
delays:














































Fig. 6 Root-mean-squared error on the time delays T1 and T2 estima-
tion in function of SNR. The time delays are estimated with pseudo-
copies formed by MVDR beamforming on the exact DOA and on the
estimatedDOAusingMUSIC. EachRMSEvalue is calculated for 1,000
Monte Carlo simulations

























Fig. 7 Root-mean-squared error on the time delays T1 and T2 estima-
tion for SNR of 5dB in function of error on θ1. The time delays are
estimated with pseudocopies formed by MVDR beamforming on the
estimated DOA with the added error. Each RMSE value is calculated
for 1,000 Monte Carlo simulations
¯ˆTspline = [11.43, 0, 2.75, 18.32]µs.
(b) In order to show the accuracy and precision of the JDT-
DOA algorithm, we consider two signal arrivals: a direct
signal at θ2 = 30◦ and T2 = 0µs and its reflection at θ1 =
−10◦ and T1 = 11.6µs (unless otherwise specified). The
two signals have the same SNR, which is described along
Figs. 6, 7 and 8. Since the MUSIC algorithm’s perfor-
mance is already studied in [14,15] and [16], this example
focuses more specifically on time delay estimation.
TheMVDR beamforming is applied on the observed sig-
nals to create the two pseudocopies of the direct sig-
nal s2(t) and the reflected one s1(t). This beamforming
is done using the estimated DOAs and using the exact
DOAs. The correlation function is then performed on the
pseudocopies (y1(t) and y2(t)) which are interpolated
with cubic spline at each Ts/10 s. To obtain Fig. 6, those
steps were repeated for different SNR.
As seen in this figure, the root-mean-squared (RMS) error
on the time delays with estimated DOA remains very low
until a SNR of −5dB. Under −5dB, JDTDOA reach a
limit where time delays cannot be estimated accurately.
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Fig. 8 Root-mean-squared error on the time delays T1 and T2 estima-
tion for SNR of 5dB in function of delay T1 (T2 always kept equal
to 0 since d = 2). The time delays are estimated with pseudocopies
formed by MVDR beamforming on the exact DOA. Each RMSE value
is calculated for 1,000 Monte Carlo simulations
This limit is lower for time delays estimated with exact
DOA.
In Fig. 7, error is added on the estimated θ1 and the result-
ing inaccurate DOA is used in the MVDR beamforming.
This figure shows that an error as great as 7.5◦ is accept-
able on θ1 in order to properly estimate and associate both
delays.
For Fig. 8, the MVDR beamforming is performed using
the exact DOA and the correlation function estimate the
delays for different time delays T1. This figure illustrates
the precision reached by the correlation with cubic spline
interpolation. For ISI between symbols, the correlation
(with cubic spline interpolation of Ts/10) can estimate
each TDOA within a Ts/10 error. Nonetheless, for ISI
within symbols, the delays cannot be estimated with high
accuracy: For delays lower than Ts , the time delay T1 is
estimated to the nearest value (either 0 or Ts) leading to a
higher RMS error. Also, it is expected that the RMS error
on the time delay is lower for delays that are multiples of
the sampling period Ts , since the correlation is then max-
imal on non-interpolated samples. Likewise, the RMS
error is inferior for uneven multiples of Ts/2 because
the correlation is then maximal halfway between non-
interpolated samples. However, since the cubic spline
interpolation does not follow the pulse shapemodel, other
time delays lead to greater RMS error (near Ts/10).
6 Computational complexity
The 2D MUSIC [12] algorithm is selected as basis to com-
pare the computational complexity even with the pream-
ble requirement. The 2D MUSIC is able to find with high
resolution and to associate appropriately DOA and TDOA
of direct and reflected signals in multipath environment.
The complexity is evaluated in terms of complex multi-
plications. Either 2D MUSIC or JDTDOA, the first steps
are then same: form the covariance matrix Rxx from the K
snapshots and make the eigen-decomposition of Rxx. The
principle of 2D MUSIC is to search in a 2D plane using θ
and τ as two distinct scanning parameters. As MUSIC, the
steering vector a(θ, τ ) is projected in the noise subspace as
in (13) whose eigenvector matrix Vn form the basis. Each
projection needs (N × (N − M) + (N − M)) multiplica-
tions and one division (or one multiplication by the inverse).
The pseudospectrum is then plotted in 3D for a grid hav-
ing nθ points in θ and nτ points in τ . Therefore, a total
of (N × (N − M) + N − M + 1) × nθ × nτ multipli-
cations is required for all combination of θ and τ , besides
the eigen-decomposition. After that, a procedure must be
added to localize the M peaks of the 2D pseudospectrum.
Root-MUSIC could have been more interesting to reduce
calculations and to avoid peaks retrieving in the pseudospec-
trum. Unfortunately, a version of Root-MUSIC having two
scanning parameters does not exist until now. On the other
hand, the proposed algorithm JDTDOA takes the following
steps:
• The DOAs are found from 1D MUSIC requiring (N ×
(N − M) + N − M + 1) × nθ multiplications. A proce-
dure must be added to localize the M peaks but in a 1D
pseudospectrum which is simpler than 2D search. At this
step however, the proposed algorithm can profit of Root-
MUSIC to calculate the DOAs without peaks search and
with a less computational complexity than 1D standard
MUSIC pseudospectrum alone.
• To retrieve the R−1xx , we can use eigen-decomposition
found previously. Moreover, R−1xx can be approximated
by a Moore–Penrose pseudoinverse using only the M
greater eigenvalues and the M eigenvectors associated
with those eigenvalues. After inverting all M eigenval-
ues (1/λm), we need to achieve multiplications by the
eigenvectors matrix on each side: R−1xx = Vs−1s VHs
where Vs corresponds to the M eigenvectors and −1s =
diag{1/λ1, 1/λ2, . . . , 1/λM }. Therefore, N×M×(N+1)
multiplications must be done to retrieve R−1xx .
• For the next step, the weight vector wb(θm) of MVDR is
calculated as in (21). As part of the denominator and the
numerator, Rxx−1a(θm) can be computed once: N × N
multiplications are needed for this operation. Then, N
multiplications are still needed for the denominator, and
lastly, N divisions are required. The weight vector is cal-
culated for each M directions. So, MVDR requires a total
of M × (N 2 + 2N ) multiplications.
• In this step, the pseudocopy of sm(t), corresponding to
ym(t) is obtained from (22). The weight vector wb(θm)
is multiplied by the received signal vector x(t) for each
value of t and for each θ = θm . This step takes a total of
K × M × N multiplications.
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• Finally, the correlation (without interpolation) must be
made M times (for each source) following (25); each one
needs nτ multiplications for a total of M × nτ .
Consequently, the JDTDOA takes N 2×(nθ +2M)+N ×
(nθ × (1− M) + M × (K + 3)) + nθ × (1− M) + M × nτ
multiplications. Considering a system with M = 4 sources
(one direct signal and three reflected ones)where the received
signal on the N = 8 elements of an antenna array is sampled
K = 500 times, as in our example. Considering also a real-
istic pseudospectrum where nτ = 50 (maximum delay of 25
symbols; a longer delay in unnecessary since the reflection
arriving far away from the direct signal is insignificant in
practice), nθ = 180 (a resolution of 1◦ is typical to separate
each component of the received signal). In this condition,
the 2D MUSIC algorithm needs up to 333,000 multiplica-
tionswhether JDTDOArequires only 23,532multiplications.
Also, for 2D MUSIC, the extraction of peaks from the 2D
pseudospectrum must be made to retrieve the direction and
time delay of arrivals. For a human with his eyes and his
brain, this process is easy, but it is very complex for a com-
puter machine when some peaks are very smooth (not sharp).
For JDTDOA, the DOAs can be extracted easily using Root-
MUSIC at the first step of JDTDOA and the unique peak
of the cross-correlation functions ump (τ ) is found taking τ
giving the maximum value. Consequently, as mentioned in
[17], the 2D MUSIC needs more calculus in spit of the good
results achieved; these latter are however comparable to the
ones from JDTDOA.
7 Conclusion
We have proposed a simple and precise method to estimate
channel characteristics. The proposed method called JDT-
DOA is able to associate the directions and the delays of any
arriving signal on an array antenna in a multipath environ-
ment, without any knowledge of an emitted data sequence
(preamble). JDTDOA is based on a mixture of MUSIC esti-
mation and MVDR beamforming. In fact, MUSIC is a high-
resolution estimator for DOAs, while MVDR is optimal in
the sense of SIR to eliminate undesired signal coming from
others directions. The delays are extracted by using a simple
correlator between the recovered copy of the different signals
ym(t) with a reference one (yp(t)).
The complexity of the JDTDOA is less than that 2D
MUSIC algorithm working jointly in space and time to find
the directions and the delays of arrival signals and this latter
needs a preamble. Until today, JDTDOA is the only algo-
rithm that can be applied to narrow band mobile commu-
nications while retrieving jointly DOA and TDOA without
the use of any preamble for delay greater than one symbol
(ISI between symbols). Although some algorithms use the
pulse shape model instead of preamble, those are only able
to consider ISI within symbol.
The resolution in direction depends onMUSICestimation,
which is known as a high-resolution algorithm. However, the
resolution in delay is given by standard cross-correlations
only. The resolution achieved in delay is, however, suffi-
cient since it is less than a fraction of the sampling period.
Because no second-order statistics are involved, high resolu-
tion is not reached. To increase this resolution, cubic spline
interpolation can be used on the retrieved signals before the
correlation. Again, we can use the means of TDOAs found
using each of the M recovered copies as the reference, one
at a time. It is also possible to take more samples per sym-
bol (oversampling), decreasing Ts . Another possibility is to
adapt the algorithm in [18] for the cross-correlation profile.
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