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Nonlinear harmonic forms and Indefinite Bochner
Formulas
Mark Stern
1 Introduction
The link between topology and geometry provided by harmonic forms and L2-cohomology
has played a fundamentally important role in differential and algebraic geometry. In this
note, we introduce a new object to geometric analysis, which we call a nonlinear harmonic
form. We define these forms as closed differential forms z which
• represent a fixed class in de Rham cohomology, and
• minimize ‖z‖2L2 subject to a natural nonlinear constraint p(z) = 0.
Because the energy is the usual L2 energy, the nonlinear harmonic forms satisfy rich Euler
Lagrange equations. The constraints we consider in this paper are polynomial. Our initial
regularity results require that p is diffeomorphism invariant. Our first example, which arises
from our investigations into the Hopf conjecture, imposes the constraint p(z) = z∧z. These
forms are in some ways intermediate between surfaces and harmonic forms, and their analysis
is similar to that of harmonic maps. It is not difficult to prove minimizers exist, but their
regularity theory remains to be developed. For example, we have the following theorem.
Theorem 1.1. Let Mn be a compact Riemannian manifold. Let f be a p−form with
f ∧ f = 0. Let h be the harmonic representative of f . Set
Q := {y ∈ H1 : (h+ dy) ∧ (h+ dy) = 0, and d∗y = 0}.
Let E(y) = ‖h + dy‖2. Let ν0 := inf{E(y) : y ∈ Q}. Then there exists y ∈ H1 such that
E(y) = ν0. Moreover z := h+ dy lies in the Morrey space L
2,n−2p.
In this note, we establish only the most elementary properties of nonlinear harmonic
forms. A careful analysis of their singularities requires further study.
Our interest in these nonlinear harmonic forms was first sparked by our application of a
new indefinite Bochner formula to investigation of the Hopf conjecture. Although we have
not fruitfully applied nonlinear harmonics to this conjecture, we include a discussion of the
Hopf conjecture, which may be of independent interest.
Conjecture 1.2. (Hopf) S2 × S2 does not admit a metric of strictly positive sectional
curvature.
In order to apply harmonic form techniques to this question, we consider a stronger
conjecture.
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Conjecture 1.3. A compact oriented 4−manifold with positive sectional curvature with
nonvanishing second betti number has definite intersection form.
As H2(S2 × S2) has an indefinite intersection form, the Hopf conjecture follows imme-
diately from Conjecture 1.3.
Let h be a harmonic 2- form on a compact oriented Riemannian 4-manifold of positive
sectional curvature. We may decompose h as
h = h+ + h−,
where
∗h± = ±h±.
Conjecture 1.3 implies that
|h+||h−| ≡ 0. (1.4)
In a local orthonormal frame, the Bochner formula gives
− 1
2
∆|h|2 = |∇h|2 −Rijklhkjhil +Ricilhlqhiq. (1.5)
Positivity of the sectional curvature implies positivity of the Ricci term in (1.5) but does not
imply positivity of the remaining curvature term without additional assumptions. Equation
(1.4) suggests we replace |h|2 in the the Bochner formula with |h+|2|h−|2. This leads to an
indefinite Bochner formula.
In a neighborhood of a point where |h+|2|h−|2 6= 0, we can choose an oriented orthonor-
mal coframe {wi}4i=1 and frame {ei}4i=1 in which h takes the form h = aw1 ∧w2+ bw3 ∧w4,
with a > b. In this frame, we have (see (2.11))
− 1
4
∆ ln(|h+|2|h−|2) = R1331 +R2442 +R2332 +R1441 + |II|2 − 1
2
|T |2, (1.6)
where II is a generalized second fundamental form and T is a vectorfield which vanishes
if and only if the distribution spanned by {e1, e2} and the distribution spanned by {e3, e4}
are both integrable.
The only curvature terms which appear in (1.6) are sectional curvatures, making such
exotic Bochner formulas appear well suited to studying metrics of positive sectional curva-
ture, if we can control the torsion terms. In order to eliminate half the torsion terms, we
study nonlinear harmonic forms subject to the constraint z ∧ z = 0. For such forms, we
obtain the integrability of the distribution spanned by {e3, e4}, eliminating a summand of
T . Moreover, the Euler Lagrange equations for the nonlinear harmonic still imply equation
(1.6). In fact, these equations can be derived (6.15) using only the fact that 0 is a crit-
ical point of ‖φ∗th‖2, for all smooth one parameter families of diffeomorphisms satisfying
φ0(x) = x. This does not suffice to settle (1.3) but suggests that the nonlinear harmonics
deserve careful study.
I would like to thank Daniel Stern for explaining the significance of Bettiol’s work and for
many useful discussions. I also thank Hugh Bray and Robert Bryant for helpful discussions.
2 An indefinite Bochner formula
Let h be a strongly harmonic 2 form on a riemannian 4−manifold M . In a neighborhood
of a point where h is neither self dual nor antiself dual, we may choose an oriented local
orthonormal frame {ei}4i=1 and dual frame {wi}4i=1 so that
h = aw1 ∧ w2 + bw3 ∧ w4. (2.1)
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Let Σa and Σb denote the distributions spanned by {e1, e2} and {e3, e4} respectively. Write
∇eiej = γkijek, and ckij := γkij − γkji. (2.2)
Then the torsion vectors
Ta := c
3
12e3 + c
4
12e4 and Tb := c
1
34e1 + c
2
34e2 (2.3)
vanish if and only if the respective distributions Σa and Σb are integrable. Define the
generalized second fundamental form of Σa and Σb by
IIa :=
∑
i,j=1,2
∑
k=3,4
1
2
(γmij + γ
m
ji )w
i ⊗ wj ⊗ em, (2.4)
and
IIb :=
∑
i,j=3,4
∑
k=1,2
1
2
(γmij + γ
m
ji )w
i ⊗ wj ⊗ em. (2.5)
The generalized mean curvature vectors of these second fundamental forms are given by
Ha = (γ
3
11 + γ
3
22)e3 + (γ
4
11 + γ
4
22)e4, (2.6)
and
Hb = (γ
1
33 + γ
1
44)e1 + (γ
2
33 + γ
2
44)e2. (2.7)
In this notation, dh = 0 gives
0 = a3 − aH3a + bT 4a ,
0 = a4 − aH4a − bT 3a ,
0 = b1 − bH1b + aT 2b ,
0 = b2 − bH2b − aT 1b ,
and d∗h = 0 gives
0 = a1 − aH1b + bT 2b ,
0 = a2 − aH2b − bT 1b ,
0 = b3 − bH3a + aT 4a ,
0 = b4 − bH4a − aT 3a .
Setting f = ln(
√
a2 − b2), gives
∇f = Ha +Hb; (2.8)
so f is a generalized area function. Taking second derivatives, we have
f11 = γ
1
33,1 + γ
1
44,1.
f22 = γ
2
33,2 + γ
2
44,2.
f33 = γ
3
11,3 + γ
3
22,3.
f44 = γ
4
11,4 + γ
4
22,4.
Hence
∑
j
fjj = γ
1
33,1 + γ
1
44,1 + γ
2
33,2 + γ
2
44,2 + γ
3
11,3 + γ
3
22,3 + γ
4
11,4 + γ
4
22,4. (2.9)
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In this frame, the sectional curvatures are given by
Rijji = γ
i
jj,i + γ
i
imγ
m
jj − γiij,j − γijmγmij − (γmij − γmji )γimj . (2.10)
At a fixed point, we may rotate our frame so that γ4i3 = 0 = γ
2
i1. In such a frame adapted
to the given point, we have
R1331 + (γ
3
11)
2 + (
γ312 + γ
3
21
2
)2 − (c
3
12
2
)2 + (γ133)
2 + (
γ134 + γ
1
43
2
)2 − (c
1
34
2
)2 = γ133,1 + γ
3
11,3.
Inserting this and related equations for other sectional curvatures into (2.9) yields our in-
definite Bochner formula. At a critical point,
−∆f = R1331 +R2332 +R1441 +R2442 + |IIa|2 + |IIb|2 − 1
2
|Ta|2 − 1
2
|Tb|2. (2.11)
If the torsion vectors in the above expressions vanished or were dominated by the second
fundamental form terms, Conjecture 1.3 would follow immediately from (2.11). Wherever
h is neither self dual nor antiself dual, we have
−∆f = κ+R1221 +R3443 − 2RΣa1221 − 2RΣb3443 −
1
2
|Ta|2 − 1
2
|Tb|2, (2.12)
where κ denotes the scalar curvature ofM , and RΣa and RΣb denote the Riemann curvature
of the leaves of the respective foliation when the distributions are integrable. Otherwise
they are defined by the Gauss equations in terms of the second fundamental form and the
curvature of M by the same relations as the integrable case.
The likelihood of applying these formula to the Hopf conjecture is somewhat diminished
by results of Renato Bettiol.
Definition 2.13. Let {vj}4j=1 be any orthonormal basis of TpM , M a 4−manifold.
1
2 (R(v1, v3, v3, v1) + R(v2, v4, v4, v2)) is called the biorthogonal curvature associated to the
plane σ spanned by {v1, v3} and its orthogonal complement σ⊥.
Bettiol [1] has proved that S2×S2 admits metrics with positive biorthogonal curvature.
The curvature terms appearing in (1.6) occur in biorthogonal pairs, and therefore more
information is needed to apply this formula to Conjectures 1.2 or 1.3.
We now introduce a special case of nonlinear harmonic forms in order to remove some
of the torsion terms in (2.11).
3 Heuristic Properties of nonlinear harmonic forms
In this section, in order to anticipate the fruits of future regularity analysis, we formally
investigate properties of minimizers of ‖z‖2 in a fixed degree 2 cohomology class on a compact
4-manifold, subject to the constraint that z∧z = 0. Again, we emphasize that the discussion
in this section is heuristic only. In subsequent sections we prove several of these heuristic
results.
Let f be a closed 2-form satisfying f ∧ f = 0. Suppose we consider closed 2-forms z
cohomologous to f such that ‖z‖2L2 is minimal subject to the constraint z ∧ z = 0. Then
formally 〈d∗z, b〉L2 = 0 for all b satisfying z ∧ db = 0. Hence d∗z is perpendicular to the
kernel of e(z)d, where e(φ) denotes exterior multiplication on the left by φ. Thus d∗z is in
the image of d∗e∗(z). That is
d(∗z − µz) = 0, (3.1)
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for some function µ, which may be viewed formally as a Lagrange multiplier. Where z 6= 0,
let {ei}4i=1 and {wj}4i=1 be an oriented orthonormal frame and dual frame so that z =
aw1 ∧ w2, with a > 0. Then dz = 0 implies
0 = a3 − a(γ311 + γ322), (3.2)
0 = a4 − a(γ411 + γ422), (3.3)
0 = ac134 = ac
2
34. (3.4)
So, {e3, e4} span an integrable distribution. The constraint on d∗z gives
0 = a(c312 − µ4), (3.5)
0 = a(c412 + µ3), (3.6)
0 = a1 − a(γ133 + γ144), (3.7)
0 = a2 − a(γ233 + γ244). (3.8)
Equations (3.2), (3.3), (3.7), and (3.8) can again be expressed more succinctly in the notation
of (2.8) as
∇ ln(a) = Ha +Hb. (3.9)
Equations (3.5) and (3.6) imply
aTµ = 0, (3.10)
where
T := c312e3 + c
4
12e4.
Equations (3.5) and (3.6) also imply that we may view T as the Hamiltonian vector field for
µ restricted to the leaves of the foliation associated to the integrable distribution spanned
by {e3, e4}, equipped with the symplectic form w3 ∧ w4 pulled back to the leaves. Let φs
denote the one parameter family of diffeomorphisms generated by aT on the space a > 0.
Equations (3.10) implies that φ∗sµ = µ. We also have φ
∗
sz = z since iT z = 0 and z is closed,
where iX denotes interior product with X . The volume form is also invariant under φs since
diaTdvol = d(c
3
12aw
1 ∧ w2 ∧ w4 − c412aw1 ∧ w2 ∧ w3) = d(dµ ∧ z) = 0.
Hence, the nonlinear harmonic form comes equipped with a foliation with a symplectic
structure, and a distinguished Hamiltonian whose Hamiltonian vector field preserves both
the nonlinear harmonic form and the volume form.
Returning to Bochner formulas, let now f = ln(a). At a critical point p of f , the mean
curvature of the leaf through p is zero. The Bochner formula at the critical point becomes
−∆f = R1331 +R2332 +R1441 +R2442 + |IIa|2 + |IIb|2 − 1
2
|dµ|2. (3.11)
This is essentially identical to (2.11). Once again the curvatures appear in biorthogonal
pairs. Let f have a maximum at p ∈ M . Considering the positivity of the full hessian
rather than simply its trace does not appear to be useful.
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4 Existence of quadratic nonlinear harmonic forms
In this section, using standard techniques, we prove the existence of nonlinear harmonic
forms in L2 subject to quadratic constraints. Let Hs denote the Sobolev space of differential
forms φ with (1 + ∆)s/2φ ∈ L2 and norm ‖φ‖Hs = ‖(1 + ∆)s/2φ‖L2 .
Theorem 4.1. Let Mn be a compact Riemannian manifold. Let f := (f1, . . . , fr) be an
r−tuple of closed differential forms with
pk(f) :=
∑
i,j
pkij ∧ fi ∧ fj = 0, 1 ≤ k ≤ D,
for some smooth differential forms pkij. Let hi denote the harmonic representative of fi. Set
Q := {y = (y1 · · · , yr) ∈ H1 : pk(h+ dy) = 0, 1 ≤ k ≤ D and d∗yi = 0}.
Let E(y) := ‖h + dy‖2 := ∑i ‖hi + dyi‖2. Let ν0 := inf{E(y) : y ∈ Q}. Then there exists
y ∈ H1 such that E(y) = ν0.
Proof. Let {ym}∞m=1 ⊂ Q be a minimizing sequence for E. Then the sequence is bounded
in H1. By passing to a subsequence, we may assume that y
m H1⇀ y and ym
L2→ y, as m→∞,
for some y ∈ H1. Then for all smooth forms φ and ∀k,
0 = lim
m→∞
∫
φ ∧ pk(h+ dym) =
∫
φ ∧ pk(h+ dy) + lim
m→∞
∫
φ ∧ pk(dym − dy)
=
∫
φ∧pk(h+dy)− lim
m→∞
∫
(−1)deg(φ∧pkij)d(φ∧pkij)∧(ymi −yi)∧(dymj −dyj) =
∫
φ∧pk(h+dy).
Hence y ∈ Q. Next we observe that
ν0 = lim
m→∞
‖h+ dym‖2 = ‖h+ dy‖2 + lim
m→∞
‖dym − dy‖2
implies E(y) = ν0, and limm→∞ ‖dym − dy‖2 = 0. In particular, ym H1→ y.
We call
z := h+ dy (4.2)
a nonlinear harmonic representative of f . Observe d∗z ∈ H1−1.
It is not clear that we may replace the minimizing sequence by a sequence of smooth yn.
Smooth minimizing sequences would likely significantly aid regularity theorems. See [3]. We
cannot yet rule out, however, the possibility that the minimal energy for y ∈ H1 is strictly
smaller than the infimum of energies for smooth y. In particular, we have not established
that smooth forms satisfying the constraint are dense in the set of H1 forms satisfying the
constraint. Similar issues arise in the study of harmonic maps.
4.1 Price Monotonicity
Recall the Morrey norm defined by
‖u‖Lp,µ := ( sup
x∈M,0<r<diam(M)
r−µ
∫
Br(x)
|u|pdv) 1p . (4.3)
Then the Morrey space Lp,µ is defined to be the subset of Lp with finite Lp,µ norm.
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Theorem 4.4. If the nonlinear harmonic form z defined in (4.2) is homogeneous of degree
p, and if the coefficients pkij are constants, then z ∈ L2,n−2p.
Proof. Let Y be a smooth vectorfield. Let φt be the one parameter family of diffeomorphisms
generated by Y . Then φt preservesH1 and since the p
k
ij are constant, p
k(f∗ζ) = f∗pk(ζ) = 0
if pk(ζ) = 0. Hence ‖φ∗t z‖2L2 ≥ ‖z‖2L2. In particular, (see (6.10) or [4, p. 142])
0 =
∫
〈z, (−1
2
div(Y ) + Y i;je(w
j)iei)z〉. (4.5)
For smooth z, this is equivalent to
〈d∗z, iY z〉 = 0. (4.6)
Equation (4.5) allows us to prove monotonicity formulas in the usual fashion. We include
the details for the convenience of the reader.
Fix geodesic coordinates {xi} centered at some p ∈M , and for some function y choose
Y := y(
r2
2s
)xj
∂
∂xj
.
Then
div(Y ) =
1√
g
∂
∂xj
(
√
gy(
r2
2s
)xj) = ny(
r2
2s
) +
r2
s
y′(
r2
2s
) +
r
2
y(
r2
2s
)
∂ ln(g)
∂r
= ny(
r2
2s
)− 2s d
ds
y(
r2
2s
) +
r
2
y(
r2
2s
)
∂ ln(g)
∂r
,
and
Y i;je(w
j)iei = y(
r2
2s
)e(dxj)i ∂
∂xj
+ y′(
r2
2s
)
r2
s
e(dr)i ∂
∂r
+ y(
r2
2s
)xmΓijme(dx
j)i ∂
∂xi
= y(
r2
2s
)e(dxj)i ∂
∂xj
− 2s d
ds
y(
r2
2s
)e(dr)i ∂
∂r
+ y(
r2
2s
)xmΓijme(dx
j)i ∂
∂xi
Hence
sp−1−
n
2 (−1
2
div(Y ) + Y i;je(w
j)iei)z = (
d
ds
(sp−
n
2 y)− 2sp−n2 dy
ds
e(dr)i ∂
∂r
+ sp−1−
n
2 yw)z,
where w := − r4 ∂ ln(g)∂r +xmΓijme(dxj)i ∂
∂xi
. Inserting this expression into (4.5) and multiplying
by eλs gives
d
ds
(eλssp−
n
2
∫
y|z|2dv) = eλssp−n2
∫
(2
dy
ds
|i ∂
∂r
z|2 + y〈z, (λ− w
s
)z〉)dv. (4.7)
Integrate this equality in s from σ2 to τ2 to get
eλτ
2
τ2p−n
∫
y(
r2
2τ2
)|z|2dv − eλσ2σ2p−n
∫
y(
r2
2σ2
)|z|2dv
=
∫ τ2
σ2
eλssp−
n
2
∫
(2
dy
ds
|i ∂
∂r
z|2 + y〈z, (λ− w
s
)z〉)dvds. (4.8)
Replace y with a sequence {yn} of C1 monotone decreasing functions, supported in [0, 1]
and converging to the characteristic function of [0, 12 ]. Using the support of yn and the fact
that |w| = O(r2), we see that we can pick λ > 0 depending on geometric data so that λ > ws
on the support of y. Hence, the right hand side of (4.8) is nonnegative, yielding
eλτ
2
τ2p−n
∫
Bτ
|z|2dv ≥ eλσ2σ2p−n
∫
Bσ
|z|2dv. (4.9)
This monotonicity relation immediately implies z ∈ L2,n−2p.
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In the study of harmonic maps and Yang Mills connections, monotonicity relations such
as (4.9) are one of the main ingredients in establishing regularity results.
5 Euler Lagrange Equations
Write
P (z) = (p1(z), · · · pD(z)),
with pk(z) defined as in Theorem 4.1, still assumed to be quadratic. Let V = P−1(0).
Let z(t) = h + db(t) be a curve in V , with b(t) a C1 curve in H1. In components, write
zi(t) = hi + dbi(t), with hi harmonic and d
∗bi = 0. Then
0 =
d
dt
P (z(t)) = DPzdb˙ = 0,
where DPz denotes the derivative of P at z. Let Kz denote the kernel of DPzd in H1.
Definition 5.1. We call Kz the formal tangent space to V at z. We say V is unobstructed
at z if for each v ∈ Kz, there is a differentiable curve c(t) in V so that c(0) = z and c˙(0) = v.
For simplicity, we now assume that dimM = 4 and that the pkij are closed. Then since
H1 ⊂ L4 and z ∈ L2, we may view DPz as a bounded linear map from H1 → H−1. In the
quadratic case under consideration, this map is an algebraic operator given by the adjoint of
left multiplication by the product of smooth forms and components of z. For example, when
p(z) = z ∧ z, DPz = 2e∗(z). Hence dDPz defines a bounded linear map from H1 → H−2.
Here we have used dpkij = 0 to substitute dDPz for DPzd. We let d
∗ and DP ∗z denote
the formal L2 adjoint of these two operators, and (dDPz)
∗H = (1 +∆)−1DP ∗z d
∗(1 + ∆)−2
denotes the Hilbert space adjoint of dDPz : H1 → H−2. Then
Kz = (Im (dDPz)
∗H )⊥H1 = ((1 + ∆)−1DP ∗z d
∗H2)
⊥H1 . (5.2)
Similarly, if E(h+ db) := ‖h+ db‖2, then
d
dt
E(b(t)) =
∑
i
〈d∗zi, b˙i〉L2 =
∑
i
〈(1 + ∆)−1d∗zi, b˙i〉H1 := DEb(t)b˙.
If z = h+ db is an E minimizer, then
DEbv = 0, ∀v ∈ Kz,
such that there exists a differentiable curve β(t) in V with b = β(0) and v = β˙(0).
Thus, if z = h + db minimizes E and Kz is unobstructed, then the Euler Lagrange
equation becomes
d∗z = lim
j→∞
DP ∗z d
∗µj , in H−1, (5.3)
for some sequence µj in H2. When the image is closed, we can, of course, replace the limit
with d∗z = DP ∗z d
∗µ, some µ ∈ H2.
Determining when the tangent space is unobstructed is a basic aspect of the regular-
ity theory of nonlinear harmonic forms. We first examine the information following from
diffeomorphism invariance of the constraints.
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6 Diffeomorphism Variations
In this section we explore first and second variation formulas associated with variation
by diffeomorphism. The resulting first variation formula is standard and underlies Price’s
inequality. The second variation formulas are perhaps less familiar.
If z ∧ z = 0, or more generally, if the constraint p(z) satisfies φ∗t p(z) = p(φ∗t z), for the
smooth one parameter family of diffeomorphism φt with φ0(x) = x, then φ
∗
t z defines a curve
in the constraint space, which we can use to verify some of the formal Euler Lagrange equa-
tions. Observe that when z is smooth and nonvanishing, then locally there exist coordinates
so that if z ∧ z = 0 then
z = dx1 ∧ dx2,
and smooth variations of z are given by variations of the functions x1 and x2. In particular,
the variation is given by the Lie derivative of z by the vectorfield
X := x˙1
∂
∂x1
− x˙2 ∂
∂x2
.
So, we see that in this instance not much information is lost in considering only variations
by diffeomorphisms. Let z be a minimizer for ‖φ∗t z‖2, for all one parameter families of
diffeomorphisms φt generated by a vectorfield. Then we have
‖z‖2 ≤ ‖φ∗t z‖2 =
∫
M
z ∧ φ∗−t(∗φ∗t z). (6.1)
Hence we deduce a second variation formula (and the first variation formula leading to
Price’s inequality) by expanding
∗t := φ∗−t ∗ φ∗t
to second order in t. Express ∗ as ,
∗ = ±c(dvol),
where, c(dvol) denotes clifford multiplication by the volume form, and the sign depends
on dimension and degree. In a local oriented orthonormal frame {vi}ni=1 and dual coframe
{ωi}ni=1, we write
c(dvol) = c(ω1) · · · c(ωn) = (e(ω1)− iv1) · · · (e(ωn)− ivn),
where iv denotes interior multiplication by v. It is also convenient to define
cˆ(ωi) = e(ωi) + ivi = e(ω
i) + e∗(ωi).
Observe that
φ∗−te(ω
j)φ∗t = e(φ
∗
−tω
j),
and
φ∗−tivjφ
∗
t = idφtvj .
Hence
φ∗−t(c(ω
j)φ∗t = (e(φ
∗
−tω
j)− idφtvj ) = c(ωj)− t(e(LXωj)− iLXvj ) +
t2
2
(e(L2Xω
j)− iL2
X
vj )
=: c(ωj)− tLXc(ωj) + t
2
2
L2Xc(ω
j).
(6.2)
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Here LX denote the Lie derivative with respect to X . On differential forms,
LX = {e(ωm)∇vm , Xke∗(ωk)} = e(ωm)e∗(ωk)Xk;m +∇X . (6.3)
On vector fields,
LX = ∇X −Xm;k vm ⊗ ωk. (6.4)
For convenience, fix a point p and choose an orthonormal frame and coframe which is radially
covariant constant (in geodesic coordinates) in a neighborhood of p. Then we have
∇Y vj = 1
2
R(r
∂
∂r
, Y, vi, vm)vm +O(r
2).
In particular, (∇Xvi)(p) = (∇2Xvi)(p) = 0. In this frame, at p, we have
φ∗−tc(ω
j)φ∗t = c(ω
j)− t(e(Xj;mωm) + iXm;j vm)
+
t2
2
((Xk;mX
j
;k +X
kX
j
;mk)e(ω
m) + (XkXm;jk −Xm;kXk;j)ivm) +O(t3)
= c(ωj)− t(e(Xj;mωm) + iXm;j vm) +
t2
2
(((∇XX)j;m −R(X, vm, vj , X))e(ωm)
+ ((∇XX)m;j −R(X, vj , vm, X)− 2Xm;kXk;j)ivm) +O(t3).
(6.5)
We expand this two different ways. Let A and B denote the skew and symmetric summands
of ∇X respectively.
φ∗−tc(ω
j)φ∗t = c(ω
j)− t(Bmj cˆ(ωm)−Amj c(ωm))
+
t2
2
(((A2 +B2)jm + (X
kAj;m);k −Xk;kAj;m)c(ωm)
+ ({A,B}jm +XkBj;mk)cˆ(ωm)) +O(t3),
(6.6)
and
φ∗−tc(ω
j)φ∗t = c(ω
j)− t(Bmj cˆ(ωm)− Amj c(ωm))
+
t2
2
(((A2 + B2 + {A,B})m;j −
1
2
(∇XX)m;j +
1
2
(∇XX)j;m)c(ωm)
+ (−Xm;kXk;j +
1
2
(∇XX)j;m −R(X, vm, vj , X) +
1
2
(∇XX)m;j )cˆ(ωm)) +O(t3).
(6.7)
These two expressions lead to two different expressions for ∗−1∗t. From (6.6), we have
∗−1∗t = I + tBjmc(ωj)cˆ(ωm)+
t2
2
(−XkBjm;kc(ωj)cˆ(ωm) + (
∑
i,m
Bimc(ω
i)cˆ(ωm))2) +O(t3).
(6.8)
From (6.7) we have
∗−1∗t = I + tBjmc(ωj)cˆ(ωm) +
t2
2
([(A2 +B2)j;m) +R(X, vm, vj , X)
− 1
2
(∇XX)j;m −
1
2
(∇XX)m;j ]c(ωj)cˆ(ωm) + (
∑
i,m
Bimc(ω
i)cˆ(ωm))2) +O(t3).
(6.9)
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These computations are simplified by diagonalizing B and skew diagonalizing A (not si-
multaneously). It is also useful to note that the degree preserving summand of c(ωj)cˆ(ωm)
satisfies
c(ωj)cˆ(ωm) = c(ωm)cˆ(ωj).
The O(t) term in either (6.8) or (6.9) yields the first variation formula.
Proposition 6.10. First variation formula. Let ‖φ∗t z‖2 have a critical point at t = 0 for
all smooth 1 parameter families of diffeomorphisms generated by vector fields X. Then
0 = 〈z, (Xj;m +Xm;j )c(ωj)cˆ(ωm)z〉L2 . (6.11)
Suppose now z is a differential k−form satisfying (6.11). Choose a frame {vj}j at p such
that the bilinear form Q(v, w) := 〈ivz, iwz〉 is diagonal. In this frame, we have
〈ivjz, ivmz〉(p) = 0, for j 6= m. (6.12)
In such a frame, (6.11) becomes
0 = 2
∫ ∑
j
X
j
;j |ivjz|2dv −
∫
div(X)|z|2dv. (6.13)
Integration by parts yields
0 = 〈X,
∑
j
2vj(|ivjz|2)vj −∇|z|2〉 − 2〈X,
∑
j,m
γjmm(|ivj z|2 − |ivmz|2)vj〉. (6.14)
Hence (no sum over j)
vj(|ivjz|2 −
1
2
|z|2) =
∑
m
γjmm(|ivjz|2 − |ivmz|2). (6.15)
In dimension 4, Q is a scalar multiple of the metric at p if and only if z(p) is self dual or
antiself dual. Otherwise Q has 2 distinct eigenvalues at p. In higher dimensions, the strong
assumption that Q has at most two distinct eigenvalues at each point leads to new Bochner
type formulas analogous to (2.11), except they involve divergences of vectorfields which are
not gradient vectorfields. This eigenvalue condition is not diffeomorphism invariant; so, we
see no immediate application of this observation.
In dimension 4 for z a 2−form, (6.15) is equivalent to (2.8) or (3.9). Thus, in this
case, the form satisfies half of the equations given by dz = 0 and the d∗z equation. The
assumption dz = 0 gives 2 more equations. We therefore verify half the Euler Lagrange
equations formally satisfied by this type of nonlinear harmonic, including all the equations
needed for the Bochner formula (3.11) to hold weakly. If the constraint equations are not
diffeomorphism invariant, then the allowed vectorfieldsX generating diffeomorphisms in the
first variation must be correspondingly constrained. For example, if the constraint equation
coefficients are functions (only) of a symplectic form, then the first variation formula holds
for locally hamiltonian vectorfields. If we restrict to gradient variations only, the first
variation formula reduces to a single second order equation.
Proposition 6.16. First variation formula for gradient flow minimizing 2-forms in a com-
pact 4-manifold. Let z be a 2-form in a compact oriented 4-manifold such that ‖φ∗t z‖2
has a critical point at t = 0 for all smooth 1 parameter families of diffeomorphisms (with
φ0 = identity) generated by gradient vector fields X. Write z = aw
1 ∧ w2 + bw3 ∧ w4 as in
Section 3. Then
0 = (∆− 2∆∗D)(a2 − b2). (6.17)
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Similarly, one obtains a single second order equation in the case of locally Hamiltonian
vector fields.
The second variation inequality now arises from evaluating the t2 terms in the two
expressions for 〈z, ∗−1 ∗t z〉, when z satisfies the first variation equality, and using the first
variation equality to simplify. We give 2 expressions for the resulting second variation
inequality.
Proposition 6.18. Second variation formula. Let ‖φ∗t z‖2 have a local minimum at t = 0
for all smooth 1 parameter families of diffeomorphisms, φt generated by gradient fields X.
Then
0 ≤ 〈z, (−XkBjm;kc(ωj)cˆ(ωm) + (
∑
i,m
Bimc(ω
i)cˆ(ωm))2)z〉L2 , (6.19)
and
0 ≤ 〈z, ([(A2 +B2)jm) +R(X, vm, vj , X)]c(ωj)cˆ(ωm) + (
∑
i,m
Bimc(ω
i)cˆ(ωm))2)z〉L2 . (6.20)
Observe that these inequalities also apply to unconstrained harmonic forms. In this case,
(6.20) gives vanishing theorems when we have a sufficient supply of vector fields with con-
trolled covariant derivative. For example, Grassmann manifolds viewed as spaces of unitary
projections have the functions FC(p) = trpC, for each hermitian matrix C. (See for example
[6, Theorem 1.4.12].) Using X = ∇FA in the second variation formula, with A running over
an orthonormal basis of hermitian matrices, one can obtain numerous cohomology vanishing
theorems, which, however, can be proved more easily by other techniques.
Orientation preserving isometries preserve the Hodge star operator. Hence for X a
Killing field, the second variation should be trivial. For Killing fields, B = 0. More generally,
one expects the A term to drop out of the second variation formula, as it does in (6.19) but
not (6.20). This suggests (6.20) might contain information about Killing vectorfields.
Suppose that X is a Killing vectorfield. Then B = 0, and the second variation inequality
becomes an equality, yielding
0 =
∫ ∑
j
(|∇jX |2 −R(X, vj , vj , X))(2|ivjz|2 − |z|2)dv, (6.21)
generalizing the integral form of the Bochner formula for Killing fields. Choosing z = dvol
returns the usual formula.
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