Introduction
Assume we are given labelled training data belonging to one of two classes, 
The objective function (1) can also be written such that the data Ü ¾ appear only within inner products, giving Xu et al. [7] show that the parameters of the kernel Fisher discriminant classifier are also given by the solution of the following system of linear equations:
where ½ is a column vector of ones and Ý is a column vector with elements Ý for
The kernel Fisher discriminant (KFD) classifier has been shown experimentally to demonstrate near state-of-the-art performance on a range of artificial and real world benchmark datasets [3] and so is worthy of consideration for small to medium scale applications. In this paper we present an efficient algorithm for approximate cross-validation of kernel Fisher discriminant models, providing a practical criterion for model selection.
Method
In this section, we describe a training algorithm for the kernel Fisher discriminant classifier in which the system of linear equations (4) is solved in canonical form, allowing the regularisation parameters to be updated in only Ç´ µ operations. An efficient method for approximate leave-one-out cross-validation is then presented, forming the basis of a criterion for the optimisation of the vector of regularisation parameters with a complexity of only Ç´ ¾ µ operations per iteration.
Canonical Form KFD Analysis
The system of linear equations (4) can be written more concisely in the form
where Ã ½ and Ê is a diagonal matrix with elements
given by the vector of regularisation parameters . Let Î be an orthogonal matrix, the columns of which are the eigenvectors of (5) can then be expressed in canonical form [6] as
where « Î Ì ¬. The principal advantage of expressing the system of linear equations (5) in this form is that the matrix is diagonal, and so can be inverted in linear time, i.e. Ç´ µ operations.
Updating the Regularisation Parameter
The canonical parameters of the kernel Fisher discriminant classifier can be written as 
Fast Leave-One-Out Cross-Validation
At each step of the leave-one-out cross-validation procedure, a kernel Fisher discriminant classifier is constructed excluding a single example from the training data. The vector of canonical model parameters, «´ µ at the Ø step, in which pattern is excluded, is then given by the solution of a modified system of linear equations, 
where Ù is the Ø row of Í . This allows 
Model Selection Criterion
For model selection purposes, we are not principally concerned with the values of the model parameters themselves, but only statistics such as the leave-one-out error rate is the Ø element of the leading diagonal [6] . In this case, is diagonal and can be inverted in linear time, and therefore
The leave-one-out error rate can thus be evaluated in closed form without explicit inversion of
, with a computational complexity of only Ç´ ¾ µ operations. To find the optimal regularisation parameters we will assume, as is normally the case, a single regularisation parameter and throughout the rest of this paper we choose an isotropic radial basis kernel.
The Nelder-Mead simplex algorithm [4] is then used to search for the values of £ and £ minimising the leaveone-out error ( 8).
Results
The proposed approximate leave-one-out crossvalidation method is evaluated over a series of randomly generated synthetic datasets. The data sets vary in size between 10 and 1000 patterns. Figure 2 shows a graph of run-time as a function of the number of training patterns for direct and fast leave-one-out cross-validations and KFD training. The fast leave-one-out cross-validation is considerably faster (more than an order of magnitude) than the direct leave-one-out cross-validation and it is even faster than the training procedure itself (assuming that leave-one-out cross-validation is peformed as a bye-product of training a model on the full dataset). This suggest that it is well suited to use as a model selection method, in terms of computational complexity, for medium sized datasets. In order to evaluate the generalisation performance of models minimising the leave-one-out error, the proposed model selection procedure was applied to 13 real-world benchmark datasets used in previous studies (e.g. [3] for form test and training sets (20 in the case of image and splice dataset). The results obtained are also compared with those of Mika et al. [3] including kernel Fisher discriminant and other state of the art classification algorithms. Table 1 shows the outcome of a comparison of the proposed optimally regularised kernel Fisher discriminant and other classsification models. The ORKFD outperforms the 10-fold cross-validation estimate of the test error rate adopted by Mika et al. (KFD) [3] on 8 of the 13 data sets(banana, diabetis, german, ringnorm, titanic, twonorm, waveform) and performs worse on the remaining five and scores the lowest error rate on 7 datasets against the other state-of-the art algorithms including KFD.
Summary
In this paper we have shown that the regularisation parameter of a kernel Fisher discriminant (KFD) classifier can be selected so as to minimise the leave-one-out crossvalidation error rate, with computational complexity of only Ç´ ¾ µ operations. Minimising the leave-one-out error rate then becomes an attractive model selection strategy as the scaling properties of the leave-one-out cross-validation procedure are better than those of the training procedure for the full model. The generalisation properties of models minimising the leave-one-out cross-validation are shown to be on average better than those for models minimising the more conventional 10-fold cross-validation error rate, and also superior to a range of other well-known pattern recognition algorithms.
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