We present a compilation of spectral energy distributions (SEDs) of 35 weak active galactic nuclei (AGNs) in low-ionization nuclear emission region (LINERs) using recent data from the published literature. We make use of previously published compilations of data, after complementing and extending them with more recent data. The main improvement in the recent data is afforded by high-spatial resolution observations with the Chandra X-Ray Observatory and high-spatial resolution radio observations utilizing a number of facilities. In addition, a considerable number of objects have been observed with the Hubble Space Telescope in the near-IR through near-UV bands since the earlier compilations were published. The data include upper limits resulting from either non-detections or observations at low spatial resolution that do not isolate the AGN. For the sake of completeness, we also compute and present a number of quantities from the data, such as optical-to-X-ray spectral indices (α ox ), bolometric corrections, bolometric luminosities, Eddington ratios, and the average SED. We anticipate that these data will be useful for a number of applications. In a companion paper, we use a subset of these data ourselves to assess the energy budgets of LINERs.
1. INTRODUCTION Low-ionization nuclear emission regions (LINERs) were identified as a class by Heckman (1980) Ho, Filippenko, & Sargent 1997a) have shown them to be very common, occurring in approximately 50% of the nuclei of nearby galaxies. Suggestions for the ultimate power source of the emission lines include (a) a weak active galactic nucleus (an AGN harboring an accreting, supermassive black hole; e.g. Halpern & Steiner 1983; Ferland & Netzer 1983) , (b) hot stars (either young or old, e.g. Terlevich & Melnick 1985; Filippenko & Terlevich 1992; Shields 1992; Barth & Shields 2000; Binette et al. 1994) , and (c) shocks (e.g. Heckman 1980; Dopita et al. 1996 , and references therein). Recent radio, UV, and X-ray surveys at high spatial resolution, mid-IR spectroscopy, and variability studies have uncovered weak AGNs in the majority of LINERs studied so far, suggesting that they make up a large (perhaps the largest) subset of all AGNs (e.g. Filho et al. et al. 2004; Barth et al. 1998; Maoz et al. 2005; Ho et al. 2001; Terashima & Wilson 2003; Dudik et al. 2005; Flohic et al. et al. 2006; González-Martín et al. 2006; Dudik, Satyapal, & Marcu 2009) The ubiquity of LINERs suggests that they are an important component of the nuclei of galaxies in the local universe. Moreover, they trace the population of AGNs at the lowest luminosities. The data available from the most modern observing facilities allow us to address a number of outstand-ing questions related to LINERs and their central engines, such as whether the weak AGNs are responsible for powering the emission-line regions by photoionization, whether or not models for low-radiative efficiency accretion flows provide a good description of the properties of these weak AGNs, and what is the role of feedback of the weak AGN on the central region of its host galaxy (see the discussion of these and other related issues in Ho 2008) . A good example of such an application is the work of Maoz (2007) , who independently collected measurements at very specific frequencies for a subset of the objects in our sample.
Motivated by the above questions we set out to collect published data from the recent literature to define the spectral energy distributions (SEDs) of weak AGNs in LINERs at photon energies above 1 Ry. Our primary interest was to assess the energy budgets of LINERs and investigate whether the AGN is powerful enough to power the the observed emission lines by photoionization. In the process we constructed the full SEDs (from radio to X-ray energies), thus extending and updating the pioneering work of Ho (1999) . In this paper we present the data and a number of quantities derived from them without any scientific interpretation. We anticipate that this compilation of data will be useful for a number of additional applications, including those mentioned in the previous paragraph. In a followup paper we use a subset of the data presented here to address the specific question regarding the energy budget of LINERs (Eracleous et al. 2009, hereafter paper II) .
In §2 we present the sample of galaxies and their basic properties. In §3 we present the SEDs, discuss extinction corrections, and comment on a number of objects that warrant special attention. Finally, in §4 we present a number of quantities derived from the data, namely the optical-to-X-ray spectral indices (α ox ), the bolometric luminosities, Eddington ratios, and the average SED. We provide details of how we selected the data and how we converted the measured quantities to "monochromatic" luminosities. We emphasize caveats and sources of uncertainty in our methods. We also catalog the original data (with appropriate references to the source of the information) so that one can reproduce our procedures with modifications, if desired.
TARGETS AND THEIR PROPERTIES
We constructed a sample of objects classified as LINERs or transition objects by Ho et al. (1997b) 5 based on the following considerations. All objects were required to have measured optical emission line luminosities and X-ray observations with Chandra that yielded a measurement of the AGN X-ray spectrum or an upper limit to its X-ray flux. The high spatial resolution of Chandra allows us to spatially separate the AGN emission from most of the diffuse, thermal X-ray emission. We showed preference to objects observed in the Xray band with long exposure times i.e., objects whose X-ray spectra have high signal-to-noise ratio (S/N). In such cases, a model fit to the AGN spectrum can give a direct estimate of the total extinction toward the AGN continuum source. Moreover, any soft, unresolved, circumnuclear X-ray emission can be separated spectrally. A significant subset of the sample objects were imaged in the UV with the HST and an overlapping subset had well sampled SEDs in the entire range from the radio to X-ray bands. We took advantage of these overlapping subsets in order to determine upper limits to the UV fluxes when they were not measured directly and to determine bolometric luminosities from the data, as we detail in §3.
We relied heavily on previously published compilations of data (e.g., Ho 1999; Ptak et al. 2004 ) and on papers presenting large collections of measurements in the radio, UV, or X-ray bands (e.g., Nagar et al, 2005; Doi et al. 2005b; Maoz et al. 2005; Flohic et al. et al. 2006) . We note that the work of Maoz et al. (2005) is particularly important because it uses variability in the UV continuum to check whether the nuclear source in a LINER is an AGN. The previously published compilations were updated and supplemented with data that became available later. Because of possible contamination of the AGN emission by circumnuclear emission, we adopted measurements from high-spatial resolution observations which isolate the AGN. In the near-IR, optical, and near-UV bands, when given a choice we adopted measurements from images rather than from spectra. The high spatial resolution of Chandra and the HST were optimal (see example images in Eracleous et al. 2002; Flohic et al. et al. 2006 ). In the radio band, possible confusion from circumnuclear emission (or in some cases jets) is also possible, therefore we relied on high-resolution VLA or VLBA/VLBI observations. For the sake of completeness, we also include measurements made at low spatial resolution, but we take these as upper limits to the flux of the AGN. Included in the sample are 13 LINERs with actual X-ray and UV (2500Å) measurements, 11 LINERs with actual X-ray measurements but no UV measurements, 6 LINERs with actual UV (2500Å) measurements and X-ray upper limits, and 5 LINERs with X-ray upper limits only.
The galaxies of the resulting sample are listed in Table 1  along with their morphological types and distances. Table 2 lists Galactic reddening, central stellar velocity dispersion and inferred black hole mass, and LINER type for the nuclei of the sample galaxies. The Galactic reddening was taken from Schlegel et al. (1998) . In Figure 1 we show the distributions of the distances reported by Tully (1988) , the morphological Herrmann et al. (2008) for NGC 4736 and compilation of Ciardullo et al. (2002) and references therein for other galaxies. e Distances obtained using a variety of different methods, as follows: NGC 404, NGC 3031, and NGC 4736 using the tip of the red giant branch (TRGB) method Karachetsev et al. (2002) (the distance to NGC 3031 obtained by the Cepheid method by Freedman et al. 1994 , agrees exactly with the TRGB distance); NGC 4261, NGC 4552, and NGC 4636 using the fundamental plane relation (see Gavazzi et al. 1999) ; NGC 4438, NGC 4457, and NGC 4579 using Tully-Fisher method (see Gavazzi et al. 1999) ; NGC 3031, NGC 4548 and NGC 7331 using the Cepheid variable method (Freedman et al. 2001 (Freedman et al. , 1994 .
types, the LINER types according to Ho et al. (1997b) of our sample galaxies, and the black hole masses derived from the stellar velocity dispersion. We describe and discuss the data below.
Distances
We have compiled distance measurements from the literature that are based on a variety of techniques, which we include in Table 1 . All 35 galaxies have distances cataloged in Tully (1988) , which were determined using a model for peculiar velocities and assuming H 0 = 75 km s −1 Mpc −1 . These are listed in column (3) of Table 1 . For a significant fraction of the galaxies in our collection, distance measurements based on more direct techniques are available, which we also list in Table 1 . More specifically, 24 galaxies have had their distances determined via surface brightness fluctuations (SBF) by Tonry et al. (2001) , which we list in column (4) of Table 1 after making a systematic correction of −0.16 mag to the distance modulus, following Jensen et al. (2003) . In column (5) of Table 1 , we list distances to 8 galaxies, determined via the planetary nebula luminosity function (PNLF) method and drawn mostly from the compilation of Ciardullo et al. (2002) , and references therein. Distances determined by any other method are included in column (6) of Table 1 . In this paper, we adopt the distances from Tully (1988) so that the luminosities we derive can be compared directly to other quantities reported by Ho et al. (1997b) , who used the same distances (e.g. emission line luminosities). None of the conclusions of this paper or paper II depend sensitively on the distance. However, we emphasize that different applications (e.g., detailed study and modeling of the SEDs) may require a more accurate distance than that of Tully (1988) . In such a case the data and derived quantities we present here can be easily converted to a different distance, via a simple scaling.
Spectroscopic Classification and LINER Types
In column (5) of Table 2 we list the LINER types according to Ho et al. (1997b) , which are based on the relative intensities of the narrow emission lines. The objects included in our sample are classified in this scheme either as pure LINERs (denoted by L), or as transition objects, with diagnostic line ratios intermediate between LINERs and H II regions. In about 1/3 of the objects in this sample, there are detectable broad wings on the Hα line Ho et al. (1997c) ; these are termed "type 1.9" LINERs and are identified with a "1" in column (5) of Table 2 , while all other objects are labeled with a "2." If there was any ambiguity or uncertainty in the classification, both possible classes are listed. The nucleus of M81 has an uncertain classification; it can be either a LINER or a Seyfert. Since the work of Ho et al. (1997b) , more recent classification schemes using the same diagnostic line ratios have become available, such as those of Kewley et al. (2001) , Kauffmann et al. (2003) , and Kewley et al. (2006) . Thus, we have applied these classification schemes to the relative intensities of diagnostic lines measured by Ho et al. (1997b) and report the outcome of this exercise in column (6) of The mix of LINER types in our sample is dictated by the availability of data. Therefore, there may some biases inherited from the surveys from which we adopted the data. More specifically, the surveys we have relied on targeted radiobright, UV-bright, and X-ray bright objects. Thus, we find that "transition" objects (according to Ho et al. 1997b ) are under-represented in our sample relative to their number in the survey of Ho et al. (1997a) , while "type 1.9" LINERs are over-represented. We also note that our search for data, al- Barth et al. (2002) ; NGC 1097 from Lewis & Eracleous (2006) . c The log of the black hole mass in M ⊙ . Derived from stellar velocity dispersions using equation (1), with the following exceptions: for NGC 3031 it was derived from stellar and gas kinematics (Bower et al. 2000; Devereux et al. 2003) , while for NGC 4261 and NGC 4374 it was derived from gas kinematics (Ferrarese et al. 1996; Bower et al. 1998) . d Spectroscopic classification according to Ho et al. (1997b) , with the exception of NGC 1097 and NGC 1553. The LINER types for these two galaxies were taken from Phillips et al. (1984) and Phillips et al. (1986) though extensive, was not exhaustive, with the result that we may have overlooked a few objects. It is not clear whether the relative number of LINER types in our sample should have an effect on our conclusions. If the properties of the AGN are related to the LINER class, then the composition of the sample may influence any average properties derived from it. We attempt to assess such effects at the end of §4.1 using our estimated bolometric luminosities.
Stellar Velocity Dispersions and Black Hole Masses
The stellar velocity dispersions of the sample galaxies were taken from the Hypercat database 6 , with the following exceptions: the values for NGC 404, NGC 4278, NGC 4314, NGC 4579, NGC 4736, NGC 5055, NGC 6500 are from Barth et al. (2002) , while the value for NGC 1097 is from Lewis & Eracleous (2006) . The black hole masses were estimated from the stellar velocity dispersions via the M BH -σ ⋆ relationship (Ferrarese & Merritt 2000; Gebhardt et al. 2000; Tremaine et al. 2002) , namely,
where α = 8.13±0.06, β = 4.02±0.32, and σ 0 = 200 km s −1 (Tremaine et al. 2002) . For the following galaxies we adopt the black hole masses measured from spatially resolved stellar and/or gas kinematics: NGC 3031 (Bower et al. 2000; Devereux et al. 2003 ), NGC 3998 (de Francesco et al. 2006 ) NGC 4261 (Ferrarese et al. 1996) , NGC 4374 (Bower et al. 1998 ), NGC 4486 (Machetto 1997 , and NGC 4594 (Kormendy et al. 1996) . In the case of NGC 3031 separate measurements from stellar kinematics, gas kinematics, and the central stellar velocity dispersion give nearly identical values (within 5%). In the case of NGC 4261, the black hole mass from gas kinematics differs from that obtained from the central stellar velocity dispersion by a factor of only 1.6. In seven cases where the stellar velocity dispersion is reported both in the Hypercat database and by Barth et al. (2002) , the black hole masses are within a factor 1.6 or less from each other. There are four large discrepancies, as follows: in NGC 404 where the stellar velocity dispersions reported in the Hypercat database and by Barth et al. (2002) lead to black hole masses that differ by a factor of 3.6, while in NGC 3998, NGC 4486, and NGC 4594 mass determinations from the central stellar velocity dispersion and spatially resolved stellar or gas kinematics differ by factors between 2.7 and 3.5. Considering all cases with multiple determinations of the black hole mass, the values of ∆ log(M/M ⊙ ) are evenly distributed about zero with a standard deviation of 0.34 (amounting to a factor of approximately 2). There are three galaxies for which we could not estimate the black hole masses because we could not find the necessary data: NGC 266, NGC 3507, and NGC 4438. The distribution of black hole masses is shown in Figure 1d . Their values span the range 5.3 < log (M/M ⊙ ) < 9.5.
3. SPECTRAL ENERGY DISTRIBUTIONS 3.1. Data Compilation In Table 3 we present the data making up the SEDs of individual galaxies in the form of monochromatic luminosity versus frequency (i.e., νL ν vs ν). These data were taken from sources in the literature, as listed in Table 3 . We include in this table monochromatic luminosities with and without corrections for extinction (see discussion of extinction corrections below). As we noted in §2, we include primarily measurements made at high spatial resolution (< 1 ′′ ); in some cases observations at lower spatial resolution are used, but the resulting measurements are treated as upper limits. Upper limits from non-detections are also listed in this table. In cases where UV (2500Å) measurements or limits are not available but X-ray measurements or upper limits are, we inferred UV upper limits from the 2 keV monochromatic luminosities and the assumption that the optical-to-X-ray spectral index is α ox < 1.5. We justify this assumption in §4.1, below. Column (3), labeled "Observed νL ν ," gives the monochromatic luminosity obtained from the observed flux density without any corrections. Columns (4) and (5), labeled "Corrected νL ν ," give the monochromatic luminosity after minimum (following Calzetti et al. 1994) and maximum (following Seaton 1979) extinction corrections. We discuss these corrections in detail in §3.2 below. The individual SEDs are shown graphically in Figure 2 , in a separate panel for each galaxy; the "Observed νL ν " is represented by filled points, with arrows denoting upper limits, while open points show νL ν after the maximum extinction correction.
With the exception of the X-ray data, measurements were made in relatively narrow bands (∆ν/ν < ∼ 0.2), centered at a specific frequency. Whenever multiple measurements were available at approximately the same frequency, these were averaged together and their fractional standard deviations, σ /(νL ν ), are given in a separate column of Table 3 . These variations can be caused by intrinsic variability of the source (specifically in the near UV; cf, Maoz et al. 2005) or differences in spatial resolution. In the former case the temporal fluctuations are often less than 10% on time scales of about a year. However, Maoz et al. (2005) have also found some examples of larger variations (up to 50%) on these short time scales. More importantly, they have found that on time scales of several years to a decade the amplitude of the fluctuations can reach a factor of a few. In the case of near-IR and radio data, the fluctuations can be as large as ∼ 60%. We have also encountered an example of even more extreme variability in the radio band, which we discuss briefly in §3.3.
The X-ray data are in the form of broad-band spectra, typically spanning the energy range 0.5-10 keV. Many of the Xray spectra can be fitted with simple power-law models, modified by interstellar photoelectric absorption in nearly neutral gas. In some cases, more complex models are needed, consisting of a power law plus optically thin emission from a thermal plasma (see, for example, Eracleous et al. 2002; Flohic et al. et al. 2006 , and references therein). In such cases, the power-law component is attributed to the AGN and the thermal plasma component is ascribed to spatiallyunresolved, circumnuclear emission. Thus, we have taken the power-law component from such models to represent the emission from the AGN. In all cases, we adopt the powerlaw model as a convenient parameterization of the data. This model describes the intrinsic photon energy spectrum (number of emitted photons per unit energy interval) as N(E) = N 0 (E/E 0 ) −Γ , where E 0 is a fiducial energy (typically E 0 = 1 kev), Γ is known as the "photon index," and N 0 = N(E 0 ) is the "normalization constant" (with units of cm −2 s −1 keV −1 ). With this convention, and keeping in mind that f ν (E 0 ) = h N 0 E 0 (where h is Planck's constant), we can write the flux density spectrum as
The parameters describing the power-law X-ray spectrum (Γ and N 0 , for E 0 = 1 kev), as well as the equivalent hydrogen column density (N H ; inferred from fitting the model to the data) are listed in Table 4 . Using these parameters we have calculated the values of νL ν at 0.5, 1, and 10 keV, which we list in Table 3 (the three highest-frequency values for each object). We note that the AGNs in LINERs are typically detected at 0.5 and 1 keV, and often also at 10 keV, so it is fair to use the models to evaluate νL ν at these energies. In Figure 2 we plot the X-ray component of the SED as a thick solid line between 0.5 and 10 keV (already corrected for extinction) and we extrapolate it to 100 keV, although only for reference.
In a number of cases, the X-ray emission from the AGN is not detected, but an upper limit is available from the observations. These limits are expressed in Table 4 as upper limits on the normalization of the X-ray spectrum, for an assumed value of a photon index of Γ = 1.8. 7 In the case of one galaxy, NGC 3379, the normalization of the X-ray spectrum is not an upper limit but it was derived under the assumption of Γ = 1.8, because of the low S/N of the X-ray spectrum. The monochromatic luminosities of these objects given in Table 3 are also identified as upper limits.
Extinction Corrections
To facilitate extinction corrections, we have listed the values of the color excess (or reddening), E(B − V ), associated with the Galactic ISM (taken from Schlegel, Finkbeiner, & Davis, 1998) in Table 2 .
The model fits to the X-ray spectra yield a value for the total equivalent hydrogen column density (N H , listed in Table 4 ). These models typically assume the photoelectric absorption cross-sections of Morrison & McCammon (1983) , who adopted the elemental abundances of Anders & Ebihara (1982) . In Table 4 , we also list the corresponding value of the total color excess, derived from the following relation between the visual extinction, A V , and the hydrogen column density (from Predhl & Schmitt 1995, applicable to the Milky Way)
and assuming that R V ≡ A V /E(B −V) = 3.2. As expected, in most cases the total reddening, E(B − V) X corresponding to the hydrogen column determined from the X-ray spectra, is larger than the reddening caused by the Galactic ISM. In two cases, NGC 404 and NGC 3031, E(B−V ) exceeds E(B−V ) X by 0.019 and 0.008 magnitudes respectively, which is well within the uncertainties of the column densities derived from X-ray observations. In Figure 3a , we show the distribution of values of E(B − V ) X of the objects in our sample to illustrate that E(B − V ) X < 0.6 in about 31/33 of the objects and E(B − V ) X < 0.2 in about 22/33 of the objects (we exclude 2 objects with extremely high extinction, in which no meaningful correction can be made). The values of E(B −V ) X should be regarded with caution because of the assumptions involved in deriving them. Most uncertain is the assumption of a Galactic gas-to-dust ratio, which is inherent in the relation between the hydrogen column density and the visual extinction given in equation (3). Furthermore, there is also the possibility that the lines of sight to the UV and X-ray sources do not pass through exactly the same column of absorbing material. We applied extinction corrections to the observed monochromatic luminosities as follows: Using the values of the total reddening, E(B − V ) X , for each galaxy 7 This value of Γ is the median value found in the large sample of Flohic et al. et al. (2006) . The derived limits are not very sensitive to the value of Γ (see the discussion in Flohic et al. et al. 2006 , and footnote (a) in Table 4 ). For example, changing Γ by ±0.2 changes the flux by only ∼ 10%.
FIG. 2.-The spectral energy distributions of individual galaxies in our sample. The data points represent measurements in a moderately narrow band (∆ν/ν < ∼ 0.2), centered at a specific frequency. Whenever multiple measurements were available at approximately the same frequency, these were averaged together and their standard deviation is represented as a vertical error bar (see discussion in §3.1 of the text). The filled circles represent measurements without extinction corrections, while the open circles are the same measurements after extinction corrections (see details in §3.2 of the text). The thick solid lines represent the power-law component of the best-fitting model to the 0.5-10 keV X-ray spectrum (already corrected for extinction and extrapolated to 100 keV, for reference). In the case of NGC 4261, we do not plot the optical points after extinction corrections; see the discussion in §3.3 of the text. THE COMPLETE FIGURE WILL BE AVAILABLE IN THE ELECTRONIC VERSION OF THE JOURNAL. The monochromatic luminosities from 0.1 to 1µm after correction for extinction. The minimum correction employs the starburst extinction law of Calzetti et al. (1994) , while the maximum correction corresponds to the Milky Way law of Seaton (1979) . Details are given in §S:data of the text. The "observed" X-ray luminosities already have this correction built in. The distances used are those of Tully (1988) ; see Table 1 we computed the extinction corrections for points in the SED between 0.1 and 1 µm using the following five extinction laws: the Milky Way extinction laws of Seaton (1979) and Cardelli, Clayton, & Mathis (1989) , the Large and Small Magellanic Cloud extinction laws of Korneef & Code (1981) and Bouchet et al. (1985) , respectively, and the starburst galaxy extinction law of Calzetti, Kinney, & Storchi-Bergmann (1994) . All of the Milky Way and Magellanic Cloud laws agree well with each other in the near-IR, optical, and near-UV bands but not in the far UV (see, for example, Figures 1 and 21 in Calzetti et al. 1994 ). The differences are most pronounced in the far-UV band, at λ < 1500Å. In the near-UV the Milky Way and LMC extinction curves are not monotonic (because of the "2200Å bump") with the result that the curves cross each other. Thus, the law that gives the highest extinction correction changes with wavelength and also with the value of E(B − V ) X . To illustrate the effects of and differences between the above extinction laws, we plot in Figures 3b and  3c , respectively, the transmission factor (i.e., the fraction of flux that is transmitted) at 2500Å according to each of the extinction laws and the relations between the different transmission factors. The starburst extinction law of Calzetti et al. (1994) differs considerably from the other four laws. Considering the Milky Way and Magellanic Cloud extinction laws, we find that for E(B − V ) X < 0.2 (22/33 of our objects) the transmission factors range between 0.29 and 0.32 and for E(B − V ) X < 0.5 (31/33 of our objects) the the transmission factors range between 0.02 and 0.03.
In the end we adopted the Seaton (1979) law, which leads to the largest corrections. We note, however, that if we had adopted any other of the Milky Way of Magellanic Cloud laws, the difference in the corrected flux would have been of order 10% or less. The resulting, corrected monochromatic luminosities are also included in column (5) of Table 3 . For reference, in column (4) of Table 3 we also list the monochromatic luminosity after correcting with the starburst extinction law of Calzetti, Kinney, & Storchi-Bergmann (1994) , which yields the minimum correction compared to the other laws.
We draw attention to the uncertainties involved in our extinction corrections: the most important uncertainty is the assumption of the Milky Way dust-to-gas ratio, which is incorporated into equation (3), and our adopted value of R V = 3.2. We also emphasize that the extinction corrections we adopted are suitable for our specific application (assessing the energy budgets of LINERs; see paper II), but may not be appropriate for other applications. More specifically, in paper II we estimate the ionizing luminosities of the weak AGNs in this sample in order to assess whether they can power the observed emission lines. Therefore, we take the highest possible extinction correction so as to err on the side of caution, i.e., to overestimate the UV luminosity rather than underestimate it.
Notes on Individual Objects NGC 266. -The radio properties of the AGN in NGC 266
have been studied by Doi, Kameno, & Inoue (2005a) using observations at multiple epochs. They found significant variability in both the radio luminosity and the shape of the radio spectrum. -Reddening values and extinction corrections for 33 of the 35 objects in our sample (NGC 3169 and NGC 4261 are excluded because the column density is so large that they should be invisible in the UV). (a) The distribution of the values of E(B −V ) X , the reddening derived from the X-ray column density (listed in Table 4 ). As this histogram shows, 31/33 objects have E(B−V) X < 0.6 and 22/33 objects have E(B−V) X < 0.2. (b) The fraction of transmitted flux at 2500Å for the five extinction laws that we have explored, with line styles as follows (top to bottom): dot-dashed for the Starburst law of Calzetti et al. (1994) , dashed for the LMC law of Korneef & Code (1981) , dotted for the LMC law of Bouchet et al. (1985) , and triple-dot-dashed and solid for the Milky Way laws of Caredelli et al. (1989) and Seaton (1979) , respectively. (c) Comparison of extinction laws via the ratios of 2500Å transmission factors. The "Seaton/Calzetti" ratio represents the full range of possible extinction corrections, while the "Seaton/Korneef" ratio represents the range of of possible non-starburst corrections. a The typical uncertainty in Γ is ±0.2-0.3. The fractional uncertainty in the X-ray flux is dominated by the uncertainty in Γ and is given by δ f X / f X = 0.69 δ Γ. Thus, fractional uncertainties in the X-ray flux are of order 10-20%. b The reddening corresponding to the equivalent hydrogen column density reported in this table, obtained using equation (3) e Because of the low S/N of the X-ray spectrum, The X-ray photon index was assumed to be Γ = 1.8 for the purpose of deriving a value for the normalization. The normalization itself and resulting X-ray flux are not upper limits, but are subject to the assumed value of Γ. f The X-ray photon index was assumed to be Γ = 1.8 for the purpose of deriving an upper limit to the normalization and the X-ray flux. (Maoz et al. 1998) , indicating that they make a significant contribution to the light at these wavelengths. The X-ray spectrum is very soft (see the discussion in Eracleous et al. 2002) , with Γ = 2.5, which is uncharacteristic of AGNs (cf, Nandra et al. 1997) , although an AGN cannot be ruled out based on this observation. The nuclear source is resolved at both UV and X-ray wavelengths and it has a "blow-out" morphology (Maoz et al. 1995; Eracleous et al. 2002) . On the other hand, the compact nucleus of the UV source appears to be variable by a factor of approximately two on a time scale of approximately a decade. In addition, the depths of the absorption lines appear to be shallower than the those found in the spectra of hot stars (Maoz et al. 2005; Maoz 2007 ). All of these properties suggest that the nucleus of NGC 404 harbors a compact star-forming region as well as a low-luminosity AGN. Therefore, we include this object in our sample.
NGC 1097. -The SED of the AGN in NGC 1097 and model fits to it are discussed by Nemmen et al. (2006) . Here, we adopted a subset of the data included in that paper. The IR measurements presented by Prieto et al. (2005) were taken through a very small aperture, which isolates the nucleus. However, the AGN is embedded in an compact, unresolved star-burst (Storchi-Bergmann et al. 2005 ) which may dominate the emission at these wavelengths, therefore, we have designated these measurements as upper limits to the flux of the AGN. We excluded measurements taken through large apertures since these were significantly contaminated by emission from the circumnuclear starburst ring. A significant fraction of the nuclear UV flux appears to originate from a compact starburst, as suggested by absorption lines from hot stars detected in the HST spectrum (Storchi-Bergmann et al. 2005; Nemmen et al. 2006) . By following the bestfitting SED model of (Nemmen et al. 2006) , we adopt only the fraction of the UV flux that is attributed to the AGN. This model includes contributions from an inner, radiatively inefficient accretion flow, and outer, geometrically thin accretion disk, an obscured starburst and a jet. The contribution of the jet is appreciable only at the lowest radio frequencies, the starburst contributes primarily to the near-UV band, the inner, hot accretion flow dominates in the far-IR and X-ray bands, and the thin accretion disk dominates in the near-IR band.
In the same spirit, we have also adopted a bolometric luminosity of 8.5 × 10 41 erg s −1 from Nemmen et al. (2006) . In comparison, if we integrate the tabulated SED, we obtain a luminosity of 5.1 × 10 41 erg s −1 .
NGC 3998. -To construct the SED of NGC 3998 we began from the extensive data tabulation of Ptak et al. (2004) . We excluded many of the measurements presented therein because they were obtained through extremely large apertures that encompass a substantial fraction of the host galaxy (e.g., from IRAS observations). Since the AGN in NGC 3998 is rather bright compared to other objects in our collection, we adopted measurements through apertures as large as 3 ′′ as fair measurements of the AGN luminosity. Measurements through apertures between 3 ′′ and 15 ′′ were taken as upper limits to the AGN luminosity.
NGC 4261. -The X-ray spectrum of the AGN in NGC 4261 has been measured recently by both Chandra (Zezas et al. 2005) and XMM-Newton (Gliozzi et al. 2003) . Both observations yield the same spectral index and flux but significantly different equivalent hydrogen column densities (the Chandra spectrum yields N H = 3.7 × 10 20 cm −2 , while the XMM-Newton spectrum yields N H = 5.0 × 10 22 cm −2 ). A UV observation with the HST, reported by Zirbel & Baum (1998) , yields only an upper limit of νL ν < 4.9 × 10 38 erg s −1 at 2300Å, which produces a very large dip in the SED (see Fig. 3 of Ho 1999) . Neither of the column densities measured from the X-ray spectra produces a reasonable extinction correction of the UV limit; the lower value produces a negligible correction, while the higher value moves the upper limit many orders of magnitude above the monochromatic X-ray luminosity at 0.5 keV. Therefore, we infer that the AGN is indeed completely extinguished in the UV by the large equivalent hydrogen column measured from the XMM-Newton spectrum. Thus we derive an upper limit to the near-UV flux by assuming that α ox < 1.5, which we include in Table 3 , and plot in Figure 2 . Similarly, we doubt that the measurements of the nucleus of NGC 4261 in the optical band capture the AGN. Therefore, we do not apply any extinction corrections to these measurements in Table 3 nor to the points plotted in Figure 2 .
NGC 5055. -Prominent absorption lines in the UV spectrum of the nucleus of NGC 5055 suggest that hot stars dominate the light (Maoz et al. 1998 ). This conclusion is supported by the lack of significant UV variability and the extended morphology of the UV source (Maoz et al. 2005) . Although an X-ray source with an AGN-like spectrum is detected (Flohic et al. et al. 2006) , the equivalent hydrogen column density measured from the X-ray spectrum implies E(B − V ) = 0.87, which translates into an attenuation by a factor of 100 at 2500Å. Our conclusion is that an AGN may be present in this galaxy, but is not the source of the observed UV flux.
NGC 6500. -The UV spectrum of the nucleus of NGC 6500 (Maoz et al. 1998 ) has a relatively low S/N, but still shows absorption features resembling lines from hot stars. Moreover, the nuclear UV source is extended, with no clear "knot" that could be identified with the nucleus (Maoz et al. 1995; Barth et al. 1998) and no variability (Maoz et al. 2005) . The X-ray spectrum (Terashima & Wilson 2003 ) is indicative of an obscured AGN with E(B − V ) = 0.37, implying an attenuation of its 2500Å flux by a factor of 7. Thus this object is very similar to NGC 5055; an AGN is probably present, but is not the source of the observed UV flux.
QUANTITIES DERIVED FROM THE SPECTRAL ENERGY DISTRIBUTIONS 4.1. Optical-to-X-Ray Spectral Indices, Bolometric
Luminosities, and Eddington Ratios For comparison with other types of AGNs, we have used the rest-frame flux densities at 2500Å and 2 keV to compute the "optical-to-X-ray spectral index" (Tananbaum et al. 1979) , defined as
under the convention that L ν ∝ ν −α ox . Both the UV and Xray flux densities were corrected for extinction, as described in §3.2, so that α ox describes the shape of the intrinsic AGN spectral energy distribution. We were able to calculate the values of α ox for the 9 LINERs with data available at 2500Å and 2 keV. Another 6 objects have available data at 2500Å but only upper limits at 2 keV; for these we were able to obtain lower limits to α ox . For three objects, NGC 404, NGC 6500, and NGC 5055, we do not present the value of α ox because we feel it is unreliable (see the discussion of these three objects in §3.3). In the case of NGC 404, although an AGN may contribute to observed UV and X-ray flux, there is significant contamination by hot stars, as evidenced by stellar absorption lines in the UV spectrum. In the other two objects, the UV light that we observe appears to be dominated by hot stars, with no discernible contribution from an AGN. The uncertainty in α ox is related to the fractional uncertainties in the X-ray and UV fluxes (as long as these are small) via δ α ox = 0.
by uncertainties in the photon index; see footnote (a) in Table 4 ] 8 . The value of δ f UV / f UV includes a contribution from variability (typically, δ f UV / f UV ∼ 0.10 for small-amplitude variability on time scales of 1-2 years; see Table 3 ) and a contribution from uncertain extinction corrections (the difference between the starburst and Milky Way or Magellanic Cloud extinction laws leads to δ f UV / f UV < 0.13 for 2/3 of our objects). Thus, under the assumption of small errors, the uncertainty in α ox is 0.03. However, the above analysis does not apply if the amplitude of variability is large (it could reach a factor of a few over the course of several years; see Maoz et al. 2005) or if E(B−V ) X > 0.2 and the extinction law is uncertain. In such a case, the magnitude of the uncertainty is best illustrated by the following specific examples. If the X-ray or UV flux change by a factor of 3 between the observations in the two bands, then α ox will change by 0.2. For an object such as NGC 4438 with E(B − V) X = 0.21 the maximal difference between extinction laws yields a change in α ox of 0.24, while for an object such as NGC 2681 with E(B −V ) X = 0.47, the change in α ox is 0.50.
The resulting values of α ox are given in Table 4 and their distribution is plotted in Figure 4 . The majority of the values of α ox (excluding limits) cluster between 0.92 and 1.36, while the lower limits fall between 0.55 and 1.33. It is useful to compare the values that we obtain here with those obtained by Maoz (2007) using similar data and methodology. In their sample of 12 objects (excluding NGC 404) (Maoz 2007 ) find a range of α ox of 0.92-1.34, very similar to ours. Moreover, comparing the values of α ox in five individual objects that are common between the two papers, we find that in four cases they agree within 0.16 and in the case of NGC 4594 the values disagree by 0.31. We attribute the differences in the values of α ox to the following differences in the analysis: (a) Maoz (2007) vicinity of the AGN, while we did, and (b) Maoz (2007) used a fixed value of 1.8 for the X-ray photon index to obtain the 2 keV monochromatic luminosity, while we used the specific value of the photon index measured from each X-ray spectrum. Thus we conclude that the true range of values is likely between 0.9-1.4. We take 1.5 to be a very generous upper limit to the value of α ox and use it to derive upper limits to the 2500Å monochromatic luminosity of the objects for which no such measurement or limit is available (see §3.1).
We have computed the bolometric luminosities of a set of "calibration objects" with well-sampled SEDs by integrating the SEDs directly (neglecting upper limits). These objects are NGC 3031, NGC 3998, NGC 4374, NGC 4486, NGC 4579, and NGC 4594. For another object, NGC 1097, we adopted the bolometric luminosity derived from a model for the SED by Nemmen et al. (2006) . To integrate an SEDs we assumed that pairs of neighboring points defined a power law, computed the integral for each segment analytically, and summed the luminosities of individual segments. Using this small subset of objects, we estimated the "bolometric correction," κ 2−10 keV , such that L bol = κ 2−10 keV L 2−10 keV . We found that the values of κ 2−10 keV in this small subset span a wide range, from 6 to 143, with a geometric mean of 33, a median of 52, and an average of 51. This range is comparable to the range found in Seyfert galaxies and quasars by Vasudevan & Fabian (2007) . Thus, we adopted κ 2−10 keV = 50 and used it to obtain the bolometric luminosity of the remaining objects in our sample from their 2-10 keV X-ray luminosities. We list these bolometric luminosities in Table 4 .
Using the bolometric luminosities estimated above, we computed the Eddington ratios of the AGNs in our sample (the ratio of the bolometric luminosity of the AGN and the Eddington luminosity) as follows:
or log R Edd = −6.11
where L bol = 10 40 L 40 erg s −1 is the bolometric luminosity, L Edd = 1.3 × 10 38 (M BH /M ⊙ ) erg s −1 , is the Eddington luminosity, and M BH = 10 8 M 8 M ⊙ is the black hole mass reported in Table 1 . The resulting values of R Edd are included in Table 4 ; they span the range −7.8 < log R Edd < −3.4 for the AGNs in our sample that were detected in the X-ray band.
The distribution of Eddington ratios is shown graphically in Figure 5 . Estimating the bolometric luminosity by scaling the 2-10 keV luminosity is subject to a number of caveats. These caveats also apply to the estimates of the Eddington ratio. First, it is not known whether there is a single, universal value of the bolometric correction. On theoretical grounds, we would expect the shapes of the SEDs of low-Eddington ratio AGNs, hence the bolometric corrections, to depend on the black hole mass and accretion rate (see, for example, Ball et al. 2001 , and references therein). The objects in our calibration set span a relatively narrow range in luminosity, mass, and Eddington ratio [41.3 < log(L bol /erg s −1 ) < 43.1, 7.8 < log(M BH /M ⊙ ) < 9.5, −3.8 < log R Edd < −5.3], but we have applied this correction to objects with a much wider range in these properties, namely down to log(M BH /M ⊙ ) = 5.3 and log R Edd = −7.8. We have checked whether there is any correlation between κ 2−10 keV or α ox , and the mass, luminosity, or Eddington ratio in our calibration set but found none. Second, the values of κ 2−10 keV within our calibration set span a rather wide range even though they were derived from objects with a narrow range of properties. This suggests that either (a) there are systematic errors in the measured bolometric luminosities, or (b) there is a wide diversity in the SEDs. Systematic errors could arise from our interpolating over broad but sparsely-sampled frequency windows (especially in the far-IR) or from contamination by light from the host galaxy (especially in the near-IR). In conclusion, we note that the values of the bolometric luminosity and the Eddington ratio that we report in Table 4 should be regarded with caution; we estimate rough uncertainties on these quantities of a factor of 5 in either direction.
In an effort to assess any relation between LINER class and AGN luminosity, which may reveal selection effects or other biases in this sample, we plot in Figure 6 the bolometric luminosities we have derived against the black hole mass. In this figure we use different symbols to denote different LINER classes (L1, L2, and T2 or T2/L2). An inspection of this figure shows that L2 and T2 LINERs span the entire range of luminosities of the sample, although L2 objects are concentrated at higher luminosities. This is not a surprise because more luminous objects, which also appear brighter in the narrow range of distances of this sample, are more attractive targets for pointed X-ray observations. L1 LINERs are found preferentially at high luminosities, which we attribute to a selection effect of the optical spectroscopic survey that detected them (Ho et al. 1997c ). More specifically, the luminosity of their broad lines, which determines how easily they can be detected, depends directly on the luminosity of the AGN.
The Average Spectral Energy Distribution and Its
Properties For the sake of completeness, we have also produced an average SED using the following procedure. First, all individual SEDs were normalized (arbitrarily) to an integrated 2-10 keV X-ray luminosity of 10 40 erg s −1 . Because of this normalization scheme, we had to exclude 11 AGNs for which we only have X-ray upper limits. After normalization, the available measurements were grouped into frequency bins, neglecting upper limits as well as the SEDs of NGC 404, NGC 5055, and NGC 6500, which appear to be significantly contaminated or dominated by starlight (see §3.3). Finally, we computed the geometric mean in each bin by averaging the logarithm of the luminosity, log(νL ν ) . The geometric mean is preferable to the simple mean because it minimizes the effect of extreme outliers. We have found that the geometric mean is very similar to the median in each frequency bin. For frequency bins between 0.1 and 1 µm we have computed the geometric mean both before and after applying extinction corrections. The results are tabulated in Table 5 , which also includes the definition of the frequency bins used, the standard deviation of log(νL ν ), and the number of measurements in each frequency bin. The X-ray photon index in the (geometric) mean SED is 1.85 and the value of α ox is 1.24. In comparison, the subset of objects with a measured value of α ox have a median X-ray photon index of 1.90 and a median α ox of 1.28.
The mean SED is plotted in Figure 7 where we also overplot the mean SEDs of radio-loud and radio-quiet quasars (Elvis et al. 1994) , after normalizing them to the same X-ray luminosity, for comparison. It is noteworthy that the mean LINER SED has an X-ray band slope similar to that of radioquiet quasars but a relative radio luminosity and slope similar to that of radio-loud quasars. In the UV band, around 1 Ry, the luminosity in the quasar SEDs is somewhat higher than in the mean LINER SED, although there is agreement within the 1-σ dispersion limits. It is also interesting to compare the mean LINER SED derived here with the LINER SEDs presented by Ho (1999, see his Fig. 8 ). The near-UV luminosity in our SED appears to be higher (relative to the X-ray luminosity) than that of the Ho (1999) SEDs. This is also apparent from a comparison of the values of α ox determined by Ho (1999) and by us. We attribute this difference to newer measurements in both the UV and X-ray bands. Measurements in the X-ray band with Chandra have isolated the X-ray emission from the AGN and reduced the contamination from The horizontal error bars represent the frequency bands within which measurements were averaged. Overplotted are the average SEDs of radio-quiet and radio-loud quasars (solid and dashed lines respectively; from Elvis et al. 1994) . Additional details can be found in §4.2 of the text and in Table 5 . The limits of the frequency bands used to group the data points from individual SEDs. c The number of data points in each frequency bin. d Average values of log(νL ν ) and its standard deviation after correcting for extinction using the Seaton (1979) law. e Average values of log(νL ν ) from 0.1 to 1 µm without extinction corrections. f The standard deviation in the corrected values of log(νL ν ) (omitted when a bin contains only a single data point).
circumnuclear sources (e.g., Flohic et al. et al. 2006) , thus increasing the contrast between the UV and X-ray luminosity.
We emphasize that interpretation or use of the average SED requires care for the following reasons. First and foremost, the average SED includes contributions from objects with a wide range of Eddington ratios, with the caveats discussed at the end of §4.1. We do note, however, that the dominant contribution is from objects with −5.4 < log R Edd < −4.0 (see Fig. 5 ). Second, not all objects contribute to all frequency bins of the average SED. Each bin includes a different mix of objects, with the exception of the X-ray bins, where by construction all objects contribute. Third, in frequency bins containing a small number of measurements, the standard deviation is depressed. In spite of these caveats, however, one can use more specific filters for the data tabulated here in order to construct an average SED that is suitable for testing accretion flow models.
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