Machine Translation (EBMT) system that translates sentences from English to Hindi. It uses the parallel corpus for translating sentences. Development of a machine translation (MT) system typically demands a large volume of computational resources. Requirement of computational resources (for example, rules) is much less in respect of EBMT. This makes development of EBMT systems for English to Hindi translation feasible, where availability of large-scale computational resources is still scarce. Example based machine translation relies on the database for its translation. The frequency of word occurrence is important for translation in EBMT in the following research.
I. INTRODUCTION

A. Machine Translation
The natural language is used by every common man. The language which human beings speak is termed as natural language. People use natural language for communication. Natural language processing includes refining, modifying and translating i.e. operating on one of these natural languages.
When all humans are able to speak, then what is the need for processing this natural language in our life? The need can be explained by divergence. The divergence is difference in language or the form of text in which the language is present. In India itself there are more than 20 languages spoken. The most ancient of all languages is Sanskrit. Many people do not understand Sanskrit but they can if the text is translated into their national language or languages they are familiar with. Therefore, for understanding and making communication easy there is a basic need of translator. This translation can be done by humans; so why there is a need of machine translation? The first reason is that the "world of text" is huge. There are many large documents to be translated and it is not possible for a human to translate gigabytes of data in a short time. To reduce the human efforts and to give the results quickly the machine translators are used which can translate the text from one language to another by just one click. A second reason is that the all technical materials are too boring for human translators to translate as humans do not like to translate them continuously. Hence they look for help from computers. Thirdly, as far as large corporations are concerned, there is the major requirement that terminology is used consistently, the terms to be translated in the same way every time. Computers are consistent, but human translators tend to seek variety; they do not like to repeat the same translation and this is not good for technical translation. A fourth reason is that the use of computer-based translation tools can increase the volume and speed of translation throughput, and organizations like to have translations immediately. The fifth reason is that top quality human translation is not always needed. Computers do not produce good translations. The fact is that there are many different circumstances in which top quality translation is not essential, and in this case, automatic translation can be used widely [1] .
The need for machine translation can be briefly stated into following points briefly:
 Too much to be translated  Boring for human translators  Major requirement that terminology used consistently  Increase speed and throughput  Top quality translation not always needed  Reduced cost
B. History of Machine Translation
W. John Hutchins, 1986 explained very vast history of machine translation [1] [2] [3] . Many are under the impression that MT is something quite new. It has a long historyalmost since before electronic digital computers existed. In 1947 when the first non-military computers have been developed, the idea of using a computer to translate has been proposed. In July 1949 Warren Weaver [4] of using computers for translation. From this time on, the idea spread quickly, and in fact machine translation has been to become the first non-numerical application of computers. The first conference on MT was held in 1952 [5] . Just two years later, there has been the first demonstration of a translation system in January 1954 [6] . Unfortunately it has been the wrong kind of attention as many readers thought that machine translation has been just around the corner and that not only would translators be out of a job but everybody would be able to translate everything and anything at the touch of a button. It gave quite a false impression. However, it has been not too long before the first systems have been in operation, even though the quality of their output has been quite poor. In 1959 a system has been installed by IBM at the Foreign Technology Division of the US Air Force [7] , and in 1963 and 1964 Georgetown University, one of the largest research projects at the time, installed systems at Euratom and at the US Atomic Energy Agency. But in 1966 there appeared a rather damning report for MT from a committee set up by most of the major sponsors of MT research in the United States. It found that the results being produced have been just too poor to justify the continuation of governmental support and it recommended the end of MT research in the USA altogether. It advocated the development of computer aids for translators. Consequently, most of the US projects -the main ones in the world at that time -came to an end. The Russians, who had also started to do MT research in the mid 1950's, concluded that if the Americans were not going to do it any more than they would not either, because their computers have not been as powerful as the American ones. However, MT did continue in fact, and in 1970 the Systran system has been installed at the US Air Force (replacing the old IBM system), and that system for Russian to English translation continues in use to this day [8] . The year 1976 is one of the turning points for MT. In this year, the Météo system for translating weather forecasts has been installed in Canada and became the first general public use of a MT system [9] . The European Commission decided to purchase the Systran system and from that date its translation service has been developed and installed versions for a large number of language pairs for use within the Commission. Subsequently, the Commission decided to support the development of a system designed to be better than Systran, which at that time has been producing poor quality output, and began support for the Eurotra project -which did not produce a system in the end. During the 1970's other systems began to be installed in large corporations [10] . In 1981, came the first translation software for the newly introduced personal computers, and gradually MT came into more widespread use [11] . In the 1980's there had been a revival of research, Japanese companies began the production of commercial systems, and computerized translation aids became more familiar to professional translators. Then in 1990, the first translator workstations came to the market [12] . In the last decade MT has become an online service on the Internet [13] [14] . The term machine translation (MT) is translation of one language to another. The ideal aim of machine translation system is to produce the best possible translation without human assistance. Basically every machine translation system requires automated programs for translation, dictionaries and grammars to support translation [15] .
The work in this paper is organized in five parts. First part discusses the review of literature on machine translators and the related work in development of example based machine translators. The further discussion focuses on the proposed methodology and the algorithm implemented in translation and training of the system. The implementation and working of the system is discussed later followed by drawn conclusion, result and the future scope for the translation system.
II. LITERATURE REVIEW A. Example Based Machine Translation
EBMT is a corpus based machine translation, which requires parallel-aligned three machine-readable corpora. Here, the already translated example serves as knowledge to the system. This approach derives the information from the corpora for analysis, transfer and generation of translation. These systems take the source text and find the most analogous examples from the source examples in the corpora. The next step is to retrieve corresponding translations. And the final step is to recombine the retrieved translations into the final translation.
EBMT is best suited for sub-language phenomena like -phrasal verbs; weather forecasting, technical manuals, air travel queries, appointment scheduling, etc. Since, building a generalized corpus is a difficult task, the translation work requires annotated corpus, and annotating the corpus in general is a very complicated task.
Nagao (1984) has been the first to introduce the idea of translation by analogy and claimed that the linguistic data are more reliable than linguistic theories [16] . In EBMT, instead of using explicit mapping rules for translating sentences from one language to another, the translation process is basically a procedure for matching the input sentence against the stored translated examples. Fig. 1 shows the architecture of a pure EBMT [17] .
The basic tasks of an EBMT system are - The knowledge base, parallel aligned corpora consist of two sections, one for the source language examples and the other for the target language examples. Each example in the source section has one to one mapping in the target language section. The corpus may be annotated in accordance with the domain. The annotation may be semantic (like name, place and organization) or syntactic (like noun, verb, preposition) or both. For example, in the case of phrasal verb as the sub-language the annotations could be subject, object, preposition and indirect object governed by the preposition. In the matching and retrieving phase, the input text is parsed into segments of certain granularity. Each segment of the input text is matched with the segments from the source section of the corpora at the same level of granularity. The matching process may be syntactic or semantic level or both, depending upon the domain. On syntactic level, matching can be done by the structural matching of the phrase or the sentence. In semantic matching, the semantic distance is found out between the phrases and the words. The semantic distance can be calculated by using a hierarchy of terms and concepts, as in WordNet. The corresponding translated segments of the target language are retrieved from the second section of the corpora. In the final phase of translation, the retrieved target segments are adapted and recombined to obtain the translation. It identifies the discrepancy between the retrieved target segments with the input sentences' tense, voice, gender, etc. The divergence is removed from the retrieved segments by adapting the segments according to the input sentence's features.
B. Machine Translators
The table 1, describes the Example Based Machine Translator Implementation. These translators have different domain of their working. These translators used different computational resources for their operation. 
, has proposed a system with an approach for machine aided translation having the combination of example-based and corpus based approaches and some elementary grammatical analysis. In ANUBHARTI the traditional EBMT approach has been modified to reduce the requirement of a large example base. ANUBHARTI-II uses Hindi as a source language for translation to other Indian language [18] .
Vijayanand Kommaluri, Sirajul Islam Choudhury and Pranab Ratna in 2002 proposed Assamese automatic MT system for translating the news texts by using the Example Based Machine Translation (EBMT) technique. In this the translation is done at sentence level. Some preprocessing and post processing work has to be done for the translation. The longer sentences were fragmented at punctuation, which gives high quality translations. Backtracking is used when exact match does not occur at the sentence level, which results in further fragmentation of the sentence [19] . 
 IBM-English-Hindi Machine Translation System D. Gupta, N. Chatterjee [24] and Raghavendra Udupa, Tanveer A. Faruquie [25] ] developed a MT system based on bilingual dictionary of sentences, phrases, words and phonetic dictionary. Each dictionary contains parallel corpora for the language pair based on EBMT. EBMT has a set of 75000 commonly used sentences from English and translated into the target Indian Languages.
III. PROPOSED METHODOLOGY
There are two objectives in the presented research. Proposed algorithms for the two objectives are explained below in stepwise manner. The training corpus is the parallel database containing 677 sentences. The corpus generated is not preprocessed. The examples contained in training corpus are newspaper headlines.
The database trained forms the matrix. This matrix can be stored in mat file for later use. Once the system is trained, there is no need to train the system later till there is some modification made in the database.
A. Training Algorithm
The first objective for the system designed is to train the system for translation. The training algorithm stated below is designed to create matrix data structures later used in the translation phase.
Step 1: Initialize the Similarity Matrix, Training Matrix and TagMatrix as zero.
Step 2: Read first sentence form database.
Step 3: Tokenize the string.
Step 4: Read sentence from database to compare with the first.
Step 5: Tokenize the string.
Step 6: Compare two tokens if match found, then update similarity matrix and increment counter for word else compare for next word.
Step 7: Store the counter for the training matrix.
Step 8: Check current variable if less than size of database, then increment counter and go to Step 4.
Step 9: Check current variable if less than size of database, then increment counter and go to Step 2 to reinitialize the counter for the occurrence of word.
The training module forms the matrix; this matrix is used later for matching in translation phase. The indexes of sentence containing the corresponding word are matched to find the common Hindi string which is combined to form the output. The training matrix gives the number of occurrence of the word in the corpus. The system uses these databases as input in translation phase. These data structures are loaded each time.
B. Translation Algorithm
The algorithm for translation of sentence is presented below. The translator performs word based translation.
Step 1: Train the database for finding the matrices.
Step 2: Read the input string.
Step 3: Divide the string into tokens.
Step 4: Parse the database for the first word i.e. token.
Step 5: If the word is present only once in database, use the dictionary to search for the translation else go to Step 6. Step 6: If the word is present twice in database, then it finds the common string in the Hindi language to find the match else go to Step 7.
Step 7: The corresponding Hindi sentences are taken and the intersection of sentences is found and the common string is found.
The sentence entered by user is broken into tokens using user defined function. The sentence indexes for these tokens are matched for translation one-by-one from the corpus by user defined String Cmp function. The matched output is then combined to generate the output translated string. The input sentence is not preprocessed to remove stop words e.g. the, is, as etc.
IV. IMPLEMENTATION
The research mainly has two objectives training and translation. Training of database train the database for translation and translator converts the sentence from English to Hindi. These two objectives are explained more in detail below.
A. Training
The training system objective further is divided in three modules. These modules develop the data structures while training which have been used in later objective. The training is performed using the parallel corpus. parallel corpus containing English-Hindi sentence pair is generated. These modules are described in following parts:-
 Development of Similarity Matrix
The sentence is correct with meaningful alignment of the words. The corpus used for training is made of 677 parallel English-Hindi sentence pairs. Similarity matrix is generated using training corpus to find the existence of each word from sentence in the corpus. Each word is checked for its match in entire corpus of English sentences. If the match is found, the value in the matrix is changed to a non-zero value i.e. 1. The non-zero value indicates the presence of a word in database. If the word is present in database the system compute the matrix by placing 1 in place of existence of word. This check is performed for each sentence and each word present in the corpus. The Similarity Matrix is then stored in .mat format for later use. The values in table 2 show the similarity matrix for first 10 sentences in the corpus. This similarity matrix is calculated for ten English sentences in the corpus. Table 2 : Similarity Matrix for 10 sentences
The training matrix is used to find the occurrence of the word in the entire corpus i.e. the count of the each word in the database. The occurrence gives the frequency of word in the database. The word present in the corpus and its corresponding match can be retrieved using translation algorithm. If the frequency of the word is more, then the accuracy of translation for that word will be more.
The values in table 3 are the occurrence for the corresponding word in the sentence. The occurrence of the first word for example "Uganda" is 1, similarly for second word "using" is 2. The index of the occurrence in which sentence is found from the Tagmatrix is explained below.
 Development of Tagging Matrix (TagM)
The tagmatrix stores the sentence number of the occurrence of the word. The sentences are then compared and the intersection is found for the comparison. The common string for the tag matrix is found for the output.
The tag matrix for the first 12 words is shown in the table 4 below the word for corresponding tag is shown in first column. The sentence index is stored in preceding columns. The matching is found with the match using the index of the sentences. 
B. Translation of Sentence
This objective translates the sentence from English to Hindi. Word based translation is performed by comparing tokens of the input sentences. The input sentence is divided in word strings called tokens. The space is used as delimiter. The English sentence has SVO sentence structure and Hindi has SOV structure. The correct translation is formed by alignment of text in proper structured format i.e. if sentence is translated from English-Hindi the Subject-Verb-Object is aligned as Subject-Object-Verb in translated output. The translator presented in research-work does not align the text in SOV format for generated Hindi translation. Let us summarize the modules in detail.
 Finding the occurrence of word in database
The word to be translated is checked for its occurrence in the corpus. The occurrence of the word is found from the training matrix generated in training phase. TagM matrix gives the indexes of the English sentence in which the word to be translated is present. These indexes are used to retrieve the corresponding Hindi sentences from the corpus. These Hindi sentences are compared to find the common string. The string common in the sentences is the corresponding translation for the word. The matching of a word in sentence depends on occurrence of the word in the corpus. The retrieved Hindi sentences are tokenized before matching. The matching for the word has been implemented in three cases.
a. Word occurs only once in database The occurrence of the word is found from the training matrix. If the word exists only once in the database, then comparison of two Hindi sentences is not possible. In such case the dictionary is used. The dictionary containing one-to-one translation of English-Hindi words is used. The word is checked in English words corpus. If the word is present, its corresponding match is extracted from the Hindi words corpus.
b. Word occurs twice in database
The word if present in two English sentences, the corresponding Hindi sentence is retrieved from the corpus. These Hindi strings are passed into user defined function StringCmp( ) which finds the common string comparing both the Hindi sentences.
c. Word occurs thrice in database
The word if present in more than two sentences that is, if its frequency is greater than or equal to three the sentences, it is intersected using intersect( ) the inbuilt Matlab function. The Hindi sentences are passed as input to the function and the common output string is found. The example explained below describes the processing in detail.
For example, the sentence "Kerala state beautiful" is to be translated using the translator, it performs the following steps while translation. The tokens are generated from the input sentence. The sentence is divided in tokens considering space as the delimiter. Therefore the sentence tokens are "Kerala", "state" and "beautiful". In the next step, each token is to be processed for translation one-by-one. The occurrence of these tokens is checked from training matrix. The sentences containing these words are found from the tagmatrix. Through the tag of sentences in tagmatrix the corresponding translation is searched for match and translation is extracted from the corpus. Thus the output retrieved is word to word translation.
The example is elaborated in following description. The text to be compared is "Kerala". It is compared in the corpus and the tag matrix the tag matrix is displayed below. TagM = 255  259 i.e. word kerala is present in sentence 255 and 259. These two strings are compared using a Stringcmp function.
S1=
'bljkbyh' ';qxy'
The common string of the two sentences S1 and S2 is found which is 'dsjy' i.e. translation for "Kerala". The same procedure is followed for the rest of the tokens in the sentences. If the word occurs in matrix three times, the intersection of sentences found from the tag matrix is found for example "state". The tag matrix for state is: TagM= 14 98 246 i.e. word state is in sentence 14, 98 and 246. These three strings are intersected using intersect function in MATLAB as,
The intersection of these three sentences is 'jkT;' which is concatenated with the previous matched output. Thus the sentences index is used for finding the common string to find the right translation.
V. RESULT ANALYSIS & DISCUSSION
The non parallel testing database of 150 English sentences is created to test the precision and wordstrength of translator. The precision is the mathematical measure which gives the quantity up to which the output generated is correct. Word-strength gives the mathematical quantity for the exact word translation for the keywords in the sentence.
Precision is the measure to check the quality of translation. It is given by the following mathematical formula [27] . The precision for the translator presented in the research work is computed by varying the size of corpus used for translation. The table 5 below shows the precision and word-strength of the output generated through the translator. The quantities make it clear as the size of database increases, the precision of the system also increases. The graph is drawn for the tabulated quantities in Fig. 2 .
The formula for precision is:-Precision= The graph for the translation precision is drawn below in Fig. 2 : This research focuses on simple way of comparing sentence to extract the translation. The research concludes the translator gives the proper expected output to some extent by comparing sentences. The research can be taken to next level by using preprocessed database. The translator presented in the research work does not structure the output sentence in SOV form. Thus the alignment of translation can be done. There is no approach to reduce divergence in generated output, therefore algorithm can be written for reducing the divergence in future. 
