with other physical properties derived from well logs to discriminate between water, shale and hydrocarbon-bearing rocks.
An induction log reflects to a certain extent the true formation electrical conductivity, but logs are contaminated by electromagnetic (EM) induction effects associated with the presence of the borehole, bed boundaries, the dip of the formation bedding planes with respect to the borehole axis, formation anisotropy, tool eccentricity, and the fluid invasion zone. Fully 3-D numerical simulations are required to model these effects and eventually permit an estimation of the true formation conductivity profile from the observed log response.
The effect of dip on induction log responses has long been of interest to the oil industry.
Dip is defined as the angle a between the borehole/tool axis and the normal to the bedding
planes. An early deconvolution technique [1] was developed to correct induction logs for the dip effect in formations without fluid invasion. The technique is based on the assumption that the log response (apparent conductivity) can be regarded as a linear function of the true formation conductivity. The linearity assumption is reasonable for modest conductivity values within beds but it breaks down near bed boundaries due to the nonlinear EM of electric chaige accumulation. The charge accumulates as eddy currents generated tilted dipole are forced across the interface. In this study, a finite element (FE) algorithm based on the (A., W.) secondary coupled electromagnetic potentials formulation of Maxwell's equations [7] [8] is used, where A, is a secondary magnetic vector potential and~. is a secondary electric scalar potential. The secondary potentials are defined relative to primary potentials (AP, VP) that are known solutions to a specified CSEM induction problem. The method operates with unstructured meshes and consequently can address difficult EM induction problems characterized by complicated conductor geometries. .
Governing Equations
In source-free regions, the governing equations for the Coulomb-gauged coupled potential formulation of Maxwell's equations assuming e-i'"t harmonic excitation are given by [8] :
Numerical solutions are best obtained in terms of secondary potentials (As, WS) defined by:
A=AP +As and V=W5+ Wp. The governing equations become: V X (V X As) -V(V . As) -i@/l@(As + v~s) = &p04u(Ap + VVP)
where Au~u-O. is conductivity whose
the difference between two conductivity y distributions: u(r), the actual response is required, and uo(r), a 'background' conductivity whose re--Spon~e is already known. The differential equations for (As, W5) are solved using the finite -element method. The boundary conditions are of homogeneous Dirichlet type [8] .
For the primary potentials (Ap, Vp) we consider the solution for a horizontal loop of radius a, placed at S=ZO and carrying current 1, which is embedded in a conducting wholespace of uniform conductivity y a.. The formula for Ap in cylindrical coordinates is:
. t t,here~~=~2-~/JOLJL70> w bile WP vanishes in this case. The Hankel transform is performed using a digital filter method [9] .
Method
Aderivationofthe sparse, complexsymmetric linear systemofequations that isgenerated by applying the finit.e element method to the (As,ll!s) partial differential equations is providedin the .Appendix. The linear system is solved using the quasi-minimal residual (QMR) method described in [10] . Jacobi preconditioning is used to enhance the convergence rate of the QMR iterates [11] .
The solution domain~is discretized into tetrahedral using a mesh generator with local refinement capability [8, 12] . The mesh generator produces high-qualit y tetrahedral with few if any long, thin ones that degrade the accuracy of the FE solution. Local mesh refinement is performed in regions where electromagnetic field gradients are expected to be large, such as along bed boundaries, or where high accuracy is required, such as close to receivers. The local refinment algorithm allows multiple nested refinements so that a mesh that has been locally refined can be further refined within the same region. An example of a mesh with two nested local refinements is given in Figure 1 .
Once the mesh is generated and the finite element squares interpolation (MLSI) method [13] is used to linear system solved, a moving least differentiate the computed potentials and hence obtain the direct the solution domain.
electromagnetic field components at any specified point within
Benchmark
The problem considered is that of a horizontal coil embedded in a double halfspace electrically conducting medium with a dipping interface. The geometry is illustrated in Figure 2 , in the coordinate system used by the FE solution. In the coord%~sen-fm+lw-analytic-----solution, the coil. is tilted and the interface is horizontal. However, the FE and analytic solutions are equivalent once the proper coordinate transformation has been applied, with both containing the full 3-D physics of charge accumulation at the interface.
The analytic solution is the superposition of a horizontal magnetic dipole (HMD) and a vertical magnetic dipole (vMD) energizing a double half-space formation with a horizontal interface.
A conventional logging tool measures the component of magnetic field that is , , aligned with the transmitter axis. Therefore, in the coordinate system used by the FE method, the magnetic field sensed by the logging tool is given by~Rx = HZ, whereas for the analytic soIution, it is
where H~MD is the z-component of the magnetic field generated by the VMD source of the same magnetic moment as the transmitter, and so forth.
The FE calculations were performed in terms of secondary potentials, where the primary potential Ap is that due to a horizontal loop energizing a uniformly conducting wholespace of conductivity U., which is the value characterizing the bed in which the transmitter is located. "The MLSI algorithm was then applied to extract the secondary magnetic field.
A mesh (60k nodes, 300k tetrahedral) was constructed using three nested refinements in the region where the vertical (coil) axis intersects the interface between upper and lower halfspaces, as shown by the shaded rectangle in Fig.2 . A linear transformation of the form z~4-Zi + xi Lana (7) is applied to each node i=l ,... ,N of the mesh to ensure that the edges of the tetrahedral conformed to both the coil axis and to the dipping material interface, see the example in A very good agreement for the tilt angles of 30°and 45°is found between the FE-computed and the FD-computed X-signal and Z-signal. At the highest tilt angle considered, cr=60°, there is a larger disagreement, which can be attributed to the decrease in quality of the mesh tetrahedral. In Figure 5 the tetrahedron mean quality factor [12] is plotted versus the tilt angle, for both a mesh without local refinement and for the operational mesh containing the three nested refinements. As the tilt angle increases, the tetrahedral become progressively longer and thinner in order to simultaneously conform to both the z-axis and the dipping material interface. A long, thin tetrahedron has a very small quality factor, near zero, while a well-shaped tetrahedron has a quality factor between 0.6-1 .0. A poor quality mesh containing many long, thin tetrahedral leads to a badly conditioned FE matrix and an accompanying loss of accuracy in the FE-computed EM responses.
It is also evident from Fig.5 that the refined mesh is of poorer overall quality than the unrefined mesh. This illustrates a trade-off involved in local mesh refinement: additional tetrahedral increase the accuracy of FE-computed solutions only if they are of sufficiently high quality. In the current version of the mesh generator, the quality of the tetrahedral in a specified region decreases with the number of times that the region is refined [8] . In view of these factors, the generation of high-quality, conforming meshes for large tilt angles and multiple nested refinements is an important component of our ongoing research.
Inductive and Polarization Effects
The real component z-signals contain sharp peaks at the bed interface for high tilt angles, see
Figs. 4d and 4f. These peaks are known as "polarization horns" in the well-logging industry and arise due to the combined effects of (a) induced eddy currents, and; (b) currents that dissipate the charge accumulation at the material interface. .
To understand the physics of induction by a tilted coil over a horizontal interface, it is instructive to examine the secondary fields that are generated by the constituent vertical and horizontal magnetic dipoles. A schematic representation of the induced eddy currents -.
-.. . . . . -near the interface is shown in Figure 6 for the case of VMD excitation.
The currents flow azimuthally in the z/Y-plane. There is no vertical current flow, and hence no charge accumulation at the interface.
The physics of induction by the HMD source over a horizontal interface is more complicated.
.4ssume the HMD source is located in the upper half-space. The induced eddy currents will resemble an image of the transmitter reflected in the lower medium. The eddy current , pattern is shown in Figure 7 . Notice that there is a vertical component to the current flow, and some of the currents leak into the upper medium (not shown in the figure), so that electric charges will accumulate on the interface. A schematic representation of the charge accumulation is shown in Figure 8 .
Contours of the real secondary magnetic field due to the tilted coil (&=45°) are shown in is selected to define the background medium, the secondary field will contain large gradients in the vicinity of the transmitter. A numerical code will experience difficulty capturing these large gradients accurately, so that the mesh would have to be made substantially finer.
Appendix: Finite Element Analysis
The Galerkin equations for the boundary value problem defined by Eq. (3-4) , subject to ho- since they are used in the expansion of As and W,. Hence:
Integrating by parts in the first two volume integrals in Eq. (A2), and in the first volume integral in Eq. (A3) respectively, one obtains: 
By choosing W = Ni(z, Y,z) UXand w = O, where Ni -is the scalar shape function associated to node "i", Eq. (.47) transforms into:
where: 4
Ap,/,r =~Ap,(n-+~"(m,z) (z>Y]Z)
(A1O) m=l and the summation is over all nodes '%)' connected to node "i", and over all tetrahedral "1" to whom node "i" belongs. 
Q' E' and since both Ni and the tangential derivatives of N~are continuous at interior element boundaries, by proceeding with the summation over all elements, only the integrals on the exterior boundary may not cancel. This is due to the interior elements with common surfaces that share oppositely directed normals n.
Regarding the terms associated to the fourth row and column corresponding to Eq.(A9), 
