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a b s t r a c t
Li et al. [Y.T. Li, C. Li, S. Wu, Improvements of preconditioned AOR iterative methods for
L-matrices, J. Comput. Appl. Math. 206 (2007) 656–665] have considered themodified AOR
method with a preconditioner (I + Sα). In this paper, we present a new preconditioner
(I + Sαβ ) instead of (I + Sα). The comparison theorems and numerical experiments show
that the proposed new method can achieve faster convergence than the preconditioner
introduced by Li et al.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
We consider the following linear system:
Ax = b, (1)
where A ∈ Rn×n, b ∈ Rn are given and x ∈ Rn is unknown.
For simplicity, we let A = I− L−U , where I is the identity matrix, L and U are strictly lower and strictly upper triangular
matrices, respectively. Then the iteration matrix of the AOR iterative method [2] for solving the linear system (1) is
Lrw = (I − rL)−1[(1− w)I + (w − r)L+ wU], (2)
wherew and r are real parameters withw 6= 0.
Now, we consider a preconditioned system of (1):
PAx = Pb,
where P is a non-singular matrix. A modified AOR method is proposed in [1] with preconditioned matrix P = I + Sα , and
Sα =

0 0 · · · 0
0 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
− an1
α
0 · · · 0
, where α is a real parameter. The following preconditioned linear system is considered:
A˜x = b˜, (3)
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where A˜ = (I + Sα)A, b˜ = (I + Sα)b. Now, we express the coefficient matrix A˜ of (3) as
A˜ = D˜− L˜− U˜,
where
D˜ = diag
(
1, 1, . . . , 1, 1− a1nan1
α
)
, (4)
L˜ =

0
−a21 0
−a31 −a32 0
...
...
...
. . .(
1
α
− 1
)
an1
an1a12
α
− an2 · · · an1a1,n−1
α
− an,n−1 0
 , (5)
U˜ = U . (6)
Then the corresponding iterative matrix of the above preconditioned AOR method is
L˜rw = (˜D− r˜L)−1[(1− w)˜D+ (w − r )˜L+ wU˜]. (7)
In this paper, we propose a new preconditioned AOR method with P = I + Sαβ and analyse its convergence properly.
From the comparison theorems, we can conclude that the new method is better than the preconditioner of Li et al. in [1].
2. Preliminaries
For convenience, we shall now briefly explain some of the terminologies used in the next sections. Let C = (cij) ∈ Rn×n
be an n× n real matrix. By diag(C), we denote the n× n diagonal matrix coinciding in its diagonal with cii. For A = (aij), B =
(bij) ∈ Rn×n, we write A > B if aij > bij holds for all i, j = 1, 2, . . . , n. Calling A nonnegative if A > 0(aij > 0; i, j = 1, . . . , n),
we say that A − B > 0 if and only if A > B. These definitions carry immediately over to vectors by identifying them with
n× 1 matrices. ρ(·) denotes the spectral radius of a matrix.
Definition 1 ([4]). Amatrix A is an L-Matrix if aij > 0; i = j = 1, . . . , n and aij 6 0, for all i, j = 1, 2, . . . , n; i 6= j.
Definition 2 ([3]). Amatrix A is irreducible if the directed graph associated to A is strongly connected.
Now, we are going to cite several known results which are indispensable for our subsequent discussions.
Lemma 1 ([3]). Let A ∈ Rn×n be nonnegative and irreducible n× n matrix. Then
(i) A has a positive real eigenvalue equal to its spectral radius ρ(A);
(ii) for ρ(A), there corresponds an eigenvector x > 0;
(iii) ρ(A) is a simple eigenvalue of A;
(iv) ρ(A) increases when any entry of A increases.
Lemma 2 ([5]). Let Lrw and L˜rw be defined by (2) and (7). If 0 6 r 6 w(w 6= 0, r 6= 1) and A is an irreducible L-matrix with
0 < a1nan1 < α(α > 1), then Lrw and L˜rw are nonnegative and irreducible.
3. The new preconditioned AOR iteration
Now, we consider the preconditioned linear system
A′x = b′, (8)
where A′ = (I + S ′αβ)A and b′ = (I + S ′αβ)bwith S ′αβ =

0 0 0 · · · 0
0 0 0 · · · 0
0 0 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
− an1
α
− β 0 0 · · · 0
and the preconditioned linear system
A∗x = b∗, (9)
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where A∗ = (I+ S∗αβ)A and b∗ = (I+ S∗αβ)bwith S∗αβ =

0 0 0 · · · − a1n
α
− β
0 0 0 · · · 0
0 0 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · 0
and α, β are real parameters. Obviously,
when β = 0, S ′αβ = Sα .
It can be proved that all results on the preconditioned system (9) are similar to the system (8), so in this paper, we only
consider the preconditioned system (8).
Now, we express the coefficient matrix of (8) as
A′ = D′ − L′ − U ′,
where D′ = diag(A′), L′ and U ′ are strictly lower and strictly upper triangular matrices obtained from A′, respectively. We
can obtain that
D′ =

1
. . .
1 (
−an1
α
− β
)
a1n + 1
 , (10)
L′ =

0
−a21 0
−a31 −a32 0
...
...
...
. . .(an1
α
+ β
)
− an1
(an1
α
+ β
)
a12 − an2 · · ·
(an1
α
+ β
)
a1,n−1 − an,n−1 0
 , (11)
U ′ = U =

0 −a12 −a13 · · · −a1n
0 −a23 · · · −a2n
. . .
...
...
0 −an−1,n
0
 . (12)
Applying the AOR method to the preconditioned linear system (8), we have the corresponding iteration matrix of the
preconditioned AOR iterative method,
L′rw = (D′ − rL′)−1[(1− w)D′ + (w − r)L′ + wU ′]. (13)
4. Analysis of convergence
Firstly, we present the following useful lemma.
Lemma 3. Let A and A′ be the coefficient matrices of the linear systems (1) and (8), respectively. If 0 6 r 6 w 6 1 (w 6=
0 and r 6= 1) and A is an irreducible L-matrix with 0 < a1nan1 < α (α > 1), β ∈ (− an1α + 1a1n ,−
an1
α
) ∩ ((1 − 1
α
)an1,− an1α ),
then the iterative matrices Lrw and L′rw associated to the AOR method applied to the linear systems (1) and (8), respectively, are
nonnegative and irreducible.
Proof. The proof of the iterative matrix Lrw is similar to Lemma 3 in [1]. So we only give the proof for L′rw .
Since that A is an L-matrix and formulas (10) and (11), when a1nan1 < α and β ∈
(
− an1
α
+ 1a1n ,−
an1
α
)
∩((
1− 1
α
)
an1,− an1α
)
, we can obtain
(− an1
α
− β) a1n+1 > 0, ( an1α + β)−an1 > 0 and an1α +β < 0, so we have D′ > 0, L′ > 0
and U ′ > 0. Then,
L′rw = (D′ − rL′)−1[(1− w)D′ + (w − r)L′ + wU ′]
= (I − rD′−1L′)−1[(1− w)I + (w − r)D′−1L′ + wD′−1U ′]
= (1− w)I + w(1− r)D′−1L′ + wD′−1U ′ + T ′,
where
T ′ = rD′−1L′[(w − r)D′−1L′ + wD′−1U ′]
+ [r2(D′−1L′)2 + · · · + rn−1(D′−1L′)n−1][(1− w)I + (w − r)D′−1L′ + wD′−1U ′]
> 0.
50 H. Wang, Y.-t. Li / Journal of Computational and Applied Mathematics 229 (2009) 47–53
So L′rw is nonnegative.We can also get that (1−w)I +w(1−r)D′−1L′+wD′−1U ′ is irreducible forA is irreducible, accordingly,
L′rw is irreducible.
Theorem 1. Let Lrw and L′rw be defined by (2) and (13), respectively. If matrix A of (1) is an irreducible L-matrix with 0 <
a1nan1 < α(α > 1), β ∈ (− an1α + 1a1n ,−
an1
α
) ∩ ((1− 1
α
)an1,− an1α ) and 0 6 r 6 w 6 1(w 6= 0 and r 6= 1), then
(i) ρ(L′rw) < ρ(Lrw), if ρ(Lrw) < 1;
(ii) ρ(L′rw) = ρ(Lrw), if ρ(Lrw) = 1;
(iii) ρ(L′rw) > ρ(Lrw), if ρ(Lrw) > 1.
Proof. The proof is similar to Theorem 1 in [1]. So we have
L′rwx− λx = (D′ − rL′)−1[(1− λ)(1− r)(D′ − I − S ′αβ)+ r(λ− 1)S ′αβU]x.
Let B = (1− λ)(1− r)(D′ − I)− (1− r)(1− λ)S ′αβ + r(λ− 1)S ′αβU . When λ < 1, we get B 6 0.
Thus, from Theorem 1 in [1], we obtain the required result.
5. Comparison of two preconditioned methods
In this section, we present some theorems to compare the convergence rates of the preconditioned AOR (SOR and Jacobi)
method proposed in this paper with the methods in [1].
Theorem 2. Let L˜rw and L′rw be the iteration matrices of the AOR method given by (7) and (13), respectively. If 0 6 r 6 w 6
1 (w 6= 0 and r 6= 1) and A is an irreducible L-matrix with 0 < a1nan1 < α(α > 1) and β ∈ (− an1α + 1a1n , 0)∩ ((1− 1α )an1, 0),
we have
(i) ρ(L′rw) < ρ(˜Lrw), if ρ(˜Lrw) < 1;
(ii) ρ(L′rw) = ρ(˜Lrw), if ρ(˜Lrw) = 1;
(iii) ρ(L′rw) > ρ(˜Lrw), if ρ(˜Lrw) > 1.
Proof. From Lemmas 2 and 3, we know that L˜rw and L′rw are nonnegative and irreducible matrices. Thus, from Lemma 1
there is a positive vector x, such that
L˜rwx = λx, (14)
where ρ(˜Lrw) = λ or, equivalently,
[(1− w)˜D+ (w − r )˜L+ wU˜]x = λ(˜D− r˜L)x. (15)
Therefore,
L′rwx− λx = (D′ − rL′)−1[(1− w)D′ + (w − r)L′ + wU ′ − λ(D′ − rL′)]x. (16)
From (4)–(6), (10) and (11), we have
D′ − L′ = D˜+ S − L˜− SU˜,
where
S =

0 0 · · · 0
0 0 · · · 0
...
...
...
...
−β 0 · · · 0
 , β ∈ (−an1α + 1a1n , 0
)
∩
((
1− 1
α
)
an1, 0
)
,
since 0 < a1nan1 < α(α > 1), then,− an1α + 1a1n < 0 and
(
1− 1
α
)
an1 < 0. So
λ(D′ − rL′)x = λ(1− r)D′x+ λr (˜D+ S − L˜− SU˜)x. (17)
From (6), (12) and (15), we obtain
wU ′x = wU˜x = (λ− 1+ w)˜Dx+ (r − w − λr )˜Lx. (18)
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By (17) and (18), we have
L′rwx− λx = (D′ − rL′)−1[(1− w)D′ + (w − r)L′ + (λ− 1+ w)˜D+ (r − w − λr )˜L
− λ(1− r)D′ − λr (˜D+ S − L˜− SU˜)]x
= (D′ − rL′)−1[(1− w − λ+ λr)D′ + λ(˜D− r˜L)− (1− w)˜D
+ (w − r)(L′ − L˜)− λr (˜D+ S − L˜− SU˜)]x
= (D′ − rL′)−1[(1− w − λ+ λr)D′ + λ(˜D− r˜L)− (1− w)˜D
+ (w − r)(SU˜ − S)− (w − r)(˜D− D′)− λr (˜D+ S − L˜− SU˜)]x
= (D′ − rL′)−1[(1− λ)(1− r)(D′ − D˜)+ (w − r + λr)(SU˜ − S)]x
= (D′ − rL′)−1[(1− λ)(1− r)(D′ − D˜)− (w − r + λr)S + r(λ− 1)SU˜ + wSU˜]x.
Using (18), we can still write
L′rwx− λx = (D′ − rL′)−1{(1− λ)(1− r)(D′ − D˜)− (w − r + λr)S
+ r(λ− 1)SU˜ + S[λ(˜D− r˜L)− (1− w)˜D− (w − r )˜L]}x.
Since
SD˜ = S, S˜L = 0,
then
L′rwx− λx = (D′ − rL′)−1[(1− λ)(1− r)(D′ − D˜)− (1− λ)(1− r)S − r(1− λ)SU˜]x.
Let B = (1− λ)(1− r)(D′ − D˜)− (1− λ)(1− r)S − r(1− λ)SU˜ . Obviously, B 6 0 when λ < 1. The latter is similar to the
proof of Theorem 1 in [1]. Thus, from Theorem 1 in [1], we obtain the required result. From Theorems 1 and 2, we have the
following corollary.
Corollary 1. Let Lrw , L˜rw and L′rw be defined by (2), (7) and (13), respectively. Under the assumptions in Theorem 2, we have
(i) ρ(L′rw) < ρ(˜Lrw) < ρ(Lrw), if ρ(Lrw) < 1;
(ii) ρ(L′rw) = ρ(˜Lrw) = ρ(Lrw), if ρ(Lrw) = 1;
(iii) ρ(L′rw) > ρ(˜Lrw) > ρ(Lrw), if ρ(Lrw) > 1.
In (2), (7) and (13), takew = r , we obtain the iterativematrices of the successive overrelaxation (SOR)method associated
to (1), (3) and (8). So, we have the following corollary.
Corollary 2. Let Lrw , L˜rw and L′rw be the iterative matrices of the SOR iterative method associated to (1), (3) and (8), respectively.
If the matrix of (1) is an irreducible L-matrix with 0 < a1nan1 < α(α > 1) and β ∈ (− an1α + 1a1n , 0) ∩ ((1 − 1α )an1, 0) and
0 < w < 1, then
(i) ρ(L′w) < ρ(˜Lw) < ρ(Lw), if ρ(Lw) < 1;
(ii) ρ(L′w) = ρ(˜Lw) = ρ(Lw), if ρ(Lw) = 1;
(iii) ρ(L′w) > ρ(˜Lw) > ρ(Lw), if ρ(Lw) > 1.
Similarly, let w = 1 and r = 0 in (2), (7) and (13), we can obtain the iterative matrices of Jacobi method associated to
(1), (3) and (8). Therefore, we also have the following result.
Corollary 3. Let B, B˜ and B′ be the iterative matrices of the Jacobi iterative method associated to (1), (3) and (8), respectively. If
the matrix of (1) is an irreducible L-matrix with 0 < a1nan1 < α(α > 1) and β ∈ (− an1α + 1a1n , 0) ∩ ((1− 1α )an1, 0), then
(i) ρ(B′) < ρ(˜B) < ρ(B), if ρ(B) < 1;
(ii) ρ(B′) = ρ(˜B) = ρ(B), if ρ(B) = 1;
(iii) ρ(B′) > ρ(˜B) > ρ(B), if ρ(B) > 1.
Remark 1. From the above results, we can know that the convergence rate of the Jacobi, SOR and AOR iterative methods
can be accelerated when we apply the preconditioned methods in this paper to the linear systems (8) and (9). Especially,
results show that these new methods can achieve faster convergence than the methods proposed in [1].
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Table 1
The AOR method.
n w r α β ρ(Lrw) ρ(˜Lrw) ρ(L′rw)
10 0.9 0.85 100 −14.142857 0.7250 0.7232 0.1698
15 0.9 0.8 100 −14.142857 0.7350 0.7332 0.1905
20 0.95 0.7 50 −13.999999 0.7387 0.7352 0.1726
30 0.95 0.85 200 −14.214285 0.7090 0.7080 0.1584
Table 2
The SOR method.
n w r α β ρ(Lw) ρ(˜Lw) ρ(L′w)
10 0.9 0.9 100 −14.142857 0.7137 0.7118 0.1609
30 0.95 0.95 200 −14.214285 0.6835 0.6824 0.1322
Table 3
The Jacobi method.
n w r α β ρ(B) ρ(˜B) ρ(B′)
20 1 0 100 −14.142857 0.8068 0.8054 0.2184
30 1 0 200 −14.214285 0.8066 0.8059 0.2434
Table 4
The AOR method.
w r α β ρ(Lrw) ρ(˜Lrw) ρ(L′rw)
0.9 0.8 2 −0.08 1.2888 1.3017 1.3091
0.7 0.6 3 −0.12 1.1881 1.1931 1.1995
6. Numerical examples
In this section, we give the following examples to illustrate the results obtained in Sections 4 and 5.
Example 1. The coefficient matrix A of (1) is given by:
A =

1 − 1
n× 1100 −
1
(n− 1)× 1100 · · · −
1
3× 1100 −
1
22
− 1
n× 10+ 1 1 −
1
3× 10+ 2 · · · −
1
(n− 1)× 10+ 2 −
1
n× 10+ 2
− 1
(n− 1)× 10+ 1 −
1
2× 10+ 3 1 · · · −
1
(n− 1)× 10+ 3 −
1
n× 10+ 3
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
− 1
3× 10+ 1 −
1
(n− 2)× 10+ (n− 1) −
1
(n− 3)× 10+ (n− 1) · · · 1 −
1
n× 10+ (n− 1)
−100
7
− 1
(n− 1)× 10+ n −
1
(n− 2)× 10+ n · · · −
1
2× 10+ n 1

,
then, we get the Tables 1–3 by using the above methods.
Example 2. The coefficient matrix A of (1) is given by:
A =

1 −0.2 −0.2 −0.1 −0.25 −0.4
0 1 0 −1 0 0
−0.3 −0.5 1 −0.05 −0.25 −0.1
−0.25 −0.1 −0.55 1 −0.3 −0.1
−0.2 −0.15 −0.3 −0.05 1 −0.5
−0.3 −0.25 −0.25 −0.1 −0.3 1
 ,
thus, we obtain Tables 4–6 by using the proposed methods.
Remark 2. From Tables 1–6, it is easy to know that the numerical results are consistent with the theorems in Sections 4 and
5, and it can be concluded that on the basis of the preconditioner of Li et al., by adding another parameter β , the spectral
radius of the iterative matrix of the new preconditioned AOR (SOR and Jacobi) method is smaller than that of the modified
method of Li et al. a lot, so our new preconditioner is far more effective to accelerate convergence of the AOR (SOR and
Jacobi) method than the preconditioned method in [1].
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Table 5
The SOR method.
w r α β ρ(Lw) ρ(˜Lw) ρ(L′w)
0.9 0.9 2 −0.07 1.3185 1.3335 1.3410
0.6 0.6 3 −0.12 1.1612 1.1655 1.1710
Table 6
The Jacobi method.
w r α β ρ(B) ρ(˜B) ρ(B′)
1 0 2 −0.08 1.1767 1.1824 1.1856
1 0 3 −0.15 1.1767 1.1804 1.1864
Acknowledgements
H. Wang gratefully acknowledges discussions with Jun Lin, her work at YNAO was supported by the Ministry of Science
and Technology of China under 2006CB806303 to YNAO.
References
[1] Y.T. Li, C. Li, S. Wu, Improvements of preconditioned AOR iterative methods for L-matrices, J. Comput. Appl. Math. 206 (2007) 656–665.
[2] A. Hadjimos, Accelerated overrelaxation method, Math. Comp. 32 (1978) 149–157.
[3] R.S. Varga, Matrix Iterative Analysis, Prentice-Hall, Englewood Cliffs, NY, 1962.
[4] D.M. Young, Iterative Solution of Large Linear Systems, Academic Press, NY, London, 1971.
[5] J.Heon Yun, A note on preconditioned AOR method for L-matrices, J. Comput. Appl. Math. (2007) doi:10.1016/j.cam.2007.07.009.
