Introduction
In this paper, estimates for Kolmogorov, Gelfand and linear widths of functional classes on sets with a tree-like structure are obtained. As examples we consider weighted Sobolev classes on a John domain, as well as some function classes on a metric and combinatorial tree.
Let Ω ⊂ R d be a bounded domain (an open connected set), and let g, v : Ω → R + be measurable functions. For each measurable vector-valued function ψ : Ω → R l , ψ = (ψ k ) 1 k l , and for each p ∈ [1, ∞], we put ψ Lp(Ω) = max We call the set W [11, 13, 24, 28, 41, 42] and the survey paper [22] . Sufficient conditions for boundedness and compactness of embeddings of weighted Sobolev spaces into weighted L q -spaces were obtained by Kudryavtsev, Nečas, Kufner, Triebel, Gurka and Opic, Besov, Caso and D'Ambrosio, and other authors (see, e.g., [3, 9, 19, 23, 24, 29, 41] ). Note that, in these papers, the definition of weighted Sobolev classes included conditions not only on the derivatives of order r but also on derivatives of lesser order. For more details, see [46] . Let X, Y be sets, f 1 , f 2 : X × Y → R + . We write f 1 (x, y) y f 2 (x, y) (or f 2 (x, y) y f 1 (x, y)) if, for any y ∈ Y , there exists c(y) > 0 such that f 1 (x, y) c(y)f 2 (x, y) for each x ∈ X; f 1 (x, y) ≍ y f 2 (x, y) if f 1 (x, y) y f 2 (x, y) and f 2 (x, y) y f 1 (x, y). For x ∈ R d and a > 0 we shall denote by B a (x) the closed Euclidean ball of radius a in R d centered at the point x. Let | · | be an arbitrary norm on R d , and let E, E ′ ⊂ R d , x ∈ R d . We put
diam |·| E = sup{|y − z| : y, z ∈ E}, dist |·| (x, E) = inf{|x − y| : y ∈ E}, dist |·| (E ′ , E) = inf{|x − y| : x ∈ E, y ∈ E ′ }.
Denote by AC[t 0 , t 1 ] the space of absolutely continuous functions on an interval [t 0 , t 1 ].
Definition 1.
Let Ω ⊂ R d be a bounded domain, and let a > 0. We say that Ω ∈ FC(a) if there exists a point x * ∈ Ω such that, for any x ∈ Ω, there exists a curve γ x : [0, T (x)] → Ω with the following properties: sup{ x : x ∈ M ∩ ker A}.
In [31] the definition of strict s-numbers of a linear continuous operator was given.
In particular, Kolmogorov numbers of an operator A : X → Y coincide with Kolmogorov widths d n (A(B X ), Y ) (here B X is the unit ball in the space X); if the operator is compact, then its approximation numbers coincide with linear widths λ n (A(B X ), Y ) (see the paper of Heinrich [20] ). If X and Y are both uniformly convex and uniformly smooth and A : X → Y is a bounded linear map with trivial kernel and range dense in Y , then Gelfand numbers of A are equal to d n (A(B X ), Y ) (see the paper of Edmunds and Lang [12] ).
In the 1960-1970s problems concerning the values of the widths of function classes in L q and of finite-dimensional balls B n p in l n q were intensively studied. Here l n q (1 q ∞) is the space R n with the norm (x 1 , . . . , x n ) q ≡ (x 1 , . . . , x n ) l n q = (|x 1 | q + · · · + |x n | q ) 1/q , if q < ∞, max{|x 1 |, . . . , |x n |}, if q = ∞, B n p is the unit ball in l n p . For more details, see [32, 39, 40] . Besov in [4] proved the result on the coincidence of orders of widths [15] . An upper estimate of Kolmogorov widths of Sobolev classes on a cube in a weighted L p -space was first obtained by Birman and Solomyak [5] (for q > max{p, 2}, the orders of this bound are not sharp). In [14] , El Kolli had found the orders of the quantities d n (W r p,g (Ω), L q,v (Ω)), where Ω is a bounded domain with smooth boundary, p = q, and weight functions g and v were equal to a power of the distance to the boundary of Ω; by using Banach space interpolation, Triebel [41] extended the upper bounds to the widths d n (W α/2 were established by Mynbaev and Otelbaev in [28] . For intersections of some weighted Sobolev classes on a cube with weights that are powers of the distance from the boundary, order estimates of widths were obtained by Boykov [6, 7] . In [43] Triebel obtained estimates of approximation numbers for weighted Sobolev classes with weights that have singularity at a point (case p = q); this result was generalized in [49] . For general weights, the Kolmogorov's and approximation numbers of an embedding operator of Sobolev classes in L p were estimated by Lizorkin, Otelbaev, Aitenova and Kusainova [1, 2, 26, 30] .
Let us formulate the main result of this paper.
Denote by H the set of all nondecreasing positive functions defined on (0, 1].
Introduce the notion of h-set in accordance with [8] .
Definition 3. Let Γ ⊂ R d be a nonempty compact set and h ∈ H. We say that Γ is an h-set if there are aĉ 1 and a finite countably additive measure µ on R d such that supp µ = Γ andĉ −1 h(t) µ(B t (x)) ĉh(t) for any x ∈ Γ and t ∈ (0, 1].
Observe that the measure µ is nonnegative.
Below we consider a function h ∈ H which has the following form in a neighborhood of the zero:
where Λ : (0, +∞) → (0, +∞) is an absolutely continuous function such that
Everywhere below, we use the notation log x = log 2 x.
Let Ω ∈ FC(a) be a bounded domain and Γ ⊂ ∂Ω an h-set. Below we assume for convenience that Ω ⊂ − 
and the functions Ψ g and Ψ v are absolutely continuous,
and
Moreover, assume that
We also assume that
the functions ρ g , ρ v and τ are absolutely continuous,
It can readily be seen that, in this case, the functions Λ, Ψ g and Ψ v satisfy (3) and (5), respectively.
Remark 2.
If functions Ψ g and Ψ v (ρ g and ρ v ) satisfy (5) ((9), respectively), then their product and all powers of these functions satisfy a similar condition.
, whereĉ is the constant used in Definition 3 and R = diam Ω.
In estimating Kolmogorov, linear, and Gelfand widths we set, respectively,
= 0. It will be proved below (see Lemma 2) that for sufficiently large x the function y γ * ψ * (y) is strictly increasing and the equation y γ * ψ * (y) = x has the unique solution y(x). Moreover,
where ϕ * is an absolutely continuous function and lim x→∞ xϕ ′ * (x) ϕ * (x) = 0. We denote the function ϕ * by ϕ γ * ,ψ * . Theorem 1. There exists n 0 = n 0 (Z) such that for any n n 0 the following assertions hold.
1. Suppose that θ > 0 and the condition (7), a) holds.
• Let p q or p < q,q 2. We set
Let θ 1 = θ 2 , j * ∈ {1, 2},
• Let p < q,q > 2. Denote
Suppose that there exists j * ∈ {1, 2, 3, 4} such that
2. Suppose that θ > 0 and the condition (7), b) holds. Then
3. Suppose that θ = 0 and the condition (7), b) holds. Denote
.
• Let p < q andq > 2. Denote
4. Suppose that θ = 0 and the condition (7), a) holds.
• If p q or p < q,q 2, then
• Let p < q,q > 2,
Notice that from the equivalence of norms on R d and from the definition of weights g and v it follows that it is sufficient to consider the norm |x| = |(x 1 , . . . ,
Notation
In what follows A (int A, ∂A, card A, respectively) be, respectively, the closure (interior, boundary, cardinality) of A. If a set A is contained in some subspace
, then we denote by int d−1 A the interior of A with respect to the induced topology on the space L. For a convex set A we denote by dim A the dimension of the affine span of the set A.
Let (Ω, Σ, µ) be a measure space. We say that sets A, B ⊂ Ω do not overlap if A ∩ B is a Lebesgue nullset. Let E, E 1 , . . . , E m ⊂ Ω be measurable sets, m ∈ N ∪ {∞}. We say that {E i } m i=1 is a partition of E if the sets E i do not overlap pairwise and the set (∪
For every cube K and s ∈ Z + , denote by Ξ s (K) the partition of K into 2 sd non-overlapping cubes of the same size, Ξ(K) := s∈Z + Ξ s (K). Everywhere below, we assume that these cubes are closed.
We recall some definitions from graph theory. Throughout, we assume that the graphs have neither multiple edges nor loops.
Let G be a graph containing at most countable number of vertices. We shall denote by V(G) and by E(G) the set of vertices and the set of edges of G, respectively. Two vertices are called adjacent if there is an edge between them. We shall identify pairs of adjacent vertices with edges that connect them. Let ξ i ∈ V(G), 1 i n. The sequence (ξ 1 , . . . , ξ n ) is called a path, if the vertices ξ i and ξ i+1 are adjacent for any i = 1, . . . , n − 1. If all the vertices ξ i are distinct, then such a path is called simple. A path (ξ 1 , . . . , ξ n ) is called a cycle, if n 4, the path (ξ 1 , . . . , ξ n−1 ) is simple and ξ 1 = ξ n . We say that a graph is connected if any two vertices are connected by a finite path. A connected graph is a tree if it has no cycles.
Let (T , ξ 0 ) be a tree with a distinguished vertex (or a root) ξ 0 . We introduce a partial order on V(T ) as follows: we say that ξ ′ > ξ if there exists a simple path (ξ 0 , ξ 1 , . . . , ξ n , ξ ′ ) such that ξ = ξ k for some k ∈ 0, n. In this case, we set
This partial order on T induces a partial order on its subtree.
For j ∈ Z + , ξ ∈ V(T ) we denote
Given ξ ∈ V(T ), we denote by T ξ = (T ξ , ξ) a subtree of T with the set of vertices
Let G be a subgraph in T . Denote by V max (G) and V min (G) the sets of maximal and minimal vertices in G, respectively. Given a function f : V(G) → R, we set
Denote by l p (G) the space of functions f : V(G) → R with finite norm f lp(G) . Let W ⊂ V(T ). We say that G ⊂ T is a maximal subgraph on the set of vertices W if V(G) = W and any two vertices ξ ′ , ξ ′′ ∈ W adjacent in T are also adjacent in G.
Let {T j } j∈N be a family of subtrees in T such that
Then {T j } j∈N is called a partition of the tree T . Let ξ j be the minimal vertex of T j . We say that the tree T s succeeds the tree T j (or T j precedes the tree T s ) if ξ j < ξ s and
In particular,
For p < q, we shall use the following order estimates of widths ϑ n (B ν p , l ν q ) (see [18, 21] ).
where
The following theorem is proved in [35] ; see also [25, p. 566] and [27, p. 51] .
Theorem D. (see, e.g., [5, 10, 21, 38] ). Let r ∈ N, 1 < p ∞, 1 q < ∞,
In addition, we suppose that
The following lemma is proved in [48] .
4 Widths of function classes on a set with a tree-like structure: the general theorem
Let (Ω, Σ, mes) be a measure space, letΘ be at most countable partition of Ω into measurable subsets, let A be a tree such that
and letF : V(A) →Θ be a bijective mapping. Throughout we consider at most countable partitions. Let 1 p ∞, 1 q ∞. We suppose that, for any measurable subset E ⊂ Ω, the following spaces are defined:
Denote by BX p (Ω) the unit ball of the space X p (Ω).
Let P(Ω) ⊂ X p (Ω) be a subspace of the finite dimension r 0 . For each measurable subset E ⊂ Ω we write P(E) = {P | E : P ∈ P(Ω)}. Let G ⊂ Ω be a measurable subset and let T be a partition of G. We set
For any finite partition T = {E j } n j=1 of the set E and for each function f ∈ Y q (Ω) we put
There is a function w * : V(A) → (0, ∞) with the following property: for any subtree A ′ ⊂ A rooted atξ there exists a linear continuous operator
Assumption 2. There exist a functionw * : V(A) → (0, ∞) and numbers δ * > 0, c 2 1 such that for each vertex ξ ∈ V(A) and for any n ∈ N, m ∈ Z + there is a partition T m,n (G) of the set G =F (ξ) with the following properties:
2. For any E ∈ T m,n (G) there exists a linear continuous operator
Assumption 3. There exist k * ∈ N, λ * 0,
In addition, we assume that the following assertions hold.
2. Let t, t ′ ∈ Z + . Then
3. If the tree A t ′ ,i ′ succeeds the tree A t,i , then t ′ = t + 1.
Let us make some notations.
•ξ t,i is the minimal vertex of the tree A t,i .
• Γ t is the maximal subgraph in A on the set of vertices ∪ i∈Ĵt V(A t,i ), t t 0 ; for 1 t < t 0 we put Γ t = ∅.
•Γ t is the maximal subgraph on the set of vertices ∪ j t V(Γ j ), t ∈ N.
•Ã t,i (i ∈ J t ) is the set of connected components of the graphΓ t .
•Ũ t,i = ∪ ξ∈V(Ã t,i )F (ξ).
We claim that if t t 0 , then
Indeed, let t = t 0 , i 0 ∈Ĵ t 0 . Thenξ t 0 ,i 0 is the minimal vertex in the tree A (otherwise there is a tree A t ′ ,i ′ that precedes A t 0 ,i 0 ; by Assumption 3, t ′ = t 0 − 1, which leads to a contradiction). Thus,
Thus, we may assume that
Lemma 2. There exists x 0 ∈ (0, ∞) such that for any x x 0 the equation y γ * ψ * (y) = x has the unique solution y(x). Moreover, y(x) = x β * ϕ * (x), where
and ϕ * is an absolutely continuous function such that lim x→+∞
This lemma will be proved later.
Theorem 2. Suppose that Assumptions 1, 2 and 3 hold and δ * >
there exists n 0 = n 0 (Z 0 ) such that for any n n 0 the following estimates are true.
1. Let δ * = λ * β * .
• For p q, we set
• For p > q, we set
2. Let p < q,q > 2. Set θ 1 = δ * + min
Proof of Lemma 2. Since γ * > 0, by Lemma 1 we have
This implies the first part of Lemma.
Prove that the function ϕ * (x) is absolutely continuous for large x. To this end it is sufficient to prove that the function y(x) is locally Lipschitz. Choose z 0 > 0 such that
for any t z 0 . For each z > z 0 we take ε z ∈ 0,
Let us prove that
Further, ϕ * (x) = x −β * y(x), which implies
This completes the proof. 
(log x). For sufficiently large x > 1 we have logŷ(x) ≍ γ * ,α * ,ρ * log x. Hence,
Applying Lemma 1, we get for c > 1
Consequently, there exists c = c(γ * , α * , ρ * ) > 1 such that for sufficiently large x > 1
Thus, if y γ * ψ * (y) = x, then by monotonicity we obtain y
The following Lemma was proved in [44] (here we use the special case of finite trees).
Lemma 4. Let (T , ξ * ) be a tree with finite number of vertices,
and let Φ : 2 V(T ) → R + satisfy the following conditions:
Φ(V(T )) > 0. Then there exists a constant C(k) > 0 such that for any n ∈ N there is a partition S n of the tree T into at most C(k)n subtrees T j satisfying the following properties:
2. if m 2n, then each element of S n overlaps at most C(k) elements of S m .
Lemma 5. Let T be a finite partition of the measurable subset G ⊂ Ω, and let ν = dim S T (Ω) (see (34) ). Then there exists a linear isomorphism A :
Lemma 5 follows from John's ellipsoid theorem (see, e.g., [33] , Chapters 1 and 3). The proof is the same as in [45] (pages 499-501).
Proof of Theorem 2. We define n 0 = n 0 (Z) so that the assertion of Lemma 2 holds for x n 0 .
Step 1. Let n = 2 N , N ∈ N, n n 0 . We set t * (n) = min{t ∈ N : ν t n}. Then
Indeed, ν t * (n) n by definition. On the other hand, for any t ∈ N we have
1 by Lemma 1. Since ν t * (n)−1 < n, this implies that ν t * (n)
1. Apply Lemma 1 once again and obtain the second relation in (51). Let t 0 t t * (n). Construct the partition T 1 m,n,t of the set G t . We putt(n) = t 0 ort(n) = t * (n) for each N ∈ N and take some ε > 0 (the choice of t * (n) and ε will be made later). Let
Hence,
By assertion 1 of Assumption 2 and (41),
From assertion 2 of Assumption 2, (40) and the definition of Γ t it follows that for any E ∈ T 1 m,n,t there exists a linear continuous operator P E : Y q (E) → P(E) such that for any function f ∈ X p (Ω)
is a linear continuous operator, and for any function f ∈ X p (Ω)
By assertion 3 of Assumption 2, for any
Step 2. By Assumption 1 and (39), for any t t 0 , i ∈ J t there exists a linear continuous operatorP t,i : Y q (Ũ t,i ) → P(Ũ t,i ) such that for any function f ∈ X p (Ω)
Let 1 t t 0 . ThenŨ t,i =Ũ t 0 ,i 0 . We setP t,i =P t 0 ,i 0 . By (43), we obtain that (61) holds as well.
Step 3. Let us prove the estimates (47) and (48).
Let ε = |−λ * +δ * γ * | 2δ *
. If δ * < β * λ * , then −λ * + δ * γ * < 0; in this case we sett(n) = 1 and obtain the estimate
If δ * > β * λ * , then we taket(n) = t * (n) and get
Let p > q. By the conditions of the theorem,
Applying Hölder's inequality, we get for f ∈ BX p (Ω), t * (n) t 0
The further arguments are the same as in the case p q. Let 1 t * (n) < t 0 . Then
Step 4. Let us estimate the widths ϑ n for p < q,q > 2. Denote
(it can be proved similarly as (51)). For sufficiently large n ∈ N we have t * (n) + 1 t * * (n) − 1. If t * (n) + 1 > t * * (n) − 1, then n ≍ Z 0 nq /2 . In this case, the desired estimate has been already obtained at the previous step. Let t * (n) + 1 t * * (n) − 1.
Step 4.1. Consider t > t * (n). If t t 0 , then J t =Ĵ t by (46) . LetP t,i be the operator defined at the step 2. We set
We claim that
Indeed, let x ∈ G t , t * (n) + 1 t t * * (n) − 1. Then t t 0 (otherwise G t = ∅). We have χŨ t * (n)+1 (x) = 1, χŨ t * * (n) (x) = 0, χŨ j+1 (x) = 1 for j t − 1, χŨ j+1 (x) = 0 for j t. Therefore, the left-hand side of (65) equals to f (x) − Q t * (n)+1 f (x), as well as the right-hand side equals to
Let x ∈Ũ t * * (n) . Then χŨ t * (n)+1 (x) = 1, χŨ t * * (n) (x) = 1, χŨ j+1 (x) = 1, t * (n) + 1 j t * * (n) − 1, χ Gt (x) = 0, t * (n) + 1 t t * * (n) − 1. Therefore, the left-hand side of (65) equals to f (x) − Q t * (n)+1 f (x), and the right-hand side equals to
If x ∈ Ω\Ũ t * (n)+1 , then both parts of (65) equal to zero.
Step 4.2. We set
. By Lemma 4, for any i ∈Ĵ t , m(i) m m t there exists a partition R i m,t of the tree A t,i with the following properties:
3. for any tree D ∈ R i m,t
Moreover, we may assume that card
Then T 2 m,t is a partition of G m,t and
By Assumption 1 and (39), for any E ∈ T 2 m,t there exists a linear continuous
This together with (61) and (64) implies that we can take P Ω A t,i f = 0. Therefore, for any m ∈ {0, . . . , m t } there exists a linear continuous operator
such that
Finally, for any E ∈ T 2 m,t
If x ∈ Ω A t,i , then by the definition of G m,t
This together with (65) yields
Step 4.3. Construct the partition T 
For each ξ ∈ V(D) we define the partition T m,t,ξ := T m−mt,1 (F (ξ)) and the operator P E according to Assumption 2. Recall that J mt,t =Ĵ t . We set
(Ω) is a linear continuous operator; (76) by Assumption 2, (41), (68), (69) and (75),
Further, (38) ,(40)
and for any E ∈ T 2 m,t
From (74) we get
(by (78), the series converges in Y q (Ω)).
Step 5. Let us obtain estimates of ϑ n . Define the partition T n by (46) ,(51),(54),(56)
Denote byT 1 m,n,t be the partition of G t that consists of the sets
for any function f ∈ BX p (Ω)
, (59),(60)
and there exists C = C(Z 0 ) > 0 such that
By Lemma 5, there exist linear isomrphisms
m,n,t be the extremal mapping for γ
where C 1 > 0 does not depend on n. Denote
].
The image of P * is contained in the subspace Z ⊂ Y q (Ω) of dimension k n In order to estimate Kolmogorov and linear widths, it is sufficient to obtain an upper bound of f − P * f Yq(Ω) for f ∈ BX p (Ω). In estimating Gelfand widths, we obtain an upper bound of f Yq(Ω) for f ∈ BX p (Ω) such that
and take into account (81), (82) and (98) (indeed, the subspace of functions satisfying (99), (100) and (101) is closed in Y q (Ω) and its codimension equals to C 2 n
We sets
Let t 1 n = t * (n) + 1 or t 1 n = t * * (n) − 1 (the choice will be made later). For m m t we set
We set t
), and we take t
, then for sufficiently small ε > 0
, then for small ε > 0
If λ * β * = λp, then θ 3 = θ 4 , and by the conditions of the theorem we have j * ∈ {1, 2}. By (63) and Lemma 1, there exists c = c(Z 0 ) > 0 such that t * * (n) c(1 + log n). Therefore, there isc =c(Z 0 ) > 0 such that for any ε > 0
(it follows from (63) and Lemma 1). If ε is sufficiently small, we get S Z 0 n −θ j * . This completes the proof of (110) and (111).
Remark 4. Suppose that Assumptions 1 and 3 hold, and instead of Assumption 2 the following condition holds: for any ξ ∈ V(A) the set F (ξ) is the atom of measure mes.
. Then the assertion of Theorem 2 holds with δ * = +∞; i.e.
The following result gives the lower estimate of n-widths.
Lemma 6.
Let Ω be a measure space, let G 1 , . . . , G m ⊂ Ω be pairwise non-overlapping measurable subsets, let
. If p > q and if, instead of (114), the inequalities
The proof is the same as in [50] . In order to prove (116) we apply (25).
Weighted Sobolev classes on a John domain
d be a family of pairwise non-overlapping cubes.
Definition 4. Let G be a graph, and let F : V(G) → Θ be a one-to-one mapping. We say that F is consistent with the structure of the graph G if the following condition holds: for any adjacent vertices ξ
Let (T , ξ * ) be a tree, and let F : V(T ) → Θ be a one-to-one mapping consistent with the structure of the tree T . For any adjacent vertices ξ ′ , ξ ′′ , we setΓ ξ ′ ,ξ ′′ = int d−1 Γ ξ ′ ,ξ ′′ , and for each subtree T ′ of T , we put
Let Ω ∈ FC(a). Suppose that conditions (2), (3), (4), (5), (6), (7), (8), (9), (10) hold.
Let Θ(Ω) be a Whitney covering of Ω (see Theorem A). The following lemma is proved in [44] . 
Let {D j,i } j j * , i∈Ĩ j be a partition of the tree T into non-empty subtrees. We say that this partition is regular if j ′ = j + 1 for any j, j
In [46] the number s = s(a, d) ∈ N is defined and the regular partition {(D j,i ,ξ j,i )} j j * , i∈Ĩ j of the tree T is constructed. This partition satisfies the following conditions:
2. for any
For j j * , t ∈Ĩ j , l ∈ Z + , we define the setĨ l j,t bỹ
Let A be the tree with vertex set {η j,i } j j * , i∈Ĩ j and edge set defined by
For ξ = η j,i ∈ V(A) we write
In [47] it is proved that
In particular, (31) holds with c 1 = c 1 (Z) and
Denote by P r−1 (R d ) the space of polynomials on R d of degree not exceeding r −1. For a measurable set E ⊂ R d we put
Theorem E. (see [46] ). Suppose that the conditions (2), (3), (4), (5), (6) , (7), (8), (9) , (10) 
in the case (7), a),
in the case (7), b).
In order to prove this theorem the following two-weighted Hardy-type inequality on the tree was obtained.
Theorem F. Let (A, ξ 0 ) be a tree with vertex set {η j,i } j j * , i∈Ĩ j such that (120) and (121) hold, with h ∈ H satisfying (2), (3) . Let m * ∈ N, κ w > 0, κ u ∈ R, κ := κ u + κ w −θ , then (8) , (9), (10) hold.
, and
in the case κ = −θ
The following assertion (in fact, a more general result for weighted spaces) was proved in [44] . For the non-weighted case, Besov [4] later put forward a more simple proof.
Then there exists a family of partitions {T m,n (G)} m∈Z + with the following properties:
2. for any E ∈ T m,n (G) there exists a linear continuous operator P E : L q (Ω) → P r (E) such that for any function f ∈ span W r p (G)
3. for any m ∈ Z + , E ∈ T m,n (G),
Proof of Theorem 1. The upper estimate. We apply Theorem 2. As X p (Ω) we take the linear span of W r p,g (Ω), as Y q (Ω) we take L q,v (Ω), and as P(Ω) we take the space of polynomials P r−1 (Ω).
From Theorem E it follows that Assumption 1 holds with
By (4), (5), Lemma 1 and (118),
From (1), (117) and the condition Ω j,i ∈ FC(b * ) we get
By Lemma 8, (128) and (129), Assumption 2 holds with δ * = δ d
andw * (η j,i ) = w * (η j,i ) in the case (7), a), and
in the case (7), b). Here c 2 = c 2 (Z). Let us prove that Assumption 3 holds. Then we apply Theorem 2 and obtain upper estimates of widths. Case 1. Suppose that θ > 0 and the condition (7), a) holds. Set k * = s, A t,i = {η t,i }. By (126), the relations (39) and (40) . The function ϕ * = ϕ θ,ψ Λ is defined according to Lemma 2 (see the notation on the page 5). Finally, (42) , (43) and (44) hold. Here c 3 = c 3 (Z). This implies the desired estimates.
Case 2. Suppose that θ > 0 and the condition (7), b) holds. Set k * = s, A t,i = {η t,i }. From (8) and (122) it follows that γ * = θ,
. By Lemma 3, there exists t * (Z) > 1 such that
Let p > q. From (127) it follows that λ * = µ * = θ
The lower estimate. Recall that R = diam Ω (see page 5). Let ξ * be the minimal vertex of T , and let l * be the length of the side of the cube F (ξ * ). From the formulas (4.5), (4.6), (4.8) and (4.9) in [46] it follows that l * ≍ Z * 1 and for any x ∈ F (ξ * ) the order equalities g(x) ≍ Z * 1 and v(x) ≍ Z * 1 hold. Hence,
We apply Theorem D and obtain the desired estimate in the case 4. In cases 1, 2, 3 we apply the construction given at the end of the paper [47] . For t ∈ N, t t 0 (Z * ), let the index sets J t and the functions ψ t,j ∈ W r p,g (Ω) (j ∈ J t ) be as defined in [47] . These functions satisfy the following conditions:
supp ψ t,j ⊂ ∆ t,j , the cubes ∆ t,j do not overlap pairwise for different (t, j), k * * ∈ N,
Consider cases 1 and 2. Given ν ∈ N, we set
From Lemma 1 it follows that card J t * (135)
We choose ν = ν(n) so that
Then ν ≍ Z n. From Lemma 6 it follows that
For p < q,q > 2 we also take t * * = [k
We apply Lemma 6 together with Theorem B and get
For ν ∈ N we set t * = log ν
Then
(then ν 
For p < q,q > 2 we also consider t * * = log νq 2(1−γ) ϕ 1−γ,τ −1 (νq 2 ) . Then
Then ν 
This together with (133), Theorem D and (146) implies the desired estimate.
Let p > q. We take t * such that (143) and (145) hold. Then ν ≍ Z n. Apply (116) taking into account the second inequality in (145). We have
This completes the proof.
6 Estimates for widths of function classes on a metric and combinatorial tree
First we give necessary notations. Let (T , ξ * ) be a tree, let ∆ : E(T ) → 2 R be a mapping such that for any λ ∈ E(T ) the set ∆(λ) = [a λ , b λ ] is a non-degenerate segment. By a metric tree we mean
here we suppose that if
The distance between points of T is defined as follows: if (ξ 0 , ξ 1 , . . . , ξ n ) is a simple path in the tree T , n 2, λ i = (ξ i−1 , ξ i ), x = (t 1 , λ 1 ), y = (t n , λ n ), then we set
Let f : A → R. For λ ∈ E(T ) we define the function f λ : A λ → R by f λ (t) = f (t, λ). We say that the function f : A → R is Lebesgue integrable if f λ is Lebesgue integrable for any λ ∈ E(T ) and
Let T = (T , ∆) be a metric tree, x 0 ∈ T, and let g, v : T → (0, ∞) be measurable functions. The two-weighted Hardy-type operator I g,v,x 0 on the metric tree T is defined by
The criterion of boundedness for such operator and order estimate of its norm (up to some absolute constants) were obtained by Evans, Harris and Pick [17] .
Let us formulate the main result of this section. Let T = (T , ∆) be a metric tree, and let g, v : T → (0, ∞) be measurable functions. We suppose that the following conditions hold.
1. Let a regular partition {(T k,i , ξ k,i )} k∈Z + , i∈I k of the tree T and a function h ∈ H be given, and let h be as defined by (2) in some neighborhood of zero. LetT k,i be a tree with vertex set V(T k,i ) = V(T k,i ) ∪ {ξ k+1,i ′ : ξ k+1,i ′ > ξ k,i }.
2. There exists c * 1 such that for any k, l ∈ Z + , i ∈ I k card {i
For any
where functions Ψ g , Ψ v satisfy (5) and T k,i = (T k,i , ∆).
4. The relations (6) and (7) hold; moreover, in the case (7), b) the relations (8), (9) , (10) hold.
Denote Z = (p, q, h, g, v, c * ). Let x 0 be the minimal point in T. We set 1. Suppose that θ > 0 and the condition (7), a) holds. Let p q orq 2. Define θ 1 , θ 2 , σ 1 and σ 2 by (11) and (12) . Suppose that θ 1 = θ 2 , j * ∈ {1, 2}, θ j * = min{θ 1 , θ 2 }. Then
Let p < q andq > 2. Define θ j and σ j (j = 1, 3, 4) by (13), (14), (15) . Suppose that there exists j * ∈ {1, 3, 4} such that (16) holds. Then we have (150).
3. Suppose that θ = 0 and the condition (7), b) holds. Let p q orq 2, let θ 1 , θ 2 , σ 1 and σ 2 be defined by (17) and (18), and let θ 1 = θ 2 , j * ∈ {1, 2}, θ j * = min{θ 1 , θ 2 }. Then (150) holds. Let p < q andq > 2, let θ j and σ j (j = 1, 3, 4) be defined by (19) , (20) , (21) . Suppose that there exists j * ∈ {1, 3, 4} such that (22) holds. Then we have (150).
4. Suppose that θ = 0 and (7), a) holds. Then ϑ n (W Suppose, in addition, that the following conditions hold:
• card I l 1 c * h(2 −l ) for any l ∈ Z + ,
• for any k ∈ Z + , i ∈ I k there exists a function ψ k,i = I g,1,x 0 f k,i such that supp ψ k,i ⊂ T k,i and f k,i Lp(T) = 1, ψ k,i Lq,v(T) c −1 * u k w k .
Then similar lower estimates are true for ϑ n (W 1 p,g (T), L q,v (T)).
We need the following result.
Lemma 9. Let A = (A, ∆) be a metric tree. Suppose that there isk ∈ N such that card V 1 (ξ) k for any ξ ∈ V(A). Let Φ be a function defined on the family of measurable subsets of A, satisfying the following conditions:
Φ(A) → 0 as mes A → 0.
Then for any n ∈ N, m ∈ Z + there exists a partition P m,n of the tree A into subtrees with the following properties: m n,
Φ(E)
k Φ(A) 2 m n for any E ∈ P m,n , 3. card {E ′ ∈ P m±1, n : mes(E ∩ E ′ ) > 0} k 1 for any E ∈ P m,n .
The partition P 0,n was constructed by Solomyak [36] . In order to construct partitions P m,n , we repeat arguments in [44, Lemma 8] .
As an example of a function Φ satisfying (151) and (152) 
in the case (7), a), in the case (7), b). Moreover, we have in the case (7), b) holds, we obtain the desired estimates for widths.
Consider the two-weighted summation operator on a combinatorial tree A. Let V(A) = {η j,i : j ∈ Z + , i ∈ I j }. Suppose that for some c * 1, m * ∈ N V A l (η j,i ) c * h(2 −m * j ) h(2 −m * (j+l) )
, j, l ∈ Z + ,
