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Abstract. We extend the two-scale expansion approach of periodic homogenization to
include time scales and thus can tackle the full instationary Navier-Stokes-Cahn-Hilliard
model at the pore scale as microscale. Time scale separation allows us to keep microscale
dynamics, responsible e.g. for hysteresis, and arrive at a numerically tractable micro-
macro model including coupled generalized Darcy’s laws.
1. Introduction
The mathematical modeling and numerical simulation of multiphase flow (water-air,
water-oil , . . . ) in porous media is of paramount importance in science and engineering.
One widespread model combines mass conservation of each phase with a phase related
generalized Darcy law (see e.g. Chapter 5.2 in [12])
ζ∂t(Sξρξ) + divx {ρξvξ} = fξ in Ω× (0, T ) , (1.1a)
vξ = −Λξ(Sw)(∇xpξ + ρξge3) in Ω× (0, T ) , (1.1b)
where the index ξ ∈ {w, n} is referring to the wetting phase w or non-wetting phase n,
respectively. Here, ρξ denotes the mass density of phase ξ and (vξ, pξ) are velocity and
pressure of phase ξ. By ζ and g, we denote the porosity and the gravitational acceleration,
while Λξ denotes the mobility tensor of phase ξ, which is assumed to depend solely on
the saturations Sξ. To close the system (1.1a)-(1.1b), it is assumed that the saturations
satisfy
Sw + Sn = 1 (1.2)
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2and that the pressure difference
pw − pn = pc(Sw), (1.3)
the so-called capillary pressure, is uniquely given by the saturation Sw.
This model is formulated in a spatial scale, which does not see the complex solid-fluid-
fluid geometry anymore, i.e. on a macroscale (here also called Darcy scale), on which this
geometry is only encoded through “effective” coefficients and relations (e.g. Λξ, pc, . . .). It
dates back to Richards and Muskat in the 1930ies, who extended intuitively Darcy’s law for
saturated one phase flow, and was also found experimentally in the 1860ies. This model
has been applied very successfully over the decades to model and simulate multiphase
flow processes (see e.g [10]). Nevertheless it has some major flaws becoming more and
more visible and impeding in more complex applications. In particular in cannot explain
hysteresis effects observed in measurements. Therefore, starting at least in the 1980ies,
two related developments emerged: On the one hand side apporaches to justify this model
by upscaling procedures starting from a continuum mechanics based models at the pore
scale as the microscale, and on the other hand the proposal of modified or completely
new models. For upscaling two procedures are established: Volume averaging with its
extension to an thermodynamically constrained averaging theory (TCAT) (see [7] and
the references therein), and (periodic) homogenization (see [12]). Both approaches start
form a continuum mechanics based model on a geometry resolving the microscale, i.e. in
the situation considered here, where the microscale is the pore scale, there is a resolution
of the solid geometry and the various fluid phases. Volume averaging tries to convert
averages of differential quantities to differential quantities of averages, at the expense
of further (typically boundary) terms modeling phase exchange. For these terms either
conditions are identified which render them negligible or they are expressed by closure
relations in macroscopic, i.e. averaged, quantities. In the TCAT version, entropy relations
as side conditions try to reduce the ambiguity in selecting the closure relations. Therefore
volume averaging is formal in various aspects, in particular applied to multiphase flows
in a sharp interface formulation. Furthermore pure spatial averaging as it is done usually
cannot take into account several temporal scales, which come in naturally considering
instationary situations.
Periodic homogenization assumes spatial periodicity of a microstructure of the underlying
domain Ω ⊂ Rd with d ∈ {2, 3}. More precisely, for further usage we assume that it can
be described using a reference cell Y = (0, 1)d. This reference cell consists of a solid part
S and a fluid part F with boundary ∂F. Therefore, we may describe the complete fluidic
domain Fε by
⋃
z∈Zd ε(F+ z) ∩ Ω. Here, ε << 1 is the quotient of the typical length of
the periodic microstructure and the macroscopic length scale (in this publication scaled
to one). Similarly, we describe the solid matrix by Sε =
⋃
z∈Zd ε(S+ z) ∩ Ω (cf. Fig.
1). The boundary between the fluidic domain and the solid matrix will be denoted by
∂Fε := Fε ∩ Sε. For the remainder of this paper, we assume that the fluidic domain
Fε is open and connected with a smooth boundary. For the ε dependent solutions of
the microscale model, convergence to the solution of a problem with no or at least less
microstructure is aimed for, either in two-scale convergence (see e.g. [18]) or by assuming
a two-scale asymptotic expansion like (3.3) and thus distinguishing between a “slow” (x)
and a fast (y = x/ε) scale and aiming for determining equations of the leading terms.
3In Chapter 5.1 of [12] a slightly more general macroscopic two-phase, Darcy-like model,
where the velocities are given by
vw = −Λwwλw − Λnwλn , (1.4a)
vn = −Λwnλw − Λnnλn (1.4b)
with λξ denoting the macroscopic forces acting on phase ξ, was derived by periodic ho-
mogenization. This model is based on the following assumptions.
H1 Γ intersects ∂Fε with a wetting angle θ.
H2 The surface tension ˆ˜σ is of order ε, ˆ˜σ = εσ˜ (to make the surface tension of order 1
at the level of the pore, because, then the curvature in a capillary tube is of order
ε).
H3 According to the Laplace relation, the jump of the normal component of the stress
tensor across Γ is given by [[(p1− S)n]] = ˆ˜σ(R−11 +R−12 )n where S is the viscous
stress tensor, R1 and R2 are the main curvature radii, and R−11 +R
−1
2 is called the
mean curvature. The tangential component is continuous.
H4 The flow in each phase is slow enough (creeping flow) to neglect inertial effects.
H5 The flow is assumed to be stationary. Then, the tangential component of the
velocity is continuous across the interface Γ, and the normal component is zero.
H6 There is a relation between the stress tensor jump through the interface and the
saturation Sξ in the cell.
From these conditions, in particular H4, H5, and H6 are critical: Assumption H5 includes
a fixed interface position. Therefore, detached droplets are not allowed to be transported
but have to stay in place. A more detailed discussion of related results is given in Sec-
tion 4. Furthermore, H4 implies the existence of a unique stationary state w.r.t. some
faster time scale (cf. Remark 3.1) and H6 prohibits dependency on the actual droplet
topology.
In this paper we aim at applying an unconventional two-scale-expansion assumption to
the full instationary Navier-Stokes equation with a phase-field description of the fluid-fluid
interfaces. As indicated, it cannot be expected that we reach the ideal case of scale separa-
tion with purely macroscopic equations where the (periodic) pore geometry is only present
via cell problems determining the “effective” coefficients of the macroscopic equations. It
is well-known for a for a long time (see e.g. [12]) that this is the case for stationary one
phase flow, starting from the stationary Stokes equation on the microscale. First, when
dealing with instationary problems, we have to relate temporal scales to the slow/fast
spatial scales. We succeed in arriving at fast scale (3.4) and slow scale (3.5) equations,
but still fully coupled with mixed derivatives in (3.5). We can show energy estimates
(Lemma 3.2, Lemma 3.4) for both equations showing that the system will evolve to a
pseudo-stationary state (chemical potential µ0 independent of y). This enables us, using
Assumption H4 for the first time, to recover a generalized Darcy’s law in the form (1.4)
(cf. (3.23) or (3.39)). We eventually end up with a micro-macro model as described in
Section 5, in which microscale cell problems are coupled in both ways at each point of the
macroscopic domain. In Section 5 we concentrate on microscale simulations to elucidate
the impact to be expected from microscopic phenomena to macroscopic quantities. The
efficient algorithmic treatment of such micro-macro models is still in its infancy (see e.g.
[20]) and out of the scope of this paper, but in particular due to their decoupling and
adaptation potential they seem to be competitive with global extensions of the standard
4Ω = Sε ∪˙Fε ∪˙ ∂Fε Y = S ∪˙F ∪˙ ∂F
1
ε
∂F
Figure 1. Sketch of the periodic domain Ω comprising a periodic solid
matrix Sε and a fluid part Fε with boundary ∂Fε. Ω consist of periodic
cells of length ε which can be mapped onto the reference cell Y of length 1
which analogously consists a solid part S and a fluid part F separated by
∂F.
model: Also based on upscaling procedures, models have been proposed which either ex-
tend existing equations, e.g. making the relation (1.3) dynamic (see [9]) or by introducing
new macroscopic quantities, i.e. interfacial area (see [15]).
2. The governing equations
As it is the aim of this publication to improve the understanding of the interactions
between the different length scales and to obtain enhanced models, we refrain from using
the standard (but inadequate) assumption that the flow is slow enough to neglect inertial
effects (cf. H4) as long as possible. Hence, it is not sufficient to describe the evolution
of the fluid velocity by the stationary Stokes equations. Instead, we shall consider the
complete Navier–Stokes equations and include also effects on fast time scales.
Since we expect the effective parameters to rely heavily on the topology on the micro-
scopic length scale, we describe the two-phase flow using a diffuse interface model (cf.
[11, 14, 4, 1]). The advantage of this approach is that topological changes can be handled
without imposing artificial side conditions.
In such models, a so-called phase-field parameter φ ∈ [−1,+1] is used to describe the
two fluid phases. Throughout this manuscript, we will use the convention that the wetting
phase is indicated by φ = +1 and the non-wetting phase by φ = −1. Between the two pure
phases, there exists a small transition region where φ varies smoothly. Originally, phase-
field models were derived for the equal mass density case (cf. [11]), but there are also
several extensions to include the effects of different mass densities (see e.g. [8, 14, 4, 1]). In
this publication, we use the model proposed by Abels, Garcke, and Grün in [1]. This model
can be derived from general balance equations for mass and momentum by combining an
energetic description of the system with Onsager’s variational principle (cf. [16, 17]).
It has the advantage of a solenoidal (volume averaged) fluid velocity field u, while still
satisfying an energy estimate for the total energy which consists of the kinetic energy
Ekin :=
´
Fε
1
2
ρ(φ) |u|2 and the interfacial energy Eint :=
´
Fε
δˆσˆ 1
2
|∇φ|2 + ´
Fε
δˆ−1σˆW (φ).
5Here,
ρ(φ) = ρn(−12φ+ 12) + ρw(12φ+ 12) , (2.1)
interpolates between the mass density ρw := ρ(+1) of the wetting phase and the mass
density ρn := ρ(−1) of the non-wetting phase. As ρ depends affine linearly on φ, its
derivative ρ′ = 1
2
(ρw − ρn) is constant. W (φ) := 14(1− φ2)
2 is a polynomial double-well
potential with minima in the pure phases φ = ±1. The parameter δˆ << ε is related to
the non-dimensional interface thickness which is assumed to be small with respect to the
size of the periodic structure. The parameter σˆ is related to the surface tension ˆ˜σ via
σˆ = cW ˆ˜σ with a constant cW depending on the choice of the double-well potential. For
the polynomial double-well potential, we have cW = 3/(2
√
2). The resulting microscopic
model reads
∂tφ+ u · ∇φ = div {Mˆ∇µ} in Fε , (2.2a)
µ = σˆδˆ−1W ′(φ)− σˆδˆ∆φ in Fε , (2.2b)
∇µ · n = 0 on ∂Fε , (2.2c)
∇φ · n = 0 on ∂Fε , (2.2d)
ρ(φ)∂tu + ρ(φ)(u · ∇)u− (ρ′Mˆ∇µ · ∇)u− div {2ηˆ(φ)Du}+∇p
= −φ∇µ− ρ(φ)ge3 in Fε , (2.3a)
div u = 0 in Fε , (2.3b)
u = 0 on ∂Fε , (2.3c)
with suitable boundary conditions on ∂Ω. Here, µ denotes the chemical potential, i.e.
the variation of the interfacial energy Eint with respect to the phase-field parameter φ. Mˆ
denotes the mobility which is assumed to be constant and to scale linearly with δˆ, i.e. we
have Mˆ = δˆM with some constant M > 0 (see also [1] for other scalings). Du denotes
the symmetrized gradient 1
2
(∇u +∇Tu), g denotes the non-dimensional gravitational
acceleration acting in −e3-direction and
ηˆ(φ) = ηˆn(−12φ+ 12) + ηˆw(12φ+ 12) (2.4)
interpolates between the viscosities ηw := η(+1) and ηn := η(−1) of the wetting and
non-wetting phase.
The boundary condition (2.2c) describes the impenetrability of the solid matrix and
(2.2d) prescribes a contact angle of 90◦. The latter can be modified to allow for other
contact angles (cf. [19]). However, for reasons of simplicity, we will stick to condition
(2.2d) and the contact angle of 90◦, but continue to speak of a wetting and a non-wetting
phase. The additional term ((ρ′Mˆ∇µ) · ∇)u guarantees that mass density and momentum
(ρu) are transported with the same velocity (see [1]), which is a fundamental prerequisite
for the energy estimate formulated below.
Under the assumption of a closed system, i.e. there is no flux across the boundary ∂Ω
and (2.2c), (2.2d), and (2.3c) hold true on (∂Ω ∩ Fε)∪∂Fε, it is possible to show a formal
6energy estimate. In particular, testing (2.2a) by µ+ 1
2
ρ′ |u|2, (2.2b) by ∂tφ, and (2.3a) by
u, we obtain
∂t
ˆ
Fε
1
2
ρ(φ) |u|2 + ∂t
ˆ
Fε
δˆσˆ 1
2
|∇φ|2 + ∂t
ˆ
Fε
δˆ−1σˆW (φ)
+
ˆ
Fε
2ηˆ(φ) |Du|2 +
ˆ
Fε
Mˆ |∇µ|2 = −
ˆ
Fε
ρ(φ)ge3 · u , (2.5)
i.e. the change in the total energy is given by the dissipation
´
Fε
2ηˆ(φ) |Du|2 +´
Fε
Mˆ |∇µ|2
and the gravitational force. The above identity is an important physical property of the
model. Hence, we will validate our results by showing that (2.5) can be recovered after
separating the scales (cf. Sections 3.2 and 3.3).
3. The homogenized equations
The model introduced in Section 2 describes the two-phase flow on the microscopic level
and consequently requires a fine resolution of the complete domain Ω. In this section,
we shall identify the important spatial and temporal length scales. By separating these
scales, we derive a simplified model which allows us to describe the fast components of
the system’s evolution by equations which are local in space, and global equations that
have to capture only the slower components. After discussing the properties of the arising
equations in Section 3.2 and Section 3.3, we utilize Assumption H4 in Section 3.4 to obtain
purely macroscopic equations which are similar to the two-phase Darcy’s law (1.1).
3.1. Separation of scales. The considered problem comprises two different small pa-
rameters: The ratio between the microscopic and macroscopic length scales ε and the
interface thickness δˆ which is significantly smaller than the microscopic length scale. As
we will not compute the sharp interface limit δˆ ↘ 0 of the model rigorously in this pub-
lication, we will assume δˆ = δε with some δ << 1 to ensure δˆ << ε and consider only
the case of vanishing ε. For the sharp interface limit δˆ ↘ 0, we refer to e.g. [1]. Using
the separation of length scales, we introduce two different spatial coordinate systems with
x ∈ Ω denoting the macroscopic position and y ∈ Y representing the position in the
reference cell. Consequently, we expand the spatial derivatives via
∇ = ε−1∇y +∇x . (3.1)
Similarly, we separate two time scales. The fast time scale τ−1 will capture the micro-
scopic droplet movement and in particular the changes in the droplet topology, while the
macroscopic changes in saturation will be considered on a slow time scale τ0. Using these
time scales, we expand the time derivatives via
∂t = ε
−1∂τ−1 + ∂τ0 , (3.2)
i.e. the two time scales are related via the same factor ε as the spatial scales (see also
Remark 3.1 below). We expand the solutions in terms of ε. In particular, we assume
u = u0 + ε
2u1 +O(ε3) , (3.3a)
φ = φ0 + ε
2φ1 +O(ε3) , (3.3b)
i.e. we use expansions in terms of ε2 for velocity and phase-field parameter. For the
chemical potential µ and the pressure p different expansions are necessary. In particular,
7special caution is appropriate when specifying the asymptotic expansion of µ, as (2.2b) is
merely a definition. Consequently, choosing an expansion for µ which does not fit to this
definition introduces additional artificial constraints. In [21], such an artificial constraint
led to total blending of the immiscible fluids on the fine scale. This results in a one-to-
one relation between saturation and chemical potential based on a physically unstable
microscopic state and prohibits hysteresis effects in the capillary pressure – saturation
curves (cf. (3.14)). Plugging (3.3b) into the right-hand side of (2.2b) shows that the
asymptotic expansion of µ has to be chosen as
µ = µ0 + εµ1 +O(ε2) , (3.3c)
to be consistent with the (3.3b). Concerning the expansion of the pressure, we recall
that p serves as a Lagrange multiplier in (2.3a) for the constraint (2.3b). Therefore, the
expansion for p has to be chosen such that the equations arising from the different orders
of (2.3a) are always well-posed. In our case, this is true for
p = p0 + εp1 +O(ε2) . (3.3d)
Adapting the scaling in [12, Chapter 5], we assume ηˆ(φ) = ε2η(φ) and σˆ = εσ (see
also H2). We substitute the aforementioned expansions into (2.2) and (2.3) and sort the
resulting terms by powers of ε. At the leading order O(ε−1), we obtain from (2.3a) and
(2.3b)
ρ(φ0)∂τ−1u0 + ρ(φ0)(u0 · ∇y)u0 − (ρ′M∇yµ0 · ∇y)u0 +∇yp0 = −φ0∇yµ0 , (3.4a)
divy u0 = 0 (3.4b)
for y ∈ F and x ∈ Ω. Additionally, we obtain from (2.3c)
u0 = 0 (3.4c)
for y ∈ ∂F and x ∈ Ω. Noting W ′(φ) = W ′(φ0) + O(ε2) and collecting the terms of
leading order O(ε−1) in (2.2a) and O(ε0) in (2.2b) provides
∂τ−1φ0 + u0 · ∇yφ0 = divy {M∇yµ0} , (3.4d)
µ0 =σδ
−1W ′(φ0)− δσ∆yφ0 (3.4e)
for y ∈ F and x ∈ Ω. From (2.2c) and (2.2d), we obtain the boundary conditions
∇yµ0 · n = 0 , (3.4f)
∇yφ0 · n = 0 (3.4g)
for y ∈ ∂F and x ∈ Ω.
The equations (3.4) allow us to determine the microscopic behavior on the fast time
scale. As they include only spatial derivatives with respect to the cell coordinate y, they
can be solved in each macroscopic point x ∈ Ω independently. We shall discuss these
equations in Section 3.2 in more detail. In particular, we will prove the existence of a
pseudo-stationary state with respect to the fast time scale and derive an expression for
the capillary pressure.
8The slow-scale equations arise from collecting the O(ε0)-terms in (2.3a), (2.3b), and
(2.2a), as well as the O(ε1)-terms in (2.2b). They read
ρ(φ0)∂τ0u0 + ((ρ(φ0)u0 − ρ′M∇yµ0) · ∇x)u0 − (ρ′M∇xµ0 · ∇y)u0
− (ρ′M∇yµ1 · ∇y)u0 − divy {2η(φ0)Dyu0}+∇yp1 +∇xp0
= −φ0∇yµ1 − φ0∇xµ0 − ρ(φ0)ge3 , (3.5a)
divx u0 = 0 , (3.5b)
∂τ0φ0 + u0 · ∇xφ0 = divy {M∇yµ1}+ divy {M∇xµ0}+ divx {M∇yµ0} , (3.5c)
µ1 = −σδ divy∇xφ0 − δσ divx∇yφ0 (3.5d)
with the additional boundary conditions
(∇yµ1 +∇xµ0) · n = 0 , (3.5e)
∇xφ0 · n = 0 . (3.5f)
In contrast to the fast scale equations (3.4), the above equations include spatial derivatives
with respect to x and y and therefore have to be solved on Ω×Y simultaneously. However,
they do not include changes on the fast time scale anymore. We will discuss the properties
of these equations in Section 3.3. In Section 3.4, we will combine them with Assumption
H4 to derive a purely macroscopic description of the slow scale evolution.
Remark 3.1 (Time scales). On the first glance, the choice of the two time scales τ−1 and
τ0 and expansion (3.2) might seem arbitrary. However, recalling that velocity is the quo-
tient of distance over time, it seems natural that the time scales for the microscopic trans-
port and the macroscopic transport behave like the microscopic and macroscopic length
scales.
Furthermore, this relation of the time scales can also be justified by mathematical con-
siderations. As we are interested in the macroscopic transport, it is obvious to consider
at least the time scale τ0 which corresponds to the evolution of the macroscopic satura-
tion. On the other hand, omitting an explicit usage of the faster time scale τ−1 results in
the disappearance of the time-derivatives in (3.4d) and (3.4a). This is equivalent to the
assumption that the microscopic evolution of phase-field and velocity provides a unique
stationary state, and therefore can be neglected. Unfortunately, the considered partial dif-
ferential equations are nonlinear and we can not expect the existence of such a unique
stationary state, which is independent of initial data. Consequently, we need to consider
the complete evolution from the initial data to the corresponding pseudo-stationary state
(which we specify in Remark 3.3) and therefore require the time-derivatives in (3.4d) and
(3.4a).
3.2. The cell problem. In this section, we will discuss the properties of the cell prob-
lem (3.4a)-(3.4g) and establish the existence of a pseudo-stationary state. Thereby, the
dissipation of free energy established in the following lemma will be a key ingredient.
Lemma 3.2 (Microscopic energy estimate). Let (φ0, µ0,u0) be a solution to(3.4a)-(3.4g).
Then, the leading order terms of the energy (2.5) are not increasing on the fast time scale.
9In particular, the following equality holds true for all x ∈ Ω:
∂τ−1
ˆ
F
1
2
ρ(φ0) |u0|2 + ∂τ−1
ˆ
F
σδ−1W (φ0) + ∂τ−1
ˆ
F
1
2
σδ |∇yφ0|2
+
ˆ
F
M |∇yµ0|2 = 0 . (3.6)
Proof. We start by testing (3.4d) by µ0 and (3.4e) by ∂τ−1φ0, which yields
∂τ−1
ˆ
F
σδ−1W (φ0) + ∂τ−1
ˆ
F
1
2
σδ |∇yφ0|2 +
ˆ
F
u0 · ∇φ0µ0 +
ˆ
F
M |∇yµ0|2 = 0 , (3.7)
due to the boundary condition (3.4f). In a second step, we test (3.4a) by u0 and obtain
ˆ
F
1
2
ρ(φ0)∂τ−1 |u0|2 +
ˆ
F
ρ(φ0)((u0 · ∇y)u0) · u0 −
ˆ
F
((ρ′M∇yµ0 · ∇y)u0)u0
=
ˆ
F
φ0∇yµ0 · u0 . (3.8)
Testing (3.4d) by 1
2
|u0|2 ρ′ providesˆ
F
∂τ−1ρ(φ0)
1
2
|u0|2 +
ˆ
F
1
2
|u0|2 u · ∇yρ(φ0) +
ˆ
F
1
2
ρ′M∇yµ0 · ∇y |u0|2 . (3.9)
Straightforward computations show
ˆ
F
ρ(φ0)((u0 · ∇y)u0) · u0 +
ˆ
F
1
2
|u0|2 u0 · ∇yρ(φ0)
=
ˆ
F
1
2
ρ(φ0)u0 · ∇y |u0|2 +
ˆ
F
1
2
|u0|2 u0 · ∇yρ(φ0) = 0 . (3.10)
and
−
ˆ
F
ρ′M((∇yµ0 · ∇y)u0) · u0 + 12
ˆ
F
ρ′M∇yµ0 · ∇y |u0|2 = 0 . (3.11)
Therefore, adding (3.8)-(3.10) yields the result. 
Remark 3.3 (Existence of a pseud-stationary state). Lemma 3.2 in particular tells us
that the energy of the cell problem will decrease until µ0 is constant with respect to y. As
the energy of the system is nonnegative, the system will evolve towards a pseudo-stationary
state characterized by ∇yµ0 ≡ 0. In this state, the shape of the droplet attains a (local)
optimum, while we still allow for transportation. This observation will be crucial for the
numerical treatment of the model, as it provides a practical stopping criterion for the
evolution of the microscopic problems.
We conclude this section by deriving an expression for the capillary pressure. Intro-
ducing the fluid pressure pf := p + µφ with the leading order term pf0 = p0 + µ0φ0 and
assuming that the system already reached a pseudo-stationary state, (3.4a) reads
ρ(φ0)∂τ−1u0 + ρ(φ0)(u0 · ∇y)u0 +∇ypf0 = µ0∇yφ0 (3.12)
10
with a constant µ0. An integration perpendicular to the level set Γ := {φ0 ≡ 0} provides
an expression for the pressure difference between both fluids. In particular, we obtain
δF (ρ(φ0),u0) + p
f
0
∣∣∣
φ0=1
− pf0
∣∣∣
φ0=−1
= 2µ0 (3.13)
with some F (ρ(φ0),u0) stemming from the mean value integral of the first two terms in
(3.12). Assuming that this F is bounded independently of δ, we neglect the first term for
small δ and obtain
pf0
∣∣∣
φ0=1
− pf0
∣∣∣
φ0=−1
= 2µ0 (3.14)
Recalling that 2µ0 is a diffuse interface approximation of σ˜κ (see e.g. Section 4 in [1]),
we notice that the capillary pressure depends on the surface tension σ˜ = c−1W σ and the
mean curvature κ. At this point, we want to emphasize that µ0 is not purely determined
by the saturation, i.e.
ffl
Y
φ0 dy, but also depends on the interaction of the droplets with
the solid matrix. These interaction allow for hysteresis effects in the capillary pressure –
saturation curve. For an illustration of this effect, we refer to Section 5 of this manuscript.
3.3. The slow-scale problem. In this section, we investigate the properties of the slow-
scale equations (3.5). Similar to Lemma 3.2, we obtain an energy estimate with respect
to the slow time-scale.
Lemma 3.4 (Slow energy estimate). A solution to (3.5a)-(3.5f) and (3.4a)-(3.4g) satisfies
∂τ0
ˆ
Ω×F
σδ−1W (φ0) + ∂τ0
ˆ
Ω×F
1
2
σδ |∇yφ0|2 + ∂τ0
ˆ
Ω×F
1
2
ρ(φ0) |u0|2
+ ∂τ−1
ˆ
Ω×F
σδ∇xφ0 · ∇yφ0 −
ˆ
∂Ω×F
σδ∇yφ0 · n∂τ−1φ0 +
ˆ
∂Ω×F
1
2
ρ(φ0) |u0|2 u0 · n
−
ˆ
∂Ω×F
1
2
ρ′M∇yµ0 · n |u0|2 + 2
ˆ
Ω×F
M∇yµ0 · ∇yµ1 + 2
ˆ
Ω×F
M∇xµ0 · ∇yµ0
−
ˆ
∂Ω×F
M∇yµ0 · nµ0 +
ˆ
Ω×F
2η(φ0) |Dyu0|2
+
ˆ
∂Ω×F
(p0 + φ0µ0)u0 · n +
ˆ
Ω×F
ρ(φ0)ge3 · u0 = 0 . (3.15)
Remark 3.5. The identity stated in Lemma 3.4 includes boundary terms on ∂Ω describ-
ing the interactions with adjacent domains. Under the assumption that the considered
system is closed, i.e. (3.4c), (3.4f), and (3.4g) also hold true on ∂Ω× F, Lemma 3.2 and
Lemma 3.4 provide the first two orders of the expansion of the energy balance equation
(2.5). Therefore, the derived multiscale model is still consistent with the original energetic
description.
Proof of Lemma 3.4. We start by testing (3.5c) by µ0 and ρ′ |u0|2 to obtainˆ
F
∂τ0φ0µ0 +
ˆ
F
divx {u0φ0}µ0 +
ˆ
F
M∇yµ0 · ∇yµ1
+
ˆ
F
M∇xµ0 · ∇yµ0 −
ˆ
F
divx {M∇yµ0}µ0 = 0 , (3.16a)
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ˆ
F
∂τ0ρ(φ0) |u0|2 +
ˆ
F
u0 · ∇xρ(φ0) |u0|2 +
ˆ
F
ρ′M∇yµ1 · ∇y |u0|2
+
ˆ
F
ρ′M∇xµ0 · ∇y |u0|2 −
ˆ
F
divx {ρ′M∇yµ0} |u0|2 = 0 . (3.16b)
Testing (3.4d) by µ1 providesˆ
F
∂τ−1φ0µ1 −
ˆ
F
u0φ0 · ∇yµ1 +
ˆ
F
M∇yµ0 · ∇yµ1 = 0 . (3.17)
Next, we test (3.5d) by ∂τ0φ0 and (3.4e) by ∂τ−1φ0 which yieldsˆ
F
µ0∂τ0φ0 =
ˆ
F
σδ−1∂τ0W (φ0) +
ˆ
F
1
2
σδ∂τ0 |∇yφ0|2 , (3.18)
ˆ
F
µ1∂τ−1φ0 = −
ˆ
F
σδ divy {∇xφ0}∂τ−1φ0 −
ˆ
F
σδ divx {∇yφ0}∂τ−1φ0 . (3.19)
Finally, we test (3.5a) by u0 and obtainˆ
F
ρ(φ0)
1
2
∂τ0 |u0|2 +
ˆ
F
(∇xu0 · (ρ(φ0)u0 − ρ′M∇yµ0)) · u0
−
ˆ
F
(∇yu0 · (ρ′M∇xµ0))u0 −
ˆ
F
(∇yu0 · (ρ′M∇yµ1)) · u0 +
ˆ
F
2η(φ0) |Dyu0|2
+
ˆ
F
u0 · ∇xp0 = −
ˆ
F
φ0∇yµ1 · u0 −
ˆ
F
φ0∇xµ0 · u0 −
ˆ
F
ρ(φ0)ge3 . (3.20)
Summing (3.16a), 1
2
(3.16b), (3.17), and (3.20) and plugging in (3.18) and (3.19) yields
∂τ0
ˆ
F
σδ−1W (φ0) + ∂τ0
ˆ
F
1
2
σδ |∇yφ0|2 + ∂τ0
ˆ
F
1
2
ρ(φ0) |u0|2
−
ˆ
F
σδ divy {∇xφ0}∂τ−1φ0 −
ˆ
F
σδ divx {∇yφ0}∂τ−1φ0
+
ˆ
F
1
2
(ρ(φ0)u0 − ρ′M∇yµ0) · ∇x |u0|2 +
ˆ
F
1
2
u0 · ∇xρ(φ0) |u0|2
−
ˆ
F
1
2
divx {ρ′M∇yµ0} |u0|2 + 2
ˆ
F
M∇yµ0 · ∇yµ1
+
ˆ
F
M∇xµ0 · ∇yµ0 −
ˆ
F
divx {M∇yµ0}µ0 +
ˆ
F
2η(φ0) |Dyu0|2
+
ˆ
F
u0 · ∇xp0 +
ˆ
F
∇x(φ0µ0) · u0 +
ˆ
F
ρ(φ0)ge3 · u0 = 0 . (3.21)
As (3.21) is valid at every macroscopic point x ∈ Ω, an integration over the macroscopic
domain yields the result. 
3.4. Macroscopic equations. In this section, we will use the slow-scale equations dis-
cussed in the last section to derive macroscopic models. In the first part of this section,
we derive a macroscopic model based on the previously used diffuse interface frame work.
In the second part, we formally derive an equivalent sharp interface version of the macro-
scopic equations. This will help us later in the comparison with other established models.
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3.4.1. Macroscopic equations for the diffuse interface model. According to the estimate
derived in Lemma 3.2, the system will evolve towards a pseudo-stationary state with
∇yµ0 = 0 on the fast time scale. Therefore, we may safely assume ∇yµ0 = 0 when
dealing only with the slow time scale. Integrating (3.5c) over the fluidic domain F and
applying the boundary condition (3.5e) provides the balance equation
∂τ0
ˆ
F
φ0 + divx
ˆ
F
u0φ0 = 0 . (3.22)
Recalling that the wetting phase is indicated by φ = +1, we define its saturation by
Sw =
1
2
ffl
F
φ0 +
1
2
∈ [0, 1]. Analogously, the saturation of the non-wetting phase is given
by Sn = −12
ffl
F
φ0 +
1
2
∈ [0, 1]. Obviously, the saturations satisfy Sw + Sn = 1 (cf. (1.2)).
Noting |Y | = 1 and divx u0 = 0, we may define the velocities vδw and vδn as
vδw =
ˆ
F
u0(
1
2
φ0 +
1
2
) =
ˆ
F
u0χ
δ
w , v
δ
n =
ˆ
F
u0(−12φ0 + 12) =
ˆ
F
u0χ
δ
n . (3.23)
Here, χδn := (−12φ0 + 12) is a diffuse interface approximation of the characteristic function
χn of Fn, the domain of the non-wetting phase associated with φ0 = −1, and χδw :=
(1
2
φ0 +
1
2
) is a diffuse interface approximation of the characteristic function χw of the
domain Fw of the wetting phase. As both fluids are assumed to be incompressible, the
fluid density is constant in the pure phases. Consequently, (3.22) provides
ζ∂τ0(ρwSw) + divx
{
vδwρw
}
= 0 , (3.24a)
ζ∂τ0(ρnSn) + divx
{
vδnρn
}
= 0 (3.24b)
with the porosity ζ := |F|/|Y | = |F|. Hence, we have recovered (1.1a) for the case absent
source and sink terms. Unfortunately, the evolution of u0 is prescribed by the nonlinear
equations (3.5a), (3.4b), and (3.5b) and it is not possible to obtain a purely macroscopic,
linear relation like (1.1b) for vδw and vδn without imposing additional assumptions.
To simplify the equations even further, we will use Assumption H4 which were used
for the derivation of the two-phase Darcy law (1.4). Assuming a known interface and
applying H4 and the linearity of ρ and η, we obtain
− divy
{
2ηnχ
δ
nDyu0
}− divy {2ηwχδwDyu0}+∇y[χδnp1]+∇y[χδwp1]
= −χδn∇xp0 − χδw∇xp0 + χδn∇xµ0 − χδw∇xµ0 − χδnρnge3 − χδwρwge3 − φ0∇yµ1 . (3.25)
Analyzing the right-hand side of (3.25), we note that the velocity u0 is governed by forces
acting only on the wetting fluid, forces acting on the non-wetting fluid, and the term
−φ0∇µ1, which, as we will elucidate later, relates to the interactions at the fluid-fluid
interface. According to Lemma 3.2, we can safely assume that µ0 is independent of y.
Neglecting the inertial terms in (3.12), we obtain
∇yp0 = −φ0∇yµ0 = 0 , (3.26)
which makes also p0 independent of the microscopic variable. Therefore, we will use the
auxiliary problems
− divy
{
2ηnχ
δ
nDyw
δ,n
k
}
− divy
{
2ηwχ
δ
wDyw
δ,n
k
}
+∇y
[
χδnpi
δ,n
k
]
+∇y
[
χδwpi
δ,n
k
]
= χδnek , (3.27a)
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divy w
δ,n
k =0 , (3.27b)
− divy
{
2ηnχ
δ
nDyw
δ,w
k
}
− divy
{
2ηwχ
δ
wDyw
δ,w
k
}
+∇y
[
χδnpi
δ,w
k
]
+∇y
[
χδwpi
δ,w
k
]
= χδwek , (3.28a)
divy w
δ,w
k =0 (3.28b)
with homogeneous Dirichlet boundary conditions on ∂F and periodic boundary conditions
on ∂Y to compute the velocity components depending on ρwge3, ρnge3, p0, and µ0. In
addition, we need to solve
− divy
{
2ηnχ
δ
nDyw
δ,int
k
}
− divy
{
2ηwχ
δ
wDyw
δ,int
k
}
+∇y
[
χδnpi
δ,int
k
]
+∇y
[
χδwpi
δ,int
k
]
(3.29a)
=− φ0∇µ1 ,
divy w
δ,w
k =0 , (3.29b)
to include the interfacial effects. Therefore, we may write the fluid velocity u0 as
u0 = K
δ,n(−∇xp0 +∇xµ0 − ρnge3) +Kδ,w(−∇xp0 −∇xµ0 − ρwge3) + wδ,int , (3.30)
with Kδ,n := (wδ,n1 , ...,w
δ,n
d ) and K
δ,w := (wδ,w1 , ...,w
δ,w
d ). In order to obtain expressions
for the macroscopic velocities vδn and vδw defined in (3.23), we multiply (3.30) by χδn (or
χδw, respectively) and integrate over F. Hence, we have
vδn = Λ
δ,n
n (−∇xp0 +∇xµ0 − ρnge3)
+ Λδ,wn (−∇xp0 −∇xµ0 − ρwge3) +
ˆ
F
χδnw
δ,int , (3.31a)
vδw = Λ
δ,n
w (−∇xp0 +∇xµ0 − ρnge3)
+ Λδ,ww (−∇xp0 −∇xµ0 − ρwge3) +
ˆ
F
χδww
δ,int , (3.31b)
with Λδ,nn :=
´
F
χδnK
δ,n, Λδ,wn :=
´
F
χδnK
δ,w, Λδ,nw :=
´
F
χδwK
δ,n, and Λδ,ww :=
´
F
χδwK
δ,w.
3.4.2. Macroscopic equations for sharp interface models. In order to compare our newly
derived model with already established ones like (1.1) and (1.4), we transform it into a
sharp interface model and explain the meaning of −φ0∇µ1. First, we rewrite this term
as −∇y(φ0µ1) + µ1∇yφ0. The first term allows us to exchange p1 by the fluid pressure
pf1 = p1 +φ0µ1 = χ
δ
w(p1 + µ1) +χ
δ
n(p1 − µ1). Concerning the second term, we write ∇yφ0
as |∇yφ0|nn with the unit vector nn := 1|∇yφ0|∇yφ0. From the coarea formula (cf. [6]),
we obtain that for every function fˆ
Ω
f(x) |∇φ(x)| dx =
ˆ +1
−1
ˆ
{x :φ(x)=a}
f(x)dHn−1(x)da
= 2
 +1
−1
ˆ
{x :φ(x)=a}
f(x)dHn−1(x)da
(3.32)
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Standard results for the sharp interface limit δ ↘ 0 (see e.g. [5]) show that the φ-profile
perpendicular to the interface is approximately tanh ( sdist(x)
δ
√
2
), where sdist(x) denotes the
signed distance of x to the interface given by Γ := {x ∈ Ω : φ0(x) = 0}. Therefore, we
obtain that the last line in (3.32) converges towardsˆ
Γ
f(x)dHn−1(x) . (3.33)
Therefore, 1
2
|∇yφ0| can be seen as an approximation of the surface dirac function δΓ for
the fluid-fluid interface Γ. Recalling that 2µ is a diffuse interface approximation of σ˜κ, we
interpret 2µ1 as the O(ε)-term of asymptotic expansion of the interfacial forces. Replacing
χδn, χδw, and |∇φ| by χn, χw, and δΓ we obtain from (3.25)ˆ
F
2ηnχnDyu0 : Dw +
ˆ
F
2ηwχwDyu0 : Dw −
ˆ
F
χn(p1 − µ1) divy w
−
ˆ
F
χw(p1 + µ1) divy w = −
ˆ
F
χn∇xp0 ·w −
ˆ
F
χw∇xp0 ·w +
ˆ
F
χn∇xµ0 ·w
−
ˆ
F
χw∇xµ0 ·w −
ˆ
F
χnρnge3 ·w −
ˆ
F
χwρwge3 ·w +
ˆ
Γ
2µ1nn ·w , (3.34)
for any test function w vanishing on ∂F. This gives rise to the following set of equations
− divy {2ηnDyu0}+∇y[p1 − µ1] = −∇xp0 +∇xµ0 − ρnge3 in Fn , (3.35a)
− divy {2ηwDyu0}+∇y[p1 + µ1] = −∇xp0 −∇xµ0 − ρwge3 in Fw , (3.35b)
where u0 is continuous across the fluid-fluid interface Γ and satisfies the interface condition[[
(pf11− 2ηDyu0) · nn
]]
= 2µ1nn . (3.35c)
Here, we kept the symbol µ1 for the O(ε)-term of asymptotic expansion of the interfacial
forces in the sharp interface case. Plugging the asymptotic expansions (3.3a), (3.3b),
(3.3c), and (3.3d) in the jump condition from H3, we note that the terms of leading order
O(1) correspond to (3.14), while the order O(ε) provides (3.35c).
Recalling the definition of pf1 , the jump condition (3.35c) translates to
[[(p11− 2ηDyu0) · nn]] = 0 . (3.36)
This suggests that the cell problem (3.29) has to be seen as an artifact of the diffuse
interface description with vanishing influence on the velocity for δ ↘ 0 and therefore
can be neglected. Hence we may compute the effective macroscopic properties by using
Y -periodic auxiliary problems similar to (3.27) and (3.28). These problems read
− divy {2ηnDwnk}+∇ypink = ek in Fw , (3.37a)
divy w
n
k = 0 in Fw , (3.37b)
− divy {2ηwDwnk}+∇ypink = 0 in Fn , (3.37c)
divy w
n
k = 0 in Fn , (3.37d)
wnk = 0 on ∂F , (3.37e)
with wnk being continuous across the interface and satisfying the jump condition
[[(pink1− 2ηDywnk ) · nn]] = 0 (3.37f)
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on the fluid-fluid interface Γ, and
− divy {2ηnDwwk }+∇ypiwk = 0 in Fw , (3.38a)
divy w
w
k = 0 in Fw , (3.38b)
− divy {2ηwDwwk }+∇ypiwk = ek in Fn , (3.38c)
divy w
w
k = 0 in Fn , (3.38d)
wwk = 0 on ∂F , (3.38e)
with wwk being continuous across the interface and satisfying the jump condition
[[(piwk 1− 2ηDywwk ) · nn]] = 0 . (3.38f)
Similar to (3.23), we obtain the macroscopic fluid velocities as
vn = Λ
n
n(−∇xp0 +∇xµ0 − ρnge3) + Λwn (−∇xp0 −∇xµ0 − ρwge3) , (3.39a)
vw = Λ
n
w(−∇xp0 +∇xµ0 − ρnge3) + Λww(−∇xp0 −∇xµ0 − ρwge3) , (3.39b)
with Λnn :=
´
Fn
(wn1 , ...,w
n
d), Λ
w
n :=
´
Fn
(ww1 , ...,w
w
d ), Λ
n
w :=
´
Fw
(wn1 , ...,w
n
d), and Λ
w
w :=´
Fw
(ww1 , ...,w
w
d ).
4. Comparison with existing models
In this section, we will compare the upscaled models derived in the previous section
with other models previously established in literature. Thereby, we will consider the well-
established generalized Darcy filtration law (1.1) (see e.g. Chapter 5.2 in [12]) as well as
recent developments based on diffuse interface descriptions.
4.1. Periodic homogenization, fixed interface. In Chapter 5 in [12], several upscaled
models for two-phase flow in porous media are presented. Starting from a sharp interface
cell problem which is similar to (3.35a)-(3.35b) and using the assumptions H1-H6, a gen-
eralized Darcy model with velocities (1.4) is derived. Although, the underlying equations
seem to be similar, the resulting models differ in some important properties.
First of all, in our model the position of the interface is not treated as given, but computed
by solving the fast scaled system (3.4). Consequently, the interface position depends not
only on the saturation but also on the history of its evolution. This allows us to explain
the hysteresis in the relation between the capillary pressure and the saturation (see Sec-
tion 5 for a more detailed investigation).
Secondly, we relax the assumption of a stationary interface (cf. H5) to the assumption
of a known interface. This allows us to consider transport of detached droplets in the
reference cell by e.g. averaging the effective coefficients over time. The downside is that
we have to look for τ−1-periodic behavior to compute the macroscopic quantities based
on different droplet topologies. On the other hand, refraining from this assumption also
has some remarkable advantages. If the fluid-fluid interface is fixed, clogging phenomena
may occur: When fluid phase does not build a continuous channel through the cell Y , the
averaged velocity of this phase has to vanish. As forming a continuous channel through
the cell requires a minimal saturation value and a specific microscopic fluid topology, this
phenomenon occurs for small saturation values. On the first glance, this might remind
of the well-established concept of an irreducible saturation for which the permeability
vanishes (cf. [12]). However, this phenomenon is not based on adhesive forces gluing the
wetting phase to the solid matrix, but on an artificial fixture of detached droplets. By
16
dropping this assumption, we allow for transport of detached droplets in Y , and thereby
also for fluid transport for arbitrary saturations. However, a droplet of the wetting phase
may still stick to the solid matrix and resist the macroscopic forces. Therefore, our model
still allows for an irreducible saturation value.
The macroscopic model (1.1) discussed e.g. in Chapter 5.2 in [12] is a further simplifica-
tion, as it neglects the dependence of one phase on the forces acting on the other phase,
which is caused by the continuity of the tangential component of the velocities across the
the interface.
4.2. Periodic homogenization, diffuse interface approach. In the recent years, sev-
eral upscaling approaches based on diffuse interface models for two-phase flow were pub-
lished. In [3], Daly and Roose combined the instationary Cahn–Hilliard equation with
the stationary Stokes equations to describe the microscopic behavior of two-phase flow.
They identified three different time-scales – namely a fast time-scale for the equilibration
of the fluid-fluid interface, a medium time-scale for the transport on the fine spatial scale,
and a large time-scale for the macroscopic transport. They also derived relation (3.14)
for the capillary pressure and provided numerical simulations showing hysteresis effects
and discontinuities in the capillary pressure – saturation relation. Furthermore, they were
also able to connect their cell problem to the one used in Chapter 5 in [12]. However,
in the upscaling process, they also used various assumptions that are not necessary in
our approach. For instance, they assumed that phase-field parameter φ0 can be written
as the sum of the macroscopic saturation and a modulated part with average zero which
depends only on the microscopic coordinate. As a consequence, either the saturation is
constant or φ0 will leave the physically meaningful interval [−1,+1]. Using the standard
expansion in terms of ε for φ and u (in contrast to the expansion in terms ε2 used in this
publications), they obtained one phase-field equation comprising time-derivatives with
respect to different time-scales. Assuming that a time-independent mean value
´
F
φ0 im-
plies a stationary state for φ0, they ended up with a cell problem based on a stationary
Cahn–Hilliard equation. As the stationary Cahn–Hilliard equation does not allow for a
unique solution, we keep the time-derivative in (3.5c) and omit the ambiguity of possible
stationary states by connecting them to the initial conditions.
4.3. Volume averaging, fixed interface. An early example is [22]. The author starts
form stationary Stokes flow and under various conditions arrives at (1.1a) and a variant
of (1.4)
4.4. Volume averaging, diffuse interface approach. In [2] an instationary Navier–
Stokes–Cahn–Hilliard system with slightly more complex boundary conditions, which we
have omitted for technical reasons, but otherwise similar to our approach, is taken as
starting point and volume averaging is applied. One fundamental advantage of our ap-
proach seems to be the availability of the energy estimate. This estimate not only provides
the existence of a pseudo-stationary state, but may also serve as starting point for future
analytical treatment of the model.
Furthermore, several simplifications are applied in [2], which partially seem to be critical:
The application of the mass conservation law in Section 3.5 in [2] implies ∆µ = 0, i.e.
a pseudo-stationary state is assumed without the justification from the energy estimate.
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Similar to our approach, they assume that the Reynolds number is small enough to al-
low for a reduction to the Stokes equations. In contrast to our approach, only one time
scale is considered in [2]. Consequently, the time step size in numerical simulations of the
macroscopic behavior has to be chosen small enough to capture the rapid changes in the
(averaged) interface curvature. A second simplification is the negligence of interactions
between the two phases ((3.50) to (3.51) there) resulting in Darcy relations of the form
(1.1b) instead of (3.39).
Generally spoken, both approaches aim at different length scales, i.e. macroscopically still
visible droplets in [2] and macroscopically miscible fluids in our approach.
5. Numerical treatment
In this section, we will discuss an algorithm for the treatment of the newly derived model
and employ numerical simulations to investigate the cell problem discussed in Section 3.2
with respect to capillary pressure – saturation relation.
To obtain the evolution of the saturation, we have to solve the macroscopic equations
(3.24) and (3.39). These equations include effective parameters which must be obtained
by solving cell problems in each macroscopic point x. Hence, we propose the following
procedure for each large scale time step.
Step 0: Given from last time step: u0(x,y), φ0(x,y), Sw(x), Sn(x).
Step 1: Solve (3.4) on the reference cell with periodic boundary and for all x ∈ Ω:
∗ Adapt initial φ0 to match prescribed saturation.
∗ Compute pseudo-stationary state.
Step 2: Compute effective parameters on the reference cell for all x ∈ Ω.
∗ Identify τ−1-periodicity interval P(x).
∗ Solve auxiliary problems (3.27) and (3.28) for all τ−1 ∈ P(x) to compute
τ−1-dependent effective coefficients Λδ,nn , Λ
δ,n
w , Λ
δ,w
n , and Λ
δ,w
w , depending
on τ−1, and average over P(x).
Step 3: Update macroscopic quantities.
∗ Solve macroscopic equations (3.24), (3.39) to update Sw, Sn.
In each cell problem, we use the droplet topology from the last time step as initial condi-
tion, add a source or sink term to the Cahn–Hilliard equation to adjust
´
F
φ0 to the pre-
scribed saturation, and search for a pseudo-stationary state of (3.4) specified by∇yµ0 ≡ 0.
Such a state exists due to Lemma 3.2.
As the interface may not be stationary but transported through F, we have to identify
periodic behavior with respect to the fast time-scale, and track the evolution of φ0 over
the periodicity interval P(x). For all topologies in this interval, we solve the auxiliary
problem (3.27) and (3.28) and average over P(x) to obtain the effective parameters. These
computations can be done in parallel, as the different cell problems do not interact with
each other. In Step 3, we finally update the saturations by solving the upscaled equations.
In the remainder of this section, we will investigate the connection between the cap-
illary pressure, the droplet topology, and the saturation. Thereby, we will neglect the
fluid velocity and compute the capillary pressure for various saturation values. Adding a
source term to (3.4d), allows us to control the mean value
´
F
φ0 by manipulating φ0 in
the interfacial area. As the stationary state of the system, which provides the capillary
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(a) Sw = 0.0625, wetting (b) Sw = 0.137, drainage (c) Sw = 0.0625, drainage
Figure 2. Droplet topology for different saturation values.
pressure via (3.14), does not only depend on the mean value of φ0 (i.e. the saturation),
but also on the initial conditions, we will proceed as follows. We start with prescribed
initial droplet configuration for a low saturation value of 0.0625, increase the saturation
step by step up to a maximal saturation of 0.9375, before reducing it again to 0.0625. In
this process, we will always use the last computed stationary state as initial configuration
for the new simulation.
5.1. Test case 1. In our first test case, we consider a setup with a rather large porosity
ζ = 0.75. The reference cell Y = (0, 1)2 consists of the solid inclusion S = (0.25, 0.75)2
and the fluidic domain F = Y \S. Initially, we place a semicircular shaped droplet (center
point at (0.5, 0.75)) on top of the solid inclusion. As we are searching for a stationary
state for each saturation value and start with initial conditions that are not necessarily
close to it, we expect to have time intervals, where the droplet topology changes rapidly,
and time intervals, where the changes are hardly detectable. To accommodate for this,
we use an adaptive time discretization with time step sizes between τmin = 10−5 and
τmax = 5.06 · 10−2. For the spatial discretization of the domain, we use a triangulation
consisting of simplices with diameter h ≈ 7.81 · 10−3. The remaining parameters can be
found in Table 1.
ζ M σ δ h τmin τmax
0.75 0.5 1 0.02 7.81 · 10−3 10−5 5.06 · 10−2
Table 1. Parameters used in test case 1
Figure 2a shows the stationary state for the smallest considered saturation Sw = 0.0625.
Starting with this configuration, we increase the saturation gradually, wait until the sys-
tem is in equilibrium, and measure the capillary pressure according to (3.14). The ob-
tained curve is depicted in Figure 3. Thereby, the red, continuous line refers to the wetting
curve associated with an increasing saturation and the blue dotted line refers to the drying
curve for a decreasing saturation. The vertical dotted, black lines indicate the saturation
values corresponding the topologies depicted in Figure 4.
The curves plotted in Figure 3 exhibit some remarkable properties. Looking at the wetting
and drainage curves separately, we notice certain saturation values at which the capillary
pressure seems to jump. The first jump in the wetting curve occurs between Sw = 0.2875
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Figure 3. Capillary pressure – saturation relation for test case 1 in one cell.
and Sw = 0.3, where the droplet is large enough to touch and wet the next solid inclusion.
The next jump occurs between Sw = 0.5375 and Sw = 0.55. Between these values, the
wetting droplet (depicted in red in Fig. 4) reaches a critical size, where it touches and
merges with the droplets of the adjacent periodicity cells (cf. Fig. 4c-4d) resulting in a
massive change of the interface curvature. The remaining pressure jumps can be explained
in a similar way (cf. Fig. 4g-4h).
Secondly, the wetting and drying curves are not identical but show hysteresis effects. This
can be explained by the fact that the droplets need a certain size to touch and merge,
but once they are connected, they stay connected and only break apart at a much lower
saturation. Consequently, the droplet topology does not only depend on the saturation
but also on the history. For illustration we refer to Fig. 4b and 4g and Fig. 4c and 4f.
Although, the topologies shown in the same row correspond to the same saturation value,
the droplet topology is completely different.
One may also notice that the capillary pressure for very small saturations prescribed by
the drainage curve is significantly higher than the one given by the wetting curve, which
is not observed in real measurements. The cause for this unexpected behavior is the
assumption of 90◦-contact angles resulting the creation of a small band connecting two
adjacent solid inclusions (see Fig. 2b). With decreasing saturation, this band gets smaller
and eventually breaks. This rupture can occur at any point, but due to numerical arti-
facts, the rupture in our simulation occurred at the liquid-solid contact area, resulting in
a detached droplet (see Fig. 2c). As the curvature of a detached droplet is higher than
the one of a droplet wetting the solid inclusion, the capillary pressure is higher. This
effect can be omitted by changing the prescribed contact angles.
5.2. Test case 2. In the second scenario, we look at a setting with a smaller porosity ζ =
0.25. The reference cell Y = (0, 1)2 is a solid matrix S containing a vug and two channels
connecting adjacent vugs. In this way we mimic typical geometries of pore network
models (see [13]). To be more precise, we have F = (0.375, 0.625)2 ∪ (0.375, 0.625) ×
(0.4375, 0.5625) ∪ (0.4375, 0.5625)× (0.375, 0.625) and S = Y \ F and place a droplet of
the wetting fluid (depicted in red) in one of the channels (see Fig. 5). In this simulation,
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we used adaptive triangulation consisting of simplices with a maximal diameter of hmax =
1.56 · 10−2 in the bulk areas and hmin = 2.76 · 10−3 in the interfacial area. Similar to
the first test case, an adaptive choice of the time step sizes between τmax = 4.87 · 10−2
and τmin = 2.93 · 10−7 allows to accomodate for fast and slow changes. For the remaining
parameters, we refer to Table 2.
ζ M σ δ hmin hmax τmin τmax
0.25 0.1 1 0.005 2.76 · 10−3 1.56 · 10−2 2.93 · 10−7 4.87 · 10−2
Table 2. Parameters used in test case 2
Again, we are interested in the relation between capillary pressure and saturation. Re-
sults from our simulations are plotted in Fig. 6. It is noticeable that the capillary pressure
is zero for most saturations. As the droplet is initially in one of the small channels and is
assumed to attach to the wall with a contact angle of 90◦, the arising fluid-fluid interface
has zero curvature (cf. Fig. 5). When the droplet grows, it starts to fill the channel
but does not change the interface curvature until the wetting phase starts flooding into
the vug (see Fig 7a). At his point, the capillary pressure starts to rise with increasing
curvature (cf. Fig. 7a and Fig. 7b) until adjacent droplets connect, which leads to an
abrupt change in curvature and capillary pressure (see Fig. 7c).
Similar to our first test case, we observe hysteresis effects in the capillary pressure-
saturation relation. As depicted in Fig. 7, the critical saturation needed to connect
the wetting phase in vertical direction is higher than the saturation needed to keep an
already established connection.
6. Discussion and Outlook
The aim of this paper is to go significantly beyond the known results deriving a (mostly)
macroscale model for two-phase flow in porous media by periodic homogenization with-
out discarding from the beginning those dynamical processes (cf. H5) on the microscale
which are responsible e.g. for hysteresis phenomena (which are often excluded via an
assumption like H6). Decisive for the success of the approach is the unconventional scale
separation assumption (3.3a), (3.3b) in combination with (3.3c), (3.3d) and the intro-
duction of different related time scales (3.2), which seems to be natural to cope with
instationary processes. Both of these aspects do not seem to be easily incorporated in a
volume averaging approach. First numerical simulations have shown that the model (at
the pore scale) exhibits phenomena not present in the standard model, e.g. hysteresis is
an imbibition-drainage cycle. The full model has the form of a micro-macro model, which
although demanding seems to be numerically tractable. Such an algorithmic realisation
is on the agenda in the near future, in particular exploiting the massive parallelism in an
iterative treatment. Further developments of the model concern the boundary conditions,
i.e. removing the unnatural contact angle up to a dynamic contact angle. Furthermore
the micro-macro structure shows adaptation potential to incorporate it only locally there,
“where needed”. In general we expect that our more flexible space/time multiscale ex-
pansion approach to be applicable to further and more complex problems, e.g. including
transport and possibly geometry changing surface reactions.
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(a) Sw = 0.45, wetting
(b) Sw = 0.4625, wetting
(c) Sw = 0.5375, wetting
(d) Sw = 0.55, wetting
(h) Sw = 0.45, drainage
(g) Sw = 0.4625, drainage
(f) Sw = 0.5375, drainage
(e) Sw = 0.55, drainage
Figure 4. Droplet evolution in test case 1.
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Figure 5. Droplet configuration for Sw = 0.0625.
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Figure 6. Capillary pressure – saturation relation for test case 2 in one cell.
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(a) Sw = 0.475, wetting
(b) Sw = 0.525, wetting
(c) Sw = 0.5375, wetting
(d) Sw = 0.6125, wetting
(h) Sw = 0.475, drainage
(g) Sw = 0.525, drainage
(f) Sw = 0.5375, drainage
(e) Sw = 0.6125, drainage
Figure 7. Droplet evolution in test case 2.
