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Abstract
There are two approaches to projective representation theory of symmetric and
alternating groups, which are powerful enough to work for modular representations.
One is based on Sergeev duality, which connects projective representation theory of
the symmetric group and representation theory of the algebraic supergroup Q(n)
via appropriate Schur (super)algebras and Schur functors. The second approach
follows the work of Grojnowski for classical affine and cyclotomic Hecke algebras
and connects projective representation theory of symmetric groups in characteristic
p to the crystal graph of the basic module of the twisted affine Kac-Moody algebra
of type A
(2)
p−1.
The goal of this work is to connect the two approaches mentioned above and
to obtain new branching results for projective representations of symmetric groups.
This is achieved by developing the theory of lowering operators for the supergroup
Q(n) which is parallel to (although much more intricate than) the similar theory
for GL(n) developed by the first author. The theory of lowering operators for
GL(n) is a non-trivial generalization of Carter’s work in characteristic zero, and it
has received a lot of attention. So this part of our work might be of independent
interest.
One of the applications of lowering operators is to tensor products of irreducible
Q(n)-modules with natural and dual natural modules, which leads to important
special translation functors. We describe the socles and primitive vectors in such
tensor products.
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Introduction
Set up
There are two approaches to projective representation theory of symmetric and
alternating groups, which are powerful enough to work for modular representations.
One is based on Sergeev duality, which connects projective representation theory of
the symmetric group and representation theory of the algebraic supergroup Q(n)
via appropriate Schur (super)algebras and Schur functors. This approach has been
developed in [13].
The second approach follows the work of Grojnowski for the classical affine
and cyclotomic Hecke algebras and connects projective representation theory of
symmetric groups in characteristic p to the crystal graph of the basic module of the
twisted affine Kac-Moody algebra of type A
(2)
p−1. This approach has been developed
in [12] and [30].
The goal of this work is to connect the two approaches described above and to
obtain new branching results for projective representations of symmetric groups.
This is achieved by developing the theory of lowering operators for the supergroup
Q(n) which is parallel to (although much more intricate than) the similar theory
for GL(n) developed in [26].
The theory of lowering operators for GL(n) is a non-trivial generalization of
the Carter’s work [19] in characteristic zero, and it has received quite a lot of
attention recently, see for example [28, 29, 6, 7, 10, 32, 40, 41, 42, 43, 36]. So
this part of our work might be of independent interest, since it should be a useful
tool for studying representation theory of Q(n) and for obtaining further results on
projective representations of symmetric groups.
One of the applications of lowering operators is to tensor products of irreducible
Q(n)-modules with natural and dual natural modules, which leads to important
special translation functors. In this paper we describe the socles and primitive
vectors in such tensor products.
Projective representations and Sergeev algebra
We now describe the contents of this work more carefully. Let F be an alge-
braically closed field of characteristic p 6= 2. Let Sn be the symmetric group on n
letters, and An be the alternating group on n letters.
Studying projective representations of Sn over F is equivalent to studying linear
representations of the twisted group algebra Tn of Sn, see for example [30, Section
13.1]. Explicitly, Tn is the F-algebra generated by the elements t1, . . . , tn−1 subject
ix
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only to the relations
t2i = 1 (1 ≤ i < n),
titi+1ti = ti+1titi+1 (1 ≤ i ≤ n− 2),
titj = −tjti (1 ≤ i, j < n, |i− j| > 1).
Inside the algebra Tn we have the subalgebra
Un := span{tg | g ∈ An}.
This is a twisted group algebra of the alternating group An, and its representation
theory is equivalent to the projective representation theory of An over F.
We consider Tn as a superalgebra with respect to the following grading:
(Tn)0 = Un, (Tn)1 = span{tg | g ∈ Sn \An}.
(when Z/2Z is used for grading, its zero and identity elements are be denoted 0
and 1). To understand the usual irreducible modules over Tn and Un, it suffices to
understand the irreducible supermodules over Tn. This is explained precisely in [30,
Proposition 12.2.11]. So from now on, we are mainly interested in supermodules
over the superalgebra Tn. Note that understanding irreducible supermodules over
Tn, among other things, now entails understanding their type, which can be M or Q,
see [30, Section 12.2].
Let Cn be the Clifford (super)algebra given by odd generators c1, . . . , cn subject
only to the relations
c2i = 1 (1 ≤ i ≤ n),
cicj = −cjci (1 ≤ i 6= j ≤ n).
The superalgebra Tn is ‘Morita superequivalent’ to the Sergeev superalgebra
Yn := Tn ⊗ Cn,
where the tensor product is the tensor product of superalgebras. This is explained
in detail, for example, in [30, Section 13.2]. In particular, the information about
irreducible supermodules, including their type, is easily transferable between Tn
and Yn. It turns out that Yn is a little easier to work with than Tn, so from now
on let us concentrate on Yn.
Crystal graph approach
This approach has been realized in [12], see also [30], following the work of
Grojnowski [21] for the usual symmetric groups (and cyclotomic Hecke algebras).
The original idea here is due to Leclerc and Thibon [33].
Set
ℓ :=
{ ∞ if p = 0,
(p− 1)/2 if p > 0;
and
I :=
{
Z≥0 if p = 0,
{0, 1, . . . , ℓ} if p > 0.
CRYSTAL GRAPH APPROACH xi
The block components of the restriction resYnYn−1 are naturally labeled by the ele-
ments of I. For any irreducible Yn-supermodule L, this gives us a natural decom-
position into block components [30, Section 19.1]:
resYnYn−1 L =
⊕
i∈I
resi L.
If resi L 6= 0, then up to a (not necessarily even) isomorphism, there is only one
irreducible Yn−1-supermodule, denoted e˜iL, such that
HomYn−1(e˜iL, resi L) 6= 0.
If resi L = 0, we set e˜iL = 0. Now, let Bn be the set of the isomorphism classes
of irreducible Yn-supermodules, and B :=
⊔
n≥0Bn. We make B into an I-colored
graph as follows: [L1]
i→ [L2] if and only if L1 ∼= e˜iL2.
One of the main result of [12] is that the colored graph B is the crystal graph
B(Λ0) of the basic representation of the twisted affine Kac-Moody Lie algebra of
type A
(2)
p−1 (interpreted as type B∞ if p = 0).
Kang [23] has given a convenient combinatorial description of the crystal graph
B(Λ0) in terms of Young diagrams, which we now explain. The following notions of
p-strict and p-restricted partitions were first suggested in [33]. These notions arise
naturally in [13] and [16] from completely different Lie theoretic considerations.
For any n ≥ 0, a partition λ = (λ1, λ2, . . . ) of n is p-strict if λr = λr+1 for
some r implies p | λr. A p-strict partition λ is p-restricted if in addition{
λr − λr+1 < p if p|λr,
λr − λr+1 ≤ p if p ∤ λr
for each r ≥ 1. If p = 0, we interpret both p-strict and p-restricted partitions as
strict partitions, i.e. partitions all of whose non-zero parts are distinct. Let Pp(n)
denote the set of all p-strict partitions of n, and RPp(n) ⊆ Pp(n) denote the set of
all p-restricted partitions of n.
Let λ be a p-strict partition. As usual, we identify λ with its Young diagram,
which consists of certain nodes (or boxes). A node (r, s) is the node in row r and
column s. We label the nodes with (p-)contents which are elements of the set I.
The labelling depends only on the column and follows the repeating pattern
0, 1, . . . , ℓ− 1, ℓ, ℓ− 1, . . . , 1, 0,
starting fom the first column and going to the right. For example, let p = 5, so
ℓ = 2. The partition λ = (16, 11, 10, 10, 9, 5, 1) belongs to RP5, and the contents
of its nodes are as follows:
0 1 2 1 0 0 1 2 1 0 0 1 2 1 0 0
0 1 2 1 0 0 1 2 1 0 0
0 1 2 1 0 0 1 2 1 0
0 1 2 1 0 0 1 2 1 0
0 1 2 1 0 0 1 2 1
0 1 2 1 0
0
The content of the node A is denoted contpA.
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Let λ be a p-strict partition and i ∈ I be some fixed content. A node A =
(r, s) ∈ λ is i-removable (for λ) if one of the following holds:
(R1) contpA = i and λA := λ− {A} is again a p-strict partition;
(R2) the node B = (r, s + 1) immediately to the right of A belongs to λ,
contpA = contpB = i, and both λB = λ− {B} and λA,B := λ − {A,B}
are p-strict partitions.
Similarly, a node B = (r, s) /∈ λ is i-addable (for λ) if one of the following holds:
(A1) contpB = i and λ
B := λ ∪ {B} is again an p-strict partition;
(A2) the node A = (r, s − 1) immediately to the left of B does not belong to
λ, contpA = contpB = i, and both λ
A = λ∪{A} and λA,B := λ∪{A,B}
are p-strict partitions.
Of course, (R2) and (A2) above are only possible if i = 0.
Now label all i-addable nodes of the diagram λ by + and all i-removable nodes
by −. Then the i-signature of λ is the sequence of pluses and minuses obtained by
going along the rim of the Young diagram from top right to bottom left and reading
off all the signs. The reduced i-signature of λ is obtained from the i-signature by
successively erasing all neighbouring pairs of the form −+.
Note the reduced i-signature always looks like a sequence of +’s followed by
−’s. Nodes corresponding to −’s in the reduced i-signature are called i-normal
or normal nodes for λ of content i. The top i-normal node (corresponding to the
leftmost − in the reduced i-signature) is called i-good. Nodes corresponding to +’s
in the reduced i-signature are called i-conormal or conormal nodes for λ of content
i. The bottom i-conormal node (corresponding to the rightmost + in the reduced
i-signature) is called i-cogood. Continuing with the example above, the 0-addable
and 0-removable nodes are as labelled in the diagram:
− −
−
−
−
❤
❤
❤
+
+
The 0-signature of λ is −,−,−,+,+,−,−, and the reduced 0-signature is −,−,−.
The nodes corresponding to the −’s in the reduced 0-signature have been circled in
the diagram. The top of them, which is the node (1, 16), is 0-good. There are no
conormal or cogood nodes of content 0 for λ.
Set
e˜iλ =
{
λA if A is the i-good node,
0 if λ has no i-good nodes,
The definitions imply that e˜i(λ) is p-restricted (or zero) if λ itself is p-restricted.
We make RPp :=
⊔
n≥0RPp(n) into an I-colored graph as follows: λ
i→ µ if and
only if λ = e˜iµ. Kang [23, 7.1] proves that this graph is isomorphic to the crystal
graph B(Λ0).
SCHUR FUNCTOR APPROACH xiii
Now we can canonically label the irreducible Yn-supermodules by the restricted
p-strict partitions of n. This is done as follows. Let λ ∈ RPp(n). The supermodule
G(λ) is defined inductively through its branching properties. Indeed, G(∅) will have
to be the trivial supermodule since Y0 is by convention the trivial algebra F. Now
assume that n > 0 and we have already defined G(µ) for all µ ∈ RPp(n− 1). Let
λ ∈ RPp(n). Then for some i, the partition λ has a good i-node. Let µ = e˜iλ. Then
G(λ) is defined as the only irreducible Yn-supermodule such that e˜iG(λ) = G(µ).
We refer the reader to [30, Section 22.2] for further details.
It is proved in [12], see also [30, Theorem 22.2.1], that
(0.1) {G(λ) | λ ∈ RPp(n)}
is a complete and irredundant set of irreducible Yn-supermodules up to isomor-
phism. Finally, for λ ∈ RPp(n) we have that G(λ) is of type M if hp′(λ) is even and
of type Q if hp′(λ) is odd, where the p
′-height hp′(λ) of λ is defined by:
hp′(λ) :=
∣∣{i | 1 ≤ i ≤ n and p ∤ λi}∣∣ (λ ∈ RPp(n)).
Schur functor approach
We now review in more detail the work [13] and [16]. Let us denote by G
the algebraic supergroup Q(n) (it will be discussed in more detail in Section 1.2).
The supergroup G has a “maximal torus” H and a “Borel subgroup” B with the
natural supergroup epimorphism B → H , so each H-supermodule inflates to a
B-supermodule.
The irreducibleH-supermodules are parametrized by the set of weights X(n) :=
Zn. If λ = (λ1, . . . , λn) ∈ X(n), we denote the corresponding irreducible H-
supermodule by u(λ), see [16, Lemma 6.4]. We point out that H is not com-
mutative, and so u(λ) does not need to be 1-dimensional. In fact,
dim u(λ) = 2⌊
h
p′
(λ)+1
2 ⌋,
where
hp′(λ) :=
∣∣{i | 1 ≤ i ≤ n and p ∤ λi}∣∣ (λ ∈ X(n)).
The supergroup G has a “Chevalley anti-involution” τ which defines the duality
V 7→ V τ on finite dimensional G-supermodules. For λ ∈ X(n), define the Weyl
supermodule
V (λ) :=
(
indGB u(λ)
)τ
.
A weight λ = (λ1, . . . , λn) ∈ X(n) is dominant if λ1 ≥ · · · ≥ λn. A dominant
weight λ = (λ1, . . . , λn) ∈ X(n) is p-strict if λr = λr+1 for some 1 ≤ r < n implies
p | λr. The set of all p-strict dominant weights in X(n) is denoted by X+p (n). It is
proved in [16] that V (λ) is non-zero if and only if λ ∈ X+p (n), in which case V (λ)
is finite dimensional and has a unique highest weight λ. Moreover, V (λ) is the
“universal highest weight supermodule” of weight λ, see [16, Lemma 6.13]; V (λ)
has a unique irreducible quotient L(λ); and
{L(λ) | λ ∈ X+p (n)}
is a complete irredundant set of irreducible G-supermodules up to isomorphism.
Finally, L(λ) is of type M if hp′(λ) is even and of type Q if hp′(λ) is odd. Observe the
remarkable fact that, unlike in the “even case” of GL(n) and other “purely even”
reductive algebraic groups, the parameterization of the irreducible supermodules
for Q(n) depends on p.
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Sergeev duality allows us to push some of the results for the algebraic supergroup
Q(n) to results about Yn, just like the classical Schur-Weyl duality connects the
general linear group GL(n) and the symmetric group Sn. In order to apply Sergeev
duality we need to restrict our attention to polynomial representations of Q(n) of
degree n. These are defined and studied in [16, Section 10] and [13]. The irreducible
supermodule L(λ) and the Weyl supermodule V (λ) are polynomial of degree n if
and only if λ is a (p-strict) partition of n.
The category of finite dimensional polynomial representations of Q(n) of degree
n is equivalent to the category of finite dimensional supermodules over certain Schur
superalgebra S(n, n) of type Q(n). There is an idempotent e ∈ S(n, n) such that
eS(n, n)e ∼= Yn,
see [13, Theorem 6.2]. This defines the Schur functor from S(n, n)-supermodules
to Yn-supermodules:
F :M 7→ eM.
Any partition in Pp(n) can be considered as a weight in X+p (n). Then the main
results of [13] can be stated as follows. Define the Specht supermodules S(λ) and
the supermodules D(λ) over Yn as:
S(λ) := F(V (λ)), D(λ) := F(L(λ)) (λ ∈ Pp(n)).
Then D(λ) 6= 0 if and only if λ ∈ RPp(n), in which case D(λ) is the simple head
of S(λ). Moreover,
(0.2) {D(λ) | λ ∈ RPp(n)}
is a complete and irredundant set of irreducible Yn-supermodules up to isomor-
phism. Finally, for λ ∈ RPp(n) we have that D(λ) is of type M if hp′(λ) is even and
of type Q if hp′(λ) is odd.
Modular branching rules
Our first main result is the following modular branching rule for irreducible
supermodules over Sergeev supealgebras:
Theorem A. Let λ ∈ RPp(n) and µ ∈ RPp(n− 1). Then
(i) µ is obtained from λ by removing a good node if and only if
HomYn−1(D(µ), res
Yn
Yn−1
D(λ)) 6= 0.
(ii) µ is obtained from λ by removing a normal node if and only if
HomYn−1(S(µ), res
Yn
Yn−1
D(λ)) 6= 0.
In particular, if µ is obtained from λ by removing a normal node then
D(µ) is a composition factor of the restriction resYnYn−1 D(λ).
(iii) λ is obtained from µ by adding a cogood node if and only if
HomYn(D(λ), ind
Yn
Yn−1
D(µ)) 6= 0.
(iv) λ is obtained from µ by adding a conormal node if and only if
HomYn(S(λ), ind
Yn
Yn−1
D(µ)) 6= 0.
In particular, if λ is obtained from µ by adding a conormal node then
D(λ) is a composition factor of the induced module indYnYn−1 D(µ).
TENSOR PRODUCTS OVER Q(n) xv
We believe that Theorem A(ii) provides an especially important information,
as many applications of branching rules for linear representations involve normal
nodes, see for example [28, 4, 5, 10, 11].
The reader is referred to Section 8.2 for translation from Yn-supermodules to
Tn-supermodules.
Connecting the two approaches
Looking at (0.1) and (0.2), we would of course like to know thatD(λ) ∼= G(λ) for
all λ. In other words, do the Schur functor approach and the crystal graph approach,
described above, lead to the same classification of irreducible Yn-supermodules,
and hence to the same classification of projective representations of the symmetric
groups in arbitrary characteristic? Unfortunately, this is far from clear.
This situation is quite annoying, because different sets of results are available
for the modules D(λ) and for the modules G(λ). For example, the works [13, 17]
obtain results on D(λ)’s, while the works [12, 30, 31, 14, 15, 35, 3] obtain
results on G(λ)’s. (Do not be mislead by the fact that the irreducible modules are
usually denoted D(λ) in all cases!) The second main result of this work removes
the “annoyance” described above:
Theorem B. We have D(λ) ∼= G(λ) for all λ ∈ RPp.
We point out that the similar issue for the linear representations of symmetric
groups has been resolved. We know of three different arguments, all of which rely
on heavy machinery.
The first argument, outlined in [30, Remark 11.2.2], appeals to the work
[25, 26, 27], which shows that the modules D(λ), defined using Specht modules
or Schur functors from GL(n), satisfy the socle branching rules described by the
combinatorics of good nodes, just like G(λ)’s do by definition. This is sufficient to
identify D(λ) with G(λ).
The second argument is due to Ariki [2]. It relies on the powerful Ariki’s
categorification theorem [1] and subtle reduction modulo p arguments.
The third approach [18] also relies on the Ariki’s categorification theorem as
well as the idea of an extremal weight from [14].
As the projective analogue of Ariki’s categorification theorem is not available,
the only feasible approach to the proof of Theorem B is the first one—through the
branching rules for the modules D(λ), that is through Theorem A. This is what we
implement in this paper.
Some tensor products over Q(n)
The category of finite dimensional Q(n)-supermodules can be considered as
a category of integrable finite dimensional supermodules over the corresponding
distribution algebra, which is naturally isomorphic to the hyperalgebra U(n), see
Section 1.2. It is convenient to work in a larger integral category Op of U(n)-
supermodules. This is described in detail in Section 1.3. Here we just mention that
the irreducible supermodules in the category Op are labelled by all integral weights:
{L(λ) | λ ∈ X(n)},
and there are Verma modules
{M(λ) | λ ∈ X(n)}.
xvi INTRODUCTION
The notions of normal, good, conormal, and cogood nodes for partitions are gener-
alized to those of normal, good, conormal, and cogood indices for arbitrary weights
λ ∈ X(n), see Chapter 5. Finally, let εi denote the weight
εi := (0, . . . , 0, 1, 0, . . . , 0) ∈ X(n)
with 1 in the ith position. Now our main result on tensor products is as follows:
Theorem C. Let λ, µ ∈ X(n). Then:
(i) HomU(n)(M(µ), L(λ) ⊗ V ∗) 6= 0 if and only if µ = λ − εi for some λ-
normal index i.
(ii) HomU(n)(L(µ), L(λ)⊗ V ∗) 6= 0 if and only if µ = λ− εi for some λ-good
index i.
(iii) HomU(n)(M(µ), L(λ) ⊗ V ) 6= 0 if and only if µ = λ + εi for some λ-
conormal index i.
(iv) HomU(n)(L(µ), L(λ)⊗V ) 6= 0 if and only if µ = λ+εi for some λ-cogood
index i.
CHAPTER 1
Preliminaries
1.1. General Notation
Throughout the paper F is an algebraically closed field of characteristic p 6= 2.
We identify Z/pZ with the simple subfield of F. Residues modulo p will be denoted
by bold, for example, 0 = 0+ pZ, 2 = 2 + pZ. For any j ∈ Z, we set
(1.1) Resp j := j(j − 1) + pZ ∈ Z/pZ ⊂ F.
For any condition π, let ✐if π denote 1 if π is satisfied and 0 otherwise.
When Z/2Z is used for grading, its zero and identity elements are be denoted
0 and 1, respectively. We adopt the convention (−1)0 = 1 and (−1)1 = 1.
For s, t ∈ Z ∪ {±∞}, we use the following notation for “segments” in Z:
[s..t] = {x ∈ Z ∪ {±∞} | s 6 x 6 t}, [s..t) = {x ∈ Z ∪ {±∞} | s 6 x < t},
(s..t] = {x ∈ Z ∪ {±∞} | s < x 6 t}, (s..t) = {x ∈ Z ∪ {±∞} | s < x < t}.
We often denote by xn the sequence (x, x, . . . , x) (x repeated n times).
For a sequence λ of length n and an index i = 1, . . . , n, we denote by λi the
ith entry of λ. In other words, λ = (λ1, . . . , λn). We also set
∑
λ := λ1 + · · ·+ λn
(when this makes sense). Considering λ as a function on [1..n], for any I ⊂ [1..m]
we denote by λ|I the restriction considered as a sequence. For example, λ|[1..n) =
(λ1, . . . , λn−1). If f : T →M is a function, its value at a point t ∈ T will be denoted
f(t) or ft. Moreover, denote
∑
f :=
∑
t∈T f(t) and
∑2
f :=
∑
s,t∈T,s<t fsft (when
makes sense).
Let S ⊂ Z. A subset R ⊂ S is called a beginning (resp. end) of S if for any
r ∈ R, all elements x ∈ S such that x 6 r (resp. x > r) belong to R. In other
words, a beginning of S is a set of the form S ∩ (−∞..i) and an end of S is a set of
the form S ∩ (i..+∞) for some i ∈ Z ∪ {±∞}.
If M is a set and x ∈ M , we denote by Mx 7→y the set M \ {x} ∪ {y}. Similar
notation makes sense for multisets.
For any integer n ∈ Z, we consider its odd counterpart n¯ and let Z¯ := {n¯|n ∈ Z}.
We assume Z ∩ Z¯ = ∅. A signed set is a subset S ⊂ Z ∪ Z¯ such that both n and
n¯ belong to S for no n ∈ Z. Elements of Z are called even and elements of Z¯ are
called odd. We use the following order on Z ∪ Z¯: n¯ < m, n < m¯, n¯ < m¯ for
arbitrary n,m ∈ Z satisfying n < m in the usual order on Z. Moreover, for n ∈ Z,
it is convenient to use the following notation: n ∼ n, n¯ ∼ n, n ∼ n¯, n¯ ∼ n¯.
For any x ∈ Z ∪ Z¯, the element y ∈ Z such that x ∼ y is called the absolute value
of x. For example, 7 is the absolute value of 7 and 7¯.
For a finite signed set S = {n1, . . . , nk} ∪ {m¯1, . . . , m¯l} the height of S is
htS = n1 + · · ·+ nk +m1 + · · ·+ml
1
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and the parity of S is
‖S‖ = l · 1 ∈ Z/2Z.
By convention, ht∅ = −∞ and ‖∅‖ = 0. Let I ⊂ Z. A signed set S is a
signed I-set if the absolute value of each element of S belongs to I. For example,
let S =
{
1, 3¯, 5, 6¯, 7¯
}
. Then, S is a signed [1..7]-set but not a signed [2..7]-set.
Moreover, htS = 22, ‖S‖ = 1, minS = 1 and maxS = 7¯.
We can apply usual operations of set theory to signed Z-sets, simply considering
them as subsets of Z∪Z¯. For example, {2, 5, 8¯}∪{3¯, 9} = {2, 3¯, 5, 8¯, 9}, {3, 4¯, 7, 8}\{
4¯, 8
}
=
{
3, 7
}
and
{
1, 4¯, 5
}
4¯7→3¯
=
{
1, 3¯, 5
}
. Let M be a signed set and S ⊂ Z.
Then we denote by MS the signed set consisting of all elements x ∈ M whose
absolute values belong to S. For example, {1, 2¯, 3, 5¯, 6}(2..5] = {3, 5¯}.
If A = A0 ⊕ A1 is a superalgebra, and a ∈ A is a homogeneous element of
degree δ ∈ {0, 1}, then we write ‖a‖ := δ. If a and b are two homogeneous elements
of A, we denote the supercommutator
(1.2) [a, b] := ab− (−1)‖a‖‖b‖ba.
If V is an A-supermodule and B is a subsuperalgebra of B then the restriction of
V from A to B is denoted resAB V or simply VB.
In this paper, we will deal with root systems of type An−1. Denote εi :=
(0, . . . , 0, 1, 0, . . . , 0) ∈ Rn with 1 in the ith position. For i = 1, . . . , n − 1, set
αi := εi − εi+1 and for 1 6 i < j 6 n, set α(i, j) := εi − εj . Thus α1, . . . , αn−1
are all simple roots and {α(i, j) | 1 6 i < j 6 n} are all positive roots. We denote
X(n) :=
⊕n
i=1 Z · εi ∼= Zn and sometimes refer to it as the weight lattice. Elements
of X(n) are called weights. We denote the non-negative part of the root lattice by
Q+(n) :=
n−1⊕
i=1
Z≥0 · αi.
We use the usual dominance order on X(n): λ > µ if and only if λ − µ ∈ Q+. A
weight λ = (λ1, . . . , λn) ∈ X(n) is dominant if λ1 ≥ · · · ≥ λn. A dominant weight
λ = (λ1, . . . , λn) ∈ X(n) is p-strict if λi = λi+1 for some 1 ≤ i < n implies p | λi.
The set of all p-strict dominant weights in X(n) is denoted by X+p (n). Denote
hp′(λ) :=
∣∣{i | 1 ≤ i ≤ n and p ∤ λi}∣∣ (λ ∈ X(n)).
1.2. The supergroup Q(n) and its hyperalgebra
We review some basic facts on the supergroup Q(n) and its hyperagebra refer-
ring the reader to [16] for details.
The complex Lie superalgebra q(n,C), as a vector superspace, consists of all
complex 2n× 2n matrices of the form(
S S′
S′ S
)
,
where S and S′ are n × n matrices with complex entries. Such a matrix is even,
i.e. belongs to q(n,C)0, if S
′ = 0. Such a matrix is odd, i.e. belongs to q(n,C)1, if
S = 0. The supercommutator of two homogeneous elements x, y ∈ q(n,C) is defined
by [x, y] = xy − (−1)‖x‖·‖y‖yx, where ‖x‖, ‖y‖ ∈ Z2 denote the parity of elements
x, y respectively.
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Let es,t denote the 2n× 2n matrix with 1 in the (s, t)-position and zeros else-
where. For 1 ≤ i, j ≤ n set
Xi,j := ei,j + en+i,n+j , X¯i,j := ei,n+j + en+i,j (1 ≤ i, j ≤ n).
Then {Xi,j, X¯i,j | 1 ≤ i, j ≤ n} is a basis of q(n,C). Let UZ(n) be the Z-subalgebra
of the universal enveloping superalgebra UC(n) generated by
• X(m)i,j := Xmi,j/m! (1 ≤ i 6= j ≤ n, m ∈ Z>0);
• X¯i,j (1 ≤ i 6= j ≤ n);
•
(
Xi,i
m
)
:= Xi,i(Xi,i − 1) · · · (Xi,i −m+ 1)/m! (1 ≤ i ≤ n, m ∈ Z>0);
• X¯i,i (1 ≤ i ≤ n).
Proposition 1.2.1 ([16, Lemma 4.3]). The Z-superalgebra UZ(n) is free over Z
with basis given by all products of X
(ai,j)
i,j , X¯
bi,j
i,j
(
Xi,i
ci
)
, X¯dii,i in a (fixed) arbitrary
order, where ai,j , ci are nonnegative integers and bi,j , di ∈ {0, 1}.
Set U(n) := UZ(n)⊗Z F. The elements X(m)i,j ⊗ 1, X¯i,j ⊗ 1,
(
Xi,i
m
)
⊗ 1, X¯i,i ⊗ 1
in U(n) are denoted again by X
(m)
i,j , X¯
bi,j
i,j ,
(
Xi,i
m
)
, X¯i,i, respectively. We call UZ(n)
and U(n) the hyperalgebras of Q(n) over Z and F respectively. We often re-denote:
E
(m)
i,j := X
(m)
i,j , E¯i,j :=X¯i,j , F
(m)
i,j := X
(m)
j,i , F¯ i,j :=X¯j,i (1 6 i < j 6 n, m ∈ Z≥0);(
Hi
m
)
:=
(
Xi,i
m
)
, H¯i := X¯ i,i, (1 6 i 6 n, m ∈ Z≥0).
The hyperalgebra U(n) is naturally a superalgebra: the elements X
(ai,j)
i,j and(
Xi,i
ci
)
are even and the elements X¯i,j and X¯i,i are odd. Moreover, U(n) has a
grading by the root lattice of the root system An−1. We use the table bellow to
describe the weights of the generators of U(n) in this grading:
Element E
(m)
i,j E¯i,j F
(m)
i,j F¯ i,j
(
Hi
m
)
H¯i
Weight mα(i, j) α(i, j) −mα(i, j) −α(i, j) 0 0
Finally, U(n) inherits the structure of a Hopf superalgebra from UC(n), but this
will not be important here. The hyperalgebra has the triangular decomposition
U(n) = U−(n)U0(n)U+(n), where
• U−(n) is the subalgebra generated by F (m)i,j and F¯ i,j ;
• U0(n) is the subalgebra generated by
(
Hi
m
)
and H¯i;
• U+(n) is the subalgebra generated by E(m)i,j and E¯i,j .
We will also need the sub(super)algebras U≤0(n) := U−(n)U0(n) and U≥0(n) :=
U0(n)U+(n). Similarly we have a triangular decomposition over Z:
UZ(n) = U
−
Z
(n)U0Z(n)U
+
Z
(n).
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Recall that U(n) is a Hopf superalgebra whose comultiplication ∆ and antipode
σ are given by
∆
(
X
(m)
i,j
)
=
∑m
t=0X
(t)
i,j ⊗X(m−t)i,j , ∆
(
X¯i,j
)
= X¯i,j ⊗ 1 + 1⊗ X¯i,j
∆
((
Hi
m
))
=
∑m
t=0
(
Hi
t
)
⊗
(
Hi
m−t
)
, ∆(H¯i) = H¯i ⊗ 1 + 1⊗ H¯i
η
(
X
(m)
i,j
)
= (−1)mX(m)i,j , η
(
X¯i,j
)
= −X¯i,j
η
((
Hi
m
))
=
(
−Hi
m
)
, η(H¯i) = −H¯i.
As usual, the comultiplication is used to define the structure of a U(n)-supermodule
on the tensor product of two U(n)-supermodules, and the antipode is used to define
the structure of a U(n)-supermodule on the dual of a U(n)-supermodule. The dual
supermodule to the supermodule M will be denoted M∗.
The hyperalgebra plays an important role because it is isomorphic to the al-
gebra of distributions of the supergroup Q(n). Recall that a supergroup (over F)
is a functor from the category salgF of commutative F-superalgebras and even ho-
momorphisms to the category of groups. In particular, the supergroup Q(n) by
definition is a functor G which to a commutative F-superalgebra A = A0 ⊕ A1
assigns the group G(A) of invertible 2n× 2n matrices of the form
(1.3)
(
S S′
−S′ S
)
,
where S is an n × n matrix with entries in A0 and S′ is an n × n matrix with
entries in A1. To a morphism f : A → B the functor G assigns the morphism
G(f) : Q(n)(A)→ Q(n)(B) acting as f on each entry of the matrix G(A).
Actually, G is an algebraic supergroup, i.e. an affine superscheme with the co-
ordinate ring F[G] is described as follows. Let M be the functor from salgF to the
category of sets which assigns to a commutative superalgebraA the set of all 2n×2n
matrices of the form (1.3). Then M is isomorphic to the affine supescheme An
2|n2
with coordinate ring F[M ] being the free commutative superalgebra on even genera-
tors si,j and odd generators s
′
i,j for 1 ≤ i, j ≤ n. It is known [16, Section 3] that G is
the principal open subset ofM defined by the function det :
(
S S′
−S′ S
)
7→ detS. In
particular, F[G] is the localization of F[M ] at the function det := det ‖sij‖1≤i,j≤n.
The Hopf superalgebra structure of F[G] is described explicitly in [16, Section 3].
Let e be the identity matrix in G(F), and Ie be the kernel of the evaluation map
F[G] → F, f 7→ f(e). The algebra of distributions DistG is defined as DistG :=⋃
m>0DistmG, where DistmG =
{
µ ∈ F[G]∗|µ(Im+1e ) = 0
}
. The Hopf superalgebra
structure on F[G] yields a cocommutative Hopf superalgebra structure on DistG.
Theorem 1.2.2 ([16, Theorem 4.4]). The Hopf superalgebras DistG and U(n) are
isomorphic.
From now on we identify U(n) with DistG and interchange them freely. Let
M be a U0(n)-supermodule and λ =
∑n
i=1 λiεi ∈ X(n) be a weight. Define the
λ-weight space of M :
Mλ := {v ∈M |
(
Hi
m
)
v =
(
λi
m
)
for all i = 1, . . . , n, m ≥ 1}.
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A U(n)-supermodule is a U0(n)-supermodule on restriction, so its weight spaces
are also defined. A U(n)-supermodule M is integrable if M is locally finite and
M =
⊕
λ∈X(n)M
λ. A structure of G-supermodule on a vector superspace M
canonically gives rise to a structure of an integrable U(n)-supermodule on M . It
is proved in [16] that the converse is also true, i.e. a structure of an integrable
U(n)-supermodule on a vector superspace M canonically lifts to a structure of a
G-supermodule on M :
Theorem 1.2.3. [16, Corollary 5.7] The category of G-supermodules is isomorphic
to the category of integrable U(n)-supermodules.
In view of the theorem, we will switch freely between G-supermodules and
integrable U(n)-supermodules.
1.3. Highest weight theory
The classification of irreducible G-supermodules was obtained in [16].
Proposition 1.3.1 ([16, Theorem 6.11]). For any λ ∈ X+p (n) there exists a G-
supermodule L(λ) with highest weight λ, i.e. L(λ)λ 6= 0 and L(λ)µ 6= 0 only
if µ ≤ λ. Moreover, {L(λ) | λ ∈ X+p (n)} is a complete and irredundant set of
irreducible G-supermodules up to isomorphism.
Consider the algebra antiautomorphism τ = τn of U(n), i.e. a linear map such
that τ(xy) = τ(y)τn(x) for all x, y ∈ U(n), defined by
τ(E
(m)
i,j ) = F
(m)
i,j , τ(F
(m)
i,j ) = E
(m)
i,j , τ
((
Hi
m
))
=
(
Hi
m
)
,
τ(E¯i,j) = F¯i,j , τ(F¯i,j) = E¯i,j , τ(H¯i) = H¯i.
For any U(n)-supermodule M which has a weight space decomposition M =⊕
λ∈X(n)M
λ, we denote by M τ the superspace
⊕
λ∈X(n)(M
λ)∗ of linear functions
f :M → F with the gradingM τ
0
= {f ∈M τ |f(M1) = 0},M τ1 = {f ∈M τ |f(M0) =
0}. This superspace is made into a U(n)-supermodule via (xf)(m) = f(τ(x)m) for
x ∈ U(n), f ∈M τ ,m ∈M . The supermoduleM τ is referred to as the contravariant
dual of M and should be distinguished from the usual dual M∗. For any U(n)-
homomorphism ζ : M → N , we denote by ζτ the map from N τ → M τ defined by
ζτ (f) = f ◦ ζ for f ∈ N τ . Then ζτ is a homomorphism of U(n)-supermodules.
A vector v in a U(n)-supermodule M is called primitive if it belongs to some
weight spaceMµ and E
(m)
i,j v = E¯i,j v = 0 for all 1 6 i < j 6 n and m > 0. Likewise
a subset of M is called primitive if each its vector is primitive. It follows from the
results of [16, Section 6] that the set of primitive vectors of L(λ) is precisely L(λ)λ
and that L(λ)λ is the irreducible U0(n) module u(λ) described by the following
proposition:
Proposition 1.3.2. For each µ ∈ X(n), there exists a unique (up to isomorphism)
irreducible U0(n)-supermodule u(µ) such that u(µ)µ = u(µ). Moreover:
(i) dim u(µ) = 2⌊(hp′(µ)+1)/2⌋.
(ii) if µi ≡ 0 (mod p) for some 1 ≤ i ≤ n, then H¯i u(µ) = 0
(iii) if µ ∈ X+p (n), then L(µ)µ is isomorphic to u(µ) as a U0(n)-module.
(iv) u(µ) is of type M if and only if hp′(µ) is even.
For each λ ∈ X(n), one can form the induced module H0(λ) := indGB u(λ), as
in [16, (6.5)], and its contravariant dual V (λ) := H0(λ)τ [16, (10.14)]. Then
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Theorem 1.3.3. [16, Section 6] We have V (λ) 6= 0 if and only if λ ∈ X+p (λ), in
which case V (λ) is finite dimensional, V (λ)λ ∼= u(λ), V (λ) has simple head L(λ),
and V (λ) is universal among all finite dimensional U(n)-supermodules generated
by a primitive U0(n)-subsupermodule isomorphic to u(λ).
It is often slightly more convenient to work in the larger category than the
category of finite dimensional U(n)-supermodules. To define this larger category,
given λ ∈ X(n), set
X(λ) := {µ ∈ X(n) | µ ≤ λ}.
Now, define the integral category O = O(n) as the full subcategory of U(n)-
supermodules which consists of supermodules M such that M =
⊕
λ∈X(n)M
λ,
dimMλ < ∞ for all λ ∈ X(n), and there are λ(1), . . . , λ(r) ∈ X(n) such that for
any µ ∈ X(n), we have that Mµ 6= 0 implies µ ∈ ∪ri=1X(λ(i)). This is analogous to
the category considered in [32, Section 2.3] for gl(m,n). Note that any module in
O is locally finite over U≥0(n). For any λ ∈ X(n), we have the Verma supermodule
M(λ) := U(n)⊗U≥0(n) u(λ),
where we have inflated u(λ) from U0(n) to U≥0(n). A standard argument yields:
Lemma 1.3.4. Let λ ∈ X(n). Then M(λ) is an object in O, M(λ)λ ∼= u(λ),
M(λ) has simple head L(λ), and M(λ) is universal among all supermodules in
O generated by a primitive U0(n)-subsupermodule isomorphic to u(λ). Finally,
{L(λ) | λ ∈ X(n)} is a complete and irredundant set of irreducible modules in O
up to isomorphism.
The category of integrable finite dimensional U(n)-supermodules is a subcat-
egory of the category O, and L(λ) is finite dimensional if and only if λ ∈ X+p (n).
The contravariant duality τ preserves the category O, and L(λ)τ ∼= L(λ) for all
λ ∈ X(n). Moreover, let us consider u(λ) as a U≤0(n)-module via inflation along
the natural surjection U≤0(n)→ U0(n). Then it is easy to see that
(1.4) M(λ)τ ∼= coindU(n)U≤0(n) u(λ),
where coindAB V denotes the A-module HomB(A, V ) obtained from a B-module V
by coinduction from a subalgebra B ⊆ A.
Lemma 1.3.5. For λ, µ ∈ X(n), we have HomU(n)(M(λ),M(µ)τ ) = 0 unless
λ = µ, and HomU(n)(M(λ),M(λ)
τ ) ∼= EndU0(n)(u(λ)).
Proof. Using (1.4), we get
HomU(n)(M(λ),M(µ)
τ ) ∼= HomU≤0(n)(M(λ), u(µ)),
which easily implies the result. 
Lemma 1.3.6. Let λ ∈ X(n) and W be an integrable finite dimensional U(n)-
supermodule. Then the supermodule M(λ) ⊗W has a finite filtration with factors
of the form M(λ+ µ), where µ is a weight of W .
Proof. It is easy to check that as usual we have
M(λ)⊗W = (indU(n)
U≥0(n)
u(λ)) ⊗W ∼= indU(n)U≥0(n)(u(λ) ⊗ res
U(n)
U≥0(n)
W ).
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Now res
U(n)
U≥0(n)
W has a finite filtration whose composition factors are of the form
u(µ), where µ is a weight of W , and u(λ)⊗ u(µ) has a finite filtration all of whose
factors are of the form u(λ+ µ). 
Corollary 1.3.7. Let λ, µ ∈ X(n) and W be an integrable finite dimensional U(n)-
supermodule. Then HomU(n)(M(λ), L(µ)
τ ⊗W ) 6= 0 implies λ = µ + ν for some
weight ν of W .
Proof. We have
HomU(n)(M(λ), L(µ)
τ ⊗W ) ⊆ HomU(n)(M(λ),M(µ)τ ⊗W ),
and by dualizing in Lemma 1.3.6, we conclude thatM(µ)τ⊗W has a finite filtration
all of whose factors are of the form M(µ+ ν)τ , where ν is a weight of W . Now the
result follows from Lemma 1.3.5. 
Denote
E0i := E
(1)
i,i+1, E
1
i := E¯i,i+1, F
0
i,j := F
(1)
i,j ,
F 1i,j := F¯i,j , H
0
i :=
(
Hi
1
)
, H1i := H¯i.
(1.5)
Extending scalars from Z to F, we get the corresponding elements of E0i , E
1
i , F
0
i,j ,
F
1
i,j , H
0
i , H
1
i of U(n). Moreover, it will be convenient to use the notation X := X
0
and X¯ := X1 when the right hand sides make sense for the symbol X . Thus, for
example, Hi = H
0
i and E¯i = E
1
i .
Recalling the supercommutation notation (1.2), we can write the supercommu-
tator of any two generators of UZ(n) and U(n), using the corresponding relation
in the universal enveloping algebra UC(n). The following relations will be used
especially often:
(1.6)
[Hδi , H
ε
i ] = (1− (−1)δε)Hδ+εi ;
H¯2i = Hi;
[Hδi , H
ε
j ] = 0 (i 6= j);
(H¯i ± H¯j)2 = (Hi +Hj) (i 6= j);
[Eδi , F
ε
i,j ] = −(−1)δεF ε+δi+1,j (j > i+ 1);
[Eδj−1, F
ε
i,j ] = F
ε+δ
i,j−1 (j > i+ 1);
[Eδk, F
ε
i,j ] = 0 (k 6= i, j − 1);
[Eδi , F
ε
i ] = H
ε+δ
i − (−1)δεHε+δi+1 ;
[Hδi , E
ε
i,j ] = E
δ+ε
i,j ;
[Hδj , E
ε
i,j ] = −(−1)δεEδ+εi,j ;
[Hδi , F
ε
i,j ] = −(−1)δεF δ+εi,j ;
[Hδj , F
ε
i,j ] = F
δ+ε
i,j ;
[Hδl , E
ε
i,j ] = [H
δ
l , F
ε
i,j ] = 0; (k 6= i, j).
Often we will only need to know commutation relations modulo ideals generated
by certain elements of U+
Z
(n). Specifically, for S ⊂ [1, n), let I+S denote the left ideal
of UZ(n) generated by Es and E¯s, where s ∈ S. We will abbreviate I+l := I+{l}. For
example the relation [Eεi , H
δ
i ] = −(−1)εδEε+δi above implies [Eεi , Hδi ] ≡ 0 (mod Ii).
We will use the following elements of UZ(n) or U(n) for 1 ≤ i, j ≤ n:
C(i, j) := Hi(Hi − 1)−Hj(Hj − 1), B(i, j) := Hi(Hi − 1)− (Hj + 1)Hj .
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Note that for any vector v of weight λ we have
C(i, j)v = (Resp λi − Resp λj)v, B(i, j)v = (Resp λi − Resp(λj + 1))v.
Let k ≤ n. We have natural inclusions U(k) ⊂ U(n) and U0(k) ⊂ U0(n),
under which generators go to the generators with exactly the same names. Given
a U(n)-supermodule V and a weight µ ∈ X(n), we can speak of U(k)-primitive
vectors of weight µ in V , i.e. vectors v ∈ V µ such that E(m)i,j v = E¯i,jv = 0 for all
1 ≤ i < j ≤ k and m > 0. One of the main goals of this paper is to understand
U(n − 1)-primitive vectors of weight λ − α(i, n) in the irreducible U(n)-module
L(λ). These primitive vectors will be obtained by applying appropriate lowering
operators to highest weight vectors.
The proof of the following useful fact is standard:
Proposition 1.3.8. Let λ ∈ X(n) and α ∈ Q+(n). A vector v ∈ L(λ)λ−α is
nonzero if and only if there exists some E ∈ U+(n)α such that Ev 6= 0.
Lemma 1.3.9. Let λ ∈ X(n), 1 6 h < i < n, F ∈ U(n)−α(h,i), and v be a U(n−1)-
primitive vector of L(λ)λ−α(i,n). Suppose that Eδl Fv = 0 for all l ∈ [h..i − 1) and
δ ∈ {0, 1}, and that Eδhh · · ·Eδi−1i−1 Fv = 0 for all δh, . . . , δi−1 ∈ {0, 1}. Then Fv is a
U(n− 1)-primitive vector.
Proof. It suffices to prove that Eδi−1Fv = 0 for any δ. By Proposition 1.3.8,
we must prove that PEδi−1Fv = 0 for any product P of the elements E
δi
i , . . . , E
δn−1
n−1
and the elements Eδhh , . . . , E
δi−2
i−2 in an arbitrary order. The elements of the first
group supercommute with the elements of the second group, so we can write P =
±P ′P ′′, where P ′ is a product of the elements Eδii , . . . , Eδn−1n−1 and P ′′ is a product
of elements Eδhh , . . . , E
δi−2
i−2 . Now P
′′Eδi−1F v = 0, except when P
′′ = Eδhh · · ·Eδi−2i−2 .
However, in this case P ′′Eδi−1F v = 0 by assumption. 
Recall that our ground field F is algebraically closed and of characteristic dif-
ferent from 2. Fix a square root
√−1 ∈ F. Let i ∈ C be a primitive 4th root of 1,
and Z[i] be the ring of Gaussian integers. We may extend the natural Z-action on
F to a Z[i]-action such that i acts with multiplication by
√−1.
Let w0 be the longest element of the symmetric group Sn, i.e. w0i = n+ 1− i
for all i = 1, . . . , n. It is now easy to check that there is an even automorphism σ
of Lie superalgebra q(n,C) such that
(1.7) σ : q(n,C)→ q(n,C), Xεi,j 7→ −(i)
✐
if ε=1Xεw0j,w0i.
The automorphism σ restricts to the subset Z[i] · UZ(n) ⊂ UC(n), which is isomor-
phic as a Z[i]-algebra to the Z[i]-form UZ[i](n) = UZ(n) ⊗ Z[i] of UC(n), and then
extends to the automorphism of the hyperalgebra U(n) = UZ[i](n)⊗ F:
(1.8) σ : U(n)→ U(n)
Given a U(n)-supermodule M , we can twist it with the automorphism (1.8) to get
the U(n)-supermodule which we denote Mσ. If λ = (λ1, . . . , λn) ∈ X(n) we set:
−w0λ := (−λn,−λn−1, . . . ,−λ1).
Using (1.7), we deduce:
Lemma 1.3.10. If λ ∈ X(n), then L(λ)σ ∼= L(−w0λ) and M(λ)σ ∼= M(−w0λ).
In particular (V ∗)σ ∼= V .
CHAPTER 2
Lowering operators
2.1. Definitions
In this section, we define the lowering operators S εi,j(M) ∈ U≤0Z (n), where
• 1 6 i < j 6 n;
• ε ∈ {0, 1},
• M is a signed (i..j]-set containing either ¯ or j.
These three assumptions are assumed to hold whenever we talk about lowering
operators. We will also denote Si,j(M) := S
0
i,j(M) and S¯i,j(M) := S
1
i,j(M). The
lowering operators are defined by induction on htM as follows. First, we set
(S-1) S εi,j({¯}) = F εi,j ,
S εi,j({j}) =
∑
γ+σ=ε
(
(−1)σF γi,j(Hσi + (−1)γσ+εHσj ) + (−1)γε
∑
i<k<j
F γi,kF
σ
k,j
)
.(S-2)
Now suppose that M is not equal to {¯} or {j}. Then of course minM < j.
There are four cases:
Case 1: minM = i+1. In this case we set
Sεi,j(M) =
∑
γ+σ=ε
(
(−1)γ(1+ε+‖M(i+1..j]‖)S γi,i+1
({
i+1
})
S σi+1,j
(
M(i+1..j]
)
+(−1)σ(1+‖M‖)S γi,j
(
M \ {i+1})Hσi ).
(S-3)
Case 2: minM = i+ 1. In this case we set
Sεi,j(M) =
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)S γi,i+1 ({i+1})S σi+1,j
(
M(i+1..j]
)
+S εi,j(M \ {i+1})C(i, i+1).
(S-4)
Case 3: minM = m¯ > i+ 1. In this case we set
Sεi,j(M) =
∑
γ+σ=ε
(−1)γ(1+ε+‖M(m..j]‖) S γi,m ({m¯})S σm,j
(
M(m..j]
)
+S εi,j
(
Mm 7→m−1
)
.
(S-5)
Case 4: minM = m > i+ 1. In this case we set
Sεi,j(M) =
∑
γ+σ=ε
(−1)γ(1+ε+‖M(m..j]‖) S γi,m({m})S σm,j
(
M(m..j]
)
+S εi,j(Mm 7→m−1) + S
ε
i,j(M \ {m})C(m−1,m).
(S-6)
The following result can be easily proved by induction on htM .
Proposition 2.1.1. S εi,j(M) is a degree ε homogeneous integral polynomial in
terms of the form F δk,l and H
γ
t , where i 6 k < l 6 j and i 6 t 6 j − ✐if ¯∈M .
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Corollary 2.1.2. Hδl supercommutes with S
ε
i,j(M) if l < i or l > j.
Corollary 2.1.3. Eδl supercommutes with S
ε
i,j(M) if l < i, or l > j, or l = j and
M contains ¯.
2.2. Properties of S εi,j({¯}) and S εi,j({j})
These operators are defined explicitly by (S-1) and (S-2). We study their
properties first, before using induction to investigate general lowering operators.
The main issue is to establish commutation formulas with various E’s and H ’s. We
will repeatedly use the commutation formulas (1.6).
Lemma 2.2.1. We have [Eδj , S
ε
i,j ({j})] =
∑
γ+σ=ε+δ(−1)1+(δ+γ)εF γi,jE σj .
Proof. The only generator appearing in the right hand side of (S-2) that does
not supercommute with Eδj is H
σ
j . So [E
δ
j , S
ε
i,j ({j})] equals∑
γ+σ=ε
(−1)σF γi,j(−1)γσ+ε(−1)δγ [Eδj , Hσj ]
=
∑
γ+σ=ε
(−1)σF γi,j(−1)γσ+ε(−1)δγ(−(−1)δσ)Eδ+σj
It remains to apply the substitution σ := δ + σ and simplify the sign. 
Lemma 2.2.2. We have
(i) Eδi S
ε
i,j({j}) ≡ (−1)1+δ(ε+1)S ε+δi+1,j({j}) (mod I+i ) if i+ 1 < j;
(ii) Eδi S
ε
i,i+1({i+1}) ≡ ✐if δ=εB(i, i+1) (mod I+i ).
(iii) Eδl S
ε
i,j({j}) ≡ 0 (mod I+l ) if l 6= i, j − 1;
(iv) Eδj−1S
ε
i,j({j}) ≡ Sε+δi,j−1({j−1}) (mod I+j−1) if i + 1 < j;
Proof. We write “≡” for “≡ (mod I)” for an appropriate ideal I, which is
clear from the context.
(i) By (S-2), we get
Eδi S
ε
i,j({j}) ≡ −
∑
γ+σ=ε
(−1)σ+δγF γ+δi+1,j(Hσi + (−1)γσ+εHσj )
−
∑
γ+σ=ε
(−1)γε+δγ
∑
i+1<k<j
F γ+δi+1,kF
σ
k,j +
∑
γ+σ=ε
(−1)γε(Hδ+γi − (−1)δγHδ+γi+1 )F σi+1,j
= −
∑
γ+σ=ε+δ
(
(−1)σ+δ(γ+δ)F γi+1,j(Hσi + (−1)(γ+δ)σ+(γ+δ)+σHσj )
+(−1)(γ+δ)ε+δ(γ+δ)
∑
i+1<k<j
F γi+1,kF
σ
k,j − (−1)(γ+δ)ε(Hγi − (−1)δ(γ+δ)Hγi+1)F σi+1,j
)
.
Here we have applied the substitution γ := γ + δ. Now, the last summand equals
−(−1)(γ+δ)ε+γσF σi+1,j(Hγi − (−1)δ(γ+δ)Hγi+1)− (−1)(γ+δ)ε+δ(γ+δ)+γσF γ+σi+1,j .
By considering the cases ε + δ = 0 and ε + δ = 1 separately, we observe that the
signs match in such a way that∑
γ+σ=ε+δ
(−1)(γ+δ)ε+δ(γ+δ)+γσF γ+σi+1,j = 0.
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Next, swapping γ and σ we obtain∑
γ+σ=ε+δ
(−1)(γ+δ)ε+γσF σi+1,j(Hγi − (−1)δ(γ+δ)Hγi+1)
=
∑
γ+σ=ε+δ
(−1)(σ+δ)ε+σγF γi+1,j(Hσi − (−1)δ(σ+δ)Hσi+1).
Thus, modulo I+i , the expression E
δ
i S
ε
i,j({j}) is equal to
−
∑
γ+σ=ε+δ
(
(−1)σ+δ(γ+δ)F γi+1,j(Hσi + (−1)(γ+δ)σ+(γ+δ)+σHσj )
+(−1)(γ+δ)ε+δ(γ+δ)
∑
i+1<k<j
F γi+1,kF
σ
k,j − (−1)(σ+δ)ε+σγF γi+1,j(Hσi − (−1)δ(σ+δ)Hσi+1)
)
.
The first and the third terms inside the summation give
F γi+1,j
(
(−1)(σ+δ)ε+σγ+δ(σ+δ)Hσi+1 + (−1)σ+δ(γ+δ)+(γ+δ)σ+γ+δ+σHσj
)
,
and the result follows by comparing the signs with (S-2).
(ii) By definitions, we get using commutation relations
Eδi S
ε
i,i+1({i+1}) ≡
∑
γ+σ=ε
(−1)σ(Hδ+γi − (−1)δγHδ+γi+1 )(Hσi + (−1)γσ+γ+σHσi+1)
=
∑
γ+σ=ε
(−1)σ
(
Hδ+γi H
σ
i + (−1)γσ+γ+σHδ+γi Hσi+1
−(−1)δγ+σ(δ+γ)Hσi Hδ+γi+1 − (−1)δγ+γσ+γ+σHδ+γi+1 Hσi+1
)
= Hδ+εi Hi + (−1)εHδ+εi Hi+1 − (−1)δεHiHδ+εi+1 − (−1)δε+εHδ+εi+1Hi+1 −Hδ+ε+1i H¯i
+Hδ+ε+1i H¯i+1 − (−1)δε+εH¯iHδ+ε+1i+1 − (−1)δε+δHδ+ε+1i+1 H¯i+1).
Considering separately the cases δ = ε and δ = ε+1, we obtain the required result.
(iii) It suffices to consider the case i < l < j − 1. Note that Eδl supercommutes
with F γi,j as well as with F
γ
i,k for k 6= l + 1 and with F σk,j for k 6= l. Hence
Eδl S
ε
i,j({j}) ≡
∑
γ+σ=ε
(−1)γε+δγF γi,lEδl F σl,j +
∑
γ+σ=ε
(−1)γεEδl F γi,l+1F σl+1,j
≡ −
∑
γ+σ=ε
(−1)γε+δγ+σδF γi,lF σ+δl+1,j +
∑
γ+σ=ε
(−1)γεF γ+δi,l F σl+1,j
= −
∑
γ+σ′=ε+δ
(−1)γε+δγ+(σ′+δ)δF γi,lF σ
′
l+1,j +
∑
γ′+σ=ε+δ
(−1)(γ′+δ)εF γ′i,lF σl+1,j = 0.
Here we applied the substitutions σ′ := σ + δ and γ′ := γ + δ.
(iv) Using commutation relations, we can write Eδj−1S
ε
i,j({j}) modulo Ij−1 as∑
γ+σ=ε
(
(−1)σF δ+γi,j−1(Hσi + (−1)γσ+εHσj ) + (−1)γε+δγ
∑
i<k<j
F γi,kE
δ
j−1F
σ
k,j
)
=
∑
γ+σ=ε
(
(−1)σF δ+γi,j−1(Hσi + (−1)γσ+εHσj ) + (−1)γε+δγ
∑
i<k<j−1
F γi,kF
δ+σ
k,j−1
+(−1)γε+δγF γi,j−1(Hδ+σj−1 − (−1)δσHδ+σj )
)
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=
∑
γ+σ=ε+δ
(
(−1)σF γi,j−1(Hσi + (−1)(γ+δ)σ+γ+δ+σHσj )
+(−1)γε+δγ
∑
i<k<j−1
F γi,kF
σ
k,j−1 + (−1)γε+δγF γi,j−1(Hσj−1 − (−1)δ(σ+δ)Hσj )
)
,
where we have applied the substitutions γ := γ + δ in the first term and σ := σ+ δ
for the second and the third terms. It is easy to see that the last expression equals
Sε+δi,j−1({j−1}). 
Lemma 2.2.3. We have
(i) [Hδi , S
ε
i,j({j})] = (−1)1+δ(ε+1)Sε+δi,j ({j}).
(ii) [Hδl , S
ε
i,j({j})] = 0 if l 6= i, j.
(iii) [Hδj , S
ε
i,j({j})] = Sε+δi,j ({j}).
Proof. (i) As [Hδi , H
σ
j ] = 0 and [H
δ
i , F
σ
k,j ] = 0 for k > i, we have by Leibnitz
rule that [Hδi , S
ε
i,j({j})] equals∑
γ+σ=ε
(
(−1)σ[Hδi , F γi,j ](Hσi + (−1)γσ+εHσj ) + (−1)σ+γδF γi,j [Hδi , Hσi ]
+(−1)γε
∑
i<k<j
[Hδi , F
γ
i,k]F
σ
k,j
)
.
Now substitute −(−1)δγF γ+δi,j for [Hδi , F γi,j ], −(−1)δγF γ+δi,k for [Hδi , F γi,k], and (1 −
(−1)δσ)Hδ+σi for [Hδi , Hσi ], and simplify.
(ii) and (iii) are proved similarly. 
The analogues of Lemmas 2.2.2 and 2.2.3 for S εi,j({¯}) are much easier to prove,
so we just record those omitting the proofs.
Lemma 2.2.4. We have
(i) Eδi S
ε
i,j({¯}) ≡ (−1)1+δεS ε+δi+1,j({¯}) (mod I+i ) if i+ 1 < j;
(ii) Eδi S
ε
i,i+1({i+1}) ≡ Hδ+εi − (−1)δεHδ+εi+1 (mod I+i ).
(iii) Eδl S
ε
i,j({¯}) ≡ 0 (mod I+l ) if l 6= i, j − 1;
(iv) Eδj−1S
ε
i,j({¯}) ≡ Sε+δi,j−1({j−1}) (mod I+j−1) if i+ 1 < j;
Lemma 2.2.5. We have
(i) [Hδi , S
ε
i,j({¯})] = (−1)1+δεS ε+δi,j ({¯}).
(ii) [Hδl , S
ε
i,j({¯})] = 0 if l 6= i, j.
(iii) [Hδj , S
ε
i,j({¯})] = S ε+δi,j ({¯}).
2.3. Supercommutator [Hδk , S
ε
i,j(M)]
Lemma 2.3.1. We have
(i) [Hδi , S
ε
i,j(M)] = (−1)1+δ(ε+1+‖M‖)S ε+δi,j (M);
(ii) [Hδl , S
ε
i,j(M)] = 0 if l 6= i, j.
(iii) [Hδj , S
ε
i,j(M)] = S
ε+δ
i,j (M)
Proof. We apply induction on htM . The cases M = {j} and M = {¯} come
from Lemmas 2.2.3 and 2.2.5. We assume now that M is distinct from {j} and {¯}.
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(i) Case 1: i+ 1 ∈M . By (S-3), Lemma 2.2.5(i), the inductive hypothesis and
Corollary 2.1.2, we get that [Hδi , S
ε
i,j(M)] equals∑
γ+σ=ε
(
(−1)γ(1+ε+‖M(i+1..j]‖)[Hδi , Sγi,i+1
({
i+1
})
]S σi+1,j
(
M(i+1..j]
)
+(−1)σ(1+‖M‖)[Hδi , S γi,j
(
M \ {i+1})]Hσi
+(−1)σ(1+‖M‖)+δγSγi,j
(
M \ {i+1}) [Hδi , Hσi ])
=
∑
γ+σ=ε
(
(−1)γ(1+ε+‖M(i+1..j]‖)+1+δγSδ+γi,i+1
({
i+1
})
S σi+1,j
(
M(i+1..j]
)
+(−1)σ(1+‖M‖)+1+δ(γ+1+‖M\{i+1}‖)Sδ+γi,j
(
M \ {i+1})Hσi
+(−1)σ(1+‖M‖)+δγS γi,j
(
M \ {i+1}) (1− (−1)δσ)Hδ+σi )
=
∑
γ+σ=ε+δ
(−1)(γ+δ)(1+ε+‖M(i+1..j]‖)+1+δ(γ+δ)Sγi,i+1
({
i+1
})
S σi+1,j
(
M(i+1..j]
)
+
∑
γ+σ=ε+δ
(−1)σ(1+‖M‖)+1+δ(γ+δ+‖M‖)Sγi,j
(
M \ {i+1})Hσi
+
∑
γ+σ=ε+δ
(−1)(σ+δ)(1+‖M‖)+δγS γi,j
(
M \ {i+1}) (1 − (−1)δ(σ+δ))Hσi ,
which is easily checked to equal to (−1)1+δ(ε+1+‖M‖)S ε+δi,j (M).
Case 2: i+1 ∈ M . By (S-4), and Lemma 2.2.3(i), the inductive hypothesis
and Corollary 2.1.2, we get that [Hδi , S
ε
i,j(M)] equals∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖) [Hδi , S γi,i+1 ({i+1})]S σi+1,j (M(i+1..j])
+
[
Hδi , S
ε
i,j(M \ {i+1})
]
C(i, i+1)
=
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+1+δ(γ+1)S γ+δi,i+1 ({i+1})S σi+1,j
(
M(i+1..j]
)
+(−1)1+δ(ε+1+‖M(i+1..j]‖)S ε+δi,j (M \ {i+1})C(i, i+1)
=
∑
γ+σ=ε+δ
(−1)(γ+δ)(1+ε+‖M(i+1..j]‖)+1+δ(γ+δ+1)S γi,i+1 ({i+1})S σi+1,j
(
M(i+1..j]
)
+(−1)1+δ(ε+1+‖M‖)S ε+δi,j (M \ {i+1})C(i, i+1),
which is easily checked to equal to (−1)1+δ(ε+1+‖M‖)S ε+δi,j (M).
Case 3: i + 1 < minM = m < j. By (S-5), Lemma 2.2.5i, the inductive
hypothesis and Corollary 2.1.2, [Hδi , S
ε
i,j(M)] equals∑
γ+σ=ε
(−1)γ(1+ε+‖M(m..j]‖)[Hδi , S γi,m ({m¯})]S σm,j
(
M(m..j]
)
+ [Hδi , S
ε
i,j
(
Mm7→m−1
)
]
=
∑
γ+σ=ε
(−1)γ(1+ε+‖M(m..j]‖)+1+δγ S γ+δi,m ({m¯})S σm,j
(
M(m..j]
)
+(−1)1+δ(ε+1+‖Mm 7→m−1‖)S ε+δi,j
(
Mm7→m−1
)
=
∑
γ+σ=ε+δ
(−1)(γ+δ)(1+ε+‖M(m..j]‖)+1+δ(γ+δ) Sγi,m ({m¯})S σm,j
(
M(m..j]
)
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+(−1)1+δ(ε+1+‖M‖)S ε+δi,j
(
Mm 7→m−1
)
,
which is easily checked to equal to (−1)1+δ(ε+1+‖M‖)S ε+δi,j (M).
Case 4: i+ 1 < minM = m < j. This case is similar to Case 2.
(ii) If l 6∼ minM then the required formula follows immediately from (S-3)–
(S-6), parts (ii) of Lemmas 2.2.3 and 2.2.5 and the inductive hypothesis. So let
l ∼ minM . By (S-3)–(S-6), the inductive hypothesis, and parts (iii) of Lem-
mas 2.2.3, 2.2.5, the supercommutator [Hδl , S
ε
i,j(M)] equals∑
γ+σ=ε
(−1)γ(1+ε+‖M(l..j]‖)
(
[Hδl , S
γ
i,l({minM})]S σl,j
(
M(l..j]
)
+(−1)δγSγi,l({minM})[Hδl , S σl,j
(
M(l..j]
)
]
)
=
∑
γ+σ=ε
(−1)γ(1+ε+‖M(l..j]‖)
(
S γ+δi,l ({minM})S σl,j
(
M(l..j]
)
+(−1)δγ+1+δ(σ+1+‖M(l..j]‖)S γi,l({minM})S σ+δl,j
(
M(l..j]
) )
=
∑
γ′+σ=ε+δ
(−1)(γ′+δ)(1+ε+‖M(l..j]‖)S γ′i,l ({minM})S σl,j
(
M(l..j]
)
+
∑
γ+σ′=ε+δ
(−1)γ(1+ε+‖M(l..j]‖)+δγ+1+δ(σ′+δ+1+‖M(l..j]‖)S γi,l({minM})S σ
′
l,j
(
M(l..j]
)
.
Here, as usual, we have applied the substitutions γ′ = γ + δ and σ′ = σ + δ. The
last expression is now easily checked to be zero.
(iii) is similar to (i) but much easier, so we skip the details. 
2.4. Supercommutator [Eδj , S
ε
i,j(M)]
By Corollary 2.1.3, [Eδj , S
ε
i,j(M)] = 0 if ¯ ∈M . So we just need to compute the
supercommutator in the case where j ∈M .
Lemma 2.4.1. Let j ∈M . Then
[Eδj , S
ε
i,j (M)] =
∑
γ+σ=ε+δ
(−1)1+(δ+γ)εS γi,j(Mj 7→¯)E σj .
Proof. We apply induction on htM . The base case M = {j} follows from
Lemma 2.2.1. Denote L :=Mj 7→¯.
Case 1: minM = i+ 1. By (S-3) and the inductive hypothesis, [E δj , S
ε
i,j(M)]
equals ∑
ρ+π=ε
(
(−1)ρ(1+ε+‖M(i+1..j]‖)+δρS ρi,i+1
({
i+1
})
[E δj , S
π
i+1,j
(
M(i+1..j]
)
]
+(−1)π(1+‖M‖)[E δj , S ρi,j
(
M \ {i+1})]Hπi )
=
∑
ρ+π=ε
(−1)ρ(1+ε+‖M(i+1..j]‖)+δρS ρi,i+1(
{
i+1
}
)
∑
ξ+σ=π+δ
(−1)1+(δ+ξ)πS ξi+1,j(L(i+1..j])Eσj
+
∑
ρ+π=ε
(−1)π(1+‖M‖)
∑
ζ+σ=ρ+δ
(−1)1+(δ+ζ)ρS ζi,j
(
L \ {i+1})E σj Hπi
=
∑
ρ+ξ+σ=ε+δ
(−1)ρ(1+ε+‖M(i+1..j]‖)+δρ+1+(δ+ξ)(ρ+ε)S ρi,i+1
({
i+1
})
S ξi+1,j
(
L(i+1..j]
)
E σj
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+
∑
ζ+σ+π=ε+δ
(−1)π(1+‖M‖)+1+(δ+ζ)(π+ε))+σπS ζi,j
(
L \ {i+1})Hπi E σj .
Substitute γ = ρ+ ξ in the first sum and γ = ζ + π in the second sum to get∑
γ+σ=ε+δ
(−1)1+(δ+γ)ε
[ ∑
ρ+ξ=γ
(−1)ρ(1+γ+‖L(i+1..j]‖)S ρi,i+1
({
i+1
})
S ξi+1,j
(
L(i+1..j]
)
+
∑
ζ+π=γ
(−1)π(1+‖L‖)S ζi,j
(
L \ {i+1})Hπi ]Eσj = ∑
γ+σ=ε+δ
(−1)1+(δ+γ)εS γi,j(L)Eσj .
Case 2: minN = i + 1. This case is similar to Case 1.
Case 3: i+1 < minN = m¯. This case is similar to Case 4 which we now do in
detail.
Case 4: i + 1 < minN = m. By (S-6) and the inductive hypothesis, we have
that [Eδj , S
ε
i,j(M)] equals∑
ρ+π=ε
(−1)ρ(1+ε+‖M(m..j]‖)+δρ S ρi,m({m})[Eδj , Sπm,j
(
M(m..j]
)
]
+[Eδj , S
ε
i,j(Mm 7→m−1)] + [E
δ
j , S
ε
i,j(M \ {m})]C(m− 1,m)
=
∑
ρ+π=ε
(−1)ρ(1+ε+‖M(m..j]‖)+δρ S ρi,m({m})
∑
ξ+σ=π+δ
(−1)1+(δ+ξ)πS ξm,j
(
L(m..j]
)
Eσj
+
∑
γ+σ=ε+δ
(−1)1+(δ+γ)εS γi,j (Lm 7→m−1)Eσj
+
∑
γ+σ=ε+δ
(−1)1+(δ+γ)εS γi,j (L \ {m})Eσj C(m−1,m)
=
∑
ρ+ξ+σ=ε+δ
(−1)ρ(1+ε+‖M(m..j]‖)+δρ+1+(δ+ξ)(ρ+ε)S ρi,m({m})S ξm,j
(
L(m..j]
)
Eσj
+
∑
γ+σ=ε+δ
(−1)1+(δ+γ)εS γi,j (Lm 7→m−1)Eσj
+
∑
γ+σ=ε+δ
(−1)1+(δ+γ)εS γi,j (L \ {m})C(m−1,m)Eσj .
Introducing the new parameter γ = ρ+ ξ in first sum, we get∑
γ+σ=ε+δ
(−1)1+(δ+γ)ε
[ ∑
ρ+ξ=γ
(−1)ρ(1+γ+‖L(m..j]‖) S ρi,m({m})S ξm,j
(
L(m..j]
)
+S γi,j (Lm 7→m−1) + S
γ
i,j (L \ {m}) C(m−1,m)
]
Eσj ,
which is
∑
γ+σ=ε+δ(−1)1+(δ+γ)εSγi,j(L)Eσj . 
2.5. More on Eδl S
ε
i,j(M)
First we consider the case l = i:
Lemma 2.5.1. Let i < j − 1. Modulo I+i , we have
(i) If i+ 1 ∈M then Eδi S εi,j(M) ≡ 0 ;
(ii) If i+1 ∈M then
Eδi S
ε
i,j(M) ≡
∑
γ+σ=ε+δ
(−1)(ε+γ)(1+‖M‖)+1+δεS γi+1,j
(
M\{i+1})H σi+1;
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(iii) If i+ 1, i+ 1 /∈M then Eδi S εi,j(M) ≡ (−1)1+δ(ε+1+‖M‖)S ε+δi+1,j(M).
Proof. We apply induction on htM . The base cases M = {j} and M = {¯}
follow from Lemmas 2.2.2 and 2.2.4. Let M be distinct from {¯} and {j}.
Case 1: i+ 1 ∈ M . By (S-3), Lemma 2.2.4(ii), Corollary 2.1.3, part (iii) of
the inductive hypothesis and Lemma 2.3.1(i),(ii), we get
Eδi S
ε
i,j(M) ≡
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)(Hγ+δi − (−1)δγHγ+δi+1 )S σi+1,j
(
M(i+1..j]
)
+
∑
γ+σ=ε
(−1)σ(1+‖M‖)+1+δ(γ+1+‖M\{i+1}‖)S γ+δi,j
(
M \ {i+1})Hσi
=
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+σ(γ+δ)S σi+1,j
(
M(i+1..j]
)
(Hγ+δi − (−1)δγHγ+δi+1 )
+
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+δγ+(γ+δ)(σ+1+‖M(i+1..j]‖)S σ+γ+δi+1,j
(
M(i+1..j]
)
+
∑
γ+σ=ε
(−1)σ(1+‖M‖)+1+δ(γ+1+‖M\{i+1}‖)S γ+δi,j
(
M \ {i+1})Hσi .
Considering separately the cases γ = 0, σ = ε and γ = 1, σ = ε+ 1, we see that the
middle sum is zero. Noting that M \ {i+1} =M(i+1..j] and ‖M(i+1..j]‖ = ‖M‖+ 1
and using the new parameters γ′ := σ, σ′ := γ + δ in the first sum and γ′ := γ + δ,
σ′ := σ in the last sum, we get
∑
γ′+σ′=ε+δ
(−1)(σ′+δ)(ε+‖M‖)+γ′σ′S γ′i+1,j
(
M(i+1..j]
)
(Hσ
′
i − (−1)δ(σ
′+δ)Hσ
′
i+1)
+
∑
γ′+σ′=ε+δ
(−1)σ′(1+‖M‖)+1+δ(γ′+δ+‖M‖)S γ′i,j
(
M \ {i+1})Hσ′i .
which gives the required formula (ii).
Case 2: i + 1 ∈ M . By (S-4), Lemma 2.2.2(ii) and part (iii) of the inductive
hypothesis, we get
Eδi S
ε
i,j(M) ≡
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖) ✐if δ=γB(i, i+ 1)S σi+1,j
(
M(i+1..j]
)
+ (−1)1+δ(ε+1+‖M\{i+1}‖)S ε+δi+1,j(M \ {i+1})C(i, i+1)
=(−1)δ(1+ε+‖M(i+1..j]‖)B(i, i+ 1)S ε+δi+1,j
(
M(i+1..j]
)
+ (−1)1+δ(ε+1+‖M\{i+1}‖)S ε+δi+1,j(M \ {i+1})C(i, i+1).
The last expression is zero, as M(i+1..j] = M \ {i+1} and S ε+δi+1,j
(
M(i+1..j]
)
has
weight −α(i+ 1, j). This proves (i).
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Case 3: i+2 = minM < j. By (S-5), parts (iii) and (ii) of the inductive
hypothesis and (S-3), we get
Eδi S
ε
i,j(M) ≡
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+2..j]‖)+1+δγS γ+δi+1,i+2
({
i+2
})
S σi+2,j
(
M(i+2..j]
)
+
∑
γ+σ=ε+δ
(−1)(ε+γ)(1+‖Mi+27→i+1‖)+1+δεS γi+1,j
(
Mi+27→i+1\
{
i+1
})
H σi+1
=
∑
γ′+σ=ε+δ
(−1)(γ′+δ)(ε+‖M‖)+1+δ(γ′+δ)S γ′i+1,i+2
({
i+2
})
S σi+2,j
(
M(i+2..j]
)
+
∑
γ+σ=ε+δ
(−1)(ε+γ)(1+‖M‖)+1+δεS γi+1,j
(
M\{i+2})H σi+1
= (−1)1+δ(ε+1+‖M‖)S ε+δi+1,j(M),
as required.
Case 4: i+2 < m¯ = minM < j. By (S-5) and part (iii) of the inductive
hypothesis, we have
Eδi S
ε
i,j(M) ≡
∑
γ+σ=ε
(−1)γ(1+ε+‖M(m..j]‖)+1+δγS γ+δi+1,m ({m¯})S σm,j
(
M(m..j]
)
+(−1)1+δ(ε+1+‖Mm 7→m−1‖)S ε+δi+1,j
(
Mm7→m−1
)
=
∑
γ′+σ=ε+δ
(−1)(γ′+δ)(ε+‖M‖)+1+δ(γ′+δ) S γ′i+1,m ({m¯})S σm,j
(
M(m..j]
)
+(−1)1+δ(ε+1+‖M‖)S ε+δi+1,j
(
Mm7→m−1
)
= (−1)1+δ(ε+1+‖M‖)S ε+δi+1,j(M),
as required.
Case 5: i+2 = minM < j. This case is similar to Case 3.
Case 6: i+ 2 < m = minM < j. This case is similar to Case 4. 
Now we consider Eδl S
ε
i,j(M) for i < l < j − 1:
Lemma 2.5.2. Let i < l < j − 1. Modulo I+l , we have:
(i) If M does not contain l, l¯ or if M contains l + 1, then Eδl S
ε
i,j(M) ≡ 0;
(ii) If M contains either l¯ or l, and M does not contain l+1, l+1, then
Eδl S
ε
i,j(M) ≡
∑
γ+σ=ε+δ
(−1)1+(δ+γ)(ε+1+‖M(l+1..j]‖)Sγi,l
(
M(i..l]
)
S σl+1,j
(
M(l+1..j]
)
;
(iii) If M contains either l¯ or l and M contains l+1, then
Eδl S
ε
i,j(M) ≡
∑
γ+σ+τ=ε+δ
(−1)1+(δ+γ)ε+(ε+σ)‖M(l+1..j]‖S γi,l(M(i..l])S σl+1,j(M(l+1..j])Hτl+1.
Proof. Induction on htM . The base casesM = {j} andM = {¯} follow from
Lemmas 2.2.2 and 2.2.4. Let M be distinct from {j} and {¯}.
We are going consider all possible combinations of the following cases:
I. i+1 ∈M.
II. i+ 1 ∈M.
III. i+ 1 < m¯ = minM.
IV. i+ 1 < m = minM.
a. l < minM − 1.
b. l ∼ minM − 1.
c. l ∼ minM.
d. l > minM.
as well as the cases
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(i) M does not contain l, l¯ or M contains l + 1;
(ii) M contains either l¯ or l, and M does not contain l+1 and l+1;
(iii) M contains either l¯ or l, and M contains l+1;
which correspond to (i),(ii),(iii) in the assumptions of the lemma. Of course, not
all possible combinations of these cases can happen. The following picture will help
the reader to see which cases are possible and navigate the proof.
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✧
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Case Ic(i). Note that in this case we must have l + 1 = i + 2 ∈ M . Then
Eδl S
ε
i,j(M) ≡ 0 by (S-3), Corollary 2.1.3, and part (i) of the inductive hypothesis.
Case Ic(ii). By (S-3), part (i) of the inductive hypothesis and Lemma 2.5.1(iii),
E δl S
ε
i,j(M) ≡
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+δγS γi,i+1
({
i+1
})
E δi+1S
σ
i+1,j
(
M(i+1..j]
)
≡
∑
γ+σ=ε
(−1)γ(ε+‖M‖)+δγ+1+δ(σ+1+‖M(i+1..j]‖)S γi,i+1
({
i+1
})
S σ+δi+2,j
(
M(i+1..j]
)
.
Applying the substitution σ′ := σ + δ, we obtain the desired formula (ii).
Case Ic(iii). By (S-3), part (i) of the inductive hypothesis and Lemma 2.5.1(ii),
E δl S
ε
i,j(M) =
∑
γ+ρ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+δγS γi,i+1
({
i+1
})
E δi+1S
ρ
i+1,j
(
M(i+1..j]
)
≡
∑
γ+ρ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+δγS γi,i+1
({
i+1
})
×
∑
σ+τ=ρ+δ
(−1)(ρ+σ)(1+‖M(i+1..j]‖)+1+δρS σi+2,j
(
M(i+1..j]\
{
i+2
})
H τi+2
=
∑
γ+σ+τ=ε+δ
(−1)γ(1+ε+‖M(i+1..j]‖)+δγ+(τ+δ)(1+‖M(i+1..j]‖)+1+δ(σ+τ+δ)
×S γi,i+1
({
i+1
})
S σi+2,j
(
M(i+2..j]
)
H τi+2,
which the desired formula (iii).
Case Id(i): Note that M(i+1..j] = M \
{
i+1
}
does not contain l, l¯ if l, l¯ /∈ M ,
andM(i+1..j] =M \
{
i+1
}
contains l+1 if l+1 ∈M . Now Eδl S εi,j(M) ≡ 0 by (S-3)
and part (i) of the inductive hypothesis.
Case Id(ii). By (S-3) and part (ii) of the inductive hypothesis, we obtain
E δl S
ε
i,j(M) =
∑
ρ+ζ=ε
(−1)ρ(1+ε+‖M(i+1..j]‖)+δρS ρi,i+1
({
i+1
})
E δl S
ζ
i+1,j
(
M(i+1..j]
)
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+
∑
π+ξ=ε
(−1)ξ(1+‖M‖)E δl S πi,j
(
M \ {i+1})Hξi
≡
∑
ρ+ζ=ε
(−1)ρ(1+ε+‖M(i+1..j]‖)+δρS ρi,i+1
({
i+1
}) ∑
ξ+σ=ζ+δ
(−1)1+(δ+ξ)(ζ+1+‖M(l+1..j]‖)
×Sξi+1,l
(
M(i+1..l]
)
S σl+1,j
(
M(l+1..j]
)
+
∑
π+ξ=ε
(−1)ξ(1+‖M‖)
∑
ρ+σ=π+δ
(−1)1+(δ+ρ)(π+1+‖(M\{i+1})(l+1..j]‖)
×Sρi,l
(
(M\{i+1})(i..l]
)
S σl+1,j
(
(M\{i+1}))(l+1..j]
)
Hξi
=
∑
ρ+ξ+σ=ε+δ
(−1)ρ(1+ε+‖M(i+1..j]‖)+δρ+1+(δ+ξ)(ξ+σ+δ+1+‖M(l+1..j]‖)
×S ρi,i+1
({
i+1
})
Sξi+1,l
(
M(i+1..l]
)
S σl+1,j
(
M(l+1..j])
+
∑
ρ+ξ+σ=ε+δ
(−1)ξ(1+‖M‖)+1+(δ+ρ)(ρ+σ+δ+1+‖M(l+1..j]‖)
×Sρi,l(M(i..l]\{i+1})Sσl+1,j(M(l+1..j])Hξi
=
∑
γ+σ=ε+δ
∑
ρ+ξ=γ
(
(−1)ρ(1+ε+‖M(i+1..j]‖)+δρ+1+(δ+ξ)(ξ+σ+δ+1+‖M(l+1..j]‖)
×S ρi,i+1
({
i+1
})
Sξi+1,l
(
M(i+1..l]
)
S σl+1,j
(
M(l+1..j])
+(−1)ξ(1+‖M‖)+1+(δ+ρ)(σ+‖M(l+1..j]‖)+ξσSρi,l
(
M(i..l] \ {i+1}
)
Hξi S
σ
l+1,j
(
M(l+1..j]
))
=
∑
γ+σ=ε+δ
(−1)1+(δ+γ)(ε+1+‖M(l+1..j]‖)
[ ∑
ρ+ξ=γ
(−1)ρ(1+γ+‖M(i+1..l]‖)
×S ρi,i+1
({
i+1
})
Sξi+1,l
(
M(i+1..l]
)
+
∑
ρ+ξ=γ
(−1)ξ(1+‖M(i..l]‖)Sρi,l
(
M(i..l] \ {i+1}
)
Hξi
]
S σl+1,j
(
M(l+1..j]
)
.
By (S-3), the expression in the big square brackets equals S γi,l(M(i..l]). This gives
the desired formula (ii).
Case Id(iii). By (S-3), we get for E δl S
ε
i,j(M):∑
ρ+ζ=ε
(−1)ρ(1+ε+‖M(i+1..j]‖)+δρS ρi,i+1
({
i+1
})
E δl S
ζ
i+1,j
(
M(i+1..j]
)
+
∑
π+ξ=ε
(−1)ξ(1+‖M‖)Eδl S πi,j
(
M \ {i+1})Hξi .
Applying part (iii) of the inductive hypothesis, we get
∑
ρ+ζ=ε
(−1)ρ(1+ε+‖M(i+1..j]‖)+δρS ρi,i+1
({
i+1
})
×
∑
ξ+σ+τ=ζ+δ
(−1)1+(δ+ξ)ζ+(ζ+σ)‖M(l+1..j]‖S ξi+1,l
(
M(i+1..l]
)
S σl+1,j
(
M(l+1..j]
)
Hτl+1
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+
∑
π+ξ=ε
(−1)ξ(1+‖M‖)
∑
ρ+σ+τ=π+δ
(−1)1+(δ+ρ)π+(π+σ)‖(M\{i+1})(l+1..j]‖
×S ρi,l
(
(M\{i+1})(i..l]
)
S σl+1,j
(
(M\{i+1})(l+1..j]
)
Hτl+1H
ξ
i
=
∑
ρ+ξ+σ+τ=ε+δ
(−1)ρ(1+ε+‖M(i+1..j]‖)+δρ+1+(δ+ξ)(ξ+σ+τ+δ)+(ξ+τ+δ)‖M(l+1..j]‖
×S ρi,i+1
({
i+1
})
S ξi+1,l
(
M(i+1..l]
)
S σl+1,j
(
M(l+1..j]
)
Hτl+1
+
∑
ρ+ξ+σ+τ=ε+δ
(−1)ξ(1+‖M‖)+1+(δ+ρ)(ρ+σ+τ+δ)+(ρ+τ+δ)‖M(l+1..j]‖
×S ρi,l
(
M(i..l] \ {i+1}
)
S σl+1,j
(
M(l+1..j]
)
Hτl+1H
ξ
i .
=
∑
γ+σ+τ=ε+δ
∑
ρ+ξ=γ
(
(−1)ρ(1+ε+‖M(i+1..j]‖)+δρ+1+(δ+ξ)(ξ+σ+τ+δ)+(ξ+τ+δ)‖M(l+1..j]‖
×S ρi,i+1
({
i+1
})
S ξi+1,l
(
M(i+1..l]
)
S σl+1,j
(
M(l+1..j]
)
Hτl+1
+(−1)ξ(1+‖M‖)+1+(δ+ρ)(ρ+σ+τ+δ)+(ρ+τ+δ)‖M(l+1..j]‖+ξ(σ+τ)
×S ρi,l
(
M(i..l] \ {i+1}+ ξ(σ + τ)
)
Hξi S
σ
l+1,j
(
M(l+1..j]
)
Hτl+1.
)
=
∑
γ+σ+τ=ε+δ
(−1)1+(δ+γ)ε+(ε+σ)‖M(l+1..j]‖
×
[ ∑
ρ+ξ=γ
(−1)ρ(1+γ+‖M(i+1..l]‖)S ρi,i+1
({
i+1
})
S ξi+1,l
(
M(i+1..l]
)
+
∑
ρ+ξ=γ
(−1)ξ(1+‖M(i..l]‖)S ρi,l
(
M(i..l] \ {i+1}
)
Hξi
]
S σl+1,j
(
M(l+1..j]
)
Hτl+1.
By (S-3), the expression in the big square brackets equals S γi,l(M(i..l]). This gives
the desired formula (iii).
Case IIc(i) is similar to case Ic(i).
Case IIc(ii). By (S-4), part (i) of the inductive hypothesis and Lemmas 2.2.1
and 2.5.1(iii), we obtain
Eδl S
ε
i,j(M) =
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+δγS γi,i+1 ({i+1})Eδl S σi+1,j
(
M(i+1..j]
)
+
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)
∑
ρ+τ=γ+δ
(−1)1+(δ+ρ)γF ρi,jEτi+1S σi+1,j
(
M(i+1..j]
)
=
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+δγ+1+δ(σ+1+‖M(i+1..j]‖)S γi,i+1 ({i+1})S σ+δi+2,j
(
M(i+1..j]
)
+
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)
×
∑
ρ+τ=γ+δ
(−1)1+(δ+ρ)γ+1+τ(σ+1+‖M(i+1..j]‖)F ρi,jEτi+1S σi+1,j
(
M(i+1..j]
)
=
∑
γ+σ′=ε+δ
(−1)γ(1+ε+‖M(i+1..j]‖)+δγ+1+δ(σ′+δ+1+‖M(i+1..j]‖)
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×S γi,i+1 ({i+1})S σ
′
i+2,j
(
M(i+1..j]
)
+
∑
ρ+τ+σ=ε+δ
(−1)(ρ+τ+δ)(1+ε+‖M‖)+1+(δ+ρ)(ρ+τ+δ)+1+τ(σ+1+‖M‖)F ρi,jSσ+τi+1,j(M(i+1..j]).
The last summand is easily checked to equal zero, while the first summand yields
the required formula (ii).
Case IIc(iii). By (S-4), part (i) of the inductive hypothesis and Lemmas 2.2.1
and 2.2.2(i), we obtain
Eδl S
ε
i,j(M) =
∑
γ+ρ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+δγS γi,i+1 ({i+1})Eδi+1S ρi+1,j
(
M(i+1..j]
)
+
∑
γ+ρ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)
∑
ζ+τ=γ+δ
(−1)1+(δ+ζ)γF ζi,i+1Eτi+1S ρi+1,j
(
M(i+1..j]
)
=
∑
γ+ρ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+δγS γi,i+1 ({i+1})
×
∑
σ+τ=ρ+δ
(−1)(ρ+σ)(1+‖M(i+1..j]‖)+1+δρSσi+2,j(M(i+1..j] \ {i+2})Hτi+2
+
∑
γ+ρ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)
∑
ζ+τ=γ+δ
(−1)1+(δ+ζ)γF ζi,i+1
×
∑
ξ+π=ρ+τ
(−1)(ρ+ξ)(1+‖M(i+1..j]‖)+1+τρSξi+2,j(M(i+1..j] \ {i+2})Hπi+2
=
∑
γ+σ+τ=ε+δ
(−1)γ(1+ε+‖M(i+1..j]‖)+δγ+(σ+τ+δ+σ)(1+‖M(i+1..j]‖)
×(−1)1+δ(σ+τ+δ)S γi,i+1 ({i+1})Sσi+2,j(M(i+1..j] \ {i+2})Hτi+2
+
∑
γ+ρ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)
∑
ζ+ξ+π=ε+δ
(−1)1+(δ+ζ)γ+(ρ+ξ)(1+‖M(i+1..j]‖)
×(−1)1+(ξ+π+ρ)ρF ζi,i+1Sξi+2,j(M(i+1..j] \ {i+2})Hπi+2.
The last summand contains two independent summations. Swapping them, we
easily check that this summand equals zero. The first summand is easily checked
to give the required formula (ii).
Cases IId are similar to the corresponding cases Id.
Case IIIa(i). By (S-5), Lemma 2.2.4(iii) and part (i) of the inductive hypoth-
esis, we get Eδl S
ε
i,j(M) ≡ 0.
Case IIIb(i). By (S-5), Lemma 2.2.4(iv) and part (ii) of the inductive hy-
pothesis, we get
E δl S
ε
i,j(M) ≡
∑
γ+σ=ε
(−1)γ(1+ε+‖M(m..j]‖)S γ+δi,m−1
({
m−1})S σm,j (M(m..j])
+
∑
γ+σ=ε+δ
(−1)1+(δ+γ)(ε+1+‖(Mm7→m−1)(m..j]‖)
×Sγi,m−1
(
(Mm 7→m−1)(i..m−1]
)
S σm,j
(
(Mm 7→m−1)(m..j]
)
Applying the substitution γ := γ + δ in the first sum, and taking into account that
(Mm7→m−1)(m..j] =M(m..j] and (Mm7→m−1)(i..m−1] =
{
m−1}, it is easy to see that
the last expression is zero.
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Case IIIc(i). In this case we must have m+1 ∈M . Note that l+1 ∈Mm7→m−1.
So Eδl S
ε
i,j(M) ≡ 0 by (S-5), Corollary 2.1.3, Lemma 2.5.1(i) and part (i) of the
inductive hypothesis.
Case IIIc(ii). By the formula (S-5), part (i) of the inductive hypothesis, and
Lemma 2.5.1(iii), we get that E δl S
ε
i,j(M) is ≡ to
∑
γ+σ=ε
(−1)γ(1+ε+‖M(m..j]‖)+δγ+1+δ(σ+1+‖M(m..j]‖)S γi,m ({m¯})S σ+δm+1,j
(
M(m..j]
)
=
∑
γ+σ′=ε+δ
(−1)γ(1+ε+‖M(m+1..j]‖)+δγ+1+δ(σ′+δ+1+‖M(m+1..j]‖)
×S γi,m ({m¯})S σ
′
m+1,j
(
M(m+1..j]
)
,
which yields the required formula (ii).
Case IIIc(iii). We have by (S-5), part (i) of the inductive hypothesis, and
Lemma 2.5.1(ii) that Eδl S
ε
i,j(M) is ≡ to
∑
γ+ρ=ε
(−1)γ(1+ε+‖M(m..j]‖)+δγS γi,m ({m¯})
×
∑
σ+τ=ρ+δ
(−1)(ρ+σ)(1+‖M(m..j]‖)+1+δρS σm+1,j
(
M(m..j]\
{
m+1
})
H τm+1
=
∑
γ+σ+τ=ε+δ
(−1)γ(1+ε+‖M(m..j]‖)+δγ+(τ+δ)(1+‖M(m..j]‖)+1+δ(σ+τ+δ)
×S γi,i+1 ({m¯})S σm+1,j
(
M(m+1..j]
)
H τm+1.
which yields the required formula (iii).
Case IIId(i). Note that l and l¯ do not belong to the setsM(m..j] andMm7→m−1
if l, l¯ /∈M and l+1 belongs to these sets if l+1 ∈M . Then Eδl S εi,j(M) ≡ 0 by (S-5)
and part (i) of the inductive hypothesis.
Case IIId(ii). By (S-5) and part (ii) of the inductive hypothesis, we get
E δl S
ε
i,j(M) ≡
∑
ρ+ζ=ε
(−1)ρ(1+ε+‖M(m..j]‖)+δρS ρi,m ({m¯})E δl S ζm,j
(
M(m..j]
)
+
∑
γ+σ=ε+δ
(−1)1+(δ+γ)(ε+1+‖(Mm 7→m−1)(l+1..j]‖)
×Sγi,l
(
(Mm 7→m−1)(i..l]
)
S σl+1,j
(
(Mm7→m−1)(l+1..j]
)
≡
∑
ρ+ζ=ε
(−1)ρ(1+ε+‖M(m..j]‖)+δρS ρi,m ({m¯})
×
∑
ξ+σ=ζ+δ
(−1)1+(δ+ξ)(ζ+1+‖M(l+1..j]‖)Sξm,l
(
M(m..l]
)
S σl+1,j
(
M(l+1..j]
)
+
∑
γ+σ=ε+δ
(−1)1+(δ+γ)(ε+1+‖M(l+1..j]‖)Sγi,l
(
(M(i..l])m 7→m−1
)
S σl+1,j
(
M(l+1..j]
)
.
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Introducing γ := ρ+ ξ and rearranging the first summand as in case I.d.(ii), we get
∑
γ+σ=ε+δ
(−1)1+(δ+γ)(ε+1+‖M(l+1..j]‖)
[ ∑
ρ+ξ=γ
(−1)ρ(1+γ+‖M(m..l]‖)Sρi,m({m¯})Sξm,l
(
M(m..l]
)
+Sγi,l
(
(M(i..l])m 7→m−1
)]
S σl+1,j
(
M(l+1..j]
)
.
By (S-5), the expression in the big square brackets equals S γi,l(M(i..l]).
Case IIId(iii) By (S-5) and part (iii) of the inductive hypothesis, we get
E δl S
ε
i,j(M) ≡
∑
ρ+ζ=ε
(−1)ρ(1+ε+‖M(m..j]‖)+δρS ρi,m ({m¯})E δl S ζm,j
(
M(m..j]
)
+
∑
γ+σ+τ=ε+δ
(−1)1+(δ+γ)ε+(ε+σ)‖(Mm 7→m−1)(l+1..j]‖
×S γi,l
(
(Mm 7→m−1)(i..l]
)
S σl+1,j
(
(Mm 7→m−1)(l+1..j]
)
Hτl+1
≡
∑
ρ+ζ=ε
(−1)ρ(1+ε+‖M(m..j]‖)+δρS ρi,m ({m¯})
×
∑
ξ+σ+τ=ζ+δ
(−1)1+(δ+ξ)ζ+(ζ+σ)‖M(l+1..j]‖S ξm,l
(
M(m..l]
)
S σl+1,j
(
M(l+1..j]
)
Hτl+1
+
∑
γ+σ+τ=ε+δ
(−1)1+(δ+γ)ε+(ε+σ)‖M(l+1..j]‖S γi,l
(
(M(i..l])m 7→m−1
)
S σl+1,j
(
M(l+1..j]
)
Hτl+1.
Introducing γ := ρ+ ξ and rearranging the first summand as in I.d.(iii), we get
∑
γ+σ+τ=ε+δ
(−1)1+(δ+γ)ε+(ε+σ)‖M(l+1..j]‖
[ ∑
ρ+ξ=γ
(−1)ρ(1+γ+‖M(m..l]‖)S ρi,m({m¯})S ξm,l(M(m..l])
+S γi,l
(
(M(i..l])m 7→m−1
) ]
S σl+1,j
(
M(l+1..j]
)
Hτl+1.
By (S-5), the expression in the big square brackets equals S γi,l(M(i..l]).
Case IV is similar to cases II and III. 
2.6. Some coefficients
By Proposition 1.2.1, any element F ∈ U≤0
Z
(n)−α(i,j) can be written as a sum
of the following elements:
(2.7) F ε0i,a1F
ε1
a1,a2 · · ·F εmam,j H
ε0,...,εm
i, a1,...,am,j
,
where H ε0,...,εmi, a1,...,am,j ∈ U0Z(n), ε0, . . . , εm ∈ {0, 1}, and i < a1 < · · · < am < j. We
set cf δi,j(F ) := H
δ
i,j , the “U
0
Z
(n)-coefficient” of F δi,j .
Lemma 2.6.1. Let M be a signed (i..j]-set all elements of which are even except
¯, and ε, δ ∈ {0, 1}. Then cf δi,j
(
S εi,j(M)
)
= ✐if ε=δ
∏
t∈M\{¯} C(i, t).
Proof. We apply induction on htM . If M = {¯} the result is clear by (S-1).
Let now M 6= {¯}. We set m := minM . If m = i + 1, then by (S-4) and the
24 2. LOWERING OPERATORS
inductive hypothesis, we get
cf δi,j(S
ε
i,j(M)) = cf
δ
i,j
(
S εi,j(M \ {i+ 1}
)
C(i, i+ 1)
= ✐if ε=δC(i, i+ 1)
∏
t∈M\{i+1,¯}
C(i, t)= ✐if ε=δ
∏
t∈M\{¯}
C(i, t).
If m > i+1, then by (S-6) and the inductive hypothesis, cf δi,j
(
S εi,j(M)
)
equals
cf δi,j
(
S εi,j(Mm 7→m−1)
)
+ cf δi,j
(
S εi,j(M \ {m})
)
C(m−1,m)
= ✐if ε=δ
∏
t∈Mm 7→m−1\{¯}
C(i, t) + C(m−1,m) ✐if ε=δ
∏
t∈M\{m,¯}
C(i, t)
=C(i,m−1) ✐if ε=δ
∏
t∈M\{m,¯}
C(i, t) + C(m−1,m) ✐if ε=δ
∏
t∈M\{m,¯}
C(i, t)
=C(i,m) ✐if ε=δ
∏
t∈M\{m,¯}
C(i, t) = ✐if ε=δ
∏
t∈M\{¯}
C(i, t),
as desired. 
Lemma 2.6.2. Let j ∈ M ⊂ (i..j] and ε, δ ∈ {0, 1}. Then cf δi,j
(
S εi,j(M)
)
=
((−1)ε+δHε+δi + (−1)εδHε+δj )
∏
t∈M\{j} C(i, t).
Proof. We apply induction on htM . If M = {j} the result is clear by (S-2).
Otherwise setm := minM . Ifm = i+1, then by (S-4) and the inductive hypothesis,
we get
cf δi,j(S
ε
i,j(M)) = cf
δ
i,j
(
S εi,j(M \ {i+ 1}
)
C(i, i+ 1)
= ((−1)(ε+δ)Hε+δi + (−1)εδHε+δj )C(i, i + 1)
∏
t∈M\{i+1,j}
C(i, t)
= ((−1)(ε+δ)Hε+δi + (−1)εδHε+δj )
∏
t∈M\{j}
C(i, t).
Denote A := (−1)(ε+δ)Hε+δi + (−1)εδHε+δj . If m > i + 1, then by (S-6) and the
inductive hypothesis, cf δi,j
(
S εi,j(M)
)
equals
cf δi,j
(
S εi,j(Mm 7→m−1)
)
+ cf δi,j
(
S εi,j(M \ {m})
)
C(m−1,m)
= A
∏
t∈Mm 7→m−1\{j}
C(i, t) +AC(m−1,m)
∏
t∈M\{m,j}
C(i, t)
= A
(
C(i,m− 1)
∏
t∈M\{m,j}
C(i, t) + C(m−1,m)
∏
t∈M\{m,j}
C(i, t)
)
= AC(i,m)
∏
t∈M\{m,j}
C(i, t) = A
∏
t∈M\{j}
C(i, t)
as desired. 
Lemma 2.6.3. Let 1 6 i < j < l 6 n and F ∈ U≤0
Z
(n)−α(i,j), and δ, σ ∈ {0, 1}.
Then cfδi,l(F
σ
j,lF ) = cf
δ+σ
i,j (F ).
Proof. Multiplying (2.7) by F σj,l on the left, we get
F σj,l F
ε0
i,a1
· · ·F εmam,j H
ε0,...,εm
i, a1,...,am,j
=(−1)σ(ε0+···+εm−1)F ε0i,a1 · · ·F εm−1am−1,am F σj,lF εmam,j H
ε0,...,εm
i, a1,...,am,j
=(−1)σ(ε0+···+εm)F ε0i,a1 · · ·F εm−1am−1,am F εmam,j F σj,lH
ε0,...,εm
i, a1,...,am,j
+ (−1)σ(ε0+···+εm−1)F ε0i,a1 · · ·F εm−1am−1,amF εm+σam,l H
ε0,...,εm
i, a1,...,am,j
.
The result follows. 
CHAPTER 3
Some polynomials
In this chapter, we work with the polynomial ring P over Z in the variables
{xi, yi | i ∈ Z}. It will be convenient to consider P embedded into its fraction field
to be able to divide arbitrary polynomials of P by nonzero polynomials of P.
3.1. Operators σki,j
For integers a < b and k, we denote by σka,b the Z-algebra homomorphism of P
such that:
σka,b(xt) =
{
xt + xa − xb if t > k;
xt otherwise,
σka,b(yt) =
{
yt + xa − xb if t > k;
yt otherwise.
The definition immediately implies:
Proposition 3.1.1. For any f ∈ P, we have (id−σ
k
a,b)f
xa − xb ∈ P.
Lemma 3.1.2. Let a < b < c and e, h ∈ {0, 1}. Then
σb+ea,b σ
c+h
a,c = σ
c+h
b,c σ
b+e
a,b .
Proof. Let zt be either xt or yt. Note that a < b+ e 6 c 6 c+ h.
Case 1: t < b + e. We have σb+ea,b σ
c+h
a,c zt = zt = σ
c+h
b,c σ
b+e
a,b zt.
Case 2: b+ e 6 t < c+ h. We have
σb+ea,b σ
c+h
a,c zt = σ
b+e
a,b zt = zt + xa − xb,
σc+hb,c σ
b+e
a,b zt = σ
c+h
b,c (zt + xa − xb) = zt + xa − xb.
Case 3: c+ h 6 t. We have
σb+ea,b σ
c+h
a,c zt = σ
b+e
a,b (zt + xa − xc) = zt + (xa − xb) + xa − (xc + (xa − xb)),
which is the same as σc+hb,c σ
b+e
a,b zt = σ
c+h
b,c (zt+xa−xb) = zt+(xb−xc)+xa−xb. 
Lemma 3.1.3. Let a < b 6 c < d and e, h ∈ {0, 1} be such that b + e 6 c. Then
σb+ea,b and σ
d+h
c,d commute.
Proof. Let zt be xt or yt. Note that b+ e 6 c < d 6 d+ h.
Case 1: t < b + e. We have σb+ea,b σ
d+h
c,d zt = zt = σ
d+h
c,d σ
b+e
a,b zt.
Case 2: b+ e 6 t < d+ h. We have
σb+ea,b σ
d+h
c,d zt = σ
b+e
a,b zt = zt + xa − xb = σd+hc,d (zt + xa − xb) = σd+hc,d σb+ea,b zt.
Case 3: d+ h 6 t. We have
σb+ea,b σ
d+h
c,d zt = σ
b+e
a,b (zt + xc − xd) = zt + (xa − xb) + xc + (xa − xb)
−(xd + (xa − xb)) = zt + xc − xd + xa − xb,
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which is the same as σd+hc,d σ
b+e
a,b zt = σ
d+h
c,d (zt+xa−xb) = zt+xc−xd+xa−xb. 
3.2. Polynomials fD,li,j (S)
Let D ⊂ Z. For t ∈ Z, we denote maxtD := max(D ∩ (−∞..t)). For integers
i 6 j we set
Dit := maxt(D ∪ {i}),
and
uDi,j =
j∏
t=i+1
(
xDit − yt
)
.
For example, uDi,i = 1,
u∅1,5 = (x1 − y2) (x1 − y3) (x1 − y4) (x1 − y5),
u
{3}
1,5 = (x1 − y2) (x1 − y3) (x3 − y4) (x3 − y5).
Let in addition l be a function on (i..j] taking values 0 or 1. We define the
polynomials fD,li,j (S) for any subset S ⊂ (i..j] by the following inductive rules:
(a) fD,li,j (∅) = u
D
i,j ;
(b) fD,li,j (S) =
(id−σs+l(s)Dis,s )f
D,l
i,j (S \ {s})
xDis − xs
, for S 6= ∅ and s = minS.
By Proposition 3.1.1, the fractions fD,li,j (S) defined by the above rules are poly-
nomials of P, which can depend only on the variables xi, . . . , xj , yi+1, . . . , yj.
Keep the notation as above fixed and recall the notion of an end from Sec-
tion 1.1.
Lemma 3.2.1. Let R be an end of S and ϕ : R → (i..j] be an injection such that
ϕ(t) > t+ l(t) for all t ∈ R. Suppose additionally that l|R∩D is identically 0. We
denote by I the ideal of P generated by the polynomials
(1) {xDi
ϕ(t)
− yϕ(t) | t ∈ R,
[
t+l(t)..ϕ(t)
) ∩D 6= ∅} and
(2) {xt − yϕ(t) | t ∈ R \ {j},
[
t+l(t)..ϕ(t)
) ∩D = ∅}.
Then, modulo I, we have
fD,li,j (S) ≡


0 if
⋃
t∈R
[
t+l(t)..ϕ(t)
) ∩D 6= ∅ ;∏
t∈(i..j]\ϕ(S)
(xDit − yt) if R = S and
⋃
t∈S
[
t+l(t)..ϕ(t)
) ∩D = ∅ .
Proof. Induction on |S|. If S = ∅, the result follows from the definition (a)
of the polynomial fD,li,j (∅). Now let S 6= ∅ and s := minS. Let s0 := Dis. Then
fD,li,j (S) =
(
id−σs+l(s)s0,s
)
fD,li,j (S \ {s})
xs0 − xs
,
by definition of fD,li,j (S).
Consider the ideal I ′ generated by
(1′) {xDi
ϕ(t)
− yϕ(t) | t ∈ R \ {s},
[
t+l(t)..ϕ(t)
) ∩D 6= ∅} and
(2′) {xt − yϕ(t) | t ∈ R \ {s, j},
[
t+l(t)..ϕ(t)
) ∩D = ∅}.
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In other words, I ′ is defined similarly to I but using R \ {s} instead of R. Clearly,
I ′ ⊂ I. Note also that R \ {s} is an end of S \ {s}.
Since ϕ is an injection, [42, Proposition 6.18] applies to I ′ if we choose an
order on the generators {xa, ya |a ∈ Z} of P so that ya’s precede xb’s. We conclude
that I ′ is a prime ideal and that an element X = c0 +
∑
a caya +
∑
b dbxb, where
ca, db ∈ Z, belongs to I ′ if and only if X is a Z-linear combination of the generators
(1′) and (2′). In particular, xs0 − xs /∈ I ′. Hence
(3.1) g · (xs0 − xs) ∈ I ′ implies g ∈ I ′ (g ∈ P).
We claim that I ′ is closed under the action of σs+l(s)s0,s . Indeed, consider first a
generator xDi
ϕ(t)
−yϕ(t) of type (1′). We have t ∈ R\{s} and
[
t+l(t)..ϕ(t)
)∩D 6= ∅.
Take any d ∈ [t+ l(t)..ϕ(t)) ∩D. Noting that s < t, we get
s+ l(s) 6 t+ l(t) 6 d 6 Diϕ(t) < ϕ(t).
Hence
σs+l(s)s0,s (xDiϕ(t)
− yϕ(t)) = xDi
ϕ(t)
+ xs0 − xs − (yϕ(t) + xs0 − xs) = xDi
ϕ(t)
− yϕ(t).
Now consider a generator xt−yϕ(t) of type (2′). As s < t, we get s+ l(s) 6 t 6 ϕ(t),
and so again we obtain that σ
s+l(s)
s0,s acts on xt − yϕ(t) identically.
To complete the proof we now consider three cases.
Case 1:
⋃
t∈R\{s}
[
t+l(t)..ϕ(t)
) ∩D 6= ∅. By the inductive hypothesis, applied
to the set S \ {s} and its end R \ {s}, we get fD,li,j (S \ {s}) ∈ I ′. Therefore
fD,li,j (S) · (xs0 − xs) =
(
id−σs+l(s)s0,s
)
fD,li,j (S \ {s}) ∈ I ′.
By (3.1), fD,li,j (S) ∈ I ′ ⊂ I.
Case 2:
⋃
t∈R\{s}
[
t+l(t)..ϕ(t)
) ∩D = ∅ but ⋃t∈R[t+l(t)..ϕ(t)) ∩ D 6= ∅. In
this case s ∈ R and so S = R. By the inductive hypothesis, applied to the set
S \ {s} and its end R \ {s}, we have fD,li,j (S \ {s}) = h+ P for some h ∈ I ′, where
P :=
∏
t∈(i..j]\ϕ(S)
(xDit − yt).
Since ϕ is an injection, we have
fD,li,j (S) · (xs0 − xs) = (id−σs+l(s)s0,s )fD,li,j (S \ {s})
= h′ + (id−σs+l(s)s0,s )
∏
t∈(i..j]\ϕ(S\{s})
(xDit − yt)
= h′ + (id−σs+l(s)s0,s )
[(
xDi
ϕ(s)
− yϕ(s)
) · P ],
(3.2)
where h′ = (id−σs+l(s)s0,s )h. As I ′ is invariant under σs+l(s)s0,s , we have h′ ∈ I ′.
Note that [s+l(s)..ϕ(s))∩D 6= ∅. Let d ∈ [s+l(s)..ϕ(s))∩D 6= ∅. Then ϕ(s) >
maxϕ(s)D ∪ {i} > d > s+ l(s). Therefore, σs+l(s)s0,s (xDi
ϕ(s)
− yϕ(s)) = xDi
ϕ(s)
− yϕ(s)
and we can rewrite (3.2) as h′ + (xDi
ϕ(s)
− yϕ(s)
) · (id−σs+l(s)s0,s )P. Hence(
fD,li,j (S)−
(
xDϕ(s)Di − yϕ(s)
)(id−σs+l(s)s0,s )P
xs0 − xs
)
· (xs0 − xs) = h′ ∈ I ′.
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By Proposition 3.1.1 the fraction in the big brackets belongs to P. Now, by (3.1),
fD,li,j (S)−
(
xDi
ϕ(s)
− yϕ(s)
)(id−σs+l(s)s0,s )P
xs0 − xs
∈ I ′.
Thus fD,li,j (S) ≡ 0 (mod I), since xDiϕ(s) − yϕ(s) ∈ I (as a generator of type (1))
and I ′ ⊂ I.
Case 3: R = S and
⋃
t∈S
[
t+l(t)..ϕ(t)
) ∩D = ∅. We claim that
(3.3) s0 = D
i
s = D
i
ϕ(s).
Indeed, we have Diϕ(s) = D
i
s+l(s), since [s+l(s)..ϕ(s)
) ∩ (D ∪ {i}) = ∅. If l(s) = 0
then Dis+l(s) = s0 and (3.3) follows. If l(s) = 1, then s /∈ D (recall that l|S∩D = 0)
and, therefore, s /∈ D ∪ {i}. Hence we again obtain Dis+l(s) = s0.
Since s0 < s+ l(s) 6 ϕ(s), we have
σs+l(s)s0,s
(
xs0 − yϕ(s)
)
= xs0 − (yϕ(s) + xs0 − xs) = xs − yϕ(s).
Note that in the present case the formula (3.2) is again true. Applying (3.3),
we can rewrite this formula in the following form:
fD,li,j (S) · (xs0 − xs) =h′ +
(
id−σs+l(s)s0,s
)[(
xs0 − yϕ(s)
) · P ]
=h′ +
(
xs0 − yϕ(s)
) · P − (xs − yϕ(s)) · σs+l(s)s0,s P
=h′ +
(
xs − yϕ(s)
) · [P − σs+l(s)s0,s P ]+ (xs0 − xs) · P.
Hence (
fD,li,j (S)− P −
(
xs − yϕ(s)
)(id−σs+l(s)s0,s )P
xs0 − xs
)
· (xs0 − xs) = h′ ∈ I ′.
By Proposition 3.1.1, the fraction in the big brackets belongs to P. Now, by (3.1),
(3.4) fD,li,j (S)− P −
(
xs − yϕ(s)
)(id−σs+l(s)s0,s )P
xs0 − xs
∈ I ′.
If s < j then xs − yϕ(s) ∈ I as a generator of type (2), and we are done.
Consider now the case s = j. We have R = S = {j}, ϕ(j) = j, l(j) = 0 and
P =
∏
t∈(i..j)(xDit−yt). Hence σ
s+l(s)
s0,s = σ
j
s0,j
acts identically on P , whence(
id−σs+l(s)s0,s
)
P
xs0 − xs
= 0,
and we are done. 
Lemma 3.2.2. If a < b 6 c < d, e = 0, 1 and b + e 6 c, then σb+ea,b (f
D,l
c,d (S)) =
fD,lc,d (S).
Proof. We apply induction on |S|. By definition, we have
fD,lc,d (∅) =
∏d
t=c+1
(
xDct − yt
)
.
The operator σb+ea,b acts identically on f
D,l
c,d (∅), since it does so on each factor of this
product. Now let S 6= ∅ and set s := minS and s0 := Dcs. Applying the inductive
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hypothesis and Lemma 3.1.3, we get
(xs0 − xs)σb+ea,b fD,lc,d (S) = σb+ea,b
[
(xs0 − xs)fD,lc,d (S)
]
= σb+ea,b (id−σs+l(s)s0,s )fD,lc,d (S \ {s})
=(id−σs+l(s)s0,s )σb+ea,b fD,lc,d (S \ {s})=(id−σs+l(s)s0,s )fD,lb,c (S \ {s})=(xs0 − xs) fD,lc,d (S).
Cancelling out xs0 − xs, we get σb+ea,b fD,lb,c (S) = fD,lb,c (S). 
3.3. Polynomials g
(1)
i,j (S)
Here and below, we sometimes denote by 0 and 1 the constant functions on
some set (clear from the context) taking the values 0 or 1, respectively. Let i < j
and S ⊂ (i..j]. Define
g
(1)
i,j (S) = f
∅,1
i,j (S).
The defining relations (a) and (b) of Section 3.2 in our special case become:
(a -1) g
(1)
i,j (∅) = u
∅
i,j = (xi − yi+1)(xi − yi+2) · · · (xi − yj);
(b -1) g
(1)
i,j (S) =
(id−σs+1i,s )g(1)i,j (S \ {s})
xi − xs , for S 6= ∅ and s = minS.
Lemma 3.3.1. g
(1)
i,j
(
(i..j)
)
= xi − yi+1.
Proof. We apply downward induction on k = j . . . , i+ 1 to prove:
(3.5) g
(1)
i,j
(
[k..j)
)
= (xi − yi+1) · · · (xi − yk).
The induction base is clear from (a -1). Let (3.5) holds and k > i+ 1. By (b -1),
g
(1)
i,j
(
[k − 1..j)) =
(
id−σki,k−1
)
g
(1)
i,j
(
[k..j)
)
xi − xk−1
=
(xi − yi+1) · · · (xi − yk)− (xi − yi+1) · · · (xi − yk−1)(xk−1 − yk)
xi − xk−1
=(xi − yi+1) · · · (xi − yk−1).
The required formula follows from (3.5) for k = i+ 1. 
Lemma 3.3.2. Let i+ 1 < j and S ⊂ (i+1..j). Then
(xi − yi+1) g(1)i+1,j(S) + (xi − xi+1) g(1)i,j ({i+1} ∪ S) = g(1)i,j (S).
Proof. By (b -1), the left hand side of the above formula equals
(xi − yi+1) g(1)i+1,j(S) + g(1)i,j (S)− σi+2i,i+1g(1)i,j (S).
Thus it suffices to prove that
(3.6) σi+2i,i+1g
(1)
i,j (S) = (xi − yi+1) g(1)i+1,j(S)
for any S ⊂ (i+1..j).
If S = ∅, then by (a -1), we get
σi+2i,i+1g
(1)
i,j (∅) =σ
i+2
i,i+1
[
(xi − yi+1) · · · (xi − yj)
]
=(xi − yi+1)(xi+1 − yi+2) · · · (xi+1 − yj) = (xi − yi+1) g(1)i+1,j(∅).
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Now let S 6= ∅. Set s = minS. Clearly s > i+2. Applying (b -1), the inductive
hypothesis and Lemma 3.1.2, we get
(xi+1 − xs)σi+2i,i+1g(1)i,j (S) = σi+2i,i+1
[
(xi − xs) g(1)i,j (S)
]
= σi+2i,i+1(id−σs+1i,s )g(1)i,j (S \ {s})
= (id−σs+1i+1,s)σi+2i,i+1 g(1)i,j (S \ {s}) = (id−σs+1i+1,s)
[
(xi − yi+1) g(1)i+1,j(S \ {s})
]
= (xi − yi+1) ·
(
id−σs+1i+1,s
)
g
(1)
i+1,j(S \ {s}) = (xi − yi+1) (xi+1 − xs) g(1)i+1,j(S).
Cancelling out (xi+1 − xs), we obtain the required relation (3.6). 
Lemma 3.3.3. Let i+ 1 < m < j and S ⊂ (m..j). Then
(xi − yi+1) g(1)m,j(S) + g(1)i,j
(
(i..m−1) ∪ {m} ∪ S)
+(xm−1 − xm) g(1)i,j
(
(i..m] ∪ S) = g(1)i,j ((i..m) ∪ S).
Proof. We apply downward induction on k = m− 1 . . . , i+ 1 to prove
(xi − yi+1) · · · (xi − yk) g(1)m,j(S) + g(1)i,j
(
[k..m−1) ∪ {m} ∪ S)
+(xm−1 − xm) g(1)i,j
(
[k..m] ∪ S) = g(1)i,j ([k..m) ∪ S).
Denote by ΦSk the difference of the left-hand side and the right-hand side of this
formula. The claim of the current lemma will follow from ΦSi+1 = 0.
The induction base is the case k = m− 1. By (b -1), (xi − xm−1)ΦSm−1 equals
(xi − xm−1)(xi − yi+1) · · · (xi − ym−1) g(1)m,j(S) + (xi − xm−1) g(1)i,j
({m} ∪ S)
+ (xi − xm−1)(xm−1 − xm) g(1)i,j
({m−1,m} ∪ S)− (xi − xm−1) g(1)i,j ({m−1} ∪ S)
=(xi − xm−1)(xi − yi+1) · · · (xi − ym−1) g(1)m,j(S) + (xi − xm−1) g(1)i,j
({m} ∪ S)
+ (xm−1 − xm)
(
id−σmi,m−1
)
g
(1)
i,j
({m} ∪ S)− (id−σmi,m−1) g(1)i,j (S)
=(xi − xm−1)(xi − yi+1) · · · (xi − ym−1) g(1)m,j(S) + (xi − xm) g(1)i,j
({m} ∪ S)
− (xm−1 − xm) · σmi,m−1 g(1)i,j
({m} ∪ S)− (id−σmi,m−1) g(1)i,j (S).
Note that σmi,m−1(xi − xm) = xi − (xm + xi − xm−1) = xm−1 − xm. Applying this
equality and (b -1), we get
(xi − xm−1) · (xi − yi+1) · · · (xi − ym−1) g(1)m,j(S) +
(
id−σm+1i,m
)
g
(1)
i,j (S)
− σmi,m−1
[
(xi − xm) g(1)i,j
({m} ∪ S)]− (id−σmi,m−1) g(1)i,j (S)
=(xi − xm−1)(xi − yi+1) · · · (xi − ym−1) g(1)m,j(S) +
(
id−σm+1i,m
)
g
(1)
i,j (S)
− σmi,m−1
(
id−σm+1i,m
)
g
(1)
i,j (S)−
(
id−σmi,m−1
)
g
(1)
i,j (S)
=(xi − xm−1)(xi − yi+1) · · · (xi − ym−1) g(1)m,j(S)− σm+1i,m g(1)i,j (S)
+ σmi,m−1σ
m+1
i,m g
(1)
i,j (S).
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Denote the last expression by ΨS and prove by induction on |S| that ΨS = 0 for
any S ⊂ (m..j). By (a -1), we get
Ψ∅ = (xi − xm−1) · (xi − yi+1) · · · (xi − ym−1) · (xm − ym+1) · · · (xm − yj)
− σm+1i,m
[
(xi − yi+1) · · · (xi − yj)
]
+ σmi,m−1σ
m+1
i,m
[
(xi − yi+1) · · · (xi − yj)
]
=(xi − xm−1) · (xi − yi+1) · · · (xi − ym−1) · (xm − ym+1) · · · (xm − yj)
− (xi − yi+1) · · · (xi − ym) · (xm − ym+1) · · · (xm − yj)
+ σmi,m−1
[
(xi − yi+1) · · · (xi − ym) · (xm − ym+1) · · · (xm − yj)
]
=(xi − xm−1) · (xi − yi+1) · · · (xi − ym−1) · (xm − ym+1) · · · (xm − yj)
− (xi − yi+1) · · · (xi − ym) · (xm − ym+1) · · · (xm − yj)
+ (xi − yi+1) · · · (xi − ym−1) · (xm−1 − ym) · (xm − ym+1) · · · (xm − yj) = 0
Now let S 6= ∅ and s := minS. Recall that m < s < j. Applying (b -1), Lem-
mas 3.1.2 and 3.1.3 and the inductive hypothesis, we get that (xm − xs)ΨS equals
(xi − xm−1) · (xi − yi+1) · · · (xi − ym−1) · (xm − xs) g(1)m,j(S)
− σm+1i,m
[
(xi − xs) g(1)i,j (S)
]
+ σmi,m−1σ
m+1
i,m
[
(xi − xs) g(1)i,j (S)
]
=(xi − xm−1) · (xi − yi+1) · · · (xi − ym−1) · (id−σs+1m,s ) g(1)m,j(S \ {s})
− σm+1i,m (id−σs+1i,s ) g(1)i,j (S \ {s}) + σmi,m−1σm+1i,m (id−σs+1i,s ) g(1)i,j (S \ {s})
=(id−σs+1m,s )
[
(xi − xm−1) · (xi − yi+1) · · · (xi − ym−1) g(1)m,j(S \ {s})
]
− (id−σs+1m,s )σm+1i,m g(1)i,j (S \ {s}) + (id−σs+1m,s )σmi,m−1σm+1i,m g(1)i,j (S \ {s})
=(id−σs+1m,s )ΨS\{s} = 0.
Hence ΨS = 0. We have now proved that ΦSm−1 = 0.
Now let i < k < m− 1 and by the undictive assumption we have ΦSk+1 = 0. By
definition, σk+1i,k acts identically on xi − yt for t = i+ 1, . . . , k. By Lemma 3.2.2, it
also acts identically on g
(1)
m,j(S). Moreover, σ
k+1
i,k (xi − yk+1) = xk − yk+1. So(
id−σk+1i,k
)[
(xi − yi+1) · · · (xi − yk) · (xi − yk+1) g(1)m,j(S)
]
=(xi − yi+1) · · · (xi − yk) · (xi − yk+1) g(1)m,j(S)
− (xi − yi+1) · · · (xi − yk) · (xk − yk+1) g(1)m,j(S)
=(xi − xk) · (xi − yi+1) · · · (xi − yk) g(1)m,j(S).
Hence usingy (b -1), we get
(xi − xk)ΦSk =(xi − xk) · (xi − yi+1) · · · (xi − yk) g(1)m,j(S)
+
(
id−σk+1i,k
)
g
(1)
i,j
(
[k+1..m−1) ∪ {m} ∪ S)
+ (xm−1 − xm) ·
(
id−σk+1i,k
)
g
(1)
i,j
(
[k + 1..m] ∪ S)
− (id−σk+1i,k )g(1)i,j ([k+1..m) ∪ S) = (id−σk+1i,k )ΦS\{s}k = 0.
So ΦSk = 0, and the inductive step is complete. 
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3.4. Polynomials g
(2)
i,k,q,j(S)
Let i 6 k 6 q 6 j, i < q, and S ⊂ (i..j]. Set
g
(2)
i,k,q,j(S) = f
{k},l
(2)
i,k,q,j
i,j (S).
where l
(2)
i,k,q,j : (i..j]→ {0, 1} is the following function:
l
(2)
i,k,q,j(t) =
{
1 if i < t < k or q < t < j;
0 if k 6 t 6 q or t = j.
The defining relations (a) and (b) of Section 3.2 in our special case become:
(a -2) g
(2)
i,k,q,j(∅) = u
{k}
i,j = (xi − yi+1) · · · (xi − yk) · (xk − yk+1) · · · (xk − yj);
(b -2) g
(2)
i,k,q,j(S) =
(
id−σs+l
(2)
i,k,q,j
{k}is,s
)
g
(2)
i,k,q,j(S \ {s})
x{k}is − xs
, for S 6= ∅ and s = minS.
Lemma 3.4.1. g
(2)
i,i,j,j
(
(i..j]
)
= 1 and g
(2)
i,i+1,j,j
(
(i..j]
)
= 1.
Proof. Let k ∈ [i..j]. Apply downward induction on s = j, . . . ,max(i, k − 1)
to prove:
g
(2)
i,k,j,j
(
(s..j]
)
=
s∏
t=i+1
(x{k}it − yt).
By (a -2), this formula is true for s = j. Let max(i, k − 1) 6 s < j. Note that
k 6 s + 1 6 j. So l
(2)
i,k,j,j(s + 1) = 0. Denote u := {k}is+1. By (b -2) and the
inductive hypothesis, g
(2)
i,k,j,j
(
(s..j]
)
equals
(id−σs+1u,s+1)g(2)i,k,j,j((s+1..j])
xu − xs+1 =
(id−σs+1u,s+1)
∏s+1
t=i+1(x{k}it − yt)
xu − xs+1
=
∏s
t=i+1(x{k}it − yt) (id−σ
s+1
u,s+1)(xu − xs+1)
xu − xs+1 =
s∏
t=i+1
(x{k}it − yt),
using σs+1u,s+1(xu − xs+1) = 0. The required formulas now follow from the special
cases s = i, k = i or s = i, k = i+ 1. 
Lemma 3.4.2. Let i+ 1 < j and S ⊂ (i+1..j). Then
(a) g
(1)
i+1,j(S) + g
(1)
i,j
({i+1} ∪ S) = g(2)i,i,i+1,j({i+1} ∪ S);
(b) g
(1)
i+1,j(S) = g
(2)
i,i+1,i+1,j
({i+1} ∪ S).
Proof. (a) Note that g
(2)
i,i,i+1,j(S) = g
(1)
i,j (S) for any S ⊂ (i + 1..j). This fact
follows directly from the inductive definitions (a -1), (b -1), (a -2), (b -2) and the
equalities u
{i}
i,j = u
∅
i,j, {i}is = i and l(2)i,i,i+1,j(s) = 1 for any s ∈ (i+1..j).
Now, by (b -1) and (b -2), the difference of the left-hand side and the right-hand
side of (a) multiplied by (xi − xi+1) equals
(xi − xi+1) g(1)i+1,j(S) +
(
id−σi+2i,i+1
)
g
(1)
i,j (S)−
(
id−σi+1i,i+1
)
g
(2)
i,i,i+1,j(S)
=(xi − xi+1) g(1)i+1,j(S)− σi+2i,i+1 g(1)i,j (S) + σi+1i,i+1 g(1)i,j (S).
3.4. POLYNOMIALS g
(2)
i,k,q,j
(S) 33
Denote the last expression by ΦS and prove by induction on |S| that ΦS = 0 for all
S ⊂ (i+1..j). By (a -1), Ψ∅ equals
(xi − xi+1) · (xi+1 − yi+2) · · · (xi+1 − yj)
− σi+2i,i+1
[
(xi − yi+1) · · · (xi − yj)
]
+ σi+1i,i+1
[
(xi − yi+1) · · · (xi − yj)
]
=(xi − xi+1) · (xi+1 − yi+2) · · · (xi+1 − yj)
− (xi − yi+1) · (xi+1 − yi+2) · · · (xi+1 − yj) + (xi+1 − yi+1) · · · (xi+1 − yj) = 0.
Now let S 6= ∅ and set s := minS. By (b -1), Lemma 3.1.2 and the inductive
hypothesis, (xi+1 − xs)ΦS equals
(xi − xi+1) (id−σs+1i+1,s) g(1)i+1,j(S \ {s})
− σi+2i,i+1
[
(xi − xs) g(1)i,j (S)
]
+ σi+1i,i+1
[
(xi − xs)g(1)i,j (S)
]
=(xi − xi+1) (id−σs+1i+1,s) g(1)i+1,j(S \ {s})− σi+2i,i+1(id−σs+1i,s )g(1)i,j (S \ {s})
+ σi+1i,i+1(id−σs+1i,s )g(1)i,j (S \ {s}) = (id−σs+1i+1,s)ΦS\{s} = 0.
Therefore ΦS = 0.
(b) By (b -2), the difference of the left-hand side and the right-hand side of (b)
multiplied by (xi − xi+1) equals
(xi − xi+1) g(1)i+1,j(S)−
(
id−σi+1i,i+1
)
g
(2)
i,i+1,i+1,j(S).
Denote the last expression by ΨS and prove by induction on |S| that ΨS = 0 for
all S ⊂ (i + 1..j). By (a -1) and (a -2), we get
Ψ∅ =(xi − xi+1) · (xi+1 − yi+2) · · · (xi+1 − yj)
− (id−σi+1i,i+1)[(xi − yi+1) · (xi+1 − yi+2) · · · (xi+1 − yj)]
=(xi − xi+1) · (xi+1 − yi+2) · · · (xi+1 − yj)
− (xi − yi+1) · (xi+1 − yi+2) · · · (xi+1 − yj)
+ (xi+1 − yi+1) · (xi+1 − yi+2) · · · (xi+1 − yj) = 0.
Now let S 6= ∅ and s := minS. We have i + 1 < s < j. So, by Lemma 3.1.3,
formulas (b -1) and (b -2) and the inductive hypothesis, (xi+1 − xs)ΨS equals
(xi−xi+1)·(id−σs+1i+1,s)g(1)i+1,j(S \ {s})−(id−σi+1i,i+1)(id−σs+1i+1,s)g(2)i,i+1,i+1,j(S \ {s})
=(id−σs+1i+1,s)
[
(xi − xi+1) g(1)i+1,j(S \ {s})− (id−σi+1i,i+1)g(2)i,i+1,i+1,j(S \ {s})
]
=(id−σs+1i+1,s)ΨS\{s} = 0.
Therefore ΨS = 0. 
Lemma 3.4.3. Let i+ 1 < q 6 j, k > i+ 2, and S ⊂ (i+1..j]. Then:
(a) (xi+1 − yi+1) g(2)i+1,i+1,q,j(S) + (xi − xi+1) g(2)i,i,q,j
({i+1} ∪ S) = g(2)i,i,q,j(S);
(b) g
(2)
i+1,i+1,q,j(S) = g
(2)
i,i+1,q,j({i+1} ∪ S);
(c) (xi − yi+1) g(2)i+1,i+2,q,j(S) = g(2)i,i+2,q,j(S) if i+ 2 ∈ S;
(d) (xi − yi+1) g(2)i+1,k,q,j(S) + (xi − xi+1) g(2)i,k,q,j
({i+1} ∪ S) = g(2)i,k,q,j(S).
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Proof. (a) Denote by ΦS the difference of the right-hand side and left-hand
side of (a). Applying (b -2), we get
ΦS = g
(2)
i,i,q,j(S)− (xi+1 − yi+1) g(2)i+1,i+1,q,j(S)−
(
id−σi+1i,i+1
)
g
(2)
i,i,q,j(S)
= σi+1i,i+1g
(2)
i,i,q,j(S)− (xi+1 − yi+1) g(2)i+1,i+1,q,j(S).
We prove ΦS = 0 by induction on |S|. By (a -2), we get
Φ∅ = σi+1i,i+1
[
(xi−yi+1) · · · (xi−yj)
]−(xi+1−yi+1)·(xi+1−yi+2) · · · (xi+1−yj) = 0.
Let S 6= ∅ and s := minS. Note that l(2)i,i,q,j(s) = l(2)i+1,i+1,q,j(s). Denote this
number by h. By (b -2), Lemma 3.1.2 and the inductive hypothesis, (xi+1− xs)ΦS
equals
σi+1i,i+1
[
(xi − xs)g(2)i,i,q,j(S)
] − (xi+1 − yi+1)(xi+1 − xs)g(2)i+1,i+1,q,j(S)
=σi+1i,i+1(id−σs+hi,s )g(2)i,i,q,j(S \ {s})− (xi+1 − yi+1)(id−σs+hi+1,s)g(2)i+1,i+1,q,j(S \ {s})
=(id−σs+hi+1,s)σi+1i,i+1g(2)i,i,q,j(S \ {s})− (id−σs+hi+1,s)
[
(xi+1 − yi+1)g(2)i+1,i+1,q,j(S \ {s})
]
=
(
id−σs+hi+1,s
)
ΦS\{s} = 0.
Therefore ΦS = 0.
(b) We denote by ΦS the difference of the right-hand side and the left-hand
side of (b) multiplied by (xi − xi+1). By (b -2), we have
ΦS =
(
id−σi+1i,i+1
)
g
(2)
i,i+1,q,j(S)− (xi − xi+1) g(2)i+1,i+1,q,j(S).
We prove ΦS = 0 by induction on |S|. By (a -2), Φ∅ equals
(id−σi+1i,i+1)
[
(xi − yi+1) · (xi+1 − yi+2) · · · (xi+1 − yj)
]
− (xi−xi+1) · (xi+1 − yi+2) · · · (xi+1 − yj)
=(xi − yi+1) · (xi+1 − yi+2) · · · (xi+1 − yj)
− (xi+1 − yi+1) · (xi+1 − yi+2) · · · (xi+1 − yj)
− (xi − xi+1) · (xi+1 − yi+2) · · · (xi+1 − yj) = 0.
Let S 6= ∅ and s := minS. Note that l(2)i,i+1,q,j(s) = l(2)i+1,i+1,q,j(s) := h. By (b -2),
Lemma 3.1.3 and the inductive hypothesis, (xi+1−xs)ΦS equals
(id−σi+1i,i+1)
[
(xi+1−xs) g(2)i,i+1,q,j(S)
]− (xi−xi+1) (xi+1−xs) g(2)i+1,i+1,q,j(S)
=(id−σi+1i,i+1)(id−σs+hi+1,s)g(2)i,i+1,q,j(S \ {s})
− (xi − xi+1)(id−σs+hi+1,s)g(2)i+1,i+1,q,j(S \ {s})
=(id−σs+hi+1,s)(id−σi+1i,i+1)g(2)i,i+1,q,j(S \ {s})
− (id−σs+hi+1,s)
[
(xi − xi+1)g(2)i+1,i+1,q,j(S \ {s})
]
= (id−σs+hi+1,s)ΦS\{s} = 0.
(c) Set T := S \ {i+ 2}. Denote by ΦT the difference of the left-hand side and
the right-hand side of (c) multiplied by (xi − xi+2) (xi+1 − xi+2). By (b -2),
ΦT =(xi − yi+1) (xi − xi+2) (id−σi+2i+1,i+2) g(2)i+1,i+2,q,j(T )
− (xi+1 − xi+2) (id−σi+2i,i+2) g(2)i,i+2,q,j(T ).
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We prove ΦT = 0 by induction on |T |. By (a -2), we get
(xi − yi+1)(xi − xi+2)(id−σi+2i+1,i+2)
[
(xi+1 − yi+2) · (xi+2 − yi+3) · · · (xi+2 − yj)
]
− (xi+1 − xi+2)(id−σi+2i,i+2)
[
(xi − yi+1)(xi − yi+2) · (xi+2 − yi+3) · · · (xi+2 − yj)
]
=(xi − yi+1)(xi − xi+2)(xi+1 − yi+2) · (xi+2 − yi+3) · · · (xi+2 − yj)
− (xi − yi+1)(xi − xi+2) (xi+2 − yi+2) · (xi+2 − yi+3) · · · (xi+2 − yj)
− (xi+1 − xi+2)(xi − yi+1) (xi − yi+2) · (xi+2 − yi+3) · · · (xi+2 − yj)
+ (xi+1 − xi+2) (xi − yi+1) (xi+2 − yi+2) · (xi+2 − yi+3) · · · (xi+2 − yj).
So
Φ∅ =(xi − yi+1) (xi − xi+2) (xi+1 − xi+2) · (xi+2 − yi+3) · · · (xi+2 − yj)
− (xi+1 − xi+2) (xi − yi+1) (xi − xi+2) · (xi+2 − yi+3) · · · (xi+2 − yj) = 0.
Let T 6=∅ and t := min T . Note that l(2)i+1,i+2,q,j(t) = l(2)i,i+2,q,j(t) =: h. By (b -2),
Lemma 3.1.3 and the inductive hypothesis, (xi+2 − xt)ΦT equals
(xi − yi+1)(xi − xi+2)(id−σi+2i+1,i+2)
[
(xi+2 − xt)g(2)i+1,i+2,q,j(T )
]
− (xi+1 − xi+2)(id−σi+2i,i+2)
[
(xi+2 − xt) g(2)i,i+2,q,j(T )
]
=(xi − yi+1) (xi − xi+2)
(
id−σi+2i+1,i+2
)(
id−σt+hi+2,t
)
g
(2)
i+1,i+2,q,j
(
T \ {t})
− (xi+1 − xi+2)
(
id−σi+2i,i+2
)(
id−σt+hi+2,t
)
g
(2)
i,i+2,q,j
(
T \ {t})
=(id−σt+hi+2,t)
[
(xi − yi+1) (xi − xi+2) (id−σi+2i+1,i+2)g(2)i+1,i+2,q,j(T \ {t})
− (xi+1 − xi+2) (id−σi+2i,i+2)g(2)i,i+2,q,j(T \ {t})
]
= (id−σt+hi+2,t)ΦT\{t} = 0.
(d) Denote by ΦS the difference of the right-hand side and the left-hand side
of (d). By (b -2),
ΦS =g
(2)
i,k,q,j(S)− (xi − yi+1) g(2)i+1,k,q,j(S)− (id−σi+2i,i+1)g(2)i,k,q,j(S)
=σi+2i,i+1g
(2)
i,k,q,j(S)− (xi − yi+1) g(2)i+1,k,q,j(S).
We prove ΦS = 0 by induction on |S|. By (a -2),
Φ∅ =σi+2i,i+1
[
(xi − yi+1) · · · (xi − yk) · (xk − yk+1) · · · (xk − yj)
]
− (xi − yi+1) · (xi+1 − yi+2) · · · (xi+1 − yk) · (xk − yk+1) · · · (xk − yj) = 0.
Let S 6= ∅ and s := minS. Note that l(2)i,k,q,j(s) = l(2)i+1,k,q,j(s) =: h. Moreover, we
set s0 := {k}is and s′0 := {k}i+1s . If s > k then s0 = s′0 = k. By Lemma 3.1.3,
σi+2i,i+1(xs0 − xs) = σi+2i,i+1(xk − xs) = xk − xs = xs′0 − xs,
σi+2i,i+1σ
s+h
s0,s = σ
i+2
i,i+1σ
s+h
k,s = σ
s+h
k,s σ
i+2
i,i+1 = σ
s+h
s′0,s
σi+2i,i+1.
If s 6 k then s0 = i and s
′
0 = i+ 1. By Lemma 3.1.2, we get
σi+2i,i+1(xs0 − xs) = σi+2i,i+1(xi − xs) = xi+1 − xs = xs′0 − xs,
σi+2i,i+1σ
s+h
s0,s = σ
i+2
i,i+1σ
s+h
i,s = σ
s+h
i+1,sσ
i+2
i,i+1 = σ
s+h
s′0,s
σi+2i,i+1.
Thus in either case, we have
σi+2i,i+1(xs0 − xs) = xs′0 − xs, σi+2i,i+1σs+hs0,s = σs+hs′0,sσ
i+2
i,i+1.
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By these formulas, (b -2) and the inductive hypothesis, (xs′0 − xs)ΦS equals
σi+2i,i+1
[
(xs0 − xs) g(2)i,k,q,j(S)
]− (xi − yi+1) (xs′0 − xs) g(2)i+1,k,q,j(S)
=σi+2i,i+1(id−σs+hs0,s )g
(2)
i,k,q,j(S \ {s})− (xi − yi+1)(id−σs+hs′0,s )g
(2)
i+1,k,q,j(S \ {s})
=
(
id−σs+hs′0,s
)[
σi+2i,i+1 g
(2)
i,k,q,j
(
S \ {s})− (xi − yi+1) g(2)i+1,k,q,j(S \ {s})]
=
(
id−σs+hs′0,s
)
ΦS\{s} = 0.
Therefore ΦS = 0. 
Lemma 3.4.4. Let i+ 1 < q < j and S ⊂ (q..j). Then:
(a) g
(1)
q,j (S) + g
(2)
i,i,q−1,j((i..q] ∪ S) = g(2)i,i,q,j((i..q] ∪ S);
(b) g
(1)
q,j (S) + g
(2)
i,i+1,q−1,j((i..q] ∪ S) = g(2)i,i+1,q,j((i..q] ∪ S).
Proof. Let i′ := i in case (a) and i′ := i + 1 in case (b). In both cases, we
have i′ < q. Note that g
(2)
i,i′,q−1,j(S) = g
(2)
i,i′,q,j(S) for any S ⊂ (q..j). This equality
follows from (b -2) and the equality l
(2)
i,i′,q−1,j(s) = l
(2)
i,i′,q,j(s) = 1 for any s ∈ (q..j).
We apply downward induction on k = q . . . , i+ 1 to prove the equality
u
{i′}
i,k−1 g
(1)
q,j (S) + g
(2)
i,i′,q−1,j
(
[k..q] ∪ S) = g(2)i,i′,q,j([k..q] ∪ S)
Let ΦSk denote the difference of the left-hand side and the right-hand side in this
formula. The required formulas will follow from ΦSi+1 = 0.
At first, we consider the case k = q. By (b -2), (xi′ − xq)ΦSq equals
(xi′ − xq)u{i
′}
i,q−1g
(1)
q,j (S) + (id−σq+1i′,q )g(2)i,i′,q−1,j(S)− (id−σqi′,q)g(2)i,i′,q,j(S)
=(xi′ − xq)u{i
′}
i,q−1 g
(1)
q,j (S)− σq+1i′,q g(2)i,i′,q,j(S) + σqi′,q g(2)i,i′,q,j(S) =: ΨS.
We prove that ΨS = 0 by induction on |S|. By (a -1) and (a -2), Ψ∅ equals
(xi′ − xq)u{i
′}
i,q−1u
∅
q,j − σq+1i′,q u{i
′}
i,j + σ
q
i′,qu
{i′}
i,j
=(xi′ − xq)u{i
′}
i,q−1u
∅
q,j − σq+1i′,q
[
u
{i′}
i,q−1 · (xi′ − yq) · · · (xi′ − yj)
]
+ σqi′,q
[
u
{i′}
i,q−1 · (xi′ − yq) · · · (xi′ − yj)
]
=(xi′ − xq)u{i
′}
i,q−1u
∅
q,j − u{i
′}
i,q−1(xi′ − yq)u∅q,j + u{i
′}
i,q−1(xq − yq)u∅q,j
=u
{i′}
i,q−1u
∅
q,j
[
(xi′ − xq)− (xi′ − yq) + (xq − yq)
]
= 0.
Let S 6= ∅ and s := minS. Note that q + 1 6 s < j. By (b -1) and (b -2),
Lemma 3.1.2 and the inductive hypothesis, (xq − xs)ΨS equals
(xi′ − xq)u{i
′}
i,q−1(id−σs+1q,s )g(1)q,j (S)− σq+1i′,q
[
(xi′ − xs)g(2)i,i′,q,j(S)
]
+ σqi′,q
[
(xi′ − xs)g(2)i,i′,q,j(S)
]
=
(
id−σs+1q,s
)[
(xi′ − xq)u{i
′}
i,q−1 g
(1)
q,j
(
S \ {s})]
− σq+1i′,q
(
id−σs+1i′,s
)
g
(2)
i,i′,q,j
(
S \ {s})+ σqi′,q(id−σs+1i′,s ) g(2)i,i′,q,j(S \ {s})
=
(
id−σs+1q,s
)[
(xi′ − xq)u{i
′}
i,q−1 g
(1)
q,j
(
S \ {s})
− σq+1i′,q g(2)i,i′,q,j
(
S \ {s})+ σqi′,q g(2)i,i′,q,j(S \ {s})] = (id−σs+1q,s )ΨS\{s} = 0.
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Therefore ΨS = 0. Thus we have proved ΦSq = 0.
Now let i < k < q. By the inductive assumption, ΦSk+1 = 0. We set k0 :=
maxk{i, i′}. Note that σkk0,k acts identically on u
{i′}
i,k−1 by definition and on g
(1)
q,j (S)
by Lemma 3.2.2. On the other hand, σkk0,k(xk0 − yk) = xk − yk. Therefore, we get
(
id−σkk0,k
)[
u
{i′}
i,k g
(1)
q,j (S)
]
=
(
id−σkk0,k
)[
u
{i′}
i,k−1 (xk0 − yk) g(1)q,j (S)
]
= u
{i′}
i,k−1(xk0 − yk) g(1)q,j (S)− u{i
′}
i,k−1(xk − yk) g(1)q,j (S) = (xk0 − xk)u{i
′}
i,k−1 g
(1)
q,j (S).
By this formula and (b -2), (xk0 − xk)ΦSk equals
(xk0 − xk)u{i
′}
i,k−1 g
(1)
q,j (S) +
(
id−σkk0,k
)
g
(2)
i,i′,q−1,j
(
[k+1..q] ∪ S)
− (id−σkk0,k) g(2)i,i′,q,j([k+1..q] ∪ S)
=
(
id−σkk0,k
)[
u
{i′}
i,k g
(1)
q,j (S) + g
(2)
i,i′,q−1,j
(
[k+1..q] ∪ S)− g(2)i,i′,q,j([k+1..q] ∪ S)]
=
(
id−σki,k
)
ΦSk+1 = 0.
Therefore ΦSk = 0. This completes the inductive step. 
Lemma 3.4.5. Let i+ 1 < m < q 6 j and S ⊂ (m..j]. Then
(a) (xm − ym)g(2)m,m,q,j(S) + g(2)i,i,q,j
(
(i..m−1) ∪ {m} ∪ S)
+(xm−1 − xm) g(2)i,i,q,j
(
(i..m] ∪ S) = g(2)i,i,q,j((i..m) ∪ S);
(b) (xm − ym) g(2)m,m,q,j(S) + ✐if i+1<m−1 g(2)i,i+1,q,j
(
(i..m−1) ∪ {m} ∪ S)
+(xm−1 − xm) g(2)i,i+1,q,j
(
(i..m] ∪ S) = g(2)i,i+1,q,j((i..m) ∪ S);
(c) (xi − yi+1) g(2)m,m,q,j(S) = g(2)i,m,q,j
(
(i..m−1) ∪ {m} ∪ S);
(d) (xi − yi+1) g(2)m,m+1,q,j(S) = g(2)i,m+1,q,j
(
(i..m) ∪ S) if m+1 ∈ S;
(e) (xi − yi+1) g(2)m,k,q,j(S) + g(2)i,k,q,j
(
(i..m− 1) ∪ {m} ∪ S)
+(xm−1 − xm) g(2)i,k,q,j
(
(i..m] ∪ S) = g(2)i,k,q,j((i..m) ∪ S)
for all k = m+ 2, . . . , q.
Proof. (a), (b). Let i′ := i in case (a) and i′ := i + 1 in case (b). In both
cases, we have i′ < m. We prove the following equality by downward induction on
k = m− 1, . . . , i+ 1:
(xm − ym)u{i
′}
i,k−1 g
(2)
m,m,q,j(S) +
✐
if i+1<m−1 or i′=i g
(2)
i,i′,q,j
(
[k..m−1) ∪ {m} ∪ S)
+ (xm−1 − xm) g(2)i,i′,q,j
(
[k..m] ∪ S) = g(2)i,i′,q,j([k..m) ∪ S).
Let ΦSk denote the difference of the left-hand side and the right-hand side of this
formula. The assertions of parts (a) and (b) will follow from ΦSi+1 = 0.
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Case 1: m = i + 2 and i′ = i + 1. In this case, the only value of k we need to
consider is i+ 1. By (b -2), (xi − xi+1)ΦSi+1 equals
(xi − xi+1) (xi+2 − yi+2) g(2)i+2,i+2,q,j(S)
+ (xi+1 − xi+2) (id−σi+1i,i+1)g(2)i,i+1,q,j({i+2} ∪ S)− (id−σi+1i,i+1)g(2)i,i+1,q,j(S)
=(xi − xi+1) (xi+2 − yi+2) g(2)i+2,i+2,q,j(S)
+
(
id−σi+1i,i+1
)[
(xi+1 − xi+2) g(2)i,i+1,q,j
({i+2} ∪ S)]− (id−σi+1i,i+1)g(2)i,i+1,q,j(S)
=(xi − xi+1) (xi+2 − yi+2) g(2)i+2,i+2,q,j(S)
+
(
id−σi+1i,i+1
)(
id−σi+2i+1,i+2
)
g
(2)
i,i+1,q,j(S)−
(
id−σi+1i,i+1
)
g
(2)
i,i+1,q,j(S)
=(xi − xi+1) (xi+2 − yi+2) g(2)i+2,i+2,q,j(S)−
(
id−σi+1i,i+1
)
σi+2i+1,i+2 g
(2)
i,i+1,q,j(S) =: Ψ
S.
We prove by induction on |S| that ΨS = 0. By (a -2), Ψ∅ equals
(xi − xi+1) (xi+2 − yi+2) · (xi+2 − yi+3) · · · (xi+2 − yj)
− (id−σi+1i,i+1)σi+2i+1,i+2[(xi − yi+1) · (xi+1 − yi+2) · · · (xi+1 − yj)]
=(xi − xi+1) · (xi+2 − yi+2) · · · (xi+2 − yj)
− (id−σi+1i,i+1)[(xi − yi+1) · (xi+2 − yi+2) · · · (xi+2 − yj)]
=(xi − xi+1)(xi+2 − yi+2) · · · (xi+2 − yj)− (xi − yi+1)(xi+2 − yi+2) · · · (xi+2 − yj)
+ (xi+1 − yi+1)(xi+2 − yi+2) · · · (xi+2 − yj) = 0.
Let S 6= ∅ set s := minS. We have l(2)i+2,i+2,q,j(s) = l(2)i,i+1,q,j(s) =: h. By (b -2),
Lemmas 3.1.2 and 3.1.3 and the inductive hypothesis, (xi+2 − xs)ΨS equals
(xi − xi+1) (xi+2 − yi+2)
(
id−σs+hi+2,s
)
g
(2)
i+2,i+2,q,j(S \ {s})
− (id−σi+1i,i+1)σi+2i+1,i+2[(xi+1 − xs) g(2)i,i+1,q,j(S)]
=
(
id−σs+hi+2,s
)[
(xi − xi+1) (xi+2 − yi+2) g(2)i+2,i+2,q,j
(
S \ {s})]
− (id−σi+1i,i+1)σi+2i+1,i+2(id−σs+hi+1,s) g(2)i,i+1,q,j(S \ {s})
=
(
id−σs+hi+2,s
)[
(xi − xi+1) (xi+2 − yi+2) g(2)i+2,i+2,q,j
(
S \ {s})]
− (id−σs+hi+2,s)(id−σi+1i,i+1)σi+2i+1,i+2 g(2)i,i+1,q,j(S \ {s}) = (id−σs+hi+2,s)ΨS\{s} = 0.
We have proved that ΦSi+1 = 0 for any S as in this lemma. Thus we have
proved part (b) in the case m = i+ 2.
Case 2: m > i+2 or i′ = i. In this case i′ < m−1. By (b -2), (xi′−xm−1)ΦSm−1
equals
(xi′ − xm−1) (xm − ym)u{i
′}
i,m−2 g
(2)
m,m,q,j(S) + (xi′ − xm−1) g(2)i,i′,q,j
({m} ∪ S)
+ (xm−1 − xm)
(
id−σm−1i′,m−1
)
g
(2)
i,i′,q,j
({m} ∪ S)− (id−σm−1i′,m−1)g(2)i,i′,q,j(S)
=
[
(xi′ − xm−1) + (xm−1 − xm)
]
g
(2)
i,i′,q,j
({m} ∪ S)
− σm−1i′,m−1
[
(xi′ − xm) g(2)i,i′,q,j
({m} ∪ S)]
+ (xi′ − xm−1) (xm − ym)u{i
′}
i,m−2 g
(2)
m,m,q,j(S)−
(
id−σm−1i′,m−1
)
g
(2)
i,i′,q,j(S),
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=
(
id−σmi′,m
)
g
(2)
i,i′,q,j(S)− σm−1i′,m−1
(
id−σmi′,m
)
g
(2)
i,i′,q,j(S)
+ (xi′ − xm−1) (xm − ym)u{i
′}
i,m−2 g
(2)
m,m,q,j(S)−
(
id−σm−1i′,m−1
)
g
(2)
i,i′,q,j(S)
=(xi′ − xm−1) (xm − ym)u{i
′}
i,m−2 g
(2)
m,m,q,j(S)−
(
id−σm−1i′,m−1
)
σmi′,m g
(2)
i,i′,q,j(S) =: Ψ
S .
We prove by induction on |S| that ΨS = 0. If m > i+ 2 then by (a -2), Ψ∅ equals
(xi′ − xm−1)(xm − ym) · (xi − yi+1) · (xi′ − yi+2) · · · (xi′ − ym−2)
× (xm − ym+1) · · · (xm − yj)
− (id−σm−1i′,m−1)σmi′,m
[
(xi − yi+1) · (xi′ − yi+2) · · · (xi′ − yj)
]
=(xi′ − xm−1) (xi − yi+1) · (xi′ − yi+2) · · · (xi′ − ym−2) · (xm − ym) · · · (xm − yj)
−(id−σm−1i′,m−1)[(xi − yi+1)(xi′ − yi+2) · · · (xi′ − ym−1)(xm − ym) · · · (xm − yj)]
=(xi′ − xm−1) (xi − yi+1)(xi′ − yi+2) · · · (xi′ − ym−2)(xm − ym) · · · (xm − yj)
− (xi − yi+1)(xi′ − yi+2) · · · (xi′ − ym−1)(xm − ym) · · · (xm − yj)
+ (xi − yi+1)(xi′ − yi+2) · · · (xi′ − ym−2)(xm−1 − ym−1)(xm − ym) · · · (xm − yj),
which equals 0. If m = i+ 2 then i′ = i. By (a -2), Ψ∅ equals
(xi − xi+1) (xi+2 − yi+2) · (xi+2 − yi+3) · · · (xi+2 − yj)
− (id−σi+1i,i+1)σi+2i,i+2[(xi − yi+1) · · · (xi − yj)]
=(xi − xi+1) · (xi+2 − yi+2) · · · (xi+2 − yj)
− (id−σi+1i,i+1)[(xi − yi+1) · (xi+2 − yi+2) · · · (xi+2 − yj)]
=(xi − xi+1) · (xi+2 − yi+2) · · · (xi+2 − yj)
− (xi − yi+1) · (xi+2 − yi+2) · · · (xi+2 − yj)
+ (xi+1 − yi+1) · (xi+2 − yi+2) · · · (xi+2 − yj) = 0
Let S 6= ∅ and s := minS. We have s > m > i′ and thus l(2)m,m,q,j(s) = l(2)i,i′,q,j(s) =:
h. By (b -2), Lemmas 3.1.2 and 3.1.3 and the inductive hypothesis, (xm − xs)ΨS
equals
(xi′ − xm−1) (xm − ym)u{i
′}
i,m−2
(
id−σs+hm,s
)
g
(2)
m,m,q,j
(
S \ {s})
− (id−σm−1i′,m−1)σmi′,m[(xi′ − xs) g(2)i,i′,q,j(S)]
=
(
id−σs+hm,s
)[
(xi′ − xm−1) (xm − ym)u{i
′}
i,m−2 g
(2)
m,m,q,j
(
S \ {s})]
− (id−σm−1i′,m−1)σmi′,m(id−σs+hi′,s ) g(2)i,i′,q,j(S \ {s})
=
(
id−σs+hm,s
)[
(xm − ym) (xi′ − xm−1)u{i
′}
i,m−2 g
(2)
m,m,q,j
(
S \ {s})]
− (id−σs+hm,s )(id−σm−1i′,m−1)σmi′,m g(2)i,i′,q,j(S \ {s}) = (id−σs+hm,s )ΨS\{s} = 0.
Therefore ΦSm−1 = 0
Now suppose that i < k < m − 1 and we already proved ΦSk+1 = 0 for any
S ⊂ (m..j]. We set k0 := maxk{i, i′}. It is easy to see that σkk0,k acts identically on
u
{i′}
i,k−1, xm− ym and xm−1− xm. This operator also acts identically on g(2)m,m,q,j(S)
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by Lemma 3.2.2. On the other hand, σkk0,k(xk0 − yk) = xk − yk. Therefore,(
id−σkk0,k
)[
u
{i′}
i,k g
(2)
m,m,q,j(S)
]
=(xk0 − yk)u{i
′}
i,k−1 g
(2)
m,m,q,j(S)− (xk − yk)u{i
′}
i,k−1 g
(2)
m,m,q,j(S)
=(xk0 − xk)u{i
′}
i,k−1 g
(2)
m,m,q,j(S).
By (b -2), (xk0 − xk)ΦSk equals
(xm−ym)(xk0−xk)u{i
′}
i,k−1g
(2)
m,m,q,j(S) +
(
id−σkk0,k
)
g
(2)
i,i′,q,j
(
[k+1..m−1)∪{m}∪S)
+(xm−1 − xm)
(
id−σkk0,k
)
g
(2)
i,i′,q,j
(
[k+1..m]∪S)−(id−σkk0,k)g(2)i,i′,q,j([k+1..m)∪S)
=
(
id−σkk0,k
)[
(xm − ym)u{i
′}
i,k g
(2)
m,m,q,j(S) + (xm−1 − xm) g(2)i,i′,q,j
(
[k + 1..m] ∪ S)
+ g
(2)
i,i′,q,j
(
[k+1..m−1) ∪ {m} ∪ S)− (id−σkk0,k)g(2)i,i′,q,j([k + 1..m) ∪ S)]
=
(
id−σkk0,k
)
ΦSk+1 = 0.
Therefore ΦSk = 0. This completes the inductive step.
(c) We apply downward induction on k = m− 1, . . . , i+ 1 to prove
(xi − yi+1) · · · (xi − yk) g(2)m,m,q,j(S) = g(2)i,m,q,j
(
[k..m−1) ∪ {m} ∪ S)
Let ΦSk denote the difference of the left-hand side and the right-hand side of this
formula. The required equality will follow from ΦSi+1 = 0.
First, we consider the case k = m− 1. By (b -2), (xi − xm)ΦSm−1 equals
(xi − xm) · (xi − yi+1) · · · (xi − ym−1) · g(2)m,m,q,j(S)−
(
id−σmi,m
)
g
(2)
i,m,q,j(S) =: Ψ
S .
We prove by induction on |S| that ΨS = 0. By (a -2), Ψ∅ equals
(xi − xm) · (xi − yi+1) · · · (xi − ym−1) · (xm − ym+1) · · · (xm − yj)
−(id−σmi,m)[(xi − yi+1) · · · (xi − ym) · (xm − ym+1) · · · (xm − yj)]
= (xi − xm) · (xi − yi+1) · · · (xi − ym−1) · (xm − ym+1) · · · (xm − yj)
−(xi − yi+1) · · · (xi − ym) · (xm − ym+1) · · · (xm − yj)
+(xi − yi+1) · · · (xi − ym−1) · (xm − ym) · · · (xm − yj) = 0.
Let S 6= ∅ and s := minS. We have m < s and, therefore, l(2)m,m,q,j(s) =
l
(2)
i,m,q,j(s) =: h. By (b -2), Lemma 3.1.3 and the inductive hypothesis, (xm−xs)ΨS
equals
(xi − xm) · (xi − yi+1) · · · (xi − ym−1) ·
(
id−σs+hm,s
)
g
(2)
m,m,q,j
(
S \ {s})
− (id−σmi,m)[(xm − xs) g(2)i,m,q,j(S)]
=
(
id−σs+hm,s
)[
(xi − xm) · (xi − yi+1) · · · (xi − ym−1) · g(2)m,m,q,j
(
S \ {s})]
− (id−σmi,m)(id−σs+hm,s )g(2)i,m,q,j(S \ {s})
=
(
id−σs+hm,s
)[
(xi − xm) · (xi − yi+1) · · · (xi − ym−1) · g(2)m,m,q,j
(
S \ {s})
− (id−σmi,m)g(2)i,m,q,j(S \ {s})] = (id−σs+hm,s )ΨS\{s} = 0.
Therefore ΨS = 0.
3.4. POLYNOMIALS g
(2)
i,k,q,j
(S) 41
Now let i < k < m− 1. By the inductive assumption, ΦSk+1 = 0. By definition,
σk+1i,k acts identically on any polynomial xi − yt, where t = i+1, . . . , k, and also on
g
(2)
m,m,q,j(S) by Lemma 3.2.2. Therefore(
id−σk+1i,k
)[
(xi − yi+1) · · · (xi − yk+1) · g(2)m,m,q,j(S)
]
=(xi − yi+1) · · · (xi − yk+1) g(2)m,m,q,j(S)
− (xi − yi+1) · · · (xi − yk) · (xk − yk+1) · g(2)m,m,q,j(S)
=(xi − xk) · (xi − yi+1) · · · (xi − yk) · g(2)m,m,q,j(S).
Applying this formula and (b -2), we get that (xi − xk)ΦSk equals
(xi − xk) · (xi − yi+1) · · · (xi − yk) · g(2)m,m,q,j(S)
− (id−σk+1i,k )g(2)i,m,q,j([k+1..m−1) ∪ {m} ∪ S)
=
(
id−σk+1i,k
)[
(xi − yi+1) · · · (xi − yk+1) g(2)m,m,q,j(S)
− g(2)i,m,q,j
(
[k + 1..m−1) ∪ {m} ∪ S)] = (id−σk+1i,k )ΦSk+1 = 0.
So ΦSk = 0. This completes the inductive step.
(d) We have m+ 1 ∈ S. Set T := S \ {m+ 1}. We apply downward induction
on k = m, . . . , i+ 1 to prove the following equality:
(xi − yi+1) · · · (xi − yk) g(2)m,m+1,q,j({m+1} ∪ T ) = g(2)i,m+1,q,j([k..m) ∪ {m+1} ∪ T )
for any T ⊂ (m+1..j]. Let ΦTk denote the difference of the left-hand side and the
right-hand side of this formula.Part (d) will follow from ΦTi+1 = 0. By (b -2),
(xi − xm+1) (xm − xm+1)ΦTm
=(xi − xm+1) · (xi − yi+1) · · · (xi − ym) ·
(
id−σm+1m,m+1
)
g
(2)
m,m+1,q,j(T )
− (xm − xm+1)
(
id−σm+1i,m+1
)
g
(2)
i,m+1,q,j(T ) =: Ψ
T .
We prove by induction on |T | that ΨT = 0. By (a -2), Ψ∅ equals
(xi−xm+1) · (xi−yi+1) · · · (xi−ym)
× (id−σm+1m,m+1)[(xm−ym+1) · (xm+1−ym+2) · · · (xm+1−yj)]
− (xm − xm+1)
(
id−σm+1i,m+1
)[
(xi−yi+1) · · · (xi−ym+1)
× (xm+1−ym+2) · · · (xm+1 − yj)
]
=(xi − xm+1) · (xi − yi+1) · · · (xi − ym) · (xm−ym+1)
× (xm+1−ym+2) · · · (xm+1 − yj)
− (xi − xm+1) · (xi − yi+1) · · · (xi − ym) · (xm+1−ym+1)
× (xm+1−ym+2) · · · (xm+1 − yj)
− (xm − xm+1) · (xi − yi+1) · · · (xi − ym+1) · (xm+1−ym+2) · · · (xm+1 − yj)
+ (xm − xm+1) · (xi − yi+1) · · · (xi − ym) · (xm+1 − ym+1)
× (xm+1−ym+2) · · · (xm+1 − yj),
which equals 0.
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Now let T 6= ∅ and set t := min T . We have t > m + 1 and therefore
l
(2)
m,m+1,q,j(t) = l
(2)
i,m+1,q,j(t) =: h. By (b -2), Lemma 3.1.3, and the inductive hy-
pothesis, (xm+1 − xt)ΨT equals
(xi − xm+1) · (xi − yi+1) · · · (xi − ym) ·
(
id−σm+1m,m+1
)[
(xm+1 − xt) g(2)m,m+1,q,j(T )
]
− (xm − xm+1)
(
id−σm+1i,m+1
)[
(xm+1 − xt) g(2)i,m+1,q,j(T )
]
=(xi−xm+1) · (xi−yi+1) · · · (xi−ym)(id−σm+1m,m+1)(id−σt+hm+1,t)g(2)m,m+1,q,j(T \ {t})
− (xm − xm+1) ·
(
id−σm+1i,m+1
)(
id−σt+hm+1,t
)
g
(2)
i,m+1,q,j(T \ {t})
=
(
id−σt+hm+1,t
)
ΨT\{t} = 0.
So ΨT = 0, and we have proved ΦTm = 0 for any T ⊂ (m+1..j].
Now let i < k < m. By the inductive hypothesis, ΦTk+1 = 0 for any T ⊂
(m+1..j]. By definition, σk+1i,k acts identically on any polynomial xi − yr, where
r = i+1, . . . , k, and also on g
(2)
m,m+1,q,j
({m+1} ∪ T ) by Lemma 3.2.2. On the other
hand, σk+1i,k (xi − yk+1) = xk − yk+1. So
(
id−σk+1i,k
)[
(xi − yi+1) · · · (xi − yk+1) · g(2)m,m+1,q,j
({m+1} ∪ T )]
=(xi − yi+1) · · · (xi − yk+1) · g(2)m,m+1,q,j
({m+1} ∪ T )
− (xi − yi+1) · · · (xi − yk) · (xk − yk+1) g(2)m,m+1,q,j
({m+1} ∪ T )
=(xi − xk) · (xi − yi+1) · · · (xi − yk) · g(2)m,m+1,q,j
({m+1} ∪ T ).
Hence by (b -2), (xi − xk)ΦTk equals
(xi − xk) · (xi − yi+1) · · · (xi − yk) · g(2)m,m+1,q,j
({m+ 1} ∪ T )
− (id−σk+1i,k ) g(2)i,m+1,q,j([k + 1..m) ∪ {m+ 1} ∪ T )
=
(
id−σk+1i,k
)[
(xi − yi+1) · · · (xi − yk+1) · g(2)m,m+1,q,j
({m+ 1} ∪ T )
− g(2)i,m+1,q,j
(
[k + 1..m) ∪ {m+ 1} ∪ T )] = (id−σk+1i,k )ΦTk+1 = 0.
So ΦTk = 0. This completes the inductive step.
(e) We apply downward induction on r = m− 1, . . . , i+ 1 to prove
(xi − yi+1) · · · (xi − yr) · g(2)m,k,q,j(S) + g(2)i,k,q,j
(
[r..m− 1) ∪ {m} ∪ S)
+ (xm−1 − xm) g(2)i,k,q,j
(
[r..m] ∪ S) = g(2)i,k,q,j([r..m) ∪ S).
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Denote by ΦSr the difference of the left-hand side and the right-hand side of this
formula. Part (e) will follow from ΦSi+1 = 0. By (b -2), (xi − xm−1)ΦSm−1 equals
(xi − xm−1) · (xi − yi+1) · · · (xi − ym−1) · g(2)m,k,q,j(S)
+ (xi−xm−1) g(2)i,k,q,j
({m} ∪ S)+ (xm−1−xm) (id−σmi,m−1) g(2)i,k,q,j({m} ∪ S)
− (id−σmi,m−1) g(2)i,k,q,j(S)
=(xi−xm−1) · (xi−yi+1) · · · (xi−ym−1) · g(2)m,k,q,j(S)
+
[
(xi−xm−1) + (xm−1−xm)
]
g
(2)
i,k,q,j
({m} ∪ S)
− σmi,m−1
[
(xi − xm) g(2)i,k,q,j
({m} ∪ S)]− (id−σmi,m−1) g(2)i,k,q,j(S)
=(xi − xm−1) · (xi − yi+1) · · · (xi − ym−1) · g(2)m,k,q,j(S) +
(
id−σm+1i,m
)
g
(2)
i,k,q,j(S)
− σmi,m−1
(
id−σm+1i,m
)
g
(2)
i,k,q,j(S)−
(
id−σmi,m−1
)
g
(2)
i,k,q,j(S)
=(xi − xm−1)(xi − yi+1) · · · (xi − ym−1)g(2)m,k,q,j(S)− (id−σmi,m−1)σm+1i,m g(2)i,k,q,j(S).
We denote the last expression by ΨS and prove by induction on |S| that ΨS = 0.
By (a -2), Ψ∅ equals
(xi − xm−1) · (xi − yi+1) · · · (xi − ym−1) · (xm − ym+1) · · · (xm − yk)
× (xk − yk+1) · · · (xk − yj)
− (id−σmi,m−1)σm+1i,m [(xi − yi+1) · · · (xi − yk) · (xk − yk+1) · · · (xk − yj)]
=(xi−xm−1) · (xi−yi+1) · · · (xi−ym−1)
× (xm − ym+1) · · · (xm − yk) · (xk − yk+1) · · · (xk − yj)
− (id−σmi,m−1)[(xi − yi+1) · · · (xi − ym)
× (xm − ym+1) · · · (xm − yk) · (xk − yk+1) · · · (xk − yj)
]
=(xi−xm−1) · (xi−yi+1) · · · (xi−ym−1)
× (xm − ym+1) · · · (xm − yk) · (xk − yk+1) · · · (xk − yj)
− (xi − yi+1) · · · (xi − ym) · (xm − ym+1) · · · (xm − yk) · (xk − yk+1) · · · (xk − yj)
+ (xi − yi+1) · · · (xi − ym−1) · (xm−1 − ym) · (xm − ym+1) · · · (xm − yk)
× (xk − yk+1) · · · (xk − yj) = 0.
Now let S 6= ∅ and s := minS. Since s > m, we have l(2)m,k,q,j(s) = l(2)i,k,q,j(s) =:
h. Moreover, set s0 := maxs{i, k}, s′0 := maxs{m, k}. Take any polynomial g ∈ P.
If s > k then we have s0 = s
′
0 = k. Therefore, applying Lemma 3.1.3, we get
(
id−σmi,m−1
)
σm+1i,m
[
(xs0 − xs) g
]
=
(
id−σmi,m−1
)
σm+1i,m
[
(xk − xs) g
]
=(xk − xs)
(
id−σmi,m−1
)
σm+1i,m g = (xs′0 − xs)
(
id−σmi,m−1
)
σm+1i,m g,(
id−σmi,m−1
)
σm+1i,m σ
s+h
s0,s =
(
id−σmi,m−1
)
σm+1i,m σ
s+h
k,s
=σs+hk,s
(
id−σmi,m−1
)
σm+1i,m = σ
s+h
s′0,s
(
id−σmi,m−1
)
σm+1i,m .
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If s 6 k then s0 = i and s
′
0 = m. So, applying Lemmas 3.1.2 and 3.1.3, we get(
id−σmi,m−1
)
σm+1i,m
[
(xs0 − xs) g
]
=
(
id−σmi,m−1
)
σm+1i,m
[
(xi − xs) g
]
=
(
id−σmi,m−1
)[
(xm − xs)σm+1i,m g
]
=(xm − xs)
(
id−σmi,m−1
)
σm+1i,m g = (xs′0 − xs)
(
id−σmi,m−1
)
σm+1i,m g,(
id−σmi,m−1
)
σm+1i,m σ
s+h
s0,s =
(
id−σmi,m−1
)
σm+1i,m σ
s+h
i,s
=
(
id−σmi,m−1
)
σs+hm,s σ
m+1
i,m = σ
s+h
m,s
(
id−σmi,m−1
)
σm+1i,m = σ
s+h
s′0,s
(
id−σmi,m−1
)
σm+1i,m .
In either case, we have(
id−σmi,m−1
)
σm+1i,m
[
(xs0 − xs) g
]
= (xs′0 − xs)
(
id−σmi,m−1
)
σm+1i,m g,(
id−σmi,m−1
)
σm+1i,m σ
s+h
s0,s = σ
s+h
s′0,s
(
id−σmi,m−1
)
σm+1i,m .
By these formulas, (b -2) and the inductive hypothesis, (xs′0 − xs)ΨS equals
(xi−xm−1) · (xi−yi+1) · · · (xi−ym−1) ·
(
id−σs+hs′0,s
)
g
(2)
m,k,q,j
(
S \ {s})
− (id−σmi,m−1)σm+1i,m (id−σs+hs0,s )g(2)i,k,q,j(S \ {s}) = (id−σs+hs′0,s )ΨS\{s} = 0.
Hence ΨS = 0. We have proved ΦSm−1 = 0 for any S ⊂ (m..j].
Now let i < r < m − 1. By the inductive assumption, ΦSr+1 = 0 for any
S ⊂ (m..j]. By definition, σr+1i,r acts identically on any polynomial xi − yt, where
t = i + 1, . . . , r, on xm−1 − xm, and also on g(2)m,k,q,j(S) by Lemma 3.2.2. On the
other hand, we have σr+1i,r (xi − yr+1) = xr − yr+1. So we get(
id−σr+1i,r
)[
(xi − yi+1) · · · (xi − yr+1) · g(2)m,k,q,j(S)
]
=(xi − yi+1) · · · (xi − yr+1) g(2)m,k,q,j(S)
− (xi − yi+1) · · · (xi − yr) · (xr − yr+1) g(2)m,k,q,j(S)
=(xi − xr) · (xi − yi+1) · · · (xi − yr) · g(2)m,k,q,j(S).
Applying these formulas and relation (b -2), we get that (xi − xr)ΦSr equals
(xi − xr) · (xi − yi+1) · · · (xi − yr) g(2)m,k,q,j(S)
+
(
id−σr+1i,r
)
g
(2)
i,k,q,j
(
[r+1..m−1) ∪ {m} ∪ S)
+ (xm−1 − xm) ·
(
id−σr+1i,r
)
g
(2)
i,k,q,j
(
[r+1..m] ∪ S)
− (id−σr+1i,r ) g(2)i,k,q,j([r + 1..m) ∪ S)
=
(
id−σr+1i,r
)[
(xi − yi+1) · · · (xi − yr+1) · g(2)m,k,q,j(S)
+ g
(2)
i,k,q,j
(
[r+1..m−1) ∪ {m} ∪ S)+ (xm−1 − xm) g(2)i,k,q,j([r+1..m] ∪ S)
− g(2)i,k,q,j
(
[r+1..m) ∪ S)] = (id−σr+1i,r )ΦSr+1 = 0.
So ΦSr = 0. This completes the inductive step. 
CHAPTER 4
Raising coefficients
Let 1 6 i < j 6 n, ε ∈ {0, 1}, M be a signed (i..j]-set containing either ¯
or j and let δ : [i..j) → {0, 1} be a function. By the triangular decomposition
UZ(n) = U
−
Z
(n)U0
Z
(n)U+
Z
(n), there exists a unique P ε,δi,j (M) ∈ U0Z(n) such that
(4.1) Eδii · · ·Eδj−1j−1 Sεi,j(M) ≡ P ε,δi,j (M)
(
modI+[i..j)
)
.
We refer to P ε,δi,j (M) as a raising coefficient. The aim of this section is to calculate
P ε,δi,j (M) for all M as above with at most one odd element—this is all we need for
Chapters 6 and 7.
It turns out (see Lemmas 4.2.1 and 4.3.1 below) that the raising coefficients
can be expressed via polynomials g
(1)
i,j (S) and g
(2)
i,k,q,j(S) introduced in Sections 3.3
and 3.4. To do it, we need a ring homomorphism J K : P→ U0
Z
(n) such that
JxiK = Hi(Hi − 1), JyiK = (Hi + 1)Hi (1 ≤ i ≤ n),
(other variables will not appear, so for them J K can be defined in an arbitrary way).
Thus, for example, Jxi − xjK = C(i, j) and Jxi − yjK = B(i, j).
We denote by χzi the function : {i} → {z} on the one element set {i}. If f
and g are functions on disjoint sets S and T respectively, then f ∪ g denotes the
function on S ∪ T taking value f(x) at x ∈ S and value g(y) at y ∈ T .
4.1. Inductive formulas
Applying Lemma 2.2.4(iv),(ii), we get
Eδii · · ·Eδj−1j−1 Sεi,j({}) ≡ (−1)εδj−1Eδii · · ·Eδj−2j−2 Sε+δj−1i,j−1 ({j−1})
≡ Eδii · · ·Eδj−3j−3 Sε+δj−1+δj−2i,j−2 ({j−2}) ≡ · · · ≡ Eδii Sε+δj−1+···+δi+1i,i+1 ({i+1})
≡ Hε+δj−1+···+δii − (−1)δi(ε+δj−1+···+δi+1)Hε+δj−1+···+δii+1
(
modI+[i..j)
)
.
Thus:
(P-1) P ε,δi,j ({}) = Hε+
∑
δ
i − (−1)δi(ε+
∑
δ|(i..j))H
ε+
∑
δ
i+1 .
Applying Lemma 2.2.2(iv),(ii), we get
Eδii · · ·Eδj−1j−1 Sεi,j({j}) ≡ Eδii · · ·Eδj−2j−2 Sε+δj−1i,j−1 ({j−1})
≡ Eδii · · ·Eδj−3j−3 Sε+δj−1+δj−2i,j−2 ({j−2}) ≡ · · · ≡ Eδii Sε+δj−1+···+δi+1i,i+1 ({i+1})
≡ ✐if δi=ε+δj−1+···+δi+1B(i, i+ 1)
(
modI+[i..j)
)
.
Substituting δi + · · ·+ δj−1 for ε in the exponent of −1, we get
(P -2) P ε,δi,j ({j}) = ✐if ∑ δ=εB(i, i+ 1).
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Let minM = i+ 1 < j. Then by (S-3), we have modulo I+[i..j):
P ε,δi,j (M) ≡
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+γ
∑
δ|(i..j)Eδii S
γ
i,i+1
({
i+1
})
×Eδi+1i+1 · · ·Eδj−1j−1 S σi+1,j
(
M(i+1..j]
)
+
∑
γ+σ=ε
(−1)σ(1+‖M‖)P γ,δi,j
(
M \ {i+1})Hσi
≡
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+γ
∑
δ|(i..j)P
γ,δ|{i}
i,i+1
({
i+1
})
P
σ,δ|[i+1..j)
i+1,j
(
M(i+1..j]
)
+
∑
γ+σ=ε
(−1)σ(1+‖M‖)P γ,δi,j
(
M \ {i+1})Hσi .
Thus, if minM = i+ 1 < j, then we have
(P-3)
P ε,δi,j (M) =
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+γ
∑
δ|(i..j)P
γ,δ|{i}
i,i+1 ({i+1})
×P σ,δ|(i..j)i+1,j (M(i+1..j]) +
∑
γ+σ=ε
(−1)σ(1+‖M‖)P γ,δi,j
(
M \ {i+1})Hσi .
Let minM = i + 1 < j. By (S-4),(P-2), and Lemma 2.2.1, modulo I+[i..j), we
have
P ε,δi,j (M) ≡
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+γ(δi+2+···+δj−1)Eδii Eδi+1i+1 Sγi,i+1({i+1})
×Eδi+2i+2 · · ·Eδj−1j−1 Sσi+1,j(M(i+1..j]) + P ε,δi,j (M \ {i+1})C(i, i+1)
≡
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+γ
∑
δ|(i..j)Eδii S
γ
i,i+1({i+1})P
σ,δ|(i..j)
i+1,j (M(i+1..j])
+
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+γ
∑
δ|(i+1..j)Eδii
∑
ξ+τ=γ+δi+1
(−1)1+(δi+1+ξ)γSξi,i+1({i+1})
×E τi+1Eδi+2i+2 · · ·Eδj−1j−1 S σi+1,j(M(i+1..j]) + P ε,δi,j (M \ {i+1})C(i, i+1)
≡
∑
γ+σ=ε
(−1)γ(1+ε+‖M(i+1..j]‖)+γ
∑
δ|(i..j) ✐if δi=γB(i, i+ 1)P
σ,δ|(i..j)
i+1,j (M(i+1..j])
−
∑
ξ+τ+σ=ε+δi+1
(−1)(ξ+τ+δi+1)(1+ε+‖M(i+1..j]‖+
∑
δ|(i..j)+ξ)
×P ξ,δ|{i}i,i+1 ({i+1})P
σ,χτi+1∪δ|(i+1..j)
i+1,j (M(i+1..j]) + P
ε,δ
i,j (M \ {i+1})C(i, i+1).
Thus, if minM = i+ 1 < j, then we have
(P-4)
P ε,δi,j (M)=(−1)δi(1+ε+‖M(i+1..j]‖)+δi
∑
δ|(i..j)B(i,i+1)P
ε+δi,δ|(i..j)
i+1,j (M(i+1..j])
−
∑
ξ+τ+σ=ε+δi+1
(−1)(ξ+τ+δi+1)(1+ε+‖M(i+1..j]‖+
∑
δ|(i..j)+ξ)P
ξ,δ|{i}
i,i+1 ({i+1})
×P σ,χ
τ
i+1∪δ|(i+1..j)
i+1,j (M(i+1..j]) + P
ε,δ
i,j (M \ {i+1})C(i, i+1).
Let i+ 1 < minM = m¯ < j. Then by (S-5), we have modulo I+[i..j):
P ε,δi,j (M) ≡
∑
γ+σ=ε
(−1)γ(1+ε+‖M(m..j]‖)+γ
∑
δ|[m..j)Eδii · · ·Eδm−1m−1 S γi,m ({m¯})
×Eδmm · · ·Eδj−1j−1 S σm,j
(
M(m..j]
)
+ P ε,δi,j
(
Mm 7→m−1
)
.
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Thus, if i+ 1 < minM = m¯ < j, then we have
(P -5)
P ε,δi,j (M) =
∑
γ+σ=ε
(−1)γ(1+ε+‖M(m..j]‖
∑
δ|[m..j))P
γ,δ|[i..m)
i,m ({m¯})
×P σ,δ[m..j)m,j (M(m..j]) + P ε,δi,j (Mm 7→m−1).
Let i+ 1 < minM = m < j. By (S-6), we have modulo I+[i..j):
P ε,δi,j (M) ≡
∑
γ+σ=ε
(−1)γ(1+ε+‖M(m..j]‖)+γ(δm+1+···+δj−1)Eδii · · ·Eδmm S γi,m({m})
×Eδm+1m+1 · · ·Eδj−1j−1 Sσm,j(M(m..j]) + P ε,δi,j (Mm 7→m−1) + P ε,δi,j (M \ {m})C(m−1,m)
Moreover, by Lemma 2.2.1 and (P-2), the first sum is equal to∑
γ+σ=ε
(−1)γ(1+ε+‖M(m..j]‖)+γ
∑
δ|[m..j)Eδii · · ·Eδm−1m−1 S γi,m({m})
×Eδmm · · ·Eδj−1j−1 S σm,j(M(m..j]) +
∑
γ+σ=ε
(−1)γ(1+ε+‖M(m..j]‖)+γ
∑
δ|(m..j) Eδii · · ·Eδm−1m−1
×
∑
ξ+τ=γ+δm
(−1)1+(δm+ξ)γS ξi,m({m¯})EτmEδm+1m+1 · · ·Eδj−1j−1 S σm,j
(
M(m..j]
)
=
∑
γ+σ=ε
(−1)γ(1+ε+‖M(m..j]‖+
∑
δ|[m..j)) ✐if ∑ δ|[i..m)=γB(i, i+ 1)P
σ,δ|[m..j)
m,j (M(m..j])
−
∑
γ+σ=ε
(−1)γ(1+ε+‖M(m..j]‖+
∑
δ|[m..j))
∑
ξ+τ=γ+δm
(−1)ξγP ξ,δ|[i..m)i,m ({m¯})P
σ,χτm∪δ|(m..j)
m,j (M(m..j])
= (−1)
∑
δ|[i..m)(1+ε+‖M(m..j]‖+
∑
δ|[m..j))B(i, i+ 1)P
ε+
∑
δ|[i..m),δ|[m..j)
m,j (M(m..j])
−
∑
ξ+τ+σ=ε+δm
(−1)(ξ+τ+δm)(1+ε+‖M(m..j]‖+
∑
δ|[m..j)+ξ)P
ξ,δ|[i..m)
i,m ({m¯})P
σ,χτm∪δ|(m..j)
m,j (M(m..j]).
Thus, if i+ 1 < minM = m < j, then we have
(P-6)
P ε,δi,j (M) = (−1)
∑
δ|[i..m)(1+ε+‖M(m..j]‖+
∑
δ|[m..j))B(i, i+ 1)
×P ε+
∑
δ|[i..m),δ|[m..j)
m,j (M(m..j])
−
∑
ξ+τ+σ=ε+δm
(−1)(ξ+τ+δm)(1+ε+‖M(m..j]‖+
∑
δ|[m..j)+ξ)
×P ξ,δ|[i..m)i,m ({m¯})P
σ,χτm∪ δ|(m..j)
m,j (M(m..j])
+P ε,δi,j (Mm 7→m−1) + P
ε,δ
i,j (M \ {m})C(m−1,m).
4.2. The case of signed sets with only even elements
Lemma 4.2.1. If M consists of even elements then we have
P ε,δi,j (M) =
✐
if ε=
∑
δ
r
g
(1)
i,j
(
(i..j) \M)z .
Proof. Induction on htM . In the base case M = {j}, by Lemma 3.3.1, we
have r
g
(1)
i,j
(
(i..j) \M)z = rg(1)i,j ((i..j))z = Jxi − yi+1K = B(i, i+ 1).
To obtain the required result, it remains to apply (P-2).
Now suppose that M 6= {j}. Set m := minM . Then i < m < j.
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Case 1: m = i+ 1. By (P -4) and the inductive hypothesis, P ε,δi,j (M) equals
(−1)δi(1+ε+
∑
δ|(i..j))B(i, i+ 1) ✐if ε+δi=∑ δ|(i..j)
r
g
(1)
i+1,j
(
(i+1..j) \M(i+1..j]
)z
−
∑
ξ+τ+σ=ε+δi+1
(−1)(ξ+τ+δi+1)(1+ε+‖M(i+1..j]‖+
∑
δ|(i..j)+ξ)P
ξ,δ|{i}
i,i+1 ({i+1}) ✐if σ=∑χτi+1∪ δ|(i+1..j)
×
r
g
(1)
i+1,j
(
(i+1..j) \M(i+1..j]
)z
+ ✐if ε=∑ δ
r
g
(1)
i,j
(
(i..j) \ (M \ {i+1}))zC(i, i+1).
In the middle term, we can assume that ξ = ε +
∑
δ|(i..j) and sum over τ and σ
such that τ + σ =
∑
δ|(i+1..j). We get
✐
if ε=
∑
δ B(i, i+ 1)
r
g
(1)
i+1,j
(
(i+1..j) \M(i+1..j]
)z
−
∑
τ+σ=
∑
δ|(i+1..j)
(−1)ε+
∑
δ|(i+1..j)+τP
ε+
∑
δ|(i..j),δi
i,i+1
({
i+1
})r
g
(1)
i+1,j
(
(i+1..j) \M(i+1..j]
)z
+ ✐if ε=∑ δ
r
g
(1)
i,j
(
(i..j) \ (M \ {i+1}))zC(i, i+1).
The middle term is zero, and by Lemma 3.3.2 applied to S = (i+1..j) \M , we get
✐
if ε=
∑
δ
r
g
(1)
i,j ((i+1..j) \M)
z
= ✐if ε=∑ δ
r
g
(1)
i,j ((i..j) \M)
z
.
Case 2: m > i+ 1. By (P-6) and the inductive hypothesis, P ε,δi,j (M) equals
(−1)
∑
δ|[i..m)(1+ε)+
∑
δ|[i..m)
∑
δ|[m..j)B(i, i+ 1)
× ✐if ε+∑ δ|[i..m)=∑ δ|[m..j)
r
g
(1)
m,j
(
(m..j) \M(m..j]
)z
−
∑
ξ+τ+σ=ε+δm
(−1)(ξ+τ+δm)(1+ε+‖M(m..j]‖+
∑
δ|[m..j)+ξ)P
ξ,δ|[i..m)
i,m ({m¯})
× ✐if σ=∑χτm∪ δ|(m..j)
r
g
(1)
m,j
(
(m..j)\M(m..j]
)z
+ ✐if ε=∑ δ
r
g
(1)
i,j
(
(i..j) \Mm 7→m−1
)z
+ ✐if ε=∑ δ
r
g
(1)
i,j
(
(i..j) \ (M \ {m}))zC(m−1,m).
In the second summand, we can assume that ξ = ε+
∑
δ|[m..j) and sum over τ and
σ such that τ + σ =
∑
δ|(m..j). We get
P ε,δi,j (M) =
✐
if ε=
∑
δB(i, i+ 1)
r
g
(1)
m,j
(
(m..j) \M(m..j]
)z
−
∑
τ+σ=
∑
δ|(m..j)
(−1)ε+
∑
δ|(m..j)+τP
ε+
∑
δ|[m..j),δ|[i..m)
i,m ({m¯})
r
g
(1)
m,j
(
(m..j)\M(m..j]
)z
+ ✐if ε=∑ δ
(r
g
(1)
i,j
(
(i..j) \Mm 7→m−1
)z
+
r
g
(1)
i,j
(
(i..j) \ (M \ {m}))zC(m−1,m)).
The second term is again zero as in the previous case. Thus by Lemma 3.3.3 applied
to S = (m..j) \M ,
P ε,δi,j (M) =
✐
if ε=
∑
δ
r
(xi − yi+1) g(1)m,j
(
(m..j) \M)
+g
(1)
i,j
(
(i..m− 1)∪{m}∪((m..j) \M))+ (xm−1 − xm) g(1)i,j ((i..m] ∪ ((m..j) \M))z
= ✐if ε=∑ δ
r
g
(1)
i,j ((i..m) ∪ ((m..j) \M))
z
= ✐if ε=∑ δ
r
g
(1)
i,j ((i..j) \M))
z
,
as required. 
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4.3. The case of signed sets with one odd element
Lemma 4.3.1. If q¯ ∈M is the only odd element of M , then setting X(i, q,M) :=
{k ∈ [i..q] \M | k−1 ∈M ∪ {i−1, i}}, we have
P ε,δi,j (M) =
∑
k∈X(i,q,M)
(−1) ❣if k>i+(1+ε+
∑
δ)
∑
δ|[i..k)
r
g
(2)
i,k,q,j
(
(i..j] \M)zHε+∑ δk .
Before we prove this lemma, we establish the following auxiliary fact.
Proposition 4.3.2. Let N be a signed (m..j]-set, containing either j or ¯, and all
of whose elements are even except q¯. Let ε, ξ ∈ {0, 1} and δ : [m..j) → {0, 1} be a
function. Suppose that Lemma 4.3.1 holds for P ε
′,δ′
m,j (N) for all ε
′ and δ′. Then:∑
τ+σ=ε+δm+ξ
(−1)(ξ+τ+δm)(ε+
∑
δ|[m..j)+ξ)P
σ,χτm∪ δ|(m..j)
m,j (N)
= 2 ✐if ξ=ε+∑ δ|[m..j)
r
g
(2)
m,m,q,j
(
(m..j] \N)zHm.
Proof. We substitute for P
σ,χτm∪ δ|(m..j)
m,j (N) in the left hand side its expression
given by Lemma 4.3.1. This expression is a sum over k ∈ X(m, q,N). If k > m we
get the following contribution:∑
τ+σ=ε+δm+ξ
(−1)(ξ+τ+δm)(ε+
∑
δ|[m..j)+ξ)+1+(1+σ+
∑
χτm∪ δ|(m..j))(
∑
(χτm∪ δ|(m..j))|[m..k))
×
r
g
(2)
m,k,q,j
(
(m..j] \N)zHσ+∑χτm∪ δ|(m..j)k
=
∑
τ+σ=ε+δm+ξ
(−1)(ξ+τ+δm)(ε+
∑
δ|[m..j)+ξ)+1+(1+σ+τ+
∑
δ|(m..j))(τ+
∑
δ|(m..k))
×
r
g
(2)
m,k,q,j
(
(m..j] \N)zHσ+τ+∑ δ|(m..j)k
=
∑
τ+σ=ε+δm+ξ
(−1)(ξ+τ+δm)(ε+
∑
δ|[m..j)+ξ)+1+(1+ε+ξ+
∑
δ|[m..j))(τ+
∑
δ|(m..k))
×
r
g
(2)
m,k,q,j
(
(m..j] \N)zHε+ξ+∑ δ|[m..j)k .
It is elementary to check that this sum equals zero.
If k = m, we get the following contribution:∑
τ+σ=ε+δm+ξ
(−1)(ξ+τ+δm)(ε+
∑
δ|[m..j)+ξ)
r
g
(2)
m,m,q,j
(
(m..j] \N)zHε+ξ+∑ δ|[m..j)m
= 2 ✐if ∑ δ|[m..j)+ε+ξ=0
r
g
(2)
m,m,q,j
(
(m..j] \N)zHm.

Proof of Lemma 4.3.1. We apply induction on htM .
Case 1: M = {¯}. Then q = j, and the required result comes from Lemma 3.4.1
and (P-1).
Case 2: q = i + 1 < j. In this case j ∈ M . By (P-3), (P-1) and Lem-
mas 4.2.1, 3.4.2 for S = (i+1..j) \M , we get that P ε,δi,j (M) equals∑
γ+σ=ε
(−1)γ(1+ε+
∑
δ|(i..j))P
γ,δ|{i}
i,i+1 ({i+1}) ✐if σ=∑ δ|[i+1..j)
r
g
(1)
i+1,j
(
(i+1..j)\M(i+1..j]
)z
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+
∑
γ+σ=ε
✐
if γ=
∑
δ
r
g
(1)
i,j
(
(i..j) \ (M \ {i+1}))zHσi
= (−1)(ε+
∑
δ|(i..j))(1+ε+
∑
δ|(i..j))P
ε+
∑
δ|(i..j) ,δ|{i}
i,i+1
({
i+1
})r
g
(1)
i+1,j
(
(i+1..j) \M)z
+
r
g
(1)
i,j
(
(i..j) \M
)z
H
ε+
∑
δ
i
=
(
H
ε+
∑
δ
i − (−1)δi(ε+
∑
δ|(i..j))H
ε+
∑
δ
i+1
)r
g
(1)
i+1,j
(
(i+1..j) \M)z
+
r
g
(1)
i,j
(
{i+ 1} ∪ ((i+ 1..j) \M))zHε+∑ δi
=
r
g
(1)
i+1,j
(
(i+1..j) \M)+ g(1)i,j ({i+1} ∪ ((i+1..j) \M))zHε+∑ δi
−(−1)δi(ε+
∑
δ|(i..j))
r
g
(1)
i+1,j
(
(i+1..j) \M)zHε+∑ δi+1
=
r
g
(2)
i,i,i+1,j
(
{i+1} ∪ ((i+1..j) \M)zHε+∑ δi
+(−1)1+δi(1+ε+
∑
δ)
r
g
(2)
i,i+1,i+1,j
(
{i+1} ∪ ((i+1..j) \M))zHε+∑ δi+1
=
r
g
(2)
i,i,i+1,j((i..j] \M)
z
H
ε+
∑
δ
i +(−1)1+δi(1+ε+
∑
δ)
r
g
(2)
i,i+1,i+1,j((i..j] \M)
z
H
ε+
∑
δ
i+1 .
Case 3: i+ 1 = minM < j. In this case q > i+ 1. By (P-4), we have
P ε,δi,j (M) = (−1)δiε+δi
∑
δ|(i..j)B(i, i+ 1)P
ε+δi,δ|(i..j)
i+1,j (M(i+1..j])
−
∑
ξ∈{0,1}
P
ξ,δ|{i}
i,i+1 ({i+1})
∑
τ+σ=ε+δi+1+ξ
(−1)(ξ+τ+δi+1)(ε+
∑
δ|(i..j)+ξ)P
σ,χτi+1∪δ|(i+1..j)
i+1,j (M(i+1..j])
+P ε,δi,j (M(i+1..j])C(i, i+1).
By Proposition 4.3.2 with m = i+ 1 and (P-1), the second summand equals
−2P ε+
∑
δ|[i+1..j),δi
i,i+1
({
i+1
})r
g
(2)
i+1,i+1,q,j
(
(i+ 1..j] \M(i+1..j]
)z
Hi+1
=−2(Hε+∑ δi −(−1)(ε+∑ δ|[i+1..j))δiHε+∑ δi+1 )rg(2)i+1,i+1,q,j((i + 1..j]\M(i+1..j])zHi+1.
Now, using the inductive hypothesis, we gather the “coefficients” of H
ε+
∑
δ
i ,
H
ε+
∑
δ
i+1 , H
ε+
∑
δ
i+2 and H
ε+
∑
δ
k for k > i+ 2.
The coefficient of H
ε+
∑
δ
i is
−2Hi+1
r
g
(2)
i+1,i+1,q,j
(
(i+1..j]\M(i+1..j]
)z
+
r
g
(2)
i,i,q,j
(
(i..j]\M(i+1..j]
)z
C(i, i+1)
=
r
(xi+1 − yi+1)g(2)i+1,i+1,q,j((i+1..j]\M)
+(xi − xi+1)g(2)i,i,q,j({i+1} ∪ ((i+1..j]\M))
z
=
r
g
(2)
i,i,q,j
(
(i+1..j]\M)z,
where the last equality comes from Lemma 3.4.3(a) with S = (i+1..j] \M .
Using Lemma 3.4.3(b) in the last equality below, we see that the coefficient of
H
ε+
∑
δ
i+1 is:
(−1)δiε+δi
∑
δ|(i..j)
(
B(i, i+ 1)
r
g
(2)
i+1,i+1,q,j
(
(i+1..j] \M(i+1..j]
)z
+2Hi+1
r
g
(2)
i+1,i+1,q,j
(
(i+1..j] \M(i+1..j]
)z− C(i, i+1)rg(2)i,i+1,q,j((i..j] \M(i+1..j])z)
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= (−1)δi(ε+
∑
δ|(i..j))C(i, i+1)
×
r
g
(2)
i+1,i+1,q,j((i+1..j]\M)− g(2)i,i+1,q,j({i+1}∪ ((i+1..j]\M))
z
= 0.
Using Lemma 3.4.3(c), we see that the coefficient of H
ε+
∑
δ
i+2 is:
✐
if i+2/∈M (−1)δiε+δi
∑
δ|(i..j)+1+(1+ε+
∑
δ)δi+1
r
(xi − yi+1)g(2)i+1,i+2,q,j
(
(i+1..j] \M)z
= ✐if i+2/∈M (−1)1+(1+ε+
∑
δ)(δi+δi+1)
r
g
(2)
i,i+2,q,j
(
(i+1..j]\M)z.
Finally, using Lemma 3.4.3(d), we see that the coefficient of H
ε+
∑
δ
k (where
k > i+ 2) is:∑
k ∈ (i+2..q]\M
k−1 ∈ M
(−1)δi(ε+
∑
δ|(i..j))+1+(1+ε+
∑
δ)
∑
δ|(i..k)
r
(xi−yi+1) g(2)i+1,k,q,j
(
(i+1..j]\M)z
+
∑
k ∈ (i+2..q] \M
k−1 ∈ M
(−1)1+(1+ε+
∑
δ)
∑
δ|[i..k)
r
(xi − xi+1)g(2)i,k,q,j
(
{i+1} ∪ ((i+1..j] \M))z
=
∑
k ∈ (i+2..q] \M
k−1 ∈ M
(−1)1+(1+ε+
∑
δ)
∑
δ|[i..k)
×
r
(xi−yi+1) g(2)i+1,k,q,j
(
(i+1..j] \M)+ (xi−xi+1) g(2)i,k,q,j({i+1} ∪ ((i+1..j] \M))z
=
∑
k ∈ (i+2..q] \M
k−1 ∈ M
(−1)1+(1+ε+
∑
δ)
∑
δ|[i..k)
r
g
(2)
i,k,q,j
(
(i+1..j] \M)z.
Summarizing, we have
P ε,δi,j (M) =
r
g
(2)
i,i,q,j
(
(i+1..j]\M)zHε+∑ δi
+ ✐if i+2/∈M (−1)1+(1+ε+
∑
δ)(δi+δi+1)
r
g
(2)
i,i+2,q,j
(
(i+1..j]\M)zHε+∑ δi+2
+
∑
k ∈ (i+2..q] \M
k−1 ∈ M
(−1)1+(1+ε+
∑
δ)
∑
δ|[i..k)
r
g
(2)
i,k,q,j
(
(i+1..j] \M)zHε+∑ δk .
As (i+1..j] \M = (i..j] \M , we get the required result.
Case 4: i + 1 < q¯ = minM < j. In this case j ∈ M . By (P -5), Lemma 4.2.1
and the inductive hypothesis, we get
P ε,δi,j (M) =
∑
γ+σ=ε
(−1)γ(1+ε+
∑
δ|[q..j))P
γ,δ|[i..q)
i,q ({q¯}) ✐if σ=∑ δ[q..j)
r
g
(1)
q,j
(
(q..j) \M(q..j]
)z
+
∑
k ∈ [i..q−1] \M
q¯ 7→q−1
k−1 ∈ M
q¯ 7→q−1
∪ {i−1, i}
(−1) ❣if k>i·1+(1+ε+
∑
δ)
∑
δ|[i..k)
r
g
(2)
i,k,q−1,j
(
(i..j] \Mq¯ 7→q−1
)z
H
ε+
∑
δ
k .
In the last sum, the summation parameter k can take only two values i and i+ 1,
as k−1 ∈ Mq¯ 7→q−1 ∪ {i−1, i} holds only for these values. Hence, by Lemma 3.4.4
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applied for S = (q..j] \M and (P-1), P ε,δi,j (M) equals
(−1)(ε+
∑
δ|[q..j))(1+ε+
∑
δ|[q..j))P
ε+
∑
δ[q..j) ,δ|[i..q)
i,q ({q¯})
r
g
(1)
q,j
(
(q..j) \M(q..j]
)z
+
r
g
(2)
i,i,q−1,j
(
(i..j] \Mq¯ 7→q−1
)z
H
ε+
∑
δ
i
+(−1)1+(1+ε+
∑
δ)δi
r
g
(2)
i,i+1,q−1,j
(
(i..j] \Mq¯ 7→q−1
)z
H
ε+
∑
δ
i+1
=
(
H
ε+
∑
δ
i − (−1)δi(ε+
∑
δ|(i..j))H
ε+
∑
δ
i+1
)r
g
(1)
q,j
(
(q..j) \M)z
+
r
g
(2)
i,i,q−1,j
(
(i..j]\M)zHε+∑ δi +(−1)1+(1+ε+∑ δ)δirg(2)i,i+1,q−1,j((i..j]\M)zHε+∑ δi+1
=
r
g
(1)
q,j
(
(q..j) \M)+ g(2)i,i,q−1,j((i..j) \M)zHε+∑ δi
+(−1)1+(1+ε+
∑
δ)δi
r
g
(1)
q,j
(
(q..j) \M)+ g(2)i,i+1,q−1,j((i..j) \M)zHε+∑ δi+1
=
r
g
(2)
i,i,q,j
(
(i..j] \M)zHε+∑ δi + (−1)1+(1+ε+∑ δ)δi rg(2)i,i+1,q,j((i..j] \M)zHε+∑ δi+1 .
Case 5: i+1 < minM < q 6 j. We set m := minM . By (P-6) and (P-1), we
get
P ε,δi,j (M) = (−1)
∑
δ|[i..m)(ε+
∑
δ|[m..j))B(i, i+ 1)P
ε+
∑
δ|[i..m),δ|[m..j)
m,j
(
M(m..j]
)
−
∑
ξ∈{0,1}
P
ξ,δ|[i..m)
i,m ({m¯})
∑
τ+σ=ε+δm+ξ
(−1)(ξ+τ+δm)(ε+
∑
δ|[m..j)+ξ)P
σ,χτm∪ δ|(m..j)
m,j
(
M(m..j]
)
+P ε,δi,j (Mm 7→m−1) + P
ε,δ
i,j (M \ {m})C(m−1,m)
By Proposition 4.3.2, the middle summand equals
−2P ε+
∑
δ|[m..j),δ|[i..m)
i,m ({m¯})
r
g
(2)
m,m,q,j
(
(m..j] \M(m..j]
)z
Hm
= −2
(
H
ε+
∑
δ
i − (−1)δi(ε+
∑
δ|(i..j))H
ε+
∑
δ
i+1
)r
g
(2)
m,m,q,j
(
(m..j] \M(m..j]
)z
Hm
= −2
(
H
ε+
∑
δ
i − (−1)δi(ε+
∑
δ|(i..j))H
ε+
∑
δ
i+1
)r
g
(2)
m,m,q,j
(
(m..j] \M(m..j]
)z
Hm.
Now, using the inductive hypothesis, we gather the “coefficients” of H
ε+
∑
δ
i ,
H
ε+
∑
δ
i+1 , H
ε+
∑
δ
m , H
ε+
∑
δ
m+1 and H
ε+
∑
δ
k for k > m+ 1.
The coefficient of H
ε+
∑
δ
i is
P ε,δi,j (M) = −2Hm
r
g
(2)
m,m,q,j
(
(m..j] \M(m..j]
)z
+
r
g
(2)
i,i,q,j
(
(i..j] \Mm 7→m−1
)z
+C(m−1,m)
r
g
(2)
i,i,q,j
(
(i..j] \ (M \ {m}))z
=
r
(xm − ym) g(2)m,m,q,j
(
(m..j] \M)+ g(2)i,i,q,j((i..m−1) ∪ {m} ∪ ((m..j] \M))
+(xm−1 − xm) g(2)i,i,q,j
(
(i..m] ∪ ((m..j] \M))z = rg(2)i,i,q,j((i..m) ∪ ((m..j] \M))z,
where the last equality comes from Lemma 3.4.5(a).
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Using Lemma 3.4.5(b) in the last equality below, we see that the coefficient of
H
ε+
∑
δ
i+1 is:
(−1)1+(1+ε+
∑
δ)δi
(
−2Hm
r
g
(2)
m,m,q,j
(
(m..j]\M(m..j]
)z
+ ✐if i+1<m−1
r
g
(2)
i,i+1,q,j
(
(i..j]\Mm 7→m−1
)z
+C(m−1,m)
r
g
(2)
i,i+1,q,j
(
(i..j] \ (M \ {m}))z)
= (−1)1+(1+ε+
∑
δ)δi
r
(xm − ym) g(2)m,m,q,j
(
(m..j]\M)
+ ✐if i+1<m−1g(2)i,i+1,q,j
(
(i..m−1) ∪ {m} ∪ ((m..j]\M))
+(xm−1 − xm) g(2)i,i+1,q,j
(
(i..m] ∪ ((m..j] \M))z
= (−1)1+(1+ε+
∑
δ)δi
r
g
(2)
i,i+1,q,j
(
(i..m) ∪ ((m..j] \M))z .
Using Lemma 3.4.5(c) in the last equality below, we see that the coefficient of
H
ε+
∑
δ
m is:
(−1)
∑
δ|[i..m)ε+
∑
δ|[i..m)
∑
δ|[m..j)B(i, i+ 1)
r
g
(2)
m,m,q,j
(
(m..j] \M(m..j]
)z
+(−1)1+(1+ε+
∑
δ)
∑
δ|[i..m)
r
g
(2)
i,m,q,j
(
(i..j] \Mm 7→m−1
)z
= (−1)1+(1+ε+
∑
δ)
∑
δ|[i..m)
r
−(xi − yi+1) g(2)m,m,q,j
(
(m..j] \M)
+g
(2)
i,m,q,j
(
(i..m−1) ∪ {m} ∪ ((m..j]\M))z = 0.
Using Lemma 3.4.5(d) in the last equality below, we see that the coefficient of
H
ε+
∑
δ
m+1 is:
✐
if m+1/∈M (−1)
∑
δ|[i..m)ε+
∑
δ|[i..m)
∑
δ|[m..j)+1+(1+ε+
∑
δ)δmB(i, i+ 1)
×
r
g
(2)
m,m+1,q,j((m..j] \M(m..j])
z
= ✐if m+1/∈M (−1)1+(1+ε+
∑
δ)
∑
δ|[i..m]
r
(xi − yi+1) g(2)m,m+1,q,j((m..j] \M)
z
= ✐if m+1/∈M (−1)1+(1+ε+
∑
δ)
∑
δ|[i..m+1)
r
g
(2)
m,m+1,q,j
(
(i..m) ∪ ((m..j] \M))z .
By Lemma 3.4.5(e), we see that for k > m+ 1, the coefficient of H
ε+
∑
δ
k is:
(−1)
∑
δ|[i..m)ε+
∑
δ|[i..m)
∑
δ|[m..j) B(i, i+ 1)
×
∑
k ∈ (m+1..q] \M(m..j]
k−1 ∈ M(m..j] ∪ {m−1, m}
(−1)1+(1+ε+
∑
δ)
∑
δ|[m..k)
r
g
(2)
m,k,q,j
(
(m..j]\M(m..j]
)z
+
∑
k ∈ (m+1..q] \Mm 7→m−1
k−1 ∈ Mm 7→m−1 ∪ {i−1, i}
(−1)1+(1+ε+
∑
δ)
∑
δ|[i..k)
r
g
(2)
i,k,q,j
(
(i..j] \Mm 7→m−1
)z
+C(m− 1,m)
∑
k ∈ (m+1..q] \
(
M \ {m}
)
k−1 ∈
(
M \ {m}
)
∪ {i−1, i}
(−1)1+(1+ε+
∑
δ)
∑
δ|[i..k)
r
g
(2)
i,k,q,j
(
(i..j] \ (M \ {m}))z
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=
∑
k ∈ (m+1..q] \M
k−1 ∈ M
(−1)1+(1+ε+
∑
δ)
∑
δ|[i..k)
×
r
(xi − yi+1) g(2)m,k,q,j
(
(m..j]\M)+ g(2)i,k,q,j((i..m−1) ∪ {m} ∪ ((m..j] \M))
+(xm−1 − xm) g(2)i,k,q,j
(
(i..m] ∪ ((m..j] \M))z
=
∑
k ∈ (m+1..q] \M
k−1 ∈ M
(−1)1+(1+ε+
∑
δ)
∑
δ|[i..k)
r
g
(2)
i,k,q,j
(
(i..m) ∪ ((m..j] \M))z.
Note that (i..m)∪ ((m..j] \M) = (i..j] \M , since m ∈M . Hence and from the
above formulas we get
P ε,δi,j (M) =
r
g
(2)
i,i,q,j
(
(i..j] \M)zHε+∑ δi
+(−1)1+(1+ε+
∑
δ)δi
r
g
(2)
i,i+1,q,j
(
(i..j] \M)zHε+∑ δi+1
+ ✐if m+1/∈M (−1)1+(1+ε+
∑
δ)
∑
δ|[i..m+1)
r
g
(2)
i,m+1,q,j
(
(i..j] \M)zHε+∑ δm+1
+
∑
k ∈ (m+1..q] \M
k−1 ∈ M
(−1)1+(1+ε+
∑
δ)
∑
δ|[i..k)
r
g
(2)
i,k,q,j
(
(i..j] \M)zHε+∑ δk ,
which is exactly the required formula. 
CHAPTER 5
Combinatorics of signature sequences
5.1. Marked signature sequences
A signature sequence is a finite sequence with entries + or −. A marked signa-
ture sequence is a finite sequence with entries of the form +i or −i with i ∈ Z. We
refer to “+i” as a “+” marked with i and similarly for −. Here is an example of
a marked signature sequence: +1−2. When convenient, we will ignore marks and
consider a marked signature sequence as just a signature sequence. Given several
marked signature sequences w1, . . . , wn we denote by w1 . . . wn the marked signa-
ture sequence obtained by the concatenation of w1, . . . , wn. We denote the empty
sequence by ∅.
Our signature sequences will usually arise from the following set up. Let I be a
finite subset of Z and u be a map from I to the set of signature sequences (usually
each ui will be a one-element or a two-element sequence). If J = {j1 < · · · < jm}
is a subset of I, we denote by
∏
i∈J ui the marked signature sequence uj1 · · ·ujm ,
where we mark the entries of each uk with k. We will also abbreviate
∏
u =
∏
i∈I ui.
Let u be a marked signature sequence. The reduction of u, denoted [u], is the
marked signature sequence obtained from u by successively erasing all subsequences
−+ (whatever the marks are). We point out that this definition is different from
the one used in the Introduction (where we were erasing +−’s instead). The reason
for this discrepancy is that in the Introduction it was convenient to read off the
signature sequence of a partition (λ1, λ2, . . . ) going from bottom left to top right,
while in the main body of the paper we are going to read off the signature sequence
of a weight (λ1, . . . , λn) starting with λ1 and continuing onto λn.
We will use the well-known fact that the reduction is well defined, that is, it is
independent of the order in which one erases subsequences −+:
Proposition 5.1.1. The reduction of any marked signature sequence is well de-
fined.
Corollary 5.1.2. For arbitrary marked signature sequences u, v, we have [uv] =[
[u]v
]
=
[
u[v]
]
=
[
[u][v]
]
.
It is also clear that the reduction [u] is always a sequence of +’s (possibly
empty) followed by a sequence of −’s (possibly empty):
Proposition 5.1.3. If u contains a symbols + and b symbols − (with whatever
marks), then [u] = +s−r (with some marks), where s− r = a− b.
Corollary 5.1.4. Let I be a finite subset of Z and u : I → {∅,−−,+−,++} with[∏
u
]
= +s−r. Then s− r ≡ 0 (mod 2).
Definition 5.1.5. Let I be a finite subset of Z. A flow on I is a set of pairs
Γ = {(a1, b1), . . . , (aN , bN)} satisfying the conditions (1)-(3) below:
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(1) a1, b1, . . . , aN , bN belong to I;
(2) a1, . . . , aN are all distinct and b1, . . . , bN are also all distinct;
(3) ak < bk for any k = 1, . . . , N .
If, instead, Γ satisfies (1), (2) and (3′) below, then we call it a weak flow.
(3′) ak 6 bk for any k = 1, . . . , N ,
By a graph we mean a set Γ of pairs of integers, called the edges of Γ. If
E = (s, t) is an edge, then s is its source and t is its target. We also say that E
begins at s and ends at t. All of this applies to flows which are examples of graphs.
Definition 5.1.6. Let u be a map from I to the set of signature sequences. A
weak flow Γ on I is coherent with u if the following conditions (4) and (5) hold:
(4) if an edge of Γ begins at a, then ua contains −;
(5) if an edge of Γ ends at b, then ub contains +.
Moreover, Γ is fully coherent with u if, in addition to (4) and (5), the following
condition (6) holds:
(6) for any b ∈ I such that ub contains +, there exists an edge of Γ ending at b.
Finally, an element c ∈ I is a bud of Γ with respect to u if:
(7) no edge of Γ begins at c;
(8) uc contains −.
From now on until the end of the section I is a finite subset of Z.
Lemma 5.1.7. Let u : I → {∅,−,+} be such that [∏u] = −m. Then there exists
a flow on I fully coherent with u and having exactly m buds with respect to u.
Proof. By assumption, ∅’s and pairs −+ can be ‘erased’ from ∏u so that
the sequence −m is left. Let the ith pair we have ‘erased’ be −ai+bi . Then
{(a1, b1), . . . , (aN , bN )} is the desired flow. 
Lemma 5.1.8. Let u : I → {∅,−,+} be such that [∏ u] contains at least one +.
Then there exist a beginning J of I such that
[∏
i∈J ui
]
= + and a flow Γ on J
coherent but not fully coherent with u|J and having no buds on J .
Proof. Induction on |I|. If |I| = 1 then u takes value + at the only point of
I, and we can set J := I, Γ := ∅. Let |I| > 1. Set e := max I, E := I \ {e}, and
write
[∏
i∈E ui
]
= +s−r. By Corollary 5.1.2,
(5.1) −m = [∏ u] = [[∏i∈E ui]ue] = [(+s−r)ue].
If s > 0, we can apply the inductive hypothesis to the restriction u|E to obtain a
suitable beginning J of E and a suitable flow Γ on J . Let s = 0. As
[∏
u
]
contains
a ‘+’, we must have r = 0 and ue = +. By Lemma 5.1.7, there exists a flow Γ on
E fully coherent with u|E having no buds on E. It remains to set J := I. 
Lemma 5.1.9. Let u : I → {∅,−−,+−,++} be such that [∏u] = −m for some
m ≥ 0. Then there exists a flow on I fully coherent with u and having exactly m/2
buds with respect to u.
Proof. By Corollary 5.1.4, m is even. We apply induction on |I|. The case
I = ∅ is clear. Let |I| > 0. Set e := max I, E := I \ {e}, and [∏i∈E ui] = +s−r.
By Corollary 5.1.2,
(5.2) −m = [∏ u] = [[∏i∈E ui]ue] = [(+s−r)ue].
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Case 0: ue = ∅. The required flow for u is the same as for u|E .
Case 1: ue = −−. By (5.2), we have −m = [(+s−r)−−] = +s−r+2 . So s = 0,
r = m− 2, and the inductive hypothesis applies to the restriction u|E . Let Γ be a
flow on E fully coherent with u|E and having on E exactly (m−2)/2 buds. Clearly,
Γ is fully coherent with u. Moreover, e is its extra bud with respect to u. So Γ has
exactly (m− 2)/2 + 1 = m/2 buds.
Case 2: ue = +−. By (5.2), we have −m = [(+s−r) + −]. So s = 0 and
r = m > 0. So the inductive hypothesis applies to u|E. Let Γ′ be a flow on E
fully coherent with u|E having on E exactly m/2 buds. Since m > 0, we obtain
that m/2 > 0 and that Γ′ has at least one bud on E. We denote it by d. Then
Γ := Γ′∪{(d, e)} is a flow fully coherent with u. The flows Γ and Γ′ both have m/2
buds, since d is not a bud of Γ, while e, on the contrary, is.
Case 3: ue = ++. By (5.2), we obtain
−m = [(+s−r) + +] =
{
+s+2−r if r < 2;
+s−r−2 if r > 2.
Hence s = 0, r > 2, −m = −r−2, and r = m + 2. So the inductive hypothesis
applies to u|E . Let Γ′ be a flow on E fully coherent with u|E having on E exactly
(m+ 2)/2 buds. Since (m + 2)/2 > 0, the flow Γ′ has at least one bud on E. We
denote it by d. Then Γ := Γ′ ∪ {(d, e)} is a flow fully coherent with u. Moreover,
Γ has one bud less than Γ′, since d is not a bud of Γ. 
Lemma 5.1.10. Let u : I → {∅,−−,+−,++} be such that [∏u] = −m with
m > 0. Then there exists an index a ∈ I such that
(i) ua = −−;
(ii)
[∏
i∈I∩(a..+∞) ui
]
equals either ∅ or +−;
(iii)
[∏
i∈I∩(−∞..a] ui
]
= −m.
Proof. Induction on |I|. If |I| = 1 we can take for a the only element of I. Let
|I| > 1. Set e := max I, E := I \ {e}, and [∏i∈E ui] = +s−r. By Corollary 5.1.2,
(5.3) −m = [∏u] = [[∏i∈E ui]ue] = [(+s−r)ue].
Case 0: ue = ∅. The required index for u is the same as for u|E .
Case 1: ue = −−. In this case, we can take a := e.
Case 2: ue = +−. By (5.3), we get
−m = [(+s−r) +−] =
{
+s+1 − if r = 0;
+s −r if r > 0.
So s = 0 and r = m > 0. In particular, we can apply the inductive hypothesis to
the restriction u|E to obtain an index a ∈ E such that:
• ua = −−;
• [∏i∈E∩(a..+∞) ui] equals either ∅ or +−;
• [∏i∈E∩(−∞..a] ui] = −m.
If
[∏
i∈E∩(a..+∞) ui
]
= ∅ then
[∏
i∈I∩(a..+∞) ui
]
=
[[∏
i∈E∩(a..+∞) ui
]
+−] = +−,
and if
[∏
i∈E∩(a..+∞) ui
]
= +− then still[∏
i∈I∩(a..+∞) ui
]
=
[[∏
i∈E∩(a..+∞) ui
]
+−] = [+−+−] = +− .
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On the other hand,
[∏
i∈I∩(−∞..a] ui
]
=
[∏
i∈E∩(−∞..a] ui
]
= −m.
Case 3: ue = ++. We have
−m = [(+s−r) + +] =
{
+s+2−r if r < 2;
+s −r−2 if r > 2.
So s = 0 and r = m+2. The inductive hypothesis applied to u|E yields b ∈ E with
• ub = −−;
• [∏i∈E∩(b..+∞) ui] equals either ∅ or +−;
By Corollary 5.1.2,
[∏
i∈I∩[b..+∞) ui
]
=
[−− [∏i∈E∩(b..+∞) ui]++] = ∅, so
−m = [∏ u] = [[∏i∈I∩(−∞..b) ui][∏i∈I∩[b..+∞) ui]] = [∏i∈I∩(−∞..b) ui].
Therefore, we can apply the inductive hypothesis to the restriction u|I∩(−∞..b) and
find an index a ∈ I ∩ (−∞..b) satisfying the following properties:
• ua = −−;
• [∏i∈I∩(−∞..b)∩(a..+∞) ui] = [∏i∈I∩(a..b) ui] equals either ∅ or +−;
• [∏i∈I∩(−∞..b)∩(−∞..a] ui] = [∏i∈I∩(−∞..a] ui] = −m.
Finally, we have[∏
i∈I∩(a..+∞) ui
]
=
[[∏
i∈I∩(a..b) ui
][∏
i∈I∩[b..+∞) ui
]]
=
[∏
i∈I∩(a..b) ui
]
,
which is ∅ or +−, as required. 
Lemma 5.1.11. Let u : I → {∅,−−,+−,++} be such that [∏u]= + −m. Then
there exists an index a ∈ I such that ua = +− and
[∏
i∈I∩(−∞..a) ui
]
= ∅.
Proof. Induction on |I|. If |I| = 1 we can take a to be the only element
of I. Let |I| > 1. Set e := max I, E := I \ {e}, and [∏i∈E ui] = +s−r. By
Corollary 5.1.2,
(5.4) +−m = [∏u] = [[∏i∈E ui]ue] = [(+s−r)ue].
So s 6 1. If s = 1 we can apply the inductive hypothesis to the restriction u|E. Let
s = 0. Then the cases ue = ∅ and ue = −− are clearly impossible. Moreover,
if ue = ++, then by (5.4), we have +−m = [−r + +]. By Corollary 5.1.4, m
is odd, so m > 0, and we get a contradiction. Finally, let ue = +−. By (5.4),
+−m = [−r +−]. Hence r = 0, and we can set a := e. 
Lemma 5.1.12. Let u : I → {∅,−−,+−,++} be such that [∏u] = +−m. Then
there exist indices a1 < · · · < ah, with h > 0, belonging to I such that
(i) ua1 = · · · = uah = +−;
(ii)
[∏
i∈I∩(ak−1..ak)
ui
]
= ∅ for all k = 1, . . . , h, where a0 := −∞;
(iii)
[∏
i∈I∩(ah..+∞)
ui
]
= −m−1.
Proof. Induction on |I|. By Lemma 5.1.11, there is a ∈ I such that ua = +−,
and
[∏
i∈I∩(−∞..a) ui
]
= ∅. Set J := I ∩ (a..+∞) and let [∏i∈J ui] = +s−r. By
Corollary 5.1.2,
+−m =
[[∏
i∈I∩(−∞..a)ui
][
+−][∏i∈Jui]] = [+− (+s−r)] =
{
+−r+1 if s = 0;
+s−r if s > 0.
If s = 0 then r = m− 1, and we can take h := 1 and a1 := a.
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Now let s > 0. Then s = 1 and r = m. By the inductive hypothesis applied to
u|J , there are indices b1 < . . . < bq belonging to J such that
• ub1 = · · · = ubq = +−;
• [∏i∈J∩(bk−1..bk) ui] = ∅ for any k = 1, . . . , q, where b0 = a;
• [∏i∈J∩(bq..+∞) ui] = −m−1.
Now we can take h := q + 1, a1 := a and ak := bk−1 for k = 2, . . . , h. 
Definition 5.1.13. The set {a1 < · · · < ah} as in Lemma 5.1.12 is called a
section of u. By Lemma 5.1.9, for all k = 1, . . . , h + 1, there exists a graph Γk
fully coherent with u|I∩(ak−1..ak), where a0 = −∞ and ah+1 = +∞. The graph
{(a1, a1), . . . , (ah, ah)} ∪
⋃h+1
k=1 Γk is called a resolution of u.
By definition:
Proposition 5.1.14. A resolution of a map u : I → {∅,−−,+−,++} is a weak
flow but not a flow on I fully coherent with u.
Lemma 5.1.15. Let u : I → {∅,−−,+−,++} be such that [∏ u] contains more
that one +. Then there exists a beginning J of I such that
[∏
i∈J ui
]
= ++ and a
flow Γ on J coherent, but not fully coherent, with u|J , and having no buds on J .
Proof. Induction on |I|. If |I| = 1, then u takes value ++ at the only point
of I, and we can take J := I and Γ := ∅. Let now |I| > 1. Set e := max I,
E := I \ {e}, and let [∏i∈E ui] = +s−r. By Corollary 5.1.2, we have
(5.5)
[∏
u
]
=
[[∏
i∈E ui
]
ue
]
=
[
(+s−r)ue
]
.
If s > 1, we can apply the inductive hypothesis to u|E. Consider the case
s = 0. The only possibility for
[∏
u
]
to contain more than one + is the following:
ue = ++ and
[∏
i∈E ui
]
= ∅. By Lemma 5.1.9, there exists a flow Γ on E fully
coherent with u|E having no buds on E. The same flow Γ is coherent, but not fully
coherent, with u (as none of its edges ends in e), and Γ has no buds on I. So we
can take J := I.
Finally, we consider the case s = 1. By Corollary 5.1.4, r is odd, in particular
r > 0. The case where ue = ∅, ue = −− and ue = +− are impossible, since then[∏
u
]
contain at most one +. So ue = ++. By (5.5), we get
[∏
u
]
=
[
+−r ++] = {++ if r = 1;
+−r−2 if r > 1.
Hence r = 1. Let {a1 < · · · < ah} be a section of u|E . By Lemma 5.1.9, for
k = 1, . . . , h+ 1 there exists a flow Γk fully coherent with u|I∩(ak−1..ak) and having
no buds on I ∩ (ak−1..ak) (with a0 := −∞, ah+1 := +∞). Then the flow Γ =
{(a1, a2), . . . , (ah−1, ah), (ah, e)}∪
⋃h+1
k=1 Γk is coherent, but not fully coherent, with
u (as none of its edges ends at a1) and has no buds on I. It remains to set J := I. 
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5.2. Normal and good indices
For any weight λ = (λ1, . . . , λn) ∈ X(n), we define the map r0(λ) : [1..n] →
{∅,−−,+−,++} as follows:
r0(λ)k :=


−− if Resp λk = 0 and Resp(λk−1) = 0
(
i.e.λk ≡ 1 (mod p)
)
;
+− if Resp(λk+1) = 0 and Resp λk = 0
(
i.e.λk ≡ 0 (mod p)
)
;
++ if Resp(λk+2) = 0 and Resp(λk+1) ≡ 0
(
i.e.λk ≡ −1 (mod p)
)
;
∅ otherwise.
For any residue β ∈ Z/pZ not equal to 0, we define the map rβ(λ) : [1..n] →
{−,+,∅} by the following rule:
rβ(λ)k :=


− if Resp λk = β;
+ if Resp(λk+1) = β;
∅ otherwise.
We record the following obvious observation.
Proposition 5.2.1. Let λ ∈ X(n), β ∈ Z/pZ, and 1 ≤ k ≤ n. Then
(1) rβ(λ)k contains − if and only if Resp λk = β.
(2) rβ(λ)k contains + if and only if Resp(λk + 1) = β.
Recall that, according to our agreement, the entries of
∏
k∈J rβ(λ)k, for J ⊆
[1..n], coming from the signature sequence rβ(λ)k are marked with k.
Definition 5.2.2. Let λ ∈ X(n) and 1 6 i ≤ n. Set β := Resp λi. The index i is
called tensor λ-normal if the reduction
[∏
i6k6n rβ(λ)k
]
contains the symbol −i.
Note that n is always a tensor λ-normal index for λ ∈ X(n).
Definition 5.2.3. Let λ ∈ X(n) and 1 6 i < n. Set β := Resp λi. The index
i is called λ-normal if the reduction
[∏
i6k<n rβ(λ)k
]
contains the symbol −i and
the following two conditions do not both hold: (1)
[∏
i<k<n rβ(λ)k
]
= ∅ and (2)
λi ≡ λn ≡ 0 (mod p).
Definition 5.2.4. Let λ ∈ X(n) and 1 6 i 6 n. The index i is called tensor λ-good
if it is tensor λ-normal and there is no other tensor λ-normal index h such that
Resp λh = Resp λi and h < i.
Definition 5.2.5. Let λ ∈ X(n) and 1 6 i < n. The index i is called λ-good if
it is λ-normal and there is no other λ-normal index h such that Resp λh = Resp λi
and h < i.
To determine (tensor) normal and good nodes of a fixed residue β, we actually
need to do less work than is suggested by the definitions above. Corollary 5.2.8
below shows that to determine normal and good indices, it suffices to calculate just
the reduction [
∏
16k<n rβ(λ)k], and to calculate tensor normal and tensor good
indices, it suffices to calculate just the reduction [
∏
16k6n rβ(λ)k]. Recall that we
abbreviate
∏
rβ(λ) :=
∏
16k6n rβ(λ)k.
Lemma 5.2.6. Let λ ∈ X(n).
(i) If 1 6 i < n and β := Resp λi, then
[∏
i6k<n rβ(λ)k
]
contains −i if and
only if
[∏
16k<n rβ(λ)k
]
contains −i.
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(ii) If 1 6 i 6 n and β := Resp λi, then
[∏
i6k6n rβ(λ)k
]
contains −i if and
only if
[∏
rβ(λ)] contains −i.
Proof. We prove (i), (ii) being similar. By Corollary 5.1.2, we get[∏
16k<n rβ(λ)k
]
=
[∏
16k<i rβ(λ)k
[∏
i6k<n rβ(λ)k
]]
.
So, if
[∏
i6k<n rβ(λ)k
]
does not contain −i, then
[∏
16k<n rβ(λ)k
]
also does not
contain −i. Conversely, if
[∏
i6k<n rβ(λ)k
]
contains −i, then this symbol can not
be erased as we reduce
∏
16k<i rβ(λ)k
[∏
i6k<n rβ(λ)k
]
. 
Lemma 5.2.7. Let λ ∈ X(n) and 1 6 i < n. Set β := Resp λi. Then
[∏
i<k<n rβ(λ)k
]
is empty if and only if −i is the last symbol of
[∏
16k<n rβ(λ)k
]
.
Proof. By Corollary 5.1.2, we get[∏
16k<n rβ(λ)k
]
=
[(∏
16k<i rβ(λ)k
)
rβ(λ)i
[∏
i<k<n rβ(λ)k
]]
.
Therefore, if
[∏
i<k<n rβ(λ)k
]
= ∅, then −i is the last symbol of
[∏
16k<n rβ(λ)k
]
,
since this symbol is contained in rβ(λ)i and can not be further erased.
Now suppose that
[∏
i<k<n rβ(λ)k
] 6= ∅. If [∏i<k<n rβ(λ)k] contains at least
two +’s, then all symbols −i contained in rβ(λ)i get erased during reduction, and
so
[∏
16k<n rβ(λ)k
]
does not contain −i.
Let
[∏
i<k<n rβ(λ)k
]
contain exactly one +. If β 6= 0 then rβ(λ)i = −i, and −i
gets erased during reduction. On the other hand, if β = 0 then by Corollary 5.1.4,
the reduction
[∏
i<k<n rβ(λ)k
]
contains at lest one symbol −q with q > i. This
symbol cannot be erased and so −i is not the last symbol of
[∏
16k<n rβ(λ)k
]
.
Finally, if
[∏
i<k<n rβ(λ)k
]
does not contain any +’s, then it contains −q with
q > i at the end, and and so again−i is not the last symbol of
[∏
16k<n rβ(λ)k
]
. 
Corollary 5.2.8. Let λ ∈ X(n).
(i) Let 1 6 i < n and β := Resp λi. Then i is λ-normal if and only if[∏
16k<n rβ(λ)k
]
contains −i, and −i is not its last symbol if λi ≡ λn ≡ 0
(mod p).
(ii) Let 1 6 i 6 n and β := Resp λi. Then i is tensor λ-normal if and only if[∏
rβ(λ)
]
contains −i.
In the case where λn ≡ 0 (mod p) we can simplify Corollary 5.2.8 as follows:
Corollary 5.2.9. Let λ ∈ X(n), λn ≡ 0 (mod p), 1 6 i < n, and β := Resp λi.
Then i is λ-normal if and only if
[∏
rβ(λ)
]
contains −i if and only if i is tensor
λ-normal.
Proof. The second “if-and-only-if” comes from Corollary 5.2.8(ii). We now
prove the first one. If β 6= 0 then we get [∏ rβ(λ)] = [∏16k<n rβ(λ)k] and
the condition λi ≡ λn ≡ 0 (mod p) is not satisfied, so the result follows from
Corollary 5.2.8. Now let β = 0.
Let i be λ-normal. By Corollary 5.2.8,
[∏
16k<n rβ(λ)k
]
contains −i. By
Corollary 5.1.2, we have[∏
rβ(λ)
]
=
[
[
∏
16k<n rβ(λ)k] +n −n
]
.
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If −i is not the last symbol of
[∏
16k<n rβ(λ)k
]
, then there is another − after it, and
so −i is not erased together with +n. So
[∏
rβ(λ)
]
contains −i. It remains to con-
sider the case where
[∏
16k<n rβ(λ)k
]
contains exactly one −i and this −i appears
in the end. By Lemma 5.2.7,
[∏
i<k<n rβ(λ)k
]
= ∅. Hence by Corollary 5.1.2,[∏
16k<n rβ(λ)k
]
=
[[∏
16k6i rβ(λ)k
][∏
i<k<n rβ(λ)k
]]
=
[∏
16k6i rβ(λ)k
]
.
It now follows that rβ(λ)i = +i−i, i.e. λi ≡ 0 (mod p). Then we have λi ≡ λn ≡ 0
(mod p) and
[∏
i<k<n rβ(λ)k
]
= ∅, which contradicts the λ-normalty of i.
Now let i be not λ-normal. If
[∏
i6k<n rβ(λ)k
]
does not contain −i, then[∏
rβ(λ)
]
=
[
[
∏
16k<i rβ(λ)k][
∏
i6k<n rβ(λ)k] +n −n
]
also does not contain −i.
On the other hand, if
[∏
i<k<n rβ(λ)k
]
= ∅ and λi ≡ λn ≡ 0 (mod p), then[∏
rβ(λ)
]
=
[[ ∏
16k<i
rβ(λ)k
]
+i −i
[ ∏
i<k<n
rβ(λ)k
]
+n −n
]
=
[[ ∏
16k<i
rβ(λ)k
]
+i −i +n −n
]
=
[
[
∏
16k<i
rβ(λ)k] +i −n
]
again does not contain −i. 
5.3. Tensor conormal and tensor cogood indices
We now introduce the notion dual to that of the tensor λ-normal index (cf.
Corollary 5.2.8(ii)).
Definition 5.3.1. Let λ ∈ X(n) and 1 6 i 6 n. Set β := Resp(λi + 1). The index
i is called tensor λ-conormal if
[∏
rβ(λ)
]
contains +i.
Note that 1 is always a tensor λ-conormal index.
Definition 5.3.2. Let λ ∈ X(n) and 1 6 i 6 n. The index i is called tensor
λ-cogood if it is tensor λ-conormal and there is no other tensor λ-conormal index h
such that Resp λh = Resp λi and h > i.
We fix n and consider the map w0 : [1..n]→ [1..n] given by w0i = n+1− i. For
a marked signature sequence u, we denote by −w0u the sequence obtained from u
by substitutions −i 7→ +w0i and +i 7→ −w0i for each i and rewriting the resulting
sequence in the reverse order. Note that the definition of −w0u depends on n.
Lemma 5.3.3. If v is obtained from u by erasing some subsequences −+ then
−w0v is obtained from −w0u by erasing similar subsequences. In particular, we
have [−w0u] = −w0[u].
Proof. The first statement is obvious. To prove the second one, take v = [u].
Then −w0[u] is obtained from −w0u by erasing some subsequences of the form
−i+j. However the sequence −w0[u] can not be further reduced and thus is the
reduction of −w0u. 
Lemma 5.3.4. For any λ ∈ X(n) and β ∈ Z/pZ, we have ∏ rβ(−w0λ) =
−w0
(∏
rβ(λ)
)
.
Proof. Follows from the definitions. 
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Corollary 5.3.5. Let λ ∈ X(n) and 1 ≤ i ≤ n. Then i is tensor λ-conormal if
and only if the index w0i is tensor −w0λ-normal.
Proof. Combining Lemmas 5.3.3 and 5.3.4, we get[∏
rβ(−w0λ)
]
= −w0
[∏
rβ(λ)
]
,
and it remains to apply Definition 5.3.1 and Corollary 5.2.8(ii). 
Corollary 5.3.6. Let λ ∈ X(n) and 1 ≤ i ≤ n. Then i is tensor λ-good if and
only if w0i is −w0λ-cogood.
Proof. Let β = Resp λi. By definition, i is tensor λ-good if and only if i is the
smallest tensor λ-normal index of residue β. By Corollary 5.3.5, this is equivalent
to w0i being the largest −w0λ-conormal index of residue β. 
Lemma 5.3.7. Let λ ∈ X(n) and 1 6 i 6 n. Then:
(i) i is tensor λ-good if and only if it is tensor λ-normal and tensor (λ−εi)-
conormal.
(ii) i is tensor λ-cogood if and only if it is tensor λ-conormal and tensor
(λ+ εi)-normal.
Proof. (i) Let i be a tensor λ-good index and β := Resp λi. By definition, i
is the smallest among the λ-normal indices j such that Resp λj = β. Let j > i be
a λ-normal index with Resp λj = β. We need to prove the following two claims:
I. j is not tensor (λ− εj)-conormal;
II. i is tensor (λ− εi)-conormal.
First, we prove Claim I. Observe that
∏
rβ(λ − εj) is obtained from
∏
rβ(λ)
by replacing the first symbol −j by +j . If β 6= 0, then
[∏
i<k<j rβ(λ)k
]
= −m for
some m > 0, and[∏
rβ(λ− εj)
]
=
[[∏
16k<i rβ(λ)k
]−i −m +j [∏j<k6n rβ(λ)k]].
Clearly, the sequence in the right-hand side does not contain +j, i.e. j is not tensor
λ− εj-conormal.
Now suppose that β = 0. If the reduction
[∏
i<k<j rβ(λ)k
]
contains more than
one sign −, then j is not tensor λ − εj-conormal exactly as above. On the other
hand, if this reduction contained more than one sign +, then i could not be tensor
λ-normal. By Corollary 5.1.4, we only have to consider the following two cases.
Case 1:
[∏
i<k<j rβ(λ)k
]
= ∅. We have[∏
rβ(λ− εj)
]
=
[[∏
16k<i rβ(λ)k
]
[rβ(λ)irβ(λ− εj)j ]
[∏
j<k6n rβ(λ)k
]]
.
The only chance for at least one +j to survive is rβ(λ)i = +i−i and rβ(λ− εj)j =
+j+j . Hence rβ(λ)j = +j−j and[∏
rβ(λ)
]
=
[[∏
16k<i rβ(λ)k
]
[+i −i +j−j ]
[∏
j<k6n rβ(λ)k
]]
,
in which case −i will not survive. This contradicts the tensor λ-normality of i.
Case 2:
[∏
i<k<j rβ(λ)k
]
= +−. We have[∏
rβ(λ)
]
=
[[∏
16k<i rβ(λ)k
]
[rβ(λ)i +−]
[∏
j6k6n rβ(λ)k
]]
.
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As i is tensor λ-normal we must have rβ(λ)i = −i−i. Now the sequence[∏
rβ(λ − εj)
]
=
[[∏
16k<i rβ(λ)k
]
[−i −i +− rβ(λ− εj)j ]
[∏
j<k6n rβ(λ)k
]]
=
[[∏
16k<i rβ(λ)k
]
[− − rβ(λ− εj)j ]
[∏
j<k6n rβ(λ)k
]]
.
does not contain +j , i.e. j is not tensor (λ− εj)-conormal.
Now we prove Claim II. Note that
[∏
i6k6n rβ(λ)k
]
is a sequence of pluses
followed by minuses, containing −i. So the only plus it can contain is +i.
Case a:
[∏
i6k6n rβ(λ)k
]
does not contain pluses. We always have
[∏
rβ(λ)
]
=[[∏
16k<i rβ(λ)k
][∏
i6k6n rβ(λ)k
]]
, so any symbol−t occurring in
[∏
16k<i rβ(λ)k
]
occurs also in
[∏
rβ(λ)
]
. This t is then tensor λ-normal of residue β, which is a
contradiction as t < i. Hence
[∏
16k<i rβ(λ)k
]
= +m for some m > 0. Now we get[∏
rβ(λ− εi)
]
=
[[
+mrβ(λ − εi)i
][∏
i<k6n rβ(λ)k
]]
.
Therefore the symbol +i contained in rβ(λ− εi)i survives.
Case b:
[∏
i6k6n rβ(λ)k
]
contains exactly one +. In this case, β = 0 and
r0(λ)i = +i−i. If
[∏
16k<i rβ(λ)k
]
contains at least two minuses, then similarly to
Case a, one of them survives in
[∏
rβ(λ)
]
, which contradicts the minimality of i.
Hence
[∏
16k<i rβ(λ)k
]
= +m−s for s 6 1. Now we get[∏
rβ(λ− εi)
]
=
[[
+m −s +i+i
][∏
i<k6n rβ(λ)k
]]
.
Therefore the rightmost symbol +i contained in rβ(λ− εi)i = +i+i again survives.
(ii) By Corollary 5.3.6, i is tensor λ-cogood if and only if w0i is tensor −w0λ-
good. Now (i) implies (ii) using Corollary 5.3.5. 
Corollary 5.3.8. Let λ ∈ X(n) and 1 6 i 6 n. Then i is tensor λ-good if and
only if i is tensor (λ− εi)-cogood.
5.4. Removable and addable nodes for dominant p-strict weights
Let λ ∈ X(n). We identify λ and its “Young diagram”:
λ := {(i, j) ∈ Z2 | 1 6 i 6 n, j 6 λi}.
Elements of Z2 are called nodes. The residue of a node (i, j) is Resp(i, j) := j(j −
1)+ pZ. Thus we will speak of nodes of λ, will remove nodes of λ, add nodes to λ,
and so on.
Let β ∈ Z/pZ and λ ∈ X+p (n) be a dominant p-strict weight. A node A = (i, j)
is called β-removable for λ if RespA = β and one of the following two conditions
holds:
(R1) A ∈ λ and λ \ {A} ∈ X+p (n);
(R2) the node B = (i, j + 1) immediately to the right of A belongs to λ,
RespB = RespA, λ \ {B} ∈ X+p (n) and λ \ {A,B} ∈ X+p (n).
A node B = (i, j) is called β-addable for λ if RespB = β and one of the following
two conditions holds:
(A1) B /∈ λ and λ ∪ {B} ∈ X+p (n);
(A2) the node A = (i, j − 1) immediately to the left of B does not belong to
λ, RespB = RespA, λ ∪ {A} ∈ X+p (n) and λ ∪ {A,B} ∈ X+p (n).
5.4. REMOVABLE AND ADDABLE NODES FOR DOMINANT p-STRICT WEIGHTS 65
Of course, (i, j) can be β-removable or β-addable for λ ∈ X+p (n) only if 1 6 i 6 n.
We introduce the following order on Z2: (i, j) < (i′, j′) if and only if either
i < i′ or i′ = i and j > j′. Consider now all β-removable and β-addable nodes of
λ ∈ X+p (n) for a fixed β. Reading these nodes in the increasing order and assigning
−i to β-removable node of the form (i, j) and +i to a β-addable node of the form
(i, j), we get the β-signature of λ. The reduced β-signature of λ is the sequence
obtained from the β-signature of λ by erasing all possible subsequences of the form
−+, i.e. the reduced β-signature of λ is the reduction of the β-signature of λ.
Lemma 5.4.1. Let λ ∈ X+p (n). Then the reduced β-signature of λ equals
[∏
rβ(λ)
]
.
Proof. We apply induction on n. If n = 1 then the β-signature of λ = (λ1)
equals rβ(λ)1. Therefore the reduced β-signature of λ equals [rβ(λ)1] =
[∏
rβ(λ)
]
.
Now let n > 1 and set λ¯ := (λ1, . . . , λn−1). We first investigate what happens
to the set of β-removable and β-addable nodes when we pass from λ¯ to λ. Consider
the strip S = {n} × (−∞..λn]. It can be considered as the diagram of (λn) shifted
to row n. We can consider its β-removable and β-addable nodes. More precisely,
a node A = (n, j) is β-removable for S if Resp j = β and one of the following
conditions holds: (R1′) j = λn; (R2
′) j = λn − 1 and Resp(j + 1) = β. The set
of β-removable nodes of S is denoted by RemS . A node B = (n, j) is β-addable
for S if Resp j = β one of the following conditions holds: (A1
′) j = λn + 1; (A2
′)
j = λn + 2 and Resp(j − 1) = β. The set of β-addable nodes of S is denoted by
AddS . Note that he β-signature of S equals rβ(λ)n.
Let Rem and Rem denote the sets of β-removable nodes of λ and λ¯ respectively.
Also set Rem<n−1 := {(i, j) ∈ Rem | i < n − 1}. Let Add and Add denote the
sets of β-addable nodes of λ and λ¯ respectively. One can easily verify the following
formulas:
Rem =


Rem ∪RemS if λn < λn−1 − 2;
Rem ∪RemS if λn = λn−1 − 2
and λn−1 6≡ 1 (mod p) or β 6= 0;
Rem<n−1 ∪ {(n−1, λn−1)} if λn = λn−1 − 2
and λn−1 ≡ 1 (mod p) and β = 0;
Rem<n−1 if λn = λn−1 − 1
and Resp λn−1 = β 6= 0;
Rem ∪RemS if λn = λn−1 − 1 and Resp λn−1 6= β;
Rem<n−1 ∪ {(n−1, λn−1), (n, λn)} if λn = λn−1 − 1
and λn−1 ≡ 1 (mod p) and β = 0;
Rem<n−1 if λn = λn−1 − 1
and λn−1 ≡ 0 (mod p) and β = 0;
Rem ∪RemS if λn = λn−1 and β 6= 0;
Rem<n−1 ∪ {(n, λn)} if λn = λn−1 and β = 0.
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Add =


Add ∪ AddS if λn < λn−1 − 2;
Add ∪ AddS if λn = λn−1 − 2 and λn 6≡ −1 (mod p) or β 6= 0;
Add ∪ {(n, λn + 1)} if λn = λn−1 − 2 and λn ≡ −1 (mod p) and β = 0;
Add if λn = λn−1 − 1 and Resp λn−1 = β 6= 0;
Add ∪ AddS if λn = λn−1 − 1 and Resp λn−1 6= β;
Add if λn = λn−1 − 1 and λn−1 ≡ 1 (mod p) and β = 0;
Add ∪ {(n, λn + 1)} if λn = λn−1 − 1 and λn−1 ≡ 0 (mod p) and β = 0;
Add ∪ AddS if λn = λn−1 and β 6= 0;
Add if λn = λn−1 and β = 0.
Finally, let U and U¯ denote the β-signatures of λ and λ¯ respectively. By the
inductive hypothesis, we have
[∏
rβ
(
λ¯
)]
=
[
U¯
]
. Hence by Corollary 5.1.2,
(5.6)
[∏
rβ(λ)
]
=
[[∏
rβ
(
λ¯
)]
rβ(λ)n
]
=
[[
U¯
]
rβ(λ)n
]
=
[
U¯rβ(λ)n
]
.
Further, we have U¯ = U¯ ′U¯ ′′, where U¯ ′′ consists if all symbols −n−1 occurring in
U¯ and U¯ ′ consists of symbols −k coming from the nodes of Rem<n−1 and symbols
+l coming from the nodes of Add. Now we consider several cases.
Case 1: λm < λm−1−2. We have U = U¯rβ(λ)n. Therefore by (5.6), we get[∏
rβ(λ)
]
= [U ], as required.
Case 2: λn = λn−1 − 2 and λn−1 6≡ 1 (mod p) or β 6= 0. We again have
U = U¯rβ(λ)n. So this case is similar to Case 1.
Case 3: λn = λn−1 − 2 and λn−1 ≡ 1 (mod p) and β = 0. We have U¯ ′′ =
−n−1−n−1, r0(λ)n = +n+n and U = U¯ ′ −n−1 +n. Therefore by (5.6), we get[∏
rβ(λ)
]
=
[
U¯ ′U¯ ′′rβ(λ)n
]
=
[
U¯ ′ −n−1 −n−1 +n +n
]
=
[
U¯ ′ −n−1 +n
]
= [U ].
Case 4: λn = λn−1 − 1 and Resp λn−1 = β 6= 0. In this case, U¯ ′′ = −n−1,
rβ(λ)n = +n and U¯
′ = U . By (5.6), we get[∏
rβ(λ)
]
=
[
U¯ ′U¯ ′′rβ(λ)n
]
=
[
U¯ ′ −n−1 +n
]
=
[
U¯ ′
]
= [U ].
Case 5: λn = λn−1− 1 and Resp λn−1 6= β. We have U = U¯rβ(λ)n. Therefore,
this case is similar to case 1.
Case 6: λn = λn−1 − 1 and λn−1 ≡ 1 (mod p) and β = 0. In this case,
U¯ ′′ = −n−1−n−1, rβ(λ)n = +n−n and U = U¯ ′ −n−1 −n. By (5.6), we get[∏
rβ(λ)
]
=
[
U¯ ′U¯ ′′rβ(λ)n
]
=
[
U¯ ′ −n−1 −n−1 +n −n
]
=
[
U¯ ′ −n−1 −n
]
= [U ].
Case 7: λn = λn−1 − 1 and λn−1 ≡ 0 (mod p) and β = 0. In this case,
U¯ ′′ = −n−1, rβ(λ)n = +n+n and U = U¯ ′+n−1. By (5.6), we get[∏
rβ(λ)
]
=
[
U¯ ′U¯ ′′rβ(λ)n
]
=
[
U¯ ′ −n−1 +n+n
]
=
[
U¯ ′+n
]
= [U ].
Case 8: λn = λn−1 and β 6= 0. We have U = U¯rβ(λ)n. Therefore, this case is
similar to case 1.
Case 9: λn = λn−1 and β = 0. In this case, U¯
′′ = −n−1, rβ(λ)n = +n−n and
U = U¯ ′−n. By (5.6), we get[∏
rβ(λ)
]
=
[
U¯ ′U¯ ′′rβ(λ)n
]
=
[
U¯ ′ −n−1 +n−n
]
=
[
U¯ ′−n
]
= [U ],
as required. 
CHAPTER 6
Constructing U(n− 1)-primitive vectors
In this chapter, we consider constructions of U(n − 1)-primitive vectors of
weights λ − α(i, n) in the irreducible U(n)-module L(λ). There will be six such
constructions: the first three (Theorems 6.1.3, 6.2.3 and 6.3.3) produce U(n− 1)-
primitive vectors in L(λ) from a nonzero highest weight vector of L(λ); the other
three (see Theorems 6.4.2, 6.5.2 and 6.6.2) allow us to ‘extend’ a nonzero U(n− 1)-
primitive vector v ∈ L(λ) of weight λ−α(i, n) to a nonzero U(n−1)-primitive vector
w ∈ U(i)v of weight λ− α(h, n), where 1 6 h < i < n and Resp λh = Resp λi.
In what follows, we follow our usual agreement and denote again by X the
element X ⊗ 1 ∈ U(n) = UZ(n) ⊗ F for X ∈ UZ(n). Thus we have variousJxK , P δ,εi,j (M) ∈ U0(n) and Sεi,j(M) ∈ U(n).
6.1. Construction: case
[∏
i<k6n rβ(λ)k
]
= −m.
This construction uses only signed sets containing even elements.
Lemma 6.1.1. Let 1 6 i < j and v be a primitive vector of weight λ ∈ X(j) in an
arbitrary U(j)-supermodule. Pick ε ∈ {0, 1} and M ⊂ (i..j] such that j ∈M .
(i) Suppose that ψ : (i..j] \M → (i..j] is an injection such that
(a) Resp λt = Resp
(
λψ(t) + 1
)
for all t ∈ (i..j] \M ;
(b) ψ(t) > t for all t ∈ (i..j] \M .
Then for any function δ : [i..j)→ {0, 1} we have
Eδii · · ·Eδj−1j−1 S εi,j(M)v = ✐if ∑ δ=ε
∏
t∈(i..j]\ψ((i..j]\M)
(
Resp λi − Resp(λt + 1)
)
v;
(ii) Let i 6 l < j−1, δ ∈ {0, 1}, and either l+1 ∈M or S σl+1,j(M(l+1..j])v = 0
for σ = 0, 1. Then Eδl S
ε
i,j(M) v = 0.
Proof. (i) By Lemma 4.2.1, we have
(6.1) Eδii · · ·Eδj−1j−1 S εi,j(M) v = P δ,εi,j (M) v = ✐if ∑ δ=ε
r
g
(1)
i,j
(
(i..j]\M)z v.
By Lemma 3.2.1 with D = ∅, R = S = (i..j] \M , ϕ = ψ and l = 1, we have
(6.2) g
(1)
i,j
(
(i..j]\M) ≡∏
t∈(i..j] \ψ((i..j]\M)
(xi − yt) (mod I),
where I is the ideal of P generated by the polynomials xt−yψ(t) with t ∈ (i..j]\M .
By the condition (a), we getq
xt − yψ(t)
y
v = (Ht(Ht − 1)− (Hψ(t) + 1)Hψ(t))v
= (λt(λt − 1)− (λψ(t) + 1)λψ(t))v = (Resp λt − Resp(λψ(t) + 1))v = 0.
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Thus we have proved
qI y v = 0. So, by (6.1) and (6.2), we have
Eδii · · ·Eδj−1j−1 S εi,j(M)v = ✐if ∑ δ=ε
s∏
t∈(i..j]\ψ((i..j]\M)
(xi − yt)
{
v
= ✐if ∑ δ=ε
∏
t∈(i..j]\ψ((i..j]\M)
(
λi(λi − 1)− (λt + 1)λt
)
v
= ✐if ∑ δ=ε
∏
t∈(i..j] \ψ((i..j]\M)
(
Resp λi − Resp(λt + 1)
)
v.
(ii) By Lemmas 2.5.1 and 2.5.2, we get Eδl S
ε
i,j(M) v = 0 if l + 1 ∈ M . Let
l+ 1 /∈M . In the case l = i, by Lemma 2.5.1(iii), we get
Eδl S
ε
i,j(M) v = (−1)1+δ(ε+1)S ε+δi+1,j(M) v = (−1)1+δ(ε+1)S ε+δl+1,j(M(l+1..j]) v = 0.
In the case i < l < j − 1, by Lemma 2.5.2, we have Eδl S εi,j(M)v = 0 if l /∈M , and
Eδl S
ε
i,j(M) v =
∑
γ+σ=ε+δ
(−1)1+(δ+γ)(ε+1)S γi,l
(
M(i..l]
)
S σl+1,j
(
M(l+1..j]
)
v = 0
if l ∈M . 
Lemma 6.1.2. Let λ ∈ X(n), v+λ ∈ L(λ)λ, 1 6 i < j 6 n, ε ∈ {0, 1} and
(i..j] ⊃M ∋ j. Let ψ : [i..j] \M → [i..j] be an injection such that
(a) Resp λt = Resp
(
λψ(t) + 1
)
for all t ∈ [i..j] \M ;
(b) ψ(t) > t for all t ∈ [i..j] \M .
Then we have Sεi,j(M) v
+
λ = 0.
Proof. By Proposition 1.3.8 and weight considerations, it suffices to prove
that Eδl S
ε
i,j(M)v
+
λ = 0 for all l ∈ [i..j − 1), δ = 0, 1, and
(6.3) Eδii · · ·Eδj−1j−1 S εi,j(M) v+λ = 0
for all δ : [i..j)→ {0, 1}. We apply induction on j − i, the inductive base j − i = 1
coming from Lemma 6.1.1(i). Let j − i > 1. By Lemma 6.1.1(ii), in proving that
Eδl S
ε
i,j(M)v
+
λ = 0, we may assume that l+1 /∈M and prove under this assumption
that S σl+1,j
(
M(l+1..j]
)
v+λ = 0 for any σ = 0, 1. Now, l + 1 /∈ M implies [l+1..j] \
M(l+1..j] = [l+1..j] \M . So we can consider the restriction ψ′ = ψ|[l+1..j]\M(l+1..j] ,
which obviously is an injection of [l+1..j] \M(l+1..j] into [l+1..j] and satisfies the
following conditions:
(a′) Resp λt = Resp
(
λψ′(t) + 1
)
for any t ∈ [l+1..j] \M(l+1..j];
(b′) ψ′(t) > t for any t ∈ [l+1..j] \M(l+1..j],
similar to (a) and (b). So S σl+1,j
(
M(l+1..j]
)
v+λ = 0 by the inductive hypothesis.
Finally, by Lemma 6.1.1(i), we have
Eδii · · ·Eδj−1j−1 S εi,j(M)v+λ = ✐if ∑ δ=ε
∏
t∈(i..j] \ψ((i..j]\M)
(Resp λi − Resp(λt + 1))v+λ .
We have ψ(i) ∈ (i..j] \ ψ((i..j]\M), since ψ is an injection. By condition (a), we
get Resp λi = Resp(λψ(i) + 1), whence (6.3) follows. 
Theorem 6.1.3. Let λ ∈ X(n) and 1 6 i < n. Set β := Resp λi, and assume that[∏
i<k6n rβ(λ)k
]
= −m for some m > 0. Then there exist nonzero homogeneous
U(n−1)-primitive vectors v, v′ ∈ L(λ) of weight λ−α(i, n) such that Eδj,nv = Eδ+1j,n v′
for all 1 ≤ j < n and δ ∈ {0, 1}.
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Proof. By Lemmas 5.1.7 and 5.1.9, there exists a flow Γ on (i..n], fully coher-
ent with rβ(λ)|(i..n]. Let S denote the set of all sources of edges of Γ. Then for all
t ∈ S there exists a unique integer ψ(t) ∈ (i..n] such that (t, ψ(t)) ∈ Γ. Moreover,
ψ is an injection of S into (i..n], and
(a) Resp λt = Resp
(
λψ(t) + 1
)
= β for any t ∈ S;
(b) ψ(t) > t for any t ∈ S.
SetM := (i..n]\S. Note that n ∈M , as otherwise n ∈ S, and n < ψ(n) ∈ (i..n]
is a contradiction. Choose any nonzero homogeneous v+λ ∈ L(λ) and ε ∈ {0, 1}. Set
v := S εi,n(M) v
+
λ and v
′ := S ε+1i,n (M) v
+
λ We claim that (v, v
′) is the required pair.
Let us prove that v and v′ are U(n− 1)-primitive. We consider only the vector
v, the argument for v′ being similar. It suffices to prove that Eδl S
ε
i,n(M) v
+
λ = 0 for
l = i, . . . , n− 2 and δ = 0, 1. By Lemma 6.1.1(ii), we may assume that l + 1 /∈ M
and prove that S σl+1,j
(
M(l+1..j]
)
v+λ = 0 for σ = 0, 1. But this equality follows
from Lemma 6.1.2 applied to the injection ψ|[l+1..j]\M(l+1..j] . Note that l + 1 /∈ M
implies [l+1..j] \M(l+1..j] = [l+1..j] \M = [l+1..j] ∩ S. Therefore the restriction
ψ|[l+1..j]\M(l+1..j] is well defined.
Now by Lemma 6.1.1(i), we have (using the U(n − 1)-primitivity of v and v′
already established)
Eδi,nv = E
δ
i Ei+1 · · ·En−1S εi,n(M) v+λ = ✐if δ=ε
∏
t∈(i..n] \ψ(S)
(
β − Resp(λt + 1)
)
v+λ
and similarly
Eδ+1i,n v
′ = ✐if δ=ε
∏
t∈(i..n] \ψ(S)
(
β − Resp(λt + 1)
)
v+λ
for any δ ∈ {0, 1}. In particular, Eδi,nv = Eδ+1i,n v′.
Recall that Γ is fully coherent with rβ(λ)|(i..n]. So, by Definition 5.1.6(6) and
Proposition 5.2.1(2), every t ∈ (i..n] with Resp(λt +1) = β is the target of an edge
of Γ, i.e. it belongs to ψ(S). So∏
t∈(i..n] \ψ(S)
(
β − Resp(λt + 1)
) 6= 0.
Hence Eεi,nv 6= 0 and Eε+1i,n v′ 6= 0, whence v 6= 0 and v′ 6= 0.
We now complete the proof of the equality Eδj,nv = E
δ+1
j,n v
′ for all 1 ≤ j < n
and δ ∈ {0, 1}. If j < i then Eδj,nv = 0 = Eδ+1j,n v′ by weight consideration.
The case j = i is done above. Finally, suppose that j > i. Consider the vector
w := Eδj,nv − Eδ+1j,n v′. It has weight λ − α(i, j) and is U(j − 1)-primitive. Hence it
equals zero if and only if Eεi,jw = 0 for any ε ∈ {0, 1}. We have
Eεi,jw=E
ε
i,jE
δ
j,nv − Eεi,jEδ+1j,n v′=[Eεi,j , Eδj,n]v − [Eεi,j , Eδ+1j,n ]v′=Eε+δi,n v − Eε+δ+1i,n v′,
which is zero by the case j = i, which we have already considered. 
6.2. Construction: case
[∏
i<k<n rβ(λ)k
]
= −m and λi, λn are not both
divisible by p
This construction is similar to the previous one, but uses operators S εi,j(M),
where the signed set M contains exactly one odd element ¯.
Lemma 6.2.1. Let 1 6 i < j and v be a primitive vector of weight λ ∈ X(j) in
an arbitrary U(j)-supermodule. Pick ε ∈ {0, 1} and a signed (i..j]-set M ∋ ¯ all of
whose elements are even except ¯.
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(i) Suppose that ψ : (i..j) \M → (i..j) is an injection such that
(a) Resp λt = Resp
(
λψ(t) + 1
)
for any t ∈ (i..j) \M ;
(b) ψ(t) > t for any t ∈ (i..j) \M .
Then for any function δ : [i..j)→ {0, 1}, we have
Eδii · · ·Eδj−1j−1 S εi,j(M)v =∏
t∈(i..j) \ψ((i..j)\M)
(
Resp λi−Resp(λt+1)
)
(H
ε+
∑
δ
i −(−1)ε
∑
δH
ε+
∑
δ
j )v.
(ii) Let i 6 l < j−1, δ ∈ {0, 1}, and either l+1 ∈M or S σl+1,j(M(l+1..j])v = 0
for σ = 0, 1. Then Eδl S
ε
i,j(M)v = 0.
Proof. (i) By Lemma 4.3.1, we have
(6.4)
Eδii · · ·Eδj−1j−1 S εi,j(M) v = P δ,εi,j (M) v
=
∑
k∈X(i,j,M)
(−1) ❣if k>i+(1+ε+
∑
δ)
∑
δ|[i..k)
r
g
(2)
i,k,j,j
(
(i..j]\M)zHε+∑ δk v
We claim that the only non-zero contribution to the sum in the right hand side can
come from k = i and k = j. Indeed, let k ∈ (i..j) \M and apply Lemma 3.2.1 with
D = {k}, S = (i..j] \M , R = [k..j]\M , l = l(2)i,k,j,j and
ϕ(t) =
{
ψ(t) if t ∈ R \ {j};
j if t = j.
Clearly, we have ϕ(t) > t+ l(t) for any t ∈ R, since ϕ(t) = ψ(t) > t if t ∈ R \ {j}
and l(j) = l
(2)
i,k,j,j(j) = 0. The condition l|R∩D = 0 in our case takes the form
l(k) = 0, which is satisfied by the definition of l
(2)
i,k,q,j . Consider the ideal I of P
generated by the following polynomials:
(1) x{k}i
ϕ(k)
− yϕ(t), where t ∈ R such that k ∈
[
t+l(t)..ϕ(t)
)
;
(2) xt − yϕ(t), where t ∈ R \ {j} such that k /∈
[
t+l(t)..ϕ(t)
)
.
Note that k ∈ R and k ∈ [k+l(k)..ϕ(k)), as l(k) = 0 and ϕ(k) = ψ(k) > k. So by
Lemma 3.2.1 we have g
(2)
i,k,j,j
(
(i..j]\M) ∈ I. It remains to prove that qI y v = 0.
Indeed, the only generator of type (1) corresponds to t = k. For this generator:q
x{k}i
ϕ(k)
− yϕ(k)
y
v =
q
xk − yψ(k)
y
v = (Resp λk − Resp
(
λψ(k) + 1
)
) v = 0,
by condition (a). Similarly, for a generator of type (2), we get by condition (a):
Jxt − yϕ(t)K v = (Resp λt − Resp(λψ(t) + 1)) v = 0.
Now note that j − 1 /∈ (i..j) \M , as otherwise by (b), we would have j − 1 <
ψ(j − 1) ∈ (i..j), which is a contradiction. In other words, j − 1 ∈M or j − 1 = i.
So in (6.4), both values k = i and k = j belong to X(i, j,M). Thus
(6.5)
Eδii · · ·Eδj−1j−1 S εi,j(M) v
=
(r
g
(2)
i,i,j,j
(
(i..j]\M)zH ε+∑ δi −(−1)ε∑ δ rg(2)i,j,j,j((i..j]\M)zH ε+∑ δj )v.
To calculate
r
g
(2)
i,i,j,j
(
(i..j]\M)z v, we apply Lemma 3.2.1 with D = {i}, S =
R = (i..j] \M , l = l(2)i,i,j,j = 0 and
ϕ(t) =
{
ψ(t) if t ∈ R \ {j};
j if t = j.
6.2. CONSTRUCTION: CASE 2 71
We have ϕ(t) > t + l(t) for any t ∈ R, since ϕ(t) = ψ(t) > t and l = 0. The
condition l|R∩D = 0 is now satisfied, since R ∩ D = ∅. Consider the ideal I of
P generated by the polynomials xt − yϕ(t), where t ∈ R \ {j} = (i..j) \M . By
Lemma 3.2.1, modulo I we have
(6.6) g
(2)
i,i,j,j
(
(i..j]\M) ≡ ∏
t∈(i..j] \ϕ((i..j]\M)
(xi − yt) =
∏
t∈(i..j) \ψ((i..j)\M)
(xi − yt).
The equality
qI y v = 0 can be proved in the same way as we proved the similar
equality above. Also,
q
xi − yt
y
v =
(
Resp λi −Resp(λt +1)
)
v. So by (6.6), we get
(6.7)
r
g
(2)
i,i,j,j
(
(i..j]\M)z v = s∏
t∈(i..j) \ψ((i..j)\M)
(xi − yt)
{
v
=
∏
t∈(i..j) \ψ((i..j)\M)
(
Resp λi−Resp(λt + 1)
)
v.
To calculate
r
g
(2)
i,j,j,j
(
(i..j]\M)z v, we apply Lemma 3.2.1 with D = {j}, S =
R = (i..j] \M , l = l(2)i,j,j,j , and
ϕ(t) =
{
ψ(t) if t ∈ R \ {j};
j if t = j.
Clearly, ϕ(t) > t+ l(t) for any t ∈ R, as ϕ(t) = ψ(t) > t if t ∈ R \ {j} and l(j) = 0.
By Lemma 3.2.1, modulo the ideal I defined above, we get
g
(2)
i,j,j,j
(
(i..j]\M)≡∏
t∈(i..j) \ψ((i..j)\M)
(xi − yt) v =
∏
t∈(i..j) \ψ((i..j)\M)
(xi − yt).
Hence
(6.8)
r
g
(2)
i,j,j,j
(
(i..j]\M)z v = s∏
t∈(i..j) \ψ((i..j)\M)
(xi − yt)
{
v
=
∏
t∈(i..j) \ψ((i..j)\M)
(
Resp λi−Resp(λt+1)
)
v.
Substituting (6.7) and (6.8) to (6.5), we obtain the required result.
(ii) Note that l¯, l + 1 6∈M . By Lemmas 2.5.1 and 2.5.2, we have Eδl S εi,j(M) v =
0 if l + 1 ∈M . Now let l + 1 /∈M . In the case l = i, by Lemma 2.5.1(iii), we get
Eδl S
ε
i,j(M)v = (−1)1+δεS ε+δi+1,j(M)v = (−1)1+δεS ε+δi+1,j(M(i+1..j])v = 0.
In the case i < l < j − 1, by Lemma 2.5.2, we get Eδl S εi,j(M) v = 0 if l /∈M and
Eδl S
ε
i,j(M)v =
∑
γ+σ=ε+δ
(−1)1+(δ+γ)εS γi,l
(
M(i..l]
)
S σl+1,j
(
M(l+1..j]
)
v = 0
if l ∈M . 
Lemma 6.2.2. Let λ ∈ X(n), v+λ ∈ L(λ)λ, 1 6 i < j 6 n, ε ∈ {0, 1}, and
M ∋ ¯ be a signed (i..j]-set all elements of which are even except ¯. Suppose that
ψ : [i..j) \M → [i..j) is an injection such that
(a) Resp λt = Resp
(
λψ(t) + 1
)
for any t ∈ [i..j) \M ;
(b) ψ(t) > t for any t ∈ [i..j) \M .
Then S εi,j(M) v
+
λ = 0.
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Proof. By Lemma 6.2.1(i), for any δ : [i..j)→ {0, 1}, we have
Eδii · · ·Eδj−1j−1 S εi,j(M) v+λ
=
∏
t∈(i..j) \ψ((i..j)\M)
(
Resp λi−Resp(λt+1)
)(
H
ε+
∑
δ
i −(−1)ε
∑
δH
ε+
∑
δ
j
)
v+λ = 0
because for the factor corresponding to t = ψ(i) is (Resp λi −Resp(λψ(i) + 1)) = 0.
By Proposition 1.3.8 and weight considerations, it now suffices to prove that
Eδl S
ε
i,j(M) v
+
λ = 0 for all i 6 l < j − 1, δ ∈ {0, 1}. We apply induction on
j − i. If j − i = 1, the result follows from the previous paragraph. Let now
j − i > 1. By Lemma 6.2.1(ii), we may assume that l + 1 /∈ M and prove that
S σl+1,j(M(l+1..j])v
+
λ = 0 for any σ ∈ {0, 1}. As l + 1 /∈ M , we have [l+1..j) \
M(l+1..j] = [l+1..j) \M . So we can consider the restriction ψ′ = ψ|[l+1..j)\M(l+1..j] ,
which is an injection of [l+1..j) \M(l+1..j] into [l+1..j) such that
(a′) Resp λt = Resp
(
λψ′(t) + 1
)
for all t ∈ [l+1..j) \M(l+1..j];
(b′) ψ′(t) > t for all t ∈ [l+1..j) \M(l+1..j]
Hence S σl+1,j(M(l+1..j])v
+
λ = 0 by the inductive hypothesis. 
Theorem 6.2.3. Let λ ∈ X(n), 1 6 i < n, and β := Resp λi. Suppose that[∏
i<k<n rβ(λ)k
]
= −m for some m ≥ 0. If λi and λn are not both divisible by
p, then there exists a nonzero homogeneous U(n − 1)-primitive vector v ∈ L(λ) of
weight λ− α(i, n).
Proof. By Lemmas 5.1.7, 5.1.9, there exists a flow Γ on (i..n) fully coherent
with rβ(λ)|(i..n). Let S be the set of all sources of edges of Γ. Thus for any t ∈ S,
there exists a unique ψ(t) ∈ (i..n) such that (t, ψ(t)) ∈ Γ, and ψ : S → (i..n) is an
injection. Set M :=
(
(i..n)\S)∪{n¯}. As λi and λn are not both divisible by p and
p 6= 2, we have that either λi−λn 6≡ 0 (mod p) or λi+λn 6≡ 0 (mod p). So there is
ε ∈ {0, 1} such that λi−(−1)ελn 6≡ 0 (mod p). Let v+λ ∈ L(λ)λ be a homogeneous
nonzero vector, and set v := S εi,n(M) v
+
λ .
First, we prove that v 6= 0. Note (i..n) \M = S. By Proposition 5.2.1,
(a) Resp λt = Resp
(
λψ(t) + 1
)
= β for all t ∈ (i..n) \M ;
(b) ψ(t) > t for all t ∈ (i..n) \M ;
By Lemma 6.2.1(i), for δ : [i..n)→ {0, 1} with ∑ δ = ε, we have
Eδii · · ·Eδn−1n−1Sεi,n(M)v+λ =
∏
t∈(i..n)\ψ(S)
(Resp λi − Resp(λt + 1))(Hi−(−1)εHn)v+λ
=
∏
t∈(i..n)\ψ(S)
(Resp λi − Resp(λt + 1))(λi − (−1)ελn)v+λ 6= 0,
since, by Definition 5.1.6(6) and Proposition 5.2.1(2), any t ∈ (i..n) such that
Resp(λt + 1) ≡ β is a target of an edge of Γ, that is, belongs to ψ(S).
Now, we prove that v is a U(n − 1)-primitive vector. We need to check that
Eδl S
ε
i,n(M) v
+
λ = 0 for all i 6 l < n − 1 and all δ. By Lemma 6.2.1(ii), we may
assume that l+1 /∈M and prove that Sσl+1,n(M(l+1..n])v+λ = 0 for σ = 0, 1. But the
last equality follows from Lemma 6.2.2 applied to the injection ψ|[l+1..n)\M(l+1..n] ,
which is well defined because l+1 /∈M implies [l+1..n)\M(l+1..n] = [l+1..n)∩S. 
The following result will be used in Theorem 7.1.4.
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Lemma 6.2.4. Let λ ∈ X(n), v+λ ∈ L(λ)λ, 1 6 i < j 6 n, M ∋ ¯ be a signed
(i..j]-set all of whose elements are even except ¯, and ε ∈ {0, 1}. Suppose that
λi ≡ λj ≡ 0 (mod p) and ψ : (i..j) \M → (i..j) is an injection such that
(a) Resp λt = Resp
(
λψ(t) + 1
)
for all t ∈ (i..j) \M ;
(b) ψ(t) > t for all t ∈ (i..j) \M .
Then S εi,j(M) v
+
λ = 0.
Proof. The proof that Eδl S
ε
i,j(M)v
+
λ = 0 for l 6= j − 1 is the same as in
Lemma 6.2.2, except that one uses Lemma 6.2.2 instead of the inductive hypothesis.
Now, for any δ : [i..j)→ {0, 1}, by Lemma 6.2.1(i), we have
Eδii · · ·Eδj−1j−1 S εi,j(M) v+λ
=
∏
t∈(i..j)\ψ((i..j)\M)
(Resp λi−Resp(λt+1))(Hε+
∑
δ
i −(−1)ε
∑
δH
ε+
∑
δ
j )v
+
λ = 0
since λi ≡ λj ≡ 0 (mod p) and v+λ belongs to the U0(n)-supermodule L(λ)λ iso-
morphic to u(λ), see Proposition 1.3.2. 
6.3. Construction: case λi ≡ 1 (mod p) and
[∏
i<k6n r0(λ)k
]
= +−m
This construction is a generalization of the previous one: we use operators
S εi,j(M), where the signed set M contains exactly one odd element q¯.
Lemma 6.3.1. Let λ ∈ X(n), v+λ ∈ L(λ)λ, 1 6 i < j 6 n, ε ∈ {0, 1}, and M be a
signed (i..j]-set containing either ¯ or j, all of whose elements are even except for
some q¯.
(i) Suppose that ψ : (i..j] \M → (i..j] is an injection such that
(a) Resp λt = Resp
(
λψ(t) + 1
)
for all t ∈ (i..j] \M ;
(b) ψ(t) > t for all t ∈ (i..j] \M ;
(c) if ψ(t) = t then t 6 q.
Then for any δ : [i..j)→ {0, 1}, we have
Eδii · · ·Eδj−1j−1 Sεi,j(M)v+λ =
∏
t∈(i..j]\ψ((i..j]\M)
(Resp λi − Resp(λt+1))Hε+
∑
δ
i v
+
λ .
(ii) Let i 6 l < j − 1 and δ ∈ {0, 1}. Suppose that either l+1 ∈M or one of
the following conditions holds :
• l = q − 1 and λq ≡ 0 (mod p);
• l 6= q − 1 and S σl+1,j
(
M(l+1..j]
)
v+λ = 0 for all σ ∈ {0, 1}.
Then Eδl S
ε
i,j(M) v
+
λ = 0.
Proof. (i) By Lemma 4.3.1, we get
(6.9)
Eδii · · ·Eδj−1j−1 S εi,j(M) v+λ = P δ,εi,j (M) v+λ
=
∑
k∈X(i,q,M)
(−1) ❣if k>i·1+(1+ε+
∑
δ)
∑
δ|[i..k)
r
g
(2)
i,k,q,j
(
(i..j]\M)zHε+∑ δk v+λ ,
where X(i, q,M) = {k ∈ [i..q] \M | k−1 ∈M ∪ {i−1, i}}.
We claim that the only non-zero contribution to the sum above can come from
the summation index k = i ∈ X(i, q,M). Indeed, let k ∈ (i..q] \M . If ψ(k) = k
then Resp λk = Resp(λk+1) by condition (a). Hence λk(λk − 1) ≡ (λk + 1)λk
and λk ≡ 0 (mod p), since p 6= 2. Therefore, Hε+
∑
δ
k v
+
λ = 0, since v
+
λ belongs
to the U0(n)-supermodule L(λ)λ isomorphic to u(λ) (see Proposition 1.3.2). Now
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suppose that ψ(k) > k. To calculate
r
g
(2)
i,k,q,j((i..j]\M)
z
v+λ , we apply Lemma 3.2.1
for D = {k}, S = (i..j] \ M , R = [k..j] \ M , ϕ = ψ|R, and l = l(2)i,k,q,j . Let
us check that ϕ(t) > t + l(t) for any t ∈ R. Indeed, if t ∈ R and t > q, then
ϕ(t) = ψ(t) > t by conditions (b) and (c). On the other hand, if t ∈ R and t 6 q,
then k 6 t 6 q and by the definition of l
(2)
i,k,q,j , we get l(t) = l
(2)
i,k,q,j(t) = 0. Hence
again ϕ(t) = ψ(t) > t = t+ l(t) by condition (b). The condition l|R∩D = 0 in our
case takes the form l(k) = 0. This equality obviously holds by the definition of
l
(2)
i,k,q,j . Now, consider the ideal I of P generated by the polynomials:
(1) x{k}i
ϕ(t)
− yϕ(t), for t ∈ R such that k ∈
[
t+l(t)..ϕ(t)
)
;
(2) xt − yϕ(t), for t ∈ R \ {j} such that k /∈
[
t+l(t)..ϕ(t)
)
.
Note that k ∈ R and k ∈ [k+l(k)..ϕ(k)), since l(k) = 0 and ϕ(k) = ψ(k) > k.
Therefore, by Lemma 3.2.1, we get g
(2)
i,k,q,j
(
(i..j]\M) ∈ I. It remains to prove thatqI y v+λ = 0. Well, the only generator of type (1) corresponds to t = k, and
Jx{k}i
ϕ(k)
− yϕ(k)Kv+λ = Jxk − yψ(k)Kv+λ = (Resp λk − Resp(λψ(k) + 1))v+λ = 0
by condition (a). Similarly, for a generator of type (2), we have
Jxt − yϕ(t)Kv+λ = (Resp λt − Resp(λψ(t) + 1))v+λ = 0,
which again follows from (a). Thus, we have proved that all summand corresponding
to k 6= i in (6.9) are zero, and so
(6.10) Eδii · · ·Eδj−1j−1 S εi,j(M) v+λ =
r
g
(2)
i,i,q,j
(
(i..j]\M)zHε+∑ δi v+λ .
To calculate
r
g
(2)
i,i,q,j((i..j]\M)
z
v+λ , we apply Lemma 3.2.1 for D = {i}, S =
R = (i..j]\M , ϕ = ψ and l = l(2)i,i,q,j . As above it is easy to check that ϕ(t) > t+ l(t)
for any t ∈ (i..j] \M . Moreover, the condition l|R∩D = 0 holds in this case, since
R ∩D = ∅. Consider the ideal I of P generated by the polynomials xt − yϕ(t) for
t ∈ R \ {j}. By Lemma 3.2.1, we get
(6.11) g
(2)
i,i,q,j
(
(i..j]\M) ≡∏
t∈(i..j]\ψ((i..j]\M)
(xi − yt) (mod I).
Using (a), one can easily see that JI Kv+λ = 0. Thus by (6.10) and (6.11), we get
Eδii · · ·Eδj−1j−1 Sεi,j(M)v+λ =
∏
t∈(i..j]\ψ((i..j]\M)
(Resp λi − Resp(λt + 1))Hε+
∑
δ
i v
+
λ .
(ii) In view of Lemmas 2.5.1 and 2.5.2, we may assume that l + 1 /∈M .
Case 1: l = q − 1. Then λq ≡ 0 (mod p) and so Hq v+λ = H¯q v+λ = 0. If l = i,
by Lemma 2.5.1(ii), we have
Eδl S
ε
i,j(M) v
+
λ =
∑
γ+σ=ε+δ
(−1)1+δεS γi+1,j
(
M\{i+1})H σq v+λ = 0.
If i < l < j − 1, by Lemma 2.5.2, we have Eδl Sεi,j(M) v+λ = 0 if l¯, l /∈M and
Eδl S
ε
i,j(M)v
+
λ =
∑
γ+σ+τ=ε+δ
(−1)1+(δ+γ)εS γi,l
(
M(i..l]
)
S σl+1,j
(
M(l+1..j]
)
Hτq v
+
λ = 0
otherwise.
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Case 2: l 6= q − 1. Then l + 1 6= q and so l+1, l+1 /∈ M . If l = i, by
Lemma 2.5.1(iii), we have
Eδl S
ε
i,j(M) v
+
λ = (−1)1+δεS ε+δi+1,j(M) v+λ = (−1)1+δεS ε+δi+1,j(M(i+1..j]) v+λ = 0
by assumption. If i < l < j − 1, by Lemma 2.5.2, we have Eδl S εi,j(M) v+λ = 0 if
l¯, l /∈M , and
Eδl S
ε
i,j(M)v
+
λ =
∑
γ+σ=ε+δ
(−1)1+(δ+γ)(ε+1+‖M(l+1..j]‖)Sγi,l(M(i..l])Sσl+1,j(M(l+1..j])v+λ = 0
otherwise. 
Lemma 6.3.2. Let λ ∈ X(n), v+λ ∈ L(λ)λ, 1 6 i < j 6 n, ε ∈ {0, 1} and
M be a signed (i..j]-set containing either ¯ or j, all of whose elements are even,
except for some q. Suppose that λq ≡ 0 (mod p) and there exists an injection
ψ : [i..j] \M → [i..j] such that
(a) Resp λt = Resp
(
λψ(t) + 1
)
for all t ∈ [i..j] \M ;
(b) ψ(t) > t for all t ∈ [i..j] \M ;
(c) if ψ(t) = t then t 6 q.
Then S εi,j(M) v
+
λ = 0.
Proof. By Lemma 6.3.1(i), for any δ : [i..j)→ {0, 1}, we have
Eδii · · ·Eδj−1j−1 S εi,j(M)v+λ =
∏
t∈(i..j]\ψ((i..j]\M)
(
Resp λi − Resp(λt+1)
)
H
ε+
∑
δ
i v
+
λ .
We claim that the last expression is zero. Indeed, if ψ(i) > i then ψ(i) ∈ (i..j] \
ψ((i..j]\M), since ψ is an injection, and by (a), we have Resp λi = Resp(λψ(i) +1).
On the other hand, if ψ(i) = i then by (a), we get Resp λi ≡ Resp(λi+1), and since
p 6= 2, we have λi ≡ 0 (mod p), whence Hε+
∑
δ
i v
+
λ =0.
It remains to prove that Eδl S
ε
i,j(M)v
+
λ = 0 for all i 6 l < j−1 and all δ. Apply
induction on j − i, the base case j − i = 1 coming from the previous paragraph.
Let j − i > 1. By Lemma 6.3.1(ii), we may assume that l + 1 /∈ M and l 6= q − 1
and prove that S σl+1,j
(
M(l+1..j]
)
v+λ = 0 for σ = 0, 1.
Case 1: i 6 l < q−1. Then q¯ ∈M(l+1..i], and [l+1..j]\M(l+1..j] = [l+1..j]\M .
Consider the restriction ψ′ = ψ|[l+1..j]\M(l+1..j] . This restriction is obviously an
injection of [l+1..j] \M(l+1..j] into [l+1..j] and satisfies the following conditions:
(a′) Resp λt ≡ Resp
(
λψ′(t) + 1
)
for all t ∈ [l+1..j] \M ;
(b′) ψ′(t) > t for all t ∈ [l+1..j] \M ;
(c′) if ψ′(t) = t then t 6 q.
So S σl+1,j(M(l+1..j])v
+
λ = 0 by the inductive hypothesis.
Case 2: q 6 l < j − 1. We want to apply Lemma 6.1.2. Note that M(l+1..j]
consists only of even elements. Moreover, [l+1..j] \M(l+1..j] = [l+1..j] \M and we
can consider the restriction ψ′′ = ψ|[l+1..j]\M(l+1..j] . This restriction is obviously an
injection of [l+1..j] \M(l+1..j] into [l+1..j] and satisfies the following conditions:
(a′′) Resp λt = Resp
(
λψ′′(t) + 1
)
for any t ∈ [l+1..j] \M ;
(b′′) ψ′′(t) > t for any t ∈ [l+1..j] \M
Note that (b′′) follows from (c). Now S σl+1,j
(
M(l+1..j]
)
v+λ = 0 by Lemma 6.1.2. 
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Theorem 6.3.3. Let λ ∈ X(n), 1 6 i < n and λi ≡ 1 (mod p). Suppose that[∏
i<k6n r0(λ)k
]
= +−m. Then there exists a non-zero homogeneous U(n − 1)-
primitive vector v ∈ L(λ) of weight λ− α(i, n).
Proof. By Lemma 5.1.12 there exists a resolution Γ of r0(λ)|(i..n]. Let S be
the set of all sources of edges of Γ. For any t ∈ S, there exists a unique index
ψ(t) ∈ (i..n] such that (t, ψ(t)) ∈ Γ. Moreover, ψ is an injection of S into (i..n].
Let q be the maximal element of S such that q = ψ(q). Such an element exists,
because Γ is not a flow, see Proposition 5.1.14. Pick a non-zero homogeneous vector
v+λ ∈ L(λ), ε ∈ {0, 1} and set M :=
(
(i..n] \ S) ∪ {q¯} and
v := S εi,n(M) v
+
λ .
If q < n then n /∈ S, since otherwise n < ψ(n) ∈ (i..n] by the choice of q. Thus
q < n implies n ∈M . Note also that q ∈ S and so q /∈M . We have proved that M
is a signed (i..n]-set containing either n¯ or n. Note also that (i..n] \M = S.
We have the following properties of ψ following from the fact that Γ is a weak
flow coherent with rβ(λ)|(i..n] and the choice of q:
(a) Resp λt = Resp
(
λψ(t) + 1
)
= 0 for all t ∈ (i..n] \M ;
(b) ψ(t) > t for all t ∈ (i..n] \M ;
(c) if ψ(t) = t then t 6 q.
By Lemma 6.3.1(i), for any δ : [i..n)→ {0, 1} such that ∑ δ = ε, we have
Eδii · · ·Eδn−1n−1 S εi,n(M) v+λ =
∏
t∈(i..n] \ψ(S)
(−Resp(λt+1))v+λ .
As Γ is fully coherent with r0(λ)|(i..n], any t ∈ (i..n] such that Resp(λt+1) ≡ 0
is the target of an edge of Γ, i.e. belongs to ψ(S). Therefore,∏
t∈(i..n] \ψ(S)
(−Resp(λt+1)) 6= 0.
Hence Eδii · · ·Eδn−1n−1 S εi,n(M) v+λ 6= 0 and v 6= 0.
Let us finally prove that v is a U(n−1)-primitive vector. We need to show that
Eδl S
ε
i,n(M) v
+
λ = 0 for all i 6 l < n− 1 and all δ. Note that λq ≡ 0 (mod p) by (a)
as ψ(q) = q. So, by Lemma 6.3.1(ii), we may assume that l+1 /∈M , l 6= q− 1, and
prove that S σl+1,j
(
M(l+1..j]
)
v+λ = 0 for any σ. But the last equality follows from
Lemma 6.3.2 if l < q − 1 and from Lemma 6.1.2 if l > q − 1, where we consider
the injection ψ|[l+1..j]\M(l+1..j] , noting that [l+1..j] \M(l+1..j] = [l+1..j] \M , since
l+ 1 /∈M . 
6.4. Extension: case λh ≡ 0 (mod p), λi ≡ 1 (mod p),
[∏
h<k6i r0(λ)k
]
= −m
Lemma 6.4.1. Let λ ∈ X(n), 1 6 h < i < n, v be a U(n − 1)-primitive vector
of L(λ)λ−α(i,n), ε ∈ {0, 1}, and M ∋ ı¯ be a signed (h..i]-set all of whose elements
except ı¯ are even. Suppose that ψ : [h..i) \M → [h..i) is an injection such that
(a) Resp λt = Resp
(
λψ(t) + 1
)
for any t ∈ [h..i) \M ;
(b) ψ(t) > t for any t ∈ [h..i) \M .
Then S εh,i(M) v = 0.
Proof. Set µ := λ − α(i, n). We first prove that Eδl S εh,i(M) v = 0 for all
l 6= n − 1, i − 1 and δ ∈ {0, 1}. By weights, we may assume that h 6 l < i − 1.
We apply induction on i− h. By Lemma 6.2.1(ii), we may assume that l + 1 /∈M
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and prove that S σl+1,i(M(l+1..i])v = 0 for any σ. But this equality follows from the
inductive hypothesis if we consider the restriction ψ′ = ψ|[l+1..i)\M(l+1..i] , which is
obviously an injection of [l+1..i) \M(l+1..i] = [l+1..i) \M into [l+1..i) satisfying
the conditions similar to (a) and (b).
Next, we prove that S εh,i(M)v is U(n−1)-primitive. By Lemma 1.3.9, it suffices
to show that Eδhh · · ·Eδi−1i−1 S εh,i
(
M
)
v = 0 for all δ : [h..i) → {0, 1}. By (a) and the
fact that ψ is an injection of [h..i) \M into [h..i), we have:
(a′) Resp µt = Resp
(
µψ(t) + 1
)
for all t ∈ [h..i) \M .
Hence by Lemma 6.2.1(i), we get
Eδhh · · ·Eδi−1i−1 S εh,i(M) v
=
∏
t∈(h..i) \ψ((h..i)\M)
(
Resp µh−Resp(µt+1)
)
(H
ε+
∑
δ
h −(−1)ε
∑
δH
ε+
∑
δ
i )v
=
∏
t∈(h..i) \ψ((h..i)\M)
(
Resp λh−Resp(λt+1)
)
(H
ε+
∑
δ
h −(−1)ε
∑
δH
ε+
∑
δ
i )v = 0,
because ψ(h) ∈ (h..i)\ψ((h..i)\M), and by (a), we have Resp λh = Resp(λψ(h)+1).
Now, it suffice to prove that Eδhh · · ·Eδn−1n−1 S εh,i(M) v = 0 for all δ : [h..n) →
{0, 1}. By Corollary 2.1.3, we have
Eδhh · · ·Eδn−1n−1 S εh,i(M) v = (−1) ε
∑
δ|[i..n)Eδhh · · ·Eδi−1i−1 S εh,i(M)Eδii · · ·Eδn−1n−1 v = 0
by Lemma 6.2.2 with v+λ = E
δi
i · · ·Eδn−1n−1 v. 
Theorem 6.4.2. Let λ ∈ X(n), 1 6 h < i < n, λh ≡ 0 (mod p), λi ≡ 1 (mod p),
and
[∏
h<k6i r0(λ)k
]
= −m. Then for any nonzero homogeneous U(n−1)-primitive
vector v ∈ L(λ)λ−α(i,n) there exists a nonzero homogeneous U(n − 1)-primitive
vector w ∈ U(i)v of weight λ− α(h, n).
Proof. Let (a, b) ∈ Z2≥0 be a pair with maximal possible sum a+ b such that
H¯
a
hH¯
b
i v 6= 0. As Hiv = Hhv = 0, we have a, b < 2. We set v′ := H¯ahH¯biv. Then
v′ ∈ U(i)v and Hσh v′ = Hσi v′ = 0 for all σ ∈ {0, 1}.
By Lemma 5.1.9, there exists a flow Γ on (h..i] fully coherent with r0(λ)|(h..i].
Let S be the set of all sources of edges of Γ. Thus for any t ∈ S there exists a
unique ψ(t) ∈ (h..i] with (t, ψ(t)) ∈ Γ, ψ is an injection of S into (h..i], and
(a) Resp λt = Resp
(
λψ(t) + 1
)
= 0 for all t ∈ S;
(b) ψ(t) > t for all t ∈ S.
Note that ψ is actually an injection of S into (h..i). Indeed, suppose that
ψ(t) = i for some t ∈ S. Then by (a), we get 0 = Resp(λi + 1) = 2, which is a
contradiction.
Set M := ((h..i) \ S) ∪ {ı¯}. Note that i /∈ S for otherwise i < ψ(i) ∈ (h..i],
giving a contradiction. Hence we get (h..i) \M = S. Choose ε ∈ {0, 1} and set
w := S εh,i(M) v
′.
To prove that w is a U(n−1)-primitive vector, we must show that Eδl S εh,i(M) v′
= 0 for l = 1, . . . , n− 2 and δ ∈ {0, 1}. As v′ is U(n− 1)-primitive, and by weights,
we may assume that h 6 l < i. If h 6 l < i − 1, then by Lemma 6.2.1(ii),
it suffices to prove that Sσl+1,i(M(l+1..i])v
′ = 0 in the case l + 1 /∈ M . But this
equality follows from Lemma 6.4.1 if we consider the injection ψ|[l+1..i)\M(l+1..i] of
[l+1..i) \M(l+1..i] = [l+1..i) \M into [l+1..i).
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Now, by Lemma 1.3.9, to prove the U(n−1)-primitivity of Sεh,i(M)v′ it suffices
to show that Eδhh · · ·Eδi−1i−1 Sεh,i(M)v′ = 0 for all δ : [h..i) → {0, 1}. Applying
Lemma 6.2.1(i) as in the proof of Lemma 6.4.1, we get
Eδhh · · ·Eδi−1i−1 S εh,i(M) v′
=
∏
t∈(h..i) \ψ((h..i)\M)
(
Resp λh−Resp(λt+1)
)
(H
ε+
∑
δ
h −(−1)ε
∑
δH
ε+
∑
δ
i )v
′ = 0
by the choice of v′ in the beginning of this proof.
Finally, we prove that w 6= 0. We are going to prove that Eδhh · · ·Eδn−1n−1 w 6= 0
for some function δ : [h..n) → {0, 1}. Applying Lemma 6.2.1(i) as in the proof of
Lemma 6.4.1, we get
Eδhh · · ·Eδn−1n−1 S εh,i(M)v′ = (−1)ε
∑
δ|[i..n)Eδhh · · ·Eδi−1i−1 Sεh,i(M)Eδii · · ·Eδn−1n−1 v′
= (−1) ε
∑
δ|[i..n)
∏
t∈(h..i) \ψ((h..i)\M)
(−Resp(λt+1))
×(H ε+
∑
δ|[h..i)
h −(−1)ε
∑
δ|[h..i)H
ε+
∑
δ|[h..i)
i )E
δi
i · · ·Eδn−1n−1 v′.
Since the flow Γ is fully coherent with rβ(λ)|(h..i], we have∏
t∈(h..i)\ψ((h..i)\M)
(−Resp(λt+1)) 6= 0
by Proposition 5.2.1(2). Now to complete the proof that w 6= 0, choose δh, . . . , δi−1
so that
∑
δ|[h..i) = ε, choose δi, . . . , δn−1 so that Eδii · · ·Eδn−1n−1 v′ 6= 0, and recall
that λh ≡ 0 (mod p) and λi ≡ 1 (mod p). 
6.5. Extension: case λi 6≡ 0 (mod p),
[∏
h<k6i rβ(λ)k
]
= −m,
and λh ≡ 0 (mod p), λi ≡ 1 (mod p) do not both hold
Lemma 6.5.1. Let λ ∈ X(n), 1 6 h < i < n, v be a U(n − 1)-primitive vector
in L(λ)λ−α(i,n), ε ∈ {0, 1}, and M ⊂ (h..i] be a subset containing i ∈ M . Suppose
that there exists an injection ψ : [h..i) \M → [h..i) such that
(a) Resp λt = Resp
(
λψ(t) + 1
)
for all t ∈ [h..i) \M ;
(b) ψ(t) > t for all t ∈ [h..i) \M .
Then S εh,i(M) v = 0.
Proof. Set µ := λ− α(i, n). Note that
(a′) Resp µt = Resp
(
µψ(t) + 1
)
for all t ∈ [h..i) \M .
Hence and by Lemma 6.1.1(i), we get for all δh, . . . , δi−1:
Eδhh · · ·Eδi−1i−1 Sεh,i(M)v = ✐if ∑ δ=ε
∏
t∈(h..i] \ψ((h..i]\M)
(
Resp µh − Resp(µt + 1)
)
v
=
∏
t∈(h..i)\ψ((h..i)\M)
(Resp λh− Resp(λt + 1))(Resp λh − Resp(µi + 1))v,
which is zero because ψ(h) ∈ (h..i) \ ψ((h..i)\M).
Let ε, δh, . . . , δn−1 ∈ {0, 1}. Set M ′ := (M \ {i}) ∪ {ı¯}, v′ := Eδii · · ·Eδn−1n−1 v,
and vσ := E σi E
δi+1
i+1 · · ·Eδn−1n−1 v. Note that v′, vσ ∈ L(λ)λ. By Corollary 2.1.3 and
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Lemma 2.4.1, we have:
Eδhh · · ·Eδn−1n−1 S εh,i(M) v = (−1) ε
∑
δ|(i..n)Eδhh · · ·Eδii S εh,i(M)Eδi+1i+1 · · ·Eδn−1n−1 v
= (−1) ε
∑
δ|[i..n)Eδhh · · ·Eδi−1i−1 S εh,i(M)Eδii · · ·Eδn−1n−1 v
+(−1) ε
∑
δ|(i..n)
∑
γ+σ=ε+δi
(−1)1+(δi+γ)εEδhh · · ·Eδi−1i−1 S γh,i(M ′)E σi Eδi+1i+1 · · ·Eδn−1n−1 v
= (−1)ε
∑
δ|[i..n)Eδhh · · ·Eδi−1i−1 S εh,i(M) v′
+(−1) ε
∑
δ|(i..n)
∑
γ+σ=ε+δi
(−1)1+(δi+γ)εEδhh · · ·Eδi−1i−1 S γh,i(M ′) vσ = 0,
because, by Lemma 6.1.2, Sεh,i(M)v
′=0, and by Lemma 6.2.2, Sγh,i(M
′)vσ=0.
By Proposition 1.3.8, Lemma 1.3.9, and Lemma 6.1.1(ii), it now suffices to prove
that Eδl S
ε
h,i(M)v = 0 for all h 6 l < i − 1 and all δ. Apply induction on i− h. By
Lemma 6.1.1(ii), we may assume that l+1 /∈M and prove that S σl+1,i
(
M(l+1..i]
)
v =
0 for any σ. But this fact follows from the inductive hypothesis by considering the
restriction ψ′ = ψ|[l+1..i)\M(l+1..i] , which is an injection of [l+1..i) \ M(l+1..i] =
[l+1..i) \M into [l+1..i), satisfying conditions similar to (a) and (b). 
Theorem 6.5.2. Let λ ∈ X(n), 1 6 h < i < n, λi 6≡ 0 (mod p), and λh 6≡ 0
(mod p) or λi 6≡ 1 (mod p). Let Resp λh = Resp λi =: β, and
[∏
h<k6i rβ(λ)k
]
=
−m. Then for any nonzero homogeneous U(n−1)-primitive vector v ∈ L(λ)λ−α(i,n),
there exists a nonzero homogeneous U(n− 1)-primitive vector w ∈ U(i)v of weight
λ− α(h, n).
Proof. By Lemmas 5.1.7 and 5.1.9, there exists a flow Γ on (h..i] fully coherent
with rβ(λ)|(h..i]. Let S be the set of all sources of edges of Γ. Thus for any t ∈ S,
there exists a unique ψ(t) ∈ (h..i] such that (t, ψ(t)) ∈ Γ, and ψ is an injection of
S into (h..i]. By Proposition 5.2.1, we also have
(a) Resp λt = Resp
(
λψ(t) + 1
)
= β for all t ∈ S;
(b) ψ(t) > t for all t ∈ S.
Note further that ψ(S) ⊂ (h..i), for if ψ(t) = i for some t ∈ S, then by (a), we
have Resp(λi + 1) = β = Resp λi, and so λi ≡ 0 (mod p), which contradicts our
assumptions.
Denote M := (h..i] \ S. Note that i ∈ M , for otherwise i ∈ S, and i <
ψ(i) ∈ (h..i] gives a contradiction. Set w := S¯h,i(M)v. We first prove that w is
U(n− 1)-primitive. As v is U(n− 1)-primitive and by weights, it suffices to prove
that EδlS¯h,i(M)v = 0 for all h 6 l < i and all δ. Assume first that h 6 l < i−1. By
Lemma 6.1.1(ii), it suffices to prove that S σl+1,i
(
M(l+1..i]
)
v = 0 in the case l+1 /∈M .
But this follows from Lemma 6.5.1 if we consider the injection ψ|[l+1..i)\M(l+1..i] .
Now, by Lemma 1.3.9, to that w is U(n − 1)-primitive, it suffices to prove that
Eδhh · · ·Eδi−1i−1 S¯h,i
(
M
)
v = 0 for any δ : [h..i)→ {0, 1}. By Lemma 6.1.1(i), we have
Eδhh · · ·Eδi−1i−1 S¯h,i(M) v
✐
if
∑
δ=1
∏
t∈(h..i)\ψ((h..i)\M)
(Resp λh − Resp(λt + 1))(Resp λh − Resp(µi + 1))v,
where µ = λ − α(i, n). The last expression is zero because µi + 1 = λi, and so
Resp λh − Resp(µi + 1) = Resp λh − Resp λi = 0.
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Finally, we prove that w 6= 0. If w = 0, then Eδhh · · ·Eδn−1n−1 w = 0 for all
δ : [h..n)→ {0, 1}. We set
c :=
∏
t∈(h..i)\ψ(S)
(
β − Resp(λt + 1)
)
.
As the flow Γ is fully coherent with rβ(λ)|(h..i], we have c 6= 0. Denoting M ′ :=
(M \ {i}) ∪ {ı¯} and applying parts (i) of Lemmas 6.1.1 and 6.2.1, we get:
(6.12)
0 = Eδhh · · ·Eδn−1n−1 w = (−1)
∑
δ|[i..n)Eδhh · · ·Eδi−1i−1 S¯h,i(M)Eδii · · ·Eδn−1n−1 v
+(−1)
∑
δ|(i..n)
∑
γ+σ=1+δi
(−1)1+δi+γEδhh · · ·Eδi−1i−1 S γh,i(M ′)Eσi Eδi+1i+1 · · ·Eδn−1n−1 v
= (−1)
∑
δ|[i..n) ✐if ∑ δ|[h..i)=1 c
(
Resp λh − Resp(λi + 1)
)
Eδii · · ·Eδn−1n−1 v
+(−1)
∑
δ|[i..n)
∑
γ+σ=1+δi
(−1)1+γc(Hγ+
∑
δ|[h..i)
h −(−1)γ
∑
δ|[h..i)H
γ+
∑
δ|[h..i)
i )
×E σi Eδi+1i+1 · · ·Eδn−1n−1 v.
Choose δh, . . . , δn−1 so that E
δi+1
i E
δi+1
i+1 · · ·Eδn−1n−1 v 6= 0 If δh + · · ·+ δi−1 = 1 then
cancelling out c (−1)
∑
δ|[i..n) in (6.12), we get
(6.13)
0 =
(
λh(λh − 1)− (λi + 1)λi
)
Eδii · · ·Eδn−1n−1 v + (λh + λi)Eδii · · ·Eδn−1n−1 v
−(H¯h − H¯i)E δi+1i Eδi+1i+1 · · ·Eδn−1n−1 v.
On the other hand, if δh + · · ·+ δi−1 = 0, we get similarly:
(6.14) 0 = (H¯h − H¯i)Eδii · · ·Eδn−1n−1 v − (λh − λi)E δi+1i Eδi+1i+1 · · ·Eδn−1n−1 v.
Multiplying (6.13) by H¯h−H¯i, using (6.14) and the equality (H¯h−H¯i)2 = Hh+Hi,
we get[(
λh(λh−1)−(λi+1)λi+λh+λi
)
(λh−λi)−(λh+λi)
]
E δi+1i E
δi+1
i+1 · · ·Eδn−1n−1 v = 0.
As E δi+1i E
δi+1
i+1 · · ·Eδn−1n−1 v 6= 0, we have(
λh(λh − 1)− (λi + 1)λi + λh + λi
)
(λh − λi)− (λh + λi) ≡ 0 (mod p).
The equality Resp λh = Resp λi yields λh(λh − 1) − λi(λi − 1) ≡ 0 (mod p). This
allows us to write the above formula as
0 ≡(λh(λh−1)−(λi+1)λi−[λh(λh−1)−λi(λi−1)]+λh+λi)(λh−λi)−(λh+λi)
=(λh − λi)2−(λh+λi) ≡ λ2h − 2λhλi + λ2i − λh − λi −
[
λh(λh − 1)− λi(λi − 1)
]
= − 2λi(λh − λi + 1) ≡ 0 (mod p).
Since by assumption λi 6≡ 0 (mod p), we get λh ≡ λi − 1 (mod p). Substituting
this value of λh to λh(λh − 1)− λi(λi − 1) ≡ 0 (mod p), we get
0 ≡ (λi − 1)(λi − 2)− λi(λi − 1) = −2λi + 2 (mod p).
Hence λi ≡ 1 (mod p) and λh ≡ 0 (mod p), which is a contradiction. 
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6.6. Extension: case λh ≡ 1 (mod p), λi ≡ 0 (mod p), and
[
∏
h<k6i r0(λ)k] = +−m
Lemma 6.6.1. Let λ ∈ X(n), 1 6 h < i < n, v be a U(n − 1)-primitive vector
of L(λ)λ−α(i,n), ε ∈ {0, 1}, and M ⊂ (h..i] be such that i ∈ M . Suppose that there
exists an injection ψ : [h..i] \M → [h..i] such that
(aψ) Resp λt = Resp
(
λψ(t) + 1
)
for all t ∈ [h..i] \M ;
(bψ) ψ(t) > t for all t ∈ [h..i] \M
and an injection θ :
(
[h..i] \M) ∪ {i} → [h..i] such that
(aθ) Resp λt = Resp
(
λθ(t) + 1
)
for all t ∈ ([h..i] \M) ∪ {i};
(bθ) θ(t) > t for all t ∈
(
[h..i] \M) ∪ {i};
Then S εh,i(M) v = 0.
Proof. Set µ := λ− α(i, n). Note the following property of ψ:
(a′ψ) Resp µt = Resp
(
µψ(t) + 1
)
for all t ∈ [h..i] \M ;
Indeed, we only need to check that Resp µt = Resp
(
µi + 1
)
for t ∈ [h..i] \M such
that ψ(t) = i. We have θ(i) = i by property (bθ) and t < i by property (bψ).
Therefore by properties (aψ) and (aθ), we get
(6.15) Resp µt=Resp λt=Resp(λi + 1)=Resp(λθ(i) + 1)=Resp λi=Resp
(
µi + 1
)
.
Note that in particular Resp(λi + 1) = Resp λi implies λi ≡ 0 (mod p).
Let δh, . . . , δi−1∈{0, 1}. As v has weight µ, we have by (a′ψ) and Lemma 6.1.1(i):
Eδhh · · ·Eδi−1i−1 S εh,i(M)v= ✐if ∑ δ=ε
∏
t∈(h..i] \ψ((h..i]\M)
(Resp µh − Resp(µt + 1))v=0,
since by (bψ), ψ(h) ∈ (h..i] \ ψ((h..i]\M), and by (a′ψ), Resp µh = Resp(µψ(h) + 1).
Let δh, . . . , δn−1 ∈ {0, 1}, and set M ′ := (M \{i})∪{ı¯}, v′ := Eδii · · ·Eδn−1n−1 v ∈
L(λ)λ, vσ := E σi E
δi+1
i+1 · · ·Eδn−1n−1 v ∈ L(λ)λ. By Lemma 2.4.1, we have
(6.16)
Eδhh · · ·Eδn−1n−1 S εh,i(M) v = (−1) ε
∑
δ|[i..n)Eδhh · · ·Eδi−1i−1 S εh,i(M) v′
+(−1) ε
∑
δ|(i..n)
∑
γ+σ=ε+δi
(−1)1+(δi+γ)εEδhh · · ·Eδi−1i−1 S γh,i(M ′) vσ.
Using ψ, by Lemma 6.1.2, we get S εh,i(M) v
′ = 0. On the other hand, using θ, by
Lemma 6.3.2 with q = i, we get S γh,i(M
′) vσ = 0.
By Proposition 1.3.8 and Lemma 1.3.9, it now suffices to proveEδl S
ε
h,i(M) v = 0
for any h 6 l < i−1 and δ ∈ {0, 1}. We apply induction on i−h. By Lemma 6.1.1(ii)
we may assume that l+1 /∈M and prove that S σl+1,i(M(l+1..i])v = 0 for any σ. But
this equality follows from the inductive hypothesis if we consider the restrictions
ψ′ = ψ|[l+1..i]\M(l+1..i] and θ′ = θ|([l+1..i]\M(l+1..i])∪{i}, which are injections from
[l+1..i]\M(l+1..i] = [l+1..i]\M and
(
[l+1..i] \M(l+1..i]
)∪{i} = ([l+1..i] \M)∪{i}
to [l+1..i] satisfying conditions similar to (aψ), (bψ), (aθ) and (bθ). 
Theorem 6.6.2. Let λ ∈ X(n) and 1 6 h < i < n, λh ≡ 1 (mod p), λi ≡
0 (mod p), and
[∏
h<k6i r0(λ)k
]
= +−m. Then for any nonzero homogeneous
U(n−1)-primitive vector v ∈ L(λ)λ−α(i,n), there exists a nonzero homogeneous
U(n− 1)-primitive vector w ∈ U(i) v of weight λ− α(h, n).
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Proof. We construct a flow Γ on [h..i] and a weak flow ∆ on (h..i] as follows.
If
[∏
h<k<i r0(λ)k
]
= ∅, then by Lemma 5.1.9, there exists a flow Γ0 on (h..i) fully
coherent with r0(λ)|(h..i), and we set Γ := Γ0 ∪{(h, i)} and ∆ := Γ0 ∪{(i, i)}. Now
let
[∏
h<k<i r0(λ)k
] 6= ∅. We have [∏h<k<i r0(λ)k] = +s−r by Proposition 5.1.3.
Then
+−m = [∏h<k6i r0(λ)k] = [(+s−r) +−] =
{
+s+1 − if r = 0;
+s −r if r > 0.
So r = 0 implies s = 0. But we cannot have r = s = 0, as
[∏
h<k<i r0(λ)k
] 6= ∅.
So r > 0 and s = 1. Applying Lemma 5.1.12 to r0(λ)|(h..i), there exist h < a1 <
· · · < aq < i, with q > 0, such that
• r0(λ)a1 = · · · = r0(λ)aq = +−;
• [∏k∈(al−1..al) r0(λ)k] contains only −’s for all l = 1, . . . , q + 1, where
a0 := h and aq+1 := i;
By Lemma 5.1.9, for l = 1, . . . , q + 1, there exists a flow Γl fully coherent with
r0(λ)|(al−1..al). We set Γ := {(h, a1), (a1, a2), . . . , (aq−1, aq), (aq, i)} ∪
⋃ q+1
l=1 Γl and
∆ := {(a1, a1), . . . , (aq, aq), (i, i)}∪
⋃ q+1
l=1 Γl. Then Γ is a flow and ∆ is a weak flow.
We denote by S the set of all sources of edges of Γ except h. Then the set of
all sources of edges of Γ is S∪{h} and the set of all sources of edges of ∆ is S∪{i}.
For any t ∈ S ∪ {h}, there exists a unique ψ(t) ∈ (h..i] such that (t, ψ(t)) ∈ Γ. For
any t ∈ S ∪ {i}, there exists a unique θ(t) ∈ (h..i] such that (t, θ(t)) ∈ ∆. Clearly,
ψ and θ are embeddings of S ∪ {h} and S ∪ {i}, respectively, into (h..i].
We note the following properties of ψ and θ, following from the fact that each
Γl is a flow coherent with r0(λ)|(al−1..al), Definition 5.1.6 and Proposition 5.2.1:
(aψ) Resp λt = Resp
(
λψ(t) + 1
)
for all t ∈ S ∪ {h};
(bψ) ψ(t) > t for all t ∈ S ∪ {h}.
(aθ) Resp λt = Resp
(
λθ(t) + 1
)
for all t ∈ S ∪ {i};
(bθ) θ(t) > t for all t ∈ S ∪ {i};
Now set M := (h..i] \ S and, for ε ∈ {0, 1}, define wε := S εh,i(M) v. We claim
that w0 or w1 is the required U(n− 1)-primitive vector.
We first prove that wε is U(n− 1)-primitive. By (aψ) and (6.15), we have
(a′ψ) Resp µt = Resp
(
µψ(t) + 1
)
for any t ∈ S ∪ {h};
Note that ψ(h) ∈ (h..i] \ ψ((h..i] \M), as ψ(h) > h and ψ is an injection. So, by
Lemma 6.1.1(i) and (a′ψ), we get
Eδhh · · ·Eδi−1i−1 Sεh,i(M)v= ✐if ∑ δ=ε
∏
t∈(h..i] \ψ((h..i]\M)
(Resp µi−Resp(µt + 1))v = 0.
Now by Lemma 1.3.9 and weights, it remains to show that Eδl S
ε
h,i(M)v = 0 for
any h 6 l < i − 1 and any δ. By Lemma 6.1.1(ii), we may assume that l + 1 /∈ M
and prove that S σl+1,i
(
M(l+1..i]
)
v = 0 for any σ ∈ {0, 1}. But this equality follows
from Lemma 6.6.1 if we consider the restrictions ψ′ = ψ|[l+1..i]\M(l+1..i] and θ′ =
θ|([l+1..i]\M(l+1..i])∪{i}. To check that ψ′ and θ′ are well defined, note that l+1 /∈M ,
and so [l+1..i] \M(l+1..i] = [l+1..i] \M ⊂ (h..i] \M = S.
Now suppose that w0 = w1 = 0. Then Eδhh · · ·Eδn−1n−1 wε = 0 for all δh, . . . , δn−1,
and the equality (6.16) holds, where v′ = Eδii · · ·Eδn−1n−1 v, vσ = Eσi Eδi+1i+1 · · ·Eδn−1n−1 v,
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M ′=(M \{i})∪{ı¯}. Moreover, note that S ∪ {h} = [h..i] \M and (aψ) and (bψ)
hold, so by Lemma 6.1.2, S εh,i(M) v
′ = 0. Thus, by (6.16) and Lemma 6.3.1(i), we
have
0=Eδhh · · ·Eδn−1n−1 Sεh,i(M)v=(−1)ε
∑
δ|[i..n)
∑
γ+σ=ε+δi
(−1)1+(δi+γ)εEδhh · · ·Eδi−1i−1 Sγh,i(M ′)vσ
= (−1)ε
∑
δ|[i..n)
∏
t∈(h..i]\θ((h..i]\M ′)
(−Resp(λt+1))
∑
γ+σ=ε+δi
(−1)1+γεHγ+
∑
δ|[h..i)
h v
σ.
Note that (h..i]\M ′ = S∪{i}. Since every Γl is fully coherent with r0(λ)|(al−1..al),
we see that ∆ is fully coherent with r0(λ)|(h..i]. So, by Proposition 5.2.1(2), we get∏
t∈(h..i] \ θ((h..i]\M ′)Resp(λt+1) 6= 0. Hence∑
γ+σ=ε+δi
(−1)γεH γ+
∑
δ|[h..i)
h v
σ = 0.
Choosing δh, . . . , δi−1 so that δh + · · · + δi−1 = ε, we get (−1)εvδi +H¯hvδi+1 = 0
for any ε ∈ {0, 1}. As p > 2, have vδi = Eδii · · ·Eδn−1n−1 v = 0. As δi, . . . , δn−1 are
arbitrary and v is U(n− 1)-primitive, we get v = 0, which is a contradiction. 
6.7. Normal indices and primitive vectors
Theorem 6.7.1. Let λ ∈ X(n) and i be a λ-normal index. Then in L(λ), there
exists a nonzero U(n− 1)-primitive homogeneous vector v of weight λ− α(i, n).
Proof. Set β := Resp λi. As i is λ-normal,
[∏
i6k<n rβ(λ)k
]
contains −i.
Assume first that β 6= 0. Then [∏i<k<n rβ(λ)k] cannot contain any +’s.
Case 1:
[∏
i<k<n rβ(λ)k
]
= −r, with r > 0. In this case, [∏i<k6n rβ(λ)k]
does not contain + for any value of λn. The required result follows now from
Theorem 6.1.3.
Case 2:
[∏
i<k<n rβ(λ)k
]
= ∅. As λi 6≡ 0 (mod p), the required result follows
from Theorem 6.2.3.
Now let β = 0. Then one of the following two conditions must holds:
• [∏i<k<n r0(λ)k] = −r for some even non-negative r (cf. Corollary 5.1.4);
• r0(λ)i = −− and
[∏
i<k<n r0(λ)k
]
contains exactly one +.
Case 1:
[∏
i<k<n r0(λ)k
]
= −r, with r > 2. In this case,
[∏
i<k6n r0(λ)k
]
does not contain the sign + for any λn, and we can apply Theorem 6.1.3.
Case 2:
[∏
i<k<n r0(λ)k
]
= ∅. In this case, λi and λn are not both divisible
by p by the definition of a normal index, and we can apply Theorem 6.2.3.
Case 3: λi ≡ 1 (mod p) (equivalently r0(λ)i = −−),
[∏
i<k<n r0(λ)k
]
is of
the form +−m, and λn 6≡ −1 (mod p). Then m > 0 by Corollary 5.1.4, and
r0(λ)n 6= ++. So
[∏
i<k6n r0(λ)k
]
contains exactly one +. The required result
now follows from Theorem 6.3.3
Case 4: λi ≡ 1 (mod p),
[∏
i<k<n r0(λ)k
]
is of the form +−m, and λn ≡
−1 (mod p). By Lemma 5.1.12, there exists a section of r0(λ)|(i..n), see Defini-
tion 5.1.13. Let a be its maximal element. We have the following properties:
• λa ≡ 0 (mod p);
• [∏a<k<n r0(λ)k] does not contain any +’s;
• [∏i<k6a r0(λ)k] = +−.
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Applying cases 1 and 2, which we have already considered, we obtain that there
exists a nonzero U(n − 1)-primitive homogeneous vector w ∈ L(λ) of weight λ −
α(a, n). Next, we apply Theorem 6.6.2 to obtain a nonzero homogeneous U(n− 1)-
primitive vector v ∈ U(a)w ⊂ L(λ) of weight λ− α(i, n). 
Theorem 6.7.2. Let λ ∈ X(n), h be a λ-normal index, h < i < n, and Resp λh =
Resp λi. Then for any nonzero homogeneous U(n−1)-primitive vector v ∈ L(λ)λ−α(i,n),
there exists a nonzero homogeneous U(n− 1)-primitive vector w ∈ U(i)v of weight
λ− α(h, n).
Proof. Set β := Resp λi. As h is λ-normal,
[∏
h6k<n rβ(λ)k
]
contains −h.
Assume first that β 6= 0. Then [∏h<k6i rβ(λ)k] does not contain any +’s. Now
the required result follows from Theorem 6.5.2.
Now let β = 0. Note that λh ≡ 0 or 1 (mod p), and λi ≡ 0 or 1 (mod p).
Moreover, one of the following conditions holds:
• [∏h<k6i r0(λ)k] does not contain any +’s;
• r0(λ)h = −− and
[∏
h<k6i r0(λ)k
]
contains exactly one +.
Case 1:
[∏
h<k6i r0(λ)k
]
= −m, λh ≡ 1 (mod p) and λi ≡ 1 (mod p). In this
case the result follows from Theorem 6.5.2.
Case 2:
[∏
h<k6i r0(λ)k
]
= −m, λh ≡ 0 (mod p) and λi ≡ 1 (mod p). In this
case the result follows from Theorem 6.4.2.
Case 3:
[∏
h<k6i r0(λ)k
]
= −m and λi ≡ 0 (mod p). If
[∏
h<k<i r0(λ)k
]
=
+s−r, then
−m = [ ∏
h<k6i
r0(λ)k
]
=
[[ ∏
h<k<i
r0(λ)k
]
+−] = [(+s−r) +−] =
{
+s+1− if r = 0;
+s−r if r > 0.
Hence s = 0 and r = m > 0. Considering the map r0(λ)|(h..i), By Lemma 5.1.10,
we get that there exists an index a ∈ (h..i) such that
• r0(λ)a = −− (that is, λa ≡ 1 (mod p));
• [∏a<k<i r0(λ)k] equals either ∅ or +−;
• [∏h<k6a r0(λ)k] = −m.
Regardless of which possibility in the second line holds, we have
[∏
a<k6i r0(λ)k
]
=
+−. By Theorem 6.6.2, there exists a nonzero homogeneous U(n − 1)-primitive
vector u ∈ U(i) v of weight λ− α(a, n). To finish the proof in this case, it remains
to apply cases 1 and 2, where we consider a instead of i.
Case 4:
[∏
h<k6i r0(λ)k
]
= +−m and λi ≡ 1 (mod p). In this case λh ≡
1 (mod p). By Lemma 5.1.12, there exists a section of r0(λ)|(h..i], see Defini-
tion 5.1.13. Let a be its maximal element. We have the following properties:
• λa ≡ 0 (mod p);
• [∏a<k6i r0(λ)k] = −m−1;
• [∏h<k6a r0(λ)k] = +−.
By Theorem 6.4.2, there is a nonzero homogeneous U(n − 1)-primitive vector u ∈
U(i) v of weight λ−α(a, n). Now, by Theorem 6.6.2, there is a nonzero homogeneous
U(n− 1)-primitive vector w ∈ U(a)u ⊂ U(a)U(i) v = U(i) v of weight λ− α(h, n).
Case 5:
[∏
h<k6i r0(λ)k
]
= +−m and λi ≡ 0 (mod p). In this case λh ≡ 1
(mod p). The result now follows from Theorem 6.6.2. 
CHAPTER 7
Main results on U(n)
7.1. Criterion for existence of nonzero U(n− 1)-primitive vectors
Proposition 7.1.1. Let λ, µ = (µ1, . . . , µn) ∈ X(n) and µ ≤ λ. Let µ¯ :=
(µ1, . . . , µn−1) ∈ X(n − 1). A vector v ∈ L(λ) is a µ-weight vector of L(λ) if
and only if it is a µ¯-weight vector of the restriction L(λ)U(n−1).
Proof. This follows from the fact that ν1 + · · · + νn = λ1 + · · ·+ λn for any
weight ν of L(λ), and so any weight of L(λ) can be recovered from its first n − 1
components. 
Recall functions cf δ from Section 2.6. We will abbreviate cf = cf0 and cf = cf1.
Theorem 7.1.2. Let λ ∈ X(n) and 1 6 i < n. Suppose that there exist F, F ′ ∈
U≤0(n)−α(i,n) such that FL(λ)λ = F ′L(λ)λ = 0 and
cfi,n(F ) ∈ F×, cfi,n(F ) = 0, cfi,n(F ′) = 0, cfi,n(F ′) ∈ F×.
Then there is no nonzero U(n−1)-primitive vector of weight λ− α(i, n) in L(λ).
Proof. Suppose on the contrary that such a vector exists. Then the vector
space W of all U(n−1)-primitive vectors in L(λ)λ−α(i,n) is nontrivial. In fact,
W is a U0(n − 1)-subsupermodule of L(λ). Let W0 be an irreducible U0(n−1)-
subsupermodule of W . By Proposition 1.3.2, we have W0 ∼= u(µ), where µ :=
(λ1, . . . , λi−1, λi−1, λi+1, . . . , λn−1). By the universality of Verma modules, there
is a non-zero U(n− 1)-homomorphism from the U(n− 1)-Verma module M(µ) to
the restriction L(λ)U(n−1). So, using (1.4), we have
0 6= HomU(n−1)
(
M(µ), L(λ)U(n−1)
) ∼= HomU(n−1)(L(λ)U(n−1),M(µ)τ )
∼= HomU≤0(n−1)
(
L(λ)U≤0(n−1), u(µ)
)
.
So there exists a non-zero U≤0(n−1)-homomorphism ϕ : L(λ)→ u(µ). We may as-
sume that ϕ homogeneous. Noting that µ = (λ−α(i, n))|U0(n−1), Proposition 7.1.1
implies that ϕ is zero on each U0(n)-weight space of L(λ) except L(λ)λ−α(i,n). The
space L(λ)λ−α(i,n) is spanned by vectors of the form
(7.1) F ε0i,i1F
ε1
i1,i2
· · ·F εN−1iN−1,nw,
where i < i1 < · · · < iN−1 < n, ε0, . . . , εN−1 ∈ {0, 1} and w ∈ L(λ)λ. If N > 1
then i1 < n and we get
ϕ
(
F ε0i,i1F
ε1
i1,i2
· · ·F εN−1iN−1,nw
)
= (−1)‖ϕ‖ε0F ε0i,i1 ϕ
(
F ε1i1,i2 · · ·F
εN−1
iN−1,n
w
)
= 0,
since the vector F ε1i1,i2 · · ·F
εN−1
iN−1,n
w has weight λ− α(i1, n) 6= λ− α(i, n). Hence
0 = ϕ(Fw) = ϕ
(
Fi,n cfi,n(F )w +F¯ i,ncfi,n(F )w
)
= cfi,n(F )ϕ(Fi,nw).
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Since cfi,n(F ) 6= 0, we get ϕ(Fi,nw) = 0. Similarly from 0 = ϕ(F ′w) and cfi,n(F ′) 6=
0, we get ϕ(F¯i,nw) = 0. Hence ϕ take all vectors (7.1) to zero. Thus we have proved
that ϕ = 0, which is a contradiction. 
Let λ ∈ X(n). We introduce a linear map evλ on U≤0(n)−α(i,j) as follows. For
H =
(
H1
a1
)
· · ·
(
Hn
an
)
H¯b11 · · · H¯bnn
with a1, . . . , an > 0 and b1, . . . , bn ∈ {0, 1}, we set
evλ(H) :=
(
λ1
a1
)
· · ·
(
λn
an
)
H¯b11 · · · H¯bnn ,
and extend by linearity to the whole U0(n). Now we set
evλ
(
F ε0i,a1F
ε1
a1,a2 · · ·F εmam,j H
ε0,...,εm
i, a1,...,am,j
)
:= F ε0i,a1F
ε1
a1,a2 · · ·F εmam,j evλ
(
H ε0,...,εmi, a1,...,am,j
)
and extend evλ linearly to the whole U
≥0(n). By definitions, we have:
Proposition 7.1.3. Let F ∈ U≤0(n)−α(i,j) and λ ∈ X(n). Then
cfδi,j(evλ(F )) = evλ(cf
δ
i,j(F )).
Moreover, Fv = evλ(F )v for any vector v of weight λ belonging to some U(n)-
supermodule.
We now prove one of our main results.
Theorem 7.1.4. Let λ ∈ X(n) and 1 6 i < n. There exists a nonzero U(n − 1)-
primitive vector of weight λ− α(i, n) in L(λ) if and only if i is a λ-normal index.
Proof. In view of Theorem 6.7.1, it suffices to prove that if i is not λ-normal,
then there is no nonzero U(n− 1)-primitive vector of weight λ− α(i, n) in L(λ).
So let i be not λ-normal. We set β := Resp λi. By Definition 5.2.3, one of the
following conditions holds:
(a) β 6= 0 and [∏i<k<n rβ(λ)k] contains at least one sign +;
(b) β = 0 and
[∏
i<k<n rβ(λ)k
]
contains at least two signs +;
(c) rβ(λ)i = +− and
[∏
i<k<n rβ(λ)k
]
contain exactly one sign +.
(d)
[∏
i<k<n rβ(λ)k
]
= ∅ and λi ≡ λn ≡ 0 (mod p).
First, we consider the cases (a) and (b). By Lemmas 5.1.8 and 5.1.15, there exist
j ∈ {i+ 1, . . . , n− 1} and a flow Γ on (i..j] coherent but not fully with rβ(λ)|(i..j],
and not having buds on (i..j]. Let S be the set of all sources of edges of Γ and set
M :=
(
(i..j]\S)∪{j + 1}. We define the injection ψ : {i}∪S → [i..j+1) as follows.
If s ∈ S then we set ψ(s) equal to the unique index such that (s, ψ(s)) ∈ Γ. As Γ is
not fully coherent with rβ(λ)|(i..j], there exists e ∈ (i..j] such that rβ(λ)e contains
+ and no edge of Γ ends at e. We set ψ(i) := e. Now we can apply Lemma 6.2.2
to conclude that for any ε ∈ {0, 1} and v+λ ∈ L(λ)λ, we have
(7.2) S εi,j+1(M) v
+
λ = 0
Now, we set
F :=
{
evλ(Fj+1,nSi,j+1(M)) if j + 1 < n;
evλ(Si,j+1(M)) if j + 1 = n,
F ′ :=
{
evλ(Fj+1,nS¯i,j+1(M)) if j + 1 < n;
evλ(S¯i,j+1(M)) if j + 1 = n.
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By (7.2) and Proposition 7.1.3, we get FL(λ)λ = F ′L(λ)λ = 0. If j + 1 < n then
by Proposition 7.1.3 and Lemmas 2.6.3 and 2.6.1, we get
cfδi,n
(
evλ(Fj+1,nS
ε
i,j+1(M))
)
=evλ
(
cf δi,n(Fj+1,nS
ε
i,j+1(M))
)
= evλ
(
cf δi,j+1(S
ε
i,j+1(M))
)
= ✐if ε=δ
∏
t∈M\{j+1}
evλ(C(i, t)) = ✐if ε=δ
∏
t∈(i..j]\S
(β − Resp λt).
If j + 1 = n then by Proposition 7.1.3 and Lemma 2.6.1, we still get
cf δi,n
(
evλ(S
ε
i,j+1(M))
)
= evλ
(
cf δi,j+1(S
ε
i,j+1(M))
)
= ✐if ε=δ
∏
t∈M\{j+1}
evλ(C(i, t)) =
✐
if ε=δ
∏
t∈(i..j]\S
(β − Resp λt).
Thus we have obtained the following formulas:
cfi,n(F ) =
∏
t∈(i..j]\S
(β − Resp λt), cfi,n(F ) = 0,
cfi,n(F
′) = 0, cfi,n(F
′) =
∏
t∈(i..j]\S
(β − Resp λt).
We claim that
∏
t∈(i..j]\S(β − Resp λt) 6= 0. Otherwise we would have Resp λt = β
for some t ∈ (i..j] \ S. By Proposition 5.2.1(1), we obtain that rβ(λ)t contains
− ant therefore t is a bud of Γ on (i..j] with respect to rβ(λ)|(i..j], see Defini-
tion 5.1.6(7),(8). This is a contradiction. By Theorem 7.1.2, we now conclude that
there are no nonzero U(n− 1)-primitive vectors of weight λ− α(i, n) in L(λ).
Now we consider the remaining cases (c) and (d). In the case (c), we set j equal
to the minimal element of some section of r0(λ)|(i..n), see Definition 5.1.13, and in
the case (d) we set j := n. In both cases, we have
• λi ≡ λj ≡ 0 (mod p);
• [∏i<k<j r0(λ)k] = ∅.
By Lemma 5.1.9, there exists a flow Γ on (i..j) fully coherent with r0(λ)|(i..j) and
having no buds on (i..j). Let S be the set of all sources of edges of Γ and define
M :=
(
(i..j) \ S) ∪ {¯}. For any s ∈ S, let ψ(s) be the unique number such that
(s, ψ(s)) ∈ Γ. Clearly, ψ is an injection of S = (i..j) \M into (i..j). Now we can
apply Lemma 6.2.4 to conclude that for any ε ∈ {0, 1} and v+λ ∈ L(λ)λ, we have
(7.3) S εi,j(M) v
+
λ = 0
Now, we set
F :=
{
evλ(Fj,nSi,j(M)) if j < n;
evλ(Si,j(M)) if j = n,
F ′ :=
{
evλ(Fj,nS¯i,j(M)) if j < n;
evλ(S¯i,j(M)) if j = n.
By (7.3) and Proposition 7.1.3, we have FL(λ)λ = F ′L(λ)λ = 0. If j < n then by
Proposition 7.1.3 and Lemmas 2.6.3 and 2.6.1, we get
cf δi,n
(
evλ(Fj,nS
ε
i,j(M))
)
= evλ
(
cf δi,n(Fj,nS
ε
i,j(M))
)
= evλ
(
cf δi,j(S
ε
i,j(M))
)
= ✐if ε=δ
∏
t∈M\{¯}
evλ(C(i, t)) =
✐
if ε=δ
∏
t∈(i..j)\S
(β − Resp λt).
If j = n then by Proposition 7.1.3 and Lemma 2.6.1, we still get
cf δi,n
(
evλ(S
ε
i,j(M))
)
= evλ
(
cf δi,j(S
ε
i,j(M))
)
= ✐if ε=δ
∏
t∈M\{¯}
evλ(C(i, t)) =
✐
if ε=δ
∏
t∈(i..j)\S
(β − Resp λt).
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Thus we have obtained the following formulas:
cfi,n(F ) =
∏
t∈(i..j)\S
(β − Resp λt), cfi,n(F ) = 0,
cfi,n(F
′) = 0, cfi,n(F
′) =
∏
t∈(i..j)\S
(β − Resp λt).
Now, we have
∏
t∈(i..j)\S(β − Resp λt) 6= 0, since the flow Γ has no buds on (i..j).
By Theorem 7.1.2, we conclude that there are no nonzero U(n−1)-primitive vector
of weight λ− α(i, n) in L(λ). 
7.2. The socle of the first level
Before proving the main result, we need to establish the following simple fact.
Proposition 7.2.1. Let λ ∈ X(n) and v be a nonzero U(n − 1)-primitive vector
in L(λ)τ . Then τ = λ − α(i1, n) − · · · − α(im, n) for some indices i1, . . . , im ∈
{1, . . . , n− 1}.
Proof. By Proposition 1.2.1, the operators of the form∏
16k<n
E
(ak,n)
k,n ·
∏
16k<n
E¯
bk,n
k,n ·
∏
16k<l<n
E
(ak,l)
k,l ·
∏
16k<l<n
E¯
bk,l
k,l ,
with ak,l ∈ Z≥0 and bk,l ∈ {0, 1}, form a basis of U+(n) (the order of factors in each
of these four products is arbitrary but fixed). So one of these operators must move v
to a nonzero vector of L(λ)λ. As v is U(n−1)-primitive, the last two products must
be empty. Thus this operator has weight
∑
16k<n ak,nα(k, n)+
∑
16k<n bk,nα(k, n)
and the vector v has weight λ−∑16k<n ak,nα(k, n)−∑16k<n bk,nα(k, n). 
Now we prove our second main result:
Theorem 7.2.2. Let λ ∈ X(n), 1 ≤ i < n, and
µ := (λ1, . . . , λi−1, λi − 1, λi+1, . . . , λn−1).
There exists a U(n− 1)-subsupermodule of L(λ) isomorphic to L(µ) if and only if
i is a λ-good index.
Proof. Suppose first that i is not a λ-good index. If i is not λ-normal, then
by Theorem 7.1.4, there is no nonzero U(n − 1)-primitive vector in L(λ)λ−α(i,n).
Then by Proposition 7.1.1, there is no nonzero U(n− 1)-primitive vector of weight
µ with respect to U0(n− 1) in L(λ). So L(µ) is not a submodule of the restriction
L(λ)U(n−1). So we may assume that i is λ-normal, but there exists another λ-
normal index h < i such that Resp λh = Resp λi, see Definition 5.2.5. Assume that
L(µ) ⊆ L(λ)U(n−1). Pick a nonzero vector v ∈ L(µ)µ. By Proposition 7.1.1, we
get v ∈ L(λ)λ−α(i,n). By Theorem 6.7.2, there exists a nonzero U(n− 1)-primitive
vector w ∈ U(i)v ⊂ L(µ) of weight λ − α(h, n). This contradicts the irreducibility
of L(µ).
Conversely, let i be a λ-good node. Then by Theorem 6.7.1, there exists a
nonzero U(n − 1)-primitive homogeneous vector v ∈ L(λ)λ−α(i,n). Let W be an
irreducible subsupermodule of the U0(n− 1) supermodule U0(n− 1)v generated by
v. By Proposition 1.3.2, we haveW ∼= u(µ). Consider the U(n−1)-subsupermodule
M of L(λ) generated by W . It suffices to prove that M is an irreducible U(n− 1)-
supermodule.
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If not, then M contains a proper nonzero subsupermodule M ′. Note that
W∩M ′ = 0. Choose any nonzero weight vector v′ inM ′ of maximal possible weight.
Then v′ has weight µ − β, where β is a sum of positive roots of the form α(k, l)
with 1 ≤ k < l < n. The maximality of the weight of v′ implies that v′ is U(n− 1)-
primitive. Since µ =
(
λ−α(i, n))|[1..n), we obtain µ−β = (λ−α(i, n)−)|[1..n)−β.
By Proposition 7.1.1, we get v′ ∈ L(λ)λ−α(i,n)−β . So, by Proposition 7.2.1, we
must have β = α(h, i) and v′ ∈ L(λ)λ−α(h,n) for some h < i. By Theorem 7.1.4, h
is a λ-normal index. Moreover, by the universal property of Verma modules, M is
a quotient of M(µ), and so L(µ− α(h, i)) is a composition factor of M(µ). By the
Linkage Principle of [16, Theorem 8.10], it is easy to see that Resp λh = Resp λi.
This contradicts the fact that i is a λ-good index, and so the proof is complete. 
Let λ ∈ X(n) and consider the irreducible supermodule L(λ). Recall the simple
roots α1, . . . , αn−1. Define the jth level of L(λ) to be
L(λ)j :=
⊕
µ∈X(n)
L(λ)µ,
where the sum is over all weights µ of the form µ = λ− jαn−1 −
∑n−2
i=1 miαi. Note
that L(λ)j is invariant with resect to the action of U(n− 1) ⊂ U(n). So we have
L(λ)U(n−1) =
⊕
j≥0
L(λ)j .
We now restate the main results on U(n) obtained above as the results on the
first level L(λ)1.
Theorem 7.2.3. Let λ ∈ X(n), and µ ∈ X(n− 1). Then
(i) HomU(n−1)(M(µ), L(λ)1) 6= 0 if and only if µ = (λ1, . . . , λn−1) − εi for
some λ-normal index i.
(ii) HomU(n−1)(L(µ), L(λ)1) 6= 0 if and only if µ = (λ1, . . . , λn−1) − εi for
some λ-good index i.
(iii) Assume in addition that λ ∈ X+p (n) and µ ∈ X+p (n− 1). Then we have
HomU(n−1)(V (µ), L(λ)1) 6= 0 if and only if µ = (λ1, . . . , λn−1) − εi for
some λ-normal index i.
Proof. Note, using Proposition 7.2.1, that HomU(n−1)(L(µ), L(λ)1) 6= 0 im-
plies that HomU(n−1)(M(µ), L(λ)1) 6= 0, which in turn implies that µ is of the form
(λ1, . . . , λn−1)− εi. Now the result follows from Theorems 7.1.4 and 7.2.2 and the
universality of Verma modules M(µ) and Weyl modules V (µ). 
7.3. Complement pairs
Let M be a U(n)-supermodule. We call a pair of vectors (v, v′) of M a com-
plement pair if
(7.4) Eεi,nv = E
ε+1
i,n v
′
for all i = 1, . . . , n − 1 and ε ∈ {0, 1}. The set of all complement pairs of M is
denoted by cp(M). Clearly, cp(M) is an F-linear space under componentwise sum
and multiplication by scalars.
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The space cp(M) has the following Z2-grading:
cp(M)0 =
{
(v, v′) ∈ cp(M) | v ∈M0 and v′ ∈M1
}
,
cp(M)1 =
{
(v, v′) ∈ cp(M) | v ∈M1 and v′ ∈M0
}
.
To prove that cp(M) = cp(M)0 ⊕ cp(M)1, let (v, v′) ∈ cp(M) and decompose
v = v0 + v1 and v
′ = v′
0
+ v′
1
, where v0, v
′
0
∈ M0 and v1, v′1 ∈ M1. Then (v, v′) =
(v0, v
′
1
) + (v1, v
′
0
) and (7.4) gives Eεi,nv0 + E
ε
i,nv1 = E
ε+1
i,n v
′
0
+ Eε+1i,n v
′
1
, whence
Eεi,nv0 = E
ε+1
i,n v
′
1
, Eεi,nv1 = E
ε+1
i,n v
′
0
, i.e. (v0, v
′
1
) ∈ cp(M)0 and (v1, v′0) ∈ cp(M)1.
Consider the new action of U(n) on M given by x •m := (−1)‖x‖xm for any
homogeneous x ∈ U(n). Under this action M is still a U(n)-supermodule. When
dealing with this action, it is convenient to consider the opposite grading on M .
This new supermodule module is then denoted by ΠM , see [30, Section 12.1].
We denote by U0ev(n) the subalgebra of U(n) generated by all
(
Hi
m
)
.
Lemma 7.3.1. The space cp(M) is a U(n − 1)U0ev(n)-module under the action
x(v, v′) = (xv, x • v′).
Proof. It suffices to prove that (xv, x• v′) ∈ cp(M) for x being a generator of
U(n− 1)U0ev(n) and (v, v′) ∈ cp(M). We fix some i ∈ {1, . . . , n− 1} and ε ∈ {0, 1}
and check that Eεi,nxv = E
ε+1
i,n (x • v′).
Case 1: x supercommutes with Ei,n and E¯i,n. Multiplying both sides of (7.4)
by x, we get
(−1)ε‖x‖Eεi,nxv = (−1)(ε+1)‖x‖Eε+1i,n xv′,
whence
Eεi,nxv = (−1)‖x‖Eε+1i,n xv′ = Eε+1i,n (x • v′).
Case 2: x =
(
Hi
m
)
. Apply induction on m, the case m = 0 being obvious.
Multiplying both sides of (7.4) by x, we get
Eεi,n
(
Hi+1
m
)
v = Eε+1i,n
(
Hi+1
m
)
v′.
Hence
Eεi,n
(
Hi
m
)
v + Eεi,n
(
Hi
m−1
)
v = Eε+1i,n
(
Hi
m
)
v′ + Eε+1i,n
(
Hi
m−1
)
v′,
and we are done by the inductive hypothesis.
Case 3: x =
(
Hn
m
)
. Apply induction on m, the case m = 0 being obvious.
Multiplying both sides of (7.4) by x, we get
Eεi,n
(
Hn−1
m
)
v = Eε+1i,n
(
Hn−1
m
)
v′.
Hence
Eεi,n
(
Hn
m
)
v − Eεi,n
(
Hn−1
m−1
)
v = Eε+1i,n
(
Hn
m
)
v′ − Eε+1i,n
(
Hn−1
m−1
)
v′
and we are done by the inductive hypothesis since
(
Hn−1
m−1
)
=
∑
k+l=m−1
(
Hn
k
)(
−1
l
)
.
Case 4: x = H¯i. Multiplying both sides of (7.4) by x, we get
(−1)εEεi,nH¯iv + Eε+1i,n v = (−1)ε+1Eε+1i,n H¯iv′ + Eεi,nv′,
and the result follows.
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Case 5: x = E
(m)
l,i . Apply induction on m, the case m = 0 being obvious.
Multiplying both sides of (7.4) by x, we get
Eεi,nE
(m)
l,i v + E
ε
l,nE
(m−1)
l,i v = E
ε+1
i,n E
(m)
l,i v
′ + Eε+1l,n E
(m−1)
l,i v
′.
Applying the inductive hypothesis, we obtain the required formula.
Case 6: x = E¯l,i. Multiplying both sides of (7.4) by x, we get
(−1)εEεi,nE¯l,iv + Eε+1l,n v = (−1)ε+1Eε+1i,n E¯l,iv′ + Eεl,nv′
or
Eεi,nE¯l,iv = −Eε+1i,n E¯l,iv′ = Eε+1i,n (E¯l,i • v′).
Case 7: x = F
(m)
i,l . Apply induction on m, the case m = 0 being obvious.
Multiplying both sides of (7.4) by x, we get
Eεi,nF
(m)
i,l v + E
ε
l,nF
(m−1)
i,l v = E
ε+1
i,n F
(m)
i,l v
′ + Eε+1l,n F
(m−1)
i,l v
′.
Applying the inductive hypothesis, we obtain the required formula.
Case 8: x = F¯i,l. Multiplying both sides of (7.4) by x, we get
(−1)εEεi,nF¯i,lv + Eε+1l,n v = (−1)ε+1Eε+1i,n F¯i,lv′ + Eεl,nv′,
or
Eεi,nF¯i,lv = −Eε+1i,n F¯i,lv′ = Eε+1i,n (F¯i,l • v′),
as required. 
Remark 7.3.2. The action of H¯n on cp(M) is not well-defined. However, if M
has a weight space decomposition, then the action of U0ev(n) yields the weight
space decomposition cp(M) =
⊕
µ∈X(n) cp(M)
µ such that a pair (v, v′) ∈ cp(M)
has weight µ ∈ X(n) if and only if v and v′ both have weight µ. In fact, the
Z2-grading of cp(M) and the action of U(n− 1)U0ev(n) on cp(M) make cp(M) into
a U(n− 1)U0ev(n)-subsupermudule of M ⊕ΠM .
Denote by V the natural U(n)-supermodule. By definition, V0 has basis
v1, . . . , vn and V1 has basis v¯1, . . . , v¯n so that, setting v
0
i := vi and v
1
i := v¯i, we have
Xδi,jv
ε
k =
✐
if j=kv
ε+δ
i ,
and all elements X
(m)
i,j and
(
Hi
m
)
with m > 0 act on V as zero.
Let us consider in more detail the dual natural module V ∗. It has the grad-
ing V ∗ = V ∗
0
⊕ V ∗
1
, where V ∗
0
= {f ∈ V ∗ | f(V1) = 0} and V ∗1 = {f ∈ V ∗ |
f(V0) = 0}. The action of U(n) on V ∗ is then given by the formula (xf)(v) =
(−1)‖x‖‖f‖f(η(x)v) for homogeneous f and x. Let us write down this action ex-
plicitly. Let f εi : V → F be the linear map given by f εi (vδj ) = ✐if i=j&ε=δ1F. We
have (
Xδi,jf
ε
l
)
(vτk ) = (−1)εδf εl
(
η(Xδi,j)v
τ
k
)
= (−1)εδ+1f εl
(
Xδi,jv
τ
k
)
= (−1)εδ+1 ✐if j=kf εl
(
vτ+δi
)
= (−1)εδ+1 ✐if j=k ✐if i=l&ε=τ+δ1F
= (−1)εδ+1 ✐if i=l ✐if j=k&ε+δ=τ = (−1)εδ+1 ✐if i=lf ε+δj (vτk ).
Hence we get
Xδi,jf
ε
l =
✐
if i=l(−1)1+εδf ε+δj .
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Clearly all elements X
(m)
i,j and
(
Hi
m
)
with m > 0 act on V ∗ as zero. As usual, we
set fi := f
0
i and f¯i := f
1
i .
We introduce the linear map e : cp(M)→M ⊗ V ∗ by
(7.5) e(v, v′) := v⊗fn+
n−1∑
h=1
Eh,nv⊗fh−(−1)‖v
′‖v′⊗ f¯n−(−1)‖v
′‖
n−1∑
h=1
Eh,nv
′⊗ f¯h
for any homogeneous pair (v, v′) ∈ cp(M), which extends by linearity. Note that
this formula works even for v′ = 0, in which case ‖v′‖ is not defined.
For any U(n)-module W , we define the Y -invariants of W to be
WY :=
{
w ∈W |E(m)i,n w = E¯i,nw = 0 for all 1 ≤ i < n and m > 0
}
.
The following lemma is an analogue of [10, Lemma 5.3].
Lemma 7.3.3. For any U(n)-supermodule M with weight space decomposition,
the map e : cp(M) → M ⊗ V ∗ is an even injective homomorphism of U(n − 1)-
supermodules whose image contains (M ⊗ V ∗)Y .
Proof. The injectivity is straightforward from the linear independence of
f1, . . . , fn, f¯1, . . . , f¯n.
To show that e is a homomorphism of U(n − 1)-modules, it suffices to prove
that xe(v, v′) = e(xv, x• v′), for any generator x of U(n− 1) and homogeneous pair
(v, v′). Note that the last condition implies ‖v‖+ ‖v′‖ = 1 if v 6= 0 and v′ 6= 0.
Case 1: x =
(
Hi
m
)
with i < n and m > 0. We may assume that v and v′ are
weight vectors. Then the result follows from the fact that f δh has weight −εh and
Eh,n has weight α(h, n) = εh − εn.
Case 2: x = H¯i with i < n. Multiplying (7.5) by x, we get
H¯ie(v, v
′) = H¯iv ⊗ fn +
n−1∑
h=1
H¯iEh,nv ⊗ fh − (−1)‖v‖Ei,nv ⊗ f¯i
−(−1)‖v′‖H¯iv′ ⊗ f¯n − (−1)‖v
′‖
n−1∑
h=1
H¯iEh,nv
′ ⊗ f¯h − Ei,nv′ ⊗ fi
= H¯iv ⊗ fn +
n−1∑
h=1
Eh,nH¯iv ⊗ fh + E¯i,nv ⊗ fi − (−1)‖v‖Ei,nv ⊗ f¯i
−(−1)‖v′‖H¯iv′ ⊗ f¯n−(−1)‖v
′‖
n−1∑
h=1
Eh,nH¯iv
′ ⊗ f¯h−(−1)‖v
′‖E¯i,nv
′ ⊗ f¯i−Ei,nv′ ⊗ fi
= e(H¯iv, H¯i • v′) +
[
E¯i,nv ⊗ fi − Ei,nv′ ⊗ fi
]
−
[
(−1)‖v‖Ei,nv ⊗ f¯i + (−1)‖v
′‖E¯i,nv
′ ⊗ f¯i
]
.
The sums in the square brackets equal zero by (7.4) and ‖v‖ + ‖v′‖ = 1 (if v = 0
or v′ = 0, then both summands in the second pair of square brackets equal zero).
Case 3: x = E
(m)
i,j with m > 0, 1 ≤ i < j < n. Multiplying (7.5) by x, we get
E
(m)
i,j e(v, v
′) = E
(m)
i,j v ⊗ fn +
n−1∑
h=1
E
(m)
i,j Eh,nv ⊗ fh − E(m−1)i,j Ei,nv ⊗ fj
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−(−1)‖v′‖E(m)i,j v′ ⊗ f¯n − (−1)‖v
′‖
n−1∑
h=1
E
(m)
i,j Eh,nv
′ ⊗ f¯h
+(−1)‖v′‖E(m−1)i,j Ei,nv′ ⊗ f¯j
= E
(m)
i,j v ⊗ fn +
n−1∑
h=1
Eh,nE
(m)
i,j v ⊗ fh − (−1)‖v
′‖E
(m)
i,j v
′ ⊗ f¯n
−(−1)‖v′‖
n−1∑
h=1
Eh,nE
(m)
i,j v
′ ⊗ f¯h = e(E(m)i,j v, E(m)i,j • v′).
Case 4: x = E¯i,j with 1 ≤ i < j < n. Multiplying (7.5) by x, we get
E¯i,je(v, v
′) = E¯i,jv ⊗ fn +
n−1∑
h=1
E¯i,jEh,nv ⊗ fh − (−1)‖v‖Ei,nv ⊗ f¯j
−(−1)‖v′‖E¯i,jv′ ⊗ f¯n − (−1)‖v
′‖
n−1∑
h=1
E¯i,jEh,nv
′ ⊗ f¯h − Ei,nv′ ⊗ fj
= E¯i,jv ⊗ fn +
n−1∑
h=1
Eh,nE¯i,jv ⊗ fh + E¯i,nv ⊗ fj − (−1)‖v‖Ei,nv ⊗ f¯j
−(−1)‖v′‖E¯i,jv′ ⊗ f¯n − (−1)‖v
′‖
n−1∑
h=1
Eh,nE¯i,jv
′ ⊗ f¯h − (−1)‖v
′‖E¯i,nv
′ ⊗ f¯j
−Ei,nv′ ⊗ fj = e(E¯i,jv, E¯i,j • v′) + [E¯i,nv ⊗ fj − Ei,nv′ ⊗ fj ]
−[(−1)‖v‖Ei,nv ⊗ f¯j + (−1)‖v
′‖E¯i,nv
′ ⊗ f¯j ]
The sums in the square brackets equal zero by (7.4) and ‖v‖+ ‖v′‖ = 1.
Case 5: x = F
(m)
i,j with m > 0, 1 ≤ i < j < n. Multiplying (7.5) by x, we get
F
(m)
i,j e(v, v
′) = F
(m)
i,j v ⊗ fn +
n−1∑
h=1
F
(m)
i,j Eh,nv ⊗ fh − F (m−1)i,j Ej,nv ⊗ fi
−(−1)‖v′‖F (m)i,j v′ ⊗ f¯n − (−1)‖v
′‖
n−1∑
h=1
F
(m)
i,j Eh,nv
′ ⊗ f¯h
+(−1)‖v′‖F (m−1)i,j Ej,nv′ ⊗ f¯i,
which is easily checked to equal e(F
(m)
i,j v, F
(m)
i,j • v′).
Case 6: x = F¯i,j with 1 ≤ i < j < n. Multiplying (7.5) by x, we get
F¯i,je(v, v
′) = F¯i,jv ⊗ fn +
n−1∑
h=1
F¯i,jEh,nv ⊗ fh − (−1)‖v‖Ej,nv ⊗ f¯i
−(−1)‖v′‖F¯i,jv′ ⊗ f¯n − (−1)‖v
′‖
n−1∑
h=1
F¯i,jEh,nv
′ ⊗ f¯h − Ej,nv′ ⊗ fi
= F¯i,jv ⊗ fn +
n−1∑
h=1
Eh,nF¯i,jv ⊗ fh + E¯j,nv ⊗ fi − (−1)‖v‖Ej,nv ⊗ f¯i
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−(−1)‖v′‖F¯i,jv′ ⊗ f¯n − (−1)‖v
′‖
n−1∑
h=1
Eh,nF¯i,jv
′ ⊗ f¯h
−(−1)‖v′‖E¯j,nv′ ⊗ f¯i − Ej,nv′ ⊗ fi = e(F¯i,jv, F¯i,j • v′) +
[
E¯j,nv ⊗ fi − Ej,nv′ ⊗ fi
]
−
[
(−1)‖v‖Ej,nv ⊗ f¯i + (−1)‖v
′‖E¯j,nv
′ ⊗ f¯i
]
.
The sums in the square brackets equal zero by (7.4) and ‖v‖+ ‖v′‖ = 1.
Finally, we prove that every element w ∈ (M ⊗ V ∗)Y is in the image of e. We
may assume that w is homogeneous, say, of parity ε. We can write
w =
n∑
h=1
vh ⊗ fh +
n∑
h=1
v′h ⊗ f¯h,
where vh ∈Mε and v′h ∈Mε+1. For any i = 1, . . . , n− 1, we have
0 = Ei,nw =
n∑
h=1
Ei,nvh ⊗ fh − vi ⊗ fn +
n∑
h=1
Ei,nv
′
h ⊗ f¯h − v′i ⊗ f¯n.
Hence vi = Ei,nvn and v
′
i = Ei,nv
′
n. On the other hand,
0 = E¯i,nw =
n∑
h=1
E¯i,nvh ⊗ fh − (−1)εvi ⊗ f¯n +
n∑
h=1
E¯i,nv
′
h ⊗ f¯h + (−1)ε+1v′i ⊗ fn.
Hence vi = (−1)εE¯i,nv′n and v′i = (−1)εE¯i,nvn. Combining these formulas with our
previous formulas for vi and v
′
i, we get{
Ei,nvn = E¯i,n(−1)εv′n;
E¯i,nvn = Ei,n(−1)εv′n.
These formulas show that (vn, (−1)εv′n) ∈ cp(M)ε. Finally, we now have
e(vn, (−1)εv′n) = vn ⊗ fn +
n−1∑
h=1
Eh,nvn ⊗ fh
−(−1)‖v′‖+εv′n ⊗ f¯n − (−1)‖v
′‖+ε
n−1∑
h=1
Eh,nv
′
n ⊗ f¯h
= vn ⊗ fn +
n−1∑
h=1
Eh,nvn ⊗ fh + v′n ⊗ f¯n +
n−1∑
h=1
Eh,nv
′
n ⊗ f¯h = w,
as desired. 
Lemma 7.3.4. Let λ ∈ X(n). Every U(n)-primitive vector of L(λ)⊗V ∗ has weight
of the form λ− εj for some 1 ≤ j ≤ n.
Proof. Apply Corollary 1.3.7 and the universality of Verma modules. 
Define the jth level of cp(L(λ)) to be
cp(L(λ))j :=
⊕
µ∈X(n)
cp(L(λ))µ,
where the sum is over all weights µ of the form µ = λ − jαn−1 −
∑n−2
i=1 miαi (cf.
the definition of the jth level of L(λ) in Section 7.2). The following lemma is an
analogue of [10, Proposition 5.4].
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Lemma 7.3.5. For any λ ∈ X(n), the restriction of e to cp(L(λ))0 ⊕ cp(L(λ))1
gives an even isomorphism of U(n− 1)-supermodules
e′ : cp(L(λ))0 ⊕ cp(L(λ))1 → (L(λ)⊗ V ∗)Y ,
which takes vectors of weight µ ∈ X(n) to vectors of weight µ − εn. In particular,
e′ establishes an isomorphism between the space of U(n − 1)-primitive vectors of
cp(L(λ))0 ⊕ cp(L(λ))1 and the space of U(n)-primitive vectors in L(λ)⊗ V ∗.
Proof. We first check that the image of e′ lies in (L(λ) ⊗ V ∗)Y . Take some
homogeneous weight pair (v, v′) ∈ cp(L(λ))0 ⊕ cp(L(λ))1. As usual, ‖v‖+ ‖v′‖ = 1
if v 6= 0 and v′ 6= 0. By the definition of the level of L(λ) in Section 7.2 and
Remark 7.3.2, we have v, v′ ∈ L(λ)0 ⊕ L(λ)1.
Take some E
(m)
i,n with i < n and m > 1. We have E
(k)
i,n fn = E
(k)
i,n f¯n = 0 and
E
(k)
i,nEh,nv = E
(k)
i,nEh,nv
′ = 0 for any k > 0. This formulas and (7.5) imply
E
(m)
i,n e(v, v
′) = E
(m)
i,n v ⊗ fn +
n−1∑
h=1
Eh,nv ⊗ E(m)i,n fh
− (−1)‖v′‖E(m)i,n v′ ⊗ f¯n − (−1)‖v
′‖
n−1∑
h=1
Eh,nv
′ ⊗ E(m)i,n f¯h = 0
in view of m > 1.
Now consider Eεi,n. Multiplying (7.5) by E
ε
i,n, we get
Eεi,ne(v, v
′) = Eεi,nv ⊗ fn + (−1)ε‖v‖
n−1∑
h=1
Eh,nv ⊗ Eεi,nfh
−(−1)‖v′‖Eεi,nv′ ⊗ f¯n − (−1)‖v
′‖+ε‖v′‖
n−1∑
h=1
Eh,nv
′ ⊗ Eεi,nf¯h
= Eεi,nv ⊗ fn − (−1)ε‖v‖Ei,nv ⊗ f εn
−(−1)‖v′‖Eεi,nv′ ⊗ f¯n + (−1)‖v
′‖+ε‖v′‖+εEi,nv
′ ⊗ f ε+1n .
In the case ε = 0, the right hand side is trivially zero, so we consider the case ε = 1.
We have
Eεi,ne(v, v
′) =
[
E¯i,nv ⊗ fn − Ei,nv′ ⊗ fn
]
−
[
(−1)‖v‖Ei,nv ⊗ f¯n + (−1)‖v
′‖E¯i,nv
′ ⊗ f¯n
]
,
which equals zero by (7.4) and ‖v‖+ ‖v′‖ = 1.
It remains now to prove the surjectivity of e′. By Lemma 7.3.3, any vector
w ∈ (M ⊗ V ∗)Y is of the form e(v, v′) for (v, v′) ∈ cp(L(λ)). We may assume that
w is a homogeneous weight vector of weight ν. We shall prove by induction on ν
that (v, v′) lies in cp(L(λ))0 ⊕ cp(L(λ))1.
If (v, v′) is U(n−1)-primitive, then e(v, v′) is a U(n)-primitive vector in L(λ)⊗
V ∗, since we have already shown in Lemma 7.3.3 that it is Y -invariant. By
Lemma 7.3.4, every U(n)-primitive vector of L(λ)⊗V ∗ has weight of the form λ−εj
for some 1 ≤ j ≤ n. So ν = λ− εj . But then the weight of (v, v′) is λ− εj + εn, so
(v, v′) lies in cp(L(λ))0 ⊕ cp(L(λ))1, as required. Otherwise, if (v, v′) ∈ cp(L(λ))
is not U(n − 1)-primitive, then we can find 1 < i < j < n and k > 0 such that
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E
(k)
i,j (v, v
′) 6= 0. By Lemma 7.3.3, we have e(E(k)i,j (v, v′)) = E(k)i,j w ∈ (M ⊗ V ∗)Y .
Hence by induction E
(k)
i,j (v, v
′) lies in cp(L(λ))0 ⊕ cp(L(λ))1, so (v, v′) does too by
weights. 
7.4. Primitive vectors in L(λ)⊗ V ∗
In view of Lemma 7.3.5, U(n)-primitive vectors in L(λ) ⊗ V ∗ are closely con-
nected with U(n − 1)-primitive pairs in cp(L(λ))1. First, we prove the following
simple result.
Lemma 7.4.1. Let µ ∈ X(n+1) and w ∈ L(µ)µ be a nonzero homogeneous vector
such that U0(n)w is irreducible as a U0(n)-supermodule. Then U(n)w ∼= L(µ|[1..n))
as U(n)-supermodules.
Proof. We just need to prove that U(n)w is irreducible. Suppose this is not
true. By the universality of Verma modules (Lemma 1.3.4), U(n)w is a quotient
of M(µ|[1..n)). Hence U(n)w contains a nonzero U(n)-primitive vector v of U(n)-
weight ν < µ|[1..n). Clearly, v has U(n+1)-weight (ν, µn+1) < µ and is U(n+1)-
primitive. This contradicts the irreducibility of L(µ) by Proposition 1.3.8. 
To deal with U(n − 1)-primitive pairs in cp(L(λ))1, we will consider a weight
λ˜ = (λ1, . . . , λn, d) ∈ X(n + 1), where d ≡ 0 (mod p). Note that if p > 0, then d
can be chosen so that d 6 λn, in which case λ˜ ∈ X+p (n+ 1) as long as λ ∈ X+p (n).
On the other hand, if p = 0 then d = 0, and so it could happen that λ˜ 6∈ X+0 (n+1)
even if λ ∈ X+0 (n).
Lemma 7.4.2. Let λ ∈ X(n) and i be a tensor λ-normal index. Then L(λ) ⊗ V ∗
contains a nonzero primitive homogeneous vector of weight λ− εi.
Proof. If i = n and v ∈ L(λ)λ, then v ⊗ fn is primitive of weight λ − εn.
Now let i < n. By Lemma 7.3.5, it suffices to construct a nonzero U(n − 1)-
primitive homogeneous pair in cp(L(λ)) of weight λ− α(i, n). Let β := Resp λi. If[∏
i<k6n rβ(λ)k
]
= ∅ the required complement pair comes from Theorem 6.1.3. So
we may assume that
[∏
i<k6n rβ(λ)k
] 6= ∅.
Note that
[∏
i6k<n+1 rβ(λ˜)k
]
=
[∏
i6k6n rβ(λ)k
]
contains −i, and[∏
i<k<n+1 rβ(λ˜)k
]
=
[∏
i<k6n rβ(λ)k
] 6= ∅.
Hence by Definition 5.2.3, we have that i is a λ˜-normal index. By Theorem 6.7.1,
there is a nonzero U(n)-primitive homogeneous vector u of weight λ˜ − α(i, n + 1)
in L(λ˜). Set v := E¯nu and v
′ := Enu. Because of its weight, the vector u is
not U(n + 1)-primitive, whence v 6= 0 or v′ 6= 0. If 1 ≤ i < n and ε ∈ {0, 1}
then Eεi,nv = [E
ε
i,n, E¯n]u = E
ε+1
i,n+1u and E
ε+1
i,n v
′ = [Eε+1i,n , En]u = E
ε+1
i,n+1u. Hence
Eεi,nv = E
ε+1
i,n v
′, which means that (v, v′) is a complement pair for L(λ˜).
We claim that v, v′ ∈ U(n)w for any nonzero homogeneous vector w ∈ L(λ˜)λ˜.
Indeed by the irreducibility of L(λ˜) and the triangular decomposition of U(n+1), we
have u = Fw for some F ∈ U≤0(n+ 1)−α(i,n+1). Hence EnF ≡ K and E¯nF ≡ K ′
(mod I+n ) for some K,K
′ ∈ U≤0(n + 1)−α(i,n) = U−(n)−α(i,n)U0(n + 1). Hence
v = E¯nFw = K
′w and v′ = EnFw = Kw. However
(
Hn+1
m
)
and H¯n+1 act as zero
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on w ∈ L(λ˜)λ˜ by Proposition 1.3.2(ii). So we can rewrite v = L′w and v = Lw for
some L,L′ ∈ U−(n)−α(i,n)U0(n) = U≤0(n)−α(i,n).
Since λ˜n+1 ≡ 0, we get that U0(n)w = U0(n+1)w ∼= u(λ˜) is irreducible as a
U0(n)-supermodule. Hence by Lemma 7.4.1, we get U(n)w ∼= L(λ). Thus we have
actually proved that (v, v′) ∈ cp(L(λ))1. Finally, for all 1 ≤ j < n− 1 we have
Eδj e(v, v
′) = e(Eδj v, E
δ
j • v′) = e(Eδj v, (−1)δEδj v′) = e(0, 0) = 0.
Therefore (v, v′) is U(n− 1)-primitive. 
Now we are going to prove a theorem similar to Theorem 7.1.2
Theorem 7.4.3. Let λ ∈ X(n) and 1 6 i < n. If there exists F ∈ U≤0(n)−α(i,n)
such that FL(λ)λ = 0, cfi,n(F ) is odd, cfi,n(F ) is even and
evλ
(
cfi,n(F )
2 − cfi,n(F )2
)
∈ F×,
then there is no nonzero U(n−1)-primitive pair in cp(L(λ)) of weight λ− α(i, n).
Proof. Suppose on the contrary that such a pair exists. Then the vector
space W of all U(n−1)-primitive pairs in cp(L(λ))λ−α(i,n) is nonzero. In fact, W
is a U0(n − 1)-subsupermodule of cp(L(λ)). Let W0 be an irreducible U0(n−1)-
subsupermodule of W . By Proposition 1.3.2, we have W0 ∼= u(µ), where µ :=
(λ1, . . . , λi−1, λi−1, λi+1, . . . , λn−1). By the universality of Verma modules, there
is a non-zero homogeneous U(n−1)-homomorphism θ :M(µ)→ cp(L(λ)).
Consider the projections pr : cp(L(λ)) → L(λ) and pr′ : cp(L(λ)) → ΠL(λ)
to the first and the second components, respectively. These maps are degree 0
homomorphisms of U(n − 1)-supermodules. We set ψ := pr ◦ θ and ψ′ := pr′ ◦ θ.
Thus ψ : M(µ) → L(λ) and ψ′ : M(µ) → ΠL(λ) are homogeneous U(n − 1)-
homomorphisms of the same parity such that
(7.6) Eεi,nψ(v) = E
ε+1
i,n ψ
′(v) (ε ∈ {0, 1}, v ∈M(µ)).
Let T (µ) = (M(µ)µ)∗. So T (µ) is the superspace of all linear functions f :
M(µ)µ → F with natural grading T (µ)0 = {f ∈ T (µ) | f(M(µ)µ1 ) = 0}, T (µ)1 =
{f ∈ T (µ) | f(M(µ)µ0 ) = 0}. We make T (µ) into a U≤0(n− 1)-supermodule by the
following rules: any element x ∈ U≤0(n− 1) of strictly negative weight acts as zero
on T (µ); (xf)(v) = f(τn−1(x)v) for any x ∈ U0(n− 1) and v ∈M(µ)µ.
Consider the map ρ :M(µ)τn−1 → T (µ) which sends a linear map f :M(µ)→ F
to its restriction f |M(µ)µ . We claim that ρ is an even homomorphism of U≤0(n−1)-
supermodules. Indeed, take an arbitrary v ∈M(µ)µ. If x ∈ U≤0(n− 1) has weight
< 0, then τn−1(x) has weight> 0, so ρ(xf)(v) = (xf)(v) = f(τn−1(x)v) = f(0) = 0.
On the other hand, xρ(f) = 0 by definition. Now let x ∈ U0(n− 1). Then we have
ρ(xf)(v) = (xf)(v) = f(τn−1(x)v). On the other hand, by the definition of the
action of U≤0(n−1) on T (µ), we have (xρ(f))(v) = ρ(f)(τn−1(x)v) = f(τn−1(x)v),
since τn−1(x)v ∈M(µ)µ.
Now, we set ϕ := ρ ◦ ψτn−1 and ϕ′ := ρ ◦ (ψ′)τn−1 . Then ϕ is a U≤0(n − 1)-
homomorphism from L(λ)τn to T (µ) and ϕ′ is a U≤0(n − 1)-homomorphism from(
ΠL(λ)
)τn
to T (µ). Note that ϕ and ϕ′ are homogeneous of the same parity equal
to that of θ.
We claim that ϕ 6= 0 or ϕ′ 6= 0. Indeed, we have ψ 6= 0 or ψ′ 6= 0 since
θ 6= 0. Suppose for definiteness that ψ 6= 0, the argument for ψ′ being similar.
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Then ψτn−1 6= 0. The image of this homogeneous homomorphism of U(n − 1)-
supermodules is a U(n − 1)-subsupermodule of M(µ)τn−1 . But M(µ)τn−1 has
a unique minimal subsupermodule, which is generated by (M(µ)τn−1)µ. Hence
(M(µ)τn−1)µ ⊆ imψτn−1. Take a nonzero f ∈ (M(µ)τn−1)µ. We can write f =
ψτn−1(g) for some g ∈ L(λ)τn . Since f(M(µ)µ) 6= 0, we have ϕ(g) = ρ(f) 6= 0.
Since L(λ)τn ∼= L(λ) and (ΠL(λ))τn ∼= ΠL(λ), we get
F (L(λ)τn)λ = F ((ΠL(λ))τn)λ = 0.
For the last equality, note that FL(λ)λ = 0 implies F • L(λ)λ = 0 by considering
homogeneous components. Take an arbitrary linear function f : L(λ) → F such
that f(L(λ)γ) = 0 for any γ < λ. We can consider f as an element of both L(λ)τn
and (ΠL(λ))τn . Note that f has weight λ in either of these supermodules. Arguing
as in Theorem 7.1.2, we get
(7.7) 0 = ϕ(Ff) = ϕ(Fi,naf + F¯i,nbf),
(7.8) 0 = ϕ′(Ff) = ϕ′(Fi,naf + F¯i,nbf),
where a := cfi,n(F ) and b := cfi,n(F ). Recall that a is odd and b is even. This and
a, b ∈ U0(n) imply that a and b commute.
Now let v ∈M(µ)µ. By (7.7) and (7.6), we get
0 = ϕ(Fi,naf + F¯i,nbf)(v) = ψ
τn−1(Fi,naf + F¯i,nbf)(v)
= (Fi,naf + F¯i,nbf)(ψ(v)) = f
(
τn(Fi,na)ψ(v) + τn(F¯i,nb)ψ(v)
)
= f
(
τn(a)Ei,nψ(v) + τn(b)E¯i,nψ(v)
)
= f
(
τn(a)E¯i,nψ
′(v) + τn(b)Ei,nψ
′(v)
)
= f
(
(τn(a)E¯i,n) • ψ′(v) + (τn(b)Ei,n) • ψ′(v)
)
= f
(
τn(F¯i,na) • ψ′(v) + τn(Fi,nb) • ψ′(v)
)
= (F¯i,naf + Fi,nbf)(ψ
′(v))
= (ψ′)τn−1(F¯i,naf + Fi,nbf)(v) = ϕ
′(F¯i,naf + Fi,nbf)(v),
where we have used the assumptions ‖a‖ = 1 and ‖b‖ = 0. Therefore we have
(7.9) ϕ′
(
Fi,nbf + F¯i,naf
)
= 0.
Similarly, by (7.8) and (7.6), we get
0 = ϕ′(Fi,naf + F¯i,nbf)(v) = (ψ
′)τn−1(Fi,naf + F¯i,nbf)(v)
= (Fi,naf + F¯i,nbf)(ψ
′(v)) = f
(
τn(Fi,na) • ψ′(v) + τn(F¯i,nb) • ψ′(v)
)
=f
(
(τn(a)Ei,n) • ψ′(v) + (τn(b)E¯i,n) • ψ′(v)
)
= f
(−τn(a)Ei,nψ′(v)− τn(b)E¯i,nψ′(v))
= f
(−τn(a)E¯i,nψ(v)− τn(b)Ei,nψ(v))
= f
(−τn(F¯i,na)ψ(v)− τn(Fi,nb)ψ(v)) = (−F¯i,naf − Fi,nbf)(ψ(v))
= ψτn−1(−F¯i,naf − Fi,nbf)(v) = ϕ(−F¯i,naf − Fi,nbf)(v).
Hence, we have
(7.10) ϕ(Fi,nbf + F¯i,naf) = 0.
We apply the substitution f 7→ af in (7.7) and the substitution f 7→ bf in (7.10),
subtract the latter from the former, note that a and b commute, and use the as-
sumption evλ(a
2 − b2) ∈ F× to get
0 = ϕ(Fi,n(a
2 − b2)f) = evλ(a2 − b2)ϕ(Fi,nf).
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Hence ϕ(Fi,nf) = 0. Now apply the substitution f 7→ bf in (7.7) and the substitu-
tion f 7→ af in (7.10), subtract the latter from the former to get
0 = ϕ(F¯i,nb
2f − F¯i,na2f) = − evλ(a2 − b2)ϕ(F¯i,nf).
Hence ϕ(F¯i,nf) = 0 and, arguing as in Theorem 7.1.2, we prove that ϕ = 0. The
equality ϕ′ = 0 is proved similarly, using (7.8) and (7.9). We get a contradiction. 
Theorem 7.4.4. Let λ, µ ∈ X(n). Then L(λ) ⊗ V ∗ contains a nonzero primitive
vector of weight µ if and only if µ = λ− εi for some tensor λ-normal index i.
Proof. Suppose that i ∈ {1, . . . , n} is not tensor λ-normal. By Lemmas 7.3.4
and 7.4.2, it suffices prove that there is no primitive vector of weight λ − εi in
L(λ)⊗ V ∗. Assume for a contradiction that such vector exists. We have i < n, as
n is always tensor λ-normal.
By Lemma 7.3.5, there exists a nonzero U(n− 1)-primitive pair of weight λ−
α(i, n) in cp(L(λ))0 ⊕ cp(L(λ))1. In particular, there exists a nonzero U(n − 1)-
primitive vector of weight λ− α(i, n) in L(λ). So by Theorem 7.1.4, the index i is
λ-normal. Set β := Resp λi. We need to establish the following
Claim. There exists a flow Γ on [i..n] coherent with rβ(λ)|[i..n] having no buds
on [i..n] and one of the following happens:
(a) β 6= 0, Resp(λn + 1) = β;
(b) β = 0, λn ≡ −1 (mod p).
To prove the claim, we first suppose that β 6= 0. Then [∏i<k<n rβ(λ)k]= −s,
as i is λ-normal. If s > 0 then
[∏
i<k6n rβ(λ)k
]
does not contain + regardless
of the value of λn. In this case, i is tensor λ-normal contrary to the assumption.
Hence s = 0. If rβ(λ)n is distinct from +, then
[∏
i<k6n rβ(λ)k
]
does not contain
+ and we have a contradiction again. Hence rβ(λ)n = +, whence Resp(λn+1) = β
by Proposition 5.2.1(2). Since[∏
i6k6n rβ(λ)k
]
=
[−[∏i<k<n rβ(λ)k]+]= [−+] = ∅,
Lemma 5.1.7 implies that there exists a flow Γ on [i..n] (fully) coherent with
rβ(λ)|[i..n] and having no buds on [i..n].
Now suppose that β = 0. There are two cases: r0(λ)i = −− and r0(λ)i = +−.
Suppose first that r0(λ)i = −−. Then we have
[∏
i<k<n r0(λ)k
]
= +r−s with r 6 1,
as i is λ-normal. If s > 2 then
[∏
i<k6n r0(λ)k
]
contains at most one + regardless
of λn. In this case, i is tensor λ-normal contrary to the assumption. Hence s 6 1.
Corollary 5.1.4 shows that only the following two cases are possible: r = s = 0 and
r = s = 1. In the former case, the reduction
[∏
i<k6n r0(λ)k
]
= r0(λ)n must be
++, since i is not tensor λ-normal. Hence λn ≡ −1 (mod p). In the former case,
the reduction [∏
i<k6n r0(λ)k
]
= [+− r0(λ)n]
must contain at least two signs +, which is possible only if r0(λ)n = ++. Hence
again λn ≡ −1 (mod p). In both cases, we have
[∏
i6k6n r0(λ)k
]
= ∅. Now, by
Lemma 5.1.9, there exists a flow Γ on [i..n] (fully) coherent with r0(λ)|[i..n] and
having no buds on [i..n].
If r0(λ)i = +− then
[∏
i<k<n r0(λ)k
]
= −s, as i is λ-normal. If s > 0 then
also s > 2 by Corollary 5.1.4. In that case,
[∏
i<k6n r0(λ)k
]
does not contain
+ regardless of λn. Hence i is tensor λ-normal contrary to the assumption. So
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[∏
i<k<n r0(λ)k
]
= ∅. Definition 5.2.3 implies that r0(λ)n 6= +−. The cases
r0(λ)n = ∅ and r0(λ)n = −− are also impossible, since then
[∏
i<k6n r0(λ)k
]
does not contain the sign +, which makes i a tensor λ-normal index. Thus we
conclude that r0(λ)n = ++, i.e. λn ≡ −1 (mod p). By Lemma 5.1.9, there exists
a flow Γ′ on (i..n) (fully) coherent with r0(λ)|(i..n) having no buds on (i..n). It
suffices to set Γ := Γ′ ∪ {(i, n)}, to complete the proof of the claim.
Let S be the set of all sources of edges of Γ and set M := [i..n] \ S. Note
that i ∈ S, as rβ(λ)i contains − and Γ has no buds. On the other hand, n /∈ S
as Γ is a flow. Thus we see that M ⊂ (i..n] and n ∈ M . We define the injection
ψ : S → [i..n] as follows. If s ∈ S then we set ψ(s) equal to the unique index such
that (s, ψ(s)) ∈ Γ. Now we apply Lemma 6.1.2 to conclude that for any v+λ ∈ L(λ)λ,
we have S¯i,n(M) v
+
λ = 0.
By Lemma 2.6.2, we have
cfi,n(S¯i,n(M)) = −
(
H¯i − H¯n
)∏
t∈M\{n} C(i, t),
cfi,n(S¯i,n(M)) = (Hi −Hn)
∏
t∈M\{n} C(i, t).
We have
evλ
(∏
t∈M\{n}
C(i, t)
)
=
∏
t∈[i..n)\S
(β − Resp λt).
The right-hand side is a nonzero element of F, since Γ has no buds on [i..n), see
Proposition 5.2.1(1). We denote this non-zero element by c. Then we have
evλ
(
cfi,n(S¯i,n(M))
2 − cfi,n(S¯i,n(M))2
)
= c2 evλ
((
H¯i − H¯n
)2 − (Hi −Hn)2)
= c2(λi + λn − λ2i + 2λiλn − λ2n) · 1F
= c2(−Resp λi − Resp(λn + 1) + 2λn + 2λiλn) · 1F
= c2(−2β + 2λn + 2λiλn) · 1F = −2c2(β − λn(λi + 1)) · 1F.
Suppose temporarily that this coefficient equals zero. Then β = λn(λi + 1) · 1F.
Since we also have β = λn(λn + 1) · 1F, we obtain λnλi = λ2n (mod p). Recall that
in both cases (a) and (b), we have λn 6≡ 0 (mod p). Thus we have proved λi ≡ λn
(mod p). Now we have simultaneously Resp λn = β and Resp(λn + 1) = β. As
p 6= 2, we get λn ≡ 0 (mod p), a contradiction.
Now we can apply Theorem 7.4.3 to conclude that there is no nonzero U(n−1)-
primitive pair in cp(L(λ)) of weight λ− α(i, n), which is a contradiction. 
7.5. Primitive vectors in L(λ)⊗ V
In order to translate from L(λ)⊗ V ∗ to L(λ)⊗ V , we recall the automorphism
σ of U(n) from (1.8).
Corollary 7.5.1. Let λ, µ ∈ X(n). Then the U(n)-supermodule L(λ)⊗V contains
a nonzero primitive vector of weight µ if and only if µ = λ + εj for some tensor
λ-conormal index j.
Proof. By the universality of Verma modules, L(λ) ⊗ V contains a nonzero
primitive vector of weight µ if and only if
HomU(n)(M(µ), L(λ) ⊗ V ) 6= 0.
Twisting with the automorphism σ and applying Lemma 1.3.10, this is equivalent to
HomU(n)(M(−w0µ), L(−w0λ)⊗ V ∗) 6= 0.
7.5. PRIMITIVE VECTORS IN L(λ)⊗ V 101
Again by the universality of Verma modules, the last statement is in turn equivalent
to the existence of a non-zero U(n)-primitive vector of weight −w0µ in L(−w0λ)⊗
V ∗. By Theorem 7.4.4, this is equivalent to −w0µ = −w0λ − εi for some tensor
−w0λ-normal index i. The last equality is equivalent to µ = λ+ εw0i. Now apply
Corollary 5.3.5 
Remark 7.5.2. We point out that if we stay in the category of integrable finite di-
mensional U(n)-modules then it is possible to use usual dualities and avoid twisting
with σ. Indeed, let λ, µ ∈ X+p (n). It suffices to note that
HomU(n)(V (µ), L(λ) ⊗ V ) ∼= HomU(n)((L(λ) ⊗ V ))τ , V (µ)τ )
∼= HomU(n)(L(λ)⊗ V,H0(µ))
∼= HomU(n)(L(λ), H0(µ)⊗ V ∗)
∼= HomU(n)((H0(µ)⊗ V ∗)∗, L(λ)∗)
∼= HomU(n)(H0(µ)∗ ⊗ V, L(−w0λ))
∼= HomU(n)(V (−w0µ)⊗ V, L(−w0λ))
∼= HomU(n)(V (−w0µ), L(−w0λ)⊗ V ∗).
Similar arguments do not work for infinite dimensional modules, as for example
L(λ)∗ is not even a highest weight module in general.
Theorem 7.5.3. Let λ, µ ∈ X(n). Then:
(i) HomU(n)(L(µ), L(λ)⊗ V ∗) 6= 0 if and only if µ = λ− εi for some λ-good
index i.
(ii) HomU(n)(L(µ), L(λ)⊗V ) 6= 0 if and only if µ = λ+εi for some λ-cogood
index i.
Proof. Note using contravariant duals that
HomU(n)(L(µ), L(λ)⊗ V ) ∼= HomU(n)(L(µ)⊗ V ∗, L(λ))
∼= HomU(n)(L(λ), L(µ)⊗ V ∗).
So, taking into account Corollary 5.3.8, it suffices to prove (i).
Assume that HomU(n)(L(µ), L(λ)⊗V ∗) 6= 0. Since L(µ) is a quotient of M(µ),
we also have
HomU(n)(M(µ), L(λ) ⊗ V ∗) 6= 0.
Hence µ = λ − εi for some index i which is tensor λ-normal by Theorem 7.4.4.
Moreover, since L(λ) is a submodule of M(λ)τ , we also have
HomU(n)(L(µ),M(λ)
τ ⊗ V ∗) 6= 0.
But
HomU(n)(L(µ),M(λ)
τ ⊗ V ∗) ∼= HomU(n)((M(λ)τ ⊗ V ∗)τ , L(µ)τ )
∼= HomU(n)(M(λ)⊗ V ∗, L(µ))
∼= HomU(n)(M(λ), L(µ)⊗ V ).
Hence by Corollary 7.5.1, the index i is conormal for µ = λ− εi. We have proved
that µ = λ− εi for a tensor λ-good index i.
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Conversely, suppose that i is tensor normal for λ and tensor conormal for λ−εi.
Since i is tensor normal, Theorem 7.4.4 yields a non-zero homomorphism
θ ∈ Hom(M(λ− εi), L(λ)⊗ V ∗).
We claim that θ factors through the quotient L(λ − εi) of M(λ − εi). Indeed,
otherwise, there is a composition factor L(ν) of M(λ − εi) with ν 6= λ − εi such
that
Hom(L(ν), L(λ) ⊗ V ∗) 6= 0.
By the forward direction in (i) which we have already proved, it follows that ν =
λ − εk for a tensor λ-good index k. Since ν ≤ λ − εi in the dominance order, it
follows that k < i. Moreover, L(ν) = L(λ−εi−(εk−εi)) can only be a composition
factor ofM(λ−εi) if Resp λi = Resp λk, see the Linkage Principle of [16, Section 8].
We have now got a contradiction with Lemma 5.3.7. 
CHAPTER 8
Main results on projective representations of
symmetric groups
8.1. Representations of Sergeev supealgebras
Here we freely use notions defined in the Introduction and Chapter 1 above. In
particular, Yn is the Sergeev superalgebra andG = Q(n) is the algebraic supergroup
of type Q(n). We now review in more detail the theory developed in [13, 16], which
will allow us to apply the results on Q(n) obtained above to get new results about
Yn and eventually projective representations of symmetric and alternating groups.
The category Pol(n) of finite dimensional polynomial supermodules over the
supergroup G is defined in [13, Section 10]. This category splits as
Pol(n) =
⊕
d≥0
Pol(n, d),
where Pol(n, d) ⊂ Pol(n) is the full subcategory of polynomial supermodules of
degree d. The category Pol(n, d) is equivalent to the category S(n, d)−smod of
finite dimensional supermodules over the Schur superalgebra S(n, d) introduced in
[13] (denoted Q(n, d) there).
Let
Λ+p (n) = {λ = (λ1, . . . , λn) ∈ X+p (n) | λ1, . . . , λn ≥ 0},
and
Λ+p (n, d) = {λ = (λ1, . . . , λn) ∈ Λ+p (n) | λ1 + · · ·+ λn = d}.
If λ ∈ Λ+p (n), then L(λ), V (λ) ∈ Pol(n, d), and
{L(λ) | λ ∈ Λ+p (n, d)}
is a complete and irredundant set of irreducible supermodules in Pol(n, d) (equiv-
alently, irreducible S(n, d)-supermodules) up to isomorphism.
Recall the jth level L(λ)j introduced in the previous section.
Lemma 8.1.1. Let n ≥ 2, λ ∈ Λ+p (n, d) for d ≤ n, and j ∈ Z≥0. Then, as a
Q(n− 1)-module, L(λ)j ∈ Pol(n− 1, d− j).
Proof. Since L(λ) is a polynomial Q(n)-module, we have that each L(λ)j is
a polynomial Q(n − 1)-module. Moreover, it follows from the assumption d ≤ n
that if
µ = (µ1, . . . , µn) = λ− jαn−1 −
n−2∑
i=1
miαi
for some mi’s, then µn = j, and hence µ1 + · · ·+ µn−1 = d− j. So L(λ)j must be
polynomial of degree d− j. 
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Let d ≤ n. Then the Schur superalgebra S(n, d) has an idempotent en,d (de-
noted ξω in [13]) with the property en,dS(n, d)en,d ∼= Yd. In fact, the isomorphism
can be made explicit, see [13, Theorem 6.2(ii)]. This allows us to define the “Schur
functor”
Fn,d : S(n, d)−smod→ Yd−smod, V 7→ en,dV.
Moreover, consider the special weight
ωn,d := ε1 + · · ·+ εd ∈ X(n).
Then, in fact, en,dV is the ωn,d-weight space Vωn,d on which Yd acts via the isomor-
phism of [13, Theorem 6.2(ii)]. The special case d = n will be especially important
for us. We use the notation en := en,n,Fn := Fn,n, ωn := ωn,n.
Let λ ∈ Λ+p (n, n). By Lemma 8.1.1, the first level L(λ)1 is in the category
S(n− 1, n− 1)−smod, so we can apply the Schur functor Fn−1 to it. The following
proposition shows that the resulting Yn−1-supermodule is simply the restriction of
Fn(L(λ)) from Yn to Yn−1. This is the main reason why the structure of the first
level L(λ)1 as a U(n− 1)-supermodule is so important for us.
Proposition 8.1.2. Let n ≥ 2, λ ∈ Λ+p (n, n). Then
Fn−1(L(λ)1) = Fn(L(λ))Yn−1 .
Proof. Note that, as vector superspaces,
Fn−1(L(λ)1) = (L(λ)1)ωn−1 = L(λ)ωn = Fn(L(λ))
and use the explicit formulas for the actions of Yn−1 and Yn coming from the
isomorphism of [13, Theorem 6.2(ii)]. 
While Proposition 8.1.2 connects the restriction resYnYn−1 to the first level via
Schur functors, the following result establishes a similar connection between the
induction indYnYn−1 to tensoring with the natural module V , cf. [9, Theorem 4.13].
Proposition 8.1.3. Let M ∈ Pol(n, n− 1). Then
Fn(M ⊗ V ) ∼= indYnYn−1
(Fn,n−1(M)).
Proof. We have
(8.1) Fn(M ⊗ V ) = (M ⊗ V )ωn =
n⊕
i=1
(Mωn−εi ⊗ vi) ⊕
n⊕
i=1
(Mωn−εi ⊗ v¯i),
where {v1, . . . , vn, v¯1, . . . , v¯n} is the natural basis of V . So
Note that ωn − εn = ωn,n−1 and so Mωn−εn ⊗ vn is the submodule of the
restriction resYnYn−1 Fn(M ⊗ V ) isomorphic to Fn,n−1(M). Now the Frobenius reci-
procity allows us to extend this embedding of Fn,n−1(M) into Fn(M ⊗ V ) to a
homomorphism ϕ : indYnYn−1
(Fn,n−1(M))→ Fn(M ⊗ V ).
Moreover, the weights ωn−εi and ωn−εn are conjugate under the action of the
symmetric group (the Weyl group of the even part Q(n)ev), and so dimMωn−εi =
dimMωn−εn . Hence, by (8.1), we have
dimFn(M⊗V )= 2n dimMωn−εn= 2n dimFn,n−1(M)= dim indYnYn−1
(Fn,n−1(M)).
So it suffices to prove that ϕ is surjective. Let ε ∈ {0, 1}, (i, n) ∈ Sn be the
transposition of i and n, and cn be the nth generator of the Clifford algebra Cn
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as in the introduction. Then the explicit identification of Yn with enS(n, n)en
obtained in [13, Theorem 6.2(ii)] implies that
(i, n)cεn
(
Mωn−εn ⊗ vn
)
=Mωn−εi ⊗ vεi .
This yields the surjectivity of ϕ. 
Now, denote
D(λ) := Fn(L(λ)), S(λ) := Fn(V (λ)) (λ ∈ Λ+p (n, n)).
The set of weights Λ+p (n, n) can and will be identified with the set Pp(n) of p-strict
partitions of d. A p-strict weight λ ∈ Λ+p (n, n) is restricted if λ is a restricted
p-strict partition, i.e. λ ∈ RPp(n). An irreducible S(n, n)-supermodule L(λ) is
restricted if λ is restricted. Finally, an S(n, n)-supermodule is restricted if all its
composition factors are restricted.
Theorem 8.1.4. We have:
(i) {λ ∈ Pp(n) | D(λ) 6= 0} = RPp(n);
(ii) {D(λ) | λ ∈ RPp(n)} is a complete and irredundant set of irreducible
Yn-supermodules up to isomorphism;
(iii) if λ ∈ RPp(n) then D(λ) is the simple head of the Specht module S(λ);
(iv) if V,W ∈ S(n, n)−smod are supermodules such that V has restricted head
and W has restricted socle, then
HomS(n,n)(V,W ) ∼= HomYn(Fn(V ),Fn(W )).
Proof. (i) is [13, Theorem 9.5], and (ii) is [13, Theorem 10.2]. On the other
hand, (iv) is a standard property of Schur functors, see for example [9, Lemma
2.17(ii)]. Finally, (iii) follows from (iv) and the fact that L(λ) is the simple head of
V (λ). 
Proposition 8.1.5. If λ ∈ RPp(n), µ ∈ RPp(n−1), then the socles of the U(n−1)-
module L(λ)1 and the U(n)-module L(µ)⊗ V are restricted.
Proof. Let ν ∈ Pp(n− 1) and κ ∈ Pp(n) be such that
HomU(n−1)(L(ν), L(λ)1) 6= 0 and HomU(n)(L(κ), L(µ)⊗ V ) 6= 0.
We need to prove that ν ∈ RPp(n − 1) and κ ∈ RPp(n). By Theorem 7.2.3, ν
is obtained from λ by removing a good node, as defined in the Introduction. Now
it is an easy combinatorial check to see that ν ∈ RPp(n − 1). This also follows
from [30, Theorem 22.1.2]. Similarly we check that κ, which is obtained from µ by
adding a tensor good node is restricted. 
Remark 8.1.6. There is a general conceptual argument which shows that if λ is
restricted, then the socle of any level L(λ)j is restricted. For GL(n− 1) ⊂ GL(n)
and some other natural embeddings this was first proved in [24, Theorem B]. The
proof given in [24] goes through for Q(n − 1) ⊂ Q(n) using theory developed in
[16, Section 9]. We will not need this here. Similarly, one can see that the socle
of L(µ)⊗ V is restricted because it is a submodule of V ⊗n, which has a restricted
socle in view of [13, Theorem 6.2(i)].
Corollary 8.1.7. Let λ ∈ RPp(n) and µ ∈ RPp(n− 1). Then
(i) HomYn−1(D(µ), D(λ)Yn−1 )
∼= HomU(n−1)(L(µ), L(λ)1).
(ii) HomYn−1(S(µ), D(λ)Yn−1 )
∼= HomU(n−1)(V (µ), L(λ)1).
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(iii) HomYn(D(λ), ind
Yn
Yn−1
D(µ)) ∼= HomU(n)(L(λ), L(µ) ⊗ V ).
(iv) HomYn(S(λ), ind
Yn
Yn−1
D(µ)) ∼= HomU(n)(V (λ), L(µ) ⊗ V ).
Proof. Apply Theorem 8.1.4 and Propositions 8.1.5, 8.1.2, 8.1.3. 
We now claim that the definitions of good, cogood, normal, and conormal nodes
of p-strict partitions given in the Introduction match those of good, cogood, normal,
and conormal indices used in the main body of this paper.
To be more precise, recall first that the set of all possible contents is I :=
{0, 1, . . . , ℓ} ⊂ Z, where ℓ = (p − 1)/2. As the content of the node A = (r, s)
depends only on the column s, we can speak of the content of s ∈ Z>0, denoted
contps, so that contp(r, s) = contps. Recall also that for any s ∈ Z we have by
definition that Resp s = s(s − 1) (mod p). It is pointed out in [16, (8.8)] that for
any s ∈ Z there exists a unique i ∈ I such that
s(s− 1) ≡ i2 + i (mod p),
i.e. for any r, s ∈ Z we have that Resp r = Resp s if and only if contpr = contps.
For a residue β of the form β = s(s− 1) (mod p) for s ∈ Z, we denote by i(β) the
unique i ∈ I with β ≡ i2 + i (mod p). Thus
β ≡ i(β)2 + i(β) (mod p).
Conversely, for i ∈ I we denote by β(i) the residue
β(i) := i2 + i (mod p).
Now, let λ ∈ RPp(n) be a p-strict partition of n considered also as a weight in
X+p (n). The case n = 1 is boring, so let us assume that n > 1. Then we always
have λn = 0. Moreover, comparing the definitions, we see that A is a β-removable
node for λ in the sense of Section 5.2 if and only if either A is an i(β)-removable
node for λ in the sense of the Introduction or A = (n, 0). Similarly, A is a β-addable
node for λ in the sense of Section 5.2 if and only if A is an i(β)-addable node for λ
in the sense of the Introduction. So, the reduced i-signature of λ in the sense of the
Introduction is obtained from the the reduced β(i)-signature σ of λ in the sense of
Section 5.2 by removing one −n from the end of σ. It follows from Lemma 5.4.1 and
Corollary 5.2.9 that an i-removable node A = (r, s) is i-normal for λ in the sense of
the Introduction if and only if Resp s = β(i) and r is a λ-normal index in the sense
of Section 5.2. The similar statement holds for good nodes. Also, an i-addable
node A = (r, s) is i-normal (resp. i-cogood) for λ in the sense of the Introduction
if and only if Resp s = β(i) and r is a tensor λ-conormal (resp. λ-cogood) index in
the sense of Section 5.3.
Now, Corollary 8.1.7 and Theorem 7.2.3 imply Theorem A from the Introduc-
tion.
To deduce Theorem B, recall the Jucys-Murphy elements
L1, . . . , Ln ∈ Yn
from [30, (13.22)]. The eigenvalues of the elements L2k on finite dimensional Yn-
supermodules are all of the form β(i) = i2 + i (considered as an element of F) for
i ∈ I. It is known that the Jucys-Murphy elements commute and so we can de-
compose an arbitrary finite dimensional Yn-supermodule V into the corresponding
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simultaneous generalized eigenspaces:
V =
⊕
i∈In
Vi,
where for i = (i1, . . . , in) ∈ In, we define:
Vi = {v ∈ V | (L2k − β(ik))N = 0 for N ≫ 0, k = 1, . . . , n}.
Denote by Γn the set of all tuples γ = (γi)i∈I with γi ∈ Z≥0 and
∑
i∈I γi = n.
For any γ = (γi)i∈I ∈ Γn, denote by Iγ the subset of In, which consists of all
i = (i1, . . . , in) ∈ In such that for each i ∈ I there are exactly γi entries among
i1, . . . , in which are equal to i. Note that
In =
⊔
γ∈Γn
Iγ
is just the decomposition of In into the orbits of the natural action of Sn on I
n by
place permutations.
Now, given a finite dimensional Yn-supermodule V and γ ∈ Γn, let
V [γ] :=
⊕
i∈Iγ
Vi.
It is known that the symmetric polynomials in L21, . . . , L
2
n are central in Yn, see
[30, Remark 15.4.7, Theorem 14.3.1]. It follows that V [γ] is a subsupermodule of
V , and we have the decomposition of Yn-supermodules
V =
⊕
γ∈Γn
V [γ].
It is known that the (non-zero) V [γ] are precisely the superblock components of V ,
but we will not need this fact.
Given a partition λ ∈ Pp(n), define γ(λ) to be the tuple (γi)i∈I ∈ Γn, where
γi is the number of i-nodes of λ, cf. [30, (22.1)]. The following result follows
immediately from the definition of the supermodules G(λ):
Lemma 8.1.8. Let λ ∈ RPp(n) and γ = γ(λ). Then G(λ)[γ] = G(λ).
With the goal of identifying D(λ) and G(λ) in mind, we want to prove a similar
result for D(λ). For this we need the following:
Lemma 8.1.9. Theorem B holds in charecteristic zero.
Proof. We note that both approaches to representation theory of Sergeev
superalgebras Yn, described in the Introduction, work the case where p = charF =
0. In this case we interpret I as {0, 1, 2, . . .}, and RP0(n) = P0(n) as strict
partitions of n, i.e. partitions with distinct parts. The Schur functor approach
in this case has been developed originally by Sergeev [38]. It leads to the Yn-
supermodules D(λ) parametrized by λ ∈ P0(n). On the other hand, [34, Theorem
7.2] (see also [39, Section 2.6]) describes the spectrum of the squares of Jucys-
Murphy elements on D(λ). This description implies that D(λ)[γ(λ)] = D(λ), and
so D(λ) = G(λ), since in the case p = 0 all columns have distinct contents, and
therefore γ(λ) determines λ uniquely. 
Lemma 8.1.10. If λ ∈ RPp(n) and γ = γ(λ), then D(λ)[γ] = D(λ).
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Proof. In this proof it will be important to distinguish between characteristic
0 and characteristic p, so we will use the corresponding indices in our notation, for
example I0 vs. Ip, Γ
p
n, vs. Γ
0
n, γ0(λ) vs. γp(λ), etc.
For µ ∈ P0(n), denote by D0(µ) the irreducible module corresponding to µ over
a field of characteristic zero, and denote by D¯0(µ) its reduction modulo p, see [13,
p.65]. As D0(µ) = G0(µ) by Lemma 8.1.9, it follows that D0(µ)[γ0(µ)] = D0(µ),
where γ0(µ) ∈ Γ0n. Let γ¯0(µ) denote the element of Γpn obtained from γ0(µ) as
follows. If γ0(µ) = (γ
′
i)i∈I0 , then γ¯0(µ) = (γi)i∈Ip , where
γi :=
∑
{j∈I0|i2+i≡j2+j (mod p)}
γ′j (i ∈ Ip).
When we reduce a representation modulo p, the eigenvalues of the squares of
Jucys-Murphy elements will get reduced modulo p, and so D¯0(µ) = D¯0(µ)[γ¯0(µ)].
Hence D[γ¯0(µ)] = D for any composition factor D of D¯0(µ). Now, D(λ) must
appear as a composition factor of some reduction D¯(µ), in which case, by [13,
Thorem 10.8] and [8, Theorems 4.3, 6.3], we have γp(λ) = γ¯0(µ). Therefore
D(λ)[γp(λ)] = D(λ), as required. 
Corollary 8.1.11. Let λ, µ ∈ RPp(n). Then D(λ) ∼= G(µ) implies γ(λ) = γ(µ).
Proof. Combine Lemmas 8.1.8 and 8.1.10. 
Now, we complete the proof of Theorem B. We apply induction on n. The base
of induction is clear, as Y1 has only one irreducible supermodule up to isomorphism.
For the inductive step, assume that n > 1 and Theorem B is true for n − 1. Let
λ ∈ RPp(n), and µ be obtained from λ be removing an i-good node of λ. By the
inductive assumption we have D(µ) = G(µ). We need to prove that G(λ) = D(λ).
Let G(λ) = D(ν) for some ν ∈ RPp(n). Using the notation of [30, (17.6) and
Theorem 22.2.2], we see that G(µ) is in the socle of resiG(λ). So D(µ) is in the
socle of ResiD(ν), which by Theorem A implies that µ is obtained from ν by
removing a good node A. By Corolary 8.1.11, γ(ν) = γ(λ), and so A must have
content i. Thus µ is obtained from λ by removing an i-good node, and µ is also
obtained from ν by removing an i-good node. This implies that λ = ν, either by
an easy combinatorial exercise or by [30, Corollary 17.2.3]. The proof of Theorem
B is complete.
8.2. Projective representations of symmetric groups
Finally, we use the categorical superequivalence from [30, Section 13.2] to trans-
late from Yn to Tn. Recall from the introduction that Yn ∼= Tn ⊗ Cn. The Clifford
superalgebra Cn is simple as a superalgebra, so it has only one irreducible super-
module denoted by Un, see [30, Example 12.2.14]. The supermodule Un is of type
M if n is even and of type Q if n is odd.
We have functors
?⊠ Un = Fn : Tn−smod→ Yn−smod
and
HomCn(Un, ?) = Gn : Yn−smod→ Tn−smod.
Main properties of these functors are described in [30, Proposition 13.2.2]. In
particular, Fn and Gn are exact, left and right adjoint to each other, and behave
nicely with respect to restriction and induction.
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If n is even, then Fn and Gn are quasi-inverse equivalences of categories which
induce a type-preserving bijection between the set of isomorphism classes of Tn-
supermodules and the set of isomorphism classes of Yn-supermodules. In this case
we define
Sλ := Gn(S(λ)), D
µ := Gn(D(µ)) (λ ∈ Pp(n), µ ∈ RPp(n)).
If n is odd, we have in the notation of [30] that Gn◦Fn ≃ Id⊕Π and Fn◦Gn ≃
Id⊕Π, where Π is the parity change functor. In this case, if D(λ) is of type M, i.e.
hp′(λ) is even, then D
λ := Gn(D(λ)) is an irreducible Tn-supermodule of type Q.
If D(λ) is of type Q, i.e. hp′(λ) is odd, then Gn(D(λ)) ≃ Dλ ⊕ ΠDλ for a unique
irreducible Tn-supermodule Dλ of type M.
Theorem 8.2.1. [30, Theorem 22.3.1] For any n we have that
{Dλ | λ ∈ RPp(n)}
is a complete and irredundant set of irreducible Tn-supermodules up to isomorphism.
Moreover, Dλ is of type M if and only if n− hp′(λ) is even.
Let again n be odd. If λ ∈ Pp(n) and hp′(λ) is even, we define Sλ := Gn(S(λ)).
However, if hp′(λ) is odd, we have to be more careful.
Let V be a finite dimensional supermodule over a superalgebra A. A map
J : V → V is called a Q-map if J is an odd A-endomorphism of V such that
J2 = idV . The Schur’s Lemma for superalgebras (see e.g. [30, Lemma 12.2.3])
states that for a finite dimensional irreducible A-supermodule V , its endomorphism
algebra End(V ) is spanned by idV if V is of type M, and it is spanned by idV and a
Q-map J on V if V is of type Q (to get to this statement of Schur’s lemma, one needs
to replace J from [30, Lemma 12.2.3] by
√−1J). We are interested in Q-maps on
some supermodules which are not necessarily irreducible.
Lemma 8.2.2. Let n ∈ Z>0.
(i) If λ ∈ X+p (n) and hp′(λ) is odd then the U(n)-supermodule V (λ) has a
Q-map.
(ii) If λ ∈ Pp(n) and hp′(λ) is odd then the Yn-supermodule S(λ) has a Q-
map.
Proof. (i) Under our assumptions, u(λ) is an irreducible H-supermodule of
type Q, see Proposition 1.3.2(v), so it has a Q-map by Schur’s Lemma. This map
induces a Q-map on the induced module H0(λ), and now (i) follows by passing to
duals.
(ii) Let J be a Q-map on V (λ), which exists by (i). By definition S(λ) =
F(V (λ)) = V (λ)ωn , and F(J) is just the restriction of J to the weight space
V (λ)ωn , so it is also a Q-map. 
Lemma 8.2.3. Let n be odd, and M ∈ Yn−smod possess a Q-map JM . Then there
exists a unique up to isomorphism N ∈ Tn−smod such that Gn(M) ≃ N ⊕ΠN .
Proof. Note that Un is an irreducible type Q module over Cn, so it possesses
a Q-map JU by Schur’s Lemma. Let δM :M →M be a linear map which maps an
arbitrary homogeneous m ∈M to (−1)‖m‖m.
Observe that the linear operator
HomCn(Un,M)→ HomCn(Un,M), f 7→ δMJMfJU
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squares to − id. So we can decompose Gn(M) = HomCn(Un,M) as N+⊕N−, where
N± := {f ∈ HomCn(Un,M) | f = ±
√−1δMJMfJU}.
One easily checks that this is decomposition respects the structure of Gn(M) as a
Tn-supermodule. It remains to observe that N− ≃ ΠN+, the isomorphism given by
f 7→ JMf . The uniqueness of N (up to a not necessarily even isomorphism) follows
from the Krull-Schmidt Theorem. 
It now follows from Lemmas 8.2.2 and 8.2.3, that in the case where n is odd and
λ ∈ Pp(n) has odd p′-height hp′(λ), we have Gn(S(λ)) ∼= Sλ ⊕ ΠSλ for some Tn-
module Sλ defined uniquely up to isomorphism. We have now defined the modules
Sλ for λ ∈ Pp(n) in all cases. We refer to these modules as Specht modules for Tn.
Proposition 8.2.4. Let λ ∈ RPp(n). Then the Specht module Sλ has simple head
Dλ.
Proof. An easy computation involving the properties of the functors Gn
and Fn established in [30, Proposition 13.2.2] shows that dimHomTn(S
λ, Dµ) =
dimHomTn(D
λ, Dµ) for any µ, using the similar fact for the supermodules S(λ)
and D(µ) over Yn. 
Another application of [30, Proposition 13.2.2] now yields our main result for
Tn-supermodules:
Theorem 8.2.5. Let λ ∈ RPp(n) and µ ∈ RPp(n− 1). Then
(i) µ is obtained from λ by removing a good node if and only if
HomTn−1(D
µ, resTnTn−1 D
λ) 6= 0.
(ii) µ is obtained from λ by removing a normal node if and only if
HomTn−1(S
µ, resTnTn−1 D
λ) 6= 0.
In particular, if µ is obtained from λ by removing a normal node then
Dµ is a composition factor of the restriction resTnTn−1 D
λ.
(iii) λ is obtained from µ by adding a cogood node if and only if
HomTn(D
λ, indTnTn−1 D
µ) 6= 0.
(iv) λ is obtained from µ by adding a conormal node if and only if
HomTn(S
λ, indTnTn−1 D
µ) 6= 0.
In particular, if λ is obtained from µ by adding a conormal node then Dλ
is a composition factor of the rinduction indTnTn−1 D
µ.
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