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Abstract
Piecewise generalized polynomials of different kinds of order n (ECT-splines of order n) are constructed from different ECT-
systems of order n via connection matrices which are nonsingular and totally positive.
A well-known zero count for polynomial splines is extended to ECT-splines. It is used to construct ECT-B-splines and to show
under which conditions ECT-splines will solve modiﬁed Hermite-type interpolation problems.Also conditions are speciﬁed such that
piecewise generalized polynomials form rECT-systems and the interpolation problems associated with may be solved recursively.
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0. Introduction
There are several good reasons why linear combinations of functions forming an ECT-system (extended complete
Tchebycheff system) of order n often are called generalized polynomials of order n. They are solutions of a homogeneous
linear differential equation of order n, Lˆnu = 0, where Lˆn is a factorizable linear differential operator deﬁned by (3)
below. If Lˆn = (d/dx)n then ordinary polynomials of order n are the solutions.
By glueing together at each knot xi different generalized polynomials via linear equations for the ECT-derivative
vectors with a nonsingular totally positive matrixA[i] (see (10)), ECT-splines are constructed. They were introduced by
Barry [1]. The particular case of ordinary polynomial splines via connection matrices was studied by Dyn and Micchelli
[2]. Barry has constructed de Boor-Fix dual functionals ﬁrst and used them to derive existence of a local support basis
for ECT-splines. Dyn and Micchelli have derived a bound for zeros of polynomial splines via connection matrices. It
is their approach we follow for ECT-splines.
From the zero bound for ECT-splines under suitable assumptions ensuring continuity of the ECT-splines and that
the constant function 1 is an ECT-spline, existence and unicity of an ECT-B-spline basis is derived that forms a
nonnegative partition of unity. Several corollaries to a Budan-Fourier-Theorem for ECT-splines serve to give conditions
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for continuous ECT-splines to solve interpolation problems of modiﬁed Hermite type. In part they extend the classical
theorems of Schoenberg and Whitney [16] on Lagrange interpolation by ordinary polynomial splines and of Karlin and
Ziegler [8] on Hermite interpolation by Tchebychefﬁan splines and Schumaker’s theorem [18, p. 391], on modiﬁed
Hermite interpolation by Tchebychefﬁan splines. Also, a theorem of Dyn and Micchelli [2] on Hermite interpolation
by polynomial splines via connection matrices is generalized.
Conditions are speciﬁed such that generalized Pólya polynomials form an rECT-system. Then the interpolation
problems may be solved recursively almost as simply as in the case of polynomial interpolation. As an application of
this procedure we mention the problem of computing lECT- or rECT-B-splines recursively [15].
1. rET-Systems
Let J be a subinterval of the real line R that is open to the right. For n ∈ N0 let
Cn+(J ;R):={f∈C(J ;R):for every x∈J and for =1, . . ., n there exists the right derivative of f of order  at
x and J  x → D+f (x) is right continuous}.
Analogously a space Cn−(Jˇ ;R) of functions having left continuous derivatives is deﬁned where Jˇ is an interval open
to the left.
A system of functions U = (u1, . . . , un) in Cn−1+ (J ;R) is called a right-sided extended Tchebycheff system (rET-
system, for short) of order n on J provided for all T = (t1, . . . , tn), t1 · · ·  tn, tj ∈ J ,
V
∣∣∣∣u1, . . . , unt1, . . . , tn
∣∣∣∣+ := det(Dj+ ui(tj ))|i,j=1,...,n > 0,
with j := max{l : tj = tj−1 = · · · = tj−l t1}, j = 1, . . . , n, where D+f (x) := limh→0+ (f (x + h) − f (x))/h
denotes the operator of ordinary right differentiation. Then spanU will be called an rET-space of dimension n on J.
Similarly left sided ET-systems (lET-systems) and lET-spaces and related concepts are deﬁned.
If q ∈ spanU where U is an rET-system of order n on J, a point x0 ∈ J is called a zero of q of right multiplicity 0
iff q(x0) = 0,D1+q(x0) = 0, . . . , D0−1+ q(x0) = 0,D0+ q(x0) = 0.
If J is any subinterval of R and everywhere except at a right endpoint of J the right derivative D+ can be replaced
by the ordinary derivative D = d/dx where at a right end point D is replaced by the left derivative, then U is called an
extended Tchebycheff System (ET-system) of order n on J.
The following characterization of rET-spaces aswell as the correspondingwell-known characterization for ET-spaces
(cf. [7, p. 376]) is an immediate consequence of the Alternative Theorem of Linear Algebra: a quadratic system of
linear equations has a unique solution for every right-hand side iff the corresponding homogeneous system has the
trivial solution only.
Proposition 1.1. Let U = (u1, . . . , un) be elements of class Cn−1+ (J ;R). Then the following assertions are equivalent:
(i) (u1, . . . , un−1, un) or (u1, . . . , un−1,−un) is an rET-system of order n on J.
(ii) Every nontrivial element of span(u1, . . . , un) has at most n − 1 zeros in J counting right multiplicities.
(iii) Every problem of right sided Hermite interpolation
H(spanU, T+, f ):
{
given points t1 · · ·  tn in J and f ∈ Cn−1+ (J ;R),
ﬁnd q ∈ spanUsuch that Dj+ q(tj ) = Dj+ f (tj ), j = 1, . . . , n
has a unique solution.
If U = (u1, . . . , un) is a rET-system on J then the leading coefﬁcient (i.e. the coefﬁcient of un) of the unique
q ∈ spanU that solves H(spanU, T+, f ) is called the right sided generalized divided difference of f with respect to
u1, . . . , un and with nodes t1, . . . , tn. Iff this coefﬁcient is different from zero we say q is of order n with respect to U,
and we write ord q = n.
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Similar concepts are deﬁned for lET-systems. If U is an ET-system of order n on J then similar statements hold
with the subscript + dropped everywhere. Evidently, every ET-system is a right sided ET-system and also a left sided
ET-system, but not conversely. As an application of the zero count developed in Section 3 certain rET-systems are
constructed in Section 4.
The following characterization of ECT-systems is well known [7, p. 376f; 18, p. 364]:
Proposition 1.2. Let u1, . . . , un be of class Cn−1(J ;R). Then the following assertions are equivalent:
(i) (u1, . . . , un) is an ECT-system of order n on J.
(ii) All Wronskian determinants
W(u1, . . . , uk)(x) = det(Dj−1ui(x))j=1,...,ki=1,...,k > 0, k = 1, . . . , n, x ∈ J
are positive on J. As before D := d/dx denotes the operator of ordinary differentiation.
(iii) There exist positive weight functions wj ∈ Cn−j (J ;R), j = 1, . . . , n, and for every c ∈ J coefﬁcients cj,i ∈ R
such that
uj (x) = w1(x) ·
∫ x
c
w2(t2)
∫ t2
c
w3(t3)
∫ t3
c
. . .
∫ tj−1
c
wj (tj ) dtj . . . dt2
+
j−1∑
i=1
cj,i · ui(x), j = 1, . . . , n, x ∈ J . (1)
Clearly, the functions sj (x, c) := uj (x) −∑j−1i=1 cj,i · ui(x) j = 1, . . . , n satisfy
sj (x, c) = w1(x) · hj−1(x, c;w2, . . . , wj ), j = 1, . . . , n, (2)
where h0(x, c) := 1 and for 1mn
hm(x, c;w1, . . . , wm) :=
∫ x
c
w1(t) · hm−1(t, c;w2, . . . , wm) dt .
The simplest example arises when wj = 1 for j = 1, . . . , n where 1 denotes the constant function equal to one.
Then hm(x, c; 1, . . . , 1) = (x − c)m/m!, m = 0, . . . , n, and sj (x, c) = (x − c)j−1/(j − 1)!, j = 1, . . . , n, and
span{s1, . . . , sn} =: n−1 is the space of ordinary polynomials of degree n − 1 at most. This is one of the facts
explaining why often the functions of span{u1, . . . , un} are called generalized polynomials when U = (u1, . . . , un) is
an ECT-system.
The system (2) (s1, . . . , sn) forms a special basis of span{u1, . . . , un} which we call an ECT-system in canonical
form with respect to c. Associated with an ECT-system (1) or (2) are the linear differential operators
D0u = u, Dju = D
(
u
wj
)
, j = 1, . . . , n,
Lˆj u = Dj · · ·D0u, j = 0, . . . , n,
Lju = 1
wj+1
Lˆj u, j = 0, . . . , n − 1. (3)
Obviously,
ker Lˆj = span {u1, . . . , uj }, j = 1, . . . , n (4)
and
Ljsj+1(x, c) = 1, j = 0, . . . , n − 1, (5)
Ljsl+1(c, c) = j,l , j, l = 0, . . . , n − 1. (6)
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For  ∈ N by L[f ](t) := (L0f (t), . . . , L−1f (t))T we denote the ECT-derivative vector of dimension  of a
sufﬁciently smooth function f. Also, we will use the limits
L[f ](t−) := lim
→t−0 L
[f ](), L[f ](t+) := lim
→t+0 L
[f ]().
For x = (x1, . . . , xn)T ∈ Rn we write
S−(x) := number of strong sign changes in the sequence x1, . . . , xn discarding zeros, (7)
S+(x) := number of weak sign changes in the sequence x1, . . . , xn
:= maximal number of sign changes in x1, . . . , xn where zero components are replaced either by 1 or by − 1.
(8)
2. rECT-splines; the spaces Sn(U,A+,M,X) and Sn(U,A+, ext)
Let [a, b] ⊂ R be a nontrivial compact interval. By X we denote a ﬁnite partition of [a, b], i.e. X = {x0, . . . , xk+1}
with a=x0 <x1 < · · ·<xk+1 =b. The points of X which are not endpoints are called inner knots and the endpoints are
called auxiliary knots. By = (Ji)ki=0, Ji := [xi, xi+1) for all i except the last, we denote the corresponding partition
of [a, b] into subintervals open to the right called knot intervals, where the last knot interval is Jk := [xk, xk+1]. By
ˇ = (Jˇi)ki=0, Jˇi = (xi, xi+1] for all i except the ﬁrst, we denote the corresponding partition of [a, b] into subintervals
open to the left, with Jˇ0 := [x0, x1].
Assume that on each closed interval J¯i = [xi, xi+1] the system U [i]n = (u[i]1 , . . . , u[i]n ) is an ECT-system of order n
with associated weight functions w[i]j ∈ Cn−j (J¯i; (0,∞)), j =1, . . . , n, associated linear differential operators L[i]j
and ECT-derivative vectors of dimension , L[i][f ](t) = (L[i]0 f (t), . . . , L[i]−1f (t))T. ByU=Un = (U [i])i=0...,k we
denote the sequence of ECT-systems.Assume that corresponding to the inner knots we are given a sequence of integers
M = (i )i=1,...,k, 0in, and a sequence of nonsingular matricesA=An = (A[i])i=1,...,k, A[i] ∈ R(n−i )×(n−i ).
A function s : [a, b] → R is called an rECT- resp. lECT-spline function on [a, b] with respect to the generating
sequences U,A,M,X provided
s|Ji ∈ spanU [i] resp. s|Jˇi ∈ spanU [i] for all i (9)
and
L[i]n−i [s](xi+) = A[i]L[i−1]n−i [s](xi−), i = 1, . . . , k. (10)
Eqs. (10) are called the connection equations of s at the knot xi and A[i] is called a connection matrix at xi . If s satisﬁes
(10) we say that s is (U [i−1], U [i], A[i])-smooth of order n−i at xi . The set of all rECT- resp lECT-spline functions will
be denoted bySn(U,A,M,X) resp. by Sˇn(U,A,M,X) or, in short,Sn resp. Sˇn if the sequencesU,A,M,X are
clear from the context. Their elements are also called piecewise different generalized polynomials of order n. Observe
that by deﬁnition (9) each s ∈ Sn resp. s ∈ Sˇn and its derivatives are extended continuously to the last resp. ﬁrst
knot interval. We also notice that the last ECT-system (s[k]j (x, c))
n
j=1, c ∈ Jk , may be extended as an ECT-system
to [xk,∞) simply by extending the weight functions (w[k]j )nj=1 from J¯k to [xk,∞) conveniently as positive functions
w
[k]
j belonging to Cn−j ([xk,∞);R). A similar remark applies to the ﬁrst ECT-system (s[0]j (x, c))nj=1, c ∈ J¯0. As a
consequence, we may think of an s ∈Sn belonging to
Cn−1((−∞, x1]) ∩ Cn−1+ ([x0, xk+1)) ∩ Cn−1([xk,∞)). (11)
It is easy to check that the spaceSn(U,A,M,X) has dimension
d = n + ,  :=
k∑
i=1
i . (12)
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Since it will be used later in the proof of our main result, the interpolation Theorem 4.1, we construct a basis for
Sn(U,A,M,X) that generalizes the truncated powers.
For i = 0 let bj (x)|J0 := s[0]j (x, c), j = 1, . . . , n, where s[0]1 , . . . , s[0]n is the prescribed ECT-system on J¯0 in its
canonical form with respect to a ﬁxed point c with x0cx1. Then extend bj to J1 such that the extension satisﬁes the
connection equations (10) at x1. SinceA[1] is nonsingular there is a 1-parameter family of such extensions.Actually, in
extending the basic functions bj to the right for every knot xi we choose in the connection equations (10) the connection
matrix of the form
C[i] := diag(A[i], Ii ) ∈ Rn×n, (13)
where I denotes the identity matrix of dimension  requiring
L
[i]
l bj (xi+) = L[i−1]l bj (xi−), l = n − i , . . . , n − 1, i = 1, . . . , k.
If 1 ik and j = n +∑i−1l=1 l + m, m = 1, . . . , i , take bj (x)|Ji = s[i]n−i+m(x, xi) where s[i]1 , . . . , s[i]n is the ECT-
system on J¯i in its canonical form with respect to c = xi , extend bj to the left by zero and to the right across each knot
xp, i + 1pk, via the connection equations (10) with the connection matrices (13). By construction, the functions
b1, . . . , bd belong toSn(U,A,M,X) and they are linearly independent on [a, b]. Since their cardinality equals the
dimension ofSn(U,A+,M,X) we have constructed a basis of this space.
Clearly, every rECT- resp. lECT-spline function is right resp. left continuous everywhere and jumps of the function
or its derivatives may occur only at the knots. If all ECT-systems U [i] have the ﬁrst weight function
w
[i]
1 (x) = 1, x ∈ J¯i , i = 1, . . . , k (14)
and if the connection matrices A[i] have the form
A[i] = diag(1, A¯[i]), A¯[i] ∈ R(n−1−i )×(n−1−i ) nonsingular, 0in − 1 (15)
then we denote the spacesSn =Sn(U,A,M,X) resp. Sˇn = (Sˇn(U,A,M,X)) byScn =Scn(U,A,M,X) resp.
Sˇcn = (Sˇcn(U,A,M,X)). Evidently, thenScn ⊂ Cn−1+ ([x0, xk+1);R) resp. Sˇcn ⊂ Cn−1− ((x0, xk+1];R). In the sequel
we are going to discuss zero and interpolation properties of rECT-splines based upon the assumptions (14) and (15)
where, moreover, we assume that
A¯[i] as deﬁned in (15) is nonsingular, lower triangular and totally positive for all i. (16)
Criteria to check if a matrix is totally positive may be found in [3–5]. Every theorem to be proved naturally has a
counterpart for lECT-splines.
The following notation will be useful later. For any partition X of [a, b] with corresponding sequence of multiplicities
M such that 0in for all i we denote by
 := (1, . . . , ) := (x1, . . . , x1︸ ︷︷ ︸
1
, x2, . . . , xk−1, xk, . . . , xk︸ ︷︷ ︸
k
)
the weakly increasing sequence of inner knots each repeated according to its multiplicity. Observe that  is the void
sequence iff  = ∑ki=1 i = 0. We set 0 := n, k+1 := n, and we deﬁne an extended vector of multiplicities
Mext := (0, 1, . . . , k, k+1) and an extended knot vector
ext := (j )n+j=−n+1 := (x0, . . . , x0︸ ︷︷ ︸
n
, x1, . . . , x1︸ ︷︷ ︸
1
, . . . , xk, . . . , xk︸ ︷︷ ︸
k
, xk+1, . . . , xk+1︸ ︷︷ ︸
n
).
Only if 1in for all i = 1, . . . , k we also denote the spaceSn(U,A,M,X) bySn(U,A, ext).
It is evident that for two sequences M1 = (1i )i and M2 = (2i )i of multiplicities we have
M1M2 ⇒Sn(U,A1,M1, X) ⊂Sn(U,A2,M2, X),
where the inequality for real sequences is understood elementwise and where the matrices ofA2 are obtained from
those ofA1 by erasing a convenient number of rows and columns.
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For simplicity, we represent a spline function s ∈Sn(U,A,M,X) by
s =
∑
i
n∑
j=1
c
[i]
j · u[i]j meaning that s|Ji =
n∑
j=1
c
[i]
j · u[i]j for all i
with coefﬁcients c[i]j (j = 1, . . . , n − i ) that are related by the connection equations (10).
It should be stressed that the connection equations involve theECT-derivative vectors instead of the ordinary derivative
vectors.As a consequence, ECT-splines are not necessarily smooth at the knots in the ordinary sense. However, it is not
hard to give explicit conditions on the weights in the knot intervals to the left and to the right of xi , and on the elements
of A[i], in order that Sn ⊂ Cm in a neighborhood of xi , cf. [19, p. 266]. In particular, Tchebycheff splines of order
n with knots x1, . . . , xk of multiplicities 1, . . . , k , respectively, are in Cn−1−i at xi since they use A[i]= identity
matrix and w[i]j := wj |J¯i for i = 0, . . . , k, j = 1, . . . , n, where w1, . . . , wn are the weights of a global ECT-system
Un on [a, b].
3. A zero count for splines in Scn(U,A+,M,X)
For the elements ofScn(U,A+,M,X) where we now assume (14)–(16) we use the zero counting convention due
to [6].
Deﬁnition 3.1. Let f ∈Scn(U,A+,M,X) and t ∈ (a, b). We set
f (t)+ :=
⎧⎨
⎩
1 there exists > 0 such that f is positive on (t, t + ),
0 there exists > 0 such that f vanishes identically on (t, t + ),
−1 there exists > 0 such that f is negative on (t, t + ),
f (t)− :=
⎧⎨
⎩
1 there exists > 0 such that f is positive on (t − , t),
0 there exists > 0 such that f vanishes identically on (t − , t),
−1 there exists > 0 such that f is negative on (t − , t).
If f is not identically zero in some neighborhood of t then f (t)+f (t)− = 0. In this case there exist nonnegative integers
l, rn − 1 such that
f (t−) = f ′(t−) = · · · = f (l−1)(t−) = f (t+) = f ′(t+) = · · · = f (r−1)(t+) = 0
and f (l)(t−)f (r)(t+) = 0. Let q∗ := max (l, r). We say that f has a point zero of multiplicity m at the point t where
m =
{
q∗ if f (t)−f (t)+(−1)q∗ > 0,
q∗ + 1 if f (t)−f (t)+(−1)q∗ < 0.
As a consequence, f (t)+f (t)−=(−1)m. Observe, that a point t where f has a jump discontinuity and where f changes
sign is counted as a point zero of multiplicity 1. If f (t)+f (t)− = 0 and f at t has a zero of right multiplicity 1 then
f has a point zero at t of order  at least. More precisely, if  is odd (even) and l and f does not change sign (changes
sign) at t then the order of t as a point zero of f is m= + 1; it is m=  in the other cases. Whereas Deﬁnition 3.1 is the
same as Schumaker’s Deﬁnition 4.45 in [18] the following convention taken from Goodman [6] for counting interval
zeros slightly differs from Schumaker’s Deﬁnition 4.4.6.
If x0	< 
xk+1 we set k(	, 
) := ∑	<xl<
 l .
Deﬁnition 3.2. Let f ∈Scn(U,A+,M,X) and a	< 
b.
(i) If f (	)−f (
)+ = 0 and f (x)=0 for 	<x < 
, then 	 and 
 are knots, 	=xp and 
=xq with 0<p<q <k+1,
and we say that f has an interval zero [	, 
] of multiplicity
Z(f |[	, 
]) = n + 1 + k(	, 
).
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(ii) If f (x)= 0 for all ax < 
 while f (
)+ = 0, then 
 is a knot, 
= xq with 0<q <k + 1, and we say that f has
an interval zero [a, 
] of multiplicity
Z(f |[a, 
]) = n + k(a, 
).
(iii) If f (x)= 0 for all 	<xb while f (	)− = 0, then 	 is a knot, 	= xp with 0<p<k + 1, and we say that f has
an interval zero [	, b] of multiplicity
Z(f |[	, b]) = n + k(	, b).
The total number of zeros of f in an interval J will be denoted by Z(f |J ).
Theorem 3.1. Let f ∈ Scn(U,A+,M,X) with X = (x0, . . . , xk+1) being a partition of a compact interval [a, b].
Under the basic assumptions (14)–(16) if f is not identically zero then
Z(f |[x0, xk+1])n − 1 + ,  =
k∑
i=1
i . (17)
Proof. A careful examination of the proof of Theorem 3.1 for the space of ordinary polynomial splines via con-
nection matrices as in (16) due to Dyn and Micchelli [2, pp. 324–327], shows that it can be adapted to the space
Scn(U,A
+,M,X). The reason is that also for ECT-spaces there holds a Budan-Fourier-Theorem [18, p. 371]. From
this as in [2] a Boudan-Fourier-Theorem for Scn(U,A+,M,X) can be derived (see Theorem 3.3 below) where the
total positivity of the connection matrices is crucial, and which in turn allows to prove Theorem 3.1. 
For the particular case that all multiplicities are zero also Barry [1] has given these counts.
Corollary 3.1.1. If f ∈Scn(U,A+,M,X) is not the zero function and vanishes identically on ([a, x1) and on (xk, b])
then
Z(f |(x1, xk)) max{ − n − 1, 0}. (18)
Proof. The zero bound (18) follows from the bound (17) by subtraction taking into account that by Deﬁnition 3.2(ii),
(iii) Z(f |[a, x1]) = n,Z(f |[xk, b]) = n. 
It is the situation of Corollary 3.1.1 that is needed for constructing basic rECT-splineswithminimal compact supports.
For the space of piecewise ordinary polynomials of order n via totally positive connection matrices, Dyn and Micchelli
[2] have constructed such a basis. Again, a careful inspection of their proof shows that it carries over to rECT-splines
yielding the following theorem.
Theorem 3.2. Suppose that n2 and [a, b] ⊂ R is compact.Under the basic assumptions (14)–(16)with 1in−1
for i = 1, . . . , k, then there is a basis (Nnj )j=−n+1 of the spaceScn(U,A+, ext) having the properties
Nj(x) := Nnj (x) := Nj(x|j , . . . , j+n) ∈Scn(U,A+, ext),
Nj(x)> 0, x ∈ (j , j+n),
Nj(x) = 0, x /∈ [j , j+n],
N
(l)
j (j+) = 0 for l = 0, . . . , n − 1 − +j , D
n−+j
+ Nj(j )> 0,
N
(l)
j (j+n−) = 0 for l = 0, . . . , n − 1 − −j+n, D
n−−j+n
− Nj(j+n)< 0,
∑
j=−n+1
Nj(x) = 1, x ∈ [a, b].
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Here ±j := #{l0 : j = j±l} denote the right and left multiplicities of a knot j in the sequence (l )+nl=−n+1. A
different proof of Theorem 3.2 based upon right sided generalized divided differences can be found in [14].
Theorem 3.3. Boudan-Fourier-Theorem for Scn(U,A+,M,X): Under the assumptions of Theorem 3.1 let f ∈
Scn(U,A
+,M,X) have no zero interval in (	, 
), a	< 
b. Then
Z(f |(	, 
))(Sp+)−(	, f ) − (Sq−)+(
, f ) +
∑
	<xi<

i . (19)
Here in a sufﬁciently small right neighborhood Vr(	) of 	 ordVr (	) f := p with respect to the ECT-system active in
Vr(	), and in a sufﬁciently small left neighborhood Vl(
) of 
 ordVl(
) f =: q with respect to the ECT-system active
in Vl(
) and
(Sm+1+ )±(xi, f ) := S±(L[i]0 f (xi+), . . . , L[i]m f (xi+)),
(Sm+1− )±(xi, f ) := S±(L[i−1]0 f (xi−), . . . , L[i−1]m f (xi−)),
where the sign counts S±(x) of a vector x are deﬁned by (7), (8).
As remarked by Dyn and Micchelli [2, p. 327], the estimate (19) of the zeros of a spline f ∈ Sn(U,A+,M,X)
remains valid ifA+ = (A[i])i=1,...,k and for i = 1, . . . , k A[i] ∈ R(n−i )×(n−i ) is a nonsingular totally positive matrix
not necessarily lower triangular, provided the multiplicity of a zero of f at a knot xi is deﬁned as the left multiplicity
of xi as a zero of f. As a consequence, the following implications of the zero count hold true also for this more general
case.
Corollary 3.3.1. Let f ∈Scn(U,A+,M,X) have no zero interval in (xi, xj ). Then
Z(f |(xi, xj ))
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
(S
pi+ )−(xi, f ) +
(
j∑
l=i+1
l
)
− n if f (xj )+ = 0,
j−1∑
l=i
l − (Spj−1− )+(xj , f ) − 1 if f (xi)− = 0,
j∑
l=i
l − n − 1 if f (xi)− = 0 and f (xj )+ = 0.
Here the notation pi = ordJi (f ) is used.
Corollary 3.3.2. Let f ∈Scn(U,A+,M,X) have no zero interval in [a, xi). Then
Z(f |(x0, xi))
⎧⎪⎪⎨
⎪⎪⎩
n − 1 − (Spi−1− )+(xi, f ) +
i−1∑
l=1
l if f (xi)+ = 0,
i∑
l=1
l − 1 if f (xi)+ = 0.
Corollary 3.3.3. Let f ∈Scn(U,A+,M,X) have no zero interval in (xj , b]. Then
Z(f |(xj , xk+1))
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(S
pj
+ )−(xj , f ) +
k∑
l=j+1
l if f (xj )− = 0,
k∑
l=j
l − 1 if f (xj )− = 0.
Corollary 3.3.4. If f ∈Scn(U,A+,M,X) has no zero intervals then
Z(f |[x0, xk+1])n − 1 + ,  =
k∑
l=1
l .
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Notice that Theorem 3.1 and its corollary are stronger than Corollary 3.3.4 or 3.3.1 since the latter make the additional
assumption that f has no zero interval within the interval where the zeros are counted.
4. Interpolation properties of the spline spaces Scn(U,A+,M,X)
We are going to discuss a problem of modiﬁed Hermite interpolation for the spline spaceScn =Scn(U,A+,M,X)
with X = (xi)k+1i=0 a partition of a compact interval [a, b]. Assume that there are given d nodes or interpolation points
yj ,
Y = (y1, . . . , yd) where x0y1y2 · · · ydxk+1. (20)
Here d denotes the dimension (12) of the space Scn. Since its elements are continuous functions that are piecewise
generalized polynomials of order n we assume that
j := max{l0 : yj = yj−1 = · · · = yj−l}n − 1, j = 1, . . . , d, (21)
i.e. each node has multiplicity not greater than n.
For every node yj there is a unique integer h such that
yj = xh, h ∈ {0, . . . , k + 1} or yj ∈ int Jh, h ∈ {0, . . . , k}.
When yj = xh with h ∈ {1, . . . , k} we suppose that
j + hn − 1, j = 1, . . . , d. (22)
This condition is called the accumulation condition. It allows that nodes are knots. Only ﬁnite endpoints or knots of
multiplicity 0 may be nodes of multiplicity n. If a node yj equals an inner knot xh whose multiplicity h is not zero
then the accumulation condition guarantees that for every f ∈ Scn the rECT-derivative of highest order L[h]j f (yj+)
does exist. Then also Dj+ f (yj+) exists.
We consider the problem H(Scn, Y+, f ) of modiﬁed Hermite interpolation
H(Scn, Y+, f ) : given y1 · · · yd, yj ∈ [a, b], j = 1, . . . , d,
given f ∈ CN+ ([a, b];R) with N = maxj=1,...,d j ,
ﬁnd s ∈Scn(U,A+,M,X) such that
D
j
+ s(yj ) = Dj+ f (yj ), j = 1, . . . , d. (23)
The following theorem gives conditions which are necessary and sufﬁcient for this problem to have a unique solution.
Theorem 4.1. Under the assumptions (14)–(16), (20)–(22) the interpolation problem (23) for any admissible function
f has a unique solution iff the following mixing conditions (of the ﬁrst kind) do hold:
yi < i < yi+n, i = 1, . . . , ,  :=
k∑
l=1
l . (24)
Proof. Consider the basis (b1, . . . , bd), d=n+, ofScn(U,A+,M,X) introduced in Section 2. Ifn=1 by assumption
(15) i = 0 for i = 1, . . . , k, hence d = 1 and b1 = 1 is a basis of Scn which obviously allows a unique solution of
H(Sc1, Y+, f ) for every f with Y = {y1} ⊂ [a, b] arbitrary. In this case the mixing conditions (24) are void. Next let
n> 1 but  = 0, hence d = n. We claim that
D = det(Dj bi(yj+))i=1,...,nj=1,...,n > 0
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for all nodes y1 · · · yn in [a, b] satisfying (21). If all nodes are within the knot interval J0 this is clear since
b1, . . . , bn is an ECT-system on J¯0. In particular, if y1 < · · ·<yn with yj ∈ J0 for j =1, . . . , nwe haveD> 0. But this
remains true for y1 < · · ·<yn with yj ∈ [a, b] arbitrary since the determinant D is a polynomial in its entries, hence
a continuous function of y1, . . . , yn since the entries are continuous functions of y1, . . . , yn. By Theorem 3.1 D = 0
for all choices y1 < · · ·<yn in [a, b] since otherwise there would exist a nontrivial combination
p = a1b1 + · · · + anbn ∈Scn(U,A+, (0),X) not all ai = 0,
having n zeros y1 < · · ·<yn. Since p cannot have interval zeros because of  = 0 we get a contradiction to Theorem
3.1.
Now each system of nodes y1 · · · yn in [a, b],
(y1, . . . , yn) =: (1, . . . , 1︸ ︷︷ ︸
1
, 2, . . . , 2︸ ︷︷ ︸
2
, . . . , p, . . . , p︸ ︷︷ ︸
p
), 1 + · · · + p = n, 1 < · · ·< p, (25)
can be obtained as the right limit of simple nodes grouped according to the groups of equal nodes in (y1, . . . , yn) into
groups of equidistant ones:
(˜1, . . . , ˜1 , ˜1+1, . . . , ˜1+2 , . . . , ˜1+···+p−1+1, . . . , ˜n) → (y1, . . . , yn) + 0,
with ˜1+···+l−1+1 = l , l = 1, . . . , p, and ˜1 < · · ·< ˜n. Here we use the fact that we may extend s ∈ Scn to the
real line, the extension being again denoted by s belonging to (11). Take any rET-system (u1, . . . , un) on [x0,∞) and
consider the quotientV
∣∣∣ b1,...,bn˜1,...,˜n
∣∣∣+/V
∣∣∣u1,...,un˜1,...,˜n
∣∣∣+. By performing suitable row operations, the same in both determinants,
this quotient equals a quotient of determinants V˜ /U˜where V˜ is the determinant whose ith column (i = 1, . . . , n) is⎛
⎝bi(1), hbi(1)
h
, . . . ,

1−1
h bi(1)
h1−1
, bi(2), . . . , bi(p),
hbi(p)
h
, . . . ,

p−1
h bi(p)
hp−1
⎞
⎠T
with hf () the forward difference of f at  of order  with stepsize h> 0, and the ith column of U˜ has the same form
with bi replaced by ui . For h → 0+ the quotient V˜ /U˜ tends to V
∣∣∣ b1,...,bn˜1,...,˜n
∣∣∣+/V
∣∣∣u1,...,un˜1,...,˜n
∣∣∣+ since all functions involved
belong to Cn−1+ ([x0,∞)) and the denominator determinant is positive. It is easily seen that this quotient is independent
of how the ECT-system on J¯k is extended as an ECT-system on [xk,∞). Consequently, the numerator determinant
must be nonnegative. Since from Theorem 3.1 we know that it is different from zero it must be positive. Also in this
case the mixing conditions (24) are void.
Next we consider the case n> 1 and > 0. To prove the necessity of the mixing condition (24) assume that the
interpolation problem H(Scn, Y+, g) has a unique solution for every function g ∈ CN+ ([x0, xk+1];R), and that there
is an i ∈ {1, . . . , } such that yi+ni . Let i0 ∈ {1, . . . , } be the smallest index with this property, i.e. we have for
i < i0 yi < i < yi+n and i0−1 <yi0+n−1yi0+ni0 . Let i0 =: xj0 and +i0 := #{l ∈ N0 : i0 = · · · = i0+l}. By
assumption (15) 1+i0n − 1. From the construction of the basis (bj )dj=1 it follows that
Sc(i0] := {s ∈Scn(U,A+,M,X) : s ≡ 0 on (x0, i0)}
:= {s ∈Scn(U,A+,M,X) : s ≡ 0 on (x0, xj0) and Ds(xj0+) = 0 for  = 0, . . . , n − 1 − +i0}
has dimension dim Sc(i0] =  − i0 + 1. Also,  := #{yi : yi > i0} − i0. As a consequence, there exists s ∈
Scn(U,A
+,M,X) not identically zero on (i0 , xk+1) satisfying the homogeneous modiﬁed Hermite interpolation
conditions H(Scn, Y+, 0) for they constitute a system of linear equations consisting of  homogeneous equations with
 − i0 + 1>  unknowns. This contradicts the assumption. Similarly, the assumption iyi for some i ∈ {1, . . . , }
leads to a contradiction.
To prove the sufﬁciency of the mixing condition (24) we continue to use theAlternative Theorem of LinearAlgebra.
Suppose that the mixing conditions (24) hold. We must prove that every s ∈ Scn(U,A+,M,X) that satisﬁes the
homogeneous interpolation conditions H(Scn, Y+, 0) is the zero function on [x0, xk+1]. If s ∈ Scn(U,A+,M,X)
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satisﬁes H(Scn, Y+, 0) then s has at least d zeros counting right multiplicities. If (y1, . . . , yn) is as in (25) and for every
node j , j = 1, . . . , p, we have s+(j )s−(j ) = 0, then s must be the zero function for otherwise Theorem 3.1 would
yield Z(s|[x0, xk+1])d − 1 contradicting Z(s|[x0, xk+1])d according to H(Scn, Y+, 0).
Suppose that s ∈ Scn(U,A+,M,X) is not the zero function but has at least one interval zero. Then at least one of
the following cases prevails.
(i) There is an interval (xi, xj ) with s(xi)− = s(xj )+ = 0 for some i, j with 1 i < jk such that s does not vanish
on (xi, xj ).
(ii) s does not vanish on an interval (x0, xi) with s(xi)+ = 0 for some i, 1 ik.
(iii) s does not vanish on an interval (xi, xk+1) with s(xi)− = 0 for some i, 1 ik.
In case (i) Corollary 3.3.1 guarantees that Z(s|(xi, xj ))∑jl=i l − n − 1 while by the mixing condition (24)
#{yl : yl ∈ (xi, xj )} = #
⎧⎨
⎩yl : yl ∈ (r , s), r =
i−1∑
=1
 + 1, s =
j∑
=1

⎫⎬
⎭ 
j∑
=i
 − n
which is a contradiction. Indeed, there are at least
∑j
=i  − n indices l such that r < yl < l < yl+ns .
In case (ii) Corollary 3.3.2 yields Z(s|(x0, xi))∑il=1l − 1 while by the mixing condition (24) #{yj : yj ∈
(x0, xi)}∑il=1 l .
In case (iii) Corollary 3.3.3 yields Z(s|(xi, xk+1))∑kl=il − 1 while by the mixing conditions (24) #{yj : yj ∈
(xi, xk+1))
∑k
l=i l .
By these contradictions the proof of Theorem 4.1 is complete. 
Theorem 4.2. Under the assumptions of Theorem 4.1 the problem H(Scn, Y+, f ) for every admissible f has a unique
solution inScn(U,A+,M,X) iff the following mixing conditions (of the second kind) do hold:
yi ∈ Mi, i = 1, . . . , d, (26)
where
Mi :=
⎧⎨
⎩
[x0, i ), i = 1, . . . , n,
(i−n, i ), i = n + 1, . . . , d − n,
(i−n, xk+1], i = d − n + 1, . . . , d.
Proof. In view of Theorem 4.1 it is sufﬁcient to prove that the mixing conditions of the ﬁrst kind imply those of the
second kind and conversely. From the mixing condition (24) we get the chain of inequalities
x0 y1 < 1 < y1+n,
x0 y2 < 2 < y2+n,
...
...
...
x0 yn < n < yn+n,
1 < yn+1 < n+1 < y2n+1,
...
...
...
−n < y <  < y+n,  = d − n,
−n+1 < y+1 xk+1
...
...
 < y+n xk+1,  + n = d,
which ensure the mixing conditions (26).
Assume now that the mixing conditions (26) of the second kind do hold. Then from their right-hand sides
yi < i for i = 1, . . . , 
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and from their left-hand sides
j < yj+n for j = 1, . . . , ,
i.e. the mixing conditions (24) of the ﬁrst kind follow. 
Theorem 4.2 generalizes in part the interpolation theorems of Schoenberg and Whitney [16] for ordinary polynomial
splines with simple knots, of Karlin and Ziegler [8] for Chebychefﬁan splines with multiple knots and of polynomial
splines via totally positive connection matrices of Dyn and Micchelli [2]. It is consistent with Theorems 4.67 and 9.33 of
Schumaker [18] on modiﬁed (right sided) Hermite interpolation by ordinary polynomial splines or by Tchebychefﬁan
splines, respectively, since all our interpolation functions are continuous due to the basic assumptions (14), (15), and
due to the assumed accumulation condition (22). For the same reasons it is also consistent with the particular case q=d
of the more general result of Lyche and Schumaker [9] on modiﬁed Hermite interpolation by LB-splines.
In case M = (0) when all inner knots have multiplicity zero the mixing conditions of both kinds are void. We
then have
Corollary 4.1.1. Under the assumptions of Theorem 4.1 the space Scn(U,A+, (0),X) is an rET-space of order n
consisting of continuous functions. It has a basis p1, . . . , pn ∈ Cn−1+ ([a, b];R) such that
V
∣∣∣∣p1, . . . , pny1, . . . , yn
∣∣∣∣+ := det(Dj+ pi(yj ))> 0 (27)
for all y1 · · · yn in [a, b].
Proof. The result has been established for pj := bj , j = 1, . . . , n, in the ﬁrst part of the proof of Theorem 4.1. 
Corollary 4.1.2. Under the assumptions of Theorem 4.1 for all systems of nodes y1 · · · yd in [a, b]
V := V
∣∣∣∣b1, . . . , bdy1, . . . , yd
∣∣∣∣+0 (28)
with strict inequality iff the mixing conditions (24) hold.
Proof. From Theorem 4.1 it follows V = 0 iff (24) hold. In view of Corollary 4.1.1 it remains to show that in case
> 0 V > 0 provided the mixing conditions (24) hold. It will be sufﬁcient to prove this for simple nodes since by
the continuity argument already used in the proof of Theorem 4.1 from this the inequality for multiple nodes follows.
Since all functions involved are continuous the sign of the determinant considered is the same for all systems of
strictly increasing nodes satisfying the mixing conditions (24). Choosing x0y1 < · · ·<yn < 1 and for l = 1, . . . , k
1+···+l < yn+1+···+l−1+1 < · · ·<yn+1+···+l < 1+···+l+1 it follows that the generalized Vandermonde matrix
V
(
b1, . . . , bd
y1, . . . , yd
)
+
is a block lower triangular matrix. Actually, its determinant is
V
∣∣∣∣b1, . . . , bdy1, . . . , yd
∣∣∣∣+ = V
∣∣∣∣b1, . . . , bny1, . . . , yn
∣∣∣∣+ ·
k∏
l=1
V
∣∣∣∣bn+1+···+l−1+1, . . . , bn+1+···+lyn+1+···+l−1+1, . . . , yn+1+···+l
∣∣∣∣+ (29)
positive. Indeed, the ﬁrst factor on the right-hand side is positive by Corollary 4.1.1. The lth factor of the product on
the right-hand side of (29) appears to be a factor of the following determinant:
V
∣∣∣∣∣∣
b˜1, . . . , b˜n−l , b˜n−l+1, . . . , b˜n
1+···+l , . . . , 1+···+l︸ ︷︷ ︸
n−l
, yn+1+···+l−1+1, . . . , yn+1+···+l
∣∣∣∣∣∣+
= V
∣∣∣∣ b˜1, . . . , b˜n−l1+···+l , . . . , 1+···+l
∣∣∣∣+ · V
∣∣∣∣ bn−l+1, . . . , bnyn+1+···+l−1+1, . . . , yn+1+···+l
∣∣∣∣+,
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where in the knot interval [1+···+l , 1+···+l+1) b˜m(x) := s[l]m (x, xl), m = 1, . . . , n, this function being extended
across the knots xi right to xl according to the connection equations (10) with connection matrix (13). By construction
of the basis (b1, . . . , bd) used to establish the dimension count (12) of Sn we have b˜n−l+m = bn+1+···+l−1+m,
m=1, . . . , l . Since the determinant on the left-hand side is positive because it is a generalizedVandermondedeterminant
of an ECT-system with weakly increasing nodes, and since the ﬁrst determinant on the right-hand side is positive for
the same reason, also the second determinant on the right-hand side must be positive. 
Corollary 4.1.3. Under the assumptions of Theorems 4.1 and of 3.2 we have
V
∣∣∣∣N−n+1, . . . , Nd−ny1, . . . , yd
∣∣∣∣+0 (30)
with strict inequality iff the mixing conditions (24) hold. Here (Nj )d−nj=−n+1 is the basis of Theorem 3.2.
Proof. Inequality (30) follows from (28) if the transformation of bases
⎛
⎝N−n+1...
Nd−n
⎞
⎠= C ·
⎛
⎝b1...
bd
⎞
⎠ , C =
⎛
⎜⎜⎝
c11 c12 . . . c1d
0 c22 . . . c2d
...
. . .
. . .
...
0 0 . . . cdd
⎞
⎟⎟⎠
has a matrix C with positive determinant. By construction of the B-spline basis (Nj )d−nj=−n+1 according to Theorem 3.2
the matrix C is upper triangular with positive diagonal entries. 
Whereas Corollary 4.1.2 in part (since the order d ofV is ﬁxed and the ECT-splines by assumption are continuous and
we have assumed the accumulation conditions (22)) extends a result of Karlin and Ziegler [8] on Hermite interpolation
by Tchebychefﬁan splines, Corollary 4.1.3 generalizes in part (under the restrictions just mentioned) Schumaker’s
Theorem 9.33 [18] on the same subject and the particular case q = d of a result of Lyche and Schumaker [9] on
modiﬁed Hermite interpolation by LB-splines. Confer also the work [17] which is relevant in this ﬁeld too.
Corollary 4.1.4. Under the assumptions of Theorem 4.1 and assuming that each connection matrix can be partitioned
according to A[i] = diag(1, A[i]1 , A[i]2 ) where A[i]1 and A[i]2 are square matrices of dimensions n − m − 1 and m,
respectively, m0, that both satisfy (16), then the space Scn(U,A+, (0),X) is an rET-space of order n that has an
rET-subspace of order n − m. More precisely, if p1, . . . , pn is the basis ofScn constructed in the proof of Corollary
4.1.1 then
V
∣∣∣∣p1, . . . , pn−my1, . . . , yn−m
∣∣∣∣
r
:= det(Djr pl(yj ))> 0 (31)
for all y1 · · · yn−m in [a, b].
Proof. By Corollary 4.1.1 for the basis p1, . . . , pn constructed in its proof (27) holds. The same argument applied to
the space Sˇn−m =Sn−m(Uˇ, Aˇ+, (0),X) with
Uˇ= (Uˇ [i]), Uˇ [i] := (u[i]1 , . . . , u[i]n−m)
Aˇ
+ = (Aˇ[i]), Aˇ[i] = diag(1, A[i]1 )
proves (31). 
Corollary 4.1.5. Under the assumptions of Corollary 4.1.4 every nontrivial f ∈ span{p1, . . . , pn−m} ⊂Sn(U,A+,
(0),X) has at most n − m − 1 zeros in [a, b].
Proof. The only thing to show is that extending any function f ∈ span{u[0]1 , . . . , u[0]n−m} on J0 to [x0, xk+1] by
the connection equations with connection matrices A[i] yields an extension fˆ on [x0, xk+1] that belongs to span
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{p1, . . . , pn−m}. This results from the fact that by the structure of A[i]
ordJ0 f n − m implies ordJi fˆ n − m for every i.
This corollary was proved by Barry [1] by a different argument. 
Corollary 4.1.6. Assuming (14) and that each connection matrix A[i] is a nonsingular positive diagonal matrix with
a
[i]
11 = 1, then the spaceScn(U,A+, (0),X) is an rECT-space of order n, i.e. this space has a basis p1, . . . , pn such
that for m = 1, . . . , n
V
∣∣∣∣p1, . . . , pmy1, . . . , ym
∣∣∣∣
r
:= det(Djr pl(yj ))> 0
for all y1 · · · ym in [a, b].
Proof. Corollary 4.1.6 is immediate from its predecessors. 
Corollary 4.1.6 speciﬁes conditions in order that the spaceSn(U,A+, (0),X) has a basis that is an rECT-system
of order n on [a, b]. In this case the solution of problem H(Scn, Y+f ) can be computed completely by recurrence
either by Newton’s method via generalized divided differences or by the generalized Neville–Aitken algorithm (cf.
[10–13]). This proves particular useful in computing the spline weights recursively that occur in the recurrence relation
for ECT-B-splines [15].
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