Field reduction and linear sets in finite geometry by Lavrauw, Michel & Van de Voorde, Geertrui
ar
X
iv
:1
31
0.
85
22
v2
  [
ma
th.
CO
]  
1 A
pr
 20
14
Field reduction and linear sets in finite geometry
Michel Lavrauw ∗ Geertrui Van de Voorde ∗
April 2, 2014
Abstract
Based on the simple and well understood concept of subfields in a finite field, the
technique called ‘field reduction’ has proved to be a very useful and powerful tool
in finite geometry. In this paper we elaborate on this technique. Field reduction for
projective and polar spaces is formalised and the links with Desarguesian spreads
and linear sets are explained in detail. Recent results and some fundamental ques-
tions about linear sets and scattered spaces are studied. The relevance of field
reduction is illustrated by discussing applications to blocking sets and semifields.
Keywords: field reduction, Desarguesian spread, Segre variety, linear set, scattered
spaces
1 Introduction
In the last two decades a technique, commonly referred to as ‘field reduction’, has been
used in many constructions and characterisations in finite geometry. This is somehow
surprising since the technique is based on the well known structure of subfields of a finite
field. In this paper we will elaborate on this technique and explain how such a simple
idea gives rise to highly non-trivial constructions and characterisations of geometric and
algebraic structures.
For projective spaces the idea goes back to the 1960’s, when B. Segre introduced
Desarguesian spreads arising from field reduction [42]. At the end of the 1990’s, the link
with linear sets was introduced which renewed the interest for this technique, because it
turned out to be very useful in the construction and characterisation of different kinds
of objects in finite geometry. Field reduction for polar spaces was also introduced in the
1990’s, in the study of m-systems [43].
Notation. An n-dimensional vector space over the finite field with q elements Fq is
denoted by V(n, q) or Fnq . The (n − 1)-dimensional projective space corresponding to
V(n, q) is denoted by PG(n − 1, q) or PG(Fnq ). A point in PG(n − 1, q) corresponding
a nonzero vector v = (x0, . . . , xn−1) of V(n, q) is denoted by Fq(x0, . . . , xn−1) or Fqv,
reflecting the fact that every Fq-multiple of v defines the same projective point in PG(n−
1, q). If U is a subspace of Fnq , then we denote the corresponding projective subspace of
PG(n− 1, q) by PG(U).
∗This author is supported by the Fund for Scientific Research Flanders (FWO – Vlaanderen).
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The paper is organised as follows: in Section 2, we formalise field reduction for pro-
jective spaces and explain the connection with Desarguesian spreads and Segre varieties.
In Section 3, we explain the technique for classical polar spaces, embedded in projective
spaces. In Section 4, we turn our attention to linear sets and finally we discuss two topics
in which linear sets and field reduction play an important role: blocking sets (Section 5)
and semifields (Section 6).
2 Field reduction for projective spaces
The structure of subfields of a finite field is well understood and it is well-known that we
can consider the finite field with qt elements Fqt as a t-dimensional vector space over Fq.
A point Fqtv of PG(r − 1, qt) is a 1-dimensional subspace of Frqt and consists of the set
of vectors Sv := {αv : α ∈ Fqt}. Now consider Frqt as a vector space V over Fq. This
means that V is defined as the set of vectors of Frqt , addition is as in F
r
qt , and so is scalar
multiplication but the field of scalars is Fq instead of Fqt . Observe that V has dimension
rt, and clearly the set Sv forms a t-dimensional subspace of V . More generally, let pi
be a (k − 1)-dimensional subspace of PG(r − 1, qt), with k ∈ {0, 1, . . . , r − 1}. Suppose
pi = PG(U) with U = 〈u1, . . . , uk〉. The set of vectors belonging to U is
SU = {α1u1 + . . .+ αkuk : α1, . . . , αk ∈ Fqt}.
Then clearly the set SU forms a subspace of V of dimension kt. Summarizing we have
the following.
Lemma 2.1. Each (k−1)-dimensional subspace pi = PG(U) of PG(r−1, qt) corresponds
to a (kt − 1)-dimensional subspace K(pi) of PG(V ) ∼= PG(rt − 1, q) defined by the kt-
dimensional subspace of V spanned by the vectors of SU .
This is the idea behind field reduction. We formalise this idea introducing the field
reduction map Fr,t,q, defined as a map from the subspaces of PG(r−1, qt) to the subspaces
of PG(rt− 1, q):
Fr,t,q : PG(r − 1, qt)→ PG(rt− 1, q) : pi 7→ K(pi), (1)
where K(pi) is as in the above Lemma. We collect the properties of the field reduction
map in the following lemma. The proof easily follows from the definitions but we include
a proof to get used to the notation.
Lemma 2.2. Let P denote the set of points of PG(r−1, qt), and consider Fr,t,q as defined
in (1).
(i) The field reduction map Fr,t,q is injective.
(ii) If pi is a (k − 1)-dimensional subspace of PG(r − 1, qt), then Fr,t,q(pi) has dimension
kt − 1, so each subspace contained in the image of Fr,t,q has dimension kt − 1 for some
k ∈ {0, 1, . . . , r − 1}.
(iii) Any two distinct elements of Fr,t,q(P) are disjoint.
(iv) Each point in PG(rt− 1, q) is contained in an element of Fr,t,q(P).
(v) |Fr,t,q(P)| = (qrt − 1)/(qt − 1).
(vi) The intersection of elements in the image of Fr,t,q also belongs to the image of Fr,t,q.
(vii) The span of elements in the image of Fr,t,q is either the trivial subspace or can be
written as the span of elements of Fr,t,q(P).
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Proof. (i) Suppose that Fr,t,q(pi1) = Fr,t,q(pi2), with pi1 = PG(U1) and pi2 = PG(U2), then
SU1 = SU2, which implies that U1 = U2 and pi1 = pi2.
(ii) Every SU contains q
kt vectors forming a vector space of dimension kt over Fq.
(iii) Suppose that Fr,t,q(P1) and Fr,t,q(P2), where P1 = Fqtv and P2 = Fqtw have a point
in common, then αv = βw, which implies that Sv = Sw, hence Fr,t,q(P1) = Fr,t,q(P2).
(iv) Let P be a point in PG(rt− 1, q), say P = Fqw, then P belongs to Fr,t,q(Fqtw).
(v) This follows from (i) and (iii).
(vi) The intersection of Fr,t,q(pi1) and Fr,t,q(pi2) is clearly equal to Fr,t,q(pi1 ∩ pi2).
(vii) If pi1 = 〈P1, . . . , Pl〉 and pi2 = 〈Pl+1, . . . , Ps〉, then
〈Fr,t,q(pi1),Fr,t,q(pi2)〉 = 〈Fr,t,q(P1), . . . ,Fr,t,q(Ps)〉.
2.1 Desarguesian spreads
A (t − 1)-spread in PG(n − 1, q) is a set of (t − 1)-spaces, partitioning the set of points
in PG(n − 1, q). Two spreads S1 and S2 in PG(n − 1, q) are equivalent if there exists a
collineation of PG(n−1, q) mapping one to the other. The following theorem of Segre gives
a necessary and sufficient condition for the existence of a (t− 1)-spread in PG(n− 1, q).
We include a proof using the field reduction map.
Theorem 2.3. [42] There exists a (t− 1)-spread in PG(n− 1, q) if and only if t divides
n.
Proof. If there exists a (t−1)-spread in PG(n−1, q), it is clear that the number of points
in a (t−1)-space has to divide the number of points in PG(n−1, q). From this, it follows
that t has to divide n. Conversely, suppose n = rt. Put
Dr,t,q := Fr,t,q(P) (2)
where Fr,t,q is defined as in (1) and P denotes the set of points of PG(r − 1, qt). Then
(ii), (iii) and (iv) of Lemma 2.2 imply that Dr,t,q is a (t− 1)-spread of PG(rt− 1, q).
A spread S in PG(n − 1, q) is called Desarguesian if there exist natural numbers r
and t such that n = rt and S is equivalent to Dr,t,q.
Remark 1. By [42] a (t − 1)-spread in PG(n − 1, q), where t is a divisor of n, can be
also constructed as follows. Embed PG(rt − 1, q) as a subgeometry of PG(rt − 1, qt) in
the canonical way, i.e. by restricting the coordinates to Fq. Let σ be the automorphic
collineation of PG(rt − 1, qt) induced by the field automorphism x → xq of Fqt , i.e.,
σ : Fqt(x0, x1, . . . , xrt−1) 7→ Fqt(xq0, xq1, . . . , xqrt−1). Then σ fixes PG(rt − 1, q) pointwise
and one can prove that a subspace of PG(rt − 1, qt) of dimension d is fixed by σ if and
only if it intersects the subgeometry PG(rt− 1, q) in a subspace of dimension d and that
there exists an (r − 1)-space pi skew to the subgeometry PG(rt− 1, q) (see [11]). Let P
be a point of pi and let L(P ) denote the (t − 1)-dimensional subspace generated by the
conjugates of P , i.e., L(P ) = 〈P, P σ, . . . , P σt−1〉. Then L(P ) is fixed by σ and hence it
intersects PG(rt − 1, q) in a (t − 1)-dimensional subspace over Fq. Repeating this for
every point of pi, one obtains a set S of (t− 1)-spaces of the subgeometry PG(rt− 1, q)
forming a spread. This spread is equivalent to Dr,t,q.
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A regulus in a projective space, or (t− 1)-regulus if we want to specify the dimension
of the elements, is a set R of q + 1 two by two disjoint (t− 1)-spaces with the property
that each line meeting three elements of R meets all elements of R. If S1, S2, S3 are
mutually disjoint (t− 1)-subspaces with dim〈S1, S2, S3〉 = 2t− 1, then there is a unique
regulus R(S1, S2, S3) containing S1, S2, S3. A spread S is called regular if the regulus
R(S1, S2, S3) is contained in S for each three different elements S1, S2, S3 of S. We note
that, if q > 2, a (t− 1)-spread of PG(2t− 1, q) is Desarguesian if and only if it is regular
[10].
Note that a Desarguesian spread satisfies the property that each subspace spanned by
spread elements is partitioned by spread elements (Lemma 2.2 (vii)). Spreads satisfying
this property are called normal or geometric. Clearly, a (t − 1)-spread in PG(2t − 1, q)
is always normal. A (t− 1)-spread S in PG(rt− 1, q), with r > 2, is normal if and only
if S is Desarguesian [4]. For a survey and self-contained proofs of these characterisations
of Desarguesian spreads, we refer to [2].
To explain why the spread Dr,t,q is called ‘Desarguesian’, we need to consider the
following incidence structure constructed from a spread. Let S be a (t − 1)-spread in
PG(rt − 1, q). Embed PG(rt − 1, q) as a hyperplane H in PG(rt, q). Consider the
following incidence structure A(S) = (P,L, I), where I is symmetric containment:
P: points of PG(rt, q) \H ;
L: t-spaces of PG(rt, q) intersecting H exactly in an element of S.
Then the incidence structure A(S) is a 2 − (qrt, qt, 1)-design with parallelism [4]. These
are the same parameters as the parameters of the design obtained from points and lines
of an affine space AG(r, qt). If r = 2, then the A(S) is an affine translation plane of order
qt, and in this case this construction is known as the Andre´/Bruck-Bose construction.
The spread Dr,t,q obtained via field reduction is called Desarguesian because the incidence
structure A(Dr,t,q) is isomorphic to the design obtained from the points and lines of an
affine space AG(r, qt). This means that for r = 2, the projective completion of the affine
plane A(S) is a Desarguesian projective plane ∼= PG(2, qt) if and only if the the spread
S is a Desarguesian spread.
Since every linear transformation of V(r, qt) can be considered as a linear transforma-
tion of V(rt, q), we have that GL(r, qt) ≤ GL(rt, q) (see e.g. [22, p. 139]).
The group of all semilinear transformations of the vector space V(r, qt) is denoted by
ΓL(r, qt). We show that ΓL(r, qt) can be embedded in ΓL(rt, q). Any σ ∈ Aut(Fqt) can
be uniquely written as τ ◦ ρ, where τ is an element of Aut(Fqt), fixing Fq pointwise and
ρ is an element of Aut(Fq). Now τ induces is an Fq-linear map of V(r, q
t), so, as seen
before, τ can be naturally embedded into GL(rt, q). Hence, if A is an element of GL(r, qt)
(hence of GL(rt, q)), then an element φ of ΓL(r, qt) can be written as A◦σ = A◦ (τ ◦ρ) =
(A ◦ τ) ◦ ρ ∈ ΓL(rt, q). It is clear that two different elements of ΓL(r, qt) correspond to
different elements of ΓL(rt, q), so this procedure provides an embedding.
2.2 The Segre variety
In this section we explain the connection between subgeometries and the Segre variety
using field reduction. Let us first recall the difference between a subspace and a sub-
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geometry. A k-dimensional subspace U of PG(n, q), also called a k-space, is isomorphic
to a projective space PG(k, q). A subgeometry B on the other hand is isomorphic to a
projective space PG(k, q0) for some subfield Fq0 of Fq. We define a subgeometry B by the
set of points of a projective space PG(k, q) whose coordinates with respect to some fixed
frame take values from a subfield Fq0 of Fq. In this case the subspaces of B correspond to
the intersections of subspaces of PG(n, q) with B. We also say that B is a subgeometry
over Fq0 or of order q0. For instance, for k = n, we take in a projective space PG(n, q)
the set of points B that have coordinates in a subfield Fq0 of Fq, together with all the
intersections of subspaces of PG(n, q) with B. In this way we obtain a subgeometry over
Fq0 (canonical with respect to the frame to which these coordinates are defined). This
subgeometry is isomorphic to a projective space PG(n, q0). If q = q
2
0, then B is usually
called a Baer subgeometry.
We have seen in the previous subsection that applying the field reduction map Fr,t,q
to all points of a projective space yields a Desarguesian spread Dr,t,q. If we apply the field
reduction map Fr,t,q to all points of a subgeometry PG(r − 1, q) of PG(r − 1, qt), then
we obtain a subset of Dr,t,q that forms one of the systems of a Segre variety Sr−1,t−1. We
will provide a proof here to give an explicit example of how field reduction works.
Definition 1. The Segre map σl,k : PG(l, q) × PG(k, q) → PG((l + 1)(k + 1) − 1, q) is
defined by
σl,k(Fq(x0, . . . , xl),Fq(y0, . . . , yk)) := Fq(x0y0, . . . , x0yk, . . . , xly0, . . . , xlyk).
The image of the Segre map σl,k is called the Segre variety Sl,k.
If we give the points of PG((l + 1)(k + 1)− 1, q) coordinates in the form
Fq(x00, x01, . . . , x0k; x10, . . . , x1k; . . . ; xl0, . . . , xlk),
then it is clear that the points of the Segre variety Sl,k are exactly the points that have
coordinates such that the matrix (xij), 0 ≤ i ≤ l, 0 ≤ j ≤ k, has rank 1 (see also [19,
Theorem 25.5.7]).
By fixing a point in PG(l, q) and varying the point of PG(k, q), we obtain a k-
dimensional space on Sl,k. For every point of PG(l, q) such a space exists, and the set
of these subspaces, which are clearly disjoint, is called a system (of maximal subspaces).
Similarly, by fixing a point in PG(k, q), we obtain an l-dimensional space on Sl,k by vary-
ing the point of PG(l, q); the set of these subspaces is again called a system (of maximal
subspaces). Subspaces of different systems intersect each other in exactly one point, while
subspaces within the same system intersect each other trivially. Moreover, each subspace
lying on the variety Sl,k is contained in an element of one of these two systems.
Let P be a point of PG(r − 1, qt), say P = Fqtv, for some nonzero vector v =
(X0, . . . , Xr−1), Xi ∈ Fqt , so P corresponds to the vector line containing the vectors with
coordinates (λjX0, λjX1, . . . , λjXr−1), where Xi, i = 0, . . . , r− 1 are fixed elements of Fqt
and λj, j = 0, . . . , q
t − 1 ranges over Fqt .
Now we show that a subgeometry Σ ∼= PG(k − 1, q) of PG(r − 1, qt) corresponds to
one of the systems of a Segre variety Sk−1,t−1 contained in the Segre variety Sr−1,t−1.
Theorem 2.4. If PΣ is the set of points of a subgeometry Σ ∼= PG(k−1, q) of PG(r−1, qt)
of order q, then Fr,t,q(PΣ) is projectively equivalent the system of (t−1)-spaces of a Segre
variety Sk−1,t−1 contained in the Segre variety Sr−1,t−1.
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Proof. We give a proof for k = r, the proof for k < r is easily obtained by replacing r−k
coordinates by zero’s.
Let ω be a primitive element of Fqt , and consider the Fq-basis B = {1, ω, ω2, . . . , ωt−1}
for Fqt . For every λj in Fqt , the element λjXi can be expressed in a unique way in terms
of this basis, say λjXi =
∑
s x
j
isω
s.
This implies that Fr,t,q(P ) is the (t − 1)-dimensional projective space corresponding
to the vector space Sv that consists of all vectors
vj := Fq
(
xj00, . . . , x
j
0(t−1); x
j
10, . . . , x
j
1(t−1); . . . ; x
j
(r−1)0, . . . , x
j
(r−1)(t−1)
)
,
with j in {0, . . . , qt−1}. Assume, without loss of generality, that Σ is canonically embed-
ded in PG(r−1, qt) with respect to some fixed frame. It follows from above that applying
the field reduction map Fr,t,q to the point P of Σ with coordinates Fqt(X0, . . . , Xr), with
Xi ∈ Fq, gives the (t− 1)-space of PG(rt− 1, q) spanned by the points
Fq(X0, 0, . . . , 0;X1, 0, . . . , 0; . . . ;Xr−1, 0, . . . , 0),
Fq(0, X0, . . . , 0; 0, X1, . . . , 0; . . . ; 0, Xr−1, . . . , 0),
Fq(0, . . . 0, X0; 0, . . . , 0, X1; . . . ; 0, . . . , 0, Xr−1).
Hence Fr,t,q(P ) contains the points with coordinates
Fq(µ0X0, µ1X0, . . . , µt−1X0;µ0X1, . . . , µt−1X1; . . . ;µ0Xr−1, . . . , µt−1Xr−1),
µ0, . . . , µt−1 ∈ Fq. Since the matrix (xij) with xij = µiXj , corresponding to these coordi-
nates has rank 1, the points of Fr,t,q(P ) lie on the Segre variety Sr−1,t−1.
Corollary 2.5. The system of (t− 1)-spaces of a Segre variety Sk−1,t−1 in PG(rt− 1, q),
k ≤ r, is projectively equivalent to a subset of Dr,t,q, whereas the system of (r− 1)-spaces
of a Segre variety Sr−1,u−1 in PG(rt − 1, q), u ≤ t, is projectively equivalent to a subset
of Dt,r,q.
3 Field reduction for classical polar spaces
In this section we elaborate on the concept of field reduction for classical polar spaces;
starting from a classical polar space in PG(r − 1, qt) we want to obtain a classical polar
space in PG(rt − 1, q). We will see that field reduction for classical polar spaces is
somewhat more involved than field reduction for projective spaces. The reason is the
extra freedom that arises from the choice of the form that is used to obtain a polar space
in PG(rt− 1, q); different forms can give different types of polar spaces in PG(rt− 1, q).
Polar spaces are incidence structures that can be defined axiomatically, see [53], but
here we only need the so-called classical polar spaces, i.e. polar spaces that are embedded
in a projective space equipped with an appropriate sesquilinear form. A celebrated result
of Tits [50] shows that every finite polar space of rank at least 3 is classical.
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3.1 Classical polar spaces
Let Q(X0, . . . , Xn) =
∑n
i,j=0,i≤j aijXiXj be a quadratic form over Fq. A quadric Q
in PG(n, q) is the set of points Fqv that satisfy Q(v) = 0. Let q be a square and let
H(X0, . . . , Xn) =
∑n
i,j=0 aijXiX
√
q
j with aij = a
√
q
ji , be a Hermitian form over Fq. A
Hermitian variety in PG(n, q), denoted by H(n, q), is the set of points Fqv that satisfy
H(v) = 0. A quadric or Hermitian variety of PG(n, q) is called singular if there exists a
coordinate transformation which reduces the form to one in fewer variables, otherwise,
the quadric or Hermitian variety is called non-singular.
If n is even, all non-singular quadrics in PG(n, q) are projectively equivalent to the
quadric with equation X20+X1X2+ . . .+Xn−1Xn = 0. These quadrics are called parabolic
and are denoted by Q(n, q).
If n is odd, a non-singular quadric in PG(n, q) is either projectively equivalent to
the quadric with equation X0X1 + . . . + Xn−1Xn = 0 or to the quadric with equation
f(X0, X1) +X2X3+ . . .+Xn−1Xn = 0, where f is an irreducible homogeneous quadratic
form over Fq. Quadrics of the first type are called hyperbolic and are denoted by Q+(n, q),
quadrics of the second type are called elliptic and are denoted by Q−(n, q).
The incidence structure defined by a nonsingular quadratic or Hermitian variety, con-
sisting of the subspaces that are contained in the variety all form polar spaces. We use the
same notation for the polar space and the varieties. The polar spaces Q(n, q), Q+(n, q),
and Q−(n, q) are called the orthogonal polar spaces, respectively of parabolic, hyperbolic
and elliptic type; the polar space H(n, q) is called the Hermitian or unitary polar space.
Examples of quadrics and Hermitian varieties can be constructed using a polarity,
which is a collineation of order two, of PG(n, q) onto its dual space. The image of a
subspace pi under a polarity is denoted by pi⊥ and is called the polar (space) of pi. If a
subspace pi is contained in pi⊥, then pi is called absolute. A polarity is determined by a
field automorphism σ and a non-singular matrix A. There are four types of polarities
(σ,A) of PG(n, q), listed below.
(i) If σ = 1, q odd, A = AT , then the polarity (σ,A) is called an orthogonal polarity.
(ii) If σ = 1, A = −AT , and aii = 0 for all i, then every point is an absolute point, n
should be odd, and the polarity (σ,A) is called a symplectic polarity.
(iii) If σ = 1, q even, A = AT and aii 6= 0 for some i, then the polarity (σ,A) is called a
pseudo-polarity.
(iv) If σ 6= 1, then q is a square, σ : x 7→ x√q, A = ATσ and (σ,A) is called a Hermitian
or unitary polarity.
If q is odd, then the absolute points of an orthogonal polarity form a quadric in
PG(n, q). If q is a square, then the absolute points of a Hermitian polarity form a
Hermitian variety in PG(n, q).
The points of PG(n, q), n odd, n ≥ 3, together with the absolute subspaces of a
symplectic polarity of PG(n, q) form a symplectic polar space, denoted by W(n, q).
Together the polar spaces Q(n, q), Q+(n, q), Q−(n, q), H(n, q) andW(n, q) are called
the classical polar spaces. If r is the maximum dimension of a subspace contained in a
classical polar space P, then r + 1 is the rank of P.
7
The classical polar spaces can also be introduced using the theory of sesquilinear
forms on Fnq . If Q denotes the quadratic form defining one of the orthogonal polar spaces,
then the associated bilinear form βQ(x, y) := Q(x + y) − Q(x) − Q(y) is symmetric,
and if q is odd, the quadratic form can be obtained from the bilinear form. Similarly
H(n, q) corresponds to a σ-sesquilinear form βH, where xσ = x
√
q (called unitary form),
and W(n, q) corresponds to an alternating bilinear form βW . Note that if β is a form
corresponding to one of the classical polar spaces, and pi 7→ pi⊥ is the associated polarity,
then we have β(x, y) = 0 if and only if the hyperplane (Fqx)
⊥ contains the point Fqy.
We call a subspace pi totally isotropic with respect to the form β if for all points Fqx and
Fqy in pi, β(x, y) = 0. A symmetric bilinear form with β(x, x) 6= 0 for some x is called a
pseudo-symplectic.
Let P be one of the orthogonal polar spaces in PG(n, q) with associated quadratic
form Q and bilinear form βQ. A hyperbolic line of P is a line containing two points Fqx
and Fqy with Q(x) = Q(y) = 0 and βQ(x, y) = 1.
The classification of quadratic forms over finite fields then gives us the following.
• The polar space Q+(2n + 1, q) is the orthogonal sum of n+ 1 hyperbolic lines.
• The polar space Q−(2n + 1, q) is the orthogonal sum of n hyperbolic lines and an
elliptic line, corresponding to f(X0, X1).
• The polar space Q(2n, q) is the orthogonal sum of n hyperbolic lines and a point
Fqx0 with Q(x0) 6= 0, and we define the sign of a parabolic quadric Q(2n, q) to be
+1 if Q(x0) is a square in Fq and −1 otherwise.
The classical polar spaces as described above correspond to the classical groups: the
orthogonal groups O+(2n, q), O−(2n, q), and O(2n+1, q), the unitary group U(n, q), and
the symplectic group Sp(n, q). The correspondence between the forms, the polar spaces,
and the groups is given in the following table.
Quadratic form Polar space Associated group
hyperbolic Q+(2n− 1, q) O+(2n, q)
elliptic Q−(2n− 1, q) O−(2n, q)
parabolic Q(2n, q) O(2n+ 1, q)
Bilinear form Polar space Associated group
hermitian H(n− 1, q) U(n, q)
alternating W(n − 1, q) Sp(n, q)
3.2 Field reduction and forms
In order to obtain a polar space in PG(rt− 1, q) from a polar space in PG(r − 1, qt), we
associate a form on Frtq starting from a form on F
r
qt using the trace map. Let Tr denote
the trace map from Fqt to Fq,
Tr = TrFqt/Fq : Fqt 7→ Fq : x→ x+ xq + . . .+ xq
t−1
.
Let f be a form on Frqt , and let Lα be the map Fqt 7→ Fq : x → Tr(αx) with α ∈ Fqt .
The map Lαf = Lα ◦ f is clearly a form on Frtq . If f and Lαf are non-degenerate, then
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starting from a polar space in PG(r− 1, qt) with corresponding quadratic, alternating or
hermitian form on Frqt , by field reduction, we can obtain a polar space in PG(rt− 1, q).
In [16], N. Gill determines the conditions on f and α to ensure that Lαf is non-
degenerate if f is non-degenerate.
Theorem 3.1. [16, Theorem A] Let β be a reflexive σ-sesquilinear form on V (r, qt), Q
a quadratic form, and Lα : Fqt → Fq : x 7→ Tr(αx). Then
(i) Lαβ is non-degenerate if and only if β is non-degenerate and α 6= 0;
(ii) if q is even and r is odd, then LαQ is degenerate;
(iii) if q is odd or r is even, then LαQ is non-degenerate if and only if Q is non-degenerate
and α 6= 0.
Lemma 3.2. Let Lα : Fqt → Fq : x 7→ Tr(αx), α ∈ F∗qt. Suppose that Lαβ and LαQ
are non-degenerate. The image under the field reduction map of an absolute subspace of
a polar space in PG(r−1, qt), with associated sesquilinear form β or quadratic form Q, is
an absolute subspace in PG(rt− 1, q) of the polar space with associated sesquilinear form
Lαβ or quadratic form LαQ.
Proof. Suppose pi is an absolute subspace of the polar space in PG(r− 1, qt) with associ-
ated sesquilinear form β. Then for each two points Fqtx,Fqty in pi we have β(λx, µy) = 0,
∀λ, µ ∈ Fqt , and hence Lαβ(λx, µy) = 0, ∀λ, µ ∈ Fqt . This implies that for each two
points Fqu and Fqv in Fr,t,q(pi) we have Lαβ(u, v) = 0. It follows that Fr,t,q(pi) is absolute
with respect to Lαβ. The proof is analogous using a quadratic form.
3.2.1 Quadratic form field reduction
The orthogonal polar spaces are defined by a quadratic form, and the field reduction of
these spaces is studied using that form.
In [16] the author determines the possible polar spaces that can be obtained for each
quadratic form. The approach used in [16] is from a group theory perspective, so we will
go through the list of possibilities, and give elementary proofs of the results using our
terminology. We obtain slightly different conditions.
Field reduction does not change the type of the orthogonal polar spaces in odd dimen-
sional projective space. For the orthogonal polar space in even dimensional projective
space, i.e. of parabolic type, the situation is more complicated.
Theorem 3.3. Let Q be a non-degenerate quadratic form on Frqt corresponding to the
polar space Q, and let Lα : Fqt → Fq : x 7→ Tr(αx), α ∈ F∗qt. Suppose LαQ is
non-degenerate and let Q′ denote the polar space defined by LαQ. Then the following
holds:
(i) if Q is of hyperbolic type, then so is Q′;
(ii) if Q is of elliptic type, then so is Q′;
(iii) if Q is of parabolic type, choose γ ∈ F∗qt a square if sign(Q) = 1 and a non-square if
sign(Q) = −1, then q is odd and
• Q′ is of parabolic type if t is odd;
• if t is even then Q′ is of hyperbolic type if (a) qt/2 ≡ 1 mod 4, and αγ is a non-square
in Fqt or (b) q
t/2 ≡ 3 mod 4, and αγ is a square in Fqt;
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• Q′ is of elliptic type in the remaining cases.
Proof. (i) Since Q has rank r/2, the polar space Q′ will have rank at least rt/2, by
Lemma 3.2. This implies that Q′ is of hyperbolic type.
(ii) If Q is of elliptic type, then r is even, say r = 2n, and we know that up to the
choice of a basis it is the orthogonal sum of a Q−(1, qt) and n− 1 hyperbolic lines. The
additivity of Lα and part (i) imply that LαQ is the orthogonal sum of the field reduced
Q−(1, qt) and n− 1 copies of a (2t− 1)-dimensional space of hyperbolic type.
So we only need to consider LαQ with Q of elliptic type in PG(1, q
t). If LαQ is of hy-
perbolic type, then w.l.o.g. we may assume that the (t−1)-space pi = {〈(y, g(y))〉Fq : y ∈
F∗qt}, with g(Y ) =
∑t−1
j=0 gjY
qj some Fq-linear map, is totally isotropic with respect to
LαQ, where Q(X0, X1) = aX
2
0 +bX0X1+cX
2
1 irreducible in Fqt[X0, X1]. This means that
Tr(α(ay2 + byg(y) + cg(y)2)) = 0 for all y ∈ Fqt. (3)
But Tr(α(aY 2+ bY g(Y ) + cg(Y )2)) reduces, modulo Y q
t − Y , to a polynomial of degree
≤ 2qt−1 in Y which is less than qt if q > 2. So if q > 2, this implies that Q(X0, X1)
is reducible, which is a contradiction, and we may conclude that there is no totally
isotropic (t − 1)-space. Therefore LαQ and hence Q′ is of elliptic type. If q = 2 then
using Tr(γy2) = Tr((γ)1/2y), the polynomial Tr(α(aY 2 + bY g(Y ) + cg(Y )2)) reduces,
modulo Y 2
t − Y , to a polynomial of degree ≤ 2t−1 in Y which less than 2t, and hence
again equation (3) implies that aY 2 + bY g(Y ) + cg(Y )2 is reducible. We may conclude
that also for q = 2 the polar space Q′ is of elliptic type.
(iii) Suppose Q is of parabolic type. By the non-degeneracy hypothesis this implies
that q is odd. If t is odd, then rt is odd and LαQ must be of parabolic type. Next we
consider the case when t is even.
W.l.o.g. assume that Q is the orthogonal sum of (r − 1)/2 hyperbolic lines and the
point Fqtx0, where Q(x0) = γ 6= 0. Again, as in part (ii), using the additivity of Lα and
part (i) imply that we only need to consider LαQ with Q(X0) = γX
2
0 . Note that LαQ is
of hyperbolic type if and only if ∃u ∈ F∗qt such that Tr(αγu2) = 0, otherwise LαQ is of
elliptic type.
First suppose that t = 2. We have
Tr(αγu2) = 0 ⇔ αγu2(1 + (αγu2)q−1) = 0 ⇔ (αγu2)q−1 = −1.
If ω is a primitive element of Fq2, then this is equivalent to
(αγu2)q−1 = ω(q
2−1)/2 ⇔ u2 = ξω
(q+1)/2
αγ
,
for some ξ ∈ F∗q. We have shown that LαQ is of hyperbolic type if and only if ∃u ∈ F∗q2
such that u2 = ξω
(q+1)/2
αγ
, for some ξ ∈ F∗q . Note that ξ is a square in Fq2 and ω(q+1)/2 is a
square in Fq2 if and only if q = 3 mod 4. This gives us the following conditions: LαQ is
of hyperbolic type if and only if
(a”) q ≡ 1 mod 4 and αγ is a non-square in Fq2 ;
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(b”) q ≡ 3 mod 4 and αγ is a square in Fq2 .
Next suppose t > 2 even. If t′ = t/2 then Fq ⊂ Fqt′ ⊂ Fqt and
Tr = TrFqt/Fq = TrFqt′ /FqTrFqt/Fqt′ .
Applying parts (i) and (ii) and the arguments used for the case t = 2, the conditions (a”)
and (b”) become
(a’) qt/2 ≡ 1 mod 4 and αγ is a non-square in Fqt ;
(b’) qt/2 ≡ 3 mod 4 and αγ is a square in Fqt.
Using the fact that γ is a square if and only if sign(Q) = 1 concludes the proof.
3.2.2 Bilinear form field reduction
For the Hermitian and symplectic polar spaces, we need to use the sesquilinear form to
study the possible polar spaces that are obtained after field reduction. The following
theorem, from [16], summarises the results, where atypical indicates that the bilinear
form is not of one of the prescribed types.
Theorem 3.4. [16, Theorem C] Let β be a non-degerate σ-sesquilinear form β : Frqt ×
Frqt → Fqt, with corresponding polar space of hermitian or symplectic type, and Lα = Tr◦α
with 0 6= α ∈ Fqt. Then the type of Lαβ is as follows.
Type of β Type of Lαβ Conditions Embedding
hermitian hermitian t odd, σ(α) = α U(r, qt) ≤ U(rt, q)
hermitian atypical t odd, σ(α) 6= α –
hermitian alternating t even, q even, σ(α) = α U(r, qt) ≤ Sp(rt, q)
hermitian alternating t even, q odd, σ(α) = −α U(r, qt) ≤ Sp(rt, q)
hermitian atypical t even, σ(α) 6= ±α –
hermitian hyperbolic t even, q odd, r even, σ(α) = α U(r, qt) ≤ O+(rt, q)
hermitian elliptic t even, q odd, r odd, σ(α) = α U(r, qt) ≤ O−(rt, q)
alternating alternating – Sp(r, qt) ≤ Sp(rt, q)
pseudo-symplectic pseudo-symplectic q even –
The last column of the table provides a list of possible embeddings in terms of the
associated groups.
3.2.3 Conclusion
We summarise the possibilities for field reduction of the classical polar spaces in the
following table, where the polar space in PG(rt− 1, q) is obtained from the polar space
in PG(r − 1, qt) using the map Lα : Fqt → Fq : x 7→ TrFqt/Fq(αx) with α ∈ F∗qt.
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Polar space Polar space Conditions Conditions
in PG(r − 1, qt) in PG(rt− 1, q) r, t, q α 6= 0
hyperbolic hyperbolic r even –
elliptic elliptic r even –
parabolic parabolic r odd, t odd, q odd –
parabolic hyperbolic or elliptic r odd, t even (∗)
hermitian hermitian t odd, q square σ(α) = α
hermitian symplectic t even σ(α) = −α
hermitian hyperbolic t even, q odd, r even σ(α) = α
hermitian elliptic t even, q odd, r odd σ(α) = α
symplectic symplectic r even –
(∗) hyperbolic if (qt/2 = 1 mod 4 and αγ /∈ ) or (qt/2 = 3 mod 4 and αγ ∈ ); elliptic in
the remaining cases, where  denotes the set of non-zero squares in Fqt and γ ∈  if
sign(Q) = 1 and γ ∈ F∗qt \ if sign(Q) = −1.
Field reduction for polar spaces (also called the ‘trace trick’) was used already in 1994
by Shult and Thas [43] to construct m-systems of polar spaces. Later on, the theory of
intriguing sets extended that ofm-systems and Kelly [21] used field reduction to construct
new examples of intriguing sets of polar spaces.
4 Linear sets in projective spaces
Linear sets generalise the concept of subgeometries in a projective space. They have many
applications in finite geometry; linear sets have been intensively used in recent years in
order to classify, construct or characterise various geometric structures, e.g. blocking sets
and semifields that will be discussed at the end of this paper. For a further discussion of
these and other applications, we refer to the survey of O. Polverino [41].
4.1 Definition
To obtain a linear set in a projective space, some kind of reverse field reduction is used.
The field reduction map takes as input a subspace of PG(r−1, qt) and returns a subspace
of PG(rt − 1, q). Or in other words from an Fqt-subspace we obtain an Fq-subspace. A
linear set, on the other hand, is defined by an Fq-subspace and returns, not a subspace,
but a subset of a projective Fqt-linear space, i.e. a subset of some PG(r − 1, qt).
More precisely, let V = Frqt. A set L of points in PG(V ) is called an Fq-linear set (of
rank k) if there exists a subset U of V that forms a (k-dimensional) Fq-subspace of V ,
such that L = B(U), where
B(U) := {Fqtu : u ∈ U \ {0}}.
Often the notation LU is used to indicate the underlying subspace. Obviously, if we
say that the subset U forms an Fq-subspace of V , then we mean a subspace of the rt-
dimensional space that is obtained by considering V as vector space over Fq. But from
now on, we identify the Fq-vector subspace U with the subset U . This allows us to
consider the projective subspace PG(U) in PG(rt − 1, q). We summarize the above in
the following diagram
U ⊆ Frqt ←→ Frtq ⊇ U
l l l
LU = B(U) ⊆ PG(r − 1, qt) ←→ PG(rt− 1, q) ⊇ PG(U)
Recall that the field reduction map Fr,t,q gives us a one-to-one correspondence between
the points of PG(r−1, qt) and the elements of a Desarguesian spread Dr,t,q. This gives us
a more geometric perspective on the notion of a linear set; namely, an Fq-linear set is a set
L of points of PG(r−1, qt) for which there exists a subspace pi in PG(rt−1, q) such that
the points of L correspond to the elements of Dr,t,q that have a non-empty intersection
with pi. If there is no confusion possible, we will often identify the elements of Dr,t,q with
the points of PG(r − 1, qt), i.e. a point P is identified with its image under Fr,t,q. This
allows us to view B(pi) as a subset of Dr,t,q. This is illustrated by the following diagram,
where as before P denotes the set of points of PG(r − 1, qt).
PG(r − 1, qt) ←→ PG(rt− 1, q) ⊇ pi
↓ ↓ ⇓
L = B(pi) ⊆ P Fr,t,q←→ D ⊇ B(pi)
If P is a point of B(pi) in PG(r − 1, qt), where pi is a subspace of PG(rt− 1, q), then
we define the weight of P as wt(P ) := dim(Fr,t,q(P ) ∩ pi) + 1. This makes a point to
have weight 1 if its corresponding spread element intersects pi in a point. It is clear that
a point of an Fq-linear set of rank k in PG(r − 1, qt) can have weight at most min{k, t}.
Theorem 4.1. Let S = B(pi) be a linear set of rank k > 0 and denote by xi the number
of points of weight i, with m = min{k, t}, then the following relations hold:
(i) |S| = x1 + x2 + · · ·+ xm
(ii) x1 + (q + 1)x2 +
q3−1
q−1 x3 + · · ·+ q
m−1
q−1 xm =
qk−1
q−1
(iii) |S| ≤ qk−1
q−1
(iv) |S| ≡ 1 mod q.
Proof. For (ii), count the couples {(P ∈ pi,B(P ))}, the other items follow directly.
If pi intersects the elements of D in at most a point, i.e. the size of B(pi) is maximal,
or equivalently every point of B(pi) has weight one, then we say that pi is scattered with
respect to D; in this case B(pi) is called a scattered linear set. The notion of scattered
linear sets was introduced in [7], where the following bound on the rank of a scattered
linear set was obtained.
Theorem 4.2. [7, Theorem 4.3] A scattered Fq-linear set in PG(r − 1, qt) has rank
≤ rt/2.
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Scattered linear sets that meet this bound are called maximum scattered. Maximum
linear sets are related to interesting geometric objects such as two-weight codes, two-
intersection sets and strongly regular graphs (see [23]). The connection with pseudoreguli
will be explained in Section 4.5, and the for the connection with particular classes of
semifields (see Section 6) we refer to [37] and more recent [26].
We have the following useful lemma for linear sets.
Lemma 4.3. Let D be the Desarguesian (t − 1)-spread of PG(rt − 1, q). Let B(pi) be
a linear set of rank k + 1, where pi is a k-dimensional space. For every point R in
PG(rt−1, q), contained in an element of B(pi), there is a k-dimensional space pi′, through
R, such that B(pi) = B(pi′).
Proof. Since all Desarguesian spreads are equivalent, we may assume D = Dr,t,q, the
image of the set of points of PG(r − 1, qt) under the field reduction map Fr,t,q. Let ϕω,
for ω 6= 0, be the collineation of PG(rt − 1, q) mapping a point Fqx of PG(rt − 1, q) to
Fqωx. Then ϕω fixes each element of Dr,t,q since Fqtx = Fqtωx. Moreover, the set
{Fqωx : ω ∈ Fqt \ {0}}
consists of the (qt − 1)/(q − 1) different points of B(Fqx).
Let R be a point contained in an element Fr,t,q(P ) of B(pi), and let T be a point in
pi ∩ Fr,t,q(P ). It follows from the previous part that R = T ϕω for some ω ∈ Fqt.
If Fqz ∈ pi, then (Fqz)ϕω = Fqωz ∈ B(Fqz) ∈ B(pi), and hence B(piϕω) ⊂ B(pi). Since
ϕω is a collineation B(piϕω) = B(pi).
From this lemma, we have for every point R in PG(rt−1, q), contained in an element
of B(pi), where pi is (k−1)-dimensional, there is a (k−1)-dimensional space pi′, through R,
such that B(pi) = B(pi′). This raises an important question: how many different subspaces
pi′ of dimension (k−1) are there through a fixed point R such that B(pi′) = B(pi)? If B(pi)
is a regulus, this means pi is a line, then it is clear that through every point of an element
of B(pi), there is exactly one line pi′ such that B(pi′) = B(pi), because through every point
of a regulus, there exists a unique transversal line to this regulus. In Theorem 4.8 we
will see that the answer to this question is not always equal to one. Some cases are well
understood, but in general, this question remains open.
4.2 Linear sets and projections of subgeometries
It is clear from the definition (or from the link with Segre varieties described in Section
2.2) that a subgeometry is a linear set, but a linear set is not necessarily a subgeometry.
However, the following theorem by Lunardon and Polverino shows that every linear set
is a projection of a subgeometry. For the particular case of linear blocking sets, this was
proven in [39], for the case of scattered linear sets, but not using this terminology, it was
shown already in 1981 in [32].
Let Σ = PG(k−1, q) be a subgeometry of Σ∗ = PG(k−1, qt) and suppose there exists
an (k − r − 1)-dimensional subspace Ω∗ of Σ∗ disjoint from Σ. Let Ω = PG(r − 1, qt) be
an (r − 1)-dimensional subspace of Σ∗ disjoint from Ω∗. Let pΩ∗,Ω denote the projection
map defined by x 7→ 〈Ω∗, x〉 ∩ Ω for each point x ∈ Σ∗ \ Ω∗. The point set Γ = pΩ∗,Ω(Σ),
i.e., the image of Σ under the projection map pΩ∗,Ω is simply called the projection of Σ
from Ω∗ into Ω.
14
Theorem 4.4. [36, Theorem 1 and 2] If Γ is a projection of PG(k − 1, q) into Ω =
PG(r − 1, qt) with k ≥ r, then Γ is an Fq-linear set of rank k and 〈Γ〉 = Ω. Conversely,
if L is an Fq-linear set of Ω of rank k and 〈L〉 = Ω = PG(r − 1, qt), then either L
is a canonical subgeometry of Ω or there are a (k − r − 1)-dimensional subspace Ω∗ of
Σ∗ = PG(k − 1, qt) disjoint from Ω and a canonical subgeometry Σ of Σ∗ disjoint from
Ω∗ such that L = pΩ∗,Ω(Σ).
Corollary 4.5. The set B(pi) of elements of Dr,t,q, where pi is a (k−1)-dimensional space
in Ω = PG(rt−1, q) is the projection of one of the two systems of a Segre variety Sk−1,t−1
from a (kt− rt− 1)-dimensional space Ω∗ skew from Sk−1,t−1 and Ω and vice versa.
Proof. Apply field reduction to the spaces Ω∗,Σ∗ and Σ in Theorem 4.4 and use Theorem
2.4.
In the previous corollary, we have seen that B(pi) is a projection of a Segre variety
(this projection is not necessarily injective). Projections of Segre varieties are studied
by Zanella in [55], where he shows that every embedded product space is the injective
projection of a Segre variety. In [28], the authors investigate the embedding of the
product space PG(n− 1, q)×PG(n− 1, q) in PG(2n− 1, q) and show that B(W ), where
W is a scattered subspace of rank n is an embedding of the product space PG(n−1, q)×
PG(n− 1, q). This embedding is of course covered by two systems of (n− 1)-dimensional
subspaces. However, they prove that B(W ) contains n systems of (n − 1)-dimensional
subspaces, and hence for n > 2, contrary to what one might expect, there exist systems of
maximum subspaces which are not the image of maximum subspaces of the Segre variety.
4.3 The equivalence of linear sets
A very natural question for linear sets is that of equivalence. We say that two sets S1
and S2 of points in PG(n, q
t) are PΓL-equivalent (resp. PGL-equivalent) if there is an
element φ in PΓL(n+1, qt) (resp. PGL(n+1, qt)) such that φ(S1) = S2. In the previous
section, we have seen that a linear set can be seen as the projection of a subgeometry.
Subgeometries of the same order (embedded in the same projective space) are always
PGL-equivalent, but the equivalence problem for projections of subgeometries turns out
to be quite hard. The following theorem shows how the equivalence of linear sets, obtained
as the projection of a subgeometry, can be translated into the equivalence of the spaces
we are projecting from. For the particular case of Fq-linear sets of rank n+1 in PG(2, q
n)
(which is the case of linear blocking sets) this was proven in [8].
Theorem 4.6. [30, Theorem 3] Let Si be the Fq-linear set of rank r in PG(n − 1, qt),
defined as the projection of Σi ∼= PG(r−1, q) in Σ∗/Ω∗i , where 〈Σi〉 = Σ∗ ∼= PG(r−1, qt),
i = 1, 2, and suppose that Si is not a linear set of rank s with s < r. The following
statements are equivalent.
(i) There exists an element α ∈ PΓL(n, qt) such that Sα1 = S2.
(ii) There exists an element β ∈ Aut(Σ∗) such that Σβ1 = Σ2 and (Ω∗1)β = Ω∗2.
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(iii) For all subgeometries Σ ∼= PG(r − 1, q) in Σ∗, skew to Ω∗1 and Ω∗2, there exist
elements δ, ϕ, ψ ∈ Aut(Σ∗), such that Σδ = Σ and (Ω∗1)ϕδ = (Ω∗2)ψ, Σϕ1 = Σ and
Σψ2 = Σ.
In this way, instead of studying the equivalence of linear sets directly, one can study
the stabiliser in PΓL(r, qt) of a subgeometry PG(r − 1, q) in PG(r − 1, qt): orbits of this
group on subspaces of PG(r−1, qt) are in one to one correspondence with PΓL-equivalence
classes of the linear sets obtained by projecting from these subspaces.
For the particular case of linear sets of rank 3 in PG(1, qt), this reduces to the study
of the orbits on points outside pi of the stabiliser of a subplane pi ∼= PG(2, q) in PG(2, qt).
Let us denote a linear set of size q2 + 1 in PG(1, qt) by a club. A scattered linear set of
rank 3 is a linear set containing q2+ q+1 points. The equivalence problem for linear sets
of rank 3 is solved in the following theorem.
Theorem 4.7. [30, Theorem 5]
(i) All clubs in PG(1, q3) and all scattered linear sets of rank 3 in PG(1, q3) are pro-
jectively equivalent.
(ii) All scattered linear sets of rank 3 in PG(1, q4) are projectively equivalent.
(iii) All clubs and all scattered linear sets of rank 3 in PG(1, 25) are equivalent, but there
exist projectively inequivalent clubs and projectively inequivalent scattered linear sets
of rank 3 in PG(1, 25).
(iv) In all other cases, there exist non-equivalent clubs and non-equivalent scattered lin-
ear sets of rank 3.
One can ask whether it is possible to translate the equivalence problem for linear sets
B(pi) and B(pi′), where pi and pi′ are subspaces of PG(nt − 1, q) in terms of equivalence
of the subspaces pi and pi′. This problem is still unsolved; we will give an idea why the
‘naive’ approach is unsuccesful.
Let S1 = B(pi1) and S2 = B(pi2) be two Fq-linear sets in PG(n− 1, qt) and let φ be an
element of PΓL(n, qt) mapping S1 onto S2. For all points P of pi1 of weight 1, it is natural
to define φ¯(P ) as the unique point P ′ of pi2 such that B(P ′) = φ(B(P )). Unfortunately, it
turns out that this mapping φ¯ cannot always be extended to a collineation of PG(nt−1, q),
as follows from the following theorem.
Theorem 4.8. [30] Let B(pi) be a scattered linear set of rank 3 in PG(1, q3), q > 4. Let P
be a point of pi. Then there is exactly one plane pi′ 6= pi through P such that B(pi) = B(pi′).
Remark 2. Note that the planes pi and pi′ are contained in the hypersurface Q2,q, which
was studied in [28]. We refer to [28] for more on this hypersurface and interesting hyper-
surfaces associated to scattered linear sets in higher dimensions.
Let B(pi) be a scattered linear set of rank 3 in PG(1, q3), q > 4 and let P be a point
of pi. The mapping φ¯ corresponding to the identity element of PΓL(2, q3), mapping B(pi)
onto itself cannot map a line of pi through P onto a line of the plane pi′ through P obtained
in Theorem 4.8, since this would imply that there are two transversal lines through P to
the same regulus. Hence, φ¯ cannot be extended to a collineation of PG(5, q).
It can be shown that the points of a line of pi are mapped by φ¯ onto the points of a
conic in pi′; the q2 + q + 1 conics obtained in this way form a bundle of conics.
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4.4 The intersection of linear sets
As seen before, subgeometries provide examples of linear sets. The study of the inter-
section of two subgeometries started in 1980 when Bose, Freeman and Glynn determined
the possibilities for the intersection of two Baer subplanes in PG(2, q) [9]. In 2003, Jagos,
Kiss and Po´r settled the case of intersecting Baer subgeometries in PG(n, q) [20]. The
problem of the intersection of subgeometries was solved in general by Donati and Durante
in 2008, [12] where they proved the following.
Theorem 4.9. [12, Theorem 1.3] Let G and G′ be two subgeometries of order pt and pt
′
respectively of PG(n, q), q = ph, with t ≤ t′ and let m = gcd(t, t′). If G∩G′ is non-empty,
then G ∩G′ = G1 ∪ . . . ∪Gk, with k ≤ q−1pt′−1 and with G1, . . . , Gk subgeometries of order
pm of independent subspaces of PG(n, q).
They also showed the converse:
Theorem 4.10. [12, Theorem 1.4] Let t and t′ be two positive divisors of h with t|t′.
Let k ≤ min{n+ 1, q−1
pt′−1} and let G1, . . . , Gk be subgeometries of order pt of independent
subspaces of PG(n, q), q = ph. Then there exist two subgeometries G and G′ of order pt
and pt
′
, respectively, of PG(n, q) such that G ∩G′ = G1 ∪ . . . ∪Gk.
The intersection of linear sets in general is considerably more difficult: in general, it
is not the union of linear sets contained in independent subspaces and the intersection
problem is far from being solved.
The intersection of an Fq-subline (which can be seen as an Fq-linear set of rank 2
with q + 1 points) and a club of PG(1, qt) was first determined in [13] by Fancsali and
Sziklai. However, in this proof, the authors used that all clubs of PG(1, qt) are projectively
equivalent, which is in general not true (see Theorem 4.7); in [14], the authors provide a
correct proof.
By the following theorem, the intersection problem for an Fq-subline and a linear set
is completely solved.
Theorem 4.11. [30, Theorem 8 and 9] An Fq-subline intersects an Fq-linear set of rank
k of PG(1, qh) in 0, 1, . . . ,min{q+1, k} or q+1 points and for every subline L ∼= PG(1, q)
of PG(1, qh), there is a linear set S of rank k, k ≤ h and k ≤ q + 1, intersecting L in
exactly j points, for all 0 ≤ j ≤ k.
This theorem was later extended by Pepe where she determines an upper bound on
the size of the intersection of an Fqs-subline and a linear set. Note that, opposed to the
case where s = 1, this theorem does not show that all possibilities occur.
Theorem 4.12. [38, Proposition 5] An Fq-linear set L of PG(1, q
t) either contains a
fixed subline PG(1, qs), s|t, or it intersects it in at most t
s
(qs−1 + qs−2 + · · ·+ 1) points.
The following theorem deals with the slightly more general case of the intersection
of two linear sets of rank 3 in PG(1, qt). But as mentioned before, the general problem
remains wide open.
Theorem 4.13. [30, Theorem 23 and Remark 24] Two Fq-linear sets of rank 3 in
PG(1, qh), q > 3, intersect in at most 2q+2 points if q is odd, and in at most 2q+3 points
if q is even. For general q, there are two linear sets of rank 3 in PG(1, qt) intersecting in
exactly 2q + 2 points.
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4.5 Scattered linear sets and pseudoreguli
We focus on scattered Fq-linear sets of rank 3r in PG(2r− 1, q3). By Theorem 4.2, these
scattered linear sets are maximum scattered. In this subsection, we will describe the
relationship between scattered linear sets and pseudoreguli.
First, it is worth noticing that all maximum scattered linear sets in PG(2r − 1, q3)
are PΓL-equivalent (this was shown for r = 2 in [37, Proposition 2.7] and for general r
in [31, Theorem 4]), whereas in PG(2r − 1, qt), t > 4, there exist inequivalent maximum
scattered linear sets (see Theorem 4.16).
Let L be a scattered Fq-linear set of rank 3r in PG(2r−1, q3), then it can be shown (see
[31, Lemma 5]) that a line of PG(2r−1, q3) meets L in 0, 1, q+1 or q2+ q+1 points and
every point of L lies on exactly one (q2 + q + 1)-secant to L. Two different (q2 + q + 1)-
secants to L are disjoint and there exist exactly two (r − 1)-spaces, called transversal
spaces, meeting each of the (q2+q+1)-secants. In the spirit of the pseudoregulus defined
by Freeman in [15], and extending the definition in [37], the pseudoregulus P associated
with L is defined as the set P of q3r−1
q3−1 lines meeting L in q2 + q + 1 points.
The following theorem gives a geometric characterisation of a regulus and pseudoreg-
ulus.
Theorem 4.14. [31, Theorem 24] Let q > 2. Let S˜ be the point set of a set S of q3 + 1
mutually disjoint lines in PG(3, q3) such that the subline defined by three collinear points
of S˜ is contained in S˜, then S is a regulus or a pseudoregulus.
We have seen that there is a pseudoregulus associated to every maximum scattered
linear set in PG(2r − 1, q3). A maximum scattered linear set in PG(2r − 1, qt) has rank
rt, but if t > 3, we can not in general associate a pseudoregulus to it. For this reason,
it makes sense to define maximum scattered linear sets of pseudoregulus type. Let L be
a scattered Fq-linear set of Λ = PG(2r − 1, qt) of rank rt, r, t ≥ 2, we say that L is of
pseudoregulus type if
(i) there exists m = q
rt−1
qt−1 pairwise disjoint lines of Λ, say s1, s2, . . . , sm such that
|L ∩ si| = qt−1 + qt−2 + . . .+ q + 1, ∀i = 1, . . . , m;
(ii) there exist exactly two (r − 1)-dimensional subspaces T1 and T2 of Λ disjoint from
L such that Tj ∩ si 6= ∅ for each i = 1, . . . , m and j = 1, 2.
The following theorem shows that this family of linear sets is not empty by con-
structing a family of linear sets Lρ,f that are maximum scattered and of pseudoregulus
type.
Theorem 4.15. [35] Let T1 = PG(U1,Fqt) and T2 = PG(U2,Fqt) be two disjoint (r −
1)-dimensional subspaces of Λ = PG(V,Fqt) = PG(2r − 1, qt) (t > 1) and let Φf be
the semilinear collineation between T1 and T2, induced by the invertible semilinear map
f = U1 → U2 having as companion automorphism an element σ ∈ Aut(Fqt) such that
Fix(σ) = Fq. Then, for each ρ ∈ F∗qt, the set
Lρ,f = {〈u+ ρf(u)〉qt : u ∈ U1 \ {0}}
is an Fq-linear set of Λ of pseudoregulus type whose associated pseudoregulus is PLρ,f =
{〈P, PΦf 〉qt : P ∈ T1}, with transversal spaces T1 and T2.
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The authors also count the number of non-equivalent linear sets in the families Lρ,f .
Here, φ(t) denotes the Euler φ-function, i.e. φ(t) is the number of integers s smaller than
t and relatively prime to t.
Theorem 4.16. [35] In the projective space Λ = PG(2r − 1, qt) (r ≥ 2, t ≥ 3) there are
φ(t)/2 orbits of scattered Fq-linear sets of Λ of rank rt of type Lρ,f under the action of
the collineation group of Λ.
Linear sets of pseudoregulus type are also studied because of the connection between
linear sets and semifields, which will be discussed in Section 6.
5 Blocking sets and field reduction
A blocking set in PG(n, q) with respect to k-spaces is a set B of points such that every
k-dimensional space in PG(n, q) contains at least one point of B. If we are considering
blocking sets with respect to hyperplanes, we simply say that B is a blocking set. A
minimal blocking set B (w.r.t. k-spaces) is a blocking set such that no proper subset of
B is a blocking set (w.r.t. k-spaces). A small blocking set in PG(n, q) with respect to
k-spaces is a blocking set of size smaller then 3(qn−k+1)/2. A blocking set B in PG(n, q)
with respect to k-spaces is of Re´dei-type if there is a hyperplane containing |B| − qn−k
points.
Linear blocking sets with respect to (k − 1)-spaces in PG(n − 1, qt) were introduced
by Lunardon [33]: he argues that an Fq-linear set of rank nt − kt + 1 is a blocking set
with respect to (k − 1)-spaces. This can easily be seen: let B(pi) be an Fq-linear set in
PG(n−1, qt), where pi is (nt−kt)-dimensional, then every (kt−1)-dimensional subspace
of PG(nt−1, q) meets pi non-trivially, hence, the (kt−1)-spaces that arise from applying
field reduction to the points of a (k − 1)-space of PG(n − 1, qt) meet pi, so B(pi) is a
blocking set w.r.t (k − 1)-spaces.
Polito and Polverino [39] showed that one can construct minimal linear blocking sets
in PG(2, pt), p prime, t ≥ 4 that are not of Re´dei-type. This contradicted a widespread
conjecture which stated that a small minimal blocking set in PG(2, qt) would necessarily
be of Re´dei-type.
Soon after it was proven that there are small minimal linear blocking sets that are not
of Re´dei-type, people conjectured that all small minimal blocking sets should be linear
sets. This conjecture was stated formally by Sziklai in 2008 [48]. Up to our knowledge,
this is the complete list of cases in which the linearity conjecture for blocking sets in
PG(n, pt), p prime w.r.t. k-spaces has been proven.
• t = 1 (for n = 2, see [5]; for n > 2, k = n − 1, see [18]; for n > 2, k 6= n − 1, see
[47])
• t = 2 (for n = 2, see [46]; for n > 2, k = n− 1, see [45]; for n > 2, k 6= n− 1, see
[54])
• t = 3 (for n = 2, see [40]; for n > 2, k = n− 1, see [45]; for n > 2, k 6= n− 1, see
[29, 17])
• k = n− 1 and B is of Re´dei-type (for n = 2, see [3, 6]; for n > 2, see [44])
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• k = n− 1 and dim〈B〉 = t− 1 (see [49])
• k = n− 1 and dim〈B〉 = t (see [47]).
It is shown in [52] that, loosely speaking, if the linearity conjecture holds in PG(2, pt),
then it also holds for blocking sets with respect to k-spaces in PG(n, pt), provided that p
is large enough.
When looking at the construction of a linear blocking set B in PG(n − 1, qt) with
respect to (k − 1)-spaces, we see that we take B to be B(pi), where pi is an (nt − kt)-
space in PG(nt− 1, q), which is a blocking set with respect to (kt− 1)-spaces. It is clear
that every point set B(B′), where B′ is a blocking set with respect to (kt− 1)-spaces in
PG(nt−1, q) is a blocking set with respect to (k−1)-spaces in PG(n−1, qt). However, the
difficulty lies in distinguishing when the obtained blocking set is minimal. The following
theorem provides us with one case in which the minimality of B(B′) can be proven. Note
that a semioval is a set S of points such that every point of S lies on a unique tangent
line to S.
Theorem 5.1. [51] Let Ω be an (nt − kt − 2)-dimensional subspace of PG(nt − 1, q),
let B¯ be a minimal blocking set that is not a semioval, contained in the plane Γ which is
skew from Ω and let K be the cone with vertex Ω and base B¯. Let B = B(K), then B is
a minimal blocking set with respect to (k − 1)-spaces in PG(n− 1, qt).
If we take B¯ in the previous theorem to be a line, then the constructed blocking set
is a linear blocking set and we may conclude that a linear blocking set is indeed minimal.
For blocking sets with respect to lines in PG(n−1, qt) this was already shown in [34] and
for k 6= n− 1, we could deduce the minimality of a linear blocking set from [47, Lemma
3.1].
6 Semifields and linear sets
Finite semifields are a generalisation of finite fields (where associativity of multiplication
is not assumed) and the study of linear sets and field reduction has been shown very
useful in this theory.
A finite semifield (S,+, ◦) is an algebra of finite dimension over a finite field F with at
least two elements, and two binary operations + and ◦, satisfying the following axioms.
(S1) (S,+) is a group with identity element 0.
(S2) x ◦ (y + z) = x ◦ y + x ◦ z and (x+ y) ◦ z = x ◦ z + y ◦ z, for all x, y, z ∈ S.
(S3) x ◦ y = 0 implies x = 0 or y = 0.
(S4) ∃1 ∈ S such that 1 ◦ x = x ◦ 1 = x, for all x ∈ S.
Without axiom (S4) we have the definition of a pre-semifields.
Semifields are usually studied up to isotopism, because of the one-to-one correspon-
dence between the isotopism classes of semifields and the isomorphism classes of the
associated projective planes (by a theorem of A. A. Albert). An isotopism (or isotopy)
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between two (pre-)semifields (S, ◦) and (S′, ◦′) is a triple (F,G,H) of nonsingular linear
maps from S to S′ such that
xF ◦′ yG = (x ◦ y)H,
for all x, y ∈ S. If such an isotopism exists, the (pre-)semifields S and S′ are called isotopic
and the isotopism class of a (pre-)semifield S is denoted by [S].
The nuclei of a semifield are associative substructures of a semifield, and they arise
in a similar way as the (commutative) center of non-commutative algebraic structures.
However, while the commutative center is uniquely defined for a non-commutative struc-
ture, there are four different associative substructures to consider for non-associative
structures. These are called the nucleus, the left nucleus, the middle nucleus, and the
right nucleus and are defined as follows.
The subset
Nl(S) := {x : x ∈ S | x ◦ (y ◦ z) = (x ◦ y) ◦ z, ∀y, z ∈ S},
is called the left nucleus of S. Analogously, one defines the middle nucleus
Nm(S) := {y : y ∈ S | x ◦ (y ◦ z) = (x ◦ y) ◦ z, ∀x, z ∈ S},
and the right nucleus
Nr(S) := {z : z ∈ S | x ◦ (y ◦ z) = (x ◦ y) ◦ z, ∀x, y ∈ S}.
The intersection of these three nuclei is called the nucleus or associative center N(S),
while the intersection of the associative center and the commutative center C(S) (defined
in the usual way) is called the center of S and denoted by Z(S). One easily verifies that all
of these substructures are finite fields and S can be seen as a (left or right) vectorspace
over these substructures, e.g. as a left vector space Vl(S) over its left nucleus. Right
multiplication in S by an element x is denoted by Rx, i.e. y
Rx = y ◦ x, which is an
endomorphism of Vl(S).
We can now explain the geometric approach to finite semifields, which has been very
fruitful in recent years.
This approach naturally breaks up the study of semifields into different cases depend-
ing on the parameters of the semifield. Here we only give the correspondence theorem
in the general setting, where no assumptions on the nuclei or other properties of the
semifield are made.
Let S be an n-dimensional semifield over Fq, and denote the dimensions of S over
its left nucleus by l. We define the following subspaces of S × S. For each x ∈ S,
consider the set of vectors Sx := {(y, yRx) : y ∈ S}, and put S∞ := {(0, y) : y ∈ S}.
Then S := {Sx : x ∈ S} ∪ {S∞} is a spread of S × S. The set of endomorphisms
R := {Rx : x ∈ S} ⊂ End(Vl(S)) is called the semifield spread set corresponding to S.
Note that by (S2) the spread set R is closed under addition and, by (S3), the non-zero
elements of R are invertible.
This means that n-dimensional semifields over Fq, can be investigated via the Fq-
vector space U ⊂ Flnq of dimension n induced by the Fq-vector space R ⊂ End(Vl(S)).
Projectively this corresponds to the study of the Fq-linear set L(S) := B(U) of rank n in
PG(l2−1, qn/l) = PG(Vl(S)). This leads us to the general correspondence theorem, which
allows us to use the geometric properties of linear sets in relation to the Segre variety, to
solve isotopism problems for finite semifields.
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Theorem 6.1 ([24]). Let Sl,l(qn/l) denote the Segre variety in PG(l2−1, qn/l), and denote
its (l− 2)nd secant variety by Ω. Let G denote the stabiliser inside the collineation group
PΓL(l2, qn/l) of the two families of maximal subspaces on Sl,l(qn/l), and let X denote the
set of linear sets of rank n disjoint from Ω. Then the isotopism classes of semifields of
order qn, l-dimensional over their left nucleus, are in one-to-one correspondence with the
orbits of G on the set X.
More details on this approach, the treatment of different special cases and several
other links with finite geometry can be found in [37], [27], [25], [35]. The recent paper
[26] is a nice illustration of how the study of linear sets of pseudoregulus type associated
to certain semifields can be used to solve isotopism problems for these semifields.
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