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ABSTRACT
In this thesis, multiple problems concerning the equilibrium and stability
properties of thin deformable objects are considered, with particular focus
given to the analysis of thin elastic rods. The problems considered can be
divided into two related categories: manipulation and mechanics. First, a
few results concerning symmetries in geometric optimal control theory are
derived, which are later used in the analysis of thin elastic objects. Then
the problem of quasi-statically manipulating an elastic rod from an initial
configuration into a goal configuration is considered. Based upon an
analysis of symmetries, geometric and topological characterizations of the
set of all stable equilibrium configurations of an elastic rod are derived.
Specifically, under a few regularity assumptions, it is shown that the set of
all stable equilibrium configurations without conjugate points of an
extensible, shearable, anisotropic, and uniform Cosserat elastic rod subject
to conservative body forces is a smooth six-dimensional manifold
parameterized by a single global coordinate chart. Furthermore, in the case
of an inextensible, unshearable, anisotropic, uniform, and intrinsically
straight Kirchhoff elastic rod without body forces, this six-dimensional
manifold is shown to be path-connected.
In addition to their applications to manipulation, the geometric and
topological results described above can be used to answer questions
concerning the mechanics of elastic rods and other deformable objects. For
an inextensible, unshearable, isotropic, and uniform Kirchhoff elastic rod, it
is shown that the closure of the set of all stable equilibria with helical
centerlines is star-convex, and this property is used to compute and
visualize the boundary between stable and unstable helical rods. Finally,
two applications of geometric optimal control theory to the analysis of
constitutive equations for thin elastic objects are considered. In the first
application, the Pontryagin maximum principle is used to analyze curvature
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discontinuities observed in inextensible surfaces. In the second application,
the Pontryagin maximum principle is used to derive constitutive equations
for an elastic rod subject to a local injectivity constraint, and the use of
this model for analyzing highly flexible helical springs with contact between
neighboring coils is considered.
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CHAPTER 1
INTRODUCTION
The characterization of thin elastic rods in equilibrium as extremals of a
potential energy functional can be traced back to the seminal work of
Daniel Bernoulli and Leonhard Euler on planer elastic beams [106,110].
Since then, techniques from the calculus of variations have played a key role
in the development of models for thin elastic rods and surfaces [5]. In this
thesis, methods from optimal control theory, an extension of the calculus of
variations [149], are used to analyze a variety of problems concerning thin
deformable objects. The problems considered in this thesis can be
separated into two related categories: manipulation and mechanics of thin
deformable objects. In each case, the use of optimal control theory results
in new insights and solutions of previously open problems.
Problems in the area of manipulation for thin deformable objects are
considered in Chapter 4, and as a canonical example, I consider the
problem of manipulating a thin elastic rod that is held at each end by
robotic grippers. When manipulating an elastic rod, the objective is to find
a path of the robotic grippers holding the ends of the rod that causes the
rod to move from an initial configuration to a goal configuration while
avoiding instabilities and self-collisions. Two types of models can be used
to predict the rod’s response to a change in gripper placement. First, a
time-dependent dynamic model of the rod can be used. Such a model
would account for vibrations and other dynamic phenomena that develop as
the rod is manipulated. Alternatively, a time-independent quasi-static
model can be used. This model assumes that the rod is being manipulated
slow enough so that dynamic effects are negligible, and at each point in
time, the rod is in static equilibrium.
In this thesis, a quasi-static model of the elastic rod is used. Under this
quasi-static assumption, for given placements of the robotic grippers, stable
equilibrium configurations of the rod are local minima of the rod’s elastic
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potential energy functional. Therefore, configurations of the rod are local
solution of an optimal control problem whose total cost is the elastic
potential energy stored in the rod. Quasi-statically deforming the rod using
the robotic grippers is equivalent to planning a path of the rod through the
set of all local solutions of this optimal control problem over all possible
choices of the endpoint boundary conditions. This set can be thought of as
the configuration space of the rod [27].
Based upon an analysis of symmetries in the optimal control problem
whose solutions are configurations of the elastic rod, geometric and
topological properties of the rod’s configuration space can be derived. For
example, the configuration space of an extensible, shearable, anisotropic,
and uniform Cosserat elastic rod subject to conservative body forces is
shown to be a smooth six-dimensional manifold parameterized by a single
global coordinate chart when the body forces satisfy a few regularity
assumptions. Furthermore, for an inextensible, unshearable, anisotropic,
uniform, and intrinsically straight Kirchhoff elastic rod in the absence of
body forces, this six-dimensional manifold is shown to be path-connected.
These geometric and topological properties can be exploited when designing
path-planning algorithms for robotic manipulation.
The problems described thus far deal with manipulation of deformable
objects. However, as shown in Chapters 5-7, the tools and results used to
solve these manipulation problems also have applications to the mechanical
modeling of deformable objects. In Chapter 5, the scaling symmetries
described above are used to analyze the set of all stable equilibria of
inextensible, unshearable, isotropic, and uniform elastic rods with helical
centerlines. Although the set of all equilibria with helical centerlines was
first derived by Kirchhoff [93], and methods for determining the stability of
helical rods have been derived in previous work [36,68,113], the problem of
computing the set of all such equilibria that are stable has remained an
open problem until now. In Chapter 5, I show that the closure of the set of
all stable equilibria with helical centerlines is star-convex, and I then use
this topological property to compute the set.
The final topic considered in this thesis is the use of optimal control
theory to derive constitutive equations for thin elastic objects, with focus
given to two examples in which the Pontryagin maximum principle [131]
can be used to derive new results not appearing in previous literature. The
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first example concerns finding equilibrium configuration of a thin
inextensible elastic strip [51]. Previous approaches to deriving equilibrium
and constitutive equations for inextensible strips have resulted in
singularities at points where the curvature of the strip’s centerline
vanishes [125,148]. By applying the Pontryagin maximum principle, I show
that these singularities can be eliminated, and I use the resulting
equilibrium and constitutive equations to compute the shape of an
inextensible strip deformed into a Mo¨bius band [146].
The second example concerns finding equilibrium configurations of elastic
rods subject to the constraint that the rod’s neighboring cross-sections
cannot penetrate each other [60]. This impenetrability constraint results in
an inequality constraint on the curvature of the rod’s centerline, and the
Pontryagin maximum principle is used to incorporate this constraint into
the rod’s equilibrium and constitutive equations. Finally, this locally
injective rod model is used to analyze the equilibrium configurations of a
deformed helical coil spring. Contact between a spring’s neighboring coils is
analogous to impenetrability of neighboring cross-sections in an elastic rod.
Experimental results using a Slinky spring agree well with predictions made
by the model [84].
Many of the results described above rely upon symmetries in geometric
optimal control problems. Chapter 3 contains the derivations of the results
in geometric optimal control theory that are needed to analyze the
manipulation and mechanics problems considered in Chapters 4-7. In
particular, focus is given to the use of Lie group symmetries to simplify the
necessary and sufficient conditions for optimality [27], how similar
simplifications can be obtained in problems without symmetries [25], and
the properties of scale-invariant optimal control problems [24].
The remainder of the thesis is organized as follows. Related work in the
fields of geometric optimal control, manipulation, and mechanics is
discussed in Chapter 2. Background material and new results in geometric
optimal control theory are covered in Chapter 3. The problem of
manipulating an elastic rod is discussed in Chapter 4. The stability
properties of elastic rods with helical centerlines are studied in Chapter 5.
The derivations of constitutive equations for inextensible strips and locally
injective rods are considered in Chapters 6 and 7, respectively. Concluding
remarks and future work are discussed in Chapter 8. Proofs of some of the
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results in Chapters 3-7 that would disrupt the flow of the thesis due to their
length are relegated to Appendices A-D.
4
CHAPTER 2
RELATED WORK
In this chapter, I discuss previous work related to the problems considered
in this thesis. In Section 2.1, related work in the area of optimal control
and geometric mechanics is covered. In Section 2.2, related work on
manipulation of deformable objects is discussed. In Section 2.3, related
work on the mechanics of elastic rods and inextensible surfaces is covered.
2.1 Related work on geometric optimal control
Chapter 3 considers the role of symmetries in the necessary and sufficient
conditions for optimal control problems, with focus given to two particular
types of symmetries. The Pontryagin maximum principle associates to an
optimal control problem a Hamiltonian system that evolves on the
cotangent bundle of the problem’s state space [2]. The first type of
symmetry considered results from the invariance of this Hamiltonian
function under the action of a Lie group.
Hamiltonian systems that evolve on the cotangent bundle of a smooth
manifold have been studied extensively in the field of geometric mechanics,
as have the symmetries that these systems can possess [117]. These
symmetries can be used to study the Hamiltonian system in a quotient
space of reduced dimension through a procedure known as symmetry group
reduction. When a Hamiltonian system is invariant with respect to a group
action, and the symmetry group contains a normal subgroup, reduction can
first be carried out by the normal subgroup and then by the complement of
the normal subgroup. This procedure is known as reduction by stages [116].
One case when reduction by stages can be applied is when the Hamiltonian
system evolves on the cotangent bundle of the semidirect product of a Lie
group and a vector space [83,118,119]. This is the case that I will examine
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in this thesis.
I restrict attention to studying Hamiltonian systems that are
left-invariant under the action of a symmetry group. Finite dimensional
mechanical systems with symmetries, such as the heavy spinning top and
underwater vehicle dynamics, generally fall into this category [105,119].
Alternatively, infinite dimensional systems with symmetries can be invariant
under the right-action of the symmetry group. Examples of such systems
include compressible fluids, magnetohydrodynamics, and three-dimensional
elasticity [119]. Some systems are both left and right-invariant and evolve
on spaces called centered semidirect products [45]. Although I focus on the
left-invariant case, the difference between the resulting equations in the two
cases is a single sign change [119], and the results in this thesis could be
extended to the right-invariant case by carrying this sign change
throughout the computations.
Symmetry reduction techniques can be applied to the necessary
conditions provided by Pontryagin’s maximum principle for optimal control
problems with symmetries. It was shown by Grizzle and Marcus that
symmetry allows optimal feedback laws to be decomposed into two
components, with one component depending upon the symmetry, and the
other component depending upon a lower dimensional optimization
problem [73]. Symmetries in the maximization condition of Pontryagin’s
maximum principle were studied by van der Schaft [156], whereas
Echeverr´ıa-Enr´ıquez et al. studied symmetries in optimal control problems
from a presymplectic viewpoint [54]. Principal connections in optimal
control problems with symmetries were explored by Ohsawa [128], de Leo´n
et al. applied results for vakonomic systems with symmetries to optimal
control [50], and Mart´ınez derived a reduced maximum principle in terms of
Lie algebroids [120].
In the particular case when the state of the optimal control problem
takes values on a Lie group, Lie-Poisson reduction can be applied if the
associated Hamiltonian function is invariant (left or right-invariant) [99].
This reduction decouples the costate trajectory in Pontryagin’s maximum
principle from the state of the system. Examples of invariant control
problems on Lie groups include motion planning problems for
aircraft [17,163], autonomous underwater vehicles [104], Euler’s
elastica [134], the Kirchhoff elastic rod [27], conflict resolution in differential
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games [167], biological models of collective motion [92], and time-optimal
control of quantum systems [26]. Connections between left-invariant
optimal control problems, the nonlinear Schro¨dinger equation, and vortex
filaments have also been established [91]. In preliminary work, I have
studied the role of symmetries in optimal control problems with associated
Hamiltonian systems that evolve on the cotangent bundle of a semidirect
product space, with particular focus given to the role of symmetries in the
sufficient conditions for optimality [21,25].
As an alternative to the Pontryagin maximum principle, a Lagrangian
approach can be taken to exploit symmetries in the necessary conditions for
optimal control problems [94]. These Lagrangian approaches have also been
applied to higher order variational problems, with applications to optimal
control of underactuated systems [44]. In previous work, Lagrangian
systems on semidirect product spaces have been studied [31,83], and Bloch
et al. applied these results to optimal control problems on semidirect
products [18]. Optimal control on semidirect products was also studied by
Gay-Balmaz and Ratiu using a Clebsch formulation [57].
The second type of symmetry considered in Chapter 3 is a scaling
symmetry. In particular, I focus on the effect that scaling symmetries have
on the topology of the set of all local solutions of an optimal control
problem as the boundary conditions in the problem are varied. Such sets
have previously been analyzed for a few specific optimal control systems
and calculus of variations problems. Bretl and McCarthy analyzed an
optimal control problem whose local solutions are stable equilibrium
configurations of a Kirchhoff elastic rod [27]. They showed that the set of
all local solutions of this optimal control problem over all endpoint
boundary conditions is a subset of a smooth six-dimensional manifold. The
same was done for a planar elastica by Matthews and Bretl [121]. Along
with Bretl, I showed in [22,24] that this subset is path-connected for both
the Kirchhoff elastic rod and the planar elastica. Neukirch and Henderson
considered the related problem of characterizing the set of extremals of the
Kirchhoff elastic rod [126], and used numerical continuation to compute the
set [74]. Ivey and Singer considered the set of Kirchhoff elastic rods that
have quasi-periodic centerlines, and showed that this set is parameterized
by a two-dimensional disc [89].
On a sub-Riemannian manifold, the set of all extremals (not necessarily
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local optima) originating from a point on the manifold corresponds to the
preimage of the exponential map on the sub-Riemannian manifold. This set
has been analyzed for a variety of problems [6, 28,124,133–136]. Of these
papers, Sachkov’s characterization of the exponential map for a planar
elastica is the most related to my work [136]. After decomposing the
preimage of the exponential map into subsets, Sachkov showed that some of
these subsets are path-connected. However, it was not established that the
set of all local optima is path-connected. Finally, I note that for linear
quadratic optimal control problems, the set of all local optima is always
path-connected [1].
When using continuation and homotopy methods to solve an optimal
control problem, one is often interested in showing that the set of all
solutions of the problem over all choices of the continuation parameter is
path-connected [20,29,153]. When applying continuation methods to
systems of algebraic equations, Smale has given conditions that guarantee
the existence of a continuous path connecting the solutions as the
continuation parameter changes [142]. However, in the case of optimal
control systems, such conditions have been difficult to find [29]. When
using a continuation method to find geodesics on a Riemannian manifold,
Bonnard et al. gave a sufficient condition for the existence of a continuous
deformation connecting the geodesics as the continuation parameter
changes [20]. This condition requires the time interval of the optimal control
problem to be shorter than the injectivity radius, where the injectivity
radius is the minimum time at which trajectories cease to be optimal [52].
2.2 Related work on manipulation
Chapter 4 considers the problem of quasi-statically manipulating a
deformable object from an initial configuration into a goal configuration.
Particular focus is given to manipulation of a thin elastic rod, which can be
used, e.g., as a model for a deformable wire or cable. Multiple applications
motive this work, including handling and assembly of compliant
parts [3, 4, 8, 61,62,98,107,127,159–161], knot tying [14,85,137,150,162],
and cable routing [87].
In previous literature, two approaches to manipulation of elastic rods
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have been taken. In the first approach, the goal of manipulation is to
deform the rod into a desired topological state, e.g., a knot, which often
involves achieving a desired sequence of crossings. Manipulation of elastic
rods with topological goals has previously been studied by Wakamatsu et
al. [162] and Saha and Isto [137]. This approach can be generalized from
rods to surfaces, e.g., folding paper [13] and folding clothes [154], by
replacing the notion of “crossings” with “folds”.
In the second approach, the goal of manipulation is to deform the rod
into a particular configuration, as is the case in this thesis. This was the
approach taken by Lamiraux and Kavraki [101] and later Moll and
Kavraki [123]. Although they proposed to perform manipulation planning
in the set of all equilibrium configurations of the rod, the procedure to
derive this set was not clear at the time of their work. Instead, their
approach relied upon sampling displacements of the robotic grippers
holding the ends of the rod and using numerical continuation to determine
the resulting change in the rod’s configuration.
The set of all equilibrium configurations of a Kirchhoff elastic rod was
later derived by Bretl and McCarthy [27], who showed that the set is a
smooth six-dimensional manifold. This set serves as the configuration space
of the rod. They also provided a computational test to distinguish between
stable and unstable equilibrium configurations, and a collision checking
algorithm was used to check for self-collisions. These results allowed for a
sampling-based planning algorithm to be used in which equilibrium
configurations of the rod could be sampled directly [102]. A similar
characterization of the configuration space of a planar elastica was derived
by Matthews and Bretl [121]. As mentioned above, this thesis considers
manipulation with geometric goals, i.e., specific shapes, rather than
topological goals.
2.3 Related work on mechanics
Chapter 5 focuses on the stability properties of elastic rods with helical
centerlines. Four approaches have been used in prior work to determine the
stability properties of elastic rods: the use of integral inequalities to bound
the second variation of the elastic energy functional [34,111–113,169–171],
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dynamical stability methods based on linearized equations of
motion [63–70,100,108], bifurcation methods based on equilibrium
equations [36,78,79,114,151], and conjugate point methods from the
calculus of variations [15, 36,39,78,80,115]. The conjugate point method is
used throughout this thesis to determine stability.
A particular class of rod configurations for which the equations governing
stability can be solved in closed-form are rods with helical centerlines, as
shown in Chapter 5. In 1859, Kirchhoff observed that equilibria of an
inextensible, unshearable, and isotropic elastic rod can have helical
centerlines [93,110]. Despite extensive work on the mechanics of helical
elastic rods, e.g., [12, 15,23,34,36–38,64,68,108,113,151,169–171], the set
of all stable helical equilibria of a Kirchhoff elastic rod has not been
computed before now. Recent work on the mechanics of helical rods has
been motivated by carbon nanocoils and 3D printed
microsprings [33,49,55,129], which can be used, for example, as wiring in
flexible electronics [165,168] and sensors in microfluidic devices [9]. Other
motivations for studying helical rods abound in biology [95], ranging from
helical DNA [141], cholesterol and protein molecules [15,147], bacterial
flagella [59], chiral seed pods [7], and coiling plant tendrils [58,69].
In Chapters 6-7, two examples of how the Pontryagin maximum principle
can be used to derive constitutive equations for thin elastic objects are
discussed. The first example considers the problem of finding equilibrium
configuration of an inextensible elastic strip. Early work on the mechanics
of such strips was conducted by Sadowsky in the case of an infinitesimally
narrow strip [75–77], and by Wunderlich in the case of a strip with non-zero
width [152]. The initial work of Sadowsky and Wunderlich has influenced
the approach to modeling inextensible surfaces in subsequent
literature [11,51,96,125,146,147]. Many biological structures can be
approximated as inextensible surfaces, such as ribbon-shaped molecules and
Mo¨bius-like nanostructures [97,147]. Particular focus in the literature has
been given to inextensible Mo¨bius bands [125,146,148] and to the
development of creases in twisted inextensible surfaces [96]. In both of
these problems, singularities occur in the constitutive equations when the
curvature of the strip’s centerline vanishes. By applying the Pontryagin
maximum principle, I show in Chapter 6 that such singularities can be
eliminated, and I compute the shape of an inextensible Mo¨bius band.
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The second example considered in Chapter 7 concerns the problem of
finding equilibrium configurations of elastic rods subject to a local
injectivity constraint. This constraint, which prevents neighboring
cross-sections in the rod from penetrating each other, results in an upper
bound on the curvature of the rod’s centerline. Similar constraints have
been considered in previous work [60,139,140], in which particular focus
was given to establishing the existence of equilibria satisfying the curvature
constraint. The focus of this thesis is instead deriving equilibrium and
constitutive equations that satisfy the curvature constraint. In the control
literature, planar and spacial curves subject to curvature constraints have
been studied for decades [35, 53,132], and the results in this thesis build
upon this previous work.
Finally in Chapter 7, I use the model of locally injective elastic rods to
study the equilibrium configurations of a deformed helical spring. One
approach to modeling a helical spring is to treat the spring as a thin elastic
rod whose intrinsic shape is a helix. As is the case with many deformable
objects, a helical spring can experience self-contact if it is sufficiently
deformed [84,166]. Self-contact in elastic rods has been studied using a
variety of methods. Repulsive self-potentials have been used to model “soft
contact” in both static [82] and dynamic [71] elastic rods. “Hard contact”
constraints can be defined in multiple ways, including specifying the
minimum distance between non-local points on the rod [81], by defining the
rod’s global radius of curvature [60], or by placing a constraint on the
deformed rod’s volume [138].
Enforcement of these constraints can be achieved by considering contact
forces between distant points on the rod [41–43,143,155]. By exploiting
symmetries in the rod’s shape, this approach can lead to closed-form
solutions [144]. Alternatively, these constraints can be adjoined to the
elastic energy functional using Lagrange multipliers [139,140]. A third
approach uses penalty methods to include the constraints and often
employs finite elements to solve the resulting optimization problem [32].
For some particular shapes, such as knots, the contact regions are
approximately straight, and nonlinearities in these regions can be
neglected [40,90]. Rolling constraints can also be enforced for dynamic rods
in self-contact [56].
In the model of deformed helical springs discussed in Chapter 7, I only
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consider contact that occurs between neighboring coils in the spring. Based
upon this assumption, rather than treating the spring as an elastic rod
whose intrinsic shape is a helix, the spring can be approximated as an
intrinsically straight elastic rod, with the rod’s centerline analogous to the
spring’s central axis, and contact between neighboring coils in the spring
can be approximated by impenetrability of neighboring cross sections in the
rod. In this way, the locally injective rod model described above can be
used to approximate equilibrium configurations of a spring with contact
between neighboring coils. In my previous work, a similar approach for
modeling planar deformations of a helix was used [84]. In that work, the
coils of the helix were treated as rigid bodies connected by springs that
resist axial, shear, and rotational deformation. Contact between
neighboring coils was formulated as a geometric constraint on the spring
lengths, and numerical optimization was used to minimize the system’s
potential energy. Experimental results were reported in [84] using a Slinky
coil spring. In Chapter 7, I show that the rod-based model of a helical
spring agrees well with the experimental results reported in [84] and is able
to predict the appearance of a fold bifurcation instability that is caused by
contact between neighboring coils. These results build upon previous work
on the mechanics of a Slinky spring, including analyses of a Slinky’s ability
to walk down stairs, tumble down inclines, splay into an arch, and
seemingly levitate [30, 46–48,72,84,86,109,130,157,164].
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CHAPTER 3
SYMMETRY, SCALING, AND
OPTIMALITY IN GEOMETRIC CONTROL
THEORY
This chapter focuses on the role of symmetries in geometric optimal control
problems. Background material on geometric optimal control theory and
Lie group symmetries in reviewed in Section 3.1. Within this review,
emphasis is placed upon the simplifications that result from symmetries in
the necessary and sufficient conditions for optimality. In Section 3.2,
optimal control problems without symmetries are considered. However, it is
shown that the approach used in Section 3.1 to analyze symmetric optimal
control problems can be applied to the non-symmetric problems, resulting
in noncanonical optimality conditions. Finally, in Section 3.3, scaling
symmetries are considered in optimal control problems, with particular
focus given to topological properties of scale-invariant systems. The
noncanonical optimality conditions derived in Section 3.2 and the
topological results derived in Section 3.3 are used extensively in Chapters
4-7 for the analysis of thin elastic objects. Although special cases of the
results in this chapter could be derived for each specific problem considered
in Chapters 4-7, I establish these results for general optimal control
problems, as the results may have applications for future problems in
optimal control and mechanics. The results in Section 3.2 build upon
preliminary work by Borum and Bretl appearing in [21,25], and the results
in Section 3.3 extend preliminary work by Borum and Bretl appearing
in [24].
3.1 Mathematical background on geometric optimal
control theory
In this section, I recall a few results from geometric optimal control. First,
in Section 3.1.1, I review some notation from differential geometry.
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Introductory material on smooth manifolds that is not covered here can be
found in any differential geometry text, e.g., Lee [103]. Then, in Section
3.1.2, I state a geometric version of Pontryagin’s maximum principle [131].
In Section 3.1.3, I give a sufficient optimality condition based on the theory
of conjugate points. Proofs of the necessary and sufficient conditions in
Sections 3.1.2 and 3.1.3 can be found in Agrachev and Sachkov [2].
The results in Sections 3.1.2 and 3.1.3 provide coordinate-free conditions
that local solutions of a geometric optimal control problem must satisfy.
These conditions can be evaluated by introducing local coordinates on the
cotangent bundle of the state space manifold. However, if the optimal
control problem possesses symmetries, these symmetries can be used to
simplify the optimality conditions by reducing the number of variables
needed to describe solutions of the problem.
Sections 3.1.4-3.1.6 focus on optimal control problems that satisfy a
symmetry property called left-invariance. Some facts about Lie Groups are
recalled in Section 3.1.4. Further information on Lie groups can be found,
e.g., in the text by Varadarajan [158]. Then in Sections 3.1.5 and 3.1.6, I
give reduced statements of the necessary and sufficient conditions for
optimality from Sections 3.1.2 and 3.1.3, respectively. Proofs of the results
in Sections 3.1.2 and 3.1.3 can be found in Marsden and Ratiu [117] and
Bretl and McCarthy [27], respectively.
3.1.1 Review of differential geometry
For a smooth manifold M , I denote the set of all smooth real-valued
functions on M by C∞(M) and the set of all smooth vector fields on M by
X(M). Let v · df and 〈w, v〉 denote the actions of a tangent vector
v ∈ TmM on a function f ∈ C∞(M) and a tangent covector w ∈ T ∗mM on v,
respectively. The function X[f ] ∈ C∞(M) denotes the action of a vector
field X ∈ X(M) on a function f ∈ C∞(M), and satisfies
X[f ](m) = X(m) · df
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for all m ∈M . For X, Y ∈ X(M), the Jacobi-Lie bracket produces the
vector field [X, Y ] that satisfies
[X, Y ][f ] = X[Y [f ]]− Y [X[f ]]
for all f ∈ C∞(M). The pushforward of a smooth map F : M → N , where
N is a smooth manifold, is the linear map TmF : TmM → TF (m)N that
satisfies
TmF (v) · df = v · d(f ◦ F )
for all v ∈ TmM and f ∈ C∞(N). The pullback of F at m ∈M is the dual
map T ∗mF : T
∗
F (m)N → T ∗mM that satisfies
〈T ∗mF (w), v〉 = 〈w, TmF (v)〉
for all v ∈ TmM and w ∈ T ∗F (m)N . If there exists a non-zero v ∈ TmM such
that TmF (v) = 0, then I say F is degenerate at m ∈M . The canonical
symplectic form on T ∗M is
Ω =
n∑
i=1
dqi ∧ dpi,
where (q, p) are local coordinates on T ∗M and n = dimM . The Poisson
bracket generated by the canonical symplectic form on T ∗M is denoted by
{·, ·} : C∞(T ∗M)× C∞(T ∗M)→ C∞(T ∗M) and satisfies
{f, g} = Ω(Xf , Xg)
for all f, g ∈ C∞(T ∗M), where Xf satisfies
Ω(Xf (m), v) = v · df(m)
for all m ∈M and v ∈ TmM . I call Xf the Hamiltonian vector field of
f ∈ C∞(T ∗M). Finally, let pi : T ∗M →M denote the projection map
pi(m,w) = m for all w ∈ T ∗mM .
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3.1.2 Necessary conditions for optimality
I now consider an optimal control problem whose state takes values on a
smooth manifold M . Let g : M × U → R and f : M × U → TM be smooth
maps where U ⊂ Rm for some m > 0. Consider the optimal control problem
minimize
q,u
∫ tf
0
g(q(t), u(t)) dt
subject to q˙(t) = f(q(t), u(t)) for all t ∈ [0, tf ]
q(0) = q0, q(tf ) = qf
(3.1)
for some fixed tf > 0, where q0, qf ∈M are fixed and
(q, u) : [0, tf ]→M × U . Necessary conditions for (q, u) to be a local
optimum of (3.1) are provided by Pontryagin’s maximum principle [131].
To apply the maximum principle, I define the parameterized Hamiltonian
Ĥ : T ∗M × R× U → R by
Ĥ(q, p, p0, u) = 〈p, f(q, u)〉 − p0g(q, u), (3.2)
where p ∈ T ∗qM and p0 ∈ R. Theorem 1 provides necessary conditions that
local optima of (3.1) must satisfy.
Theorem 1. (Necessary Conditions) Suppose (q, u) : [0, tf ]→M × U is a
local optimum of (3.1). Then, there exists p0 ≥ 0 and p : [0, tf ]→ T ∗q(t)M
such that (q, p) is an integral curve of the time-varying Hamiltonian vector
field XH , where H : T
∗M × R→ R is given by
H(q, p, t) = Ĥ(q, p, p0, u(t)), (3.3)
and (q, p) satisfies
H(q(t), p(t), t) = max
u∈U
Ĥ(q(t), p(t), k, u) (3.4)
for all t ∈ [0, tf ]. If p0 = 0, then p(t) 6= 0 for all t ∈ [0, tf ].
Proof. See Theorem 12.10 in [2].
The integral curve (q, p) is called an abnormal extremal when p0 = 0 and
a normal extremal otherwise. If p0 6= 0, I may assume p0 = 1. I call (q, u)
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abnormal if it is the projection of an abnormal extremal and call (q, u)
normal if it is the projection of a normal extremal and it is not abnormal.
3.1.3 Sufficient conditions for optimality
The conditions in Theorem 1 are necessary for a trajectory (q, u) to be a
local optimum of (3.1). Second order conditions are needed to ensure (q, u)
is indeed a local minimum. Theorem 2 provides sufficient optimality
conditions based on the non-existence of conjugate points.
Theorem 2. (Sufficient Conditions) Suppose (q, p) : [0, tf ]→ T ∗M is a
normal extremal of (3.1) and ∂2Ĥ/∂u2 < 0 in a neighborhood of the curve
(q, p). Assume that the maximized Hamiltonian function
H(q, p) = max
u∈U
Ĥ(q, p, 1, u) (3.5)
is defined and smooth on T ∗M . Also assume that XH is complete and that
there exists no other integral curve (q′, p′) of XH satisfying q′(t) = q(t) for
all t ∈ [0, tf ]. Let ϕt : T ∗M → T ∗M be the flow of XH and define the
endpoint map φt : T
∗
q0
M →M by φt(w) = pi ◦ ϕt(q0, w). Define
u : [0, tf ]→ U so u(t) is the unique maximizer of (3.5) at (q(t), p(t)). Then
(q, u) is a local optimum if there exists no t ∈ (0, tf ] for which φt is
degenerate at p(0).
Proof. See Theorem 21.8 in [2].
A time at which φt is degenerate is called a conjugate time, and the
endpoint map φt is degenerate when its Jacobian matrix is singular. To
compute the integral curves (q, p) in Theorem 1 or establish non-degeneracy
of the endpoint map φt in Theorem 2, local coordinates on T
∗M could be
introduced. Integral curves could then be found by solving Hamilton’s
canonical equations
q˙i = Hpi p˙i = −Hqi , (3.6)
where (qi, pi) are local coordinates on T
∗M with i = 1, . . . , n = dimM , and
where subscripts on the Hamiltonian function H denote partial derivatives.
In order to establish local optimality of an integral curve, let J(t) denote
the Jacobian matrix of the endpoint map φt in this coordinate system, i.e.,
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J(t) is the Jacobian matrix of the state q(t) with respect to the initial value
of the costate p(0), and let M(t) denote the Jacobian matrix of the costate
p(t) with respect to the initial value of the costate p(0). These matrices can
be found be solving the time-varying matrix differential equations
J˙ = (Hqp)J + (Hpp)M M˙ = −(Hqq)J− (Hpq)M (3.7)
with the initial conditions M(0) = I and J(0) = 0. The endpoint map φt is
degenerate if and only if det(J(t)) = 0.
3.1.4 Lie groups
Let G be an n-dimensional Lie group with identity element e ∈ G. Let
g = TeG be the Lie algebra associated with G and g
∗ = T ∗eG its dual. For
any q ∈ G, define the left translation map Lq : G→ G by
Lq(r) = qr
for all r ∈ G. A function H ∈ C∞(T ∗G) is left-invariant if
H(r, T ∗r Lq(w)) = H(s, w) (3.8)
for all w ∈ T ∗sG and q, r, s ∈ G satisfying s = Lq(r). The functional
derivative of h ∈ C∞(g∗) at µ ∈ g∗ is the element δh/δµ ∈ g that satisfies
lim
s→0
h(µ+ sδµ)− h(µ)
s
=
〈
δµ,
δh
δµ
〉
for all δµ ∈ g∗.
For any ζ ∈ g, let Xζ be the vector field that satisfies
Xζ(q) = TeLq(ζ)
for all q ∈ G. Define the Lie bracket [·, ·] : g× g→ g by
[ζ, η] = [Xζ , Xη](e)
for all ζ, η ∈ g. Also define the noncanonical Poisson bracket {·, ·}g∗ on g∗
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by
{f, g}g∗(µ) = −
〈
µ,
[
δf
δµ
,
δg
δµ
]〉
(3.9)
for all f, g ∈ C∞(g∗) and µ ∈ g∗. For any ζ ∈ g, the adjoint operator
adζ : g→ g is defined by the Lie bracket
adζ(η) = [ζ, η],
and the coadjoint operator ad∗ζ : g
∗ → g∗ is given by its dual map and
determined by
〈ad∗ζ(µ), η〉 = 〈µ, adζ(η)〉
for all η ∈ g and µ ∈ g∗.
If the function H ∈ C∞(T ∗G) satisfies (3.8), it induces a reduced
function h ∈ C∞(g∗), defined by h(µ) = H(e, µ), and a reduced vector field
Xh on g
∗ given by
Xh(µ) = ad
∗
δh
δµ
(µ). (3.10)
The vector field Xh is equivalent to that determined by the noncanonical
Poisson bracket {·, ·}g∗ .
Finally, let {X1, . . . , Xn} be a basis for g and let {X1, . . . , Xn} be the
dual basis for g∗ that satisfies 〈X i, Xj〉 = δij for i, j ∈ {1, . . . , n}, where δij
is the Kronecker delta. I write ζ i to denote the ith component of ζ ∈ g with
respect to this basis. For i, j ∈ {1, . . . , n}, define the structure constants
Ckij ∈ R for this choice of basis by
[Xi, Xj] =
n∑
k=1
CkijXk. (3.11)
3.1.5 Left-invariant necessary conditions
I now revisit the statement of necessary conditions for the optimal control
problem (3.1) in the case where the smooth manifold M is a Lie group G
and the Hamiltonian function H is left-invariant under the cotangent lift of
left translations. Theorem 1 implies the existence of an integral curve (q, p)
in the cotangent bundle T ∗G. The following theorem implies the existence
of a corresponding integral curve µ in g∗.
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Theorem 3. (Reduction of Necessary Conditions) Suppose (q, u) :
[0, tf ]→ G× U is a local optimum of (3.1). Assume the time-varying
Hamiltonian function H : T ∗G×R→ R defined in (3.3) is left-invariant for
all t ∈ [0, tf ], and let h = H|g∗×[0,tf ] be the restriction of H to g∗, defined by
h(µ, t) = H(e, µ, t).
Then, the integral curve (q, p) : [0, tf ]→ T ∗G described in Theorem 1
satisfies
p(t) = T ∗q(t)Lq(t)−1(µ(t)) (3.12)
q˙ = X δh
δµ
(q) (3.13)
for all t ∈ [0, tf ], where µ : [0, tf ]→ g∗ is the solution of the Lie-Poisson
equations
µ˙ = ad∗δh
δµ
(µ) (3.14)
with initial condition µ(0) = T ∗e Lq0(p(0)).
Proof. See the proof of Theorem 13.4.4 in [117].
Since g∗ is a vector space, the trajectory µ described by (3.14) can be
evaluated by solving a system of ordinary differential equations. Taking
µ1(t), . . . , µn(t) as coordinates of µ(t), (3.14) is equivalent to (see [99])
µ˙i = −
n∑
j=1
n∑
k=1
Ckij
δh
δµj
µk. (3.15)
3.1.6 Left-invariant sufficient conditions
I now revisit the sufficient conditions in Theorem 2 for left-invariant
optimal control problems. As shown in [27], non-degeneracy of the endpoint
map φt can be established by working with the variables µ1, . . . , µn from
the reduced necessary conditions in Theorem 3.
Theorem 4. (Reduction of Sufficient Conditions) Suppose
(q, p) : [0, tf ]→ T ∗G is a normal extremal of (3.1), and assume the
conditions in Theorem 2 hold. Also assume the Hamiltonian function
H : T ∗G→ R defined in (3.5) is left-invariant, and let h = H|g∗ be the
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restriction of H to g∗, defined by
h(µ) = H(e, µ).
Let µ be the solution of (3.14) with initial condition µ(0) = T ∗e Lq0(p(0)),
and define the matrices F, G, H : g∗ → Rn×n by
Fij(µ) = −
∂
∂µj
n∑
r=1
n∑
s=1
Csir
δh
δµr
µs
Gij(µ) =
∂
∂µj
δh
δµi
Hij(µ) = −
n∑
r=1
δh
δµr
Cirj.
Solve the (linear, time-varying) matrix differential equations
M˙ = F(µ(t))M J˙ = G(µ(t))M + H(µ(t))J (3.16)
with initial conditions M(0) = I and J(0) = 0. Define u : [0, tf ]→ U as in
Theorem 2. Then (q, u) is a local optimum if there exists no t ∈ (0, tf ] for
which det(J(t)) = 0.
Proof. See the proof of Theorem 4 in [27].
Compared with the necessary and sufficient conditions in Theorems 1
and 2, the conditions in Theorems 3 and 4 have some advantages. Whereas
the differential equations for the state q and the costate p were possibly
coupled in Theorem 1, as shown in (3.6), the Lie-Poisson equations (3.14)
in Theorem 3 governing the reduced costate µ are decoupled from the state
q. Similarly, the differential equation (3.16) in Theorem 4 for the matrix M
is decoupled from J, whereas they were coupled in Theorem 2, as shown in
(3.7). Furthermore, note that the conditions in Theorems 3 and 4 can be
evaluated by introducing global coordinates in the vector space g∗, whereas
the conditions in Theorems 1 and 2 rely on local coordinates on the
manifold T ∗G.
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3.2 Noncanonical necessary and sufficient conditions
for optimal control problems with broken
symmetry
In Sections 3.1.5 and 3.1.6, I assumed that the Hamiltonian function
provided by the maximum principle was left-invariant under the lifted
action of the Lie Group G and subsequently recalled from previous work
how the optimality conditions in Theorems 1 and 2 can be simplified using
this symmetry. In this section, I consider the case when this left-invariance
property is broken by the presence of a state-dependent potential function.
As was done in Theorem 3, I will derive a noncanonical Hamiltonian system
whose integral curves correspond to integral curves of the Hamiltonian
vector field XH on T
∗G. As before, these curves can be computed by
solving a system of ordinary differential equations.
In Section 3.2.1, I review notation for semidirect products spaces and Lie
group representations, which will be needed to analyze optimal control
problems with broken symmetry. In Section 3.2.2, I derive noncanonical
necessary conditions for optimality when the left-invariance property of the
Hamiltonian function is broken by a potential function. Finally,
noncanonical sufficient conditions are derived in Section 3.2.3
3.2.1 Semidirect products and Lie group representations
Let V be an l-dimensional vector space and let ρ : G→ GL(V ) be a left
representation of G on V , i.e., ρ is a smooth group homomorphism that
assigns to each g ∈ G a linear map ρ(g) : V → V satisfying
ρ(g1g2) = ρ(g1)ρ(g2)
for all g1, g2 ∈ G. The associated left and right representations of G on V ∗,
denoted ρ∗ and ρ∗, respectively, are
ρ∗(g) =
[
ρ(g−1)
]∗
ρ∗(g) = [ρ(g)]∗ ,
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where [ ]∗ denotes the dual transformation. The induced Lie algebra
representation ρ′ : g→ End[V ] of ζ ∈ g satisfies
ρ′(ζ)(v) =
d
dt
[ρ(exp(tζ))(v)] |t=0
for all v ∈ V , where exp: g→ G is the exponential map.
Now let S = G× V k be the semidirect product of G and V k (i.e., k
copies of the vector space V ) with multiplication and inversion given by(
g1, v
(1)
1 , . . . , v
(k)
1
)(
g2, v
(1)
2 , . . . , v
(k)
2
)
=
(
g1g2, v
(1)
1 + ρ(g1)v
(1)
2 , . . . , v
(k)
1 + ρ(g1)v
(k)
2
)
(
g1, v
(1)
1 , . . . , v
(k)
1
)−1
=
(
g−11 ,−ρ(g−11 )v(1)1 , . . . ,−ρ(g−11 )v(k)1
)
for all g1, g2 ∈ G and v(1)1 , . . . , v(k)1 , v(1)2 , . . . , v(k)2 ∈ V . The left action of S
lifted to T ∗S is given by [119]
T ∗(r,z(1),...,z(k))L(q,u(1),...,u(k))(s, w, v
(1), . . . , v(k), χ(1), . . . , χ(k))
=
(
r, T ∗r Lq(w), z
(1), . . . , z(k), ρ∗(q)χ(1), . . . , ρ∗(q)χ(k)
) (3.17)
for all w ∈ T ∗sG, q, s, r ∈ G, u(i), v(i), z(i) ∈ V , and χ(i) ∈ V ∗, i = 1, . . . , k,
satisfying s = Lq(r) and z
(i) = u(i) + ρ(q−1)v(i).
The Lie algebra of S is s = g× V k with the Lie bracket[(
ζ1, v
(1)
1 , . . . , v
(k)
1
)
,
(
ζ2, v
(1)
2 , . . . , v
(k)
2
)]
=
(
[ζ1, ζ2], ρ
′(ζ1)v
(1)
2 − ρ′(ζ2)v(1)1 , . . . , ρ′(ζ1)v(k)2 − ρ′(ζ2)v(k)1
) (3.18)
for all ζ1, ζ2 ∈ g. Using (3.9) and (3.18), the Poisson bracket {·, ·}s∗ on s∗ is
given by [119]
{f, g}s∗
(
µ, χ(1), . . . , χ(k)
)
= −
〈
µ,
[
δf
δµ
,
δg
δµ
]〉
+
k∑
i=1
〈
χ(i), ρ′
(
δg
δµ
)
δf
δχ(i)
〉
−
〈
χ(i), ρ′
(
δf
δµ
)
δg
δχ(i)
〉
(3.19)
for all f, g ∈ C∞(g∗), µ ∈ g∗, and χ(1), . . . , χ(k) ∈ V ∗.
If the function H ∈ C∞(T ∗S) is left-invariant, i.e., if it is invariant under
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the lifted action in (3.17), it induces a reduced function h ∈ C∞(s∗), defined
by h(µ, χ(1), . . . , χ(k)) = H(e, µ, 0, . . . , 0, χ(1), . . . , χ(k)), and a reduced vector
field Xh on s
∗, which is found using (3.10) and (3.19) to be [119]
Xh(µ, χ
(1), . . . , χ(k))
=
(
ad∗δh
δµ
(µ)−
k∑
i=1
(
ρ′ δh
δχ(i)
)∗
χ(i), ρ′
(
δh
δµ
)∗
χ(1), . . . , ρ′
(
δh
δµ
)∗
χ(k)
)
,
(3.20)
where ρ′ δh
δχ(i)
: g→ V satisfies
ρ′ δh
δχ(i)
(ζ) = ρ′(ζ)
δh
δχ(i)
(3.21)
for all ζ ∈ g, and
(
ρ′ δh
δχ(i)
)∗
is its adjoint.
One note about the notation in (3.20) should be made. In the expression
(3.20), I have used a term of the form (ρ′v)
∗ χ with v ∈ V and χ ∈ V ∗. In
previous work, the diamond operator was used to denote this function [83],
i.e., (ρ′v)
∗ χ = v  χ. Readers should keep this notation in mind when
comparing the results in the following sections to previous work in
geometric mechanics. However, when I derive noncanonical sufficient
conditions in Section 3.2.3, it will be more convenient to work with the
notation I have used in (3.20).
3.2.2 Noncanonical necessary conditions for optimality
I now consider the statement of necessary conditions in Theorem 1 for a
special case of the geometric optimal control problem (3.1). Suppose the
function f(q, u) in the problem (3.1) has the form
f(q, u) = TeLq(ξ(u)),
where ξ : Rm → g is a smooth map. Also suppose that the cost function in
the problem (3.1) has the form
g(q, u) = W (u) +K(q),
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where W : Rm → R and K : G→ R are smooth maps, and further suppose
that K can be written as
K(q) = K
(
χ
(1)
0 ρ (q) v
(1)
0 , . . . , χ
(k)
0 ρ (q) v
(k)
0
)
(3.22)
for some constant parameters v
(1)
0 , . . . , v
(k)
0 ∈ V and χ(1)0 , . . . , χ(k)0 ∈ V ∗.
Each term in (3.22) of the form χ
(i)
0 ρ (q) v
(i)
0 corresponds to a component of
q. As an example, suppose G = SE(3) is the special Euclidean group,
ρ : SE(3)→ GL(4) is the standard representation of SE(3), and K depends
upon the x, y, and z position components of q ∈ SE(3). With V = R4 and
k = 3, the x, y, and z position components of q can be written as
x = χ
(1)
0 ρ(q)v
(1)
0 y = χ
(2)
0 ρ(q)v
(2)
0 z = χ
(3)
0 ρ(q)v
(3)
0 ,
where χ
(1)
0 = [1 0 0 0], χ
(2)
0 = [0 1 0 0], χ
(3)
0 = [0 0 1 0], and
v
(1)
0 = v
(2)
0 = v
(3)
0 = [0 0 0 1]
T .
Under these assumptions, the optimal control problem (3.1) can be
written as
minimize
q,u
∫ tf
0
W (u(t)) +K
(
χ
(1)
0 ρ (q(t)) v
(1)
0 , . . . , χ
(k)
0 ρ (q(t)) v
(k)
0
)
dt
subject to q˙(t) = TeLq(t)(ξ(u(t))) for all t ∈ [0, tf ]
q(0) = q0, q(tf ) = qf
(3.23)
Theorem 5 below provides a noncanonical form of the necessary
conditions for optimality in Theorem 1 for the problem 3.23. Before stating
Theorem 5, I provide a motivation for the results contained in the theorem.
First note that for the problem (3.23) the parameterized Hamiltonian
function defined in (3.2) is given by
Ĥχ0(q, p, p0, u) = 〈p, TeLq(ξ(u))〉
− p0
(
W (u) +K
(
χ
(1)
0 ρ (q) v
(1)
0 , . . . , χ
(k)
0 ρ (q) v
(k)
0
))
,
and for a local optimum (q, u) of (3.23), the time-varying Hamiltonian
function defined in (3.3) is given by
Hχ0(q, p, t) = Ĥχ0(q, p, p0, u(t)), (3.24)
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where the subscripts on Ĥχ0 and Hχ0 are used to denote dependence on the
parameters χ
(1)
0 , . . . , χ
(k)
0 ∈ V ∗. In general, the Hamiltonian function Hχ0
does not satisfy the property (3.8) and is therefore not left-invariant, since
K
(
χ
(1)
0 ρ (r) v
(1)
0 , . . . , χ
(k)
0 ρ (r) v
(k)
0
)
6= K
(
χ
(1)
0 ρ (q) v
(1)
0 , . . . , χ
(k)
0 ρ (q) v
(k)
0
)
for all g, q, r ∈ G satisfying q = Lg(r). Note that the other components of
the Hamiltonian function are left-invariant, since W (u(t)) is independent of
(q, p) for all t ∈ [0, tf ] and for any q, g, r ∈ G and p ∈ T ∗qG satisfying
q = Lg(r),
〈T ∗r Lg(p), TeLr(ξ(u(t)))〉 = 〈p, TrLg(TeLr(ξ(u(t))))〉 = 〈p, TeLq(ξ(u(t))))〉
(3.25)
holds for all t ∈ [0, tf ]. The function K is therefore the source of the broken
symmetry.
The key idea of Theorem 5 is to embed the Hamiltonian system
associated with (3.23) within an extended Hamiltonian system that is
left-invariant. This embedding procedure has been applied to many
problems in the geometric mechanics literature in the case when
k = 1 [83,118,119], and in preliminary work I used this approach to study
the optimal control problem (3.23) in the case k = 1 [21,25]. To see how
this is done, note that the Hamiltonian Hχ0 depends smoothly on the
constant parameters χ
(1)
0 , . . . , χ
(k)
0 ∈ V ∗ since K is assumed to be a smooth
function. Suppose these parameters are allowed to vary and the
Hamiltonian function Hχ0 : T
∗G× R→ R is extended to
Hχ : T
∗S × R→ R, where T ∗S is the cotangent bundle of the semidirect
product S = G× V k, with Hχ defined by
Hχ(q, p,v
(1), . . . , v(k), χ(1), . . . , χ(k), t)
= Ĥχ(q, p, v
(1), . . . , v(k), χ(1), . . . , χ(k), p0, u(t)),
(3.26)
where Ĥχ : T
∗S × R× U → R is defined by
Ĥχ(q, p,v
(1), . . . , v(k), χ(1), . . . , χ(k), p0, u)
= 〈p, TeLq(ξ(u))〉 − p0
(
W (u) +K
(
χ(1)ρ (q) v
(1)
0 , . . . , χ
(k)ρ (q) v
(k)
0
))
.
(3.27)
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Note that the subscript 0 on χ
(i)
0 is removed to denote that χ
(i) is a
variable in the Hamiltonian system and no longer a constant parameter.
Also note that while v(1), . . . , v(k) are the V components of T ∗S,
v
(1)
0 , . . . , v
(k)
0 are still constant parameters, and both Ĥχ and Hχ are defined
to be constant in the variables v(1), . . . , v(k). Since Hχ is independent of
v(1), . . . , v(k), the dynamics of χ(i) are given by
χ˙(i) = −∂Hχ
∂v(i)
= 0, (3.28)
and if χ(i)(0) = χ
(i)
0 , then χ
(i)(t) = χ
(i)
0 is constant. Therefore, trajectories
of the augmented Hamiltonian system on T ∗S are equivalent to trajectories
of the original system on T ∗G.
Now observe that by using (3.17), it can be shown that Hχ is
left-invariant under the lifted action of S on T ∗S. It has already been
shown that the 〈p, TeLq(ξ(u(t))))〉 and W (u(t)) components of Hχ are
left-invariant. Under the lifted left-translation defined in (3.17), the K
component of Hχ also becomes left-invariant, since
K
(
ρ∗(g)χ(1)ρ (r) v(1)0 , . . . , ρ
∗(g)χ(k)ρ (r) v(k)0
)
= K
(
χ(1)ρ (gr) v
(1)
0 , . . . , χ
(k)ρ (gr) v
(k)
0
)
= K
(
χ(1)ρ (q) v
(1)
0 , . . . , χ
(k)ρ (q) v
(k)
0
)
for all g, q, r ∈ G satisfying q = Lg(r).
Since Hχ is left-invariant, symmetry reduction can be applied to this
Hamiltonian system, as shown in Theorem 5
Theorem 5. (Semidirect Product Reduction of Necessary Conditions)
Suppose (q, u) : [0, tf ]→ G× U is a local optimum of (3.23). Let
Hχ : T
∗S × [0, tf ]→ R be as defined in (3.24), and let h = Hχ|s∗×[0,tf ] be the
restriction of Hχ to s
∗, defined by
h(µ, ψ(1), . . . , ψ(k), t) = Hχ(e, µ, 0, . . . , 0, ψ
(1), . . . , ψ(k), t). (3.29)
Then, the integral curve (q, p) : [0, tf ]→ T ∗G described in Theorem 1
satisfies
p(t) = T ∗q(t)Lq(t)−1(µ(t)) (3.30)
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q˙ = X δh
δµ
(q) (3.31)
for all t ∈ [0, tf ], where (µ, ψ(1), . . . , ψ(k)) : [0, tf ]→ s∗ is the solution of
µ˙ = ad∗δh
δµ
(µ)−
k∑
i=1
(
ρ′ δh
δψ(i)
)∗
ψ(i) (3.32)
ψ˙(i) = ρ′
(
δh
δµ
)∗
ψ(i) (3.33)
with initial conditions µ(0) = T ∗e Lq0(p(0)) and ψ
(i)(0) = ρ∗(q0)χ
(i)
0 .
Proof. The result follows from Theorem 3.4 of [119], in which the case
k = 1 is considered. To extend the result in [119] to k > 1, we must only
observe that the evolution of µ and ψ(i) in (3.32) and (3.33) are determined
by the Hamiltonian vector field Xh computed in (3.20).
As was the case in Theorem 3, µ and ψ can be found by solving a system
of ordinary differential equations by writing (3.32) and (3.33) in
coordinates. The structure of the coadjoint term in (3.32) is known from
(3.15). Next, since ψ(i) ∈ V ∗ and dim(V ) = l, ψ(i) can be represented as an
l-dimensional row vector. Using (3.21), the second component in (3.32) can
be written as (
ρ′ δh
δψ(i)
)∗ (
ψ(i)
)
(·) = ψ(i)
(
ρ′(·) δh
δψ(i)
)
∈ g∗,
and therefore
µ˙i = −
n∑
j=1
n∑
r=1
Crij
δh
δµj
µr −
k∑
s=1
ψ(s)
(
ρ′(Xi)
δh
δψ(s)
)
. (3.34)
Equation (3.33) can also be written in coordinates as
ψ˙
(i)
j = ψ
(i)ρ′
(
δh
δµ
)
ej, (3.35)
where (e1, . . . , el) forms a basis for of V . Also note that from (3.31),
d
dt
ρ(q) = ρ(q)ρ′
(
δh
δµ
)
,
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and therefore
d
dt
(
ρ(q)∗χ(i)0
)
=
d
dt
(
χ
(i)
0 (ρ(q))
)
= χ
(i)
0
(
d
dt
ρ(q)
)
= χ
(i)
0
(
ρ(q)ρ′
(
δh
δµ
))
= ρ′
(
δh
δµ
)∗
χ
(i)
0 (ρ(q))
= ρ′
(
δh
δµ
)∗ (
ρ(q)∗χ(i)0
)
.
This shows that
ψ(i)(t) = ρ(q(t))∗χ(i)0 (3.36)
solves (3.33) with the correct initial condition.
There are now two ways of finding integral curves of the Hamiltonian
vector field XHχ0 . One could first solve for the reduced variables
(µ, ψ(1), . . . , ψ(k)) using the differential equations (3.32) and (3.33), and then
reconstruct the trajectory (q, p) using (3.30) and (3.31). This is analogous
to the result in Theorem 3, in which one first solved for the reduced
variable µ and then reconstructed the trajectory (q, p). Now, however, the
extra variables ψ(i) must also be computed due to the broken symmetry.
Alternatively, one could substitute the expression in (3.36) for ψ(i) into the
differential equation (3.32). This would explicitly show how the broken
symmetry of the problem couples the reduced costate µ with the state q.
3.2.3 Noncanonical sufficient conditions for optimality
In the previous section, I computed noncanonical necessary conditions for
optimal control problems of the form (3.23). In this section, I give
noncanonical sufficient conditions for such problems. These results rely
upon the derivation of a system of matrix differential equations, similar to
those in (3.16), that can be evaluated to establish non-degeneracy of the
endpoint map φt from Theorem 2. The noncanonical sufficient conditions
rely on the gradients of the state q and the variables µ and ψ(i) with respect
to the initial value of µ at t = 0. Formulas for computing these gradients
are derived first before stating the noncanonical sufficient conditions.
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Throughout this section, I will use Φt : s
∗ → s∗ to denote the flow of the
system (3.32)-(3.33), i.e., Φt maps an initial condition
(µ(0), ψ(1)(0), . . . , ψ(k)(0)) ∈ s∗ to (µ(t), ψ(1)(t), . . . , ψ(k)(t)) ∈ s∗. Also recall
that {X1, . . . , Xn} is a basis for the Lie algebra g and {X1, . . . , Xn} is the
corresponding dual basis for g∗. These bases are used in Lemmas 1 and 2. I
first compute the gradients of the reduced variables µ and ψ.
Lemma 1. Suppose (q, p) : [0, tf ]→ T ∗G is a normal extremal of (3.23),
and assume the conditions in Theorem 2 hold. Let Ĥχ : T
∗S × R× U → R
be as defined in (3.27), and define h : s∗ → R by
h(µ, ψ(1), . . . , ψ(k)) = max
u∈U
Ĥχ(e, µ, 0, . . . , 0, ψ
(1), . . . , ψ(k), 1, u). (3.37)
Let Φt be the flow of (3.32)-(3.33), and let
(µ(t), ψ(1)(t), . . . , ψ(k)(t)) = Φt(T
∗
e Lq0(p(0)), ρ
∗(q0)χ
(1)
0 , . . . , ρ
∗(q0)χ
(k)
0 ).
Define the matrices F : g∗ → Rn×n, L(i) : V ∗ → Rn×l, R(i) : g∗ × V ∗ → Rl×n,
and S(i) : g∗ × V ∗ → Rl×l for i = 1, . . . , k by
Frs(µ) = −
∂
∂µs
n∑
j=1
n∑
m=1
Cmrj
δh
δµj
µm
Lr (i)s (ψ
(1), . . . , ψ(k)) = − ∂
∂ψ
(i)
s
k∑
j=1
ψ(j)
(
ρ′(Xr)
δh
δψ(j)
)
Rr (i)s (µ, ψ
(i)) =
∂
∂µs
(
ψ(i)
(
ρ′
(
δh
δµ
)
er
))
Sr (i)s (µ, ψ
(i)) =
∂
∂ψ
(i)
s
(
ψ(i)
(
ρ′
(
δh
δµ
)
er
))
.
(3.38)
Solve the (linear, time-varying) matrix differential equations
M˙ = F(µ(t))M +
k∑
i=1
L(i)(ψ(1)(t), . . . , ψ(k)(t))K(i) (3.39)
K˙(i) = R(i)(µ(t), ψ(i)(t))M + S(i)(µ(t), ψ(i)(t))K(i) (3.40)
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with initial conditions M(0) = I and K(i)(0) = 0 for i = 1, . . . , k. Then
M(t)
K(1)(t)
...
K(k)(t)
 =
(
∇µ0Φt(µ0, ρ∗(q0)χ(1)0 , . . . , ρ∗(q0)χ(k)0 )
)∣∣∣∣
µ0=T ∗e Lq0 (p(0))
. (3.41)
Proof. See Appendix A.1.
The matrices M(t) and K(i)(t) are the gradients of the variables µ(t) and
ψ(i)(t) with respect to the initial condition µ(0) = T ∗e Lq0(p(0)). In other
words, if a ∈ Rn is the coordinate representation of T ∗e Lq0(p(0)) so that∑n
j=1 ajX
j = T ∗e Lq0(p(0)), then M
r
s(t) is the gradient of µr(t) with respect
to as. Similarly, K
r (i)
s (t) is the gradient of ψ
(i)
r (t) with respect to as. Using
Lemma 1, I can now compute the gradients of the state trajectory.
Lemma 2. Suppose (q, p) : [0, tf ]→ T ∗G is a normal extremal of (3.23),
and assume that the conditions in Lemma 1 hold. Define the maps µ(t) and
ψ(i)(t) and the function h(µ, ψ(1), . . . , ψ(k)) as in Lemma 1, and define the
endpoint map φt : T
∗
q0
G→ G as in Theorem 2. Next, define the matrices G,
H : g∗ → Rn×n by
Grs(µ) =
∂
∂µs
δh
δµr
Hrs(µ) = −
n∑
j=1
δh
δµj
Crjs. (3.42)
Solve the (linear, time-varying) matrix differential equation
J˙ = G(µ(t))M + H(µ(t))J (3.43)
with initial condition J(0) = 0, where M solves the matrix differential
equations (3.39) in Lemma 1. Then the jth column of J(t) gives the
coordinate representation of ηj(t) with respect to the basis {X1, . . . , Xn} of
the Lie algebra g, where
ηj(t) = Tq(t)Lq(t)−1
(
Tp(0)φt
(
T ∗q0Lq−10 (X
j)
))
. (3.44)
Proof. See Appendix A.2.
Let a ∈ Rn again be the coordinate representation of T ∗e Lq0(p(0)). The
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Lie algebra element ηj(t) is the gradient of the state q(t) with respect to aj
after left-translation to the identity e ∈ G. The columns of the matrix J(t)
are therefore coordinate representations of the gradients of q(t) with respect
to a in terms of the Lie algebra basis {X1, . . . , Xn}.
I can now state the noncanonical sufficient conditions, which establish a
correspondence between times when the matrix J(t) is singular and times
when the endpoint map φt is degenerate.
Theorem 6. (Semidirect Product Reduction of Sufficient Conditions)
Suppose (q, p) : [0, tf ]→ T ∗G is a normal extremal of (3.23), and assume
the conditions in Lemma 1 hold. Solve the matrix differential equations in
Lemmas 1 and 2 to find the matrix function J : [0, tf ]→ Rn×n. Define
u : [0, tf ]→ U as in Theorem 2. Then (q, u) is a local optimum if there
exists no t ∈ (0, tf ] for which det(J(t)) = 0.
Proof. See Appendix A.3.
As was the case in Theorems 3 and 4, the optimality conditions in
Theorems 5 and 6 can be evaluated by introducing global coordinates in
the vector space s∗ = g∗ × V ∗k, whereas local coordinates on the manifold
T ∗G are needed to evaluate the conditions in Theorems 1 and 2. This
global coordinate chart is used in Section 4 to characterize the
configuration space of an elastic rod.
3.3 Topological properties of the set of local solutions
of left-invariant optimal control problems
In the previous section, symmetries corresponding to left translations by a
Lie group were considered. In this section, I consider a second type of
symmetry corresponding to a scale invariance property possessed by some
optimal control problems. This scaling symmetry will be used to establish
topological properties of the set of all local solutions of an optimal control
problem as the problem’s endpoint boundary conditions are varied.
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In this section, focus is restricted to left-invariant problems of the form
minimize
q,u
∫ tf
0
g(u(t)) dt
subject to q˙(t) = TeLq(t)(ξ(u(t))) for all t ∈ [0, tf ]
q(0) = q0, q(tf ) = qf .
(3.45)
Throughout this section, it will be assumed that the conditions in Theorem
2 concerning the Hamiltonian vector field XH associated with (3.45) are
true. In Section 3.3.1, a formal statement of the topological property that I
wish to establish for the problem (3.45) is given. Five example problems are
considered in Section 3.3.2 which show that the set of local solutions for
different optimal control problems can have distinct topological properties.
Scale invariance of the necessary and sufficient conditions for optimality are
discussed in Section 3.3.3, and this scaling property is used to construct
families of local solutions in Section 3.3.4. The main result is stated and
proved in Section 3.3.5.
3.3.1 A formal statement of the question about local optima
The parameterized Hamiltonian function for the problem (3.45) is given by
Ĥ(q, p, p0, u) = 〈p, TeLq(ξ(u))〉 − p0 (g(u)) ,
and by a computation identical to (3.25), Ĥ is left invariant. The necessary
and sufficient conditions in Theorems 3 and 4 can therefore be used to
characterize the local optima of (3.45). Suppose a ∈ Rn is given and
consider the map that sends a to the extremal (q, u) : [0, tf ]→ G× U of
(3.45), where q is found by integrating the equations (3.12)-(3.14) in
Theorem 3 with initial conditions q(0) = q0 and µ(0) =
∑n
j=1 ajX
j, and u is
found via the maximization condition (3.5) in Theorem 2. If the
assumptions in Theorem 2 are satisfied, then the restriction of this map to
normal extrema is smooth and bijective. Denote this map by Ψ so that
(q, u) = Ψ(a). Also define the map Γ so that µ = Γ(a) via integration of
(3.14) in Theorem 3 with initial conditions µ(0) =
∑n
j=1 ajX
j.
Now let A ⊂ Rn denote the set of all a that map to normal extremals of
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(3.45), i.e.,
A = {a ∈ Rn : (q, u) = Ψ(a) is a normal extremal of (3.45)} . (3.46)
Also define
C = Ψ(A) ⊂ C∞([0, T ], G× U). (3.47)
Note that for each a ∈ A, (q, u) = Ψ(a) satisfies Theorem 1 for some choice
of the endpoint boundary condition qf ∈ G. Therefore C is the set of all
normal extremals (q, u) of (3.45) over all possible choices of the endpoint
boundary condition qf ∈ G.
Given (q, u) = Ψ(a) for some a ∈ A, the conditions in Theorem 4 can be
applied to determine if (q, u) is a local minimum of (3.45). Define
Amin ⊂ A by
Amin = {a ∈ A : (q, u) = Ψ(a) satisfies the conditions in Theorem 4} .
(3.48)
Then Amin is the set of a ∈ A corresponding to normal extremals
(q, u) = Ψ(a) that do not have conjugate points on the interval (0, tf ]. The
set of all local optima of (3.45) without conjugate points over all possible
choices of the endpoint boundary condition qf is then
Cmin = Ψ(Amin) ⊂ C. (3.49)
The main question that I address in this section is the following: When is
the set Cmin path-connected? That is to say, suppose that (q(0), u(0)) is a
local optima of (3.45) with the endpoint boundary condition qf = q
(0)(tf ),
and suppose (q(1), u(1)) is a second local optima of (3.45) with the endpoint
boundary condition qf = q
(1)(tf ). When are these two solutions connected
by a path in the set of all local optima of (3.45) over all possible choices of
the endpoint boundary condition qf?
To show that (q(0), u(0)) and (q(1), u(1)) are connected by a path in Cmin,
one must find a continuous function β : [0, tf ]× [0, 1]→ G× U that satisfies
the following properties:
1. β(t, 0) = (q(0)(t), u(0)(t)) for all t ∈ [0, tf ],
2. β(t, 1) = (q(1)(t), u(1)(t)) for all t ∈ [0, tf ],
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3. for all s ∈ [0, 1], (q(s), u(s)) = β(·, s) is a local optimum of (3.45) for
qf = q
(s)(tf ).
The following lemma simplifies this problem.
Lemma 3. If Amin is path-connected, then Cmin is path-connected.
Proof. Cmin = Ψ(Amin) and Ψ is continuous. Thus, if Amin is
path-connected, then Cmin is also path-connected.
In the remainder of the Section, I will be concerned with showing that
the set Amin is path-connected.
3.3.2 Five examples with distinct sets of local optima
Before establishing conditions for Amin to be path-connected, I will compute
Amin for five one-dimensional optimal control problems. These example
problems are included to show that the properties of the set of local optima
can vary for different optimal control problems. Since these problems are
one-dimensional, I will use the necessary and sufficient conditions in
Theorems 1 and 2 along with equations (3.6)-(3.7) to analyze solutions of
the problems. The set Amin will exhibit distinct properties in each of the
five examples. In particular, I will show that the set Amin can be empty, the
entire set Rn, a path-connected subset of Rn, or a disconnected subset of
Rn (made up of two or more connected components).
The five example optimal control problems that I consider all have the
form
minimize
q,u
∫ 2pi
0
1
2
u2 + Fi(q) dt
subject to q˙(t) = u(t)
q(0) = 0, q(2pi) = qf ,
(3.50)
where (q, u) : [0, 2pi]→ R× R, and Fi is a smooth function. In each case,
the optimal control, found from (3.4), is u(t) = p(t), and it is easy to show
that assumptions Theorems 1 and 2 hold. Also, there are no abnormal
extremals, since setting p0 = 0 in (3.2) implies p(t) = 0. The example
problems in this section do not have the form (3.45) and are not
left-invariant. The problems in this section are included, however, to
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demonstrate that Amin can have distinct topological properties for different
optimal control problems.
Throughout this section, I will use a to denote the initial condition for
p(t) in the Hamiltonian system (3.6). Also recall from the discussion
following Theorem 2 that local optimality is determined by computing the
Jacobian of q(t) with respect to a. In some of the following examples, such
as Example 1, I will be able to explicitly compute or bound ∂q(t)/∂a
instead of using the differential equations (3.7) to compute the Jacobian of
the endpoint map φt in Theorem 2.
Example 1
First consider the linear quadratic problem with
F1(q) = 0. (3.51)
Applying Theorem 1 gives the Hamiltonian system
q˙ = p p˙ = 0.
The normal extremal beginning at p(0) = a is
q(t) = at p(t) = a.
It is clear that ∂q(t)/∂a is positive for t ∈ (0, 2pi], so every extremal (q, u) is
a local optimum by Theorem 2. Thus Amin = R is path-connected.
Example 2
Now consider the linear quadratic problem with
F2(q) = −1
2
q2. (3.52)
Applying Theorem 1 gives the Hamiltonian system
q˙ = p p˙ = −q.
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The normal extremal beginning at p(0) = a is
q(t) = a sin(t) p(t) = a cos(t).
It is clear that ∂q(t)/∂a is zero at t = pi ∈ (0, 2pi]. Therefore, Amin = ∅ and
there are no local optima. In Figure 3.1a, I plot the first time tc at which
∂q(t)/∂a = 0 (i.e., the first conjugate time) as a function of the choice of
a = p(0). In this case, tc(a) is a horizontal line at pi. (Note that if I had
chosen the final time to be less than pi, then every extremal would be a
local optimum and Amin = R.)
In both of the previous examples, I found that the Jacobian ∂q(t)/∂a is
independent of the choice of a, i.e., q(t) depends linearly on a. This is true
of all linear quadratic optimal control problems [1]. The existence of local
optima in linear quadratic problems depends only on the dynamics f(q, u),
the cost function g(q, u), and the final time tf , and does not depend on the
choice of a (and therefore does not depend on the choice of qf = q(tf )).
Example 3
As a more interesting nonlinear example, now consider
F3(q) = −1
4
q4. (3.53)
Applying Theorem 1 gives the Hamiltonian system
q˙ = p p˙ = −q3,
and ∂q(t)/∂a is found by solving (3.7), which are given by
J˙ = M M˙ = −3q(t)2J.
If I choose a = 0, then J(t) = t, so ∂q(t)/∂a > 0 for all t ∈ (0, 2pi]. Thus
Amin is not empty, since 0 ∈ Amin. The first conjugate time tc was
computed numerically and is shown in Figure 3.1a for a range of values of
a ∈ A. The set Amin corresponds to points a for which tc(a) > 2pi. In this
example, tc(a) decreases as the magnitude of a increases, and Amin consists
of one path-connected component.
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Example 4
Now consider a second nonlinear problem with
F4(q) = cos(q). (3.54)
I claim that for this problem, Amin is disconnected. Applying Theorem 1
gives the Hamiltonian system
q˙ = p p˙ = − sin(q),
and (3.7) can be used to find ∂q(t)/∂a by solving
J˙ = M M˙ = − cos(q(t))J.
If I choose a = 0, then J(pi) = 0. Thus ∂q(t)/∂a = 0 at t = pi ∈ (0, 2pi] and
0 /∈ Amin.
Next I show that if |a| > 2, then a ∈ Amin. This result, along with the
fact that 0 6∈ Amin, shows that Amin is not path-connected. Since the
Hamiltonian function in Theorem 1 is conserved, I have
1
2
p(t)2 − cos(q(t)) = 1
2
p(0)2 − cos(q(0)) = 1
2
a2 − 1.
Since q˙(t) = p(t) and |a| > 2, the above expression gives q˙(t)2 > 0 and
q˙(t) = sign(a)
√
a2 + 2 cos(q(t))− 2.
Assume that a > 2. I then have
d
dt
(
∂q(t)
∂a
)
=
∂
∂a
(q˙(t))
=
1√
a2 + 2 cos(q(t))− 2
(
a− sin(q(t))∂q(t)
∂a
)
> 1− 1√
a2 − 4
∣∣∣∣∂q(t)∂a
∣∣∣∣ .
Let aˆ = (a2 − 4)−1/2 and let y be the solution of
y˙ = 1− aˆ|y| y(0) = 0.
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Since ∂q(0)/∂a = 0, I have ∂q(t)/∂a ≥ y(t). The solution of this equation is
y(t) =
1
aˆ
(
1− e−aˆt) ,
which is positive for all t > 0. Therefore ∂q(t)/∂a > 0 for all t > 0. A
similar argument can be used for the case a < −2. Therefore a ∈ Amin if
|a| > 2, and I conclude that Amin is not path-connected. The first conjugate
time tc (computed numerically) is shown in Figure 3.1a for a range of
a ∈ A, and it can be seen that Amin has two path-connected components.
Example 5
As a final example, consider
F5(q) = − cos(q)− 1
8
q2. (3.55)
Theorem 1 gives the Hamiltonian system
q˙ = p p˙ = sin(q)− 1
4
q,
and ∂q(t)/∂a is found by solving (3.7), which are given by
J˙ = M M˙ =
(
cos(q(t))− 1
4
)
J.
If I choose a = 0, then
J(t) =
1√
3
(
e
√
3
2
t − e−
√
3
2
t
)
,
and ∂q(t)/∂a > 0 for all t ∈ (0, 2pi]. Therefore, 0 ∈ Amin. The first
conjugate time tc was computed numerically and is shown in Figure 3.1b.
As a varies, tc(a) oscillates around 2pi, and therefore Amin consists of many
path-connected components.
Based on these five examples, I have shown that the set Amin can have
distinct topological properties for different optimal control problems. If the
optimal control problem cannot be solved analytically (as was the case in
Examples 3, 4, and 5), then showing that Amin is path-connected without
resorting to numerical computations is a non-trivial task.
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Figure 3.1: The first conjugate time tc as a function of a ∈ A for four
optimal control problems of the form (3.50) with (a) Fi given by
(3.52)-(3.54) and (b) Fi given by (3.55). Local minima of (3.50) correspond
to a ∈ A for which tc(a) > tf = 2pi. The sets of local solutions for these
four example problems exhibit distinct topological properties.
3.3.3 Scale-invariant necessary and sufficient conditions
In this section, I describe a scale invariance property that is sometimes
satisfied by optimal control problems of the form (3.45), and I analyze the
effect this property has on the necessary and sufficient conditions for
optimality in Theorems 3 and 4. Throughout this section, assume that the
conditions in Theorem 4 hold and let h be as defined in Theorem 4, i.e.,
h(µ) = max
u∈U
Ĥ(e, µ, 1, u). (3.56)
Recall from Section 3.3.1 that the maps Γ and Ψ are defined by Γ(a) = µ
and Ψ(a) = (q, u). Also note that the solution (M,J) of (3.16) depends
only upon the choice of a ∈ A, and therefore the map Λ(a) = (M,J) can be
defined. Finally, define the map S : g∗ × Rn × R+ → g∗ by
S(µ, λ, L) =
n∑
j=1
LλjµjX
j (3.57)
for all µ ∈ g∗, λ ∈ Rn, and L ∈ R+.
Definition 1 describes the scale invariance property that is of interest in
this section.
Definition 1. The optimal control problem (3.45) and the associated
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Lie-Poisson equations, given by (3.14), are called scale-invariant if there
exists λ ∈ Rn such that for any L > 0 and any solution µ of (3.14), µ¯ is
also a solution of (3.14), where µ¯(t) = S(µ(Lt), λ, L).
By Definition 1, knowledge of a single solution µ of the Lie-Poisson
equations (3.14) provides a family of solutions, defined by
µ¯(t) = S(µ(Lt), λ, L) with L ∈ (0,∞). Two solutions of (3.14) within this
family can then be continuously deformed into one another within the set
of solutions of (3.14) by continuously varying the parameter L.
The following lemma provides a condition in terms of the Hamiltonian
function for the optimal control problem (3.45) to be scale-invariant. This
condition is typically easier to check than the conditions in Definition 1.
Lemma 4. If there exist λ ∈ Rn and λ0 ∈ R such that
h(S(µ, λ, L)) = Lλ0+1h(µ) (3.58)
Ckij (λi + λj − λk − λ0) = 0 for i, j, k = 1, . . . , n (3.59)
hold for all L > 0, then the optimal control problem (3.45) and the
associated Lie-Poisson equations (3.14) are scale-invariant.
Proof. See Appendix A.4.
The following lemma shows that if the Lie-Poisson equations (3.14) are
scale-invariant, then the solutions of (3.16) satisfy a similar scaling
property.
Lemma 5. Suppose there exist λ ∈ Rn and λ0 ∈ R such that the conditions
(3.58)-(3.59) hold for all L > 0. Now fix L > 0, let µ be a solution of the
Lie-Poisson equations (3.14), and let µ¯(t) = S(µ(Lt), λ, L). Let (M,J) be
the solution of (3.16) corresponding to µ and let (M¯, J¯) be the solution of
(3.16) corresponding to µ¯, i.e., (M,J) and (M¯, J¯) solve
M˙ = F(µ(t))M J˙ = G(µ(t))M + H(µ(t))J
˙¯M = F(µ¯(t))M¯ ˙¯J = G(µ¯(t))M¯ + H(µ¯(t))J¯. (3.60)
with the initial conditions (M(0),J(0)) = (M¯(0), J¯(0)) = (I, 0). Finally,
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define
ML = diag
(
Lλ1 , . . . , Lλn
)
JL = diag
(
Lλ0−λ1 , . . . , Lλ0−λn
)
.
Then
M¯(t) = MLM(Lt)M
−1
L J¯(t) = JLJ(Lt)M
−1
L . (3.61)
Proof. See Appendix A.5.
3.3.4 Constructing paths in the set of local solutions
I have shown that scale-invariance partitions the solutions of the
Lie-Poisson equations (3.14) into families, with solutions in each family
related by µ¯(t) = S(µ(Lt), λ, L) for some L ∈ (0,∞). This symmetry also
provides a canonical way of continuously deforming a solution into any
other solution in the same family. Theorems 3 and 4 relate local solutions
of the optimal control problem (3.45) to solutions of the Lie-Poisson
equations (3.14). Thus, if (3.14) is scale-invariant, the local solutions of
(3.45) might be partitioned in a similar way. This result is not immediately
obvious since local solutions of (3.45) do not correspond to all solutions of
(3.14), but only to normal solutions of (3.14) that satisfy the sufficient
conditions in Theorem 4.
The following lemma shows that, even with these two additional
constraints (i.e., normality and the absence of conjugate points), the set of
local solutions of (3.45) can be partitioned in the way described above.
Before stating the lemma, recall the sets A and Amin from Definitions
(3.46) and (3.48). From the assumptions in Theorem 4, it can be shown
that conjugate times along normal extremals are positive and discrete [2].
Therefore, if the normal extremal corresponding to µ = Γ(a) has conjugate
times, there exists a smallest conjugate time. Denote this smallest
conjugate time by tc(a). If the extremal Γ(a) does not have conjugate
times, let tc(a) =∞.
Lemma 6. Suppose there exist λ ∈ Rn and λ0 ∈ R such that the conditions
(3.58)-(3.59) hold for all L > 0. If a ∈ Amin and 0 < L < tc(a)/tf , then
S(a, λ, L) ∈ Amin
Proof. See Appendix A.6
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The previous lemma shows that, given any a ∈ A, the curve S(a, λ, L),
with 0 < L < tc(a)/tf , is completely contained in Amin. In the following
section, I will show that any two such curves can be connected using a third
curve completely contained in Amin.
3.3.5 Sufficient conditions for a path-connected set of local
optima
Before stating the main result, one additional lemma is needed, which shows
that conjugate points are bounded from below along continuous paths in A.
Lemma 7. Let α : [0, 1]→ A be continuous. Then there exists  > 0 such
that
 < inf
s∈[0,1]
tc(α(s)).
Proof. By Proposition 2.6 of Sachkov [133], tc(α(s)) is continuous for
s ∈ [0, 1] and, as stated earlier, tc(α(s)) is positive for s ∈ [0, 1]. Therefore
tc(α(s)) attains its minimum on [0, 1] and this minimum is positive.
I can now state and prove the main result, which provides sufficient
conditions for Cmin to be path-connected.
Theorem 7. (Sufficient conditions for a path-connected set of local
optima) Suppose A is path-connected and there exist λ ∈ Rn and λ0 ∈ R
such that the conditions (3.58)-(3.59) hold for all L > 0. Then Cmin is
path-connected.
Proof. If Amin = ∅, I will consider it to be path-connected. Suppose Amin is
nonempty and let a0, a1 ∈ Amin. Let α : [0, 1]→ A be a continuous path
such that α(0) = a0 and α(1) = a1. Such a path exists since A is assumed
to be path-connected. Choose Lmin such that
0 < Lmin < min
{
1
tf
(
inf
s∈[0,1]
tc(α(s))
)
, 1
}
, (3.62)
which is possible by Lemma 7. Now consider the path α1 : [Lmin, 1]→ A
given by
α1(s) = S(a0, λ, s). (3.63)
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Since a0 ∈ Amin, it follows that tf < tc(a0). This implies that s < tc(a0)/tf
for all s ∈ [Lmin, 1]. Therefore, by Lemma 6, α1(s) ∈ Amin for all
s ∈ [Lmin, 1]. Next, consider the path α2 : [0, 1]→ A given by
α2(s) = S(α(s), λ, Lmin). (3.64)
Since Lmin < tc(α(s))/tf for all s ∈ [0, 1] by (3.62), it follows that
α2(s) ∈ Amin for all s ∈ [0, 1] by Lemma 6. Finally, consider the path
α3 : [Lmin, 1]→ A given by
α3(s) = S(a1, λ, s). (3.65)
Since a1 ∈ Amin, it follows that tf < tc(a1). This implies that s < tc(a1)/tf
for all s ∈ [Lmin, 1]. By Lemma 6, α3(s) ∈ Amin for all s ∈ [Lmin, 1].
The union α1 ∪ α2 ∪ α3 is a continuous path in Amin connecting a0 and
a1. I conclude that Amin is path-connected, and therefore by Lemma 3, Cmin
is path-connected.
The sufficient condition in Theorem 7 allows one to check if Amin is
path-connected by only checking that the Hamiltonian function satisfies a
certain scaling property. It is somewhat surprising that the set of all local
optima can be characterized in this way without explicitly computing the
necessary or sufficient conditions for optimality in Theorems 1-2.
In Chapter 4, Theorem 7 is used to show that the set of all stable
equilibria of an inextensible, unshearable, anisotropic, uniform, and
intrinsically straight Kirchhoff elastic rod without conjugate points is
path-connected, a fact that can be exploited when designing manipulation
planning algorithms for the rod. Furthermore, in Chapter 5, the approach
taken to prove Theorem 7 is used to explicitly compute the set of all stable
equilibria of an inextensible, unshearable, isotropic, and uniform Kirchhoff
elastic rod whose centerline is a helix.
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CHAPTER 4
QUASI-STATIC MANIPULATION OF AN
ELASTIC ROD
In this chapter, the problem of robotically manipulating an elastic rod is
considered. The chapter begins with a general description of the
manipulation problem in Section 4.1 without making reference to a specific
model of the elastic rod. In the subsequent sections, the manipulation
problem is considered in the context of two elastic rod models. Section 4.2
contains the most general model considered, which is an extensible,
shearable, anisotropic, and uniform elastic rod acted upon by an arbitrary
external conservative force. In this case, geometric properties of the set of
all stable equilibrium configurations of the elastic rod are established. In
Section 4.3, the rod is assumed to be inextensible, unshearable, anisotropic,
uniform, intrinsically straight, and subject to no external forces. In this
case, it is shown that the set of all stable and collision-free equilibrium
configurations of the elastic rod is path-connected. The results in this
section extend previous work by Bretl and McCarthy [27] and by Borum
and Bretl [22,24].
4.1 Description of the manipulation problem
Consider a thin deformable wire or cable held at each end by a robotic
gripper, as shown in Figure 4.1. The wire or cable, which will be referred to
as a rod, is assumed to deform elastically, i.e., after being deformed, it
returns to its intrinsic shape when all external forces are removed. The
problem of manipulating the elastic rod can be described as follows:
Given two configurations of the elastic rod, find a path of the
robotic grippers that causes the rod to deform from one
configuration into the other.
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Figure 4.1: An elastic rod (yellow) held at each end by robotic grippers
(blue). The goal of the manipulation problem is to deform the rod into a
desired configuration by moving the grippers.
This problem inverts the questions that are typically asked in the
mechanics literature, where the objective is to determine the behavior of a
deformable object for given boundary or loading conditions. In the problem
of manipulation, however, the objective is to find boundary conditions that
produce a desired behavior. Throughout this section, I will assume that the
placement of one of the robotic grippers is fixed, while the other gripper is
used to deform the rod. The fixed end of the rod will be called the rod’s
base.
The manipulation problem, as described above, involves the dynamic
motion of the elastic rod, since moving the grippers introduces kinetic
energy into the system. While some previous work has considered the
problem of dynamically manipulating an elastic rod [88], this thesis focuses
on quasi-static manipulation, as discussed in Chapter 1. Under this
quasi-static assumption, only certain equilibrium configurations of the rod
are admissible during manipulation. In particular, three types of
equilibrium configurations must be avoided:
1. Unstable equilibrium configurations must be avoided. If an unstable
configuration is encountered, the rod experiences a bifurcation and
may, in the case of a saddle-node or subcritical pitchfork bifurcation,
dynamically move to another stable equilibrium configuration, thus
violating the quasi-static assumption. In the case of a supercritical
pitchfork bifurcation, there may be ambiguity in the rod’s
configuration for given motion of the grippers.
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2. Statically indeterminate configurations must be avoided. As is the
case with supercritical pitchfork bifurcations, there may be ambiguity
in the rod’s configuration for given motion of the grippers when the
rod is in a statically indeterminate configuration [27].
3. Configurations with self-contact must be avoided. Although elastic
rods with self-contact have been studied in previous work, as
discussed in Chapter 2, this thesis focuses on finding deformations of
the elastic rod that avoid self-contact.
An equilibrium configuration of the rod will be called admissible if it is
stable, statically determinate, and free of self-collisions. Under the
assumption of quasi-static motion, the manipulation problem can be
restated as follows:
Given two admissible equilibrium configurations of the elastic
rod, find a continuous sequence of admissible equilibrium
configurations between the two given configurations.
Although the objective of the manipulation problem is to find a path of
the robotic grippers, the above description reformulates the problem as
finding a path of the rod itself through the set of all admissible equilibrium
configurations. Planning a path of the rod itself is advantageous compared
to planning in the space of gripper poses, since multiple admissible
equilibrium configurations may exist for given gripper placements, as shown
in Figure 4.2. Since there is not a bijective correspondence between gripper
placements and equilibrium configurations, a path from starting to goal
gripper placements may not cause the rod to deform into the goal
configuration. In the following sections, the set of all admissible
configurations of the elastic rod is analyzed for two different models of the
rod. The results in the following sections allow for the manipulation
problem to be formulated as a standard motion planning problem in a
finite-dimensional configuration space [102], and the properties that are
established can be exploited when designing algorithms to solve this motion
planning problem.
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(a) (b) (c)
Figure 4.2: The equilibrium configurations in Figures 4.2a-4.2c share the
same gripper placements. Therefore, gripper placements do not uniquely
determine the rod’s configuration, and a path from starting to goal gripper
placements may not cause the rod to deform into the goal configuration.
4.2 Manipulation of a Cosserat elastic rod in an
arbitrary potential field
In this section, I consider the problem of quasi-statically manipulating an
elastic rod that is extensible, shearable, anisotropic, uniform, and acted
upon by an arbitrary external conservative force. These descriptors of the
elastic rod model are defined below. The optimal control problem whose
solutions are stable equilibrium configurations of the rod is formulated in
Section 4.2.1. In Section 4.2.2, the necessary conditions for optimality in
Theorem 5 are used to establish conditions for equilibrium, and in Section
4.2.3, the sufficient conditions for optimality in Theorem 6 are used to
establish conditions for stability. Based upon these results, geometric
properties of the set of all stable equilibrium configurations are given in
Section 4.2.4.
4.2.1 Formulation of the model
Consider an elastic rod that can deform through twisting, bending, axial
extension, and shearing. A configuration of the rod is described by two
continuous maps: r : [0, 1]→ R3, which describes the centerline of the rod,
and R : [0, 1]→ SO(3), which describes the orientation of a right-handed
orthonormal frame at each point on the curve r, where the undeformed
length of the rod has been nondimensionalized to be one. The two
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functions r and R define a continuous map q : [0, 1]→ SE(3), defined by
q(t) =
[
R(t) r(t)
0 1
]
,
where t ∈ [0, 1] denotes arc-length along the undeformed rod. The ends of
the rod are held by robotic grippers with placements q0 and q1 ∈ SE(3), so
that the map q must satisfy q(0) = q0 and q(1) = q1. The robotic gripper
with placement q0 is held fixed, while the robotic gripper with placement q1
is used to deform the rod. The map q must also satisfy the differential
equation
q˙(t) = q(t)
(
6∑
i=1
ui(t)Xi +X4
)
(4.1)
for some u : [0, 1]→ R6, where ( ˙ ) denotes the derivative with respect to
arc-length t, and where
X1 =
[
0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0
]
X2 =
[
0 0 1 0
0 0 0 0−1 0 0 0
0 0 0 0
]
X3 =
[
0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
]
X4 =
[
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
]
X5 =
[
0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
]
X6 =
[
0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0
] (4.2)
is a basis for se(3), the Lie algebra of SE(3). The function u describes the
strains in the rod, with u1 being the twisting strain, u2 and u3 the bending
strains, u4 the axial strain, and u5 and u6 the shear strains. The drift term
X4 in (4.1) accounts for the fact that if ui(t) = 0 for all t ∈ [0, 1] and
i = 1, . . . , 6, then the rod’s centerline is a straight line of length 1.
An elastic rod that can deform through twisting, bending, extension, and
shearing is often called a Cosserat elastic rod in the mechanics literature [5].
Suppose the intrinsic shape of the elastic rod q(0) : [0, 1]→ SE(3) is
described by the constant strains u(0) ∈ R6, so that q(0) satisfies (4.1) with
u(t) = u(0). If u(0) = 0, then the intrinsic shape of the rod is straight.
The elastic rod is assumed to behave according to the laws of linear
elasticity, which are valid under the assumption of small deformations. This
assumptions requires that changes in the strain u remain small, but does
not require that changes in the configuration q remain small [10]. Under this
assumption, the elastic potential energy stored in a deformed configuration
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of the rod depends quadratically on the change in strain, and is given by∫ 1
0
(
1
2
(
u(t)− u(0))T C (u(t)− u(0))+ V (r1(t), r2(t), r3(t))) dt, (4.3)
where C ∈ R6×6 is a symmetric positive-definite matrix whose entries
describe the elastic stiffness parameters of the rod. The functions r1, r2,
and r3 are the components of r, so that r(t) = [r1(t) r2(t) r3(t)]
T . The
function V : R3 → R describes the external position-dependent conservative
forces acting on the rod.
Elastically stable equilibrium configurations of the rod are functions
(q, u) that satisfy the differential constraint (4.1), obey the boundary
conditions on q(0) and q(1), and locally minimize the elastic energy
functional (4.3). Therefore, stable equilibrium configurations are found by
solving the optimal control problem
minimize
q,u
∫ 1
0
(
1
2
(
u(t)− u(0))T C (u(t)− u(0))+ V (r1(t), r2(t), r3(t))) dt
subject to q˙(t) = q(t)
(
6∑
i=1
ui(t)Xi +X4
)
q(0) = q0, q(1) = q1.
(4.4)
Before proceeding, I note that the assumption of uniformity implies that
the parameters u(0) and C are constant. In a non-uniform rod, the intrinsic
strains u(0) or the stiffness matrix C may vary with arc-length. However,
for notational convenience, I will consider the case when these parameters
are constant. Extending the results below to the arc-length varying case is
straight forward. I also note that for an anisotropic rod, the matrix C is
simply required to be symmetric and positive-definite. For an isotropic rod,
which will be considered in Chapter 5, u(0) must satisfy u(0) = 0, i.e., the
rod must be intrinsically straight, and C must satisfy
C = diag(ct, cb, cb, ca, cs, cs), where ct, cb, ca, cs > 0 are the torsional,
bending, axial, and shear stiffnesses of the rod, respectively [5].
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4.2.2 Necessary conditions for a stable equilibrium
configuration
I have shown that stable equilibrium configurations of an extensible,
shearable, anisotropic, and uniform elastic rod acted upon by an arbitrary
external conservative force are local solutions of the optimal control
problem (4.4). I now apply the necessary optimality conditions in
Theorems 1 and 5 to characterize the equilibrium configurations of the rod.
Theorem 8. A trajectory (q, u) is a normal extremal of (4.4) if and only if
there exists (µ, ψ(1), ψ(2), ψ(3)) : [0, 1]→ se∗(3)× (R4)3 satisfyingµ˙1µ˙2
µ˙3
 =
µ1µ2
µ3
×
u1u2
u3
+
µ4µ5
µ6
×
u4 + 1u5
u6
 (4.5)
µ˙4µ˙5
µ˙6
 =
µ4µ5
µ6
×
u1u2
u3
− 3∑
i=1
∂V
∂ri
∣∣∣∣
r=
(
ψ
(1)
4 ,ψ
(2)
4 ,ψ
(3)
4
)
ψ
(i)
1
ψ
(i)
2
ψ
(i)
3
 (4.6)
ψ˙
(i)
1
ψ˙
(i)
2
ψ˙
(i)
3
 =
ψ
(i)
1
ψ
(i)
2
ψ
(i)
3
×
u1u2
u3
 ψ˙(i)4 = ψ(i)1 (4.7)
q˙ = q
(
6∑
i=1
uiXi +X4
)
(4.8)
u = C−1

µ1
...
µ6
+ u(0), (4.9)
with initial conditions q(0) = q0, µ(0) =
∑6
i=1 aiX
i, and ψ(i) = χ
(i)
0 q0 for
some a ∈ R6, where χ(1)0 = [1 0 0 0], χ(2)0 = [0 1 0 0], and χ(3)0 = [0 0 1 0].
Proof. I begin by showing that there are no abnormal extremals. Theorem
1 says that (q, u) is abnormal if and only if it is the projection of an integral
curve (q, p) of XH that satisfies (3.4), where
H(q, p, t) = Ĥ(q, p, 0, u(t))
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and
Ĥ(q, p, 0, u(t)) =
〈
p, q
(
6∑
i=1
uiXi +X4
)〉
. (4.10)
Since Ĥ is a linear function of ui for i = 1, . . . , 6, the condition (3.4) is only
possible if p = 0, which, by Theorem 1, cannot happen in the abnormal
case, so there are no abnormal extremals.
Now consider the normal case, and observe that the problem (4.4) can be
written as
minimize
q,u
∫ 1
0
(
1
2
(
u(t)− u(0))T C (u(t)− u(0))
+ V
(
χ
(1)
0 q(t)v0, χ
(2)
0 q(t)v0, χ
(3)
0 q(t)v0
))
dt
subject to q˙(t) = q(t)
(
6∑
i=1
ui(t)Xi +X4
)
q(0) = q0, q(1) = q1,
where χ
(1)
0 = [1 0 0 0], χ
(2)
0 = [0 1 0 0], χ
(3)
0 = [0 0 1 0], and v0 = [0 0 0 1]
T ,
which has the form of the problem (3.23). The optimal control problem
(4.4) can therefore be written in the form of (3.23), and the necessary
conditions in Theorem 5 can be applied. In the normal case, the extended
Hamiltonian function Hχ on T
∗S × [0, tf ], where now S = SE(3)× (R4)3, is
defined in (3.26)-(3.27) and is given by
Hχ(q, p,v
(1), v(2), v(3), χ(1), χ(2), χ(3), t)
=
〈
p, q
(
6∑
i=1
ui(t)Xi +X4
)〉
−
(
1
2
(
u(t)− u(0))T C (u(t)− u(0))
+ V
(
χ(1)q(t)v0, χ
(2)q(t)v0, χ
(3)q(t)v0
))
,
and the reduced Hamiltonian function h on s∗ × [0, tf ] defined in (3.29) is
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given by
h(µ, ψ(1), ψ(2), ψ(3), t) =
6∑
i=1
µiui + µ4
−
(
1
2
(
u(t)− u(0))T C (u(t)− u(0))
+ V
(
ψ
(1)
4 , ψ
(2)
4 , ψ
(3)
4
))
.
Using the coordinate equations (3.34)-(3.35), a short calculation shows that
equations (4.5)-(4.6) follow from the differential equation (3.32) in Theorem
5, equation (4.7) follows from the differential equation (3.33) in Theorem 5,
equation (4.8) follows from (3.31) in Theorem 5, and equation (4.9) follows
from the maximization condition (3.4) in Theorem 1, since Ĥχ is quadratic
in u. The result follows from the conclusions of Theorem 5.
Extrema of the optimal control problem (4.4) can now be found by
solving the differential equations (4.5)-(4.9). These extrema correspond to
equilibrium configurations of the elastic rod. Note that the only
undetermined parameter in Theorem 8 is the initial condition a ∈ Rn. In
Section 4.2.4, I will use the choice of a as a coordinate to parameterize the
set of all stable equilibrium configurations without conjugate points.
The functions µ1, . . . , µ6 in Theorem 8 have a physical interpretation as
the internal forces and torques acting on the rod, as shown in Figure 4.3,
with [µ1(t) µ2(t) µ3(t)]
T describing the components of the torque and
[µ4(t) µ5(t) µ6(t)]
T describing the components of the force in terms of the
orthonormal frame R(t). Indeed, a force-torque balance on an
infinitesimally short section of the rod produces the system (4.5)-(4.6), and
the condition (4.9) can be interpreted as the constitutive equations that
relate the internal forces and torques with the strains [5]. I also note that
there are no statically indeterminate configurations in the problem (4.4),
since for any configuration (q, u), the torques [µ1(t) µ2(t) µ3(t)]
T and forces
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q(t)
µ1(t)
µ2(t)
µ3(t)
µ4(t)
µ5(t)
µ6(t)
Figure 4.3: The components of µ(t) can be interpreted as the internal
forces and torques acting on the rod at arc-length t in terms of the
orthonormal frame q(t) attached to the rod’s centerline.
[µ4(t) µ5(t) µ6(t)]
T can be uniquely determined by
µ1(t)
µ2(t)
µ3(t)
µ4(t)
µ5(t)
µ6(t)

= C−1
(
u(t)− u(0)) .
4.2.3 Sufficient conditions for a stable equilibrium
configuration
I now apply the sufficient conditions in Theorem 2 to the problem (4.4) to
determine which extremals in Theorem 8 are local minima. Since the
problem (4.4) can be written in the form (3.23), the equivalent sufficient
conditions in Theorem 6 can be applied to the problem (4.4).
Before stating the theorem, recall the notation (q, u) = Ψ(a) introduced
in Section 3.3.1. The map Ψ is well defined since, for given a ∈ R6, the
differential equations (4.5)-(4.9) can be integrated with the initial
conditions q(0) = q0, µ(0) =
∑6
i=1 aiX
i, and ψ(i) = χ
(i)
0 q0 to find (q, u). The
following lemma is needed in order to apply the condtions in Theorem 2.
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Lemma 8. If Ψ(a) = Ψ(a¯) for some a, a¯ ∈ R6, then a = a¯.
Proof. Let (q, u) = Ψ(a). It is sufficient to show that a is uniquely defined
by u. From (4.9), it follows that
a = C−1(u(0)− u(0)), (4.11)
and the result follows.
The sufficient conditions in Theorems 2 and 6 can now be applied to the
problem (4.4).
Theorem 9. Suppose the function V (r1, r2, r3) is such that the vector field
defined by (4.5)-(4.9) is complete. Let a ∈ R6 and let q, u, µ, ψ(1), ψ(2), and
ψ(3) be the solutions of (4.5)-(4.9) with the initial conditions q(0) = q0,
µ(0) =
∑6
i=1 aiX
i, and ψ(i) = χ
(i)
0 q0. Solve the (linear, time-varying) matrix
differential equations
M˙ = FM +
3∑
i=1
L(i)K(i) (4.12)
K˙(i) = R(i)M + S(i)K(i) (4.13)
J˙ = GM + HJ (4.14)
with the initial conditions M(0) = I, K(i)(0) = 0, and J(0) = 0, where the
matrices F, L(i), R(i), and S(i) are computed by linearizing the ordinary
differential equations (4.5)-(4.7), and G and H are given by
G = C−1
H =

0 u3 −u2 0 0 0
−u3 0 u1 0 0 0
u2 −u1 0 0 0 0
0 u6 −u5 0 u3 −u2
−u6 0 u4 + 1 −u3 0 u1
u5 −u4 − 1 0 u2 −u1 0

.
Then, (q, u) is a local optimum of (4.4) for q1 = q(1) if det(J(t)) 6= 0 for all
t ∈ (0, 1].
Proof. As has already been shown, normal extremals of (4.4) correspond to
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integral curves of the parameterized Hamiltonian function
Ĥ(q, p, 1, u)
=
〈
p, q
(
6∑
i=1
ui(t)Xi +X4
)〉
−
(
1
2
(
u(t)− u(0))T C (u(t)− u(0))
+ V
(
χ
(1)
0 q(t)v0, χ
(2)
0 q(t)v0, χ
(3)
0 q(t)v0
))
,
which satisfies
∂2Ĥ
∂u2
= −C < 0
and admits a unique maximum at
u = C−1

µ1
...
µ6
+ u(0).
By Lemma 8, the mapping from (q, u) to a and hence from (q, u) to µ is
unique. By equation (3.30) in Theorem 5, the mapping from (q, u) to (q, p)
is unique. Therefore, the assumptions in Theorem 2 are satisfied and the
sufficient conditions for optimality in Theorem 2 can be applied.
Since the problem (4.4) can be written in the form (3.23), as shown in
the proof of Theorem 8, the equivalent conditions in Theorem 6 can be
applied. The Hamiltonian function h : s∗ → R defined in (3.37) is given by
h(µ, ψ(1), ψ(2), ψ(3)) =
1
2

µ1
...
µ6

T
C−1

µ1
...
µ6
+

µ1
...
µ6

T
u(0) − V
(
ψ
(1)
4 , ψ
(2)
4 , ψ
(3)
4
)
and the matrices F, L(i), R(i), S(i), G, and H can be computed from the
formulae (3.38) and (3.42). The result follows from Theorem 6.
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4.2.4 Geometric properties of the set of stable equilibrium
configurations
I have established necessary and sufficient conditions for (q, u) to be a local
minimum of the optimal control problem (4.4). From a mechanical
perspective, these necessary and sufficient conditions provide conditions for
equilibrium and stability, respectively, of the elastic rod described in
Section 4.2.1. I now use these conditions to provide a geometric
characterization of the set of all stable equilibria of the rod.
In a similar fashion to the notation used in Section 3.3.1, let A = R6, and
let C = Ψ(A). Also define Amin ⊂ A by
Amin = {a ∈ A : (q, u) = Ψ(a) satisfies the conditions in Theorem 9} ,
and let Cmin = Ψ(Amin). Then C is the set of all equilibrium configurations
of the elastic rod, and Cmin is the set of all stable equilibrium configurations
without conjugate points. The following lemmas are needed before stating
the main result.
Lemma 9. The map Ψ|Amin : Amin → Cmin is a homeomorphism.
Proof. Ψ|Amin is surjective by construction and injective by Lemma 8, and
continuity of Ψ|Amin follows from Theorem 8. Also, by (4.11), a depends
continuously on u(0), so Ψ−1|Cmin : C → A is continuous. The result
follows.
Lemma 10. If the topological n-manifold M has an atlas consisting of the
single chart (M,α), then N = α(M) is a topological n-manifold with an
atlas consisting of the single chart (N, idN), where idN is the identity map.
Furthermore, both M and N are smooth n-manifolds and α : M → N is a
diffeomorphism.
Proof. See Lemma 5 in [27].
I can now state the main result of this section.
Theorem 10. Cmin is a smooth six-dimensional manifold with smooth
structure determined by an atlas with the single chart (Cmin,Ψ−1|Cmin).
Proof. By Lemma 9, Ψ|Amin : Amin → Cmin is a homeomorphism. Next, by
Theorem 9, membership in Amin requires det(J(t)) 6= 0 for all t ∈ (0, 1].
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Since the map (M,J) = Λ(a) is a continuous function of a, the set Amin is
open. Thus Cmin is a topological manifold with an atlas consisting of the
single chart (Cmin,Ψ−1|Cmin). By Lemma 10, Cmin is a smooth
six-dimensional manifold, and the result follows.
In the initial description of the manipulation problem in Section 4.1, a
solution of the manipulation problem was described as a continuous
sequence of admissible equilibrium configurations of the rod. Theorem 10
shows that the set of all admissible equilibrium configurations is a smooth
six-dimensional manifold that is parameterized by a single global coordinate
chart. Therefore, the manipulation problem can now be restated as a
standard motion planning problem in a six-dimensional configuration space:
Given two points a, a′ ∈ Amin ⊂ R6, find a continuous path in
Amin between a and a′.
Many approaches exist for solving such motion planning problems [102].
When using a sampling-based planning algorithm, such as the probabilistic
roadmap method or the rapidly-exploring random tree algorithm, points
a ∈ R6 can be sampled and the conditions in Theorem 9 can be evaluated
to determine if a ∈ Amin. Furthermore, as described in [27], a collision
checking algorithm can be used to determine if the configuration
corresponding to a ∈ Amin has self-intersections.
4.3 Manipulation of a Kirchhoff rod without body
forces
The previous section considered the problem of manipulating an elastic rod
that is extensible, shearable, anisotropic, uniform, and subject to a
conservative external force. Although it was shown that the set of all stable
equilibrium configurations is a smooth six-dimensional manifold, numerical
motion planning algorithms must still be used to find paths between given
points on this manifold. Furthermore, it was not established that the set of
all stable equilibrium configurations is path-connected. Therefore, there
may be configurations of the elastic rod for which no path between them
exists.
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In this section, I consider the problem of manipulating an elastic rod that
is inextensible, unshearable, anisotropic, uniform, intrinsically straight, and
free from external forces. Under these simplifications, it is shown that the
set of all stable equilibrium configurations without conjugate points is
indeed path-connected, and a semi-analytical approach for finding paths
between any two rod configurations is described. The optimal control
problem whose solutions are stable equilibrium configurations of this
simplified rod model is formulated in Section 4.3.1. This optimal control
problem was previously analyzed by Bretl and McCarthy using the
optimality conditions in Theorems 3 and 4. I recall their results on
necessary and sufficient conditions in Sections 4.3.2 and 4.3.3. In Section
4.3.4, I derive a geometric characterization of the set of all stable
equilibrium configurations. Finally, In Section 4.3.5, I use the results in
Theorem 7 to establish topological properties of the set of all stable
equilibrium configurations.
4.3.1 Formulation of the model
Consider again the model (4.4) derived in Section 4.2.1, and now suppose
that the elastic rod is inextensible, unshearable, anisotropic, uniform,
intrinsically straight, and free from external forces. An elastic rod that is
inextensible and unshearable is often called a Kirchhoff elastic rod in the
mechanics literature [5]. The assumptions of inextensibility and
unshearability imply that the axial strain u4 and the shear strains u5, u6
satisfy u4(t) = u5(t) = u6(t) = 0 for all t ∈ [0, tf ]. The assumption that the
rod is intrinsically straight implies that u(0) = 0. As was the case in Section
4.2.1, the assumption of uniformity implies that the stiffness parameters of
the rod are constant in arc-length. The assumption of no external forces
implies that V (r1, r2, r3) = 0. I will make the additional assumption that
the stiffness matrix C is diagonal with C = diag(c1, c2, c3) (where C now
has dimensions 3× 3 since u4(t) = u5(t) = u6(t) = 0). Note that this
assumption does not make the rod isotropic, since isotropy requires c2 = c3,
as discussed at the end of Section 4.2.1.
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Under these simplifications, the optimal control problem (4.4) becomes
minimize
q,u
∫ 1
0
1
2
(c1u1(t) + c2u2(t) + c3u3(t)) dt
subject to q˙(t) = q(t)
(
3∑
i=1
ui(t)Xi +X4
)
q(0) = q0, q(1) = q1,
(4.15)
where now (q, u) : [0, 1]→ SE(3)× R3. The optimal control problem (4.15)
was previously analyzed by Bretl and McCarthy [27]. In their work, they
applied the necessary and sufficient conditions in Theorems 3 and 4 to the
problem (4.15). In the following two sections, I briefly recall their results.
4.3.2 Necessary conditions for a stable equilibrium
configuration
The necessary conditions for optimality in Theorem 3 can be applied to the
problem (4.15), resulting in conditions that must be satisfied by equilibrium
configurations of the elastic rod. These conditions, originally appearing in
work by Bretl and McCarthy [27], are given below in Theorem 11.
Theorem 11. A trajectory (q, u) is a normal extremal of (4.15) for
q1 = q(1) if and only if there exists µ : [0, 1]→ se∗(3) satisfyingµ˙1µ˙2
µ˙3
 =
µ1µ2
µ3
×
u1u2
u3
+
µ4µ5
µ6
×
10
0
 (4.16)
µ˙4µ˙5
µ˙6
 =
µ4µ5
µ6
×
u1u2
u3
 (4.17)
q˙ = q
(
3∑
i=1
uiXi +X4
)
(4.18)
ui =
µi
ci
for i = 1, 2, 3, (4.19)
with initial conditions q(0) = q0 and µ(0) =
∑6
i=1 aiXi for some a ∈ A,
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where
A = {a ∈ R6 : (a2, a3, a5, a6) 6= (0, 0, 0, 0)} . (4.20)
Proof. See Theorem 5 in [27].
Extremals of the optimal control problem (4.15) can now be found by
solving the differential equations (4.16)-(4.19). Extremals corresponding to
initial conditions a ∈ A are normal, while extremals corresponding to initial
conditions a ∈ R6\A are abnormal. As was discussed following Theorem 8,
the functions µ1, . . . , µ6 in Theorem 11 can again be interpreted as the
internal forces and torques acting on the rod, and a force-torque balance on
an infinitesimally short section of the rod produces the system
(4.5)-(4.6) [5]. Unlike the problem in Section 4.2, however, the problem
(4.15) does have statically indeterminate configurations. It can be shown
that the statically indeterminate configurations are exactly the abnormal
extremals of the problem (4.15) [27].
4.3.3 Sufficient conditions for a stable equilibrium
configuration
The sufficient conditions for optimality in Theorem 4 can also be applied to
the problem (4.15), which allows for the minimizing extremals in Theorem
11 to be distinguished from the non-minimizing extremals. These sufficient
conditions, originally appearing in work by Bretl and McCarthy [27], are
given below in Theorem 12.
Theorem 12. Let a ∈ A and let q, u and µ be the solutions of
(4.16)-(4.19) with the initial conditions q(0) = q0 and µ(0) =
∑6
i=1 aiX
i.
Solve the (linear, time-varying) matrix differential equations
M˙ = FM (4.21)
J˙ = GM + HJ (4.22)
with the initial conditions M(0) = I and J(0) = 0, where the matrix F is
computed by linearizing the ordinary differential equations (4.16)-(4.17),
and G and H are given by
G = diag(c−11 , c
−2
2 , c
−1
3 , 0, 0, 0)
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H =

0 u3 −u2 0 0 0
−u3 0 u1 0 0 0
u2 −u1 0 0 0 0
0 0 0 0 u3 −u2
0 0 1 −u3 0 u1
0 −1 0 u2 −u1 0

.
Then, (q, u) is a local optimum of (4.15) for q1 = q(1) if det(J(t)) 6= 0 for
all t ∈ (0, 1].
Proof. See Theorem 7 in [27].
4.3.4 Geometric properties of the set of stable equilibrium
configurations
The necessary and sufficient optimality conditions in Theorems 11 and 12
provide conditions for equilibrium and stability, respectively, of the
Kirchhoff elastic rod described in Section 4.3.1. As was done in Section
4.2.4, these conditions can be used to establish geometric properties of the
set of all stable equilibria of the rod.
As in Section 4.2.4, let C = Ψ(A), where A is defined in (4.20). Also
define Amin ⊂ A by
Amin = {a ∈ A : (q, u) = Ψ(a) satisfies the conditions in Theorem 12} ,
and let Cmin = Ψ(Amin). Then C is the set of all equilibrium configurations
of the elastic rod, and Cmin is the set of all stable equilibrium configurations
without conjugate points. The following lemmas, which are analogous to
Lemmas 8 and 9 from Sections 4.2.3 and 4.2.4, are needed before stating
the main result.
Lemma 11. If Ψ(a) = Ψ(a¯) for some a, a¯ ∈ A, then a = a¯.
Proof. See Lemma 3 in [27].
Lemma 12. The map Ψ|Amin : Amin → Cmin is a homeomorphism.
Proof. Ψ|Amin is surjective by construction and injective by Lemma 11, and
continuity of both Ψ|Amin and Ψ−1|Cmin : C → A follows from Lemma 4
in [27]. The result follows.
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The main result of this section can now be stated.
Theorem 13. Cmin is a smooth six-dimensional manifold with smooth
structure determined by an atlas with the single chart (Cmin,Ψ−1|Cmin).
Proof. The result follows from a proof identical to the one used to establish
Theorem 10.
As was the case in Section 4.2.4, the manipulation problem for a
Kirchhoff rod can be cast as a standard motion planning problem in a
six-dimensional configuration space, for which many solution approaches
exist [102].
4.3.5 Topological properties of the set of stable equilibrium
configurations
In the previous section, I derived a geometric characterization of the set of
all stable equilibrium configurations of an elastic rod that is inextensible,
unshearable, anisotropic, uniform, intrinsically straight, and free from
external forces. While this result aids in formulating the manipulation
problem as a standard motion planning problem in a finite-dimensional
configuration space, this result does not provide any insight into whether or
not a solution of the manipulation problem can be found. In this section, I
use the results from Theorem 7 to show that the set of all stable equilibrium
configurations of the rod without conjugate points is path connected,
thereby showing that a solution to the manipulation problem always exists.
I begin by stating the main result in Theorem 14. Following Theorem 14,
I describe a semi-analytical procedure for finding paths between any two
points in Amin, and I provide a qualitative interpretation of the result in the
theorem.
Theorem 14. Amin and Cmin are path-connected.
Proof. The result is established by applying Theorem 7 to the problem
(4.15). First observe that the set A defined in (4.20) is path-connected.
Next let λ = [1 1 1 2 2 2]T and λ0 = 1. The Hamiltonian function defined
in (3.56) for the problem (4.15) is given by
h(µ) =
1
2
(
µ21
c1
+
µ22
c2
+
µ23
c3
)
+ µ4,
63
and a short calculation shows that
h(S(µ, λ, L)) =
1
2
(
(Lµ1)
2
c1
+
(Lµ2)
2
c2
+
(Lµ3)
2
c3
)
+ L2µ4
= L2
(
1
2
(
µ21
c1
+
µ22
c2
+
µ23
c3
)
+ µ4
)
= Lλ0+1h(µ)
holds for all L > 0, so the condition (3.58) is satisfied. A long but
straightforward calculation shows that Ckij (λi + λj − λk − λ0) = 0 for all
i, j, k = 1, . . . , 6, where the structure constants Ckij are defined by (3.11) for
the basis (4.2). Therefore, the condition (3.59) is also satisfied. The result
follows from Theorem 7.
Theorem 14 shows that a solution of the manipulation problem can
always be found. Furthermore, the proof of Theorem 7 provides a
semi-analytical procedure for constructing paths in Amin. To see how,
suppose that a and a′ ∈ Amin, and let α : [0, 1]→ A be a continuous path
such that α(0) = a and α(1) = a′. Such a path exists since A, as defined in
(4.20), is path-connected.
Next, recall the notation (M,J) = Λ(a) introduced in Section 3.3.1. For
each s ∈ [0, 1] compute (M,J) = Λ(α(s)) by solving the matrix differential
equations (4.21)-(4.22) in Theorem 12, and let tc(α(s)) denote the first
arc-length t ∈ (0, 1] at which det(J(t)) = 0. If no such arc-length exists, let
tc(a) = 1. Then let Lmin be such that
0 < Lmin < min{tc(α(s)) : s ∈ [0, 1]}.
Now consider the three paths
S(a, λ, L) with L ∈ [Lmin, 1] (4.23)
S(α(s), λ, Lmin) with s ∈ [0, 1] (4.24)
S(a′, λ, L) with L ∈ [Lmin, 1], (4.25)
which were used in the proof of Theorem 7. The concatenation of these
three paths is a continuous path, and from the proof of Theorem 7, this
path is contained in Amin. To construct this path, all that needs to be
computed is the value Lmin, which can be approximated by computing
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tc(α(s)) at sampled points within the interval [0, 1].
A qualitative understanding of the scaling symmetry underlying Theorem
14 can be obtained by determining how the scaling affects extremals (q, u).
To see this affect, recall the notation µ = Γ(a) introduced in Section 3.3.1,
and suppose (q, u) = Ψ(a) and (q′, u′) = Ψ(S(a, λ, L)) for some L ∈ (0, 1],
and let µ = Γ(a) and µ′ = Γ(S(a, λ, L)). By Lemma 4, it is true that
µ′(t) = S(µ(Lt), λ, L), and then by (4.19), it follows that u′(t) = Lu(Lt) for
t ∈ [0, 1]. Next define DL ∈ R4×4 by DL = diag(1, 1, 1, L) and observe that
d
dt
(
DLq(Lt)D
−1
L
)
= LDLq˙(Lt)D
−1
L
= LDLq(Lt)
(
3∑
i=1
ui(Lt)Xi +X4
)
D−1L
= DLq(Lt)D
−1
L
(
3∑
i=1
Lui(Lt)Xi +X4
)
=
(
DLq(Lt)D
−1
L
)( 3∑
i=1
u′i(t)Xi +X4
)
,
where the second equality follows from (4.18) and the commutation in the
third equality is easily verified. Based upon the above computation, it is
clear that DLq(Lt)D
−1
L solves (4.18) for the strains u
′(t), and therefore
q′(t) = DLq(Lt)D−1L .
The position components of q and q′, denoted by r and r′, are related by
r′(t) = r(Lt)/L. Therefore, the centerline r′ is obtained by taking a fraction
L ∈ (0, 1] of the centerline r and then applying a dilation of factor 1/L so
that the arc-length of the centerline is preserved. An example of this
procedure is shown in Figure 4.4. In this example, the original rod
configuration, shown in Figure 4.4a, is approximately cut in half in Figures
4.4b-4.4c, so that L ≈ 1/2. The resulting configuration is dilated by a
factor of 2 so that the configurations in Figures 4.4a and 4.4d have the
same length. Continuously decreasing L from 1 to 0 produces a family of
configurations, and as was shown in Theorem 7, if the original configuration
is stable, then every configuration in the family is also stable.
I now show that the above arguments can be used to strengthen Theorem
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(a) (b) (c) (d)
Figure 4.4: By cutting the rod in Figure 4.4a in half and then scaling the
shortened rod by a factor of two, as in Figure 4.4d, a new configuration of
the rod in Figure 4.4a can be found.
14. Define Afree ⊂ Amin and Cfree ⊂ Cmin by
Afree = {a ∈ Amin : the position component r of (q, u) = Ψ(a) is injective}
Cfree = Ψ(Afree),
so that Cfree is the set of all stable equilibrium configurations without
conjugate points that do not have self-intersections. The final result in this
section extends Theorem 14 to the set Cfree, thereby showing that the set of
all stable and non-self-intersecting equilibrium configurations of the elastic
rod without conjugate points is path-connected.
Theorem 15. Cfree is path-connected.
Proof. Suppose L ∈ (0, 1]. If the position component r of (q, u) = Ψ(a) is
injective, then so is the position component r′ of (q′, u′) = Ψ(S(a, λ, L)),
since r′(t) = r(Lt)/L. Therefore, if a ∈ Afree then S(a, λ, L) ∈ Afree for
L ∈ (0, 1]. Next note that for any (q, u) = Ψ(a) for which the position
component r is not injective, there exists L ∈ (0, 1) for which r(Lt)/L is
injective. This result follows from the fact that r˙(0) = q0 [1 0 0 0]
T 6= 0.
Finally, if a, a′ ∈ Afree and Lmin is chosen sufficiently small, then the
paths defined in (4.23)-(4.25) connect a and a′ and are completely
contained in Afree. Thus Afree is path-connected, and since Ψ is continuous,
Cfree = Ψ(Afree) is path-connected.
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CHAPTER 5
STABILITY PROPERTIES OF
KIRCHHOFF RODS WITH HELICAL
CENTERLINES
The problems considered in Chapter 4 focused on manipulation of
deformable objects. I now shift attention to problems concerning the
mechanical properties of such objects. In this chapter, I study the stability
properties of an inextensible, unshearable, isotropic, and uniform Kirchhoff
elastic rod whose centerline is a helix. Equilibria of such elastic rods were
first classified by Kirchhoff [93]. Although methods for determining the
stability of helical rods have been derived in previous work,
e.g., [36, 68,113], the problem of computing the set of all helical
configurations that are stable has remained open since Kirchhoff’s initial
work. In this section, I use the topological results in Section 3.3 to compute
this set. In Section 5.1, I characterize the helical equilibria of a Kirchhoff
elastic rod, and in Section 5.2, I analyze the conditions for stability of such
rods. The scaling property used to prove Theorem 14 is used in Section 5.3
to derive a topological property of the set of all stable helices. Finally, in
Section 5.4, this topological property is used to compute and visualize the
set of all stable helices. The results in this section extend preliminary work
by Borum and Bretl [23].
5.1 Equilibria of a Kirchhoff elastic rod with helical
centerline
Consider again the elastic rod model derived in Section 4.3.1 for an
inextensible, unshearable, anisotropic, and uniform Kirchhoff elastic rod.
Stable equilibrium configurations of the rod are local solutions of the
optimal control problem (4.15), and Theorem 11 provides necessary
conditions that extrema of the problem (4.15) must satisfy. Under the
additional assumption that the rod is isotropic, the parameters in the
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problem (4.15) satisfy c2 = c3, and by nondimensionalizing the cost
function in (4.15), I may assume c2 = c3 = 1. With this assumption, the
necessary conditions in (4.16)-(4.19) from Theorem 11 can be written as
µ˙1 = 0 µ˙4 = µ3µ5 − µ2µ6
µ˙2 = kµ1µ3 + µ6 µ˙5 = c
−1µ1µ6 − µ3µ4
µ˙3 = −kµ1µ2 − µ5 µ˙6 = µ2µ4 − c−1µ1µ5,
(5.1)
u1 = c
−1µ1 u2 = µ2 u3 = µ3 (5.2)
q˙ = q (u1X1 + u2X2 + u3X3 +X4) , (5.3)
where k = (c−1 − 1), with initial conditions q(0) = q0 and µi(0) = ai for
some q0 ∈ SE(3) and some a ∈ A, with A as defined in (4.20). For
notational convenience, I have relabeled c1 as c in (5.1)-(5.3).
Let µ and (q, u) be a solution of (5.1)-(5.3). Following the analysis
in [17], the curvature κ and torsion τ of the centerline of the corresponding
rod configuration can be defined in terms of µ by
κ2 = µ22 + µ
2
3 τ = µ1 −
µ2µ5 + µ3µ6
κ2
. (5.4)
The centerline of a rod configuration is a helix if both its curvature and
torsion are constant. The following Theorem provides the initial conditions
a ∈ A that produce rod configurations with helical centerlines.
Theorem 16. Let µ and (q, u) be a solution of (5.1)-(5.3) with initial
conditions q(0) = q0 and µi(0) = ai for some q0 ∈ SE(3) and some a ∈ A.
Then q traces a helix with curvature κ > 0 and torsion τ if and only if the
initial condition a satisfies
a1 = ω a2 = κ cosφ0 a3 = κ sinφ0
a4 = τ(ω − τ) a5 = κ(ω − τ) cosφ0 a6 = κ(ω − τ) sinφ0.
(5.5)
for some φ0 ∈ S1 and ω ∈ R.
Proof. The helical solutions of (5.1)-(5.3) were first classified by
Kirchhoff [93], and the equations (5.5) can be found in previous literature,
e.g., [36, 68]. In Appendix B.1, I recall a succinct approach for determining
the initial conditions (5.5) based upon preliminary work by Borum and
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Bretl [23].
5.2 Stability of a Kirchhoff elastic rod with helical
centerline
In this section, I derive properties of the matrix differential equations that
govern the stability of a Kirchhoff elastic rod with a helical centerline.
Given a solution of the system (5.1)-(5.3), the sufficient conditions in
Theorem 12 can be applied to determine if the extremal (q, u) is a local
minimum of the problem (4.15), or equivalently, if the corresponding elastic
rod configuration is stable. For the isotropic case described in the previous
section, the coefficient matrices F, G, and H in Theorem 12 are given by
F =

0 0 0 0 0 0
kµ3 0 kµ1 0 0 1
−kµ2 −kµ1 0 0 −1 0
0 −µ6 µ5 0 µ3 −µ2
c−1µ6 0 −µ4 −µ3 0 c−1µ1
−c−1µ5 µ4 0 µ2 −c−1µ1 0

(5.6)
G = diag(c, 1, 1, 0, 0, 0) (5.7)
H =

0 µ3 −µ2 0 0 0
−µ3 0 c−1µ1 0 0 0
µ2 −c−1µ1 0 0 0 0
0 0 0 0 µ3 −µ2
0 0 1 −µ3 0 c−1µ1
0 −1 0 µ2 −c−1µ1 0

. (5.8)
By Theorem 12, an extremal (q, u) corresponding to a solution of
(5.1)-(5.3) is a local minimum of (4.15) if det(J(t)) 6= 0 for all t ∈ (0, 1],
where J and M satisfy the matrix differential equations
J˙ = HJ + GM M˙ = FM (5.9)
J(0) = 0 M(0) = I, (5.10)
In the following theorem, I show that the values of t at which
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det(J(t)) = 0 only depend upon the parameters κ, τ , and ω appearing in
(5.5), and are independent of the parameter φ0 and the stiffness parameter
c. The proof of this result, appearing in Appendix B.2, relies on integrating
the above matrix differential equations to find J and M in closed-form.
Theorem 17. Let µ be a solution of (5.1) with initial conditions
µi(0) = ai, where a satisfies (5.5) for some κ > 0, τ , φ0, and ω. Also let J
and M be the solutions of (5.9)-(5.10) corresponding to this choice of a.
Then the values of t at which det(J(t)) = 0 are invariant with respect to
changes in the parameters φ0 and c.
Proof. See Appendix B.2.
5.3 A topological property of the set of all stable
helices
I have shown that conjugate points are independent of the values of φ0 and
c, and therefore the stability of a helical equilibrium configuration only
depends upon the curvature κ, torsion τ , and twisting moment ω of the
configuration. For simplicity, and without any loss of generality, I assume
that φ0 = 0 and c = 1 in the remainder of this section. The parameter
space of helical stability is now a three-dimensional half-space, with
coordinates κ > 0, τ , and ω. In this section, I discuss how the scaling
symmetry used to establish Theorem 14 can be used to characterize the set
of all stable equilibria with helical centerlines. In particular, I show that
the closure of this set is star-convex.
Suppose a ∈ A has the form (5.5) for some κ > 0, τ , and ω, with φ0 = 0.
From the proof of Theorem 14 in Section 4.3.5, the system (5.1) is scale
invariant. Thus, if (M,J) = Λ(a) and (M¯, J¯) = Λ(S(a, λ, L)) for some
L > 0 with λ = [1 1 1 2 2 2]T and λ0 = 1, it follows that J¯(t) and J(Lt)
satisfy (3.61), and therefore
det(J¯(t)) = L−12 det(J(Lt)) (5.11)
Next, note that since a has the form (5.5), it follows that a¯ = S(a, λ, L) can
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be written as
a¯1 = Lω a¯2 = Lκ cosφ0 a¯3 = Lκ sinφ0
a¯4 = Lτ(Lω − Lτ) a¯5 = Lκ(Lω − Lτ) cosφ0 a¯6 = Lκ(Lω − Lτ) sinφ0,
(5.12)
and the extremal Ψ(S(a, λ, L)) corresponds to helix with curvature Lκ,
torsion Lτ , and twisting moment Lω.
The main result of this section can now be stated.
Theorem 18. The closure of the set of all values of curvature κ > 0,
torsion τ , and twisting moment ω corresponding to stable helical equilibria
is star-convex.
Proof. Suppose the point (κ, τ, ω) with κ > 0 corresponds to a stable helical
equilibrium, i.e., the extremal (q, u) = Ψ(a), where a has the form (5.5),
satisfies the conditions in Theorem 12 and is therefore a local minimum of
(4.15). Thus det(J(t)) 6= 0 for all t ∈ (0, 1), where (M,J) = Λ(a). Then, for
any L ∈ (0, 1], equations (5.11) and (5.12) imply that (Lκ, Lτ, Lω) also
corresponds to a stable helical equilibrium. Since L is arbitrary, I conclude
that the ray defined by (Lκ, Lτ, Lω) with L ∈ (0, 1] is contained within the
subset of stable helices.
Now recall that the curvature must satisfy κ > 0 since a ∈ A, and
therefore L 6= 0. While the set of stable helices might not be star-convex,
its closure, which contains the origin in the (κ, τ, ω) parameter space, is
star-convex.
In the next section, this topological property of the set of all stable
helical equilibria is used to compute and visualize the set.
5.4 Computing the set of all stable helical equilibria
I now show that (5.11) can be used to find the intersection between each
ray extending from the origin in the (κ, τ, ω) parameter space and the
boundary between stable and unstable helices. As I will show, the ability to
find this intersection allows for the set of all stable helices to be visualized.
Suppose a ∈ A has the form (5.5) for some κ > 0, τ , and ω, with φ0 = 0,
and let (M,J) = Λ(a). Also suppose that the solution interval t ∈ [0, 1] is
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extended, if needed, until the first conjugate point L∗ is found, if it exists.
Then
det(J(L∗)) = 0
det(J(t)) 6= 0 ∀t ∈ (0, L∗).
Now let a¯ be defined by (5.5) for the parameters L∗κ, L∗τ , and L∗ω, and
let (M¯, J¯) = Λ(a¯). Then from (5.11), it follows that
det(J¯(1)) = 0
det(J¯(t)) 6= 0 ∀t ∈ (0, 1).
The transition from a stable to an unstable helix occurs when a conjugate
point appears at t = 1. Therefore, the point (L∗κ, L∗τ, L∗ω) lies on the
boundary between stable and unstable helices. The boundary separating
stable and unstable helices can now be computed by following steps 1-3
described below.
1. Uniformly sample points on the hemisphere defined by√
κ2 + τ 2 + ω2 = 2pi and κ > 0.
2. For each point (κ, τ, ω) on the hemisphere, compute the first
conjugate point L∗.
3. Scale the point to obtain (L∗κ, L∗τ, L∗ω), which lies on the boundary
between stable and unstable helices.
Steps 1-3 were followed using 62,500 uniformly distributed points on the
hemisphere of radius 2pi. For each point, the analytical solution of (5.9)
derived in Appendix B.2 was used to compute det(J(t)), and the first
conjugate point was found using numerical bisection in t. The resulting
surface that separates stable and unstable helices is shown in Figure 5.1a,
along with six representative helices that lie on the surface. Also shown are
three planar sections of the surface defined by τ = 0, ω = 0, and ω = 2τ .
The section with τ = 0 in Figure 5.1b corresponds to torsion-free helices,
i.e., twisted circular rods. The results in Figure 5.1b agree with previous
work on stability of circular rods. For example, it was shown in [79] that an
isotropic circular rod with curvature 2pi loses stability at a twist moment of
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√
3pi, and all isotropic circular rods with a curvature greater than 2pi are
unstable, as is predicted in Figure 5.1b.
The planar section with ω = 0 in Figure 5.1c corresponds to twist-free
helices. The number of turns in a helix is
√
κ2 + τ 2/2pi [36], and a portion
of the stable region in Figure 5.1c lies outside of the circle with radius 2pi.
Unlike the twisted circular rods in Figure 5.1b, which are unstable if they
have more than one turn, a twist-free helix with more than one turn can be
stable. The stable region in Figure 5.1c lies within the circle of radius 4pi,
and therefore all twist-free helices with two or more turns are unstable.
In Figure 5.1a, there appears to be a direction in the τ–ω plane along
which all helices with sufficiently small curvature are stable. To predict this
direction, recall equations (B.1) and (B.3) from the proof of Theorem 16.
Using the solutions for µ1 and µ4 from (B.1) in the differential equation
(B.3) gives
...
µ4 = −
(
κ2 + (2τ − ω)2) µ˙4.
It appears that the plane defined by ω = 2τ might exhibit interesting
behavior. Indeed, as shown in Figure 5.1d, helices satisfying ω = 2τ are
stable if κ < 2pi. Therefore, given any helical curve with arbitrary torsion τ
and with curvature κ satisfying κ < 2pi, there exists a stable elastic rod
whose centerline traces the given helix.
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FIG. 1: The boundary between stable and unstable helical elastic rods is depicted within the three-dimensional (, ⌧,!)
parameter space in Figure 1a. Points within the surface correspond to stable helices, while points outside of the surface
correspond to unstable helices. Also shown in Figure 1a are six representative helices that lie on the surface. Figures 1b, 1c,
and 1d show planar sections of the surface in Figure 1a corresponding to ⌧ = 0, ! = 0, and ! = 2⌧ , respectively. The planar
section in Figure 1b corresponds to torsion-free helices, i.e., twisted circular rods. Circular rods with less than one turn (i.e.,
with curvature below 2⇡) are stable for suﬃciently small twisting moment, whereas circular rods with more than one turn are
always unstable. The planar section in Figure 1c corresponds to twist-free helices. A portion of the stable region in Figure
1c lies outside of the circle with radius 2⇡, and therefore some stable twist-free helices have more than one turn. Helices with
! = 2⌧ , shown in Figure 1d, are always stable if  < 2⇡. Therefore, given any helical curve with curvature below 2⇡, there
exists a stable elastic rod whose centerline traces the given helix.
which all helices with suﬃciently small curvature are sta-
ble. To predict this direction, let us return to our param-
eterization of helical equilibria. Using the solutions for
m1 and n1 from (6) in the diﬀerential equation (5) gives
...
n1 =  
 
2 + (2⌧   !)2  n˙1.
It appears that the plane defined by ! = 2⌧ might ex-
hibit interesting behavior. Indeed, as shown in Figure
1d, helices satisfying ! = 2⌧ are stable if  < 2⇡. There-
fore, given any helical curve with arbitrary torsion ⌧ and
with curvature  satisfying  < 2⇡, there exists a stable
elastic rod whose centerline traces the given helix.
Conclusion—By exploiting several invariance and scal-
ing properties, we have derived qualitative and quanti-
tative descriptions of the set of stable helical Kirchhoﬀ
elastic rods. Such results would have been diﬃcult to ob-
tain by applying exhaustive numerical computation. Our
approach may lead to similar results for more general
models of thin elastic structures. A Kirchhoﬀ rod that is
anisotropic, such as those considered in [3, 4], satisfies the
scaling property (9). It follows that the closure of the set
of stable helices is star convex. However, an anisotropic
Kirchhoﬀ rod depends on four non-dimensional stiﬀness
parameters [4], whereas the isotropic rod that we consider
only depends on one stiﬀness parameter. It may also be
possible to show that helical ribbons, such as those con-
sidered in [42], satisfy invariance and scaling properties
similar to those considered in this paper.
Figure 5.1: Th boundary between stable and unstable helical elastic rods
is epicted wi hin e three-dimensional (κ, τ, ω) parameter space in Figure
5.1a. Points within the surface correspond to stable helices, while points
outside of the surface correspond to unstable helices. Also shown in Figure
5.1a are six representative helices that lie on the surface. Fig res 5.1b, 5.1c,
and 5.1d show planar sections of the surface in Figure 5.1a corresponding to
τ = 0, ω = 0, and ω = 2τ , respectively. The planar section in Figure 5.1b
corresponds to t rsion-free helices, i.e., twiste circular rods. Circular rods
with less than one turn (i.e., with curvature below 2pi) are stable for
sufficiently small twisting moment, whereas circular rods with more than
one turn are always unstable. The planar section in Figure 5.1c corresponds
to twist-free helices. A portion of the stable region in Figure 5.1c lies
outside of the circle with radius 2pi, and ther fore some stable twist-fr e
helices have more than on turn. Helices with ω = 2τ , shown in Figure
5.1d, are always stable if κ < 2pi. Therefo , given an helical curve with
curvature below 2pi, there exists a stable elastic rod whose centerline traces
the given helix.
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CHAPTER 6
OPTIMAL CONTROL-BASED ANALYSIS
OF INEXTENSIBLE ELASTIC STRIPS
In this section, the results in Theorem 3 are applied to the problem of
finding equilibrium configurations of thin inextensible elastic strips. The
main result of this section is the derivation of constitutive equations that
must be satisfied by the strip’s centerline. In Section 6.1, an optimal
control problem is formulated whose extrema correspond to equilibrium
configurations of the strip. In Section 6.2, the necessary conditions in
Theorem 3 are used to derive equilibrium conditions for the strip. Finally,
In Section 6.3, I use these equilibrium conditions to compute the shape of
an inextensible strip deformed into a Mo¨bius band.
6.1 Formulation of the model
In this section, I recall a model of thin inextensible strips due to
Sadowsky [75–77] and Wunderlich [152], and used extensively in subsequent
studies of inextensible strips [11,51,96,125,146,147]. Consider a
rectangular surface of length 1, width 2w, and thickness 2h 1, which I
will refer to as a strip. The Kirchhoff-Love elastic energy of the strip is
V = hVstretch + h
3Vbend, where Vstretch is due to stretching and Vbend is due
to bending [145]. When h→ 0, stretching requires more energy than
bending, and the strip is assumed to be inextensible. The bending energy
Vbend is a two-dimensional integral across the strip that depends upon the
strip’s principal curvatures. However, since the strip is inextensible and the
undeformed shape of the strip is flat, any deformation must be developable
due to Gauss’s Theorema Egregium, and it must be ruled by a
one-parameter family of straight generatrices [10]. In previous work, this
parameterization has been used to integrate Vbend across the straight
generatrices to obtain a one-dimensional integral that describes the strip’s
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bending energy [51].
Following this prior work, stable equilibrium configurations of the strip
correspond to local solutions of the optimal control problem
minimize
q,η,κ,v
∫ 1
0
g(η(t), κ(t), v(t)) ds
subject to q˙(t) = q(t) (η(t)κ(t)X1 + κ(t)X2 +X4)
η˙(t) = v(t)
q(0) = q0, η(0) = η0
q(1) = q1, η(1) = η1,
(6.1)
where the cost function g(η, κ, v) is given by
g(η, κ, v) =
1
2
κ2
(
1 + η2
)2 1
vw
log
(
1 + vw
1− vw
)
,
and where {X1, . . . , Xn} are as defined in (4.2). In the problem (6.1), the
map q : [0, 1]→ SE(3) describes the curve traced by the centerline of the
strip, η : [0, 1]→ R describes the orientation of the generatrix at arc-length
t relative to the frame q(t), and κ : [0, 1]→ R is the centerline’s curvature.
When compared with the differential constraints in the model of the
Kirchhoff elastic rod in Section 4.3, given by q˙ = q
(∑3
i=1 uiXi +X4
)
, it
follows that u1 = ηκ, u2 = κ, and u3 = 0. These constraints are necessary
and sufficient for the surface spanned by the generatrices to be
inextensible [10]. Given a solution of the problem (6.1), the corresponding
surface can be reconstructed using
S(t, s) = r(t) + s (R2(t) + η(t)R1(t)) , (t, s) ∈ [0, 1]× [−w,w], (6.2)
where R(t) and r(t) are the SO(3) and R3 components of q(t) ∈ SE(3),
respectively, and Ri(t) is the i
th axis of the orthonormal frame R(t) [51].
In this thesis, I will consider the case of an infinitesimally narrow strip,
i.e., the case w → 0. In this limiting case, originally considered by
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Sadowsky [75–77], the problem (6.1) becomes [51]
minimize
q,η,κ
∫ 1
0
1
2
κ(t)2
(
1 + η(t)2
)2
ds
subject to q˙(t) = q(t) (η(t)κ(t)X1 + κ(t)X2 +X4)
q(0) = q0
q(1) = q1.
(6.3)
By denoting u1 = η and u2 = κ, the problem (6.3) can be written in the
standard optimal control problem form (3.1), given by
minimize
q,u
∫ 1
0
1
2
u2(t)
2
(
1 + u1(t)
2
)2
ds
subject to q˙(t) = q(t) (u1(t)u2(t)X1 + u2(t)X2 +X4)
q(0) = q0
q(1) = q1.
(6.4)
6.2 Equilibrium conditions for an inextensible strip
I now apply the results in Theorem 3 from Section 3.2.2 to the problem
(6.4). The theorem below provides conditions that must be satisfied by
equilibrium configurations of the elastic strip described in the previous
section.
Theorem 19. A trajectory (q, u) is an extremal of (6.4) if and only if
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there exists µ : [0, 1]→ se∗(3) satisfyingµ˙1µ˙2
µ˙3
 =
µ1µ2
µ3
×
u1u2u2
0
+
µ4µ5
µ6
×
10
0
 (6.5)
µ˙4µ˙5
µ˙6
 =
µ4µ5
µ6
×
u1u2u2
0
 (6.6)
q˙ = q (u1u2X1 + u2X2 +X4) (6.7)
(u1, u2) =

(
−µ2+
√
µ21+µ
2
2
µ1
,
(
µ2+
√
µ21+µ
2
2
)2
4
√
µ21+µ
2
2
)
if µ1 6= 0 and µ2 > 0
± (1, µ1
4
)
if µ1 6= 0 and µ2 = 0(
−µ2−
√
µ21+µ
2
2
µ1
,−
(
µ2−
√
µ21+µ
2
2
)2
4
√
µ21+µ
2
2
)
if µ1 6= 0 and µ2 < 0
(0, µ2) if µ1 = 0 and µ2 6= 0
(arbitrary, 0) if µ1 = 0 and µ2 = 0,
(6.8)
with initial conditions q(0) = q0 and µi(0) = ai for some a ∈ R6. The
extremal (q, u) is abnormal if u2(t) = 0 for all t ∈ [0, 1] and is normal
otherwise.
Proof. See Appendix C.1.
Recall from the analysis in Section 4.2.2 that the variable µ can be
interpreted as the vector of internal forces and torques acting on the rod.
The equations (6.8) in Theorem 19 provide constitutive relations that relate
the strains u to the forces and torques µ acting on an inextensible and
infinitesimally narrow elastic strip.
6.3 The inextensible Mo¨bius strip
The conditions in Theorem 19 provide differential equations that can be
solved to find equilibrium configurations of an inextensible elastic strip with
infinitesimal width. I now use these conditions to compute the shape of an
inextensible Mo¨bius strip. The problem of determining the shape of an
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curvature discontinuity
(a) (b)
Figure 6.1: The circular strip in (a) is used as an initial guess in the
Newton-Raphson method to find the Mo¨bius strip in (b). As shown in
Figure 6.2, a curvature discontinuity occurs in the Mo¨bius strip at
arc-length t = 0.5, and this point is denoted in (b).
inextensible Mo¨bius strip has motivated much of the prior work on
inextensible surfaces [51, 75–77,125,146,152].
I begin with the configuration corresponding to the initial conditions
q0 = I a = [0 2pi 0 0 0 0]
T ,
which produces a strip with a circular centerline, as shown in Figure 6.1a.
Note that in this figure, I have drawn the strip with a non-zero width for
visualization purposes, whereas the conditions in Theorem 19 only apply to
a strip of infinitesimal width. Next, the gradient of q(1) with respect to a is
computed and the Newton-Raphson method is used to minimize the
difference between q(1) and
q1 =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
 ,
resulting in a twist of pi radians along the centerline. The resulting Mo¨bius
strip is shown in Figure 6.1b.
Figure 6.2 shows u1, u2, and µ2 as functions of arc-length corresponding
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tFigure 6.2: The function u1, u2, and µ2 corresponding to the Mo¨bius strip
in Figure 6.1b are shown. When µ2(t) = 0 at t = 0.5, the constitutive
equations (6.8) induce a discontinuity in the curvature u2, as shown above.
to the Mo¨bius strip in Figure 6.1b. The discontinuity in u1 and u2 at
t = 0.5 results from the constitutive equations (6.8). The existence of such
a discontinuity was predicted by Sadowsky in his initial work [77]. In later
work, a Mo¨bius strip with infinitesimal width that exhibited this
discontinuity was found by solving for 1/2 of the strip and then using a
reflection symmetry to construct the entire strip [148]. The approach taken
in this prior work resulted in a singularity in the equilibrium equations at
t = 1/2, which is why only 1/2 of the strip could be computed. The work in
this section, and particularly the application of the Pontryagin maximum
principle to the problem (6.4), allows for the entire shape of the Mo¨bius
strip to be computed.
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CHAPTER 7
CONSTITUTIVE EQUATIONS FOR
LOCALLY INJECTIVE RODS AND
FLEXIBLE HELICAL SPRINGS
In this section, I apply the results in Theorem 5 to the problem of finding
equilibrium configurations of an extensible, shearable, isotropic, and
uniform Cosserat elastic rod that must satisfy a local injectivity
constraint [60,139,140]. The main result of this section is the derivation of
constitutive equations for the rod that satisfy the constraint. Section 7.1
contains the motivation for considering this constraint and a formulation of
the problem. In Section 7.2, the necessary conditions in Theorem 5 are
used to derive equilibrium conditions for the constrained rod. In Section
7.3, I describe how this locally injective rod model can be used to find
equilibrium configurations of a highly flexible helical spring that
experiences contact between neighboring coils. In Section 7.4, I show that
this model is able to predict the appearance of a contact-dependent
instability that occurs when the ends of a Slinky are slowly separated.
7.1 Formulation of the model
Consider the model developed in Section 4.2.1 of an extensible, shearable,
anisotropic, and uniform Cosserat elastic rod. Equilibrium configurations of
the rod were shown to be extrema of the optimal control problem (4.4).
Recall from Section 4.2.1 that u2 and u3 denote the bending strains in the
rod and u4 denotes the axial strain. Suppose that these strains must satisfy
the constraint
u4 − h ≥ b
√
u22 + u
2
3, (7.1)
for some constant parameters h ∈ [0, 1] and b ≥ 0. These parameters can
be interpreted as follows. Suppose the rod, which can be axially stretched
or compressed, can only be compressed by a certain amount, and let h
denote the ratio of the rod’s fully compressed length to its intrinsic length,
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which I assume to be 1. Also suppose that the rod has a circular
cross-section of radius b. Then the constraint in (7.1) ensures that for a
given stretch/compression u4 − h of the centerline, the bending strain√
u22 + u
2
3 is sufficiently small so that the edges of the cross-sections,
located at a distance b from the centerline, do not intersect. If h > 0, then
the constraint (7.1) ensures that distinct points on the surface of the rod’s
cross-sections cannot be compressed to a single point, and the rod’s
deformation is locally injective. When h = 0, distinct points on the surface
of the rod’s cross-sections can be compressed to a single point, but no
further.
Now suppose that the rod is intrinsically straight and isotropic, so that
the stiffness matrix C has the form C = diag(ct, cb, cb, ca, cs, cs), where
ct, cb, ca, cs > 0 are the torsional, bending, axial, and shear stiffnesses of the
rod, respectively. By nondimensionalizing the elastic energy functional, I
may assume ca = 1. Also assume that the rod is acted upon by a
gravitational force and has weight per unit length w. Then equilibrium
configurations of the rod satisfying the constraint (7.1) are extrema of the
optimal control problem
minimize
q,u
∫ 1
0
(
1
2
(
ctu1(t)
2 + cb(u2(t)
2 + u3(t)
2) + (u4(t)− t)2
+ cs(u5(t)
2 + u6(t)
2)
)
+ wr3(t)
)
dt
subject to q˙(t) = q(t)
(
6∑
i=1
ui(t)Xi
)
u4(t)− h ≥ b
√
u2(t)2 + u3(t)2
q(0) = q0, q(1) = q1,
(7.2)
where {X1, . . . , Xn} are as defined in (4.2). In addition to the assumed form
of C, the choice of potential function V (r1, r2, r3) = wr3, and the constraint
(7.1), the problem (7.2) differs from the problem (4.4) in one additional
way. In (4.4), the drift term X4 was included in the differential constraints
to account for the rod being straight when all strains are zero. In the
problem (7.2), I have removed this drift term and instead included an offset
t for the axial strain u4 in the cost function. Setting t = 1 is equivalent to
including the drift term X4 in the differential constraints. However, when
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using the problem (7.2) to model flexible helical springs in Section 7.3, I
will set t 6= 1 to account for pretensioning effects in the spring.
7.2 Equilibrium conditions for a locally injective rod
I now apply Theorem 5 from Section 3.2.2 to the problem (7.2). The results
in the theorem below provide conditions that must be satisfied by
equilibrium configurations of the locally injective elastic rod described in
the previous section.
Theorem 20. A trajectory (q, u) is an extremal of (7.2) if and only if
there exists (µ, ψ) : [0, 1]→ se∗(3)× R4 satisfyingµ˙1µ˙2
µ˙3
 =
µ1µ2
µ3
×
u1u2
u3
+
µ4µ5
µ6
×
u4u5
u6
 (7.3)
µ˙4µ˙5
µ˙6
 =
µ4µ5
µ6
×
u1u2
u3
− w
ψ1ψ2
ψ3
 (7.4)
ψ˙1ψ˙2
ψ˙3
 =
ψ1ψ2
ψ3
×
u1u2
u3
 ψ˙4 = ψ1 (7.5)
q˙ = q
(
6∑
i=1
uiXi
)
(7.6)
u1 =
µ1
ct
u5 =
µ5
cs
u6 =
µ6
cs
(7.7)
(u2, u3, u4) =

(
µ2
cb
, µ3
cb
, µ4 + t
)
if µ4 ≥ γ + bµbcb
(0, 0, h) if µ4 ≤ γ − µbb(
κbµ2
µb
, κbµ3
µb
, bκb + h
)
else,
(7.8)
where
κb =
b (µ4 − γ) + µb
cb + b2
µb =
√
µ22 + µ
2
3 γ = h − t,
with initial conditions q(0) = q0, µi(0) = ai, and ψ(0) = χ0q0 for some
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a ∈ R6, where χ0 = [0 0 1 0]. The extremal (q, u) is abnormal if
u2(t) = u3(t) = 0 and u4(t) = h for all t ∈ [0, 1] and is normal otherwise.
Proof. See Appendix D.1.
The equations (7.7)-(7.8) in Theorem 20 provide constitutive relations for
a locally injective rod that relate the strains u to the forces and torques µ
acting on the rod. It is easy to check that the constitutive equations satisfy
the constraint (7.1).
7.3 A model of highly flexible helical springs
In this section, I describe the use of the problem (7.2) as a model for
flexible helical springs. Helical springs have previously been modeled as
thin elastic rods whose intrinsic shape is a helix [12,37], and self-contact in
such rods has been analyzed using a variety of methods, as described in
Chapter 2 [42,60,71,140,144,155]. These approaches to self-contact
typically lead to global constraints on the spring’s shape.
The model of flexible helical springs described in this section differs from
this previous work in two significant ways. First, this model predicts the
shape of the spring’s centerline rather than the spring’s entire shape. By
centerline, I mean the axis of the cylinder around which the spring wraps
when it is undeformed, and not the curve that passes through the
cross-sections of the material comprising the spring. Second, I only consider
contact between neighboring coils in the spring. Under these two
assumptions, contact between neighboring coils can be expressed as a local
constraint on the centerline’s curvature rather than a global constraint on
the spring’s shape, which remarkably simplifies the equations governing
equilibrium of the spring.
The constraint on the curvature of the spring’s centerline that ensures
neighboring coils in the spring do not penetrate each other takes the form
of (7.1). This constraint accounts for two modes of contact between
neighboring coils, as shown in Figure 7.1 for a Slinky spring. Full contact,
shown in Figure 7.1a, occurs when neighboring coils touch along the full
circumference of the spring, whereas edge contact, shown in Figure 7.1c,
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Figure 7.1: Examples of the two possible modes of contact between
neighboring coils, full contact and edge contact, and an example of no
contact are shown in (a)-(c). Full contact between the coils at the bottom
of the Slinky in Figure 7.1b is caused by pretension that compresses the
coils together. (Photos courtesy of Douglas Holmes, Boston University.)
parameter physical meaning value
(nondimensional)
ct ratio of torsional to axial stiffness 3045.69
cb ratio of bending to axial stiffness 0.225645
cs ratio of shearing to axial stiffness 19.5866
w weight per unit length 43.1321
h ratio of compressed to intrinsic length 1
t pretension (see Figure 7.1b) -2.60617
b radius of spring 0.623495
Table 7.1: Values of the parameters in the problem (7.2) for the Slinky
shown in Figure 7.1. Methods for determining these parameters are
described in [84].
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Fig. 3. The constitutive equations in Eq. (9) for bending and axial strain are shown
in (a) and (b), respectively. Both strains are piecewise linear functions of the bending
moment and the axial force. Transitions between each of the three linear parts
correspond to transitions between no contact, edge contact, and full contact, as
shown by the segments of springs demonstrating each mode of contact.
and axial strain is proportional to the axial force (o set by
the pretension parameter), corresponds to no contact. The
second case in Eq. (9) corresponds to full contact, with the
curvature being zero and the axial strain corresponding to
a fully compressed spring. (Note that in this case, although
neighboring coils are in full contact, the centerline may still
deform through shearing and twisting.) The third case in
Eq. (9) corresponds to edge contact. A visual depiction of the
constitutive equations in Eq. (9) is shown in Fig. 3, where the
parameters in Eq. (9) correspond to the Slinky shown in Fig. 2.
As can be seen from Eq. (9) and Fig. 3, the axial and bending
strains of a spring’s centerline are continuous and piecewise
linear functions of the bending moment and axial force acting
on the centerline, and the transitions between each mode of
contact depend upon the parameters cb, ‘t, ‘h, and b.
In the case p0 = 0 (called the abnormal case in the optimal
control literature), we show in the supplementary material
that the only strains Ê and v satisfying the Pontryagin max-
imum principle have Ê2(s) = Ê3(s) = 0 and v1(s) = ‘h for
all s œ [0, 1]. In other words, the abnormal extremals of the
problem in Eq. (4) are shapes of the spring that are fully
compressed. All other extremals of the problem in Eq. (4) are
normal extremals. (Normal extremals may be fully compressed
along intervals of the arc-length, e.g., the legs of the arch in
Fig. 2(c), but abnormal extremals are fully compressed along
the entire arc-length, as in Fig. 2(a).) While both normal and
abnormal extremals are equilibrium shapes, each requires a
di erent approach to determine if the extremal locally min-
imizes the cost function in Eq. (4), i.e., if the equilibrium
shape is stable. Although we infer stability information from
bifurcation diagrams in the following sections, the derivation
of a formal test for stability using su cient conditions from
optimal control theory is beyond the scope of this paper. The
above classification of normal and abnormal extremals will be
useful for the derivation of such a stability test in future work.
We have now derived a set of di erential equations that
can be used to find equilibrium shapes of a deformed spring’s
centerline. Given desired boundary conditions r(0), R(0),
r(1), and R(1) for the centerline, the equilibrium equations
in Eq. (7) and the constitutive equations in Eq. (8)-Eq. (9)
form a two-point boundary value problem. Neither the type
(full or edge) nor the locations of contact between neighboring
coils needs to be provided a priori, as contact is accounted for
implicitly in the constitutive equations in Eq. (8)-Eq. (9).
Contact dependent equilibria and instabilities
Before comparing our model with experimental results, we use
our model to analyze the experiment shown in Figs. 1(a)-(f).
This analysis demonstrates that the instability that occurs
between Fig. 1(c) and Fig. 1(d) corresponds to a fold bifurca-
tion and that the instability is a direct consequence of contact
between neighboring coils in the Slinky. The boundary value
problem formulated in the previous section was solved with
the boundary conditions r(0) = [0 0 0]T , r(1) = [ x 0 0]T ,
and R(0) = R(1) = I3◊3 for  x œ [1, 9], where I3◊3 is the
3◊ 3 identity matrix. The parameters in the boundary value
problem were computed using the Slinky in Fig. 1 as described
in the supplementary material and in (6). For each value of
 x, the vertical deflection at the centerline’s midpoint r3(0.5)
was recorded, which we call zmid. Fig. 4 shows the computed
values of zmid as  x varies from 1 to 9. For small values of
 x, three equilibrium shapes can be found. (Additional equi-
librium shapes beyond those shown in Fig. 4 exist, but these
additional shapes either have non-zero winding number if they
are planar or have non-zero twist if they are non-planar. The
shapes of interest in Figs. 1(a)-(f) have zero winding number
and no twist, so we only consider these shapes.)
The lowest branch of equilibria in Fig. 4 exists for all val-
ues of  x œ [1, 9]. However, as  x increases, the two upper
branches converge towards each another, meeting at maxi-
mum of  x ¥ 2.513. Beyond this point, only the lowest
branch of equilibria exists. This structure indicates that a fold
bifurcation occurs at  x ¥ 2.513, with one upper branch cor-
responding to stable equilibria and the other corresponding to
unstable equilibria. The experimentally observed (i.e., stable)
shapes in Figs. 1(a)-(c) suggest that the midpoint deflection
decreases as  x increases, from which we infer that the highest
branch in Fig. 4 is stable, while the middle branch is unstable.
Fig. 4 also shows example equilibrium shapes of the Slinky for
 x = 2, 5, and 8, which were reconstructed from the computed
centerline. The equilibrium shape at the point of instability
with  x ¥ 2.513 is also shown. Note that in some shapes,
e.g., at  x = 2 on the lowest branch of equilibria, distant
coils along the Slinky may penetrate one another. Neighboring
coils, however, never experience such penetration.
We now claim that the existence of the two upper branches
of equilibria in Fig. 4 is a consequence of contact between
neighboring coils in the Slinky. To show this claim is true,
suppose  x is fixed at 2 so that, as shown in Fig. 4, two stable
and one unstable equilibria exist. Now suppose that the radius
b of the Slinky is continuously decreased from its nominal
value to 0. Although not physically possible, the results of this
experiment predicted by our model are shown in Fig. 5. In a
similar fashion to Fig. 4, the lowest branch of equilibria exists
for all values of b, while the two upper branches (one stable
and one unstable) converge at a minimum radius of b ¥ 0.497,
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Figure 7.2: The constitutive equat ns in (7.8) f r bending and axial strain
are shown in (a) and (b), respectively. Both strains are piecewise linear
functions of the bending moment and the axial force. Transitions between
each of the three linear parts correspond to transitions between no contact,
edge contact, and full contact, as shown by the segments f springs
demonstra ing each mode of contact.
occurs when neighboring coils touch at only o e point along the
circumference.
I will assume that the spring’s centerline behaves like an extensible,
shearable, isotropic, and uniform Cosserat elastic rod. Under these
assumption, equilibrium configurations of a helical spring experiencing
contact between neighboring coils are extrema of the problem (7.2). In
previous work, the nondimensional parameters in the problem (7.2) were
experimentally det rmined for the Slinky shown in Figure 7.1 [84]. T ese
parameters are given in Table 7.1, along with a physical description of each
parameter.
The three cases i th consititutive equations (7.8) correspond to the
three cases shown in Figure 7.1. The first case in (7.8), in which the
bending strains ar proportional to the bending moments and the axial
strain is proportional to the axial force (offset by the pretension parameter),
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corresponds to no contact. The second case in (7.8) corresponds to full
contact, with the curvature being zero and the axial strain corresponding to
a fully compressed spring. (Note that in this case, although neighboring
coils are in full contact, the centerline may still deform through shearing
and twisting.) The third case in (7.8) corresponds to edge contact. A visual
depiction of the constitutive equations in (7.8) is shown in Figure 7.2,
where the parameters in (7.8) are given in Table 7.1. As can be seen from
(7.8) and Figure 7.2, the axial and bending strains of a spring’s centerline
are continuous and piecewise linear functions of the bending moment and
axial force acting on the centerline, and the transitions between each mode
of contact depend upon the parameters cb, t, h, and b.
7.4 Comparison with experimental results using a
Slinky spring
In this section, I use the model (7.2) to predict equilibrium configurations
of a Slinky spring when its ends are held fixed and the spring is allowed to
deform under its own weight. When held in such a configuration, an
instability can occur when the ends of the Slinky are slowly separated. This
instability can be seen if one holds a fully compressed Slinky horizontally,
as shown in Figure 7.3a, and then slowly separates the ends of the Slinky.
Initially, the midpoint of the Slinky sinks continuously, as in Figures
7.3b-7.3c. At a critical separation, however, the midpoint drops
discontinuously as the Slinky experiences an instability (corresponding to a
fold bifurcation), and the Slinky assumes the shape in Figure 7.3d. The
midpoint deflection continues to decrease continuously as the ends are
further separated, as in Figures 7.3e-7.3f. If this experiment is repeated
with the ends of the Slinky rotated by ±90◦, as in Figures 7.3g-7.3k and
7.3l-7.3o, the instability disappears and the midpoint varies continuously
throughout the deformation.
Let θ0 denote the rotation of the Slinky’s ends, so that the configurations
in Figures 7.3a-7.3f, 7.3g-7.3k, and 7.3l-7.3o correspond to θ0 = 0
◦, θ0 = 90◦,
and θ0 = −90◦, respectively. Also let ∆x denote the nondimensional
horizontal separation between the Slinky’s ends and let zmid denote the
nondimensional vertical deflection of the Slinky’s midpoint. (Both ∆x and
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Many phenomena in the mechanics of highly flexible helical springs,
such as a Slinky, are dependent upon large non-linear deflections
and self-contact, with contact often occurring between neighboring
coils in the spring. Recent work on the mechanics of helical springs
has been motivated by applications at a much smaller scale than the
Slinky, including carbon nanocoils, 3D printed microsprings, and bi-
ological helices. In this paper, we derive a model for predicting the
centerline of a deformed helical spring that experiences contact be-
tween neighboring coils. By only considering the spring’s centerline,
we are able to formulate self-contact between neighboring coils as
a local constraint on the centerline’s curvature rather than a global
constraint on the spring’s entire shape. Enforcing this curvature con-
straint using methods from the calculus of variations, which is the
standard approach for energy-based analysis of elastic structures,
presents multiple challenges. We instead use methods from optimal
control theory, specifically the Pontryagin maximum principle, to de-
rive equilibrium and constitutive equations for the spring’s centerline
that implicitly account for contact between neighboring coils. We
then use this model to predict the appearance and disappearance of
a contact-dependent instability that occurs when the ends of a Slinky
are slowly separated. Comparisons with experimental results show
that the model is able to capture the qualitative behavior of the insta-
bility. Similar contact-dependent phenomena may play a role in the
mechanics of helical springs at the micro- and nano-scales.
helices | thin rods | instability | self-contact | optimal control
A Slinky’s ability to walk down stairs, tumble down inclines,splay into an arch, and seemingly levitate has fascinated
many, from young children to physicists, for decades (1–11).
In each of these phenomena, the Slinky experiences large
non-linear deflections, and contact often occurs between the
Slinky’s coils, particularly between neighboring coils. Another
contact-dependent phenomenon, recently described in (6), is
depicted in Fig. 1. Hold a fully compressed Slinky horizontally,
as shown in Fig. 1(a), and then slowly separate the ends of
the Slinky. Initially, the midpoint of the Slinky sinks continu-
ously, as in Figs. 1(b)-1(c). At a critical separation, however,
the midpoint drops discontinuously as the Slinky experiences
an instability (corresponding to a fold bifurcation), and the
Slinky assumes a shape similar to Fig. 1(d). The midpoint
deflection continues to decrease continuously as the ends are
further separated, as in Figs. 1(e)-1(f). If this experiment is
repeated with the ends of the Slinky rotated by ±90¶, as in
Figs. 1(g)-1(k) and 1(l)-1(o), the instability disappears and
the midpoint varies continuously throughout the deformation.
Other examples of instabilities and bifurcations can be found
after playing with a Slinky for only a few minutes.
While the Slinky serves as a desktop-scale example of a
highly flexible helical spring, recent work on the mechanics of
such springs has been motivated by carbon nanocoils and 3D
printed microsprings (12–14), which can be used, for example,
(a)
(b)
(c)
(d)
(e)
(f)
(g)
(h)
(i)
(j)
(k)
(l)
(m)
(n)
(o)
Fig. 1. When the ends of a fully compressed Slinky are slowly separated ((a)-(f)),
the Slinky experiences an instability corresponding to a fold bifurcation, at which the
midpoint deflection drops discontinuously ((c)-(d)). If the ends of the Slinky are rotated
by±90¶ and the experiment is repeated ((g)-(k) and (l)-(o)), the instability disappears
and the midpoint deflection changes continuously throughout the deformation.
as wiring in flexible electronics (15, 16). Other motivations for
studying helical springs abound in biology (17–19). Motivated
by the potential applications of nanocoils and microsprings,
and inspired by the self-contact-driven abilities of a Slinky, we
derive a model for predicting equilibrium shapes of deformed
springs that experience contact between neighboring coils. We
then compare our model with the experiment depicted in
Fig. 1. Our model is able to both predict the appearance and
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θ0 = 0
◦ θ0 = 90◦ θ0 = −90◦
Figure 7.3: When the ends of a fully compressed Slinky are slowly
separated ((a)-(f)), the Slinky experiences an instability corresponding to a
fold bifurcation, at which the midpoi t deflection drops disc tinuously
((c)-(d)). If the ends of the Slinky are rotated by ±90◦ and the experiment
is repeated ((g)-(k) and (l)-(o)), the instability disappears and the midpoint
deflection changes continuously throughout the deformation. (Photos
courtesy of Douglas Holmes, Boston University.)
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Figure 7.4: Predicted (solid lines) and experimental (data points)
deflections zmid of a Slinky’s centerline are shown for end separations in the
range ∆x ∈ [1, 9] and end rotations θ0 = 90◦, 0◦, and −90◦. An instability
corresponding to a fold bifurcation is predicted for θ0 = 0
◦, and is observed
in the experimental data.
zmid are nondimensionalized by the Slinky’s intrinsic length). For each
value of θ0, the equations (7.3)-(7.8) were solved with the parameters in
Table 7.1 and with boundary conditions corresponding to ∆x = 1. Multiple
equilibrium shapes satisfying these boundary conditions can be found.
However, since I am interested in recovering the shapes observed in Figure
7.3, I only consider shapes that are planar and have zero winding number.
Under these assumptions, one solution of (7.3)-(7.8) satisfying ∆x = 1 was
found when θ0 = 90
◦ and θ0 = −90◦, and three solutions satisfying ∆x = 1
were found when θ0 = 0
◦. Numerical continuation was then used to
determine how these solutions of (7.3)-(7.8) change as ∆x increases.
The solid lines in Figure 7.4, which correspond to numerical solutions of
(7.3)-(7.8), show how the midpoint deflection zmid varies with ∆x. For
θ0 = 90
◦ and θ0 = −90◦, the single solution found when ∆x = 1 exists for
all ∆x ∈ [1, 9]. For θ0 = 0, two of the solutions found when ∆x = 1
converge at ∆x ≈ 2.513, while the third solution exists for all ∆x ∈ [1, 9].
The convergence of the two solution branches suggests that an instability
corresponding to a fold bifurcation occurs at ∆x ≈ 2.513. Experimental
measurements of a Slinky in the configurations described above were
collected in [84], and these results are plotted as discrete data points in
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radius of Slinky
used in experiments
∆x = 2
for all shapes
Figure 7.5: The predicted deflection zmid of a Slinky’s centerline is shown
for ∆x = 2 and radii in the range b ∈ [0, 1]. Above b ≈ 0.497, three
branches of solutions exist. Two of the branches converge at b ≈ 0.497,
resulting in a fold bifurcation. Below b ≈ 0.497, only one branch of
solutions exists. Example equilibrium shapes of the Slinky are shown for
b = 0.25, 0.5, 0.75, and at the point of instability with b ≈ 0.497.
Figure 7.4. Qualitative agreement is found in all three cases, and in
particular, between the predicted instability at ∆x ≈ 2.513 and the
instability observed in the experimental measurements for the case θ0 = 0
◦.
Finally, I claim that the existence of the instability observed in Figure 7.4
is a consequence of contact between neighboring coils in the Slinky. To
show this claim is true, consider the case θ0 = 0 and suppose ∆x is fixed at
2 so that, as shown in Figure 7.4, three solutions of (7.3)-(7.8) exist. Now
suppose that the radius b of the Slinky is continuously decreased from its
nominal value to 0. Although not physically possible, the results of this
experiment predicted by (7.3)-(7.8) are shown in Figure 7.5. In a similar
fashion to Figure 7.4, one solution branch exists for all values of b, while the
other two branches converge at a minimum radius of b ≈ 0.497, again
resulting in a fold bifurcation. Also shown in Figure 7.5 are example
equilibrium shapes of the Slinky for b = 0.25, 0.5, 0.75, and the minimum
radius of b ≈ 0.497 along the upper branches. I conclude from Figure 7.5
that if contact between neighboring coils is neglected, i.e., if b = 0, then the
equilibria in Figure 7.3a-7.3c and the fold bifurcation observed in Figure 7.4
cannot exist. The radius of the Slinky used in the experiments reported in
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Figure 7.4 (denoted by the dashed vertical line in Figure 7.5) is large
enough so the these additional solutions and the fold bifurcation do exist.
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CHAPTER 8
CONCLUSIONS
In this thesis, I have applied both new and previously established results
from geometric optimal control theory to the problem of modeling thin
elastic objects. The application of these results led to new insights and
solutions of previously open problems concerning manipulation and
mechanics of these objects. In the context of manipulation, the necessary
and sufficient conditions from Sections 3.1-3.2 allowed for the set of all
stable equilibrium configurations of an elastic rod to be parameterized. For
a particular model of the elastic rod, this set was shown to be
path-connected by applying the topological results from Section 3.3.
The same topological results also allowed for the set of all stable
equilibria with helical centerlines to be computed for the first time. By
applying the necessary conditions from Section 3.1 to the problem of
determining equilibrium configurations of an inextensible elastic strip,
constitutive equations for the strip were derived and subsequently used to
compute the shape of an inextensible Mo¨bius band. Finally, the necessary
conditions from Section 3.2 were used to derive constitutive equations for
an elastic rod subject to a local injectivity constraint, and this model was
used to predict equilibrium configurations of a highly flexible helical spring.
Below, I briefly outline three topics for future work concerning
manipulation of elastic objects and three additional topics concerning
mechanics of elastic objects.
Manipulation
• Topological results for systems without scaling symmetry
The topological characterization in Theorem 14 of the set of all stable
equilibria of a Kirchhoff elastic rod relied upon a scaling symmetry of
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the rod. It can be checked that other models, e.g., a Kirchhoff rod
with gravity, do not possess this scaling symmetry. One approach for
extending the results in this thesis to elastic rod models without
scaling symmetry is to augment the rod’s configuration space with
parameters appearing in the problem. In the case of a Kirchhoff rod
with gravity, this augmented space would include the set of all rod
configurations for all possible values of the gravity parameter. One
could then consider level sets of the augmented configuration space,
and in particular, attempt to show that the level set with a gravity
parameter of zero, which has been shown to be path-connected, is
diffeomorphic to the level set for a non-zero value of the gravity
parameter. Methods for establishing such results are commonly used
in Morse theory, and they may be applicable to the problem described
here [122].
• Manipulation of inextensible elastic strips
Through an analysis similar to that used to establish Theorem 13, it
may be possible to provide a geometric characterization of the set of
all local minima of the problems (6.1) or (6.3). This result would
provide insight into the problem of quasi-statically manipulating an
inextensible elastic strip. However, the sufficient conditions in
Theorem 2 relied upon the extremals being smooth. Similar
conditions may be more difficult to establish for the problem (6.3)
which, as I have shown, can have non-smooth extremals.
• Manipulation of surfaces
Unlike the inextensible surfaces analyzed in Chapter 6, configurations
of most deformable surfaces are found by solving a system of partial
differential equations [10], and the surface’s configuration space is
therefore infinite-dimensional. However, scaling symmetries could be
used to construct paths in this infinite-dimensional configuration
space. If a deformable surface posses a scaling symmetry, it may be
possible to show that the set of all stable equilibrium configurations of
the surface is path-connected.
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Mechanics
• Stability of anisotropic helices
Using scaling symmetries, the set of all stable helical equilibria of an
isotropic Kirchhoff elastic was computed in Chapter 5. It can be
shown that an anisotropic Kirchhoff elastic rod possess the same
scaling symmetry. Therefore, it may be possible to compute the set of
all stable helical configurations of an anisotropic Kirchhoff rod. The
helical equilibria of such a rod have previously been classified [37],
and a classification of the stable helical equilibria would complement
this previous work.
• Twisted and helical configurations of inextensible strips
In addition to the Mo¨bius band, other equilibrium configurations of
inextensible strips have motivated previous work. Helical strips have
been proposed as a model for cholesterol molecules [146], and
curvature discontinuities, such as the one observed in the Mo¨bius
band in Figure 6.2, have been observed in a twisted strip [96]. The
results in Theorem 19 may provide new insight into the properties of
these and other configurations of an inextensible elastic strip.
• Dynamics of highly flexible helical springs
The model derived in Chapter 7 for a highly flexible helical spring
could be extended to include dynamic effects. In particular, the
constitutive equations in Theorem 20 could be used in a dynamic
elastic rod simulation, e.g., [16], to approximate the motion of a
highly flexible helical spring experiencing contact between
neighboring coils. Potential applications of such a simulation range
from modeling contact in biological helices and carbon nanocoils to
predicting the behavior of a Slinky walking down a staircase or
tumbling down an incline.
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APPENDIX A
PROOFS FROM CHAPTER 3
A.1 Proof of Lemma 1
Proof. I will use the notation ∂µr/∂av and ∂ψ
(i)
r /∂av to denote the µr and
ψr components, respectively, of the gradient of the flow of (3.32)-(3.33), i.e.,
the right side of the expression (3.41). Defining Mrv = ∂µr/∂av and
Krv = ∂ψr/∂av and using (3.34), it follows that
d
dt
Mrv =
∂
∂av
(µ˙r)
= − ∂
∂av
n∑
j=1
n∑
m=1
Cmrj
δh
δµj
µm − ∂
∂av
k∑
j=1
ψ(j)
(
ρ′(Xr)
δh
δψ(j)
)
Due to the structure of the Hamiltonian function h, note that δh
δµj
is
independent of ψ(i) for all i = 1, . . . , k and j = 1 . . . n, and furthermore δh
δψ(j)
is independent of µ for all j = 1, . . . , k. It follows that
d
dt
Mrv =
n∑
s=1
(
− ∂
∂µs
n∑
j=1
n∑
m=1
Cmrj
δh
δµj
µm
)
∂µs
∂av
k∑
i=1
l∑
s=1
(
− ∂
∂ψ
(i)
s
k∑
j=1
ψ(j)
(
ρ′(Xr)
δh
δψ(j)
))
∂ψ
(i)
s
∂av
=
n∑
s=1
FrsM
s
v +
k∑
i=1
l∑
s=1
Lr (i)s K
s
v.
It is clear that Mrv(0) = δ
r
v , so (3.39) has been verified. A similar
calculation, using (3.35), shows that (3.40) holds.
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A.2 Proof of Lemma 2
Proof. The following lemmas are needed before proving Lemma 2.
Lemma 13. Let q : W → G be a smooth map, where W ⊂ R2 is simply
connected. Denote its partial derivatives ζ : W → g and η : W → g by
ζ(t, ) = Tq(t,)Lq(t,)−1
(
∂q(t, )
∂t
)
η(t, ) = Tq(t,)Lq(t,)−1
(
∂q(t, )
∂
)
.
(A.1)
Then
∂ζ
∂
− ∂η
∂t
= [ζ, η]. (A.2)
Conversely, if there exist smooth maps ζ and η satisfying (A.2), then there
exists a smooth map q satisfying (A.1).
Proof. See Proposition 5.1 in [19].
Lemma 14. Let α, β, γ ∈ g and suppose γ = [α, β]. Then
γj =
n∑
r=1
n∑
s=1
αrβsCjrs.
Proof. See Lemma 2 in [27].
Lemma 2 can now be established. For j ∈ {1, . . . , n}, define ηj(t) ∈ g as
in (3.44). Also let ζ(t) ∈ g be
ζ(t) = Tq(t)Lq(t)−1 (q˙(t)) =
δh
δµ
,
where the second equality follows from (3.31) in Theorem 5. It follows from
Lemma 13 that
η˙j =
∂ζ
∂aj
− [ζ, ηj] = ∂
∂aj
δh
δµ
−
[
δh
δµ
, ηj
]
.
After defining Jij(t) = η
i
j(t), so that the j
th column of J is the coordinate
representation of ηj(t), the previous equation can be written in coordinates
96
using Lemma 14:
J˙rv = η˙
r
v
=
n∑
s=1
(
∂
∂µs
δh
δµr
)
∂µs
∂av
+
n∑
s=1
(
−
n∑
j=1
δh
δµj
Crjs
)
ηsv
=
n∑
s=1
GrsM
s
v +
n∑
s=1
HrsJ
s
v,
where we used Mrs = ∂µr/∂as from Lemma 1. It is clear that J
r
s = 0, so
(3.43) has been verified.
A.3 Proof of Theorem 6
Proof. Define the smooth map σ : Rn → T ∗q0G by
σ(a) = T ∗q0Lq−10
(
n∑
i=1
aiX
i
)
.
This expression also defines σ : Rn → Tp(0)(T ∗q0G) if one identifies T ∗q0G with
Tp(0)(T
∗
q0
G) in the usual way. Given p(0) = σ(a) for some a ∈ Rn, there
exists non-zero ι ∈ Tp(0)(T ∗q0G) satisfying Tp(0)φt(ι) = 0 if and only if there
exists non-zero s ∈ Rn satisfying Tσ(a)φt(σ(s)) = 0. Now observe that
Tσ(a)φt(σ(s)) =
n∑
j=1
sj
(
Tσ(a)φt
(
T ∗q0Lq−10
(
Xj
)))
,
where, recall, {X1, . . . , Xn} is a basis for g∗. By left translation,
Tσ(a)φt(σ(s)) = 0 if and only if
0 =
n∑
j=1
sjTq(t)Lq(t)−1
(
Tσ(a)φt
(
T ∗q0Lq−10
(
Xj
)))
. (A.3)
With ηj(t) ∈ g as defined in (3.44), the above expression is equivalent to
0 =
∑n
j=1 sjηj(t). From Lemma 2, J(t) satisfies J
i
j(t) = η
i
j(t), i.e., the j
th
column of J(t) is the coordinate representation of ηj(t) with respect to the
basis {X1, ..., Xn}. Then, (A.3) holds for some s 6= 0 if and only if
det(J(t)) = 0. Therefore φt is degenerate at p(0) if and only if
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det(J(t)) = 0. The result follows by application of Theorem 2.
A.4 Proof of Lemma 4
Proof. Let L > 0, let µ be a solution of the Lie-Poisson equations (3.14),
and let µ¯(t) = S(µ(Lt), λ, L). Using the coordinate representation of (3.14),
given by (3.15), one can show
˙¯µi(t) =
d
dt
(
Lλiµi(Lt)
)
= Lλi+1µ˙i(Lt)
= Lλi+1
(
−
n∑
j=1
n∑
k=1
Ckij
δh(µ(Lt))
δµj(Lt)
µk(Lt)
)
= Lλi+1
(
−
n∑
j=1
n∑
k=1
CkijL
−λ0−1 δh(S(µ(Lt), λ, L))
δµj(Lt)
µk(Lt)
)
=
(
−
n∑
j=1
n∑
k=1
CkijL
λi+λj−λk−λ0 δh(µ¯(t))
δµ¯j(t)
µ¯k(t)
)
=
(
−
n∑
j=1
n∑
k=1
Ckij
δh(µ¯(t))
δµ¯j(t)
µ¯k(t)
)
,
where the fourth inequality follows from (3.58), and the sixth equality
follows from noting that (3.59) is equivalent to CkijL
λi+λj−λk−λ0 = Ckij. I
conclude that µ¯ satisfies the Lie-Poisson equations (3.14), and these
equations as well as the optimal control problem (3.45) are
scale-invariant.
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A.5 Proof of Lemma 5
Proof. First note that from Theorem 4, one can derive
Fij(S(µ, λ, L)) = −
∂
∂Lλjµj
n∑
r=1
n∑
s=1
Csir
δh(S(µ, λ, L))
δLλrµr
Lλsµs
= − ∂
∂µj
n∑
r=1
n∑
s=1
CsirL
λs−λr−λj+λ0+1 δh(µ)
δµr
µs
= Lλi−λj+1
(
− ∂
∂µj
n∑
r=1
n∑
s=1
Csir
δh(µ)
δµr
)
= Lλi−λj+1Fij(µ)
= LLλiFij(µ)L
−λj ,
Gij(S(µ, λ, L)) =
∂
∂Lλjµj
δh(S(µ, λ, L))
δLλiµi
= L−λi−λj+λ0+1
∂
∂µj
δh(µ)
δµi
= L−λi−λj+λ0+1Gij
= LLλ0−λiGij, (µ)L
−λj ,
and
Hij(S(µ, λ, L)) = −
n∑
r=1
Cirj
δh(S(µ, λ, L))
δLλrµr
= −
n∑
r=1
CirjL
−λr+λ0+1 δh(µ)
δµr
= Lλj−λi+1
(
−
n∑
r=1
Cirj
δh(µ)
δµr
(µ)
)
= Lλj−λi+1Hij, (µ)
= LLλ0−λiHij, (µ)L
−λ0+λi ,
where the second equality in each of the above computations follows from
(3.58), and where the third equality in the first and last of the above
computations follows from (3.59). Based upon these computations, it
follows that
F(µ¯(t)) = LMLF(µ(Lt))M
−1
L
G(µ¯(t)) = LJLG(µ(Lt))M
−1
L
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H(µ¯(t)) = LJLH(µ(Lt))J
−1
L .
Now using (3.61), observe that
˙¯M(t) =
d
dt
(
MLM(Lt)M
−1
L
)
= LMLM˙(Lt)M
−1
L
= LMLF(µ(Lt))M(Lt)M
−1
L
=
(
LMLF(µ(Lt))M
−1
L
) (
MLM(Lt)M
−1
L
)
= F(µ¯(Lt))M¯(t),
so M¯ as defined in (3.61) satisfies (3.60), and the relationship in (3.61)
between M¯ and M holds. A similar calculation J¯ as defined in (3.61)
satisfies (3.60), and the relationship in (3.61) between J¯ and J holds.
A.6 Proof of Lemma 6
Proof. Let a ∈ Amin and 0 < L < tc(a)/tf . Also let (q, u) = Ψ(a), µ = Γ(a),
(q¯, u¯) = Ψ(S(a, λ, L)), and µ¯ = Γ(S(a, λ, L)). I first claim that (q¯, u¯) is
normal and therefore S(a, λ, L) ∈ A. Since a ∈ Amin ⊂ A, (q, u) is normal.
By Lemma 4, the Lie-Poisson equations (3.14) are scale-invariant. Therefore
µ and µ¯ are solutions of (3.14) for the same Hamiltonian function. If (q¯, u¯)
is abornmal, then (q, u) is also abnormal, which contradicts a ∈ Amin ⊂ A.
Therefore I conclude that (q¯, u¯) is normal and S(a, λ, L) ∈ A.
Next let (M,J) = Λ(a) and (M¯, J¯) = Λ(S(a, λ, L)). By Lemma 5, J and
J¯ are related by (3.61). Since L > 0, ML and JL are nonsingular. Thus J¯(t)
is singular if and only if J(Lt) is singular. By definition, tc(a) is the first
time at which J(t) is singular. For t ∈ [0, tf ], I have Lt < tc(a) by
assumption. Therefore, det
(
J¯(t)
) 6= 0 for t ∈ [0, tf ]. By Theorem 4, I
conclude that S(a, λ, L) ∈ Amin.
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APPENDIX B
PROOFS FROM CHAPTER 5
B.1 Proof of Theorem 16
Proof. With the curvature κ and torsion τ defined by (5.4), taking the
derivative of κ2 and simplifying using (5.1) gives
2κκ˙ = −µ˙4.
The curvature κ is therefore constant if and only if µ4 is constant. Taking
the derivative of τ and simplifying using (5.1) and (5.4) gives
τ˙ = µ˙4
2τ − µ1
κ2
.
The torsion τ is also constant if µ4 is constant. I therefore conclude, as has
been previously shown [17,36], that the centerline is a helix if and only if µ4
is constant.
Now suppose µ is a solution of (5.1) with initial condition µi(0) = ai for
some a ∈ A such that µ4 is constant. Note that µ4(t) = a4 and from (5.1)
that µ1(t) = a1. Since κ is constant, it follows from (5.4) that
µ2 = κ cosφ µ3 = κ sinφ
for some function φ : [0, 1]→ [0, 2pi), and
φ = arctan
(
µ3
µ2
)
φ˙ =
µ2µ˙3 − µ3µ˙2
κ2
.
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Simplifying this expression using (5.1), (5.4), and µ1 = a1 gives
φ˙ = τ − c−1a1,
which is a constant that I will denote by γ = τ − c−1a1. The function φ is
therefore given by
φ(t) = γt+ φ0
for some φ0 ∈ [0, 2pi). The expressions for µ5 and µ6 are found from (5.1) to
be
µ5 = −kµ1µ2 − µ˙3 = µ2(a1 − τ)
µ6 = −kµ1µ3 + µ˙2 = µ3(a1 − τ).
I conclude that solutions of (5.1) with constant µ4 have the form
µ1 = a1 µ4 = a4
µ2 = κ cos(γt+ φ0) µ5 = µ2(a1 − τ)
µ3 = κ sin(γt+ φ0) µ6 = µ3(a1 − τ),
(B.1)
where κ, τ , γ, and φ0 are determined from the initial conditions µi(0) = ai.
Next, taking the derivative of µ˙4 and simplifying using (5.1) and (5.4)
gives
µ¨4 = κ
2
(
µ21 − µ1τ − µ4
)− µ25 − µ26. (B.2)
Taking another derivative and simplifying using (5.1) and (5.4) gives
...
µ4 = −
(
µ21 + κ
2 − 4µ4
)
µ˙4. (B.3)
For µ4 to be constant, the solution of (B.3) must satisfy µ˙4 = 0, which only
happens when µ˙4(0) = µ¨4(0) = 0. Solutions of (5.1) with constant µ4
therefore correspond to choosing initial conditions µi(0) = ai that satisfy
µ˙4(0) = a3a5 − a2a6 = 0 (B.4)
and
µ¨4(0) = a1 (a2a5 + a3a6)− a4
(
a22 + a
2
3
)− a25 − a26 = 0,
where µ¨4(0) was computed by expanding (B.2) using (5.4).
I now determine the initial conditions µ(0) of the system (5.1) that
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satisfy the two conditions µ˙4(0) = µ¨4(0) = 0. From (5.4), ai = µ(0)i satisfies
a2 = κ cosφ0 a3 = κ sinφ0 (B.5)
for some φ0 ∈ [0, 2pi). From (B.1), it follows that
a5 = a2(a1 − τ) a6 = a3(a1 − τ) (B.6)
Using (B.5)-(B.6), it is easy to see from (B.4) that µ˙4(0) = 0. Using the
expressions (B.6) for a5 and a6 in the condition µ¨4(0) = 0 gives
a4 = τ(a1 − τ).
Summarizing the above results, suppose κ > 0, τ ∈ R, ω ∈ R, and
φ0 ∈ [0, 2pi) are given. Define
a1 = ω a2 = κ cosφ0 a3 = κ sinφ0
a4 = τ(ω − τ) a5 = κ(ω − τ) cosφ0 a6 = κ(ω − τ) sinφ0.
Then the solution of (5.1) with µi(0) = ai is given by (B.1), and the
centerline of the resulting extremal (q, u) is a helix with curvature κ,
torsion τ , and twisting moment ω.
B.2 Proof of Theorem 17
Proof. I first show that the conjugate points are invariant with respect to
changes in φ0. Consider the coordinate transformation
J′ = BJ M′ = BM (B.7)
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for the system (5.9), where
B =

1 0 0 0 0 0
0 cos(γt+ φ0) sin(γt+ φ0) 0 0 0
0 − sin(γt+ φ0) cos(γt+ φ0) 0 0 0
0 0 0 1 0 0
0 0 0 0 cos(γt+ φ0) sin(γt+ φ0)
0 0 0 0 − sin(γt+ φ0) cos(γt+ φ0)

.
(B.8)
Under this coordinate transformation, the differential equations (5.9)
become
J˙′ = H′J′ + G′M′ M˙′ = F′M′, (B.9)
where
F′ = B˙BT + BFBT =

0 0 0 0 0 0
0 0 τ − ω 0 0 1
−kκ −(τ − ω) 0 0 −1 0
0 0 −κ(τ − ω) 0 0 −κ
0 0 τ(τ − ω) 0 0 τ
c−1κ(τ − ω) −τ(τ − ω) 0 κ −τ 0

H′ = B˙BT + BHBT =

0 0 −κ 0 0 0
0 0 τ 0 0 0
κ −τ 0 0 0 0
0 0 0 0 0 −κ
0 0 1 0 0 τ
0 −1 0 κ −τ 0

,
and G′ = BGBT = G. Note that det(B(t)) = 1 for all t, and therefore
det(J(t)) = 0 if and only if det(J′(t)) = 0. Since the coefficient matrices in
(B.9) are independent of φ0, I conclude that the conjugate points are
invariant under changes in φ0.
In addition to removing the dependence upon φ0, the coordinate
transformation (B.7) removes the dependence upon t in the coefficient
matrices in (B.9). I now show that the constant coefficient linear
differential equations (B.9) can be integrated in closed-form.
Consider the ith column of the matrices J′ and M′, which I denote by
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[J1i . . . J6i]
T and [M1i . . . M6i]
T , respectively. From (B.9), the components
of the ith columns must satisfy
J˙1i = −κJ3i + c−1M1i M˙1i = 0
J˙2i = τJ3i +M2i M˙2i = (τ − ω)M3i +M6i
J˙3i = κJ1i − τJ2i +M3i M˙3i = −kκM1i − (τ − ω)M2i −M5i
J˙4i = −κJ6i M˙4i = −κ(τ − ω)M3i − κM6i
J˙5i = J3i + τJ6i M˙5i = τ(τ − ω)M3i + τM6i
J˙6i = −J2i + κJ4i − τJ5i M˙6i = c−1κ(τ − ω)M1i − τ(τ − ω)M2i
+ κM4i − τM5i.
(B.10)
A short calculation shows that
...
M2i =
Ω2
κ
M˙4i M¨3i =
2τ − ω
κ
M˙4i
...
M4i = −Ω2M˙4i,
where Ω =
√
κ2 + (ω − 2τ)2. The solution for M4i is given by
M4i(t) = A1i cos(Ωt) + A2i sin(Ωt) + A3i, (B.11)
where the constants A1i, A2i, and A3i are determined by the i
th column of
the initial condition M′(0). The solutions for M1i, M2i, and M3i are then
found to be
M1i(t) = M1i(0)
M2i(t) = −1
κ
(A1i cos(Ωt) + A2i sin(Ωt)) +B1it
2 +B2it+B3i
M3i(t) =
ω − 2τ
Ωκ
(A1i sin(Ωt)− A2i cos(Ωt)) + C1it+ C2i,
(B.12)
where the constants B1i, B2i, B3i, C1i, and C2i are determined by the i
th
column of the initial condition M′(0). Evaluating the expressions in
(B.11)-(B.12) and their derivatives at t = 0 provides the expressions for
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these constants in terms of M′(0), given by
A1i =
κ
Ω2
(κ(τ − ω)M1i(0) + κM4i(0)− (2τ − ω) ((τ − ω)M2i(0) +M5i(0)))
A2i = − κ
Ω
((τ − ω)M3i(0) +M6i(0))
A3i = M4i(0)− A1i
B1i =
1
2
(
κ(τ − ω)M1i(0) + κM4i(0)− (2τ − ω) ((τ − ω)M2i(0) +M5i(0))− Ω
2
κ
A1i
)
B2i = (τ − ω)M3i(0) +M6i(0) + Ω
κ
A2i
B3i = M2i(0) +
1
κ
A1i
C1i = −kκM1i(0)− (τ − ω)M2i(0)−M5i(0)− ω − 2τ
κ
A1i
C2i = M3i(0) +
ω − 2τ
Ωκ
A2i.
(B.13)
Now consider the differential equations in (B.10) for the ith column of J′.
These equations can be rewritten asJ˙1iJ˙2i
J˙3i
 =
0 0 −κ0 0 τ
κ −τ 0

J1iJ2i
J3i
+
c
−1M1i
M2i
M3i
 (B.14)
J˙4iJ˙5i
J˙6i
 =
0 0 −κ0 0 τ
κ −τ 0

J4iJ5i
J6i
+
 0J3i
−J2i
 . (B.15)
Let
D =
0 0 −κ0 0 τ
κ −τ 0
 .
The solution of (B.14) is then given byJ1i(t)J2i(t)
J3i(t)
 = eDt ∫ t
0
e−Ds
c
−1M1i(s)
M2i(s)
M3i(s)
 ds, (B.16)
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and the solution of (B.15) is given byJ4i(t)J5i(t)
J6i(t)
 = eDt ∫ t
0
e−Ds
 0J3i(s)
−J2i(s)
 ds. (B.17)
(In the above expressions, recall that J′(0) = 0.) The exponential terms in
(B.16) and (B.17) can be computed using the Rodrigues rotation formula,
given by
eDt = I +
sin
(√
κ2 + τ 2t
)
√
κ2 + τ 2
D +
1− cos (√κ2 + τ 2t)
κ2 + τ 2
D2.
The expressions (B.12) can be used in (B.16) to obtained closed form
solutions for J1i, J2i, and J3i. These expressions can then be used in (B.17)
to obtained closed form solutions for J4i, J5i, and J6i. These solutions can
be computed for each of the six columns in J′.
I now show that conjugate points are invariant under changes in the
stiffness ratio c. First note that if (M,J) is the solution of (5.9) with the
initial conditions (I, 0) and C is a constant non-singular 6× 6 matrix, then
the solution of (5.9) with initial condition (C, 0) is given by
(M(t)C,J(t)C). Since C is non-singular, det(J(t)) = 0 if and only if
det(J(t)C) = 0. Now consider the particular case when
C = B(0)−1

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
τ 0 0 1 0 0
κ 0 0 0 1 0
0 0 0 0 0 1

,
where B is defined in (B.8). The matrix C is clearly non-singular, and after
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i = 1 i = 2 i = 3 i = 4 i = 5 i = 6
A1i 0 −κ(τ−ω)(2τ−ω)Ω2 0 κ
2
Ω2
−κ(2τ−ω)
Ω2
0
A2i 0 0 −κ(τ−ω)Ω 0 0 − κΩ
A3i τ
κ(τ−ω)(2τ−ω)
Ω2
0 1− κ2
Ω2
κ(2τ−ω)
Ω2
0
B1i 0 0 0 0 0 0
B2i 0 0 0 0 0 0
B3i 0 1− (τ−ω)(2τ−ω)Ω2 0 κΩ2 −2τ−ωΩ2 0
C1i −c−1κ − (τ−ω)(Ω2+(2τ−ω)2)Ω2 0 κ(2τ−ω)Ω2 −1− (2τ−ω)
2
Ω2
0
C2i 0 0 1 +
(τ−ω)(2τ−ω)
Ω2
0 0 2τ−ω
Ω2
Table B.1: Expressions for the constants defined in (B.13) when M′(0) is
defined by (B.18).
the coordinate transformation (B.7), if follows that
M′(0) =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
τ 0 0 1 0 0
κ 0 0 0 1 0
0 0 0 0 0 1

. (B.18)
The expressions (B.13), along with the initial condition (B.18), can be used
to determine the constants in the expressions (B.12), which are given in
Table 1.
First consider columns 2 through 6 of the matrices M′ and J′. Note that
the parameter c does not explicitly appear in the expressions (B.12) for
M1i, M2i, and M3i. Furthermore, for i = 2, . . . , 6, the parameter c does not
appear in the expressions for A1i, A2i, A3i, B1i, B2i, B3i, C1i, and C2i given
in Table 1. I therefore conclude that M1i, M2i, and M3i are independent of
c when i = 2, . . . , 6. Next, note that for i = 2, . . . , 6, M1i(s) = 0. In the
expressions (B.16)-(B.17) for the columns of J′, the parameter c only
appears as a coefficient of M1i. Therefore, columns 2 through 6 of the
matrix J′ are independent of c.
Now consider the first columns of the matrices M′ and J′. Using the
initial condition (B.18), the expressions in Table 1 for i = 1, and the
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expressions in (B.12), it follows that
M11(t) = 1 M21(t) = 0 M31(t) = −c−1κt.
Using these expression in the differential equations (B.10) for the columns
of J′, it follows that
J˙11 = −κJ31 + c−1 J˙21 = τJ31 J˙31 = κJ11 − τJ21 − c−1κs
J˙41 = −κJ61 J˙51 = J31 + τJ61 J˙61 = −J21 + κJ41 − τJ51.
(B.19)
From (5.10), the initial conditions for the system (B.19) are Jj1 = 0 for
j = 1, . . . , 6. It can be verified that the solution of (B.19) with this initial
condition is given by
J11(t) = c
−1t J21(t) = 0 J31(t) = 0
J41(t) = 0 J51(t) = 0 J61(t) = 0.
I can now decompose the matrix J′ as
J′ =
[
J′11 J
′
12
J′21 J
′
22
]
,
where
J′11 = c
−1t J′21 =
[
0 0 0 0 0
]T
,
and where J′22 is a 5× 5 matrix that is independent of c. The determinant
of J′ can now be written as
det(J′(t)) = c−1t det(J′22(t)).
Changing the value of c does not affect the values of t at which
det(J′(s)) = 0, and I conclude that the conjugate points are invariant under
changes in the stiffness parameter c.
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APPENDIX C
PROOFS FROM CHAPTER 6
C.1 Proof of Theorem 19
Proof. First consider the abnormal case. Theorem 1 says that (q, u) is
abnormal if and only if it is a projection of an integral curve (q, p) of XH
that satisfies that satisfies (3.4), where
H(q, p, t) = Ĥ(q, p, 0, u(t))
and
Ĥ(q, p, 0, u) = 〈p, q (u1u2X1 + u2X2 +X4)〉 .
For any g, r ∈ SE(3) satisfying q = gr, observe that
H(r, T ∗r Lg(p), t) =
〈
T ∗r Lg(p), g
−1q (u1u2X1 + u2X2 +X4)
〉
=
〈
p, g
(
g−1q (u1u2X1 + u2X2 +X4)
)〉
= 〈p, q (u1u2X1 + u2X2 +X4)〉
= H(q, p, t),
(C.1)
so H is left-invariant and the necessary conditions in Theorem 3 can be
applied. The existence of (p, q) satisfying Theorem 1 is therefore equivalent
to the existence of µ satisfying (3.13)-(3.14), where h : se∗(3)× R→ R is
given by
h(µ, t) = H(e, µ, t) = µ1u1u2 + µ2u2 + µ4.
With the aid of (3.15), the equations (3.14) in Theorem 3 can be written as
(6.5)-(6.6).
The condition 3.4 in Theorem 1 implies that u must maximize h. For this
condition to hold, it must be true that µ1 = µ2 = 0, for otherwise h has no
maximum in u. Since µ1 = 0 and µ˙1 = −µ3u2 from (6.5), it follows that
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µ3 = 0 or u2 = 0. Suppose momentarily that µ3 = 0. Then µ˙2 = µ6 and
µ˙3 = −µ5 from (6.5) and it follows that µ5 = µ6 = 0. Then, since µ˙6 = µ4u2
from (6.5), it follows that µ4u2 = 0. By Theorem 1 and (3.12), µ cannot be
identically 0 in the abnormal case, it must be true that µ4 6= 0, and
therefore u2 = 0. I conclude that an extremal (q, u) of (6.4) is abnormal if
u2(t) = 0 for all t ∈ [0, 1].
Now consider the normal case. By a computation identical to (C.1), the
normal Hamiltonian H is left-invariant, where H is given by
H(q, p, t) = Ĥ(q, p, 1, u(t))
and
Ĥ(q, p, 1, u) = 〈p, q (u1u2X1 + u2X2 +X4)〉 − 1
2
u2(t)
2
(
1 + u1(t)
2
)2
The equations (3.14) in Theorem 3 can again be written as (6.5)-(6.6),
where the reduced Hamiltonian function h
All that remains is to show that (6.8) follows from the maximization
condition in (3.4) in Theorem 1. In the normal case, the reduced
Hamiltonian function h is given by
h(µ, t) = H(e, µ, t) = µ1u1u2 + µ2u2 + µ4 − 1
2
u22
(
1 + u21
)2
. (C.2)
Writing the maximization condition (3.4) in terms of the reduced
Hamiltonian h gives
maximize
u
µ1u1u2 + µ2u2 + µ4 − 1
2
u22
(
1 + u21
)2
. (C.3)
Since u1 and u2 take values in R and are unconstrained, the function in
(C.3) must be stationary in u, leading to
µ1u2 − 2u1
(
1 + u21
)
u22 = 0 µ1u1 + µ2 −
(
1 + u21
)2
u2 = 0. (C.4)
Next, I will find the solutions of equations (C.4) that solve the
maximization problem (C.3) and thereby express u as a function of µ. The
solutions of (C.3) are found in three cases.
Case 1: µ1 6= 0
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This case accounts for the first three cases in (6.8). The expressions (C.4)
can be rewritten as
u2
(
µ1 − 2u1
(
1 + u21
)
u2
)
= 0 µ2 =
(
1 + u21
)2
u2 − µ1u1. (C.5)
One obvious solution of the first expression is
u2 = 0. (C.6)
Substituting this value for u2 into the second expression in (C.5) gives
u1 = −µ2
µ1
, (C.7)
which is defined since it was assumed µ1 6= 0. Plugging these expressions
for u1 and u2 into the reduced Hamiltonian (C.2), and writing the
Hamiltonian as a function of µ only, gives
h(µ) = µ4. (C.8)
A second solution of (C.5) can be found when
µ1 = 2u1
(
1 + u21
)
u2. (C.9)
Since µ1 6= 0, the above expression gives u1 6= 0 and the expression
u2 =
µ1
2u1 (1 + u21)
(C.10)
is defined. Plugging the expression (C.9) into the second expression in
(C.5) gives
µ2 =
(
1 + u21
)2
u2 − 2u21
(
1 + u21
)
u2.
From the second expression in (C.5), it follows that
µ2 =
µ2 − µ1u1
(1 + u21)
2 ,
which is equivalent to
u2 =
µ2
1− u41
. (C.11)
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Setting the expressions (C.10) and (C.11) equal to one another gives
µ1
2 (u1 + u31)
=
µ2
1− u41
,
which can be factored to give
(u21 + 1)(µ1u
2
1 + 2µ2u1 − µ1) = 0.
The two real solutions of this polynomial are
u1 =
−µ2 ±
√
µ21 + µ
2
2
µ1
. (C.12)
Then, using the first expression in (C.5), u2 can be expressed as
u2 =
µ1
2u1 (1 + u21)
= ±
(
µ2 ±
√
µ21 + µ
2
2
)2
4
√
µ21 + µ
2
2
. (C.13)
Using these expressions for u1 and u2 in the reduced Hamiltonian function
(C.2), and writing the Hamiltonian as a function of µ only, gives
h(µ) =
1
8
(
µ21 + 2µ
2
2 ∓ 2µ2
√
µ21 + µ
2
2 + 8µ4
)
. (C.14)
Note that one of the choices of input in (C.12)-(C.13) always produces a
Hamiltonian in (C.14) that is larger in value than the Hamiltonian (C.8),
which corresponds to the input (C.6)-(C.7).
In order to maximize the Hamiltonian h, u should be chosen such that
u1 =
−µ2 +
√
µ21 + µ
2
2
µ1
u2 =
(
µ2 +
√
µ21 + µ
2
2
)2
4
√
µ21 + µ
2
2
if µ2 > 0
(C.15)
and
u1 =
−µ2 −
√
µ21 + µ
2
2
µ1
u2 = −
(
µ2 −
√
µ21 + µ
2
2
)2
4
√
µ21 + µ
2
2
if µ2 < 0.
(C.16)
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If µ2 = 0, then (C.6)-(C.7) and the Hamiltonian (C.8) become
u1 = 0 u2 = 0 h(µ) = µ4, (C.17)
and (C.12)-(C.13) and the Hamiltonian (C.14) become
u1 = ±1 u2 = ±µ1
4
h(µ) =
µ21
8
+ µ4. (C.18)
The solution (C.18) always provides a larger Hamiltonian than the solution
(C.17). However, both the “+” and “−” solutions in (C.18) produce the
same Hamiltonian, and the maximization condition (3.4) does not provide
enough information to decide which u should be chosen.
Case 2: µ1 = 0, µ2 6= 0
This case accounts for the fourth case in (6.8). In this case, the equations
in (C.4) become
−2u1
(
1 + u21
)
u22 = 0 µ2 −
(
1 + u21
)2
u2 = 0. (C.19)
From the second expression in (C.19), since µ2 6= 0, it follows that u2 6= 0.
Then, from the first expression in (C.19), it follows that u1 = 0. Then, from
the second expression in (C.19), u2 = µ2. This is the only extremum of the
Hamiltonian h in this case.
Case 3: µ1 = µ2 = 0
This case accounts for the fifth case in (6.8). In this case, the equations
in (C.4) become
−2u1
(
1 + u21
)
u22 = 0 −
(
1 + u21
)2
u2 = 0. (C.20)
From the second expression in (C.20), it must be true that u2 = 0. With
this choice of u2, both expression in (C.20) are satisfied, u1 can be chosen
arbitrarily, and the maximization condition (3.4) does not provide enough
information to decide which u should be chosen.
Combining the three cases described above results in the expression (6.8)
for u in terms of µ.
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APPENDIX D
PROOFS FROM CHAPTER 7
D.1 Proof of Theorem 20
Proof. First consider the normal case, and note that the problem (7.2) is a
special case of the problem (3.23) considered in Section 3.2.2. The
necessary conditions for optimality in Theorem 5 can therefore be applied.
Following the same steps as in the proof of Theorem 8, the reduced
Hamiltonian function h defined in (3.29) is found to be
h(µ, ψ, t) =
6∑
i=1
µiui −
(
1
2
(
ctu1(t)
2 + cb(u2(t)
2 + u3(t)
2)
+ (u4(t)− t)2 + cs(u5(t)2 + u6(t)2)
)
+ wψ4
)
,
and the equations (7.3)-(7.6) follow from (3.34)-(3.34).
The only remaining step in the normal case is to establish equations
(7.7)-(7.8). These equations follow from the maximization condition in
Theorem 1 using the Hamiltonian function h defined above. Since u is
constrained by (7.1), the maximization condition takes the form
maximize
u
6∑
i=1
µiui −
(
1
2
(
ctu1(t)
2 + cb(u2(t)
2 + u3(t)
2)
+ (u4(t)− t)2 + cs(u5(t)2 + u6(t)2)
)
+ wψ4
)
subject to u4 − h ≥ b
√
u22 + u
2
3.
(D.1)
First note that the term wψ4 in (D.1) is independent of u and can therefore
be ignored in the optimization process. Next note that the function to be
minimized in (D.1) is quadratic in u1, u5, and u6 and the inequality
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constraint in (D.1) is independent of u1, u5, and u6. Therefore the
maximizing values of u1, u5, and u6 are given by (7.7).
The optimization problem (D.1) can now be reduced to a problem
involving only u2, u3, and u4, given by
maximize
u2,u3,u4
u2µ2 + u3µ3 + u4µ4 − 1
2
(
cb
(
u22 + u
2
3
)
+ (u4 − t)2
)
subject to u4 − h ≥ b
√
u22 + u
2
3.
(D.2)
To simplify the constraint, consider the change of variables
u2 = κb cosφ u3 = κb sinφ.
where κb must satisfy κb ≥ 0. Writing the optimization problem (D.2) in
terms of κb, φ, and u4 gives
maximize
κb≥0,φ,u4
κb cosφµ2 + κb sinφµ3 + u4µ4 − 1
2
(
cbκ
2
b + (u4 − t)2
)
subject to u4 − h ≥ bκb.
(D.3)
Since κb ≥ 0, the maximizing choice of φ corresponds to
sinφ =
µ3√
µ22 + µ
2
3
cosφ =
µ2√
µ22 + µ
2
3
(D.4)
and (D.3) can be rewriteen as
maximize
κb≥0,u4
− 1
2
cbκ
2
b + κb
√
µ22 + µ
3
3 −
1
2
u24 + (µ4 + t)u4 −
1
2
2t
subject to u4 − h ≥ bκb.
(D.5)
The unconstrained maximum of (D.5) is given by
κb =
1
cb
√
µ22 + µ
3
3 u4 = µ4 + t. (D.6)
If the unconstrained maximum (D.6) satisfies the constraint u4 − h ≥ bκb,
then it is also the constrained maximum of (D.5). The solution (D.6)
satisfies the constraint u4 − h ≥ bκb if
µ4 + t − h ≥ b
cb
√
µ22 + µ
2
3,
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or equivalently
µ4 ≥ b
cb
√
µ22 + µ
2
3 + h − t. (D.7)
If the condition (D.7) is not satisfied, then the constrained maximum
must lie on the boundary defined by the constraint. On the boundary of
the constraint, κb and µ4 satisfy
µ4 = bκb + h. (D.8)
On this boundary, the problem (D.5) becomes
maximize
κb≥0
−1
2
(
cb + b
2
)
κ2b+
(
b(t − h + µ4) +
√
µ22 + µ
3
3
)
κb+µ4h−1
2
(h − t)2 .
(D.9)
The expression in (D.9) is quadratic in κb, and since the coefficient of κ
2
b is
negative, there exists a unique maximizing value of κb. Since κb must satisfy
the constraint κb ≥ 0, the maximizing value of κb in (D.9) must either occur
at κb = 0 or when the first derivative of (D.9) with respect to κb is zero.
The first derivative of the expression in (D.9) with respect to κb is
− (cb + b2)κb + (b (t − h + µ4) +√µ22 + µ33) = 0,
which leads to the expression for κb
κb =
b (t − h + µ4) +
√
µ22 + µ
3
3
cb + b2
. (D.10)
With κb given by (D.10), the function in (D.9) becomes
1
2
(
b (t − h + µ4) +
√
µ22 + µ
3
3
)2
cb + b2
+ µ4h − 1
2
(h − t)2 , (D.11)
and with κb = 0, the function in (D.9) becomes
µ4h − 1
2
(h − t)2 . (D.12)
The expression in (D.11) is always greater than or equal to the expression
in (D.12), with equality occurring only when κb = 0. Therefore, if the
expression (D.10) for κb is admissible, i.e., if it is non-negative, then it is the
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maximizing value of κb. If the expression (D.10) is not admissible, then the
maximizing value of κb is κb = 0. The expression (D.10) is not admissible if
b (t − h + µ4) +
√
µ22 + µ
2
3 < 0,
or equivalently
µ4 < −1
b
√
µ22 + µ
2
3 + h − t.
Note that the inequality < in the above expression can be replaced with ≤
since κb = 0 and κb given by (D.10) are equivalent when the inequality <
becomes an equality.
After changing back to the coordinates u2 and u3, the case when κb is
given by (D.10) corresponds to
u2 = κb cosφ =
(
b (t − h + µ4) +
√
µ22 + µ
3
3
cb + b2
)
µ2√
µ22 + µ
2
3
u3 = κb sinφ =
(
b (t − h + µ4) +
√
µ22 + µ
3
3
cb + b2
)
µ3√
µ22 + µ
2
3
,
and u4 is found using (D.8) to be
u4 = bκb + h = b
(
b (t − h + µ4) +
√
µ22 + µ
3
3
cb + b2
)
+ h.
Similarly, for the case when κb = 0, u2, u3, and u4 are given by
u2 = 0 u3 = 0 u4 = h.
Summarizing the above cases and combining them with unconstrained
case characterized by (D.6)-(D.7), the solution of the optimization problem
(D.2) is given by (7.8).
Now consider the abnormal case. In the proof of Theorem 8, there were
no abnormal extremals of the problem (4.4) since the abnormal
Hamiltonian function (4.10) was linear in u and u was unconstrained.
However, due to the constraint in the problem (7.2), abnormal functions do
exist in the current problem.
In the abnormal case, the reduced Hamiltonian function h defined in
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(3.29) is found to be
h(µ, ψ, t) =
6∑
i=1
µiui,
the equations (3.34)-(3.34) in Theorem 5 becomeµ˙1µ˙2
µ˙3
 =
µ1µ2
µ3
×
u1u2
u3
+
µ4µ5
µ6
×
u4u5
u6
 (D.13)
µ˙4µ˙5
µ˙6
 =
µ4µ5
µ6
×
u1u2
u3
 (D.14)
ψ˙1ψ˙2
ψ˙3
 =
ψ1ψ2
ψ3
×
u1u2
u3
 ψ˙4 = ψ1,
and the maximization condition in Theorem 1 becomes
maximize
u
6∑
i=1
µiui
subject to u4 − h ≥ b
√
u22 + u
2
3.
(D.15)
Since u1, u5, and u6 are unconstrained in the problem (D.15), a maximum
can only be achieved if µ1 = µ5 = µ6 = 0. Using this fact, along with the
corresponding facts that µ˙1 = µ˙5 = µ˙6 = 0 in the equations (D.13)-(D.14)
produces
0 = µ2u3 − µ3u2 µ˙4 = 0
µ˙2 = µ3u1 − µ4u6 0 = −µ4u3
µ˙3 = −µ2u1 + µ4u5 0 = µ4u2.
For these equations to be satisfied, either µ4 = 0 or u2 = u3 = 0 must be
true. First suppose that µ4 = 0. Then the optimization problem (D.15)
becomes
maximize
u2,u3,u4
µ2u2 + µ3u3
subject to u4 − h ≥ b
√
u22 + u
2
3.
A maximum in this problem can only be achieved if µ2 = µ3 = 0. However,
in the abnormal case, µ cannot be identically 0 by Theorem 1 and (3.12).
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Therefore it must be true that µ4 6= 0 and u2 = u3 = 0. The optimization
problem (D.15) can now be written simply as
maximize
u4
µ4u4
subject to u4 − h ≥ 0.
Since h ≥ 0, a maximum can only be achieved if µ4 ≤ 0, and the
maximizing value of u4 is u4 = h.
I conclude that all abnormal extremals have u2(t) = u3(t) = 0 and
u4(t) = h for all t ∈ [0, 1].
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