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1. Introduction
This paper is concerned with the existence of solutions for the three-point impulsive boundary value problem involving
nonlinear fractional differential equations:
CDqu(t) = f (t, u(t)), 0 < t < 1, t 6= tk, k = 1, 2, . . . , p,
1u|t=tk = Ik(u(tk)), 1u′|t=tk = Ik(u(tk)), k = 1, 2, . . . , p,
u(0)+ u′(0) = 0, u(1)+ u′(ξ) = 0,
(1.1)
where CDq is the Caputo fractional derivative, q ∈ R, 1 < q ≤ 2, f : [0, 1] × R → R is a continuous function,
Ik, Ik : R → R, ξ ∈ (0, 1), ξ 6= tk, k = 1, 2, . . . , p and 1u|t=tk = u(t+k ) − u(t−k ),1u′|t=tk = u′(t+k ) − u′(t−k ), u(t+k )
and u(t−k ) represent the right-hand limit and the left-hand limit of the function u(t) at t = tk, and the sequences {tk} satisfy
that 0 = t0 < t1 < t2 < · · · < tp < tp+1 = 1, p ∈ N.
Fractional differential equations arise in many engineering and scientific disciplines as the mathematical modeling of
systems and processes in the fields of physics, chemistry, aerodynamics, electrodynamics of a complex medium, polymer
rheology, etc. involves derivatives of fractional order. Fractional differential equations also serve as an excellent tool for the
description of hereditary properties of various materials and processes. In consequence, fractional differential equations
have been of great interest. For details, see [1–9] and the references therein.
Integer-order impulsive differential equations have become important in recent years as mathematical models of
phenomena in both the physical and social sciences. There has a significant development in impulsive theory especially
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in the area of impulsive differential equations with fixed moments; see for instance [10,11]. Recently, the boundary value
problems of impulsive differential equations of integer order have been studied extensively in the literatures (see [12–15]).
To the best of our knowledge, there are few papers that consider the impulsive boundary value problem involving
nonlinear differential equations of fractional order. In this paper, we study the existence of solutions for three-point
impulsive boundary value problem (1.1); by use of Banach’s fixed point theorem and Schauder’s fixed point theorem, some
existence results are obtained.
The organization of this paper is as follows. In Section 2, we present some necessary definitions and preliminary results
that will be used to prove our main results. The proofs of our main results are given in Section 3. In Section 4, we will give
an examples to ensure our main result.
2. Preliminaries and lemmas
The material in this section is basic in some sense. For the reader’s convenience, we present some necessary definitions
from fractional calculus theory and preliminary results.
Definition 2.1. For a function f : [0,∞)→ R, the Caputo derivative of fractional order q is defined as
CDqf (t) = 1
Γ (n− q)
∫ t
0
f (n)(s)
(t − s)q−n+1 ds, n = [q] + 1,
where [q] denotes the integer part of real number q.
Definition 2.2. The Riemann–Liouville fractional integral of order q is defined as
Iqf (t) = 1
Γ (q)
∫ t
0
(t − s)q−1f (s)ds, q > 0,
provided the integral exists.
Definition 2.3. The Riemann–Liouville fractional derivative of order q for a function f (t) is defined by
Dqf (t) = 1
Γ (n− q)
(
d
dt
)n ∫ t
0
f (s)
(t − s)q−n+1 ds, n = [q] + 1,
provided the right-hand side is pointwise defined on (0,∞).
Lemma 2.1 ([9]). Let q > 0; then the differential equation
CDqh(t) = 0
has solution h(t) = c0 + c1t + c2t2 + · · · + cn−1tn−1, ci ∈ R, i = 0, 1, 2, . . . , n− 1, n = [q] + 1.
Lemma 2.2 ([9]). Let q > 0; then
IqCDqh(t) = h(t)+ c0 + c1t + c2t2 + · · · + cn−1tn−1
for some ci ∈ R, i = 0, 1, 2, . . . , n− 1, n = [q] + 1.
For the sake of convenience, we introduce the following notations.
Let J = [0, 1], J0 = [0, t1], J1 = (t1, t2], . . . , Jp−1 = (tp−1, tp], Jp = (tp, 1], J ′ = J \ {t1, t2, . . . , tp}, and
PC(J) = {u : [0, 1] → R | u ∈ C(J ′), u(t+k ) and u(t−k ) exist, and u(t−k ) = u(tk), 1 ≤ k ≤ p}.
Obviously, PC(J) is a Banach space with the norm ‖u‖ = sup0≤t≤1 |u(t)|.
Lemma 2.3. Let y ∈ C[0, 1] and ξ ∈ (tl, tl+1); l is a nonnegative integer, 0 ≤ l ≤ p, 1 < q ≤ 2. A function u ∈ PC(J) is a
solution of the boundary value problem
CDqu(t) = y(t), 0 < t < 1, t 6= tk, k = 1, 2, . . . , p,
1u|t=tk = Ik(u(tk)), 1u′|t=tk = Ik(u(tk)), k = 1, 2, . . . , p,
u(0)+ u′(0) = 0, u(1)+ u′(ξ) = 0,
(2.1)
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if and only if u is a solution of the integral equation
u(t) =

1
Γ (q)
∫ t
0
(t − s)q−1y(s)ds+M(1− t), t ∈ J0;
1
Γ (q)
∫ t
tk
(t − s)q−1y(s)ds+ 1
Γ (q)
k∑
i=1
∫ ti
ti−1
(ti − s)q−1y(s)ds
+ 1
Γ (q−1)
k∑
i=1
(t − ti)
∫ ti
ti−1(ti − s)q−2y(s)ds+
k∑
i=1
(t − ti)I i(u(ti))
+
k∑
i=1
Ii(u(ti))+M(1− t), t ∈ Jk, k = 1, 2, . . . , p,
(2.2)
where
M = 1
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1y(s)ds+ 1
Γ (q− 1)
p∑
i=1
(1− ti)
∫ ti
ti−1
(ti − s)q−2y(s)ds
+ 1
Γ (q− 1)
∫ ξ
tl
(ξ − s)q−2y(s)ds+ 1
Γ (q− 1)
l∑
i=1
∫ ti
ti−1
(ti − s)q−2y(s)ds
+
p∑
i=1
(1− ti)I i(u(ti))+
l∑
i=1
I i(u(ti))+
p∑
i=1
Ii(u(ti)).
Proof. Suppose that u is a solution of (2.1). By applying Lemma 2.2, we have
u(t) = Iqy(t)− c1 − c2t = 1
Γ (q)
∫ t
0
(t − s)q−1y(s)ds− c1 − c2t, t ∈ J0, (2.3)
for some c1, c2 ∈ R. Then, we have
u′(t) = 1
Γ (q− 1)
∫ t
0
(t − s)q−2y(s)ds− c2, t ∈ J0. (2.4)
If t ∈ J1, then, we have
u(t) = 1
Γ (q)
∫ t
t1
(t − s)q−1y(s)ds− d1 − d2(t − t1),
u′(t) = 1
Γ (q− 1)
∫ t
t1
(t − s)q−2y(s)ds− d2,
for some d1, d2 ∈ R. Thus,
u(t−1 ) =
1
Γ (q)
∫ t1
0
(t1 − s)q−1y(s)ds− c1 − c2t1,
u(t+1 ) = −d1,
u′(t−1 ) =
1
Γ (q− 1)
∫ t1
0
(t1 − s)q−2y(s)ds− c2,
u′(t+1 ) = −d2.
In view of1u|t=t1 = u(t+1 )− u(t−1 ) = I1(u(t1)) and1u′|t=t1 = u′(t+1 )− u′(t−1 ) = I1(u(t1)), we have
−d1 = 1
Γ (q)
∫ t1
0
(t1 − s)q−1y(s)ds+ I1(u(t1))− c1 − c2t1
−d2 = 1
Γ (q− 1)
∫ t1
0
(t1 − s)q−2y(s)ds+ I1(u(t1))− c2.
Hence, we obtain
u(t) = 1
Γ (q)
∫ t
t1
(t − s)q−1y(s)ds+ 1
Γ (q)
∫ t1
0
(t1 − s)q−1y(s)ds+ t − t1
Γ (q− 1)
×
∫ t1
0
(t1 − s)q−2y(s)ds+ (t − t1)I1(u(t1))+ I1(u(t1))− c1 − c2t, t ∈ J1.
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In a similar way, we can obtain
u(t) = 1
Γ (q)
∫ t
tk
(t − s)q−1y(s)ds+ 1
Γ (q)
k∑
i=1
∫ ti
ti−1
(ti − s)q−1y(s)ds
+ 1
Γ (q− 1)
k∑
i=1
(t − ti)
∫ ti
ti−1
(ti − s)q−2y(s)ds+
k∑
i=1
(t − ti)I i(u(ti))
+
k∑
i=1
Ii(u(ti))− c1 − c2t, t ∈ Jk, k = 1, 2, . . . , p. (2.5)
By (2.3), (2.4) and the boundary condition u(0)+ u′(0) = 0, we can obtain c1 + c2 = 0.
On the other hand, by (2.5), we have
u(1) = 1
Γ (q)
∫ 1
tp
(1− s)q−1y(s)ds+ 1
Γ (q)
p∑
i=1
∫ ti
ti−1
(ti − s)q−1y(s)ds+ 1
Γ (q− 1)
p∑
i=1
(1− ti)
×
∫ ti
ti−1
(ti − s)q−2y(s)ds+
p∑
i=1
(1− ti)I i(u(ti))+
p∑
i=1
Ii(u(ti))− c1 − c2,
u′(ξ) = 1
Γ (q− 1)
∫ ξ
tl
(ξ − s)q−2y(s)ds+ 1
Γ (q− 1)
l∑
i=1
∫ ti
ti−1
(ti − s)q−2y(s)ds+
l∑
i=1
I i(u(ti))− c2.
By the boundary condition u(1)+ u′(ξ) = 0 and c1 + c2 = 0, we obtain
c1 = − 1
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1y(s)ds− 1
Γ (q− 1)
p∑
i=1
(1− ti)
∫ ti
ti−1
(ti − s)q−2y(s)ds
− 1
Γ (q− 1)
∫ ξ
tl
(ξ − s)q−2y(s)ds− 1
Γ (q− 1)
l∑
i=1
∫ ti
ti−1
(ti − s)q−2y(s)ds
−
p∑
i=1
(1− ti)I i(u(ti))−
l∑
i=1
I i(u(ti))−
p∑
i=1
Ii(u(ti)), (2.6)
c2 = 1
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1y(s)ds+ 1
Γ (q− 1)
p∑
i=1
(1− ti)
∫ ti
ti−1
(ti − s)q−2y(s)ds
+ 1
Γ (q− 1)
∫ ξ
tl
(ξ − s)q−2y(s)ds+ 1
Γ (q− 1)
l∑
i=1
∫ ti
ti−1
(ti − s)q−2y(s)ds
+
p∑
i=1
(1− ti)I i(u(ti))++
l∑
i=1
I i(u(ti))+
p∑
i=1
Ii(u(ti)). (2.7)
Substituting (2.6) and (2.7) into (2.3), (2.5) respectively, and lettingM = c2, we get (2.2).
Conversely, we assume that u is a solution of the integral equation (2.2). In view of the relations CDpIpy(t) = y(t) for
p > 0, we get
CDqu(t) = y(t), 0 < t < 1, t 6= tk k = 1, 2, . . . , p, 1 < q ≤ 2.
Moreover, it can easily be shown that1u|t=tk = Ii(u(tk)),1u′|t=tk = I i(u(tk)), k = 1, 2, . . . , p. Also it can easily be verified
that the boundary conditions u(0)+ u′(0) = 0, u(1)+ u′(ξ) = 0 are satisfied. The proof is completed. 
3. Existence of solutions
Let ξ ∈ (tl, tl+1); l is a nonnegative integer, 0 ≤ l ≤ p. Define an operator T : PC(J)→ PC(J) by
(Tu)(t) = 1
Γ (q)
∫ t
tk
(t − s)q−1f (s, u(s))ds+ 1
Γ (q)
∑
0<tk<t
∫ tk
tk−1
(tk − s)q−1f (s, u(s))ds
+ 1
Γ (q− 1)
∑
0<tk<t
(t − tk)
∫ tk
tk−1
(tk − s)q−2f (s, u(s))ds+
∑
0<tk<t
(t − tk)Ik(u(tk))
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+
∑
0<tk<t
Ik(u(tk))+ (1− t)
{
1
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1f (s, u(s))ds+ 1
Γ (q− 1)
×
∫ ξ
tl
(ξ − s)q−2f (s, u(s))ds+ 1
Γ (q− 1)
p∑
i=1
(1− ti)
∫ ti
ti−1
(ti − s)q−2f (s, u(s))ds
+ 1
Γ (q− 1)
l∑
i=1
∫ ti
ti−1
(ti − s)q−2f (s, u(s))ds+
p∑
i=1
(1− ti)I i(u(ti))+
l∑
i=1
I i(u(ti))+
p∑
i=1
Ii(u(ti))
}
.
Clearly, the fixed points of the operator T are solutions of problem (1.1). Our first result is based on Banach’s fixed point
theorem.
Theorem 3.1. Assume that:
(C1) There exists a constant L1 > 0 such that |f (t, x)− f (t, y)| ≤ L1|x− y|, for each t ∈ J and all x, y ∈ R.
(C2) There exist constants L2, L3 > 0 such that |Ik(x) − Ik(y)| ≤ L2|x − y|, |Ik(x) − Ik(y)| ≤ L3|x − y|, for each t ∈ J and all
x, y ∈ R, k = 1, 2, . . . , p.
If
L1
(
2p+ 3
Γ (q+ 1) +
3p+ 1
Γ (q)
)
+ p(2L2 + 3L3) < 1,
then problem (1.1) has a unique solution.
Proof. Let x, y ∈ PC(J). Then, for each t ∈ J , we have
|(Tx)(t)− (Ty)(t)| ≤ 1
Γ (q)
∫ t
tk
(t − s)q−1|f (s, x(s))− f (s, y(s))|ds
+ 1
Γ (q)
∑
0<tk<t
∫ tk
tk−1
(tk − s)q−1|f (s, x(s))− f (s, y(s))|ds
+ 1
Γ (q− 1)
∑
0<tk<t
(t − tk)
∫ tk
tk−1
(tk − s)q−2|f (s, x(s))− f (s, y(s))|ds
+
∑
0<tk<t
(t − tk)|Ik(x(tk))− Ik(y(tk))| +
∑
0<tk<t
|Ik(x(tk))− Ik(y(tk))|
+ 1
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1|f (s, x(s))− f (s, y(s))|ds
+ 1
Γ (q− 1)
∫ ξ
tl
(ξ − s)q−2|f (s, x(s))− f (s, y(s))|ds
+ 1
Γ (q− 1)
p∑
i=1
(1− ti)
∫ ti
ti−1
(ti − s)q−2|f (s, x(s))− f (s, y(s))|ds
+ 1
Γ (q− 1)
l∑
i=1
∫ ti
ti−1
(ti − s)q−2|f (s, x(s))− f (s, y(s))|ds
+
p∑
i=1
(1− ti)|I i(x(ti))− I i(y(ti))| +
l∑
i=1
|I i(x(ti))− I i(y(ti))| +
p∑
i=1
|Ii(x(ti))− Ii(y(ti))|
≤ L1‖x− y‖
Γ (q)
∫ t
tk
(t − s)q−1ds+ 2L1‖x− y‖
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1ds
+ 3L1‖x− y‖
Γ (q− 1)
p∑
i=1
∫ ti
ti−1
(ti − s)q−2ds+ L1‖x− y‖
Γ (q− 1)
∫ ξ
tl
(ξ − s)q−2ds
+ 2pL2‖x− y‖ + 3pL3‖x− y‖
≤
[
L1
(
2p+ 3
Γ (q+ 1) +
3p+ 1
Γ (q)
)
+ p(2L2 + 3L3)
]
‖x− y‖.
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Thus,
‖Tx− Ty‖ ≤
[
L1
(
2p+ 3
Γ (q+ 1) +
3p+ 1
Γ (q)
)
+ p(2L2 + 3L3)
]
‖x− y‖.
Since
L1
(
2p+ 3
Γ (q+ 1) +
3p+ 1
Γ (q)
)
+ p(2L2 + 3L3) < 1,
consequently T is a contraction. As a consequence of Banach’s fixed point theorem, we deduce that T has a fixed point which
is a solution of problem (1.1). 
Theorem 3.2. Assume that:
(C3) The function f : [0, 1] × R→ R is continuous, and there exists a constant N1 > 0 such that
|f (t, u)| ≤ N1, for each t ∈ J and all u ∈ R.
(C4) The functions Ik, Ik : R→ R are continuous, and there exist constants N2,N3 > 0 such that
|Ik(u)| ≤ N2, |Ik(u)| ≤ N3, for all u ∈ R, k = 1, 2, . . . , p.
Then problem (1.1) has at least one solution.
Proof. We shall use Schauder’s fixed point theorem to prove that T has a fixed point. The proof will be given in four steps.
Step 1: T is continuous.
Let {un} be a sequence such that un → u in PC(J).
|(Tun)(t)− (Tu)(t)| ≤ 1
Γ (q)
∫ t
tk
(t − s)q−1|f (s, un(s))− f (s, u(s))|ds
+ 1
Γ (q)
∑
0<tk<t
∫ tk
tk−1
(tk − s)q−1|f (s, un(s))− f (s, u(s))|ds
+ 1
Γ (q− 1)
∑
0<tk<t
(t − tk)
∫ tk
tk−1
(tk − s)q−2|f (s, un(s))− f (s, u(s))|ds
+
∑
0<tk<t
(t − tk)|Ik(un(tk))− Ik(u(tk))| +
∑
0<tk<t
|Ik(un(tk))− Ik(u(tk))|
+ 1
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1|f (s, un(s))− f (s, u(s))|ds
+ 1
Γ (q− 1)
∫ ξ
tl
(ξ − s)q−2|f (s, un(s))− f (s, u(s))|ds
+ 1
Γ (q− 1)
p∑
i=1
(1− ti)
∫ ti
ti−1
(ti − s)q−2|f (s, un(s))− f (s, u(s))|ds
+ 1
Γ (q− 1)
l∑
i=1
∫ ti
ti−1
(ti − s)q−2|f (s, un(s))− f (s, u(s))|ds
+
p∑
i=1
(1− ti)|I i(un(ti))− I i(u(ti))| +
l∑
i=1
|I i(un(ti))− I i(u(ti))| +
p∑
i=1
|Ii(un(ti))− Ii(u(ti))|
≤ 1
Γ (q)
∫ t
tk
(t − s)q−1|f (s, un(s))− f (s, u(s))|ds
+ 2
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1|f (s, un(s))− f (s, u(s))|ds
+ 3
Γ (q− 1)
p∑
i=1
∫ ti
ti−1
(ti − s)q−2|f (s, un(s))− f (s, u(s))|ds
+ 1
Γ (q− 1)
∫ ξ
tl
(ξ − s)q−2|f (s, un(s))− f (s, u(s))|ds
+ 3
p∑
i=1
|I i(un(ti))− I i(u(ti))| + 2
p∑
i=1
|Ii(un(ti))− Ii(u(ti))|.
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Since f , I and I are continuous functions, then we have
‖Tun − Tu‖ → 0 as n→∞.
Step 2. T maps bounded sets into bounded sets.
Indeed, it is enough to show that, for any ρ > 0, there exists a positive constant L such that, for each u ∈ Ωρ = {u ∈
PC(J) | ‖u‖ ≤ ρ}, we have ‖Tu‖ ≤ L. By (C3) and (C4), we have, for each t ∈ J ,
|(Tu)(t)| ≤ 1
Γ (q)
∫ t
tk
(t − s)q−1|f (s, u(s))|ds+ 1
Γ (q)
∑
0<tk<t
∫ tk
tk−1
(tk − s)q−1|f (s, u(s))|ds
+ 1
Γ (q− 1)
∑
0<tk<t
(t − tk)
∫ tk
tk−1
(tk − s)q−2|f (s, u(s))|ds+
∑
0<tk<t
(t − tk)|Ik(u(tk))|
+
∑
0<tk<t
|Ik(u(tk))| + 1
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1|f (s, u(s))|ds+ 1
Γ (q− 1)
×
∫ ξ
tl
(ξ − s)q−2|f (s, u(s))|ds+ 1
Γ (q− 1)
p∑
i=1
(1− ti)
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds
+ 1
Γ (q− 1)
l∑
i=1
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds+
p∑
i=1
(1− ti)|I i(u(ti))| +
l∑
i=1
|I i(u(ti))| +
p∑
i=1
|Ii(u(ti))|
≤ N1
Γ (q)
∫ t
tk
(t − s)q−1ds+ 2N1
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1ds
+ 3N1
Γ (q− 1)
p∑
i=1
∫ ti
ti−1
(ti − s)q−2ds+ N1
Γ (q− 1)
∫ ξ
tl
(ξ − s)q−2ds+ 2pN2 + 3pN3
≤ N1
(
2p+ 3
Γ (q+ 1) +
3p+ 1
Γ (q)
)
+ p(2N2 + 3N3).
Thus,
‖Tu‖ ≤ N1
(
2p+ 3
Γ (q+ 1) +
3p+ 1
Γ (q)
)
+ p(2N2 + 3N3) := L.
Step 3. T maps bounded sets into equicontinuous sets.
LetΩρ be a bounded set of PC(J) as in Step 2, and let u ∈ Ωρ . For each t ∈ Jk, 0 ≤ k ≤ p, we have
|(Tu)′(t)| ≤ 1
Γ (q− 1)
∫ t
tk
(t − s)q−2|f (s, u(s))|ds+ 1
Γ (q− 1)
∑
0<tk<t
∫ tk
tk−1
(tk − s)q−2|f (s, u(s))|ds
+
∑
0<tk<t
|Ik(u(tk))| + 1
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1|f (s, u(s))|ds+ 1
Γ (q− 1)
×
∫ ξ
tl
(ξ − s)q−2|f (s, u(s))|ds+ 1
Γ (q− 1)
p∑
i=1
(1− ti)
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds
+ 1
Γ (q− 1)
l∑
i=1
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds+
p∑
i=1
(1− ti)|I i(u(ti))| +
l∑
i=1
|I i(u(ti))| +
p∑
i=1
|Ii(u(ti))|
≤ N1
Γ (q− 1)
(∫ t
tk
(t − s)q−2ds+
∫ ξ
tl
(ξ − s)q−2ds
)
+ 3N1
Γ (q− 1)
p∑
i=1
∫ ti
ti−1
(ti − s)q−2ds
+ N1
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1ds+ 2pN2 + 3pN3
≤
(
3p+ 2
Γ (q)
+ p+ 1
Γ (q+ 1)
)
N1 + pN2 + 3pN3 := M.
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Hence, letting t ′′, t ′ ∈ Jk, t ′ < t ′′, 0 ≤ k ≤ p, we have
|(Tu)(t ′′)− (Tu)(t ′)| ≤
∫ t ′′
t ′
|(Tu)′(s)|ds ≤ M(t ′′ − t ′).
So, T (Ωρ) is equicontinuous on all Jk(k = 0, 1, 2, . . . , p). We can conclude that T : PC(J)→ PC(J) is completely continuous.
Step 4. A priori bounds
Now it remains to show that the set
Ω = {u ∈ PC(J) | u = λTu for some 0 < λ < 1}
is bounded.
Let u ∈ Ω; then u = λTu for some 0 < λ < 1. Thus, for each t ∈ J , we have
u(t) = λ
Γ (q)
∫ t
tk
(t − s)q−1f (s, u(s))ds+ λ
Γ (q)
∑
0<tk<t
∫ tk
tk−1
(tk − s)q−1f (s, u(s))ds
+ λ
Γ (q− 1)
∑
0<tk<t
(t − tk)
∫ tk
tk−1
(tk − s)q−2f (s, u(s))ds+ λ
∑
0<tk<t
(t − tk)Ik(u(tk))
+ λ
∑
0<tk<t
Ik(u(tk))+ (1− t)λ
{
1
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1f (s, u(s))ds
+ 1
Γ (q− 1)
∫ ξ
tl
(ξ − s)q−2f (s, u(s))ds+ 1
Γ (q− 1)
p∑
i=1
(1− ti)
×
∫ ti
ti−1
(ti − s)q−2f (s, u(s))ds+ 1
Γ (q− 1)
l∑
i=1
∫ ti
ti−1
(ti − s)q−2f (s, u(s))ds
+
p∑
i=1
(1− ti)I i(u(ti))+
l∑
i=1
I i(u(ti))+
p∑
i=1
Ii(u(ti))
}
.
This implies by (C3) and (C4) that, for each t ∈ J , we have
|u(t)| ≤ 1
Γ (q)
∫ t
tk
(t − s)q−1|f (s, u(s))|ds+ 1
Γ (q)
∑
0<tk<t
∫ tk
tk−1
(tk − s)q−1|f (s, u(s))|ds
+ 1
Γ (q− 1)
∑
0<tk<t
(t − tk)
∫ tk
tk−1
(tk − s)q−2|f (s, u(s))|ds+
∑
0<tk<t
(t − tk)|Ik(u(tk))|
+
∑
0<tk<t
|Ik(u(tk))| + 1
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1|f (s, u(s))|ds+ 1
Γ (q− 1)
×
∫ ξ
tl
(ξ − s)q−2|f (s, u(s))|ds+ 1
Γ (q− 1)
p∑
i=1
(1− ti)
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds
+ 1
Γ (q− 1)
l∑
i=1
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds+
p∑
i=1
(1− ti)|I i(u(ti))| +
l∑
i=1
|I i(u(ti))| +
p∑
i=1
|Ii(u(ti))|
≤ N1
Γ (q)
∫ t
tk
(t − s)q−1ds+ 2N1
Γ (q)
p+1∑
i=1
∫ ti
ti−1
(ti − s)q−1ds+ 3N1
Γ (q− 1)
p∑
i=1
∫ ti
ti−1
(ti − s)q−2ds
+ N1
Γ (q− 1)
∫ ξ
tl
(ξ − s)q−2ds+ 2pN2 + 3pN3
≤ N1
(
2p+ 3
Γ (q+ 1) +
3p+ 1
Γ (q)
)
+ p(2N2 + 3N3).
Thus, for every t ∈ J , we have
‖u‖ ≤ N1
(
2p+ 3
Γ (q+ 1) +
3p+ 1
Γ (q)
)
+ p(2N2 + 3N3).
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This shows that the setΩ is bounded. As a consequence of Schauder’s fixed point theorem, we deduce that T has a fixed
point which is a solution of problem (1.1). 
4. Example
Let q = 32 , ξ = 12 , p = 1. We consider the following boundary value problem:
CD
3
2 u(t) = f (t, u), t 6= 1
3
, 0 < t < 1,
1u|t= 13 = I
(
u
(
1
3
))
, 1u′|t= 13 = I
(
u
(
1
3
))
,
u(0)+ u′(0) = 0, u(1)+ u′
(
1
2
)
= 0,
(4.1)
where
f (t, u) = 1+ tu
2 sin4 u
1+ t2 + u2 , I(u) =
3+ 2u2
1+ u2 , I(u) =
5u2
1+ u2 .
Obviously, f , I and I are continuous functions, and
(1) |f (t, u)| ≤ 1, for each t ∈ J and all u ∈ R.
(2) |I(u)| ≤ 3, |I(u)| ≤ 5, for all u ∈ R.
So conditions (C3) and (C4) hold; by Theorem 3.2, problem (4.1) has at least one solution.
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