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ABSTRACT
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Under the Supervision of Professor Carol J. Hirschmugl

Mid-infrared absorbance spectra obtained from spatially inhomogeneous and finite samples often contain scattering effects that undermine the Beer-Lambert law assumption. Such
spectra contain generally non-linear contributions from the scattering material’s complex
refractive index, which may result in derivative-like bands with shifted peak positions. It
is first shown using Mie theory for spherical scatterers, that these band distortions may be
interpreted and accurately modeled by Fano theory when the imaginary part of its complex
dielectric function is small and Lorentzian in nature—as is the case for many biological media. By fitting Fano line shapes to isolated absorbance bands, recovery of the peak position
and pure absorption strength can be obtained with high accuracy. Additionally, for small
and optically soft spherical scatterers, recovery of one or the other of constant refractive
index or radius (given approximate knowledge of the other), is possible.
Next, these methods from Fano modeling are generalized to multiple, overlapping absorbance bands (as they naturally occur in practice). To account for stronger absorbance
strengths encountered in materials such as polystyrene, a second-order model is proposed,
with an iterative fitting algorithm provided. The algorithm can model, up to a scaling factor, the imaginary refractive index of a weakly-scattering sphere when it is composed of
Lorentzian oscillators. The methods are demonstrated on a polystyrene (PS) sphere embedded in a potassium-bromide (KBr) pellet. Given knowledge of the sphere’s size (known
ii

from the manufacturer, and its brightfield measurement), recovery of the constant refractive
index difference between PS and KBr, along with a region of the imaginary refractive index
and its scaling factor are demonstrated.
Finally, a technique for measuring the phase and amplitude of spatially- and spectrallyresolved samples in the mid-infrared is presented. The design builds on the Mach Zehnder
interferometer, with the addition of a high-precision variable-path scanner. The principles
of traditional Fourier-Transform Spectroscopy are adapted for use in a Mach Zehnder interferometer, where a sample is placed inside one of the paths as opposed to outside of the
interferometer. In this modified setup, an interferogram is measured by varying the path
length, as it is in classic Fourier Transform Spectroscopy; however, the resulting spectrum
after Fourier transformation of the interferogram is complex, with its phase and amplitude
related to that of the scattered field. The additional phase information may help improve
scatter correction and three-dimensional hyperspectroscopy, as well as providing quantitative
phase imaging techniques.
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Fourier-transform spectroscopy using a Michaelson interferometer. A broadband source is split into two paths by a beamsplitter (BS). Along the first path,
the field U1 is reflected by a translating mirror before transmitting through
BS and recombining with the second path. Along the second path, the field
U2 is reflected by a fixed mirror before being reflected by BS and recombining
with the first path. The combined fields U 0 interact with the sample before
arriving at the camera. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Schematic of our modified Mach Zehnder interferometer for performing Fouriertransform holographic spectroscopy. A broadband (temporally incoherent)
laser source is split into two paths by the first beamsplitter BS1 . Along
the first path: the field U1 reflects off BS2 , reflects from a translating mirror, transmits through BS2 , interacts with the sample, and finally transmits
through BS4 where it is recombined with the second path at the camera.
Along the second path: the field U2 reflects off BS3 , reflects from a fixed
mirror, transmits through BS3 , and finally reflects off BS4 where it is recombined with the first path at the camera. . . . . . . . . . . . . . . . . . . . . . 93
Areal photograph of our modified Mach Zehnder interferometer, whose orientation corresponds to the schematic in Fig. 4.2. A near-IR flash light (peak
wavelength ≈ 940 nm) is placed against a 25 µm pinhole, and collimated by a
2.54 cm diameter lens whose focal length is 5 cm. (Note: the camera was not
properly aligned in this photograph. The detector should be perpendicular to
the optical axis—not at the slight angle shown.) . . . . . . . . . . . . . . . . 100
Intensity at the approximate ZPD location (see the peak position in Fig. 4.5)
shows high contrast fringes due to the constructive (and destructive) interference from the broadband source when the two path-lengths of the MZI are
nearly equal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
The variance over the entire FOV of Fig. 4.4 is maximal when the fringe
contrast is greatest, indicating the position of ZPD. The downward sloped
baseline is due to the loss of battery power during the hour-long measurement. 101
An example single-pixel interferogram obtained at the position (x, y) = (117, 141)
from the image in Fig. 4.4. The oscillations are greatest in magnitude at the
ZPD position since all wavelengths are constructively (or destructively) interfering. Away from ZPD the oscillations approach the constant value (I¯0 + I¯s )/2
(see Eq. 4.18). The downward sloped baseline is due to the loss of battery
power during the hour-long measurement. . . . . . . . . . . . . . . . . . . . 102
The average spectrum (complex magnitude) over the entire FOV of Fig. 4.4
shows that the NIR source is broadband with a central wavenumber near
1060 cm−1 , consistent with the source’s 940 nm wavelength specification. The
spectrum is obtained from the Fourier transform of each pixel’s interferogram
(e.g., Fig. 4.6) after centering about the ZPD obtained from the variance
(Fig. 4.5) and removing a best-fit second-order polynomial baseline to account
for the D.C. term (I¯0 + I¯s )/2 (see Eq. 4.18), as well as the sloped behavior
due to the battery’s decay. The apparent double peak is likely due to an
absorbance from the beam-splitters, which contains a band near that position
(see Fig. 4.8). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
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Absorbance spectrum of one of the beamsplitters used in the interferometer
in Fig. 4.3 shows a strong band near 9950 cm−1 , consistent with the wedge
observed in the same location of the emission spectrum of the NIR source in
Fig. 4.7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.9 A MiTeGen micro loop similar to the one used as a sample in Sec. 4.5. Shown
is a mid-infrared absorption measurement, integrated over all wavelengths.
The total field of view is 141 × 141 µm2 . . . . . . . . . . . . . . . . . . . . .
4.10 The variance over small regions located on the micro-loop, and away from it
(labeled Air) shows a negative shift in the ZPD of the micro-loop, expected
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Chapter 1
Introduction
1.1

Infrared Spectroscopy Background

The interaction between electromagnetic radiation and matter may be categorized in a broad
sense by its effect on atomic and molecular states. For instance, gamma, x-ray, and ultraviolet radiation are sensitive to electronic interactions, particularly the ionization of atoms
and molecules. Similarly, light in the visible region is often associated with atomic state
transitions. Infrared (IR) radiation, on the other hand, is closely associated with molecular
vibrations, while microwave and radio waves are generally reserved for changes in molecular
orientation (e.g., rotations and electric currents).
The molecular vibrations associated with IR radiation may be studied by considering
the spectrum of interactions across distinct wavelengths. IR-active matter contains induced
or permanent dipoles whose response most notably includes stretching, bending, rocking,
wagging, and twisting [1]. Intermolecular interactions are also possible; for example, secondary structures such as beta sheets and alpha helices may have distinct IR-active vibrational modes. Rotational modes may also resonate with IR radiation (especially molecules
in gaseous states), although the effect is much stronger in the microwave region. These various responses are highly dependent on both the material’s chemical makeup, and radiation
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wavelength. Distinct bands where IR radiation is converted to vibrational energy may be
observed in measurements of a material’s ability to attenuate a radiating source as a function
of wavelength. Infrared spectroscopy is therefore an extremely useful tool for studying the
chemical properties of matter, since unique configurations of absorbance band strengths and
positions present for different chemical and higher-order structures.
Obtaining a spectral decomposition of infrared radiation does not share in the simplicity
often afforded in visible spectroscopy by the use of dispersive prisms and diffraction gratings.
Indeed, early IR-spectroscopy used such optical elements, but insensitive recording materials severely limited both the spectral resolution and signal-to-noise ratios (SNR). It was not
until the early 1970’s, following both the discovery of Fellgett’s advantage (in which interferometric, or multiplexed measurements have an increased SNR over wavelength-scanning
methods), along with the fast Fourier transform, that a practical realization of infrared
spectroscopy would be possible. Fourier-transform infrared (FTIR) spectroscopy has since
become the standard instrumental method for infrared spectroscopy [1, 2].
The core operation of an FTIR spectrometer is based on the Michealson interferometer,
named after its inventor Albert Michaelson in the late 1800’s. In FTIR spectroscopy, an
interferogram is measured for a broadband signal by varying the path-length of the interferometer. Upon Fourier transforming the interferogram, one obtains a spectrum representing
the strength (or amount) of each constituent wavelength contained within the broadband
signal. Applied to infrared spectroscopy, this method may reveal important chemical information when a sample is used as a filter for an IR source. In other words, resonating
bands of an IR-active material acts as an attenuating filter at distinct frequencies, resulting
in observed spectral peaks in the measured spectrum. Using a background measurement of
the source (i.e., an emission spectrum without a sample in place), the ratio of the sample
and background spectrum provides a transmission spectrum that ideally depends only on the
sample itself, without any environmental, instrumental or contributions from the radiating
source.
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FTIR excels in applications where chemical information from bulk, homogeneous materials are desired. The technique is therefore attractive in many disciplines where materials
are studied. For example, chemists may use FTIR for identifying chemical compounds or
impurities; biologists may be interested in the content of components such as proteins, lipid,
DNA and RNA in tissues or cells – often for the purpose of pathology [3, 4]; geologists may
be interested in classification of fossils, the evolution of organic and inorganic matter [5], or
the diagenesis of organic matter in lake sediments at different depths [6].

1.2

Spectral Analysis and Scattering

Ideally, IR radiation is linearly absorbed as it propagates through a bulk, homogeneous material. The Beer-Lambert relation states that, in terms of electromagnetic theory of dielectric
media, the total absorbance is proportional to the product of the imaginary component ni
of the material’s complex refractive index (RI), and its thickness. The imaginary RI is related to the wavelength-dependent dielectric properties of the material; distinct vibrational
resonance bands appear at various wavelengths for distinct chemistry. Since the measured
absorbance is sensitive to the size (and possibly other factors such as temperature), interpretation of spectra often relies on relative band strengths. Therefore, proper interpretation
and analysis of spectra demands accurate measurement of band positions and strengths.
Instrumental errors, environmental effects, and scattering caused by the presence of spatial inhomogeneities in the real RI (most notably are air-sample interfaces) may significantly
alter the apparent absorption from the ideal Beer-Lambert law. The spectral effect of scatter
and other instrumental effects often manifest simply as sloped baselines that may be removed
in a preprocessing step [1, 2, 7]. However, more complicated baselines and band distortions
may be present when scattering effects become large. Fringes due to multiple internal reflections from thin films or microscope slides may be observed as a sinusoidal baseline in the
apparent absorbance spectrum [8]. Romeo and Diem in 2005 observed contributions from
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the real RI component on the edges of samples [9]. The real RI, which is related to the imaginary component by the Kramer’s-Kronig transform [10], has a derivative-like appearance;
superimposed on the ideal spectrum, it results in a shift of the apparent positions of bands.
While Romeo and Diem provided a method for correcting the effect, its underlying physical
explanation and relation to electromagnetic scattering was rigorously established by Davis,
Carney and Bhargava in 2010 [11, 12].

1.2.1

Spherical Scattering

One of the earliest exactly solved problems in electromagnetism comes from Gustav Mie in
1908, who provided an infinite series solution for scattering by spheres [13]. The Mie solution
however, was not practical without computers [14]; various approximations for small and
optically soft particles were provided in the meantime by Reyleigh and van de Hulst [15].
Nearly a century later in 2005, Mohlenhoff and Romeo et al first reported Mie-like scattering
from the nuclei of cells in mid-infrared absorbance spectra [16]. They observed broad baseline
oscillations that were consistent with the van de Hulst approximation for spherical scatterers
of constant refractive index.
A method for correcting the oscillating Mie baseline was introduced by Kohler et al,
whose Extended Multiplicative Scatter Correction (EMSC) process linearized the non-linear
van de Hulst approximation using principal component analysis (PCA) [17]. While this was
an important first step in resolving large scattering contributions from apparent absorbance
spectra, band distortions were not accounted for in the EMSC model. The so-called dispersion artifact 1 was explained by Bassan and Byrne et al in 2009 as the manifestation of the
real component of the complex refractive index in the apparent absorbance [18], much like
the observations reported by Romeo and Diem for non-spherical materials [9].
Resonant Mie Scattering (R-MieS) correction was presented by Bassan and Kohler et
al in 2010 as an iterative method for correcting the distorted bands using Mie theory [19].
1

It must be emphasized that these distortions are not actually an artifact – they are a real physical
phenomenon due to scattering [7]
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Significant limitations, however, included high computational demands and dependence on
a reference spectrum. For many biological materials, the Matrigel reference spectrum was
accurate [19]; after many iterations, however, the corrected spectrum would begin to resemble
the reference spectrum. An efficient algorithm for fast R-MieS correction using the van de
Hulst approximation for a complex refractive index was presented by Konevskikh and Lukacs
et al in 2016 [20], who also in 2018 gave an improved method that reduced the effect of its
convergence to the reference spectrum [21]. Further improvements were made by Solheim
and Gunko et al in 2019, who published a highly optimized resonant Mie open source package
[22]. At present, the primary limitation for resonant Mie correction is its reliance on user
interactivity for initialization of input parameters.
Despite the significant advances in Mie scatter correction over the past decade, the algorithms have inherently been model-based and therefore limited in generality. Strong nonspherical scattering effects remain challenging to correct (if at all possible), without changes
to the experiment itself. However, the observation of distorted spectral bands in both Mie
and non-Mie scattering [9] motivated our group to investigate whether such effects could
be understood by other physical processes. In particular, since the distorted absorbance
line-shapes had a Fano-like resemblance, we sought whether Fano theory may provide any
additional insight, and also whether it may be used as an alternative scatter correction
approach – especially for non-spherical scattering.

1.2.2

Fano Line-shapes

Ugo Fano gave a theoretical description for asymmetric line-shapes that had previously
been observed in atomic spectra of two-electron excitation decay [23]. In 1935, Fano showed
that scattering experiments where quantum interference between discrete autoionization and
continuous scattering probabilities occur would result in such asymmetric line-shapes [24]. A
seminal paper in 1961 provided a general formula applicable to the coupling between discrete
quantum states and a background continuum process [25]. While the context of Fano’s work
5

was based on ionization spectra, the principal mechanism behind his iconic results have been
shown to be ubiquitous across many systems where wave-like resonances occur [26, 27].
Schofield et al contributions: We began our investigation into Fano resonances by
considering spherical scatterers containing a single Lorentzian absorption band. It was hypothesized that if there were a Fano-like coupling between a resonance and background
continuum process, it is likely that the broad oscillating baselines observed in Mie scattering
[16, 17] would be the background very process that couples to absorption bands causing the
Fano-like appearance. Indeed, we showed in 2019 (Chapter 2) that Fano line-shapes may
occur in absorbance spectra of scattering dielectric spheres, and that the Fano parameters
are related to the broad background oscillations [28].
Comparison with other work: To our knowledge, the modeling of Fano line-shapes
from absorbing dielectric spheres has not been reported previously. Limonov and Rybin et
al published a Nature Photonics review in 2017 providing a comprehensive overview of Fano
resonances in many systems, including spheres and cylinders [27]. The significant difference
separating our publication from their work is the underlying physics producing the Fano lineshape. Namely, they demonstrate that Fano line-shapes occur due to a coupling between
resonating Mie modes and a background component. This is in contrast to our results
where discrete resonances are due to Lorentzian absorption bands (from molecular vibration
resonances). In fact, the Fano line-shapes appear in two very distinct domains: Limonov
and Rybin et al show its occurrence for relatively large dielectric constant values ( ∼ 60),
whereas our results are valid for weak dielectric values ( ∼ 1.3). In particular, we show that
the Fano line-shape appears as the limiting behavior of weak Mie scattering in the highly
specific case of an isolated Lorentzian absorbance band. The observed effect is due to a
superposition of the real and imaginary RI components, which is also consistent with Romeo
and Diem’s observations in 2005 for non-spherical samples [9].
The specific case of an isolated Lorentzian absorbance band is not very realistic for most
systems, as even pure chemicals may have multiple vibrational bands [1, 2]. Since it is
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therefore very difficult to manufacture an experiment adhering to the requirements of a
homogeneous sphere with a weak, isolated absorbance band embedded in a non-absorbing
medium whose refractive index is close to that of the sphere, the results in Chapter 2 have
only theoretical appeal. However, by relaxing the restriction of weak and isolated bands, the
same mathematical approach used for single Fano bands may be generalized for practical
applications in the mid-infrared. In Chapter 3, a multi-peak modeling approach is presented
with an experimental demonstration. While strictly speaking the Fano line-shape occurs for
isolated resonances, the generalization to multi-peak modeling was motivated by the Fanolike appearance of the bands and the results for isolated bands in Chapter 2. This generalized
Fano effect can therefore be understood as a superposition of the real and imaginary RI
components, where the strength of each is wavelength-dependent and analytically given (in
the case of spherical scattering) by Mie theory.
The approach for multi-peak Fano modeling allows one to estimate the imaginary RI (up
to a scaling factor) when its composition is approximately composed of Lorentzian oscillators.
It also estimates a Mie parameter containing the product of the sphere’s radius and relative
RI difference ∆ (i.e., the difference between the sample’s average RI and the medium’s).
Therefore, if the size is known (e.g., from brightfield measurements, or the manufacturer),
the value of ∆ may be estimated – which also determines the correct imaginary refractive
index scaling. We demonstrate recovery of a portion of the imaginary RI from measurements
of a polystyrene bead of known size, embedded in a potassium-bromide medium.
In certain instances, having the imaginary RI may be more valuable than the pure absorbance spectrum. The imaginary RI is an inherent property of the sample, providing very
similar chemical information as the absorbance but without dependence on the sample’s
thickness [10, 29]. However, much work remains to be done if the multi-peak Fano approach
is to compete with the latest, highly efficient Mie scatter-correction methods [22]. Presented
in Chapter 3 is a very basic algorithm for both peak detection and fitting. Immediate
improvements in stability and performance may be made by implementing an established
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algorithm for non-linear least squares fitting, such as the Levenberg-Marquardt method [30,
31]. Statistical measures for selecting dielectric band models and distinguishing signal and
noise may also be utilized, such as the Akaike Information Criterion [32, 33].
However, the value of Fano and multi-peak Fano fitting is not limited to explicit scatter
correction. Often, curve fitting is applied using sums of Lorentzians or Gaussians [1, 2] using,
for instance, the Levenberg-Marquardt method [34]. The methods that have been applied in
our work on spheres strongly suggests that even for non-spherical scatterers, proper curvefitting should also account for the real RI component. This is also supported by previous
observations by Romeo and Diem [9], along with the work of Davis, Carney and Bhargava
[11, 12]. For example, an investigation of mineral biological tissues in 2015 performed peak
fitting using the Levenberg-Marquardt method with Lorentzian bands [35]. Observations of
their spectra however, show the signature Fano-like characteristics, and may therefore have
benefited from including the real RI component.

1.3

Hyperspectral Infrared Spectroscopy

Until recent decades, single infrared spectra would be measured for bulk, homogeneous materials. Therefore, any chemical inhomogeneities are approximately averaged over the measured field of view (FOV). Early methods for FTIR hyperspectral imaging were possible by
raster scanning with a narrow FOV, although the process is lengthy and inherently limited
in resolution. In recent decades, development of focal plane array (FPA) detectors have
provided researchers with rapid FTIR hyperspectral imaging capabilities. In hyperspectral
imaging, each pixel of an image contains a spectrum that is approximately averaged along
the optical axis (i.e., the sample’s depth), providing a two-dimensional mapping of chemical
inhomogeneities across a sample [36].
Recently, a novel realization of three-dimensional hyperspectral infrared imaging using
computed tomography (CT) has been demonstrated [37]. Three-dimensional voxelated spec-
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tra are capable of revealing distinct chemical depth layers that would otherwise be mixed
together. For instance, these methods have been applied by Luca Quaroni, et. al., who
report subcellular resolution by discerning nuclei and vacuole from their cellular wall [38].
Their results offer an alternative approach for distinguishing distinct spectra from components within cells without complimentary methods such as fluorescence staining [39], or the
need to grow cells in a controlled process [40]. Tomographic FTIR has also been important
in cases where non-destructive chemical analysis is required, such as in the investigation of
a meteorite grain [41].
While tomographic FTIR is very promising, instrumental and theoretical restrictions
have limited the applicability to all but a small subset of samples. First, CT reconstruction
algorithms require a large set of sample orientation angles that cover a full 360◦ range [29,
42]. Therefore, CT performs optimally on small cylindrically-bound samples that are no
more than about 20 µm in radial extent (to avoid defocus and large absorption artifacts).
As many biological films such as cryotome-sliced tissues are planer (with a lateral extent
that may be on the order of centimeters), the quality of CT reconstructions on these type
of samples will suffer due to the restricted range of measurement angles.
Methods for improving the so-called “missing wedge” problem in limited-angle tomography remain an active interest to the CT community. Iterative regularization methods use
physical constraints such as RI positivity [43, 44], while other recent advances have utilized
the latest state-of-the-art techniques, including compressive sensing [45–47] and neural networks [48]. Significant advances in digital breast tomosynthesis, where limited-angle CT
is desired to reduce radiation exposure, have been made by optimizing geometry and algorithms [49, 50]. Similarly, laminography methods have shown that missing wedge artifacts
may be reduced with monochromatic radiation and proper parallel-beam (or plane-wave)
geometry, as opposed to focused (cone-beam) illumination [51].
However, the second major limitation faced when adopting CT to microscopic samples
in the infrared is due to the effect of scatter. There are two fundamental reasons that one
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would expect scatter to manifest in IR measurements:
1. Whereas in classical x-ray CT the refractive index (RI) is close to unity for tissues [52],
the average RI for biological materials in the infrared region may be on the order of
1.3 to 1.6 [53, 54].
2. Since we are measuring samples whose extent (or features of interest) are on the order
of the radiation wavelength, geometrical ray-optics is an insufficient approximation
[55].
The first of these points means that unfortunately, refraction and multiple scattering effects
such as fringes and shape resonances must be expected for all but the smallest of samples
whose dimensions do not exceed by very much the radiation wavelength [56]. The second
point implies that a more accurate model of the physical situation should account for the
wave nature of the optical system. Diffraction tomography (DT), for example, is a wellestablished method for wave-like systems such as acoustics and optics [29, 42]. However,
direct application of DT to FTIR microspectroscopy is challenging for two reasons. First,
standard DT approximations (i.e., Born and Rytov) require weak scattering which is difficult
to satisfy for the relatively large RI values often encountered in for biological materials.
Second, the lack of spatial coherence and phase information in commercial FTIR systems
prohibits the use of standard DT algorithms.

1.3.1

Electromagnetic Phase

Electromagnetic scattering involves interactions of the complex electric field, which contains
both amplitudes and phases. In particular, the field’s phase provides crucial information
about how the field has propagated and interacted with different media [56, 57]. However,
most imaging devices only respond to the field intensity (averaged over very many oscillation
cycles), and therefore cannot directly measure the field’s phase [57, 58].
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Diffraction phase microscopy provides contrast information that is important for topographic details, such as accurate thickness profiles for homogeneous red blood cells [59, 60].
More broadly, quantitative phase imaging (QPI) are a class of techniques that image the
phase shifts from effectively transparent samples (such as cells) to provide visual and quantitative contrast [61, 62]. This phase information is useful in providing additional physical
insight such as cell dry mass (an important quantity when studying cellular development and
pathology) [63], or the dynamics of cell neurons under stress, which changes the observed
phase [64].
Many phase retrieval methods exist that require very few modifications from existing microscopic systems [57, 65, 66]. For instance, Teague related the irradiance and phase with the
transport of intensity equation (TIE) in 1983 [67]. Subsequently, Streibl showed in 1984 that
using the TIE, phase may be recovered from measurements of the irradiance over multiple
focus positions of a sample [68]. The TIE method is appealing for its simplicity (e.g., can be
used with brightfield microscopes), and also its inherent phase unwrapping ability. That is,
the recovered phase is not bounded by modulo 2π as is usually obtained in interferometric setups [69]. There are, however, a number of limitations that have precluded us from adopting
it for FTIR hyperspectral imaging. The first is that the TIE method is predominantly used
for phase-only objects; large errors may be introduced for absorbing objects without modifications to the experiment [70, 71]. Second, even when the TIE assumptions are valid, the
method involves solving a second-order differential equation, which requires user-specified
boundary conditions that may give erroneous results if chosen incorrectly. The TIE method
is also prone to artifacts due to its sensitivity to noise, although these may be reduced using
a larger number of measurements [72–74]. Ultimately, the fact that large absorbances and
noise are often measured in FTIR compared with typical brightfield imaging, and the additional measurement overhead required, interferometric methods such as holography have
stronger appeal for mid-infrared spectroscopy.
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1.3.2

Holography

The problem of imperfect optics in electron microscopy led Dennis Gabor in 1948 to discover
the holographic process, wherein a scattered field’s phase is recorded through its interference
with a reference wave [75, 76]. Gabor’s “in-line holography” method records the interference
between a source field and small scattering objects that lie in its path to the detection plane
(see Appendix 5.2.5). Reconstructions are performed by illuminating the (semi-transparent)
recording with the reference field (or, in Gabor’s case: a reference field with a different
wavelength to perform magnification). This setup is limited, however, since the recording
contains extraneous and ambiguous information. That is, on reconstruction, not only is the
source field inseparable from the desired object field, but a conjugate of the object field
is also superimposed with the desired object field. It wasn’t until the availability of lasers
(which had superior coherence properties) in the early 1960s, that pioneering work by Leith
and Upatnieks propelled the field of holography into mainstream. Most notably, they showed
that a separation of the object field from its conjugate and reference field could be achieved
with an off-axis configuration [77, 78].
Digital holography has afforded the ability to digitally record and reconstruct wave fields
from holograms [79]. Aside from being a substantially faster process, a significant benefit is
that expensive lenses and optical components may be replaced with digital filters. Furthermore, iterative algorithms may be used that, for example, remove the reference and conjugate
images (a.k.a., the “twin image”) in Gabor’s in-line setup [80, 81], or suppress out-of-focus
contributions from three-dimensional optical sections of weak scatterers by deconvolution
[82, 83]. Above all, holography is a very versatile technique for obtaining phase information,
which is crucial quantity for a whole breadth of applications [56] (see Sec. 1.3.1).
There are a number of difficulties with holography however, such as generally more complicated and vibration-sensitive setups [84, 85]. Digital holography is also very demanding of
pixel count and small pixel pitch [85], and therefore tends to be more limited in achievable
resolution (especially with off-axis configurations). Another consideration is the impact of
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speckle, which are random noise-like intensity patterns due to surfaces or features that are
rough on the scale of the wavelength [86]. In and of itself, speckle contains very important
information about the sample [86, 87], however when conflated with optical defects, instrument and photon noise, they present as artifacts that degrade focused image quality [88]. A
recent 2018 overview of speckle reduction techniques and denoising algorithms are given by
Bianco and Memmolo et al [89]. It is not evident at this time the degree to which speckle
noise will be an issue in FTIR spectroscopy of biological materials.
The case for using digital holography with FTIR is strong since additional phase information may help improve scatter correction and three-dimensional hyperspectroscopy.
Additionally, it inherently provides the benefits of QPI, allowing both spectral and quantitative phase information to be obtained simultaneously. For instance, combining traditional
FTIR spectroscopic pathology techniques [3, 7, 39, 90–93] with QPI [61, 63, 64] may provide
powerful new analysis capabilities for histopathology without requiring correlation between
multiple microscope instruments.
However, a practical realization of infrared digital holography is met with a few challenges,
especially when implementing it with existing FTIR systems. First, holography requires a
spatially coherent source. Typical FTIR systems use a thermal source, which is an incoherent
blackbody radiator (much like an incandescent light bulb). Synchrotron sources provide
coherent illumination; however, access to such sources is limited, but also not practical for
compact design. Supercontinuum (SC) [94] and quantum cascade (QC) lasers [95] are a fastgrowing solution offering powerful performance and compactness, however full continuous
mid-IR spectral coverage is not yet possible.
Direct implementation of lasers with typical bench-top FTIR systems is also challenging
since holography requires very particular optical arrangements with high-quality components.
Since typical FTIR microscopes use a spatially incoherent source, the image quality is much
more forgiving to optical defects such as dust and scratches. With coherent laser sources,
however, we found that these defects present as a large number of Fresnel-like fringes at
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the detector. Furthermore, reflecting Schwarzschild imaging objectives are typically used in
FTIR systems, which contains a central obstruction held in place by a number of arms, all
of which block and/or scatter laser radiation, severely reducing the hologram quality. The
use of spatial filtering with other components such as beamsplitters and refractive optics
also proved challenging due to the restricted working spaces within the microscope. It is for
these reasons that building a customized holographic FTIR microscope from the ground-up
was a preferable solution over direct integration with an existing microscope.
Schofield et al contributions: Described in Chapter 4 is our design for holographic
FTIR, based on the Mach Zehnder interferometer (MZI) [96, 97]. The primary modification
from the classical MZI is the addition of a closed-loop translation stage, which allows interferograms to be collected by sweeping over the path-length difference, as it is traditionally
performed in FTIR. The mathematical principles of Fourier-transform spectroscopy (FTS)
are extended to our Fourier-transform holographic spectroscopy (FTHS) design, where a
complex spectrum related to the amplitude and phase of the sample is obtained. The FTHS
process is shown to be a generalized version of phase-shifting holography [98], applicable to
broadband rather than monochromatic illumination.
Comparision with other work: While many phase-shifting approaches have been
reported for multi-wavelength and broadband illumination [85, 99, 100], we have not found
any whose purpose is to extract hyperspectral holograms from transmission-type experiments
in the style of FTIR spectroscopy. Our design presented in Chapter 4 for FTHS shares a
few similarities with low coherence spectroscopy (LCS), heterodyne holography, and optical
coherence tomography (OCT). OCT often is concerned with surface and depth profiling,
and therefore uses a Michaelson interferometer where one of the mirrors is replaced with
the sample of interest. Similarly, LCS is a spectroscopic-based OCT method [101], which
for example has been used for in-vivo layered spectroscopic measurements of skin [102].
Transmission OCT has been used with scattering models to distinguish multiple scattering
in turbid media using a Mach-Zehnder setup with balanced reference and sample optical
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paths [103]. Another transmission OCT method has been reported by Trull et al in 2015,
who recover group RI, along with spectral absorbance and scattering coefficients for bulk
homogeneous materials in the visible [104, 105].
The design and principals of operation of transmission OCT [104] are very similar with our
FTHS method in (Chapter 4), although with a few differences. First, our FTHS method is
more generalized than the design presented by Trull et al, whose methods were developed for
bulk, homogeneous samples (they acknowledge however, without detail, that their methods
may be extended to inhomogeneous samples). In fact, FTHS is inherently holographic-based,
and makes no a priori assumption about the sample. That is, FTHS obtains a hologram
of the transmitted field for each wavelength in the spectrum. Having a hyperspectral hologram allows digital holographic methods to be applied on a per-wavelength basis, such as
autofocusing, back propagation, phase contrast (see Sec. 1.3.1). Second, while Trull et all
obtained spectra in the near-IR, our focus is on mid-infrared spectroscopy. Since FTHS
shares in its similar design with transmission OCT, it has the additional benefit over typical
monochromatic holography that the group phase is naturally unwrapped.

1.3.3

FTIR Holography: Future Work

As mentioned previously (Sec. 1.3.2), an immediate application of FTHS is the simultaneous
acquisition of both FTIR and QPI information. Combining these techniques may provide
correlated pathological methodologies that improve analysis. For instance, it is common
practice in FTIR to normalize absorbance spectra from biological samples to the Amide I/II
peaks [7]. This helps reduce thickness variations from impacting chemical classifications,
however it inherently assumes that the protein concentration is homogeneous throughout the
sample. Therefore, the phase may be used to provide additional concentration information
(such as cell dry mass [63]), which may be combined with traditional FTIR analysis to
resolve this normalization limitation. While combination of FTIR and QPI may indeed
provide powerful new analysis techniques for biological pathology, we are also motivated by
15

the goal of improving three-dimensional FTIR hyperspectral imaging.

Diffraction Tomography
The relatively large RI for typical biological samples in FTIR means that weakly scattering
approximations such as Born and Rytov for three-dimensional imaging may lead to severe
reconstruction artifacts [29, 42]. Techniques for multiple scattering have only recently began
gaining interest compared to single-scattering using the Born and Rytov approximations
[106]. This is likely due to computational demand required for dealing with the non-linearity
of the inhomogeneous wave equation solution, and that practical solutions such as embedding
samples in a RI-matched medium are more feasible. For example, Sung et al performed
diffraction tomography in cells flowing through an RI-matched microfluidic channel [107,
108]. However, embedded mediums are often difficult to make, or come at the cost of
reduced spectral coverage (e.g., in the case of aqueous solutions, mid-infrared spectra are
dominated by very strong H2 O bands), or even changing the chemical signature [1, 7].
Liu et al presented in 2017 a novel, but computationally demanding technique (using
compressive sensing) for reconstructing from larger RI media, where multiple scattering
is modeled with the full non-linear Lippmann-Schwinger equation (i.e, the inhomogeneous
Helmholtz solution) [109, 110]. A more computationally efficient approach was given by
Soubies et al in 2017 [111], while alternative methods were presented in 2018 using deep
learning (Sun et al [112]), and learned tomography (Lim et al [113]). Meanwhile, Lim et
all show in 2017 that multiple scattering effects may in fact be exploited to achieve super
resolution, while also significantly improving the missing-cone problem [114].
Schofield et al contributions: Due to the large amount of data in three-dimensional
hyperspectral imaging (there may be ∼ 103 per-wavelength volumetric reconstructions required), a computationally efficient method is desirable. While Soubies et al achieved efficient
reconstructions, their peak performance is still on the order of 10 minutes per wavelength on
a higher-end server (Dell PowerEdge T430) [111]. Even with only a hundred or so wavenum-
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bers, this amounts to about a day of computation time. To this end, we investigate in
Chapter 5 (Sec. 5.1) whether the inherent spectral information may be used to improve
diffraction tomography reconstructions. In particular, a few physical assumptions about
the sample are proposed with the goal of inverting the exact Lippman-Schwinger equation
and removing multiple-scatter effects using the spectral axis. However, further work including simulations, or preferably experimental data, is necessary to test the validity of these
assumptions.

3D Deconvolution
The limitations of applying classical tomography to typical FTIR (as discussed in Sec. 1.3),
including the missing-cone problem for planar film-like samples, motivated an approach for
optical sectioning that would exploit the natural defocusing of the sample at different depths.
Chapter 5 (Sec. 5.2) discusses a method for filtering out-of-focus portions of the sample at
different depths, which was inspired by convolutional neural networks (CNNs) [115].
Previous methods had been developed that, for example, estimate depth from focus [116,
117], or simulating infinite depth of focus in typical brightfield measurements [118, 119].
However, these techniques were primarily developed for surface reconstructions; transparent
media, which are usually the subject of FTIR spectroscopy, requires a different treatment.
We approached the problem first using three-dimensional deconvolution [120, 121], followed
by an algorithm loosely based on CNN theory [115].
While the three-dimensional deconvolution approach did not achieve the desired results,
our CNN algorithm showed promise. However, an automated translation stage was not
available to us at the time; due to the lengthy acquisition times and required positioning
precision, the work was put on hold until further testing and optimization could be performed. The method also did not take into account multiple scattering (e.g., focusing and
shape resonances).
Future work may revisit the approach using automated stage control and holographic
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techniques, such as Fourier ptychography microscopy [122].

Three-dimensional ptycho-

graphic transmission microscopy has been demonstrated by Maiden et al using a multi-slice
approach for thin samples [123], while extending their methods to thicker samples in 2014
[124]. The method is attractive since it inherently accounts for multiple scattering. Ptychography has also been used to achieve super-resolution [125], and also a non-holographic
approach has been demonstrated using LEDs [126]. Finally, a similar method of performing
diffraction tomography using a through-focus stack was achieved by Kim et al with white
light [127].

1.4

Thesis Overview

In Chapter 2 we demonstrate on simulations that Fano line shapes in FTIR transmission
spectra can occur for homogeneous spheres that possess a weak and isolated absorbance
band. Furthermore, by fitting Fano line shapes to these bands, recovery of the peak position
and pure absorption strength can be obtained with high accuracy. Additionally, for small
and optically soft spherical scatterers, recovery of one or the other of the constant refractive
index difference from its embedded non-absorbing medium, or the sphere’s radius (given
approximate knowledge of the other), is possible.
Chapter 3 generalizes the results from Fano modeling, extending its validity to multiple,
stronger, overlapping bands. Also presented is an algorithm for modeling such Mie spectra
of scattering spheres. The algorithm is demonstrated on simulated spectra, along with
an experimental application on a measurement of polystyrene microspheres embedded in a
potassium-bromide medium. Future work and applications for Fano modeling are discussed
at the end of the chapter (Sec. 3.6).
A microscope design and mathematical details for obtaining spatially- and spectrallyresolved holographic mid-infrared images are presented in Chapter 4. Future work for
extending IR microscopic techniques using holography are discussed in Chapter 5. In par-
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ticular, a spectral-based method for handling the multiple-scattering problem in diffraction
tomography for typical FTIR biological samples is discussed in Section 5.1, while a technique
for non-holographic digital confocal microscopy, with possible extension to holographic FTIR
is presented in Section 5.2.
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Chapter 2
Spherical Scattering Part I: Isolated
Peaks and the Fano Effect
Mid-infrared absorbance spectra obtained from spatially inhomogeneous and finite samples
often contain scattering effects characterized by derivative-like bands with shifted peak positions. Such features may be interpreted and accurately modeled by Fano theory when the
imaginary part of the complex dielectric function is small and Lorentzian in nature—as is
the case for many biological media. Furthermore, by fitting Fano line shapes to isolated absorbance bands, recovery of the peak position and pure absorption strength can be obtained
with high accuracy. Additionally, for small and optically soft spherical scatterers, recovery
of one or the other of constant refractive index or radius (given approximate knowledge of
the other), is possible.

2.1

Introduction

Asymmetrically distorted spectral peaks are often encountered in FTIR absorbance spectra—
particularly noticeable in the Amide-I band, where a derivative-like line shape may be observed [2, 17, 128]. Previously, it has been shown that these derivative features occur due
to a non-linear mixing between the absorbance and dispersive spectra on top of a smooth20

varying broadband baseline [16, 17, 19, 128]. In such cases, identification of chemical bands
in a scattering sample may be deceptive, as the distorted bands frequently suffer from a
shift in peak position [17, 19, 128]. Identification and correction of such distortions are critical for FTIR spectroscopy if one seeks a quantitative understanding of the sample under
investigation.

2.1.1

Fano Resonances

In atomic spectroscopy, interference between discrete state transitions and a background
continuum of states results in a particular distortion of the line shape, characterized by a
derivative-like appearance of an energy band. This interference was first described by Fano,
who models the relative scattering cross-section σ/σ0 for an energy E by the equation [25]
(q + )2
σ
=
− 1,
σ0
1 + 2

(2.1)

where q is an asymmetry parameter (often referred to as the Fano parameter), and the
reduced energy  is expressed in terms of the resonant peak energy Er , and peak full width
at half maximum ΓE as

=

E − Er
.
1
Γ
2 E

(2.2)

The Fano parameter q introduces asymmetry in an otherwise Lorentzian band shape,
as can be seen in Fig. 2.1 for various q. As q → 0 the peak becomes inverted, while finite
values of q produce an asymmetric line profile with a shift in the peak position away from
the resonance at  = 0. The direction of peak shift is determined by the sign of q: positive q
shifts the peak towards positive , while negative q shift towards negative  (compare q = 1
and q = −2 in Fig 2.1). At |q| = 1 the line shape becomes perfectly antisymmetric about
 = 0 (occasionally referred to as anti-Lorentzian in this paper). As |q| → ∞ however,
the line shape approaches a symmetric Lorentzian centered about the resonance energy Er
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Figure 2.1: Fano line shapes for various values of the Fano parameter q. The line shapes are
plotted in terms of the reduced coordinate  = (E −Er )/ 21 ΓE , where  = 0 corresponds to the
exact resonance position E = Er . For finite |q| > 0, the peak shifts away from the resonance
at  = 0, such that the peak position alone is insufficient for identifying the resonance energy.
For q > 0, the peaks shift toward positive , and toward negative  for q < 0.
( = 0)
q2
σ
≈
.
σ0
1 + 2

(2.3)

Such limiting behavior as q → ∞ can be seen in Fig. 2.1 for q = 100, where the line shape
is Lorentzian in appearance.
While Fano theory was originally developed in the context of quantum spectroscopy
[24], it has since been shown to be a general interference phenomenon applicable to a wide
range of classical and quantum resonating systems [26, 129–131]. Generally speaking, Fano
resonances occur due to a coupling between multiple oscillators; in many physical systems
this can be interpreted as an interference between a resonance of interest and a “background
process.”
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2.1.2

Fano Line Shapes in FTIR Spectroscopy

Asymmetric, derivative-like peaks are often observed in FTIR transmission and absorbance
spectra, attributed to the “dispersion artefact” [18], which involves a distortion of the transmission spectrum due to reflectance line shapes [128, 132]. Absorbance spectra that contain
such dispersion effects, however, also share these signature features and bear a striking resemblance to Fano line shapes. With this motivation, we evaluate whether observed spectral
features may be interpreted as Fano resonances, where sharp resonating bands are coupled to
a slowly-varying background process. Above all, we evaluate whether these features can be
accurately modeled with Fano theory, and whether they can be corrected (i.e., related to a
pure Lorentzian absorption line shape), and if so, to what extent and under what conditions.
Previous work has shown that very small spherical scatterers may exhibit “unconventional” Fano resonances [133]. These Fano line shapes present as a function of the dielectric
function, manifesting from interfering shape resonances and occurring in particles with large
refractive indices in the absence of absorption. In contrast, our work focuses on absorbing
scatterers with smaller refractive indices (applicable to typical biological media), and instead
of presenting as a function of the dielectric function, as in [133], the resonances in our work
appear as a function of wavenumber, as is appropriate for FTIR spectroscopy.
Using Mie theory, which models the interaction of electromagnetic radiation with an
absorbing sphere, we show that Fano line shapes emerge in certain limiting cases, when
scattering effects are sufficiently weak. For such situations, a link between an absorbing
sphere’s physical size and constant refractive index can be established to the parameters of
a Fano line shape that has been fit to the data. We also show that using our Fano approach,
the bulk absorptivity, characteristic for an infinite medium, can be extracted from the line
shapes measured for finite (spherical) samples.
Presented are results for various simulated spectra using Mie scattering theory, which
have been fit with a Fano line shape. We establish that accurate recovery of the peak resonance shift for an isolated absorbance is possible using Fano theory. Additionally, extraction
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of the pure absorbance strength is obtained for small, optically soft spheres. Finally, we
demonstrate how Fano modeling can be used for the recovery of the constant refractive
index given an estimate of the particle size, and vice versa.

2.2

Methods

One of the central goals of IR spectroscopy is the extraction of the spectral optical depth
τ (ν̃) from measured transmission spectra. The spectral optical depth is a quantity that characterizes the absorption strength of an infinite medium without boundaries and interfaces. It
is defined as the product of the molar extinction coefficient, (ν̃), the chemical concentration,
c, of the absorber, and the propagation distance, d, of the radiation inside of the medium
[10, 16, 134], i.e.,
τ (ν̃) = (ν̃)cd,

(2.4)

where τ (ν̃), via the molar extinction coefficient (ν̃), depends on the wavenumber ν̃. Inside
of the medium, the intensity I(ν̃) of the IR radiation propagates according to the (Boguer-)
Beer-Lambert law [134], i.e.,
I(ν̃) = I0 (ν̃) exp[−τ (ν̃)],

(2.5)

where τ (ν̃) is defined in Eq. 2.4. This shows that the optical depth is related to the transmittance
T (ν̃) =

I(ν̃)
I0 (ν̃)

(2.6)

via
τ (ν̃) = − ln[T (ν̃)]

(2.7)

According to convention, in chemistry, biochemistry, and biophysics, the quantity of interest
is the absorbance A(ν̃), defined as

A(ν̃) = − log10 [T (ν̃)]
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(2.8)

As Eqs. 2.7 & 2.8 show, optical depth and absorbance are closely related. In fact, there is a
simple linear relationship between optical depth and absorbance in such infinite media, i.e.,

A(ν̃) = τ (ν̃)/ ln(10)

(2.9)

Just like the optical depth, the absorbance refers to a bulk property of a given substance,
independent of its geometry. Therefore, if intensity propagation measurements inside of
the substance could be performed in the lab, the absorbance A(ν̃) is obtained from the
internally measured intensities I(ν̃) and I0 (ν̃) via equations 2.6 and 2.8. However, such
experiments are extremely difficult to perform, especially if one is interested in the absorption
properties of microscopically small samples. Instead, one usually settles for measuring the
transmission through thin films, single cells, or other finite-sized biological samples. This,
however, immediately introduces interfaces between the embedding medium, containing the
source of the IR irradiance, the sample, and the detector. These interfaces act as sources of
exterior and interior reflection and scattering of IR radiation. Thus, the measured absorbance
is no longer connected to the optical depth via the simple, linear relationship in Eq. 2.9, which
holds only for the pure, bulk absorbance. In such cases one defines the apparent absorbance

Â(ν̃) = − log10

ˆ
I(ν̃)
I0 (ν̃)

!
,

(2.10)

ˆ is the measured intensity transmitted to the detector in the presence of interfaces
where I(ν̃)
and scattering, and I0 is the irradiance of the sample. Thus, apparent absorbance is a
good approximation of absorbance only if scattering effects on interfaces between embedding
medium, sample, and detector can be neglected. Depending on the desired accuracy, even
for the relatively small indices of refraction of typical biological materials, the scattering
effects caused by interfaces may be too large for the apparent absorbance Â(ν̃) to be an
acceptable approximation of the pure absorbance A(ν̃). The distorting effect of interfaces
is particularly severe for approximately spherical microscopic samples, such as single cells,
25

and is compounded by the existence of refraction and diffraction effects. Thus, the basic
task of IR spectroscopy is to extract the pure absorbance A(ν̃) from the measured, apparent
absorbance Â(ν̃). Our method, discussed in this paper, is to deconvolve the measured line
shapes containing scattering, refraction, and diffraction effects by using Fano theory, and
thus to extract the pure absorbance A(ν̃) from the measured, apparent absorbance Â(ν̃). In
order to prove the viability and power of our method, we model biological cells with spheres,
since for spheres an analytical theory, i.e. the Mie theory [10, 15], is available that allows
analytical insight into our methods and procedures.

2.2.1

Scattering on Spheres

When electromagnetic radiation interacts with a dielectric sphere, it undergoes a form of
scattering that is analytically solved by Mie theory. An approximate equation for the extinction efficiency2 Qext of an absorbing sphere of radius a and complex refractive index
η̃ = nr (ν̃) + ini (ν̃) is given by van de Hulst as [15]

Qext (ν̃) = 2 − 4 exp {−ρ tan β}

− 4 exp {−ρ tan β}

2
cos β
+4
cos 2β
ρ

cos β
ρ



cos β
ρ

2

sin (ρ − β)
cos (ρ − 2β)
(2.11)

where

ρ(ν̃) = 4πaν̃(nr (ν̃) − 1)

(2.12)

ni (ν̃)
nr (ν̃) − 1

(2.13)

tan β =

In the vicinity of chemical absorption bands, nr (ν̃) exhibits large and rapid variations as
2

In the geometric-optics limit and for a wide enough detector aperture, the extinction efficiency Qext is
related to the transmittance T = I/I0 via T = 1 − (g/G)Qext , where g = πa2 is the geometric cross section
of the sphere, a is the radius of the sphere, and G is the detector aperture (see [10, 20] for details).
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Figure 2.2: Extinction curve Qext and the Mie background QBG for a particle of radius 2 µm
and constant refractive index n0 = 1.5. Removal of QBG from the extinction curve Qext
leaves a curve that approaches zero away from the resonance.
a function of ν̃. Away from absorption bands, however, nr (ν̃) may be approximated by a
real, constant n0 . For this constant refractive index n0 we define the background extinction
efficiency QBG according to

QBG (ν̃) = 2 −

4
4
sin ρ0 + 2 (1 − cos ρ0 )
ρ0
ρ0

(2.14)

where here

ρ0 (ν̃) = 4πaν̃∆,

∆ ≡ n0 − 1

(2.15)

Denote by Q0 ≡ Qext − QBG the removal of the background QBG from Qext , revealing
the “interesting” spectral features (see Fig. 2.2). We then consider the behavior of Q0 for a
Lorentzian line shape ni (ν̃) = f0 /(1+z 2 ) whose peak strength is f0 , and the reduced spectral
variable

z=

ν̃ − ν̃r
Γν̃ /2
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(2.16)

is defined for a resonance about νr , with a peak width at half maximum Γν̃ in the same spirit
as in Eq. 2.2. It is then shown in the Appendix that, to first order in f0 , a local expansion
of Q0 about ν̃ = ν̃r gives
Q0exp (ν̃)

8
≡ 2
ρr ∆






f0
f0 z
Φ1 (ρr )
+ Φ2 (ρr )
1 + z2
1 + z2

(2.17)

where

ρr ≡ ρ0 (ν̃r ) = 4πaν̃r ∆

(2.18)

and Φ1 (ρr ) and Φ2 (ρr ) are expressions involving sines and cosines of ρr (see Eqs. 2.47 & 2.48).
To understand the behavior of Φ1 (ρr ) and Φ2 (ρr ), we further expand Eq. 2.17 to second order
in ∆

Q0∆ (ν̃)


≡
+

4ρr 2ρ3r
−
3
5



f0 /∆
1 + z2



4ρr Γ2ν̃
6ρ3 Γν̃
− ρ2r − r 2
3ν̃r
5ν̃r

!

f0 z/∆
1 + z2


(2.19)

Here, the expansion leading to Eq. 2.19 requires that ρr is small, which restricts the expansion’s validity to a limited class of particles. However, we are only considering small ρr to
illustrate our methods and procedures; the full local expansion for arbitrary ρr (Eq. 2.17)
is valid for all radii and indices of refraction for relevant biological tissues, provided the
peak height f0 is small, Γν̃ /(2ν̃r ) is small, and a suitable background extinction QBG can be
estimated.

2.2.2

Connection to Fano Theory

We aim to model asymmetric absorbance bands using the approximations contained in
Eqs. 2.17 & 2.19, with the purpose of extracting the pure absorbance A. As described in the
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Appendix, directly fitting to these equations is not possible: there exists five parameters,
while only four may be considered independent. In particular, Eqs. 2.17 & 2.19 may only be
determined up to a scaling factor, as f0 /∆ occurs in both terms. A simple replacement of
f0 /∆ with a generic scaling parameter would suffice; however, as the observed asymmetric
bands resemble Fano resonances, the Fano model will instead be used to explicitly highlight
the occurrence of these line shapes in Mie theory. We will show that the four Fano parameters may be predicted by Mie theory, and with them, explicit analytical results are obtained
for the recovery of the absorbance A of chemical absorption bands under the conditions assumed in Eq. 2.19 (i.e., a small radius and constant refractive index). We therefore start by
fitting a Fano line shape model to Eq. 2.19, and demonstrate that a connection is established
between its model parameters and the scatterer’s radius and complex refractive index.
To fit Fano line shapes to transmission spectra, we rewrite Eq. 2.1 in terms of the dimensionless quantity z = z(ν̃) (see Eq. 2.16). The factor σ0 serves as a scaling parameter that
essentially captures the line shape’s strength. It will then prove useful to break it into the
following form, so that equivalence between the Fano parameters and scattering models can
be easily made by inspection

2qz
z2
q2
+
+
−1
σ(ν̃) = σ0
1 + z2 1 + z2 1 + z2




1
z
2
= σ0 (q − 1)
+ 2σ0 q
1 + z2
1 + z2


(2.20)

With this form, a few observations are immediately apparent. For large |q|, the first term
dominates and σ has the form of a symmetric Lorentzian.

For finite q, a mixture of

a Lorentzian and anti-Lorentzian results; when |q| = 1, the band shape is purely antiLorentzian. Furthermore, the necessity that σ is finite requires that as q 2 → ∞, σ0 → 0 such
that σ0 (q 2 − 1) → Const.
It can be seen by inspection, comparing the extinction Q0∆ expanded in ∆ (Eq. 2.19) with
the Fano model (Eq. 2.20), that the Fano parameters σ0 and q are related to the radius a,
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absorption strength f0 , and constant refractive index n0 by the two equations
f0
σ0 (q − 1) =
∆
2



f0
2σ0 q =
∆

4ρr 2ρ3r
−
3
5


(2.21)

4ρr Γ2ν̃
6ρ3 Γν̃
− ρ2r − r 2
3ν̃r
5ν̃r

!
(2.22)

An additionally useful (although not independent) equation, obtained from the difference
between the maximum and minimum of Q0exp (also taken to second order in ∆; see Eq. 2.46
of the Appendix), gives
f0
σ0 (q 2 + 1) =
∆

Γν̃ 2
ρ
4ρr
ρ3
− 2 r− r
3
ν̃r
40

!
(2.23)

Recovery of the pure absorbance A as defined in Section 2.2 from a Fano line shape in
the case of an absorbing sphere can be achieved by noting that the absorbance strength at
the resonance position Q0 (ν̃ = ν̃r )—in the limit that scattering due to a constant refractive
index is negligible (∆ → 0)—approaches3

A = lim {− log10 [1 − Q0∆ (ν̃r )]}
∆→0

1
ln [1 − Q0∆ (ν̃r )]
∆→0 ln(10)
4f0 ρr
16πaν̃r f0
1
≈ lim
[Q0∆ (ν̃r )] =
=
.
∆→0 ln(10)
3∆ ln(10)
3 ln(10)
= − lim

Combining Eq. 2.21, 2.22, and 2.23, while considering only terms of order O

(2.24)


Γν̃
2ν̃r



, gives

an expression for A in terms of the Fano fit parameters σ0 , q, Γν̃ and ν̃r


σ0
Γν̃
2
A≈
15q + 17 − 32q
15
2ν̃r
3

(2.25)

For simplicity, it is assumed that the detector’s aperture is set tightly about the particle, so that its
geometrical area G is close to the particle’s cross-sectional area g. In this case the transmittance is directly
related to the extinction T = 1 − (g/G)Qext = 1 − Qext (see [10, 20]). In the case that g 6= G, the scaling
factor g/G (determined from the experimental setup) must be included in the derivation of Eq. 2.24. The
results in Eqs. 2.26 & 2.27 are, however, independent of the g/G scaling factor.
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Furthermore, one may have a reasonable estimate of either the material’s radius a (e.g.,
from a bright-field measurement), or the material’s constant refractive index n0 . For either
such case, the known quantity may be used to recover the other unknown (either n0 or a) in
terms of the Fano fit parameters by combining Eq. 2.21 and 2.25 for A
s
p
10/3
σ0 (q 2 − 1)
n0 = 1 +
1−
4πaν̃r
ABeer
s
p
10/3
σ0 (q 2 − 1)
a=
1−
4π∆ν̃r
ABeer

(2.26)
(2.27)

Finally, a note about the removal of QBG from Qext : this can be done exactly with
simulated data, as the “background” Mie contribution (given by QBG in Eq. 2.14) can be
subtracted from the simulated data. In practice, however, ρ0 is unknown, and methods that
estimate a suitable baseline must be employed. Such methods include EMSC [17], which
estimates the broad, smoothly varying contribution QBG to the spectrum. However, the
primary necessity is that an appropriate broad background QBG must be found such that,
as |ν̃ − ν̃r | → ∞, (Qext − QBG ) → 0 as accurately as possible.

2.3

Results

Numerical simulations, fitting, and analysis were written and conducted in MATLAB [135].
Simulations of absorption from a spherical scatterer were produced using the van de Hulst
approximation Eq. 2.11. Although the size parameter 2πaν̃ [15] depends only on the product
of a and ν̃, we choose to discern between particle size and resonance wave number ν̃r , to
ground the analysis on a practical footing. We choose to simulate a sphere with an isolated
absorption band at ν̃r = 1600 cm−1 . The choice of ν̃r is consistent with observations of Fano
line shapes in the Amide-I band. Given the resonance wave number ν̃r , we vary the sphere’s
radius such that ρr (Eq. 2.18) is between about 0.1 and 2, which gives an indication for
which conditions these methods are and are not valid.
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Extinction spectra are simulated for 100 spheres with refractive indices and radii ranging from 1.1 to 1.5, and 0.6 µm to 2 µm, respectively. With an absorption band at ν̃r =
1600 cm−1 , this corresponds to size parameters of approximately 0.6 to 2.01 near the resonance. The restriction of small ρr in deriving the approximated Q0∆ (Eq. 2.19) means that
the applied methods for many of these particles (particularly as n0 becomes larger than
about 1.2), are not expected to be valid.
A complex dielectric function is modeled in MATLAB [135] using wave numbers ν̃ ranging
from 1000 cm−1 to 4000 cm−1 , with ≈ 3 cm−1 resolution, as
ν̃−ν̃r
Γν̃ /2

˜ = 1 − fdiel
1+



ν̃−ν̃r
Γν̃ /2

2 + ifdiel

1
1+



ν̃−ν̃r
Γν̃ /2

2

(2.28)

where we have chosen a strength fdiel = 0.1249, width Γν̃ /2 = 26 cm−1 , and peak position
√
ν̃r = 1600 cm−1 . The complex refractive index η̃ is then calculated as η̃ = ˜, resulting in a
complex refractive index whose imaginary component ni has a peak strength of f0 ≈ 0.06.
The value of fdiel (and hence f0 ) was chosen to bring the absorbance of a bulk measurement
with an optical depth d ∼ 10 µm (using Eq. 2.9) just under unity. The real part of η̃
fluctuates with a small amplitude in the immediate vicinity of 1; we add various values of ∆
such that the constant refractive indices fall between about n0 = 1.1 and 1.5 for each of the
particles.
We first compare the accuracy of the expansions Q0exp and Q0∆ (Eq. 2.17 and 2.19) to the
exact Q0 for selected simulations in Fig. 2.3 (with the associated parameters in Table 2.1).
Next, fits are made to the simulated spectra, which provide the Fano fit parameters:
σ0 , q, ν̃r , and Γν̃ . Fitting is performed using a least-squares gradient descent algorithm in
MATLAB [135]. Fano fits and extracted Lorentzian line shapes for select simulations are
shown in Fig. 2.4. The examples selected in Fig. 2.3 and 2.4 encapsulate the average and
extreme cases of the results.
The error in recovered resonant positions ν̃r for various constant refractive indices n0 are
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Figure 2.3: Comparing select simulated Mie spectra for a single absorbance band in the
vicinity of 1600 cm−1 with its local expansion. The associated constant refractive index,
radius, size parameters and errors are given in Table 2.1. Left: Simulated spectra Q0 and
their local expansion Q0exp (Eq. 2.17, to first order in f0 exact in ∆). Right: Simulated
spectra Q0 and its local expansion Q0∆ (Eq. 2.19, to first order in f0 , and second order in ∆).

shown in Fig. 2.5. We also estimate the constant refractive index n0 for each particle using
Eq. 2.26, with the assumption that the radius is known. We show how these estimates of
n0 compare with exact values in Fig. 2.6 as a function of q (left), and of the size parameter
2πaν̃r (right).
Finally, the percent error in extracted Lorentzian peak heights for select simulations are
shown in Fig. 2.7 (solid markers). This can be compared with the absorbance strengths that
would be obtained by naı̈vely subtracting the anti-Lorentzian component of the Fano line,
shown in Fig. 2.7 (hollow markers). Removal of the dispersive component gives an apparent
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Figure 2.4: Select simulated Mie spectra for a single absorbance band in the vicinity of
1600 cm−1 . The associated constant refractive index, radius, size parameters and Fano
fit parameters q are given in Table 2.1. Left: Simulated spectra with the background
removed and the associated Fano fits. Right: The ideal Lorentzian line shapes that would
be measured in the absence of scatter effects, and the recovered Lorentzian line shape using
the Fano fit parameters.
absorbance

σabs = σ0 (q 2 − 1)

2.4

(2.29)

Discussion

It is reasonable that the derivative line shape that arises from electromagnetic interference
can also be understood as interference between a broadband continuum of states and a
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Table 2.1: Simulation results for the particles in Figs. 2.4 and 2.3. Included are the constant
refractive index n0 , particle radius a, the size parameter 2πaν̃r , the Fano fit parameters σ0
and q, along with the expansion errors for Q0exp and Q0∆ (Eq. 2.17 and 2.19). The percent
errors are calculated as the maximum difference between the expansion and Q0 , divided by
max [Q0 −Q0 ]
the overall scale of Q0 (e.g. 100% × max [Q0 ]−minexp[Q0 ] )
Simulated parameters
Label

A
B
C
D
E
F

n0
1.10
1.10
1.32
1.32
1.50
1.50

a
0.76
1.53
0.60
2.00
1.38
2.00

2πaν̃r
0.75
1.57
0.60
2.01
1.38
2.01

Fano fit parameters
−3

σ0 (×10 )
0.29
2.75
1.85
63.76
50.96
135.51

q
-20.7
-9.3
-7.2
-1.9
-1.8
-1.1

Expansion errors (%)

Q0exp
3.5
3.5
3.8
5.9
5.0
7.3

Q0∆
3.5
3.7
4.0
17.9
19.4
57.6

discrete absorption band, as it occurs in Fano theory. In the case of Mie scattering, the
broadband continuum of states can be attributed to the dielectric interactions that produce
the constant (in the mid-IR region) refractive index. This is evident from Eq. 2.19: as n0
becomes large, the line shape gains its characteristic Fano-like asymmetry.
The goal to extract the pure absorbance from Fano line shapes arises from the desire to
recover quantitative chemical understanding from observations. This is desirable, especially
when conducting imaging experiments where spatially resolved chemistry can provide critical
insight for the question at hand. For example, there are extensive infrared imaging efforts
based on cancer diagnosis and evaluation [90–92]. The protein bands cannot be used for
evaluation in these cases, since tissues at edges can lead to scattering signatures that can
modify the peak frequency and absorption band line shape. However, proteins provide large
signatures that could prove useful if they could be accurately recovered. Furthermore, extracting the bulk absorbance from the measured Fano profiles is imperative for 3-dimensional
infrared imaging; standard tomographic reconstruction algorithms assume bulk absorption,
i.e., the validity of Beer’s law, at a fundamental level [136].
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2.4.1

Simulations

Based on our simulated data, we first compare the accuracy of the expansions Q0exp and
Q0∆ . For weak absorption bands, Q0exp should be accurate for arbitrary radii and refractive
indices. Figure 2.3 (left) shows the accuracy of the expansion, and Table 2.1 verifies that the
simulations are within 10% error. However, the small radii and refractive index expansion
(Fig. 2.3, right) Q0∆ clearly breaks down when the refractive index exceeds n0 & 1.2.
Next, results of fitting Fano line shapes to simulations are shown in Fig. 2.4. Particles
with small radii a and constant refractive indices n0 have a symmetric Lorentzian appearance
whose peak is nearly centered on the resonance frequency ν̃r . Figure 2.4 (A) shows, for a small
particle of radius a = 0.76 µm and constant refractive index n0 = 1.1, that the magnitude
of q is relatively large in order to model the near Lorentzian symmetry. As the particle size
doubles to a = 1.5 µm, Fig. 2.4 (B) displays how scattering effects begin to present ever so
slightly, and the Fano q parameter decreases in magnitude to q = −9.3.
The effect of scattering becomes much more prominent as one increases the constant
refractive index. Figures 2.4 (C) and (D) show the line shapes when the constant refractive
index is increased to n0 = 1.3. When increased even further to n0 = 1.5, Fig. 2.4 (E) and (F)
show that the line shapes begin to appear nearly anti-Lorentzian, and q 2 → 1 as required to
make the leading term in the Fano Eq. 2.20 zero.

2.4.2

Bulk-absorption Limit

As our primary motivation is to recover the pure absorbance in the bulk-absorption limit
(Eq. 2.24), i.e., in the limit where no boundaries or interfaces are present, three quantities
are necessary to reconstruct a Lorentzian line shape. These include the resonance position
ν̃r , the pure absorbance strength A (see Eq. 2.24), and the width at half maximum Γν̃ .
Recovery of ν̃r is reliable to better than 0.2% for nearly all particles considered in our
simulations. Figure 2.5 shows for select constant refractive indices n0 that as the size parameter 2πaν̃r and n0 increase, the percent error in peak position of the spectrum containing
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scatter climbs to as much as 1.5%. The parameters from the Fano fitting, however, reduce
the error to under 0.1% for most cases.
While recovery of the Lorentzian width Γν̃ from the Fano fitting falls within 2% error for
large |q| > 6 (i.e., when the peak is mostly Lorentzian), our algorithm experiences difficultly
as the peak becomes more antisymmetric. This is seen in Fig. 2.8, where the error is scattered
to as much as 6% when |q| < 6. It is unclear whether this error is due to the precision of
our algorithm, or if there may be an inherent limitation on the ability to extract q and Γν̃
simultaneously.
Finally, an important result from the expansion of Q0∆ (Eq. 2.19) is that simply removing
the dispersive (anti-Lorentzian) component does not lead to the correct absorbance strength
when Mie scattering occurs. Comparing the Lorentzian term in Q0∆ (which is captured by the
Fano parameters σ0 (q 2 − 1) in Eq. 2.21) with the bulk absorbance in Eq. 2.24, the apparent
absorbance is reduced (to second order in ∆) by an amount
128 3 3 2 2
π a ∆ ν̃r f0
5

(2.30)

Figure 2.7 demonstrates an improvement of the pure absorbance strength compared to
a Lorentzian construction that simply uses the height of the original asymmetric line shape.
Such naı̈ve reconstruction produces an error reaching over 95% as the size parameter 2πaν̃r
and constant refractive index increase. Using the corrective Eq. 2.25, the recovered absorbance strengths improve to under 10% for all simulated particles.

2.4.3

Connecting Fano Parameters With Radius and Refractive
Index

Recovery of the constant refractive index n0 given knowledge of the particle radius a is shown
in Fig. 2.6, where dark markers signify calculations that fall within 1% of the exact value,
and light markers signify calculations that fall outside 1% error.
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The requirement that ρr is small in deriving the approximation Q0∆ in Eq. 2.19 restricts
the class of particles for which the analysis is valid to constant refractive indices n0 . 1.2.
However, while Fig. 2.6 shows that estimates of n0 using Eq. 2.26 are most accurate for very
small constant refractive indices, there is still reasonable accuracy for the larger refractive
indices where many biological media fall (between 1.3 and 1.5 [137]).
These limitations are due in part to the expansion Q0∆ (Eq. 2.19) which, because it
assumes small ρr , does not hold as n0 becomes significant. In particular, Eq. 2.21 and 2.22
are accurate to only O(∆2 ). Future development could take into account higher orders of ∆
when expanding Q0exp , thus improving the accuracy of Eq. 2.21 and 2.22.
Finally, by fitting multiple Fano line shapes to overlapping spectra, our methods may be
extended to more general cases where absorbance bands are not well-isolated, such as AmideI bands, which typically have neighboring Amide-II and phospholipid bands in biological
materials. While in principle Fano theory applies to isolated bands, overlapping bands may
receive a similar treatment since the background process is the same for both resonances.
Similarly, non-Lorentzian bandshapes, such as those due to many closely-packed resonances
that cannot be resolved individually (e.g., the Amide-I peak, which often contains a mixture
of many proteins), won’t fit the Fano line-shape model exactly, but are still described by Fano
theory. This is because we have shown that for weak resonances (as we noted are typical
for biological media in the infrared), a first-order expansion of the imaginary component
and its Kramers-Kronig transform are sufficiently accurate (see Fig. 2.3, Left). The problem
is therefore linear, and non-isolated and non-Lorentzian bands can be treated as a sum of
independent Fano processes.

2.5

Conclusions

We have shown that Fano line shapes in FTIR transmission and absorption spectra can occur
due to Mie scattering, as the complex electromagnetic interference produces a spectrum that
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includes contributions from both the real and imaginary components of the refractive index.
As absorbance peaks are typically Lorentzian in nature, this superposition is equivalent to
the Fano line shape for weakly scattering particles. Fano line shapes cause both a shift in
peak frequency position, along with a change in absorbance strength.
While we have focused on spherical scatterers in this report, Fano line shapes are not
restricted to this particular geometry. Any general first-order mixing of the real and imaginary refractive indices is equivalent to Fano line shapes for sufficiently weak Lorentzian
absorbance bands. As scattering occurs due to a changing refractive index, we attribute the
occurrence of Fano line shapes in the infrared regime to interference between sharp molecular
vibration resonances with a background continuum process.
We also presented that, by fitting Fano line shapes to simulated spectra, in general,
recovery of the peak shift can be found to within 0.1% in most cases when the peaks are
isolated. Applying our fitting algorithm to spectra from small spherical scattering particles
with various constant refractive indices, we demonstrated a link between the Fano fit parameters and the particle’s radius and constant refractive index. In particular, if one has
a reasonable estimate of either the radius or constant refractive index, one may obtain the
other quantity with reasonable accuracy. We also demonstrated that recovery of the bulk
absorbance is possible for spherical particles.
In many cases a reasonable estimate of the particle size and refractive index will be
known (e.g. by the manufacturer, or bright-field measurements), which would immediately
inform whether one is working within the limitations presented in Sec. 2.4. However, the
method presented may still be useful in cases where these values are either unavailable, or
are outside the range of validity, where the full Mie theory is required. In this case, the
task of fitting directly to the Mie model requires knowledge of the dielectric function, along
with the material’s size and refractive index. As we discussed in Sec. 2.4.2, and illustrate in
Fig. 2.4 (Left), the Fano line shape is a very accurate model for determining the Lorentzian
parameters, without suffering from the limitations imposed on the size and refractive index.
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The limitation on refractive index and particle radius occur due to the limited accuracy of the
expansion when moving from Eq. 2.17 to Eq. 2.19. The method presented therefore allows one
to rapidly extract the resonant position and width without resorting to a full implementation
of the Mie equations. From there, if one wished, an iterative forward calculation using full
Mie theory could be performed using the Lorentzian features that were extracted from the
Fano method as a starting place. This would effectively reduce the search space from (3N
+ 1) parameters to (N +1), where N are the number of isolated Lorentzian peaks in the
spectrum.
We also reemphasize that while it would be advantageous to simply fit directly to Eqs. 2.17
and 2.19 to obtain the full set of parameters, this is not possible since these equations
deceptively contain only four independent parameters (see Appendix 2.6). Since the Fano
formalism also contains four parameters, there is no loss of information when using this
model.
Finally, we stress that an experimental evaluation of our methods is very challenging,
as it requires manufacturing an experiment where an isolated homogeneous sphere containing an isolated absorption band is embedded in an infinite, non-absorbing homogeneous
medium whose refractive index is closely matched with that of the sphere’s. However, if the
effects of a finite medium are forgivable, experiments where micro-spheres are embedded in
a non-absorbing medium (e.g. potassium bromide) would be a natural starting point. Unfortunately, however, for many standard micro-spheres (e.g., polystyrene, silica, or PMMA),
the requirement of well-isolated absorbance bands remains difficult to satisfy. Therefore, the
next logical step is to generalize the methods presented to the more realistic situation of
overlapping absorbance bands. As such a generalization will necessarily deviate from the
strict Fano model, those situations fall outside the scope of this article, where emphasis on
the Fano mechanism will be reduced.
Although standard methods exist for correction of entire spectral regions [17, 19, 128], we
believe that understanding scattering phenomena for small spheres with isolated resonances
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in terms of Fano theory may set the stage for corrective methods that may generalize to
more complicated spectra, and possibly to arbitrary morphology.

2.6

Appendix

When a plane electromagnetic wave (whose wave number ν̃) interacts with a dielectric sphere
of complex refractive index η̃ = nr (ν̃)+ini (ν̃) and radius a, the coherent interference between
the incident and scattered waves results in an extinction Qext at a detector in the far field,
approximated by van de Hulst [15] as

Qext (ν̃) = 2 − 4 exp {−ρ tan β}

− 4 exp {−ρ tan β}

2
cos β
+4
cos 2β
ρ

cos β
ρ



cos β
ρ

2

sin (ρ − β)
cos (ρ − 2β)
(2.31)

where

ρ(ν̃) = 4πaν̃(nr (ν̃) − 1)

(2.32)

ni (ν̃)
nr (ν̃) − 1

(2.33)

tan β =

The imaginary part of the refractive index, ni (ν̃), is a dimensionless quantity inherent to
the medium, and is related to the real component of the refractive index, nr (ν̃), through the
Kramers-Kronig transformation
Z ∞
2
Ωni (Ω)
nr (ν̃) − n0 = P
dΩ
π
Ω2 − ν̃ 2
0
Z ∞
2ν̃
nr (Ω)
ni (ν̃) = − P
dΩ
π
Ω2 − ν̃ 2
0
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(2.34)
(2.35)

Here, n0 ≥ 1 is assumed constant (in the mid-infrared region), and P denotes the Cauchy
principal value required because of the singularity in the integrand (see, e.g., [20, 138]). It
is also assumed that the refractive index surrounding the spherical medium is air, approximately equal to unity.
Concealed in Qext (Eq. 2.31) is an oscillating “background” spectrum where resonating
features are superimposed. Away from resonances (that is, where ni (ν̃) → 0), this background QBG appears as

QBG = 2 −

4
4
sin ρ0 + 2 (1 − cos ρ0 )
ρ0
ρ0

(2.36)

where here

ρ0 = 4πaν̃(n0 − 1)

(2.37)

Band resonances in FTIR spectra typically [2] (p.23) take the shape of a Lorentzian L,
centered on the resonance position ν̃r as

L=

f0
1 + z2

(2.38)

where the reduced spectral dimension z = (ν̃ − ν̃r )/ Γ2ν̃ is defined for the peak width at half
maximum Γν̃ . While technically the dielectric function ˜ follows the Lorentzian model, the
complex refractive index η̃ is related to the complex dielectric function (for a non-magnetic
material) as

η̃ =

√
˜

(2.39)

and for small peaks it is sufficient to approximate the refractive index to be composed of
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Lorentzian line shapes

η̃ ≈ (n0 − zL) + iL

(2.40)

We therefore write ni (ν̃) as a Lorentzian of height f0 , and its Kramers-Kronig transform
nr − n0 = K[ni (ν)] as

ni (ν̃) =

f0
1 + z2

and nr (ν̃) − n0 =

zf0
1 + z2

(2.41)

Denote by Q0 ≡ Qext − QBG the removal of the background QBG from Qext , revealing
the “interesting” spectral features (see Fig. 2.2). We then consider the behavior of Q0 for a
Lorentzian line shape ni (ν̃) = f0 /(1 + z 2 ).
An expansion that assumes small f0 is first performed on Q0 , following a local expansion
about z. However, it will first prove useful to rewrite Eq. 2.32 and 2.33 for ρ and β as

nr (ν̃) − 1 = ∆ + K[ni (ν̃)]

(2.42)

where ∆ ≡ n0 − 1, and K[ni (ν̃)] is the Kramers-Kronig transform of ni as defined on the
right-hand side of Eq. 2.34. Indeed ni and K[ni ] are typically very small, and ∆ is typically
less than 0.5 in the infrared region for dilute biological media [16, 132, 139]. In such cases,
expanding Q0 (using the computer algebra system SageMath [140]) to linear order in f0 ,
followed by a first-order expansion of the numerator gives

Q0 ≈

8f0 ν̃r2 (Ψ1 + Ψ2 z)
2
ρ2r ∆ Γ2ν̃ z + ν̃r (1 + z 2 )
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(2.43)

where

ρ2r
Ψ1 = ρr cos (ρr ) +
− 1 sin (ρr )
2




Γν̃ /2 3 ρ2r
Ψ2 = − ρr sin (ρr ) − 1 −
ρ +
− 1 cos (ρr )
2ν̃r r
2


Assuming that ν̃r  Γν̃ , the factor

Γν̃
z
2

+ ν̃r

−2


in Eq. 2.43 approximates to 1 −

(2.44)
(2.45)

Γν̃
z
4ν̃r



/ν̃r2 ,

and the extinction is approximated as

Q0exp (ν̃) ≡

8f0 (Φ1 + Φ2 z)
ρ2r ∆(1 + z 2 )

(2.46)

where Φ1 and Φ2 are related to Ψ1 and Ψ2 by

Φ1 = Ψ1
Φ2 = Ψ2 −

(2.47)
Γν̃
Ψ1
4ν̃r

(2.48)

The numerator was expanded to linear order so that Q0exp has the expected boundary conditions (i.e., Q0 → 0 as ν̃ → ±∞). Note also that the same expression for Q0exp may be derived
by assuming a solution of the form φ(z) = (φ1 + φ2 z)/(1 + z 2 ) and equating coefficients of a
linear expansion in both φ and Q0 .
An additionally useful result is the difference in Q0exp at its maximum and minimum
values ν̃max and ν̃min . Using SageMath [140], an expression for this difference is obtained and
expanded to second order in ∆, giving

Q0exp (ν̃max ) − Q0exp (ν̃min ) ≈


160 (Γ4 + 2Γ2 ν̃r2 + ν̃r4 ) ρr


− 120 (Γ3 ν̃r + Γν̃r3 ) ρ2r
f0 

4
2 2
4
3
− 3 (48 Γ + 64 Γ ν̃r + ν̃r ) ρr
p
120∆ν̃r (Γ2 + ν̃r2 ) Γ2 + ν̃r2
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(2.49)

Γν̃
Assuming again that ν̃r  Γν̃ , Eq. 2.49 is approximated to O( 2ν̃
) as
r

f0
Q0exp (ν̃max ) − Q0exp (ν̃min ) ≈
∆

Γν̃ 2
ρ
4ρr
ρ3
− 2 r− r
3
ν̃r
40

!
(2.50)

It is noted that while Eq. 2.50 contains five parameters (f0 , ν˜r , Γν̃ , a, and ∆), only four
are independent. Observe that only terms containing the product of radius a and relative
refractive index ∆ appear in ρr , while f0 and ∆ only ever occur in both terms as the ratio
f0 /∆.
Finally, investigating Q0exp for small, optically soft particles, a further expansion of
Eq. 2.46 to second order in ∆ gives

Q0∆ (ν̃)


≡
+

4ρr 2ρ3r
−
3
5



f0 /∆
1 + z2



2ρ3 Γν̃
4ρr Γ2ν̃
− ρ2r − r 2
ν̃r
5ν̃r
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!

f0 z/∆
1 + z2


.

(2.51)

Figure 2.5: Recovered resonant position ν̃r for select refractive indices n0 as a function of
size parameter 2πaν̃r . Shown are the error in position estimates that would be predicted
from the simulated transmission spectrum (with scatter), and the recovered positions. As
the constant refractive index n0 increases, the peak position can be shifted by as much as
1.6%, but we are able to recover the true positions ν̃r to within 0.2% or better.
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Figure 2.6: How refractive indices calculated from Fano fitting compare to exact values.
Legend: Actual constant refractive indices n0 for various sphere sizes. Dark markers indicate
calculations that fall within 1% of the exact value. Vertical axis: Calculated n0 with
knowledge of the particle’s size, using Eq. 2.26. Left: Calculated n0 vs Fano fit parameter
q. Dashed line at q = −1 are anti-Lorentzian line shapes, while large q approach pure
Lorentzians. Right: Calculated n0 vs size parameter 2πaν̃r for radius a and resonating
band ν̃r .
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Figure 2.7: Error in absorbance strengths as a function of size parameter 2πaν̃r for various
constant refractive indices n0 (see legend). Solid markers are recovered absorbance strength
errors (using Eq. 2.25), while hollow markers are the error if one were to simply remove the
anti-Lorentzian contribution (using Eq. 2.29 from Fano fit parameters). All calculations fall
under 10% for each of the particles in our simulations.

Figure 2.8: Recovered full width at half maxima Γν̃ from fitted Fano line shapes have an
error that appear to depend mostly on the fit parameter q. When |q| > 6 the line shape is
mostly Lorentzian and the error in determining peak width is nearly under 2%. However,
when |q| < 6 the line shape loses symmetry and the error climbs to nearly 6%.
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Chapter 3
Spherical Scattering Part II: Multiple
Peaks and the Generalized Fano Effect
Previously, it has been shown that observed derivative-like features of absorbance bands in
mid-infrared spectra of scattering spheres may be modeled as Fano resonances in certain cases
[28]. An inherent limitation, however, is the restriction to isolated absorbance bands. Here,
we generalize the results obtained from Fano modeling to multiple, overlapping absorbance
bands, under the same conditions previously assumed [28]. Presented is an algorithm for
modeling Mie spectra of scattering spheres, with a demonstration on simulated spectra, along
with an experimental application on a measurement of polystyrene microspheres embedded
in a potassium-bromide medium.

3.1

Introduction

Scattering effects often occur in infrared spectroscopy, where deviations from the idealized
Beer-Lambert absorption limit produces notable spectral features such as fringing [8, 141],
baseline effects[17, 18], and even band distortions [2, 17, 28, 128]. Particularly, it has been
shown that for spherical scatterers, derivative-like bandshape distortions may be modeled
by Mie theory, where the observed spectra are described as a non-linear mixing between the
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absorbance and dispersive spectra on top of a smooth-varying broadband baseline [16, 17,
19, 128].
For soft matter where absorption bands are relatively weak (as is often the case for many
materials and biological media in the infrared [16, 132, 139]), it is possible to linearize this
mixing process—which, for the case of an isolated absorbance band, results in simple Fano
line shapes whose parameters may be modeled and equated to properties of the scatterer
[28].

3.2

Methods

While an exact solution to the extinction efficiency1 of a scattering sphere is solvable with
Mie theory [10], the solution is non-linear and unnecessarily complex for many of the cases
encountered in FTIR imaging of biological samples. Fortunately, the van de Hulst approximation has validity in cases where small, optically soft spheres are measured. The extinction
efficiency Q approximated by van de Hulst is given by [15]

Qext (ν̃) = 2 − 4 exp {−ρ tan β}

− 4 exp {−ρ tan β}

2
cos β
+4
cos 2β
ρ

cos β
ρ



cos β
ρ

2

sin (ρ − β)
cos (ρ − 2β)
(3.1)

where

ρ(ν̃) = 4πaν̃(nr (ν̃) − 1)

(3.2)

ni (ν̃)
nr (ν̃) − 1

(3.3)

tan β =

1
In the geometric-optics limit and for a wide enough detector aperture, the extinction efficiency Qext is
related to the transmittance T = I/I0 via T = 1 − (g/G)Qext , where g = πa2 is the geometric cross section
of the sphere, a is the radius of the sphere, and G is the detector aperture (see [10, 20] for details).
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and nr and ni are the real and imaginary components of the relative refractive index
n(ν̃)/nm = nr − ini (ν̃). It is assumed hereafter that the sphere has a spectrally-dependent
complex refractive index n(ν̃), while its surrounding medium nm is real (i.e, non-absorbing)
and spectrally constant.
Although the van de Hulst formulation is clearly still a non-linear function of both the
complex refractive index and sphere size, we showed previously that certain linearities could
be extracted from this model, equating to Fano line shapes in situations where isolated
absorbance bands exist [28]. In particular, we showed that when absorbance bands are weak
and Lorentzian, a local expansion about its resonance position produces a linear combination
of a Lorentzian and anti-Lorentzian (i.e., the Kramer’s-Kronig transform of the Lorentzian)
component. This superposition, or degree of mixing, is controlled by physical properties
including its size and real refractive index.
When dealing with multiple, overlapping bands, however, this approach is complicated
by the fact that any particular band will see a non-constant real refractive index due to
fluctuations from neighboring bands. Therefore, a different approach is necessary.
A simple way to generalize to multiple peaks is, instead of a local expansion about a
single band, expand about the more general imaginary refractive index. Assuming the real
refractive index can written as the sum of a constant n0 and fluctuating component n̂i (ν̃)
(where n̂i (ν̃) = −K[ni (ν̃)] is the negative Kramer’s-Kronig transform [10, 28, 138]),

nr (ν̃) = n0 + n̂i (ν̃),

(3.4)

define the following parameters
∆ = n0 − 1
γ ≡ 4πa∆
ρ0 = γ ν̃
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(3.5)

Performing a second-order expansion about ρ gives [15]

4
1
Qext ≈ ρ tan β + ρ2 1 − tan2 β
3
2

(3.6)

For very weak absorption bands (often seen in biological media [28]), a linear expansion
about ni (ν̃) and n̂i (ν̃) gives

Q1 (ν̃) ≡

4 γ ν̃
γ 2 ν̃ 2
1
ni (ν̃) −
n̂i (ν̃) + γ 2 ν̃ 2
3∆
∆
2

(3.7)

This model says that the extinction spectrum is a (wavelength-dependent) linear superposition of the imaginary refractive index and its Kramer’s-Kronig transform. For stronger
bands that may be observed in certain inorganic media (e.g., plastics and silica), these can
be taken to second order

Q2 (ν̃) ≡ Q1 (ν̃) +


γ 2 ν̃ 2 2
n̂i (ν̃) − n2i (ν̃)
2
2∆

(3.8)

From a theoretical perspective, the approximations presented in Eqs. 3.7 and 3.8 (which
are valid for weakly scattering and absorbing spheres) are the desired models upon which
to proceed with multi-peak modeling. There remains, however, the task of applying these
theoretical models to practical measurements of a sample’s transmission spectrum.
In a practical FTIR measurement, one measures two intensity spectra: the sample emission spectrum I(ν̃), and a reference (or background) I0 (ν̃). The ideal relation between Qext
and the transmission T = I/I0 is, in the geometric-optics limit and for a wide enough
aperture

Z(ν̃) ≡

g
Qext (ν̃) = 1 − T (ν̃),
G

(3.9)

where Z(ν̃) is defined as the extinction efficiency scaled by the ratio of the sphere’s geo-

52

metrical cross section g = πa2 to the detector aperture area G [10, 142]. To account for
practical effects such as measurement optics and imperfect reference spectra, this relationship is extended to include an arbitrary scaling2 σ0 and a constant offset c0 . Thus, the
approximated extinction models in Eqs. 3.7 and 3.8 are used to model a measured spectrum
A(ν̃) = 1 − T (ν̃) as

Zn (ν̃) = σ0 Qn (ν̃) + c0

(3.10)

where n = 1 or 2, specifying the desired order3 (Eqs. 3.7 or 3.8, respectively). For the linear
case (n = 1), this model is given explicitly using Q1 in Eq. 3.7

Z1 = σ0

γ 2 ν̃ 2
1
4 γ ν̃
ni (ν̃) −
n̂i (ν̃) + γ 2 ν̃ 2
3∆
∆
2


+ c0

(3.11)

It is straightforward to obtain a similar expression for the second-order model Z2 , using
Eq. 3.8.

3.2.1

Multi-peak Modeling

Our goal is to model a measured spectrum A(ν̃) = 1 − T (ν̃) that contains multiple, weakly
absorbing bands, using the model Zn (ν̃) in Eq. 3.10, with the purpose of extracting γ and
the imaginary refractive index (scaled by 1/∆). If one has a suitable a priori reference of
the imaginary refractive index (e.g., standard materials, or from a thin film measurement),
the modeling process amounts to simple least squares fitting (see Sec. 3.4).
However, if one is not equipped with such a reference spectrum (or simply want to refine
an estimated reference), the bands may be modeled directly. This requires, however, some
2

The parameter σ0 is very similar to the scaling parameter used previously by the authors in Fano
modeling [28]. In this current work, however, it is given explicit meaning as the overall scaling of the ideal
extinction, due to the measurement conditions (such as the optics). This is in contrast to its previous
definition, where σ0 was a catch-all that also included the band’s strength.
3
The subscript n specifies the expansion order, and should not be confused with the refractive index n(ν̃),
which will never appear as a subscript.

53

further assumptions regarding the structure of ni (ν̃) (and hence, n̂i (ν̃)).
Since FTIR is often concerned with (relatively weak) molecular vibrational interactions[2], it is assumed that the imaginary refractive index approximately follows the Lorentzian
model, composed as a collection of J Lorentzian oscillators. Therefore, the fluctuating components of the refractive index are modeled as

ni (ν̃) =

J
X
j=1

αj
1 + zj2

J
X
αj zj
n̂i (ν̃) =
1 + zj2
j=1

where zj = (ν̃ − ν̃0,j )/

Γj
2

(3.12)

is the reduced spectral coordinate for the j th band of strength αj

centered at resonance position ν̃0,j , and whose half-width-at-half-maximum is Γj /2.
For the n = 1 expansion model Z1 , Eq. 3.11 is linear in the functions 1/(1 + zj2 ) and
zj /(1+zj2 ), whereas cross-terms enter for the second-order model Z2 . A multi-peak modeling
approach for the linear case is developed first; the second order model will use these results
in an iterative updating process.

Linear Case
It is first assumed that a collection of J resonances (positions ν̃0,j and widths Γj ) are approximately known. Since the scattering is assumed weak, this means that chemical bands
should be distinct from scattering features such as fringes [8, 141], ripples or wiggles [10];
band positions and their widths may therefore be estimated directly from the measured spectrum A(ν̃). (The possibility of isolating bands from certain scattering features is discussed
in Sec. 3.4.)
Inserting the multi-peak refractive index model from Eqs. 3.12 into the linear model
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Eq. 3.11 gives




J 
X
zj αj /∆
4γ ν̃ αj /∆
2 2
Z1 (ν̃) = σ0
− γ ν̃
3
1 + zj2
1 + zj2
j=1
+

σ0 γ 2 ν̃ 2
+ c0
2

(3.13)

Although fitting this model to a measured spectrum A(ν̃) allows determination of the
parameters σ0 and γ, each of the αj are inseparable from ∆, without additional knowledge.
This is because the two only ever appear as the ratio αj /∆. These parameters are therefore
replaced by a single parameter

βj ≡

αj
∆

(3.14)

There are a number of approaches that may be used to fit these model parameters. We will
proceed with an iterative algorithm consisting of three primary solving steps. These steps
include two Least squares fitting that solve for the parameters σ0 , γ, and βj , followed by a
gradient descent routine that optimizes the parameters ν̃0,j and Γj .
To prepare for least squares fitting, the model Z1 is rewritten in terms of the coefficients
c1 , c2 ,, c4 and c0 (note: the jump in subscript indexing is intentional)




J 
X
βj
βj zj
4c1 ν̃
2
− c2 ν̃
Z1 (ν̃) =
2
3
1
+
z
1 + zj2
j
j=1
+

c4 ν̃ 2
+ c0
2

(3.15)
(0)

Before proceeding, the coefficients c1 and c2 are initialized with the values c1

(0)

and c2 ,

respectively (choices for these initialization values are discussed in Sec. 3.4).
In the first step, the coefficients c1 , c2 , and parameters ν̃0,j , and Γj are used from the
previous iteration (or from its initialization values on the first iteration), and the βj are
solved from a least squares error minimization. Let the measured transmission spectrum A
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be a column vector whose elements Ak = A(ν̃k ) = 1 − T (ν̃k ) are the K samples at discrete
wavenumbers ν̃k
T


A(ν̃) = A1 A2 . . . AK

,

(3.16)

where k = 1, 2, . . . , K. The task is to minimize the error  in the matrix equation

A = Mβ + 

(3.17)

where M is a K × (J + 2) matrix formed from the modeling terms in Z1 (ν̃), and β is the
vector of oscillator strengths βj and baseline coefficients c4 and c0
T


β = β1 β2 . . . βk c4 c0

,

(3.18)

The first J columns of M are given by

Mkj =

4c1 ν̃k
Lk,j − c2 ν̃k2 L̂k,j
3

(3.19)

where
Lk,j =

L̂k,j

1


ν̃k −ν̃0,j
Γj /2

2

1+


ν̃k − ν̃0,j
=
Lk,j
Γj /2

(3.20)

The remaining two columns of M are given by the baseline terms from the model Z1 (ν̃)
Mk,J+1 = ν̃k2 /2

(3.21)

Mk,J+2 = 1

(3.22)
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Then, the vector β is then solved from the least squares solution

β = (M T M )−1 M T A

(3.23)

Finally, a tentative analytic refractive index column vector m̃ is constructed from this
solution, whose elements m̃k contain real and imaginary components given by

m̃k =

J
X



βj L̂k,j + iLk,j

(3.24)

j=1

The second step is to use this tentative analytic refractive index m̃ to refine the coefficients c1 and c2 . This is achieved with a second least-squares minimization of the error  in
the matrix equation

A = Nx + 

(3.25)

where here N is a K × 4 matrix, and x is the vector of coefficients
T



(3.26)

x = c1 c2 c4 c0

Here, N is given by



N=
where the notation

4
ν̃
3

=m̃ −ν̃ 2

<m̃

1 2
ν̃
2

1

(3.27)

signifies the Hadamard product (i.e., vectors are multiplied element-

wise), and the (K-element) column wavenumber vectors are defined as
T



ν̃ ≡ ν̃1 ν̃2 . . . ν̃K

T
2
2
2
2
ν̃ ≡ ν̃1 ν̃2 . . . ν̃K
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(3.28)

As in the first step, the vector x of coefficients are solved from the least squares solution

x = (N T N )−1 N T A

(3.29)

The coefficient values c1 , c2 , and c4 , obtained from the solution x, allow immediate retrieval
of σ0 and γ by

γ = c2 /c1
σ0 = c4 (c1 /c2 )2

(3.30)
(3.31)

Finally, since the two least squares steps do not guarantee that the coefficients c1 , c2 and
βj have the correct scaling, they are adjusted using the constraints in Eqs. 3.30 and 3.31.
In particular, if the coefficients c1 and c2 are incorrectly scaled by the factor f , then βj will
be scaled by 1/f . To illustrate, let c01 , c02 , and βj0 be the desired (correctly scaled) solutions.
Then, the (incorrectly scaled) solutions c1 , c2 , and βj returned by the two least squares fits
have been scaled as
c1 = c01 f
c2 = c02 f

(3.32)

βj = βj0 /f
The factor f is calculated from the coefficients

f = c2 /c4

(3.33)

and the adjusted coefficients c01 , c02 , and analytical refractive index m̃0 are therefore given by
c01 = c1 (c4 /c2 )
c02 = c4
m̃0 = (c2 /c4 ) m̃
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(3.34)

As a third, and final step, gradient descent is performed, optimizing ν̃j and Γj , while
using the updated parameters in Eqs. 3.34. A brief discussion on this approach is given in
Sec. 3.4.
The entire three-step procedure is outlined more concisely in the following algorithm:
Algorithm 1. Given a collection of J resonances, with estimated positions ν̃0,j and halfwidths-at-half-maxima Γj /2, our proposed method for fitting Eq. 3.11 to a measured spectrum A(ν̃) is as follows:
1. Initialize coefficients
(0)

c1 = c1

(0)

c2 = c2

2. Form the matrix M using previous values of c1 , c2 , ν̃0,j and Γj
3. Compute β from the least-squares equation

β = (M T M )−1 M T A

4. Using the values obtained in (3), form the tentative analytic refractive index vector m̃
whose K elements are each given by

m̃k =

J
X



βj L̂k,j + iLk,j

j=1

5. Form the matrix N using the complex refractive index obtained in (4)
6. Compute x from the least-squares equation

x = (N T N )−1 N T A
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7. Adjust coefficients and analytic refractive index using Eq. 3.34
8. Fine-tune resonant positions ν˜j and half-widths-at-half-maxima Γj /2 by gradient descent (which may have its own stopping criteria)
9. Repeat steps (2) through (8) using updated values, until either a desired number of
iterations have been performed, or the residual error ||2 = T  is below a desired
threshold

Second-order Case
Extending the linear algorithm to the second order Mie model Z2 requires very few modifications. The approach we take is to use the modeled analytic refractive index m̃ calculated
from the previous iteration for each of the second-order components. The model Z2 is rewritten in terms of the coefficients c1 , c2 , c3 , and c4




J 
X
βj
4c1 ν̃
βj zj
2
− c2 ν̃
Z2 (ν̃) =
3
1 + zj2
1 + zj2
j=1
 c4 ν̃ 2
+ c3 ν̃ < [m̃n−1 (ν̃)]2 − = [m̃n−1 (ν̃)]2 +
+ c0
2

(3.35)

where the subscript n − 1 signifies its value at the end of the previous iteration. The
consequence of adding this second-order component is simply a single extra column for both
least-squares matrices M and N . In particular, the matrix M is now of size K × (J + 3),
with an additional column vector inserted at position J + 1 given by

colJ+1 M = ν̃ 2

< [m̃n−1 ]2 − = [m̃n−1 ]2



(3.36)

Subsequently, the coefficients vector β also include an additional element; it is therefore
given by
T


β = β1 β2 . . . βk c3 c4 c0
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,

(3.37)

Likewise, the matrix N also includes an additional column, inserted in the third position

< [m̃n−1 ]2 − = [m̃n−1 ]2

col3 M = ν̃ 2



(3.38)

The coefficient vector x is given by
T


x = c1 c2 c3 c4 c0

(3.39)

Finally, to mitigate any possible instabilities, the new analytical refractive index m̃ is
averaged with its previous value m̃n−1 . Aside from this precautionary measure, the steps
outlined in Alg. 1 do not change for the second-order case; they only need use the updated
matrices presented in this section.

Estimating Bands From Data
The modeling methods outlined above require an estimate of the bands present in the input spectrum. While many (arguably superior) solutions for peak detection exist (e.g.,
findpeaks, from MATLAB’s Signal Processing Toolbox [135]), we opt to demonstrate a
complete modeling process without reliance on any additional paid libraries.
Our approach for estimating positions is achieved by simply locating all local minima of
the second derivative of the input spectrum (see Fig. 3.9). The use of the second derivative
helps locate “shoulder” peaks (bands that do not have a local maximum, since they are too
close to a larger neighboring band). To combat the inherent enhancement of noise when
differentiating signals, the input spectrum may be smoothed before differentiating. While
many options are available for smoothing (the simplest being a convolution of the spectrum
with a Gaussian kernel), methods such as Savitzsky-Golay filtering, minimum noise fraction,
and wavelet de-noising are useful in spectroscopy due to their ability to suppress highfrequency noise without excessive broadening of line-shape information [7].
After estimating band resonance locations, band widths are estimated by finding the
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position of the nearest local minimum to each resonance. The half-width at half-maximum
is estimated as the horizontal distance between the resonance position, and the point of the
band that is halfway between the height at resonance and the height at the nearest local
maximum.
Additional constraints may also be imposed, such as discarding peaks whose widths are
above (or below) a threshold.

3.3

Results

Evaluation of the methods proposed in Section 3.2 are carried out both on spectra simulated with exact Mie theory [10], and applied to a focal plane array (FPA) measurement of
polystyrene (PS) beads embedded in a potassium-bromide (KBr) pellet.

3.3.1

Simulated Mie Spectra

All simulations are written and performed in MATLAB [135]. We use exact Mie theory
(MatScat [143, 144]) to simulate spheres embedded in a homogeneous, non-absorbing background medium. Exact Mie theory is chosen over the van de Hulst approximation, in order
to be as true to the physical situation as possible. The background medium has a spectrally
constant, real refractive index value nm , while the sphere has a spectrally-dependent complex
refractive index n.
The complex refractive index n(ν̃) is simulated by assuming the electric susceptibility
χ(ν̃) is composed of a collection of Lorentzian oscillators [10]. Pseudo-random positions
and widths are chosen for each of the oscillators, constrained to loosely resemble the Matrigel reference spectrum, which approximates typical biological spectra [19, 145]. From the
susceptibility χ(ν̃), the refractive index n(ν̃) is calculated as
q
n(ν̃) = χ(ν̃) + n20 ,
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(3.40)

Simulated refractive index
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Figure 3.1: A simulated refractive index is composed of Lorentzian bands (visible in the imaginary component) and its Kramer’s-Kronig (visible in the real component). The Kramer’sKronig component sits atop a constant refractive index n0 = 1.57.
where the constant refractive index n0 is added such that, away from absorption bands,
n(ν̃) → n0 . A value of n0 = 1.57 was chosen, consistent with polystyrene’s approximate value
[146], giving the complex refractive index in Fig. 3.1. The band strengths were chosen to give
three distinct orders of magnitude: the weakest bands (∼ 0.001) occur around 3500 cm−1 ;
the second weakest (∼ 0.01) are around 3100 cm−1 ; the strongest bands (∼ 0.1) occur around
1600 cm−1 .
The simulated refractive index was used to compare the various models and levels of
approximation. Figure 3.2 shows the exact Mie extinction result, compared with the van
de Hulst approximation (which we used for obtaining our model), as well as our first and
second order approximation models Q1 and Q2 (Eqs. 3.7 and 3.8). These results are for a
5 µm radius sphere with the simulated refractive index n(ν̃) given above, embedded in a
homogeneous non-absorbing background whose (real and constant) refractive index nm =
1.53, approximately consistent with that of KBr [1, 147].
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Comparing extinction models (. = 2.51 7m)
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Figure 3.2: Various extinction models are compared against an exact Mie simulation, using
the refractive index in Fig. 3.8. Each assume a radius a = 5 µm and a background refractive
index nm = 1.53. The first-order model Q1 shows significant overshoot around the stronger
absorbance bands in the 1600 cm−1 region. The upper (and lower) bands are examined more
closely in Figs. 3.3 and 3.4, respectively.
Figures 3.3 and 3.4 focus on the two primary regions of interest. Figure 3.3 shows results
for the weakest- and second-weakest bands, while Fig. 3.4 shows the simulations for the
strongest bands.
Fitting was performed using Alg. 1 with the second-order model Z2 (ν̃) (see Sec. 3.2.1).
The results after 150 iterations are shown in Fig. 3.5; the extracted analytical refractive
index m̃(ν̃) is shown in Fig. 3.6.
Following the results from single Fano-Mie resonances [28], we choose to use an estimated sphere size to estimate the refractive index difference ∆. This choice is motivated by
the fact that one often has a very reasonable estimate of the particle size (e.g., brightfield
measurements, or from the manufacturer).

3.3.2

PS in KBr

An experimental analog to the simulations in Section 3.3.1 would require embedding a spherical material in an infinite, non-absorbing medium. While this is not practical, we try to
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Comparing extinction models (. = 2.51 7m)

Extinction efficiency

0.6

0.5

Exact Mie
van de Hulst Qext
First order (Q1 )
Second order (Q2 )

0.4

0.3

0.2
3600

3400

3200

3000

2800

Wavenumbers (cm-1)

Figure 3.3: Comparing various extinction models in the higher-wavenumber region of Fig. 3.2,
where the bands are significantly weaker. Here, while both the first and second order models
overshoot slightly from the exact van de Hulst and Mie, there is very little difference between
the expansion models Q1 and Q2 .
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Figure 3.4: The stronger bands from Fig. 3.2 show that accurate modeling requires the
second-order model Q2 when the bands are stronger, as the linear-order expansion model Q1
shows significant overshoot from the other models.
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Figure 3.5: Fitting the second order model Z2 to the stronger bands of the exact Mie
simulation in the 1600 cm−1 region (Fig. 3.4). The estimated peak positions (and their
refined values) are displayed in Fig. 3.7.
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Figure 3.6: The extracted (scaled) imaginary refractive index (from the second-order fitting
in Fig. 3.5) compared with the exact refractive index shown in Fig. 3.1. The extracted
refractive index is inherently scaled by 1/∆. Although the fitting is nearly perfect in Fig. 3.5,
the extracted refractive index shows some discrepancy, due to the model’s approximation
errors (see Fig. 3.4, Q2 ).
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Figure 3.7: Detected peak positions that were used as input for the modeling process in
Fig. 3.5. Also displayed are the updated positions that have been refined by the gradient
descent step in Alg. 1.
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Figure 3.8: The fluctuating component of the real refractive index around 3200 cm−1 shows
a slight deviation from n0 , due to residual influences of the strong bands in the 1600 cm−1
region.
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Figure 3.9: Peak detection is performed using the second derivative of the input spectrum
A(ν̃). Shown is the (negative) second derivative of the input spectrum A(ν̃); each of its local
maxima greater than zero (dashed line) identify a peak position.
get close by embedding a 10 µm (diameter) PS bead in an approximately 1 mm thick KBr
pellet. To create this pellet, we filled a die halfway with KBr powder and scraped a small
amount of PS beads, which had been suspended in water and allowed to dry on a glass slide,
into the die. The die was filled with additional KBr and placed in a press to create the
pellet.
To measure an individual bead, the pellet was placed in a Bruker Hyperion 3000 microscope, connected to a Bruker Vertex 70 interferometer. The microscope was equipped with a
36× Schwarzschild objective, and an isolated bead was located using a visible light camera.
Once a bead was selected, an FTIR measurement was performed using an focal plane array
detector attached to the microscope. Data was taken from 3847.2 cm−1 to 3847.2 cm−1 , with
a resolution of 1.9 cm−1 , averaged over 100 scans.
Figure 3.10 shows an extinction image of the PS bead, obtained at ν̃ = 3024 cm−1 . An
average spectrum over the field of view approximately enclosed by the indicated green circle
is provided in Fig. 3.11.
The high-frequency region (about 3500 cm−1 to 2500 cm−1 ) of this spectrum was used
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PS in KBr: Extinction image at 8~ =3024 (cm!1 )
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Figure 3.10: Measured extinction image at ν̃ = 3024 cm−1 . The green circle is the approximate region used to obtain the average spectrum in Fig. 3.11.
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Figure 3.11: Extinction spectrum averaged over the region shown in Fig. 3.10. The CO2
region (2400 cm−1 to 2250 cm−1 ) has been removed. The high-frequency bands (around
3000 cm−1 ) are modeled with the second-order model Z2 (see Fig. 3.12).
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PS in KBr: Estimated " = 0.041 (given a = 5 7 m)
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Figure 3.12: Modeling results after 160 iterations. Using the manufacturer’s specification of
a = 5 µm, the estimated refractive index difference is ∆ ≈ 0.041.
to fit the model Z2 (ν̃), using Alg. 1. The input spectrum A(ν̃) and fit model are shown in
Fig. 3.12.
The model Z2 (ν̃) fit to the measured spectrum A(ν̃) produces the Mie parameter γ ≈
2.58 × 10−4 cm, along with the analytic refractive index m̃(ν̃) shown in Fig. 3.13. Using the
manufacturer’s specification of a 10 µm diameter bead (i.e., a = 5 µm), the predicted global
refractive index difference (in the region around 3500 cm−1 to 2500 cm−1 ) between the PS
bead and its surrounding KBr medium is ∆ ≈ 0.041.

3.4

Discussion

Extending the pure extinction model Qn (ν̃) (either Eqs. 3.7 or 3.8) to practical intensity
measurements requires additional modifications that take into account various deviations
from the idealized mathematical theory. For instance, standard Mie theory is given for a
plane wave [10, 15]; the inclusion of apertures, condensers, and focusing optics typically used
in FTIR microscopes will alter the measured intensity [142, 148].
Environmental conditions will also affect the validity of the pure extinction model. This
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Figure 3.13: Extracted refractive index m̃ for PS using the modeling in Fig. 3.12.
includes standard factors like measurement noise and environmental conditions (e.g., humidity), but also baseline errors due to imperfect reference measurements. Despite cognizant
efforts to mitigate this possibility during experiment (e.g., by taking reference measurements
in a “clean” region very near to the sample of interest), these effects are sometimes unavoidable.
We attempt to account for many of these factors in our extension of the pure extinction
model Qn (ν̃) to the generalized extinction model Zn (ν̃), although we recognize that this
generalization may not provide adequate justice—especially when considering the complex
role that optics play. Nonetheless, we proceed using the modifications presented in Eq. 3.10.
First included is an overall scaling factor σ0 , whose role is to approximate the effect of
measurement optics [142]. Second, we account for possible differences in the background
medium thickness between the sample and reference measurement with the inclusion of an
additional constant offset c0 .
There are a number of options available for modeling ni (ν̃) in Eq. 3.8. One method is to
use an existing reference spectrum, where extraction of ni (ν̃) is accurate in the Beer-Lambert
limit—for example in thin film measurements where scattering effects are negligible. The
Kramer’s-Kronig transform n̂i (ν̃) may be calculated digitally (with accuracy depending on
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the edge effects [149, 150]), or if available, obtained from reflection spectra. While indeed
such a priori information would significantly simplify the modeling process, our goal is to
have as general of a modeling process as possible, applicable to biological media where
the refractive index may not be known (or where subtle variations are of interest). We
therefore chose to directly model the refractive index using only the assumption of Lorentzian
oscillators.
In the algorithm for modeling Zn (ν̃) with Lorentzian oscillators, explicit separation of the
model into two matrices M and N is necessary to constrain the modeled analytic refractive
index m̃(ν̃) such that its real and imaginary components are Kramer’s-Kronig transform
pairs. If a single coefficient for the two Lorentzian functions were used (i.e., only a single
least-squares matrix is used), each Lorentzian oscillator may have a different magnitude for
its imaginary and real component. Then, when multiple oscillators are summed together, the
real and imaginary components will not, in general, have the Kramer’s-Kronig constraint.
The modeling therefore requires two least-squares solutions to enforce this condition.
The modeling method presented has assumed Lorentzian oscillators. While these are
typical for vibrational spectroscopy, depending on the data and the preprocessing steps
(such as interferogram apodization), Gaussian or Voigt bandshapes may model the data
more accurately [1, 2].
Finally, since the model Zn (ν̃) (Eq. 3.10) is compatible with existing scatter-correction
models such as Extended Multiplicative Scatter Correction (EMSC) [17, 18, 22, 145], may
also be extended to include additional effects such as fringes [8, 141]. Such an extension
would see the same restrictions outlined in that work. In particular, modeling fringes would
necessitate an estimate of the fringe frequency. However, if the fringe strength is sufficiently
small (and does not confuse with chemical bands), the fringes may be isolated by removal
of the fit chemical components. Such modeling is outside the scope of this manuscript.
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3.4.1

Simulations

It is not our purpose to develop here a complete software package. The algorithm outlined in
Alg. 1 may not be optimal; our foremost focus is an evaluation the accuracy of the model in
Eq. 3.10. Therefore, an exhaustive evaluation of the algorithm, including performance and
stability analysis are outside the scope of this manuscript. We focus instead on determining
the physical conditions required for minimal error between the model Zn (ν̃) and a given
extinction spectrum A(ν̃). This includes oscillator αj strengths and magnitudes of the Mie
parameter ρ0 (ν̃).

3.4.2

PS in KBr

Devising an experiment adhering to the conditions of Mie theory would require a sphere
suspended in a homogeneous, non-absorbing background medium of infinite extent. For
FTIR microspectroscopy experiments, however, this is not only an impractical requirement,
but also highly unrealistic situation. Often very thin samples, on the order of ten microns,
are measured—and while this may be approximated as infinite in the lateral extent, the
finite thickness often produces multiple scattering artifacts (such as fringing[8, 141]) in the
measured spectra. A thicker medium is therefore desired, although this runs the risk of
dramatically reducing the signal-to-noise ratio. Furthermore, biological samples will likely
have absorption bands that overlap with those of spherical objects of interest (e.g., cells in
a tissue), since the overall chemical makeup will be similar.
As noted earlier, exact Mie theory is usually solved by considering a plane wave incident
on the sphere, with a collimated detector downstream measuring the forward extinction
[10]. However, typical FTIR systems employ focusing optics; a better model for spherical
scattering should take these into account, e.g., using methods presented in BIM-SIM [148].
Given the finite thickness of the KBr medium, the possibility of surface imperfections (which
may present as fringing artifacts [8, 141]) should also be taken into account.
Nonetheless, application of the modeling presented in Alg. 1 shows that indeed the ap73

proach can model the extinction spectrum of a PS bead embedded in a finite KBr medium
(see Fig. 3.12). Furthermore, using the manufacturer’s specified radius a = 5 µm, a global
refractive index difference ∆ ≈ 0.041 is extracted from the modeling, consistent with the
theoretical value of about 0.04.

3.5

Conclusions

Presented was an approximation model of the van de Hulst extinction, that is valid for weakly
scattering spheres whose absorbance bands are also weak (typical for many mid-infrared
spectra of biological materials). The model generalizes previous results that model single,
isolated bands with Fano theory [28], to the case of multiple (and overlapping) bands. Then,
with the assumption of Lorentzian oscillators, we presented an algorithm that fits this model
to measured extinction spectra, allowing extraction of certain Mie parameters, and a scaled
model of the fluctuating components of the sphere’s complex refractive index. Additionally,
with further information such as the size of the sphere, an estimate of the constant refractive
index difference between the sphere and its surrounding medium may be obtained; this
allows removal of the scaling from the extracted (fluctuating) complex refractive index. The
modeling algorithm is applied to simulated spectra, and a demonstration of the methods on
a polystyrene bead embedded in potassium bromide is presented.
In certain instances, having the imaginary RI may be more valuable than the pure absorbance spectrum. The imaginary RI is an inherent property of the sample, providing very
similar chemical information as the absorbance but without dependence on the sample’s
thickness [10, 29]. However, much work remains to be done if the multi-peak Fano approach
is to compete with the latest, highly efficient Mie scatter-correction methods [22]. Presented
here is a very basic algorithm for both peak detection and fitting. Immediate improvements
in stability and performance may be made by implementing an established algorithm for
non-linear least squares fitting, such as the Levenberg-Marquardt method [30, 31]. Statis-
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tical measures for selecting dielectric band models and distinguishing signal and noise may
also be utilized, such as the Akaike Information Criterion [32, 33].
The value of Fano and multi-peak Fano fitting is not limited to explicit scatter correction.
Often, curve fitting is applied using sums of Lorentzians or Gaussians [1, 2] using, for instance,
the Levenberg-Marquardt method [34]. The methods that have been applied in our work on
spheres strongly suggests that even for non-spherical scatterers, proper curve-fitting should
also account for the real RI component. This is also supported by previous observations
by Romeo and Diem [9], along with the work of Davis, Carney and Bhargava [11, 12]. For
example, an investigation of mineral biological tissues in 2015 performed peak fitting using
the Levenberg-Marquardt method with Lorentzian bands [35]. Observations of their spectra
however, show the signature Fano-like characteristics, and may therefore have benefited from
including the real RI component.

3.6

Future Work Applied to Hyperspectral Imaging

Until this point, the methods and results presented here and for Fano fitting (Chapter 2)
have largely been theoretical, without any application to practical experiments. Although the
multi-peak modeling algorithm was demonstrated on an experiment to support the methods,
practical usefulness of the modeling, especially to hyperspectral microspectroscopic imaging,
remains to be resolved.
As discussed in Sec. 3.5, Fano and multi-peak Fano fitting may be useful for proper curvefitting, which should account for the real RI component. Another possible next step is to
incorporate the model with the latest scatter correction algorithms, particularly the extended
multiplicative scatter correction (EMSC) approach [21, 22]. The effective linearization of the
van de Hulst model (Eq. 3.10) may improve computation speed, valid for weakly scattering
spheres.
We discuss here, however, next steps that have been explored in order to extend the
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methods to non-spherical scatterers, along with applicability to hyperspectral datasets rather
than single spectra that have been collected over a field of view. One possible avenue
for dealing with pixelated (hyperspectral images) is to expand on the methods and results
presented by Berisha and van Dijk, et al. [148, 151]. These authors provide a highly detailed
model for Mie scattering in conventional FTIR microscopes, which includes careful modeling
of the Schwarzschild objectives.
Alternatively, we investigate an approach for modeling hyperspectral images acquired for
arbitrary non-spherical samples, similar to work performed by Kohler et al in 2005 [152].
There, Kohler et al used extended multiplicative signal correction (EMSC) to resolve physical
and chemical information separately. Their methods identified spectral scatter effects as
being due to the physical properties of the sample, and that a coupling between the chemical
and scatter properties may occur. By preprocessing spectra with EMSC, they were able to
separate the scatter from the chemical information. Based on the observation that Fano-like
signatures appear in many varieties of infrared samples [9, 128], it is reasonable to expect that
a very similar decomposition to that presented by Kohler et al, using Eq. 3.10 may hold for
spectra with weak scattering signatures. We therefore fit each pixel from the hyperspectral
dataset used in Sec. 3.3.2 to the following model

Z(x, y; ν̃) = F (x, y)ni (ν̃) + G(x, y)n̂i (ν̃)
F2 (x, y)n2i (ν̃) + G2 n̂2i (ν̃) + H(x, y)ni (ν̃)n̂i (ν̃)+
B2 z 2 + B1 z + B0

(3.41)

where z = (ν̃ − ν̃0 )/ν̃max is the centered and normalized wavenumber axis, equal to −1, 0,
and 1 for wavenumbers ν̃ = ν̃0 − ν̃max , ν̃ = ν̃0 , and ν̃ = ν̃0 + ν̃max , respectively.
The fitting is performed on four sets of measurements, using the real and imaginary
components of the extracted analytical refractive index m̃(ν̃) shown in Fig. 3.13. The images
F, G, B2 , B1 , and B0 for this fitting are shown in Fig. 3.14. The images shown in each of these
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terms consist of four distinct 10 µm diameter PS beads embedded in KBr; two of the beads
present Mie scatter signatures predicted by the modeling in Sec. 3.2 (Fig. 3.15, upper)4 ,
while the other two beads present much stronger scatter (Fig. 3.15, lower). The strong
scatter signatures are likely attributed to hydration from beads that weren’t completely
dried before entering the KBr. This is supported by the presence of hydration bands around
3280 cm−1 .
The first thing to note is that the images F and G have signs and magnitudes consistent
with the expected modeling from Section 3.2. In particular, the expected value of ρ0 (given
by Eq. 3.5) in the region ν̃0 ≈ 3000 cm−1 for a 5 µm radius PS bead whose refractive index
difference from its KBr medium is ∆ ≈ 0.04 is ρ0 ≈ 0.754. From Eq. 3.11, ρ0 should be
roughly proportional to the ratio of the images: ρ0 ≈ − 43 (G/F ). The upper (low scatter)
spheres give ρ0 ≈ − 34 (−0.14/0.25) = 0.747, consistent with the predicted value.
The second striking observation is the appearance of diffraction-like features, notably in
the linear B1 images for the two high-scattering spheres. These features are not present for
the low-scatter spheres. What is also interesting is the gradient-like feature at the center of
both of the high scattering spheres in the quadratic B2 term. Both spheres show the same
sudden transition between negative and positive values at their centers.
Since the overall background B(x, y; ν̃) = B2 z 2 +B1 z +B0 is wavelength-dependent, a few
images are presented in Fig. 3.16 corresponding to the spectral locations shown in Fig. 3.17.
While these images appear relatively constant for the weakly-scattering spheres, the two
stronger spheres show changing features as a function of wavelength. What is interesting is
that the brightest ring transitions from a figure-eight appearance in the higher wavenumber
region, to a doughnut appearance toward the lower wavenumber region. Next steps could
explore these observed features, perhaps using the methods presented by Berisha and van
Dijk, et al. [148, 151], as discussed previously.
The methods developed in Sec. 3.2 assume a homogeneous, non-absorbing background
4

The first bead (Fig. 3.15, upper left) was in fact used in the results Sec. 3.3
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Figure 3.14: Pixelated expansion of using the model in Eq. 3.41. Each of the six images
contains four samples; the upper two are weak scatterers (see spectra in Fig. 3.15, upper),
while the lower two have stronger scatter signatures (see spectra in Fig. 3.15, lower).
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Figure 3.15: Average spectra for each of the four images in Fig. 3.14. The CO2 region
(around 2300 cm−1 ) has been removed from all spectra.
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Figure 3.16: The spectral dependence of the background images. The four images ((a)
through (d)) are taken at the positions indicated within the spectral range shown in Fig. 3.17.
The high wavenumber image (a) shows more diffraction-like features for the bottom two highscattering spheres. Furthermore, the innermost prominent rings for the bottom two spheres
appear to be partitioned down the middle (a slight figure-eight appearance), whereas the
rings are completely hollow in the low wavenumber image (d). The structure of the upper
(low-scattering) spheres appear very similar accross each of the wavenumber positions in (a)
through (d).
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Figure 3.17: The positions corresponding to the background images shown in Fig. 3.16. The
displayed curve is the background averaged over all pixels from each of the coefficients B2 , B1 ,
and B0 .
medium. As this is unrealistic in many situations, especially biological media where the
chemistry makeup between scatterers (e.g., cells), and their surroundings are very similar [7,
61], next steps may also include a generalization of the modeling presented in Section 3.2 to
account for absorbing background media.
With these limitations understood, the modeling is performed on a dataset of PS in a
polyurethane (PU) medium (Fig. 3.18). While thorough analysis is complicated by overlapping bands between PS and PU, the expansion methods are nonetheless applied on the
3026 cm−1 band, which is present in PS, but not in the PU medium. Figure 3.18 shows the
expansion for the images F, G, B2 , B1 , and B0 , using the same analytic refractive index used
previously (obtained in Sec. 3.3.2).
Curiously, these expansions show the presence of a very subtle shift between the peaks
(or valleys) in each of the images. The shifting is most evident between F , G, and the
linear and constant terms B1 and B0 . Without any further evidence, the shifting can only
be attributed at this time to the likelihood of the incident beam being at an angle with the
sample. In fact, this data was taken with a synchrotron source, which has been noted as
being aligned such that it is focused by the condenser at an angle relative to its ideal optical

81

Q at 3024 cm

-1

F

(BL corr.)

0

0
0.1
0.1

10

10
0.08

30

0.06

40

0.04

0.06

20

Position 7m

Position 7m

20

0.08

0.04

30

0.02
0

40

-0.02

50

50

0.02

-0.04

60

60

-0.06

0

70

-0.08

70
0

10

20

30

40

50

60

70

0

10

20

Position 7m

30

40

50

60

70

Position 7m

G

Quad

0

0

0.06

10

0.08

10

0.05

0.07

20

0.04

Position 7m

Position 7m

20
30

0.03

40
0.02

0.06

30
0.05

40
0.04

50

50
0.01

0.03

60

60
0

0.02

70

70
0

10

20

30

40

50

60

70

0

10

20

Position 7m

30

40

50

60

Const

Linear
0

0

0.08

0.7

10

10

0.6

0.06

20

Position 7m

20

Position 7m

70

Position 7m

0.04

30
0.02

40
50

0.5

30

0.4

40
0.3

50

0

0.2
60

60
-0.02

0.1

70

70
0

10

20

30

40

50

60

70

0

Position 7m

20

40

60

Position 7m

Figure 3.18: Pixelated expansion of PS beads in a PU matrix, using the model in Eq. 3.41.
While the analysis is complicated by the overlapping bands between the medium and sample,
some interesting features appear. Namely, a very subtle shifting occurs between the apparent
bead locations—most notably between F , G, and the linear and constant terms B1 and B0 .
The extinction image (upper left) has been baseline corrected about the 3024 cm−1 band.
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axis. Furthermore, the likelihood of the beam being at an angle is supported by the evidence
of spatial fringes apparent in the spectral images.
A possible explanation for the observed shift between the absorbance and scatter images
in Fig. 3.18 is sketched in Fig. 3.19. While the full wave theory should be used (e.g., using
the methods in Ch. 5, Sec. 5.1), ray optics help illustrate the situation. Shown is a medium
of finite thickness (infinite in lateral extent), with an embedded spherical scatterer. The
central, forward ray is the path traversed by the infrared source, which enters the medium
at an angle relative to its normal. Since the medium has a constant refractive index nm > 0,
the rays refract when entering or leaving the medium. Therefore, an observer from above
will see a displaced image of the spherical scatterer along the forward path, depicted in the
diagram as the “forward virtual image.” However, scattered rays appear to originate from a
slightly offset position, depicted in the digram as the “scattered virtual image.” This effect
may also be understood simply as an aberration: back-projected rays do not converge to
the same location. Since the images in Fig. 3.18 represent a decomposition of scattering and
non-scattering terms in Eq. 3.41, the apparent offset behavior may be resolved from this
spectral expansion. Another next step may be testing whether this effect is observable when
using a stage with precise control over its tilt angle.
In this interpretation, the expansion images G, B2 , B1 , and B0 are likely modeling the
scattering behavior of the PS bead; however, the significance of each of the images has yet
to be fully understood. A full theory that correctly handles spectral absorbances in the
background medium may ultimately be required in order to properly perform this pixelated
expansion.
A final observation of this dataset is the suppression of spatial fringes in the F image,
compared to the other expansion terms. It is only hypothesized at this point that, since
the F term is predominantly related to the absorbance (the imaginary refractive index), this
term may have a bias toward absorbance features, whereas the other terms model diffraction
or scattering features. This interpretation, however, is purely speculative. Future efforts
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Medium (𝑛𝑚 > 1)

Scattered virtual image

Forward virtual image
Actual scattering object

Incident beam

Figure 3.19: A theorized explanation for the observed shift between images in the pixelated
expansion shown in Fig. 3.18. Since the incident beam enters at an angle, the scattered
rays – while symmetric about the forward ray inside the medium – do not exit the medium
symmetrically. Therefore, the scattered rays appear to originate from a slightly offset position
(“scattered virtual image”), compared to the non-scattered rays (“forward virtual image”).
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to investigate this may include diffraction methods presented in Chapter 5 (Sec. 5.1). For
example, the the expansion model Z(x, y; ν̃) (Eq. 3.41) may be improved by incorporating
fringing terms [8, 141].
Ultimately, the analyses on hyperspectral images has provided very interesting, albeit
difficult to interpret results. Multiple complexities prevent direct application of fundamental
electromagnetic theory to the problem, including low spatial coherence, the loss of field phase
and polarization information, poor signal-to-noise ratios, and (effectively) hidden optics in
the microscope.
The low spatial coherence and SNR comes from the use of a globar light source5 , which
is relatively weak compared to synchrotron and laser sources. Many datasets used a synchrotron source (for example, the PS in PU dataset discussed above), which indeed has
improved SNR over a globar source – so long as a region where the beam is relatively homogeneous over the detector area has been imaged [153, 154]. And while the synchrotron did
exhibit a high degree of spatial coherence, both the quality of its wavefront suffered (after
passing through the optical system), and the fact that multiple beams were merged [153,
154] results in a loss of coherence.
Another limitation is an inherent loss of electromagnetic phase, as the detector only
responds to the field intensity. The field phase is a crucial quantity, especially in inverse
scattering problems [42, 56, 58]. For these listed reasons, development of a custom microscope
for holographic infrared microspectroscopy is underway. The fundamental theory of its
operation is presented next, in Chapter 4, while possible applications and next steps are
discussed in Chapter 5 (Sec. 5.1). A basic overview of holography is given in Appendix 5.2.5.

5
A globar source is very similar to an incandescent light bulb, though designed without glass (which
blocks infrared radiation).
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Chapter 4
Fourier-Transform Holographic
Spectroscopy
A method for measuring the electric field phase information in mid-infrared spectroscopy is
presented. This is achieved by replacing the typical Michaelson interferometer with a modified Mach Zehnder that contains a translating mirror. We show that interferograms collected
with this design may be Fourier-transformed to obtain a complex spectrum whose phase and
magnitude are related to that of the sample’s scattered electric field. While the design sacrifices modularity, it allows retention the sample’s phase spectrum, important for scatter
correction and diffraction-type measurements [29, 42, 79, 136]. To demonstrate our methods, a prototype microscope was constructed using off-the-shelf prototyping components from
Thorlabs and Newport. The microscope is demonstrated by obtaining an emission spectrum
of a near-infrared source, along with a hologram of a small micro-loop, which is digitally refocused without the twin-image effect (see Appendix). While consumer-grade near-infrared
source and optical components were used, ultimately we propose an experimental design
that makes use of recent advances in mid-infrared technology, including a supercontinuum
laser (Thorlabs), and a high-resolution liquid nitrogen-cooled focal plane array detector.
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4.1

Introduction

In classical Fourier-transform spectroscopy (FTS), the transmission spectrum of a sample
is obtained by placing it after a Michaelson interferometer. While this arrangement allows
for a compact and minimal design, an unfortunate drawback is an inherent loss of phase
information upon conversion of the electric field to intensities by the detector. In FTS, the
(theoretically) measured interferogram is symmetric about the zero path difference (ZPD);
the resulting spectrum (calculated via the Fourier transform) is therefore real-valued.
Fourier-transform holographic spectroscopy (FTHS), on the other hand, sacrifices this
modular design in exchange for retaining phase information. FTHS uses a setup based on
the Mach Zehnder configuration, where measurements are performed by placing a sample in
the arm of one of the paths. Phase changes induced by a sample in this setup are encoded
by the interference between the two paths at the detector. In this case, the measured
interferogram is no longer symmetric about the ZPD; the resulting spectrum is complexvalued, and its magnitude and phase are related to the absorbance and phase of the scattered
field, respectively.
It will be shown how the theory of Fourier-transform spectroscopy can be adjusted for
use in a Mach Zehnder interferometer, to record both amplitude and phase information
from a sample. Furthermore, FTHS is shown to be a generalized version of phase-shifting
holography [98].

4.2
4.2.1

Methods
Fourier-Transform Spectroscopy

In FTS, a Michaelson interferometer is used to split a collimated broadband source into two
fields, which are recombined with an induced relative phase difference. An interferogram
is obtained by sufficiently sampling over many path-length differences, which may then be
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Fourier transformed to obtain the source’s spectrum. Insertion of a sample before (or after)
the interferometer multiplies its spectrum with that of the source. By dividing out the
source spectrum, a pure sample spectrum is obtained (assuming identical environmental and
instrumental conditions in both cases). It is customary to refer to the process without a
sample as the “background” measurement, while a “sample” measurement is obtained with
the sample in place.
The mathematical details are illustrated by first decomposing a broadband field as a
collection of uncorrelated, quasi-monochromatic plane waves whose wavenumber ν̃ = 1/λ is
inversely proportional to its wavelength λ. Since the waves are uncorrelated, the total field
¯ r) at coordinate position ~r may be written as an integral over the intensities of
intensity I(~
each quasi-monochromatic field [2]

¯ r) =
I(~

Z

∞

Iν̃ (~r)dν̃

(4.1)

0

where Iν̃ (~r) is the quasi-monochromatic field intensity for the wavenumber ν̃.
To proceed, the experiment will first be described mathematically for a single quasimonochromatic field U (~r), with the total measured intensity for a braodband source given
by the integral in Eq. 4.1. For notational simplicity, the spatial coordinate ~r will be omitted
hereafter, as it does not provide any additional clarity. (The spatial dependence will of
course become important once details of the imaging process are considered; for now, we
only illustrate the spectroscopic details.)
Given a plane wave U = Aν̃ exp(i2πν̃z) whose axis of propagation is along z, a Michaelson
interferometer splits U into U1 =

Aν̃
√
2

exp(i2πν̃z) and U2 =

Aν̃
√
2

exp(i2πν̃z), which later recom-

bine after traveling their own respective distances. Here, Aν̃ (~r) is the field’s amplitude at
wavenumber ν̃. For convenience, it is assumed that the field is equally split (and recombined)
without any losses. However, a straightforward generalization to imperfect beamsplitters is
made in Sec. 4.2.3.
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Figure 4.1: Fourier-transform spectroscopy using a Michaelson interferometer. A broadband
source is split into two paths by a beamsplitter (BS). Along the first path, the field U1 is
reflected by a translating mirror before transmitting through BS and recombining with the
second path. Along the second path, the field U2 is reflected by a fixed mirror before being
reflected by BS and recombining with the first path. The combined fields U 0 interact with
the sample before arriving at the camera.
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If the recombined field is U 0 , it will be given (up to a constant phase factor) by
1
U 0 = √ (U1 exp(i2πν̃δ) + U2 )
2

(4.2)

where δ is the difference in path length traversed by each of the separated fields, and ν̃ = 1/λ
is the wavenumber in terms of the wavelength λ. The path-length difference δ can be achieved
in a number of ways, including a simple translation of a single mirror while keeping the other
fixed (see Fig. 4.1).
When a sample is placed outside of the interferometer, as shown in Fig. 4.1, both fields
U1 (~r) and U2 (~r) equally interact with the sample (assuming a linear response of the sample),
therefore experiencing the same change in amplitude and phase. The field at the detector Ud
can be written in terms of an attenuation factor αν̃ /2 and phase change φν̃ at wavenumber
ν̃

Ud = U 0 exp(−αν̃ /2 + iφν̃ )

(4.3)

The measured intensity Iν̃ (δ) for a monochromatic field with wavenumber ν̃, as a function
of path-length difference δ is given by

Iν̃ (δ) = Ud∗ Ud


= exp(−αν̃ ) |U1 |2 + |U2 |2 + 2|U1 ||U2 | cos(2πν̃δ)

(4.4)

= Iν̃,0 exp(−αν̃ ) [1 + cos(2πν̃δ)]

(4.5)

where Iν̃,0 ≡ A2ν̃ /2. Considering now a broadband source, the total intensity at the detector
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I(δ) is found by inserting Eq. 4.5 into Eq. 4.1
∞

Z
I(δ) =

Iν̃ (δ)dν̃

(4.6)

0
∞

Z

Iν̃,0 exp(−αν̃ ) (1 + cos(2πν̃δ)) dν̃
Z ∞
¯
Iν̃,0 exp(−αν̃ ) cos(2πν̃δ)dν̃
= Is +
=

(4.7)

0

(4.8)

0

where the D.C. offset term

I¯s =

Z

∞

Iν̃,0 exp(−αν̃ )dν̃

(4.9)

0

1
= I(δ = 0)
2

(4.10)

is the total intensity that would be recorded without the interferometer in place. However,
since the interferogram may not sample exactly at the ZPD, this value may be more accurately found in other ways, such as the mean of the interferogram, or the average limiting
value of the interferogram as δ → ∞.
Recognizing the integral in Eq. 4.8 as a cosine Fourier transform, a spectrum I(ν̃) of
the coefficients Iν̃,0 exp(−αν̃ ) may be obtained through Fourier inversion. By sufficiently
sampling I(δ) for a range of δ from the zero-path distance (ZPD) δ = 0 to a maximum
δmax , an intensity spectrum I(ν̃) is calculated from a discretized version of the cosine Fourier
transform:

I(ν̃) = I0 (ν̃) exp(−α(ν̃))
Z δmax

=4
I(δ) − I¯ cos(2πν̃δ)dδ

(4.11)
(4.12)

0

The factor of four occurs due to the symmetric cosine transform, as only half the integrals
in both Eqs. 4.8 and 4.12 are needed. In theory, one only needs to sample on one side
of the ZPD, since these transforms are symmetric. In practice, however, both sides of the
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ZPD are usually measured and combined in a post-processing step [2]. This comes with the
added benefit that the ZPD can be more accurately positioned before computing the inverse
transform.
Finally, a transmission spectrum T (ν̃) = I(ν̃)/I0 (ν̃) = exp(−α(ν̃)) is obtained by dividing
out the background measurement. Traditionally, an absorbance spectrum A(ν̃) = − log10 (T )
is then calculated which, assuming Beer-Lambert law is satisfied, gives

A(ν̃) =

α(ν̃)
ln(10)

(4.13)

As noted earlier, one critical drawback to FTS is the inherent loss of the phase component
φν̃ in Eq. 4.3. However, at the expense of additional data collection (and sacrificing instrument modularity), the foundations of FTS can be extended to retain this phase information.

4.2.2

Fourier-Transform Holographic Spectroscopy

Extending the principles of FTS outlined in Sec. 4.2.1 requires only a few mathematical
changes. First, assume that the sample is placed inside the first path (see Fig. 4.2). Then,
the field along this path just before recombining with the reference field (along path 2) is
modified by the factor exp(−αν̃ /2 + iφν̃ ). Therefore, the recombined field from Eq. 4.2 is
adjusted as
1
U 0 = √ (U1 exp(−αν̃ /2 + iφν̃ + i2πν̃δ) + U2 )
2

(4.14)

Since there is no longer a sample between the recombining beamsplitter and the detector,
the field at the detector Ud is identical to the recombined U 0 (up to a phase factor), and the
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Figure 4.2: Schematic of our modified Mach Zehnder interferometer for performing Fouriertransform holographic spectroscopy. A broadband (temporally incoherent) laser source is
split into two paths by the first beamsplitter BS1 . Along the first path: the field U1
reflects off BS2 , reflects from a translating mirror, transmits through BS2 , interacts with the
sample, and finally transmits through BS4 where it is recombined with the second path at
the camera. Along the second path: the field U2 reflects off BS3 , reflects from a fixed
mirror, transmits through BS3 , and finally reflects off BS4 where it is recombined with the
first path at the camera.
measured intensity Iν̃ (δ) for this monochromatic field is given by
Iν̃ = Ud∗ Ud

(4.15)

= |U1 |2 exp(−αν̃ ) + |U2 |2 +
2|U1 ||U2 | exp(−αν̃ /2) cos(2πν̃δ + φν̃ )



1
−αν̃
−αν̃ /2
= Iν̃,0
1+e
+e
cos(2πν̃δ + φν̃ )
2

(4.16)
(4.17)

Upon integration over all wavelengths, the total recorded intensity I(δ) at the detector is
therefore

1 ¯
I0 + I¯s +
I(δ) =
2

Z

∞

Iν̃,0 e−αν̃ /2 cos(2πν̃δ − φν̃ )dν̃

0
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(4.18)

where

I¯0 =

∞

Z

Iν̃,0 dν̃

(4.19)

0

and I¯s is given in Eq. 4.9. While the form of Eq. 4.18 is very similar to that of Eq. 4.8, there
are two important differences.
First, there is an additional D.C. term I¯0 that enters. This is consistent with the fact
that, whereas in FTS both fields U1 and U2 interact with the sample, in FTHS only one
of the fields interacts with it; the resulting D.C. offset is the average intensity along each
of the two paths. Since the additional term I¯0 is in general greater than I¯s (the sample
will usually absorb or scatter), there results a loss of contrast in the interferogram. In any
case, the additional term I¯0 may be acquired from an additional measurement of the total
intensity along the sample arm (where the reference arm is blocked). Alternatively, simply
subtracting the mean from the acquired interferogram will remove both D.C. terms.
The second, and more significant difference is the phase term φν̃ inside of the cosine.
This means that the interferogram is no longer a symmetric cosine transform. Using the
angle addition identity for cosine, this factor can be rewritten

cos(2πν̃δ − φν̃ ) = cos(φν̃ ) cos(2πν̃δ) + sin(φν̃ ) sin(2πν̃δ)

(4.20)

Denoting I 0 (δ) ≡ I(δ) − (I¯0 + I¯s )/2, the integral in Eq. 4.18 can be expressed as
0

Z

I (δ) =

∞

Iν̃,0 e−αν̃ /2 [cos(φν̃ ) cos(2πν̃δ)

0

+ sin(φν̃ ) sin(2πν̃δ)] dν̃

(4.21)

Identifying the integral as a combined sine and cosine Fourier transform, its coefficients are
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given by the two inversions
Z

∞

Iν̃,0 exp(−αν̃ /2) cos(φν̃ ) = 2
Z−∞
∞
Iν̃,0 exp(−αν̃ /2) sin(φν̃ ) = 2

I 0 (δ) cos(2πν̃δ)dδ

(4.22)

I 0 (δ) sin(2πν̃δ)dδ

(4.23)

−∞

˜
More compactly, these inversions may be represented as a complex spectrum I(ν̃)

˜ ≡ Iν̃,0 exp(−α(ν̃)/2)eiφ(ν̃)
I(ν̃)

(4.24)

Finally, after division by the background measurement, the desired quantities exp(−α(ν̃)/2)
and φ(ν̃) are obtained from the complex spectrum in Eq. 4.24 via

˜
exp(−α(ν̃)/2) = |I(ν̃)|
˜
˜
φ(ν̃) = atan2(=(I(ν̃)),
<(=(I(ν̃))))

(4.25)
(4.26)

where the function atan2 is the two-argument tangent function [155] used to resolve the
quotient’s sign ambiguity.
It is important to note that the integrals in Eqs. 4.22 and 4.23 must be performed over
both sides of the ZPD. This is in contrast to traditional FTS, where only one side is sufficient.
In other words, from an information standpoint, retrieval of the extra phase information in
FTHS requires the collection of twice as much data as in FTS. Fortunately, this should not be
a concerning drawback, since it is often customary to record both sides of the ZPD anyway.
There is however, one additional subtlety that needs to be mentioned. In traditional
FTS, since the interferogram is symmetric about the ZPD, this position is easily determined
from the data; shifting errors in the interferogram may be accounted for before Fourier transforming. In FTHS, however, the interferogram is, in general, not symmetric about the ZPD.
This means that, at the very least a calibration step must be performed before measurement
so that the ZPD location is known. Since a background measurement is required anyway,
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the ZPD location may be located from this data—provided that the translating mirror has
sufficient repeatability.

4.2.3

General Path Amplitudes

The possibility of imperfect beamsplitters will now be considered. Define the wavenumberdependent transmission and reflection efficiency of each beamsplitter as T (ν̃), and R(ν̃),
respectively. Ideally, the ratio T /R = 1 and the sum T + R ≤ 1 is as close to unity as
possible. That is, each beamsplitter transmits and reflects 50% of the field’s energy. In
practice, however, beamsplitters will not perfectly and equally reflect and transmit, nor
will any two beamsplitters ever be perfectly equal in quality. The effect of each of these
possibilities are therefore considered.
The total field along the two paths U10 and U20 after the final beamsplitter BS4 can be
expressed in terms of the initial field U just before the first beam-splitter BS1 (see Fig. 4.2)
as

where ti =

√

Ti and ri =

√

U10 = t4 t2 r2 r1 U e−αν̃ /2+iφν̃ +iδ

(4.27)

U20 = r4 t3 r3 t1 U

(4.28)

Ri , δ is the free-space optical path difference between the two

paths, common phases between the fields are ignored, and the wavenumber-dependency is
understood.
First, assume the beamsplitters are each of equal quality. In other words, all beamsplitters
possess identical transmission (and reflection) coefficients. In this case, Ti = T and Ri = R
(with i = 1, 2, 3, 4) for the common transmission and reflection constants T and R (however,
in general T 6= R). Then, it is obvious from Eqs. 4.27 & 4.28 that both fields experience the
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same overall reduction in amplitude

where β =

√

U10 = β 2 Aν̃ e−αν̃ /2+iφν̃ +iδ

(4.29)

U20 = β 2 Aν̃

(4.30)

T R. This results in a simple overall intensity reduction at the detector, and

Eq. 4.17 therefore reads

4

Iν̃ = 4β Iν̃,0





1
−αν̃
−αν̃ /2
1+e
+e
cos(2πν̃δ + φν̃ )
2

(4.31)

In this case, after division by a background reference measurement, the 4β 4 quantity cancels
and the results obtained in the previous section (Eqs. 4.25 and 4.26) are not changed.
However, if the beamsplitters are close to—but not equal in quality, Eqs. 4.29 and 4.30
need to be modified. Without loss of generality, assume that the attenuation along Path 1
in Eq. 4.27 is still given by β 2 ; since the splitters do not share equal quality, an imperfection
term  must manifest along Path 2. Thus,

U10 = β 2 Aν̃ e−αν̃ /2+iφν̃ +iδ

U20 = β 2 +  Aν̃

(4.32)
(4.33)

and Eq. 4.31 has additional terms


 
 
2
2

1
−αν̃
−αν̃ /2
1+ 2 + 4 +e
+ 1+ 2 e
cos(2πν̃δ + φν̃ )
Iν̃ = 4β Iν̃,0
2
β
β
β
4

(4.34)

While the additional terms may change the fringe contrast, they do not affect the results
in Sec. 4.2.2. The first group of terms in parenthesis contribute to the interferogram’s D.C.
value (I¯0 + I¯s )/2 that is subtracted from I(δ) before performing the Fourier inversions in
Eqs. 4.22 & 4.23. Similarly, the /β 2 term in the second parenthesis contributes to a scaling
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of the cosine that is canceled after dividing out the background measurement.
It has been shown that, mathematically, imperfect beamsplitter transmission and reflection efficiencies do not affect the results of Sec. 4.2.2. However, maximum signal throughput
occurs when the beamsplitters have equal transmission and reflection efficiencies (this can
be seen by maximizing β 2 subject to the constraint T + R = 1). The transmission and
reflection’s sum and ratio should therefore be as close to unity as possible to maximize the
signal and fringe contrast. To illustrate the importance of this, consider the ideal case where
T = R = 1/2. In the absence of a sample, the average interferogram signal is attenuated by
a factor of

1
8

relative to the source intensity before entering the interferometer. The intensity

of the source must therefore be at least eight times greater than what is required by the detection camera for adequate signal-to-noise. Imperfect beamsplitters will therefore increase
the source intensity requirement.

4.2.4

Relation to Phase Shifting Holography

It is now shown that FTHS is a broadband generalization of phase-shifting digital holography
[98]. Yamaguchi and Zhang introduced the method in 1997 as a solution to remove the zeroorder and conjugate phase ambiguity (or, the twin-image). In the case of a monochromatic
source (e.g. a single-wavelength laser) of wavenumber ν̃, the measured interferogram is
simply the function Iν̃ (δ), and is given by the expression in Eq. 4.16
Iν̃ (δ) = |U1 |2 exp(−αν̃ ) + |U2 |2 +
2|U1 ||U2 | exp(−αν̃ /2) cos(2πν̃δ + φν̃ )

(4.35)

This has the same form as presented by Yamaguchi and Zhang (Eq. 2 in [98]), where the
reference phase φR in [98] is now represented in Eq. 4.35 by 2πν̃δ, and φν̃ is the phase to be
recovered (which is −φ in [98]).
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Phase-shifting digital holography requires four1 measurements to recover the phase.
These measurements are performed for the following values of the reference phase φR =
3π/2, π/2, 0, and π. However, since in FTHS an entire interferogram is measured, these
phase values occur at the interferogram positions

δ=

3 1
, , 0,
4ν̃ 4ν̃

and

1
2ν̃

(4.36)

In this case, where the source is monochromatic, the FTHS interferogram over-determines
the phase information. However, in the case of broadband illumination, there is a continuum
of ν̃ and the complete interferogram is required so that all possible sets of δ measurements
in Eq. 4.36 are sampled. The Fourier-transform approach in Sec. 4.2.2 relates this spectrum
of δ measurements in Eq. 4.36 to the spectrum of phase values φν̃ to be recovered. In this
way, FTHS is a broadband generalization of phase-shifting holography.

4.3

Results

Initial testing of the principles outlined in Sec. 4.2.2 are carried out by constructing a prototype of the modified Mach Zehnder interferometer (as described in Fig. 4.2), using a near
infrared (NIR) source and a CCD camera. An areal photograph of the prototype is shown
in Fig. 4.3. For this initial test, the prototype is assembled with a few “budget-friendly”
items, including the NIR source, collimating lens, and the four beamsplitters. Since these
are not commercial grade components, artifacts due to scratches, dust, oils, warping, etc.,
should be expected. Furthermore, since the NIR source is a battery-powered flash light, its
output stability will not be ideal.
The translating stage is driven by a Newport 8310 closed-loop piezo actuator, and images are acquired from a Lumenera INFINITY2-1C CCD camera. The entire assembly is
1

In the original presentation by Yamaguchi and Zhang, four measurements are required to recover phase.
This number has since been reduced using various techniques [156–158].
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Figure 4.3: Areal photograph of our modified Mach Zehnder interferometer, whose orientation corresponds to the schematic in Fig. 4.2. A near-IR flash light (peak wavelength
≈ 940 nm) is placed against a 25 µm pinhole, and collimated by a 2.54 cm diameter lens
whose focal length is 5 cm. (Note: the camera was not properly aligned in this photograph.
The detector should be perpendicular to the optical axis—not at the slight angle shown.)
constructed with 30 mm cage components from Thorlabs. For visual aid, system alignment
was first performed using a laser diode before installing the NIR source. The NIR flash light
is installed flush against a 25 µm diameter pinhole, which is then collimated by a 2.54 cm
diameter lens whose focal length is 5 cm. Gold mirrors (Edumnd Optics) are chosen due to
their improved performance in the infrared.

4.4

Emission Measurement

Am emission measurement (without any sample) was performed first. The measured intensity near the estimated zero path-length difference (ZPD) is displayed in Fig. 4.4.
Locating the ZPD is achieved by measuring the variance across the entire image at each
stage position. Using the variance helps identify the maximal fringe contrast, which is
expected to occur at the ZPD. Figure 4.5 shows the variance as a function of stage position.
An interferogram for the pixel located at (x, y) = (117, 141) from the image in Fig. 4.4
is displayed in Fig. 4.6.
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Figure 4.4: Intensity at the approximate ZPD location (see the peak position in Fig. 4.5)
shows high contrast fringes due to the constructive (and destructive) interference from the
broadband source when the two path-lengths of the MZI are nearly equal.
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Figure 4.5: The variance over the entire FOV of Fig. 4.4 is maximal when the fringe contrast
is greatest, indicating the position of ZPD. The downward sloped baseline is due to the loss
of battery power during the hour-long measurement.
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Pixel interferogram (x,y) = (117,141)
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Figure 4.6: An example single-pixel interferogram obtained at the position (x, y) = (117, 141)
from the image in Fig. 4.4. The oscillations are greatest in magnitude at the ZPD position
since all wavelengths are constructively (or destructively) interfering. Away from ZPD the
oscillations approach the constant value (I¯0 + I¯s )/2 (see Eq. 4.18). The downward sloped
baseline is due to the loss of battery power during the hour-long measurement.
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Figure 4.7: The average spectrum (complex magnitude) over the entire FOV of Fig. 4.4 shows
that the NIR source is broadband with a central wavenumber near 1060 cm−1 , consistent
with the source’s 940 nm wavelength specification. The spectrum is obtained from the
Fourier transform of each pixel’s interferogram (e.g., Fig. 4.6) after centering about the
ZPD obtained from the variance (Fig. 4.5) and removing a best-fit second-order polynomial
baseline to account for the D.C. term (I¯0 + I¯s )/2 (see Eq. 4.18), as well as the sloped behavior
due to the battery’s decay. The apparent double peak is likely due to an absorbance from
the beam-splitters, which contains a band near that position (see Fig. 4.8).
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Figure 4.8: Absorbance spectrum of one of the beamsplitters used in the interferometer in
Fig. 4.3 shows a strong band near 9950 cm−1 , consistent with the wedge observed in the
same location of the emission spectrum of the NIR source in Fig. 4.7.

4.5

Micro-Loop Measurement

A MiTeGen micro-loop (≈ 50 µm diameter) is placed in the sample path, positioned about
7 cm from the camera’s CCD plane. The variance over two regions comparing air and the
sample are shown in Fig. 4.10.
Spectra are obtained from the interferograms following the same procedure as in Sec. 4.4.
Images of the magnitude and phase at the spectral positions corresponding to the two peaks
in Fig. 4.7 are displayed in Fig. 4.11. The phase images are unwrapped using a MATLAB
implementation by M. F. Kasim [159], which is based on a technique developed by M. A.
Heráez [160]. A large overall slope (along the vertical direction) was removed from the phase
images. The slope was estimated from the vertical edge (where contributions from the sample
are minimal).
Finally, the spectrum of holograms are back-projected to obtain an in-focus image of the
micro-loop. Figure 4.12 shows the results of back-propagating a distance of z = −7.6 cm
(corresponding to the physical distance between the micro-loop and the detector), at the
quasi-monochromatic wavelength λ = 1086 nm. Back-propagation was performed using
modified MATLAB code made available by Latychevskaia and Fink [79], with an assumed
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Figure 4.9: A MiTeGen micro loop similar to the one used as a sample in Sec. 4.5. Shown is
a mid-infrared absorption measurement, integrated over all wavelengths. The total field of
view is 141 × 141 µm2 .
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Figure 4.10: The variance over small regions located on the micro-loop, and away from
it (labeled Air) shows a negative shift in the ZPD of the micro-loop, expected due to its
extended optical path length. This shift is unique to the setup where a sample is placed
inside one of the paths, and is not observed in traditional Fourier-transform spectroscopy
where the sample is placed outside of a Michaelson interferometer.
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Figure 4.11: Magnitudes and phases at the two peak positions from the emission spectrum
in Fig. 4.7. The phase has been unwrapped using [159, 160], and a large overall slope has
been subtracted using an estimate obtained along its vertical edge.
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Figure 4.12: Back-propagation results (right) of the hologram (left), using modified MATLAB code made available by Latychevskaia and Fink [79] with an assumed plane wave model.
Shown are magnitude images.
plane wave model. The back-propagation distance z was determined by stepping through
a stack of images and visually identifying the slice that is most in-focus. The hologram’s
physical dimensions (referred to as the side-area in [79]) are determined from the camera’s
specifications: a single pixel has an area of 4.65 µm × 4.65 µm; with 4 × 4 binning, each pixel
is approximately 18.6 µm × 18.6 µm.

4.6

Discussion

The presence of fringes in the intensity image near ZPD (fig. 4.4) suggests that alignment is
not ideal. This may be due to incorrect collimation, or beams converging slightly off-axis,
or a combination of both of these effects. Since the NIR flash light was manually filtered
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and collimated, it is likely that the wavefront suffers from a degree of curvature, and cannot
be considered an ideal plane wave. The SCL and QCL, however, are much closer to ideal
Gaussian, collimated beams. Thus, we anticipate that alignment with these sources may be
slightly easier, in that the occurrence of fringes will likely be solely due to off-axis alignment
rather than poor collimation. There were, however, back-reflections and multiple internal
reflections from the beam splitters and other components, that were unexpectedly more
prominent than we had hoped. These artifacts were mitigated by placing 5 µm diameter
apertures just before BS2 and BS3 , and a 3 µm diameter aperture just before BS1 .
The second interesting feature to note is the downward slope of the variance and interferogram (Figs. 4.5 and 4.6), which is likely due to the battery losing output power. To
correct for this effect, a quadratic baseline is fit and subtracted from each pixel’s interferogram. Then, each pixel’s interferogram is centered about the estimated position obtained
from the peak in the variance (Fig. 4.5), and Fourier transformed to obtain the spectrum in
Fig. 4.7. In MATLAB, this requires two fftshift operations: one before, and one following
the FFT operation. The first half of the resulting FFT spectrum (negative frequencies) are
then discarded.
The resulting spectrum appears to contain two peaks: one at 1045 cm−1 , while the other
at 9234 cm−1 , corresponding to wavelengths 957 nm and 1083 nm, respectively. However,
measurements of the NIR source using our commercial FTIR microscope shows only one
peak at ≈ 940 nm; measurements of the beamsplitter with the FTIR microscope (Fig. 4.8)
shows a band at approximately 9750 cm−1 . Therefore, it is likely that the appearance of
two peaks in the spectrum is actually due to an absorption (or reflection) band from the
beamsplitters in our prototype that splits the NIR emission band into two.
The results of the air measurement show consistency with a typical Michaelson interferometer; however, to demonstrate the difference between FTS and FTHS, a sample must be
placed along one of the paths. A MiTeGen micro loop is placed along the path indicated
in Fig. 4.3, about 7 cm out of focus from the imaging CCD plane. Imaging optics were
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not used since it was important to demonstrate that indeed diffraction features could be
obtained from a broadband source, and that back-propagation without the twin image could
be achieved.
The first notable difference between FTS and FTHS is the expected shift in ZPD when a
sample is inserted. Without any dispersion, the shift would simply be equal to the product
of the sample’s refractive index and optical thickness [56]. The variance in Fig. 4.10 shows
a shift in the ZPD, consistent with this expected behavior.
A per-pixel spectrum is obtained from its interferogram using the same method as the
emission measurement. A ZPD is estimated from the variance in a region away from the
micro loop, and the resulting images at the two spectral positions corresponding to the two
peaks in Fig. 4.7 are displayed in Fig. 4.11. Due to likely off-axis alignment, the phase images
contained a large vertical slope, which has been removed. However, there remains a diagonal
fringing effect, which may be due to multiple internal reflections from the non-commercialgrade beamsplitters, or vibrational interference noise.
Finally, the ability to refocus an image of the micro-loop from the hologram is shown
in Fig. 4.12. From the intensity image in Fig. 4.4, it is apparent that the NIR source
was not perfectly collimated, as spherical interference effects are present. Nevertheless, a
collimated plane-wave was assumed, and back-propagation was performed using this model
[79]. Spherical scaling aberrations must be expected when there are significant deviations
from this plane-wave model. However, the plane-wave approximation appears to work very
well for this dataset. The significant feature to note is that, since it is the broadband
generalization of phase-shifting holography (see Sec. 4.2.4), the out-of-focus twin image does
not present in the refocused image. This provides a benefit over off-axis holography, as it
allows the full resolution of the detector to be utilized, whereas in off-axis holography the
resolution is limited by the carrier frequency determined by the interference angle [161].
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4.7

Conclusions

We have demonstrated a method for obtaining spatially- and spectrally-resolved amplitude
and phase information by extending classical Fourier-transform spectroscopy with a Michaelson interferometer to Fourier-transform holographic spectroscopy using a Mach Zehnder interferometer. With this method, the phase is extracted from an in-line (or, Gabor-like)
setup, without the zero-order and conjugate image ambiguity. This has been shown to be a
generalized version of phase-shifting holography to the case of broadband illumination [98].
An additional benefit over monochromatic sources is the inherent group phase unwrapping
that may be extracted from the shift in the zero-pathlength difference (ZPD) peak.
The additional phase information in mid-infrared microspectroscopy may help improve
scatter correction and three-dimensional hyperspectroscopy. Additionally, it inherently provides the benefits of quantitative phase imaging (QPI), allowing both spectral and quantitative phase information to be obtained simultaneously. For instance, combining traditional
FTIR spectroscopic pathology techniques [3, 7, 39, 90–93] with QPI [61, 63, 64] may provide
powerful new analysis capabilities for histopathology without requiring correlation between
multiple microscope instruments.
Unfortunately, mid-IR laser and FPA technology has a way to go before holographic FTIR
can replace traditional FTIR. Full coverage of the mid-infrared spectrum is not possible without combining multiple lasers and detectors, which is not a practical or compact solution.
At present, the combination of a broadband supercontinuum laser source (Thorlabs), along
with a tunable quantum cascade laser (Daylight Solutions), allows coverage over two very
important mid-infrared regions of approximately 3300-2600 cm−1 , and 1333-900 cm−1 , respectively. These regions are crucial for many infrared spectroscopic applications, as they
include important chemical bands such as C-H, O-H, N-H, and the so-called fingerprint region
[1]. Alternatively, spatially incoherent mid-infrared sources such as the Thorlabs SLS203L
may be used with a spatial filter to increase its coherence, at the cost of lower signal-to-noise.
However, mid-infrared broadband laser technology has been developing rapidly over the past
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few years [94, 95, 162, 163]; full mid-IR coverage may soon be available, and the plethora
of diffraction and holographic techniques [85] that have been utilized over the decades in
optical, x-ray, acoustics, and electron microscopy, may finally be used to enhance FTIR microspectroscopy. The FTHS method presented here is a first step to a full realization of such
phase imaging techniques for mid-infrared spectroscopy.
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Chapter 5
Lessons Learned for Extending IR
Microscopic Techniques
5.1
5.1.1

Infrared Diffraction Tomography
Introduction

In 2013, a novel realization of three-dimensional hyperspectral infrared imaging using computed tomography (CT) was demonstrated by Martin et al [37]. Three-dimensional voxelated
spectra are capable of revealing distinct chemical depth layers that would otherwise be mixed
together. For instance, these methods have been applied by Luca Quaroni, et. al., who report subcellular resolution by discerning nuclei and vacuole from their cellular wall [38].
Their results offer an alternative approach for distinguishing distinct spectra from components within cells without complimentary methods such as fluorescence staining [39], or the
need to grow cells in a controlled process [40]. Tomographic FTIR has also been important
in cases where non-destructive chemical analysis is required, such as in the investigation of
a meteorite grain [41].
Unfortunately, however, a major limitation faced when adopting CT to microscopic samples in the infrared has been due to the effect of scatter. Whereas in classical x-ray CT the
111

refractive index (RI) is close to unity for tissues [52], the average RI for biological materials
in the infrared region may be on the order of 1.3 to 1.6 [53, 54]. Furthermore, since we are
measuring samples whose extent (or features of interest) are on the order of the radiation
wavelength, geometrical ray-optics is an insufficient approximation [55]. Therefore, refraction and multiple scattering effects such as fringes and shape resonances must be expected
for all but the smallest of samples whose dimensions do not exceed by very much the radiation wavelength [56]. A more accurate model of the physical situation should also account
for the wave nature of the optical system. Diffraction tomography (DT), for example, is a
well-established method for wave-like systems such as acoustics and optics [29, 42].
Standard DT algorithms make use of either the Born, or Rytov approximation [29]. While
each are appropriate in slightly different contexts, both assume that the refractive index is
very small (the theory begins breaking down when it exceeds roughly 10% of the background
medium [42]), limiting the theory’s applicability. The relatively large RI for typical biological
samples in the mid-infrared means that weakly scattering approximations such as Born and
Rytov for three-dimensional imaging may lead to severe reconstruction artifacts. Experimentally, one can use refractive index matching to reduce the scattered field strength. However,
in mid-infrared measurements, embedded mediums are often difficult to make, or come at
the cost of reduced spectral coverage (e.g., in the case of aqueous solutions, mid-infrared
spectra are dominated by very strong H2 O bands), or even changing the chemical signature [1, 7]. Alternatively, model based methods may be used to remove the strong scatter
signatures [109–114]. However, due to the large amount of data in three-dimensional hyperspectral imaging (there may be ∼ 103 per-wavelength volumetric reconstructions required),
a computationally efficient method is desirable. While Soubies et al achieved efficient reconstructions, their peak performance is still on the order of 10 minutes per wavelength on a
higher-end server (Dell PowerEdge T430) [111]. Even with only a hundred or so wavenumbers, this amounts to about a day of computation time. Therefore, approximations that
sufficiently capture the physics of biological scattering in the infrared without neglecting
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multiple scattering and diffraction effects is desired.
Here, a spectral-based approach is presented, which exploits the assumption that weak
absorbance features (typical for biological media in the infrared regime) sit atop a relatively
constant refractive index. Further work including simulations (or preferably experimental
data) is necessary to test the validity of these assumptions.

5.1.2

Methods

Consider an object with a spatially-dependent complex refractive index n(~r, k), where ~r =
(x, y, z) is the position vector, and k = 2π/λ is the free-space wavenumber (with wavelength
λ). The relative complex permittivity is (~r, k) = n(~r, k)2 . Assuming a scalar wave treatment
with a linear dielectric medium, the wave equation relates the (scalar) electric field u(~r, k)
and the object’s permittivity via

(∇2 + k 2 )u(~r, k) = −k 2 [(~r, k) − 1]u(~r, k)

(5.1)

Classical Born approximation
In the Born and Rytov approximations, the field is broken into two terms: an incident u0
and scattered us field

u(~r, k) = u0 (~r, k) + us (~r, k),

(5.2)

where u0 solves the homogeneous free-space equation
(∇2 + k 2 )u0 (~r, k) = 0
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(5.3)

A general solution (also referred to as the Lippmann-Schwinger equation) to Eq. 5.1 in three
dimensions is given in terms of the Green function g(R, k) =

u(~r, k) = u0 (~r, k) + k

2

Z

exp(ikR)
4πR

g(R, k)[(~r 0 , k) − 1]u(~r 0 , k)d3 r0

(5.4)

Ω

where R = |~r − ~r 0 | and the integral is performed over the object Ω.
The Born solution us (~r, k) ≈ uB (~r, k) to this integral assumes that the scattered field is
much weaker than the incident field, so that Eq. 5.4 can be approximated as

uB (~r, k) = k

2

Z

g(R, k)[(~r 0 , k) − 1]u0 (~r 0 , k)d3 r0

(5.5)

Ω

Unfortunately, the Born approximation, which assumes a weak scattered field us , is invalid over many of the useful shorter wavelengths for typical biological media in the infrared,
where one typically encounters refractive indices n & 1.3 [137]. In particular, it is required
that the relative phase difference between the scattered and incident field is less than π [29].
As an example, consider a slab of thickness h = 7 µm-thick slab (or, a sphere of radius
a = 3.5 µm), where the average real refractive index nr = 1.5. The relative phase difference
∆φ in the forward direction is [10]

∆φ = 2π(nr − 1)hν̃

(5.6)

π > 2π(nr − 1)hν̃

(5.7)

1
,
2(nr − 1)h

(5.8)

As ∆φ must be bounded by π,

⇒ ν̃ <

which, for the example presented, requires that ν̃ < 1429 cm−1 . This restriction of the Born
approximation means that important spectral information above 1429 cannot be accurately
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recovered using this method.

Spectral-Based approach
In the following approach, four key assumptions or approximations will be made, based on
physical properties of typical biological media in the mid-infrared:
1. A fluctuating real and imaginary permittivity (who are Kramer-Kronig transform
pairs), are superimposed on a real and spectrally-constant permittivity;
2. The fluctuating real and imaginary components of the permittivity are small, such
that the Born approximation would be valid if only the imaginary component of  were
present;
3. The chemical (or spectral) signature of the scattering object does not vary appreciably
over its volume;
4. Spectral fluctuations of the electric field internal to the sample are broad relative to
absorbance features.
The first and second of these assumptions allows one to express the electric susceptibility
χ(~r, k) (hereafter referred to as the object potential) as

χ(~r, k) ≡ (~r, k) − 1
≈ ∆(~r) + ˆi (~r, k) + ii (~r, k)

(5.9)
(5.10)

where ∆(~r, k) = 0 (~r) − 1 for a spectrally constant real permittivity 0 (~r), and ˆi (~r, k) =
KK [i (~r, k)] is the Kramer-Kronig transformation [10, 138]. While the Born approximation
solves for very small ∆, here it may be larger; our ultimate interest will be in the imaginary
component i , which gives the absorbance features.
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The third assumption listed above suggests that we can express the potential everywhere
inside the sample as a perturbation

χ(~r, k) = χ(0) (~r, k) + χ(1) (~r, k)

(5.11)

The purpose of the perturbation in Eq. 5.11 can be made explicit if one introduces an object
mask function Φ(~r) that is unit valued everywhere interior to the sample, and zero elsewhere.
This permits the following form


χ(~r, k) = χ(0) (k) + χ(1) (~r, k) Φ(~r),

(5.12)

from which it is clear that we are considering the material to be composed of a single
spectrum, with small spatial variations. The motivation for this perturbation comes from
the observation that measurements of biological media tend to have very similar spectra,
with very small changes that are often subtle enough to go undetected without statistical
processing [4].
With these first three assumptions, the scattered field can be expressed as a perturbation

(1)
us (~r, k) = u(0)
s + us

(5.13)

where the two terms are given by

u(0)
s
u(1)
s

Z

= k χ (k)
g(R, k)Φ(~r 0 )u(~r 0 , k)d3 r0
Ω
Z
2
=k
g(R, k)Φ(~r 0 )χ(1) (~r 0 , k)u(~r 0 , k)d3 r0
2 (0)

(5.14)
(5.15)

Ω

Finally, the fourth assumption listed above allows one to perform a local expansion of
the internal field about a spectral position k0 . Of interest is an expansion of the scattered
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field

us (~r, k) = us (~r, k0 ) + (k − k0 )

∂us (~r)
∂k

+ ...

(5.16)

k0

The usefulness of this expansion will be made apparent in Section 5.1.2.

Fourier Transform of Zero-Order Equation
Using the Weyl expansion, the Green function g(R, k) can be expressed as [42]

g(R, k) =

−i
2(2π)2

Z

∞



~ρ · R
~ ρ + iγz
exp iK



γ

−∞

d2 Kρ

(5.17)

~ ρ = (x, y) and K
~ ρ = (Kx , Ky ) are two-dimensional vectors perpendicular to the zwhere R
and Kz -axes, and γ 2 = k 2 − |Kρ |2 ≥ 0. Substituting Eq. 5.17 into Eq. 5.14 and rearranging
terms in the exponentials, the zero-order scattered field becomes

u(0)
s

2 (0)

Z Z

∞



= k χ (k)
−∞

Ω


−i
1
0
0
~
~
eiKρ ·~rρ +iγz Φ(~r 0 ) [1 + u0s (~r 0 , k)] e−iKρ ·~r −i(γ−k)z d2 Kρ d3 r0
2
2(2π)
γ
(5.18)

where the field has been written u = exp (ikz) [1 + u0s ], with u0s = exp (−ikz)us . Changing
orders of integration, and identifying the right-most exponential as performing a threedimensional Fourier transform over ~r 0 , the zero-order scattered field is

u(0)
s

−ik 2 (0)
χ (k)
=
2

Z

∞

−∞




1
1
~
~ ρ , Kz = γ − k)d2 Kρ
eiKρ ·~rρ +iγz F {Φ(~r)[1 + u0s (~r, k)]} (K
2
(2π)
γ
(5.19)
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Recognizing the factor in brackets and exponential as performing an inverse Fourier transform
about Kρ , the forward Fourier transform of the scattered field is therefore

−ik 2 (0) eiγz
~ ρ , Kz = γ − k)
~
χ (k)
F {Φ(~r)[1 + u0s (~r, k)]} (K
F u(0)
(
K
)
=
ρ
s
2
γ

(5.20)

Finally, the fourth assumption listed earlier allows one to expand the scattered field u0s
about the spectral position k0 . In particular, if one places a windowing function ψa,k0 (k)
(defined by its width a and position k0 ) in spectral space, one may consider a finite number
of series terms, and Eq. 5.20 becomes


~ ρ) =
ψa,k0 (k)F u(0)
(K
s
−ik 2 χ(0) (k) iγz
ψa,k0 (k)
e F
2γ

(

∂u0 (~r)
Φ(~r)[1 + u0s (~r, k0 ) + (k − k0 ) s
∂k

)
+ . . .]

(5.21)

k0

The details of the windowing function ψa,k0 will depend on the data. Examples of windows
include (but are not limited to) boxcar, Gaussian, sine, and Hann [164–166]. The choice
of windowing filter may be impacted by the required modeling fidelity; larger window sizes
may be tolerable when modeling spectral information where multiple-scatter effects vary
slowly as a function of wavenumber, and can be modeled as a polynomial of small degree.
At this point, the requirement is that ψa,k0 has compact support, large enough to capture
the behavior of χ(0) (k), while small enough that the expansion is accurate.
In this form, for discrete samples of the field on a detector plane, a linear system of
equations are formed in terms of χ(0) at various positions of k0 .
There are a few ways to proceed, depending on results from simulations and experimental data. The leading method to be explored is to assume that a reference spectrum
(e.g. Matrigel [19]) is provided and accurately approximates χ(0) . However, this requires
an approximation of the real constant refractive index, which might be tricky for certain
materials.
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Another method is to view Eq. 5.21 as a system of linear equations of the unknown
quantities χ(0) (k), u0s (k0 ), ∂u0s /∂k|k0 , etc. Numerically, since the window selects a small
subset of spectral data points, it is likely that there will be orders of magnitude more available
spectra than there are their sampling points. As an example, consider a windowing function
that samples 128 spectral points in a region about k0 . If one measures the field on a 128×128
grid, there will be O(102 ) more spectra available, making Eq. 5.21 overdetermined in solving
for χ(0) and the field series terms.
A hybrid approach may take into account a combination of these two methods. For
example, using a reference spectrum and its Kramer’s-Kronig transform, and solving for ∆
and the field expansion terms. Another possible method is combining with an established
model-based approach [109–114].
The first of these methods will be discussed in more detail. This assumes that a reference
spectrum suffices in solving for the series terms in Eq. 5.21.

Field Measurement via Fourier-Transform Holographic Spectroscopy
The response of most imaging devices is to field intensity, and therefore obtaining the scattered field us requires a measurement of the phase. Holography and its many variants [56]
are often used for the purpose of converting phase information into intensity variations.
Here, the field measured is assumed to have been measured with Fourier-Transform Holographic Spectroscopy (FTHS) (see Chapter 4). In the absence of significant dispersion, the
unwrapped phase shift is estimated from the shift in the zero-path difference (ZPD) of the
collected FTHS interferograms. Furthermore, since FTHS uses a Mach Zehnder interferometer, the resulting interference and measured phase may only be obtained in terms of the
path-length difference; that is, any absolute phase (e.g., exp (ikz)) carried by the field that
is common between the two Mach Zehnder paths is lost at the detector.
Assuming a collimated source beam that has a uniform phase and can be approximated
as a plane wave, and also that the phase exp (ikz) is common to all field terms, the field mea-
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sured in FTHS after division by a background (or reference) measurement can be modified
from Eq. 5.4 to read

u(~r, k) = 1 + k

Z

2

g(R, k)χ(~r 0 , k) [1 + u0 (~r 0 , k)] d3 r0

(5.22)

Ω

Where u0s = exp(−ikz)us as it was used in arriving at Eq. 5.18. Subtracting one from
Eq. 5.22, the scattered field us obtained in FTHS is

us (~r, k) = k

2

Z

g(R, k)χ(~r 0 , k) [1 + u0 (~r 0 , k)] d3 r0

(5.23)

Ω

Proposed Algorithm
1. Data collection with FTHS. Assumed to have measured the scattered field us (e.g.,
Eq. 5.23).
2. Calculate 2-D Fourier transform of scattered field F {us }(Kx , Ky ).
3. Possible normalization (e.g., multiplying by γ)
4. Use window function at position k0 , calculate values of the field term series using
least-squares fitting, with a provided reference spectrum χ(0) (e.g. Matrigel).
5. Slide window by a single spectral data point, repeat Step 4 until all spectral points are
covered.

5.1.3

Conclusions

Four key assumptions about the scattering behavior for typical biological samples in the
infrared were presented in Sec. 5.1.2. An algorithm based on these assumptions was presented in Sec. 5.1.2; however, an evaluation of this algorithm requires hyperspectral phase
and amplitude measurements. While these may be obtained using the Fourier-transform
holographic spectroscopy approach presented in Chapter 4, such data are not available at
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this time. Depending on the data collected, the fourth assumption (which requires that
spectral fluctuations of the electric field internal to the sample are broad relative to absorbance features) may not hold in practice. In this case, a different approach that utilizes
the other three assumptions may be required. For instance, the methods presented here may
be combined with digital confocal spectroscopy (Sec. 5.2), three-dimensional quantitative
phase imaging techniques [62], or three-dimensional ptychographic transmission microscopy
[123, 124].

5.2

Digital Confocal IR Spectroscopy

Probing chemical information within a sample’s interior has recently been possible using
tomographic methods that allow for the acquisition of three-dimensional volumes of spectra
[37]. FTIR tomography has its limitations however, as the majority of samples of interest
are planar in extent, and are thus highly absorbing at extreme angles.
Alternative methods for three-dimensional imaging include confocal microscopy, which
operates by blocking out-of-focus light with an aperture, effectively illuminating a small voxel
of interest. A series of measurements for each voxel can therefore produce a three-dimensional
representation of the sample. Attempts to perform confocal microscopy in infrared have
produced promising results [167, 168], though a bright synchrotron source and raster scanning
along each dimension is required for full three-dimensional hyperspectral imaging.
We present a method for performing confocal microscopy digitally, using a series of z-axis
projection images whose out-of-focus pixels are filtered from the volume using an algorithm
inspired by convolutional neural networks. Since the reconstruction is performed digitally,
our method does not require the use of any specialized hardware (e.g. lasers, apertures,
etc.), and operates using a typical transmission Fourier-transform infrared microscope with
an imaging focal plane array (FPA).
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5.2.1

Introduction

Recently, a novel realization of three-dimensional hyperspectral infrared imaging using computed tomography (CT) has been demonstrated [37]. Three-dimensional voxelated spectra
are capable of revealing distinct chemical depth layers that would otherwise be mixed together. For instance, these methods have been applied by Luca Quaroni, et. al., who report
subcellular resolution by discerning nuclei and vacuole from their cellular wall [38]. Their
results offer an alternative approach for distinguishing distinct spectra from components
within cells without complimentary methods such as fluorescence staining [39], or the need
to grow cells in a controlled process [40]. Tomographic FTIR has also been important in
cases where non-destructive chemical analysis is required, such as in the investigation of a
meteorite grain [41].
Despite its limitations (see Ch. 1, Secs. 1.2 and 1.3), results from this work have been
very promising [37] and have motivated our investigation into alternative three-dimensional
spectral imaging techniques that can account for a larger class of samples. First, scattering
effects limit the quality of CT reconstructions; methods such as diffraction tomography using
holography may be more suitable for three-dimensional infrared microspectroscopy, where
the wave nature of the system is taken into account (Ch. 4 & 5, Sec. 5.1). The second
limitation imposed by tomography is the restriction to samples with cylindrically-bounded
extent. This restriction comes from the requirement of projection measurements acquired
over 360◦ about the sample’s principal rotational axis [29]. This imposes an upper limit on
the radial extent of the sample (usually no more than about 40 µm), due to both the high
absorptivity as well as non-negligible deviations from the idealized parallel beam model used
to perform the reconstructions. As many biological films such as cryotome-sliced tissues
are planer (with a lateral extent that may be on the order of centimeters), the quality
of CT reconstructions on these type of samples will suffer due to the restricted range of
measurement angles.
Accounting for samples with planar extent is possible using limited-angle tomography
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methods such as tomosynthesis and laminography. For instance, advances in digital breast
tomosynthesis, which are desired for improved diagnosis with minimal radiation exposure
to the subject, have been made by optimizing geometry and algorithms [49, 50]. Similarly, laminography methods have shown that missing wedge artifacts may be reduced with
monochromatic radiation and proper parallel-beam (or plane-wave) geometry, as opposed to
focused (cone-beam) illumination [51]. Other methods used to image in three dimensions
include confocal microscopy, where out-of-focus scattered light is blocked using pinholes.

Confocal microscopy
Confocal microscopy is an optical sectioning technique patented by Marvin Minsky in 1961
[169], which uses a pinhole to select only light that scatters from a small localized region
of a sample. Many variants of the technique have been developed, including raster laser
scanning, pinhole and slit arrays (which improve the rate of data collection), and multiphoton fluorescence confocal imaging [170, 171]. Central to each of these techniques, however,
is the use of a pinhole to eliminate out-of-focus light, leaving only the intensity of light
originating from a small three-dimensional point in a sample.
Confocal FTIR microscopy has been successfully demonstrated using a synchrotron radiation source, an infinity-corrected lens (to collimate the beam), and a single-pixel MCT
detector [167]. While the results are promising, the specific hardware requirements are often
not practical. With a typical globar infrared source, the intensity is hundreds to thousands
of times weaker than that of a synchrotron source, and not enough photons can make it
through the pinhole to the detector in any reasonable amount of time. Even with a synchrotron source, the process of obtaining a complete three-dimensional volume of spectra
would be tedious, and therefore likely have very low resolution.
In any confocal measurement, a certain amount of “bleeding” will occur, with some out-offocus light making it through the finite-sized pinhole [170]. Data can be cleaned to partially
recover some of this lost resolution by deconvolving the data with a three-dimensional point-
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spread function (PSF) [120, 121]. A three-dimensional deconvolution approach applied to
a volume of images acquired by stepping through the focal axis is discussed and evaluated
first. While the deconvolutional method removed a portion of the out-of-focus light, it did
not succeed in producing quality optical sectioning.
We present here a method for performing digital optical sectioning without confocal
hardware. The algorithm works by exploiting the fact that, as one steps through images
acquired at different focal depths, various features within the sample come in- and out-offocus. By measuring the “degree of focus,” the algorithm retains regions of maximal focus,
while discarding the out-of-focus portions. Similar methods have been developed that, for
example, estimate depth from focus [116, 117], or simulating infinite depth of focus in typical
bright-field measurements [118, 119]. However, these techniques are optimized for surface
reconstructions; transparent media, which are usually the subject of FTIR spectroscopy,
requires a different treatment. Presented is an approach that is inspired by convolutional
neural networks (CNNs), which are often used in object recognition and classification [115].
The methods are evaluated on both a bright-field dataset, and an infrared measurement.

5.2.2

Methods

Background
A small pinhole placed in the focal plane of an optical system produces what is known as a
point spread function (PSF). Figure 5.1 (left) shows the PSF of a 2 µm pinhole at the focal
plane. While a single pixel of the image maps an area of about 1.1 µm, the light produced
by the 2 µm pinhole clearly extends two pixels, due to diffraction effects. The effect of
diffraction on an infinitesimal pinhole is to produce an Airy disk [172] at the detector, which
can be written in terms of a first-order Bessel functions of the first kind

I(r) =

2J1 (kr)
kr
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2
(5.24)

Figure 5.1: Left: Chemogram projection image of a 2 µm pinhole measured with a globar
infrared source. Image is cropped from 128×128 to 64×64, and each pixel maps ≈ 1.1 µm in
size. Right: Chemogram PSF slice through the center along z-axis, measured from z = 0 to
30 µm in 5 µm steps and interpolated to 1 µm steps. Due to the extended acquisition times
required when the pinhole is out-of-focus, data are only acquired along the positive z-axis;
symmetry is assumed and the data are mirrored about z = 0 and processed with a bilateral
filter to suppress noise.
Moving the pinhole out of the focal plane has the effect of spreading the PSF, roughly
filling a conically-shaped volume in the vertical z-direction (see Fig. 5.1 right for infrared,
and Fig. 5.5 for bright-field).
Understanding the optical effects of an infinitesimal point is crucial in allowing one to
quantify the way in which light behaves for any arbitrary sample of interest. Mattson et
al performed two-dimensional deconvolution with a modeled PSF to enhance (or sharpen)
FTIR hyperspectral images [173]. In the two-dimensional case, the measured image is the
mathematical convolution of the PSF of an infinitesimal pinhole with the “true image:”

Imesaured = PSF ∗ Itrue

where ∗ is the convolutional operator. While an exact reversal of the convolution is impossible
due to both a loss of high-frequency information, and deviations of the true PSF from
the model, Mattson et al have nevertheless shown that two-dimensional deconvolution can
greatly enhance the spatial resolution of FTIR hyperspectral images.
Similarly, just as a pinhole in the focal plane produces a PSF that characterizes the blur of
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a measured image, out-of-focus pinhole PSFs describe how a measured image defocuses when
the sample moves outside of the focal plane. In the absence of multiple scattering effects,
a complete set of pinhole measurements along the z-axis produce a three-dimensional PSF
that could in theory be used to reconstruct three-dimensional volumes of data that are also
taken about different focal planes along the optical axis.

3D Deconvolution
Performing N sample measurements—ideally such that one measurement is completely in
focus at the middle layer of the sample (z = 0), while the remaining N − 1 measurements
are equally split along the ±z-axis—produces an ordered set of N projection images In
(n = 1, ..., N ). Stacking these projection images in order along the z-axis then fills a volume
of data V = {In |n = 1, ..., N }. Neglecting multiple scattering effects, this volume of data
is the “true” sample volume Vtrue , convolved with the three-dimensional PSF (obtained by
measuring the pinhole everywhere along the z-axis in a similar manner):

Vmeasured = PSF3D ∗ Vtrue .

(5.25)

One may recover the true volume by dividing the measurement by the PSF in Fourier
space
"
Vtrue = FFT−1

#
V̂measured
.
ˆ 3D
PSF

(5.26)

where the hat symbol ˆ denotes the Fourier transform of the quantity, and FFT−1 is the
inverse Fourier transform operator.
In practice, however, division-by-zero errors and measurement noise result in a loss of
information that cannot be recovered by this method of deconvolution. Alternative algorithms exist, e.g. Richardson-Lucy and blind deconvolution, that use various constraints
and multiple iterations to better estimate the true data.
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Digital optical sectioning
The primary contribution of this section is to extract optical sections using an algorithm
inspired by convolutional neural networks (CNNs) [115]. This is motivated by the desire to
isolate focal depths where regions of a sample appear in-focus to an observer. CNNs are used
extensively in image classification problems, for example face and handwriting recognition.
In particular, CNNs allow for translational invariance, so that features can be identified
regardless of their position in image space. It is this translational invariance feature, coupled
with a measure of the “degree of focus,” that underlies the digital optical sectioning algorithm
presented here.
Convolutional neural networks are based on the physiology of living creatures, where
retinal neurons tend to overlap rather than have full connectivity. In computer vision,
CNNs operate by decomposing images into overlapping windowed segments, which are then
processed with various filters. The inner-product between a filter and segment window
produces a numerical “activation signal”—used for further processing at a later stage along
the network. Since the windows overlap, this process is equivalent to a convolution of the
filter and input image. Various convolutional filters are learned by a supervised training of the
neural network, such that the greatest activation signal response is achieved for specifically
desired features within the input image.
Motivated by the overlapping and processing nature of CNNs, we developed an algorithm
that computes a “focus score” as a function of z, given a particular window size and position.
Multiple window sizes and scoring techniques are used to build an overall estimate of the
sample’s features and their focus positions along z.
Figure 5.2 demonstrates schematically how the algorithm performs for a single window
position and size. First, a column of z-axis segments are obtained from a particular window
position and size. In the example shown, a 16×16 pixel window positioned near the edge of
a microloop sample is used. The second step is to compute the focus of each segment within
the column as a function of z. (Methods for computing focus are detailed in Sec. 5.2.2.) The
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segments within the column are filtered based on their focus score: those with low relative
values are attenuated. Finally, the filtered column of data is added back into a reconstructed
dataset (initially empty).

Figure 5.2: Step 1: A column of z measurement data are extracted from a window positioned
in x, and y. Step 2: The column of data is filtered such that positions in z containing
minimal focus (by measuring e.g. contrast) are attenuated. Step 3: The filtered column of
data is added back into the reconstructed dataset. The process repeats for a new overlapping
window shifted by one pixel.

Computing Focus
To compute the focus scores, a few statistical measures are performed on the windowed
section, including contrast, variance, and frequency/edge content. Two forms of contrast are
used, each producing similar results but respond slightly differently: Michelson and Weber.
The Michelson contrast of an image segment Iu,v (z), where u and v index the pixels within
the segment, is computed as
Max[Iu,v ](z) − Min[Iu,v ](z)
,
Max[Iu,v ](z) + Min[Iu,v ](z)
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(5.27)

where the Max[Iu,v ](z) operator selects the maximum pixel (u, v) intensity as a function of
z. The Weber contrast of an image segment Iu,v (z) taken at position (u, v) is computed as
Max[Iu,v ](z) − Min[Iu,v ](z)
,
I¯u,v (z)

(5.28)

with I¯u,v (z) denoting the average of each (u, v) in I as a function of z. The two differ in
their usefulness depending on the situation. Since Weber divides by the average intensity, it
is more useful in situations where small features sit atop a relatively constant background.
Michelson contrast, on the other hand, is useful for periodic features, and quantifies how
well the amplitude distinguishes itself from its DC offset.
Calculating the variance is straight forward, using the root-mean-square of the section
image (it is not necessary to normalize by the window size since it remains constant along
the columns, and filtering is performed on a per-column basis)
sX

(Iu,v (z) − I¯u,v (z))2

(5.29)

u,v

Finally, we look at the (spatial) frequency content of the segment, by multiplying the
FFT by an inverted 2D Mexican hat signal (1D shown in fig. 5.3), defined in two dimensional
frequency space f~ as

Ĥ(f~) =

|f~|2
1− 2
σ

!
~ 2 /2σ 2

e−|f |

(5.30)

where σ 2 controls the Gaussian width, and is chosen such that the maxima occur approximately 70% from the origin of f~. The purpose of the Gaussian is to suppress large noise
errors that can form in what is essentially a second-order differentiation of the input image
segment [174]. The resulting “edge energy” content E(z) is obtained by integration of the
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square magnitude of this product in Fourier space
Z

∞

Z

E(z) ∝
0

∞

Iˆ2 (f~, z)Ĥ 2 (f~)df~

(5.31)

0

A plot of E(z) for a windowed section roughly tells when features/edges whose size are of
similar order to the window are most pronounced, or in focus.

Figure 5.3: 1D inverted Mexican hat function.

5.2.3

Results

First, the three-dimensional deconvolution method (Sec. 5.2.2) is tested using a 2 µm pinhole
to obtain a three-dimensional PSF measurement. These results are compared with the digital
optical sectioning method presented in Sec. 5.2.2. Due to the large number of manually
stepped measurements required, only a single sample has been measured, and the infrared
dataset have limited signal-to-noise. Both the bright-field and infrared measurements were
performed of a micro-loop (MiTeGen) that had a thin layer of nail polish deposited on
one side; the loop is then suspended in air within the microscope’s field of view. The
digital optical sectioning methods are demonstrated on both bright-field and mid-infrared
measurements.
All data are collected with 1 µm step sizes along the z axis, acquiring 101 total measurements in bright-field (ranging from z = −50, ..., 0, ..., +50 µm), and 81 measurements
for the mid-infrared (ranging from z = −40, ..., 0, ..., +40 µm). The bright-field measure130

(a) Bright-field images of microloop.

(b) IR chemogram images of microloop

Figure 5.4: From left to right, images are captured with the micro-loop positioned at the
focal planes: −20 µm, 0 µm, 20 µm.
ments are captured over a larger field of view; however, the images have been cropped and
down-sampled to 128×128 (with approximately 1.1 µm pixel size) so that the results are
consistent with the mid-infrared FPA hyperspectral images. To eliminate dust, scratches
and other optical defects from the images, each measurement is divided by a reference measurement taken without a sample in the viewing area, and finally inverted so that dark-field
images are obtained. Measurements of the micro-loop acquired at a few focal planes are
shown in Fig. 5.4.
Data were collected using a Bruker Hyperion 3000 with a visible camera for brightfield images, and a 128 × 128 FPA detector for infrared hyperspectral images. Both sets
of measurements are taken with 36× magnification. Three-dimensional deconvolution was
performed using the freely available DeconvolutionLab [120] plug-in package for ImageJ [121].
All digital optical sectioning algorithms were written in MATLAB [135].
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Three-Dimensional Deconvolution
Three-dimensional deconvolution was applied to the bright-field measurements, using the
three-dimensional PSF acquired with a 2 µm pinhole stepped along the z-axis (fig. 5.5).
Using DeconvolutionLab [120], the best achievable deconvolution results were obtained using
the Richardson-Lucy algorithm with TV regularization, and 40 iterations. Results for a few
slices of data are shown in Figure 5.7 (d), (e), (f). A maximum intensity projection of the
deconvolved data are shown in Figure 5.8 (middle).

Figure 5.5: Visible three-dimensional PSF for a 2 µm pinhole. Slice taken through x = 0,
with the z-axis pointing upwards and y-axis pointing to the right.

Digital optical sectioning
The digital optical sectioning method presented in Sec. 5.2.2 is applied to both the brightfield, and infrared measurement of the micro-loop. Examples of the “focus score” calculated
using the Michaelson contrast are shown for two window sizes in Figure 5.6. For the smaller
window size (4 × 4), the focus curve is more noisy, and two peaks on either size of z = 0
present. In the current version of the algorithm, only the largest peak is considered (occurring
at about +5 µm). When the window is increased to 16 × 16, the focus curve is smoother,
and a single peak dominates the curve at about z = 0.
Digital optical sectioning is performed using Michaelson contrast, variance, and the “edge
energy” calculations given in Sec. 5.2.2, using 2 × 2, 4 × 4, 8 × 8, and 16 × 16 window sizes for
each. An example of the variance calculation with a 2×2 window is shown for a few depths in
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Figure 5.6: Plots of the Michelson contrast calculated for a window positioned in the center
of the microloop. Top: A 4 × 4 px2 window. Bottom: A 16 × 16 px2 window
Figure 5.7, (g), (h), and (i). The cumulative result from averaging each of the 12 calculations
are shown in Figure 5.7, (j), (k), and (l). These are compared with the deconvolution results
in Figure 5.7, (d), (e), and (f). Additional plots comparing the deconvolution and digital
optical sectioning results are shown in Figures 5.8, 5.9, and 5.10.

Infrared results
The large number of manually stepped measurements required by the digital optical sectioning method limited the signal-to-noise of the infrared hyperspectral images. Therefore,
integrations over a few bands attributed to distinct chemicals in the micro-loop and nail
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polish were performed, with digital optical sectioning applied to these bands. Figure 5.11
shows the obtained spectra; the upper spectrum is captured from the center of the loop,
where only nail polish is present, while the lower spectrum is on the micro-loop and contains
a mixture of the two spectra. The regions used for integrating the bands (with a polynomial
baseline) are highlighted in yellow and pink, corresponding to the micro-loop and nail polish,
respectively.
The same procedure that was applied to the bright-field dataset were applied to both
of the infrared components (micro-loop and nail polish). That is, twelve calculations using
Michaelson contrast, variance, and the “edge energy” functions given in Sec. 5.2.2, using
2 × 2, 4 × 4, 8 × 8, and 16 × 16 window sizes, were averaged together for both the micro-loop
and nail polish components of the infrared dataset. Volume renderings of the results are
shown in Figure 5.12, where the micro-loop and nail polish components are combined with
their respective colors highlighted in Figure 5.11.
Figure 5.13 shows the estimated focus score for the two components (micro-loop and nail
polish), where the two appear to come into focus at slightly different locations along the
z-axis. The focus score is calculated using the variance function with an 8 × 8 window.

5.2.4

Discussion

The results from three-dimensional deconvolution (Figs. 5.7 (d, e, f) and 5.8 (middle)) show
some cleaning of the edges; however, it is apparent that this method alone cannot produce
confocal results. In particular, Figure 5.8 (middle) shows that the three-dimensional deconvolution method fails to localize any sample features in the z-axis. A number of factors
may have limited the deconvolution approach, such as poor-quality PSF measurements, or
the fact that a white-light source was used. Point-spread functions are typically defined for
monochromatic light [56, 172]. The 2 µm pinhole size is on the order of three times the
wavelength for bright-field light.
Results from the digital optical sectioning, for both the visible and infrared, show that
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confocal-like results may be achieved using measures of its focus. Particularly, both the
bright-field and infrared results show that the micro-loop was mounted at a slight angle.
This can be seen for the bright-field in Figure 5.9 (right), and for the infrared in Figure 5.12
(rightmost).
A limitation of the digital optical sectioning approach, however is that since it inherently requires the identification of spatial features, samples that are chemically homogeneous
within a large region may fail to be identified by the algorithm. Furthermore, the infrared
results were obtained using bands that are associated with two distinct chemicals. That
means, the methods were not evaluated as to whether voxelated spectra could be obtained.
In other words, the results only demonstrated three-dimensional localization of chemicals,
but not their relative strengths.

5.2.5

Conclusions

The methods presented for digital confocal microscopy using the techniques presented in
Sec. 5.2.2 have shown improved optical sectioning compared to three-dimensional deconvolution methods. However, the method does not take into account multiple scattering.
Furthermore, since our method requires information related to features of the sample, the
algorithm may be limited in cases where the sample is largely homogeneous. Most samples, however, exhibit some degree of artifacts and discontinuities—even within chemically
homogeneous samples.
The methods were also limited by the unavailability of a translating stage (along the axial
dimension). Therefore, further testing with mid-infrared hyperspectral datasets is required.
Future work may revisit the approach using automated stage control and holographic techniques (e.g., collected using FTHS (see Ch. 4)), such as Fourier ptychography microscopy
[122]. Three-dimensional ptychographic transmission microscopy has been demonstrated by
Maiden et al using a multi-slice approach for thin samples [123], while extending their methods to thicker samples in 2014 [124]. The method is attractive since it inherently accounts
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for multiple scattering. Ptychography has also been used to achieve super-resolution [125],
and also a non-holographic approach has been demonstrated using LEDs [126].
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(b) Raw data: z = 0 µm

(c) Raw data:
+9 µm

(d) Deconvolution (Rich.
Lucy. w/ TV reg.; 40
iters): z = −9 µm

(e) Deconvolution (Rich.
Lucy. w/ TV reg.; 40
iters): z = 0 µm

(f) Deconvolution (Rich.
Lucy. w/ TV reg.; 40
iters): z = +9 µm

(g) Variance (2 × 2px2 ):
z = −9 µm

(h) Variance (2 × 2px2 ):
z = 0 µm

(i) Variance (2 × 2px2 ):
z = +9 µm

(j) Final: z = −9 µm

(k) Final: z = 0 µm

(l) Final: z = +9 µm

(a) Raw data:
−9 µm

z

z

=

Figure 5.7: Various algorithms applied to the raw bright-field data (top row), each shown at
three z positions.
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Figure 5.8: Maximum intensity projection images viewed from an angle. Left: Raw data.
Middle: Deconvolved data (Richardson-Lucy with TV normalization, 40 iterations). Right:
Digital optical sectioning algorithm. The method fails for large |z|, where only out-of-focus
light ever enters a z window column.

Figure 5.9: Left: Raw data at z = 0. Vertical green line shows the slice used in both the
middle and right figures. Middle: Raw data y-z slice at x = 0 (z axis points upwards).
Right: Digital optical sectioning results capture the angle with which the microloop was
mounted.

Figure 5.10: Volume renders of the digital optical sectioning results. Left: Bird’s eye view
(looking into the -z direction). Middle: At an angle. Right: Side view, looking into the -x
direction (z-axis pointing upwards), showing that the angle with which the microloop was
mounted has been captured by the algorithm.
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Figure 5.11: Average spectrum at z = 0. Yellow regions are attributed to polyimids in the
micro-loop while pink regions are attributed to functional groups in the nail polish.

Figure 5.12: Volume renderings from y-x (leftmost) to x-z (rightmost) using color-coded
baseline-integrated regions from the spectrum in Fig. 5.11.
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Figure 5.13: Average spectrum at z = 0. Yellow regions are attributed to polyimids in the
micro-loop while pink regions are attributed to functional groups in the nail polish.
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[143] Jan Schäfer. MatScat. Version 1.4.0.0. Apr. 2016.
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Appendix: Overview of In-line Holography
Holography is an imaging technique for converting phase information from a scattering object
into spatial intensity variations, using its interference with a known reference wave. Many
books and articles covering the various methods, techniques, applications, and historical
aspects of holography already exist; the purpose here is to highlight the most fundamental
results that apply in the context of this work (particularly, Chapters 4 and 5). A comprehensive overview of the basics of holography may be found in Hariharan [84], while a thorough
review of digital holographic microscopy methods and techniques are detailed by Kim [85].
A few practical algorithms for digital holography (including supplementary MATLAB [135]
code) are provided by Latychevskaia and Fink [79]. Finally, as most holographic systems
contain optical components such as focusing lenses (physical, digital, or both), the propagation of light in such systems are often treated mathematically with Fourier optics — an
overview of which is available in Goodman [56].
Practically, there are an unlimited number of holographic system configurations that are
possible for recording and reconstruction. However, the fundamental physics in each system
can usually be related back to a few basic configurations – one of which is the subject of
this appendix. In particular, in-line holography is perhaps the most fundamental configuration; however, at its most basic level the desired hologram is coupled with ambiguous
information: both the desired phase and its conjugate are recorded (also known as the twin
image problem). Off-axis holography is another very common and useful configuration that
allows one to isolate these effects, although at the expense of decreased spatial resolution
[161]. While most holographic configurations may be related to in-line and off-axis configurations, the in-line method is detailed here since it is fundamental to the methods presented
in Chapter 4.
As is typical in the literature, the physics of electromagnetic fields considered here are
treated with the scalar wave approximation; that is, polarization effects are assumed negligible. However, if an account of the polarization is required, the mathematical results may
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be applied to each polarization state independently. For instance, if the source is randomly
polarized, holograms may be recorded using linear polarization filters installed at the source
and detector to record the horizontal and vertical responses separately.

A.1

In-line Holography

There are two types of in-line holography that will be examined: common path, and double
path interferometers. In common path in-line holography, the reference field and scattered
field share the same physical path (see Fig. A.1). This configuration is most similar to
transmission Fourier-transform infrared spectroscopy microscopes. It will be shown that,
if the scattered field is weak, certain approximations make this arrangement sufficient for
recording and reconstructing objects from holograms (although limited by the twin-image
problem inherent to in-line holography). In addition to having a less complex design with
fewer optical components, this configuration has the benefit of being much more stable
against vibrations [161]. Its downside, however, is that strongly absorbing or scattering
objects invalidate the required approximations.
Double path in-line holography, on the other hand, physically separates the reference
from the scattered field using beamsplitters. This allows greater control over the recording
process; for instance, to adjust the contrast or, as will be shown, to digitally reconstruct a
objects that may not fulfill the weak-scattering requirements of common path holography. Its
drawbacks, however, include a more complex design and increased sensitivity to vibrational
noise. Also, as with the common path arrangement, the double path in-line configuration
also suffers from the twin-image problem.

A.1.1

Common Path Interference

Consider a weakly-scattering object O placed at z = 0, which is illuminated by a monochromatic incident plane wave U0 = |U0 | exp (i2πz/λ) with wavelength λ propagating in the +z
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Weakly scattering
object O

Hologram plane:
𝐻(𝑋, 𝑌) = 𝑈0 + 𝑈𝑠
Plane wave
𝑈0
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field 𝑈𝑠
𝐷
𝑧=𝐷

𝑧=0

Figure A.1: Common path in-line holography recording configuration. An incident plane
wave U0 induces a field Us from a weakly-scattering object O. The fields U0 and Us interfere
at the hologram plane located a distance D to the right.
direction (Fig. A.1). Denote by Us (X, Y ) = |Us (X, Y )| exp (iφ(X, Y )) the scattered field
(i.e., the field attributed solely to the object O) at a distance z = D downstream from O.
The intensity distribution H in the z = D plane is therefore given by the modulus square of
the superposition of the incident and scattered fields

H (X, Y ) = |U0 + Us |2
= U02 + |Us |2 + U0 Us + U0 Us∗
= U02 + |Us (X, Y )|2 + 2U 0 |Us (X, Y ) | cos {φ (X, Y )}

(A-1)

Defining z = D as the hologram plane, it is apparent that a recording of H includes both
amplitude and phase information, where the phase φ at (X, Y ) is encoded via the cosine
term in Eq. A-1.
Since the object O is assumed to be weakly scattering, |Us | is small, and the relative
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intensity distribution h (X, Y ) =

H(X,Y )
U02

is approximated as1

h (X, Y ) ≈ 1 +

2|Us |
cos {φ (X, Y )}
|U 0 |

(A-2)

Figure A.2 shows the reconstruction process. Illuminating the hologram h(X, Y ) with
the original reference wave U0 gives a field distribution U + (X, Y ) immediately to the right
of the hologram

U + (X, Y ) ≡h (X, Y ) U0
= exp (ikz) (|U 0 | + |Us | exp (iφ) + |Us | exp (−iφ))

(A-3)

The second term in Eq. A-3 is the desired original scattered field distribution at the hologram
plane which will then propagate to the right (+z direction) according to the free-space
Helmholtz equation [56] – exactly as it would if the object O were still situated a distance
D to the left of the hologram. Unfortunately, however, the phase conjugate (third term),
along with a zero-order wave (first term) are also superimposed. The phase conjugate, also
known as the “twin image,” propagates as though the object is situated a distance D to the
right of the hologram. A detector placed at z = D would therefore detect three components:
a real image formed by the third term, a virtual image originating from z = −D, and the
zero-order field appearing as a DC offset due to the reference field (see Fig. A.2). In digital
holography, a virtual detector may be placed at any location by numerically propagating the
field the desired distance, bringing the object into focus on either side of the hologram plane
[79].
Fortunately, for digitally recorded holograms, the zero-order term may be removed by
subtracting unity from the hologram h before reconstruction. However, the twin image is in1

In traditional analog holography, H is the recorded signal, and the contrast of reconstructions are limited
by the scaling factor |U0 |2 , along with any other non-linear material-dependent factors from the response of
the film [84]. However, digital holography allows one to obtain h through measurement of a “background”
image that does not contain the sample.
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original object
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𝐷

𝐷
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Figure A.2: The in-line hologram is reconstructed by illuminating the hologram with the
original reference field U0 . To the right of the hologram, three components emerge superimposed: the zero-order due to U0 , a real image (which is the phase conjugate of the original
object’s field), and a virtual image of O appearing out-of-focus at the detection screen.
separable without additional corrective algorithms [80]. In cases where the scattering object
is located a large distance D from the hologram plane, the twin image may be sufficiently
out of focus such that its presence is tolerable. Alternatively, more experimental flexibility
is offered by using double path in-line holography, where methods such as phase-shifting
holography [98, 156–158] may be used to eliminate the twin image.

A.1.2

Double Path Interference

The approximation for the common path in-line hologram h in Eq. A-2 assumed that the
reference field is much larger than the scattered field |U0 |  |Us |, such that the |Us |2 /|U0 |2
term is negligible. This is not ideal for many samples where larger absorbances may occur,
especially in infrared imaging. Using double path interference, however, the term may be
exactly removed with an additional measurement. It also allows other techniques to be
utilized, such as modulating the reference field phase, which may be used for eliminating the
twin image [98], or spectroscopy (Chapter 4).
One commonly used double path in-line configuration is the Mach Zehnder interferometer
(MZI) [96, 97] shown in Fig. A.3. In this double path configuration, the source is equally2
2

This assumption is only for mathematical simplicity. It is not necessary (or realistic) that the beamsplit-
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2𝑈0 + 𝑈𝑠
Camera
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𝑈0
Source

𝑈0
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Figure A.3: In a Mach Zehnder interferometer, the source is split into two paths with
strengths U0 by the beamsplitter BS1 (with a perfect transmitting/reflecting ratio assumed
for simplicity). The total field along the sample path just before the second beamsplitter
BS2 is U0 + Us , where Us is the scattered field due to the sample. This field is combined with
the reference U0 that was transmitted by BS1 , and the total combined field at the camera
by BS2 is U0 + 12 Us .
reflected and transmitted by a beamsplitter BS1 , so that the same “incident” field U0 travels
along two physically separate equidistant paths. Along the sample path, the incident field
U0 interacts with the sample, inducing a scattered field Us ; the total field along this path just
before the second beamsplitter BS2 is U = U0 + Us . The recorded hologram H is therefore
1
H(X, Y ) = |U + U0 |2
2

1 2
=
U0 + |U (X, Y )|2 + 2U0 |U (X, Y )| cos {φ(X, Y )}
2

(A-4)
(A-5)

Note that, if the reference path (the field transmitted by BS1 ) were blocked, the resulting intensity at the detector 21 |U (X, Y )|2 would be identical to the common path case
(Sec. A.1.1), up to a scaling factor due to attenuation from the beamsplitter. However, in
the double path configuration the primary interference is between the two paths. One benefit in this case is that a separate measurement of the sample path (with the reference path
blocked) allows the second term in Eq. A-5 to be subtracted using this measurement. Then,
dividing through by the background reference U0 as in the common path case, a normalized
ters perfectly transmit and reflect with 50% efficiency, although they should be close to achieve the greatest
possible signal-to-noise measurement. See Ch. 4 (Sec. 4.2.3) for more details.
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hologram h is obtained for the total field U , without the approximation used previously in
Eq. A-2

h (X, Y ) = 1 +

2|U |
cos {φ (X, Y )}
|U 0 |

(A-6)

Depending on the purpose of the hologram, the total field U along the sample path may
be the desired quantity, such as in quantitative phase microscopy [61, 85]. However, for
applications such as diffraction tomography [29, 42], the scattered field Us is of interest. In
this case, one may extract Us from the total field using knowledge of the incident field U0
(such as a plane wave), or performing an additional holography measurement where U0 is
the “sample” whose field is obtained. In either case, the setup described is still limited since
the twin-image has not been removed. However, various modifications of the MZI setup in
Fig. A.3 may be used to eliminate the twin-image (e.g., phase-shifting holography [98], or
Fourier-transform holographic spectroscopy in Ch. 4).

A.1.3

Example: Imaging a Point Source

An illustrative example of a point source hologram is now given. There are two ways in
which a point source hologram may be acquired: a completely opaque screen at the z = 0
plane with a small opening at the position (xp , yp ) (see Fig. A.4), or a small obstruction
at (xp , yp ). In the first case, a double path configuration is required (not shown) since the
mostly opaque screen blocks the reference field (i.e., it is considered a large scatterer). For a
small point obstruction, however, either configuration will produce a hologram. In fact, this
situation frequently arises in practice, as dust and small imperfections along the optical path
can cause point-source diffraction effects that superimpose at the hologram plane. In either
case, the mathematics are the same for both cases (up to a phase factor). For non-point
source samples, the results here are still illustrative since the Huygens principle states that
an arbitrary field may be thought of as a superposition of point-sources located along its
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wavefront [56].
Consider a point source P positioned at coordinates (xp , yp , 0) which radiates spherical
waves toward the hologram plane situated a distance z = D from P as shown in Fig. A.4.
The field Up due to a radiating point source is [56]

Up = A

exp ikR
,
R

(A-7)

where
q
R = (x − xp )2 + (x − yp )2 + z 2

and A is the source’s field strength. Close to the principal axis z (i.e., when δx2 =
and δy2 =

(Y −yp )2
z2

(A-8)
(X−xp )2
z2

are very small), the paraxial approximation is useful to employ. Although

distortions will be introduced when these conditions are not fulfilled, the approximation
helps in obtaining a qualitative understanding of the holographic principles. In the paraxial
approximation, the radial distance R is expanded to second order in δx and δy , and Up
becomes
A
Up (x, y) ≈ exp (ikz) exp
z




ik
2
2
(x − xp ) + (y − yp )
2z

(A-9)

At the hologram plane, the field Up (X, Y ) is therefore
A
Up (X, Y ) = exp
D




ik
2
2
(X − xp ) + (Y − yp )
2D

(A-10)

where constant phase factors are ignored for simplicity. Using Eq. A-2 (or Eq. A-6), the
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Figure A.4: Point source diffraction at coordinates (xp , yp ) produce the Fresnel zone holograms in Fig. A.5 for various distances D. The point source P may be due to a small obstruction (e.g., dust), or from a small opening of an opaque screen, in which case a double-path
configuration is required to interfere with a reference field (not shown).
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Figure A.5: Example Fresnel zone plates due to a point source located at various distances
D from the hologram plane (Fig. A.4). The hologram is a 128 × 128 image with a linear pixel
size of 1.1 µm, capturing the interference of a point source located at the origin, radiating
with a wavelength λ = 5 µm.
normalized hologram hp of P with an in-line plane wave reference is therefore
2A
hp (X, Y ) = 1 +
cos
D|U0 |
<[Up ]
=1+2
,
|U0 |




k
(X − xp )2 + (Y − yp )2
2D


(A-11)
(A-12)

Holograms for point sources located at various distances D are illustrated in Fig. A.5. The
field pattern Up (X, Y ) at the hologram plane is known as a Fresnel Zone Plate.
The problem of the twin image discussed in Sec. A.1 can also be illustrated by recon-
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structing the point source hologram. Illuminating hp with the reference plane wave U0 gives
U + = U0 hp = (U0 + 2R [Up ]) exp (ikz)


ik
2
2
= U0 exp (ikz) + exp ikz +
(X − xp ) + (Y − yp )
+
2D



ik
exp ikz −
(X − xp )2 + (Y − yp )2
2D

(A-13)

Inspection of terms in Eq. A-13 reveals that the reconstructed field can be interpreted as
a zero order passage of the reference beam (first term), along with a diverging wave from
a point source located a distance −D from the hologram plane (second term), as well as
a wave converging to a point source located on the opposite side D of the hologram plane
(third term). From the Huygens principle, it is therefore evident that reconstructions of inline holograms of arbitrary objects inherently includes an overlapping of a real and virtual
image the object. In Chapter 4, we present a modification of the MZI in Fig. A.3 adapted
for holographic spectroscopy, which not only removes this twin image, but also works with
polychromatic sources.
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