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ABSTRACT Recently, the massification of new technologies, which have been adopted by a large majority of the world population, has accumulated a 
tremendous amount of data, including clinical data. This clinical data has been gathered up and interpreted by medical organizations in order to gain insights 
and knowledge useful for clinical decisions, drug recommendations, and better diagnoses, among many other uses. This article highlights the enormous 
impacts of Big Data on medical stakeholders, patients, physicians, pharmaceutical and medical operators, and healthcare insurers, and also reviews the 
different challenges that must be taken into account to get the best benefits from all this Big Data and the available applications. 
INDEX TERMS Big Data, Big Data Analytics, Healthcare
I.  INTRODUCTION 
Since the massification of the most recent technological 
trends, like social networks, wearable devices, mobile 
devices and Internet Of Things, data is being continuously 
generated in various forms at an unprecedented scale from 
multiple sources. This massive amount of data, along with 
the opportunities and possibilities gained from its analysis 
and the challenges it raises in terms of storage, processing 
and analysis, has led to the appearance of a new 
terminology called “Big Data”. 
 
Big Data has been used by many researchers in diverse 
fields to support their conclusions and findings. For 
example, in the transport sector, Big Data Analytics 
technologies were used in order to improve the service 
quality, traveler satisfaction and management process, and 
can suggest ways to optimize customer complaints services 
[28]. In [29] the effectiveness of Big Data for monitoring 
smart grid operations is emphasized. The work in [48] is 
focused on the impact of Big Data Analytics in optimizing 
airline routes. Also, Big Data has been used in the field of 
education, where it can play a role in influencing student 
engagement and behavior [47]. The various applications of 
Big Data developed between 2010 and 2016 for supply 
chain management are identified in [6] with the prime 
objective to convince industry about the effectiveness of 
Big Data. In addition, the work in [31] identified diverse 
applications of Big Data in the agriculture sector. By 
gathering Big Data, organizations can improve customer 
satisfaction by developing products or services that match 
their needs and desires. Also, they can enhance their 
productivity and operational efficiency through resource 
optimization [27]. Furthermore, the Healthcare sector is 
considered as one of the main sectors making an 
evolutionary breakthrough by adopting Big Data techniques 
and technologies. Indeed, digitalization of medical data has 
increased tremendously and huge amounts of data are 
generated at ever increasing rates and in miscellaneous 
formats, including structured, semi-structured and 
unstructured datasets. The Institute for Health Technology 
Transformation [21] announced that the medical Big Data 
in the U.S reached the zettabyte scale and may soon come 
to the yottabyte dimension. The main features of Big Data 
are its diversity and the surprising number of data sources; 
however, these can be categorized into five groups [7, 21]: 
 
• Large-scale enterprise systems: encompasses data relative 
to enterprise information systems; 
• Online social graphs: is graphic data that illustrates 
personal relations of social network users; 
• Mobile devices: are the main contributors to the Big Data 
phenomenon; approximately 6 billion smartphones are in 
use worldwide; 
• Internet-Of-Things: By the widespread use of sensors in 
many organizations, objects are connected with each other 
and with humans giving rise to huge datasets; 
• Open data/public data: which contains data from public 
and private organizations. 
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As reported by The McKinsey Global Institute, the USA 
Healthcare institutions might be able to generate more than 
US $300 billion in value every year if they applied Big 
Data creatively and efficiently. Two thirds of these savings 
would be gained from reducing the healthcare expenditure 
[49]. Therefore, Big Data in the Healthcare sector is 
becoming more and more important due to its utility and 
consistency in, for example, development of Health 
Recommender Systems, Knowledge Discovery Systems, 
implementation of Clinical Decision Support Systems as 
well as Disease Prediction Systems.   
 
This article reviews the state of the art for the application of 
Big Data in the healthcare sector. Initially, an overview of 
Big Data and its features are presented. Then, the main 
aspects of Big Data processes and technologies are 
discussed. Afterwards, relevant applications of Big Data are 
identified in the healthcare area. Next, Big Data Analytics 
are discussed in general terms and especially for the 
healthcare sector. The article ends with a review of the 
challenges that were identified in this study, followed by 
the conclusions (Figure 1). 
 
 
 
FIGURE 1. The topics addressed in this article 
 
 
II.  Big Data: Definition and Characteristics 
During this last decade, data has been growing 
exponentially in an unexpected way. As reported by the 
International Data Corporation (IDC), the volume of data is 
expected to grow from some zettabytes in 2010 to 163 
zettabytes in 2025 (Figure 2). For that, data storage capacity 
has climbed from megabytes to exabytes and is expected to 
reach zettabytes per annum in the next few years. Formerly, 
data was presented in structured formats and stored in 
relational databases arranged in rows and columns, with 
limited sources related to internal operations. However, 
nowadays, many researchers believe that most of this data 
is unstructured [7, 34, 36, 40] and the use of non-relational 
(NoSQL) databases is necessary for its management. This 
data can be categorized into web social media data, 
machine-to-machine data, transaction data, biometric data 
and human-generated data [21, 25, 40]: 
 
• Social media data is acquired from across interactions, 
tweets and posts in social networks such as Facebook, 
LinkedIn, YouTube, and Twitter; 
• Machine-to-Machine data is extracted from machine 
sensors, meters and other devices; 
• Transaction data is recovered from fingerprints, genetics, 
handwriting and medical images; 
• Human-Generated data is selected from prescriptions, 
emails, messages, documents and Electronic Medical 
Reports; 
• Web data contains clickstream data generated by internet 
browsers.  
 
This notable evolution in the growth of data has given arise 
to this new concept called: “Big Data”. To begin with, Big 
Data is a complex dataset that has prominent influence on 
the ability of the traditional warehouses to store, handle, 
manage and analyze it [6].  A formal definition of Big Data 
was given in [1]: “Big Data is the Information asset 
characterized by such a High Volume, Velocity and Variety 
to acquire specific technology and analytical methods for 
its transformation into Value”. On the other hand, the 
McKinsey Global Institute defines Big Data as “datasets 
whose size is beyond the ability of typical database 
software tools to capture, store, manage and analyze”. For 
instance, an international discount retail chain (WalMart, 
USA) stored in 1999 about one terabyte of data. In 2012, it 
had the capability to store 2.5 petabytes of data derived 
from customer transactions. Indeed, nowadays, 
considerable amount of data is generated through the 
widespread use of mobile devices, sensors, generated-data 
machines and social media networks. According to [26], the 
data today is mainly extracted from five sources: Mobile 
Devices, Internet Of Things, Open and Public Data, 
Enterprise Information Systems and Social Networks. 
 
A well accepted definition for Big Data nowadays was 
proposed in [10]: it is a dataset characterized by three Vs 
(Volume, Variety, Velocity): 
 
Volume: is related to the huge volume of data acquired 
from various sources that can range from terabytes to 
exabytes or more [10, 12, 34, 36]. According to IDC, 
common data volume is going to rise from 1.8 zettabytes to 
40 zettabytes between 2011 and 2020 [54]. Therefore, there 
is a need to manage this data in a parallel way to gain 
insights.  
 
Variety: it refers to the heterogeneity and diversity of data 
extracted from several sources like web sites, social media 
networks, Electronic Medical Records, Journal Documents, 
and Video. In fact, Data can be presented in many types, 
i.e. structured, semi structured and unstructured datasets, 
having different formats, including image, text and video. 
Hence, various interpretations and meanings can be 
extracted from the same dataset [10, 12, 34, 36]. 
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Velocity: describes the rate of data generation that has 
become time sensitive and frequently needs to be handled 
and processed in real time. Indeed, many data sources such 
as sensors generate data that are constantly updated and 
need to be followed in real time [15, 12, 34, 36].  
 
In addition to the aforementioned features of big data, many 
researchers have added new features due to the numerous 
numbers of applications available. Indeed, the initial 3Vs 
proposal has been extended to 4Vs [42, 26, 50, 3], 5Vs [39, 
33], 6Vs [40], 7Vs [24] and 10Vs [18, 36]. An updated list 
of the commonly adopted Vs is presented in Table I. 
 
 
 
FIGURE 2. The evolution of the data volume between 2010 and 2025 
(source: IDC’s Data Age 2025 study, April 2017) 
 
TABLE I 
VSOF BIG DATA 
Vs of Big 
Data 
Meaning 
Value A rigorous use of Big Data Analytics techniques and 
technologies can extract substantial values, like customer 
behavior, business performance, rentability and target 
customer. 
Velocity The speed of data generation. 
Veracity or 
Verification 
The trustworthiness and consistency in data as well as 
quality of data sources are required for accurate analyses 
and good decision-making. 
Variability From the same data, several interpretations can be found. 
Validity The trustworthiness of data related to a specific 
application.  
Viscosity This feature is related to velocity. It characterizes the 
latency in data transfer between the data source and 
destination.  
Volatility It refers to the validity and storage duration of data.  
Visualization The use of effective visualization tools to present key 
information and to facilitate the extraction of valuable 
insights from large amounts of data. 
Virility The measure of how data is diffused to other users and 
applications. 
Valence The connectedness of data. 
 
 
III.  Big Data: Processes and Technologies 
A. Big Data Chain Value 
In order to leverage value from this considerable volume of 
varied data, a four-step process must be followed (Figure 
3). Accordingly, a low density set of raw data is processed 
and analyzed to assist decision maker in their decisions and 
projects.  
 
 
FIGURE3. Big Data Chain Value: from Data Collection to Data 
Exploitation 
 
 
1) Big Data Generation    
As discussed in the first section, a tremendous amount of 
data is being generated from various sources, which 
includes internal data from company information systems, 
IoT data, internet data and bio-Medical data. Internal 
company data encompasses data related to the supply chain, 
such as production data, quality data, inventory data, sales 
data and administrative data, including human resources 
data. Internet data includes data related to internet search, 
click stream data, comments and likes, log files and 
messages. IoT data is related to data generated from devices 
equipped with sensors and connectivity. Bio-Medical data 
include data such as genes and drugs data and clinical data 
[44, 45].  
 
2) Big Data Acquisition 
This second step is usually subdivided into three sub-steps: 
Data Collection, Data Transmission and Data Pre-
Processing: 
 
2.1) Big Data Collection 
Big Data Collection is defined as the acquisition and 
retrieval of unlimited raw data, which can be structured, 
semi-structured, or unstructured, from several sources using 
computational techniques and technologies. According to 
many authors, Big Data sources can be classified into four 
categories: Information Systems, Mobile devices, Internet 
Of Things and Open Data [34, 36, 44]. Information System 
is considered as a centralized data warehouse containing all 
the information about the activities of an organization. 
Mobile devices such as smartphones, tablets or PC’s 
generate, a considerable amount of mobile data from the 
installed applications. Open Data is the large amount of 
extractable data from, for example, web pages, forums, and 
journal articles. Internet Of Things encompasses different 
interconnected devices with embedded sensors able to 
provide stream and updated data controlled across the 
internet network. 
 
 
2169-3536 (c) 2018 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2018.2889180, IEEE Access
VOLUME XX, 2017 9 
2.2) Big Data Transmission 
Big Data transmission is related to the transfer of data from 
data sources into storage management systems for data 
processing and analysis [44]. 
 
2.3) Big Data pre-processing 
This step ensures efficient and enhanced data for storage 
and analysis. In fact, collected data must be pre-processed 
and enhanced by eliminating redundant, noisy, incomplete 
and useless data leading to a decrease in the storage 
requirements and an improvement in terms of analytic 
accuracy. Also, acquired data with low-density needs to be 
integrated with other data to gain additional value [44]. 
 
3) Big Data Storage 
This is the use of databases that can handle a large 
amount of data with different types and formats for further 
analysis and processing as well as guaranteeing data 
security, availability and reliability. Previously, data 
sources were relatively limited; hence, the Volume, Variety 
and Velocity of the data were notably smaller, which 
justified the use of a relational database management 
system (RDBMS). Currently, with the widespread use of 
the internet, there is a need to use convenient and efficient 
data warehouses for processing data. In fact, the data 
storage equipment is becoming increasingly more important 
and is considered as the main expense by various 
institutions [44]. 
 
4) Big Data Analysis 
Big Data Analysis is the most important and critical step in 
Big Data Chain Value, where value is generated as an 
output. This is defined as the application of techniques and 
technologies to mine and extract valuable insights and 
hidden information from large amounts of processed and 
stored data [44]. 
B.  Big Data Technologies 
Formerly, analysts used relational databases and data 
warehouses to manage and process structured data of 
limited size. However, according to the commonly adopted 
Vs of Big Data, traditional tools are inefficient and unable 
to handle tremendous volumes of data and extract valuable 
insights from them.  
 
In order to overcome the low performance and the 
complexity encountered by using traditional technologies, 
many frameworks and tools based on new distributed 
architectures along with high memory capacity and 
processing power have been developed. Accordingly, [37] 
defined Big Data technologies as: “a new generation of 
technologies and architectures, designed to economically 
extract value from very large volumes of a wide variety of 
data, by enabling high-velocity capture, discovery, and/or 
analysis”. 
 
Big Data Technologies involve commercial and open-
source software and services for storage, analyzing, 
querying, access, management and processing of data.  
Apache Hadoop is a well-known software foundation that 
offers a collection of open source frameworks designed to 
support the collection, pre-processing, storage and mining 
of considerable amounts of data. As presented in Figure 4, 
this goal is achieved via a master-slave architecture that 
comprises a unique Name Node and a set of Data Nodes. In 
this architecture: 
 
• NameNode, which is considered as a master, is 
responsible for the job scheduling across the cluster. It 
contains the metadata, which is a data that describe the 
other data; 
• A Secondary NameNode is a backup Namenode that 
stores all information about the master useful in case the 
system crashes; 
• DataNodes are slaves that act as executors of all tasks 
required by the master Namenode. 
 
 
 
FIGURE 4. Hadoop architecture  
 
Modern technologies frequently used throughout Big Data 
processing are: 
 
1) Data Collection 
Sqoop, which is a combination of SQL and Hadoop, is an 
open source framework that works on top of the Hadoop 
Distributed File System (HDFS). It is a command-line 
interface that ensures the import and export of data between 
HDFS and relational databases, such as Enterprise Data 
Warehouses, Oracle, Postgres and Teradata (Figure 5). 
Sqoop presents several benefits for data extraction, such as 
fast performance and optimized exploitation of resources, 
and offers excessive storage to other systems and load 
processing [34, 17]. 
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FIGURE 5. Sqoop tool  
 
Flume is a distributed and reliable open source service 
designed to assemble, aggregate and transfer huge amounts 
of batch files, log files and streaming data from external 
machines to HDFS for storage. It presents a simple and 
flexible architecture based on continuous streaming data 
flows. Flume has many advantages such as fault tolerance, 
robustness and horizontal scalability. An extensible data 
model is used to process massive distributed data sources 
[34, 17].  
 
Kafka is an open source framework developed by Apache 
Software foundation. It is able to collect data from many 
sources, including data warehouses and social media 
networks at the same time due to its distributed system and 
high throughput. LinkedIn and Wikipedia are the main 
users of Kafka and its benefits. It is written in Scala and 
characterized by its scalability and fault tolerance [17]. 
Kafka architecture is composed by Producers, Brockers and 
Consumers. Brockers contain Topics, partitions, replicas 
and offsets. Producers, like Facebook and Twitter, write 
data to Brockers and Consumers read data from them. Data 
is stored in Topics that are split into partitions, which are 
replicated for data security. 
 
Chukwa is a data collection system designed to monitor 
large distributed systems. It works on the top of the HDFS. 
It relies on HDFS to collect data from multiple sources and 
MapReduce to analyze the acquired data. It is known for its 
scalability and robustness, and offers a friendly user 
interface to display, monitor and analyze data [17]. 
 
2) Data Processing 
MapReduce is a programming model that makes the 
processing of massive amount of data simpler and faster 
through its efficient and cost-effective mechanisms. As 
shown in Figure 6, this framework has three main 
functions: 
 
• Function Map: to ensure that the input data is broken 
down into independent key/value pairs; 
• Function Shuffle or Sort: key/value pairs are collected, 
stored and then grouped by keys. The output of this 
function is a collection of keys with associated values; 
• Function Reduce: parallel aggregation of pairs 
according to a predefined program. The outputs are sets of 
key/value pairs stored in the output file of the MapReduce 
system. 
 
 
 
FIGURE 6. MapReduce pipeline 
 
A well-known application of the MapReduce framework 
called “Word Count” is presented in Figure 7. 
 
 
 
FIGURE 7. A MapReduce application called “Word Count” that reads text 
files in a distributed manner and determines the number of occurrences of 
each word 
 
The MapReduce framework also has a master-slave 
architecture (Figure 8): 
 
• JobTracker (Master Node): is responsible for the 
distribution and assignment of tasks for the Slave Nodes; 
• Task Tracker (Slaves Nodes): perform tasks required by 
the JobTracker and supervise their execution.  
 
 
 
FIGURE 8. MapReduce architecture 
 
C++, Python or JAVA are programming languages useful 
for developing the MapReduce programming model. Many 
uses of this technology are due to its fault tolerance and 
Client HADOOP
Job Tracker
Task Tracker 1 Task Tracker 2 Task Tracker 3
MAP RED MAPMAP REDRED
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scalability. In case of machine failure, a supplementary 
machine takes care of the node failures [8, 17].  
 
YARN (Yet Another Resource Negotiator) is more generic 
than MapReduce. It is an advanced resource manager 
working on top of the HDFS and ensures the parallel 
execution of various applications. In addition, it handles 
both batch and stream processing. This framework is also 
known by its scalability and security. In addition, YARN 
uses dynamic allocation of system resources, which allows 
which allows it to increase its exploitation resources. 
YARN has a master-slave architecture like the MapReduce 
framework (Figure 9). In fact, the resource manager that 
operates as a master, manages the assignments of jobs 
around the cluster. The node manager is a generalized task 
tracker providing computational resources such as 
containers, and manages processes running in those 
containers. A container ensures the execution of the 
applications-specific process with a constrained set of 
resources. An application master is in charge of managing 
the required resources of individual applications. It 
schedules tasks and assess their progress [8, 17]. 
 
 
 
FIGURE 9. YARN architecture 
 
Storm: is an open source framework designed for 
distributed real time computations. Unlike HDFS that is 
targeted for batch processing, this tool is able to handle 
stream data. It is characterized by its high scalability, fault 
tolerance and efficiency. Storm is used, for example, in real 
time analytics, ETL (Extract, Load, Transform) operations, 
online machine learning, and continuous computations [8, 
17]. 
 
Flink: is an open source framework able to process stream 
data due to its distributed architecture.  
 
Spark: is an in-memory cluster computing technology 
developed for fast computing of data through its 
sophisticated libraries:  
 
• Spark Streaming: it allows the collection and processing 
of data in real-time; 
• Spark SQL: it is able to execute SQL queries; 
• Spark MLlib: is a Machine Learning library useful and 
powerful in solving machine learning problems. It contains 
different machine learning algorithms related to 
classification, regression, clustering and optimization; 
• Spark R: it contains the same functionalities of the 
programming language for statistical computing and 
graphics “R”. However, processing time is reduced thanks 
to its distributed architecture; 
• Spark GraphX: it is devoted to the processing of graphs. 
 
Giraphe: represents an interactive graph processing with 
high scalability. It is mostly used by Facebook to interpret 
social graphs and connections between subscribers [8]. 
 
Zookeeper: is a distributed service designed for the 
synchronization of configurations across a cluster. It 
ensures the high availability of data [17, 27].  
 
Oozie: is an open-source job coordinator that executes and 
manages job flows in the Hadoop system. Oozie is a 
scalable, reliable and extensible system [27].  
 
3) Big Data Storage 
To ensure the storage of a huge volume of data, Hadoop 
uses the distributed data storage system HDFS and a non-
relational database named HBase: 
 
HDFS is one of the primary components of a Hadoop 
cluster, i.e. a set of connected computers, that can support 
up to hundreds of nodes in a cluster. It is cost effective and 
has a reliable storage capability, high scalability as well as 
fault tolerance. In addition, HDFS can handle both 
structured and unstructured data. HDFS is designed for 
batch processing of high latency operations. In fact, it stores 
data in 64 or 128 byte capacity blocks. In order to avoid 
data losses, blocks of the same file are replicated three 
times and stored across the cluster in three different servers. 
HDFS has a master-slave architecture (Figure 4) that is 
commonly adopted due to its capacity to reduce network 
congestion and increase system performance by performing 
the computations near the data storage locations [17, 12]. 
 
HBase is an open source project built on top of HDFS 
designed for low latency operations. This non-relational 
database, developed posterior to Google’s Big Table, has 
the potential to host very large tables with billions of rows 
and millions of columns. Unlike a row oriented relational 
database that stores together all columns of a row, HBase is 
a columnar database management system that stores data in 
columns to ensure easier access to data. As for HDFS, this 
database also has a master-slave architecture. The master 
node manages the cluster, and the slaves perform the 
required operations on the available data. HBase is a 
flexible, distributed and scalable database, and has the 
capability for real-time queries, automatic and configurable 
partitioning of data to facilitate data processing and analysis 
[17]. 
 
2169-3536 (c) 2018 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2018.2889180, IEEE Access
VOLUME XX, 2017 9 
HCatalog: is a table and storage management system for 
Hadoop that enables users with different data processing 
tools to read and write data on the grid more easily [17, 27]. 
 
Avro: is an open source framework designed by Apache 
Hadoop that offers two services for developers: Data 
serialization and Data exchange [17, 27]. 
 
4) Big Data Analysis 
Pig: is an open source platform designed by Yahoo to 
analyze large datasets that are considered to be data flows. 
In order to develop data analysis programs, Pig uses a high 
programming language called “Pig Latin”. Accordingly, to 
analyze data, developers must write Pig Latin scripts then 
convert them into MapReduce tasks using the component 
Pig Engine. Apache Pig presents many advantages. First, 
due to its multi-query approach, the length of codes is 
reduced. Second, Pig Latin substitutes the use of Java, 
which is traditionally seen as more complicated, when 
coding MapReduce jobs. Indeed, Pig Latin is similar to 
SQL language and is easy to learn. The only difference is 
that Pig Latin is able to process semi-structured and 
unstructured data. Finally, Pig is characterized by its 
interactive environment and can process massive amounts 
of data due to its distributed architecture [45, 17]. 
 
Hive is a data warehouse system created by Facebook in 
order to facilitate the use of Hadoop. The collected data is 
stored in a structured database, comprehensible to all users. 
Apache Hive database is managed through a HQL language 
having the same syntax as SQL language. HQL transforms 
queries into MapReduce jobs processed as batch tasks. Like 
Pig, Hive has an interactive interface with a diversity of 
functions useful for data analysis. Unfortunately, Hive is 
mostly used for structured data [45, 17]. 
 
Mahout is an open source library designed for machine 
learning and data mining. It works on the top of HDFS in 
order to execute algorithms via MapReduce. It helps 
developers access their own libraries for clustering, 
collaborative filtering, categorization and text mining. It is 
scalable and can be executed in a distributed mode [27, 17]. 
 
To conclude, the Hadoop Ecosystem (Figure 10) contains 
very powerful tools able to collect, process, store and 
analyze a large amount of varied data coming from several 
sources generated at a high rate. This vast potential is due 
to its scalability, fault tolerance, flexible scheduling and 
resource management, high level and simplified 
programming model, distributed architecture, real-time 
processing, in-memory processing and high throughput.  
The next section presents pertinent applications of Big 
Data, especially in the Healthcare sector. 
 
 
 
FIGURE 10. Hadoop Ecosystem 
 
 
IV.  Big Data Applications in Healthcare Sector 
Healthcare is among the sectors generating a massive 
amount of data characterized by its high velocity and 
variety such as laboratory data, medical prescriptions, 
appointments, machine generated data, insurance data, and 
administrative data. In fact, in USA, only clinical data 
reached 150 exabytes in 2011. According to predictions, the 
volume of clinical data will soon reach zettabytes or even 
yottabytes [40, 21]. The authors in [7] estimate that 90% of 
all clinical data are unstructured, such as prescription notes, 
lab results, and ECG data. According to the authors in [19], 
Big Data capability in the healthcare sector is defined as: 
“The ability to acquire, store, process and analyze large 
amounts of health data in various forms, and deliver 
meaningful information to users that allow them to discover 
business values and insights in a timely fashion.” Hence, 
there is a need to analyze this Big Data in order to: 
- improve patient satisfaction and quality of care; 
- reduce expenditures, which reached 17.9% of the gross 
domestic product in 2010 [21].  
 
The authors in [43] suggest that the collection of clinical 
data should adopt the best strategies and recommendations 
in order to overcome the usual performance gaps. This data 
is generated from many sources that encompasses 
Electronic Health Records, medical imaging data, genetic 
data and prescription notes [34]. Some examples of 
pertinent Big Data Applications in the Health Sector are the 
following: 
 
v Healthcare Monitoring 
A deep analysis of the healthcare data can help care 
providers manage symptoms of patients online and adjust 
prescriptions [17]. For instance, with the development of 
wearable sensor devices, like Apple Watch and Sports 
bracelets, information related to physical health checkups, 
including blood pressure, height, weight, blood-glucose 
levels and blood-calcium levels, can be constantly 
monitored in order to give a detailed vision about the 
condition of the patient’s health. These indicators help 
physicians monitor patients and consequently unnecessary 
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visits to the doctor can be avoided and at the same time, 
patients have the impression that they are more independent 
and yet become more aware concerning their healthcare 
status [15, 36]. Furthermore, smart dispensers are used to 
detect if drugs are being taken regularly at the right time. In 
the case of non-medication, the practitioner can intervene to 
get patients properly medicated. Besides, Big Data analytics 
help physicians to avoid medication errors due to drug 
interactions or incorrect dosages, which could easily lead to 
a critical situation. The Big Data allows the physicians to 
assess a patient’s records in full including the 
recommended medications. In USA, about one million 
injuries occur due to prescription errors leading to 
thousands of unnecessary deaths. Therefore, an analytical 
solution called “MedAware” has been developed. A real-
time analysis of medical prescriptions can detect a wide 
range of errors with high rates of precision (90%). 
Anticipating clinical errors can reduce unnecessary 
hospitalizations and re-admissions as well as excessive 
lengths of hospitalization stays [23].  
 
Furthermore, Common Sensing, a company that use Big 
Data technologies to ensure a follow-up of treatment given 
to diabetic patients, developed a replacement cap named 
“GoCap” for prefilled insulin pens able to register the 
dosage of insulin taken daily and the exact time when it was 
administrated. Then, Bluetooth technology is used to 
transmit the data collected to a mobile phone or a connected 
glucometer. This stream data might be transferred to the 
care providers who would be able to detect potential 
healthcare issues and to interrupt treatment in case of an 
emergency [16]. 
 
v Healthcare Prediction 
Social networks, such as Facebook and Twitter, can help 
establish healthcare social networks. For example, patients 
who suffer from chronic diseases can share their own 
experience with other patients or doctors. This sharing 
helps them to benefit from a broad range of experiences and 
expertise [40, 30]. An integrative healthcare system called 
“GEMINI” was developed to process and analyze a large 
amount of variable and complex healthcare information. 
First, for each patient, data is collected from structured 
sources, including patient demographics, lab test results and 
medication history, and from unstructured sources, for 
example, prescriptions. This data is then stored in a patient 
profile graph that presents a broad view of the patient’s 
state of health. Then, analytics algorithms such as 
classification and clustering algorithms are used to extract 
valuable insights useful for administrative and clinical 
purposes as well as predictive analytics [41].  
In addition, big genomics data analytics intervene in 
healthcare predictions by measuring the changes in DNA 
mutations and detecting the molecular responsible for the 
appearance of diseases [34].  
Moreover, in order to reduce the healthcare costs due to 
high rates of patients that suffer from chronic diseases, such 
as diabetes, doctors use big data predictive analytics to 
foresee high-risk patients and to offer to them customized 
care [42]. To ensure a therapeutic follow-up for asthmatic 
patients, an American company named Asthmapolis has 
developed sensors that are positioned in the top of an 
inhaler in order to track and follow the inhaler usage. Data 
related to the place and time of inhaler’s use is collected in 
real time via global positioning system (GPS). In the case 
of asthma attack, recorded data is transferred to a web site 
accessible by the patient and doctor via a smartphone or 
computer. On one hand, the main goal of the sensors is to 
help patients make a good decision about visiting different 
places or not as well as predicting asthma attacks. On the 
other hand, the data aggregation guides the practitioner to 
develop a customized care plan for the patient, identifying 
epochs with a high probability of an asthmatic crisis and 
anticipating them by either increasing or decreasing the 
drug dosage [16]. 
 
The authors in [44] selected 102 patients from 1000 that 
suffer from metabolic syndrome, to follow-up on their 
recovery. Analysts collected data from 600 laboratory tests 
and 180 claims. Moreover, a customized treatment plan was 
elaborated from patients’ health records. This application 
produced encouraging results: The morbidity rate might be 
reduced by 50% over the 10 next years. Many alternative 
solutions were deduced: Prescription of statins, loss of 
weight and reduction in the total triglyceride rate in the 
body if the blood sugar level exceed 20%. 
 
In order to follow the propagation of epidemics around the 
world, Google has developed two real-time surveillance 
applications: Google flu trends and Google dengue trends. 
Data were collected from internet searches where, in fact, 
people were going to Google search engine to find 
information about symptoms, drugs, side effects, etc. The 
results confirmed that Google Flu Trends over forecasted 
the prevalence of flu by 140% [12]. 
 
v Performance enhancement  
In order to maximize the performance of Emergency 
Rooms (ER) and decrease crowding in ER, King Faisal 
Specialist Hospital and Research Center was successfully 
managed by a project based on clinical big data analytics. 
Data relating to the emergency department was extracted 
from the data warehouse of the hospital. The analysis of the 
data introduced changes in the workflow of the ER which 
led to positive results. In fact, the ER waiting time reduced 
from 140 min in 2014 to 62 min in 2016. The treatment 
time decreased from 17.5 h in 2014 to 10.8 h in 2016. The 
ER Length Of Stay varied from 20 h in 2014 to 12 h in 
2016. This showed the effectiveness of big data analysis in 
identifying areas of insufficiency, and in recommending 
valuable solutions to positively improve performance [43].  
 
v Recommendation Systems 
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In general, recommendation systems are software tools and 
techniques developed to propose a set of suggestions for a 
product or a service, which help users make better 
decisions. Currently, in the healthcare sector, 
recommendation systems are increasingly used in order to 
provide medical recommendations for drugs, diagnoses, 
and treatment plans. 
The authors of [46] developed a clinical recommendation 
system useful for patients to obtain reliable 
recommendations of care providers in reference to their 
own health status. In addition, patients are able to 
contribute to the enhancement of the performance of the 
system by adding their private notes and evaluations about 
physicians based on data for different health conditions. 
However, due to the sensitivity of such data, it must be 
protected from dishonest and malicious users. Moreover, 
according to care providers, this system ensures the 
preservation of their reputation. As an output, this system 
presents, for each patient, a list of best-ranking physicians. 
 
Furthermore, a collaborative-filtering method is considered 
a type of recommendation system that forecasts viewpoints 
of users about an article referring to the preference of a 
large group of users [13]. This technique was then applied 
in the healthcare sector, when a Collaborative Assessment 
and Recommendation Engine (CARE) for disease risk 
prediction was created. The first visit of a patient to a 
doctor provides clinical input data related to the medical 
history of the patient. And for each disease j, analysts have 
to find patients who suffer from this disease based on health 
record data. The application of collaborative filtering 
generates p(a, j) that denoted the probability that a patient a 
will develop disease j in the future. Finally, for each patient, 
the system provides the physician with a sorted list of 
potential diseases ranked in order from highest to lowest 
risk. This framework is effective for decreasing 
readmission rates, making consistent predictions and 
enhancing quality of care ratings. To ensure its feasibility 
and efficiency, the system was validated on a Medicare 
database of 13 million patients who made 32 million 
medical visits over 4 years.  
 
v Healthcare Knowledge system 
A knowledge System is defined as the combination of 
information, data and physician expertise in order to present 
alternatives to potential emergency situations and to support 
clinical decision-making and diagnosis. The authors in [34] 
suggested a healthcare knowledge system based on four Big 
Data sources: Electronic Health Records (EHR), Clinical 
Notes, Genetic Data and Medical Imaging Data. EHR data 
includes structured data, for example, laboratory data and 
billing data, and unstructured data such as medication 
records. Laboratory data is useful for diagnosis and health 
monitoring. Billing data includes various codes giving 
access to laboratory results, clinical records and symptoms. 
Medication records encompass a variety of data useful for 
disease diagnosis and drug recommendations. Clinical 
Notes are unstructured data aiming to identify common or 
well-known illnesses. Genetic Data are a huge volume of 
data that is used in the analysis of changes in gene 
sequences. And unstructured medical imaging data contains 
different image data useful for treatment, diagnosis and 
prognosis.   
 
v Healthcare Management System 
The authors in [9] proposed a smart Healthcare 
Management System named “DataCare”, to be used at 
hospitals or healthcare centers, with the aim to increase 
patient satisfaction by monitoring clinical Key Performance 
Indicators (KPIs) and identifying unexpected situations. 
The architecture of the system has three main modules: 
Data Retrieving and Aggregation, Data Processing and 
Analysis, and Data Visualization. In the first module, data 
is collected and aggregated via AdvantCare software which 
is used for supervising the communication between patients 
and physicians. In the second module, the authors decided 
to use Apache Spark to process the huge amounts of 
streaming data due to its high scalability and fault-
tolerance. Data was then stored in a MongoDB database for 
further analysis. The stored data was analyzed in order to 
extract valuable insights for healthcare predictions, clinical 
recommendations and alerts. In fact, DataCare is capable of 
forecasting KPIs in the future based on actual data. 
Moreover, the framework is able to generate early and real-
time alerts if an indicator exceeded its authorized value 
delimited by thresholds. In addition, DataCare provided 
recommendations aiming to enhance the quality of care. 
DataCare has 52 rules designed by physicians based on 
their expertise and knowledge. Finally, the Visualization 
module displayed all the information on dashboards to 
ensure more accurate and efficient interpretations. DataCare 
was validated at a medical centre in Spain. Expected 
outcomes were obtained with interesting conclusions. 
 
From these diverse applications in the healthcare sector, 
one can deduce the potential that Big Data analysis can 
have on optimizing hospital operations, improving care, 
decreasing expenditure and readmission rates, saving lives, 
and improving quality of care [22, 17, 11].  
 
V.  Big Data Analytics 
Big Data Analytics is defined as mining of pertinent 
knowledge and valuable insights from large amounts of 
stored data [4]. The key objective of such analytics is to 
facilitate decision making for researchers, such as offering 
dashboards, graphics or operational reporting to monitor 
thresholds and KPIs. This involves using mathematical and 
statistical methods to understand data, simulate scenarios, 
validate hypotheses and make predictive forecasts for future 
incidents. Data Mining is a key concept in Big Data 
Analytics that consists in applying data science techniques 
to analyze and explore large datasets to ﬁnd meaningful and 
useful patterns in those data. It involves complex statistical 
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models and sophisticated algorithms, such as machine 
learning algorithms, mainly to perform four categories of 
analytics: Descriptive analytics, Predictive analytics, 
Prescriptive analytics and Discovery (Exploratory) 
analytics. Descriptive analytics turns collected data into 
meaningful information for interpreting, reporting, 
monitoring and visualization purposes via statistical 
graphical tools such as pie charts, graphs, bar charts, and 
dashboards. Predictive analytics is commonly defined as 
data extrapolation based on available data for ensuring 
better decision making. Prescriptive analytics is associated 
with Descriptive and Predictive analytics. Likewise, based 
on the present situation, it offers options on how to benefit 
from future opportunities or mitigate a future risk and 
details the implication of each decision option. Finally, 
Discovery (Exploratory) analytics illustrates unexpected 
relationships between parameters in Big Data [4]. The 
authors in [24] argue that currently, the output of predictive 
analytics can benefit from the potential of descriptive 
analytics through the use of dashboards and scorecard 
computations. 
 
Big Healthcare Data Analytics (BHDA) is defined as the 
use of statistical, cognitive, predictive, contextual, and 
quantitative models for efficient and fast decision making 
useful for planning, forecasting, resource management, etc. 
Big Data Analytics helps healthcare stakeholders, medical 
practitioners, hospital operators, pharmaceutical and 
clinical researchers, and healthcare insurers, to improve 
their findings by harnessing their internal and external Big 
Data [5, 11, 12, 40]. According to medical practitioners, the 
analysis of patient data, including patient medical history, 
physicians’ notes, laboratory results, and clinical trials data, 
assists them to track the progress of a proposed treatment 
plan and to interrupt the plan to make changes if necessary, 
and consequently unnecessary visits can be eliminated and 
readmission rates decreased. For hospital operators, Big 
Data Analytics helps them to allocate resources. For 
instance, the analysis of location awareness data contributes 
to optimize the use of expensive healthcare equipment and 
devices. In addition, pharmaceutical organizations take 
profit from analytic advantages in the elaboration of 
marketing strategies. In fact, by gathering and analyzing 
data such as sales history data, and drug recommendation 
for each patient and disease, they are able to assess their 
current market position, which is useful for the definition of 
strategic priorities. Furthermore, the analysis of patient 
demographic data, such as age and gender, and clinical 
data, such as disease and drugs history, the insurer is able to 
elaborate an appropriate health plan for each patient [30]. In 
conclusion, Big Data Analytics plays an important role in 
the enhancement of medical services and increases patient 
satisfaction. Consequently, it has the potential to improve 
care, save lives and lower costs. 
 
 
 
VI. Big Data: Challenges & Perspectives 
A. Big Data Challenges  
Big Data presents various opportunities in the medical, 
biomedical and healthcare sectors due to its ability to obtain 
valuable knowledge useful for improving healthcare 
organizations, reducing healthcare costs as well as reducing 
unnecessary visits and readmissions [11]. However, by 
handling datasets characterized by huge volumes generated 
at very high speeds and with large diversity, e.g. structured, 
semi structured, and unstructured data, many barriers and 
hurdles have to be overcome along the path to create value 
from data collection to data analysis. Diverse challenges, 
that can be categorized into five groups, must be overcome 
to be able to benefit from the advantages of Big Data: 
 
1) Data Collection 
Data reliability is among the criteria for data selection 
during the collection phase. It is crucial to select the data 
sources well, considering that they may contain noise, 
errors, as well as inconsistent or incomplete data. However, 
due to the enormous diversity of sources, it is becoming a 
challenge to treat it all and select the best. In addition, 
during data acquisition, it is necessary to integrate the 
external data of the organization to the internal data in order 
to obtain knowledge and updated information about the 
external environment and to make accurate prediction 
models. This aggregation is becoming more and more 
challenging [17].  
 
2) Data Processing 
Data processing aims to generate cleaned, consistent and 
secured data for efficient and accurate analysis. The first 
challenge is how to collect, process and store variable data 
from various types of devices with limited capacity and 
CPU. The second challenge is how to ensure accuracy and 
consitency in decision making when aggregating dissimilar 
data with multiple formats [17]. However, many Big Data 
processing tools perform poorly with computational 
uncertainties, unconsistencies and complexities. So, it is 
becoming a challenge to use convenient techniques and 
technologies that aim to minimize computational cost 
processing and complexities. Currently, many well-known 
organizations require real time data processing in which 
large amounts of data are promptly executed in real or near-
real time to allow fast decision making. Therefore, there is 
a need to adopt Big Data technologies with high scalability 
[32]. 
 
3) Data Storage 
The volume of data collected is increasing dramatically, 
especially due to the spread and use of new technological 
trends, such as social media, and remote sensing. In the 
recent past, developers and analysts were using hard drive 
disks to store data. Unfortunately, these devices are now not 
suitable for data storage . Therefore, the first challenge is 
the usage of apropriate storage mediums with higher 
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input/output speeds. The main goal is to ensure data 
availability and accessibility for further analysis [32]. 
 
4) Data Analysis 
For the extraction of relevant information from a pool of 
stored data generated from different sources, it is crucial to 
choose the analytical software and hardware well in order 
to produce more accurate and valuable outcomes. This 
requirement is becoming more and more challenging due to 
diversity of available technologies designed for data 
analysis. Besides, the variety of data can cause 
unprecedented challenges for analysts. Indeed, the existing 
tools are unable to respond in the required time when 
treating high dimensional data. The next challenge is 
related to how effectively multivariate data can be analyzed 
in order to obtain valuable knowledge as an output. 
Moreover, for an easy and pertinent interpretation and 
analysis, many researchers deal with the use of graphic 
vizualization tools capable of summarizing large amounts 
of data into significative and intuitive graphic or picture 
formats. Thus, researchers need to use tools with high 
scalability. However, most of the tools available present 
many functional limits in terms of scalability and timeliness 
responses. So, once again it is a challenge to design 
software or hardware that will lead to to parallel computing 
and visualization processes to ensure accurate analyses [2, 
32]. 
 
5) Data Security 
Clinical data are very sensitive data that must be made 
secure in order to protect data from hackers that are able to 
use data mining techniques to extract personnal data and 
make it public. Therefore, it is essential to implement 
security procedures such as authentification, authorization 
and encryption to enhance data security. The challenge here 
is to develop a multi-level security, privacy preserved data 
model for Big Data [32, 20, 35]. 
B. Big Data Challenges for Healthcare 
Currently, the healthcare sector is among the sectors that 
generate tremendous amount of data from multipe sources 
that can be quantitative, including laboratory test, genes 
arrays and sensor data, or qualitative, such as demographics 
and free texts [35]. According to [3], medical data is 
different from other data. In fact, it is very sensitive and 
hard to access. Unfortunately, data can be affected by the 
use of unmanaged data sources such as social networks. 
Also, any errors in measures or in codes can severly affect 
the reliability of an analysis. Therefore, data trustworthness, 
data quality and data consistency are yet another challenge 
for Big Data. Moreover, clinical data is continously being 
generated, hence, the use of real-time data streaming tools 
and technologies are gaining relevance [22].  
As previously stated, the majority of the population in the 
world use social networks to collect updated information as 
well as to obtain knowledge, to communicate and to carry 
out personal research. Therefore, a tremendous amount of 
data will be generated at high speed and in various formats. 
Thus, it is very interesting and challenging to exploit and 
integrate this data in order to improve healthcare outcomes. 
A possible challenge is to elaborate a medical decision 
system for forecasting the spreading of epidemics in 
different geographical locations by analysing social media 
data such as Facebook and Twitter. In order to carry this 
out, a robust predictive system that considers a set of 
attributes related to a type of epidemic, e.g. influenza, 
dengue fever or cholera, must be developed. The past 
values extracted from social media including comments, 
likes, and posts, will allow a predictive system to 
extrapolate these values into the future. The capabilities of 
Big Data technologies capabilities and the richness, 
massiveness and variety of social network data can be 
combined to provide relevant healthcare predictions. 
 
 
VII.  CONCLUSION 
This study aimed to emphasize the enormous implications 
of Big Data Techniques and Technologies on the 
performance and outcomes of Healthcare organizations. 
Section 1 presented this novel concept “Big Data” and its 
evolution over time as well as its Vs: Volume, Variety, 
Velocity, Veracity, Variability, Validity, Viscosity, 
Volatility, Visualization, Virility, and Valence. Then, 
Section 2, described the process of building value from big 
data. For each step, a list of available Big Data technologies 
was proposed and detailed. This section showed the 
potential of technologies in handling and analyzing huge 
amounts of data extracted from multiple sources and in 
different formats. Then, in Section 3, big data applications 
for healthcare found in the literature were classified into 
five groups: Healthcare monitoring, Healthcare Prediction, 
Recommendation systems, Healthcare Knowledge system 
and Healthcare Management System. Based on the 
reviewed cases, one can confirm the countless opportunities 
offered by Big Data and its analysis. 
 
The analytical capabilities of Big data techniques and 
technologies as well as the consistent knowledge and 
valuable insights that can be derived from stored Big Data 
are useful for making predictions, recommendations, 
medical diagnosis, resource allocations and personalized 
treatment plans. This ability may have a positive effect on 
the quality of healthcare and its outcomes. Here, Big Data 
Analytics was classified into four types: Descriptive 
Analytics, Prescriptive Analytics, Predictive Analytics and 
Discovery Analytics. Finally, based on the Big Data 
features identified, along with Big Data Chain Value, many 
of the challenges that must be tackled, were identified. 
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