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Abstract
Computational studies in kinetic transport are of great use in micro and nanotechnolo-
gies. In this work, we focus on Monte Carlo methods for phonon transport, intended
for studies in microscale heat transfer. After reviewing the theory of phonons, we
use scientific literature to write a Monte Carlo code solving the Boltzmann Transport
Equation for phonons. As a first improvement to the particle method presented, we
choose to use the Boltzmann Equation in terms of energy as a more convenient and
accurate formulation to develop such a code. Then, we use the concept of control
variates in order to introduce the notion of deviational particles. Noticing that a
thermalized system at equilibrium is inherently a solution of the Boltzmann Trans-
port Equation, we take advantage of this deterministic piece of information: we only
simulate the deviation from a nearby equilibrium, which removes a great part of the
statistical uncertainty. Doing so, the standard deviation of the result that we obtain
is proportional to the deviation from equilibrium. In other words, we are able to
simulate signals of arbitrarily low amplitude with no additional computational cost.
After exploring two other variants based on the idea of control variates, we validate
our code on a few theoretical results derived from the Boltzmann equation. Finally,
we present a few applications of the methods.
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Chapter 1
Introduction
1.1 Motivations
The topic explored in this thesis was brought about by motivations of two different
types. First, this subject is striking in the sense that although its scope is focused
on microscale heat transfer, it shares a fair amount of concepts with other fields [10]
and more particularly with the field of nanoscale gaseous transport. As such, it is by
itself a nice intellectual challenge to get a deep understanding of why "it is similar,
but at the same time so different". Drawing concepts from various domains such as
statistical mechanics or solid-state physics, involving ideas that were inherently devel-
opped for molecular transport, and furthermore relying on combinations of stochastic
and deterministic thinking (although clearly focused on stochastics), the pluridisci-
plinarity of the topic is definitely an appealing incentive. But most importantly, the
subject is intended to bring a contribution to a field of growing interest, as explained
thereafter.
Over the last decades, continuous shrinking of electronic devices, embodied by
the development of MEMS (Micro Electro Mechanical Systems) and NEMS (Nano
Electro Mechanical Systems), has attracted attention to nanoscale heat transfer. The
behavior of semiconductors is strongly correlated to their temperature and, as we
have been reaching smaller and smaller scales, thermal management problems have
progressively become a critical issue. This creates a need to better understand trans-
port phenomena at these scales, especially because the usual empirical law that is
used in most heat conduction problems, namely Fourier's Law, fails when transport
length scales approach, or become smaller than, the mean free path associated with
heat carriers. At typical (room) temperature, this phenomenon is observed at length
scales of the order of 1pm in silicon.
In crystals, heat is carried by lattice vibrations which propagate through a crys-
talline solid as waves. Particle-wave duality implies that these waves can be modeled
as particles [25], known as phonons, which collide with imperfections in the travel-
ing medium, with boundaries, and can also collide with each other. This scattering
process can be characterized using the concept of mean free path, usually denoted A,
quantifying the average distance traveled by phonons before being scattered. Fourier's
Law holds when the mean free path is very small compared to the length scale of the
system, L. In such cases, transport is diffusive because collisions dominate the overall
behavior. At the scale of the mean free path (about 100nm for Si at 300K), or in
other words when the Knudsen number Kn = A/L becomes higher than 0.1, phonons
scatter less often. Their behavior exhibits a mix of ballistic and diffusive features, and
the Fourier Law no longer holds. At this point, kinetic modeling is more appropriate
for understanding the resulting heat transfer phenomena.
In addition to semiconducting devices, materials constitute another field of practi-
cal interest involving microscale heat transfer. Thermoelectricity refers to the ability
of a material to convert heat flow into an electric potential. The efficiency of this
effect is typically proportional to electric conductivity and inversely proportional to
heat conductivity of the material. In other words, decreasing thermal conductivity
without hindering electric conduction increases this effect. Based on this observation,
nanostructured materials using the ballistic behavior of phonons in order to reduce
the thermal conductivity [24, 23, 18] have received considerable attention. In order
to accurately model such nanostructures, solving the Boltzmann transport equation
for phonons is necessary.
Let us close by noting that understanding transport at these scales holds the key
to many applications, especially when one includes electrons and phonons as carriers.
Quoting Pr. Edwin L. Thomas, head of MIT's Department of Materials Science and
Engineering in the online "MIT News" of March 22nd, 2010, so far phonons have
been "denigrated and ignored, but they could be the future star attraction if we can
train them to do tricks for us". Indeed, several nice other applications are now under
consideration in the scientific community dedicated to phonons: thermal rectifiers,
high performance insulating materials, "phonon lasers", etc.
1.2 Monte Carlo simulations of particles: an adapted
tool
Kinetic transport for phonons, as in dilute gases, can be simulated in terms of a Boltz-
mann Transport Equation; this equation is quite challenging to solve, especially in 3
spatial dimensions. Except in simple cases (we will discuss a few of them in Chapter
5), obtaining an analytical solution is not possible. In other words, we have to rely on
numerical schemes. Given the mixed ballistic-diffusive behavior of the carriers, and
given the complex spatial geometries one may be faced with, a Monte Carlo technique
inspired from Direct Simulation Monte Carlo (Bird, 1976) originally developped for
gaseous transport, is well suited to this task. This method is very appealing for a
number of reasons: first, by simulating the motion of particles, it remains very in-
tuitive; second, still thanks to the particle picture, handling boundaries is usually
quite straightforward, which avoids problems linked to complicated geometries (such
as the geometries that will appear in nanostructured thermoelectrics or in computer
chips); third, it requires no discretization of the wavenumber space which would make
calculations expensive and very intensive.
Peterson [35] was the first to apply this method to the problem of phonon trans-
port. In this pioneering work in which he presented such an algorithm, he relied on
the Debye theory to describe the phonon properties, and he used a constant scatter-
ing rate (for phonons, this scattering rate is actually frequency dependent). Despite
this, he obtained reasonable results of a transient ID problem with isothermal walls,
which he validated with a continuum model. This idea was then explored further by
Mazumder and Majumdar [31] who implemented a related Monte Carlo method, but
they introduced several improvements: in particular, they accounted for the disper-
sion relation and for the polarization of the phonons using data from Holland [20].
This allowed them to study phonon transport in a thin film, and to study the effect of
boundary scattering on transport. Later, Lacroix et al. also used this technique, and
were the first to mention, analyze and provide a solution to the complications arising
from the frequency dependent scattering rate. They used their method to compute
transient solution of 1D problems of isothermal walls for silicon and germanium, and
then to study the thermal conductivity of silicon nanowires [27]. Randrianalisoa and
Baillis [37] presented a similar Monte Carlo method as well, specifically designed for
steady state problems, and presented results for silicon thin films and nanowires. Jeng
et al. [24] and Huang et al. [23] improved the method further and accounted for inter-
faces in order to be able to treat the case of nanoparticle composites and in order to
calculate the thermal conductivity of such composites. Hao et al. [18] brought another
improvement by explaining how one could conveniently handle periodic nanoporous
structures by stating and implementing a periodic heat flux boundary condition, in
order to compute thermal conductivities.
The main limitation associated with the methods developed so far is inherent to
Monte Carlo methods in general: Monte Carlo simulations converge slowly. One needs
to use a large number of particles in order to get smooth, well-resolved, solutions,
which implies a substantial computational time, especially in 3 dimensions. This is
the problem we are trying to address in this thesis by adapting variance reduction
methods developed for gaseous transport.
1.3 Variance-reduced methods in gaseous trans-
port
The similarities between phonons at microscale and rarefied gases are numerous.
They are both described by nonlinear Boltzmann equations that account for a mix of
ballistic and diffusive behavior, and both are characterized, at thermal equilibrium,
by a distribution function derived from statistical mechanics (Bose-Einstein statistics
for the former, Maxwell-Boltzmann statistics for the latter). These similarities, which
are also responsible for the term "phonon hydrodynamics", make the use of Direct
Monte Carlo methods as relevant for phonons as it is for molecules.
Low variance methods have been developed over the past years in order to ad-
dress the noise issues associated with Direct Simulation Monte Carlo for gases. In
these works, variance reduction is usually achieved by considering a deviation from
equilibrium [3] and by computing stochastically this deviation only. As a result, these
simulation methods focus on "deviational particles" [15, 21, 22, 4]; more recently, the
idea of assigning weights to particles to simulate both equilibrium and non equilibrium
in a correlated manner has also been investigated [1].
The main purpose of the present thesis is to explore whether adapting these meth-
ods to phonon transport is feasible, and ultimately developing such methods. In the
following, after recalling the framework in which phonon theory lays, we present a
Monte Carlo algorithm simulating phonon transport based on previous work. We
subsequently develop (Chapter 4) a number of variance reduction methods for signifi-
cantly reducing the statistical uncertainty associated with these methods. We explore
both deviational and weight based methods. Our methods are validated in sections
5.1 and 5.2. The advantage of these methods are demonstrated in Chapter 6 where
they are applied to a number of problems of practical interest.
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Chapter 2
Modeling microscale heat transfer
by phonons
In this chapter, we describe the general method used in order to study microscale solid-
state heat transport. We will start by recalling how the combination of statistical
mechanics concepts and lattice dynamics analyses can lead to a particle description
of heat transfer phenomena, and how these can be described by a Boltzmann-type
equation.
2.1 Example of lattice dynamics: the diatomic monodi-
mensional model
2.1.1 Dispersion relation
Let us consider a very simple system constituted by a one-dimensional diatomic chain,
namely one in which two types of atoms (mass mi and M2 , respectively) occupy alter-
nate sites and in which each atom interacts with its two direct neighbors. In a sense,
this model represents a simple one-dimensional diatomic crystal. In what follows, we
will consider the interaction between two atoms to be harmonic; namely, the force
between two nearest neighboring atoms will be proportional to their distance. For the
purpose of this specific example, we will only consider the longitudinal displacements
of these atoms. Imposing periodic boundary conditions, we can then calculate the
different modes of vibration of this system. We label the unit cells (each unit cell
containing an atom of mass mi and an atom of mass m 2) from 1 to N.
Fiur 21Deiinoa I iaoi chin Th uiclsaeidxd12...jSpain bewe eahao i a/2.i
I I I I I i biI
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Figure 2-1: Depiction of a 1-D diatomic chain. The unit cells are indexed 1, 2 ... , j
.. N, 31, and U2,j denote the displacements of atoms of type 1 and 2, respectively.
Spacing between each atom is a/2.
The equations of motion for atoms of type 1 and 2 are given by
m1{1,j = -K
m 2 ii2 ,= -K
(2u, 3 - u 2 ,j - u2,j-1)
(2U2,j - Ui,j+1 - U1,j)
where u1,j and u2,j denote the displacement of the jth atom of type 1 and 2, respec-
tively.
Given these equations are linear, we will assume that each solution can be de-
scribed as a linear combination of spatially periodic eigenmodes respecting the fixed
boundary conditions. These eigenmodes are therefore the solutions that will interest
us in the first place. We look for a solution of the type:
u1,j = A exp[i(wt - kx)]
U2,j= B exp[i(wt - kx)]
(2.2)
where w is the radial frequency of the traveling wave, k is the wave number and x is
the position on the chain.
(2.1)
Upon substitution into equation 2.1 we obtain:
A(w 2 - 2Q2) + 2BQ2 cos(ka/2) = 0
B(w 2 - 2Q) + 2AQ2 cos(ka/2) = 0
where Q2 is defined as K/m. Solving the eigenvalue problem gives the relation
between frequency and wavenumber:
Qf + Qj + \/(Q1 + Q2 )2 - 4GQ!Q sin2 (ka/2) (2.4)
- = + Q8 -- \,(Q1 + Q2 )2 - 4Q21Qsin2 (ka/2)
As we can infer from these equations, there is no physical difference between
solutions with a wavenumber k and a wave number k + 27/a. As a consequence,
we can restrict our study to values between -r/a and ir/a. This defines the First
Brillouin Zone. We can represent the dispersion relations by only drawing them in
this zone (Figure 2-2).
-- optical mode
- acoustic mode
-a 0
Figure 2-2:
chain
Dispersion relations of the acoustic and optical modes of the diatomic
Let us recall that we are studying the periodic eigenmodes of the system. As such,
(2.3)
Wo+ =
the only admissible wavenumbers are those corresponding to the Fourier modes of an
L-periodic system. In other words, applying the periodic boundary conditions allows
to show that only specific "eigenwavenumbers" will be admissible:
kg = 2j (2.5)Na
Since k is supposed to lie between -r/a and 7r/a, the relevant values are:
kj - -, j = 0, t1, ±2,... ±N/2 (2.6)Na
We can see how this simple diatomic model reveals two main types of vibrational
modes: the acoustic vibrational mode and the optical mode. In order to have a
description of the difference between the two modes, we can have a closer look at the
optical mode at the center of the Brillouin zone. The corresponding wave number is
k = 0, and the radial frequency is Qot = V/2(Q + Q2). Solving for A and B in the
linear system gives A = -B, which means that u1,J = -U,: the two atoms of each
lattice site are moving in phase opposition (see Figure 2-3). By contrast, in acoustic
modes, the two atoms of a same lattice site will usually move in the same direction,
with just a small phase difference.
Acoustic mode Optical mode
1 2 1 2
One site of the
Bravais lattice
Figure 2-3: In acoustic modes, two atoms of a same site of the Bravais lattice vibrate
with a slight phase difference. In optical modes, they are almost in phase opposition
2.1.2 Phase velocity and group velocity
The actual solution of the above problem will be a linear combination of these different
modes. One way to think of phonons is to picture them as a linear combination of
modes with relatively close frequency. In other words, they can be considered as wave
packets. Let us use this idea to introduce the distinction between the wave velocity
and the group velocity. Let w be a given frequency in the admissible spectrum.
The expression u = A exp [i(wt - kx)] refers to a linear traveling wave. Its phase
propagates at the velocity w/k, a quantity that we consequently call the phase velocity.
Let us consider the superposition of two waves, of respective frequencies w - Aw/2
and w + Aw/2:
= A exp [i(wt - kx)] (exp [i(wAt - Akx)] + exp [i(wAt - Akx)])
2A exp [i(wt - kx)] cos(wAt - Akx))
(2.7)
(2.8)
Figure 2-4: Illustration of the group velocity: it is the velocity of the envelope of
the modulation, and equals the derivative of the radial frequency with respect to the
wave number
This picture introduces the notion of group velocity. But we can have an even
better sense of what a phonon looks like by superposing all the progressive waves
Vg Ak
ranging from w - Aw/2 to w + Aw/2. The calculation leads to the cardinal sine
Ti=AAwsinc t - ) Aw 1 (2.9)
shown in Figure 2-5.
Aw
47r V
AW
Figure 2-5: The integral sum of all the progressive waves with frequencies ranging
from w - Aw/2 to w + Aw/2 give a qualitative picture of what a phonon actually
looks like. This signal travels at group velocity V = dw/dk
This is a way to justify the particle picture of vibrations of a lattice. As long as
its spatial extension is much smaller than the crystal size, this wave packet can be
considered as a particle [10]. This wave packet is what we call the phonon. It is quite
noticeable that the smaller Aw, the wider the spatial extent of the cardinal sine. In
other words, a very accurate definition of the frequency leads to a greater uncertainty
regarding the position of the pseudo-particle, and vice-versa. This is a direct applica-
tion of the Heisenberg uncertainty principle and this showcases particularly well the
wave-particle duality.
2.2 Phonons in Statistical Mechanics
2.2.1 Occupation number, energy and temperature
So far we have not treated the case of transverse vibrations. Moreover, the 1D lattice
is very restrictive, and a statistical mechanics treatment is needed to be able to
describe the local equilibrium of phonons. What follows is inspired from Ref. [32].
Let us consider a monoatomic crystal of N atoms and let each atom occupy a
site of the lattice but undergo a displacement ui. Then, the overall potential of the
system is a function of these N displacement vectors. It can be Taylor expanded near
the equilibrium position:
aU 82U
U(ui, u 2 , ... , UN) = U(0,0, ... , 0) + u+ + ... (2.10)Bui B9ui(9uy
The first order terms disappear because we consider a deviation from an equi-
librium position. Also the equilibrium energy depends on the spacing of the lattice,
which by itself actually depends on the specific volume V/N (V being the volume
occupied by the system). Local curvatures, as well, are only functions of the spacing,
and therefore of the specific volume. Thus the potential expanded to this order rep-
resents a system of coupled harmonic oscillators. One can decouple it by introducing
a new system of coordinates, linear combinations of the displacements, and obtain a
system of uncoupled (i.e. independent) harmonic oscillators that can be solved either
with classical or with quantum mechanics. The diatomic one-dimensional model of
section 2.1 was actually doing precisely that, from a classical point of view.
The presence of N independent harmonic oscillators means that we have 3N de-
grees of freedom, from which we need to remove 6 degrees of freedom because of
the translation and the rotation of the system as a whole. This was showcased in
our ID diatomic example: taking o = 0 and k = 0 could yield a trivial solution in
which each atom could travel at the same constant velocity. However, since 3N >> 6
in problems of practical interest, we still consider 3N modes of oscillations indexed
by W, j = 1, ..., 3N. The oscillators being independent, we can write the partition
function of the system as:
(U(V/N) 3N
Q ( T) = exp ( kBT ) JqvibjN kBT j=1 (2.11)
where U(O, }) is the energy of the ground state of the whole system and qvibj is the
partition function of a single oscillator.
Quantum mechanics [32] states that the energy levels of a harmonic oscillator
vibrating at radial frequency wj are:
hw (nj + 1/2) (2.12)
where h = h/(2-r), h being the Planck Constant, and nj being a positive integer
(ny = 0, 1, 2, ...). The levels of energies are not degenerate (their degeneracy is 1).
Therefore, the partition function of each harmonic oscillator can be written as:
qvibj = exp - j (ni + 1)1
,= L kBT -2
exp (- )_
-exp (>
This expression is of great importance because it allows to get, as a function of
temperature, the average "state" in which each harmonic oscillator resides. Indeed,
for a given frequency wj corresponding to a particular oscillator j, the occupation
number can be expressed as:
Z00
onj exp [- (nj +j)
< n > (og =n 0 qib B
nj oexp [- i +nj )
OC=o exp - (nj + j
kT 2 8 In qvib,j exp
hwj 8T
1
< n > (w) = (
exp 
- 1
(2.13)
This expression is known as the Bose-Einstein distribution. This is the distribution
followed by bosons. From this distribution, we can calculate the energy of the system
at a certain temperature.
1w %(ni + )
+oo hwj (n + ' ) exp k
E u (0, - + -: B
N / O +00%exp [hw(njii+2)
n nj =0EI exp
(2.14)
Equation (2.13) allows to write it directly as:
E=Eo + hw
j exp )-1
(2.15)
It is more convenient to express this sum over the oscillators into a sum over the
characteristic frequencies. Furthermore, under the assumption that the oscillators
are very numerous (which is the case), we want to express it as an integral over the
frequencies. We have to bear in mind that several independent oscillators can have
the same frequency. Let us name Nj the number of oscillators with the same given
frequency; then
E= + ~exp
E = Eo + dwdV (2.16)
v w exp -)
where D(w)dw is the number of oscillators, per unit volume, with a frequency between
w and w + dw. The density of states D(W) can also be written as a function of the
wave number k. The link between the two expressions is simply given by D(w)dw =
D(k)dk.
We can also derive an expression for the heat capacity per unit volume:
de (hw/kBT) 2D(w) exp (L)
C, kB dW (2.17)
~dT I [exp (%)-12dTB
where e = E/V is the energy per unit volume.
This discussion highlights the importance of a reliable description of the density of
states of real media. Accurate calculations are possible, but before discussing those,
let us introduce two approximations made respectively by Einstein and Debye, which
lead to reasonably good agreement between theory and experiment.
2.2.2 The Einstein Model
Einstein proposed the assumption that each independent oscillator was vibrating with
the same frequency WE. This is far from being unreasonable: when we derived the
dispersion relation for the diatomic chain, we could see that the branch of optical
phonons behaves in a manner that is close to this situation. Mathematically, this
is tantamount to expressing the density of states as a delta function, weighted by a
strength equalling the number of oscillators per unit volume (3N/V), i.e. D(w) =
3N6(w - wE)/V. It implies the following energy per unit volume:
3NkB xp E B1111E
e(T) 3NkB (hwEkB ep T (2.18)V exp (WE) -1I
leading to a heat capacity expression
3NB(hWE/kBT) 2 exp (a,)Q )-3NkB E B 2 kTC(T) = 2________
3NkB (eE/T)2 exp TC(T) = ep ] (2.19)
V [exp( -] 2
where OE = hWEjkB is the Einstein Temperature. As T - oc, C(T) tends to
3NkB/V, as stated by the law of Dulong and Petit [321.
At low temperatures, this theory predicts that heat capacity reaches 0 according:
_3NkB (8E )2C(T) ~NkB - exp(-eE/T) (2.20)
Experimental data on the other hand show that C(T) approaches zero as C cX T3 .
Still, it is quite remarkable how this very simple model yields such a good fit with
experimental data. Debye later developed another model that better accounts for the
behavior at low temperatures.
2.2.3 The Debye Model
The Debye model amounts to assuming that the frequency of a phonon and its
wavenumber are proportional, up to a certain cutoff frequency (named the Debye
Cutoff Frequency WD). In other words, it states that:
w(k) = ck, for k < kD = wD/C, for all polarizations (2.21)
We can notice that this means that the group velocity and the phase velocity are
identical in this model.
To make this assumption useful, we need to find the relationship between the
density of states, the group velocity and the phase velocity (and other parameters
defining the crystal of interest). Let us do it in a general way: this will allow us to
treat the case of the Debye Crystal now, but more importantly we will get a relation
that we will be able to use later in our computations, for more complicated dispersion
relations.
To derive the density of states, we can reason the following way. We know that
the normal modes of a ID chain have to respect periodic conditions, which requires
that
uoei[k(x+L)-wt] - uoei[kx-wt] (2.22)
This restricts the wavenumber to discrete values, as we already saw. But this can
also be written for the y-direction and the z-direction. Therefore, if we assume a
cubic geometry, then the square norm of the wave vector can be written as
k- + kL + k (k2  L (n + n + n 2), nz, nz) E-Z (2.23)
In order to describe the density of states, we need to be able to count the number
of triplets (n, nY, nz) that give a wavenumber between k and k+dk. Given the large
number of states involved, this can again be done using the continuum representation
(see figure 2-6). Let us count the number of states that have a wavenumber smaller
than k by counting the number of "boxes" of volumes (2wr/L) 3 that we can fit inside
a sphere of radius k.
In a sphere of radius k, we have <b(k) states given by
<D(k) = 4w 3/ (2.24)(27r/L)3
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Figure 2-6: The number of available states associated with a wave vector lower than k
can be counted by assessing how many cubes of volume (27r/L) 3 can fit in the sphere
of radius k.
Then
D(k)dk = (<(k + dk) -<b(k))/V
D(k)dk = dk27r2
D(k) 27r 2  (2.25)
In terms of frequencies, it becomes:
D(w)dw = D(k)dk
D(k)
V
D(w) =k(W) (2.26)
Let us recall that there are several modes of polarization, namely, one longitudinal
and two transverse, with distinct dispersion relations and therefore distinct group
velocities. We will generally label the polarization by the parameter p. In this more
general case, (2.26) becomes
D(w) D(w, p)
P
D(w) k(, p)2 (2.27)
P27r V(w, p)
In the Debye model, (2.27) becomes
3w 2
D(w) = (2.28)27r2cs
Using the fact that, with N atoms, the total number of normal modes is 3N, we
can write the following expression for the Debye cutoff frequency
TD 3w2c dw = 3N/VC0=o 27r23
which can be solved for I
6N72) 3
WD = c (2.29)
We can now substitute D(w)do by its expression in (2.17). We can, just as in the
Einstein model, define a Debye temperature by ED = WD/kB to write
9NkB T T X 4 expW x (2.30)
V (8D 0 (eXp(X) - 1)2
One can now easily check that the law of Dulong and Petit is verified at high
temperatures, and that C is proportional to T3 as T tends to 0.
2.2.4 Band structure
In more general crystals, phonon description is more complex than in the Einstein
or the Debye models. The dispersion relation linking the wave vector k to the radial
frequency w can be represented by a band diagram in the reciprocal lattice. The
band diagram usually features several branches corresponding to the different modes
(Acoustic or Optical) and polarizations (Longitudinal or Transverse), as shown in
Figure 2-7. Notice that the Debye model is a good approximation for the acoustic
bands, and that the Einstein model is a good approximation for the optical bands.
2.3 The Boltzmann Transport Equation
2.3.1 The Boltzmann Equation for particles
Let us consider a general system composed of a large number of particles evolving
in a given volume. Particles can collide with each other, be absorbed or be created.
Each particle is described by six degrees of freedom (three for the position, three for
the velocity). These degrees of freedom obey precise rules of evolution: typically, a
free flight of the particle will lead to a change of position, while a collision will modify
the velocity according to given rules (we could for example, in the case of atoms in a
gas, impose conservation of mass, energy and momentum). Obviously, for atoms with
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Figure 2-7: Dispersion relations in [100] (left) and [111] (right) directions, in Germa-
nium (data from [5])
a high number of particles (typically on the order of Avogadro's number), describing
each particle by integrating their equation of motion is not feasible.
Usually, this is overcome by treating the problems in the continuum limit. Typ-
ically, gaseous flows are treated using the Navier-Stokes equations. Heat transfer
problems are treated using Fourier's Law. Electrical conduction problems are treated
using Ohm's Law. But these are only valid when the systems of study are big enough.
So, what do we mean by "big enough"? In the examples given above, transport
phenomena are the result of the motion of weakly interacting particles. These particles
undergo a succession of free flights separated by collision events. New particles can
also be emitted in the system or disappear. Let the average distance a particle travels
between two collisions be denoted by the "mean free path" A. If L is the characteristic
length of the system, we can define what we call the Knudsen number by the ratio
between A and L
Kn = - (2.31)L
"Big enough" is therefore the situation in which the system is much bigger than
the mean free path. In such a case, particles experience many collisions while traveling
through the characteristic length L; this justifies that we use the laws of diffusion-
based transport to treat it. This typically corresponds to the case Kn < 0.1.
If Kn > 0.1, ballistic effects become important and a kinetic description is re-
quired. The primary unknown in this case is a function f(t, x, c) that depends on
the time, but also on six other parameters (in three spatial dimensions) that are the
three position coordinates X and the three velocity coordinates c. In other words,
f (t, x, c) is defined over a phase space, which is the cartesian product of the position
space and the velocity space. Specifically, f defines the density of particles in this six
dimensional space: in a control volume of size dx in the position space and dc in the
velocity space, the number of particles in dxdc is fdxdc.
Let us derive the Boltzmann Equation by introducing a ball B, of radius C and
center xO in the position space, and a ball B', of radius c' and center co in the velocity
space. Let c and c' be small enough, such that the density in the cartesian product
B x B' can be considered constant, but large enough so that the density of particles
can be defined. Then, the Boltzmann transport equation is a conservation law in the
phase space. Let us define the following nomenclature:
Then
AN = N+ - N_ + Nc - NA (2.32)
Let us focus first on AN. It can be simply expressed as a function of f as follows:
AN = j j [f (t2 , xO, cO) - f (ti, xo, co)] dxdc (2.33)
B'B afdxdcAt (2.34)
Variation of particle number in B x B' during At AN
Number of particles entering B x B' during At N+
Number of particles leaving B x B' during At N_
Number of particles created in B x B' during At N0
Number of particles absorbed in B x B' during At NA
Before going on with N+ and N_, let us examine how a particle can enter B x B'.
The first possibility is that at t = ti, its velocity is already close enough to co
(|c - coll < e'). Then, the particle undergoes a free flight between ti and t2 which
does not change its velocity but which does change its position vector and brings it
in the ball B. In other words, the net difference between what enters in and what
leaves the volume B x B' through the advection process between two times ti and t2
can be written as:
N+,adv - N-,adv = - Jt2 j f (t, x, c)c -ndSdcdxdt (2.35)
where, by convention, n. is directed towards the exterior of B. The integral can be
transformed thanks to Green's Formula:
N+,adv - N-,adv J J L C Vf(t, x, c)dSdcdxdt (2.36)
The other way existing particles can enter B x B' is by collision: during a collision,
position is not changed but the velocity is changed, and the particle can cross BB'.
This process is more complicated to express. It will usually depend on the model and
this is the reason why we will usually rather write it as:
dfN+,coli - N_,con = (2.37)dt coll
Finally:
N+ - N_ = - c Vf(t, x,c)dSdcdxdt + df (2.38)
t1 B' B1 CtCOll
Source and absorption terms depend, as well, on the system of study and its
underlying physical model. They are very common in problems of neutron transport.
They are not very common in gaseous transport. Still, in phonon problems, we will
mainly focus on a model (the Bhatnaghar-Gross-Krook, or BGK model) process that
can be either presented as a collision process or as an absorption-creation process,
both points of view being equivalent in this model. Concerning absorption, we usually
state that the number of absorbed particles in B x B' (i.e. close to a certain position
and a certain velocity) is proportional to the density of particles in this volume. This
is intuitive because we expect each particle sharing the exact same characteristics to
be absorbed with the same probability. This can be written in the form
NA j o-(x, c)f (t, x, c)dcdxdt (2.39)
where o-(x, c) is the rate at which particles with position x and velocity c get absorbed.
The creation term can be of various kinds. It can or cannot depend on f, depend-
ing on the system of study. Just for the purpose of this introduction to the Boltzmann
equation, let us write it in the following form:
NC = j f L(f, t, x, c)dcdxdt (2.40)
t1 B B'
where L is a general term expressing the creation rate.
Finally, putting everything together and noticing that the integral relation can be
written for any B and B', we conclude that
+ c - Vf = L(f, t, x, c) - o-(x, c)f (t, x, c) (2.41)at
2.3.2 Boltzmann Transport Equation for phonons and relax-
ation time approximation
For phonons, instead of describing the distribution in terms of the coordinates x
and c, we use x, k. This is done because a given group velocity can correspond
to several different wave numbers and, consequently, may lead to different energies,
in contrast to gaseous flows were the energy of a particle is directly linked to its
velocity. More precisely, this is consistent with the fact that a phonon is entirely
defined by its wavenumber, polarization (longitudinal or transverse) and mode (for
example acoustic or optical). This is typically the case for the Debye model where we
only have one possible velocity for the whole range of wave numbers. Alternatively,
we can use the three following degrees of freedom: the radial frequency and the two
angles representing the direction of the wavevector (azimuthal angle # and polar angle
0). We will sometimes represent the sphere spanned by (0,#) as a solid angle Q.
Note: strictly speaking, we also have to specify the polarization p as another
parameter of the phase space.
In the following, we will often express f with w as a parameter. This will implicitly
refer to w(k,p).
The most complex term of the Boltzmann equation is the right hand side. For
phonons, the right hand side is a nonlinear collision integral. This term has to account
for the different scattering processes, which in the case of phonons, are rather diverse.
Let us make a list of them.
The different modes of scattering
* Impurity and imperfection scattering
Phonons scatter when they interact with each other or when they interact with
their medium of propagation. For the latter, this typically corresponds to col-
lisions with impurities and/or lattice imperfections. This kind of interaction
results in resistance to heat transport.
* Inelastic scattering
This type of scattering is directly linked to the interaction between different
phonons. When a phonon travels through a lattice, it moves the atoms and
therefore modifies the local strain [29]. If its path crosses the path of another
phonon, then the latter enters a medium in which local properties are changed
and both are therefore scattered. Because the phonon modifies its own environ-
ment, it can also scatter by itself. We call these phenomena "inelastic scatter-
ing" because they are caused by the anharmonic nature of interatomic potential
energy [29, 10]. We distinguish between two types of inelastic scattering. The
normal process and the umklapp process.
Inelastic scattering usually involves three phonons: two phonons colliding and
one phonon resulting from the merging of the two or vice-versa (one phonon
splitting in two). These processes must conserve energy and momentum. The
first one can be expressed as:
hw1 + hw2 = hw3  (2.42)
For the latter, we recall that a given frequency does not yield a uniquely defined
wave vector: instead, the wave vector is defined modulo a reciprocal lattice
vector. Hence the relation:
ki + k2 = k3+ G (2.43)
where G is a reciprocal lattice vector.
The normal process corresponds to the case where G = 0. This case does not
contribute to the heat resistance, in contrast to the umklapp process (G $
0) where the additionnal reciprocal lattice vector changes the net direction of
propagation of the energy and results in resistance to heat flow.
* Boundary scattering
This refers to scattering by grain boundaries in polycrystals.
Providing an exact expression for the collision integral of phonon scattering is very
challenging. Instead, we use an approximation called the relaxation time approxima-
tion (also referred to as Bhatnaghar-Gross-Krook (BGK) model in the rarefied gas
dynamics literature).
The relaxation time approximation
The relaxation time approximation is based on the assumption that the scattered
particles are thermalized, meaning that they all follow the distribution corresponding
to the local equilibrium given by the Bose-Einstein statistics. The collision term is
usually written in the form:
df floc - f (.4df 2.44)
dt coll T
This approximation states that the effect of phonon scattering can be described
using an absorption term and a creation term. This basically means that phonons
are "consumed" at a rate - 1 and that, at the same rate T 1 , new phonons appear
to replace them. The new phonon properties (including direction) are independent of
the properties of the deleted phonons, except the fact that the creation distribution
is defined such that energy is conserved.
Under the gray approximation, T is taken to be a constant [23, 35]. However, -
actually features a strong dependence on the frequency, on the polarization and on
the temperature. It is actually important to account for this fact, especially when
the geometrical domain of the system is complicated (which is typically the case in
nanostructured materials): indeed, the mean free path for different frequencies will
be very different and will lead to different kinds of behavior for the carriers in a same
system. Low-frequency phonons are likely to travel fast and be rarely scattered, and
will therefore be strongly influenced by the geometry. Inversely, high frequencies will
travel slower and will be scattered more often.
The function T(w, p, T) also accounts for the fact that several types of scatter-
ing occur. Phonons could undergo imperfection scattering, boundary scattering and
inelastic scattering with normal or umklapp processes. All these processes can be as-
sociated with a different scattering rate. They are linked with the overall scattering
rate by the Mathiessen rule:
1 1 ± 1 + 1 1 (.5I- = + + + (2.45)
T Timp Tboundary Tumklapp Tnormal
Last, we need to define the function flc introduced in expression (2.44). It repre-
sents a local equilibrium (i.e. it is a Bose-Einstein distribution) and it has to account
for energy conservation. Hence, flc can be written:
floc = (2.46)
exp (i) 
- 1
where T is a pseudo-temperature defined such that
is hwD(w, p) 1 dw TII hwD(wp)fd (2.47)
,(T, WIp) exp (x) -1 p T(T,Wp)
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Chapter 3
Monte Carlo Simulation of phonon
transport
The objective of this chapter is to introduce and explain the Monte Carlo method
that has been usually employed over the past fifteen years to model phonon transport
for solid-state heat transfer applications at small scales. After being first introduced
by Peterson in [35], the stochastic particle method that we are going to present has
successively been employed and improved over the last decade by Mazumder et al.
[31], Lacroix et al. [26, 27], Hao et al. [18], Jeng et al. [24], Randrianalisoa et al. [37]
and Huang et al. [23].
3.1 Theoretical basis - Principle
The simulation methods referenced above and described here are based on a method
known as "Direct Simulation Monte Carlo" (DSMC), extensively developed for simu-
lating rarefied gases (gases at high Knudsen number), for typical use in MEMS/NEMS
or for hypersonic flows in the low density layers of the upper atmosphere. The key
idea behind these methods is to simulate directly groups of particles that compose the
gas and to update their distribution according to stochastic rules corresponding to
the physical processes occuring in the gas. Below we describe how such an algorithm
can be constructed for a "phonon gas".
Phonons in a given system, even for a very small system, are very numerous at
usual temperatures. Their number, for a certain volume V, is given by:
NP- E, D(w, p) dwdV (3.1)N V = dudV kB31
v XO ep( ) - 1
We can obtain a rough estimate of this number as follows. Let us take a cube of
side 100nm and assume group and phase velocities of 1000 m/s and a temperature
of 300K. Let us also take a cubic atomic structure and use the Debye model to get
the density of states and the maximum frequency, using equation (2.29). With an
interatomic spacing of 2.5 A, we get WD ~ 1.5. 101 3rad.s-1. A rough estimation of
terms in (3.1) leads to an order of magnitude of 10" phonons. It is clearly impossible
to simulate such a tremendous amount of phonons. Instead, we use the concept of
"bundles of phonons". The idea is to assume that phonons are so numerous that
a lot of them will share very close characteristics (positions and wave vectors) and
that we can study them as a group represented by a single particle. This single
"computational particle" will obey the same rules as any actual particle, but when
computing thermodynamic variables, we will have to account for the effective number
of phonons it actually represents.
This picture of "phonon bundles" is justifiable from a mathematical point of view.
It actually amounts to approximating the density of phonons f as a sum of Dirac delta
functions (the bundles), multiplied by a factor Neff (the effective number of phonons
represented by each bundle). If we choose to approximate f with N phonon bundles,
this can be written as:
N
f (t, x, k) ~ f Nef f 6 (x - xi(t))6(k - ki(t)) (3.2)
i=1
with:
f. fk f dkdxNef f - (3.3)
In this approximation, thermodynamic quantities such as the energy will be computed
in a volume using
E = jj hw t, x, w, 0, <)dwdQdV
N
E = Neff hwi
k
(3.4)
*Neff
x
Figure 3-1: Neff particles that are close enough in the phase space are represented
and simulated as a single computational particle
In the following section, we will describe how to implement this idea in practice
in order to compute solutions of the Boltzmann equation.
3.2 Method and implementation
In phonon transport problems, the fields of interest for both transient or steady state
problems, are the temperature and the heat flux. For illustration purposes, we will
first focus on a particular problem (and boundary conditions), before introducing a
more realistic boundary condition that is of interest to us.
Consider a slab of a certain material (ideally, a semi-conducting material, in which
the main heat carriers are phonons) of a given thickness h, such that Kn = A/h > 0.1;
the slab is infinite in the other two directions. In the finite dimension, the slab is
bounded by two walls at temperatures TL (left) and TR (right), respectively, as shown
in Figure 3-2.
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Figure 3-2: Example of idealized problem of phonon transport: an infinite, thin slab
of crystalline material enclosed between two isothermal walls. The walls are modeled
as black bodies.
3.2.1 Initialization of a population of particles
Given the initial temperature, To, initialization amounts to filling the computational
domain with computational particles in order to account for this initial temperature.
To do so, we need to know the right number of particles, and more importantly, we
must assign them their properties according to the correct distribution. Regarding the
number of particles, we already know that the total number of phonons in a volume
V is given by (3.1). Provided we know the dispersion relation W(k) (or, equivalently,
k(w)) for the different polarizations, we can compute the integral numerically in order
to get the number of phonons physically present. From the number N of computa-
tional particles we want to simulate (based on a balance between computational cost,
numerical and statistical error), and from the theoretical number N, of phonons in
the system (given by formula (3.1), we calculate Nefg = N,/N. Let us mention that,
in this problem where we have two directions of translational invariance, what we cal-
culate is not exactly the number of phonons because these two directions are infinite.
What we calculate instead is a "number of phonons per unit area". The following is
a list of properties we need to assign to each phonon we initialize:
" Position. Here, the only relevant coordinate is the x-axis. The system being
invariant by the y-axis and the z-axis, there is no need to specify these coordi-
nates.
* Frequency. We could equivalently use the wavenumber. However, as the energy
of each bundle is proportional to the frequency, it is much more convenient to
use this parameter.
* Polarization. For a given frequency, at equilibrium at a certain temperature, a
certain proportion of particles will be longitudinal and the rest will be trans-
verse. Although the two types bear the same energy, we have to make a dis-
tinction between them because they do not travel with the same velocity and
scatter at a different rate.
" Velocity. In this problem the y and the z components are not required. However,
when we assign these parameters, we will first compute the norm of the group
velocity, and then assign the velocity components using the azimutal and the
polar angles.
" Mode (acoustic or optical). For the needs of this thesis we will only focus on
acoustic phonons. They are usually the dominant carriers.
In the case of a uniform initial temperature, assigning particle positions is straight-
forward because phonons are uniformly distributed between x = 0 and x = h. As-
signing the frequency is more challenging. We know that frequencies must follow the
following distribution:
Pe) =) (3.5)Np ex 
_B
where 1/N, is a factor such that the distribution is normalized, i.e. fW"'jn <b(w)dw=1.
In order to draw frequencies from this distribution, one can draw a random number
R between 0 and 1 and calculate the frequency C from the relation:
R = <b(w)dw = F(Co) (3.6)
or
CD = F-1(R) (3.7)
The main challenge associated with this process is that T- 1 cannot in general be
found analytically. We need to find C by an approximate method. For this purpose,
we divide the range of frequencies into N* frequency bins ([31] and [26]). We then
define the frequencies at the center of each subinterval by:
W ax ( - 1 i < N* (3.8)
We use these points to define a discrete version of the cumulative distribution
SZD(wi, p)
F(n) = e (u) p) Aw (3.9)
exp 
- 1O
which we use to compute the number of phonons in the volume V. F(N*) is the density
of phonons in space, hence N, = VF(N*). We therefore calculate Neff = Nv/N.
Then, to assign a frequency to a phonon, we draw a random number R, and find n
satisfying:
F(n - 1) F(n)
< R < (3.10)F(N*) F(N*)
where n is then the index of the spectral bin we are looking for. Mazumder and
Lacroix [31, 26] then explained that they subsequently choose the phonon frequency
randomly between w, - Aw/2 and Wn + Aw/2. But sometimes, later on, we will have
to compute parameters that depend on w (typically, among others, the energy). In
order to avoid inconsistencies, we will take w = w,. We will come back to this point
later, in section 3.2.3.
Once we have the frequency, we have to decide on the polarization of a given
particle. We know that the proportion of longitudinal phonons at a given frequency
is expressed by:
P(w, LA) D(wLA) (3.11)
D(w, LA) + D(w, TA)
We use LA and TA as a notation for "Longitudinal Acoustic" and "Transverse Acous-
tic". Deciding between LA and TA is straightforward using the above expression.
These two characteristics determine the group velocity magnitude V ( , p) through
the dispersion relation. The group velocity vector is completely defined after speci-
fying the direction of propagation which, in equilibrium, is uniformly distributed in
the solid angle Q = 47. The number of phonons in the solid angle dQ must therefore
be proportional to dQ/47r. In terms of azimuthal and polar angles, this becomes:
sin(O)dOd# = -d[cos(O)]d#.
To implement this, we choose two random numbers R E [0, 1] and # E [0, 27r], and
assign:
V =K V(w, p) cos(0)
= V,(w, p)R
V = VI(w, p) sin(0) cos(#)
V(w, p)1- R2 cos(#)
V- = Vg (W, p) sin(0) sin(#)
= V(w, p) 1- R2 sin(#)
After initialization, the algorithm proceeds with the time evolution until the desired
integration time is reached. Algorithmically, provided we choose a timestep At small
enough, the advection and scattering processes can be handled separately. The time
evolution is therefore achieved by performing timesteps during which an advection
substep and a scattering substep are performed. These are described below.
3.2.2 Advection substep
During the advection step we integrate the left-hand side of the BTE
V+Vg-Vf =0 (3.12)Ot
Intuitively, the advection step amounts to moving each phonon by a vector VgAt
(free flight). We can easily verify it by considering the solution of (3.12) after time
At, f6 = 6(x - xo - VgAt).
Before processing the scattering, we need to know the temperature as a function
of the position because the scattering term of the Boltzmann Transport Equation is
temperature dependent. This is what the next step is intended for.
3.2.3 Sampling step
Since the temperature will in general vary as a function of space, sampling it requires
some form of space discretization. This is achieved by dividing the space into N
spatial bins (or cells) large enough to contain enough particles in each bin for an
accurate estimate. The shape of the cells will usually depend on the problem. In the
problem considered here, as represented in Figure 3-2, the cells are segments of equal
length.
In each cell, we start by computing the energy contained: each computational
phonon in cell j contributes to the total energy of the cell by Neff hW. Dividing the
result by the volume of the cell (in the case of our example, by its length), we obtain
an energy density. The temperature T is defined by an implicit relation which relates
T to the energy density through an equilibrium distribution
ej = x p k ) ZD(w, p)dw (3.13)
oW exp w - 1 ,
Unfortunately, (3.13) is not analytically invertible. As the energy is an increasing
function of the temperature, we can for example solve for T by dichotomy, namely
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by looking for the value of T such that
Nb NhwD(w, p
ej = Aw (3.14)
i=1 p ep kbT)
This process is the reason why it is preferable to use discrete values when initializing
the frequencies. A continuous spectrum would be slightly inconsistent with the dis-
cretization of this integral, although this is not completely critical. For computational
efficiency, we can store the dependence of energy density and temperature in a table
prior to starting the simulation.
This is the most commonly used method to compute the temperature found in
the literature. We will discuss slight variations of the same idea in section 3.3.
In the last chapter, we have also introduced the "pseudo-temperature" which
appears when the scattering rate depends both on the temperature and the frequency.
To calculate Tj, we first sample the pseudo-energy: each phonon contributes to the
energy by an amount Neff hw/T(T, w,p). Then, we find the pseudo-temperature Ty
from the relation
j hw ) D (w, p) dw (3.15)
Sexp - 1 T (Ti W, A
Note that in this equation, both Tj and Ty appear. Looking up in a table is more
complicated, since we would need to store a two-dimensional table (one of the entries
being the temperature, the other one being the pseudo-temperature). One possibility
is to consider that, if the temperature is not too low (see Figure 3-3), the function
giving ey (T) is close to linear (and therefore a linear interpolation between two chosen
ends can be performed).
3.2.4 Scattering substep
During the scattering substep, we integrate the right hand side of the Boltzmann
equation:
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Figure 3-3: Pseudo-energy against pseudo-temperature for different scattering tem-
peratures. Above 200K, we can use a linear approximation
df Pfoc 
- f
dt coll -T(T,w,p)
where floc is the local equilibrium distribution which depends on the pseudo-temperature.
If fo is the particle distribution at the start of the time step, then equation (3.16)
can be integrated for a timestep At to yield
f - fo = (floc(TW, p) - fo) [I - exp -- (T, ) (3.17)
In words, each phonon has a probability of 1 - exp (At/r) to be scattered. This is
implemented as follows:
e For each cell, we span the different computational particles, and for each of them
we calculate the scattering probability 1 - exp (At/T). By comparing it to a
random number between 0 and 1, we decide whether the particle is scattered
or not. This yields a pool of phonons that are going to be scattered during this
timestep (in the current cell).
" If the particle is scattered, we process the scattering event by redrawing all
its parameters, except its position, from the post-scattering distribution. If the
scattering rate is frequency dependent, we cannot reassign the frequency accord-
ing to the local equilibrium distribution [26, 18]: this would not be consistent
with equations (3.16) and (3.17). The new frequencies must instead follow the
distribution
(w) (w,p) 1 (3.18)
r(Tj,W,p) exp - 1
Similarly to the initialization step, we define the discretized version of the cu-
mulative distribution
F(n) = D(w, p) AW (3.19)
j=1 Lexp (j - 1 (T, w, p)
and we use it to draw the updated particle frequencies.
" We finally ensure energy conservation. The scattering process for phonons does
not necessarily conserve the number of phonons. However, it has to ensure
the energy conservation. This is implemented by adding or deleting phonons
in the cell until the energy approaches (in practice, within a range of hwmax)
the energy before the beginning of the scattering step. In order to respect
the scattering term of the Boltzmann Equation (3.16), added phonons must be
generated from the distribution flc/7r, while deleted phonons must be drawn
from the distribution f/T, i.e. they must be deleted from the pool of phonons
that have been scattered during this time step and in this cell.
3.2.5 Boundary treatment: isothermal walls
Isothermal boundaries are modeled by analogy to a black body: any phonon colliding
with a boundary is absorbed; at the same time, phonons following the equilibrium
distribution corresponding to the wall temperature are emitted. Referring again to
Figure 3-2, we can visualize the wall at a temperature Twaii as a surface with, on one
side, a reservoir of phonons strictly at equilibrium with temperature Twaii and, on
the other side, the system of interest. Phonons can freely cross this boundary. This
boundary condition can be written in the following way:
f (X = 0, k, P) = fj ["o(k, p)] , kx > 0 (3.20)
where by convention
1fT (w) = (3.21)
exp kBT 
-
Computationally, we treat boundary collisions during the advection step. All the
particles which, after advection, have crossed the boundaries, are removed from the
simulation. This simulates the absorption. Emission can be treated in one of two
ways:
" The first possibility is to create a reservoir behind the wall and, at each timestep,
to reset an equilibrium distribution of phonons in this reservoir before processing
the advection step. Then, advecting the particles will drive some of the particles
of the reservoir to cross the boundary and to enter the system.
" The second possibility is to determine how many particles from the heat reser-
voir are expected to cross into the system during At. This is given by:
/a 2O m D(w,p)V (w,p)e
Nwau = cos 0 sin Od 7 L d# 4 Df(wj (w dw At
0=0 #=0 JW=0 P 47
(3.22)
1 fmax
Nwai = D(w, p)V(w, p)fft (w)dwAt (3.23)
4 =0
The frequencies of these phonons are therefore chosen the same way as they
are in the initialization step, except that the cumulative distribution we use (as
presented in equation (3.9)) must correspond to the wall temperature. Con-
cerning the velocity coordinates, we have to notice that the integral (3.22) indi-
cates a different distribution in terms of polar angles: writing -2 cos 0 sin OdO =
d(cos2 0), we can just draw a random number R between 0 and 1, and write that
R = cos2 0 in order to choose the velocity in the x direction as V = RVg(w, p).
3.2.6 Summary of the algorithm
The algorithm flow is depicted in Figure 3-4. By nature, the temperature measured
at a single time step is likely to be noisy. In order to get smoother solutions, one
often has to average the measured temperature over several time steps. For transient
problems, averaging can be done over many independent statistical ensembles. For
steady state problems, one will usually wait long enough that steady state is reached
and then average data obtained subsequently. The decision to stop the simulation is
then guided by the desired level of statistical uncertainty.
Initialization.
Draw phonons at the
distribution corresponding to
the initial condition
Emit phonons at the Ensure energy cert y ofthevation bboundaries adding phonons or deleting
scattered phonons
Select phonons with theMove phnons by VAt correct probability and reset
their properties.
Compute temperature and
pseudo-temperature in each
spatial bin
Figure 3-4: The algorithm applies to both transient and steady state problems. For
steady state problems, the simulation stops when the uncertainty of the results is
acceptable
3.2.7 Periodic boundaries
Recent interest in periodic nanostructures, which offer the possibility of significantly
reducing the thermal conductivity k without hindering the electric conductivity a
(hence increasing the figure of merit ZT = uS 2/k, where S is the Seebeck coefficient)
[24] has led to increased interest in the simulation of periodic structures without
simulating a large number of periods. Following [18] and [24], we discuss here how to
simulate phonon transport in such periodic structures by only simulating one spatial
period. When heat flows in a periodic structure, we do not expect the temperature
to be periodic, because there exists an overall temperature gradient in the material
that drives the flow of heat, which implies a slightly lower temperature on one side of
a period than on the other side. However, we do expect the heat flux to be periodic
(see Figure 3-5).
Periodic
flux
-- @ -------- -- -----
Figure 3-5: In the bulk periodic material, we expect the heat flux to be periodic
The periodicity of the heat flux can also be seen in terms of phonon distribution.
Heat flux is generated by a deviation of the distribution from the isotropic equilibrium.
Using the notation of Figure 3-5, if f and f refer to two equilibrium distributions
at temperatures T and T2 (T1 and T2 are linked by the overall gradient across the
material) as defined in (3.21), the distribution function obeys the following relations
at the periodic boundaries [18, 24]
ff - f ', = f - 2 f(3.24)fi -f = -fq
meaning that the distortion from equilibrium is periodic.
During an advection step, we know f2 and f§- because these are represented by
the particles which leave the system over the advection step. From this, we want to
know the distribution of particles that enter the system, f j and f+. Writing (3.24)
in terms of flux of phonons, we have
d$j sin 0cos Odj dw (f - f V
$=0 O=01WP4
j d$ j sin 0 cos OdO dw (f -f V,
p=0 0 7
d$ sin 0 cos jd dw (- ff
#0=0 6O J)4
2 P
= d$ sin0 cosdjdw (f2 - f) 2 4 -Fg (3.25)
22 D
We name Nf, N2, N- and N2 respectively the particles that enter the system
through interface 1, that leave the system through 2, that leave the system through
1 and that enter the system through 2 during the timestep At. In terms of these
definitions, the above equations become{ - N=N +1f do(f - fe)EPDVgAt
4 (3.26)N - N1 + 1 f do(fq - f)e DXAt
This allows us to proceed with the following algorithm (assuming T > T2)
1 Advect the particles.
2 For the particles leaving through the interfaces parallel to the gradient, we
ensure the periodicity by translating them by a distance of a period in the
appropriate direction.
3 We draw a number f dw(fe - fe ) E DVAt/4 particles, from the distribution
(fq - f ) E, DVg.
4 Among the N- particles leaving the system, we select the ones that are the
closest in frequency and direction to the set previously drawn, and we reflect
them back in the system (specular reflection on interface 1).
5 The remaining particles are reinjected in the system through interface 2, without
changing any of their characteristics apart from the position.
This method is rather cumbersome and approximate (in particular step 4). We
will present in later sections another method, which removes these limitations.
3.3 Energy based Boltzmann Transport Equation
Simulations using the algorithm described above do not strictly conserve energy be-
cause during the scattering substep energy is conserved only on average. Below we
propose an approach that ensures exact energy conservation, while being much sim-
pler in terms of implementation.
We will start by pointing out a small inconsistency in the way we define and
measure the temperature. We recall that when initializing some volume at a certain
temperature, we start by calculating the number of phonons that this volume contains.
To do so, we use equation (3.1). Let us imagine that we calculate exactly this number
inside a volume V, initialize this appropriate number of phonons in the volume, and
immediately measure the actual temperature associated with this initialization. Due
to the stochastic nature of the initialization step, the measured temperature will
not exactly match the desired temperature, even though it is possible to reduce this
discrepancy by simulating more particles.
This inconsistency can be overcome by generalizing the idea of computational
phonon and simulating computational particles that carry a fixed amount of energy.
To introduce such particles and to justify them rigorously, we need to use an energy-
based Boltzmann transport equation by defining the energy distribution in phase
space: e = hwf. Then, by multiplying the BTE by hw we obtain the energy-based
BTE:
Be ei -e
+V(w, p).-Ve T(W""T (3.27)
at r (W, p, T)
where
D w )-eloc~w,'#)do = w ) edoi (3.28)
W T(W, p, T) T(W, p, T)pP
and
eloc(w, T) = (3.29)
exp )-1
For solving this equation, we can just approximate e by a sum of Dirac func-
tions (particles) just like in the case of equation (3.2). This approach has a number
of attractive features. First, the energy is just computed by counting the number
of computational particles; second, conserving the number of particles during the
scattering step inherently enforces the energy conservation in an exact fashion.
The method removes the intuitive concept of "bundles of phonons" with fixed
effective number (number of phonons per computational particle) that we adopted
for the previously defined computational particles. Instead, we tune the number of
represented phonons in each bundles such that the bundles just all carry the same
amount of energy (effective number would be inversely proportional to hw). In other
words, the previous approach stated that a bundle of particles with a frequency
w carried an amount of energy given by Neffhw, and Neff was the same for every
bundle. Here, we fix the quantity Eeff = Neff hw. A given bundle therefore represents
&eff/(hw) phonons, which always represents the same amount of energy. Finally, one
has to bear in mind that although the frequency is not involved in the computation
of the local energy anymore, this parameter is still involved in the group velocity and
on the scattering rate.
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Chapter 4
Variance reduction
So far, we have described a Monte Carlo method for solving the Boltzmann equation.
However, as in most Monte Carlo methods, simulation outputs are fluctuating and
characterized by statistical uncertainties that decrease with the square root of the
number of samples taken. Low uncertainty solutions require large number of particles
per cell, extensive ensemble, time averaging or all of the above. This is especially the
case if the signal we want to measure is small (i.e. if AT/T is small compared to 1,
AT being the order of magnitude of the characteristic variations of temperature).
In this chapter we discuss how previously developed variance reduction techniques
[17, 16] can be adapted for alleviating these limitations in the case of the phonon and
also the energy based BTE.
4.1 Achieving variance reduction with deviational
particles
In the Monte Carlo method presented above, phonon bundles are represented by com-
putational particles, with each computational particle referring to a certain number
of actual phonons; this led us to the notion of effective number (Neff) of particles.
We also saw that, by tuning appropriately this effective number in order to approxi-
mate the energy distribution instead of the particle density, we could introduce some
improvements in the algorithm (see Section 3.3). Here, we discuss the use of control
variates in order to significantly reduce the statistical uncertainty associated with our
simulations.
The key premise of this methodology is that near the solution we are looking for,
there exists an equilibrium (constant temperature) state. Indeed, it is easy to verify
that
hw
e_ _ -1 (4.1)
exp 
-k1eq
is a solution of the spatially homogeneous energy based BTE. Indeed, for an equilib-
rium, e 0c = eT, and thereforeTeq
e 
e - eq
T + VgVe =0= "Teq "Teq (4.2)
t e T
This statement verifies that an isothermal system is at equilibrium. This actually
contains a lot of information.
If e is solution of our particular problem, then e - ej, is also a solution becauseTeq
8e - e eloc - e - e + eqteq + Vg(W, p)V(e - e,) = e T (4.3)at Teq T
Therefore, we can define computational particles by making the following approx-
imation:
e - e, ~ Eef f Z s(i)(x - xi)6(k - ki), s(i) = t1 (4.4)
We will refer to these newly defined computational particles as deviational particles.
Clearly, deviational particles may be negative since e -e, can be a negative quantity.
This is accounted for in the sign term in equation (4.4). In order for this to solve the
right problem, we have to adapt the boundary conditions and the evolution rules for
the new computational particles simulating deviation from equilibrium.
The approach described here belongs to a more general class of variance-reduced
methods for solving kinetic equations ([3, 21, 36]) in which the moments < R > of a
given distribution f are computed by writing:
f = f - feq + f"eq (4.5)
J Rfdxdc = J R(f - feq)dxdc+ Rfdxdc (4.6)
The first term of the right hand side is computed stochastically and the second term
is computed deterministically, hence reducing the variance. This procedure is more
generally known by the name of control variates. In this method, deterministic infor-
mation (the control) is used to reduce the uncertainty associated with the stochastic
evaluation (see Figures 4-1 and 4-2).
e
f e stochastically calculated
x, k
Figure 4-1: In standard particle methods, the moments of the distribution are stochas-
tically integrated
4.1.1 Evolution rules
In this section we discuss the algorithmic changes necessary for developing a devi-
ational simulation starting from the Monte Carlo method we discussed in chapter
3.
* Initialization
f(e - eeq) stochastically calculated
eeq
x, k
Figure 4-2: In a control-variate formulation, the
calculation of the deviation from a known state
stochastic part is reduced to the
During the initialization at temperature To, the objective is to generate
ticles that sample the distribution e"q - e . Doing so only involves a
slight modification of the non-variance-reduced code. The main change
the definition of the function F (3.9), to:
F(n) = hwiD(wi) Ao
1 exp - 1 exp( -- 1ex T k BTeq
par-
very
is in
(4.7)
We note that for To < Teq the distribution F takes negative values. Particle
parameters can be chosen as in the standard Monte Carlo method described in
chapter 3, using |IF(n)|H/|HF(N*)||.
* Advection step
From equation (4.3), we infer that the deviational particles obey the same ad-
vection rules as before.
* Sampling step
Deviational particles correspond to the difference e - e . Therefore, for devi-
ational particles, the local energy per unit volume in cell j is given by
Ej - Eeq s(i) (4.8)
particles i
We thus get the temperature of the cell by inverting Ej. Although the tem-
perature is needed in order to compute the local relaxation times, we also need
the pseudo-temperature, as defined in (2.47), in order to define the local ther-
malized distribution. The local pseudo-energy per unit volume in cell j is given
by
Sef S W~i53 - Eeq (4.9)
Vq particles i T(w, p,T)
where
/e hw (o p5eq = ex'1 j~)do (4.10)
1W exp j T, W, p)
Scattering step
Equation (4.3) shows that the scattering probability for e - eeq is unchanged
compared to that for e. However, as before, we need to compute a pseudo-
energy in order to get a pseudo temperature. This has to be done, again, by
taking into account the signs of the particles. We use the scattering probability
to select the set of particles that are effectively going to collide. Once we have
this set of particles, there are two approaches for updating the distribution.
In the set of Neou colliding particles, we have a certain number N+ of positive
particles and N_ negative particles. The deviational energy associated with this
set is therefore 8 eff (N+ - N_). One could perfectly reset all the properties but
the signs and assign the correct updated parameters. Keeping the same signs
would rigorously conserve the energy, as required. Another approach consists of
randomly deleting N - |N+ - N_| particles from the simulation (among those
selected for collision) and giving the remaining selected particles the dominant
sign. Then we reset the properties of the remaining selected particles, which
are generated from eloc - eq.
Although the first method is correct, we prefer the second method. Indeed,
we will see later that the use of periodic boundary conditions will require new
particles of both signs to be constantly added in the system. This method
will provide us with a way to eliminate particles and prevent an ever increasing
number of particles slowing down the simulation. Algorithmically, thanks to the
fact that we know exactly how many particles we want to delete, the process is
not hard to implement.
4.1.2 Boundary conditions
We now discuss the two types of boundary conditions described so far: periodic heat
flux and isothermal walls.
" Isothermal walls
If the temperature of the isothermal wall at x=O is T., then the boundary
condition can be written as:
e(x = 0+, k, p) - e [w(k, p)] = eq [w(k,p)] - ej [w(k, p)] , kx > 0 (4.11)
Therefore, the process is almost unchanged with respect to the one explained in
the non-variance reduced case (see section 3.2.5), except that, similarly to the
deviational initialization step, we will again use the statistics given by eq. (4.7)
in order to assign the properties of the particles.
* Periodic heat flux.
In this case the deviational method provides a distinct advantage over the stan-
dard Monte Carlo method. Equations (3.24) to (3.26), describing the periodic
heat flux requirement, can all be rewritten using the function e ± - e eq instead
of fj, yielding
N = N;+; j dw(eg -e(4).124 , , T2EP Dg~t(4.12)
N2- = Ni- + -1 dw (eg - eg )E D t
where N1 are understood in terms of deviational particles.
Now, we recall that before, we processed that part by moving the particles in a
periodic manner (i.e. phonons that leave the system on one side get reinjected
through the other side) except for a selected number of phonons, corresponding
to the distribution (e - eT) E, DVg, who were reflected back on the same
side in order to respect equation (4.12). Here, we can fulfill this constraint
differently, by generating f dw(eg - eq) E DVgAt/4Neff positive particles
on the hot side and the same number of negative particles, following the same
statistics, on the other side. For a better enforcement of condition (3.24), we
can emit particles by pairs: for each positive particle on the warm side, we emit
a negative particle with the exact same characteristics (except the traveling
direction) on the opposite side.
Here, we just described a technique for reducing the variance of a Monte Carlo
method. Another approach towards the same goal consists of coupling the idea of
control variates with the concept of importance sampling. In the next section we will
discuss two variants of the same idea.
4.2 Weighted methods
The two weighted methods we are going to present have their roots in the notion of
importance sampling. Let us imagine we want to calculate the value of the integral
of a function g over a domain X:
I = gdx (4.13)
If we use a Monte Carlo method as presented earlier, we will generate uniformly
distributed samples over the domain X, evaluate the function g at these sample points,
and then average these values, and obtain an estimation of the integral divided by
the "size" of the domain. The idea of importance sampling lies in assigning some
samples in the domain X more importance than others when evaluating the function
g. This is typically the case if g is small in some region of X: any point drawn there
implies no actual contribution to the final result and therefore could be weighed less.
Hence the idea of drawing the points in a non-uniform fashion: instead of drawing
each point in the domain X with equal probabilities, we can draw them with a lower
probability in regions where g takes a small (absolute) value and a higher probability
in regions where g takes larger values. In practice, this is realized by using another
known function f, that we know and that is close to g.
I is then estimated by:
1 = : w(xi) (4.14)
where xi follows the density defined by f and w = g/f.
The methods we are going to describe here are a combination of this idea coupled
with the method of control variates. Two variants will be presented. Each of them
uses computational particles augmented by weights. These weights will systematically
be used to sample the properties associated with the distribution e - e" introduced
Teq
in the deviational method.
4.2.1 "Non equilibrium" variance reduced method
The goal of this method is to achieve variance reduction with only minimal modifi-
cation to the original, non variance reduced code. Specifically the only modification
is a new parameter, a weight W, and the associated way we sample the energy. The
rest will remain unchanged.
The key to this method is that we are able to write e - e, as:
eq
e 1 eTeq (4.15)
Therefore, by analogy to [1] we define a weight W by:
eq
W Te q (4.16)
e
that is assigned to each particle in the simulation. Sampling the local properties is
done by writting:
E - Eeq = / 47 (e)dwdQj -e(1 - W)dwdQ
n(-w47r
=(1 - Wi) (4.17)
Just like the computational particles, the associated weights evolve following rules
that we need to derive from the Boltzmann equation. These are described below:
e Initialization and isothermal boundaries:
The weights in these two cases are given by definition (4.16) since at initializa-
tion or at boundaries, the distribution is known. In other words:
(4.18)exp (k>) -1W = (khq) - 1
exp 1bT-
* Advection:
Here, we need to know what happens to the weights when particles move. We
know that, during the advection step, the energy distribution obeys
Be
at + V -Ve = 0 (4.19)
Given that ejq obeys the same relation, and that e,= We,
aw
at +V -VW) + W at .Ve)
then we have:
= 0 (4.20)
OW
, +±Vg -VW=0
This means that, during the advection step, the map of the weights is un-
i.e.
(4.21)
changed along a characteristic line. In other words, weights, which move with
the particles they are associated with, stay unchanged during the move.
e Scattering:
During the scattering step, the equilibrium distribution obeys:
deq
dt
de dW
-W+ e0=
dt dt
(4.22)
From this we can solve for the evolution of W:
dW
dt
dW
dt
1 de
e dt
Coc - eW
dW 2- W W -WdW 
_r(2-)
dt T
(4.23)
where W10c is defined as:
eq
1lc eTe q (4.24)
This means that for all scattered particles, weights need to be reset to
W being the weight before scattering. In the limit of small deviations from equi-
librium (where variance reduction methods are valuable) both W and W10c are
close to 1. Writing W = 1+ c and W10c 1 + y and approximating to the first
order, the above expression becomes:
dW Y - C
dW W10c -W (4.25)
Hence the update rule for W amounts to resetting the weight to Wi0 c, up to a
first order approximation.
We finally have to ensure conservation of energy. Due to the fact that energy
-Ig W,
is calculated here in terms of a sum over the weights, and given that weights
are influenced by the fluctuations in the frequency, the local energy in a cell
can change very slightly when we reassign the frequencies. In order to limit
the risk of instability of the energy in a system undergoing frequent collisions,
we modify the weights in order to be sure the energy stays constant during the
scattering step. In practice, we have:
Eold = ( (1 - Wold,i) + Eeq (4.26)
scattered i
After assigning the new weights, the energy is:
E = (1 - W10c,i) + Eeq (4.27)
scattered i
To conserve energy write
Enew = (1 - aWi0 c,i) + Eeq =Eold
scattered i
i.e. a = Zscattered i Wold,i (4.28)
Escattered i W1rcV,
Finally, we take W = aWioc,i. This approach does not bias the frequency
distribution represented by the weights, because eloc or eioc/a correspond to the
same normalized distribution.
4.2.2 "Equilibrium" variance reduced method
Although the method previously presented can be convenient in the sense that it
makes variance reduction possible with only a few changes to a non-variance-reduced
code, this approach is still inconvenient for treating periodic boundary conditions.
Another method, very close to the one above but more convenient for this type of
boundaries, has been developped by C. Landon [28]. We describe it briefly.
Previously, in the energy distribution e - e,, we chose to factorize e in order
to be able to simulate particles approximating the actual system and to achieve
variance reduction through the use of weights which refer to an equilibrium simulation.
Instead, we now factorize e.Teq This implies that the system represented by the
computational particles is a system at equilibrium, while the weights refer to the
actual non-equilibrium solution. We therefore use a new definition for the weights
W= 
-eq
Teq
(4.29)
which is used in energy evaluations as follows:
jj f (e - e eq )dwdQ
-ff D eq
ijw 47'e eq
=E(W - 1)
(W - 1)dwdQ
(4.30)
At initialization and at isothermal boundaries, the weights are defined by:
exp k- 1
W = (k'W) -1
exp 
- 1O
(4.31)
Like in the previous version (section 4.2.1), the weights do not change during the
advection step.
Let us write in detail the evolution rule during the scattering step:
de eioc - e
eq dW elc - e
e q dt T
dW _W 1oc-Wi.e. -
dt T
According to this expression, updating the weights during the scattering step is quite
straightforward.
Now, let us focus on the periodic boundary conditions. In the equilibrium sim-
ulation, periodic boundary conditions are straightforward to implement. Particles
(4.32)
E-Eeq =
advect normally while particles that leave the system are simply reinserted on the pe-
riodic side of the system. The challenge here is to develop a treatment for the weights
(corresponding to the non-equilibrium simulation) such that (3.26), reproduced here
in energy form
e e + eq
e-- e e e2 - eq
is obeyed. Dividing by e'q we obtain:
1 2
exp( 
-1 exp
W, exp~~ 1 2 exp~k~
:kbe 1 W2 ePTb) (4.33)
_________ exp hw ~) -
which can be interpreted as follows: when a particle leaves the system through bound-
ary 1, we reintroduce it on the other side (boundary 2) and update its weight Wi-
(which becomes W2 ) according to 4.33. Similarly, when a particle leaves the system
through boundary 2, it is reinserted through 1 and its weight W2+ becomes W1+.
To conclude this part, let us notice that the use of importance sampling is not
the element that reduces the variance. Low variance is achieved thanks to the control
variates. Importance sampling, which led to the assignment of weights in order to
compute integrals, is the tool that allows us (in the "equilibrium variance reduced
method"), to run a simulation containing a constant number of particles.
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Chapter 5
Validation and computational
efficiency
Here we present some validation tests for the methods discussed in the text. We also
derive a few analytical results that are used for validating simulations. Material data
were adapted from Brockhouse [5] for the dispersion relation and from Holland for
the relaxation times [20]. Unless otherwise stated, we generally use the deviational
method.
5.1 Validation in a collisionless transient case
In this section, we validate the three methods discussed in Chapter 4 using a transient
problem, for which we can derive an analytical solution. This is possible for a one-
dimensional system where no collisions occur.
We consider a crystalline solid (in the simulation, we used the parameters of
silicon) at uniform temperature To at t = 0, bounded by two walls separated by a
distance L (as in Figure 3-2). At t = 0+, the wall temperatures impulsively become
T and T, respectively leading thermalized phonons to be emitted by the walls and
to enter the system. The goal of the following is to derive the temperature in the
system as a function of time.
5.1.1 Theoretical derivation
Let us just recall that in the collisionless case, the Boltzmann equation takes the
shape:
Of+Vg-Vf =0 (5.1)
at
A phonon emitted from one boundary wall undergoes a free flight in a straight line
until it gets absorbed by the opposite wall and disappears from our scope.
Let us consider a particular point x between 0 and L, and let us describe the
solution from the point of view of the distribution of particles around this point
over time. Starting from t = 0+, phonons following the Bose-Einstein distribution
corresponding to T and T, start to be emitted, respectively from the left and the right
wall. These emitted phonons have a finite velocity and will therefore take a certain
time before reaching the point x. Now let us recall that each frequency is associated
with a particular velocity. It is easier to think in term of a given frequency; at the
end, we will sum the energy contributions over all frequencies.
We already know that for short times, the phonon distribution is the one corre-
sponding to To. For very long times, if we call 0 the polar angle (relative to the x axis)
of traveling directions, it is clear that for 0 between 0 and 7r/2 (particles traveling to
the right), the phonon distribution will tend to be the same as the one emitted by the
left wall. For 0 between 7r/2 and -r, the distribution corresponds to what is emitted
by the right wall. Between these two extreme cases, after a finite time t, a certain
proportion of the phonons at x follow the distribution corresponding to T, to T, and
to To. This is illustrated in Figure 5-1. At a given point, the angular space can be
divided in three regions. For 0 between 0 and 01, phonons that have been emitted by
the left wall after t > 0 have reached point x. As such, the angle satisfies the relation
cos(01(w, p, t)) = x/V(w, p)t (notice the dependence on w and p) and phonons with
a polar angle comprised between 0 and 01. Phonons with a traveling polar angle be-
tween 01 and 0, were already between the two walls at t = 0 and therefore have the
frequency distribution corresponding to To. Beyond 0r, phonons traveling in these
directions have been emitted by the right wall.
Angular sector
where phonon
distribution
corresponds to T,
O'r(t) / 011.4
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I
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Figure 5-1: At a given point in space, the solid angle can be divided into three
distinct regions in which the distribution of phonons is known. 01 obeys cos(Oi)
x/ (V(w, p)t). O, obeys cos(0,) = (L - x )/(V(w, p) t)
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The total energy per unit volume at a point is a sum of all the angular contribu-
tions and of the frequency contributions
E(x, t) = D-f hwdwdQ47r (5.2)
which, in detail, can be written as
1
E(x, t) = - 2 f T'(w)hwD(w, p)dw sin(0)dO...w 0 
-'P'
W 10
+ LJ O r ( WP ,t)0 = (i(Cw,P, t)
JW fO=Or (W,P,t)
f' (w)hwD(w, p)dw sin(0)dO (5.3)
If we denote the Heaviside function by H, we can write
E(x, t) = 2 E
p
{L(I - H (1
L - x
V w, pAt )
x
V9 (W1P)t
H (1
) H
L-H H
V(w p)t)
V(w,p)t)
-
L - x)
-V 9(Uw 1p)t) 1
f (w)hwD(w, p)dw
f (w)hwD(w, p)dW}
The temperature T = T(x, t) is obtained by inverting this relation using (3.13).
The expression (5.4) is a bit too large to be easily understandable. Let us try
to get a closed form expression by considering the Debye model (thus removing the
w-dependency for the group velocities) and by considering small perturbations AT =
T - To << To and AT, = T, - To << To. This leads to
T(x,t) = To + 1 12 (
S)AT +
Vgt )
1 L - x'
2 Vt
H (1 - L -x A Tr
V t )
Equation (5.5) implies that the temperature profile, at a certain time t, will be con-
(I -
(5.4)
(5.5)
f~o (w)hw-, D (w, p) do sin (0)d 0...
X
V9(LJ1P)t) V Xo p fTef (w) hwD (w, p) do
L -x f Tqw D (w, p) dw
Vg(w, p)t )
+
+ I
+ 1 
-
stituted of three terms which depend linearly on space. For t < d/2V, the region in
the middle is flat at initial temperature because phonons emitted by the walls after
t = 0+ have not reached this zone yet. For d/2V < t < d/Vg, the region in the middle
is not flat anymore because the slopes of the two side branches are being added each
other. For t > d/Vg, the phonons emitted by the left wall start reaching the right
wall (and vice versa): the profile is then a straight line whose slope gets closer and
closer to 0, proportionally to t-1.
This solution is compared to variance reduced simulations which nicely comple-
ment the small temperature difference assumption. Results are displayed in Figure
5-2. Figure 5-3 shows a comparison between a variance-reduced and a standard sim-
ulation for the average heat flux between the walls with respect to time.
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Figure 5-2: Transient temperature profile after an impulsive temperature change on
two walls. Initially, temperature is 300K. Left wall jumps to 303K and right wall
jumps to 297K. Ballistic behavior implies the discontinuity at the wall boundaries.
This simulation was performed with 8 million particles and a spatial discretization of
40 cells. The three variance reduced methods give the same results
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Figure 5-3: Measured average heat flux in the non variance reduced case, compared
with the result given by the three variance reduction techniques
5.2 Validation with thermal conductivity and heat
flux in a thin film
By considering a bulk material at steady state in the presence of a temperature
gradient, it is possible to derive an analytical expression for the thermal conductivity,
because the Boltzmann equation can be solved in that case. The basic idea is that,
locally, we can separate the phonon distribution into a sum of a local equilibrium and
a deviation from this equilibrium: f = floc + fd. The local equilibrium is isotropic,
which means that only the deviation contributes to the local heat flux. We can rewrite
the Boltzmann Equation, at steady state, the following way
Vg. Vf = - - fT)(5.6)
-F (w, p, T)
which for one-dimensional problems becomes:
fd(w, p) -r (w, p, T)V(w, p) cos(0) ( c ±
Let us first consider the case where T does not depend on temperature. Then, if the
temperature gradient is constant,
(-x
fd= A exp Tc
(TV COS 0
- TV 9 cos Odx
In the bulk, far enough from boundaries, constant A has to be 0, which yields an
expression for the deviation. In the case where T does not vary much, we can therefore
expect this relation to be a good approximation for fd:
dfioc dTfd(W, p, ) = -- (w, p, T)V(w, p) cos 0 dT dx
dfi0c (W)
dT
kbT2 exp (b)
I /~ 2
exp kbT
(5.8)
(5.9)
- 1)
We can then compute the heat flux and, consequently, the thermal conductivity with
the following formula:
k = 27r J JWax
= 47 10 j:ax
0=0 W=0
- A(w, p, T)
A(w, p, T)
p
D(w, p) h df ocdwcos(0) sin(0)dO
D(w, p) hw dfl0 dw
47 dT
where A(w, p, T) = V (w, p)T(w, p, T).
Computing this integral (a rectangle method is sufficient) gives a conductivity of
189.2 WK 1m- 1 at 300K. This value is strongly dependent on the data we use but
this is beyond the scope of this thesis.
Both the deviational and the weighted method reproduce this value. The actual
(i.e. experimentally measured) value is lower, due to the approximate nature of the
(5.7)
with
(5.10)
dispersion relation and relaxation times we used. In particular, we did not account
for impurity scattering in our simulation. Despite the above, our numerical results
are consistent with each other and with the theory.
This formulation also allows us to compute the axial (x-direction in Figure 5-4)
heat flux in a thin film, as well as the effective thermal conductivity. By "thin film",
we mean a one-dimensional slab of material (typically, silicon) with diffusely reflective
walls which can be implemented by randomizing the traveling direction of phonons
hitting these walls. This process tends to introduce a resistance to the overall flow of
heat. We therefore expect the axial effective thermal conductivity to be decreased in
such a system. This is of importance because one may therefore expect nanowires or
thin films to feature a lower conductivity than the bulk value.
Diffuse wall
Figure 5-4: Parametrization of the thin film problem, with diffuse scattering at the
boundaries
Figure 5-4 shows the parametrization of the problem. This time, deviation from
the local thermalized equilibrium features a spatial dependency in the y-direction.
Hence the form of the Boltzmann equation at steady state is given by
Vg sin(O) (dfloc+ dfa) + V dfio" cos(O) = fd (5.11)
\ dy dy dx T(w,p,T)
Additionally, f must respect the following boundary conditions, which reflect the
diffusive reflection at the walls:
fd(y = 0, 0 < < r) = C"
fd(y = d, -7r < # < 0) = CS
One can easily check that the following expression is a solution
fd(y, W, p, , 0 < # < r) =
df1oc(w, To) dT y 1'
- A(w, p, TO) cos(0O) 1 - exp - (5.12)dT dx IA(w, p, To) sin(6) sin(#)1
f(y, W, p, , -7r < # < 0) =
- Af(w, p, TO) cos(0) - exp y-d (5.13)dT dx A(w, p,To) sin(O) sin(#)f
This expression allows us to derive the local, spatially dependent heat flux, as well as
the thermal conductivity of the slab.
Comparisons between theory and variance reduced simulations are displayed in
Figures 5-5 and 5-6. Given the translational invariance in the z-direction, the variance
reduced simulations were performed in two dimensions. The size of the computational
domain, in the x-direction, was chosen to be 100nm. Periodic boundary conditions
were imposed, and heat flux in the x-direction was maintained by a temperature
difference of 2K, centered on 300K. In Figure 5-5, the slab has a thickness of 100nm.
Agreement between theory and simulation is very good.
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Figure 5-5: Heat flux in a thin film with a thickness d = 100nm, computed theoreti-
cally and compared to the result given by the deviational variance reduced simulation.
For this simulation, the flux is maintained by a temperature difference of 2K over the
length of the materials in the x-direction (100nm). The distance between the two ar-
tificial walls maintaining the periodic heat flux is 100nm, and space between the two
scattering walls (perpendicular to the y axis) is 100nm. Overall, the match is very
good. The slight discrepancy we notice may be due to the temperature dependent
scattering rate
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Figure 5-6: Theoretical values of the thin film thermal conductivity, computed by
numerical integration of the theoretical expression using eq. (5.12) and eq. (5.13).
Comparison with the values obtained with the deviational variance reduced Monte
Carlo method. Agreement is excellent.
5.3 Computational efficiency
In this section we showcase the efficiency of the deviational variance-reduced method
by comparing the relative statistical uncertainty, o-/AT, in variance-reduced and non-
variance-reduced simulations. Here, o is the standard deviation in the temperature
measurement and AT is the characteristic temperature difference. A very interesting
feature of the variance-reduced methods is that the standard deviation of the results
is proportional to the amplitude AT of the signal, as shown in Figure 5-7. As a con-
sequence, variance-reduced methods are able to provide the desired relative statistical
uncertainty (signal to noise ratio) for arbitrarily low signals without requiring more
computational effort. In contrast, in the case of the non-variance-reduced method,
it is more computationally expensive to obtain the desired level of relative statistical
uncertainty for small variations in temperature, than for large variations in tempera-
ture. For AT << To, where To is a reference temperature, the statistical uncertainty
is approximately constant (set by equilibrium fluctuations) and thus o-/AT - 1/AT.
The speedup scales with the square of the ratio of relative statistical uncertainty.
For example at AT/To ~ 10' (i.e. AT ~ 3K at room temperature) the speedup is
approximately 4 orders of magnitude).
103
- Non variance reduced
- Variance reduced
10
10
t 1 010 L
10
1-2 -4________2__
104 10.2 100
A T/T
Figure 5-7: Comparison of relative statistical uncertainties for equilibrium systems at
temperature T1 with AT = Ti - To and To = 300K.
Chapter 6
Some applications
The interaction between the ballistic behavior of phonons and geometric features can
have a major influence on transport at the nanoscale. In this chapter we use our
variance reduction methods to study and illustrate some of these phenomena. We
used the deviational technique in these applications.
6.1 Influence of nanopore location
Decreasing thermal conductivity is commonly a desireable approach towards increas-
ing the thermoelectric effect, and nanostructures are a novel approach towards this
goal. Similarly to Huang et at [23] and Jeng et at [24], we assess here the thermal
conductivity of novel nanostructured materials. The nanostructure considered here
is made of rectangular pores. We model it as a 2D problem (which is possible if we
have a slab of material for which upper and lower interface is specularly reflective for
phonons). In Figure 6-1, we depict the system we consider and define the parameter
d, that we use to describe the spatial distribution of the pores. The phonon mean
free path (averaged over all frequencies) at this temperature is approximately 130nm
[5]. The size of the periodic cell we chose is 100nm. We therefore expect ballistic
effects to have a major influence. Indeed, we can imagine that it would be easier for a
phonon to cross a single cell of the periodic structure when the pores are aligned than
when they are not aligned. A plot of the thermal conductivity, computed with the
deviational variance-reduced method, is displayed in Figure 6-1. The cell considered
is a square of side length 100nm. Thermal conductivity in the vertical direction is
measured by imposing periodic boundary conditions with a temperature difference
of 1K between the top edge and the bottom edge. Thermal conductivity is almost
reduced by a factor of 2 because of this geometrical effect.
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Figure 6-1: (a)Temperature field in a cell of a periodic nanoporous material.
(b) Thermal conductivity as a function of parameter d.
6.2 3D transient response to a heat pulse induced
by a laser
Figure 6-2 depicts an experimental setup used in the MIT Nanoengineering Lab [33].
In this experiment a thin film of aluminum, with a thickness between 50 and 100nm, is
deposited on a silicon wafer and initially at uniform temperature, say 300K. At t = 0,
a laser pulse on the surface creates a localized heated region centered at the origin
(r = 0, z = 0) of the coordinate system. To understand this phenomenon, we need to
solve the subsequent transient heat transport problem and compare it to experimental
results. Given the scale of the aluminum slab, ballistic behavior of phonons needs to
be accounted for, which implies that a solution of the Boltzmann Transport Equation
is required (as opposed to the heat conduction equation). However, this problem is
very difficult (if not impossible) to simulate using standard Monte Carlo methods:
we have a semi-infinite domain in which the only perturbation to the temperature
field is rather localized and small in amplitude (about 1K). Even if we truncate the
semi-infinite domain, we still have to simulate a phonon distribution corresponding
to 300K almost everywhere except near the region where non-equilibrium appears.
Moreover, the relative amplitude of the signal is so small that proper transient results
will be masked by the noise.
Only considering the deviation from 300K solves both problems. Far from the
hot spot, simulating the deviation from equilibrium amounts to using zero particles.
By discretizing the deviational phonon distribution e - e only, where e" is an
equilibrium distribution drawn from the Bose-Einstein statistics and from data about
the phonon dispersion relation, the stochastic part of the simulation is only focused
on the part of interest, that is, the deviation from the initial uniform temperature.
This removes at the same time the statistical uncertainty and domain size limitations.
The latter is discussed below.
At long times, phonons may travel far from the irradiated spot. In order to
avoid discretizing an infinite domain with computational cells (for calculating the
temperature) we restrict our discretization to a finite (but large) "nominal" domain.
In order to simulate accurately and consistently the actual system, we keep track of
the particles even after they have left the nominal part of the domain. Particles that
leave this domain are not sampled (for calculating the temperature), but are still
scattered by assuming a local temperature of 300K. This is based on the reasonable
assumption that sufficiently far from the heating source the temperature is very close
to 300K. Particles that leave the nominal part of the domain can be scattered and
may reenter as needed, hence ensuring a reasonable treatment of the semi-infinite
region.
Let us also note that by taking the equilibrium distribution at 300K, the simulation
only has positive particles. Hence there will be no cancellation of particles and the
entire simulation will run with a fixed amount of particles.
In practice, one can exploit the cylindrical symmetry in order to reduce the prob-
lem dimensionality: the resulting temperature field is expected to depend only on
the depth z and on the distance from the center of the pulse, r. Therefore, we can
use toroidal cells to sample the temperature and process the scattering. The only
drawback is that cells near the center, at small radius, will have a smaller volume and
will sample the temperature over a smaller number of particles, thus yielding noisier
results in these regions.
One way to address this is to run another "inner" simulation in which we focus on
the central part of the domain and thus simulate the latter using more computational
particles per cell. To achieve that, we artificially truncate the domain (in our case
at 4pum while the nominal size is 20pum), but ensure that the effects of this artificial
termination do not affect the solution by discarding the solution field for all but the
very early times and small distances from the origin (for the time at 65ps of interest,
only the solution within a radius of 2pm was used).
Figure 6-3 shows that the variance-reduced method developed in this thesis can
calculate the temperature field with small statistical uncertainty. At the time of
writing, some improvements are still needed. In particular, optical phonons in silicon
have not been taken into account: despite the fact that they move slowly, and thus
are thought to not contribute directly to the heat flux, they do play a role in the
thermal capacity of the system. In a steady state problem, we could afford to neglect
them. Here, in a transient case, they may modify the results. The present calculation
also does not account for thermal transport by electrons in aluminum.
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Figure 6-2: System composed of a slab of aluminum on a semi-infinite silicon wafer.
At t=O, a laser pulse induces a temperature field T(r, z, t). The temperature field
evolution after the pulse is computed by assuming that the aluminum surface is
adiabatic
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Figure 6-3: Temperature field in the aluminum slab and the silicon wafer after initial
heating by a laser pulse. Results were obtained using a variance-reduced Monte
Carlo method. The thickness of the aluminum slab is 50nm. The picture shows the
aluminum slab and a portion of the silicon wafer (50nm thickness). The radius of the
nominal domain as shown here is 20pm
Conclusions
In heat transfer problems at the microscale, direct Monte Carlo methods are of par-
ticular interest when characteristic system sizes are too large to afford molecular
dynamics simulations but too small for Fourier's law to hold. The system is better
described in terms of heat carriers, phonons, obeying the Boltzmann equation. But
in systems close to thermal equilibrium, noise issues dominate and low uncertainty
results are difficult to obtain. In this thesis, we have adapted low variance methods,
developed for transport in rarefied gases, to phonon gases. This has allowed us to
study a few applications of interest and to demonstrate that these methods are of
great relevance.
Monte Carlo methods for phonons are quite similar to those for gases. How-
ever, several methodological differences exist. One fundamental difference is that the
statistics used for phonons, the Bose-Einstein statistics, is different from the Maxwell-
Boltzmann statistics used for gases. Most importantly, the fact that the scattering
rate depends on the frequency implies the existence of a "pseudo-temperature" that
needs to be carefully accounted for. Last, when simulating phonon transport us-
ing particle methods, the requirement of energy conservation implies that it is much
more convenient to consider the Boltzmann equation in terms of energy density (in
the phase space) rather than in terms of particle density.
In order to achieve variance reduction, we use a formulation based on control
variates. By substracting an equilibrium distribution from the unknown distribution,
we are able to simulate only the deviation from equilibrium. By adding this piece
of deterministic information, we reduce the stochastic part of the simulation, thus
significantly decreasing the variance in the results. The resulting standard deviation
scales as the amplitude of the signal, which means that one can compute arbitrarily
low signals at a fixed signal to noise ratio without any additional computational cost.
For a relative deviation from equilibrium of about 10%, the standard deviation is
reduced by about 50. It means that the time needed by the non-variance-reduced
method to achieve similar levels of accuracy is about 2500 times larger than the time
needed by the variance-reduced method.
We discussed three such methods: a deviational method and two weighted particle
methods. Although the deviational method is very reliable, some more investigation
is needed for the weigthed methods.
At the time of writing, a method to compute effective thermal conductivities of
periodic nanostructures using the deviational method has been developed. In this
formulation, we simulate the deviation from an equilibrium distribution that follows
a prescribed temperature gradient. The variation of temperature with space in this
distribution yields a source term of deviational particles that impose the desired
temperature gradient. Coupling this formulation to periodic boundary conditions
allows simulation of periodic domains under constant temperature gradients which is
ideal for extracting their effective thermal conductivity.
Bibliography
[1] H.A. Al-Mohssen and N.G. Hadjiconstantinou. Yet Another Variance Reduction
Method for Direct Monte Carlo Simulations of Low-Signal Flows. In RAREFIED
GAS DYNAMICS, volume 1084 of AIP CONFERENCE PROCEEDINGS, pages
257-262. AMER INST PHYSICS, 2009. 26th International Symposium on Rar-
efied Gas Dynamics (RGD26), Kyoto, JAPAN, JUN 20-JUL 25, 2008.
[2] H.A. Al-Mohssen and N.G. Hadjiconstantinou. Low-variance direct monte carlo
simulations using importance weights. Esaim-Mathematical Modelling and Nu-
merical Analysis-Modelisation Mathematique Et Analyse Numerique, 44(5):1069-
1083, SEP-OCT 2010.
[3] L.L. Baker and N.G. Hadjiconstantinou. Variance reduction for monte carlo
solutions of the boltzmann equation. Physics of fluids, 17(051703):1-4, 2005.
[4] L.L. Baker and N.G. Hadjiconstantinou. Variance-reduced monte carlo solutions
of the boltzmann equation for low-speed gas flows: A discontinuous galerkin
formulation. International Journal for Numerical Methods in Fluids, 58(4):381-
402, OCT 10 2008.
[5] B. N. Brockhouse. Lattice vibrations in silicon and germanium. Physical Review
Letters, 2(6):256-258, 1959.
[6] C. Cercignani. Elementary solutions of the linearized gas-dynamics boltzmann
equation and their application to the slip-flow problem. Annals of Physics,
20(2):219-233, 1962.
[7] P. Chantrenne and J. L. Barrat. Finite size effects in determination of ther-
mal conductivities: Comparing molecular dynamics results with simple models.
Journal of Heat Transfer- Transactions of the Asme, 126(4):577-585, AUG 2004.
[8] P. Chantrenne, J. L. Barrat, X. Blase, and J. D. Gale. An analytical model for
the thermal conductivity of silicon nanostructures. Journal of Applied Physics,
97(10):104318, MAY 15 2005.
[9] G. Chen. Thermal conductivity and ballistic-phonon transport in the cross-plane
direction of superlattices. Physical Review B, 57(23):14958-14973, JUN 15 1998.
[10] G. Chen. Nanoscale energy transport and conversion. 2005.
[11] G. Chen and M. Neagu. Thermal conductivity and heat transfer in superlattices.
Applied Physics Letters, 71(19):2761-2763, NOV 10 1997.
[12] A. Christensen and S. Graham. Multiscale lattice boltzmann modeling of phonon
transport in crystalline semiconductor materials. Numerical Heat Transfer Part
B-Fundamentals, 57(2):89-109, 2010.
[13] R. A. Guyer and J. Krumhans. Solution of linearized phonon boltzmann equa-
tion. Physical Review, 148(2):766, 1966.
[14] R. A. Guyer and J. Krumhans. Thermal conductivity 2nd sound and phonon
hydrodynamic phenomena in nonmetallic crystals. Physical Review, 148(2):778,
1966.
[15] N.G. Hadjiconstantinou. The limits of navier-stokes theory and kinetic ex-
tensions for describing small-scale gaseous hydrodynamics. Physics of Fluids,
18(11):111301, NOV 2006.
[16] N.G. Hadjiconstantinou, G.A. Radtke, and L.L. Baker. On efficient particle
methods for solving the boltzmann transport equation in the relaxation-time
approximation. page 125, 2010.
[17] N.G. Hadjiconstantinou, G.A. Radtke, and L.L. Baker. On variance-reduced
simulations of the boltzmann transport equation for small-scale heat transfer ap-
plications. Journal of Heat Transfer- Transactions of the Asme, 132(11):112401,
NOV 2010.
[18] Q. Hao, G. Chen, and M.-S. Jeng. Frequency-dependent monte carlo simula-
tions of phonon transport in two-dimensional porous silicon with aligned pores.
Journal of Applied Physics, 106(11):114321, DEC 1 2009.
[19] L. Harris, J. Lukkarinen, S. Teufel, and F. Theil. Energy transport by acoustic
modes of harmonic lattices. Siam Journal on Mathematical Analysis, 40(4):1392-
1418, 2008.
[20] M. G. Holland. Analysis of lattice thermal conductivity. Physical Review Letters,
132(6):2461-2471, 1963.
[21] T.M.M. Homolle and N.G. Hadjiconstantinou. Low-variance deviational simula-
tion monte carlo. Physics of Fluids, 19(4):041701, APR 2007.
[22] T.M.M. Homolle and N.G. Hadjiconstantinou. A low-variance deviational simula-
tion monte carlo for the boltzmann equation. Journal of Computational Physics,
226(2):2341-2358, OCT 1 2007.
[23] M.-J. Huang, T.-C. Tsai, L.-C. Liu, M.-S. Jeng, and C.-C. Yang. A fast monte-
carlo solver for phonon transport in nanostructured semiconductors. Cmes-
Computer Modeling in Engineering And Sciences, 42(2):107-129, MAR 2009.
[24] M.-S. Jeng, R. Yang, D. Song, and G. Chen. Modeling the thermal conductivity
and phonon transport in nanoparticle composites using monte carlo simulation.
Journal of Heat Transfer- Transactions of the Asme, 130(4):042410, APR 2008.
[25] S. C. Johnson and T. D. Gutierrez. Visualizing the phonon wave function. Amer-
ican Journal of Physics, 70(3):227-237, MAR 2002.
[26] D. Lacroix, K. Joulain, and D. Lemonnier. Monte carlo transient phonon trans-
port in silicon and germanium at nanoscales. Physical Review B, 72(6):064305,
AUG 2005.
[27] D. Lacroix, K. Joulain, D. Terris, and D. Lemonnier. Monte carlo simulation
of phonon confinement in silicon nanostructures: Application to the determina-
tion of the thermal conductivity of silicon nanowires. Applied Physics Letters,
89(10):103104, SEP 4 2006.
[28] C.D. Landon. PhD thesis.
[29] A. Majumdar. Microscale heat-conduction in dielectric thin-films. Journal of
Heat Transfer-Transactions of the Asme, 115(1):7-16, FEB 1993.
[30] A. Manela and N. G. Hadjiconstantinou. On the motion induced in a gas confined
in a small-scale gap due to instantaneous boundary heating. Journal of Fluid
Mechanics, 593:453-462, DEC 25 2007.
[31] S. Mazumder and A. Majumdar. Monte carlo study of phonon transport in
solid thin films including dispersion and polarization. Journal of Heat Transfer-
Transactions of the Asme, 123(4):749-759, AUG 2001.
[32] D.A. McQuarrie. Statistical Mechanics. 2003.
[33] A.J. Minnich. PhD thesis. Exploring Electron and Phonon Transport at the
Nanoscale for Thermoelectric Energy Conversion. 2011.
[34] A. Mittal and S. Mazumder. Monte carlo study of phonon heat conduction in
silicon thin films including contributions of optical phonons. Journal of Heat
Transfer-Transactions of the Asme, 132(5):052402, MAY 2010.
[35] R. B. Peterson. Direct simulation of phonon-mediated heat-transfer in a debye
crystal. Journal of Heat Transfer- Transactions of the Asme, 116(4):815-822,
NOV 1994.
[36] G.A. Radtke. PhD Thesis. Efficient Simulation of Molecular Gas Transport for
Micro- and Nanoscale Applications. 2011.
[37] J. Randrianalisoa and D. Baillis. Monte carlo simulation of steady-state mi-
croscale phonon heat transport. Journal of Heat Transfer- Transactions of the
Asme, 130(7):072404, JUL 2008.
