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Abstract
Multi-time wave functions are wave functions that have a time variable for
every particle, such as φ(t1,x1, . . . , tN ,xN ). They arise as a relativistic analog of
the wave functions of quantum mechanics but can be applied also in quantum field
theory. The evolution of a wave function with N time variables is governed by N
Schro¨dinger equations, one for each time variable. These Schro¨dinger equations
can be inconsistent with each other, i.e., they can fail to possess a joint solution
for every initial condition; in fact, the N Hamiltonians need to satisfy a certain
commutator condition in order to be consistent. While this condition is automat-
ically satisfied for non-interacting particles, it is a challenge to set up consistent
multi-time equations with interaction. We prove for a wide class of multi-time
Schro¨dinger equations that the presence of interaction potentials (given by mul-
tiplication operators) leads to inconsistency. We conclude that interaction has to
be implemented instead by creation and annihilation of particles, which, in fact,
can be done consistently, as we show elsewhere [17]. We also prove the following
result: When a cut-off length δ > 0 is introduced (in the sense that the multi-time
wave function is defined only on a certain set of spacelike configurations, thereby
breaking Lorentz invariance), then the multi-time Schro¨dinger equations with in-
teraction potentials of range δ are consistent; however, in the desired limit δ → 0
of removing the cut-off, the resulting multi-time equations are interaction-free,
which supports the conclusion expressed in the title.
Key words: multi-time wave function; many-time formalism; commutator con-
dition for consistency of multi-time equations; short-range potentials in quan-
tum mechanics; Dirac equation; covariant formulation of Schro¨dinger equation for
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1 Introduction
This paper belongs to a series of papers [17, 18, 19, 20] exploring multi-time wave
functions, i.e., wave functions of the form
φ(t1,x1, . . . , tN ,xN) (1)
that have a separate time variable for each particle and thus 4N variables in total
(xj ∈ R3). In other words, these are wave functions on configurations of N points in
space-time. Such wave functions arise naturally as a relativistic generalization of the
usual (single-time) wave function of non-relativistic quantum mechanics,
ψ(t,x1, . . . ,xN) (2)
2
with 3N + 1 variables. Multi-time wave functions can also be defined in the context
of quantum field theories (QFTs) that permit a particle–position representation of a
quantum state (in Fock space), when we regard also N as variable [17, 19, 20].
This paper is mainly about the consistency condition for multi-time Schro¨dinger
equations, formulated as (8) in Section 1.2 below. Apart from a careful derivation of
this condition, our main result is that it excludes interaction by means of a potential
(i.e., multiplication operator); we conclude that interaction must be formulated, in the
multi-time approach, by means of particle creation and annihilation, as we do in [17, 19].
We also describe here a result about the consistency of potentials of limited range δ > 0
on multi-time wave functions with a certain kind of length cut-off at the length δ.
Multi-time wave functions deserve study for several reasons. First, while it was
unclear until recently whether any consistent set of multi-time Schro¨dinger equations
could involve interaction (and thus, whether multi-time wave functions could be of
any physical relevance), we now know [17, 19] that relevant interacting QFTs can be
consistently reformulated in terms of multi-time wave functions. Thus, multi-time wave
functions are not a mere mathematical speculation but rather a new representation
of familiar QFTs. This representation, actually a very natural one, can be regarded
as the covariant Schro¨dinger-picture particle-position representation; it is related to
the Tomonaga–Schwinger representation but conceptually simpler because the latter
is defined on the infinite-dimensional space of all spacelike hypersurfaces, whereas the
domain of the relevant multi-time wave functions has locally finite dimension. The multi-
time approach emphasizes the similarity of QFT with quantum mechanics, particularly
so by expressing the quantum state in terms of a wave function. Another reason why
multi-time wave functions deserve study is that they are such a natural concept, the
immediate analog of the wave function of quantum mechanics in a relativistic setting,
and manifestly covariant objects. Since the multi-time approach is unfamiliar, we take
the time here to develop the theory of the consistency condition in some detail. It
may seem that the consistency condition is a novel obstacle, even a drawback, that the
multi-time approach brings with it. However, we think of the consistency condition
as providing us guidance about how the equations of a relativistic QFTs should be
set up. For example, the main result of the present paper, that interaction potentials
conflict with the consistency condition, tells us that interaction should be incorporated
by means of particle creation and annihilation. Likewise, the consistency condition for
the multi-time equations considered in [19] tells us that a fermion cannot decay into two
fermions.
Multi-time wave functions were considered early on in the history of quantum theory
(particularly by Dirac [7], Dirac, Fock, and Podolsky [8], and Bloch [2]), but have, as
far as we know, never been studied comprehensively. We discuss their application to
QFT in [17, 19]. Connections with QFT were made also by Gu¨nther [13] and Schweber
[23, p. 171]. Horwitz and Rohrlich [15] suggested considering a wave function of 5N
variables, which does not seem to yield a viable reformulation of quantum physics.
While we consider one Schro¨dinger equation for each time variable, Salpeter and Bethe
[22] (as well as Marx [16]) considered a single higher-order equation for a two-time
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wave function. Several authors [11, 9, 10, 25, 14] have proposed Lorentz-invariant sets
of equations for two-time wave functions containing interaction terms that neither are
potentials (i.e., multiplication operators) nor involve particle creation, but instead are
nonlocal in time (see also Section 1.3). We compare the status and significance of
multi-time formulations in classical and quantum physics in [18].
The remainder of this paper is organized as follows. In the remainder of Section 1,
we introduce multi-time Schro¨dinger equations for the time evolution of multi-time wave
functions, formulate the consistency condition (8), and outline our results. In Section 2
we provide precise formulations of the statement that condition (8) is necessary and
sufficient for the consistency of the multi-time equations. In Section 3 we provide precise
formulations of our results about the inconsistency of interaction potentials. In Section 4,
we provide a precise formulation of our result about the consistency of potentials with
range δ. In Sections 5, 6, and 7, we provide the proofs of the statements made in
Sections 2, 3, and 4, respectively.
1.1 Multi-Time Evolution
For the multi-time wave function φ to be determined by initial data
φ(0,x1, . . . , 0,xN) (3)
we need N Schro¨dinger equations, one for each time variable (we set ~ = 1):
i
∂φ
∂tj
= Hjφ (4)
for j = 1, . . . , N .1 We call equations of the form (4)multi-time Schro¨dinger equations2 or
simply multi-time equations, and the operatorsHj partial Hamiltonians. The connection
between the multi-time wave function φ and the single-time wave function ψ is that on
configurations of N space-time points that are simultaneous with respect to the Lorentz
frame L to which ψ refers, φ coincides with ψ; i.e.,
φ(t,x1, . . . , t,xN) = ψ(t,x1, . . . ,xN ) . (5)
It follows from (5) that, at every configuration that is simultaneous with respect to the
Lorentz frame L,
N∑
j=1
Hj = H , (6)
1Since we have written the equations (4) in a Hamiltonian form, we have used a particular Lorentz
frame in order to refer to a time variable tj . This is convenient for us at this point but not necessary;
Hj will contain derivatives with respect to the spacelike components xj , and those could be moved to
the left-hand side to write (4) in a manifestly covariant form, just like the one-particle Dirac equation
can be written either in the Hamiltonian form i∂ψ/∂t = Hψ with (setting c = 1) H = −iα · ∇ + βm
or in the manifestly covariant form iγµ∂µψ = mψ.
2The expression Schro¨dinger equation is not meant to imply that Hj involves the Laplace operator,
but is understood as including, e.g., the Dirac equation.
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where H is the Hamiltonian governing ψ,
i
∂ψ
∂t
= Hψ . (7)
1.2 Consistency Condition
A novel feature of multi-time equations such as (4), absent from the single-time Schro¨din-
ger equation (7), is that the multi-time equations can be inconsistent ; being inconsistent
means that they possess no non-zero joint solutions φ, or possess non-zero joint solutions
only for special initial conditions. The condition for consistency (or integrability), which
Bloch [2] was already aware of, reads[
i
∂
∂tj
−Hj , i ∂
∂tk
−Hk
]
= 0 ∀j 6= k . (8)
To begin to understand where (8) comes from, consider the multi-time equations (4)
for N = 2 particles and the simple case where H1 and H2 are time-independent and
bounded operators on a Hilbert space H , e.g., H = L2(R3 × R3). We can regard φ as
an H -valued function of t1 and t2. Then, for arbitrary initial conditions φ(0, 0) we can
obtain a solution of the multi-time equations (4) in two different ways,
φ(t1, t2) = e
−iH2t2φ(t1, 0) = e−iH2t2e−iH1t1φ(0, 0) (9)
and
φ(t1, t2) = e
−iH1t1φ(0, t2) = e
−iH1t1e−iH2t2φ(0, 0). (10)
Both expressions agree (and thus yield a joint solution φ) for all initial φ(0, 0) ∈ H if
and only if
[H1, H2] = 0 . (11)
Since the Hamiltonians do not depend on t1 or t2, they commute with ∂/∂tj , and the
consistency condition (8) amounts to (11). A more general and detailed derivation and
discussion of condition (8) is given in Section 2.
1.3 Perspective
The time evolution of non-interacting particles trivially satisfies (8). The central claim
of this paper is that every interaction potential violates the consistency condition (8).
Before explaining the details of the claim, let us put it into perspective. The claim
might be surprising from the point of view of non-relativistic quantum mechanics be-
cause there, potentials are the only method of implementing interaction between the
particles. A different method, however, is available in quantum field theory, where the
particle number is not fixed: there, particles can interact by emitting and absorbing
other particles. And indeed, as we show in [17, 19, 20], this kind of interaction can
be implemented with consistent multi-time equations; the analysis of the consistency of
these equations is more delicate because, as the number of particles is not fixed, also
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the number of time variables is not fixed; yet, the analysis can be done and confirms
the consistency of natural choices of multi-time equations with particle creation and
annihilation.
From a different perspective, our claim, that interaction potentials make multi-time
equations inconsistent, may be unsurprising: Multi-time wave functions were introduced
for the purpose of a covariant description of the quantum state, and interaction poten-
tials may seem incompatible with relativity. After all, interaction potentials involve a
function V (x, y) with x, y different space-time points, and this suggests that interaction
potentials represent a direct (and possibly faster-than-light) action-at-a-distance, in con-
flict with principles of relativity and presumably implying, in particular, the possibility
of superluminal signaling.
On the other hand, it is not uncommon to use, in (relativistic) quantum electrody-
namics, the Coulomb gauge of the quantized fields, which leads to an explicit Coulomb
potential term in the Hamiltonian besides the quantized degrees of freedom of the elec-
tromagnetic field; see, e.g., [5]. So it is perhaps not so clear that interaction potentials
have no place in relativistic theories.
Moreover, while the use of multi-time wave functions is motivated by relativity, they
can be considered also independently of relativity. In particular, one can consider multi-
time equations of the form (4) that are not covariant but make use of a special Lorentz
frame and will have a different Hj after transformation to a different frame. So it may
again be surprising that even if we do not require Lorentz invariance but only consistency
of the multi-time equations, interaction potentials are excluded. As a consequence, in
view of our results in this paper and in [17, 19, 20], the mere introduction of multi-
time wave functions, with space-time configurations as arguments, naturally leads us to
considering particle creation and annihilation.
On the other hand, further possibilities are known to exist, at least mathematically,
and at least if we are willing to consider Hj that are nonlocal in time: Several authors
[11, 9, 10, 25, 14] have given examples of Lorentz-invariant equations of the form (4)
for N = 2 particles that are, at least in some sense, consistent. In these examples,
the interaction terms neither are multiplication operators (like potentials) nor involve
particle creation; instead, Hjφ involves integrating φ over some time interval (partly
in the future), so that these equations may not determine φ from initial data as in a
Cauchy problem.
As a last remark, our result may seem unsurprising in view of the result of Currie,
Jordan, and Sudarshan [6], who showed for N = 2 particles that classical mechanics, in
a particular Hamiltonian formulation, cannot be made relativistic except in the absence
of interaction. Then again, it is not clear whether and why that particular Hamiltonian
formulation should be regarded as the appropriate classical analog of the framework of
multi-time Schro¨dinger equations; see [18] for further discussion.
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1.4 Example of Inconsistent Multi-Time Equations
Let us now look at an explicit example of multi-time equations with potentials. Consider
the two-particle Hilbert space H = L2(R3 × R3,Cd) and the Hamiltonian
H = H free + V = H free1 +H
free
2 +
1
‖x1 − x2‖ (12)
in the usual single-time picture, where the H freej are the free Schro¨dinger (d = 1) or
free Dirac (d = 16) Hamiltonians. To begin with, in view of (6), how should the
potential be distributed on the two partial Hamiltonians? If V (x1,x2) were of the form
V1(x1)+V2(x2) then it would be natural to define Hj = H
free
j +Vj, but such a potential
V would represent an external field and not interaction between the two particles. One
obvious (though perhaps unnatural) possibility for the Coulomb potential is to attribute
half of the potential to each of the partial Hamiltonians, i.e., to set
Hj = H
free
j +
1
2‖x1 − x2‖ . (13)
But then the consistency condition (8) is violated. Indeed, if the H freej are the free
Schro¨dinger Hamiltonians,
H freej = −
1
2m
∆j , (14)
then
[H1, H2] =
x1 − x2
2m‖x1 − x2‖3 · (∇1 +∇2) 6= 0, (15)
and if the H freej are the free Dirac Hamiltonians (we set c = 1),
H freej = −iαj · ∇j + βjm, (16)
then
[H1, H2] =
i(x1 − x2)
2‖x1 − x2‖3 · (α1 +α2) 6= 0. (17)
(Here, αj means the 3-vector consisting of the three Dirac alpha matrices, acting on the
spin index of particle j.) As above, for time-independent Hamiltonians the consistency
condition (8) amounts to [H1, H2] = 0. Thus, the most obvious choice of multi-time
equations for two particles with a Coulomb potential is inconsistent.
(Furthermore, the only joint solution φ : R2 → H of (4) is zero. Indeed, an initial
wave function which is mapped to zero by the operator in (15) must be constant along
the line {(a + (1 + s)b,a + sb) : s ∈ R} in R3 × R3 for any a, b ∈ R3, and thus
cannot be square-integrable unless it vanishes almost everywhere. The kernel of the
operator in (17) consists of those wave functions ψ : R6 → C16 such that, at almost
every (x1,x2), ψ(x1,x2) is an eigenvector of (x1−x2) ·α1 with eigenvalue ±‖x1−x2‖
and simultaneously an eigenvector of (x1−x2)·α2 with eigenvalue ∓‖x1−x2‖; non-zero
elements of the kernel will not remain in the kernel under exp(−iH1t) or exp(−iH2t).)
Several previous authors, starting from Bloch [2], were aware of this kind of difficul-
ties with potentials; some [11, 16] mentioned it explicitly.
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1.5 Brief Overview of Results
1.5.1 Results on Consistency Condition
The first type of results that we present (Theorems 1 and 2) are precise formulations
and proofs of the statement that the condition (8) is necessary and sufficient for the
consistency of the system of multi-time equations (4). In this context we also elucidate
(Section 2.3) a perspective from which (8) expresses the vanishing of the curvature of a
gauge connection on a vector bundle with fibers H over the space RN spanned by the
time axes, such that time evolution corresponds to parallel transport in this bundle.
1.5.2 Inconsistency Results
The main goal of this paper is to prove in great generality that interaction potentials
in multi-time equations lead to violations of the consistency condition (8). Our results
(Theorems 3–7) cover arbitrary smooth potential functions, also time-dependent ones,
such as Vj(t1,x1, . . . , tN ,xN); they cover the free Dirac Hamiltonian and the Laplace
operator, and in fact all self-adjoint differential operators up to second order, as free
Hamiltonians.
Furthermore, writing x = (x0, x1, x2, x3) = (x0,x) = (t,x) for a space-time point, it
is reasonable to demand of φ only that it be defined on the set of spacelike configurations
of N particles,
S =
{
(x1, . . . , xN) ∈ (R4)N : ∀j 6= k : xj ∼ xk or xj = xk
}
(18)
(where x ∼ y means that x is spacelike to y),3 and not on all of (R4)N .4 In that case, also
the partial Hamiltonians need to be defined only on S (e.g., as differential operators),
and also the consistency condition can only be expected to hold on S . Among our
inconsistency results, we also prove that even if the consistency condition holds only on
S , all consistent potentials are interaction-free.
1.5.3 Consistency with Cut-Off Length δ
Another result we prove (Theorem 8) concerns a scenario with a cut-off length δ > 0.
Although a cut-off length is usually not considered for potentials but only for particle
creation, we consider it here for potentials because that allows for a consistent kind of
multi-time equations. In an arbitrary but fixed Lorentz frame L, we consider instead of
S the set of δ-spacelike configurations,
Sδ =
{
(x1, . . . , xN ) ∈ (R4)N : ∀j 6= k : x0j = x0k or ‖xj − xk‖ > |x0j − x0k|+ δ
}
. (19)
3We say that x is spacelike to y if and only if (x0−y0)2−‖x−y‖2 < 0. For a spacelike configuration,
we allow repeated entries, xj = xk.
4Bloch [2] has argued first that multi-time wave functions φ should be defined only on S , a view that
we share. As we show in [17], it is actually the case that interaction implemented by the creation and
annihilation of particles is consistent on spacelike configurations, but not on all space-time configurations
(i.e., consistent on the analog of S for a variable number of particles, but not on that of (R4)N ).
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This is the set of those spacelike configurations in which additionally for each pair of
particles either the times are equal or the spatial distance from one particle’s light cone
to the other particle is bigger than δ. Figure 1 shows an example of such a configuration.
Figure 1: A space-time configuration belonging to Sδ
Our result, Theorem 8, asserts that for a pair potential of range δ or less, the obvious
multi-time equations on Sδ (with Dirac operators as H
free
j ) are consistent.
5
In more detail, for any δ-spacelike configuration the N particles can be grouped to-
gether in families that have equal time coordinate. The obvious multi-time equations
say that particles belonging to different families do not interact (as they have distances
greater than δ anyway), while each family, having only one joint time coordinate, sat-
isfies one Schro¨dinger equation that contains interaction potentials. It is therefore not
surprising that the multi-time equations, one equation per family, are consistent. Yet,
the proof requires some work, as the grouping into families is not fixed but varies over
Sδ. (Note also that two particles at a distance > δ can interact by interacting with a
third particle, travelling from one to the other if necessary.)
This model breaks Lorentz invariance in two ways: the set Sδ is not Lorentz invari-
ant, and the time evolution involves L-instantaneous interaction within each family (over
distances up to δ), and thus superluminal signaling. This leads to the question, which
we address now, whether a fully relativistic version of the example could be obtained
by letting δ → 0.
5As a consequence, the statement made in the title of this paper is not true on Sδ, and the title
should be understood as meaning that multi-time Schro¨dinger equations without cut-off length cannot
contain interaction potentials.
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1.5.4 On the Limit δ → 0
The answer is negative: There is no consistent set of multi-time equations with interac-
tion of range 0 based on the Dirac equation. Indeed, such a multi-time evolution would
involve a wave function φ defined on the set of spacelike configurations of N particles,
which at each spacelike configuration (x1, . . . , xN ) (away from the set where xj = xk)
would satisfy the free multi-time Dirac equations,
i
∂φ
∂tj
=
(−iαj · ∇j + βjm)φ (20)
for j = 1, . . . , N . While these equations look like the free equations, they alone may
not completely determine the time evolution, as the set S of spacelike configurations
has a non-empty boundary ∂S ; to determine the time evolution it might be necessary
to specify boundary conditions on ∂S , and one might hope that a suitable choice of
boundary condition will define a consistent interacting multi-time evolution. However,
consider (in any one Lorentz frame L) the 1-time wave function ψ obtained from the
multi-time wave function φ as in (5). As a consequence of (20), ψ would satisfy the free
N -particle 1-time Dirac equation
i
∂ψ
∂t
=
N∑
j=1
(
−iαj · ∇j + βjmj
)
ψ (21)
on the set
R
3,N
6= =
{
(x1, . . . ,xN) ∈ (R3)N : ∀j 6= k : xj 6= xk
}
= (R3)N \D (22)
of configurations without collisions. It is known [24] that the Dirac equation does not
allow for point interactions if the dimension of physical space is 3; that is, if (21) holds
away from the diagonal D then it also holds on the diagonal D; put yet differently, the
free Dirac Hamiltonian as in (21) is essentially self-adjoint on C∞0
(
R3N \ D, (C4)⊗N),
and its unique self-adjoint extension is again a free Dirac operator. Thus, the theory in
the limit δ → 0 is free of interaction.
2 The Consistency Condition
Since the time derivatives ∂/∂tj and ∂/∂tk commute, (8) is just a more compact way of
writing [
Hj, Hk
]− i∂Hk
∂tj
+ i
∂Hj
∂tk
= 0 ∀j 6= k . (23)
We now want to convey why this condition is necessary and sufficient for the multi-time
equations (4) to possess a joint solution for every initial condition. We will approach
this point from several angles.
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2.1 Heuristic Derivation
First, regard the multi-time equations (4) as N equations about a function φ : R4N → S
(with S the spin-space, e.g., S = C for spinless particles, or S = (C4)⊗N for Dirac
particles). If φ is a joint solution then[
i
∂
∂tj
−Hj, i ∂
∂tk
−Hk
]
φ = 0 ∀j 6= k . (24)
Now suppose that arbitrary times τ1, . . . , τN can be chosen as initial times, at which
arbitrary initial data φ|t1=τ1,...,tN=τN can be specified. Then the left-hand side of (24)
has to vanish at t1 = τ1, . . . , tN = τN for arbitrary φ|t1=τ1,...,tN=τN , and therefore the
commutator has to vanish at t1 = τ1, . . . , tN = τN . Since the τj were arbitrary, the
commutator has to vanish everywhere, which is what we wanted to derive.
It is sometimes important to note that, for the condition (8) to characterize consis-
tency, the commutator has to vanish not only on all joint solutions φ of (4), but on all
possible initial conditions, or, equivalently (since, as visible from (23), the left-hand side
of (24) does not involve the time derivative of φ), on all functions R4N → S.
In many relevant cases, the commutator can also be considered locally (i.e., at a
single point in R4N ), e.g., when the Hj are differential operators; then the commutator
may vanish on some subset U of R4N but not on its complement. This case is relevant in
connection with the fact that the Dirac equation has a finite propagation speed (given by
the speed of light, which we have set to 1), so that a solution ψ(t,x) of the (1-particle)
Dirac equation depends on the initial data ψ(0, ·) only through the initial data in the
closed ball B|t|(x) around x with radius |t| (called the domain of dependence). If every
Hj has propagation speed 1, then φ(τ1 + ε,x1, . . . , τN + ε,xN ) depends on initial data
at times τ1, . . . , τN only on Bε(x1)× · · ·×Bε(xN), and for solving (4) on the Cartesian
product of the cones between (τj+ε,xj) and (τj , Bε(xj)) we only need that this product
set is contained in U . In particular, for solving (4) on S we only need that (8) holds
on S .
2.2 Exact Formulations
Another way of thinking about the consistency condition is from a Hilbert space per-
spective. Regard φ as a function φ : RN → H on the space RN spanned by the N time
axes, with values in a Hilbert space, e.g., H = L2(R3N , S). The partial Hamiltonians
are N operator-valued functions H1(t1, . . . , tN), . . . , HN(t1, . . . , tN).
A simple case is that in which the Hj are time-independent:
Theorem 1. Let H be a Hilbert space, and let H1, . . . , HN be (time-independent) self-
adjoint operators in H . Then the system of equations (4) possesses a strong solution
for every initial condition φ(0, . . . , 0) ∈ H if and only if the consistency condition
[Hj, Hk] = 0 holds (in the spectral sense) for all j 6= k ∈ {1, . . . , N}.
The proof is given in Section 5. Here, a strong solution means a function φ : RN →
H such that
φ(t1, . . . , tN ) = e
−iHjtjφ(t1, . . . , tj−1, 0, tj+1, . . . , tN) (25)
11
for every j = 1, . . . , N , in analogy to the usual terminology that a strong solution
of the single-time Schro¨dinger equation i∂tψ = Hψ is a function ψ : R → H such
that ψ(t) = e−iHtψ(0). Furthermore, to say that [H1, H2] = 0 “in the spectral sense”
means that, for all measurable sets A1, A2 ⊆ R, the corresponding spectral projections
P1 = 1A1(H1) and P2 = 1A2(H2) commute. In case H1 and H2 are bounded operators
(and thus defined on all of H ), this statement is equivalent to H1H2 = H2H1. (For
unbounded operators, the expression H1H2 − H2H1 may not be defined on a dense
domain because the range of H1 may not be contained in, or even may not overlap
non-trivially with, the domain of H2 and vice versa.)
Let us return to the general case Hj = Hj(t1, . . . , tN).
Theorem 2. Let H be a Hilbert space, and let H1, . . . , HN be smooth functions on R
N
with values in the bounded operators on H . Then the system of equations (4) possesses
a solution φ : RN → H for every initial condition φ(0, . . . , 0) ∈ H if and only if the
consistency condition (8) holds.
The derivative ∂/∂tj in (4) is understood here as the limit in the Hilbert space
topology of the appropriate difference quotient. The proof of Theorem 2 is also given
in Section 5. The restriction to bounded Hj(t1, . . . , tN) in Theorem 2 can presumably
be relaxed if a more refined proof is used. For finite-dimensional H , Theorem 2 was
already known [12].
2.3 Path Independence
Let us explore further the view of φ as an H -valued function on RN . Already the
simplified derivation of the consistency condition in Section 1.2 has made clear that
consistency is related to a certain type of path independence: It was relevant to consis-
tency that we could either first increase the t1 variable from its initial to its final value,
and then the t2 variable, or vice versa. The first way of obtaining φ(t1, t2) from φ(0, 0)
proceeds along a path that is the polygonal chain from (0, 0) to (t1, 0) to (t1, t2); the
second along the path from (0, 0) to (0, t2) to (t1, t2); see Figure 2.
As further alternatives, we could first increase t1 a bit, then t2, then t1 some more,
then t2, etc.. More generally, also for N time variables, with every path γ : [0, 1]→ RN
from the initial point γ(0) = ~t i = (ti1, . . . , t
i
N) to the final point γ(1) = ~t
f = (tf1 , . . . , t
f
N),
there is associated an evolution operator
Uγ = T e−i
∫
γ
∑
j Hj dtj , (26)
which means the path-ordered exponential integral, i.e., the value U(1) of the solution
of the differential equation
dU(s)
ds
= −i
∑
j
Hj(γ(s))
dγj(s)
ds
U(s) (27)
with initial condition U(0) = I, the identity operator; for bounded Hj, it is given by
the Dyson series (see Section 5 for more detail).
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Figure 2: Two paths in the t1t2-plane from (0, 0) to (t1, t2) associated with two ways of
computing φ(t1, t2) from φ(0, 0): either first increase the t1 variable and then t2, or first
increase t2 and then t1. Dashed: another path from (0, 0) to (t1, t2) associated with another
way, first increase the t1 variable a bit but not to the desired final value, then increase the t2
variable a bit, then t1 again etc..
The consistency of (4) is then equivalent to saying that every path γ from ~t i to ~tf
yields the same operator Uγ ; or, put differently, since any point in R
N could serve as ~t i
or ~tf , that Uγ depends only on the endpoints of γ.
We note that, as discussed in more detail in [17], a similar situation occurs for the
Tomonaga–Schwinger equation, which defines the evolution of a wave function in Hilbert
space along any path in the set of spacelike hypersurfaces; if the consistency condition of
the Tomonaga–Schwinger equation is satisfied, then the evolution is path-independent,
and thus depends only on the initial and the final hypersurface but not on the foliation
used to interpolate between the two.
Returning to the consistency of (4), the evolution operator Uγ and its path-independence
can be naturally expressed in terms of a gauge connection of a vector bundle. Consider
as the base manifold the space RN spanned by the N time axes, take as the fiber spaces
copies of H (so it is a trivial vector bundle), and regard φ as a cross-section of this
vector bundle. Define a gauge connection (or “covariant derivative”) on this bundle by6
∇j = ∂j − iAj (28)
with ∂j = ∂/∂tj and connection coefficients Aj = −Hj .7 Then Uγ coincides with the
6We use the symbol ∇j in this paper in two different meanings: here, it means the covariant
derivative in the tj-direction, whereas in some other places including (15), (20), and (21), it means the
gradient (∂/∂xj,1, ∂/∂xj,2, ∂/∂xj,3) with respect to spatial variables. It should always be clear from
the context which meaning is intended.
7Put differently, a gauge connection can be described, relative to some other gauge connection, by a
one-form with values in the Lie algebra of the gauge group; here, the reference connection [∂ in (28)] is
the one along which the Hilbert spaces in the bundle are identified with H (and thus with each other),
the Lie algebra of the gauge group consists of operators on H , and a one-form on RN can be specified
by specifying its N components Aj = −Hj.
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parallel transport operator along γ associated with the gauge connection, a joint solution
φ is a cross-section for which all covariant derivatives vanish, and path-independence
is equivalent to saying that all closed curves γ have trivial holonomy (i.e., Uγ = I).
By the non-Abelian Stokes theorem (see the proof of Theorem 2 in Section 5), the
holonomy of a closed curve γ equals the ordered exponential integral of the curvature
over any oriented 2-surface Σ whose oriented boundary is γ. As a consequence, a gauge
connection has only trivial holonomies if and only if its curvature F vanishes. Here, F
is an operator-valued 2-form; by the standard formula for computing curvature from the
connection coefficients, the components of F are
Fjk = −∂Hk
∂tj
+
∂Hj
∂tk
− i[Hj, Hk] . (29)
Thus, path-independence (and thus consistency) is equivalent to
Fjk = 0 ∀j 6= k , (30)
which coincides with condition (8) in the form (23). We have thus obtained another
derivation of the equivalence between (8) and consistency; a precise version of this
derivation is formulated in Section 5.
2.4 Comparison with the Frobenius Theorem
The statement that (8) is necessary and sufficient for the consistency of a system of multi-
time equations bears some similarity with the Frobenius theorem of differential topology,
which concerns the following. Suppose that with every point q ∈ Rd is associated
a subspace Sq ⊂ Rd of dimension N < d; the family of the subspaces Sq is called
integrable if and only if there exists an N -dimensional foliation of Rd such that Sq is
the tangent space of the foliation at q. The Frobenius theorem provides a necessary
and sufficient condition for integrability. Equivalently, the situation can be expressed
in terms of a system of N partial differential equations for a function φ : Rd → Rd−N ,
φ(q) = φ(q1, . . . , qd), of the form
d∑
n=1
fkn(q)
∂φ
∂qn
= 0 ∀k = 1, . . . , N (31)
with real-valued coefficients fkn.
Here, the leaves of the foliation are supposed to be the surfaces of constant φ =
(φ1, . . . , φd−N); they do form a foliation if the matrix D(q) = (Din) = (∂φi/∂qn) has full
rank d−N at every q ∈ Rd. At every q, the N vectors (written as directional derivative
operators)
Lk =
d∑
n=1
fkn(q)
∂
∂qn
(32)
span the subspace Sq; Eq. (31) expresses that the foliation is tangent to Sq. The family
Sq is integrable if and only if there is a solution φ of (31) such that D(q) has full rank
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at every q; in this case, Eq. (31) is said to be integrable. The Frobenius theorem states
that (31) is integrable in a neighborhood of q0 ∈ Rd if and only if the operators Lk
satisfy the commutator condition
[Li, Lj ] =
N∑
k=1
cijk(q)Lk (33)
in a neighborhood of q0 for suitable functions cijk.
To compare the Frobenius theorem to Theorem 2, we consider d = 4N , q = (x1, . . . , xN),
and
Lk =
∂
∂x0k
+ iHk . (34)
The similarities are that both theorems concern the possibility of a joint solution φ of
several PDEs; that this possibility occurs if and only if the PDEs satisfy a certain inte-
grability condition; and that this condition can be expressed in terms of the commutator
[Li, Lj ]. The differences are that φ in Theorem 2 can have any number of components,
not just d−N ; that Theorem 2 does not guarantee that D(q) has full rank at every q;
relatedly, that a joint solution φ of (4) does not, in general, define an N -dimensional
foliation of Rd; that the operators Hk in Theorem 2 can have matrix-valued coefficients,
do not have to be of first order, and do not have to be differential operators;8 and that
the commutator in (8) has to vanish, rather than being a linear combination of the Lk.
Thus, neither theorem is a special case of the other.
A statement of the following type can be regarded as a generalized Frobenius theo-
rem that covers both the original Frobenius theorem and the consistency of multi-time
Schro¨dinger equations as special cases:
• Let H be a vector space. The system of partial differential equations for φ : RN →
H ,
∂φ
∂tj
= fj
(
t1, . . . , tN , φ(t1, . . . , tN)
)
, (35)
possesses a solution φ on RN for every initial condition φ(0, . . . , 0) = φ0 if and
only if the functions fj : R
N × H → H , j = 1, . . . , N , everywhere satisfy the
consistency condition
∂fj
∂tk
+ fk · ∇φfj = ∂fk
∂tj
+ fj · ∇φfk (36)
for all k = 1, . . . , N . In this case, the solution is unique.
For finite-dimensional H (and under certain technical assumptions on the fj), this
statement can be found as Theorems 2.1 and 2.2 in [12]. On the other hand, for
8Strictly speaking, Theorem 2 does not apply to differential operators because they are unbounded;
but an appropriate version of Theorem 2 will be true of differential operators.
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fj(t1, . . . , tN , φ) = −iHj(t1, . . . , tN)φ, (35) reduces to (4) and (36) to (8), and The-
orems 1 and 2 above provide precise versions of the statement. The original Frobe-
nius theorem (or at least a variant thereof) is a special case of the statement for
(q1, . . . , qd) = (t1, . . . , tN , x1, . . . , xd−N), Lk = ∂/∂tk+
∑d−N
n=1 fkn(q) ∂/∂xn, H a suitable
space of functions of (x1, . . . , xd−N), and fj(t1, . . . , tN , φ) = −
∑d−N
n=1 fkn(q) ∂φ/∂xn.
3 Results on Inconsistency of Potentials
We now state our results about the inconsistency of interaction potentials. The proofs
are postponed to Section 6. The results cover, as the free Hamiltonians, both the free
Schro¨dinger Hamiltonian9
H freei = −
1
2m
∆i, (37)
and the free Dirac Hamiltonian
H freei = −iαi · ∇i + βim. (38)
Since we are more interested in the Dirac case, we formulate our results first for first-
order operators (Theorems 3–6), and present the corresponding results for second-order
operators afterwards in Theorem 7.
So consider φs1,...,sN (x1, . . . , xN) with sj = 1, . . . , 4 the spin index of the j-th particle;
that is, φ : R4N → (C4)⊗N . In the following Theorem 3 we consider real scalar interaction
potentials.
Theorem 3. Suppose Hi = H
free
i + Vi(x1, . . . , xN ), where H
free
i is the free Dirac Hamil-
tonian (38) acting on xi (and the i-th spin index), and Vi : R
4N → R is smooth. The
consistency condition (8) is satisfied on R4N only if the evolution (4) is gauge-equivalent
to a non-interacting one, i.e., there are smooth real-valued functions θ(x1, . . . , xN) and,
for every i ∈ {1, . . . , N}, V˜i(xi) such that
φ˜(x1, . . . , xN) := e
iθ(x1,...,xN )φ(x1, . . . , xN) (39)
satisfies the equations
i
∂φ˜
∂ti
=
(
H freei + V˜i(xi)
)
φ˜ (40)
for i = 1, . . . , N .
Theorem 3 can easily be generalized to more arbitrary first-order differential opera-
tors.
9There should be no difficulty with distinguishing when the symbol i denotes the unit imaginary
number from when it denotes a particle label.
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Theorem 4. Theorem 3 is still true if the free Dirac operator is replaced by any first-
order differential operator
H freei = −i
3∑
a=1
Ai,a
∂
∂xi,a
+Bi (41)
for every i = 1, . . . , N , where the coefficients Ai,a and Bi are self-adjoint ki×ki matrices
acting on the index si = 1, . . . , ki of the wave function (referring to the spin space C
ki of
the i-th particle), and for each i the four matrices Ai,1, Ai,2, Ai,3, I (with I the identity
matrix) are linearly independent.10 That is, let, for every i,
Hi = H
free
i + Vi(x1, . . . , xN ) (42)
with arbitrary real-valued, smooth potential functions Vi. The consistency condition
(8) is satisfied only if the multi-time evolution (4) defined by H1, . . . , HN is gauge-
equivalent to a non-interacting one, i.e., (as before) there are smooth real-valued func-
tions θ(x1, . . . , xN) and V˜i(xi) such that φ˜ given by (39) satisfies (40).
The assumption that Ai,a and Bi be self-adjoint can actually be dropped; it is not
used in the proof, nor in that of Theorem 5. However, as far as we are aware, it is
satisfied in all examples of physical interest. The assumption that Ai,a be self-adjoint is
needed in Theorem 6.
In the following theorem, we consider spacelike configurations. As remarked in the
introduction, it is reasonable to expect that multi-time wave functions are defined only
on S . It is useful to also have a notation for the set of spacelike configurations without
collisions (i.e., demanding xj 6= xk),
S6= =
{
(x1, . . . , xN ) ∈ (R4)N : ∀j 6= k : xj ∼ xk
}
, (43)
where x ∼ y means that x is spacelike to y.
Theorem 5. Theorem 4 is still true if the consistency condition holds only on the set
S6= of collision-free spacelike configurations and the multi-time wave function is defined
only on S6=.
Theorem 5 yields that (40) holds on S6=. In order to see that this actually implies
the absence of interaction, note that it implies the corresponding 1-time equation
i
∂ψ˜
∂t
=
N∑
i=1
(
H freei + V˜i(t,xi)
)
ψ˜ (44)
on R3N \ D, where D is the set of collision configurations (“the diagonal”). Since the
Dirac equation does not allow for point interactions [24] if the dimension of physical
10This is the case for the free Dirac Hamiltonian with ki = 4, Ai,a = αa acting on si and Bi = βm
acting on si; indeed, the three α matrices and I are linearly independent in the space of self-adjoint
4× 4 matrices.
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space is 3, (44) holds also on D. (More precisely, the only self-adjoint Hamiltonian in
L2(R3N , (C4)⊗N) that agrees with (44) on smooth functions with compact support away
from D is the obvious, non-interacting one.) And a multi-time evolution law can hardly
be called interacting if it is non-interacting on the equal-time configurations.11
The most general one of our inconsistency theorems is
Theorem 6. Theorems 4 and 5 are still true if the matrices Ai,a and Bi are allowed to
depend smoothly on xi (such that still, for each xi, the four matrices Ai,1(xi), Ai,2(xi),
Ai,3(xi), I are linearly independent), and if Vi(x1, . . . , xN) is, rather than a real scalar,
a self-adjoint ki× ki matrix acting on the index si; it is understood that also V˜i(xi) is a
self-adjoint ki × ki matrix acting on the index si, while θ(x1, . . . , xN) is still real.
The remark after Theorem 5 applies also to Theorem 6.
Theorem 6 should be regarded as the main result of this paper, and we take it to rule
out interaction potentials for covariant multi-time equations. The case of xi-dependent
coefficients occurs, for example, when H freei is the free Dirac operator on a curved space-
time.
For the proofs of Theorems 5 and 6 we need some auxiliary lemmas about the
connectedness of S6= and certain subsets thereof, in particular that S6= ⊂ R4N is simply
connected. These lemmas are stated and proven in Section 6, along with the proofs of
the theorems from this section.
Finally, the same kind of results can be obtained for Schro¨dinger operators instead
of Dirac operators:
Theorem 7. Theorems 3, 4, and 6 are also true when H freei is the free Schro¨dinger
Hamiltonian (37) acting on xi, or in fact any second-order differential operator,
H freei =
3∑
a,b=1
Ai,ab(xi)
∂2
∂xi,a∂xi,b
+
3∑
a=1
Bi,a(xi)
∂
∂xi,a
+ Ci(xi) , (45)
where each of the coefficients Ai,ab(xi), Bi,a(xi), Ci(xi) is a complex ki× ki matrix acting
on the index si and depending smoothly on xi, and the 3ki× 3ki matrix
(
Ai,ab(xi)
)
ab
has
full rank.
That is, for such H freei , for wave functions φ : R
4N → ⊗iCki, and for smooth
Vi(x1, . . . , xN ) with values in the self-adjoint ki×ki matrices acting on si, the consistency
condition (8) holds on R4N only if the multi-time evolution (4) defined by H1, . . . , HN
with Hi = H
free
i + Vi is gauge-equivalent to a non-interacting one, i.e., there are smooth
functions θ : R4N → R and V˜i : R4 → Cki×ki such that φ˜ given by (39) satisfies (40) on
R
4N .
Here, Ck×k denotes the space of complex k × k matrices.
11Even more, one can argue as follows that the only reasonable multi-time evolution obeying (40) on
S6= is the one obeying (40) on R
4N . Grouping the particles into families with equal time coordinate
as in the proof of Theorem 8 in Section 7, consider the evolution first on the set of configurations with
L = 1 families, then with L = 2, etc.. As just pointed out, for L = 1 the only acceptable evolution
(i.e., with a self-adjoint Hamiltonian) is non-interacting. Likewise, when considering L > 1 families, we
require the partial Hamiltonian for each family to be self-adjoint, which implies (by the impossibility
of point interactions) that it is non-interacting. It then follows that (40) holds on all of R4N .
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4 Result on Consistency of Potentials with Cut-Off
Length δ
In this section we describe a consistent multi-time theory on the set Sδ of δ-spacelike
configurations as in (19) with an interaction pair potential with range δ. We use the
notation q = (x1, . . . ,xN) ∈ R3N with each xk ∈ R3 and similarly q4 = (x1, . . . , xN ) ∈
R4N with xk ∈ R4.
Let us first turn to the way in which the particles are grouped into families. Any
configuration q4 ∈ Sδ defines a partition Pq4 of the set {1, . . . , N} of all particles by
the equivalence classes of the relation that holds between j and k if and only if tj = tk.
A partition P of {1, . . . , N} is a set P = {S1, . . . , SL} of non-empty subsets Sα of
{1, . . . , N} with ∪Lα=1Sα = {1, . . . , N} and Sα ∩ Sβ = ∅ for α 6= β. For every partition
P we define
Sδ,P =
{
q4 ∈ R4N : (1) ∀α = 1, . . . , L ∀i, j ∈ Sα : ti = tj
(2) ∀α 6= β ∀i ∈ Sα, j ∈ Sβ : ‖xi − xj‖ > |ti − tj|+ δ
}
. (46)
Figure 1 shows a configuration in Sδ,{S1,S2} with S1 = {1, 2, 3} and S2 = {4, 5}. Let
PN =
{
partitions P of {1 . . .N}
}
(47)
and note that12
Sδ =
⋃
P∈PN
Sδ,P . (48)
If q4 ∈ Sδ,P then we also write tα for the joint time variable of all particles in
Sα, and qα for the list of space coordinates of all particles belonging to Sα; using that
notation, we also write q4 = (t1, q1; . . . ; tL, qL), so that Sδ,P can also be regarded as
an open subset of R3N+L (while we still sometimes find the notation q4 = (x1, . . . , xN)
convenient). (The amibiguity as to whether the symbol t1 refers to the family α = 1 or
to the particle j = 1 should not cause any practical difficulty.) We say that a function
φ is smooth on Sδ,P if it is smooth as a function of the variables t1, q1, . . . , tL, qL; we say
that φ is smooth on Sδ if it is smooth on each Sδ,P .
A potential V is a pair potential if it can be written as
V =
N∑
i,j=1
i 6=j
W (xi − xj). (49)
12For most q4 ∈ Sδ,P , Pq4 = P , but for some q4 ∈ Sδ,P , Pq4 is coarser than P ; viz., for those q4
for which particles from Sα happen to have the same time coordinate as particles from Sβ , β 6= α.
As a consequence, Sδ,P ′ need not be disjoint from Sδ,P for P
′ 6= P . In fact, Pq4 is the coarsest
partition P such that q4 ∈ Sδ,P . For any q4 ∈ Sδ, let FPq4 be the partition of {1, . . . , N} formed by
the equivalence classes of the transitive hull of the relation that holds between j and k if and only if
‖xj−xk‖ ≤ |tj− tk|+δ. Then FPq4 is the finest partition P such that q4 ∈ Sδ,P . Moreover, q4 ∈ Sδ,P
for exactly those partitions P that are coarser than (or equal to) FPq4 and finer than (or equal to) Pq4 .
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We say that a pair potential has range δ if and only if, for all x ∈ R3,
W (x) = 0 for ‖x‖ ≥ δ. (50)
Theorem 8. Consider N particles and a smooth pair potential with range δ > 0. Then
the multi-time Dirac equation is consistent on the set (19) of δ-spacelike configurations.
In more detail, let W ∈ C∞(R3,C4×4) be a pair potential with range δ. Then for
all initial conditions φ0 ∈ C∞
(
R3N , (C4)⊗N
)
there is a unique wave function φ ∈
C∞
(
Sδ, (C
4)⊗N
)
with φ|t1=...=tN=0 = φ0 which satisfies on Sδ,P for every partition
P = {S1, . . . , SL} the equations
i
∂
∂tα
φ(t1, q1; . . . ; tL, qL) =
(∑
j∈Sα
H freej +
∑
i,j∈Sα
i 6=j
W (xi − xj)
)
φ(t1, q1; . . . ; tL, qL) (51)
for all α = 1, . . . , L and with tα = x
0
i for all i ∈ Sα; here, H freej is the free Dirac operator
−iαj · ∇j + βjm.
The proof is given in Section 7. Because of the shape of Sδ, Theorems 1 and 2
cannot be applied directly, and the check of consistency requires some care.
5 Proofs of Results on Consistency Condition
Proof of Theorem 1. For ease of notation let us set N = 2 first. Let H1, H2 be given
as self-adjoint operators on a Hilbert space H that do not depend on t1, t2. By the
definition (25) of “strong solution,” any strong solution φ of the multi-time equations
(4) must satisfy (cf. also Figure 2)
e−iH2t2e−iH1t1φ(0, 0) = φ(t1, t2) = e−iH1t1e−iH2t2φ(0, 0) , (52)
and if a solution exists for every φ(0, 0) ∈ H then e−iH1t1 must commute with e−iH2t2 ,
which requires that [H1, H2] = 0 in the spectral sense. Conversely, [H1, H2] = 0 in the
spectral sense implies that e−iH1t1 commutes with e−iH2t2 for all t1 and t2, and then
φ(t1, t2) := e
−iH1t1e−iH2t2φ(0, 0) (53)
satisfies (25). For N > 2 variables, one sees in the same way that it is necessary and
sufficient for the existence of a strong solution that all H1, . . . , HN commute with each
other, which proves Theorem 1.
Before proving Theorem 2, we recall the Dyson expansion for the time evolution in
the one-time case. We want to solve the Schro¨dinger equation
i
dψ(t)
dt
= H(t)ψ(t) (54)
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for arbitrary initial condition ψ(s) ∈ H . It is known [21, Theorem X.69] that for a
strongly continuous function t 7→ H(t) into the bounded operators on H there is a
unique operator U(t, s) for every s, t ∈ R such that U(s, s) = I and, for any ψ(s) ∈ H ,
t 7→ ψ(t) = U(t, s)ψ(s) satisfies (54) with the derivative d/dt understood as the limit in
the Hilbert space topology of the difference quotient; U(t, s) is given by a time-ordered
exponential, the Dyson series
U(t, s) = T e−i
∫ t
s
H(T )dT
= I +
∞∑
n=1
(−i)n
∫ t
s
dT1
∫ T1
s
dT2 · · ·
∫ Tn−1
s
dTn H(T1)H(T2) . . .H(Tn), (55)
which converges in operator norm (because it actually follows that H(·) is uniformly
bounded on [s, t]), and satisfies, by the triangle inequality,
‖U(t, s)− I‖ ≤ exp
(
|t− s| sup
r∈[s,t]
‖H(r)‖
)
− 1 (56)
and
‖U(t, s)‖ ≤ exp
(
|t− s| sup
r∈[s,t]
‖H(r)‖
)
. (57)
We note further that always
U(t, s)U(s, r) = U(t, r) , (58)
in particular
U(s, t)U(t, s) = I , (59)
so U(t, s) is invertible. For self-adjoint H(t) the operator U(t, s) is unitary. It is per-
haps useful to mention that the intuitive, or heuristic, meaning of the time-ordered
exponential is a continuous product
T e−i
∫ t
s
H(T )dT “=”
t∏
T=s
(
I − iH(T ) dT
)
(60)
in which the factors (which do not necessarily commute) are ordered so that T increases
from right to left.
We offer two proofs for Theorem 2 because we find both of them instructive.
First proof of Theorem 2. For ease of notation we formulate the proof for N = 2, al-
though the arguments apply to any N . For the multi-time equations (4) for φ : R2 → H ,
relevant time evolution operators are given by time-ordered exponentials. As a conse-
quence of (4) for j = 1, the time evolution in the first time variable is given by
φ(t1, t2) = U(t1, s1; t2)φ(s1, t2) (61)
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with
U(t1, s1; t2) = T1e−i
∫ t1
s1
H1(T,t2)dT
= I +
∞∑
n=1
(−i)n
∫ t1
s1
dT1
∫ T1
s1
dT2 · · ·
∫ Tn−1
s1
dTn H1(T1, t2)H1(T2, t2) . . .H1(Tn, t2) . (62)
Since (t1, t2) 7→ H(t1, t2) is assumed to be smooth (with respect to the operator norm),
it is in particular norm-continuous and thus uniformly bounded on [s1, t1] × {t2} (or
any other compact set in R2), so that the Dyson series converges (in operator norm).
Similarly, if we keep the first time variable fixed, we find
φ(t1, t2) = U(t1; t2, s2)φ(t1, s2) = T2e−i
∫ t2
s2
H2(t1,T )dTφ(t1, s2). (63)
We have thus obtained the time evolution for vertical and horizontal line segments in
R2. For any path γ : [0, 1] → RN that is a concatenation of such segments, it follows
further that
φ(γ(1)) = Uγφ(γ(0)) (64)
with Uγ the product of the time evolution operators for each segment, ordered from
right to left as the segments are run through by γ.
As a consequence of (61) and (63), every solution φ : R2 → H of (4) satisfies (in
analogy to (52), cf. also Figure 2)
U(t1, s1; t2)U(s1; t2, s2)φ(s1, s2) = φ(t1, t2) = U(t1; t2, s2)U(t1, s1; s2)φ(s1, s2) (65)
for all t1, t2, s1, s2 ∈ R. Now fix s1, s2 ∈ R. Consistency, i.e., the existence of a solution
for every φ(0, 0) ∈ H , is equivalent to the existence of a solution for every φ(s1, s2) ∈ H .
Indeed, assuming consistency, then for any given φ˜(s1, s2) ∈ H , there exists a solution
with φ(0, 0) = U(0, s1; 0)U(s1; 0, s2)φ˜(s1, s2), and by (65) and (59) it will have
φ(s1, s2) = U(s1; s2, 0)U(s1, 0; 0)φ(0, 0) (66)
= U(s1; s2, 0)U(s1, 0; 0)U(0, s1; 0)U(s1; 0, s2)φ˜(s1, s2) (67)
= φ˜(s1, s2) . (68)
Conversely, if there exists a solution for any choice of φ(s1, s2), then choose φ(s1, s2) =
U(s1; s2, 0)U(s1, 0; 0)φ˜(0, 0), and by (65) and (59) the solution will have
φ(0, 0) = U(0, s1; 0)U(s1; 0, s2)φ(s1, s2) (69)
= U(0, s1; 0)U(s1; 0, s2)U(s1; s2, 0)U(s1, 0; 0)φ˜(0, 0) (70)
= φ˜(0, 0) , (71)
so consistency follows.
As a consequence, consistency is equivalent to
U(t1, s1; t2)U(s1; t2, s2) = U(t1; t2, s2)U(t1, s1; s2) ∀t1, t2, s1, s2 ∈ R . (72)
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Put differently, the condition is that Uγ = I for any path γ around an axiparallel
rectangle.
We now show that (72) implies (8). Rename sj → tj , tj → tj+∆t with ∆t > 0. (Our
arguments will also go through for negative ∆t, but the presentation is simplified by
assuming it is positive.) We write O(∆tn) for any operator R (that may depend on ∆t
and other things) such that there is a constant 0 < M <∞ (independent of ∆t or other
things) with ‖R‖ ≤ M∆tn whenever ∆t is sufficiently small. We write o(∆tn) for any
operator R such that ‖R‖ ≤ f(∆t) for some function f with lim∆t→0∆t−nf(∆t) = 0.
Clearly, any O(∆tn+1) is an o(∆tn). For any (s1, s2) ∈ [t1, t1+∆t]× [t2, t2+∆t], we can
write
Hj(s1, s2) = Hj(t1, t2) +
2∑
k=1
(sk − tk)∂Hj
∂tk
(t1, t2) + o(∆t) (73)
because Hj was assumed to be a differentiable function of (t1, t2). We can write the
Dyson series (62) in the form
U(t1 +∆t, t1; t2) = I − i
∫ t1+∆t
t1
dT1 H1(T1, t2)
−
∫ t1+∆t
t1
dT1
∫ T1
t1
dT2 H1(T1, t2)H1(T2, t2) +O(∆t
3) . (74)
Indeed, the remainder R comprising all terms of order n ≥ 3 in the Dyson series satisfies,
in analogy to (56), ‖R‖ ≤ f(M∆t) with f(x) = ex − 1− x− 1
2
x2, ∆t ≤ 1, and
M = sup
{
‖Hj(s1, s2)‖ : j = 1, 2, s1 ∈ [t1, t1 + 1], s2 ∈ [t2, t2 + 1]
}
<∞. (75)
Since f(x) ≤ x3 for sufficiently small positive x, R is an O(∆t3) and an o(∆t2).
Plugging (73) into (74), we obtain that
U(t1 +∆t, t1; t2) = I − iH1(t1, t2)∆t− i
2
∂H1
∂t1
(t1, t2)∆t
2 + o(∆t2)
− 1
2
H1(t1, t2)
2∆t2 + o(∆t2) . (76)
Likewise, abbreviating Hj(t1, t2) by Hj and
∂Hj
∂tk
(t1, t2) by
∂Hj
∂tk
,
U(t1 +∆t, t1; t2 +∆t) = I − iH1∆t− i∂H1
∂t2
∆t2 − i
2
∂H1
∂t1
∆t2 − 1
2
H21 ∆t
2 + o(∆t2)
(77)
U(t1; t2 +∆t, t2) = I − iH2∆t− i
2
∂H2
∂t2
∆t2 − 1
2
H22 ∆t
2 + o(∆t2) (78)
U(t1 +∆t; t2 +∆t, t2) = I − iH2∆t− i∂H2
∂t1
∆t2 − i
2
∂H2
∂t2
∆t2 − 1
2
H22 ∆t
2 + o(∆t2) .
(79)
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A simple calculation shows that the difference between the left and the right-hand side
of (72) can be expressed as
0 = U(t1 +∆t, t1; t2 +∆t)U(t1; t2 +∆t, t2)− U(t1 +∆t; t2 +∆t, t2)U(t1 +∆t, t1; t2)
=
(
−[H1, H2]− i∂H1
∂t2
+ i
∂H2
∂t1
)
∆t2 + o(∆t2) . (80)
Therefore, the bracket in front of ∆t2 must vanish. (After all, the equation is true for
every sufficiently small ∆t; if the bracket did not vanish, then for small enough ∆t the
o(∆t2) would be too small to cancel it.) This proves (23) or, equivalently, (8).
Conversely, suppose that the bracket vanishes at all points in an axiparallel rectangle,
which we can take to be [0, t1] × [0, t2]. Subdivide the rectangle into small squares of
side length ∆t, and for each square, consider the paths shown in Figure 3; call them γ
and γ′, and let the square be [s1, s1 +∆t]× [s2, s2 +∆t].
Figure 3: Two paths from (0, 0) to (t1, t2) that pass along different sides of a small square.
The paths actually lie on dashed lines and are drawn next to them only for better visibility.
We know from the equality of the two right-hand sides in (80) that, when the bracket
vanishes, the southeast and the westnorth way around a square differ by o(∆t2); thus,
Uγ′−Uγ is of the form U(t1, s1+∆t; t2)U(s1+∆t; t2, s2+∆t)o(∆t2)U(s1; s2, 0)U(s1, 0; 0);
by (57), this operator has norm no greater than e(t1+t2)M‖o(∆t2)‖ with
M = sup
{
‖Hj(s1, s2)‖ : j = 1, 2, s1 ∈ [0, t1], s2 ∈ [0, t2]
}
<∞ , (81)
and thus is itself an o(∆t2). Now sum Uγ′−Uγ over all squares; due to cancellations (sum
in the order depicted in the right diagram of Figure 4), the result R is the difference of
the U of the two paths shown in Figure 2,
R = U(t1, 0; t2)U(0; t2, 0)− U(t1; t2, 0)U(t1, 0; 0). (82)
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Since the number of small squares is proportional to ∆t−2, R is an o(1); letting ∆t→ 0,
we see that R = 0. Thus, we have shown (72) (our simplifying assumption s1 = s2 = 0
can be dropped), and thus consistency.
Second proof of Theorem 2. The theme of this proof is the path independence described
in Section 2.3. We begin by showing that also for other paths γ, not just horizontal and
vertical line segments, there exist time evolution operators given by suitable ordered
exponentials.
So consider an arbitrary smooth path γ : [0, 1] → RN , t 7→ (γ1(t), . . . , γN(t)). Our
first claim is that, for any solution φ of (4), the function t 7→ φ(γ(t)) is differentiable,
and its derivative is, as expected from the chain rule,
d
dt
φ(γ(t)) =
N∑
j=1
∂φ
∂tj
γ˙j (83)
=
(
−i
N∑
j=1
Hj
(
γ(t)
)
γ˙j
)
φ(γ(t)) . (84)
with γ˙(t) = dγ(t)/dt. Note that the chain rule applies only if φ is a differentiable
function of ~t = (t1, . . . , tN), and we have not yet shown this to be the case.
13 So we now
prove differentiability or, what amounts to the same, the chain rule (83).
Let ~t = γ(t), ∆tj = γj(t+∆t)−γj(t), ∆t > 0, and c = sup
{|γ˙j(s)| : j ∈ {1 . . . N}, s ∈
[0, 1]
}
< ∞; note that |∆tj | ≤ c∆t. We consider the piecewise axiparallel path from
γ(t) to γ(t+∆t) that first changes the first variable, then the second, etc.; by (61), we
have that
φ(γ(t+∆t)) = UN · · ·U1φ(γ(t)) (85)
with Uj = U
(
tN ; . . . ; tj+1; tj+∆tj , tj; tj−1+∆tj−1; . . . ; t1+∆t1
)
given by a Dyson series
as in (62). Using expansions as in (76)–(79), based on truncating the Dyson series as in
(74), but this time expanding only to first order, we obtain that
UN · · ·U1 = I − i
∑
j
Hj∆tj + o(∆t) , (86)
using that every o(|∆tj |) is an o(∆t) because |∆tj | ≤ c∆t. Applying (86) to φ(γ(t)), we
obtain from (85) that
lim
∆t→0
φ(γ(t+∆t))− φ(γ(t))
∆t
= −i
∑
j
Hj(γ(t)) γ˙j(t)φ(γ(t)) , (87)
or (84).
13A well-known theorem asserts that a real-valued function of ~t is differentiable as soon as it possesses
continuous partial derivatives. However, while our φ possesses partial derivatives according to (4), which
can be shown with a little effort to be continuous, this theorem yields only that, for every fixed vector
χ ∈ H , ~t 7→ 〈χ|φ(~t)〉 is continuous, and not that ~t 7→ φ(~t) is continuous in the norm topology, as
needed.
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Now that we have (84), this can be expressed by saying that φ ◦ γ satisfies a Schro¨-
dinger equation with t-dependent Hamiltonian
H(t) =
N∑
j=1
Hj
(
γ(t)
)
γ˙j(t) . (88)
Therefore, the solution is given by the appropriate t-ordered exponential,
φ(γ(1)) = Uγφ(γ(0)) (89)
with
Uγ = T e−i
∫
γ
∑
j Hjdtj
= 1 +
∞∑
n=1
(−i)n
∫ 1
0
dT1
∫ T1
0
dT2 · · ·
∫ Tn−1
0
dTn ×
×
(∑
j
Hj(γ(T1))γ˙j(T1)
)
· · ·
(∑
j
Hj(γ(Tn))γ˙j(Tn)
)
. (90)
The conclusion (89) is also true for paths that are piecewise smooth because if γ, γ′
are smooth paths with γ′(0) = γ(1) then (89) implies that φ(γ′(1)) = Uγ′Uγφ(γ(0)),
while the property (58) implies that Uγ′Uγ equals the Dyson series associated with the
concatenation of γ and γ′.
As a corollary of the results so far, we obtain a certain kind of path independence:
that for any two paths γ, γ′ connecting two points ~t,~t ′ ∈ RN and any solution φ of (4),
Uγφ
(
~t
)
= Uγ′φ
(
~t
)
. As a corollary of that, we obtain that if the multi-time equations (4)
are consistent (i.e., possess a solution for every φ(0, . . . , 0)), then the path independence
discussed in Section 2.3 holds, i.e., Uγ = Uγ′ for any two paths from (0, . . . , 0) to ~t (and
thus also for any two paths between two given points). (Conversely, if path independence
holds, we know already that the system (4) is consistent.) It remains to show that path
independence is equivalent to (8).
We now assume the point of view described in Section 2.3, regarding φ as a cross
section of a vector bundle with base space RN , fibers H , connection given by the
Hj, and parallel transport operator Uγ. We now show that the parallel transport is
path-independent if and only if the connection is flat, i.e., its curvature vanishes. The
curvature is a two-form F with values in the Lie algebra of the gauge group (here, with
values in the bounded operators on H ); we have given the formula for F in (29).
The non-Abelian Stokes theorem [1, 3] for parallel transport in a vector bundle
expresses the holonomy (i.e., parallel transport along a closed path γ) in terms of the
curvature of the connection integrated over a 2-dimensional surface Σ whose boundary is
γ. It asserts that, for any 2-surface Σ parameterized by a C1 function f : [0, 1]2 → RN ,
T exp
(
−i
∫
∂Σ
∑
j
Hj dtj
)
= Pf exp
(
i
∫
Σ
∑
i,j
Fij dti ∧ dtj
)
. (91)
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Before we apply this formula to the case at hand, we elucidate it. The left-hand
side, a path-ordered integral over the connection coefficients, is, in fact, equal to the
holonomy along the boundary curve of Σ. For a heuristic understanding of this fact,
think of parallel transport from γ(t) to γ(t + dt) (relative to the reference connection
that identifies the fibers with H ) as the application of the operator I − i∑j Hj γ˙j dt =
I − i∑j Hj dtj . Thus, parallel transport along the whole path γ is the application of
the “continuous product”
1∏
t=0
(
I − iH(t)dt
)
with H(t) =
∑
j
Hj(γ(t))γ˙j(t) , (92)
with the (non-commuting) factors ordered so that t increases from right to left. By (60),
this is the same as the path-ordered exponential integral of the connection coefficients,
i.e., the left-hand side of (91).
The right-hand side of (91) is a suitably ordered exponential surface integral of an
operator-valued 2-form F = ∑ij Fij dti ∧ dtj obtained from the curvature 2-form F
by suitable parallel transport to the reference point γ(0) at which the boundary curve
begins. The right-hand side of (91) can be regarded heuristically as the two-parameter
continuous product
1∏
s=0
1∏
t=0
(
I + i
∑
i,j
Fij ∂fi
∂s
∂fj
∂t
ds dt
)
(93)
with the terms ordered from right to left according to the right diagram of Figure 4,
and with the operator Fij(s, t) obtained from Fij(f(s, t)) by parallel transport along the
image under f of the path (s, t)→ (s, 0)→ (0, 0) in the st-plane.
Figure 4: Heuristic derivation of the non-Abelian Stokes theorem, based on subdividing the
2-surface Σ (parameterized by s, t) into tiny rectangles. Left: For each rectangle, consider this
path surrounding it. Right: Ordering of rectangles that corresponds to order of contributions
in the surface integral.
To understand heuristically why (91) is true, one may first convince oneself that
for every infinitesimal rectangle R, the holonomy around ∂R (counterclockwise in the
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st-plane) equals
I + i
∫
R
∑
ij
Fij dti ∧ dtj = I + i
∑
ij
Fij
∂fi
∂s
∂fj
∂t
ds dt+ o(ds dt) . (94)
For a finite-sized surface Σ, subdivide it into tiny rectangles R, let γR be the image
under f of the path shown in the left diagram of Figure 4, let UγR be the holonomy
of that path as given in (94), and let γ be the concatenation of the γR for all R in
the order shown in the right diagram of Figure 4. Note that in Uγ all inner segments
cancel out, so that Uγ = Uγ′ with γ
′ the path that surrounds the big square [0, 1]2 once
counterclockwise. Now (91) follows.14
For the sake of completeness, we also express the definition of the right-hand side of
(91) in a formula (following the notation of [1]):15
Pf exp
(
i
∫
Σ
∑
i,j
Fij dti ∧ dtj
)
=
I +
∞∑
n=1
in
∫ 1
0
dS1
∫ 1
0
dT1
∫ S1
0
dS2
∫ 1
0
dT2 · · ·
∫ Sn−1
0
dSn
∫ 1
0
dTn ×
× (Ff ′f˙)(Sn, Tn) . . . (Ff ′f˙)(S1, T1), (95)
with (Ff ′f˙)(s, t) =∑i,j Fij(s, t) f ′i(s, t) f˙j(s, t), where f ′i(s, t) = ∂fi(s, t)/∂s and f˙j(s, t) =
∂fj(s, t)/∂t. Moreover,
Fij(s, t) = h−1(s, 0) g−1(s, t)Fij(f(s, t)) g(s, t) h(s, 0), (96)
h(s, t) = T exp
(
−i
∫ s
0
∑
i
Hi(f(s
′, t)) f ′i(s
′, t) ds′
)
, (97)
g(s, t) = T exp
(
−i
∫ t
0
∑
i
Hi(f(s, t
′)) f˙i(s, t′) dt′
)
. (98)
14It may seem surprising that, in (91), Fij must be parallel-transported to the reference point f(0, 0)
but Hj need not. That is because Hj actually expresses the difference between two gauge connections,
the one [∇ in (28)] representing the time evolution and the trivial one [∂ in (28)] corresponding to the
identification of all fibers with H ; as a consequence, the trivial connection must be used to transportHj
to f(0, 0). On the other hand, the inner segments in Uγ =
∏
R UγR cancel only if the same connection
∇ is used along all pieces of γ, so the non-trivial connection ∇ must be used to transport Fij to f(0, 0).
By the way, the reference connection need not be mentioned in (91) if we understand the left-hand side
as the holonomy of ∇ over ∂Σ.
15It may seem surprising that the Tm (m = 1, . . . , n) are not ordered decreasingly. Take note that
the factors involving (Sm, Tm) must be ordered according to the right diagram in Figure 4, i.e., terms
with bigger Sm must be further to the right; only when Sm = Sm+1 then terms must be ordered by T ,
but this demand can be ignored because Sm = Sm+1 occurs only on a set of measure zero.
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The proof of the non-Abelian Stokes formula (91) in [1] is formulated for finite-dimensional
fiber spaces but remains valid if H1, . . . , HN are, as in our case, bounded operators on
H .
We now apply (91) to our connection with coefficients Aj = −Hj. Since RN is simply
connected, every closed path γ actually is the boundary curve of a 2-surface Σ. Now we
see immediately from (91) that vanishing Fij for all i, j implies that for every closed path
γ the left-hand side of (91) is I, which is equivalent to path independence. Conversely,
if Fij 6= 0 for some i, j at some point (s1, . . . , sN), then, due to the smoothness of
H1, . . . , HN , there is a whole neighborhood of (s1, . . . , sN) where Fij 6= 0. Then there
is also a closed path γ = ∂Σ such that (91) does not vanish, and so path independence
fails. We have already seen around (72) that path independence (already merely for
boundaries of axiparallel rectangles) is also sufficient for consistency.
6 Proofs of Inconsistency Theorems
Proof of Theorems 3 and 4. We directly prove Theorem 4, since Theorem 3 follows for
a special choice of Ai,1, Ai,2, Ai,3, Bi. Since the H
free
i commute with each other, and the
Vi do, the consistency condition (8) is
0 = −i∂Vj
∂ti
+ i
∂Vi
∂tj
+ [Hi, Hj] (99)
= −i
(∂Vj
∂ti
− ∂Vi
∂tj
)
+ [H freei , Vj]− [H freej , Vi] (100)
= −i
(∂Vj
∂ti
− ∂Vi
∂tj
)
− i
3∑
a=1
(
Ai,a
∂Vj
∂xi,a
−Aj,a ∂Vi
∂xj,a
)
. (101)
Since Ai,a and Aj,a act on different indices (viz., si and sj), the seven matrices
I, Ai,1, Ai,2, Ai,3, Aj,1, Aj,2, Aj,3 (102)
are linearly independent when regarded as k × k matrices (k = ∏Nℓ=1 kℓ) acting on all
spin indices s1, . . . , sN . Thus,
∂Vj
∂ti
− ∂Vi
∂tj
= 0 (103)
and
∂Vj
∂xi,a
= 0 , (104)
so Vj does not depend on xi; since the same argument applies to any i 6= j, we have
that Vj = Vj(xj, t1, . . . , tN). Set
V˜j(xj, tj) := Vj(xj , t1 = 0, . . . , tj−1 = 0, tj, tj+1 = 0, . . . , tN = 0) (105)
29
for every j. By (103), for i 6= j and any a = 1, 2, 3,
∂
∂ti
∂
∂xj,a
(
Vj − V˜j
)
=
∂
∂xj,a
∂
∂ti
(
Vj − V˜j
)
(106)
=
∂
∂xj,a
∂Vj
∂ti
(107)
=
∂
∂xj,a
∂Vi
∂tj
(108)
=
∂
∂tj
∂Vi
∂xj,a
(109)
= 0 . (110)
Thus, ∂
∂xj,a
(Vj − V˜j) does not depend on ti for any i 6= j, and since it vanishes when
ti = 0 for all i 6= j, we have that ∂∂xj,a (Vj − V˜j) = 0 for all x’s and t’s. Thus,
Vj(xj , t1, . . . , tN) = V˜j(xj , tj) +Wj(t1, . . . , tN) (111)
for some real-valued, smooth function Wj. Since for i 6= j,
∂Vj
∂ti
=
∂V˜j
∂ti
+
∂Wj
∂ti
=
∂Wj
∂ti
, (112)
we obtain from (103) that
∂Wj
∂ti
− ∂Wi
∂tj
= 0 , (113)
so Wj = ∂θ/∂tj for some real-valued, smooth function θ(t1, . . . , tN). From this, (40)
follows.
In order to prove Theorem 5 we need the following auxiliary lemma.
Lemma 9. For any j ∈ {1, . . . , N}, x ∈ R3, and t1, . . . , tN ∈ R, the set
Sj,x,t1,...,tN =
{
(t1,x1, . . . , tN ,xN) ∈ S6= : xj = x
}
(114)
is path-connected.
Proof of Lemma 9. First, note that Sj,x,t1,...,tN ⊂ R4N can be identified in an obvious
way with
S˜ = S˜j,x,t1,...,tN =
{
(x1, . . . ,xj−1,xj+1, . . . ,xN) ∈ R3N−3 :
‖xi − xk‖ > |ti − tk| ∀i, k ∈ 1, . . . , N, i 6= k
}
. (115)
Now choose two arbitrary elements
x = (x1, . . . ,xj−1,xj+1, . . . ,xN) and y = (y1, . . . ,yj−1,yj+1, . . . ,yN) (116)
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in S˜ . Each element is given by N − 1 points in R3 that each have a fixed minimum
distance to each other and to a fixed point xj. One can connect x and y by the following
path. First, choose a large number λ and move the x1, . . . ,xj−1,xj+1, . . . ,xN away
from xj so that their distances grow continuously by the factor λ. That is, for the path
parameter 0 ≤ s ≤ λ− 1, set xi(s) = xj + (1 + s)(xi − xj) for i 6= j. That path stays
in S˜ . Call the final configuration x′ = (x′1, . . . ,x
′
j−1,x
′
j+1, . . . ,x
′
N). One does the same
procedure with the element y to obtain y′. To find a path in S˜ from x′ to y′, it is useful
to look at x′ and y′ zoomed out by the factor λ; the net effect of going from x to x′ and
then zooming out is that the minimum distances have shrunk by a factor λ. It is clear
that the space NR3 of N -element subsets of R3 is connected, and that there is a path
in NR3 from λ−1{x′1, . . . ,x′j−1,xj,x′j+1, . . . ,x′N} to λ−1{y′1, . . . ,y′j−1,xj ,y′j+1, . . . ,y′N}
that keeps λ−1xj fixed. Choose such a path. It has a nonzero minimal distance δ that
any two points ever reach, so if λ is so large that maxi,k=1,...,N λ
−1|ti − tk| < δ then the
corresponding path from x′ to y′ stays in S˜ . In this way we have constructed a path
that connects two arbitrary elements x and y from S˜ .
Proof of Theorem 5. As shown in the proof of Theorem 4, the consistency condition is
equivalent to the conjunction of
∂Vj
∂ti
− ∂Vi
∂tj
= 0 (117)
and
∂Vj
∂xi,a
= 0 (118)
on S6= for all i, j (i 6= j). For fixed j, equation (118) holds for all i 6= j and a = 1, 2, 3,
i.e., Vj is a function with vanishing gradient on the set Sj,xj ,t1,...,tN , which is pathwise
connected according to Lemma 9. Therefore we can conclude from (118) that Vj is con-
stant on Sj,xj ,t1,...,tN ; put differently, Vj does not depend on x1, . . . ,xj−1,xj+1, . . . ,xN .
Since for every xj , t1, . . . , tN , the set Sj,xj ,t1,...,tN is non-empty, Vj(xj , t1, . . . , tN) is indeed
a function on all of R3+N . Thus all steps in the proof of Theorem 4 from Equation (105)
onwards remain valid, and we obtain that (40) holds on S6=.
In order to prove Theorem 6 we need two more auxiliary lemmas.
Lemma 10. The set S6= ⊂ R4N as in (43) of ordered spacelike configurations without
collisions in 3 + 1 dimensions is simply connected.
(It is interesting to note that this does not hold in 2 + 1 or 1 + 1 dimensions.)
Proof of Lemma 10. We first show that S6= is path-connected. Choose two arbitrary
points x4N = (x1, . . . , xN) ∈ S6= and y4N = (y1, . . . , yN) ∈ S6=. We now construct
a path from x4N to y4N within S6=. First, move the time variables x01, . . . , x
0
N to the
common time x01, . . . , x
0
N = 0 along the path
γ : [0, 1]→ R4N , γ(s) =
((
(1− s)x01,x1
)
, . . . ,
(
(1− s)x0N ,xN
))
. (119)
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This path stays in S6= since ‖xi−yj‖ > |x0i −x0j | ≥ (1− s)|x0i −x0j | for s ∈ [0, 1] and all
i 6= j. We have thus obtained a path from x4N to x4N0 = ((0,x), . . . , (0,xN)) that stays
in S6=. Do the same with y4N to obtain y4N0 . Now one can easily move x1 to y1 by any
path that avoids the points x2, . . . ,xN . For example, one could choose a straight line
(1 − s′)x1 + s′y1, s′ ∈ [0, 1], and in case some of the x2, . . . ,xN are on this line, one
modifies the path by going around these points in a semicircle. After that, move x2 to
y2 along some path that avoids y1,x3, . . . ,xN and repeat this procedure for x3, . . . ,xN .
This shows that S6= is path connected.
Now we show that any closed path (x1(t), . . . , xN(t)) (with (xi(0) = xi(1)) in S6= can
be deformed to a point. As we did for single points in S6= above, we now move the whole
path to the x01, . . . , x
0
N = 0 plane. Note that the path thus obtained in R
3N corresponds
to N paths in R3 with the property that for any fixed t the diagonals xi(t) = xj(t)
are avoided for all i 6= j. Now one can indeed deform each of the paths in R3 to a
point by an arbitrary deformation. Should it occur that for some path parameter t,
some i 6= j and some deformation parameter s, x(s)i (t) = x(s)j (t), then just change the
deformation such that the i-th path is deformed faster, so the diagonals are avoided
during the deformation. This procedure shows that any path can be contracted within
S6=.
Lemma 11. For any j ∈ {1, . . . , N} and x ∈ R4, the set Sj,x := {(x1, . . . , xN ) ∈ S6= :
xj = x} is path-connected.
Proof of Lemma 11. Choose two arbitrary points x4N = (x1, . . . , xN ) ∈ Sj,x and y4N =
(y1, . . . , yN) ∈ Sj,x (in this notation xj = x, yj = x). We construct a path from x4N to
y4N by a similar procedure that was used in the proof of Lemma 10. First, move the
time variables x01, . . . , x
0
N to the common time x
0
1, . . . , x
0
N = x
0 along the path
γ : [0, 1]→ R4N , γ(s) =
((
(1− s)x01 + sx0,x1
)
, . . . ,
(
(1− s)x0N + sx0,xN
))
, (120)
which stays in Sj,x. Do the same with y
0
1, . . . , y
0
N . Now one can easily move x1 to y1
by any path that avoids the points x2, . . . ,xN as in the proof of Lemma 10. Repeating
that for x2, . . . ,xN , one obtains a path connecting x
4N and y4N .
Proof of Theorem 6. We first prove the generalization of Theorem 4 and later that of
Theorem 5. That is, we first assume that the consistency condition holds everywhere,
and later show that it suffices to assume the consistency condition on the collision-free
spacelike configurations.
We use the notation x4N = (x1, . . . , xN) and Ai,0 = I. Since the H
free
i commute with
each other, and the Vi do, and the Ai,1, Ai,2, Ai,3 and Bi are functions only of xi, the
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consistency condition (8) is
0 =
[
−i
3∑
µ=0
Ai,µ(xi)
∂
∂xi,µ
+Bi(xi) + Vi(x
4N ),−i
3∑
µ=0
Aj,µ(xj)
∂
∂xj,µ
+Bj(xj) + Vj(x
4N )
]
=
[
−i
3∑
µ=0
Ai,µ(xi)
∂
∂xi,µ
, Vj(x
4N )
]
−
[
−i
3∑
µ=0
Aj,µ(xj)
∂
∂xj,µ
, Vi(x
4N )
]
= −i
3∑
µ=0
Ai,µ(xi)
∂Vj(x
4N )
∂xi,µ
+ i
3∑
µ=0
Aj,µ(xj)
∂Vi(x
4N )
∂xj,µ
. (121)
We define ki × ki matrices Ai,α(xi) (depending smoothly on xi) for α = 4, . . . , k2i − 1
such that {Ai,α(xi)}α=0,...,k2i−1 is a basis (over the field R) in the space of self-adjoint
ki × ki matrices. Then, by expanding Vi in this basis, i.e.,
Vi(x
4N ) =
k2i−1∑
α=0
Ai,α(xi) di,α(x
4N ) (122)
with real-valued smooth functions di,α, the consistency condition (121) is
−i
3∑
µ=0
k2j−1∑
α=0
Ai,µ(xi)Aj,α(xj)
∂dj,α(x
4N )
∂xi,µ
+i
3∑
µ=0
k2i−1∑
α=0
Aj,µ(xj)Ai,α(xi)
∂di,α(x
4N )
∂xj,µ
= 0. (123)
Since, for i 6= j, Ai,α and Aj,α act on different indices (viz., si and sj), we have that, for
every xi and xj , the matrices{
I, Ai,α(xi), Aj,β(xj), Ai,α(xi)Aj,β(xj) : α = 1 . . . k
2
i − 1, β = 1 . . . k2j − 1
}
(124)
are linearly independent (over the field R) when regarded as k×k matrices (k =∏Nℓ=1 kℓ)
acting on all spin indices s1, . . . , sN . Thus,
∂dj,α
∂xi,µ
= 0 ∀i 6= j, µ = 0, 1, 2, 3, α = 4, . . . , k2j − 1 (125)
and
∂dj,µ
∂xi,ν
− ∂di,ν
∂xj,µ
= 0 ∀i 6= j, µ, ν = 0, 1, 2, 3. (126)
Equation (125) implies that
dj,α(x1, . . . , xN) = dj,α(xj) ∀α = 4, . . . , k2j − 1 . (127)
Now we draw inferences from (126). For
gi,µν :=
∂di,µ
∂xi,ν
− ∂di,ν
∂xi,µ
(128)
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we find, using (126) twice, that for all j 6= i and λ = 0, 1, 2, 3
∂
∂xj,λ
gi,µν =
∂
∂xj,λ
(
∂di,µ
∂xi,ν
− ∂di,ν
∂xi,µ
)
=
∂
∂xi,ν
∂di,µ
∂xj,λ
− ∂
∂xi,µ
∂di,ν
∂xj,λ
=
∂
∂xi,ν
∂dj,λ
∂xi,µ
− ∂
∂xi,µ
∂dj,λ
∂xi,ν
= 0. (129)
This implies that gi,µν(x1, . . . , xN) = gi,µν(xi) is a function of xi only. By choosing some
fixed values x˜1, . . . , x˜N we define the function
d˜i,µ(xi) := di,µ(x˜1, . . . , x˜i−1, xi, x˜i+1, . . . , x˜N) . (130)
It has the property that
gi,µν(xi) =
(
∂d˜i,µ
∂xi,ν
− ∂d˜i,ν
∂xi,µ
)
(xi). (131)
Now define hi,µ := di,µ(x1, . . . , xN)− d˜i,µ(xi). Using (131) we find
∂hi,µ
∂xi,ν
− ∂hi,ν
∂xi,µ
= 0 (132)
for all i = 1, . . . , N and all µ, ν = 0, 1, 2, 3. Since from (126) we also have that
∂hi,µ
∂xj,ν
− ∂hj,ν
∂xi,µ
= 0 (133)
for all i, j = 1, . . . , N (i 6= j) and all µ, ν = 0, 1, 2, 3, it follows that hi,µ is a gradient of
a real-valued function θ, i.e., hi,µ =
∂θ
∂xi,µ
. Therefore
dj,µ(x
4N ) =
∂θ(x4N )
∂xj,µ
+ d˜j,µ(xj). (134)
By (127),
Vj(x
4N ) =
3∑
µ=0
Aj,µ(xj)
∂θ(x4N )
∂xj,µ
+
3∑
µ=0
Aj,µ(xj)d˜j,µ(xj) +
k2j−1∑
α=4
Aj,α(xj)dj,α(xj)︸ ︷︷ ︸
V˜j(xj)
, (135)
and (40) follows.
Now we discuss how this proof needs to be changed when the consistency condition
is granted only on S6=. In this case (125) and (126) hold only on S6=. From (125) on S6=
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we can still conclude (127) because dj,α has vanishing gradient on the set Sj,xj , which is
path-connected according to Lemma 11. For the same reason also (129), valid on S6=,
implies that gi,µν is a function of xi only. Since every xi ∈ R4 occurs in some spacelike
configuration, we obtain that gi,µν(xi) is, in fact, consistently (and smoothly) defined on
all R4; that is, for any fixed i, writing x for xi and gµν(x) for gi,µν(xi), we have a 2-form
g on R4 that is closed by virtue of (128). By the Poincare´ lemma, it is exact, i.e., g
is the exterior derivative of a 1-form d˜ on R4; now write d˜i,µ(xi) instead of d˜µ(x) and
take this, rather than (130), as the definition of d˜. Then (131) is still true, both when
regarded as a relation between functions on R4 or between functions on S6=. It now
follows that (132) and (133) are still true on S6=. By the Poincare´ lemma again, a closed
1-form on a simply connected set is exact,16 and since, according to Lemma 10, S6= is
simply connected, it follows that hiµ is the gradient of a scalar function θ : S6= → R.
Thus (135) is still true and (40) follows on S6=.
Proof of Theorem 7. We use the convention Ai,ab(xi) = Ai,ba(xi) for all i. Then the
consistency condition is that, for an arbitrary initial wave function ψ,
0 =
[
i
∂
∂ti
−Hi, i ∂
∂tj
−Hj
]
ψ
=
3∑
a,b=1
(
Ai,ab(xi)
∂2Vj
∂xi,a∂xi,b
−Aj,ab(xj) ∂
2Vi
∂xj,a∂xj,b
)
ψ
+
3∑
a=1
(
Bi,a(xi)
∂Vj
∂xi,a
− Bj,a(xj) ∂Vi
∂xj,a
)
ψ + i
(
∂Vi
∂tj
− ∂Vj
∂ti
)
ψ
+ 2
3∑
a,b=1
Ai,ab(xi)
∂Vj
∂xi,a
∂ψ
∂xi,b
− 2
3∑
a,b=1
Aj,ab(xj)
∂Vi
∂xj,a
∂ψ
∂xj,b
. (136)
Since ψ is arbitrary, the terms involving ∂ψ/∂xi,b, ∂ψ/∂xj,b, and ψ must vanish sepa-
rately; that is,
0 =
3∑
a=1
Ai,ab(xi)
∂Vj
∂xi,a
(137)
0 =
3∑
a=1
Aj,ab(xj)
∂Vi
∂xj,a
(138)
0 =
3∑
a,b=1
(
Ai,ab(xi)
∂2Vj
∂xi,a∂xi,b
− Aj,ab(xj) ∂
2Vi
∂xj,a∂xj,b
)
+
3∑
a=1
(
Bi,a(xi)
∂Vj
∂xi,a
− Bj,a(xj) ∂Vi
∂xj,a
)
+ i
(
∂Vi
∂tj
− ∂Vj
∂ti
)
. (139)
16Note that the Poincare´ lemma for 1-forms indeed holds on simply connected sets. For p-forms with
p ≥ 2 one needs stronger assumptions, e.g., that the p-form is closed on a contractible set (such as a
star shaped set), in order to conclude that it is exact.
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In (137), we can replace Ai,ab by Ai,ba; since the 3ki × 3ki matrix Ai = (Ai,ba) has full
rank, it possesses an inverse A−1i ; multiplying (137) from the left by A
−1
i , we obtain that
∂Vj
∂xi,a
= 0 , (140)
as well as the same relation with i and j interchanged. Thus, all spatial derivatives of
V in (139) drop out, leaving us with
∂Vi
∂tj
− ∂Vj
∂ti
= 0 . (141)
Since (140) and (141) coincide with (103) and (104), the proof of Theorem 4 goes through
from (105) onwards, with the only difference that we have not presented any reason why
Wj, or θ, should be real-valued; rather, the arguments in the proof of Theorem 4 yield, in
our case, the existence of a self-adjoint matrix-valued θ. However, since Vi was assumed
to act only on si, it follows that also V˜i, Wi, and θ act only on si; since i was arbitrary,
θ must be scalar (and thus real-valued).
In order to verify (40), it is relevant to note that θ depends on x1, . . . , xN only
through t1, . . . , tN , while H
free
i involves only spatial derivatives; thus, no magnetic terms
arise from the gauge transformation, and φ˜ satisfies (40).
7 Proof of Cut-Off Consistency Theorem
In this section we prove Theorem 8 of Section 4. Before we begin the proof, we need
a few preparatory considerations. For later reference, let us write out the one-particle
Dirac equation with potential for a wave function ψ : R4 → C4,
i
∂
∂t
ψ(t,x) =
(
−iα · ∇+ βm+ V (x)
)
ψ(t,x) (142)
with positive constant m and a self-adjoint 4 × 4-matrix-valued function V . The N -
particle single-time Dirac equation with potential for a wave function ψ : R3N+1 →
(C4)⊗N is
i
∂
∂t
ψ(t, q) =
(
N∑
k=1
(−iαk · ∇k + βkm) + V (q)
)
ψ(t, q) (143)
with a self-adjoint matrix-valued function V : R3N → (C4×4)⊗N .
Since Theorem 8 is formulated in terms of smooth functions, we need to make use
of known results on the regularity of solutions to the Dirac equation; for this purpose
we quote in Lemma 12 a basic result from [4]. By a Dirac-type differential operator we
mean an operator of the form
Hψ(q) = −i
d∑
i=1
Ai(q)
∂ψ(q)
∂qi
+B(q)ψ(q) , (144)
where the coefficients Ai(q) and B(q) are self-adjoint operators on C
k and smooth func-
tions of q ∈ Rd.
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Lemma 12 ([4]). If H is a Dirac-type differential operator and if there exists a constant
c > 0 such that ‖∑i niAi(q)‖ ≤ c for all q ∈ Rd and all unit vectors (n1, . . . , nd), then
the PDE
i
∂f(t, q)
∂t
= Hf(t, q), (145)
where t ∈ R, q ∈ Rd, and f is Ck-valued, possesses, for any smooth initial datum
f0 ∈ C∞(Rd,Ck), a unique solution f ∈ C∞(Rd+1,Ck) with f(0, ·) = f0(·).
The constant c can be taken to be 1 in the 1-particle Dirac equation (142) and
√
N
in the many-particle Dirac equation (143).
7.1 Domain of Dependence
It is well known that, in the Dirac equation, perturbations propagate no faster than
at the speed of light (here, c = 1). Lemma 14 below is the appropriate version of
that statement for the N -particle Dirac equation (143) and asserts that the domain of
dependence of ψ(t,x1, . . . ,xN) at time 0 in R
3N is the Cartesian product of N 3-balls
of radius |t|. To make its proof easier to follow, we first give an analogous proof of the
corresponding well-known statement for N = 1, formulated below as Lemma 13.
We denote the closed ball around x with radius r ≥ 0 by
Br(x) =
{
y ∈ R3 : ‖y − x‖ ≤ r}. (146)
The ball around the origin is abbreviated by Br := Br(0). The ball around x can also
be written as Br(x) = x+Br with the summation defined as a+B := {a+ b : b ∈ B}
for a ∈ Rd and B ⊂ Rd. The next Lemma 13 states that the domain of dependence for
ψ(t,x) is given by B|t|(x).
Lemma 13. Let ψ be a solution of the one-particle Dirac equation (142) with initial data
ψ(0, ·) ∈ C∞(R3,C4) and with a self-adjoint potential matrix V ∈ C∞(R3,C4×4). Then
specifying initial conditions on B|t|(x) uniquely determines ψ(t,x) (i.e., the domain of
dependence is a ball growing at the speed of light).
Proof. For simplicity, we consider only t ≥ 0. Let (T,y) ∈ R4 with T > 0, and for all
t ∈ [0, T ] let
Σt =
{
(t,x) ∈ R4 : x ∈ BT−t(y)
}
. (147)
We first prove that if ψ vanishes on Σ0 it also vanishes on Σt for all t ∈ [0, T ].
For any t ∈ [0, T ), let the light cone between the surfaces Σ0 and Σt be Ct =⋃
t′∈[0,t] Σt′ . Let Σ
s denote the sides of the light cone, i.e., Σs = ∂Ct \ (Σ0∪Σt) (with ∂Ct
the boundary of Ct), as shown in Figure 5. For ease of notation and since we consider
a fixed time t we do not write an index t for the t-dependence of Σs, and we write
C := Ct. Let n be the outward-pointing unit vector field on ∂C orthogonal to ∂C in
the Euclidean metric on R4, i.e., ‖n‖2 = ∑4i=1 nini = 1 and for any tangent vector s
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Figure 5: Truncated light cone pertaining to the tip (T,y) and enclosed by the faces Σ0,Σt,
and Σs. Σ0 and Σt are 3-balls at constant coordinate time, Σ
s is lightlike.
on ∂C, n · s =∑4i=1 nisi = 0.17 Let ψ† denote the conjugate-transpose of the spinor ψ
(so that |ψ|2 = ψ†ψ). Let j = (j0, j1, j2, j3) = (|ψ|2, ψ†α1ψ, ψ†α2ψ, ψ†α3ψ) denote the
four-current. Then the continuity equation can be expressed as div(j) = 0.18 According
to the Gauss integral theorem in 4 dimensions,
0 =
∫
C
div(j) d4x =
∫
∂C
j · n d3x =
∫
Σ0
j · n d3x+
∫
Σt
j · n d3x+
∫
Σs
j · n d3x. (148)
The differential d3x denotes the volume on a 3-surface relative to the Euclidean metric
and j ·n =∑3k=1 jknk denotes the Euclidean inner product. Now suppose that ψ|Σ0 = 0.
Since the (outward-pointing) normal vector on Σ0 is n = (−1, 0, 0, 0) we have j · n =
−j0 = −|ψ|2 = 0 on Σ0. On Σt the normal vector is n = (1, 0, 0, 0), so j · n = j0 = |ψ|2
on Σt. Therefore,
0 =
∫
Σt
j · n d3x+
∫
Σs
j · n d3x =
∫
Σt
|ψ|2 d3x+
∫
Σs
ψ†(n0I +α · n)ψ d3x. (149)
Next we prove that the 4 × 4 matrix A := (n0I + α · n) is positive semi-definite on
Σs, i.e., that all eigenvalues are ≥ 0. For any unit vector b ∈ R3 we have that α · b
has eigenvalues −1 and +1.19 Therefore the matrix ‖n‖α · n‖n‖ has eigenvalues +‖n‖
and −‖n‖, so the lowest eigenvalue of A is e = n0 − ‖n‖. On Σs the normal vector is
17We use a normal vector in the Euclidean metric here because we have to deal with the lightlike
hypersurface Σs, so the normal vector in the Minkowski sense would be lightlike, too. Therefore the
flux integrals (148) could not be written down in this simple form.
18Note the difference between the four-divergence div(j) = ∂µj
µ = ∂j
0
∂t
+∇·j and the three-divergence
div(j) = ∇ · j.
19Indeed, for the Dirac matrices the following relation holds: αiαj +αjαi = 2δijI. Therefore, for any
unit vector b ∈ R3 we have (α ·b)2 =∑3i,j=1 bibjαiαj =∑3i,j=1 bibj(2δijI−αjαi) = −(α ·b)2+2‖b‖2I,
i.e., (α · b)2 = ‖b‖2I = I, so α · b has eigenvalues −1 and +1.
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n = ( 1√
2
,n) with ‖n‖ = 1√
2
, so e = 1√
2
− 1√
2
= 0. We thus have that
0 =
∫
Σt
|ψ|2 d3x+
∫
Σs
ψ†(n0I +α · n)ψ︸ ︷︷ ︸
≥0
d3x. (150)
Since each integrand is ≥ 0, each integral is ≥ 0, and thus each integral has to vanish.
In particular this means that the integrand |ψ|2 has to vanish (almost everywhere) on
Σt, i.e., ψ|Σt = 0 (almost everywhere). From Lemma 12 we have that ψ ∈ C∞(R4,C4),
therefore ψ vanishes identically on Σt for all t ∈ [0, T ] (in particular also for t = T ).
Thus, if ψ vanishes on Σ0, then it also vanishes on Σt for all t ∈ [0, T ].
The statement of the lemma follows in this way: Suppose ψ1, ψ2 ∈ C∞(R4,C4) are
solutions of the Dirac equation (142) and are identical on Σ0 and arbitrary on the rest
of the t = 0 hypersurface. Then ψ1 − ψ2 is also a solution of the Dirac equation with
ψ1 − ψ2 = 0 on Σ0. Therefore, also ψ1 − ψ2 = 0 in (T,y), i.e., ψ1(T,y) = ψ2(T,y).
From Lemma 13 it follows immediately that the wave function on any M0 ⊂ R3 at
time t is uniquely determined by specifying initial conditions onM|t| = M0+B|t| at time
zero (with the summation of sets defined as A+B := {a+ b : a ∈ A, b ∈ B}; pictorally
speaking, one obtains M|t| by putting a ball with radius |t| around each point of M0).
That is, the domain of dependence for M0 is given by M|t|. It also follows that if the
initial wave function ψ(0, ·) has compact support M0 ⊂ R3, then ψ(t, ·) has compact
support in M0 +B|t|.
We now generalize these considerations to the N -particle Dirac equation. We first
generalize the notion of a set growing at the speed of light. Consider a point q =
(x1, . . . ,xN) ∈ R3N and, around each point, a ball growing at the speed of light. The
corresponding set in configuration space is
B
(N)
t (q) :=
N∏
i=1
Bt(xi). (151)
This set can also be expressed in terms of the ‖ · ‖2,∞-norm, defined for q ∈ R3N by
‖q‖2,∞ := max
i=1,...,N
‖xi‖ , (152)
according to
B
(N)
t (q) =
{
p ∈ R3N : ‖p− q‖2,∞ ≤ t
}
. (153)
Indeed, using the notation q˜ = (x˜1, . . . , x˜N ),
N∏
i=1
Bt(xi) = {q˜ ∈ R3N : x˜i ∈ Bt(xi) ∀i = 1, . . . , N}
= {q˜ ∈ R3N : ‖x˜i − xi‖ ≤ t ∀i = 1, . . . , N}
= {q˜ ∈ R3N : max
i=1,...,N
‖x˜i − xi‖ ≤ t}
= {q˜ ∈ R3N : ‖q˜ − q‖2,∞ ≤ t} . (154)
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For the set around the origin we also write B
(N)
t (0) = (Bt(0))
N =: B
(N)
t . We then have
B
(N)
t (q) = q+B
(N)
t . If an arbitrary subset of configuration space M0 ⊂ R3N grows with
the speed of light, then one obtains M|t| = M0 +B
(N)
|t| .
Lemma 14. Let ψ be a solution of the N-particle Dirac equation (143) with ini-
tial data ψ(0, ·) ∈ C∞(R3N , (C4)⊗N) and with a self-adjoint potential matrix V ∈
C∞(R3N , (C4×4)⊗N). Then specifying initial conditions on B
(N)
|t| (q) uniquely determines
ψ(t, q).
Proof. The proof proceeds along the same lines as in the one-particle case. Again,
we take t ≥ 0. We first generalize the definition of Σt to the N -particle case. Let
Q = (Q1, . . . ,QN) ∈ R3N and (T,Q) ∈ R3N+1 with T > 0. For t ∈ [0, T ], let
Σt =
{
(t, q) ∈ R3N+1 : q ∈ B(N)T−t(Q)
}
. (155)
We first prove that if ψ vanishes on Σ0 it also vanishes on Σt for all t ∈ [0, T ].
We define Ct =
⋃
t′∈[0,t]Σt′ as the “generalized light cone” between the surfaces Σ0
and Σt. Again, Σ
s denotes the sides of the generalized light cone, i.e., Σs = ∂Ct\(Σ0∪Σt).
For ease of notation, and since we consider a fixed time t, we do not make explicit the
t-dependence of Σs and we write C instead of Ct. Σ
s is composed of N faces in the
following sense. We call
Σs,k =
⋃
t′∈(0,t)
{(t′, q) ∈ Σs : ‖Qk − xk‖ = T − t′} (156)
the k-th face of Σs. Then we have that Σs =
⋃
k=1,...,N Σ
s,k. Now let n = (n0,n1, . . . ,nN) ∈
R
3N+1 be the outward-poining unit vector field on ∂C orthogonal to ∂C in the Eu-
clidean metric, i.e., ‖n‖2 = ∑3N+1i=1 nini = 1 and for any tangent vector s on ∂C,
n · s = ∑3N+1i=1 nisi = 0. The current j for N particles is j = (j0, j1, . . . , jN) =
(|ψ|2, ψ†α1ψ, . . . , ψ†αNψ). The well-known continuity equation for N particles reads
div(j) =
∂|ψ|2
∂t
+
N∑
k=1
div(jk) = 0 . (157)
According to the Gauss integral theorem in 3N + 1 dimensions,
0 =
∫
C
div(j) d3N+1x =
∫
∂C
j · n d3Nx =
∫
Σ0
j · n d3Nx+
∫
Σt
j · n d3Nx+
∫
Σs
j · n d3Nx.
(158)
The differential d3Nx denotes the 3N -dimensional surface area relative to the Euclidean
metric on R3N+1, and j · n =∑3N+1k=1 jknk is the Euclidean inner product on R3N+1. We
suppose ψ|Σ0 = 0. As the normal vector on Σ0 has components n0 = −1 and nk = 0
(for all k = 1, . . . , N), it follows that j · n = −j0 = −|ψ|2 = 0 on Σ0. On Σt we have
n0 = 1 and nk = 0 (for all k = 1, . . . , N), so j · n = j0 = |ψ|2. Therefore,
0 =
∫
Σt
|ψ|2 d3Nx+
∫
Σs
ψ†
(
n0I +
N∑
k=1
αk · nk
)
ψ d3Nx. (159)
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The 4N × 4N matrix A := (n0I +∑Nk=1αk · nk) is positive semi-definite on Σs for the
following reason. Since for any unit vector b ∈ R3 we have that α · b has eigenvalues
−1 and +1 (see Footnote 19), each matrix ‖nk‖αk · nk‖nk‖ has eigenvalues +‖nk‖ and
−‖nk‖. Then the lowest eigenvalue of A is e = n0 −
∑N
k=1 ‖nk‖. On Σs the normal-
vector has the component n0 = 1√
2
. The spatial components depend on the face of
Σs. At Σs,k the spatial components have norm ‖nj‖ = 1√2δjk (for all j = 1, . . . , N), so
e = 1√
2
−∑Nj=1 1√2δjk = 0. Thus
0 =
∫
Σt
|ψ|2 d3Nx+
∫
Σs
ψ†
(
n0I +
N∑
k=1
αk · nk
)
ψ︸ ︷︷ ︸
≥0
d3Nx. (160)
Since each integrand is ≥ 0, each integral is ≥ 0, so each integral has to vanish. This
means in particular for the integral over Σt, that the integrand |ψ|2 has to vanish (almost
everywhere) and therefore ψ = 0 on Σt (almost everywhere). Since from Lemma 12 we
know that ψ ∈ C∞(R3N+1, (C4)⊗N), ψ has to vanish identically on Σt. Thus, if ψ
vanishes on Σ0, then it also vanishes on Σt for all t ∈ [0, T ].
Now Lemma 14 follows: As in the one-particle case, suppose ψ1, ψ2 ∈ C∞(R3N+1, (C4)⊗N)
are solutions of the N -particle Dirac equation (143) that are identical on Σ0 and arbi-
trary on the rest of the t = 0 hypersurface. Then ψ1 − ψ2 is another solution of (143)
with ψ1 − ψ2 = 0 on Σ0. Thus, ψ1 − ψ2 = 0 in (T,Q), i.e., ψ1(T,Q) = ψ2(T,Q).
Lemma 14 implies that the wave function at time t on any M0 ⊂ R3N is uniquely
determined by the initial conditions on M|t| =M0 +B
(N)
|t| at time zero, i.e., the domain
of dependence for M0 is given by M|t|. It also implies that if the initial wave function
ψ(0, ·) has compact support M0 ⊂ R3N then ψ(t, ·) has compact support in M0 +B(N)|t| .
7.2 Proof of the Theorem
Proof of Theorem 8. We will define a smooth function Φ on Sδ; show that any smooth
solution φ of the evolution equations with initial conditions φ0 must agree with Φ; and
show that such a solution exists by showing that Φ satisfies the multi-time equations
(51), which we abbreviate as
i
∂Φ
∂tα
= HSαΦ (161)
with
HSα =
∑
j∈Sα
H freej +
∑
i,j∈Sα
i 6=j
W (xi − xj) . (162)
To this end, let φ be any smooth solution of the multi-time equations (161) on Sδ with
initial conditions φ0 on ({0} × R3)N . We proceed by induction on the number L of
families in a partition and treat each Sδ,P separately.
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We start the induction with L = 1. The corresponding partition is P = {S1} with
S1 = {1, . . . , N}. Note that with P = {S1} we have q4 = (t1, q1) with q1 = (x1, . . . ,xN).
Let Φ on Sδ,{S1} be the solution (which exists, is unique, and is smooth by Lemma 12)
of
i
∂
∂t1
Φ(t1, q1) = H{1,...,N}Φ(t1, q1) (163)
with initial conditions given by φ0. This is just a single-time Dirac-type equation. Any
given solution φ has to agree with Φ on Sδ,{S1} by Lemma 12, since both functions have
the same initial conditions φ0 and satisfy the same equation (163). For showing that Φ
satisfies (161), the induction start is also provided by (163).
The induction assumption asserts that Φ has been defined on the union of the Sδ,P ′
for all partitions P ′ with L′ = L − 1 or fewer families, that it is smooth on each Sδ,P ′,
that any smooth solution φ of (161) with initial condition φ0 agrees with Φ on Sδ,P ′,
and that Φ satisfies (161) for all α on all Sδ,P ′ with L
′ < L.
Now we carry out the induction step from L − 1 to L. Consider any P consisting
of L families. We now define Φ on Sδ,P . That is, we construct Φ(Q
4) for an arbitrary
Q4 = (T1, Q1; . . . ;TL, QL) ∈ Sδ,P , numbering the families in P = {S1, . . . , SL} so that
T1 ≤ T2 ≤ . . . ≤ TL. According to the induction assumption, Φ is already given on Sδ,P˜
for
P˜ =
{
S1, . . . , SL−2, SL−1 ∪ SL
}
. (164)
In particular, Φ
(
T1, Q1; . . . ;TL−1, QL−1;TL−1, qL
)
is given for every qL ∈ B(|SL|)TL−TL−1(QL)
because every such (T1, Q1; . . . ;TL−1, QL−1;TL−1, qL) lies in Sδ (using T1 ≤ . . . ≤ TL)
and thus in Sδ,P ∩ Sδ,P˜ . Since the domain of dependence of QL is B
(|SL|)
TL−TL−1(QL) by
Lemma 14, we can uniquely solve the single-time equation
i
∂
∂tL
Φ(T1, Q1; . . . ;TL−1, QL−1; tL, qL) = HSL Φ(T1, Q1; . . . ;TL−1, QL−1; tL, qL) (165)
in the variables tL, qL with initial condition given by Φ on the set{
(T1, Q1; . . . ;TL−1, QL−1;TL−1, qL) : qL ∈ B(|SL|)TL−TL−1(QL)
}
(166)
to obtain Φ(T1, Q1, . . . , TL, QL); see Figure 6.
We need to verify that this Φ is well defined on any overlap Sδ,P ∩ Sδ,P ′, i.e., that
for any Q4 contained not only in Sδ,P but also in Sδ,P ′ for a partition P
′ with L′ < L
families, the value Φ(Q4) just defined agrees with the value defined at a previous round of
the induction. Such a P ′ exists if and only if Tα = Tα+1 for some 1 ≤ α < L. If TL−1 = TL
then the solution Φ(Q4) of (165) coincides with the initial condition Φ(Q4) given on Sδ,P˜ ,
which agrees with the value on Sδ,P ′ by the induction assumption. If Tα = Tα+1 for some
α < L− 1 then the set (166) is contained not only in Sδ,P˜ but already in Sδ,P˜ ′ with P˜ ′
the partition obtained from P˜ by merging Sα and Sα+1. By the uniqueness statements
of Lemmas 12 and 14, the value of Φ(Q4) obtained by solving (165) agrees with the
value Φ(Q4) already defined using the partition {S1, . . . , Sα−1, Sα ∪Sα+1, Sα+2, . . . , SL}.
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Figure 6: A configuration (T1, Q1, . . . , TL, QL) ∈ Sδ, and the set (166) on which Φ is given
before solving (165) to obtain Φ(T1, Q1, . . . , TL, QL). In the case drawn, the L-th family
contains only a single particle (so QL ∈ R3).
We also need to verify that Φ is smooth on Sδ,P . Apply Lemma 12 to an open
neighborhood of the set (166) in Sδ,P˜ , regarding also T1, Q1, . . . , TL−1, QL−1 as variables
(while the coefficients Ai(q) in (144) accompanying derivatives relative to these variables
vanish); it follows that the solution of (165) is smooth in a neighborhood of Q4 in Sδ,P ,
provided that TL > TL−1. The case TL = TL−1 needs separate treatment because
varying TL leads to a change in the numbering of the families S1, . . . , SL. So let us fix
a numbering and drop the condition T1 ≤ . . . ≤ TL. Let U be an open neighborhood in
Sδ,P of Q
4; we focus on a Q4 ∈ Sδ,P with TL = TL−1 ≥ max{T1, . . . , TL−2}. It is clear
that, since the families S1, . . . , SL do not interact, the multi-time equations (161) for
α = 1, . . . , L possess a smooth joint solution in U , provided U is sufficiently small, from
initial data on Sδ,P˜ as in (164), using that Φ on Sδ,P˜ satisfies the multi-time equations
by induction assumption. This solution agrees with Φ for TL ≥ TL−1 by (165), but also
for TL ≤ TL−1 because in that case we used to renumber L↔ L−1 before writing down
(165). Therefore, Φ must be smooth in a neighborhood of any Q4.
To see that φ agrees with Φ on Sδ,P , note that φ and Φ have the same initial
conditions on (166) and are solutions to the same equation (165); then apply Lemma 14.
Now we want to show that Φ satisfies the multi-time equations (161) on Sδ,P . This
can be done by comparing Φ to the unique solution of the multi-time equations from
initial data on a sufficiently small open neighborhood U of (166) in Sδ,P˜ ; that solution
exists because the appropriate cone over U (i.e., the set with domain of dependence
within U) lies entirely in Sδ,P , so that the families S1, . . . , SL do not interact. An
alternative route goes as follows.
By the construction based on (165), Φ satisfies (161) for α = L (also for TL = TL−1,
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as shown in the disucssion of smoothness). Now consider α < L. Since, on Sδ,P ,[
i∂
∂tα
−HSα,
i∂
∂tL
−HSL
]
= 0 (167)
because (locally) different families do not interact, we have that( i∂
∂tL
−HSL
)( i∂
∂tα
−HSα
)
Φ =
( i∂
∂tα
−HSα
)( i∂
∂tL
−HSL
)
Φ , (168)
and since ( i∂
∂tL
−HSL
)
Φ = 0, (169)
we have that ( i∂
∂tL
−HSL
)( i∂
∂tα
−HSα
)
Φ = 0. (170)
We will show that the function
Φ′α :=
( i∂
∂tα
−HSα
)
Φ (171)
vanishes identically on Sδ,P . To this end, we note that, by (170), Φ
′
α satisfies (165) with
initial datum
Φ′α(T1, Q1; . . . ;TL−1, QL−1;TL−1, qL) =( i∂
∂tα
−HSα
)
Φ(T1, Q1; . . . ;TL−1, QL−1;TL−1, qL). (172)
This initial datum lies in Sδ,P˜ with P˜ as in (164), and by the induction assumption it
vanishes identically. By the linearity of (161) and Lemma 14, also Φ′α vanishes identi-
cally.
This completes the induction step and thus the proof.
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