Rest-frame ultraviolet emission lines offer the exciting possibility to directly image the gas around high-redshift galaxies with upcoming optical instruments. We use a suite of large, hydrodynamical simulations to predict the nature and detectability of emission lines from the intergalactic medium at 2 z 5. The brightest emission comes from H I Lyα (1216Å) and the strongest metal line, C III (977), is about an order of magnitude fainter, although H I Lyα may be fainter if the gas is self-shielded to the UV background or if dust is important. The highest surface brightness regions for C IV (1548,1551), Si III (1207), Si IV (1393,1403) and O VI (1032,1038) are fainter than the brightest C III by factors of a few. The N V (1239,1243) and Ne VIII (770,780) lines, as well as He II Hα (1640), are substantially weaker but their maximum surface brightnesses still exceed 10 2 photon s −1 cm −2 sr −1 at z = 2 (for 2" pixels). Lower ionisation lines typically arise in denser and colder gas that produces clumpier emission. The brightest H I Lyα emission arises exclusively in highly overdense gas, but the highest surface brightness emission from high-ionisation metal lines traces a much wider range of overdensities. Bright metal-line emission traces gas with temperatures close to the peak of the corresponding emissivity curve. While H I Lyα, He II Hα, C III, Si III, and Si IV are excellent probes of cold accretion flows and the colder parts of outflows, C IV, N V, O VI, and Ne VIII are powerful tracers of the diffuse warm-hot intergalactic medium and galactic winds. A comparison of results from simulations with varying physical prescriptions demonstrates that the predictions for the brighter metal-line emission are robust to within factors of a few. Several rest-frame UV emission lines from the high-redshift IGM will become detectable in the near future, possibly starting with the Cosmic Web Imager, which is already operating on Palomar. The Multi Unit Spectroscopic Explorer, which will be commissioned in 2012 on the Very Large Telescope, and the proposed Keck Cosmic Web Imager have the potential to revolutionise studies of the interactions between high-redshift galaxies and their environment.
INTRODUCTION
Investigating the spatial distribution of galaxies in the sky has taught us much about how the Universe evolves and structures form. However, galaxies contain only a few percent of the total baryonic mass in the Universe (e.g. Fukugita & Peebles 2004) and their spatial distribution is strongly biased with respect to the dark matter distribution (e.g. Allen et al. 2005; Blanton et al. 2006) . Mapping the distribution of the intergalactic medium (IGM) could provide one of the most powerful tools in modern astrophysical ⋆ E-mail: serena.bertone@gmail.com cosmology as it contains most of the baryons and is only weakly biased with respect to the dark matter.
While absorption lines in the spectra of background quasars provide 1-dimensional information along the line of sight, emission lines map the full 3-dimensional distribution of the gas, thus providing a more realistic picture of the physical state of the gas and of its evolution with time. Since the IGM is the main reservoir of fresh material to fuel star formation in galaxies and is in return affected by feedback (e.g. Theuns properties of cosmic gas ultimately implies improving our understanding of the process of galaxy formation.
Predictions for the emission from the low-redshift IGM in the rest-frame ultraviolet (UV) have been made for both H I Lyα (Furlanetto et al. 2003; Furlanetto et al. 2005 ) and metal lines (Furlanetto et al. 2004; Bertone et al. 2010b, Paper II hereafter) . At z > 1.5, the emission is redshifted in to the optical band and accessible to ground-based telescopes, but predictions have only been made for H I Lyα and He II emission (e.g. Hogan & Weymann 1987; Gould & Weinberg 1996; Fardal et al. 2001; Furlanetto et al. 2005; Cantalupo et al. 2005; Yang et al. 2006; Dijkstra & Loeb 2009; Goerdt et al. 2010; Kollmeier et al. 2010; Faucher-Giguère et al. 2010) . Cantalupo et al. (2005) and Kollmeier et al. (2010) investigated fluorescent Lyα emission induced by the UV background and by the ionising radiation of bright quasars. Kollmeier et al. (2010) claim that while the detection of the glow from the diffuse IGM is beyond the sensitivity of current telescopes, quasar-induced fluorescence in highdensity regions should be detectable around bright quasars (see also Francis & Bland-Hawthorn 2004; Cantalupo et al. 2005) . Indeed, such emission may already have been detected (Francis & McDonnell 2006; Adelberger et al. 2006; Cantalupo, Lilly, & Porciani 2007) . Furlanetto et al. (2005) discussed the relative importance of fluorescence and collisional excitation and claim, however, that away from bright sources the latter is the dominant channel for the production of bright Lyα emission. Yang et al. (2006) predict that He II emission at z ≈ 3 is detectable by current facilities, and that the He II 1640Å line in particular, could be a useful tool to investigate the cooling mechanisms in the so-called "Lyα blobs". Recent observations by Scarlata et al. (2009) and Prescott, Dey, & Jannuzi (2009) may have confirmed this prediction.
As of today, Lyα blobs remain the main form of diffuse emission detected at high redshift (e.g. Steidel et al. 2000; Matsuda et al. 2004; Bower et al. 2004; Weidinger et al. 2005; Matsuda et al. 2006; Nilsson et al. 2006; Saito et al. 2006; Smith & Jarvis 2007; Rauch et al. 2008; Yang et al. 2009; Weijmans et al. 2010 ) but their nature is still controversial. The Lyα emission in the blobs might be due to cooling radiation from gas infalling on to haloes (e.g. Fardal et al. 2001; Furlanetto et al. 2005; Nilsson et al. 2006; Dijkstra et al. 2006; Smith & Jarvis 2007; Dijkstra & Loeb 2009; Goerdt et al. 2010) , but it is difficult to rule out other mechanisms such as galactic winds driven by supernova explosions (e.g. Ohyama et al. 2003; Mori et al. 2004; Geach et al. 2009 ) and particularly recombination radiation powered by internal sources (e.g. Furlanetto et al. 2005; Faucher-Giguère et al. 2010 ). The detection (or non-detection) of metal-line emission from the same gas phase that produces Lyα radiation would help reveal the nature of the blobs.
In the next few years, a number of optical integral field unit spectrographs will come online with the special purpose of detecting diffuse emission from the IGM at z > 1.5. The Cosmic Web Imager (CWI, Rahman et al. 2006; Matuszewski et al. 2010 ) started operating on the 200 inch telescope at Palomar in 2009, while the Multi Unit Spectroscopic Explorer (MUSE, Bacon et al. 2009 ) for the Very Large Telescope (VLT) and the Keck Cosmic Web Im- Table 1 . Adopted solar abundances, from Allende Prieto et al. (2001) , Allende Prieto et al. (2002) and Holweger (2001 ager (KCWI, Martin et al. 2009 ) will begin operations in 2012/2013. These will hopefully be followed by the proposed Antarctic Cosmic Web Imager (ACWI, Moore et al. 2008 ).
In addition, balloon experiments in the near UV, such as the Faint Intergalactic Redshifted Emission Balloon (FIRE-BALL, Tuttle et al. 2008) , are set to explore the Universe at lower redshifts. These instruments have the potential to revolutionise our understanding of galaxy formation. The ability to map the surface brightness and velocity profiles of the circumgalactic gas in one or more emission lines would provide invaluable information about two crucial, but poorly understood processes: gas accretion onto galaxies and galactic winds driven by feedback from star formation and/or accreting supermassive black holes.
In this paper we investigate the rest-frame UV emission from the IGM at redshifts 2 < z < 5, and explore the possibility of detecting it with ground-based, optical telescopes. We will focus on metal-line emission, but will provide some estimates for Lyα as a point of reference. Using a subset of simulations from the OverWhelmingly Large Simulations project (OWLS, Schaye et al. 2010 ), we will show that upcoming instruments such as MUSE and KCWI have the potential to detect diffuse emission from multiple transitions arising in the gas around galaxies. This paper is organised as follows. Section 2 briefly describes the OWLS runs and our method to calculate and map the gas emission. Section 3 presents detailed results for emission in the reference (REF, hereafter) model. In Section 4 we compare the predictions of the reference model with results from a selection of other OWLS runs with different implementations of a number of physical prescriptions. Finally, we draw our conclusions in Section 5 and present convergence tests in the Appendix.
Throughout this paper we assume a WMAP3 ΛCDM cosmology (Spergel et al. 2007 ) with parameters Ωm = 0.238, Ω b = 0.0418, ΩΛ = 0.762, n = 0.951, and σ8 = 0.74. The Hubble constant is parametrised as H0 = 100 h −1 km s −1 Mpc −1 , with h = 0.73. For reference, the cosmic mean density corresponds to a hydrogen number density of nH = 5.1 × 10
We adopt a solar abundance of Z ⊙ = 0.0127, corresponding to the value obtained using the default abundance set of CLOUDY (Ferland et al. 1998 ). This abundance set, listed in Table 1, 
NUMERICAL METHODS
In this Section we discuss the numerical set up of this work. In particular, in Section 2.1 we briefly describe the OWLS simulation project (Schaye et al. 2010 ) and in Sections 2.2 and 2.3 the emissivity tables and the method to calculate and map the gas emission, respectively.
The simulations
The OWLS project includes more than fifty different cosmological, hydrodynamical simulations with varying mass resolution, box sizes, and physical prescriptions for star formation, galactic winds driven by supernovae (SNe), feedback from active galactic nuclei (AGN), chemical evolution and gas cooling. All simulations are produced with a significantly modified version of the parallel PMTree-SPH code gadget III, last described in Springel (2005) . In this work we use a subset of simulations with a box size of 25 h −1 comoving Mpc that contain 2 × 512 3 particles with initial gas particle masses of 1.4 × 10 6 h −1 M ⊙ and dark matter particle masses of 6.3 × 10 6 h −1 M ⊙ . The evolution of the dark matter and gas density distribution is followed from z = 127 down to z = 2. Comoving gravitational softenings are set to 1/25 of the mean comoving inter-particle separation, but are limited to a maximum physical scale of 0.5 h −1 kpc, which is reached at z = 2.91. The box size and the mass resolution of these simulations make them ideal for studying gas on relatively large scales, but with sufficiently high resolution to resolve galaxies at z 2. In addition to gravitational and hydrodynamical forces, the simulations include prescriptions for radiative cooling, star formation, chemodynamics, SN and, for one simulation, AGN feedback. Below we will summarise the sub-grid physics implemented in our reference simulation. In Section 4 we discuss a number of other models that incorporate variations of the physical modules, implemented one at a time.
Radiative cooling is implemented following Wiersma et al. (2009a) 1 . As Bertone et al. (2010a, Paper I hereafter) and Paper II showed, accurate cooling rates are essential to determine the intensity of the gas emission. The net radiative cooling rates are computed for 11 elements (hydrogen, helium, carbon, nitrogen, oxygen, neon, magnesium, silicon, sulphur, calcium, and iron) under the assumption of an optically thin gas in (photo-)ionisation equilibrium, in the presence of the cosmic microwave background (CMB) and the Haardt & Madau (2001) model for the ionising background radiation from quasars and galaxies. The contribution of each individual element to the cooling rate is calculated by interpolating pre-computed tables (created with the publicly available photo-ionization package CLOUDY, last described by Ferland et al. 1998) as a function of density, temperature, and redshift.
Star formation is implemented following the prescriptions of , according to which gas denser than nH,crit 0.1 cm −3 (i.e. the interstellar medium) obeys an effective equation of state of the form P ∝ ρ γ eff , where P is the gas pressure, ρ its density and 1 Using their equation (3) rather than (4) and cloudy version 05.07 rather than 07.02.
γ eff = 4/3. Gas on the effective equation of state is allowed to form stars at a pressure-dependent rate that reproduces the observed Kennicutt-Schmidt law (Kennicutt 1998) . Chemical evolution is implemented as described in Wiersma et al. (2009b) . The simulation tracks the evolution of the abundances of the 11 elements that contribute to the radiative cooling and follows their delayed release by massive stars (Type II SNe and stellar winds) and intermediate mass stars (Type Ia SNe and asymptotic giant branch stars), assuming a Chabrier stellar initial mass function (IMF) (Chabrier 2003) spanning the range 0.1 − 100 M ⊙ . SN feedback is injected in kinetic form following the method of Dalla . In this prescription, type II SNe inject kinetic energy locally into the gaseous neighbours of newly formed star particles. The feedback prescription includes two parameters that describe, respectively, the amount of mass injected into winds per unit stellar mass formed, η, and the initial wind velocity, vw. The REF model uses η = 2 and vw = 600 km s −1 , which corresponds to about 40 percent of the total available kinetic energy from SNe, with the rest assumed to be lost radiatively. The reference model does not include a prescription for AGN feedback, but we will consider a model with AGN in Section 4.
The emissivity tables
The gas emission is calculated following the method of Paper I and we refer the reader to that work for the details of the procedures, which we summarise briefly in the following.
Tables of the line emissivity as a function of temperature, density and redshift were created with CLOUDY (version c07.02.02; Ferland et al. 1998) , under the assumptions of solar abundances, optically thin gas, and (photo-)ionisation equilibrium in the presence of the CMB and the Haardt & Madau (2001) model for the evolving UV/X-ray background radiation from galaxies and quasars. The tables include a total of about 2000 emission lines for the 11 elements explicitly tracked by OWLS. The temperature is sampled in bins of ∆Log 10 T = 0.05 in the range 10 2 K < T < 10 8.5 K and the hydrogen number density in bins of ∆Log 10 nH = 0.2 in the range 10 −8 cm −3 < nH < 10 cm −3 . Fig. 1 shows the emissivity of the lines used in this paper as a function of temperature at z = 2, for nH = 10 −3 cm −3 . The dependence of the line emissivity on density is illustrated in Fig. 1 of Paper II. At low temperature and in the low-density regime, the contribution of photo-ionisation by the UV background on the ionisation balance becomes important and may exceed the contribution from collisional ionisation.
The assumption of ionisation equilibrium in the calculation of the cooling rates and line emissivities is justified for regions that are predominantly photo-ionised and for dense gas in the centres of clusters, but might not be entirely robust for the warm-hot intergalactic medium (WHIM) (Yoshida et al. 2005; Yoshikawa & Sasaki 2006; Cen & Fang 2006; Gnat & Sternberg 2007; Gnat & Sternberg 2009; Bertone et al. 2008 for a review). However, since these studies ignored photo-ionisation, they may have overestimated the importance of non-equilibrium ionisation.
The assumption that the gas is optically thin to ionising radiation may break down for very high densities. The metal Figure 1 . The emissivities of a sample of emission lines as a function of temperature, for solar element abundances, hydrogen number density n H = 10 −3 cm −3 and z = 2. See Table 3 for the corresponding rest wavelengths. The tail of the curves at the lowest temperatures is due to the effect of photo-ionisation on the ionisation balance, which is density-dependent.
lines are predominantly collisionally ionised at the temperatures corresponding to the brightest emission. This follows from the fact that the emissivity curves are very strongly peaked and that the peaks occur at temperatures ≫ 10 4 K, as can be seen from Fig. 1 . Indeed, we will show in Section 3.4 that while the bright metal-line emission occurs in gas with temperatures close to the peak of the emissivity curve, the density can vary by orders of magnitudes and it is not necessarily the densest gas that dominates. For hydrogen and helium, however, the brightest emission does tend to occur in the densest gas with T ≪ 10 5 K. We therefore expect that self-shielding may be important for hydrogen and helium, but probably not for the metal lines.
As discussed in detail by Furlanetto et al. (2005) and Faucher-Giguère et al. (2010) , self-shielding from ionising radiation may be very important for H I Lyα. While a higher neutral fraction may boost the Lyα emissivity, the absence of photo-heating may cause the temperature of the gas to drop to values that are too low to excite the electrons collisionally, thereby strongly suppressing the emissivity. As a consequence, it is possible that the H I Lyα emission from the densest part of the IGM could be substantially higher or lower than we predict. Another radiative transfer effect that we will ignore is line scattering, which is important for H I Lyα and can for example result in enhanced dust extinction. On the other hand, scattering of recombination radiation from H II regions, which we also do not consider, may boost the Lyα flux from the surrounding circumgalactic medium.
Because of the potential importance of radiative transfer for Lyα emission, we follow Furlanetto et al. (2005) and consider not only the optically thin case, but also provide predictions after setting the Lyα emissivity of all gas with nH > 10 −3 cm −3 to zero. This second case is highly conservative, both because we do not expect all Lyα photons from higher density gas to be destroyed by dust (after all, compact Lyα emitters are known to exist) and because the gas is likely to be fully self-shielded only for higher densities, even if we consider only ionisation by the background radiation (e.g. Altay et al. 2011) .
We note that metal-line emission may in principle also be affected by self-shielding, although Fig. 1 (see also Paper II) suggests that the bright emission is dominated by collisionally ionised gas and therefore insensitive to the amount of self-shielding. Finally, including local sources could enhance the degree of ionization and the temperature (e.g. Schaye 2006) , particularly in the case of X-ray emission (Cantalupo 2010 ).
The gas emission
In this Section we briefly describe the procedures to calculate the gas metal-line emission and to create emission maps. These follow the prescriptions of Paper I and we refer the interested reader to that work for more details.
The luminosities of gas particles are calculated by interpolating the emissivity tables over hydrogen number density and temperature at the desired redshift, and by rescaling the emission to the abundance of the corresponding element. The procedure is repeated for each emission line. We use the "smoothed" element abundances defined in Wiersma et al. (2009b) , which alleviates the effect of the lack of metal mixing inherent to SPH. The emission is calculated only for gas particles with density nH 0.1 cm −3 , which thus excludes all particles on to which we impose an effective equation of state. We exclude these particles, which constitute the multiphase interstellar medium in the simulations, both because we lack the resolution and physics required to model this dense gas and because we are interested in emission from the IGM. Our predictions for the surface brightness are therefore conservative as in reality the brightest emission may come from denser gas.
The luminosity in emission line l, in units of erg s −1 , for each gas particle i as a function of its gas mass mgas,i, density ρi, hydrogen number density nH,i and element abundance Xy,i is computed as
where ε l,⊙ (z, T, nH) is the emissivity of the line l, in units of erg cm −3 s −1 and for solar abundances, bi-linearly interpolated (in logarithmic space) from the CLOUDY tables as a function of the particle temperature Log 10 Ti and hydrogen number density Log 10 nH,i at the desired redshift z. Xy,i is the mass fraction of element y and X y⊙ its solar value. The corresponding particle flux F i,l , in units of photon s
with DL the luminosity distance, hP the Planck constant, c the speed of light and λ l the rest-frame wavelength of emission line l. Finally, to create emission maps we project the fluxes onto a 2-dimensional grid whose number of pixels is determined by the desired angular resolution and by the redshift we want to "observe". The dependence of the results on the angular resolution is illustrated in Appendix A. The projection is done using a flux-conserving SPH interpolation scheme. The gas surface brightness is computed by dividing the flux by the solid angle Ω that subtends a pixel, that is
Unless stated otherwise, all emission maps are created using a pixel size of 2"×2", approximately consistent with the angular resolution of CWI (2.5" × 1"; Matuszewski et al. 2010) , and a slice thickness of 25 h −1 comoving Mpc, equal to the size of the simulation box. In Appendix B3 we show that for sufficiently large fluxes, which include the regime of interest here, the probability distribution function (PDF) of the pixel flux is proportional to the slice thickness (although we do find that projection effects slightly enhance the flux for the case of C IV). For fluxes that are potentially detectable the PDF can thus easily be scaled to a different slice thickness. For simplicity, we have computed the PDFs using the entire simulation box. At z = 2, a slice thickness of 25 h −1 Mpc corresponds to a spectral resolution ∆v = 2.2 × 10 3 km s −1 , which is much worse than proposed for upcoming instruments. Even reducing the slice thickness to 1 h −1 Mpc, as we do in Fig. B3 , the Hubble velocity difference across the slice is larger than the resolution of CWI. The number of pixels in each map depends on redshift. An angular resolution of 2" requires a grid with 671 2 pixels, which corresponds to a comoving size of 37 h −1 kpc at z = 2, or 74 times larger than the gravitational force resolution used in our simulations. For our cosmology, a region with comoving size 25 h −1 Mpc corresponds to a field of view of about 22' at z = 2. The same quantities are listed for other redshifts in Table 2 .
RESULTS
In this Section we present results for the rest-frame UV emission from the IGM in the reference model. In particular, we investigate how the intensity of the emission lines varies with redshift in Section 3.1 and we discuss the detectability in Section 3.2. We study line ratios in Section 3.3 and we investigate how the emission depends on the properties of the gas in Section 3.4. In Appendix B we demonstrate that the results are converged with respect to the numerical resolution and the size of the simulation box, although it is possible that a larger box size would have allowed us to sample the PDF to higher fluxes in the regime where it is steeply declining.
Line emission
In this Section we investigate the strengths of the emission lines listed in Table 3 and their evolution from z = 5 to 2. The lines have been selected on the basis of their strength or observability in the optical band. The minimum and maximum redshifts for which the various lines fall within the wavelength ranges of MUSE and KCWI are listed in Table 3 .
Among the promising metal lines are those from lithium-like ions, i.e. C IV (1548,1551), N V (1238,1243), O VI (1032,1038) and Ne VIII (770,780), as well as C III (977), Si III (1207), and the sodium-like ion Si IV (1394,1403). We will also present results for two important cooling lines of hydrogen and helium: H I Lyα (1216) and He II Hα (1640). Several other rest-frame UV lines, e.g. He II Lyα (304), N IV (765), O IV (549), and O V (630), are usually about an order of magnitude stronger than lines from more ionised atoms. However, we do not consider them here because they only shift into the optical at very high redshifts.
The lines that are singlets may be hard to identify unless they are cross-correlated with other lines and/or galaxies. However, these lines are interesting for a number of reasons. Firstly, they provide a sensitive diagnostic for gas at lower temperatures than the standard lines from lithium-like atoms. Secondly, the simultaneous detection of lines from different ions provides stronger constraints on the ionisation state of the emitting gas, and therefore on its density and temperature. Finally, we will show in the following that, in the absence of strong foreground absorption, the singlets C III and Si III are stronger than the corresponding doublets C IV and Si IV.
Figs. 2 and 3 show maps of the surface brightness of all lines in a high-density region centered on a forming group. The line intensity is mapped at z = 2, 3, 4 and 5, for a pixel size of 2". In case of doublets, such as for example C IV and O VI, we have only considered the strongest component. The intensity of the weaker line in the doublet can be obtained by dividing the intensity of the stronger one by a factor of 2. Note that not all lines fall within the optical range at all redshifts shown. For comparison, maps of the density, temperature and metallicity of the gas in the same region are shown in Fig. 4 at z = 2 for a pixel size of 0.5". For reference,
where λ0 the rest-frame wavelength. We showed in Paper II that at low redshift the UV emission comes from dense gas in filaments and in the haloes of galaxies, but not from the centres of large groups, because these contain gas heated to temperatures in excess of 10 6 K and emit mostly in the X-ray band. At high redshift, the situation is different. At z > 2 massive structures such as clusters and large groups have not yet fully assembled. Moreover, fixed overdensities correspond to higher proper densities and thus higher cooling rates. Cold streams are therefore more prominent at higher redshift. Most of the UV emission comes from gas inside or in the vicinity of collapsing objects, such as the haloes of galaxies and the gas that starts to accumulate in filaments and groups. Little or no metal-line emission is produced by the lowest density IGM. Fig. 5 shows the surface brightness probability distribution function (PDF) of emission lines produced by the IGM (i.e. nH < 10 −1 cm −3 ) at z = 2. The left panel shows results for H I Lyα, H I LyαSS (i.e. H I Lyα from gas with nH < 10 −3 cm −3 , as would be appropriate if no Lyα photons were produced in or escaped from self-shielded gas), He II Hα, C III, and C IV and the right panel for N V, O VI, Ne VIII, Si III and Si IV. In all panels the plot in the main window shows the high flux tail of the PDF, while the inset shows the full distribution. For numerical convenience, the minimum value of the surface brightness has been fixed to SB = 10 −15 photon s −1 cm −2 sr −1 . This is reflected in the high values of the PDFs of metal lines for the lowest values in the inset plots. Note that these PDFs, as well as the ones in other figures, assume 2" pixels and that, different from Figs 2 -4, they have been computed from maps covering the entire simulation box. The dependence on the pixel size is illustrated in Fig. A1 for a subset of the lines. Fig. 6 shows the evolution of the flux PDF for individual emission lines, comparing the results at z = 2, 3, 4 and 5.
Figs. 5 and 6 demonstrate that if we assume the gas to be optically thin, then the strongest rest-frame UV emission line among those shown here is H I Lyα, which at z = 2 has an intensity that is about an order of magnitude greater than the brightest C III, which is itself a factor of a few brighter than the strongest C IV. The difference becomes even larger at higher redshifts, where the emission from metals is suppressed because of the lower gas metallicity. If, instead, we conservatively assume that no H I Lyα comes from gas with nH > 10 −3 cm −3 (case H I LyαSS), then the bright-end of the flux PDF is cut off at ∼ 10 2 photon s −1 cm −2 sr −1 and the strongest emission is dominated by metal lines. From the metal lines shown here, the brightest emission is produced by C IV, Si IV and O VI among the higher ionisation states and by C III and Si III among the lower ionisation states.
From Fig. 2 we see that C III and C IV trace each other relatively well, with C III somewhat stronger and more biased to higher density gas. The same is true for Si III and Si IV (Fig. 3) , which, however, fall off more rapidly with declining density than the carbon lines. The other metal lines, and O VI in particular, are distributed more smoothly. The maps illustrate clearly that lines from higher ionisation states are better tracers of lower density regions like filaments. In practice, the emission of all lines outside collapsed regions is extremely low and well below the direct detection limits of planned detectors.
The intensities of N V and Ne VIII lines are lower than those of oxygen and carbon by at least an order of magnitude. N V might be barely strong enough to be detectable at z ≈ 2. While Ne VIII lines are unlikely to be detectable by CWI, they might be within reach of KCWI. However, at z < 3.5 a near UV instrument is required. Fig. 6 shows that the maximum value of the predicted flux increases with decreasing redshift for all lines. For example, at z = 5 the maximum O VI intensity is about 10 photon s −1 cm −2 sr −1 , while it is about 300 photon s −1 cm −2 sr −1 at z = 2, i.e. more than an order of magnitude larger. At the highest redshift a significant number of pixels in the map do not contain any metal-line emission, as the spikes in the PDFs at the minimum value 10 −15 photon s −1 cm −2 sr −1 demonstrate. However, as time proceeds, the fraction of pixels with very low or no metal-line emission strongly decreases, indicating the progression of the IGM metal enrichment. The weak evolution of the intensity of the Lyα ra- Figure 2 . The rest-frame UV emission of the IGM (i.e. gas with n H < 10 −1 cm −3 ) at redshift z = 2 (upper panels), 3 (upper-middle panels), 4 (lower-middle panels) and 5 (bottom panels). From left to right we show emissions from H I Lyα, H I LyαSS (i.e. H I Lyα from gas with n H < 10 −3 cm −3 ), He II Hα, C III, and C IV. The maps show a zoom of a region of 4 h −1 comoving Mpc on a side that contains a group forming at the intersection of a web of filaments. All maps use a pixel size of 2", which corresponds to comoving sizes of 37, 46, 52 and 57 h −1 kpc at z = 2, 3, 4 and 5 respectively, and comoving slice thickness 25 h −1 Mpc. The number of pixels shown in each panel is 108 2 , 87 2 , 76 2 and 69 2 at z = 2, 3, 4 and 5, respectively. A given colour corresponds to the same surface brightness level in all panels. The minimum and maximum values used for the colour scale do not correspond to the actual minimum and maximum. diation, with variations well within an order of magnitude, is in good agreement with Furlanetto et al. (2005) .
The shape of the flux PDF varies for different lines and changes with time. The PDFs of the O VI and Ne VIII lines are narrow and peak at > 10 −5 photon s −1 cm −2 sr −1 at all redshifts. For most other lines, and particularly for C III, Si III, and Si IV, the peak of the distribution moves to low fluxes (10 −10 − 10 −5 photon s −1 cm −2 sr −1 ) and the distribution itself tends to flatten out as redshift decreases. The behaviour of the PDFs of the C IV and N V lines is somewhat intermediate between these two cases. This can be explained by the fact that the emission lines trace different gas phases with different spatial distributions, which ultimately are responsible for the shape of the PDF. As we will discuss in more detail in the next Sections, O VI and Ne VIII lines trace warm-hot gas with T ∼ 10 6 K, while most other lines trace warm gas with T 10 5 K. The fraction of the volume filled by shock-heated gas at T ∼ 10 6 K increases with time, while the metal-enriched, warm gas with T < 10 5 K that produces Si III, Si IV, C III and C IV emission becomes progressively more confined to the haloes of galaxies and small groups as the Universe expands. As a consequence, the PDFs of these lines flatten and move toward lower fluxes. The behaviour of N V lines, produced by gas at T ∼ 10 5 K, is intermediate between these two cases.
Detectability
A number of optical instruments will come online within the next few years with the special purpose of detecting diffuse emission from the IGM at z > 1.5. In 2009 CWI (Rahman et al. 2006; Matuszewski et al. 2010 ) started operating on the 200 inch telescope at Palomar. MUSE (Bacon et al. 2009 ) will be commissioned at the VLT in 2012 and KCWI (Martin et al. 2009 ) will hopefully be installed at Keck soon after that. In the more distant future these instruments may be followed by the proposed ACWI (Moore et al. 2008) , which would operate from Antarctica. In addition, the exploration of the low-redshift Universe has begun with the near UV balloon experiment FIREBALL (Tuttle et al. 2008 ).
The main characteristics of CWI, MUSE, KCWI and FIREBALL are listed in Table 4 . FIREBALL only covers a narrow wavelength range in the UV, 1970 − 2130Å, but has a large FoV of 160" × 160" (angular resolution 10"). CWI has a 60"×40" FoV sampled by 24 2.5"×40" reflective slits. . The z = 2 surface brightness PDFs for emission from the z = 2 IGM (i.e. gas with n H < 10 −1 cm −3 ) for our sample of rest-frame UV emission lines, also shown in Figs. 2 and 3 and listed in Table 3 . The left panel shows results for H I Lyα, H I LyαSS, He II Hα, C III, and C IV, and the right panel for N V, O VI, Ne VIII, Si III, and Si IV. The main plotting area shows only the high flux tail of the distributions, while the full PDFs are shown in the inset. The pixel size is 2" (which corresponds to a comoving size of 37 h −1 kpc) and the PDFs are computed from maps covering the entire simulation box. In Appendix B3 we show that for sufficiently large fluxes (> 0.1 photon s −1 cm −2 sr −1 for O VI) the PDF is proportional to the slice thickness, which we have taken to be 25 h −1 comoving Mpc (i.e. the size of the simulation box). Although the wavelength range is large 2 , the instantaneous bandwidth is limited to 150Å. The KCWI will have various modes. The highest spectral resolution mode, R ≈ 20, 000, will only be available with a small FoV of 20"×8.4" (angular resolution 0.35") and for a narrow, instantaneous band pass of 300Å. On the other hand, at the coarsest spectral resolution, R ≈ 900, the FoV is 20"×34" (angular resolution of 1.4") and the band width 2500Å. There will be a number of intermediate settings as well. While MUSE has a much bigger FoV (60"× 60"), a higher angular resolution (0.2", note that MUSE will make use of adaptive optics) and a larger instantaneous band width (4650 − 9300Å), its maximum resolving power is limited to R = 3750 and it will not cover the blue.
For a spectrally unresolved emission line, 3 an 80 hour observation with MUSE will reach a limiting surface bright-2 Currently CWI's band width is still limited to 4400 − 5600Å (Matuszewski et al. 2010) . 3 The spectral resolution of MUSE varies with wavelength but is typically ∼ 10 2 km s −1 . Using a slice thickness that matches the spectral resolution does not change our conclusions for metal lines. For H I Lyα the situation may, however, be different because resonant scattering, which our simulations do not model, may strongly broaden the lines. ness of 2 × 10 −19 erg s −1 cm −2 arcsec −2 for a S/N of five and a 1 arcsec feature at λ = 5000Å. We expect KCWI to reach similar depths. Using equation (3), we see that MUSE and KCWI should be able to detect intensities of ∼ 2 × 10 3 photon s −1 cm −2 sr −1 from the ground for 1" features and a S/N of five. For more extended emission fainter levels could be reached, of course all provided that the background can be subtracted to the required accuracy. As some of the emission will indeed be extended (see Fig. A1 ), we thus expect deep observations with upcoming instruments to be able to directly detect diffuse emission down to ∼ 10 2 − 10 3 photon s −1 cm −2 sr −1 . Stacking galaxies may allow fainter emission to be detected statistically. Indeed, Steidel et al. (2011) have already detected diffuse Lyα emission down to 10 −19 erg s −1 cm −2 arcsec −2 by stacking z ∼ 2.65 star-forming galaxies. Table 3 lists the minimum and maximum redshifts for which the various lines that we investigate fall within the range of MUSE and KCWI, respectively. The redshift range for CWI is only slightly smaller than that of KCWI (see Table 4 ).
According to our predictions, a number of emission lines should be detectable by upcoming instruments. sr −1 will for example be reachable with MUSE for ∼ 10", spectroscopically unresolved features (at 5σ in an 80 hour integration).
H I Lyα emission from regions with ρ > 10 3ρ b should be detectable up to at least z = 5 (taking our optically thin calculations at face value), with the glow of less dense regions (ρ ∼ 10 3ρ b ) visible only at lower redshifts. The He II Hα line may be visible in dense (but still nH < 10 −1 cm −3 ) gas at the lowest redshift we consider (z ∼ 2). C IV, O VI and Si IV will all be detectable up to z = 3, while C III and Si III should be detectable up to z ≈ 4 or higher. The N V and Ne VIII lines should also be within the capabilities of MUSE and KCWI and with some luck they might even be able to detect weak O IV and O V emission at z > 4.5. In practice, however, detection of O VI, O V and Ne VIII, which have rest-frame wavelengths shorter than the hydrogen Lyman limit (912Å), may not be feasible due to the high optical depth provided by intervening absorption systems. The same may be true for C III and Si III, which have rest-frame wavelengths of 977.0 and 1206.5Åand are thus susceptible to intervening Lyα absorption. As we noted earlier, statistical detections, e.g. by stacking H I Lyα emitters, should enable the detection of fainter lines.
Recall that since our focus is the IGM, we excluded all gas with densities nH > 0.1 cm −3 . As the emissivity scales as density squared, this high-density gas may be more easily detected, particularly for instruments with high angular resolution such as MUSE and KCWI. On the other hand, for observations with instruments with relatively poor angular resolution, such as CWI, it may be difficult to tell whether apparently diffuse emission is in fact due to a few unresolved, dense knots, thus potentially mistaking emission from the ISM of small galaxies for emission from diffuse, intergalactic gas.
It will be necessary to reach fluxes well below the optical background light (OBL, hereafter) to detect emission from the diffuse IGM. Most of the OBL luminosity is due to zodiacal light, with only relatively minor contributions from the extragalactic background light and the diffuse galactic emission. The intensity of the OBL has been measured to be 33.5 × 10 −9 , 105.7 × 10 −9 , and 72.4 × 10 −9 erg s −1 cm −2 sr −1Å−1 at 3000, 5500, and 8000Å, respectively (Bernstein 2007 ; see also Bernstein, Freedman & Madore 2002 and references therein). Assuming a resolving power of R = λ/∆λ = 10, 000, these correspond to ∼ 2 × 10 3 , 2 × 10 4 and 2 × 10 4 photon s −1 cm −2 sr −1 at 3500, 5500 and 8000Å, respectively.
As discussed in Paper II, the FIREBALL balloon experiment (Tuttle et al. 2008 ) provides a good chance to detect IGM emission in the UV band at lower redshifts and shorter wavelengths than CWI. The instrument targets the wavelength window 1970-2130Å, where atmospheric absorption is minimal. The surface brightness limit is about 2000 photon s −1 cm −2 sr −1 for an angular resolution of 10". The instrument aims to detect H I Lyα, C IV and O VI emission at z 1. According to our predictions, in this energy range it might be possible to detect the O V line at 630Å at z ≈ 2.2, if intervening absorption is not very strong. For this emission line at this redshift we predict a maximum intensity > 10 3 photon s −1 cm −2 sr −1 , which might be within reach of the instrument capabilities. FIREBALL might also be able to detect C III emission at z ≈ 1, whose surface brightness should be about an order of magnitude larger than its detection limit. Unfortunately, both the O V and the C III lines are singlets and might thus be difficult to identify in spectra with limited redshift and wavelength coverage. As such, it is likely that both lines will simply be treated as unknown contaminants. However, cross-correlation with stronger lines, such as H I Lyα, may allow a statistical detection of singlets. A positive detection would provide proof that C III and O V, and lines from beryllium-like atoms in general, are indeed an efficient cooling channel and would encourage further studies of emission in the far UV band.
Finally, we caution the reader that the discussion presented in this section should only be taken as a rough guide to what may be possible with upcoming facilities. More robust conclusions would require a proper study of detectability, which would involve analysing virtual observations targeted to specific instruments, instrumental modes, and observing strategies and using realistic analysis techniques. While such a study is clearly beyond the scope of the present work, the results presented here suggest that such investigations are worthwhile for several transitions and redshifts.
Line ratios
In this Section we compare the intensity of pairs of lines. Results for a subsample of emission lines at z = 2 are presented in Fig. 7 for the REF model. The chosen lines are representative of all interesting transitions. Fig. 7 focuses only on the high surface brightness end of the distribution, with SB 10 −1 photon s −1 cm −2 sr −1 . As we will discuss further in the next Sections, the intensity of the emission lines depends on the gas temperature, density and metallicity. At a fixed temperature, sufficiently high for collisional ionisation to dominate over photoionisation, the relative intensity of one line with respect to another is independent of the density and proportional to the ratio of the elemental abundances. Since the shape and values of the emissivity curves as a function of temperature are characteristic for each line, the line ratios vary line by line. This is seen in Fig. 7 . The lines of different ions of the same element are strongly correlated, but the line ratios of ions from different elements show a larger scatter. This is because the gas that produces strong emission in one line is often different from gas that produces emission in a different line. Indeed, the scatter is largest for ratios between lines whose emissivities peak at very different temperatures. H I Lyα emission is almost always stronger than any other line (but note that this changes if we ignore H I Lyα from self-shielded gas; see e.g. Fig. 5) , with the exception of a few pixels in which carbon and oxygen lines dominate. These likely trace highly metal enriched gas in the haloes of galaxies and groups.
The ratio between the intensity of pairs of emission lines ultimately provides information about the ionisation state The contours are spaced logarithmically by 1 dex. The distribution of line ratios is shown only for the high surface brightness tail of the PDF, i.e. intensities higher than 0.1 photon s −1 cm −2 sr −1 . The correlation is roughly linear for lines from the same atom (C III and C IV, Si III and Si IV). The scatter in the distributions varies from ratio to ratio, and is largest for lines with emissivities which peak at very different temperatures.
and the temperature of the gas. The intensity of a line is highest when the gas has a temperature close to the peak temperature of its emissivity curve. A higher value of the line ratio indicates that the gas temperature is closer to the peak temperature of the line in the numerator.
What gas produces the emission?
In this Section we investigate the physical properties of the gas that produces most of the emission. In particular, we want to understand what the typical densities and temperatures are of the gas that produces the bulk of the emission for each line. This will for example tell us whether the gas is bound to galaxies, resides in groups, or traces lower density regions like filaments and voids. Fig. 8 and the contours are spaced logarithmically by 1.5 dex. Carbon and silicon lines trace mostly gas with T < 10 5 K, while N V and O VI better trace the WHIM with 10 5 K< T < 10 6 K. Ne VIII traces hotter gas, on average, than any other emission line in our sample, with 10 5 K < T < 10 7 K. The hydrogen and helium lines trace the gas mass better than the metal lines, although they are biased to cool, dense gas in close proximity to galaxies. The contours are spaced logarithmically by 1.5 dex. The vertical line indicates the threshold at n H = 0.1 cm −3 above which we impose an effective equation of state for star-forming gas . The horizontal lines define the range of temperatures of WHIM gas, 10 5 K < T < 10 7 K. Fig. 8 shows the mass-weighted (left panel) and the metal mass-weighted (right panel) gas distributions in the temperature-density plane at z = 2. Most of the mass resides in intergalactic gas with low density and temperature. Compared with the gas mass distribution, the distribution of metals in the IGM is biased towards higher densities and temperatures. As a consequence, the bulk of the metals do not trace the bulk of the mass. Most of the metals are concentrated in two separate areas of the distribution: i) in the dense (nH > 0.1 cm −3 ) star-forming gas, i.e. the ISM, for which we impose an effective equation of state and which we exclude from the analysis, and ii) in warm-hot gas in overdense regions with 10 −6 cm −3 < nH < 10 −3 cm −3 . This result is qualitatively similar to the findings of Paper I for z = 0.25 (see also Wiersma et al. 2009b ). Fig. 9 shows the emission-weighted gas distributions in the temperature-density plane at z = 2. From left to right, the panels show the distributions weighted by H I Lyα, H I LyαSS, He II Hα, C III and C IV (upper panels), N V, O VI, Ne VIII, Si III and Si IV (bottom panels).
A comparison of Figs. 8 and 9 demonstrates that the bulk of the emission from metal lines traces neither the IGM, nor the metal mass. This is consistent with what we found in Papers I and II at lower redshifts for X-ray and UV emission lines, respectively. Instead, each metal line traces a special region of the temperature-density plane centered on the temperature for which the line emissivity peaks (see Fig. 1 ). The width of the distribution in temperature corresponds roughly to the width of the emissivity curve as a function of temperature. In terms of density and metallicity, all the emission-weighted distributions peak where the density is high, but also where both the metallicity and the density are high at the same time. The situation is different for the hydrogen and helium lines, which on average trace the gas mass well, once the quadratic dependence of the emissivity on the density is taken into account.
There are some notable differences between the different emission lines. Carbon and silicon lines trace gas with lower temperatures (T < 10 5 K) than other lines. O VI traces diffuse gas with temperatures in the range 10 5 K < T < 10 6 K. N V lines arise from gas with temperatures that fall between those of carbon and oxygen lines, while the Ne VIII lines Figure 10 . As Fig. 5 , but including only gas in fixed density intervals. From left to right the panels show the PDFs of the pixel surface brightness for H I Lyα, C IV, and O VI. While brightest H I Lyα emission arises exclusively in highly overdense gas, a much wider range of overdensities contributes to the brightest C IV and O VI pixels. Figure 11 . As Fig. 10 , but including only gas in fixed temperature intervals. For these metal lines the brightest emission comes from gas with temperatures close to the peak of the emissivity curves (see Fig. 1 ). trace hotter gas than any other line we consider here, with T ∼ 10 6 K. Figs. 10 and 11 show explicitly how the surface brightness PDF varies with the gas density (Fig. 10 ) and temperature (Fig. 11) for H I Lyα (left columns), C IV (middle columns), and O VI (right columns). We created these figures from emission maps that were computed by only including particles with the physical properties indicated in the legends. While H I Lyα is highly biased towards high-density gas, with the highest surface brightness due to gas with overdensities ρ/ ρ 10 3 , the brightest metal-line emission arises from gas with a wide range of overdensities, though still > 10. The gas responsible for the strongest C IV and O VI emission has temperatures that are close to the peaks of the emissivity curves shown in Fig. 1, T ∼ 10 5.0 K and ∼ 10 5.3 K, respectively.
VARYING THE PHYSICS
In this Section we discuss the influence of different physical processes on the results. We focus our analysis at z = 2, but all our conclusions are valid for results at higher redshifts. We consider five different sets of OWLS runs, in which the physical modules have been changed one at a time. The models are as follows (see Schaye et al. 2010 for more detailed descriptions):
Our reference model, as described in Section 2.1. All results presented in the preceding sections were obtained from this simulation. This model uses the star formation prescription of , the supernovadriven wind model of Dalla with initial wind mass loading η = 2 and initial wind velocity vw = 600 km s −1 , the metal-dependent cooling rates of Wiersma et al. (2009a) , the chemical evolution model described in Wiersma et al. (2009b) and the WMAP3 cosmology. AGN feedback is not included.
(ii) NOSN NOZCOOL: As REF, but without supernova feedback and with radiative cooling rates that assume primordial abundances. The metals produced by stars are thus only transported by gas mixing and no energy is transferred to the IGM and ISM when SNe explode. We chose this set of simulations because these are the models that produced the largest variations in Papers I and II. In these papers, which focused on z = 0.25, we found that for most models the variations in the results are small relative to the REF model, especially for UV lines. In terms of the bright-end tail of the surface brightness PDF, the largest discrepancies with the REF results were found for model NOZCOOL. The inclusion of AGN feedback could decrease the X-ray emission at the centres of groups and clusters by up to a factor of ∼ 100, but barely affected the emission from diffuse IGM gas. Paper II also showed that varying the feedback parameters that control the intensity of the winds (e.g. the wind mass loss rate and velocity) introduced variations in the UV results of a factor of a few or less. Fig. 12 shows maps of the surface brightness of H I Lyα, C IV and O VI lines in the different simulations. The PDFs of the surface brightness are shown in Fig. 13 . All maps assume an angular resolution of 2" and show results at z = 2. Most models predict comparable maximum surface brightness values, as can be seen by comparing the high surface brightness tails of the PDFs (SB > 100 photon s −1 cm −2 Figure 13 . As Fig. 5 , but for a selection of OWLS models that include different physical processes. From left to right, the different panels are for z = 2 emission from H I Lyα, C IV and O VI, respectively. There is almost no variation in the H I Lyα emission predicted by the different simulations, although removing emission from gas with n H > 10 −3 cm −3 , as would be appropriate if no Lyα photons would be produced in or escape from such regions, would cut off the bight end of the distribution. The differences are largest for low surface brightness metal-line emission, but the models tend to converge at the bright end. Metal-line cooling is particularly important for O VI. AGN feedback slightly decreases the peak surface brightness of both C IV and O VI.
sr −1 ), but the variations can be very large for fainter metalline emission. For H I Lyα, on the other hand, the differences are always very small.
In the NOSN NOZCOOL model the emission is concentrated close to galaxy haloes, while the surface brightness of low-density regions is extremely low for metal lines. This produces the flattening observed in the PDFs of metal lines for SB < 0 − 100 photon s −1 cm −2 sr −1 and is due to the inefficient transport of metals from galaxies to the diffuse IGM in the absence of SN feedback.
Model NOZCOOL predicts somewhat stronger emission from metals than the REF model, but comparable H I Lyα emission. In dense regions, the O VI emission exceeds the predictions of the REF model by up to an order of magnitude. This indicates that metal-line cooling is important in the gas for which the O VI emission peaks, i.e. highly enriched gas with T ∼ 10 5.3 K. Note that ignoring metal-line cooling is not self-consistent, as it allows the gas to linger too long at the temperatures for which the emissivity is high.
For model WVCIRC the peaks of the metal-line PDFs are shifted to higher surface brightness values. In other words, compared with model REF, a larger fraction of the sky, and a larger fraction of the mass in the Universe, shines bright in the UV. The outflows in model WVCIRC are more efficient at transporting metals into the IGM, mainly as a result of the higher mass loading in low-mass galaxies. As such, the different spatial distribution of the UV emission we see in Fig. 12 between the REF and WVCIRC models is mostly due to differences in the metallicity of the gas, and to a lesser extent to differences in the temperature and density. In principle, the detection of diffuse metal-line emission could thus help decide which one of the descriptions of the physics of galactic winds is more "realistic". A larger spatial extent and a more filamentary structure of the emission on large scales would weigh in favour of highly mass-loaded galactic winds.
Finally, the predictions of model AGN are comparable to those of the REF model in regions with low surface brightness and low density. However, at the bright tail of the distribution model AGN predicts surface brightnesses that are up to 0.5 dex lower. This is a consequence of the fact that AGN feedback decreases the density and metallicity of the gas near massive galaxies.
The relatively small differences between the metal-line emission predicted by models that include very different physical processes gives us confidence that our predictions for the brighter emission are robust to factors of a few. On the other hand, the fact that the differences in the predictions for the diffuse metal-line emission are not negligible, implies that observations of this faint glow have the potential to discriminate between different models for feedback from star formation and AGN.
Finally, we recall that while the different simulations predict very similar H I Lyα emission, the predictions for this line are uncertain due to the importance of self-shielding from ionising radiation, resonant scattering, and absorption by dust, which are all ignored here. The potential impact is illustrated by the blue dashed curve labelled 'REF SS' in the left panel of Fig. 13 , which indicates the surface brightness PDF if we ignore all emission from gas with nH > 10 −3 cm −3 , an assumption that is very conservative for our purposes.
CONCLUSIONS
We have investigated the nature and detectability of redshifted rest-frame UV line emission from the IGM (i.e. nH < 10 −1 cm −3 ) at 2 < z < 5. While more strongly bi-ased towards high-density gas than absorption lines, emission lines offer the possibility to directly map the distribution of the gas and metals in three dimensions. Following the procedures of Bertone et al. (2010a) , we used a set of large, cosmological, hydrodynamical simulations taken from the OWLS project (Schaye et al. 2010 ) to create simulated maps of a set of strong rest-frame UV emission lines. We focused on C III, C IV, N V, O VI, Ne VIII, Si III and Si IV lines (see Table 3 ), which are the strongest metal lines that trace the diffuse IGM and that can potentially be detected by current and upcoming optical instruments. For reference, we also showed results for H I Lyα and He II Hα and for the former we illustrated the potential impact of self-shielding and dust extinction by considering only the flux emitted by gas with nH < 10 −3 cm −3 , which provides a conservative estimate of the minimum signal that can be expected.
Our main results can be summarised as follows:
(i) Depending on the line and the redshift, we predict a maximum surface brightnesses of order 10 1 − 10 5 photon s −1 cm −2 sr −1 in the redshift interval 2 z 5 for 2" pixels (see Fig. 6 ). The strongest IGM emission comes from H I Lyα, provided we include emission from gas with 10 −3 cm −3 < nH < 10 −1 cm −1 . The highest surface brightness metal-line emission comes from C III and is about an order of magnitude fainter. The highest surface brightness regions for C IV, Si III, Si IV and O VI lines are fainter than the brightest C III by factors of a few. The N V and Ne VIII lines, as well as He II Hα, are substantially fainter but their maximum surface brightnesses still exceed 10 2 photon s −1 cm −2 sr −1 for z = 2 (and 2" pixels). (ii) Lines from different ions trace gas in different temperature regimes. The gas responsible for the highest surface brightness metal-line emission typically has temperatures close to the peak of the corresponding emissivity curve. H I Lyα, He II Lyα, C III, Si III and Si IV lines prevalently trace gas with T < 10 5 K near galaxies, making them excellent probes of cold accretion flows and the colder parts of galactic winds. C IV (T ∼ 10
5.4 K), and Ne VIII (T ∼ 10 5.8 K) trace the warmer gas in haloes and filaments and thus constitute powerful tools to study the WHIM and the warmer parts of outflows.
(iii) While the brightest H I Lyα emission arises exclusively in highly overdense gas (ρ/ ρ 10 3 ), at least if we assume the gas to be optically thin, a much wider range of overdensities contributes to the brightest pixels of He II Lyα and high-ionisation metal lines such as C IV, O VI and Ne VIII. The spatial distribution of the emission is related to the ionisation state of the emitting gas. Lower ionisation gas produces clumpier and more clustered emission, while higher ionisation gas produces smoother and more diffuse emission profiles. The degree of ionisation decreases with increasing density but increases with the temperature. As the emissivity increases with the gas density, emission from lowerionisation gas tends to be brighter. Indeed, we find for example that the beryllium-like atoms N IV and O V (which were not shown here because they only shift into the optical waveband for very high redshifts) are stronger than their higher-ionisation lithium-like counterparts.
(iv) We have compared our fiducial simulation with models that ignore SN feedback and/or metal-line cooling, with a model that includes highly mass-loaded "momentumdriven" galactic winds, and with a simulation that takes feedback from AGN into account. While the faint metal-line emission is very sensitive to the inclusion and implementation of galactic winds (because these are responsible for enriching the low-density IGM with metals, where the weak emission is produced), the results for bright metal-line emission, and even more so for both faint and bright H I Lyα emission, are remarkably robust to changes in these physical processes. Accurate cooling rates are required to predict the bright metal-line emission with a precision better than a factor of a few, particularly for lines that peak at temperatures for which the cooling time is short, such as O VI. AGN feedback primarily affects the emission from the cores of haloes, reducing the brightest metal-line emission by up to factors of a few. Highly mass-loaded galactic winds, on the other hand, can boost the brightest metal-line emission by similar factors.
(v) According to our predictions, MUSE and KCWI should be able to detect H I Lyα emission from regions with ρ > 10 3ρ b up to at least z = 5 (provided our optically thin calculation is appropriate in this regime), while H I Lyα from less dense regions and the He II Hα line should be visible at lower redshifts. C IV, O VI and Si IV will all be detectable up to z ≈ 3, while C III and Si III should be detectable up to z ≈ 4. The N V and Ne VIII lines should also be within the capabilities of these instruments. We note, however, that lines with rest-frame wavelengths shorter than that of Lyα (i.e. C III, O VI, Ne VIII, and Si III) may suffer substantial foreground absorption, which we have not accounted for here. O V lines at z ≈ 2.2 and C III lines at z ≈ 1 are roughly within the sensitivity of the FIREBALL experiment, and should be considered as possible contaminants of Lyα emission.
We conclude that several rest-frame UV emission lines from the high-redshift IGM will become detectable in the near future, possibly starting with the CWI which is already operating on Palomar. Observations of these lines have the potential to revolutionise studies of the interactions between high-redshift galaxies and their environment. Lower ionisation lines provide us with tools to image cold accretion flows as well as cold, outflowing clouds. Higher ionisation lines, on the other hand, will allow us to image the metalenriched WHIM and galactic winds. Such observations, particularly the simultaneous detection of multiple lines, will provide strong constraints on the density, temperature, and chemical composition of the gas.
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APPENDIX A: ANGULAR RESOLUTION
In this Appendix we test the effect of varying the angular resolution used to make the emission maps. Fig. A1 compares the PDFs of the surface brightness of, from left to right, H I Lyα, C IV, and O VI at z = 2 for maps with resolutions ϑ = 0.5", 1", 2", 4", 8", 16", and 32", which correspond to physical scales varying from 3.1 h −1 kpc to 199 h −1 kpc. The distributions converge well for all but the highest surface brightness values. The increase in the maximum brightness with decreasing pixel size reflects the fact that large pixel sizes smooth the strong emission coming from structures with an angular size smaller than that used to observe them. The differences between the PDFs corresponding to different pixel sizes are much smaller for O VI than for C IV and H I. This is because O VI emission arises in gas of lower densities, which will have larger coherence lengths (because the Jeans scale increases with decreasing density; see e.g. Schaye 2001 ).
APPENDIX B: CONVERGENCE TESTS
In this Appendix we present a number of tests aimed to verify how resolution affects the numerical predictions. We consider the effect of varying the numerical resolution in Appendix B1, the box size in Appendix B2 and the slice thickness in Appendix B3. All tests use the REF model and results are shown only for the O VI 1032Å line.
B1 Numerical resolution
To test the effect of varying the numerical resolution, we compare emission maps for three different realisations of the same simulation with particle numbers N = 2×128 3 , 2×256 3 and 2×512 3 . The corresponding dark matter particle masses are mDM = 4.1 × 10 8 , 5.1 × 10 7 , and 6.3 × 10 6 h −1 M ⊙ , respectively. Fig. B1 shows the PDFs of the z = 2 surface brightness for, from left to right, H I Lyα, C IV, and O VI for maps with 2" angular resolution. All distributions are similar at high and intermediate surface brightnesses. Only the lowest resolution run with N = 2 × 128 3 deviates strongly from the other two and only for < 10 −5 photon s −1 cm −2 sr −1 . We conclude that our conclusions are not significantly affected by the finite resolution of our simulations.
B2 Box size
We test the effect of varying the size of the simulated box, while keeping the mass resolution constant. The runs necessarily assume different initial conditions and thus allow us to test how the large-scale structure affects the flux statistics.
In Fig. B2 we compare results for H I Lyα, C IV, and O VI at z = 2 using simulations with dark matter particle mass mDM = 6.3×10 6 h −1 M ⊙ and box sizes of 25, 12.5, and 6.25 h −1 Mpc (comoving), respectively. The maps used to calculate the PDF have 2" angular resolution and 6.25 h
−1
Mpc thickness, consistent with the box size of the smallest simulation. The results are converged with respect to the size of the simulation volume, although larger boxes sample the flux PDF to higher values.
B3 Slice thickness
In this Section we describe how varying the thickness of the slices we cut through the simulation box affects the shape of the flux PDF. In Fig. B3 we compare the z = 2 surface brightness PDFs of, from left to right, H I Lyα, C IV, and O VI for three different, evenly-spaced slice thicknesses: 25, 5 and 1 h −1 Mpc. To facilitate the comparison, we have normalised the surface brightness PDF by the slice thickness ∆x. Throughout this work, we have assumed a slice thickness of 25 h −1 Mpc. Except for C IV, the results appear to be independent of the slice thickness (within limits and in the detectable regime) when the PDF is normalised by the slice thickness. In other words, the normalisation of the PDF is proportional to the slice thickness. This happens when the slice is thick enough to fully contain collapsed objects, but sufficiently small to avoid the superposition of multiple structures, which would strongly increase the flux in those pixels where more than one structure could be found along the line of sight. For C IV there is a small difference between 5 and 25 h −1 Mpc, but not between 1 and 5 h −1 Mpc, indicating that projection effects slightly enhance the flux for 25 h −1
Mpc slices.
The shape of the PDF at the faint end, on the other hand, depends on the level of the flux in low-density regions and on the number of low-density structures in each slice, which is dependent on the slice thickness. As a consequence, 12.4, 24.8, 49.7, 99.3 , and 199 h −1 kpc, respectively, at z = 2. The maximum predicted surface brightness increases steadily with the angular resolution. The results are less sensitive to the pixel size for lines that arise in lower density gas, such as O VI. Figure B1 . As Fig. 5 , but for H I Lyα (left panel), C IV (middle panel), and O VI (right panel) emission as a function of the numerical resolution of the simulation. The particle mass increases by a factor of eight and the force resolution decreases by a factor of two when the number of particles decreases by a factor of 2 3 . Our fiducial run is converged with respect to the numerical resolution. the fraction of pixels at the lowest fluxes increases for decreasing slice thickness. This paper has been typeset from a T E X/ L A T E X file prepared by the author.
