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I. INTRODUCTION 
It has become apparent that a certain result of Flaschka and Leitman [6] plays 
an essential role in the study of functional equations using the machinery of 
nonlinear semigroups. It is the purpose of this paper to give a simple proof of 
this result and to show that it holds in greater generality than [6] indicates. 
The nonlinear semigroup (and evolution operator) approach to the functional 
initial value problem, 
x’(t) = q, x(t), %) x0 = 4 E q-r, 01; q, (1.1) 
may briefly be described by the following three steps. 
1. By formal arguments [7], d fi e ne a generator A(t) on C([-Y, 01; A’) by 
W(t)) - id I + continuously differentiable, b’(O) = F(t, 4(O), +)} 
A(t)+ = -I$‘. 
U-2) 
2. Using the theory of nonlinear semigroups, solve 
y’ + WY = 0 Y(O) = + 
in C([-Y, 01; X), and show that if 
x(t) = b(t) -r < t < 0, 
= YW(O> 0 < t, 
then x’(t) = F(t, x(t), y(t)). 
3. Show y(t) = xt . 
It is with the last step that we are concerned here. 
* On leave from Fluid Mechanics Research Institute, University of Essex, Colchester 
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The paper is organized as follows. In the next section a simple proof of step 3 
is given in the context considered in [6]. This is the prototype for the generaliza- 
tions which follow in Section 3. In Section 4, the somewhat different situation 
of Lp initial data is considered. 
We point out that Theorem 2.1 generalizes the main result in [6], Theorem 3.1 
includes [S, Proposition 11. Theorem 4.1 and its corollary generalize [15, 
Proposition 5.31 and may also be applied to the example at the end of [lo]. 
2. CONTINUOUS INITIAL DATA 
We need the following fundamental lemma. 
LEMMA 2.1. Let X be a Banach space, I x J be a closed rectangle in R2, and 
(6: I x J -+ X be continuous. Suppose that for all (Y, fl E I, s, t E J 
(2-l) 
Then +(8, u) is constant on lines tJ + u = constant. 
Proof. F(or, /I, s, t) = s: s: #(0, u) d8 do has continuous first partial derivatives 
which by (2.1) satisfy F, + Fe = F, + Ft . Hence if G(T) = F(or - r, p - 7, 
s + Q-, t + T), then G’(T) = 0. Thus G(T) = G(0) and the assertion follows. 
Henceforth suppose I (resp. J) is a closed interval with right-hand (resp. left- 
hand) end point 0. If x: I u J --f X let xt: 1---f X (t E J) xt(e) = x(t + 0). 
DEFINITION 2.1. U: J + C(I; X) is a translation if U(t) = ut where u is 
defined by U(S) = U(O)(s) (s EI), u(s) = U(s)(O) (s E J). 
Note that if U is a translation, then u is continuous, and u is Lipschitz con- 
tinuous if and only if U is. We may now reformulate step 3 by saying t ++ y(t) 
is a translation. 
THEOREM 2.1. Let A be any (nonlinear) operator on C(I; X) with D(A) C 
Cl(l; X), A$ = -#such that (Al) A + w I is amretive and (A2) R(I + k4) 3 D = 
D(A) (A > 0). Then 
T(t)+ = $5 (I + ; A)-m+ 
m/n--t 
exists uniformly on compact t-sets and T is a continuous semigroup on D. Moreover, 
T is a translation. 
Proof. In view of the Crandall-Liggett theorem [4] it is only necessary to 
show Tis a translation. This is equivalent to showing $(e, t) = T(t) 4(e) satisfies 
the conclusion of Lemma 2.1. 
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The continuity of $ on I x [0, 00) follows from continuity of the semigroup T. 
Set 
MA 4 = c X((i-1),n.i,nl(~) (I + ; qm 
z 
Then $n ---f # uniformly on compact sets and ($,(., i/n)}i solves the backward 
difference scheme 
n(xi - xiwl) + Axi = 0, x0 =4 P-2) 
in C(I; X). Hence 
Dividingbynandaddingfori=p+l,...,q 
j;,: MB, 4 - Ad% 4 do = j” bn(4 cl/n) - hde, Pin) de* 
a 
Now let z + co, p/n + s, q/n ---f t to obtain (2.1). 
We note that Theorem 2.1 generalizes the basic result in [6] insofar as the case 
I = (- 00, 0] is allowed. Sufficient conditions on F = F(qi(O), 4) to ensure that A 
(defined by (1.2)) satisfies (Al) and (A2) may be found in [I 31 and [14]. 
3. FURTHER GENERALIZATIONS 
In [5, lo] nonautonomous functional equations are considered, and this 
requires time-dependent generators A(t). For convergence of the backward 
difference scheme (2.2) it is not necessary that A + wl be accretive in the 
C(I, X) norm, but accretiveness with respect to either an equivalent norm or a 
convex functional is sometimes ufficient [9, IO]. In [3, 8, 121 it is shown that (A2) 
can be weakened to a “Nagumo-type” range condition if approximate backward 
difference schemes are used. All these cases are included in Theorem 3.1. 
DEFINITION 3.1. Let Y be a Banach space and for 0 < t < T let A(t) C 
Y x Y. Then a continuous curve U: [0, T] - Y is an exponential solution of 
y’ + A(t)y 3 0, y(0) = U(0) if for each E > 0 there exists a solution (ti , si , ci , 
xi , fi}y E RS x Y2 of the backward dz@rence scheme 
xi - xi-1 + A(Q) xi 3 fi ti - t,-1 
i = I,..., m x0 = U(O), 
si - si-1 (3-l) 
ti - t,-1 
-l=eri so = 0, 
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where {ti} is a partition of [0, TJ and the following hold 
sup I ti - ti-1 I < E, $ Ifi IY(b - L,) < 6, 5 I ci I(& - timl) < t, 
1 
/ w> - c X(t,-l.tll(4 xi ly < 6 (0 < t G T)* 
THEOREM 3.1. For 0 < t < T, let @A(t)) C Cl(l; X) and A(t)+ = -4’. 
Let U:[O, T] -+ C(I; X) be an exponential solution of y’ + A(t)y = 0. Then U 
is a translation. 
Proof. Since U is continuous, so is $(t?, t) = U(t)(e) on I x [0, T]. Hence it 
is sufficient to show # satisfies (2.1). 
Let {ti , si , ci , Xi , fi}y satisfy the conditions in Definition 3.1 for E = l/n. Set 
A@, t> = f X(t*-,.t,1w %(O hc40) = x,(e) 
1 
and note that / +,(fI, t) - $(B, t)l < l/n. Using (3.1) 
(ti - h-d $w, ti> = hde, ti) - 4,(4 h-d - Cti - tdf,(e) 
and proceeding as in the proof of Theorem 2. I we obtain 
.()n(~p 4 - h(~, 4 da = 1” Me, ta) - +n(e, tp) de a 
- il (tt - h-1) jBfde) de. 
a 
The last term is majorized by (/3 - CX) 2 (ti - tipl) 1 fi 1 < (/3 - a)/n. Hence 
(2.1) is obtained on passing to the limit as n-+ a, and the proof is complete. 
We point out that the form of A(t) assumed in the above theorem satisfies (1.2) 
and that no conditions are explicitly made on F. However, the existence and 
convergence of the backward difference scheme will require further restrictions 
on D(A(r)). Sufficient (but not necessary) conditions may be found in [5, 10, 
13, 141. 
4. Lp INITIAL DATA 
If the initial data 4 of (1 .I) . is not continuous, it is customary to construct 
generators A(t) on Lp spaces. 
Let LP(& X; p) denote the Banach space of X-valued Bochner p-integrable 
functions with respect to positive measure p on I. If t.~ is Lebesgue measure m, 
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denote this space by Lp(I; X). Let Y = Lp(I; X; p) x X, and denote the 
projections of Y onto its two coordinates by 7rr and ~a . The norm on Y may be 
any of the equivalent standard norms, e.g., 1 c$, h ly = j 45 I + / h I. The initial 
value problem (1.1) is reformulated as follows 
x’(t) = qt, x(t), Xt) 
and the generator A(t) is defined by 
D(A(t)) = ((4, h) E Y I 4 abs. cts., 4’ sLp(I; X; p), F(t, h, 4) 
is defined and #(O) = h} 
A(t)(+, h) = (-$‘, --F(t, h, 4)). 
The purpose of the weighted measure p is to obtain accretiveness of A(t) for 
certain forms of the function F [ 151. W e assume that p is such that if I = 
(-co,O],thenforanya<O,themap 
LP(-c x; p) --wa, 01; -q: 4 - 4 /[a,01 (4.2) 
is continuous, and if I = [-I, 01, then (4.2) is continuous for a E (-r, 0). We 
note that the measure (IcL(0) = ~(0) d0 in [15] satisfies this condition, as does 
p = m. 
If U: [0, T] -+ Y is an exponential solution of y’ + A(t)y = 0, then one 
anticipates that rsU(t) is the solution of (4.1), and ZT~ U(t) is the previous segment 
of this solution. We modify the definition of a translation accordingly. 
DEFINITION 4.1. U: [0, T] -+ Y is a translation if 7rlU(t)(e) = hi(e), 
0 ~1 m-a.e. Where h(t) = rlU(0)(t) (t EI), h(t) = n,U(t) (t > 0). 
THEOREM 4.1. Let Y = Ll(I; X) x X md for 0 < t < T let &4(t)) C 
{($, h) E Y / + uh. cts., 4’ E rlY, 4(O) = h} and rr,A(t)(#, h) = -4’. Then an 
exponential solution U: [0, T] -+ Y of y’ + A(t)y 3 0 is a tran.dation. 
proof. Let {ti , si , Q, (#i , h,), (fi , gJ}y be a solution of the backward 
difference scheme (3.1) for c = l/n. Define 
um = c xct,-,.tilM~i P hi), U,(O) = (xc, > 4,). 
For any E [0, T] + Y define ‘u: I u [0, T] x [0, T] - X by 
46 4 = 4wm e d, 
= n,V(min{0 + t, T)). 8 > 0. 
(4.3) 
Unfortunately, ~(0, t) may not be continuous, so some preliminary smoothing 
is required. 
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Let E be a bounded measurable subset of I and x* E X* with J x* ) < 1. 
Then for (0, t) E [0, Z’la define the scalar-valued function 
It is an easy estimate to show 
Now U-(6, t) is continuous in 8, and, since Uis continuous, (4.4) shows that r2(8, t) 
is uniformly continuous in t. Hence u’ is continuous. Also 1 U,(t) - U(t)lr --+ 0 
uniformly in t, so again using (4.4), ii, -+ 22 uniformly. 
The next step is to show that zi satisfies (2.1). Proceeding as in the proof of 
Theorem 2.1 we obtain 
for a, j? E I and 1 R Ix < l/n. If 8 > 0, then un(8, t) is constant on lines 0 + t = 
constant. Hence (4.5) also holds for a, p E (0, T] and R = 0. NOW for i > 0, 
($4 9 hi) E ww so in particular&(O) = hi and so u,(e, t) is continuous at (0, t) 
for t # {ti}. Hence (4.5) holds for 0 = ~1 < p. Thus by piecing together two 
rectangles we see that (4.5) holds for CL, p E I u (0, 2’). Now replace a, /3 by 
a + 7, p + 7, respectively, multiply (4.5) by the functional x*, and integrate 
with respect to r] on E. It may then be seen that Ez, satisfies (4.5) for a, /3 E [O, T] 
and ) R J < m(E)/n. P assing to the limit as n + CO, J satisfies (2.1) and hence 
fqo, t) = qt, 0). 
Now, since E was an arbitrary bounded measurable set, (u(0, t), x*) = 
(4t + 4 oh 4 e E I m-a.e. If X* were separable, we could at once deduce 
u(0, t) = u(t + 8,O) B E I m-a.e., which is precisely the condition required for U 
to be a translation. 
In the case X* not separable, Pettis theorem [16, p. 1311 shows f(0) = 
~(0, t) - u(t + 0, 0) is m-almost separably valued, so without loss in generality, 
assume {x,} C X dense in f(1). Choose x,* E X* such that (x, , x,*) = ) X, ) 
and/x,*/ = l.IfE, ={eEII(f(fl), x,*) # 01, then E = U E,, has measure 
zero. If 0 E I - E, then 
0 = (f(e), x,*) = 6~ , ~2) + (f(e) - X, , ~2) 3 I X, I - if(e) - X, I. 
Hence if x, -f(0) then x, -+ 0 and f(e) = 0. Thus f(0) = 0 m-a.e. and the 
proof is complete. 
COROLLARY 4.1. If Y = Lp(l; X; ,u) x X and p is such that (4.2) is con- 
tinuous, then the conclusion of Theorem 4.1 remains unchanged. 
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Proof. Let G($, h) = (4 j[a,ol , h) denote the continuous operator from Y 
to Y,, = Ll([u, 01; X) x X, and define A,(t) on Y0 by D(A,(t)) = G(D(A(t))), 
A,(t)(4, h) = GA(t) G-1($, h). Note that A,(t) may be multivalued, but that 
rr,A,(t)(+, h) = -4’ ~Ll([a, 01; X). Using the continuity of G it is an easy 
matter to see that G 0 U: [0, T] -+ Y, is an exponential solution ofy’ + A,(t)y 3 0. 
Hence by Theorem 4.1, G 0 U is a translation. By choosing a decreasing sequence 
{a,} converging to the left-hand end point of 1, it will follow that U is a translation 
on Y. 
5. REMARKS 
It is not by chance that there is a strong similarity between our proof of the 
translation property and the proof given by BCnilan [2] for the convergence of 
backward difference schemes. Equation (2.1) should be compared with [2,1.5, (5)] 
and also with [12, (3.911. It has been known to the author for some time and 
successfully exploited by Crandall and Evans in [3] that underlying the con- 
vergence of backward difference schemes is the differential equation U, + U, = 0 
with linear boundary data on the positive half-axes. Now if, as in Theorem 2.1, 
#(8, t) = T(l)+(8), then the remarks at the end of [6] show, at least formally, 
that &, - & = 0 and $(t?, 0) = 4. Th e b oundary data on the t-axis are non- 
classical (they have functional form). However, the property that # is constant on 
the characteristics 0 + t = constant is, as we have shown, preserved from the 
classical case. 
It is also interesting to note that the probabilistic type arguments used by 
Flaschka and Leitman in [6] have also been employed to show convergence of 
productintegrals (e.g., [l, 111). 
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