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Abstract
A global optimization algorithm is proposed in order to locate the global minimum of the special reverse convex programming
which is both nonconvex and nonlinear. Three new strategies are adopted in this paper. Some of them can be used to solve general
reverse convex programming. Global solution locating is to identify the location of the solution. The linear relaxation method is
used to obtain the lower bound of the optimum of the primal programming, and in this paper the relaxed programming is a kind
of linear programming, which can be solved by standard simplex algorithm. The final strategy is upper bound updating method,
which provides a better upper bound than the standard branch and bound method. According to the strategies, a global optimization
algorithm is derived based on branch and bound theory. It is proved that the algorithm possesses global convergence. Finally, a
numerical experiment is given to illustrate the feasibility and the smaller computational effort.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
In this paper, the following problem will be considered:
(RGP) :

min f0(x)
s.t. fm(x) ≤ 1, m = 1, . . . , p;
f p+1(x) ≥ 1,
x ∈ Ω0 = {x : 0 < x li ≤ xi ≤ xui <∞, i = 1, . . . , n}
where fs(x) = ∑Tst=1 cst ∏ni=1 xγstii , s = 0, 1, . . . , p + 1, and Ts is the number of the terms in the function fs(x),
the cst are positive coefficients, and the γsti are arbitrary real constant exponents. Generally, the form of fs(x) is
called posynomial. Clearly the formulation (RGP) corresponds to a nonlinear optimization problem with nonconvex
objective function and nonconvex constraint set.
By applying the exponent transformation
xi = exp zi , i = 1, . . . , n
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to the formulation (RGP), we can obtain the following reverse convex programming problem (RCP):
(RCP) :

min g0(z)
s.t. gm(z) ≤ 1, m = 1, . . . , p
gp+1(z) ≥ 1,
z ∈ Ω = {z : zLi ≤ zi ≤ zUi , i = 1, . . . , n}
where
gs(z) =
Ts∑
t=1
cst exp
{
n∑
i=1
γstizi
}
, s = 0, . . . , p + 1,
and
zLi = ln x li ; zUi = ln xui , i = 1, . . . , n.
Because the exponentiation of a linear expression is convex, both the objective and the constraint functions are convex.
The constraints gm(z) ≤ 1,m = 1, . . . , p are called convex constraints, and the constraint gp+1(z) ≥ 1 is called a
reverse convex constraint.
In a convex programming problem, if some reverse convex constraints are included, then the problem will be called
a reverse convex programming problem. Clearly, the above problem (RCP) is one of reverse convex programming,
and we can see in the (RCP), only one reverse convex constraint is considered. But it is true that reverse convex
programming with more than one reverse convex constraint can be transformed into reverse convex programming
with only one reverse convex constraint [1].
The main difficulty with problem (RCP) focuses on the presence of the reverse convex constraint gp+1(z) ≥ 1,
which destroys the convexity and possibly even the connectivity of the feasible set. Optimization problems involving
reverse convex constraints were studied by Rosen [2], Avriel and Williams [3], Mayer [4], Tuy [1], Kuno and
Yamamoto [5]. Avriel and Williams [3] showed that reverse convex constraints may appear in certain engineering
design problems. Zaleesky [6] argued that reverse convex constraints were likely to arise in many typical economic
management applications.
It should be noted that although the literature on nonconvex optimization has rapidly increased in recent years,
most research papers either only deal with the theoretical aspects of the problem or are concerned only with finding
Kuhn-Tucker points or local solutions rather than global optima. A few papers [5,7,8] have been devoted to the global
minimization of a concave (in particular, linear) function under linear and reverse convex constraints. But to our
knowledge, global optimization problems where convex (nonlinear) and reverse convex constraints are co-present
have been seldom studied in the literature so far.
In this paper, a new global branch and bound optimization algorithm is proposed that solves a sequence of linear
relaxations over partitioned subsets in order to find a global solution. However, to ensure convergence to a global
solution, three new strategies are adopted. Some of them can be used to solve general reverse convex programming.
Global solution location is to identify the location of the solution in order to simplify the analysis in some regions
where there are no solutions. The linear relaxation method is to obtain the lower bound of the optimum of the primal
programming, and in our method the relaxation programming is a kind of linear programming, which can be solved
by standard simplex algorithm. The final strategy is an upper bound updating method, which provides a better upper
bound than the standard branch and bound method. The three strategies are detailed in Section 2. And in Section 3,
the global optimization algorithm based on the new strategies will be specified completely. And it is proved that
the algorithm possesses global convergence. Finally some applications in engineering design area are considered in
Section 4. Section 5 is the conclusion.
2. Global optimization strategy
2.1. Global solution location
Let D = {z|z ∈ Ω , gm(z) ≤ 1,m = 1, . . . , p}, and G = {z|z ∈ Ω , gp+1(z) < 1}. Since the functions
gs(z), s = 1, . . . , p + 1 are all convex, both set D and G are convex sets. It is clear that the feasible region of
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the problem (RCP) lies in the set D \ G. In the problem (RCP), there are two cases at the global solution denoted by
z∗:
(case 1): gp+1(z∗) > 1;
(case 2): gp+1(z∗) = 1.
In case 1, the reverse convex constraint at the global solution z∗, is called a nonactive constraint; this nonactive
constraint can vanish in the primal problem, so the problem (RCP) is equivalent to the following problem:
(RCP1) :

min g0(z)
s.t. gm(z) ≤ 1, m = 1, . . . , p
z ∈ Ω = {z : zLi ≤ zi ≤ zUi <∞, i = 1, . . . , n}
which is one of convex programming, and can be solved by many effective algorithms. Obviously, if the optimal
solution z∗ to the above problem satisfies the constraint gp+1(z∗) ≥ 1, then it will solve (RCP).
In the case 2, The problem (RCP) is equivalent to the following problem:
(RCP2) :

min g0(z)
s.t. gm(z) ≤ 1, m = 1, . . . , p;
gp+1(z) = 1,
z ∈ Ω = {z : zLi ≤ zi ≤ zUi <∞, i = 1, . . . , n}.
In this case, we shall always have the following Assumption A: a point ω is available such that ω ∈ D,
gp+1(ω) < 1, g0(ω) < a = min{g0(z) : z ∈ D \ G}.
Clearly, if point ω doesn’t exist, then we only need to solve the problem (RCP1) to obtain the solution of the primal
problem (RCP).
In this paper, we will make our efforts to solve the problem in the case 2.
It is expedient to indicate some immediate consequences of the above assumption which will locate the solution of
(RCP).
Let ∂G denote the bounding of G,
∂G = {z|gp+1(z) = 1}.
For every z ∈ D \ G, let pi(z) be the point where the line segment [ω; z] meets ∂G. Since gp+1(z) is convex,
gp+1(ω) < 1, while gp+1(z) ≥ 1, and it is clear that:
pi(z) = t z + (1− t)ω
with t ∈ (0, 1] which can be determined from the following equation:
gp+1(t z + (1− t)ω) = 1.
The above equation can be solved easily. Furthermore, the point pi(z) is still in the set D, since both the point ω and z
are in the convex set D.
The following lemma lays the theoretical basis for locating the global optimal solution of (RCP).
Lemma 1. For every z ∈ D such that gp+1(z) > 1, we have g0(pi(z)) < g0(z).
Proof. Since gp+1(z) > 1, we must have
pi(z) = t z + (1− t)ω
and according to the convexity of g0(z) and the Assumption A, there should be:
g0(pi(z)) ≤ tg0(z)+ (1− t)g0(ω) < tg0(z)+ (1− t)g0(z) = g0(z).
Corollary 1. Under the Assumption A, the global optimal solution to (RCP) lies on D ∩ ∂G.
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Fig. 1. LBFs for exp(Y ).
2.2. Linear relaxation programming
The principal phase in the development of a solution procedure for solving problem (RCP) is the construction of
a linear relaxation programming for obtaining the lower bound of the optimum for this problem and its partitioned
subproblems. Such a linear relaxation can be realized by lower-estimating every convex constraint function and upper-
estimating every reverse convex constraint function either in the initial bounds on the variables of the problem, or in
the modified bounds defined for some partitioned subproblems in a branch and bound scheme.
The concept of Linear Bounding Functions (LBFs), which include Linear Lower Bounding Functions (LLBF) and
Linear Upper Bounding Functions (LUBF), is introduced. For such problems (RCPs), we only need to construct the
LLBF of all the convex constraint functions gm(z),m = 1, . . . , p and the LUBF of the reverse convex constraint
function gp+1(z). In this section, the developed method uses a convenient linearization technique to systematically
derive the linear relaxation problem.
We may consider the following function:
gm(z) =
Tm∑
t=1
cmt exp
{
n∑
i=1
γmti zi
}
, m ∈ {0, . . . , p + 1}.
For somem, through constructing the LLBF or LUBF of every term cmt exp{∑ni=1 γmti zi }, we can conveniently derive
the LLBF or LUBF of the above function gm(z),m = 0, . . . , p + 1.
It is known that the function exp(Y ) is a convex function about the single variable Y . Let L(exp(Y )) represent
the LLBF of exp(Y ) over the interval Y l ≤ Y ≤ Y u . Then, by the convexity of the exp(Y), this function is given as
follows (see Fig. 1):
L(exp(Y )) = k(1+ Y − ln k) (1)
where k = exp(Y u)−exp(Y l )
Y u−Y l , which is called the tangential approximation at the point Y = ln k.
Additionally, the LUBF of exp(Y ) over the interval Y l ≤ Y ≤ Y u is as follows (see Fig. 1):
U (exp(Y )) = k(Y − Y l)+ exp(Y l). (2)
Let Ymt =∑ni=1 γmti zi , and then
Y Lmt =
n∑
i=1
min{γmti zLi , γmti zUi }
YUmt =
n∑
i=1
max{γmti zLi , γmti zUi }.
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From (1), the LLBF of exp{∑ni=1 γmti zi } has the following form:
LLmt (z) = Bmt (1− ln Bmt )+ Bmt
(
n∑
i=1
γmti zi
)
where
Bmt = exp(Y
U
mt )− exp(Y Lmt )
YUmt − Y Lmt
,
From (2), the LUBF of exp{∑ni=1 γmti zi } is:
LUmt (z) = Amt + Bmt
(
n∑
i=1
γmti zi
)
where
Amt = Y
U
mt exp(Y
L
mt )− Y Lmt exp(YUmt )
YUmt − Y Lmt
.
Based on the previous discussion, the LLBF of the convex functions gm(z),m = 0, . . . , p denoted as Lm(z) can
be formulated as follows:
Lm(z) =
Tm∑
t=1
cmt L
L
mt (z) =
Tm∑
t=1
cmt
{
Bmt (1− ln Bmt )+ Bmt
(
n∑
i=1
γmti zi
)}
and it follows that
Lm(z) ≤ gm(z), m = 0, . . . , p.
Clearly, the LUBF of the reverse convex constraint function gp+1(z), denoted as L p+1(z), has the following form:
L p+1(z) =
Tp+1∑
t=1
cp+1,t LUp+1,t (z) =
Tp+1∑
t=1
cp+1,t
{
Ap+1,t + Bp+1,t
(
n∑
i=1
γp+1,ti zi
)}
and it follows that
L p+1(z) ≥ gp+1(z).
From the above discussion for the two kinds of constraints respectively, we can construct the corresponding linear
relaxation programming as follows:
(LRP) :

min L0(z)
s.t. Lm(z) ≤ 1, m = 1, . . . , p;
L p+1(z) ≥ 1;
z ∈ Ω = {z : zLi ≤ zi ≤ zUi , i = 1, . . . , n}.
Obviously, after the functions are replaced by the linear functions Lm(z),m = 0, . . . , p + 1, the feasible region
for (RCP) will be contained in the new feasible region of the problem (LRP).
Theorem 1. Let wi = zUi − zLi , i = 1, . . . , n; then as wi → 0, i = 1, . . . , n, the following two errors will satisfy
∆m(z) =
Tm∑
t=1
cmt∆mt (z) = gm(z)− Lm(z)→ 0, for m = 0, . . . , p
∆p+1(z) =
Tp+1∑
t=1
cp+1,t∆p+1,t (z) = L p+1(z)− gp+1(z)→ 0.
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Proof. Firstly, let us consider the case m = 0, . . . , p. Defining
gmt (z) = exp
(
n∑
i=1
γmti zi
)
,
we have
∆m(z) = gm(z)− Lm(z) =
Tm∑
t=1
cmt (gmt (z)− LLmt (z)) ,
Tm∑
t=1
cmt∆mt (z), (3)
Then it is obvious that we only need to prove ∆mt (z) → 0 as wi → 0, i = 1, . . . , n, where m = 0, . . . , p, t =
1, . . . , Tm .
Clearly, we have
∆mt (z) = gmt (z)− LLmt (z) = exp
(
n∑
i=1
γmti zi
)
− Bmt (1− ln Bmt )− Bmt
(
n∑
i=1
γmti zi
)
.
Since ∆mt (z) is a convex function about Ymt = ∑ni=1 γmti zi , it follows that ∆mt (z) can attain the maximum
maxz∈Ω ∆mt (z) at the point Y Lmt or YUmt .
Let umt = YUmt − Y Lmt , vmt = exp(umt )−1umt ; then through computing, we can derive the following form:
max
z∈Ω
∆mt (z) = ∆mt (Y Lmt ) = ∆mt (YUmt ) = exp(Y Lmt )(1− vmt + vmt ∗ ln vmt )
Since wi → 0, we have umt = YUmt − Y Lmt → 0, i = 1, . . . , n. Then we have vmt → 1. So it is obvious that
max
z∈Ω
∆mt (z)→ 0, as wi → 0, where m = 0, . . . , p, i = 1, . . . , n
Then from (3) it follows that
∆m(z)→ 0, m = 0, . . . , p
Secondly, let us consider the difference ∆p+1(z). It follows that
∆p+1(z) = L p+1(z)− gp+1(z) =
Tp+1∑
t=1
cp+1,t (LUp+1,t (z)− gp+1,t (z)) ,
Tp+1∑
t=1
cp+1,t∆p+1,t (z) (4)
where
∆p+1,t (z) = LUp+1,t (z)− gp+1,t (z) = Ap+1,t + Bp+1,t
(
n∑
i=1
γp+1,ti zi
)
− exp
(
n∑
i=1
γp+1,ti zi
)
.
We can also know that ∆p+1,t (z) is a concave function, and it follows that ∆p+1,t (z) can attain the maximum
maxz∈Ω ∆p+1,t (z) at the point ln Bp+1,t . Then, through computing we will derive:
max
z∈Ω
∆p+1,t (z) = Ap+1,t − Bp+1,t + Bp+1,t ln Bp+1,t
= exp(Y Lp+1,t )− Bp+1,tY Lp+1,t − Bp+1,t + Bp+1,t ln Bp+1,t
= exp(Y Lp+1,t )(1− vp+1,t + vp+1,t ∗ ln vp+1,t ).
Therefore, we have maxz∈Ω ∆p+1,t (z) → 0, as wi → 0, where t = 1, . . . , Tp+1, i = 1, . . . , n. Then from (4), it
follows that
∆p+1(z)→ 0.
This completes the proof.
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This theory ensures that the LLBF and LUBF will approximate the corresponding functions respectively as
wi → 0, i = 1, . . . , n.
The following result establishes some salient properties of problem (RCP) that are essential in designing the
proposed algorithm.
Lemma 2. Assume the minimum of (LRP) is LB∗; then LB∗ provides a lower bound of the optimal value of the
problem (RCP).
Proof. If let P and Q denote the feasible regions of (RCP) and (LRP) respectively, then it is evident that Q ⊇ P by
the previous construction’s method. So from the assumption, LB∗ is a lower bound of the minimum of the problem
(RCP).
2.3. Upper bound updating
In the general branch and bound algorithm, there are two important processes: one is the branch on the box, the
other is the bound (lower bound and upper bound updating). The lower bound will increase, but the upper bound will
decrease, until the difference of the upper bound and the lower bound is zero or less than a given tolerance, and then
the algorithm will terminate. So upper bound updating is one of the most important actors for the convergence speed
of the proposed algorithm.
As is known, the general method is to update the upper bound U∗ by enclosing all feasible points zk found while
computing the lower bounds of the optimum of the primal problem (RCP). The new method for updating the upper
bound is different with the general method. According to the discussion of the global solution’s location, we know the
solution must lie on the boundary. Based on the Lemma 1 and Corollary 1, in our new strategy once a feasible point
zk is found, firstly we will compute the point pi(zk) which lies in D ∩ ∂G. According to the Lemma 1, it is true that
g0(pi(zk)) ≤ g0(zk) and the point pi(zk) is still in the convex set D; then the upper bound U∗ is updated as:
U∗ = min{U∗, g0(pi(zk))}.
According to our analysis, once a better upper bound U∗ is updated, the number of the deleted nodes will increase,
and unnecessary branching and bounding on some regions where the global solutions don’t exist will decrease greatly.
Clearly, during the algorithm, the upper bound will be updated with a quicker speed than the general updating method,
so it is clear that this strategy will quicken the convergence speed. The numerical results in the final table will prove
the effectiveness of the proposed algorithm.
3. Global optimization algorithm
In this section, a branch and bound algorithm is developed to solve the (RCP) based on the former three strategies.
This algorithm needs to solve a sequence of linear relaxation programmings over partitioned subsets of Ω in order to
find a global solution.
The critical element in guaranteeing convergence to a global minimum is the choice of a suitable branching rule.
In Ref. [9], three kinds of branching methods are provided, from which we adopt a simple and standard bisection
rule. This method is sufficient to ensure convergence, since it drives all the intervals to zero for the variables that are
associated with the term that yields the greatest discrepancy in the employed approximation along any infinite branch
of the branch and bound tree.
Branching rule:
Assume that the hyperrectangle Ωq is going to be divided; then the selection of the branching variable ze which
possesses the maximum length in Ωq and the partitioning of Ωq is realized by the following rules, where Ωq = {z :
zLj (Ω
q) ≤ z j ≤ zUj (Ωq), j = 1, . . . , n}. Let e = argmax{zUj (Ωq) − zLj (Ωq)}, and partition Ωq by bisecting the
interval [zLe (Ωq), zUe (Ωq)] into subintervals [zLe (Ωq), (zLe (Ωq)+ zUe (Ωq))/2] and [(zLe (Ωq)+ zUe (Ωq))/2, zUe (Ωq)].
The basic steps of the proposed global optimization algorithm are summarized as follows.
Algorithm statement
step 0: Initialization.
0.1: Solving the problem (RCP1) with standard convex programming software, let ω be the solution of the problem
(RCP1). If gp+1(ω) ≥ 1, stop with ω as the global solution of the primal problem (RCP).
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0.2: A convergence tolerance δ is selected, and let the initial iteration counter k = 0, Qk = {1}, q(k) = 1,Ωq(k) =
Ω1 = Ω . Set an initial upper bound U∗ = ∞.
0.3: Solve the linear programming LRP(Ωq(k)), and let (zˆ(Ωq(k)), LBq(k)) denote the optimal solution and
minimum value. If the solution zˆ(Ωq(k)) ∈ D \ G, then U∗ = g0(pi(zˆ(Ωq(k)))). Set the initial lower bound
LB(k) = LBq(k);
0.4: If U∗ − LB(k) ≤ δ, then stop with zˆ(Ωq(k)) as the prescribed solution to the problem (RCP).
step 1: (Partitioning step): Partition Ωq(k) to two sub-hyperrectangles Ωq(k).1 and Ωq(k).2. Replace q(k) by these
two new node indices q(k).1, q(k).2 in Qk .
step 2: (Updating upper bound) Update the corresponding parameters Amt , Bmt . Solve LRP(Ωq(k).w), where
w = 1, 2 respectively, and let (zˆ(Ωq(k).w), LBq(k).w) denote the optimal solutions and optimal values. Then if the
solution zˆ(Ωq(k).w) is feasible for (RCP), update the upper bound U∗ = min{U∗, g0(pi(zˆ(Ωq(k).w)))}.
step 3: (Deleting step) if LBq(k).w > U∗ + δ, then delete the corresponding node;
step 4: (Fathoming step) Fathom any non-improving nodes by setting Qk+1 = Qk − {q ∈ Qk : LBq ≥ U∗ − δ}.
If Qk+1 = ∅ then stop, and U∗ is the optimal value, pi(z∗(κ)) (where κ ∈ V ) are the global solutions, where
V = {κ : g0(pi(z∗(κ))) = U∗}; Otherwise, k = k + 1;
step 5: (Node selection step). Set the lower bound LB(k) = min{LBq : q ∈ Qk}; then select an active node
q(k) ∈ argmin{LB(k)} for further considering, and then return to step 1.
Theorem 2 (Convergence Result). The above algorithm either terminates finitely with the incumbent solution being
optimal to (RCP), or generates an infinite sequence of iterations such that along any infinite branch of the branch and
bound tree, any accumulation point of the sequence zˆ will be the global solution of the problem (RCP).
Proof. A sufficient condition for a global optimization to be convergent to the global minimum, as stated in Horst
and Tuy [10], requires that the bounding operation must be consistent and the selection operation bound must be
improving.
A bounding operation is called consistent if at every step, any unfathomed partition can be further refined, and if
any infinitely decreasing sequence of successively refined partition elements satisfies:
lim
k→+∞(U
∗ − LB(k)) = 0 (5)
where LB(k) is a lower bound inside some subhyperrectangle in stage k and U∗ is the best upper bound at iteration k
not necessarily occurring inside the above same subhyperrectangle. In the following, we will demonstrate that Eq. (5)
holds.
Since the employed subdivision process is the bisection, the process is exhaustive. Consequently, from the
discussion in [9] (5) holds, and then it means that the employed bounding operation is consistent.
A selection operation is called bound improving if at least one partition element where the actual lower bound is
attained is selected for further partition after a finite number of refinements. Clearly, the employed selection operation
is bound improving, because the partition element where the actual lower bound is attained is selected for further
partition in the immediately following iteration.
In summary, we have shown that the bounding operation is consistent, and that the selection operation is bound
improving; therefore, according to Theorem IV.3. in Horst and Tuy [10], the employed global optimization algorithm
is convergent to the global solutions.
4. Numerical experiments
We now report our numerical experiment for the deterministic global optimization algorithm described above to
demonstrate its potential and feasibility. The experiment is carried out with the C programming language. The simplex
method is applied to solve the linear relaxation programming problems.
Example 1 (Ref. [11]).
min x0
s.t. g1(x) = x−10 x21 + x−10 x22 ≤ 1
g2(x) = 0.3x1x2 ≥ 1
x ∈ Ω0 = {x | 1 ≤ x0 ≤ 100; 1 ≤ x1 ≤ 100; 1 ≤ x2 ≤ 100}.
1162 Y. Wang, Y. Lan / Computers and Mathematics with Applications 55 (2008) 1154–1163
Table 1
Solution Optimum k L N CPU time (s)
1 (6.6667, 1.8257, 1.8258) 6.6667 151 33 10 0.15
2 (11.9632, 0.8158, 444.6624, 1.0408) 11.9632 259 104 30 0.62
3 (0.1000, 10.0000, 8.0000, 0.2000) 0.7651 99 27 0 0.15
Table 2
Solution Optimum k L CPU time (s)
1 (6.6671, 1.8256, 1.8258) 6.6671 183 44 0.15
2 (11.9629, 0.8110, 442.6672, 1.0406) 11.9629 408 123 0.78
3 (0.1000, 10.0000, 8.0000, 0.2000) 0.7651 157 68 0.31
Example 2 (Ref. [12]).
min x0
s.t. 3.7x−10 x
0.85
1 + 1.985x−10 x1 + 700.3x−10 x−0.752 ≤ 1
0.7673x−13 x
0.05
2 ≤ 1
x−13 + 0.05x1x−13 ≥ 1
x ∈ X = {x | 0.1 ≤ x0 ≤ 15; 0.1 ≤ x1 ≤ 5; 380 ≤ x2 ≤ 450; 0.1 ≤ x3 ≤ 10}.
Example 3 (Ref. [13]).
min x0.83 x
1.2
4
s.t. x1x
−1
4 + x−12 x−14 ≤ 1
x−21 x
−1
3 + x2x−13 ≥ 1
x ∈ X = {x | 0.1 ≤ x1 ≤ 1; 5 ≤ x2 ≤ 10; 8 ≤ x3 ≤ 15; 0.01 ≤ x4 ≤ 1}.
Tables 1 and 2 summarize the computational results on the above three examples. In our test, the convergence
tolerance δ is set to 10−5. In the tables, k denotes the number of the iteration, L denotes the longest node number
in Qk described in the algorithm statement, N denotes the number of the deleted nodes because of the third adopted
strategy, i.e. upper bound updating strategy.
The results show that our algorithm can globally solve the (RGP) problem effectively. In the Table 1, the test adopts
the third strategy, while in the Table 2 the third strategy hasn’t been applied. Comparing the numerical results, it is
shown that the method, i.e. upper bound updating, is very effective for decreasing the number of the iteration and the
longest nodes, and the running CPU time.
In Example 3, if after solving the convex programming where the reverse constraint vanishes, the solution just
satisfies the reverse constraint, then according to the initial step of the algorithm, it can stop with the solution as the
global solution of the Example 3.
5. Conclusion
A new deterministic global optimization algorithm is proposed for programming (RGP) in this paper. It successfully
reduces a complicated problem (RGP) to a simpler reverse convex programming (RCP) problem. Based on the
characteristics of the (RCP) problem, three global optimization strategies are proposed. The first one is global solution
location. This strategy provides a method to locate the global solutions of the (RCP), and then presents the analysis
base for our algorithm. The second strategy is the linear relaxation method. Through constructing the LLBF of the
objective function and the convex constraint functions respectively, and the LUBF of the reverse convex constraint
function, then we can obtain the linear relaxation programming of the problem (RCP) whose minimum will provide
the lower bound of the minimum of the problem (RCP). The final strategy is upper bound updating method, which
increases the number of the deleted nodes, and at the same time decreases the computational effort required during
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the algorithm. A branch and bound algorithm is presented in which the three strategies are adopted successfully.
The proposed algorithm is convergent to the global solutions. And the numerical results show that our algorithm is
effective and feasible. It is noted that the first and the third strategies can be used for solving the general reverse convex
programming problems effectively.
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