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ABSTRACT
In this work, we train fully convolutional networks to detect
anger in speech. Since training these deep architectures re-
quires large amounts of data and the size of emotion datasets
is relatively small, we use transfer learning. However, un-
like previous approaches that use speech or emotion-based
tasks for the source model, we instead use SoundNet, a fully
convolutional neural network trained multimodally on a mas-
sive video dataset to classify audio, with ground-truth labels
provided by vision-based classifiers. As a result of transfer
learning from SoundNet, our trained anger detection model
improves performance and generalizes well on a variety of
acted, elicited, and natural emotional speech datasets. We
also test the cross-lingual effectiveness of our model by evalu-
ating our English-trained model on Mandarin Chinese speech
emotion data. Furthermore, our proposed system has low la-
tency suitable for real-time applications, only requiring 1.2
seconds of audio to make a reliable classification.
Index Terms— Speech emotion recognition, fully convo-
lutional neural networks, transfer learning
1. INTRODUCTION
Owing to the unprecedented success of deep learning in sev-
eral areas of speech processing such as speech recognition,
synthesis, and translation, deep neural networks (DNNs) are
now also being used for automatic emotion recognition from
speech. A particularly attractive feature of DNNs is that they
can consume raw data as input (such as images or audio files)
and learn discriminating features from the data as part of the
end-to-end optimization process, without requiring human
experts to perform feature engineering on the data before the
training phase.
However, a significant problem in harnessing the power
of deep learning networks for emotion recognition is the mis-
match between the large amount of data required by deep net-
works and the small size of emotion-labeled speech datasets.
Training a deep network from scratch requires large quantities
of data (on the order of tens of thousands to millions of sam-
ples), whereas emotion-labeled datasets are inherently small
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(on the order of hundreds or thousands of samples) due to the
laborious nature of the emotion-labeling task.
In this paper, we focus on the specific emotion recognition
task of detecting anger and frustration in speech. This task has
many useful applications, including conversational interfaces
and social robots, interactive voice response (IVR) systems,
market research, customer agent assessment and training, and
virtual/augmented reality. To enable these applications to re-
act quickly to user anger and frustration, we enforce the con-
straint that the model has low latency, only requiring 1.2 sec-
onds of speech audio. Not only does this constraint ensure
that the system can be used in near real-time, but 1.2 seconds
is also close to the latency of human perception of anger, re-
ported to be 700 milliseconds [1].
For this anger detection task, we adopt an end-to-end con-
volutional neural network (CNN) that consumes raw audio as
its input. To overcome the limited data problem, we use a
CNN, SoundNet [2], trained on a large amount of general au-
dio data with ground truth generated by a vision-based teacher
model. To train a model that recognizes anger in speech, the
weights of our model are initialized with SoundNet and then
fine-tuned using a small emotion-labeled dataset, IEMOCAP.
We test the generalization performance of this fine-tuned net-
work on both IEMOCAP and various other speech emotion
recognition datasets. The IEMOCAP dataset is significantly
smaller than the large-scale dataset used to train SoundNet,
which consists of two million videos corresponding to over a
year of continuous video and audio.
As our main contribution in this paper, we show that ef-
fective and low-latency speech emotion recognition models
for anger and frustration can be improved by transfer learning
from models trained not on a large amount of speech data,
but rather on a large dataset of general sounds. We show that
despite being fine-tuned on elicited English data, our transfer-
learned models generalize well to natural in-the-wild English
speech data. Also, our model is effective cross-linguistically
on acted Chinese data, albeit with some degradation in per-
formance.
We begin by reviewing required background and related
work in section 2. In section 3, we describe our proposed net-
work architecture and training setup. In section 4, we specify
the anger detection task, summarize the various datasets used
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for training and testing, and present and discuss our experi-
mental results. Section 5 provides a conclusion and directions
for future work.
2. BACKGROUND AND RELATION TO PRIOR
WORK
Transfer learning is the process of using the knowledge ac-
quired during training a system for one task to train another
system for a related task. For many domains, sufficiently large
datasets used to train DNNs from scratch are scarce, so trans-
fer learning is often used to solve the problem.
In the vision modality, Ng et al. [3] used a deep con-
volutional network initialized with a model pre-trained on
ImageNet [4], then fine-tuned on datasets relevant to facial
expressions, followed by fine-tuning on the EmotiW 2015
dataset [5]. This approach is similar to ours, except we use
SoundNet to transfer to a speech emotion recognition task in-
stead of a visual emotion recognition task.
For speech emotion recognition, Deng et al. [6] used
sparse autoencoders to learn lower dimensional features
across datasets from conventional emotion low-level descrip-
tors (LLDs) that were then used to train a SVM classifier.
Gideon et al. [7] used progressive neural networks to ef-
fectively transfer from speaker and gender classification to
emotion recognition across multiple datasets. In contrast to
these previous approaches, we perform transfer learning not
from a speech or emotion-oriented task, but from a general
model of audio provided by SoundNet.
Recently, convolutional neural networks have been shown
to be effective for speech emotion recognition, using a vari-
ety of conventional input features extracted from raw input
audio [8, 9, 10]. In fact, several research groups have found
that learning end-to-end feature extraction that directly pro-
cesses raw audio [2, 11] or audio-visual [12] input can out-
perform systems that use conventional features. We adopt this
approach of learning features for raw audio inputs, and we ob-
serve that the features extracted by the end-to-end SoundNet
architecture, which is tuned towards modeling general audio
events instead of speech, can be effective for anger detection.
The core motivation of our approach is that there ex-
ist common low-level features between sound and speech.
Weninger et al. [13] considered this question, and they
found that by selecting various hand-crafted low-level fea-
tures across the domains of sound, speech, and music, cross-
domain learning of continuous arousal and valence measures
is feasible. In contrast to this work, we use low-level fea-
tures learned by a deep network (SoundNet). Also, we con-
sider a binary classification task instead of a regression task.
Through our experiments, we reach a similar conclusion: that
general sound representations can indeed inform and improve
speech emotion recognition.
3. APPROACH
The deep convolutional network architecture that we use is
shown in figure 1. The architecture is the same as the 5-layer
SoundNet [2]. Each one-dimensional convolutional layer is
followed by batch normalization and a rectified linear unit
(ReLU) activation. We make two modifications to the Sound-
Net architecture. First, we decrease the number of filters in
the fourth layer from 256 to 16, reducing the total number of
parameters in the network by a factor of two, from 463,266
to 215,826. We found this change to be essential for avoid-
ing overfitting and making the architecture more suitable for
smaller training datasets. Second, we add a dropout layer af-
ter the fourth layer as a regularizer.
We train our models on a fixed 1.2 second segments, how-
ever because the network is fully convolutional, it accepts
variable length inputs. Each segment contains at least 1 sec-
ond of audio, and segments shorter than 1.2 seconds are zero-
padded.
All audio is sampled at 16kHz, despite the SoundNet be-
ing originally trained on 22kHz audio. Input audio segments
are normalized to -20 decibels relative to full-scale (dBFS).
This audio is then scaled such that the maximum absolute am-
plitude is 256, which is similar to the normalization used for
training SoundNet [2].
For transfer learning, we load the weights of the first 3
convolutional layers (including the parameters of the corre-
sponding batch normalization) from the first 3 layers of the
5-layer SoundNet. The last 2 layers of our model are initial-
ized randomly. We tried freezing the first 1, 2, or 3 layers of
the network during training. Out of these options, we found
that freezing the first 2 layers during training yielded the best
results on our validation set.
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Fig. 1. Network architecture used for transfer learning and
learning from scratch. For transfer learning, the frozen layers
are colored in gray, and the trainable ones in green. The num-
ber of filters, stride, and kernel size are indicated under each
convolutional layer.
4. EXPERIMENTS
In our experiments, the task is a binary classification prob-
lem where the goal is to determine if an input 1.2 seconds of
speech is angry or not. In this section, we describe the various
datasets we use, specify the training procedure for our model,
and present and discuss our results.
4.1. Data
Table 1 reports the amount of data in minutes for each dataset.
Notice that the SoundNet training data consists of over a year
of audio, which is at least three orders of magnitude larger
than any of the emotion datasets. Also, for this anger detec-
tion task, these datasets exhibit varying degrees of imbalance
in their class labels. For all emotional speech datasets, we
use the ‘anger’ and ‘frustration’ tags to indicate positive ex-
amples, while other examples are considered negative, except
for the ‘unknown‘ tags, which were ignored. The rest of this
section provides detailed descriptions of these datasets.
Dataset Amount of data in minutes
SoundNet training data > 525, 600
Anger Non-Anger
IEMOCAP 227.0 343.4
EmoProsody 3.6 78.0
AngerSES 195.0 54.0
MASC 149.0 691.0
Table 1. Amount of labeled data (in minutes) for each dataset.
4.1.1. IEMOCAP
IEMOCAP [14] is a corpus of expressive dyadic spoken in-
teractions. It contains approximately 12 hours of audiovisual
data including video, speech, and text transcriptions. The data
was collected from 10 subjects (5 female and 5 male) and was
recorded in 5 sessions. Each session had one male and one
female performing improvisations or scripted scenarios de-
signed to elicit particular emotions. The produced utterances
were labeled using the three-dimensional valence-activation-
dominance scale as well as categorical emotion tags: anger,
sadness, happiness, disgust, fear, surprise, frustration, excited
and neutral. The corpus consists of over 10000 spoken utter-
ances with an average length of 4.5 seconds.
4.1.2. EmoProsody
The Emotional Prosody Speech and Transcripts (EmoProsody)
corpus [15] contains spoken utterances and corresponding
transcripts obtained from 8 professional actors (5 females
and 3 males) reading a series of semantically neutral utter-
ances in fourteen distinct emotion categories. The corpus
consists of 3376 utterances with an average length of 1.5
seconds.
4.1.3. AngerSES
AngerSES (Anger in Spontaneous English Speech) is a pro-
prietary corpus that was obtained from publicly available
sources, with a focus on recordings of spontaneous situ-
ations where anger is the most likely emotion displayed.
Three expert annotators marked the onset and offset of anger
and presence of single versus multiple voices in each audio
recording in this corpus. This yielded about 4 hours of data
that had variations of gender, anger display and intensity,
ambient noise and other characteristics.
4.1.4. MASC
The Mandarin Affective Speech Corpus (MASC, [16]) is a
Mandarin emotional speech corpus containing elicited utter-
ances from 68 native Mandarin speakers (23 female and 45
male). Subjects read five phrases, fifteen sentences and two
paragraphs. Each speaker produced the 5 phrases and 10 sen-
tences three times in five emotional states: neutral, anger,
elation, panic and sadness. The paragraphs were produced
only in the neutral state. Here, we choose to work with the
sentences portion of the data for its appropriate length and
availability in all emotions. The sentences portion consists
of 20400 utterances, with an average utterance length of 2.2
seconds.
4.2. Training
The IEMOCAP dataset is used for training, where sessions 1-
3 are used for training, session 4 for validation, and session 5
for testing. For optimization, we use the Adam algorithm [17]
with default parameters except for a learning rate of 5e-3. The
training loss is cross-entropy between the ground-truth labels
and the output of the softmax activation.
The minibatch size is 10. Each minibatch is balanced,
consisting of 5 positive and 5 negative examples. Each ex-
ample is a 1.2 second audio clip randomly sampled from an
utterance in the training set with a specific label. Positive ex-
amples include segments labeled with anger and frustration,
whereas negative examples include segments from any of the
other emotions: neutral, happiness, excitement, sadness, fear,
surprise. During training, we augment audio segments using
the following random transformations:
• Time stretching by a factor uniformly chosen from
[0.9, 1.1].
• Pitch scaling with number of quarter-steps chosen uni-
formly from [−5, 5].
• Adding Gaussian noise with µ = 0 and σ chosen uni-
formly from [0, 0.005a], where a is the maximum ab-
solute amplitude of any sample in the audio segment.
The best model weights are determined by the maximum
area under the receiver operating curve (AU-ROC, described
in section 4.3) measured on the validation set, where the val-
idation set is checked every 200 minibatches. Since positive
examples are less numerous than negative examples, the bal-
anced sampling strategy does lead to some oversampling of
positive examples during training, but this does not seem to
degrade performance.
4.3. Results
For our applications, we need to choose a threshold that is
applied to the predicted probability of anger to determine the
predicted binary label. For example, we may want to be able
to set the threshold to achieve a fixed false positive rate. We
desire the flexibility to choose this threshold after training,
since different applications may require different operating
points. To accomplish this flexibility, we use area under the
receiver operating curve (AU-ROC) as our main performance
metric. The AU-ROC has a statistical interpretation as the
probability that a randomly chosen positive example will be
ranked higher than a randomly chosen negative example. Fur-
thermore, compared to accuracy, the AU-ROC is more insen-
sitive to class imbalance, which is present in our test sets.
For evaluation, we extract clips from normalized audio
using a sliding window of duration 1.2 seconds and a hop of
600 milliseconds, where we ensure that each 1.2 second clip
contains at least one second of audio. Clips that are shorter
than 1.2 seconds are zero-padded.
The AU-ROC values for the trained-from-scratch model
versus transfer-learned model are shown in table 2. The ROCs
for all English data and for Chinese data are shown in figure
2. We tested the statistical significance of the results by com-
paring their Mann-Whitney U-statistics using a z-test [18].
These tests showed that all AU-ROC improvements except the
improvement on EmoProsody are significant with p < 3e-4
at 99% confidence level.
Type Test dataset Scratch Transfer
Elicited IEMOCAP 0.719 0.736
Acted EmoProsody 0.792 0.803
Natural AngerSES 0.581 0.669
Mixed All (English) 0.621 0.698
Acted MASC (Chinese) 0.481 0.626
Table 2. Anger detection results in terms of AU-ROC for var-
ious datasets, where “scratch” indicates training from random
initialization and “transfer” indicates transfer from the 5-layer
SoundNet with the first two layers frozen. Both models use
IEMOCAP for training.
4.4. Discussion
For all datasets used for evaluation, we observed significant
improvement in AU-ROC. The results in table 2 indicate that
the type of data has a significant impact on performance of
the model. When trained from scratch on elicited English
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Fig. 2. Receiver operating curve (ROC) for anger detection.
The dashed line shows the ROC of a random classifier.
data (IEMOCAP), the model achieves good performance on
elicted English (0.719 AU-ROC on the IEMOCAP test set)
and acted English (0.792 AU-ROC on EmoProsody). How-
ever, the trained-from-scratch model does not generalize well
to natural data, only achieving an AU-ROC of 0.581. Also,
the trained-from-scratch model performs poorly on Chinese
speech (MASC), achieving an AU-ROC of only 0.481, which
is a bit worse than a random classifier.
On the other hand, for the elicted and acted sets, trans-
fer learning improves the AU-ROC a small amount, to 0.736
and 0.803, respectively. But the improvement on both natu-
ral English data and acted Chinese data is substantial, with
AU-ROCs improving from 0.581 to 0.669 and 0.481 to 0.626,
respectively. These results confirm the hypothesis that low-
level acoustic representations of natural sounds learned by the
hidden layers of SoundNet are general enough to be useful for
classifying emotion from speech signals. Also, these acous-
tic representations improve generalization to unseen condi-
tions including naturalness, ambient noise, and a different lan-
guage.
5. CONCLUSION
In this paper, we demonstrated that transfer learning from
general sound models improves the performance of anger
detection in speech. Using a slightly modified version of
the SoundNet architecture, the transfer learning approach
outperforms learning from scratch on datasets with different
recording conditions and a different language than the train-
ing dataset. This finding suggests that transfer learning from
models trained on large amounts of general sound data are
suitable to be fine-tuned for emotion recognition tasks.
This result is promising because while emotion speech
datasets are small and expensive to obtain, massive datasets
for natural sound events are available, such as the dataset used
to train SoundNet [2, 19] or Google’s AudioSet [20]. These
two datasets alone have about 15 thousand hours of labeled
audio data. Future work will include further leveraging of
this ample data, as well as training models for other speech-
based tasks, such as recognizing other types of emotions and
affective states.
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