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Abstract
By complexity of a finite graph we mean the number of spanning trees in the graph. The
aim of the present paper is to give a new approach for counting complexity τ(n) of cyclic n-
fold coverings of a graph. We give an explicit analytic formula for τ(n) in terms of Chebyshev
polynomials and find its asymptotic behavior as n→∞ through the Mahler measure of the
associated voltage polynomial. We also prove that F (x) =
∞∑
n=1
τ(n)xn is a rational function
with integer coefficients.
AMS classification: 05C30, 39A10
Keywords: spanning tree, cyclic covering, voltage polynomial, Chebyshev polynomial,
Mahler measure, Laplacian matrix
1 Introduction
A spanning tree T in a graph G is a subgraph that is a tree containing all the vertices of G.
The number τ(G) of spanning trees in a connected graph G (or complexity of G) is a well
studied invariant. In the simplest cases it can be calculated explicitly. For instance, if G = Cn
is the cycle graph on n vertices, then τ(G) = n, if G = Kn is a complete graph on n vertices,
then τ(G) = nn−2 (the Caley’s formula), if G = Qn is the n-dimensional hypercube, then
τ(G) = 22
n−n−1 ·∏nk=2 k(nk) ([10]). More complicated formulas for the number of spanning trees
are known for some special graphs, such as the wheel, fan, ladder, Mo¨bius ladder [4], grids [17],
lattices [18], prism and anti-prism [21] and some self-similar graphs ([6], [2]). In many important
families of graphs, the complexity of graphs in the families is expressed is terms of the Chebyshev
polynomials, while its asymptotical behavior is defined by the Mahler measure of the associated
polynomial. This takes place for the circulant graphs [23], [24], [22], [14], [15], the generalized
Petersen graphs [12], the I-graphs [16], and some other families of graphs [13], [19], [20], [1].
In this paper, we consider an infinite family Hn of n-fold cyclic coverings of a finite connected
graph H defined by a voltage assignment on H. We provide an explicit formula for the number
of spanning trees τ(n) in Hn in terms of Chebyshev polynomials and find its asymptotic behavior
as n→∞ through the Mahler measure of the associated voltage polynomial. Also we prove that
F (x) =
∞∑
n=1
τ(n)xn is a rational function with integer coefficients.
2 Basic definitions and preliminary facts
Consider a connected finite graph G, allowed to have multiple edges and loops. We denote the
vertex and edge set of G by V (G) and E(G), respectively. Given u, v ∈ V (G), we set auv to
be equal to the number of edges between vertices u and v if u 6= v; 2 times the number of
loops incident to u if u = v. The matrix A = A(G) = {auv}u,v∈V (G) is called the adjacency
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matrix of the graph G. The degree dv of a vertex v ∈ V (G) is defined by dv =
∑
u∈V (G) auv. Let
D = D(G) be the diagonal matrix indexed by the elements of V (G) with dvv = dv. The matrix
L = L(G) = D(G) − A(G) is called the Laplacian matrix, or simply Laplacian, of the graph G.
In what follows, by In we denote the identity matrix of order n.
We call an n× n matrix circulant, and denote it by circ(a0, a1, . . . , an−1) if it is of the form
circ(a0, a1, . . . , an−1) =

a0 a1 a2 . . . an−1
an−1 a0 a1 . . . an−2
...
. . .
...
a1 a2 a3 . . . a0
 .
Recall [7] that the eigenvalues of matrix C = circ(a0, a1, . . . , an−1) are given by the follow-
ing simple formulas λj = p(ε
j
n), j = 0, 1, . . . , n− 1 where p(x) = a0 + a1x+ . . .+ an−1xn−1 and
εn is an order n primitive root of the unity. Moreover, the circulant matrix C = p(T ), where Tn =
circ(0, 1, 0, . . . , 0) is the matrix representation of the shift operator Tn : (x0, x1, . . . , xn−2, xn−1)→
(x1, x2, . . . , xn−1, x0). For any i = 0, . . . , n−1, let vi = (1, εin, ε2in , . . . , ε(n−1)in )t be a column vector
of length n. We note that all n×n circulant matrices share the same set of linearly independent
eigenvectors v0,v1, . . . ,vn−1. Hence, any set of n × n circulant matrices can be simultaneously
diagonalizable.
For a subgraph H of G, if each connected component of H is a cycle, loop or an edge, we
call H basic subgraph of G. Denote the set of all basic subgraphs of G by B(G). For any basic
subgraph B of G, let B1 be the subgraph of B composed of all components of B which is an edge.
By C(G) andM(G), we denote the set of all loops or cycles of G and the set of all matchings of G,
respectively. Note that the empty subgraph of G also belongs toM(G). For any k = 1, . . . , `(G),
let Ck(G) be the set of basic subgraphs B such that the number of components of B is k and any
component of B is a loop or a cycle, where `(G) is the maximum number of components of basic
subgraphs of G whose each component is a loop or a cycle. Note that C(G) = C1(G). For a loop
or a cycle C, let Ck(G,C) be the set of basic subgraphs in Ck(G) containing C as a component.
3 Cyclic coverings and their Laplacians
In this section, we describe the cyclic coverings of a finite connected graph and investigate the
structure of their Laplacian.
Let H be a finite connected graph with the vertices v1, v2, . . . , vr, possibly with loops and
multiple edges. Denote by ai,j the number of edges between vi to vj if i 6= j; 2 times the number
of loops incident to vi if i = j. Then the adjacency matrix of the graph H is
A(H) =

a1,1 a1,2 . . . a1,r
a2,1 a2,2 . . . a2,r
...
...
. . .
...
ar,1 ar,2 . . . ar,r
 .
To describe the general construction of a cyclic covering of H, we consider the cyclic group Γ
(finite or infinite) and we suppose that all edges of H, including loops are oriented in two possible
ways and denote the corresponding digraph by
−→
H . For any oriented edge e of
−→
H , we denote the
oppositely oriented edge coming from the same edge with e by e−1.
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By making use of the voltage technique developed in [9], we assign to each oriented edge e of
−→
H
a voltage α(e), namely some element of the group Γ. We follow the rule that the sum of voltages
assigned to two oriented edges induced by the same edge is zero, namely α(e) +α(e−1) = 0. For
any i, j = 1, . . . , r and for any k = 1, . . . , ai,j , we denote the voltage of the k-th oriented edge
from vi to vj by αk(i, j). For different i and j, we assume that αk(j, i) = −αk(i, j). Since each
loop has two opposite orientations, one can take the voltage αk(i, i) for one of them (arbitrary
chosen) and −αk(i, i) for another. For any cycle C of H, let C+ be an orientation of C such
that it is a directed cycle. Let C− opposite directed cycle with C+. By α(C+), we denote the
sum of all voltages assigned to directed edges belonging to C+. Note that α(C−) = −α(C+).
Fix a spanning tree T in H. For any e /∈ E(T ), T + e contains a unique cycle. Denote the
cycle by Ce. Now it is well known that the covering of H derived by the voltage assignment α
is connected if and only if the voltages {α(C+e ) | e /∈ E(T )} generate the full group Γ. For our
convenience, we assume that all voltages assigned to oriented edge in
−→
H are integers and the
voltages {α(C+e ) | e /∈ E(T )} generate the full group Z, namely, there exist cycles C1, . . . , Cs
such that k1α(C
+
1 ) + · · ·+ ksα(C+s ) = 1 for some integers k1, . . . , ks.
Given a positive integer n, we consider each voltage modulo n. Denote by Hn = H
α
n the
n-fold cyclic covering of H derived by the voltage assignment α = {αk(i, j), i, j = 1, . . . , r, k =
1, . . . , ai,j}. According to the voltage theory [9], the graph Hαn has the set of vertices ui, s, i =
1, 2, . . . , r, s = 1, 2, . . . , n, and the set of edges vi, svj, s+αk(i,j), where i, j = 1, 2, . . . , r, k =
1, 2, ..., ai,j , and the second indexes are taken mod n.
We emphasize that all cyclic n-fold coverings of the graph H can be obtained in such a way.
In particular, this construction covers the circulant graphs, Haar graphs, I-graphs, Y -graphs,
H-graphs and many other families of graphs.
The adjacency matrix A(Hn) for the graph Hn is a block matrix
A(Hn) =

B11 B12 . . . B1r
B21 B22 . . . B2r
...
. . .
...
Br1 Br2 . . . Brr
 ,
where the (i, j)-th block entry Bij = Bij(n), i, j = 1, 2, . . . , r is given by the formulas
Bij =
ai,j∑
k=1
Tαk(i,j)n , i 6= j, and Bii =
ai,i∑
k=1
(Tαk(i,i)n + T
−αk(i,i)
n ). (1)
Here, Bij is an n× n matrix whose (s, s′)-th entry is equal to the number of edges between
vertices vi, s and vj, s′ . We also represent the degree matrix D(Hn) of the graph Hn in the form
D(Hn) =

D11 0 . . . 0
0 D22 . . . 0
...
. . .
...
0 0 . . . Drr
 ,
where Dii is a diagonal n × n matrix whose s-th entry di,s is the valency of vertex vi,s. Since
the vertex vi,s is connected by an oriented edge with vertices vj, s+αk(i,j), j = 1, 2, . . . , r, k =
1, 2, ..., ai,j , i 6= j and by 2ai,i oriented edges with a fibre of vi, we have
di,s = ai,i +
r∑
j=1
ai,j , (2)
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which equals to the degree d(vi) of vi. By (2), the valency di,s does not depend on s, so
Dii = d(vi)In. (3)
Recall that the Laplacian matrix L(Hn) = D(Hn) − A(Hn). Hence, the (i, j)-th block entry of
the matrix L(Hn) = (Lij)i,j=1,2,...,r can be written as
Lij =
{
d(vi)In −Bii if i = j
−Bij if i 6= j.
(4)
4 Kirchhoff theorem and the number of spanning trees in Hn
By the classical Kirchhoff theorem, the number of spanning trees of the graph Hn is equal to the
product of non-zero eigenvalues of L(Hn) divided by the number of vertices r n of Hn. To find
spectrum of L(Hn) we have to solve the linear system of equations
L11 − λIn L12 . . . L1r
L21 L22 − λIn . . . L2r
...
. . .
...
Lr1 Lr2 . . . Lrr − λIn


X1
X2
...
Xr
 =

0
0
...
0
 , (5)
where Xi, i = 1, 2, . . . , r is an n-dimensional column vector.
We associate with L(Hn) the following Laurent polynomial
P (z, λ) = det

p11(z)− λ p12(z) . . . p1r(z)
p21(z) p22(z)− λ . . . p2r(z)
...
. . .
...
pr1(z) pr2(z) . . . prr(z)− λ
 , (6)
where pii(z) = d(vi)−
ai,i∑
k=1
(zαk(i,i) + z−αk(i,i)) and pij(z) = −
ai,j∑
k=1
zαk(i,j) for i 6= j. One can easily
check that Lij = pij(Tn), where Tn = circ (0, 1, 0, . . . , 0) is an n × n circulant matrix. We also
consider the polynomial
P (z) = det

p11(z) p12(z) . . . p1r(z)
p21(z) p22(z) . . . p2r(z)
...
. . .
...
pr1(z) pr2(z) . . . prr(z)
 . (7)
We will refer to P (z) as a voltage polynomial of the cyclic covering Hn. We have P (z, 0) = P (z).
To solve the system (5) we make the following observation. The eigenvalues of circulant
matrix Tn are ε
j
n, j = 0, 1, . . . , n − 1, where εn = e 2piin . Since all of them are distinct, the
matrix Tn is conjugate to the diagonal matrix Tn = diag(1, εn, . . . , εn−1n ) with diagonal entries
1, εn, . . . , ε
n−1
n .
To find spectrum of L(Hn), without loss of generality, one can assume that Tn = Tn. Then
all blocks of L(Hn) are diagonal matrices. Hence, the linear system (5) splits into n independent
linear systems
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
Ls11 − λ Ls12 . . . Ls1r
Ls21 L
s
22 − λ . . . Ls2r
...
. . .
...
Lsr1 L
s
r2 . . . L
s
rr − λ


X1,s
X2,s
...
Xr,s
 =

0
0
...
0
 , s = 1, 2, . . . , n, (8)
where Xi,s is the s-th component of the vector Xi and L
s
i,j , is the s-th entry of the diagonal
matrix Lij . Indeed, we have L
s
ij = pij(ε
s
n), where pij(z) are the same as in formula (6). Hence,
to find eigenvalues we have to solve n algebraic equations of degree r
P (εsn, λ) = 0, s = 1, 2, . . . , n. (9)
Given s, we denote the solutions of the s-th equation by λs,i, i = 1, 2, . . . , r. By the Vietta
theorem we get
λs,1λs,2 . . . λs,r = P (ε
s
n, 0) = P (ε
s
n). (10)
In particular case s = n, the linear system (8) gives the eigenvalues and eigenvectors of the
graph H. Since graph H is connected, it has only one zero eigenvalue, say λn,1. By the Kirchhoff
theorem, the product of the non-zero eigenvalues of H is equal to the number of vertices of H
multiplied by its complexity. Thus
r∏
i=2
λn,i = r τ(H). (11)
Now, we use the Kirchhoff theorem to find complexity of graph Hn. Again, since Hn is
connected it has exactly one zero eigenvalue λn,1 = 0. Taking into account (11) we get
τ(Hn) =
1
r n
r∏
i=2
λn,i ·
n−1∏
s=1
λs,1λs,2 . . . λs,r =
τ(H)
n
n−1∏
s=1
λs,1λs,2 . . . λs,r. (12)
Substituting (10) into (12), we obtain
τ(Hn) =
τ(H)
n
n−1∏
s=1
P (εsn). (13)
We get the following preliminary result.
Proposition 4.1 The number of spanning trees in the graph Hn is given by the formula (13),
where P (z) is the voltage polynomial of Hn, τ(H) is the number of spanning trees in the graph
H and εn is the n-th primitive root of the unity.
5 Voltage polynomial and its properties
Now we are going to investigate the basic properties of the voltage polynomial P (z).
Note that P (1) = detL(H) = 0 and
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P (z) =
∑
σ∈Sr
sgn(σ)p1,σ(1)(z)p2,σ(2)(z) · · · pr,σ(r)(z) (14)
=
∑
B∈B(H)
(−1)|E(B1)|
 ∏
C∈C(B)
(−zα(C+) − zα(C−))
 ∏
v∈V (H)\V (B)
d(v)
 (15)
For our convenience, we use pi,j instead of pi,j(z). Note that if σ(i) = i, then pi,σ(i) = pi,i =
d(vi)−
ai,i∑
k=1
(zαk(i,i) + z−αk(i,i)). In the polynomial expansion (14) of P (z), if we choose d(vi) in
pi,i, then it contributes to the term
(∏
v∈V (H)\V (B) d(v)
)
; and if we choose −zαk(i,i) or −z−αk(i,i)
in pi,i, then it contributes to the polynomial
(∏
C∈C(B)(−zα(C
+) − zα(C−))
)
.
Suppose that σ(i) = j and σ(j) = i for some i, j with i 6= j and there is an edge between the
vertices vi and vj . The transposition (i, j) contributes −1 to sgn(σ) and
pi,σ(i)pj,σ(j) = pi,jpj,i =
− ai,j∑
k1=1
zαk1 (i,j)
×
− ai,j∑
k2=1
zαk2 (j,i)
 .
If there is no edge between vi and vj , then pi,σ(i)pj,σ(j) = 0. When there is at least one edge
between vi and vj , in the polynomial expansion of P (z), if we choose −zαk1 (i,j) in pi,j and
−zαk2 (j,i) in pj,i with k1 = k2, then it contribute to the term (−1)|E(B1)| with the effect of
sgn(σ); and if we choose −zαk1 (i,j) in pi,j and −zαk2 (j,i) in pj,i with k1 6= k2, then it contribute
to the polynomial
(∏
C∈C(B)(−zα(C
+) − zα(C−))
)
with the effect of sgn(σ).
Let the cyclic permutation (i1, i2, . . . , it) be a cycle of length t ≥ 3 in the decomposition
of σ into disjoint cycles. If there is no cycle containing vi1 , vi2 , . . . , vit , vi1 in this order, then
pi1,i2pi2,i3 · · · pit−1,itpit,i1 = 0. If there is at least one such cycle, then in the polynomial expansion
of P (z), pi1,i2pi2,i3 · · · pit−1,itpit,i1 contributes to the polynomial
(∏
C∈C(B)(−zα(C
+) − zα(C−))
)
with the effect of sgn(σ). So we have the equation (15).
Note that the constant term of P (z) is
∑
M∈M(H)
(−1)|E(M)|
∏
v∈V (H)\V (M)
d(v) and for any k =
1, . . . , `(H) and for any B ∈ Ck(H), the coefficient of z
∑
C∈C(B) α(C
±) is
(−1)k
∑
M∈M(H−B)
(−1)|E(M)|
∏
v∈V (H−B−M)
d(v),
where α(C±) means α(C+) or α(C−). Denote this coefficient by cB and let c0 be the constant
term of P (z). Now we have
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P (z) =
∑
M∈M(H)
(−1)|E(M)|
∏
v∈V (H)\V (M)
d(v)
+
`(H)∑
k=1
(−1)k
∑
B∈Ck(H)
 ∏
C∈C(B)
(zα(C
+) + zα(C
−))
 ∑
M∈M(H−B)
(−1)|E(M)|
∏
v∈V (H−B−M)
d(v)

= c0 +
`(H)∑
k=1
∑
B∈Ck(H)
cB
 ∏
C∈C(B)
(zα(C
+) + zα(C
−))
 . (16)
For later use, we need the following lemma.
Lemma 5.1 Let ai,j , (ai,i = 0), i, j = 1, 2, . . . ,m be non-negative numbers. Let
D(x1, x2, . . . , xm) = det

x1 −a1,2 −a1,3 . . . −a1,m
−a2,1 x2 −a2,3 . . . −a2,m
...
. . .
...
−am,1 −am,2 −am,3 . . . xm
 .
Then for xi ≥ di =
m∑
j=1
ai,j , i = 1, 2, . . . ,m we have D(x1, x2, . . . , xm) ≥ 0. The equality
D(x1, x2, . . . , xm) = 0 holds if and only if xi = di, i = 1, 2, . . . ,m.
Proof: We use induction on m to prove the lemma. For m = 1 we have D(x1) = x1 ≥
a1,1 = 0 and D(x1) = 0 iff x1 = a1,1. For m = 2 one has D(x1, x2) = x1x2 − a1,2a2,1 ≥ 0 with
D(x1, x2) = 0 if and only if x1 = a1,2 and x2 = a2,1. Suppose that m > 2 and lemma is true for
all D(x1, x2, . . . , xk) with k < m.
Denote by D(x1, . . . , xˆi, . . . , xm), where xˆi means that the variable xi is dropped, the (i, i)-th
minor of the matrix in the statement of lemma. We note that D′xi(x1, x2, . . . , xk) = D(x1, . . . , xˆi,
. . . , xm), where D
′
xi(x1, x2, . . . , xk) is the partial derivative of D(x1, x2, . . . , xk) with respect to
the variable xi. Since
x2 ≥ d2 =
m∑
j=1
a2,j ≥
m∑
j=2
a2,j , x3 ≥ d3 =
m∑
j=1
a3,j ≥
m∑
j=2
a3,j , . . . , xm ≥ dm =
m∑
j=1
am,j ≥
m∑
j=2
am,j ,
the function D(x2, . . . , xm) satisfies the conditions of lemma. Hence, D(x2, . . . , xm) ≥ 0. In a
similar way, for i = 2, . . . ,m we have
D′xi(x1, x2, . . . , xm) = D(x1, . . . , xˆi . . . , xm) ≥ 0.
Since D(d1, d2, . . . , dm) = 0, we obtain D(x1, x2, . . . , xm) ≥ 0 for all xi ≥ di, i = 1, 2, . . . ,m. If
for some i0 we have xi0 > di0 , then, by induction, for all i 6= i0 we get D′xi0 (x1, x2, . . . , xm) =
D(x2, . . . , xˆi0 . . . , xm) > 0 and D(x1, x2, . . . , xm) > 0.
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Lemma 5.2 We have P (z) = P (1z ) and
P (1) = 0, P ′(1) = 0, P ′′(1) < 0.
In particular, P (z) has a double root z = 1.
Proof: Since P (1) = detL(H) = 0. By (16) we have
P (z) = c0 +
`(H)∑
k=1
∑
B∈Ck(H)
cB
 ∏
C∈C(B)
(zα(C
+) + zα(C
−))
 ,
where cB = (−1)k
∑
M∈M(H−B)
(−1)|E(M)|
∏
v∈V (H−B−M)
d(v). Now we have
P ′(z) =
`(H)∑
k=1
∑
B∈Ck(H)
cB
 ∑
C∈C(B)
(α(C+)zα(C
+)−1 + α(C−)zα(C
−)−1)
∏
C′∈C(B−C)
(zα(C
′+) + zα(C
′−))
 ,
and hence P ′(1) = 0 because α(C−) = −α(C+). For any C ∈ C(H), let LC¯ be the matrix
obtained by deleting rows and columns of L(H) corresponding to vertices of C. If C is a
Hamiltonian cycle, the matrix LC¯ is empty. In this case we set detLC¯ = 1. By Lemma 5.1,
detLC¯ > 0. Furthermore, we have
detLC¯ =
∑
B∈B(H−C)
(−1)|E(B1)|(−2)|C(B)|
∏
v∈V (H−C)\V (B)
d(v)
= −
`(H)∑
k=1
2k−1
∑
B∈Ck(H,C)
cB.
This implies that
`(H)∑
k=1
2k−1
∑
B∈Ck(H,C)
cB < 0. Note that
P ′′(z) =
∑
C∈C(H)
cC
(
α(C+)(α(C+)− 1)zα(C+)−2 + α(C−)(α(C−)− 1)zα(C−)−2
)
+
`(H)∑
k=2
∑
B∈Ck(H)
cB
 ∑
C∈C(B)
(
α(C+)(α(C+)− 1)zα(C+)−2
+ α(C−)(α(C−)− 1)zα(C−)−2
)
×
∏
C′∈C(B−C)
(zα(C
′+) + zα(C
′−))
+
∑
C,C′∈C(B),C 6=C′
2
(
(α(C+)zα(C
+)−1 + α(C−)zα(C
−)−1)×
(
α(C ′+)zα(C
′+)−1 + α(C ′−)zα(C
′−)−1)
)
×
∏
C′′∈C(B−C−C′)
(zα(C
′′+) + zα(C
′′−))
 .
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So we have
P ′′(1) =
∑
C∈C(H)
2cCα(C
+)2 +
`(H)∑
k=2
∑
B∈Ck(H)
2kcB
∑
C∈C(B)
α(C+)2
= 2
∑
C∈C(H)
α(C+)2
`(H)∑
k=1
2k−1
∑
B∈Ck(H,C)
cB = −2
∑
C∈C(H)
α(C+)2detLC¯ .
Hence
P ′′(1) = −2
∑
C∈C(H)
α(C+)2detLC¯ < 0 (17)
and
|P ′′(1)| = 2
∑
C∈C(H)
α(C+)2detLC¯ . (18)
6 Main results
The main results of the paper are the two following theorems.
Theorem 6.1 The number of spanning trees τ(n) in the graph Hn is given by the formula
τ(n) =
2n τ(H)ε an0
P ′′(1)
∏
P (z)=0
z 6=1
(zn − 1),
where the product is taken over all the roots different from 1 of the voltage polynomial P (z) of
degree 2s, a0 is the leading coefficient of P (z), ε = (−1)s(n−1) and τ(H) is the number of spanning
trees in the graph H.
Proof: We note that τ(Hn) is non-negative integer. Then, by Proposition 4.1, we have
τ(Hn) =
τ(H)
n
n−1∏
j=1
P (εjn). (19)
Since P (z) = P (1z ), Laurent polynomial has even degree, say 2s. Let a0 be the leading coefficient
of P (z). To continue the proof we replace the Laurent polynomial P (z) by a monic polynomial
P˜ (z) = a−10 z
sP (z). Then P˜ (z) is a polynomial of the degree 2s with the same roots as P (z).
Recall that by Lemma 5.2, P (z) has the double root z = 1.
We note that
n−1∏
j=1
P (εjn) = ε a
n−1
0
n−1∏
j=1
P˜ (εjn), (20)
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where ε = (−1)s(n−1). By the basic properties of resultant we have
n−1∏
j=1
P˜ (εjn) = Res(P˜ (z),
zn − 1
z − 1 ) = Res(
zn − 1
z − 1 , P˜ (z))
=
∏
z:P˜ (z)=0
zn − 1
z − 1 =
∏
z:P (z)=0
zn − 1
z − 1 = n
2
∏
P (z)=0
z 6=1
zn − 1
z − 1 . (21)
Combine (19), (20) and (21) we have the following formula for the number of spanning trees
τ(Hn) = n τ(H)ε a
n−1
0
∏
P (z)=0
z 6=1
zn − 1
z − 1 = n τ(H)ε a
n−1
0
∏
P (z)=0
z 6=1
(zn − 1)/ ∏
P (z)=0
z 6=1
(z − 1). (22)
We note that P (z) = z−s(z−1)2R(z), where R(z), R(1) 6= 0 is an integer polynomial of even
degree 2s− 2 with the leading coefficient a0. By the direct calculation we obtain P ′′(1) = 2R(1).
Then ∏
P (z)=0
z 6=1
(z − 1) =
∏
R(z)=0
(z − 1) = 1
a0
R(1) =
1
2a0
P ′′(1). (23)
Substituting equation (23) into equation (22) we finish the proof of the theorem.
One can halve the number of multiples in Theorem 6.1 by making use of the following trick.
By Lemma 5.2, we know that the Laurent polynomial P (z) of degree 2s satisfies the property
P (z) = P (1z ). Hence, it can be written in the form
P (z) = a0(z
s +
1
zs
) + a1(z
s−1 +
1
zs−1
) + . . .+ as−1(z +
1
z
) + as.
We note the following identity 12(z
n + 1zn ) = Tn(
1
2(z+
1
z )), where Tn(x) = cos(n arccos(x)) is the
Chebyshev polynomial of the first kind. Let w = 12(z +
1
z ), then P (z) = Q(w), where
Q(w) = 2a0Ts(w) + 2a1Ts−1(w) + . . .+ 2as−1T1(w) + as. (24)
We will call Q(w) by a Chebyshev transform of P (z). Note that Q(w) is an order s polynomial
with the leading coefficient a˜0 = 2
sa0.
By Lemma 5.2, the roots of polynomial P (z) are 1, 1, z1,
1
z1
, . . . , zs1 ,
1
zs−1 , where zi 6= 1. Then
the roots of polynomial Q(w) are given by the list 1, w1, . . . , ws−1, where wi = 12(zi +
1
zi
) and
wi 6= 1. By direct calculation and Lemma 5.2 we obtain Q(1) = 0, Q′(1) = P ′′(1) 6= 0. Also we
have
(znp − 1)(z−np − 1) = 2− (znp + z−np ) = 2− 2Tn(wp), p = 1, 2, . . . , s− 1.
We observe that the product
∏
P (z)=0
z 6=1
(zn − 1) in Theorem 6.1 can be rewritten as
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s−1∏
p=1
(znp − 1)(z−np − 1) =
s−1∏
p=1
(2− 2Tn(wp)). (25)
This gives a way to represent Theorem 6.1 in the following form.
Theorem 6.2 Let Q(w) be the Chebyshev transform of the voltage polynomial P (z) of a cyclic
covering Hn. Then the number of spanning trees τ(n) in the graph Hn is given by the formula
τ(n) =
2nτ(H)ε an0
P ′′(1)
s−1∏
p=1
(2− 2Tn(wp)),
where the product is taken over all the roots different from 1 of the polynimial Q(w) of degree s,
ε = (−1)s(n−1), a0 is the leading coefficient of P (z).
We note that P ′′(1) is given by the formula (17).
7 Generating function for the number of spanning trees
In this section, we investigate the properties of the generating function for the numbers of
spanning trees of graph Hn. Our aim is to prove the following result.
Theorem 7.1 Let τ(n) be the number of spanning trees in the graph Hn. Then
F (x) =
∞∑
n=1
τ(n)xn
is a rational function with integer coefficients. Moreover, F (a0x) = F (
1
a0x
), where a0 is the
leading coefficient of the voltage polynomial P (z). The latter gives a way to represent F (x) as a
rational function of u = 12(a0x+
1
a0x
).
The proof of Theorem 7.1 is based on the following proposition.
Proposition 7.2 Let R(z) be a degree 2s polynomial with integer coefficients. Suppose that all
the roots of the polynomial R(z) are ξ1, ξ2, . . . , ξ2s−1, ξ2s. Then
F (x) =
∞∑
n=1
n
2s∏
j=1
(ξnj − 1)xn
is a rational function with integer coefficients.
Moreover, if ξj+s = ξ
−1
j , j = 1, 2, . . . , s, then F (x) = F (1/x).
Proof: First of all, we note that F (x) = xdG(x)dx , where
G(x) =
∞∑
n=1
2s∏
j=1
(ξnj − 1)xn.
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Denote by σk = σk(x1, x2, . . . , x2s) the k-th basic symmetric polynomial in variables x1, x2, . . . , x2s.
Namely,
σ0 = 1, σ1 = x1 + x2 + . . .+ x2s, σ2 = x1x2 + x1x3 + . . .+ x2s−1x2s, . . . , σ2s = x1x2 . . . x2s.
Then
G(x) = G2s(x)−G2s−1(x) + . . .−G1(x) +G0(x),
where
Gk(x) =
∞∑
n=1
σk(ξ
n
1 , ξ
n
2 , . . . , ξ
n
2s)x
n, k = 0, 1, . . . , 2s.
We have σk(ξ
n
1 , ξ
n
2 , . . . , ξ
n
2s) =
∑
1≤j1<j2<...<jk≤2s
ξnj1ξ
n
j2
. . . ξnjk . Hence,
Gk(x) =
∑
1≤j1<j2<...<jk≤2s
ξj1ξj2 . . . ξjk
1− ξj1ξj2 . . . ξjkx
and
Fk(x) = x
dGk(x)
dx
=
∑
1≤j1<j2<...<jk≤2s
ξj1ξj2 . . . ξjkx
(1− ξj1ξj2 . . . ξjkx)2
. (26)
We note that Fk(x) is a symmetric function in the roots ξ1, ξ2, . . . , ξ2s of the integer polynomial
R(x). By the Vieta theorem, Fk(x) is a rational function with integer coefficients. Since
F (x) = F2s(x)− F2s−1(x) + . . .− F1(x) + F0(x), (27)
the same is true for F (x).
To prove the second statement of the proposition, consider the product ξ = ξj1ξj2 . . . ξjk .
Since ξj+s = ξ
−1
j , the term
ξx
(1−ξx)2 comes into the sum (26) together with the term
ξ−1x
(1−ξ−1x)2 .
One can check that the function ϕ(x) = ξx
(1−ξx)2 +
ξ−1x
(1−ξ−1x)2 satisfies the condition ϕ(x) = ϕ(1/x).
Then, for k = 0, 1, . . . , 2s, we have Fk(x) = Fk(1/x). Finally, by (27) we obtain F (x) = F (1/x).
Proof of Theorem 7.1. We employ Theorem 6.1 and Proposition 7.2 to prove the theorem.
Consider the polynomial R(z) = zsP (z)/(z − 1)2, where P (z) is the voltage polynomial of the
graph Hn. Note that R(z) is a polynomial of order 2s−2 with integer coefficients. Recall that all
the roots of the polynomial R(z) are the roots of P (z) different from 1. We will use Theorem 6.1
to find τ(n). Then
τ(n) =
2nτ(H)ε an0
P ′′(1)
∏
P (z)=0
z 6=1
(zn − 1) = 2nτ(H)ε a
n
0
P ′′(1)
s−1∏
p=1
(znp − 1)(z−np − 1), (28)
where zp, z
−1
p , p = 1, 2, . . . , s− 1 are all the roots of the polynomial R(z) and ε = (−1)s(n−1).
Then, by virtue of (28), the generating function F (x) =
∑∞
n=1 τ(n)x
n can be represented in
the form
F (x) = (−1)s 2τ(H)
P ′′(1)
∞∑
n=1
n
s−1∏
p=1
(znp − 1)(z−np − 1)((−1)sa0x)n,
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Since a0 and
2τ(H)
P ′′(1) are rational numbers, by Proposition 7.2, F (x) is a rational function with
integer coefficients satisfying F ((−1)sa0x) = F ( 1(−1)sa0x). Hence, F (a0x) = F ( 1a0x).
8 Asymptotic formulas for the number of spanning trees
In this section we aim to find an asymptotic formula for τ(Hn). The following theorem is the
main result of this section.
Theorem 8.1 The asymptotic behavior for number of spanning trees in the graph Hn is given
by the formula
τ(Hn) ∼ 2n τ(H)
q
An, n→∞,
where q = |P ′′(1)| and A = exp(
1∫
0
log |P (e2piit)|dt) is the Mahler measure of the Laurent polyno-
mial P (z).
Note that formula (18) allows us to find the value |P ′′(1)| explicitly. In order to prove the
theorem, preliminary, we establish the following lemma.
Lemma 8.2 For any complex number eiϕ with ϕ ∈ R, one has P (eiϕ) ≥ 0. Furthermore,
P (eiϕ) = 0 if and only if eiϕ = 1.
Proof: Let L(z) be the matrix
p11(z) p12(z) . . . p1r(z)
p21(z) p22(z) . . . p2r(z)
...
. . .
...
pr1(z) pr2(z) . . . prr(z)
 , (29)
where pii(z) = ai,i +
r∑
j=1
ai,j −
ai,i∑
k=1
(zαk(i,i) + z−αk(i,i)) and pij(z) = −
ai,j∑
k=1
zαk(i,j) for i 6= j. Now
P (z) = detL(z). For any complex number eiϕ, L(eiϕ) is a Hermitian matrix and so it suffices to
show that for any complex vector x ∈ Cr, xHL(eiϕ)x ≥ 0 and furthermore, xHL(eiϕ)x = 0 for
some x ∈ Cr \ {0} if and only if eiϕ = 1. Let D(z) be an r× r diagonal matrix whose (i, i)-entry
is dii(z) = 2ai,i −
ai,i∑
k=1
(zαk(i,i) + z−αk(i,i)). Set L1(z) = L(z) − D(z). Note that D(1) is a zero
matrix and L1(1) is the Laplacian matrix of the graph obtained by deleting all loops of H. So
P (1) = detL(1) = 0.
Let v1, . . . , vr be all vertices of H and for any k = 1, . . . , ai,j with i 6= j, let ek{i, j} be the
edge between vi and vj such that the voltages assigned to two directed edges induced by ek{i, j}
are αk(i, j) and −αk(i, j). Let m be the number of edges of H which is not a loop. Denote
by I(z) the m × r matrix whose rows and columns are labeled by non-loop edges and vertices
of H, respectively, such that the entry of I(z) corresponding to the row ek{i, j} and column
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vt is z
−αk(i,j)
2 if t = i; −z αk(i,j)2 if t = j; and 0 otherwise. Now for any complex number eiϕ,
L1(e
iϕ) = I(eiϕ)HI(eiϕ). On the other hand, D(eiϕ) is the diagonal matrix such that dii(e
iϕ) =
2
ai,i∑
k=1
(1− cos(αk(i, i)ϕ)). Therefore, for any complex vector x ∈ Cr with xH = (x¯1, . . . , x¯r),
xHL(eiϕ)x = xHD(eiϕ)x + xHL1(e
iϕ)x
= 2
ai,i∑
k=1
(1− cos(αk(i, i)ϕ))|xi|2 + 2
∑
i,j,i6=j
ai,j∑
k=1
∣∣∣xie−αk(i,j)iϕ2 − xjeαk(i,j)iϕ2 ∣∣∣2 ≥ 0.
This implies that P (eiϕ) = detL(eiϕ) ≥ 0. Furthermore, xHL(eiϕ)x = 0 if and only if (1 −
cos(αk(i, i)ϕ))|xi|2 = 0 for any k = 1, . . . , ai,i and xi = xjeαk(i,j)iϕ for any k = 1, . . . , a(i, j) with
i 6= j. Note that if xi = 0 for some i = 1, . . . , r, then xj = 0 for all j = 1, . . . , r, namely, x = 0
because H is connected.
Assume that eiϕ 6= 1 and xHL(eiϕ)x = 0. Suppose that x 6= 0, and equivalently xj 6= 0 for
any j = 1, . . . , r. If there is a loop incident to vi such that αk(i, i) 6= 0 for some k, then xi = 0, a
contradiction. So we may assume that for any loop in H, its voltage is 0, and hence D(z) is a zero
matrix. Now for any edge ek{i, j}, we have xi = xjeαk(i,j)iϕ. This implies that for any cycle C
containing vi, we have xi = xie
α(C+)iϕ. Since xi 6= 0, we have eα(C+)iϕ = 1. Hence for any cycle
C in H, eα(C
+)iϕ = 1. Since there exist cycles C1, . . . , Cs such that k1α(C
+
1 )+ · · ·+ksα(C+s ) = 1
for some integers k1, . . . , ks, we have
1 = ek1α(C
+
1 )iϕ · · · eksα(C+s )iϕ = e(k1α(C+1 )+···+ksα(C+s ))iϕ = eiϕ,
which is a contradiction. So for any x ∈ Cr \ {0}, xHL(eiϕ)x > 0, and hence P (eiϕ) =
detL(eiϕ) > 0.
Now we are able to prove Theorem 8.1.
Proof: By Lemmata 5.2 and 8.2, the polynomial P (z) has the roots 1, 1, zj and 1/zj , j =
1, 2, . . . , s− 1 with the property |zj | 6= 1, j = 1, 2, . . . , s− 1. By theorem 8.1 we have
τ(n) =
2nτ(H)|a0|n
q
s−1∏
j=1
|(znj − 1)(z−nj − 1)|.
Replacing zj by 1/zj , if it is necessary, we can assume that |zj | > 1 for all j = 1, 2, . . . , s − 1.
Then and |znj − 1| ∼ |zs|n and |z−nj − 1| ∼ 1 as n→∞. Hence
2nτ(H)|a0|n
q
s−1∏
j=1
|(znj − 1)(z−nj − 1)| ∼
2nτ(H)|a0|n
q
s−1∏
j=1
|zj |n = 2n τ(H)
q
An,
where A = |a0|
∏s−1
j=1 |zj |n = |a0|
∏
P (z)=0, |z|>1
|z| is the Mahler measure of the polynomial P (z).
By ([8], p. 67), we have A = exp
(
1∫
0
log |P (e2piit)|dt
)
.
As a consequence of Theorem 8.1, we obtain the following theorem.
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Theorem 8.3 The thermodynamic limit of the sequence of graphs Hn is equal to the small
Mahler measure of the Laurent polynomial P (z). More precisely,
lim
n→∞
log τ(Hn)
n
=
1∫
0
log |P (e2piit)|dt.
9 Examples
1. Haar graph Hn(1, 2). (n-fold cyclic covering of the theta graph with voltages 0, 1, 2, see
Fig. 1.) We get P (z) = −(1 − z)2(1 + 4z + 4z2)/z2 and Q(w) = 4(1 − w)(2 + w). By
Theorem 6.2, we have τ(n) = (−1)n(Tn(−2)− 1). By Theorem 8.1, τ(n) has the following
asymptotic τ(n) ∼ n2 (2 +
√
3)n, n→∞. Also,
∞∑
n=1
τ(n)xn =
3(1 + u+ u2)
2(1− u)(2 + u)2 ,
where u = −12(x+ 1/x).
v1 v2
2
0
1
Voltage scheme of the Haar graph Hn(0, 1, 2)
Figure 1.
2. Cyclic coverings of the three circles graph. (See Fig. 2 for the voltage scheme.) We
have
P (z) = 14− 4(zα + z−α)− 4(zβ + z−β)− (zγ + z−γ) + (zα+β + z−α−β) + (zα−β + z−α+β).
In this case, P ′′(1) = −2(2α2 + 2β2 + γ2) and Chebyshev transform of P (w) has the form
Q(w) = 14− 8Tα(w)− 8Tβ(w)− 2Tγ(w) + 2Tα+β(w) + 2Tα−β(w).
In particular, if (α, β, γ) = (1, 2, 3), then Q(w) = 2(1− w)(11 + 8w). Here, the number of
spanning trees in the graph Hn is given by the formula
τ(n) =
n(−4)n+1
19
(1− Tn(−11
8
)).
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Also, we have
∞∑
n=1
τ(n)xn =
2(3 + 8u+ 8u2)
(1− u)(11 + 8u)2 ,
where u = −12(4x+ 14x).
v1 v2α β
γ
0
Voltage scheme of the three circles graph
Figure 2.
3. Cyclic coverings of the triangle with a loop and a double edge. Let H be the
graph on vertices v1, v2, v3 with edges v1v2, v1v3, v2v3, v2v3 and the loop v1v1. We attach
to this graph the following voltages α1(1, 1) = α, α1(1, 2) = 0, α1(1, 3) = 0, α1(2, 3) =
β, α2(2, 3) = −γ. (See Fig. 3.) We get the following voltage polynomial
P (z) = 22−7(zα+z−α)−(zβ+z−β)−(zγ+z−γ)−4(zβ+γ+z−β−γ)+(zα−β−γ+z−α+β−γ)+
(zα+β+γ + z−α−β−γ).
In this case, P ′′(1) = −2(5α2 + β2 + γ2 + 2(β + γ)2). The Chebyshev transform of P (z) is
given by the formula
Q(w) = 22− 14Tα(w)− 2Tβ(w)− 2Tγ(w)− 8Tβ+γ(w) + 2Tα−β−γ(w) + 2Tα+β+γ(w).
In particular, if (α, β, γ) = (1, 2,−3), then Q(w) = 8(1− w)(3 + w + w2). Now,
τ(n) =
3n
5
(1− Tn(−1− i
√
11
2
))(1− Tn(−1 + i
√
11
2
)).
4. Y-graphs Y (n; k, l,m). The notion of an Y -graph was introduced in [3] and [5]. Its
symmetry properties were investigated in [11].
The voltage scheme of the graph Y (n; k, l,m) is shown on Fig. 4. In this case we have
Q(w) = 3ABC−AB−BC−AC, where A = 3−2Tk(w), B = 3−2Tl(w), C = 3−2Tm(w).
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v1
v2 v3
0 0
β
γ
α
The triangle with a loop and a double edge
Figure 3.
In particular, for the graph Y (n; 1, 1, 1) one has Q(w) = 6(1−w)(3−2w)2. By Theorem 6.2,
the number τ(n) of spanning trees in the graph Y (n; 1, 1, 1) is given by the formula
τ(n) = n3n−1(2− 2Tn(3
2
))2.
Hence, τ(n) = 3n−1nL4n, if n is odd, and τ(n) = 25 · 3n−1nF 4n , if n is even, where Ln and
Fn are the Lucas and the Fibonacci numbers respectively. Also,
∞∑
n=1
τ(n)xn =
−575− 322u+ 298u2 + 112u3 − 8u4
3(1 + u)(21 + 20u+ 4u2)2
,
where u = −12(3x+ 13x).
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v1
m`
k
0
0
0
Voltage scheme of the graph Y (n; k, l,m)
Figure 4.
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