This paper describes a comparison of experimentally identified dynamic models for the planar motion of an unmanned surface vehicle (USV). The objective is to determine a model which is rich enough to enable effective motion planning and control, simple enough to allow straight forward parameter identification, and general enough to describe a variety of hullforms and actuator configurations. Starting from a three degree-of-freedom nonlinear model obtained from physical principles, we consider four simplified variants: (1) a linear model obtained by linearizing about straight, constant-speed motion, (2) a first order steering model (for turn rate) coupled with a first order speed model, (3) a second order steering model (for turn rate and sideslip angle), coupled with a first order speed model, and (4) a nonlinear model for low speed operation. The paper provides analysis of system identification data collected from field trials of three USV platforms in Summer 2010. The platforms represent three distinct control system implementations: a servo-actuated outboard engine, a servo-actuated jet-drive thruster, and differential thrusters.
Introduction
Unmanned surface vehicles (USVs) fill an increasingly important niche in the pantheon of robotic vehicles. Equipped with appropriate sensors, USVs can collect information about the subsurface and above-surface environments and relay that information at a high data rate as it is collected. As part of a heterogeneous autonomous vehicle network, a USV can provide a mobile interface between ground, air, and space assets that communicate via radio frequency and submerged assets that communicate acoustically. Using combustion engines for propulsion and electrical power, and with large fuel and payload capacities, USVs offer exceptional endurance and operational capabilities. Using an attitude and heading reference system (AHRS) to complement GPS position measurements, a USV can maintain an accurate estimate of its own state and can also infer environmental characteristics, such as local flow speed and direction. Overviews of recent USV development activities can be found in [8, 2] . Platforms and applications related to defense and security are described in [1] .
One application for USVs is rapid mapping of a riverine environment, where waterways may be narrow and nonuniform in depth and flow [6] . Such environments may be poorly known because of traffic and debris, shifting bathymetry, variable water levels, new construction, or other factors. A riverine USV, acting alone or in a team, can characterize such an environment, providing bathymetric maps to a human supervisor, for example. To operate in such an environment, however, the USV must be able to autonomously navigate in a dynamic, uncertain waterway. Moreover, to provide a rapid assessment, the perception and maneuvering algorithms must execute quickly and reliably. This paper focuses on USV dynamic modeling as it relates to agile autonomous maneuvering in the confines of a riverine waterway. The objective is to determine a model which is (1) sufficiently rich to enable effective motion planning and control, (2) sufficiently simple to allow straight forward parameter identification, and (3) sufficiently general to describe a variety of hullforms and actuator configurations. We consider a set of simple models whose parameters can be quickly and easily identified from standard motion data. Having selected an appropriate model, one may then use it to generate dynamically feasible trajectories for the USV to follow.
Virginia Tech and the Naval Postgraduate School (NPS) have developed and operate a number of autonomous marine vehicles, including several USVs. The platforms considered here represent three distinct control system implementations: a hydraulically actuated outboard engine, a hydraulically actuated jet-drive thruster, and differential electric thrusters. For this work, the primary focus is Virginia Tech's Ribcraft USV and NPS's SeaFox USV, which are being 978-1-4244-4333-8/10/$25.00 ©2010 IEEE used to support the development of perception, mapping, and guidance algorithms for riverine USVs [6] . Because the vehicles must operate fully autonomously in a dynamic, uncertain environment, it is essential that their control systems adequately account for vehicle dynamics in planning and executing motions. To broaden the class of vehicles that are considered, we also include system identification results for a low-cost pontoon-based USV that uses differential electric thrusters for propulsion and steering.
Dynamic Modeling
Hydrodynamicists characterize surface vessel performance in terms of the Froude number Fr = U/ √ Lg, where U is the operating speed, L is the length of the submerged portion of the hull, and g is the acceleration due to gravity. As Faltinsen [4] explains, the weight of a vessel operating with a Froude number less than about 0.4 to 0.5 is almost completely supported by the hydrostatic force of buoyancy. In such a condition, a vessel is said to operate in displacement mode. The weight of a vessel operating with a Froude number greater than about 1.0 to 1.2 is almost completely supported by a hydrodynamic force that is roughly proportional to the square of the speed. Planing vessels fall under this category. For intermediate values of the Froude number, the vessel's weight is supported by both the hydrostatic and hydrodynamic force, a semi-displacement mode. Two of the three USVs considered in this paper are designed to operate in planing mode. In practice, though, we expect these two vessels will routinely operate in any of the three modes. A successful modeling effort will adequately capture the variations in vehicle performance over the full range of achievable Froude numbers.
With fully instrumented vehicles available for testing, we approach model identification as an experimental problem in which input and state histories are used to determine model parameters. We assume that the USV will operate in a benign environment while model identification data are being collected. For example, we assume that there are no disturbances, such as currents or wind. We also assume that the vehicle moves only in three degrees of freedom: surge, sway, and heave. So, for example, there are no wave disturbances to alter the vehicle's pitch and roll attitude or to excite heave motion. In addition, thrust line effects are ignored; we assume that the force of propulsion induces no pitch or roll moment. (In reality, the propulsor on a turning high-speed vessel will typically induce a roll moment that "banks" the vehicle into the turn. Although we ignore this rolling motion, we seek a planar motion model that adequately describes turning performance.) Though we anticipate scenarios in which a USV must move in reverse, we consider only forward motion in this paper.
Generic Model
To begin, we define a body-fixed reference frame whose x-axis (denoted by the unit vector b x ) points forward along the longitudinal axis of the USV, whose y-axis (denoted by the unit vector b y ) points to starboard, and whose z-axis (denoted b z = b x × b y ) points downward. We assume that the USV is symmetric about its longitudinal plane. Fixing the origin of the body reference frame at a particular point in the plane of symmetry yields a diagonal inertia matrix [5] . In this reference frame, the center of gravity is located at some point r cg = x cg 0 z cg T .
Kinematic Equations
Let the inertial position vector x denote the origin of the body frame relative to a fixed reference frame, denoted by the unit vectors i x , i y , and i z . Let R denote the proper rotation matrix which maps free vectors from the body frame to the inertial frame. Let the body vector v = u v w T represent the translational velocity of the USV with respect to the inertial frame. Similarly, let ω = p q r T represent the body angular rate relative to the inertial reference frame. The six degree of freedom kinematic equations arė
where the overhat· denotes the 3 × 3 skew-symmetric matrix satisfyingâb = a × b for vectors a and b. These equations relate the body's translational and rotational velocity to the rate of change of position and attitude. Equation (2) is typically expressed as three ODEs for roll, pitch, and heading (denoted φ, θ, and ψ, respectively). Referring to Figure 1 , and to equations (1) and (2), the kinematic model for a USV in planar motion in the absence of currents is  ẋ yψ
Alternatively, the kinematic equations may be expressed in terms of the vessel's speed and course angle. Let V = √ u 2 + v 2 denote the speed and let β = arctan(v/u) be the angle of sideslip. Defining the course angle
Dynamic Equations
Having specialized to the case of planar motion, let η = x y ψ T and let ν = u v r T . Adopting the notation of [5] , the three degree of freedom dynamic equations are
Here M is the 3 × 3 generalized inertia matrix, which includes the rigid body mass and inertia as well as the added mass and inertia that account for acceleration-dependent potential flow effects. The 3 × 3 "Coriolis and centripetal" matrix C(ν) also accounts for potential flow effects while D(ν) represents damping terms. The vector f contains any other state-and input-dependent external forces and moments.
The elements appearing in the matrices M , C(ν), and D(ν) contain terms that describe the hydrodynamic surge and sway forces X and Y and the hydrodynamic yaw moment N . These terms are complicated functions of the state variables u, v, and r, the state ratesu,v, andṙ, the steering angle δr, and the throttle setting δT . Writing out (3) explicitly, and making standard assumptions about hydrodynamic coupling,
In these equations, the propulsor generates a surge force X ctrl which is, in general, a function of the vehicle state as well as throttle setting δT (measured in percent) and the steering angle δr (measured in degrees). Likewise, the steering moment N ctrl (δr, δT ) and the corresponding side force Y ctrl (δr, δT ) also depend on the state. Anticipating the use of simplified models that are identifiable from limited data sets, we do not explicitly incorporate this statedependence into the force and moment model.
In the following sections, we present several simplified variants of these dynamic equations. Again, our objective is to obtain a model that is rich enough to enable effective motion planning and control, simple enough to allow quick identification, and general enough to describe a variety of vehicles operating over a large range of speeds.
Linear Models
Modeling for control design typically involves linearizing about a nominal motion and assuming that the vehicle's true motion can be described by small perturbations from this nominal state. For a fast USV, this approach may be reasonable provided changes in speed are small. For larger changes in speed, one may use a speed-parameterized family of linear models provided the acceleration is small relative to the linearized vehicle dynamics. Although we do envision scenarios in which these assumptions may be violated, such as rapidly slowing and turning to avoid an unforeseen obstacle, a speed-parameterized linear model will likely suffice in normal operation.
Speed Dynamics
Linearizing (4) about the steady motion ν eq = u 0 0 0 T , corresponding to a nominal thrust value X ctrl 0 , one obtains the following two-parameter model:
where the time constant τ u and the input gain K u are parameterized by the nominal speed u 0 . While the first order lag model is fairly standard, variants have been proposed. Breivik and coauthors, for example, describe a nonlinear first order model in [3] .
Steering Dynamics
Linear Steering Model. Linearizing (5) and (6) about the same nominal condition gives
The sway and yaw dynamics decouple from the speed dynamics in the linearization, suggesting there is no first order effect of throttle on the heading and sideslip dynamics. Viewed as an input-output system, the linear, time-invariant model (7) has six unknown parameters: four parameters in the state matrix and two in the input matrix.
Nomoto's Steering Model. A steering model for large displacement vessels, attributed to Nomoto and colleagues [9] , suggests that turn rate can be described by the first order model
Nomoto's Steering Model with Sideslip. Comparing Nomoto's steering model (8) with (7), the Nomoto model assumes the vessel is constrained to move in the direction of its heading angle (β ≡ 0) while the linear model allows for sideslip. To address this deficiency, without resorting to the full linearized steering model (7), a first order lag model for sideslip was proposed in [13] :
With the addition of sideslip dynamics, we have
Kr τr δr (9)
Simplified Nonlinear Model
A simplified version of the nonlinear equations (4) through (6) is:
While applying the model (10) to a USV involves some unrealistic assumptions about dynamic symmetry, the model may capture dominant effects for low speed operation, such as potential flow effects, using relatively few parameters. In addition to studying the speed-parameterized linear models described in Section 2.2, we investigate whether (10) might serve to model a USV's behavior at low speeds.
Model identification proceeds in two steps. The first step is to determine the steady-state relationship between inputs and outputs from open-loop maneuvers. With the "DC gains" determined, the second step is to identify the parameters that govern transient behavior. Inspired by previous system identification efforts for autonomous underwater vehicles [10] , we implement simple controllers for motion variables of interest (e.g., speed and course) and obtain closed-loop state histories corresponding to specified reference commands (e.g., a square wave in course angle). Using closed-loop system responses allows more control over the vehicle's motion in the confined operating environments where field tests are performed, as compared with standard open-loop maneuvers.
Our approach to model identification involves adapting model parameter values such that a model-based simulation best matches the experimental data obtained for the feedback controlled USV. To initialize this iterative identification procedure, we obtain approximate values for the dynamic parameters using a least squares fit to the experimental data. Once an initial estimate for the parameter values has been obtained, the identification method seeks to minimize the following measure of the error between the true and simulated state and control histories:
In the cost function J, ν i (t) represents a particular state or input for the experimental system andν i is the corresponding state or input for the simulated mathematical model. (For example, to identify a steering model, one might choose ν 1 (t) = χ(t), ν 2 (t) =χ(t), and ν 3 (t) = δr(t).) The components ν i (t) can be non-dimensionalized to ensure that each term is appropriately weighted in the parameter identification process.
In determining model parameters, the question of identifiability naturally arises. For the linear dynamic models, following [10] , one may use results relating identifiability to the dependence of the system's Markov parameters on the parameters to be identified [7] . For the nonlinear dynamic model, one may similarly consider local identifiability by linearizing around a nominal state. Details can be found in the extended version of this paper [11] .
Identifying Steady-State Relationships Between Inputs and Outputs
Each of the dynamic models in Section 2 can be written in the forṁ
where x represents the state vector and u represents the input vector. The components of the vector B(u) model the force and moment generated by a given throttle and steering command. (Recall that we have assumed the control force and moment are static functions of the control parameters δr and δT .) The vector φ(x) represents (linear and nonlinear) terms in the system dynamics, parameterized by the matrix A. Because the vessel dynamics are stable, a constant input u ss (i.e., constant values of throttle and steering angle) ultimately yields
Using a series of steady-state response experiments, one may build a map relating the inputs δr and δT to steadystate values of the state variables. This map is used to constrain the process of identifying the model parameters so that the steady-state behavior is properly captured by the resulting model.
Initializing the Algorithm that Identifies Dynamic Parameters
Referring to (11) , suppose that we have obtained a (dynamic) state history x(t), as well as the state rate historẏ x(t), in response to some suitably rich input history u(t). Sampling these time histories at specific instants, one obtains a collection of algebraic equations for the unknown matrix A at time instants t i , subject to the constraints imposed by equations (12):ẋ (t i ) = Aφ(x(t i )) + B(u(t i ))
These equations collectively constitute an overdetermined linear system for the unknown parameters in the matrix A. The matrixÂ which most closely satisfies the given algebraic equations, in a least-square error sense, can be obtained using the pseudo-inverse [12] . The resulting estimate is used as the initial guess in the iterative identification scheme described below. 
Identifying Dynamic Parameters
Each of the USVs considered here has single-input, single-output PID compensators that adjust rudder and throttle commands to maintain a commanded heading and velocity, respectively. Petrich [10] describes an approach to system identification for closed-loop systems with unknown plant parameters in which the identification algorithm attempts to minimize the root-mean-squared (rms) error between actual and simulated state histories in response to identical input histories (e.g., square waves of given period and amplitude). Each of the proposed models is simulated in Simulink, along with a PID compensator with control gains identical to those used on the actual USV. Input saturation and rate limiting are also incorporated into the Simulink model, to more closely approximate the true vehicle behavior. A Matlab implementation of the the Nelder-Mead simplex method is used to adjust the dynamic model parameters with the aim of minimizing a cost function of the form J =χ rms + χ rms + δr rms + u rms + δT rms (13) where
for a given variable ν ∈ {χ,χ, u, δr, δT } and where T is the duration of the experiment. (The cost function might vary with the type of model being considered. For the first order Nomoto model, for example, where speed and steering are decoupled, one would omit u and δT from the cost function.) The Matlab function fminsearchbnd is used to guarantee that resulting parameters remain within physically reasonable bounds. The function fminsearchbnd is initialized using the least-squares results described in the previous section.
Platforms
Ribcraft. Virginia Tech has automated a 16-foot rigid hull inflatable boat (RHIB), incorporating a visual sensor to detect shorelines and obstacles while the vessel under way. The primary purpose of this vehicle is to demonstrate perception, mapping, and motion control methods to enable effective navigation in riverine environments with little or no a priori information. The USV, manufactured by Ribcraft (Marblehead, MA), uses a hydraulically steered 50 horsepower outboard motor that can deliver a top speed of roughly 20 knots. The primary visual sensor is an Ibeo laser line scanner which is inertially stabilized by a servo-actuated gimbal. The USV is equipped with an attitude and heading reference system (AHRS) and differential GPS. A wireless antenna allows the on-board computer to communicate with a separate computer located on a chase boat. The chase boat computer allows USV experiments to be initiated, monitored, and terminated remotely. The chase boat computer is capable of sending actuator-level commands (throttle and steering) or waypoint sequences.
SeaFox. NPS operates a 16-foot SeaFox RHIB USV to support research and development of new technologies for increased autonomy in military unmanned vehicles. The NPS SeaFox was designed and manufactured by Northwind Marine (Seattle, WA) as a remote-controlled platform for intelligence, surveillance, and reconnaissance (ISR), antiterrorism force protection, and maritime interdiction operations (MIO). SeaFox has a water jet propulsion system powered by a 250 horsepower engine that can deliver a top speed of about 40 knots. Working in collaboration with Virginia Tech, NPS is focusing on subsurface sensing for submerged obstacle detection in riverine environments. To address subsurface sensing, NPS contracted with Northwind Marine for vehicle upgrades that allow their SeaFox to deploy a Blue-View sonar system below the waterline. The sonar system comprises twin (port and starboard) 450-kHz pole-mounted sonar heads attached to pan/tilt actuators. The port and starboard sonar heads are mounted in a horizontal and vertical orientation, respectively, to produce two orthogonal image planes that provide complementary information about the subsurface environment. Like the Virginia Tech Ribcraft, the NPS SeaFox is equipped for fully autonomous operation, as well as manual and remote operation.
Pontoon USV. Virginia Tech also operates a small pontoon-based USV developed to investigate flow estimation and low-speed vehicle control in shallow water. Two electric trolling motors, mounted midline, propel the vehicle to a top speed of about 3.5 knots. Two water-tight cases house a large battery and the on-board electronics, respectively. The electronics case houses a differential GPS, an AHRS, and a laptop to read sensor data, issue throttle commands, and communicate with an on-shore base station. Table 1 shows the steady-state response of the Ribcraft USV to the constant inputs indicated. Note that sideslip angles are significant and increase with steering angle at all throttle settings. Table 2 shows the steady-state response of the SeaFox USV to the constant inputs indicated. Again, note that sideslip angles are significant at all speeds and increase with steering angle. The data in Table 2 correspond to experiments in which the sonar arms are fully deployed. These appendages significantly alter the boat's inertial and hydrodynamic properties. Note the low speeds for throttle settings between 15% and 35%. For nonzero steering angles, speed increases with throttle setting as expected, but the speed performance at zero steering angle is less predictable. Table 3 shows the steady-state response of the Pontoon USV to the constant inputs indicated. With side-mounted electric thrusters, the vehicle moves forward slowly but turns quickly. The course angle measurements obtained from GPS were therefore unreliable, leading to poor estimates of the sideslip angle. 
Modeling & Identification Results

Steady-State Input-Output Parameters
Dynamic Input-Output Parameters
Figures 3 and 4 show representative time histories (actual and simulated) for the feedback controlled Ribcraft USV in response to commanded square waves in speed and course angle, respectively. In Figure 3 , it is clear that the first order speed model identified for the given throttle setting fails to capture the detailed behavior of the vehicle in surge. While the steady-state behavior of the linear model matches that of the true system (by construction), only the gross trend in the dynamic response is captured by the linear model. For the data shown in Figure 4 , it appears that the Nomoto model with sideslip best approximates the true course angle history, an observation that is supported by comparative analysis of the parameter identification cost function data. It is somewhat surprising that the Nomoto model with sideslip should outperform the linear model, which contains two more parameters (representing zeros in the transfer functions from steering angle to sideslip angle and turn rate, respectively). In any case, it appears that the Nomoto model with sideslip provides a reasonable representation of the steering dynamics at a given throttle setting. shows course angle data for the Pontoon USV along with a simulation using the identified Nomoto model. Because this vehicle moves forward slowly and turns quickly, the course angle data from the GPS sensor were noisy -too noisy, in fact, to allow satisfactory fits of the linear and Nomoto-with-sideslip models. Regardless, the Nomoto model appears to do a good job describing steering dynamics at the given throttle setting (50%). Complete details concerning experimental data collection and analysis can be found in the extended version of this paper [11] . The extended paper includes dynamic modeling results SeaFox, omitted from this paper due to space limitations, as well as identified parameter values for all three vessels. Table 5 .2 shows cost function values for identified models of the Ribcraft USV steering dynamics. These values were computed using data sets that are independent of the data sets used for model identification. In each case the Nomoto model with sideslip compares well with the linear steering model, in many cases outperforming it. Identification results for the nonlinear model (10) may be found in the extended version of the paper [11] . Table 5 .2 shows cost function values for the pontoon USV. Note, as mentioned above, that the Nomoto model significantly outperforms the other linearized steering models. Results of experimental motion data analysis were presented for three USVs, along with a comparison of simple dynamic models identified using the data. Each platform represents a distinct control system implementation: an outboard engine, a jet-drive thruster, and differential electric thrusters. In each case, the USVs were observed to experience significant sideslip. For vehicles moving fast enough that GPS provides reliable course angle data, the steering dynamics can be well-approximated by first order lag models for turn rate and sideslip, a four-parameter steering model that can be easily identified from motion data.
