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a b s t r a c t
Semi-Lagrangian semi-implicit (SLSI) method is currently one of the most efficient
approaches for numerical solution of the atmosphere dynamics equations. In this research
we apply splitting techniques in the context of a two-time-level SLSI scheme in order to
simplify the treatment of the slow physical modes and optimize the solution of the elliptic
equations related to implicit part of the scheme. The performed numerical experiments
show the accuracy and computational efficiency of the scheme.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The combination of semi-implicit and semi-Lagrangian approaches first introducedbyRobert [29] and intensively studied
by many researchers (e.g. [6,23,25,28,31]) was shown to be quite efficient numerical technique in atmospheric modeling,
because it allows us to overcome the Courant–Friedrichs–Lewy (CFL) criterion with respect to both fast acoustic-gravity
waves and advective processes at the relatively low cost of solution to trajectory equations. Since the proof of the extended
stability and accuracy of the SLSI method in the 80s, this numerical technique is being used in an increasing range of
atmospheric models and reviews of different versions of SLSI schemes can be found in a number of sources (e.g. [8,16,17,19,
31,32] and the references therein). In the last few years, two-time-level versions of this method are being used in different
atmospheric centers, because they allow us to choose larger time steps than three-time-level ones and achieve the same
accuracy almost doubling the efficiency [17,20,21,24,26,32,34,35].
In spite of its efficiency, SLSI method has some computationally expensive parts of calculations, which can be treated in a
more optimalmanner. This research addresses an alternative computation for slow gravitymodes and solution of 3D elliptic
problems for implicitly treated linear terms. For explicit and simple approximation of slow gravitywaves, the SLSI algorithm
is split into two successive steps: in the first step, all terms are treated explicitly, and in the second step, an implicit time
discretization for the fastest waves and more accurate approximation for the most energy valuable terms are introduced.
The first step requires simple computations for the entire spectrum of processes described by primitive equations, but the
stability condition is very restrictive. The second step improves the overall stability at a reduced computational cost, because
only the terms responsible for the fastest processes are involved in these calculations. This kind of splitting is achieved by
vertical decoupling, which transforms the linearized hydrostatic equations to a set of decoupled barotropic modes with
different equivalent depths [8,9,14]. In this way, 3D elliptic problem is reduced to a set of 2D systems and only a few of
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these systems related to the fastest barotropic modes should be solved in order to ensure a large time step. Performed
evaluations of computational efficiency and forecast accuracy confirm validity of applied splitting techniques and show
reduced computational cost of the constructed scheme.
A similar approachwas first applied in the context of three-time-level SLSI method in [9] where slow insignificant waves
were approximated by the leap-frog scheme and the fastest principal modes by the Crank–Nicholson time differencing.
In that case the scheme design is more simple and flexible admitting different variations due to possibility to involve the
function values of three time levels. Besides, the stability and accuracy properties seems to be more predictable because
both principal time approximations have the second order of accuracy and independent stability conditions. For two-time-
level differencing the choice of numerical components is more restrictive. For implicit higher-order approximation the
Crank–Nicholson scheme is still a more natural and straightforward option, while for explicit part there are mainly three
alternatives: application of multistage methods like the explicit Runge–Kutta time differencing, operator splitting methods
and explicit–implicitmethods like the forward–backward one. The first approachwas discarded because it involves repeated
evaluations of the complex nonlinear right-hand side of the atmosphere dynamics equations, which is computationally
expensive task. The second approach is potentially attractive, but it frequently leads to the problem of additional truncation
errors, which is hard to deal with. In the case of large time steps such errors start to be dominant for many splittingmethods
and, as far as we know, a satisfactory solution to this problem has not been found until now. Besides, the splitting techniques
have no advantage over explicit methods as applied to slow atmospheric motions. Therefore, the ‘‘optimal’’ option seems
to be the third one, i.e., application of an explicit–implicit method, which allows straightforward computation at each time
step and is conditionally stable regardless of implicit component. Although such schemes do not generally preserve the
second order of accuracy, they can be designed to ensure the second order for the most important terms, and the first order
of approximation of remaining secondary terms has not practical influence on the overall scheme accuracy. We found the
forward–backward scheme to be the most suitable choice because it allows us to maintain the second order of accuracy of
the principal linear terms and is stable for time steps twice as large as those for the leap-frog scheme.
The two-time-level vertically split SLSI scheme with the forward–backward differencing for slow modes and the
Crank–Nicholson approximation for the principal modes was presented in [12] and computational experiments confirmed
that this approach is promising. In order to circumvent the solution of 2D elliptic equations for the implicit part of
approximation, a horizontal operator splitting was applied in [12] resulting in a set of 1D problems. The scheme was shown
to be efficient and accurate for time steps up to 30–40 min, but it fails to keep the accuracy of numerical solution for
larger time steps. Since the restriction on time step due to specific mode of trajectory calculation in two-time-level SLSI
schemes is about 60–70min (see Section 2) and it is close to the physical requirement on time step following from accuracy
considerations for large-scale atmosphere dynamics, it seems to be desirable to have possibility of using time steps up to
1 h without loss of accuracy. In this research we construct vertically split scheme based on the forward–backward and
Crank–Nicholson discretizations without any additional splitting, solving 2D elliptic problems by multigrid method. We
also use a slightly different version of the forward–backward scheme, which is potentially more accurate for non-corrected
slow vertical modes keeping nearly second order of accuracy for the Coriolis force. It is especially important for integration
with large time steps of about 1 hour. Numerical experiments show that such schememakes possible to use large time steps
up to 1 hour, achieving greater computational efficiency and keeping accuracy of numerical solution.
The rest of the paper is structured as follows. In Section 2, two-time-level semi-Lagrangian semi-implicit and explicit
time discretizations are introduced, its accuracy and stability properties are described and linear equations for differences
between two methods are derived. Vertical splitting and different treatment of the fast and slow vertical modes of the
hydrostatic model are discussed in Section 3. Stability properties of the constructed scheme are studied in Section 4. Finally,
evaluation of scheme accuracy and efficiency through numerical experiments with real atmospheric data is presented in
Section 5.
2. Semi-Lagrangian time differencing
Using time coordinate t , horizontal Cartesian coordinates x, y of a conformal projection of a sphere and vertical coordinate
σ = p/ps, horizontal momentum equations, hydrostatic equation, continuity equation and thermodynamic equation can
be written as follows [19,22]:
dtu = f0v − Gx + Nu, dtv = −f0u− Gy + Nv, (1)
Gln σ = −RT , dtP = −D− σ˙σ , dtT = RT0cp ·
(
dtP + σ˙
σ
)
+ NT . (2)
Here nonlinear and variable coefficient terms are contained in Nu, Nv , NT
Nu = −u
2 + v2
2
m2x + (f − f0) v − R (T − T0) Px,
Nv = −u
2 + v2
2
m2y − (f − f0) u− R (T − T0) Py, NT = −
R (T − T0)
cp
(
σ˙
σ
− D− σ˙σ
)
,
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and in the operator of the individual derivative:
dtϕ = ϕt +m2
(
uϕx + vϕy
)+ σ˙ ϕσ , ϕ = u, v, P, T . (3)
All used notations are quite standard. Unknown functions include the horizontal u and v, and the vertical σ˙ velocity
components, the horizontal divergence D = m2 (ux + vy), P = ln ps where p and ps are the pressure and surface pressure
respectively, the temperature T , and the generalized geopotential G = gz + RT0P where z is the height. The following
parameters are used: m is the mapping factor of conformal projection, f is the Coriolis parameter with mean value f0, g is
the gravitational acceleration, R is the gas constant of dry air, cp is the specific heat at constant pressure, T0 is the reference
temperature profile.
Semi-Lagrangian semi-implicit two-time-level approximation of prognostic equations in (1) and (2) can be written in
the form [20,21,26,35]:
un+1,a − un,d
τ
= f0 v
n+1,a + vn,d
2
− G
n+1,a
x + Gn,dx
2
+ Nn+1/2u , (4)
vn+1,a − vn,d
τ
= −f0 u
n+1,a + un,d
2
− G
n+1,a
y + Gn,dy
2
+ Nn+1/2v , (5)
Pn+1,a − Pn,d
τ
= −D
n+1,a + Dn,d
2
− σ˙
n+1,a
σ + σ˙ n,dσ
2
, (6)
T n+1,a − T n,d
τ
= RT0
cp
(
Pn+1,a − Pn,d
τ
+ σ˙
n+1,a + σ˙ n,d
2σ
)
+ Nn+1/2T . (7)
Here, the nonlinear terms are evaluated by time extrapolation at the intermediate time level (n+ 1/2) τ :
Nn+1/2 = N
n+1/2,a + Nn+1/2,d
2
= 1
2
(
3Nn,a − Nn−1,a
2
+ 3N
n,d − Nn−1,d
2
)
, N = Nu,Nv,NT
and the following denotations are used: τ is the time step, superscripts ‘‘n+1, a’’ denote a value at the arrival point of the 3D
trajectory at the new time level (n+ 1) τ , superscripts ‘‘n, a’’ and ‘‘n, d’’ denote a value at the arrival and departure points at
the current time level nτ , and ‘‘n− 1, d’’ denotes a value at the departure points at the past time level (n− 1) τ . The arrival
points are chosen to be given grid points and the departure points are found by solving the trajectory equations
dtr = V, r = (x, y, σ ) , V = (u, v, σ˙ ) . (8)
If the trajectory equations are approximated using time extrapolation of the velocity components
∆r = τVn+1/2 (r−∆r/2) , Vn+1/2 = 3
2
Vn − 1
2
Vn−1, (9)
two fixed point iterations with tri-linear spatial interpolation of the velocity components are used for solving (9), and tri-
quadratic interpolation is used for evaluating the functions at the departure points, then the system (4)–(7), (9) approximates
the primitive equations (1)–(2) with the second order of accuracy [6,20,24,31,34]. The only restriction on the time step of
such scheme is the sufficient condition for convergence of fixed point iterations for trajectories [28,31]:
τ ≤ 2
3Vd
, Vd = max
(|ux| , ∣∣uy∣∣ , |uσ | , |vx| , ∣∣vy∣∣ , |vσ | , |σ˙x| , ∣∣σ˙y∣∣ , |σ˙σ |) . (10)
Using the maximum values of wind component variations Vd ≈ 1.5 × 10−4 s−1 we get the maximum allowable time step
τ ≈ 70 min, which is close to accuracy requirement for modeling the large-scale atmospheric processes.
Although the scheme (4)–(7) is rather efficient, it has some expensive calculations such as implicit discretization of
slow gravity modes and solution of coupled 3D elliptic problems for linear terms treated implicitly. To reduce a number
of calculations related to insignificant slow vertical modes, we split semi-Lagrangian method in two steps. In the first step,
we apply explicit semi-Lagrangian forward–backward discretization (SLFB) to the primitive equations (1)–(2):
uˆn+1,a − un,d
τ
= f0 vˆ
n+1,a + vn,d
2
− Gˆn+1,ax + Nn+1/2u , (11)
vˆn+1,a − vn,d
τ
= −f0 uˆ
n+1,a + un,d
2
− Gˆn+1,ay + Nn+1/2v , (12)
Pˆn+1,a − Pn,d
τ
= −Dn,d − σ˙ n,dσ , (13)
Tˆ n+1,a − T n,d
τ
= RT0
cp
(
Pˆn+1,a − Pn,d
τ
+ σ˙
n,d
σ
)
+ Nn+1/2T . (14)
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This version of the forward–backward scheme allows us to approximate accurately the Coriolis force in the regional
atmosphere dynamics with small variations of the Coriolis parameter. The above scheme is computationally much less
expensive than a single step by (4)–(7) because the formulas (11)–(14) are actually explicit. Indeed, first we find Pˆn+1,a from
(13) and Tˆ n+1,a from (14). Then we obtain Gˆn+1,a from hydrostatic relation in (2) and, finally, we solve two simple linear
equations (11) and (12) for uˆn+1,a and vˆn+1,a. However the scheme (11)–(14) has the first order of accuracy and is linearly
stable only if
τ ≤
√
2hg
cg
, (15)
where hg is the mesh size of spatial grid used for gravity terms and cg ≈ 350 m/s is the maximum velocity of gravity waves
in the system (1)–(2) (see section 4 for details). On staggered spatial grid Bwith themainmesh size h = 50 km, theminimum
gravity mesh size is hg = h/
√
2 ≈ 35 km [27]. Then the maximum allowable time step is τ ≈ 2.4 min, which is too small
as compared with accuracy requirements.
To improve the stability properties of (11)–(14) we introducemore implicit approximation such as in (4)–(7). To this end,
we write the differences between SLSI and SLFB schemes:
un+1,a − uˆn+1,a
τ
= f0 v
n+1,a − vˆn+1,a
2
− G
n+1,a
x + Gn,dx − 2Gˆn+1,ax
2
, (16)
vn+1,a − vˆn+1,a
τ
= −f0 u
n+1,a − uˆn+1,a
2
− G
n+1,a
y + Gn,dy − 2Gˆn+1,ay
2
, (17)
Pn+1,a − Pˆn+1,a
τ
= −D
n+1,a − Dn,d
2
− σ˙
n+1,a
σ − σ˙ n,dσ
2
, (18)
σ
T n+1,a − Tˆ n+1,a
τ
= RT0
cp
(
σ
Pn+1,a − Pˆn+1,a
τ
+ σ˙
n+1,a − σ˙ n,d
2
)
. (19)
In order to eliminate the surface pressure and temperature, one can differentiate (19) with respect to σ , apply (18) and
substitute geopotential for temperature from the hydrostatic equation:(
σ
Gn+1,aln σ − Gˆn+1,aln σ
τ
)
σ
= RT0 Rcp
Dn+1,a − Dn,d
2
. (20)
Eqs. (16), (17) and (20) form the closed system for three unknown functions. Obviously, solution of this system is equivalent
to solution of the SLSI scheme (4)–(7).
3. Vertical decoupling and evaluation of corrections
Discrete analogues of Eqs. (16), (17) and (20) on the Lorenz vertical K level grid can be written as follows [2,8,11]:
un+1,a − uˆn+1,a
τ
= f0 v
n+1,a − vˆn+1,a
2
− G
n+1,a
x + Gn,dx − 2Gˆ
n+1,a
x
2
, (21)
vn+1,a − vˆn+1,a
τ
= −f0 u
n+1,a − uˆn+1,a
2
− G
n+1,a
y + Gn,dy − 2Gˆ
n+1,a
y
2
, (22)
Gn+1,a − Gˆn+1,a
τ
= −RT0AD
n+1,a − Dn,d
2
, (23)
where u, v,D,G are the vector-functions of the order K and A is K × K matrix of the vertical structure. The distribution of
variables on the Lorenz vertical grid and some natural approximations to vertical operators can be found in [2,3,8,11]. Since
discretization on this grid is more straightforward for keeping conservation properties of the primitive equations it seems
to be the most popular vertical grid for hydrostatic models [2,3].
Under natural restrictions on a choice of vertical approximation, it can be shown that the vertical structure matrix is
oscillatory and, therefore, all its eigenvalues are positive and distinct [11]. In this case, using a spectral decomposition
A = SΛS−1, where Λ = diag [λ1, . . . , λK ] is eigenvalue matrix and S is the matrix of eigenvectors (i.e., vertical normal
modes) of A, the system (21)–(23) can be rewritten as K decoupled 2D systems
uk − τ f02 vk +
τ
2
Gkx =
τ
2
G∗kx , vk +
τ f0
2
uk + τ2Gky =
τ
2
G∗ky , Gk +
τ c2k
2
Dk = −τ c
2
k
2
· D∗k . (24)
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Fig. 1. The gravity-wave velocities for the vertical structure matrix A.
Here k = 1, . . . , K is the index of vertical mode, ck = √RT0λk is the gravity-wave phase speed of the kth vertical mode and
ϕ = S−1
(
ϕ
n+1,a − ϕˆn+1,a
)
, ϕ∗ = S−1
(
ϕˆ
n+1,a − ϕn.d
)
, ϕ = u, v,D,G, (25)
that is, ϕk are the coefficients of expansion of physical corrections ϕn+1,a − ϕˆn+1,a by the vertical normal modes sk, which
compile the matrix S, and similarly for ϕ∗k . Hereinafter we suppose that the eigenvalues λk (and consequently ck) are
numbered in decreasing order.
The second step of two-step algorithm consists of solving some 2D systems (24) with the greatest values of ck. Each
of the systems (24) can be considered as time discretization of the linearized barotropic equations with the corresponding
equivalent depth dk = c2k /g . Since the smaller verticalmodes have not any significant influence on the accuracy and stability
of the constructed scheme, we can solve only some first systems (24) in order to improve significantly the accuracy and
stability properties of the SLFB scheme. Indeed, the analysis of linear stability shows (see Section 4 for details), that by
solving the first I systems (24) the CFL criterion (15) is substituted by more tolerant condition
τ ≤
√
2hg
cI+1
. (26)
Analysis of the vertical structure matrix A reveals that its eigenvalues fast decrease to zero. The characteristic values of the
respective gravity-wave velocities drawn for two 30-level vertical grids with different distributions of the vertical levels are
shown in Fig. 1. The numerical results for finer vertical resolutions are similar.
Therefore, correcting only the first five modes in the 30-level vertical model, we increase the scheme stability from
2.4 min to about 24 min (c6 ≈ 35 m/s). Moreover, applying Turkel–Zwas space splitting [30,36] with gravity mesh size
hg = 3h/
√
2 ≈ 105 km for approximation of the pressure gradient and divergence terms in the SLFB scheme, one can
increase the maximum allowable time step up to 70 min, which corresponds to (10) and is large enough for the purposes
of numerical weather prediction. Theoretically such scheme has the first order of accuracy and uses a coarse grid because
of time differencing and large mesh sizes used in the SLFB scheme, but it does not practically result in a loss of accuracy
because the slowest internal gravity waves contain only a small fraction of the total available energy [4,19,37].
By eliminating unknowns uk and vk, solution of each barotropic system (24) can be reduced to 2D Helmholtz equation
Gk − γk∇2Gk = −τ c
2
k
2
D∗k − γk∇2G∗k , γk = τ 2c2k /
(
4+ τ 2f 20
)
. (27)
An attempt was made to further split the operator in (27) modifying it to
(1− γk∂xx)
(
1− γk∂yy
)
Gk = −τ c
2
k
2
D∗k − γk∇2G∗k + γ 2k G∗kxxyy . (28)
This is a slight modification for small values of the time step and experiments show that it works well for τ ≤ 40 min [10,
33]. However, attempts to use this splitting in the current model for larger time steps were not successful because of the
fast growth of the splitting truncation error when time step exceeds 40 min. It can be shown that the horizontal splitting
(28) leads to violation of the hydrostatic hypothesis, which is highly accurate for large-scale atmospheric processes. This
disturbance is rather small for small time steps, but itmay generate significant splitting errors for large values of τ . According
to numerical experiments for τ > 40 min the splitting (28) introduces unacceptable truncation errors. It seems to be a
general problem of horizontal splitting applied to atmospheric models [7,13,15,38].
120 A. Bourchtein, L. Bourchtein / Journal of Computational and Applied Mathematics 227 (2009) 115–125
An alternative approach is employing a fast multigrid solver designed for solution of elliptic problems.We apply BOXMG
software [5,18], which shows equally well performance for spatial grids with arbitrary point number. The optimal version of
the BOXMG algorithm for Eq. (27) consists of V-cyclic method with two cycles for the first two vertical modes and one cycle
for others. One four-color Gauss–Seidel point relaxation sweep is performed on each grid both before dropping down to the
next coarser grid and before interpolation to the previous finer grid. The numerical experiments showed that this multigrid
algorithm reduces the computational cost of the solution of the Eqs. (27) about factor of 3.5 as comparedwith the traditional
SOR method for horizontal grids of 140 × 140 points. After Gk is found, respective uk and vk are computed explicitly from
the first two equations in (24).
4. Accuracy and stability analysis
In this section we prove the properties of accuracy and stability of the developed scheme stated in the previous sections.
First, we note that the developed scheme, including the described trajectory calculations (9), forward–backward step
(11)–(14), vertical decoupling (24)–(25) and solution of the correction equations (27), has generally the first order of
accuracy, which increases up to the second order in the specific case when the number I of the corrected vertical modes
equals K . We refer the reader to extensive study performed by different authors [6,20,24,25,34], which proves that the
scheme (4)–(7), (9) has the second order of accuracy. Let us note that the calculation of trajectories (9) has the same form
for all versions of numerical schemes considered in this manuscript.
Now considering the case I = K , one can conclude that the solution of correction Eq. (24) for all k = 1, . . . , K results in
the solution of the system (21)–(23), which, in its turn, is the second-order vertical discretization to the system (16), (17),
(20). Applying the diagnostic relations, the last equation can be transformed to (18) and (19). Finally, adding (16)–(19) to
(11)–(14) we obtain discretization (4)–(7) of the second order of accuracy.
If no vertical mode is corrected (I = 0) then no correction to the system (11)–(14) is made and the scheme has the first
order of accuracy. If I vertical modes are corrected (0 < I < K), then these vertical modes are treated implicitly in the
form (4)–(7) and the remaining modes are treated explicitly like in (11)–(14). Therefore the first I modes are approximated
with the second order of accuracy and the others with the first order, which gives the first order of accuracy for the whole
scheme.
Remark 1. In spite of the first order of accuracy for I < K , the developed scheme with I ≥ 5 supplies results very closed
to those obtained with I = K . This is due to the well-known feature of the atmospheric processes that the vertical mode
distribution of the atmospheric energy is highly nonuniform and the first vertical modes contain the principal part of the
energy [4,19,37].
Now let us study the linear stability of the scheme. To this end, let us consider the linearized model equations (1)–(2) on
a tangent plane (f = f0 = const,m = 1) with horizontal basic state advection. It means that the nonlinear terms Nu, Nv , NT
should be dropped in (1)–(2) and the individual derivative (3) takes the form
dtϕ = ϕt + aϕx + bϕy, (29)
where constants a and b are the characteristic values of the velocity components.
In this case the SLSI and SLFB equations can be written as follows:
un+1,a − un,d
τ
= f0 v
n+1,a + vn,d
2
−
[
α
Gn+1,ax + Gn,dx
2
+ (1− α)Gn+1,ax
]
, (30)
vn+1,a − vn,d
τ
= −f0 u
n+1,a + un,d
2
−
[
α
Gn+1,ay + Gn,dy
2
+ (1− α)Gn+1,ay
]
, (31)
Pn+1,a − Pn,d
τ
= −α
(
Dn+1,a + Dn,d
2
− σ˙
n+1,a
σ + σ˙ n,dσ
2
)
− (1− α) (Dn,d + σ˙ n,dσ ) , (32)
T n+1,a − T n,d
τ
= RT0
cp
Pn+1,a − Pn,d
τ
+ RT0
cp
[
α
σ˙ n+1,a + σ˙ n,d
2σ
+ (1− α) σ˙
n,d
σ
]
. (33)
The case of α = 1 corresponds to the SLSI scheme and α = 0 to the SLFB approximation. As in Section 2, we can reduce (32)
and (33) to one equation for G:(
σ
Gn+1,aln σ − Gˆn+1,aln σ
τ
)
σ
= RT0 Rcp
[
α
Dn+1,a + Dn,d
2
+ (1− α)Dn,d
]
. (34)
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The vertically discretized equations (30), (31) and (34) can be written as follows:
un+1,a − un,d
τ
= f0 v
n+1,a + vn,d
2
−
[
α
Gn+1,ax + Gn,dx
2
+ (1− α)Gn+1,ax
]
,
vn+1,a − vn,d
τ
= −f0 u
n+1,a + un,d
2
−
[
α
Gn+1,ay + Gn,dy
2
+ (1− α)Gn+1,ay
]
,
Gn+1,a − Gn,d
τ
= −RT0A ·
[
α
Dn+1,a + Dn,d
2
+ (1− α)Dn,d
]
.
By applying the vertical decoupling introduced in Section 3, the last equations can be transformed to the form:
un+1,ak − un,dk
τ
= f0 v
n+1,a
k + vn,dk
2
−
[
α
Gn+1,ak + Gn,dk
2
+ (1− α)Gn+1,ak
]
x
, (35)
v
n+1,a
k − vn,dk
τ
= −f0 u
n+1,a
k + un,dk
2
−
[
α
Gn+1,ak + Gn,dk
2
+ (1− α)Gn+1,ak
]
y
, (36)
Gn+1,ak − Gn,dk
τ
= −c2k
[
α
Dn+1,ak + Dn,dk
2
+ (1− α)Dn,dk
]
. (37)
According to the linearized formof the individual derivative (29), the trajectory equations have the form dtx = a, dty = b,
that is,
xd = xa − aτ , yd = ya − bτ . (38)
For the sake of simplicity we restrict our analysis to the case when the interpolation to the departure points of trajectories
is exact. In this case, to investigate the stability of one of the barotropic systems (35)–(37) we use the particular solution in
the form
(u, v,G)n,ak = (U, V ,H) µnei(mx+ly), (39)
where U, V ,H are the amplitudes of the wave solution, m, l are the wave numbers and µ is the amplification factor. (Of
course, the amplitudes and amplification factor are the functions of the barotropic system index k and the wave numbers
m, l).
Substituting (39) in (35)–(37), we obtain the linear system for the amplitudes:
µ− eiβ
τ
U = f0µ+ e
iβ
2
V − im
[
α
µ+ eiβ
2
+ (1− α)µ
]
H,
µ− eiβ
τ
V = −f0µ+ e
iβ
2
U − il
[
α
µ+ eiβ
2
+ (1− α)µ
]
H,
µ− eiβ
τ
H = −c2k im
[
α
µ+ eiβ
2
+ (1− α)
]
U − c2k il
[
α
µ+ eiβ
2
+ (1− α)
]
V .
Here, β = −maτ − lbτ reflects the displacement (38) of departure point with respect to arrival one in Fourier space. The
last system has non-trivial solution if and only if its determinant is zero, that leads to the following characteristic equation:(
µ− eiβ) {(µ− eiβ)2 + 4A2 [αµ+ eiβ
2
+ (1− α)µ
] [
α
µ+ eiβ
2
+ (1− α) eiβ
]
+ B2 (µ+ eiβ)2} = 0,
where
A2 = τ
2c2k
4
(
m2 + l2) , B2 = τ 2f 20
4
.
The first root µ = eiβ corresponds to the advection part and it lies on the boundary of the unit disk. It is suitable to use a
new variable η = µe−iβ and rewrite the remaining part of the characteristic equation in the form
η2 − 2Cη + 1 = 0 (40)
with the real parameter C defined by the formula
C = 1− A
2
(
2− 2α + α2)− B2
1+ A2 (2α − α2)+ B2 .
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For stability of the scheme (35)–(37) for any fixed k, the amplification factors µ should lie in the closed unit disk, that is,∣∣η1,2∣∣ ≤ 1 where η1,2 are the roots of the Eq. (40). Evidently this condition is satisfied if, and only if, |C | ≤ 1. Setting
α ∈ [0, 1], we can rewrite the last inequality in the form∣∣1− A2 (2− 2α + α2)− B2∣∣ ≤ 1+ A2 (2α − α2)+ B2. (41)
If α = 1 (the case of the standard SLSI scheme), then (41) holds for all real values of A and B. Otherwise, the following
inequality should be satisfied:
A2 ≤ 1
(1− α)2 ,
that is,
τ ≤ 1
1− α
2
ck
√
m2 + l2 . (42)
Thus, for the SLFB scheme (α = 0)we have
τ ≤ 2
ck
√
m2 + l2 .
For fully discretized model, restriction (42) transforms into the CFL condition with respect to the gravity speed of the kth
vertical mode. In fact, if we apply the second order central difference approximation on a horizontal grid with mesh size
hg to the spatial derivatives in (35)–(37), then m = sin
(
m˜hg
)
/hg , l = sin
(
l˜hg
)
/hg , where m˜, l˜ are the wave numbers of
discrete waves, and, consequently, (42) takes the form
τ ≤ 1
1− α
2hg
ck
√
sin2
(
m˜hg
)+ sin2 (l˜hg) .
Since this restriction should be satisfied for any pair of wave numbers
(
m˜, l˜
)
, we get
τ ≤ 1
1− α
√
2hg
ck
. (43)
For the SLFB scheme (43) transforms to τ ≤ √2hg/ck.
Thus, if we correct all vertical modes (α = 1 for all systems (35)–(37)), then there is no restriction on the time step for
the linearized model (it is the well-known result for the standard SLSI scheme). If no mode is corrected (that is, the SLFB
scheme is used), then the CFL condition is defined by the maximum gravity speed c1 ≈ 350 m/s. Generally, if I modes are
corrected, then the CFL condition takes the form τ ≤ √2hg/cI+1, that is, the stability condition is defined by the fastest
vertical mode treated explicitly.
Remark 2. Under the last condition, all the characteristic roots lie in the closed unit disk and those on its boundary are
simple. Therefore, this condition is sufficient for linear stability of the scheme with I corrected modes.
Remark 3. Traditionally, obtained linear stability condition is used as the first approximation for the choice of the actual
time step. The corrections to this choice are made in accordance with the numerical tests. In the majority of atmospheric
models, the CFL condition is very good evaluation for the allowable time step. In particular, performed numerical
experiments showed that the stability condition obtained above is quasi-exact for the developed numerical scheme.
5. Numerical experiments
To evaluate accuracy and computational efficiency of the constructed two-time-level scheme we performed numerical
experiments using actual atmospheric data (initial and boundary value conditions) obtained from objective analysis and
global forecasts of National Centers for Environmental Prediction (NCEP). In all experiments the spatial domain consisted
of the atmosphere layer from Earth surface up to 20 km of altitude in vertical and horizontal domain of 7000 × 7000 km2
centered at 35◦S, 55◦W (near Montevideo). The vertical grid is composed of 30 vertical levels distributed non-uniformly
(with concentration of the levels in the boundary layer and higher troposphere) and horizontal mesh size is 50 km.
It is well known that after certain period of integration of a regional model the forecast results are determined in high
degree by boundary conditions. It means that there is no sense in verifying the forecasting skill of a regional model for large
integration periods. It was specified in [1] that the boundary conditions have a dominant influence on forecasts after about
36 h of integration for the domain size of 7500×9500 km2.We found similar behavior of predicted fields in our experiments.
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Fig. 2. The rms error of the 500 hPa geopotential height forecasts for three schemes.
Fig. 3. The rms error of the 850 hPa temperature forecasts for three schemes.
Therefore, the time integration of 24–36 h was chosen for evaluation of the scheme performance. Besides, to eliminate the
influence of the boundary conditions a smaller interior area of 2000× 2000 km2 was chosen for calculation of skill scores.
In order to compare the performance of the developed splitting scheme (SLSIS)with standard two-time-level SLSI scheme
(SLSIT) and explicit forward–backward scheme (SLFB) a series of 24-h forecasts was carried out using the datasets of July
2006 with these three models and the quality of the predicted fields was evaluated by calculating the root-mean-square
(rms) error over chosen domain. This is a traditional measure for evaluating the accuracy of numerical solution for weather
forecasts, representing the rms differences between forecast fields and respective analysis fields averaged over the chosen
domain [1].
Fig. 2 shows the rms error for the forecasts of geopotential fields at the 500 hPa pressure surface as the function of
forecast time for three schemes. This surface is quite characteristic for evaluation of dynamics of the middle troposphere
and traditionally used for evaluation of forecasting skill of numerical models. It can be seen that forecast accuracy of the
splitting scheme is of the same level as that of traditional scheme. Fig. 3 shows the rms error for the temperature forecast at
the 850 hPa pressure surface. This is another characteristic field used for measuring forecasting skill, because it is important
for definition of the vertical convective processes. Again one can note that the forecast results for two SLSI schemes are
virtually coincide and slightly better than forward–backward solution.
The results of comparative evaluation of the above three schemes for different pressure surfaces are summarized in
Table 1 along with computational characteristics. The accuracy of the last two schemes is virtually the same, although SLSIS
integration is almost twice as fast as SLSIT one.
An additional experiment with the initial data from the dataset of 00 UTC 29 July 2006 was performed to check the
capability of numerical scheme to capture characteristic cyclonic activity in the chosen prognostic region. Figs. 4 and 5
show the analyses of geopotential height for 500 hPa pressure surface for 00 UTC 29 July and 30 July, respectively. The 24-h
forecast calculated by SLSIS model is presented in Fig. 6. It can be noted that the numerical solution reproduces well the
actual atmosphere dynamics.
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Fig. 4. Height of the 500 hPa pressure surface for 00 UTC 29 July 2006.
Fig. 5. Height of the 500 hPa pressure surface for 00 UTC 30 July 2006.
Fig. 6. 24-h forecast of height of the 500 hPa pressure surface for 00 UTC 30 July 2006.
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Table 1
Mean objective scores of the 24-hour geopotential forecasts
Scheme τ ε200 ε500 ε1000 TCPU
SLFB 2 29.4 19.9 26.1 1
SLSIT 60 27.8 19.2 23.2 0.19
SLSIS 60 27.9 19.2 23.4 0.10
ε200, ε500, ε1000-rms errors (in meters) of 24-h forecasts of geopotential fields at the pressure surfaces 200 hPa, 500 hPa, 1000 hPa, respectively; τ — time
step (in minutes); TCPU — CPU time of a 24-h forecast in fraction of the CPU time for the SLFB scheme (nondimensional).
In terms of computational efficiency, a 24-h integration of the SLSIS scheme takes about half of computational time
required for SLSIT scheme, which, in its turn, is over five times faster than the SLFB scheme. Thus, the results of numerical
experiments show that the internal gravitywaves have little influence on the quality of the forecasts and additional splitting
errors introduced in a new algorithm are sufficiently small. The SLSIS scheme can be run with time steps up to one hour
keeping a good level of accuracy and halving the computational time needed for standard SLSI scheme.
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