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Abstract
This work uses Large-Eddy Simulations to examine the effect of actuator parameters and jet exit
properties on the evolution of coherent structures and their impact on the near-acoustic field without
and with control. For the controlled cases, Localized Arc Filament Plasma Actuators (LAFPAs)
are considered, and modeled with a simple heating approach that successfully reproduces the main
observations and trends of experiments.
A parametric study is first conducted, using the flapping mode (m=±1), to investigate the sen-
sitivity of the results to various actuator parameters including: actuator model temperature, actuator
duty cycle, and excitation frequency. It is shown by considering a Mach 1.3 jet at Reynolds number
of 1×106 that the response of the jet is relatively insensitive to actuator model temperature within
the limits of the experimentally measured temperature values. Furthermore, duty cycles in the range
of 20%− 90% were observed to be effective in reproducing the characteristic coherent structures
of the flapping mode. The 90% duty cycle exhibits strengthened coherent structures and slightly
higher jet growth along the flapping plane, but the overall dynamics remain almost identical to the
lower duty cycle cases. However, a 100% duty cycle had no perceptible effect on the jet. Therefore,
increasing the energy inserted into the flow via actuator temperature or duty cycle does not signif-
icantly alter the flow dynamics. The largest sensitivity was associated with excitation frequency,
with the most significant effect associated with the column mode instability frequency (St ≈ 0.3),
which results in alternating vortex rings for this mode. Higher and lower frequencies reduced the
rate of decay of the centerline velocity. Although the higher frequencies increased the number of
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features observed in the phase-averaged data, their prominence is reduced due to their breakdown
into smaller structures. These actuator parameter results confirm that the flow response and control
authority is associated with manipulation of flow instability, rather than heat deposition.
Next, jet flow parameters were explored to determine the control authority under different op-
erating conditions. To begin, the effect of the laminar nozzle exit boundary layer thickness was
examined by varying its value from essentially uniform flow to 25% of the diameter. In the absence
of control, the distance between the nozzle lip and the initial appearance of breakdown is propor-
tional to the boundary-layer thickness, which is consistent with theory and previous results obtained
by other researchers at Mach 0.9. However, the subsequent growth towards the centerline is faster
for the thicker boundary layers. For flapping mode control, increasing the thickness of the boundary
layer has different effects on the flapping and non-flapping planes. The rapid spreading of the jet
observed on the flapping plane with thin boundary layers is greatly diminished as the nozzle exit
layer is thickened. Conversely, the rate of spreading on the non-flapping plane is increased. The
characteristic vortical rings observed with thin layers in experiment and simulations become less
prominent with increasing nozzle exit boundary layer thickness, indicating reduced control author-
ity. Thus, increasing the boundary-layer thickness reduces the differences between controlled and
uncontrolled cases.
The second flow parameter studied was the effect of Reynolds number on a Mach 1.3 jet con-
trolled by the flapping mode at an excitation Strouhal number of 0.3. The higher Reynolds number
(Re= 1,100,000) jet exhibited reduced control authority compared to the Re= 100,000 jet. Like the
effect of increasing the nozzle exit boundary layer thickness, increasing the Reynolds number cause
a reduction in spreading on the flapping plane and an increase on the non-flapping plane. Therefore,
these thicker layers and higher Reynolds number jets may require actuators with a higher energy
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input (i.e. higher duty cycle, higher actuator temperature, more actuators) to ensure the excitation
of the flow instability.
The final parameter studied is the effect of Mach number on the development and decay of large
scale structures for no-control and control cases for Mach 0.9 and Mach 1.3 jets. For this exercise,
the axisymmetric mode (m = 0) was considered at excitation frequencies of St = 0.05, 0.15, and
0.25, with emphasis on the evolution of coherent structures and their effects on the resultant near
field pressure map. Without control, the two jets have similar shear layer growth until the end of
the potential core length of the subsonic case, at which point the subsonic jet spreads at a higher
rate. For the controlled cases, relatively larger streamwise hairpin vortices have been noted for the
subsonic cases than the supersonic cases resulting in stronger entrainment of the ambient fluid. This
increased entrainment in the subsonic cases causes a reduction in the normalized convective velocity
resulting in similar normalized values to that of the supersonic cases. As the excitation frequency is
increased, more hairpin vortices are present and the normalized convective velocity is reduced for
both subsonic and supersonic cases.
A detailed study of the connection between the coherent structures and the pressure in the near-
acoustic field and lipline supports the theory that the successive interacting pulses produce a quasi-
linear superposition of the impulse response of the jet to excitation. The velocity of waves just
outside of the shear layer is very near the acoustic value due to the exponential decay of the hy-
drodynamic waves. In the near field, the acoustic influence on the convective velocity is greater
on the sideline angles for the subsonic cases due to the directivity of the large scale structures and
the lower acoustic signature of the subsonic jet compared to the supersonic jet. The supersonic jet
region maintains higher correlations to the near acoustic field than the subsonic jet. The higher
excitation frequencies cause a more directed propagation path to the downstream angles due to the
consistent location of the large scale structure decay from the excitation.
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Chapter 1
INTRODUCTION
Jet noise has become a major concern over the years due to the increasing proximity of airports
to suburbia causing stringent regulations and also due to the cost associated with aircraft carrier
personnel hearing loss. Although this is a major concern for military and civilian aircraft, the
mechanisms of jet noise are not fully understood as of yet. The pioneering studies of Lighthill
[66, 67, 65], yielded substantial insights into sound generation mechanisms, as well as practical
results. For example, for subsonic jets, the acoustic power output varies as velocity to the eighth
power. Ffowcs Williams [29] further connected the sound field to the flow dynamics by analysing
the effects of jet turbulence convected at high speeds. Numerous other theoretical advances have
been presented over the years to the acoustic analogy idea [38, 39]. Nonetheless, many questions
remain in establishing the connection between the turbulent structures within a jet to the far field
sound (see for example the recent review of Jordan and Colonius [52]). The current understanding
of jet noise is summarized in Section 1.1. A more thorough review of the sources of jet noise are
presented in Refs. [54, 49, 95].
1.1 Noise Sources
For a supersonic jet, the noise sources include: turbulent mixing, broadband shock associated
noise, screech tones, and Mach wave radiation. Broadband shock associated noise and screech tones
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are present when the jet is not perfectly expanded. Broadband shock associated noise occurs when
the large scale structures interact with the shock cells present in the jet. This noise is directed mostly
upstream and is spread over a wide range of frequencies. Screech tones occur due to upstream-
traveling acoustic waves interacting with the thin shear layer near the nozzle exit and exciting a
shear layer instability. This instability grows in the shear layer as it propagates downstream and
begins to interact with the shock cells causing acoustic waves to be emitted. These waves travel
upstream and interact with the initial shear layer forming a feedback mechanism. This process is
amplified by thicker nozzle lips and higher jet temperatures. Mach wave radiation occurs when a
perturbation in the jet flow moves at a supersonic speed compared to the surrounding fluid. This
perturbation is usually a large scale structure that has a convective velocity higher than the ambient
speed of sound. This can be a major source of noise for high-speed and/or high temperature jets.
Lastly, turbulent mixing noise is caused by interactions of coherent structures.
For subsonic jets, the most significant noise source is turbulent mixing. The turbulent mixing
noise is a complex process in which the different turbulent scales contribute differently depending
on the size, curvature, and velocity of the structure. The structures (large and small scale) created by
the jet affect sound generation. The small structures emit noise in all directions but dominate on the
sideline angles and can be easily applied to the acoustic analogies [54]. The small scale structures
are said to be acoustically compact and convective. A noise source is compact if its length scale
is much smaller than the acoustic wavelength that is produced. Likewise, a compact source region
occurs when the characteristic length of the region is much smaller than the wavelength of the
acoustic wave emitted. This means that the noise source can be considered as a point source and its
position within the source region is immaterial while determining the retarded time to the observer.
In contrast, the large scale structures of the jet naturally break down into specific modes at a
preferred frequency and the interactions of these structures dominate the noise in the downstream far
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field angles. The sound from the large coherent structures has been shown to be spatially stationary
and non-compact[30, 61, 68, 21]. This sound source also radiates primarily to the lower angles from
the jet axis. Some studies have found that this sound mechanism is non-linear for low Reynolds
number excited jets [94, 61, 85] and linear in unexcited jets [20, 53]. This suggests that the vortex
pairing of un-excited high Reynolds number jets is not coherent enough to be a major source of
noise.
The turbulent mixing source regions can be broken into the different stages of the jet. At the
exit of the jet, the high velocity gradient of the initial mixing region can produce noise that can
be amplified by thicker nozzle lips [89]. This source is not seen when the nozzle is not present as
shown by the simulations of Bogey and Bailly [8]. Downstream of the initial mixing region, vortex
pairings occur throughout the axial length of the potential core for low Reynolds number laminar
jets [110]. The initial vortex pairing is governed by the initial shear layer momentum thickness at the
characteristic frequency based on momentum thickness of Stθ = fθ/U = 0.012 [110]. Usually three
or four vortex pairings occur before the collapse of the potential core when the shear layer grows to
the point that it intersects with itself. These large scale structures produce large hydrodynamically
dominant waves in the near field surrounding the shear layer. Within these waves is a small acoustic
portion which propagates to the far field while the hydrodynamic portion rapidly decays with radial
distance away from the jet. The transition from the hydrodynamically dominant to the acoustically
dominant region has been found to occur at a Helmholtz number of around kr = 1 to 2 (k is the
wavenumber and r is the radius) [2, 46, 20]. In the previously cited review article [52], the authors
use a wave packet approach to analyze the smooth variation of spectra. With a careful selection of
experimental and numerical results, they verify the importance of the modal structures within the
jet on the surrounding acoustic near field. This was also confirmed by Fuchs and Michel [34] who
reported that the near field pressure is dominated by low order azimuthal modes confirming that
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coherent structures are important to the near field. Schreck and Ho [88] took this finding one step
further by extending it to the far field. They examined a Mach (M) 0.5 elliptic jet and confirmed that
near the jet shear layer, the pressure is dominated by the convecting vortices. They also observed
that a short distance away from the shear layer the fluctuations from the end of the potential core
dominate and these are the origin of the far field noise at low jet angles.
The different large scale structure modes are dominant in different regions of the jet. Raman et
al. [79] observed that the axisymmetric (m = 0) mode was dominant in the potential core region
while the helical modes were dominant downstream. These different structures undergo rapid vari-
ations as they propagate downstream due to self induced velocity and entrainment which lead to
structure interactions. Grinstein and DeVore [41] studied axis switching of square jets via simula-
tions and discovered that the nearly square vortex rings formed close to the exit deform and switch
axes due to the variation in the self-induced velocity around the ring. Grinstein [40] furthered his
investigations by studying simulations of low aspect ratio rectangular jets and found ring and rib
vortex interactions for a nozzle aspect ratio of four. He also found hairpin vortices along the corners
when a nozzle aspect ratio of one was used. From these experiments, he concluded that the near
field was largely dependent on the different vortex interactions.
Other researchers, including Guj et al. [44] and Guitton et al. [43], employed mathematical
processes to decipher the dominant structures within the jet. Guj et al. [44] took low speed experi-
mental data and conditionally averaged it based on local maximum to obtain the coherent structures
with similar shapes. Through this averaging, he found that noise near the nozzle exit was mostly
due to the Kelvin-Helmholtz instability and further downstream the noise was produced by vortex
interactions. Guitton et al. [43] took a more theoretical approach and modeled an axisymmet-
ric wave-packet which had Gaussian envelopes and resembled interference nodes in experiments.
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His model showed that the dominant hydrodynamic energy distribution for the higher frequencies
occurs closer to the nozzle exit.
The region located downstream of the potential core is associated with the dominant production
of large scale turbulence sound. This location is characterized by the breakdown of the coherent
structures. The noise sources in this region have been shown to be non-compact and intermittent
(inherently directive) [8, 48, 104]. This intermittent noise source produces 50% of its sound in
10-20% of the total time signal[55]. The collapse of the potential core has been attributed to the
major noise source at low angles to the jet axis through correlations between the turbulent region
of the jet to the acoustic field [86, 9]. The complexity of jet noise source determination is further
evident in the recent work of Kearney-Fischer et al. [58], who examined several subsonic databases
to show that aft angle jet noise can be substantially reproduced by retaining only high-intensity
intermittent noise events. These low angles are a major concern when the aircraft is taking off or
landing and therefore the major concern of this work will be on the development and decay of large
scale structures.
1.2 Factors Affecting Coherent Structure Generation
A number of factors can influence the types of structures that are developed and thereby the
sound generated by the jet. For instance, the nozzle lip thickness, Reynolds number based on
nozzle diameter, jet exit Mach number, nozzle exit boundary layer thickness, and the turbulence
intensity at the nozzle exit all contribute to the size, shape, and coherence of the structures. The
current understanding of some of these effects will be explored in Sections 1.2.1 and 1.2.2.
1.2.1 Effects of Mach Number on Jet Noise
The effects of Mach number on the coherent structures and the resultant jet noise is briefly de-
scribed. Menaa and Dussauge [69] looked at self-similar solutions of subsonic and supersonic jet
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flows with variable density. They observed that the only compressibility effect seen is the variation
in spreading rate of the jet. Papamoschou and Roshko [75] also explored the Mach number effects
that a turbulent shear layer encounters. They determined that the spreading rate decreases with in-
creasing convective Mach number (the speed of the coherent structures normalized by the jet speed
of sound) and reaches a maximum before the convective Mach number becomes supersonic. They
also noted that with increasing convective velocity, the energy removed from the coherent structures
increases causing a reduction in vortex interactions. Viswanathan and Czech [103] investigated a
range of Mach numbers and determined that the spectral shape at the higher frequencies does not
change due to heating if the jet velocity remains fixed. They also found that as the jet velocity
increased and the convective velocity became supersonic, nonlinear propagation effects (i.e. trans-
ference of energy to higher frequencies) are amplified and extended to an angular sector of ≤ 60◦.
Conversely, Thurow et al. [97] examined supersonic axisymmetric jets and observed that the large
scale structures become less organized and more turbulent as the Mach number increases. Also, the
vortex processes of tilting, stretching, and pairing are less noticeable for jets with higher speeds. The
high speed jet also displayed a bi-modal convective velocity distribution while the low supersonic
case had a broad spectra of convective velocities.
1.2.2 Effect of Nozzle Exit Boundary Layer Properties
The nozzle exit conditions (i.e., boundary-layer thickness and turbulence level) are also known
to alter the jet dynamics and can in turn affect mixing and noise production. Experimental efforts
have clarified the correlation between jet flow and the boundary layer state; Lepicovsky [63] specif-
ically studied heated jets and determined that the laminar nozzle exit boundary-layer thickness is
dependent on the Reynolds number only; while the turbulent boundary-layer thickness is dependent
on Reynolds number and flow temperature. Mi et al. [70] also examined the effect of Reynolds
number on the boundary layer and shear layer development of a circular jet. They found that the
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flow displays two regimes: partially developed turbulence (ReD < 104) and fully developed turbu-
lence (ReD > 104). This pivotal Reynolds number seems to be dependent on the flow conditions.
Experiments have also clarified the effect of different boundary layer conditions on the sound
generated by the jet. For instance, Zaman [112, 113] analyzed data from different facilities to
conclude that disturbed unsteady laminar nozzle exit boundary-layer jets in university-type facilities
produce more noise than turbulent-boundary-layer jets in industrial-type settings. Likewise, Bridges
and Hussain [16] studied low speed laminar and turbulent elliptical jets. In these, the laminar shear
layer exhibited the well defined vortex pairing and an asymmetric sound field, while the turbulent
nozzle did not have well defined vortex pairing and had an axisymmetric near field.
Just as there are difficulties determining the boundary-layer properties in experiments, a key
difficulty in numerical simulations has been the proper specification of the nozzle exit boundary
layer. Therefore, many computationalists have studied different nozzle exit conditions to determine
the nature of its influence. Stanley and Sarkar [92] examined low Mach number turbulent planar
jets and concluded that higher boundary-layer fluctuations and thinner shear layers increased the jet
spreading and caused the turbulent kinetic energy of the centerline to approach self similar values
more quickly. Kim and Choi [60] found, through large eddy simulations (LES) of a circular jet,
that vortex rollup occurs closer to the nozzle exit with decreasing momentum thickness. They also
observed that the azimuthal m= 2 mode is dominant beyond the potential core. Bogey and Marsden
[14] studied the effect of boundary-layer thickness and found that thicker turbulent boundary layers
had a lower spreading rate and results in lower turbulence intensity levels in the shear layer. When
the momentum thickness based on Reynolds number was kept constant while varying the boundary-
layer thickness, they observed that the thicker boundary layers produced a shorter core length and
higher fluctuations on the centerline of the jet while keeping the other features of the shear layer
identical.
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These variations in the boundary layer properties not only affect the shear layer but also the noise
signature of the jet. Determination of the acoustic field has been achieved in numerous simulations
with different levels of success for both laminar and turbulent jets [95, 31, 107, 106]. A systematic
study of the effect of nozzle exit boundary-layer thickness on noise has been presented for a Mach
0.9 jet by Bogey and Bailly [10]. Their results indicate that the turbulence level in the nozzle
boundary layer significantly modulates the pairing processes in the subsequent transitional shear
layer, which generates additional noise components. Bogey et al. [13] discovered that the results
were very dependent on the grid resolution but not the perturbation method. Recently, in Ref. [11],
Bogey et al. explored the effect of jet exit boundary layer turbulence on the coherent structures
and acoustic near field. They found that with increasing boundary layer turbulence the noise levels
decreased and vortical structures appeared closer to the nozzle exit.
1.3 Techniques Used to Control The Coherent Structures
The understanding of jet flow dynamics has led to exploration of methods of both passive and
active control to manipulate the coherent structures and reduce the noise produced by the jet. One
method of passive control employs tabs at the exit of the jet to produce counter-rotating streamwise
vortices which then interact with the mean shear to impact the near and far fields. Samimy et al. [84]
and Zaman et al. [111] studied effects of different shapes and numbers of tabs in Mach 0.3 to 1.81
circular jets and showed that they inhibit noise. Tabs were also shown to be relatively ineffective if
the flow at the nozzle exit was overexpanded. Callender et al. [17] investigated different chevrons
with varying number of lobes and flow penetration and found that the chevrons were most effective
at lower frequencies. Passive control techniques have the disadvantage that they cannot be turned off
easily during off-design conditions, leading to loss of performance in overall flight characteristics.
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Active control techniques are different from passive control techniques in that they exert a force
on the flow. Cattafesta and Sheplak [18] describe different types of active control techniques includ-
ing fluidic, moving surface, and plasma actuators and summarize the advantages and disadvantages
of each type. The fluidic actuators include the zero-net mass-flux (ZNMF), unsteady valves, oscil-
lators, and combustion actuators. The ZNMF actuators require no external flow source and can only
be used in moderate to low subsonic speeds. The other fluidic actuators also have restrictions. For
instance, unsteady valves and oscillators may not be suitable for feedback control and the combus-
tion actuators are constrained to low frequencies. The second type of actuators described in Ref.
[18], the moving surface actuators, include piezoelectric flaps and active dimples. The piezoelectric
flaps are susceptible to fluid loading which can cause a shift in the resonance to a lower frequency.
The active dimples require more development to obtain the frequency response and size needed. The
third category of actuators in Ref. [18], plasma actuators, include single dielectric barrier discharge
(SDBD), local arc filament plasma actuators (LAFPAs) and sparkjets. These plasma actuators have
the advantages of rapid time response and solid-state nature.
The identification and tracking of structures can be difficult because of the unsteady turbulent
characteristics of the shear layer. Therefore, some researchers have combined the post process-
ing tools of correlations and phase-averaging while exciting the jet in order to produce periodic
structures that can be more easily identified and analyzed. Specifically, the Gas Dynamics and Tur-
bulence Laboratory at the Ohio State University uses LAFPAs to excite jets at different modes and
frequencies in order to study the coherent structures and the resultant sound generation. Kearney-
Fischer et al. [58] showed, with and without control, that the high amplitude intermittent noise
events that occur in jets retain most of the information of the acoustic signature of the jet noise that
is seen in the far field aft angles. A fundamental study of structure interactions was explored in
works of Sinha et al. [90], Alkandry et al. [1], and Crawley et al. [25]. Sinha et al. [90] used
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phase-averaged data to separate the response of the Mach 0.9 jet using the axisymmetric mode,
m = 0, from the direct actuator noise. For low frequency pulses (St < 0.1) at four subsonic Mach
numbers, they observed that superposition holds and the response is identifiable as that due to an
impulse excitation (the structures created from a single pulse of the actuators). A positive peak
is observed preceding (in time) a negative peak in the near field pressure indicating a large scale
structure in the shear layer. At higher frequencies, successive pulses interact with each other so that
at St = 0.25, a sinusoidal wave is obtained. This experimental work was further advanced by the
efforts of Alkandry et al. [1] in which cross correlations of the near field pressure were correlated to
the far field noise. They found that the hydrodynamic perturbation dominated region near the shear
layer correlated highly with the far field acoustic pressure at a 30◦ polar angle. Crawley et al. [25]
decomposed the near field pressure of the same forced M = 0.9 jet into hydrodynamic and acoustic
components. They observed that forcing up to a St = 0.35 resulted in a quasi-linear superposition
of the hydrodynamic and acoustic impulsive responses of the jet. It has also been noted in Ref. [25]
that there was lower temporal coherence in the acoustic response compared to the hydrodynamic
response.
Results on effects of boundary-layer thickness with control are relatively difficult to find in
literature. One example is presented by Zaman and Hussain [110] who considered laminar and tur-
bulent boundary layers in a low speed circular jet excited by pure-tone acoustic excitation. They
observed that the shear layer of an excited jet exhibits the initial vortex pairing at the shear-layer
mode (Stθ = 0.012), which is based on the momentum thickness of the initial shear layer. For lam-
inar boundary layers the pairing occurs at regular time and space intervals; while, at high Reynolds
numbers the pairings become more irregular in time and space. They also noted consistently higher
fluctuating quantities at certain time instants in the excitation cycle. They suggested that only these
time instants in the excitation period are truly important for the enhanced mixing of the jet. Further
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results on the effect of the state of the exit boundary layer, whether laminar or turbulent have been
presented by Zaman [109], who used loud speaker excitation on subsonic jets. The results show that
jet noise was considerably reduced with excitation at the Strouhal number based on the momentum
thickness for laminar-nozzle-exit boundary layers. However, similar noise reduction was not noted
in high speed turbulent jets for this form of excitation. Another interesting result is presented in
the work of Lepicovsky and Brown [64], where a Mach 0.8 heated jet with acoustic excitation was
studied. They concluded that the thin laminar exit boundary layers display a more well defined
optimum excitation frequency than the corresponding turbulent boundary layers.
1.4 The Use of Correlations to Analyze Coherent Structures
To be able to understand the complex coherent structure interactions and how these different
jet flow parameters affect the near field noise signature, post-processing tools have to be utilized.
Among the many mathematical tools used to understand the coherent structures and the resultant
near field are correlations. These tools are used to understand the statistical significance for these
coherent structures and how they relate to noise. Panda [72] reviewed the limitations of past ex-
perimental acquisition methods and correlations and explained the benefits of present experimental
acquisition techniques and encouraged the use of correlations on simulation data.
A key issue has been the origin of noise in the turbulent structure of a typical jet. The anal-
ysis typically examines correlations between events in the near and far fields to develop a better
understanding, though it is recognized that a causal relationship is not guaranteed. For example,
using experimental data, Tam et al. [96] connected the spectra at different locations to distinguish
noise produced by large structures from that associated with fine scale turbulence. A high-fidelity
direct numerical simulation result was presented by Freund [32], who performed a detailed study to
explore noise sources in a low Reynolds number Mach 0.9 jet. Using space-time correlations, it was
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concluded in Ref. [32] that the noise sources are not compact in the axial direction. Additionally,
above certain angles relative to the jet axis, the sources were stationary.
The experimental works of Ukeiley et al. [99] examined two-point spatial correlations of a
Mach 0.85 cold jet. They determined that the axial and azimuthal normal stresses have an oblique
structure while the radial stresses exhibit uniformity at the end of the potential core. However, the
disadvantage of not having the three-dimensional flow field in order to compute the quadrupole
sources of noise was also highlighted. Similary, Laurendeau et al. [62] experimentally studied
correlations of a subsonic jet and surmised that a wavy-wall mechanism is dominant close to the
exit of the jet. Different nozzle geometries were explored in Ref. [76]; where correlations to
investigate round and beveled subsonic jets were explored. They found that the circular subsonic
jets display a clearly defined peak around a Strouhal number based on nozzle diameter of 0.4 in
the coherence spectra while the beveled jet exhibit a broad spectra of coherence. Various nozzle
exit conditions have also been tested. Kumar et al. [3] studied under and over expanded jets and
observed a narrowing of the spatially correlated region from over to under expanded flow. Other
researchers, like Papamoschou et al. [74] and Viswanathan et al. [105], correlated the shear layer
to the far field. Papamoschou et al. [74] found a correlation value of the fluctuations in the density
gradient of the shear layer to the far field close to 0.1. Moving radially away from the jet lowers
and then increases this correlation to the far field, signifying the change from the hydrodynamic to
acoustic region.
1.5 Objectives of the Present Study
The objective of this work is to add to the existing knowledge of coherent structure interac-
tions and the resultant acoustic signature by using high fidelity simulations. Unsteady compu-
tational simulations have become increasingly sophisticated and, when anchored in experimental
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Figure 1.1: Experimental setup showing (a) nozzle exit, (b) and exit with ceramic collar and elec-
trodes. (c) a schematic diagram of the computational model to simulate LAFPAs located on the
collar.
data, have provided substantial insight into the noise field. A particular advantage is their ability
to simultaneously collect all pertinent information in all dimensions. Relatively recent computa-
tional efforts discussing correlations between the turbulent flow and the near field include Refs.
[12, 9, 13, 11, 31, 32, 36, 52, 59]. These studies have revealed significant insight regarding the
nature and origin of jet noise.
In this study, simulations of a jet excited by specific modes at certain frequencies using LAFPAs
are performed to analyze the coherent structures present in a jet. In these simulations, eight actuators
are mounted on a ring abutting the nozzle exit as shown in Fig. 1.1b and fired in different sequences
to excite different modes, including pure azimuthal and mixed modes. These actuators are simulated
using a surface heating technique as shown schematically in Fig. 1.1c. These actuators can be used
to study the effect of control authority and different jet paramters on the generation and evolution
of coherent structures. Also, the coherent structures generated from the actuators can be connected
to the the near field pressure probe data and can be used to study parametrically the characteristics
of the coherent structures.
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Before the structures can be studied the fidelity and accuracy of the simulations must be dis-
cussed. To begin with, Chapter 2 explains the numerical and theoretical method used in these
simulations. This chapter begins with describing the governing Navier-Stokes equations used for
these simulations. Next, the spatial and temporal schemes used to numerically discretize these gov-
erning equations are described in Sections 2.2 and 2.3. The mesh structure is described in detail in
Section 2.4 which is followed by the explanation of the imposed boundary conditions and the grid
resolution study. To further validate the results, Chapter 3 compares aspects of the simulations with
the corresponding experiments of Sinha et al. [90] and Crawley et al. [25]. This includes veri-
fication of the coherent structures, response of the near field signal, and profiles of time averaged
quantities along the jet centerline. Next, a summary of previous findings of the author’s Master’s
thesis, Ref. [91], are presented for reference in Chapter 4. These previous results discuss the effects
of duty cycle (actuator on time), actuator model temperature, and excitation frequency on the flow
dynamics of a cold Mach 1.3 jet excited by the first flapping mode using LAFPAs. The conclusions
of this work are important to the understanding and discussion of the new results presented hence.
In Chapter 5, the influence of different jet parameters are investigated in relation to the growth
and decay of the coherent structures. Computational efforts illustrating the effect of boundary layer
thickness on control and the subsequent development of coherent structures has not been elaborately
explored in computational efforts The purpose of Section 5.1 is therefore to remove this deficiency.
To this end, round jets with different laminar boundary-layer thicknesses, without and with control,
are considered. Again, the LAFPAs used by the experiments described by Samimy et al. [83] and
Kearney-Fischer et al. [57] are used. In this section, the effect of different nozzle exit boundary-
layer thicknesses are examined, which vary from the very thin layer of Ref. [37] to a boundary-
layer thickness of up to 25% of the nozzle diameter. Furthermore, the m = ±1 mode (the first
azimuthal mode) is chosen for the control cases because of the prominent interacting vortex ring
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pattern [37]. This provides a metric to evaluate the effects of excitation on coherent structures. The
effect of laminar nozzle exit boundary layer thickness on the production and evolution of large scale
structures and the effectiveness of the control technique is also discussed.
The effects of Reynolds number on a supersonic jet controlled by the flapping mode are exam-
ined briefly in Section 5.2 to determine the potential scalability of the LAFPAs and to facilitate the
discussion of the effects of Mach number presented in Section 5.3. Within Section 5.3, the effects
of Mach number are analyzed between Mach 0.9 and 1.3 cold jets. These Mach number cases are
excited by the axisymmetric (m = 0) mode at a frequencies of St = 0.05, 0.15, and 0.25 to deter-
mine how the coherent structure interactions differ between the two flow regimes. At the highest
frequency, the coherent structures from each successive pulse interact with each other. At the lower
end, the pulses are far enough apart that they do not influence the evolution of each other and is
therefore, specified as the impulse response. The process of this interaction is analyzed in detail and
is also compared to the impulse response of the jet for both Mach numbers to illustrate the effects
of flow Mach number.
The final task of this work is to connect the large scale structures that are investigated in the
previous chapter to the near field to analyze the propagation of the acoustic waves to the far field.
This is performed in Chapter 6, where the connection between the coherent structures to the hydro-
dynamically dominate near field right outside the shear layer is explored. This near field was further
correlated to the downstream far radial point to demonstrate the propagation of the waves from the
hydrodynamically dominated near field to the acoustic near field.
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Chapter 2
THEORETICAL AND NUMERICAL
METHOD
The simulations discussed in this thesis were computed from the Implicit Large Eddy Simulation
(ILES) code FDL3DI. The governing equations and the spatial discretization and time integration
schemes are illustrated in the next sections. Following these sections, the boundary conditions and
the structure of the mesh will be discussed for both Mach numbers (0.9 and 1.3) explored in this
work. The actuation method used to initiate large scale coherent structures is described and the types
(mode) of large scale structures is also illustrated. Finally, a grid resolution study is preformed to
discuss grid convergence.
2.1 Governing Equations
The governing equations are the full compressible Navier-Stokes equations cast in strong con-
servative form, in a curvilinear coordinate system, after being transformed from Cartesian coordi-
nates (x,y,z)→ (ξ ,η ,ζ ) [102, 93]. In terms of non-dimensional variables, these equations can be
written in vector notation as:
∂
∂τ
(
~U
J
)
+
∂ Fˆ
∂ξ
+
∂ Gˆ
∂η
+
∂ Hˆ
∂ζ
=
1
Re
[
∂ Fˆv
∂ξ
+
∂ Gˆv
∂η
+
∂ Hˆv
∂ζ
]
(2.1)
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where ~U = {ρ,ρu,ρv,ρw,ρE}T denotes the solution vector and J = ∂ (ξ ,η ,ζ ,τ)/∂ (x,y,z, t) is the
Jacobian of transformation. The inviscid fluxes, Fˆ = F/J, Gˆ and Hˆ are given by:
Fˆ =

ρUˆ
ρuUˆ+ ξˆxp
ρvUˆ+ ξˆyp
ρwUˆ+ ξˆzp
(ρE+ p)Uˆ− ξˆt p
 Gˆ=

ρVˆ
ρuVˆ + ηˆxp
ρvVˆ + ηˆyp
ρwVˆ + ηˆzp
(ρE+ p)Vˆ − ηˆt p
 Hˆ =

ρWˆ
ρuWˆ + ζˆxp
ρvWˆ + ζˆyp
ρwWˆ + ζˆzp
(ρE+ p)Wˆ − ζˆt p
 (2.2)
where
Uˆ = ξˆt + ξˆxu+ ξˆyv+ ξˆzw (2.3)
Vˆ = ηˆt + ηˆxu+ ηˆyv+ ηˆzw (2.4)
Wˆ = ζˆt + ζˆxu+ ζˆyv+ ζˆzw (2.5)
E =
T
(γ−1)M2 +
1
2
(u2+ v2+w2). (2.6)
Here, ξˆx = J−1∂ξ/∂x, with similar definitions for the other metric quantities. In Eqns. 2.2-2.6,
ρ is the fluid density, p the pressure, M is the jet exit Mach number, E the internal energy, T the
temperature, and u,v,w are the Cartesian velocity components. The viscous fluxes, Fˆv, Gˆv and Hˆv
defined in Einstein notation are given as:
Fˆv =

0
ξˆxiτi1
ξˆxiτi2
ξˆxiτi3
ξˆxi(u jτi j+
1
(γ−1)M2jet
µ
Pr
∂ξ j
∂xi
∂T
∂ξ j )
 Gˆv =

ηˆxiτi1
ηˆxiτi2
ηˆxiτi3
ηˆxi(u jτi j+
1
(γ−1)M2jet
µ
Pr
∂ξ j
∂xi
∂T
∂ξ j )
 (2.7)
Hˆv =

ζˆxiτi1
ζˆxiτi2
ζˆxiτi3
ζˆxi(u jτi j+
1
(γ−1)M2jet
µ
Pr
∂ξ j
∂xi
∂T
∂ξ j )
 (2.8)
Here, xi = x,y,z represents the physical Cartesian coordinate system while ξi = ξ ,η ,ζ represent the
transformed curvilinear coordinate system. The inline i = 1,2,3 represent the directional indices.
The stress tensor is given as
τi j = µ
[
∂ξk
∂x j
∂ui
∂ξk
+
∂ξk
∂xi
∂u j
∂ξk
− 2
3
δi j
∂ξl
∂xk
∂uk
∂ξl
]
(2.9)
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In Eqns. 2.7-2.9, µ is the dynamic viscosity which is specified by Sutherland’s law as
µ = T 3/2
S1+1
T +S1
(2.10)
where S1 = 110.33/Tjet in which Tjet is the exit static temperature of the jet. The perfect gas relation-
ship p = ρT/γM2jet is assumed to connect pressure (p), density (ρ), and temperature (T). Pressure
has been nondimensionalized by ρ jetu2jet while all other flow variables have been normalized by
the experimental values (specified later). The Prandtl number, Pr = cph/k was assumed to be 0.72
where cp and k represent specific heat at constant pressure and thermal conductivity, respectively.
2.2 Spatial Discretization Scheme
The inviscid terms are discretized by Roe’s Flux-Difference Splitting scheme [81] which obtains
the exact solution to the approximate Riemann problem:
∂
∂ t
Qˆ+ A¯
∂
∂n
Qˆ= 0 (2.11)
where Qˆ= ~U/J, A¯= ∂ F¯∂ Qˆ = QˆΛQˆ
−1, n is the direction normal to the cell interface and F¯ = F+Fv is
the advective fluxes in the cell normal direction. The Jacobian matrix (A¯) can be computed as
F¯R− F¯L = A¯(QˆR− QˆL) (2.12)
The interface flux is then numerically approximated as:
F¯j+ 12 =
1
2
[
F¯
(
UL
)
+ F¯
(
UR
)]− 1
2
Qˆ|Λˆ|Qˆ−1 (UR−UL) (2.13)
where Q|Λˆ|Q−1 = ∂F/∂U and the ( ˆ ) indicates evaluation at the Roe averaged state between UL
and UR. For instance, the Roe averaged density and velocity are:
ρˆ =
√
ρLρR (2.14)
uˆ=
√
ρLuL+
√
ρRuR√
ρL+
√
ρR
(2.15)
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Detailed expressions for the other Roe averaged quantities are presented in Ref. [71]. The TVD (To-
tal Variant Diminishing) MUSCL (Monotone Upstream-centered Scheme for Conservation Laws)
approach of van Leer [101], is used here to obtain a third-order upwind-biased method, subject to
limiting as described below. The expressions for UL and UR from Eqn. 2.13 are reconstructed from
values at the nodes using MUSCL as
URj+ 12
= U j+1− 14
[
(1−η) ∆˜ j+ 32 +(1+η)
˜˜∆ j+ 12
]
(2.16)
ULj+ 12
= U j+
1
4
[
(1−η) ˜˜∆ j− 12 +(1+η) ∆˜ j+ 12
]
(2.17)
Here, η = 1/3 and ∆˜ j− 12 = L
(
∆ j+ 12 ,∆ j− 12
)
where L represents the limiter function used here and
∆ j− 12 =U j−U j−1. The MUSCL method constrains the reconstruction by the use of a slope-limiter
to avoid spurious numerical oscillations. The limiter is a key component of the methodology and
must be designed to minimize or eliminate numerical wiggles near extrema. But it must also balance
robustness and accuracy of the scheme since small disturbances are an important component of the
control techniques under study and therefore, should be captured accurately. In the present work,
the van Leer harmonic limiter is employed which is given as:
L(∆1,∆2) =
∆1∆2+ |∆1∆2|
∆1+∆2+ ε
(2.18)
where ε is a small number to ensure that the denominator is non-zero in regions of small gradients.
Roe’s scheme may violate the entropy condition when the eigenvalues at the Roe averaged state ap-
proach zero. Therefore, the procedure as proposed by Harten [47] is followed here. The eigenvalues
|λ | of |A| are changed when they are below a certain value δ as
|λ |= |λ
2+δ 2|
2δ
for |λ |< δ (2.19)
where the value of δ is determined by[108]:
δ = δ˜J−1
[
|−→u.−→∇ξ |+ |−→u.−→∇η |+ a
2
(
|−→∇ξ |+ |−→∇η |
)]
(2.20)
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In this entropy fix, the value for δ˜ has been prescribed to be between 0.05 and 0.1 and for these
simulations is set to 0.05. The viscous terms in the governing equations are discretized with the
second order central difference scheme. No explicit turbulence model is employed here. Grid
resolution studies are performed in Section 2.7 to ensure that the primary (resolved) features are
independent of spatial discretization. This also indicates a degree of resolution consistent with an
implicit LES approach.
2.3 Time Integration Scheme
Time integration is performed with a second-order diagonalized [77] approximately factored
implicit Beam-Warming method [4], which is employed within a sub-iteration strategy to minimize
errors due to linearization, factorization and implementation of explicit boundary conditions. This
second order strategy uses two Newton sub-iterations to obtain the higher order as:[(
1
J
)p+1
+φ i∆τδ (2)ξ
(
∂F p
∂U
− 1
Re
∂F pv
∂U
)]
Jp+1×[(
1
J
)p+1
+φ i∆τδ (2)η
(
∂Gp
∂U
− 1
Re
∂Gpv
∂U
)]
Jp+1×[(
1
J
)p+1
+φ i∆τδ (2)ζ
(
∂H p
∂U
− 1
Re
∂H pv
∂U
)]
∆U
=−φ i∆τ
[(
1
J
)p+1 (1+φ)U p− (1+2φ)Un+φUn−1
∆τ
+U p
(
1
J
)p
τ
+
δξ
(
F p− 1
Re
F pv
)
+δη
(
Gp− 1
Re
Gpv
)
+δη
(
H p− 1
Re
H pv
)]
(2.21)
The time integration is diagonalized by the approach proposed by Pulliam and Chaussee [77].
The inviscid flux Jacobians, Aˆ= ∂ Fˆ/∂ Qˆ, Bˆ= ∂ Gˆ/∂ Qˆ, and C = ∂ Hˆ/∂ Qˆ can be written as
kt kx ky kz 0
kxφ 2−uθ kt +θ − kx(γ−2)u kyu− (γ−1)kxv kzu− (γ−1)kxw kx(γ−1)
kyφ 2− vθ kxv− ky(γ−1)u kt +θ − ky(γ−2)v kzv− (γ−1)kyw ky(γ−1)
kzφ 2−wθ kxw− kz(γ−1)u kyw− kz(γ−2)v kt +θ − (γ−2)kzw kz(γ−1)
θ [2φ 2− c1] kx[c1−φ 2]− (γ−1)uθ ky[c1−φ 2]− (γ−1)vθ kz[c1−φ 2]− (γ−1)wθ kt + γθ

(2.22)
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where
c1 = γ(E/ρ)φ 2 = 0.5(γ−1)(u2+ v2+w2) andθ = kxu+ kyv+ kzw (2.23)
In expressions 2.22 and 2.23, k = ξ ,η ,ζ for Aˆ, Bˆ,Cˆ, respectively. These Jacobian matrices Aˆ, Bˆ,Cˆ
can be diagonalized through similarity transformations to be
A= Tξ ΛˆξT−1ξ , B= Tη ΛˆηT
−1
η , and C = Tζ ΛˆζT
−1
ζ (2.24)
where Λξ ,Λη ,Λζ are the corresponding diagonal matrices. The expressions for these terms are
given as
Λˆξ =

U 0 0 0 0
0 U 0 0 0
0 0 U 0 0
0 0 0 U+a(ξ 2x +ξ 2y +ξ 2z )1/2 0
0 0 0 0 U−a(ξ 2x +ξ 2y +ξ 2z )1/2

= D[U,U,U,U+a(ξ 2x +ξ
2
y +ξ
2
z )
1/2,U−a(ξ 2x +ξ 2y +ξ 2z )1/2]
Λˆη = D[V,V,V,V +a(η2x +η
2
y +η
2
z )
1/2,V −a(η2x +η2y +η2z )1/2]
Λˆζ = D[W,W,W,W +a(ζ 2x +ζ
2
y +ζ
2
z )
1/2,W −a(ζ 2x +ζ 2y +ζ 2z )1/2]
(2.25)
The expressions for the left and right hand eigenvectors are given as
Tk =

k˜x k˜y k˜z
k˜xu k˜yu− k˜zρ k˜zu+ k˜yρ
k˜xv+ k˜zρ k˜yv k˜zv− k˜xρ
k˜xw− k˜yρ k˜yw+ k˜xρ k˜zw
k˜x
φ2
γ−1 +ρ(k˜zv− k˜yw) k˜y φ
2
γ−1 +ρ(k˜xw− k˜zu) k˜z φ
2
γ−1 +ρ(k˜yu− k˜xv)
α α
α(u+ k˜xa) α(u− k˜xa)
α(v+ k˜ya) α(v− k˜ya)
α(w+ k˜za) α(w− k˜za)
α(φ
2+a2
γ−1 +aθ˜) α(
φ2+a2
γ−1 −aθ˜)

(2.26)
T−1k =

k˜x(1− φ
2
a2 )−ρ−1(k˜zv− k˜yw) k˜x(γ−1)ua−2 k˜zρ−1+ k˜x(γ−1)va−2
k˜y(1− φ
2
a2 )−ρ−1(k˜xw− k˜zu) −k˜zρ−1+ k˜y(γ−1)ua−2 k˜y(γ−1)va−2
k˜z(1− φ
2
a2 )−ρ−1(k˜yu− k˜xv) k˜yρ−1+ k˜z(γ−1)ua−2 −k˜xρ−1+ k˜z(γ−1)va−2
β (φ 2−aθˆ) β (k˜xa− (γ−1)u) β (k˜ya− (γ−1)v)
β (φ 2+aθˆ) −β (k˜xa+(γ−1)u) −β (k˜ya+(γ−1)v)
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−k˜yρ−1+ k˜x(γ−1)wa−2 −k˜x(γ−1)a−2
k˜yρ−1+ k˜y(γ−1)wa−2 −k˜y(γ−1)a−2
k˜z(γ−1)wa−2 −k˜z(γ−1)a−2
β (k˜za− (γ−1)w) β (γ−1)
−β (k˜za+(γ−1)w) β (γ−1)
 (2.27)
where θ˜ = k˜xu+ k˜yv+ k˜zw, β = 1/(
√
2ρa), α = ρ/(
√
2a), k˜x = kx/(k2x + k
2
y + k
2
z )
1/2, and k =
ξ ,η , or ζ for Aˆ, Bˆ, and Cˆ, respectively. The viscous Jacobian eigenvalues are approximated by the
diagonal components of the Jacobian matrices:
λv(ξ ) =
µ
ρ
(ξ 2x +ξ
2
y +ξ
2
z )J
−1
λv(η) =
µ
ρ
(η2x +η
2
y +η
2
z )J
−1
λv(ζ ) =
µ
ρ
(ζ 2x +ζ
2
y +ζ
2
z )J
−1
(2.28)
Finally, the uncoupled system of the implicit approximate factorization scheme is given as[(
1
J
)p+1
+φ i∆τδξΛξ −δξξλv(ξ )
]
∆U2 =
T−1ξ −φ i∆τ
[(
1
J
)p+1 (1+φ)U p− (1+2φ)Un+φUn−1
∆τ
+U p
(
1
J
)p
τ
+
δξ
(
F p− 1
Re
F pv
)
+δη
(
Gp− 1
Re
Gpv
)
+δη
(
H p− 1
Re
H pv
)]
(2.29)
[(
1
J
)p+1
+φ i∆τδηΛη −δηηλv(η)
]
∆U1 =
(
1
J
)p+1
N−1∆U2 (2.30)[(
1
J
)p+1
+φ i∆τδζΛζ −δζζλv(ζ )
]
∆U0 =
(
1
J
)p+1
P−1∆U1 (2.31)
∆U = T−1ζ ∆U0 (2.32)
2.4 Mesh Structure
Two grid structures are used for this investigation to accommodate the different requirements for
the two Mach numbers studied. The subsonic (M=0.9) cases include the nozzle geometry and the
actuator ring (Fig. 1.1c) due to the potential of sonic waves traveling back upstream. The favorable
pressure gradient in the nozzle helps dampen the effects of these waves. For the supersonic (M=1.3)
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cases, the grids do not include the nozzle but do have the actuator ring. The computational domains
for both Mach numbers are depicted in Figure 2.4. Both cylindrical grids have ξ , η , ζ planes that
correspond to streamwise, radial, and azimuthal directions, respectively. The downstream boundary
is located at 33 jet diameters (D = 0.0254 m) from the nozzle exit for both Mach numbers. The
Mach 0.9 grids have the radial boundary at 18D while the Mach 1.3 grids have a radial boundary
of 12D. For both Mach numbers, the mesh is refined in the nozzle region especially on the lipline
and centerline which is then gradually stretched in the radial direction then held constant until
radial boundary is approached. Constant spacing along the azimuthal direction is used. Uniform
grid spacing is also used along the streamwise direction after the end of the potential core for both
Mach number cases. The Mach 0.9 grid begins to stretch rapidly at an axial location of 19D and
the Mach 1.3 grid begins to stretch at an axial location of 14D. In the radial direction, the grid is
also stretched beyond r/D = 5 for the supersonic cases and r/D = 9 for the subsonic cases. This
stretching facilitates the application of far field boundary conditions. Both grids have a five point
overlap in the ζ direction to preserve continuity. The grid specifications for the Mach 0.9 and Mach
1.3 grids are shown in Table 2.1 and Table 2.2, respectively. A grid convergence study will be
performed in Section 2.7 to illustrate that the mean quantities do not change with grid refinement.
2.5 Boundary Conditions
For the five point overlap in the ζ direction, periodicity is enforced to preserve solution con-
tinuity. In all cases the jet is being exhausted into a quiescent domain. For both Mach numbers,
characteristic boundary conditions[5] are applied to the upstream boundary (outside the nozzle). If
the flow is subsonic on the inflow boundary outside of the nozzle, the corresponding characteristic
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(a) Mach 0.9
(b) Mach 1.3
Figure 2.1: Schematic of the computational domains and applied boundary conditions
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Table 2.1: Grid parameters for Mach 0.9
G1 G2 G3
nξ ×nη ×nζ 485x242x105 643x361x161 685x455x209
∆r at the lipline 0.0024D 0.0016D 0.0006D
∆r at the centerline 0.0024D 0.0016D 0.0006D
∆r at r/D= 0.25 0.0261D 0.0165D 0.0060D
∆r at r/D= 0.6 0.0176D 0.0119D 0.0084D
∆r at the downstream radial far field 1.55832D 1.0545D 1.7358D
∆x at the nozzle exit 0.0199D 0.0146D 0.0148D
∆x at x/D= 0.5 0.0426D 0.0140D 0.0306D
∆x at the downstream far field 3.1167D 2.3063D 2.2054D
Radial extent 12D 12D 18D
axial extent 33.5D 33.5D 33.5D
Table 2.2: Grid parameters for Mach 1.3
G1 G2 G3
nξ ×nη ×nζ 422x242x105 580x361x161 752x467x209
∆r at the lipline 0.0101D 0.0017D 0.0013D
∆r at the centerline 0.0024D 0.0016D 0.0012D
∆r at r/D= 0.25 0.0260D 0.0165D 0.0124D
∆r at r/D= 0.6 0.0176D 0.0117D 0.0082D
∆r at the radial far field 1.6450D 1.0544D 0.9209D
∆x at the nozzle exit 0.0149D 0.0110D 0.0096D
∆x at x/D= 0.23 0.020D 0.015D 0.011D
∆x at the downstream far field 3.1167D 2.3063D 2.0099D
Radial extent 12D 12D 12D
axial extent 33.5D 33.5D 33.5D
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boundary conditions are given as
Pξ=1 = 0.5
(
P∞+Pξ=2−ρξ=2γ
(
Pξ=2
ρξ=2
)1/2
(ξ˜x(u∞−uξ=2)+ ξ˜y(v∞− vξ=2)+ ξ˜z(w∞−wξ=2))
)
ρξ=1 = ρ∞+
Pξ=1−P∞
γ
(
Pξ=2
ρξ=2
)
uξ=1 = u∞− ξ˜x
P∞−Pξ=1
ρξ=2
(
Pξ=2
ρξ=2
)1/2
vξ=1 = v∞− ξ˜y
P∞−Pξ=1
ρξ=2
(
Pξ=2
ρξ=2
)1/2
wξ=1 = w∞− ξ˜z
P∞−Pξ=1
ρξ=2
(
Pξ=2
ρξ=2
)1/2
(2.33)
Non-reflecting conditions are applied to the downstream and far field boundaries. For the radial
and downstream far field boundaries, if the local mach number is subsonic (which is most likely
the case), the pressure is specified to a known freestream value (P∞) and the other variables (density
and velocity) are computed from this far field pressure and the value of the primitive variables
located one point away from the radial boundary. For instance, for the downstream boundary, the
corresponding boundary condition is given as:
Pξmax = P∞
ρξmax = ρξmax−1+
(P∞−Pξmax−1)ρξmax−1
γPξmax−1
uξmax = uξmax−1+ ξ˜x
(Pξmax−1−P∞)
ρξmax−1
(
γPξmax−1
ρξmax−1
)1/2
vξmax = vξmax−1+ ξ˜y
(Pξmax−1−P∞)
ρξmax−1
(
γPξmax−1
ρξmax−1
)1/2
wξmax = wξmax−1+ ξ˜z
(Pξmax−1−P∞)
ρξmax−1
(
γPξmax−1
ρξmax−1
)1/2
(2.34)
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However, if the local outflow Mach number is supersonic at the downstream boundary, a condition
of zero normal gradient is imposed as follows:
Pξmax = Pξmax−1
uξmax = uξmax−1
vξmax = vξmax−1
wξmax = wξmax−1
ρξmax = ρξmax−1
(2.35)
The flow of the first ξ plane of the nozzle/nozzle ring is specified to match the ideally expanded
conditions of the Mach 0.9 and Mach 1.3 experiments at the exit of the nozzle ring, respectively.
For the Mach 0.9 jet, the flow is driven by the pressure specified at the inlet of the nozzle. The flow
parameters at the exit of the nozzle for the subsonic cases are ρ jet = 1.404kg/m3,U jet = 285.99m/s,
Tjet = 251.31K and thus Re= ρ jetU jetD/µ jet = 635,308. For the Mach 1.3 jet, the following values
are specified at the initial ξ plane: ρ jet = 1.576kg/m3, U jet = 391m/s, Tjet = 224K yielding Re =
1.1×106. The velocity profile for both Mach numbers at the entrance to the nozzle for Mach 0.9 and
nozzle extension for Mach 1.3 is that of a uniform flow (zero at the wall and freestream everywhere
else in the nozzle) for all cases except in Section 5.1 where the boundary layer thickness is varied
(implementation of which is discussed in Section 5.1). Both jets have a nozzle exit diameter of
0.0254 meters and a total temperature ratio of one.
2.6 Actuation Model
In these simulations, the LAFPAs that are used in Alkandry et al. [1] and Crawley et al. [24]
are modeled to excite specific azimuthal modes within the jet at certain frequencies. Unlike other
acoustic drivers, the LAFPAs have a rectangular pulse, and a duty cycle which allows for a wide
range of operation choices. Duty cycle is the percentage of time the actuators are on out of one
excitation cycle. Therefore, a duty cycle of 100% results in the actuators being on all the time.
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Eight actuators are placed around the periphery of the jet on the nozzle collar (see Fig. 1.1c). The
actuators are modeled by a surface heating technique. The actuation locations and dimensions are
taken from Sinha et al. [90] and Crawley et al. [24]. As shown in Fig. 1.1c, each actuator extends
the radial length in which the two electrodes are separated (3mm) and has an axial extent of the
groove in which the electrodes are set in (1mm). The actuators are placed 1mm away from the
exit of the jet. The temperature at the nozzle wall is assumed to be 1.12T∞. When the actuator is
on the temperature of the actuator region increases to 5T∞ (except in Section 4.3 where the effect
of actuator temperature is studied). For the lowest duty cycle studied of 0.525% (St = 0.25 for
Mach 1.3 described in section 5.3), the actuators are on for 21 non-dimensional time steps of 0.001
indicating that the actuators are on for a significant number of time steps above the temporal stencil.
The success of this simple approach has been documented by Gaitonde and Samimy [37], where, in
addition to coherent structures, mean and fluctuating quantities have been compared. Furthermore,
the mean flow structure with control was shown to match the theoretical predictions of Cohen and
Wygnanski [19]. Further validation of this model is performed in Section 3.
Specific modes are imposed by grouping actuators which follow independent firing sequences.
Two excitation modes are used in this work to initiate coherent structures in the flow. One excitation
mode used here is the axisymmetric mode (m= 0). This mode is created by pulsing all the actuators
on and off at the same time. This mode is characteristic of axisymmetric rings and is naturally
prominent in the potential core[79]. The other excitation mode found in this work, the first flapping
mode (m = ±1), will be used to discuss the effects of excitation frequency, duty cycle, actuator
model temperature, and nozzle exit boundary layer thickness in sections 4 and 5.1. This mode is
responsible for prominent vortex interactions. The first mixed mode is made up of equal part of the
m=+1 and m=−1 modes. The m=+1 mode consists of each individual actuator being pulsed on
and off in clockwise manner, while, the m = −1 mode consists of each individual actuators being
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Figure 2.2: Imposed excitation temperature plotted as a function of time for the first flapping mode
with a duty cycle of 20%
pulsed in a counter-clockwise fashion. The addition of these two modes makes the first flapping
mode. For the flapping mode, the actuators are grouped into two sets: actuators 2, 3 and 4 (identified
as group 1) are fired together, while 6, 7 and 8 (group 2) are fired 180◦ out of phase. The flapping
plane is the y = 0 or x− z plane (passing through actuators 3 and 7) and the non-flapping plane is
z = 0 or in other words the x− y plane (passing through actuators 1 and 5). Note that actuators 1
and 5 are never on for m = ±1. An example of the on/off periods of this flapping mode excitation
sequence is shown in Fig. 2.2. The black solid line indicates the on/off sequence of the group 1
actuators and the red dashed line corresponds to group 2. Each excitation period can be considered
to be 2pi or 360◦ and each point in the excitation period can be assigned a phase as shown in Fig. 2.2.
A select phase within each period can be averaged together to obtain the phase-averaged response
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(a) Mach 0.9, m= 0, St = 0.15 (b) Mach 1.3, m=±1, St = 0.3
Figure 2.3: Grid convergence of the mean axial velocity along the centerline
to the excitation. For instance, each of the flow instances of the phase of 36◦ in Fig. 2.2 can be
averaged together to see the structures that are characteristic of that point in the excitation process.
2.7 Grid Resolution Study
The variations of centerline velocity profiles due to grid resolution are shown in Figures 2.3
and 2.4 for both Mach numbers. Figure 2.3 shows the mean axial velocity along the centerline for
both Mach numbers. Figure 2.3a compares the grids G1, G2, and G3 (see Table 2.1 for the Mach
0.9 case with axisymmetric excitation. These three grids, are relatively similar although G1 has
a slightly higher decay rate after the potential core. However, grids G2 and G3 exhibit the same
decay rate after the potential core for the extent plotted. Figure 2.3b shows the grid resolution for
the supersonic case of m = ±1 mode at a St = 0.3. The mean velocity profiles shown in Fig. 2.3b
have similar core lengths although these exhibit slightly different decay rates per grid. This change
is small, however, and therefore the grids are considered converged in the mean sense.
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(a) Mach 0.9, m= 0 St = 0.15 (b) Mach 1.3, m=±1, St = 0.3
Figure 2.4: Grid convergence of the RMS fluctuating axial velocity along the centerline
Figure 2.4 depicts the root-mean-square (RMS) fluctuating axial velocity along the centerline of
the jet. For both Mach numbers, the relative shape and amplitude of the fluctuating velocities is the
same for each grid. Therefore, there is a very small effect in terms of the principal coherent features
and jet core length. However, modest sensitivity was evident in the RMS fluctuating velocities.
This is to be expected in implicit large eddy simulation in which no subgrid model is used due to
the continued refinement of the small scales with increased grid resolution. Therefore, G1 is used
for simulating the effects on the coherent structures described in Section 4 for the supersonic cases.
For simulating the effects of the coherent structures on the near field (Section 5.3), G3 is used for
Mach 0.9 and G2 will is used for Mach 1.3.
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Chapter 3
VALIDATION WITH EXPERIMENT
In this chapter, the simulation results are compared with the corresponding experiments of Craw-
ley et al. [24] and Samimy et al. [83] to justify the adopted numerical model to mimic the effects of
LAFPA actuation. These comparisons not only validate the actuator model which correctly repro-
duces the structures observed in the experiments but also the effectiveness of the chosen numerical
schemes used for the implicit LES to accurately capture the flow physics.
3.1 Variation of Centerline Flow Quantities
The axial decay of the streamwise velocity along the centerline for the no-control case of both
Mach numbers is shown in Fig. 3.1a for the simulations and the experiments [22, 58]. The simu-
lation data of both Mach numbers have been shifted to account for the unknown turbulence in the
experimental nozzle boundary layer. The boundary layer of the experiments is known to be thin and
turbulent [56]. These simulations however have a uniform flow field applied to the first axial plane.
This allows for a natural laminar boundary layer to form for the M=0.9 cases (due to the computa-
tion of the whole nozzle). However, for the M=1.3 cases the uniform axial velocity distribution is
maintained throughout the nozzle ring. The effect of the boundary layer thickness is discussed in
Section 5.1. The perturbations within the nozzle effect the dynamics of the jet as shown by Bogey et
al. [11]. For simplicity and grid conservation, perturbations are not employed in the nozzle/nozzle
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(a) Mean centerline axial velocity (b) Centerline axial RMS fluctuations
Figure 3.1: Non-dimensional mean and RMS fluctuating velocities along the centerline for the
uncontrolled jets for the simulations and experiments [22, 58]
ring for this work. Therefore, the un-controlled simulation results were shifted by an axial distance
of 2.2D to account for the unknown nozzle exit conditions. As expected, the Mach 0.9 jet has a
smaller potential core length than the Mach 1.3 jet. The decay rates after the potential core are
similar for both Mach numbers and match the experimental results quite satisfactorily.
Figure 3.1b exhibits the axial variation of the root mean square (RMS) fluctuations on the cen-
terline for the no-control cases along with experimental results. The simulations are shifted the
same respective distances as in Fig. 3.1a to account for the un-quantified inlet turbulence intensity
in the experiments as mentioned earlier. Since no turbulence is added to the simulations within the
nozzle/nozzle ring, the fluctuations start at zero (unlike the experiments). The Mach 0.9 jet has
a maximum RMS value around x/D = 8 which corresponds to downstream of the potential core
(x/D= 6). The supersonic jet peaks after the potential core (x/D= 7.5) at an axial distance of 12D.
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Both these peaks are higher than the experiments which is due to the lack of turbulence intensity at
the jet inlet [11].
Figure 3.2 shows the centerline axial mean and fluctuating velocity for the axisymmetric forcing
cases at a St = 0.25 along with experimental results by Crawley [22] and Samimy et al. [83]. Note
that, the experimental Mach 1.3 centerline results [83] have an excitation frequency of St = 0.27
while the simulation data for this Mach number have an excitation frequency of St = 0.25. The
simulation data for Figs. 3.2a and b were shifted axially by 0.77D for the M = 1.3 case and 0.84D
for the M = 0.9 case to match the core length. Figure 3.2a shows a large reduction in the potential
core length to 6D from the no control value (Fig. 3.1a) of 7.5D for the supersonic excitation case
while the subsonic case maintains a potential core of approximately 5.5D. The decay rates of
the centerline axial velocity for the simulations match the experimental rates similar to the no-
control results. Figure 3.2b depicts the axial RMS fluctuations along the centerline for the excited
cases. The Mach 1.3 simulation consistently over predicts the fluctuations around 4D downstream
of the nozzle exit which is consistent with other reported LES results[9]. The Mach 0.9 simulation
displays similar growth to the experimental results throughout the potential core. After the end of the
potential core, the simulation consistently over predicts the RMS fluctuations of the experimental
results. These over-predictions are in part due to the differences in the specification of the inlet
conditions between the experiments and simulations (i.e. turbulent versus laminar).
3.2 Structure Formation
When the jet is excited with the plasma actuators using specific modes, consistent large scale
structures develop in the shear layer and propagate downstream. For the axisymmetric mode,
toroidal structures form that show up as vertically aligned vortices in cross-sectional slices as shown
in Fig. 3.3. In Fig. 3.3, the phase-averaged contours of Galilean streamlines is depicted with the
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(a) Mean centerline axial velocity (b) Centerline axial RMS fluctuations
Figure 3.2: Non-dimensional mean and RMS centerline velocities for the jets controlled with the
axisymmetric mode for the simulations and experiments[83, 22]
background colored by the magnitude of the axial velocity component for both the experiments
[22] and the computations. Galilean streamlines are formed by subtracting the convective veloc-
ity (Uconvect = 0.65U jet) from the velocity field of the instantaneous or in this case phase-averaged
snapshot of the simulation and conditionally-averaged snapshot of the experiment. The simulations
are also shifted to match the potential core length of the experiments due to the unknown boundary
layer properties at the exit of the nozzle extension as explained earlier. The effect of the boundary
layer thickness and turbulence level is discussed further in Section 5.1. In Fig. 3.3, both experiments
and computations display 4 distinct vortical rings before the end of the potential core. Therefore,
although the unquantified initial turbulence level of experiments is not captured in the simulations,
computational and experimental results display identical large scale structure flow dynamics.
For the first flapping mode, the structures are more complex and are not antisymmetric. Fig-
ure 3.4 depicts the Galilean streamlines colored by axial velocity for the flapping mode of both the
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(a) Experiment [22] (b) Simulation
Figure 3.3: Mach 0.9 phase-averaged structures highlighted by Galilean streamlines for the simula-
tions and the experiments [22]
experiments and simulations. The simulation results are shifted here also to account for the dif-
ferences in the initial shear layer. The flapping plane (x− z) is shown in Fig. 3.4 which displays
the characteristic of staggered structures while the non-flapping plane, x− y, (not shown) exhibits
aligned structures like the m= 0 axisymmetric mode.
3.3 Near Field Pressure Response
The coherent structures that develop in the jet due to LAFPA excitation (shown in Fig. 3.3)
affect the near field and thereby the sound generation. To understand the near field dynamics of the
excited jets, point probe arrays have been placed at radial locations of r/D = 1.14 (Array 1), 2.12
(Array 2), and 5.76 (Array 3) as shown schematically in Fig. 3.5. These arrays make an angle of
8.6◦ with the horizontal and extend from an axial distance of 0.5D to 13D. These array locations
are equivalent to the locations of the experimental pressure probe locations [24]. Full cross-sections
of the jet were also saved every 10 non-dimensional timesteps for the analysis of the near field
presented in Section 6.
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(a) Experiment (b) Simulation
Figure 3.4: Mach 1.3 phase-averaged structures highlighted by Galilean streamlines on the flapping
plane for the first flapping mode for the simulations and experiments [58]
Figure 3.5: Schematic showing the near field pressure point probe locations
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Figure 3.6 depicts the gauge pressure versus time for the St = 0.25 axisymmetrically forced
Mach 0.9 simulation and experiment located at x/D= 2 on Array 1. The time variation of the actu-
ator temperature is also shown in this figure for the purpose of comparison. The simulation pressure
is divided by a factor of 2.3 in order to match the experimental wave amplitude. The amplitude
of the pressure waves are highly dependent on pressure probe location accuracy, actuator location,
actuator strength (for the subsonic cases), width of the nozzle lip, and nozzle exit boundary layer
conditions making it difficult to achieve a quantitative match [90]. Qualitatively, the experimental
pressure depicts a sharp discontinuous region (at t = 0.0113s and 0.01165s) before a pressure wave
(peaks located at t = 0.01114s and 0.01118s) consisting of a peak followed by a trough. The dis-
continuous region is associated with the actuator self-noise while the pressure wave is associated
with the large scale structure generated by the actuator perturbation. The self-noise is a compression
wave generated by the actuators that moves at the speed of sound and can be seen in the near field.
In the simulation, this discontinuous region is not present. Instead, there is a small secondary peak
in the upward rise of the pressure wave. Since the effect of the actuators is modeled rather than the
actuators themselves, the shock-like structure that occurs in the experiment is not captured in the
near field. The effect of the actuators on the dynamics of the jet is however, adequately captured to
analyze the large scale structure dynamics.
To further illustrate that the dynamics of the jet are satisfactorily obtained in the present numer-
ical simulation, Fig. 3.7 compares the phase-averaged waveforms for the subsonic experiment and
simulation on Array 1. One observes in this figure that the effect of the actuator self-noise noted in
the experimental data diminishes with axial distance. For both the experiments and the simulations,
the hydrodynamic waves created by the excitation pulse form a sine-like pattern by x/D= 2. These
waves increase in amplitude from x/D= 1 to 2 (within the potential core). Far beyond the potential
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Figure 3.6: Time variation of the near field pressure response for the St=0.25 forced Mach 0.9 jet
and the actuator temperature at x/D= 2 on Array 1 with experimental results [24]
core, at x/D = 12, the periodic waves have diminished in amplitude but maintain a sine-like struc-
ture. This reduction is due to the break up of the large scale structures created by the actuator pulse
beyond the potential core and this process is therefore captured by the simulations.
3.4 Summary
This chapter addressed the question of whether the simulations accurately portray the experi-
ments. The simulations adequately capture the dynamics of jet flow in the mean sense even though
the turbulence levels of the experiments are not included. The large scale coherent structures gener-
ated by the actuator model develop and evolve similarly to that of the experiments. These simulated
structures also produce waveforms in the near field with equivalent trends to that of the experiments
throughout the axial extent computed indicating that the near field response to the actuator induced
structures and their interactions is the same for both the experiments and simulations. Therefore,
39
Figure 3.7: Phase-averaged waveforms on Array 1 for experiment [24] and LES with St=0.25 ax-
isymmetric excitation for Mach 0.9
the simulated results can be used to explore the effects of different actuator properties on the devel-
opment of the coherent structures with confidence.
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Chapter 4
EFFECTS OF ACTUATOR PROPERTIES ON
THE EVOLUTION OF THE INDUCED
STRUCTURES
The results presented in this chapter are for a perfectly expanded Mach 1.3 cold jet excited
by the first flapping mode (m = ±1). For completeness, previous results are also presented here
that influence the dynamics of the coherent structures. The effects of the different actuator proper-
ties, frequency (Section 4.1), duty cycle (Section 4.2), and actuator temperature (Section 4.3), are
explored in this chapter.
4.1 Effect of Frequency
The effect of excitation frequency is examined by considering four Strouhal numbers, 0.1, 0.2,
0.3 and 0.6 with a duty cycle of 20% and an actuator temperature ratio of 5. The time averaged
centerline velocity for each of these is shown in Fig. 4.1a where uncontrolled results are also
presented for the purpose of comparison. Note that since the cases are being compared relative
to each other, rather than experiment, no axial shifting is employed here. In each case, there is
a clearly defined inviscid core, where the centerline velocity remains constant. The effect of the
flapping mode control is to reduce the length of this core. The results may be examined relative
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(a) Mean streamwise velocity (b) RMS fluctuating streamwise velocity, u′
Figure 4.1: The effect of frequency on centerline mean and RMS fluctuating velocities
to the column mode frequency (St ≈ 0.3) determined by Crow and Champagne [26]. When the
Strouhal number is reduced to 0.2, the rate of decay of the centerline Mach number is faster. The
Strouhal number corresponding to the most amplified mode varies in experiment (see Ref. [51])
and may explain why the St = 0.2 is more effective than St = 0.3. Further reduction in Strouhal
number to 0.1 results in a reversal in effectiveness and the resultant column length becomes longer.
In contrast, a higher frequency (St = 0.6) than the St = 0.3 results in a core length that is almost the
same as the no-control case. However, the rate of decay after the collapse of the core is significantly
higher. These results are consistent with experimental data, which show that at St = 0.1, the effect
of excitation is minimal and the centerline decay in streamwise velocity is fastest for St ∼ 0.3 [83].
The RMS fluctuating streamwise velocities on the centerline of the jet is presented in Fig. 4.1b.
The Strouhal numbers of 0.1, 0.2, and 0.3 peak at approximately the same streamwise location (7
jet diameters). Although both the Strouhal number of 0.6 and the no-control case have peak RMS
fluctuations located further downstream, fluctuations with the former are suppressed in the initial
part of the jet development. Numerical results shown in Ref. [35] with Strouhal numbers up to
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(a) Flapping plane (b) Non-flapping plane
Figure 4.2: The effect of frequency on time averaged jet half widths of the flapping mode excitation
cases
2 for the m = 1 mode indicate a similar reduction in near field fluctuations at higher excitation
frequencies. However, as shown later, the St = 0.6 case has coherent structures which differ from
each of the other cases. The jet column mode (St = 0.3) has the maximum fluctuation, u′/U jet ≈ 0.2,
of all the frequency cases.
The time averaged jet half widths at the different indicated frequencies are illustrated in Fig. 4.2
for the flapping and non-flapping planes. The Strouhal numbers of 0.2 and 0.3 have very similar jet
half width profiles on the flapping plane until approximately 6.5 jet diameters downstream, at which
point the lower Strouhal number has a higher jet expansion rate than the column mode frequency.
The lowest Strouhal number (St = 0.1) has the smallest jet half width on the flapping plane. This
Strouhal number exhibits the same characteristics on both the flapping plane and the non-flapping
plane similar to the no-control case, except the St=0.1 case which contracts instead of expanding on
both planes. The non-flapping plane shows the characteristic negative spreading for all frequencies.
The vorticity contours of the flapping plane at a phase of 0.4pi , shown in Fig. 4.3, indicates that
for the column mode frequency case the pattern is staggered. As the excitation frequency increases,
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(a) St=0.1 (b) St=0.2
(c) St=0.3 (d) St=0.6
Figure 4.3: The effect of excitation frequency on coherent structures in phase averaged data: vor-
ticity contours of the flapping plane at 0.4pi phase angle
the number of structures also increases and the vortical structures become smaller in size as well.
The differences in lateral jet spreading discussed earlier in Fig. 4.2 can also be seen in these vorticity
contour plots for the flapping plane. For St = 0.1, no distinctly discernible structures exist at this
phase. However, the effect of control is observed in the jet half width as noted earlier. The vorticity
on the non-flapping plane is depicted in Fig. 4.4. The maximum vorticity in the lobes of the non-
flapping plane increases as the Strouhal number increases. The jet width on the non-flapping plane
for the highest frequency is generally smaller than the other excitation frequencies throughout the
axial extent shown. Here too, the Strouhal number of 0.1 does not exhibit any distinctly identifiable
coherent structures, similar to the no-control case.
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(a) St=0.1 (b) St=0.2
(c) St=0.3 (d) St=0.6
Figure 4.4: The effect of excitation frequency on coherent structures in phase averaged data: vor-
ticity contours of the non-flapping plane at 0.4pi phase angle
45
The phase-averaged iso-level of Q-criterion at φ = 0.4pi colored by the axial component of
vorticity is presented in Fig. 4.5 for all cases. Small structures arise near the nozzle exit due to
the actuators. These undergo complex entrainment processes to yield clearly defined vortex rings
which propagate downstream. The rings are initially perpendicular to the flow but as the ring moves
downstream it becomes more inclined to the centerline. They remain roughly symmetric about the
horizontal (or flapping) plane. About the vertical plane however, successive rings are alternately
constricted on one side relative to the other. The non-constricted segment of one ring induces a
forward motion of the constricted segment of the ring that is formed later (the dynamics related
to self-induced rings may also be a factor — see [42]). In later stages of flow development, one
ring pushes through the previous one. The net effect is to stretch and eventually dissipate each ring
into less coherent turbulence. It can also be noted from Fig. 4.5 that for St = 0.2 and 0.3, the ring
structures formed are almost identical. For both St = 0.2 and 0.3, the Q-criterion in the initial region
downstream of the nozzle exit exhibits small relatively azimuthally varying structures as a result of
the flapping actuators. These structures entrain fluid to form the vortex ring structures. The structure
evolution is similar for both St = 0.3 and 0.2, but the rings are slightly thicker (for the same value of
Q) for the latter which maybe due to increased coherent structure interactions for the St=0.3 case.
This interaction will be explored further in Section 1.2.1 and Chapter 6. However, at St = 0.1, the
prominently identified azimuthally varying structures close to the nozzle exit and the prominent
vortex rings are not observed. The overall dynamics of the St = 0.1 case appears similar to that of
the no-control case. Note however that the core length and decay rate is quite different from the
no-control situation as shown in Fig. 4.1. At St = 0.6, see Fig. 4.6 for a enlarged image of Fig.
4.5d, the relatively small azimuthally varying structures close to the nozzle exit are similar to the
St = 0.3 case and the ring structure labeled as B is also equivalent to the initial structures discernible
in the St = 0.2 and St = 0.3 cases. Subsequently however, the vortex rings (B) prominent in St = 0.2
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(a) St=0.1 (b) St=0.2
(c) St=0.3 (d) St=0.6
Figure 4.5: The effect of excitation frequency on coherent structures in phase-averaged data: Q-
criterion iso-levels (0.35) colored by streamwise component of vorticity at 0.2(2pi) phase angle
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Figure 4.6: Close up of St=0.6 iso-level of Q-criterion colored by axial velocity
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and 0.3 cases are broken down by longitudinally elongated structures to form hairpin vortices (as
shown in Fig. 4.6). These axial structures resemble remnants of ribs connecting consecutive rings
as observed very prominently for m=0 (more discussion is presented later in Section 5.3). Although
this three dimensional structure presented in Fig. 4.5d for St=0.6 shows smaller features than at
lower Strouhal numbers, the phase-averaged results on the flapping and non-flapping planes (Fig.
4.3d and 4.4d) show staggered and aligned structures respectively. This suggests that the main
dynamics of vortex pinching described earlier persists, but may be visible at other Q-criterion iso-
levels.
4.2 Effect of Duty Cycle
As noted earlier, the LAFPA actuator is characterized by a frequency as well as a duty cycle,
which represents the fraction of time during each cycle when the actuator is on. In this section,
results with 50%, 90% and 100% duty cycle are discussed. An increase in the duty cycle indicates
an enhancement in the amount of heat addition to the flow per cycle of excitation. The 100% duty
cycle case has a temperature ratio of 7.5 to examine the effects of the greatest possible energy input
into the flow for the chosen parameter range.
The effect of duty cycle on the mean and RMS centerline velocities is shown in Fig. 4.7. The
mean streamwise velocities, as shown in Fig. 4.7a, indicate that the core length is relatively insen-
sitive to the duty cycle except when the actuators are always on (100%), in which case the actuators
have no effect on the flow. This confirms that the instability excitation is the cause of the change
in jet properties and the amount of energy deposition is not a significant factor in the development
of the actuation induced structures, at least for the values explored in this section. Results with the
90% duty cycle are almost the same as those with the 50% duty cycle for both mean and fluctuating
quantities along the centerline. After an initial faster drop in velocity with the 50% duty cycle case,
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(a) Mean streamwise velocity (b) RMS fluctuating streamwise velocity compo-
nent, u′
Figure 4.7: The effect of duty cycle on mean and RMS centerline velocities
the rates of decay between the 20% and 50% cases are independent of duty cycle. This suggests
that the structures corresponding to the different duty cycles evolving in the jet shear layer have a
significant impact only in the initial region after the collapse of the jet core. In Fig. 4.7b the effect
of duty cycle on the RMS fluctuating streamwise velocities is shown. All the duty cycles (except
100%) display approximately the same maximum fluctuation of about 0.2U jet . This maximum is
located at about 6.5 jet diameters downstream. The 100% duty cycle shows smaller oscillations than
the no-control case in the initial region downstream of the nozzle. However, after about 6 diameters,
the fluctuations for these two cases are almost identical.
Several other results are now presented to highlight the effect of duty cycle on the development
of structures, which influence mixing and noise generation. The phase-averaged vorticities on the
flapping and non-flapping planes are shown in Figs. 4.8 and 4.9 respectively. The 20%, 50%
and 90% cases all display staggered structures with no significant qualitative differences between
them on the flapping plane. Quantitatively, the 50% duty cycle case illustrates the largest vorticity
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(a) 20% Duty Cycle (b) 50% Duty Cycle
(c) 90% Duty Cycle (d) 100% Duty Cycle, Tactuator/T∞ = 7.5
Figure 4.8: The effect of duty cycle on coherent structures in phase averaged data: vorticity contours
of the flapping plane at 0.4pi phase angle
magnitude values. The 100% duty cycle case, however, shows no structures at all. On the non-
flapping plane, depicted in Fig. 4.9 for completeness, the situation is similar. The Q-criterion (Fig.
4.10) illuminates a richer structure with the higher duty cycle with more numerous streamwise “rib-
like” features. These streamwise structures are significant in the entrainment of ambient fluid. It is
important to note however, that the structures highlighted depend to some degree on the value of
the Q-criterion chosen. Similar structures exist in the lower duty cycle case essentially connecting
successive rings, but at a different magnitude of the iso-level.
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(a) 20% Duty Cycle (b) 50% Duty Cycle
(c) 90% Duty Cycle (d) 100% Duty Cycle, Tactuator/T∞ = 7.5
Figure 4.9: The effect of duty cycle on coherent structures in phase averaged data: vorticity contours
of the non-flapping plane at 0.4pi phase angle
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(a) 20% Duty Cycle (b) 50% Duty Cycle
(c) 90% Duty Cycle (d) 100% Duty Cycle, Tactuator/T∞ = 7.5
Figure 4.10: The effect of duty cycle on coherent structures in phase-averaged data: Q-criterion
iso-levels (0.35) colored by streamwise component of vorticity at 0.4pi phase angle
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4.3 Effect of Actuator Temperature
As noted earlier, the actual temperature in the arc varies during the cycle, and the magnitude
chosen for the previous cases, T/T∞ = 5, represents the approximate value measured in the experi-
ment. Results are now presented to investigate the sensitivity of the flow dynamics to the actuator
temperature. To this end, in addition to the baseline T/T∞ = 5, a higher value of T/T∞ = 7.5 and
lower value of T/T∞ = 2.5 are also considered. The time averaged and RMS centerline velocities
for the different temperature ratios are displayed in Fig. 4.11. There is relatively little difference in
evolution of the streamwise velocity between the temperature ratios of 5.0 and 2.5. At the highest
temperature however, it is evident that the decline is slightly more abrupt and the rate of decay is
only modestly higher i.e., the mixing is faster. However, all three temperatures result in approx-
imately the same potential core length. The RMS fluctuating streamwise velocities (Fig. 4.11b)
of the temperature ratios 2.5 and 5.0 display identical streamwise variation, while the temperature
ratio of 7.5 attains the maxima at an earlier location and falls off more rapidly thereafter. The peak
fluctuation for both T/T∞ = 2.5 and 5.0 cases occurs at 7 jet diameters downstream with a value of
∼ 0.19. Conversely, T/T∞ = 7.5 has a maximum of ∼ 0.22 at about 6 jet diameters downstream.
The time averaged jet half widths for the two planes, non-flapping and flapping respectively,
are shown in Fig. 4.12. On the non-flapping plane, the jet width actually diminishes modestly with
increasing actuator temperature relative to the uncontrolled case. On the flapping plane however,
the jet-width increases sharply, consistent with the observations of Fig. 4.5. Again, the difference
between T/T∞ = 2.5 and 5.0 is relatively small, while at 7.5, the jet spreads more rapidly.
The contour plots of phase-averaged vorticity in the flapping and non-flapping planes are shown
in Figs. 4.13 and 4.14 respectively. The basic structure of the coherent features is similar for all
simulations. As noted earlier, on the flapping plane, the structures are staggered, while on the
non-flapping plane they are roughly twice the number and non-staggered. However, in the highest
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(a) Mean streamwise velocity (b) RMS fluctuating streamwise velocity compo-
nent, u′
Figure 4.11: The effect of actuator temperature on mean and RMS centerline velocities
(a) Non-flapping plane (b) Flapping plane
Figure 4.12: The effect of actuator temperature on time averaged jet half widths
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(a) Tactuator/T∞=2.5 (b) Tactuator/T∞=5
(c) Tactuator/T∞=7.5
Figure 4.13: The effect of actuator temperature on coherent structures in phase averaged data: vor-
ticity contours of the flapping plane at 0.4pi phase angle
actuator temperature case the structures are strengthened i.e., peak values of vorticity are higher
on the non-flapping plane and the structures diverge further away from the centerline on the flap-
ping plane. The non-flapping plane shows that the core length decreases as the temperature ratio
increases.
The effect of actuator temperature on the vortex dynamics is shown with iso-levels of Q-criterion
colored by vorticity in Fig. 4.15. For temperature ratios of 2.5 and 5.0 the structures are very similar.
These two temperature ratios have vortical rings that are pinched by the previously formed ring on
the flapping plane. For the higher temperature ratio, the same structures are visible, but, because of
the larger peak values, other smaller structures are also evident.
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(a) Tactuator/T∞=2.5 (b) Tactuator/T∞=5
(c) Tactuator/T∞=7.5
Figure 4.14: The effect of actuator temperature on coherent structures in phase averaged data: vor-
ticity contours of the non-flapping plane at 0.4pi phase angle
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(a) Tactuator/T∞=2.5 (b) Tactuator/T∞=5
(c) Tactuator/T∞=7.5
Figure 4.15: The effect of actuator temperature on coherent structures in phase-averaged data: Q-
criterion iso-levels (0.35) colored by streamwise component of vorticity at 0.4pi phase angle
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4.4 Summary
This chapter discussed the effect of different actuator parameters (frequency, duty cycle, and
actuator model temperature) on the development and evolution of the actuator induced structures.
The results showed that the structures are more sensitive to the excitation frequency rather than the
energy deposition (duty cycle and actuator model temperature) into the shear layer. This indicates
that the actuators are exciting an instability already present in the flow and not exerting a force
that changes the fundamental dynamics of the flow. From these findings, the effect of duty cycle
and actuator model temperature can be largely disregarded for the remainder of this work within the
range tested here. Note that Section 5.3.2 and Chapter 6 employ duty cycles below the values studied
in this chapter which may result in reduced control authority compared to the values explored within
this chapter. This will be discussed further in Section 5.3.2.
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Chapter 5
EFFECTS OF JET PROPERTIES ON THE
DEVELOPMENT OF COHERENT
STRUCTURES
In this chapter, the influence of certain jet properties, namely the nozzle exit boundary layer
thickness and the exit Mach number, on the development and evolution of the shear layer are in-
vestigated. To begin, the effect of boundary-layer thickness is examined for both controlled and
uncontrolled jets in Section 5.1. Next, the effects of Reynolds number (Section 5.2) are studied
followed by the effects of Mach number (Section 5.3) for controlled and uncontrolled jets. The
effect of the nozzle exit boundary layer thickness and Reynolds number are important to understand
the potential for scalability for these actuators since real commercial and military engines operate
at higher Reynolds number (larger jet exit diameter) and thicker nozzle exit boundary layers. An
understanding of the effects of Mach number on the structure dynamics and noise production char-
acteristics is important due to the various flight regimes encountered in a single flight and also the
different range of Mach numbers encountered for commercial and military aircraft.
5.1 Effects of Nozzle Exit Boundary Layer Thickness
The effect of the nozzle exit boundary layer thickness is explored here. For the following case
study, only the supersonic (Mach 1.3) jet will be used. The effect of boundary layer thickness will be
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studied for jets without control (Section 5.1.2) and with control (Section 5.1.3). For the controlled
jets, the excitation will be in the form of the first flapping mode at a Strouhal number of 0.3 and a
duty cycle of 20%.
5.1.1 Boundary Layer Specification
First, the specification of the boundary layer properties is described. The first axial plane of
the interior of the nozzle extension is specified to have a laminar compressible boundary layer. An
approximation of the Blasius boundary-layer profile is used from Ref. [10]. The velocity profile in
dimensional form is given as
u(r) =U jet
r0− r
δ
[
2−2
(
r0− r
δ
)2
+
(
r0− r
δ
)3]
, if r = r0−δ (5.1)
u(r) =U jet , i f r < r0−δ (5.2)
where, δ is the boundary-layer thickness, r is the radial distance from the jet centerline, r0 is the
radius of the exit, and u is the axial velocity inside the boundary layer. The radial and tangential
velocities are set to zero at the first ξ -plane within the nozzle ring. The temperature profile of
the boundary layer is determined using the Crocco-Busemann relation which relates velocity and
temperature for compressible laminar boundary layers on a flat plate with frictional heating [87].
T (r) = Tw+(Tjet −Tw) u(r)U jet +
u(r)
2cp
(U jet −u(r)) (5.3)
Knowing the temperature distribution and that the jet is perfectly expanded (ambient pressure)
the density can be determined from the ideal gas law.
ρ(r) =
P
RT (r)
(5.4)
Three boundary-layer thicknesses (designated: uniform, 0.125D, and 0.25D) are chosen to an-
alyze the effect of exit boundary layer conditions on the jet. These are shown in Fig. 5.1 and are
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Figure 5.1: Non-dimensional nozzle exit axial-velocity profiles of the laminar boundary layers
applied to the first ξ -plane of the nozzle extension. The uniform case consists of setting the velocity
at the first point away from the nozzle wall equal to the jet velocity, and is the same as the profile
employed in Ref. [37] and in the previous and subsequent chapters. Note that since the boundary
layer is very thin, it is not resolved by the mesh at the nozzle exit. The largest value on the other
hand is only used for the no-control case, and is chosen to highlight and exaggerate the influence of
boundary-layer thickness. An increase in mesh sensitivity is seen in some of these cases. Therefore,
grid resolution studies pertaining to these particular boundary layer cases are also explored. The
solution procedure for all cases are identical: the flow for each nozzle exit profile is computed using
mesh G1. The results are then interpolated to the next finer mesh and marched to convergence. The
cases that are computed are listed in Table 5.1.
5.1.2 Effect of Nozzle Boundary-Layer Thickness without Control
A grid resolution study was presented in the previous chapter (Section 2.7) for the uniform
profile case. However, for completeness, a grid resolution study is also presented here for the
δ = 0.125D boundary-layer thickness case without control. The time-averaged streamwise velocity
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Table 5.1: Case studies
No-control m=±1
Mesh G1 G2 G1 G2 G3
δ
Uniform Uniform
0.125D 0.125D 0.125D 0.125D 0.125D
0.25D
(a) Centerline axial velocity (b) Centerline RMS fluctuations, u’
Figure 5.2: Effect of grid resolution of the non-dimensional mean and RMS centerline velocities for
the no-control δ = 0.125D boundary-layer cases
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along the centerline for G1 and G2 for δ = 0.125D are shown in Figure 5.2a, while the RMS
fluctuating component of the streamwise velocity is shown in Fig. 5.2b. For both cases, the results
are seen to be relatively independent of mesh resolution for core length. There is only modest
sensitivity to mesh resolution well downstream of the core collapse. Both fluctuating and mean
quantities reach similar values and no new features are evident. As such, for these no-control cases,
G1 has sufficient resolution and will be used exclusively to compare with the uniform case.
Now, focus is turned to the effect of boundary-layer thickness on centerline quantities for the
no-control cases. Time-averaged centerline streamwise velocities for the different boundary-layer
thicknesses are shown in Figure 5.3a. The data of Samimy et al. [83] and Bridges et al. [15]
are also plotted: these were obtained at M=1.3 and M=1.4 respectively, but have very thin nozzle
exit boundary layers. Similar to the results of other researchers, e.g., Bodony and Lele [6], the
present simulations underpredict the distance from the nozzle exit to the initial drop in velocity,
or core length. As noted in the previous chapter, this effect has been attributed to differences in
computational and experimental nozzle exit conditions. Thus, following Ref. [6], an axial shift of
x/D= 3 has been applied to the computational results in Fig. 5.3a (and throughout the remainder of
Section 5.1.2 including contour plots). This approach effectively matches the core length between
computations and experiments, and allows comparison of the dynamics beyond the core collapse.
The effect of boundary-layer thickness on the centerline mean values is seen to be relatively
modest for the uniform and 0.125D cases. The experiments of Refs. [80] and [82] also indicate that
the initial decay along the centerline is relatively less sensitive to the boundary-layer thickness at
the nozzle exit. The 0.25D case however, shows a significant increase of one diameter in core length
(detected as the point where the velocity starts to decay rapidly), but also shows a more rapid decay
thereafter. Note that high-fidelity simulations at Mach 0.9, Ref. [10], with different boundary-layer
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(a) Centerline axial mean velocity (b) Centerline RMS fluctuations, u’
Figure 5.3: Non-dimensional mean and RMS centerline velocities for the no-control cases
thicknesses show a reduction in core length with increased boundary-layer thickness. This aspect is
discussed further in the context of the lipline results below.
The corresponding centerline RMS fluctuating streamwise velocity components are shown in
Figure 5.3b. In the experiments, fluctuations in the core of about 2% are observed at the nozzle
exit. Since no disturbances are imposed in the simulations, their fluctuations start at zero. The
simulations show earlier growth for the thinner layers. Thus, for the uniform case, the onset of
growth occurs at x/D= 3.5, while the δ = 0.125D case shows the initial rise about 1D downstream
of that. The thickest boundary layer shows the most gradual initial increase. After the collapse
of the potential core however, the most rapid rate of increase in velocity fluctuations occurs for
the thicker layers. The net result is that all cases show similar peaks at about 12D. The more
rapid rise of the fluctuations in the computations compared to the experiments may be related to
the state of the boundary layer at the exit. Zaman and Hussain [110] showed that laminar exit
conditions yielded more rapid fluctuation growth than turbulent conditions. This is consistent with
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(a) Streamwise RMS fluctuations, u′ (b) Vertical RMS fluctuations, v′
Figure 5.4: Lipline RMS fluctuations for the no-control cases
the observed difference between computations (laminar exit conditions) and experiments (turbulent
exit conditions). After the maximum at x/D≈ 12, the RMS fluctuations drop for all simulated cases
and better agreement is observed with the experiments.
The observed centerline values are a consequence of the breakdown initiated at the lipline. To
examine this process, Figure 5.4 shows the variation of the RMS fluctuations along the lipline for
the axial (u′) and vertical (v′) components. The experimental fluctuations are much larger at the
lipline than at the centerline because of the turbulent boundary layer at the exit and indeed the u′
components differ greatly between the two experiments. The computations again assume a laminar
condition. The axial distance to where the initial growth of fluctuations is observed again scales
with increasing boundary-layer thickness. The u′ for the uniform inflow case saturates about four
diameters downstream, while values for δ = 0.125D and δ = 0.25D grow slowly and do not have a
sharp peak. Clearly, the breakdown process is slower for the thicker boundary layers, similar to the
observations at Mach 0.9 [10].
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The sharp peak of the uniform case at x/D= 4 may be associated with a vortex pairing or turbu-
lent break down process. In low-speed laminar-nozzle-exit jet experiments, Zaman and Hussain[110],
observed the effect of vortex pairing as small humps, similar to those observed for the thicker bound-
ary layers in the current simulations (for the 0.25D case, this feature is visible at an axial distance of
about 7.5D). In our case, these peaks are only observed on the lipline. This difference may be due
to compressibility effects since Ref. [110] studied low speed (M ∼ 0.2) jets. Zaman and Hussain
also concluded that the vortex pairing peak was not visible for turbulent-boundary-layer jets due to
the unsteady pairing process. Therefore, the experimental data of Samimy et al. [83] and Bridges et
al. [15] plotted in Fig. 5.4 do not exhibit this vortex pairing peak. Because of the high-speed nature
of the jet, kinematic techniques to visualize the pairing process are difficult. Therefore, power spec-
tral density (PSD) plots will be utilized next to investigate whether this peak is due to the pairing
process for the uniform case. For the uniform case, the pairing/breakdown happens very close to
the nozzle exit due to the sharp gradient of the uniform profile causing the pairing to be very small
before much entrainment occurs. The jet then continues to entrain more ambient fluid and becomes
turbulent and pairings can no longer occur. For the thicker nozzle exit boundary layer cases, the
pairing process is delayed due to the gentle gradient of the profile and the jet becomes turbulent
before any pairings can occur. This turbulence and lack of pairing results in a smoother axial RMS
velocity profile. Also, the pairing/breakdown happens very close to the nozzle exit due to the sharp
gradient of the uniform profile causing the pairing to be very small since not much entrainment has
occurred. The jet then becomes turbulent due to the entrainment and no more pairings occur. The
thicker boundary layer jets have a smaller gradient which delays the pairing process and gives the jet
more time to become turbulent and therefore the act of vortex pairing is no longer achieved. Much
further downstream, the variations due to different upstream profiles diminishes, and all simulations
and experiments asymptote to similar u′ fluctuation levels.
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(a) x/D= 3.99 (b) x/D= 4.42
(c) x/D= 5 (d) x/D= 7
Figure 5.5: Fluctuating axial velocity spectra along the lipline for the uniform no-control case
The computed v′ values, shown in Fig. 5.4b, display similar trends as u′. They also display initial
increases at distances proportional to boundary-layer thickness but saturate and decay so that all
cases yield approximately the same levels at 15D. The two experiments have similar v′ fluctuations
at the nozzle exit, but at about 4 diameters downstream, they settle to different asymptotic values.
The trends observed in Fig. 5.4 – delay in peak location with increasing boundary-layer thickness
and relative similarity of absolute peak values – have also been observed by Bogey and Bailly [10]
in their numerical simulations at Mach 0.9.
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To further illustrate that the peak seen in Fig. 5.4a for the uniform case may be associated with
vortex pairing, a plot of the fluctuating axial velocity spectra is shown in Figure 5.5 for several lo-
cations along the lipline versus Strouhal number based on initial shear layer momentum thickness.
The spectra right before the peak (x/D= 3.99) shows a tone at a Strouhal number of 0.01343 which
is in between the Strouhal numbers that Husain and Hussain [50] and Freymuth [33] found experi-
mentally to be the most amplified frequency of the shear layer for an axisymmetric jet. Gutmark and
Ho [45] explain that this variance in frequency is due to different experimental facilities that have
different background noise which may have a different frequency content and turbulence levels. Just
after the axial location of the peak (x/D = 4.42), the spectra looks very similar. If vortex pairing
had occurred, the frequency associated with the vortex pairing tone should have reduced by half.
Further downstream (x/D = 5), no discernible tone exists although the spectra has a maximum at
half of the initial vortex pairing tone which may mean that the shear layer tried to pair and decayed
into a turbulent shear layer as a result. Also at this location, the spectra begins to follow the 5/3
decay which indicates that the jet has become too turbulent to support vortex pairing. By an axial
distance of 7D, the spectra shows a fully turbulent shear layer. Note that the five-thirds line is not
followed above a Strouhal number of 0.004 which may indicate that the initial shear layer instability
frequency is not well resolved or that the jet is not fully turbulent.
The centerline and lipline data can be connected by examining the overall flowfield, which we
now proceed to do through several quantities. To examine the growth of the nozzle exit shear layer,
time-averaged vorticity contours are shown in Fig. 5.6 (left column). The initial rapid growth of
the shear layer is delayed as the boundary-layer thickness is increased, which is consistent with
the lipline data presented in Fig. 5.4 as well as the results of Ref. [10], which examined variations
up to δ = 0.1D. Although the thicker boundary layer breaks down later, the subsequent spreading
69
(a) Uniform inflow (b) Uniform inflow
(c) δ = 0.125D (d) δ = 0.125D
(e) δ = 0.25D (f) δ = 0.25D
Figure 5.6: Time-averaged vorticity (left column) and TKE (right column) contours of the no-
control cases
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of the jet is more rapid and the inward growth is higher. Thus, the column length is not substan-
tially altered as observed earlier in Fig. 5.3a. Compared to the Mach 0.9 results of Ref. [10], the
basic trends of delayed initiation of growth, but more rapid subsequent spreading with increasing
boundary-layer thickness are identical. However, the spreading rate of the thicker boundary layers
is relatively higher in the results of Ref. [10], so that the thicker layers actually yield smaller po-
tential cores, unlike the present supersonic situation where the core length is not affected much at
comparable boundary-layer thicknesses. This is not inconsistent with the known slower growth rate
of supersonic shear layers.
A complete picture of the growth of the turbulent kinetic energy (TKE) is depicted in the right
column of Fig. 5.6 for the different exit boundary-layer thicknesses. The TKE was calculated from
the Reynolds averaged fluctuating quantities as follows:
TKE = 0.5
(〈u′u′〉+ 〈v′v′〉+ 〈w′w′〉) (5.5)
The energy transfer to the fluctuating quantities is high in regions of high mean velocity gradients.
Therefore, on the lipline, the uniform exit profile develops a high TKE signature very close to the
jet exit. The thicker boundary-layer cases on the other hand have smaller mean velocity gradients,
and the energy transfer occurs later. Thus the location of peak TKE value occurs later for the thicker
layers. However, after the delayed breakdown, the thicker boundary layers spread faster, yielding
larger overall peak TKE values.
To further understand the development of the TKE with varying δ in Figure 5.6, radial plots of
the TKE and the Reynolds stresses at different axial locations are presented in Figure 5.7. At the
first axial position (x/D= 4), only the uniform flow profile exhibits significant values for the TKE
and Reynolds stresses. The TKE for the uniform case has a peak value that occurs at the lipline
of the jet (r/D = 0.5) and grows and spreads as it progresses downstream until the end of the core
length (x/D ∼ 8, see Fig. 5.6 right column) at which point the TKE dissipates. The δ = 0.125D
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Figure 5.7: No-control Reynolds stresses versus radial position for different axial locations
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boundary layer case exhibits significant TKE values starting around an axial distance of 6D. Note
that the thickest boundary layer case (see Fig. 5.6h) exhibits significant TKE values starting at about
an axial distance of 7D due to the longer stable shear layer region. At the end of the potential core
(x/D ≈ 9), the stresses and the TKE of the thicker boundary layers have exceeded the amplitude
of the uniform flow case and are also spreading in the radial direction. However, the uniform case
has spread the most at this point. This axial distance is close to the location of the peak TKE value,
x/D = 8, observed in Figure 5.6d and f. Further downstream (x/D = 11), the δ = 0.25D case has
the highest values for the Reynolds stresses and the TKE among all cases. This aligns with the
contour plots in which the peak TKE level is achieved around an axial distance of 10D. Similar
to the axial Reynolds stress, the radial Reynolds stresses, < v′rv′r >, increase and spread with axial
distance. The δ = 0.25D case shows the highest value after the core length.
The near acoustic field of the jet is also examined in Fig. 5.8 through the instantaneous con-
tours of sound pressure levels (SPL = 20log{p′/20}µPa). The central core region is visualized
by shaded gray scale vorticity, clipped at 5U j/D. The evolution of the pressure field from the
hydrodynamically-dominated near-jet region to the acoustic nature away from it is clearly evident.
The thinner boundary layers show relatively steep compression waves in the domain plotted, similar
to those described in Ref. [31]. As the nozzle exit layer is thickened however, the delayed initial
breakdown process is more organized and the near field is quieter overall. The sharp waves ob-
served in the uniform, and to lesser extent 0.125D cases, are absent in the 0.25D case. It should
be noted that unlike the current supersonic results, the observations of Ref. [10] indicate that at
Mach 0.9, thicker boundary layers yield substantial pressure fluctuations even near the nozzle exit.
This may be due to the higher upstream influence of subsonic jets. The effect of Mach number will
be explored further in Section 5.3.
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(a) Uniform inflow (b) δ = 0.125D
(c) δ = 0.25D
Figure 5.8: Instantaneous jet structure depicted by SPL contours, with gray scale vorticity contours
in the core clipped at ωmax = 5U j/D
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5.1.3 Effect of Nozzle Exit Boundary-Layer Thickness with Flapping Mode Excita-
tion
Simulations on the effect of control at different boundary-layer thicknesses were performed in
the same manner as the no-control cases explained in the previous section, except that the m =±1
mode was enforced with the model discussed previously in Section 2.6. A grid resolution study is
described first.
Here the focus is on the δ = 0.125D boundary-layer thickness case because, as noted earlier,
the uniform velocity profile case shows relatively little sensitivity to grid resolution as explained in
Section 2.7 for controlled jets. Figure 5.9 shows the variation of fluctuating streamwise velocities
along the centerline and lipline (non-flapping plane) respectively on three meshes. Note that since
(a) Centerline (b) Lipline of the non-flapping plane
Figure 5.9: Grid resolution study of the RMS fluctuating streamwise velocity for the controlled
δ = 0.125D case
we are not comparing with experiment in this figure, no axial shift has been applied. On both radial
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positions, unlike for the no-control cases, there is significant variation between G1 and G2. This
motivated the introduction of G3, whose parameters were noted in Section 2.4. There is relatively
less variation between G2 and G3. On the centerline, a peak is evident only on G1, but not on the
finer meshes. However, on the lipline, all meshes show a prominent peak, representing growth of
Reynolds stresses, which again maybe associated with vortex pairing following the reasoning of
Zaman and Hussain [110]. Axial velocity spectra at the point of the maximum RMS fluctuation
show a peak at the predicted Strouhal number related to the initial shear layer instability, but cannot
be uniquely identified with the pairing process due to the excitation that cases harmonics at a similar
frequency as the pairing frequency (results not shown here). The dynamics of the evolution of this
feature is discussed further below. Similarly, the large trough at x/D = 6, which occurs on G1, is
eliminated on G2 and G3. Downstream of the end of the potential core, G2 and G3 yield similar
asymptotes. Since results on G2 and G3 are generally similar, the remainder of this discussion will
focus on the former to examine the effect of boundary-layer thickness with m=±1 mode excitation.
As noted earlier, this mode was chosen because it has the most striking effects on the jet shear layer,
and greatly facilitates an analysis of the effects of nozzle exit boundary layer thickness.
The effect of boundary-layer thickness on centerline mean and fluctuating streamwise velocities
are compared in Fig. 5.10. The corresponding no-control cases for each boundary layer are also
depicted in Fig. 5.10 for ease of comparison. A streamwise shift of x/D = 1.2 has been applied
to the controlled simulated data in the same manner as before for these and subsequent figures in
this section. The thicker boundary-layer case shows a larger core length and smaller streamwise
RMS fluctuating velocity than the uniform profile case. A more significant comparison can be
obtained by comparing control and no-control cases at the same boundary-layer thickness. Some
trends are similar: for example, thicker boundary layers delay the initial rise of fluctuations on the
centerline. Some characteristics of the flow differ as well. In particular, the rate of decay of the
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(a) Mean streamwise velocity (b) RMS fluctuating streamwise velocity, u’
Figure 5.10: Effect of boundary-layer thickness on mean and RMS centerline velocities for the
flapping mode excitation cases
mean streamwise velocity is much faster with control than without. The reduction in core length
with control is also manifested in an earlier peak in the axial RMS fluctuations of the excited cases.
Overall however, the changes observed with different boundary-layer thicknesses are much more
pronounced with control than without.
Figure 5.11 shows the evolution of the streamwise fluctuating velocities on the lipline of the
jet for both the flapping and non-flapping planes. Similar to the no-control results (Fig. 5.4a), the
thicker boundary layer shows delayed start of the initial shear layer instability. The final breakdown
is also manifested as a peak in these profiles, and will be connected to the contour plots discussed
below.
Figure 5.12 depicts the time-averaged axial velocity contours of the non-flapping (left frame)
and flapping (right frame) planes of the uniform (top half) and δ = 0.125D (bottom half) cases. Note
that only half the plane is shown for each, since the time-averaged values are symmetric across the
planes depicted. As described in the previous chapter on the uniform inflow condition case, the
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(a) Non-flapping plane (b) Flapping plane
Figure 5.11: Effect of boundary-layer thickness on lipline axial RMS fluctuations for the flapping
mode excitation cases
flapping plane has a high spreading rate signifying enhanced entrainment, whereas the jet does not
spread as much on the non-flapping plane. This is evident in the top half of Fig. 5.12. The effect
of varying boundary-layer thickness with control is similar in some respects to that without con-
trol. Again, thicker boundary layers show a delay in the breakdown followed by rapid entrainment.
For instance, the uniform case exhibits rapid spreading associated with vortex pairing at x/D = 2,
while the thick boundary layer begins to experience pairing at x/D = 3. However, an interest-
ing observation may be made in regard to the non-flapping plane: for the uniform case there is a
slight contraction, whereas for the thicker boundary layer, the jet spreads outwards. On the flapping
plane, the situation is reversed, and the spreading rate is slightly lower with the thicker boundary
layer. Thus, it is evident that with thicker boundary layers, the distinction between flapping and
non-flapping modes is diminished.
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Figure 5.12: Time-averaged axial velocity contours of the non-flapping (NFP, left frame) and flap-
ping (FP, right frame) planes with the flapping mode excitation
Figure 5.13: TKE contours on the non-flapping (NFP, left) and flapping (FP, right) planes
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The spreading and breakdown of the controlled jets is further analyzed by plots of the TKE on
the non-flapping (left) and flapping (right) planes in Fig. 5.13. The peak TKE values are consider-
ably lower on the flapping plane than on the non-flapping plane (recall that the jet width is smaller
on the non-flapping plane). Similar to the no-control cases, the thicker boundary layer shows de-
layed growth of TKE values, consistent with the smaller mean flow gradient. Unlike the no-control
cases however, on the non-flapping plane, the maximum TKE values shift upstream with increas-
ing boundary-layer thickness. The peak TKE on the non-flapping plane for the uniform case is
located at x/D = 5 while the thicker boundary-layer case has a maximum around x/D = 4. Thus,
this reaffirms the fact that once breakdown is initiated, the growth of the jet is much faster for the
thicker boundary layers. The TKE contours also show that relative distinction between flapping and
non-flapping planes is diminished for the thicker boundary layer.
To further demonstrate the diminishing effect of the actuators with increasing boundary-layer
thickness, Figure 5.14 depicts radial plots of the TKE and the Reynolds stresses for the flapping
(solid lines) and non-flapping (dashed lines) planes for the two cases with control. Overall, the
fluctuations found in the controlled cases (Fig. 5.14) are higher than those of the no-control cases
(Fig. 5.7). This finding is line with the results of Crow and Champagne[26] for their incompressible
low speed turbulent boundary layer jet with and without loudspeaker forcing. The uniform flow case
with control exhibits similar peaks in the TKE, < u′u′ >, and < u′v′r > to that of the corresponding
no-control boundary layer case at the first axial location for both the flapping and non-flapping
planes. In the same manner, the high sharp peak of the uniform case at x/D = 2 gradually spreads
and dissipates with increasing axial distance. The thicker boundary layer case does not exhibit
significant fluctuation levels or TKE values at the first axial location similar to the no-control cases.
Before the end of the core length (x/D= 4), however, the maximum TKE of the non-flapping planes
of both cases is much higher than on the flapping planes. Also, the uniform flow case has spread
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more in the radial direction than the thick boundary layer case at this axial location, similar to the
no-control results. The radial fluctuations and the Reynolds shear stress (〈u′v′r〉) at x/D= 4 exhibit a
strong difference between the non-flapping plane and the flapping plane for the thick boundary layer
case. The uniform case follows the same trend at the same axial location for the radial fluctuations,
but higher fluctuation levels are seen on the flapping plane for 〈u′v′r〉. Further downstream at an
axial distance of 7D, the highest peak in TKE belongs to the non-flapping plane of the uniform flow
case. This peak corresponds to the high TKE value seen in Figure 5.13a at x/D= 6.5, which is right
after the potential core.
At an axial distance of 3D, there is a marked difference in the flapping and non-flapping planes
for the thicker boundary layer. The non-flapping plane profiles have a higher value in the < u′v′r >,
< v′rv′r > (radial fluctuations) and TKE. However, the peak on the non-flapping plane of the uniform
flow for this axial location is lower than the flapping plane indicating a lower turbulence level within
the shear layer. Conversely, the uniform flow does exhibit a wider region of non-zero fluctuations
for all the stresses indicating a thicker shear layer at this axial location (see Fig. 5.12).
As noted earlier, the temperature distributions of the various boundary layer thicknesses are
different as well. Since control is applied as an increase in surface temperature, the question arises
about whether the amount of heat introduced is the same for the different temperature profiles. Plots
of radial temperature variation in the nozzle indicate that, for the uniform case, the wall is effectively
cooled by the jet, while for the thicker boundary layers, the effect of viscosity is to increase the
temperature in the boundary layer, with associated mild local heating of the wall. However, the
applied temperature at the actuator, when it is on, is much higher than the temperatures observed in
any of the uncontrolled cases and as such, this difference is expected to have no significant direct
impact. As shown in the previous chapter, the actual surface temperature imposed has a relatively
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Figure 5.14: Reynolds stresses versus radial position for different axial locations on the flapping
(FP) and non-flapping (NFP) planes
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minor effect on the flow development, which is most strongly influenced by the mode and frequency
of the actuator.
(a) Uniform flow
(b) δ = 0.125D
Figure 5.15: The effect of boundary-layer thickness on coherent structures in phase averaged data
for the excitation cases: vorticity contours of the non-flapping (left frames) and flapping (right
frames) planes at a phase of 20% of the excitation period
To continue, the effects of the boundary-layer thickness on the development and decay of the
coherent structures will now be explored. Figure 5.15 shows the phase averaged contours of vortic-
ity on the non-flapping (left column) and flapping (right column) planes. Clearly formed coherent
structures are evident in both cases, though the details are dependent on the boundary-layer thick-
ness. The uniform flow creates vortical structures at shorter distances from the nozzle exit than the
thicker boundary layer. For both boundary-layer thicknesses, the structures are staggered on the
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flapping plane while on the non-flapping plane, they are non-staggered. In this latter plane, the vor-
tical structures with δ = 0.125D are stronger (i.e. larger vorticity values) and smaller sub-structures
are clearly evident. Consistent with Fig. 5.12, the non-flapping plane spreads more with increasing
boundary-layer thickness.
The 3-D coherent structures associated with the patterns of Fig. 5.15 are shown in Fig. 5.16
with iso-levels of Q-criterion colored by the axial component of vorticity. The two figures for each
case are rotated views of the same phase averaged structure. The basic interaction, characterized
by the existence of vortex rings which are described in great detail in Ref. [37], persists at the
thicker boundary layers. To illustrate the dynamics, the sequence of rings is marked A, A′, A′′ and
B, B′, B′′. These ring pairs are formed alternately with each actuator firing event, with their axes
essentially in the direction of the flow. Through vortex induction however, the axes of the rings
become alternately skewed (though still in the flapping plane) to give rise to the pattern observed
prominently in Fig. 5.16a for the thin boundary-layer case. Thus, a segment of one ring induces a
forward motion of the ring that formed later (the dynamics related to self-induced rings may also be
a factor as noted in Ref. [42]) resulting in rings pushing through previously formed structures. In
terms of the uniform case in Fig. 5.16, B′ effectively pinches A and in turn is pinched by A′. The
net effect is to stretch and eventually dissipate each ring into less coherent turbulence.
As shown in Fig. 5.16b, the same basic interaction is clearly visible for the thicker nozzle exit
boundary layer, though there is evidently an attenuation of the robustness of the ring structures. The
rings are thinner and more frequent and furthermore do not interact as much with each other as in
the thin boundary layer case. Estimates of the integral length scales from spatial correlations of
primitive variables indicate that the scale of the uniform boundary layer case is 65% higher than
the δ = 0.125D case, confirming the visual observation. The relation between the disturbances and
coherent structures has been discussed by Raman et al. [78], in terms of growth and saturation with
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(a) Uniform inflow, G1
(b) δ = 0.125D, G1
(c) δ = 0.125D, G2
Figure 5.16: The effect of boundary-layer thickness on coherent structures in phase averaged data of
the excitation cases: Q-criterion iso-levels colored by streamwise component of vorticity at a phase
of 20% of the excitation period
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different forcing levels. They concluded through experiments and stability analysis that the "mean
flow production of the coherent component" is inversely proportional to the momentum thickness.
Although the present method of excitation is different, the same conclusions hold. Another factor
is the reduced effective diameter with the thicker boundary layer. This smaller diameter can be
expected to alter the column mode excitation frequency, thereby changing the optimal excitation
frequency. The fine mesh result for δ = 0.125D (Fig. 5.16c) not only exhibits the rings, but also
shows substantial streamwise structures similar to ribs seen by Gaitonde et al. [37] for axisymmetric
m = 0 excitation. These ribs suggest that the larger rings are formed by the heads of hairpin like
vortices, and are thought to aid in fluid entrainment and spreading of the jet. The relatively spatially
uniform distribution of these structures around the jet is consistent with the more uniform spreading
rate of the jets on the flapping and non-flapping planes as shown in Fig. 5.12 for this boundary-layer
thickness.
To analyze the effect of large scale structures on the near field, Fig. 5.17 exhibits instantaneous
SPL and vorticity contours for the controlled cases, similar to those shown earlier for the no con-
trol cases in Fig. 5.8. The near field of the controlled, uniform velocity case displays elongated
structures in fish bone type patterns that propagate outwards on both the flapping and non-flapping
planes. When the boundary layer is thickened, the initial breakdown is more organized and the fish
bone structures are considerably muted. Furthermore, the thicker boundary layer shows smaller dis-
tinction between the flapping and non-flapping planes. This concurs with the previous observations
that the effect of the thicker boundary layer is to diminish the effect of the actuators.
Comparing controlled cases (Fig. 5.17) with their non-controlled equivalents (Fig. 5.8), it is
evident that the SPLs are much higher with control. This is not surprising since the m = ±1 mode
at St = 0.3 was chosen to highlight the effect of nozzle exit boundary layer thickness on coherent
structures rather than noise mitigation. Using the Flapping mode along with a frequency close
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(a) Flapping plane of uniform inflow (b) Non-flapping plane of uniform inflow
(c) Flapping plane of δ = 0.125D (d) Non-flapping plane of δ = 0.125D
Figure 5.17: Instantaneous jet structure depicted by SPL, with gray scale vorticity contours in the
core, clipped at ωmax = 5U j/D for the excitation cases
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Figure 5.18: Azimuthally averaged OASPL at a radial distance of 5D for the control cases
to the column mode frequency produces energetic large scale structures and a distinct near field.
These distinct structures and near field will allow easy identification of the effects of nozzle exit
boundary layer thickness on the excited structures and the resultant near field. Pressure spectra
were examined at several locations in the turbulent jet to evaluate the evolution of different modes
and the relative dominance of the initial and column mode instability. The results are consistent
with those discussed in Ref. [36] and are not reproduced here for brevity. For both no-control and
control cases, the dominant frequency corresponds to the column mode.
Figure 5.18 depicts the streamwise variation of the azimuthally averaged overall sound pressure
levels (OASPL) at a radial distance of 5D from the centerline for the controlled cases. At all axial
locations, the thin boundary layer shows higher OASPL than the thick boundary layer. This is
consistent with Fig. 5.17, where the stronger response of the uniform jet is reflected in higher near-
field disturbances. The initial rise is earlier for the uniform flow case as expected. However, both
display similar growth rates until slightly downstream of the potential core (x/D∼ 8) at which point
both cases remain relatively constant.
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5.2 Reynolds Number Effects
A brief discussion on the effects of Reynolds number on controlled jets will now be presented to
highlight the concerns with scaled laboratories and help with the discussion of the effects of Mach
number in the subsequent section. In this section, the flapping mode is excited at a St=0.3 for a
Mach 1.3 cold jet. Two Reynolds numbers are explored: a low Reynolds number of 100,000 and
a high Reynolds number of 1,100,000 (same as the previous and subsequent M=1.3 jets). Both
jets have a Blasius profile with a boundary layer thickness of δ = 0.125D like that imposed in the
previous section.
Reynolds number is the ratio of the inertial forces to the viscous forces; therefore, it is unsurpris-
ing that as the Reynolds number decreases the viscous effects become more pronounced as shown in
Figs. 5.19 and 5.20. Both Reynolds numbers have the same core length but the spreading rate of the
lower Reynolds number jet is much higher illustrating the higher viscous effects. This is also seen
in the mean centerline quantities (not shown for brevity) in which the velocity decays at a higher
rate for the low Reynolds number case.
Within the potential core, the phase-averaged structures (see Figs. 5.20 and 5.21) show small
differences indicating, at least for this range of Reynolds numbers, the coherent structures develop
similarly. The lower Reynolds number exhibits slightly thicker structures for the same Q-criterion
in Fig. 5.21 indicating some sensitivity to viscous effects within the potential core. These thicker
structures can be regarded as spatially more coherent than the higher Reynolds number case and
thereby it is expected that the dominance of the acoustic field by large scale structures is intensified
for the lower Reynolds number jet. Since, most experimental facilities test on scale models 100
times smaller than the actual jet engine this could result in large differences especially when the
majority of the differences are seen in the region defined by many researchers [86, 9] as the acoustic
source region (downstream of the potential core length).
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(a) Low Reynolds number
(b) High Reynolds number
Figure 5.19: Time-averaged axial velocity on the non-flapping (left) and flapping (right) planes for
both Reynolds numbers
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(a) Low Reynolds number
(b) High Reynolds number
Figure 5.20: Phase-averaged vorticity on the non-flapping (left) and flapping (right) planes for both
Reynolds numbers
(a) Low Reynolds number (b) High Reynolds number
Figure 5.21: Phase-averaged Iso-levels of Q-criterion colored by axial vorticity for both Reynolds
numbers
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5.3 Mach Number Effects
In this section, the effect of Mach number on coherent structure development is explored.
Specifically, a Mach 0.9 and a Mach 1.3 perfectly expanded cold jet is compared. Both Mach num-
ber jets have flow parameters of that of their experimental counterparts to ease experimental com-
parison. The Mach 0.9 jet has the flow parameters of ρ jet = 1.404kg/m3, U jet = 285.99m/s, Tjet =
251.31K and thus Re = 635,308. The Mach 1.3 jet has the flow conditions: ρ jet = 1.754kg/m3,
U jet = 371.5m/s, Tjet = 203K yielding Re = 1.1× 106. Therefore, the convective Mach numbers
for these jets, given by Eqn. 5.6, are Mc = 0.603 for the supersonic case and Mc = 0.433 for the
subsonic case [75].
Mc =
U jet −U∞
a jet +a∞
(5.6)
Although this number is not reflective of the actual speed of the structures for highly compressible
flows, it does give an indication of the compressibility of the flow.
Both Reynolds number and Mach number effects are discussed since both of these parameters
are changing between these two jets. To begin, the general differences without control are explored
in Section 5.3.1. Following this general characterization of the differences between the supersonic
and subsonic jets, a discussion on the effect of Mach number on a controlled jet is explored in
Section 5.3.2.
5.3.1 No-control
Very slight differences are seen in the time averaged quantities of the different un-controlled
Mach number jets. For instance, Fig. 5.22 examines the time averaged jet half widths for both the
subsonic and supersonic no-control cases. The jet half widths for both Mach numbers is similar
throughout the potential core length of the subsonic case (x/D< 5.5) after which the subsonic case
begins to spread more as the core collapses. The supersonic case has a longer core length which
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Figure 5.22: Jet half width of for the no-control cases with different Mach numbers
causes this rapid spreading to be delayed until x/D= 6.5. This process agrees with the findings of
Refs. [7, 75] that concluded that the higher compressibility results in lower shear layer growth rates.
Note that Section 5.2 also found lower shear layer growth rates for higher Reynolds number jets.
Figure 5.23a depicts the autocorrelations of points along the lipline of both the supersonic and
subsonic un-controlled jets. These autocorrelations are computed with the formula:
ρ(x1(s),x1(t)) =
cov(x1(s),x1(t))
(cov(x1(s),x1(s))∗ cov(x1(t),x1(t)))1/2
(5.7)
where s and t correspond to lags or multiples of the computational time step and cov is the covari-
ance. At both axial locations shown, the subsonic case exhibits a slightly longer correlated region
(longer integral time scale) indicating that either the structure is moving slower than the supersonic
case or that the structure is larger than the supersonic case. The average subsonic structure will be
seen to be moving at a slower speed in Fig. 5.23b through two-point correlations along the lipline.
The locations of the peaks from time t = 0 in this correlation can give an indication of the aver-
age convective velocity of the coherent structures between the two points. For instance, between
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(a) Auto-correlation (b) Two point correlation
Figure 5.23: Correlations of the lipline pressure for both Mach number jets without control
x/D= 2 and 3, the subsonic case has a convective velocity of 177 m/s or 0.62U jet while the super-
sonic case has a convective velocity of 214 m/s or 0.55U jet . Meaning the convective velocity of the
subsonic case is a higher percentage of the total energy of the jet than the supersonic case. Note that,
both these convective velocities are higher than the calculated convective Mach numbers from Equa-
tion 5.6 which generally occurs for highly compressible flows [75]. Further downstream (between
x/D= 4 and 5), the convective velocity of the supersonic case is 236 m/s (0.60U jet) and the subsonic
case has a convective velocity of 195 m/s or (0.68U jet). Therefore, although the convective velocity
is increasing at a higher rate for the supersonic case, the structures in the subsonic case approach the
energy threshold sooner due to the higher initial normalized convective velocity. This difference in
normalized convective velocity can also indicate the difference in the amount of ambient fluid being
entrained which would slow the structures down. Another notable change between Mach numbers is
the spatial coherence. For the subsonic case, the maximum correlation between the x/D= 2 and 3 is
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only slightly higher than the maximum correlation observed further downstream. The spatial coher-
ence of the supersonic case, on the other hand, decreases significantly over the same axial distance.
This lack of spatial coherence indicates that the structures are significantly changing from one axial
location to the other which maybe due to the higher entrainment and higher three-dimensionality of
the supersonic case. This increased three-dimensionality of the coherent structures with increasing
compressibility was also seen by Papamoschou and Bunyajitradulya [73].
To understand the level of entrainment each Mach number endures, Fig. 5.24 depicts the time
averaged radial velocity non-dimensionalized by the respective jet exit velocity for the cross-stream
slice of the jet at the axial distances of 2D and 4D. It is evident from this figure that the supersonic
case experiences more entrainment than the subsonic case close to the nozzle exit due to the higher
levels of negative and positive normalized radial velocity surrounding the lipline. The amplitude
of the freestream entrainment (0.045U jet) is higher than the core flow entrainment (0.0107U jet)
resulting in a lower normalized convective velocity than the subsonic jet. Further downstream, the
supersonic case still has higher amplitudes of entrainment than the subsonic case but the ambient
entrainment is significantly reduced resulting in the supersonic case having a higher normalized
convective velocity. Therefore, the earlier discussion relating the level of entrainment to the lower
convective velocity is confirmed. This higher entrainment near the nozzle exit for the supersonic
case maybe due to the thinner nozzle exit boundary layer compared to the subsonic case. This
thicker nozzle exit boundary layer is due to the computation of the entire nozzle for the subsonic
case. Note that, when the freestream air outside of the jet is moving at supersonic speeds the
characteristics of entrainment change dramatically.
5.3.2 Control
Now that the general dynamics of the un-controlled jets are understood, the focus is shifted to
Mach number effects on controlled jets. For this section the axisymmetric (m = 0) mode will be
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(a) M=0.9, x/D=2 (b) M=1.3, x/D=2
(c) M=0.9, x/D=4 (d) M=1.3, x/D=4
Figure 5.24: Cross-stream slice of the no-control jet with contours of non-dimensionalized time
averaged radial velocity
96
employed. The frequencies St = 0.05, 0.15, and 0.25 are investigated for both Mach numbers. The
duty cycle for the Mach 1.3 case is set to 0.525% (same as the St=0.25 experiment of Crawley et al.
[23]) while the Mach 0.9 cases have a duty cycle of 10% to increase control authority of the thicker
boundary layer present at the nozzle exit due to the computation of the entire nozzle. This thicker
boundary layer, which reduces the control authority as evidenced by Section 5.1.3, requires a higher
duty cycle in order to create the coherent structures that persist throughout the potential core of the
supersonic case. The significance and impact of the different duty cycles will also be discussed.
The effect of Mach number on the controlled jet and the near field pressure is now studied.
To begin, the phase-averaged isolevels of Q-criterion (Q = 0.35) colored by axial velocity with a
background of dilatation in gray scale are illustrated in Figs. 5.25 to 5.27 for each excitation case
at both Mach numbers. Each figure depicts two phases of the excitation period (φ = 0.1(2pi) and
0.6(2pi)). In each phase, the locations of x/D = 2 and 4 of Array 1 (array locations shown in Fig.
3.5) are labeled. For all cases, small individual vortical rings are produced near the nozzle exit by
the break down of the shear layer. As these vortical rings move downstream they become bigger for
the two higher frequencies. This is accompanied by the spreading of the jet due to entrainment. For
the St = 0.05 cases (Fig. 5.25), the A’ and A structures are depicted in the phase 0.1(2pi) for both
Mach numbers. At the phase of 0.6(2pi), the structure in the first phase has already developed and
decayed resulting in no observable actuator induced structures in this phase for either Mach number
due to the long excitation period. At the higher frequencies, streamwise ribs connecting successive
rings are also evident[37]: these represent increasing interaction between successive rings. The
streamwise structures connect the outer part of one ring to the inner part of the previously generated
structure, where the velocity is higher. The subsequent decay of the large structures is clearly
evident. At any given location, the degree of prominence of the rollers depends on the phase: for
example, in the St = 0.15 case, there is a well formed roller at about x/D= 4 at 0.1(2pi) phase but
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(a) M=0.9 (b) M=1.3
Figure 5.25: Iso-levels of Q-criterion colored by axial velocity with dilatation in gray scale for the
St=0.05 cases
at 0.6(2pi) the roller is broken down at the same axial location. Similar effects can be seen in the
phase averaged results for the St = 0.25 case. Another feature of the flow is the presence of hair-pin
like structures, which are especially prominent in the higher frequency cases: note for example the
structure at 0.6(2pi) for St = 0.25 slightly before the x/D= 2 probe.
For the high frequencies, the supersonic and subsonic cases develop rollers due to the excitation
that grow and interact with other actuator induced structures as they propagate downstream. This
has been shown experimentally in the hydrodynamically dominant near field by Sinha et al. [90]
using pressure. The structures that are produced in phase φ = 0.6(2pi) of Figs. 5.26 and 5.27 are the
same as the impulse response structures in Fig. 5.25. However, as the structures grow and propagate
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(a) M=0.9 (b) M=1.3
Figure 5.26: Iso-levels of Q-criterion colored by axial velocity with dilatation in gray scale for the
St=0.15 cases
downstream they interact with the previously created actuator induced structure. The structures seen
in Fig. 5.25 are labeled in Figs. 5.26 and 5.27 for comparison. Structures B and B’ are equivalent
to A and A’ respectively and belong to the previous/subsequent actuator pulse. Figure 5.26 depicts
the St = 0.15 cases in which the structures start to interact around an axial distance of 4D. In phase
φ = 0.1(2pi), the characteristic structures seen in Fig. 5.25 are seen. Half a phase later A’ is broken
up close to x/D= 4 while the ill formed B structure is colliding into the remains of A’. B’ and B are
similar structures to the ones denoted in the impulse case (Fig. 5.25) however structure B is not as
well formed as structure A. While, B’ is more robust than the previous A’ structure. This indicates
a degree of feedback response of the structures between each excitation pair.
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Figure 5.27 depicts the isolevels of the high frequency (St = 0.25) case in which the structures
are interacting by an axial distance of 2D. Since, the reaction to the actuation is cyclic the structures
seen at the end of the potential core in one phase (φ = 0.1(2pi)) begin to develop in the other
phase. Structure B/A’ in phase φ = 0.1(2pi) occurs when structure B collides into structure A’.
This compression occurs due to the high convective velocity of B compared to A’ which is in part
determined by the curvature of the hairpins and toroidal. This interaction is quasi-linear creating
a sine-like response in the near field pressure through linear superpositioning of the two actuator
structures (B and A’). This quasi-linear superpositioning was also noted in Sinha et al. [90] and
Crawley et al. [24] in the near field. This linearity will be discussed further in reference to Fig.
5.30.
Comparing the two Mach numbers, the first noticeable difference is the axial point at which
the structures begin to breakdown. The Mach 0.9 jet sees the breakdown begin around x/D = 4
while the supersonic case still exhibits well formed large coherent structures at this location (see
phase φ = 0.1(2pi) of St = 0.15 and St = 0.25). The other difference in the coherent structures
between the two Mach numbers is the thickness of the hairpin vortices that have their heads on the
actuator induced A’ and B’ structures and the tails wrapping inward to the downstream A and B
structures. These hairpin vortices are azimuthally in-line with the actuator locations. The subsonic
case has thicker hairpin vortices for the same normalized Q-criterion. This may in part be due to the
higher duty cycle used in the subsonic cases since more streamwise structures were seen (in Section
4.2) with increasing duty cycle for the flapping mode. Hairpin vortices are generally associated
with entrainment and therefore, higher relative entrainment is expected in the controlled subsonic
cases. Another difference is observed in the dilatation field, which is significantly reduced with the
decrease in Mach number. The dilatation field can be related to the pressure and consequently to
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(a) M=0.9 (b) M=1.3
Figure 5.27: Iso-levels of Q-criterion colored by axial velocity with dilatation in gray scale for the
St=0.25 cases
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the noise as seen in Eqn. 5.8.
Dln(RT/P)
Dt
=5•U (5.8)
Therefore, a reduction in noise for the Mach 0.9 case is expected. This also conforms to Lighthill’s
eighth power law [67] in which the acoustic power is proportional to the eighth power of the jet
velocity.
The effect of the hairpin structures can be further envisioned by Fig. 5.28 which shows the
phase-averaged radial velocity normalized by the jet velocity on an axial cross-section of the jet for
the first well developed roller located around x/D=2 for both Mach numbers with an excitation of
St=0.25. The figure also depicts a lower duty cycle (3%) for the Mach 0.9 case for comparison. As
can be seen, the Mach 0.9 jets exhibit more entrainment from both the high speed jet flow and the
ambient fluid compared to the supersonic case. The Mach 0.9 jet has higher outward velocity regions
in-line with the placement of the eight actuators which corresponds to the heads of the hairpin
vorticies in Fig. 5.27a and entrainment of the high speed core flow into the coherent structures. In
between the hairpin vortices, there is indication of the ambient fluid being entrained into the coherent
structure ring due to the negative radial velocity. The low duty cycle supersonic case exhibits this
same process but is more subtle. The hairpins of both subsonic duty cycle cases display similar
strengths at this axial location indicating that the effect of duty cycle is not the main cause for the
increased strength of the hairpin vortices between the two Mach numbers. Therefore, the difference
maybe due to the Mach number effects of the jets. For instance, Raman et al. [78] found for high
Mach number jets (M = 0.54) that the saturation point of excitation or in other words the limit of
mixing enhancement occurred at much higher excitation amplitudes than lower Mach number jets
(M = 0.2). However, the method of excitation in their work (plane wave excitation) differs from the
current study (LAFPAs). LAFPAs will provide a higher energy input over a shorter period of time
than the plane wave excitation which may allow the jets to approach the excitation saturation point
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more quickly than the plane wave excitation. The supersonic case depicts the same characteristics
of the subsonic case although the magnitude of the entrained fluid from the ambient and the core
is muted in comparison. The entrainment of the low velocity ambient fluid causes the structures to
grow in size but also leads to the structures becoming less coherent spatially and temporally.
The effect of duty cycle on the hairpin structures in the controlled jets is more pronounced
further downstream. Figure 5.29 depicts cross-stream slices of the phase-averaged radial velocity
at an axial distance of 4D. At this axial location, the low duty cycle subsonic case exhibits lower
amplitudes of radial velocity signifying lower entrainment and thereby weaker hairpin vortices. The
axisymmetric structures (not shown) are also less coherent at this axial location for this duty cycle.
This lower coherence may be due to the thicker boundary layer at the exit which dampens the effects
of the actuation and thereby creates a weaker/smaller structure that is less coherent at the end of the
potential core as seen in Fig. 5.16 of the previous section.
To further investigate the interactions of these structures, the lipline phase-averaged pressure
waveforms are now considered at x/D = 3 in Figs. 5.30a and c for each excitation frequency and
Mach number case. For both Mach numbers, the impulse response (St = 0.05) has a peak around the
characteristic time of 5 and then a trough at tU jet/D= 6. Note that a small secondary peak is seen
after the trough which is not as distinguished in the experiments. This maybe due to the actuation
model or the laminar nature of the nozzle exit. These peaks correspond to the compressions and
expansions from the coherent structures seen in Fig. 5.25 in which the structure is pushing fluid
in front of it and behind it fluid is rushing in to fill the void the structure just left. This pressure
field is similar to that of a uniform flow superimposed with a doublet. Note that the jitter outside
this waveform is due to the low number of excitation periods averaged to obtain the phase-averaged
waveform. If there were no computational constraints and this low frequency case was allowed
to run for 100 excitation cycles, the surrounding wiggles would disappear. The St=0.15 case is
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(a) M=0.9, St=0.25, 10% duty cycle (b) M=1.3, St=0.25, 0.525% duty cycle
(c) M=0.9, St=0.25, 3% duty cycle
Figure 5.28: Cross-section of the phase-averaged (φ = 0.1(2pi)) jet at an axial distance of 2D with
contours of radial velocity
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(a) M=0.9, St=0.25, 10% duty cycle (b) M=1.3, St=0.25, 0.525% duty cycle
(c) M=0.9, St=0.25, 3% duty cycle
Figure 5.29: Cross-section of the phase-averaged (φ = 0.1(2pi)) jet at an axial distance of 4D with
contours of radial velocity
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similar to the St=0.05 case however the time between excitation pulses is significantly reduced. For
the St=0.25 case, the structures are interacting with each other significantly creating an oscillatory
response with little jitter.
Figures 5.30b and d depict the impulse response and St=0.25 phase-averaged waveform and the
linearly superimposed impulse response waveform at a frequency of St=0.25 at an axial location of
3D on the lipline for both Mach numbers. This superposition of the impulse response consists of
adding the impulse response to itself at a phase difference equal to that of the period of the St=0.25
case. The linear superposition on the lipline predicts the waveform shape and amplitude reasonably
well for both Mach numbers. For the subsonic case, the linear superposition does produce a sec-
ondary compression peak, however, it is far less prominent. Given the much greater amplitude of
the pressure fluctuations along the jet lipline, it is perhaps unsurprising that nonlinear effects play a
role. However, the interaction between the structures still appears to be governed predominantly by
quasi-linear dynamics for both Mach numbers. This confirms the findings of linear superposition in
the near field reported by Refs. [90] and [24] and extends it to the actual coherent structures and to
supersonic jets.
Looking at the autocorrelations of the points along the lipline can confirm the visual findings
of the coherence of the structures in Figs. 5.25-5.27. Therefore, in Fig. 5.31 the autocorrelations
of pressure at x/D=2 and 4 on the lipline for both Mach numbers are plotted. At x/D = 2, the
subsequent correlation peaks located at every excitation period are similar in amplitude for both
Mach numbers with the Mach 0.9 case exhibiting a slightly higher correlation for the high frequency
case. This higher correlation value indicates a higher coherence in time at this spatial location
for this subsonic case. Further downstream (x/D=4), the subsequent correlation peaks are much
lower for the subsonic case at all excitation frequencies than the supersonic case indicating higher
temporal coherence at this axial position for the supersonic cases. The temporal coherence for
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(a) M=0.9 phase averaged waveforms (b) Linear superposition of the impulse response with St=0.25
waveform for M=0.9
(c) M=1.3 phase averaged waveforms (d) Linear superposition of the impulse response with St=0.25
waveform for M=1.3
Figure 5.30: Lipline waveforms and superposed waveforms at x/D= 3, r/D= 0.5
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this downstream location can be seen in the St=0.25 structures in Figure 5.27 where the Mach
1.3 structures are smoother in shape than the subsonic structures. The bumpy appearance of the
subsonic structures implies that the structure is significantly changing each excitation period at this
axial location. The shape of the autocorrelation changes also between the two Mach numbers. For
the high excitation frequency case, this change will be shown to be due to the differences in relative
convective velocities between the two Mach numbers in Fig. 5.32.
Figure 5.32 depicts the correlations between different points along the lipline to illustrate the
convective velocity of the structures and the spatial coherence of the structures. Near the nozzle
exit, all excitation frequencies depict a higher spatial coherence for the subsonic cases than the
supersonic cases. This maybe attributed to the smaller velocity gradient at the nozzle exit for the
subsonic cases which would delay break down of the shear layer. Close to the end of the subsonic
potential core length, the supersonic cases have a higher spatial coherence than the subsonic cases
due to the longer potential core length of the supersonic cases. The convective velocities of each
case and axial position were computed from Fig. 5.32 and displayed in Table 5.2 for near the nozzle
exit and in Table 5.3 for near the end of the potential core. The normalized convective velocities
are similar between the subsonic and supersonic cases for each frequency which is contrary to what
was noted for the no-control Mach number cases.
No excitation St=0.05 St=0.15 St=0.25
M=0.9 177 (0.62U jet) 165 (0.58U jet) 159 (0.55U jet) 152 (0.54U jet)
M=1.3 214 (0.58U jet) 211 (0.57U jet) 188 (0.51U jet) 199 (0.54U jet)
Table 5.2: Convective velocities from two-point correlation near the nozzle exit on the lipline
No excitation St=0.05 St=0.15 St=0.25
M=0.9 195 (0.68U jet) 181 (0.63U jet) 179 (0.63U jet) 182 (0.64U jet)
M=1.3 236 (0.64U jet) 238 (0.64U jet) 229 (0.62U jet) 236 (0.64U jet)
Table 5.3: Convective velocities from two-point correlation near the end of the potential core on the
lipline
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(a) St=0.05 (b) St=0.15
(c) St=0.25
Figure 5.31: Auto-correlation of the lipline pressure
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(a) St=0.05 (b) St=0.15
(c) St=0.25
Figure 5.32: Two point correlations of the lipline pressure
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The volumetric flux entrainment ratio (due to induction) between the ambient fluid and the jet
core fluid of a 2-D shear layer can be computed from the equation given by Dimotakis [27] as
Ev =
U jet −Uc
Uc−U∞
xn+1− xn
xn− xn−1 (5.9)
where x is the axial distance andUc is the convective velocity of the structures. Since the convective
velocities of the structures are known now, this ratio can be computed and compared to the quali-
tative findings in Figs. 5.28 and 5.29. Close to the nozzle exit, the ratio is computed for the high
frequency cases to be 0.882 for the subsonic case and 0.867 for the supersonic case. Near the end
of the potential core, the ratio becomes 0.571 for the subsonic case and 0.574 for the supersonic
case. Therefore, both cases are entraining more core flow fluid near the nozzle exit which increases
the convective velocity. Further downstream, the ratios indicate that the entrainment is more evenly
distributed between the high speed and the low speed sides.
5.4 Summary
The effects of different jet exit parameters, specifically nozzle exit boundary layer thickness,
Reynolds number, and jet exit Mach number, were investigated for jets with and without control in
this chapter. In regards to the effect of the nozzle exit boundary layer thickness, the thicker layers
delayed the spreading of the shear layer. However, once the jet began to break down it did so rapidly
resulting in a similar potential core length to that of the thin uniform boundary layer. For both the
control and no-control cases, the thicker boundary layers resulted in lower fluctuations (lower noise)
in the near field. The thicker layers also reduced the effectiveness of the actuators as evidenced by
the smaller actuator induced structures and the reduced spreading on the flapping plane.
Next, the effect of Reynolds number was explored to investigate the possible scalability of the
LAFPAs. An increase in Reynolds number was shown to cause a reduction in control authority. Sim-
ilar to the effect of the thicker boundary layers, higher Reynolds numbers caused smaller actuator
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induced structures and reduced jet spreading on the flapping plane. This is a concern for compar-
isons with full scale engines due to significant changes seen in the supposed dominant source region
of large scale mixing noise.
The Mach number effects were also analyzed in this chapter for a Mach 0.9 and 1.3 cold jet.
Without control, the two jets have similar shear layer growth until the end of the potential core
length of the subsonic case at which point the subsonic jet spreads at a higher rate. The subsonic
no-control case has higher normalized convective velocities throughout the core length of the jet
due to the level of entrainment of the ambient air which maybe due to the thicker nozzle exit bound-
ary layer of the subsonic jet. For the effect of Mach number on the control cases, the subsonic
high frequency case has higher spacial coherence than the comparative supersonic cases throughout
the potential core length. Similar temporal coherence is seen for both Mach numbers close to the
nozzle exit. Lower temporal coherence is observed in the phase-averaged structures and the lipline
autocorrelations for the subsonic jet close to the end of the potential core at all excitation frequen-
cies. Linear superposition of the impulse response can be applied to the lipline phase-averaged
waveforms to obtain the waveform shapes of the higher frequencies for both Mach numbers. This
collaborates with experimental finding in the hydrodynamically dominant near field and extends it
to the lipline and higher Mach numbers.
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Chapter 6
CONNECTION BETWEEN THE COHERENT
STRUCTURES AND THE NEAR FIELD
In the present chapter, the connection between the large scale coherent structures and the near
field is investigated in detail, as effects of different parameters on the jet development is already
illustrated thoroughly in the previous chapters. This is performed by active flow control to system-
atically generate the coherent structures in the shear layer. The control sequence is identical to that
explained already in Section 5.3.2 in which the m=0 mode was used for a subsonic (M=0.9) and
supersonic (M=1.3) jet for a range of excitation frequencies between St=0.05 to 0.25. Mach number
effects relating to the near field propagation is also explored in this chapter.
6.1 Hydrodynamically Dominated Near Field
The coherent structures presented previously in Section 5.3.2 cause disturbances in the near field
that can be seen in the near field pressure data. A typical pressure time trace of the M=1.3 impulse
case located on Array 1 (array locations depicted in Fig. 3.5) is shown in Fig. 6.1 at several axial lo-
cations (x/D= 0.5, x/D= 2 and x/D= 4) over approximately 150D/U jet characteristic times. The
figure also shows the temperature at the actuator on the right y-axis to indicate time instants when
the actuator is on (note that the actuator is located at x/D= 0, r/D= 0.5). Clearly, the magnitude of
the pressure response to the actuation for this Mach number increases with increasing axial distance,
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(a) x/D=0.5, r/D=1.135 (b) x/D=2, r/D=1.355
(c) x/D=4, r/D=1.644
Figure 6.1: Near field pressure response for the M=1.3 jet forced at St=0.05 and the actuator tem-
perature
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which is caused by the growth of the coherent structures in the shear layer. The response of the near
field pressure close to the jet exit (x/D = 0.5) is small, consisting of a small perturbation shortly
after the actuator pulse. Further downstream (x/D = 2), the pressure response is quite regular and
well developed. For example, a short time after the pulse, a peak appears followed by a trough. This
corresponds to an estimated pulse speed of∼ 313m/s, which is between the ambient acoustic speed
(330m/s) and the jet speed of sound (285m/s) signifying that the convective velocity of the waves at
this location is a mix between (sonic) acoustic waves and hydrodynamic waves (subsonic) traveling
at the speed of the coherent structures (as noted in Section 5.3.2). Overall, the pressure fluctuations
at an axial distance of 2D have a magnitude of order 130dB, similar to those encountered in the
azimuthal mode decompositions of the same jet presented in Ref. [36]. Closer to the end of the
potential core (x/D = 4), the trough of the pressure wave increases substantially, but the positive
portion of the wave is relatively unchanged. The overall pressure fluctuation for this axial position
is relatively larger (173dB) because of the outward spread of the jet.
A more detailed analysis may be obtained through phase-averaging the signal at these axial
point locations. For each frequency, the signals were first windowed in intervals of one excitation
period and then averaged. Figure 6.2 depicts the phase-averaged point probe data along Array 1
for both Mach numbers for the different excitation frequencies. The x-axis is the phase in degrees
within the cycle. The Mach 0.9 pressure waves have smaller amplitudes than the supersonic cases
and the waves dampen out with increasing axial distance. The amplitude difference is due to the
lower energy of the jet due to the lower velocity and the decay of the waveform with axial distance
for the subsonic case is due to the shorter potential core that causes the structures to reach their
maximum potential sooner (x/D= 2) than the supersonic case (x/D= 3). The supersonic case has
an increasing wave amplitude with axial distance until x/D = 3 at which point the waves begin to
diminish in amplitude and increase in wavelength. The waveforms of the low frequency subsonic
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(a) M=0.9, St=0.05 (b) M=1.3, St=0.05
(c) M=0.9, St=0.15 (d) M=1.3, St=0.15
(e) M=0.9, St=0.25 (f) M=1.3, St=0.25
Figure 6.2: Phase-averaged pressure waveforms of Array 1
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cases also depict a higher secondary peak than the supersonic waveforms. It is theorized that this
secondary peak is more evident in the subsonic jet due to the lower initial turbulence levels than the
supersonic cases which would transition quicker and cause the secondary peak to become muted
before it has a chance to grow. If the nozzle exit boundary layer was turbulent (like the experiments),
this decay would also be achieved. The propagation of the pulse is observed in the peaks which
arise at successive locations with increased phase. The low frequency case (St = 0.05) depicts a
long neutral period or "quiet" time between each pulse. After the core length (x/D= 5), the pulses
are wider and no longer exhibit a sharp peak. As the excitation frequency increases and the actuator
induced waves interact with each other more, the amplitude of the waveforms decrease. This can
be attributed to the linear superposition discussed for the lipline earlier (Section 5.3.2) and will be
discussed further in regard to the near field later in this chapter. For each frequency, the phase-
averaged waves are hydrodynamically dominated due to the proximity of the probes to the shear
layer. However, embedded in this signal is the acoustic response which will propagate to the far
field. This acoustic response can be separated from the hydrodynamic response through a wavelet
method described and implemented in Ref. [25] for a subsonic jet where there is a significant
difference between the speed of the acoustic waves. For a supersonic jet, a Helmholtz decomposition
[28] would be the preferable way to decompose the signal since it does not rely on the speed of the
waves to decompose the signal. Instead, it decomposes the signal into the irrotational field and the
solenoidal vector field.
These near field phase-averaged waveforms can be connected to the coherent structures depicted
in Figs. 5.25 to 5.27 and the pressure responses of the structures in Fig. 5.30a. The phase averaged
structures of St = 0.05 in Fig. 5.25 depict a quiet time at an axial distance of x/D= 2 and 4 for the
phase of 0.1(2pi) for both Mach numbers. This corresponds, at these locations, to the neutral period
observed in Figs. 6.2a and b for a phase angle of 36◦. With increase in phase, the structure moves
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to the right as observed in the succession of peaks in Figs. 6.2a and b. This effect corresponds to a
near field convective velocity of 0.67U jet between x/D∼ 1 and x/D∼ 2 for the supersonic case and
0.63U jet for the subsonic case. This differs from the lipline convective velocities due to the increased
influence of the acoustic waves outside the shear layer. This will be discussed more in terms of the
two-point correlations. The large hydrodynamic wave formed by the actuator at x/D∼ 1 at 0.1(2pi)
phase in Fig. 5.25 has just passed the axial distance of x/D = 5 (viewing range of the iso-level
structures) at the φ = 0.6(2pi) phase leaving the axial point in the top of the secondary compression
peak which is more evident in the subsonic case than the supersonic case. This corresponds to the
smaller secondary peak at x/D= 5 at 216o in Figs. 6.2a and b.
For St = 0.15, the phase averaged signal at axial positions shown in Figs. 6.2c and d, indicates
that the “quiet” time between pulses becomes shorter with downstream distance of the probe. This
also corresponds with the increasing size of the structures in the jet. At an axial distance of x/D= 4,
the horizontal neutral part of the phases is minimal, suggesting that subsequent structure interaction
is occurring. This location also has the highest amplitude phase averaged wave for the supersonic
case. Correlating to Fig. 5.26 for the St = 0.15 case, the x/D = 4 location at 0.1(2pi) = 36◦ phase
shows a large dilation wave associated with a well-developed roller. Clearly, the growth of the rings
with distance from the nozzle exit corresponds to increasingly shorter quiet times at downstream
probes: an effect clearly observed in Fig. 6.2c and d. Thus, at 0.1(2pi) phase, the location x/D= 2
has significant quiet time while at x/D= 6 the pulses essentially merge with each other to create a
sine-like response.
For the St = 0.25 supersonic case, the first axial position plotted has a sine-like wave indicating
significant structure interactions. The subsonic case does not exhibit this sine-like state yet at this
axial location due to the more prominent secondary compression wave that is seen in the impulse
response at this location. For both Mach numbers, the waves maintain a sine-like pattern beyond
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x/D= 2 even after the potential core ends (approximately x/D= 5.5). The peaks in the downstream
locations (x/D> 4) of the subsonic case consistently occur at earlier phases than the corresponding
supersonic axial locations. Since the phase-averaging is started when the actuators are turned on in
both cases; this phase difference indicates a difference in the normalized convective velocity of the
waves in this region. This observation differs from the results on the lipline discussed in Section
5.3.2 and will be investigated further later in this chapter.
Figure 5.27 can be used to give a visual understanding of these phase-averaged pressure probes
for the St=0.25 cases. In Fig. 5.27, the white dilatation waves correspond to an increase in pressure
while the black dilatation waves correspond to a decrease in pressure. At a phase of φ = 0.1(2pi) =
36◦ in Fig. 5.27a, the point probe located at x/D= 4 is entering a white dilatation region (increase
of pressure) while the x/D=2 probe is entering a black dilatation wave corresponding to a decrease
in pressure. In Fig. 6.2a, an increase of pressure is seen at x/D= 4 and a decrease is seen at x/D= 2
for the phase of 36◦. For the supersonic case at a phase of φ = 0.1(2pi), the axial location of 2D
is immersed in a black dilatation wave in Fig. 5.27b and thereby a decrease in pressure is seen in
Fig. 6.2b for the same phase. Conversely, for this same phase, the axial position of 4D is between
a white and black dilatation wave which translates into a trough in pressure for the phase-averaged
point probe. At a phase of φ = 0.6(2pi) = 216◦, the x/D = 2 location is in the region of pulse
interactions where structure B and A’ are beginning to collide. This area translates to a bumpy
uphill region for x/D = 2 in Fig. 6.2b. After the two structures (A’ and B) merge (φ = 0.1(2pi))
around an axial distance of 3D, the phase averaged point probe shows a wiggle in the increasing
pressure. This structure is causing non-linearity in the superpositioning of the two actuator induced
structures. However, this effect is small in comparison to the hydrodynamic waves being produced
by structures A and B’.
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(a) St=0.05 (b) St=0.15
(c) St=0.25
Figure 6.3: Auto-correlation of the near field pressure for the first array
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Figure 6.3 depicts the auto-correlations of pressure for the first array for each excitation case at
both Mach numbers. The subsonic results are marked with dashed lines while the supersonic axial
positions have solid lines. In the potential core region, the peak correlations of the subsonic cases at
the subsequent actuation periods is significantly reduced compared to the supersonic counterparts.
This peak correlation decreases with axial distance as more fluid is entrained modifying subsequent
structures in different ways and the jet becomes more turbulent. The subsonic axial positions beyond
the potential core show the greatest reduction in correlation compared to the supersonic cases. This
enhanced decay in correlation is also seen in the experimental results at Mach 0.9 (Alkandry et
al.[1]). This indicates that the hydrodynamically dominated near field of the subsonic jet has very
little temporal coherence which implies that the waves passing through these points are changing
significantly between each excitation period. This change could be due to a combination of effects
including: the increased entrainment seen by the subsonic jet which would altar each structure
differently, the higher turbulence with axial distance, and the shorter potential core of the subsonic
jet which causes the structures to grow and then decay over a shorter axial distance.
The autocorrelations for low frequency excitation cases are shown in Fig. 6.3a. For both su-
personic and subsonic points within the potential core, the correlation value quickly drops below
zero with increasing lag until a phase of 0.1(2pi) is reached. Beyond this phase, the subsonic axial
positions of 2D and 4D maintain significant correlation values except for the phase ranging from
0.4(2pi) and 0.6(2pi) for each excitation period. The same axial positions in the supersonic cases
maintain zero correlation values between each period for a longer phase time, 0.2(2pi) to 0.8(2pi).
Beyond the potential core (x/D=6), the subsonic case depicts a slower decay in correlation (larger
integral time scale) than the supersonic case whose core just collapsed. In general for all excitation
frequencies, the integral time scale increases with axial distance as the structures in the shear layer
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become larger or resultant waves from the coherent structures on the lipline decrease their convec-
tive velocity. Beyond the potential core, the hydrodynamically dominated waves are moving at a
slower speed than in the potential core region. The convective velocities will be discussed further
in regards to the two-point correlations.
The St = 0.15 case (Fig. 6.3b) depicts a secondary smaller hump located in between each
excitation period for the points within the potential core. This rise between periods is similar to
removing most of the zero correlation region between the actuation periods in the impulse response
autocorrelations and signifies subsequent structure interactions. Beyond the potential core at an
x/D = 6.0, a trough is present for the subsonic case however a slight rise is seen in the supersonic
case. Referring back to Fig. 6.2c and d, the supersonic x/D=6 point has not yet obtained a pure
sine-like wave while the corresponding subsonic point has; the supersonic autocorrelation still has
a slight hump in between excitation periods.
The high frequency cases in Fig. 6.3c, exhibit a sine-pattern inside the potential core region
(x≤ 5.5D) with peaks at intervals corresponding to the excitation frequency except for the subsonic
x/D = 2 location. This location has humps at the half periods also indicating the beginning of
structure interaction. After the potential core, the correlation values decay slowly to zero as time
progresses for both Mach numbers. A decrease in subsequent period peaks is noted to vary with
axial distance. This decrease in peak correlation values with axial distance is due to the decrease in
the organization of the large scale structures beyond the potential core and thereby organization of
the surrounding near field.
Figure 6.4 portrays the two-point correlations of pressure comparing the first array point probes
to the x/D = 2 location on the first array. The peaks of the subsonic and supersonic axial correla-
tions do not line up exactly due to the differences in normalized convective velocities of the near
field waveforms. For the impulse response case (Fig. 6.4a), the subsonic correlations decay more
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(a) No control (b) St=0.05
(c) St=0.15 (d) St=0.25
Figure 6.4: Two-point correlation of the near field pressure for the first array with x/D=2 and
r/D=1.355
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rapidly with axial distance than the supersonic correlations. This shows that the subsonic cases not
only have lower temporal coherence (see Fig. 6.3) but also that they have lower spatial coherence;
indicating the structure changes significantly as it propagates downstream. The St = 0.15 case (Fig.
6.4b) exhibits a more sine like pattern with the characteristic hump seen in the autocorrelations
which likewise indicates structures beginning to interact in the shear layer. The supersonic and sub-
sonic correlation maximums for this frequency are closer in value than the impulse response; except
beyond the potential core, the x/D= 6 location is greatly reduced for the subsonic case. At a phase
difference of 0.5(2pi) for the St = 0.15 cases, a high correlation value is noted to occur for the 4D
axial location. Connecting this correlation to the coherent structures in Fig. 5.26a and b, there is a
dark dilatation wave (decrease in pressure) at the 4D location for the phase of 0.1(2pi). Likewise,
half a phase later, 0.6(2pi), the 2D point is located in a dark dilatation region for both Mach numbers
indicating a high correlation between these two points every half excitation period.
The two-point correlations for the subsonic high frequency case (Fig. 6.4c) exhibit a sinusoidal
response except for the first axial position shown (x/D = 1). For an axial distance of 1D, a high
positive correlation is obtained half an excitation period away. Therefore, when the point probe
at x/D = 2 on Array 1 encounters a white dilatation wave (increase in pressure) at a phase of
φ = 0.1(2pi), the point probe at x/D= 1 would also experience a white dilatation wave half a period
later (φ = 0.6(2pi)). Similarly, a negative correlation value is observed for the probe at x/D= 1 at a
phase difference close to zero. Therefore, in Fig. 5.27a for a phase of φ = 0.6(2pi), the axial position
of 1D has a black dilatation wave instead of the white dilatation wave that the probe at x/D= 2 also
displays for identical phase angles. As the structures break apart at the end of the potential core,
these relationships also degrade for the subsonic case. For the supersonic high frequency case (Fig.
6.4c), sine-like correlation structures are present throughout the first array. The peaks closest to zero
time-lag in the two-point correlations have the highest maximum values. Therefore, each structure
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will be more correlated to itself further downstream than to the previous/subsequent structures. This
can be attributed to the random perturbations in the jet that adjust each actuated structure differently.
No excitation St=0.05 St=0.15 St=0.25
M=0.9 243 (0.85U jet) 188 (0.66U jet) 180 (0.63U jet) 165 (0.59U jet)
M=1.3 326 (0.88U jet) 249 (0.67U jet) 266 (0.72U jet) 302 (0.81U jet)
Table 6.1: Waveform velocities from two-point correlation near the nozzle exit on Array 1
No excitation St=0.05 St=0.15 St=0.25
M=0.9 197 (0.69U jet) 202 (0.71U jet) 197 (0.69U jet) 192 (0.67U jet)
M=1.3 316 (0.85U jet) 224 (0.60U jet) 229 (0.62U jet) 231 (0.62U jet)
Table 6.2: Waveform velocities from two-point correlation near the end of the potential core on
Array 1
The velocity of the waveforms surrounding the jet can be computed from the correlations of Fig. 6.4
for the near field probes on Array 1 to investigate the change in waveform velocity from the lipline
(shown in Tables 5.2 and 5.3) to the hydrodynamically dominated near field. Table 6.1 lists the
average velocity of the waves between the axial point of 1D and 2D on Array 1 and Table 6.2 lists
the velocities of the waveforms that travel between x/D=2 and 4. These velocities are consistently
higher than the convective velocities observed in Section 5.3.2 on the lipline. The hydrodynamic
waves will decrease exponentially with radial distance away from the shear layer leaving the near
field dominated by waves traveling at the speed of sound. Therefore, the velocities in the near
field are higher than the convected structures in the shear layer due to the increasing influence of
the acoustic waves. This is important to take into account for experimentalists who compute the
convective velocity of the structures from the near field due to limitations in temporal resolution of
Particle Image Velocimetry (PIV) of the actual shear layer. On the lipline, the near nozzle region has
a lower lipline convective velocity than close to the end of the potential core for all the cases. This,
however, is not true for the supersonic excitation and supersonic and subsonic no-control cases on
the first array which show consistently higher velocities along the first array. This difference may
be due to the coupled effect of the higher turbulent mixing noise of the supersonic jet and the higher
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dominance of the acoustic waves in this region. The subsonic excitation cases show similar trends
in velocity with axial distance for the near field and lipline.
6.2 Connecting The Hydrodynamically Dominant Field to the Acoustically Domi-
nant Near Field
The phase-averaged waveforms in the M=0.9 and M=1.3 cases generated by the excitation are
explored again, this time at the furthest spatially resolved axial and radial position simulated (which
corresponds to x/D= 20.0,y/D= 9.0 for M=0.9 and x/D= 13.6, y/D= 6.5 for M=1.3), as shown
in Fig. 6.5. Like the hydrodynamically-dominated waveforms shown in Fig. 5.30, excitation of the
jet at a very low Strouhal number produces a compact, impulsive disturbance in the near acoustic
field. And, as before, increasing the excitation frequency results in a periodic wave, which can be
constructed by a linear superposition of the impulse response. The validity of the linear superposi-
tion model (Fig. 6.5b and d) breaks down more quickly than the lipline results. While the periodic
response at St = 0.15 can be approximated with the impulse response (Fig. 6.5b and d), the periodic
response at St = 0.25 cannot (not shown) for these points in the near field. This maybe due to the
complex interactions of the waves in the nonlinear region of the jet that alters the acoustic response
while maintaining the form of the large scale coherent structures on the lipline.
To further understand the dynamics of this acoustically dominated region, two-point correla-
tions between Array 1 in the near-field and the furthest spatially resolved axial and radial position
(x/D=20.0, y/D=9.0) were analyzed in order to locate the dominant acoustic source region. Only
Mach 0.9 is considered in this instance due to the significant difference in the acoustic and the
convective speeds which allows separation of the different components of the near field. The lags
(y-axis) are normalized by the ambient speed of sound (a∞) and the distance (R) that each point
on the array is away from the far radial point (x/D=20.0, y/D=9.0). The results exhibit correlation
regions which match quite well with the convective velocity of the large scale structures (values
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(a) M=0.9 phase-averaged waveforms (b) Linear superposition of impulse response as compared against
periodic response at StDF = 0.15 for M=0.9
(c) M=1.3 phase-averaged waveforms (d) Linear superposition of impulse response as compared against
periodic response at StDF = 0.15 for M=1.3
Figure 6.5: Response to excitation in the near field at x/D= 20.0,y/D= 9.0 for M=0.9 and x/D=
13.6, y/D= 6.5 for M=1.3
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correspond to those in Table 5.3 and are plotted as τcon), especially in the region of the potential
core where the large scale structures are more coherent. Due to the normalization of the abscissa,
the time that it takes an acoustic wave to reach the far radial point is τa∞/R = 1 and is labeled
as τac. The portion of the array that is downstream of the collapse of the potential core exhibits
waves that are traveling at acoustic speed for all cases. This is less evident in the no-control case
due to the lower coherence exhibited in the correlations compared to the excitation cases. In the
downstream region, the positive correlation diverges from this on-axis acoustic propagation and in-
stead follows a curve indicative of off-axis acoustic propagation. This curve is indicative of the time
delay seen by the first Array if a source emits a wave on the centerline of the jet and propagates
to the far radial point not in line with the point on the array. This line is marked as τs in Fig. 6.6
and assumes an acoustically compact source mechanism which is not true for large scale coherent
structures [30, 61, 68, 21]. For the natural jet, the slope of the divergence indicates an acoustic
source located at x/D=7.5 on the centerline. For the controlled cases, the source region is located at
an axial position of 6D which may mean that the actuator induced structures on average become a
noise source earlier than the no-control structures. This could be due to the smaller potential core
associated with the high frequency cases.
The overall directivity and potential noise source region can also be seen from correlation plots
of the entire near field to one far radial point. Figure 6.7 depicts the maximum correlation value
of each point on a streamwise slice of the jet to the 30◦ near field angle from the jet exit centerline
for each case. For the subsonic cases, there is a clear directivity of the correlations toward the jet
core until x/D=4.5. The supersonic cases also exhibit this directivity but the region close to the jet
exit outside and within the shear layer has substantial correlation values unlike the M=0.9 cases.
This may be attributed to the stronger influence the large scale structures have on the near field
for high speed jets. The correlation contours have an angle of about 32 degrees for both subsonic
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(a) M=0.9, no excitation (b) M=0.9, St = 0.05
(c) M=0.9, St = 0.25
Figure 6.6: Two-point correlations between Array 1 and the furthest downstream and radial position
(x/D= 20, r/D= 9)
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and supersonic cases. The near field correlated region becomes narrower with increasing excitation
frequency due to the large actuation induced structures dominating the flow which consistently
break up in the same axial location.
Figure 6.8 depicts the normalized two-point correlations between the centerline and the 30◦
polar angle point in the near acoustically dominated field for each excitation case and Mach number.
The y-axis represents the lags normalized by the ambient speed of sound (a∞) and the distance, R,
from the centerline point to the 30◦ polar angle point in the near field like in Fig. 6.6. The slope of
the correlation streaks is indicative of the speed of the waves going from the the centerline to the
30◦ angle. As before, a horizontal streak at a normalized lag of 1 would indicate an acoustically
traveling wave since the data was normalized by the ambient speed of sound. As the distance away
from the centerline increases, so does the area in which the waves are moving at the speed of sound.
The experimental results of Crawley et al. [24] compare to the 30◦ far field angle. Their correlations
normalized in the same manner depict acoustic speeds due to the larger distance in which the waves
are moving acoustically compared to the distance from the jet in which the waves are moving at the
hydrodynamic convective velocity. For both Mach numbers, changing the reference point for the
correlations by decreasing the radial distance along the 30 degree angle produced a larger negative
slope for the correlation lines, thereby magnifying the perceived influence of the hydrodynamic
waves.
For the supersonic cases (right column), the initial spatial distances have a positive sloping
streak indicating the structures are convecting faster than the ambient speed of sound. Beyond an
x/D of 1.5 the correlation streaks have a negative slope indicating an average convective velocity
from the center line to the near acoustic field that is lower than the ambient speed of sound. This is
in line with the convective velocities seen on the first Array. Two point correlations along the lip-
line (see Table 5.3) indicate that the convective velocity is below the speed of sound in this region.
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(a) St=0.05, Mach 0.9 (b) St=0.05, Mach 1.3
(c) St=0.15, Mach 0.9 (d) St=0.15, Mach 1.3
(e) St=0.25, Mach 0.9 (f) St=0.25, Mach 1.3
Figure 6.7: Maximum correlation of the near field pressure with the 30 degree polar angle
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In general, the supersonic case depicts higher correlation values than the subsonic case for all axial
distances and over a larger number of lags. For the subsonic cases, the streaks maintain a negative
slope for all the axial positions. The convective velocity in the core region of the jet was found to be
0.67U j. For both Mach numbers, the St = 0.15 cases depict higher correlation values than the other
two frequencies due to the interaction of the coherent structures (linear superpositioning) causing
magnified peaks for this frequency. The correlation streaks occur in relation to the frequency of
excitation. The axial locations for the peak correlation values differ with each frequency and Mach
number. For the subsonic cases, the peaks occur at 2.5D, 6.5D, and 5D in order of increasing
frequency. For the supersonic cases, the peaks occur at 4D, 6.5D, and 4.5D. These high correlation
values differ from the acoustic source region found from Fig. 6.6, which was 6D. This may be due
to the fact that Fig. 6.6 uses a theoretical propagation formula that does not take into account any
nonlinear interactions, assumes that the source is acoustically compact, and also that the sources are
located on the centerline to determine the τs curve. In regards to the last assumption, Unnikrishnan
and Gaitonde [100] observed that perturbations originating on the lipline grew in amplitude and fed
into the centerline further downstream resulting in higher amplitude fluctuations in the near field
than perturbations starting on the centerline of the jet. Therefore, an important distinction between
the source mechanism and the noise source region has to be obtained.
6.3 Summary
This chapter has connected the coherent structures presented in Section 5.3.2 to the near field
pressure through phase-averaging and correlations. The large scale coherent structures generated by
the actuators initiate pressure waves in the near field that propagate to the far field. The evolution
of the large scale coherent structures in the subsonic cases encompasses a smaller axial distance
than the supersonic cases. This is evidenced by the subsonic phase-averaged waveforms having a
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(a) St=0.05, Mach 0.9 (b) St=0.05, Mach 1.3
(c) St=0.15, Mach 0.9 (d) St=0.15, Mach 1.3
(e) St=0.25, Mach 0.9 (f) St=0.25, Mach 1.3
Figure 6.8: Normalized two-point correlation of the center-line with the 30 degree polar angle
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lower amplitude than the supersonic cases which decay with increasing axial location. Conversely,
the supersonic waveforms increase in amplitude with increasing axial distance until right before
the end of the potential core. After this axial location, the waveform decreases in amplitude while
increasing in wavelength.
The importance of time accurate PIV of the shear layer or acoustic and hydrodynamic decompo-
sition of the near field to determine the convective velocity of the coherent structures in experiments
is also highlighted in this chapter. For instance, the near field must be decomposed into hydrody-
namic and acoustic components in order to obtain the convective velocity of the structures. This is
due to the fact that the pressure fluctuations in the hydrodynamically dominant near field are con-
vecting faster than the coherent structures within the jet due to the increased influence of the acoustic
portion and exponential decay of the hydrodynamic portion with increasing radial distance. Also,
the normalized convective velocity trends seen on the lipline (higher convective velocity close to
the nozzle exit than near the end of the potential core) are not observed in the near field trends
for the supersonic excitation cases and the supersonic and subsonic no-control cases indicating an
increased dominance of the acoustic portion of the near field in the upstream angles.
The dependence of the near field noise on linear interactions of large scale structures was also
analyzed. In the acoustically dominant near field, the linear superpositioning of the impulse re-
sponse renders the general waveform shape and amplitude of the higher frequencies up to a Strouhal
number of 0.15 beyond which nonlinear effects dominate. Maximum correlation plots of the near
field to the 30 degree polar angle indicate stronger correlation values in the near field and within the
shear layer for the supersonic jet than the subsonic jet. Also, the peak correlation region stretches
down to the end of the potential core which concurs with the findings of other researchers for the
location of the large scale noise source.
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Chapter 7
CONCLUSIONS
The physical and numerical aspects of subsonic and supersonic jets controlled by Localized Arc
Filament Plasma Actuators (LAFPAs) with implicit large eddy simulations have been investigated
in detail. These high-fidelity numerical simulations have been carried out using the Roe scheme to
discretize the convective derivatives and the second order central difference scheme is used for the
viscous terms in the governing equations. The implicit second-order Beam-Warming algorithm with
the added order from Newton sub-iterations is employed for time marching. An appropriate mesh
was chosen after a detailed grid resolution analysis of the centerline results was conducted for both
Mach numbers. The actuators were modeled using a surface heating technique which was shown to
create large scale coherent structures and near field responses equivalent to that of the experiments
of Samimy et al. [83] and Crawley et al. [24].
The effects of actuator parameters and jet exit properties on the development and evolution of
the large scale coherent structures are explored. These coherent structures were then connected to
the resultant near field. To begin, a parametric study was undertaken to describe the effect of the
different control parameters associated with these actuators. This study focused on the m=±1 case
and has considered separately, the effect of frequency ranging from Strouhal numbers of 0.1 through
0.6, duty cycles between 20% and 100% and plasma actuator temperature model (T/T∞ = 2.5 to
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7.5) for a Mach 1.3 cold jet. The results have been analyzed by examining mean and fluctuating
quantities on the centerline of the jet, as well as qualitative aspects related to the vortex dynamics.
As the frequency is varied, the impact on the mean centerline decay is highest around the preferred
column mode value (St = 0.2 and 0.3), with a reversal in rate of decline of centerline axial velocity
occurring at 0.1 and 0.6. At the highest frequency however, the coherent vortex dynamics observed
at St = 0.3 diminishes with the formation of much smaller structures. The effect of duty cycle is
observed to be minimal with the 20%, 50% and 90% duty cycles yielding almost identical results.
However, at 100% duty cycle, where the actuators are on all the time, there is no perceptible impact
on the jet and thereby resembles the no-control case. This confirms that the primary effect is through
the excitation frequency rather than heating. This conclusion is further validated by simulations
varying the actuator temperature. The results are found to be relatively insensitive to temperature
in the range measured in the experiment for this Mach number (M=1.3). Even at extremely high
temperatures, the same overall features are observed.
Following this parametric study of the actuator based parameters, a study of the effect of dif-
ferent jet exit conditions on the development and decay of large scale structures was conducted.
To begin, the effect of varying nozzle exit boundary-layer thickness for a Mach 1.3 cold jet with
and without control is explored. In order to highlight the effects of control, the m = ±1 mode is
considered at the preferred column mode frequency, St = 0.3, which is characterized by prominent
vortical ring interactions. For the no-control simulations, the location of the initial breakdown of the
shear layer scales with the boundary-layer thickness, occurring further downstream for the larger
thicknesses. However, the subsequent growth towards the centerline is larger, which causes only
small differences in core length. The initial rise in fluctuations on the centerline as well as the
lipline start further downstream at the larger boundary-layer thicknesses, and the peak values in-
crease with boundary thickness downstream of the potential core. Sound pressure levels in the near
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acoustic field are lower for the thicker boundary layers. The controlled cases indicate some similar
trends though they exhibit higher fluctuation levels and near-field sound pressure levels. Breakdown
once again takes place further downstream for thicker nozzle exit boundary layers. The prominent
vortical ring interactions observed for the thin boundary layer persist when the boundary-layer is
thickened but the rings become closely spaced and thinner. This suggests that for the chosen control
scheme, thicker boundary layers are less susceptible to control authority.
The second jet parameter explored was the effect of Reynolds number on controlled jets to
highlight potential scalability of the LAFPAs. Again the first flapping mode was used at an excita-
tion frequency of St = 0.3. Similar to the effect of increased boundary layer thickness, the higher
Reynolds number jets exhibited reduced control authority. This was evidenced by the reduction
in spreading on the flapping plane and thinner actuator induced structures for the higher Reynolds
number jet. This reduction in control authority for thicker nozzle exit boundary layers and higher
Reynolds numbers maybe counteracted by the inclusion of more actuators around the nozzle exit
or higher energy levels per actuator (i.e. higher voltage or higher duty cycles) to increase control
authority.
Next, the effects of Mach number are investigated. No-control and control cases were analyzed
for a Mach 0.9 and Mach 1.3 jet. The controlled cases were excited by the axisymmetric mode
(m = 0) at excitation frequencies of St = 0.05, 0.15, and 0.25 to study the formation and interac-
tions of coherent structures and the resulting near field pressure map. The phase-averaged coherent
structures were analyzed along with auto-correlations and two-point correlations of the lipline pres-
sure. For the natural jet cases, the subsonic case has a smaller potential core causing the jet to
begin to spread sooner and maintain a wider jet width than the supersonic case. For the supersonic
case without control, the structures are convecting at a lower normalized convective velocity than
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the corresponding subsonic case close to the nozzle exit. This lower normalized convective veloc-
ity is due to the higher amount of ambient fluid being entrained at this axial location. However,
close to the end of the potential core, the coherent structures of the supersonic case convect at a
higher normalized velocity as the ratio of ambient and core flow entrainment levels out. This higher
entrainment close to the nozzle exit may be due to the thinner nozzle exit boundary layer of the
supersonic cases since the subsonic cases compute the flow throughout the entire nozzle. With con-
trol, the entrainment ratios between the ambient and core fluid are similar for both Mach numbers.
Also, the subsonic control cases exhibit larger streamwise hairpin vortices than the supersonic con-
trol cases. This finding translates to stronger entrainment from the core and the ambient fluid and
does not seem to be an effect of duty cycle. Linear superposition is shown to reproduce the form of
the actuation fairly well on the lipline for the high frequency case. Some non-linearity was seen in
the structure interactions but these effects were small in comparison to the other structure dynamics.
The final thrust of this work is to connect the large scale coherent structures of the jet to the near
field dynamics. To do this auto-correlations and two-point correlations of the pressure near field
were analyzed in conjunction with the phase-averaged coherent structures. The subsonic acoustic
near field case supported the experimental theory that the successive interacting pulses produce a
quasi-linear superposition of the impulse response of the jet to excitation. The calculation of the
velocity of the waves just outside of the shear layer is heavily influenced by the acoustic waves due to
the exponential decay of the hydrodynamic waves. The supersonic jet maintains higher correlations
to the near acoustic field than the subsonic jet due to the increased coherence of the structures.
The higher excitation frequencies cause a more directed propagation path to the downstream angles
due to the consistent growth and decay of the large scale structures. According to the correlations
from the first array to the far radial point, the source region shifts from further downstream of the
potential core (x/D= 7.5) for the no-control case to further upstream for the excited subsonic cases
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(x/D = 6) according to linear propagation. However, correlations from the jet centerline indicate
that the source region for the subsonic excited cases varies from x/D=2.5 to 6.5D for the cases
considered here. This difference in source location is due to the assumptions made by the linear
propagation formula which disregards distortions from the shear layer and assumes that the source
is located on the centerline at one location. Therefore, to determine the source location from the
near field a higher fidelity method must be used.
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Chapter 8
FUTURE WORK
From the conclusions of this work, further studies can be suggested to be explored. These
studies and their potential understanding are outlined below. In regards to the development of large
scale structures, the study of the effect of nozzle exit turbulence on the ability to control the jet is
suggested due to the turbulent nature of the experimental nozzle exits. It has been shown by other
researchers that turbulent nozzle exit boundary layers change the sound field more than adjusting
the nozzle exit boundary layer thickness for jets without control. It would be intriguing to see if the
tripping of the nozzle exit boundary layer would reduce the effectiveness of the control authority
and thereby reduce the benefit of the control. This study would also answer whether the turbulent
boundary layer contributes to the decay of the secondary hump in the pressure that is seen in the
impulse simulation cases and is muted in experiments.
The connection of the near field noise to the coherent structures can be further analyzed by the
decomposition of the near field and shear layer into the hydrodynamic and acoustic components. In
the near field, for subsonic jets, this can be done via a wavenumber-frequency filter in the Fourier
domain [98] or a spatio-temporal wavelet transform [23]. If the jet has a convective velocity close
to or above the speed of sound, the decomposition must be preformed using the approach proposed
by Doak [28] or a similar method which does not use the speed of the waves to distinguish between
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hydrodynamic and acoustic fluctuations. This latter approach is also good in the shear layer in con-
trast to the earlier approaches mentioned. From this decomposition, the structures in the jet can be
directly related to the small portion of signal that is acoustic in nature. This direct comparison in
the shear layer can provide significant insight into the sources within a jet and can also lead to the
understandings of the actual mechanisms behind the distortion of noise by the shear layer and its
subsequent propagation to the far field. The implementation of spectral proper orthogonal decom-
position on the acoustically decomposed near field would provide answers to which frequencies and
modes are important in the generation of noise.
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