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com uma esposa e filho maravilhosos.
Aos meus pais, Paulo Jorge e Eunice, por me darem amor incondicional, ins-
trução e tudo o mais.
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Resumo da Tese apresentada à COPPE/UFRJ como parte dos requisitos necessários
para a obtenção do grau de Doutor em Ciências (D.Sc.)
O PROBLEMA DE QUASE-EQUILÍBRIO: UMA ABORDAGEM DO
TIPO-NEWTON REGULARIZADO
Pedro Jorge Sousa dos Santos
Abril/2018
Orientadores: Susana Scheimberg de Makler
Paulo Sérgio Marques dos Santos
Programa: Engenharia de Sistemas e Computação
O problema de quase-equiĺıbrio (QEP) corresponde a um problema de equiĺıbrio
clássico (EP) onde a região viável muda em cada ponto considerado, não sendo mais
um conjunto fixo. QEP fornece, portanto, uma estrutura unificada para uma famı́lia
ampla de problemas matemáticos os quais não se encaixam no escopo de EP. Isto
inclui, por exemplo, problemas de equiĺıbrio de Nash generalizados (GNEPs) e desi-
gualdades quase-variacionais (QVIs). Neste trabalho, propomos um método imple-
mentável do tipo-Newton para resolver o problema EP juntamente com sua extensão
para o problema QEP. Analisamos as propriedades dos algoritmos e provamos a con-
vergência local para uma solução do problema, sob hipóteses usuais para métodos
do tipo-Newton, obtendo taxa de convergência superlinear/quadrática. Propomos
uma globalização do algoritmo no caso EP. Apresentamos aplicações dos métodos
propostos ao problema GNEP e ao problema de otimização multiobjetivo (MOP).
Para aplicar os algoritmos obtidos ao problema MOP, apresentamos inicialmente
uma aproximação suave da bifunção para a sua colocação como um problema EP.
Posteriormente, introduzimos uma formulação que nos permite tratar o MOP como
um QEP. Essa formulação possui a vantagem de fornecer um QEP com dados sua-
ves envolvendo apenas os elementos originais do problema. Finalmente, ilustramos
o comportamento numérico dos algoritmos locais por meio de problemas-teste da
literatura envolvendo os problemas EP, GNEP e MOP. O algoritmo proposto para
o problema de quase-equiĺıbrio se mostrou eficiente ao resolver um QEP que não
se enquadra nem na formulação de QVIs nem na de GNEPs, além de ser capaz de
resolver um GNEP nonjointly convex.
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Abstract of Thesis presented to COPPE/UFRJ as a partial fulfillment of the
requirements for the degree of Doctor of Science (D.Sc.)
THE QUASI-EQUILIBRIUM PROBLEM: A REGULARIZED NEWTON-TYPE
APPROACH
Pedro Jorge Sousa dos Santos
April/2018
Advisors: Susana Scheimberg de Makler
Paulo Sérgio Marques dos Santos
Department: Systems Engineering and Computer Science
The quasi-equilibrium problem (QEP) allows, in contrast to standard equilib-
rium problem (EP), a change in the feasible region together with the considered
point. Therefore, QEP provides an unified framework for a wider family of mathe-
matical problems which do not fit within the scope of EP. It includes, for example,
generalized Nash equilibrium problems (GNEPs) and quasi-variational inequalities
(QVIs). In this work, we propose an implementable Newton-type method to solve
EPs as well as its extension to solve QEPs. We analyze some properties of the
algorithms proving its local convergence to a solution of the problem under usual
assumptions for Newton-type methods as well as its superlinear/quadratic conver-
gence rate. We propose a global version of the algorithm for EP. Applications of the
proposed method to GNEP and multiobjective optimization problem (MOP) are
considered. For applying our results to the multiobjective optimization problem,
we present a smooth approximation of the bifunction which allows a formulation of
the problem as an EP. Next, we introduce a formulation that allows us to consider
a MOP as a QEP. This formulation has the advantage of providing a QEP with
smooth data involving only the original data of the problem. Finally, we illustrate
the numerical behavior of the local algorithms through some test-problems involving
EP, GNEP and MOP. The proposed algorithm to solve QEPs has been proved to
be e cient for solving a QEP which is neither a QVI nor a GNEP, besides the fact
that it has been able to solve a nonjointly convex GNEP.
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clássico 38
3.1 O método proposto . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 O algoritmo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.1 Propriedades de convergência . . . . . . . . . . . . . . . . . . 42
4 Um método do tipo-Newton para o Problema de Quase-Equiĺıbrio 46
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Introdução
Este trabalho de tese versa sobre o Problema de Quase-Equiĺıbrio (QEP). For-
malmente QEP pode ser formulado da seguinte maneira: dada uma bifunção
f : Rn ⇥ Rn ! R tal que f(x, x) = 0 para todo x 2 Rn e uma aplicação ponto-
conjunto K : Rn ◆ Rn que descreve como a região viável muda juntamente com o
ponto considerado, o Problema de Quase-Equiĺıbrio associado com K e f , o qual
denotaremos por QEP(K, f), consiste em
Encontrar x⇤ 2 K(x⇤) tal que f(x⇤, y)   0 para todo y 2 K(x⇤).
Este problema, originalmente introduzido por MOSCO [1], pode ser visto como
uma formulação unificada de vários problemas considerados na literatura no con-
texto de equiĺıbrio, possuindo aplicações em diversas áreas da ciência tais como
engenharia, economia e pesquisa operacional; veja, por exemplo, [2, 3] e suas re-
ferências. Para uma apropriada escolha dos operadores K e f , QEP(K, f) cobre
uma ampla variedade de problemas matemáticos os quais não se encaixam no es-
copo do Problema de Equiĺıbrio clássico (EP) introduzido por FAN [4], tais como
o problema de desigualdade quase-variacional (QVI) e o problema de equiĺıbrio de
Nash generalizado (GNEP).
Observamos que o problema de equiĺıbrio clássico torna-se um caso particular de
nossa formulação para K(x) ⌘ K. Este último problema recebeu bastante atenção
após o trabalho de BLUM e OETTLI [5]. Resultados sobre existência de soluções
para EP têm sido extensivamente estudados; veja, por exemplo, [6–10] e suas re-
ferências. Têm sido propostos algoritmos numéricos para resolver EP utilizando-se
diversas técnicas tais como de ponto proximal, de penalidade, do prinćıpio auxiliar,
de projeções, de lagrangeano aumentado e de funções gapa; veja por exemplo, [11–22]
e suas referências.
Em contraste com o que ocorre no cenário de EP, que possui uma extensa li-
teratura sobre resultados de existência e métodos de resolução numérica, o estudo
de QEP têm recebido menos atenção em virtude das dificuldades inerentes ao pro-
blema. Resultados sobre existência de solução para QEP podem ser encontrados,
a
Para detalhes sobre o uso do termo gap, veja Observação 3.1, página 40.
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por exemplo, em [1, 23–27]. Existem poucos trabalhos tratando de métodos de
resolução numéricos para QEP. Este fato deve-se principalmente à dificuldade de re-
solver simultaneamente um problema de equiĺıbrio juntamente com um problema de
ponto fixo. Pelo que temos conhecimento, algoritmos para resolver QEP encontram-
se apenas em [28–30]. BIGI e PASSACANTANDO [28] propõem um método para
resolver QEP que consiste em minimizar uma apropriada função gap associada ao
problema. Por outro lado, STRODIOT et al. [29] e VAN et al. [30] apresentam
métodos do tipo extra-gradiente para resolver QEP. Os algoritmos apresentados nos
trabalhos citados possuem convergência global no sentido de admitir, a priori, um
ponto qualquer como ponto de partida para inicialização de seus algoritmos. No
entanto, eles são métodos que possuem, por natureza, convergência lenta.
Algoritmos com convergência local rápida são conhecidos para problemas par-
ticulares de QEP. Métodos do tipo-Newton para QVI e GNEP são apresentados,
por exemplo, em [31–34]. Um método h́ıbrido envolvendo lagrangeano aumentado
e Newton para EP é proposto em [19]. Entretanto não encontra-se na literatura
métodos para o problema QEP possuindo tais propriedades.
Diante do exposto, o objetivo desse trabalho de tese é propor um método com
convergência local rápida para resolver QEP. Para atingirmos este objetivo final,
nos dedicamos inicialmente a desenvolver um algoritmo local para o problema de
equiĺıbrio clássico. Estes resultados iniciais foram publicados em SANTOS et al. [16].
Posteriormente, propomos uma globalização de [16] baseada nas ideias de DREVES
et al. [35]. Estes resultados foram apresentados e publicados nos anais do XLIX
Simpósio Brasileiro de Pesquisa Operacional. Finalmente, o método proposto neste
trabalho de tese consiste em uma extensão de [16] para o cenário mais amplo de
problemas de quase-equiĺıbrio. Os resultados desta extensão encontram-se em fase
final de preparação para submissão em revista internacional. Estes resultados foram
apresentados no 15th EUROPT Workshop on Advances in Continuous Optimization
em Montreal, Canadá.
O presente trabalho está organizado do seguinte modo: No Caṕıtulo 1, apresen-
tamos notações e resultados prévios que serão úteis para o desenvolvimento e com-
preensão dos caṕıtulos subsequentes. Apresentamos algumas instâncias do problema
de equiĺıbrio clássico e quase-equiĺıbrio que serão discutidos em nossas aplicações.
No Caṕıtulo 2 apresentamos resultados espećıficos para EP os quais foram publi-
cados em [16] e, no Caṕıtulo 3, apresentamos sua globalização. No Caṕıtulo 4
apresentamos o método desenvolvido para QEP, definimos o algoritmo proposto e
estudamos sua convergência. O Caṕıtulo 5 é dedicado a aplicações de nosso método.
Na Seção 5.1 aplicamos nossos resultados ao GNEP. Na Seção 5.2 aplicamos os resul-
tados ao problema de otimização multiobjetivo (MOP) para encontrar uma solução
Pareto-fraco do problema. No Caṕıtulo 6 reportamos alguns resultados numéricos
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preliminares. Finalmente, no Caṕıtulo 7, apresentamos nossas considerações finais





Neste caṕıtulo apresentaremos noções conhecidas bem como definições e proprie-
dades que serão necessárias para o desenvolvimento dos demais caṕıtulos. Apre-
sentaremos algumas instâncias do problema de quase-equiĺıbrio. Nosso objetivo é
tornar o trabalho o mais auto-contido posśıvel. Indicaremos referências para maiores
informações bem como para demonstrações dos resultados apresentados.
1.1 Funções e aplicações
Nesta seção revisaremos algumas definições e propriedades referentes a funções de
Rn em R e aplicações de Rn em Rm com m > 1.
Seja X ✓ Rn um conjunto convexo. Dizemos que ' : X ✓ Rn ! R é uma
função:
• convexa em X se, para quaisquer x, y 2 X e t 2 [0, 1], tem-se
'((1  t)x+ ty)  (1  t)'(x) + t'(y).
• fortemente convexa em X (com módulo   > 0) se, para quaisquer x, y 2 X e
t 2 [0, 1], tem-se
'((1  t)x+ ty)  (1  t)'(x) + t'(y)   t(1  t)||x  y||2.
• quase-convexa em X se, para quaisquer x, y 2 X e t 2 [0, 1], tem-se
'((1  t)x+ ty)  max{'(x),'(y)}.
• fortemente côncava, côncava ou quase-côncava se  ' é fortemente convexa,
convexa ou quase-convexa, respectivamente.
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As proposições apresentadas a seguir serão úteis no estabelecimento do método
desenvolvido nos Caṕıtulos 2 e 4.
Proposição 1.1. Seja ' : Rn ! R uma função fortemente convexa e X um sub-
conjunto convexo, fechado e não-vazio de Rn.
Então, ' possui um único minimizador em X.
Demonstração. Veja, por exemplo, [36, Corolário 3.4.2]
A proposição abaixo apresenta uma caracterização para funções (fortemente)
convexas duas vezes diferenciáveis.
Proposição 1.2. Sejam X ✓ Rn um conjunto convexo, aberto e não-vazio e ' :
X ! R uma função duas vezes diferenciável em X. Então,
(a) ' é convexa em X se, e somente se, a matriz Hessiana de ', r2', é semi-
definida positiva em todo ponto de X, isto é,
hr2'(x)d, di   0 8 x 2 X, 8 d 2 Rn.
(b) ' é fortemente convexa em X com módulo   > 0 se, e somente se, a matriz
Hessiana de ', r2', é uniformemente positiva definida em X, isto é,
8 x 2 X, hr2'(x)d, di   2 ||d||2 8 d 2 Rn.
Demonstração. Veja, por exemplo, [36, Teoremas 3.4.7 e 3.4.10]
Proposição 1.3. Seja ' : Rn ! R uma função convexa e diferenciável e X um
subconjunto convexo e não-vazio de Rn.
Então x⇤ é um minimizador de ' em X se, e somente se,
hr'(x⇤), x  x⇤i   0
para todo x 2 X.
Demonstração. Veja, por exemplo, [36, Teorema 3.4.8]
O resultado a seguir é conhecido como o Teorema da Aplicação Impĺıcita.
Proposição 1.4. Considere U ✓ Rm ⇥ Rn aberto e não-vazio e f : U ! Rn
uma aplicação p vezes continuamente diferenciável. Seja (a, b) um ponto de U com
a 2 Rm e b 2 Rn tal que f(a, b) = 0. Suponha que Jy f(a, b) 2 Rn⇥n seja inverśıvel.
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Então, existem uma vizinhança aberta V (a) ⇢ Rm de a, e uma única aplicação p
vezes continuamente diferenciável em V (a), g : V (a) ! Rn, tal que g(a) = b,
f(x, g(x)) = 0
e
J g(x) =  [Jy f(x, g(x))] 1 · Jx f(x, g(x)) 8 x 2 V (a),
onde J g denota o jacobiano da aplicação g, Jx f(x, y) denota o jacobiano parcial de
f(x, y) com respeito a x e Jy f(x, y) é definido de modo análogo.
Demonstração. Veja, por exemplo, [37, páginas 529 e 537].
A proposição a seguir será utilizada no desenvolvimento do método proposto no
Caṕıtulo 3.
Proposição 1.5. [58, Teorema 10.2.1] Sejam X ✓ Rm fechado e não-vazio e U ✓
Rn aberto e não-vazio. Assuma que a bifunção  : U⇥X ! R é cont́ınua em U⇥X




 (x, y), x 2 U (1.1)
e considere o conjunto solução de (1.1), dado por
M(x) := {y 2 X |'(x) =  (x, y)}.
Seja x 2 U um vetor dado. Suponha que exista uma vizinhança de x, V (x) ✓ U , tal





(a) A função ' é direcionalmente diferenciável em x e
'0(x; d) = sup
y2M(x)
hrx (x, y), di.
(b) Se M(x) possui exatamente um elemento, digamos M(x) = {y(x)}, então ' é
diferenciável em x e
r'(x) = rx (x, y(x)).
A próxima definição pode ser encontrada em [38–40].
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Definição 1.1. Seja  : Rn ! Rm e X ✓ Rn não-vazio. Dizemos que  é uma
aplicação Lipschitz cont́ınua em X, com uma constante L > 0, se
|| (y)  (x)||  L ||y   x||
para todo x, y 2 X. Dizemos que  é localmente Lipschitz cont́ınua em torno de
x, com constante L > 0, se existe uma vizinhança V (x) de x tal que  é Lipschitz
cont́ınua em V (x) com constante L.
Apresentamos a seguir um resultado técnico que será utilizado na análise da or-
dem de convergência dos AlgoritmosNMEP eNMQEP introduzidos nos Caṕıtulos
2 e 4, respectivamente.
Proposição 1.6. [39, Lema A.11] Para qualquer  : Rn ! Rn e quaisquer x,
y 2 Rn, se  é diferenciável no segmento [x, y], com sua derivada sendo Lipschitz
cont́ınua neste segmento com uma constante L > 0, então
|| (x)  (y)  J  (y)(x  y)||  L
2
||x  y||2,
onde J  denota o jacobiano da aplicação  .
A definição abaixo será útil no desenvolvimento do método do tipo-Newton apre-
sentado nos Caṕıtulos 2 e 4, dado que lidaremos com aplicações não necessariamente
diferenciáveis.
Definição 1.2. [40, Definição 4.5.1] Uma aplicação  : Rn ! Rm é dita ser conti-
nuamente diferenciável por partes (ou PC1) em torno de x 2 Rn se  é cont́ınua e
existe uma vizinhança V (x) de x e uma famı́lia finita de aplicações continuamente
diferenciáveis definidas em V (x), { 1, 2, · · · , k}, para algum inteiro positivo k,
tal que  (y) 2 { 1(y), . . . , k(y)} para todo y 2 V (x). Cada aplicação  i é deno-
minada uma C1-parte de  em x.
Finalizamos esta seção com algumas notações. Dada uma aplicação : Rn ! Rm
e um ponto x⇤ 2 Rn, escreveremos que  (x) = O(||x  x⇤||) para x suficientemente
próximo a x⇤, se existe c > 0 tal que || (x)||  c ||x x⇤|| para todo x suficientemente
próximo a x⇤, ou seja, se lim sup
x!x⇤
|| (x)||
||x  x⇤|| < 1. Do mesmo modo, escreveremos que
 (x) = o(||x   x⇤||) para x suficientemente próximo a x⇤, se, para qualquer " > 0,
a desigualdade || (x)||  " ||x   x⇤|| é válida para todo x suficientemente próximo
a x⇤, ou seja, se lim
x!x⇤
|| (x)||
||x  x⇤|| = 0.
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1.2 Aplicações ponto-conjunto
Uma aplicação ponto-conjunto ⌦ : X ◆ Y é uma aplicação que associa a cada ponto
de X um subconjunto de Y . As noções apresentadas nesta seção estão de acordo
com HOGAN [41], onde X e Y são subconjuntos de espaços topológicos.
Definição 1.3. Uma aplicação ponto conjunto ⌦ : X ◆ Y é dita ser:
(a) uniformemente compacta em torno de x⇤, se existe uma vizinhança V de x⇤
tal que o fecho do conjunto
S
x2V ⌦(x) é compacto;
(b) aberta em x⇤ 2 X, se para qualquer sequência {xk} ✓ X com xk ! x⇤ e
qualquer y⇤ 2 ⌦(x⇤), existem um inteiro p e uma sequência {yk} ✓ Y tais que
yk 2 ⌦(xk) para todo k   p e yk ! y⇤;
(c) fechada em x⇤ 2 X, se para qualquer sequência {xk} ✓ X com xk ! x⇤ e
qualquer sequência yk ! y⇤ com yk 2 ⌦(xk) para todo inteiro k suficientemente
grande, temos y⇤ 2 ⌦(x⇤);
(d) cont́ınua em x⇤ 2 X, se ela é simultaneamente aberta e fechada em x⇤;
(e) aberta, fechada ou cont́ınua em X se é aberta, fechada ou cont́ınua em todo
x 2 X.
Proposição 1.7. [41, Corolário 1.3] Se ⌦ é aberta em X, então o conjunto
{x |⌦(x) 6= ;} é aberto em X.
Com o intuito de introduzir alguns resultados que serão utilizados nos próximos






' : X ⇥ Y ! [ 1,+1],
e definamos a aplicação ponto-conjunto que descreve o conjunto solução de (1.2),
dada por
M(x) := {y 2 ⌦(x) | v(x)  '(x, y)}.
As seguintes propriedades serão utilizadas nos próximos caṕıtulos.
Proposição 1.8. [41, Corolário 8.1] Suponha que ⌦ é cont́ınua em x⇤, ' é cont́ınua
em x⇤ ⇥ ⌦(x⇤), M é não vazio e uniformemente compacto em torno de x⇤, e que
M(x⇤) possui um único elemento. Então M é cont́ınua em x⇤.
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Proposição 1.9. [41, Corolário 9.1] Suponha que Y ✓ Rm, ' é cont́ınua em X⇥Y ,
'(x, ·) é quase-côncava, ⌦ é fechada em uma vizinhança de x⇤ e aberta em x⇤, e
que ⌦(x) é convexo para cada x numa vizinhança de x⇤. Então M(x⇤) é não vazio
e compacto se, e somente se, M(x) é não vazio e uniformemente compacto em uma
vizinhança de x⇤.
Lema 1.1. Seja X não-vazio e Y ✓ Rm não-vazio e convexo. Considere ' : X ⇥
Y ! R convexa em y para cada x fixado e cont́ınua em X ⇥ Y . Seja ⌦ : X ◆ Y
uma aplicação ponto-conjunto cont́ınua em uma vizinhança de x⇤, com ⌦(x) convexo
para cada x nesta vizinhança. Defina
Y(x) := {z 2 ⌦(x) | inf
y2⌦(x)
'(x, y) = '(x, z)}
e suponha que Y(x⇤) tem exatamente um elemento. Então a aplicação ponto-
conjunto Y é cont́ınua em x⇤.
Demonstração. Segue diretamente das Proposições 1.8 e 1.9.
Finalizamos esta seção apresentando algumas propriedades de aplicações ponto-
conjunto dadas por desigualdades.
Considere
P (x) := {y 2 Y | g(x, y)  0},
onde g : X ⇥ Y ! [ 1,+1]m.
Temos os seguintes resultados com respeito à continuidade da aplicação ponto-
conjunto P .
Proposição 1.10. [41, Teorema 10] Se cada componente de g é semi-cont́ınua in-
ferior em x⇤ ⇥ Y , então P é fechada em x⇤.
Proposição 1.11. [41, Teorema 12] Suponha que Y ✓ Rm é convexo, cada função
componente de g é cont́ınua em x⇤ ⇥ P (x⇤) e convexa em y para cada x 2 X fixo, e
que existe um y⇤ tal que g(x⇤, y⇤) < 0, então P é aberta em x⇤.
1.3 Instâncias dos problemas de equiĺıbrio
clássico e quase-equiĺıbrio
Lembremos que o problema de quase-equiĺıbrio (QEP) pode ser visto como uma
formulação unificada de vários problemas considerados na literatura no contexto de
equiĺıbrio. De fato, para uma apropriada escolha dos operadores K e f , QEP(K, f)
cobre uma ampla variedade de problemas matemáticos, tais como o problema de
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desigualdade quase-variacional (QVI) e o problema de equiĺıbrio de Nash generali-
zado. Em particular, o problema de equiĺıbrio clássico (EP) introduzido por FAN
[4] pode ser visto como um caso particular de QEP para K(x) ⌘ K.
Nesta seção apresentaremos algumas instâncias dos problemas de quase-
equiĺıbrio e equiĺıbrio clássico aos quais serão aplicados os resultados contidos neste
trabalho de tese.
1.3.1 Problema de equiĺıbrio de Nash
O problema de equiĺıbrio de Nash (NEP) [42] é uma clássica instância de EP. Formal-
mente, considere um NEP com N jogadores. Cada jogador v controla as variáveis
xv 2 Rnv . Denotamos por x = (x1, · · · xN) o vetor formado por todas as variáveis, o
qual possui dimensão n =
PN
v=1 nv, e por x
 v o vetor formado por todas as variáveis
de decisão exceto aquelas do jogador v. Para enfatizar as variáveis do v-ésimo jo-
gador em x, escreveremos (xv, x v) ao invés de x. Note que este ainda é o vetor
x = (x1, · · · xN).
Seja Xv ✓ Rnv o conjunto de estratégias de cada jogador v e considere K =Qn
v=1 Xv o conjunto de todas as estratégias posśıveis. Cada jogador tem uma função
objetivo ✓v : Rn ! R que depende das variáveis de decisão de todos os jogadores.
O objetivo do jogador v, dado as estratégias dos demais jogadores x v, é escolher




s.a. xv 2 Xv.
(1.3)
Um vetor x⇤ é uma solução de NEP se, para todos os jogadores v = 1, . . . , N ,
tem-se
✓v(x
⇤,v, x⇤, v)  ✓v(xv, x⇤, v) 8 xv 2 Xv,
isto é, se para cada jogador v, x⇤,v é a solução do problema do v-ésimo jogador
quando os demais jogadores fixam suas variáveis em x⇤, v.
A proposição a seguir estabelece uma formulação de NEP como um problema de
equiĺıbrio clássico.
Proposição 1.12. Considere um NEP dado. Então, um ponto x⇤ é um equiĺıbrio





v, x v)  ✓v(xv, x v)]. (1.4)
Demonstração. Se x⇤ é um equiĺıbrio de Nash, é imediato que x⇤ é uma solução de
EP(K, f). Reciprocamente, suponha que x⇤ seja uma solução de EP(K, f). Fixe
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v 2 {1, . . . , N}. Assim, dado xv 2 Xv, considere o vetor y = (y1, . . . , yN) 2 Rn
definido do seguinte modo:
yµ :=
(
xv , se µ = v
x⇤,µ , se µ 6= v.
Observe que y 2 K. Portanto,










µ, x⇤, µ)  ✓µ(x⇤,µ, x⇤, µ)]) + ✓v(yv, x⇤, v)  ✓v(x⇤,v, x⇤, v)
= ✓v(x
v, x⇤, v)  ✓v(x⇤,v, x⇤, v)
isto é, x⇤,v resolve o problema de minimização (1.3). Como o ı́ndice v foi tomado
arbitrariamente, ganhamos que x⇤ é um equiĺıbrio de Nash.
1.3.2 Problema de equiĺıbrio de Nash generalizado
A diferença com o problema de equiĺıbrio de Nash clássico, o problema de equiĺıbrio
de Nash generalizado (GNEP) permite que o conjunto de estratégias de cada jogador
dependa das estratégias dos jogadores rivais. Deste modo, o GNEP não se encaixa no
escopo de EP. Como veremos adiante o GNEP pode ser formulado adequadamente
por meio de um problema de quase-equiĺıbrio.
Formalmente, considere um GNEP com N jogadores. Utilizando as mesmas
notações da seção 1.3.1, seja Xv(x v) ✓ Rnv o conjunto de estratégias de cada
jogador, o qual depende das estratégias dos jogadores rivais.
O objetivo do jogador v, dado as estratégias dos demais jogadores x v, é escolher




s.a. xv 2 Xv(x v).
(1.5)
Um vetor x⇤ é uma solução de GNEP se, para todos os jogadores v = 1, . . . , N ,
tem-se
✓v(x
⇤,v, x⇤, v)  ✓v(xv, x⇤, v) 8 xv 2 Xv(x⇤, v),
isto é, se para cada jogador v, x⇤,v é a solução do problema do v-ésimo jogador
quando os demais jogadores fixam suas variáveis em x⇤, v. Uma tal solução x⇤ é
frequentemente chamada de um equiĺıbrio de Nash generalizado.
O problema de equiĺıbrio de Nash generalizado pode ser reformulado através de
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QEP como segue.
Proposição 1.13. Considere um GNEP dado. Então, um ponto x⇤ é um equiĺıbrio











v, x v)  ✓v(xv, x v)]. (1.7)
Demonstração. Se x⇤ é um equiĺıbrio de Nash generalizado, claramente x⇤ é uma
solução de QEP(K, f).
Suponha agora que x⇤ seja uma solução de QEP(K, f). Fixe v 2 {1, . . . , N}.




xv , se µ = v
x⇤,µ , se µ 6= v.














µ, x⇤, µ)  ✓µ(x⇤,µ, x⇤, µ)]) + ✓v(yv, x⇤, v)  ✓v(x⇤,v, x⇤, v)
= ✓v(x
v, x⇤, v)  ✓v(x⇤,v, x⇤, v)
isto é, x⇤,v resolve o problema de minimização (1.5). Como o ı́ndice v foi tomado
arbitrariamente, ganhamos que x⇤ é um equiĺıbrio de Nash generalizado.
Jointly convex GNEP
Uma classe especial de GNEPs é o denominado jointly convex GNEP. Este problema
é um caso intermediário entre o GNEP geral e o problema de equiĺıbrio de Nash
clássico. O jointly convex GNEP tem sido frequentemente considerado na literatura
por ser mais simples de tratar que o GNEP geral, veja por exemplo [2, 32, 43–45].
Apresentamos abaixo sua definição.
Definição 1.4. [2, Definição 3.6] Considere um GNEP dado tal que a função
✓v(·, x v) é convexa e o conjunto Xv(x v) é fechado e convexo para todo v =
1, . . . , N . Dizemos que este GNEP é jointly convex se, para algum conjunto con-
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vexo e fechado X ✓ Rn, e para todo v = 1, . . . , N , tem-se
Xv(x
 v) = {yv 2 Rnv | (yv, x v) 2 X}. (1.8)
No caso especial de restrições jointly convex, é fácil ver que




 v) () x 2 X, (1.9)
onde fix(K) := {x 2 Rn | x 2 K(x)}. Em outras palavras, o conjunto X coincide
com o conjunto de pontos fixos da aplicação ponto-conjunto K dada por (1.6).
Existem diversos trabalhos na literatura de jointly convex GNEPs dedicados
a encontrar uma solução especial destes problemas denominada equiĺıbrio de Nash
normalizado. Apresentamos abaixo sua definição formal.
Definição 1.5. [44, Definição 3.1] Um vetor x⇤ 2 X é denominado um equiĺıbrio
de Nash normalizado de um jointly convex GNEP, se sup
y2X
{ f(x⇤, y)}  0 se verifica,
onde f é a bifunção definida em (1.7).
Observe que o problema referente a encontrar um equiĺıbrio de Nash normalizado
em um jointly convex GNEP pode ser claramente reformulado como uma instância
do problema de equiĺıbrio clássico como segue.
Proposição 1.14. Considere um jointly convex GNEP dado. Então, um ponto x⇤ é
um equiĺıbrio de Nash normalizado se, e somente se, ele é uma solução de EP(X, f)
com f dada por (1.7).
1.3.3 Problema de otimização multiobjetivo
O problema de otimização multiobjetivo (MOP) corresponde ao processo de otimi-
zar simultaneamente duas ou mais funções reais. Em PAPPALARDO [46] pode ser
encontrada uma visão geral a respeito de MOP. Formalmente, seja K um subcon-
junto fechado, convexo e não vazio de Rn e seja  : Rn ! RmP uma aplicação dada
por  (x) = ( 1(x), . . . , mP (x)). O MOP(K, ) consiste em resolver o seguinte
problema
min (x) sujeito a x 2 K, (1.10)
no sentido que, um ponto x⇤ 2 Rn é uma solução de (1.10), chamado ponto Pareto
fraco ótimo, se e somente se x⇤ 2 K e não existe nenhum outro x 2 K com  i(x) <
 i(x⇤) para todo i 2 {1, . . . ,mP}, veja [47] e suas referências.
O lema a seguir será útil para estabelecer as formulações de MOP tanto como
uma instância de EP como também de QEP.
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Lema 1.2. Um ponto x⇤ 2 K satisfaz
f1(x
⇤, y) := max
1imP
{ i(y)   i(x⇤)}   0 (1.11)
para todo y 2 K se, e somente se, x⇤ é um ponto Pareto fraco ótimo para (1.10).
Demonstração. Segue diretamente da definição de ponto Pareto fraco ótimo.
O problema EP(K, f1) é a formulação clássica de MOP como um problema de
equiĺıbrio [20].
Formulação como problema de quase-equiĺıbrio
Nesta seção apresentaremos uma formulação de MOP como um problema de quase-
equiĺıbrio (QEP). Nossa formulação do tipo QEP de MOP utiliza apenas os dados
originais do problema e fornece uma reformulação suave no sentido de diferenciabi-
lidade.
Formalmente, seja w = (x, u) 2 Rn ⇥ R e z = (y, v) 2 Rn ⇥ R. O MOP (1.10)
pode ser visto como uma instância de QEP com
f(w, z) := v   u e K(w) := {z 2 Rn+1 | y 2 K e gP (w, z)  0} (1.12)
onde gPi (w, z) =  i(y)   i(x)  v para todo i = 1, . . . ,mP .
De fato, estes dados definem um QEP que é equivalente ao MOP no seguinte
sentido:
Proposição 1.15. Um ponto x⇤ 2 Rn é solução de MOP (1.10) se, e somente se,
existe u⇤ 2 R tal que w⇤ = (x⇤, u⇤) 2 Rn+1 resolve o QEP dado por (1.12).
Demonstração. Suponha que x⇤ resolve MOP. Tome u⇤ = 0. Então w⇤ 2 K(w⇤)
uma vez que x⇤ 2 K. Agora, considere z = (y, v) 2 K(w⇤). Assim, y 2 K e
 i(y)    i(x⇤)  v para todo i = 1, . . . ,mP . Portanto max
1imP
{ i(y)   i(x⇤)}  v
e, pelo Lema 1.2, v   0. Isto implica que f(w⇤, z) = v   u⇤ = v   0. Como z foi
tomado arbitrariamente, w⇤ resolve QEP.
Por outro lado, seja w⇤ = (x⇤, u⇤) uma solução de QEP. Temos que w⇤ 2 K(w⇤),
isto é, x⇤ 2 K e u⇤   0. Suponha que x⇤ não resolve MOP. Então, existe y 2 K
tal que max
1imP
{ i(y)   i(x⇤)} < 0. Tome v := max
1imP
{ i(y)   i(x⇤)} e considere
z = (y, v). Deste modo, z 2 K(w⇤) e f(w⇤, z) = v   u⇤ < 0. Uma contradição com
o fato de w⇤ ser uma solução de QEP.
Esta formulação permite uma aplicação ao MOP de outros métodos propostos
para o problema de quase-equiĺıbrio, além do que será apresentado neste trabalho
de tese.
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1.3.4 Problema de desigualdade quase-variacional
Seja F : Rn ! Rn uma aplicação ponto-ponto e K : Rn ◆ Rn uma aplicação ponto-
conjunto. O problema de desigualdade quase-variacional associado com K e F , o
qual denotaremos por QVI(K,F ), consiste em:
Encontrar x⇤ 2 K(x⇤) tal que hF (x⇤), y   x⇤i   0 para todo y 2 K(x⇤).
O problema de desigualdade quase-variacional pode ser claramente reformulado
através de um QEP como segue:
Proposição 1.16. Considere um QVI dado. Então, um ponto x⇤ é uma solução de
QVI(K,F ) se, e somente se, ele é uma solução de QEP(K, f), com f definida por
f(x, y) := hF (x), y   xi.
Quando existe K ✓ Rn tal que K(x) ⌘ K para todo x 2 Rn, o problema
de desigualdade quase-variacional torna-se o problema de desigualdade variacional
clássico VI(K, F ). Desigualdades variacionais podem ser vistas como uma instância
do problema de equiĺıbrio clássico de modo análogo ao exposto na Proposição 1.16.
Alguns trabalhos numéricos dedicados à instância de QVI podem ser encontrados
em [3, 33, 34, 48–50].
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Caṕıtulo 2
Um método do tipo-Newton para
o Problema de Equiĺıbrio clássico
Neste caṕıtulo apresentamos uma generalização do método desenvolvido por VON
HEUSINGER et al. [32] destinado a encontrar um equiĺıbrio normalizado em pro-
blemas de equiĺıbrio de Nash generalizado jointly convex, para uma ampla famı́lia
de modelos matemáticos que podem ser formulados no cenário de problemas de
equiĺıbrio clássico. Introduzimos uma famı́lia de bifunções auxiliares contendo aquela
utilizada em [32]. Provamos que o método é localmente convergente e estabelecemos
a convergência superlinear/quadrática do algoritmo para uma solução do problema
sob hipóteses usuais.
Para mostrar a força de nossa generalização, uma aplicação do método pro-
posto ao problema de otimização multiobjetivo (MOP) foi considerada. Além disso,
algumas experiências numéricas foram apresentadas envolvendo um problema de
equiĺıbrio clássico o qual não corresponde nem a um problema de equiĺıbrio de Nash
nem a um problema de desigualdade variacional.
Os resultados apresentados neste caṕıtulo encontram-se publicados na revista
Optimization Letters sob o t́ıtulo A proximal Newton-type method for equilibrium
problems [16].
2.1 O método proposto
Lembremos que o problema de equiĺıbrio clássico, EP(K, f), consiste em:
Encontrar x⇤ 2 K tal que f(x⇤, y)   0 para todo y 2 K,
onde f : Rn ⇥ Rn ! R é uma bifunção de equiĺıbrio, isto é, f é tal que f(x, x) = 0
para todo x 2 Rn e K é um subconjunto convexo, fechado e não-vazio do Rn.
Problemas tais como otimização, desigualdade variacional, complementaridade,
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ponto fixo e equiĺıbrio de Nash clássico podem ser modelados como um problema
de equiĺıbrio clássico. Veja por exemplo BLUM e OETTLI [5] e IUSEM e SOSA
[20] para uma visão geral destas reformulações. Quando não houver possibilidade
de mau entendimento da escolha dos operadores K e f , escreveremos apenas EP em
substituição a EP(K, f).
Ao longo deste caṕıtulo assumiremos a seguinte hipótese padrão para uma abor-
dagem numérica do tipo-Newton .
Hipótese 2.1. (a) f : Rn ⇥ Rn ! R e ryf : Rn ⇥ Rn ! Rn são continuamente
diferenciáveis e, para cada x 2 Rn, f(x, ·) : Rn ! R é uma função convexa.
(b) O conjunto K ✓ Rn é não vazio e possui a seguinte representação:
K = {y 2 Rn | g(y)  0}
com g : Rn ! Rm, onde cada função componente gi, i = 1, . . . ,m, é convexa
e duas vezes continuamente diferenciável.
Consideremos a bifunção regularizada   : Rn ⇥ Rn ! R definida por
 (x, y) := f(x, y) + h(x, y) (2.1)
onde a bifunção auxiliar h satisfaz a seguinte condição:
Hipótese 2.2. (a) h : Rn ⇥ Rn ! R e ryh : Rn ⇥ Rn ! Rn são continuamente
diferenciáveis;
(b) h(x, ·) : Rn ! R é fortemente convexa para todo x 2 Rn;
(c) ryh(x, x) = 0 para todo x 2 Rn.
Observação 2.1. As seguintes famı́lias de bifunções auxiliares satisfazem a
Hipótese 2.2:
(i) h(x, y) = ||y x||2P := hy x, P (y x)i onde P é uma matriz simétrica definida
positiva. Note que P = ↵2 I(n), com ↵ > 0, é considerada em [32].
(ii) h(x, y) = ↵2 · cosh(y   x), com ↵ > 0, onde cosh(y   x) :=
Pn
i=1 cosh(yi   xi).
Estas duas famı́lias de bifunções auxiliares foram consideradas em nossos expe-
rimentos numéricos. Ressaltamos que em [18] é considerada uma regularização para
(2.1) no cenário de funções gapa para EP com hipóteses similares à Hipótese 2.2.
De agora em diante, a menos que explicitamente afirmado o contrário, assumi-
remos que as Hipóteses 2.1 e 2.2 estão satisfeitas.
Temos a seguinte proposição:
a
Para detalhes veja Observação 3.1, página 40
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Proposição 2.1. O seguinte problema de otimização
min
y
 (x, y) sujeito a y 2 K (2.2)
tem uma única solução ótima para cada x 2 Rn, o qual denotaremos por y(x).
Demonstração. O conjunto K é convexo, fechado e não-vazio. Além disso, fixado
x 2 Rn, a função  (x, ·) é fortemente convexa. O resultado segue diretamente da
Proposição 1.1.
Propriedades relevantes da aplicação y serão apresentadas abaixo. A proposição
a seguir caracteriza as soluções do problema EP(K, f).
Proposição 2.2. Um ponto x é solução de EP(K, f) se, e somente se, y(x) = x.
Demonstração. Pelas Hipóteses 2.1 e 2.2, tem-se que y(x) = x se, e somente se,
0
(Prop. 1.3)
 hryf(x, x) +ryh(x, x), y   xi
= hryf(x, x), y   xi 8 y 2 K
o que é equivalente a dizer que x é uma solução de EP(K, f).
Levando em conta a Proposição 2.2, nosso objetivo consiste em desenvolver um
método do tipo-Newton para encontrar um zero da aplicação F : Rn ! Rn definida
por
F (x) := y(x)  x. (2.3)
Proposição 2.3. A aplicação y : Rn ! Rn dada por
y(x) := argmin
y
{ (x, y) | y 2 K}
é cont́ınua.
Demonstração. As Hipóteses 2.1 (a) e 2.2 (a-b) implicam que a aplicação  (x, ·)
é (fortemente) convexa para cada x 2 Rn fixado e cont́ınua em Rn ⇥ Rn. Defina
a aplicação ponto-conjunto ⌦ : Rn ◆ Rn por ⌦(x) ⌘ K para todo x 2 Rn. A
Proposição 2.1 mostra que o conjunto Y(x) := {z 2 K | infy2K (x, y) =  (x, z)}
possui um único elemento para cada x 2 Rn, a saber y(x). Portanto, a aplicação y
vista com uma aplicação ponto-conjunto é cont́ınua pelo Lema 1.1. Segue então que
a aplicação ponto-ponto y é cont́ınua.
É importante mencionar que embora a aplicação y seja cont́ınua ela nem sempre
é diferenciável. Este fato pode ser observado no seguinte exemplo:
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Exemplo 2.1. Considere EP(K, f) com n = 1, a bifunção f dada por f(x, y) =
x(y x) e o conjunto K = [0, 1]. Escolhendo h(x, y) = (y x)2 temos que a aplicação





0 , se x  0
1
2x , se 0 < x < 2
1 , se x   2,
que é cont́ınua mas não é diferenciável em toda a reta. Como pode ser visto, a única
solução deste problema é x⇤ = 0 (cf. Proposição 2.2).
Apesar da aplicação y não ser necessariamente diferenciável, prova-se que y (e
portanto F ) é uma aplicação continuamente diferenciável por partes (ou PC1, veja
Definição 1.2, página 7) sob hipóteses usuais. Para aplicações PC1 existe uma noção
de Jacobiano generalizado computável [32, 39, 51]. Esta noção de Jacobiano gene-
ralizado será fundamental no desenho de nosso método do tipo-Newton.
Considere o sistema de Karush-Kuhn-Tucker (KKT) do problema (2.2)
ry (x, y) +rg(y)  = 0
    0, g(y)  0, h , g(y)i = 0,
(2.4)
e seja M(x) o conjunto dos multiplicadores de Lagrange, i.e.,
M(x) = {  2 Rm | (y(x), ) satisfaz (2.4)}.
A seguinte familia composta por subconjuntos do conjunto das restrições ativas
I0(x) := {i 2 {1, 2, . . . ,m} | gi(y(x)) = 0}, dada por
B(x) = {J ✓ I0(x) | {rgi(y(x))}i2J é linearmente independente e
9  2 M(x) tal que  i = 0 para todo i 2 I0(x)\J },
tem uma participação crucial em nossa análise.
Lema 2.1. Se M(x) 6= ; então B(x) 6= ;.
Demonstração. A prova deste lema é essencialmente a mesma daquela apresentada
em [32]. Nós a exibimos aqui por uma questão de completude do texto.
Se 0 2 M(x), tem-se que J := ; pertence a B(x). Por outro lado, se 0 62 M(x),
tome   2 M(x) tal que o conjunto ⇤+( ) := {i 2 Im := {1, 2 . . . ,m} | i > 0}
é minimal. Afirmamos que J := ⇤+( ) pertence a B(x). De fato, J ✓ I0(x)
pelo sistema (2.4). Assim, resta mostrar que rgi(y(x)) (i 2 J ) são linearmente
independentes.
Suponha que isto não seja verdade. Então, existe um vetor não-nulo  J = ( i)i2J
tal que
P
i2J  irgi(y(x)) = 0. Trocando  J por   J se necessário, podemos assu-
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mir que pelo menos uma componente  i (i 2 J ) é positiva. Seja t̄ := min{ i i |  i >
0}. Então  i   t̄ i   0 para todo i 2 J e  i0   t̄ i0 = 0 para pelo menos um ı́ndice
i0 2 J . Defina
 ̄i :=
(
 i   t̄ i , se i 2 J
 i , se i 62 J .
Observe que o vetor  ̄ = ( ̄1, · · · ,  ̄m)T pertence a M(x). Contudo, pela construção,
o conjunto ⇤+( ̄) está estritamente contido no conjunto ⇤+( ), uma contradição com
nossa escolha de  .
Observação 2.2. De acordo com a demonstração do Lema 2.1, temos que 0 2 M(x)
se, e somente se, ; 2 B(x).
Como em [32], iremos considerar a seguinte condição de qualificação das res-
trições que nos permite garantir a existência de multiplicadores de Lagrange [43, 52].
Hipótese 2.3. [40, p. 262] Dado x 2 Rn, a condição de qualificação das restrições
de posto constante (CRCQ) vale em y(x), isto é, existe uma vizinhança V de y(x)
tal que para qualquer conjunto J ✓ I0(x) = {i 2 Im | gi(y(x)) = 0}, o conjunto
{rygi(y) | i 2 J }
possui o mesmo posto (o qual depende de J ) para todo y 2 V .
Note que a condição CRCQ é sempre satisfeita no caso de restrições lineares.
Esta condição é também mais fraca que a condição de qualificação de independência
linear das restrições.
Lema 2.2. Seja x⇤ 2 Rn. Suponha que a Hipótese 2.3 é satisfeita em y(x⇤). Então
existe uma vizinhança V (x⇤) de x⇤ tal que, para todo x 2 V (x⇤), as seguintes
afirmações valem:
(a) A Hipótese 2.3 vale em y(x);
(b) B(x) ✓ B(x⇤).
Demonstração. (a) Segue diretamente da definição da condição de qualificação das
restrições de posto constante (Hipótese 2.3) e de argumentos de continuidade con-
forme Hipótese 2.1 e Proposição 2.3.
(b) A prova é essencialmente a mesma daquela dada por PANG e RALPH [53]
no cenário de operadores de projeção e por VON HEUSINGER et al. [32] tratando
de GNEPs.
Suponha que a afirmação seja falsa. Assim, deve existir uma sequencia xk !
x⇤ tal que, para todo k, existe um ı́ndice Jk 2 B(xk)\B(x⇤). Uma vez que há
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apenas uma quantidade finita de tais ı́ndices, trabalhando com uma subsequência
se necessário, podemos assumir que Jk é o mesmo conjunto de ı́ndices para todo k,
o qual denotaremos por J .
Assim, temos que o conjunto {rgi(y(xk))}i2J é linearmente independente e
existe  k 2 M(xk) tal que ⇤+( k) := {i 2 Im | ki > 0} ✓ J ✓ I0(xk)
mas J 62 B(x⇤). Note que J ✓ I0(x⇤). Logo, pela Hipótese 2.3, o conjunto
{rgi(y(x⇤))}i2J deve ser linearmente independente. Portanto, o único modo de
J 62 B(x⇤) é não existir   2 M(x⇤) com ⇤+( ) ✓ J .
Pelo fato de  k 2 M(xk), temos que
ry (xk, y(xk)) +rgJ (y(xk)) ·  kJ = 0 (2.5)
para todo k. Levando em conta a continuidade das aplicações envolvidas na igual-
dade (2.5) e a independência linear de {rgi(y(x⇤))}i2J , temos que a sequência { kJ }
é convergente, digamos  kJ !  ⇤J . Tomando o limite em (2.5) e pondo  ⇤Ĵ := 0,
vemos que  ⇤ := ( ⇤J , 
⇤
Ĵ ) 2 M(x
⇤) e ⇤+( ⇤) ✓ J o que é uma contradição.
A seguir definiremos uma aplicação que nos permitirá provar a propriedade PC1
da aplicação y bem como deduzir expressões para o jacobiano de suas C1-partes.
Seja J ✓ Im = {1, 2, . . . ,m} e Ĵ = Im\J . Considere a aplicação  J : R2n+m !
Rn+m definida por










onde a partição (J , Ĵ ) de Im é usada para separar os vetores   e g(y) em   =
( J , Ĵ ) e g(y) = (gJ (y), gĴ (y)), respectivamente.
São necessários os seguintes lemas para demonstrar que y é uma aplicação PC1:
Lema 2.3. Seja x 2 Rn e suponha que a Hipótese 2.3 vale em y(x). Então, para
qualquer J 2 B(x), existe um único vetor   2 M(x) tal que  J (x, y(x), ) = 0.
Demonstração. Seja J 2 B(x) e   2 M(x) tal que  i = 0 para todo i 2 Ĵ . Uma





Além disso, gJ (y(x)) = 0 pois J ✓ I0(x). Assim,  J (x, y(x), ) = 0. A unicidade
é devido ao fato de {rgi(y(x))}i2J ser um conjunto linearmente independente.
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A aplicação J é continuamente diferenciável, uma vez query  é continuamente
diferenciável e g é duas vezes continuamente diferenciável. Temos que o jacobiano
de  J no ponto (x, y, ) é dado, após alguma posśıvel reordenação dos ı́ndices, por
J  J (x, y, ) =
2
6664
r2yx (x, y) r2yy (x, y) +
X
i2J
 ir2gi(y) rgJ (y) 0
0 (rgJ (y))T 0 0




e o jacobiano de  J com respeito às variáveis (y, ) é






 ir2gi(y) rgJ (y) 0
(rgJ (y))T 0 0




onde I(|Ĵ |) é a notação para a matriz identidade de ordem |Ĵ |.
O seguinte lema decorre do teorema clássico da aplicação impĺıcita [37].
Lema 2.4. Considere x⇤ 2 Rn e suponha que a Hipótese 2.3 é satisfeita em
y⇤ = y(x⇤). Seja J 2 B(x⇤) fixado e seja  ⇤ 2 M(x⇤) o correspondente (único)
multiplicador de Lagrange dado no Lema 2.3 tal que  J (x⇤, y⇤, ⇤) = 0. Então,
existem vizinhanças abertas V J (x⇤) e V J (y⇤, ⇤), bem como uma aplicação conti-
nuamente diferenciável (yJ (·), J (·)) : V J (x⇤) ! V J (y⇤, ⇤) tal que yJ (x⇤) = y⇤,
 J (x⇤) =  ⇤ e, para todo x 2 V J (x⇤),
 J (x, y








J(y, ) J (x, y
J (x), J (x))
⇤ 1 · Jx J (x, yJ (x), J (x)). (2.9)
Demonstração. Observe que o jacobiano dado em (2.7) é inverśıvel em (x⇤, y⇤, ⇤).
De fato, temos que rgJ (y⇤) possui posto completo pela escolha de J 2 B(x⇤),
r2gi(y⇤) é semidefinida positiva uma vez que gi é convexa, e r2yy (x⇤, y⇤) é po-
sitiva definida devido a  (x⇤, ·) ser fortemente convexa, conforme Proposição 1.2.
A afirmação é então uma consequência direta do Teorema da Aplicação Impĺıcita,
conforme Proposição 1.4.
Levando em conta os resultados expostos anteriormente, provaremos a seguir a
propriedade PC1 da aplicação y.
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Proposição 2.4. Seja x⇤ 2 Rn dado. Suponha que a Hipótese 2.3 vale em y(x⇤).
Então, existe uma vizinhança V ⇤ de x⇤ tal que a aplicação y é uma aplicação PC1 em
V ⇤. Mais precisamente, em qualquer ponto x 2 V ⇤ dado, a igualdade y(x) = yJ (x)
vale para qualquer conjunto de ı́ndices J 2 B(x), onde yJ (·) é a aplicação definida
no Lema 2.4.
Demonstração. A prova desta proposição é baseada naquela apresentada em [43,
Teorema 3.10 (passo 4)].






onde V J (x⇤) são as vizinhanças que aparecem no Lema
2.4. Sem perda de generalidade, assuma que V J (x⇤) ✓ V (x⇤) para todo J 2 B(x⇤),
onde V (x⇤) é a vizinhança definida no Lema 2.2. V ⇤ é uma vizinhança de x⇤, uma
vez que B(x⇤) é um conjunto finito.
Considere x 2 V ⇤ e seja J 2 B(x) dado. O Lema 2.3 assegura a existência de
um único multiplicador de Lagrange  (x) 2 M(x) satisfazendo  J (x, y(x), (x)) =
0. Além disso, o Lema 2.4 garante a existência de vizinhanças abertas V J (x⇤) e
V J (y⇤, ⇤) bem como de uma aplicação continuamente diferenciável (yJ (·), J (·)) :
V J (x⇤) ! V J (y⇤, ⇤) tal que  J (x, yJ (x), J (x)) = 0 para todo x 2 V J (x⇤). Em
particular, (yJ (x), J (x)) é uma solução localmente única do sistema  J (x, y, ) =
0 para cada x 2 V J (x⇤); veja novamente Proposição 1.4.
Agora, iremos mostrar que (y(x), (x)) 2 V J (y⇤, ⇤) para todo x suficientemente
próximo a x⇤. Assim, pela unicidade local, ganhamos que y(x) = yJ (x) (e  (x) =
 J (x)) para todo J 2 B(x) ✓ B(x⇤)).
Suponha que isto não seja verdade. Então, existem uma sequência {xk} com
xk ! x⇤ e um correspondente Jk 2 B(xk) tal que
(y(xk), (xk)) 62 V Jk(y⇤, ⇤) (2.10)
para todo k 2 N. Trabalhando com uma subsequência se necessário, podemos
assumir que Jk é um mesmo conjunto de ı́ndices para todo k o qual denotaremos
por J .
Temos que y(xk) ! y⇤. Além disso, para cada xk com associados y(xk) e  (xk),







k) = 0, i 2 Ĵ
(2.11)
para todo k. A continuidade das aplicações ry , y and rgi, juntamente com a
independência linear dos vetores rgi(y⇤) (que é uma consequência de J 2 B(xk) ✓
B(x⇤) e da Hipótese 2.3) implica que a sequencia { (xk)} é convergente. Seja  ̄ o
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bem como  ̄i = 0 para todo i 2 Ĵ . Note que o Lema 2.3 implica que  ̄ é o único vetor
satisfazendo estas igualdades. Contudo, por definição, o vetor  ⇤ também satisfaz
estas equações, portanto  (xk) !  ⇤. Porém, isto implica que (y(xk), (xk)) 2
V J (y⇤, ⇤) para todo k suficientemente grande. Uma contradição com (2.10).
A seguinte noção pode ser encontrada em [32, 39, 51] e tem uma participação
fundamental em nosso algoritmo uma vez que a aplicação y não necessariamente é
diferenciável.
Definição 2.1. O jacobiano generalizado computável de y(·) em x é definido por
@C y(x) := {J yJ (x) | J 2 B(x)},
onde J yJ (·) é o jacobiano de yJ (·).
A próxima proposição nos fornece expressões para o Jacobiano da aplicação yJ .
Estas expressões generalizam aquelas apresentadas em [32] no contexto de GNEPs.
Proposição 2.5. Considere x⇤ 2 Rn, e suponha que a Hipótese 2.3 é satisfeita em
y(x⇤). Seja J 2 B(x⇤) fixado e yJ (·) a correspondente aplicação definida no Lema
2.4. Temos que o jacobiano de yJ (·) é dado por
J yJ (x) = C 1A  C 1D(DTC 1D) 1(DTC 1A), (2.12)
com
A = AJ (x) =  r2yxf(x, yJ (x)) r2yxh(x, yJ (x)),




D = DJ (x) = rgJ (yJ (x)),
(2.13)
onde rgJ (·) é a notação para a matriz com vetores coluna {rgi(·)}i2J .
Demonstração. Da equação (2.9) no Lema 2.4, temos que
Jx J (x, y


























o qual implica que
A = C · J yJ (x) +D · J  JJ (x) (2.14)
0 =  DT · J yJ (x) (2.15)
0 = J  JĴ (x).
De (2.14) e da não-singularidade da matriz C, temos a seguinte igualdade
J yJ (x) = C 1A  C 1D · J  JJ (x). (2.16)
Multiplicando a equação (2.16) por DT pelo lado esquerdo e levando em conta a
igualdade (2.15), temos que
J  JJ (x) = (D
TC 1D) 1(DTC 1A). (2.17)
Substituindo a expressão (2.17) na igualdade (2.16), obtemos o resultado desejado.
Observação 2.3. Observe que as matrizes A e C dadas em [32] são casos particula-
res de (2.13). Note também que se J = ; então J y;(x) = C 1A com A = A;(x) =
 r2yxf(x, y;(x)) r2yxh(x, y;(x)) e C = C;(x) = r2yyf(x, y;(x)) +r2yyh(x, y;(x)).
O seguinte lema nos possibilita encontrar um elemento J 2 B(x) e um corres-
pondente multiplicador  . Isto será importante para tornar o algoritmo totalmente
implementável na prática.
Lema 2.5. Considere x⇤ 2 Rn, e suponha que a Hipótese 2.3 vale em y⇤ = y(x⇤).






s.a. rg(y⇤)  =  ry (x⇤, y⇤),
 i   0 8 i 2 I0(x⇤),
 i = 0 8 i 2 Im\I0(x⇤).
(2.18)
Defina J := {i 2 I0(x⇤) | ⇤i > 0}. Então J pertence a B(x⇤) e  ⇤ é o   mencionado
no Lema 2.3.
Demonstração. A prova é essencialmente a mesma daquela apresentada em [32,
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Lema 5.1]. Note que (2.18) possui pelo menos um ponto viável uma vez queM(x⇤) 6=
; pela Hipótese 2.3. Além disso, a função objetivo é limitada inferiormente por zero
no conjunto viável o que faz com que o problema de programação linear tenha
solução.
Por argumentos da teoria de programação linear, existe pelo menos um vértice  ⇤
do poliedro definido pelo conjunto viável de (2.18) que é solução do problema. Assim,
novamente por resultados de programação linear, segue que o conjunto {rgi(y⇤)}i
com i 2 ⇤+( ⇤) := {i 2 Im | ⇤i > 0} é linearmente independente. O resultado segue
das definições de B(x⇤) e  J (veja páginas 19 e 21).
Iremos considerar a seguinte hipótese para estabelecer a convergência do algo-
ritmo desenvolvido na próxima seção.








d 6= 0 8 d 2 T J (x), d 6= 0, (2.19)
onde T J (x) = {d 2 Rn |rgi(y(x))Td = 0 para todo i 2 J } e M(x, y) =
r2yy (x, y) +r2yx (x, y).
Destacamos que, quando o problema de equiĺıbrio clássico deriva de um equiĺıbrio
de Nash generalizado jointly convexb e a bifunção auxiliar é dada por h(x, y) =
↵
2 ||y   x||
2 (↵ > 0), a condição acima é a Hipótese 4.1 considerada em [32].
Finalizamos esta seção com dois resultados úteis para o estabelecimento do al-
goritmo que será proposto à frente.
Proposição 2.6. Seja x⇤ 2 Rn tal que as Hipóteses 2.3 e 2.4 valem em y⇤ = y(x⇤)
e x⇤, respectivamente. Então, J yJ (x⇤)  I(n) é não singular para todo J 2 B(x⇤).
Demonstração. A prova desta proposição segue as ideias daquela apresentada em
[32, Lema 4.2]. Suponha que existe J 2 B(x⇤) tal que J yJ (x⇤) I(n) é uma matriz
singular. Considere  ⇤ 2 M(x⇤) o único multiplicador de Lagrange mencionado no
Lema 2.3
Uma vez que J yJ (x⇤)   I(n) é singular, existe v 2 Rn não-nulo tal que
(J yJ (x⇤)  I(n))v = 0, isto é,
(J yJ (x⇤))v = v. (2.20)
Multiplicando (2.12) por DT à esquerda, ganhamos que DT J yJ (x⇤) = 0 o que
implica que
0 = DT J yJ (x⇤)v = DTv = (rgJ (y⇤))Tv, (2.21)
b
Veja definição na página 12.
26
isto é, v 2 T J (x⇤).
Por outro lado, multiplicando (2.12) por vTC à esquerda e por v à direita ga-
nhamos
vTCJ yJ (x⇤)v = vTCC 1Av   vTCC 1D(DTC 1D) 1(DTC 1A)v
= vTAv   vTD(DTC 1D) 1(DTC 1A)v
(eq.(2.21))
= vTAv.
Levando em conta a igualdade (2.20), temos que vTCv = vTAv, ou seja,











o que é uma contradição com (2.19).
Lema 2.6. Seja x⇤ uma solução de EP(K, f). Suponha que as Hipóteses 2.3 e 2.4
são satisfeitas em x⇤. Então existem   > 0 e M > 0 tais que ||(H(x)) 1||  M para
todo x 2 B(x⇤,  ) e para todo H(x) 2 @CF (x) onde F (x) = y(x)  x.
Demonstração. Fixe J 2 B(x⇤) e considere HJ (x) = JyJ (x)   I(n). Seja  J > 0
o menor valor singular da matriz HJ (x⇤). Portanto,
 J ||d||  ||HJ (x⇤)d|| 8d 2 Rn. (2.22)
Além disso, uma vez que HJ (·) é cont́ınua em uma vizinhança de x⇤, tomando
cJ 2 (0, 1) tem-se que, para cada "J = cJ J , existe  J > 0 tal que
||HJ (x) HJ (x⇤)||  "J 8 x 2 B(x⇤,  J ). (2.23)
Das desigualdades (2.22) e (2.23), obtemos
||HJ (x)d|| = ||HJ (x⇤)d+ (HJ (x) HJ (x⇤))d||
  ||HJ (x⇤)d||  ||(HJ (x) HJ (x⇤))d||
   J ||d||  cJ J ||d||
= (1  cJ ) J ||d||.
Assim, dado y 2 Rn tal que ||y|| = 1, e tomando d = (HJ (x)) 1y, temos que
1 = ||y|| = ||HJ (x)(HJ (x)) 1y||   (1  cJ ) J ||(HJ (x)) 1y||.
Portanto, uma vez que existem apenas uma quantidade finita de elementos em B(x⇤),
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temos que existemM > 0 e   > 0 tais que ||(HJ (x)) 1||  M para todo x 2 B(x⇤,  )
e para todo J 2 B(x⇤). O resultado segue do Lema 2.2.
2.2 O algoritmo
Nosso objetivo nesta seção é propor e analisar a convergência de um algoritmo do
tipo-Newton implementável para resolver EP, denominado Algoritmo NMEP.
Após a descrição do algoritmo, apresentaremos algumas propriedades e resul-
tados auxiliares para estabelecer sua boa definição. Posteriormente, analisaremos
sua convergência. De agora em diante, assumiremos a existência de solução para o
problema EP.
Algoritmo NMEP
Passo 0: Escolha x0 2 Rn e faça k := 0.
Passo 1: Encontre yk = argmin{ (xk, y) | y 2 K}.
Se yk = xk, então pare. (xk é uma solução de EP(K, f)).
Passo 2: Encontre um vértice solução  k do problema de programação linear (2.18)
com x⇤ = xk e y⇤ = yk. Tome J := {i 2 I0(xk) | ki > 0}.
Passo 3: CalculeHk = J yJ (xk) I(n) utilizando (2.12)-(2.13) com x = xk,  J (x) =
 k, e encontre a solução dk do sistema Hkd =  F (xk).
Passo 4: Defina xk+1 := xk + dk, k = k + 1 e volte ao Passo 1.
Observação 2.4. Encontrar um vértice solução do problema de programação linear
(2.18) no Passo 2 tem por objetivo encontrar um elemento em B(xk) (veja Lema
2.5). Isto é realizado apenas para tornar o algoritmo completamente implementável
na prática. De fato, qualquer outro modo de encontrar um elemento em B(xk) pode
ser utilizado no Passo 2.
O seguinte lema será útil tanto para completar a boa definição do Algoritmo
NMEP quanto para provar sua convergência. Ele é uma generalização de [32, Lema
4.4] para problemas de equiĺıbrio clássico utilizando a classe de bifunções auxiliares
considerada neste trabalho de tese.
Lema 2.7. Seja x⇤ uma solução de EP(K, f). Suponha que a Hipótese 2.3 vale em
y(x⇤) = x⇤. Então, para qualquer H 2 @CF (x) tem-se
F (x)  F (x⇤) H(x  x⇤) = o(||x  x⇤||). (2.24)
28
Além disso, se o jacobiano de todas as aplicações rgi, i = 1, . . . ,m e ry  são
Lipschitz continuas em torno de x⇤, resulta
F (x)  F (x⇤) H(x  x⇤) = O(||x  x⇤||2). (2.25)
Demonstração. Para provarmos a igualdade (2.24), devemos mostrar que dado " >
0, existe   > 0 tal que
||F (x)  F (x⇤) H(x  x⇤)||  " ||x  x⇤||
para todo x 2 B(x⇤,  ) e para todo H 2 @CF (x).
Pelo Lema 2.4, para cada J 2 B(x⇤), existe uma vizinhança V J (x⇤) de x⇤ e
uma aplicação continuamente diferenciável yJ definida em V J (x⇤) tal que yJ (x⇤) =
y(x⇤) = x⇤. Portanto, sendo yJ continuamente diferenciável em V J (x⇤), dado " > 0
existe  J > 0 tal que




||J yJ (x⇤)  J yJ (x)||  "
2
para todo x 2 B(x⇤,  J). Tome   := minJ2B(x⇤)  J . Assim, a desigualdade abaixo
||yJ (x)  yJ (x⇤)  J yJ (x)(x  x⇤)|| = ||yJ (x)  yJ (x⇤)  J yJ (x⇤)(x  x⇤)
+ (J yJ (x⇤)  J yJ (x))(x  x⇤)||
 ||yJ (x)  yJ (x⇤)  J yJ (x⇤)(x  x⇤)||
+ ||(J yJ (x⇤)  J yJ (x))(x  x⇤)||
 " ||x  x⇤|| (2.26)
vale para qualquer x 2 B(x⇤,  ) e qualquer J 2 B(x⇤).
Agora, dado x 2 B(x⇤,  ), considere H 2 @CF (x) arbitrário. Pela Definição 2.1,
existe J 2 B(x) (✓ B(x⇤); veja Lema 2.2) tal que H = J yJ (x)  I(n). Portanto,
||F (x)  F (x⇤) H(x  x⇤)|| (F (x
⇤)=0)
= ||y(x)  x  (J yJ (x)  I(n))(x  x⇤)||
= ||y(x)  x⇤   J yJ (x) (x  x⇤)||
(Prop. 2.4)
= ||yJ (x)  yJ (x⇤)  J yJ (x) (x  x⇤)||
(2.26)
 " ||x  x⇤||,
o que prova a relação (2.24).
Para provarmos a igualdade (2.25), devemos mostrar que existem c > 0 e   > 0
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tais que
||F (x)  F (x⇤) H(x  x⇤)||  c ||x  x⇤||2
para todo x 2 B(x⇤,  ) e todo H 2 @CF (x).
Observe que se os Jacobianos de todas as aplicações rgi, i = 1, . . . ,m e ry  são
Lipschitz continuos em torno de x⇤ então, pelas expressões dadas na Proposição 2.5,
a aplicação J yJ é também Lipschitz continuas em torno de x⇤. Denote por L > 0
a constante de Lipschitz de J yJ .
O resultado segue de modo semelhante ao que foi feito acima. De fato, pela
continuidade Lipschitz de J yJ e levando em conta a Proposição 1.6, existe   > 0
tal que
||J yJ (x)  J yJ (x⇤)||  L ||x  x⇤||
e





para todo x 2 B(x⇤,  ) e qualquer J 2 B(x⇤). Portanto, tomando c = 3L2 , temos
||F (x)  F (x⇤) H(x  x⇤)|| = ||yJ (x)  yJ (x⇤)  J yJ (x) (x  x⇤)||
 ||yJ (x)  yJ (x⇤)  J yJ (x⇤)(x  x⇤)||
+ ||(J yJ (x⇤)  J yJ (x))(x  x⇤)||
 L
2
||x  x⇤||2 + L ||x  x⇤||2
= c ||x  x⇤||2,
o que prova a relação (2.25).
2.2.1 A boa definição
Seja x⇤ uma solução de EP(K, f). Nesta seção mostraremos que o Algoritmo
NMEP é localmente bem definido em torno de x⇤. Isto é, mostraremos a existência
de uma vizinhança V (x⇤) de x⇤ tal que, dado qualquer ponto xk 2 V (x⇤), xk+1 é
bem definido e pertence a esta vizinhança.
Observe que, pela Proposição 2.1, o Passo 1 é bem definido para qualquer xk 2
Rn. Além disso, pelos Lemas 2.2 e 2.5, existe uma vizinhança V (x⇤) de x⇤ tal que o
Passo 2 é bem definido para qualquer xk 2 V (x⇤), desde que x⇤ verifique a Hipótese
2.3.
Proposição 2.7. Seja x⇤ uma solução de EP(K, f). Suponha que as Hipóteses 2.3
e 2.4 sejam satisfeitas em y(x⇤) = x⇤. Então, existe uma vizinhança V (x⇤) de x⇤ tal
que as matrizes Hk 2 @CF (xk) = {J yJ (xk)  I(n) | J 2 B(xk)} são não-singulares
para todo xk 2 V (x⇤). Portanto, o Passo 3 é localmente bem definido.
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Demonstração. A não-singularidade das matrizes pertencentes a @CF (x⇤) é garan-
tida pela Proposição 2.6. O resultado segue da continuidade da aplicação J yJ e do
Lema 2.2.
Para concluir a boa definição do algoritmo proposto, precisamos garantir que
xk+1 2 V (x⇤) sempre que xk 2 V (x⇤). De fato, em decorrência do Lema 2.6 existem
 1 > 0 e M > 0 tal que, para todo x 2 B(x⇤,  1),
||H 1||  M
para todo H 2 @CF (x). Tome M > 0. Pelo Lema 2.7, existe  2 tal que
||F (x)  F (x⇤) H(x  x⇤)||  1
M + 1
||x  x⇤|| 8 x 2 B(x⇤,  2).
Tome   = min{ 1,  2} e considere xk 2 B(x⇤,  ) e Hk 2 @CF (xk). Tem-se que
||xk+1   x⇤|| = ||xk  H 1k F (xk)  x⇤||
= ||H 1k [Hk(xk   x⇤)  F (xk)]||




< ||xk   x⇤||
e portanto xk+1 2 B(x⇤,  ).
2.2.2 Propriedades de convergência
A Proposição 2.2 assegura que, se yk = xk, então xk resolve EP(K, f). De agora em
diante, assumiremos que a sequência {xk} gerada pelo Algoritmo NMEP é infinita.
Teorema 2.1. Seja x⇤ uma solução do problema EP(K, f). Suponha que as
Hipóteses 2.3 e 2.4 sejam satisfeitas em y(x⇤) = x⇤. Então, existe uma vizinhança
V (x⇤) de x⇤ tal que para um ponto inicial arbitrário x0 2 V (x⇤) a sequência {xk}
gerada pelo Algoritmo NMEP converge para x⇤ superlinearmente. Além disso, se
os Jacobianos das aplicações rgi, i = 1, . . . ,m e ry  são Lipschitz continuos em
torno de x⇤, então a taxa de convergência é quadrática.
Demonstração. A existência de uma vizinhança V (x⇤) de x⇤ foi assegurada na Seção
2.2.1, tal que o Algoritmo NMEP é bem definido para qualquer ponto inicial x0 2
V (x⇤). Do Lema 2.6, existe M > 0 tal que ||H 1k ||  M para todo k 2 N. Segue,
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portanto, do Lema 2.7 que
||xk+1   x⇤|| = ||H 1k [F (xk)  F (x⇤) Hk(xk   x⇤)]||
 M ||F (xk)  F (x⇤) Hk(xk   x⇤)|| = o(||xk   x⇤||),
o que prova a convergência local superlinear da sequência {xk}. Ademais, se os
Jacobianos das aplicações rgi, i = 1, . . . ,m, e ry  são Lipschitz continuos em
torno de x⇤, de modo análogo ao feito acima e levando em conta a segunda parte do
Lema 2.7, obtemos a convergência quadrática de {xk}.
No Caṕıtulo 4 será apresentado um resultado de terminação finita no cenário
mais amplo de problemas de quase-equiĺıbrio o qual também se aplica ao Algoritmo
NMEP; veja página 57.
2.3 Aplicação ao problema de otimização multi-
objetivo
Nesta seção aplicaremos os resultados obtidos ao problema de otimização multi-
objetivo (MOP). Seja K um subconjunto fechado, convexo e não vazio de Rn e
 : Rn ! RmP uma aplicação dada por  (x) = ( 1(x), . . . , mP (x)). Lembre-se que
o problema MOP consiste em
min (x) sujeito a x 2 K, (2.27)
no sentido que, um ponto x⇤ 2 Rn é uma solução de (2.27), chamado ponto Pareto
fraco ótimo, se e somente se x⇤ 2 K e não existe nenhum outro x 2 K com  i(x) <
 i(x⇤) para todo i 2 {1, . . . ,mP}.
Ao longo desta seção assumiremos a seguinte hipótese clássica para métodos
numéricos do tipo-Newton [54, 55].
Hipótese 2.5. (a)  : Rn ! RmP é continuamente diferenciável e convexa.
(b) K ✓ Rn tem a seguinte representação
K = {x 2 Rn | gI(x)  0}
com gI : Rn ! RmI duas vezes continuamente diferenciável e convexa.
Como apresentado no Caṕıtulo 1, Seção 1.3.3, EP(K, f1) com f1 dada por
f1(x, y) := max
1imP
{ i(y)   i(x)}, (2.28)
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é a formulação usual de MOP como um problema de equiĺıbrio clássico. No entanto,
f1 é não diferenciável o que impede uma aplicação direta do método proposto neste
trabalho ao problema EP(K, f1).
Deste modo, precisamos considerar uma aproximação diferenciável da bifunção
f1. De fato, seja Lc : RmP ! R, c 2 R++ , dada por














Consideremos a bifunção fc : Rn ⇥ Rn ! R como uma aproximação de f1 definida
da seguinte maneira:





Proposição 2.8. Dado c 2 R++, as seguintes desigualdades valem
f1(x, y)  c 1 ln(mP )  fc(x, y)  f1(x, y).
Demonstração. Utilizando (2.28), (2.29) e (2.30), segue que
f1(x, y)  c 1 ln(mP ) = c 1 max
1imP








































{c( i(y)   i(x))}
!#
= f1(x, y),
e o resultado desejado está provado.
Ressaltamos que uma expressão similar à equação (2.29) é dada por BOYD e
VANDENBERGHE [56, p.72]. A bifunção de equiĺıbrio fc satisfaz a Hipótese 2.1
(a) uma vez que a função Lc é convexa e suave. Pela Proposição 2.8, aplicando o
Algoritmo NMEP para resolver EP(K, fc), encontramos uma solução Pareto-fraco
para MOP. Na Seção 2.4 um exemplo numérico será reportado.
Destacamos que nosso método não utiliza escalarização, uma estratégia popular
para resolver MOPs. Para mais detalhes sobre o problema de otimização multiob-
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jetivo, veja [46, 47] e suas referências.
2.4 Experiências numéricas
Nesta seção ilustramos a performance do AlgoritmoNMEP por meio de dois proble-
mas. O primeiro problema é um EP o qual não é nem um problema de equiĺıbrio de
Nash nem um problema de desigualdade variacional. Neste primeiro exemplo com-
paramos nosso algoritmo com o Método do Subgradiente Projetado Inexato (IPSM)
introduzido por SANTOS e SCHEIMBERG [14] e com o Método do Lagrangeano
Aumentado [57] combinado com técnicas do tipo-Newton (ALM-N) desenvolvido
por NASRI et al. [19]. Em seguida, utilizamos a abordagem sugerida na Seção 2.3
para resolver um problema de otimização multiobjetivo.
Nos testes numéricos desta seção foram utilizadas diferentes bifunções auxilia-
res h satisfazendo a Hipótese 2.2. O Algoritmo NMEP associado com a bifunção
auxiliar h(x, y) = ↵2 ||y   x||
2 encontra-se denotado por NMEP-N enquanto que




i=1 cosh(yi   xi) encontra-se denotado por NMEP-C. Os algoritmos foram im-
plementados no SCILAB 5.5.2 e executados em um computador Intel Core i5 com
8 GB RAM. Calculamos yk utilizando a sub-rotina fmincon no esquema NMEP-
C e a sub-rotina qld no esquema NMEP-N. O problema de programação linear
do Passo 2 foi resolvido utilizando-se a sub-rotina linpro. Para o Passo 3 utiliza-
mos a sub-rotina linsolve. O critério de parada adotado em nossos experimentos foi
||yk   xk|| < ".
Exemplo 2.2. [14, 19, Exemplos 4.3] Considere os dois problemas de equiĺıbrio
EP (K, fj), j 2 {1, 2}, onde
K = {x 2 R5 |
5X
i=1
xi    1 com   5  xi  5, i = 1, . . . , 5}
e a bifunção fj é da forma
fj(x, y) = hPjx+Qy + q, y   xi




3.1 2 0 0 0
2 3.6 0 0 0
0 0 3.5 2 0
0 0 2 3.3 0






3.1 2 0 0 0
2 3.6 0 0 0
0 0 3.5 2 0
0 0 2 3.3 0













































Figura 2.1: Número de iterações versus parâmetro ↵ para P = P1 (esquerda) e
P = P2 (direita) com x0 = (1, 3, 1, 1, 2).
Tabela 2.1: Resultados numéricos referente ao Exemplo 2.2 utilizando x0 =
(1, 3, 1, 1, 2)T e " = 10 3.
Problema 1 (P1) Problema 2 (P2)
Esquema iter.(k) cpu(s) iter.(k) cpu(s)
NMEP-N ↵⇤ = 1.65 1 0.0015 1 0.0016




1.6 1 0 0 0
1 1.6 0 0 0
0 0 1.5 1 0
0 0 1 1.5 0














Uma vez que [14, 19] consideram apenas o ponto inicial x0 = (1, 3, 1, 1, 2), nós
avaliamos o número de iterações do Algoritmo NMEP-N versus o parâmetro ↵ no
intervalo [10 8, 2], e adotamos ↵⇤ = 1, 65 em nossos testes (veja Figura 2.1).
Na Tabela 2.1, apresentamos uma resumo do comportamento do Algoritmo
NMEP na forma NMEP-N e NMEP-C adotando x0 = (1, 3, 1, 1, 2) e " = 10 3.
O número de iterações, iter(k), e o tempo de cpu estão informados. Note que o com-
portamento do esquema NMEP-C é desvantajoso em comparação com o esquema
NMEP-N devido ao uso da sub-rotina fmincon.
Na Tabela 2.2, comparamos o comportamento do Algoritmo NMEP com os
esquemas IPSM [14] e ALM-N [19]. Foram utilizados 100 pontos iniciais aleatórios
de uma distribuição uniforme na caixa [ 5, 5]5 e adotado " = 10 10 no critério de
parada. A média do número de iterações e do tempo de cpu estão informados. A
comparação com os esquemas IPSM e ALMN-N aponta um melhor comportamento
do Algoritmo NMEP em termos de tempo computacional e número de iterações.
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Tabela 2.2: Resultados numéricos referente ao Exemplo 2.2 com pontos iniciais
aleatórios na caixa [ 5, 5]5 e " = 10 10 .
Problema 1 (P1) Problema 2 (P2)
Esquema med.(k) cpu(s) med.(k) cpu(s)
NMEP-N ↵⇤ = 1.65 2 0.0029 2 0.0028
IPSM 2299 0.2052 6608 0.2854
ALM-N 4 0.0168 4 0.0122
Tabela 2.3: Resultados numéricos referente ao Exemplo 2.3.
Esquema med.(k) cpu(s) ||F (x⇤)||
NMEP-N 34,54 1,7829 3,9372e-10
NMEP-C 21,62 1,2877 1,2171e-10
Exemplo 2.3. [47, Exemplo 1] Considere o problema de otimização multiobjetivo
definido pelas seguintes funções
 1(x) = 2 + (x1   2)2 + (x2   1)2 e  2(x) = 9x1   (x2   1)2,
e o conjunto de restrições dado por
K = {x 2 R2 |   20  x  20, x1   3x2 + 10  0, x21 + x22  225}.
O conjunto solução Pareto-ótimo é dado por x⇤1 =  2, 5 e x⇤2 2 [2,5, 14,79]}.
Além disso, o front Pareto-ótimo é dado por {( ,  0,25   ) |  2 [24,5, 212,4141]}.
Resolvemos o problema utilizando 100 pontos iniciais aleatórios tomados em uma
distribuição uniforme na caixa [ 10, 10]2. Os parâmetros adotados foram: c = 10,
↵ = 0, 01 e " = 10 8. Na Tabela 2.3 estão informados: média do número de iterações,
tempo de cpu e média de ||F (x⇤)|| na última iteração o que nos dá uma medida da
“otimalidade” do ponto encontrado.
As soluções encontradas utilizando o esquema NMEP-N estão exibidas na Fi-
gura 2.2. Observa-se que as soluções computadas estão bem distribúıdas no conjunto
solução do problema. Na Figura 2.3, apresentamos o conjunto de pontos não domi-
nados (front Pareto-ótimo) e as soluções obtidas pelo esquema NMEP-N.
De acordo com os testes numéricos exibidos acima, nosso método se mostrou
competitivo em comparação com aqueles apresentados em [14, 19], além de ser capaz
de encontrar uma solução com alta precisão.
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Figura 2.2: Resultados numéricos referente ao Exemplo 2.3 utilizando o esquema
NMEP-N - Soluções computadas.














Figura 2.3: Resultados numéricos referente ao Exemplo 2.3 utilizando o esquema
NMEP-N - Espaço objetivo.
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Caṕıtulo 3
Um método do tipo-Newton
global para o Problema de
Equiĺıbrio clássico
Como exposto no Caṕıtulo 2, o Algoritmo NMEP possui convergência apenas local
no sentido de que é requerido pontos iniciais próximos a uma solução para o mesmo
convergir. Neste caṕıtulo propomos uma globalização do AlgoritmoNMEP baseado
no trabalho de DREVES et al. [35] para equiĺıbrio de Nash. A principal ferramenta
é o uso de uma função gapa como função de mérito para a globalização.
Os resultados contidos neste caṕıtulo foram publicados na forma de trabalho
completo nos anais do XLIX Simpósio Brasileiro de Pesquisa Operacional.
3.1 O método proposto
Ao longo deste caṕıtulo, a menos que explicitamente afirmado o contrário, assumi-
remos que as Hipóteses 2.1 e 2.2 estão satisfeitas.
Considere a função ' : Rn ! R, dada por
'(x) :=   (x, y(x)) =  min
y2K
 (x, y). (3.1)
Esta função terá um papel crucial no processo de globalização do algoritmo. É inte-
ressante mencionar que embora a aplicação y não seja necessariamente diferenciável
como observado no Caṕıtulo 2, o mesmo não ocorre com a função '. Temos a
seguinte proposição:
Proposição 3.1. A função ' é continuamente diferenciável e seu gradiente é dado
a
Veja Observação 3.1, página 40.
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por
r'(x) =  rx (x, y(x)) =  rxf(x, y(x)) rxh(x, y(x)).
Demonstração. Segue da Proposição 1.5 (b) tomando  (x, y) =   (x, y).
Considere duas bifunções auxiliares distintas, digamos hA e hB, e as suas respec-
tivas aplicações associadas
 A(x, y) := f(x, y) + hA(x, y),
yA(x) := argmin{ A(x, y) | y 2 K},
FA(x) := yA(x)  x,
'A(x) :=   A(x, yA(x)) =  min
y2K
 A(x, y),
e  B, yB, FB e 'B definidas de modo análogo.
A função 'AB dada por
'AB(x) := 'A(x)  'B(x) (3.2)
terá um papel fundamental em nossa globalização.
Temos o seguinte lema.
Lema 3.1. A desigualdade
hB(x, yB(x))  hA(x, yB(x))  'AB(x)  hB(x, yA(x))  hA(x, yA(x))
vale para todo x 2 Rn.
Demonstração. De fato, segue da definição (3.1) que
'B(x) =   B(x, yB(x)) =  min
y2K
 B(x, y)     B(x, yA(x)).
Logo,
'AB(x) = 'A(x) 'B(x)    A(x, yA(x))+ B(x, yA(x)) = hB(x, yA(x)) hA(x, yA(x)).
A desigualdade restante prova-se de modo análogo.
Corolário 3.1. Seja A e B matrizes quadradas de ordem n tal que A e B  A são
simétricas positivas definidas. Considere hA(x, y) := ||y   x||2A (e hB definido de
modo análogo). Neste caso, temos que
||yB(x)  x||2B A  'AB(x)  ||yA(x)  x||2B A,
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para todo x 2 Rn.
Proposição 3.2. Sejam A, B, hA e hB satisfazendo as hipóteses do Corolário 3.1.
Então, as seguintes afirmações são válidas:
(a) 'AB(x)   0 para todo x 2 Rn;
(b) x⇤ resolve EP(K, f) se, e somente se, 'AB(x⇤) = 0;
(c) 'AB é continuamente diferenciável e seu gradiente é dado por
r'AB(x) = rx B(x, yB(x)) rx A(x, yA(x)).
Demonstração. (a) Segue diretamente da desigualdade à esquerda no Corolário 3.1.
(b) Segue da Proposição 2.2 e do Corolário 3.1.
(c) Segue da Proposição 3.1 e da igualdade (3.2).
Observação 3.1. Uma função satisfazendo os itens (a) e (b) da Proposição 3.2 será
frequentemente referenciada por nós como uma função gap associada ao problema
de equiĺıbrio.
Como veremos adiante, o algoritmo proposto na próxima seção ou encontra uma
solução de EP(K, f) ou um ponto estacionário da função 'AB. Para garantir que um
ponto estacionário seja solução do problema, devemos acrescentar alguma hipótese
sobre os seus dados e sobre as matrizes A e B. Nesta direção, considere a seguinte
hipótese:
Hipótese 3.1. Para todo x 2 Rn tal que yA(x) 6= yB(x), a desigualdade
h(rxf(x, yB(x))+ryf(x, yB(x))) (rxf(x, yA(x))+ryf(x, yA(x))), yB(x) yA(x)i > 0
vale.
Lema 3.2. Considere A, B, hA e hB satisfazendo as hipóteses do Corolário 3.1.
Além disso, assuma válida a Hipótese 3.1. Então todo ponto estacionário da função
'AB é solução do problema de equiĺıbrio EP(K, f).




= rx B(x, yB(x)) rx A(x, yA(x))
= rxf(x, yB(x)) rxf(x, yA(x)) +rxhB(x, yB(x)) rxhA(x, yA(x))
= rxf(x, yB(x)) rxf(x, yA(x)) ryhB(x, yB(x)) +ryhA(x, yA(x))
= rxf(x, yB(x)) +ryf(x, yB(x)) rxf(x, yA(x)) ryf(x, yA(x))
 ryf(x, yB(x)) +ryf(x, yA(x)) ryhB(x, yB(x)) +ryhA(x, yA(x))
= rxf(x, yB(x)) +ryf(x, yB(x)) rxf(x, yA(x)) ryf(x, yA(x))
+ry A(x, yA(x)) ry B(x, yB(x)). (3.3)
Por outro lado, da definição de yA(x), temos a seguinte a condição de otimalidade
hry A(x, yA(x)), z   yA(x)i   0 8 z 2 K. (3.4)
De modo análogo,
hry B(x, yB(x)), z̃   yB(x)i   0 8 z̃ 2 K. (3.5)
Pondo z = yB(x) em (3.4), z̃ = yA(x) em (3.5) e somando as duas desigualdades
obtemos
hry B(x, yB(x)) ry A(x, yA(x)), yB(x)  yA(x)i  0.
Tomando o produto interno em (3.3) com respeito a yB(x)   yA(x) e considerando
a equação acima, obtemos
h(rxf(x, yB(x))+ryf(x, yB(x))) (rxf(x, yA(x))+ryf(x, yA(x))), yB(x) yA(x)i  0.
Logo, da Hipótese 3.1, temos que yA(x) = yB(x). Levando em conta essa igualdade
em (3.3) obtemos
0 = ryhB(x, yA(x)) ryhA(x, yA(x))
= 2(B   A)(yA(x)  x).
O que implica que yA(x) = x uma vez que B   A é uma matriz simétrica positiva
definida. O resultado segue da Proposição 2.2.
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3.2 O algoritmo
Utilizando os resultados e notações do Caṕıtulo 2 e da seção anterior, estamos agora
em condições de estabelecer a globalização proposta para o Algoritmo NMEP.
Algoritmo GNMEP
Passo 0: Escolha x0 2 Rn, s > 1, ⇢ > 0, ⌧ 2 (0, 1),   2 (0, 1) e faça k := 0.
Passo 1: Se ||FB(xk)|| = ||yB(xk)  xk|| = 0, pare;
Passo 2: Calcule Hk 2 @CFB(xk).
(a) Encontre uma solução dk 2 Rn do sistema linear
Hkd
k =  FB(xk), (3.6)
caso exista. Se não existe, tome dk :=  r'AB(xk) e vá para o Passo 3,
caso contrário, vá para (b).
(b) Se
'AB(x
k + dk)  ⌧'AB(xk), (3.7)
tome xk+1 := xk + dk, k = k + 1 e volte ao Passo 1. Caso contrário, vá
para (c).
(c) Se dk não satisfaz a condição
hr'AB(xk), dki   ⇢||dk||s, (3.8)
tome dk :=  r'AB(xk). Vá para o Passo 3.
Passo 3: Calcule tk := max{2 l ; l = 0, 1, 2, . . .} tal que
'AB(x
k + tkd
k)  'AB(xk) +  tkhr'AB(xk), dki. (3.9)
Defina xk+1 := xk + tkdk, k = k + 1 e volte ao Passo 1.
3.2.1 Propriedades de convergência
Teorema 3.1. Suponha válida a Hipótese 2.3 para todo x 2 K. Ademais, considere
A, B, hA e hB satisfazendo as hipóteses do Corolário 3.1 e assuma a Hipótese 3.1.
Então, ou o Algoritmo GNMEP para em uma solução do problema de equiĺıbrio,
ou todo ponto de acumulação x⇤ da sequência gerada por ele é uma solução de
EP(K, f).
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Demonstração. A prova segue os mesmos passos de [35, Teorema 3.2]. Nós a exibi-
mos aqui por questão de completude.
Se o algoritmo para no Passo 1 então {xk} é uma solução de EP(K, f) por conta
da Proposição 2.2. Caso contrário, considere uma subsequência {xk} convergindo
para x⇤. Se, para um conjunto infinito de ı́ndices na sequência {xk}, tivermos
dk =  r'AB(xk) então, por argumentos padrão, x⇤ é um ponto estacionário de
'AB e portanto, pelo Lema 3.2, x⇤ é uma solução de EP(K, f).
Suponha então que dk é sempre obtido resolvendo-se a equação (3.6). Se (3.7)
vale para uma quantidade infinita de ı́ndices ganhamos que 'AB(x⇤) = 0 uma vez que
'AB é cont́ınua, 'AB(x)   0 para todo x 2 Rn e ⌧ 2 (0, 1). Logo, pela Proposição
3.2, x⇤ é uma solução de EP(K, f). Suponha então que, além de dk ser obtido
resolvendo-se a equação (3.6), a condição (3.8) é sempre satisfeita. De (3.8) temos
que ||dk||s 1   1⇢hr'AB(x
k), d
k
||dk||i o que implica que a sequência {d
k} é limitada
uma vez que xk ! x⇤, r'AB é cont́ınua e s > 1. Sem perda de generalidade,
suponha que dk ! d⇤.
Suponha d⇤ 6= 0. De (3.8) e (3.9), temos que 'AB(xk + tkdk)   'AB(xk) 
 tkhr'AB(xk), dki < 0, e como 'AB(xk + tkdk)  'AB(xk) ! 0, ganhamos que
tkhr'AB(xk), dki ! 0. (3.10)
Suponha que tk ! 0. Novamente de (3.9), temos
'AB(xk + 2tkdk)  'AB(xk)
2tk
>  hr'AB(xk), dki.
Passando o limite e levando em conta que 'AB é continuamente diferenciável, temos
hr'AB(x⇤), d⇤i    hr'AB(x⇤), d⇤i o que nos dá hr'AB(x⇤), d⇤i   0 (  2 (0, 1))
contradizendo (3.8) uma vez que d⇤ 6= 0. Logo, existe c > 0 tal que tk > c para
todo k. Contudo, (3.8) e (3.10) implicam que dk ! 0 o que é uma contradição com
d⇤ 6= 0. Portanto, d⇤ = 0.
Da Proposição 2.4, Hk é o Jacobiano de uma das C1-partes de FB o que implica
que {Hk} é limitada. Já que ||FB(xk)|| = ||Hkdk||  ||Hk|| · ||dk|| e dk ! 0 segue
que FB(x⇤) = 0 e, pela Proposição 2.2, x⇤ é uma solução de EP(K, f).
Para analisar as propriedades locais de convergência do Algoritmo GNMEP as-
sumiremos a não-singularidade dos elementos do Jacobiano generalizado computável
de FB. A não-singularidade de tais elementos pode ser alcançada considerando a
Hipótese 2.4, conforme Proposição 2.6.
O próximo lema é uma consequência direta dos Lemas 2.6 e 2.7. Veja também
[32, 35].
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Lema 3.3. Seja x⇤ uma solução de EP(K, f). Suponha que as Hipóteses 2.3 e 2.4
valem em x⇤. Considere {xk} uma sequência arbitrária convergindo para x⇤. Se dk
é uma solução de Hkdk =  FB(xk), então temos que
||xk + dk   x⇤|| = o(||xk   x⇤||).
Além disso, se os Jacobianos de todas as rgi, i = 1, . . . ,m, e de ry  são localmente
Lipschitz cont́ınuos, então
||xk + dk   x⇤|| = O(||xk   x⇤||2).
Teorema 3.2. Suponha válidas as hipóteses do Corolário 3.1. Seja x⇤ uma solução
de EP(K, f) e suponha que x⇤ é um ponto de acumulação da sequência {xk} gerada
pelo Algoritmo GNMEP. Se as Hipóteses 2.3 e 2.4 valem em x⇤, então toda a
sequência xk converge para x⇤. Além disso, existe k0 tal que para k   k0 o sistema
(3.6) é sempre solúvel, a desigualdade (3.7) é satisfeita e {xk} converge superline-
armente para x⇤. Ademais, se o Jacobiano de todas as rgi, i = 1, . . . ,m, e de ryf
são localmente Lipschitz cont́ınuas, então a taxa de convergência é quadrática.
Demonstração. A prova segue as ideias de [35, Teorema 3.6]. De modo análogo a
este, é posśıvel provar que, sob as hipóteses acima, a sequência {xk} converge para
x⇤. Além disso, prova-se que existe c > 0 tal que
c
2
||x  x⇤||  ||FB(x)|| (3.11)
para todo x suficientemente próximo a x⇤.
Quanto à segunda parte do Teorema temos que o sistema (3.6) é sempre solúvel
para k suficientemente grande devido a Proposição 2.7. Provemos agora que a
desigualdade (3.7) é sempre satisfeita para k grande o suficiente. Seja L > 0 a
constante de Lipschitz local de FA em torno de x⇤ (a qual existe devido FA ser PC1,




 ||FA(xk + dk)||B A
= ||FA(xk + dk)  FA(x⇤)||B A

p
||B   A|| · ||FA(xk + dk)  FA(x⇤)||

p
||B   A|| · L · ||xk + dk   x⇤||
Lema 3.3
= o(||xk   x⇤||).
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Portanto, para k grande o suficiente, temos
p



















onde ⌘ é uma constante da equivalência entre as normas || · || e || · ||B A. Assim,
(3.7) é satisfeito. Deste modo, para k suficientemente grande, o método globalizado
coincide com o método local associado ao Algoritmo NMEP e portanto herda suas
propriedades de taxa de convergência.
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Caṕıtulo 4
Um método do tipo-Newton para
o Problema de Quase-Equiĺıbrio
Neste caṕıtulo apresentaremos um método para resolver o Problema de Quase-
Equiĺıbrio. Tal método consiste em uma extensão daquele apresentado no Caṕıtulo 2
para o problema de equiĺıbrio clássico (EP). Em seguida, detalharemos um algoritmo
implementável associado a ele e discutiremos sua convergência.
Lembramos que o Problema de Quase-Equiĺıbrio, QEP(K, f), consiste em:
Encontrar x⇤ 2 K(x⇤) tal que f(x⇤, y)   0 para todo y 2 K(x⇤),
onde f : Rn⇥Rn ! R é uma bifunção de equiĺıbrio, i.e., f é tal que f(x, x) = 0 para
todo x 2 Rn e K : Rn ◆ Rn é uma aplicação ponto-conjunto que descreve como
a região viável muda juntamente com o ponto considerado. Quando não houver
possibilidade de mau entendimento escreveremos apenas QEP em substituição a
QEP(K, f).
4.1 O método proposto
Ao longo deste trabalho assumiremos a seguinte hipótese padrão para uma aborda-
gem numérica do tipo-Newton.
Hipótese 4.1. (a) f : Rn ⇥ Rn ! R e ryf : Rn ⇥ Rn ! Rn são continuamente
diferenciáveis e, para cada x 2 Rn, f(x, ·) : Rn ! R é uma função convexa.
(b) K : Rn ◆ Rn é cont́ınua e possui a seguinte representação:
K(x) = {y 2 Rn | g(x, y)  0}
onde g : Rn⇥Rn ! Rm é uma bifunção duas vezes continuamente diferenciável
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e tal que g(x, ·) : Rn ! Rm é convexa para todo x 2 Rn, i.e., cada função
componente gi(x, ·), i = 1, . . . ,m, é convexa em Rn.
Observação 4.1. (i) A aplicação ponto-conjunto K dada pelas desigualdades
acima, com as respectivas hipóteses de continuidade e convexidade, é sem-
pre fechada; veja a Proposição 1.10. No entanto, ela não é necessariamente
aberta;
(ii) Uma condição suficiente para garantir que a aplicação ponto-conjunto K seja
aberta em um ponto x é que ela satisfaça a condição de qualificação de Slater,
isto é, exista ȳ tal que g(x, ȳ) < 0; veja a Proposição 1.11.
(iii) O domı́nio da aplicação ponto-conjunto K, dom(K) := {x 2 Rn |K(x) 6= ;}, é
aberto sob a Hipótese 4.1; veja a Proposição 1.7.
Do mesmo modo como definido no Caṕıtulo 2, consideremos a bifunção regula-
rizada   : Rn ⇥ Rn ! R definida por
 (x, y) := f(x, y) + h(x, y) (4.1)
onde a bifunção auxiliar h satisfaz a seguinte condição:
Hipótese 4.2. (a) h : Rn ⇥ Rn ! R e ryh : Rn ⇥ Rn ! Rn são continuamente
diferenciáveis;
(b) h(x, ·) : Rn ! R é fortemente convexa para todo x 2 Rn;
(c) ryh(x, x) = 0 para todo x 2 Rn.
A escolha mais direta para a bifunção auxiliar é h(x, y) = ||y   x||2P :=
hy   x, P (y   x)i onde P é uma matriz simétrica definida positiva. Veja também a
Observação 2.1, página 17. Uma classe mais ampla de bifunções auxiliares satisfa-
zendo a Hipótese 4.2 é dada por
h(x, y) = H(y) H(x)  hrH(x), y   xi (4.2)
onde H : Rn ! R é fortemente convexa e duas vezes continuamente diferenciável.
Observe que h(x, y) = ||y   x||2P pode ser obtida de (4.2) com H(x) = ||x||2P .
Ressaltamos que em [28] é considerada uma regularização para (4.1) no cenário de
funções gapa para QEP com hipóteses similares à Hipótese 4.2.
De agora em diante, a menos que explicitamente afirmado o contrário, assumi-
remos que as Hipóteses 4.1 e 4.2 estão satisfeitas.
Temos a seguinte proposição:
a
Veja Observação 3.1, página 40.
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Proposição 4.1. O seguinte problema de otimização
P (x) : min
y
 (x, y) sujeito a y 2 K(x) (4.3)
tem uma única solução ótima para cada x 2 dom(K), o qual denotaremos por y(x).
Demonstração. Fixado x 2 dom(K), temos que a função  (x, ·) é fortemente convexa
e o conjunto K(x) é convexo, fechado e não-vazio. O resultado segue diretamente
da Proposição 1.1.
Propriedades relevantes da aplicação y serão apresentadas abaixo. A proposição
a seguir caracteriza as soluções do problema QEP(K, f).
Proposição 4.2. Um ponto x é solução de QEP(K, f) se, e somente se, y(x) = x.
Demonstração. Pelas Hipóteses 4.1 e 4.2, tem-se que y(x) = x se, e somente se,
0
(Prop. 1.3)
 hryf(x, x) +ryh(x, x), y   xi
= hryf(x, x), y   xi 8 y 2 K(x)
o que é equivalente a dizer que x é uma solução de QEP(K, f).
Tendo em vista a Proposição 4.2, nosso objetivo consiste em desenvolver um
método do tipo-Newton para encontrar um zero da aplicação F : dom(K) ! Rn
definida por
F (x) := y(x)  x. (4.4)
Proposição 4.3. A aplicação y : dom(K) ! Rn dada por
y(x) := argmin
y
{ (x, y) | y 2 K(x)}
é cont́ınua.
Demonstração. As Hipóteses 4.1 (a) e 4.2 (a-b) implicam que a aplicação  (x, ·) é
(fortemente) convexa para cada x 2 Rn fixado e cont́ınua em Rn⇥Rn. Pela Hipótese
4.1 (b) a aplicação ponto-conjunto K é cont́ınua com K(x) convexo and não-vazio
para todo x 2 dom(K). A Proposição 4.1 mostra que o conjunto Y(x) := {z 2
K(x) | infy2K(x) (x, y) =  (x, z)} possui um único elemento para cada x 2 dom(K),
a saber y(x). Portanto, a aplicação y vista com uma aplicação ponto-conjunto é
cont́ınua pelo Lema 1.1. Segue então que a aplicação ponto-ponto y é cont́ınua.
Embora a aplicação y seja cont́ınua, ela não é necessariamente diferenciável. Veja
isto no exemplo abaixo o qual é uma ligeira modificação de [28, Exemplo 1].
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Exemplo 4.1. Considere QEP com n = 1, a bifunção f(x, y) = x(y   x) e a
aplicação ponto-conjunto K(x) = [2x  1, 2x] = [ 1, 0] + 2x.
Tomando h(x, y) = 12(y   x)





2x , se x  0
0 , se 0 < x < 12
2x  1 , se x   12 .
Esta aplicação é cont́ınua mas não é diferenciável. Como pode ser visto na Figura
4.1, o conjunto solução deste problema é o conjunto {0, 1} (cf. Proposição 4.2).















Figura 4.1: Gráfico da aplicação y(·) referente ao Exemplo 4.1.
Como veremos adiante, apesar da aplicação y não ser necessariamente dife-
renciável, é posśıvel impor condições em nosso problema sob as quais y (e portanto
F ) torna-se uma aplicação continuamente diferenciável por partes (ou PC1); veja
Definição 1.2, página 7. Como observado no Caṕıtulo 2, para aplicações PC1 existe
uma noção de Jacobiano generalizado computável [32, 39, 51] que será fundamental
no desenho de nosso método do tipo-Newton.
De modo análogo como tratado no Caṕıtulo 2, considere o sistema de Karush-
Kuhn-Tucker (KKT) do problema (4.3)
ry (x, y) +ryg(x, y)  = 0
    0, g(x, y)  0, h , g(x, y)i = 0,
(4.5)
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e seja M(x) o conjunto dos multiplicadores de Lagrange, isto é,
M(x) = {  2 Rm | (y(x), ) satisfaz (4.5)}.
A seguinte familia de subconjuntos de I0(x) := {i 2 {1, . . . ,m} | gi(x, y(x)) = 0},
dada por
B(x) = {J ✓ I0(x) | {rygi(x, y(x))}i2J é linearmente independente e
9  2 M(x) tal que  i = 0 para todo i 2 I0(x)\J },
tem uma participação crucial em nossa análise.
Lema 4.1. Se M(x) 6= ; então B(x) 6= ;.
Demonstração. Segue os mesmos passos do Lema 2.1.
A hipótese a seguir pode ser vista como uma generalização da Hipótese 2.3
utilizada nos Caṕıtulos 2 e 3 no contexto de problemas de equiĺıbrio clássico. Ela foi
considerada em [59, 60] no cenário de otimização paramétrica e garante a existência
de multiplicadores de Lagrange [43, 52].
Hipótese 4.3. Considere x 2 dom(K) e o problema de otimização P (x). A condição
de qualificação das restrições de posto constante (CRCQ) é satisfeita em (x, y(x)),
isto é, existe uma vizinhança V de (x, y(x)) tal que para qualquer conjunto J ✓
I0(x), o conjunto
{rygi(z, w) | i 2 J }
possui o mesmo posto (o qual depende de J ) para todo (z, w) 2 V .
Note que a condição CRCQ é sempre satisfeita no caso de restrições lineares.
Esta condição é também mais fraca que a condição de qualificação de independência
linear das restrições.
O resultado apresentado no próximo lema é padrão em trabalhos envolvendo a
condição CRCQ (Hipótese 4.3).
Lema 4.2. Seja x⇤ 2 dom(K). Suponha que a Hipótese 4.3 vale em (x⇤, y(x⇤)).
Então existe uma vizinhança V (x⇤) de x⇤ tal que, para todo x 2 V (x⇤), as seguintes
afirmações se verificam:
(a) A Hipótese 4.3 é satisfeita em (x, y(x));
(b) B(x) ✓ B(x⇤).
Demonstração. Segue os mesmos passos do Lema 2.2.
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Exemplo 4.1 (continuação) Considere QEP com n = 1, a bifunção f(x, y) =
x(y   x) e a aplicação ponto conjunto K(x) = [2x  1, 2x].
Tomando g(x, y) = (2x y 1, y 2x) e h(x, y) = 12(y x)
2 temos que o conjunto





{{2}} , se x < 0
{{2}, ;} , se x = 0
{;} , se 0 < x < 12
{{1}, ;} , se x = 12
{{1}} , se x > 12 .
A seguir definiremos uma aplicação que nos permitirá provar a propriedade PC1
da aplicação y bem como deduzir expressões para o jacobiano de suas C1-partes.
Esta aplicação é uma generalização para o cenário QEP daquela apresentada em
(2.6), página 21.
Seja J ✓ Im = {1, . . . ,m} e Ĵ = Im\J . Considere a aplicação  J : R2n+m !
Rn+m definida por










onde a partição (J , Ĵ ) de Im é usada para separar os vetores   e g(x, y) em   =
( J , Ĵ ) e g(x, y) = (gJ (x, y), gĴ (x, y)), respectivamente.
Observe que a aplicação  J é continuamente diferenciável, uma vez que ry  é
continuamente diferenciável e g é duas vezes continuamente diferenciável. Tomando
z = (x, y), temos que o Jacobiano de  J em (z, ) é dado, após alguma posśıvel
reordenação de ı́ndices, por









 ir2yygi(z) rygJ (z) 0
(rxgJ (z))T (rygJ (z))T 0 0




e o Jacobiano de  J com respeito às variáveis (y, ) é






 ir2yygi(z) rygJ (z) 0
(rygJ (z))T 0 0





onde I(|Ĵ |) é a notação para a matriz identidade de ordem |Ĵ |.
Os próximos dois lemas são extensões ao cenário QEP dos Lemas 2.3 e 2.4. Eles
são necessários para demonstrar que y é uma aplicação PC1.
Lema 4.3. Seja x 2 dom(K) e suponha que a Hipótese 4.3 vale em (x, y(x)). Então,
para qualquer J 2 B(x), existe um único vetor   2 M(x) tal que  J (x, y(x), ) = 0.
Lema 4.4. Considere x⇤ 2 dom(K) e suponha que a Hipótese 4.3 seja satisfeita
em (x⇤, y⇤ = y(x⇤)). Seja J 2 B(x⇤) fixado e seja  ⇤ 2 M(x⇤) o correspondente
(único) multiplicador de Lagrange dado no Lema 4.3 tal que  J (x⇤, y⇤, ⇤) = 0.
Então, existem vizinhanças abertas V J (x⇤) e V J (y⇤, ⇤), bem como uma aplicação
continuamente diferenciável (yJ (·), J (·)) : V J (x⇤) ! V J (y⇤, ⇤) tal que yJ (x⇤) =
y⇤,  J (x⇤) =  ⇤ e, para todo x 2 V J (x⇤),
 J (x, y








J(y, ) J (x, y
J (x), J (x))
⇤ 1 · Jx J (x, yJ (x), J (x)). (4.9)
A proposição abaixo prova a propriedade PC1 da aplicação y.
Proposição 4.4. Seja x⇤ 2 dom(K) dado. Suponha que a Hipótese 4.3 se verifica
em (x⇤, y(x⇤)). Então, existe uma vizinhança V ⇤ de x⇤ tal que a aplicação y(·) é
uma aplicação PC1 em V ⇤. Mais precisamente, em qualquer ponto x 2 V ⇤ dado,
a igualdade y(x) = yJ (x) vale para qualquer conjunto de ı́ndices J 2 B(x), onde
yJ (·) é a aplicação definida no Lema 4.4.






dom(K). Lembre-se que o conjunto dom(K) é aberto
conforme Observação 4.1.
Assim como no Caṕıtulo 2, faremos uso do jacobiano generalizado computável
da aplicação y(·) uma vez que esta aplicação não é necessariamente diferenciável.
Recordamos que o jacobiano generalizado computável é definido por
@C y(x) := {J yJ (x) | J 2 B(x)},
onde J yJ (·) é o jacobiano da aplicação yJ (·).
A próxima proposição nos fornece expressões para o jacobiano da aplicação yJ .
Estas expressões generalizam aquelas exibidas na Proposição 2.5 no contexto de
problemas de equiĺıbrio clássico para o cenário mais amplo de problemas de quase-
equiĺıbrio.
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Proposição 4.5. Considere x⇤ 2 dom(K), e suponha que a Hipótese 4.3 vale em
(x⇤, y(x⇤)). Seja J 2 B(x⇤) fixado e yJ (·) a correspondente aplicação definida no
Lema 4.4. Temos que o jacobiano de yJ (·) é dado por
J yJ (x) = C 1A  C 1D2(DT2 C 1D2) 1(DT1 +DT2 C 1A), (4.10)
com
A = AJ (x) =  r2yx (x, yJ (x)) 
X
i2J
 Ji (x)r2yxgi(x, yJ (x)),
C = CJ (x) = r2yy (x, yJ (x)) +
X
i2J
 Ji (x)r2yygi(x, yJ (x)),
D1 = D
J
1 (x) = rxgJ (x, yJ (x)),
D2 = D
J
2 (x) = rygJ (x, yJ (x)),
(4.11)
onde rxgJ (·, ·) é a notação para a matriz com vetores coluna {rxgi(·, ·)}i2J e
rygJ (·, ·) é definido de modo análogo.
Demonstração. Levando em conta a equação (4.9) no Lema 4.4, temos que
Jx J (x, y

























o qual implica que
A = C · J yJ (x) +D2 · J  JJ (x) (4.12)
DT1 =  DT2 · J yJ (x) (4.13)
J  JĴ (x) = 0.
De (4.12) e da não-singularidade da matriz C, temos a seguinte igualdade
J yJ (x) = C 1A  C 1D2 · J  JJ (x). (4.14)
Multiplicando a equação (4.14) por DT2 à esquerda e levando em conta a igualdade
(4.13), temos que









Substituindo a expressão (4.15) na igualdade (4.14), obtemos o resultado desejado.
Observação 4.2. Note que se J = ; então J y;(x) = C 1A com A = A;(x) =
 r2yx (x, y;(x)) e C = C;(x) = r2yy (x, y;(x)). Compare as expressões (4.11)
deduzidas acima com as exibidas na Proposição 2.5, página 24.
Exemplo 4.1 (continuação) Considere QEP com n = 1, a bifunção f(x, y) =
x(y   x) e a aplicação ponto-conjunto K(x) = [2x  1, 2x].
Tomando h(x, y) = 12(y   x)





{0} , se 0 < x < 12
{0, 2} , se x = 0 ou x = 12
{2} , caso contrário.
O seguinte lema nos permite encontrar um elemento J 2 B(x) e um corres-
pondente multiplicador  . Isto é importante para tornar o algoritmo totalmente
implementável na prática.
Lema 4.5. Considere x⇤ 2 dom(K), e suponha que a Hipótese 4.3 seja satisfeita em






s.a. ryg(x⇤, y⇤)  =  ry (x⇤, y⇤),
 i   0 8 i 2 I0(x⇤),
 i = 0 8 i 2 Im\I0(x⇤).
(4.16)
Defina J := {i 2 I0(x⇤) | ⇤i > 0}. Então J pertence a B(x⇤) e  ⇤ é o   mencionado
no Lema 4.3.
Demonstração. A prova é basicamente a mesma daquela apresentada no Lema 2.5.
4.2 O algoritmo
Nesta seção, nosso objetivo é propor e analisar a convergência de um algoritmo do
tipo-Newton implementável para resolver QEP, o qual iremos denominar Algoritmo
NMQEP. Nosso algoritmo estende para QEP o Algoritmo NMEP espećıfico para
problemas de equiĺıbrio clássico apresentado no Caṕıtulo 2.
Após a descrição do algoritmo, apresentaremos algumas propriedades e resulta-
dos auxiliares para estabelecer sua boa definição. Posteriormente, analisaremos sua
convergência.
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De agora em diante, assumiremos a existência de solução para o problema QEP.
Algoritmo NMQEP
Passo 0: Escolha x0 2 Rn e faça k := 0.
Passo 1: Encontre yk = argmin{ (xk, y) | y 2 K(xk)}.
Se yk = xk, então pare. (xk é uma solução de QEP(K, f)).
Passo 2: Encontre um vértice solução  k do problema de programação linear (4.16)
com x⇤ = xk e y⇤ = yk. Tome J := {i 2 I0(xk) | ki > 0}.
Passo 3: Calcule Hk = J yJ (xk)   I(n) utilizando as expressões (4.10)-(4.11) com
x = xk,  J (x) =  k, e encontre a solução dk do sistema
Hkd =  F (xk).
Passo 4: Defina xk+1 := xk + dk, k = k + 1 e volte ao Passo 1.
Como observado na página 28, encontrar um vértice solução do problema de
programação linear (4.16) no Passo 2 do Algoritmo NMQEP tem por objetivo
encontrar um elemento em B(xk) (veja Lema 4.5). Isto é feito apenas para tornar o
algoritmo completamente implementável na prática. De fato, qualquer outro modo
de encontrar um elemento em B(xk) pode ser utilizado no Passo 2.
Os próximos dois lemas serão úteis para provar a boa definição e as propriedades
de convergência do Algoritmo NMQEP. A prova destes lemas seguem as mesmas
ideias dos Lemas 2.6 e 2.7 apresentados no Caṕıtulo 2. Para obtermos o primeiro
deles precisamos da seguinte hipótese:
Hipótese 4.4. As matrizes J yJ (x⇤) I(n) são não singulares para todo J 2 B(x⇤).
Lema 4.6. Seja x⇤ uma solução de QEP(K, f). Suponha que as Hipóteses 4.3 e 4.4
valem em x⇤. Então existem   > 0 e M > 0 tais que ||(H(x)) 1||  M para todo
x 2 B(x⇤,  ) e para todo H(x) 2 @CF (x) onde F (x) = y(x)  x.
Lema 4.7. Seja x⇤ uma solução de QEP(K, f). Suponha que a Hipótese 4.3 vale
em (x⇤, y(x⇤) = x⇤). Então, para qualquer H 2 @CF (x) tem-se
F (x)  F (x⇤) H(x  x⇤) = o(||x  x⇤||). (4.17)
Além disso, se os Jacobianos de todas as aplicações rygi, i = 1, . . . ,m e ry  são
Lipschitz continuos em torno de x⇤, tem-se
F (x)  F (x⇤) H(x  x⇤) = O(||x  x⇤||2). (4.18)
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4.2.1 A boa definição
Seja x⇤ uma solução de QEP(K, f). Mostraremos que o Algoritmo NMQEP é
localmente bem definido em torno de x⇤. Isto é, mostraremos a existência de uma
vizinhança V (x⇤) de x⇤ tal que, dado qualquer ponto xk 2 V (x⇤), xk+1 é bem definido
e pertence a esta vizinhança.
De fato, pela Proposição 4.1, o Passo 1 está bem definido para qualquer xk 2
dom(K). Além disso, pelos Lemas 4.2 e 4.5, existe uma vizinhança V (x⇤) de x⇤ tal
que o Passo 2 é bem definido para qualquer xk 2 V (x⇤), desde que x⇤ satisfaça a
Hipótese 4.3. Para o Passo 3, temos a seguinte propriedade:
Proposição 4.6. Seja x⇤ uma solução de QEP(K, f). Suponha que as Hipóteses
4.3 e 4.4 sejam satisfeitas em y(x⇤) = x⇤. Então, existe uma vizinhança V (x⇤) de
x⇤ tal que as matrizes Hk 2 @CF (xk) = {J yJ (xk)   I(n) | J 2 B(xk)} são não
singulares para todo xk 2 V (x⇤). Portanto, o Passo 3 é localmente bem definido.
Demonstração. De fato, as matrizes que compõem o conjunto @CF (x⇤) são não
singulares pela Hipótese 4.4. O resultado segue então da continuidade da aplicação
J yJ em uma vizinhança de x⇤ e do Lema 4.2.
Observação 4.3. Para concluir a boa definição do algoritmo proposto, devemos
garantir que xk+1 2 V (x⇤) sempre que xk 2 V (x⇤). Isto pode ser feito de modo
semelhante ao realizado na página 31 após a Proposição 2.7, Caṕıtulo 2.
4.2.2 Propriedades de convergência
Nesta subseção analisaremos as propriedades de convergência da sequência gerada
pelo Algoritmo NMQEP. Como foi demonstrado, a Proposição 4.2 assegura que se
yk = xk então xk resolve QEP(K, f). Portanto, de agora em diante, assumiremos
que a sequência {xk} gerada pelo Algoritmo NMQEP é infinita.
Obtemos o seguinte teorema de convergência:
Teorema 4.1. Seja x⇤ uma solução do problema QEP(K, f). Suponha que as
Hipóteses 4.3 e 4.4 se verificam em y(x⇤) = x⇤. Então, existe uma vizinhança
V (x⇤) de x⇤ tal que para um ponto inicial arbitrário x0 2 V (x⇤) a sequência {xk}
gerada pelo Algoritmo NMQEP converge para x⇤ superlinearmente. Além disso,
se o jacobiano das aplicações rygi, i = 1, . . . ,m e ry  são Lipschitz continuas em
torno de x⇤, então a taxa de convergência é quadrática.
Demonstração. Na seção anterior foi assegurado a existência de uma vizinhança
V (x⇤) de x⇤ tal que o Algoritmo NMQEP é bem definido para qualquer ponto
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inicial x0 2 V (x⇤). Por outro lado, o Lema 4.6 garante a existência de M > 0 tal
que ||H 1k ||  M para todo k 2 N.
Assim, do Lema 4.7, tem-se
||xk+1   x⇤|| = ||H 1k [F (xk)  F (x⇤) Hk(xk   x⇤)]||
 M ||F (xk)  F (x⇤) Hk(xk   x⇤)|| = o(||xk   x⇤||)
o que prova a convergência superlinear da sequência {xk}.
Ademais, se os Jacobianos das aplicações rygi, i = 1, . . . ,m e ry  são Lipschitz
continuos em torno de x⇤, da mesma maneira como feito acima e levando em conta
a expressão (4.18) no Lema 4.7, temos
||xk+1   x⇤|| = O(||xk   x⇤||2)
garantindo assim a taxa de convergência quadrática da sequencia {xk}.
A seguinte proposição é um resultado de terminação finita para problemas
quadráticos com restrições lineares.
Proposição 4.7. Suponha que a bifunção f é dada por
f(x, y) = hPx+Qy + q, y   xi
onde q 2 Rn, e P e Q são matrizes quadradas de ordem n, com Q simétrica semide-
finida positiva. Além disso, suponha que as restrições são dadas por desigualdades
lineares, isto é,
g(x, y) = Rx+ Sy + b
para algum vetor b 2 Rm e matrizes R, S 2 Rm⇥n.
Seja x⇤ uma solução do problema QEP(K, f) e suponha que a Hipótese 4.4 se
verifica em x⇤. Além disso, suponha que a bifunção auxiliar adotada no Algoritmo
NMQEP é da forma h(x, y) = ||y   x||2W := hy   x,W (y   x)i, onde W é uma
matriz simétrica definida positiva.
Então, existe uma vizinhança V ⇤ de x⇤ tal que, uma vez que xk entra em V ⇤, o
próximo iterado xk+1 coincide com x⇤.
Demonstração. Dividiremos a prova em duas etapas. Primeiro, provaremos a
existência de uma vizinhança V ⇤ de x⇤ tal que, para todo x 2 V ⇤ e qual-
quer J 2 B(x), existe uma matriz EJ 2 Rm⇥n e um vetor eJ 2 Rn tais que
y(x) = yJ (x) = EJx+ eJ .
De fato, pelo Lema 4.2 e a Proposição 4.4, existe uma vizinhança V ⇤ de x⇤ tal
que, para todo x 2 V ⇤, B(x) ✓ B(x⇤) e y(x) = yJ (x) para todo J 2 B(x) (note que
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a Hipótese 4.3 vale em qualquer ponto x 2 dom(K)). Tome J 2 B(x⇤) arbitrário e
considere a correspondente aplicação yJ (·) definida no Lema 4.4. Das Proposições
4.4 e 4.5, yJ é uma aplicação continuamente diferenciável em V ⇤ com jacobiano
dado por EJ := J yJ (x) = C 1A   C 1D2(DT2 C 1D2) 1(DT1 + DT2 C 1A) onde
A = Q   P + 2W , C = 2(Q + W ), D1 = RTJ e D2 = STJ , em outras palavras,
a matriz EJ é constante. Isto implica que yJ (·) é uma aplicação afim e portanto
existe um vetor eJ tal que yJ (x) = EJx + eJ . Isto encerra a primeira parte da
demonstração.
Agora, considere a aplicação FJ (·) definida em V ⇤ e dada por FJ (x) := yJ (x) 
x. Seja xk 2 V ⇤ e Jk 2 B(xk). Uma vez que yJk(·) é uma aplicação afim em V ⇤
(B(xk) ✓ B(x⇤)), tem-se que
FJk(x⇤) = FJk(xk) + J FJk(xk)(x⇤   xk). (4.19)
Por outro lado, pelas Proposições 4.2 e 4.4, temos que FJk(x⇤) = yJk(x⇤) x⇤ =
y(x⇤)  x⇤ = 0. Pela Proposição 4.6 (diminuindo V ⇤ se necessário) ganhamos a não
singularidade de J FJk(xk). Obtemos então de (4.19) que
x⇤ = xk   (J FJk(xk)) 1 · FJk(xk)
= xk  H 1k · F (xk),
isto é, o lado direito da igualdade acima é precisamente a iteração do Algoritmo
NMQEP em xk, e assim xk+1 coincide com a solução x⇤.
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Caṕıtulo 5
Aplicações do método proposto
Este caṕıtulo é dedicado a ilustrar algumas aplicações de nosso método para QEP.
De fato, reencontramos o método do tipo-Newton para problemas de equiĺıbrio
clássico apresentado no Caṕıtulo 2 como caso particular do esquema para QEP.
Neste caṕıtulo, aplicaremos nossos resultados ao problema geral (nonjointly) de
equiĺıbrio de Nash generalizado (GNEP) e ao problema de otimização multiobjetivo
(MOP).
Considere K : Rn ◆ Rn uma aplicação ponto-conjunto satisfazendo a Hipótese
4.1. Iniciamos este caṕıtulo com algumas noções úteis ao nosso desenvolvimento.
Denotaremos por fix(K) o conjunto dos pontos fixos da aplicação ponto-
conjunto K, isto é,
fix(K) := {x 2 Rn | x 2 K(x)}.
A seguinte definição será utilizada especialmente na Seção 5.1. Como veremos,
ela generaliza para o contexto de QEPs a ideia de equiĺıbrio normalizado existente
na literatura de GNEPs.
Definição 5.1. Considere um QEP(K, f) dado. Uma solução x⇤ de QEP é um
equiĺıbrio normalizado se x⇤ é uma solução de EP(fix(K), f).
Exemplo 4.1 (continuação) Considere QEP com n = 1, a bifunção f(x, y) =
x(y   x) e a aplicação ponto-conjunto K(x) = [2x  1, 2x] = [ 1, 0] + 2x.
O conjunto solução de QEP é o conjunto {0, 1} (veja Figura 4.1, página 49)
enquanto que a única solução de EP(fix(K), f) é x⇤ = 0 onde fix(K) = [0, 1],
conforme Exemplo 2.1, página 19.
Proposição 5.1. Dado um QEP(K, f), suponha que K(x) ✓ fix(K) para todo
x 2 fix(K). Então, toda solução de EP(fix(K), f) é também uma solução de
QEP(K, f).
Demonstração. Segue imediatamente das definições.
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Observação 5.1. A hipótese de que K(x) ✓ fix(K) para todo x 2 fix(K) é
requerida por BIGI e PASSACANTANDO [28] e STRODIOT et al. [29] no desen-
volvimento de seus algoritmos. Observe que nós não a requeremos.
Dado um QEP(K, f), podemos utilizar as expressões apresentadas no Caṕıtulo
2 para resolver EP(fix(K), f) por meio do Algoritmo NMEP. Isto será feito na
Seção 5.1 no contexto de problemas de equiĺıbrio de Nash.
5.1 Problema de equiĺıbrio de Nash generalizado
Nesta seção aplicaremos nossos resultados ao problema de equiĺıbrio de Nash ge-
neralizado (GNEP). Como veremos, nosso algoritmo é capaz de resolver o GNEP
convexo geral (nonjointly). No caso jointly convex nosso esquema nos permite en-
contrar qualquer solução do problema, não apenas as soluções normalizadas. Ade-
mais, apresentaremos um modo de encontrar unicamente um equiĺıbrio normalizado.
Vale mencionar que quando o interesse for encontrar unicamente um equiĺıbrio nor-
malizado em um jointly convex GNEP e a bifunção auxiliar adotada for do tipo
h(x, y) = ↵2 ||y   x||
2 (↵ > 0), nosso trabalho reencontra os resultados apresentados
por VON HEUSINGER et al. [32]. Este último, como mencionado anteriormente, é
um caso particular do Caṕıtulo 2.
Considere um GNEP com N jogadores. Cada jogador v controla as variáveis
xv 2 Rnv . Denotamos por x = (x1, · · · xN) o vetor formado por todas as variáveis,
o qual possui dimensão n =
PN
v=1 nv, e por x
 v o vetor formado por todas as
variáveis de decisão exceto aquelas do jogador v. Para enfatizar as variáveis do
v-ésimo jogador em x, escreveremos (xv, x v) no lugar de x.
Cada jogador tem uma função objetivo ✓v : Rn ! R que depende das variáveis
de decisão de todos os jogadores. Lembremos que Xv(x v) ✓ Rnv denota o conjunto
de estratégias de cada jogador, que depende das estratégias dos jogadores rivais.
De acordo com FACCHINEI e KANZOW [2] o caso mais comum de GNEP é
quando os conjuntos Xv(x v), v = 1, . . . , N , são definidos por restrições de desigual-
dade. Mais especificamente, para cada v 2 {1, . . . , N}, o conjunto Xv(x v) é dado
por
Xv(x
 v) = {yv 2 Rnv | gv(yv, x v)  0} (5.1)
onde gv(·, x v) : Rnv ! Rmv .
Considere g : Rn ⇥ Rn ! Rm, com m :=
PN
v=1 mv, definida por







 v) = {y 2 Rn | g(x, y)  0}.
A hipótese clássica para uma abordagem do tipo-Newton em GNEPs é que as
funções ✓v e gv, v = 1, . . . , N , sejam duas vezes continuamente diferenciáveis e, como
função de xv, convexas [2, 32, 61]. Neste caso, a Hipótese 4.1 é satisfeita com K(x)





































O caso jointly convex
O cenário mais estudado na literatura de jointly convexGNEP é aquele cujo conjunto
X é dado por
X = {y 2 Rn | g(y)  0}
onde g : Rn ! Rm é uma aplicação na qual suas componentes gi são convexas.
Neste caso, os conjuntos Xv(x v) são definidos pelo sistema de desigualdades como
em (5.1) com g1 = g2 = . . . = gN := g e mv = m para todo v = 1, · · · , N .
A próxima proposição fornece um meio de encontrar unicamente um equiĺıbrio
normalizado em um jointly convex GNEP.
Proposição 5.2. Considere um jointly convex GNEP dado. Então, toda solução de
EP(X, f) com f dado por (1.7), é também uma solução do GNEP.
Demonstração. Segue os mesmos passos da demonstração da Proposição 1.13. Note
que aqui y 2 X pela igualdade (1.8).
A Proposição 5.2 conclui que o conjunto solução de EP(X, f) é exatamente o
equiĺıbrio normalizado introduzido na Definição 5.1; veja também a Proposição 1.14
e a relação (1.9), página 13. Note que neste caso nossa definição de equiĺıbrio nor-
malizado coincide com a encontrada na literatura de GNEPs conforme a Definição
1.5 e referências [2, 44].
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Observamos que nosso algoritmo encontra qualquer solução em um jointly convex
GNEP e não apenas o equiĺıbrio normalizado; veja o Exemplo 6.5, Caṕıtulo 6. Por
outro lado, se nosso objetivo for unicamente encontrar um equiĺıbrio normalizado,
podemos fazê-lo resolvendo EP(X, f) por meio do Algoritmo NMEP apresentado
no Caṕıtulo 2.
É importante mencionar também que o Algoritmo NMQEP resolve o GNEP
geral e não apenas o jointly convex GNEP; veja o Exemplo 6.4, Caṕıtulo 6. Em
FACCHINEI e KANZOW [2] pode ser encontrada uma visão geral a respeito de
GNEP e suas aplicações.
5.2 Problema de otimização multiobjetivo
Nesta seção aplicaremos ao problema de otimização multiobjetivo (MOP) os resul-
tados obtidos no Caṕıtulo 4. Utilizaremos a formulação de MOP como um problema
de quase-equiĺıbrio (QEP) apresentada no Caṕıtulo 1. Esta formulação tem algu-
mas vantagens computacionais em comparação com a apresentada no Caṕıtulo 2.
Podemos citar, por exemplo, a ausência de posśıveis overflow/underflow além de um
menor esforço computacional.
Assim como no Caṕıtulo 2, assumiremos nesta seção a seguinte hipótese clássica
para métodos numéricos do tipo-Newton [54, 55].
Hipótese 5.1. (a)  : Rn ! RmP é continuamente diferenciável e convexa.
(b) K ⇢ Rn tem a seguinte representação
K = {y 2 Rn | gI(y)  0}
com gI : Rn ! RmI duas vezes continuamente diferenciável e convexa.
Seja w = (x, u) 2 Rn ⇥ R e z = (y, v) 2 Rn ⇥ R. Lembramos que o MOP(K, )
pode ser visto como uma instância de QEP utilizando os seguintes dados:
f(w, z) := v   u e K(w) := {z 2 Rn+1 | g(w, z) := (gI(y), gP (w, z))  0}
onde gPi (w, z) =  i(y)   i(x)  v para i = 1, . . . ,mP . Veja Proposição 1.15, p. 14.










































, para mI  i  mP ,
r2zwgi(w, z) = 0n+1 para todo 1  i  mI +mP ,
onde os números em negrito representam matrizes com entradas assumindo os valores
indicados.
Destacamos que nosso método não utiliza escalarização, uma estratégia popular
para resolver MOPs. No Caṕıtulo 6 um exemplo numérico será reportado junta-
mente com uma comparação entre as duas formulações apresentadas nesta tese.




Neste caṕıtulo analisaremos a performance do método proposto através de sete
problemas-teste. O primeiro problema é o Exemplo 4.1 utilizado como ilustração
ao longo do Caṕıtulo 4. O segundo problema é um QEP acadêmico de dimensão 5
proposto por STRODIOT et al. [29] que não é nem um problema de equiĺıbrio de
Nash generalizado (GNEP) nem uma desigualdade quase-variacional (QVI). O ter-
ceiro problema é um QVI com restrições não lineares considerado por FACCHINEI
et al. [62]. Posteriormente, resolvemos dois jogos de Nash generalizado. O primeiro
problema é um nonjointly GNEP proposto por FACCHINEI e KANZOW [63]. O se-
gundo problema é um jointly convex GNEP, considerado por DREVES e KANZOW
[43], onde procuramos tanto uma solução geral como também uma solução normali-
zada. Finalmente, resolvemos um MOP proposto por VALENZUELA-RENDON e
URESTI-CHARRE [64] utilizando ambas as formulações apresentadas neste traba-
lho de tese a fim de compará-las.
As implementações foram feitas em MATLAB R  R2016b e executadas em um
MacBook Intel Core i7 com 8 GB RAM. Em todos os exemplos adotamos a bi-
função auxiliar h(x, y) = 12 ||y   x||
2. Calculamos yk utilizando a sub-rotina quad-
prog quando o problema é quadrático e fmincon caso contrário. O problema de
programação linear do Passo 2 é resolvido utilizando-se a sub-rotina linprog. Para o
Passo 3 utilizamos a sub-rotina linsolve. É importante mencionar que no Exemplo
4.1 utilizamos as expressões apresentadas ao longo do Caṕıtulo 4 em substituição
às sub-rotinas adotadas. O critério de parada adotado em nossos experimentos foi
||yk   xk|| < " com " = 10 6.
Em todos os testes foram utilizados 100 pontos iniciais aleatórios tomados em
algum intervalo citado no exemplo. O resumo dos resultados numéricos encontra-se
na Tabela 6.1, onde as colunas possuem os seguintes significados:
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Exemplo Número do problema-teste considerado.
Ponto inicial Representa o interval (ou caixa) onde foram tomados os 100 pontos
iniciais aleatórios.
min.(k) O menor número de iterações entre os 100 pontos iniciais conside-
rados.
max.(k) O maior número de iterações entre os 100 pontos iniciais conside-
rados.
med.(k) A média do número de iterações para os 100 pontos iniciais consi-
derados.
||F (x⇤)|| A média da norma de F (xk) = yk   xk na última iteração para
os 100 pontos iniciais considerados. Este número representa uma
medida da otimalidade da solução encontrada; veja Proposição 4.2.
cpu(s) A média do tempo de CPU, em segundos, gasto para resolver o
problema a partir dos 100 pontos iniciais considerados.
Problemas de Quase-Equiĺıbrio
Exemplo 6.1. [Caṕıtulo 4, Exemplo 4.1] Considere QEP com n = 1, a bifunção
f(x, y) = x(y   x) e a aplicação ponto-conjunto K(x) = [2x  1, 2x] = [ 1, 0] + 2x.
O conjunto solução deste problema, conforme Figura 4.1 (página 49), é o con-
junto {0, 1}. Para 46 pontos iniciais o Algoritmo NMQEP convergiu para a solução
(normalizada) x⇤ = 0 e nos demais pontos iniciais para a solução x⇤ = 1. Obser-
vamos que as soluções encontradas estão bem distribúıdas sobre o conjunto solução
do problema.
Exemplo 6.2. [29, Exemplo 1] Considere o problema de quase-equiĺıbrio onde a





onde, para cada x 2 R5 e cada i, o conjunto Ki(x) é definido por
Ki(x) =
(





e a bifunção f é da forma
f(x, y) = hPx+Qy + q, y   xi
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3.1 2 0 0 0
2 3.6 0 0 0
0 0 3.5 2 0
0 0 2 3.3 0






1.6 1 0 0 0
1 1.6 0 0 0
0 0 1.5 1 0
0 0 1 1.5 0














Note que este problema não é nem um GNEP nem um QVI. Para mais detalhes
a respeito do Exemplo 6.2, veja [29] e suas referências. Observamos que os pontos
iniciais considerados em [29] estão contidos na caixa [0, 3]5 adotada em nossos testes
numéricos; veja Tabela 6.1.
Desigualdade Quase-Variacional
Exemplo 6.3. [62, MovSet1A] Considere a desigualdade quase-variacional onde o
operador F é dado por





19.8699 0.5369 2.9482 0.3358 7.1239
4.1819 16.3484  5.2030 5.4332 2.7143
 5.6554 0.9422 19.0981 7.1556  7.3810
 1.8770 0.1918  5.3596 18.3565  7.8847














e a aplicação ponto-conjunto K é definida, para cada x 2 R5, por
K(x) = {y 2 R5 | ||y   0,1 x||2  0,5}.
Recordamos que QVI(K,F ) pode ser reformulado através de um QEP(K, f) com
a bifunção f dada por f(x, y) = hF (x), y   xi.
Note que os subproblemas do Passo 1 não são problemas de programação






||y||2 + h(A+ I(5))xk + b, yi sujeito a ||y   0,1xk||2  0,5
 
.
Portanto, utilizamos em nossos testes a sub-rotina fmincon o que justifica um maior
tempo de cpu nos resultados obtidos; veja Tabela 6.1. Para mais detalhes sobre
este ou outros QVIs, veja a excelente coleção de problemas-teste QVILIB produzida
por FACCHINEI et al. [62].
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Equiĺıbrio de Nash Generalizado
Os próximos exemplos são problemas de equiĺıbrio de Nash generalizados ou
formulações QEP para estes.
Exemplo 6.4. [63, Exemplo A.3] Considere um nonjointly GNEP com três joga-




hAy, yi   1
2
hAx, xi+ hBx+ b, y   xi





 10  y  10,
y1 + y2 + y3  20,
y 2 R7 | y1 + y2   y3  x4   x7 + 5,
y4   y5  x2 + x3   x6 + 7,









20 5 3 0 0 0 0
5 5 -5 0 0 0 0
3 -5 15 0 0 0 0
0 0 0 11 -1 0 0
0 0 0 -1 9 0 0
0 0 0 0 0 48 39






0 0 0 -6 10 11 20
0 0 0 10 -4 -17 9
0 0 0 15 8 -22 21
20 1 -3 0 0 12 1
10 -4 8 0 0 16 21
10 -2 22 12 16 0 0






1,  1, 1, 1, 0,  1, 2
⌘T
.
Este problema foi inicialmente proposto por FACCHINEI e KANZOW [63]. É
importante mencionar que existe uma escassez de exemplos e resultados numéricos
relativos a nonjointly GNEPs. O Exemplo 6.4 mostra que de fato nosso método
resolve o geral GNEP e não apenas o caso jointly convex. Para mais exemplos de
nonjointly GNEPs veja [63].
Exemplo 6.5. [43, Exemplo 5.3] Este problema é um jointly convex GNEP com








e o espaço comum de estratégias é X = {x 2 R2 | x   0, x1 + x2  1}.
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Figura 6.1: Resultados numéricos referente ao Exemplo 6.5.
O conjunto solução do Exemplo 6.5 é dado por {( , 1    ) |   2 [0, 23 ]}. Para
82 pontos iniciais o Algoritmo NMQEP convergiu para uma solução do problema.
Nos demais pontos iniciais, o algoritmo encontrou um iterado xk tal que K(xk) = ;
e então não foi capaz de prosseguir. As soluções encontradas estão exibidas na
Figura 6.1. Observa-se que as soluções computadas estão bem distribúıdas no con-
junto solução do problema. Em particular, como esperado, nosso método computa
soluções não-normalizadas.
Exemplo 6.6. Este exemplo é dado pelo mesmo problema do Example 6.5, entre-
tanto objetiva encontrar exclusivamente um equiĺıbrio normalizado.
No Exemplo 6.6 resolvemos EP(X, f), com f definida pela equação (1.7), por
meio do Algoritmo NMEP como apresentado no Caṕıtulo 2. Veja Proposição 5.2
e comentários posteiores.
O único equiĺıbrio normalizado deste jogo é x⇤ = ( 411 ,
7
11) o qual satisfaz a
Hipótese 4.4 conforme Proposição 2.6. A sequência gerada pelo Algoritmo NMEP
convergiu para x⇤ em apenas uma iteração em todos os pontos iniciais considerados.
Otimização Multiobjetivo
Exemplo 6.7. [64, Problema 1] Considere o MOP definido pelas seguintes funções
 1(x) = x
2 e  2(x) = (x  2)2,
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Figura 6.2: Resultados numéricos referente ao Exemplo 6.7 utilizando o Algoritmo
NMQEP
e o conjunto de restrições K = {x 2 R |   6  x  6}.
I. Utilizando a formulação apresentada na Seção 1.3.3, aplicamos o Algoritmo
NMQEP ao Exemplo 6.7. Para 81 pontos iniciais o algoritmo convergiu para
uma solução do problema. Nos demais pontos iniciais, o algoritmo encontrou
uma iterada xk tal que Hk era singular e, portanto, o método falhou. As
soluções encontradas estão exibidas na Figura 6.2. Nota-se uma boa distri-
buição das soluções sobre o front Pareto ótimo do problema.
II. Utilizando os elementos apresentados no Caṕıtulo 2, Seção 2.3, aplicamos o
Algoritmo NMEP ao problema EP(K, fc) para resolver o Exemplo 6.7. Ado-
tamos em nossos testes numéricos a constante c = 2. Em 10 pontos iniciais
houve overflow/underflow. Nos demais pontos iniciais, diferente do que ocor-
reu na aplicação do Algoritmo NMQEP, o Algoritmo NMEP convergiu para
a mesma solução, x⇤ = 1, independente do ponto inicial escolhido.
Como pode ser visto na Tabela 6.1, o Algoritmo NMQEP teve um melhor de-
sempenho em comparação ao Algoritmo NMEP em todos os quesitos avaliados.
O algoritmo apresentou um bom comportamento frente aos exemplos conside-
rados. Observamos que ele é capaz de encontrar uma solução com alta precisão
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numérica. Este método pode ser visto como uma alternativa frente aos métodos
existentes [28–30], especialmente pelo fato de nossa abordagem ser distinta da pre-
sente na literatura de QEP.
Tabela 6.1: Resumo das experiências numéricas.
Exemplo Ponto inicial min.(k) max.(k) med.(k) ||F (x⇤)|| cpu(s)
6.1 [ 1, 2] 1 1 1 0 1,3212e-04
6.2 [0, 3]5 1 1 1 5,7142e-09 0,0319
6.3 [0, 5]5 5 7 5,82 4,9513e-07 0,3224
6.4 [0, 1]7 1 1 1 7,9338e-09 0,0204
6.5 [0, 1]2 1 4 1,54 5,1017e-08 0,0532
6.6 [0, 1]2 1 1 1 4,5484e-10 0,0317
6.7 I. [ 1, 3]⇥ {0} 0 2 0,5926 0 0,0690




Neste trabalho de tese foi desenvolvido um método para resolver o problema de
equiĺıbrio clássico (EP) juntamente com uma extensão deste ao problema de quase-
equiĺıbrio (QEP). Os algoritmos associados a tal método possuem convergência local
no sentido de admitir, a priori, apenas pontos próximos a uma solução como ponto
de partida para sua inicialização. Provamos, sob hipóteses usuais, que o algoritmo
possui taxa de convergência superlinear e/ou quadrática. Propomos uma globa-
lização do algoritmo no caso EP. Ademais, aplicamos nossos resultados ao problema
de equiĺıbrio de Nash generalizado (GNEP) e ao problema de otimização multiob-
jetivo (MOP).
No método proposto ao problema de equiĺıbrio clássico realizamos comparações
com trabalhos espećıficos para EP. Observamos que o algoritmo se mostrou numeri-
camente competitivo. Uma aplicação a problemas de otimização multiobjetivo visto
como um EP foi apresentado. Este resultado encontra-se publicado em SANTOS
et al. [16] como fruto de nossas pesquisas iniciais para este trabalho de tese.
Observamos que, quando aplicado ao GNEP, o método estendido ao problema
de quase-equiĺıbrio é capaz de resolver o geral (nonjointly convex) GNEP. Desta-
camos ainda que, quando aplicado ao caso jointly convex, o método nos permite
encontrar qualquer solução do problema e não apenas as soluções denominadas
“normalizadas”(normalized equilibrium). Ademais, exibimos um modo de encontrar
exclusivamente as soluções normalizadas de um jointly convex GNEP. É importante
mencionar que neste último caso, e para a particular escolha da bifunção auxiliar
h(x, y) = ↵2 ||y   x||
2 (↵ > 0), reencontramos os resultados de VON HEUSINGER
et al. [32] como caso particular da teoria desenvolvida nesta tese.
Com o intuito de aplicar os resultados obtidos no Caṕıtulo 4 ao problema de oti-
mização multiobjetivo, apresentamos uma formulação do MOP como um problema
de quase-equiĺıbrio. Essa formulação nos permite encontrar as soluções Pareto-fraco
do problema. Ela possui a vantagem de envolver apenas os dados originais do MOP
além de ser uma formulação suave no sentido da diferenciabilidade dos elementos
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envolvidos.
Por fim, resultados numéricos incluindo vários problemas-testes foram apresen-
tados para ilustrar o comportamento do método proposto. Em relação aos testes
realizados, observamos que nosso algoritmo é capaz de encontrar uma solução com
alta precisão numérica. Assim, este método pode ser visto como uma alternativa
promissora frente aos métodos existentes [28–30], especialmente pelo fato de nossa
abordagem ser distinta das presentes na literatura de QEP.
Futuras pesquisas que dão continuidade natural a este trabalho envolvem:
1. Propor uma globalização do Algoritmo NMQEP especificamente em relação
a tornar posśıvel a escolha de pontos não necessariamente próximos a uma
solução como pontos de partida para a inicialização do algoritmo;
2. Encontrar condições que garantam a validade da Hipótese 4.4 que se refere
à não singularidade dos elementos do jacobiano generalizado computável da
aplicação F (x) = y(x)  x;
3. Ampliar as experiências numéricas fornecendo comparações com métodos es-
pećıficos para QEP, como por exemplo, os descritos por STRODIOT et al. [29]
e VAN et al. [30];
4. Propor outros métodos para resolver o problema de quase-equiĺıbrio, como por
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