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ABSTRACT
Total Variation (TV) and related extensions have been popular in image restoration due to their robust
performance and wide applicability. While the original formulation is still relevant after two decades
of extensive research, its extensions that combine derivatives of first- and second-order are now
being explored for better performance, with examples being Combined Order TV (COTV) and Total
Generalized Variation (TGV). As an improvement over such multi-order convex formulations, we
propose a novel non-convex regularization functional which adaptively combines Hessian-Schatten
(HS) norm and first order TV (TV1) functionals with spatially varying weight. This adaptive weight
itself is controlled by another regularization term; the total cost becomes the sum of this adaptively
weighted HS-TV1 term, the regularization term for the adaptive weight, and the data-fitting term. The
reconstruction is obtained by jointly minimizing w.r.t. the required image and the adaptive weight.
We construct a block coordinate descent method for this minimization with proof of convergence,
which alternates between minimization w.r.t. the required image and the adaptive weights. We derive
exact computational formula for minimization w.r.t. the adaptive weight, and construct an ADMM
algorithm for minimization w.r.t. to the required image. We compare the proposed method using
image recovery examples including MRI reconstruction and microscopy deconvolution.
Keywords Total Variation, Image Restoration, Multi-Order Regularization, Hessian-Schatten norm, Spatially Adaptive
Regularization, Magnetic Resonance Imaging, Total Internal Reflection Fluorescence Microscopy.
1 Introduction
Regularization plays an important role in image reconstruction/restoration by stabilizing the inversion of the imaging
forward model against noise and other distortions in modalities such as photography [1], microscopy [2], astronomical
imaging [3] and magnetic resonance imaging [4]. Here we consider the measurement model in which the measured
image is expressed as a convolution of the underlying image with a blurring function. In regularized reconstruction, the
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required image is the result of the following minimization problem:
sˆ(r) = arg min
s
F (s, h,m) + λR(s), (1)
where R(s) is the regularization functional, and F (s, h,m) is the data fidelity term with m being the measured image
and h being the blurring kernel of the imaging system. We restrict the data fidelity term to be of the form,
F (s, h,m) =
∑
r
|(h ∗ s)(r)−m(r)|2. (2)
Strictly speaking the data-fidelity term should be the negative log likelihood of the noise model. However, our focus is
on developing improved regularization, and hence we use the above form of data-fidelity as approximation irrespective
of the noise model. In our evaluation of the regularized image reconstruction methods, we consider two types of
imaging forward models. The first is given by
m(r) = P(h(r) ∗ s(r))) + η(r), (3)
where h(r) is the PSF of the total internal reflection microscope, P(·) represents the Poisson process, and η(r) is the
additive white Gaussian noise. The second model is given by
mˆ = TsMFs(r) + ηˆ , (4)
where F represents Fourier transformation operation, M represents the mask of ones and zeros, Ts represents the
operations of picking samples from non-zero locations of M , and ηˆ is the complex noise vector where each component
comes from a Gaussian distribution. For the first case, equation (2) is not the exact negative log-likelihood, and for
the second case, it is the exact negative log-likelihood. In the latter case, h is the inverse Fourier transform of M and
m(r) = F−1(T †s mˆ), with T †s denoting the adjoint of Ts which is essentially the operation of embedding the Fourier
samples into image form. Note that, in this case, m(r) can have complex values and it is taken care by the operator | · |
in equation (2).
As mentioned before, our focus is on developing an improved regularization method. The quality of restoration is
mainly determined by the ability of R(s) to discriminate between characteristics of the underlying image and noise.
While priors can be defined based on general image characteristics such as sparsity on the roughness [5, 6, 7, 8], there
are also priors which are tailored to specific classes of images [9, 10, 11]. The latter type of regularization approach
utilizes learning paradigms including dictionary learning [9, 10] or model fitting [11], where the functionals are built
from training images and then applied for restoration involving images from the same class. Such methods are able to
out-perform general priors, when suitable training sets are available. At the same time, the necessity of training set and
computational complexity limits their applicability.
On the other hand, general priors such as Tikhonov regularization [12] and total variation (TV) [13] do not need
training samples and have been applied with robust performance in multiple domains. Among these general priors, total
variation (TV) [13] has been widely applied [5, 6, 7, 8] because of its ability to recover sharp image features in the
presence of noise and cases of undersampling. First order TV (TV1) restoration is given by
sopt = argmin
s
F (s, h,m) + λ
∑
r
‖(d1 ∗ s)(r)‖2︸ ︷︷ ︸
R1(s)
d1(r) = [dx(r), dy(r)]
T
(5)
where dx(r) and dy(r) are filters implementing first order derivatives, ∂∂x , and
∂
∂y respectively. While TV1 is able to
retain edges [14] in the reconstruction as compared to standard `2 norm based Tikhonov regularization [12], it presents
drawbacks such as staircase artifacts [15, 16]. Higher order extensions of TV [17, 18, 19, 20] have been proposed to
avoid staircase artifacts and deliver better restoration, albeit at the cost of increased computations. Second order TV
(TV2) [18] restoration was proposed as
sopt = argmin
s
F (s, h,m) + λ
∑
r
‖(d2 ∗ s)(r)‖2︸ ︷︷ ︸
R2(s)
d2(r) = [dxx(r) dyy(r)
√
2dxy(r)]
T
(6)
where dxx(r), dyy(r), and dxy(r) are discrete filters implementing second order derivatives ∂
2
∂x2 ,
∂2
∂y2 and
∂2
∂x∂y
respectively. Another second-order derivative based formulation is Hessian-Schatten (HS) norm regularization [21]
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[20], which has been proposed as a generalization of the standard TV2 regularization and is constructed as an `p norm
of Eigen values of the Hessian matrix. This becomes the standard TV2 for p = 2. HS norm with p = 1 has been proven
to yield best resolution in the reconstruction, since this better preserves Eigen values of the Hessian [20]. Let H2(r) be
the matrix filter composed of dxx(r), dyy(r), and dxy(r) and let ζ (·) be the operator that returns the vector containing
the Eigen values of its matrix argument. Then HS norm regularization of order p is expressed as
sopt = argmin
s
F (s, h,m) + λ
∑
r
‖ζ ((H2 ∗ s)(r))‖p . (7)
Since the Eigen values are actually directional second derivatives taken along principle directions, setting p = 1 better
preserves the local image structure. It has to be noted that the costs given in the equations (5), (6) are often minimized
using gradient based approaches with smooth approximations of the form Rk(s) =
∑
r
√
+ ||dk(r) ∗ s(r)||22, k = 1, 2
where  is a small positive constant [13], [22], and this approach has been proven to converge the minimum of the exact
form as → 0 [22]. Approaches to minimize the cost without smooth approximation include primal-dual method [23],
and alternating direction of multiplier method (ADMM) [24]. A detailed comparison of such approaches has been
provided in [25].
It has been demonstrated that combining first- and second-order derivative is advantageous in accurately restoring
image features [26, 27, 28, 29]. The combined order TV [27] uses scalar weights for combining first- and second-order
variations, with the relative weights left as user parameters and the solution is estimated by means of optimization
problem of the form
sopt = argmin
s
F (s, h,m) + λα1R1(s) + λα2R2(s). (8)
Although HS norm can be in principle combined with TV1 by the same way as standard TV2 is combined as given
above, this possibility has not been explored. A generalization for total variation to higher order terms, named as total
generalized variation (TGV) has also been proposed [28] [30]. It is generalized in the following ways: it is formulated
for any general derivative order, and for any given order, it is generalized in the way how the derivatives are penalized.
Only the second order TGV form has been well explored for image reconstruction, which takes the following form:
(sopt,popt) = argmin
s,p
F (s, h,m) + λα1
∑
r
‖(d1 ∗ s)(r)− p(r)‖2 + λα2 1
2
∑
r
‖d1(r) ∗ pT (r) + p(r) ∗ dT1 (r)‖F , (9)
where p(r) is an auxiliary 2× 1 vector image. The TGV functional is able to spatially adapt to the underlying image
structure because of the auxiliary variable p. However, the functional uses relative weights which need to be set as
tuning parameters. Thus existing combined order methods can bring the advantages of multi-order derivatives at the
cost of additional tuning.
We propose a novel spatially adaptive regularization method, in which, the weights involving in combining first- and
second-order derivatives are determined from measured image without user-intervention. Here the relative weight
between first- and second-order terms becomes an image, and this weight is determined without user-intervention
through minimization of a composite cost function. Our contributions can be summarized as follows:
• We construct a composite regularization functional composed of two parts: (i) the first part is constructed as a
sum of first- and second-order derivative magnitudes with spatially varying relative weights; (ii) an additional
regularization term for preventing rapid spurious variations in the relative weights. For the first order term, we
use the norm of the gradient, and for the second order term, we use the Schatten norm of the Hessian [21] [20].
The composite cost functional is convex with respect to either the required image or the relative weight, but it
is non-convex jointly.
• We construct a block coordinate descent method involving minimizations w.r.t. the required image and the
relative weight alternatively with the following structure: the minimization w.r.t. the required image is carried
out using ADMM approach [31, 32] and the minimization w.r.t. the relative weight is carried out as single step
exact minimization using a formula that we derive in this paper.
• Since the total cost is non-convex, the reconstruction results are highly dependent on the initialization for
block-coordinate descent method. We handle this problem using a multi-resolution approach, where, a series of
coarse-to-fine reconstructions are performed by minimization of cost functionals defined through upsampling
operators. Here, minimization w.r.t. the relative weight and the required image is carried out alternatively, as
we progress from coarse to final resolution levels. At the final resolution level, the above-mentioned block
coordinate descent method is applied.
• Note that the sub-problem of minimization w.r.t. to the required image involves spatially varying relative
weights. Further, this sub-minimization problem in the above-mentioned multi-resolution loop involves
upsampling operators. Hence, the ADMM method proposed by Papafitsoros et al. [27] turns out to be
unsuitable. We propose improved variable splitting method and computational formulas to handle this issue.
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• We prove that the overall block coordinate descent method converges to a local minimum of the total cost
function by using Zangwill’s convergence theorem.
This work is an extension of the work presented in the conference paper [29], where we only considered a differentiable
approximation of the total variation functional, and did not incorporate the joint optimization of the relative weight
and the required image. In other words, only the multi-resolution loop is applied without the block-coordinate descent
method in the final resolution. This method was named Spatially Adaptive Multi-order TV (SAM-TV). Here we
name the improved approach more appropriately as Combined Order Regularization with Optimal Spatial Adaptation
(COROSA). The rest of the paper is organized as follows: section 2 deals with the formulation of COROSA functional
and the multi-resolution framework, and section 3 presents the ADMM formulation and iterations for the optimization
problems associated with COROSA. Section 4 presents the simulation results and comparisons.
2 COROSA Image Restoration
2.1 COROSA formulation
In the proposed COROSA approach, the restoration is formulated as given below:
(sopt, βopt) = argmin
s,β
F (s, h,m) + λRsa(s, β, p) + L(β, τ) + B(s) (10)
where
Rsa(s, β, p) =
∑
r
β(r)‖(d1 ∗ s)(r)‖2 +
∑
r
(1− β(r)) ‖ζ ((H ∗ s)(r))‖p , subject to 0 ≤ β(r) ≤ 1, (11)
L(β, τ) is a regularization term for β, which will be specified soon, and B(·) is the indicator function for constraining
the restored image to a particular range of positive values. From this formulation, it is clear that the relative weight
image β is also considered as a minimization variable and the optimal image of weights is determined jointly with the
required image. Since Rsa(s, β, p) is linear in β, minimizing with respect to β means that it will essentially act as a
switching between first- and second-order terms. In this context, the role of L(β, τ) is to prevent spurious switching,
which will otherwise happen while trying to cope-up with cases involving insignificant differences between the first-
and second-order terms. We construct L(β, τ) as given below:
L(β, τ) = −
∑
r
τ log(β(r)(1− β(r))), (12)
Here, a lower value of τ will cause a more rapid switching between first- and second-order terms and vice versa. We
denote the overall cost by Jsa(s, β, τ, h,m), i.e., we write
Jsa(s, β, τ, h,m) = F (s, h,m) + λRsa(s, β, p) + L(β, τ) + B(s) (13)
An assumption that is implicitly made by most of the image restoration algorithm is that there is no s for which
F (s, h,m), R1(s) =
∑
r ‖(d1 ∗ s)(r)‖2, and R2(s) =
∑
r ‖(d1 ∗ s)(r)‖2 will have zero value simultaneously. We
will also use this assumption for proving the convergence of the iterative method that we propose in the following
sections.
2.2 Multiresolution method
The regularization functional, Rsa(s, β, p), is non-convex jointly with respect to β and s, although it is convex with
any one of them alone. Hence, the reconstruction result becomes sensitive to initialization and finding an efficient
initialization becomes crucial. To this end, we adopt multiresolution approach for the initialization. To describe the
multi-resolution approach, we define the following:
F (j)(s, h,m) =
∑
r
|(h ∗ (E(j)s))(r)−m(r)|2 (14)
R(j)sa (s, β, p) =
∑
r
β(r)‖(d1 ∗ (E(j)s))(r)‖2 +
∑
r
(1− β(r))
∥∥∥ζ ((H ∗ (E(j)s))(r))∥∥∥
p
(15)
In the above, E(j)s denotes the image obtained by interpolating s by a factor 2j along both axes. We will defer the
description of the implementation of E(j) to the end. Here, (h ∗ (E(j)s))(r) denotes convolving the interpolated image
E(j)s with h followed by accessing pixel at position r. Similarly, (d1 ∗ (E(j)s))(r) and (H ∗ (E(j)s))(r)) have similar
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interpretation except that the first expression will be a vector, and the second one will be a matrix. Note that, in the
functionals, F (j)(s, h,m), and R(j)sa (s, β, τ, p), the variable, s, is an N2j × N2j image. On the other hand, β always has
size N ×N , which is the size of the measurement m(r). We denote the overall scale-j cost by
J (j)sa (s, β, τ, h,m) = F
(j)(s, h,m) + λR(j)sa (s, β, p) + L(β, τ) + B(E(j)s) (16)
It should be noted that, size of the variable in scale-j cost is N2j × N2j ; however, the cost is always evaluated on a
N ×N through interpolation by E(j). This will help to ensure better convergence in the multi-resolution method to be
described below.
LetK denote the user-defined number of multi-resolution levels. To initialize the multi-resolution loop, we set β(r) = 0
and perform the following minimization:
sˆ(K)(r) = argmin
s
J (K)sa (s, β, τ, h,m)
≡ argmin
s
F (K)(s, h,m) + λR(K)sa (s, β, p) + B(E(K)s)
(17)
With sˆ(K) as the initialization, we iterate for j = K − 1, . . . , 0 with the following minimizations:
f = E(j+1)sˆ(j+1)
β¯(r) = argmin
β
Jsa(f, β, τ, h,m)
≡ argmin
β
Rsa(f, β, p) + L(β, τ), (18)
subject to 0 ≤ β(r) ≤ 1
sˆ(j)(r) = argmin
s
J (j)sa (s, β¯, τ, h,m)
≡ argmin
s
F (j)(s, h,m) + λR(j)sa (s, β¯, p) + B(E(j)s) (19)
The resulting restored image at the end of the multi-resolution loop, sˆ(0), can be an initialization for the joint
minimization problem given in equation (10). Note that, the minimization problem of equation (19) has to be
done iteratively and requires an initialization. We use E(1)sˆ(j+1)(r) as the initialization. In this regards, the way
the multi-scale costs {J (j)sa (s, β, τ, h,m), j = 0, . . . ,K} are constructed significantly helps to make the initialization
E(1)sˆ(j+1)(r) to be very close the the required minimum sˆ(j)(r).
In the multi-resolution method described above, if we set p = 2, the result sˆ(0) will be equivalent to final reconstruction
of SAM-TV approach [29] except the fact that SAM-TV used smooth approximation for the first- and second-order TV
terms, whereas, here, the exact non-differentiable form of TV functionals are used.
Now we consider solving the sub-problem of determining the adaptive weight β¯ in equation (18). The exact solution
for β¯ is given in the following Proposition.
Proposition 1. Let d(r) be defined as
d(r) = ‖(d1 ∗ f)(r)‖2 − ‖ζ ((H ∗ f)(r))‖p . (20)
If d(r) = 0, the solution is β¯(r) = 0.5. When d(r) is non-zero, the solution β¯ for equation (18) is unique and given by
β¯(r) =
1
2
(
1− sign(d(r))
(√
4τ2
d2(r)
+ 1− 2τ|d(r)|
))
(21)
The proof of Proposition 1 is given in supplementary material. Unlike equation (18), the subproblem of equation (19)
cannot be solved exactly and has to be solved iteratively. We will describe an ADMM based method to solve this
problem in Section 3.
Now it remains to specify the implementation of E(j). It can be implemented by j stages of 2-fold interpolation.
The 2-fold interpolation can be implemented by inserting a zero next to each pixel along both axes (which is called
as the two-fold expansion) and then filtering by an appropriate interpolation filter. In our implementation we use
u(r) = [1 4 6 4 1]T [1 4 6 4 1] as the interpolation filter.
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2.3 Obtaining the final restoration by block coordinate descent method
By using the result of the above multiresolution approach as the initialization, final reconstruction has to be obtained
by minimizing the cost of equation (10) jointly with respect to β and s. We propose to use a simple block coordinate
descent method. Let s(0) = sˆ(0). With k = 0, . . . , Nb the block coordinate descent method involves the following
series of minimizations with respect to β and s. Let s(k) and β(k) be the current estimate of the minimum at cycle k.
Then the next refined estimate is computed as the following set of minimizations:
β(k+1) = argmin
β
Jsa(s(k), β, τ, h,m)
= argmin
β
Rsa(s(k), β, p) + L(β, τ) (22)
s(k+1) = argmin
s
Jsa(s, β(k+1), τ, h,m)
= argmin
s
F (s,m, h) + λRsa(s, β(k+1), p) + B(s) (23)
As evident, the iterations given above is similar to the iterations given in the multi-resolution method of section
2.2. The difference is that the minimization with respect to β and s for each of the cost functions in the series
{J (j)sa (s, β, τ, h,m), j = 0, . . . ,K} is done only once in the multiresolution method. On the other hand, the minimiza-
tions in the block coordinate decent method (BCD) represented by the equation (22) and (23) are done alternatively on
the same cost function Jsa(s, β, τ, h,m) until convergence. The functional Jsa(s, β, τ, h,m) is convex with respect to
either of s and β, and the BCD method represented by equations (22) and (23) converges to the minimum provided
each of the minimizations is exact as per the convergence theorem of Bertsekas [33].
Now we consider solving the sub-problems. The subproblems of determining the adaptive weight β¯ in the block
coordinate descent method of equation (22) is identical to the sub-problem of the multi-resolution method (equation
(18)), and hence can be solved exactly. On the other hand, the sub-problem of equation (23) is similar to the problem
of the equation (19), and cannot be solved exactly. Hence the convergence result of Bertsekas [33] will not be
applicable. However, it is easy to show that BCD iteration converges to the minimum if Jsa(s(k+1), β(k+1), τ, h,m) <
Jsa(s(k), β(k+1), τ, h,m) using Zangwill’s global convergence theorem. We will provide the convergence statement
along with the proof after describing the ADMM method for solving the problems of equations (19) and (23) in the
next section.
3 Image recovery with fixed relative weight for first- and second-order derivatives
The main computational task in the block coordinate descent iteration represented by the equations (22) and (23), is the
computation of s(k+1). Similarly, in the multi-resolution method represented by equations (18) and (19), the main task
is the computation of sˆ(i)(r). Note that the cost in (19) becomes algebraically identical to the cost of (23) for j = 0.
Hence the cost in equation (23) can be considered as a special case of the cost in the equation (19). So we consider
the detailed description of the minimization of the cost in (19). We will use the ADMM approach for solving the
minimization problem given in the equation (19). The result of previous level (i+ 1) denoted by sˆ(i+1) can be used for
initializing after interpolating by factor of two. Although ADMM is well-known and its application for total variation
based image restoration is not new [24, 34, 35, 36, 37], implementation of standard ADMM causes some numerical
problems because of the spatially varying relative weight β¯. In the following, we will first describe the formulation that
will lead to standard ADMM and then describe the modification necessary to handle the numerical issues. The first
step in constructing an ADMM algorithm for minimizing composite functionals is to define an equivalent constrained
optimization such that the sub-functionals act on different set of variables that are related by means of linear equality
constraints. Then writing the augmented Lagrangian [33] for the constrained problems leads to the required ADMM
algorithm.
3.1 Constrained formulation and variable splitting
For notational convenience, we switch to vector based notations. Let the N ×N image s(r) be represented by scanned
vector s in RN2 , such that its ith element si is given by si(r′) = s(r′) with r′ = [r1 r2] satisfying i(r′) = r2N + r1.
Let m and β¯ be also similarly defined from m(r) and β¯(r) with the components denoted by mi and β¯i. Let H be the
matrix equivalent of convolving an image with h(r), such that the scanned vector of (h ∗ s)(r) is given by Hs. E(j) is
defined as the matrix equivalent of interpolation by a factor 2i. In this case, the scanned vector of E(j)s(r) is given by
6
A PREPRINT - APRIL 9, 2019
E(j)s. In terms of the new notational scheme, the data fidelity term is given by
F (j)(s,H,m) =
∥∥∥HE(j)s−m∥∥∥2
2
(24)
Similarly, Dx, Dy, Dxx, Dyy, and Dxy are matrices defined from dx(r), dy(r), dxx(r), dyy(r), and dxy(r) for
representing convolution operations. Let Df = [DTx D
T
y ]
T and let Ds = [DTxx D
T
yy D
T
xy]
T . Let S(v) : R3 → R4 be
the mapping that returns
[
v1 v3
v3 v2
]
, where v = {v1, v2, v3} ∈ R3 represents the three second order derivatives. Let
Pi be a 2× 2N2 matrix having ones at locations (1, i), and (2, N2 + i) and zeros at all other locations. Let Qi be the
3× 3N2 matrix having ones at locations (1, i), (2, N2 + i), and (3, 2N2 + i) and zero at other locations. Then we can
use the following substitutions:
‖(d1 ∗ (E(j)s))(r)‖2 =
∥∥∥Pi(r)DfE(j)s∥∥∥
2
(25)∥∥∥ζ ((H2 ∗ (E(j)s))(r))∥∥∥
p
=
∥∥∥ζ (S(Qi(r)DsE(j)s))∥∥∥
p
(26)
With these, the regularization functional can be expressed as
R(j)sa (s,β, p) =
N2∑
i=1
β¯i
∥∥∥PiDfE(j)s∥∥∥
2
+
N2∑
i=1
(1− β¯i)
∥∥∥ζ (S(QiDsE(j)s))∥∥∥
p
(27)
where we have replaced s and β¯ by the components of their vectorial form. Next, to simplify the task of expressing and
comparing the two forms of ADMM, we introduce two more definitions as given below:
Nf (u,v) =
N2∑
i=1
ui ‖Piv‖2 (28)
Ns(u,w, p) =
N2∑
i=1
ui ‖ζ (S(Qiw))‖p (29)
Note that u ∈ RN2 , v ∈ R2N2 , and w ∈ R3N2 . With these, the regularization can be expressed as
λR(j)sa (s,β, p) = Nf (λβ,DfE(j)s) +Ns(λ(1− β),DsE(j)s, p) (30)
where 1 is the vectors ones. Now the minimization of F (j)(s,H,m) + λR(j)sa (s,β, p) + B(E(j)s) can be equivalently
expressed as
(s∗,d∗f ,d
∗
s,d
∗
0) = argmin
s,df ,ds,d0
F (j)(s,H,m) +Nf (λβ,df ) +Ns(λβ,ds, p) + B(d0), (31)
subject to conditions that
DfE
(j)s = df ,DsE
(j)s = ds,E
(j)s = d0 (32)
This constrained formulation of the reconstruction problem leads to the ADMM algorithm, which is essentially a series
of cyclic minimization of individual sub-functionals of the above cost. However, through some reconstruction trials,
we found that ADMM method obtained from this formulation leaves some artifacts in the reconstruction, even if the
ADMM is run with a reasonable number of iterations, and these artifact disappear only with very large number of
iterations.
Here we present an alternative formulation that leads to a better converging ADMM algorithm. To this end, we first
recognize that the cost given in the equation (30) can also be expressed as
λR(j)ec (s,β, p) = Nf (λ1,D′fE(j)s) +Ns(λ1,D′sE(j)s, p) (33)
where
D′f = [D
T
xB D
T
y B]
T (34)
D′s = [D
T
xx(I−B) DTyy(I−B) DTxy(I−B)]T . (35)
with B = diag(β). The corresponding constrained problem becomes
(s∗,d∗f ,d
∗
f ,b
∗) = argmin
s,df ,df ,b
F (j)(s,H,m) +Nf (λ1,df ) +Ns(λ1,ds, p) + B(b), (36)
subject to condition that
D′fE
(j)s = df ,D
′
sE
(j)s = ds,E
(j)s = d0. (37)
From our experiments, we found that the ADMM steps constructed based on the above constrained formulation leads to
better converging algorithm.
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3.2 Augmented Lagrangian and the ADMM steps
Writing the ADMM steps for the above problem is straightforward and well-known in the literature. However, for
proving the convergence of block coordinate descent method represented by equations (22) and (23), we need to specify
the steps here. Further, the constraint of the modified formulation given by equation (37) involves non-circulant matrices
and hence, it requires some special consideration. To proceed further, we use the symbol s¯ in the place of s to avoid
notational conflict with the iterations of equations (18) and (19). To construct the ADMM algorithm from the above
constraint form of the problem, we define
C(s¯,df ,ds,d0,w) =
γ
2
(∥∥∥D′fE(j)s¯− df∥∥∥2
2
+
∥∥∥D′sE(j)s¯− ds∥∥∥2
2
+
∥∥∥E(j)s¯− d0∥∥∥2
2
)
+ wT
 D′fD′s
I
E(j)s¯− [ dfds
d0
] (38)
Further, let
Ja(s¯,df ,ds,d0, λ) = F (j)(¯s,H,m) +Nf (λ1,df ) +Ns(λ1,ds, p) + B(d0), (39)
and
La(s¯,df ,ds,d0,w, λ) = Ja(s¯,df ,df ,d0, λ) + C(s¯,df ,ds,d0,w) (40)
Let s¯(j) be the vector of length N2/22j obtained by scanning E(1)sˆ(j+1)(r), where sˆ(j+1)(r) is the result of previous
iteration in the multi-resolution loop of the equations (18) and (19). Then ADMM iterations proceed as follows for
k = 0, 1, 2, . . .:
d
(k+1)
f = argmin
df
La(s¯
(k),df ,d
(k)
s ,d
(k)
0 ,w
(k), λ) (41)
d(k+1)s = argmin
ds
La(s¯
(k),d
(k+1)
f ,ds,d
(k)
0 ,w
(k), λ) (42)
d
(k+1)
0 = argmin
d0
La(s¯
(k),d
(k+1)
f ,d
(k+1)
s ,d0,w
(k), λ) (43)
s¯(k+1) = argmin
s
La(s,d
(k+1)
f ,d
(k+1)
s ,d
(k+1)
0 ,w
(k), λ) (44)
w(k+1) = w(k) + γ

 D′fD′s
I
E(j)s¯(k+1) −
 d
(k+1)
f
d
(k+1)
s
d
(k+1)
0

 (45)
Next, let w(k) =
 w
(k)
f
w
(k)
s
w
(k)
0
 be the partition for w(k). Further, let d¯(k)f = D′fE(j)s¯(k) + (1/γ)w(k)f . Then the solution
to the first minimization problem is given by
d
(k+1)
f =
N2∑
i
PTi T (Pid¯(k)f , λ/γ),
where T (x, t) denotes the soft-threshold operator given by
T (x, t) = max(0, ‖x‖2 − t)
x
‖x‖2
.
Next, let d¯(k)s = D′sE
(j)s¯(k) + (1/γ)w
(k)
s , and let ||| · |||t denote the operator that applies soft-thresholding on the
Eigen values of its matrix arguments and returns the resulting matrix. Then the second minimization can be expressed
as
d(k+1)s =
N2∑
i
QTi HT (Qid¯(k)s , λ/γ, p),
where
HT (x, t, p) =
{
max(‖S(x)‖F − t, 0) x‖S(x)‖F , for p = 2
S−1(|||S(x)|||t), for p = 1
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To express the solution to the next problem, let d¯(k)0 = E
(j)s¯(k) + (1/γ)w
(k)
0 . The solution is given by
d
(k+1)
0 = Pu(d¯(k)0 ),
where Pu(·) denotes the clipping of components of the its vectors onto the range [0, u]. To solve the last problem, let
M =
 D′fD′s
I
 and d(k+1) =
 d
(k+1)
f
d
(k+1)
s
d
(k+1)
0
. Then the solution to the last minimization is given by following equation,
E(j)TMTME(j)︸ ︷︷ ︸
Aj
s(k+1) = vk+1, (46)
where vk+1 = E(j)TMT
(
d(k+1) − (1/γ)w(k+1)). Note that this equation has to be solved iteratively since M is
composed of non-circulant matrices. We use conjugate gradient method for solving this problem. To speed-up, we use
the inverse of the following approximation of the matrix Aj in the equation (46), Aˆj , as the preconditioner:
Aˆj = E
(j)T
(
DTf Df + D
T
s Ds + I
)
E(j) (47)
All the matrices in the above product are circulant except E(j). However, the product, Aˆj , is circulant because of the
special structure of E(j). Hence, the preconditioning, i.e., multiplying by the inverse of Aˆj , is equivalent to applying
the inverse of a discrete filter. The following proposition gives the expression for this filter.
Proposition 2. Let u(z1, z2) be the z-transform of u(r) = [1 4 6 4 1]T [1 4 6 4 1], and let uj(z1, z2) =∏j−1
i=0 u(z
2i
1 , z
2i
2 ). Let uj(r) be the inverse z-transform of uj(z1, z2). Then the filter equivalent of Aˆj is the 2
j-
fold decimation of B(r) = uj(r) ∗ uj(−r) ∗ [1 + dx(r) ∗ dx(−r) + dy(r) ∗ dy(−r) + dxx(r) ∗ dxx(−r) + dyy(r) ∗
dyy(−r) + dxy(r) ∗ dxy(−r)].
Next, applying the ADMM steps described above for solving the minimization problem of equation (23) is nearly
identical except the fact that the up-sampling matrix E is replaced by identity matrix because the cost is not defined
through up-sampling. Here the size of the variable is the same as the size of the measured image. The initialization for
ADMM iteration, s¯(0), now simply comes from s(k), which is the result of previous iteration of the BCD loop represented
by equations (22) and (23). Next, the following proposition confirms the convergence of the block coordinate descent
algorithm specified by the equations (22) and (23).
Proposition 3. The block coordinate descent method represented by the equations (22) and (23) with the problem
of equation (23) solved by ADMM method described above, converges to a local solution of the problem (10) if
Jsa(s(k+1), β(k+1), τ, h,m) < Jsa(s(k), β(k+1), τ, h,m) and if there is no s for which F (s, h,m),R1(s) =
∑
r ‖(d1∗
s)(r)‖2, and R2(s) =
∑
r ‖(d1 ∗ s)(r)‖2 will have zero value simultaneously.
4 Experimental results
For evaluating the restoration performance of the proposed COROSA approach, we considered deconvolution of Total
Internal Reflection Fluorescence (TIRF) microscopy images and the reconstruction of Magnetic Resonance Images
(MRI) from under-sampled Fourier data. These problems involve different measurement and noise models and are
hence good candidates for evaluating the performance of the proposed approach alongside state of art methods. In
choosing the methods for comparison, we restrict ourselves to derivative based regularization methods, and we do not
compare with learning based methods. We compare COROSA with second order TV (TV2) [18], Hessian-Schatten
norm regularization (HS) [20], combined order TV (COTV) [27] and TGV2 [30] regularization methods. We also
implemented the combined order TV formulation with Hessian-Schatten norm regularization replacing the original
second order TV term, for the purpose of comparison. We refer to this method as Combined Order Hessian-Schatten
(COHS) regularization. For the HS functional, we found that setting p = 1 yielded the best performance. We also
include the result of the multi-resolution loop represented by equations (18) and (19) in the comparison (without BCD
iterations of equations (22) and (23)). We denote this by COROSA-I. For objective comparison, we use Signal to Noise
Ratio (SNR) [38] and Structural Similarity Index (SSIM) [39] scores.
The smoothing parameter λ was tuned for best performance in terms of SSIM and SNR by using original reference
images as done by most methods that focus on the design of regularization. In the case of COTV, and COHS, additional
tuning is required to fix the parameters determining the first and second order TV terms. In this regard, we set the
relative weights between first and second order derivatives so as to yield the lowest regularization functional cost. This
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ensures that the corresponding functionals fit to the measurements, while tuning λ for best score ensures overall balance
between regularization and data fitting terms in restoration.
The spatial weight β(r) can be determined through optimization problem defined in (18) and the corresponding result
is given in Proposition 1, with the parameter τ chosen to be a scalar parameter. However, we observed that it is
advantageous to make τ spatially variant for the following reasons: (i) in the regions of low intensity, it is advantageous
to make β(r) less sensitive to variations in the relative magnitude of first and second order derivatives, and hence τ
has to be larger; (ii) in the regions of high intensity, it is advantageous to make β(r) more sensitive to variations in the
relative magnitude of first and second order derivatives, and hence τ has to be smaller. In short, it is advantageous to
make τ spatially variant and inversely proportional to some approximate estimate of the required image, say f¯(r). We
use the following strategy to get this approximate estimate: (i) for solving the problem given the equation (18), we use
f itself as the approximate estimate, i.e., we set f¯(r) = f(r). Next, in the block-coordinate descent loop specified by
the equations (22) and (23), we keep f¯(r) fixed at the image used to initialize the loop, that is we set f¯(r) = s(0)(r).
From f¯(r), we compute τ(r) as follows: we compute the image exp(−100 ∗ f¯2(r)) and then rescale it to the range
[0.01, 100]. This scheme worked well for all our test cases, and hence we kept this scheme for determining τ(r) fixed
without any data specific tuning.
We found this value range to be effective for both TIRF and MRI, across all images and noise/sampling conditions.
Figure 1: TIRF model images (a) Actin 1 (b) Actin 2 (c) Tubulin
In the first experiment, we evaluate the proposed method for deconvolution of TIRF images. We generate test models
from real measured TIRF images of negligible noise by deconvolving them by a simple inverse filtering and then use
them to generate noisy blurred test images. The images for generating the model images were acquired from samples
containing labelled Actin 1, Actin 2 and Tubulin. The Actin images were acquired by staining with phalloidin-488 and
an EMTB-mCherry transgene was used in the case of Tubulin image. Wavelength for excitation was 491nm for Actin
samples and 561nm for Tubulin sample. All images were acquired using a 100x objective lens with numerical aperture
(NA) 1.45. The exposure time was set to 300ms, and this was sufficient to get nearly noise-free images. By a simple
inverse filtering of these measured images, we obtain the reference images (models), which are shown in figure (1).
For generating the test images from reference test models, we used blurring kernel with a bandwidth that is slightly
lower than the bandwidth of the system that measured the model images. This was done by setting NA = 1.4. We used
the following model to generate test images:
m(r) = P [γp(h ∗ s)(r))] + η(r) (48)
Here h(r) represents 2D TIRF PSF with NA = 1.4, and with other parameters set to be identical to that of the system
that measured the models. Here P refers to Poisson process with γp representing the scale factor for photon count,
and η is AWGN of variance ση. We use this mixed noise model to make the test data realistic although we do not
use the log-likelihood functional of the mixed model in the formulation of our method. For each reference model, we
generated four images with γp = 5,10,15,20 and ση = 1. The four noisy images corresponding to Actin 1 are shown
in figure (2) as an example. It has to be pointed out that we did not include TGV in this experiments because of its
poor performance, as was observed in [29]. In this regard, it is worthwhile to note that TGV has been used notably
only for MRI reconstruction. The deconvolution results in terms of both SSIM and SNR scores are presented in Table
1. The scores show that the proposed COROSA outperforms other methods in most cases, with the performance
advantage significant when the noise is high. It is to be noted that TV2 gives slightly better scores than COROSA as the
measurements become less noisy. This is due to the fact that the effect of spatial adaptiveness is negligible, and the fact
that, TV2 can converge to the minimum more accurately because of its simplicity, which takes over the advantage of
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Figure 2: Blurred noisy images obtained from Actin 1 (a) γp = 5 (b) γp = 10 (c) γp = 20 (d) γp = 30
spatial adaptiveness. However, in such low-noise cases, the difference in the score is much lower than the advantage that
COROSA has in noisy cases. Figure (3) shows a set of restored images corresponding to Actin 1 image and γp = 20.
In terms of SSIM, the difference between TV2 and COROSA is 0.006 and difference in SNR is 0.2dB. However, as
evident from the displayed images, there is a clear visual improvement in the result of COROSA. Another observation
is that COROSA significantly outperforms COTV and COHS, because of the absence of spatial adaptivity.
Table 1: Comparison of deconvolution results for TIRF images
Image Poisson NoiseScale Factor
SSIM SNR
TV2 HS CO-TV CO-HS COROSA-I COROSA TV2 HS CO-TV CO-HS COROSA-I COROSA
Actin 1
5 0.7253 0.7313 0.5023 0.5024 0.7283 0.7623 10.530 10.580 9.370 9.369 10.581 10.967
10 0.7938 0.7926 0.6790 0.6790 0.7923 0.8068 13.435 13.451 12.880 12.893 13.399 13.816
20 0.8527 0.8494 0.8065 0.8070 0.8482 0.8533 15.624 15.640 15.381 15.427 15.590 15.903
30 0.8905 0.8879 0.8672 0.8671 0.8866 0.8903 16.880 16.906 16.811 16.812 16.809 17.078
Actin 2
5 0.7354 0.7445 0.5164 0.5165 0.7407 0.7800 12.026 12.060 10.737 10.737 12.054 12.344
10 0.8276 0.8294 0.7123 0.7122 0.8289 0.8440 14.591 14.580 13.959 13.966 14.582 14.739
20 0.8834 0.8808 0.8391 0.8391 0.8803 0.8816 16.581 16.562 16.378 16.391 16.538 16.552
30 0.9044 0.9001 0.8799 0.8798 0.8967 0.8989 17.689 17.662 17.579 17.594 17.605 17.573
Tubulin 1
5 0.7692 0.7845 0.4908 0.4908 0.7797 0.8270 13.415 13.603 11.302 11.303 13.568 13.921
10 0.8297 0.8321 0.6851 0.6850 0.8305 0.8439 15.695 15.714 14.756 14.755 15.687 15.855
20 0.8680 0.8643 0.8063 0.8062 0.8631 0.8622 17.461 17.517 17.168 17.177 17.502 17.549
30 0.8808 0.8769 0.8500 0.8501 0.8746 0.8748 18.270 18.288 18.074 18.107 18.231 18.249
In the second experiment, we considered reconstruction of MRI images from undersampled k-space measurements. The
source MRI images are shown in figure (4) and were obtained from different sources, with the corresponding references
provided in appendix. It has to be mentioned that some of these reference images have been obtained using traditional
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Figure 3: Actin 1 Restoration: (a) Original Image (b) Noisy Image, γp = 20 (c) TV2 (d) HS (e) COTV (f) COHS (g)
SAMTV (h) COROSA
reconstruction methods and hence contain artifacts. However, this does not affect the validity of our comparisons done
here, because, all the methods evaluated in this paper including the proposed method remove these artifacts. Hence, we
focus on how well the actual structures are reproduced by various methods in the presence of noise and undersampling,
and ignore the removal of artifacts present in the reference images. For sampling, we generated random and spiral
trajectories using the MATLAB code given by Chauffert et al. [40]. In addition, we modified the spiral trajectory
by filling in low frequency region, since the default spiral had low sample density in the low frequency region. Both
sampling trajectories with 10% and 20 % densities are shown in figure (5). For simulating the thermal noise, we added
white Gaussian noise to the k-space data. To control the noise we use the strategy of [10]: the Gaussian variance is
adjusted such that, if added to both real and imaginary parts of full Fourier transforms of the image, it results in PSNR
of 10dB and 20dB upon the Fourier inversion. We generated six sample set from each MRI image as follows: for each
sampling trajectories, we generated 20% sample set with two noise levels (10dB and 20dB), and 10% sample set with
one noise level (20dB). This make a total of 36 sample sets. The comparisons in terms of SSIM and SNR scores for all
cases are given in Table 2.
The reconstruction scores in Table 2 show that, in most cases, the proposed COROSA approach is better than all
competitive methods, with COTV and COHS being the nearest in terms of scores. While the performance advantage of
COROSA is significant with respect to other methods with random sampling, the score difference is less in the case
of spiral sampling. This can be explained by the fact that low frequency samples are less in our random trajectory
compared to the custom spiral trajectory and our multi-resolution initialization aids in better recovery of these low
frequency components, giving higher scores than other methods. In general, combined order methods perform well in
MRI reconstruction, when compared to TIRF restoration. Figure (6) shows reconstruction results for MRI 6 image
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Figure 4: MRI Reference Images
with 10% sampling and 20dB PSNR samples. It is clear from the figure that COROSA suppresses background artifacts
with the help of spatial adaptation better than TV2 and HS, while also avoiding the staircase artifacts that is normally
caused if TV1 is used without spatial adaptation as present in COTV and COHS reconstructions. A selected region
of this reconstruction is shown in figure (7) to further emphasize this fact. We have also given the reconstruction
results for MRI 1 image with 10% sampling and 20dB PSNR samples in figure (8), showing that visual improvement
with COROSA is consistent with the higher scores. Further, COTV and COHS introduce prominent artifacts in the
reconstruction as seen in zoomed-in view of the same set of images displayed in the figure (9). It is also clear that
these artifacts are not the remnants of the artifacts in the original model, but were produced by COTV and COHS
methods. On the other hand, COROSA results do not have any artifacts. There is one exception in the results that does
not confer to the pattern exhibited by other test case. In the case of reconstruction for MRI 4 image, COTV was giving
significantly better SNR than COROSA. When we evaluated the corresponding results visually, we found that the
reference MRI 4 image itself has block like piecewise constant regions. Because of this, COTV results have higher SNR
compared to COROSA caused by the fact that COROSA keeps a minimum amount of second-order smoothing even in
the piece-wise constant regions. However, in terms of SSIM score and visual quality, the difference is insignificant.
Next, it is worthwhile to note that, TGV has the ability to be spatially adaptive because of the auxiliary variable, p,
and it also retains convexity, which makes it quite attractive. However, our method outperforms TGV significantly.
Further, surprisingly, even basic non-adaptive methods such as COTV and COHS outperform TGV in many test cases.
A possible reason that we inferred based on some reconstructions trials, is that, the inferior performance of TGV is due
to the lack of efficient optimization method to handle the auxiliary variable. Specifically, the convergence of all known
optimization methods proposed for TGV is highly dependent on the value of the the smoothing parameters α1, α2 and
λ. This leads to the inferior performance of TGV although it is based on rich and elegant mathematical formulation.
With regards to the computation time, we found that COROSA restoration for 256× 256 image is completed in 176.9s,
while TGV2 takes 24.2s in MATLAB running on Core i7-3770 CPU with 8 GB RAM. All methods were set to run with
100 iterations and the number of multiresolution levels was set to 4 for COROSA.
5 Conclusion
We developed a novel form of regularization scheme that combines first- and second-order derivatives in a manner that
is adaptive to the image structure. The adaptation is achieved by the fact that the relative weight that combines first- and
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Figure 5: MRI Trajectories, Random: (a) 10% (b) 20%, Spiral: (c) 10% (d) 20%
second-order derivatives is determined by the same cost functional along with an additional regularization for preventing
rapid variations in the adaptive weights. We used isotropic TV for the first-order term, and Hessian-Schatten norm for
the second order term. We construct an iterative method for minimizing the resulting non-convex and non-differentiable
cost functional, and we prove the convergence of the iterative method. We demonstrated that, the proposed regularization
method outperforms notable regularization methods in the literature when the noise is high in the case of deblurring
for microscopy. Also, we demonstrated that, the proposed regularization method outperforms when the noise and
under-sampling factor are high in magnetic resonance imaging.
Appendix
Proof of Proposition 1
Proof: Solution β¯(r) ∈ [0, 1]N×N is given by
β¯(r) = argmin
β
R(j)sa (s, β, p) + L(β, τ)
= argmin
β
∑
r
β(r)‖(d1 ∗ (E(j)s))(r)‖2 +
∑
r
(1− β(r))
∥∥∥ζ ((H2 ∗ (E(j)s))(r))∥∥∥
p
− τ
∑
r
log (β(r)(1− β(r)))
For the case d(r) = ‖(d1 ∗ (E(j)s))(r)‖2 −
∥∥ζ ((H2 ∗ (E(j)s))(r))∥∥p = 0, equating derivative w.r.t. β to zero gives
2τ ¯β(r) = τ which gives the solution ¯β(r) = 0.5. Now we examine the case where d(r) is non-zero. For this, we first
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Table 2: Comparison of MRI reconstruction results
Image Trajectory SR INPUTPSNR
SSIM SNR
TV2 HS TGV CO-TV CO-HS COROSA-I COROSA TV2 HS TGV CO-TV CO-HS COROSA-I COROSA
MRI_1
Spiral 20
10 0.9722 0.9759 0.9786 0.9828 0.9821 0.9763 0.9832 24.707 25.775 26.680 28.256 28.159 25.721 28.071
20 0.9722 0.9759 0.9786 0.9829 0.9823 0.9763 0.9834 24.710 25.780 26.685 28.274 28.190 25.729 28.115
10 20 0.9547 0.9547 0.9588 0.9636 0.9636 0.9563 0.9657 22.068 22.136 22.860 24.204 24.115 22.347 24.090
Random 20
10 0.9024 0.9267 0.9270 0.9261 0.9341 0.9460 0.9623 19.393 20.736 19.725 22.801 22.980 21.843 24.354
20 0.9024 0.9267 0.9273 0.9262 0.9343 0.9460 0.9624 19.393 20.731 19.748 22.806 22.987 21.848 24.354
10 20 0.8069 0.8113 0.7930 0.8098 0.8098 0.8386 0.9046 14.419 14.726 14.378 16.375 16.375 15.712 18.518
MRI_2
Spiral 20
10 0.9902 0.9931 0.9951 0.9981 0.9981 0.9937 0.9982 22.681 24.531 26.059 30.659 30.659 24.696 30.281
20 0.9902 0.9931 0.9951 0.9981 0.9981 0.9937 0.9983 22.685 24.537 26.064 30.771 30.771 24.707 30.448
10 20 0.9779 0.9781 0.9823 0.9930 0.9930 0.9817 0.9923 18.949 19.087 20.200 24.396 24.396 19.934 23.578
Random 20
10 0.9365 0.9628 0.9655 0.9919 0.9919 0.9827 0.9953 16.689 18.869 17.690 27.487 26.600 20.761 27.542
20 0.9365 0.9627 0.9572 0.9920 0.9920 0.9827 0.9954 16.689 18.880 16.648 26.654 26.654 20.766 27.603
10 20 0.8533 0.8562 0.8465 0.8871 0.9045 0.8952 0.9594 11.959 12.140 11.769 15.259 15.485 13.438 17.381
MRI_3
Spiral 20
10 0.9397 0.9484 0.9520 0.9606 0.9606 0.9485 0.9619 21.497 22.613 23.117 24.551 24.551 22.666 24.555
20 0.9398 0.9485 0.9521 0.9608 0.9608 0.9486 0.9621 21.499 22.616 23.120 24.574 24.574 22.670 24.579
10 20 0.8792 0.8821 0.8791 0.8908 0.8951 0.8801 0.8985 17.995 18.183 18.333 19.575 19.575 18.326 19.443
Random 20
10 0.7496 0.7837 0.7604 0.7903 0.7900 0.8040 0.8637 14.884 16.035 15.453 17.315 17.219 16.717 18.331
20 0.7427 0.7799 0.7530 0.7833 0.7833 0.7961 0.8545 14.811 15.921 15.309 16.961 16.930 16.492 17.981
10 20 0.4978 0.5030 0.4863 0.5473 0.5616 0.5474 0.6506 8.644 8.791 8.727 9.709 11.021 9.429 11.509
MRI_4
Spiral 20
10 0.9919 0.9935 0.9896 0.9963 0.9958 0.9939 0.9962 28.595 29.925 28.127 33.220 32.658 30.125 32.652
20 0.9919 0.9936 0.9896 0.9965 0.9959 0.9940 0.9963 28.601 29.935 28.132 33.278 32.725 30.135 32.726
10 20 0.9827 0.9824 0.9839 0.9889 0.9880 0.9845 0.9890 24.693 24.598 25.602 28.009 27.560 25.415 27.207
Random 20
10 0.9708 0.9767 0.9776 0.9779 0.9794 0.9805 0.9849 24.584 26.191 26.220 30.665 30.153 27.383 30.061
20 0.9698 0.9762 0.9778 0.9781 0.9797 0.9803 0.9852 24.488 26.103 26.127 30.837 30.205 27.301 30.131
10 20 0.9280 0.9273 0.9159 0.9355 0.9355 0.9417 0.9608 19.479 19.480 19.374 21.724 21.724 20.543 22.544
MRI_5
Spiral 20
10 0.9576 0.9640 0.9685 0.9733 0.9733 0.9631 0.9745 21.002 21.975 22.753 24.280 24.280 21.950 24.352
20 0.9577 0.9641 0.9689 0.9735 0.9735 0.9631 0.9748 21.005 21.981 22.824 24.310 24.310 21.955 24.384
10 20 0.9224 0.9233 0.9263 0.9357 0.9357 0.9270 0.9381 18.156 18.186 18.497 19.630 19.630 18.586 19.485
Random 20
10 0.8557 0.8858 0.8879 0.8965 0.9017 0.9137 0.9507 17.082 18.114 17.474 19.893 19.893 18.862 21.597
20 0.8510 0.8796 0.8797 0.8901 0.8944 0.9124 0.9545 16.967 18.019 17.430 19.876 19.876 18.888 21.908
10 20 0.7367 0.7355 0.7319 0.7633 0.7588 0.7790 0.8707 13.841 13.876 13.427 15.091 14.829 14.593 16.160
MRI_6
Spiral 20
10 0.9834 0.9871 0.9838 0.9937 0.9937 0.9872 0.9954 19.359 20.980 19.958 25.886 25.886 21.136 27.246
20 0.9835 0.9871 0.9838 0.9939 0.9939 0.9873 0.9956 19.363 20.985 19.957 25.956 25.956 21.144 27.432
10 20 0.9721 0.9724 0.9769 0.9841 0.9841 0.9747 0.9861 17.146 17.181 18.619 20.961 20.961 17.759 21.214
Random 20
10 0.9564 0.9687 0.9668 0.9784 0.9784 0.9758 0.9891 16.609 18.259 16.995 22.090 22.090 18.950 23.844
20 0.9517 0.9648 0.9675 0.9765 0.9765 0.9763 0.9900 16.784 18.544 17.220 22.424 22.424 19.185 24.354
10 20 0.8956 0.8959 0.8923 0.9110 0.9151 0.9246 0.9541 12.817 12.892 13.091 15.303 15.303 13.827 16.666
Figure 6: MRI 6 Restoration (10% Random Samples, 20dB) (a) Reference (b) TV2 (c) HS (d) TGV (e) COTV (f)
COHS (g) SAMTV (h) COROSA
define the following:
v1(r) = ‖(d1 ∗ (E(j)s))(r)‖2, v2(r) =
∥∥∥ζ ((H2 ∗ (E(j)s))(r))∥∥∥
p
Next, we note that β¯(r) is less than 0.5 if v1(r) > v2(r) and greater than 0.5 if v1(r) < v2(r). Hence, the following
transformation will reduce the range of minimization variable to [0, 0.5]:
β(r) =
1
2
− sign(d(r))βr(r) (49)
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Figure 7: MRI 6 Selected Region (10% Random Samples, 20dB) (a) Reference (b) TV2 (c) HS (d) TGV (e) COTV (f)
COHS (g) SAMTV (h) COROSA
Figure 8: MRI 1 Restoration (10% Random Samples, 20dB) (a) Reference (b) TV2 (c) HS (d) TGV (e) COTV (f)
COHS (g) SAMTV (h) COROSA
Translating the optimization problem in terms of βr(r) gives
β¯r(r) = argmin
β
(0.5 + βr(r))dl(r) + (0.5− βr(r))dh(r) − τ log ((0.5 + βr(r))(0.5− βr(r)))
= argmin
β
− βr(r)(dh − dl)(r)− τ log
(
0.25− β2r (r)
)
where
dl(r) = min(v1(r), v2(r)), dh(r) = max(v1(r), v2(r))
Equating derivative w.r.t. βr(r) to zero yields the quadratic equation
β2r (r) +
2τ
|d(r)|βr(r)− 0.25 = 0.
The roots are given by
β+r (r) =
1
2
(√
ζ2 + 1− ζ
)
, β−r (r) =
1
2
(
−
√
ζ2 + 1− ζ
)
.
where ζ = 2τ|d(r)| . From the form of the expressions, it is clear that β
+
r (r) is positive. Also, as |d(r)| ranges from 0 to
∞, β+r (r) ranges from 0 to 0.5. Hence, β+r (r) ∈ [0, 0.5]N×N , which is the required solution. Substituting β+r (r) in
the equation (49) gives the expression of the equation (21). Since β+r (r) ∈ [0, 0.5], it is clear that β(r) is guaranteed to
be in the range [0, 1]. In fact, it is guaranteed to be in the interval (0, 1) because L will be infinity if β(r) = 0, 1.
16
A PREPRINT - APRIL 9, 2019
Figure 9: MRI 1 Selected Region (10% Random Samples, 20dB) (a) Reference (b) TV2 (c) HS (d) TGV (e) COTV (f)
COHS (g) SAMTV (h) COROSA
Proof of Proposition 2
The matrix in the equation (47) can be expressed as
Aˆj = E
(j)T
(
I + DTxDx + D
T
y Dy + D
T
xxDxx + D
T
yyDyy + 2D
T
xyDxy+
)
E(j) (50)
Note that E(j) is the matrix equivalent of j-stage implementation of upsampling by a factor of two; this upsampling is
realized by a expansion by a factor of two, which is inserting a zero after each pair of samples along both axes, and
then filtering by u(r) = [1 4 6 4 1]T [1 4 6 4 1]. This operation is also equivalent to the single stage implementation
involving 2j fold expansion, and then filtering by uj(z1, z2) =
∏j−1
i=0 u(z
2i
1 , z
2i
2 ) where u(z1, z2) is the z-transform of
u(r) [41]. Let uj(r) be the inverse z-transform of uj(z1, z2). From the structure of E(j), we infer that multiplication
by E(j)T is equivalent to convolution by uj(−r) following by decimation by a factor of 2j along both axes, which is
the operation of skipping 2j − 1 samples for each block of 2j samples.
Next, the matrix Dx represents convolution by dx(r) and DTx represents convolution by dx(−r). The other matrices
within the square brackets are similarly interpreted. Hence the operation equivalent to multiplication by Aˆj is the
following three stage operations in sequence: (i) 2j fold expansion; (ii) filtering by B(r) = hj(r) ∗ hj(−r) ∗ [1 +
dx(r)∗dx(−r)+dy(r)∗dy(−r)+dxx(r)∗dxx(−r)+dyy(r)∗dyy(−r)+2dxy(r)∗dxy(−r)]; (ii) 2j fold decimation.
This three stage operation is equivalent to convolving by 2j fold decimated version of B(r) [41].
Proof of Proposition 3
Our proof will be based on Zangwill’s global convergence theorem. It states the three conditions to be satisfied by
the iterates to ensure convergence. The conditions are the following: (i) the sequence {(s(k), β(k)}i=1,2,... is descent
sequence, i.e., the sequence should satisfy Jsa(s(k+1), β(k+1), τ, h,m) < Jsa(s(k), β(k), τ, h,m); (ii) the sequence of
iterates should be contained in a compact set; (iii) the mapping that generates the iterates should be closed, i.e., ifM is
mapping such that (s(k+1), β(k+1)) =M(s(k), β(k)), then it should be a closed mapping.
To verify the second condition, note that {(s(k), β(k)}i=1,2,... is within the sub-level set satisfying Jsa(s, β, τ, h,m) ≤
Jsa(s(0), β(0), τ, h,m). This is a bounded set because the function Jsa(s, β, τ, h,m) is bounded below and has empty
null space. Note that a bounded set in Euclidean space is compact.
Note that Jsa(s(k), β(k+1), τ, h,m) < Jsa(s(k), β(k), τ, h,m). This is because β(k+1) is computed by exact
of minimization of Jsa(s(k), β, τ, h,m) with respect to β. Next, s(k+1) is computed by iterative minimiza-
tion of Jsa(s, β(k+1), τ, h,m) with respect to s using ADMM. By assumption, Jsa(s(k+1), β(k+1), τ, h,m) <
Jsa(s(k), β(k+1), τ, h,m). Hence we, have Jsa(s(k+1), β(k+1), τ, h,m) < Jsa(s(k), β(k), τ, h,m). This verifies the
first condition.
To verify the third condition, we will first verify that each cycle of ADMM is a continuous mapping. We first consider
the mapping (d(k+1)f ,d
(k+1)
s ,d
(k+1)
0 ) = K(s¯(k), β¯) represented by the equations (41), (42), and (43). Since these
equations represent exact single step minimizations of convex sub-functionals, the mapping K(·) is continuous. Next,
consider the mapping s¯(k+1) = L(d(k+1)f ,d(k+1)s ,d(k+1)0 , β¯) represented by the equation (44). This minimization is
implemented by conjugate gradient iterations. Conjugate gradient iteration with any number of steps is equivalent
to a minimization of convex quadratic function within a subspace and it is also continuous. Hence the mapping,
M2(·, β¯) = L(K(·, β¯), β¯), which represents one cycle of ADMM, is continuous. If the minimization given in equation
(23) is implemented with Na cycles of ADMM with initialization s(k), we can represent this as s(k+1) =MN2 (s(k), β¯).
Now, the minimization in the equation (22) is continuous operation because it is implemented by exact minimization,
and function with respect to β alone is convex. The result, β¯, is a function of s(k). We denote the minimization
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operation specified by the equation (22), by (s(k), β¯) =M1(s(k)). Hence one cycle of block coordinate descent can be
represented as s(k+1) =MNa2 (M1(s(k))). The above mapping is also continuous since it is composition of continuous
mappings.
References for MRI Images
MRI 1, https://www.xraygroup.com.au/index.php/our-services/mri
MRI 2, https://www.healthcare.siemens.es/magnetic-resonance-imaging/options-and-upgrades/upgrades/magnetom-trio-upgrade/use
MRI 3, https://radiopaedia.org/images/208569
MRI 4, https://www.usoccdocs.com/contract-service-mri/
MRI 5, https://www.researchgate.net/post/What_do_you_think_diagnosis_of_this_pediatric_brain_MRI2
MRI 6, https://www.healthcare.siemens.co.uk/magnetic-resonance-imaging/0-35-to-1-5t-mri-scanner/magnetom-aera/use
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