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Resumo 
Considerando a ascendente popularização que a Internet vem acumulando no papel de 
importante veículo de comunicação, muitas das atuais aplicações não mais têm encontrado 
neste ambiente uma infra-estrutura adequada para o funcionamento ideal. Deste modo, 
o estudo de soluções capazes de transformar a Internet em um ambiente adaptado ao 
tráfego de informações em diferentes níveis de qualidade de serviço (QoS) tem recebido 
grande destaque por parte da comunidade acadêmica. Neste contexto, uma proposta de 
negociação de serviços com requisitos distintos de QoS mostra-se bastante adequada na 
medida em que certamente contribui para garantir a QoS necessária ãs referidas aplicações 
de maneira permanente e controlada. 
Este trabalho apresenta uma proposta para comunicação entre domínios distintos por 
meio de um modelo de negociação que visa automatizar as transações de QoS, inclusive 
entre domínios administrativos, numa busca por QoS fim-a-fim. Para realizar essa tarefa, 
o referido modelo de negociação a ser proposto é embutido em uma infra-estrutura de QoS 
simulada já existente. O objetivo principal é o estudo e a implementação de mecanismos 
de negociação que minimizem transmissões fim-a-fim realizadas através do melhor esforço, 
utilizando para tal reservas de recursos baseadas em políticas. 
Para a especificação do modelo em nível operacional, serão utilizados conceitos pre-
sentes em protocolos como o Common Open Policy System (COPS), o Border Gateway 
Routing Protocol Plus (BGRPP) e o Simple Inter-Domain Bandwidth Broker Signallíng 
(SIBBS). A idéia é que seja feita uma reunião de boas práticas existentes, tendo como 
foco a adaptação para o contexto de negociações dinâmicas e transparentes entre domíni-
os. Como diferencial, o nível gerencial do modelo apresenta uma arqnítetura de políticas 
que busca atribuir um maior grau de abstração para o administrador da rede, seguindo 
preceitos do paradigma de administração baseado em políticas de configuração. 
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Abstract 
Considering the incresing Internet popularity as an important communication vehicle, 
many of the current applications don't find in this environment a suitable infrastructure 
for the ideal execution anymore. This way, the study of solutions that could be able 
to transform the Internet into an adapted environment to the information traffic with 
different leveis of quality of service (QoS) has received great attention by the academic 
community. In this context, a service negotiation proposal with distinct QoS requirements 
shows up to be very appropriated since it certainly contributes to guarantee the necessary 
QoS to the mentioned applications in a permanent and controlled manner. 
This work presents a proposal of negotiation model among distinct domains to auto-
mate QoS transactions on an effort for end-to-end QoS acquirement. To this, the proposed 
communication model is embedded in an existing simulated QoS infrastructure. The main 
goal is the study and implementation of negotiation mechanisms that can minimize end-
to-end transmissions based on best effort service, making use of policy based resource 
reservation to achieve this. 
For the model's operational levei specification, concepts present on protocols like 
the Common Open Policy System (COPS), the Border Gateway Routing Protocol Plus 
(BGRPP), and the Simple Inter-Domain Bandwidth Broker Signalling (SIBBS) will be 
used. The idea is that a collection of good concepts can be made, focusing the adaptation 
to a dynamic and transparent negotiation context among domains. As a contribution, 
the model's manageriallevel presents a policy architecture which aims at the attribu-
tion of a higher abstraction degree to the network 3.dministrator, following rules of the 
administration paradigm based on configuration policies. 
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A Internet tradicionalmente fornece a sens nsuários o serviço do melhor esforço para a 
transmissão de dados. Neste serviço, o tráfego é processado o mais rápido possível, não 
havendo qualquer compromisso com requisitos de qualidade de serviço (QoS). Entretanto, 
com a rápida transformação da Internet em uma infra-estrutura comercial, e com o con-
seqüente ganho de importância das aplicações multimídia, a necessidade de QoS tornou-se 
fundamental para este ambiente. 
Várias propostas têm sido apresentadas com objetivo de transformar a Internet em 
um meio adaptado ao tráfego de informações com QoS. A Internet Engineering Task 
Force (IETF) tem proposto modelos e mecanismos os quais buscam suprir esta necessi-
dade. Dentre estes, devemos ressaltar o modelo de Serviços Integrados (IntServ) [4], o 
modelo de Serviços Diferenciados (DifiServ) [22, 26), o mecanismo de Troca de Rótulo 
Multiprotocolar (MPLS) {14), a Engenharia de Tráfego [11) e o Roteamento Baseado em 
Restrições [13]. 
Cada uma dessas abordagens possui características específicas e adequadas a situações 
peculiares. Todavia, duas propostas têm demostrado maiores vantagens nas pesquisas re-
centes. O modelo DiffServ promete o oferecimento escalável de diversos serviços com 
requi&itos de QoS específicos. Esta promessa está embasada em características como a 
simplicidade dos roteadores de núcleo e a facilidade de implementação e oferecimento de 
serviços. O MPLS, por sua vez, visa permitir um desempenho otimizado à rede atra-
vés da utilização de técnicas de Engenharia de Tráfego. A característica essencial do 
MPLS é a modificação do processo de encaminhamento de pacotes através da análise de 
rótulos, em substituição ao cabeçalho IP. A atribuição de rótulos possibilita um melhor 
aproveitamento de recursos, minimizando o potencial aparecimento de congestinamentos. 
Diversos trabalhos têm demostrado a eficácia dos modelos DiffServ e MPLS. Os tra-
balhos [18] e [9] mostram a obtenção de QoS na Internet através do uso conjunto e 
intercalado das arquiteturas DiffServ e IntServ. O trabalho [29] apresenta uma platafor-
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ma que combina DiffServ e MPLS, aliando a questão engenharia de tráfego da última com 
a questão diferenciação de tráfego da primeira. O trabalho {15] pioneiramente apresenta 
uma solução para a integração dos modelos MPLS e DiffServ. Uma plataforma que incor-
pore as características apresentadas por ambos os modelos certamente estará adaptada 
ao oferecimento de QoS. 
A aplicação das idéias e conceitos previstos nos modelos DiffServ e MPLS pode ser 
realizada através de configuração manual de roteadores. Contudo, se feita desta maneira, 
a arlministração da rede se torna uma tarefa exaustiva e pouco eficiente. Por esse motivo 
é sugerida a figura de um software que seja capaz de configurar, gerenciar e distribuir os 
recursos disponíveis na rede. A esse software é dada a denominação de Bandwidth Broker 
(BB). 
Dentre as funções exercidas por esse gerente, a função de negociação de recursos apre-
senta grande relevância no mecanismo de obtenção de QoS fim-a-fim. A negociação e 
provisão dinâmica de recursos constitui um importante passo na evolução da Internet 
[25]. A existência de um modelo de negociação fornece aos usuários a capacidade de 
especificar dinamicamente serviços e QoS desejados. 
Um BB possui seu campo de ação limitado a um domínio administrativo, o qual inclui 
um certo número de roteadores que sofrem a influência do mesmo. Cada domínio possui 
suas próprias políticas de gerenciamento de recursos. Contudo, a transmissão de dados 
fim-a-fim pode atravessar dois ou mais domínios administrativos. Deste modo, é de clara 
percepção que um modelo de negociação deve prover um mecanismo de comunicação entre 
gerentes de domínios distintos, a fim de que a QoS fim-a-fim possa ser garantida também 
para estes casos. 
Este trabalho propõe o desenvolvimento de um modelo de negociação de serviços em 
redes IP, além da especificação de um modelo de comunicação entre BBs de domínios 
administrativos distintos. O objetivo principal é o estudo e a implementação de meca-
nismos de negociação que minimizem transmissões fim-a-fim realizadas através do melhor 
esforço, utilizando para tal reservas de recursos baseadas em políticas. 
Neste contexto, vale ressaltar a contribuição deste trabalho. A definição de um modelo 
de negociação entre-s& representa uma questão ainda em aberto, bem como a definição 
de mecanismos de comunicação entre os mesmos e as interfaces para utilização. 
Para o alcance dos objetivos traçados, utilizamos um framework de QoS fim-a-fim 
composto, no nível operacional, por uma plataforma mista MPLS/DiffServ, adaptada ao 
oferecimento de serviços múltiplos com requisitos de QoS particulares. No nível gerencial 
utilizamos um BB baseado em políticas de configuração. A este BB é adicionada uma 
implementação do modelo de negociação proposto. 
Pretende-se simular o modelo proposto a fim de que a performance do BB possa ser 
verificada para diferentes políticas. Para tal intento, é utilizado o software de domínio 
3 
público Netwofk Símulator (NS) (38}. A Common Object Request Broker Archítecture 
(CORBA) [31J é utilizada como ferramenta de implementação parcial do modelo. 
Na sequência da dissertação, o Capítulo 2 apresenta uma abordagem sobre a questão 
QoS na Internet. Serão apresentados e discutidos tecnologias e conceitos utilizados atu-
almente. O Capítulo 3 discorre sobre negociação de serviços com QoS na Internet. O 
Capítulo 4 apresenta o framework de QoS utilizado neste trabalho, nos níveis gerencial e 
operacional. No Capítulo 5 é apresentada a proposta de modelo de negociação de que tra-
ta este trabalho. O Capítulo 6 é dedicado à validação do modelo proposto e, finalmente, 
o Capítulo 7 apresenta conclusões e algumas sugestões de trabalhos futuros. 
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Capítulo 2 
Qualidade de Serviço na Internet 
No contexto de redes de computadores, qualidade de serviço (QoS) se refere à idéia de 
que taxas de transmissão, taxas de erro, entre outras características do tráfego possam 
ser medidas, melhoradas e, com alguma extensão, previamente garantidas [35j. 
Provedores de serviços tradicionalmente oferecem o mesmo nível de performance a 
todos os seus consumidores através do serviço do melhor esforço. Contudo, o aumento no 
uso da Internet resultou em escassez de capacidade da rede, comprometendo o desempenho 
das aplicações de missões críticas. Ao mesmo tempo, novas aplicações surgiram, sobretudo 
aplicações multimídia, as quais passaram a exigir um desempenho superior da rede. Como 
resultado, QoS têm-se mostrado indispensável para a Internet. 
QoS não é apenas uma questão de otimização. Pode significar, por exemplo, confi-
abilidade (mesmo que em dentrimento de um desempenho superior). Enfim, QoS está 
intimamente ligada. às características do tráfego considerado. Existem diversos parâme-
tros que podem ser utilizados em sua medição. Os mais importantes são atraso, variação 
de atraso, porcentagem de descarte e vazão média.. Diferentes aplicações possuem dife-
rentes valores adequados para os parâmetros citados. Garantir QoS a um determinado 
cliente significa criar mecanismos que mantenham os parâmetros em faixas aceitáveis pa-
ra o tráfego do mesmo. A padronização de parâmetros promove a criação das chamadas 
classes de serviços. 
A Internet deve grande parte de seu sucesso à simplicidade de idéias existentes em 
sua arquitetura. O conceito de datagramas, os quais atravessam a rede de maneira in-
dependente, sem garantias de ordenação ou entrega de pacotes, confere escalabilidade a 
esta rede. Deste modo, uma proposta de modelo de QoS deve respeitar tal característica 
a fim de que possa obter sucesso e aplicabilidade. Neste capítulo, estaremos detalhando 
as propostas e conceitos mais utilizados e referenciados no que tange a área de qualidade 
de serviço na Internet. 
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2.1 Serviços Diferenciados (Di:ffServ) 
O modelo DiffServ propõe o oferecimento de classes de serviços múltiplas com requisitos 
de QoS especfficos para a Internet [22). O modelo se encarrega de oferecer as classes 
de serviços com base em duas operações fundamentais: a diferenciação de tráfegos e a 
agregação de fluxos. 
A diferenciação de tráfegos é realizada através de mecanismos de classificação. Tais 
mecanismos levam em consideração informações contidas nos pacotes. Tipicamente, é 
considerado o campo Type o f Seroice (ToS), presente no cabeçalho de pacotes do protocolo 
IPv41 . Outras informações podem ser consideradas para efeito de classificação, como 
endereço de origem, endereço de destino, entre outras. A Figura 2.1 mostra a disposição 
do campo ToS/ CoS dentro de um pacote IP. São utilizados até 6 bits para a especificação 
de classes de serviços. 
PacoteiP 
Figura 2.1: Campo ToS/CoS no pacote IP. 
A agregação de fluxos tem por objetivo reunir pacotes pertencentes a uma mesma 
classe para que a eles seja dado o mesmo tratamento no repasse através do chamado 
Per-Hop Behaviour (PHB). Um PHB é definido por um conjunto de parâmetros de con-
figuração que visam garantir os compromissos de QoS peculiares à(s) clasee(s) de serviço 
que representam. 
Outras importantes operações previstas pelo modelo são a marcação, o policiamento e 
o condicionamento do tráfego. A marcação busca atribuir uma classe ao pacote, de acordo 
com os resultados obtidos no processo de classificação. Mecanismos de policiamento são 
utilizados para garantir que qualquer tráfego de ingresso esteja dentro de padrões negoci-
ados. Tráfegos fora de padrão devem ser condicionados através da execução de algoritmos 
específicos, como o Token Bucket e o Leaky Bucket. 
1 No caso do IPvfi, o campo utilizado ê o CltJS!J of Seroice (CoS). 
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A escalabilidade é a principal característica do modelo DiffBerv. Através da agregação 
de diversos fluxos em classes, torna-se possível minimizar o esforço computacional prove-
niente da diferenciação de serviços. Os roteadores de um domínio DiffServ são divididos 
em duas categorias: roteadores de borda e de núcleo. Roteadores de borda são aqueles 
que servem de ingresso para qualquer tipo de tráfego. Realizam as operações de classifica-
ção, policionamento, condicionamento, marcação e repasse dos pacotes. O grande esforço 
computacional fica restrito a tais roteadores. Roteadores de núcleo, bem mais numerosos, 
devem conhecer apenas o PHB a ser aplicado a cada tipo de tráfego a fim de que possam 
executar o repasse coerentemente. 
As classes de serviços oferecidas por um domínio DiffServ são transformadas em PHBs 
através de diferentes parâmetros para as filas (físicas e virtuais) incorporadas aos roteado-
res do domínio. Pacotes pertencentes a diferentes classes recebem diferentes tratamentos 
nas filas. A definição e padronização de classes, através de PHBs, faz parte das atribui-
ções do grupo de trabalho DiffServ do IETF. Atualmente, existem três PHBs de classes 
de serviços padronizados: 
• Expedited Forwarding (EF): este PHB define o tratamento reservado para trã-
fegos com requisitos de baixo atraso, variação de atraso e descarte. Apresenta 
prioridade de tratamento sobre todos os demais. 
• Aasu:red Forwarding (AF): este PHB oferece baixo descarte e garantias de en-
trega de pacotes. É ideal para tráfegos que exijam confiabilidade. Define quatro 
classes de serviço, além de três níveis de descarte para cada classe. 
• Best EfFort (BE): o modelo DiffBerv oferece um PHB para suporte ao tradicional 
serviço do melhor esforço. Para pacotes pertencentes a esta classe, não é dado 
qualquer tipo de tratamento preferencial. 
A transmissão pelo serviço do melhor esforço é realizada para todos os pacotes que 
não pertençam a qualquer classe de serviço estipulada para o domínio. 
Para que um cliente tenha acesso aos serviços de seu provedor DiHServ, ele deve 
negociar um contrato com o mesmo. Este contrato é denominado Service Level Agreement 
(SLA). Um SLA especifica o tráfego do cliente que deve ser diferenciado, as classes de 
serviço suportadas, a quantidade de tráfego permitida em cada uma delas e os detalhes 
técnicos da negociação. Do ponto de vista gerencial, os detalhes técnicos representam a 
parte mais importante de um SLA, recebendo a denominação de Service Level Specifiro;tion 
(SLS). No Capítulo 3 entraremos em maiores detalhes a respeito do SLS. 
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2.2 Troca de Rótulos Multiprotocolar (MPLS) 
O modelo MPLS faz uso de conceitos de Engenharia de Tráfego para promover a otimi-
zação do processo de roteamento e um melhor aproveitamento dos recursos existentes na 
rede. 
A operação de roteamento tradicional de redes IP é ba.sea.da nas chamadas Fonnarding 
Equivalence Classes (FECs). Dois pacotes pertencem a uma mesma FEC se existe um 
mesmo prefixo na tabela do roteador que representa o maior casamento possível com 
os endereços de destino de ambos os pacotes. Pacotes pertencentes a uma mesma FEC 
recebem o mesmo encaminhamento. 
Durante o trajeto pelos nós da rede, cada roteador examina um pacote recebido e o 
atribui a uma FEC. Os pacotes têm sua rota definida com base em decisão individual 
e independente por parte de cada roteador a que são submetidos. Neste contexto, é de 
fácil percepção que o repasse usual de pacotes representa uma atividade de grande carga 
de processamento. O cabeçalho de um pacote IP possui bem mais informações do que o 
necessário para simplesmente realizar o repasse. O resultado é que o roteamento acaba 
por apresentar uma complexidade considerável. 
O modelo MPLS busca diminuir esta complexidade através de uma técnica de atribui-
ção de rótulos aos pacotes, trocados subsequentemente pelos roteadores. O rótulo passa, 
então, a ser a informação de análise em substituição ao cabeçalho dos pacotes. A atribui-
ção de pacotes a uma determinada FEC é feita apenas uma vez, pelo roteador que recebe 
o pacote na rede. A FEC à qual o pacote foi atribuido é então codificada em um valor 
curto e de tamanho fixo, que representa o rótulo. Antes do pacote ser enviado ao próximo 
nó da rede, um rótulo é atribuído e anexado a ele. Após este primeiro momento, não mais 
ocorre análise do cabeçalho do pacote. Ao invés disso, o rótulo é utilizado como índice 
de uma tabela, a qual especifica o próximo nó e um novo rótulo. A cada roteador por 
que passa o pacote, o rótulo antigo é substituído por um novo, de acordo com a tabela 
de rótulos. A Figura 2.2 mostra a estrutura de um cabeçalho MPLS, denominado Shim 
header MPLS. 
De maneira análoga ao que acontece em redes ATM, o conceito de rótulo possibilita 
a criação de circuitos virtuais sobre a topologia da rede. Tais circuitos são denominados 
Label Swítched Paths (LSPs). A introdução de LSPs modifica as características das redes 
IP, possibilitando um melhor aproveitamento de recursos e mimnimizando o aparecimento 
de congestionamentos na rede. 
Além do potencial melhor desempenho no roteamento e do melhor aproveitamento de 
recursos, o modelo MPLS apresenta uma série de outras vantagens sobre o roteamento 
tradicional: 
• Como o pacote é atribuído a uma FEC quando ingressa na rede, o roteador de 
2.2. TROCA DE RÓTULOS MULTIPROTOCOLAR (MPLS) 
Rótulo 
Rótulo (20 bits):valor do rótulo 
EXP (3 bits):campo experimental 
S (1 bit):final da pilha de rótulos 
ITL (8 bits):tempo de vida 
Figura 2.2: Shim header MPLS. 
ITL 
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ingresso pode utilizar qualquer informação sobre o pacote na atribuição do rótulo, 
mesmo que tal informação não pertença ao cabeçalho da camada de rede. No 
roteamento tradicional, apenas são consideradas informações contidas no cabeçalho 
do pacote para efeito de roteamento. 
• Decisões de repasse que dependam do roteador de ingresso podem ser facilmente 
implementadas. Afinal, um pacote que ingresse na rede por um determinado rotea-
dor pode ser rotulado diferentemente, C3l50 ele ingresse na rede por outro roteador. 
No roteamento tradicional isso não é possível, já que as informações de roteador de 
ingresso não são carregadas pelo cabeçalho. 
• As condições que determinam como um pacote é atribuído a uma determinada FEC 
podem ser bastante complexas, sem que seja causado impacto aos outros roteadores, 
os quais irão apenas repassar os pacotes, devidamente rotulados. 
• Em algumas situações, pode ser útil forçarmos que determinados pacotes sigam uma 
rota específica, escolhida no momento em que ele ingressa na rede. Este cenário 
ocorre, por exemplo, por razões de policiamento ou de engenharia de tráfego. No 
roteamento tradicional, a única solução seria obrigar o pacote a carregar consigo 
uma codificação da rota. No modelo MPLS, um rótulo pode ser utilizado para 
representar a rota, dispensando o uso da técnica tradicional. 
O modelo MPLS originalmente não possui a noção de qualidade de serviço. Entretanto, 
o uso de conceitos de Engenharia de Tráfego apresenta como consequência a obtenção de 
QoS, através do melhor aproveitamento dos recursos da rede e da otimização do processo 
de roteamento. 
Ainda sobre este assunto, o uso integrado de MPLS e DiffServ apresenta boas perspec-
tivas para a obtenção de QoS. A combinação de Engenharia de Tráfego da primeira com 
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diferenciação escalável de fluxos da última mostra-se uma proposta bastante adaptada ao 
alcance dos objetivos traçados. 
As modificações realizadas no modelo MPLS para suporte a DiffServ devem incluir 
a capacidade de diferenciação de tráfegos e o conhecimento dos PHBs por parte dos 
roteadores MPLS. O primeiro pode ser obtido através do uso do campo EXP contido 
no cabeçalho MPLS. Como tal campo contém três bits, é possível especificar até oito 
diferentes classes de serviços. Além disso, os roteadores MPLS devem ser capazes de 
implementar mecanismos de classificação, marcação, policiamento, condicionamento de 
tráfego e repasse de pacotes, de acordo com a sua possição dentro do domínio. Como 
acontece no modelo Diffserv, os roteadores devem ser separados em dois tipos: de borda e 
de núcleo, cabendo a estes último apenas a função de repasse de pacotes. Esta função só é 
p0511Ível se os roteadores conhecerem os PHBs a serem aplicados a cada classe de pacotes 
existente no domínio. 
2.3 Administração Baseada em Políticas 
O gerenciamento tradicional de redes de computadores, baseado na configuração voltada 
para os elementos de rede, tem se mostrado ineficiente nas redes atuais. A grande diver-
sidade de fabricantes, equipamentos e novas tecnologias, principalmente no que tange a 
qualidade de serviço, é uma das razões dessa ineficiência. Desta forma, faz-se necessário 
um esquema. complementar de gerenciamento que ofereça. um nível mais alto de abstração. 
O paradigma baseado em políticas de configuração mostra-se adequado ao novo con-
texto [24}. Nele, a gerência. da rede foca. serviços, e não mais os elementos de rede. A 
configuração destes últimos passa a ser transparente para o administrador, sendo realiza-
da automaticamente a partir das políticas estipuladas para o domínio. Com isso, toma-se 
possível gerenciar tecnologias e equipamentos heterogêneos transparentemente. 
Políticas descrevem os objetivos de uma empresa e são formadas por uma ou mais 
regras {21}. Regras, por sua vez, são tipicamente formadas pelo par condição/ ação: uma 
vez ocorrido os acontecimentos previstos no campo de condição da regra as respectivas 
ações são disparadas. 
A idéia deste paradigma é que os objetivos que as políticas representam sejam trans-
parentemente transformados em parâmetros de configuração para os elementos de rede. 
Isso significa que, em princípio, tudo que o administrador precisa fazer é criar as políticas 
de configuração de acordo com as necessidades e objetivos da empresa. 
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2.4 Bandwidth Broker (BB) 
A função de um BB é automatizar o processo de administração de uma rede através 
do gerenciamento dos recUISOS disponíveis e do monitoramento da quantidade de tráfego 
utilizada [7j. Ele deve oferecer ferramentas de suporte para o controle da qualidade 
de serviço em diferentes níveis de granularidade. Além disso, deve atender âs políticas 
estabelecidas para o domínio, implementando-as através da configuração dos roteadores. 
Um domínio é definido como o conjunto de todos os elementos de rede controlados pelo 
mesmo BB. 
Os parâmetros estabelecidos durante a negociação devem ser usados para controlar 
os mecanismos de classificação, llUI.l"Ctl.Çã.o, policiamento, condicionamento e repasse dos 
pacotes nos roteadores. O BB atua como um gerenciador de políticas, realizando a in-
terpretação destas em parâmetros de configuração para os roteadores que compõem o 
domínio. 
O software do BB baseia-se no modelo clássico cliente/servidor. Para cada domínio 
existe um único BB. O principal componente do software, denominado Policy Decision 
Point (PDP), é responsável por converter as políticas definidas pelo administrador do 
domínio em parâmetros de configuração para os roteadores que controla. Cada roteador 
possui a parte cliente do software denominada Policy Enforcenment Point (PEP), respon-
sável por garantir a aplicação das configurações determinadas pelo PDP. A comunicação 
entre PDP e PEP é realizada pelo protocolo COPS [16J ou SNMP [17J. A Figura 2.3 
ilustra a arquitetura descrita. 
Um BB negocia contratos de serviços baseando-se nos recUISOS disponíveis em seu 
domínio. Os clientes de um BB podem ser locais ou externos ao domínio. Um exemplo de 
cliente local é um elemento de rede localizado na borda do domínio que deseja atravessá-lo 
com requisitos de QoS. Clientes externos são representados por outros BBs, gerentes de 
domínios vizinhos, os quais desejam negociar recursos externos no intuito de garantir QoS 
fim-a-fim a clientes locais. 
2.5 Qualidade de Serviço Fim-a-Fim 
Qualidade de serviço fim-a-fim diz respeito à manutenção de compromissos com parâ-
metros de QoS mesmo quando o tráfego considerado atravessa duas ou mais redes de 
domínios administrativos distintos e de tecnologias diversas. A Figura 2.4 ilustra esta 
situação. 
Neste contexto, faz-se necessário definir o escopo a que se refere uma transação de fim.-
a-fim. Obviamente nenhum provedor de acesso pode prometer garantias de QoS a clientes 
localizados fora de suas redes de backbone. Afinal, a infra-estrutura ffsica externa a estas 
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COPSISNMP 
Figura 2.3: Arquitetura fundamental de um BB. 
redes pode ser completamente aleatória. O cliente pode, por exemplo, estar se conectando 
ao provedor por meio de linha discada. Consequentemente, limitamos as garantias de QoS 
fim-a-fim ao escopo das redes controladas diretamente pelo provedor de acesso. Todos os 
clientes em negociação devem estar inseridos no contexto das redes de backbone. Fora 
deste escopo, nenhum requisito de QoS pode ser garantido. 
Do ponto de vista do cliente, ê desejável que não haja diferenças entre uma trans-
missão de dados com QoS que envolva um único domínio e outra que envolva vários 
domínios. O cenário ideal ê que as diferenças certamente existentes entre os dois casos ~ 
jam transparentes para o cliente. Contudo, do ponto de vista operacional, existem vários 
complicadores para que isso se torne possível. 
Domínios diferentes envolvem objetivos, recursos, serviços e filosofias diferentes. Por-
tanto, antes de tudo, é necessário que haja interesse dos domínios em se relacionarem. 
Eles devem, neste caso, reservar recursos disponíveis para trãfegos externos. Ao mesmo 
tempo, devem ter a possibilidade de requisitar recursos externos aos outros domínios. 
Além disso, ê necessário que haja uma compatibilidade entre as classes de serviços 
oferecidas em cada um dos domínios. Essa compatibilidade pode ser obtida pelo ofereci-
mento de serviços padronizados ou pela implementação de mecanismos de mapeamento de 
serviços. A primeira solução é mais simples e requer apenas um acordo entre os domínios 
a fim de existam classes de serviços equivalentes em cada domínio. 
Existe ainda a necessidade de implementação de um modelo de comunicação entre 
os domínios, a fim de que estes possam negociar serviços com QoS entre si. Existem 
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Figura 2.4: Cenãrio Típico de QoS Fim-a-Fim. 
atualmente algumas propostas de modelos de comunicação, as quais serão apresentadas 
no próximo capítulo. 
Por último, deve existir um modelo de negociação comum entre os domínios. Tal 
modelo deve ser capaz de negociar recursos externos para o domínio e garantir recursos 
locais para os outros domínios, mantendo compatibilidade e coerência com as negociações 
locais. 
2.6 Trabalhos Relacionados 
Muitos estudos têm sido realizados no sentido de garantir qualidade de serviço ã Internet, 
notadamente através do uso dos modelos de Serviços Diferenciados e MPLS. 
Diversos trabalhos sugerem o uso conjunto de algumas tecnologias de qualidade de 
serviço. Os trabalhos (18} e (9J propõem a obtenção de QoS na Internet através do uso 
conjunto e intercalado das arquiteturas de Serviços Diferenciados e Serviços Integrados. 
Em f30j, encontramos a proposta de um modelo que realiza a administração transparente 
de domínios, quaisquer que sejam as arquiteturas utilizadas. O trabalho [29j apresenta 
uma plataforma que combina Serviços Difereciados e MPLS, aliando a questão engenharia 
de tráfego da última com a questão diferenciação de tráfego da primeira. 
Com relação ao gerenciamento de domínios, temos diversos trabalhos recentes que tra-
zem implementações de Bandwidth Brokers. O trabalho [7J apresenta uma implementação 
de Bandwidth Broker baseado em políticas de configuração para a arquitetura de Serviços 
Diferenciados. De maneira análoga, o trabalho {36} propõe um gerente semelhante ao de 
[7J, mas para a administração de plataformas MPLS. Temos ainda o trabalho {29j, em 
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que, além da proposta da plataforma mista (MPLS/Di:ffServ), temos a adaptação do ge-
rente de [7j para a referida plataforma_ Contudo, em todos estes trabalhos, a abordagem 
adotada prevê o controle de um único domínio administrativo. 
Finalmente, a preocupação com a obtenção de qualidade de serviço fim-a-fim também 
vem sendo demonstrada em diversos trabalhos recentes. A referência {3) mostra a es-
pecificação do projeto QBone/Internet2 de um modelo de comunicação entre Bandwidth 
Brokers, através do uso do Simple Inter-Domain Bandwidth Broker Signalling (SIBBS). 
Entretanto, tal modelo apresenta um nível mais alto de abstração, não especificando deta-
lhes do modelo de negociação. Outros três grandes projetos tratam da questão obtenção 
de QoS fim-a-fim com grande riqueza de detalhes: os projetos TEQUILA [37), AQUILA 
[2) e CADENUS {5). Em todos estes projetos, o objetivo fundamental é a obtenção de 
QoS fun-a-fun na Internet. Para tal, são apresentados modelos de negociação, além de 
propostas de representação e armazenamento de contratos. 
Apesar dos esforços atualmente existentes, a definição de um modelo de negociação 
de recursos em redes IP que promova a comunicação entre Bandwillth Brokers vizinhos 
representa uma questão ainda em aberto, bem como a definição de interfaces para sua 
utilização e seu posicionamento dentro do domínio administrativo. 
Capítulo 3 
Negociação de Serviços com QoS na 
Internet 
A disponibilização dos recursos de uma rede em diferentes níveis de qualidade introdnz 
uma preocupação imediata com a maneira como estes serão oferecidos aos clientes. Espera-
se que a distribuição seja realizada de forma justa, eficiente e flexível. Para que isso seja 
possível, ê necessária a especificação de modelos e mecanismos comprometidos com estes 
objetivos. Neste contexto, a divisão dos recursos disponíveis na rede em serviços com 
características peculiares e posterior negociação por meio de contratos tem-se mostrado 
uma proposta adequada. 
Atualmente, a negociação de serviços vem sendo tipicamente realizada de forma está-
tica. Isso significa que existe a ação explícita do administrador da rede na reconfiguração 
dos equipamentos a cada contrato negociado. Os detalhes são tratados por meios tais 
como telefone, e-mail e outros métodos que implicam em intervenção manual. Este tipo 
de procedimento, além de tornar a administração complexa e pouco flexível, ainda apre-
senta problemas como falta de confiabilidade e aumento do tempo dedicado ao processo 
administrativo. Além disso, modelos de negociação estáticos não favorecem a escalabili-
dade pois um grande número de contratos negociados potencialmente agrava os problemas 
citados. 
Por todos estes motivos, a proposta de um modelo de negociação automático e dinâ-
mico tem sido recebida com grande interesse por parte da comunidade científica. Além 
de simplificar o processo de administração e configuração, a automatização certamente 
diminuiria o tempo necessário para a negociação. Uma outra vantagem ê que métodos de 
configuração automáticos aumentam a flexibilidade do provedor de serviços em atender 
as necessidades dinâmicas de seus clientes. 
A provisão automática e dinâmica de serviços exige a especificação de um protocolo 
para a definição e negociação de níveis de serviços {25]. Tal protocolo deve oferecer suporte 
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para diveiSOS tipos de clientes e provedores de acesso, além de garantir a perfeita interação 
entre eles. Em adição, este protocolo deve privilegiar funcionalidade e confiabilidade para 
negociações não apenas no interior do domínio, mas também entre domínios distintos. 
Uma negociação de serviços pode ser classificada como intra-dominio ou como inter-
domínio. Uma negociação intriHlomínio é aquela que reúne o programa de gerência do 
domínio solicitado e um programa cliente que não represente um domínio adjacente, mas 
sim uma entidade que negocie serviços para uso próprio. Em contra-partida, uma negoci-
ação inter-domínio reúne dois programas de gerência de domínios distintos, onde um cede 
recuiSOS para o outro, que os distribuirá interna ou externamente, da maneira que melhor 
lhe convir. 
Corno a negociação de serviços é realizada por meio de contratos, é necessário criar 
padrões para diferentes perfis de serviços. A padronização mostra-se adequada na medida 
em que permite reunir as necessidades gerais de diferentes tipos de serviços. Contudo, um 
contrato padrão não deve restringir o modelo de negociação a um determinado tipo de 
protocolo ou tecnologia. Ao mesmo tempo, um protocolo de negociação deve permitir a 
negociação de diferentes padrões de contratos. Enfim, o cliente deve po53Uir uma maneira 
de obter informações sobre os tipos de contratos que seu provedor de acesso está apto a 
negociar. 
A capacidade de negociação entre domínios ê outra característica importante e útil a 
um modelo de negociação. Tal característica tem como função imprescindível garantir a 
QoS fim-a-fim. Portanto, ê bastante desejável que um modelo de negociação contenha, 
entre sens componentes, um modelo de comunicação entre domínios. 
Por último, um grupo de domínios que deseja negociar serviços entre si precisa concor-
dar a respeito dos para.metros de QoS garantidos para cada um deles. Isso pode ser feito 
de duas maneiras: pelo oferecimento de serviços padronizados ou pela implementação de 
mecanismos de mapeamento de serviços. 
Neste capítulo, discutiremos propostas de soluções para os diveiSOS requisitos destaca-
dos anteriormente e pertinentes a um modelo de negociação. Serão discutidas propostas 
para protocolos de negociação, modelos de comunicação entre domínios e contratos de 
serviços. Diversas idéias destes protocolos, modelos de comunicação e de contrato serão 
posteriormente utilizados para a confecção do modelo de negociação de que trata este 
trabalho. 
3.1 Protocolos de Negociação 
Nesta seção apresentaremos os conceitos que embasam os principais protocolos utilizados 
atualmente para a negociação de serviços na. Internet. Alguns deles foram confeccionados 
especificamente para este objetivo. Outros, apesar de não confeccionados originalmente 
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para este objetivo, podem ser adaptados para tal com certa facilidade. A partir destes 
protocolos, discutiremos propostas de soluções para os diversos requisitos do modelo de 
negociação a ser proposto posteriormente. 
3.1.1 O protocolo COPS 
O Common Open Policy System (COPS) é um protocolo desenvolvido com o intuito de 
promover trocas de informações de políticas entre um servidor e seus clientes {16). 
O protocolo é baseado no modelo cliente/servidor e possui um ambiente composto dos 
seguintes elementos: 
• Repositório de Dados: armazena informações sobre as políticas de negociação. 
• Policy Enforcement Point (PEP): ponto onde as decisões de configuração são 
aplicadas. Esta entidade reside no próprio cliente, recebendo deste solicitações de 
reserva e repassando-as ao PDP, para que este tome as decisões cabíveis. 
• Poücy Decision Point (PDP): residente no gerente, esta entidade é responsável 
por recuperar regras de políticas do repositório e gerar decisões de acordo com o 
que foi solicitado pelo cliente. 
O uso do COPS como protocolo de negociação de serviços apresenta algumas moti-
vações interessantes. Em primeiro lugar, o uso do Transmission Control Protocol (TCP) 
como protocolo de transporte garante confiabilidade na troca de mensagens de sinaliza-
ção entre cliente(s) e servidor. Existe ainda a possibilidade de utilização de protocolos de 
segurança como o IPSec e o Transport Layer Security (TLS). Uma outra característica é 
a manutenção de estados parciais até o término do processo que a originou. Por último, 
o protocolo permite o transporte de objetos variados sem a necessidade de modificações. 
Existem dois modelos de utilização do COPS: delegação e provisionamento. A diferen-
ça entre os dois está na maneira com que o PEP obtém a política do PDP. No primeiro, 
cada evento no PEP leva a uma decisão por parte do PDP indicando a política a ser 
aplicada ao evento. No segundo, as políticas são instaladas no PEP antes que este receba 
eventos. 
A comunicação entre PDP e PEP ocorre através de trocas de mensagens. A Figura 
3.1 mostra essa interação, ilustrando as principais mensagens do protocolo: 
• OPN: mensagem enviada pelo PEP ao PDP com o intuito de iniciar uma sessão. 
• CAT: mensagem enviada pelo PDP ao PEP com o objetivo de informar o primeiro 
sobre a aceitação da proposta de inicio de sessão. 
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Figura 3.1: Thoca de mensagens no protocolo COPS. 
• REQ: mensagem enviada pelo PEP que reúne informações sobre algum tipo de 
requisição a ser feita ao PDP. 
• DEC: mensagem de resposta a uma solicitação de requisição feita anteriormente. 
• RPT: mensagens deste tipo carregam informações sobre sucesso ou falha na insta-
lação de mna decisão. Toda mensagem DEC exige o envio de mna mensagem RPT 
por parte do PEP. 
• CC: mensagem responsável por encerrar uma sessão entre PEP e PDP. Pode ser 
enviada a qualquer momento por ambas as partes. 
O COPS originalmente não foi confeccionado para uso em negociações ou reservas de 
recursos. Contudo, sua adaptabilidade para o transporte de informações de políticas faz 
com que o protocolo apresente alguns conceitos interessantes para aplicações que tenham 
este objetivo. 
3.1.2 O Protocolo BGRPP 
O Border Gateway Roming Protocol Plus (BGRPP) {23] é uma arquitetura originada 
do BGRP {19) que oferece mn protocolo de negociação de recursos baseado na agrega-
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ção de reservas. As reservas são negociadas entre os chamados agentes BGRP, os quais 
são posicionados nos roteadores de borda de cada domínio. Deste modo, cada domínio 
é responsável por realizar o controle de admissão levando em consideração os recursos 
disponíveis. 
A Figura 3.2 mostra um cenário típico de utilização do BGRPP. O tráfego ingres-
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Figura 3.2: Cenário típico de utilização do protocolo BGRPP. 
• Roteador Limite (RL ): responsável por conectar um domínio a uma rede cliente. 
• Roteador de Borda (RB): conecta um domínio a outro domínio que também 
faça parte da infra-estrutura BGRPP. 
Uma vez efetuado o pedido de reserva, assume-se que o domínio de origem ê capaz de 
executar controle de admissão levando em consideração os recursos disponíveis localmente. 
Contudo, ele não tem informações sobre a disponíbilidade de recursos ao longo do caminho 
para o domínio de destino. Desta forma, o domínio de origem deve determinar um roteador 
de borda para a negociação com o respectivo agente BGRPP. Através do protocolo, os 
agentes são capazes de determinar se os recursos solicitados estão disponíveis em cada 
domínio do fim-a-fim. Cada agente ê responsável pelos recursos de seus vizinhos imediatos. 
O roteamento entre os domínios é realizado pelo Border Gl%teway Protocol (BGP). 
A sinalização do BGRPP é realizada através das seguintes mensagens: 
• PROBE: disparada por um agente do domínio de origem, esta mensagem é repas-
sada aos agentes de domínios intermediários até o domínio de destino. Ao receber 
esta mensagem, o agente certifica-se da validade do contrato e atualiza informações 
de roteamento na mesma, a fim de que o caminho de volta seja idêntico ao de ida. 
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• GRAFT: indica a disponibilidade de recursos até o domínio de destino. Esta 
mensagem é enviada em resposta a uma mensagem do tipo PROBE. 
• REFRESH: contêm a indicação de largura de banda necessária no momento. Esta 
mensagem é enviada por um agente a outro de domínio subsequente a fim de dimi-
nnir uma quantidade de recursos solicitada anteriormente. Uma mensagem do tipo 
REFRESH com valor de banda nulo é utilizada para cancelar a reserva.. 
• ERROR: indica a ocorrência de algum erro. Contêm uma descrição do tipo de 
erro. 
A principal característica do BGRPP é a escalabilidade. O protocolo faz uso de sink 
trees1 , conforme descrito pelo BGRP, para promover a agregação de reservas e uma conse-
quente economia de memória necessária para a manutenção das reservas. Desta maneira, 
a quantidade de informações de estado armazenada pela rede pode ser reduzida propor-
cionalmente ao número de sink trees que possuam reservas ativas simultaneamente. 
O BGRPP busca diminnir sobrecargas causadas pelo excesso de mensagens de sina-
lização através de um mecanismo de resposta prematura a mensagens de reserva. Este 
mecanismo é denominado quiet grafting e possibilita que as mensagens nem sempre te-
nham que trafegar por todos os domínios do fim-a-fim. O quiet grafting prevê que domínios 
intermediários guardem informações sobre recursos disponíveis em domínios vizinhos, dis-
pensando em diversas situações o envio de mensagens de PROBE para todos os domínios 
do fim-a-fim e com isso criando uma perspectiva de grande diminuição no número de 
mensagens de sinalização. 
3.1.3 O Protocolo SffiBS 
O Simple Inter-domain Bandwidth Broker Signalling (SIBBS) [3] é o protocolo de sina-
lização proposto pelo grupo QBONE/Internet2 para promover a negociação de recursos 
em redes DiHServ. 
O protocolo sugere que a negociação seja baseada nos BBs e busca a manutenção da 
simplicidade inerente ao modelo DiHServ. Ele define a troca de mensagens de sinalização 
do tipo requisição/resposta apenas entre BBs de domínios vizinhos imediatos. Tais men-
sagens carregam as informações essenciais sobre a negociação sendo executada. Existem 
dois tipos de mensagem no SIBBS: 
• Resource Allocation Request (RAR): mensagem de solicitação de recursos. 
Carrega em seu interior as informações necessárias para a alocação. 
1 Sínk trees são estruturas de dados na forma de árvores que apresentam redes de computadores 
conectadas por caminhos ótimos. 
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• Resource Allocation Answer (RAA): representa a resposta a um pedido de 
alocação feito a.nteriomente. A resposta pode ser positiva, negativa, ou parcialmente 
positiva. Neste último caso, a mensagem carrega informações sobre a quantidade 
de recursos que pode ser disponibilizada (mesmo que não seja o que foi solicitado). 
O processo de negociação é iniciado pela solicitação de recursos por parte do cliente. 
Ele envia uma RAR para o BB de seu domínio. A mensagem inclui um identificador 
do serviço, endereço de origem, endereço de destino, entre outras informações. Neste 
momento, o BB deve tomar algumas decisões, conforme segue: 
• Verificar se o elemento de origem está autorizado para o serviço. 
• Nomear um roteador de saída para o domínio. 
• Especificar um caminho até o roteador de saída. 
• Verificar se o fluxo requerido está de acordo com a capacidade do domínio e se está 
dentro dos padrões definidos para aquela classe de serviço. 
Se todas estas verificações forem satisfatórias, o BB envia a RAR, devidamente modifi-
cada com as informações sobre o domínio de origem, para o{s) gerente(s) do(s) domínio(s) 
adjacente(s). Se alguma verificação for negativa, o gerente deve retornar uma RAA para 
o cliente, especificando os motivos da negação à solicitação de reserva. 
A cada domínio de trânsito, o BB correspondente deverá realizar as seguintes avalia-
ções: 
• Certificar-se de que a requisição veio realmente do gerente de algum domínio adja-
cente. 
• Nomear um roteador de saída para o domínio. 
• Checar se os recursos solicitados não ferem a capacidade e/ou modelos de contratos 
utilizados pelo domínio anterior. 
• Checar se os recursos solicitados não ferem a capacidade e f ou modelos de contratos 
utilizados pelo domínio posterior. 
• Verificar se o fluxo requerido está de acordo com a capacidade disponível no domínio 
e se está dentro dos padrões definidos para aquela classe de serviço. 
• Especificar um caminho até o roteador de saída. 
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Se todas estas avaliações forem satisfatórias, o BB do domínio de trânsito modifica 
novamente a RAR com as informações do domínio que ele representa e a envia. para o 
próximo gerente. Estas operações se repetem a cada domínio de trânsito. Caso em algum 
desses domínios surja uma verificação negativa, o gerente correspondente deve enviar uma 
RAA para o gerente do domínio anterior, especificando os motivos da resposta negativa 
à solicitação de reserva. Neste caso, a RAA ê propagada até o elemento de origem. 
Quando finalmente chega ao domínio de destino, o BB deste domínio reconhece o 
endereço de destino contido na RAR. Novamente, ele deve realizar algurnaa avaliações: 
• Certificar-se de que a requisição veio do gerente de algum domínio adjacente. 
• Verificar se o Buxo requerido está de acordo com a capacidade disponível do domínio 
e se está dentro dos padrões definidos para aquela classe de serviço. 
• Especificar um <".aminho até o elemento de destino. 
Em caso negativo de alguma dessas verificações, acontece o mesmo procedimento dos 
domínios anteriores. Se todas estas avaliações forem satisfatórias, o BB do domínio de 
destino envia a RAR para o elemento de destino. Finalmente, tal elemento verifica se 
pode ou não receber o fluxo. Ele envia uma RAA para o gerente de seu domínio. Esta 
RAA possui sua autenticação e parâmetros para o fluxo que o elemento espera receber, 
os quais podem ser inclusive diferentes dos solicitados pelo elemento de origem. Em caso 
de rejeição, a RAA conterá os motivos da resposta negativa à solicitação de reserva. 
Ao receber a RAA do elemento de destino, o gerente do domínio de destino a autentica 
e repassa para o domínio anterior correspondente. Neste momento, ele pode configurar 
condicionadores de tráfego no roteador de ingresso do domínio e possivelmente em outros 
roteadores no caminho até o elemento de destino. O mesmo procedimento ê executado 
pelos gerentes dos domínios adjacentes, no caminho inverso em direção ao elemento de 
origem. 
Ao receber uma RAA com resposta positiva do gerente de seu domínio, o cliente 
finalmente pode utilizar os recursos solicitados. 
A Figura 3.3 mostra um exemplo de utilização do protocolo SIBBS. Também para 
este protocolo a principal preocupação é com a escalabilidade. A idéia é que a negociação 
exclusivamente entre domínios administrativos vizinhos consiga diminuir drasticamente o 
número de mensagens de sinalização. Deste modo, são especificadas apenas as interfaces 
para comunicação entre tais domínios, deixando-se em aberto detalhes sobre contratos de 
serviços, assim como os detalhes de como cada um dos domínios gerencia seus recursos. 
O objetivo ê que diferentes implementações de modelos de gerenciamento de recursos 
e contratos possam ser utilizadas neste mesmo protocolo sem a necessidade de grandes 
modificações. 
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Figura 3.3: Funcionamento geral do protocolo SIDBS_ 
3.2 Comunicação entre Domínios 
Um modelo de comunicação entre domínios define a maneira como os gerentes de cada 
domínio se relacionam, com o objetivo de negociar serviços para o domínio que represen-
tam. 
Existem atualmente três propostas de modelos de comunicação entre domínios. Nas 
linhas abaixo, serão descritos o funcionamento geral e as principais características de cada 
um destes modelos. 
3.2.1 Modelo Estrela 
O Modelo Estrela caracteriza-se pela negociação centralizada realizada pelo domínio de 
origem. Neste caso, um gerente negocia contratos de serviços diretamente com os gerentes 
de domínios com os quais deseja manter relações. 
Em um primeiro momento, o domínio de origem envia mensagens a cada um dos outros 
domínios, solicitando os serviços desejados. Posteriormente, ele receberá mensagens de 
resposta de cada um dos domínios contatados. 
A grande vantagem do Modelo Estrela é o controle administrativo que se ganha pela 
centralização das negociações no domínio solicitante. Tal domínio depende apenas de si 
próprio para propor negociações, podendo fazê-lo da maneira que lhe for conveniente. 
Por outro lado, este modelo apresenta um grande problema de escalabilidade. Depen-
dendo da topologia entre os domínios de um determinado ambiente, o número de contratos 
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Figura 3.4: Modelo Estrela. 
de negociação pode crescer consideravelmente. Isso certamente causa problemas de efici-
ência para o perfeito relacionamento entre os domínios. 
3.2.2 Modelo Hierárquico 
O Modelo Hierárquico promove a inserção de uma nova entidade com o objetivo de cen-
tralizar as negociações. Esta entidade, denominada Service Exchange (SE) {30j, passa a 
ser responsável pela definição e negociação de serviços com base em informações forne-
cidas pelos gerentes de cada dominio. As informações compreendem serviços oferecidos, 
recursos disponíveis, topologia e caracteristicas de enlaces entre domínios. 
Toda negociação ocorre por meio da SE. Periodicamente, os domiuios enviam à SE 
informações sobre compra e venda de serviços. De posse destes dados, tal entidade realiza 
''rodadas de negociação". O resultado ê a permissão total, a permissão parcial, ou mesmo 
a negação dos serviços. 
O Modelo Hieráqnico apresenta como vantagens escalabilidade e, principalmente, jus-
tiça na alocação de recursos. Como as decisões são tomadas por uma única entidade, 
pode-se pensar em critérios sofisticados para uma concessão justa de recursos. 
Em contra-partida, a aplicação deste modelo apresenta problemas de ordem prática. 
É pouco provável que um provedor de acesso concorde em informar a uma entidade ex-
terna detalhes importantes sobre sua organização interna. Menos provável ainda é sua 
concordância com que essa entidade tome as decisões de alocação de recursos em nome 
de sen dominio. 
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Figura 3.5: Modelo Hierárquico. 
3.2.3 Modelo Cascata 
O Modelo Cascata caracteriza-se pela negociação indireta de recursos. Neste modelo, 
o domínio de origem negocia apenas com domínios adjacentes. Quando é necessário 
negociar um contrato com um domínio não adjacente, essa tarefa é delegada a um domínio 
adjacente, que fará o mesmo se ainda não for o vizinho imediato do domínio de destino. 
Esse processo se repetirá até que o vizinho imediato do domínio de destino seja alcançado 
quando, neste caso, a negociação ocorre de fato e de maneira coletiva. 
Figura 3.6: Modelo Cascata. 
Este modelo apresenta grande similaridade ao modelo estrela. A diferença funda-
mental é que o primeiro possui potencialmente maior escalabilidade que o segundo. Tal 
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característica se deve ao fato de o número de negociações no modelo cascata ser potenci-
almente menor (ou, dependendo do caso, bem menor), quando comparado ao que ocorre 
tipicamente no modelo estrela. 
A grande crítica ao modelo é a dificuldade de implementação de mecanismos de justiça 
na alocação de recursos, uma vez que as decisões são descentralizadas. Um outro problema 
é o pouco controle administrativo que se tem sobre o processo de negociação com domínios 
não adjacentes, já que isso é feito de maneira indireta. 
O modelo cascata é o mais referenciado e aprovado entre todos. O exemplo mais 
notório de sua aprovação e utilização é o protocolo SIBBS [3j, desenvolvido pelo projeto 
QBone/Intemet2, o qual faz uso deste modelo de comunicação entre domínios. 
3.3 Contratos de Serviços 
Seruice Level Specification (SLS) pode ser definido como a representação de um conjunto 
de parâmetros técnicos os quais descrevem o tratamento a ser dispensado a um deter-
minado fluxo de pacotes em um domínio de transporte, entre as interfaces de ingresso e 
egresso [28J. 
Na prática, tais entidades representam contratos realizados entre duas entidades em 
um modelo de negociação, sendo estas gerente/cliente ou gerente/gerente. Contratos 
armazenam os detalhes técnicos da negociação. 
3.3.1 Requisitos de um Contrato 
O projeto TEQUILA apresenta uma boa proposta sobre as informações que um contrato 
de serviços deve possuir. A idéia é especificar um contrato de serviços genérico o suficiente 
para se tomar um padrão. Com base nesse padrão, outros contratos poderiam ser criados 
para necessidades específicas. 
Em [12), os requisitos de um contrato de serviços são divididos em: escopo, identifica-
ção de fluxo, parâmetros de conformidade de tráfego, tratamento de excesso, parâmetros 
de desempenho, disponibilidade e con:fiabilidade. 
A informação de escopo de um SLS especifica a região topológica sobre a qual a 
qualidade de serviço deve ser garantida. O escopo é representado por informações de 
identificação dos nós de fim-a-fim: endereços IP ou mesmo qualquer informação capaz de 
identificar tais nós. 
A identificação de fluxo de um SLS indica para quais pacotes o tratamento diferenciado 
deve ser executado. A informação de identificação é tipicamente representada pelo campo 
reservado à especificação da classe a que pertence o pacote. Este campo pode estar 
contido no cabeçalho do pacote IP de uma rede Di1fServ ou no rótulo do pacote de uma 
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rede MPLS. Outras informações de identificação são: portas de origem/destino a que se 
referem os pacotes e versão do protocolo IP. 
Os parâmetros de conformidade de tráfego são utilizados para o mecanismo de polici-
amento do mesmo. São representados por parâmetros que especificam valores referenciais 
a que um tráfego deve estar subordinado e por um algoritmo de conformidade de tráfego. 
Os mais utilizados são o algoritmo do Balde Furado e o do Balde de Fichas. Parâme-
tros para estes algoritmos são: taxa de pico (em bps), taxa de fichas do balde (em bps), 
profundidade do balde (em bits), unidades de transferência máxima e minima (em bits). 
O tratamento de excesso descreve como o gerente deve tratar excessos detectados nos 
mecanismos de policiamento. Existem três possíveis tratamentos: descarte, condiciona.-
mento ou remarcação. No caso dos dois últimos, deve haver informações adicionais sobre a 
operação. Por exemplo, a nova classe de pacotes para casos de remarcação, ou o tamanho 
do bujjer dos condicionadores para ClL!I08 de condicionamento. 
Os parâmetros de desempenho descrevem o comportamento desejado, ou seja, as ga-
rantias de QoS que o gerente está oferecendo ao cliente. Os parâmetros de desempenho 
são: atraso (em ms), variação estatística de atraso (em ms), descarte (em percentual) e 
vazão (em Kbps). Garantias de desempenho podem ser quantitativas ou qualitativas. Se 
pelo menos um dos parâmetros de desempenho for quantificado, então as garantias de de-
sempenho do contrato são ditas quantitativas. Caso contrário, elas são ditas qualitativas. 
Parâmetros qualitativos são especificados em três faixas: alta, média ou baixa. Apenas o 
parâmetro de vazão não pode ser qualitativo. 
A disponibilidade indica o periodo de tempo em que determinado serviço estará aces-
sível. A disponibilidade é representada pelos parâmetros de horários de funcionamento: 
durante o dia, a semana, o mês e o ano. 
Finalmente, os parâmetros de confi.a.bilidade indicam a quantidade máxima de tempo 
em que o serviço pode não estar disponível, assim como a quantidade máxima de enlaces 
e de nós que podem falhar simultaneamente. 
3.3.2 Representação e Armazenamento de Contratos 
A troca de informações de contratos no contexto da negociação de serviços exige a es-
pecificação de padrões para a representação e o armazenamento dos mesmos. Existem 
atualmente algumas propostas para a execução de ambas as tarefas. 
Com relação ã representação de informações de contratos, diversos modelos têm sido 
propostos. As informações contidas em um contrato podem ser representadas por estru-
turas de dados específicas através de Policy Information Bases {PIBs). Uma PIB deve ser 
descrita através da Abstract Syntax Notation One (ASN.l) para efeitos de padronização. 
Outras iniciativas, apoiadas pelo IETF, são o Policy Core Information Model (PCIM) 
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[10] e o QoS Policy Information Model (QPIM) (27]. Tratam-se de modelos de infor-
mação para uso específico de políticas e QoS, respectivamente. O PCIM estende o Class 
lnformation Model (CIM) para a reprerentação de informações de políticas. De modo 
análogo, o QPIM estende o modelo PCIM para a representação de políticas aplicáveis a 
mecanismos de QoS. 
Todos os modelos citados são baseados no paradigma de orientação a objeto e podem 
ser conceitualmente descritos como um conjunto de classes. Uma nova versão de modelo 
pode ser facilmente estendida a partir de um destes para a representação de informações 
de contratos de serviços. 
Com relação ao armazenamento das informações de contratos, existem propostas para 
diferentes tipos de necessidades. A forma mais simples de se armazenar os dados de con-
tratos ê através de arquivos texto. Neste caso, o acesso e a interpretação das informações 
devem ser feitos por meio de um paraer. Tal procedimento não poe6UÍ grandes funciona-
lidades para o gerenciamento das informações e deve ser utilizado quando o número de 
contratos é pequeno e a quantidade de informações de cada contrato é reduzida. 
Um proposta de solução mais robusta para o armazenamento de informações de con-
tratos ê a Extended Markup Language (XML). Através da criação de tags personalizadas 
pode-se facilmente implementar regras para o armazenamento de informações de políti-
cas. Neste caso, também é necessária a utilização de um parser. Contudo, trata-se de um 
software já otimizado e específico para esta função. Além disso, a estrutura organizada 
do XML permite o gerenciamento de uma quantidade bem maior de contratos de serviços 
com informações diversas. 
De qualquer modo, a proposta que tem recebido maior destaque no que diz respeito 
ao armazenamento de contratos segundo o IETF ê o Li.ghtweight Directory Access Proto-
col (LDAP). Diretórios LDAP são bastante apropriados para o armazenamento seguro, 
com acesso controlado e com alta eficiência para dados compartilhados na Internet [36]. 
Devido ã sua estrutura distribuída, possuem capacidade de gerenciar grande quantidade 
de informações de forma robusta. 
3.4 Resumo 
Apresentamos neste capítulo alguns assuntos relacionados ã negociação de seviços com 
QoS na Internet. Descrevemos os principais protocolos de negociação atualmente exis-
tentes. Estes protocolos servirão como base para a confecção do modelo de negociação 
que representa o principal produto deste trabalho. Além disso, discorremos sobre os pro-
blemas da comunicação entre domínios, além da representação e do armazenamento de 
contratos. 
Apresentaremos a seguir os componentes diretamente relacionados à solução de QoS 
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proposta neste trabalho. No próximo capítulo, falaremos sobre o framework que serve de 
infra-estrutura para o modelo de negociação entre Bandwidth Brokers. 
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Capítulo 4 
Framework para Obtenção de QoS 
Fim-a-Fim 
Um framework pode ser definido como um conjunto de classes estruturais relacionadas e 
define um modelo de interação entre objetos tomando por base os conceitos de especiali-
zação e herança. Mais especificamente, um framework representa a infra-estrutura de um 
ambiente de desenvolvimento padronizado e escalável. Neste contexto, tarefas especificas 
podem ser implementadas a partir de classes estruturais pré-estabelecidas, de acordo com 
as necessidades do desenvolvedor. O papel do framework é o de definir a interação entre 
estas classes, viabilizando o projeto e o desenvolvimento de módulos específicos de um 
sist.ema e livrando o desenvolvedor do conhecimento de detalhes de cunho estrutural. 
As recentes pesquisas sobre QoS na Internet, além de terem d.emonstrado a necessidade 
de tecnologias que atuem diretamente sobre a configuração de equipamentos, também 
revelam benefícios advindos do uso de ferramentas que atuem no nível gerencial. A 
ausência de tais ferramentas tem resultado em contextos administrativos estáticos, pouco 
flexíveis e bastante sucetíveis a falhas. Deste modo, a proposta de um framework para 
a obtenção e garantia de QoS na Internet apresenta grande aplicabilidade no contexto 
gerencial/ administrativo de domínios que façam uso de tecnologias como MPLS e Dif!Serv. 
Neste capitulo será apresentado um framework que propõe simular um ambiente de 
QoS composto, no nível operacional, por uma plataforma mista MPLS/DifiServ, ada.Ir 
tada ao oferecimento de serviços múltiplos com requisitos de QoS particulares. No nível 
gerencial o framerwork apresenta um BB baseado em políticas de configuração. O último 
foi proposto em [29J e o primeiro em [7j. Originalmente estes trabalhos não prevêem me-
canismos que garantam QoS íim-a-íim, especialmente para os casos em que existam dois 
ou mais domínios administrativos distintos. Desta forma, a idéia é utilizar o framework 
já existente como infra,.estrutura para projeto e implementação do modelo de negociação 
de que trata este trabalho, adaptando-o ao oferecimento de QoS íim-a-íim. 
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Inicialmente mostraremos detalhes dos níveis gerencial e operacional do referido fra-
mework. Serão destacadas as principais funcionalidades existentes, bem como a maneira 
como elas foram projetadas. Logo a seguir, destacaremos as politicas de configuração 
criadas para uso do BB. O próximo capítulo será totalmente dedicado ao modelo de 
negociação. 
4.1 Arquitetura do Bandwidth Broker 
A Figura. 4.1 mostra a arquitetura de Bandwidth Broker proposta para compor o fro-
mework de que este trabalho faz uso. Esta arquitetura é baseada nos trabalhos [7} e [29} 
com algumas modificações para a inclusão do modelo de negociação. 
~ f ......................... ! .......................... . . . 
Figura 4.1: Arquitetura do Band.width Broker. 
Como pode ser visto, a proposta divide os módulos funcionais do BB de acordo com o 
modelo clássico cliente/servidor. No nível servidor, temos os módulos de armazenamento 
de informação e de tomada de decisões. Tais componentes são centralizados e únicos no 
domínio. No nível cliente temos o componente de configuração dos roteadores, assim como 
aqueles que realizam o controle do nível servidor. 
Nas próximas linhas descreveremos os diversos componentes da. arquitetura proposta, 
assim como as possíveis interações existentes entre os mesmos. 
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4.1.1 Repositório de Dados 
O Repositório de Dados representa o componente de armazenamento de informações. Ele 
ê responsável por armazenar dados sobre as politicas estipuladas para o domínio, contratos 
negociados, além das informações sobre a configuração dos módulos gerenciais do BB. 
Este componente participa do nível servidor da arquitetura e interage diretamente (e 
de forma independente) com cada um dos outros componentes do mesmo nível. Do ponto 
de vista gerencial, a interação objetiva a obtenção de dados de configuração. Particu-
larmente com o Gerente de Negociação, o Repositório de Dados pode interagir a fim de 
prover j armazenar informações sobre os contratos negociados. Com o Gerente de Politicas 
a interação pode ocorrer com o objetivo de recuperar/armazenar informações de politicas. 
Com o Gerente de Recursos a interação pode visar a recuperação de informações sobre 
contratos, a fim de que a função de monitoramento possa ser satisfatoriamente realizada 
por este componente. 
4.1.2 Gerente de Recursos 
O Gerente de Recursos ê responsável por dimensionar recursos existentes na rede, além 
de monitorar o cumprimento de contratos vigentes. Para executar corretamente suas 
atribuições, este componente interage com diversos outros. 
Para a realização do monitoramento, o Gerente de Recursos recebe informações sobre 
o estado dos enlaces de instâncias do Objeto de Configuração. Além disso, recebe infor-
mações de contratos vigentes do Repositório de Dados. Com base nessas informações, ele 
tem condições de realizar os cãlculos necessârios ao monitoramento. Caso perceba o des-
cumprimeto de algum contrato, o Gerente de Recursos imediatamente notifica o Gerente 
de Politicas, a fim de que este tome as atitudes cabíveis. 
Quanto ao dimensionamento de recursos, esta função é executada com base nas in-
formações obtidas exclusivamente de instâncias do Objeto de Configuração. O dimensi-
onamento é importante no relacionamento com o Gerente de Negociação, a fim de que 
este último tenha condições de oferecer e garantir recursos no contexto da negociação de 
contratos. 
4.1.3 Gerente de Poüticas 
O Gerente de Politicas representa a entidade PDP também utilizada pelo modelo COPS 
descrito no capítulo anterior. Este componente tem como responsabilidade cuidar da 
interpretação e do mapeamento das politicas corporativas em parâmetros de configuração 
para os elementos de rede. Outras importantes funções são a tomada de decisões sobre a 
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configuração dos roteadores e a tomada de decisões para reconfiguração, de modo que o 
domínio mantenha o cumprimento dos contratos negociados. 
A tradução de políticas em parâmetros de configuração é realizada com base nos 
recursos disponibilizados pela(s) tecnologia(s) de QoS utilizada(s). Quaisquer que sejam 
elas, o Gerente de Políticas deve manter a transparência proposta pelo paradigma de 
ailministração baseado em políticas. 
A tomada de decisões sobre configuração de roteadores é realizada a partir do modo 
de provisionamento do COPS. Assim que iniciado, o roteador, por meio do Objeto de 
Configuração correspondente, solicita ao PDP parâmetros de configuração válidos. 
A tomada de decisões de reconfiguração é realizada com base nas políticas estipuladas 
pelo administrador para o domínio. 
4.1.4 - . .. .... .,.. . -u:erente ae 1'1 egoc~açao 
O Gerente de Negociação implementa a funcionalidade de negociação de contratos de 
serviços, inclusive entre domínios administrativos distintos e com tecnologias de QoS 
diversas. Este componente deve negociar, instanciar e gerenciar os contratos do domínio 
{34). 
A negociação de serviços sugere a especificação de políticas específicas para tal fim. 
Afinal, é desejável que o sistema seja verdadeiramente autônomo em termos de negoci-
ação de contratos. Estas políticas devem especificar clientes autorizados, quantidades 
máximas de recursos permitidas por cliente, situações de negociação parcial, entre ou-
tras informações. Tais políticas podem ser genericamente denominadas de políticas de 
negociação. 
A fim de administrar a referida categoria de políticas, ao Gerente de Negociação foram 
incorporados um elemento PDP (denominado SLA-PDP) e outro PEP (denominado SLA-
PEP). O SLA-PDP é responsável por gerenciar informações de políticas de negociação, 
no caso de o domínio que ele representa ser o solicitado. O SLA-PEP é responsável pelo 
repasse das solicitações de reserva feitas pelo cliente, no caso de domínio solicitante. No 
próximo capítulo descreveremos em detalhes o projeto e implementação deste componente. 
4.1.5 Objeto de Configuração 
O Objeto de Configuração representa a entidade PEP também utilizada pelo protocolo 
COPS. Instã.ncias deste objeto realizam as funções de monitoramento de tráfego nos 
enlaces e configuração de roteadores, com base em instruções recebidas do Gerente de 
Políticas. 
Este componente representa a parte mais importante da arquitetura do ponto de vista 
do cliente. Existe um Objeto de Configuração para cada roteador participante do domínio. 
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É através dele que todas as infonnações de configuração são repassadas aos roteadores. 
Representa, portanto, o ponto de intersecção entre os planos gerencial e operacional do 
framework. 
4.1.6 Objeto de Aplicação 
O Objeto de Aplicação oferece a interface para um cliente realizar requisições de reserva 
de recursos. O cliente pode ser representado por uma rede (ou um nó) localizada à borda 
do domínio ou um gerente de domínio vizinho que deseja negociar recursos para o seu 
domínio. 
Este componente representa o elemento SLA-PEP do Gerente de Negociação. É uti-
lizado apenas quando o cliente é uma rede (ou um nó) que não participa do ambiente de 
QoS fim-a-fim. No caso de ser o gerente do domínio vizinho, o componente Objeto de 
Aplicação é parte do Gerente de Negociação do BB daquele domínio. 
4.1.7 Objeto de Gerenciamento 
O Objeto de Gerenciamento tem a função de fornecer uma interface para a execução de 
iru;truções explícitas no controle sobre a configuração dos módulos gerenciais. 
Este componente representa a interface do administrador com o BB como um todo, 
permitindo a ele o controle detalhado sobre a configuração dos três módulos que compõem 
o nível gerencial da arquitetura proposta. 
4.2 A Plataforma MPLS-DS 
A platafonna MPLS-DS tem como objetivo validar, por meio de simulações, o uso de 
políticas de configuração para a obtenção de QoS fim-a-fim em redes IP através do emprego 
conjunto das tecnologias DiffServ e MPLS (29J. 
A plataforma foi desenvolvida sobre o simulador de redes Network Simtdator (NS) {38}. 
A opção pela simulação foi motivada pela maturidade e riqueza de recursos encontradas 
na ferramenta escolhida. Além disso, simulações garantem uma grande liberdade na 
criação de cenários de utilização, o que em geral é complicado e trabalhoso de ser feito 
em aplicações reais. 
A idéia utilizada para a confecção da plataforma. foi a modificação de componentes já 
existentes no simulador NS. As modificações visaram o suporte às seguintes funcionalida-
des previstas nos modelos DiffServ e MPLS: 
• Diferenciação de fluxos de tráfego. 
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• Criação de rotas explícitas (LSPs). 
• Roteamento por LSPs. 
• Configuração das filas dos roteadores. 
A Figura 4.2 ilustra a platafoxma MPLS-DS e seu relacionamento com o BB. 
Pla.ta:fOX':UIIa. HPLS-ns 
Figura 4.2: A Plataforma MPLS-DS e o BB. 
AiJ funcionalidades de diferenciação de fluxos e configuração das filas dos roteadores 
foram projetadas com base em conceitos do modelo DífiServ. Para suporte ao DífiServ foi 
utilizada a extensão DS-Nortel [20j. A criação e roteamento dos LSPs foram projetados 
com base no modelo MPLS. Para suporte ao MPLS foi utilizada a extensão MNS [1]. 
Conforme já mencionado, a configuração e o controle da rede são realizados através 
do BB. Suas decisões irão envolver uma ou mais das funcionalidades citadas e serão 
passadas pelo PDP ao PEP. O PEP, por sua vez, é responsável por efetivar as configurações 
no roteador que ele representa. Todo roteador da plataforma MPLS-DS incorpora as 
funcionalidades aqui destacadas. 
4.2.1 O Network Simulator (NS) 
O NS foi confeccionado a partir do projeto Virtual InterNetwork Testbed (VINT) [39] 
que tinha por objetivo a confecção de um simulador de redes que permitisse um estudo 
sobre a interação e esca.labilidade de diversos protocolos de redes existentes. 
Este simulador tem obtido grande destaque nas pesquisas recentes sobre redes de com-
putadores graças a características como riqueza de funcionalidades e fidelidade a situações 
reais de uso de protocolos. Ele possui suporte variado e consistente para simulação de 
protocolos de roteamento, de transporte e multicast, em redes convencionais e sem fio. 
O NS é baseado em eventos discretos e foi implementado sob o paradigma de orientação 
a objetos, através das linguagens C++ e OTcl. Como é um sistema de código aberto, é 
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:possível Tn{)liificar o cóAigo fonte, podendo-se criar ou mesmo estender classes existentes 
de acordo com as necessidades específicas da pesquisa em andamento. Deste modo, a 
criação/modificação dos protocolos e outras funcionalidades já existentes no simulador é 
bastante simplificada. 









Figura 4.3: A arquitetura do NS. 
Em muitos ca:ros, para que uma simulação tenha alto índice de fidelidade a situações 
reais, é necessário que a ferramenta utilizada seja capaz de proporcionar o gerencimen-
to eficiente de informações pertínentes em níveis realmente básicos como, por exemplo, 
no nível de bytes do cabeçalho de um pacote. Neste cenário, os algoritmos devem es-
tar preparados para manipular grandes quantidades de informações. Por outro lado, a 
configuração de muitas redes possui um caráter altamente dinâmico, de modo que a fer-
ramenta deve estar preparada para rapidamente modificar parâmetros como topologia, 
configuração de filas dos roteadores, aplicações geradoras de tráfego, entre outros. O 
NS consegue atender a esses requisitos através do uso de duas hierarquias de execução: 
uma hieraquia interpretada, baseada na linguagem OTcl; e outra compilada, baseada na 
linguagem C++- A hierarquia compilada é adequada à execução que exija rapidez e al-
to desempenho. A hierarquia ínterpretada, por sua vez, possui grande adaptabilidade, 
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apesar de baixo desempenho. Através do uso conjugado de ambas é possível obter-se os 
resultados esperados. 
A hierarquia compilada está estruturada sobre classes criadas em C++, enquanto que 
a hierarquia interpretada possui uma estrutura similar utilizada por um interpretador 
OTcl. Por meio de scripts, os usuários criam objetos de simulação, os quais são instancia-
dos dentro do interpretador OTcl e espelhados para objetos correspondentes na hierarquia 
compilada. O NS consegue prover a ligação transparente entre as duas hierarquias por 
meio do pacote tclcl. Por meio dessa ligação, variáveis dos dois níveis podem ser rela-
cionadas, objetos do nível compilado podem ser criados automaticamente, entre outras 
funcionalidades. A Figura 4.3 mostra a arquitetura completa do simulador NS. 
Em geral, uma boa prática de programação é que operações que exijam desempenho 
sejam executadas em nível compilado, enquanto que operações de configuração e passagem 
de parâmetros são melhor executadas pela hierarquia interpretada. 
Existem cinco componentes básicos de simulação no NS: o nó de rede, o enlace, a fila de 
roteador, o gerador de tráfego e o monitor de dados. Filas, escalonadores e classificadores 
de tráfego são implicitamente criados quando da instanciação de um nó. Monitores de 
dados são utilizados para medição dos parâmetros de QoS como atraso, descarte e largura 
de banda utilizada. 
4.2.2 O Pacote DS-Nortel 
O pacote DS-Nortel, desenvolvido por mn grupo de pesquisa da Nortel Networks, apre-
senta mna implementação da arquitetura de Serviços Diferenciados para o simulador NS. 
A implementação busca oferecer as principais funcionalidades da arquitetura DiffServ 
através da implementação de classes para a realização de tarefas típicas. 
A diferenciação de serviços baseia-se na utilização de quatro filas físicas, sendo que 
cada mna pode ser organizada em até três filas virtuais. A implementação conta ainda 
com mecanismos para classificação, marcação, policiamento e adequação do tráfego. Estes 
mecanismos são implementados em forma de filas, as quais se localizam nos enlaces entre 
os roteadores no contexto doNS. 
O pacote disponibiliza os dois tipos de filas compatíveis com a arquitetura DiffServ: 
de borda e de núcleo. Filas de borda são incorporadas aos roteadores de borda e realizam 
a classificação, marcação, policiamento, adequação e encaminhamento dos pacotes. Filas 
de núcleo, mais simples, são incorporadas aos roteadores de núcleo e realizam apenas o 
encaminhamento dos pacotes com base nos parâmetros atribuídos às mesmas, de acordo 
com o PHB da classe à qual o pacote pertence. 
4.2. A PLATAFORMA MPLS-DS 39 
4.2.3 O Pacote MNS 
O MPLS Network Simulator (MNS) apresenta uma implementação do MPLS para o 
simulador NS. Em resumo, o pacote atribui dois novos elementos ao ambiente do NS: o 
Label Switched Router (LSR), um nó de rede especializado em realizar roteamento por 
LSPs; e o agente LDP, especializado em promover a distribuição de rótulos aos roteadores 
por meio do Label Distribution Protocol (LDP). 
De uma maneira geral, o MNS oferece ao simulador a possibilidade de configorar nós 
que recebam rótulos de um agente LDP e façam uso dos valores recebidos para tomar 
decisões a respeito do encaminhamento dos pacotes, tomando por base ainda os dados 
do cabeçalho MPLS do mesmo. Além disso, o MNS ainda permite a criação de rotas 
explícitas (LSPs) que podem ser utilizadas por tipos específicos de tráfego. Descrevemos 
a seguir o funcionamento geral de um nõ LSR e de um agente LDP: 
• NO LSR: :realiza. o encaminhamento do pacote baseado no rótulo contido no ca-
beçalho MPLS do mesmo. Quando recebe um pacote, inicialmente verifica se está 
rotulado. Caso esteja, verifica em suas tabelas o rótulo correspondente. Caso não 
esteja rotulado, verifica se existe um rótulo associado à sua FEC e o atribui ao 
pacote. Caso não exista, especifica um rótulo específico para este caso. 
• Agente LDP: realiza a distribuição de rótulos entre os nós LSR da rede simulada. 
Possui algumas opções interessantes, como distribuição sob demanda, especificação 
dos vizinhos LDP de um LSR, entre outras. 
4.2.4 Integração entre DS-Nortel e MNS 
A integração entre os pacotes DS-Nortel e MNS objetiva a obtenção de uma implementa-
ção que reúna os conceitos de QoS contidos nos modelos DiHServ e MPLS com o intuito 
de prover uma infra-estrutura bastante adaptada ao oferecimento de QoS. 
Com a integração, todos os pacotes passam a ser rotulados na entrada do domínio 
a fim de que possam receber um tratamento diferenciado no interior do mesmo. Os 
roteadores ficam responsáveis por interpretar o campo EXP contido no rótulo dos pacotes. 
A classificação leva em conta o código referente a alguma classe de serviço oferecida pelo 
domínio. 
A integração também possibilita especificar dois tipos diferentes de LSPs: E-LSPs e 
L-LSPs. A referência (15J propõe que um E-LSP transporte pacotes de até oito classes 
distintas, enquanto que o L-LSP transporte apenas uma classe [29). A combinação dos 
pacotes DS-Nortel e MNS fornece roteadores capazes de diferenciar pacotes e encamjnhã,. 
los pelos LSPs. 
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4.2.5 Monitoramento do 'fráfego Simulado 
Importante atribuição da plataforma MPLS-DS, a realização de monitoramento do tráfego 
simulado ê realizado no contexto dos modelos Difi'Serv /MPLS. O NS nativamente conta 
com objetos especializados em acumular informações sobre requisitos de QoS, em espe-
cial porcentagem de descarte e atraso médio. Para o descarte, cada roteador apresenta 
mecanismos de controle de pacotes recebidos e não encaminhados. Para o atraso, podem 
ser configurados mecanismos de medição entre dois roteadores quaisquer da simulação. 
Esta infr&-estrutura pré-existente foi so:fisticada para permitir o monitoramento de 
atraso e descarte por fluxo de pacotes que passam por um determinado LSP. Todos os 
compromissos firmados por um BB tomam por referência os resultados do monitoramento. 
A cada meio segundo, os valores de porcentagem de descarte e atraso médio acumulados 
pelos monitores, localizados nos próprios elementos de rede, são repassados ao BB. O 
de5Carte de um LSP ê calculado com base na média dOIS del5Cartes 150frid01l por cada um 
dos roteadores que o compõem. Analogamente, o atraso de um LSP significa o atraso 
médio calculado entre todos os pares de roteadores deste. 
Sempre que porcentagem de descarte ou atraso médio de determinado fluxo ultrapas-
sam o máximo estipulado nos contratos negociados, uma política de atuação é disparada 
pelo BB a fim de que estes pa.ra.metros voltem a valores toleráveis. Políticas de atuação 
fazem parte da arquitetura de políticas do framework e serão apresentadas na subseção 
4.4. 
4.3 Comunicação entre Componentes do Framework 
A comunicação entre os elementos que compõem o framework é realizada por meio de 
emulação das mensagens de sinalização do protocolo COPS. Inclui-se nesta especificação 
a comunicação entre Objeto de Configuração e Gerente de Políticas, Objeto de Aplicação 
e Gerente de Negociação e entre Gerentes de Negociação. 
O uso de conceitos do COPS apresenta algumas motivações interessantes. Em primeiro 
lugar, estamos tratando do gerenciamento de redes com base em políticas de configuração. 
Portanto, nada mais coerente utilizar um protocolo construído para promover a troca de 
informações de políticas. Uma outra motivação: o COPS permite a especificação de 
diferentes tipos de objetos em suas mensagens. Deste modo, torna-se possível a interação 
de um mesmo servidor com múltiplos tipos de clientes. Por último, além de suporte a 
decisões por sincronização de políticas, o COPS também oferece suporte ã configuração 
de equipamentos (através do modo de provisionamento) e confiabilidade (através do uso 
de TCP e mensagens do tipo KA). 
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4.4 Arquitetura de Políticas 
Um mecanismo de gerência automatizada baseada em política:> possibilita o controle di-
nâmico dos mecanismos da rede, viabilizando intervenções na distribuição do tráfego e 
nos mecanismos de prioridades (36). 
Apresentaremos a seguir a arquitetura de políticas confeccionada para uso e configura-
ção do BB. As políticas estão divididas em 3 categorims distinta:>: políticas de Inicialização, 
de Reação e de Negociação. Esta:> políticas são suficientes para atender ms necessidades 
do framework. Contudo, se para algum cmso especifico for preciso novas políticas, a idéia 
é que elas possam ser implementadas na forma de plugins e carregadas dinamicamente ao 
software que o implementa. 
4.4.1 Políticas de Inicialização 
Reúne políticas para a configuração inicial dos roteadores. Estabelece os padrões para 
os àiversos parâmetros dos roteadores, como peso de fila:>, disciplina:>, LSPs pré confi-
gurados, entre outras informações. São tipicamente representadas pelos PHBs, os quais 
devem ser 85l!Ociados aos diferentes roteadores do domínio. Os PHBs são transparente-
mente transformados pelo Gerente de Políticas nos parâmetros de configuração citados 
anteriormente. 
4.4.2 Políticas de Atuação 
Definem o comportamento do BB para os CMOS em que algum contrato de serviços seja 
violado. Sempre que acionadas, as política:> são automaticamente traduzidas pelo Gerente 
de Políticas em parâmetros de configuração para os roteadores do domínio. São definidos 
nativamente dois tipos de políticas de atuação para o framework: 
• A primeira categoria refere-se à atualização do peso dms films dos roteadores. Esta 
política é acionada sempre que um determinado fluxo de dados sofre descarte maior 
que o estipulado para a sua classe. 
• A segunda atua sobre a criação de novos LSPs. Esta política é disparada em duas 
situações: cmso o atrmso de um fluxo extrapole o estipulado para a sua c1Mse ou caso 
ocorra excesso de descarte após três atuações consecutivas da primeira política. O 
novo LSP deve ser criado com base em recursos disponíveis no domínio. 
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4.4.3 Políticas de Negociação 
Reúne políticas utilizadas pelo Gerente de Negociação ejou Objeto de Aplicação no con-
texto da negociação de serviços. Estas políticas definem clientes autorizados, quantidades 
máximas de recursos permitidas por cliente/serviço e tempo mínimo de renegociação para 
cada cliente. 
Do lado do cliente podem ser feitas restrições para a quantidade mínima de recursos 
que deve ser aceita no caso de contra-proposta do servidor. São disponibilizados três 
possíveis comportamentos: (1) o cliente aceita apenas aquilo que foi pedido, (2) o cliente 
aceita menos do que foi pedido (nesse caso, é preciso especificar o mínimo aceitável) e (3) 
o cliente aceita qualquer contra-proposta do servidor. 
Esta categoria de políticas será melhor detalhada no capítulo a seguir. 
4.5 Resumo 
Apresentamos neste capítulo um framework para o oferecimento de QoS baseado no simu-
lador de redes NS. Esta solução, apesar de funcional, apresenta como restrição o ofereci-
mento de QoS para o contexto de um único domínio administrativo. Entretanto, situações 
em que os clientes do fim-a-fim estão localizadas em domínios distintos não são raras, de 
modo que a adição de um modelo de negociação entre domínios representa um grande 
avanço para a infra-estrutura já existente. 
Neste contexto, o práXimo capítulo apresenta uma proposta de modelo de negoci-
ação que, complentando o /ramework aqui detalhado, pretende garantir QoS fim-a-fim 
especialmente para casos em que os clientes estejam localizados em domínios distintos. 
Capítulo 5 
Proposta de Modelo de Negociação 
O modelo de negociação a ser apresentado neste capítulo representa a contribuição deste 
trabalho no que tange o estudo de soluções para a obtenção e garantia de QoS fim-a-
fim na Internet. Para a formulação do modelo, aproveitou-se conceitos encontrados em 
soluções já existentes, empregados sobretudo nos protocolos apresentados no Capítulo 3. 
A idéia é que seja feita uma junção das boas práticas encontradas em cada um deles, tendo 
como foco a adaptação destes para o contexto da negociação dinâmica e transparente entre 
domínios. O diferencial do modelo é a proposta de uma arquitetura de políticas que busca 
atribuir um maior grau de abstração para o administrador da rede, seguindo preceitos do 
paradigma de administração baseado em políticas de configuração. O dinamismo citado 
se refere à capacidade do modelo em modificar, em tempo de execução e com base em 
resultados obtidos no mouitoramento dos requisitos de QoS, os parâmetros de configuração 
dos roteadores. 
Do protocolo COPS foi utilizada toda a arquitetura básica, com as entidades PEP, 
PDP e o repositório de dados. O conceito de administração baseada em políticas de 
configuração foi igualmente incorporado ao modelo, assim como formato e semântica 
das mensagens de sinalização. O uso de políticas garante à gerência do sistema grande 
automatização, simplificando a tarefa administrativa essencialmente à especificação de 
regras de negócio. Além disso, a idéia de transparência nas informações transportadas 
pelas mensagens possibilita que contratos de diferentes padrões sejam utilizados, o que 
garante adaptabilidade ao novo modelo. 
Com relação ao BGRPP, a principal herança diz respeito a escalabilidade. A estratêg:ia 
do quiet grnfting contribui de forma decisiva para a negociação escalável entre diferentes 
domínios. Deste modo, um esquema semelhante foi incorporado ao modelo, recebendo a 
denominação de negociação de atacado/varejo. Por estar bastante vinculado ao nível 
gerencial do modelo, esta estratégia será detalhada na Seção 5.2 deste capítulo. 
Para a comunicação entre domínios distintos foi utilizado o Modelo Cascata apresen-
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tado no Capítulo 3. Este modelo é igualmente utilizado pelo protocolo SIBBS, o qual 
apresenta uma proposta detalhada para sua utilização (ver [3)). O Illüdelo a ser proposto 
se valeu desta especificação para implementar a comunicação entre domínios e viabilizar 
a QoS fim-a-fim almejada. 
A negociação de que iremos tratar neste capítulo se refere à largura de banda máxima 
permitida para uma determinada classe de serviço, no contexto dos modelos DiflServ e 
MPLS. A idéia é que garantias sobre parâmetros de QoS sejam oferecidas a fluxos dos ser-
viços negociados com a limitação de banda correspondente. Obviamente, o modelo deve 
permitir que sejam negociadas bandas máximas para diferentes classes de serviços, como 
se fossem diferentes clá.usulas de um mesmo contrato. Entretanto, além de largura de 
banda, existem alguns outros pa.ra.metros, menos relevantes do ponto de vista comercial, 
passíveis de negociação. Entre eles, podemos destacar a negociação de número máxi-
mo de roteadores intermediários, número máximo de LSP's utilizados, atraso e descarte 
independentes de largura de banda. 
Podemos dividir a especificação do modelo de negociação em quatro partes. Inici-
almente, trataremos da questão operacional, representada por um protocolo de envio e 
recebimento de mensagens denominado SLA-COPS. Em seguida, será descrito o plano 
gerencial do modelo, representado pela estratégia da negociação de atacado/varejo. Logo 
a segnir serão apresentados detalhes sobre as políticas de configuração propostas para uso 
no modelo, as quais foram divididas em diversas categorias com objetivos específicos. Por 
último será apresentado o formato de contratos de seviços escolhido para esta proposta. 
5.1 O Protocolo SLA-COPS 
Como toda a infra-estrutura para envio e recebimento de mensagens foi retirada do proto-
colo COPS, o protocolo de negociação que compõe o modelo proposto recebeu a denomi-
nação de SLA-COPS. As entidades PEP e PDP foram igualmente herdadas do COPS, 
sendo denominadas, respectivamente, SLA-PEP e SLA-PDP {33]. 
As novas entidades possuem funções análogas às das entidades originais. Deste modo, 
o SLA-PDP representa um gerente de politicas, assim como o SLA-PEP representa um 
agente de aplicação de políticas. A diferença fundamental é que estas novas entidades, 
além de se orientarem pelas políticas de negociação estipuladas para o domínio, baseiam-
se ainda na utilização de contratos de serviços (SLAs), devidamente estabelecidos com 
clientes, para a tomada de decisões sobre concessão de recursos. 
É importante notar qne, para o protocolo SLA-COPS, não existem diferenças operacio-
nais na negociação de um cliente SLA-PEP que representa um simples nó de rede e outro 
que representa um gerente de um domínio adjacente. As diferenças entre negociações 
intra-domínio e inter-domínio ficam restritas ao plano de gerência. 
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Um outro detalhe que merece destaque é que, apesar das similaridades, o SLA-COPS 
apresenta um princípio funcional diferente da arquitetura de políticas em três camadas 
tradicional utilizada pelo COPS. O SLA-PEP não representa um aplicador de políticas 
nos elementos de rede, mas sim um intermediário que pode ser encarado como um "con-
figurador de contratos" para. o gerente de negociação. A partir dos contratos negociados, 
a. idéia é que o gerente de negociação do domínio solicitante reconfigure seus roteadores, 
utilizando para. tanto um PEP tradicional. 
A operação do SLA-COPS está dividida em três fases: inicialização, configuração e 
negociação. Efetuadas estas três etapas satisfatoriamente, o processo de negociação está 
finalizado. SLA-PDP ou SLA-PEP podem, a. qualquer momento, cancelar o contrato 
enviando ao outro uma mensagem do tipo CC. As penalidades para. estes procedimentos 
podem ser negociadas em contrato. 
5.1.1 Fase de Inicialização 
O SLA-PEP, após receber pedido do cliente, envia ao SLA-PDP uma mensagem de aber-
tura. de negociação (OPN). Esta. mensagem, bastante simplificada., tem o intuito de iden-
tificar o cliente o qual deseja obter recursos do domínio representado pelo SLA-PDP. Este 
último verifica a validade da requisição recebida através da busca por políticas restriti-
vas ao cliente em questão. Caso estas políticas não sejam encontradas, o SLA-PEP está 
autorizado a negociar com o domínio e recebe uma mensagem de aceitação de cliente 
(CAT). Caso contrário, recebe uma mensagem de fechamento de cliente (CC) e encerra-se 
o processo de negociação. 
5.1.2 Fase de Configuração 
A fase de configuração tem por objetivo definir padrões importantes para a a fase seguinte 
do protocolo, ou seja, a fase de negociação propriamente dita. Estes padrões incluem: 
• Modo de negociação: define quem irá restringir parâmetros técnicos do contrato 
sendo negociado, tais como algoritmo de policiamento, parâmetros de QoS, serviços 
reconhecidos, tratamento de excesso, entre outros. No modo predefinido o gerente 
restringe os parâmetros técnicos do contrato. No não predefinido o próprio cliente 
restringe estes parâmetros do contrato. 
• 'Thmpo para renegociação: define em quanto tempo pode ser realizada uma 
renegociação deste mesmo contrato. Este parâmetro é um instrumento importante 
na busca por escalabilidade. 
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• Contratos predefinidos: define padrões de contrato possivelmente utilizados na 
negociação. O cliente deve utilizar--se deste instrumento para descobrir que padrões 
de contratos são reconhecidos pelo domínio solicitado. 
Caso tenha sido aceito na. fase anterior, o SLA-PEP envia uma mensagem do tipo REQ 
ao SLA-PDP. Esta mensagem inclui propostas para os parâmetros acima destacados. O 
SLA-PDP analisa os parâmetros, realiza as modificações que lhe forem convenientes e 
envia uma mensagem do tipo DEC à entidade SLA-PEP com possíveis novos valores. O 
SL.A-PEP envia ao SLA-PDP uma mensagem do tipo RPT para confirmar o recebimento 
de DEC. 
5.1.3 Fase de Negociação 
O SLA-PEP envia ao SLA-PDP uma nova mensagem do tipo REQ, desta vez salientando 
os recursos que o cliente deseja obter. Os recursos são representados pela especificação de 
serviços desejados e largura de banda máxima para cada um deles. 
O SLA-PDP analisa o pedido do SLA-PEP, aplica as políticas relacionadas àquele 
cliente e envia uma resposta, numa mensagem do tipo DEC, frisando o que pode ser 
oferecido a partir do que foi pedido (concessão total, parcial ou negação da solicitação). 
O SLA-PEP analisa a reposta do SLA-PDP, comparando os resultados obtidos com o que 
foi pedido e, finalmente, envia uma mensagem do tipo RPT ao SLA-PDP informando-o 
se o cliente concorda ou não com os termos propostos para a negociação. 
5.2 Negociação de Atacado/Varejo 
A estratégia de negociação proposta para este trabalho ê denominada negociação de 
atacado/varejo. Esta estratégia visa garantir o provisionamento escalável de QoS espe-
cialmente para casos em que os nós de fim-a-fim pertençam a domínios distintos. 
A estratégia de negociação diz respeito ao plano gerencial do modelo e está organizada 
da seguinte maneira: para obter recursos de outros domínios, cada gerente negocia contra-
tos apenas com seus vizinhos imediatos (segundo o Modelo Cascata), pedindo a estes re-
cursos de todos os domínios para os quais deseja ter garantias de QoS. Em contra-partida, 
cada gerente deve garantir a outros domínios uma quantidade de recursos adequada, a 
fim de que consiga atender satisfatoriamente a propostas de contratos de seus vizinhos 
imediatos. Busca-se com isso a montagem de "túneis'' de QoS entre os domínios e uma 
substancial redução do número de mensagens de sinalização. Contratos desta natureza 
compõem a chamada negociação de atacado, uma vez que um único contrato simboliza 
a necessidade de vários clientes. 
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Figura 5.1: Operação do protocolo SLA-COPS 
De posse de recursos provenientes de outras domínios garantidas pelas contratas de 
atacado, cada gerente negocia contratas locais, oferecendo a seus clientes, além de recursos 
próprias, oo recursos obtidas na negociação de atacado. Estes contratas locais compõem 
a chamada negociação de varejo. 
Cabe a cada domínio organizar coerentemente seus contratas e recursos. Enfim, é 
necessã.rio um bom relacionamento entre oo domínios. Eles devem se organizar com base 
em mecanismos de histórico de dados e perfis de tráfego. A decisão sobre concessão de 
recursos é feita com base em análise de políticas de negociação, as quais apresentaremos 
na próxima subseção. Tais políticas permitem variações diversas para uma concessão de 
recursos completamente adaptável às necessidades do domínio. 
É desejável que oo contratas negociadas entre oo domínios apresentem uma grande 
quantidade de recursos, a fim de que a renegociação seja feita com uma frequência mínima. 
Deste modo, a duração das contratos entre domínios tende a ser grande, apesar disso não 
ser uma regra. Sempre que os recursos do varejo estiverem escassas, significa que uma 
nova rodada de negociação de atacado deve ser realizada. Enfim, é clara a necessidade de 
constante correlação entre atacado e varejo. 
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Uma característica importante dessa estratégia de negociação é que, apesar de con-
tratos de atacado representarem pedidos de diversos clientes, o domínio solicitado só 
necessita conhecer o domínio solicitante. Cabe a este último dividir os recursos obtidos 
entre os seus clientes. A tarefa de cada domínio é, portanto, reunir os recursos de que 
necessita (interna e externamente) a fim de poder realizar inteligentemente a negociação 
de atacado. 
5.3 Políticas de Negociação 
As polfticas de negociação servem ao nivel gerencial do modelo com a infra-estr atura para 
configuração das negociações que sejam interessantes para o domínio. É através destas 
políticas que o administrador de rede dividirã os recursos disponíveis em seu domínio da 
maneira que melhor lhe convir. A especificação de políticas permite distinguir cliente 
internos/externos aos doliiÚiios, atribuindo maior poder de barganha à parte de interesse 
e de maneira completamente configurável. 
A implementação do modelo de negociação proposto disponibiliza minimamente as 
seguintes políticas de negociação de recursos: políticas de admissão, políticas de restrição 
de banda, políticas de renegociação e políticas de aceitação de contratos. 
As três primeiras categorias de políticas fazem parte da configuração do provedor do(s) 
serviço(s) (domínio solicitado). A última categoria faz parte da configuração do cliente: 
sempre que estipular um contrato, ele deve escolher o comportamento desejado a partir 
do recebimento de uma contra-proposta. 
Estas políticas são snficientes para atender as necessidades do modelo de negociação. 
Contudo, se para algum caso específico for preciso novas políticas, a idéia é que elas 
possam ser implementadas na forma de plugins e carregadas dinamicamente ao software 
que implementa o modelo. 
5.3.1 Políticas de Admissão 
Definem os clientes autorizados a negociar com o domínio. Esta categoria tem por objetivo 
restringir o acesso aos recursos do domínio para clientes de interesse efetivo. Caso um 
cliente não esteja presente na lista dessa categoria de políticas, o protocolo de negociação 
o rejeita logo no início da primeira fase do protocolo SLA-COPS. 
Com o uso dessas políticas, clientes indesejáveis são rapidamente descartados e o domí-
nio evita gastos desnecessários de largura de banda com mensagens de sinalização, numa 
clara preocupação com a escalabilidade do modelo. 
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5.3.2 Políticas de Restrição de Banda 
Complementares às políticas de admissão, estas políticas restringem a quantidade máxima 
de recursos que pode ser concedida a cada cliente autorizado a negociar com o domínio. 
Esta categoria está dividida em duas subcategorias: 
• Políticas de Retrição Total: limitam, para cada serviço, a quantidade máxima 
geral de recursos por cliente do domínio. Isto ê, a limitação vale para a somatória 
de recursos de todos os domínios que um determinado cliente solicita a um mesmo 
domínio, seguindo o Modelo Cascata apresentado no Capítulo 3. 
• Políticas de Restrição por Domfnio: limitam, para cada serviço, a quantida-
de máxima de recursos para domínios específicos por cliente, também seguindo o 
Modelo Cascata de comunicação entre domínos. 
Estas duas subcategorias de políticas estão intimamente ligadas. Na verdade, a pri-
meira restringe o limite superior para a somatória da segunda. Suponha o exemplo da 
Figura 5.2. Nesta figura, temos o domínio B como intermediário de A no acesso a C e 
D. Uma boa prática de B, caso queira negociar contratos de QoS com A, é restringir a 
quantidade máxima de recursos cedidos (largura de banda) para cada serviço e para cada 
domínio. Caso não implemente essas políticas e ainda assim permita a admissão de A, o 
domínio B corre o risco de ter seus recursos esgotados por A. 
Ainda tomando por base o exemplo dado, suponha que A solicite a B recursos do 
próprio B, de C e de D. Políticas de restrição por domínio poderiam ser criadas por B 
com o intuito de limitar o uso de recursos individuais de cada domínio solicitado por A. 
Com isso, o domínio B não correria o risco de representar um simples intermediário de 
A no acesso a C e D. Por outro lado, todo tráfego de A com destino a B, C ou D passa 
necessariamente por B. Portanto, B possui neste caso um tráfego de trânsito potencial 
grande que deve ser diferenciado. Para evitar esse tipo de gargalo por tráfego de trânsito, 
B pode também implementar políticas de restrição total para o domínio A. Deste modo, 
contratos de A com B não poderiam ultrapassar os limites estipulados nestas políticas, 
mesmo que as políticas de restrição por domínio assim permitissem. 
Caso as políticas de restrição estejam ausentes para um cliente admitido no domínio, 
isso significa que ele não possui qualquer restrição de banda, a não ser a capacidade do 
domínio. Esta certamente não é uma boa prática na maioria dos casos. 
5.3.3 Políticas de Renegociação 
Também relativas a cada cliente autorizado a negociar com o domínio, definem o tempo 
mínimo para renegociação de um contrato. Deste modo, têm por principal objetivo a 
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Figura 5.2: Cenário ilustrativo para Políticas de Restrição de Banda 
diminuição do número de contextos de negociação. Como as políticas de admissão, esta 
categoria também é executada na primeira fase do protocolo SLA-COPS. Caso existente 
para o cliente em negociação e caso o cliente tenha um contrato negociado no momento, 
a política verifica se o contrato atual já está expirado. Apenas nesse contexto o cliente 
está autorizado a renegociar o contrato atual. Se ausentes para um determinado cliente, 
significa que ele é livre para renegociar o contrato a qualquer momento. 
A idéia desta categoria de políticas é auxiliar a estratégia de atacado /varejo apresen-
tada anteriormente. Através da aplicação dessa política, cabe ao administrador da rede 
fazer com que os contratos de atacado com o domínio destino sejam negociados com pe-
quena frequência. Para os contrados de varejo a renegociação é menos drástica e pode 
ocorrer com uma frequência maior. 
5.3.4 Políticas de Aceitação de Contratos 
Esta última categoria diz respeito à configuração da parte cliente do modelo de negociação. 
Executada na terceira etapa do protocolo SLA-COPS, ela define o que um cliente está 
disposto a aceitar em termos da contra-propota feita pelo domínio. 
Existem três possíveis comportamentos: 
., O cliente aceita qualquer contra-proposta, independentemente do que foi concedido 
pelo domínio a partir do solicitado . 
., O cliente aceita apenas o que foi originalmente pedido. Se o domínio propõe conceder 
algo diferente do solicitado pelo cliente, este último não aceita a contra-proposta e 
o contrato não é estabelecido. 
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• O cliente aceita condicionalmente uma contra-proposta. Neste último caso, é ne-
cessário especificar a quantidade mínima de recursos que serão aceitos por serviço e 
por domínio. 
5.4 Especificação de Contrato de Serviços 
O modelo de contrato a ser proposto foi projetado com base no levantamento de requisi-
tos apresentado no Capítulo 3. Tais requisitos foram divididos em unidades lógicas que 
reúnem parâmetros semanticamente relacionados. 
Alguns dos parâmetros do contrato podem ser especificados pelo cliente. Outros, ex-
clusivamente pelo provedor de serviços. A decisão sobre parâmetros de responsabilidade 
do cliente está intimamente ligada ao modo de negociação especificado na fase de con-
figuração do protocolo SLA-COPS. Em qualquer situação, a unidade de QoS deve ser 
preenchida pelo cliente minimamente no que diz respeito a serviços desejados e largura 
de banda máxima para cada um deles. 
As próximas subseções apresentam o projeto detalhado de contratos de serviços a ser 
utilizado nas simulações que validam o modelo aqui proposto e que serão apresentadas 
no próximo capítulo. Mais uma vez, é importante destacar que o protocolo SLA-COPS 
possui suporte a múltiplos formatos e padrões de contrato. Caso isso aconteça, o formato 
utilizado na negociação deve ser definido também na fase de configuração do protocolo 
SLA-COPS. 
5.4.1 Unidade Comum 
A Unidade Comum foi idealizada com o objetivo de rennir informações de identificação e 
controle do contrato. Mais especificamente, essas informações compreendem: 
• Formato do contrato: identifica o tipo de contrato utilizado na negociação. 
• Especificação de serviços: identifica os serviços negociados no contrato. Essa identi-
ficação é útil quando da utilização de serviços bem conhecidos (WKS - Well Known 
Services )1, pois neste caso dispensa a especificação dos parâmetros de cada um deles. 
• Identificação do provedor: identifica o domínio solicitado, ou seja, o domínio que 
concede os recursos a que se refere o contrato. 
• Identificação do cliente: identifica o solicitante. 
1 Um serviço bem conhecido é aquele para o qual existe uma definição clara e precisa sobre quais 
garanj;jag de desempenho um provedor oferece ou espera receber quando está negociando um contrato 
{30]. 
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• Tipo de cliente: identifica se um cliente é o gerente de um outro domínio ou se é 
um cliente locaL 
• Data de criação do contrato. 
• Data de validade. 
5.4.2 Unidade de Topologia 
A Unidade de Topologia reúne informações sobre os nós de fim-a-fim envolvidos na ne-
gociação. Formam em conjunto um grafo parcial onde os vértices intermediários não são 
especificados, e sim apenas os vértices das extremidades, representando os nós do fim-a-
fim. O cliente deve preencher as informações de nós de origem e o provedor deve preencher 
as de nós de destino. Deste modo, o cliente não precisa conhecer a topologia do provedor, 
e vice-versa. 
Podem ser especificados diversos pares de nós de origem/destino. Cada par recebe 
uma identificação e é posteriormente utilizado em cláusulas do contrato, conforme será 
demonstrado na subseção a seguir. 
5.4.3 Unidade de QoS 
Esta última unidade é responsável por agregar as informações sobre as "cláusulas" do 
contrato. Entenda-se por cláusula todos os detalhes técnicos que envolvem a negociação, 
devidamente divididos por domínio e por serviço. Existe uma Unidade de QoS para 
cada cláusula do contrato. Deste modo, um contrato possui potencialmente uma lista de 
Unidades de QoS. 
Cada uma dessas unidades é formada por diversas subunidades: 
• Subunidade de Escopo: carrega informações relativas à topologia a que se refere 
a cláusula, ou seja, sobre os nós de fim-a-fim a que ela se refere. Na verdade, 
esta subunidade armazena uma ou mais referências para elementos da Unidade de 
Topologia. 
• Subunidade de Descritor de Tráfego: possui informações sobre o tipo de tráfego 
que será enquadrado nesta unidade de QoS, ou seja, nesta cláusula do contrato. 
Essas informações compreendem código de serviço (de acordo com o campo ToS do 
cabeçalho IP ou equivalente), portas de origem/ destino e protocolo de rede utilizado. 
• Subunidade de Descritor de Carga: armazena informações sobre parâmetros de con-
dicionamento e policiamento de tráfego. Representa uma parte bastante técnica do 
contrato. Seus parâmetros reúnem tipo de descritor (mecanismo de policiamento, 
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com os algoritmos de condicionamento e policiamento a serem utilizados), parâ-
metros relativos ao descritor (tamanho da rajada, vazão média, entre outros2) e 
tratamento de excesso (condicionamento, remarcação ou descarte). 
• Subunidade de Parâmetros de QoS: possui as informações fundamentas para a ga-
rantia da QoS propriamente dita. Os parâmetros compreendem: atraso, variação 
de atraso e descarte máximos permitidos para a cláusula do contrato. Caso serviços 
WKS estejam sendo utilizados no contrato, o prenchimento das informações dessa 
subunidade é dispensáveL 
• Subunidade de Disponibilidade de Serviços: armazena informações sobre horários 
de disponibilidade da QoS prometida na cláusula em foco. 
• Largura de banda: especificada à parte de qualquer subunidade por uma questão de 
simplicidade, toda cláusula deve obviamente destacar a largura de banda máxima 
que o cliente deve poder usufruir com a QoS prometida e delimitada pelas outras 
sdubunidades. 
5.5 Implementação 
A implementação do modelo de negociação foi realizada como uma extensão às funcio-
nalidades do framework apresentado no Capítulo 4. De [7] foi utilizado o software de 
BB, com os gerentes de recursos e de políticas, bem como o componente de aplicação das 
políticas nos roteadores. Já de [29} foi utilizada a plataforma de QoS adaptada ao uso 
conjunto das tecnologias MPLS e DiffServ. 
O BB é originalmente composto por três módulos estruturais: o primeiro implementa. 
as funcionalidades do gerente de recursos; o segundo implementa o gerente de políticas; o 
terceiro módulo implementa. as funcionalidades previstas para os pontos de aplicação de 
políticas, vinculados aos dispositivos de nível físico. A estes componentes foi integrado 
um quarto módulo, denominado gerente de negociação e implementado segundo o modelo 
apresentado neste capítulo. 
O software do BB apresenta uma implementação em linguagem de programação Tcl. O 
uso das extensões iTcl e Combat visam o suporte, respectivamente, à orientação a objetos 
e à arquitetura CORBA (32). O mapeamento de CORBA para iTcl, realizado pelo pacote 
Combat, é obtido através das interfaces J)ynamic Invocation Interface (DII) e J)ynamic 
Skeleton Interface (DSI). Por uma questão de compatibilidade e reaproveitamento de 
código, este conjunto foi mantido para a implementação do modelo de negociação. 
2Variáveis de acordo com o descritor escolhido 
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A comunicação entre cliente e servidor na negociação de serviços foi implementada por 
meio de chamadas de métodos no contexto da arquitetura CORBA. Estas chamadas de 
métodos emulam o funcionamento do protocolo SLA-COPS apresentado anterionnente. 
Com o uso de CORBA espera-se viabilizar a reutilização da implementação para um 
contexto real na medida em que esta arquitetura permite criar uma independência da 
implementação do BB com relação ao simulador NS. 
A plataforma MPLS-DS foi desenvolvida sobre o simulador de redes Network Simulator 
(NS) [38), com o uso das extensões DS-NORI'EL [20) e MNS [lj para suporte a D:iffServ 
e MPLS. Ela tem como objetivo validar, por meio de simulações, o uso de políticas de 
configuração para a obtenção de QoS fim-a.fim em redes IP. A opção pela simulação 
proporciona grande liberdade na criação de cenários de utilização. 
A implementação do modelo de negociação, além de adicionar componentes ao fra-
mework já estabelecido, envolveu ainda algumas modificações dos componentes originais. 
Todavia, as modificações visaram sempre a manutenção da arquitetura herdada a fim 
de que o trabalho realizado estivesse completamente voltado à questão da negociação de 
serviços propriamente dita. 
A Figura 5.3 ilustra o framework com as devidas modificações para inclusão do modelo 
de negociação. É importante ressaltar que a implementação do modelo foi realizada de 
maneira parcial. Deste modo, o produto obtido não configura uma ferramenta comercial, 
mas sim um protótipo bem projetado que objetiva a validação das soluções propostas 
para os problemas discutidos ao longo deste trabalho. 
5.5.1 Modificações Realizadas no Bandwidth Broker 
O software original do BB prevê a negociação estática de contratos de serviços. Todo o 
processo é realizado na inicialização do sistema e qualquer mudança exige a reinicializa. 
ção do mesmo. Portanto, o principal esforço na adição do modelo de negociação foi a 
adaptação da infra-estrutura existente para o contexto dinâmico e automático almejado 
às negociações de serviços. 
Para atingir esse objetivo foram necessárias mudanças de pequeno impacto aos com-
ponentes existentes. Os módulos dos gerentes de recursos e de políticas tipicamente 
pesquisam por contratos de serviços vigentes no Repositório de Dados. É em torno des-
tes contratos que ocorre todo o funcionamento do BB. No novo contexto, os contratos 
passam a ser dinamicamente modificados pelo gerente de negociação. Este componen-
te recebe livre acesso ao Repositório de Dados e negocia contratos com base no modelo 
de atacado/varejo e nas políticas estipuladas pelo administrador da rede. Entretanto, a 
ação do novo componente no gerenciamento de contratos ocorre de maneira completa. 
mente transparente aos demais componentes, de maneira que os gerentes de recursos e de 
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Figura 5.3: Implementação do BB. 
políticas sequer tomam conhecimento da existência de um gerente de negociação. 
A única integração necessária ao gerente de negociação com relação aos outros com-
ponentes diz respeito à obtenção da informação sobre quantidade de recursos disponível 
no domínio. Essa informação, obtida a partir do gerente de recursos, é imprecindível no 
mecanismo de negociação de serviços, tendo por objetivo avalisar o gerente de negociação 
a respeito da quantidade máxima de recursos por serviço que é possível ser negociada. 
Deste modo, o novo software do BB adiciona ao gerente de recursos uma interface de co-
municação para ser utilizada pelo gerente de negociação. Esta interface configura a maior 
modificação realizada no software original. Foi implementada na forma de chamadas de 
métodos da arquitetura CORBA, de maneira análoga ao que foi feito na comunicação 
entre cliente e provedor de serviços no processo de negociação. 
Outras modificações realizadas no framework originai incluem: 
• A aplicação das configurações sobre algoritmos de policiamento e de condicionamen-
to de tráfego adquire caráter dinâmico. Originalmente os algoritmos eram escolhidos 
na inicialização do sistema para cada serviço e não podiam mais ser alterados. Esta 
nova funcionalidade foi incorporada ao gerente de políticas. Na nova tarefa, ele 
obtém as informações necessárias a partir do Repositório de Dados e as aplica nos 
roteadores de borda por meio dos pontos de aplicação de políticas (PEPs). 
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• Serviços passam a ser modificados e adicionados também em caráter dinâmico. Esta 
funcionalidade exigiu pequenas modificações nos gerentes de recursos e de políticas, 
os quais passam a ler periodicamente os contratos do domínio a fim de garantir que 
novos valores para os parâmetros dos serviços existentes, e mesmos novos serviços 
incorporados ao domínio, possam ser tratados de maneira adequada. 
No software do BB original, as negociações de contratos são todas locais. Contudo, a 
adição de contratos e negociações entre dominios não implicou em qualquer modificação 
aos componentes existentes. Para estes, ficam completamente transparentes as diferenças 
entre contratos locais e remotos. A distinção entre estas duas categorias fica a cargo do 
gerente de negociação. É implementado, no mesmo módulo, uma parte cliente e outra 
provedora de serviços. O gerente de negociação utiliza a parte cliente da implementação 
para solicitar recursos externos aos gerentes de outros domínios e a parte servidora para 
prover recursos a clientes locais e a gerentes de outros domínios. 
5.5.2 Modificações Realizadas na Plataforma MPLS-DS 
Para a inclusão do modelo de negociação também foram realizadas modificações na pla-
taforma MPLS-DS original especificada em [29]. As principais mudanças dizem respeito 
ao mer)l.T!ismo de classificação de pacotes e à existência de múltiplos domínios no contexto 
doNS. 
A classificação era realizada unicamente pela análise de informações de origem e desti-
no do pacote. Esta solução mostrou-se deficiente para a negociação entre domínios. Neste 
contexto, roteadores de borda devem considerar, além de origem e destino, o endereço 
do último roteador que processou o pacote. A partir disso é possível descobrir qual foi o 
último domínio pelo qual ele passou e, cousequentemente, honrar os contratos no contexto 
do modelo cascata de negociação entre domínios. 
Na implementação do novo método de classificação de pacotes os roteadores LSR-DS 
de borda receberam uma nova subdivisão: 
• Roteadores de Ingresso: reúne roteadores que servem como entrada para o do-
mínio. Representam os roteadores de borda tradicionais, com a função típica de 
realizar a classilicação e marcação dos pacotes. A diferença destes novos roteadores 
é que eles realizam a classificação com base nos novos critérios: endereço de origem, 
endereço do último roteador em que esteve o pacote e endereço de destino. 
• Roteadores de Egresso: reúne roteadores que servem de saída do domínio. Estes 
novos componentes possuem como atribuição marcar pacotes com a informação do 
último roteador que processou o pacote, a fim de que o roteador de ingresso do 
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próximo domínio, se existente, saiba por qual domínio passou o pacote e possa, 
adequadamente, honrar possíveis contratos entre domínios. 
A inexistência do conceito de domínios no NS provocou impacto nos mecanismos de 
monitoramento de LSPs e de tratamento de tráfego. Para superar esta deficiência, foram 
adicionados aos roteadores informações sobre o domínio do qual faziam parte. Além 
disso, os roteadores passam a conhecer, por meio dos contratos negociados, os roteadores 
de borda autorizados pelo domínio vizinho e que, portanto, devem ser interpretados como 
roteadores de tal domínio. 
5.5.3 Repositório de Dados e Contratos de Serviços 
O repositório de dados foi implementado na furma de arquivos text-O de onde o gerente 
de negociação obtêm os dados de contratos negociados pelo domínio. Para tanto, foi 
construído um parser bastante simplificado que, a partir de uma sintaxe pré-definida, 
consegue traduzir as informações contidas no arquivo, as quais estão divididas em seções, 
em parâmetros úteis para o perfeito funcionamento do BB. Cada seção do contrato, con-
forme proposto neste capítulo, ê representada por uma etiqueta diferente. Dentro das 
etiquetas existem informações particulares da unidade em questão. 
Contratos de serviços são, portanto, armazenados de modo permanente na forma de 
arquivos texto. Do ponto de vista do gerente de negociação, estes arquivos são interpre-
tados e carregados para estruturas especialmente confeccionadas para uso do gerente de 
recursos no mecanismo de anâlise de cumprimento dos contratos. 
É importante notar que estas não configuram soluções ideais para a representação 
e armazenamento de contrat-OS e foram realizadas desta maneira por uma questão de 
simplicidade e por não representarem o foco principal deste trabalho. Uma análise de 
soluções mais sofisticadas é discutida no Capítulo 3. 
5.6 Resumo 
Apresentamos neste capítulo uma proposta de modelo de negociação entre BBs de do-
mínios distintos. Este modelo visa o oferecimento escalável de QoS fim-a-fim, inclusive 
para situações em que os dados tenham que trafegar entre domínios de administrações 
distintas e que implementem tecnologias de QoS quaisquer. 
A fim de validar o modelo proposto, o próximo capítulo será totalmente dedicado a 
simulações. Apresentaremos em detalhes dois cenários de utilização que fazem uso do 
framework de QoS completo, destacando sobretudo as funcionalidades adquiridas a partir 
da incorporação do modelo de negociação ao mesmo. 
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Capítulo 6 
Validação do Modelo de Negociação 
A fim de demonstrar as funcionalidades do modelo de negociação proposto neste trabalho, 
apresentamos neste capítulo dois estudos de caso representados por simulações realizadas 
sobre o framework de QoS modificado para obtenção de QoS fim-a-fim. Os experimen-
tos foram modelados para simular cenários que, apesar de simples, apresentam tipos de 
tráfegos em situações onde o oferecimento de QoS ê claramente bem-vindo. 
O primeiro experimento apresenta um ambiente que inclui 3 domínios administrativos 
distintos. O principal objetivo da simulação realizada neste primeiro caso ê validar o 
modelo de negociação no que diz respeito ao oferecimento de soluções capazes de garantir 
o cumprimento de contratos, locais e externos aos dominios, em situações de descarte e 
atraso excessivos. O segundo experimento faz uso de quatro domínios. Esta simulação 
pretende mostrar adaptações realizadas por um dominio quando da ineficiência de uma 
rota entre domínios inicialmente escolhida. 
Nas próximas páginas detalhamos os experimentos citados acima. Inicialmente apre-
sentamos os tipos de tráfegos utilizados naa simulações. Logo a seguir comentamos sobre 
as classes de serviços oferecidas em cada um dos domínios. Em seguida, tratamos das 
políticas de atuação disponibilizadas para o BB e, finalmente, mostramos as simulações 
passo a passo e apresentamos os resultados obtidos. 
6.1 'fráfego Gerado 
Foram selecionados dois tipos de tráfegos para os experimentos. Estes tráfegos visam 
emular o comportamento típico dos tráfegos de algumas aplicações reais as quais se be-
neficiam ou atê mesmo exigem a utilização de QoS em situações de congestionamento e 
escassez de recursos, a fim de que sejam executadas satisfatoriamente. 
O primeiro tipo de tráfego incorpora as características de aplicações que envolvem 
tráfego de voz. Estas características incluem taxa de geração constante e tamanho de 
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pacote reduzido. O tamanho do pacote escolhido é de 66 bytes e a taxa de geração é de 
um pacote a cada vinte milisegundos. 
O segundo tipo de tráfego simula as características de uma aplicação de tráfego expo-
nencial. A idéia de sua utilização é emular aplicações que não exijam baixo atraso, mas 
sim confiabilidade na entrega dos pacotes. Este é o cenário típico de uma aplicação de 
e-bussíness, por exemplo. Neste caso, o tamanho escolhido para os pacotes é de 512 bytes 
e a taxa de geração é de 432 Kbps. 
A Tabela 6.1 apresenta detalhes sobre os tráfegos apresentados. 
Tipo de trãfego Tamanho do pacote Taxa 
Exponencial 512 bytes 432 Kbps 
Voz 66bytes 66 bytesf20ms 
Tabela 6.1: Características dos tráfegos disponibilizados 
6.2 Classes de Serviço 
Foram estipuladas três classes de serviços concordadas entre os domínios: Best Ejjort 
(BE), Assured Forwarding (AF) e Expedited Forwarding (EF). 
A classe AF oferece baixo descarte e alta probabilidade de entrega de pacotes. É 
adequada ao tráfego de aplicações que exijam requisitos de segurança e confiabilidade. A 
classe EF apresenta prioridade de tratamento sobre as demais classes. Suas características 
são baixos atraso, descarte e variação de atraso. A classe BE acomoda o tráfego que não 
precisa receber tratamento diferenciado. A Tabela 6.2 reúne informações sobre atraso e 
descarte máximo para cada classe. 
Classe Atraso Descarte 
Best Ejjort (BF) - -
Assured Forwarding (AF) 4s 20% 
Expedíted Forwarding (EF) 210 ms 20% 
Tabela 6.2: Características das classes de serviços 
As classes de serviço foram simuladas através de 4 filas do tipo Droptaíl, utilizando o 
escalonador Weígthed Round Robín (WRR). São três filas físicas, sendo que uma dessas 
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filas é dividida logicamente em duas filas virtuais. Cada classe de serviço ocupa uma fila. 
A classe AF ocupa as duas filas virtuais. 
No inicio da simulação, todo tráfego pertence à classe BE e recebe o mesmo tratamento, 
independente de tipo ou origem. Durante a simulação ocorrem os processos de negociação, 
levando a um tratamento diferenciado dos tráfegos referenciados em contratos. 
É importante destacar a utilização de serviços WKS em todos os domínios simulados 
nos experimentos. 
6.3 Políticas de Atuação 
Foram definidas duas políticas de atuação para a simulação. Sempre que acionadas, as 
políticas são automaticamente traduzidas pelo BB em parâmetros de configuração para 
os roteadores do domínio. 
A primeira política se refere à atualização do peso das filas dos roteadores para uso do 
WRR. Esta política é acionada sempre que um determinado fluxo de dados sofre descarte 
maior que o estipulado para a sua classe. No inicio da simulação, as filas de todas as 
classes possuem o mesmo peso. 
A segunda política atua sobre a criação de novos LSPs. Esta política é disparada em 
duas situações: caso o atraso de um fluxo extrapole o estipulado para a sua classe ou caso 
ocorra excesso de descarte após três atuações consecutivas da primeira política. O novo 
LSP é criado com base em recursos disponíveis no domínio. Uma nova rota é escolhida 
por um agente que implementa o algoritmo de roteamento baseado em banda residual 
[8J. 
6.4 Experimentos Realizados 
Nas próximas subseções apresentamos as simulações realizadas destacando as ocorrências 
importantes, além dos resultados obtidos e algumas análises sobre estes últimos. Nas fi-
guras sobre topologias de simulação, cada ctrculo representa um roteador MPLS/Diffserv. 
Os hexágonos representam os clientes. Todo enlace da topologia mostrada possui capa-
cidade total de 3.456 Kbps. Os roteadores MPLS/DiffServ possuem 4 filas para cada 
enlace com o qual possuem ligação. As filas são capazes de armazenar até 1000 pacotes, 
independente de seu tamanho. 
As medições de atraso e descarte médios mostradas nos gráficos de resultados foram 
realizadas com base em acumuladores e medidores disponibilizados pelo NS. O descarte 
de um LSP representa a média de descartes de todos os roteadores que o compõem. De 
maneira análoga, o atraso de um LSP é calculado com base no atraso médio dos pacotes 
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no percm:so realizado entre pares de roteadores do LSP. Estas medições foram realizadas 
com frequência de 0,1 segundo. 
6.4.1 Experimento 1 
A Figura 6.1 mostra a topologia das redes simuladas no primeiro experimento. O BB 
do domínio A (BB-A) atua sobre os roteadores ROl a. R08, o do domínio B (BB-B) atua 
sobre os roeadores R09 a R14 e o do domínio C {BB-C) atua sobre os roteadores R15 a 
R20. 
Figura. 6.1: Topologia da. simu!a.ção 
Três LSPs pré-configurados são criados no início da. simulação. O LSP 2000 é criado 
pelo BB-A e segue a. rota. R01-R02-R04-R06-R08. O LSP 2001 é criado pelo BB-B, 
seguindo a rota R09-Rl0-Rl2-Rl4. O BB-C cria o LSP 2002, que segue a rota R15-R16-
Rl8-R20. 
Cada cliente da topologia mostrada gera um dentre os dois tipos de tráfego. O cliente 
COl gera tráfego de voz para o cliente C015 e o cliente C02 gera tráfego exponencial para 
o cliente C16. Os demais clientes geram apenas tráfego locaL Os clientes C03, C04, C05 
e C06 trocam tráfego exponencial. Já os clientes C07, C08, C09 e ClO trocam tráfego de 
voz. Os cliente Cll, Cl2, Cl3 e Cl4 também trocam informações por meio de tráfego de 
voz. 
Em t = 1 s, o BB-B negocia. satisfatoriamente um contrato com o BB-C. Ele negocia, 
com destino ao domínio C, 1780 Kbps para Huxos de tráfego da classe AF e 890 Kbps 
para a classe EF. No instante t = 1,5 s, é a vez do BB-A negociar um contrato com o 
BB-B. Neste contrato, o BB-B assegura 1000 kbps para fluxos da classe AF e 600 Kbps 
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para fluxos de tráfego EF provenientes do domínio A e com destino ao domínio C. Ainda 
no instante t = 1,5 s, inicia-se o tráfego dos clientes GOl a Cl5 e C02 a Cl6. 
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(a) Atraso no LSP 2000 
Figura 6.2: Gráficos do LSP 2000 
Aos 10 segundos, inicia-se o tráfego exponencial entre os cilentes C03, C04, C05 e 
C06. O domínio A começa a ter seus enlaces saturados e os clientes GOl e C02 vêem seus 
tráfegos ameaçados de atraso e descarte. No instante t = 20 s, os clientes GOl e C02 
realizam negociações de contratos com o BB-A. O cliente GOl negocia 500 Kpbs de fluxos 
EF com destino a Cl5. Enquanto isso, o cliente C02 negocia 480 Kbps de fluxos AF para 
C16. O tráfego de COl passa a pertencer à classe EF e o de C02 à classe AF. 
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Figura 6.3: Gráficos do LSP 2999 
Em t = 21,1 s o BB-A é informado sobre o excesso de descarte de tráfego AF nos 
roteadores do LSP 2000 (Figura 6.2 -b). Neste momento, ele executa a politica de 
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reconfiguração das filas referentes ao tráfego AF nos roteadores do LSP 2000. O descarte 
para este tráfego volta, então, a índices aceitáveis. 
Quando a simulação alcança os 30 segundos, o cliente C03 negocia um contrato com 
o BB-A. O contrato de C03 prevê tratamento diferenciado para 400 Kbps de seu fluxo 
através da classe AF. A partir desse momento, observarse um aumento significativo do 
tráfego diferenciado no dominio A. O tráfego diferenciado está acumulado nos mesmos 
enlaces e o resultado é o aumento de descarte e de atraso para as classes AF e EF. O 
BB-A é notificado sobre o excesso de descarte dos tráfegos AF e EF, respectivamente, 
nos instantes t = 30,1 se t = 30,6 s (Figura 6.3-b). Sua ação é disparar a política de 
reconfiguração de filas para ambas as classes. Contudo, essas ações não são suficientes 
para estabilizar o atraso do tráfego EF. No instante t = 33,1 s o atraso deste tráfego 
alcança 215 ms, extrapolando o máximo permitido (Figura 6.2-a). A ação do BB, desta 
vez, é disparar a segunda política definida para a simulação: é criado um novo LSP, 
identificado como LSP 2999. O novo LSP segue a rota R01-R03-R05-R07-R08. O tráfego 
EF proveniente de COl passa a ser roteado para o novo LSP. Com isso, os índices de 
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Figura 6.4: Gráficos do LSP 2001 
No instante t = 40 s, é iniciado o tráfego de voz entre os clientes C07, C08, C09 e 
CIO. É a vez do domínio B ter seus enlances saturados (Figura 6.4). Em t = 40,5 s, 
o tráfego EF do LSP 2001 sofre descarte de 22,14%. Em t = 41 s, o tráfego AF sofre 
descarte de 25,92%. O BB-B executa, então, a política de reconfiguração de filas para 
ambas as classes. Essas duas medidas são suficientes para trazer de volta a estabilidade 
ao domínio B. 
Aos 50 segundos da simulação é iniciado o tráfego de voz entre os clientes do domínio 
C. Os roteadores do LSP 2002 passam a sofrer descartes em excesso (Figura 6.5-b). Em t 
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-c 5ü,89 s os monitores detectam descarte de 24,21% para o tráfego EF. Em t = 51,89 sé 
detectado descarte em excesso (24,13%) para o tráfego AF. O BB-C executa a política de 
reconfiguração de filas e o domínio C volta a uma situação de estabilidade de seus fluxos 
de tráfego. Em t = 70 s, a simulação é finalizada. 
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Figura 6.5: Gráficos do LSP 2002 
Através dos gráficos, podemos observar a eficiência e coerência de ação dos BBs. Mais 
que isso, podemos comprovar a eficácia das políticas no sentido de garantir os índices 
combinados para atraso e descarte. 
Nos LSPs 2001 e 2002, observamos a existência de tráfego da classe BE mesmo antes 
da inicialização do tráfego dos clientes locais (Figuras 6.4-a e 6.5-a). A existência deste 
tráfego confirma a eficiência dos métodos de policiamento existentes na borda do domínio 
A. Tal policiamento é responsável por garantir uma largura de banda máxima aos clientes 
COl e 002, conforme estipulado em contrato. A ação dos policiadores é remarcar o 
tráfego em excesso para o código referente à classe BE, para que não recebam tratamento 
diferenciado. 
Os gráficos da Figura 6.6 comprovam a eficiência do framework em garantir QoS 
fim-a-fim. Nestes gráficos, observamos que atraso e descarte se mantiveram em índices 
aceitáveis durante toda a simulação. É importante notar que, no caso de QoS fim-a-fim, 
os índices para os parâmetros de QoS obviamente tendem a ser mais altos. Afinal, o 
atraso e o descarte do fim-a-fim são a soma dos atrasos e descartes de todos os domínios. 
Portanto, quanto maior o número de domínios, maior tende a ser o valor máximo dos 
parâmetros de QoS. 
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Figura 6.6: Gráficos de fim-a-fim 
6.4.2 Experimento 2 
A Figura 6.7 mostra a topologia das redes simuladas no experimento de número 2. O BB 
do domínio A (BB-A) atua sobre os roteadores ROl a R06, o do domínio B (BB-B) atua 
sobre os roteadores R07 a RIO, o do domínio C (BB-C) atua sobre os roteadores Rll a 
R14 e o domínio D (BB-D) sobre R15 a R20. 
Figura 6.7: Topologia da simulação 
Quatro LSPs pré-configurados são criados no início da simulação. O LSP 2000 é criado 
pelo BB-A e segue a rota R01-R02-R04-R06. O LSP 2001 é criado pelo BB-B, seguindo 
a única rota possível: R07-R08-R09-Rl0. Similarmente, o BB-C cria o LSP 2002, que 
segue a rota Rll-R12-R13-R14. Finalmente, o BB-D cria o LSP 2003, que segue a rota 
6.4. EXPERlMENTOS REALIZADOS 67 
Ftl5-Ftl6-Ftl8-Ft20. 
Cada cliente da topologia mostrada gera um dentre os dois tipos de tráfego. O cliente 
COl gera tráfego de voz para o cliente C13 e o cliente C02 gera tráfego exponencial para 
o cliente C14. Os demais clientes geram apenas tráfego local. Os clientes C03, C04, C05 
e C06 trocam tráfego exponencial. Já os clientes C07 e C08 trocam tráfego de voz. Os 
clientes C09, CIO, Cll e Cl2 também trocam informações por meio de tráfego de voz. 
Em t = 1 s, o BB-B negocia satisfatoriamente um contrato com o BB-D. Ele negocia 
1780 Kbps para fluxos de tráfego da classe AF. No instante t = 1,5 s, é a vez do BB-C 
negociar nm contrato com o BB-D. Neste contrato, ele assegura 890 Kbps para fluxos 
da classe EF com destino ao domínio D. Ainda no instante t = 1,5 s, inicia-se o tráfego 
dos clientes COl a C13 e C02 a C14. Aos 2 segundos da simulação, o BB-A negocia 
nm contrato com o domínio B. Este contrato prevê 1000 Kbps para a classe AF com 
destino ao domínio D. Finalmente, o ciclo de negociações de atacado se encerra aos 2,5 s 
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Figura 6.8: Gráficos do LSP 2000. 
Aos 10 segundos, inicia-se o tráfego exponencial entre os clientes C03, C04, C05 e 
C06. Em t = 15 s, inicia-se o tráfego de voz entre os clientes C07 e C08. Os domínios 
A e B começam a ter seus enlaces saturados e os clientes COl e C02 vêem seus tráfegos 
ameaçados de atraso e descarte. No instante t = 20 s, o cliente C02 decide realizar uma 
negociação com o BB-A. Ele negocia 500 Kpbs de fluxos AF com destino a Cl4. O tráfego 
de C02 pa.ssa pelo domínio B no caminho a C14. Em t = 20,1 s o BB-A é informado sobre 
excesso de descarte de tráfego AF nos roteadores do LSP 2000 (Figura 6.8-b). Neste 
momento, ele executa a política de reconfiguração das filas referentes ao tráfego AF nos 
roteadores do LSP 2000. O descarte para este tráfego volta, então, a índices aceitáveis. 
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Figura 6.9: Gráficos do LSP 2001. 
Em t = 20,5 s, o BB-B é notificado sobre um descarte de 22,72% em seu tráfego AF, 
ou seja, o tráfego de C02. Para honrar o contrato de atacado realizado com o BB-A, o 
primeiro executa a política de reconfiguração de filas para a classe AF, o que faz com que 










(b) Descarte no LSP 2003 
Figura 6.10: Gráficos do LSP 2003. 
Aos 25 segundos de simulação, o cliente COl negocia com o BB-A 480 Kbps de fluxos 
EF para C13. O tráfego de COl é desviado para o domínio C no caminho até o destino. 
Como o domínio C estava ocioso até o momento, o grande descarte que vinha ocorrendo 
no tráfego de COl cessa imediatamente, restabelecendo para este cliente a qualidade de 
serviço contratada. 
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Quando a simulação alcança os 30 segundos, é iniciado o tráfego de voz entre os clientes 
C09, ClO, Cll e C12. É a vez do domínio D ter seus enlances saturados (Figura 6.10-b). 
Em t = 30,5 s, o tráfego EF do LSP 2003 sofre descarte de 24,79%. Em t = 31 s, o 
tráfego AF sofre descarte de 31,81%. O BB-D executa, então, a política de reconfiguração 
de filas para ambas as classes. Essas duas medidas são suficientes para trazer de volta a 
estabilidade ao domínio D. Em t = 40 s, a simulação é finalizada. 
O gráfico da Figura 6.11 confirma o sucesso da simulação ao apresentar valores de 
atraao reduzidos para os monitores de fim-a-fim durante todo o tempo. Estes resultados 
se mostram compatíveis com os atrasos parciais apresentados nas Figuras 8-a , 9-a e 10-a. 
Para o LSP 2002, os parâmetros de QoS permaneceram anulados durante toda a simulação. 
Este era o comportamento esperado, uma vez que a capacidade dos eulaces e das filas dos 
roteadores superava consideravelmente a necessidade real do tráfego transportado neste 
LSP. 









o • 5 
Atiaso do Trafego R m-a-Fim 
·V ,.._.-v 
• a ~ • • • • 
Tamposimulado(s) 
Figura 6.11: Gráfico de atraso fim-a-fim. 
Um outro fato que merece ser notado é a estabilidade alcançada pelo sistema através 
da aplicação das políticas. Parâmetros que extrapolaram os contratos foram em todos os 
casos rapidamente corrigidos pela aplicação das mesmas. 
6.5 Considerações Finais sobre as Simulações Realiza-
das 
Apresentamos neste capítulo dois estudos de casos demonstrando o funcionamento do 
framework de QoS, sobretudo no que se refere ao modelo de negociação proposto neste 
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trabalho. Vale destacar que os cenários demonstrados visaram simular cenários onde a 
obtenção de QoS seja de boa utilidade, além de validar os diversos conceitos apresentados 
para o modelo de negociação. 
Desta forma, as duas simulações apresentadas servem como cenários iniciais e típicos, 
ainda que simples, para validar estes conceitos. Os cenários são típicos porque simulam 
o comportamento desejado de alguns tráfegos largamente encontrados nas redes atuais e 
que não encontram na Internet convencional uma infra-estrutura adequada para tal. 
Capítulo 7 
Conclusões e Trabalhos Futuros 
Apresentamos neste trabalho uma proposta de comunicação entre BBs de domínios admi-
nistrativos distintos que foi executada sobretudo através da especificação de um modelo 
de negociação de serviços. O modelo proposto visa substituir as negociações estáticas 
praticadas na maioria dos sistemas que oferecem algum tipo de QoS, numa busca por 
automação e dinamismo, inclusive para a comunicação entre gerentes de diferentes domí-
nios. A adição deste modelo ao framework de QoS mostrou-se decisiva para o alcance da 
qualidade de serviço fim-a-fim desejada. 
O modelo de negociação proposto ê formado em nível operacional pelo protocolo SLA-
COPS, baseado em políticas de configuração e adaptado ao transporte de contratos hete-
rogêneos. No nível gerencial, a proposta de negociação de atacado/varejo busca garantir 
transparência de configuração para o administrador da rede, também através do uso de 
políticas de configuração, alêm de oferecer escalabilidade para o contexto de negociações 
entre domínios. 
Diversas pesquisas relacionadas a este tema têm feito uso do COPS para a confecção 
de modelos de negociação, de maneira análoga ao que foi realizado neste trabalho. Nossa 
contribuição é a especificação de um modelo para o contexto referido anteriormente que 
oferece garantias QoS fim-a-fim através do uso políticas de configuração aplicadas ao 
contexto da negociação entre domínios distintos. As negociações de atacado/varejo, em 
última instância, reúnem políticas as quais facilitam a negociação de fim-a-fim, ao mesmo 
tempo em que perrnítem um crescimento escalável do número de domínios e contratos de 
serviços. 
O uso combinado dos modelos DiHServ e MPLS apresenta boas perspectivas no que diz 
respeito à obtenção de QoS fim-a-fim para redes IP. A combinação de engenharia de tráfego 
da última com diferenciação escalável de fluxos de tráfego da primeira mostrou-se uma 
solução bastante adequada ao alcance dos objetivos traçados. Os resultados obtidos nas 
simulações realizadas estimulam o aprofundamento das soluções estudadas neste trabalho. 
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A infra-estrutura baseada no protocolo COPS possibilita o tratamento transparente de 
contratos, fato que confere portabilidade ao modelo. Além disso, a utilização de CORBA 
para a comunicação entre BB e rede simulada possibilita, em tese, a exportação deste 
software para um ambiente de rede real, onde as políticas implementadas podem ser 
reaproveitadas. 
O uso de políticas certamente contribui para a obtenção da abstração e do dinamismo 
almejados. No modelo proposto, as tarefas administrativas ficam restritas à especificação 
de políticas. Elas definem o comportamento esperado do sistema quando do recebimento 
de propostas de contratos. Nos experimentos realizados, o sistema mostrou-se hábil na 
modificação dinâmica de parâmetros de configuração, tais como peso de filas dos roteado-
res, sem que houvesse ação externa do administrador da rede. Seguindo este pensamento, 
nma extensão natural para o trabalho seria a sofisticação dos níveis de abstração ofereci-
dos. Mais especificamente, seria desejável que outros parâmetros, como tempo médio de 
atraso e porcentagem de descarte, fossem igualmente determinados pelo sistema, simpli-
ficando ainda mais a tarefa do administrador da rede. Uma sugestão seria a utilização 
de QoS qualitativo, o qual prevê a especificação de faixas ou níveis para os parâmetros 
citados por meio de interfaces gráficas intuitivas. 
Com relação aos resultados obtidos, a ênfase mais imediata foi a de identificar os cená-
rios de políticas que fazem sentido para tipos de tráfegos que se beneficiam da aplicação 
de conceitos de QoS e aprimorar o contexto da negociação de atacado/varejo. Trabalhos 
futuros certamente compreendem testes em cenários mais complexos de simulação e de 
ambiente reaL Mais um vez, o uso de CORBA oferece um certo grau de transparência do 
ambiente de simulação a qual espera-se possibilitar que no futuro as técnicas desenvolvidas 
possam ser testadas em ambientes de rede reais. 
Além de cenários mais complexos, um problema que certamente merece ser atacado 
em termos de trabalhos futuros é a questão modelagem e armazenamento de informações 
de políticas. O IETF tem sugerido alguns modelos de informação para uso específico 
de políticas, como o PCL\1 jlOJ e o QPIM j27J. Em termos de armazenamento de 
informações, a solução mais adequada parece ser o uso de servidores LDAP. Ressaltamos 
neste trabalho sucintamente os principais conceitos que compõem estas soluções. Linhas 
de pesquisa nesta área podem explorar técnicas capazes de evitar que um número grande 
de contratos e políticas possam se tornar um gargalo para o crescimento do sistema. 
Um outro campo de interesse para aplicação em trabalhos futuros é a questão do 
gerenciamento de políticas, sobretudo no que diz respeito à detecção de conflitos. É pra-
ticamente impossível evitar que conflitos ocorram uma vez que em grandes redes muitas 
políticas podem ser especificadas por diversas pessoas em tempos diferentes e permane-
cerem válidas simultaneamente, sendo que algumas delas podem entrar em conflito entre 
si j6J. 
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Finalmente, a questão justiça na concessão de recursos, deficiente no modelo cascata 
de comunicação entre domínios, representa tambêm um bom campo para pesquisa em 
trabalhos futuros. O uso de políticas na admissão de clientes foi a alternativa utilizada 
neste trabalho no sentido de minimizar o problema. 
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