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Abstract
Optimization problems under uncertain conditions abound in many energy
management applications. Once the relevant uncertainties are identified for the
optimization model, there are two major classes of approaches to employ: the
stochastic programming and the robust optimization methods. This thesis offers,
in the first and second chapter, a general overview of the classical approaches to
solving optimization under uncertainty, with a focus on probabilistic constraints.
Then, in the third chapter, a new class of so-called Probust constraints is
introduced in the presence of models with uncertain parameters having partially
stochastic and partially non-stochastic character. We show the relevance of this class
of approach and solve two problems in a stationary gas network. First, in the context
of gas transportation, one ends up with a constraint, which is probabilistic with
respect to the load of gas and robust with respect to the roughness coefficients of
the pipes (which are uncertain due to a lack of attainable measurements). Secondly,
we solve a problem for a network operator, who would like to maximize the offered
capacity for old and new customers. In this case, one is faced with an uncertain
total demand which is probabilistic for old clients and robust for new clients. In
both problems, we demonstrate how probust constraints can be dealt within the
framework of the so-called spheric-radial decomposition of multivariate Gaussian
distributions.
Furthermore, in chapter four, we present novel structural and numerical results
for optimization problems under a dynamic joint probabilistic constraint. This
constraint is of the type
P(gi(x1, x2(ξ1), x3(ξ1, ξ2) . . . , xT(ξ1, . . . , ξT−1), ξ1, . . . , ξT) ≤ 0 (i = 1, . . . ,m)) ≥ p,
(1)
where (ξ1, . . . , ξT−1) is a finite stochastic process, (x1, . . . , xT) is an adapted process
of decision policies depending on previously observed outcomes of the random pro-
cess, P is a probability measure and p ∈ [0, 1] is a probability level. Strong and weak
semicontinuity results are obtained for the general case depending on whether poli-
cies are supposed to be in Lp or W1,p spaces. For a simple two-stage model, verifiable
conditions for Lipschitz continuity and differentiability of this probability function
are derived and endowed with explicit derivative formulae. Numerical results are
illustrated for the solution of a two-stage hydro-power reservoir where (1) figures as
a constraint.
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Zusammenfassung
Optimierungsprobleme unter Unsicherheiten treten in vielen Anwendungen des
Energiemanagements auf. Wenn die relevanten Unsicherheiten für das Opti-
mierungsmodell identifiziert sind, gibt es zwei Hauptklassen von Ansätzen: die
stochastische Programmierung und die robusten Optimierungsmethoden. Diese
Arbeit liefert, in den ersten beiden Kapiteln einen allgemeinen Überblick über die
klassischen Ansätze zur Optimierung unter Unsicherheit mit einem Schwerpunkt
auf probabilistischen Randbedingung.
Anschließend wird im dritten Kapitel eine neue Klasse von sogenannten Probust
Randbedingungen beim Auftreten von Modellen mit unsicheren Parametern mit
teilweise stochastischem und teilweise nicht-stochastischem Charakter eingeführt.
Wir zeigen dabei die Relevanz dieser Aufgabentypen für zwei Problemstellungen
in einem stationären Gasnetz auf. Erstens liegen beim Gastransport probabilistische
Randbedingungen bezüglich der Gasnachfrage vor sowie auch robuste Randbedin-
gungen bezüglich der Rauheitskoeffizienten in den Rohren, welche in der Regel
unbekannt sind, da es keine zuverlässigen Messmöglichkeiten gibt. Zweitens lösen
wir ein Problem für einen Netzbetreiber, der zum Ziel hat, die angebotene Kapazität
für alte und neue Kunden zu maximieren. In diesem Fall ist man mit einer ungewis-
sen Gesamtnachfrage konfrontiert, die sich aus der probabilistischen Nachfrage für
Altkunden und der robusten Nachfrage für Neukunden zusammensetzt. Für beide
Fälle zeigen wir, wie mit probusten Randbedingungen im Rahmen der sogenannten
sphärisch-radialen Zerlegung multivariater Gauß-Verteilungen umgegangen wer-
den kann.
Des Weiteren präsentieren wir in Kapitel vier neue strukturelle und numerische
Ergebnisse für Optimierungsprobleme unter einer dynamischen gemeinsamen
probabilistischen Randbedingung. Diese Randbedingung ist vom Typ
P(gi(x1, x2(ξ1), x3(ξ1, ξ2) . . . , xT(ξ1, . . . , ξT−1), ξ1, . . . , ξT) ≤ 0 (i = 1, . . . ,m)) ≥ p,
wobei (ξ1, . . . , ξT−1) ein endlicher stochastischer Prozess ist, (x1, . . . , xT) ein
angepasster Prozess von Entscheidungsregeln in Abhängigkeit von zuvor
beobachteten Ergebnissen des Zufallsprozesses, P ein Wahrscheinlichkeits-
maß und p ∈ [0, 1] ein Wahrscheinlichkeitsniveau. Starke und schwache
Halbstetigkeitsergebnisse werden für den allgemeinen Fall, in Abhängigkeit davon
ob Strategien in Lp oder W1,p Räumen angenommen werden, erstellt. Für ein ein-
faches zweistufiges Modell werden überprüfbare Bedingungen für die Lipschitz-
Stetigkeit und die Differenzierbarkeit dieser Wahrscheinlichkeitsfunktion abgeleitet
und mit expliziten Ableitungsformeln unterstützt. Numerische Ergebnisse werden
für die Lösung einer zweistufigen Steuerung eines Wasserkraftwerkspeichers veran-
schaulicht wobei (1) als Begrenzung gilt.
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1Introduction
The introduction of mathematical optimization techniques in the 1950s and 1960s,
together with the commercial availability of digital computers, had a strong influ-
ence on energy management. In the past, energy companies were vertically inte-
grated, monopolistic and followed a centralized production planning mode; they
used mathematical optimization tools mostly focused on engineering analysis. Lin-
ear and non-linear programming had applications in resource allocation, refinery,
distribution, transportation of oil (see e.g. [127, 54, 89, 110]). Also dynamic program-
ming, pioneered by Richard Bellman [11], was a successful procedure for multi-stage
optimization problems, which had widespread use, for instance, in gas field opti-
mization and pipeline design [147]. At this time, energy management was technical
in nature.
However, the regulatory framework of energy markets changed towards a liber-
alization paradigm at the end of the 20th century. In this regard, Chile (1982) and
the United Kingdom (1989) were the pioneer countries experiencing energy market
liberalization, privatization and restructuring of the energy supply and distribution
industry. The creation of an electricity and gas market in Europe started in 1995.
This change of structure of ownership and regulation changed the way decision
making in energy management is achieved. Moreover, the Kyoto Protocol in 2005
also enhanced the promotion of renewable energies and set climate policy on the
global agenda. Today, stakeholders in the energy sector face problems of technical,
economic and environmental nature. This had two consequences for optimization
models in the energy management sector.
First, there are different types of economic configurations managing energy sys-
tems: centrally planned, deregulated or public-private partnership. According to
each of these structures, the aim of the energy company changes. The objective
of public companies is to minimize costs of delivery to consumers; policy makers
maximize social welfare to understand market distortions; while private companies
strive to maximizing profits. Secondly, the amount of input data and restrictions
is not only much larger, but many parameters on the constraints are uncertain and
volatile. New markets have emerged together with the electricity and gas, like CO2
2emission rights and financial derivative markets. Forecasts of fuel prices and inter-
mittent renewable energy generation are by far not the only sources of uncertainty
and therefore of commercial risks. There is uncertainty in hourly spot prices, de-
mand of energy, heat load forecasts, technical failures due to uncertain weather con-
ditions and risks of not satisfying the demand-offer balance. Thus, it is undeniable
that the sources of uncertainties and the amount of historical data available are in-
creasing in decision making process of energy management. Moreover, uncertainty
about input parameters leads to imbalances and wrong management decisions [126].
In the future, energy markets will become even more volatile and complex due to
the large-scale shift to intermittent renewable technologies, resource scarcity, energy
sector coupling, CO2 quotas and the advent of supergrids. So, how can energy deci-
sion makers handle uncertainty?
Since 1990, two major classes of methods of optimization problems under un-
certainty emerged in energy decision making: the stochastic optimization and the
robust optimization methods. In the stochastic optimization approach, uncertain
inputs are modeled as continuous or discrete random variables with known prob-
ability distribution. In contrast, the robust optimization approach does not con-
sider the probability distribution of uncertain input variables; rather these input
variables are assumed to take values within some predefined uncertain interval or
set. It is well known that the stochastic optimization method has two major classes:
the recourse approach and the probabilistic constrained optimization approach. In
recourse-based optimization, decisions are taken prior to the realization of uncertain
parameters. Then, after the realization of uncertain parameters, recourse or correc-
tive measures are taken to compensate for possible violation of constraints. In many
applications, however, compensations simply do not exist (ecological damages, en-
gineering safety, flood restrictions of a water reservoir) or the compensations cannot
be quantified. In such applications, one would rather take decisions that guarantee
feasibility with a high probability.
In this thesis, we first present an overview of the mathematical approaches to
deal with optimization under uncertainty with continuous random variables. We
mainly focus on probabilistic constraints. Such constraints allow one to find optimal
decisions, which are probabilistically robust against uncertainty. The main contri-
butions of the thesis, exposed in ch. 3 and ch. 4, address the theoretical analysis
and numerical treatment of two brand-new topics in connection with probabilistic
constraints: the family of probabilistic/robust (probust) constraints, where the joint
presence of uncertainty in stochastic and unspecified form can be handled in a sin-
gle model; and optimization under dynamic probabilistic constraints, which take
3into account in their decision policies the flow of information, while randomness
unravels. Hence the thesis is organized as follows.
Structure of the Thesis
Chapter 1 gives an introduction to four different ways of incorporating uncer-
tainty into an optimization model. Expected value model, recourse based model,
probabilistic constrained optimization and robust optimization are discussed.
Probabilistic constrained optimization is explained in detail, since it is the backbone
of our main research problems.
Chapter 2 gives a brief introduction to an efficient method to solve probabilistic
constrained optimization problems via numerical nonlinear optimization for the
case of normally distributed random parameters. One can calculate the functional
values of the probabilistic constraint and its gradients via the spherical-radial
decomposition method. With this method, it is possible to solve corresponding op-
timization problems for Gaussian and Gaussian-like random vectors in dimension
of up to a few hundred.
Chapter 3 introduces a new class of joint probabilistic/robust constraints, so-called
Probust Constraints. A convenient combination with ideas from robust optimization
then leads to probust functions, i.e., probability functions acting on generalized
semi-infinite inequality systems. In this way, the joint presence of uncertainty in
stochastic and unknown form can be handled in a single model. Relevance of the
model, as well as new algorithms, is illustrated through two examples in the gas
sector: gas transport and gas expansion capacity. For both models, one is able to
describe a methodology for the solution as well as a numerical solution based on
the spherical-radial decomposition. The content of this chapter is published in [60]
and [4].
Finally, in Chapter 4 we move to an infinite-dimensional setting and elaborate on
the structural and numerical analysis of Dynamic Joint Probabilistic Constraints. This
model takes into account in their decision policies the flow of information while
randomness unravels. The use of these new dynamic optimization tools are illus-
trated in an optimal hydro-scheduling problem. This chapter contains several novel
results, many results have been submitted to publication and can be found in [61];
further material in this chapter will be used for future publications.
4Chapter 1
Optimization under Uncertainty
Today nearly every energy management optimization problem suffers from uncer-
tainty to some degree. Once the relevant uncertainties are identified for the opti-
mization model, there are two major classes of approaches to employ: the stochastic
programming and the robust optimization methods. In stochastic programming,
the uncertain inputs are modeled as discrete or continuous random variables with
a known probability distribution. In this thesis we concentrate our study in prob-
lems that have continuous random variables. In contrast, the robust optimization
approach does not presuppose the existence of a probability distribution for the un-
certain parameters; instead the uncertain variables are assumed to take values from
some bounded set.
To solve stochastic optimization problems, we transform them into an equiva-
lent deterministic optimization problem and solve them through classical linear or
nonlinear optimization techniques. Likewise, in robust optimization, we seek the
best robust value of the objective among all robust feasible solutions to the problem,
within a deterministic framework. This is why, in the next section, we start with a
brief overview of deterministic nonlinear constrained optimization.
1.1 Deterministic constrained optimization
In many applications, there is the need to solve optimization problems not over the
whole space R, but rather over a part of it. This part of the space is usually de-
termined explicitly by some linear or non-linear functions, and in such cases one
has a constrained optimization problem. For an in-depth study we recommend
[95, 10, 112]. A simple prototype optimization problem with deterministic parame-
ters and inequality constraints can be stated as
5min f (x)
s.t. gj(x) ≤ 0, j = 1, 2, . . . , k.
(1.1)
In this formulation, x ∈ Rn is the decision vector, the function f is the objective
function and gj : Rn → R are the constraint functions. Additionally, the set
M := {x ∈ Rn : gj(x) ≤ 0 ∀j = 1, . . . , k} (1.2)
is the feasible set. A solution to the problem (1.1) is a point x∗ ∈ M such that f (x∗) ≤
f (x) for all x ∈ M. It could also be the case that the solution of a given optimization
problem is a set of solutions, with the understanding that this set could be empty.
The set of all minimizers of f on M is denoted argmin{ f (x) : x ∈ M}.
Definition 1.1. x∗ ∈ M is a local minimum of f if there exists  > 0 for which f (x∗) ≤
f (x) for any x ∈ M ∩ B(x∗).
Definition 1.2. x∗ ∈ M is a global minimum of f over M if f (x∗) ≤ f (x) for all x ∈ M.
Local and global maxima are defined similarly. Moreover, it is well-known that x∗ is
a minimum of F(x) on M if and only if x∗ is a maxima of −F(x) on M.
There are three main aims to consider in the general framework of optimization
theory. First we ask: when is the existence of a feasible solution guaranteed? The
conditions for existence are provided by the following classical Theorem:
Theorem 1.3. (Weierstrass Extreme Value Theorem)
Let M 	= ∅ be a compact subset of Rn and f : M → R be a continuous function on M.
Then there exists xm and xM in M such that f (xm) ≤ f (x) ≤ f (xM) for all x ∈ M.
Secondly, we would like to identify conditions that ensure the uniqueness of solu-
tion.
Definition 1.4. We say that f : Rn → R is quasi-convex if
f (θx + (1− θ)y) ≤ max{ f (x), f (y)} ∀x, y ∈ Rn, θ ∈ (0, 1).
Also g : Rn → R is quasi-concave if −g is quasi-convex. And it is strictly quasi-convex
if
f (θx + (1− θ)y) < max{ f (x), f (y)} ∀x, y ∈ Rn, θ ∈ (0, 1).
Theorem 1.5. Suppose M is a non-empty, compact and convex subset of Rn. Suppose
f : M → R is a continuous and strictly quasi-convex (quasi-concave) function on M.
Then, there exists x∗ ∈ M as unique global minimum (maxima).
6One can find a proof of these previous classical theorems, for example, in [112].
Thirdly, we would like to recognize a solution and obtain a characterization of the
set of optimal points. This is normally divided in two categories: the identification
of conditions that every solution to an optimization problem must satisfy, that is,
necessary conditions for an optimum point. Then, one identifies conditions such that
any point that meets these conditions is a solution, that is, sufficient conditions to
identify a point as optimal. To develop the necessary and sufficient conditions, let
us first introduce the Lagrangian function.
Definition 1.6. The Lagrangian function for the problem (1.1) is defined by
L(x, λ) = f (x) +
k
∑
j=1
λjgi(x),
where λj (j=1, . . . , k) are the Lagrange multipliers.
As we will see throughout the next sections and chapters, the Lagrangian and the
Lagrange multipliers are key tools for the development of solution approaches in the
framework of constrained problems. Next, we give the Karush-Kuhn-Tucker (KKT)
Theorem. Note that this theorem provides necessary conditions that are not suffi-
cient for a minimum. But before doing so, we need to discuss a technical condition
called constraint qualification, which guarantees that no degenerate behavior occurs
at x∗. The most often used one is the linear independence constraint qualification,
which is based on the active set.
Definition 1.7. Let x∗ be a feasible point of Problem (1.1) and define the active set
E(x∗) := {i ∈ {1, . . . , k} : gi(x∗) = 0}, the linear independence constraint qualification
(LICQ) holds at x∗ if the set of active constraint gradients {∇gj(x∗)}j∈E(x∗) is linearly
independent. That is, if ∑j∈E(x∗) λj∇gj(x∗) = 0 then λj = 0 for all j ∈ E(x∗). LICQ
holds vacuously if E(x∗) = ∅.
Definition 1.8. [88] Let x∗ be a feasible point of Problem (1.1) and let E(x∗) be as in
Definition 1.7, the Mangasarian-Fromovitz constraint qualification (MFCQ) holds at x∗
if there exists a vector d ∈ Rn such that
∇gj(x∗)Td < 0 ∀j ∈ E(x∗).
Theorem 1.9. [82, 78] Let f , gj : Rn → R be C1(Rn) functions, j = 1, . . . , k. Suppose
that x∗ is a local solution of (1.1) and that a constraint qualification holds at x∗. Then there is
a multiplier vector λ∗, with components λ∗j , j = 1, . . . , k, such that the following conditions
are satisfied at (x∗, λ∗)
7i) ∇ f (x∗) +∑kj=1 λ∗i ∇gi(x∗) = 0,
ii) gj(x∗) ≤ 0, for j = 1, . . . , k,
iii) λ∗j gj(x
∗) = 0 for j = 1, . . . , k,
iv) λ∗j ≥ 0 for j = 1, . . . , k.
The conditions i)− iv) are necessary conditions for a local minimum of problem (1.1) and
are called the Kuhn-Tucker conditions. For a maximization problem, the non-negativity
condition iv) is replaced by the condition λ∗j ≤ 0.
Remark 1.10. By ii) and iii) we have that if gj(x∗) < 0, then λ∗j = 0; that is, for all
i /∈ E(x∗) we have that λ∗i = 0. In other words, the KKT multipliers corresponding
to inactive constraints are zero.
Example 1.1. It should be remarked here that we need the contraint qualification to guar-
antee that the multiplier λ 	= 0. For instance, let f (x) = x and g(x) = x3. Then the
constraint set is M = (−∞, 0] and the solution is x∗ = 0. However the KKT condition fails
since ∇ f (x∗) = 1 while ∇g(x∗) = 0, so there is no λ ≥ 0 such that ∇ f (x∗) = λ∇g(x∗).
In general, if LICQ holds, none of the active constraint gradients can be zero.
Moreover, the constraint qualification (CQ), can be stipulated in a variety of ways,
all useful but not all equivalent. The interest in having different CQ’s comes from
having different optimization problems under which certain CQ’s are more easily
verified than others.
Theorem 1.11. [47] If x∗ ∈ M from (1.1) satisfies LICQ, then x∗ satisfies MFCQ.
In the following, we present useful cone sets to further understand the structure
of the feasible set and the importance of constraint qualifications. For a detailed
view on CQ in finite-dimensional spaces we recommend [97].
Definition 1.12. A set D ⊂ Rn is called
i) a cone if td ∈ D for all t ≥ 0 and d ∈ D,
ii) a convex cone, if d1, d2 ∈ D implies that θ1d1 + θ2d2 ∈ D, ∀θ1, θ2 ≥ 0.
Definition 1.13. Let D ⊂ Rn be a cone. Then the polar cone of D, denoted by D◦, is
defined as
D◦ := {p ∈ Rn : pTx ≤ 0 ∀x ∈ D}.
For example, (R2+)◦ = R2−. Moreover, two types of cones play an important role
in the theory of constrained optimization: the normal and tangent cones.
8Definition 1.14. Let D ⊂ Rn be a nonempty set, and let x¯ ∈ D. Then the normal cone
of D is defined as
ND(x¯) = {p ∈ Rn : pT(y− x¯) ≤ 0 ∀y ∈ D}.
The normal cone is defined by varying y inside D, to find normal vectors p that
point out from the set D.
Definition 1.15. Let D ⊂ Rn be a nonempty set, and let x¯ ∈ D. Then the tangent cone
of D at x¯ is defined as
TD(x¯) =
{
p ∈ Rn|∃(xn)n∈N ⊂ D (tk)k∈N ∈ (0,∞) : limn→∞ xn = x¯, limk→∞ λk(xk − x¯) = p
}
.
There is a much simpler way to characterize the tangent cone when D is convex
as the next proposition states.
Proposition 1.16. [1, Prop. 2.19] Let C ⊂ Rn be a closed nonempty convex set and let
x¯ ∈ C. Then the tangent and normal cones are closed convex cones and
TC(x¯) = (NC(x¯))◦ = {p ∈ Rn|pTs ≤ 0 ∀s ∈ NC(x¯)}.
Definition 1.17. Let D ⊂ Rn be a nonempty set, and let x ∈ D. Then the set of all
feasible directions of D at x is defined as
VD(x) := {d ∈ Rn : ∃ > 0, such that x + td ∈ D ∀t ∈ [0, ]}.
Definition 1.18. A direction d ∈ Rn is a descent direction of the function f at x¯ if there
exists  > 0 such that
f (x¯ + td) < f (x¯), ∀t ∈ (0, ].
The set of descent directions of f at x¯ is denoted by F(x¯).
The next result characterizes the descent directions.
Lemma 1.19. Let f : Rn → R be a differentiable function at a point x¯ ∈ Rn. Then
i) ∇ f (x¯)Td ≤ 0, ∀d ∈ F(x¯).
ii) If d ∈ Rn satisfies ∇ f (x¯)Td < 0, then d ∈ F(x¯).
Having these concepts at hand, suppose further that M ⊂ Rn is defined by a
finite number of inequality constraints as in (1.2), with gi : Rn → R, i = 1, . . . , k
given functions, which we assume to be C1(Rn). Then the constraint qualifications
9can be thought of as conditions imposed on the functions gi and its derivatives at
or around the point x∗, which guarantee that the tangent cone TM(x) has an explicit
representation in terms of the derivatives of the constraint functions. This is impor-
tant for developing optimality conditions in optimization, since whenever a point
x∗ is a local solution to the problem
min f (x) s.t. x ∈ M,
where f : Rn → R is differentiable at x∗, it holds that no descent directions
around a neighborhood of x∗ are feasible, where descent direction d at x∗ means
∇ f (x∗)Td ≤ 0. Thus if x∗ is a local optimum we have
∇ f (x∗)T(x − x∗) ≥0, ∀x ∈ M ∩ B(x∗)
−∇ f (x∗)(x − x∗) ≤0, ∀x ∈ M ∩ B(x∗)
−∇ f (x∗) ∈ (TM(x∗))◦ (1.3)
−∇ f (x∗) ∈NM(x∗)
0 ∈ ∇ f (x∗)+NM(x∗).
Now, we define the set of first order feasible directions.
Definition 1.20. Given x∗ ∈ M, we define the set of first order feasible directions for
problem (1.1) as
FM(x∗) := {d ∈ Rn : ∇gj(x∗)d ≤ 0 ∀j ∈ E(x∗)}.
Lemma 1.21. [47] For any x ∈ M, TM(x) ⊂ FM(x).
Constraint Qualifications allow explicit characterization of the tangent cone. It
basically considers the conditions under which the tangent cone is equal to the cone
of directions obtained by linearizing all the constraints active at x∗, i.e. when it holds
that
TM(x∗) = FM(x∗). (1.4)
For a detailed characterization of TM(x∗) for several constraint qualifications we rec-
ommend [123, 47].
The Weierstrass Extreme Value Theorem provides sufficient conditions for the
existence of optima. Thus, it can be used in conjunction with other necessary con-
ditions, like the previous Theorem 1.9. Otherwise, the first-order conditions tell us
how the first derivatives of f and the active constraints gi are related to each other
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at a solution x∗. However, for the direction w ∈ Rn for which ∇ f (x∗)Tw = 0, we
cannot determine from the first derivative whether a move along this direction in-
creases or decreases the value of the objective function f . Thus, we need knowledge
of the second derivatives. In order that these conditions be sufficient, the functions
involved have to satisfy certain convexity assumption.
Theorem 1.22. [10, Thm. 11.18] Consider the problem (1.1) where f , gj are C2(Rn) func-
tions. Let x∗ be a local minimum of the problem and suppose that x∗ satisfies the LICQ, then
there exist λj ≥ 0 such that
∇xL(x∗, λ) = 0
λjgj(x∗) = 0 for j = 1, . . . , k.
yT∇2xxL(x∗, λ)y = yT
[
∇2F(x∗) +
k
∑
i=1
λi∇2gi(x∗)
]
y ≥ 0
for all y ∈ Λ(x∗), where Λ(x∗) := {d ∈ Rn : ∇gj(x∗)Td = 0, j ∈ E(x∗)} .
Another important particular case of a constraint qualification is that of the con-
vex optimization problems. In the convex framework, every local solution is a global
solution and the KKT conditions are both necessary and sufficient, provided a con-
straint qualification holds. A well-known constraint qualification for the convex case
is Slater’s constraint qualification.
Definition 1.23. Slater’s constraint qualification holds for (1.1) if there exists xˆ ∈ Rn
such that gj(xˆ) < 0 for all j ∈ {1, . . . , k}.
Theorem 1.24. If f is convex and the feasible region M is convex, any local solution of (1.1)
is also a global solution. Moreover, if f and gj (j = 1, . . . , k) are differentiable and if Slater’s
constraint qualification holds, the KKT conditions i)− iv) are necessary and sufficient for
x∗ and λ∗ to define a global solution. If, in addition, f is strictly convex, the global solution
is unique.
For optimality conditions in non-smooth convex programs (see, e.g., [93]).
1.2 Optimization under Uncertainty
Consider (1.1) with uncertain variables z ∈ Rd. The prototype optimization problem
with uncertain parameters is
min f (x, z)
s.t. g(x, z) ≤ 0,
(1.5)
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where x ∈ Rn is the decision vector, z ∈ Rd is an uncertain parameter and g :
Rn ×Rd → Rk refers to a constraint mapping.
Uncertainty can be defined as the lack of complete knowledge due to, for exam-
ple, lack of measuring devices to describe a system or variability of outcomes. Thus,
uncertainties can be classified in two categories: as measurable and as unknown un-
certainties [117]. Measurable uncertainties usually have a well-characterized proba-
bility distribution and statistical information like mean, variance, covariance, mo-
ments and correlation among input random variables is given. Such a situation
arises when historical data for z has been analyzed by staticians or econometrists. In
contrast, unknown uncertainties arise from difficulties to measure parameters and
there is no given characterization in terms of a probability distribution. In such a
case, a model is introduced that ensures feasibility of its solution for all possible
realizations (equivalently: for the worst-case scenario) of the uncertain parameter
within some uncertainty set.
1.3 Stochastic Programming
Consider the above problem (1.5) and assume that ξ ∈ Rd is a continuous random
vector with known probability distribution P. Then it becomes an stochastic program-
ming problem :
min f (x, ξ)
s.t. g(x, ξ) ≤ 0,
(1.6)
where x ∈ Rn is the decision vector, ξ ∈ Rd is a random vector on a probability
space (Ω,F ,P) with support on a (closed) set S ⊂ Rd, g : Rn ×S → Rk a constraint
mapping and objective function f : Rn × S → R. There are three classical ways to
solve problem (1.6): expected value method, recourse based model and probabilistic
constraints. For each of the models, we answer two basic questions:
i) When does it make sense to use the model?
ii) When is it possible to solve analytically or numerically?
The basic idea for solving a stochastic optimization problem is to convert the
problem into an equivalent deterministic form, so that the conventional optimization
techniques mentioned in Section 1.1 can be applied to it.
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1.3.1 Expected value Model
The expected value model is the simplest model of stochastic programming. All the
uncertain parameters, whether in the objective function or constraints, are replaced
by their expected values. Thus, problem (1.6) is transformed to
min E [ f (x, ξ)]
s.t. E
[
gj(x, ξ)
] ≤ 0, j = 1, 2, . . . , k (1.7)
where x ∈ Rn is the decision vector, ξ ∈ Rd is a random vector on (Ω,F ,P) with
support on a (closed) set S ⊂ Rd. This formulation minimizes the objective function
and the constraints on average. Here we assume that f : Rn ×S → R¯ is an integrand
such that f (x, ·) is measurable and E([ f (x, ξ)]±) < +∞. The solution procedure dif-
fers and depends on whether the random variable has a continuous distribution or
a discrete distribution. In a discrete distribution, there is a finite number of realiza-
tions for an uncertain parameter (ξ1, ξ2, . . . , ξm) called scenarios and a probability of
occurrence P = (p1, . . . , pm) for each scenario. Then, each scenario is like a deter-
ministic model, and we optimize the weighted sum of all scenarios given by:
min
m
∑
i=1
piF(x, ξi)
s.t.
m
∑
i=1
pigj(x, ξi) ≤ 0, j = 1, 2, . . . , k.
(1.8)
In case of a continuous distribution, which will be the focus of this thesis, the
objective and constraint functions are integral functions. To ease notation, we intro-
duce the image (Borel) measure μ = P ◦ ξ−1 on (Rd,Bd) and recall the change of
variables E(ξ(ω)) =
∫
Ω ξ(ω)P(dω) =
∫
S ξ μ(dξ) where S ⊂ Rd. This leads to the
following deterministic reformulation of problem (1.7):
min
∫
S
F(x, z)dμ(z)
s.t.
∫
S
gj(x, z)dμ(z) ≤ 0, j = 1, 2, . . . , k.
(1.9)
It makes sense to use this model when the random quantities gj(x, z) do not have
high variability. The optimization of the expected value can be justified by an appli-
cation of the Strong Law of Large Numbers. That is, if we solve problem (1.7), under
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the same probability distribution oftentimes this model gives the best possible so-
lution on average. If the uncertain parameters have high variability, the obtained so-
lutions through this simple model may not be robust and reliable. Therefore, other
stochastic optimization methods should be considered. Moreover, we see that to
formulate this model, we need to specify the probability distribution P or μ for the
discrete and continuous case. With respect to the second question ii) of solving
problem (1.9) numerically, we have to calculate the corresponding Lebesgue inte-
grals. For continuous distributions, this integrals cannot be evaluated numerically
with high accuracy for the number of random variables d > 4 (see, e.g., [94]).
1.3.2 Recourse model
Recourse models also fall into the category of stochastic programming. They were
first introduced in [37, 9]. In a recourse-based model, decisions are taken prior to the
realization of the random variables, then recourse or corrective measures are taken to
compensate for possible violation of constraints. We proceed with the presentation
of the two-stage and multi-stage stochastic programs with recourse. For a more
general and exhaustive introduction to recourse stochastic programming, we refer
the reader to [19, 107, 122].
Two-stage stochastic programming
The most basic stochastic recourse problem is the two-stage stochastic program with
recourse. To state the problem, assume that non-anticipative decisions represent the
main decisions that have already been made and that a temporary violation of the
random constraint is allowed. Feasibility is restored through recourse actions that
are deferred until the realization of uncertainty is observed. In this way, the decisions
are partitioned into two-stages:
1. First stage or here-and-now decisions. These decisions are made before the re-
alization of the random vector occurs. Thus, variables representing here-and-
now decisions do not depend on each realization of the stochastic parameter.
2. Second stage or wait-and-see decisions. These decisions are made after knowing
the actual realization of the random vector ξ(ω). Therefore, these decisions
depend on each realization of the random vector.
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We denote the first-stage decisions by the vector x ∈ Rn1 , and the second-stage
decisions by the vector y(x, ξ) ∈ Rn2 . Then problem (1.6) takes the following deter-
ministic form
min
x
f1(x) +Q(x)
s.t. g1,j(x) ≤ 0, j = 1, 2, . . . , k
(1.10)
where Q(x) = E[Q(x, ξ)], and after the realization of ξ(ω) becomes available, an
optimal decision about y(x, ξ(ω)) is made by solving the recourse problem:
Q(x, ξ) = min
y
f2(x, y, ξ)
s.t. t2,j(x, ξ) + g2,j(y(ξ), ξ) ≤ 0, j = 1, . . . , k.
(1.11)
where f2 : Rn1 × Rn2 × S → R, t2,j : Rn1 × S → R, g2,j : Rn2 × S → R for all
j = 1, . . . , k. We assume that all functions f2(·, ξ), t2,i(·, ξ) and g2,i(·, ξ) are continu-
ous for any fixed ξ, and measurable in ξ for any fixed argument. Given this as-
sumption, Q(·, ξ) is measurable. One takes first-stage decisions that are on average
optimal, with the possibility to take recourse decisions afterwards to counter the ef-
fects of the revealed uncertainty. The difficulty inherent in this approach lies in the
computational burden of computing Q(x) for all x.
Feasible sets
In addition, it is convenient to define two feasible sets associated with different
stages of the recourse model. First, let M1 be the set that does not depend on the
particular realization of the random vector:
M1 :=
{
x : g1,j(x) ≤ 0, j = 1, . . . , k
}
.
Similarly, the second-stage feasible set is given by
M2 := {x : Q(x) < ∞} .
Thus, the two-stage stochastic programming problem can be reformulated as
inf F1(x) +Q(x)
s.t. x ∈ M1 ∩ M2.
(1.12)
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We also introduce the elementary feasible sets, associated with the realizations of the
random vector, defined as
M2(ξ) :=
{
x : ∃y(ξ) s.t. t2,j(x, ξ) + g2,j(y(ξ), ξ) ≤ 0, j = 1, . . . , k.
}
.
Convexity
In the following we present some of the conditions that guarantee that the two-stage
stochastic program is convex and well-defined. For more details (see, e.g., section
3.4 [19]).
Proposition 1.25. If f1, g1,j (j = 1, . . . , k) are convex on Rn1 , f2(·, ξ), g2,j(·, ξ) (j =
1, . . . , k) are convex on Rn2 for all ξ ∈ S and t2,j(·, ξ) (j = 1, . . . , k) are convex on Rn1 for
all ξ ∈ S then (1.12) is a convex optimization problem.
It is assumed that (1.11) satisfies the following Slater’s constraint qualification (see
Definition 1.23) for the second-stage problem.
If Q(x) < ∞ for almost all ξ ∈ S , there exists some y(ξ) such that
t2,j(x, ξ) + g2,j(y(ξ), ξ) < 0 for j = 1, . . . , k.
This ensures that the second-stage problem is well-defined and that a solution can
be obtained by solving the associated KKT system. We also obtain continuity of
the recourse function if we assume that M2 is bounded, as stated in the following
theorem. The proof can be found in [19], p. 124.
Theorem 1.26. If the recourse feasible region is bounded for any x ∈ Rn1 , then the function
Q(x, ξ) is lower semi-continuous in x for all ξ ∈ S .
The following result ensures the existence of a solution. The proof can be found in
[19], page 126.
Theorem 1.27. Assume that the two-stage stochastic program is convex, and that f1 is
continuous, g1,j, g2,j are continuous for each j = 1, . . . , k. Suppose further that the recourse
feasible region is bounded for any x ∈ Rn1 , M1 is bounded, M1 ∩ M2 	= ∅. Then (1.10)-
(1.11) have a finite optimal solution and the infimum of f1(x) +Q(x) is attained.
For optimality conditions in non-smooth convex stochastic programs with recourse
(see, e.g. [16]).
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Multi-stage stochastic programming
The multi-stage stochastic program with recourse relies intuitively on the same ideas as
the two-stage version. Decisions are made without anticipating future realizations
of uncertainty and are therefore partitioned into stages according to the informa-
tion flow. The realization of uncertain data is gradually revealed and decisions are
taken dynamically. However, a crucial difference in multistage decision making is the
available information, which is represented in an increasing sequence of σ-algebras:
a filtration. Many problems in energy management involve a sequence of decisions
that respond to realizations of uncertain outcomes that are not known a priori. In
particular, this is useful for optimal power dispatch problems (see, e.g., [64, 116]).
In this framework, we formulate the problem by introducing measurability con-
ditions to state decisions that, at a certain stage, depend only on the available infor-
mation at that point in time. Uncertainty is described by a discrete-time stochastic
process ξ = (ξ1, ξ2, . . . , ξT) and specifically revealed uncertainty available at time t
is denoted by ξ[t] = (ξ1, . . . , ξt). We denote by Ft ⊆ F the σ−algebra generated
by ξ[t] and assume that the σ−algebras form a filtration such that Ft ⊆ Ft+1 for
t = 1, . . . , T − 1 and F1 = {∅,Ω} and FT = F . Non-anticipativity constraint means
that t-th stage decision xt is Ft−1-measurable, i.e., xt = E(xt|Ft−1). At stage t, we
know ξt−1(ω) as well as xt−1. We have to decide on xt such that the constraints are
satisfied. We assume that in the first step, the objective function is deterministic,
so the multi-stage program can be formulated as the following nested optimization
problem
min
x1
f1(x1) +Eξ1
(
min
x2
f2(ξ[1], x[1], x2(ξ1))
)
+Eξ2|ξ1
(
min
x3
f3(ξ[2], x[2], x3(ξ2))
)
+ · · ·
+EξT |ξ1,...,ξT−1
(
min
xT
fT(ξ[T−1], x[T−1], xT(ξT−1))
)
s.t. g1,j(x1) ≤ 0, j = 1, 2, . . . , k.,
gt,j(ξ[t], x[t−1](ξ[t−2]), xt(ξt)) ≤ 0, j = 1, 2, . . . , k.
(1.13)
The increase of the number of stages raises the difficulty of finding an optimal solu-
tion.
It makes sense to use the recourse model to solve a dynamic optimization prob-
lem characterized by uncertain future outcomes of some input data. The objective
of the model is to come up with fist-stage decisions that are robust enough such that
uncertain events can be tackled by taking different recourse actions; i.e., the optimal
solution hedges against all possible events that may arise in the future. The sequence
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of events and decisions is thus summarized as:
x1  ξ1  x2(ξ1, x1) · · · ξt−1  xt(ξ[t−1], x[t−1])
(1.14)
where we take first stage decision x1, after the random variable is revealed, we take
second-stage decision x2, then the random variable is revealed, and we end up with
a decision xt. The latter is denoted by xt(ξ[t−1], x[t−1]), to stress that the last deci-
sion xt differs according to the outcomes of the random experiment ξ[t−1] and of the
previously made decisions x[t−1].
Due to the computational difficulties of calculating the expectations in problem
(1.13), which involve multi-dimensional integration of implicitly defined functions,
a standard approach to solving the recourse problem is by constructing scenarios.
That is, the probability distribution is mostly approximated by a discrete distribu-
tion with finite support. We assume that the approximate distribution of the stochas-
tic process ξ = (ξi)Ti=1 is given by scenario paths ξ
s = (ξsi )
T
i=1, s = 1, . . . , S, and
the scenario probabilities ps, s = 1, . . . , S. This concept allows one to represent the
possible outcomes by means of a graph G = {v1, . . . , vT} called scenario tree with
node v. Thus, the branching occurs with the arrival of new information at stage
t ∈ {1, . . . , T}. Let D(v) be the set of decendants of v ∈ G and A(v) the set of its
ancestors. The root of the tree is denoted by r and d(v) represents the depth of v ∈ G,
i.e. d(r) = 0 and d(vt) = t. Each node v is associated to a conditional probability
π(v) to be chosen at the stage d(v) − 1 and π(r) = 1. Assume that the random
variables are independent; then the probability of scenario s is
Ps =
T
∏
i=0
π(vsi ).
The probability of the path leading to a node v is
μv = π(v) ∏
w∈A(v)
π(w).
Let xv be the decision vector associated to node v ∈ G, and x[v] = {x(w) : w ∈
A(v) ∪ {v}} be the decisions made at previous stages. If the objective and con-
straints are separable between the different stages, the multistage stochastic program
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with recourse can be expressed as
min ∑
v∈G
μv fv(ξ[d(v−1)], x[v−1], xv)
s.t. gj(ξ[d(v−1)], x[v−1], xv) ≤ 0, j = 1, . . . , k.
1.3.3 Optimization under Probabilistic Constraints
The third type of stochastic optimization model is called Probabilistic Constraint Pro-
gramming (PCP). This model belongs to one of the major approaches to dealing with
uncertain parameters in optimization problems, and it is the main focus of this the-
sis. In contrast to the recourse problem, it is of static type, where the decision vari-
ables are independent of time. Moreover, the recourse-based approach to stochastic
programming allows infeasibilities in the second stage at a certain cost. The ap-
proach focuses on the minimization of expected recourse costs. In the probabilistic
constraint approach, the focus is on the system’s capability to meet feasibility in an
uncertain environment. The prototype of probabilistic constraint programming has the
form
min C(x)
s.t. P (g (x, ξ) ≥ 0) ≥ p
x ∈ X .
(1.15)
Here X ⊂ Rn is a nonempty set, C : Rn → R, g : Rn ×Rd → Rk a constraint
mapping, and ξ is a d-dimensional random vector defined on some probability space
(Ω,F ,P). The value p ∈ (0, 1) is called the probability level, and it is specified by
the decision maker in order to model the safety, risk or reliability of the decision x.
The meaning of the probabilistic constraint is as follows: a decision x is declared to be
feasible, whenever the probability of satisfying the k-dimensional random inequality
system is at least p.
One can use the so-called probabilistic or chance constrained optimization model
when the restrictions are affected by random parameters, and when a decision
maker has to provide an optimal decision before observing the realization of these
random parameters. Some of the important applications of probabilistic constrained
programming include engineering [86], water resource management [43, 2], resource
management [17], telecommunications [34], insurance [23, 80] and energy economics
[145].
A probabilistic constrained model was first introduced in [32] and [31] as a tool
to solve linear programming model for determining refinery rates for heating oils
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to meet stochastic demands. Since then, many contributions have been made to the
structural analysis and numerical methods. Among these are the important struc-
tural and stability contributions from Prékopa ([103, 104, 106, 108]). Other key con-
tributions include [136], [69, 72, 73], [74, 115] and [41]. For basic monographs on this
topic, we refer to [107] and [122, ch. 4].
Conceptual Framework
There exist two conceptually different models for optimization problems under
probabilistic constraints. Thus, there are two ways in which we can transform prob-
lem (1.6).
The type of probabilistic constraint shown in (1.15) can be explicitly written as
P
(
gj (x, ξ) ≥ 0 ∀j ∈ {1, . . . , k}
) ≥ p (1.16)
and it is referred to as Joint Probabilistic Constraint (JPC). This type of probabilistic
constraints was first formulated in [91]. For the special case of a random right-hand-
side vector whose elements are independent random variables, they show that a
deterministic equivalent of a JPC model is a concave programming problem.
Alternatively, when [32] and [31] originally introduced probabilistic constrained
programming, they dealt with Individual Probabilistic Constraints. Under this concept,
one turns each component of the stochastic inequality system into several single
probabilistic constraints, thereby having a set of individual probabilistic constraints
of the form
P
(
gj(x, ξ) ≥ 0
) ≥ pj ∀j ∈ {1, . . . , k} (1.17)
with possibly different and arbitrary probabilities levels pj ≥ p. Such individual prob-
abilistic constraints though yielding a larger system of k inequalities as compared to
one inequality in the joint case, lead to a loss of robustness, which is compensated
by a much simpler numerical and theoretical treatment. If one is looking for deci-
sions such that the restrictions of the whole stochastic inequality system are satisfied
at the given probability level, then a formal solution via the individual model, may
result in completely unreliable optimal decisions. In [144] the authors consider a
problem from water reservoir management; they show how the use of simple in-
dividual probabilistic constraints can completely fail, while the use of joint proba-
bilistic constraints yields robust solutions. In this chapter, we provide an overview
of the known results on the structural properties of joint probabilistic constraints
of the form (1.16). It will lay a foundation for the theoretical extensions of dynamic
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joint probabilistic constraints, which are presented in Chapter 4. In this framework,
problem (1.6) can be reformulated as
min C(x)
s.t. P
(
gj (x, ξ) ≥ 0 ∀j ∈ {1, . . . , k}
) ≥ p. (1.18)
Remark 1.28. Traditionally, under PCP, the objective function in problem (1.6) is re-
placed by the expected value C(x) := E( f (x, ξ)). This approach is risk-neutral and
will be the focus of our applications in this thesis. However, one can also model a
risk averse objective function using risk measures (see, e.g. , ch. 6 [122]) or [7]).
Measurability
We start by discussing the well-foundedness of a probability constraint of the type
(1.15). Let (Ω,F ,P) be a probability space. For a fixed x ∈ Rn, is the set
{
ω ∈ Ω : gj (x, ξ(ω)) ≥ 0 ∀j ∈ {1, . . . , k}
}
measurable? Such that we can JPC talk about probabilistic functions
P
({ω ∈ Ω : gj (x, ξ(ω)) ≥ 0 ∀j ∈ {1, . . . , k}}) ?
This is positively answered through the following two lemmas, which we prove.
Lemma 1.29. Let h : Rn → R. The level set Lt := {x ∈ Rn|h(x) ≥ t} is closed for all
t ∈ R if and only if h is an upper semi-continuous function.
Proof. Assume that t ∈ R and {xn} ⊂ Lt is any sequence such that xn → x∗, with
x∗ ∈ Rn. Since h is upper semi-continuous it follows
h(x∗) ≥ lim sup
x→x∗
h(x) ≥ lim sup
n→∞
h(xn) ≥ t,
so x∗ ∈ Lt and Lt is therefore closed. Conversely, let x∗ ∈ Rn be arbitrary and pick a
sequence xn → x∗. Since Lt is a closed set, we have that Lct = {x ∈ Rn|h(x) < t} is
open. So let t > h(x∗). By definition, Lct contains an open neighborhood around x∗
with radius  > 0, which we denote B(x∗). Hence
lim sup
xn→x∗
h(xn) = lim
→0
sup
x∈B(x∗)
h(xn) ≤ t.
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Since this is true for every t > h(x∗), we have that
lim sup
xn→x∗
h(xn) ≤ h(x∗).
Therefore, h is upper semi-continuous.
Lemma 1.30. Let ξ ∈ Rd be a random variable. Consider a function g : Rn ×Rd → Rk
such that for any x ∈ Rn each coordinate gi(x, ·) is upper-semicontinuous. Then for any
x ∈ Rn the set {ω ∈ Ω : g(x, ξ(ω)) ≥ 0} is Borel measurable.
Proof. Let (Ω,F ,P) be a probability space such that ξ : (Ω,F ) → (Rd,Bd) is a
measurable function. Let us denote gx := g(x, ·) and gi,x := gi(x, ·). We have that
{ω ∈ Ω : g(x, ξ(ω)) ≥ 0} = (gx ◦ ξ)−1 ([0,∞)) .
We claim that (gx ◦ ξ)−1 ([0,∞)) = ξ−1(g−1x [0,∞)) is measurable. Indeed, as ξ is
a random variable, we only have to prove that g−1i,x ([0,∞)) is Borel measurable for all
i ∈ {1, . . . , k}. Since gi,x is upper semi-continuous for all i ∈ {1, . . . , k}, by Lemma
1.29 the level sets Lt are closed for all t. In particular, L0 = g−1([0,∞)) is a closed
set, thus it is Borel measurable.
Measurability cannot be so easily assured. It is not sufficient, for instance, that
g is concave, since a convex set need not be Borel measurable. To see this, one can
construct convex sets in Rn such that the boundary is non-Borel measurable (for
existence of such a set, see, for example, [77, p. 125]). On the other hand, a convex
set is Lebesgue-measurable, since the boundary has Lebesgue measure zero. Thus,
if ξ admits a density with respect to the Lebesgue measure and g is concave or upper
semi-continuous in the second argument, then (1.16) is well-founded.
Closedness of the Feasible Set
Compactness of Mp is of interest for theoretical and algorithmic purposes. First, we
know by Weierstrass Theorem that nonempty and compact feasible sets guarantee
the existence of solutions for an optimization problem in Rn. Secondly, compact fea-
sible sets allow us to derive stability results for solutions when the usually unknown
distribution of ξ has to be approximated on the basis of estimations and historical
observations [73].
In this section, we ask two fundamental questions. First, under what conditions
is the feasible set
Mp := {x ∈ Rn : P (g(x, ξ) ≥ 0) ≥ p}
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closed? This property is shown in [70], but here we present a different proof.
Lemma 1.31. Let ξ ∈ Bd be a random variable. Assume further that gj : Rn ×Rd → R
is upper semi-continuous in both variables for all j ∈ {1, . . . , k}. Then, the mapping ϕ :
Rn → [0, 1],
ϕ(x) := P
(
gj(x, ξ) ≥ 0 ∀j ∈ {1, . . . , k}
)
(1.19)
is upper semi-continuous. As a consequence, the set Mp := {x ∈ Rn : ϕ(x) ≥ p} is closed
for all p ∈ [0, 1].
Proof. Let x∗ ∈ Rn and pick a sequence {xn} ⊂ Rn such that limn→∞ xn = x∗ a.s.
Consider the sets
An := {ω ∈ Ω : gi(xn, ξ(ω)) ≥ 0 ∀i = 1, . . . , k.}
A := {ω ∈ Ω : gi(x∗, ξ(ω)) ≥ 0 ∀i = 1, . . . , k.} .
Then, by Fatou’s Lemma (see e.g. p.144 [46])
E(lim inf1An) ≤ lim infE(1An) = lim infP(An)
= lim inf ϕ(xn) ≤ lim sup ϕ(xn)
= lim supP(An) = lim supE(1An)
≤ E(lim sup1An).
(1.20)
Now, let us show that
lim sup1An ≤ 1A. (1.21)
If we pick ω ∈ A then 1A = 1 so (1.21) follows trivially. Pick ω /∈ A, this means
gi(x∗, ξ(ω)) < 0 for all i = 1, . . . , k. Thus, by the upper-semicontinuity of gi in the
first variable and the convergence almost surely, we have that
lim sup
n→∞
gi(xn, ξ(ω)) ≤ gi(x∗, ξ(ω)) < 0 ∀i = 1, . . . , k.
So, for large enough N the following inequality is satisfied
gi(xN , ξ(ω)) < 0 ∀i = 1, . . . , k.
This implies that lim sup1AN (ω) = 0 and by (1.20) we have that
ϕ(xn) ≥ lim sup ϕ(x∗)
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Finally, by similar arguments and using the upper semi-continuity of g, we have that
1A′ ≤ lim inf1An , where
A
′
:= {ω ∈ Ω : gi(xn, ξ(ω)) < 0 ∀i = 1, . . . , k.} ,
and 1A′ = 1A a.s., which by (1.20) implies the first result. It follows from Lemma
1.29 that Mp is closed for p ∈ [0, 1].
Secondly, we want to explore when the feasible set
Mp =
{
x ∈ Rn : P (gj(x, ξ) ≥ 0 ∀j ∈ {1, . . . , k}) ≥ p} ⊂ Rn
is bounded? In general, JPC optimization problems are not bounded, as our next
example shows.
Example 1.2. Let ξ ∼ N (0, 1) and consider the static probabilistic constraint problem
min − x
s.t. ϕ(x) = P
(
ξ ≤ 1
x + 1
)
≥ 0.4.
(1.22)
Since limx→∞ ϕ(x) =
∫ 0
−∞
1√
2π
e− t
2
2 dt = 0.5, for large values of x the constraint is satis-
fied, so the problem is unbounded.
Continuity of Probabilistic Constraints
To find the numerical solution of an optimization problem of the type 1.18 it is crucial
to have structural properties for the Joint probabilistic constraint ϕ. For instance,
continuity is a necessary condition for the direct search methods (see, e.g. [101, 149]).
In the previous section, we concluded that from the upper semi-continuity of g, we
can get the upper semi-continuity of ϕ defined in (1.19). However, in the following
example, which can be found in [70], we see that lower semi-continuity or continuity
cannot be transferred on this way.
Example 1.3. Let ξ ∼ N (0, 1) and consider the affine linear restriction function g : R2 ×
R → R2 given by g1(x, ξ) = 2x1 + x2 − ξ and g2(x, ξ) = −x1 + x2 + 0.5.
ϕ(x) = P (gi(x, ξ) ≥ 0 i = 1, 2) = P (ξ ≤ 2x1 + x2,−x1 + x2 ≥ −0.5) .
Although g1 and g2 are continuous functions and ξ has a continuous probability distribu-
tion, the probabilistic constraint ϕ(x) is discontinuous. (see Figure 1.1).
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FIGURE 1.1: Example of a discontinuous probabilistic constraint with
continuous input data illustrated in [70] .
To show continuity of the probabilistic constraint we must require that no prob-
ability mass is given to the boundary of the set {z ∈ Rd : g(x, z) = 0}.
Lemma 1.32. [70, 111]. Let the constraint mapping g : Rn ×Rd → Rk be jointly lower
semi-continuous. Assume further that
P (gi(x, ξ) = 0) = 0 ∀x ∈ Rn ∀i ∈ {1, . . . , k}.
Then the mapping ϕ : Rn → [0, 1] defined as ϕ(x) = P (gi(x, ξ) ≥ 0 ∀i = 1, . . . , k) is also
continuous.
Remark 1.33. If ξ ∈ Rd admits a density fξ : Rd → R+ with respect to the Lebesgue
measure λ, then we can define the probability function ϕ as the Lebesgue integral
ϕ(x) =
∫
{ω∈Ω:g(x,ξ(ω))≥0}
fξ(u)λ(du). (1.23)
Theorem 1.34. Let the constraint mapping g : Rn × Rd → Rk be jointly continuous.
Suppose that random variable ξ ∈ Rd admits a density with respect to the Lebesgue measure.
Assume further that for all x ∈ Rn and for all i ∈ {1, . . . ,m} the sets
{
z ∈ Rd : gi(x, ξ) = 0
}
are Lebesgue null-sets. Then the mapping ϕ : Rn → [0, 1] defined in (1.23) is also continu-
ous.
Proof. Since ξ admits a density fξ , it follows that
P(gi(x, ξ) = 0) =
∫
{gi(x,z)=0}
fξ(z)dz = 0 ∀x ∈ Rn ∀i ∈ {1, . . . , k}.
We use Lemma 1.29 and Lemma 1.32 to conclude the proof.
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Convexity
In addition to analytical properties such as continuity and differentiability of con-
straint functions, the convexity properties of the set of feasible decisions defined by
it Mp = {x ∈ R : ϕ(x) ≥ p} is fundamental for an optimization problem.
In probabilistic constrained programming, the first question one deals with is
the convexity of the feasible set defined by the simplest right-hand side probabilis-
tic constraint g(x, z) = x − z, in which the constraint in 1.18 directly relates to the
distribution function of ξ
Mp = {x ∈ R : P(ξ ≤ x) ≥ p} = {x ∈ R : Fξ(x) ≥ p}.
We know when Mp is convex, Fξ is a quasi-concave function. Indeed, one dimen-
sional distribution functions can never be concave or convex (due to being bounded
by zero and one) it turns out that many of them are quasi-concave. More generally,
as our next lemma shows, it is sufficient that the function ϕ(x) = P(g(x, ξ) ≥ 0) is
quasi-concave for the feasible set Mp to be convex.
Lemma 1.35. Consider problem 1.15, define ϕ : Rn → [0, 1] as ϕ(x) = P(g(x, ξ) ≥ 0)
and let Mp = {x ∈ R : P(g(x, ξ) ≥ 0) ≥ p}. The feasible set Mp is convex for all
p ∈ [0, 1] if and only if ϕ is quasi-concave.
Proof. Let p ∈ [0, 1], x, y ∈ Mp, and α ∈ [0, 1]. Let xα = αx + (1 − α)y. Quasi-
concavity of ϕ implies ϕ(xα) ≥ min{ϕ(x), ϕ(y)} ≥ p, showing xα ∈ Mp. For the
other implication, let x, y ∈ Rn and α ∈ [0, 1]. Define p := min{ϕ(x), ϕ(y)}. It
follows that x, y ∈ Mp. Thus, from convexity of Mp we obtain xα ∈ Mp, that is,
ϕ(xα) ≥ p.
Quasi-concavity arises in many distribution functions. Prékopa introduced the
notion of log-concave measures and proves the following renowned Theorem 10.2.1
in [107].
Theorem 1.36. If the functions gj(x, z) in problem 1.18 are quasi-concave in Rn+d for
all j = 1, . . . , k and the random vector ξ has a continuous distribution with a log-concave
density (i.e. a density whose logarithm is a possibly extended-valued concave function). Then
ϕ(x) is a log-concave function in Rn. As a consequence, Mp = {x ∈ R : P(g(x, ξ) ≥
0) ≥ p} is convex for any p ∈ [0, 1].
The power of this result becomes evident in combination with the following the-
orem:
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Theorem 1.37. [105, Theorem 2] Let P be a probability measure in Rn generated by a log-
concave probability density function, f (x) = e−Q(x), x ∈ Rn and Q convex function. Then
P is a log-concave probability measure.
This result is quite strong since many common densities are log-concave; in par-
ticular all Gaussian densities. For instance, any ξ with log-concave density together
with the linear restriction g(x, ξ) = Ax − Bξ, where concavity of the gj holds true
make up a convex feasible set. Nevertheless, for the constraint map where ran-
dom vectors are separated from decision vectors, like g(x, ξ) = h(x) − ξ (where
g : Rn → Rk), even if ξ has a log-concave law, we cannot assure quasi-concavity
of h(x) − ξ. Unlike concavity, quasi-concavity is not preserved under addition, so
quasi-concavity of the components hj would not be enough to ensure convexity of
the corresponding feasible set (see, e.g., [75, Example 1.1]).
To derive convexity results for the feasible set when relaxing the strong require-
ment of concavity in both variables, there is a generalized convexity concept, i.e.
α-concavity, which parametrizes concavity properties between concavity and quasi-
concavity. The following generalization of α-concavity was suggested by [24].
Definition 1.38. A non-negative function f (x) defined on a convex set D ⊂ Rn is
said to be α-concave, where α ∈ [−∞,∞], if for all x, y ∈ D and all λ ∈ [0, 1] the
following holds: if α = −∞, then
f (λx + (1− λ)y) ≥ min{ f (x), f (y)};
if α = 0, then
f (λx + (1− λ)y) ≥ f λ(x) f 1−λ(y);
if α = ∞ then
f (λx + (1− λ)y) ≥ max{ f (x), f (y)};
For any other value of α
f (λx + (1− λ)y) ≥ [λ f α(x) + (1− λ) f α(y)]1/α.
In the case α = 0, the function is called log-concave, for α = 1 it is concave, and
α = −∞ it is quasi-concave.
Remark 1.39. If f is α-concave, then it is β-concave for all β ≤ α. Thus, all α-concave
functions are quasi-concave.
Definition 1.40. A probability measure P defined on the Borel subsets of a convex
set C ⊂ Rd is said to be α-concave if for all Borel measurable subsets A, B ⊂ C and
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θ ∈ [0, 1] we have
P (θA + (1− θ)B) ≥ (θ[P(A)]α + (1− θ)[P(B)]α)1/α (1.24)
where θA + (1− θ)B := {θx + (1− θ)y : x ∈ A, y ∈ B} is the Minkowski sum of A
and B.
It is clear that if a random variable ξ induces an α-concave probability measure
on Rd, then its distribution function Fξ(x) = P(ξ ≤ x) is an α-concave function.
Moreover, all non-degenerate quasi-concave probability measure must have a den-
sity as the following result shows.
Theorem 1.41. [22] If P is a quasi-concave measure on Rd and the dimension of its support
is d, then P has a density with respect to the Lebesgue measure.
The following is the most general concavity result for probabilistic constraints. It
is proven in [122, ch. 4] or in [22].
Theorem 1.42. Let g : Rn ×Rd → Rk be a (jointly) quasi-concave function and let ξ ∈ Rd
be a random variable inducing an α-concave probability distribution P. Then the mapping
x ∈ Rn → ϕ(x) = P(g(x, ξ) ≥ 0) is an α-concave function on the set M = {x ∈ Rn :
∃z ∈ Rd s.t.g(x, z) ≥ 0}.
Remark 1.43. Theorem 1.36 and Theorem 1.42 are very strong results, since many
random variables have generalized concavity properties and are preserved by many
operations, such as affine transformations, marginalization and convolution. In [122,
p.57] one finds a list of random variables having α-concave densities. We further
recommend [121] for a review on α-concave densities and preservation theorems.
Example 1.4. The density of the non-degenerate multivariate normal distribution ξ ∼
N (μ,Σ) on Rd given by
fξ(z) =
1√
(2π)d|Σ| exp
(
−1
2
(z− μ)TΣ−1(z− μ)
)
,
where Σ is a positive definite matrix of dimension d × d and μ ∈ Rd. Since the function
ln
(
fξ(x)
)
is concave, i.e. f is 0-concave, the normal distribution is a log-concave measure.
Example 1.5. i) The Gamma distribution with α ≥ 1 degrees of freedom, which has
density fξ(z) = Γ(α)−1xα−1e−z1(0,∞)(z), is log-concave of order α.
ii) The Weibull density of parameter β ≥ 1, given by hβ(z) = βzβ−1 exp(−zβ)1(0,∞)(x)
is log-concave of order β. (The Weibull distribution, and its special case, the Rayleigh,
are relevant in energy management, for example, for the wind speed distribution [68]).
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Types of Constraint Systems
In the following, we will analyze the existing results for Lipschitz continuity and
differentiability of the probabilistic constraints. The first models that we will study
are linear in the random vector. This means that the constraint mapping g in (1.19)
has one of the following forms
g(x, ξ) = h(x)− Aξ or g(x, ξ) = A(ξ)h(x)− b, (1.25)
where A and A(ξ) are deterministic and stochastic matrices, respectively and h :
Rn → Rk is a mapping only depending on the decision vector x ∈ Rn. We also have
that b ∈ Rk. The first model is separated from the decision vector, whereas in the
second one, the random variable and decision vector are coupled. In the following
sections of this chapter, we will consider a special case of the linear separated prob-
abilistic constraint: the random right-hand side constraint. In this case, transformation
A reduced to the identity and the probability constraint (1.19) becomes
ϕ0(x) = P (h(x) ≥ ξ) ≥ p. (1.26)
As we can observe, the probabilistic constraint involves inequalities with random
variables on the right hand side only. In this case, we can express (1.26) as a con-
straint on a distribution function
Fξ(h(x)) ≥ p
where Fξ is the cumulative multivariate distribution function of the random vector
ξ. This composition ϕ0 = F ◦ h allows one to transfer analytical properties like
continuity, Lipschitz continuity or differentiability from Fξ and h to ϕ0. afm
Lipschitz Continuous Probabilistic Constraints
In this section we characterize situations in which random right-hand side prob-
abilistic constraints (1.26) have a Lipschitz-continuous distribution function. This
situation happens when the marginal distribution functions of the random variable
are essentially bounded and the mapping h is Lipschitz continuous.
Theorem 1.44. [70, 122] Let ξ ∈ Rd be a random variable admitting a density with respect
to the Lebesgue measure. Suppose that all one-dimensional marginal distribution functions
of the random variable f iξ ∈ L∞(R) (i=1, . . . , k) are locally Lipschitz continuous. Then the
distribution function Fξ is also locally Lipschitz continuous.
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The following result shows when the probability function is globally Lipschitz.
Theorem 1.45. [70] Let ξ ∈ Rd be a random variable admitting density with respect to
the Lebesgue measure. The distribution function Fξ(x) := P(ξ ≤ x) is (locally) Lipschitz
continuous if and only if the marginal distributions of ξ are essentially bounded, i.e., f (i)ξ ∈
L∞(R) ∀i = 1, . . . , d.
By combining the property of quasi-concavity with the assumption that ξ is a
non-degenerate random variable, we can describe the next stronger result.
Theorem 1.46. [74] Let ξ ∈ Rd be a random variable with quasi-concave law. Its cumula-
tive distribution function Fξ(x) := P(ξ ≤ x) is Lipschitz continuous if and only if none of
its components ξi, i = 1, . . . , d, have zero variance.
Differentiability of Probabilistic Constraints
Now we characterize situations in which probabilistic constraints with random
right-hand side structure (1.26) are differentiable. In this case, differentiability de-
pends completely on the differentiability of the underlying distribution function of
ξ and that of the mapping h. Then, we introduce probabilisitic constraints with two-
sided stochastic inequalities and show that they are differentiable for the Gaussian
case.
Theorem 1.47. [107, 70] Let ξ ∈ Rd be a random vector with density fξ : Rd → R. Fix
any z ∈ Rd and consider Fξ(z) = P(ξ ≤ z). If
ϕ(i)(t) :=
∫ z1
−∞
· · ·
∫ zi−1
−∞
∫ zi+1
−∞
· · ·
∫ zd
−∞
fξ(u1, .., ui−1, t, ui+1, .., ud)du1 . . . dui−1dui+1..dud,
is continuous for all i = 1, . . . , d then Fξ(z) is partially differentiable at z and
∂Fξ
∂zi
(z) = ϕ(i)(zi).
The following Theorem shows how the derivative of a multivariate normal dis-
tribution can be reduced to values of a different multivariate normal distribution in
one dimension less:
Theorem 1.48. [102] Let ξ be an d−dimensional Gaussian random vector with mean μ ∈
Rd and positive definite covariance matrix Σ. Then the distribution function Fξ(z) = P(ξ ≤
z) is continuously differentiable and in any fixed z ∈ Rd the following holds:
∂Fξ
∂zi
(z) = fξi(zi)Fξ¯(zi)(z1, . . . , zi−1, zi+1, . . . , zm), i = 1, . . . , d.
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we denote by ξ¯(zi) a Gaussian random vector with mean μ¯ ∈ Rd−1 and (d− 1)× (d− 1)
positive definite covariance matrix Σ¯. Let Did denote the d−th order identity matrix from
which the i-th row has been deleted. Then μ¯ = Did(μ + Σ
−1
ii (zi − μi)Σi) and Σ¯ = Did(Σ−
Σ−1ii ΣiΣ
T
i )(D
i
d)
T, where Σi is the i−th column of Σ.
Other important cases concern the computation of gradients of multi-variate
Gamma [109] and Dirichlet Distributions [128].
For general linear probabilistic constraints of the type
ϕ1(x) := P(Aξ ≤ x) (1.27)
where x ∈ Rn is a decision vector, A is a n× d matrix, and ξ is a d-dimensional non-
degenerate Gaussian random vector distributed according to ξ ∼ N (μ,Σ) there is
an explicit formulae.
Theorem 1.49. [71, Thm 3.3] Let x ∈ Rn be such that the system Ax ≤ z is non-
degenarate, where A is a n × d matrix. Furthermore, let ξ ∼ N (μ,Σ) with μ ∈ Rd
and positive definite Σ of order d× d. Then for j = 1, . . . , n, one has the formula
∂
∂xj
P(Aξ ≤ x) = f jξ(xj)P
(
A(j)L(j)ξ(j) ≤ x(j) − A(j)w(j)
)
where ξ(j) ∼ N (0, Id−1), A(j) results from deleting row j, x(j) results from x by deleting
component j, w(j) := μ +
xj−aTj μ
aTj Σaj
Σaj, S(j) := Σ− 1aTj ΣajΣaja
T
j Σ, with factorization S
(j) =
L(j)L(j)
T
and f jξ is the one-dimensional Gaussian density with mean value a
T
j μ and variance
aTj Σaj. Moreover, the inequality system A
(j)L(j)y ≤ x(j) − A(j)w(j) is non-degenerate.
For energy management problems, it is important to consider probabilistic con-
straints, which are induced by two-sided stochastic inequalities of the form:
ϕ2(x) := P (Ax + a ≤ ξ ≤ Bx + b) (1.28)
where ξ ∈ Rd is a random vector and the vectors a, b ∈ Rd and n × d matrices A, B
are deterministic. A system of the form (1.28) is found in hydro reservoir manage-
ment (see, e.g., [144]).
Proposition 1.50. [137] Let ϕ2 : Rn → [0, 1] be defined as (1.28) where ξ ∈ Rd is a
Gaussian random variable with mean μ ∈ Rd and positive covariance matrix Σ. Then the
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mapping ϕ2 is twice differentiable and we have:
∇ϕ2 =∇aFξ(a, b)TA +∇bFξ(a, b)TB
∇2ϕ2 =AT∇2aaFξ(a, b)A + AT∇2abFξ(a, b)B + BT∇2baFξ(a, b)A + BT∇2bbFξ(a, b)B
where Fξ(a, b) := P (a ≤ ξ ≤ b).
One can also compute the derivative of a probabilistic constraint wherein the
inequality system is
P (A(ξ)x ≤ b)
and A(ξ) has a multivariate Gaussian distribution. The result can be found in [142].
For a general abstract gradient formula for a probability function we refer to [136].
In order to demonstrate the usefulness of the derived formulas, we consider the
optimization problem
min C(x)
s.t. ϕi(x) ≥ p
(1.29)
where c, x ∈ Rn and C : Rn → R is a convex mapping. Given that ξ has a log-
concave distribution , we know from Theorem 1.36 that the linear function x →
ϕi(x) (for i=0,1, 2) is log-concave. This allows us to transform problem 1.29 into a
convex deterministic equivalent:
min C(x)
s.t. − log ϕi(x) ≤ − log p.
(1.30)
Then we can apply algorithms to solve optimization problems involving probabilis-
tic constraints ϕi (for i = 0, 1, 2) where we can analytically reduce these values and
gradients to values of Gaussian-like distribution functions and compute the latter
using standard numerical multiple integration algorithms, which will be discussed
in the next chapter.
1.4 Robust Optimization
Robust optimization is another important subfield of optimization under uncer-
tainty. Whereas stochastic programming assumes a probabilistic description of the
uncertainty, robust optimization deals with a deterministic, set-based description of
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the uncertainty. The robust optimization approach constructs a solution that is fea-
sible for any realization of the uncertainty in a given set. The motivation for this ap-
proach is computational tractability. The work of [14, 15] and [45] in the late 1990s,
coupled with the development of fast interior point methods algorithms for convex
optimization paved the way to this young and active research field. We refer the
interested reader to the main monograph [12]. In robust optimization, instead of
considering problem (1.5), we consider the following parametrized family of prob-
lems
min f (x, ζ)
s.t. gj(x, ζ) ≤ 0, j = 1, 2, . . . , k.
ζ ∈ U
(1.31)
where f : Rn ×Rd → R and g : Rn ×Rd → Rk and we assume that ζ lies within a
given uncertainty set U ⊆ Rd. We say that a robust optimization problem has convex
(quasiconvex, affine, linear) uncertainty, when the functions f (·, ζ) and g(·, ζ) are
convex (quasiconvex, affine, linear) for all x ∈ Rn.
Note that problem (1.31) consists of a whole set of parametrized problems, which
is often infinitely large. The aim of robust optimization models is to transform this
family of problems into a single problem again. The resulting single robust problem
is called the robust counterpart. We denote by
Mζ = {x ∈ Rn : gj(x, ζ) ≤ 0 ∀j = 1, . . . , k}
the feasible set of scenario ζ ∈ U . Furthermore, if there exists a nominal scenario, it
is typically denoted by ζˆ ∈ U .
A solution x ∈ Rn to problem (1.31) is strictly robust if it is feasible for all the
scenarios in U , i.e., if g(x, ζ) ≤ 0 for all ζ ∈ U . We denote the set of strictly robust
solutions with respect to the uncertainty set U by
MU :=
⋂
ζ∈U
Mζ .
Thus, the robust counterpart of (1.31) is given as
min sup
ζ∈U
f (x, ζ)
s.t. x ∈ MU .
(1.32)
The formulation of the robust counterpart optimization model is connected with
the selection of the uncertainty set. The uncertain set is typically selected by the
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modeler and plays a vital role in ensuring computational tractability of the robust
problem. In the sequel, we introduce several uncertainty sets, which are frequently
used in robust optimization applications. The uncertainty set is centered around the
nominal values of the uncertain parameters.
i) Finite uncertainty U = {ζ1, . . . , ζN}.
ii) Interval-based uncertainty U = [ζˆ − δ1, ζˆ + δ1]× · · · × [ζˆ − δN , ζˆ + δN ].
iii) Polyhedral uncertainty U = {∑Ni=1 μiζ i : ∑Ni=1 μi = 1, μ ∈ RN+}
iv) Ellipsoidal uncertainty U = {ζ ∈ Rd : (ζ − ζˆ)TA(ζ − ζˆ) ≤ δ} where A is a
positive definite matrix.
v) Norm-based uncertainty U = {ζ ∈ Rd : ||ζ − ζˆ|| ≤ δ}.
The first to consider the idea of associating a robust counterpart to the original
problem, from a linear programming perspective and for uncertainty sets of the type
U = K1,× · · · × Kn, was Soyster in [124]. The author shows that the robust counter-
part can be formulated as a linear program if the sets Ki are compact and convex.
This method was ignored for two decades, and in 1997, it became a strong the-
oretical framework through the works of Ben-Tal and Nemirovski in [13, 14]. For
polyhedral uncertainty sets with convex objective and constraint functions, they
show that the robust counterpart preserves many properties of the original prob-
lem. The strict robust counterpart of a linear program is again a linear program.
Moreover, in such a case, differentiability and convexity are preserved.
Furthermore, the strict robustness for ellipsoidal uncertainty is studied in in [15].
The authors show that the robust counterpart of an uncertain linear program with
ellipsoidal (or intersection of ellipsoids) uncertainty is an explicit conic quadratic
program. Additionally, the robust counterpart of a convex quadratically constrained
program with ellipsoidal uncertainty leads to an explicit semidefinite robust coun-
terpart program.
Robust optimization is a powerful technique because of its tractability. However,
complete protection from adverse realizations comes with the cost that solutions are
often too conservative. Due to the high conservatism, further research in robust
optimization focuses on ways to relax this concept. For example, if the decision
maker might allow for a certain degree of constraint violation, the uncertainty set
can be selected such that P (ζ ∈ U ) ≥ p. For a detailed view on this approach see
[84].
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1.5 Comparing Models
Decision makers would like to know which of the methods is more suitable to em-
ploy for optimization problems under uncertainty and weigh the advantages and
disadvantages of each one. One should take into account the implementation costs,
the operational costs, the behavior of the solutions and the computational tractabil-
ity.
The robust optimization approach is well suited to the cases where the opti-
mizer wants to hedge the results against all imaginable outcomes of the uncertain
events. Since the robust counterpart preserves convexity, differentiability and linear-
ity under mild assumptions of the uncertainty set, it is very often a computationally
tractable problem. However, the conservatism of robust optimization may be con-
siderable up to the point of ending up at a very small or even empty feasible sets,
possibly coming at much higher costs than under a probabilistic constraint program.
This effect motivates the consideration of probabilistic constraints in the presence
of statistical information and of a "well-behaved" (log-concave) distribution. In this
case, probabilistic constraints can be easily solved up to few hundred dimensions.
As we will see in the next chapter, as a drawback, probabilistic constraints suffer
from the curse of dimensionality.
On the other hand, when one has a probabilistic description of the problem (not
necessarily "well-behaved"), and ways to quantify the costs of violations, one could
model the optimization problem using the recourse approach. However, this ap-
proach has a very high computational cost since often the scenarios are discretized.
In [138] a large-scale unit-commitment problem is solved, comparing the three
methods discussed above. The results show that the robust optimization is computa-
tionally the least costly approach and has the highest recourse cost. The probabilistic
constrained approach is second in terms of the computational cost and it improves
the solution significantly. The two-stage optimization approach does poorly in terms
of robustness (but the recourse decision compensate for this) and the total computa-
tional cost is the highest. Similar conclusions are drawn in [87] for a supply planning
problem.
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Chapter 2
Spherical Radial Decomposition
Section 1.3.3 describes how an optimization problem involving linear probabilistic
constraints under a log-concave distribution can be solved by applying deterministic
linear programming methods. To do so, one has to provide precise approximations
for values and gradients of the probability functions.
In this chapter, we will briefly describe the available numerical integration algo-
rithms Monte-Carlo, quasi-Monte Carlo to numerically approximate the joint prob-
abilistic constraint (1.16). We discuss two breakthroughs related to efficient codes
for numerical integration of multivariate probability functions. Firstly, one can
efficiently solve linear probabilistic constraints under multivariate normal and t-
Student distributions using the Genz code. Secondly, for nonlinear models under
the Gaussian random variable, one may profit from the so-called spherical-radial
decomposition approach.
2.1 Numerical integration of separable linear JPC
For most functions arising in practice, the integral
ϕ(x) =
∫
{g(x,z)≤0}
fξ(z)dz,
where g : Rn × Rd → Rk and fξ : Rn × Rd → R, cannot be solved analytically.
Hence we must solve such integrals numerically; that is, we find an algorithm which
enables us to approximate the true value of the integral to a prescribed level of ac-
curacy. The most simple and basic way is crude Monte Carlo. The idea of Monte
Carlo integration is to evaluate the integral
∫
A f (x)dμ(x) using random sampling.
In its basic form, this is done by independently sampling N points (called abscissas
or integration nodes) Z1, . . . ZN according to the given density function fξ and then
36
computing the estimate
ϕˆN(Zi) =
1
N
N
∑
i=1
1Zi∈A,
where A := {z ∈ Rd : g(x, z) ≤ 0}. The strong law of large numbers guarantees
that ϕˆN(x) converges a.s. to E(1A(x)) = ϕ(x). If A has very small probability under
the law of distribution of ξ, then one might want to consider variance reduction
methods [129]. These methods are known to behave poorly in comparison to other
methods and we refer to them only for the sake of completeness. In addition, it
is also possible to use the quasi-Monte Carlo method, which replaces the random
sampling method by well-chosen deterministic abscissas on a grid. The criterion for
the choice of deterministic points depends on the problem at hand. The nature of the
quasi-Monte Carlo method, with its deterministic procedures, implies that we get
deterministic and guaranteed error bounds. Moreover, with the same computational
effort, the quasi-Monte Carlo method achieves a significantly higher accuracy [83].
(A) Abcissas of a Monte Carlo inte-
gration routine projected onto the x1x2
plane.
(B) Abcissas of a quasi-Monte Carlo in-
tegration routine projected onto the x1x2
plane, [56].
FIGURE 2.1
These two numerical approaches are more efficient when exploiting the special
structure of the model (the function g defining A and the distribution of ξ). For
instance, for the special case of (1.26) with g(x, ξ) = x − ξ and ξ following a non-
degenerate Gaussian distribution, we have that the probability constraint reduces to
a multivariate Gaussian distribution function. In this case, Genz [55] developed a
numerical integration scheme, where he applies a sequence of three transformations
to transform the original integral into an integral over a unit hyper-cube, and in [56]
he shows how to solve this numerical scheme using randomized quasi-Monte Carlo
method. Using this method, one can compute values of the probabilistic constraint
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at a good precision and for a few hundred dimensions. The procedures proposed,
called Genz’s code, are implemented in package mvtnorm, available at CRAN. The
two functions which are implemented are pmvnorm for Gaussian and pmvt for the
computation of multivariate t probabilities. A similar technique is also proposed
in [56] for the multivariate Student distribution. Moreover, the evaluation of the
gamma and exponential multivariate distribution has been discussed in [134, 96].
To efficiently use deterministic numerical optimization techniques, its is impor-
tant to calculate both the functional values of ϕ(x) and its gradients. There are sev-
eral methods to calculate gradients of probability functions [53, 135, 90]. In the sep-
arable case under Gaussian distribution, it is known that partial derivatives of (1.26)
can be reduced analytically to function values of a Gaussian distribution with dif-
ferent parameters [107, p.181]. In this way, for the separable case one can apply the
same efficient method of Genz [55], mentioned above. Conveniently, this methods
can be extended to general linear probabilistic constraints (1.27) under Gaussian dis-
tribution with some regularities imposed on the matrix [144, 142, 72].
Therefore, for general linear probabilistic constraints and bilinear ones, with ξ
following a Gaussian distribution (with dimension up to a few hundred), one can
solve the deterministic counterpart of the probabilistic constrained optimization
problem with Genz’s code and an SQP solver. To see an application of these methods
for a renewable energy management problem see, for instance, [27].
2.2 Numerical Integration for nonlinear JPC
For optimization problems with a more general nonlinear joint probabilistic con-
straint under normally distributed uncertain parameters, the reduction to Gaussian
distribution functions is not possible any more. In this case, another approach, the
so-called spherical-radial decomposition of Gaussian random vectors, can be used to
calculate the functional values of ϕ(x) together with ∇xϕ(x). The integral corre-
sponding to the probability is rewritten via an inner radial integral and an outer
spherical integral, where an integration rule is applied by randomly rotating a pre-
determined set of well-located points. This reparameterization has been developed
independently by [38, 113, 92]. Although the spherical-radial integral transforma-
tion is widely used, to the best of our knowledge, there is no detailed proof; for the
sake of completeness we provide a proof, which relies on simple techniques from
multivariable analysis. We first present some preliminary definitions from [118],
which we slightly modify for our exposition and then solve [118, exer. 8.6].
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Observation 2.2.1. First of all we would like to extend the familiar formulas for integration
of polar coordinates in R3 to Rd. We recall that with polar coordinates Υ : R3\{0} →
(0,∞) × [0, π] × [0, 2π), Υ(x1, x2, x3) = (r sin θ1 cos θ2, r sin θ1 sin θ2, r cos θ1) and the
formula
∫
R3
f (x1, x2, x3)dx1dx2dx3 =
∫ ∞
0
∫ π
0
∫ 2π
0
f (r sin θ1 cos θ2, r sin θ1 sin θ2, r cos θ1)dθ2r2 sin θ1dθ1dr
for f : R3 → R. These formulas were given using the theory of Riemann integral. We would
like to put them in the context of Lebesgue integration, with respect to well-defined measures.
Let us first define the polar coordinates for d dimensions.
Definition 2.1. Let Sd−1 := {s ∈ Rd : ||s|| = 1} denote the unit sphere. For x ∈
Rd\{0} we write
x = ru, where r = ||x||, u = x||x|| .
These are called polar coordinates in Rd. Moreover, the corresponding map is
Υ : Rd\{0} → (0,∞)× Sd−1
Υ(x) = (r, u).
We note that Υ is a continuous bijection and its inverse is also continuous given
by Υ−1(r, u) = ru. Therefore, the decomposition in polar coordinates allows us to
say that Rd\{0} = (0,∞)× Sd−1.
Observation 2.2.2. Let us recall the volume and area of a part of the unit sphere S2. Let
Λθ0,φ1,φ2 := {(r sin φ cos θ, r sin φ sin θ, r cos φ) : 0 < r < R, φ1 < φ < φ2, α − θ02 < θ <
α + θ02 } be a sector in the sphere S2 we can easily compute its volume
μ(Λθ0,φ1,φ2) =
θ0r3
3
[cos φ1 − cos φ2],
as well as the surface area of the corresponding rectangle Rφ1,φ2,θ0
σ(Rφ1,φ2,θ0) = r
2θ0(cos φ1 − cos φ2).
Analogously, we define two important measures for polar coordinates in d-
dimensions.
Definition 2.2. Let Bd := {s ∈ Rd : ||s|| < 1} and denote by μd the Lebesgue
measure on the B(Bd\{0}). Let μ∗d be a measure on (0,∞) × Sd−1 induced by the
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formula
μ∗d(A) = μd(Υ
−1(A)),
where A ∈ B((0,∞))⊗ B(Sd−1) and Υ−1(A) = {ru : r ∈ (0, 1), u ∈ A}. Moreover,
let ρ be a measure on (0,∞) given by
ρ(E) :=
∫
E
rd−1dr,
where E ⊆ (0,∞).
Definition 2.3. Let E ∈ B(Sd−1). For a > 0 define
Ea := Υ−1((0, a]× B) = {x ∈ Rd|x = ru, 0 < r ≤ a, u ∈ E},
and define a measure σd−1 in Sd−1 as follows
σd−1(E) = d · μd(E1).
Since the map E → E1 takes Borel sets in Sd−1 to Borel sets in Rd it is clear that σ
is a measure on the σ-algebra of Borel sets in Sd−1.
Lemma 2.4. Let Ea and σd−1 is as in Definition 2.3 and E ∈ B(Sd−1) then
μd(Ea) =
ad
d
σd−1(E).
Proof. Let Ta(x) = ax for a > 0 and x ∈ Rd, from the change of variables formula
we have that
μd(Ea) = μd(Ta(E1)) = |det T|μd(E1) = adμd(E1).
Lastly, it follows from Definition (2.3) that μd(Ea) = a
d
d σd−1(E).
Theorem 2.5. [118, exer. 8.6] Let d ∈ N, d ≥ 2 and let f : Rd → [0,∞] be Borel
measurable. Then the Lebesgue measure space (Rd\{0},B(Rd\{0}), μd) coincides with
((0,∞)× Sd−1,B((0,∞))⊗B(Sd−1), ρ ⊗ σd−1) and
∫
Rd
f (x)dμd(x) =
∫ ∞
0
∫
Sd−1
f (ru)dσd−1(u)rd−1dr.
Proof. To identify B((0,∞)) ⊗ B(Sd−1) and B(Rd\{0}) it suffices to show that the
rectangles A × Sd−1 and (0,∞) × B belong to B(Rd\{0}) for A ∈ B((0,∞)) and
B ∈ B(Sd−1), and that for any open set G ⊂ Rd one has that G\{0} ∈ B((0,∞))⊗
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B(Sd−1). Since Rd\{0} is homeomorphic to (0,∞)× Sd−1), then any open G ⊂ Rd is
a product of two open sets and hence belongs to B((0,∞))⊗ B(Sd−1). On the other
hand, if we define
Λ1 := {A ∈ B((0,∞))|A× Sd−1 ∈ B(Rd\{0})}
Λ2 := {B ∈ B(Sd−1)|(0,∞)× B ∈ B(Rd\{0})}
then we have σ-algebras containing open sets, soΛ1 = B((0,∞)) andΛ2 = B(Sd−1).
Next, we claim that μd = ρ ⊗ σd−1. It suffices to see that both measures coincide on
rectangles [a, b)× E where E ∈ B(Sd−1) and 0 < a < b. It follows from Lemma 2.3
that
μ∗d([a, b)× E) =μd(
Eb
Ea
)
= μd(Eb)− μd(Ea)
=
bd
d
σd−1(E)− a
d
d
σd−1(E)
=
bd − ad
d
σd−1(B)
=
(∫ b
a
rd−1dr
)
· σd−1(B)
= ρ ⊗ σd−1.
Since both measures coincide then for simple functions f = ∑mi=1 αi1Ei we have
∫
Rd
f dμd =
∫
Rd\{0}
f dμd
=
m
∑
i=1
αi
∫
Rd\{0}
1Eidμd
=
m
∑
i=1
αi
∫ ∞
0
rd−1
(∫
Sd−1
1Ei(ru)dσd−1(u)
)
dr
=
∫ ∞
0
rd−1
∫
Sd−1
f (ru)dσd−1(u)dr.
The standard argument using the Monotone Convergence Theorem gives the gen-
eral case.
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Lemma 2.6. [8, Sect 1.3] The surface area of the unit sphere Sd−1 is
Area(Sd−1) :=
2π
d
1
Γ( d2 )
.
Theorem 2.7. Let ξ be a d-dimensional Gaussian random vector distributed according to
ξ ∼ N (μ,Σ). Then for any Borel measurable subset M ⊆ Rd it holds that
P (ξ ∈ M) =
∫
v∈Sd−1
μχ{r ≥ 0 | (rLv + μ) ∩ M 	= ∅}dμη (2.1)
with ξ = μ + χLη, where L is such that Σ = LLT (e.g., Cholesky decomposition), χ has a
chi-distribution μχd with d degrees of freedom and η has a uniform distribution μη over the
Euclidean unit sphere Sd−1.
Proof. Let M ⊆ Rd be a Borel measurable set. It holds that
P (ξ ∈ M) = E (1M(ξ)) = 1√
(2π)d|Σ|
∫
Rd
1M(x)e−
1
2 (x−μ)TΣ−1(x−μ)dx. (2.2)
Note that a d-variate normal random variable ξ ∼ N (μ,Σ) can be expressed by
ξ = μ+ Lζ, where ζ ∼ N (0, I), and L is the lower triangle matrix such that Σ = LLT
(the so-called Cholesky decomposition of Σ). By change of variables x = μ + Lz, we
rewrite (2.2) as
P (ξ ∈ M) =
∫
Rd
1M˜(z)
1√
(2π)d
e−
zTz
2 dz = P
(
ζ ∈ M˜) , (2.3)
where M˜ = L−1(M − μ). We do a second change of variables, from the rectangular
vector z ∈ Rd\{0} to polar coordinates (r, u) ∈ R+\{0} × Sd−1 (see Definition 2.1).
By Theorem 2.5 this changes the integral accordingly to
P
(
ζ ∈ M˜) = ∫
v∈Sd−1
∫ ∞
0
1M˜v(r)
1√
(2π)d
e−
r2
2 rd−1drdσd−1(v),
where the translated set is also reparametrized as M˜v = {r ≥ 0 : rLv− μ ∈ M} for
a fixed v ∈ Sd−1. Now, let us define μη := 1Area(Sd−1)dσd−1 as the uniform distribution
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over Sd−1. Then dμη is a density of ν (since it integrates one) and it follows that
P
(
ζ ∈ M˜) =2πd/2
Γ( d2 )
∫
Sd−1
∫
{r≥0: rLv−μ∈M}
(
1√
(2π)d
e−
r2
2 rd−1
)
drdμη(v)
=
∫
Sd−1
∫
{r≥0: rLv−μ∈M}
(
21− d2
Γ( d2 )
e−
r2
2 rd−1
)
drdμη(v)
=
∫
Sd−1
∫
{r≥0: rLv−μ∈M}
dμχd(r)dμη(v)
=
∫
Sd−1
μχd{r ≥ 0 : (rLv + μ) ∩ M 	= ∅}dμη .
Observation 2.2.3. The statement and the proof we give of Theorem 2.7 relies on M being
Borel measurable. This hides another difficulty, since for example, not all convex sets are
Borel measurable. We would like that Theorem 2.7 be true for M a Lebesgue measurable set
(since convex sets are Lebesgue measurable [46]). However, in the following, we will work
with closed sets M defined by functions with nice smooth properties, so that M will be Borel
and Lebesgue measurable.
In this way, the probability (2.1) can be numerically computed through an effi-
cient sampling scheme on Sd−1 proposed by Deák in [39, 40]. More generally, one
may approximate the integral ∫
v∈Sd−1
h(v)dμη
for any Borel measurable function h : Sd−1 → R. In particular, for
h(v) := μχ ({r ≥ 0 : rLv + μ ∩ M 	= ∅}) .
2.3 Gradient formulae for the spherical-radial parametriza-
tion of JPC
In [140] the authors show how with a different integrand h(v) the same sampling
scheme can be used in order to compute ∇ϕ and ϕ simultaneously. In the following,
we assume that g : Rn × Rk → R is a continuously differentiable function that is
concave with respect to the second argument. We defined
ϕ(x) = P (g(x, ξ) ≥ 0) (2.4)
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where without loss of generality we assume that ξ ∼ N (0,Σ). By (2.1) and (2.4), we
have, for all x ∈ Rn,
ϕ(x) =
∫
v∈Sd−1
μχ ({r ≥ 0 : g(x, rLv) ≥ 0}) dμη =
∫
v∈Sd−1
e(x, v)dμη
for e(x, v) := μχ ({r ≥ 0 : g(x, rLv) ≥ 0}), v ∈ Sd−1. To treat ∇ϕ, a minimum re-
quirement is that ϕ has to be continuous, i.e. g is continuous and satisfies Slater
condition. However, the following counter-example exposed in [140] shows that
this is not enough. It follows that the differentiability for ϕ requires an additional
assumption of the set {z ∈ Rd : g(x¯, z) ≤ 0} being compact or, if one wants to relax
this requirement and admit noncompact sets, we need a growth condition for the
function ||∇xg(x, ·)|| in a neighborhood of x¯.
Proposition 2.8. [140, Prop. 2.2] Let g : R2 ×R2 → R be defined as
g(x1, x2, z1, z2) := x21e
h(z1) + x2z2 − 1, where h(t) := −1− 2 log(1−Φ(t)).
Let ξ ∼ N2(0, I) and x¯ = (0, 1), then the following is true;
1. g is continuously differentiable.
2. g is convex in the second argument.
3. g(x¯, 0) = g(0, 1, 0, 0) < 0.
4. ϕ is not differentiable at x¯.
FIGURE 2.2: Illustrates the graph of the non-differentiable function
ϕ(x1, x2) constructed and depicted in [140]
We now address the computation of ∇ϕ, but first we provide some preliminary
definitions and a lemma.
We define the following sets of directions with finite and infinite intersection
length (respectively):
F(x) := {v ∈ Sd−1|∃r > 0 : g(x, rLv) = 0}
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I(x) := {v ∈ Sd−1|∀r > 0 : g(x, rLv) 	= 0}.
Lemma 2.9. [140] Let (x, v) be such that g(x, 0) > 0 and v ∈ F(x). Then there exist
neighborhoods U of x and V of v, as well as a continuous differentiable function ρx,v :
U ×V → R+ with the following properties:
i) For all (x′, v′, r′) ∈ U ×V ×R+ the equivalence g(x′, r′Lv′) = 0 if and only if
r′ = ρx,v(x′, v′) holds true.
ii) For all (x′, v′) ∈ U ×V one has the gradient formula
∇xρx,v(x′, v′) = − 1〈∇zg(x′, ρx,v(x′, v′)Lv′), Lv′〉∇xg(x
′, ρx,v(x′, v′)Lv′).
Definition 2.10. Let g : Rn × Rd → R be a differentiable function. We say that g
satisfies the polynomial growth condition at x if there exist constants C, θ > 0 and a
neighborhood U(x) such that
||∇xg(x′, z)|| ≤ ||z||θ ∀x′ ∈ U(x) ∀z, ||z|| ≥ C.
Theorem 2.11. [140, Thm. 3.10] Let g : Rn × Rd → R be a continuously differen-
tiable function that is concave with respect to the second argument. Consider the probability
function defined in (2.4), where ξ ∼ N (0,Σ) has a standard Gaussian distribution with
correlation matrix Σ. Let the following assumptions be satisfied at some x¯:
1. g(x¯, 0) > 0.
2. g satisfies the polynomial growth condition at x¯.
Then ϕ is continuously differentiable on a neighborhood U(x¯) and it holds that
∇ϕ(x) = −
∫
v∈F(x)
χ(ρx,v(x, v))
〈∇zg(x, ρx,v(x, v)Lv), Lv〉∇xg(x, ρ
x,v(x, v)Lv)dμη(v) ∀x ∈ U(x¯).
(2.5)
Here μη is the law of the uniform distribution over Sd−1, χ is the density of the chi-
distribution with d degrees of freedom, L is a factor of the Cholesky decomposition Σ = LLT,
F(x) and ρx,v are as introduced in Lemma 2.9.
In this fashion, formula (2.5) is explicit and can be used inside Deák’s method to
calculate both ∇ϕ and ϕ with the same sampling on Sd−1. For each sampled point
v ∈ Sd−1 one checks whether the equation g(x, rLv) = 0 has a solution r ≥ 0. If it
does not, then v ∈ I(x) and this direction does not contribute to the approximated
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integral of the probability. Otherwise, we have that v ∈ F(x) and we have to evaluate
the integrand of (2.5).
Moreover, in [140] also explicit formulae is provided for two non-Gaussian like
distributions: χ2-distribution and t-Student distribution.
Lastly, in [141] the gradient formula was also derived for the case of multiple
constraints, i.e. g : Rn ×Rd → Rk, where g is a continuously differentiable function.
The authors define the maximum function gM : Rn ×Rd → R
gM(x, z) := max
i=1,...,k
gi(x, z).
Although gM is not differentiable in general, the authors follow similar previous
arguments for the case of convex non-differential analysis (i.e. they address the local
Lipschitz continuity of e(·, v) and subdifferential arguments).
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Chapter 3
Probust Constraints
In this chapter, we define a new family of probabilistic/robust (probust) constraints,
where the joint presence of uncertainty in stochastic and unspecified form can be
handled in a single model. Applications considered are: a transportation problem in
a stationary gas markets with stochastic loads and uncertain roughness coefficients;
as well as, an increment of capacity offered by the network operator. For both mod-
els, we solved the inner robust problem and then took the outer perspective of prob-
abilistic programming. That is why, we were able to fall back on the spherical-radial
decomposition of Gaussian random vectors for probabilistic functions, discussed in
Ch. 2.
3.1 Optimization problems under Probust Constraints
Data uncertainty typically enters the inequality constraints describing the set of fea-
sible decisions:
gi(x, z) ≥ 0 (i = 1, . . . , k) . (3.1)
Here x ∈ Rn is a decision vector, z ∈ Rd is an uncertain parameter and g :
Rn × Rd → Rk refers to a constraint mapping. Overlooking the aspect of uncer-
tainty would result in optimal decisions that are notoriously non-robust with re-
spect to deviations from the assumed deterministic data. As presented in Ch. 1,
when modeling uncertainty, two situations typically occur.
In the first one, access to historical observations is given so that uncertainty can
be modeled by means of a random vector ξ obeying a certain estimated multivari-
ate distribution. This allows one to turn (3.1) into a so-called (joint) probabilistic
constraint:
P
(
g(x, ξ) ≥ 0) ≥ ρ ∈ (0, 1) (3.2)
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(note that the first ’≥’ sign is to be understood component-wise). The meaning of
(3.2) is as follows: a decision x is declared to be feasible if and only if the original
random inequality system (3.1) is satisfied with at least probability ρ, a level usually
chosen close to but not identical to one, in order to guarantee sufficient robustness
without excessive costs.
A second situation arises when some uncertain parameterΦ is, for instance, fixed
but simply unknown or it is random but its distribution is unknown because it can-
not be observed nor measured. In such a case, the robust optimization approach is
introduced to ensure feasibility of its solution for all possible realizations (or, equiv-
alently, for the worst-case scenario) of the uncertain parameter within some uncer-
tainty set U ⊆ Rs. Then, (3.1) turns into a constraint with infinitely many inequalities
g(x,Φ) ≥ 0 ∀Φ ∈ U , (3.3)
which can be equivalently written as a single worst-case constraint
inf
Φ∈U
g(x,Φ) ≥ 0. (3.4)
Clearly, if g happens to be concave in the first variable, then the set of feasible deci-
sions x in (3.3) or (3.4) is convex, which is a favorable property of optimization prob-
lems. Note that both the probabilistic and the worst-case constraints (3.2),(3.3),(3.4)
just depend on the decision vector x but unlike (3.1) no longer on the concrete out-
come of uncertainty. Hence, they can figure as ordinary well-defined constraints in
optimization problems with some additional objective given.
Traditionally, both approaches, probabilistic constraint and robust optimization,
have been dealt with separately. Very often, however, one is faced with uncertain
variables of both mentioned types. This leads us naturally to the consideration of
uncertain inequalities (3.2) in which the uncertain variable has a stochastic and a
non-stochastic part, i.e., z = (ξ,Φ). As a consequence, the originally separate models
(3.3) and (3.4) have to be combined appropriately. There are essentially two different
ways of doing so.
On the one hand, we formulate a probabilistic constraint (w.r.t. ξ) involving a
robustified (w.r.t. Φ) uncertain inequality system:
P
(
g(x, ξ,Φ) ≥ 0 ∀Φ ∈ U) ≥ ρ. (3.5)
This is one joint probabilistic constraint involving infinitely many random inequali-
ties. We call (3.5) under the natural acronym Probust Constraints. A second possibility
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consists in modeling a family of probabilistic constraints first and then establishing
a robustified version of these:
P
(
g(x, ξ,Φ) ≥ 0) ≥ ρ ∀Φ ∈ U . (3.6)
This way, one arrives at an infinite system of probabilistic constraints. This setting is
related to (robust) first-order stochastic dominance constraints [42] and to distribu-
tionally robust probabiistic constraints, where the probability distribution P is not
fixed (see, e.g. [58]).
Model (3.5) has been studied in [60] under the name of joint probabilistic-robust
constraints. It has been observed there (and is easy to see) that (3.6) is a weaker con-
straint than (3.5). Moreover, (3.5) and (3.6) have been introduced and considered
before in [139] under the name of hybrid robust/chance-constraint. The author con-
sidered both models in the context of linear probabilistic constraints under discrete
distributions.
Our perspective is different in allowing for nonlinear probust constraints under
continuous Gaussian distributions using the so-called spheric-radial decomposition.
Moreover, the uncertainty set U will not be fixed in our two problems but is subject
to optimization.
The methodology used in both problems is to first solve the robust counterpart
of the inner robust problem of (3.5). Then we get an analytical worst-case solution,
which allows us to turn the infinite inequalities system of (3.5) into a joint proba-
bilistic constraint (with finite number of equations). In this context, as shown in Ch.
2, provided that the right hypothesis of the problem hold, we can solve it algorith-
mically using the spheric-radial decomposition.
3.2 Motivating examples in the natural gas industry
To motivate the use of probust constraints, we present two different optimization
problems in the context of gas transport and gas markets, both with uncertain pa-
rameters. There are two main applications that drive this new approach.
Firstly, we study the maximum uncertainty allowed when transporting gas with
uncertain demand (which is stochastic due to the possibility of fitting statistical dis-
tributions based on historical measurements) and with uncertain roughness coeffi-
cients in the pipes (which are uncertain but non-stochastic due to a lack of attainable
measurements). One ends up with a constraint, which is probabilistic with respect
to the load of gas and robust with respect to the roughness coefficients.
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Secondly, we study the problem of a network operator who would like to maxi-
mize his profit, by offering maximum gas capacity to old clients (who have a stochas-
tic demand but historical data) and to new clients (who have a non-stochastic de-
mand due to a lack of information). One ends up with a constraint, which is proba-
bilistic with respect to the load of old clients and robust with respect to new clients’
load.
When modeling optimization problems in the gas markets, it is necessary to un-
derstand the legal and economic structure of gas trade as well as the physical struc-
ture of gas transport. Thus, in the following, we provide a brief overview of natural
gas market regulations and the technical side of gas networks.
3.2.1 Natural gas markets
In the context of the liberalization paradigm, regulatory authorities have separated
the natural gas transmission from production and services. The liberalization pro-
cess of the natural gas market in the EU is a result of three directives passed by the
European Commission [131, 132, 133]. The central new aspect is the establishment
of market areas based on an entry-exist system and the breaking up of vertically
integrated companies. In this way, energy supply is separated from transmission
networks. The former system obliged gas suppliers to book an entire transport path
through all the gas networks between the desired entry and exit points. Moreover,
gas suppliers were very often simultaneously network operators and could openly
share (at any necessary time) the information of how much gas could and needed to
be transported.
Under the new entry-exit scheme, gas suppliers only need to specify where they
want to inject gas (at entry points) and gas consumers where they want to extract gas
(at exit-points) within a large market area (without taking into account the trans-
portation path). Today, the gas network operators, which are divided into TSO
(Transmission System Operator) operating at high-pressure levels or DSO (distri-
bution system operator) operating low-pressure pipelines, are responsible for calcu-
lating and publishing the capacity on the entries and exits of the networks.
The yearly volume network capacity (upper bound) is decided by the network
operator, who then sells long-term capacity rights to gas customers in a primary
market. Purchasers of long-term capacity rights often include gas producers, indus-
trial facilities, local gas distribution companies and gas marketers, taking speculative
positions. No matter how much volume is injected or extracted after a year, the pur-
chasers of the pipeline capacity have to pay a pre-determined price for the upper
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bound gas volume agreed on the long-term contract.
Under this new economic configuration new markets have emerged, and as a
consequence, new sources of uncertainty and of commercial risks. The network
operator, for instance, at the strategic planning stage, has to calculate the yearly
network’s capacity and the pre-determined price that will cover his/her costs and
revenues, without knowing how much demand will there be. In addition, today, gas
network operators are companies on their own and strive at maximizing profits.
Moreover, those who have acquired long-term capacity rights, which is called
booking, have access to a secondary market in a virtual hub, where the booking hold-
ers or so-called gas shippers sell temporary use of their pipeline capacity at unregu-
lated prices in the day-ahead markets. One day before the booked gas transport is
planned to take place, the gas shippers must nominate i.e., communicate to the TSO
to what extent and where they plan to exercise their capacity rights. This procedure
then allows the TSO to schedule the gas transport in advance.
Nominations have to satisfy three conditions:
1. At each node (entry or exit) of the network, nominations must not exceed the
capacity booked for that node by the respective trader.
2. Nominations must be balanced over the whole network, i.e., the sum of nomi-
nations at entries equals the sum of nominations at exits.
3. Nominations must be technically feasible in the sense that there exist pressures
within given bounds at the nodes and a flow through the network such that
the nominations at the exits can be served by the nominations at the entries.
This new paradigm has led to new challenging mathematical optimization prob-
lems. In this thesis, we will focus on two problems from the network operator’s
perspective. One of the most important tasks of the network operator is to vali-
date nominations, i.e., the operator examines if the network’s capacity is sufficient
to transport a specific amount of gas flow. This task has to be done twice: in the
planning stage, when the amount of gas that has to be transported is unknown and
one-day before operating, when the amount of load to be transported is known. We
will focus on the former.
For a more in-depth analysis of gas markets we recommend [125, 99]. In the fol-
lowing we will go shortly through some of the physical characteristics of gas trans-
port, which are important for both of our applications.
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3.2.2 Natural gas transport
Natural gas can either be transported grid-bound via pipelines or liquefied as LNG
via ships. Pipeline transport is generally the most economical way to transport large
quantities of natural gas. To offset the pressure losses during the transport over long
distances, the natural gas has to be compressed again every 100 to 200 km. Thus,
the study of natural gas transport focuses on the topology of the gas networks and
on the flow of gas. The latter can be done in a time-dependent or time-independent
approach.
From a mathematical perspective, a gas transmission network can be represented
as a directed graph. In this thesis, we will focus our attention to the special case of
a tree-structured gas network G = (V , E), where V is the set of nodes representing
interconnection points, and E is the set of arcs representing the pipelines. For includ-
ing cycles into the consideration, we refer to the recent work [63]. For simplicity, we
shall assume, in this thesis, that there is just one single injection node (entry), labeled
zero, whereas there are m additional nodes at which gas is withdrawn for consump-
tion (exits). The unique entry will be declared as the root of the tree while the arcs in
E are directed away from the root.
The scope of this work is on modeling stationary gas networks, i.e. we analyze
network operation as a snapshot, where the parameters characterizing the flow of
gas are independent of time. We shall also assume that the network is passive (i.e.,
does not contain active elements such as compressors, valves etc.). This simplifica-
tion allow us to maintain a purely algebraic model without combinatorial aspects.
One of the technical responsibilities of the network operator, which has not
changed before or after the liberalization, is securing a reliable transport of the nat-
ural gas through the given infrastructure. That is why, any optimization problem
from the network operator’s perspective involves the following constraints:
1. mass flow balance equation at each node
2. gas flow equation through each pipe
3. pressure limits in constraints at each node
We will refer to p and bˆ as the vectors of pressures and loads, respectively, at the
nodes, and to q as the vector of flows through the arcs of the network. It is well
known that the following relations have to be met in order to satisfy the loads bˆ
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(being positive in the case of withdrawal and negative in the case of injection):
Aq = bˆ (3.7)
ATp2 = (diagΦ)|q|q (3.8)
pmin ≤ p ≤ pmax. (3.9)
Here, A refers to the incidence matrix of the network, diagΦ is a diagonal matrix
whose diagonal is given by a vector Φ = (Φe)e∈E of roughness coefficients for the
pipes (arcs) and pmin, pmax are vectors of lower and upper bounds, respectively, for
the pressure at the given nodes.
Functions of vectors, such as (·)2 or | · |(·) are to be understood as vectors with
entries defined componentwise. Equations. (3.7), (3.8) refer to the first and second
Kirchhoff laws (mass flow conservation and pressure drop equations), whereas the
bound constraints (3.9) result from technological and contractual restrictions.
Explicit representation of feasible loads
We recall that a nomination is a vector giving the in and outflow of gas loads at entry
and exit nodes. Moreover, the task of validation of a nomination is to decide whether
the gas network can be operated to fulfill the transportation request mandated by the
nomination. This problem is frequently faced by network operators during strate-
gic planning level and during operational level. In the strategic planning level, the
network operator has to decide how much yearly free capacity can be offered. After
calculating the offered capacity, the network operator runs nomination scenarios and
checks if they are feasible, i.e., if there exists a pressure and flow profile that fulfills
(3.7)-(3.9). In the operation level, one day before the gas transport takes place, the
network operator runs again a validation of the known (or given) nominations.
Mathematically, the validation of the nominations is the same as ensuring the
feasibility of nominations for a given network environment (technical equipment,
pressure bounds, booked capacities for injecting or withdrawing gas). It is impor-
tant to have access to an explicit description of feasibility in terms of the boundary
data without further dependence on physical state variables p, q. In [62] the authors
provide a description of the feasibility of nomination vector by means of an explicit
inequality system. Such description was provided for cycles and tree-structured net-
works, but we focus on the latter.
Proposition 3.1 (see [62] Cor. 1). Consider a tree G = (V , E) with the unique entry
referring to the root node 0. Then the load vector bˆ := (b0, b) with b0 being the load at
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the entry and b being the vector of withdrawals at exits is feasible in the sense of equations
(3.7), (3.8), (3.9) if and only if the following system of inequalities is satisfied for k,  =
0, . . . ,m, k 	= :
hk(b,Φ) + (pmaxk )
2 − h(b,Φ)−
(
pmin
)2 ≥ 0, (3.10)
where, for k = 0, . . . ,m, we have put:
hk(b,Φ) :=
⎧⎪⎪⎨
⎪⎪⎩
∑
e∈Π(k)
Φe
(
∑
th(e)
bt
)2
if k ≥ 1
0 if k = 0
(3.11)
Here, for k,  ∈ V , we write k  l if, in G, the unique directed path from the root to k,
denoted Π(k), passes through l. Moreover, h(e) refers to the head of arc e ∈ E .
3.3 Probust constraint model for gas transport management
As mentioned above, the reliability of the gas network operator depends on the ac-
curacy of calculations of the transport capacity and on the security of supply. This
concern is called nomination validation, i.e., determination whether the given (or po-
tential) nominations (scenarios) of all entry and exit flows are technically and phys-
ical feasible under the available infrastructure (see [81]).
The strategic planning of the network operator is a complex task. Here we focus
on one of the sub-problems that he faces while doing the feasibility check of uncer-
tain future nominations. At the planning stage, the network operator has to validate
the feasibility of covering future load while also facing the uncertainty of the pipes’
roughness coefficients.
Nevertheless, it is possible to model the amount of future load by means of a
stochastic distribution based on historical data (since previous nominations have
taken place). Moreover, the roughness coefficient of a pipe influences the pressure
loss of the flowing gas. However, the exact values of the roughness coefficients are
only known at the time of commissioning of the network, but they change signifi-
cantly through time due to the aging of the pipe material and to the deposition of
particles. The traditional approach to estimate the transport capacity is to set fixed
values for the roughness coefficients based on the well-known Colebrook-White cor-
relation [36]. Nonetheless, this approach underestimates the uncertainty of rough-
ness coefficients; hence there is a miscalculation of the transport capacity.
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We develop a novel algorithm to improve the nomination validation procedure
(in the planning stage) by taking into account these two types of uncertain param-
eters. The presence of non-stochastic (roughness coefficients) and stochastic (load)
uncertainty motivates us to establish a probust constraint. As a result, we investigate
the maximum of attainable uncertainty around the roughness coefficients for differ-
ent pipes in the network, while keeping a high probability of satisfying the demand.
In the research literature, there is a more in-depth study of nomination validation
in [100]. The robustness of natural gas flows is examined in [33], and [62] gives an
explicit characterization of gas flow feasibility and considers the stochastic nature of
exit loads.
3.3.1 Description of the optimization problem
We present and solve an optimization problem, from the viewpoint of the network
operator, who needs to validate nominations under stochastic and non-stochastic
uncertainty.
As mentioned above, we consider a tree G = (V , E)with a unique entry referring
to the root node 0. The nomination vector is denoted by bˆ := (b0, b) with b0 being the
load at the entry and b being the exit-load. The feasibility of the original enhanced
vector bˆ is already determined by the feasibility of its exit part b, since nominations
at entries equals the sum of nominations at exits. Hence, in the following, we will
only speak of the feasibility of the load vector b at exits from the very beginning.
Remark 3.2. We emphasize that both variables of the function hk occurring in the
inequality system (3.26) are uncertain, and of different nature. However, the load
vector b is of stochastic nature because historical data on its realization are available.
In contrast, the roughness coefficients Φe may be endowed only with some nominal
values, from which they differ in an unobservable way, for instance, by the aging of
the pipes’ material and the deposition of particles. Our aim is to consider both types
of uncertainty in a probust constraint model as detailed in the introduction.
To set up this model, we start by emphasizing the variability of roughness coef-
ficients in the definition of feasible loads via (3.26): For any given vector Φ of rough-
ness coefficients, we denote the set of feasible loads b (satisfying (3.26)) by MΦ. In
order to take into account the uncertain (non-stochastic) nature ofΦ, we assume that
it belongs to some uncertainty set Uδ that is parameterized by a vector δ ∈ R|E |. For
instance, Uδ could be a rectangle with side lengths δe or an ellipsoid with principal
axes δe around some nominal vector Φˆ of roughness coefficients. We strengthen now
the definition of feasibility of a load vector b w.r.t. uncertainty in Φ by requiring it
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to satisfy (3.26) for all Φ in the uncertainty set. This means that for each fixed shape
parameter δ, the set of feasible loads b is given by
Mδ :=
⋂
Φ∈Uδ
MΦ (δ ∈ R|E |). (3.12)
Often, the choice of the uncertainty set, in particular of its size, is somehow arbitrary.
This motivates us, in this paper, not to fix it but to consider this set as variable (via
the parameter δ) and subject to optimization.
On the other hand, in order to address the stochastic uncertainty of the load
vector b, we will understand it from now on as the outcome of an m-dimensional
random vector ξ, where m = |V| − 1 is the number of exits. In particular, we will
assume ξ to be a Gaussian random vector ξ ∼ N (μ,Σ) with mean μ and covariance
matrix Σ. In a strict sense, exit loads cannot follow a Gaussian distribution because
the latter allows negative values. This effect, however, is negligible if the relative
standard deviations are small. Moreover, the methodology we are presenting here
is easily adapted to Gaussian-like distributions (truncated Gaussian, Log-normal)
which are good candidates for modeling of stochastic exit loads [81, Chapter 13].
Accordingly, we turn the original membership b ∈ Mδ from (3.12) into the prob-
abilistic constraint P (ξ ∈ Mδ) ≥ ρ, where ρ ∈ (0, 1) is a probability level (close
to one) chosen in the modeling process. Observe that this inequality now is a con-
straint on the shape parameter δ for the uncertainty set Uδ. Since we consider δ as a
variable, it defines a set of feasible shape parameters as
M :=
{
δ ∈ R|E | ∣∣P (ξ ∈ Mδ) ≥ ρ}. (3.13)
The interpretation of this constraint is as follows: a shape parameter δ is feasible if
and only if the probability of random load vectors b being admissible in the sense of
(3.26) for all roughness coefficients Φ ∈ Uδ is at least ρ. Clearly, an increase of δ and,
hence of Uδ, the uncertainty set will result in a stronger "for all" condition and, thus,
in a decrease of the probability of the event ξ ∈ Mδ.
With this setup, we are interested in a maximum amount of uncertainty for the
roughness coefficients that still allows us to technically satisfy − under the given
pressure bounds − the random loads for all uncertain roughness coefficients with a
given probability ρ. This leads us to the optimization problem
max{ f (δ) | δ ∈ M}, (3.14)
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where the objective f characterizes the amount of uncertainty, e.g., f (δ) := volUδ or
f (δ) := ‖δ‖. The solution of (3.14) may provide the network operator with an idea at
what precision at least he needs to know the roughness coefficient in the context of
safe network operation. Such information could be used, for instance, when trying
to roughly estimate these coefficients by indirect measurements via the solution of
an inverse problem (see [44]) or in order to identify critical parts of the network
where it is more important to do so than in other parts.
Determination of the probability of Mδ
The key for solving the optimization problem (3.14) is clearly the verification of the
inclusion δ ∈ M, which according to (3.13) amounts to the computation of the prob-
ability of the event ξ ∈ Mδ. This task faces two difficulties which we will address
in this section: first, the set Mδ, given as an infinite intersection of sets MΦ has to
be made explicit, and second, the Gaussian probability of such a set has to be deter-
mined efficiently.
3.3.2 Robust counterpart reformulation of Mδ
By definition of MΦ as consisting of all load vectors b satisfying (3.26), we may write
Mδ in (3.12) as
Mδ =
{
b : hk(b,Φ) + (pmaxk )
2 − h(b,Φ)−
(
pmin
)2 ≥ 0 ∀Φ ∈ Uδ ∀k,  = 0, . . . ,m (k 	= )
}
.
The difficulty in working with the set Mδ lies in the fact that it is defined by infinitely
many constraints, because the uncertainty set is infinite in general. Evidently, we
have the following equivalent reformulation:
Mδ =
{
b : inf
Φ∈Uδ
hk(b,Φ) + (pmaxk )
2 − h(b,Φ)−
(
pmin
)2 ≥ 0∀k,  = 0, . . . ,m (k 	= )}.
In the typical case of compact uncertainty sets Uδ, we may finally represent Mδ as
Mδ =
{
b : hk(b,Φ∗k(δ, b)) + (p
max
k )
2 − h(b,Φ∗k(δ, b)) (3.15)
− (pmin )2 ≥ 0
∀k,  = 0, . . . ,m (k 	= )
}
,
where
Φ∗k(δ, b) := argmin
Φ∈Uδ
(hk(b,Φ)− h(b,Φ)) . (3.16)
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This last representation (3.15) has the advantage of involving only a finite number
(at most m2 − m) of inequalities in contrast to the original description. However,
it comes at the price of having to solve the optimization problem (3.16) for each b
and δ. Fortunately, this is easily done for specific simple enough uncertainty sets,
for instance, rectangles or ellipsoids. This is mainly a consequence of the difference
function hk − h appearing in (3.16) being linear in Φ by definition of hk in Propo-
sition 3.1. Minimizing a linear function over a rectangle or ellipsoid can be done
explicitly in terms of the coefficents of this linear function.
Explicit solutions for simple uncertainty sets
In the following, we will provide explicit solutions for the functions Φ∗k(δ, b) intro-
duced in (3.16) in the case of ellipsoidal and rectangular uncertainty sets. We will
assume that our uncertainty sets are symmetric around some nominal (or guessed)
value Φˆ for the roughness coefficients. In the case of an ellipsoid, we define for
δ ∈ R|E |+ :
Uδ :=
{
Φ ∈ R|E | : (Φ− Φˆ)TΣδ(Φ− Φˆ) ≤ 1
}
, (3.17)
where Σδ is a diagonal matrix with entries δ1, . . . , δ|E |.
In the following, referring back to the notation introduced in Proposition 3.1, we
will use the assignments
1e,k :=
⎧⎨
⎩1 if e ∈ Π(k)0 otherwise
and
γe(b) := ∑
t∈V , th(e)
bt . (3.18)
This notation will allow us to rewrite the definition for hk(b,Φ) in Proposition 3.1 as
hk(b,Φ) = ∑
e∈E
Φeγ2e (b)1e,k (k = 1, . . . ,m). (3.19)
Lemma 3.3. For the uncertainty set (3.17), the functions introduced in (3.16) have the
following explicit representation for k,  = 0, . . . ,m with k 	=  and e ∈ E :
[Φ∗k(δ, b)]e = Φˆe +
(1e, − 1e,k)γ2e (b)/δe√
∑
s∈(Π(k)∪Π())\(Π(k)∩Π())
γ4s (b)/δs
.
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Proof. It is well-known (and easy to show by writing down the necessary optimality
conditions) that for a given cost vector c 	= 0, the optimization problem
min
Φ
{
cTΦ : (Φ− Φˆ)TΣδ(Φ− Φˆ) ≤ 1
}
(3.20)
has the unique solution
Φ∗ = Φˆ− 1√
cTΣ−1δ c
Σ−1δ c. (3.21)
Clearly, the optimization problem defining Φ∗k(δ, b) in (3.16) has the form of (3.20)
with the coefficients of the cost vector given by (according to (3.19))
ce := (1e,k − 1e,)γ2e (b) (e = 1, . . . , |E |).
Taking into account that Σδ is a diagonal matrix with diagonal entries δe, the optimal
solution Φ∗k(δ, b) can be read off component-wise from (3.21) to yield the asserted
formula.
Alternatively to (3.17), we now introduce a family of rectangular uncertainty sets,
again centered around some nominal value Φˆ by means of
Uδ := [Φˆ− δ, Φˆ+ δ] (δ ∈ R|E |+ ). (3.22)
Lemma 3.4. For the uncertainty set (3.22), the functions introduced in (3.16) are actually
independent of b and have the following explicit representation for k,  = 0, . . . ,m with
k 	=  and e ∈ E :
[Φ∗k(δ, b)]e =
⎧⎪⎪⎨
⎪⎪⎩
Φˆe − δe if e ∈ Π(k) \Π()
Φˆe + δe if e ∈ Π() \Π(k)
Φˆe otherwise
.
Proof. We observe from (3.19) and (3.18) that the following holds true for k,  =
0, . . . ,m with k 	=  and e ∈ E :
min
Φ∈Uδ
{hk(b,Φ)− h(b,Φ)} = min
Φ∈Uδ ∑e∈E
(1e,k − 1e,)Φeγ2e (b).
With Uδ being a rectangle and with the sum above being separable in the compo-
nents Φe, the minimization can be carried out component-wise. Accordingly, each
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component Φe is chosen in the interval [Φˆe − δe, Φˆe + δe] as to minimize the expres-
sion
(1e,k − 1e,)Φeγ2e (b).
Since the coefficients γ2e (b) are non-negative, and (1e,k − 1e,) equals ±1 (or zero, in
which case the choice of Φe is arbitrary), we can choose the minimizing component
as
[Φ∗k]e := Φˆe − (1e,k − 1e,)δe.
By definition, this reduces to the formula asserted in the statement of our lemma.
In order to illustrate the set Mδ of feasible exit load vectors, we present an exam-
ple of elementary three-node network with a squared-shaped uncertainty set.
Example 3.1. In order to illustrate the geometry of set Mδ of feasible exist load vectors, we
present an elementary tree gas network consisting of two exit nodes (b1, b2), two pipelines
i, and a squared uncertainty set around Φˆ ∈ R2 given by Uδ = [Φˆ1 − δ, Φˆ1 + δ]× [Φˆ2 −
δ, Φˆ2 + δ]. From (3.11) and from Lemma 3.4 we have that
Mδ =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(b1, b2) ∈ R2+
∣∣∣y0 ≤ min{y1 + (Φˆ1 − δ)b21, y2 + (Φˆ2 − δ)b22}∣∣∣y0 ≥ max{y1 + (Φˆ1 + δ)b21, y2 + (Φˆ2 + δ)b22}∣∣∣y1 + (Φˆ1 + δ)b21 ≤ y2 + (Φˆ2 − δ)b22∣∣∣y2 + (Φˆ2 + δ)b22 ≤ y1 + (Φˆ1 − δ)b21
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
Figure 3.1 illustrates the set of vectors (b1, b2) belonging to the feasible set Mδ for
different values of δ. The larger the uncertainty δ, the smaller the feasible set Mδ, which
translates into a more conservative optimal solution. Moreover, we note how Mδ is a
non-convex set, and as δ increases, it becomes more similar to a square.
Computing the probability of feasible random exit loads
Now that we are given an explicit description of the set Mδ in (3.15) for the spe-
cial case of elliptical or rectangular uncertainty sets (upon substituting the functions
Φ∗k(δ, b) by the formulae obtained in Lemmas 3.3 and 3.4), we could use this finite
inequality system in order to test the feasibility of simulated outcomes of the random
load b according to the given Gaussian distribution. The averaged number of fea-
sible simulations would yield the Monte Carlo estimate for the desired probability
P (ξ ∈ Mδ). Such Monte Carlo approach has two drawbacks: first it may come with
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FIGURE 3.1: Illustration of the feasible set of nominations Mδ as δ
increases for a square-shaped Uδ.
a comparatively large variance for the obtained probability estimation and, second,
it does not provide us with information about the sensitivity of this probability with
respect to changes of δ. This sensitivity (derivative) information is crucial, however,
in order to set up any efficient algorithm of nonlinear optimization in order to solve
problem (3.14). Therefore, we will alternatively make use of the so-called spheric-
radial decomposition of Gaussian random vectors exposed in Chapter 3.
In order to evaluate the integrand in the spheric integral of Theorem 2.7, one
has to be able to compute, for any fixed direction v ∈ Sm−1, the χ-probability of the
one-dimensional set
{r ≥ 0 | (rLv + μ) ∩ A 	= ∅}.
Since we are interested in the probability of the set A := Mδ, by (3.15) this amounts
to characterizing the set
{r ≥ 0 | g(δ, rLv + μ) ≥ 0} (v ∈ Sm−1), (3.23)
where we set
g(δ, b) := min
k,=0,...,m
k 	=l
{
hk(b,Φ∗k(δ, b)) + (p
max
k )
2 − h(b,Φ∗k(δ, b))− (pmin )2
}
. (3.24)
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Using the idea of spheric-radial decomposition presented in Theorem 2.7, we
propose the following algorithm for computing the probability P(ξ ∈ Mδ) with a
fixed value of δ:
Algorithm 3.3.1. Let δ ∈ R|E | be arbitrary, ξ ∼ N (μ,Σ) and L such that LLT = Σ.
1. Sample N points {v1, v2, . . . , vN} uniformly distributed on the sphere Sm−1.
2. i := 0; S := 0.
3. i := i + 1;
Find the zeros of the one-dimensional function (in r for δ fixed) θδ(r) := g(δ, rLvi +
μ) with g defined in (3.24) and represent the set Miδ := {r ≥ 0 | θδ(r) ≥ 0} corre-
sponding to (3.23) as a disjoint union of intervals: Miδ = ∪ρj=1[αj(δ), β j(δ)], where
αj(δ), β j(δ) are the zeros obtained before and ordered appropriately.
4. Compute the χ-probability of Miδ according to
μχ(Miδ) =∑
j
Fχ(β j(δ))− Fχ(αj(δ)),
where Fχ refers to the cumulative distribution function of the one-dimensional χ-
distribution with m degrees of freedom. Put S := S + μχ(Miδ)
5. If i < N then go to 3.
6. Set P (ξ ∈ Mδ) := SN .
A few words on this algorithm are in order at this point. The algorithm clearly
provides an approximation to the spheric integral in Theorem 2.7 by means of a
finite sum based on sampling of the sphere and then averaging the values of the
integrand over all samples. Of course, this approximation will improve with the
sampling size, which may be large depending on the dimension m of the problem
(i.e., exit nodes in the network) and on the desired precision for the probability.
We recall that the uniform distribution on the sphere Sm−1 can be represented
as the distribution of η/‖η‖ (Euclidean norm), where η has a standard Gaussian
distribution in Rm, i.e., η ∼ N (0, I). Then the simplest idea is to sample a point
vi on the sphere as in step 1 of the algorithm would be to independently sample
m values wj of a one-dimensional standard normal distribution by using standard
random generators and then putting vi := w/‖w‖ for w := (w1, . . . ,wm). When
replacing such Monte Carlo sampling of the normal distribution (based on random
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number generators) by quasi-Monte Carlo sampling (based on deterministic low
discrepancy sequences), one observes a dramatic improvement in the precision of
the result. For our gas network problem (with fixed roughness coefficients), this was
revealed in [62]. A further improvement is to be expected for direct Quasi-Monte
Carlo sampling on the sphere (not via normalization of Gaussian distributions) as
discussed in [26].
We illustrate the construction of the sets Mi in step 3 of Algorithm 3.3.1 for the
special case of uncertainty sets given by rectangles (3.22): thanks to Lemma 3.4, the
optimal coefficientsΦ∗k(δ, b) do not depend on b. Hence, we may simply write them
as Φ∗k(δ) with values according to Lemma 3.4. Now, by (3.24) and by definition of
hk below (3.26), we have that the function in r whose zeros are looked for in step 3
takes the form
θδ(r) = min
k,=0,...,m
k 	=
{
∑
e∈Π(k)
[Φ∗k(δ)]e
(
∑
th(e)
rLtvi + μt
)2
− ∑
e∈Π()
[Φ∗k(δ)]e
(
∑
th(e)
rLtvi + μt
)2}
,
where Lt denotes row t of the matrix L. Clearly, each of the expressions inside the
minimum is quadratic in r; hence, θ may be written as a minimum of quadratic
functions
θδ(r) = min
k,=0,...,m
k 	=l
{
ck(δ) + dk(δ)r + ek(δ)r2
}
, (3.25)
with coefficients easily identified from the formula above. Since the zeros of θδ must
be contained in the zeros of all single quadratic functions inside the minimum, one
may proceed as follows: determine first all zeros of the single quadratic functions
above and order them as x1, . . . xK. Second, delete from this list all zeros xn for
which xn < 0 or θδ(xn) < 0. The remaining list, say y1, . . . , yK′ will consist of the
positive zeros of θδ. Third, identify neighboring zero’s, between which the function
θδ remains positive, in order to represent the set Mi in step 3 as a union of disjoint
intervals. For instance, if θδ(0) > 0, then we’ll have that
Mi = [0, y1] ∪ [y2, y3] ∪ · · · ,
whereas for θδ(0) < 0 the representation will be
Mi = [y1, y2] ∪ [y3, y4] ∪ · · · .
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Observe that the last of these intervals will be closed by the last zero yK′ if θδ(yK′) < 0
or by ∞ else.
Once a representation of the set Mi in step 3 as a union of disjoint intervals has
been obtained, step 4 is easily accomplished by applying efficient standard routines
for high-precision approximations of the one-dimensional cumulative distribution
function of the χ-distribution.
3.3.3 Numerical solution of the optimization problem
Now we describe the numerical solution of the optimization problem (3.14) and il-
lustrate the results for a concrete example. As a solution method for nonlinear op-
timization problems subject to inequality constraints we have chosen the projected
gradient method [57], as it behaves rather robustly with respect to the inevitable in-
accuracy in the computation of probabilities by means of Algorithm 3.3.1. Note that
this inaccuracy can be reduced at the cost of increasing computation time by enhanc-
ing the sample size N. In order to apply the projected gradient method, it is crucial
not only to determine the (δ-dependent) probabilities P(ξ ∈ Mδ) in (3.13) but also
their gradients with respect to δ.
Approximating the gradient of the probability function
The sensitivity information on the δ-dependent probability function mentioned
above can be gained directly from within the Algorithm 3.3.1: by step 6, the proba-
bility is given by SN , where S is updated in step 4. Accordingly, the derivative of the
probability with respect to the parameter δ can be approximated by the expression
S′
N , where S
′ is updated by the derivatives of the updates of S with respect to δ:
∑
j
fχ(β j(δ))∇β j(δ)− fχ(αj(δ))∇αj(δ).
Here, fχ refers to the density of the one-dimensional χ-distribution with m degrees
of freedom; i.e., fχ is the derivative of the distribution function Fχ from step 4. Since
there exists an analytical expression for fχ, all one needs to know for evaluating the
expression above is the gradients ∇β j,∇αj, i.e, the gradients with respect to δ of the
appropriate zeros of the function θδ defined in step 3). These are easily found by
representing the appropriate zeros of the associated quadratic equation
ck(δ) + dk(δ)r + ek(δ)r2 = 0
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in (3.25) as r(δ) by using the classical solution formula and then deriving analytically
r(δ) with respect to δ. We emphasize that the procedure sketched above corresponds
to calculating the gradient of the approximated probability function. This does not
automatically have to coincide with calculating an approximation of the gradient
of the true probability function; that is, both operations don’t have to commute. It
was found in [140, 141] by deriving the corresponding gradient formulae that both
approaches coincide under convexity of the underlying random inequality system.
Since this assumption is not satisfied in our case for the system (3.26), a rigorous
justification of the procedure described above (differentiation ’within the algorithm’)
is missing so far. On the other hand, our numerical experience suggests that the
projected gradient method performs well in finding local solutions to problem (3.14).
Illustration of a toy problem
For the purpose of illustration we start by considering a toy example of problem
(3.14). Here, a simple network consisting of one entry node, one passive node (Inn-
ode) without injection or consumption and two exit nodes with random load is given
as in Figure 3.2.
Exit I Exit II
Entry
Innode
FIGURE 3.2: Structure of a simple network for a toy example contain-
ing one entry, one passive node and two exits.
Observe, that the innode can be formally modeled as an exit with zero consump-
tion. As there exist 3 arcs joining the nodes, we have three roughness coefficientsΦe.
We will consider the maximization of rectangular uncertainty sets Uδ as introduced
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in (3.22). We assume the following data:
Φˆ1 = Φˆ2 = Φˆ3 = 0.0015
pmin = (1, 1, 1, 1); pmax = (390, 200, 100, 120)
ξ = (ξ1, ξ2) ∼ N
(
(4100, 3900);
(
300 0
0 300
))
f (δ) := (δ1)0.9 + (δ2)0.9 + (δ3)0.9
ρ = 0.8.
Here, the components of the vector Φˆ of average roughness coefficients correspond
to the arcs (entry-innode, innode-exit 1, innode-exit 2), whereas the components of
pmin, pmax are labeled according to (entry, innode, exit 1, exit 2). The two exits are
supposed to have Gaussian random load with means 4100 and 3900, respectively
and standard deviation 300 both. We assume that the two loads are uncorrelated
(which does not necessarily have to be the case in our approach). The objective
function f measuring the size of the uncertainty set Uδ has not been chosen on pur-
pose as a norm. The reason is that, e.g., the one-norm (which would correspond
to exponents one in the same expression) yields strongly ’concentrated’ solutions,
i.e. optimal rectangular uncertainty sets with many extremely short sides and a few
long ones. In other words, in order to allow a larger uncertainty for a few roughness
coefficients, one has to insist on extremely high accuracy for many other. Choos-
ing exponents smaller than one makes it possible to control the contrast between
different uncertainty ranges and to maintain a reasonable minimum amount. The
probability level ρ in (3.13) was set to 0.8. The numerical solution of problem (3.14)
with the given data is:
δ∗1 = 0.00014595; δ
∗
2 = 0.00006697; δ
∗
3 = 0.00020503.
Relating these values to the average roughness coefficients indicated above, the in-
terpretation of this result is as follows: 80% of the random load scenarios at exits 1
and 2 are technically feasible in the sense of Prop. 3.1 for all roughness coefficients
deviating relatively from their average values by at most 97.3%, 44.6% and 136.7%,
respectively. We can make a posterior check of this solution by simulating a set of
exit load scenarios according to the Gaussian distribution given above and count-
ing for how many of them feasibility holds true for all roughness coefficients in the
calculated maximum uncertainty rectangle.
66
Figure 3.3 shows ten different simulated load patterns for the two exits (with val-
ues scattered around the averages given above indicated in the figure). For each sim-
ulation, the optimal rectangular uncertainty with side lengths given above is shown
along with all infeasible roughness coefficients colored inside. An empty rectangle
indicates that the load pattern is feasible for all roughness coefficients in the rect-
angle. Then, by definition, this load scenario is counted as feasible. According to
Figure 3.3, eight out of ten load scenarios are feasible, which corresponds (by chance
exactly) to the chosen probability level ρ = 0.8. For the two infeasible scenarios, the
polyhedral set (actually, the complement of a polyhedron) of roughness coefficients
in the rectangle violating feasibility is made visible.
Numerical solution of a medium size problem
In this section, we provide the results solving problem (3.14) in a more realistic set-
ting with a network consisting of 27 nodes (1 entry and 26 exits). In other words, the
random vector considered in the probabilistic constraint follows a 26-dimensional
Gaussian distribution. The network is illustrated in Figure 3.4 with the entry located
in the center. The pipes in the network are colored according to the relative uncer-
tainty allowed for the corresponding roughness coefficients in an optimal (maximal)
uncertainty set computed with the same objective as in the previous toy example.
The colors follow a temperature scale, where red means that only low uncertainty
is allowed whereas blue means high uncertainty can be tolerated. The solution in
the left figure was obtained by imposing a probability level p = 0.8 whereas the one
in the right figure refers to a probability level p = 0.9. Not surprisingly, higher ac-
curacy for roughness coefficients is required overall when increasing the probability
level. More interestingly, higher accuracy is required at arcs close to the entry.
3.4 Probust constraint model for gas capacity maximization
In this model, we consider a network operator who is in the planning stage; that
is, he is considering how much capacity should he/she offer to the gas shippers.
At this stage, the nominations are not known, but he/she has historical data for
usual clients. In principle, the network owner has to make sure that all nominations
complying with the booked capacities can be satisfied by a feasible flow through the
network satisfying given lower and upper pressure bounds at its nodes. However, in
practice, daily nominations are lower than the offered daily capacity. Therefore, the
network operator may be content with guaranteeing feasibility for his nomination
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FIGURE 3.3: Simulation of ten exit load patterns along with infeasible
roughness coefficients colored inside the optimal uncertainty set.
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FIGURE 3.4: Computed sensitivity (displayed by color temperature
scale) of the roughness coefficients for distinct pipes of a gas network
with different probability levels: ρ = 0.8 (left) and ρ = 0.9 (right).
scenarios with a certain high probability ρ and offer extra capacity to new clients for
which the unknown nominations are of non-stochastic nature.
This probabilistic relaxation of an originally worst-case-type requirement for fea-
sibility gives the network owner the chance of offering a significantly larger pipeline
capacity. For the given values, it may be the case that the probability of nominations
being technically feasible is larger than the value ρ desired by the network owner.
This degree of freedom can be used then to extend the currently booked capacities
by a value that still allows one to keep the desired probability level ρ, no matter
what additional nominations in the extended range have been chosen. The resulting
optimization problem for the network owner was published in [4] and is presented
in the following.
3.4.1 Description of the Optimization Problem
Let G = (V+, E) be a given tree-like passive stationary gas network whose root
refers to a single entry node (labeled zero) supplying the remaining nodes (exits,
labeled 1, . . . ,m) with gas. We recall that for k,  ∈ V , denote k   if, in G, the
unique directed path from the root to k, denoted Π(k), passes through . Moreover,
the nomination vector is denoted by bˆ := (b0, b) with b0 being the load at the entry
and b being the exit-load. The fact that the feasibility of the original enhanced vector
bˆ is already determined by the feasibility of its exit part b in the inequality system
above follows from the total load (sum of all components) always being zero. Hence,
in the following we will only speak of the feasibility of the load vector at exits from
the very beginning. According to [62], a vector of exit loads in this configurations is
technically feasible, whenever the inequality system given in Proposition 3.1.
gk,(b) := hk(b) + (pmaxk )
2 − h(b)−
(
pmin
)2 ≥ 0 (k,  = 0, . . . ,m) (3.26)
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is satisfied. Here, pmink , p
max
k refer to lower and upper pressure bounds in the nodes
of the network and
hk(b) :=
⎧⎪⎪⎨
⎪⎪⎩
∑
e∈Π(k)
Φe
(
∑
th(e)
bt
)2
if k ≥ 1
0 if k = 0
. (3.27)
According to the model analyzed here, a concrete nomination vector of loads at the
exits is given as the sum ξ + y of a random vector ξ ∈ [0, L] and a second vector
y ∈ [0, x]. Here, the component Lk refers to the current upper-bound capacity at
node k and xk is an additionally booked capacity, say for a new customer at the same
node k (k = 1, . . . ,m). The motivation of modeling ξ as a random vector comes
from the fact that a sufficiently large data basis of past load nominations within the
currently booked capacities may be given, which would allow one to approximate ξ
as a truncated Gaussian distribution (see [81]).
While this stochastic information enables the network owner to relax the tech-
nical feasibility of exit nominations in a probabilistic sense, nothing is known in
contrast about the future nomination pattern of the new customer, so that one has to
be prepared principally for every possible nomination y ∈ [0, x]. This constellation
leads the network owner to define a capacity extension x as feasible, whenever the
constraint
P (ξ ∈ [0, L] : gk, (ξ + y) ≥ 0 ∀y ∈ [0, x] ; ∀k,  = 0, . . . ,m) ≥ ρ (3.28)
is satisfied by that x. The meaning of this constraint is as follows: The capacity
extension x is feasible if and only if with probability larger than ρ ∈ [0, 1] the sum
ξ + y of the original random nomination vector and of a new nomination vector can
be technically realized for every such new nomination vector in the limits [0, x]. By
its structure, (3.28) is a probabilistic constraint, but it is a nonstandard one in that it
contains a robust (worst-case) ingredient, which makes the given random inequality
system an infinite one. Such probust constraints have been first considered in the
previous section and in [60].
By regulatory law, the network operator is endorsed to maximize the capacity
that can be booked. This leads him to the consideration of the following optimization
problem
maximize wTx subject to (3.28), (3.29)
where w is a weighted preference vector for capacity maximization (e.g., w =
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(1, . . . , 1) in the case of no preferences among exit nodes). In the following, we will
present a solution approach for problem (3.29) in the case of the random vector ξ
having a truncated multivariate Gaussian distribution. This is one of the distribu-
tion instances observed in the historical data of load nominations (see [81, p. 275]).
3.4.2 Robust counterpart reformulation
In order to apply the methodology of optimization problems with probust con-
straints, we first have to reduce the infinite system of constraints (3.28) into a finite
one. To this end we make use of the robust counterpart of the problem
gk,(ξ + y) ≥ 0 ∀y ∈ [0, x] ⇐⇒ min
y∈[0,x]
gk,(ξ + y) ≥ 0,
where k,  = 0, . . . , |V| and k 	= l. We denote by
g˜k,(x, ξ) := min
y∈[0,x]
gk,(ξ + y), k,  = 0, . . . , |V|,
the minimum function depending on both x and ξ. For this problem, we can get
an explicit representation of the minimum function, but let us first consider the in-
equality system
gk,(z + y) ≥ 0 (k,  = 0, . . . ,m). (3.30)
By (3.26), we have that g0,0 (ξ + y) = (pmax0 )
2− (pmin0 )2 so that the inequality g0,0(ξ +
y) ≥ 0 always holds true automatically. As for the remaining inequalities in (3.30),
we observe that, by definition,
gk,0 (ξ + y) ≥ 0 ⇐⇒ ∑
e∈Π(k)
Φe
(
∑
th(e)
ξt + yt
)2
≥ (pmin0 )2 − (pmaxk )2
(k = 1, . . . ,m)
g0, (ξ + y) ≥ 0 ⇐⇒ ∑
e∈Π()
Φe
(
∑
th(e)
ξt + yt
)2
≤ (pmax0 )2 −
(
pmin
)2
( = 1, . . . ,m)
gk, (ξ + y) ≥ 0 ⇐⇒ ∑
e∈Π(k)
Φe
(
∑
th(e)
ξt + yt
)2
− ∑
e∈Π()
Φe
(
∑
th(e)
ξt + yt
)2
≥ (pmin )2 − (pmaxk )2
⇐⇒ ∑
e∈Π(k)\Π()
Φe
(
∑
th(e)
ξt + yt
)2
− ∑
e∈Π()\Π(k)
Φe
(
∑
th(e)
ξt + yt
)2
≥ (pmin )2 − (pmaxk )2 (k,  = 1, . . . ,m) .
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By the definition ofΠ(k) we have thatΠ(0) = ∅. As a consequence, the inequalities
above involving at least one index k or l equal to zero amount to the same inequality
in the last system above (starting with k, l = 1) by formally allowing one or both
indices being equal to zero. This observation leads to the equivalence
gk, (ξ + y) ≥ 0 ⇐⇒ (3.31)
∑
e∈Π(k)\Π()
Φe
(
∑
th(e)
ξt + yt
)2
− ∑
e∈Π()\Π(k)
Φe
(
∑
th(e)
ξt + yt
)2
≥ (pmin )2 − (pmaxk )2
(k,  = 0, . . . ,m) .
In the next step, we want to reduce the infinite random inequality system
gk, (ξ + y) ≥ 0 ∀y ∈ [0, x] ; ∀k,  = 0, . . . ,m
inside (3.28) to a finite one. With Φe, ξt ≥ 0 for all e and t, it follows from (3.31) that,
for k,  = 0, . . . ,m
gk, (ξ, y) ≥ 0 ∀y ∈ [0, x] ⇐⇒ (3.32)
miny∈[0,x]
⎧⎨
⎩ ∑e∈Π(k)\Π()Φe
(
∑
th(e)
ξt + yt
)2
− ∑
e∈Π()\Π(k)
Φe
(
∑
th(e)
ξt + yt
)2⎫⎬
⎭
≥ (pmin )2 − (pmaxk )2
⇐⇒
miny∈[0,x] ∑
e∈Π(k)\Π()
Φe
(
∑
th(e)
ξt + yt
)2
−maxy∈[0,x] ∑
e∈Π()\Π(k)
Φe
(
∑
th(e)
ξt + yt
)2
≥ (pmin )2 − (pmaxk )2
⇐⇒
∑
e∈Π(k)\Π()
Φe
(
∑
th(e)
ξt
)2
− ∑
e∈Π()\Π(k)
Φe
(
∑
th(e)
ξt + xt
)2
≥ (pmin )2 − (pmaxk )2 . (3.33)
Here, in the second-last equivalence, the separation of the overall min into a dif-
ference of min and max relies on the fact that the edges e ∈ Π(k)\Π(), and
e ∈ Π()\Π(k) and so the nodal sets
⋃
e∈Π(k)\Π()
{t  h(e)}, ⋃
e∈Π()\Π(k)
{t  h(e)}
are disjoint (otherwise there would be a contradiction with the network being a tree).
Therefore, after analytically finding the robust counterpart of the inner problem,
our optimization problem of maximizing booking capacities turns into a classical
problem with a joint probabilistic constraint. The reformulation of (3.29) reads
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max wTx s.t. P (g˜k,(x, ξ) ≥ 0, ∀k,  = 0, . . . , |V|) ≥ ρ (3.34)
3.4.3 Algorithmic approach to solving the capacity problem
We will suppose that the random vector ξ of stochastic exit nominations follows a
truncated multivariate Gaussian distribution:
ξ ∼ T N (μ,Σ, [0, L]).
More precisely, the distribution of ξ is obtained by truncating an m-dimensional
Gaussian distribution with mean μ and covariance matrix Σ to an m-dimensional
rectangle [0, L] representing the (historical) booked capacity at exit node i. By
definition of truncation, this means that there exists a Gaussian random vector
ξ˜ ∼ N (μ,Σ) such that
P (ξ ∈ A) = P
(
ξ˜ ∈ A ∩ [0, L])
P
(
ξ˜ ∈ [0, L])
holds true for all Borel measurable subsets A ⊆ Rm. Hence, in order to determine
probabilities under a truncated Gaussian distribution, it is sufficient to be able to
determine probabilities under a Gaussian distribution itself. Applying this obser-
vation to the probabilistic constraint (3.28) and combining it with (3.33) yields the
equivalent description
P
(
ξ˜ ∈ [0, L] :
∑
e∈Π(k)\Π()
Φe
(
∑
th(e)
ξt
)2
− ∑
e∈Π()\Π(k)
Φe
(
∑
th(e)
ξt + xt
)2
≥
(pmin )
2 − (pmaxk )2; ∀k,  = 0, . . . ,m
)
≥ p ·P (ξ˜ ∈ [0, L]) . (3.35)
This is now, in contrast to (3.28) a conventional probabilistic constraint over a finite
inequality system. In order to deal algorithmically with the probabilistic constraint
(3.35), one has evidently to be able to calculate for each fixed decision vector x the
probabilities occurring there, as well as their derivatives with respect to x. We briefly
sketsch the methodology used here in the following.
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Spheric-radial decomposition
From the well-known spheric-radial decomposition (see Theorem 2.7) of a Gaussian
random vector ξ˜ ∼ N (μ,Σ) it follows that the probability of an arbitrary Borel mea-
surable subset M of Rm may be represented as the following integral over the unit
sphere Sm−1:
P
(
ξ˜ ∈ M) = ∫
v∈Sm−1
μχ (E(v)) dμη(v).
Here, μχ refers to the one-dimensional Chi-distribution with m degrees of free-
dom, μη is the uniform distribution on Sm−1 and
E(v) := {r ≥ 0 : μ + rPv ∈ M} ,
where P is a factor from a decomposition Σ = PPT of the covariance matrix Σ.
Following these remarks, the probability on the left-hand side of (3.35) (depending
also on the decision variable x) can be represented as
∫
v∈Sm−1
μχ (E(v, x)) dμη(v), (3.36)
where
E(v, x) = {r ≥ 0 : μ + rPv ∈ [0, L]} ∩ ⋂
k,=0,...,m
Ek,(v, x) (3.37)
and, with Pt denoting the row number t of P, for k,  = 0, . . . ,m:
Ek,(v, x) :=
{
r ∈ R| (3.38)
∑
e∈Π(k)\Π()
Φe
(
∑
tH(e)
μt + rPtv
)2
− ∑
e∈Π()\Π(k)
Φe
(
∑
tH(e)
μt + rPtv + xt
)2
≥ (pmin )2 − (pmaxk )2
}
.
In order to evaluate the integrand in (3.36), we already know that one has to be
able to characterize (for each given v ∈ Sm−1 and x ∈ Rm) the set E(v, x) and to
determine its Chi probability (see Chapter 2).
Hence, we are left with the task of efficiently representing E(v, x) as a finite union
of intervals. This is easily done for the first set in the intersection providing E(v, x)
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in (3.37), which can be shown either to be empty or an interval:
{
r ≥ 0|μ + rPv ∈ [0, L] } ={
∅ if ∃t ∈ {1, . . . ,m} : Ptv = 0, μt /∈ [0, L]
[C, R] else;
(3.39)
C := max
{
0, max
Ptv>0
−μt
Ptv
, max
Ptv<0
Lt − μt
Ptv
}
R := min
{
min
Ptv>0
Lt − μt
Ptv
, min
Ptv<0
−μt
Ptv
}
.
As for the second part of the intersection in (3.37), we will provide for each k, l
an explicit representation of the set Ek,(v, x), either as a single interval or as the
disjoint union of two intervals such that the union over all these sets (and the first
set determined above) is readily obtained in the form of a finite union of disjoint
intervals. Indeed, upon developing the expressions in (3.38) in terms of r, one arrives
at the representation
Ek,(v, x) = {r ∈ R|αk,r2 + βk,r + γk, ≥ 0} (k,  = 0, . . . ,m) ,
where, for k,  = 0, . . . ,m:
αk, := ∑
e∈Π(k)\Π()
Φe
(
∑
tH(e)
Ptv
)2
− ∑
e∈Π()\Π(k)
Φe
(
∑
tH(e)
Ptv
)2
βk, := 2 ∑
e∈Π(k)\Π()
Φe
(
∑
tH(e)
μt
)(
∑
tH(e)
Ptv
)
− 2 ∑
e∈Π()\Π(k)
Φe
(
∑
tH(e)
μt + xt
)(
∑
tH(e)
Ptv
)
γk, := ∑
e∈Π(k)\Π()
Φe
(
∑
tH(e)
μt
)2
− ∑
e∈Π()\Π(k)
Φe
(
∑
tH(e)
μt + xt
)2
+ (pmaxk )
2 − (pmin )2 .
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This leads, by case distinction and elementary calculus, to the following explicit rep-
resentation of Ek,(v, x) for k,  = 0, . . . ,m:
Ek,(v, x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∅ 1) or 2)
R 3) or 4)
[
−γk,
βk,
,∞
)
5)(
−∞,−γk,
βk,
]
6)(
−∞, −β
k,−
√
(βk,)
2−4αk,γk,
2αk,
]
∪
[
−βk,+
√
(βk,)
2−4αk,γk,
2αk, ,∞
)
7)[
−βk,+
√
(βk,)
2−4αk,γk,
2αk, ,
−βk,−
√
(βk,)
2−4αk,γk,
2αk,
]
8)
,
where the case study is done according to
1) αk, = βk, = 0, γk, < 0
2) αk, < 0,
(
βk,
)2
< 4αk,γk,
3) αk, = βk, = 0, γk, ≥ 0
4) αk, > 0,
(
βk,
)2
< 4αk,γk,
5) αk, = 0, βk, > 0
6) αk, = 0, βk, < 0
7) αk, > 0,
(
βk,
)2 ≥ 4αk,γk,
8) αk, < 0,
(
βk,
)2 ≥ 4αk,γk,.
Along with (3.39) we may use this explicit description in order to efficiently rep-
resent the set E(v, x) in (3.37) as the desired finite union of intervals.
It is important to note that, at the same time, the partial derivatives of the proba-
bility with respect to the decision variable x can be calculated as a spherical integral
of type (3.36) again, however with a different integrand, which is easily obtained
from the partial derivatives of the initial data [141]. In this gradient formula, the
same disjoint union of intervals as in the computation of the probability itself is
employed. The spherical integrals can be approximated by finite sums using quasi-
Monte Carlo sampling on the sphere (see, e.g., [25] or Chapter 2). Then, for each
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sampled direction v on the sphere, one may update first the probability itself and
then, simultaneously, the gradient of the probability with respect to x by using the
same disjoint union of intervals in both cases. This approach makes the gradient
come almost for free as far as computation time is concerned. Having access to val-
ues and gradients of the probabilistic constraint (3.35), one may set up an appropri-
ate nonlinear optimization solver for solving (3.28). For the subsequent numerical
results, we employed a simple projected gradient method.
3.4.4 Numerical results for an example
As an illustrating example we considered a network as displayed in Fig. 3.5 with
one entry (filled black circle) and 26 exits. The parameters of the network (i.e., pres-
sure bounds, roughness coefficients, truncated Gaussian distribution for the random
nominations at exits) were chosen in realistic quantities that are modified versions
of real data.
FIGURE 3.5: Solution of the capacity maximization problem at exits
for different probability levels: 0.95 (top left); 0.9 (top right); 0.85 (bot-
tom left); 0.8 (bottom right).
We didn’t assume any preferences in the allocation of new capacities, so the
weight vector in the objective of (3.28) was chosen as w := 1. The colored rings
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around exit points refer to the optimal cumulative capacities (historical+new), i.e.,
L + x after maximization, upon choosing probability levels p = 0.95, 0.9, 0.85, 0.8. It
can be clearly seen how decreasing of the probability level allows for increasing the
allocation of apacity in certain regions of the network.
FIGURE 3.6: Two scenarios for random exit loads ξ according to the
chosen multivariate truncated Gaussian distribution. Left: feasible
scenario; Right: infeasible scenario.
Fig.3.6 illustrates how the computed solution for a probability level p = 0.8
works for two random exit nomination scenarios ξ simulated a posteriori according
to the chosen truncated multivariate Gaussian distribution. The first scenario is fea-
sible because one could uniformly add a common capacity to every exit (green color)
in order to satisfy this scenario. In contrast, the second scenario is infeasible because
one would have to (uniformly) reduce the capacities by an amount corresponding
to the dark red rings in order to satisfy this scenario. When simulating a large set
of such scenarios, say 1000, it would turn out that according to the probability level
p = 0.8 approximately 800 are feasible, while 200 are infeasible.
In the presence of a network with cycles, the methodology presented here does
not work. In this case, one cannot analytically identify the worst-case solution of
the robust subproblem. In general, for an optimization problem under probust func-
tions, one has to solve a semi-indefinite subproblem. Moreover, if the uncertainty set
depends on the decision policy (it can be seen as a moving index set, in contrast with
the multiple probabilistic function with fixed set studied in [141]), then the spherical-
radial decomposition algorithm and sub-(gradients) have to be applied for Banach
spaces (see [143]).
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Chapter 4
Dynamic Joint Probabilistic
Constraints
In this chapter, we present our investigation on the structural properties of the dy-
namic joint probabilistic constraints in two different Banach spaces. For a two-stage
linear and bilinear model, we verify Lipschitz continuity and differentiability of
the probability functions. Moreover, we provide explicit derivative formulae. We
further prove the existence of a solution for a hydro-power reservoir optimization
problem in the W1,2 space. Finally, numerical results for the solution of the two-stage
problem for a hydro-power reservoir in L2 space are illustrated.
To solve an optimization problem with dynamic joint probabilistic constraints,
we transform it into an equivalent deterministic optimization problem in a Banach
space. That is why, in the next section, we start with a brief overview of deterministic
nonlinear constrained optimization in an infinite-dimensional context.
4.1 Constrained Optimization in Banach Spaces
The aim of this section is to provide a preliminary overview of the tools and meth-
ods of infinite-dimensional optimization, which will be used in the rest of the chap-
ter. For the interested reader we recommend [21, 29]. Moreover, [85] discusses
some fundamental differences and common properties between infinite and finite-
dimensional programming.
We can write an optimization problem in an abstract space X as
min
x∈C
J(x )
where C ⊂ X and J : C → R¯ is the objective functional.
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4.1.1 Existence of Optima
The first and most fundamental question in optimization theory is whether the max-
imum (or minimum) of a function exists on a given set. We know from finite-
dimensional spaces that two basic properties are needed: compactness and lower
semicontinuity. However, compactness with respect to the norm topology is too re-
strictive in an infinite dimensional Banach space. Instead, [29, Thm. 3.17] suggests
that we should work on a reflexive Banach space and with weak convergence, to
prove the existence of a solution in an optimization problem. Before stating the ex-
istence theorem for optimization problems in infinite dimensional spaces, we will
need the following notions:
Definition 4.1. Let A be a subset of a normed space X. A minimizing sequence for
the optimization problem minx∈A J(x) is a sequence (xn)n∈N ⊂ A satisfying
lim
n→+∞ J(xn) = infx∈A
J(x).
Definition 4.2. Let (X , || · ||X ) be a reflexive Banach space and A ⊂ X a subspace.
Then the functional J : A → R ∪ {+∞} is coercive provided that J(x ) → +∞ if
||x ||X → ∞.
Definition 4.3. J : X → R¯ is said to be sequentially weakly lower semicontinuous over
X provided that for every sequence (xn)n∈N ⊂ X that converges weakly xn ⇀ x¯,
J(x¯) ≤ lim inf
n→∞ J(xn).
We now have all concepts in hand to prove the central existence result in infinite
dimensional Banach spaces. This is the direct method of calculus of variations [98,
p.32], invented originally in [130]. In the following we prove it with a more relaxed
hypothesis (sequentially weak properties). We will use this proposition in the last
section of this chapter.
Proposition 4.4. Let X be a reflexive Banach space and A ⊂ X be a nonempty sequentially
weakly closed subset of X . Assuming
i) J : A → R ∪ {+∞} is proper, coercive,
ii) J is sequentially weakly lower semi-continuous,
J is bounded from below on A and attains its infimum in A.
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Proof. Consider a minimizing sequence (xn)n∈N ⊂ A with
lim
n→∞ J(xn) = infx∈A
J(x) ≥ −∞.
Since J is proper, we have that infx∈A J(x) < ∞. Then, J(xn) is bounded from below
and by coercitivity (since limn→∞ J(xn) 	= +∞ then limn→∞ ||xn|| 	= +∞) we have
that (xn)n∈N is a bounded sequence. Since X is a reflexive Banach space, there exists
a weakly convergent subsequence (xnk)k∈N with xn ⇀ x¯ (from [29, Thm. 3.17]). Be-
cause A is sequentially weakly closed, we have that x¯ ∈ A. From the definition of the
minimizing sequence together with the sequentially weakly lower semicontinuity of
J and the definition of infimum we obtain
inf
x∈A
J(x) ≤ J(x¯) ≤ lim inf
k→∞
J(xnk) = infx∈A
J(x) < +∞.
This implies that the infimum is attained in x¯, which is therefore the desired mini-
mizer.
4.1.2 KKT in Banach spaces
Consider the following generic nonlinear optimization problem:
min
x∈Q
J(z) s.t. G(z) ∈ K, (4.1)
where J : Z → R, G : Z → Y and Q ⊆ Z and K ⊆ Y are nonempty closed convex
subsets. We assume that Z and Y are Banach spaces and that J(z), G(z) are continu-
ously differentiable (and hence Frechét differentiable). We say that a point z ∈ Z is
feasible if z ∈ Q and G(z) ∈ K and denote by
M := Q ∩ G−1(K) = {z ∈ Q : G(z) ∈ K} (4.2)
the feasible set of (4.1). Note that K is assumed to be a convex set, but we make no
convexity assumptions on the mapping G. In particular, the feasible set M may not
be convex.
We define the Lagrange function of (4.1), which is the function
L : Z ×Y∗ → R, L(z, λ) := J(z) + 〈λ, G(z)〉.
Next, we define some basic objects, as in Section 1.1, which are useful when
characterizing the geometric structure of optimization problems in Banach spaces.
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Definition 4.5. Let D ⊂ Z be a nonempty set. We say that D is a cone if αD ⊂ D for
all α > 0.
Definition 4.6. Let D ⊂ Z be an arbitrary set. Then the polar cone of D, denoted by
D◦, is described by
D◦ := {z ∈ Z∗ : 〈z, d〉 ≤ 0 ∀d ∈ D}.
Definition 4.7. Let C ⊆ Z be a convex set. We define the normal cone as
NC(z) := {w ∈ Z∗ : 〈w, y− z〉 ≤ 0 ∀y ∈ D}.
Definition 4.8. A pair (x∗, λ∗) ∈ X ×Y∗ is a KKT point of (4.1) if
−∇L(x∗, λ∗) ∈ NQ(x∗), and λ∗ ∈ NK(G(x∗)).
We say that x∗ ∈ X is a stationary point of (4.1) if (x∗, λ∗) is a KKT point for some
multiplier λ∗ ∈ Y∗, and denote by Λ(x∗) the set of such multipliers.
Note that the above implies that x∗ ∈ Q and G(x∗) ∈ K; otherwise at least one
of the corresponding normal cones would be empty. Thus, every stationary point of
(4.1) is necessarily feasible.
Remark 4.9. Assume that K ⊆ Y is a closed convex cone. Then the inclusion λ∗ ∈
NK(G(x∗)) in the KKT conditions can equivalently be stated as
G(x∗) ∈ K, λ∗ ∈ K◦, and 〈λ∗, G(x∗)〉 = 0.
These three conditions are called complementary conditions. We can interpret these
conditions as the finite dimensional complementary conditions: G(x∗) ≥ 0, λ∗ ≥ 0
(in the dual sense), and their product being equal to zero.
The same way as in finite dimension, we also need certain regularity properties
for the KKT conditions to be necessary for (4.1). As we learned in Theorem 1.9, such
properties are called constrained qualifications. The constraint qualification we will
use in the setting of infinite-dimensional spaces is the following.
Definition 4.10. Let x ∈ X be a feasible point for (4.1). We say that the Robinson
constraint qualification (RCQ) holds in x if G is continuously Fréchet differentiable at
point x and if
0 ∈ int{G(x) +∇G(x)(Q− x)− K}.
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The above condition was introduced by [114]. A more detailed study of RCQ,
its consequences and its characterizations for optimization problems with perturba-
tions, can be read in [21, ch.3].
Theorem 4.11. (KKT conditions under RCQ, [21, Thm. 3.9]) Let x∗ be a local minimizer
of (4.1) and assume that RCQ holds in x∗. Then the set of Lagrange multipliers Λ(x∗) is
non-empty, closed, convex and bounded in Y∗.
The following result is precisely the geometric property that lies at the core of the
KKT conditions.
Corollary 4.12. [21, Cor. 2.91] Suppose that a mapping G : X → Y is continuously
differentiable at a feasible point x0 ∈ M and assume that RCQ holds in x0. Then
TM(x0) = {d ∈ TQ(x0) : 〈∇G(x0), d〉 ∈ TK(G(x0))}.
Finally, we note that in the case of a nonlinear optimization problem in finite di-
mensions, when Y = Rn ×Rk and K = Rn−, Robinson’s regularity condition reduces
to the Mangasarian-Fromovitz constraint qualification [88] and the characterization
of the tangent cone reduces to (1.4).
In the infinite-dimensional case, for the first order necessary conditions for the
problem with differentiable maps see [21, 66]. In [28] one can find the KKT theorem
for the problem with a finite number of nonlinear inequality constraints in a Banach
space under the linear independence constraint qualification. Second-order condi-
tions in infinite-dimensional spaces are rather recent. For the differentiable case see
[76].
4.2 Dynamic Joint Probabilistic Constraints
In chapter 1.3.3 we saw that the prototype for an optimization problem with joint
probabilistic constraints has the form
max
x
f (x)
s.t. P (g(x, ξ) ≥ 0) ≤ p,
(4.3)
where x ∈ Rn is a decision vector, f : Rn → R, ξ : Ω → Rd is an d-dimensional
random vector defined on some probability space (Ω,A,P), g : Rn ×Rd → Rk is a
vector-valued mapping and p ∈ [0, 1] is some probability level chosen exogenously.
Accordingly, a decision vector x is feasible if h(x, ξ) ≥ 0 is satisfied at least with
probability p.
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In the setting presented above, the decision is determined before the realiza-
tion of the random parameter is observed (here-and-now decisions) and the deci-
sions are made once and forever, making (4.3) a static optimization model. How-
ever, many real-world problems have parameters in the objective function and in
the constraints, which may change over time, and we are interested in taking into
account these changes in the optimization process. That is, we would like to take a
dynamic decision, i.e., a process that evolves in time, for which an increasing amount
of information is collected, due to the successive realization of a family of random
variables.
We focus on the type of optimization problems with dynamic objective function
and dynamic probability constraints. The general form of this problem is as follows:
max
x
J(x )
s.t. P (h(x1, x2(ξ1), x3(ξ1, ξ2) . . . , xT(ξ1, . . . , ξT−1), ξ1, . . . , ξT) ≤ 0) ≥ p,
(4.4)
where ξ := (ξ1, . . . , ξT) is an T-dimensional discrete time stochastic process on a
probability space (Ω,A,P). Moreover,
x := (x1, x2(ξ1), x3(ξ1, ξ2), . . . , xT(ξ1, . . . , ξT−1))
is an adapted process of decision policies depending on previously observed out-
comes of the random process. We observe that x1 ∈ R and each component
xi : Si−1 → R, i = 2, . . . , T is an R-valued function defined in
Si := int (Supp(ξ1, . . . , ξi)) = {x ∈ Ri : gξ[i] (x) > 0}.
Our objective function J : X → R, is defined in some Banach space of functions X .
Lastly, h : RT ×RT → Rs is the constrained map.
Other investigations have tackled dynamic stochastic optimization problems
through multi-stage stochastic programming, where decisions are also taken prior
to the realization of the random variables, then recourse or corrective measures are
taken to compensate for possible violation of constraints. For instance, a power gen-
erating company may optimize production and recourse for buying energy on the
liberalized market when faced with unforeseen increase of electrical load. In con-
trast, a dynamic joint probabilistic constraint model can be applied when monetary
compensations for violations of random realizations do not exist. For example, an
isolated power generating company, so-called mini-grid utility, which are popular
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systems to electrify developing countries [18], cannot buy or sell extra energy when
confronted with unexpected increase/decrease of demand.
As mentioned in section 1.3.2, multi-stage stochastic programming is solved in
a different setting, since ξ is discretized. Besides, in contrast to (1.14), the dynamic
probabilistic constraint scheme makes a closed-loop decision policy ending with ran-
domness
x1  ξ1  x2(ξ1) ξ2 · · · xT(ξ1, . . . , ξT−1) ξT.
Other authors solve stochastic optimization problems making use of stochastic op-
timal control with an assumption of independent components and imposing sim-
plifications of a discrete distribution (scenario) see, e.g., [30]. For a detailed ac-
count of the theory of stochastic optimal control, we refer the reader to the classi-
cal monographs [148, 50]. Additionally, it is also worth mentioning that the authors
in [49] examine the structural properties of joint probabilistic constraints in infinite-
dimensional Banach spaces, but only for the static case.
To our knowledge, dynamic joint probabilistic constraints have been first inves-
tigated in [5], where the decision policies x (ξ) are approximated by a piecewise con-
stant function, and it turns out that the optimal policies of a reservoir problem are not
linear. Also, in [65], in order to transform the dynamic joint probabilistic constraint
optimization problem into a numerically tractable problem in finite dimensions, the
decision policies are parametrized to linear decision rules for the underlying Gaus-
sian or truncated Gaussian distributions. In this way, the approximating problems
are analytically computed.
In this investigation, we first study the structural properties of the dynamic joint
probabilistic constraints in two different Banach spaces. For a two-stage linear and
bilinear model, we verify Lipschitz continuity and differentiability of the probability
functions. Moreover, we provide explicit derivative formulae. We further prove the
existence of a solution for a hydro-power reservoir optimization problem in the W1,2
space. Finally, numerical results for the solution of two-stage problem for a hydro-
power reservoir in the L2 space are illustrated.
4.3 Motivating Example: Hydro-Power Operation Model
The motivation for our study of (4.4) stems from a multi-stage decision manage-
ment optimization problem on a single water reservoir for hydroelectricity genera-
tion with uncertain water inflow.
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Hydroelectricity is a dispatchable, flexible, scarce energy. Electricity production
is said to be dispatchable when it can be controlled (increased, decreased, switched
on or off). Control of water release for dam hydroelectricity allows for the control of
turbine spinning and electricity generation. Also, operations of hydroelectric plants
are quite flexible: they can be launched or shut down very quickly, as technical spec-
ifications allow relatively fast adaptations. However, water is a scarce resource. The
water levels in reservoirs depend on the inflows coming from seasonal precipita-
tions. For a detailed study on the economics of hydro-power we recommend [51]
and for the engineering and operation [146].
The problem of the operator is to decide on an optimal release policy of water,
considering technical, economic and environmental aspects. By ξ := (ξ1, . . . , ξT),
we denote a discrete scalar random vector indicating the stochastic water inflow to
the reservoirs at time periods 1, 2, . . . , T. The role of the dams is to allow storage
and transfer of electricity for future periods. The key economic question in hydro-
power production is: "how much water should I release today, or store to use for next
period?" The operation of hydro-power is thus a dynamic one. Taking into account
the information, due to the successive realization of random inflows, we denote our
release policy by
x := (x1, x2(ξ1), x3(ξ1, ξ2), . . . , xT(ξ1, . . . , ξT−1)).
On the technical side, assuming no waste of water in the production of electricity,
the reservoir dynamics is given by
lt = lt−1 + ξt − xt(ξ1, . . . , ξt−1),
where lt is the active reservoir storage at the end of period t, and we take t =
0, 1, . . . T. This continuity equation implies that
l1 =l0 + ξ1 − x1
l2 =l1 + ξ2 − x2(ξ1)
=l0 + ξ1 + ξ2 − x1 − x2(ξ1)
...
lt =l0 +
t
∑
i=1
ξi −
t
∑
i=1
xi(ξ1, . . . , ξi−1). (4.5)
Changing water levels may create problems for the fauna and agriculture. The
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FIGURE 4.1: Illustration of a simple hydro-reservoir with random in-
flow ξ and decision policy x .
reservoir has also to operate in order to mitigate environmental hazards. Thus, given
an initial water level l0 in the active reservoir, we require that during all periods of
time, the water level remains between an upper value l∗ (flood reserve) and some
lower value l∗ (dead storage). That is,
l∗ ≤ lt ≤ l∗.
Substituting from (4.5),
l∗ ≤ l0 +
T
∑
i=1
ξi −
T
∑
i=1
xi(ξ1, . . . , ξi−1) ≤ l∗. (4.6)
We do not allow for negative releases, that is xt(ξ1, . . . , ξt−1) ≥ 0 for all periods
t = 1, . . . , T.
Our model is now represented by
max
x∈X
J[x1, ..., xT]
s.t. P (l∗ ≤ lt (x1, ..., xt(ξ1, ..., ξt−1), ξ1, ..., ξt) ≤ l∗, ∀t = 1, ..., T) ≥ p
x1, x2(ξ1), . . . , xT(ξ1, ..., ξT−1) ≥ 0 P-almost surely,
(4.7)
where X is some Banach space of all x = (x1, ..., xT), our decision policies, and J :
X → R a convenient objective function. For a review on different optimization
models to manage hydro-reservoir see [52].
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4.4 Structural Properties of Dynamical Probabilistic Con-
straints
In this section, we compare and contrast some topological properties of the dynamic
joint probabilistic constraints in two different convenient spaces of functions.
4.4.1 Space of policy X and X 1
We introduce the function spaces X and X 1 that will be suitable for the subsequent
developments in this paper. The function spaces to be discussed include Lebesgue
and Sobolev spaces, associated with a closed bounded domain I ⊂ R.
Consider ξi : Ω → R random variables for i = 1, ..., T. We assume that ξ[i] =
(ξ1, ..., ξi) has density with respect to the Lebesgue measure, denoted by gξ[i] . We
denote by S[i] the support of the random vectors ξ[i], that is to say, S[i] = {x ∈ Ri :
gξ[i] (x) > 0}. The function spaces to work with are
X = R× Lp(S1)× · · · × Lp(ST−1)
and
X 1 = R×Wp,1(S1)× · · · ×Wp,1(ST−1).
In the spaces X and X 1 we can chose any equivalent norm in the product space.
Nevertheless, for simplicity we consider the max-norm in X and X 1 respectively,
that is,
‖x ‖X = max
i=1,...,T
‖xi‖r,
‖x ‖X 1 = maxi=1,...,T ‖xi‖1,r,
where ‖xi‖r and ‖xi‖1,r, denote the usual norms of xi in Lr(Si) and Wr,1(S1), respec-
tively. It is well-known that Lr(S1) and Wr,1(S1) are Banach spaces (see, e.g., [3]).
Moreover, since X and X 1 are product of Banach spaces they are also Banach spaces
(see, e.g., [29]).
It is important to mention that the space of policy X could be defined in arbitrary
sets S[i]. Nevertheless, in order to define the space of policy X 1, we need to assume
(at least) that the set S[i] is open.
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4.4.2 Continuity of ϕ
We provide general criteria for the continuity of the dynamic probabilistic constraint
ϕ(x1, ..., xn) = P(hi(x1, x2(ξ1), ...., xT(ξ[T−1]), ξ[T]) ≤ 0, (i = 1, . . . , k)), (4.8)
in the space X and X 1, where hi : RT ×RT → R is are given functions. It is straight-
forward to show that if each hi is measurable, then (4.8) is well-defined. In order to
simplify the notation let us denote h : RT ×RT → R as
h = max
i=1,...,k
hi.
Hence, our probability function given in (4.8) can be expressed
ϕ(x1, ..., xn) = P(h(x1, x2(ξ1), ...., xT(ξ[T−1]), ξ[T]) ≤ 0), (4.9)
Let us start by recalling the generalization of Prekopa’s theorem for the static joint
probabilistic function in the infinite-dimensional setting (see, e.g., [49, Proposition
4]) and try to translate the desired results into the dynamic chance constraint set-
ting (4.9). For this reason, we take the simple dynamic chance constraint given by
P(x (ξ) ≤ 1), with ξ a 1-dimensional random vector. Taking into account [49, Propo-
sition 4]), in order to deal with this probability function, we can naturally try to
define the function h : L2[a, b]×R → R, h(x , z) = x (z). However, this function is
not well-defined, since the function x is defined only almost everywhere in an equiv-
alent class. Secondly, we would have to prove that h(x , z) = x (z) is quasiconcave in
L2[a, b]×R. Lastly, even if h is linear (or quasiconcave) we will give an example in
Lemma 4.1 where the feasible set is not a convex set in the space X . Nevertheless,
we can provide different criteria for continuity of ϕ in the spaces X and X 1.
We first provide the following two technical results.
Proposition 4.13. Assume that ξ has a density. Consider ϕ defined in (4.9) and assume
that h is lower-semicontinous. Consider a sequence (x(n)1 , x
(n)
2 , ..., x
(n)
T ) in X (respectively
in X 1), which converges almost everywhere to (x1, x2, ..., xT). Then
lim sup
n→∞
ϕ(x(n)1 , x
(n)
2 , . . . , x
(n)
T ) ≤ ϕ(x1, ..., xT).
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Moreover, if h is continuous and for all u ∈ R2T−1 the set {z ∈ R : h(u, z) = 0} has
measure zero, then
lim
n→∞ ϕ(x
(n)
1 , x
(n)
2 , ..., x
(n)
T ) = ϕ(x1, ..., xT). (4.10)
Proof. Consider the sets
An :={ω ∈ Ω : h
(
x(n)1 , x
(n)
2 (ξ[1](ω)), ..., x
(n)
T (ξ[T−1](ω)), ξ[T](ω)
)
≤ 0},
A :={ω ∈ Ω : h
(
x1, x2(ξ[1](ω)), ..., xT(ξ[T−1](ω)), ξ[T](ω)
)
≤ 0},
together with the functions 1An and 1A. Then, by Fatou’s Lemma (see, e.g., [20]),
E(lim inf1An) ≤ lim infE(1An) = lim infP(An)
= lim inf ϕ(x(n)1 , x
(n)
2 , ..., x
(n)
T ) ≤ lim sup ϕ(x(n)1 , x (n)2 , ..., x (n)T )
= lim supP(An) = lim supE(1An)
≤ E(lim sup1An).
(4.11)
Now, let us show that lim sup1An ≤ 1A P-a.s. If the latter is true, then together with
(4.11) it would follow that
lim
n→∞ ϕ(x
(n)
1 , ..., x
(n)
T ) = lim supP(An) ≤ E(lim sup1An) ≤ E(1A) = P(A) = ϕ(x1, ..., xT).
(4.12)
First, since the sequence (x(n)1 , x
(n)
2 , ..., x
(n)
T ) converges almost everywhere to
(x1, x2, ..., xT) and since ξ[T] has density with respect to the Lebesgue measure, we
can assume w.l.o.g. that
(x(n)1 , x2(ξ1(ω)), ..., x
(n)
T (ξ[T−1](ω)))
converges to
(x1, x2(ξ1(ω)), ..., xT(ξ[T−1](ω))
for all ω ∈ Ω.
Otherwise, we can just consider
Ωˆ :=
{
ω ∈ Ω : (x(n)1 , x (n)2 (ξ1(ω)), ..., x (n)T (ξ[T−1](ω))) → (x1, x2(ξ1(ω)), ..., xT(ξ[T−1](ω))
}
,
which is a set of full-measure.
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Now, pick ω /∈ A (otherwise the inequality holds trivially), which means
h
(
x1, x2(ξ[1](ω)), ..., xT(ξ[T−1](ω)), ξ[T](ω)
)
> 0,
thus by the convergence almost everywhere and the lower-semicontinuity of h we
have that for large enough n the following inequality is satisfied:
h
(
x(n)1 , x
(n)
2 (ξ[1](ω)), ..., x
(n)
T (ξ[T](ω)), ξ[T](ω)
)
> 0,
which implies that lim sup1An(ω) = 0, and consequently, lim sup1An(ω) ≤ 1A(ω).
Finally, let us prove (4.10). Indeed, we notice that for all n ∈ N
ϕ(x(n)1 , ..., x
(n)
T ) =1−P
(
−h
(
x(n)1 , x
(n)
2 (ξ[1](ω)), ..., x
(n)
T (ξ[T](ω)), ξ[T](ω)
)
≤ 0
)
+P
(
h
(
x(n)1 , x
(n)
2 (ξ[1](ω)), ..., x
(n)
T (ξ[T](ω)), ξ[T](ω)
)
= 0
)
.
Now, from our assumption that for all u ∈ R2T−1 the set {z ∈ R : h(x, z) = 0} has
measure zero and using the fact that ξ[i] has density with respect to the Lebesgue
measure, we have that for all n ∈ N
P
(
{ω ∈ Ω : h
(
x(n)1 , x
(n)
2 (ξ[1](ω)), ..., x
(n)
T (ξ[T](ω)), ξ[T](ω)
)
= 0}
)
= 0 (4.13)
P
(
{ω ∈ Ω : h
(
x1, x2(ξ[1](ω)), ..., xT(ξ[T](ω)), ξ[T](ω)
)
= 0}
)
= 0 (4.14)
Indeed, let us suppose that the density of (ξ1, ξ2, . . . , ξT) is fξ , and let us denote
B := {ω ∈ Ω : h
(
x1, x2(ξ[1](ω)), ..., xT(ξ[T−1](ω)), ξ[T](ω)
)
= 0},
C := {(u1, u2, . . . , uT−1, z) ∈ RT : h (u1, x2(u1), ..., xT(u1, . . . , uT−1), u1, . . . , uT−1, z) = 0},
and u[T−1] := (u1, . . . , uT−1). Hence,
P(B) =
∫
RT
fξ(u[T−1], z)1C(u[T−1], z)dzdu[T−1]
=
∫
RT−1
⎛
⎝∫
R
fξ(u[T−1], z)1C(u[T−1], z)dz
⎞
⎠ du[T−1] = 0,
where in the last equality we used that for all (u1, . . . , uT−1) ∈ RT−1 the set
{z ∈ R : h(u1, x1(u1), . . . , x[T−1](u[T−1]), u[T−1], z) = 0}
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has null-measure, and this in particular implies that
∫
R
fξ(u[T−1], z)1C(u[T−1], z)dz = 0, for all u[T−1] ∈ RT−1.
This yields (4.13). The proof of (4.14) follows similar arguments, so we omit the
proof.
Now, let us notice that −h is also lower-semicontinuous (because h is continu-
ous), thus by the previous part
lim inf ϕ(x(n)1 , ..., x
(n)
T ) =
1− lim supP
(
−h
(
x(n)1 , x
(n)
2 (ξ[1](ω)), . . . , x
(n)
T (ξ[T](ω)), ξ[T](ω)
)
≤ 0
)
≥ 1−P
(
−h
(
x1, x2(ξ[1](ω)), ..., xT(ξ[T−1](ω)), ξ[T](ω)
)
≤ 0
)
= P
(
h
(
x1, x2(ξ[1](ω)), ..., xT(ξ[T−1](ω)), ξ[T](ω)
)
≤ 0
)
−P
(
h
(
x1, x2(ξ[1](ω)), ..., xT(ξ[T−1](ω)), ξ[T](ω)
)
= 0
)
= P
(
h
(
x1, x2(ξ[1](ω)), ..., xT(ξ[T−1](ω)), ξ[T](ω)
)
≤ 0
)
,
which concludes the proof of (4.10).
The last results allows us to ensure some continuity properties of the probability
function with respect to the norm and the weak-topology on X and X 1, respectively.
We need the following technical lemma, which in particular shows that the weak-
convergence inX 1 implies the convergence almost everywhere under subsequences.
The proof of this result is based on the Rellich-Kondrachov’s Theorem (see, e.g.,
[3, Theorem 6.3]), but with small modifications of the functions in order to avoid
regularity conditions over the sets S[i].
Lemma 4.14. Consider a sequence (x (n)) ⊆ X 1 such that x (n) converges weakly to x ∈ X 1,
then there exists a subsequence (x (nk)), which converges almost everywhere to x .
Proof. Consider a sequence of elements x (n) ∈ X1, which converges weakly to x .
Since our space X 1 is a product spaces, it is enough to prove that each coordinates
has a subsequence with the desired property. Thus, let us fix i ∈ {2, . . . , T} (the case
i = 1 is trivial). For simpleness of the notation let us denote fn := x
(n)
i , f := x
(n),
and U := S[i].
Take a sequence of open bounded sets Uk such that
⋃
k∈N Uk = U and Uk ⊆ Uk+1
for all k ≥ 1. Then, using a partition of unity (see, e.g., [119, Theorem 6.20]) we can
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take functions ek ∈ C∞0 (U) such that
a) 0 ≤ ek(x) ≤ 1, for all x ∈ U, b) ek = 1 in Uk, and c) ek = 0 ∈ Uck+1.
Since, the sets Uk are bounded we have that the inclusion Wr,1(Uk)  u → u ∈
W1,1(Uk) is well-defined and continuous, therefore we can assume w.l.o.g. that r =
1. Furthermore, for each k ≥ 1, the sequence uk,n := ek fn belongs to W1,10 (U). Indeed,
since the sequence w := e1/2k f belongs to W
1,1(Uk+2) (see, e.g, [48, Theorem 1]) there
exists wn ∈ C∞(Uk+2) such that wn → w in W1,1(U) (see, e.g., [3, Lemma 3.16], or
[48, Theorem 2]). Hence, e1/2k wn ∈ W1,10 (U) (extended by zero outside of Uk+1) and
e1/2k wn converges w in W
1,1(U).
Now, by [3, Theorem 6.3 Part IV] we can extract a subsequence uk,nj = ek fnj ,
which converges in norm and almost everywhere to uk ∈ L1(U).
We claim that uk = ek f . Indeed, consider v ∈ C∞0 (U). On the one hand by the
weak convergence of fn to f , we have
lim
j→∞
∫
U
fnj(z)ek(z)v(z)dz =
∫
U
f (z)ek(z)v(z)dz
On the other hand by the norm convergence of uk,nj to uk we have
lim
∫
U
uk(z)v(z)dz = lim
j→∞
∫
U
uk,nj(z)v(z)dz = limj→∞
∫
U
fnj(z)ek(z)v(z)dz
Thus
∫
U
f (z)ek(z)v(z)dz = lim
∫
U
uk(z)v(z)dz
Thus, the arbitrariness of v gives us that uk = ek f a.e. on U. In particular, for
almost all z ∈ Uk we have that
fnj(z) = ek(z) fnj(z) = uk,nj → uk(z) = ek(z) f (z) = f (z).
Therefore, using a diagonal argument we can extract a subsequence fnj which
converge almost everywhere to f .
Remark 4.15. Lemma 4.14 is not true for the Banach space X . For example, the se-
quence of functions x n(t) = sin(nt) converges weakly in L2[0, 2π]. However, any
subsquence of x n diverges a.e. in the given space.
Now, we establish continuity properties of ϕ.
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Theorem 4.16. Assume that ξ has a density. Consider ϕ defined in (4.9) and assume that
h is lower-semicontinous. Then ϕ is upper-semicontinuous on X with respect to the norm
topology (sequentially weakly upper-semicontinuous on X 1). Moreover, if h is continuous
and for all u ∈ R2T−1 the set {z ∈ R : h(u, z) = 0} has measure zero, then ϕ is continuous
on X with respect to the norm topology (sequentially weakly continuous on X 1).
Proof. Consider a sequence (x(n)1 , x
(n)
2 , ..., x
(n)
T ) converging in X to (x1, x2, ..., xT) ∈ X ,
then consider a subsequence nk such that
lim sup
n→∞
ϕ
(
x
(nkj )
1 , x
(nkj )
2 , ..., x
(nkj )
T
)
= lim
k→∞
ϕ
(
x(nk)1 , x
(nk)
2 , ..., x
(nk−r)
T
)
.
Then, there exists a subsubsequence (nkj) such that x
(nkj )
1 → x1 and for all
i = 2, . . . , T.
x
(nkj )
i (s) → x
(nkj )
i (s), for almost every s ∈ S[i].
Thus, by Proposition 4.13 we have
lim sup
j→∞
ϕ
(
x
(nkj )
1 , x
(nkj )
2 , ..., x
(nkj )
T
)
≤ ϕ(x1, x2, ..., xT)
Moreover,
lim
r→∞ ϕ
(
x
(nkj )
1 , x
(nkj )
2 , ..., x
(nkj )
T
)
= lim
k→∞
ϕ
(
x (nk)1 , x
(nk)
2 , ..., x
(nk)
T
)
= lim sup
n→∞
ϕ
(
x (n)1 , x
(n)
2 , ..., x
(n)
T
)
.
And the result follows.
Similarly, consider a subsequence (x (nk)1 , x
(nk)
2 , ..., x
(nk)
T ) ⇀ (x1, x2, ..., xT) ∈ X 1.
Then by Lemma 4.14 we can extract a subsubsequence that is pointwise a.e. con-
vergent to (x1, x2, ..., xT), which, again by Proposition 4.13, ensures the sequentially
weak upper semicontinuity and the sequentially weak continuity under the above
hypotheses.
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4.4.3 Closedness of the Feasible Set
A second question of importance is whether the following feasible sets
M(p) :={x ∈ X : P (hi(x1, ..., xt(z1, ..., zi−1), z1, ..., zi) ≤ 0 ∀i = 1, ..., T) ≥ p} (4.15)
M1(p) :={x ∈ X 1 : P (hi(x1, ..., xt(z1, ..., zi−1), z1, ..., zi) ≤ 0 ∀i = 1, ..., T) ≥ p}
(4.16)
are closed.
Using the continuity properties of the dynamical probability function defined in
(4.9) we can establish closedness of the feasible sets in X and in X 1 defined above
with respect to the norm topology on X and even with respect to the weak-topology
in X 1. Formally, we have the following results.
Formally, we have the following results.
Theorem 4.17. Consider the probability function ϕ defined in (4.9). Assume that h is lower
semi-continuous. Then, for every p ∈ [0, 1], the setM(p) defined in (4.15) is strongly closed
on X , and the setM1(p) defined in (4.16) is sequentially weakly closed on X 1.
Proof. It is easy to see that M(p) := {x ∈ X : ϕ(x ) ≥ p} and M1(p) := {x ∈
X 1 : ϕ(x ) ≥ p}. Then the closedness of these sets follows directly from the upper-
semicontinuity of the probability function (4.9) established in Theorem 4.16.
4.4.4 Non-convexity of the feasible set
A third question of importance for optimization is whether the feasible setM(p) is
convex. In the following, we first provide a counter-example of a feasible set in X
that is not convex in X .
Example 4.1. Let ξ have a normal distribution ξ ∼ U ([0, 4π] × [0, 1]). Let ϕ(x ) :=
P (ξ1 ≤ x1, ξ2 ≤ x2(ξ1)) and define a sequence (x(n)1 , x (n)2 ) by
x(n)1 := 4π, x
(n)
2 :=
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
0, t ≤ 0
sin(nt), t ∈ (2π, 4π)
1, t ∈ [2π, 4π]
0, t > 4π.
Then R × L2(R)  (x(n)1 , x (n)2 ) ⇀ (4π,1[2π,4π]) and ϕ(x(n)1 , x (n)2 ) = 12 + 12π . However,
ϕ(4π,1[2π,4π]) =
1
2 . Thus x
(n) ∈M( 12π + 0.5) and (4π,1[2π,4π]) /∈M( 12π + 0.5), which
shows thatM(p) is not necessarily sequentially weakly closed in X .
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Furthermore, suppose by contradiction thatM(p) is a convex set. We know by Theorem
4.17 thatM(p) is strongly closed, so by [29, Theorem 3.7] it is sequentially weakly closed,
which, as shown above, is a contradiction.
4.5 Two-Stage Dynamic Probabilistic Constraints in X
Analogously to the static case, we will focus on dynamic probabilistic constraints,
which are linear in the random vector of the respective stage and which are two-
sided and one-sided. In this section, we are interested in the properties of two-stage
dynamic probabilistic constraints in the X space. We focus on the following three
versions of the separated two-stage dynamic constraint:
ϕ1(x1, x2) = P
(
a + x1 ≤ ξ1 ≤ b + x1,
c + x2(ξ1) ≤ ξ2 ≤ d + x2(ξ1)
)
, (4.17)
or
ϕ2(x1, x2) = P
(
a + x1 ≤ ξ1 ≤ b + x1,
c + x1 + x2(ξ1) ≤ ξ2 ≤ d + x1 + x2(ξ1)
)
, (4.18)
or
ϕ3(x1, x2) = P
(
a + x1 ≤ ξ1 ≤ b + x1,
c + x1 + x2(ξ1)− ξ1 ≤ ξ2 ≤ d + x1 + x2(ξ1)− ξ1
)
, (4.19)
where a, b, c, d are constant in the real extended line [−∞,∞] with a < b and c < d.
Firstly, we want to investigate Lipschitz continuity and differentiability of the
above particular probability functions when ξ has density gξ . In order to examine
the structural properties of the three probability functions (4.17)-(4.19), we consider
the following auxiliary function Ψ : R×R× L2(S[1]) → R given by
Ψ(x, y, x ) =
b+x∫
a+x
( y+x (r)+d∫
y+x (r)+c
gξ(r, s)ds
)
dr. (4.20)
Here, it is important to observe that
ϕ1(x1, x2) = Ψ(x1, 0, x2),
ϕ2(x1, x2) = Ψ(x1, x1, x2).
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Moreover, changing the random vector ξ = (ξ1, ξ2) by ξ˜ = (ξ1, ξ1 + ξ2) we can
recover (4.19) using the results formulated for the function ϕ2.
Remark 4.18. One might wish to simplify (4.20) and omit (4.18) by noticing that
ϕ1(x1, x1 + x2) = ϕ2(x1, x2). However, the domain of ϕ1 is given by R × L2(S1),
so for the simple case of a Gaussian random variable, we have that the argument
x1(·) + x2(·) /∈ L2(R), since x1(·) as a constant function is not integrable.
Next, we list the following properties for the probability density function; some
of them will be used as assumptions to determine Lipschitz continuity and others to
verify differentiability of (4.20).
Definition 4.19. Let gξ : R2 → R be a probability density function, we say that
P(i) gξ is bounded if there exists M ≥ 0 such that gξ(r, s) ≤ M for all r, s ∈ R.
P(ii) gξ is Lipschitz continuous with respect to s uniformly in r if there exists C ≥ 0
such that:
|gξ(r, s)− gξ(r, t)| ≤ C|s− t|, ∀r, s, t ∈ R.
P(iii) The marginal density of the first component of gξ is bounded if there exist
C ≥ 0 such that
∞∫
−∞
gξ(r, s)ds ≤ C for all r ∈ R.
P(iv) gξ has uniform integrable first moment provided that
sup
s∈R
gξ(·, s) ∈ L1(R). (4.21)
P(v) gξ has uniform quadratic first moment provided that
sup
s∈R
g2ξ(·, s) ∈ L2(R). (4.22)
P(vi) gξ is directionally Lipschitz at r¯ ∈ R uniformly with respect to s provided that
there exist  ∈ L1(R) and  > 0 satisfying
∣∣gξ(r, s)− gξ(r¯, s)| ≤ (s)|r − r¯∣∣ s.t. ∀r ∈ [r¯ − , r¯ + ]. (4.23)
Let us prove that a non-degenerate Gaussian random vector satisfies our as-
sumptions.
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Lemma 4.20. Consider ξ ∼ N2(μ,Σ). Then its probability density satisfies Properties
P(i)-P(v). Moreover, Property P(vi) is satisfied at every r¯ in R.
Proof. Consider constants C1,C2 > 0 such that for every z ∈ R2,
−1
2
zΣ−1z ≤ −C2‖z‖2, (4.24)
‖Σ−1z‖ ≤ ‖z‖C1. (4.25)
Pick C = 1
2π
√
|Σ| . We have that
gξ(r, s) = C exp
(
− 1
2
(r − μ1, s− μ2)Σ−1
(
r − μ1
s− μ2
))
(recall (4.24)) ≤ C exp(−C2(r − μ1)2 − C2(s− μ2)2)
≤ Ch1(r)h2(s) (4.26)
≤ C. (4.27)
where h1(r) := exp(−C2(r − μ1)2) ≤ 1 and h2(s) := exp(−C2(s− μ2)2) ≤ 1. Thus,
P(i) is satisfied. In addition, it also follows by (4.26) that
∫ ∞
−∞
gξ(r, s)ds ≤
∫ ∞
−∞
Ch2(s)ds =
C
√
π
C2
for all r ∈ R,
so P(iii) is also satisfied. Moreover, since gξ is bounded and by (4.26) we have that
for every x2 ∈ L2(R),
gξ(r, x2(r)) ≤ sup
s∈R
g(r, s) ≤ Ch1(r).
Due to
∞∫
−∞
C · h1(r)dr < ∞ and
∞∫
−∞
C2 · h21(r)dr < ∞, P(iv) and P(v) hold true. Now,
let us compute the gradient of gξ , which is given by
∇gξ(r, z) = −gξ(r, s)
(
r − μ1, s− μ2
)
Σ−1
(since Σ−1 is a symmetric matrix). We claim that there exists some constant C˜ such
that
‖∇gξ(r, s)‖ ≤ C˜h1/21 (r)h1/22 (s) ∀r, s ∈ R. (4.28)
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Indeed, by (4.25) and (4.26), it holds that
‖∇gξ(r, s)‖ ≤ ‖gξ(r, s)‖ · ‖(r, s)− (μ1, μ2)‖ · ‖Σ−1‖ (4.29)
≤ C · C1h1(r)h2(s)‖(r, s)− (μ1, μ2)‖ (4.30)
= C · C1
√
h1(r)h2(s)h1(r)h2(s)‖(r, s)− (μ1, μ2)‖. (4.31)
Now let us notice that the function
γ(r, s) := h1/21 (r)h
1/2
2 (s)‖(r, s)− (μ1, μ2)‖
attains its maximum, consequently, let us denote C˜ := C · C1 · (max(r,s)∈R2 γ(r, s)),
using this constant we have that (4.28) holds. Hence, ∇gξ is bounded. So, by the
Mean Value Theorem, we obtain that for any r ∈ R (recall (4.28)) there exists some
r˜ ∈ [r¯, r] such that
|gξ(r, s)− gξ(r¯, s)| ≤ ‖∇gξ(r˜, s)‖ · |r − r¯| ≤ C˜h1/22 (s)|r − r¯|, (4.32)
which implies that P(vi) holds. Moreover, since h1/22 (s) ≤ 1, it follows by (4.32) that
P(ii) also holds.
Observation 4.5.1. It is worth mentioning that if a random vector ξ = (ξ1, ξ2) satisfies
one of the properties P(i)-P(v), then ξ˜ = (ξ1, ξ1 + ξ2) satisfies the same property. Moreover,
it is well-known that if ξ ∼ N ((μ1, μ2),Σ), then
ξ˜ ∼ N
(
(μ1, μ1 + μ2),
(
1 1
0 1
)
Σ
(
1 0
1 1
))
.
Let ξ = (ξ1, ξ2) be a random vector with density gξ . Then, the random vector ξ˜ := (ξ1, ξ1 +
ξ2) has density gξ˜(r, s) := gξ(r, r + s). Moreover, if ξ satisfies one of the properties P(i)-
P(v), then ξ˜ also satisfies the same property.
Additionally, we prove that a uniform random vector satisfies some of our as-
sumptions.
Lemma 4.21. Let A := [a, b]× [c, d] ⊂ R2 and consider ξ ∼ U (A). Then its probability
density satisfies Properties P(i), P(iii), P(iv) and P(v).
Proof. Let c := area(A), then we have that
gξ(r, s) =
1
c
1{(r,s)∈A} ≤ 1 for all r, s ∈ R,
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so it satisfies P(i). It directly follows that
∫ ∞
−∞ gξ(r, s)ds =
∫
A
1
c ds = 1 for all r ∈ R,
so P(iii) holds. Lastly, since gξ is bounded, we can deduce that for every x2 ∈ L2(R)
∫ ∞
−∞
gξ(r, x2(r))dr ≤
∫ ∞
−∞
sup
s∈R
g(r, s)dr ≤
∫
A
dr = c < +∞,
such that P(iv) is satisfied. Likewise,
∫ ∞
−∞ sups∈R g
2
ξ(r, s)dr ≤ c2 < +∞, so P(v) also
holds true.
4.5.1 Lipschitz-Continuity of Ψ
We start this subsection, showing that a broad class of density distribution, which
includes the non-degenerate Gaussian distributions and the uniform distribution,
satisfies that the probability function (4.20) is Lipschitz continuous.
Lemma 4.22. Let ξ := (ξ1, ξ2) be a random vector with density gξ . Consider
x1, x2, y1, y2 ∈ R and x1, x2 ∈ L2(Si). Then the following holds true:
1. If ξ satisfies P(iii), we have that
|Ψ(x1, y1, x1)−Ψ(x2, y1, x1)| ≤ M1|x1 − x2|, (4.33)
where M1 := 2 sup
r∈R
∞∫
−∞
g(s, r)ds.
2. If ξ satisfies P(iv), we have that
|Ψ(x1, y1, x1)−Ψ(x1, y2, x1)| ≤ M2|y1 − y2|, (4.34)
where M2 := 2
∞∫
−∞
sup
s∈R
g(s, r)dr.
3. If ξ satisfies P(v), we have
|Ψ(x1, y1, x1)−Ψ(x1, y1, x2)| ≤ M3‖x1 − x2‖,
where M3 := 2
( ∞∫
−∞
sup
s∈R
g2(s, r)dr
)1/2
.
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Proof. Suppose w.l.o.g. that x1 ≤ x2 and y1 ≤ y2. Then
|Ψ(x1, y1, x1)−Ψ(x2, y1, x1)| =
∣∣∣∣∣
∫ b+x1
a+x1
∫ d+y1+x1(r)
c+y1+x1(r)
gξ(r, s)dsdr
−
∫ b+x2
a+x2
∫ d+y1+x1(r)
c+y1+x1(r)
gξ(r, s)dsdr
∣∣∣∣∣
≤
∣∣∣∣∣
∫ b+x1
a+x1
∫ d+y1+x1(r)
c+y1+x1(r)
gξ(r, s)dsdr
−
∫ b+x1
a+x2
∫ d+y1+x1(r)
c+y1+x1(r)
gξ(r, s)dsdr
∣∣∣∣∣
+
∣∣∣∣∣
∫ b+x1
a+x2
∫ d+y1+x1(r)
c+y1+x1(r)
gξ(r, s)dsdr
−
∫ b+x2
a+x2
∫ d+y1+x1(r)
c+y1+x1(r)
gξ(r, s)dsdr
∣∣∣∣∣
≤
∣∣∣∣∣
∫ a+x2
a+x1
∫ +∞
−∞
gξ(r, s)dsdr
∣∣∣∣∣
+
∣∣∣∣∣
∫ b+x2
b+x1
∫ +∞
−∞
gξ(r, s)dsdr
∣∣∣∣∣
≤ 2
(
sup
r∈R
∫ +∞
−∞
gξ(r, s)ds
)
|x1 − x2|
= M1|x1 − x2|.
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|Ψ(x1, y1, x1)−Ψ(x1, y2, x1)| =
∣∣∣∣∣
∫ b+x1
a+x1
∫ d+y1+x1(r)
c+y1+x1(r)
gξ(r, s)dsdr
−
∫ b+x1
a+x1
∫ d+y2+x1(r)
c+y2+x1(r)
gξ(r, s)dsdr
∣∣∣∣∣
≤
∣∣∣∣∣
∫ b+x1
a+x1
(∫ d+y1+x1(r)
c+y1+x1(r)
gξ(r, s)ds−
∫ d+y1+x1(r)
c+y2+x1(r)
gξ(r, s)ds
)
dr
∣∣∣∣∣
+
∣∣∣∣∣
∫ b+x1
a+x1
(∫ d+y1+x1(r)
c+y2+x1(r)
gξ(r, s)ds
−
∫ d+y2+x1(r)
c+y2+x1(r)
gξ(r, s)ds
)
dr
∣∣∣∣∣
≤
∣∣∣∣∣
∫ b+x1
a+x1
∫ c+y2+x1(r)
c+y1+x1(r)
gξ(r, s)ds
∣∣∣∣∣
+
∣∣∣∣∣
∫ b+x1
a+x1
∫ d+y2+x1(r)
d+y1+x1(r)
gξ(r, s)ds
∣∣∣∣∣
≤2
(∫ +∞
−∞
sup
s∈R
gξ(r, s)dr
)
|y1 − y2|
=M2|y1 − y2|.
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|Ψ(x1, y1, x1)−Ψ(x1, y1, x2)| =
∣∣∣∣∣
∫ b+x1
a+x1
∫ d+y1+x1(r)
c+y1+x1(r)
gξ(r, s)dsdr
−
∫ b+x1
a+x1
∫ d+y1+x2(r)
c+y1+x2(r)
gξ(r, s)dsdr
∣∣∣∣∣
≤
∣∣∣∣∣
∫ b+x1
a+x1
∫ d+y1+x1(r)
c+y1+x1(r)
gξ(r, s)dsdr
−
∫ b+x1
a+x1
∫ d+y1+x1(r)
c+y1+x2(r)
gξ(r, s)dsdr
∣∣∣∣∣
+
∣∣∣∣∣
∫ b+x1
a+x1
∫ c+y1+x2(r)
d+y1+x1(r)
gξ(r, s)dsdr
−
∫ b+x1
a+x1
∫ c+y1+x2(r)
d+y1+x1(r)
gξ(r, s)dsdr
∣∣∣∣∣
≤
∫ b+x1
a+x1
∣∣∣∣∣
∫ c+y1+x2(r)
c+y1+x1(r)
gξ(r, s)ds
∣∣∣∣∣dr
+
∫ b+x1
a+x1
∣∣∣∣∣
∫ d+y1+x1(r)
d+y1+x2(r)
gξ(r, s)ds
∣∣∣∣∣dr
≤
∫ b+x1
a+x1
sup
s∈R
gξ(r, s)|x1(r)− x2(r)|dr
+
∫ b+x1
a+x1
sup
s∈R
gξ(r, s)|x1(r)− x2(r)|dr
≤
∫ +∞
−∞
sup
s∈R
gξ(r, s)|x1(r)− x2(r)|dr
+
∫ +∞
−∞
sup
s∈R
gξ(r, s)|x1(r)− x2(r)|dr
(by Cauchy-Schwartz inequality) ≤ 2
(∫ +∞
−∞
sup
s∈R
g2ξ(r, s)
)1/2
‖x1 − x2‖
= M3‖x1 − x2‖.
Theorem 4.23. [Lipschitz-Continuity of Ψ] Suppose ξ has probability density gξ . If gξ
satisfies properties P(iii) and P(v), we have that the probability function ϕ1 defined in (4.17)
is Lipschitz continuous. In addition, if gξ satisfies property P(iv), the probability function
ϕ2 defined in (4.18) is Lipschitz continuous.
Proof. Follows directly from Lemma 4.22 and the corresponding calculations under
the given assumptions.
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In particular, the above result allows us to write the following statement for a
non-degenerate Gaussian vector.
Corollary 4.24. Assume that ξ is a non-degenerate Gaussian vector. Then the probability
functions defined in (4.17), (4.18) and (4.19) are Lipschitz continuous.
Likewise, Theorem 4.23 and Lemma 4.21 allow us to write the following state-
ment for a uniform vector.
Corollary 4.25. Assume that ξ is a uniform random vector with compact support [a, b]×
[c, d] ⊂ R2. Then the probability functions defined in (4.17), (4.18) are Lipschitz continu-
ous.
4.5.2 Differentiability of Ψ
In our models (4.17), (4.18) and (4.19) we ask: when are they differentiable? The
following example shows that this property cannot be ensured at every pair of points
(x1, x2).
Example 4.2. Suppose that ξ = (ξ1, ξ2) ∼ N2(0, I). Moreover, let the probability function
ϕ : R× L2(R) → R be given by
ϕ(x1, x1) = P(ξ1 ≤ x1, ξ2 ≤ x1(ξ1)),
and let us fix x2 := 1[0,1].
Then, ϕ(·, x ) (and thus ϕ) fails to be differentiable. Indeed
ϕ(x1, x2) =
⎧⎪⎪⎨
⎪⎪⎩
Φ(x1)Φ(0) if x1 < 0
Φ(0)Φ(0) + (Φ(x1)−Φ(0))Φ(1) if x1 ∈ [0, 1]
Φ(0)Φ(0) + (Φ(1)−Φ(0))Φ(1) + (Φ(x1)−Φ(1))Φ(0) if x1 > 1,
where Φ is the standard Gaussian cumulative distribution.
FIGURE 4.2: Illustration of non-differentiable ϕ(·, x2) with x2 discon-
tinuos.
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The above example motivates us to study differentiablity at point (x, x ) at which
x is continuous. Actually, we will see that under this assumption (among others),
the partial derivative exists. Before presenting our main results, which are presented
in Theorem 4.30 and Corollary 4.31, we need to establish auxiliary lemmas about the
partial differentiability with respect to each variable.
The next lemma is just a technical result.
Lemma 4.26. Let gξ : R2 → R be a probability density function that satisfies property
P(vi) at every r¯ ∈ R. Assume that x : R → R is a continuous function. Then the function
α(r) :=
∫ d+y+x (r)
c+y+x (r)
gξ(r, s)ds (4.35)
is continuous.
Proof. Let {rn}n∈N be a sequence of real numbers such that rn converges to r¯ with
|rn − r¯| ≤ 1. Then it holds true that
lim
n→∞ α(rn) = limn→∞
∫ d+y+x (rn)
c+y+x (rn)
gξ(rn, s)ds
= lim
n→∞
∫ ∞
−∞
gξ(rn, s)1[c+y+x (rn),d+y+x (rn)](s)ds.
Now, let us notice that
lim
n→∞ gξ(rn, s)1[c+y+x (rn),d+y+x (rn)](s) = gξ(r¯, s)1[c+y+x (r¯),d+y+x (r¯)](s) a.e. (4.36)
Indeed, there are three cases. If s ∈ (c + y + x (r¯), d + y + x (r¯)) then by continuity
of x2 in r¯ we have that s ∈ (c + y + x (rn), d + y + x (rn)) for large enough n, so by
continuity of g at r¯,
lim
n→∞ gξ(rn, s)1[c+y+x (rn),d+y+x (rn)](s) = gξ(r¯, s)1[c+y+x (r),d+y+x (r)](s).
If s /∈ [c + y + x (r¯), d + y + x (r¯)], the result follows analogously. Lastly, if s =
c + y + x (r¯), or s = d + y + x (r¯) we cannot assure that s ∈ [c + y + x (r¯n), d + y +
x (r¯n)]for large enough n. However λ ({c + y + x (r¯), d + y + x (r¯)}) = 0. Therefore,
(4.36) holds.
Moreover, by (4.23) it follows that (recall |rn − r¯| ≤ 1)
∣∣∣gξ(rn, s)1[c+y+x (rn),d+y+x (rn)](s)− gξ(r¯, s)1[c+y+x (r¯),d+y+x (r¯)](s)∣∣∣ ≤ |g(rn, s)− g(r¯, s)|
≤(s)|rn − r¯| ≤ (s).
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So, we further conclude
gξ(rn, s)1[c+y+x (rn),d+y+x (rn)](s) ≤ (s) + g(r¯, s).
We finally note that (·) + g(r¯, ·) ∈ L1(R) and using (4.36) we can apply Lebesgue’s
Dominated Convergence Theorem so that gξ(r¯, s)1(−∞,x (r¯)](s) is integrable and
lim
n→∞
∫ ∞
−∞
gξ(rn, s)1[c+y+x (rn),d+y+x (rn)](s)ds =
∫ ∞
−∞
lim
n→∞ gξ(rn, s)1[c+y+x (rn),d+y+x (rn)](s)ds
=
∫ ∞
−∞
gξ(r¯, s)1[c+y+x (r¯),d+y+x (r¯)](s)ds
=α(r¯)
holds.
In the next lemma, we present the partial differentiability of Ψ with respect to
the first decision variable.
Lemma 4.27. Under the assumptions of Lemma 4.26, we have that Ψ is partially differen-
tiable with respect to x and
∂Ψ(x, y, x )
∂x
=
∫ d+y+x (x)
c+y+x (x)
gξ(x, s)ds. (4.37)
Proof. First we notice that
Ψ(x, y, x ) =
b+x∫
a+x
α(r)dr, (4.38)
where α is defined in (4.35). Now, by Lemma 4.26 we know that α is continuous,
thus by the fundamental theorem of calculus (see, e.g., [35, Theorem 6.3.3] or [6]) we get
that (4.37) holds.
We continue with the gradient of our probability function with respect to x .
Lemma 4.28. Assume that ξ satisfies properties P(i), P(ii) and P(v). Then the function
defined in (4.20) is partially differentiable with respect to x at every (x, x ) ∈ R× L2(S[1])
and its partial gradient is given by
∇xΨ(x, y, x ) = gξ (·, d + y + x (·)) 1[a+x,b+x](·)− gξ (·, c + y + x (·)) 1[a+x,b+x](·),
(4.39)
with the convention gξ(·,−∞) = 0 = gξ(·,+∞), if one of the extreme point c or d is equal
to −∞ or +∞, respectively.
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Proof. By applying a convenient substitution, w.l.o.g., we may assume that
x = y = 0. Moreover, from the fact that
∫ b
a
d+x (r)∫
c+x (r)
gξ(r, s)drds =
∫ b
a
d+x (r)∫
−∞
gξ(r, s)drds−
∫ b
a
c+x (r)∫
−∞
gξ(r, s)drds
and the symmetry of the involved functions, we only need to compute the partial
derivative of
ϕ˜(x ) =
∫ b
a
d+x (r)∫
−∞
gξ(r, s)drds.
Let h be an arbitrary function in L2(S[1]) and let
A(h) :=
∫ b
a
g(r, d + x (r))h(r)dr.
We note that A(h) is a linear function on h, and by property P(v) it follows that
(∫ +∞
−∞
g2ξ(r, d + x (r))
)1/2
< ∞.
Thus,
|A(h)| ≤
∞∫
−∞
|gξ(r, x (r))||h(r)|dr
≤
⎛
⎝ ∞∫
−∞
gξ(r, d + x (r))2dr
⎞
⎠
1/2⎛
⎝ ∞∫
−∞
h(r)2dr
⎞
⎠
1/2
(by Cauchy-Schwarz’s inequality).
The last inequality provides the continuity of A.
Let us denote by
κ := lim
||h||2→0
1
||h||2 |ϕ˜(x )− ϕ˜(x )− A(h)| .
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We will show that this limit exists and is equal to zero. Indeed,
κ = lim
||h||2→0
1
||h||2
∣∣∣∣ϕ˜(x + h)− ϕ˜(x )−
∫ b
a
g(r, d + x (r)) · h(r)dr
∣∣∣∣
lim
||h||2→0
1
||h||2
∣∣∣∣∣
∫ b
a
∫ d+x (r)+h(r)
−∞
gξ(r, s)dsdr −
∫ b
a
∫ d+x (r)
−∞
gξ(r, s)dsdr
−
∫ b
a
gξ(r, d + x (r)) · h(r)dr
∣∣∣∣∣
= lim
||h||2→0
1
||h||2
∣∣∣∣
∫ b
a
∫ d+x (r)+h(r)
d+x (r)
gξ(r, s)dsdr −
∫ b
a
gξ(r, d + x (r)) · h(r)dr
∣∣∣∣ .
Moreover, for every r ∈ R we have
gξ(r, d + x (r))h(r) =
∫ d+x2(r)+h(r)
d+x (r)
g(r, d + x (r))ds,
consequently
κ = lim
||h||2→0
1
||h||2
∣∣∣∣
∫ b
a
∫ x (r)+h(r)
x (r)
(gξ(r, s)− g(r, d + x (r))dsdr
∣∣∣∣ .
Moreover, by property P(ii) we have that (for some constant C > 0)
|gξ(r, s)− gξ(r, d + x (r))| ≤ C|s− (d + x (r))| ≤ C|h(r)|
for all r ∈ R and s ∈ [d + x (r), d + x (r) + h(r)].
Hence,
κ ≤ lim
||h||2→0
1
||h||2
∣∣∣∣
∫ b
a
C|h(r)| · |h(r)|dr
∣∣∣∣
≤ lim
||h||2→0
1
||h||2 · C · ||h||
2
2 = 0.
Therefore, we conclude that ϕ˜ is Fréchet differentiable with respect to x and conse-
quently we have the desired result.
Proposition 4.29. Under the assumption of Lemma 4.28, the partial derivative of the func-
tion (4.20) with respect to x is continuous on R×R× L2(S[1]).
Proof. By Lemma 4.28 we have that
∇xΨ(x, y, x ) = gξ (·, d + y + x (·)) 1[a+x,b+x](·)− gξ (·, c + y + x (·)) 1[a+x,b+x](·).
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Now, consider a sequence
R×R× L2(R)  (xn, ynxn) → x = (x, y, x ).
Then by passing to a subsequence, we may assume that xn → x almost every-
where, hence by the continuity of gξ with respect to the second variable (recall prop-
erty P(ii)), we have that for almost all u ∈ R,
∇xΨ(xn, yn, xn)(u) → ∇xΨ(x, y, x )(u).
Now, we notice that for all r ∈ R,
|∇xΨ(xn, yn, xn)(r)| ≤ 2 sup
s∈R
gξ(r, s) := ν(r),
and by property P(v), ν belongs to L2(R).
Therefore, by Lebesgue’s dominated convergence theorem we have our desired
conclusion.
Now, using the above lemmas, let us write a general statement for the partial
differentiability of probability functions (4.17), (4.18) and (4.19).
Theorem 4.30. Consider a random vector ξ satisfying properties P(i) to P(vi). Then the
probability functions (4.17) and (4.18) are continuously partially differentiable with respect
to x at any (x, x ) ∈ R× L2(S[i]), and the following formulae hold:
∇x ϕ1(x, x ) = gξ (·, d + x (·)) 1[a+x,b+x] − gξ (·, c + x (·)) 1[a+x,b+x](·),
∇x ϕ2(x, x ) = gξ (·, d + x + x (·)) 1[a+x,b+x] − gξ (·, c + x + x (·)) 1[a+x,b+x](·),
respectively, with the convention that gξ(r, s) = 0 if s, r do not belong to R. In addition, if x
is continuous, then the probability functions (4.17) and (4.18) are also partially differentiable
with respect to x, and their partial derivatives are given by
∂ϕ1(x, x )
∂x
=
∫ d+x (x)
c+x (x)
gξ(x, s),
∂ϕ2(x, x )
∂x
=
∫ d+x+x (x)
c+x+x (x)
gξ(x, s),
respectively.
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Proof. The first part corresponds to an application of Lemma 4.28 and Proposition
4.29, and the second part corresponds to an application of Lemma 4.27.
Next, we write explicit formulae for the case of a non-degenerate Gaussian ran-
dom vector.
Corollary 4.31. Assume that ξ ∼ (μ,Σ) is a non-degenerate Gaussian random vector.
Then the probability functions (4.17) and (4.18) are (continuously) partially differentiable
with respect to x at any (x, x ) ∈ R× L2(R), and the following formulae hold:
∇x ϕ1(x, x )(u) = 1
2π
√|Σ| exp
(
− 1
2
(
u− μ1, d + x (u)− μ2
)
Σ−1
( u− μ1
d + x (u)− μ2
))
1[a+x,b+x](u)
− 1
2π
√|Σ| exp
(
− 1
2
(
u− μ1, c + x (u)− μ2
)
Σ−1
( u− μ1
c + x (u)− μ2
))
1[a+x,b+x](u).
∇x ϕ2(x, x )(u) = 1
2π
√|Σ| exp
(
− 1
2
(
u− μ1, d + x + x (u)− μ2
)
Σ−1
( u− μ1
d + x + x (u)− μ2
))
1[a+x,b+x](u)
− 1
2π
√|Σ| exp
(
− 1
2
(
u− μ1, c + x + x (u)− μ2
)
Σ−1
( u− μ1
c + x + x (u)− μ2
))
1[a+x,b+x](u).
In addition, if x is continuous, then the probability functions (4.17) and (4.18) are also
partially differentiable with respect to x, and their partial derivatives are given by
∂ϕ1(x, x )
∂x
=
1
2π
√|Σ|
∫ d+x (x)
c+x (x)
exp
(
− 1
2
(
x − μ1, s− μ2
)
Σ−1
( x − μ1
s− μ2
))
ds
∂ϕ2(x, x )
∂x
=
1
2π
√|Σ|
∫ d+x+x (x)
c+x+x (x)
exp
(
− 1
2
(
x − μ1, s− μ2
)
Σ−1
( x − μ1
s− μ2
))
ds
Proof. The formulae for ϕ1 and ϕ2 follow directly from Theorem 4.30.
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An important special case of the linear separated model (4.17) arises when we
have the one-sided probability function
ϕˆ1(x, x ) := P(ξ1 ≤ x, ξ2 ≤ x (ξ1)), (4.40)
with a = c = −∞ and b = d = 0. Lastly, for the Gaussian case, we present an explicit
formula for the partial derivative of (4.40).
Corollary 4.32. Assume that ξ ∼ N (μ,Σ) is a non-degenerate Gaussian random vector
with
Σ =
[
σ21 ρσ1σ2
ρσ1σ2 σ
2
2
]
.
Then the one-sided probability function ϕ1 from (4.17) with a = c = −∞ and b = d = 0,
denoted by ϕˆ1, is partially differentiable with respect to x at any (x, x ) ∈ R× L2(R), and
the following formula holds:
∇x ϕˆ1(x, x )(r) = 1
2π
√|Σ| exp
(
− 1
2
(
r − μ1, x (r)− μ2
)
Σ−1
( r − μ1
x (r)− μ2
))
1(−∞,x](r).
(4.41)
In addition, if x is continuous, then the probability function (4.20) is also partially differen-
tiable with respect to x, and its partial derivative is given by
∂ϕˆ1
∂x
(x, x ) = gξ1(x)Gξ2|ξ1=x(x (x)), (4.42)
where
Gξ2|ξ1=x(x (x)) = Φ
⎛
⎝x (x)− μ2 − ρσ2(x−μ1)σ1√
σ22 (1− ρ2)
⎞
⎠
with Φ(t) = 1√
2π
∫ t
−∞ e
− z22 dz.
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Proof.
∂ϕˆ1(x, x )
∂x
=
1
2π
√|Σ|
∫ x (x)
−∞
exp
(
− 1
2
(
x − μ1, s− μ2
)
Σ−1
( x − μ1
s− μ2
))
ds
=gξ1(x)
1
2π
√|Σ|
∫ x (x)
−∞
exp
(
− 12
(
x − μ1, s− μ2
)
Σ−1
( x − μ1
s− μ2
))
gξ1(x)
ds
=gξ1(x)
∫ x (x)
−∞
gξ(x, s)ds
gξ1(x)
=gξ1(x)Φ
⎛
⎝x (x)− μ2 − ρσ2(x−μ1)σ1√
σ22 (1− ρ2)
⎞
⎠ .
The last step follows from the standardization of the conditional
probability distribution of a non-degenerate normal distribution,
ξ2
∣∣ξ1 ∼ N (μ2 + ρσ2(x−μ1)σ1 , (1− ρ2)σ22
)
(see, e.g., Theorem 7.3 [59]).
4.6 The baker’s Dynamic Optimization Model in X
Consider a baker who has to decide about production quantity x1 ∈ R+ of dough
to satisfy the stochastic demand ξ1 for bread in the morning (t = 1). The cost of
production in the morning is c1 > 0 per quantity of dough. At mid-day, t = 2,
he takes into account the morning demand in order to decide how much dough
x2(ξ1) ∈ R+ to produce to satisfy the stochastic demand ξ2 for the afternoon. The
cost of production in the afternoon is c2 > 0 per quantity of dough. The baker
would like to minimize his costs subject to satisfying the demand for bread with a
high probability p ∈ [0, 1].
The baker’s optimization problem is given by
min
(x1,x2)∈R+×L2(S1)
J(x1, x2) := c1x1 +E[c2x2(ξ1)]
s.t. P (ξ1 ≤ x1, ξ2 ≤ x2(ξ1)) ≥ p
x1 ≥ 0 ; x2 ≥ 0 a.e.
(4.43)
where we assume that ξ = (ξ1, ξ2) ∼ N (μ,Σ) is a non-degenerate Gaussian ran-
dom vector, and gξ : R2 → R denotes the joint probability density function. Also,
gξi : R → R denotes the marginal probability density function with respect to the
random variable ξi.
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Its deterministic equivalent optimization problem reads
min
(x1,x2)∈[0,∞)×L2(R)
J(x1, x2) = c1x1 + c2
∫ ∞
0
gξ1(r)x2(r)dr
s.t. ϕˆ1(x1, x2) =
∫ x1
−∞
∫ x2(r)
−∞
gξ(r, s)drds ≥ p
x1 ≥ 0, x2 ≥ 0.
(4.44)
Note that we use ϕˆ1 from (4.40) and for the Gaussian random vector we have that
S1 = R.
Remark 4.33. Now, we would like to provide necessary optimality conditions for the
Baker’s optimization problem; that is, we would use the generalized KKT Theorem
(see Thm. 4.11). In order to proceed in this way, it turns out to be useful to fix x1.
The reason as follows: recalling Theorem 4.30 and its Corollary 4.32, we notice that
ϕˆ1 is continuously partially differentiable with respect to x1, only if x2 is continuous.
However, we don’t know a priori whether x2 is continuous. In contrast, ϕˆ1 is contin-
uously partially differentiable with respect to x2 at any (x1, x2) ∈ R × L2(R). Thus,
we would like to deduce the KKT conditions for a reduced version of problem 4.43,
where we fix x¯1 ≥ 0.
We first prove that the objective function of the Baker’s model is continuously
partially differentiable on R× L2(R).
Lemma 4.34. Assume that gξ1 is continuous. Then the objective function in model (4.44)
has the following partial derivatives with respect to x1 and with respect to x2.
∂J
∂x1
(x1, x2) =c1 (4.45)
∇x2 J(x1, x2)(r) =c2gξ1(r)1[0,∞)(r). (4.46)
Moreover, the partial derivatives are continuous over R× L2(R).
Proof. Firstly, we notice that the function J is linear and continuous in x1 and x2, then
this function is differentiable and the derivatives are given by
∂J
∂x1
(x1) =c1 (4.47)
∇x2 J(x1, x2)(r) =
∂〈c2gξ1(r)1[0,∞)(r), x2(r)〉
∂x2
= c2gξ1(r)1[0,∞)(r), (4.48)
where c2gξ1(r)1[0,∞)(r) is an element of the dual space of L
2(R).
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In addition, we prove that the Robinson constraint qualification (RCQ) for our
infinite-dimensional problem holds.
Lemma 4.35. Consider the optimization problem (4.43) (with x¯1 ≥ 0 fixed)
min J(x¯1, x2)
s.t. − ϕˆ1(x¯1, x2) + p ≤ 0
x2 ∈ L2(R),
x2 ≥ 0 a.e.
(4.49)
Let x ∗2 ∈ L2(R) be a feasible solution to problem (4.49); then it satisfies the Robinson Con-
straint Qualification.
Proof. According to Definition 4.10, in order to prove that RCQ holds true for the
baker’s constraint set (4.43), we first write it in the form of (4.2), where Z = L2(R),
Q = L2+(R), K = R+ and G(z) = ϕˆ1(z)− p with z = (x¯1, x2). Let x ∗2 ∈ L2(R) be a
feasible solution to problem (4.49). We know by Corollary 4.32 that∇x2 ϕˆ1(x¯1, x ∗2 )− p
is continuous in x ∗2 . In this setting, we claim that Robinson’s Constraint Qualification
holds at x ∗2 , i.e., we claim that
0 ∈ int{ϕˆ1(x¯1, x ∗2 )− p +∇x2 ϕˆ1(x¯1, x ∗2 )(L2+(R)− x ∗2 )−R+}.
We first observe that ( by definition of Minkowski sum)
int
{
ϕˆ1(x¯1, x ∗2 )− p +∇x2 ϕˆ1(x¯1, x ∗2 )
(
L2+(R)− x ∗2
)−R+
}
=
⋃
y∈L2+(R)
int
{
ϕˆ1(x¯1, x ∗2 )− p + 〈∇x2 ϕˆ1(x¯1, x ∗2 ), y− x ∗2 〉 −R+
}
.
Hence, it is sufficient to show that there exists y ∈ L2+(R) such that
0 ∈ int{ϕˆ1(x¯1, x ∗2 )− p + 〈∇x2 ϕˆ1(x¯1, x ∗2 ), y− x ∗〉 −R+}.
Assume ϕˆ1(x¯1, x ∗2 ) − p =: β ≥ 0 and let y(r) := x ∗2 (r) + 1[−1,0](r) ≥ 0 where
y ∈ L2+(R). Firstly, note that by (4.41) it follows that
∇x2 ϕˆ1(x¯1, x ∗2 )(r) = g(r, x ∗2 (r))1(−∞,x¯1](r),
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so
〈∇x2 ϕˆ1(x¯1, x ∗2 ), y− x ∗2 〉 = 〈g(r, x ∗2 )1(−∞,x¯1](r), 1[−1,0](r)〉 =
∫ 0
−1
g(r, x ∗)dr =: α > 0
since Gaussian density is strictly positive. Then
0 ∈ int{β + α −R+} = int{(−∞, β + α]}.
Theorem 4.36. Fix x¯1 ∈ R+ and let x ∗2 ∈ L2(R) be a local solution to problem (4.49).
Assume that (ξ1, ξ2) ∼ N (μ,Σ) is a non-degenerate Gaussian random vector with
Σ =
[
σ21 ρσ1σ2
ρσ1σ2 σ
2
2
]
.
and |ρ| 	= 1. Then there exists a non-negative continuous function h ∈ L2(R) and η ∈ R
such that the optimal decision rule x ∗2 satisfies
x ∗2 (r) =
⎧⎨
⎩mr + η if h(r) = 00 if h(r) > 0
with r ∈ (−∞, x¯1] and where the slope is given by m := σ2ρσ1 .
Proof. Fix x¯1 ≥ 0 and let x ∗2 ∈ L2(R) be a feasible solution to (4.43). We know by
Lemma 4.34 and Theorem 4.30 that J and ϕ have continuous partial derivatives with
respect to the second argument. Moreover, by Lemma 4.35 we have that Robinson’s
CQ holds at x ∗2 . Therefore, by [21, Thm. 3.9 ] there exist Lagrangian multipliers
λ1 ≥ 0 and λ2 : R → R+ with λ2 ∈ L2(R) such that
∇x2 J(x¯1, x ∗2 )(r)− λ1∇x2 ϕ1(x1, x ∗2 )(r) =λ2(r) for almost all r (4.50)
p− ϕ1(x1, x ∗2 ) ≤0 (4.51)
λ1 (p− ϕ1(x1, x ∗2 )) =0, (4.52)
−x ∗2 ≤0 (4.53)
λ2(r)(−x ∗2 (r)) =0 for almost all r. (4.54)
From (4.50) and (4.54) we have that
x ∗2 (r) (∇x2 J(x¯1, x ∗2 )(r)− λ1∇x2 ϕ1(x1, x ∗2 )(r)) = 0. (4.55)
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Thus, either x ∗2 (r) = 0 or ∇x2 J(x¯1, x ∗2 )(r) − λ1∇x2 ϕ1(x1, x ∗2 )(r) = 0. Assume the
latter holds and let r ∈ (−∞, x1]. We have from (4.50), (4.46) and (4.41) that
c2gξ1(r) = λ1gξ(r, x
∗
2 (r)) (4.56)
c2√
2πσ1
e−
1
2 (
r−μ1
σ1
)2
=
λ1
2πσ1σ2
√
1− ρ2 e
− 1
2(1−ρ2)
[
(
r−μ1
σ1
)2−2ρ (r−μ1)(x2(r)−μ2)σ1σ2 +
(
(x2(r)−μ2)
σ2
)2]
(4.57)
Let κ1 = ln
(
c2√
2πσ1
)
and κ2 = ln
(
λ1
2πσ1σ2
√
1−ρ2
)
with |ρ| 	= 1. It follows from (4.57)
κ1 − 12 (
r − μ1
σ1
)2 = κ2 − 12(1− ρ2)
[(
r − μ1
σ1
)2
− 2ρ (r − μ1)(x2(r)− μ2)
σ1σ2
+
(
x2(r)− μ2
σ2
)2 ]
κ1 − κ2 = − 12(1− ρ2)
[
ρ2(r − μ1)2
σ21
− 2ρ (r − μ1)(x2(r)− μ2)
σ1σ2
+
(
x2(r)− μ2
σ2
)2 ]
−2(1− ρ2)(κ1 − κ2) =
[(
x2(r)− μ2
σ2
)2
− 2ρ (r − μ1)(x2(r)− μ2)
σ1σ2
+
ρ2(r − μ1)2
σ21
]
(4.58)
Let z(r) = x2(r)−μ2σ2 . It follows from (4.58) that
z(r)2 − 2ρ (r − μ1)
σ1
z(r) + 2(1− ρ2)(κ1 − κ2) + ρ
2(r − μ1)2
σ21
= 0. (4.59)
That is
z(r) = 2ρ
(r − μ1)
2σ1
± 1
2
√√√√(2ρ(r − μ1)
σ1
)2
− 4
(
2σ21 (κ1 − κ2)(1− ρ2) + ρ2(r − μ1)2
σ21
)
=
ρ(r − μ1)
σ1
± 1
2
√
−8(κ1 − κ2)(1− ρ2).
Substituting x2(r) in the previous equation, we have
x2(r) =
σ2ρ
σ1
r ± σ2
2
√
−8(κ1 − κ2)(1− ρ2)− σ2ρμ1σ1 + μ2. (4.60)
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Let m = σ2ρσ1 and η = ±
σ2
2
√−8(κ1 − κ2)(1− ρ2)− σ2ρμ1σ1 + μ2, then by (4.55) we have that
x ∗2 (r) =
⎧⎨
⎩mr + η if λ2(r) = 0,0 if λ2(r) > 0. (4.61)
In most of the models of mathematical optimization in economics, non-
negativity conditions are required. But sometimes it might be useful to consider
the non-negativity conditions separately or exclude them completly. If we consider
problem (4.49) without restricting x2 ≥ 0, the optimal decision policy is an affine
linear solution.
Corollary 4.37. Consider a simple version of the optimization problem (4.43) with x¯1 ≥ 0
fixed
min
(x¯1,x2)∈R×L2(R)
J(x1, x2)
s.t. − ϕˆ1(x1, x2) + p ≤ 0
x2 ∈ L2(R),
(4.62)
and let x ∗2 ∈ L2(R) be a solution. Assume that ξ ∼ N (μ,Σ) is a non-degenerate Gaussian
random vector. Then x ∗2 is an affine linear solution. Moreover, our infinite-dimensional
problem under dynamic joint probabilistic constraints (4.62) can be reduced to a numerically
tractable finite-dimensional static probabilistic constrained problem of the type (1.27).
Proof. Let x ∗2 ∈ L2(R) be a solution to problem (4.62). From Theorem 4.36, in par-
ticular from equation (4.61), we have that λ2(r) ≡ 0 (since we do not have non-
negativity condition for x2) so, x ∗2 = mr + η holds with m = ρ
σ2
σ1
. In this setting, our
infinite-dimensional problem can be reduced to a two-dimensional static probabilis-
tic constrained problem:
min
(x1,η)∈R2
c1x1 + c2
∫ ∞
0
gξ1(r) (mr + η) dr
s.t. P
(
Tξ ≤
[
x1
η
])
≥ p,
(4.63)
where T =
(
1 0
−m 1
)
and ν := Tξ ∼ N (Tμ, TΣTT) with
TΣTT =
(
σ21 0
0 σ22 (1− ρ)
)
.
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Corollary 4.38. Let (x∗1, x
∗
2 ) ∈ R × L2(R) be a solution to problem (4.62). Assume that
ξ ∼ N (μ,Σ) is a non-degenerate Gaussian random vector and let r ≤ x∗1 . Then the follow-
ing statements are satisfied:
1. x ∗2 (r) is a static decision rule if and only if ρ = 0.
2. If ρ > 0, then x ∗2 (r) has a positive slope.
3. If ρ < 0, then x ∗2 (r) has a negative slope.
4. If ρ → ±1, then the slope m → ± σ2σ1 .
Proof. The results follow from Theorem 4.36, Corollary 4.37 and the fact that stan-
dard deviation is positive.
4.7 Two-stage single hydro reservoir model in X
In this section, we consider a two-period model of a single water reservoir for hy-
droelectricity operation model with uncertain water inflow (4.7). We may think of
the two-stage model as consisting of a summer (t = 1) and a winter period (t = 2),
where there is uncertainty about the water inflow ξ1, ξ2 in both periods. We as-
sume that there is a one-to-one correspondence between water released in m3 and
electricity produced measured in kWh. The key economic question in hydro-power
management is: how much energy x1 should I convert at the beginning of summer,
without knowing how much precipitation will occur at the end of the summer ξ1,
and how much water l1 should be stored at the end of summer. Then, by consider-
ing the information of the past, how much water x2(ξ1) should one release in winter
with the uncertainty of how much water inflow ξ2 will occur during winter. The
sequence of decisions is
x1  ξ1  x2(ξ1) ξ2.
The operation of hydro-power is thus a dynamic one. Taking the information into
account, due to the successive realization of random inflows, we denote our release
policy as (x1, x2(ξ1)). Moreover, the technical and environmental constraints (4.5) for
the two-stage dynamic probabilistic constrained function can be explicitly given by
ϕ3(x, x ) := P(l∗ ≤ l0 + ξ1 − x ≤ l∗, l∗ ≤ l0 + ξ1 + ξ2 − x + x (ξ1) ≤ l∗), (4.64)
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with constants a = c = l∗ − l0 and b = d = l∗ − l0. The next corollary presents the
explicit partial derivatives for the case of the probability function in the hydro-power
reservoir (4.64), where we assume that ξ ∼ N2(μ,Σ).
Corollary 4.39. Consider the probability function defined in (4.64), where ξ is a non-
degenerate Gaussian random vector with mean μ = (μ1, μ2) and covariance matrix Σ. Then
the probability function (4.64) is (continuously) partially differentiable with respect to x at
any (x, x ) ∈ R× L2(R), and the following formula holds
∇x ϕ3(x, x )(u) = 1
2π
√|Σ| exp
(
− 1
2
( u− μ1
u + l∗ − l0 + x + x (u)− μ1 − μ2
)
Σ−1
( u− μ1
u + l∗ − l0 + x + x (u)− μ1 − μ2
))
1[l¯∗−l0+x,l∗−l0+x](u)
− 1
2π
√|Σ| exp
(
− 1
2
( u− μ1
u + l∗ − l0 + x + x (u)− μ1 − μ2
)
Σ−1
( u− μ1
u + l∗ − l0 + x + x (u)− μ1 − μ2
))
1[l∗−l0+x,l∗−l0+x](u). (4.65)
In addition, if x is continuous, then the probability function (4.64) is also partially dif-
ferentiable with respect to x , and its partial derivative is given by
∂ϕ3(x, x )
∂x
=
1
2π
√|Σ|
∫ l∗−l0+x+x (x)
l∗−l0+x+x (x)
exp
(
− 1
2
(
x1 − μ1, x1 + s− μ1 − μ2
)
Σ−1
( x1 − μ1
x1 + s− μ1 − μ2
))
ds.
Proof. First, let us notice that considering the random vector ξ˜ = (ξ1, ξ1 + ξ2), we
can write the probability function (4.64) in the form
P(l∗ ≤ l0 + ξ1 − x ≤ l∗, l∗ ≤ l0 + ξ˜2 − x + x1(ξ˜1) ≤ l∗), (4.66)
which coincides with the probability function (4.18). Consequently, by Observation
4.5.1 we notice that the random vector ξ˜ has covariance matrix
Σ˜−1 =
(
1 1
0 1
)
Σ−1
(
1 0
1 1
)
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and mean μ˜ = (μ1, μ1 + μ2). Then by applying Corollary 4.31 with the constants
a = c = l∗ − l0 and b = d = l∗ − l0 we get the result.
In order to study the two-stage single hydro reservoir model, an objective func-
tion has to be specified. Cost minimization or maximization of social welfare are
usually applied by social planners or policy makers in the energy sector as opposed
to the profit maximization of private investors [120, ch.10] and [79]. Theoretically,
when every private company tries to maximize its benefit, both central planning and
private perspective should lead to the same outcome under perfect market compe-
tition and without transmission constraints. However, real markets are seldom per-
fect. Nonetheless, the existence of market distortions, i.e. market power, together
with the deregulation of the energy market, do not mean that central planning has
become obsolete. On the contrary, the result of the maximization of welfare is com-
monly used as a benchmark for measuring the health of the system and for identify-
ing the required corrective actions to be accomplished by policy makers [67]. Thus,
we will consider two objective functions for the same probabilistic constraint (4.64).
For simplicity of the results, in the following, we set X = R× L2(S1).
4.7.1 Model for a producer
Firstly, we analyze the problem for the producer, which is to maximize the water
release in both stages, without emptying or flooding the reservoir. In this case, we
have a linear functional J1 : X → R and the model is represented by
max
(x1,x2)∈R×L2(R)
J1[x1, x2] := p1x1 + p2E (x2(ξ1))
s.t. P(l∗ ≤ l0 + ξ1 − x ≤ l∗, l∗ ≤ l0 + ξ1 + ξ2 − x + x (ξ1) ≤ l∗) ≥ p
x1, x2(ξ1) ≥ 0 P-almost surely.
(4.67)
The released water is used to sell hydro-electricity at prices (p1, p2), which are
assumed to be known in advance.
Numerical results for the producer problem
Here we illustrate the solutions to the two-stage hydro-power model for the pro-
ducer (4.67). For the subsequent numerical results, we employed a gradient-based
framework SQP (profiting from (4.65)) in MATLAB. For this model, we consider the
water reservoir problem with the following data:
120
l∗ = 1, l∗ = 16, l0 = 10, p = 0.9, p1 = 30 = p2
ξ ∼ N
(
(10, 10),
(
4 0
0 4
))
,
where the latter expression means that the random precipitation ξ = (ξ1, ξ2) has a
bivariate normal distribution with independent components, each of them having
mean 10 and variance 4 (or standard deviation 2).
First, we approximate x2(r) by a piecewise linear function xˆ2(r). Let I = [a, b] be
a given interval. We partition I by a mesh with [ci, ci+1] such that
xˆ2(r) :=
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
β1 + s1(r − c1) c1 ≤ r ≤ c2
β2 + s2(r − c2) c2 ≤ r ≤ c3
...
βn + sn(r − cn) cn ≤ r ≤ cn+1.
The producer’s problem (4.67) can be approximated by
min
(x1,s1,...,sn,β1,...,βn)∈R2n+1
− p1x1 − p2
∫ x1−l0+l∗
x1−l0+l∗
xˆ2(r)gξ1(r)dr
s.t. p−
∫ φ1(x1)
φ
1
(x1)
∫ φ˜2(x1,s1,...,sn,β1,...,βn)(r)
φ˜
2
(x1,s1,...,sn,β1,...,βn)(r)
gξ(r, s)dsdr ≤ 0
x1, xˆ2 ≥ 0 P-almost surely,
(4.68)
where gξ(r, s) is the joint Gaussian density and gξ1(r) is the marginal density and
the functions for the limits of the integrals are
φ1(x1) = l
∗ − l0 + x1, (4.69)
φ
1
(x1) = l∗ − l0 + x1,
ˆ˜φ2 (x1, s1, . . . , sn,m1, . . . ,mn) (r) = l∗ − l0 + x1 + xˆ2(r)− r,
ˆ˜φ2 (x1, s1, . . . , sn,m1, . . . ,mn) (r) = l∗ − l0 + x1 + xˆ2(r)− r.
Figure 4.3a illustrates the optimal decision policies x∗1 and x
∗
2 for the two-stage
hydro-power problem under the linear objective function of the producer. In this
case, x ∗2 corresponds to an affine linear function of the first-stage water inflow. With
a probability level p = 0.9 Figure 4.3b illustrates the corresponding water level l1 in
th first-stage (at the left side of the graph) and the corresponding level of water l2 in
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(A) Illustration of optimal second stage decision
for the producer with p = 0.9 and 11 pieces.
(B) Illustration of the corresponding water level
with 40 random inflow scenarios, from which
4/40 are not within the given (red) limits.
FIGURE 4.3
(A) Illustration of second stage decision
for the Producer with lower probability p = 0.75
and 11 pieces.
(B) Illustration of the corresponding water level
with 40 random inflow scenarios, from which
10/40 are not within the given limits.
FIGURE 4.4
the second-stage (at the right side). Exactly ten percent of the scenarios are outside
the given limits. Figure 4.4a illustrates the optimal decision policy x ∗2 when we lower
the probability level to p = 0.75, in this case, we get a higher profit J∗1 = 827 than in
Figure 4.3a. However, as figure 4.4b depicts, twenty five percent of the scenarios are
out of the given dead storage in l2. Lastly, Figure 4.5a and 4.6a depict the optimal
decision policy x ∗2 when prices are different. When p1 is higher, the optimal release
of the first stage x∗1 is much higher than in Figure 4.3a. Likewise, when p2 is higher,
as in Figure 4.6a, the optimal release of the second stage x ∗2 shifts upwards.
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(A) Illustration of second stage decision
for the Producer with different prices p1 = 50
p2 = 30, p = 0.9 and 11 pieces
(B) Illustration of the corresponding water level
with 40 random inflow scenarios, from which
4/40 are not within the given limits.
FIGURE 4.5
(A) Illustration of second stage decision for
the Producer with different prices
p1 = 30 and p2 = 40 , p = 0.9 and 11 pieces.
(B) Illustration of the corresponding water level
with 40 random inflow scenarios, from which
4/40 are not within the given (red) limits.
FIGURE 4.6
4.7.2 Model for a social planner
Secondly, we analyze the problem of a social planner or policy maker. In the case
of hydro-power, water inflow (rainfall or snow melting) is the only variable cost;
thus there are zero operating costs (marginal costs). Therefore, the minimizing costs
approach cannot be applied. This is why we focus on the maximization of the total
social welfare. The objective function J2 : X → R describes the social welfare. We
recall that the social welfare is defined as the sum of the consumer and producer
surplus. Consumer surplus is the difference between what consumers are willing
to pay and what they actually pay. Likewise, producer surplus is the difference
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between what the producer gets paid and the marginal costs of production. Since the
marginal costs are zero in hydro-power management, the social welfare is simplified
to the area under the inverse consumer demand function ρk(xk) for k = 1, 2. It is
further assumed that the inverse demand ρk is right-continuous and non-increasing
for all periods. The model for the social planner is given by
max
(x1,x2)∈R×L2(R)
J2[x1, x2] :=
∫ x1
0
ρ1(z)dz +E
[∫ x2(ξ1)
0
ρ2(z)dz
]
s.t. P(l∗ ≤ l0 + ξ1 − x ≤ l∗, l∗ ≤ l0 + ξ1 + ξ2 − x + x (ξ1) ≤ l∗) ≥ p
x1, x2(ξ1) ≥ 0 P-almost surely.
(4.70)
Both functions J1 and J2 are standard objective mappings in hydro-power eco-
nomics (see [67], [51, ch. 3]).
Properties of the Objective Function J2
For convenience, from now on, we will assume that
(A1) S1 is an open interval, and 0 < i1 := inf
x∈S1
gξ1(x) and s1 = sup
x∈S1
gξ1(x) < ∞.
1
(A2) For j = 1, 2 the prices are linear ρj(z) = mjz + nj and mj < 0 (satisfies the
economic law of diminishing demand).
Under the above assumptions, we have that the objective function of (4.70) is
J2[x1, x2] =
m1
2
x21 + n1x1 +
m2
2
E(x 22 (ξ)) + n2E(x2(ξ)). (4.71)
Next, we prove that under our assumptions (A1) and (A2), J2 is a concave map and
satisfies some coercive properties in X .
Proposition 4.40. The function J2 defined in (4.70) is concave, continuous over X , and
satisfies that
lim
‖x ‖→∞
J2(x ) = −∞. (4.72)
1Under our assumption (A1), the random vector ξ, which represents the random inflow of water
behaves like a truncated Gaussian distribution, since it is unrealistic to believe that for any amount of
water, the probability of raining more than this amount is positive.
124
Proof. First we notice that J2 can be rewritten as
J2[x1, x2] =
m1
2
x21 + n1x1 +
m2
2
E(x 22 (ξ)) + n2E(x2(ξ)) (4.73)
=
m1
2
x21 + n1x1 +
m2
2
∫
S1
x 22 (x)gξ1(x)dx + n2
∫
S1
x2(x)gξ1(x)dx. (4.74)
Thus, (4.74) implies that J is concave due to the fact that mj < 0. Moreover, it is easy
to see that all the terms in (4.74) are continuous with the exception of the expression
m2
2
∫
S1
x 22 (x)gξ1(x)dx. However, we have the following inequality
m2
2
s1
∫
S1
x 22 (x)dx, ≤
m2
2
∫
S1
x 22 (x)gx1(x)dx ≤
m2
2
i1
∫
S1
x 22 (x)dx, (4.75)
where the terms i1 and s1 are defined in (A1). This implies that J is bounded from
below (by a continuous concave function), which yields the continuity of the entire
function J2. Now, using Cauchy-Schwarz’s inequality, we obtain the inequality
n2
∫
S1
x2(x)gx1(x)dx ≤ |n2|λ(S1)1/2s1/21
⎛
⎝∫
S1
x 22 (x)dx
⎞
⎠
1/2
, (4.76)
where λ(·) denotes the Lebesgue measure. Consequently, using (4.75) and (4.76) we
get
J[x1, x2] ≤ (m12 |x1|+ |n1|)|x1|+
⎛
⎜⎝m22 i1
⎛
⎝∫
S1
x 22 (x)dx
⎞
⎠
1/2
+ |n2|s1/21
⎞
⎟⎠
⎛
⎝∫
S1
x 22 (x)dx
⎞
⎠
1/2
.
(4.77)
Now, we recall that m1 < 0 and m2 < 0, such that m12 |x1|+ |n1| < 0 holds for large
enough x1. Similarly one can show that the inequality
m2
2
i1
⎛
⎝∫
S1
x 22 (x)dx
⎞
⎠
1/2
+ |n2|s1/21 < 0,
if the norm of x2 is large enough. Consequently, taking the limits in (4.77) we get
(4.72).
Remark 4.41. We would like to prove the existence of a solution to both models of
producer and social planner of a hydro-power. To this end, we would like to use the
direct method exposed in Proposition 4.4. Although both objective functions have
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nice properties, this is not possible, since recalling from Theorem 4.17, our feasible
set M(p) := {(x1, x2) ∈ X : ϕ3(x1, x2) ≥ p} is not weakly sequentially closed.
Instead, taking advantage of the explicit partial derivatives of ϕ3 given in Corollary
4.39, we provide numerical results for both models (4.67) and (4.70).
Numerical results for the social planner problem
Here, we illustrate the solutions to the two-stage hydro-power model for the social
planner. For the subsequent numerical results, we have employed a gradient-based
framework SQP (profiting from (4.65)) in MATLAB. We consider the water reservoir
problem with the data:
l∗ = 1, l∗ = 15, l0 = 10, p = 0.9,m1 = −1 = m2, n1 = 30 = n2,
ξ ∼ N
(
(10, 10),
(
4 0
0 4
))
.
The social planner optimization problem (4.70) can be approximated by the
finite-dimensional problem given by
min
(x1,s1,...,sn ,β1,...,βn)∈R2n+1
x21
2
− n1x1 + 12
∫ x1−l0+l∗
x1−l0+l∗
xˆ22(r)qξ1(r)dr − n2
∫ x1−l0+l∗
x1−l0+l∗
xˆ2(r)gξ1(r)dr
s.t. p−
∫ φ1(x1)
φ
1
(x1)
∫ φ˜2(x1,s1,...,sn ,β1,...,βn)(r)
φ˜
2
(x1,s1,...,sn ,β1,...,βn)(r)
gξ(r, s)dsdr ≤ 0
x1, xˆ2 ≥ 0 P− almost surely.
(4.78)
(A) Illustration of optimal second stage decision
for social planner with p = 0.9 and equal prices.
(B) llustration of corresponding water level with
40 random inflow scenarios, from which 3/40 are
not within the given dead storage limit.
FIGURE 4.7
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(A) Illustration of optimal second stage decision
for social planner with p = 0.8 and equal prices.
(B) llustration of corresponding water level with
40 random inflow scenarios, from which 8/40 are
not within the given limits.
FIGURE 4.8
(A) Illustration of second stage decision with
p = 0.9 and different price weights for each
stage m1 = 30 < 50 = m2.
(B) Illustration of the water level with 40 random
inflow scenarios, from which 2/40 are not within
the given limits (in red) in second stage.
FIGURE 4.9
Figure 4.7a-4.10a illustrate the optimal decision policies of the first x∗1 and second
stage x ∗2 for the two-stage hydro-power problem under the nonlinear objective func-
tion of the social planner. For different indicated parameters, x ∗2 corresponds to an
affine linear function, similarly to the solution of the one-side Baker’s model (4.62).
4.8 Two-stage single hydro reservoir model in X 1
For the simplicity of our results, during this section, we set X 1 = R × W1,2(S1).
Consider the following optimization model for the social planner, where we add an
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(A) Illustration of second stage decision with
p = 0.9 and different price weights for each
stage m1 = 50 > 30 = m2.
(B) Illustration of the water level with 40 random
inflow scenarios, from which 3/40 are not within
the given limits (in red) in second stage.
FIGURE 4.10
additional constraint to our optimization model (4.7). Now we consider a constraint
of the variation of the control x2 under change of the random vector ξ1. Under this
model with bounded variation on X 1, from the mathematical point of view, we have
transformed our optimization problem into a minimum norm control problem in a
Sobolev space.
max
(x1,x2)∈X 1
J2[x1, x2]
s.t. (x1, x2) ∈M1(p),
x1 ≥ 0, and x2 ≥ 0, Pa.s.
x2 ∈ V(b),
(Pb)
where V(b) := {x ∈ W1,2(S1) :
∫
S1
|x ′(s)|2ds ≤ b} is the set of policies with bounded
variation.
4.8.1 Solution on X 1
Let us establish the following lemma.
Lemma 4.42. Consider the function f : X 1 → R ∪ {+∞} defined by
f (x1, x2) =
{
−J2[x1, x2] if x2 ∈ V(b)
+∞ if x2 /∈ V(b).
(4.79)
Then f is convex, lower semi-continuous and satisfies
lim
‖x ‖→+∞
f (x ) = +∞. (4.80)
128
Proof. Using Proposition 4.40 and the fact that V(b) is closed and convex, we can see
that f is convex and lower semi-continuous over X 1.
Now, let us prove (4.80). Consider a sequence (x1,n, x2,n) ∈ X 1 such that
‖(x1,n, x2,n)‖X 1 → +∞,
then for large enough n, x2,n ∈ V(b) (otherwise f (xn) = ∞ for an infinite number of
n, and (4.80) holds trivially). The last implies that necessarily ‖xn‖X → +∞, and by
Theorem 4.40 we have that (4.80) holds.
Lemma 4.43. The sets V(b) and {x ∈ X 1 : x ≥ 0, a.s.} are weakly-closed.
Proof. These sets are convex and closed with respect to the norm. Then, using the
fact that X 1 is a Banach space (actually a Hilbert space) and [29, Theorem 3.7] we
have that these sets are weakly-closed.
Theorem 4.44. Let b ≥ 0. If the problem (Pb) is feasible, then it admits a solution.
Proof. Let us notice that we can write the problem (Pb) as a minimization problem of
the following form
min
C
f , (4.81)
where f is defined in (4.79) and C is the set of all (x1, x2) ∈ X 1 such that x1, x (ξ1) ≥ 0
P-a.s. and x ∈M1(p).
Now, consider a minimizing sequence (x1,n, x2,n) ⊂ X 1 of the problem (4.81).
Since the problem is feasible, we can assume that x2,n ∈ V(b) ∩ C, and by (4.80)
we have that (x1,n, x2,n) must be bounded. Then, by the reflexivity of the space X 1,
there is a subsequence (x1,nk , x2,nk) that converges weakly to (x1, x2). Then by Lemma
4.43, x1, x2 ≥ 0 a.s. and x1, x2 ∈ V(b). Moreover, by Proposition 4.13 we have that
x ∈ M1(p). Finally, by Lemma 4.42 we have that minC f ≤ f (x ) ≤ lim inf f (xn) =
minC f , concluding the proof.
Remark 4.45. Our proof is analogous to the proof of Proposition 4.4, which we could
have alternatively used. But we wanted to explicitly show two important points:
Firstly,M1(p) is sequentially weakly continuous, and secondly, that x2 ∈ V(b) such
that the norm ||x2||W1,2 is bounded.
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Chapter 5
Conclusion
The main contributions of the thesis address the theoretical analysis, modeling and
numerical treatment of two major novel topics in connection with probabilistic con-
straints: the recently defined family of probust constraints and dynamic probabilistic
constraints.
The first two chapters offer an overview of classical approaches to solving op-
timization problems under uncertainty. We put substantial focus to probabilistic
constraints. In chapter 2 we examine two algorithms for dealing with optimization
problems under joint (linear and nonlinear) probabilistic constraints. For nonlin-
ear probabilistic constraints with a Gaussian or Gaussian-like underlying stochastic
vector, we exploit the spherical radial decomposition. Although this decomposi-
tion is widely used and known, for the sake of completeness, we provide our own
proof. Moreover, in [140] a gradient formula is derived for a non-linear probability
function, while in [141] (sub)-gradient formulae are derived for the case of multiple
constraints with a fixed index set.
In chapter 3 we introduce probust functions for optimization problems having
stochastic and non-stochastic uncertain parameters. A convenient combination with
ideas from robust optimization then leads to probust constraints, i.e., probability
functions acting on generalized semi-infinite inequality systems.
Moreover, we model and solve two problems from the viewpoint of a gas net-
work operator. The methodology used in both problems is to first solve the robust
counterpart of the inner robust problem of (3.5). We first obtain an analytical worst-
case solution, which allows us to turn the infinite inequalities system of the probust
constraint into a traditional joint probabilistic constraint (with a finite number of in-
equalities). In this way, we can solve the problem algorithmically using the spheric-
radial decomposition.
In both of the applications, we assumed that we work with tree-structured gas
networks, which helped us to analytically identify the inner worst-case solution. In
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the presence of cycles, there is an implicit relation for the feasible loads and one
cannot identify the worst-case solution analytically. In general, one cannot identify
the worst-case solution; in [143] the authors employ tools from variational analysis
to get the (sub)-gradient formulae for probust functions with an uncertainty set.
Regarding energy management applications, we know that in a day-ahead mar-
ket, we cannot react to the information revealed by the realizations of random vec-
tors. In this case, when faced with optimization problems under uncertainty, we can
make use of the static joint probabilistic constraints. However, for time-dependent
energy problems, which take place in longer time periods, one should benefit again
from the information flow acquired. In this case, one can make use of dynamic prob-
abilistic constraints.
In chapter 4 we present the dynamic joint probabilistic constraints and prove
novel structural results. The aim of our project was to generalize the results of struc-
tural analysis from the static probabilistic constraints to the dynamic one. This is
important when decisions are time-dependent and when we can react on past obser-
vations. We studied the continuity and differentiability of the dynamic probability
function. Strong and weak semicontinuity results are provided for the general case
depending on whether policies are supposed to be in the Lp or W1,p spaces.
For a simple two-stage model, verifiable conditions for Lipschitz continuity and
differentiability of this probability function are derived and endowed with explicit
derivative formulae. This is of importance for an efficient solution of dynamic prob-
abilistic constrained problems via numerical optimization.
Furthermore, we proved the non-convexity of the feasible set of decisions in-
duced by a dynamic probability function in the Lp space.
In addition, we introduced the so-called Baker’s dynamic problem and provided
the necessary optimality conditions under a two-stage dynamic probabilistic func-
tion in L2. For the two-stage hydro-power optimization problem (from the view-
point of a social planner) in W1,2 we were able to prove the existence of a solution.
Finally, numerical results are illustrated for the solution of a two-stage hydro power
model in L2. In these numerical results, the second-stage optimal release policy is
an affine function of the first-stage water inflow, for the linear objective of the pro-
ducer’s model and even for the non-linear objective of the social planner’s model.
5.1 Future Work
The aim of future work is to further generalize the theoretical analysis of dynamic
probabilistic constraints and to apply them in energy economic models.
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Driven by structural and existence results for optimization problems with dy-
namic joint probabilistic constraints in W1,2, we would like to further investigate
necessary conditions of problem Pb and provide numerical solutions. In the context
of hydro-power optimization, we already have explicit solutions for the two-stage
hydropower dynamic probability functions. We would like to come up with KKT
conditions for this problem (analogous to Theorem 4.36).
After generalizing the structural analysis from the static to the dynamic one,
it would also be important to develop the stability analysis in the dynamic case.
When formulating a stochastic optimization model, one tacitly assumes an under-
lying probability distribution to be given. In practical situations, however, this is
rarely the case. One has to deal with incomplete information and approximations.
This circumstance has motivated the stability analysis for optimal values and opti-
mal solutions to stochastic programs with respect to perturbations of the underlying
probability distributions, like in [115]. A way of treating the convergence of solu-
tions for an optimization problem with static probabilistic constraints is done, for
example, in [73].
After providing necessary and sufficient optimality conditions to problem Pb,
one could analyze an economic question of importance: is it possible that weather
uncertainty creates distinct opportunities for exercising market power under an
oligopoly market structure? Market power is typically exercised by a reallocation
of release of water between periods compared with what would be the socially de-
sired release policy. Measuring the existence of market power by comparing price
and marginal costs does not work for hydropower because variable cost is zero. The
relevant variable cost is the opportunity cost of water; however, this is an expected
variable and not directly observable. This problem is of importance and has been
studied under the expected model in economic publications [67, 51].
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