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Avant-propos
Ce travail est le fruit d’une collaboration entre le Département Électromagnétisme et Radar
(DEMR) de l’Office National d’Études et de Recherches Aérospatiales (ONERA) et du Groupe
de Recherche en Électromagnétisme (GRE) du LAboratoire PLAsma et Conversion d’Énergie
(LAPLACE). Il a été subventionné par la Direction Générale de l’Armement (DGA) et par
l’ONERA grâce à l’obtention d’une bourse de doctorat DGA/ONERA.

Nomenclature
E Champ électrique en V.m−1 — E ∈ R3 = {Ex, Ey, Ez}
H Champ magnétique en A.m−1 — H ∈ R3 = {Hx, Hy, Hz}
∇ Opérateur différentiel — ∇ ∈ R3 = { ∂∂x , ∂∂y , ∂∂z}
ε Permittivité électrique en F.m−1
ε0 Permittivité électrique du vide égale à 136pi109 F.m
−1
εr Permittivité relative sans unité
µ Perméabilité magnétique en H.m−1
µ0 Perméabilité magnétique du vide égale à 4pi107 H.m−1
µr Perméabilité relative sans unité
σ Conductivité électrique en S.m−1
σ∗ Conductivité magnétique équivalente en Ω.m−1
f Fréquence en Hz
c Vitesse de la lumière dans le vide égale à 299792458 m.s−1
λ Longueur d’onde en m telle que λ = cf
={s} Partie imaginaire d’un nombre complexe s
<{s} Partie réelle d’un nombre complexe s
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Introduction
Les travaux de thèse développés dans ce manuscrit ont été réalisés au Département Électro-
magnétisme et Radar (DEMR) de l’Office National d’Études et de Recherches Aérospatiales
(ONERA). Ils sont une contribution à la modélisation du rayonnement d’antennes basses
fréquences en présence de sol et d’environnements réalistes, différents de l’environnement ca-
nonique qui est généralement considéré.
La bande spectrale regroupant les fréquences allant de 30 kHz à 300 kHz a été définie
et nommée Low Frequency (LF) par l’Union Internationale des Télécommunications. Les an-
tennes émettant dans le spectre des fréquences basses et communément utilisées en télécom-
munications sont généralement des antennes de type filaire. Ces dernières sont constituées d’élé-
ments rayonnants et d’un plan de masse plus ou moins grand. John S. Belrose a constaté [74]
que de fortes contraintes telles que le type de sol, les éléments électroniques et l’environnement
proche, influent sur le rayonnement du champ électromagnétique.
Les grandes longueurs d’onde imposent des structures antennaires de grande taille et donc
coûteuses. Les techniques de modélisation se sont développées considérablement depuis l’avène-
ment de l’ère informatique. Ces dernières rendent de mieux en mieux compte des phénomènes
multi-physiques pouvant intervenir, cependant toutes les caractéristiques présentes ne peuvent
pas être modélisées. Plusieurs outils ont été adaptés pour simuler le cas canonique du sol
plan et homogène. Les Équations Intégrales spécifiques permettent d’obtenir le champ électro-
magnétique proche en présence de sol plan stratifié et les formules approchées de Norton et
DeMinco rendent compte de la propagation lointaine du champ sur un sol plan ou sphérique.
Dans une précédente étude, Besma Larbi [50] a utilisé la méthode TLM (Transmission Line
Matrix), pour modéliser le comportement de plusieurs structures d’antennes filaires basses fré-
quences en présence de sol, dont des exemples sont l’antenne en T, l’antenne en L et l’antenne
en forme de parapluie. L’analyse électromagnétique qui a été réalisée sur ces types d’antennes
se situe dans le cadre canonique du sol plan homogène, elle ne prend pas en compte l’envi-
ronnement. Plus récemment, Renaud CUGGIA [20] a poursuivi les travaux de Besma Larbi
et a ajouté de nouveaux composants électroniques (isolateurs) dans la simulation. Dans ces
travaux, les effets de l’environnement naturel sur les performances de l’antenne ne sont pas
abordés.
Dans ces deux thèses, des systèmes antennaires basses fréquences ont été simulés et des
modèles supplémentaires ont été apportés aux systèmes électroniques mais les éléments natu-
rels entourant les antennes filaires n’ont pas été pris en compte. Il est intéressant d’en étudier
quelques uns, de constater leur impact sur les caractéristiques de l’antenne et d’explorer com-
ment en tirer éventuellement profit pour la propagation du champ électromagnétique.
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INTRODUCTION
Les travaux de Thomas S. M MacLean [55] permettent de prévoir la propagation du champ
électromagnétique au-dessus d’un sol présentant du relief et des ruptures de milieu grâce à des
approximations propres aux champs lointains. Toutefois, ils ne permettent pas de considérer la
présence d’éléments naturels à la surface du sol ou enfouis au voisinage de l’antenne. De plus
la propagation étant faite en deux dimensions, ils ne prennent pas en compte la topographie
3D de la scène étudiée.
C’est dans ce contexte que ce travail de thèse a été entrepris. Le rayonnement électromagné-
tique d’antennes filaires basses fréquences en présence du sol plan et d’environnements plus
réalistes en zone proche puis lointaine a été modélisé afin d’observer les effets sur la propaga-
tion, ce qui a été l’objectif majeur de cette thèse.
La démarche a consisté dans un premier temps à simuler le comportement de ces an-
tennes, c’est-à-dire les propriétés électromagnétiques ainsi que la propagation lorsqu’elles sont
en présence d’environnements particuliers (forêt, colline, nappe phréatique, ...). Pour cela une
méthode numérique volumique est nécessaire et parmi les choix disponibles la méthode des
différences finies dans le domaine temporel (Finite-Difference in Time Domain) en 3D a été
retenue. Le programme FDTD-3D choisi nommé ALICE est codé en FORTRAN et disponible
à l’ONERA. Il a fallu tout d’abord s’assurer que les modèles implémentés étaient parfaitement
adaptés à notre problème, la simulation d’antennes filaires basses fréquences en présence de
sol pour ensuite ajouter les éléments naturels dans la zone proche.
Dans un second temps, le calcul de propagation a été repris dans le cadre du sol plan
infini, ce qui fut le problème posé et résolu par Sommerfeld. Les valeurs précises du champ
électromagnétique en fonction de la distance et du type de sol ont été déterminées par une
intégration numérique puis comparées à celles calculées asymptotiquement par les méthodes
approchées de Norton.
Le dernier axe a été la création et l’exploitation d’une d’hybridation numérique des deux
étapes précédentes afin de pouvoir simuler une perturbation naturelle (forêt, colline, nappe
phréatique, ...) en zone lointaine.
Plan du manuscrit
Le manuscrit présente l’essentiel des travaux réalisés pendant ces trois années de thèse de
doctorat.
Le Chapitre 0 présente le contexte général de cette étude. Pour ce faire, le spectre des
fréquences basses est évoqué ainsi que les différentes antennes utilisées pour les transmissions
de données. Après avoir fait part des difficultés que ces structures présentent, les méthodes
asymptotiques et numériques principalement employées dans la communauté électromagné-
tique sont présentées et analysées.
Le Chapitre 1 décrit le fonctionnement de la méthode numérique des Différences-Finies
dans le Domaine Temporel (FDTD) d’abord dans le cas général, puis dans le cas des antennes
filaires aux fréquences considérées. Les difficultés rencontrées lors de la simulation du rayon-
nement d’antennes filaires basses fréquences sont décrites. Les solutions pour y remédier sont
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présentées et validées par la comparaison des résultats de simulations issus de méthodes alter-
natives pour plusieurs types d’antennes basses fréquences (BF) en présence ou non de sol.
Dans le Chapitre 2 sont recensés plusieurs éléments naturels qui caractérisent l’envi-
ronnement. Certains de ces éléments ont été introduits dans la zone de rayonnement proche
d’antennes basses fréquences construites sur un sol. Leurs effets sur la propagation du champ
életromagnétique proche de la surface sont ainsi mis en exergue.
Le but du Chapitre 3 est de reprendre l’étude de la propagation du champ électromagné-
tique rayonné par un dipôle infinitésimal électrique et vertical situé au-dessus d’un sol plan.
En travaillant sur la composante verticale du champ électrique Ez, le terme d’onde de sol
est identifié sous la forme d’une intégrale sur l’axe des réels positifs. Après avoir étudié cette
dernière par l’intermédiaire d’intégrations numériques, un algorithme adaptatif d’intégration
est développé afin de s’assurer d’un bon compromis entre le temps de calcul et la précision
numérique. Enfin, les résultats obtenus par cet algorithme "NISP" sont comparés à ceux ob-
tenus par d’autres méthodes (Équations Intégrales, FDTD, formules approchées de Norton)
pour plusieurs types de sol afin d’établir leurs domaines de validité respectifs.
Le Chapitre 4 reprend les éléments naturels étudiés en zone proche dans le Chapitre 2 et
décrit les simulations réalisées en champ lointain grâce à l’algorithme d’intégration numérique
développé au chapitre 3. Une méthode hybride NISP/FDTD-3D est développée, testée et enfin
les résultats sont validés par comparaison entre plusieurs méthodes dans les zones communes
de validité. L’hybridation est alors utilisée pour évaluer des cartographies de champ électrique
dans la zone entourant les éléments naturels situés à plusieurs dizaines de kilomètres de la
source dipolaire infinitésimale.
Enfin, les perspectives de ce travail sont évoquées dans la conclusion générale.
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Chapitre 0
Présentation générale
Dans ce chapitre, nous proposons une introduction générale sur le domaine des basses
fréquences et les antennes utilisées pour émettre dans cette partie du spectre. Nous présentons
aussi quelques méthodes, analytiques ou numériques, qui sont utilisées pour prévoir la
propagation du champ électromagnétique au-dessus d’un sol. Nous n’entrerons pas dans les
détails dans ce chapitre, le but principal est de donner une vue d’ensemble de ce qui existe
dans le domaine des antennes basses fréquences et du rayonnement électromagnétique en
présence de sol.
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0.1 Les antennes basses fréquences
0.1.1 Les basses fréquences
Afin de le normaliser, le spectre des radiofréquences a été divisé en plusieurs bandes par
l’ITU dont la partie basse est réprésentée sur la figure 1, avec les longueurs d’onde correspon-
dantes et développée dans le tableau 1.
ELF SLF ULF VLF LF MF
Fre´quence
Longueur d’onde
3 Hz 30 Hz 300 Hz 3 kHz 30 kHz 300 kHz 3 MHz
100 Mm 10 Mm 1 Mm 100 km 10 km 1 km 100 m
Figure 1 – Représentation du spectre des radiofréquences basses défini par l’ITU [41].
La première chose que l’on remarque est l’ordre de grandeur de la longueur d’onde pouvant
aller de 1 km en bande LF à 100 000 km pour la bande ELF. Si dans ces conditions les
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Acronyme Nom de la bande Longueurs d’onde
ELF Extremely Low Frequency 100 000 km à 10 000 km
SLF Super Low Frequency 10 000 km à 1 000 km
ULF Ultra Low Frequency 1 000 km à 100 km
VLF Very Low Frequency 100 km à 10 km
LF Low Frequency 10 km à 1 km
MF Medium Frequency 1 km à 100 m
Table 1 – Spectre RadioFréquence
gains des antennes sont très faibles, les grandes longueurs d’onde ont l’avantage de permettre
la propagation transhorizon. En plus d’une facilité à suivre la courbure de la Terre comme
schématisée sur la figure 2, la couche supérieure de l’atmosphère, l’ionosphère permet une
réflexion de l’onde incidente pour une propagation par bonds successifs.
TERRE
IONOSPHE`RE
Figure 2 – Propagation du champ électromagnétique basses fréquences guidée entre la Terre
et l’ionosphère.
Pour bien se rendre compte des échelles, une chaîne de montagnes peut être vue comme
une simple rugosité de surface par l’onde incidente basse fréquence.
D’autre part en considérant des milieux tels que la mer ou l’océan, la profondeur à laquelle
le signal s’atténue de la valeur 1/e, aussi appelée l’épaisseur de peau δ, donnée par l’équation (1)
est grande (dans la bande ELF par exemple) et permet plus facilement les communications
sous-marines, inefficaces aux plus hautes fréquences.
δ =
√
1
piµ0σmerf0
(1)
où µ0 est la perméabilité magnétique du vide, σmer la conductivité électrique de la mer et
f0 la fréquence de la source considérée.
0.1.2 Systèmes antennaires utilisés en télécommunications
Ici le développement est restreint à la bande de fréquences LF qui commence à 30 KHz jus-
qu’à 300 KHz. Celle-ci est très utilisée en télécommunication et plusieurs types d’antennes sont
utilisés pour émettre. Étant donné que les longueurs d’onde λ sont supérieures au kilomètre,
il est quasi-impossible d’imaginer un système antennaire simple de hauteur λ/4. Quelques
architectures sont décrites dans la suite mais cette liste est non exhaustive [74].
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Antenne en L inversé
Des antennes en forme de "L inversé" sont utilisées, comme sur la figure 3(a). Celles-ci sont
composées de deux parties : un fil vertical court qui est l’élément rayonnant et un fil horizontal
capacitif qui sert à accorder l’impédance d’entrée. L’alimentation est située à la base du fil
vertical, proche du plan de masse.
(a) (b)
Figure 3 – Représentation d’une antenne en L inversé idéale 3(a) et du modèle réel 3(b).
La figure 3(a) représente une antenne en L inversé idéale, c’est un modèle très théorique
car le fil horizontal ne peut pas être maintenu en l’air. Pour cela le fil est rattaché à un autre
mât ou pylône grâce à un isolateur, de couleur marron sur la figure 3(b). Cet élément ainsi
que la tour auront une faible incidence sur l’impédance d’entrée de l’antenne [20].
Antenne en T
(a) (b)
Figure 4 – Représentation d’une antenne en T idéale 4(a) et du modèle réel 4(b)
Pour l’antenne précédente, le fil horizontal est très long. Sa dimension est réduite en mo-
difiant la géométrie de l’antenne. Elle aura alors une forme de T, représentée idéalement sur
la figure 4(a) et le modèle réel est visible sur la figure 4(b). L’alimentation est, comme pour
l’antenne en L, située à la base du fil vertical. À noter qu’au lieu d’avoir de simples fils, il est
possible de rencontrer des variantes avec plusieurs fils qui forment des nappes rayonnantes.
Antenne parapluie
Lorsque le nombre de fils horizontaux de l’antenne en T est augmenté et qu’ils sont fixés
au sol, la forme de l’antenne rappelle celle d’un parapluie. Il faut alors multiplier le nombre
d’isolateurs afin de maintenir tous les fils en l’air. Un exemple connu d’antenne LF constituée
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de trois antennes parapluies est l’antenne Goliath, utilisée par les Allemands durant la Seconde
Guerre Mondiale.
(a) (b)
Figure 5 – Représentation d’une antenne parapluie idéale 5(a) et du modèle réel 5(b)
Autres géométries
Il est aussi possible de rencontrer des antennes qui ont des structures de type diamant,
comme celle représentée sur la figure 6, où quatre pylônes portent la structure rayonnante.
Figure 6 – Représentation d’une antenne en diamant consituée de quatre pylônes.
0.1.3 Caractéristiques des antennes basses fréquences
Ces antennes sont caractérisées par une bande passante très étroite et des circuits d’adap-
tation très importants. Afin de les isoler de l’influence du sol, toutes les antennes citées ont
la particularité d’avoir un plan de masse qui est lui aussi de grande taille. Plusieurs caracté-
ristiques de ce dernier peuvent être conjointement modifiées : sa position et son agencement.
Il est possible de l’enterrer ou bien de le placer au-dessus du sol et l’utilisateur peut choisir
de le mettre en étoile avec des fils obliques autour de l’alimentation ou bien alors une plaque
(grille) métallique de grande taille est construite. Il faut que la dimension du plan de masse
soit conséquente afin que le sol interfère peu avec le rayonnement. Les simulations réalisées
sur plusieurs types d’antennes avec l’outil FEKO ont montré qu’il est nécessaire de prendre
en compte un nombre important de longs fils obliques (plusieurs dizaines). Ces derniers sont
très minces par rapport aux longueurs d’onde observées, ils ont un rayon typique de 0.5 cm.
22
0.1. LES ANTENNES BASSES FRÉQUENCES
Quant à la plaque métallique, ses dimensions doivent au moins être égales à λ/4 et c’est ce
modèle qui est utilisé dans la suite du manuscrit.
Compte tenu de la taille des systèmes antennaires basses fréquences, il est impossible
d’envisager l’utilisation de prototype de taille réelle avant l’implantation de l’antenne finale. Il
est toutefois envisageable de transposer la géométrie à de plus hautes fréquences et d’utiliser
un modèle à échelle réduite. Cependant, les caractéristiques diélectriques des éléments qui
entourent l’antenne doivent aussi être modifiées avant qu’ils soient ajoutés sur la maquette.
Pour toutes ces raisons, l’utilisation de simulations numériques est aujourd’hui préférée à cette
méthode de réduction d’échelle.
0.1.4 Simulations numériques d’antennes basses fréquences
Depuis plusieurs dizaines d’années des méthodes numériques généralistes en électromagné-
tisme ont été développées. Les principales d’entre elles qui pourraient s’adapter à notre pro-
blème sont citées ci-après.
Principales méthodes mumériques en électromagnétisme
Les trois principales méthodes — temporelles et fréquentielles — employées par la commu-
nauté électromagnétique sont décrites dans cette section, pour certaines des codes industriels
sont disponibles.
Méthode des Moments (MoM)
La Méthode des Moments (ou méthode des intégrales de frontières) consiste à résoudre
essentiellement dans le domaine fréquentiel les équations de Maxwell sous leur forme inté-
grale [33]. Après résolution d’un système linéaire exprimé par une matrice impédance reliant
les courants à la source électromagnétique, les courants exprimés sur les objets diffractant
rayonnent et permettent d’obtenir le champ électromagnétique en tout point de l’espace. Tou-
tefois, la taille et donc le temps de construction de la matrice dépendent du milieu, ce qui peut
être pénalisant selon le cas étudié. Différents codes commerciaux appartenant à cette famille
de méthode sont disponibles, comme le code NEC [13] ou bien FEKO [46]. De plus, il n’est
pas possible de considérer les hétérogénéités comme par exemple une forêt à la surface d’un
sol plan, cependant il existe une variante où l’objet est placé sur un milieu plan stratifié.
Les Éléments Finis
La méthode des Éléments Finis permet de trouver une approximation de la solution des
équations aux dérivées partielles de Maxwell dans le domaine fréquentiel [43]. Les objets de
formes complexes et très hétérogènes sont facilement maillés et simulés, des conditions aux
limites doivent en revanche être utilisées avant de simuler le rayonnement en espace libre. Un
code commercial parmi les plus connus qui emploie cette méthode est HFSS.
Les méthodes numériques temporelles
Parmi les méthodes numériques temporelles, deux sont principalement utilisées dans la
littérature : Finite-Difference in Time-Domain (FDTD) et plus récemment la méthode Trans-
mission-Line Matrix (TLM).
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– FDTD : La méthode des Différences Finies dans le Domaine Temporel permet de connaître
les valeurs des champs électriques et magnétiques dans un volume parallélépipédique à
mailler. Avec le schéma de Yee, les opérateurs spatiaux et temporels sont approximés par
le schéma des différences finies centrées à l’ordre deux. Le maillage spatial est créé selon
la cellule élémentaire cubique et le processus temporel suit le schéma dit de leap-frog.
Le code EMPIRE XCcel est un exemple de code FDTD industriel, il est développé par
IMST GmbH [40].
– TLM : Contrairement à la FDTD, la méthode des matrices de lignes de transmission
permet d’exprimer les champs électrique et magnétique aux mêmes points du maillage.
Elle fait une analogie entre la propagation du champ électromagnétique dans un milieu
et la propagation du couple courant/tension dans une ligne de transmission chargée par
des éléments localisés.
Un des principaux avantages des méthodes dans le domaine temporel est leur caractère
large bande avec l’obtention du spectre fréquentiel par simple transformée de Fourier. Un
autre avantage est que la complexité du calcul, pour la FDTD en O(N) où N est le nombre
d’inconnus, permet de traiter des cas de grandes dimensions.
Études réalisées précédemment
On trouve dans la littérature des résultats de simulations d’antennes basses fréquences avec
la Méthode des Moments et plus précisément le code NEC [14, 26, 44]. Dans des études récentes,
plusieurs modèles d’antennes ont été étudiés numériquement dans les thèses de Larbi [50] et
Cuggia [20] avec la TLM. Dans la première, Larbi développe un modèle de fil mince pour
la TLM et l’utilise pour étudier plusieurs types d’antennes basses fréquences en présence
de différents sols. Dans la seconde, Cuggia reprend les modèles développés par Larbi et les
complexifie en y ajoutant les isolateurs et les structures porteuses métalliques.
0.2 Propagation électromagnétique au-dessus d’un sol
Prédire par le calcul la valeur du champ électromagnétique au-dessus d’un sol en connais-
sant la forme de la source n’est pas un sujet nouveau. Il faut remonter au début du XXième
siècle et évoquer les travaux de Zenneck [101], de Sommerfeld [75] et surtout ceux de Nor-
ton [63, 64, 65]. De nos jours, la propagation électromagnétique au-dessus d’un sol plan à pertes
est toujours un enjeu important comme le montrent certaines publications récentes [12, 29, 99].
0.2.1 Mesures et formules analytiques
Norton a étudié l’onde de sol dans le cas d’un dipôle électrique vertical, horizontal et d’une
boucle dans [63, 65]. Il a comparé les résultats obtenus avec des mesures expérimentales et a
développé la fonction d’atténuation F du sol sur des abaques, dans plusieurs cas. Grâce à ceci,
le champ électrique à n’importe quelle distance r sera déduit à partir de sa valeur au point r0.
DeMinco poursuit les travaux de Norton dans [25] et explique comment prédire la valeur de
l’amplitude du champ électrique à la distance r, à partir de la valeur E0 connue à la distance
r0 de la source au-dessus d’un sol de conductivité σ et de permittivité relative εr. Ces formules
ne sont valables que pour le trajet direct de l’onde (onde de sol).
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E(r) = E0A
r0
r
(2)
où A est déterminé par les relations
A =

e−0.43p+0.01p
2 −
√
p/2 · (sin b) ·
[
e−5p/8
]
pour p ≤ 4.5
1
2p− 3.7 −
(√
p/2
)
(sin b) ·
[
e−5p/8
]
pour p > 4.5
(3)
avec les valeurs de p et b données en fonction de la polarisation, verticale ou horizontale :
verticale =

p = pirf
2 cos(b)
(5400σ)
b = tan−1 (εr + 1)f18000σ
horizontale =

p = 60000piσrf
2
cos b
b = tan−1 (εr − 1)f18000σ
(4)
L’unité de la distance r est le kilomètre et celle de la fréquence f le MégaHertz. DeMinco
étudie aussi la propagation du champ en tenant compte de la sphéricité de la Terre et du relief
2D sur le trajet de l’onde. Cependant ces formules ne tiennent pas compte de l’environnement
proche de la source et des approximations propres au champ lointain sont faites.
0.2.2 Méthodes numériques
En plus des formulations analytiques, des méthodes numériques dont voici quelques exemples
d’applications peuvent être utilisées.
Propagation réelle avec la FDTD 2D
En 2011, Zhou a utilisé la FDTD en deux dimensions pour étudier la propagation du
champ électrique au-dessus d’un sol avec relief [103]. Elle compare également les résultats de
simulations avec les formules approchées de Maclean [55] et des mesures, puisque le trajet
choisi existe réellement, il relie Pucheng et Tongchuan dans la province de Shaanxi en Chine.
Elle démontre que les résultats de la FDTD sont plus proches des mesures que la formule
approchée mais que la formulation en deux dimensions de la FDTD ne prend pas bien sûr en
compte les changements de topographie en 3D.
Plus récemment dans [102], la FDTD-2D démontre son efficacité pour calculer la propaga-
tion du champ électrique et le GPU sur lequel l’algorithme a été porté diminue de plus d’un
facteur 10 le temps de calcul.
Méthode de l’équation parabolique
La méthode de l’équation parabolique permet la propagation d’écrans de phase selon une
direction [28, 51]. Par exemple sur la figure 7, la distribution du champ électrique E est
connue en r = 0 pour tout z et des transformées de Fourier successives calculent l’évolution
de la distribution sur les écrans de phase espacés de ∆r.
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z
r∆r
e´crans de phase
propagation dans l’air
Figure 7 – Représentation de la méthode de l’équation parabolique pour la propagation
électromagnétique. L’espace au-dessus du sol est discrétisé en plusieurs écrans de phase.
Seule la propagation dans l’air est considérée ici, la valeur du champ électrique dans le
sol n’est pas calculée car la surface du sol intervient en général sous forme d’une condition
d’impédance. Cette méthode permet d’obtenir une cartographie 2D du champ dans le plan r0z,
elle tient compte de l’atmosphère, du relief, de brusques ruptures de milieu et de la sphéricité
de la Terre.
Décomposition spectrale de l’opérateur d’Helmholtz
Lorsque l’on traite le cas d’un dipôle électrique infinitésimal au-dessus d’un sol plan ho-
mogène, la première idée qui vient est de décomposer le problème pour traiter l’air d’un côté
et le sol de l’autre. Michielsen [58] a une autre approche et considère le milieu Ω− contenant
les sources d’une part et le milieu Ω+ sans source d’autre part, comme le montre la figure 8.
Utilisant la symétrie azimutale et la décomposition de Hodge [35], la solution de l’équation
d’Helmholtz sera complète si l’on détermine la résolution spectrale de l’opérateur Tn = ∂2z+εk20.
0.3 Conclusions du chapitre
Dans ce chapitre, plusieurs systèmes antennaires sont présentés, notammement l’antenne
en L qui est l’élément de base de construction des autres. Plusieurs méthodes numériques qui
permettent de traiter le rayonnement de fils minces ont également été évoquées, elles sont em-
ployées dans différents logiciels, commerciaux pour certains. Par la suite quelques méthodes
qui résolvent le problème de la propagation du champ électromagnétique au-dessus d’un sol
ont été décrites.
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Ω− Ω+
r
z
J
R
ε = 1
σ = 0
ε > 1
σ > 1
Figure 8 – Représentation d’une distribution de courant au-dessus d’un sol. Le milieu Ω− est
un cylindre contenant la distribution de courant J
Parmi ces méthodes de propagation, la FDTD a retenu notre attention pour deux rai-
sons : premièrement le traitement du rayonnement d’antennes complexes est possible en te-
nant compte de son environnement et deuxièmement le code FDTD ALICE est disponible en
code source, il est développé au DEMR de l’ONERA depuis une quinzaine d’années. Le but
du chapitre suivant sera d’étudier le fonctionnement de ce programme lors de simulations de
plusieurs antennes basses fréquences en présence de sol.
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Chapitre 1
Validation du logiciel FDTD-3D
ALICE pour le rayonnement
d’antennes filaires basses fréquences
L’objectif de ce chapitre est de s’assurer du domaine de validité de la méthode des
différences finies dans le domaine temporel (ou FDTD) implémentée dans le logiciel ALICE,
lors de simulations de rayonnement d’antennes filaires basses fréquences. Pour cela nous
présentons dans la première partie la FDTD en 3D ainsi que le fonctionnement du logiciel
ALICE du DEMR. Il s’agit ici de faire une introduction générale de la méthode, les chapitres
suivants décrivent les particularités quand cela est nécessaire. Dans la deuxième partie, nous
présentons plusieurs simulations canoniques faisant intervenir des antennes filaires basses
fréquences avec et sans sol homogène plan infini. Tous les résultats présentés sont comparés à
ceux obtenus par la méthode intégrale de frontière dans le domaine fréquentiel ou Méthode
des Moments (MoM), calculée par l’intermédiaire du logiciel commercial FEKO.
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1.1 Présentation de la FDTD-3D
Cette section présente le schéma général de la FDTD-3D, d’autres éléments de théorie
plus précis peuvent être très facilement trouvés dans [76]. D’autre part le web regorge de
nombreux cours et tutoriels et bien souvent des exemples de code opensource. Pour établir
le fonctionnement des différences finies dans le domaine temporel, il faut partir de la base
de l’électromagnétisme à savoir les équations de Maxwell sous formes différentielles dans le
domaine temporel [34].
1.1.1 Les équations de Maxwell différentielles dans le domaine temporel
En considérant un milieu tridimensionnel sans source, ces équations sont au nombre de
quatre : 
∇ ·E = 0 Maxwell-Gauss
∇×E = −σ∗H− µ∂H
∂t
Maxwell-Faraday
∇ ·H = 0 Maxwell-Flux
∇×H = σE + ε∂E
∂t
Maxwell-Ampère
(1.1)
Les milieux considérés ici sont linéaires, isotropes, non-dispersifs et sans pertes magné-
tiques, i.e. : 
ε = ε0εr
µ = µ0µr
σ∗ = 0
(1.2)
Le système (1.1) se simplifie donc :
∇ ·E = 0
∇×E = −µ0µr ∂H
∂t
∇ ·H = 0
∇×H = σE + ε0εr ∂E
∂t
(1.3)
Dans un repère cartésien (O, ex, ey, ez) le champ électromagnétique s’écrit avec trois com-
posantes dans tout l’espace : E= {Ex, Ey, Ez} et H= {Hx, Hy, Hz}. Les deux équations de
l’opérateur rotationnel (∇×) du système (1.3) permettent de relier le champ électrique au
champ magnétique et deviennent alors six équations scalaires :

∂Hx
∂t
= 1
µ0µr
(
∂Ey
∂z
− ∂Ez
∂y
)
∂Hy
∂t
= 1
µ0µr
(
∂Ez
∂x
− ∂Ex
∂z
)
∂Hz
∂t
= 1
µ0µr
(
∂Ex
∂y
− ∂Ey
∂z
) et

∂Ex
∂t
= 1
ε0εr
(
∂Hz
∂y
− ∂Hy
∂z
− σEx
)
∂Ey
∂t
= 1
ε0εr
(
∂Hx
∂z
− ∂Hz
∂x
− σEy
)
∂Ez
∂t
= 1
ε0εr
(
∂Hy
∂x
− ∂Hx
∂y
− σEz
) (1.4)
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Il y a donc deux discrétisations à introduire, l’une est temporelle et l’autre est spatiale. À
l’aide des formules de Taylor-Young à l’ordre deux, le schéma des différences finies centrées
sur une fonction scalaire F quelconque est le suivant :

∂Fn(i, j, k)
∂t
= F
n+1/2(i, j, k)− Fn−1/2(i, j, k)
∆t + o(∆t
2)
∂Fn(i, j, k)
∂x
= F
n(i+ 1/2, j, k)− Fn(i− 1/2, j, k)
∆x + o(∆x
2)
(1.5)
Où n correspond à la n-ième itération temporelle, les indices spatiaux (i, j, k) correspondent
respectivement à la grille tridimensionelle (x, y, z) et la fonction scalaire F est remplacée par
les composantes de E et H.
1.1.2 Le schéma Leap-Frog
Afin d’appliquer à l’électromagnétisme les différences finies centrées, Yee a créé [100] une
cellule qui depuis porte son nom. Elle est devenue la cellule élémentaire d’un maillage FDTD
cartésien et est représentée sur la figure 1.1 . Un maillage en FDTD sera donc composé de
plusieurs cellules de Yee comme l’illustre la figure 1.2 . Les champs E et H sont positionnés sur
deux grilles entrelacées et sont calculés l’un après l’autre tous les demi-pas de temps. Les six
équations (Annexe A) qui représentent le schéma leap-frog (ou saute-mouton) sont obtenues
à partir de (1.4) et (1.5).
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Figure 1.1 – La cellule de Yee [100] : position du champ électrique E et magnétique H dans
la structure élementaire tridimensionelle de la FDTD.
À titre d’exemple, la figure 1.3 représente le calcul de la composante Hx dans le plan
x = i− 1/2 à partir des composantes Ey et Ez qui l’entourent d’aprés (A.1).
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Figure 1.2 – Création du maillage à partir de plusieurs cellules de Yee [100].
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Figure 1.3 – Représentation dans le plan x = i − 12 du calcul de la composante Hx à partir
des composantes Ey et Ez d’aprés (A.1).
Le principe est le même pour les cinq autres composantes du champ électromagnétique.
L’algorithme général de la FDTD est présenté sur la figure 1.4. D’autres fonctions peuvent
intervenir comme le calcul du champ dans les couches limites, le rayonnement des fils ou l’ajout
de source (onde plane, ...) .
1.1.3 Conditions de stabilité du schéma
Afin de s’assurer du bon fonctionnement de l’algorithme, il faut prendre quelques précau-
tions lors de son usage.
Discrétisation spatiale
Chaque direction ex, ey, ou ez, est discrétisée de manière indépendante. Cependant le plus
grand pas de maillage doit avoir une valeur inférieure à une fraction n de la longueur d’onde
de la fréquence maximale fmax de la source (1.6). Pour de nombreuses simulations, n peut
prendre la valeur 10.
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Cre´ation de la grille de calcul
→ cre´ation de l’espace dans la me´moire et
initialisation de E et H a` t = 0
Maillage de l’espace de simulation → ajout des valeurs de ε, µ et σ
t = t+ 1/2
Calcul de Htx, H
t
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t
z
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1
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t− 1
2
y , E
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2
z
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t = t+ 1/2
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t
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t
z
→ Calcul fait avec Ht−
1
2
x , H
t− 1
2
y , H
t− 1
2
z
et ε, σ
tmax == t?
OUI
NON
Fin → algorithme termine´
Figure 1.4 – Représentation de l’algorithme principal de la FDTD.
max{∆x; ∆y; ∆z} ≤ c
n · fmax (1.6)
Discrétisation temporelle
La discrétisation temporelle est elle aussi soumise à un critère de stabilité. En effet, le
schéma de Yee est un schéma explicite dont le pas de temps est fixé à partir des pas d’espace :
∆t ≤ 1
cmax
√
1
∆x2 +
1
∆y2 +
1
∆z2
(1.7)
où cmax est la vitesse de propagation du milieu d’indice de réfraction le plus faible, dans
le domaine de calcul.
Un des avantages des différences finies dans le domaine temporel est que le champ élec-
tromagnétique est disposé dans tout l’espace sur la grille et à chaque itération temporelle. La
section suivante aborde plus en détail certaines possibilités de la FDTD, qui seront nécessaires
pour la suite, en présentant le programme ALICE développé à l’ONERA.
1.2 Présentation d’ALICE
1.2.1 Généralités
Le logiciel ALICE est développé depuis une quinzaine d’années au DEMR de l’ONERA. Il
est programmé en FORTRAN90 et est constitué de plusieurs modules qui sont intégrés dans
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le programme principal. Des structures conditionnnelles if ... else sont utilisées afin d’intégrer
les éléments nécessaires dans la simulations (fils, ondes planes,...) et de sélectionner les sorties
(temporelles, fréquentielles, ponctuelles, lignes de champ,...).
Les fichiers d’entrée sont au nombre de deux et de la forme "fort.1" et "fort.2". Le premier
contient les données géométriques (maillages, volumes, fils, ...) et le second est celui qui confi-
gure les données physiques (couches limites, onde plane, ...) ainsi que les sorties souhaitées.
Ces sorties se créent sous la forme de fichier texte "fort.*" ou bien sous un autre format pour
que les post-traitements soient effectués par d’autres logiciels de l’ONERA (pptm, ptdo).
1.2.2 Modèle de fils minces
Il existe plusieurs modèles de fils minces, on peut citer celui de Holland et Simpson [37],
celui de Umashankar [85] et celui de Bérenger [10] qui est plus récent. Le modèle implémenté
dans ALICE est celui de Holland, détaillé ci-après.
Le formalisme des fils minces de Holland permet de traiter les fils qui sont parallèles aux
arêtes du maillage cartésien. En effet, les modèles de fils obliques développés par Guiffaut et
al. [32] ou par Volpert dans sa thèse de doctorat [89] ne sont pas implémentés dans la version
de référence d’ALICE.
En plaçant au centre du fil un repère cylindrique (0, er, eφ, ez) et en considérant que le
cas est quasi-statique à une faible distance radiale r (1.8), Holland obtient le système (1.9)
d’équations de fil résistif. 
Hφ =
I
2pir
Er =
Q
2pirε0
(1.8)
où I désigne le courant sur le fil et Q la charge par unité de longueur du fil. Celui-ci est
un fil mince, c’est-à-dire que son rayon a est très petit par rapport à la longueur d’onde λ et
la taille de la cellule de Yee. 
Lµ
(
∂I
∂t
+ c2∂Q
∂u
)
+RI = Eu(r)
∂Q
∂t
+ ∂I
∂u
= 0
(1.9)
Lµ est l’inductance par unité de longueur du fil et les quantités I et Q sont respectivement
le courant et la charge par unité de longueur. Eu(r) correspond au champ électrique à une
distance radiale r dans la section plane perpendiculaire à la direction u du fil. R est la résistance
par unité de longueur qui prend en compte les pertes résistives ou une résitance localisée sur
le fil. La variable c = 1/√ε0µ0 est la vitesse de propagation en espace libre en m.s−1. Les deux
équations du système (1.9) décrivent l’évolution de la charge et du courant sur un fil, elles sont
résolues avec un schéma de type différences finies. Le couplage bilatéral entre le courant et le
champ électromagnétique est obtenu par discrétisation de l’équation de Maxwell-Ampère (1.10)
en considérant une source de courant J.
∇×H = J + ε0∂E
∂t
(1.10)
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Comme illustré sur la figure 1.5(a), Holland considère tout d’abord une section en forme
de disque de rayon R avec un fil de rayon a en espace libre. Il obtient la formule de l’induc-
tance (1.11)
Lµ =
µ0
2pi
(
ln
(
R
a
)
− 12 +
a2
2R2
)
(1.11)
Il utilise le même schéma opératoire pour moyenner l’inductance Lµ dans la cellule de Yee
(qui peut-être non cubique), voir figure 1.5(b).
b
a
R
~y
~x
(a)
b
a
~y
~x
∆Y
∆X A = ∆Y/2
B = ∆X/2
(b)
Figure 1.5 – Représentations de la section circulaire 1.5(a) et de son équivalent sur la cellule
de Yee 1.5(b), utilisées par Holland pour calculer l’inductance Lµ
La formule (1.12) de l’inductance d’un fil en espace libre est la plus utilisée et c’est celle
qui est codée dans ALICE. Elle s’écrit de la manière suivante :
Lµ =
µ0
4pi
[
ln
(
A2 +B2
a2
)
+ A
B
tan−1
(
B
A
)
+ B
A
tan−1
(
A
B
)
+ pia
2
4AB − 3
]
(1.12)
Le fil possède donc une inductance propre, il est aussi possible d’ajouter des éléments lo-
calisés tels que des résistances, des inductances et des capacités. Il sera alors nécessaire de les
prendre compte dans les équations (1.9) du courant I et de la charge Q. Ce sont ces deux
grandeurs physiques qui caractérisent un fil dans le programme FDTD et elles peuvent être
des variables de sortie intéressantes pour un problème de compatibilité électromagnétique. Le
cas le plus commun est un fil dont la direction est colinéaire à une arête du maillage, il arrive
parfois que des fils soient à l’intérieur de la cellule et dans ce cas, une interpolation est néces-
saire.
Afin d’observer l’évolution de la valeur de l’inductance de maille, sa valeur d’après (1.12)
est tracée en fonction du rayon du fil à pas de maille fixé et ensuite du pas de la maille à rayon
du fil fixé.
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Un fil métallique est orienté selon l’axe (Oz), dans un premier temps les pas de la maille
sont constants et définis par ∆x = ∆y = ∆z = 1 cm. Sur la figure 1.6 est tracée l’inductance
Lµ en fonction du rayon du fil a.
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Figure 1.6 – Tracé de la valeur de l’inductance de maille Lµ en fonction du rayon a du fil
d’après (1.12). Les pas de maille sont fixés à ∆x = ∆y = 1 cm car le fil est orienté selon l’axe
(Oz)
On observe que la valeur de l’inductance augmentera si on diminue le rayon du fil et
inversement diminue jusqu’à ce que le fil soit aussi gros que la maille. Pour la suite une limite
empirique du rayon (1.13) sera fixée, pour que le modèle dit de fil mince soit correct.
a <
∆min
10 (1.13)
Dans un second temps, le rayon du fil est fixé à a = 1 mm et l’évolution de l’inductance
Lµ est tracée en fonction du pas de la maille carrée.
Pour des mailles de grande taille, l’inductance variera très peu comme observé sur la fi-
gure 1.7. Par exemple, l’inductance d’une maille de 30 m est de 2 µH/unité de maille alors
qu’elle est de 2.12 µH/unité de maille pour une maille de 60 m de côté.
Pour réaliser les simulations, des fils métalliques dont l’ordre de grandeur du diamètre
correspond à celui utilisé en expérimentation, à savoir d = 1 cm, seront utilisés. Étant donné
que les longueurs d’onde sont grandes, la condition (1.13) sera toujours vraie.
Les conditions aux limites sont maintenant présentées, c’est un élément indispensable aux
simulations de rayonnement d’antennes.
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Figure 1.7 – Tracé de la valeur de l’inductance de maille en fonction du pas de la maille
∆x = ∆y. On fixe le rayon du fil à a = 1 mm et on utilise l’équation (1.12).
1.2.3 Conditions aux limites
En simulation numérique dans un domaine 3D, des limitations techniques apparaissent
notamment au niveau de la mémoire de l’ordinateur. En effet il est impossible de faire des
simulations dans des domaines de calcul infinis. Pour remédier à ce problème l’espace de si-
mulation est tronqué. Des conditions aux limites sont utilisées sous forme de plusieurs couches
pour simuler le rayonnement du champ électromagnétique à l’infini. Plusieurs techniques analy-
tiques [27, 62] le permettent mais leur utilisation est limitée par une forte dispersion numérique
ainsi que des problèmes de précision.
PML de Bérenger (Split-PML)
Une autre méthode plus employée est l’utilisation de couches de matériaux artificiels absor-
bants ou Matched Layers. Cette technique est utilisée en expérimentations dans les chambres
anéchoïques dont un exemplaire a été photographié au DEMR sur la figure 1.8. Holland a été le
premier à évoquer ces matériaux très absorbants [38] mais c’est Bérenger qui en a créé la formu-
lation et les a nommées les PML ou Perfectly Matched Layer [6, 8]. Le point de départ de cette
formulation est le système d’équations (1.14), composé des équations de Maxwell-Faraday et
Maxwell-Ampère caractérisant l’interaction entre le champ électrique et le champ magnétique.
Ces équations sont décrites dans les PML, qui constituent un milieu dont les caractéristiques
diélectriques sont définies par (ε0, µ0, σ, σ∗), ce modèle est purement mathématique.
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Figure 1.8 – Photo de la chambre anéchoïque du DEMR au centre ONERA de Toulouse,
extraite de [88].

∇×E = −σ∗H− µ0∂H
∂t
∇×H = σE + ε0∂E
∂t
(1.14)
Les paramètres des six couches de PML sont définis dans l’espace de calcul par (σx, σ∗x, σy, σ∗y ,
σz, σ
∗
z) représentés sur la figure 1.9. Ces couches sont adaptées au vide et elles absorbent les
ondes sortantes sans réflexion. Bérenger démontre dans [6] que les σ et σ∗ doivent être calculés
dans chaque couche en respectant la condition d’adaptation suivante :
σ
ε0
= σ
∗
µ0
(1.15)
~ey
~ex
~ez
(σx, σ
∗
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(σy, σ
∗
y)
(σx, σ
∗
x, σy, σ
∗
y , σz, σ
∗
z)
(σx, σ
∗
x, σy, σ
∗
y)
(σx, σ
∗
x, σz, σ
∗
z)
(σy, σ
∗
y , σz , σ
∗
z)
Figure 1.9 – Représentation des couches de PML autour d’un volume cubique de simulation
par les paramètres (σx, σ∗x, σy, σ∗y , σz, σ∗z).
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Le système (1.14) est maintenant décomposé selon les coordonnées cartésiennes :

∂Ez
∂y
− ∂Ey
∂z
= −σ∗Hx − µ0∂Hx
∂t
∂Ex
∂z
− ∂Ez
∂x
= −σ∗Hy − µ0∂Hy
∂t
∂Ey
∂x
− ∂Ex
∂y
= −σ∗Hz − µ0∂Hz
∂t
et

∂Hz
∂y
− ∂Hy
∂z
= σEx + ε0
∂Ex
∂t
∂Hx
∂z
− ∂Hz
∂x
= σEy + ε0
∂Ey
∂t
∂Hy
∂x
− ∂Hx
∂y
= σEz + ε0
∂Ez
∂t
(1.16)
Chacune des composantes cartésiennes est décomposée selon ses composantes transverses
comme dans (1.17). Ces termes sont purement théoriques, ils offrent des degrés de liberté
permis par le raisonnement mathématique.

Ex = Exy + Exz
Ey = Eyx + Eyz
Ez = Ezx + Ezy
et

Hx = Hxy +Hxz
Hy = Hyx +Hyz
Hz = Hzx +Hzy
(1.17)
L’application de la décomposition (1.17) dans le système (1.16), donne les 12 équations
suivantes :

σ∗yHxy + µ0
∂Hxy
∂t
= −∂Ez
∂y
σ∗zHxz + µ0
∂Hxz
∂t
= ∂Ey
∂z
σ∗zHyz + µ0
∂Hyz
∂t
= −∂Ex
∂z
σ∗xHyx + µ0
∂Hyx
∂t
= ∂Ez
∂x
σ∗xHzx + µ0
∂Hzx
∂t
= −∂Ey
∂x
σ∗yHzy + µ0
∂Hzy
∂t
= ∂Ex
∂y
et

σyExy + ε0
∂Exy
∂t
= ∂Hz
∂y
σzExz + ε0
∂Exz
∂t
= −∂Hy
∂z
σzEyz + ε0
∂Eyz
∂t
= ∂Hx
∂z
σxEyx + ε0
∂Eyx
∂t
= −∂Hz
∂x
σxEzx + ε0
∂Ezx
∂t
= ∂Hy
∂x
σyEzy + ε0
∂Ezy
∂t
= −∂Hx
∂y
(1.18)
Ces équations sont implémentées dans la FDTDmais il peut rester un problème d’instabilité
sur des temps très longs. On observe en effet qu’une divergence du champ électromagnétique
apparaît après un nombre important d’itérations temporelles. Pour y remédier Bérenger intro-
duit la notion de "temps clair", c’est à dire une période de temps pendant laquelle le signal ne
rencontre pas d’instabilité.
PML uniaxiales (UPML)
Les équations du sytème (1.18) sont mal posées car elles ne permettent pas de retrouver
les formules du rotationel des équations de Maxwell. Pour y remédier les travaux de Chew et
Weedon [17] continuent de développer la démarche entreprise par Bérenger et créent les UPML.
Cela consiste à transposer le système (1.18) dans le domaine fréquentiel par la transformée de
Fourier-Laplace.
39
CHAPITRE 1. VALIDATION DU LOGICIEL FDTD-3D ALICE

σ∗yHˆxy + jωµ0Hˆxy = −
∂Eˆz
∂y
σ∗zHˆxz + jωµ0Hˆxz =
∂Eˆy
∂z
σ∗zHˆyz + jωµ0Hˆyz = −
∂Eˆx
∂z
σ∗xHˆyx + jωµ0Hˆyx =
∂Eˆz
∂x
σ∗xHˆzx + jωµ0Hˆzx = −
∂Eˆy
∂x
σ∗yHˆzy + jωµ0Hˆzy =
∂Eˆx
∂y
et

σyEˆxy + jωεEˆxy =
∂Hˆz
∂y
σzEˆxz + jωεEˆxz = −∂Hˆy
∂z
σzEˆyz + jωεEˆyz =
∂Hˆx
∂z
σxEˆyx + jωεEˆyx = −∂Hˆz
∂x
σxEˆzx + jωεEˆzx =
∂Hˆy
∂x
σyEˆzy + jωεEˆzy = −∂Hˆx
∂y
(1.19)
où Eˆ est la transformée de E et (jω · ) la transformée de la dérivé temporelle ( ∂∂t · ). Pour
faciliter la lecture, seules les équations de Maxwell-Ampère associées à Eˆx qui sont rappelées
dans (1.20), interviennent dans la suite du développement. Les autres s’obtiendront facilement
par permutation circulaire des indices.
σyEˆxy + jωεEˆxy =
∂Hˆz
∂y
σzEˆxz + jωεEˆxz = −∂Hˆy
∂z
(1.20)
Les deux équations se somment et se factorisent pour trouver l’équation (1.21) :
jωεEˆx =
1
Sy
∂Hˆz
∂y
− 1
Sz
∂Hˆy
∂z
(1.21)
avec Sl = 1 + σljωε0 pour l = {x, y, z}.
Comme évoqué précédemment, l’équation (1.21) n’est pas celle de Maxwell-Ampère, il est
possible toutefois d’obtenir la forme générale des UPML dans le domaine fréquentiel :∇× Hˆ = jωεS=Eˆ∇× Eˆ = −jωµ0S=Hˆ (1.22)
où S
=
est le tenseur défini par (1.23) :
S
=
=

SySz
Sx
0 0
0 SxSzSy 0
0 0 SxSySz
 (1.23)
Le passage dans le domaine temporel, et donc les équations qui seront implémentées dans
la FDTD, peut se faire de différentes façons. La première est la plus connue, c’est celle de
Gedney [31]. Des variables intermédiaires D et B sont introduites dans toutes les PML pour
éviter de faire les produits de convolution, cela simplifie l’algorithme mais la taille de la mémoire
utilisée est plus importante. La suite détaille les équations qui interviennent dans le calcul de
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la composante Ex à partir de la première équation du système (1.22). Les autres composantes
s’obtiennent par simple permutation circulaire. On utilise Dx tel que
∂Hˆz
∂y
− ∂Hˆy
∂z
= jωSyDˆx avec Dˆx = ε
Sz
Sx
Eˆx (1.24)
En repassant dans le domaine temporel, on obtient les deux équations suivantes qui seront
discrétisées
∂Dx
∂t
+ σx
ε0
Dx = ε
(
∂Ex
∂t
+ σz
ε0
Ex
)
(1.25)
∂Hz
∂y
− ∂Hy
∂z
= ∂Dx
∂t
+ σy
ε0
Dx (1.26)
Les valeurs des σ et σ∗ peuvent aussi être ajoutées aux coefficients de calcul de E et H
des équations (A.1), ceci aura pour effet d’appliquer l’algorithme classique de la FDTD de la
figure 1.4 dans tout l’espace de simulation, PML comprises.
Un autre formalisme utilisé pour revenir en temporel est celui de Mazet [56]. La transformée
inverse de Fourier-Laplace est utilisée sur le système (1.22) en considerant la conductivité du
sol σr, les produits de convolutions sont calculés directement avec une variable intermédiaire U
qui est utilisée pour l’intégration numérique. En reprenant l’équation concernant la composante
Ex, on obtient les équations suivantes
∂Dx
∂t
+ σx
ε0
Dx = ε
(
∂Ex
∂t
+ σz
ε0
Ex
)
(1.27)
∂Hz
∂y
− ∂Hy
∂z
= ∂Dx
∂t
+ σy
ε0
Dx +
σr
ε
Dx +
σrσy
εε0
Ux avec Ux =
∫ t
0
Dx(τ)dτ (1.28)
Choix des paramètres (σ, σ∗) des PML
Le choix des paramètres σ et σ∗ est important car ce sont eux qui vont déterminer l’efficacité
des PML. Différentes méthodes sont utilisées pour les calculer, notamment un gradient po-
lynomial [7] ou un gradient géométrique [9] et c’est ce dernier qui est implémenté dans ALICE.
Le profil d’atténuation des PML pour l’indice L est défini par
σ(0) = σ0 ·
√
g − 1
ln(g)
σ(L > 0) = σ(0).gL−1/2
(1.29)
où g est le facteur du gradient — on prendra généralement 2 < g < 3 — et σ0 est la
conductivité calculée à l’interface par
σ0 = − ln(R). ln(g)2Z0∆i(gN − 1) (1.30)
R est le coefficient de réflexion de la première couche, Z0 est l’impédance du vide, ∆i
est le pas d’espace dans la direction i des PML et N le nombre de couches limites. Les trois
paramètres choisis par l’utilisateur sont R, N et g et ce choix est tout à fait heuristique. Dans
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ce mémoire toutes les simulations - en espace libre ou en présence de sol infini - ont été réalisées
avec les valeurs suivantes, ajustées après un certain nombre d’essais.
R = 10−4
N = 10
g = 2
(1.31)
Autres types de PML
D’autres formalismes de PML peuvent être évoqués dans la littérature, [11] en décrit
quelques-uns :
– les CPML ou CFS-PML [72, 30] : cette abréviation désigne les Convolutional PML ou
Complex Frequency Shifted PML. Ici, le paramètre Sl des PML est :
Sl = 1 +
σl
αl + jωε0
(l = x, y, z) (1.32)
où le paramètre αl est homogène à une conductivité et dépend de la fréquence d’intérêt
fα =
αl
2piε0
(1.33)
Pour f >> fα, le paramètre αl est négligeable et le milieu se comporte comme les PML
classiques. Dans le cas où f << fα, les couches limites absorberont plus efficacement les
ondes evanescentes (basses fréquences). Ceci est très utile lorsque l’on étudie les guides
d’onde en FDTD, il suffit de fixer fα comme étant la fréquence de coupure du guide. Un
autre intérêt est qu’elles sont très absorbantes, le nombre de couches ainsi que l’espace
entre les éléments et ces couches peuvent être réduits.
– les NPML pour Near PML [21] : ces types de couches limites sont très proches des
PML classiques, l’avantage de les utiliser est que les équations dans les PML sont les
mêmes que dans tout le volume de calcul. L’implémentation est facilitée, de plus, cette
formulation est adaptée pour plusieurs types de matériaux dispersifs ou non [22].
Adaptation des couches limites aux simulations d’un sol infini
Pour simuler le rayonnement au-dessus d’un diélectrique, par exemple un circuit sur un
substrat ou bien dans le cas d’une antenne de grandes dimensions au-dessus d’un sol, il est
nécessaire de tenir compte des caractéristiques du sol dans les couches limites.
Comme l’illustre la figure 1.10, les Split-PML de Bérenger sont adaptées au vide et ne
peuvent être utilisées pour simuler un diélectrique infini. En effet, une rupture d’impédance
entre les couches limites et le sol apparaît et cela entraine des retours non souhaités des ondes.
En revanche les UPML, les CPML et les NPML fonctionnent quelque soit le milieu et peuvent
donc être appliquées ici.
En rajoutant les valeurs de permittivité relative εr et de conductivité électrique σ dans la
formulation des UPML, le sol sera prolongé dans les couches limites. Le logiciel ALICE permet
l’insertion d’un bimilieu infini sans rupture d’impédance, grâce au formalisme de Mazet [73]
des UPML qui y est intégré.
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air ε0, µ0
sol ε0εr, σ
Split-PML
(a)
air ε0, µ0
sol ε0εr, σ
UPML
(b)
Figure 1.10 – Simulation FDTD d’une antenne posée sur un sol avec les Split PML sur 1.10(a)
et avec les UPML sur 1.10(b). On remarque que les UPML sont adaptées pour prolonger
numériquement le sol alors que l’utilisation des Split PML crée une rupture d’impédance.
1.2.4 Algorithme parallèle pour CPU
Le logiciel ALICE est aussi disponible en version parallèle pour CPU. Toutefois certains
modules dont le bimilieu et les UPML, ne sont pas intégrés dans cette version et paralléliser
ces fonctions n’était pas la priorité de cette thèse, seule la version monoprocesseur d’ALICE a
donc été utilisée.
1.3 Modules étudiés et formalismes introduits
1.3.1 Module de source
Les antennes filaires que nous allons étudier sont excitées par une source. Nous allons en
préciser plusieurs formalismes.
Sources filaires implémentées
Les sources filaires implémentées dans ALICE peuvent avoir des amplitudes temporelles
variées (gaussienne éventuellement modulée, impulsion de Rayleigh [42],...). Elles sont implé-
mentées de deux manières différentes sous la forme de générateur de :
– courant : la forme temporelle est alors directement imposée sur le segment portant la
source
– tension : dans ce modèle, la relation entre champ électrique et tension sur le segment
portant le générateur est Eu = − V∆u où u est la direction du fil. Pour imposer la tension
du générateur, le courant dans le segment est alors corrigé à chaque itération par (1.34).
In+1 = In+1 − V
n+1
Lµ∆u
∆t (1.34)
où ∆u est le pas dans la direction u du fil et Lµ l’inductance de la maille. La puissance
d’entrée de l’antenne est calculée par la relation Pe = 12V · I∗, il s’agit de la puissance acceptée
par l’antenne.
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Ez
~z
Figure 1.11 – Section de fil avec la source ∆gap en FDTD.
Source de tension ∆gap
En effectuant des recherches sur les simulations du rayonnement d’antennes filaires, l’implé-
mentation de la source de tension a été étudiée. Une méthode nommée "delta gap (∆gap)"
est introduite dans [49] et est représentée sur la figure 1.11. La maille où se situe le fil et
l’alimentation est remplacée par une maille d’espace libre sur laquelle est imposée un champ
électrique. Lorsque le fil est orienté selon l’axe (Oz), la source de tension ∆gap aux bornes des
fils est donnée par
V n+1 = −En+1z ·∆z (1.35)
Il suffit donc de modifier selon (1.36), le champ électrique En+1z à chaque itération dans la
maille qui sépare les deux fils, pour implémenter cette source de tension.
En+1z = −
V n+1
∆z (1.36)
Les comportements des deux formalismes — (1.36) et (1.34) — ont été étudiés et comparés
en réalisant une même simulation : un dipôle demi-longueur d’onde en espace libre. C’est un cas
très connu dont la résolution analytique a été abordée à maintes reprises, notamment dans [5].
Il s’agit ici de comparer les résultats d’ALICE et de FEKO qui est un logiciel commmercial
résolvant la méthode des moments.
La fréquence d’utilisation du dipôle étant de 100 kHz la longueur de ce dernier sera de
1500 m avec un diamètre de d = 1 cm. Les pas des maillages d’espace sont choisis pour λ/40,
que ce soit pour la FDTD ou bien FEKO. Dans le cas de la FDTD les deux sources, filaire et
∆gap, ont été utilisées avec comme forme temporelle une impulsion de Rayleigh d’amplitude
A = 1, centrée sur la fréquence d’utilisation f0 = 100 kHz et présentant un retard temporel
égal à τ = 3/f0 de la forme suivante
S(t) = <
 j( t−3./f0
2 pif0 + j
)5

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L’avantage de cette forme temporelle est visible lorsque l’on trace son spectre fréquentiel
(Annexe B). En effet ce signal a une énergie négligeable aux fréquences proches de zéro, ce qui
facilite les transformées de Fourier. Sur la figure 1.12 sont tracés les résultats de l’impédance
d’entrée Ze calculée pour les trois formalismes en fonction de la fréquence. L’intervalle de
fréquences observé contient la fréquence de la source de tension f0.
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−400
−200
0
200
400
=
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source filaire (=)
∆gap (=)
0.5 0.6 0.7 0.8 0.9 1 1.1 1.2
· 105
20
40
60
80
100
120
140
fréquence (Hz)
<
FEKO (<)
source filaire (<)
∆gap (<)
Figure 1.12 – Tracés des parties réelle et imaginaire de la valeur de l’impédance d’entrée
Ze d’un dipôle demi-longueur d’onde en epace libre. Comparaison entre différentes sources et
méthodes (MoM avec FEKO, source de tension filaire et ∆gap avec ALICE.)
Les résultats de la FDTD sont semblables sur cet intervalle de fréquences et ceux de
la Méthode des Moments calculés par l’intermédiaire de FEKO sont considérés comme des
résultats de référence. Ceux obtenus avec la source de tension filaire sont plus proches que
ceux du ∆gap. Ceci est d’autant plus vrai à proximité de la fréquence centrale de la source
f0. Dans la suite la source filaire déjà implémentée sera utilisée, ainsi que la même forme
temporelle qui est l’impulsion de Rayleigh.
1.3.2 Formalisme de Gedney pour UPML
Au cours de ce travail, deux approches pour les PML adaptées à un bimilieu ont été étudiées.
Il s’agit de l’approche de Gedney et de Mazet. Comme cette dernière avait déjà donné lieu à des
travaux 2D et 3D, leur mise en oeuvre a été finalisée et validée. En particulier, des problèmes
associés aux coins ont donné lieu à un travail de mise au point informatique conséquent.
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1.4 Validations d’ALICE pour le rayonnement d’antennes fi-
laires basses fréquences
Cette section est dédiée à la validation du comportement d’ALICE lors de simulations de
rayonnement d’antennes basses fréquences filaires en présence de sol dans de grands domaines
de calculs. Pour cela plusieurs types d’antennes sont étudiés, d’abord en espace libre puis
au-dessus d’un sol homogène plan. Les résultats seront comparés à ceux obtenus par FEKO,
considéré ici comme le logiciel de référence pour ces simulations.
Les trois antennes choisies sont un dipôle demi-longueur d’onde, un monopôle quart-d’onde
et une antenne en L inversé. Ces deux dernières sont fixées sur une plaque métallique de forme
carrée de λ0/4 de côté. Les géométries sont représentées sur la figure 1.13 où les sources sont
définies par un point rouge et les dimensions sont annotées. On ajoutera que le monopôle
et l’antenne en L inversé sont représentés sur un sol diélectrique homogène plan et que le fil
horizontal de l’antenne en L est orienté selon la direction +ex
b
λ
4
− λ
40λ
40
λ
4
b
λ
4
λ
4
(ε0εrs, µ0, σs)
(ε0εrs, µ0, σs)
bλ
2
ex
ez
ey
Figure 1.13 – Géométrie des antennes utilisées.
Étant définies par rapport à la fréquence d’utilisation, les dimensions des antennes sont
déterminées pour la valeur f0 = 100 kHz. Le diamètre de tous les fils métalliques est fixé à
d = 1 cm, ce qui est une valeur raisonnable compte tenu de la très grande taille des structures
antennaires et des puissances d’alimentation, le lecteur peut se reporter au chapitre 15 de [74].
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Plusieurs paramètres seront observés et étudiés :
– l’adaptation de l’antenne : les comportements de la source de tension et du courant
peuvent être analysés grâce à l’impédance d’entrée Ze de l’antenne au niveau de la
source.
– le rayonnement du champ électromagnétique : le passage de la forme (V, I) à la forme
(E,H) ainsi que la propagation des champs seront étudiés en traçant les diagrammes de
rayonnement dans plusieurs plans à la fréquence d’intérêt f0.
Pour chacune des situations, trois courbes seront tracées :
– tracé de l’impédance d’entrée Ze en fonction de la fréquence. La forme temporelle du
courant est obtenue au niveau de la maille d’alimentation à chaque itération temporelle.
Après un passage par la transformée de fourier, Ze est obtenue grâce au quotient de la
tension par le courant.
– diagramme de rayonnement zénithal en décibel du module du champ électrique norma-
lisé |E|dB. Dans un repère sphérique, les points sont situés dans le plan fixe φ = 0◦, i.e.
le plan cartésien (xOz) pour y = 0.
– diagramme de rayonnement azimutal en décibel du module du champ électrique norma-
lisé |E|dB. Pour cette courbe, le plan défini est (xOy) pour z = 0 ou encore en coordonnées
sphériques, celui pour lequel φ ∈ [0◦; 360◦] et θ = 90◦.
Les deux diagrammes de rayonnement, azimutal ou zénithal, sont obtenus et normalisés sur
un rayon de 3 km autour de la source d’alimentation. C’est le cas d’un rayonnement en zone
proche de l’antenne car la distance équivaut à une longueur d’onde λ0. Le terme "diagramme
de rayonnement" est donc utilisé avec ce sens. Les valeurs du module du champ électrique
calculées par ALICE sont obtenues directement dans le domaine fréquentiel. Les résultats de
la même simulation obtenus par FEKO seront tracés sur la même courbe.
1.4.1 Espace libre
Dans un premier temps des simulations en espace libre ont été réalisées afin de valider le
bon fonctionnement d’ALICE dans ce milieu, et ensuite le sol sera introduit pour étudier la
réaction du système.
Dipôle demi-longueur d’onde
Le centre du dipôle (et donc l’alimentation de l’antenne) est situé au milieu de l’espace de
calcul. Le maillage spatial est défini à λ/40 dans toutes les directions ce qui permet de faire
des simulations avec une bonne précision puisque le fil est constitué de 20 mailles.
Les résultats présentés sur les figures 1.14 et 1.15 montrent un très bon accord entre les
deux méthodes. Toutefois les courbes de la figure 1.14 représentant les parties imaginaires de
Ze, sont approchées à des droites de même coefficient directeur mais il y a un offset de (j30Ω).
Ceci est probablement dû à l’inductance de la maille du générateur qui n’est pas prise en
compte dans le calcul de l’impédance, cependant cette petite différence n’influe pas sur le
rayonnement proche du champ électrique.
Monopôle quart-d’onde
Pour simuler le monopôle (et l’antenne en L inversé), l’indépendance des pas spatiaux est
utilisée pour les différencier. En effet le pas de maillage ∆z va être trois fois plus fin que dans
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Figure 1.14 – Tracés des parties réelle et imaginaire de la valeur de l’impédance d’entrée
Ze d’un dipôle demi-longueur d’onde en epace libre. Comparaison entre différentes méthodes
(MoM par Feko et FDTD).
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(a) Diagramme de rayonnement zénithal |E(θ)|dB
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(b) Diagramme de rayonnement azimutal
|E(φ)|dB
Figure 1.15 – Dipôle demi-longueur d’onde en espace libre : Diagrammes de rayonnement
zénithal 1.15(a) et azimutal 1.15(b) obtenus avec deux logiciels (FEKO et ALICE).
la simulation précédente car il faut représenter correctement le fil et la maille d’alimentation.
On prendra donc ∆x = ∆y = λ/40 et ∆z = λ/120, ces valeurs ont été choisies pour traiter
également l’antenne en L inversé avec ou sans sol sans modification de maillage.
La sortie temporelle de courant indique que cette antenne est fortement résonnante (courbe
similaire à celle de l’Annexe B) car les oscillations produites par l’impulsion de Rayleigh
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Figure 1.16 – Tracés des parties réelle et imaginaire de la valeur de l’impédance d’entrée Ze
d’un monopôle quart-d’onde en epace libre. Comparaison entre différentes méthodes (MoM
par Feko et ALICE).
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Figure 1.17 – Monopôle quart-d’onde en espace libre : Diagrammes de rayonnement zéni-
thal 1.17(a) et azimutal 1.17(b) obtenus avec deux logiciels (FEKO et ALICE).
s’atténuent très lentement au cours du temps ce qui peut se traduire par un léger manque de
précision en sortie de transformée de Fourier. La partie imaginaire de l’impédance d’entrée
visible sur la figure 1.16 est légèrement translatée et l’écart entre les deux parties réelles
s’accroit lorsque la fréquence est inférieure à f0.
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Antenne en L inversé
Comme expliqué précédemment, le maillage spatial ainsi que le pas de temps sont les
mêmes que pour la simulation précédente. Dans cette configuration le fil vertical qui mesure
λ/40 est constitué de trois mailles et le fil horizontal de neuf mailles.
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Figure 1.18 – Tracés des parties réelle et imaginaire de la valeur de l’impédance d’entrée Ze
d’une antenne en L inversé en epace libre. Comparaison entre différentes méthodes (MoM par
Feko et ALICE).
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(b) Diagramme de rayonnement azimutal
|E(φ)|dB
Figure 1.19 – Antenne en L inversé en espace libre : Diagrammes de rayonnement zéni-
thal 1.19(a) et azimutal 1.19(b) obtenus avec deux logiciels (FEKO et ALICE).
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Les conclusions faites précédemment sur la proximité des courbes d’impédance d’entrée du
dipôle et du monopôle réalisées avec FEKO et ALICE ne peuvent pas être à nouveau formulées
en observant la figure 1.18. Les écarts entre les deux méthodes sont plus importants, que ce
soit sur la partie réelle ou bien sur la partie imaginaire. La fréquence où les courbes sont les
plus proches est à f0 = 100 kHz, pour laquelle la partie réelle est identique. Cependant les
comparaisons des diagrammes de rayonnement représentés sur les figures 1.19(a) et 1.19(b)
permettent d’affirmer que ces différences sur Ze influent peu sur le rayonnement de l’antenne
en L inversé.
1.4.2 Sol plan homogène et infini
Un sol moyennement sec est introduit, il possède une permittivité relative εr = 15 et une
conductivité σ = 10−3 S.m−1. Ce sol compose la moitié de l’espace de calcul, les antennes sur
plan de masse viennent se poser dessus. Les sorties utilisées pour construire les diagrammes
de rayonnement sont légèrement modifiées : le diagramme de rayonnement zénithal sera une
série de points sur l’intervalle θ ∈ [−80◦; 80◦] et le diagramme de rayonnement azimutal ne
sera plus pris pour z = 0 m (ou θ = 90◦) mais à z = 1 m.
Monopôle quart-d’onde
Comme cela a été indiqué précédemment, les pas de maillage des simulations en espace
libre ont été choisis pour permettre d’introduire le sol sans en changer les valeurs. Il n’est
pas nécessaire de faire un raffinement de maillage pour lancer les simulations, seul le sol est
introduit.
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Figure 1.20 – Tracés des parties réelle et imaginaire de la valeur de l’impédance d’entrée Ze
d’un monopôle quart-d’onde sur sol homogène plan. Comparaison entre différentes méthodes
(MoM par Feko et ALICE).
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Figure 1.21 – Monopôle quart-d’onde sur sol plan homogène : Diagrammes de rayonnement
zénithal 1.21(a) et azimutal 1.21(b) obtenus avec deux logiciels (FEKO et ALICE).
Les observations sur les courbes 1.20, 1.21(a) et 1.21(b) concernant le monopôle en pré-
sence d’un sol sont les mêmes que celles établies précédement en espace libre. Les impédances
d’entrée calculées par les deux logiciels sont proches et les deux diagrammes montrent que le
rayonnement du monopôle est le même pour FEKO et pour ALICE.
Antenne en L inversé
Comme démontré précemment, il n’est pas nécessaire de modifier le maillage spatial lors de
l’introduction du sol. Les pas sont suffisamment fins pour prendre en compte les caractéristiques
diélectriques du sol.
L’antenne en L est très bande étroite, excitée avec une forme temporelle centrée sur sa
fréquence de résonnance, de nombreuses oscillations seront observées sur la sortie temporelle
de courant qui s’atténueront peu à peu au cours du temps (Annexe B). Il est donc nécessaire
d’attendre un très grand nombre d’itérations pour que le signal temporel se rapproche le plus
possible de zéro. Le comportement de l’impédance d’entrée Ze représentée sur la figure 1.22
est correct autour de la fréquence centrale f0 = 100 kHz bien que présentant un léger offset.
Les diagrammes de rayonnement tracés sur les figures 1.23(a) et 1.23(b) sont similaires avec
les deux méthodes.
1.5 Conclusions du chapitre
Dans ce chapitre la méthode des différences finies dans le domaine temporel et son implémen-
tation dans le code ALICE de l’ONERA ont été présentées. Après avoir détaillé les modules
existants, d’autres ont été introduits pour tester le fonctionnement des sources filaires et des
couches absorbantes. Dans la dernière section du chapitre plusieurs simulations canoniques
ont été réalisées, elles prennent en compte les différents éléments nécessaires pour la suite du
manuscrit, à savoir : le rayonnement en zone proche d’antennes filaires basses fréquences, les
couches limites et la présence de sol.
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Figure 1.22 – Tracés des parties réelle et imaginaire de la valeur de l’impédance d’entrée Ze
d’une antenne en L inversé sur sol plan. Comparaison entre différentes méthodes (MoM par
Feko et ALICE.)
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Figure 1.23 – Antenne en L inversé sur sol plan homogène : Diagrammes de rayonnement
zénithal 1.23(a) et azimutal 1.23(b) obtenus avec deux logiciels (FEKO et ALICE).
En considérant la méthode des moments calculée par FEKO comme la méthode de réfé-
rence, il a été démontré que les résultats obtenus par la FDTD sont similaires mais fonction des
situations étudiées. Les courbes d’impédance d’entrée Ze peuvent différer sauf aux alentours
de la fréquence centrale. Ceci se confirme lorsque l’on observe les diagrammes de rayonnement
zénithal et azimutal à f0.
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CHAPITRE 1. VALIDATION DU LOGICIEL FDTD-3D ALICE
Maintenant que les cas classiques ont été observés, des éléments naturels vont être introduits
pour étudier leurs impacts éventuels sur la propagation du champ à une distance éloignée, i.e.
au-delà de quelques longueurs d’onde, et sur les caractéristiques de l’antenne.
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Chapitre 2
Simulations FDTD-3D d’antennes
filaires basses fréquences en
présence d’environnements réalistes
proches
Dans cette partie, nous utilisons le programme ALICE présenté au chapitre précédent,
afin de simuler le rayonnement d’antennes filaires basses fréquences en présence de sol et
d’élements naturels proches des sources (ou Near field). Nous présentons les éléments
naturels les plus communs puis nous choisissons ceux que nous allons étudier dans ce
chapitre. Ils sont alors modélisés dans ALICE, en présence de deux antennes filaires
fonctionnant à la fréquence f0 = 100 kHz. Premièrement un monopôle quart d’onde puis une
antenne en L inversé sont simulés sur un sol plan homogène infini. Ces simulations servent
de référence afin d’observer l’influence de l’introduction des éléments naturels sur les
antennes et la propagation du champ électromagnétique.
2.1 Choix d’éléments naturels simulables par FDTD . . . . . . . . . . 56
2.1.1 Environnements les plus représentatifs . . . . . . . . . . . . . . . . . . 56
2.1.2 Observations sur le maillage FDTD . . . . . . . . . . . . . . . . . . . 60
2.1.3 Choix des éléments naturels et des antennes filaires . . . . . . . . . . . 60
2.2 Recherches et descriptions des modèles d’environnements . . . . . 61
2.2.1 Modèle de forêt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.2.2 Modèle de colline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.2.3 Nappe phréatique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.3 Simulations et observations . . . . . . . . . . . . . . . . . . . . . . . 62
2.3.1 Description des simulations . . . . . . . . . . . . . . . . . . . . . . . . 64
2.3.2 Simulations en présence de forêt . . . . . . . . . . . . . . . . . . . . . 64
2.3.3 Simulations au sommet d’une colline . . . . . . . . . . . . . . . . . . . 67
2.3.4 Simulations en présence d’une nappe phréatique . . . . . . . . . . . . 69
2.4 Conclusions du chapitre . . . . . . . . . . . . . . . . . . . . . . . . . 72
55
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2.1 Choix d’éléments naturels simulables par FDTD
Les élements naturels qui composent un paysage peuvent être très hétéroclites. Les plus
communs seront modélisés en présence d’antennes BF par ALICE dans ce chapitre.
2.1.1 Environnements les plus représentatifs
Le cas de référence est le sol plan homogène infini situé au niveau de la mer et représenté
sur la figure 2.1. De nombreux éléments naturels peuvent alors être ajoutés à celui-ci afin que
l’environnement soit différent de ce cas canonique.
Figure 2.1 – Représentation schématique d’un sol plan homogène.
Figure 2.2 – Coupe 3D d’un environnement commun : le schéma décrit le cycle de l’eau
d’après Wikimedia Commons [86]. De nombreux éléments sont visibles sur cette représenta-
tion : végétation, relief, nappe phréatique, mer, lac et rivière.
Des exemples d’éléments naturels sont visibles sur la figure 2.2 et leur géométrie est dé-
crite ci-après. Ils ne sont bien entendu pas tous énumérés ici, uniquement ceux qui sont les
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plus communs et qui sont susceptibles d’avoir un impact sur un système antennaire dont les
dimensions sont supérieures au kilomètre :
– une forêt : un sol est bien souvent recouvert de végétation. Celle-ci peut se décomposer
en plusieurs strates horizontales qui peuvent empiriquement estimées au nombre de cinq
[59]. La première est présente essentiellement dans les vingt premiers centimètres du
sol. Dénommée strate hypogée, elle est composée de la flore souterraine ainsi que de la
microfaune du sol. La seconde s’élève à quelques centimètres d’épaisseur, c’est la strate
cryptogamique dont les principaux constituants sont le lichen et les mousses. La strate
herbacée est la troisième et comme son nom l’indique elle est composée d’herbes et de
fleurs, sa hauteur dépasse rarement le mètre et demi. La strate s’étendant de 30 cm à
7 m est la strate arbustive composée d’arbustes et de buissons. Enfin, la dernière strate
est la strate arborée. Elle débute vers les 8 m et est consitutée d’arbres dépassant cette
hauteur.
Figure 2.3 – Représentation schématique d’un forêt au-dessus d’un sol homogène. Seule la
couche supérieure de la végétation est visible car c’est la seule qui aura un impact possible sur
le rayonnement de l’antenne et sur la propagation du champ électromagnétique.
Compte tenu de la bande de fréquence d’observation et des longueurs d’onde kilomè-
triques, les épaisseurs de peau sont au minimum de l’ordre de la dizaine de mètres. Dans
ce contexte, seule la strate supérieure de la végétation, c’est à dire les arbres comme
schématisés sur la figure 2.3 auront un impact sur le champ électromagnétique.
– le relief : selon la définition, le mot relief désigne une différence de hauteur de la surface
du sol. En effet, le sol réel n’est pas à une altitude constante par rapport au niveau de
la mer, il présente des irrégularités qui caractérisent la surface de la Terre [1].
Sur la figure 2.4 est représentée une colline qui repose sur un sol plan. Dans ce cas
l’altitude est positive, il s’agit d’élévation mais pour les vallées et autres crevasses qui
possèdent une altitude négative, la profondeur sera évoquée.
– une nappe phréatique : les réserves d’eau situées dans le sol sont un élément important
de l’environnement. Les roches poreuses où l’eau s’est infiltrée ne sont pas considérées
ici, uniquement les volumes d’eau qui peuvent être bel et bien définis par un volume de
diélectrique souterrain comme représenté sur la figure 2.5.
Cet élément naturel est situé à quelques dizaines de mètres de profondeur et il faut tenir
compte de l’épaisseur de peau à la fréquence considérée.
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Figure 2.4 – Représentation schématique de relief homogène au sol, il s’agit d’une colline.
Figure 2.5 – Représentation schématique d’une nappe phréatique.
– un sol stratifié : il est évident que le sol n’est pas entièrement homogène dans la nature,
plusieurs couches peuvent être présentes. Chacune correspond à un ensemble sédimen-
taire plus ou moins homogène et possède des caractéristiques diélectriques propres. Ces
strates peuvent s’empiler comme sur la figure 2.6.
Figure 2.6 – Représentation schématique d’un sol stratifié.
Le schéma 2.6 représente des couches planes et homogènes, mais les formations sédimen-
taires étudiées par les géologues sont bien plus complexes.
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– un lac : c’est une étendue d’eau douce plus ou moins profonde [81] et dont la surface est
située à la même altitude que le sol comme schématisé sur la figure 2.7.
Figure 2.7 – Représentation schématique d’un lac.
La forme du lac est parallélépipédique sur la figure 2.7 mais en réalité celle-ci est beau-
coup plus irrégulière. En outre, il est rare de rencontrer un lac dont la profondeur dépasse
l’épaisseur de peau et pour cette raison il est nécessaire de tenir compte de la présence
du sol sous le lac.
– une mer : la présence d’une grande étendue d’eau salée n’est pas exactement comme celle
d’un lac car d’une part l’étendue est beaucoup plus grande et d’autre part à fréquence
constante, l’épaisseur de peau est d’autant plus faible que la salinité de l’eau est impor-
tante. Le sol au fond de la mer n’est donc pas considéré, c’est pour cette raison qu’une
liaison terre-mer est assimilée à une rupture de milieux sur la figure 2.8.
Figure 2.8 – Représentation schématique d’une liaison terre-mer par une rupture de milieu.
La propagation du champ électromagnétique est très affectée par le changement de
conductivité (inférieure à 10−1 S.m−1 pour le sol et supérieure à 4 S.m−1 pour l’eau
de mer) et l’augmentation de la permittivité relative εr [60].
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2.1.2 Observations sur le maillage FDTD
Comme cela a été expliqué dans le chapitre précédent, le maillage de la FDTD est cartésien.
C’est-à-dire que l’espace de calcul est composé de briques parallélépipédiques (souvent à section
carrées) et positionnées les unes à côté des autres. Chacune de ces cellules est indépendante
vis-à-vis de ses voisines et elle aura ses propres caractéristiques diélectriques (ε, µ, σ).
Dès lors des problèmes apparaissent lorsque les objets maillés présentent des formes courbes.
Sur la figure 2.9 est représentée une coupe d’un cylindre 2.9(a) et le maillage correspondant
utilisé pour simuler l’objet avec la FDTD, est visible sur la figure 2.9(b).
(a) (b)
Figure 2.9 – Représentation d’une coupe d’un cylindre 2.9(a) et de son équivalent sur le
maillage cartésien de la FDTD 2.9(b).
La géométrie du cylindre est approximée pour la simulation, il y a un manque d’information
pour le calcul. Pour remédier à cela le maillage peut être raffiné mais cela a un coût, pour
un même volume à simuler il y aura une augmentation du nombre de mailles et donc de
la taille en mémoire. D’autre part d’après le critère de stabilité du schéma leap-frog (1.7),
une diminution des pas de maillage entrainera une diminution du pas de temps, il sera donc
nécessaire d’augmenter le nombre maximal d’itérations temporelles afin de simuler le même
intervalle temporel.
Le choix des éléments naturels doit donc prendre en compte le maillage de l’objet si celui-ci
présente des formes courbes. Dans la mesure du possible, les élements naturels seront parallé-
lépipédiques et plusieurs blocs seront utilisés pour discrétiser au maximum les objets courbes.
2.1.3 Choix des éléments naturels et des antennes filaires
La section précédente énumère les principaux éléments naturels existants, parmi ceux-ci
trois ont été retenus. Ils sont à la fois très différents et très intéressants à intégrer dans la FDTD.
Comme cela est évoqué dans la section suivante, aux fréquences LF une forêt peut être
homogénéisée et assimilée à un bloc de diélectrique posé sur le sol. Il est possible que le champ
électromagnétique soit davantage stocké dans cette couche. Cela peut favoriser une direction
de propagation exactement de la même manière que les circuits imprimés micro-ruban utilisent
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le mode transverse électromagnétique (TEM) pour transmettre l’information. De plus le bloc
diélectrique de forêt est très simple à implémenter dans la géométrie simulée par la FDTD une
fois que les valeurs de ses caractéristiques diélectriques sont connues.
Un autre élément simple à mettre en oeuvre est le relief. En effet, des blocs de diélectriques
peuvent être empilés afin de créer une colline. Comme cela a été abordé dans la section précé-
dente, il ne faudra pas se préoccuper du maillage et des brusques changements de hauteur mais
plutôt considérer l’objet dans son ensemble et la pente moyenne de ce dernier. Pour simuler
des antennes BF en présence de relief avec ALICE, le système d’émission sera positionné au
sommet d’une colline. Pour cela deux étapes seront nécessaires, la première sera le choix du
profil du relief, à savoir les dimensions de la colline et sa pente moyenne, la deuxième sera
l’ajout des caractéristiques diélectriques qui seront identiques à celles du sol.
Le choix des deux premiers éléments naturel a été rapide, la nappe phréatique a également
été retenue comme un milieu aquatique intéressant à simuler.
Une fois ces éléments implémentés et simulés, les résultats d’ALICE permettront d’obser-
ver leurs effets — positifs ou négatifs — sur la propagation du champ électrique mais aussi
l’impact qu’ils ont sur les antennes filaires.
Les systèmes antennaires étudiés au chapitre précédent démontrent le bon fonctionnement
d’ALICE dans le cas de sol plan homogène et infini. Les deux antennes filaires basses fréquences
seront donc à nouveau mises à contribution dans ce chapitre. Le monopôle quart-d’onde sur
plaque métallique n’est bien évidemment pas une antenne utilisable dans le monde réel (≈
750 m de haut), toutefois cette antenne servira de système de référence dans les simulations
pour observer le rayonnement de l’antenne en L inversé sur plan de masse tronqué.
2.2 Recherches et descriptions des modèles d’environnements
2.2.1 Modèle de forêt
Dans une forêt, les arbres sont en moyenne espacés de quelques mètres et sont constitués de
deux parties : le tronc à la base et les feuilles en hauteur. De nombreuses études [78, 79, 80, 16]
ont démontré que cet élément naturel peut être considéré comme un bloc de diélectrique
homogène jusqu’à une fréquence de quelques MHz avec{
1.01 <εr < 1.5
10−5 <σ < 10−3
(2.1)
Ces valeurs diffèrent selon plusieurs paramètres : le type de canopée, l’humidité, la tempé-
rature, la fréquence, ... Il n’y a pas eu, à notre connaissance, de mesures réalisées dans la bande
d’utilisation qui est la bande LF. Cependant le système (2.1) est utilisé pour choisir les valeurs
pour nos simulations de forêt : {
εr = 1.065
σ = 10−3
(2.2)
Les antennes étant grandes, les dimensions de la forêt le seront également. De plus elles
doivent aussi prendre en compte les pas de maillage de la FDTD. Cet élément sera donc
représenté par un bloc diélectrique à base carrée de 12 km de côté et une hauteur de 25 m.
Les antennes seront placées au milieu de la forêt en prenant bien garde à ce que la présence
du diélectrique ne modifie pas la source de l’antenne.
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(a) (b)
(c)
Figure 2.10 – Représentation d’une forêt et d’une antenne en L.
2.2.2 Modèle de colline
Comme la section précédente le montre, les objets courbes sont approximés dans le maillage
cartésien. Des blocs de diélectriques seront donc empilés les uns sur les autres afin de modéliser
une pente moyenne. La colline simulée est représentée à l’échelle sur la figure 2.11, où la hauteur
des blocs est de 25 m et chaque étage inférieur est plus large de 450 m par rapport à l’étage
supérieur, une colline avec une pente moyenne de 11% est alors observée. De plus la surface
au sol occupée par les diélectriques est de forme carrée, comme la plaque métallique. Les
caractéristiques des blocs de diélectrique seront identiques à celle du sol homogène pour toutes
les simulations.
2.2.3 Nappe phréatique
L’eau contenue dans les nappes phréatiques est souvent de l’eau minéralisée (ou potable)
avec les caractéristiques suivantes {
εr = 80
σ = 5 · 10−2 (2.3)
Il est possible de rencontrer des nappes d’eau de mer, mais elles ne seront pas étudiées ici
car beaucoup plus rares. Il faut aussi tenir compte de la profondeur de la nappe phréatique et
de l’épaisseur de peau à la fréquence considérée. Le bloc de diélectrique simulé est centré sous
les antennes, sa profondeur est de 25 m et sa hauteur est de 50 m. La base de la nappe est
carrée et mesure 1 km de côté.
2.3 Simulations et observations
Les simulations et leurs résultats sont présentés dans cette section où l’on observe l’effet
des éléments naturels en comparant avec la situation du sol plan homogène et infini.
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(a) (b)
(c)
Figure 2.11 – Représentation d’une antenne en L localisé au sommet d’une colline constituée
de quatre blocs de diélectriques.
(a) (b)
(c)
Figure 2.12 – Représentation d’une antenne en L et d’une nappe phréatique représentée par
un bloc de diélectrique.
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2.3.1 Description des simulations
Le volume de calcul est un cube de 240 mailles de côté, on a ∆x = ∆y = 3 ·∆z = 75 m
pour les simulations prenant en compte la forêt et la colline et ∆x = ∆y = ∆z = 25 m dans
le cas de la nappe phréatique. L’origine est toujours positionnée au centre du cube et le pas
temporel sera de 26 ns dans le cas de la nappe souterraine et de 76 ns pour les deux autres
éléments naturels.
Toutes les simulations réalisées avec 10 couches (R = 10−4 et g = 2) d’UPML dans toutes
les directions, ce qui porte le volume total de calcul à 260 × 260 × 260 ≈ 17.6 millions de
mailles.
La fréquence d’intérêt est toujours f0 = 100 kHz, les dimensions des deux antennes sont
donc identiques à celles utilisées lors du chapitre précédent et sont anotées sur la figure 1.13. Le
fil horizontal de l’antenne en L qui est le fil capacitif servant à accorder le système à la bonne
fréquence est orienté selon l’axe ex. L’origine du maillage est prise au niveau de l’alimentation
de l’antenne, cette dernière se trouve donc toujours centrée dans le cube. Ensuite, la source de
tension est dans tous les cas une impulsion de Rayleigh dont les paramètres sont identiques
au chapitre précédent (A = 1, f0 = 100 kHz et le retard τ = 3/f0).
Pour la forêt, on utilisera un bloc de diélectrique posé sur le sol, haut d’une maille soit
25 m), en forme carrée de 12 km de côté. Comme indiqué précédemment, la colline sera
composée de 4 blocs de diélectrique de forme carrée et mesurant 25 m de haut. Le bloc posé
sur le sol est le premier et est le plus gros car son côté est composé de 30 mailles. Pour les blocs
supérieurs 6 mailles sont retirées à chaque montée d’étage, ainsi définie la colline présente une
pente moyenne de 11%. La plaque métallique de 750 m de côté servant de masse à l’antenne
sera posée sur le bloc le plus haut. La nappe phréatique sera quant à elle située à 25 m de
profondeur et haute de 50 m. De forme carrée et centrée sous l’antenne, sa largeur mesurera
1 km.
Enfin, les éventuels effets seront observés sur l’antenne grâce au courant parcourant les fils
au niveau de l’alimentation. Pour la propagation du champ électrique, deux courbes seront
tracées pour la fréquence f0 = 100 kHz :
– diagramme de rayonnement azimutal : le module au carré du champ électrique est ob-
tenu, par la FDTD, à 8.7 km autour de l’antenne (2.7 km pour le cas de la nappe
phréatique) et à une hauteur d’un mètre au-dessus du sol. Afin d’éviter tout problème
de désadaptation, les valeurs sont normalisées par rapport à la puissance d’entrée de
l’antenne.
– propagation selon la direction ex : le module au carré du champ électrique normalisé par
la puissance d’entrée est tracé pour plusieurs points dans une direction ex de l’espace de
simulation. Ces points de distance sont les mêmes pour la forêt et la colline et le premier
est situé à 1500 m et le dernier à 8700 m. Dans le cas de la nappe phréatique, les valeurs
des points sont compris dans l’intervalle [500 m; 2700 m].
2.3.2 Simulations en présence de forêt
Les simulations de cette section ont été réalisées sur un sol moyennement humide, i.e.
εr = 15;σ = 10−3. Après avoir observé l’effet de la forêt sur un monopôle quart-d’onde et
une antenne en L inversé, la validité de notre modèle sera étudiée, notamment la proximité de
l’antenne et de la forêt. Pour cela, une clairière sera introduite autour de l’antenne en L.
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(a) (b)
(c)
Figure 2.13 – Sorties des simulations en violet et en rouge.
Monopôle quart-d’onde sur sol moyennement humide et en présence de forêt
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Figure 2.14 – monopôle quart-d’onde sur sol plan homogène avec et sans forêt : Diagramme
de rayonnement azimutal 2.14(a) et propagation du champ électrique 2.14(b) obtenus par
simulation FDTD avec le logiciel ALICE.
Le fil du monopôle quart-d’onde à 100 kHz est très grand, il s’élève à une hauteur de 750 m.
Il est donc normal d’observer que l’ajout de cet élément naturel perturbe peu le courant
parcourant le fil et la propagation du champ électrique à la sortie de la forêt, sur la figure
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2.14(b). Le diagramme de rayonnement de la figure 2.14(a) est similaire à celui du sol plan
où des variations de ±1 dB sont observées. Des calculs complémentaires ont montré que les
résultats sont sensibles à la proximité des PML. Comme il s’agit de mesurer l’effet différentiel
entre le cas canonique plan et avec des particularités environnementales, un compromis vis-à-
vis de la charge de calcul a été adopté dans ce paragraphe et les suivants.
Antenne en L inversé sur sol moyennement humide et en présence de forêt
0◦
30◦
60◦90
◦
120◦
150◦
180◦
210◦
240◦ 270◦ 300
◦
330◦
−20 −10 0
Sol plan
Forêt
(a) Diagramme de rayonnement normalisé azimutal(
|E(θ)|2/P in
)
dB
2,000 4,000 6,000 8,000
−40
−20
0
Distance (m)
|E
|2 /
P
in
(d
B
)
(b) Propagation du champ électrique normalisé
en champ proche
(
|E|2/P in
)
dB
Figure 2.15 – Antenne en L inversé sur sol plan homogène avec et sans forêt : Diagramme
de rayonnement azimutal 2.15(a) et propagation du champ électrique 2.15(b) obtenus par
simulation FDTD avec le logiciel ALICE.
Le fil rayonnant vertical de l’antenne en L inversé mesure 75 m à 100 kHz, soit le triple
de la hauteur de la forêt. Le comportement du système se modifie lorsqu’il est introduit au
milieu de l’élément naturel. Cette modification intervient premièrement sur la fréquence de
résonnance de l’antenne, en effet un léger décalage fréquentiel de l’ordre de 4 kHz est visible
sur le spectre du courant. Sur la figure 2.15(a), la forme du diagramme de rayonnement n’est
pas modifiée mais l’introduction de la forêt induit des pertes conséquentes (∼ 10 dB). La
propagation du champ dans la forêt est très visible sur la figure 2.15(b) jusqu’à 6 km où un
effet de recouvrement intervient à la sortie de la forêt.
Réflexion sur le modèle de forêt — Antenne en L inversé sur sol moyennement
humide et en présence d’une clairière
La simulation d’une antenne en L inversé très proche d’un modèle de forêt qui mesure le
tiers de la hauteur de l’élément rayonnant vertical peut être source d’interrogations. La forêt
peut-elle être homogénéisée à un bloc de diélectrique lorsque la source est située à quelques
mètres ? Y’a-t-il des effets qui interviennent et qui induisent les pertes observées ? Afin de
répondre à ces questions, la partie de la forêt qui était proche autour de l’antenne en L inversé
a été "abattue" et une clairière de forme carrée de 750 m de côté a été créée.
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Figure 2.16 – Antenne en L inversé sur sol plan homogène avec et sans clairière : Diagramme
de rayonnement azimutal 2.16(a) et propagation du champ électrique 2.16(b) obtenus par
simulation FDTD avec le logiciel ALICE.
La clairière a permis d’observer sur la figure 2.16(a) que les pertes sont moins importantes
que dans le cas où l’antenne est entourée de forêt. Quant au phénomène de recouvrement du
champ électrique visible sur la figure 2.16(b), il est plus important car les valeurs entre le sol
plan et la clairière sont plus proches. La présence de la forêt induit donc les pertes et cela
même si l’élément naturel est éloigné du système antennaire.
2.3.3 Simulations au sommet d’une colline
Dans cette section, les effets du placement d’une antenne au sommet d’une colline sont
étudiés. Les simulations de cette section ont tout d’abord été réalisées sur un sol moyennement
humide (εr = 15;σ = 10−3) puis une étude de l’impact de l’humidité du sol est faite en prenant
en compte un sol sec (εr = 5;σ = 10−4) sans changer la géométrie du système simulé.
Monopôle quart-d’onde sur un sol moyennement humide et au sommet d’une
colline
D’après la figure 2.17(a) la colline ne modifie pas la forme du diagramme de rayonnement
et sa présence a un effet positif visible, bien que la différence soit inférieure à 1 dB. Cette
valeur de gain se retrouve sur les tracés de la figure 2.17(b).
Antenne en L inversé sur un sol moyennement humide et au sommet d’une colline
Les conclusions faites précédemment sur le monopôle peuvent être réitérées pour l’antenne
en L inversé. La présence de la colline ne modifie pas la forme du diagramme de rayonnement
et l’effet de l’élément naturel sur l’antenne est aussi positif. On remarque toutefois que le gain
n’est pas de 1 dB mais il dépasse les 5 dB sur la figure 2.18(a). Cet effet est visible à partir de
1500 m sur la figure 2.18(b) et intervient au moins jusqu’au dernier point d’observation situé
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Figure 2.17 – monopôle quart-d’onde sur sol plan homogène avec et sans colline : Diagramme
de rayonnement azimutal 2.17(a) et propagation du champ électrique 2.17(b) obtenus par
simulation FDTD avec le logiciel ALICE.
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Figure 2.18 – Antenne en L inversé sur sol plan homogène avec et sans colline : Diagramme
de rayonnement azimutal 2.18(a) et propagation du champ électrique 2.18(b) obtenus par
simulation FDTD avec le logiciel ALICE.
à 8700 m de l’antenne. Cette géométrie favorise beaucoup la propagation du champ électrique
pour l’antenne en L avec un sol moyennement humide.
Pour étudier l’impact de l’humidité du sol sur le rayonnement et la propagation, les pa-
ramètres (εr, σ) du sol et de la colline sont modifiés pour ceux d’un sol sec, sans changer de
maillage.
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Étude de l’importance des effets de l’humidité du sol — Antenne en L inversé sur
un sol sec et au sommet d’une colline
Ici l’antenne en L construite en haut d’une colline est simulée en présence d’un sol sec.
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Figure 2.19 – Antenne en L inversé sur sol plan homogène sec avec et sans colline : Diagramme
de rayonnement azimutal 2.19(a) et propagation du champ électrique 2.19(b) obtenus par
simulation FDTD avec le logiciel ALICE.
Bien que la nature du sol ait changé, l’effet de la colline sur le rayonnement de l’antenne
et sur la propagation du champ électrique est toujours positif, il favorise la propagation. Il est
moins important que précédemment puisque sur la figure 2.19(a) le gain est inférieur à 5 dB.
2.3.4 Simulations en présence d’une nappe phréatique
L’effet d’une nappe phréatique située dans le sol, sous l’antenne est maintenant étudié.
Monopôle quart-d’onde sur sol moyennement humide et en présence de nappe
phréatique peu profonde
La nappe est centrée en dessous de l’antenne à une profondeur de 25 m dans un sol humide.
D’après les figures 2.20(a) et 2.20(b), l’introduction de la nappe phréatique sous le monopôle
n’a aucune incidence ni sur le comportement de l’antenne ni sur la propagation du champ
électrique. À présent le type d’antenne est modifié et les simulations refaites.
Antenne en L inversé sur sol moyennement humide et en présence de nappe phréa-
tique peu profonde
Tout comme pour le monopôle, la forme du diagramme de rayonnement n’est pas modifiée
par la présence de la nappe phréatique. En revanche lorsque celle-ci est présente, un gain d’un
peu plus de 1 dB est visible sur la figure 2.21(a), cette valeur se retrouve sur la figure 2.21(b).
L’élément naturel a un certain effet sur le rayonnement de l’antenne en L inversé lorsqu’il est
situé à 25 m sous la surface du sol. Dans les prochaines simulations, la réserve d’eau est située
plus en profondeur.
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Figure 2.20 – monopôle quart-d’onde sur sol plan homogène avec et sans nappe phréatique :
Diagramme de rayonnement azimutal 2.20(a) et propagation du champ électrique 2.20(b)
obtenus par simulation FDTD avec le logiciel ALICE.
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Figure 2.21 – Antenne en L inversé sur sol plan homogène avec et sans nappe phréatique :
Diagramme de rayonnement azimutal 2.21(a) et propagation du champ électrique 2.21(b)
obtenus par simulation FDTD avec le logiciel ALICE.
Étude de la profondeur — antenne en L inversé sur sol moyennement humide et
en présence de nappe phréatique profonde
L’épaisseur de peau est calculée selon (2.4), à la fréquence de f0 = 100 kHz et avec un sol
moyennement humide, sa valeur est à peu près égale à 50 m. La nappe phréatique est donc
située à 50 m de profondeur sous l’antenne en L inversé.
δ =
√
2
ωµ0σ
= 50 à f0 = 100 kHz sur sol moyen (2.4)
Sur les figures 2.22(a) et 2.22(b), les courbes du sol plan et de la nappe phréatique profonde
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Figure 2.22 – Antenne en L inversé sur sol plan homogène avec et sans nappe phréatique
profonde : Diagramme de rayonnement azimutal 2.22(a) et propagation du champ électrique
2.22(b) obtenus par simulation FDTD avec le logiciel ALICE.
sont quasiment confondues. Cela était prévisible, l’élément n’interfère pas avec le système
lorsqu’il est situé en profondeur.
Étude de l’importance des effets de l’humidité du sol — Antenne en L inversé sur
sol sec et en présence de nappe phréatique peu profonde
L’épaisseur de peau varie en fonction de l’humidité du milieu, elle augmentera si la conduc-
tivité du sol diminue. L’impact d’une nappe phréatique situé à 25 m de profondeur dans un
sol sec (εr = 5;σ = 10−4) est maintenant observé.
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Figure 2.23 – Antenne en L inversé sur sol plan homogène sec avec et sans nappe phréa-
tique peu profonde : Diagramme de rayonnement azimutal 2.23(a) et propagation du champ
électrique 2.23(b) obtenus par simulation FDTD avec le logiciel ALICE.
Sur la figure 2.23(a), on remarque que le sol sec permet d’avoir un gain de près de 3 dB alors
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que le sol moyennement humide permet d’avoir au mieux 1 dB. De plus l’écart entre les deux
courbes de gain la figure 2.23(b) augmente au fur et à mesure que la distance d’éloignement
croît.
2.4 Conclusions du chapitre
Dans ce chapitre, l’environnement a été analysé pour énumérer les différents éléments natu-
rels. Parmi ceux-ci trois ont été retenus en prenant en compte la difficulté qu’ont les maillages
cartésiens pour représenter les formes courbes. Ces éléments — la forêt, la colline et la nappe
phréatique — ont été mis en présence de deux types d’antennes filaires basses fréquences.
Plusieurs effets sur la rayonnement des antennes et la propagation du champ électrique ont
été observés.
La forêt apporte généralement des pertes sur les systèmes, cependant son influence est
fonction de la géométrie de l’antenne. Pour les antennes hautes comme le monopôle, l’élément
naturel se comporte comme un sol plan alors que les antennes dont les éléments rayonnants
sont courts sont fortement affectées. Des pertes d’environ 10 dB ont ainsi été observées à 9 km
d’une antenne en L inversé très proche de la forêt et d’environ 7 dB avec une clairière entourant
la source.
Lorsqu’une antenne BF est placée en présence de relief, dans ce chapitre au sommet d’une
colline, le système sera plus efficace que sur un sol plan et ce quelque soit le type d’antenne.
La valeur du gain varie selon la hauteur de l’élément rayonnant et le type de sol. Ainsi il sera
d’autant plus important que le sol est humide et que l’élément rayonnant est court.
L’impact d’une nappe phréatique dépend de plusieurs paramètres, le premier étant la pro-
fondeur. Si celle-ci est trop profonde, sa présence n’aura aucun effet sur le rayonnement élec-
tromagnétique. D’autre part, la géométrie de l’antenne est importante car les simulations ont
démontré que la réserve d’eau, bien que très grande, est quasiment invisible pour un monopôle
quart-d’onde alors que l’on observe un gain de 1 dB dans le cas d’une antenne en L inversé sur
sol humide. Pour terminer sur les effets de la nappe phréatique, l’impact de l’humidité du sol
sur la propagation du champ électrique a été observé : celle-ci sera favorisée si la conductivité
est faible.
Éléments Naturels Monopôle λ/4 Antenne en L inversé
Forêt Sans clairière 0 dB −10 dBAvec clairiere — −6 dB
Colline Sol moyen +1 dB +6 dBSol sec — +5 dB
Nappe phréatique Sol moyen 0 dB +1 dBSol sec — +3 dB
Table 2.1 – Résumé des principaux résultats obtenus au cours de ce chapitre. Les valeurs
données sont approchées afin de faciliter la lecture.
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Chapitre 3
Résolution du problème de
Sommerfeld par intégration
numérique
Dans ce chapitre, le rayonnement d’un doublet électrique infinitésimal vertical, placé
au-dessus d’un sol plan homogène et infini est étudié. C’est le problème que Sommerfeld a
résolu en 1909 et que bien d’autres auteurs ont abordé par la suite avec des approximations et
les outils mathématiques disponibles à l’époque. Plus récemment avec les progrès de
l’informatique est apparu un nouveau formalisme pour traiter la propagation du champ
électromagnétique dans un milieu stratifié : les fonctions dyadiques de Green. En reprenant le
formalisme de Sommerfeld, nous présentons une autre approche reposant sur une intégration
numérique directe sur l’axe des réels positifs et un algorithme adaptatif d’intégration est
réalisé afin de pouvoir traiter n’importe quel point d’observation.
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3.1 Introduction
Le modèle du doublet électrique vertical au-dessus d’un sol plan homogène infini a été
décrit par Sommerfeld en 1909 [75], il évoque la notion d’onde de surface (ou onde de sol).
D’autres références à celle-ci peuvent être trouvées, notamment l’étude de Zenneck [101] qui
est le premier à évoquer ce type d’onde. Sommerfeld est cependant celui qui a posé puis ré-
solu mathématiquement le problème et Hoershelmann, son doctorant, a étendu la résolution
au dipôle électrique horizontal et aux dipôles magnétiques [36]. En parallèle de Sommerfeld,
d’autres formulations analytiques ont été établies pour résoudre ce même problème, celle de
Weyl [96] ou bien celle de Van der Pol [87]. Les moyens informatiques étant inexistants à cette
époque, les travaux de Norton en 1936 [63, 65] ainsi que ceux plus récents de Wait sur les sols
stratifiés dans les années 1960 [90, 92] utilisent aussi des approximations mathématiques.
Plus récemment, l’apparition des fonctions dyadiques de Green [77] a permis de traiter
des courants qui possèdent des composantes selon les trois vecteurs (ex, ey, ez). Les inté-
grales rencontrées avec ce nouveau formalisme sont couramment appelées intégrales de Som-
merfeld [19]. Les fonctions dyadiques de Green et les intégrales de Sommerfeld - dont les
intégrandes divergent et présentent des oscillations importantes - sont toujours étudiées de
nos jours [45, 66, 29]. La suite de ce chapitre reprend la résolution du problème du dipôle
infinitésimal situé au-dessus d’un sol plan homogène avec le formalisme initial de Sommerfeld.
3.2 Description du problème
Cette section présente la théorie utilisée et la démarche entreprise par Sommerfeld pour
résoudre le problème. Elle a été développée par la suite dans d’autres publications [71, 68, 83]
et peut être étendue au sol stratifié [93, 94, 91].
~z
h
z
r
R
0)
(a)
~z
~y
~x
O
h
z
r
R
φ
(b)
Figure 3.1 – Représentation en trois dimensions 3.1(b) et en coupe 3.1(a) du problème de
Sommerfeld. Un dipôle infinitésimal électrique parcouru par le courant I0, de longueur dl est
situé à une hauteur h au-dessus d’un sol plan homogène infini. Ce dernier est défini par les
caractéristiques (ε0εr, µ0, σ) et le point d’observation est situé à une distance r et une hauteur
z de l’origine.
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Soient deux milieux séparés par un plan (x0y), figure 3.1. Les milieux sont dénommés mi-
lieu 1 pour l’air et milieu 2 pour le sol.
Un dipôle électrique vertical infinitésimal est placé sur l’axe (0z) à une hauteur h et le
point d’observation a les coordonnées (r, 0, z) dans le repère cylindrique Ω (O, eρ, eφ, ez). Le
trajet direct entre le dipôle source et le point d’observation est défini par R =
√
r2 + (z − h)2.
Les équations de Maxwell dans le domaine harmonique sont :
∇ ·E = 0
∇×E = −jωµ0H
∇ ·H = 0
∇×H = (σ + jωε0) E
(3.1)
où les champs E et H évoluent au cours du temps selon le terme e+jωt. La constante de
propagation du milieu est définie par (3.2)
k2 = ω2εµ
(
1 + σ
jωε
)
(3.2)
D’après (3.1), la divergence du champ magnétique est nulle, un potentiel vecteur Π, dé-
nommé potentiel de Hertz, est introduit tel que
H = 1
µ0
∇×Π (3.3)
et
E = −jω
k2
∇×∇×Π (3.4)
En utilisant les équations (3.3) et (3.4), on démontre que le potentiel vecteur Π satisfait
l’équation d’Helmholtz
∆Π + k2Π = 0 (3.5)
Le potentiel vecteur Π0 du dipôle source de longueur dl, parcouru par le courant I0 selon
l’axe (Oz) est défini [52, 53, 54] par l’équation (3.6)
Π0(r, z) =
µ0I0dl
4pi
e−jk0R
R
ez (3.6)
Sommerfeld démontre grâce aux transformées de Fourier [75] qu’une onde sphérique peut
s’exprimer sous la forme d’un spectre angulaire d’onde cylindrique (3.7). Cette relation se
retrouve en utilisant les relations mathématiques de Clemmow [18].
e−jk0R
R
=
∫ +∞
0
J0(λr)
e−|z−h|
√
λ2−k20√
λ2 − k20
λdλ (3.7)
où J0 est la fonction de première espèce de Bessel d’ordre zéro [95]. λ est le paramètre
d’intégration et peut s’exprimer [55] en fonction de l’angle d’élévation α0 et la constante de
propagation dans l’air k0
λ = k0 sinα0 (3.8)
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3.3 Résolution mathématique du problème
Pour résoudre le problème, le principe de superposition est appliqué en considérant le
rayonnement primaire du dipôle Π0 et les rayonnements secondaires de chacun des deux
milieux Π1 et Π2. L’analyse des symétries de rotation et de translation permet de voir que
seule la composante verticale, i.e. selon ez, des potentiels de Hertz n’est pas nulle. D’après
(3.3) et (3.4) la composante azimuthale Hφ du champ magnétique et les composantes radiale
Eρ et d’élévation Ez du champ électrique sont à calculer, les autres sont nulles.
~pi =
 00
Πz

Ω
~H =
 0Hφ
0

Ω
=
 0− 1µ0 ∂Πz∂r
0

Ω
~E =
Eρ0
Ez

Ω
=

− jω
k2
∂2Πz
∂z∂r
0
− jω
k2
(
∂2Πz
∂z2 + k
2Πz
)

Ω
(3.9)
où piz est fonction du couple (r, z). Les ondes planes cylindriques de (3.7) émises par la
source se déplacent selon J0(λρ) dans la direction radiale eρ et selon e−|z−h|
√
λ2−k20 dans la
direction ez avec l’amplitude µ0I0dl/(4pi) ·λdλ/(
√
λ2 − k20). Ces ondes atteignent le sol situé
en z = 0 et crééent des ondes réfléchies et transmises. Le potentiel total dans l’air s’exprime
par Πz = (Π0 + Π1) et dans le sol par Πz = Π2 :
pour z ≥ 0 :
Π0(r, z) =
µ0I0dl
4pi
e−jk0R
R
= µ0I0dl4pi
∫ +∞
0
J0(λr)
e−|z−h|
√
λ2−k20√
λ2 − k20
λdλ
Π1(r, z) =
µ0I0dl
4pi
∫ +∞
0
J0(λr)
e−(z+h)
√
λ2−k20√
λ2 − k20
R(λ)λdλ
(3.10)
pour z ≤ 0 :
Π2(r, z) =
µ0I0dl
4pi
∫ +∞
0
J0(λr)
ez
√
λ2−k22−h
√
λ2−k20√
λ2 − k20
T (λ)λdλ (3.11)
R(λ) et T (λ) sont les coefficients de réflexion et de transmission qui sont calculés grâce
aux relations de passage de Hφ et Eρ en z = 0, d’après (3.9) cela se traduit par
1
µ0
∂
∂r
(Π0 + Π1) =
1
µ0
∂
∂r
Π2
1
k20
∂
∂z
(
∂Π0
∂r
+ ∂Π1
∂r
)
= 1
k22
∂
∂z
∂Π2
∂r
 pour z = 0 et ∀r (3.12)
(3.10) et (3.11) donnent
1 +R(λ) = T (λ)√
λ2 − k20
k20
(1−R(λ)) =
√
λ2 − k22
k22
T (λ)
(3.13)
il vient alors deux expressions qui ont bien les formes de coefficients de réflexion et de
transmission de Snell-Descartes [82]
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
R(λ) =
k22
√
λ2 − k20 − k20
√
λ2 − k22
k22
√
λ2 − k20 + k20
√
λ2 − k22
T (λ) =
2k22
√
λ2 − k20
k22
√
λ2 − k20 + k20
√
λ2 − k22
(3.14)
Les potentiels vecteurs Π1 et Π2 s’écrivent :
Π1(r, z) =
µ0I0dl
4pi
∫ +∞
0
J0(λr)
e−(z+h)
√
λ2−k20√
λ2 − k20
k22
√
λ2 − k20 − k20
√
λ2 − k22
k22
√
λ2 − k20 + k20
√
λ2 − k22
λdλ (3.15)
Π2(r, z) =
µ0k22I0dl
2pi
∫ +∞
0
J0(λr)
ez
√
λ2−k22−h
√
λ2−k20
k22
√
λ2 − k20 + k20
√
λ2 − k22
λdλ (3.16)
3.3.1 Calcul du champ électromagnétique dans l’air (milieu 1)
Les expressions des champs E et H dans l’air sont obtenues d’après (3.3) et (3.4) :
H1 =
 0− 1µ0 ∂∂r (Π0 + Π1)
0

Ω
et E1 =

− jω
k20
∂2
∂z∂r (Π0 + Π1)
0
− jω
k20
(
∂2
∂z2 + k
2
0
)
(Π0 + Π1)

Ω
(3.17)
Avec
H1φ(r, z) =
I0dl
4pi
− ∂
∂r
e−jk0R
R
+
∫ +∞
0
J1(λr)
e−(z+h)
√
λ2−k20√
λ2 − k20
k22
√
λ2 − k20 − k20
√
λ2 − k22
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ2dλ

= I0dl4pi
e−jk0R
R
(
jk0
r
R
+ r
R2
)
+
∫ +∞
0
J1(λr)
e−(z+h)
√
λ2−k20√
λ2 − k20
k22
√
λ2 − k20 − k20
√
λ2 − k22
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ2dλ

(3.18)
et
E1ρ(r, z) = −
jωµ0I0dl
4pik20
 ∂2
∂z∂r
e−jk0R
R
+
∫ +∞
0
J1(λr)e−(z+h)
√
λ2−k20
k22
√
λ2 − k20 − k20
√
λ2 − k22
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ2dλ

=
jωµ0I0dl
4pik20
[
e−jk0R
R
r(z − h)
R2
(
k20 − 3j
k0
R
− 3
R2
)
−
∫ +∞
0
J1(λr)e−(z+h)
√
λ2−k20
k22
√
λ2 − k20 − k20
√
λ2 − k22
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ2dλ

(3.19)
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E1z (r, z) =
−jωµ0I0dl4pik20
[(
∂2
∂z2
+ k20
)
e−jk0R
R
+
∫ +∞
0
J0(λr)
e−(z+h)
√
λ2−k20√
λ2 − k20
k22
√
λ2 − k20 − k20
√
λ2 − k22
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ3dλ

=
−jωµ0I0dl4pik20
{
e−jk0R
R
[
k20 −
jk0
R
− 1 + k
2
0(z − h)2
R2
+ 3jk0(z − h)
2
R3
+ 3(z − h)
2
R4
]
+
∫ +∞
0
J0(λr)
e−(z+h)
√
λ2−k20√
λ2 − k20
k22
√
λ2 − k20 − k20
√
λ2 − k22
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ3dλ

(3.20)
3.3.2 Calcul du champ électromagnétique dans le sol (milieu 2)
Les composantes du champ électromagnétique dans le sol sont obtenues à partir de
H2 =
 0− 1µ0 ∂Π2∂r
0

Ω
et E2 =

− jω
k22
∂2Π2
∂z∂r
0
− jω
k22
(
∂2
∂z2 + k
2
2
)
Π2

Ω
(3.21)
ce qui devient
H2φ(r, z) =
k22I0dl
2pi
∫ +∞
0
J1(λr)
ez
√
λ2−k22−h
√
λ2−k20
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ2dλ (3.22)
E2ρ(r, z) =
jωµ0I0dl
2pi
∫ +∞
0
J1(λr)
√
λ2 − k22
ez
√
λ2−k22−h
√
λ2−k20
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ2dλ (3.23)
E2z (r, z) = −
jωµ0I0dl
2pi
∫ +∞
0
J0(λr)
ez
√
λ2−k22−h
√
λ2−k20
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ3dλ (3.24)
3.4 Étude de la composante verticale du champ électrique dans
l’air
3.4.1 Identification du terme surfacique
À présent seule la composante verticale du champ électrique dans l’air est considérée, i.e.
E1z de l’équation (3.20). La relation (3.25) se démontre d’après (3.7)(
∂2
∂z2
+ k20
)(
e−jk0R
R
)
=
∫ +∞
0
J0(λr)
e−(z+h)
√
λ2−k20√
λ2 − k20
λ3dλ (3.25)
Un terme similaire apparaît alors en décomposant (3.20)
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E1z = −
jωµ0I0dl
4pik20
[(
∂2
∂z2
+ k20
)
e−jk0R
R
−
(
∂2
∂z2
+ k20
)
e−jk0R′
R′
+
∫ +∞
0
J0(λr)e−(z+h)
√
λ2−k20 2k
2
2
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ3dλ
 (3.26)
où R′ =
√
r2 + (z + h)2 est la distance, représentée sur la figure 3.2, entre le point d’ob-
servation et le dipôle image par un plan métallique parfait.
~z
h
−h
z
r
R
R′
0)
Figure 3.2 – Représentation du dipôle source (+h) et du dipôle image (−h).
L’expression (3.26) du champ électrique peut être interprétée comme la somme du rayon-
nement d’un dipôle source
(
e−jk0R
R
)
, d’un dipôle image
(
e−jk0R
′
R′
)
et d’un terme surfacique
sous forme d’intégrale. L’information sur la nature du sol (k2) intervient uniquement dans ce
terme qui existe sous différentes formes selon les travaux de Norton (3.26) ou de Wait (3.27).
E1z (r, z) = −
jωµ0I0dl
4pik20
[(
∂2
∂z2
+ k20
)
e−jk0R
R
+
(
∂2
∂z2
+ k20
)
e−jk0R′
R′
−
∫ +∞
0
J0(λr)
e−(z+h)
√
λ2−k20√
λ2 − k20
2k20
√
λ2 − k22
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ3dλ
 (3.27)
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3.4.2 Étude des intégrandes de Wait et de Norton
Par l’intermédiaire d’approximations, les calculs analytiques de ces intégrandes ont été
abordés dans les travaux de Wise [98] qui ne prend pas en compte l’onde de sol, uniquement
l’onde de ciel. Plus particulièrement ceux de Baños [3] étudient la méthode d’intégration dite
du "point col" alors que ceux de King [47] considèrent les longues distances (petits angles).
Souhaitant obtenir les valeurs des intégrales sans approximation, les termes surfaciques obtenus
précédemment par Norton (3.28) et par Wait (3.29) seront étudiés.
N(r, z) =
∫ +∞
0
J0(λr)e−(z+h)
√
λ2−k20 2k
2
2
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ3dλ (3.28)
W (r, z) =
∫ +∞
0
J0(λr)
e−(z+h)
√
λ2−k20√
λ2 − k20
2k20
√
λ2 − k22
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ3dλ (3.29)
La relation entre N et W est établie par
2
(
∂2
∂z2
+ k20
)
e−jk0R′
R′
= N +W (3.30)
Les deux termes sont de forme identique, c’est une intégrale sur l’axe des réels positifs qui
a trois principaux termes :
– un quotient dont le dénominateur est fonction de (k22
√
λ2 − k20 + k20
√
λ2 − k22) qui a un
pôle complexe
s2 = (k0k2)
2
k20 + k22
(3.31)
– un facteur d’atténuation exponentiel e−(z+h)
√
λ2−k20 qui dépend de la hauteur d’obser-
vation et de la hauteur du dipôle source,
– un terme oscillant sous la forme de la fonction de Bessel J0(λr) qui est fonction de la
distance d’observation.
Illustrons maintenant ces intégrandes : les figures 3.3 et 3.4 représentent les termes de Wait
et de Norton avec un sol moyen (εr = 15;σ = 10−3), h = 37.5 m, z = 1 m et r = 1 km à
f = 100 kHz en fonction de λ sur l’axe des réels positifs.
Dans le cas de Wait (3.29) d’une part, le pôle réel λ = k0 visible sur la figure 3.3 nous
impose de changer le chemin d’intégration. Pour l’intégrande de Norton (3.28), il n’y a pas
de pôle sur l’axe des réels positifs, cependant des oscillations autour de y = 0 qui ont une
influence sur le résultat final de l’intégration, sont visibles sur la figure 3.4. Une intégration
numérique est donc possible en utilisant l’intégrande de Norton. Cette dernière étant fonction
du point d’observation, il est nécessaire de réaliser l’intégration à chaque fois que ce dernier
change.
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Figure 3.3 – Tracés des parties réelle 3.3(a) et imaginaire 3.3(b) de l’intégrande de W (r, z)
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Figure 3.4 – Tracés des parties réelle 3.4(a) et imaginaire 3.4(b) de l’intégrande N(r, z) de
Norton.
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La valeur de l’intégrale de Norton sera approximée, telle que
N(r, z) =
∫ ∞
0
J0(λr)e−(z+h)
√
λ2−k20 2k
2
2
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ3dλ (3.32)
=
∫ λmax
0
n(r, z, λ)dλ+
∫ ∞
λmax
n(r, z, λ)dλ (3.33)
≈
∫ λmax
0
n(r, z, λ)dλ (3.34)
où n(r, z, λ) est l’intégrande et l’erreur négligeable correspond à la valeur de l’intégration
de n(r, z, λ) sur [λmax;∞[.
3.5 Intégration numérique et observations
Dans cette section l’intégrale de Norton (3.28) est étudiée numériquement afin d’obte-
nir avec précision la valeur de la composante vertical Ez du champ électrique au-dessus du
sol. En effet en regardant de plus près l’équation (3.26) celle-ci se simplifie lorsque le point
d’observation P (r, z) est situé à longue distance tel que r >> z + h
R =
√
r2 + (z + h)2 ≈ r ≈ R′ (3.35)
Les termes exponentiels de (3.26) étant de signes opposés, l’information qui permet de
calculer Ez sera uniquement détenue par la valeur de l’intégrale de Norton telle que
Ez(r, z) −−−−−−→
r>>(z+h)
−jωµ0I0dl
4pik20
·N(r, z) (3.36)
À grande distance la précision de l’intégration numérique sera très importante pour la va-
leur de Ez. Un outil de calcul numérique est disponible, le logiciel MATLAB qui permet d’inté-
grer numériquement une fonction grâce à quad. Cette dernière utilise la quadrature adaptative
de Simpson [48], une méthode récursive qui calcule numériquement une intégrale jusqu’à une
précision donnée.
La récursivité pose problème dans le cas où la fonction intégrée possède de fortes disconti-
nuités car il y a un risque de créer une boucle infinie. D’autre part en utilisant la méthode quad
ou toute autre méthode déjà implémentée dans les logiciels commerciaux, la méthode d’inté-
gration employée n’est pas connue. Il est également impossible de modifier le code source de
l’algorithme quand cela est nécessaire, par exemple pour faire intervenir différentes techniques
d’intégration numérique pour un seul calcul.
Dans cette section l’intégrale de Norton est étudiée en utilisant une méthode simple à
mettre en oeuvre : la méthode des trapèzes.
3.5.1 Intégration numérique pour plusieurs points d’observation
La méthode des trapèzes consiste à approximer l’intégrale d’une fonction comme intégrale
de son interpolée linéaire. Pour cela, l’intervalle réel d’intégration [a, b] est découpé en n inter-
valles égaux [39].
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∫ b
a
f(x)dx = b− a
n
[
f(a) + f(b)
2 +
n−1∑
k=1
f
(
a+ kb− a
n
)]
+ η (3.37)
η est l’erreur de quadrature et est égale à − (b−a)312n2 f (2) (ξ) pour un ξ ∈ [a, b]. Cette méthode
est utilisée pour calculer l’intégrale de Norton ainsi que la valeur de Ez, elle sera comparée à
celle obtenue avec FEKO.
Un dipôle infinitésimal alimenté à f0 = 100 kHz, de longueur dl = 25 m, centré à une
hauteur h = 37.5 m au-dessus d’un sol moyennement sec (εr = 15, σ = 10−3 S.m−1) est
parcouru par un courant I0 = 3.2576 · 10−4 + j51.581 A, valeur obtenue par FEKO. Calculons
la composante verticale du champ électrique Ez pour plusieurs points d’observation. Dans un
premier temps prenons z = 1 m du sol, pour trois distances r : 1 km, 10 km et 100 km avec
plusieurs pas d’intégration. La borne maximale d’intégration est fixée à λmax = 1 et la fonction
de Bessel étant 2pi-périodique, le pas minimal d’intégration est défini par
∆min = 2pi10r (3.38)
Plusieurs paramètres seront observés pour chacun des cas, le premier est la valeur de l’in-
tégrale de Norton, le second est le temp CPU nécessaire pour réaliser l’intégration numérique.
Enfin la valeur de la composante Ez calculée est comparée à celle obtenue par FEKO :
erreur = |Eint − Efeko||Efeko| · 100 (3.39)
Composante Ez calculée par intégration numérique du terme de Norton à diffé-
rentes distances
Pas
d’intégration
Valeur intégrale
(×10−9)
Temps CPU
(s)
Ez analytique (mV.m−1) Erreur (%)
(
2pi
10r
)
−8.95− j2.85 0.27 −175.73− j45.174 19.89(
2pi
20r
)
−7.68− j2.32 0.54 −175.73− j45.174 13.49(
2pi
40r
)
−8.28− j2.76 1.05 −164.43− j44.87 13.15(
2pi
100r
)
−8.04− j2.85 2.66 −158.83− j46.48 10.23(
2pi
1000r
)
−7.95− j3.11 26 −157.13− j51.3 7.55
Table 3.1 – Composante verticale Ez du rayonnement à la distance r = 1 km, la valeur
obtenue avec FEKO est Efeko = −146.787 · 10−3 − j57.1836 · 10−3 V.m−1
Les résultats numériques obtenus sont représentés dans les tables 3.1, 3.2 et 3.3. Les courbes
des figures 3.5 et 3.6 sont une synthèse des principaux résultats de ces tables.
Comme attendu, pour une distance donnée l’erreur relative diminue et le temps de calcul
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Pas
d’intégration
Valeur intégrale
(×10−10)
Temps CPU
(s)
Ez analytique (mV.m−1) Erreur (%)
(
2pi
10r
)
−7.62− j4.16 2.76 −14.03− j7.67 6.47(
2pi
20r
)
−6.72− j4.61 5.23 −12.395− j8.502 6.05(
2pi
40r
)
−7.102− j4.46 10.7 −13.10− j8.22 2.07(
2pi
100r
)
−7.203− j4.61 25.9 −13.29− j8.494 0.52(
2pi
1000r
)
−7.236− j4.575 259 −13.347− j8.439 0.027
Table 3.2 – Composante verticale Ez du rayonnement à la distance r = 10 km, la valeur
obtenue avec FEKO est Efeko = −13.3469 · 10−3 − j8.4346 · 10−3 V.m−1
Pas
d’intégration
Valeur intégrale
(×10−11)
Temps CPU
(s)
Ez analytique (mV.m−1) Erreur (%)
(
2pi
10r
)
−5.91 + j2.53 25.9 −1.09 + j0.467 2.27(
2pi
20r
)
−6.05 + j2.51 51.6 −1.115 + j0.463 0.89(
2pi
40r
)
−6.03 + j2.49 103 −1.11123 + j0.459 0.53(
2pi
100r
)
−6.034 + j2.483 257 −1.113 + j0.458 0.47(
2pi
1000r
)
−6.034 + j2.483 2578 −1.113 + j0.4583 0.49
Table 3.3 – Composante verticale Ez du rayonnement à la distance r = 100 km, la valeur
obtenue avec FEKO est Efeko = −1.114 · 10−3 + j0.4525 · 10−3 V.m−1
augmente lorsque le pas de maillage diminue. On observe également que l’erreur relative entre
la valeur du champ électrique calculée et celle donnée par FEKO est faible (inférieure à 10%)
excepté pour le point proche où r = 1 km. Ceci est dû au pas d’intégration qui est calculé en
fonction de la distance r du point d’observation (3.38) : plus celui-ci sera éloigné et plus le
résultat sera précis mais le calcul sera coûteux commme le montre la figure 3.6.
En observant les valeurs de l’erreur relative tracées sur la figure 3.5 en fonction du pas
d’intégration on remarque que la vitesse de convergence est différente pour chacune des dis-
tances d’observations : elle est plus grande pour r = 10 km et plus faible pour r = 1 km. La
méthode des trapèzes traite donc l’intégrande différemment à cause de ses variations rapides
et ses oscillations.
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Figure 3.5 – Erreur en fonction du pas.
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Figure 3.6 – Temps d’intégration en fonction du pas.
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Composante Ez calculée par intégration numérique du terme de Norton à diffé-
rentes hauteurs
À présent la distance des points d’observation est fixée à 10 km et plusieurs hauteurs
z = 1 m, z = 10 m et z = 100 m sont prises en compte.
Pas
d’intégration
Valeur intégrale
(×10−10)
Temps CPU
(s)
Ez analytique (mV.m−1) Erreur (%)
(
2pi
10r
)
−7.59− j4.16 2.67 −14.007− j7.68 6.47(
2pi
20r
)
−6.708− j4.16 5.5 −12.38− j8.51 6.04(
2pi
40r
)
−7.09− j4.46 10.7 −13.08− j8.23 2.08(
2pi
100r
)
−7.19− j4.61 26.4 −13.27− j8.5 0.51(
2pi
1000r
)
−7.225− j4.58 261.5 −13.326− j8.44 0.012
Table 3.4 – Composante verticale Ez du rayonnement à la hauteur z = 10 m, la valeur obtenue
avec FEKO est Efeko = −13.3264 · 10−3 − j8.44242 · 10−3 V.m−1
Pas
d’intégration
Valeur intégrale
(×10−10)
Temps CPU
(s)
Ez analytique (mV.m−1) Erreur (%)
(
2pi
10r
)
−7.49− j4.19 2.78 −13.83− j7.73 6.63(
2pi
20r
)
−6.61− j4.63 5.57 −12.2− j8.53 5.9(
2pi
40r
)
−6.99− j4.63 10.5 −12.9− j8.26 2.04(
2pi
100r
)
−7.09− j4.63 26.3 −13.09− j8.53 0.36(
2pi
1000r
)
−7.12− j4.6 263 −13.15− j8.48 0.16
Table 3.5 – Composante verticale Ez du rayonnement à la hauteur z = 100 m, la valeur
obtenue avec FEKO est Efeko = −13.126 · 10−3 − j8.48796 · 10−3 V.m−1
Le pas d’intégration dépend de la distance du point d’observation et non de sa hauteur, par
conséquent le temps de calcul ne sera pas modifié pour les calculs ayant la même discrétisation,
comme le montre la figure 3.8. D’autre part l’erreur relative reste inférieure à 10% sur la figure
3.7 pour les différentes hauteurs.
3.5.2 Étude de l’intégrale en fonction de la borne maximale d’intégration
L’évolution de la valeur de l’intégrale de Norton N est tracée en fonction de la borne
supérieure d’intégration avec la méthode des trapèzes (3.37) [69]. L’objectif n’est pas d’obtenir
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Figure 3.7 – Erreur en fonction du pas.
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Figure 3.8 – Temps d’intégration en fonction du pas.
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un résultat précis mais d’étudier le comportement pour faire des réglages optimaux pour la
suite du développement.
Sur la figure 3.9, les dimensions h = 37.5 m, z = 1 m et r = 1 km sont fixées sur un sol
moyennement humide. La discrétisation choisie est telle que l’on ait 10 points d’intégration
par période de la fonction de Bessel J0 et les valeurs de l’intégrale sont tracées en fonction de
la borne maximale λmax selon (3.40).
N(λmax) =
∫ λmax
0
J0(λr)e−(z+h)
√
λ2−k20 2k
2
2
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ3dλ (3.40)
0
0.
1
0.
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3
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(a) Partie réelle
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Figure 3.9 – Tracés des parties réelle 3.9(a) et imaginaire 3.9(b) de la valeur de l’intégrale
N(r, z) de Norton en fonction de la borne maximale d’intégration λmax. Ces courbes sont
données pour un dipôle situé à h = 37.5 m au dessus d’un sol moyennement sec et un point
d’observation situé à r = 1 km et z = 1 m.
Sur la courbe 3.9(b) la partie imaginaire de l’intégrale tend rapidement vers une valeur
après quelques oscillations. Ceci est également vrai pour la partie réelle, toutefois la période
d’oscillation est beaucoup plus longue. L’intégrale est donc constituée de plusieurs parties
ayant des propriétés bien disctinctes, détaillées ci-après.
3.5.3 Étude de l’intégrale de Norton N(r, z)
À partir des courbes 3.4, une stratégie d’intégration numérique du terme de Norton peut
être définie en vue de la création d’un algorithme adaptatif. Pour cela, découpons l’intervalle
[0;λmax] en intervalles plus petits qui vont être parcourus indépendamment. Les oscillations
de la partie réelle étant plus visibles ( cf. figure 3.10) le développement sera basé sur celle-ci
mais la méthode reste la même pour la partie imaginaire. Les intervalles sont au nombre de
quatre tels que
N(r, z) ≈
∫
I1
n(r, z, λ)dλ+
∫
I2
n(r, z, λ)dλ+
∫
I3
n(r, z, λ)dλ+
∫
I4
n(r, z, λ)dλ (3.41)
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Figure 3.10 – Tracé de la partie réelle de l’intégrande n(r, z, λ) de Norton. L’intervalle est
découpé en 4 parties I1, I2, I3 et I4 qui seront indépendamment intégrés numériquement.
Les quatre principaux intervalles d’intégration et leur importance sont définis pour le calcul
de l’intégrale :
– I1 : L’intégrande présente peu d’oscillations, il n’y a pas de terme dominant et l’inter-
valle est petit. La fonction étant régulière sur cet intervalle, l’intégration ne demande
pas beaucoup de moyens pour être précise, une méthode numérique d’ordre peu élevé
est choisie.
– I2 : Cette partie est la moins régulière car elle contient une singularité. Elle correspond
au passage du paramètre d’intégration λ proche de la valeur de la partie réelle du pôle
complexe s. Il est important de mettre beaucoup d’efforts (ordre élevé) dans le calcul
pour prendre en compte la singularité dans ce court intervalle défini à ±10% de <{s}
par
I2 =
[(
1− 10100
)
· <{s} ;
(
1 + 10100
)
· <{s}
]
(3.42)
– I3 : Cet intervalle est particulier car il faut tenir compte à la fois du temps nécessaire
pour le parcourir et des fortes oscillations que présente l’intégrande. Afin d’avoir un bon
compromis entre le temps de calcul et la précision, au moins deux points par oscillation
seront pris et une méthode d’intégration d’odre élevé sera utilisée. L’intervalle sera défini
par
I3 =
[(
1 + 10100
)
· <{s} ; λη
]
(3.43)
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où λη est calculé grâce au terme exponentiel et à un pourcentage du maximum de
l’intégrande n(r, z, λ). C’est-à-dire qu’on va déterminer λη tel que 0 < k0 << λη et
e−(z+h) ·λη ≤ p ·max{n(r, z, λ)} (3.44)
où p est un pourcentage. En prenant p = 1/100, la formule suivante sera utilisée pour
déterminer la borne supérieur de l’intervalle I3 :
λη ≥ 1(z + h) · ln
100
max{n(r, z, λ)} (3.45)
l’intervalle I3 est donc défini par
I3 =
[(
1 + 10100
)
· <{s} ; 1(z + h) · ln
100
max{n(r, z, λ)}
]
(3.46)
– I4 : Sur la figure 3.10, il y a très peu d’oscillations dans cet intervalle. De plus la courbe
3.9(a) a convergé vers la valeur de l’intégrale quand λmax est grand. L’intervalle I4 est
défini comme étant
I4 = [λη ; 3 ·λη] (3.47)
Sa valeur est calculée une première fois et l’importance de l’information qu’elle contient
est évaluée par rapport à l’intégration sur I1∪I2∪I3, ce qui ce traduit par |I4|/|I1+I2+I3|.
L’algorithme décidera alors si oui ou non un raffinement du pas d’intégration est néces-
saire.
Avant de complexifier le calcul de l’intégrale en utilisant différentes méthodes d’intégration
numérique, validons les hypothèses concernant le découpage en intervalles I1, I2, I3 et I4. Pour
cela l’étude réalisée précédemment sur les points d’observation à hauteur constante mais à des
distances différentes est reprise en séparant les intervalles.
Le découpage informatique des intervalles d’intégration a été une source d’interrogations.
Il est improbable que la longueur de l’intervalle [0 : 3λη] considéré soit un multiple du pas
minimal d’intégration ∆min fixé par l’utilisateur en début d’algorithme. La valeur de ∆min
ne sera pas changée et les bornes d’intégration seront légèrement modifiées pour obtenir un
multiple. Ainsi, les intervalles I1 et I3 seront réduits pour être sûr que I2 contienne les valeurs(
1− 10100
)
· <{s} et
(
1 + 10100
)
· <{s}.
Pas I1 I2 I3 I4 Ez
(mV.m−1)
Erreur
(%)valeur
(×10−10)
temps
(s)
valeur
(×10−10)
temps
(s)
valeur
(×10−10)
temps
(s)
valeur
(×10−12)
temps
(s)(
2pi
10r
)
−2.88−j21.9 0.01 −5.63−j11.3 0.01 −81.0+j5.49 0.09 7.89− j0.04 0.2 −176− j44.9 19.86(
2pi
20r
)
−2.65−j20.7 0.01 9.54− j8.2 0.01 −83.7+j5.67 0.19 6.39− j0.03 0.4 −152− j36.6 13.47(
2pi
40r
)
−2.58−j20.3 0.02 4.54− j13.1 0 −84.8+j5.75 0.4 4.03− j0.02 0.8 −163− j44.8 13.13(
2pi
100r
)
−2.56−j20.2 0.02 6.97− j14.0 0 −84.8+j5.75 0.96 3.74− j0.02 1.9 −159− j46.4 10.21(
2pi
1000r
)
−2.56−j20.2 0.06 7.67− j16.6 0.01 −84.6+j5.72 9.6 3.44− j0.02 19.7 −157− j51.3 7.55
Table 3.6 – Intégration par intervalle de la composante verticale Ez du
rayonnement à la distance r = 1 km, la valeur obtenue avec FEKO est
Efeko = −146.787 · 10−3 − j57.1836 · 10−3 V.m−1
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Pas I1 I2 I3 I4 Ez
(mV.m−1)
Erreur
(%)valeur
(×10−11)
temps
(s)
valeur
(×10−10)
temps
(s)
valeur
(×10−11)
temps
(s)
valeur
(×10−14)
temps
(s)(
2pi
10r
)
1.21 + j10.1 0.02 −9.10−j5.09 0 13.7 + j0.74 1.04 9.2− j0.05 2.1 −14.0−j7.67 6.47(
2pi
20r
)
1.30 + j10.6 0.02 −8.28−j5.60 0 14.4 + j0.85 2.07 10.5− j0.06 4.2 −12.4−j8.53 6.10(
2pi
40r
)
1.31 + j10.8 0.03 −8.04−j5.53 0.01 8.14− j0.04 4.21 −7.63+j0.04 8.4 −13.1−j8.22 2.07(
2pi
100r
)
1.32 + j10.8 0.06 −8.02−j5.70 0.01 6.82 + j0.14 10.0 −8.11+j0.04 20.8 −13.1−j8.22 0.53(
2pi
1000r
)
1.31 + j10.7 0.6 −8.02−j5.66 0.2 6.56 + j0.17 103 −8.11+j0.04 209 −13.3−j8.44 0.027
Table 3.7 – Intégration par intervalle de la composante verticale Ez du
rayonnement à la distance r = 10 km, la valeur obtenue avec FEKO est
Efeko = −13.3469 · 10−3 − j8.4346 · 10−3 V.m−1
Pas I1 I2 I3 I4 Ez
(mV.m−1)
Erreur
(%)valeur
(×10−13)
temps
(s)
valeur
(×10−11)
temps
(s)
valeur
(×10−12)
temps
(s)
valeur
(×10−16)
temps
(s)(
2pi
10r
)
6.68 + j49.0 0.07 −6.58+j2.11 0.01 6.01− j0.75 11 −5.25+j0.03 22 −1.09+j0.46 2.26(
2pi
20r
)
6.88 + j50.4 0.13 −6.73+j2.09 0.02 6.18− j0.46 22 −10.1−j0.06 45 −1.12+j0.46 0.89(
2pi
40r
)
6.92 + j5.07 0.23 −6.72+j2.06 0.04 6.22− j0.79 44 −5.5 + j0.03 89 −1.11+j0.46 0.58(
2pi
100r
)
6.46 + j47.4 0.53 −6.64+j2.07 0.1 5.4− j0.68 111 11.7− j0.06 223 −1.11+j0.46 0.47(
2pi
1000r
)
6.32 + j46.3 5 −6.59+j2.08 1.1 4.9− j0.61 1105 11.7− j0.06 2220 −1.11+j0.46 0.49
Table 3.8 – Intégration par intervalle de la composante verticale Ez du
rayonnement à la distance r = 100 km, la valeur obtenue avec FEKO est
Efeko = −1.114 · 10−3 + j0.4525 · 10−3 V.m−1
Les résultats présentés dans les tables 3.6, 3.7 et 3.8 montrent que les erreurs relatives
calculées sont les mêmes que précedemment. On observe également que pour les distances
r = 10 km et r = 100 km on a |I2|>> |I1 + I3 + I4|, cet intervalle doit donc être intégré avec
soin comme évoqué auparavant.
Les trois tableaux précédents permettent de déterminer à partir de quelles discrétisa-
tions l’intégration numérique converge. Par exemple dans la table 3.7 les valeurs de I1 et
I2 convergent pour ∆ = 2pi20r , celle de I4 pour ∆ =
2pi
100r et enfin l’intervalle I3 peut encore
être discrétisé car l’intégration numérique n’a pas convergé pour ∆ = 2pi1000r . Afin d’obtenir
la valeur vers laquelle tend l’intégrale, l’erreur relative de l’ensemble des intervalles doit être
considérée. Ces derniers peuvent donc être intégrés indépendamment avec des discrétisations
distinctes. L’erreur relative globale et le temps de calculs seront alors optimisés.
Dans cette section, il a été démontré que l’intégration numérique du terme de Norton
N est possible numériquement et que celle-ci dépend du point d’observation. De plus l’in-
tervalle peut se découper en plusieurs parties correspondantes aux différents comportements
de l’intégrande. La discrétisation nécessaire pour que l’intégration numérique converge sur ces
morceaux d’intervalle n’est pas identique partout. Pour y remédier on pourrait choisir la même
discrétisation très fine, cependant elle engendrerait un temps de calcul inutile si les valeurs
convergent avec une discrétisation plus grossière. Afin d’obtenir un bon compromis entre la
précision et le temps de calculs un algorithme adaptatif d’intégration va être développé.
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3.6 Algorithme adaptatif d’intégration numérique
3.6.1 Stratégie d’intégration numérique adaptative
Bien souvent, après avoir intégré numériquement une fonction, le pas d’intégration précé-
dent est réduit et l’intégrateur relancé. En comparant les deux résultats, l’ordre de grandeur du
pas d’intégration nécessaire est obtenu pour une précision donnée. Le but d’un algorithme d’in-
tégration adaptatif est de fournir une approximation de l’intégrale avec une tolérance fixée [69].
Notre algorithme raffinera le pas de maillage jusqu’à ce que la précision donnée soit atteinte,
aucune technique de déraffinement n’est utilisée. Il faut toutefois prendre garde à ne pas
créer de boucle infinie en utilisant une variable qui stoppe l’algorithme quand il a été réalisé
suffisamment de fois.
Reprenons l’exemple de la table 3.7 pour modéliser l’action de l’algorithme. En considérant
le pas initial comme étant ∆min = 2pi10r et que la discrétisation est divisée de moitié à chaque
itération, il en faudrait deux pour obtenir une bonne approximation des valeurs de l’intégrale
sur I1 et I2, au moins sept pour I3 et trois pour I4.
3.6.2 Méthodes numériques d’intégration
Deux méthodes d’intégrations numériques [97] sont utilisées pour les différents intervalles.
La méthode de Simpson, très simple à mettre en oeuvre informatiquement, est une des variantes
des formules de Newton-Cotes. Son exécution est rapide et adaptée aux fonctions présentant
peu de variations brusques (l’erreur commise dépend de la dérivée d’ordre quatre), elle sera
donc utilisée pour intégrer numériquement les intervalles I1 et I4. La méthode de Gauss-
Legendre permet d’approximer une intégrale avec un ordre élevé, méthode idéale pour I2
car les variations sont très fortes autour de la singularité et pour I3 car les oscillations sont
nombreuses.
Formules de Newton-Cotes
Les formules de Newton-Cotes permettent de calculer numériquement une intégrale sur
un intervalle réel [a; b] à l’aide d’une interpolation polynomiale de Lagrange avec des points
équi-répartis.
Pour une fonction f continue et intégrable sur [a; b] :
I(f) =
∫ b
a
f(x)dx ≈
n∑
i=0
f(xi)wi (3.48)
avec n + 1 points équidistants xi = a + ih, h = b−an et i ∈ [0;n]. wi est un coefficient de
quadrature déterminé d’après une base de polynômes de Lagrange wi =
∫ b
a
li(x)dx
Lorsque le degré n est égal à 1, la méthode est plus connue sous le nom de méthode des
trapèzes et méthode de Simpson 1/3 pour n = 2, elle est rapide car il n’y a pas de coefficients
ni de poids à calculer.
En utilisant le logiciel MATLAB, le temps de calcul doit aussi être pris en compte. En
effet, la formule (3.49) est utilisée dans une boucle sur l’intervalle d’intégration.
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I(f) ≈ b− a6
[
f(a) + 4f
(
a+ b
2
)
+ f(b)
]
(3.49)
Il est toutefois possible d’utiliser le calcul vectoriel de MATLAB avec la formulation com-
posite (3.50)
I(f) ≈ h3
f(x0) + 2 n/2−1∑
j=1
f(x2j) + 4
n/2∑
j=1
f(x2j−1) + f(xn)
 (3.50)
où n est le nombre pair de sous-intervalles de [a; b], h = b−an et xi = a + ih pour i =
0, 1, · · · , n− 1, n.
L’erreur d’approximation sera alors donnée par
η = −n h
5
180f
(4) (ξ) ,pour un ξ ∈ [a, b] (3.51)
Gauss-Legendre
La méthode de Gauss-Legendre de rang k consiste à remplacer f par son polynôme d’in-
terpolation de degré k. Pour cela, un changement de variable doit d’abord être effectué pour
modifier l’intervalle d’intégration [a; b] vers l’intervalle [−1; 1]
I(f) =
∫ b
a
f(x)dx = b− a2
∫ 1
−1
f
(
b− a
2 z +
a+ b
2
)
dx (3.52)
La quadrature de Gauss-Legendre est alors utilisée
I(f) ≈ b− a2
n∑
i=0
wif
(
b− a
2 zi +
a+ b
2
)
(3.53)
où zi est la i-ème racine du polynôme de Legendre Pn+1 et wi = 2(1−x2i )(P ′n+1(xi))2 .
3.6.3 Description de l’algorithme
En plus des entrées qui indiquent la position (r et z) du point d’observation et les carac-
téristiques des deux milieux (k0 et k2), l’algorithme prend en compte trois autres paramètres.
Le pas de discrétisation minimal défini à la première itération par ”∆min” sera raffiné — dans
notre cas divisé par deux — à chaque itération jusqu’à ce que l’erreur relative ait atteint la
tolérence ”cv” spécifiée par l’utilisateur ou bien que le nombre maximal d’itérations fixé par
la variable ”stop” soit dépassé.
Une fois l’algorithme lancé avec ces valeurs, il faut appliquer la même méthode sur chacun
des intervalles I1, I2, I3 puis I4.
3.6.4 Mise en oeuvre informatique de l’algorithme
L’algorithme a été réalisé dans plusieurs langages informatiques, tout d’abord en MAT-
LAB car le calcul vectoriel et l’affichage rapide de courbe et de mesures temporelles sont des
atouts indéniables pour les différents tests effectués dans ce chapitre. Les formules utilisant des
fonctions complexes, notamment la fonction d’erreur imaginaire d’un nombre complexe erfi(z),
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sont accessibles dans la bibliothèque math du langage PYTHON. D’autre part la puissance
de l’objet et les possibilités d’interface de ce langage ont permis de développer l’algorithme en
FORTRAN90 grâce à f2py. Le code FORTRAN90 a ainsi rapidemment pu etre récupéré et
implémenté directement dans ALICE comme le montre le chapitre suivant.
3.6.5 Validation de l’algorithme
Plusieurs cas tests vont être traités dans cette partie afin de s’assurer du bon fonctionne-
ment de l’algorithme NISP pour Numerical Integration of Sommerfeld’s Problem.
Convergence de l’erreur pour plusieurs points d’observation
Dans un premier temps les valeurs calculées à chaque itération sont observées pour véri-
fier la convergence de l’erreur relative. Pour cela le même dipôle que précedemment rayonne à
f = 100 kHz en plusieurs points d’observation : (z = 1 m et r = 1 km), (z = 1 m et r = 10 km),
(z = 1 m et r = 100 km), (z = 10 m et r = 10 km) et (z = 100 m et r = 10 km). Les quatre
graphiques qui correspondent aux quatre intervalles sont représentés sur la figure 3.11. Les
simulations ont été réalisées avec ∆min = 2pi10r , cv = 10−10 et stop = 10.
On observe que les erreurs relatives diminuent avec les itérations. De plus la courbe de
convergence de l’intervalle I4 ne comporte qu’une seule itération, cela indique que l’infor-
mation contenue dans l’intégrale est négligeable vis-à-vis des autres. Seule l’intégration de
l’intervalle I2 n’atteint pas la tolérance souhaitée de 10−10 et c’est donc le signal stop qui
arrête le raffinement de la discrétisation. Enfin, le cas dont la solution est la moins proche de
celle de FEKO est celui où le point d’observation est situé à r = 1 km de la source et à z = 1 m
du sol.
Dans la suite les valeurs de la composante verticale du champ électrique Ez en fonction
de la distance r, obtenues par l’algorithme adaptatif et par FEKO pour plusieurs cas sont
comparées. Pour cela deux courbes sont tracées à chaque fois : la première est le module de Ez
et le second l’erreur relative entre les deux programmes en pourcentage. Dans les simulations
suivantes et jusqu’à la fin du chapitre, la tolérance est de 10−3 et le nombre maximal d’itérations
est de 4. Le temps nécessaire pour traiter un seul point dépend naturellement de la distance à
laquelle il se trouve, pour 50 points espacés de r = 1.5 km à r = 101.5 km le temps de calcul
est d’environ 1250 secondes avec les valeurs fixées précédemment.
Points d’observation situés à des hauteurs différentes
Dans un premier temps l’algorithme est appliqué pour des points situés à deux hauteurs
différentes z = 1 m et z = 10 m.
On remarque que les courbes de la figure 3.12(a) sont superposées, les deux programmes
traitent donc les deux hauteurs de la même manière. De plus sur la figure 3.12(b), un brusque
changement de l’erreur relative est visible après r = 30 km ce qui correspond exactement à
la distance de 10λ0 à f = 100 kHz. Le modèle de propagation du champ électrique utilisé
par FEKO semble changer au delà de cette valeur de 10λ. Pour le vérifier, des simulations du
même dipôle à différentes fréquences 50 kHz, 100 kHz et 139 kHz sont effectuées.
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Figure 3.11 – Tracés des erreurs relatives calculées sur les quatre intervalles I1, I2, I3 et I4,
pour plusieurs points d’observation.
Rayonnement du dipôle à des fréquences différentes
Dans ces simulations, le point d’observation est situé à la hauteur z = 1 m et le seul
paramètre modifié sera la fréquence de la source d’alimentation.
L’algorithme d’intégration fonctionne correctement pour les trois fréquences choisies f =
50 kHz, f = 100 kHz et f = 139 kHz. Sur la figure 3.13(b), le changement probable de modèle
de propagation de FEKO à partir de la distance de 10λ se confirme puisque les erreurs relatives
augmentent subitement à r = 60 km, r = 30 km et r = 21.582 km respectivement. Passée
cette distance le modèle NISP peut être considéré comme le meilleur en terme de précision.
Variations de l’humidité du sol
Démontrons maintenant l’efficacité de l’algorithme d’intégration numérique sur plusieurs
sols (sec, moyen et mouillé), en modifiant la variable k2 de l’intégrande.
Dans tous les cas simulés de la figure 3.14, l’écart entre les valeurs calculées par l’algorithme
et celles données par FEKO est inférieur à 10%. Il y a bien entendu des différences au-delà de
r = 10λ de distance. Ainsi le cas d’un sol mouillé est calculé plus précisément que celui d’un
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Figure 3.12 – Tracés des valeurs de |Ez| obtenues par FEKO et l’algorithme NISP et de
l’erreur relative, en fonction de la distance r pour plusieurs hauteurs z = 1 m et z = 10 m
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Figure 3.13 – Tracés des valeurs de |Ez| obtenues par FEKO et l’algorithme NISP et de
l’erreur relative, en fonction de la distance r pour plusieurs fréquences f = 50 kHz, f = 100 kHz
et f = 139 kHz.
sol moyen. L’erreur relative est la plus importante pour le sol sec d’après la figure 3.14.
3.7 Comparaison entre différentes méthodes
Après avoir validé le fonctionnement de l’algorithme en comparant les résultats obtenus
avec ceux de FEKO, cette section compare maintenant les performances des outils dont nous
disposons. Ceci inclue d’autres méthodes comme la FDTD ou les formules approchées de
Norton.
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Figure 3.14 – Tracés des valeurs de |Ez| obtenues par FEKO et l’algorithme NISP et de
l’erreur relative, en fonction de la distance r pour plusieurs sols.
3.7.1 Propagation avec FEKO et FDTD en champ proche
Le même dipôle que précédemment, d’une longueur dl = 25 m, centré à la hauteur h =
37.5 m et de rayon a = 0.5 cm a été simulé avec la FDTD. La source est une impulsion de
Rayleigh dont la fréquence centrale est f = 100 m et d’amplitude A = 1. Le maillage est
un cube de 240 mailles de côté et les pas de discrétisation sont fixés à ∆x = ∆y = 75 m et
∆z = 5 m, l’espace de simulation est encadré par 10 couches d’UPML avec R = 10−4 et g = 2.
Les 3 programmes (FEKO, NISP et FDTD) ayant des sources différentes, il n’est pas
possible de comparer directement le module du champ électrique, celui-ci sera donc normalisé
par rapport à sa valeur à 1.5 km.
Sur la figure 3.15, on observe que les courbes de résultats obtenus sont superposées même
si ceux de la FDTD présentent des oscillations faibles autour des deux autres solutions.
3.7.2 Propagation avec FEKO et Norton en champ lointain
La propagation en champ proche étant validée, la propagation en champ lointain est main-
tenant étudiée et notamment la validité de la formule approchée de NORTON [55] :
ENz = −
jk0I0dlZ0
4pi
{(
r
R
)2 e−jk0R
R
−
(
r
R′
)2 e−jk0R′
R′
+ 2
[
1− j√pipse−werfc
(
j
√
w
) e−jk0R′
R′
]}
(3.54)
où Z0 = 120pi désigne l’impédance de l’air, ps est la distance numérique égale à
ps = −jk0r2
k20
k22
avec w = − jk02k22r [k0r + k2 (z + h)]
2 et la fonction complémentaire d’erreur donnée par
erfc(j
√
w) = −j 2√
pi
∫ √w
−j∞
eu
2
du (3.55)
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Figure 3.15 – Tracés des valeurs de |Ez| normalisées obtenues par FEKO, l’algorithme NISP
et la FDTD en fonction de la distance r.
Ces formules sont valides en considérant que |k2| >> |k0| et r >> (z + h). Souhaitant
obtenir une bonne précision avec l’algorithme NISP, la tolérance est de 10−10 et le nombre
maximal d’itérations égal à 4. Les caractéristiques diélectriques du sol sont dans le cas où il
est sec (εr = 5, σ = 10−4 S.m−1), moyen (εr = 15, σ = 10−3 S.m−1) et mouillé (εr = 30,
σ = 10−2 S.m−1). Le dipôle est toujours de longueur dl = 25 m centré à h = 37.5 m de hauteur
et les points d’observation sont situés à la distance r et à la hauteur z = 1.
Sol sec
D’après les résultats, l’erreur relative entre la formule approchée de Norton et FEKO est
très grande dans la zone proche du dipôle. Bien que les courbes semblent être confondues sur
la figure 3.16(a), des disparités apparaissent sur la figure 3.16(b), notamment dans la zone
proche du dipôle. On observe sur cette dernière plus de 50% d’erreur relative entre NORTON
et FEKO pour le point situé à r = 1500 m. À une centaine de kilomètres de la source, les deux
méthodes atteignent à peu près 5% d’erreur relative par rapport à FEKO et un saut de valeur
calculée par NORTON apparaît sur la même courbe à partir de 10λ.
Sol moyen
Pour le sol moyen, le rapport k2/k1 est plus grand que dans le cas du sol sec. Sur la
figure 3.17(b) les erreurs relatives sont plus faibles que précédemment et diminuent avec l’éloi-
gnement du point d’observation pour atteindre environ 0.6% à r = 100 km.
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Figure 3.16 – Tracés des valeurs de |Ez| obtenues par FEKO et l’algorithme NISP et de
l’erreur relative, en fonction de la distance r pour un sol sec.
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Figure 3.17 – Tracés des valeurs de |Ez| obtenues par FEKO et l’algorithme NISP et de
l’erreur relative, en fonction de la distance r pour un sol moyen.
Sol mouillé
Dans le cas du sol mouillé, le rapport k2/k0 est le plus grand, cependant l’erreur de la
formule approchée de NORTON est sensiblement la même que pour le sol moyen. En revanche,
l’erreur relative est beaucoup plus faible avec l’algorithme NISP car elle est inférieure à 0.1%
à partir de la distance r = 60 km.
3.8 Conclusions du chapitre
Dans ce chapitre la résolution du problème de Sommerfled a été décrite, pour cela les
champs électrique E et magnétique H rayonnés par un dipôle électrique infinitésimal vertical
situé au-dessus d’un sol plan homogène infini ont été obtenus. Le champ électromagnétique
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Figure 3.18 – Tracés des valeurs de |Ez| obtenues par FEKO et l’algorithme NISP et de
l’erreur relative, en fonction de la distance r pour un sol mouillé.
est exprimé dans l’air et dans le sol grâce à un repère cylindrique placé au niveau du dipôle.
La suite du développement a porté sur la composante verticale du champ électrique Ez,
grâce à laquelle trois termes ont été identifés : le trajet direct de l’onde, l’onde émise par le
dipôle image et le terme correspondant à l’atténuation surfacique. Cette décomposition peut
être étendue aux autres composantes du champ électromagnétique car leurs formes sont très
similaires.
Ce terme surfacique, écrit sous forme d’une intégrale sur l’axe des réels < aux bornes infi-
nies, a fait l’objet d’une étude numérique. L’intégrande a été tracé et ces courbes ont montré
que l’on pouvait découper l’intégration numérique en quatre intervalles indépendants.
Afin d’avoir une seule méthode qui considère efficacement chaque point d’observation pour
tous les cas possibles, un algorithme adaptatif d’intégration numérique a été développé. L’in-
tervalle d’intégration sera rediscrétisé jusqu’à ce que la tolérance voulue ou bien que le nombre
maximal d’itérations soient atteints. Deux méthodes numériques sont utilisées pour le calcul
de l’intégrale sur les intervalles : la méthode de Newton-Cotes d’ordre 2 et l’intégration par
les points et les poids de Gauss-Legendre.
L’algorithme adaptatif, NISP pour Numerical Integration of Sommerfeld’s Problem, a mon-
tré son efficacité en traitant plusieurs cas et en obtenant des résultats proches de ceux de
FEKO. Pour aller plus loin dans les comparaisons entre méthodes, plusieurs simulations ont
été réalisées à distance proche et les résultats comparés à ceux obtenus par la FDTD. La
propagation de la composante verticale du champ électrique est identique dans les trois cas,
la FDTD présentant de légères oscillations autour des solutions de FEKO et de l’algorithme
NISP. En champ lointain la formule de NORTON a été utilisée, elle est connue pour être
valable quand k0r >> 1. Pour différents sols (sec, moyen et mouillé), un bon accord entre
les résultats de NISP, Norton et de FEKO est observé mais ils dépendent fortement de la
distance du point d’observation et de la nature du sol. Ainsi tous les points calculés dans la
zone de champ proche ont une erreur relative plus importante qu’en zone éloignée. D’autre
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part sur un sol sec la formule de NORTON présente, comme l’algorithme NISP, une erreur
relative d’environ 6% alors que les résultats de ce dernier sont beaucoup plus proches de ceux
de FEKO sur sol moyen et mouillé.
Un des gros avantages de la formule de NORTON est le temps de calcul, quasi-immédiat
alors que plusieurs secondes sont nécessaires pour le calcul d’un point avec l’algorithme NISP.
En revanche il n’est pas possible de connaître la valeur du champ électromagnétique dans
le sol avec les formules de NORTON. Dans le chapitre suivant, l’algorithme NISP appliqué
aux formules des champs E et H dans le sol et dans l’air est implémenté dans le programme
ALICE. Le champ incident sera ainsi calculé à n’importe quelle distance dans le but de simuler
des éléments naturels situés en zone lointaine d’un dipôle.
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Chapitre 4
Simulations d’éléments naturels
éloignés du système antennaire par
hybridation NISP / FDTD-3D
Dans ce chapitre, nous développons une technique d’hybridation entre l’algorithme NISP
et la méthode FDTD. Dans un milieu semi-infini, le champ électromagnétique en un point
d’observation quelconque est ainsi calculé et appliqué en tant que source de champ incident
sur une surface fermée entourant la zone étudiée. Pour cela on utilise le formalisme champ
total/ champ diffracté de la FDTD. Les résultats de simulations sont comparés à ceux obtenus
avec d’autres méthodes et pour plusieurs distances par rapport à la source. La présence
d’éléments naturels dans la zone de champ lointain est alors étudiée grâce à cette hybridation
NISP/FDTD-3D et enfin les perspectives d’utilisation de cette méthode sont proposées.
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4.1 Introduction
Comme cela a été vu dans les chapitres précédents, la FDTD est une méthode adaptée
pour simuler les éléments naturels en présence de sol. Toutefois, la limitation de la mémoire
empêche de faire des simulations de propagation lointaine. Ceci à pour conséquence que seuls
les éléments situés à proximité de la source antennaire peuvent être correctement étudiés.
Lorsque les scènes sont de grande dimension, ce chapitre développe une technique originale de
décomposition de domaine adaptée à la résolution de notre problème.
4.2 Décomposition de domaines en différences finies
4.2.1 Compléments sur la FDTD
Décomposition de domaines
Un avantage des sous-domaines est qu’ils permettent l’utilisation de l’hybridation de mé-
thodes. Ainsi la simulation des sources pourra être faite avec une méthode numérique et la
diffraction des objets avec une autre. Des hybridations entre méthodes temporelles et fré-
quentielles existent aussi, comme dans [15, 2] où la Méthode des Moments est utilisée avec la
FDTD.
Sur la figure 4.1 sont représentés en FDTD une source antennaire et un objet diffractant,
en l’occurence une sphère métallique. Il est possible de traiter le problème de plusieurs ma-
nières, soit le problème est simulé dans son ensemble comme sur la figure 4.1(a) en dépit de
la taille de l’espace de calcul. Soit les deux problèmes sont traités séparément, la source d’un
côté et l’objet diffractant de l’autre. Pour cela des surfaces équivalentes ou plus communément
appelées surface de Huygens sont utilisées, elles entourent complètement les éléments. Les va-
leurs des densités superficielles de courant sont calculées sur ces surfaces, modélisant l’action
des sources, puis introduites comme onde incidente sur l’autre surface par l’intermédiaire de
formules de rayonnement, comme représenté sur la figure 4.1(b).
D’autres exemples peuvent être trouvés dans la littérature, Reineix et al. [70] utilisent avec
succès plusieurs hybridations de techniques (FDTD/UTD, FDTD/MoM, ...) pour résoudre dif-
férents problèmes de compatibilité électromagnétique : une voiture illuminée par une antenne
ou bien une onde électromagnétique arrivant sur la tête d’un missile. La décomposition de
domaine a également été abordée par Bachelier [4] dans sa thèse. Celle-ci concernait l’études
des interférences entre domaines avec la FDTD, Mouysset [61] l’a étendue à des domaines arbi-
trairement rapprochés. Un exemple d’application est une antenne éclairant une voiture, traitée
par une hybridation différences finies / volumes finis (FDTD/FVTD), la source antennaire est
simulée par FDTD et son action sur l’objet diffractant est simulée par la FVTD.
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(a)
(b)
Figure 4.1 – Représentation de la simulation totale d’une antenne et d’un objet lointain
diffractant en FDTD 4.1(a) et du découpage en sous-domaines créé autour des éléments 4.1(b).
Le champ électromagnétique est rayonné sur les surfaces entourant les objets.
Formalisme champ diffracté/champ total en FDTD en espace libre
L’introduction d’un champ incident de type onde plane en FDTD se fait grâce au forma-
lisme de champ total / champ diffracté [57, 84], ou Total-Field / Scattered-Field (TF/SF). On
peut décomposer les champs électrique Etot et magnétique Htot totaux en présence d’un obs-
tacle comme la somme du champ incident (en l’abscence de l’obstacle) et du champ diffracté
par l’obstacle :
Etot = Einc + Ediff Htot = Hinc + Hdiff (4.1)
Les champs incidents Einc et Hinc sont connus en tout point de l’espace et à chaque pas
de temps. Étant introduits sur la surface de Huygens fermée, ils vont diviser l’espace de calcul
en deux parties : le champ total sera situé à l’intérieur de la surface et le champ diffracté à
l’extérieur. Sur la figure 4.2 est schématisée la diffraction d’un cube dans le vide en FDTD.
Afin de bien comprendre le fonctionnement de la formulation, explicitons le cas 1D selon
l’axe ex représenté sur la figure 4.3. Les deux composantes du champ électromagnétique sont
(Ez ; Hy)
Le passage du champ diffracté au champ total au niveau de la surface de Huygens statisfait
les équations (4.2) pour le champ électrique Ez et (4.3) pour le champ magnétique Hy à l’ité-
ration n. Ces équations sont évidemment écrites pour les trois dimensions dans le programme
ALICE.
Ez,tot|n+1iS = Ez,tot|niS+
∆t
ε∆x
(
Hy,tot|n+1/2iS+1/2−Hy,diff |
n+1/2
iS−1/2
)
− ∆t
ε∆xHy,inc|
n+1/2
iS−1/2 (4.2)
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Etot, Htot
Ediff , Hdiff
surface de Huygens
Figure 4.2 – Représentation du formalisme TF/SF en FDTD grâce à la surface de Huygens.
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Figure 4.3 – Représentation du Maillage FDTD en 1D autour de la surface de Huygens.
Hy,diff |n+1/2iS−1/2= Hy,diff |
n−1/2
iS−1/2+
∆t
µ0∆x
(
Ez,tot|niS−Ez,diff |niS−1
)
− ∆t
µ0∆x
Ez,inc|niS (4.3)
Les exemples montrés ici ont été réalisés dans le vide avec le programme ALICE. Pour
plusieurs pas de temps, une onde plane incidente avec une incidence de 45◦ sous forme d’une
Gaussienne se propage dans le volume fermé par la surface de Huygens. La première simulation
représentée sur la figure 4.4 est celle faite dans l’espace libre. On remarque que l’onde incidente
est confinée à l’intérieur de la surface de Huygens, ce qui est correct car en l’absence de champ
diffracté Etot = Einc. La diffraction sur une sphère métallique est observée d’après les résultats
de la seconde simulation, voir la figure 4.5. On observe que le champ incident heurte la surface
de la sphère ce qui induit la présence de champ diffracté à l’extérieur de la surface de Huygens.
4.2.2 Décomposition de domaines avec un sol en FDTD
Demarest et al. ont étudié à plusieurs reprises la présence d’objet enfoui avec la décomposi-
tion de domaine en FDTD. Dans [23], une antenne située dans l’air est entourée par une surface
de Huygens comme le montre la figure 4.6(a). Les courants exprimés sur cette surface rayonnent
et le champ électromagnétique créé éclaire l’objet diffractant situé dans le sol. Le sol n’est pas
intégré dans la surface fermée. Les travaux qu’ils ont menés dans [24, 67] démontrent qu’il est
possible de prendre en compte le changement de milieu. Pour cela ils ne considèrent plus une
source antennaire mais une onde plane incidente qui entre en contact avec la surface du sol,
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(a) t = 420 ms (b) t = 455 ms
(c) t = 490 ms (d) t = 525 ms
Figure 4.4 – Cartographie de |E| (V.m−1) dans le domaine de calcul.
créant une onde transmise et une onde réfléchie représentées sur la figure 4.6(b). Les valeurs de
ces dernieres étant connues analytiquement dans tout l’espace, on peut les appliquer comme
champ incident dans le formalisme TF/SF de la FDTD. Les valeurs de champ sur la surface de
Huygens dans l’air sont alors obtenues par la somme du champ incident et du champ réfléchi et
celles dans le sol sont tout simplement égales aux valeurs du champ transmis. L’introduction
d’un objet à l’intérieur de la surface de Huygens fermée, soit dans l’air, soit dans le sol génèrera
du champ diffracté. Cet objet peut être un creux ou une bosse au voisinage de la surface du sol.
L’algorithme NISP permet de connaître le champ électromagnétique en tout point de l’es-
pace dans le cas de la propagation de l’onde de surface au-dessus du sol. Les propriétés dé-
montrées par Demarest et al. sont donc utilisées pour développer une technique d’hybridation
entre la FDTD et l’algorithme NISP.
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(a) t = 420 ms (b) t = 455 ms
(c) t = 490 ms (d) t = 525 ms
Figure 4.5 – Cartographie de |E| (V.m−1) dans le domaine de calcul pour la diffraction d’une
sphère métallique en espace libre.
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(a)
incident re´fle´chi
transmis
(b)
Figure 4.6 – Décomposition de domaine avec un sol en FDTD : géométries utilisées par
Desmarest et al. dans [23] et [24].
4.3 Hybridation de l’algorithme NISP dans la FDTD
Cette section présente les équations du champ électromagnétique dans l’air et dans le sol
qui seront implémentées dans le logiciel ALICE et valide la technique d’hybridation.
4.3.1 Équations du champ électromagnétique en présence du sol
Pour un dipôle électrique de longueur dl situé à une hauteur h et parcouru par le courant
I0, les équations du champ électromagnétique développées au chapitre précédent pour un point
d’observation P situé à une distance r et une hauteur z dans le sol (2) ou dans l’air (1) sont :
H2φ(r, z) =
k22I0dl
2pi
∫ +∞
0
J1(λr)
ez
√
λ2−k22−h
√
λ2−k20
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ2dλ (4.4)
E2ρ(r, z) =
jωµ0I0dl
2pi
∫ +∞
0
J1(λr)
√
λ2 − k22
ez
√
λ2−k22−h
√
λ2−k20
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ2dλ (4.5)
E2z (r, z) = −
jωµ0I0dl
2pi
∫ +∞
0
J0(λr)
ez
√
λ2−k22−h
√
λ2−k20
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ3dλ (4.6)
H1φ(r, z) =
I0dl
4pi
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e−jk0R
R
(
jk0
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2
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√
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 (4.7)
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E1ρ(r, z) =
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(4.9)
Une fois le passage des coordonnées cylindriques aux coordonnées cartésiennes effectué, ces
équations seront donc les champs incidents appliqués sur la surface de Huygens. Toutefois elles
sont valables pour le régime harmonique où l’on a choisi la convention e+jωt, par conséquent,
le champ électromagnétique incident sera implémenté à chaque pas de temps selon la forme :
E 1,2x,y,z = <
{
E1,2x,y,z · e+jωt ·
(
1− e−αt
)}
H 1,2x,y,z = <
{
H1,2x,y,z · e+jωt ·
(
1− e−αt
)}
(4.10)
où E et H désignent les champs électrique et magnétique réprésentés dans les quatre
dimensions (ex, ey, ez, t). Le terme
(
1− e−αt) permet d’introduire progressivement le champ
incident et d’éviter les brusques changements de valeur qui interviennent lors des premières
itérations de la FDTD.
Il faudra plusieurs pas de temps pour que le système s’initialise et que le régime harmonique
s’établisse dans la boîte de calcul. Afin d’obtenir la cartographie du champ électrique le signal
sera échantillonné pendant une durée empirique de 10 périodes. En effet cet intervalle de temps
est acceptable pour qu’il y ait suffisamment d’informations lors du passage dans le domaine
fréquentiel.
Le dipôle électrique infinitésimal qui rayonne les champs incidents sur la surface de Huygens
(en bleue) est représenté sur la figure 4.7.
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Figure 4.7 – Représentation de l’hybridation NISP/FDTD-3D pour un dipôle électrique ver-
tical.
L’espace de simulation FDTD (en vert) est construit d’après le repère (rouge) (O′, e′x, e′y, e′z)
et chacune des mailles est identifiée par ses coordonnées. Lorsque le calcul des valeurs des
champs incidents intervient, il y a un changement de coordonnées qui s’effectue car le dipôle
est lui localisé dans le repère (noir) (O, ex, ey, ez).
Dans le repère du dipôle (noir) (O, ex, ey, ez), l’origine est située par ses coordonnées
(x, y, z). Le point P sur la surface de Huygens, de coordonnées (x′, y′, z′) dans le repère FDTD
(rouge) (O′, e′x, e′y, e′z) a alors les coordonnées (x + x′, y + y′, z + z′) dans le repère du dipôle
(noir) (O, ex, ey, ez).
Pour faciliter l’implémentation de l’algorithme, le module FORTRAN90 qui servait à in-
troduire les ondes planes dans le vide a été réutilisé, et seules les fonctions de calcul du champ
électromagnétique incident ont été modifiées.
4.3.2 Validations de l’hybridation
Afin de valider le fonctionnement de l’hybridation NISP/FDTD-3D, plusieurs simulations
ont été réalisées ainsi que des études comparatives avec d’autres méthodes dans les conditions
où ces dernières peuvent servir de méthodes de référence.
Validation de l’hybridation en espace libre
Dans un premier temps, le cas où le dipôle rayonne dans le vide est considéré. Ceci permet
de ne pas prendre en compte l’algorithme d’intégration numérique pour l’instant afin de valider
l’application d’un champ incident quelconque sur les surfaces de Huygens et le passage du
domaine harmonique au domaine temporel. Dans ces conditions, les équations de rayonnement
sont données dans tous l’espace libre par :
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Figure 4.8 – Rayonnement d’un dipôle dans le vide : comparaison entre différentes méthodes
(Hybridation, FEKO) du module du champ électrique |E| en dBV.m−1 4.8(a) et du module
du champ magnétique |H| en dBA.m−1 4.8(b).
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Figure 4.9 – Rayonnement d’un dipôle au-dessus d’un sol moyen : comparaison entre diffé-
rentes méthodes (Hybridation, FEKO) du module du champ électrique |E| en dBV.m−1 4.9(a)
et du module du champ magnétique |H| en dBA.m−1 4.9(b).
Les résultats de ces équations sont rapidement calculés pour tous les points de la surface de
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Huygens fermée. L’espace de calcul total est un cube de 100 mailles de côté avec ∆x = ∆y =
∆z = 75 m et le volume délimité par la surface de Huygens fermé est un cube de 60 mailles
de côté. Le dipôle centré à l’origine du repère est représenté par un fil de longueur dl = 25 m
de rayon a = 0.5 cm, alimenté par une source de tension à la fréquence f0 = 100 khz. La
simulation est répétée pour pouvoir considérer plusieurs points selon l’axe ex car y = z = 0
pour les différents points d’observation. Le module du champ électrique et magnétique est
comparé à celui de FEKO sur la figure 4.8. D’après les courbes de la figure 4.8, on observe
que les deux méthodes obtiennent des résultats similaires quelque soit la distance selon l’axe
ex. Les observations étant les mêmes pour d’autres points de l’espace, elles valident à la fois
l’implémentation des valeurs du champ électromagnétique rayonné par une source quelconque
sur les surfaces de Huygens et le passage du domaine harmonique au domaine temporel.
Validation de l’hybridation en présence de sol
À présent le sol et donc l’algorithme d’intégration numérique peuvent être introduits. Après
avoir intégré l’algorithme adaptatif NISP dans ALICE, les mêmes simulations que précédem-
ment ont été réalisées avec les points d’observations situés cette fois à y = 0 et à z = 76 m.
La source dipolaire a les mêmes caractéristiques, seule la hauteur change puisqu’il est centré
à h = 37.5 m au-dessus d’un sol moyennement humide. Les trois paramètres de l’algorithme
NISP sont fixés pour toutes les simulations par le pas minimal ∆min = 2pi10r , la tolérance
cv = 10−3 et le nombre maximal d’itérations est égal à quatre.
On observe sur la figure 4.9 que les valeurs des champs électrique et magnétique sont
très proches pour les deux méthodes étudiées. Cette étude étant faite sur des points, des
cartographies de champ électrique vont être comparées dans la suite.
Simulation en champ lointain sur sol plan avec FEKO
Reprenons la même simulation que précédemment, les paramètres de l’algorithme adatatif
sont également identiques. Dans les figures ci-dessous, les cartographies du module du champ
électrique |E| obtenues avec deux méthodes (Hybridation et FEKO) au-dessus du sol moyen-
nement humide, à une distance r comprise entre 23 et 27.5 km pour plusieurs altitudes z sont
comparées.
En prenant garde aux échelles, les cartographies présentées sur les figures 4.10(a) et 4.10(b)
sont très proches, une comparaison numérique est donc faite en calculant l’erreur relative (4.12)
avec les valeurs linéaires de champ et en la traçant en décibel sur la figure 4.10(c). Sur cette
dernière, on observe que l’erreur relative est inférieure à −25 dB ce qui correspond à environ
5.6%. L’hybridation qui a été mise en place fonctionne donc parfaitement sur un sol plan
homogène, quelque soit la distance et la hauteur des points d’observation. L’objet de la section
suivante est de valider son fonctionnement en présence de discontinuités.
η = |EHybrid −EFeko||EFeko| (4.12)
Simulation en champ proche avec un obstacle avec ALICE
Dans cette section, une discontinuité est étudiée avec l’hybridation et la FDTD, la simu-
lation sera donc réalisée dans une zone suffisamment proche de l’antenne dipôle pour que la
FDTD soit utilisable.
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(a) Cartographie avec FEKO (b) Cartographie avec l’hybridation
(c) Erreur relative (dB)
Figure 4.10 – Cartographies de champ |E| (dBV.m−1) au-dessus d’un sol moyen obtenues
par deux méthodes (Hybridation, FEKO) et erreur relative commise.
La simulation FDTD est schématisée sur la figure 4.11(a) (qui n’est pas à l’échelle). L’espace
de simulation est un cube de 240 mailles de côté avec ∆x = ∆y = 75 m et ∆z = 25 m. Les
couches limites sont les UPML dont les paramètres sont identiques à toutes les simulations
précédentes (N = 10, R = 10−4 et g = 2). La figure 4.11(b) montre la géométrie utilisée pour
l’hybridation NISP/FDTD-3D.
Dans le cas de l’hybridation, l’espace de calcul est plus petit car le cube est constitué
uniquement de 100 mailles dans les trois directions et la surface fermée de Huygens, elle, en
possède 60. La colline de hauteur 25 m, de largeur 3 km et de profondeur 1.5 km est située à
3375 m de la source antennaire et est construite avec un empilement de 10 blocs de diélectriques
dont les largeurs décroissent de deux mailles à chaque augmentation d’altitude. Leur hauteur
est fixée à 25 m, leur largeur à 3 km et la profondeur dépend du numéro N du bloc selon la
formule p = 2 ∗ (11−N) ∗ 75. Les paramètres diélectriques de la montagne sont les mêmes que
ceux du sol moyennement humide.
On observe facilement la présence de la colline sur la figure 4.13 et les champs électriques
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(a) Simulation avec la FDTD seule
(b) Simulation avec l’hybridation NISP/FDTD
Figure 4.11 – Représentation de la simulation d’une discontinuité proche d’un dipôle élec-
trique vertical. La simulation est faite entièrement avec la FDTD 4.11(a) et les résultats seront
comparés avec ceux de l’hybridation NISP/FDTD-3D 4.11(b).
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Figure 4.12 – Valeurs du champ normalisé |E| (dB) obtenues à l’altitude constante z = 175 m
au-dessus du sol par deux méthodes (Hybridation, FDTD).
obtenus par les deux méthodes sont quasiment identiques car l’erreur relative est inférieure à
−28 dB. Ceci se vérifie également à altitude constante z = 175 m au-dessus du diélectrique
sur la figure 4.12.
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(a) Cartographie avec la FDTD (b) Cartographie avec l’hybridation
(c) Erreur relative (dB)
Figure 4.13 – Cartographies de champ normalisé |E| (dB) en présence d’une colline, au-dessus
d’un sol moyen obtenues par deux méthodes (Hybridation, FDTD) et erreur relative commise.
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4.4 Simulations d’environnements naturels en champ lointain
par hybridation NISP/FDTD-3D
Plusieurs simulations d’environnement naturels en champ lointain ont été réalisées avec
l’hybridation NISP/FDTD-3D. Les éléments étudiés dans le chapitre 2 ainsi qu’un lac et une
vallée sont introduits dans ces simulations.
La source et le sol seront identiques pour toutes les simulations suivantes, il s’agit d’un
dipôle électrique de longueur dl = 25 m, alimenté à f0 = 100 kHz et situé à h = 37.5 m
au-dessus d’un sol moyennement humide (ε = 15, σ = 10−3 S.m−1). Pour ces calculs, l’algo-
rithme NISP est défini avec le pas minimal ∆min = 2pi/(10r), la tolérance cv = 10−3 et le
nombre maximal d’itérations égal à quatre. Les couches limites de la FDTD restent elles aussi
inchangées puisque leur fonctionnement est avéré, il s’agit de dix couches d’UPML avec les
valeurs R = 10−4 et g = 2.
Les éléments simulés par l’hybridation sont à une distance d’au moins r = 23 km et les
deux sorties seront des cartographies de champ électrique |E| dans le plan xOz à y = 0
et dans le plan xOy à une altitude spécifique pour chaque cas. Afin de ne pas observer les
faibles perturbations dans le sol, les valeurs minimales du champ électrique seront bornées. La
répartition du module du champ électrique est observée dans l’air et comparée à celle obtenue
dans le cas du sol plan par :
η = |Eélément|dB−|Eplan|dB (4.13)
Un effet positif (augmentation de la valeur du champ) par rapport au sol plan sur la propa-
gation du champ électrique sera visible lorsque l’on aura η > 0 et un effet négatif (diminution
de la valeur du champ) pour η < 0.
4.4.1 Simulation de la forêt
La géométrie de la forêt considérée est identique à celle du chapitre 2, avec 25 m de
hauteur et 1.5 km de côté. Elle possède les mêmes caractéristiques diélectriques εr = 1.065,
σ = 10−3 S.m−1 et elle est située à 24.35 km de la source. L’espace de la simulation FDTD
est défini par la discrétisation spatiale ∆x = ∆y = 75 m et ∆z = 25 m.
Sur la figure 4.14(a), la forêt a un effet sur l’onde se propageant dans le sol car la forme
de la forêt se discerne très bien jusqu’à une certaine profondeur. Il y a quelques effets de
bord qui interviennent sur les côtés du diélectrique cependant les écarts entre les valeurs du
champ électrique sont faibles (figure 4.14), la présence de la forêt n’a pas d’effet positif sur la
propagation au-delà de 26 km dans ce cas.
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(a) Plan xOz à y = 0 (b) Plan xOz avec y = 0 et z > 0
(c) Plan xOy à z = 50 m (d) Comparaison dans xOz avec y = 0 et z > 0
Figure 4.14 – Cartographies de champ |E| (dBV.m−1) en présence d’une haute forêt obtenues
par la méthode de l’hybridation NISP/FDTD-3D.
4.4.2 Simulation de la montagne
Dans cette partie, la montagne étudiée précédemment en champ proche avec la FDTD
dans la section 4.3.2 est déplacée jusqu’à la distance de 24.425 km par rapport à la source.
Les géométries et les paramètres diélectriques resteront donc inchangés, seule la distance sera
modifiée. Les pas du maillage sont défnis par ∆x = ∆y = 75 m et ∆z = 25 m.
Comme dans le cas de la forêt, on observe sur la figure 4.15(a) que la propagation du
champ électrique suit l’interface air-sol et on discerne très bien la forme de la montagne. Sur
la figure 4.15(b) les valeurs du module du champ électrique sont plus importantes avant la
montagne (de 23.5 km à 24.5 km) et sur la face arrière (de 25.25 km à 26 km). La face éclairée,
celle qui est visible par la source a des valeurs légèrement plus faibles.
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(a) Plan xOz à y = 0 (b) Plan xOz avec y = 0 et z > 0
(c) Plan xOy à z = 25 m (d) Comparaison dans xOz avec y = 0 et z > 0
Figure 4.15 – Cartographies de champ |E| (dBV.m−1) en présence d’une colline, au-dessus
d’un sol moyen obtenues par la méthode de l’hybridation NISP/FDTD-3D.
4.4.3 Simulation de la nappe phréatique
La nappe phréatique étudiée est peu profonde, située à 25 m sous la surface. Ses caractéris-
tiques diélectriques sont les mêmes que celles du chapitre 2, une permittivité relative εr = 80
et une conductivité électrique σ = 5 · 10−2 S.m−1. La géométrie choisie pour cet élément na-
turel est un carré dont le côté mesure 500 m avec une hauteur égale à 50 m. La discrétisation
spatiale sera identique à celle de la forêt, soit ∆x = ∆y = 75 m et ∆z = 25 m.
On observe que la présence de la nappe phréatique perturbe la propagation de champ à son
voisinage dans le sol. En effet, il n’y a pas ou très peu de puissance rayonnée sous cette dernière
d’après la figure 4.16(a). D’autre part sur la figure 4.16(b), une rupture de champ électrique
est visible au moment où celui-ci rencontre l’élément naturel à 23.5 km et plus loin à 24 km,
une augmentation de la valeur du module du champ électrique intervient lors du passage de
l’eau à la terre. Cet effet est également bien visible sur les figures 4.16(c) et 4.16(d).
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(a) Plan xOz à y = 0 (b) Plan xOz avec y = 0 et z > 0
(c) Plan xOy à z = 25 m (d) Comparaison dans xOz avec y = 0 et z > 0
Figure 4.16 – Cartographies de champ |E| (dBV.m−1) en présence d’une nappe phréatique
dans un sol moyen obtenues par la méthode de l’hybridation NISP/FDTD-3D.
4.4.4 Simulation du lac
Un nouvel élément naturel est étudié ici, il s’agit un lac qui a les mêmes caractéristiques
diélectriques que la nappe phréatique mais pas les mêmes dimensions. À savoir que ses quatre
côtés mesurent 1.5 km et qu’il a une profondeur de 100 m soit 4 mailles car ∆z = 25 m et
∆x = ∆y = 75 m pour la grille de calcul FDTD. La rive du lac la plus proche de la source est
donc située à 24.5 km de cette dernière.
Comme pour les résultats de simulation de la nappe phréatique, on observe très peu de
champ électrique se propageant sous l’élément naturel sur la figure 4.17(a). La présence du
champ électrique est forte peu avant la distance de 26 km, ce qui informe du changement du
milieu de l’eau vers le sol.
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(a) Plan xOz à y = 0 (b) Plan xOz avec y = 0 et z > 0
(c) Plan xOy à z = 25 m (d) Comparaison dans xOz avec y = 0 et z > 0
Figure 4.17 – Cartographies de champ |E| (dBV.m−1) en présence d’un lac, au-dessus d’un
sol moyen obtenues par la méthode de l’hybridation NISP/FDTD-3D.
4.4.5 Simulation de la vallée
Pour simuler la présence d’une vallée à 24.425 km d’un dipôle infinitésimal avec l’hybrida-
tion NISP/FDTD-3D, la géométrie de la montagne est réutilisée pour faire une simple symétrie
par rapport au plan xOy en z = 0. Les valeurs des paramètres diélectriques des blocs seront
cette fois-ci celles du vide (εr = 1, σ = 0 S.m−1).
Une forte concentration de champ électrique au début de la pente qui descend dans la
vallée (à 24.42 km) est visible sur la figure 4.18(b). On y observe également le même effet à la
fin de la remontée (à 26 km) lorsque l’on est à nouveau sur le sol plan, toutefois les valeurs du
champ électrique sont plus faibles.
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(a) Plan xOz à y = 0 (b) Plan xOz avec y = 0 et z > 0
(c) Plan xOy à z = 25 m (d) Comparaison dans xOz avec y = 0 et z > 0
Figure 4.18 – Cartographies de champ |E| (dBV.m−1) en présence d’une vallée, au-dessus
d’un sol moyen obtenues par la méthode de l’hybridation NISP/FDTD-3D.
4.5 Études de géométries d’environnements naturels
Des simulations de plusieurs environnements naturels en champ lointain ont été réalisées
avec l’hybridation NISP/FDTD-3D. Maintenant l’influence de leurs dimensions sur la propa-
gation du champ électrique selon une direction est étudiée. Pour cela les éléments naturels
simulés dans la section précédente sont agrandis et les cartographies du module du champ
électrique sont comparées avec le même critère η de l’équation (4.12) dans le plan xOz avec
y = 0 et z > 0.
4.5.1 Étude de la forêt
Une forêt de 1.5 km de côté est comparée avec une autre forêt beaucoup plus large car
cette dernière mesure 3 km.
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(a) Petite Forêt (b) Grande forêt
Figure 4.19 – Cartographies de champ |E| (dBV.m−1) en présence d’une haute forêt obtenues
par la méthode de l’hybridation NISP/FDTD-3D.
On observe que la taille de la forêt importe peu sur la propagation du champ électrique
car les échelles de valeur sont identiques sur les figures 4.19(a) et 4.19(b). Il y a tout de même
un léger effet positif d’environ +0.25 dB lorsque le point d’observation se situe au milieu de la
forêt.
4.5.2 Étude de la montagne
Pour la montagne le pourcentage de la pente éclairée par la source diminue de 33.3% à
16.6%. On observe sur la figure 4.20(b) une diminution de 0.5 dB de l’effet positif lorsque
la montagne est agrandie. Il n’y a en revanche aucun changement quant à la propagation du
champ électrique après l’élément naturel.
(a) Petite montagne (b) Grande montagne
Figure 4.20 – Cartographies de champ |E| (dBV.m−1) en présence d’une colline, au-dessus
d’un sol moyen obtenues par la méthode de l’hybridation NISP/FDTD-3D.
123
CHAPITRE 4. HYBRIDATION FDTD-3D / NISP
4.5.3 Étude de la nappe phréatique
La largeur et la profondeur du bloc diélectrique qui représente la nappe phréatique ont
été doublées, deux étendues d’eau enterrées et carrées de 500 m de côté pour la plus petite et
1 km pour la plus grande sont donc comparées.
(a) Petite nappe phréatique (b) Grande nappe phréatique
Figure 4.21 – Cartographies de champ |E| (dBV.m−1) en présence d’une nappe phréatique
dans un sol moyen obtenues par la méthode de l’hybridation NISP/FDTD-3D.
Les résultats obtenus pour les deux cas de nappes phréatiques sont très similaires, la valeur
maximal de η est légèrement plus grande pour la grande étendue d’eau.
4.5.4 Étude du lac
Comme dans les exemples précédents, la largeur et la longueur du lac ont été doublées sans
modifier sa profondeur. Les résultats sont présentés sur les figures 4.22(a) et 4.22(b).
(a) Petit lac (b) Grand lac
Figure 4.22 – Cartographies de champ |E| (dBV.m−1) en présence d’un lac, au-dessus d’un
sol moyen obtenues par la méthode de l’hybridation NISP/FDTD-3D.
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La valeur du paramètre η est légèrement plus élevé (0.1 dB) lorsque le lac est grand. On
remarque également que dans ce cas, le module du champ électrique est un peu plus élevé au
milieu du lac sur la figure 4.22(b), cependant les valeurs sont très faibles (0.1 dB).
4.5.5 Étude de la vallée
La vallée a été agrandie de la même manière que la montagne, à savoir que la pente la plus
proche de la source a été diminuée.
(a) Petite vallée (b) Grande vallée
Figure 4.23 – Cartographies de champ |E| (dBV.m−1) en présence d’une vallée, au-dessus
d’un sol moyen obtenues par la méthode de l’hybridation NISP/FDTD-3D.
Sur les figures 4.23(a) et 4.23(b), on observe très bien l’effet de la vallée qui est un dièdre.
les valeurs du paramètre η au centre du dièdre sont plus fortes lorsque la vallée est étroite à
peu près +3 dB, au lieu de +0.75 dB pour la grande. Pour cette dernière, l’effet positif le plus
important se situe à la remonté lorsque l’onde se propage à nouveau sur le sol plan.
4.5.6 Conclusions de l’étude
L’augmentation des dimensions des éléments naturels a pour la plupart des cas étudiés très
peu d’impact sur la propagation du champ puisque les effets observés sont de l’ordre du dB
ou d’une fraction de dB. Les effets significatifs visibles concernent la montagne et la vallée, où
la diminution de la pente la plus proche de la source entraine des pertes approximatives de
0.5 dB et 1.5 dB respectivement.
4.6 Observations
4.6.1 Temps de calcul
Comme évoqué au chapitre précédent, l’algorithme NISP a un temps d’éxécution qui se
chiffre en dixièmes de seconde pour un seul point d’observation. Dans le cas de l’hybridation,
il lui faut calculer les six composantes qui sont réparties sur toute la surface fermée. À titre
d’exemple, le temps de calcul est d’environ 24h pour une surface entourant un cube composé de
61 mailles de côté, situé à plus de 20 km de la source, avec le pas minimal ∆min = 2pi/(10r),
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la tolérance cv = 10−3 et le nombre maximal d’itérations égal à quatre. Les temps de calcul
de FEKO sont de quelques secondes et la simulation de la montagne avec la FDTD a nécessité
une dizaine d’heures.
Afin de remédier à ce problème de temps de calcul, deux stratégies à implémenter dans le
code ont été identifiées, une est déjà en fonctionnement :
– La première stratégie est la plus simple à implémenter et est très efficace lorsque les
simulations sont faites à une distance fixe de la source et avec le même sol. Toutes les
valeurs de champ incident calculées par NISP sont écrites et stockées dans des fichiers
et ces derniers seront lus à la prochaine simulation.
– La deuxième stratégie envisagée permettra de calculer beaucoup plus rapidement les
valeurs du champ électromagnétique incident et repose sur les formules de Norton dé-
veloppées au chapitre précédent. Malgré cela, il sera nécessaire d’utiliser l’algorithme
NISP pour les valeurs dans le sol. Le nouveau code sera alors constitué d’une triple hy-
bridation NORTON/NISP/FDTD-3D, la première méthode initialisera le champ électro-
magnétique incident dans l’air très rapidemment, la seconde se chargera des composantes
dans le sol avec un temps un peu plus long, la dernière permettra de simuler l’évolution
temporelle avec le nombre voulu d’itérations.
4.6.2 Perspectives
La technique d’hybridation développée permet aussi de simuler des scènes plus ou moins
complexes en présence de sol. À l’interieur du contour de Huygens se trouve un dipôle vertical
non alimenté de 500 m de long et centré à la hauteur de 375 m. En prenant en compte le
décalage de l’origine, le dipôle est situé à 23.75 km de la source. Le maillage spatial a été défini
avec les valeurs ∆x = ∆y = ∆z = 25 m, l’origine de la boîte de Huygens est ainsi située au
point de coordonnées x = 23 km, y = −750 m et z = −750 m. Dans un premier temps la
figure 4.24 représente le signal temporel du courant I, obtenu au niveau de la maille centrale
du dipôle. On y observe que le régime transitoire dure environ 40 micro-secondes et que le
régime harmonique s’établi bien une fois ce temps écoulé.
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Figure 4.24 – Courant au milieu du dipôle en fonction du temps en utilisant l’hybridation
NISP/FDTD-3D.
On observe sur les cartographies de la figure 4.25 l’effet de la présence du dipôle. Le fil
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(a) Plan xOz à y = 0 (b) Plan xOz avec y = 0 et z > 0
(c) Plan xOy à z = 25 m
Figure 4.25 – Cartographies de champ |E| (dBV.m−1) en présence d’une antenne dipôle située
au-dessus d’un sol moyen obtenues par la méthode de l’hybridation NISP/FDTD-3D.
est un objet diffractant qui a un effet sur la répartition du champ électrique car sa présence
est très clairement visible sur la figure 4.25(c), bien que l’échelle des valeurs soit très petite.
D’autres utilisations de cette méthode multi-domaines en présence de sol sont envisageables,
par exemple à plus hautes fréquences et sur substrat diélectique, on peut modéliser le rayon-
nement d’un composant sur un autre élément de la carte électronique. Ceci ne pourra se faire
qu’en connaissant les valeurs du champ électromagnétique autour de ce dernier.
Il serait également possible d’obtenir le champ diffracté en zone lointaine de l’objet par une
technique analogue à celle qui est employée dans [24]. Pour cela une deuxième boîte de Huygens
est utilisée, elle permet d’obtenir le rayonnement lointain du champ électromagnétique.
4.7 Conclusions du chapitre
Ce chapitre décrit le formalisme de champ total/champ diffracté en FDTD et son intérêt.
Tout objet qui n’a pas les mêmes caractéristiques que le milieu dans lequel le champ incident
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est implanté, est un objet diffractant. Il a été montré en exemple l’évolution du champ incident
dans une boîte vide et la création d’un champ diffracté lorsque l’on ajoute une sphère dans le
milieu.
Ces effets ont été reproduits avec un sol, ainsi tout ce qui est ajouté ou enlevé a un sol
plan est considéré comme un objet diffractant comme le montre la figure 4.26(b). Les effets de
l’élément naturel sont observés sur le champ total à l’intérieur de la surface fermée de Huygens
et sur le champ diffracté à l’extérieur de celle-ci.
(a) Simulation d’une colline avec l’hybridation NISP/FDTD
(b) Visualisation de l’objet diffractant considéré
Figure 4.26 – Représentation de la simulation d’une discontinuité proche d’un dipôle elec-
trique vertical par l’hybridation NISP/FDTD 4.26(a) et représentation de l’objet considéré
comme diffractant par la méthode 4.26(b).
L’algorithme NISP a été intégré avec succès dans le programme FDTD ALICE puis testé.
Les résultats obtenus ont été comparés avec d’autres méthodes, d’abord sur un sol plan en
champ lointain avec le logiciel FEKO où l’erreur relative maximale est évaluée à −28 dB.
Ensuite une montagne a été simulée dans la zone de champ proche avec l’hybridation et la
FDTD. Une fois que les modules du champ électrique ont été normalisés et comparés, l’erreur
relative calculée est légèrement inférieure à −30 dB ce qui est une bonne approximation. Cette
méthode hybride originale en ce qui concerne la propagation par onde de sol a donc été validée.
Enfin l’hybridation NISP/FDTD-3D a été utilisée afin de simuler les effets de plusieurs
éléments naturels : une forêt, une montagne, une nappe phréatique, un lac et une vallée. On
a observé que la propagation du champ électrique dans le sol suit le relief de la forêt, de la
montagne et de la vallée, enfin la présence d’un recouvrement de champ a été visualisée après
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l’élément naturel dans le cas d’une nappe phréatique peu profonde ou d’un lac.
L’impact de ces obstacles reste limité à leur voisinage, cet impact est plus faible qu’en zone
proche (cf. Chapitre 2). Les objets les plus impactants localement sont la colline et la vallée.
La taille des obstacles affecte la distribution de la puissance mais non les valeurs crêtes dans
les exemples traités.
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Conclusion
Tout d’abord, rappellons que le travail de la thèse consistait à modéliser le rayonnement
électromagnétique d’antennes filaires basses fréquences en présence de sol et d’environnements
réalistes. En particulier il s’agissait d’observer les effets de ces éléments sur le rayonnement
d’antennes et la propagation par onde de sol, lorsqu’ils sont situés dans la zone proche et
lointaine de la source.
Dans la première partie, les fondements de la théorie de la méthode des différences-finies
dans le domaine temporel ont été rappelés et son fonctionnement a été validé pour le rayon-
nement d’antennes filaires basses fréquences en présence de sol diélectrique.
Ensuite des éléments naturels ont été introduits dans la zone proche de la source et les ef-
fets sur la propagation ont été observés. Si le système antennaire est construit au milieu d’une
forêt, des pertes apparaîtront généralement. Ces dernières seront plus ou moins importantes
en fonction de la hauteur de l’élément rayonnant : un monopole quart-d’onde n’est pas affecté
par la présence des arbres tandis que le champ électromagnétique rayonné par une antenne
en L sera fortement atténué. À l’inverse les effets d’une colline dépendent peu de la géométrie
de l’antenne puisqu’il a été démontré que les systèmes antennaires situés au sommet étaient
toujours plus efficaces que sur un sol plan. Une nappe phréatique positionnée sous la source
augmente légèrement le rayonnement d’une antenne en L alors qu’elle n’affecte pas un mono-
pole quart-d’onde. Dans ces simulations, le plan de masse est de grande dimension et recouvre
la totalité de l’étendue d’eau enterrée, il est possible que l’impact de cet élément naturel soit
plus important avec un plan de masse beaucoup plus petit.
Dans un second temps l’étude du rayonnement d’un dipôle infinitésimal électrique et ver-
tical au-dessud d’un sol plan homogène décrite par Sommerfeld a été reprise. Trois termes
d’onde source, d’onde image et d’onde de sol ont été identifiés sur la composante verticale Ez
du champ électrique, de plus il est possible de calculer numériquement l’intégrale spectrale qui
représente l’onde de surface. Un algorithme d’intégration adaptatif a été réalisé pour assurer un
bon compromis entre temps de calcul et précision de l’intégration numérique. Celui-ci repose
sur la décomposition de l’intervalle d’intégration en fonction du comportement de l’intégrande
et l’utilisation de deux méthodes d’intégration numérique : la méthode de Simpson 1/3 et celle
de Gauss-Legendre. En comparant les résultats avec d’autres méthodes, l’algorithme NISP a
démontré sa validité et le changement du modèle de propagation du champ électromagnétique
utilisé par FEKO, celui-ci se dégrade légèrement à partir de la distance de 10λ0. D’autre part
l’algorithme a montré que les hypothèses faites par les formules approchées de Norton sont
correctes car elles fonctionnent bien en champ lointain et elles sont plus précises sur sol mouillé.
Enfin dans la dernière partie, une technique originale d’hybridation entre l’algorithme NISP
et la méthode FDTD a été développée. Dans un milieu semi-infini, le champ électromagnétique
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en un point d’observation quelconque est calculé et appliqué en tant que source de champ in-
cident sur une surface fermée entourant la zone étudiée. Pour cela le formalisme champ total/
champ diffracté de la FDTD est utilisé. Cette hybridation multidomaines permet de rendre
compte efficacement des effets d’éléments naturels sur la propagation du champ électromagné-
tique, quelque soit la distance entre la source et l’objet étudié. Il est également possible que
ce dernier soit situé dans le sol et/ou dans l’air. L’étude réalisée sur des éléments naturels
a montré que la propagation du champ électrique dans le sol suit le relief de la forêt, de la
montagne et de la vallée et que la présence d’une étendue d’eau dans le sol provoque une
augmentation du champ proche du sol après cet élément naturel.
Perspectives
Les prolongations de ce travail peuvent être regroupées sur plusieurs axes :
– Afin de rejoindre les études réalisées par Larbi et Cuggia, il est possible d’intégrer les
antennes réalistes dans un environnement naturel proche. Pour cela des composants élec-
troniques et des pylônes métalliques qui soutiennent les structures antennaires peuvent
être intégrées dans nos simulations environnementales en FDTD. Les modèles d’environ-
nement proposés dans ce manuscrit peuvent aussi être étudiés avec la méthode TLM.
– L’intérêt de l’intégration numérique pour calculer le rayonnement électromagnétique d’un
dipôle infinitésimal électrique vertical dans l’air et dans le sol a été démontré avec succès.
Il serait intéressant d’étudier le comportement d’un dipôle infinitésimal électrique hori-
zontal et d’ajouter ce modèle à l’algorithme d’intégration adaptatif NISP. L’algorithme
d’intégration peut être étendu aux cas des dipôles magnétiques vertical et horizontal afin
de pouvoir calculer le rayonnement électromagnétique de n’importe quel type d’antenne
filaire.
– Comme cela a été évoqué au chapitre 4, l’hybridation peut être améliorée et notamment
les temps de calcul. Pour ce faire, une triple hybridation peut être développée avec les
formules approchées de Norton qui calculerait les valeurs des composantes du champ
électromagnétique dans l’air, l’algorithme NISP se chargerait de celles qui se trouvent
dans le sol et enfin la FDTD permettrait de simuler l’effet de ce champ incident sur un
système antennaire et/ou composé d’éléments naturels.
– Il serait intéressant d’utiliser la technique de l’hybridation sur une représentation 3D de
la surface d’un terrain à l’aide d’un modèle numérique de terrain et de comparer avec
des mesures expérimentales.
– L’étude de systèmes de réception placés à longue distance de la source au-dessus ou
dans un sol non canonique est une piste envisagée pour l’utilisation de la technique
d’hybridation NISP/FDTD-3D.
– En utilisant une méthode semblable à celle de Demarest dans [24], il est possible d’obtenir
le champ diffracté par un obstacle en zone lointaine de celui-ci.
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Annexe A
Schéma des différences finies
centrées à l’ordre deux
Nous reprenons ici le schéma des différences finies centrées à l’ordre deux.
~x
~y
~z
b b
b b
Ex Ex
Ex Ex
b
b
b
b
Ez Ez
Ez Ez
b b
bb
Ey
Ey
Ey
Ey
b
b
Hz
Hz
b
b
Hx
Hx
b bHy Hy
Figure A.1 – La cellule de Yee [100] : position du champ électrique E et magnétique H dans
la structure élementaire tridimensionelle de la FDTD.
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ANNEXE A. SCHÉMA DES DIFFÉRENCES FINIES CENTRÉES À L’ORDRE DEUX
Ex|n+1/2i,j+1/2,k+1/2=
(
1− σ∆t2ε0εr
1 + σ∆t2ε0εr
)
Ex|n−1/2i,j+1/2,k+1/2 (A.1a)
+
( ∆t
ε0εr
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∆z
)
Ey|n+1/2i−1/2,j+1,k+1/2=
(
1− σ∆t2ε0εr
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)
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1 + σ∆t2ε0εr
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µ0µr
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Hy|n+1i,j+1/2,k+1= Hy|ni,j+1/2,k+1 (A.1e)
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µ0µr
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∆x −
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µ0µr
Ex|n+1/2i,j+3/2,k+1/2−Ex|n+1/2i,j+1/2,k+1/2
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
(A.1g)
où les variables de la forme ∆p avec p = {x, y, z, t} représentent respectivement les trois
pas du maillage spatial et le pas temporel.
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Annexe B
Impulsion de Rayleigh
Nous détaillons ici la forme de l’impulsion de Rayleigh.
Le signal temporel S(t) de l’impulsion de Rayleigh est défini dans notre cas par
S(t) = <
 j( t−3./f0
2 pif0 + j
)5
 (B.1)
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(b) Signal fréquentiel
Figure B.1 – Impulsion de Rayleigh avec f0 = 100 kHz
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ANNEXE B. IMPULSION DE RAYLEIGH
En appliquant cette forme temporelle sur le monopôle λ/4 et l’antenne en L inversé, le
courant obtenu par la simulation démontre que ces antennes sont très résonnantes et que les
transformées de Fourier sont délicates pour obtenir les valeurs de l’impédance d’entrée Ze.
0 1 2 3 4
· 10−4
−1
0
1
· 10−3
temps (s)
S
(t
)
(a) Dipôle demi-longueur d’onde
0 0.5 1 1.5
· 10−3
−4
−2
0
2
4
· 10−3
fréquence (Hz)
|S
|(f
)
(b) Antenne en L inversé
Figure B.2 – Courbes de courants sur le dipôle λ/2 dans le vide et sur l’antenne en L inversé
sur sol plan homogène
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Annexe C
Champ électromagnétique rayonné
par un dipole électrique vertical
Nous reprenons ici les formules du champ électromagnétique rayonné par un dipôle élec-
trique infinitésimal et vertical.
~z
h
z
r
R
0)
(a)
~z
~y
~x
O
h
z
r
R
φ
(b)
Figure C.1 – Représentation en trois dimensions C.1(b) et en coupe C.1(a) du problème de
Sommerfeld. Un dipôle infinitésimal électrique parcouru par le courant I0, de longueur dl est
situé à une hauteur h au-dessus d’un sol plan homogène infini. Ce dernier est défini par les
caractéristiques (ε0εr, µ0, σ) et le point d’observation est situé à une distance r et une hauteur
z de l’origine.
C.1 Formules dans l’air - Milieu 1
H1φ(r, z) =
I0dl
4pi
[
e−jk0R
R
(
jk0
r
R
+ r
R2
)
− e
−jk0R′
R′
(
jk0
r
R′
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R′2
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∫ +∞
0
J1(λr)e−(z+h)
√
λ2−k20 2k
2
2
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ2dλ
 (C.1)
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ANNEXE C. CHAMP ÉLECTROMAGNÉTIQUE RAYONNÉ PAR UN DIPOLE
ÉLECTRIQUE VERTICAL
E1ρ(r, z) =
jωµ0I0dl
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2
R3
+ 3(z − h)
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C.2 Formules dans le sol - Milieu 2
H2φ(r, z) =
k22I0dl
2pi
∫ +∞
0
J1(λr)
ez
√
λ2−k22−h
√
λ2−k20
k22
√
λ2 − k20 + k20
√
λ2 − k22
λ2dλ (C.4)
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Annexe D
Champ électromagnétique rayonné
par un dipole électrique horizontal
Nous reprenons ici les formules du champ électromagnétique rayonné par un dipôle élec-
trique infinitésimal et horizontal orienté selon l’axe ex.
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(a)
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R
φ
(b)
Figure D.1 – Représentation en trois dimensions D.1(b) et en coupe D.1(a) du problème de
Sommerfeld. Un dipôle infinitésimal électrique parcouru par le courant I0, de longueur dl est
situé à une hauteur h au-dessus d’un sol plan homogène infini. Ce dernier est défini par les
caractéristiques (ε0εr, µ0, σ) et le point d’observation est situé à une distance r et une hauteur
z de l’origine.
D.1 Formules dans l’air - Milieu 1
H1x(r, z) =
I0dl
4pi sinφ cosφ
∫ +∞
0
[1
r
J1(λr)− λJ2(λr)
]
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2
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√
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√
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)λ2dλ (D.1)
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ANNEXE D. CHAMP ÉLECTROMAGNÉTIQUE RAYONNÉ PAR UN DIPOLE
ÉLECTRIQUE HORIZONTAL
H1y (r, z) = −
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Résumé
Ce travail de thèse traite les domaines du rayonnement d’antennes basses fréquences et de
la propagation du champ électromagnétique, en présence du sol et d’environnement réalistes.
Des éléments qui diffèrent du cas canonique du sol plan homogène et infini sont considérés
par le mot réalistes. Les méthodes numériques classiques pour l’électromagnétisme, en parti-
culier pour la modélisation du rayonnement d’antennes, sont plutôt adaptées à des fréquences
au-delà des hautes fréquences et au rayonnement en espace libre. Deux axes de recherche ont
été définis comme suit : les effets d’environnements situés en zone proche sur le rayonnement
d’antennes filaires basses fréquences et l’étude de systèmes éloignés de la source par la création
d’une méthode hybride. En ce qui concerne le rayonnement en zone proche, une méthode des
différences finies dans le domaine temporel est utilisée. Celle-ci est lourde d’un point de vue
des temps de calculs et de l’occupation de la mémoire, cependant elle est effective du fait du
maillage volumique de la scène. Dans le cas de la propagation lointaine, la solution parfaite du
rayonnement d’un dipôle infinitésimal électrique vertical au-dessus d’un sol plan homogène in-
fini a été traitée par la création d’un algorithme adaptatif d’intégration numérique. Ce dernier
permet d’obtenir les valeurs du champ électromagnétique dans tout l’espace avec une précision
numérique contrôlée. Une technique originale d’hybridation a été réalisée entre l’algorithme
d’intégration et la méthode des différences finies pour rendre compte efficacement des effets
d’éléments lointains sur la propagation du champ.
Mots-clefs : Antennes filaires, basse fréquence, élément naturel, problème de Sommerfeld,
integration numérique, propagation de l’onde de sol.
Abstract
This work is about the radiation of low frequency antennas and the propagation of the
electromagnetic field, in the presence of soil and realistic environments. Elements that differ
from the canonical case of homogeneous infinite and planar ground are considered by the word
realistic. Conventional numerical methods for electromagnetism, in particular for modeling the
radiation of antennas are rather suitable for frequencies beyond the high frequencies and in
free space. Two research areas were defined as follows : the effects of environments located near
the low frequency wire antennas and the study of systems far from the source through the
creation of a hybrid method. Regarding the near-field radiation, a method of finite-difference
in the time-domain is used. It needs a large computer memory size and long solution times,
however it is effective because the entire scene is included in a volumetric mesh. In the case
of field propagation, the radiation of a vertical electric current element above a homogeneous
flat ground has been computed with the creation of an adaptive algorithm for numerical inte-
gration. This allows to obtain the values of the electromagnetic field in the whole space with
controlled numerical accuracy. An original technique of hybridization was performed between
the integration algorithm and the method of finite differences to effectively observ the effects
of distant elements on the field propagation.
Keywords : Wire antennas, low frequency, naturel environment, problem of Sommerfeld,
numerical integration, groundwave propagation.
