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Abstract 
Implementation of data mining algorithms with low cost is one of the challenging tasks in the present world of massively 
increasing data. The key idea of this paper is to utilize the functionalities of Mathematica which is freely accessible on Raspberry 
Pi for the purpose of implementing Multi-label classification algorithm with low cost. With the facilities available in 
Mathematica software for Raspberry Pi, the line of code required for implementing data mining algorithms can be reduced 
sufficiently. Use of Random Kitchen Sink algorithm improves the accuracy of Multi-label classification and brings improvement 
in terms of memory usage for large dataset. 
© 2014 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of the International Conference on Information and Communication 
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1. Introduction 
Mathematica, developed by Stephen Wolfram in the year 1988 has now become a powerful computational software 
that provide variety of applications in data mining, image processing and many other fields. Mathematica has proved 
to be very popular and prestigious tool for educational purposes all around the world. This computer language can  
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handle number theory problems, differential equations, graphing, visualization, 3-D modeling, image processing, 
stock market prediction, protein structure analysis, environment research etc. Ever since its release Mathematica has 
played a crucial role in many important discoveries and in the growth of financial modeling. It has become the 
foundation for large number of technical papers. By now Mathematica is being used by millions and adapted by 
many large universities around the globe. Recently Mathematica has been made free on Raspberry Pi which is a tiny 
version of computer. Raspberry Pi is highly affordable and plays a crucial role in the hobbyist market for computing. 
An extremely low power consumption, solid state storage, expansion capability, noise free behavior makes it a 
powerful tool for computational purpose. It marks the beginning of a new computing era. 
Recently Multi-label classification has gained a great deal of importance in applications like demographic 
classification for classifying digital facial images, music categorization1, and semantic scene classification2. In 
Multi-label classification, the specimens are related with more than one label Y L . In the case of semantic scene 
classification, a photograph can be a member of more than one class like sunsets and beaches. Same song can be in 
more than one category for music categorization. In earlier days, Multi-label classification was primarily applicable 
in the field of medical diagnosis and text categorization. Text documents can be in multiple classes at the same 
time1.  
Efficiency of Multi-label classification can be enhanced by using Random Kitchen Sink (RKS) algorithm. 
Random Kitchen Sink is ideally suited for Radial Basis Function (RBF) kernels. RBF kernel is a Gaussian function 
and has several interesting properties. One important property of Gaussian function is that its Fourier Transform is 
another Gaussian. Secondly, this kernel is translation invariant. Random Kitchen Sink3 speeds up the computation 
for a huge range of kernel functions. Random Kitchen Sinks are 100x faster and uses1000x less memory. These 
improvements, particularly in terms of memory usage, make the kernel methods more useful for applications that 
require real-time prediction and/or having large training sets. 
Though, there exists several software implementations for Multi-label classification, this paper focuses on 
exploring the capabilities of Mathematica on Raspberry Pi for providing a low cost implementation of the same. 
Mathematical background of Multi-label classification and Random Kitchen Sink is explained in section 2. 
Hardware and software details are provided in section 3. Section 4 deals with the implementation steps in 
Mathematica.  Results are explained in section 5. Section 6 concludes the paper. 
2. Mathematical Background 
2.1. Multi-label  classification 
Notations: Let n  denotes the number of samples in the training data, k denotes the number of labels and d  
represents data dimensionality. dix R denotes the ith observation and kiy R encrypts its label information4. Let 
1, 2[ ,....., ]
d n
nX x x x R
u  corresponds to the matrix of training data and 1, 2[ ,....., ] k nnY y y y R u  be the matrix of 
class label. We assume that bothሼݔ௜ሽ௜ୀଵ௡ andሼݕ௜ሽ௜ୀଵ௡  are centered, i.e., σ ݔ௜௡௜ୀଵ =0 and,σ ݕ௜௡௜ୀଵ =0. Identity matrix is 
denoted by I  and e  denotes the vector of ones. Forbenius norm of the matrix A  is denoted by || ||FA  4. 
Here the aim is to find an unknown matrix W  which maps our data matrix X  to label matrix Y , where 
k dW R u . Lagrangian formulation of the problem can be expressed as: 
 
2 2( , ) argmin || || || ||w F FL W Y WX WO O                                 (1) 
 
Where λ>0 is the regularization parameter which is included to avoid singularity of TX X and for preventing 
over fitting. The first term suggests that W is such that Y should be close to WX and the second term suggests that 
the elements of W  should be small as far as possible. 
 
( , ) arg min [( ) ( )] ( )T TwL W Tr Y WX Y WX Tr W WO O                                                                                      (2) ( , ) arg min ( 2 )T T T T T T TwL W Tr Y Y Y WX X W Y X W WX W WO O                                                                  (3) 
Taking derivative and equating to 0, we get 
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2 2 0T T T
L
X Y X Y X XW W
W
Ow       w                                                                                                           (4) 
2( ) 2T TX X I W X YO                    (5)
†( )T TW X X I X YO                                      (6) 
Where ሺ்ܺܺ ൅ ߣܫሻ᪽ denotes the pseudo-inverse of ்ܺܺ ൅ ߣܫ. The index of maximum of projecting each of the 
test data on to the weight matrix W gives the label of that test data. One can ignore the bias term if both the targets 
and observations are centered. Then the projection matrix W is given as: 
†( )T TW X X X Y                                                                                                                                                    (7) 
2.2. Random Kitchen Sink  algorithm 
Random Kitchen Sink (RKS) algorithm is based on the fact that the Fourier Transform of Radial Basis Function 
(RBF) kernel can be interpreted as expectation of random variable. RBF kernel for data pair x  and y  is given by  
2|| || ( ) ( )( , )
Ty x y x yxk x y e eV V                                                                                                                  (8) 
Since,
2|| ||( , ) yxk x a y a e V    kernel is invariant of translation and hence 
( , ) ( , ) (0, )k x y k x a y a k x y                                                                                                                    (9) 
So it can be represented as 
( , ) ( )k x y k x y                                                                                                                                                 (10) 
It works as if it is a function of a single vector variable   
d x y                                                   (11)  
One important property of Gaussian function is that its Fourier Transform is another Gaussian. Since Gaussian is 
symmetric, its transform is real. Here the function is a multivariate function given as ( , ) ( )k x y k d and d is a 
vector. So one can think of the considered Fourier Transform is a multivariate Fourier Transform. 
   ,FT k x y FT k x y ª º ª º¬ ¼ ¬ ¼                                                                                                                               (12) 
i.e;         2 2 Td dx y dFT e FT e FT e VV V U     :                                                                                           (13) 
Here FT corresponds to the Fourier Transform and ( )U : is multivariate normal. :  has the same dimensionality as
d . Then inverse of ( )U :  is given by  
( ) ( )( ) ( )( , ) ( ) ( )
T Tj x y j dp d p dk x y k x y k d e e
: :
 : :: : : :     ³ ³                                                          (14) 
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The main observation to make here is that in RKS algorithm ( )U :  as a function is multivariate normal and 
therefore can be interpreted as a probability distribution. Also therefore the above expression can be interpreted as 
expected value of the multivariate function  
Tj x ye  : . The expected value means the average value. The above 
integration can therefore be thought to be performed by sampling several (say D ) : vectors from multivariate 
normal distribution and then taking average of the function inside the integral over D  samples. That is 
( )( )
1
1( ) ( )
TT
i
D
j x yj d
i
i
e p d e p
D
: :
:  
: : | :  :¦³                                                                                                        (15) 
Here the problem of generating random vectors ߗ௜from multivariate normal distribution arises. Assume the 
constituent variables in the vector are independent and are identically distributed. So if the dimension of the vector 
߱௜ is n , then generate n  random values from  0,1N  and form the vector߱௜. Repeat this process D time and then 
evaluate the integral by averaging. The summation above can be split to obtain 
1
) )( ) 1( ) i i
D
i
i
T TT j x y j yj d p d
D
e e e
 :
:   :: : : : ¦³
                                                                                               
(16) 
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                                                                              (17) 
i.e., ( )( ) ( )
Tj x yk x y E e :  . Where Ω acts as a random variable. Since ( , ) ( ( ) ) ( )Tk x y x yI I , from the 
above expression one can infer that  
1 1
2 2
1 1
1 1
1 1
( ) ( ),
. .
T T
T T
T T
D D
jx jy
jx jy
jx jy
D D
D D
D D
e e
e e
x y
e e
I I
: :
: :
: :



§ · § ·¨ ¸ ¨ ¸¨ ¸ ¨ ¸¨ ¸ ¨ ¸¨ ¸ ¨ ¸  ¨ ¸ ¨ ¸¨ ¸ ¨ ¸¨ ¸ ¨ ¸¨ ¸ ¨ ¸¨ ¸ ¨ ¸© ¹ © ¹
                                                                                                                        (18)  
This means that we can create finite  D  dimensional ߶ሺݔሻ by the following steps. 
x Create D number of n-dimensional random Gaussian distributed vectors andߗ௜ݏ. 
x Compute ϕ(x) as per the above expression. 
 
But ߶ሺݔሻ  computed above is a vector with complex elements. We can avoid dealing complex numbers by 
creating another vector with two times D elements. First D elements are cosines and next D  elements are sine 
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values of ߗ்ݔǤThisdoes not affect the value of ( , )k x y . Once we have ߶ሺݔሻ for all data points, we can use any 
linear classifier for classification jobs. 
3.  Hardware and Software 
 
The hardware which is used here is Raspberry Pi or Pi in short. It is a fully blown low cost desktop PC which can 
be directly connected to the internet and is able to display videos with high definition. Since Pi runs on Linux, there 
is no need to pay for an OS. By using Raspberry Pi we are able to choose from a wide range of programming 
languages for implementing our project. Raspberry Pi is a flexible platform for fun utility and experimentation. 
Mathematica provides an integrated platform for technical computing. It consists of essentially two programs, which 
communicate with each other and combined to form an interactive interpreter: the front-end provides the graphical 
user-interface and the kernel for the calculations. The front-end takes the role of a progressive text processor. 
Creation of notebooks, portable documents are carried out by the front-end. Mathematica which is the software used 
here has become free on Raspberry Pi. This made our project a low cost implementation in data mining algorithms. 
4. Implementation 
Here we perform Multi-label classification on iris dataset. The iris data consist of three classes, each containing 
50 samples. Each sample is described by four attributes: the length and width of sepals and petals. The fifth attribute 
denotes the class (species) of the iris flower. The objective of this procedure is to find which species an unclassified 
flower will belong to. From each class 45 out of 50 samples are taken as train data, remaining five samples are 
retained for testing. Following are the implementation steps in Mathematica. 
x Load the training dataset to variable X and arrange it in such a way that each column represents an instance in the 
dataset. 
Example: 
X=Import["iristrain.xlsx"] 
X=XT 
x Take the transpose of X and find XTX 
Q=XT .X 
x Value of regularization parameter ߣ is obtained by 
lmd=Max[Q]+5 
x Import the label matrix to variable Y. 
Example: 
Y=Import["label.xlsx"] 
x Weight matrix W is obtained as: 
 ൌ ሾሺሾͳͷሿ כ ሻ ൅ ܳሿǤ ୘Ǥ  
x Import the test data to variable A. 
Example: 
A=Import["iristest.xlsx"] 
x Project test data A on to the weight matrix W. 
      P=WT.A 
x Label of test data is obtained by the following steps: 
g=Max/@Transpose[P] 
h={} 
      For[u=1,uӊnumber of instances in test dataset, u=u+1,Print[h   =AppendTo[h,First[Position[P,Part[g,u]]]]]] 
 
Efficiency of this method can be obtained by comparing the actual label of test data and the label obtained from 
8th step. Here the procedure of Multi-label classification with ridge regression is followed. By excluding 3rd step and 
neglecting the lambda term in 5th step one can obtain Multi-label classification without ridge regression. i.e., step 5 
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becomes W=PseudoInverse[X].୘.Y 
For improving efficiency of classification one can go for Random Kitchen Sink method. For applying RKS 
before going to 2nd step the following steps need to be performed. 
x The following command create pseudo random valued matrix. These values are obtained from the standard 
normal distribution. 
phi = RandomReal[{-3,3},{80,First[Dimensions[X]]}] 
x This step creates a new dataset  as a result of applying RKS 
k=Last[Dimensions[X]] 
For[q=1,qӊk,q=q+1,X=Transpose[Insert[Transpose[X],phi.N[Cos[X[[All,q]]]],Last[Dimensions[X]]+1]]] 
For[q=1,qӊk,q=q+1,X=Transpose[Insert[Transpose[X],phi.N[Sin[X[[All,q]]]],Last[Dimensions[X]]+1]]] 
X=X[[All,k+1;;Last[Dimensions[X]]]] 
 
Another observation is that instead of going for RKS, simply attaching sine and cosine value of each column of 
dataset as a new column to the existing data and performing classification will also give better result. Performing the 
subsequent steps after step 1 of Multi-label classification will realize the method mentioned above. 
k=Last[Dimensions[X]] 
For[q=1,qӊk,q=q+1,X=Transpose[Insert[Transpose[X],N[Sin[X[[All,q]]]],Last[Dimensions[X]]+1]]] 
For[q=1,qӊk,q=q+1,X=Transpose[Insert[Transpose[X],N[Cos[X[[All,q]]]],Last[Dimensions[X]]+1]]] 
5. Result and Discussion 
Multi-label classification without and with ridge regression are implemented here. For improving efficiency, 
Random Kitchen Sink procedure is applied. Classification is performed on the iris, Tamil OCR and medical multi-
label data sets5. The information about the dataset such as the number of specimens and the number of class labels 
are given in Table1. 
Table 1. Examples, class labels and attributes of datasets. 
Dataset Train  Test Number of classes 
Number of 
Attributes 
Iris 135 15 3 4 
Tamil OCR 300 54 6 7 
Medical 75 13 2 7 
 
Confusion matrices obtained by performing Multi-label classification on the three datasets are listed below. 
Result of performing Multi-label classification with and without applying RKS are organized as separate confusion 
matrices. 
Table 2. Tamil OCR data classification without RKS. 
Predicted 
 Label 1 Label 2 Label 3 Label 4 Label 5 Label 6 
Label 1 9 0 0 0 0 0 
Label 2 0 7 2 0 0 0 
Label 3 0 1 8 0 0 0 
Label 4 0 0 0 9 0 0 
Label 5 0 0 0 0 9 0 
Label 6 0 0 0 0 0 9 
 
 
Actual 
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Table 3. Iris data classification without RKS. 
Predicted 
 Label 1 Label 2 Label 3 
Label 1 5 0 0 
Label 2 0 4 1 
Label 3 0 0 5 
Table 4. Medical data classification without RKS. 
Predicted 
 Label 1 Label 2 
Label 1 8 0 
Label 2 5 0 
Table 5. Iris data classification with RKS. 
Predicted 
 Label 1 Label 2 Label 3 
Label 1 5 0 0 
Label 2 0 5 0 
Label 3 0 0 5 
Table 6. Medical data classification with RKS. 
Predicted 
 Label 1 Label 2 
Label 1 8 0 
Label 2 0 5 
Table7. Tamil OCR data classification with RKS. 
Predicted 
 Label 1 Label 2 Label 3 Label 4 Label 5 Label 6 
Label 1 9 0 0 0 0 0 
Label 2 0 9 0 0 0 0 
Label 3 0 0 9 0 0 0 
Label 4 0 0 0 9 0 0 
Label 5 0 0 0 0 9 0 
Label 6 0 0 0 0 0 9 
6. Conclusion and Future Work 
Low cost implementation of Multi-label classification is attained by bringing together the capabilities of 
Mathematica and Raspberry Pi. Using Mathematica, which has become freely accessible on Raspberry Pi, 
classification can be performed within few lines of code. Inclusion of Random Kitchen Sink procedure brings 
improvements, particularly in terms of memory usage for applications that requires real-time prediction and/or 
having large training sets. 
In this project only the Multi-label classification algorithm of data mining is implemented using Mathematica on 
Raspberry Pi. It is possible to make use of the capabilities of Mathematica and Raspberry Pi for performing the low 
cost implementation of various data mining algorithms. The machine learning framework for Mathematica, as its 
name indicates, a collection of algorithms for machine learning can be used to perform data analysis. It provides the 
 
Actual 
 
Actual 
 
Actual 
 
Actual 
 
Actual 
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users the ability to interactively analyze their data, with short cycles of examining the results and changing 
parameter settings. 
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