Abstract. Motivated by the equivalent conditions for the inclusions
1. Introduction. Throughout this paper, we let C m×n denote the set of all m × n matrices over the complex field C. For A ∈ C m×n , its rank and conjugate transpose are denoted by r(A) and A * , respectively. The identity matrix of order n is denoted by I n .
For convenience, the following notations will be used in this paper. For A i ∈ C li×li+1 and X i ∈ C li+1×li (i = 1, 2, . . . , n), we set Recall that the Moore-Penrose inverse A † of a matrix A ∈ C m×n is defined to be the unique solution of the four Penrose equations (see, for example, [1] ) (1) AXA = A, (2) XAX = X, (3) (AX) * = AX, (4) (XA) * = XA. 
. . , n, and A j i , 1 ≤ i ≤ j ≤ n be as in (1.1). Then the following statements are equivalent:
We remark that since E A = F A * and E A * = F A , we use the E A and F A instead of E A * = F A and E A = F A * as in [2] .
It is not easy to establish equivalent conditions of the inclusions
since these involve complicated extreme ranks operations. In [2] the authors present equivalent conditions of the inclusion
In this paper, by applying the extremal ranks of generalized Schur complements, we prove that for i ∈ {3, 4}, 
For the theory of generalized inverses, we refer the reader to [1] . In the following proposition, we have compiled some basic facts about the {1, 2, 3}-and {1, 2, 4}-inverses, which will be used throughout the paper.
In our development we will need the following lemmas.
Lemma 1.4.
[4] Let X 1 and X 2 be a pair of outer inverses of a matrix A, that is, 
, and
2. Main results. In this section, we will prove that for i = 3, 4,
is equivalent to
Before giving the main results, we first prove some auxiliary ones. 
.
Furthermore, min
Xn−2,Xn−1,Xn
In general, for 1 ≤ i ≤ n − 1, we have 
Notice that, for i = 1 or 2, the rank identity (2.3) has been proved. Assume that the statement (2.3) is true for i − 1 (i ≥ 2), i.e., min Xn−i+1,...,Xn
Substituting (1.3) into above equation yields min
Xn−i,Xn−i+1,...,Xn
That is to say the statement (2.3) is also true for i. In particular, we take i = n − 1, then
and the proof is complete.
(1,2,3) and (X 
The formula r(AB) ≤ min {r(A), r(B)} together with the fact that
Now the statement (2.4) readily follows.
Based on the above auxiliary conclusions, in the following, we present the equivalent conditions for A n {1, 2, 3} · · · A 2 {1, 2, 3}A 1 {1, 2, 3} = (A 1 A 2 · · · A n ){1, 2, 3}. Theorem 2.3. Let A i ∈ C li×li+1 for i = 1, 2, . . . , n, and A j i (1 ≤ i ≤ j ≤ n) be as in (1.1). Then the following statements are equivalent:
Proof. Since (1) and (3) are equivalent, (2)⇒(1) and (2)⇒(3) are obvious, therefore, we only need to prove that (1)⇒(2). 
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We remark that A n {1, 2, 3} · · · A 2 {1, 2, 3}A 1 {1, 2, 3} = (A 1 A 2 · · · A n ){1, 2, 3} is equivalent to
Here, we only need to prove that the latter inclusion holds under the conditions of part (1) 
Combining (2.6) with (2.1), we have
Note that if P * Q = 0, then r P Q = r(P )+r(Q). From part (3), (2.7) reduces to According to part (3), we know that the right-hand side of (2.8) is equal to zero. For the reverse order law for {1, 2, 4}-inverse of multiple matrix products we have a similar result. Here, we present it below without proof. 
