In this paper, we discuss a various techniques for predicting power to manipulate stock prices. However, there is no defined framework for the problem to the best in stock market domain. The process recognizes positive and negative words within an article by using large dictionary which contains words that conveys sentiment. Each word in this dictionary can be gave a weight. The calculation of the positive and negative words is the final sentiment score produced by the model.
INTRODUCTION
Using Internet technologies, an enormous amount of technical data, company meetings, quarterly results of company etc has been generated.Therefore, one of the most important problem is to discover knowledge from these data and make effective use of them. For this reason, studying about data mining or knowledge discovery is required. In recent years, it has been possible to analyse huge amounts of data due to developments in computer technology
In this paper, we discuss the Machine Learning techniques which have been applied for stock trading to predict the rise and fall of stock prices before the actual event of an increase or decrease in the stock price occurs. In practice, there are 2 Stock Prediction Methodologies Performed by the Fundamental Analysts, this method is concerned more with the company rather than the actual stock. The analysts make their decisions based on the past performance of the company, the earnings forecast etc.
When applying Machine Learning to Stock Data, we are more interested in doing a Technical Analysis to see if our algorithm can accurately learn the underlying patterns in the stock time series. This said, Machine Learning can also play a major role in evaluating and forecasting the performance of the company and other similar parameters helpful in fundamental Analysis.
In fact, the most successful automated stock prediction and recommendation systems use some sort of a hybrid analysis model involving both Fundamental and Technical Analysis.
II. STOCK PREDICTION BASED ON TEXTUAL ANALYSIS OF FINANCIAL NEWS ARTICLES
Nowadays, a huge amount of valuable information related to the financial market is available on the web. A majority of this information comes from Financial News Articles, Company Reports and Expert Recommendations (Blogs from valid sources can also act as a source of information) Most of this data is in a textual format as opposed to a numerical format which makes it hard to use. Thus the problem domain can now be viewed as one that involves Mining of Text Documents and Time Series Analysis concurrently. One method which has been used involves defining the news impact on a particular stock: Positive, Negative, and Neutral. A news is considered to have a positive impact (or negative impact) if the stock price rises (or drops) significantly for a period, after the news story has been broadcasted. If the stock price does not change dramatically after the news is released, then the news story is regarded as neutral..The general architecture is as follows: A crawler continuously crawls news articles and indexes them for a particular stock portfolio. The learning model looks for specific information in the text document (i.e. patterns like "profits rise" inside a just released news article, or "share prices will go down" on the blog of a In this model we used the "Bag-of-words" methodology to sentiment analysis. The process recognizes positive and negative words within an article. For this it creates large dictionary that carry sentiment. Each word in this dictionary can be allotted a weight. The final sentiment score generated by the model.
We will check our model on the management talk's text taken from the recent earnings of a leading Indian automaker company .The objective of model will be to measure the opinion conveyed in their fourth quarter earnings
A. Loading Package & Dictionaries
To build this model we are using the text mining and the "Rweka" package. We used the libraries and then load and read the two documents which contain the positive and the negative polarity terms. To prepare these we have gone through previous conference call transcripts prior to the fourth quarter. We picked the positive/negative polarity words from these transcripts to populate our dictionary. In addition to these words we have also added some general positive/negative polarity words that relate to the Motorcycle industry.
B. Loading & Cleaning of Data
We load the text document (fourth quarter) containing the CEO's prepared text commentary in Corpus function. For this we have stored the commentary document in the TextMining folder.
Next step is to clean the text. We convert all words to lowercase, remove punctuations, remove numbers, and strip the whitespace. The function enables us to see the text post the cleansing.
In the code below, we tokenize the text which was cleaned above. Tokenization is the process of breaking a stream of text into words or a string of words. We are using the Tokenizer function here. This creates N-grams of text.
N-grams are basically a set of co-occuring words within a given text. For example, consider this sentence "The food is delicious". If n= 2, then the ngrams would be:
Thereafter we create a term document matrix (called "terms" in the code) which a matrix that lists all occurrences of words in the corpus.
C. Computation of Positive/Negative Score
Next we check if the positive/negative polarity words in the dictionary are present in the text document. Now we extract all the positive/negative words from the document which matched with the words in our dictionary. The code lines below calculate the positive/negative score, and finally the sentiment score.
D. Experimental Results
The model found 14 positive words and 4 negative words, and the final sentiment score was 10. This tells us that the quarterly result was good from the management's perspective. The word shows some of the positive/negative words that were picked from the text document on which we ran the model. Validate our sentiment analysis model -let us check the quarterly performance numbers to confirm the positive sentiment score generated by our model. As can be seen, posted a strong quarter. EBIT growth was good on a strong sales volume motorcycles. The strong results were despite the production shutdown for few days which was caused by the floods experienced during the quarter at its production facility. The chart on the right shows the stock market's reaction to strong results on the day of earnings result announcement. The stock opened at around levels, made a big move touching an intraday high.
IV. CONCLUSION
This was a basic introduction to sentiment analysis. The model above can be made more robust and modified in future. In future we will try to cover other sentiment analysis methodologies and try to build a model nearby them.
Thus we discuss sentiment analysis and then proposed a basic sentiment analysis model in R. Sentiment analysis is the analysis of the feelings (i.e. attitudes, emotions and opinions) which are expressed in the news reports/blog posts/twitter messages etc., using natural language processing tools.
The objective is to mine information from unstructured or semi-structured data found in these tweets/blogs/articles. To enable this NLP makes use of artificial intelligence, computational linguistics, and computer science. By means of NLP models hundreds of text documents can be processed to ascertain the sentiment in seconds. These days sentiment analysis is a hot topic, and has found wide use in areas like Politics, Finance, Business intelligence, Policy making etc.
