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In M em ory of José B a p tis ta
A b s tr a c t
Astrophysical outflows are common in a large variety of objects with very different length- 
scales. They can be almost spherical, as in the case of the solar wind, or show a high degree of 
anisotropy as in pre-main sequence stars, star-forming regions or even extragalactic objects.
This work is aimed at finding exact solutions of the axisymmetric wind equations in which 
all variables depend not only on the distance to the central object bu t on latitude as well. The 
geometry of the  stream/field-lines is taken as helicoidal and this seems to  be a good approximation 
in some examples of collimated flows.
From a simple hydrodynamic approach, a  straighforward technique based on separation of the 
variables yields the most general solution of the wind equations under the above assumptions. 
The way the different variables depend on latitude is controlled by three anisotropy param eters 
which are related to typical ratios a t the base of the atmosphere. The density needs to  be higher 
at the equator than  at the pole for the outflow to  be able to  accelerate. In these circumstances, 
the  radial velocity always increases from equator to  pole. C ontrary to Parker’s model of the solar 
wind, the solution does not pass through any critical point, since no poly tropic law is assumed. 
However, the general behaviour is similar, with a high acceleration a t the base and the velocity 
rapidly a tta in ing  an almost constant asym ptotic value. The heating ra te  th a t sustains this rapid 
increase is mostly concentrated near the surface of the central object.
The inclusion of the magnetic field in the analysis introduces two critical points: the Alfvenic 
point and an ex tra  A —type point filtering the solution th a t gives a  vanishing pressure a t infinity. 
If the density anisotropy is too low the wind is unable to accelerate to  large asym ptotic values. 
The dependence of the angular velocity of the roots of the fieldlines with latitude reproduces 
well the observed rotation profile of photospheric magnetic features. The mass loss ra te  can be 
substantially increased if the structure of the outflow is highly anisotropic.
Some applications to  the solar wind are also discussed. In particular, recent results from 
C/Xy5'6'J5'<S'(pointing out tha t solar speed increases with latitude while the density decreases from 
equator to  the  pole) are in good agreement with the general behaviour of the solutions presented 
in this work.
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Chapter 1 
In trod u ction
1.1 O b servation s
1 .1 .1  T h e  C o n c ep t o f Solar W in d
Since early days the Sun has been the object of much fascination. Phenom ena like sunspots have 
been observed and recorded for over two millenia. While the mechanisms behind such events 
were largely unknown, the amount of da ta  collected over the years m eant th a t the nearest of the 
stars was also the  best understood.
In the first half of this century, the term  “solar corpuscular radiation” was widely adopted 
to  explain polar aurorae, geomagnetic storm s and even the m odulation of the  emission of cosmic 
rays. Such emissions of particles were thought to  be tem porary ra ther than  having a continuous 
nature . In the 1950’s new observations suggested th a t the zodiacal light was strongly polarized. 
This was a ttribu ted  to  the scattering of sunlight by electrons (Behr and Siedentopf 1953). At 
about the  same tim e, observations of the ionic tails of comets showed them  to  be always pointing 
away from the Sun. In order to explain this phenomenon, Biermann (1951, 1953) suggested 
th a t both the acceleration and ionization of the molecules in the com et’s tail was a  result of the 
interaction of the tail with a continuous flow of ions from the Sun. Such a flow with velocities 
ranging from 500 to  1500 km s~^ would also rule out the presence of any stationary  interplanetary 
gas (Bierm ann, 1957).
One of the first a ttem pts to model the solar corona was undertaken by Chapm an (1957) who 
considered a  sta tic  and spherically symmetric model, while recognizing th a t the actual corona 
is dynamic and asymmetric. By then observations had established th a t coronal tem peratures 
are of the order of 10®A". Under these conditions the electron conductivity is extremely high. 
M aking use of this fact, Chapman solved the sta tic  equilibrium equations for a  fluid subject to  
gravity and for which energy transfer is by conduction. For reasonable values of tem perature 
and density a t the base of the corona, his solution yields values of the pressure near the earth  
of around 10“ ^dynes cm“ ^. This corresponds to  7 or 8  orders of m agnitude greater than the 
average pressure of the  interstellar medium and indicates th a t this model is unable to  blend into
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Figure 1 .1 : Solutions of the solar wind equations as in Parker (1963) 
(taken from Hundhausen (1972))
its  background.
M otivated by Biermami’s suggestions and the pressure m ismatch in C hapm an’s static  model, 
Parker (1958a) argued th a t the solar corona couldn’t be in complete hydrostatic  equilibrium out 
to  large distances. He proposed a continuous outward expansion of gas from the Sun, which he 
called the  Solar W ind (Parker, 1958b). This would be a natural consequence of the very high 
tem peratures prevalent in the solar corona. His ingenious model s ta rts  by taking the equation 
of motion for a  steady expansion of the corona, which he assumes to  be isotherm al as a  first 
approxim ation. Using mass conservation he arrives at the solution illustrated  in Fig.1 .1 .
Since the relevant solution must s ta rt with low velocities a t the base of the  corona and atta in  
high values asymptotically, as suggested by Biermann, Parker (1963) argues th a t it m ust pass 
through the critical point (rc, Uc) with positive slope (solution of Class 2  in F ig .1 .1 ). This point 
is coincident with the sonic point ( ie .  the point where the flow speed equals the sound speed of 
the  plasm a) and the corresponding solution is often referred as the supersonic expansion of the 
corona. Such a solution gives zero pressure at infinity and is thus able to  merge with the low 
pressure of the  interstellar medium. Note th a t solutions of Class 1 , also called “solar breezes” , 
lead to  finite pressures at large distances and are thus unable to  merge w ith the interstellar 
background. They show the same mismatch as Chapm an’s static  model. Also, they correspond 
to  subsonic values of the velocity u at large distances. Finally, solutions of Classes 3 and 4 are 
overruled since they correspond to supersonic values of the velocity close to  the  Sun.
For the solution of interest, Parker showed that velocities of a  few hundred k m s“  ^ a t the 
orbit of the E arth  could result from coronal tem peratures of the order of 10®A . This was in
magneticfieldline
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Figure 1.2: Magnetic fieldline geometry for a rotating Sun
close agreement with Biermann's suggestions regarding the motion of comet tails. However, the 
resulting electron density a t the E a rth ’s orbit is now known to be to high by at least a factor of 
10^. Such a discrepancy is related to  the assumption of an isothermal corona. Later he relaxed 
this assumption by constructing a model which is isothermal close to the base and adiabatic at 
large distances. Parker’s ideas were largely contested at the time but were later confirmed by 
observations carried out firstly by Lunik III and Venus I in 1959 and later by M ariner 2 in 1962. 
This la tte r set of observations as reported by Neugebauer and Snyder (1966) corresponded to 
three continuous months of da ta  and showed th a t (i) a solar wind is present at all times, (ii) the 
outflow speed varies between 300 and 800 k m s“  ^ with an average of 500 k m s“ ^, (iii) this velocity 
is correlated with geomagnetic activity, (iv) the average proton density is about 5  cm“ ^.
In the original article Parker (1958a) also investigated the effect of the outflow of gas upon the 
general form of the interplanetary magnetic field. Due to the high electrical conductivity of the 
plasma, the magnetic field lines are “frozendn” to the plasma (see Sect.1.3). Thus a magnetic 
field fine from a given area on the sun wiU be drawn out along the path  folowed by the fluid 
elements em anating from th a t area. Assuming a spherically symmetric outflow of m aterial and 
taking account of the rotation of the Sun, the resulting geometry of the field lines corresponds to 
an Archimedean spiral (Fig. 1.2). The surface on which each field line makes an angle of 45° with 
the radius vector was estim ated by Parker to  be at around 2.5 a.u.
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I Figure 1.3: Schematic diagram of a. coronal hole surrounded by a pair of magnetic arcades
1 .1 .2  C oronal H oles and H ig h -S p eed  S trea m s
Coronal holes are regions of lower density and tem perature than the surrounding corona and are 
associated with open magnetic field lines. They were first recognized by Waldmeier (1957) using 
synoptic maps of the monochromatic corona. For a review of their properties see Bohlin (1976) 
and Priest (1982).
Skylab observations (coinciding with the decline of the solar cycle) suggested th a t coronal 
holes cover a substantial part of the solar surface. Nearly 20% of the sun was covered by coronal 
holes, while there was an essentially constant area of 15% covered by polar ones (Bohlin, 1976). 
They also seem to have a long lifetime reaching in some cases 1 0  solar rotations. Differential 
ro tation  in coronal holes is negligible when compared with other solar features like sunspots. The 
emergence of coronal holes is associated with the development of active regions. When the active 
region is wide enough, the hole may arise between a set of coronal arcades and over a unipolar 
magnetic region. If this region is narrow than the gap between the arcades can be covered by 
a single coronal straemer and no coronal hole is formed (Bohlin and Sheeley Jr., 1978). The 
resulting geometry is sketched in Fig. 1.3.
The most im portant property of coronal holes is their association with high-speed streams. 
In fact some have been identified as the source of several of these recurrent supersonic streams 
(Krieger et ah, 1973). In order to explain how such a low density hole can provide such accel­
eration, Kopp and Holzer (1976) suggested tha t the boundaries of coronal holes might diverge 
appreciably faster than near the base of the corona. Under these conditions new critical points
may arise, in addition to  the Parker-type solar wind point. These reflect the  interplay between 
gravitational and area-change terms in the equations. Thus the supersonic transition  may occur 
in one of these ex tra  critical points, before the Parker-type point, while the flow will remain 
supersonic beyond then.
The properties of a specific coronal hole were studied in detail by M unro and Jackson (1977). 
They found th a t the increase of the polar hole’s cross section between the surface to  ZRq  is about 
7 times greater than  for a  radial boundary. From 3 to QRq the hole is almost radial. This means 
th a t  60% of the  solar atmosphere in the northern hemisphere above 3i7© is connected to  only 8 % 
a t the solar surface. Their results show th a t the transonic point lies between 2 .2  and 3.077© for 
coronal tem peratures between 10^ and 2.5 X 10^K .  The corresponding velocity a t 577© is a factor 
of two larger than  the velocity of a radially flowing isothermal solar wind model (Parker, 1958a) 
w ith T  =  2 X 10®AT
1 .1 .3  G en era l P r o p e r tie s  o f th e  Solar W in d
T he form in which the solar corona expands as a  wind is dependent on the stage of the solar 
cycle. As sunspot minimum approaches, the configuration is dom inated by both polar coronal 
holes (one in each pole) which are connected at large distances by a neutral current sheet. In 
this case the sheet is almost flat and shows a small inclination with respect to  the solar equator 
(Mihalov et al., 1990; Suess et al., 1993). After solar minimum, it deviates rapidly from that 
orientation and becomes warped around the equator. An observer a t the earth  sees a sequence 
of alternating polarities which are associated with the flow coming from different sides of the 
current sheet. Towards solar maximum, the activity increases and consequently also the number 
of coronal holes.
On the basis of various param eters m easured a t the E a rth ’s orbit, the solar wind flow inside 
1 a.u. can be separated into one of three different classes; high-speed stream s, low-speed streams 
and transient solar wind (Hundhausen et ah, 1971; W ithbroe et ah, 1991). The first class, 
described in the previous section, corresponds to  flow speeds of the order of 700 k m s“  ^ a t the 
E a r th ’s orbit and is associated with a steady-state emission originating from coronal holes. Low- 
speed stream s have much lower velocities of the order of 300 km s~^. There are strong suggestions 
th a t these originate in stream ers or in the interface between these and other regions. Evidence for 
this relies heavily on observations of polarity reversals in the solar wind which were traced back 
to  the  location of stream ers (Gosling et ah, 1981). Transient flows resulting from solar flares and 
in general coronal mass ejections are an im portan t source of the variable component of the solar 
wind although they only contribute to  about 5% of the mass loss from the  Sun. For a  summary 
of the various param eters of the solar wind see Table 1.1.
There are strong suggestions tha t the wind speed increases with latitude, a t least around solar 
minimum. Coles et al (1980) investigated the variation of the solar wind with the solar cycle. 
Using an indirect m ethod based on interplanetary scintillation, they concluded th a t the wind
Param eter Low Speed High Speed Average
n ( cm"®) 11.9 3.9 8.7
V  ( km s"^) 327 702 468
n V  (10® cm“  ^ s“ ^) 3.9 2.7 3.8
Tp ( 1 0 ® FT) 0.34 2.3 1 .2
Tg ( 1 0 ® i f ) 1.3 1 .0 1.4
B  (10"® Gauss) 6 .2 6 .2 6 .2
Table 1.1: Solar wind param eters at the orbit of the earth  (Feldman et al 1977)
speed is lower near the equator than  for higher latitudes. Such a difference was more drastic 
during the years of declining activity (see also Rickett and Coles (1991)) Observations carried out 
by Pioneer 10 and 11 close to  the ecliptic suggest an average heliomagnetic latitude gradient in 
the solar wind speed of the order of 17 k m s“ ^/deg (Mihalov et ah, 1990). This was a ttribu ted  
to  a displacement of the neutral sheet relative to the equator. A similar trend was encountered 
using d a ta  from the Pioneer Venus orbiter and IMP 8  (Gazis, 1993).
Launched in October 1990, ULYSSES  is the first probe aimed at mesuring the solar wind 
properties away from the ecliptic and in the polar regions. On its way to  the south pole, its 
first observations clearly indicate a pronounced increase with latitude in the maximum speed of a 
m ajor high-speed stream  (Bame et al., 1993). The average speed of the wind increases typically 
from around 450 kms~^ just below the ecliptic to  values close to 750 k m s“  ^ for latitudes close 
to 56° S (McComas et ah, 1994; Goldstein et ah, 1994; Phillips et ah, 1994). The corresponding 
latitudinal gradient is higher near the equator, while closer to the pole the  velocity distribution 
flattens out to  an almost constant value. The minimum speed of the persistent solar wind also 
reveals a  slight increase from the equator to the south pole. Also im portant is the detection of a 
substantial variation of the average proton density with latitude, decreasing towards the pole.
These recent observations call for 2D models of the solar wind th a t take into account the 
above trends for both the velocity and density distributions.
1 .1 .4  W in d s in O th er  S tars
The case for nonradiative heating processes from other stars has been studied in detail by Linsky
(1985). He argued th a t solar-like stars (defined as stars with turbulent m agnetic fields strong 
enough to  control the dynamics and energetics in its outer atmospheric regions) are common in 
almost aU spectral types. Dwarf stars of spectral types G, K and M have m easured magnetic 
fields. Those of spectral type A7-F7 show solar-like indirect indicators. O ther groups of stars 
which are clearly solar-Mke include the rapidly ro tating subgiants of spectral type F, G and early
6
K in spectroscopic binaries (e.g. RS CVn and W UMa) and active Pre-M ain Sequence stars (e.g. 
T  Tauris). The hot A and B stars, A dwarfs and cool giants and supergiants show no evidence 
of being solar-like. We should note th a t for most of these stars there is no direct measure of the 
magnetic held strength. These conclusions are mainly based upon indirect indicators of magnetic 
activity such as the photom etric variability on rotational time scales, indicating the presence of 
dark spots or nontherm al microwave and X-ray emission.
In term s of the type of wind they emit we can divide stars in three different classes (Dupree,
1986). The first one comprises the hot OB stars. Since they don’t have a convection zone, their 
violent winds must have a radiative nature. The second class corresponds to the main sequence 
stars. There is no direct detection of winds in any of these stars, with a convective structure 
similar to  our sun. It is often assumed th a t since these show evidence of the presence of a corona 
{e.g. by the detection of X-ray flux) they must posess some kind of solar type wind. Also, the 
X-ray flux is in some way related to the rotation and is thus probably due to dynamo action, 
as in the case of the Sun. Finally, the th ird  group includes cold giants and super-giants. Their 
winds are massive and slow, with no associated emission in X-rays.
1 .1 .5  From  W in d s to  J e ts
The presence of collimated flows is very common in astrophysical objects, namely stellar objects 
(Paresce and Nota, 1989) and star-forming regions and associated young stars (see Reipurth 
(1989), M undt et al (1990) and reviews by M undt (1986) and Bachiller and Gomez-Gonzalez, 
(1992)). These outflows, assuming sometimes the characteristics of jets, show similar properties, 
namely very small length-scales of coUimation and association with accretion disks. In the  case of 
pre-main sequence stars of low-to-medium luminosity, high-velocity jets with coUimation length 
scales as low as 100 A.U. are often observed. Sometimes Herbig-Haro (HH) objects are powered 
by these jets or simply appear as bright knots in the jet structure. Certain sequences of HH 
objects show a helicoidal distribution, which can be explained if the je t itself has such a geometry 
or else due to precession of the source.
One im portant class of pre-main sequence stars often associated with outflows th a t show a 
high degree of anisotropy are T  Tauri stars.
T Tauri stars
T Tauri stars are low-mass pre-main sequence stars th a t show a high degree of variability. Alfred 
Joy discovered them  in the Taurus-Auriga cloud and named the class after its brightest member, 
T  Tauri (Joy, 1945). Because they’re very young stars th a t only recently have become visible in 
the  optical region, they are often seen projected onto nebulosities. For an extended review on 
their properties, see Bertout (1989).
Rotation in T  Tauri stars is surprisingly low if we take into account their strong activity 
and young age. Rotational speeds are an order of m agnitude or more below breakup velocity.
This means th a t newly formed stars m ust loose a substantial part of their prim ordial angular 
momentum during contraction to the main sequence and before the T Tauri phase. Strong winds 
could acoount for this braking. In other words, the angular momentum problem has been solved 
at an earlier phase of evolution than represented by the T  Tauri stars (Vogel and Kuhi, 1981). 
Although this first survey imposed upper lim its on u sin f of about 25 km s"^ , Bouvier et al
(1986) improved on this resolution. Their work revealed a distribution of ro tational velocities 
for low-mass T  Tauri stars (M  < 1.25M©) ranging from 6  to about 30 km s"^ and with a peak 
at around 15 k m s“ ^. For high mass T  T auri’s, they’ve found velocities from 15 to  75 k m s“ .^ 
H artm ann et al (1986) reported on a survey of 50 T  Tauri’s. The great m ajority  of low-mass 
stars {M  < l.OM©) show values of usin * < 20 km s~^, with higher-mass stars exhibiting larger 
velocities than lower-mass ones.
It is believed th a t, after the T Tauri phase, low-mass stars will spin-up on their radiative evo­
lutionary tracks, during contraction towards the main sequence where they arrive with rotational 
velocities of 20 to 100 km s"^ , in agreement with the values found for Pleiades K dwarfs. These 
observations support a  general picture by which low-mass stars are either born slowly ro tating  or 
are spun down very quickly a t an early age {i.e. before the T Tauri phase). They subsequently 
spin up quite dram atically during contraction to the main sequence, where they undergo a  rapid 
phase of spin-down (H artm ann and Noyes, 1987).
There are strong suggestions th a t m agnetic fields might play a leading role in the  variability 
observed in T  Tauri stars. If this is the case, then rotational velocity will be a crucial param ­
eter determining the strength of a dynamo-generated magnetic field. Bouvier (1989) found a 
correlation between X-ray emission and ro tation  in T  Tauri’s similar to the one derived for other 
late-type active dwarfs and RS CVn systems. He proposed tha t this is the result of a  solar-type 
magnetic dynamo operating in T Tauri stars, with ro tation as the governing param eter. A ttem pts 
to  observe the photom etric variability of T  Tauri stars on time scales comparable to  the  ro tational 
period have revealed both regular and irregular light variations taking place on tim e scales of days 
to weeks (Bouvier and B ertout, 1989). This m odulation was attributed to the presence of dark 
spots on the stellar surface, a  direct indicator of strong magnetic fields. In their sample of nine 
T Tauri stars. Bouvier and Bertout found th a t the fractional area covered by spots ranges from 
3 to 17% of the to tal stellar surface, while they are typically 750/i' colder than  the surrounding 
phostosphere. These values are similar to the ones found in RS CVn systems. For comparison, 
sunspots cover a  much smaller area of the solar surface (<  1 %) and are significantly colder than  
spots on late-type active stars, with a tem peratu re  difference close to 1800/f.
In summary, observations of T  Tauri’s point to a  scenario of a high degree of activity in which 
magnetic fields play an im portan t role. In this sense they are sometimes seen as stars similar to 
our sun, just before the m ain sequence stage.
B e stars
From a  different class of stars, Chen et al (1989) describe the wind of the Be star A Pavonis based 
on the profiles of UV spectral lines. They assign two different regions in its atm osphere, namely 
a region which is rotating and a region which is expanding. In the first one the radial velocity is 
close to  zero whereas the rotational velocity increases monotonically. This increase outside the 
photosphere can only be explained by the presence of magnetic fields. In the expanding region 
ro tation  is no longer im portant, the wind is accelerated to a  maximum and decelerates further 
out.
Ringuelet and Iglesias (1991) discuss the existence of a nonexpanding envelope surrounding 
Be stars. A part from an expanding chromosphere their model incorporates also an outer cool 
envelope. Thus, the rotational velocity increases from the photosphere up to the Alfvén radius, 
due to  the  presence of a magnetic field. As the expansion velocity increases, dissipation sets in 
and the  velocity is decelerated, though it does not necessarily decrease immediately, as is the case 
with A Pav. In this dissipating region, there is a slight tem perature rise but finally both T  and 
Vyoi decay fast so as to originate a  non-rotating nonexpanding cool envelope.
Extragalactic Outflows
For objects of galactic dimensions the presence of jets is very common The length-scales of 
coUimation for these objects are extremely small and the jets remain collimated up to large 
distances. They are usually associated with active galactic active and became known after the 
discovery of the optical je t of M87 (see for example Owen et al (1989)).
No fluid motion is directly measurable in extragalactic jets. Only proper motions of associated 
luminous structures can be estim ated. The common scenario includes a massive central object 
with an associated accretion disk. Closer to  this object and a t distances of a  few parsecs, the 
emission shows a series of nodes, often on only one side of the nucleons. Further away from the 
object (distances of the order of a kpc), nodes or filamentary structures are observed, from one 
or both  sides of the emitting region, and independently of the structure a t the scale of a pc. This 
je t finally extends into a lobe.
As in the case of stellar jets, there is evidence for the existence of a  helicoidal magnetic field. 
In fact, the borders of the lobe show a magnetic field which is parallel to the axis of the je t, while 
in the  central region it is essentially perpendicular to it. This could be easily explained by an 
effect of projection of a  helicoidal field.
In summ ary, the fact th a t similar characteristics are found in collimated outfiows emerging 
from objects with very different sizes suggests th a t a  common physical mechanism is responsible 
for the appearence of this type of flow.
1.2 T h e o r e tica l M o d els for S te lla r  W in d s
In Sect.1.1.1 we’ve already discussed the hydrodynam ic model of Parker (1958a; 1963) describing 
the  general expansion of the solar corona. Weber and Davis (1967) improved on this model by 
including the effects of a  magnetic field. The geom etry of the magnetic field is assumed radial in 
the meridional plane {Be — 0 ) - a split-monopole. Since they only considered the flow near the 
equatorial plane, the model is one-dimensional (ID ). All forces perpendicular to  this plane are 
ignored. The energy equation is approximated by the poly tropic law. The final solution passes 
through three critical points. The first is the slow mode critical point, where the fluid velocity 
equals the velocity of propagation of the slow wave. This is slightly less th an  the pure sound 
speed (P arker’s critical point) since, due to  the  presence of the magnetic field, the sound wave 
is transform ed into a magneto-acoustic wave. The second critical point is the  Alfvenic point, 
where the speed equals the radial Alfvén velocity. Finally, the third critical point is the fast mode 
critical point; here the velocity equals the speed of propagation of the fast wave. This is very 
nearly equal to  the Alfvén velocity which is slightly larger than  the radial Alfvén velocity. Both 
the slow and fast mode singularities are of X-type. The Alfvenic singularity is of higher order. 
The torque exerted by the magnetic field in the equatorial plane leads to the  spin down of the 
sun with a time-scale of 7 X 10® yr. However, this model is unable to reproduce the physical 
conditions both at the E arth  and at the Sun, or in other words, the energy supply given by any 
constant value of 7  is incorrect. Another constraint of this model is related to  the fact tha t no 
cross-field equation was solved; the force-balance perpendicular to the poloidal magnetic field {9 
direction) was not considered. Only the r- and (^-components of the m om entum  equation were 
solved.
Pneum an and Kopp (1971) solved numerically the hydromagnetic equations for a helmet 
stream er type configuration. Their three-step iterative technique was based on the assumption 
of an isotherm al atm osphere with the neglect of solar rotation.
Sakurai (1985; 1990) proposed a two-dimensional generalisation of the W eber and Davis model. 
This work presents a m ethod to solve the 2-D wind problem numerically (steady, axisymmetric 
model with frozen-in m agnetic fields). It constitutes a natu ral extension of the  1-D Weber-Davis 
model (Weber and Davis, 1967) and satisfies the cross-field balance of forces. The magnetic field 
is assumed of split-monopole geometry. The wind solution along the magnetic field is given by the 
Bernoulli equation which presents two critical points: the slow mode and the  fast mode critical 
points. The equation of force balance across the field lines is singular at the Alfvén point, and 
the two regularity conditions there are obtained by using I’Hospital’s rule. These are sufficient 
to  determine the  m agnetic flux function (and thus the shape of the  m agnetic field), w ithout 
assuming any conditions a t infinity (this is so because the flow far from the s ta r  is faster than  the 
fast mode speed, so th a t no MHD signal can propagate upstream  - the solution there is completely 
determined by the condition within this critical point). The results show a poleward deflection of 
the flow due to  the  build up of toroidal m agnetic field in the wind. The flow is collimated. This
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is a  result of the fact th a t both  the magnetic pressure and the magnetic tension due to  are 
directed towards the pole and constrain the outflow. It also means th a t the cross section of the 
flow channel near the ro tation  axis becomes smaller than for radial expansion. The acceleration 
is smaller near the pole and all three critical surfaces are pushed out. Near the  equator the 
opposite holds: a. wider opening of the flow channel, higher acceleration and critical surfaces 
pushed inwards. The mass flux per unit magnetic flux is also enhanced near the equator. Due 
to the strong pinching force, a polar column of high density gas is formed around the ro tational 
axis. Similar results were shown to be valid in the case of a wind from an accretion disk (Sakurai,
1987). In the solar case, this concentration of higher density m aterial around the pole contradicts 
recent solar observations obtained by ULYSSES suggesting a  distribution of density th a t increases 
from pole to  equator (Sect. 1.1.3).
Heyvaerts and Norm an (1989) have established th a t any stationary axisym metric magnetized 
wind will collimate along the symm etry axis for large distances from the central object. Only 
for singular solutions or those with a  vanishing poloidal current, can the asym ptotic form be 
paraboloidal. All the other cases show a cylindrical geometry. In a  complementary study, Sauty 
and Tsinganos (Sauty and Tsinganos, 1994) have presented a criterion in term s of the  distribution 
of energy across the  streamlines in the meridional plane, for the transition of the asym ptotic 
geometry of the outflow from the radial one of a classical wind to the cylindrical shape of a  je t.
Global solutions describing steady hydromagnetic flows in open m agnetic fields were presented 
by Low and Tsinganos (1986). Rotation was ignored and the magnetic field was assumed purely 
poloidal. The novel approach was to deduce the heating rate  self-consistently from the equations 
ra ther than adopting a, poly tropic law. Also, density was taken as spherically sym m etric and the 
resulting solutions showed either zero or a low term inal speed. This also was the case when the 
model was improved with the inclusion of static zones (Tsinganos and Low, 1989). The argum ent 
is as follows. A dipolar m agnetic field needs to be kept open by a pressure th a t m ust decrease 
towards the pole. If the density does not vary with latitude, there is a smaller pressure gradient 
to drive the flow near the pole, exactly where the magnetic field is open to  allow the wind to  
escape. The resulting acceleration is too low, since gravity dominates, and the flow does not reach 
a high enough term inal speed. The only way out is to allow density to increase with latitude, 
faster than  the pressure (Tsinganos and Vlastou-Tsinganos, 1988; Hu and Low, 1989).
Tsinganos and Trussoni (1990) have looked at solutions of the hydrodynam ic set of equations 
for a helicoidal geometry of the streamlines. The latitudinal dependence of the different quantities 
was assumed a priori. Thus, the increase of the radial speed from equator to poles (as in je ts), and 
the increase of the density towards the equator (as in disks), was controlled by a single param eter. 
Such a choice for the density distribution was in part motivated by earlier observations of a  coronal 
hole a t sunspot minimum (M unro and Jackson, 1977). The solution does not pass through any 
critical point since the energy exchange mechanisms in the plasm a are not constrained by the 
polytropic assum ption. Allowing for flaring streamlines, by including both  components of the 
poloidal speed, Tsinganos and Sauty (1992a) have shown th a t only those streamlines th a t initially
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converge towards the pole contribute to the acceleration of the outflow. If, on the contrary, they 
converge to  the equator, there is an initial deceleration and lower asym ptotic speeds, contrary to 
what happens in polytropic flows. In any case, asymptotically they become radial.
The model was later extended with the inclusion of a magnetic field and keeping the same 
helicoidal geom etry (Tsinganos and Trussoni, 1991). In this case the wind solution (with zero 
pressure a t infinity) m ust pass through two critical points. The first one is the familiar Alfvenic 
point where the flow speed equals the Alfvenic speed. The second is an A '-type point which seems 
to be associated with the slow /fast MHD mode wave speed (Tsinganos, 1994). A more general 
model including the effects of V& and B q but ignoring rotation was later developed by the same 
authors (Trussoni and Tsinganos, 199.3), while a  detailed topological analysis of the equations 
in the case of spherically sym m etric pressure and neglecting ro tation has been presented by 
Tsinganos and Sauty (1992b) (see also Tsinganos et al (1993)).
Following a  slightly different approach, Lima and Priest (1993) have looked for the most gen­
eral solution of the  hydrodynamic equations relevant for stellar winds with a  helicoidal geometry. 
This work generalizes Tsinganos and Trussoni (1990) model for a general density and velocity dis­
tributions. The development of this model will be presented in detail in C hapter 2. The inclusion 
of a general helicoidal magnetic field is the subject of Chapter 3 (Lima and P riest, 1994).
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1.3 M H D  E q u ation s and A ssu m p tio n s
The m athem atical description of most wind problems is based on the MHD approach. This 
requires the plasm a to  be quasi-neutral and dominated by collisions and the typical velocities non- 
relativistic. The basic equations in this treatm ent are Maxwell’s equation for the divergence of 
the magnetic field, the induction equation, plus a set of plasma equations describing conservation 
of mass, m omentum  and energy. The system is usually closed by an equation of state.
The first of these equations simply states th a t there are no magnetic monopoles, or in m ath­
ematical term s
V - B  =  0, ( 1 .1 )
for the m agnetic field B . The induction equation describes the interplay between the magnetic 
and velocity fields and assumes the form
^  = V X (V  X B ) +  (1.2)
where rj is the magnetic diffusivity. The first term  on the right-hand side of the above equation 
is called the convective term , while the second term  is the diffusive term . A straigthforw ard 
dimensional analysis of the above equation shows th a t the ratio of the convective to  the  diffusive 
term  is equal the so-called magnetic reynolds number R m  =  Xq Vo/77, where L q and Fq are typical 
length-scales and velocities of the plasma. In the limit of large length-scales, R m  is very large and 
the convection term  dominates over the diffusive term . This means th a t the  plasm a is frozen-in 
to the m agnetic field. It moves freely along the field fines while for motion perpendicular to  B 
both the plasm a and the magnetic field move together. We will use the induction equation under 
this limit.
The plasm a equation for conservation of mass states the fact th a t there are no sources or sinks 
of mass and can be w ritten as
| j  +  V -(/»V ) =  0, (1.3)
where V  is the velocity and p the density. The momentum equation in the limit of negligible 
viscosity takes the form
0 ^  =  - V p  +  ^ ( V  X B ) X B  -  ^ 4 ,  (1.4)
where p denotes the pressure, r the radial distance to the central object, M  the mass of the 
central object and G the gravitational constant.
Note th a t in the above equation we have used the so-called m aterial derivative defined as
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A  =  ^  +  ( V .V )  (1.5)
This denotes the time rate of change following the motion of the  volume of fluid. In term s of 
variables fixed in space, this rate  of change is composed of two parts: the first term  on the right- 
hand side of Eq.(1.5) corresponds to the change a t a  fixed point in space, while the second term  
represents the  difference between the two values of the given quantity  (at the  same instant) for 
two points dr  apart, where dr  is the distance moved by the above volume during the tim e dt. 
This second term  is often called the convective derivative.
The m omentum  equation, Eq.(1.4), expresses the fact th a t the ra te  of change of the velocity 
following the motion equals all the forces per unit mass th a t act on the fluid, namely in our case 
the presure gradient, the Lorentz force and the gravitational force.
Finally, the energy equation can be expressed as
=  W ’
where T  is the tem perature, s the entropy per unit mass of the fluid and Q is the heat content 
per unit mass of the fluid. This equation states th a t the ra te  of change of entropy following the 
m otion of the volume of fluid equals the ra te  of external energy addition (sources minus sinks). 
In a transition  where the heat gains are balanced by the losses, the entropy is conserved and the 
transition  is said to be adiabatic.
To be able to  use the above equation we m ust define the entropy in term s of measurable 
quantities. S tarting with the familiar therm odynam ic relation
dQ =  de T pda, (1.7)
where e is the internal energy per unit mass and v — 1 /p  is the specific volume, we shall procceed 
to  introduce the concept of an ideal gas. For such a gas the internal energy, e, is the sum of the 
separate energies of the different molecules and independent of the distances between them , i.e. 
independent of p. The highly ionized atm osphere around an astrophysical object can be regarded 
as an ideal gas to  a  very high degree of approxim ation. Under these conditions it is found th a t 
bo th  the internal energy and the ratio  p jp  are functions of tem perature only
e =  e(T ) =  CyT ( 1 .8 )
^  =  — T, (1.9)p m
where is the Boltzm ann’s constant, m. is the mean particle mass and c„ is the specific heat at 
constant volume defined by
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the last equality arising from Eq.(1.7). Analogously, the specific heat a t constant pressure Cp is 
defined by
For an ideal gas, substitution of Eqs.(1.8), (1.9) into E q .( l . l l )  yields
Cp  =  C y +  — . (1.12)m
Also the ratio  of specific heats is defined as
T = ^ .  (1.13)
From Eq.(1.8), (1.9), (1.12), (1.13) it is straightforward to deduce an expression for the internal 
energy per unit mass for an ideal gas
( !•« )
Finally, if we define a = B Q / D t  as the rate  at which energy is added into the fluid per unit mass 
we can re-write Eq.(1.6) as
(1.15)
Note th a t ah. the equations introduced up to  now are time-dependent. However, the general 
characteristics of the astrophysical winds we wih be interested in studying do not vary significantly 
with time. Most fluctuations are beheved to  be smaU-scale effects which do not affect the overaU 
configuration of the outflow. Bearing this in mind we wih turn  our attention to the steady state  
solutions of the MHD equations, i.e. with d j d t  =  0. Re-writing these equations under this 
assum ption, we have
V 'B  =  0, (1.16)
V X (V  X B ) =  0, (1.17)
V . (pV ) =  0, (1.18)
p(V  . V )V  =  - V p  +  i ( V  X B) X B -  ^ ^ ê r ,  (1.19)
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( V - V ) ( p ^ ) + K V . V ) ( i ) = . ,  (1.20)
p  =  — pT.  (1.21)m
The above equations will be the starting  point of the models developed in the  following chapters.
1.4  G en era l O v erv iew
We’ve seen in the previous sections how Parker’s ingenious and simple model of the solar wind 
opened up a  whole new area in astrophysical plasmas. Observations indicate th a t winds can go 
from the almost spherically symm etric solar wind to highly collimated outflows common a t very 
different lengthscales. Thus, any realistic model must include the dependence both with distance 
to  the central object as well as with latitude.
Starting with a  simple hydrodynam ic model (Chapter 2 ) we intend to seek general solutions 
of the axisym metric equations governing the dynamics of winds. A part from using helicoidal 
geometry for the  streamlines, the minimum possible number of assum ptions regarding the form 
of the various physical quantities will be used. Chapter 3 generalizes this model by including the 
effect of the m agnetic field. Several applications will be discussed in C hapter 4, while C hapter 5 
will be devoted to the final conclusions and discussion of future prospects of work.
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Chapter 2
H yd rod yn am ic M odel
2.1 In tro d u ctio n
The main goal of this chapter is to find exact solutions of the steady hydrodynam ic set of equa­
tions, relevant to the description of the dynamical sta te  of an astrophysical wind. The model to  
be developed will be essentially two-dimensional, with all variables depending on both  distance 
and the latitude. We will model the atm osphere surrounding the central ro ta ting  object as a 
compressible and inviscid fluid.
2.2 B asic  E q u a tio n s and A ssu m p tio n s
The hydrodynamic equations describing the  steady sta te  of a fluid in the presence of the gravita­
tional field of a central object are the equation of conservation of mass, the m om entum  equation,
the energy equation and an equation of sta te . They constitute a  special case of the  system of
Eqs.(1.16)-(1.21) in the case of a  vanishing magnetic field B . We will write them  down for easy 
reference
T7 ' ( / / \ r ) =  0 , (2 .1 )
p ( V - V ) V  = - V p - ^ e „  (2.2)
P =  — pT.  (2.4)m
These six equations determ ine p, p, T  and the three components of V , for a  given cr.
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W hen (7 =  0, there is no net rate  of external energy addition and the change of sta te  is called 
adiabatic. Under these conditions, Eq.(2.3) gives p =  K p ^  along any streamline Ÿ =  const (while 
K  varies between streamlines). This corresponds to  a poly tropic relation between pressure and 
density with a constant polytropic index 7  =  F. In general cr ^  0 and the polytropic index defined 
by
7(r) = dlnp (2.5)constdlnp
is no longer a constant. Under these conditions the form of the heating ra te  is not restricted a 
priori so as to  satisfy the poly tropic law, but is deduced self-consistently from Eqs.(2.1)-(2.3) — 
see Tsinganos and Trussoni (1990), hereafter refered as TT90.
A ppropriate for most astrophysical objects, we wiU use spherical polar coordinates (r, 0 ,^ ), 
with 0 as the co-latitude. Let us assume axial symmetry, i.e. d/d4> = 0, which seems to  be 
a very good approxim ation Another assumption will be to take the velocity field as hélicoïdal 
{i.e. Vo =  0). The expression “helicoidal” refers to  the shape of the streamlines. Under this 
assum ption they are helices around cones of opening angle 6. Their projections on the meridional 
plane are straight lines 9 =  const. In fact, from Eq.(2 .1 ) and the assum ption of axisym metry we 
can write the poloidal mass fiux as
,V H .,< » ) =  ^ V x ( î g l ê , ) ,  (2.6)
where ^ ( r ,  ^) is the Stokes stream  function. The contours $ ( r ,  ^) =  const give the projections of 
the streamlines on the meridional plane (Tsinganos 1982). From Eq.(2.6) we obtain
 ^ 47rr^ sin 9 d9 ’
(2.7)
1pVo = 4Trsm9 or
Thus, the condition kg =  0  is equivalent to  stating th a t the stream  function $  depends only 
on 9, or in other words the streamlines projected on the poloidal plane correspond to  contours 
9 =  const (straight lines).
This last assumption of helicoidal fields is in good agreement with several pieces of observation. 
These include regions of star form ation such as in IIL Tauri (M undt et ah, 1990), stellar objects 
like AG Carinae (Paresce and Nota, 1989) or even galactic structures of the type of M87 (Owen 
et ah, 1989). All of the above show bipolar outflows originating from the central object which 
could be supported by fields with helicoidal geometry.
Under the above assumptions, the system of equations, Eqs.(2.1)-(2.3) can be re-w ritten as a 
system of 5 scalar equations in 5 unknowns (h^, p, p, and a)
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§ ; { p r ^ K )  =  0, (2.8)
( - )
= (210)
=  0 , (2 .11)
VrS:. ( tW ^ )  +pV r4- f%ll = ^  (2.12)dr \ i T - ~ l ) p J  '  ^dr  \ p
This system can be supplemented by the Equation of sta te , Eq.(2.4) to determine the tem perature 
T.  The ex tra  assum ption Vq =  0 means th a t the heating ra te  a  can no longer be chosen freely but 
is instead determined by Eq.(2.12). In other words, the details of the energy exchange mechanisms 
in the plasm a are not prescribed in our model. They are in any case highly uncertain and this 
enables us to  obtain analytical solutions.
2.3 M e th o d  o f  S o lu tion
Let us now denote the radius of the base of the atm osphere by tq and normalize all physical 
quantities with respect to  their values a t 7’q. In particular, R  — r/vo.  To transform  the system of 
partial differential equations, Eqs.(2.8), (2 .1 2 ), into a  system of ordinary differential equations, 
we will assume th a t the remaining independent variables R  and 9 are separable. Thus, we can 
write the radial velocity as
I4(IZ,6)) = W (j2)uX ^). (2.13)
For conservation of mass, Eq.(2.8), the density m ust have the form
p (i2 ,9) — P0yj^2  ’ (2.14)
while the (^-component of the m omentum equation, Eq.(2.11) gives
V4R,0) = V j ^ ^ .  (2.15)
This represents the law of conservation of angular m omentum . In the above equations, Vo, po 
and Vi are reference values of the radial velocity, density and azim uthal velocity, respectively, a t 
the base of the atm osphere and for some appropriate latitudes. Also, % (6’), g{9) and v^(9) are 
for the moment completely arbitrary  functions of the co-latitude. We can now define
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A -  (2.16)' 0
as the ratio  between the values of the azimuthal velocity and the radial velocity a t the base of 
the atm osphere and
"  = %  (2.17)
as the ratio  between the escape speed and the radial velocity at the base of the atm osphere, where 
1 4 sc is given by
K s c = y / ^ .  (2.18)
To eliminate the pressure term  between the r- and 6- components of the m om entum  equation, 
Eqs.(2.9), (2.10), let us differentiate the first one with respect to  6 and the second with respect 
to r, and add them . The resulting expression is
d .  d 2 \ dp d /  A% \+  j  = 0 .  (2.19)
Our aim is to  seek separable solutions of this first-order differential equation. In general, in
order for this to  become an ordinary differential equation involving functions of R  alone, the
^-dependence needs to  factor out and so the functions of 9 th a t appear in each term  need to  be 
proportional to  one another. Thus, looking at the second and fourth term , we m ay first write
=  2e(pv^) cot 9, (2.20)
say, where e is a constant, or equivalently.
dg \  sin^' 9
which implies th a t
0 , (2 .21)
gv l  =  sin^^ 9. (2.22)
Here, we have assumed th a t the  integration constant is one, without loss of generality. Any other 
value different from one can be incorporated into the radial dependence of pV^ .  In what follows 
all constants of integration will be chosen so th a t the simplest possible solution is obtained. 
Considering the th ird  and fourth terms we can write
—  =  2e6gv^ cot 9 =  2e6 cos 9 sin^^“ '  (2.23)
say, where 6 is a constant. Integrating Eq.(2.23) and substituting into Eq.(2.22), we obtain for
the latitud inal dependences of the density and azim uthal velocity
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p(^) =  1 +  <5 (2.24)
Finally, comparing the first and last term  in Eq.(2.19) we can put
^ ( p  yj?) =  ' lepgvl  cot 6 = 2ep cos 9 sin^^"^ 9, (2.26)
say, where (i is the third arb itrary  constant. This gives, after integration, the following latitudinal 
variation of the  radial velocity
M O )  =  (2.27)l -h  p  sin^^ 9 1 +  6 sin^^ 9
Note th a t there is another class of solutions of Eq.(2.19). If we put e =  0 and c6 ^  0, Eq.(2.23) 
yields, after integration.
g{9) =  2e6 log(^ sin 9), (2.28)
-  V 2 rf lo i( (s in f f ) ’
valid for c6 > 0. However such a  solution is unphysical due to the presence of the singularity a t 
0 =  0 (the pole). A similar class of solutions occurs for € =  0 and ep > 0.
We will thus take Eqs.(2.24), (2.25), (2.27) as the most general solution of Eq.(2.19). From 
Eq.(2.24) it is obvious th a t this is only valid for e > 0. Otherwise, there is a  singularity a t 0 =  0 . 
The case / =  0  corresponds to  a density distribution which does not vary with latitude- Also, 
from Eqs.(2.25) and (2.27) the  two other constants should satisfy 6 >  —1 and p > —1 .
So far this derivation has introduced three param eters which control the latitud inal behaviour 
of the various hydrodynam ic quantities. The param eter 6 can be understood as the ratio  between 
density a t the equator to  density at the polar axis, for the same distance. In fact,
for any value of r. The higher is 6 the more the density distribution deviates from spherical 
symmetry. This value is being assumed constant throughout the whole atm osphere. Note in 
passing th a t observations of a  polar coronal hole between 2-517® reported by M unro and Jackson 
(1977) yield values of density which follow Eq. (2.24) with e = 1 and 6 =  2.14.
In this solution, the special case 6 = 1  and fi ~  ~1  corresponds to  the latitud inal dependences 
adopted in a  similar model by TT90. However, their approach was to  specify a priori the form 
of Vr{9), g{9) and u^(0) so th a t (i) the degree of collimation of the outflow is controlled by a
21
single param eter, 6 , in a way th a t reproduces astrophysical outflows from, alm ost spherical winds 
to highly collimated je ts , (ii) the density increases towards the equator so as to  sim ulate the 
presence of an equatorial disk of m aterial, (iii) the azimuthal velocity is zero on the flow axis 
and (iv) the variables separate in the m om entum  equation. In the approach presented here, we 
have deduced the m ost general separable solution of the equations of conservation of mass and 
momentum. This gives three param eters, 6 , e and p, the first of which was already present in the 
previous study, while the la tte r two are new. We will investigate their influence on the form of 
the solutions in the following sections.
We should note a t this point one crucial difference between this model and the TT90 one. In 
this treatm ent the radial velocity does not become zero a t the equator, unless p = —1. In their 
model this always happens, since it was assumed Vr oc cos0. In the two cases there is an outflow 
in both the northern and southern hemispheres. The subtle difference is due to  the fact th a t such 
a  solution comes directly from the equations in the present treatm ent, whereas in TT90 the sign 
of V  has to  be reversed for 6 >  t t / 2 , which is possible since the set of Eqs.(2.1), (2.4) is invariant 
under the transform ation V  —> —V  (see also Low and Tsinganos (1986) and Tsinganos and Low 
(1989)).
At this stage we still have to  deduce the  form of the pressure p{R, 9) and heating ra te  cr{R, 0), 
together with an equation for Y { R ) .  Substituting Eqs.(2.13)-(2.15), with the angular dependences 
as given by Eqs.(2.24), (2.25) and (2.27), into the r- and 0- components of the m omentum  
equation, we find th a t for the variables to  separate we must have
Q{R,0)  = Qo(R) + Qi{R]sm'^‘ 9, (2.31)
where Q{R,9)  is the dimensionless pressure defined by
Q ( R ,e )  = 2p(R,  0 ) / p o V l  (2.32)
Also, Qo{R)  and Qi{R)  are given by
Q i( R )  — ^YJi4 ’ (2.33)
dQ i 2 / id y  , 2A^
à R  ~  R ' ^dR  Y R ^  YR^^ ’  ^ ^
dQo 2 d y
T r  ~  ~ ¥ r ^  ~  R ? d R ’ (2.35)
The function Qo{R)  represents the spherically symm etric part of the pressure and coincides with 
its value at the polar axis, while Qi{R.) includes the anisotropy effects. Note also th a t Eq.(2.33)
22
is only valid for e 7  ^ 0. Since this param eter was already constrained to non-negative values to 
prevent a singularity at the pole, we will take c > 0  for the remaining of this chapter.
Similarly, to  obtain a separable solution from the heat equation, Eq.(2.12), we must have
2enl ( l  +  Z^ sin^ ": 0)1/2cr(i7, 0) =  [(Jo(i7) +  cri(E) sin^  ^0j ( l  +  6sin^^0)3/2'
where cro(i?) and <ri(ij) represent, respectively, the isotropic and anisotropic parts of the heating 
rate. This gives
a-o(Jl) =  
CTl(Ji) =
Vo^Y
2 ro (r -  1) 
Vq^ Y
2ro(r -  1)
+  2 rQ o y A
dQ d y
(2.37)
(2.38)
We still have to deduce an equation for the radial dependence of the radial velocity, Y ( R ) .  Dif­
ferentiating both  sides of Eq.(2.33) and comparing with Eq.(2.34) we find the following nonlinear 
first-order differential equation for Y ( R )
d y
di7
y
R
66i/27g_2(€ +  2)A2 (2.39)
If /i > 0, this expression has a critical point at the values (77o, lb ), say, of ( R , Y )  given by
„  _  2 ( 2  +  c)A2 f - r (
V2(2 +  c)A
To classify the nature of this critical point, let us make a first-order expansion around (i7o,yo) 
by writing
(2.40)
R = : R o { l  + rj), y  =  yo(l +  r ) (2.41)
where 77, r  represent small increments such th a t 77, T 1 . In the set of coordinates (77, r )  this 
critical point corresponds to  (0 ,0). Substituting Eqs.(2.41) into Eq.(2.39), using Eq.(2.40) and 
keeping the analysis linear {i.e. ignoring term s of second order or higher in 77, r ) ,  we arrive a t
d?7 \?7 +  r
where
A  =
(2.42)
(2.43)4A^(2 +  e)\/2/.i6
We can now invoke the linear result of Appendix A to classify the critical point (77, r )  =  (0 ,0). 
In this case, comparing Eq.(2.42) with E q.(A .l) we find a = b = 1, c = —A, e — 0, and thus
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(a +  e) =  1. The determ inant A given by Eq.(A.7) corresponds to A =  1 -  4A.  For most 
applications of interest, >  A ,^ so th a t Eq.(2.43) implies th a t 1 -  4A < 0. Under these 
conditions, Eq.(A .6 ) gives m i, mg as complex conjugates and we fall into Case 4 of Table A .I. 
The critical point is a spiral point of the linear system, Eq,(2.42). This is also the case for the 
nonlinear system, Eq.(2.39), if we are close enough to  the critical point th a t term s of second order 
or higher in 77, r  are negligible when compared with terms of first order. Such a point is however 
unphysical, since it does not link a flow coming from the surface of the sta r and going to  large 
distances. To obtain physically acceptable solutions we therefore need ^  < 0, for which Eq.(2.39) 
has no singularity.
The case /a — 0 can be integrated analytically to give
y  oc (2.44)
where m  =  c6 //^/A^ and n  =  2 (e +  2 ). Since m,?z > 0 , the increase with R of the exponential is 
faster than  the decrease of the power term  and the solution diverges for large values of R.  We 
shall therefore also exclude this case.
Going back to Eq.(2.39), the radial velocity in the region R > 1 is monotonically accelerating 
only if 6  >  6 0 , say, where
I  ^  (  %(ro,0)  y
60 2(6 +  2) lF*(ro ,7 i-/2)J  ^ '
For a  solar-like central object {M = M®, R  — R®), using for the base of the atm osphere a 
polar radial velocity W (yo,0 ) =  5 km s“  ^ (or o = 1 2 0 ) and an equatorial azim uthal velocity 
F^(?'o, 7t/2) =  2.5 km s“ ^, this constraint gives 6 > 1 0 “ ^. Analogously, for a star of 12M® and 677® 
(e.g. B sta r), using the values W(^'o,0 ) =  5 km s"^ (or i/ ~  170) and Uç^ (7’o, t t / 2 )  = 1 0 0  km s“ ^, 
and still assuming 6 = 1 , the same constraint implies th a t 6 > 1 0 “ .^
For 6 <  60 the radial velocity has a  minimum at Ro and is monotonically accelerating for 
R  > R q. This includes the case 6 =  0 (spherical symmetric density distribution) and the case 
6 <  0 , in which the density is higher at the polar regions than at the equatorial ones.
In summary, the param eter space of interest, for which the wind is accelerating from the base 
of the atm osphere, there are no unphysical critical points in the radial velocity profile and Y (77) 
does not diverge a t large R, is thus
• 6 > 0 ,
• 6  > 6 0 ,
• —1 ^  yU <C 0.
The final solution is
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= (2.46)
p ( R , S ) = ^ ( l  + Ssh<‘^e),  (2.48)
with the function Y{B.) defined by Eq. (2.39), while the pressure is given by Eqs.(2.31), (2.33),
(2.35) and the heating ra te  a{R ,6 )  is given by Eqs. (2.36) -  (2.38). Also, F i, po can be
w ritten  in term s of reference values at the base of the atm osphere, using Eqs.(2.46)-(2.48).
V'o = Vr{R =  1,0 =  0°), (2.49)
Fi =  \ / l  +  6V^(R =  1,0 =  90°), (2.50)
pQ = p{R = 1,9 — 0°). (2.51)
Since pressure and density do not follow a polytropic law p oc p' ,^ with 7  constant (bu t instead
the polytropic index is given by Eq. (2.5)), the usual sound speed ~  d p jd p  is ill-defined. We 
can however define an effective sound speed corresponding to a constant 7  =  P, where P is the
ra tio  of specific heats, as given by Eq. (1.13) (for a monatomic gas, P =  5 /3 )
V} = !?- = (2.52)p m
the  last equality arising from the ideal gas law, Eq.(1.21). The Mach num ber M  corresponds to
M  =  h .  (2 .5 3 )
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2.4  P a ra m etr ic  S tu d y  o f  th e  S o lu tion
2 .4 .1  L a titu d in a l V a ria tio n s
We can first see the influence of the different param eters on the form of the solution by taking a 
closer a  look a t the angular dependences. Starting with the radial velocity, Fig. 2 .1  shows th a t 
Vr never increases from pole to  equator. In fact from the relation
we always have u,.(0) > y,.(7r / 2 ) for any values of 6 and /f, providing the wind is accelerating 
(6  > 6o). In other words, an accelerated wind emerging from the less dense polar regions, with 
respect to the denser equatorial ones, is always collimated around the polar axis with a higher 
velocity a t the poles than  near the equator. The cone around the polar axis where the velocity 
attains high values is narrower for large values of 6 and smaller values of e. In particular, and 
from Eq. (2.27), for e =  I, p  = —1 and b =  10, the radial velocity for a given radius has decreased 
to 1 0 % of its value a t the pole for latitudes of 18°, while for b — 1 0  ^ this occurs for latitudes of 
73°. In o ther words the flow is more collimated around the pole for higher values of b. Note th a t 
this notion of collimation should not be confused with cylindrical geometry for the  streamlines. 
In this helicoidal model, where the streamlines are straight lines in the meridional plane, we 
shall refer to  velocity collimation around the polar axis in the broader sense of high speeds near 
the poles and lower values near the equator. Increasing e produces a  sharper drop closer to  the 
equator. Fig. 2.1(c) shows th a t the radial velocity is zero at the equator only for =  —1, where 
the drop from pole to  equator is largest. In some sense, b and € control the collimation of the 
outflow whereas j.i is associated to  the  value of Vr a t the equator.
The latitudinal behaviour of the azim uthal velocity is such th a t increasing b results in lower 
values of throughout with a more isotropic distribution in latitude, as can be seen in Fig. 
2.2(a). W ith the value of b fixed, rotation at the equator is the same for all values of e and 
decreases sharply towards the poles for high € (Fig. 2.2(b)).
Figure 2.3 shows th a t the distribution of density has a  peak a t the equator for 6 >  0. This 
maximum increases with the increase of b. Fixing this param eter, the thickness of the region 
around the equator, for which there is a  higher density of m aterial, is smaller for larger e. This 
can be used to  model a  disk of high mass density.
In m ost cases, as we shall see later, the  anisotropic part of the heating rate , o%(77), is negligible 
when compared with the spherically symmetric part, <7o(i7). Looking back a t Eq. (2.36) we can 
thus write the  heating rate  as a{R ,d )  oi ao{R)s{9),  where
>'« - g r f S l ï -
In these circumstances the heating rate  varies with latitude very similarly to the radial velocity
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Figure 2.1; Variation of the radial ve­
locity with co-latitude 0 in (a )  for e =  
1, \.i — -0 .1 , in (b ) for J =  4, /a =  —0.1, 
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Figure 2.2: Variation of the azim uthal velocity with co-latitude 0 in (a )  for £ =  1, in (b )  for 6=4
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Figure 2.4: Variation of the function 
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(Fig. 2.4). In particular, a  is more concentrated towards the pole for high values of 5 and small 
values of e. If we include <ti , the general qualitative behaviour is similar.
2 .4 .2  A sy m p to t ic  A n a lysis
After discussing the forms of the various latitudinal dependences, we now proceed to investigate 
the  variation with radial distance of the different physical quantities.
Equations (2.35) and (2.39) constitute a  system of first-order differential equations for Qo{R) 
and Y (R),  which can be integrated numerically. For th a t purpose we need one boundary condition 
for each of these two variables. For the function y(jR ), which represents the dimensionless radial 
velocity a t the pole, we will adopt y (i2  =  1) =  1. This corresponds to  defining the constant Vq as 
Vo =  Vr(R = 1^0 = 0), from Eq. (2,46). The boundary condition on the dimensionless pressure 
at the pole, Qo(R),  can be obtained after some analysis on the asym ptotics for large R.  In this 
lim it, and retaining only higher order term s, Eq.(2.39) can be w ritten as
dA (2.56)
where we have neglected terms of order lower than  0 { R  ^). This can be easily integrated to give
(2.57)
valid for large values of R.  Note th a t coincidentally, the above expression is equivalent to the 
solution of the general equation, Eq.(2.39), for A =  0. In other words, the asym ptotic value of y  
equals its value in the case of no rotation. W hen i l  -4- oo, Eq. (2.57) reduces to
Y  —^  CO — 1 + (2.58)
To find the asym ptotic behaviour of Qo{R)  for large R  we can substitu te  d ¥ / d R  given by Eq. 
(2.56) on the right-hand side of Eq. (2.35) to  obtain
(2.59)
which is always negative. For large R  and to  zeroth-order, Y  ~  Yoo. Thus if we substitu te this 
in the above expression and integrate, we find the following asym ptotic form for large R,
(2.60)
Here we have neglected terms with order lower than R  ^ and assumed th a t Q q drops to  zero at
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infinity. In fact, for the pressure to go to  zero a t infinity, for any value of 0, Eq. (2.31) implies 
th a t Qo m ust vanish there. This is a normal requirement in stellar wind models and is related 
to  the  possibility of merging such solutions into the low pressure of the  interstellar background 
(Hundhausen 1972).
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Figure 2.5: Radial velocity a t the pole 
as a function of distance for A =  0.5, in 
(a )  for ^ =  4, e =  1, /i =  —1, in (b )  
for u = 120, € — 1, fÀ = —1, in (c) for 
u = 120, 6 =  4, c =  1
Equation (2.60) can now be used as a boundary condition for Q o(R), as follows. Starting 
with y (J7  =  1) = 1, we integrate Eq.(2.39) until R  = R f  (typically, R f  ^  10®). At this point 
Y f  =  y { R j )  -  i^oo, and thus we can use Eq. (2.60) with R  = R f  to  obtain q I  =  Qo{Rf) .  This 
will be used as the boundary condition for Qo* We can now integrate Eqs. (2.35) and (2.39) 
backwards, from R  = R j  to R  = with boundary conditions Qq =  Qg and Y  =  Y), respectively. 
The value Y  = 1 should be reproduced again a t R =  1. Simultaneously, all rem aining radial 
functions can be calculated. Thus, Qi{R)  is given by Eq.(2.33), while ao{R)  and cti(jR) are given 
by Eqs. (2.37) and (2.38), respectively.
A simple Fortran  code making use of subroutine D02BAF of the NAG library was developed. 
This routine implements a  Merson form of the Runge-K utta m ethod to  in tegrate a system of 
first-order ordinary differential equations (Hall and W att 1976).
The form of Y { R )  is shown in Fig. 2.5. There is a  high acceleration close to the base of the
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Figure 2.6: Radial velocity, density, pressure and heating rate as functions of distance for A = 0.5, 
=  120, <5 =  4, e =  2, =  —0.1 for a  co-latitude of 6q =  60°
atm osphere and Y  reaches very rapidly its asymptotic value 1 ^ .  In fact,
/ d y \  ^  ~  2(€ + 2)X^
\ d R / A ^  — 2f.ic (2.61)
which is positive if 6 > 6o — see Eq. (2.45). The initial acceleration can be very high for 
sufficiently high values of u, so th a t >  A .^ Note tha t both this initial acceleration and the 
asym ptotic value of Y  given by Eq. (2.58) depend on but not on 6 or separately.
Notice the absence of a  critical point in the radial velocity profile, which is related to our 
inability to  define the sound speed for this non-polytropic atm osphere, as discussed in Sect. 2.3. 
This is in sharp contrast with Parker’s poly tropic model of the solar wind Parker (1958a, 1963) , 
where there is a  critical point in the  velocity profile corresponding to  the point where the outflow 
speed equals the sound speed.
We should stress a t this point th a t under the assumption of separability, the  variation of the
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different variables with the param eters of the problem is a combination of the  variation of both 
their latitudinal parts and their radial dependences. For instance, the radial velocity a t large 
distances is given by
K - W  .  - . 0 0 , . ) .  V o ^ l  +  (2.62)
This means th a t the variation of with c comes only from its latitudinal dependence as given 
by Eq. (2.62). In fact this asym ptotic value increases with e for 0° < 0 < 90° (see Fig. 2.1(b)) 
even though Too only depends on 6, // and /Li. Since u measures the strength of the gravitational 
force, which is spherically sym m etric, we always have oc i/, independently of latitude. This 
relation can be understood as follows. The greater the escape speed, the higher has to  be the 
initial acceleration needed to  overcome the gravitational potential and still accelerate the  outflow 
— see Eq. (2.61). This results in higher values of Vr for large distances R.
The density decreases sharply near the base of the atmosphere due to the rapid increase of 
Y  (Fig. 2.6(b)). However, p a tta ins its asym ptotic decay as l /R ?  within a few radii, thus giving 
for large R
(2.63)
This shows th a t asym ptotically the density, while decreasing with e and increasing w ith \p\ (i.e. 
opposite to the radial velocity), increases with Ô similarly to  the radial velocity. If the pressure 
and density were to  satisfy a poly tropic relationship p oc p'*' then the larger velocities, found by 
increasing 6, would be associated with a  faster drop of the density for larger 6. Here exactly 
the opposite holds because we do not use the poly tropic relation, and thus no straightforw ard 
relation between pressure and density.
As for the pressure, close to  the s ta r the spherically symmetric part , Qo, decays very rapidly 
with distance, since Y  is increasing sharply and thus the contribution of the  second term  on 
the right-hand side of Eq.(2.35) is dom inant. Further out Qo goes as l / R ^  — see Eq.(2.60). 
The anisotropic term , Q \( R ) ,  decays asym ptotically as l/R"^, as given by Eq.(2.33), w ith Y  =  
Too* Even though at the base Q i ( R  =  1) =  A^/e can be larger than Qo(R  =  1), for some 
choice of param eters, after a  certain value of R, Qo takes over Qi.  In other words, conservation 
of momentum implies th a t, a t least for large distances, most of the contribution to  the  to ta l 
pressure comes from the spherically sym m etric term s, namely the gravitational force term  and the 
spherically symmetric part of the inertial term . This has implications in term s of the  acceleration 
of the outflow. In fact, since the isotropic part of the pressure, Qo is much greater than  its 
anisotropic contribution, Qi,  the variation of the pressure with latitude is negligible. Thus there 
is a strong acceleration of the outflow near polar regions for high values of S. In fact, a t the 
equator the outward forces acting on the plasm a are the pressure and the centrifugal force, while 
inwardly the plasm a only feels the gravitational force. At the pole, and for the same radial
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variable
V r  OC
p R ^
a R ?
OC
oc
oc
pole
V ' Ip I
3/2
equator
Table 2.1: Influence of the different param eters on the asym ptotic values of the hydrodynamic 
variables
distance, there is no centrifugal force, the pressure remains almost the same but the density is 
largely decreased, with this drop being greater the higher is the value of 6 (see Figure 2.3(a)). 
Since this decrease more than compensates for the loss of the centrifugal term  to accelerate the 
flow the net result is an outward force responsible for high speeds around the polar axis. We thus 
have net acceleration of the flow around the polar axis if the density drops faster with latitude 
than  the pressure does (Tsinganos and Vlastou-Tsinganos, 1988; Hu and Low, 1989).
The heating rate  is dominated by gq for large distances. In fact, from Eqs. (2.37) and (2.38), 
we have for large R  and considering only higher-order terms
ao(R) 2F -  3 \r - 1 1 +
g i {R)  ~ r - 2 \  1
(2.64)
(2 .66), r - i y  €ro R ^ ‘
For a monatomic gas T =  5 /3  and, in this limit of large 72, <to >  0 while <ji < 0. The high 
concentration of the heating close to the base of the atm osphere and illustrated in Fig.2.6(d) is 
typical of a  hydrodynamically dom inated wind whereby dissipation of energy is mainly due to 
sound waves and occurs within a few radii. The inclusion of a  magnetic held and associated 
Alfven waves will enable dissipation to occur a t large distances from the s ta r and we expect to 
see a more uniform heating throughout.
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The influence of the param eters on the asym ptotic values of the hydrodynam ic variables is 
summarized in Table 2.1 Since |/i| <  1 and in most cases <5 > 1 and y  1, we have taken
6u'^/\tJi\ >  1.
2 .5  T w o -D im e n sio n a l C haracter
In the previous two sections we have discussed separately the radial dependences and the varia­
tions in latitude. We have thus gained some insight about the influence of the different param eters 
of the problem. However, the great strength of this model is its 2D character and this can be seen 
by visualizing the different physical quantities in the meridional plane. Figures 2.7-2.10 show 
contour plots of the radial velocity, density, heating ra te  and effective sound speed. We have 
chosen to  plot the various quantities only in the first quadrant, since they are all axisymmetric 
and also symm etric around the equator. We have also taken as cartesian coordinates x = i l  sin 0 
and y — Rcos9 .  Our choice of param eters is related to typical stellar objects. The values of 
fj. ^  —1 are taken so as to  yield non-zero outflow speeds a t the equator.
The first case (Figs. 2.7) corresponds to  values characteristic of the Sun, with 
W (ro ,0) =  5kms~^ and 6 =  2, c =  1 as suggested by the density profile of a polar coronal 
hole (M unro and Jackson 1977). Note th a t the degree of anisotropy in the radial speed becomes 
im portan t only for sufficiently high latitudes and distances, while both the heating ra te  and sound 
speed (proportional to tem perature in the ideal gas approxim ation) are more isotropic, but still 
slightly concentrated near the axis. The second object (Fig. 2.8) is a  solar-like object (M  =  M@, 
R  = R q ) bu t with a much higher density anisotropy, S =  1000. The param eter e is also larger 
in this second case, but this does not greatly affect the various quantities, as discussed before. 
W hen S is very large, all quantities are strongly dependent on latitude. Furtherm ore the initial 
acceleration near the pole leads to very high speeds at those latitudes, while the heating rate 
is concentrated near the rotational axis. In any case, the transition from low to high values of 
S affects mainly the variables for large latitudes, as opposed to the equator where they remain 
m ostly unchanged.
The influence of f.i can be seen if we compare Figs.2.9 and 2.10, which correspond to a star 
w ith M  ~  12M@ and R  = Gil@. It is obvious th a t the form of the various curves does not change 
appreciably between these two sets of graphs, while the respective values do. Note in particular, 
the sharp increase in the heating rate throughout, from =  —0.5 to yu =  —0.001. Thus the 
param eter (when sufficiently close to zero) does not greatly affect the degree of anisotropy. The 
global solution is quite insensitive to  the strength  of ro tation (at least when >> A^) as can be 
seen by comparing Fig.2.7 to Fig.2.9 (see also (Lima and Priest, 1993)).
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Figure 2.7: Contour plots of tlie radial velocity Vr(R^9)IVo in (a ) , density p(R^$)/po  in (b ) , 
heating ra te  a{R,  0) / {Vq /2ro{T — 1)) in (c) and sound speed Vs{R, 0)/Vo in (d )  for A =  0.5,
y  =  120, 6 =  2, e =  1, /i =  —0.1
35
2 3
X = R sîn0 2 3X = R sin0
2 3
X = R sin0 2 3X = R sin0
Figure 2.8: Contour plots of the radial velocity Vr{R^6)fVQ in (a ) , density p{R^9)/pQ in (b ) , 
heating ra te  /2 ro (F  — 1)) in (c) and sound speed 0)/Vq in (d )  for A =  0.5,
V =  120, 6 =  1000, e =  2, ^  =  -0 .1
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Figure 2.9: Contour plots of the radial velocity Vr{R^9)/VQ in (a ), density p{R,9)/pQ  in (b ), 
heating ra te  \0~^g{R ,9) /{V q / 2rQ(V — 1)) in (c) and sound speed Vs(R-,9)!Vq in (d )  for A =  50, 
u =  170, ^ =  4, e =  2, =  —0.5
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Figure 2.10: Contour plots of the radial velocity V Ç (i2 ,^ )/V o  in ( a ) ,  density p { R y 9 ) f p Q  in ( b ) ,  
heating ra te  10~^a{R,6)f{VQ f2ro{T — 1)) in ( c )  and sound speed Vs{R-,9)IVq in (d )  for A =  50, 
V ~  170, 5 =  4, c =  2, /i =  —0.001
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2.6  C on clu sion s
The approach of looking for general solutions of the steady hydrodynamic equations for an axi­
symmetric wind originating from a rotating astrophysical object has led us to  a  new family of 
solutions. All quantities are dependent on both the radial distance and the co-latitude. The 
crucial assum ptions were the neglect of the meridional velocity and the separation of variables.
A straighforward m anipulation involving the r ~  and ^—components of the m omentum  balance 
equation yields a  first-order differential equation. Solutions of this equation can be found via 
separation of variables. Thus the most general latitudinal dependences are obtained. These 
involve three constants, 6, e and which we will call the anisotropy param eters. Solution for 
the radial functions is given by a series of differential equations th a t involve the above three 
param eters plus two more (A, z/) which are common to all wind models and associated with the 
strength  of the rotation of the central object and of its gravitational field, respectively. The 
anisotropy param eters control the degree of collimation of the outflow (in the sense of higher 
values of radial speed around the poles as compared to the equator) as well as the anisotropy in 
the distribution of density, pressure and heating rate.
To obtain an accelerated wind throughout the whole of the atm osphere the param eter Ô has 
to  be positive. This means th a t density a t the equator always exceeds density a t the pole. In 
fact we can go from an almost spherically symmetric density distribution for low values of this 
param eter, to  a  highly anisotropic one for high values of 6. Large values of 6 are also responsible 
for high values of the wind speed at the pole, since in these circumstances the density drops with 
latitude faster than  pressure does.
The param eter /,i establishes two qualitatively different solutions. Those with p  — —1 have 
zero radial velocity at the equator. This favours the presence of a static  region around the equator. 
When f.1 /  - 1 ,  there is an outflow for 0 =  90°. However this can never exceed the polar outflow, 
since u,.(0) > Vr{Tr/2) for an accelerated wind (see Sect. 2.4.1). W hat causes this phenomenon is 
the higher concentration of m aterial near the equator of the star. The flow is hydrodynamically 
constrained to  escape from the polar regions with a higher velocity than  from the equatorial 
ones. Also, very low values of \fj.\ can increase substantially both the outflow velocity and the 
to ta l heating everywhere around the central object. In this sense, and for this limit |/ |^ <C 1, the 
influence of \f.i\ is opposite to the effect of gravity and similar to
Finally, the  last of the new param eters, e, is associated with the thickness of the cone around 
the pole for which the velocity is kept high or, alternatively, the thickness of the region around 
the equator for which the density is higher than  the polar one. Very high values of e result 
in a  sudden drop (or increase) of W (or p) near the equator (or pole), and an almost uniform 
distribution throughout the remaining atmosphere. This is relevant for observations suggesting 
disks of higher density around the equator.
The radial profiles are typical of a hydrodynamic wind, with %. rapidly attain ing a constant 
asym ptotic value, while most of the dissipation of energy occurs within a few radii of the central
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object. The absence of a critical point (sonic point) in the velocity profile is related to our inability 
to  define a local sound speed, since we do not assume a polytropic relation between density and 
pressure. A drawback of this model is the constraint of keeping the streamlines helicoidal. Thus 
we cannot obtain geometries {e.g. cylindrical) that greatly favour strong collimation around the 
pole, observed as jets in many astrophysical objects.
In summary, this model presents a self-consistent way of finding general separable solutions 
of the steady axisymmetric hydrodynam ic equations and gaining some insight into the physics 
of the  emission of m aterial by a ro ta ting  object. The inclusion of the m agnetic field and its 
im portance in confining the flow of m aterial will be discussed in the following chapter. Using the 
same technique described here, we will find solutions of the set of MUD equations.
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Chapter 3
M agnetoh yd rod yn am ic M odel
3.1 In tro d u ctio n
This chapter will be devoted to  the extension of the hydrodynamic model developed in C hapter 2 
to include the effect of the m agnetic field. We shall look for general solutions of the steady MHD 
equations for two-dimensional helicoidal outflows. As in the previous case, rather than  adopting 
a priori a specific form for the latitudinal variation of the relevant quantities, we will try  to keep 
the analysis as general as possible.
3.2 S o lu tio n
3 .2 .1  B a sic  E q u a tio n s and  A ssu m p tio n s
Let us look for solutions of the  set of steady MHD equations describing the dynamical interaction 
of an inviscid, compressible and highly conducting plasma, with an axially symm etric magnetic 
field created by a central ro ta ting  object. These are Maxwell’s equation for the divergence of |
the magnetic field, the induction equation in the limit of large length-scales and equations for |
conservation of mass, angular momentum and energy. They have been extensively w ritten down {
by many authors in the context of solar/stellar wind problems (Weber and Davis, 1967; Tsinganos,
1982; Sakurai, 1985; Tsinganos and Trussoni, 1991) and were introduced in Sect.1.3 !II
V B  =  0, (3.1) i
I
V X (V  X B) = 0, (3.2) I
Î
V . (^V) =  0, (3.3) j
1 oG M  !X V . V ) V  = - V p 4 - — ( V x B ) x B - ^ ^ r ,  (3.4) |
IÎ
41 I
( ( î ^ ) (9 = " (3 5)
To determine the tem perature, we need an equation of sta te , which in this case will be taken as 
the perfect gas law,
(3«)
In the above equations, V  the velocity, B the magnetic field, p the density, p the pressure, T  the 
tem perature, cr the rate of addition of external energy per unit mass of fluid are the variables, 
while G  the gravitational constant, M  the mass of the central object, nip the mass of a proton, 
k s  the  Boltzm ann’s constant and F the ratio  of specific heats are given constants.
We shall follow the general approach introduced in Chapter 2. The main goal will be to seek 
the most general separable solutions of the  above system of equations. The distribution of the 
heating rate a  will be deduced self-consistently in order to conserve energy.
First we will assume axial symmetry. Furtherm ore, to  make the above equations more
tractable from an analytical point of view, a second simplifying assumption will be made: both
the velocity and the magnetic fields will be taken as helicoidal without meridional components 
(i.e. Ve = ~  0). As we’ve seen in Sect. 2.2, this restriction on the velocity field, together with
the assumption of axisymmetry, means th a t the streamlines are helices around cones of opening 
angle 0 (their projections on the meridional plane are =  cons/, and correspond to straight 
lines 9 = const). Similarly, Eq.(3.1) and the condition d/d<p ~  0 enables us to define the poloidal 
m agnetic field as
=  (3-7)
where A (r, 9) is the magnetic flux function. Thus, =  0 implies that A  =  A(0) and the magnetic 
field lines also have helicoidal geometry.
The system of equations, Eqs.(3.1)-(3.5), including both scalar and vector equations, can be 
re-written explicitly as a system of 7 scalar equations in 7 unknowns (W, V^, Br, B^,  p, p, and
A ( S r r ^ )  = 0, (3.8)
-  rVrB^)  = 0, (3.9)
| - ( p r V , )  =  0, (3.10)
dVr V I  dp B l  B ^ d B ^  p G M
(3 11)
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+  = ^  + (3.13)
’"’• ê  ( ( f ^ )  +  (3.14)
At this stage, we introduce a third simplifying assum ption, namely th a t the variables r and 9 
be separable. This will transform the above system of partial differential equations into a system 
of ordinary differential equations and thus analytically more tractable.
3 .2 .2  M e th o d  o f S o lu tion
Denoting by ?'o the radius a t the base of the atm osphere, we can non-dimensionalise all quantities 
with respect to their values a t this reference level. In particular, R  =  r/i'o. Using the assump­
tion of separation of variables, we can write the radial velocity, the azim uthal velocity and the 
azim uthal magnetic field as, respectively,
=  (3.15)
I^ (B ,^ )  =  I /if(B )u ^ (^ ) , (3.16)
Bÿ(B,61) =  B iM (B )6^(^), (3.17)
where Vb, V\ and B\  correspond to  their reference values. Note th a t, a t this stage, the functions 
Vr(^), Vfi,{9) and b^{9) are completely arbitrary. From Eqs.(3.8), (3.10) we must have
B , ( R ,9 )  = (3.18)
=  (3.19)
with B q and po as the values of the radial magnetic field and density a t the reference level, while 
hr{9) and g{9) are yet to be determined. Note th a t the radial magnetic field has a  monopole 
geometry modified by the presence of br{9).
Using the same technique as described in Chapter 2, le t’s eliminate the pressure term  between
the r- and 9- components of the m omentum  equation, Eqs.(3.11), (3.12), by differentiating the
first one with respect to 0 and the second with respect to r , and adding them . The resulting 
expression is
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A ( p Y l\ _ A U A l)  - ^ A  _ AA _ A ( pÆ£ \dB y  r J 39 \  dr )  Atï 39 r j  4-k 39 \  dr  )  39 \  r ’^ )
(3.20)
d (  . , 2 ^ob9 \  1 3 (  3 B r \  1 3 (  2cos9 \  I 3 (  3 B ^ \
Under the assumption of separation of variables, the above equation will be transform ed into an 
ordinary differential equation involving functions of R  alone. For th a t purpose, the functions of 
9 in each term  must be proportional to one another. Thus, equating the two last term s, we may 
write
= (3.21)
which implies tha t
^ ^ 5^ ' = 0 ,  (3.22)dS \ s m ^ ‘ 0 
or, similarly
6ÿ(^) = sin' g, (3.23)
where c is an arbitrary  constant. Note th a t the constant of integration arising from integrating 
the right-hand side of Eq.(3.22) has been set to unity, without loss of generality. Any other value
for this constant can be incorporated into the radial dependence of B^{R^9).  In what follows,
the choice of the constants of proportionality between different term s as well as the constants of 
integration wiU be made so as to obtain the simplest possible solutions, without loss of generality. 
Between the 7^ ^^  and 8*  ^ term , we can put
=  (3-3^)
giving
K{9)  =  \ / l  +  p s in ^ 'g , (3.25)
where p  is a constant. The 5*  ^ and 8*  ^ term s may be equated to give
thus resulting in
p(^) = l-|-68in^'^, (3.27)
44
in which S is the  third arb itrary  constant. As for the 6^^ and 8^ ^^  term s we can write
4%% =  6%, 03^8)
or, equivalently,
Finally, from the ^-com ponent of the momentum equation, Eq.(3.13), and for the variables R  
and 0 to  separate in this expression, we must have
gvrVfj) — (3.30)
giving
(3.31)
Equating the four remaining term s in Eq.(3.20) — 2"^ 2^^ and 4*  ^— we obtain identities,
provided the proportionality constants are chosen accordingly.
We have thus deduced the most general ^-dependences for the density and hydromagnetic field, 
under the assumption of separation of variables, Eqs.(3.23), (3.25), (3.27), (3.29) and (3.31). 
These include three arb itrary  constants: We recall th a t in the hydrodynam ic case al­
ready treated , these same anisotropy param eters were present. They effectively controlled the 
anisotropy in the  outflow and in the density distribution. In this present model, the expressions 
for br{0) and b^{0) do not introduce any new parameters.
To restrict the allowed values of p , let us return to Eq.(3.25). For Br to  decrease from pole 
to  equator we must have fi < 0. Furtherm ore, the above expression is only valid for /.i > —1. 
A nother point worth mentioning has to  do with the change in nature of the solution from p  =  — 1 
to (.1 ^  —1. From Eqs.(3.25), (3.31) it is obvious that both the radial magnetic field and radial 
velocity a tta in  a zero at the equator only for p  = —1. For all other allowed values of this param eter 
both these quantities are different from zero. This property of the radial velocity was already 
present in the hydrodynamic model.
High values of the radial velocity more concentrated around the polar axis occur for higher 
values of 6 and |p | and lower values of e, Eq.(3.31) and Fig. 2.1. The density is highly concentrated 
around the equator for high values of €, while increasing 6 results in higher densities but with a 
more isotropic distribution, Eq.(3.27) and Fig. 2.3.
In a  previous model, Tsinganos and Trussoni (1991) -  hereafter refered as TT91 -  started  
their analysis by choosing a priori the simplest possible forms of 6r(#), 9(0) and Vr{0) th a t were 
able to  simulate existing observations on the solar wind. Their ad hoc expressions constitute a 
special case of the more general forms deduced in this work, for c =  1 and p  =  — 1.
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Figure 3.1: Latitudinal dependence of the radial magnetic held br{0) (solid line) and of the radial 
velocity (dashed line) for € =  1 and 6 =  4
We should also draw atten tion  to the direction of the hydromagnetic held in the two op­
posite hemispheres. The radial velocity, as deduced in Eq.(3.31) is directed outwards in both 
hemispheres. It represents an outhow in a. natural way. However, from Eq.(3.25), br is dehned 
as positive, i.e. directed outwards. If we want to model a realistic magnetic held th a t changes 
sign across the equator to  conserve m agnetic flux, we should use (6,., 6<^ ) in one hemisphere and 
ill the opposite one. The la tte r is still a  solution of Eq.(3.24). Note however, th a t there 
is a discontinuity in the radial magnetic held at the equator, for j.i ^  —1, with a  corresponding 
current sheet, as in the terrestrial magnetosphere. This is illustrated in Fig. 3.1. Also, the sign 
reversal of b^ across the equator is reminiscent of a dynamo-type azim uthal m agnetic held as is 
indeed observed in sunspots. In the case of collimated outflows, this sign reversal favours the 
existence of bipolar outflows , whereas one sided jets are more often associated with an azimuthal 
held th a t does not change sign across the equator.
Mass Efflux
Another quantity of interest is the mass efflux, pVrv"^, or, equivalently, the mass loss rate  per 
inflnitesimal solid angle dS a t the angle 0 (see TT91). From the equation of conservation of mass 
Eq.(3.3) this has to be a function of 9 alone
pVrr'^ = m{9) — poVorl \Jl  +  p  sin^^ 9\ / 1 -f 6 sin^^ 0. (3.32)
Figure 3.2 shows the variation of the mass efflux with latitude. It a tta ins a  zero a t the equator 
only for p = —1, since the radial velocity vanishes there (see Eq.(3.31)). In this case, rh(0) is 
maximum between the pole and the equator, the precise location of this extremum  depending on 
the value of e (and 6). It occurs for lower latitudes the bigger e is, as illustrated in Fig. 3.2(a).
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Figure 3.2: Latitudinal dependence of the mass efflux m{6)  for S =  4: in (a )  for /.t =  - 1 ,  in (b )  
for 6 = 1
More precisely, we have
^  -  PoVoroe sin^^~^ 9 cos 9 
which is always zero for 9 =  90°. Also,
j l  + 6 s in ^ ^  j l +  p sin 
\l l-\- p  sin^^ 9 V 1 +  6 sin
2c ^
27^ (3.33)
0= 90 ° l  + p l + s
(3.34)
which is negative for p  > —6/(26  + 1 ) ,  Thus, if \p\ < 6/(26  + 1 )  the maximum of m  occurs for 
9 =  90°, while if j/ij > 6 /(2^T  1) it occurs for 0 < ^ < 90°. This is shown in Fig.3.2(b). We simply 
note in passing tha t the first of these angular dependences of the mass loss is reminiscent of some 
observed intense mass loss rates th a t are thought to  occur through equatorial stellar winds (e.g. 
from Be stars observed equator-on).
Angular M om entum  and Angular V elocity
Going back to the ^-component of the m omentum equation, Eq.(3.13), this can be m anipulated 
to  give
A  sin ev^ -  r sin « ^ ^ )  =  0. (3.35)
The solution to this equation introduces an arb itrary  function of 9 of the form
L(9) = r sin 9V^ — r sin 9 BrB^  AivpVr ' (3.36)
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L{6) is the to ta l angular momentum per unit mass loss carried away by the wind, along each 
flow line 6 =  const (Weber and Davis, 1967). The first term  on the right-hand side of Eq.(3.36) 
is the angular momentum carried by the advection of the flow while the second term  represents 
the torque associated with the magnetic stresses.
Analogously, the solution to  the induction equation, Eq.(3.9), introduces a further function 
of 9 of the form
which corresponds approximately to  the angular velocity of the roots of the field lines on the 
surface of the central object.
The azim uthal components of the velocity and magnetic fields can now be w ritten in term s 
of these two free functions L{9) and fl(^). Thus, from Eqs.(3.36), (3.37) we arrive at
=  raü{e)RBm»  ~  M l L { e ) j ^ e y  siv? 8 ^^  _ (3.38)
B 4, =  ^ n ( f l ) Æ s i n  , (3 .3 9 )
where
is the radial Alfvenic velocity at the base of the atmosphere.
a  = ~ ^  (3.41)ho
is the ratio  of radial Alfvenic to  radial velocities at the base, and
is the radial Alfvén Mach number (i.e., the ratio of the radial velocity to  the radial Alfvenic 
velocity, Va  =  Br!\/4:7cp). An alternative physical interpretaion of a  can be found from Eqs,(3.40), 
(3.41). In fact.
and represents the ratio of magnetic to kinetic energy density a t the base of the atmosphere. If 
a  >  1, magnetic energy dominates there, whereas if o; <  1, most of the contribution comes from 
kinetic energy.
We want to  find the most general forms of L{9) and Q(9) under the assumptions of this 
model. This will give us the form of the azimuthal hydromagnetic fields. In general, M a  starts
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Figure 3.3: Latitudinal dependence of 
the angular velocity of the roots of the 
field lines !Q(^): in (a )  for 8 — 4, in (b )  
for e =  2, in (c) for € =  10
with very small values {Ma < <  1) at the base of the outflow and reaches very high asymptotic 
values {Ma  »  1) far away from the star. It is then obvious th a t there is a point at Æ =  i?*, 
y  =  y* =  Y{R^)  for which M a  = 1 or, equivalently, the radial velocity of the outflow equals the 
radial Alfvenic velocity. At this point =  a^. Looking back at Eqs.(3.38),(3.39), for both 
expressions to be finite at this critical point jR*, we must impose the condition th a t both  the 
num erator and denominator vanish a t the same time there. The result is an extra relationship 
between the two free functions L{d) and 0(0)
L{9) =  O(0)r^sin^ 0. (3.44)
This in tu rn  leads to
= B qTq 0 (0 ) sin 0 \ / 1 +  6 sin^^ 0 ( R'^fRl  — 11 - M i
(3.45)
(3.46)
If we now substitute Eqs.(3.29), (3.23) into Eqs.(3.16), (3.17), respectively, and compare the 
resulting expressions with Eqs.(3.46) and (3.46) we can deduce th a t VqB i = Vi B q, together with
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the most general form for 0 (0),
0(0^ -  _______________
’^0 \ / l  4- 6 sin^^ 0Ü W  = (3.47)
where
V i ^ B i
F6 Bo (3.48)
C1T1 ("i"! Û
m  =  Xa^Voro- r ^  .  ^ (3.49)V 1 +  0 sin 0
The angular dependence of 0 (0) as the param eters e and 8 vary is worth of some attention and 
is plotted in Fig. 3.3. First note from these plots th a t for fixed 8, the behaviour of 0 (0 ) changes 
drastically as e increases from its lowest value e =  1. For e =  1, 0 (0 ) has a minimum  at the 
equator while for e > 1, 0 (0 ) has a maximum  between pole and equator which moves closer to 
the equator the higher is the value of c. Fig. 3.3(a). This maximum approaches the equator also 
when 8 decreases for fixed e ^  1 (Fig. 3.3(b)) and is more pronounced the larger is the value of c. 
Fig. 3.3(c). This behaviour of 0(0; e; 8) which emerges naturally from the separation of variables 
in the governing equations can be compared, for example, with the ro tation law of sunspots 
and solar photospheric magnetic fields where apparently O increases with 0 in an analogous 
fashion. In fact, the graphs of Figs. 3.3(a,b,c) show a striking and remarkable similarity with 
the angular dependence of 0(0) arising from the yearly-averaged rotation profiles of photospheric 
magnetic fields (Snodgrass, 1983; Wang et al., 1988; Wang et al., 1989; Nash, 1991). Thus, 
by comparing these observations of photospheric rotation profiles with the analytical expression 
given by Eq.(3.47) we may constrain the set of the allowed param eters (c, 8) for solar applications. 
This win be explored in Chapter 4.
Close to  the star, the torque associated with the magnetic stresses and represented by the 
second term  in Eq.(3.36) dominates over the rotation term. For large distances from the star, 
where the magnetic field is already spread out, rotation takes over, and the first term  in the 
above equation dominates. The requirement th a t a critical solution passes smoothly through the 
critical point ensures a constant flow of angular momentum across the interface between these two 
dynamically distinct regions, by fixing L(9) for each field line 0 =  const, as defined by Eq.(3.49). 
This condition ensures the system is in a steady sta te  (Hu and Low, 1989).
Angular M om entum  Efflux
We can now introduce the angular momentum efflux pVrr'^L{9)^ or angular momentum  loss rate 
per infinitesimal solid angle dS at the angle 0,
p V y L { 9 )  = /(0) =  Xa^^poV^rl sin'+^ 9 ^ l ^ p , s m ? ^ 9 .  (3.50)
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Figure 3.4: Latitudinal dependence of the angular momentum efflux 1(0): in (a) for ji 
(b )  for 6 = 1
— —1, in
The variation of I with latitude is shown in Fig. 3.4. As with the mass efflux, the angular 
momentum efflux vanishes a t the equator for /i = —1. In this case, the maximum of I is between 
pole and equator and increases with e as in Fig. 3.4(a). An analysis of the extrem a of Eq.(3.50) 
shows th a t the position of the maximum of I is critically dependent on the ratio  (e +  l ) / ( 2 c +  1). 
In fact,
dl
dO Xa'^poVQrQ sin^ #cos0 [ (e +  l ) \ / l  +  /usin^'^^ +  ep
sin^^ 0
which is zero for 9 =  90°, while
(3.51)
a/1 +  f i j (3.52)
Thus, the second derivative of I at the equator is negative for |p| < (c +  l ) / ( 2 c +  1), meaning 
th a t the angular momentum efflux is maximum there. If, on the contrary, |p| > ( e +  l) /(2 c  +  1), 
i is maximised somewhere between pole and equator. This is illustrated in Fig. 3.4(b) where for 
6 = 1 ,  this maximum occurs for 0 =  90° when \/i\ < 2 /3 . In general, if |p| < 1 /2  the maximum is 
a t the equator, while if |p| >  2 /3  it is always between pole and equator, provided 6 > 1.
In the TT91 model, the angular momentum efflux was assumed a priori, from which the 
simplest possible forms for the azimuthal hydromagnetic held were obtained. Furthermore, they 
imposed the constraints th a t 1(0) should vanish at the pole and at the equator, and have a 
m aximum value in between. In our more general analysis, the form of the angular momentum  
efflux is a direct consequence of the separation of variables and reproduces their results for 6 = 1 ,  
=  —1.
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Solution for the H ydrom agnetic Field and D ensity
The azim uthal components can now be obtained by substituting Eq.(3.47) into Eqs.(3.45), (3.46), 
and using Eq.(3.48)
9) =  B l ^  { K '- l q )  ■ (3-54)
Note th a t is maximum at the equator. We recall th a t the radial hydromagnetic field and 
density are of the form
=  (3.55)
Br(R^9) — \  fj,sin^^9 , (3.56)
^  ( l  4- 6 sin"' . (3.57)
Analogously to  the hydrodynamic case, we can also define an “effective ” sound speed and Mach
number, as given by Eqs.(2.52), (2.53).
The reference values of the various quantities at the base correspond to
Vo =  V r(A =  1,^ =  0°), (3.58)
Vi =  v T + a  V4,(R = l , e  = 90°), (3.59)
B q =  Br{R  =  1,^ =  0°), (3.60)
Bl =  B^(Æ = 1 ,9  =  90°), (3.61)
po =  p (Æ =  1,9 =  0°). (3.62)
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3 .2 .3  B a la n ce  o f Forces and C on servation  o f  E n ergy
At this stage, we still have to  deduce an equation for Y (Æ), together with the form for the pressure 
p(R^9)  — and hence the tem perature T ( R ,9 )  — and for the heating ra te  a(R^9) .  Going back 
to the r- and 9- components of the momentum equation -  Eqs.(3.11) and (3.12), and for the 
variables R  and 9 to separate in these equations, we must have
Q(Æ,9) =  Qo(B) +  Q i(B)sm ="9, (3.63)
similarly to  the hydrodynamic case. Q(R^9)  is the dimensionless pressure dehned by Eq.(2.32), 
while Qq represents the spherically symmetric part of the pressure and Q\  includes the effects of 
the anisotropy. Substitution of Eqs.(2.32), (3.63) into Eqs.(3.11) and (3.12) yields the following 
three equations for Qq(R)^ Qi (R) and Y { R )
Qi{R) -  + “ 0  + 9 ^  ( / / / ? * )  ’
dQi 2^tdY  , 2 \^  f  Y - Y , Ÿ  X V  à ( l - R y R l Ÿ+  1 n y  l  5172“  : W-G5)dR  Y R ^  R'^dR ' Y R \ 1 -  M l J  R"^  dR  \ 1 -  M \
dQo y" 2 d y
dR  ~  Y R ^  R ^ d R ' (3.66)
(3.67)
in which p is the ratio  of the escape speed to  the radial speed at the base of the outflow as dehned 
by Eqs.(2.17),(2.18).
To understand the interplay between different forces involved in the mechanism of this type of 
winds, le t’s describe one by one the various term s in the above equations. AU of them  are w ritten 
so th a t the pressure gradient term  is isolated on the left-hand side. Equation (3.64) represents the 
force equilibrium across the heldUnes. On the right-hand side of this, the various terms represent, 
repectively, the magnetic pressure, the centrifugal force and the magnetic tension. The last two 
equations express the equihbrium of forces along the radial direction. Equation (3.65) shows 
the anisotropic term s, namely, the anisotropic part of the gravitational and inertial forces, the 
centrifugal force and the magnetic tension term , respectively. The isotropic term s are shown on 
Eq.(3.66). These are related to  the gravitational and inertial forces, respectively.
Equations (3.64) and (3.65) can be combined to give a single expression for Y { R )
s = m y
where
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f ( a )
G (a )
4ua" 2A" ITH— H M i ((2 +  6 ) M i - ( l 4 - € ) )
(3.69)
A"2)uy
oJA fi c ( l- J W i)2
2 M i -  1 \
M i R i
The above differential equation for Y { R )  requires a  boundary condition. For convenience, we 
have chosen y ( l )  =  1, which defines Vq =  Vr{R = 1,6 = 0), from Eq.(3.55).
From Eq.(1.21), we can now express tem perature as
2kB ( l  +  6 s in " '^ ) (3.70)
Finally, from the heat equation Eq.(3.14) and for the variables to separate we must have
._2e ( l  + /^sin"'6»)i/2a(R,  9) — [cto(J7) +  <yi(R) sin"' 9 (1 +  6 sin"' 0)3/2 ’ (3.71)
analogously to  the hydrodynamic case, where (Jo{R} and (Ti {R)  are defined by Eqs.(2.37), (2.38). 
As previously (Chapter 2), the distribution of heating rate  with latitude is such th a t there is a 
higher concentration of a close to the pole for higher values of S and \p\ and lower values of c, 
Fig. 2.4.
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3.3 T h e  S p ec ia l C ase w ith  J5,. =  0
When there is only an azim uthal magnetic field but the velocity keeps both components, W 
and the problem is significantly simplified. Because all the 9 - dependences can be derived 
from a  set of equations similar to Eqs.(3.11) and (3.12), with the term  in Br dropped in the 
last equation, it is obvious th a t Vr{9), g{9), v^{9) and h^{9) are the same as in the previous 
section. The radial velocity and density are still given by Eqs.(3.55) and (3.57), while the radial 
dependences of the azim uthal hydromagnetic field can be easily obtained from the conservation 
of angular m omentum , Eq.(3.36), and from the induction equation, Eq.(3.9),
B^(Æ ,9) =  ^ s i n ' 9 .  (3.73)
These two expressions no longer contain a singularity at R  = R^. Since there is no poloidal 
magnetic field, the Alfvén Mach number, Eq.(3.42), is infinite.
Following the same procedure as in the previous section, we obtain for the  pressure the 
following set of equations,
eYR*
dQi _  «1/2 2/1 dy , , 2A2 dy
'■ D5 4* x/S D2 J D’ {0.(0)d R  Y R ^  R ^ d R  Y R ^  Y ^ R ^  dR
dQo ^  2 d y
d R  ~  y 774 772 d i7’ (3.76)
where we have introduced a new param eter
=  i t  "  V d /o l -o ’ (3.77)
namely the ratio  of the Alfvenic velocity associated with the azimuthal m agnetic field and the 
radial velocity, at the base of the atm osphere. Eqs.(3.74), (3.75) can now be combined to give
^  _ y
d77 “  77
eSp^R -  2(6 +  2)A" +  2(6 +  l)A "77"/y
-26/fy277" +  A2 -  2A277"/y (3.78)
This equation has a critical point a t 77 =  77%, Y  = Y x ,  say. In general, the position of this 
critical point has to be defined implicitly by imposing the condition th a t both the num erator and 
the denom inator vanish a t the same time. However, for 6 = 0 (spherically sym m etric density), 
77% and y% are given explicitly by
55
' - a )
and
e + 3
^^■^•'■ =  U ( e  +  l ) b | j  (3.81)
3 .3 .1  N a tu re  o f C ritica l P o in t (77%,
In the simpler case 6 =  0, let ns perform a lirst-order analysis around (77%,!:'%)• Similarly to 
Eq.(2.41) we can write
77 =  77%(1 +  O'), Y  =  y % ( l  + r )  (3.82)
and ignore terms of second-order and higher in a , r .  Substituting Eqs.(3.82) into Eq.(3.78), for 
6 =  0, and using Eqs.(3.79), (3.80), we find
I  =  (3-«3)
with
a =  —4Æ%A" — 46/^77%!'%,
b =  X ^ Y x - & i t i . R \ Y ^ ,
c =  4 ( e + l ) A 2 i j 2 . ,
e =  - 2 ( (  +  2)A2% .
We are now in a position to use the results of Appendix A to classify the nature  of (77%, 1%). 
After some manipulation, we can write
a +  e =  - i R \ K ^  -  2^2%%. f , (3.84)
which is always negative. Also,
-  4(ae -  be)  =  IGA2l(y +  +  2)XH'x +  (2c +  5 ) i \ ^ R \ )  , (3.85)
is always positive. Thus, the determ inant A given by Eq.(A.7) is always positive, while
m 2 < 0 < m i, from Eq.(A.O). This falls into Case 2 of Table A .l and the critical point (77%, Y%)
is a saddle point (also called an A —type point). The slopes of the two solutions th a t cross it
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Figure 3.5: Topology of the radial dependence of the radial velocity Y { R )  for v  =  120, A =  A — 
100, ^ =  0, e =  1: in (a )  for /i = —1, in (b )  for ji = -0 .01 . Note the presence of the X -type 
critical point
are given by Eq.(A.S). They have opposite signs with 52 < 0 < 5i, since 46c > 0 and thus
A =  > |(a  -  e)|.
This critical point, introduced by TT91, is crucial in choosing the wind-type solution. It
m ust be connected to  the azim uthal magnetic field since when A =  0 there is no critical point. 
Recent suggestions (Tsinganos, 1994) indicate th a t it corresponds to the point where the radial 
component of the flow speed Vr equals the slow/fast MHD mode wave speed in th a t direction. 
Note th a t this last characteristic speed is defined in this case by the solution of a quartic involving 
the sound speed and the Alfvén speed associated with the azimuthal magnetic field in
Eq.(3.77)).
3 .3 .2  T y p ic a l  S o lu t io n
Having found the slopes across the critical point it is possible to integrate numerically Eq.(3.78). 
Fig. 3.5 shows two examples for A =  A =  100 and different values of fi. Note th a t there is only 
one wind-type solution, filtered out by the X -type point. The position of R x  moves downstream 
with fi approaching zero. Also, the asym ptotic value of Y  for large distances increases with a 
decrease of the absolute value of /i. In fact, in this limit, the dominant term s in Eq.(3.78) yield,
dR
y
R
2 ( c - | - l ) A W
which gives, after integration.
y 3  ^  { 2 (c - |-  1)A^  
- ' ( 1 ^ 1 \r R.
(3.86)
(3 .87)
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3.4 P aram etric  S tu d y  o f  th e  S o lu tion
3 .4 .1  N a tu r e  o f  C ritica l P o in ts
In order to  determine the fuU solution we need to  solve Eq.(3.68), (3.69) for Y {R ) .  This is a 
first-order non-linear differential equation which can be integrated numerically, using a  standard  
routine.
A first inspection shows th a t this equation has a critical point a t =  A*, T  =  T*, where 
M a  = 1, or in other words where the radial velocity equals the radial Alfvenic velocity 
Va  =  Brfy/dwp.  The term  critical point is used here in the sense th a t both the num erator 
and denominator must vanish there. In a more general geometry with meridional components, 
this point, known as the Alfvenic point, corresponds to  the point where the poloidal speed equals 
the poloidal Alfvén speed. It is present in most magnetic wind models (Weber and Davis, 1967; 
Mestel, 1968) and is a consequence of the steady-state assumption. It delimits the magnetically 
dom inated region beyond which the torque exerted by the magnetic field ceases to  dominate over 
the angular m omentum carried by the fluid. The exact position of this point cannot be found 
analytically in this case, which complicates any type of numerical treatm ent as we shall see later.
However, we can find its nature by means of a first-order analysis around it, analogously to 
w hat we did in the case with Br =  0. Before th a t we must write Eqs.(3.68), (3.69) in another 
form
d y  2 A ^ y 2 ^  ^  _  (2 +  6)M ^) -  4;^Q,2y)gMj[(l _  M^)^
(3.88)
A first-order expansion around (R^,Y^)  yields, after substitution into the above expression, an 
equation of the form given in Appendix A (E q .(A .l)), with a = e = 1 and b = c = 0. Thus, 
from Eq.(A.6), m i =  m 2 =  1, and we are in Case 3 of Table A .I. This gives us a  node (proper 
or im proper). To be able to  distinguish between the two, we should carry on the expansion into 
higher orders beyond the first. In a similar problem, TT91 find th a t expanding up to  fourth 
order around (TZ*,]^), aU slopes are allowed. We are thus in the presence of a proper node, also 
called star-type point. This means th a t no particular solution is filtered out by the presence of 
this critical point.
There is a second critical point, ( R x , Y x ) ^  say, found by satisfying simultaneously F  = G = 0 
in Eq.(3.69). Again using Eq.(3.88) and a first-order analysis around this point, we arrive at 
E q.(A .l) with
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b =
e =
- 6 e ^ iY $ R % M i( X ) { l  -  M l { X ) f  -  8enM X {X)( l  -  M l { X ) ) { l  -  2 M \ ( X ) )  
+ 9 A 2 y |i î^ A fj(X )  +  A ^y|Æ ^/Æ ^(9 -  2 2 M \{ X ) )
- 2 e i j y i R \ M \ ( X ) { l  -  M \ { X ) f  -  Ac ixM \(X)( l  -  A f l(X ))( l  -  2 M l ( X ) )  
+ ^ \ ^ Y i R \ M % { X )  +  \ ^ Y ^ R \ l R t ( l  -  A M l ( X ) )
(6p^ R I m X { X ) { 1 -  M l { X ) Ÿ  + 4e (Sv^Rl  + R x Yx )MX{X)(1  -  A f l(X )) ( l  -  2 M l ( X ) )  
+ A \ ^ Y i R \ M l ( X ) ( S ,  -  4(2 +  e )M l(X ))  -  A \ ^ Y ^ R \ I R % A  -  h M \ { X ) )
A E i i Y i R \ M \ { X ) { l  -  M l { X ) f 2 , { ë v ' ^ R \  + R x Y x ) M \ ( X ) { l  -  A f l(X ))( l  -  2M 1(X )) 
+ 2A ^ y ^ A ^ M ](X )(3  +  Z R \ ! R *  -  4 J tf l(X )) -  AeX^^Y^R^IRl
where M a {X )  =  M a {R  =  Rx) -
It can be shown nnmerically th a t for the param eters of interest m i and m 2 given by Eq.(A.6) 
are always real, unequal and of unlike sign (Case 2 of Table A .l). Thus we are in the presence of 
a saddle or X —type point. Only two slopes are allowed through {Rx->Yx)i one positive and one 
negative (see Eq.(A.8)).
We should stress at this point th a t both the Alfvenic point, {R^^YV}-, and this X —type 
point, are (loosely) called equilibrium or critical points since they satisfy the regularity condition 
F{R)  =  G{R)  =  0. However, while the first one does not filter any solution {i.e. all slopes are 
allowed through it), this second one (as any saddle point) selects a particular type of solution, 
sometimes refered as the critical solution.
The position of {Rx->Yx) can be given in approximate form in the limits a  1 and M a  '> 1
R x
Yx
R 4 /3 (c +  3)
2 /3
2€|,u|(e+ 1) 
(^ +  3)
6 +  2
6 + 1
6 + 1  
6 +  2
1 /3
(Aa)'
(3.89)
1/3
.26|/i !(c +  1).
We performed a numerical integration of Eqs.(3.68), (3.69) using the Adams m ethod (NAG 
Fortran library). The general topology is shown in Fig.3.6 for a highly magnetized medium 
and for different values of p  and e. The position of the critical points was found by the following 
iterative procedure. In the first step an estim ate of R^ was used and the corresponding value of Y* 
was determined using =  ot  ^■ The position of Rx-> Y x  was obtained by solving numerically 
the system F{R)  — 0, G{R)  =  0, for M a  7  ^ 1, Eq.(3.88). Special care was taken in ignoring 
spurious solutions. The second step consisted in the numerical integration of Eq.(3.68) from 
R  — R x { ^  — 77), where 77 is a small param eter, until R  — 1. To integrate across the Alfvenic 
point, we used a constant slope in a small region around R^. In the th ird  step, the solution at 
the base of the atmosphere is considered. If Y (l)  > 1, then we take a higher estim ate for A* 
and return  to  the first step. If, on the contrary, y ( l )  < 1, a smaller R^  is chosen. The whole
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Figure 3.6: Topology of the radial dependence of the radial velocity Y(jR.) for a solar-type highly 
magnetized star with A =  0.5, = 120, a = 100, 5 =  4: in (a )  for e =  1, /^  =  —1, in (b ) for
e =  1, /z =  —0.1, in (c) for c =  0.5, /.i =  —1. Note the presence of both critical points
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£ 7^ R* R x c il R^ R x
0.5 - 1 1.312 1.385 0.5 - 1 10.064 24.220
1 - 1 1.248 1.285 1 - 1 10.550 21.862
2 - 1 1.210 1.229 2 - 1 11.038 19.577
1 -0 .1 1.157 1.168 1 -0 .1 7.581 20.084
1 -0 .01 1.148 1.155 1 -0 .01 7.429 28.297
1 -0.001 1.147 1.153 1 -0.001 7.413 41.173
(a) (b)
Table 3.1: Location of both critical points for A =  0.5, = 120, S =  4: in (a )  for a = 10, in (b )
for a  = 100
procedure is repeated, until a value of T ( l )  sufficiently close to 1 is found. We are thus left with 
a single solution crossing the X —type point with positive slope (5i from Eq.(A.8)) and satisfying 
the boundary condition T ( l )  =  1. For this critical solution, the flow starts  near the star with low 
speeds and connects to  large distances where it a ttains large super-Alfvenic velocities. There is 
another critical solution, which crosses the X-type point with negative slope (gg form Eq.(A.8)) 
and is always decelerating. It corresponds to  an accretion flow. There is a limiting value of e 
above which we couldn’t And a wind solution satisfying the boundary condition Y (l)  =  1. For 
example, if A =  0.5, u = 120 and 5 =  4, there is no solution for e ^  5, if a  =  10 and for c ^  2, if 
a  =  100.
Once the positions of both and R x  are known, all other types of solutions can be easily 
found. They include breeze-type solutions th a t cross the Alfvenic point but not the X-type point, 
and reach sub-Alfvenic asymptotic speeds for large distances. Table 1 shows the position of both 
critical points for o  =  10 and a  =  100 and different values of c and fi. We have taken A =  0.5, 
1/  =  120 and 5 =  4, characteristic of a solar-type object. For a  =  10, both critical points are 
very close to  each other and just outside the base of the atmosphere. As a  increases, they move 
outwards and separate. The position of R^ shifts upstream  as ^  approaches zero, thus reducing 
the size of the magnetically dominated region. Striking is the fact th a t R^  moves inwards with 
an increase of e for a  =  10, while the opposite is true for o  =  100.
3 .4 .2  R a d ia l  V e lo c ity
In the case of a highly magnetized star (a  =  100), Fig. 3.7 shows th a t the initial acceleration is 
larger for =  — 1 and decreases as fi appproaches zero. It also increases with an increase of e. 
In fact, for a  >  1, the acceleration at 77 % 1 is given by (see Eqs.(3.68), (3.69))
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Figure 3.7: Radial dependence of the dimensionless radial velocity Y { R )  for a solar-type highly 
magnetized sta r with A =  0.5, i/ — 120, a  =  100, 6 — 4: in (a )  for e = 1, in (b )  for /.i — —1
d y  ^  -f- +  2A^o:^(c +  1 — ea^/ R^)
dR —26/i -|- A^(l -{- oâ"JR |) (3.90)
Since A 1 and a  R*, the contribution of e and /t in the denominator of the above expression 
is negligible. From the num erator, the initial acceleration increases with 6 and decreases as fi 
approaches zero. To understand this we take 6 =  0, without any loss of generality. In other 
words, the gravitational force is independent of latitude. For fj, = —1, the radial velocity at the 
equator is zero, Eq.(3.55). Under these static conditions, the weight of the plasma is balanced 
by the centrifugal force and by the radial component of the Lorentz force, Eq.(3.11). At the pole 
and the same radial distance R, these two forces vanish due to their dependence on sin^^ 9 and 
we are left w ith only the same plasma weight. The result is a decelerating force which is bigger 
the greater is the  drop of sin^^ 9 close to  zero. Since this sinusoidal function decays more rapidly 
for smaller values of e, we have an initial acceleration of the flow th a t increases with e. For the 
case /i >  — 1, there is an extra factor to balance the weight of the plasma at the equator, namely 
the inertial force due to  the radial velocity no longer being zero there. The deceleration effect as 
we move to  the pole is now increased, relative to the case fi = —1. The initial acceleration is thus 
smaller for smaller values of |/x|.
Using the same argum ent, it is easy to  show th a t the acceleration close to  the base drops as 
we increase a.  In fact, while at the equator there is usually a positive {i.e. directed outwards) 
radial component of the Lorentz force, at the pole this force vanishes and so the result is a 
decelerating force, increasing with a . For a mildly magnetized case {a — 10), Fig. 3.8 shows th a t 
the initial acceleration is very high and the radial velocity rapidly attains its asym ptotic value. 
The variation with A is similar since now the missing force at the pole is the centrifugal one. In
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Figure 3.8: Radial dependence of the dimensionless radial velocity Y { R )  for a solar-type mildly 
magnetized star with A =  0.5, i/ — 120, a  =  10, <5 =  4: in (a) for e =  1, in (b )  for ^  — —1
other words, both  the magnetic field and rotation are inhibiters of the initial acceleration of the 
outflow.
This acceleration at the base also increases with 6 as in a purely hydrodynamic wind. The 
reason for this is associated with the fact th a t as we move from the equator to  the pole, and 
for the same distance, the decrease of the plasma density is proportional to  6 while the pressure 
only decreases slightly. There is an extra force at the pole to accelerate the wind and this force 
is larger the  liigher 6 is (TT91).
W hen R  is large, Y (R)  tends asymptotically to  a certain value th a t can be considered, as a 
first approxim ation, independent of R  (see Figs.3.7,3.8). This is clearly the case for low values of 
a.  We can thus write
YocB? (3.91)
Under these conditions, F{R)  is dominated by the third term  in Eq.(3.69), yielding
2(€ + l)A ^a^  1F (3.92)
AIL other term s decay more rapidly with R.  As for G{R),  the most im portant term s when R  
is large are the first two in Eq.(3.69), decaying as 1/R^. The ratio between first and second 
depends on e/ jY^R^/a^X^.  For a  ~  1 this is much greater than  one, since Y ^  dominates. For 
higher values of a,  this is still greater than  one since Eq.(3.91) now holds only for very high values 
of R.  This can be seen by comparing Fig.3.7 (for a  =  100) with Fig.3.8 (for a = 10). In the
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former case, Y  tends to  a constant value much more slowly than  in the later one. Thus, we can 
take
G cz: (3.93)
and the asym ptotic form of Y { R )  for large R  can be obtained from Eqs.(3.92), (3.93) and after 
integrating Eq.(3.68)
For a  >  1, the asym ptotic speed increases logarithmically with R,  and Y  increases with an 
increase of a  or a  decrease of e and jyuj, as illustrated in Figs.3.7,3.8. Going back to Eq.(3.64), 
the second term  on the right-hand side is negligible for a  >  1. Decreasing |ju| or e makes Qi  
more negative, which results in a large pressure difference between the pole (where Q =  Qq) and 
equator (where Q =  Qo + Qi).  This is responsible for higher term inal speeds as given by the 
above equation (see also TT91). When a  < 1, the logarithmic derivative d T ^ /d ln  jR, for large R,  
is very small (behaving like o®), and Y  can be taken as constant. The flow is hydrodynamicaUy 
dom inated from R  = 1, while both singular points, R^ and R x ,  almost coincide in the region 
R  < 1 (i.e. below the base of the atmosphere). We recall tha t in the hydrodynamic case (Chapter 
2), Y  approaches rapidly a constant value, independent of e.
In summary, the effect of decreasing \jj,\ is on the one hand to diminish the relative im portance 
of the magnetic effects by decreasing the size of the magnetically dominated region and, on the 
other hand, to  increase the asym ptotic value of the radial velocity. This is in contrast with the 
influence of a.  As this param eter grows, the magnetic lever arm JR* increases and so does the 
asym ptotic value of W- The global form of the outflow is much less sensitive to variations in e.
3 .4 .3  P ressu re
Once Y ( R )  has been found, we can return  to Eqs.(3.64), (3.66) and calculate the pressure. For 
large distances, the dominant term  on the right-hand side of Eq.(3.66) is the second, giving the 
following asym ptotic form for Qo
where Yqo is defined by Eq.(3.91). We have chosen the constant of integration so th a t Qo goes to 
zero when R  oo, as in a  wind-type solution. In this limit, Too is almost constant, and so the 
above expression means th a t Qo decays to  zero from positive values as ~  1/R^.
For a  =  100, Fig. 3.9(a) shows th a t Qo drops very steeply close to  the base and after an 
interm ediate “p lateau” , it decays as l/R"^ far from the surface. For a  = 10, Fig. 3.9(b), Qo takes 
its asym ptotic form very close to the base of the atmosphere.
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Figure 3.9: Radial dependence of the dimensionless pressure along the polar axis Qo{R) for a 
solar-type magnetized star with A =  0.5, u =  120, ^ =  4, c =  1: in (a )  for a  = 100, in (b )  for 
q; =  10
But Qo represents only the spherically symmetric part of the pressure. The to ta l pressure 
also includes the anisotropic part Q i, given by Eq.(3.64). Close to the star, the first term  in 
this equation, related to  the magnetic pressure gradient, dominates over the others. This term  is 
always positive and decays as 1/R^.  As we move out from the star, this term  ceases to  dominate 
and the last term , associated with the magnetic tension, takes over (at least for a  1). This 
gives asymptotically
(3.96)
In this limit of large distances, Qi  increases to zero from negative values. There is thus a point, 
a t some finite radius, for which Qi is minimum and negative. The to ta l pressure is given by 
Q = Qo + Qi  sin^^ 9. For large distances it is always positive. However, if Qi  reaches a sufficiently 
low negative value then, for a certain range of values of j%, Q can be negative and thus unphysical. 
We can find a limiting angle 6m and limiting radius Rm beyond which (6 > 9m, R  > Rm)  the 
to ta l pressure becomes negative. Our solution would only be valid for 9 < 9m, i.e., in a cone 
around the polar axis.
This feature, already present in the TT91 model, is related to the constraint of keeping the 
field lines fixed as helices around the polar axis. They argued th a t force balance in the 9- direction 
implies th a t the magnetic tension term  is directed towards the pole, as can be seen by the negative 
sign of the last term  in Eq.(3.64). For large distances, the first two term s in this equation decay 
as 1/jR'*, while the negative tension term  decays as l/R"^ and dominates. The only way to balance 
this is to  have a pressure gradient d Q i / d i î ~  Q i / R  decaying as 1/jR^. Since the pressure at the 
pole is fixed by Qo, then Qi has to  be sufficiently low and negative so as to  give a large and
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Figure 3.10: Radial dependence of the dimensionless heating ra te  along the polar axis
[2ro(r — 1)/V^] cro(-R) for a solar-type magnetized star with A =  0.5, u = 120, 6 =  4: in (a )  
for a  = 100, e =  1, in (b )  for a = 100, fi =  —1, in (c) for a  =  10, e =  1, in (d ) for a  =  10, 
^  =  —1
negative pressure difference between pole and equator, enough to balance the negative tension 
force.
The cone where the solution is valid becomes smaller for larger values of a  and increases with 
a decrease of \jj.\ or e. For a  =  100 and € =  1, =  16° if fi = —1 and 0m ~  22° if fi — —10~^,
while for a  =  100 and fi =  —1, 9m — 24° for e =  0.5 and 9m — 11° for 6 =  2. For a  < 20 and 
6 = 1 ,  the cone extends to  the equator and the solution is valid everywhere.
3 .4 .4  H ea tin g
Since the form of the heating rate  was deduced self-consistently from the full set of equations 
through Eq.(3.5), it must reflect the acceleration of the outflow.
For a highly magnetized medium, a  =  100, Figs. 3.10(a,b) show th a t the heating ra te  a t the
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Figure 3.11: Radial dependence of the dimensionless tem perature at the pole Tp { R ) / T q, where 
To — T p{R  =  1), and of the polytropic index 'y(R) for A =  0.5, p =  120, a = 100, 6 = 4: in (a) 
and (c) for c = 1, in (b ) and (d )  for fj, = - 1
pole is low near the base of the star. This gives a reduced acceleration there, as was pointed out 
in Sect.3.6 (see Fig. 3.7). It then increases to a maximum further downstream and drops slowly 
further away. This higher concentration of ctq in the supersonic domain is more pronounced for 
values of n  closer to zero and for lower values of c. It is responsible for the higher term inal speeds 
in these cases. Note also th a t for € =  2, Fig. 3.10(b) shows a high initial value of ao ~  10^ 
reflected in a high initial acceleration as shown in Fig. 3.7(b). The heating then drops very 
steeply to  values lower than  those for € =  0.5. The corresponding acceleration of the outflow 
flattens out to  smaller values than  those for e =  0.5. Analogous crossings between these two sets 
of curves occurs for }i = —1 and fi —1.
For lower values of a , the heating rate  is more concentrated towards the base of the  star (see 
Fig. 3.10(c,d)). The acceleration there is consequently higher than  in the previous more magnetic 
case, (Fig.3.8). After a peak very close to the base, ctq then decays monotonically with distance 
and is unable to  support a steady acceleration of the outflow. The radial velocity rapidly reaches
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an alm ost-constant value, analogously to the purely hydrodynamic case described in Chapter 2 . 
The to ta l heating is larger the smaller \fj,\ is, resulting in higher asymptotic speeds.
3 .4 ,5  T em p era tu re  and P o ly tro p ic  In d ex
By using Eq.(3.5) instead of a polytropic relationship between pressure and density, p oc with 
7  as the constant polytropic index, we avoided constraining the exchange of energy so as to keep 
7  constant. From this more general approach, we can define an effective polytropic index by
dlnp
_dlnp A=const. (3.97)
for each field line A{d) =  const, (see TT91). This is no longer a constant, but instead a function 
of R.  The form of 7 (R) is closely associated with the variation of tem perature with distance from 
the central object. In particular, if 7  < 1 there is intense heating and the tem perature increases,
68
while if 7  >  1 there is a depletion of heating and the tem perature decreases.
For a  — 100, the tem perature is low at the base of the atmosphere and increases very slowly 
further out until it reaches an alm ost-constant asymptotic value at about R  ~  30, Fig 3.11(a,b). 
This value changes quite drastically with p  and c. In particular, the asym ptotic tem perature 
increases with a decrease of |p| or e. These values can be compared with existing observations to  
constrain the values of these param eters.
The variation of the polytropic index, as shown in Fig. 3.11(c,d), presents a  maximum close 
to  the base. For jp| <  0.1 this maximum is stiU below 7  =  1, with the result th a t the tem perature 
always increases with distance. For p  =  — 1, the maximum is above 7  =  1, there is reduced heating 
and the tem perature reaches a minimum. Further out, the distribution of the polytropic index 
shows a minimum below the isothermal value, corresponding to the region where the tem perature 
is slowly increasing towards its asymptotic value. For large distances, 7  approaches unity, as in 
an isotherm al atmosphere.
For a  =  10, the tem perature also starts with low values at the base, but now it increases 
rapidly to  reach a maximum below T  ~  2, Fig. 3.12(a,b). It then decays very slowly with 
distance until an almost constant asymptotic value is reached. At T  =  1 0 0 , this value is 1 to  2 
orders of m agnitude lower than  the corresponding one for a  =  100. The polytropic index in this 
case (Fig. 3.12(c,d)) shows a pronounced minimum very close to  the base, where the tem perature 
has a  very steep gradient towards its maximum. After th a t, 7  increases rapidly into a  local 
maximum and falls off very slowly from then on. It approaches the isotherm al value, although 
much more slowly than  on the previous more magnetic case (a  =  1 0 0 ).
3.5 T w o-d im en sion a l B eh aviou r
We have chosen a mildly magnetized object (a  =  10) to illustrate the two-dimensional character 
of the solution deduced in this chapter.
Compare Fig. 3.13 with a similar one for an analogous hydrodynamic model. Fig. 2.7. The 
outflow speed at the pole (a quantity independent of all three anisotropy param eters) is smaller 
for this magnetic wind when compared to the fully hydrodynamic case. This is a consequence 
of the  decrease of the initial acceleration with the magnetic field strength {i.e. with a),  which 
essentially affects the radial velocity for small distances. Also the distribution of the sound speed 
(and tem perature) is more uniform for the magnetized case, resulting in an almost isothermal 
atm osphere (Fig.3.14(a)). The highly anisotropic distribution of the Mach number, shown in Fig. 
3.14(b), is a direct result of the fact th a t for fj, = —1 the radial velocity is always zero at the 
equator and so is the Mach number. Thus the sonic transition occurs close to  the base for high 
latitudes and far from it near the equator.
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3.6 M ass Loss and A n gu lar M om en tu m  Loss
The mass efflux, m{6) was defined in Sect.3.2.2 as the mass loss rate  per infinitesimal sohd angle 
dE. In this model, where all stream/fieldlines are open and there are no dead zones present, the 
whole of the outflow is lost from the central object and contributes for the ra te  of mass loss. We 
thus only need to  integrate Eq.(3.32) in sohd angle to obtain the mass loss rate , M , an im portant 
quantity  in stellar astrophysics.
dM
dt
/•2TT /■Tr/2 j-------------------------  !------------------------
=  2 /  /  m{0)sm.9d9d(f>^ = /  y  1 + /is in ^ ^ ^ y l +  ôsin^^^sin^d^,Jo Jo Jo (3.98)
where the factor 2 is included to  account for both hemispheres. The last integral in the above 
equation is in general difficult to  solve for any value of €. We shall take for simphcity e =  1, thus 
yielding
-Tr/2
r’Tr/2M = A7rpoVorl J  + sin^ 9yJ 1 + 6 sin^ 9 sin 9d9. (3.99)
In the case of spherically symmetric density distribution {6 — 0) the above equation is easily 
integrable and we get
M  -  2 ?rpoV^rQ, ioT p  = - 1 (3.100)
M  =  2irpoVorl
V y/l  +  p for — 1 < ^  < 0 (3.101)
W hen p  approaches 0 the mass loss given by this last expression approaches A'kpqVoTq. 
Another possibiHty is to take 6 0. The mass loss is now
M A'KpoVorl 36 , for /i =  — 1
M  ~  27rpohb?'o 1 +  4^ =  ^s in - 'V6 1 T 6 for |/i| <  0.1
(3.102)
(3.103)
This last expression was deduced under the assumption th a t |^ | <  1, for which the mass efflux can 
be approximately written as m{9) ~  v l  +  6 sin^^ 9. It yields M  ~  TrpoVorl when 6 approaches 0, 
similarly to  Eq.(3.101).
Table 3.2 shows some values of the mass loss as given by Eqs.(3.100),(3.101) and (3.102),(3.103), 
for e =  1 and typical values of 6 and p. Note th a t the mass loss is quite sensitive to  variations 
in 6, and is higher the more the equatorial density exceeds the density at the poles. In other
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6 Ai M/2TrpoVorl Equation
0 - 1 1.00 (3.100)
0 -0 .5 1.62 (3.101)
0 -0 .1 1.93 (3.101)
0 -0 .01 1.99 (3.101)
0 - 1 1.00 (3.100)
1 - 1 1.22 (3.102)
10 - 1 2.37 (3.102)
10^ - 1 21.11 (3.102)
0.1 < -0 .1 2.06 (3.103)
1 < -0 .1 2.57 (3.103)
10 < -0 .1 5.40 (3.103)
10^ < -0 .1 49.72 (3.103)
Table 3.2: Mass losses for € =  1 and different values of 6 and p
words, density anisotropies th a t favour a concentration of m aterial around the equator result in 
high mass loss rates. There is also a slight increase of M  with the decrease of \p\, but only within 
a factor of two. These conclusions should stiU be valid for values of e ^  1, since the form of the 
mass efflux does not change appreciably with the variation of e (see Fig.3.2(a)).
Analagously, the rate  of angular momentum loss, J ,  can be obtained by integrating the angular 
m omentum  efflux, l{9) as defined by Eq.(3.50), in solid angle. Thus,
/■ 7 t/2  j ----------------------------
J  = A'kXo ^poVq Tq j  y  1 + p  sin^ 9 sin^ 9d9, (3.104)
where we’ve taken again c =  1 for simplicity. After some straigthforward m anipulation
J  =  TrAa^pokÿïo, for =  - 1
J SttAa^pokqro, for |^{ < 0 .1
(3.105)
(3.106)
For 6 =  1, the  angular momentum loss rate  increases by a factor of 8/3  ~  2.7, when p  goes from 
— 1 to  values close to zero.
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3 .7  C onclu sion s
We have presented in this chapter a new set of solutions of the steady axisymmetric MHD 
equations relevant to  stellar wind problems. They represent the most general separable solutions 
of Eqs.(3.1)-(3.6) with helicoidal geometry (Vq =  Be ~  0).
Analogously to the case with no magnetic field, we have been able to obtain the general lati­
tudinal dependences of the different quantities and these involve only the anisotropy param eters, 
6, 6, p, introduced in the previous chapter. The other three param eters of the problem, which 
come about in the solution for the radial functions, are A and z/, together with a , a measure of 
the strength  of the magnetic pressure. Altogether, there are six dimensionless param eters which 
control the general form of the solution.
The degree of collimation, together with the anisotropy in the density distribution, is effec­
tively controlled by 6, e and p. This model could thus be applied to polar coronal holes, stellar and 
extragalactic jets  and even star-forming regions. The solution for p = —1 has zero radial velocity 
at the equator with a continuous radial magnetic held across the equator. A discontinuity and 
associated current sheet arises for p ^  —1. Also, the angular velocity of the roots of the fieldlines 
at the surface of the central object is such th a t it reproduces qualitatively the observations only 
for 6 >  1.
Topologically, there are two distinct critical points present. The first one is the usual Alfvenic 
point and corresponds to the point where the radial velocity of the outflow equals the radial 
Alfvenic velocity. AU solutions pass through this high-order singularity and it corresponds to 
an im proper node or star-type point. There is a second critical point present downstream from 
this first one. It is an X -type critical point (or saddle point) and is responsible for filtering a 
single solution corresponding to  a vanishing pressure at infinity — the wind-type solution. At 
this critical point, the r-component of the flow speed equals the slow/fast MHD mode wave speed 
in th a t direction.
The variation of e is limited to our abihty to find solutions th a t cross both  these critical points 
and stiU satisfy the boundary conditions at the base of the atmosphere. Furtherm ore, because 
the field/streamlines are constrained to keep a helicoidal geometry, the pressure gfadient for large 
distances has to  be suflSciently large to  balance the dominant tension force. Thus, in some cases 
the solution is not vaUd (i.e. corresponds to  negative pressure) outside a cone around the polar 
axis. This lim itation disappears for a < 20.
There is a drastic change in the nature of the solution from low to high values of a. The 
solutions for low a  manifest all the characteristics of a typical hydrodynamic wind, namely very 
large accelerations at the base of the atmosphere, heating rate and tem perature decaying very 
rapidly with distance. The magneticaUy dominated cases (o; >  1) show lower accelerations at the 
base of the atmosphere, a  more isotropic distribution of the heating rate  and an almost isotherm al 
atm osphere for large distances.
Density anisotropy (or 6) greatly favours the acceleration of the wind close to  the base, while
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the  strength of rotation (or A) and the gravitational field (or u) slows down the initial speed. The 
global solution seems to  be quite insensitive to variations in e. The influence of /i, on the other 
hand, is such th a t a decrease of \p\ not only diminishes the relative im portance of the  magnetic 
effects by decreasing the size of the m agnetic lever arm , i?*, but also increases the value of the 
initial acceleration as well as the asym ptotic radial velocity for large distances. The to ta l heating 
and the asym ptotic plasma tem perature increase for lower values of \p\.
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Chapter 4
A p plications to  th e  Solar W ind
4.1  A  P olar C oronal H o le
4 .1 .1  O b servations
Low emission areas on the solar surface were firstly recognized by W ithbroe et al (1971) using EUV 
observations carried out during the to ta l solar eclipse of March 1970. At this time the Sun was 
near maximum activity. The existence of these coronal holes (CH ’s) of negligible electron density 
was la ter confirmed by Altschuler and Perry (1972) using a m ethod based on K-coronameter 
da ta . All of these CH’s were low latitude ones (within 60® from the equator). By superimposing 
maps of the coronal electron density with the calculated potential magnetic field, Altschuler et 
al (1972) concluded that CH’s are associated with a  weak and diverging magnetic field.
From X-ray images of the solar corona, Krieger et al (1973) identified a particular CH which 
showed a density scale height a factor of two smaller than in the surrounding closed regions. 
W ind measurements for the appropriate period were traced back to the Sun. A good agreement 
between the longitude of the solar surface of a recurrent high speed stream and the position of 
the  hole was found. This suggested an association of equatorial coronal holes with high-speed 
stream s.
For a  particular hole observed by Skylab during the period 1973 June 29 to July 13 (z.e. 
roughly 2 years before solar minimum), M unro and Jackson (1977) -  hereafter MJ -  made a 
detailed study of its properties. These can be summarized as follows.
• The boundary of the CH is symm etric about the polar axis and nearly radial from 3 to
QRq .
• At these heights the boundary is located a t ~  25° latitude, while near the solar surface it 
doesn’t go below 65°. This means th a t the increase of the hole’s cross-sectional area from
the surface to about 37Z@ is 7 times greater than  for a  radial boundary.
• Radiation arising from the hole can be interpreted in term s of an axisymmetric density 
distribution which increases with colatitude.
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• Use of a spherically symmetric model yields: (i) a  distribution of velocities within the 
hole which shows a transition from subsonic to supersonic between 2.2 and (ii) a
tem perature  profile tha t increases with height from the surface to  a t least 2.5jR@.
4 .1 .2  P a ra m eters
The role of the magnetic field in MJ analysis is assumed passive, in the sense th a t it only defines 
the  geometry of the coronal hole. We will thus apply the hydrodynamic model developed in 
C hapter 2 to  this CH. The param eters A, z/, €, p  and 6 have to be determined.
Assuming th a t most of the increase of the hole’s boundary has o cur red between the surface 
and 27?©, we can take this boundary as almost radial from this radius outwards. For this range 
of distances, the aperture of the boundary is located a t 9 ~  65°, as suggested by observations 
(see Sect.4.1.1). Such a geometry can be modelled using streamlines which are straight lines, as 
defined in our basic model. In other words, the validity of the model is restricted to 7? > 2.
To reproduce the position angle of the polarization brightness (a  measure of the density within 
the  hole) M J have chosen a functional form for the density equivalent to  Eq.(2.24), with 6 = 1 .  
The remaining param eter was adjusted as 8 — 2.14. Their choice was made in order to fit the 
observations to  a  high degree of accuracy. The fact th a t it is reproducible by the above model 
m eans th a t the analysis developed in Chapter 2 has relevant solar applications.
Assuming th a t the wind em anating from the polar hole is similar to  the high-speed streams 
th a t  flow from equatorial CH’s, MJ have estim ated th a t the velocity should be of the or­
der of y  ~  86 k m s“  ^ at 27?©. For the equatorial rotational speed of the Sun, we’ve taken 
V ^{R  =  1,6 =  90°) ~  2 k m s“  ^ (see page 180 of Allen (1973)). This value is based on the ro ta­
tion of sunspots. Since by Eq.(2.47) goes as 1/7?, then we m ust have V^(7? =  2 ,6  =  90°) ~  
1 km s“ ^. Thus most of the contribution to  the to ta l velocity V  comes from W and we can take 
Vo =  Vr{R =  2 ,6  =  90°) ~  86 km s~E Using Eqs.(2.17), (2.18), with tq =  27?© we find z/ =  5.08. 
Also, Vi =  \ / l  +  6 V^{R  =  2, 6 =  90°) ~  1.8 kms~^ which gives A =  0.02 from Eq.(2.16).
The last param eter to be determined is p. From solar wind measurements near sunspot 
minimum carried out by Pioneer 10 and 11, Mihalov et al (1990) were able to estim ate the 
latitudinal gradient of the solar wind velocity. At the time of m easurem ents. Pioneer 10 was 
located a t 6 =  86° and measured an almost constant velocity of 400 kms~^ while Pioneer 11 was 
a t 6 =  73° and measured a speed of 620 k m s“ ^. This corresponds to  an average gradient
=  —17 k m s“ ^deg“  ^ =  —974 km s~^rad“  ^ (4.1)\  09 J 0^800
Differentiating Eq.(2.46) with respect to 6 and dividing the result term  by term  by this same 
equation we obtain an equation giving p  in term s of 6, 6, 6q and Q =  {{àv^/ à.9)/ Vr)e^
-  ( 1  + 6 s in ^ ^  9q)Q -b  6 6 s in ^ ^  ^ 6 q c o s 6 q
^ 6 sin^ “^  ^6o cos 6q — ( 1 +  6 sin^  ^9o)Q sin^  ^6q
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After substitu ting for e =  1, 6 =  2.14, 6q =  80° and Q —974/510 r a d " \  this yields p  =  —0.82. 
Use of this value of p  to  model the above CH, means tha t we’re assuming a constant gradient 
from 6 =  80° to  at least the  boundary of the coronal hole at 0 = 65°. The fact th a t both set 
of observations are near sunspot minimum helps to  justify the use of da ta  from around 1986 on 
observations of 1973.
We should point out th a t this increase in latitude of the average solar wind speed has been 
a ttribu ted  to  the latitudinal dependence of high-speed streams (Hundhausen et al., 1971). This 
is confirmed by observations carried out by Pioneer Venus and IM P 8 between 1984 and 1987 
(Gazis, 1993). The solar wind speed showed little latitude dependence in 1984 and 1985, while 
strong latitude gradients occurred in 1986 and 1987. During the later of these periods (solar 
minimum), high-speed stream s were excluded from the vicinity of the solar equator and the wind 
was mostly a low-speed one. At higher latitudes, the solar wind exhibited a usual stream  structure 
with two high-speed stream s per solar rotation. The latitude gradients a t the boundaries of these 
high-speed stream s were high near the equator.
Recent observations from U LYSSESon  its way to the solar south pole identify a recurrent high 
speed stream  at different heliographic latitudes (Bame et al., 1993). An increase with latitude of 
the outflow speed is reported. A corresponding latitudinal gradient of around 10 kms~^ deg~^ 
is inferred between 57° < 6 < 68°. Such an estim ate is similar to the value used above. For 
regions closer to  the solar equator, namely 6 ~  76°, this gradient reaches a much higher value of 
100 k m s“  ^ deg~^. Also, there is a measurable negative gradient of the average proton distance 
with heliographic latitude of around —0.1 cm~^ deg~^, over a 24° range. These observations 
constitute the first direct measurement of wind speeds and densities for regions appreciably far 
from the ecliptic. They confirm the general trend found in the general solution presented in 
C hapter 2. Outflow velocities increase with latitude while densities are higher near equatorial 
regions than  a t the poles. The implication of such a collection of da ta  in term s of models described 
in this work will be addressed in Sect. 4.3.
4 .1 .3  S o lu tio n
In summary, the param eters for this particular model are,
•  A =  0 . 0 2
• 1/ = 5.08
• € =  1
• 6 =  2.14
• p  = —0.82
Figure 4.1 shows the profiles relevant for M J’s coronal hole and obtained from the solution 
deduced in Chapter 2 with the above mentioned param eters.
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Figure 4.1: Radial velocity in (a ) , Mach number in (b ), polytropic index in (c) and tem perature 
in (d )  for the polar coronal hole reported by Munro and Jackson (1977). The param eters are 
X ~  0.02, 7/ =  5.08, 6 =  2,14, e =  f.i = —0.82
The radial velocity a t the polar axis (Fig.4.1(a)) reaches ~  700 kms~^ a t 1 a.u., while for 
the streamline limiting the hole (0 = 65°) it attains ~  240 k m s” ^. The first of these values 
is typical of high-speed stream s measured at the ecliptic, while the later is below the average 
velocity for the slow solar wind (see Table 1 .1 ). Also, if the reports from U LYSSE S a,ve correct, 
then we should expect an average wind speed over 850 km s“  ^ for regions close to the south pole 
of the Sun. Again, this is higher than  our model predicts for 6 =  90°. These discrepancies might 
be associated with the assum ption of straight streamlines used in the model. This results in a 
smaller acceleration than would be expected if the streamlines were allowed to  diverge towards 
the equator.
A more rigorous fitting to  the  geometry of this particular hole has been assumed by M J. 
They’ve used for the cross-sectional area of the hole, A (R ), the following expression
A(A) =  AoÆ^&(A).
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(4.3)
Here A q =  A {R  — 1) and k{R,) is an empiric function proposed by Kopp and Holzer (1976) 
in the context of the geometry of fiow-tubes. This function is unity when the  tube is radial 
(e.g k ( l ) = l )  and greater than  one when the boundary of the tube diverges towards the equator. 
For this particular coronal hole, MJ found th a t k{R )  attains an almost constant value of 7.26 
beyond SR q  ^ while m ost of the increase on k  has ocurred below 2R q . Also, k{R  =  5 )/k {R  =  
2) =  1.38, while our model implies th a t k (R ) = 1 throughout.
The transition from subsonic to  supersonic flow occurs around 2 S R q along the  axis while at 
the boundary of the hole this occurs for R  ~  4.1Æ© (Fig,4,l(b)). We recall th a t M J’s analysis 
predicted th a t the sonic point should lie between 2.2 and 3J7©.
As expected, there is intense heating close to  the base of the flow, where 7  <  1 (Fig.4.1(c)). 
This corresponds to  the region where the tem perature is increasing with distance (Fig.4.1(d)) 
until it reaches a  maximum near R  ~  2.57Î!©, as suggested by M J’s analysis. This maximum 
corresponds to around 4.2 x 10® K  and 1.5 X 10® K  for the polar axis and the boundary of the 
hole, respectively. From then on the tem perature decays monotonically. At the  orbit of the earth  
it varies between 2.4 x  10'  ^ K  and 6.5 X 10^ K .  These are just below typical values for high-speed 
streams (see Table 1.1). The value of 7 , on the other hand, tends asym ptotically to  7  =  3 /2 , 
which corresponds to the Parker polytrope (Parker, 1958a).
In summary, the hydrodynamic model applied to M J’s coronal hole yields values for the 
velocity and tem perature which agree reasonably well with his predictions and also with the 
measured values of the solar wind param eters a t the ea rth ’s orbit (Feldman et al., 1977). The 
critical assumption has been the use of straight lines to model the coronal hole boundary.
4.2  R o ta tio n  o f  P h o to sp h er ic  M a g n etic  F eatures
4 .2 .1  T h e  S n od grass P rofile
As discussed in Sect. 3.2.2, Q,{9) represents the angular velocity of the roots of the  fleldlines at 
the base of the photosphere. This function can be compared with the ro tation law of sunspots 
and photospheric magnetic fields. Snodgrass (1983) determined the ro tation ra te  of magnetic 
features in the solar photosphere by cross correlating magnetograms from observations made over 
successive days. He found this ro tation to  be steady over the solar surface and independent of 
field strength, for the 15.5 yr. period of observations. Also there wasn’t any m easurable variation 
with time, something tha.t supports the steady-state  assumption used throughout this work. By 
fitting his observations with the functional form
n (0 ) =  a - f  6 cos^ ^ 4- ccos'^ (4.4)
where 0 is again the co-latitude, and using a. least-squares method, he found a =  2.902, b — —0.464, 
c =  —0.328 /irads~^. The variance of these means ranges from ~  0.1% at low latitudes to  1.1%
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near the poles. In addition there is a slight dimple a t the equator ( - ^ 8  m s “ ^) not reproducible 
by the above expression. This profile agrees with the sunspot results of Newton and Nunn (1951) 
a t sunspot latitudes.
4 .2 .2  P a ra m eters
In order to  compare the Snodgrass profile with our form of ü{6), we must expand the right-hand 
side of Eq.(3.47) in powers of cos After some straightforward m anipulation, we find the first 
three term s in this expansion
XVoa"  ^ \ / r + T
1 +  ( .^ .2 ,1 + 4 4  c o s 'g +  (  3 ^ ^ - 2 ( € ' +  2 s - 3 ) ^  +  € ' - 4 s  +  3 . g
2 ( 1 +  f ) /  \  8 ( l  +  f )2
(4.5)
valid close to  the equator. To obtain the best fit to zeroth order let us equate the constant term  |
in Eq.(4.5) with a from Eq.(4.4). Also the ratio between the first and second term s and the first 
and th ird  term s in Eq.(4.5) can be equated to ri = a/h  and rg =  a/c, respectively. Altogether 
we have a system of three equations of the form
+ Ô a, (4.6)roRi
2(H-<ÿ) =  (6 - 6 - l- l) r i ,  (4.7)
8(1 -h <^ )2 =  (36^ -  2(e^ -h 2e -  3 )f -b -  4e -f- 3)r2- (4.8)
This system yields, after substitution for the Snodgrass values of a =  2.902 x 10~® r i  =
-2 .902 /0 .464  and rg =  2.902/0.328, e -  1.35, S -  -0 .05  and XVoa'^/roRl -  2.884 x 10"® A 
negative value of 6 corresponds to a density distribution th a t increases from pole to  equator in 
contradiction with the behaviour found for Munro and Jackson’s coronal hole. However, under 
such conditions the wind is unable to  accelerate to high term inal speeds.
In the purely hydrodynamic case, we’ve seen in Sect. 2.3 th a t the outflow is monotonically 
accelerating in the region > 1 only if 6 > 6o, where 6o is defined by Eq.(2.45). In most cases of 
interest > 0. Thus, a hydrodynamic wind cannot accelerate if the density a t the pole is higher 
than  at the equator, for the same radial distance ((Tsinganos and Vlastou-Tsinganos, 1988; Lima 
and Priest, 1993)). W ith the inclusion of the magnetic field, the acceleration at the base of the 
atm osphere depends critically on 6 %/^ , similarly to Eq.(3.90). If <5 < 0, this acceleration can be 
low enough resulting in a speed at the E a rth ’s orbit below the required range of values for the 
solar wind. Such a property was discussed in Hu and Low (1989) where, by assuming a dipolar 
field, it was shown th a t if the density decreases towards the poles at a  fixed radial distance (i.e.
6 >  0 ) the polar wind speed along open magnetic field fines can accelerate monotonicaUy to  high
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term inal values. If the density is either independent of latitude (6  =  0) or decreases towards 
the equator (S < 0 ) there is less internal energy per unit mass over the pole, precisely where 
the plasm a can be accelerated out along open magnetic field lines. In these cases, the resulting 
term inal speeds are too low. Bearing this in mind, we shall take a positive value of S instead, even 
though this might correspond to  a worst fit to the rotation profile given by Snodgrass (1983).
The base of the atmosphere wiU be taken as the surface of the Sun. For the velocity at the base 
we win use F^(J? ~  1,0 = 90°) ~  2 kms~^ as in Sect.4.2 and Vq = Vr(R  =  1,0 == 0°) ~  5 km s~^. 
This last value is based on observations of Doppler shifts of certain spectral lines formed a t the 
coronal base. These shifts seem to be caused by the outflow of the solar wind (W ithbroe, 1988). 
Using the above values we obtain i/ =  124.
The value of € is going to  be adjusted to  fit the Snodgrass profile as best as possible. In fact, 
we can re-write Eq.(4.7) as
£ =  ( l - ^ ) ( l  +  « ) .  ( 4 . 9 )
For a given value of 6 the above expression gives the value of e th a t best reproduces the ratio 
r j  =  a / 6  between the first two coefficients of the Snodgrass profile. The corresponding value of f.i 
can be obtained from Eq.(4.2), where again we’ve taken Q from Mihalov et al (1990).
A difficult value to  constrain is the param eter a, the inverse of the Alfven Mach number at 
the base of the atmosphere. We will take 1 < a < 10, to represent an average value over the 
whole of the photosphere. From Eqs.(3.48), (3.59) we can write
v T + 7 y ^ ( jg  =  i ,g  =  90°) (  1 -  ! / « '  A ,
a '  %   ^ >
The value of R^, the Alfvenic radius, is still unknown. A first approximation can be taken as 
R^ = 1, which is reasonable since a  < 10 (see Table 3.1). This gives us a first estim ate of A by 
direct substitution in the above equation. W ith aU six param eters known (6 , //, e, fi, a , A) we can 
integrate Eqs.(3.68), (3.69) and obtain a better approximation to R*. Going back to  Eq.(4.10) 
this yields our final value of A.
4 .2 .3  S o lu tio n
Table 4.1 shows the param eters used in three representative models. We plot in Fig.4.2 the 
angular velocity of the roots of the fieldlines at the photosphere for the Snodgrass profile (S) and 
each of the models. Figure 4.3 shows the radial velocity, tem perature, Mach number and Alfvenic 
Mach num ber as a function of distance from the Sun.
Model A corresponds to the best fit to  r l  =  a / 6  of the Snodgrass profile, but using a value of 
6 just above zero. We’ve taken a — 2 and note the low value of W(1 a.u.) in Fig.4.3(a). Keeping
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Model p 6 c Q. A jR*
A 124 0 .0 1 1.31 - 0 .6 8 2 0 .1 2 1.066
B 124 0.4 1.09 - 0 .6 8 6 0.017 1.137
C 124 0.5 1.04 - 0 .6 8 2 0 .1 2 1 .0 0 2
Table 4.1: Param eters and position of Alfven radius, A*, for three different Models A, B, C
(a)
3.2
3.0
2.8
a  2.6
2.4
2.2
2.0
45 900 135 180
Figure 4.2: Comparison of the Snodgrass profile for the rotation of photospheric magnetic features 
(S) with the profile obtained by using Eq.(3.47) with the param eters of Models A,B,C (see Table 
4.1)
the other param eters fixed we can only find solutions for cc < 8 with a maximum term inal value of 
l/r ( l  a.u.) ~  100 k m s“  ^ for a  =  8 , which is stiU too low. Model B is a more realistic one at least 
in term s of term inal speed. However, 6 is now high enough so th a t the Snodgrass profile is not 
well reproduced specially for latitudes higher than  about 40° (see Fig.4.2). Model C corresponds 
to  higher asym ptotic velocities but even higher deviations from the Snodgrass profile.
From these elucidative examples, it is obvious th a t the terminal velocity is too low for values 
of Ô th a t reproduce well the rotation profile of magnetic features (as in Model A). It s tarts  to 
approach the observed values at the orbit of the E arth  when 6 is too high for a good fit of 
this profile. Even though Models B,C give a poor representation of the Snodgrass law for high 
latitudes. Fig. 4.2 shows th a t the agreement is good for latitudes below 35°, where most of the 
sunspots are confined. Figure 4.3(b) shows th a t tem peratures at the E arth  are typical of the 
low-speed solar wind (see Table 1.1), while the sonic point lies between 2  and 3R q for Models 
B,C and much further out (rv 50fZ@) for Model A (Fig.4.3(c)). This last example should be 
discarded as a realistic description of the solar wind.
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Figure 4.3: Radial velocity in (a ) , tem perature in (b ), Mach number in (c) and Alfvenic Mach 
number in (d )  for Models A,B,C
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We should stress at this point th a t we’ve only taken a  > 1 . B etter agreement might be 
achieved if we assume a- < 1. Under this limit, both critical points are close to  each other 
and below the base of the atmosphere (see Tsinganos and Trussoni (1991)). Such a solution is 
qualitatively analogous to  a purely hydrodynamic one and is better reproduced using the model 
described in Chapter 2 .
Since the base of the solar wind is in some way connected to  coronal holes, then we should 
really be comparing the theoretical rotation curve to the observed rotation of coronal holes.
This seems to  be much flatter then the corresponding profiles for photospheric magnetic fields or 
recurrent sunspots (Wagner, 1975), suggesting a better fit to the models presented in this section.
Finally, instead of maldng use of an expansion to  get the approximate form of fl(^), given 
by Eq. (4.5), an alternative approach would be to fit the observations with a theoretical curve, 
by varying the relevant param eters. This could be pursued using the simpler hydrodynamic 
approach.
4.3 T h e  V ariation  o f  th e  Solar W in d  w ith  L atitud e: D a ta  from
4 .3 .1  O b servation s
On its journey to  the south pole, U LYSSES  has been collecting da ta  in the past few m onths 
and providing a new insight into the global structure of the solar wind. On the basis of the 
variations of its characteristics with latitude, McComas et al (1994) assign four distinct regions.
For low latitudes (<  IS®^') the flow is dominated by a higher density, slow solar wind from the 
solar coronal streamer belt. The second region extending down to 30°6* corresponds to mixed 
observations between a low-density, high-speed wind from the southern polar coronal hole and 
the high-density, slow solar wind (Bame et al., 1993). The third region, from around 30° to  36°5, 
still shows influence of these two different domains, but now the probe is less influenced by the 
stream er belt flow. Finally, from 36°5“, ULYSSESh.3,s remained immersed in the high-speed solar 
wind flow due to the southern polar coronal hole. The above classification refers only to  da ta  up Ito 56° 6 ", although it is expected th a t the probe will remain under the influence of the coronal 
hole flow down to the maximum southern latitude of 80°, to  be reached in September 94.
In any of the above domains, a general trend is observed. The flow speed increases with 
latitude and the density drops as we approach the south pole. This is the case for a recurrent I
high-speed stream  observed between July 1992 and June 1993, when U LYSSES tv<i.ve]led from |
around 13° to  34°5 (Bame et al., 1993). The maximum speed at the peaks ranges from around j
500 kms~^ just below the ecliptic to  values close to 900 km s“  ^ at a latitude of 34° S. The ;
corresponding latitudinal gradient is higher in a small region around 14° S (100 k m s“ ^/deg). ■
For latitudes below 22° S, this gradient decreases to about 10 k m s“ ^deg"^. The minimum !
speed of the persistent solar wind also reveals a slight increase from the equator to  the south |
I
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d Vr{ km s ^) r ‘^ n{ cm ^)
90 450 8 .6
125 700 4
145 750 3
Table 4.2: Solar wind param eters obatined by U LYSSES {Goldstem  et al 1994)
pole. We should stress th a t single peaks in the speed are usually associated with passages across 
the probe of the high-speed stream , whereas the valleys between peaks are due to crossings of 
the heliomagnetic stream er belt. Also im portant is the detection of a substantial variation of 
the average proton density with latitude, decreasing towards the pole. The average gradient 
corresponds to —0 .1  cm“ ^deg“ ^.
Once U LYSSESim s become immersed in the coronal hole flow, the increase in the bulk proton 
speed with latitude is less pronounced. Thus, from 36° to  56°5', the average speed is 740 k m s”  ^
with a slope of only 1.9 k m s“  ^ deg~^ (McComas et al., 1994). This can be compared with values 
observed for high-speed streams in the ecliptic plane at 1 a.u. of roughly 700 k m s“  ^ (see Feldman 
et al (1977) and Table 1.1). If the solar wind speed continues to increase with latitude at this 
rate , an average velocity of over 800 km s“  ^ is expected at 80°5'.i
In summary, the emerging scenario is th a t of a rapid increase of the outflow speed with latitude 
up to around 35°5 followed by a substantially smaller gradient from then on. The density (scaled 
to  1 a.u.) drops from an ecliptic value of around 9 cm“  ^ to 3 cm“  ^ for latitudes of 60°5'. This 
decrease is also less pronounced for higher latitudes than  near the ecliptic (see also Phillips et al 
(1994), Goldstein et al (1994)).
Another useful piece of information regards observations of latitude gradients in the radial 
component of the heliospheric magnetic field (Smith et ah, 1994). This component, over latitudes 
of 10° to  45°5 and distances from 5.3 to 3.8 a.u., compares very well with measurements by the 
probe lM F -8  in the ecliptic at 1 a.u.. It corresponds to  an observed value of around 3.5 nT . More 
im portantly  is the absence of any significative latitude gradient.
4 .3 .2  P o ss ib le  C on stra in ts  on P a ra m eters
We would like to estim ate values for the param eters €, 6 and ji on the basis of the observations 
described above. At least down to 60°5', U LYSSES Ims revealed two distinct regions with very 
different latitudinal gradients of the wind speed. The frontier between these occurs for latitudes 
of around 35°5*. Bearing this in mind, we shall take three three different sets of values from 
Goldstein et al (1994). Table 4.1, shows the proton bulk speed and scaled by to 1 a.u. proton 
number density, for the ecliptic and the latitudes of 35 and 55° 5*.
86
Let us define =  107.5 and d\ ~  135 corresponding to  the middle points for the two regions. 
Assuming constant gradients for each of these regions, we can write
{dpldO)oQ _  {dnl'dd)eQ _  { s i n c o s ^ o  _  diiQ/  in^oV ^   ^ cos^o  (4 1 U
Ksin OiJ c o s 6 i ~  d m '   ^ ’{dp/d6)oy (dnldO)g^
where dno =  (4 ~  8.6)/(125 — 90) and dm  =  (3 — 4)/(145 — 125) correspond to  the (constant) 
gradients of the number density, for the regions centered on ^0 and on Oi, respectively. Also,
{dp/dd)Q^ _ {dnldd)e^ _  2 e<^ sin^"~^ cos 6>p _  d m  . .
p {6q) 72(6^0) 1 +   ^sin^ *^ ”  ^^0 710
Here, no =  (8 .6  +  4 )/2  corresponds to the average value of the density a t 9q, under the assumption 
of constant gradient. Solving Eqs.(4.11) (4.12) yields the values € =  3.54 and 6 — 1.61. To 
estim ate p  we can compare values of F,. for two different latitudes, namely 6 =  90° and 9 =  145°. 
This gives p = —0.09, resulting in low values of the latitudinal gradient of the radial component 
of the  m agnetic field (see Eq. (3.25)), as reported by Smith et al (1994).
W hile this m ethod of determining the anisotropy param eters is useful to obtain first esti­
m ates, a more rigorous approach might be achieved by fitting more d a ta  points from ULYSSES  
observations to  the appropriate curves.
4 .4  C on clu sion s
In this chapter, solar observations were used to constrain the free param eters in both  the hydro- 
dynamic and m agnetohydrodynamic models th a t were presented in Chapters 2,3, respectively.
Thus, in the case of a. particular coronal hole, we’ve discussed the application of a purely 
hydrodynam ic model. The restriction of keeping the streamlines straight m eant th a t the acceler­
ation couldn’t be as high as if the lines delimiting the hole were allowed to diverge towards the 
equator, for low heliocentric distances. However, we still obtain reasonably good terminal speeds 
and tem peratures.
For a magnetic model, we’ve taken observations of the rotation profile of photospheric mag­
netic features to help constrain some param eters. In this case, it seems th a t the best fit to  this 
profile results in term inal speeds tha t are too low. If we take into account observations at the 
orbit of the earth , we find a poor agreement between the calculated and the observed profile at 
the photosphere. In any case, the models discussed are low magnetized ones.
Finally, very recent observations from ULYSSESh.ea.dmg towards the south pole of the ecliptic, 
have shed new light on the variation of the Solar W ind with latitude. In particular we were able 
to  obtain more reliable estimates of the param eters introduced in this work.
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Chapter 5
C onclusion
5.1 S u m m ary
The initial m otivation of this work was systematically to  obtain solutions of the equations gov­
erning axisymmetric winds from astrophysical objects.
Observationally we are faced with winds tha t span all types, from almost spherically symmetric 
to  highly collimated ones. The presence of equatorial disks of higher density mass is usually 
associated with the la tte r  type. Thus, previous models have attem pted  to model such a geometry 
by using some free param eter, which could be included in both the velocity and density variations 
with latitude. This study covers the gap left by this approach and goes one step further in 
try ing to  obtain the most general separable solutions to the basic equations w ithout any a priori 
specification on the form of the  various quantities.
B ut to  keep such a general approach mathematically tractable we had to  impose some kind 
of restriction. In this case, the latitudinal component of the velocity field, for the  hydrodynamic 
approach, and of both  the velocity and magnetic fields, for the m agnetohydrodynam ic tre a t­
m ent, were taken as zero. Geometrically, this means th a t we are only concerned with helicoidal 
s tream / fieldlines. Such a geometry is in fact suggested by several pieces of observation, namely 
some examples of extragalactic and stellar jets, as well as star formation regions (see Chapter 1 ). 
In common, they all manifest a  high degree of collimation, which can be achieved in principle if 
we adopt helicoidal field lines.
The first a ttem p t uses a  purely hydrodynamic wind (C hapter 2). The solution yields five 
param eters. Three of these are the so-called anisotropy param eters, 6 , e and p  and they control 
the way the different quantities vary with latitude. Of the other two, A is associated with the 
ro tation  speed of the central object and v  with its gravitational field. The m ain conclusions of 
this simple model are:
• To construct a solution th a t is always accelerating from the base of the  atm osphere to  large 
distances, <5 must be positive. This means th a t density a t the equator m ust always exceed 
density a t the pole. Such a constraint naturally favours concentration of mass around
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equatorial regions, a pre requisite for a disk.
• Static conditions at the equator are only achieved for ^  — —1. Also, we always have higher 
radial velocities at the pole than at the equator, for an accelerated wind. This degree of 
collimation can be increased without limit.
• If we want to  model a disk of m aterial around the equator, its thickness can be adjusted 
by varying the param eter e. The heating rate  th a t consistently satisfies the basic equations 
decays in general from pole to equator and its latitudinal profile is more sensitive to  6 and 
€.
• The radial profiles of the different physical quantities are typical of hydrodynamic wind 
models, such as the initial one proposed by Parker (1958a). Thus we have a radial velocity 
increasing very rapidly close to  the base of the atmosphere and attaining an asymptotic 
constant value within a few radii of the central object. This acceleration requires a  heating 
rate  mostly concentrated at small distances.
• Since no polytropic relationship between pressure and density was assumed, the effective 
polytropic index varies with distance.
• An application of this model has been made to a well-studied solar coronal hole (Chapter 
4). The results show th a t velocities and tem peratures at the orbit of the earth  are similar 
to  observed values for the solar wind.
The inclusion of the magnetic field introduces a sixth param eter in the analysis, cc, the ratio 
of the  radial Alfven velocity to  the radial velocity a t the base of the atmosphere. Again here it 
is possible to  find a fully separable solution. Velocity, density, pressure and heating ra te  depend 
on latitude in exactly the same way as deduced for the simpler hydrodynamic model. For this 
MHD solution
• The magnetic field shows a discontinuity at the equator for p ~ l  and a corresponding 
current sheet.
• Only for values of e > 1 does the angular velocity of the roots of the fieldlines at the base 
of the atmosphere depend on latitude in a  similar way to  the observed rotation profile of 
photospheric magnetic features.
• Topologically there are two critical points present in the solution for the radial dependence 
of the outflow velocity. One of them  is the familiar Alfvenic point and corresponds to  a high- 
order singularity. It does not filter any particular solution passing through it. Downstream 
of this point an X — type point is present. Two solutions cross it. One is always decelerating 
and this is not appropriate to describe a wind. The relevant one is always accelerating and 
corresponds to zero pressure at infinity.
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• The distribution of the heating rate  is more isotropic for more magnetized winds, while the 
tem perature can be made almost constant for large distances if a  is sufficiently large. This 
asym ptotic value can also be varied by adjusting the anisotropy param eters.
• The mass loss increases with the degree of anisotropy of the density distribution (or b) and 
is less sensitive to  the other anisotropy param eters.
In summary, a very simple technique based on separation of variables has provided us with 
a  powerful weapon to obtain general solutions of the two-dimensional wind equations, w ith a 
helicoidal geometry for the held/stream lines. In the case of the Sun, the observations constrain, 
in principle, most of the param eters of the problem. For other astrophysical winds it is a difficult 
task  to obtain estimates for all of them  on the basis of observations.
5.2 F utu re W ork
We’re experiencing an exciting new period of solar observations, with new da ta  from U LYSSES  
on its journey outside the plane of the ecHptic helping us to visualize for the first time the global 
structure of the solar wind. Such da ta  is crucial in constraining, in particular, the anisotropy 
param eters relevant for the solar wind th a t appear naturally in the equations developed during 
this work. We intend to carry on this task on the near future and to  improve the analysis made 
in Sect. 4.3.
Applications to  other stars could also be attem pted. One crucial param eter in this type of 
application is the mass loss rate. We’ve discussed in Sect. 3.6 how this quantity depends on the 
various param eters of the problem. The large margins of error usually involved here {e.g. in T 
Tauri’s) could pose a problem.
The most interesting question is whether this simple technique for finding separable solutions 
still works in the case of a general geometry of the field/ streamlines (and not necessarily heli­
coidal). In other words, is it possible to find a general solution of the problem when both the 
velocity and magnetic field have aU three components ? It might be necessary in this case to 
use as independent variables the radial distance r  and the magnetic flux function A{r, 6) and to 
consider expansions of the relevant quantities on A  (see Sauty and Tsinganos (1994)).
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(A .l)
Appendix A
C lassification  o f C ritical P o in ts
A first-order diflerential equation of the form
Ay __ cx -f ey 
dz ax by
can be w ritten  as a system of two simultaneous linear differential equations
da*—  = ax -b by, 
dy~  =  cx +  ey. (A.2)
(A.3)
The point (0 ,0 ) satisfies simultaneously
dT
and is thus called an equilibrium or critical point of E q.(A .l) or the related system given by 
Eqs.(A .2), (A.2). Topologically, such critical points can be classified in four fundamental types, 
as follows,
• saddle point or X —point -  point crossed by two critical solutions, with two different slopes.
• node
— improper node -  only two slopes are allowed. An infinite number of solutions cross the 
point with one of the slopes. Only one solution crosses it with the other slope.
— proper node or star point -  an infinite number of solutions cross this point, each one 
with a  different slope.
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• spiral point -  no solution crosses the critical point. The trajectories around it are spirals.
• c e n te r -  the trajectories correspond to circles and thus no solution crosses this critical point.
One fundam ental result establishes the nature  of a critical point once the  roots of the char­
acteristic equation of the linear system, Eqs.(A .2),(A .2),
— {a e)m  +  (ae -  be) =  0 , (A.5)
are known. These are (ft +  e ) + \ / Â  { a - { - e ) - y / K
=  2 ’ "^ 2  =    2 ’ (A.G)
where the determ inant A is given by
A = (a -f e)^ — 4(ae — be). (A.7)
Specifically, we can classify the critical point (0,0)  of E q.(A .l) using the table below (Boyce and 
D iPrim a, 1986).
Case
Nature of 
characteristic roots
N ature of 
critical point
1 ?7ii > 7112 > 0 or 1112 < <  0 improper node
2 1112 < 0  < 77Î1 saddle point
3 m \ ~  777-2 node (proper or improper)
4 777-1 , 7772 = V ±  si spiral point
5 777-1 = .SZ, 7772 = ~ s i center
Table A .l: Nature of critical point of E q.(A .l)
In the case of either a saddle point or an improper node, it is straightforw ard to  show th a t, 
in the linear approxim ation, the slopes of the two solutions th a t cross the point, s i ,  S2 , are given
by
(a — e) — \ /(a  — e)^ -f 46c
26 ' '  26
Note th a t in this case the determinant A =  (a — e)^ -f 46c equals the one given by Eq.(A .7 ).
(A .8 )
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