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Resumo
Apresentamos neste trabalho um estudo sistema´tico e detalhado sobre integrais e deriva-
das de ordens arbitra´rias, o assim chamado ca´lculo de ordem na˜o-inteira, popularizado
com o nome de Ca´lculo Fraciona´rio. Em particular, discutimos e resolvemos equac¸o˜es
diferenciais e integrodiferenciais de ordem na˜o-inteira e suas aplicac¸o˜es em diversas a´reas
do conhecimento, bem como apresentamos resultados ine´ditos, isto e´, teoremas de adic¸a˜o,
envolvendo as func¸o˜es de Mittag-Leffler.
Apo´s abordar as diferentes definic¸o˜es para a derivada de ordem na˜o-inteira, jus-
tificamos o fato de utilizarmos, em nossas aplicac¸o˜es, a definic¸a˜o de derivada conforme
proposta por Caputo, mais restritiva, e na˜o a definic¸a˜o segundo Riemann-Liouville, em-
bora seja esta a mais difundida.
Nas aplicac¸o˜es apresentamos uma generalizac¸a˜o para a equac¸a˜o diferencial associ-
ada ao problema do tele´grafo na versa˜o fraciona´ria, cuja soluc¸a˜o, obtida de duas maneiras
distintas, deu origem a dois novos teoremas de adic¸a˜o envolvendo as func¸o˜es de Mittag-
Leffler. Numa segunda aplicac¸a˜o, discutimos o conhecido sistema de Lotka-Volterra na
versa˜o fraciona´ria; por fim, introduzimos e resolvemos uma equac¸a˜o integrodiferencial fra-
ciona´ria, a assim chamada, equac¸a˜o de Langevin generalizada fraciona´ria.
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Abstract
At this work we present a systematic and detailed study about integrals and derivatives
of arbitrary order, the so-called non-integer order calculus, popularized with the name
Fractional Calculus. Particularly, we discuss and solve non-integer order differential and
integrodifferential equations and its applications into several areas of the knowledge, as
well as introduce some new results, i.e., addition theorems, involving the Mittag-Leffler
functions.
After approaching the different definitions to the non-integer order derivative, we
justify the fact that we use, in our applications, the definition proposed by Caputo to
the fractional derivative, which is more restrictive, instead of the Riemann-Liouville ones,
although this one is best known.
Into the applications we presented a fractional generalization to the equation
associated with the telegraph’s problem, whose solution, obtained by two different ways,
was the origin of two new addition theorems to the Mittag-Leffler functions. As a second
application, we present the fractional version of the Lotka-Volterra system; finally, we
introduce and solve the fractional generalized Langevin equation.
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Introduc¸a˜o
Este texto tem por objetivo ser o primeiro trabalho escrito em portugueˆs a fazer um
estudo completo e detalhado sobre integrais e derivadas de ordens arbitra´rias, o assim
chamado ca´lculo fraciona´rio, em particular equac¸o˜es diferenciais de ordem na˜o-inteira e
suas aplicac¸o˜es em diversas a´reas do conhecimento, bem como apresentar alguns resultados
ine´ditos.
O ca´lculo fraciona´rio tem sua origem em 30 de Setembro de 1695 em uma carta
escrita por l’Hospital ao seu amigo Leibniz [83, 94], na qual o significado de uma derivada
de ordem meio e´ proposto e discutido.
A resposta de Leibniz ao seu amigo, somada a` contribuic¸a˜o de inu´meros bri-
lhantes matema´ticos como Euler, Lagrange, Laplace, Fourier, Abel, Heaviside, Liouville,
entre outros, levaram a`s primeiras definic¸o˜es de derivadas e integrais de ordens na˜o-inteiras,
que no final do se´culo XIX, devido primordialmente as definic¸o˜es propostas por Riemann-
Liouville e Gru¨nwald-Letnikov, pareciam estar completas.
Ate´ pro´ximo ao final do se´culo passado o desenvolvimento do ca´lculo fraciona´rio
deu-se estritamente no campo da matema´tica pura, sem grandes aplicac¸o˜es em outras
a´reas. Contudo, em 1969 M. Caputo, em seu livro Elasticita` e Dissipazione [17], resolveu
problemas de viscoelasticidade utilizando uma nova definic¸a˜o, proposta por ele, para a
derivada de ordem fraciona´ria. Ale´m disso, o autor utilizou sua definic¸a˜o para descrever
problemas de sismologia [18]. Por outro lado, a assim chamada derivada fraciona´ria de
Gru¨nwald-Letnikov, mostrou-se bastante eficiente para resolver problemas nume´ricos [28,
108] e em 1998 Lorenzo e Hartley [71, 72] propuseram uma interpretac¸a˜o geome´trica para
a derivada fraciona´ria utilizando esta mesma definic¸a˜o. Ale´m disso, destacamos o trabalho
de Podlubny [58, 95] no qual interpretac¸o˜es f´ısicas e geome´tricas sa˜o propostas para a
derivada e a integral fraciona´rias, em casos particulares.
A partir das definic¸o˜es introduzidas por Caputo e Gru¨nwald-Letnikov, que teˆm
um cara´ter local, nas u´ltimas de´cadas diversos autores mostraram que a modelagem feita
a partir do ca´lculo fraciona´rio oferece uma descric¸a˜o mais fina de fenoˆmenos naturais que
aquela feita a partir do ca´lculo usual, tendo em vista que derivadas fraciona´rias propor-
cionam uma excelente descric¸a˜o para efeitos de memo´ria e propriedades heredita´rias de
diversos materiais, como por exemplo, pol´ımeros. Este efeito de memo´ria e´ um dos impor-
tantes aspectos do ca´lculo fraciona´rio [71, 72].
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A maneira canoˆnica de se utilizar o ca´lculo fraciona´rio para refinar a descric¸a˜o de
um fenoˆmeno e´ substituir a derivada de ordem inteira da equac¸a˜o diferencial ordina´ria ou
parcial, que o descreve, por uma de ordem na˜o-inteira. De maneira natural, este me´todo
nos conduz a equac¸o˜es diferenciais de ordem na˜o-inteira e a` necessidade de se resolver
tais equac¸o˜es; entretanto me´todos efetivos de se resolver tais equac¸o˜es na˜o podem ser
encontrados nem nos mais avanc¸ados trabalhos acerca do ca´lculo fraciona´rio. Isto somado
ao fato de termos uma se´rie de definic¸o˜es na˜o equivalentes para a derivada fraciona´ria e uma
na˜o evidente interpretac¸a˜o nem f´ısica nem geome´trica, contribuiu para a na˜o utilizac¸a˜o em
larga escala do ca´lculo fraciona´rio.
Outro fator que faz com que a soluc¸a˜o de uma equac¸a˜o diferencial de ordem
na˜o-inteira costume ser mais complexa do que a da respectiva equac¸a˜o de ordem inteira
[56, 63, 64, 74], adve´m do fato de o conhecimento das func¸o˜es inerentes ao ca´lculo fraciona´rio
na˜o ser ta˜o avanc¸ado quanto o conhecimento das func¸o˜es relacionadas ao ca´lculo de ordem
inteira, as assim chamadas func¸o˜es especiais [15].
Dentre as func¸o˜es relacionadas ao ca´lculo fraciona´rio, uma das mais importantes
e´ a func¸a˜o de Mittag-Leffler, que tem um papel fundamental no estudo de equac¸o˜es diferen-
ciais de ordem na˜o-inteira. A func¸a˜o original, contendo um paraˆmetro complexo, foi intro-
duzida em 1903 pelo matema´tico sueco Gosta Mittag-Leffler [84] como uma generalizac¸a˜o
para a func¸a˜o exponencial. Em 1905Wiman [115] e mais tarde Humbert-Agarwal [60] intro-
duziram a assim chamada func¸a˜o de Mittag-Leffler de dois paraˆmetros como uma poss´ıvel
generalizac¸a˜o para a func¸a˜o de Mittag-Leffler original. Esta func¸a˜o tem aplicac¸a˜o em di-
versos problemas envolvendo derivadas fraciona´rias [78, 83]. Depois destas duas func¸o˜es
va´rios autores propuseram outras generalizac¸o˜es utilizando treˆs paraˆmetros, em particular,
Prabhakar [97] e mais recentemente Chamati-Tonchev [24]. Tambe´m mencionamos um
trabalho recente de Shukla-Prajapati [107] no qual e´ apresentada outra generalizac¸a˜o para
a func¸a˜o de Mittag-Leffler.
No presente trabalho, ale´m de apresentar um estudo detalhado das func¸o˜es de
Mittag-Leffler estabelecemos novas relac¸o˜es para estas func¸o˜es [34, 36, 38], particularmente,
teoremas de adic¸a˜o.
Apesar das dificuldades anteriormente mencionadas, importantes resultados e ge-
neralizac¸o˜es foram obtidos, atrave´s do ca´lculo fraciona´rio, em diversas a´reas do conhe-
cimento tais como, probabilidade [94], biomatema´tica [31, 35], psicologia [109], func¸o˜es
especiais [67, 112] e mecaˆnica dos fluidos, fenoˆmenos de transporte e redes ele´tricas [30].
Destacamos a seguir alguns destes resultados.
Ha´ alguns anos atra´s Mainardi [75] resolveu quatro equac¸o˜es associadas a va´rios
fenoˆmenos f´ısicos substituindo derivadas de ordem inteira por derivadas de ordem na˜o-
inteira nas respectivas equac¸o˜es diferenciais parciais associadas a estes fenoˆmenos. Dentre
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as referidas equac¸o˜es destacamos, as equac¸o˜es diferenciais ordina´rias associadas ao relaxa-
mento e a` oscilac¸a˜o, e equac¸o˜es diferenciais parciais associadas com difusa˜o e propagac¸a˜o
de onda, todas elas discutidas em termos da metodologia da transformada de Laplace2. O
mesmo autor [77] discute as soluc¸o˜es fundamentais para a equac¸a˜o diferencial fraciona´ria de
onda-difusa˜o, novamente substituindo a derivada temporal por uma derivada de ordem na˜o-
inteira. Ale´m disso, uma interessante relac¸a˜o de reciprocidade envolvendo a correspondente
func¸a˜o de Green e´ obtida. Finalmente, o autor mostra que a equac¸a˜o diferencial fraciona´ria
de onda-difusa˜o pode governar processos generalizados com interpolac¸a˜o e extrapolac¸a˜o,
dependendo da ordem na˜o-inteira, isto e´, generalizando a equac¸a˜o de difusa˜o cla´ssica.
Destacamos ainda que Caputo [20] discutiu a equac¸a˜o associada ao movimento de
um ponto oscilando livremente em um meio viscoso na versa˜o fraciona´ria, isto e´, trocando
o termo de viscosidade por uma derivada de ordem fraciona´ria. Beyer-Kempfler [12] recu-
peraram o problema apresentado por Caputo, como caso particular, do problema onde o
termo de viscosidade e´ na˜o-local. Para discutir esta equac¸a˜o, isto e´, para obter a soluc¸a˜o
u´nica para a equac¸a˜o diferencial de ordem fraciona´ria os autores utilizaram a metodologia
da transformada de Fourier. Ale´m disso, eles apresentam a existeˆncia e unicidade da
soluc¸a˜o e estendem o resultado para a equac¸a˜o generalizada das oscilac¸o˜es em um meio
viscoso.
Por outro lado, ha´ va´rios autores que consideram a derivada fraciona´ria na parte
espacial. Orsingher-Zhao [89] discutem a equac¸a˜o (espacial) fraciona´ria do tele´grafo atrave´s
da te´cnica da transformada de Fourier. Em particular, eles discutem o caso unidimensional
de uma part´ıcula que se move para frente e para tra´s com saltos de amplitudes aleato´rias.
Orsingher-Beghin [90] discutiram as equac¸o˜es (temporais) fraciona´rias do tele´grafo e pro-
cessos envolvendo a equac¸a˜o do tele´grafo com tempo browniano, no qual mostraram que
alguns processos sa˜o governados por equac¸o˜es (temporais) fraciona´rias do tele´grafo. Uma
discussa˜o matema´tica envolvendo as propriedades da soluc¸a˜o tambe´m e´ apresentada. Cas-
caval et al. [22] discutem a equac¸a˜o (temporal) fraciona´ria do tele´grafo utilizando a abor-
dagem de Riemann-Liouville para resolver o problema de Cauchy. Momani [85] discute
soluc¸o˜es anal´ıticas e aproximadas para a equac¸a˜o do tele´grafo com parte temporal fra-
ciona´ria e para a equac¸a˜o do tele´grafo com parte espacial fraciona´ria utilizando o chamado
me´todo da decomposic¸a˜o Adominiana [2]. Destacamos que aqui, no presente trabalho, e´
apresentada e resolvida uma generalizac¸a˜o para a equac¸a˜o do tele´grafo tendo tanto a parte
espacial quanto a parte temporal fraciona´rias [38].
E´ fundamental citar que existem a´reas onde a utilizac¸a˜o do ca´lculo fraciona´rio e´
indispensa´vel, como por exemplo no estudo de alguns sistemas de alta energia discutidos
por Lorenzo e Hartley [71, 72] e na teoria de fractais [79], onde a derivada fraciona´ria
tem outra interpretac¸a˜o. O desenvolvimento da teoria de fractais abriu novos campos
2Em uma das sec¸o˜es do trabalho de Mainardi e´ apresentada uma interessante discussa˜o sobre a esseˆncia
do assim chamado ca´lculo fraciona´rio de Riemann-Liouville. Ale´m disso, e´ estabelecida a conexa˜o com a
definic¸a˜o de derivada fraciona´ria segundo Caputo.
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e perspectivas para a teoria de derivadas fraciona´rias, especialmente na modelagem de
sistemas dinaˆmicos e estruturas porosas.
Ale´m disso, a assim chamada difusa˜o anoˆmala, que ocorre quando na difusa˜o ha´
um crescimento na˜o linear da variaˆncia no decorrer do tempo, tem o seu estudo intimamente
ligado ao ca´lculo de ordem na˜o-inteira, sendo poss´ıvel, neste caso, analisar a derivada de
ordem na˜o-inteira como uma taxa de variac¸a˜o mais fina [27, 93]. A difusa˜o anoˆmala pode
ser classificada em duas classes distintas, as quais necessitam de diferentes modelos f´ısicos,
ambos envolvendo a assim chamada equac¸a˜o (espacial) fraciona´ria de difusa˜o. A func¸a˜o
de Green e os propagadores para a equac¸a˜o multidimensional de difusa˜o envolvendo o
Laplaciano fraciona´rio foram obtidos por Hanyga [52].
No trabalho de Chen [27] a origem da difusa˜o anoˆmala e´ investigada atrave´s da
conjectura de duas hipo´teses: (a) Invariaˆncia Fraciona´ria e (b) Equivaleˆncia Fractal. E´
proposto um modelo atrave´s do conceito da derivada de Hausdorff e discutido o problema
de Cauchy associado a` equac¸a˜o de difusa˜o anoˆmala unidimensional. Por fim, mencionamos
dois artigos de Saxena et al., nos quais os autores estudam as soluc¸o˜es de va´rias equac¸o˜es
fraciona´rias, em particular, a equac¸a˜o de difusa˜o [103] e a equac¸a˜o de reac¸a˜o-difusa˜o [104].
Uma aplicac¸a˜o do ca´lculo fraciona´rio em matema´tica financeira foi recentemente
apresentada por Wyss [117], que obteve a soluc¸a˜o para a assim chamada equac¸a˜o de Black-
Scholes atrave´s da metodologia da transformada de Laplace. Novamente, esta e´ uma
aplicac¸a˜o na qual a derivada temporal e´ substitu´ıda por uma derivada de ordem na˜o-
inteira.
Inu´meros problemas quaˆnticos sa˜o discutidos atrave´s da equac¸a˜o de Schro¨dinger
que descreve o comportamento mecaˆnico-quaˆntico na˜o relativ´ıstico. Guo-Xu [50] discutem
algumas aplicac¸o˜es f´ısicas da equac¸a˜o de Schro¨dinger fraciona´ria associada a uma part´ıcula
livre e a um poc¸o de potencial infinito, bem como apresentam a func¸a˜o de Green em um
espalhamento quaˆntico. Bhatti [13] apresenta uma discussa˜o para a equac¸a˜o de propagac¸a˜o
de onda de Schro¨dinger atrave´s da metodologia da justaposic¸a˜o de transformadas, ou seja,
a transformada de Laplace na parte temporal e a transformada de Fourier na parte espacial.
E´ calculada a correspondente func¸a˜o de Green de modo a discutir o princ´ıpio de incerteza.
Arikoglu-Ozkol [6] implementaram o assim chamado me´todo da transformada
diferencial no campo das equac¸o˜es diferenciais fraciona´rias, mostrando ser esta te´cnica de
aplicac¸a˜o simples. Sa˜o discutidos exemplos nume´ricos.3
Por fim, na˜o podemos deixar de citar o livro de Miller-Ross [83], no qual os
autores apresentam, de maneira minuciosa, o desenvolvimento do ca´lculo fraciona´rio ate´ o
ano de 1970 tendo como base a definic¸a˜o de Riemann-Liouville para a derivada fraciona´ria.
3No artigo de Arikoglu-Ozkol, tambe´m e´ mencionada uma aplicac¸a˜o, ate´ onde sabemos, ine´dita do
ca´lculo fraciona´rio em Psicologia [3]. Os autores mostram a importaˆncia das func¸o˜es de Mittag-Leffler
como uma generalizac¸a˜o para a func¸a˜o exponencial.
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Lamentavelmente este livro na˜o menciona os trabalhos de Caputo. Oldham-Spanier [87],
o primeiro e um dos mais importantes livros no tema, apresenta uma se´rie de aplicac¸o˜es
do ca´lculo fraciona´rio. Ale´m disso, citamos o livro de Pudlubny [94] que ale´m de ser
bastante completo tem um enfoque bastante pra´tico, sem deixar de ser rigoroso, e tem
suas aplicac¸o˜es baseadas na derivada fraciona´ria segundo Caputo. Por fim, mencionamos
que va´rias outras aplicac¸o˜es podem ser encontradas nos livros Samko et al. [100], Kyriakova
[67] e Kilbas et al. [65].
Conve´m notar que a teoria aqui apresentada pode ser estudada em termos das
assim chamadas derivadas fraciona´rias generalizadas, no sentido de distribuic¸o˜es [69] que,
neste trabalho, na˜o sera˜o consideradas.
Aqui, neste trabalho apresentamos uma visa˜o geral do ca´lculo fraciona´rio, pas-
sando por seu desenvolvimento histo´rico, definic¸o˜es mais aceitas para a integral e a derivada
fraciona´rias, equac¸o˜es diferenciais fraciona´rias, me´todos para se resolver tais equac¸o˜es e
aplicac¸o˜es. Como um dos objetivos principais deste trabalho e´ tornar esta bela e poderosa
teoria mais acess´ıvel a`s cieˆncias, em todo desenvolvimento foi dado um enfoque maior a`s
abordagens diretamente relacionadas com aplicac¸o˜es reais, isto e´, na maioria das aplicac¸o˜es
utilizamos a definic¸a˜o de Caputo para a derivada de ordem arbitra´ria, conforme ficara´ mais
claro no decorrer do texto. E´ importante ressaltar que na˜o tratamos aqui do problema re-
lativo a`s dimenso˜es f´ısicas, tal problema foi estudado num trabalho recente de Inizan [61].
Este trabalho conte´m 9 cap´ıtulos dispostos da seguinte maneira. No Cap´ıtulo 1
e´ apresentada uma visa˜o geral do ca´lculo fraciona´rio, sua origem, principais contribuic¸o˜es
de matema´ticos importantes e primeiras aplicac¸o˜es. Tambe´m discutimos brevemente um
dos pontos poleˆmicos da teoria, isto e´, se a derivada de uma constante e´ ou na˜o nula e
finalizamos o cap´ıtulo apresentando a abordagem cla´ssica para as diferentes definic¸o˜es da
derivada fraciona´ria.
No Cap´ıtulo 2 apresentamos a justificativa formal para se aceitar a definic¸a˜o de
Riemann-Liouville para a integral de ordem fraciona´ria, ou seja, justificamos a definic¸a˜o a
partir da fo´rmula integral de Cauchy, cla´ssico resultado da teoria de func¸o˜es anal´ıticas.
No Cap´ıtulo 3 formalizamos a definic¸a˜o da integral fraciona´ria, apresentamos
te´cnicas para o seu ca´lculo, bem como alguns exemplos, estabelecemos uma relac¸a˜o entre
integrais de ordens inteiras e fraciona´rias, introduzimos a transformada de Laplace, mos-
tramos a validade da assim chamada lei dos expoentes para integrais fraciona´rias e por fim
demonstramos a fo´rmula de Leibniz.
No Cap´ıtulo 4 fazemos um desenvolvimento para a derivada fraciona´ria, ana´logo
ao feito no Cap´ıtulo 3 para a integral fraciona´ria, ale´m disso, e´ apresentada a definic¸a˜o de
Caputo para a derivada fraciona´ria, analisamos sobre quais hipo´teses a lei dos expoentes se
aplica para a derivada fraciona´ria e finalizamos o cap´ıtulo com a fo´rmula de Leibniz para
derivada fraciona´ria segundo Caputo.
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No Cap´ıtulo 5 utilizamos um trabalho de Lorenzo e Hartley acerca de func¸o˜es de
inicializac¸a˜o para a derivada e a integral fraciona´rias [72], para justificar o fato de termos
adotado a definic¸a˜o de Caputo em nosso trabalho.
No Cap´ıtulo 6 apresentamos um estudo detalhado da func¸a˜o de Mittag-Leffler,
passando por sua definic¸a˜o formal, generalizac¸o˜es, transformada de Laplace, relac¸o˜es com
outras func¸o˜es especiais e finalizamos apresentando dois teoremas originais envolvendo a
func¸a˜o de Mittag-Leffler, bem como algumas consequeˆncias destes resultados.
Nos Cap´ıtulos 7, 8 e 9 apresentamos nossas aplicac¸o˜es. Mais precisamente, no
Cap´ıtulo 7 propomos e resolvemos a equac¸a˜o do tele´grafo fraciona´ria, tomando tanto a deri-
vada temporal quanto a derivada espacial como sendo de ordens na˜o-inteiras, obtendo uma
se´rie de importantes consequeˆncias. Novos resultados, envolvendo as func¸o˜es de Mittag-
Leffler, sa˜o obtidos e demonstrados de forma indireta e os resultados sendo confirmados
pela demonstrac¸a˜o formal.
No Cap´ıtulo 8 discutimos a generalizac¸a˜o fraciona´ria do sistema dinaˆmico de
Lotka-Volterra que descreve, por exemplo, os sistemas presa-predador, parasita-hospedeiro
e planta-herb´ıvoro [1, 35].
No Cap´ıtulo 9 apresentamos e discutimos uma generalizac¸a˜o fraciona´ria da equac¸a˜o
integrodiferencial de Langevin, que pode ser encarada como uma forma natural de se es-
tudar a difusa˜o anoˆmala, [45, 46, 96].
Por fim, no Apeˆndice apresentamos um estudo sobre as func¸o˜es gama e beta.
Finalizamos com nossas concluso˜es e trabalhos futuros.
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Cap´ıtulo 1
Ca´lculo Fraciona´rio
1.1 Introduc¸a˜o
O ca´lculo fraciona´rio tem sua origem na seguinte questa˜o: E´ poss´ıvel estender o significado
de uma derivada de ordem inteira, dny/dxn, quando n e´ uma frac¸a˜o? Tempos depois,
buscou-se soluc¸a˜o para esta indagac¸a˜o no caso em que n passa a ser um irracional ou
complexo. Uma vez que esta questa˜o foi respondida afirmativamente, o nome mais preciso
para a teoria que vamos abordar seria ca´lculo de ordem arbitra´ria, contudo utilizamos a
denominac¸a˜o cla´ssica, ou seja, ca´lculo fraciona´rio.
Neste texto, mostramos inicialmente um apanhado histo´rico, comentando, sem
discutir a validade, algumas tentativas de justificar a resposta afirmativa para a indagac¸a˜o,
bem como descrevemos as primeiras utilizac¸o˜es pra´ticas do ca´lculo fraciona´rio. Por fim,
comentamos os eventuais erros cometidos, apresentamos as definic¸o˜es para integrais fra-
ciona´rias mais aceitas e introduzimos o assunto de nosso pro´ximo passo, isto e´, a justifica-
tiva de utilizarmos tais definic¸o˜es.
1.2 Origem do Ca´lculo Fraciona´rio
Em 1695 l’Hoˆpital perguntou, em carta, ao seu amigo Leibniz, pai da notac¸a˜o moderna
do ca´lculo diferencial, qual seria o significado de Dny ≡ dny/dxn quando n fosse igual a
1/2. Mesmo sem muito rigor e com um tom profe´tico Leibniz afirmou: Segue que D1/2x
sera´ igual a x
√
dx : x. Este e´ um aparente paradoxo do qual um dia importantes aplicac¸o˜es
sera˜o obtidas.
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A ide´ia de um derivada de ordem gene´rica tambe´m na˜o escapou da atenc¸a˜o de
Euler que em 1730 escreveu que a dificuldade em se obter tais derivadas poderia ser mais
bem entendida com o aux´ılio de interpolac¸o˜es na derivada.
Ja´ Lagrange contribuiu de maneira indireta para o ca´lculo fraciona´rio quando,
em 1772, desenvolveu a assim chamada lei dos expoentes, isto e´;
dm
dxm
· d
n
dxn
y =
dm+n
dxm+n
y ·
Em notac¸a˜o moderna, o ponto na equac¸a˜o acima e´ substitu´ıdo pela simples jus-
taposic¸a˜o (uma vez que o ponto na˜o denota uma multiplicac¸a˜o). Embora tenha sido
demonstrado que a lei dos expoentes na˜o e´ va´lida para toda func¸a˜o y, quando n e m sa˜o
arbitra´rios, esta foi de grande utilidade no desenvolvimento da teoria do ca´lculo fraciona´rio
[83].
Em 1812, Laplace definiu a derivada fraciona´ria em termos de uma integral, e em
1819 a primeira menc¸a˜o, em um texto cient´ıfico, a`s derivadas de ordem fraciona´ria foi feita
por Lacroix. Em um livro de mais de 700 pa´ginas, Lacroix dedicou menos de duas destas
a um problema que visava obter a derivada de ordem fraciona´ria de um polinoˆmio y = xm.
Para tanto, partiu do seguinte fato: No caso em que n e´ um nu´mero natural temos, para
m ≥ n, que
dn
dxn
y =
m!
(m− n)!x
m−n, (1.1)
sendo assim, fazendo uso da func¸a˜o gama [15] poder-se-ia concluir que quando n na˜o e´ um
nu´mero natural temos
dn
dxn
y =
Γ(m+ 1)
Γ(m− n+ 1)x
m−n. (1.2)
Um caso particular da equac¸a˜o acima pode ser obtido tomando-se m = 1 e n = 1/2, de
onde segue o resultado
d1/2
dx1/2
y =
2
√
x√
π
. (1.3)
E´ interessante notar que apesar de ser em certa instaˆncia ingeˆnua, a deduc¸a˜o feita por
Lacroix coincide, neste caso, com a obtida pelo me´todo mais aceito nos tempos atuais,
ou seja, o me´todo proposto por Riemann-Liouville, entretanto esta, ao contra´rio daquela,
possibilita va´rias aplicac¸o˜es interessantes como vamos ver adiante.
Fourier, 1822, tambe´m na˜o se absteve do estudo das derivadas de ordem fra-
ciona´ria. Seu estudo esta´ baseado na seguinte representac¸a˜o integral1:
f(x) =
1
2 π
∫ ∞
−∞
f(α)dα
∫ ∞
−∞
cos[p(x− α)] dp. (1.4)
1Esta representac¸a˜o integral e´ conhecida hoje como representac¸a˜o integral de Fourier [33].
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Seja k ∈ IN. Temos, enta˜o,
cos
(
x+
nπ
2
)
=

− sen x se n = (1 + 4k)
− cos x se n = (2 + 4k)
sen x se n = (3 + 4k)
cosx se n = 4k,
de onde podemos escrever
dn
dxn
cos[p(x− α)] = pn cos
[
p(x− α) + nπ
2
]
.
A partir da equac¸a˜o anterior, Fourier concluiu que para u arbitra´rio obtemos
du
dxu
f(x) =
1
2 π
∫ ∞
−∞
f(α)dα
∫ ∞
−∞
pu cos
[
p(x− α) + uπ
2
]
dp. (1.5)
1.3 Contribuic¸o˜es de Abel e Liouville
Apesar de va´rios outros nota´veis matema´ticos terem se dedicado ao ca´lculo fraciona´rio
Abel foi o primeiro a encontrar, em 1823, uma aplicac¸a˜o para esta teoria. Utilizando o
ca´lculo fraciona´rio Abel resolveu o problema da tauto´crona, isto e´, determinar a curva tal
que o tempo de descida de um corpo abandonado sobre ela e sujeito a` ac¸a˜o da gravidade
seja o mesmo independentemente do ponto onde este seja abandonado2. A formulac¸a˜o de
Abel nos leva a` seguinte equac¸a˜o integral
τ =
∫ x
0
(x− t)−1/2f(t) dt, (1.6)
na qual τ e´ o tempo de descida. A integral da equac¸a˜o acima, como vamos ver adiante,
exceto por um fator multiplicativo 1/Γ(1/2) e´ um caso particular da definic¸a˜o de integrac¸a˜o
fraciona´ria de ordem 1/2. Tendo essas informac¸o˜es em mente e aceitando que, neste caso,
a lei dos expoentes de Lagrange e´ va´lida, podemos escrever, aplicando a derivada de ordem
1/2 em ambos os lados da equac¸a˜o, que
d1/2
dx1/2
τ =
√
πf(x). (1.7)
2O problema da tauto´crona relativista foi discutido por Kamath [62].
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Enta˜o determinamos a expressa˜o para f(x) a partir do ca´lculo da derivada de ordem 1/2
de τ em relac¸a˜o a` varia´vel x.
Uma importante constatac¸a˜o a ser feita e´ que a derivada fraciona´ria de uma
constante nem sempre e´ igual a zero. Este e´ um dos pontos poleˆmicos da teoria, que sera´
mais bem discutido adiante e que traz consigo uma das questo˜es em aberto na teoria: Qual
e´ a interpretac¸a˜o geome´trica da derivada fraciona´ria? Esta e´ uma pergunta extremamente
pertinente uma vez que a interpretac¸a˜o cla´ssica de que a derivada e´ a taxa de variac¸a˜o na˜o
se aplica neste contexto, como ficou claro na aplicac¸a˜o proposta por Abel.
As contribuic¸o˜es de Abel e Fourier chamaram a atenc¸a˜o de Liouville que foi o
autor do primeiro grande estudo do ca´lculo fraciona´rio. Seu ponto de partida, em 1832,
foi a seguinte relac¸a˜o
Dmeax = ameax.
A partir desta ele concluiu que
Dueax = aueax,
na qual u e´ arbitra´rio. De maneira natural, se f(x) =
∞∑
n=0
cne
an x, podemos escrever
Dνf(x) =
∞∑
n=0
cn a
ν
ne
an x. (1.8)
A equac¸a˜o acima e´ conhecida como primeira fo´rmula de Liouville para a derivada fra-
ciona´ria. Esta expressa˜o generaliza de maneira natural a noc¸a˜o de derivada, uma vez que
ν pode ser natural, fraciona´rio, real ou complexo. Contudo, esta definic¸a˜o esta´ condi-
cionada a uma classe bastante restrita de func¸o˜es, esta restric¸a˜o e´ a motivac¸a˜o para o
desenvolvimento da segunda definic¸a˜o, dada a seguir.
Sejam a > 0 e x > 0. Consideremos a seguinte integral
I =
∫ ∞
0
ua−1e−xudu.
Introduzindo a mudanc¸a de varia´vel xu = t e tendo a definic¸a˜o da func¸a˜o gama [15] em
mente podemos escrever
I = x−a
∫ ∞
0
ta−1e−tdt
= x−aΓ(a).
Isolando x−a na equac¸a˜o acima e aplicando o operador Dν em ambos os lados da equac¸a˜o
obtemos
Dνx−a =
(−1)ν
Γ(a)
∫ ∞
0
ua+ν−1e−xudu,
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ou seja,
Dνx−a =
(−1)νΓ(a + ν)
Γ(a)
x−(a+ν). (1.9)
Apesar de elegante, esta segunda definic¸a˜o de Liouville tambe´m esta´ restrita a uma na˜o
muito ampla classe de func¸o˜es, isto e´, as func¸o˜es do tipo x−a (com a > 0).
1.4 Uma Grande Controve´rsia
Como mencionamos anteriormente, a derivada de ordem fraciona´ria de uma constante,
calculada pelo me´todo de Lacroix, pode na˜o ser nula. Uma vez que o ca´lculo fraciona´rio
deve generalizar o ca´lculo de ordem inteira3, e´ necessa´rio que esta questa˜o seja muito bem
trabalhada de forma que a teoria do ca´lculo fraciona´rio na˜o seja inconsistente.
William Center [23] foi um dos pesquisadores que dedicou algum tempo a esta
questa˜o. Utilizando x0 para denotar a unidade e o me´todo de Lacroix para calcular de-
rivadas, Center concluiu, a partir da equac¸a˜o (1.2), que a derivada de ordem 1/2 de uma
constante e´ dada por
d1/2
dx1/2
x0 =
1
Γ(1/2)
x−1/2 =
1√
πx
. (1.10)
Entretanto, utilizando a segunda definic¸a˜o de Liouville para a derivada fraciona´ria,
(−1)1/2Γ(a+ 1/2)
Γ(a)
x−(a+1/2),
Center tomou o limite a→ 0+ e concluiu, a partir do resultado lim
a→0
Γ(a) =∞, que
D1/2x0 = lim
a→0
D1/2x−a = lim
a→0
(−1)1/2Γ(a+ 1/2)
Γ(a)
x−(a+1/2) = 0. (1.11)
Sem concluir qual das duas possibilidades era a correta, Center sensatamente afirmou
que: O dilema imposto por estas duas equac¸o˜es fica reduzido ao entendimento exato do
queˆ significa dux0/dxu. Quando esta questa˜o for respondida teremos automaticamente a
soluc¸a˜o do suposto dilema.
1.5 Contribuic¸o˜es de Riemann
Uma descoberta po´stuma mostrou que nos tempos de graduac¸a˜o Riemann tam-
be´m se preocupou com o ca´lculo fraciona´rio. Esta descoberta foi publicada em 1892, e
3No sentido de que a derivada de uma func¸a˜o mede a taxa de variac¸a˜o da mesma e, portanto, a derivada
de uma constante e´ nula.
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nesta Riemann sugeria uma generalizac¸a˜o para a se´rie de Taylor e para as derivadas, a
saber4:
Jνf(x) =
1
Γ(ν)
∫ x
c
(x− t)ν−1f(t)dt+Ψ(x). (1.12)
Para minimizar a ambiguidade advinda do limite inferior da integral acima, c, Ri-
emann introduziu a func¸a˜o complementar Ψ(x). A introduc¸a˜o desta func¸a˜o complementar
em detrimento de uma mais bem elaborada definic¸a˜o de c, acabou por tornar ineficiente
e demasiadamente complexa a definic¸a˜o dada por Riemann. Nos dias atuais a assim cha-
mada definic¸a˜o de Riemann-Liouville para a integrac¸a˜o fraciona´ria e´ exatamente a dada
pela equac¸a˜o (1.12), pore´m sem a func¸a˜o complementar e com Jν substitu´ıdo por cJ
ν
x, com
c e x denotando os limites de integrac¸a˜o inferior e superior, respectivamente.
1.5.1 Origem da Definic¸a˜o de Riemann-Liouville
O primeiro trabalho intimamente ligado a assim chamada definic¸a˜o de Riemann-Liouville
data de 1869 e foi publicado por Sonin [108]. O ponto de partida de seu trabalho foi a bem
conhecida fo´rmula integral de Cauchy envolvendo a derivada de ordem n, ou seja,
Dnf(z) =
n!
2π i
∫
C
f(ξ)
(ξ − z)n+1dξ. (1.13)
Obviamente, tomar a derivada fraciona´ria de f(z) na˜o consiste simplesmente em mudar,
na equac¸a˜o acima, n ∈ IN por ν 6∈ IN e n! por Γ(ν + 1), pois ao tomar n 6∈ IN na equac¸a˜o
acima o integrando deixa de possuir um po´lo e passa a possuir um ponto de ramificac¸a˜o
em z = ξ, e consequentemente o contorno C deve ser mudado para algum contorno do tipo
Bromwich modificado [33].
As modificac¸o˜es acima foram feitas em detalhes por Laurent em 1878 em um
trabalho que trata de operadores generalizados [68]. O referido trabalho foi o ponto de
partida para o desenvolvimento moderno do ca´lculo fraciona´rio. Laurent tambe´m se baseou
na fo´rmula integral de Cauchy para formular sua definic¸a˜o, entretanto utilizou um contorno
aberto, tal me´todo conduziu a` seguinte definic¸a˜o para a integral de ordem arbitra´ria ν
cJ
ν
xf(x) =
1
Γ(ν)
∫ x
c
(x− t)ν−1f(t)dt, Re(ν) > 0. (1.14)
Note que a definic¸a˜o dada por Laurent coincide com a proposta por Abel, equac¸a˜o
(1.6), no caso em que ν = 1/2, e com a proposta por Riemann, equac¸a˜o (1.12), no caso em
4Embora alguns autores utilizem a notac¸a˜o D−ν para a integral fraciona´ria de ordem ν, neste trabalho
deixamos o s´ımbolo D apenas para a derivada. Para denotar a integral de ordem ν utilizamos a notac¸a˜o
moderna, introduzida por Gorenflo e Mainardi [49], Jν .
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que x > c, extraindo-se a func¸a˜o complementar. A versa˜o mais usada da equac¸a˜o acima e´
aquela em que c = 0,
0J
ν
xf(x) =
1
Γ(ν)
∫ x
0
(x− t)ν−1f(t)dt, Re(ν) > 0. (1.15)
Esta forma e´ conhecida como integral fraciona´ria de Riemann-Liouville. A seguir discuti-
mos condic¸o˜es para que a integral da equac¸a˜o (1.14) seja convergente para os valores de
c = 0, ou seja, as chamadas func¸o˜es da classe de Riemann e c = −∞, isto e´, as chamadas
func¸o˜es da classe de Liouville.
•Func¸o˜es da Classe de Riemann
Uma condic¸a˜o suficiente para que uma func¸a˜o f seja da classe de Riemann e´ que
f
(
1
x
)
= O(x1−ε), ε > 0. (1.16)
Exemplos de func¸o˜es desta classe sa˜o, constantes e func¸o˜es do tipo
xa, a > −1. (1.17)
•Func¸o˜es da Classe de Liouville
Por outro lado quando c = −∞ a equac¸a˜o (1.14) toma a forma
−∞J
ν
xf(x) =
1
Γ(ν)
∫ x
−∞
(x− t)ν−1f(t)dt, Re(ν) > 0. (1.18)
Uma condic¸a˜o suficiente para que a integral na equac¸a˜o (1.18) seja convergente, ou seja,
que f seja da classe de Liouville e´ que
f(−x) = O(x−ν−ε), ε > 0, x→∞. (1.19)
As func¸o˜es do tipo
x−a, a > ν > 0, (1.20)
sa˜o exemplos de func¸o˜es da classe de Liouville. Entretanto, se −1 < a < 0, enta˜o depen-
dendo dos valores de ν as duas classes podem se sobrepor.
No caso em que f(t) = eat, com Re(a) > 0, pela equac¸a˜o (1.18), podemos escrever
−∞J
ν
xe
ax = a−νeax.
Se considerarmos que a lei dos expoentes, D[Jνf(x)] = D1−νf(x) e´ va´lida neste caso, sendo
0 < ν < 1, temos que µ = 1− ν > 0 a equac¸a˜o acima pode ser escrita como
−∞D
µ
xe
ax = aµeax, Re(a) > 0.
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Conclu´ımos, desta forma, que a primeira fo´rmula de Liouville, equac¸a˜o (1.8), e´ condizente
com o procedimento aqui utilizado.
Por outro lado, se f(x) = x−a, a > ν > 0 temos, pelas equac¸o˜es (1.18) e (1.20)
−∞J
ν
xx
−a = (−1)−ν Γ(a− ν)
Γ(a)
x−a+ν ,
para x < 0, ale´m disso, se 0 < ν < 1, enta˜o µ = 1− ν > 0 e
−∞D
µ
xx
−a = (−1)µΓ(a+ µ)
Γ(a)
x−a−µ.
Este e´ o mesmo resultado obtido por Liouville em sua segunda definic¸a˜o, equac¸a˜o (1.9),
pore´m nesta equac¸a˜o tinha-se como hipo´tese que x > 0 e aqui temos que x < 0. De fato,
se x > 0 o resultado e´ va´lido apenas para 0 < ν < a < 1.
Sendo f(x) = xa e ν > 0, temos a partir da integral fraciona´ria de Riemann-
Liouville, equac¸a˜o (1.15), que
0J
ν
xx
a =
Γ(a+ 1)
Γ(a+ ν + 1)
xa+ν , a > −1, (1.21)
mais uma vez admitindo que a lei dos expoentes e´ va´lida e tomando 0 < ν < 1,
0D
ν
xx
a =
Γ(a + 1)
Γ(a− ν + 1)x
a−ν , a > −1. (1.22)
Evidentemente para f(x) = x e ν = 1/2 na equac¸a˜o acima obtemos o mesmo resultado
obtido por Lacroix. Ale´m disso, podemos agora tentar elucidar a questa˜o proposta por
Center para a derivada de ordem fraciona´ria de uma constante. Considerando f(x) = 1 e
ν = 1/2, a equac¸a˜o (1.22) nos mostra que
0D
1/2
x x
0 =
Γ(1)
Γ(−1/2 + 1)x
−1/2 =
1√
π x
.
Por outro lado, Center se equivocou ao utilizar a definic¸a˜o de Liouville para
mostrar que a derivada de ordem meio de uma constante e´ nula, uma vez que uma constante
na˜o e´ uma func¸a˜o da classe de Liouville e sim da classe de Riemann.
Outra definic¸a˜o de integral fraciona´ria que vem se tornando mais comum e´ a dada
por Weyl, isto e´,
xW
−ν
∞ f(x) =
1
Γ(ν)
∫ ∞
x
(t− x)ν−1f(t)dt, Re(ν) > 0. (1.23)
A definic¸a˜o acima pode ser obtida a partir da equac¸a˜o (1.18) atrave´s da mudanc¸a da
varia´vel t = −τ [83].
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1.6 Heaviside e os Operadores Generalizados
Oliver Heaviside publicou, em 1892, uma grande quantidade de artigos dedicados a` resolu-
c¸a˜o de equac¸o˜es diferenciais lineares atrave´s da metodologia dos operadores generalizados
[57]. Tal me´todo, posteriormente conhecido como Ca´lculo Operacional de Heaviside, e´
bastante aplica´vel em problemas de engenharia, como por exemplo na teoria de transmissa˜o
de corrente ele´trica em cabos.
Como ja´ mencionamos, o ca´lculo operacional de Heaviside tem como objeto ope-
radores lineares. Denotando o operador diferenciac¸a˜o por p e tratando este como se fosse
uma constante, a equac¸a˜o do calor,
∂2
∂x2
u(x, t) = a2
∂
∂t
u(x, t)
com a2 uma constante positiva, toma a seguinte forma
∂2
∂x2
u = a2pu,
cuja soluc¸a˜o geral e´ dada por
u(x, t) = Aexa p
1/2
+Be−xa p
1/2
,
na qual A e B sa˜o constantes. Esta e´ exatamente a soluc¸a˜o que ter´ıamos se p fosse
constante. Como p na˜o e´ constante, Heaviside expandiu a exponencial em poteˆncias de
p1/2 = d1/2/dx1/2 = D1/2 e a validade do resultado obtido foi posteriormente comprovada
utilizando-se a definic¸a˜o de Riemann-Liouville. Na teoria dos circuitos ele´tricos Heaviside
utilizou frequentemente o operador p1/2 e sua interpretac¸a˜o para D1/2(1) coincide com a
apresentada na sec¸a˜o anterior, ou seja, d1/2/dx1/2x0 = (
√
πx)−1. Uma vez que constantes
sa˜o func¸o˜es da classe de Riemann e na˜o da classe de Liouville, operadores de Heaviside
devem ser interpretados no contexto dos operadores de Riemann, 0D
ν
x.
Heaviside na˜o era um pesquisador muito rigoroso, por esta raza˜o, embora seus
resultados fossem corretos, somente foram bem aceitos depois de alguns anos quando
Bromwich os formalizou de modo consistente [83].
1.7 Contribuic¸o˜es do Se´culo Passado
Entre os anos de 1900 e 1970 poucas contribuic¸o˜es foram feitas a` teoria do ca´lculo fra-
ciona´rio. Pore´m em 1974, por iniciativa da University of New Haven, foi realizado o pri-
meiro congresso internacional sobre ca´lculo fraciona´rio. Neste congresso uma gama muito
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grande de assuntos foi tratada, incluindo o ca´lculo fraciona´rio propriamente dito, operado-
res generalizados, inequac¸o˜es obtidas atrave´s do ca´lculo fraciona´rio e aplicac¸o˜es do ca´lculo
fraciona´rio em modelos estat´ısticos [32].
Os resultados deste congresso foram nota´veis. Poucos anos apo´s sua realizac¸a˜o o
nu´mero de pesquisadores voltados para o ca´lculo fraciona´rio aumentou significativamente e
em 1984 o segundo congresso internacional foi promovido pela University of Stratchclyde,
na Esco´cia [81].
Nos anos 80 o Japa˜o foi responsa´vel por grandes avanc¸os teo´ricos, em especial,
no estudo de equac¸o˜es diferenciais de ordem na˜o-inteira e suas aplicac¸o˜es. Muitos destes
resultados foram apresentados no terceiro congresso internacional, sediado na universidade
Nihon de Tokyo, no Japa˜o [8].
Embora o ca´lculo fraciona´rio tenha sofrido uma considera´vel evoluc¸a˜o neste per´ıodo
algumas questo˜es desta teoria permanecem em aberto, entre elas uma de fundamental im-
portaˆncia: E´ poss´ıvel encontrar uma interpretac¸a˜o geome´trica para a derivada de ordem
na˜o-inteira?
1.8 Abordagem Cla´ssica
Nesta sec¸a˜o apresentamos a forma mais utilizada das integrais fraciona´rias de Riemann,
Liouville e Riemann-Liouville e algumas propriedades elementares de tais integrais5. Como
ficou claro pelo que expusemos ate´ aqui existe mais de uma definic¸a˜o de integrac¸a˜o fra-
ciona´ria, por convenieˆncia consideramos: a versa˜o de Riemann como sendo
cJ
ν
xf(x) =
1
Γ(ν)
∫ x
c
(x− t)ν−1f(t)dt, x > c (1.24)
a versa˜o de Liouville
−∞J
ν
xf(x) =
1
Γ(ν)
∫ x
−∞
(x− t)ν−1f(t)dt (1.25)
bem como a versa˜o de Riemann-Liouville
0J
ν
xf(x) =
1
Γ(ν)
∫ x
0
(x− t)ν−1f(t)dt. (1.26)
A maioria de nossos estudos sera´ baseada nesta u´ltima versa˜o. Ale´m dessas treˆs verso˜es
utilizamos tambe´m a versa˜o de Weyl, isto e´,6
xW
−ν
∞ f(x) =
1
Γ(ν)
∫ ∞
x
(t− x)ν−1f(t)dt.
5Como neste ponto estamos apenas apresentando um apanhado histo´rico, na˜o introduzimos aqui a
versa˜o que para no´s sera´ a mais importante, i.e., a definic¸a˜o da derivada fraciona´ria devida a Caputo, que
sera´ apresentada em detalhes no Cap´ıtulo 4.
6A definic¸a˜o aqui apresentada e´ a mesma da equac¸a˜o (1.23).
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Uma observac¸a˜o trivial que conecta as definic¸o˜es desta sec¸a˜o aos estudos propostos
por Heaviside, ou seja, operadores lineares, e´ que todas as definic¸o˜es de (1.24) a (1.26) sa˜o
exemplos de operadores lineares, isto e´, sendo D a representac¸a˜o de qualquer um deles,
α, β constantes e f, g func¸o˜es, temos
D[αf(x) + βg(x)] = αDf(x) + βDg(x). (1.27)
Um de nossos objetivos para os pro´ximos cap´ıtulos e´ convencer o leitor que as
definic¸o˜es apresentadas nesta sec¸a˜o sa˜o de fato bastante aceita´veis e completas.
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Cap´ıtulo 2
Justificativas
Neste cap´ıtulo temos como objetivo justificar a aceitac¸a˜o das definic¸o˜es apresentadas na
u´ltima sec¸a˜o do cap´ıtulo anterior. Para tanto, utilizamos dois diferentes procedimentos
baseados, respectivamente, no ca´lculo elementar e nas varia´veis complexas. Iniciamos este
cap´ıtulo definindo a notac¸a˜o para a derivada e para a integral de ordens fraciona´rias.
2.1 Ca´lculo Elementar
Para recuperar e justificar o resultado da equac¸a˜o (1.24) consideremos a seguinte integral
I =
∫ x
c
dx1
∫ x1
c
dx2
∫ x2
c
dx3 · · ·
∫ xn−1
c
f(t) dt,
na qual f e´ uma func¸a˜o real e cont´ınua no intervalo [c, b] e b > x e n ∈ IN. Mostramos
a seguir que a integral da equac¸a˜o acima coincide com a definic¸a˜o de cJ
ν
xf(x), dada pela
equac¸a˜o (1.24), no caso em que ν = n ∈ IN. Reescrevendo o lado direito da equac¸a˜o acima
temos
I =
∫ x
c
Kn(x, t)f(t)dt, (2.1)
na qual o nu´cleo Kn(x, t) e´ uma func¸a˜o de n, x e t. Mostramos que esta func¸a˜o faz sentido
mesmo quando n 6∈ IN e definimos cJνxf(x), para todo ν tal que Re(ν) > 0, por
cJ
ν
xf(x) =
∫ x
c
Kν(x, t)f(t)dt. (2.2)
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Para provar o que foi dito acima consideramos uma func¸a˜o G(x, t) cont´ınua em [c, b]× [c, b],
com b > x. Sabemos, pelo teorema de Goursat, que∫ x
c
dx1
∫ x1
c
G(x1, t)dt =
∫ x
c
dt
∫ x
t
G(x1, t)dx1.
Em particular para G(x, t) ≡ f(t) podemos escrever∫ x
c
dx1
∫ x1
c
f(t)dt =
∫ x
c
dt
∫ x
t
f(x1)dx1 =
∫ x
c
(x− t)f(t)dt.
De maneira ana´loga, para n = 3 podemos escrever
cJ
3
xf(x) =
∫ x
c
dx1
[∫ x1
c
(x1 − t)f(t)dt
]
=
∫ x
c
f(t)dt
∫ x
t
(x1 − t)dx1 =
∫ x
c
f(t)
(x1 − t)2
2
dt
Repetindo este procedimento n vezes conclu´ımos que
Kn(x, t) =
(x− t)n−1
(n− 1)! =
(x− t)n−1
Γ(n)
. (2.3)
Enta˜o segue-se que a func¸a˜o Kn(x, t) esta´ bem definida para n > 0, ou seja, que e´ plaus´ıvel
a definic¸a˜o de cJ
ν
xf(x) dada pela equac¸a˜o (1.24) , isto e´,
cJ
ν
xf(x) =
∫ x
c
Kν(x, t)f(t)dt =
1
Γ(ν)
∫ x
c
(x− t)ν−1f(t)dt. (2.4)
2.2 Varia´veis Complexas
Sejam f(z) uma func¸a˜o complexa, anal´ıtica em uma regia˜o aberta do plano complexo A,
A uma regia˜o aberta em A e C a curva que descreve a fronteira de A. Nestas condic¸o˜es,
como ja´ mencionamos anteriormente [33], a fo´rmula integral the Cauchy nos possibilita
calcular a derivada de f(z), ou seja,
Dnf(z) =
n!
2π i
∫
C
f(ξ)
(ξ − z)n+1dξ.
Como hav´ıamos mencionado, no cap´ıtulo anterior, tomar a derivada de ordem fraciona´ria
na˜o consiste simplesmente em mudar, na equac¸a˜o acima, n ∈ IN por ν 6∈ IN e n! por
Γ(ν + 1), pois ao tomar ν 6∈ IN na equac¸a˜o acima o integrando deixa de possuir um po´lo e
passa a possuir um ponto de ramificac¸a˜o em z = ξ. Por esta raza˜o, vamos definir cD
ν
xf(x)
da seguinte maneira1
cD
ν
xf(x) =
Γ(ν + 1)
2πi
∫
Ha
(ξ − x)−ν−1f(ξ)dξ = Γ(ν + 1)
2πi
∫ (x+)
c
(ξ − x)−ν−1f(ξ)dξ, (2.5)
1Por simplicidade tomamos z = x ∈ IR. O caso em que z 6∈ IR pode ser recuperado atrave´s de uma
simples translac¸a˜o.
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na qual Ha denota um contorno do tipo Hankel [34] orientado no sentido anti-hora´rio,
como nos mostra a Figura 2.1, enquanto que a segunda igualdade e´ devida ao teorema de
Cauchy [33].
Re(z)
Im(z)
c x
γ
Figura 2.1: Contorno de Hankel.
Sendo f(z) uma func¸a˜o anal´ıtica, o integrando da equac¸a˜o (2.5) possui singula-
ridades apenas ao longo do ramo de logaritmo, (em negrito na Figura 2.1) desta forma
podemos, pelo teorema de Cauchy, deformar o contorno de Hankel como nos mostra a Fi-
gura 2.2. O contorno, conhecido como contorno de Bromwich modificado, torna os ca´lculos
mais simples pois podemos divid´ı-lo em treˆs partes: dois segmentos de reta, [c, x− r], de-
notados por L1 e, L2, e uma circunfereˆncia, γ, de raio r e centrada em x.
Re(z)
Im(z)
c
r
x
L1
L2
θ
γ
Figura 2.2: Contorno de Bromwich modificado.
Note que a constante c e´ escolhida de forma, em princ´ıpio arbitra´ria, respeitando
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apenas a condic¸a˜o x > c.
Supondo que ξ − x e´ um nu´mero positivo, definimos ln(ξ − x)−ν−1 como sendo
um nu´mero real. Podemos escrever para ξ em γ a expressa˜o2
(ξ − x)−ν−1 = e(−ν−1) [ln |ξ−x|+iθ].
Uma vez que o contorno esta´ orientado no sentido anti-hora´rio, θ = π em L1 e
(ξ − x)−ν−1 = e(−ν−1) [ln |ξ−x|+iπ] = e(−ν−1) [ln(x−ξ)+iπ]
em L2, θ = −π, consequentemente
(ξ − x)−ν−1 = e(−ν−1) [ln(x−ξ)−iπ].
Levando em conta estas considerac¸o˜es podemos calcular, para Re(ν) < 0, a integral da
equac¸a˜o (2.5) da seguinte maneira
∫ (x+)
c
(ξ − x)−ν−1f(ξ)dξ =
∫
L2
+
∫
γ
+
∫
L1
= ei(ν+1)π
∫ x−r
c
(x− t)−ν−1f(t)dt
+
∫
γ
(ξ − x)−ν−1f(ξ)dξ + e−i(ν+1)π
∫ c
x−r
(x− t)−ν−1f(t)dt,
na qual t=Re(ξ). Temos que a integral sobre a curva γ e´ nula, quando tomamos o limite
r → 0, de fato∫
γ
(ξ − x)−ν−1f(ξ)dξ =
∫ π
−π
r−ν−1e−i(ν+1)θf(x+ reiθ)(ireiθdθ),
de onde podemos escrever∣∣∣∣∫
γ
(ξ − x)−ν−1f(ξ)dξ
∣∣∣∣ ≤ r−Re(ν) ∫ π
−π
|f(x+ reiθ)|dθ,
ou seja,
lim
r→0
∫
γ
(ξ − x)−ν−1f(ξ)dξ = 0.
Sendo assim, podemos escrever, tomando o limite r → 0, que∫ (x+)
c
(ξ − x)−ν−1f(ξ)dξ = [ei(ν+1)π − e−i(ν+1)π ]
∫ x
c
(x− t)−ν−1f(t)dt,
2Dados um nu´mero complexo z, seu argumento θ e um paraˆmetro t, podemos escrever: z = |z|eiθ, de
onde zt = et ln z ⇒ zt = et (ln |z|+ iθ).
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ou ainda,
cD
ν
xf(x) =
Γ(ν + 1)
2πi
∫ (x+)
c
(ξ − x)−ν−1f(ξ)dξ,
=
Γ(ν + 1) sen (ν + 1)π
π
∫ x
c
(x− t)−ν−1f(t)dt.
No Apeˆndice mostramos em detalhes que
Γ(ν + 1) sen (ν + 1)π
π
=
1
Γ(−ν) . (2.6)
Tendo em vista as duas u´ltimas equac¸o˜es, chegamos ao resultado desejado, isto e´,
cD
ν
xf(x) ≡ cJ−νx f(x) =
1
Γ(−ν)
∫ x
c
(x− t)−ν−1f(t); Re(ν) < 0. (2.7)
No caso em que c > 0 temos a versa˜o de Riemann para a integral de ordem
fraciona´ria, para c = 0 temos a versa˜o de Riemann-Liouville e para c = −∞, temos a
versa˜o de Liouville. Uma discussa˜o mais profunda sobre qual e´ o valor mais preciso para a
constante c e´ apresentada no Cap´ıtulo 5.
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Cap´ıtulo 3
Integrac¸a˜o Fraciona´ria
Nos cap´ıtulos anteriores, ale´m de mostrar os aspectos histo´ricos referentes ao ca´lculo fra-
ciona´rio, apresentamos uma se´rie de justificativas para torna´-lo o mais lo´gico e intuitivo
poss´ıvel. Nos cap´ıtulos que se seguem, iniciamos o desenvolvimento de nossa teoria ma-
tema´tica. Comec¸amos com uma formalizac¸a˜o da integral fraciona´ria de Riemann-Liouville,
definindo cuidadosamente a classe de func¸o˜es na qual este operador pode ser aplicado. Al-
guns exemplos de integrais fraciona´rias sa˜o apresentados e discutidos. Como vamos ver
adiante, esta ana´lise requer o conhecimento de algumas func¸o˜es especiais como, por exem-
plo, as func¸o˜es de Mittag-Leffler1 [34] Eα,β(z) e as func¸o˜es Ct(ν, a) e St(ν, a).
Tambe´m apresentamos te´cnicas que possibilitam o ca´lculo de integrais fraciona´rias
de func¸o˜es mais complexas, dentre elas destacamos a generalizac¸a˜o da fo´rmula de Leibniz
para integrais fraciona´rias e uma relac¸a˜o que estabelecemos entre integrais de ordem inteira
e ordem na˜o-inteira.
Na penu´ltima sec¸a˜o apresentamos a demonstrac¸a˜o formal de um dos pilares do de-
senvolvimento desta teoria, a assim chamada lei dos expoentes para integrais fraciona´rias,
isto e´, mostramos que 0J
ν(0J
µ) = 0J
ν+µ para todos ν e µ positivos. Conclu´ımos este
cap´ıtulo com um estudo da transformada de Laplace, em particular mostramos o teo-
rema da convoluc¸a˜o e utilizamos este para calcular a transformada de Laplace de algumas
integrais fraciona´rias. A transformada de Laplace, como vamos ver mais adiante, sera´ fre-
quentemente utilizada neste trabalho, em especial, quando estivermos estudando equac¸o˜es
diferenciais fraciona´rias.
1Recomenda-se, fortemente, que o leitor que na˜o tenha familiaridade com estas func¸o˜es avance ate´ o
Cap´ıtulo 6 para uma melhor compreensa˜o dos assuntos que se seguem.
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No pro´ximo cap´ıtulo, um estudo similar ao desenvolvido neste e´ feito para a
derivada fraciona´ria para que assim possamos passar ao estudo das equac¸o˜es diferenciais
fraciona´rias e suas aplicac¸o˜es.
3.1 Definic¸a˜o da Integral Fraciona´ria
Como hav´ıamos mencionado, estamos interessados em investigar os diversos aspectos da
integral fraciona´ria de Riemann-Liouville. Nesta primeira sec¸a˜o apresentamos a definic¸a˜o
formal, seguindo a notac¸a˜o moderna introduzida por Gorenflo e Mainardi [49].
Sejam X um nu´mero maior que zero, f uma func¸a˜o cont´ınua por partes em [0, X]
e ν ≥ 1. Neste caso temos, por resultados do ca´lculo de ordem inteira, que a integral de
Riemann ∫ t
0
(t− ξ)ν−1f(ξ)dξ
existe para todo t ∈ [0, X]. Sabemos, tambe´m pelo ca´lculo elementar, que existem
condic¸o˜es mais gerais para que a integral acima convirja, como por exemplo, que f seja
cont´ınua em (0, X] e que tenha comportamento similar a tλ para −1 < λ < 0 em uma
vizinhanc¸a da origem, e se 0 < Re(ν) < 1, enta˜o a integral acima existe como integral
impro´pria, contudo para os nossos estudos a condic¸a˜o f cont´ınua por partes e´ suficiente.
Definic¸a˜o 1 Sejam Re( ν) > 0, f uma func¸a˜o cont´ınua por partes em (0,∞) e integra´vel
em qualquer subintervalo de [0,∞). Enta˜o para t > 0 denotamos por Jν e definimos a
integral fraciona´ria de Riemann-Liouville de ordem ν como sendo a seguinte integral
0J
νf(t) = Jνf(t) =
1
Γ(ν)
∫ t
0
(t− ξ)ν−1f(ξ)dξ. (3.1)
Embora utilizemos a notac¸a˜o Jν para designar a integral fraciona´ria de Riemann-Liouville,
em alguns casos em que possam ocorrer ambiguidades ou em que os limites de integrac¸a˜o
forem o foco de nosso estudo, como no Cap´ıtulo 5, vamos recorrer a` notac¸a˜o cla´ssica,
0D
−νf(t), para a integral de ordem ν de f(t).
Fac¸amos agora algumas considerac¸o˜es acerca da definic¸a˜o acima. Assim como
ja´ hav´ıamos observado anteriormente, a equac¸a˜o (3.1) e´ uma integral impro´pria quando
0 < Re(ν) < 1. A hipo´tese de que f e´ cont´ınua por partes em (0,∞) e´ tomada com o
intuito de que func¸o˜es que tenham comportamento similar a lnt e tµ, com −1 < µ < 0 em
uma vizinhanc¸a da origem tambe´m tenham sua integral fraciona´ria definida. Definimos C
como sendo a classe das func¸o˜es que satisfazem a Definic¸a˜o 1.
Como um primeiro exemplo calculamos a integral de ordem na˜o-inteira, ν, de um
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monoˆmio xµ com µ > −1. Pela definic¸a˜o temos que
Jν xµ =
1
Γ(ν)
∫ x
0
(x− t)ν−1tµdt = 1
Γ(ν)
∫ x
0
[
x
(
1− t
x
)]ν−1
tµdt. (3.2)
Sendo u = t/x podemos escrever
Jν xµ =
1
Γ(ν)
∫ 1
0
xν(1− u)ν−1(xu)µdu=x
ν+µ
Γ(ν)
∫ 1
0
uµ(1− u)ν−1du
=
xν+µ
Γ(ν)
B(µ+ 1, ν)=
Γ(µ+ 1)
Γ(µ+ ν + 1)
xν+µ,
(3.3)
na qual a terceira e quarta igualdades sa˜o devidas a` definic¸a˜o da func¸a˜o beta e a` equac¸a˜o
(A.4), respectivamente. A primeira constatac¸a˜o a ser feita acerca da equac¸a˜o anterior e´
que esta recupera o resultado da integrac¸a˜o de ordem inteira. Ale´m disso, note que o lado
direito da equac¸a˜o (3.2) e´ essencialmente a func¸a˜o beta2 e como µ+Re(ν) pode ser negativo,
conclu´ımos, atrave´s deste exemplo o porqueˆ de termos t > 0 em nossa definic¸a˜o da integral
fraciona´ria. Com o intuito de evitar complicac¸o˜es matema´ticas, na˜o relacionadas ao ca´lculo
fraciona´rio em si, tomamos a constante ν como sendo real e deixamos expl´ıcito nos casos
em que isto na˜o se verificar3.
3.2 Exemplos de Integrais Fraciona´rias
Iniciamos esta sec¸a˜o discutindo alguns casos triviais de integrais de ordem fraciona´ria.
Mesmo para estes casos mais elementares e´ de fundamental importaˆncia que o leitor tenha
conhecimento sobre as func¸o˜es apresentadas no Cap´ıtulo 6.
Como consequeˆncia natural do exemplo que ja´ discutimos na equac¸a˜o (3.3), isto e´,
a integral fraciona´ria de xµ com µ > −1, temos que a integral fraciona´ria de uma constante
K e´ dada por
JνK =
K
Γ(ν + 1)
tν , ν > 0. (3.4)
Como vamos ver a seguir, mesmo o ca´lculo de integrais fraciona´rias de func¸o˜es simples
costuma passar por relevantes complicac¸o˜es, isto justifica a quantidade, em certa instaˆncia
pequena, de exemplos apresentados.
Seja f(t) = eat, com a ∈ IR. Uma vez que a func¸a˜o eat e´ de classe C, temos, pela
Definic¸a˜o 1, que
Jνeat =
1
Γ(ν)
∫ t
0
(t− ξ)ν−1eaξdξ, ν > 0.
2Veja Apeˆndice, equac¸a˜o (A.2).
3Uma discussa˜o envolvendo operadores fraciona´rios com ν complexo pode ser encontrada em [73].
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Introduzindo a mudanc¸a de varia´vel x = t− ξ podemos escrever
Jνeat =
eat
Γ(ν)
∫ t
0
xν−1e−axdx, ν > 0.
Claramente o lado direito da equac¸a˜o acima na˜o e´ uma func¸a˜o elementar, pore´m podemos
fazer uma associac¸a˜o entre ela e a func¸a˜o gama incompleta4 [15, 34], denotada por γ∗ e
definida da seguinte maneira
γ∗(ν, t) =
1
Γ(ν) tν
∫ t
0
ξν−1 eξ dξ. (3.5)
A partir das equac¸o˜es anteriores podemos escrever
Jνeat = tνeatγ∗(ν, at).
Na˜o e´ de se espantar que a equac¸a˜o acima seja extremamente frequente no estudo de
equac¸o˜es diferenciais de ordem na˜o-inteira, uma vez que esta representa a integral fra-
ciona´ria da func¸a˜o exponencial. No Cap´ıtulo 6, mostramos que5
E1,µ+1(x) = e
xγ∗(µ, x)
na qual Eα,β(x) e´ a assim chamada func¸a˜o de Mittag-Leffler de dois paraˆmetros. Desta
forma conclu´ımos que
Jνeat = tνeatγ∗(ν, at) = tνE1,µ+1(at). (3.6)
Como ja´ hav´ıamos mencionamos anteriormente, importantes propriedades das func¸o˜es
gama incompleta e de Mittag-Leffler podem ser encontradas no Cap´ıtulo 6 e em [34].
A partir da definic¸a˜o da integral fraciona´ria para as func¸o˜es seno e co-seno defi-
nimos, respectivamente, as func¸o˜es St(ν, a) e Ct(ν, a), da seguinte maneira
St(ν, a) ≡ Jν sen at = 1
Γ(ν)
∫ t
0
ξν−1 sen [a(t− ξ)] dξ, ν > 0 (3.7)
Ct(ν, a) ≡ Jν cos at = 1
Γ(ν)
∫ t
0
ξν−1 cos[a(t− ξ)] dξ, ν > 0. (3.8)
Tendo obtido uma expressa˜o para a integral fraciona´ria das func¸o˜es seno, co-seno e expo-
nencial, passemos ao estudo de um caso mais complicado. Seja f(t) definida da seguinte
maneira
f(t) = (a− t)λ, a > t > 0.
Claramente f ∈ C, logo podemos calcular sua integral fraciona´ria, ou seja,
Jν(a− t)λ = 1
Γ(ν)
∫ t
0
(t− ξ)ν−1(a− ξ)λdξ.
4Veja Cap´ıtulo 6.
5Ver equac¸a˜o (6.13).
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Sendo x =
t− ξ
a− ξ , temos que
ξ =
t− ax
1− x e
dξ
dx
=
t− a
(1− x)2 .
Introduzindo a mudanc¸a de varia´vel descrita acima, podemos escrever
Jν(a− t)λ =
∫ 0
t/a
[
t(1− x)− t+ ax
1− x
] [
a(1− x)− t+ ax
1− x
]
[−(a− t)]
(1− x)2 dx,
rearanjando os termos obtemos
Jν(a− t)λ =
∫ 0
t/a
−1
(1− x)ν+λ+1 [x(a− t)]
ν−1(a− t)λ(a− t)dx,
ou ainda
Jν(a− t)λ = (a− t)
ν+λ
Γ(ν)
∫ t/a
0
xν−1 (1− x)−ν−λ−1dx.
A integral da equac¸a˜o acima e´ justamente a definic¸a˜o da func¸a˜o beta incompleta6 [83], logo
Jν(a− t)λ = (a− t)
ν+λ
Γ(ν)
Bt/a(ν,−λ− ν). (3.9)
3.3 Te´cnicas de Integrac¸a˜o Fraciona´ria
De maneira geral, explicitar a integral de ordem fraciona´ria de uma func¸a˜o f(ξ) nada mais
e´ do que tentar efetuar a integral∫ t
0
(t− ξ)ν−1f(ξ) dξ , ν > 0.
Realizar estes ca´lculos e´, na maioria dos casos, uma tarefa um tanto a´rdua, dada a natureza
do nu´cleo (t − ξ)ν−1. Contudo, este nu´cleo tambe´m nos permite desenvolver te´cnicas que
permitam o ca´lculo imediato de integrais fraciona´rias para uma ampla classe de func¸o˜es.
O objetivo desta sec¸a˜o e´ desenvolver tais te´cnicas.
Seja f ∈ C. Mostremos que
Jν [t f(t)] = t Jνf(t)− ν Jν+1f(t). (3.10)
Temos, pela Definic¸a˜o (3.1), que
Jν [t f(t)] =
1
Γ(ν)
∫ t
0
(t− ξ)ν−1[ξ f(ξ)]dξ.
6Veja Cap´ıtulo 6.
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Substituindo o termo entre colchetes, da equac¸a˜o acima, por
[t− (t− ξ)]f(ξ) = ξ f(ξ),
podemos escrever
Jν [t f(t)] =
1
Γ(ν)
∫ t
0
(t− ξ)ν−1[t− (t− ξ)]f(ξ)dξ
=
t
Γ(ν)
∫ t
0
(t− ξ)ν−1[f(ξ)]dξ+
− ν
Γ(ν + 1)
∫ t
0
(t− ξ)ν [f(ξ)]dξ,
de onde segue o resultado desejado, isto e´,
Jν [t f(t)] = t Jνf(t)− ν Jν+1f(t).
Como consequeˆncias da equac¸a˜o (3.10) temos que
Jν [t eat] = t Et(ν, a)− ν Et(ν + 1, a), ν > 0
Jν [t cos at] = t Ct(ν, a)− ν Ct(ν + 1, a), ν > 0
Jν [t sen at] = t St(ν, a)− ν St(ν + 1, a), ν > 0.
(3.11)
Passemos a generalizac¸a˜o da equac¸a˜o (3.10). Seja p um nu´mero na˜o-inteiro, temos que
Jν [tp f(t)] =
1
Γ(ν)
∫ t
0
(t− ξ)ν−1[ξp f(ξ)]dξ.
Fac¸amos uma mudanc¸a similar a` que hav´ıamos feito anteriormente, isto e´,
ξp = [t− (t− ξ)]p =
p∑
k=0
(−1)k
(
p
k
)
tp−k(t− ξ)k,
onde
(
p
k
)
para p 6∈ ZZ e´ dado pela equac¸a˜o abaixo [83](−z
n
)
=
Γ(1− z)
n!Γ(1− z − n) = (−1)
nΓ(z + n)
n!Γ(z)
= (−1)n
(
z + n− 1
n
)
. (3.12)
Combinando as duas equac¸o˜es anteriores temos que
Jν [tp f(t)] =
1
Γ(ν)
p∑
k=0
(−1)k
(
p
k
)
tp−k
∫ t
0
(t− ξ)ν+k−1 f(ξ)dξ
=
1
Γ(ν)
p∑
k=0
(−1)k
(
p
k
)
Γ(ν + k)tp−kJν+kf(t).
Utilizando a equc¸a˜o (3.12) podemos escrever a generalizac¸a˜o da equac¸a˜o (3.10) da seguinte
maneira
Jν [tpf(t)] =
p∑
k=0
(−ν
k
)
[Dktp][Jν+kf(t)]. (3.13)
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3.4 Relac¸a˜o entre Integrais de Ordem Inteira e de Or-
dem Na˜o-Inteira
Seja f uma func¸a˜o cont´ınua em [0, X]. A integral fraciona´ria de Riemann-Liouville de
ordem ν e´ dada por
Jνf(t) =
1
Γ(ν)
∫ t
0
(t− ξ)ν−1f(ξ)dξ, ν > 0, 0 < t ≤ X
=
1
Γ(ν)
∫ t
0
(x)ν−1f(t− x)dx,
(3.14)
na qual a segunda igualdade e´ devida a uma mudanc¸a de varia´vel. Ale´m disso, se a func¸a˜o
f for anal´ıtica em a para todo a ∈ [0, X], temos que [83]
f(t− x) = f(t) +
∞∑
k=1
(−1)k D
kf(t)
k!
xk
e a se´rie da equac¸a˜o acima converge uniformemente para todo x pertencente a (0, t). Subs-
tituindo o resultado da equac¸a˜o anterior em (3.14) podemos escrever
Jνf(t) =
1
Γ(ν)
f(t)
∫ t
0
xν−1dx
+
1
Γ(ν)
∫ t
0
xν
[
∞∑
k=1
(−1)kD
kf(t)
k!
xk−1
]
dx.
(3.15)
Uma vez que, por hipo´tese, a convergeˆncia e´ uniforme podemos comutar o somato´rio e a
integral, ou seja,
Jνf(t) =
1
Γ(ν)
f(t)
∫ t
0
xν−1dx+
1
Γ(ν)
∞∑
k=1
(−1)kD
kf(t)
k!
(∫ t
0
xν+k−1dx
)
.
Calculando as integrais resultantes obtemos a seguinte equac¸a˜o
Jνf(t) =
f(t) tν
ν Γ(ν)
+
1
Γ(ν)
∞∑
k=1
(−1)kD
kf(t)
k!
(
tν+k
ν + k
)
,
a partir da qual podemos escrever
Jνf(t) =
1
Γ(ν)
∞∑
k=0
(−1)kDkf(t)
k!(ν + k)
tν+k. (3.16)
A equac¸a˜o acima apresenta uma relac¸a˜o entre as integrais de ordens na˜o-inteira e inteira,
que e´ justamente o resultado que busca´vamos.
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3.5 Transformada de Laplace
A transformada de Laplace [33] e´ uma ferramenta fundamental para o desenvolvimento de
nossa teoria, em especial quando estudamos equac¸o˜es diferenciais de ordem fraciona´ria. Por
esta raza˜o dedicamos esta sec¸a˜o a` uma breve revisa˜o acerca da transformada de Laplace7
e ao ca´lculo da transformada de Laplace de algumas integrais fraciona´rias.
Definic¸a˜o 2 Seja f(t) uma func¸a˜o definida no intervalo 0 ≤ t <∞. Definimos a transfor-
mada de Laplace de f(t), denotada por F (s) ou por L[f(t)], como sendo a integral
F (s) ≡ L[f(t)] =
∫ ∞
0
e−stf(t)dt,
na qual s, chamado paraˆmetro da transformada, e´ tal que Re(s) > 0.
A convergeˆncia da integral acima, numa regia˜o do plano complexo, pode ser
garantida para uma classe bastante ampla de func¸o˜es chamadas admiss´ıveis.
Definic¸a˜o 3 Uma func¸a˜o f : [0,∞) −→ IR e´ chamada admiss´ıvel ou de ordem exponencial
se as condic¸o˜es abaixo sa˜o satisfeitas:
a) A func¸a˜o f for cont´ınua por partes em [0,∞).
b) Existirem duas constantes positivas M e µ tais que para todo t ∈ [0,∞) vale
a desigualdade
|f(t)| < Meµt.
Neste caso tambe´m dizemos que f(t) e´ de ordem exponencial µ. Ale´m disso, sabemos que
a transformada de Laplace de uma func¸a˜o admiss´ıvel existe e esta´ bem definida8.
3.5.1 Linearidade
A linearidade da transformada de Laplace, bem como a linearidade das transformadas de
Fourier, Mellin e Hankel, adve´m do fato delas estarem definidas em termos de integrais,
que sa˜o operadores lineares [33].
3.5.2 Convoluc¸a˜o
Em geral, a transformada de Laplace do produto de duas func¸o˜es na˜o e´ o produto das
transformadas, pore´m introduzimos a seguir o conceito de produto de convoluc¸a˜o, que e´ um
7Para uma ana´lise mais minunciosa recomendamos a leitura da refereˆncia [33].
8A demonstrac¸a˜o deste fato (teorema) tambe´m pode ser encontrada em [33].
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produto conveniente no sentido em que esta propriedade seja va´lida, isto e´, a transformada
do produto de convoluc¸a˜o e´ o produto das transformadas. Vamos ver adiante que esta
propriedade e´ de fundamental importaˆncia no ca´lculo de transformadas de Laplace de
integrais fraciona´rias.
Definic¸a˜o 4 Sejam f(t) e g(t) duas func¸o˜es de ordem exponencial α e β e com transforma-
das de Laplace F (s) e G(s), respectivamente, no intervalo [0,∞). Definimos a convoluc¸a˜o
de f(t) e g(t), denotada por (f ∗ g)(t) como sendo
(f ∗ g)(t) =
∫ t
0
f(t− τ)g(τ) dτ =
∫ t
0
f(τ)g(t− τ) dτ .
Calculemos a transformada de Laplace de um produto de convoluc¸a˜o, isto e´,
L[(f ∗ g)(t)] =
∫ ∞
0
e−st dt
∫ t
0
f(τ)g(t− τ) dτ .
Introduzindo a mudanc¸a de varia´vel t− τ = τ ′ podemos escrever
L[(f ∗ g)(t)] =
∫ ∞
−τ
dτ
∫ t
0
e−s(τ+τ
′)f(τ)g(τ ′) dτ.
Definindo-se g(t) = 0 para t < 0, o limite superior em vez de t pode ser tomado ∞, logo
L[(f ∗ g)(t)] =
∫ ∞
0
g(τ ′)e−sτ
′
dτ ′
∫ ∞
0
f(τ)e−sτ dτ = F (s)G(s),
i.e., a transformada de Laplace do produto de convoluc¸a˜o e´ o produto das transformadas.
3.5.3 Transformada de Laplace Inversa
Tendo utilizado a transformada de Laplace, na resoluc¸a˜o de um problema envolvendo
uma equac¸a˜o diferencial e condic¸o˜es iniciais, para que possamos recuperar a soluc¸a˜o da
equac¸a˜o original, ou ainda, a soluc¸a˜o da equac¸a˜o associada ao problema de partida devemos
introduzir o conceito de transformada de Laplace inversa o qual e´ dado pelo teorema que
se segue.
Definic¸a˜o9 5 Seja F (s) = L[f(t)] a transformada de Laplace da func¸a˜o f(t). Enta˜o
L−1[F (s)] = f(t) e´ dada por:
9A definic¸a˜o que apresentamos aqui e´, na verdade, um teorema, cuja demonstrac¸a˜o e´ dada em [33].
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f(t) =

1
2πi
∫ γ+i∞
γ−i∞
F (s)estds se t > 0
0 se t < 0,
onde a integrac¸a˜o deve ser efetuada ao longo de uma reta s = γ no plano complexo,
com s = x + iy, x, y ∈ IR. O nu´mero complexo γ deve ser escolhido de tal forma que
todas as singularidades do integrando estejam a` sua esquerda, isto e´, Re(s) > γ. No caso
em que nenhuma das singularidades e´ ponto de ramificac¸a˜o podemos utilizar o chamado
contorno de Bromwich enquanto que nos casos em que ha´ pontos de ramificac¸a˜o utilizamos
o contorno de Bromwich modificado [33].
3.5.4 Ca´lculo da Transformada
Nesta sec¸a˜o, vamos apresentar a transformada de Laplace de algumas func¸o˜es e vamos
mostrar como, atrave´s destas transformadas e do teorema da convoluc¸a˜o, podemos calcular
uma se´rie de integrais fraciona´rias.
Sabemos que as func¸o˜es tµ, com µ > −1, eat, tµ−1eat, com µ > 0, cos at e sen at
pertencem a classe C e sa˜o de ordem exponencial. Ale´m disso, ca´lculos elementares10
mostram que
L{tµ} = Γ(µ+ 1)
sµ+1
⇒ L−1
[
Γ(µ+ 1)
sµ+1
]
= tµ (3.17)
L{eat} = 1
s− a ⇒ L
−1
[
1
s− a
]
= eat (3.18)
L{tµ−1eat} = Γ(µ)
(s− a)µ ⇒ L
−1
[
Γ(µ)
(s− a)µ
]
= tµ−1eat (3.19)
L{cos at} = s
s2 + a2
⇒ L−1
[
s
s2 + a2
]
= cos at (3.20)
L{ sen at} = a
s2 + a2
⇒ L−1
[
a
s2 + a2
]
= sen at· (3.21)
Sendo f e g pertencentes a C e de ordem exponencial, F (s) e G(s) suas respectivas trans-
formadas de Laplace, temos, pelo teorema da convoluc¸a˜o, que
L[(f ∗ g)(t)] = L
{∫ t
0
f(t− ξ)g(ξ)dξ
}
= F (s)G(s).
Ale´m disso,
Jνf(t) =
1
Γ(ν)
∫ t
0
(t− ξ)ν−1f(ξ)dξ,
10Veja [33].
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ou seja, a definic¸a˜o da integral fraciona´ria pode ser interpretada como o produto de con-
voluc¸a˜o de duas func¸o˜es. Tendo isto em mente podemos escrever
L{Jνf(t)} = 1
Γ(ν)
L{tν−1}L{f(t)}
= s−νF (s), ν > 0,
(3.22)
para ν = 0 a equac¸a˜o acima na˜o esta´ determinada, contudo temos que
lim
ν→0
L
{
tν−1
Γ(ν)
}
= lim
ν→0
1
sν
= 1. (3.23)
Utilizando os resultados das equac¸o˜es (3.17)-(3.22) podemos escrever, para ν, µ > 0, que
L{Jνtµ} = Γ(µ+ 1)
sµ+ν+1
⇒ L−1
[
Γ(µ+ 1)
sµ+ν+1
]
= Jνtµ
L{Jνeat} = 1
sν(s− a) ⇒ L
−1
[
1
sν(s− a)
]
= Jνeat
L{Jνtµ−1eat} = Γ(µ)
sν(s− a)µ ⇒ L
−1
[
Γ(µ)
sν(s− a)µ
]
= Jνtµ−1eat
L{Jν cos at} = 1
sν−1(s2 + a2)
⇒ L−1
[
1
sν−1(s2 + a2)
]
= Jν cos at
L{Jν sen at} = a
sν(s2 + a2)
⇒ L−1
[
a
sν(s2 + a2)
]
= Jν sen at.
(3.24)
Passemos agora ao ca´lculo da transformada de Laplace de integrais fraciona´rias
de derivadas e de derivadas de integrais fraciona´rias. Como de costume, tomemos f e sua
derivada Df como sendo func¸o˜es definidas em [0,∞), pertencente a` classe C e de ordem
exponencial. Neste caso, podemos escrever, pela equac¸a˜o (3.22), que
L{Jν [Df(t)]} = s−νL{Df(t)}
= s−ν [sF (s)− f(0)], ν > 0,
(3.25)
na qual F (s) e´ a transformada de Laplace de f(t).
Sabemos que se f e´ uma func¸a˜o cont´ınua em [0,∞), ν > 0, Df e´ cont´ınua e de
classe C enta˜o11 sa˜o va´lidas as seguintes equac¸o˜es
Jν−1[Df(t)] = Jνf(t)− f(0)
Γ(ν + 1)
tν (3.26)
11A demonstrac¸a˜o deste fato pode ser encontrada no Cap´ıtulo 3 da refereˆncia [83].
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D[Jνf(t)] = Jν [Df(t)] +
f(0)
Γ(ν)
tν−1. (3.27)
Utilizando as treˆs u´ltimas equac¸o˜es podemos escrever
L{D[Jνf(t)]} = L{Jν [Df(t)]}+ f(0)L
{
tν−1
Γ(ν)
}
= s−ν [sF (s)− f(0)] + s−νf(0)
= s1−νF (s), ν > 0.
(3.28)
No caso em que ν = 0, recuperamos a expressa˜o
L{Df(t)} = sF (s)− f(0). (3.29)
Note que embora na˜o seja esse o resultado que obtemos ao substituir diretamente ν = 0
na equac¸a˜o (3.28), esta aparente descontinuidade vem do fato que
lim
ν→0
tν−1
Γ(ν)
= 0.
Comparando a equac¸a˜o acima com a equac¸a˜o (3.23), fica claro que os operadores transfor-
mada de Laplace e limite sa˜o na˜o comutativos12.
Lembrando que Jνeat = Et(ν, a), J
ν cos at = Ct(ν, a) e J
ν sen at = St(ν, a), e
utilizando (3.24), conclu´ımos os u´ltimos resultados desta sec¸a˜o, ou seja,
L{Et(ν, a)} = 1
sν(s− a) ⇒ L
−1
[
1
sν(s− a)
]
= Et(ν, a)
L{Ct(ν, a)} = 1
sν−1(s2 + a2)
⇒ L−1
[
1
sν−1(s2 + a2)
]
= Ct(ν, a)
LL{St(ν, a)} = a
sν(s2 + a2)
⇒ L−1
[
a
sν(s2 + a2)
]
= St(ν, a).
(3.30)
Outras maneiras de calcular a transformada de Laplace da func¸a˜o de Mittag-Leffler e
consequentemente das func¸o˜es Ct(ν, a) e St(ν, a), podem ser encontradas em [34].
3.6 A Lei dos Expoentes para Integrais Fraciona´rias
No ca´lculo de ordem inteira as propriendades dos operadores integral e derivada com res-
peito a`s leis de comutac¸a˜o e soma de expoentes sa˜o bem conhecidas. Sabemos que
Jm Jn = Jm+n, DmDn = Dm+n,
12De fato, esta na˜o comutatividade vem do fato que, exceto nos casos em que temos convergeˆncia
uniforme, a comutatividade dos operadores limite e integral na˜o pode ser garantida.
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onde m,n = 0, 1, 2, 3, . . .. A equac¸a˜o acima e´ conhecida como Lei dos Expoentes, para
integrais e para derivadas, respectivamente.
Nesta sec¸a˜o utilizamos a transformada de Laplace e o produto de convoluc¸a˜o, bem como
relac¸o˜es entre as func¸o˜es gama e beta13, para demonstrar a lei dos expoentes para integrais
fraciona´rias, que e´ um dos mais importantes resultados para o desenvolvimento de nossa
teoria. Como vamos ver no pro´ximo cap´ıtulo esta propriedade na˜o se aplica, em geral, para
derivadas de ordem fraciona´ria.
Teorema 1: Sendo J o operador integral fraciona´ria, α, β ≥ 0 temos que
Jα Jβ = Jα+β, (3.31)
ou seja, a chamada propriedade de semigrupo e consequentemente a propriedade comuta-
tiva [7], Jα Jβ = Jβ Jα, sa˜o satisfeitas.
Demonstrac¸a˜o: Inicialmente introduzimos a seguinte func¸a˜o auxiliar
Φα(t) =
tα−1+
Γ(α)
, α > 0, (3.32)
na qual o sub´ındice + denota que a func¸a˜o e´ nula para t < 0. Uma vez que α > 0, a func¸a˜o
Φα(t) e´ localmente absolutamente integra´vel em IR
+, ou seja, Φα(t) ∈ C.
Como ja´ hav´ıamos mostrado na sec¸a˜o anterior a integral fraciona´ria pode ser
interpretada como sendo o produto de convoluc¸a˜o de duas func¸o˜es, isto e´,
Jα f(t) = Φα(t) ∗ f(t), α > 0. (3.33)
Mostremos a seguinte relac¸a˜o
Φα(t) ∗ Φβ(t) = Φα+β(t). (3.34)
Atrave´s da definic¸a˜o do produto de convoluc¸a˜o podemos escrever
Φα(t) ∗ Φβ(t) =
∫ t
0
τα−1
Γ(α)
(t− τ)β−1
Γ(β)
dτ
=
tβ−1
Γ(α)Γ(β)
∫ t
0
τα−1(1− τ/t)β−1dτ,
Introduzindo a mudanc¸a de varia´vel u = τ/t, utilizando o resultado da equac¸a˜o (A.4) e a
definic¸a˜o da func¸a˜o beta podemos escrever
Φα(t) ∗ Φβ(t) = t
β−1
Γ(α+ β)B(α, β)
∫ 1
0
(u t)α−1(1− u)β−1(t du)
=
tα+β−1
Γ(α+ β)B(α, β)
∫ 1
0
(u)α−1(1− u)β−1du
=
tα+β−1
Γ(α+ β)
= Φα+β(t).
13Ver Apeˆndice.
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Tendo demonstrado o resultado da equac¸a˜o (3.34) e tendo em vista a equac¸a˜o (3.33) con-
clu´ımos a demostrac¸a˜o da lei dos expoentes da seguinte maneira:
Jα Jβ f(t) = Φα(t) ∗ Jβ f(t) = Φα(t) ∗ Φβ(t) f(t)=
= Φα+β(t) ∗ f(t) = Jα+β f(t)
na qual f e´ tal que Jγf(t) faz sentido para todo γ > 0
3.7 Fo´rmula de Leibniz para Integrais Fraciona´rias
De grande importaˆncia para o ca´lculo convencional, a fo´rmula de Leibniz nos da´ a expressa˜o
para a derivada de ordem n do produto de duas func¸o˜es14 f(t) e g(t), em termos de suas
derivadas de ordem menor que n e e´ dada por
Dn[f(t)g(t)] =
n∑
k=0
(
n
k
)
[Dkg(t)][Dn−kf(t)]. (3.35)
Sabemos [83] que para uma func¸a˜o f pertencente a` classe C, para g(t) = tp, com p ∈ IN e
sendo ν > 0, podemos escrever15
Jν [f(t)tp] =
p∑
k=0
(−ν
k
)
[Dktp][Jν+kf(t)]. (3.36)
O objetivo desta sec¸a˜o e´ mostrar que a equac¸a˜o acima e´ va´lida para toda func¸a˜o g anal´ıtica
em a, para todo a ∈ [0, X], ou seja, demonstrar o seguinte teorema:
Teorema 2: Seja f cont´ınua em [0, X] e g anal´ıtica em a, para todo a ∈ [0, X]. Enta˜o,
se ν > 0 e 0 < t ≤ X temos
Jν [f(t)g(t)] =
∞∑
k=0
(−ν
k
)
[Dkg(t)][Jν+kf(t)]. (3.37)
Demonstrac¸a˜o: Sendo f cont´ınua em [0, X] e g anal´ıtica em a, para todo a ∈ [0, X]
temos, por definic¸a˜o, que
D[f(t)g(t)] =
1
Γ(ν)
∫ t
0
(t− ξ)ν−1[f(ξ)g(ξ)]dξ,
14Em todos os casos considerados, salvo disposto em contra´rio, f e g teˆm todas derivadas de ordem
inteira e pertencem a classe C.
15No pro´ximo cap´ıtulo estendemos a fo´rmula acima para derivadas fraciona´rias.
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ale´m disso, como por hipo´tese g e´ anal´ıtica, temos
g(ξ) =
∞∑
k=0
(−1)kD
kg(t)
k!
(t− ξ)k = g(t) +
∞∑
k=1
(−1)kD
kg(t)
k!
(t− ξ)k.
Agora, utilizando os resultados das duas u´ltimas equac¸o˜es podemos escrever
Jν [f(t)g(t)] = g(t)Jνf(t) +
1
Γ(ν)
∫ t
0
(t− ξ)νf(ξ)
×
∞∑
k=1
(−1)kD
kg(t)
k!
(t− ξ)k−1.
Uma vez que f e´ cont´ınua em [0, X] e ν > 0 o produto (t − ξ)νf(ξ) e´ limitado em [0, t]
e uma vez que f ∈ C a integral converge uniformemente, ou seja, podemos comutar o
somato´rio e a integral de modo a escrever
Jν [f(t)g(t)] =
∞∑
k=0
(−1)kΓ(ν + k)
k!Γ(ν)
[Dkg(t)][Jν+kf(t)]
=
∞∑
k=1
(−ν
k
)
[Dkg(t)][Jν+kf(t)],
(3.38)
que e´ justamente o resultado que deseja´vamos
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Cap´ıtulo 4
A Derivada Fraciona´ria
Sendo D = d/dx o operador diferencial e n um nu´mero natural, o significado de Dnf(x),
a derivada de ordem n da func¸a˜o f , e´ bastante conhecido. Nos cap´ıtulos anteriores,
atribu´ımos um sentido para Jν , com Re(ν) > 0, isto e´, definimos a integral fraciona´ria
de ordem ν.
Neste cap´ıtulo, apresentamos as definic¸o˜es de Riemann-Liouville, Caputo, Weyl
e Gru¨nwald-Letnikov para o operador fraciona´rio1, Dβ, com Re(β) > 0, ou seja, apresen-
tamos poss´ıveis definic¸o˜es para a derivada de ordem fraciona´ria.
A escolha mais precisa do operador fraciona´rio dependera´ do problema que tiver-
mos abordando, por exemplo, mostramos que a definic¸a˜o de Caputo e´ mais conveniente
quando estamos estudando equac¸o˜es diferenciais com condic¸o˜es iniciais [26] e que a de-
finic¸a˜o de Gru¨nwald-Letnikov [51, 71, 72] e´ a mais conveniente quando trabalhamos com
problemas nume´ricos.
Neste trabalho um de nossos principais objetivos e´ resolver equac¸o˜es diferenciais,
por esta raza˜o mostramos que para todas as definic¸o˜es anteriormente citadas a derivada
fraciona´ria de polinoˆmios coincide, tendo em vista a ampla gama de problemas que podem
ser resolvidos pelo me´todo de Frobenius [16].
Este cap´ıtulo esta´ disposto da seguinte maneira: Apresentamos as definic¸o˜es mais
conhecidas para a derivada fraciona´ria e discutimos as diferenc¸as entre as duas mais ampla-
mente difundidas, a saber Caputo e Riemann-Liouville. Discutimos a na˜o validade da lei
dos expoentes para a derivada fraciona´ria e conclu´ımos o cap´ıtulo apresentando a fo´rmula
de Leibniz para derivadas de ordem fraciona´ria segundo Caputo e Riemann-Liouville.
1Embora denotado de mesma forma fica claro que aqui este operador tem um sentido generalizado.
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4.1 Definic¸a˜o de Riemann-Liouville
A definic¸a˜o da derivada de ordem fraciona´ria, segundo Riemann-Liouville, esta´ baseada
essencialmente no fato de a derivada ser a operac¸a˜o inversa da integrac¸a˜o e na lei dos
expoentes, e estabelece que a derivada de ordem fraciona´ria e´ a derivada de ordem inteira
de uma determinada integral de ordem fraciona´ria da seguinte maneira:
Sendo β ∈ IC com Re(β) > 0, n o menor inteiro maior que Re(β) e ν = n − β, podemos
escrever
0 < Re(ν) ≤ 1.
Definimos a derivada de ordem β de f(x), para x > 0 por
0D
β
x f(x) = D
n [Jν f(x)], (4.1)
na qual Dn e´ a derivada de ordem n inteira e Jν e´ a integral de Riemann-Liouville de ordem
ν, conforme equac¸a˜o (3.1).
Fac¸amos inicialmente uma observac¸a˜o trivial. Sendo n ∈ IN e I o operador
identidade temos que
0D
n
x J
n = I, Jn 0D
n
x 6= I, (4.2)
ou seja, 0D
n
x e´ o operador inverso de J
n a` esquerda e na˜o o e´ a` direita. De fato podemos
notar que
Jn 0D
n
t f(t) = f(t)−
n−1∑
k=0
f (k)(0)
tk
k!
, t > 0. (4.3)
Desta forma, conve´m ressaltar que a derivada fraciona´ria de ordem β ∈ IR segundo
Riemann-Liouville, 0D
β
x, foi definida como sendo a inversa a` esquerda de J
β, ou seja,
0D
β
xJ
β = I, β > 0. (4.4)
Para motivar a definic¸a˜o apresentada vamos calcular a derivada de ordem β da
func¸a˜o f(x) = xµ, µ > −1 e vamos recuperar o resultado da equac¸a˜o (1.2). Pela equac¸a˜o
(4.1) temos que2
Dβ f(x) = Dn [Jν xµ].
Sabemos, pelo resultado da equac¸a˜o (3.3), que
Jν xµ =
Γ(µ+ 1)
Γ(µ+ ν + 1)
xν+µ
logo, sendo Re(ν) > 0, x > 0 podemos escrever, pela equac¸a˜o (4.1), que
2Deste ponto em diante, quando estivermos utilizando a definic¸a˜o de Riemann-Liouville, omitimos
sub´ındices do operador fraciona´rio D, contudo seu significado permanece claro. Nos casos em que possam
surgir ambiguidades, deixamos os sub´ındices expl´ıcitos.
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Dβ xµ = Dn
[
Γ(µ+ 1)
Γ(µ+ ν + 1)
xν+µ
]
=
Γ(µ+ 1)
Γ(µ+ ν − n + 1)x
ν+µ−n.
Uma vez que ν = n − β podemos reescrever a equac¸a˜o acima de modo a recuperar o
resultado da equac¸a˜o (1.2), isto e´,
Dβxµ =
Γ(µ+ 1)
Γ(µ− β + 1)x
µ−β . (4.5)
Conve´m ressaltar que, no recente trabalho [58] encontramos uma interpretac¸a˜o f´ısica para
a derivada segundo Riemann-Liouville.
4.2 Derivada Fraciona´ria Segundo Caputo
Vimos na sec¸a˜o anterior que, segundo Riemann-Liouvile, a derivada fraciona´ria e´ a derivada
de ordem inteira de uma integral fraciona´ria. Nesta sec¸a˜o apresentamos a definic¸a˜o da
derivada fraciona´ria segundo Caputo que e´ bastante similar a` de Riemann-Liouville, pore´m
invertendo a ordem de integrac¸a˜o fraciona´ria com a ordem de derivac¸a˜o.
Novamente, tomamos β ∈ IC tal que Re(β) > 0, n o menor inteiro maior que
Re(β) e ν = n − β, ou seja, 0 < Re(ν) ≤ 1. Nestas condic¸o˜es, a derivada de ordem β de
f(x), segundo Caputo [49], denotada por Dβ∗ , e´ definida da seguinte maneira
Dβ∗ f(x) = cJ
ν
x [D
n f(x)] (4.6)
na qual x > 0. Com excec¸a˜o do ı´ndice ∗, os ı´ndices teˆm o mesmo significado que na
derivada fraciona´ria segundo Riemann-Liouville e para β = n ∈ IN definimos Dβ∗ = Dn, ou
seja,
Dβ∗f(t) =

1
Γ(n− β)
∫ t
0
f (n)(τ)
(t− τ)β+1−ndτ, n− 1 < β < n
dn
dtn
f(t) β = n.
(4.7)
Claramente, esta definic¸a˜o e´ mais restritiva que a definic¸a˜o de Riemann-Liouville
uma vez que requer a integrabilidade da derivada de ordem n da func¸a˜o. Sempre que
utilizarmos o operador Dβ∗ sera´ considerado que esta hipo´tese e´ satisfeita.
De maneira ana´loga ao que fizemos para a derivada segundo Riemann-Liouville,
calculemos, segundo Caputo, a derivada de ordem β da func¸a˜o f(x) = xµ, µ > −1 e µ 6= 0.
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Sabemos que
Dn xµ =
Γ(µ+ 1)
Γ(µ− n + 1)x
µ−n
ale´m disso temos, pela equac¸a˜o (3.3), que
Jνxµ−n =
Γ(µ− n + 1)
Γ(µ− n+ ν + 1)x
µ−n−ν .
A partir das equac¸o˜es acima podemos escrever
Dβ∗ x
µ = Jν [Dn xµ] = Jν
[
Γ(µ+ 1)
Γ(µ− n+ 1)x
µ−n
]
=
Γ(µ+ 1)
Γ(µ+ ν − n+ 1)x
ν+µ−n.
Uma vez que ν = n − β podemos reescrever a equac¸a˜o acima de modo a recuperar o
resultado da equac¸a˜o (4.5), ou seja,
Dβ∗ x
µ =
Γ(µ+ 1)
Γ(µ− β + 1)x
µ−β ,
que e´ exatamente o resultado desejado.
4.3 Caputo × Riemann-Liouville
Antes de introduzirmos a definic¸a˜o da derivada fraciona´ria segundo Weyl apresentamos
uma discussa˜o envolvendo as verso˜es de Caputo e de Riemann-Liouville. Inicialmente
notemos que sendo f(t) uma func¸a˜o na qual a integral e a derivada fraciona´rias podem ser
aplicadas temos
Dβ f(t) = Dm [Jm−β f(t)] 6= Jm−β [Dm f(t)] = Dβ∗ f(t) (4.8)
ou seja, de maneira geral, ao comutar a integral fraciona´ria com a derivada, alteramos o
resultado final.
Conve´m ressaltar que se f(t) e suas derivadas de ordem inteira menores que m se
anulam em t = 0+ a comutac¸a˜o e´ poss´ıvel3. E´ por esta raza˜o que a derivada fraciona´ria de
ordem β ∈ IR da func¸a˜o f(x) = xµ, µ > −1 e µ 6= 0, coincide quando utilizamos a versa˜o
3De fato, para que possamos comutar a integral com a derivada e´ suficiente que em ambos os casos a
integral convirja uniformemente [70].
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de Riemann-Liouville e a versa˜o de Caputo, pois f (n)(0+) = 0 para todo n ≤ m − 1. De
fato, integrando por partes podemos escrever para m− 1 < β < m e t > 0,
Dβf(t) = Dβ∗ f(t) +
m−1∑
k=0
tk−β
Γ(k − β + 1)f
(k)(0+). (4.9)
Utilizando o resultado da equac¸a˜o (4.5), podemos reescrever a equac¸a˜o acima da seguinte
maneira
Dβ∗f(t) = D
β
(
f(t)−
m−1∑
k=0
tk
k!
f (k)(0+)
)
. (4.10)
A equac¸a˜o (4.10) mostra que a derivada fraciona´ria segundo Caputo incorpora
os valores iniciais da func¸a˜o e de suas derivadas de ordem inteira menores que ou iguais a
m− 1. Este fato e´ crucial para o desenvolvimento do ca´lculo fraciona´rio como vamos ver,
em detalhes, no Cap´ıtulo 5.
Embora para polinoˆmios na˜o-constantes as definic¸o˜es segundo Riemann-Liouville
e Caputo para a derivada fraciona´ria coincidam, isto na˜o ocorre para constantes, uma
vez que na definic¸a˜o de Caputo primeiro tomamos a derivada de ordem inteira e depois a
integral fraciona´ria. A derivada de ordem fraciona´ria segundo Caputo de uma constante e´
nula, ou seja,
Dβ∗1 = 0, (4.11)
o que na˜o ocorre quando calculamos a derivada segundo Riemann-Liouville4. Partindo da
interpretac¸a˜o f´ısica deste fato, alguns autores5 julgam que a derivada segundo Caputo e´
mais precisa que a derivada segundo Riemann-Liouville.
Observemos outras importantes diferenc¸as entre a definic¸a˜o de Caputo e a de-
finic¸a˜o de Riemann-Liouville. Pela equac¸a˜o (4.5) temos que
Dβ tβ−1 = 0, β > 0, t > 0, (4.12)
pois Γ(x)→∞ quando x→ 0.
A partir das equac¸o˜es (4.8)-(4.12) podemos escrever para duas func¸o˜es com deri-
vada de ordem β coincidentes, t > 0 e m− 1 < β < m, que
Dβ f(t) = Dβ g(t) ⇐⇒ f(t) = g(t) +
m∑
j=1
cj t
β−j, (4.13)
4Veja equac¸a˜o (1.10).
5Na refereˆncia [26] os autores concluem que dizer que a derivada fraciona´ria de uma constante na˜o e´ nula
seria o mesmo que dizer que em um sistema em equil´ıbrio a energia na˜o se dissipa, o queˆ consequentemente
tornaria a definic¸a˜o de Caputo mais precisa.
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Dβ∗ f(t) = D
β
∗ g(t) ⇐⇒ f(t) = g(t) +
m∑
j=1
cj t
m−j , (4.14)
nas quais cj sa˜o constantes arbitra´rias.
Podemos utilizar o resultado da equac¸a˜o (4.12) como exemplo de que Dβ na˜o e´ o
inverso a` direita de Jβ, pois
Jβ Dβ tβ−1 = 0 mas Dβ Jβ tβ−1 = tβ−1, β > 0, t > 0. (4.15)
Atrave´s das definic¸o˜es e formalmente tomando o limite β → (m− 1) podemos notar outra
importante diferenc¸a
β → (m− 1) =⇒ Dβ f(t)→ Dm J f(t) = Dm−1 f(t)
β → (m− 1) =⇒ Dβ∗ f(t)→ JDm f(t) = Dm−1 f(t)− f (m−1)(0+).
(4.16)
4.3.1 Transformada de Laplace e Convoluc¸a˜o
Consideremos agora a transformada de Laplace nas duas formulac¸o˜es para a derivada
fraciona´ria. Para a derivada fraciona´ria de Riemann-Liouville a transformada de Laplace
requer o conhecimento de condic¸o˜es iniciais dadas em termos da integral Jm−α e de suas
derivadas de ordem k = 1, 2, · · · , m− 1 uma vez que [49]
L{Dβf(t)} = sβF (s)−
m−1∑
k=0
Dk J(m−β) f(0+) sm−1−k, (4.17)
e de maneira ana´loga
L−1
{
sβF (s)−
m−1∑
k=0
Dk J(m−β) f(0+) sm−1−k
}
= Dβf(t), (4.18)
nas quais F (s) = L{f(t)} e m− 1 < β < m.
Ja´ a derivada fraciona´ria segundo Caputo parece ser mais apropriada quando
utilizamos a metodologia da transformada de Laplace para a resoluc¸a˜o de uma equac¸a˜o
diferencial de ordem na˜o-inteira, por exemplo, uma vez que requer o conhecimento de
condic¸o˜es iniciais dadas na func¸a˜o e em suas derivadas de ordem inteira, que sa˜o fisicamente
interpreta´veis. De fato, notemos que
Jβ Dβ∗ f(t) = J
β Jm−β Dm f(t) = Jm Dm f(t) = f(t)−
m−1∑
k=0
f (k)(0+)
tk
k!
· (4.19)
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Ale´m disso, temos, pela definic¸a˜o do produto de convoluc¸a˜o, que
Dβ∗f(t) =
1
Γ(m− β)
∫ t
0
(t− τ)m−β−1 d
m
dτm
f(τ)dτ =
tm−β−1
Γ(m− β) ∗
(
dm
dtm
f(t)
)
,
na qual m− 1 < β < m.
Segundo a equac¸a˜o (3.22) temos que
L{Jβ f(t)} = s−β F (s) ⇐⇒ L−1{s−β F (s)} = Jβ f(t), β > 0,
na qual F (s) e´ a transformada de Laplace de f(t). Aplicando a transformada de Laplace
na equac¸a˜o (4.19) e utilizando a equac¸a˜o anterior podemos escrever, para o primeiro termo,
que
L{Jβ Dβ∗ f(t)} = s−βL{Dβ∗ f(t)}.
Por outro lado, aplicando a transformada no u´ltimo termo da equac¸a˜o (4.19) temos6
L{Jβ Dβ∗ f(t)} = F (s)−
m−1∑
k=0
f (k)(0) s−k−1.
Combinando os resultados das treˆs u´ltimas equac¸o˜es obtemos a expressa˜o para a transfor-
mada de Laplace da derivada segundo Caputo, isto e´,
L{Dβ∗ f(t)} = sβ F (s)−
m−1∑
k=0
f (k)(0) sβ−k−1, (4.20)
e de maneira ana´loga para a transformada inversa
L−1{sβ F (s)−
m−1∑
k=0
f (k)(0) sβ−k−1} = Dβ∗ f(t). (4.21)
Tendo em vista as consequeˆncias de se comutar a ordem de integrac¸a˜o com a de
derivac¸a˜o e o fato de na˜o haver, ate´ a presente data, uma definic¸a˜o que se possa tomar como
sendo a mais adequada sempre, utilizamos cada uma das definic¸o˜es segundo a convenieˆncia
dos problemas em questa˜o.
4.4 Lei dos Expoentes para Derivadas Fraciona´rias
Vimos na Sec¸a˜o 3.6 que a assim chamada lei dos expoentes se aplica para integrais de
ordem fraciona´ria. Em geral, ambos operadores Dβ e Dβ∗ na˜o satisfazem esta propriedade.
6Note que L{tk/k!} = s−k−1 ⇐⇒ L−1{s−k−1} = tk/k!.
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A na˜o aplicabilidade da lei dos expoentes para derivadas de ordem fraciona´ria pode ser
separada em dois casos, (a) D
α Dβ f(t) = Dβ Dα f(t) 6= Dα+β f(t)
(b) Dα Dβ g(t) 6= Dβ Dα g(t) = Dα+β g(t).
(4.22)
Utilizamos a equac¸a˜o (4.5), func¸a˜o f(t) = t−1/2, α = β = 1/2 para verificar o caso (a).
Temos que
D1/2f(t) = 0, D1/2D1/2f(t) = 0, mas D1/2+1/2f(t) 6= 0.
Para dar um exemplo relativo ao caso (b) novamente utilizamos a equac¸a˜o (4.5), g(t) = t1/2
e α = 1/2, β = 3/2. Sendo assim
D1/2g(t) =
√
π
2
, D3/2g(t) = 0, mas D1/2D3/2g(t) = 0,
D3/2D1/2g(t) =
−t3/2
4
, e D1/2+3/2g(t) = D2g(t) =
−t3/2
4
·
Uma ana´lise detalhada da Lei dos Expoentes pode ser encontrada no livro de Miller e Ross
[83]. Para os nossos objetivos e´ suficiente destacar um dos resultados mais importantes la´
apresentado.
Teorema 3: Seja f(t) = tλ η(t) ou f(t) = tλ ln t η(t), na qual λ > −1 e η(t) =
∞∑
n=0
an t
n
com raio de convergeˆncia R, enta˜o para 0 ≤ t < R, as seguintes fo´rmulas sa˜o va´lidas:

µ ≥ 0 e 0 ≤ ν ≤ µ =⇒ Dν Jµ f(t) = Jµ−ν f(t),
µ ≥ 0 e ν > µ =⇒ Dν Jµ f(t) = Dµ−ν f(t),
0 ≤ µ < λ+ 1 e ν ≥ 0 =⇒ Dν Dµ f(t) = Dµ+ν f(t).
(4.23)
A demonstrac¸a˜o deste teorema no caso em que f(t) na˜o tem o fator ln t, segue
como consequeˆncia da definic¸a˜o dos operadores J e D. A demonstrac¸a˜o completa do teorema
pode ser encontrada em [83].
4.5 Derivada Fraciona´ria Segundo Weyl
Vimos, nas sec¸o˜es anteriores, que tanto a definic¸a˜o segundo Riemann-Liouville quanto a
definic¸a˜o segundo Caputo para derivada fraciona´ria de ordem β da func¸a˜o f(x) = xµ,
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µ > −1 e µ 6= 0 no caso em que c = 0 e´ dada por
Γ(µ+ 1)
Γ(µ− β + 1)x
µ−β ,
ou seja, nenhuma das duas definic¸o˜es e´ aplica´vel a f(x) = 1/x pois a func¸a˜o acima na˜o
esta´ definida para µ = −1.
Definic¸a˜o 4 Definimos a classe de func¸o˜es S como sendo o conjunto de func¸o˜es infinita-
mente diferencia´veis em todos os pontos, de tal maneira que suas derivadas de ordem n
sejam de ordem t−n.
Com o intuito de escapar da controve´rsia advinda da ordem de integrac¸a˜o e de-
rivac¸a˜o, discutida na sec¸a˜o anterior, introduzimos a derivada de Weyl em conformidade
com Miller e Ross [83], isto e´, definimos a derivada da integral de Weyl para uma func¸a˜o
f pertencente a` classe S, pois neste caso as integrais∫ ∞
0
xν−1f(x+ t)dx, e
∫ ∞
0
xν−1
∂
∂t
f(x+ t)dx,
sa˜o uniformemente convergentes, de onde segue que
D[W−νf(t)] = D
[
1
Γ(ν)
∫ ∞
0
xν−1f(x+ t)dx
]
=
1
Γ(ν)
∫ ∞
0
xν−1Df(x+ t)dx,
na qual W−νf(t) = 1
Γ(ν)
∫∞
0
xν−1f(x+t)dx e´ a definic¸a˜o de Weyl para a derivada fraciona´ria.
E´ conveniente ressaltar que, por definic¸a˜o, a func¸a˜o f(x) = 1/x, cuja derivada fraciona´ria
na˜o estava definida para as derivadas fraciona´rias segundo Riemann-Liouville e Caputo,
pertence a` classe de func¸o˜es S.
Uma conclusa˜o natural do que foi discutido anteriormente e´ que
Dn[W−νf(t)] = W−ν [Dnf(t)]. (4.24)
Contudo, por convenieˆncia, utilizamos o operador E = −D para7 definir a deri-
vada fraciona´ria de ordem β segundo Weyl da seguinte maneira: Sendo n o menor inteiro
maior que β e
ν = n− β,
7Os detalhes desta convenieˆncia podem ser vistos em [83]. Numa visa˜o mais simplista, podemos pensar
que esta mudanc¸a do operador D para o operador E e´ feita de modo a tornar a derivada fraciona´ria de
x−1 coerente com o resultado advindo do ca´lculo diferencial usual.
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definimos a derivada de ordem β segundo Weyl, Wβ, por
Wβf(t) = En[W−νf(t)], Re(β) > 0. (4.25)
Pelas razo˜es anteriormente mencionadas, finalizamos esta sec¸a˜o calculando expli-
citamente a derivada fraciona´ria segundo Weyl de f(x) = 1/x.
Ca´lculos envolvendo a func¸a˜o gama, similares ao que fizemos para calcular a
derivada fraciona´ria de polinoˆmios segundo Riemann-Liouvile, nos permitem escrever
Wνx−µ =
Γ(µ− ν)
Γ(µ)
xν−µ, 0 < Re(ν) < Re(µ), x > 0. (4.26)
Logo, para f(x) = 1/x podemos escrever
Wνx−1 =
Γ(1− ν)
Γ(1)
xν−1,
e consequentemente
Wβx−1 = En[Wνx−1]
= En
[
Γ(1− ν)
Γ(1)
xν−1
]
= (−1)n+1Γ(n+ 1− ν)xν−n−1
= (−1)n+1Γ(β + 1)x−(β+1),
onde a u´ltima igualdade e´ devida a`s definic¸o˜es de ν e n. Note que quando β = 1, e
consequentemente n = 2, recuperamos a derivada, no sentido usual, de f(x) = 1/x, isto e´,
−x−2.
Ale´m dos resultados referentes a` func¸a˜o f(x) = 1/x, a derivada fraciona´ria se-
gundoWeyl pode ser utilizada para propor uma poss´ıvel interpretac¸a˜o geome´trica da func¸a˜o
g(x) = sen (ax), na qual a e´ uma constante. Note que esta interpretac¸a˜o na˜o e´ va´lida, em
geral. Sabemos do ca´lculo elementar que
D0 sen (ax) = sen
(
ax+
0× π
2
)
D1 sen (ax) = a cos(ax) = a sen
(
ax+
1× π
2
)
D2 sen (ax) = a2 cos
(
ax+
1× π
2
)
= a2 sen
(
ax+
2× π
2
)
.
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Mostra-se, trivialmente, por induc¸a˜o que
Dn sen (ax) = an sen
(
ax+
nπ
2
)
. (4.27)
Ale´m disso, pensando a integrac¸a˜o como processo inverso da diferenciac¸a˜o, ou seja, D−1,
podemos dizer que a equac¸a˜o (4.27) e´ va´lida para todo n ∈ ZZ.
Tambe´m pela equac¸a˜o (4.27) podemos interpretar a derivac¸a˜o como uma rotac¸a˜o
de π/2 no sentido anti-hora´rio e a integrac¸a˜o como uma rotac¸a˜o no sentido hora´rio, como
nos mostra a Figura 4.1.
D1g(x)
π/2
x
g(x)
D2g(x)
D−1g(x)
D0g(x)
π
−π/2
Figura 4.1: Poss´ıvel interpretac¸a˜o geome´trica para Dng(x).
Tomando n = α ∈ IR na equac¸a˜o (4.27) obtemos a seguinte equac¸a˜o
Dα sen (ax) = aα sen
(
ax+
απ
2
)
, (4.28)
que pode ser considerada como uma rotac¸a˜o, no sentido hora´rio, de um aˆngulo α, como
nos mostra a Figura 4.2.
O processo de generalizac¸a˜o da equac¸a˜o (4.27) para a equac¸a˜o (4.28) que apresentamos e´
bastante ingeˆnuo, pore´m o resultado da equac¸a˜o (4.28) e´ o mesmo obtido quando utilizamos
a derivada de Weyl para calcular a derivada de ordem α de g(x).
Uma interessante e recente aplicac¸a˜o que utiliza a derivada fraciona´ria de Weyl
pode ser encontrada em [11], na qual o autor estuda o problema das assim chamadas esferas
de fluidos com fronteira fraciona´ria.
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Dαg(x)
α
x
g(x)
Figura 4.2: Poss´ıvel interpretac¸a˜o geome´trica para Dαg(x).
4.6 Derivada Fraciona´ria Segundo Gru¨nwald-Letnikov
Embora haja outras definic¸o˜es8 para o operador fraciona´rio, finalizamos este cap´ıtulo apre-
sentando a definic¸a˜o de Gru¨nwald-Letnikov [51], dada a grande aplicabilidade desta de-
finic¸a˜o em problemas nume´ricos e por esta na˜o apresentar a dependeˆncia da constante c,
que e´ um dos pontos poleˆmicos desta teoria, como vamos ver em detalhes no pro´ximo
cap´ıtulo.
Ale´m disso, em um bel´ıssimo par de trabalhos Lorenzo e Hartely [71, 72] uti-
lizam a definic¸a˜o de Gru¨nwald-Letnikov para propor, numericamente, uma interpretac¸a˜o
geome´trica para a derivada fraciona´ria. No trabalho [95] Podlubny propo˜e uma inter-
pretac¸a˜o f´ısica para a derivada segundo Gru¨nwald-Letnikov. Apresentamos aqui uma mo-
tivac¸a˜o para a derivada de Gru¨nwald-Letnikov bem como uma interpretac¸a˜o probabil´ıstica
para a mesma no caso da derivada de ordem 1/2.
Mencionamos que utilizando a derivada fraciona´ria segundo Gru¨nwald-Letnikov,
para calcular a derivada de um polinoˆmio na˜o-constante encontramos o mesmo resultado
que obtivemos utilizando a definic¸a˜o de Riemann-Liouville ou Caputo e que como nosso
interesse primordial e´ a resoluc¸a˜o de equac¸o˜es diferenciais, na forma anal´ıtica, quando
poss´ıvel, na˜o entramos em muitos detalhes desta definic¸a˜o e recomendamos fortemente a
leitura das refereˆncias [51, 83, 94]. Como uma aplicac¸a˜o recente desta formulac¸a˜o mencio-
namos o artigo [92] no qual o autor utiliza a definic¸a˜o de Gru¨nwald-Letnikov, para resolver
a equac¸a˜o diferencial fraciona´ria de onda-difusa˜o no caso em que ha´ simetria cil´ındrica.
Sejam f uma func¸a˜o definida em um intervalo qualquer e x0 um ponto fixo no
8Estas definic¸o˜es podem ser encontradas na refereˆncia [83].
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interior deste intervalo. Sabemos, pela definic¸a˜o de derivada que
D1f(x0) = lim
h→0
f(x0)− f(x0 − h)
h
,
D2f(x0) = lim
h→0
f(x0)− 2f(x0 − h) + f(x0 − 2h)
h2
,
utilizando uma induc¸a˜o e o triaˆngulo de Pascal obtemos
Dnf(x0) = lim
h→0
n∑
m=0
(−1)n
(
n
m
)
f [x0 −mh]
hn
.
Sendo β um nu´mero real, a definic¸a˜o de Gru¨nwald-Letnikov para Dβ aplicado na func¸a˜o f
e calculada em x0 e´ dada pela generalizac¸a˜o da fo´rmula anterior, ou seja, [83]
Dβf(x0) = lim
h→0
∞∑
m=0
(−1)m
(
β
m
)
f [x0 −mh]
hβ
· (4.29)
Fica claro, pela equac¸a˜o acima, que ao calcular o valor da derivada fraciona´ria
em um dado ponto x0 levamos em conta o valor da func¸a˜o em uma quantidade de pontos
maior que a da respectiva derivada de ordem inteira. Ale´m disso, no particular caso em que
a varia´vel e´ temporal, ao considerarmos a derivada fraciona´ria da func¸a˜o estamos levando
em conta o comportamento da func¸a˜o em momentos anteriores ao que estamos medindo,
esta e´ a raza˜o pela qual dizemos que a derivac¸a˜o de ordem na˜o inteira conserva efeitos de
memo´ria e, consequentemente, oferece uma descric¸a˜o mais fina de fenoˆmenos.
No caso em que β = 1/2 temos
D1/2f(x0) = lim
h→0
f(x0)− 1/2f(x0 − h)− 1/4f(x0 − 2h)− · · ·
h1/2
·
Como 1/2+1/4+1/8+ · · · = 1 podemos pensar a derivada de ordem 1/2 como uma me´dia
entre o valor presente da func¸a˜o e seus valores passados.
E´ importante ressaltar que a se´rie apresentada na equac¸a˜o (4.29) e´ justamente o
aparente paradoxo ao qual Leibniz se referiu em sua carta a l’Hoˆpital9.
9Ver Sec¸a˜o 1.2.
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4.7 Derivada Fraciona´ria Segundo Riesz
Nesta sec¸a˜o apresentamos a integral fraciona´ria de Riesz, tambe´m conhecida como potencial
de Riesz, com o intuito de definir a derivada fraciona´ria de Riesz que e´ de fundamental
importaˆncia, por exemplo, no estudo de equac¸o˜es diferenciais de ordem na˜o inteira, nas
quais uma de suas varia´veis assume valores em toda reta.
Iniciamos com a definic¸a˜o da integral de Riemann-Liouville a` esquerda que e´
justamente a nossa definic¸a˜o da integral de Riemann, dada pela equac¸a˜o (1.24), ou seja,
Jν+f(x) =
1
Γ(ν)
∫ x
a
(x− t)ν−1f(t) dt, x > a.
Por outro lado, a definic¸a˜o da assim chamada integral de Riemann-Liouville a` direita e´
dada por
Jν−f(x) =
1
Γ(ν)
∫ b
x
(t− x)ν−1f(t) dt ν > 0.
Definimos a integral fraciona´ria de Riesz por [5]
Jν∗f(x) =
Jν+f(x) + J
ν
−f(x)
2
=
1
2 Γ(ν)
∫ b
a
|x− t|ν−1f(t) dt.
(4.30)
Note que ha´ outras formas de se definir a integral de Riesz, em particular, a que inclui um
fator de 1/ cos(πν/2) e´ comumente encontrada [106].
De maneira geral, e nos casos em que utilizamos a definic¸a˜o do potencial de Riesz,
os limites da integral acima sa˜o a = −∞ e b = +∞. Desta forma a equac¸a˜o (4.30) e´ va´lida
para apenas para uma classe especial de func¸o˜es [5, 106], chamadas func¸o˜es da classe de
Riesz10.
Definimos a derivada fraciona´ria de Riesz de maneira ana´loga a` que fizemos para
a integral, isto e´, em termos das derivadas de Riemann-Liouville a` esquerda e a` direita.
A derivada fraciona´ria de Riemann-Liouville a` esquerda coincide com a nossa
definic¸a˜o usual para a derivada de Riemann-Liouville, ou seja,
Dβ+f(x) =
1
Γ(n− β)
(
d
dt
)n ∫ x
a
(x− t)n−β−1f(t) dt
= DnJn−β+ f(x).
10Neste trabalho sempre que estivermos considerando a integral ou a derivada fraciona´ria de Riesz de
uma func¸a˜o estaremos assumindo que esta pertence a classe de func¸o˜es de Riesz.
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Ja´ a derivada fraciona´ria de Riemann-Liouville a` direita e´ definida por
Dβ−f(x) =
1
Γ(n− β)
(
− d
dt
)n ∫ b
x
(t− x)n−β−1f(t) dt
= (−1)nDnJn−β− f(x).
Desta forma, definimos derivada fraciona´ria de Riesz11 por
DβRf(x) =
Dβ+f(x) + (−1)nDβ−f(x)
2
=
1
Γ(n− β)
(
d
dt
)n ∫ b
a
|x− t|n−β−1f(t) dt.
(4.31)
Conclu´ımos esta sec¸a˜o apresentando a definic¸a˜o que sera´ utilizada em nossas
aplicac¸o˜es, isto e´, a definic¸a˜o de Riesz-Caputo. A derivada fraciona´ria de Caputo a` esquerda
coincide com a nossa definic¸a˜o usual para a derivada de Caputo, logo,
Dβ∗+f(x) =
1
Γ(n− β)
∫ x
a
(x− t)n−β−1
(
d
dt
)n
f(t) dt
= Jn−β+ D
nf(x).
Definimos a derivada fraciona´ria de Caputo a` direita por
Dβ∗−f(x) =
1
Γ(n− β)
∫ b
x
(t− x)n−β−1
(
− d
dt
)n
f(t) dt
= Jn−β− (−1)nDnf(x).
Sendo assim, definimos derivada fraciona´ria de Riesz-Caputo por
DβRCf(x) =
Dβ∗+f(x) + (−1)nDβ∗−f(x)
2
=
1
Γ(n− β)
∫ b
a
|x− t|n−β−1
(
d
dt
)n
f(t) dt.
(4.32)
Novamente, ressaltamos que em geral consideramos os limites da integral acima
como sendo a = −∞ e b = +∞.
11Esta definic¸a˜o tambe´m e´ encontrada na literatura com o nome de derivada fraciona´ria de Riesz no
sentido de Riemann-Liouville.
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4.8 Fo´rmula de Leibniz para Derivada Fraciona´ria
No cap´ıtulo anterior mostramos a fo´rmula de Leibniz para integrais fraciona´rias, ou seja,
mostramos o resultado da equac¸a˜o (3.37), a qual nos diz que se f e´ uma func¸a˜o cont´ınua
em [0, X] e g e´ anal´ıtica em a, para todo a pertencente a [0, X] enta˜o12
Jν [f(t)g(t)] =
p∑
k=0
(−ν
k
)
[Dkg(t)][Jν+kf(t)], ν > 0.
Ale´m disso, mostramos um caso particular da equac¸a˜o acima bastante aplica´vel, isto e´, no
caso em que g e´ um polinoˆmio e f ∈ C, tambe´m podemos escrever
Jν [f(t)tp] =
p∑
k=0
(−ν
k
)
[Dktp][Jν+kf(t)], ν > 0,
na qual p e´ um inteiro positivo.
O objetivo desta sec¸a˜o e´ mostrar um resultado ana´logo para derivadas de ordem
fraciona´ria, ou seja, queremos saber sobre quais condic¸o˜es a fo´rmula
Dν [f(t)g(t)] =
∞∑
k=0
(
ν
k
)
[Dkg(t)][Dν−kf(t)], ν > 0 (4.33)
e´ va´lida. Iniciemos com o seguinte lema:
Lema 1: Se f(x) e´ uma func¸a˜o pertencente a` classe C em (a, b), enta˜o
Dαf(x) =
∞∑
k=0
(
α
n
)
(x− a)n−α
Γ(n+ 1− α) f
(n)(x), α > 0, x ∈ (a, b). (4.34)
Demonstrac¸a˜o: Uma vez que f pertence a classe C em (a, b) ela e´ anal´ıtica em (a, b) e,
sendo assim, pode ser representada pela se´rie
f(t) =
∞∑
n=0
(−1)k f
(n)(x)
n!
(x− t)n.
Como α > 0 e f ∈ C, temos que a definic¸a˜o para a derivada fraciona´ria de Riemann-
Liouville coincide com a de Caputo, ou seja, sendo m− 1 < α < m e β = m−α temos que
Dαf(x) = JβDmf(x) = DmJβf(x). Utilizando este fato, a representac¸a˜o em se´rie para f(t)
e tendo em vista as propriedades das func¸o˜es pertencentes a` classe13 C, podemos escrever
12Note que
(
−ν
k
)
= (−1)k Γ(ν+k)k!Γ(ν) .
13Como f ∈ C podemos comutar o somato´rio com a derivada.
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Dαf(x) = DmJβf(x)
= Dm
[
Jβ
∞∑
n=0
(−1)k f
(n)(x)
n!
(x− t)n
]
= Dm
[
∞∑
n=0
(−β
n
)
xn+βf (n)(x)
Γ(1 + β + n)
]
.
Utilizando a fo´rmula de Leibniz para derivadas de ordem inteira, dada pela equac¸a˜o (3.35),
podemos escrever
Dαf(x) =
∞∑
n=0
(−β
n
) m∑
k=0
(
m
k
)
xn−α+kf (n+k)(x)
Γ(n− α + k + 1)
=
∞∑
n=0
∞∑
k=0
(−β
n
)(
m
k
)
xn−α+kf (n+k)(x)
Γ(n− α+ k + 1) ·
Note que podemos tomar o limite superior do segundo somato´rio como sendo infinito pois(
n
j
)
= 0 se j > n. Introduzindo a mudanc¸a de varia´vel j = n+ k e invertendo a ordem dos
somato´rios podemos escrever14
Dαf(x) =
∞∑
j=0
[
j∑
n=0
(−β
n
)(
m
j − n
)]
xj−αf (j)(x)
Γ(j − α + 1)
=
∞∑
j=0
(
α
j
)
xj−αf (j)(x)
Γ(j − α + 1) ,
que e´ justamente o resultado que busca´vamos
4.8.1 Demonstrac¸a˜o da Fo´rmula de Leibniz Generalizada
De posse do lema anterior podemos demonstrar o teorema que se segue.
Teorema 4: Sejam f(x) e g(x) func¸o˜es anal´ıticas em [a, b]. Enta˜o
Dα[f(t)g(t)] =
∞∑
k=0
(
α
k
)
[Dkg(t)][Dν−kf(t)], (4.35)
para α ∈ IR e α 6= −1,−2, . . ..
14A segunda igualdade e´ devida a` equac¸a˜o (3.12).
57
Demonstrac¸a˜o: Pela equac¸a˜o (4.34) temos que
Dα(fg) =
∞∑
n=0
(
α
n
)
(x− a)n−α
Γ(n+ 1− α) (fg)
(n)·
Utilizando, novamente, a fo´rmula de Leibniz para o caso inteiro e comutando os dois
somato´rios15, podemos escrever
Dα(fg) =
∞∑
j=0
g(j)
∞∑
n=j
(
α
n
)(
n
j
)
(x− a)n−α
Γ(n+ 1− α) f
(n−j)
=
∞∑
j=0
g(j)
∞∑
n=0
(
α
n+ j
)(
n+ j
j
)
(x− a)n+j−α
Γ(n+ j + 1− α) f
(n).
Utilizando o fato que
(
α
n+j
)(
n+j
j
)
=
(
α
j
)(
α−j
n
)
obtemos
Dα(fg) =
∞∑
j=0
(
α
j
)
g(j)
∞∑
n=j
(
α− j
n
)
(x− a)n−α
Γ(n+ 1− α) f
(n)
=
∞∑
j=0
(
α
j
)
g(j)
∞∑
n=0
(
α− j
n
)
(x− a)n+j−α
Γ(n+ j + 1− α) f
(n).
A partir da equac¸a˜o (4.34) com α− j ao inve´s de α obtemos
Dα(fg) =
∞∑
j=0
(
α
j
)
g(j) [Dα−jf(t)],
que e´ justamente o resultado que busca´vamos
Note que, embora o resultado da equac¸a˜o acima esteja correto para func¸o˜es f e
g anal´ıticas, a fo´rmula traz consigo o incoˆmodo fato que a derivada fraciona´ria de fg na˜o
e´, trivialmente, igual a` derivada fraciona´ria de gf . A fo´rmula
Dα(fg) =
∞∑
j=−∞
Γ(α+ 1)
Γ(α− γ − j + 1)Γ(γ + j + 1) [D
α−γ−jf ] [Dγ+jg], (4.36)
na qual γ e´ arbitra´rio, foi originalmente publicada por Watanable [116] e a exata regia˜o
na qual ela e´ va´lida foi determinada por Osler [91]. Aqui, apresentamos a demonstrac¸a˜o
15Temos que
∞∑
n=0
n∑
j=0
=
n∑
j=0
∞∑
n=j
.
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baseada no trabalho de Trencevski [111]. Sejam, α ∈ IC, f e g, duas func¸o˜es anal´ıticas.
Sem perda de generalidade podemos supor que
f(t) =
tm
Γ(m+ 1)
e g(t) =
tn
Γ(n+ 1)
.
Desta forma utilizando a linearidade do operador diferencial podemos escrever:
Dα(fg) = Dα
{
Γ(n +m+ 1)
Γ(n + 1)Γ(m+ 1)
tm+n
Γ(n+m+ 1)
}
.
Utilizando o resultado da equac¸a˜o (4.5) temos que
Dαtβ =
Γ(β + 1)
Γ(β − α+ 1) t
β−α
de onde podemos escrever
Dα(fg) =
Γ(n+m+ 1)
Γ(n + 1)Γ(m+ 1)
tm+n−α
Γ(n+m− α + 1) .
Substituindo a expressa˜o anterior no lado direito da equac¸a˜o (4.36), obtemos
∞∑
j=−∞
Γ(α+ 1)
Γ(α− γ − j + 1)Γ(γ + j + 1) [D
α−γ−jf ] [Dγ+jg] =
=
∞∑
j=−∞
Γ(α + 1) tn+j−α+γ tm−j−γ
Γ(j + γ + 1)Γ(α− j − γ + 1)Γ(n+ j − α− γ + 1)Γ(m− j − γ + 1) .
Para obter o resultado da equac¸a˜o (4.35) devemos demonstrar que:
∞∑
j=−∞
Γ(α + 1)Γ(n+m− α + 1)
Γ(m− j − γ + 1)Γ(n+ j − α− γ)Γ(j + γ + 1)Γ(α− j − γ + 1) =
=
Γ(n +m+ 1)
Γ(n+ 1)Γ(m+ 1)
·
Para tanto, introduzimos os seguintes paraˆmetros
a = n− γ, b = m+ γ − α, c = γ e d = α− γ.
Desta forma, o lado esquerdo da penu´ltima equac¸a˜o acima pode ser escrita da seguinte
forma
∞∑
j=−∞
Γ(a+ b+ 1)
Γ(a− j + 1)Γ(b+ j + 1)
Γ(c+ d+ 1)
Γ(c+ j + 1)Γ(d− j + 1) ·
Para completar a prova, basta compararmos o coeficiente de ta+c na identidade
(1 + x)a+b(1 + x)c+d = (1 + x)a+b+c+d.
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Cap´ıtulo 5
Inicializac¸a˜o
A questa˜o da inicializac¸a˜o, isto e´, a escolha de uma func¸a˜o complementar, como proposta
por Riemann em uma publicac¸a˜o po´stuma1, ou a escolha mais apropriada para a constante
c, e´ uma questa˜o comumente negligenciada na literatura. A definic¸a˜o de Liouville para
a integral fraciona´ria, com o limite inferior −∞, e a definic¸a˜o de Riemann, com o limite
inferior arbitra´rio c esta˜o essencialmente ligadas a` inicializac¸a˜o. Miller-Ross [83] ressaltam
o fato de que para a lei dos expoentes fazer sentido a func¸a˜o f(t), a ser integrada ou
diferenciada, bem como suas derivadas de ordem inteira, devem ser nulas para t ≤ c.
No mesmo livro e´ mencionado um relato sobre a histo´ria do ca´lculo fraciona´rio,
na qual e´ citada uma refereˆncia feita por A. Cayley ao artigo no qual Riemann define a
derivada fraciona´ria utilizando a func¸a˜o complementar2, a saber: Ao meu ver, a grande
dificuldade da teoria de Riemann esta´ na interpretac¸a˜o da func¸a˜o complementar... Miller-
Ross dizem ainda: A existeˆncia ou na˜o da func¸a˜o complementar foi motivo de muita
confusa˜o. Liouville e Peacock cometeram erros e a func¸a˜o complementar de Riemann
tornou-se demasiadamente trabalhosa.
Em um trabalho recente Lorenzo e Hartley [72] apresentam um estudo profundo
sobre a inicializac¸a˜o atrave´s de uma func¸a˜o complementar. Neste cap´ıtulo apresentamos
uma discussa˜o do referido trabalho.
1Ver Sec¸a˜o 1.5.
2Ver equac¸a˜o (1.12).
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5.1 Prova da Inicializac¸a˜o na˜o Constante
Na soluc¸a˜o de equac¸o˜es diferenciais de ordem fraciona´ria, muitos autores ([29, 83, 88], entre
outros) teˆm implicitamente inferido que uma inicializac¸a˜o constante, isto e´, sem a func¸a˜o
complementar, ou com um conjunto de constantes, representando os valores das integrais
e derivadas de ordem fraciona´ria (em t = 0) fornecem uma representac¸a˜o adequada para
os chamados efeitos de memo´ria3 para cada integral e derivada. Mostramos a seguir que
isso na˜o e´ verdade.
Consideremos duas integrais4 de ordem q da func¸a˜o5 f(t), ambas com a inicia-
lizac¸a˜o constante, sendo uma iniciada em t = a e outra em t = c > a e mostremos que
para elas coincidirem devemos introduzir uma func¸a˜o que depende do tempo e na˜o uma
constante.
Temos que
aD
−q
t f(t) =
1
Γ(q)
∫ t
a
(t− τ)q−1f(τ)dτ e cD−qt f(t) =
1
Γ(q)
∫ t
c
(t− τ)q−1f(τ)dτ.
Logo, admitindo que f(t) e´ nula para todo t ≤ a, temos que o per´ıodo entre t = a e t = c
deve ser levado em conta de tal forma que as duas definic¸o˜es coincidam. Para tanto, uma
inicializac¸a˜o, Ψ, deve ser adicionada a cD
−q
t f(t), ou seja,
cD
−q
t f(t) + Ψ = aD
−q
t f(t), t > c.
A partir da equac¸a˜o acima podemos escrever
Ψ = aD
−q
t f(t)− cD−qt f(t),
de onde segue que
Ψ =
∫ c
a
(t− c)q−1f(τ)dτ ≡ aD−qc f(t), t > c. (5.1)
A equac¸a˜o acima mostra o resultado que busca´vamos, isto e´, que Ψ e´ uma func¸a˜o da
varia´vel independente t. Utilizando q = 1 na equac¸a˜o (5.1), recuperamos o caso ordina´rio
Ψ =
∫ c
a
f(τ)dτ = constante.
Tendo mostrado a necessidade de uma inicializac¸a˜o na˜o constante, passemos a`s
definic¸o˜es do ca´lculo fraciona´rio inicializado.
3Memo´ria para no´s e´ a refereˆncia ao per´ıodo imediatamente anterior ao que iniciamos a integrac¸a˜o, isto
e´, para os valores de t ≤ c.
4Neste cap´ıtulo, por convenieˆncia e simplicidade nos ca´lculos, voltamos para a notac¸a˜o cla´ssica,
aD
−q
t f(t), para denotar a derivada fraciona´ria de ordem q.
5Todas as func¸o˜es aqui consideradas satisfazem as hipo´teses de convergeˆncia estabelecidas anterior-
mente, conforme a Sec¸a˜o 1.5.1.
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5.2 Definic¸o˜es para o Ca´lculo Fraciona´rio Inicializado
Va´rias formulac¸o˜es podem servir de base para o ca´lculo fraciona´rio inicializado, como por
exemplo as formulac¸o˜es de Riemann-Liouville e Gru¨nwald-Letnikov. Uma vez que estamos
interessados em resoluc¸o˜es de equac¸o˜es diferenciais em forma anal´ıtica, a formulac¸a˜o de
Caputo e de Riemann-Liouville sera˜o as u´nicas consideradas nesta sec¸a˜o6.
Nesta sec¸a˜o, dois tipos de inicializac¸a˜o sa˜o considerados, a inicializac¸a˜o terminal,
na qual se supo˜e que o operador fraciona´rio de Riemann-Liouville, i.e., o operador dife-
rintegral, somente pode ser inicializado eficazmente antes do instante inicial, t = c, e a
inicializac¸a˜o lateral, na qual uma inicializac¸a˜o inteiramente arbitra´ria, pode ser aplicada
ao operador diferintegral no tempo t = c. Nas discusso˜es seguintes, consideramos que a
varia´vel temporal t e´ a varia´vel independente e que f(t) e´ a func¸a˜o a ser diferintegrada.
5.3 Integral de Riemann-Liouville
5.3.1 Inicializac¸a˜o Terminal
Consideramos que, a integrac¸a˜o fraciona´ria de interesse se inicia em t = c, f(t) = 0 para
todo t ≤ a e que integrac¸a˜o fraciona´ria ocorra para t > c ≥ a. Definimos o intervalo de
inicializac¸a˜o como sendo a regia˜o a ≤ t ≤ c.
A definic¸a˜o cla´ssica da integral de ordem fraciona´ria somente sera´ aceita nesta
sec¸a˜o no caso em que o diferintegrando f(t) = 0 para todo t ≤ a, isto e´,
aD
−ν
t f(t) ≡
1
Γ(ν)
∫ t
a
(t− τ)ν−1f(τ)dτ, ν ≥ 0, t > a.
Nos demais casos, ou seja, nos casos em que o limite inferior da integral e´ c > a, utilizamos
a seguinte definic¸a˜o para a integral fraciona´ria7
cD
−ν
t f(t) ≡
1
Γ(ν)
∫ t
c
(t− τ)ν−1f(τ)dτ +Ψ(f,−ν, a, c, t), ν ≥ 0, t > a. (5.2)
A func¸a˜o Ψ(f,−ν, a, c, t) e´ a chamada func¸a˜o de inicializac¸a˜o e e´ definida de modo que
aD
−ν
t f(t) = cD
−ν
t f(t) t > c, (5.3)
6Uma formulac¸a˜o tendo como base a definic¸a˜o de Gru¨nwald-Letnikov pode ser encontrada em [71, 72].
7A equac¸a˜o (5.2) mostra que ou a func¸a˜o a ser diferintegrada, f(t), e suas derivadas de ordem inteira
teˆm um comportamento muito espec´ıfico, ou uma func¸a˜o na˜o constante de inicializac¸a˜o deve ser utilizada.
Vamos usar o argumento negativo, −ν, na definic¸a˜o da func¸a˜o Ψ, para enfatizar o fato de estarmos lidando,
inicialmente, com integrais fraciona´rias.
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ou seja,
1
Γ(ν)
∫ t
a
(t− τ)ν−1f(τ)dτ = 1
Γ(ν)
∫ t
c
(t− τ)ν−1f(τ)dτ +Ψ(f,−ν, a, c, t).
Como
∫ t
a
g(τ)dτ =
∫ c
a
g(τ)dτ +
∫ t
c
g(τ)dτ, podemos escrever,
Ψ(f,−ν, a, c, t) = aD−νc f(t) =
1
Γ(ν)
∫ c
a
(t− τ)ν−1f(τ)dτ, t > c, ν > 0. (5.4)
Esta expressa˜o para Ψ(t) aplica-se para a condic¸a˜o de inicializac¸a˜o terminal. Claramente, Ψ
fornece a` definic¸a˜o da integral fraciona´ria os efeitos do passado, ou seja, os efeitos da integral
fraciona´ria de f(t) de a a c. Este efeito evidentemente vai influenciar o comportamento da
func¸a˜o depois do instante t = c. A func¸a˜o Ψ tem o poder de permitir que a func¸a˜o f(t)
e suas derivadas se iniciem em valores diferentes de zero, o chamado valor aD
−q
c f(t)|t=c.
Ale´m disso, a func¸a˜o Ψ continua contribuindo para o comportamento da integral fraciona´ria
depois de t = c, que e´ justamente o resultado que hav´ıamos obtido na sec¸a˜o anterior, ou
seja, que a func¸a˜o Ψ, que e´ adicionada a` integral fraciona´ria e´ uma func¸a˜o do tempo e na˜o
apenas uma constante.
Para as integrais de ordem inteira, a func¸a˜o Ψ pode ser obtida a partir da equac¸a˜o
(5.4) atrave´s de uma induc¸a˜o e da integrac¸a˜o por partes,
Ψ(f,−n, a, c, t) =
n∑
i=0
cit
i n = 1, 2, 3 · · · (5.5)
na qual, para cada i, ci denota uma constante. O resultado da equac¸a˜o acima recupera o
resultado obtido atrave´s do ca´lculo usual, com as constantes de integrac¸a˜o.
E´ importante ressaltar que a inicializac¸a˜o de uma integral fraciona´ria de ordem q
de uma func¸a˜o f(t) na˜o e´ u´nica no sentido que se segue. Suponhamos que f(t) seja dada
pela seguinte composic¸a˜o de func¸o˜es,
f(t) = g(t)U(t− c) + h(t)[U(t− a)− U(t− c)]
na qual U(t) e´ a func¸a˜o degrau unita´rio, isto e´,
U(t) =
{
0, t < 0
1, t > 0.
Desta forma a func¸a˜o a ser diferintegrada e´ g(t)U(t− c) e a func¸a˜o na qual a inicializac¸a˜o
esta´ baseada e´ h(t)[(U(t− a)− U(t− c))].
Isto e´ ana´logo a escolher uma constante arbitra´ria para inicializar a integrac¸a˜o de
dy/dx na soluc¸a˜o de uma equac¸a˜o diferencial ordina´ria.
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5.3.2 Inicializac¸a˜o Lateral
Quando utilizamos a inicializac¸a˜o lateral a equac¸a˜o (5.2) continua sendo a definic¸a˜o ope-
racional, contudo
Ψ = Ψ(t),
ou seja, Ψ e´ arbitra´ria e consequentemente a equac¸a˜o (5.4) na˜o se aplica em todos os casos.
5.4 Inicializac¸a˜o para a Derivada Fraciona´ria Segundo
Riemann-Liouville
Antes de estendermos a definic¸a˜o das sec¸o˜es anteriores para a derivada fraciona´ria e´ con-
veniente levantarmos duas questo˜es: Derivadas de ordem fraciona´ria necessitam de uma
func¸a˜o de inicializac¸a˜o? Neste contexto, derivadas de ordem inteira necessitam de uma
func¸a˜o de inicializac¸a˜o? Como nossa intuic¸a˜o esta´ acostumada a trabalhar com ordens
de derivac¸a˜o inteiras, onde a derivada pode ser interpretada como a taxa de variac¸a˜o da
func¸a˜o e consequentemente a derivada de constantes e´ nula, e´ natural imaginarmos que
na˜o ha´ necessidade de uma func¸a˜o de inicializac¸a˜o.
Contudo, em um estudo sobre as representac¸o˜es de sistemas semi-infinitos utili-
zando equac¸o˜es diferenciais fraciona´rias Lorenzo e Hartley [55, 71] sugerem que a derivada
fraciona´ria na˜o e´ uma propriedade local como no caso inteiro. Ale´m disso, para resolver
este tipo de equac¸a˜o diferencial fraciona´ria uma func¸a˜o de inicializac¸a˜o e´ necessa´ria para
ajustar os efeitos das distribuic¸o˜es. Outro aspecto que foi sugerido pelos autores e´ que,
no contexto fraciona´rio, as derivadas de ordem inteira necessitam de uma func¸a˜o de ini-
cializac¸a˜o, o que, segundo os autores, faz com que as respostas para as duas questo˜es do
in´ıcio desta sec¸a˜o sejam sim. Sendo assim, podemos passar para as definic¸o˜es da derivada
fraciona´rias com a func¸a˜o de inicializac¸a˜o.
5.4.1 Inicializac¸a˜o Terminal
Em analogia ao que fizemos para a integral fraciona´ria, definimos a derivada fraciona´ria
de tal forma que
cD
q
tf(t) = aD
q
tf(t), ∀ t > c ≥ a, Re(q) ≥ 0.
Ale´m disso, e´ necessa´rio exigir compatibilidade entre as derivadas inicializadas em t = a e
t = c, para t > c, de onde segue que
cD
q
t cD
−p
t f(t) = aD
q
t cD
−p
t f(t), q > 0, t > c ≥ a.
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Expandindo os termos da equac¸a˜o acima, utilizando as generalizac¸o˜es da sec¸a˜o anterior,
temos
cD
q
t
[
1
Γ(p)
∫ t
c
(t− τ)p−1f(τ)dτ +Ψ(f,−p, a, c, t)
]
=
aD
q
t
[
1
Γ(p)
∫ t
a
(t− τ)p−1f(τ)dτ +Ψ(f,−p, a, a, t)
]
Uma vez que Ψ(f,−p, a, a, t) = 0, podemos escrever, pelas duas equac¸o˜es anteriores, que
dm
dtm
[
1
Γ(p)
∫ t
c
(t− τ)p−1f(τ)dτ +Ψ(f,−p, a, c, t)
]
+Ψ(h1, m, a, c, t) =
=
dm
dtm
[
1
Γ(p)
∫ t
a
(t− τ)p−1f(τ)dτ
]
+Ψ(h2,−p, a, a, t),
na qual h1 = aD
−p
t f(t) e h2 = aD
−p
t f(t). As derivadas de ordem inteira sa˜o na˜o inicializadas
em t = a, portanto Ψ(h2, m, a, a, t) = 0, desta forma, utilizando as equac¸o˜es anteriores
temos
Ψ(h1, m, a, c, t) =
dm
dtm
[
1
Γ(p)
∫ c
a
(t− τ)p−1f(τ)dτ −Ψ(f,−p, a, c, t)
]
. (5.6)
5.4.2 Inicializac¸a˜o Lateral
Definimos a derivada fraciona´ria com inicializac¸a˜o lateral da seguinte maneira
cD
q
tf(t) = cD
m
t
[
1
Γ(p)
∫ t
c
(t− τ)p−1f(τ)dτ +Ψ(f,−p, a, c, t)
]
, Re(q) ≥ 0, t > c,
(5.7)
e m e´ o menor inteiro maior que Re(q) e q = m− p, ou equivalentemente
cD
q
tf(t) =
dm
dtm
[
1
Γ(p)
∫ t
c
(t− τ)p−1f(τ)dτ
]
+
dm
dtm
Ψ(f,−p, a, c, t) + Ψ(h,m, a, c, t)
na qual t > c e h(t) = aD
−p
t f(t). Note que neste caso ambos os termos da inicializac¸a˜o sa˜o
arbitra´rios, mas eles podem ser tomados como um u´nico termo
Ψ(f, q, a, c, t) ≡ d
m
dtm
Ψ(f,−p, a, c, t) + Ψ(h,m, a, c, t)
No caso da inicializac¸a˜o terminal para a integral, parte da equac¸a˜o acima, Ψ(f,−p, a, c, t),
deve ser definida como na equac¸a˜o (5.6).
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5.5 Inicializac¸a˜o para a Derivada Fraciona´ria Segundo
Caputo
Mostramos na equac¸a˜o (4.9) que dado m− 1 < β < m temos
Dβf(t) = Dβ∗f(t) +
m−1∑
k=0
tk−β
Γ(k − β + 1)f
(k)(0),
ou seja, a derivada fraciona´ria segundo Caputo incorpora o valor da func¸a˜o e de suas
derivadas de ordem inteira e menores que β em t = 0+, isto e´, os efeitos de memo´ria, e
portanto na˜o e´ necessa´rio utilizar uma func¸a˜o de inicializac¸a˜o, uma vez que a subtrac¸a˜o
do polinoˆmio de Taylor de grau m− 1 implica na regularizac¸a˜o da derivada fraciona´ria.
Por esta raza˜o e pela argumentac¸a˜o apresentada na Sec¸a˜o 4.3, neste trabalho
quando estudamos equac¸o˜es diferenciais de ordem fraciona´ria utilizamos a derivada fra-
ciona´ria segundo a formulac¸a˜o de Caputo.
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Cap´ıtulo 6
Func¸o˜es de Mittag-Leffler
Assim como o desenvolvimento do ca´lculo elementar depende intrinsecamente do conhe-
cimento das func¸o˜es a ele relacionadas, suas caracter´ısticas e propriedades, tambe´m o
desenvolvimento do ca´lculo fraciona´rio esta´ diretamente relacionado com o conhecimento
das func¸o˜es a ele relacionadas. Por esta raza˜o, antes de passarmos a`s aplicac¸o˜es do ca´lculo
fraciona´rio vamos apresentar, neste cap´ıtulo, a assim chamada func¸a˜o de Mittag-Leffler
[34, 78], uma das mais importantes e comuns func¸o˜es relacionadas ao ca´lculo de ordem na˜o-
inteira. Apresentamos sua definic¸a˜o, generalizac¸o˜es, transformada de Laplace, propriedades
e relac¸o˜es com outras func¸o˜es especiais. Ale´m disso, apresentamos um resultado original
[36, 38] envolvendo a chamada func¸a˜o de Mittag-Leffler com dois paraˆmetros e uma se´rie
de consequeˆncias a ele relacionadas.
6.1 Func¸a˜o de Mittag-Leffler de um Paraˆmetro
A func¸a˜o de Mittag-Leffler, Eα(z) e´ uma func¸a˜o complexa
1 que depende de um paraˆmetro
complexo α com Re(α) > 0 e, conforme introduzida por Mittag-Leffler [84], e´ dada a partir
da seguinte expressa˜o
Eα(z) =
∞∑
k=0
zk
Γ(αk + 1)
(6.1)
1Utilizamos a notac¸a˜o Eα(x) no lugar de Eα(z) nos casos em que a varia´vel for real.
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que pode ser interpretada com uma generalizac¸a˜o para a func¸a˜o exponencial visto que, no
caso em que α = 1, podemos escrever
E1(z) =
∞∑
k=0
zk
Γ(k + 1)
=
∞∑
k=0
zk
k!
= ez. (6.2)
6.2 Func¸a˜o de Mittag-Leffler de Dois Paraˆmetros
A func¸a˜o de Mittag-Leffler de dois paraˆmetros tem um papel importante no desenvolvi-
mento do ca´lculo fraciona´rio e foi originalmente introduzida por Agarwal [4] da seguinte
maneira2
Eα,β(z) =
∞∑
n=0
zn
Γ(αn+ β)
, Re(α) > 0, Re(β) > 0. (6.3)
como sendo uma outra poss´ıvel generalizac¸a˜o da func¸a˜o de Mittag-Leffler a` qual se reduz
no caso em que β = 1, isto e´,
Eα,1(z) = Eα(z).
Ale´m disso, segue da equac¸a˜o (6.3) que:
E1,2(z) =
∞∑
k=0
zk
Γ(k + 2)
=
∞∑
k=0
zk
(k + 1)!
=
1
z
∞∑
k=0
zk+1
(k + 1)!
=
ez − 1
z
, (6.4)
E1,3(z) =
∞∑
k=0
zk
Γ(k + 3)
=
∞∑
k=0
zk
(k + 2)!
=
1
z2
∞∑
k=0
zk+1
(k + 2)!
=
ez − 1− z
z2
. (6.5)
De maneira mais geral temos a seguinte relac¸a˜o:
E1,m(z) =
1
zm−1
{
ez −
m−2∑
k=0
zk
k!
}
. (6.6)
Por ser uma generalizac¸a˜o da func¸a˜o exponencial e´ de se esperar que as func¸o˜es seno e
co-seno hiperbo´licos tambe´m sejam casos particulares da func¸a˜o de Mittag-Leffler, de fato
E2,1(z
2) =
∞∑
k=0
z2k
Γ(2k + 1)
=
∞∑
k=0
z2k
(2k)!
= cosh z, (6.7)
E2,2(z
2) =
∞∑
k=0
z2k
Γ(2k + 2)
=
∞∑
k=0
z2k
(2k + 1)!
=
senh z
z
· (6.8)
2A generalizac¸a˜o original de Agarwal e´ dada por Eα,β(z) =
∞∑
n=0
zn+
β−1
α
Γ(β + αn)
, contudo aqui apresentamos
apenas a forma mais utilizada, isto e´, a definic¸a˜o apresentada na equac¸a˜o (6.3).
70
As chamadas func¸o˜es seno e co-seno fraciona´rios tambe´m podem ser escritas em
termos da func¸a˜o de Mittag-Leffler com dois paraˆmetros, de fato
Scα(z) =
∞∑
k=0
(−1)kz(2−α)k+1
Γ((2− α)k + 2) = zE2−α,2(−z
2−α),
Csα(z) =
∞∑
k=0
(−1)kz(2−α)k+1
Γ((2− α)k + 1) = zE2−α,1(−z
2−α).
Sendo assim, as propriedades das func¸o˜es seno e co-seno fraciona´rios podem ser mostradas
a partir das propriedades das func¸o˜es de Mittag-Leffler de dois paraˆmetros.
6.2.1 Relac¸o˜es de Recorreˆncia
Nesta sec¸a˜o apresentamos relac¸o˜es de recorreˆncia, mostramos um resultado envolvendo uma
relac¸a˜o cont´ıgua e conclu´ımos com uma representac¸a˜o integral para a func¸a˜o de Mittag-
Leffler com dois paraˆmetros em termos de uma outra func¸a˜o de Mittag-Leffler pore´m com
os dois paraˆmetros sendo iguais.
Utilizando a definic¸a˜o da func¸a˜o de Mittag-Leffler em termos de uma se´rie, pode-
mos escrever a relac¸a˜o de recorreˆncia envolvendo a derivada
d
dz
Eα,β(z) = z
d
dz
Eα,α+β(z) + Eα,α+β, (z) (6.9)
bem como a relac¸a˜o envolvendo a mudanc¸a de argumento da func¸a˜o de Mittag-Leffler
Eµ,β(z
µ/α) = Eα,β(z). (6.10)
Por outro lado, uma relac¸a˜o cont´ıgua envolvendo o paraˆmetro β, no caso em que Re(β) > 1,
e´ dada por
αz
d
dz
Eα,β(z) = Eα,β−1(z) + (1− β)Eα,β(z), (6.11)
que sera´ mostrada a seguir.
A fim de mostrar a expressa˜o anterior, consideramos
d
dz
Eα,β(z) =
d
dz
∞∑
n=0
zn
Γ(αn+ β)
=
d
dz
[
1
Γ(β)
+
z
Γ(α+ β)
+
z2
Γ(2α+ β)
+
z3
Γ(3α+ β)
+ · · ·
]
=
[
1
Γ(α + β)
+
2 z
Γ(2α+ β)
+
3 z2
Γ(3α+ β)
+ · · ·+ n z
n−1
Γ(nα + β)
+ · · ·
]
.
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Por outro lado podemos escrever
Eα,β−1(z) =
∞∑
n=0
zn
Γ(αn+ β − 1)
=
[
1
Γ(β − 1) +
z
Γ(α + β − 1) +
z2
Γ(2α+ β − 1) +
z3
Γ(3α+ β − 1) + · · ·
]
=
[
β − 1
Γ(β)
+
z(α + β − 1)
Γ(α + β)
+
z2(2α+ β − 1)
Γ(2α+ β)
+
z3(3α+ β − 1)
Γ(3α+ β)
+ · · ·
]
,
na qual a segunda igualdade se deve a` relac¸a˜o de recorreˆncia da func¸a˜o gama3.
A partir da equac¸a˜o acima podemos escrever
Eα,β−1(z)− βEα,β(z) = −1
Γ(β)
+
z(α− 1)
Γ(α + β)
+
z2(2α− 1)
Γ(2α+ β)
+
z3(3α− 1)
Γ(3α+ β)
+ · · ·
= −
[
1
Γ(β)
+
z
Γ(α + β)
+
z2
Γ(2α+ β)
+
z3
Γ(3α+ β)
+ · · ·
]
+
+ αz
[
1
Γ(α + β)
+
2 z
Γ(2α+ β)
+
3 z2
Γ(3α+ β)
+ · · ·
]
= −Eα,β(z) + αz d
dz
Eα,β(z),
que e´ o resultado desejado.
6.2.2 Relac¸a˜o Integral
Com aux´ılio da equac¸a˜o (A.5), apresentamos a seguir uma relac¸a˜o integral envolvendo uma
func¸a˜o de Mittag-Leffler com os dois paraˆmetros iguais, isto e´, a seguinte integral
Eα,β(z) =
1
Γ(β)
+
z
Γ(β)
∫ 1
0
tα−1(1− t)β−1Eα,α(ztα) dt,
que, num particular caso, isto e´, para α = 1 = β fornece a seguinte expressa˜o
E1,1(z) = 1 + z
∫ 1
0
E1,1(zt) dt
uma identidade, como podemos verificar.
3A relac¸a˜o Γ(z + 1) = zΓ(z) implica em
1
Γ(z − 1) =
z − 1
Γ(z)
.
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6.2.3 Fo´rmula de Duplicac¸a˜o
Vamos apresentar nesta sec¸a˜o, em analogia a` fo´rmula de duplicac¸a˜o de arcos na trigono-
metria, uma expressa˜o envolvendo a func¸a˜o de Mittag-Leffler com uma outra func¸a˜o de
Mittag-Leffler pore´m com os paraˆmetros sendo um o dobro do outro, ou ainda, a chamada
fo´rmula de duplicac¸a˜o para a cla´ssica func¸a˜o de Mittag-Leffler.
Teorema 5: Sendo z ∈ IC e α um paraˆmetro real, temos:
E2α(z) =
1
2
[Eα(z
1/2) + Eα(−z1/2)]. (6.12)
Demonstrac¸a˜o: Vamos explicitar a soma que aparece no segundo membro, a saber,
Eα(z
1/2) + Eα(−z1/2) =
∞∑
k=0
zk/2
Γ(α k + 1)
+
∞∑
k=0
(−1)k zk/2
Γ(α k + 1)
=
[
1 +
z1/2
Γ(α+ 1)
+
z
Γ(2α + 1)
+
z3/2
Γ(3α + 1)
+ · · ·
]
+
+
[
1− z
1/2
Γ(α + 1)
+
z
Γ(2α+ 1)
− z
3/2
Γ(3α+ 1)
+ · · ·
]
= 2
[
1 +
z
Γ(2α+ 1)
+
z2
Γ(4α + 1)
+
z3
Γ(6α+ 1)
+ · · ·
]
= 2
∞∑
k=0
zk
Γ(2α k + 1)
= 2E2α(z),
que e´ justamente o resultado enunciado na equac¸a˜o (6.12).
6.2.4 Relac¸a˜o com a Func¸a˜o Gama Incompleta
A func¸a˜o gama incompleta, γ∗(α, x), e´ uma func¸a˜o inteira na varia´vel x contendo um
paraˆmetro e pode ser definida pela seguinte integral
γ(α, x) =
∫ x
0
e−ttα−1dt
com Re(α) > 0, ou ainda, em termos da func¸a˜o hipergeome´trica confluente [15], 1F1(a; c; x),
na seguinte forma
γ(α, x) =
xα
α
1F1(α;α+ 1;−x),
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sendo a representac¸a˜o em se´rie da func¸a˜o hipergeome´trica confluente, dada por
1F1(a; c; x) =
∞∑
k=0
(a)k
(c)k
xk
k!
,
com (a)k sendo o s´ımbolo de Pochhammer, conforme equac¸a˜o (6.23), a seguir.
Aqui, nesta sec¸a˜o, apresentamos a func¸a˜o de Mittag-Leffler, com o primeiro
paraˆmetro igual a unidade, em termos da func¸a˜o gama incompleta bem como em termos
da func¸a˜o hipergeome´trica confluente.
Utilizando a definic¸a˜o da func¸a˜o gama incompleta e tomando α = 1 na expressa˜o
para a func¸a˜o de Mittag-Leffler obtemos
E1,µ+1(x) = e
xγ∗(µ, x) (6.13)
enquanto que, em termos da func¸a˜o hipergeome´trica confluente, temos
E1,µ(x) =
ex
Γ(µ)
1F1(µ− 1;µ;−x)
=
1
Γ(µ)
1F1(1;µ; x).
A partir das relac¸o˜es envolvendo as func¸o˜es hipergeome´tricas confluentes e´ poss´ıvel obter
va´rias relac¸o˜es com a func¸a˜o de Mittag-Leffler com um dos paraˆmetros conhecido.
6.2.5 Relac¸a˜o com a Func¸a˜o Erro
Finalizamos esta sec¸a˜o mostrando que a func¸a˜o de Mittag-Leffler de dois paraˆmetros
tambe´m tem como caso particular a func¸a˜o erro [34].
Teorema 6: Para todo z ∈ IC temos
E 1
2
,1(iz) = e
−z2[1 + erf(iz)] = e−z
2
[erfc(−iz)]. (6.14)
Demonstrac¸a˜o: Consideremos a seguinte relac¸a˜o [34]
n!√
π
∫ x
0
e−t
n
dt =
n!√
π
∞∑
p=0
(−1)pxnp+1
(np+ 1)p!
(6.15)
que para n = 2 fornece uma representac¸a˜o para a func¸a˜o erro em termos de um somato´rio,
isto e´4,
erf(x) =
2√
π
∫ x
0
e−t
2
dt =
2√
π
∞∑
p=0
(−1)px2p+1
(2p+ 1)p!
. (6.16)
4Note, pela equac¸a˜o (6.16), que a func¸a˜o erro e´ ı´mpar o que torna a segunda igualdade da equac¸a˜o
(6.14) trivial.
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Para demonstrar a equac¸a˜o (6.14) utilizamos a representac¸a˜o acima e a definic¸a˜o
da func¸a˜o de Mittag-Leffler para iz, ou seja,
E 1
2
,1(iz) =
∞∑
k=0
(iz)k
Γ(k
2
+ 1)
= 1 +
iz
Γ(1 + 1/2)
− z2 − iz
3
Γ(2 + 1/2)
+
z4
2
+
iz5
Γ(3 + 1/2)
− z
6
3!
− · · ·
Separando as poteˆncias pares, Pp, e as poteˆncias ı´mpares, Pi podemos escrever:
Pp = 1− z2 + z
4
2
− z
6
3!
+
z8
4!
− z
10
5!
+ · · ·
Pi =
z
Γ(1 + 1/2)
− z
3
Γ(2 + 1/2)
+
z5
Γ(3 + 1/2)
− z
7
Γ(4 + 1/2)
+ · · ·
(6.17)
de onde conclu´ımos que
Pp =
∞∑
k=0
(−z2)k
k!
= e−z
2
. (6.18)
Utilizando a relac¸a˜o de recorreˆncia da func¸a˜o gama [15],
Γ
(
n+
1
2
)
=
(
n− 1
2
)
Γ
(
n− 1
2
)
=
(
n− 1
2
)(
n− 3
2
)
Γ
(
n− 3
2
)
=
(
n− 1
2
)(
n− 3
2
)(
n− 5
2
)
· · ·
(
1
2
)
Γ
(
1
2
)
,
podemos escrever, para a segunda equac¸a˜o de (6.17), que
Pi =
z
Γ(1 + 1/2)
− z
3
Γ(2 + 1/2)
+
z5
Γ(3 + 1/2)
− z
7
Γ(4 + 1/2)
+ · · ·
=
z
1
2
Γ(1/2)
− z
3
3
2
1
2
Γ(1/2)
+
z5
5
2
3
2
1
2
Γ(1/2)
− z
7
7
2
5
2
3
2
1
2
Γ(1/2)
=
2
Γ(1/2)
[
z − 2 z
3
3
+
22 z5
5 . 3
− 2
3 z7
7 . 5 . 3
+ · · ·
]
,
(6.19)
ou ainda, utilizando o conceito de duplo fatorial [15], na forma
Pi =
2
Γ(1/2)
∞∑
k=0
(−1)k 2k z2k+1
(2k + 1)!!
.
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Finalmente, utilizando a relac¸a˜o Γ(1/2) =
√
π e as equac¸o˜es (6.17)−(6.19), obte-
mos
E 1
2
,1(iz) = e
−z2 +
2 i√
π
∞∑
k=0
(−1)k 2k z2k+1
(2k + 1)!!
. (6.20)
Para concluir que E 1
2
,1(iz) = e
−z2[1+ erf(iz)] basta verificar, pela equac¸a˜o (6.20),
que e−z
2
erf(iz) e´ igual a soma das poteˆncias ı´mpares de E 1
2
,1(iz). Para tanto consideremos
a representac¸a˜o para a func¸a˜o erro dada pela equac¸a˜o (6.16), ou seja,
√
π
2
erf(iz) =
∞∑
p=0
(−1)p(iz)2p+1
(2p+ 1)p!
=
∞∑
p=0
i (z)2p+1
(2p+ 1)p!
.
Sendo assim, temos
√
π
2 i
e−z
2
erf(iz) = e−z
2
[
z +
z3
3
+
z5
5 . 2!
+
z7
7 . 3!
+ +
z9
9 . 4!
+ · · ·
]
.
Utilizando a representac¸a˜o em se´rie para e−z
2
temos
e−z
2
√
π
2i
erf(iz) = z
∞∑
k=0
(−1)k(z2)k
k!
+
z3
3
∞∑
k=0
(−1)k(z2)k
k!
+
z5
5 2!
∞∑
k=0
(−1)k(z2)k
k!
+
z7
7 3!
∞∑
k=0
(−1)k(z2)k
k!
+ · · ·
Expandindo os somato´rios do lado direito da equac¸a˜o acima podemos escrever
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e−z
2
√
π
2i
erf(iz) = z − z
3
1!
+
z5
2!
− z
7
3!
+ · · ·
+
z3
3
− z
5
3
+
z7
3 2!
− z
9
3 3!
+ · · ·
+
z5
5 2!
− z
7
5 2!
+
z9
5 2! 2!
− z
11
5 2! 3!
+ · · ·
+
z7
7 3!
− z
9
7 3!
+
z11
7 3! 2!
− z
13
7 3! 3!
+ · · ·
= z − 2 z
3
3
+
22 z5
5 . 3
− 2
3 z7
7 . 5 . 3
+ · · ·
de onde segue-se
e−z
2
erf(iz) =
2 i√
π
∞∑
k=0
(−1)k 2k z2k+1
(2k + 1)!!
, (6.21)
que e´ o resultado desejado
6.3 Func¸a˜o de Mittag-Leffler Generalizada
Dentre as diversas formas de se generalizar a func¸a˜o de Mittag-Lefler [107] de dois paraˆmetros
a proposta por Prabhakar [97] e´ aquela que sera´ utilizada nas aplicac¸o˜es, em particular no
estudo da equac¸a˜o do tele´grafo fraciona´ria [35, 38].
A generalizac¸a˜o proposta por Prabhakar e´ dada por
Eρα,β(z) =
∞∑
k=0
(ρ)k
Γ(αk + β)
zk
k!
, (6.22)
na qual α, β, ρ ∈ IC, Re(α) > 0 e (ρ)k e´ o s´ımbolo de Pochhammer,
(ρ)0 = 1, (ρ)k =
Γ(ρ+ k)
Γ(ρ)
≡ ρ(ρ+ 1) · · · (ρ+ k − 1). (6.23)
Note que E1α,β(z) = Eα,β(z).
6.3.1 Relac¸a˜o com a Func¸a˜o de Dois Paraˆmetros
Nesta sec¸a˜o estabelecemos uma imporante relac¸a˜o entre a func¸a˜o de Mittag-Leffler gene-
ralizada Emα,β(z) e a derivada de ordem m = 0, 1, 2, . . . da func¸a˜o de Mittag-Leffler de
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dois paraˆmetros. Sendo E
(m)
α,β (z) =
∂m
∂zm
Eα,β(z), podemos escrever, a partir da definic¸a˜o da
func¸a˜o de Mittag-Leffler de dois paraˆmetros, a relac¸a˜o
E(m)α,ν (z) =
∞∑
k=0
(k +m)!
Γ(αk + αm+ ν)
zk
k!
.
A fim de introduzir o s´ımbolo de Pochhammer, (ρ)k =
Γ(ρ+k)
Γ(ρ)
= (ρ+k−1)!
(ρ−1)!
, tomamosm = ρ−1
e reescrevemos a equac¸a˜o anterior da seguinte forma,
E
(ρ−1)
α,ν (z) = (ρ− 1)!
∞∑
k=0
(k + ρ− 1)!
(ρ− 1)!
zk/k!
Γ(αk + α(ρ− 1) + ν)
= (ρ− 1)!
∞∑
k=0
(ρ)k
Γ(αk + α(ρ− 1) + ν)
zk
k!
.
Fazendo a mudanc¸a de varia´vel ρ→ ρ+ 1 podemos escrever
E(ρ)α,ν(z) = ρ!
∞∑
k=0
(ρ+ 1)k
Γ(αk + αρ) + ν)
zk
k!
.
Por fim, introduzindo a mudanc¸a de varia´vel ν = β − αρ temos
E
(ρ)
α,β−αρ(z) = ρ!
∞∑
k=0
(ρ+ 1)k
Γ(αk + β)
zk
k!
.
Utilizando a definic¸a˜o da func¸a˜o de Mittag-Leffler generalizada, dada pela equac¸a˜o (6.22),
podemos escrever
E
(ρ)
α,β−αρ(z) = ρ!E
ρ+1
α,β (z),
ou ainda,
E
(k)
α,β(z) = k! E
k+1
α,β+αk(z), (6.24)
para k = 0, 1, 2, 3 . . .
A partir da equac¸a˜o (6.24), justifica-se trabalhar com a func¸a˜o Ekα,β(z) em vez da
k-e´sima derivada da func¸a˜o de Mittag-Leffler de dois paraˆmetros.
6.4 Transformada de Laplace
Nesta sec¸a˜o vamos utilizar a relac¸a˜o existente entre a func¸a˜o de Mittag-Leffler, e suas
generalizac¸o˜es, com a func¸a˜o exponencial de modo a obter suas transformadas de Laplace.
Para isto, calculamos a transformada de Laplace da func¸a˜o tkeat.
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Inicialmente notemos que∫ ∞
0
e−te±ztdt =
1
1∓ z , |z| < 1. (6.25)
De fato, utilizando a representac¸a˜o em se´rie para ez, podemos escrever∫ ∞
0
e−te±ztdt =
1
1∓ z =
∞∑
k=0
(±z)k
k!
∫ ∞
0
e−ttkdt =
∞∑
k=0
(±z)k = 1
1∓ z ,
na qual a terceira igualdade e´ devida a` definic¸a˜o da func¸a˜o gama5.
Simulando uma derivada em relac¸a˜o a z em ambos os lados da equac¸a˜o (6.25)
obtemos ∫ ∞
0
e−pt tk e±ztdt =
k!
(1∓ z)k+1 |z| < 1.
Introduzindo a mudanc¸a de varia´vel ±z = ±a − p + 1 na equac¸a˜o anterior obtemos a
transformada de Laplace da func¸a˜o tke±at, ou seja,∫ ∞
0
e−pt tk e±atdt =
k!
(p∓ a)k+1 , Re(p) > |a|.
Utilizamos o mesmo procedimento para calcular a transformada de Laplace da func¸a˜o
tβ−1Eα,β(at
α). Enta˜o, temos, pela definic¸a˜o que
L{tβ−1Eα,β(±atα)} =
∫ ∞
0
e−sttβ−1Eα,β(±atα)dt =
∞∑
k=0
(±a)k
Γ(αk + β)
∫ ∞
0
e−sttαk+β−1dt.
Introduzindo a mudanc¸a de varia´vel st = u temos, novamente utilizando a definic¸a˜o da
func¸a˜o gama, que
L{tβ−1Eα,β(±atα)} =
∞∑
k=0
(±a)k
sαk+β
=
1
sβ
∞∑
k=0
(±a
sα
)k
=
1
sβ
1
1∓ a/sα =
sα−β
sα ∓ a ·
Derivando ambos os lados k vezes em relac¸a˜o a a e utilizando a regra da cadeia6
L{tαk+β−1E(k)α,β(±atα)} =
k! sα−β
(sα ∓ a)k+1 , (6.26)
na qual E
(k)
α,β(z) =
∂k
∂zk
Eα,β(z).
Um interessante resultado a partir do qual obtemos a transformada de Laplace
da func¸a˜o de Mittag-Leffler generalizada e´ obtido quando desenvolvemos o lado esquerdo
da equac¸a˜o (6.26). Calculando explicitamente L{tαk+β−1E(k)α,β(atα)} podemos escrever:
5Ver equac¸a˜o (A.1).
6Segue, pela regra da cadeia, que ∂/∂a = tα ∂/∂(atα).
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L{tαk+β−1E(k)α,β(atα)} =
∫ ∞
0
e−sttαk+β−1
∞∑
n=k
n!
(n− k)!
(atα)n−k
Γ(αn+ β)
dt
=
∞∑
n=k
n!
(n− k)!
an−k
Γ(αn+ β)
1
sαn+β
∫ ∞
0
e−uuαk+β−1du
=
1
sβ
∞∑
n=k
n!
(n− k)!
an−k
sαn
=
1
sαk+β
∞∑
n=0
(n + k)!
(n)!
( a
sα
)n
·
Utilizando a equac¸a˜o anterior e o resultado da equac¸a˜o (6.26) podemos escrever
∞∑
n=0
(n + k)!
n!k!
( a
sα
)n
=
sα(k+1)
(sα − a)k+1 .
Reescrevendo a equac¸a˜o anterior em termos do s´ımbolo de Pochhammer e tomando a
mudanc¸a de varia´vel k + 1 = ρ temos
∞∑
n=0
(ρ)n
n!
( a
sα
)n
=
sαρ
(sα − a)ρ · (6.27)
De posse da equac¸a˜o (6.27) podemos calcular a transformada de Laplace de tβ−1Eρα,β(at
α)
L{tβ−1Eρα,β(atα)} =
∫ ∞
0
e−sttβ−1
∞∑
n=0
(ρ)n
Γ(αn+ β)
(atα)n
n!
dt
=
∞∑
n=0
an
n!
(ρ)n
Γ(αn+ β)
1
sαn+β
∫ ∞
0
e−uuαk+β−1du
=
1
sβ
∞∑
n=0
(ρ)n
n!
( a
sα
)n
=
1
sβ
sαρ
(sα − a)ρ ,
na qual a penu´ltima igualdade se deve a equac¸a˜o (6.27). Explicitando ainda mais o re-
sultado da equac¸a˜o anterior temos a transformada de Laplace da func¸a˜o de Mittag-Leffler
generalizada, ou seja, em geral
L{tβ−1Eρα,β(±atα)} =
sαρ−β
(sα ∓ a)ρ · (6.28)
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Temos que a transformada inversa pode ser escrita da seguinte forma7
L−1
[
sαρ−β
(sα ∓ λ)ρ
]
= tβ−1Eρα,β(±λ tα), (6.29)
com Re(s) > 0 e Re(β) > 0.
6.5 Novos Teoremas para a Func¸a˜o de Mittag-Leffler
No pro´ximo cap´ıtulo, vamos ver que ao resolver a assim chamada equac¸a˜o do tele´grafo
fraciona´ria [35, 38, 39] por dois caminhos distintos chegamos a dois resultados novos, te-
oremas de adic¸a˜o, envolvendo a func¸a˜o de Mittag-Leffler generalizada. Apresentamos a
seguir os teoremas, suas demonstrac¸o˜es formais, bem como alguns corola´rios.
Teorema 7. Sejam x, y ∈ R com |x| < 1 e |y| < 1. Se x 6= y enta˜o
∞∑
k=0
(−xy)kEk+1α,2αk+2α(x+y) =
∞∑
k=0
(x+y)kEk+12α,αk+2α(−xy) =
xEα,2α(x)− yEα,2α(y)
x− y · (6.30)
Demonstrac¸a˜o.8 A demonstrac¸a˜o da primeira igualdade segue diretamente da definic¸a˜o
da func¸a˜o de Mittag-Leffler generalizada, isto e´,
∞∑
k=0
(−xy)kEk+1α,2kα+2α(x+ y) =
∞∑
k=0
(−xy)k
∞∑
ℓ=0
Γ(k + ℓ+ 1)
Γ(ℓ+ 1)
1
Γ(αℓ+ 2αk + 2α)
(x+ y)ℓ
ℓ!
=
=
∞∑
ℓ=0
(x+ y)ℓ
∞∑
k=0
Γ(ℓ+ k + 1)
Γ(k + 1)
1
Γ(2αk + αℓ+ 2α)
(−xy)k
Γ(k + 1)
=
∞∑
ℓ=0
(x+ y)ℓEℓ+12α,αℓ+2α(−xy).
Demonstremos agora a segunda igualdade. Sendo |x| < 1, |y| < 1, a partir
da definic¸a˜o da func¸a˜o de Mittag-Leffler generalizada podemos escrever para o primeiro
membro da equac¸a˜o (6.30)
Ω ≡
∞∑
k=0
(−xy)kEk+1α,2kα+2α(x+ y) =
∞∑
k=0
(−xy)k
∞∑
ℓ=0
(k + 1)ℓ
Γ(αℓ+ 2αk + 2α)
(x+ y)ℓ
ℓ!
.
7Note que, para obter a transformada de Laplace inversa da func¸a˜o de Mittag-Leffler com dois
paraˆmetros basta tomarmos ρ = 1 e para a transformada de Laplace inversa da func¸a˜o de Mittag-Leffler
cla´ssica ρ = β = 1.
8A demonstrac¸a˜o deste teorema foi originalmente por no´s obtida a partir de duas formas distintas de
se calcular a func¸a˜o de Green associada a` equac¸a˜o do telegrafo fraciona´ria, como vamos ver no pro´ximo
cap´ıtulo.
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Utilizando a expressa˜o do binomial e rearranjando os somato´rios podemos escrever
Ω =
∞∑
k=0
(−xy)k
k!
∞∑
n=0
∞∑
ℓ=n
Γ(k + ℓ+ 1)
Γ(αℓ+ 2αk + 2α)
xℓ−nyn
n!(ℓ− n)! .
Introduzindo a mudanc¸a ℓ→ ℓ+ n na equac¸a˜o anterior obtemos
Ω =
∞∑
k=0
(−xy)k
k!
∞∑
n=0
yn
n!
∞∑
ℓ=0
Γ(k + ℓ+ n+ 1)
Γ(αℓ+ αn+ 2αk + 2α)
xℓ
ℓ!
.
Fazendo a mudanc¸a de ı´ndices, n→ n− k e ℓ→ ℓ− k temos
Ω =
∞∑
k=0
(−1)k
k!
∞∑
n=k
yn
(n− k)!
∞∑
ℓ=k
Γ(ℓ+ n− k + 1)
Γ(αℓ+ αn+ 2α)
xℓ
(ℓ− k)!
que pode ser escrita da seguinte maneira:
Ω =
∞∑
n=0
yn
∞∑
ℓ=0
xℓ
Γ(αℓ+ αn+ 2α)
n∑
k=0
(−1)k
k!
(ℓ+ n− k)!
(n− k)!(ℓ− k)!
com n ≥ k e ℓ ≥ k, nos demais casos Ω = 0.
A fim de efetuar a soma em k utilizamos a seguinte relac¸a˜o para os coeficientes
binomiais [98]:
n∑
k=0
(−1)k
(
n
k
)(
a− k
m
)
=
(
a− n
m− n
)
.
Desta forma conclu´ımos, para o primeiro membro da equac¸a˜o (6.30), que
∞∑
k=0
(−xy)kEk+1α,2kα+2α(x+ y) =
∞∑
n=0
∞∑
ℓ=0
xℓyn
Γ(αℓ+ αn+ 2α)
.
Por outro lado, o segundo membro da equac¸a˜o anterior, pode ser escrito da se-
guinte forma
∞∑
n=0
∞∑
ℓ=0
xℓyn
Γ(αℓ+ αn+ 2α)
=
∞∑
ℓ=0
xℓ
Γ(αℓ+ 2α)
ℓ∑
n=0
(y
x
)n
.
A partir da seguinte expressa˜o
xℓ+1 − yℓ+1
x− y = x
ℓ
ℓ∑
n=0
(y
x
)n
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va´lida para x 6= y, obtemos
∞∑
n=0
∞∑
ℓ=0
xℓyn
Γ(αℓ+ αn+ 2α)
=
1
x− y
∞∑
ℓ=0
xℓ+1 − yℓ+1
Γ(αℓ+ 2α)
=
1
x− y
{
x
∞∑
ℓ=0
xℓ
Γ(αℓ+ 2α)
− y
∞∑
ℓ=0
yℓ
Γ(αℓ+ 2α)
}
.
Utilizando a equac¸a˜o (6.22) com ρ = 1 temos
∞∑
n=0
∞∑
ℓ=0
xℓyn
Γ(αℓ+ αn+ 2α)
=
xEα,2α(x)− y Eα,2α(y)
x− y
o que prova o teorema
Teorema 8. Sejam x, y ∈ R com |x| < 1 e |y| < 1. Se x 6= y enta˜o
∞∑
k=0
(−xy)k [Ek+1α,2αk+1(x+ y)− (x+ y)Ek+1α,2αk+α+1(x+ y)] =
=
∞∑
k=0
(y + z)k
{
Ek+12α,αk+1(−yz)− (y + z)Ek+12α,αk+α+1(−yz)
}
=
xEα(y)− y Eα(x)
x− y ·
(6.31)
Demonstrac¸a˜o.9 Seja Ω1 ≡
∞∑
k=0
(−xy)kEk+1α,2αk+1(x+ y). Temos, pela definic¸a˜o da func¸a˜o
de Mittag-Leffler generalizada, que
Ω1 =
∞∑
k=0
(−xy)k
∞∑
ℓ=0
(k + 1)ℓ
Γ(αℓ+ 2αk + 1)
(x+ y)ℓ
ℓ!
.
Utilizando a expressa˜o associada ao binoˆmio
(x+ y)ℓ =
ℓ∑
n=0
ℓ!
n!(ℓ− n)!x
ℓ−nyn
e rearranjando os somato´rios, podemos escrever
Ω1 =
∞∑
k=0
(−xy)k
∞∑
n=0
∞∑
ℓ=n
(k + 1)ℓ
Γ(αℓ+ 2αk + 1)
xℓ−nyn
n!(ℓ− n)! .
9A demonstrac¸a˜o da primeira igualdade e´ ana´loga a feita no teorema anterior, isto e´, segue diretamente
da definic¸a˜o da func¸a˜o de Mittag-Leffler generalizada.
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Introduzindo a mudanc¸a de ı´ndices ℓ→ ℓ+ n, obtemos
Ω1 =
∞∑
k=0
(−xy)k
∞∑
n=0
yn
n!
∞∑
ℓ=0
(k + 1)ℓ+n
Γ(αℓ+ αn+ 2αk + 1)
xℓ
ℓ!
.
Utilizando a definic¸a˜o do s´ımbolo de Pochhammer10 temos
Ω1 =
∞∑
k=0
(−xy)k
k!
∞∑
n=0
yn
n!
∞∑
ℓ=0
Γ(ℓ+ n + k + 1)
Γ(αℓ+ αn+ 2αk + 1)
xℓ
ℓ!
.
As mudanc¸as de ı´ndices n→ n− k e ℓ→ ℓ− k nos conduzem a` seguinte expressa˜o
Ω1 =
∞∑
k=0
(−xy)k
k!
∞∑
n=k
yn−k
(n− k)!
∞∑
ℓ=k
Γ(ℓ− k + n+ 1)
Γ(αℓ+ αn+ 1)
xℓ−k
ℓ!
.
Visto que todos somato´rios convergem uniformemente podemos mudar a ordem, de onde
segue que
Ω1 =
∞∑
n=0
yn
∞∑
ℓ=0
xℓ
Γ(αℓ+ αn+ 1)
∞∑
k=0
(−1)k
k!
(ℓ+ n− k)!
(ℓ− k)!(n− k)! ,
ou ainda,
Ω1 =
∞∑
n=0
yn
∞∑
ℓ=0
xℓ
Γ(αℓ+ αn+ 1)
∞∑
k=0
(−1)k
(
ℓ+ n− k
ℓ− k
)(
n
n− k
)
,
agora, utilizando a propriedade do binoˆmio (complementar), na forma
Ω1 =
∞∑
n=0
yn
∞∑
ℓ=0
xℓ
Γ(αℓ+ αn+ 1)
∞∑
k=0
(−1)k
(
ℓ+ n− k
n
)(
n
k
)
.
Uma vez que [98]
n∑
k=0
(−1)k
(
n
k
)(
a− k
m
)
=
(
a− n
m− n
)
,
conclu´ımos que
Ω1 ≡
∞∑
k=0
(−xy)kEk+1α,2αk+1(x+ y) =
∞∑
n=0
∞∑
ℓ=0
xlyn
Γ(αℓ+ αn+ 1)
· (6.32)
De maneira inteiramente ana´loga temos
Ω2 ≡
∞∑
k=0
(−xy)k(x+ y)Ek+1α,2αk+α+1(x+ y) = (x+ y)
∞∑
n=0
∞∑
ℓ=0
xlyn
Γ(αℓ+ αn+ α + 1)
· (6.33)
10(β)k =
Γ(β + k)
Γ(β)
·
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Sendo11 Λ ≡
∞∑
k=0
(−xy)k [Ek+1α,2αk+1(x+ y)− (x+ y)Ek+1α,2αk+α+1(x+ y)] = Ω1−Ω2, podemos
escrever
Λ =
∞∑
n=0
∞∑
ℓ=0
xlyn
Γ(αℓ+ αn+ 1)
− (x+ y)
∞∑
n=0
∞∑
ℓ=0
xlyn
Γ(αℓ+ αn+ α + 1)
,
ou ainda,
Λ =
∞∑
ℓ=0
xℓ
Γ(αℓ+ 1)
ℓ∑
n=0
(y
x
)n
− (x+ y)
∞∑
ℓ=0
xℓ
Γ(αℓ+ α + 1)
ℓ∑
n=0
(y
x
)n
.
Utilizando a soma da se´rie geome´trica
xℓ
ℓ∑
n=0
(y
x
)n
=
xℓ+1 − yℓ+1
x− y ,
com x 6= y podemos escrever
Λ =
∞∑
ℓ=0
xℓ+1 − yℓ+1
x− y
1
Γ(αℓ+ 1)
− (x+ y)
∞∑
ℓ=0
xℓ+1 − yℓ+1
x− y
1
Γ(αℓ+ α + 1)
.
Fazendo a mudanc¸a de ı´ndice ℓ → ℓ − 1 no segundo somato´rio da expressa˜o anterior,
temos12
Λ =
1
x− y
∞∑
ℓ=0
xℓ+1 − yℓ+1
Γ(αℓ+ 1)
− x+ y
x− y
∞∑
ℓ=1
xℓ − yℓ
Γ(αℓ+ 1)
=
1
x− y {xEα(x)− yEα(y)− (x+ y)xEα,α+1(x) + (x+ y)yEα,α+1(y)}
=
1
x− y {xEα(x)− yEα(y)− (x+ y)[Eα(x)− 1] + (x+ y)[Eα(y)− 1]}
=
xEα(y)− y Eα(x)
x− y .
Sendo assim, conclu´ımos que
Λ =
∞∑
k=0
(−xy)k [Ek+1α,2αk+1(x+ y)− (x+ y)Ek+1α,2αk+α+1(x+ y)] = xEα(y)− y Eα(x)x− y ,
que e´ justamente o resultado que busca´vamos
11Note que Λ equivale ao lado esquerdo da equac¸a˜o (6.31).
12A terceira igualdade a seguir e´ devida ao fato xEα,α+1(x) = Eα,1(x)− 1 = Eα(x) − 1.
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6.6 Aplicac¸o˜es e Casos Particulares
Iniciamos esta sec¸a˜o apresentando algumas consequeˆncias naturais advindas dos teoremas
7 e 8, acima demonstrados. Apresentamos estes resultados como corola´rios.
Corola´rio 1. Para x ∈ R com |x| < 1 temos que
∞∑
k=0
(−x2)kEα,2αk+2α(2x) =
(
1 + x
d
dx
)
Eα,2α(x). (6.34)
Demonstrac¸a˜o. Utilizando a regra de l’Hoˆpital e tomando o limite y → x na equac¸a˜o
(6.30) segue-se o resultado
Corola´rio 2. Para x ∈ R com |x| < 1 temos que
∞∑
k=0
(−x2)k [Ek+1α,2αk+1(2x)− 2xEk+1α,2αk+α+1(2x)] = Eα(x)− xE ′α(x). (6.35)
Demonstrac¸a˜o. Novamente utilizando a regra de l’Hoˆpital e tomando o limite y → x
na equac¸a˜o (6.31) segue-se o resultado
Corola´rio 3. Para x ∈ R com |x| < 1 temos que
∞∑
k=0
x2kEα,2αk+2α(0) =
Eα,2α(x) + Eα,2α(−x)
2
= E2α,2α(x
2). (6.36)
Demonstrac¸a˜o. Novamente utilizando a regra de l’Hoˆpital e agora tomando o limite
y → −x na equac¸a˜o (6.30) obtemos o resultado desejado
Corola´rio 4. Para x ∈ R com |x| < 1 temos que
∞∑
k=0
x2kEk+1α,2αk+1(0) =
Eα(x) + Eα(−x)
2
= E2α(x
2). (6.37)
Demonstrac¸a˜o. Mais uma vez utilizando a regra de l’Hoˆpital e o limite y → −x na
equac¸a˜o (6.31) obtemos o resultado da equac¸a˜o (6.37)
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Note que para α = 1 a equac¸a˜o (6.37) recupera a representac¸a˜o em se´rie para a
func¸a˜o co-seno hiperbo´lico. Ale´m disso, utilizando a relac¸a˜o existente entre a func¸a˜o de
Mittag-Leffler generalizada e a func¸a˜o hipergeome´trica confluente,
Γ(β)Eρ1,β(x) = 1F1(ρ; β; x) ≡
∞∑
k=0
(ρ)k
(β)k
xk
k!
,
com ρ, β ∈ C, e tomando α = 1 em todas as relac¸o˜es acima podemos escrever va´rios novos
resultados envolvendo regras de soma e teoremas de adic¸a˜o para a func¸a˜o hipergeome´trica
confluente. Explicitamos aqui apenas dois destes resultados.
Tomando α = 1 na equac¸a˜o (6.31) podemos escrever a seguinte nova regra de
soma para a func¸a˜o hipergeome´trica confluente
∞∑
k=0
(−xy)k
(2k + 1)!
1F1(k + 1; 2k + 2; x+ y) =
ex − ey
x− y . (6.38)
Conclu´ımos esta sec¸a˜o com o resultado obtido atrave´s da equac¸a˜o anterior, tomando o
limite y → x, ou seja,
∞∑
k=0
(−x2)k
(2k + 1)!
1F1(k + 1; 2k + 2; 2x) = e
x. (6.39)
6.7 Comportamento Gra´fico
Como ja´ dissemos anteriormente, e vamos observar no cap´ıtulo das aplicac¸o˜es, o ca´lculo
fraciona´rio e´ uma importante ferramenta para refinar a descric¸a˜o de fenoˆmenos naturais,
em particular, aqueles que possuem dependeˆncia temporal.
Assim como a resoluc¸a˜o de uma equac¸a˜o diferencial parcial com coeficientes cons-
tantes tem sua soluc¸a˜o dada, em va´rios casos, em termos da func¸a˜o exponencial, uma
equac¸a˜o diferencial de ordem na˜o-inteira tem, em muitos casos, sua soluc¸a˜o dada em ter-
mos de func¸o˜es de Mittag-Leffler13.
Sendo assim, ao entender a forma que a func¸a˜o de Mittag-Leffler generaliza a
func¸a˜o exponencial estamos, de certa forma, entendendo o porqueˆ de, em alguns casos,
uma equac¸a˜o diferencial de ordem na˜o-inteira fornecer uma descric¸a˜o mais fina de um
dado fenoˆmeno do que a respectiva equac¸a˜o de ordem inteira.
13Neste sentido, podemos dizer que a func¸a˜o de Mittag-Leffler e´ a generalizac¸a˜o fraciona´ria da func¸a˜o
exponencial.
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A fim de elucidar este entendimento apresentamos a seguir alguns gra´ficos refe-
rentes a` func¸a˜o de Mittag-Leffler de dois paraˆmetros. Estes gra´ficos foram obtidos com o
programa MATLAB. Para tanto, fixamos o valor de β e consideramos valores de α. Inicia-
mos nossa ana´lise gra´fica considerando β = 1, isto e´, consideramos inicialmente a func¸a˜o
de Mitttag-Leffler cla´ssica. Como em muitas aplicac¸o˜es consideramos derivadas de ordem
inferior a um, apresentamos uma ana´lise para α < 1, no particular caso em que β = 1.
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Figura 6.1: Gra´fico de Eα(x) para 0 < α < 1.
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Figura 6.2: Gra´fico tridimensional de Eα(x) para 0 < α < 1.
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Figura 6.3: Gra´fico de Eα(x) para α ≥ 1.
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Figura 6.4: Gra´fico tridimensional de Eα(x) para α ≥ 1.
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Figura 6.5: Superf´ıcie gerada por Eα(x).
Nos gra´ficos referentes a` func¸a˜o de Mittag-Leffler cla´ssica podemos observar os diferentes
comportamentos da func¸a˜o para diferentes valores de α. Em azul, α = 1, temos a func¸a˜o
exponencial, note que para valores de α ≥ 4, a func¸a˜o apresenta um comportamento
praticamente linear e a medida que α aumenta a inclinac¸a˜o da reta, referente a func¸a˜o
de Mittag-Leffler, diminui. Para valores muito grandes de α a inclinac¸a˜o e´ praticamente
nula. Ale´m disso, destacamos que Eα(0) = 1 para qualquer valor de α. Por fim, notamos
o comportamento bastante similar de Eα(x) para valores de α menores que 1.
A seguir estudamos o caso em que β = 2.
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Figura 6.6: Gra´fico de Eα,2(x) para va´rios valores de α.
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Figura 6.7: Gra´fico tridimensional de Eα,2(x) para va´rios valores de α.
92
−50
−40
−30
−20
−10
0
0
1
2
3
4
5
6
7
−1
0
1
2
3
4
E α
,
β(x
)
E
α,β(x) para β=2
xα
Figura 6.8: Superf´ıcie gerada por Eα,2(x).
Nos gra´ficos anteriores notamos que a func¸a˜o Eα,2(x) tem um comportamento bastante
similar ao da func¸a˜o de Mittag-Leffler de um paraˆmetro. Pore´m, as curvas sa˜o menos
sinuosas, como fica claro ao observar, por exemplo, as func¸o˜es E2,2(x) e E2(x) e, na maioria
dos pontos, temos que |Eα,2(x)| ≤ |Eα(x)|.
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Figura 6.9: Gra´fico de Eα,3(x) para va´rios valores de α.
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Figura 6.10: Gra´fico tridimensional de Eα,3(x) para va´rios valores de α.
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Figura 6.11: Superf´ıcie gerada por Eα,3(x).
Ao observar os gra´ficos para Eα,3(x), com α ≥ 1, notamos que embora este tambe´m tenha
um comportamento similar ao da func¸a˜o Eα(x) este na˜o admite valores negativos, o que
pode ser um fator importante ao se modelar um evento.
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Figura 6.12: Gra´fico de Eα,4(x) para va´rios valores de α.
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Figura 6.13: Gra´fico tridimensional de Eα,4(x) para va´rios valores de α.
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Figura 6.14: Superf´ıcie gerada por Eα,4(x).
Fica claro ao analisar todos os gra´ficos que quanto menor o valor de β mais rapidamente
se da´ a convergeˆncia da func¸a˜o Eα,β , para a reta y = 0, a medida que aumentamos o valor
de α. Ale´m disso, pudemos analisar a forma que a func¸a˜o de Mittag-Leffler generaliza a
func¸a˜o exponencial o que, em determinados eventos, pode ser u´til para entender o porqueˆ
de um modelo que utiliza derivadas fraciona´rias, generalizar o respectivo modelo que utiliza
derivadas inteiras.
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Cap´ıtulo 7
Equac¸a˜o do Tele´grafo Fraciona´ria
A ana´lise matema´tica do comportamento das linhas de transmissa˜o ele´trica iniciou-se a
partir dos trabalhos de Maxwell, Kelvin e Heaviside. Em 1855 Kelvin formulou o modelo
de difusa˜o de corrente em um cabo submarino. O modelo previu de maneira correta o
fraco desempenho do primeiro cabo submarino de tele´grafo atrave´s do Atlaˆntico, que ficou
inutilizado depois da transmissa˜o de apenas setecentas mensagem, devido a`s fortes corren-
tes empregadas. Quando o segundo cabo foi colocado, no ano de 1866, as recomendac¸o˜es
de Kelvin foram adotadas e este obteve maior sucesso. Trinta anos mais tarde, em 1885,
Heaviside publicou um artigo no qual descrevia suas ana´lises sobre propagac¸a˜o em cabos
e a forma moderna da assim chamada equac¸a˜o do tele´grafo.
A equac¸a˜o do tele´grafo, e´ uma equac¸a˜o diferencial parcial utilizada para descre-
ver va´rios fenoˆmenos tais como voltagem e corrente em uma linha de transmisa˜o ele´trica e
propagac¸a˜o de onda. A equac¸a˜o do tele´grafo pode ser dada pela equac¸a˜o(
aD2t + bDt − cD2x
)
G
γ
α,β(x, t) = F (x, t), (7.1)
na qual a, b e c sa˜o constantes reais, com a e c 6= 0. Neste cap´ıtulo e´ apresentada e resolvida
uma generalizac¸a˜o para a equac¸a˜o do tele´grafo tendo tanto a parte espacial quanto a parte
temporal considerada no sentido de Caputo fraciona´rias [38].
Para discutir a equac¸a˜o (7.1) utilizamos a metodologia da justaposic¸a˜o de trans-
formadas [33], isto e´, aplicamos a transformada de Laplace na parte temporal e a transfor-
mada de Fourier na parte espacial e recuperamos a soluc¸a˜o do problema original atrave´s
das respectivas transformadas inversas1.
1Lembramos que na˜o tratamos aqui do problema relativo a`s dimenso˜es f´ısicas, tal problema pode ser
encontrado em [61].
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A fim de aprimorar, no sentido de uma poss´ıvel generalizac¸a˜o, a cla´ssica equac¸a˜o
do tele´grafo, permitimos que a ordem das derivadas, tanto espacial quanto temporal, possa
tomar valores na˜o inteiros, isto e´, consideramos a equac¸a˜o diferencial fraciona´ria associada
ao problema do tele´grafo. Esta generalizac¸a˜o nos permite recuperar o problema cla´ssico
atrave´s de um caso particular enquanto que o caso geral permanece para estudos futuros,
ou seja, uma interpretac¸a˜o para a equac¸a˜o diferencial fraciona´ria.
Este cap´ıtulo esta´ disposto da maneira que se segue. Na Sec¸a˜o 7.1, apresenta-
mos o ca´lculo da func¸a˜o de Green associada a` equac¸a˜o (espacial e temporal) do tele´grafo
fraciona´ria. Na Sec¸a˜o 7.2, um caso particular e´ resolvido atrave´s de outro me´todo. Na
Sec¸a˜o 7.3, a partir da comparac¸a˜o dos resultados para a func¸a˜o de Green recuperamos os
teoremas 7 e 8 demonstrados formalmente na Sec¸a˜o 6.5.
7.1 Func¸a˜o de Green
Nesta sec¸a˜o investigamos a soluc¸a˜o de uma equac¸a˜o diferencial parcial fraciona´ria (EDPF)
com o segundo membro igual ao produto de duas func¸o˜es do tipo delta de Dirac, isto e´,
calculamos a assim chamada func¸a˜o de Green associada a esta equac¸a˜o.
Sejam a, b e c constantes reais e α, β e γ paraˆmetros reais satisfazendo as seguintes
condic¸o˜es 0 < α ≤ 1, 0 < β ≤ 1 e 0 < γ ≤ 1. Sendo Dξ ≡ ∂/∂ξ com ξ igual a t, varia´vel
temporal considerada no sentido de Caputo, ou igual a x, varia´vel espacial considerada no
sentido de Riesz.
Consideramos a seguinte EDPF, para a varia´vel temporal t > 0 e varia´vel espacial
−∞ < x <∞ (
aD2αt + bD
β
t − cD2γx
)
G
γ
α,β(x, t) = λ1δ(t) δ(x) (7.2)
com λ1 sendo uma constante real. A soluc¸a˜o da equac¸a˜o (7.2) pode ser interpretada como
a func¸a˜o de Green fraciona´ria. Outra maneira de introduzir a func¸a˜o de Green fraciona´ria
pode ser encontrada em [77]. Para α = β = γ = 1 recuperamos a cla´ssica equac¸a˜o
diferencial do tele´grafo. Sendo assim, a equac¸a˜o (7.2) pode, de fato, ser interpretada como
uma generalizac¸a˜o da cla´ssica equac¸a˜o do tele´grafo. Esta equac¸a˜o tambe´m descreve a
difusa˜o anoˆmala e o propagador de sinais como mostrado por Mainardi [77].
Para resolver a equac¸a˜o (7.2), primeiramente consideramos todas as constantes
a, b e c diferentes de zero. Os casos em que algumas delas podem ser nulas devem ser
discutidos como casos particulares. Ale´m disso, devemos distinguir dois casos: (i) Se β 6= 1
a equac¸a˜o e´ sempre uma EDPF e (ii) se β = 1 temos duas possibilidades, i.e., EDPF, como
nos mostra a Tabela 1 e EDP, como na Tabela 2 abaixo
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α = 1/2
0 < γ < 1/2 Primeira ordem no tempo
1/2 < γ < 1 Primeira ordem no tempo
α = 1
0 < γ < 1/2 Segunda ordem no tempo
1/2 < γ < 1 Segunda ordem no tempo
γ = 1/2
0 < α < 1/2 Primeira ordem no espac¸o
1/2 < α < 1 Primeira ordem no espac¸o
γ = 1
0 < α < 1/2 Segunda ordem no espac¸o ( [77])
1/2 < α < 1 Segunda ordem no espac¸o ( [77])
Tabela 1. Casos em que β 6= 1, sempre tem-se uma EDPF.
α = 1/2 γ = 1/2 Primeira ordem no tempo e no espac¸o
α = 1 γ = 1 Segunda ordem (Equac¸a˜o do Tele´grafo Cla´ssica)
α = 1/2 γ = 1 Segunda ordem no espac¸o (Equac¸a˜o de Difusa˜o Cla´ssica)
α = 1 γ = 1/2 Segunda ordem no tempo
Tabela 2. Casos em que β = 1, sempre tem-se uma EDP.
Por outro lado, temos duas possibilidades para o paraˆmetro n, da derivada fra-
ciona´ria: (i) n = 1 para 0 < α ≤ 1/2 e (ii) n = 2 para 1/2 < α ≤ 1.
Como ja´ mencionamos, discutimos a equac¸a˜o (7.2) atrave´s da justaposic¸a˜o de transforma-
das de Laplace na parte temporal e Fourier na parte espacial, no caso em que a, b e c sa˜o
constantes na˜o nulas. Sem perda de generalidade consideramos a seguinte equac¸a˜o(
D
2α
t + 2λD
β
t − D2γx
)
G
γ
α,β(x, t) = λ1δ(t) δ(x) (7.3)
na qual λ e´ constante. Esta equac¸a˜o tambe´m pode ser interpretada como a generalizac¸a˜o
do caso unidimensional discutido por Hanyga [53].
A fim de resolver o caso geral tomamos as seguintes condic¸o˜es iniciais
G
γ
α,β(x, 0) = λ2δ(x) e
∂
∂t
[
G
γ
α,β(x, t)
]
t=0
= 0
com λ2 uma constante real, e as seguintes condic¸o˜es de contorno
lim
x→±∞
G
γ
α,β(x, t) = 0 = limx→±∞
[
∂
∂x
G
γ
α,β(x, t)
]
.
Para γ = 1, λ1 = 0 e λ2 = 1 temos o caso anteriormente discutido por Orsingher-Beghin
[90]. De maneira geral, devemos distinguir as soluc¸o˜es, isto e´, para a equac¸a˜o diferencial
na˜o-homogeˆnea com λ1 = 1 e λ2 = 0 temos a func¸a˜o de Green propriamente dita e, para
a equac¸a˜o homogeˆnea, λ1 = 0 e λ2 = 1 temos o assim chamado propagador.
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Seja G˜γα,β(x, s) a transformada de Laplace na parte temporal da func¸a˜o G
γ
α,β(x, t)
definida pela seguinte integral
G˜
γ
α,β(x, s) =
∫ ∞
0
G
γ
α,β(x, t) e
−st dt
com Re(s) > 0. Aplicando a transformada de Laplace na equac¸a˜o (7.3) podemos escrever(
s2α + 2λ sβ − c2 D2γx
)
G˜
γ
α,β(x, s) = [λ1 + λ2(s
2α−1 + 2λ sβ−1)]δ(x). (7.4)
Seja Gˆγα,β(ω, s) a transformada de Fourier da func¸a˜o G˜
γ
α,β(x, s), definida por
Gˆ
γ
α,β(ω, s) =
∫ ∞
−∞
G˜
γ
α,β(x, s) e
iωx dx
a qual temos para a derivada2
F
[(
− ∂
2
∂x2
)γ/2
G˜
γ
α,β(x, s)
]
= |ω|γGˆγα,β(ω, s).
Aplicando a transformada de Fourier na equac¸a˜o (7.4) obtemos uma equac¸a˜o alge´brica3,
cuja soluc¸a˜o e´ dada, em termos de Λ = −|ω|2γ, por
Gˆ
γ
α,β(ω, s) =
λ1 + λ2(s
2α−1 + 2λ sβ−1)
s2α + 2λ sβ + Λ
. (7.5)
Para obter a soluc¸a˜o de nosso problema devemos calcular as transformadas inversas. Para
tanto, inicialmente calculamos a transformada de Laplace inversa. Manipulando a equac¸a˜o
(7.5) podemos escrever
Gˆ
γ
α,β(ω, s) =
Ω
Λ
Λ s−β
s2α−β + 2λ
1
1 +
Λ s−β
s2α−β + 2λ
= Ω
∞∑
k=0
(−1)kΛk s
−βk−β
(s2α−β + 2λ)k+1
,
onde Ω = λ1 + λ2(s
2α−1 + 2λ sβ−1). A segunda igualdade da equac¸a˜o acima e´ devida ao
fato de estarmos considerando |Λ s−β/(s2α−β + 2λ)| < 1.
Utilizando a linearidade da transformada inversa e a equac¸a˜o (6.26) temos
G¯
γ
α,β(ω, t) =
∞∑
k=0
(−Λ)k {λ1 t2αk+2α−1Ek+12α−β,2αk+2α(−µ t2α−β)+ (7.6)
2Esta relac¸a˜o pode ser generalizada para o operador Laplaciano da seguinte forma [82] F[(−∆)µ/2f(~x)] =
|ω|µF[f(~x)] onde ω2 = ω21 + ω22 + · · ·+ ω2n.
3No caso em que a EDPF possui coeficientes constantes, a equac¸a˜o transformada e´ sempre alge´brica.
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+ λ2t
2αk
[
Ek+12α−β,2αk+1(−µ t2α−β) + µ t2α−βEk+12α−β,2αk+2α−β+1(−µ t2α−β)
]}
na qual µ = 2λ, Eρα,β(x) e´ a func¸a˜o de Mittag-Leffler introduzida na Sec¸a˜o 6.3 e G¯
γ
α,β(ω, t)
e´ a transformada de Laplace inversa de Gˆγα,β(ω, s).
Para obter a soluc¸a˜o da equac¸a˜o (7.3), satisfazendo as condic¸o˜es correspondentes,
ou seja, a func¸a˜o de Green fraciona´ria, calculamos a transformada de Fourier inversa.
Calculemos a integral
G
γ
α,β(x, t) =
1
2π
∫ ∞
−∞
G¯
γ
α,β(ω, t) e
−iωx dω
=
1
2π
∫ ∞
−∞
∞∑
k=0
(−Λ)k {λ1 t2αk+2α−1Ek+12α−β,2αk+2α(−µ t2α−β)+
+ λ2t
2αk
[
Ek+12α−2α,2αk+1(−µ t2α−β)
+ µ t2α−βEk+12α−β,2αk+2α−β+1(−µ t2α−β)
]}
e−iωx dω .
Tendo em mente a relac¸a˜o F[|t|λ](x) = √π2λ+1Γ
(
λ+1
2
)
Γ
(−λ
2
) |x|−λ−1, va´lida para λ ∈ C, λ 6= 0,
λ 6= −1− 2m com m ∈ N0, podemos escrever
G
γ
α,β(x, t) = −
1
π
∞∑
k=1
sin(γπk) · Γ(2γk + 1) · |x|−2γk−1
· {λ1 t2αk+2α−1Ek+12α−β,2αk+2α(−µ t2α−β)
+ λ2t
2αk
[
Ek+12α−β,2αk+1(−µ t2α−β)
+ µ t2α−βEk+12α−β,2αk+2α−β+1(−µ t2α−β)
]}
,
(7.7)
com x 6= 0. Esta expressa˜o e´ a func¸a˜o de Green fraciona´ria associada a` equac¸a˜o (7.3).
7.2 Caso Particular α = β
Nesta sec¸a˜o discutimos a equac¸a˜o (7.3) no caso em que α = β e recuperamos, para valores
espec´ıficos dos paraˆmetros, o resultado obtido por Orsingher-Beghin [90] como vamos ver
na sec¸a˜o seguinte. Tomando α = β na equac¸a˜o (7.3) obtemos(
D
2α
t + 2λD
α
t − D2γx
)
G
γ
α,α(x, t) = λ1δ(t) δ(x)
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cuja soluc¸a˜o, satisfazendo as mesmas condic¸o˜es impostas anteriormente, pode ser obtida
atrave´s da equac¸a˜o (7.7), com 0 < γ < 1, 0 < α < 1, ou seja,
Gγα,α(x, t) = −
1
π
∞∑
k=1
sin(γπk) · Γ(2γk + 1) · |x|−2γk−1
· {λ1 tα(k+2)−1Ek+1α,αk+2α(−µ tα)
+ λ2t
2αk
[
Ek+1α,αk+1(−µ tα) + µ tαEk+1α,αk+α+1(−µ tα)
]}
.
Notemos que no limite em que 2γk e´ um nu´mero inteiro, a expressa˜o para a
transformada de Fourier se simplifica para
F[|t|2n+1](x) = 2(−1)n+1(2n+ 1)!|x|−2n−2 para x ∈ R;n ∈ N0
F[|t|2n](x) = 0 para x ∈ R;n ∈ N0.
Se considerarmos os paraˆmetros λ1 = 0 e λ2 = 1, no caso γ = 1, temos o propagador,
G1Pα,α(x, t) =
1
π
∞∑
k=0
(−1) 2k+12 (2k)! · |x|−2k−1
· t2αk [Ek+1α,αk+1(−µ tα) + µ tαEk+1α,αk+α+1(−µ tα)] ,
por outro lado tomando λ1 = 1 e λ2 = 0 podemos escrever a func¸a˜o de Green, ou seja,
G
1G
α,α(x, t) =
1
π
∞∑
k=0
(−1) 2k+12 (2k)! |x|−2k−1 tα(k+2)−1Ek+1α,αk+2α(−µ tα).
7.3 Regras de Soma para a Func¸a˜o de Mittag-Leffler
Nesta sec¸a˜o apresentamos dois novos resultados envolvendo as func¸o˜es de Mittag-Leffler,
ambos consequeˆncias do nosso ca´lculo para a func¸a˜o de Green fraciona´ria.
Outra maneira de se resolver a equac¸a˜o (7.3) no caso em que α = β e´ considerar
o denominador na equac¸a˜o (7.5) escrito na seguinte forma
s2α + 2λ sα + Λ = (sα − µ1)(sα − µ2)
onde µ1 = −λ−
√
λ2 − Λ e µ2 = −λ+
√
λ2 − Λ com Λ = −|ω|2γ. Utilizando estas expresso˜es
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podemos escrever
Gˆγα,α(ω, s) =
λ1
sα − µ1 ·
1
sα − µ2+
+ λ2
(
s2α−1
sα − µ1 ·
1
sα − µ2 + 2λ
sα−1
sα − µ1 ·
1
sα − µ2
)
=
λ1
µ1 − µ2
(
µ1 s
−α
sα − µ1 −
µ2 s
−α
sα − µ2
)
+
+
λ2
µ1 − µ2
{
µ1 s
α−1
sα − µ1 −
µ2 s
α−1
sα − µ2 + 2λ
[
µ1 s
−1
sα − µ1 −
µ2 s
−1
sα − µ2
]}
.
Atrave´s da linearidade da transformada de Laplace inversa e da equac¸a˜o (6.29), com ρ = 1,
obtemos as seguintes expresso˜es para a transformada de Laplace inversa
G¯γα,α(ω, t) = λ1
t2α−1
µ1 − µ2 [µ1Eα,2α(µ1t
α)− µ2Eα,2α(µ2tα)]
+
λ2
µ1 − µ2 [µ1Eα,1(µ1t
α)− µ2Eα,1(µ2tα)]+
+
2λ λ2 t
α
µ1 − µ2 [µ1Eα,α+1(µ1t
α)− µ2Eα,α+1(µ2tα)] .
Em particular, no caso em que λ1 = 0 e λ2 = 1 e utilizando a relac¸a˜o
xEα,α+1(x) = Eα,1(x)− 1
recuperamos o resultado obtido por Orsingher-Beghin [90].
Por outro lado, tomando α = β na equac¸a˜o para a transformada de Fourier
inversa, equac¸a˜o (7.6), temos, para µ = 2λ, que
G¯
γ
α,α(ω, t) =
∞∑
k=0
(−Λ)k {λ1 t2αk+2α−1Ek+1α,2αk+2α(−µ tα)+
+ λ2t
2αk
[
Ek+1α,2αk+1(−µ tα) + µ tαEk+1α,2αk+α+1(−µ tα)
]}
.
Discutimos dois casos interessantes associados a G¯γα,α(ω, t). Inicialmente conside-
ramos λ1 = 0 e λ2 = 1, nas duas equac¸o˜es anteriores, logo,
∞∑
k=0
(−Λ)kt2αk [Ek+1α,2αk+1(−µ tα) + µ tαEk+1α,2αk+α+1(−µ tα)] =
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=
µ1Eα,1(µ1 t
α)− µ2Eα,1(µ2 tα)
µ1 − µ2 +
2λ tα
µ1 − µ2 [µ1Eα,α+1(µ1t
α)− µ2Eα,α+1(µ2tα)] ,
onde µ1 = −λ −
√
λ2 − Λ e µ2 = −λ +
√
λ2 − Λ com Λ = −|ω|2γ, que pode ser reescrita
da seguinte forma
∞∑
k=0
(−Λξ2)k [Ek+1α,2αk+1(−µ ξ) + µ ξEk+1α,2αk+α+1(−µ ξ)] =
=
µ1Eα(µ1 ξ)− µ2Eα(µ2 ξ)
µ1 − µ2 +
2λ ξ
µ1 − µ2 [µ1Eα,α+1(µ1ξ)− µ2Eα,α+1(µ2ξ)] ,
onde ξ = tα e utilizamos a relac¸a˜o Eα,1(x) = Eα(x).
Simplificamos o segundo membro da equac¸a˜o anterior de modo a obter
∞∑
k=0
(−Λξ2)k [Ek+1α,2αk+1(−µ ξ) + µ ξEk+1α,2αk+α+1(−µ ξ)] = µ1Eα(µ2ξ)− µ2Eα(µ1ξ)µ1 − µ2 . (7.8)
Analogamente, tomando, agora, λ1 = 1 e λ2 = 0 obtemos
∞∑
k=0
(−Λ)kt2αkEk+1α,2αk+2α(−µ tα) =
µ1Eα,2α(µ1t
α)− µ2Eα,2α(µ2tα)
µ1 − µ2 ,
ou ainda
∞∑
k=0
(−Λξ2)kEk+1α,2αk+2α(−µ ξ) =
µ1Eα,2α(µ1 ξ)− µ2Eα,2α(µ2 ξ)
µ1 − µ2 , (7.9)
novamente tα = ξ e µ1 = −λ−
√
λ2 − Λ e µ2 = −λ+
√
λ2 − Λ com Λ = −|ω|2γ.
As equac¸o˜es (7.8) e (7.9) podem ser interpretadas como novas regras de soma
envolvendo as func¸o˜es de Mittag-Leffler. Na pro´xima sec¸a˜o apresentamos estes resultados
na forma de teoremas.
7.3.1 Teoremas de Adic¸a˜o
Um teorema de adic¸a˜o [36, 43] e´ uma fo´rmula matema´tica que, para uma func¸a˜o particular
f , estabelece uma relac¸a˜o entre f(x + y) e f(x) e f(y), como por exemplo na cla´ssica
fo´rmula de soma de arcos
cos(a+ b) = cos(a) cos(b)− sen (a) sen (b).
Existem formas canoˆnicas de se apresentar os assim chamados teoremas de adic¸a˜o en-
volvendo func¸o˜es especiais. Aqui, utilizamos um problema f´ısico, a equac¸a˜o do tele´grafo
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fraciona´ria, para apresentar os novos teoremas de adic¸a˜o associados a` func¸a˜o de Mittag-
Leffler generalizada. Note que estes teoremas e suas consequeˆncias ja´ foram apresentados
e formalmente demonstrados na Sec¸a˜o 6.5.
Teorema 7. Sejam x, y ∈ R com |x| < 1 e |y| < 1. Se x 6= y enta˜o
∞∑
k=0
(−xy)kEk+1α,2αk+2α(x+ y) =
xEα,2α(x)− yEα,2α(y)
x− y ·
Teorema 8. Sejam x, y ∈ R com |x| < 1 e |y| < 1. Se x 6= y enta˜o
∞∑
k=0
(−xy)k [Ek+1α,2αk+1(x+ y)− (x+ y)Ek+1α,2αk+α+1(x+ y)] = xEα(y)− y Eα(x)x− y ·
Demonstrac¸a˜o. As demonstrac¸o˜es dos teoremas 7 e 8 sa˜o obtidas diretamente
atrave´s da introduc¸a˜o das mudanc¸as de varia´veis µ1ξ = x e µ2ξ = y nas equac¸o˜es (7.9) e
(7.8) respectivamente.
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Cap´ıtulo 8
Sistema de Lotka-Volterra
Fraciona´rio
O modelo de Lotka-Volterra e´ composto por um par de equac¸o˜es diferenciais que des-
crevem as interac¸o˜es entre presa e predador em seu caso mais simples (uma populac¸a˜o
de predador e uma populac¸a˜o de presas). Este modelo foi desenvolvido por volta de
1920, independentemente, por Alfred Lotka e por Vito Volterra e e´ caracterizado por
oscilac¸o˜es tanto na populac¸a˜o de predadores quanto na de presas, com o pico da oscilac¸a˜o
de predadores ocorrendo logo apo´s o pico da oscilac¸a˜o de presas.
Este modelo tem se´rias restric¸o˜es, do ponto de vista da modelagem: 1) a po-
pulac¸a˜o de presas cresce exponencialmente na auseˆncia do predador; 2) a populac¸a˜o de
predadores morre de fome na auseˆncia da presa (ao inve´s de buscar uma nova espe´cie
de presa); 3) predadores podem comer uma quantidade infinita de presas e 4) na˜o ha´
complexidade ambiental (isto e´, ambas populac¸o˜es esta˜o se movendo aleatoriamente em
um meio homogeˆneo).
Destacamos ainda, que o sistema de Lotaka-Voterra tem diversas aplicac¸o˜es em
biologia, como por exemplo, para descrever os modelos parasita-hospedeiro [59], cresci-
mento de plantas e as interac¸o˜es planta-herb´ıvoro [54], dentre outras
Neste cap´ıtulo propomos uma generalizac¸a˜o fraciona´ria para o sistema de Lotka-
Volterra utilizando derivadas fraciona´rias no sentido de Caputo. O objetivo desta gene-
ralizac¸a˜o e´ minimizar os efeitos das restric¸o˜es anteriormente citadas [35]. Este cap´ıtulo
esta´ disposto da seguinte maneira: na Sec¸a˜o 8.1 apresentamos o cla´ssico sistema de Lotka-
Volterra; na Sec¸a˜o 8.2 apresentamos e resolvemos o sistema de Lotka-Volterra fraciona´rio
linearizado e na Sec¸a˜o 8.3 apresentamos um exemplo nume´rico.
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8.1 O Sistema de Lotka-Volterra
Sejam a, b, c e d constantes. Por simplicidade, denotamos x = x(t) e y = y(t). Nestas
condic¸o˜es o sistema associado ao problema presa-predador e´ dado por
dx
dt
= x(a− yb),
dy
dt
= −y(c− xd).
(8.1)
Este sistema quase linear apresenta dois pontos cr´ıticos, P (0, 0) e Q(c/d, a/b). O primeiro e´
um ponto de cela que na˜o sera´ discutido aqui. Neste trabalho concentramos nossa atenc¸a˜o
no ponto Q.
Consideramos as constantes a, b, c e d como sendo positivas, Q e´ um ponto que
representa a coexisteˆncia de predadores e presas em equil´ıbrio. Nosso objetivo e´ investigar
se este ponto cr´ıtico e´ esta´vel.
Introduzindo as mudanc¸as de varia´veis u = x− c/d e v = y − a/b, transladamos
o ponto cr´ıtico para, R(0, 0)1, associado ao seguinte sistema nas varia´veis u e v.
du
dt
= − b
d
(vc+ uvd),
dv
dt
=
d
b
(ua+ uvb).
Sabemos que o correspondente sistema linearizado
du
dt
= −bc
d
v,
dv
dt
=
ad
b
u.
possui elipses centradas no ponto cr´ıtico como trajeto´rias, as assim chamadas trajeto´rias
linearizadas.
Para encontrar as trajeto´rias no sistema original, nas varia´veis x and y, basta
dividir a segunda equac¸a˜o de (8.1) pela primeira, desta forma temos
dy
dx
= −y
x
c− xd
a− yb .
Apo´s resolver este sistema obtemos
f(x, y) ≡ c ln x− xd+ a ln y − by = K,
1Este ponto R na˜o deve ser confundido com o ponto P , associado ao sistema nas varia´veis x e y.
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na qual K e´ a constante de integrac¸a˜o. As trajeto´rias definidas pelo sistema sa˜o as curvas
de n´ıvel da func¸a˜o f(x, y).
Na pro´xima sec¸a˜o, modelamos o sistema presa-predador atrave´s do assim cha-
mado sistema de Lotka-Volterra fraciona´rio e para resolveˆ-lo utilizamos a metodologia da
transformada de Laplace.
8.2 Sistema de Lotka-Volterra Fraciona´rio
Como afirmamos anteriormente, o sistema original de Lotka-Volterra possui uma se´rie
de restric¸o˜es. Compensar estas restric¸o˜es e´ a motivac¸a˜o para introduzir a generalizac¸a˜o
fraciona´ria do sistema [37], ou seja,
D
α
t x(t) ≡
∂α
∂tα
x(t) = a x(t)− b x(t)y(t),
D
β
t y(t) ≡
∂β
∂tβ
y(t) = −c y(t) + d x(t)y(t).
(8.2)
na qual 0 < α, β ≤ 1, a, b, c e d sa˜o constantes positivas e as derivadas fraciona´rias sa˜o
tomadas no sentido de Caputo [19]. Este e´ um sistema na˜o linear no qual x(t) denota o
nu´mero de presas e y(t) o de predadores ambos no instante t. Note que permitimos que as
derivadas nas equac¸o˜es (8.2) sejam de ordens diferentes. O objetivo deste procedimento e´
compensar a restric¸a˜o 4, mencionada na introduc¸a˜o do presente cap´ıtulo. Numa situac¸a˜o
real α e β, assim como a, b, c e d devem ser determinados experimentalmente.
A dimensa˜o efetiva do sistema, D, e´ dada pela soma das ordens da equac¸a˜o,
i.e., D = α + β. Este tipo de generalizac¸a˜o de sistemas dinaˆmicos atrave´s de derivadas
fraciona´rias foi utilizado, por exemplo, na descric¸a˜o de fenoˆmenos de viscoelasticidade como
o sangue humano [110].
De maneira ana´loga a` feita na sec¸a˜o anterior introduzimos as varia´veis
x(t) = u(t) +
c
d
e y(t) = v(t) +
a
b
.
Utilizando a derivada fraciona´ria no sentido de Caputo, o sistema linearizado correspon-
dente e´ dado por 
D
α
t u(t) = −
bc
d
v(t),
D
β
t v(t) =
ad
b
u(t).
(8.3)
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A fim de resolver o sistema fraciona´rio linearizado tomamos a transformada de
Laplace nas duas equac¸o˜es, de onde podemos escrever
F (s) = u(0)
sα+β−1
sα+β + ac
− v(0) bc
d
sβ−1
sα+β + ac
e
G(s) = v(0)
sα+β−1
sα+β + ac
+ u(0)
ad
b
sα−1
sα+β + ac
na qual u(0) e v(0) denotam, respectivamente, as populac¸o˜es inciais de presa e predador.
Ale´m disso,
F (s) ≡ L[u(t)] e G(s) ≡ L[v(t)].
Introduzindo a notac¸a˜o u(0) = u0 e v(0) = v0 e tomando a transformada de Laplace inversa
podemos escrever a soluc¸a˜o, isto e´,
u(t) = u0Eα+β(−ac tα+β)− v0 bc
d
tα Eα+β,α+1(−ac tα+β) (8.4)
e
v(t) = v0Eα+β(−ac tα+β) + u0 ad
b
tβ Eα+β,β+1(−ac tα+β) (8.5)
na qual Eµ(x) e Eµ,ν(x) denotam as func¸o˜es de Mittag-Leffler de um e de dois paraˆmetros.
8.3 Exemplo Nume´rico
A fim de ilustrar numericamente o resultado obtido na sec¸a˜o anterior consideramos um
sistema da forma de (8.2), com a = 2, b = 3/2, c = 2 e d = 1/2. Ale´m disso, vamos supor
que x(0) = 1000 e y(0) = 150.
As Figuras 8.1 e 8.2 mostram diversas curvas obtidas atrave´s das equac¸o˜es (8.4)
e (8.5), utilizadas para resolver o sistema. Cada curva corresponde a uma combinac¸a˜o
particular dos paraˆmetros α e β que definem a derivada fraciona´ria de x(t) e y(t). Estas
curvas mostram como α e β interferem na convergeˆncia para o ponto cr´ıtico Q(4, 4/3).
Para α = β = 1, a curva e´ uma elipse centrada em Q, ou seja, de fato recuperamos o caso
envolvendo derivadas de ordem inteira. A` medida em que reduzimos a dimensa˜o efetiva
do sistema, ou seja, α + β, a convergeˆncia para o ponto Q e´ acelerada. Note que curvas
bastante similares foram obtidas para os pares (α = 0.9, β = 0.9) e (α = 1, β = 0.8),
assim como para (α = 0.8, β = 0.8) e (α = 1, β = 0.6).
E´ importante ressaltar que as figuras foram obtidas utilizando o MATLAB e
mostram apenas a linha de tendeˆncia, sendo assim elas devem ser interpretadas da seguinte
maneira, toda vez que a curva toca o eixo y a populac¸a˜o de presas se estingue, desta forma,
ha´ uma queda significativa no nu´mero de predadores, por outro lado, se a curva toca o eixo x
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a populac¸a˜o de predadores se estingue, consequentemente, a populac¸a˜o de presas aumenta.
Ale´m disso, a soluc¸a˜o nos mostra que quando a dimensa˜o efetiva do sistema e´ menor
que 1.8 as soluc¸o˜es na˜o teˆm problemas de extinc¸a˜o, o que, dependendo do problema que
estamos modelando, pode ser uma vantagem bastante significativa do sistema fraciona´rio
em relac¸a˜o ao sistema de ordem inteira.
Os resultados que se seguem foram obtidos fixando β e variando α. Os resultados
em que α e´ fixo e β varia sa˜o bastante similares e por isso na˜o foram mostrados na figura.
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(d) α = 0.6, β = 0.6.
Figura 8.1: Curvas obtidas para valores de α = β. Os dois eixos esta˜o em escala de 1 para
1000.
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-2 2 4 6 8 10
x
-1
1
2
3
4
y
(c) α = 1, β = 0.6.
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(d) α = 1, β = 0.2.
Figura 8.2: Curvas obtidas para valores de α 6= β. Os dois eixos esta˜o em escala de 1 para
1000.
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Cap´ıtulo 9
Equac¸a˜o de Langevin Fraciona´ria
Nos u´ltimos dez anos tem havido um crescimento no nu´mero de processos envolvendo
difusa˜o anoˆmala. Estes processos ocorrem em inu´meras a´reas do conhecimento como, por
exemplo, na Biologia [25, 66] e na F´ısica [9, 14, 80].
Em um recente trabalho [99] uma func¸a˜o de Mittag-Leffler foi introduzida no es-
tudo da equac¸a˜o cine´tica, deslocamentos aleato´rios e difusa˜o anoˆmala [82]. Outro recente
trabalho [113] mostra a soluc¸a˜o exata da equac¸a˜o de Langevin para uma part´ıcula harmo-
nicamente confinada. Os mesmos autores [114] apresentam e discutem a difusa˜o anoˆmala
induzida por uma func¸a˜o de Mittag-Leffler correlacionada a um ru´ıdo, na qual os autores
apresentam alguns casos particulares que caracterizam o ru´ıdo. Ale´m disso, de acordo
com o valor do expoente da difusa˜o anoˆmala, eles distinguem subdifusa˜o e superdifusa˜o.
Tambe´m neste trabalho sa˜o citados artigos nos quais a teoria foi aplicada com sucesso.
Mencionamos ainda, que a difusa˜o anoˆmala desempenha um importante papel no estudo
da onda de reac¸a˜o-difusa˜o [44, 45].
Uma forma natural de se estudar a difusa˜o anoˆmala e´ atrave´s da equac¸a˜o de
Langevin generalizada [96]. No referido artigo os autores mostram como o comportamento
de longo prazo do deslocamento me´dio quadra´tico, para os sistemas descritos pela equac¸a˜o
de Langevin generalizada, dependem das propriedades da func¸a˜o de correlac¸a˜o e do nu´cleo
de memo´ria.
No presente cap´ıtulo estudamos a versa˜o fraciona´ria da equac¸a˜o de Langevin gene-
ralizada na auseˆncia de um campo determin´ıstico1. Este cap´ıtulo esta´ disposto da seguinte
maneira: Na Sec¸a˜o 9.1 apresentamos alguns resultados associados a` cla´ssica equac¸a˜o de
1Novamente para as correspondentes dimenso˜es f´ısicas recomendamos o trabalho de Inizan [61].
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Langevin generalizada, incluindo a metodologia da transformada de Laplace, a qual e´
utilizada para obter a soluc¸a˜o em termos da func¸a˜o de relaxac¸a˜o. Na Sec¸a˜o 9.2 introduzimos
a versa˜o fraciona´ria da equac¸a˜o de Langevin generalizada, recuperando os resultados da
Sec¸a˜o 9.1. Na Sec¸a˜o 9.3 utilizando uma func¸a˜o de correlac¸a˜o particular obtemos a func¸a˜o
de relaxac¸a˜o. Na Sec¸a˜o 9.4 apresentamos nossos principais resultados, ou seja, calculamos
explicitamente os nu´cleos em termos da func¸a˜o de Mittag-Leffler generalizada.
9.1 Equac¸a˜o de Langevin Generalizada
Nesta sec¸a˜o apresentamos a cla´ssica equac¸a˜o de Langevin generalizada (ELG) e sua soluc¸a˜o
em termos de uma func¸a˜o de relaxac¸a˜o que caracteriza o processo f´ısico, obtida atrave´s da
transformada de Laplace.
A abordagem cla´ssica, conhecida como teoria de Ornstein-Uhlenbeck (ou Einstein-
Ornstein-Uhlenbeck) do movimento Browniano foi inicialmente apresentada por Langevin,
enquanto que a difusa˜o usual e o movimento Browniano esta˜o associados com a equac¸a˜o
de Langevin. A equac¸a˜o de Langevin cla´ssica e sua generalizac¸a˜o, foram revistas com
um tratamento fraciona´rio alguns anos atra´s por Mainardi-Pironi [76]. Neste trabalho os
autores discutem a equac¸a˜o de Langevin associada apenas a` velocidade. Para discutir
a equac¸a˜o de Langevin associada ao deslocamento e´ necessa´rio calcular uma integral em
relac¸a˜o a` varia´vel temporal.
A ELG, na auseˆncia de um campo determin´ıstico, e´ dada por
D
2
tx(t) +
∫ t
0
µ(t− ξ)Dξx(ξ) dξ = F (t) (9.1)
com Dy ≡ d/dy na qual y = t, ξ, e µ(t) e´ o nu´cleo de memo´ria dissipativa e F (t) e´ uma
forc¸a aleato´ria. Consideramos a equac¸a˜o (9.1) com duas condic¸o˜es determin´ısticas, isto e´,
x(0) = x0, condic¸a˜o inicial, e x˙(0) = v0, velocidade inicial da part´ıcula de massa unita´ria.
Para resolver a equac¸a˜o (9.1) introduzimos a transformada de Laplace. Utilizando
o teorema da convoluc¸a˜o podemos escrever
[s2 + sµ̂(s)]x̂(s) = x0[s+ µ̂(s)] + v0 + F̂ (s) (9.2)
na qual µ̂(s), x̂(s) e F̂ (s) denotam, respectivamente, as transformadas de Laplace de µ(t),
x(t) e F (t), e s e´ o paraˆmetro da transformada de Laplace.
Introduzindo a func¸a˜o de relaxac¸a˜o, H(t), como sendo a transformada de Laplace
inversa, i.e.,
Ĥ(s) =
1
s2 + sµ̂(s)
(9.3)
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podemos escrever
x̂(s) = Ĥ(s){x0[s+ µ̂(s)] + v0 + F̂ (s)},
cuja respectiva transformada inversa e´ dada por
x(t) = x0 + v0H(t) +
∫ t
0
H(t− ξ)F (ξ)dξ
a qual pode ser reescrita na seguinte forma
x(t) = 〈x(t)〉+
∫ t
0
H(t− ξ)F (ξ)dξ (9.4)
onde consideramos 〈x(t)〉 = x0 + v0H(t).
A primeira derivada da equac¸a˜o (9.4) e´ dada por
x˙(t) = 〈x˙(t)〉+
∫ t
0
h(t− ξ)F (ξ)dξ (9.5)
na qual 〈x˙(t)〉 = v0h(t) e a func¸a˜o de relaxac¸a˜o, h(t), e´ a derivada de H(t), i.e., h(t) = H˙(t).
Desta forma, temos
ĥ(s) =
1
s+ µ̂(s)
≡ sĤ(s)
com as condic¸o˜es H(0) = 0 e h(0) = 1, obtidas atrave´s das equac¸o˜es (9.4) e (9.5).
Novamente, com aux´ılio das equac¸o˜es (9.4) e (9.5), podemos discutir as equac¸o˜es
expl´ıcitas para as varia´veis associadas a` equac¸a˜o (9.1), em particular a difusa˜o anoˆmala e
a distribuic¸a˜o de probabilidades [96].
9.2 Equac¸a˜o de Langevin Fraciona´ria Generalizada
Existem va´rias maneiras de se explicar fenoˆmenos envolvendo difusa˜o anoˆmala, em particu-
lar, estendendo a definic¸a˜o de entropia na estat´ıstica convencional de Gibbs-Boltzmann bem
como, atrave´s da equac¸a˜o de Fokker-Plank com derivadas fraciona´rias ou com coeficientes
associados a` difusa˜o variando no tempo [46].
Aqui, nesta sec¸a˜o, seguindo a via da generalizac¸a˜o fraciona´ria, apresentamos e
discutimos a assim chamada equac¸a˜o de Langevin fraciona´ria generalizada(ELFG), consi-
derando a metodologia da transformada de Laplace de maneira similar a feita para a ELG
na sec¸a˜o anterior.
A ELFG, versa˜o fraciona´ria da ELG, e´ definida por
D
α
t x(t) +
∫ t
0
µ(t− ξ)Dβξx(ξ) dξ = F (t) (9.6)
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com 1 < α ≤ 2 e 0 < β ≤ 1. O operador D denota a derivada fraciona´ria considerada no
sentido de Caputo.
Aqui x(t) representa a posic¸a˜o de uma particula, µ(t − t′) o nu´cleo de memo´ria
dissipativa o qual e´ tomado de maneira similar ao utilizado em [114], i.e., em termos de
uma func¸a˜o de Mittag-Leffler2 e F (t) e´ uma forc¸a gaussiana. Tomando os limites α→ 2 e
β → 1, os resultados envolvendo a ELG sa˜o recuperados.
Por outro lado, em um recente trabalho [101] foi apresentado uma classe de ELG
com derivadas fraciona´rias, tambe´m no sentido de Caputo. Os autores discutem um sistema
envolvendo processos de difusa˜o com uma func¸a˜o de correlac¸a˜o de dois tipos: a exponencial,
a lei de forc¸a e os termos associados ao campo determin´ıstico iguais a zero, ou seja, a
equac¸a˜o (9.6) para o caso em que 0 < α < 1 e β = 1. O mesmo autor [102] discute a equac¸a˜o
de Langevin fraciona´ria com a derivada fraciona´ria no sentido de Riemann-Liouville. Ele
compara estes resultados com os obtidos em [101] considerando o termo determin´ıstico
como sendo nulo. Foi discutida recentemente [114], a difusa˜o anoˆmala induzida por uma
func¸a˜o de correlac¸a˜o de ru´ıdo como sendo uma func¸a˜o Mittag-Leffler. No trabalho os
autores obteˆm a expressa˜o exata para os valores principais, variaˆncia e coeficientes de
difusa˜o para uma part´ıcula em termos da func¸a˜o de Mittag-Leffler de dois paraˆmetros e
suas derivadas. Mencionamos que a equac¸a˜o discutida naquele trabalho e´ uma ELG, ao
contra´rio da equac¸a˜o apresentada em [102], que e´ uma ELFG.
Aqui, discutimos as soluc¸o˜es anal´ıticas da equac¸a˜o (9.6) atrave´s da transformada
de Laplace. Desta forma, aplicando a transformada de Laplace na equac¸a˜o (9.6) e utilizando
a relac¸a˜o que envolve a tranformada de Laplace e derivadas [38], obtemos
[sα + sβµ̂(s)]x̂(s) = sα−1x0 + s
α−2v0 + x0s
β−1µ̂(s) + F̂ (s)
a qual para α = 2 e β = 1 recupera a equac¸a˜o (9.2).
Introduzindo a func¸a˜o de relaxac¸a˜o, H(t), podemos escrever a equac¸a˜o anterior
na seguinte forma
x̂(s) = Ĥ(s)
{x0
s
[sα + sβµ̂(s)] + v0s
α−2 + F̂ (s)
}
cuja transformada inversa, denotada por L−1[f(s)], pode ser escrita como
x(t) = x0 + v0L
−1
[
Ĥ(s)sα−2
]
+ L−1
[
Ĥ(s)F̂ (s)
]
.
Utilizando o teorema de convoluc¸a˜o, associado a` transformada de Laplace, obtemos a
soluc¸a˜o
x(t) = x0 + v0L
−1
[
Ĥ(s)sα−2
]
+
∫ t
0
H(t− ξ)F (ξ)dξ
2Como o ru´ıdo estaciona´rio e´ exponencialmente correlacionado parece natural propor uma generalizac¸a˜o
utilizando a func¸a˜o de Mittag-Leffler.
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onde Ĥ(s) e´ a transformada de Laplace da func¸a˜o H(t). A partir deste ponto devemos
distinguir uma func¸a˜o de relaxac¸a˜o particular.
Como ja´ dissemos anteriormente, para α = 2 e β = 1 os resultados associados a`
equac¸a˜o (9.1), bem como suas consequeˆncias, sa˜o mostrados em [101]. Estes resultados sa˜o
generalizac¸o˜es no sentido em que, consideramos sua versa˜o fraciona´ria e tomamos o modelo
de func¸a˜o correlacionada como sendo uma func¸a˜o de Mittag-Leffler conveniente, ou seja, a
cla´ssica func¸a˜o de Mittag-Leffler com um paraˆmetro, como considerado em [114].
9.3 Uma Func¸a˜o de Correlac¸a˜o Particular
Nesta sec¸a˜o explicitamos o ca´lculo dos nu´cleos, H(t) e h(t), que aparecem nas expresso˜es
envolvendo variaˆncias [82], supostas na forma
σxx(t) = kB T [2I(t)−H2(t)]
σvv(t) = kB T [1− h2(t)]
σxv(t) = kB T H(t) [1− h(t)] (9.7)
onde
I(t) =
∫ t
0
dξ H(ξ),
kB e´ a constante de Boltzmann e T e´ temperatura absoluta do meio [96].
A equac¸a˜o (9.1) representa um sistema em estado de equil´ıbrio, as func¸o˜es µ(t),
o nu´cleo de memo´ria dissipativa e C(t), a func¸a˜o de correlac¸a˜o, sa˜o relacionadas pelo
conhecido teorema de flutuac¸a˜o-dissipac¸a˜o [96]
C(t) = kB T µ(t).
Aqui, consideramos o caso no qual o nu´cleo de memo´ria dissipativa pode ser
escrito da seguinte forma [114]
µ(t) = γλEλ[−(t/τ)λ]/τλ (9.8)
com 0 < λ < 2. Temos que µ(t) deve ser determinado por um mecanismo dinaˆmico
associado ao processo f´ısico. Eλ(·) e´ a func¸a˜o de Mittag-Leffler de um paraˆmetro3, γλ e´
3A func¸a˜o de Mittag-Leffler cla´ssica, para 0 < λ < 1, e´ uma func¸a˜o estritamente mono´tona e para
1 < λ ≤ 2 pode ser decomposta em uma func¸a˜o completamente mono´tona somada a uma contribuic¸a˜o
oscilato´ria [105].
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uma constante que depende de λ mas na˜o possui dependeˆncia temporal e τ e´ a memo´ria
temporal caracter´ıstica. O caso particular para λ = 1 e´ associado com processo de Ornstein-
Uhlenbeck padra˜o [10]. Utilizando a expressa˜o (9.8) a func¸a˜o de correlac¸a˜o pode ser escrita
como
C(t) = C0(λ)τ
−λEλ[−(t/τ)λ]
onde τ age como uma memo´ria temporal caracter´ıstica e C0(λ) = γλ kB T e´ o coeficiente
de proporcionalidade dependendo do paraˆmetro λ.
Procedendo de maneira ana´loga a` feita na Sec¸a˜o 9.1, utilizando o nu´cleo de
memo´ria dissipativa dado pela equac¸a˜o (9.8), podemos escrever a respectiva transformada
da seguinte forma
µ̂(s) = γλ
sλ−1
1 + sλτλ
(9.9)
a qual fornece a transformada de Laplace correspondente a` func¸a˜o de relaxac¸a˜o
Ĥ(s) = Ĥ0(s) + Ĥ1(s) (9.10)
com Ĥ1(s) = τ
−λs−λĤ0(s) na qual Ĥ0(s) e´ dado pela seguinte expressa˜o
Ĥ0(s) =
sλ−α
sλ + (γλ/τλ) sλ+β−α−1 + (1/τλ)
(9.11)
que para α = 2 = 2β recupera os resultados obtidos em [114].
9.4 Nu´cleos e a Func¸a˜o de Mittag-Leffler
Generalizada
Nesta u´ltima sec¸a˜o, utilizando a equac¸a˜o (9.11) obtemos os nu´cleos necessa´rios para se
calcular as variaˆncias. Todos os resultados sa˜o apresentados em termos da func¸a˜o de
Mittag-Leffler generalizada, ao contra´rio da notac¸a˜o utilizada em [114] no qual os auto-
res apresentam os resultados em termos da derivada da func¸a˜o de Mittag-Leffler de dois
paraˆmetros4.
Devemos agora calcular a transformada de Laplace inversa da equac¸a˜o (9.11).
Para tanto, utilizamos a definic¸a˜o da transformada de Laplace para escrever
4A relac¸a˜o entre a func¸a˜o de Mittag-Leffler generalizada e a derivada da func¸a˜o de Mittag-Leffler de
dois paraˆmetros foi estabelecida pela equac¸a˜o (6.24).
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L[tβ−1Eρα,β(a t
α)] =
∞∑
k=0
(ρ)k
Γ(α+ β)
1
k!
∫ ∞
0
e−sttαk+β−1dt.
Note que podemos comutar a integral e o somato´rio da equac¸a˜o acima, pois tanto
a integral como o somato´rio convergem uniformemente.
Atrave´s da integral acima e da definic¸a˜o da se´rie geome´trica temos
L[tβ−1Eρα,β(a t
α)] =
sαρ−β
(sα − a)ρ
na qual Re(s) > 0, Re(β) > 0, a ∈ C, e |as−α| < 1, cuja correspondente transformada
inversa e´ dada por
L−1
[
sαρ−β
(sα − a)ρ
]
= tβ−1Eρα,β(a t
α).
Utilizando a equac¸a˜o anterior e a se´rie geome´trica podemos escrever a seguinte
relac¸a˜o
L−1
[
sρ−1
sα + Asβ +B
]
= tα−ρ
∞∑
r=0
(−A)rt(α−β)r Er+1α,α+1−ρ+(α−β)r(−B tα) (9.12)
na qual Re(α) >Re(β) > 0.
Para calcular a transformada de Laplace inversa da equac¸a˜o (9.11) utilizamos a
relac¸a˜o obtida na equac¸a˜o (9.12) e obtemos
H0(t) ≡ L−1[Ĥ0(s)] = tα−1
∞∑
r=0
(
−γλ
τλ
)r
tνrEr+1λ,α+νr
[−(t/τ)λ] (9.13)
onde ν = α− β + 1.
Procedendo como anteriormente temos
H1(t) ≡ L−1[Ĥ1(s)] = (t/τ)λ tα−1
∞∑
r=0
(
−γλ
τλ
)r
tνrEr+1λ,λ+α+νr
[−(t/τ)λ] . (9.14)
Por outro lado, para obter o nu´cleo h(t) a transformada de Laplace inversa e´
calculada da seguinte maneira
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h0(t) = L
−1[sĤ0(s)] e h1(t) = L
−1[sĤ1(s)]
enta˜o obtemos h(t) = h0(t) + h1(t). De maneira similar temos
h0(t) = t
α−2
∞∑
r=0
(
−γλ
τλ
)r
tνrEr+1λ,α−1+νr
[−(t/τ)λ] (9.15)
e
h1(t) = (t/τ)
λ tα
∞∑
r=0
(
−γλ
τλ
)r
tνrEr+1λ,λ+α+1+νr
[−(t/τ)λ] (9.16)
onde ν = α− β + 1.
Finalmente, por integrac¸a˜o, obtemos I(t) = I0(t) + I1(t), onde
I0(t) ≡
∫ t
0
dξH0(ξ) = t
α
∞∑
r=0
(
−γλ
τλ
)r
tνrEr+1λ,α+1+νr
[−(t/τ)λ] (9.17)
e
I1(t) = (t/τ)
λ tα
∞∑
r=0
(
−γλ
τλ
)r
tνrEr+1λ,λ+α+1+νr
[−(t/τ)λ] (9.18)
com ν = α− β + 1.
As equac¸o˜es (9.13)-(9.18), generalizam os resultados obtidos em [114] e sa˜o os
resultados mais importantes deste cap´ıtulo. Com estes nu´cleos podemos obter a evoluc¸a˜o
temporal do valor da posic¸a˜o, 〈x(t)〉 = x0 + v0H(t), e a velocidade, 〈x˙(t)〉 = v0h(t), assim
como as variaˆncias dos processos, a partir das equac¸o˜es (9.7).
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Concluso˜es
A diferenciac¸a˜o, normalmente denotada por D = d/dx, e´ familiar para todos que ja´ tenham
estudado o ca´lculo elementar. Ale´m disso, para uma dada func¸a˜o f a derivada de ordem
n da func¸a˜o f , denotada por Dn = dnf(x)/dxn, e´ bem definida e suas interpretac¸o˜es
f´ısica e geome´trica sa˜o conhecidas, no caso em que f e´ uma func¸a˜o conveniente e n e´ um
nu´mero natural. Em 1695 numa famosa carta l’Hoˆpital questionou seu amigo Leibniz a
respeito do poss´ıvel significado de Dnf no caso em que n fosse um nu´mero fraciona´rio.
Em sua resposta Leibniz utilizou uma se´rie infinita5 para calcular D1/2x e profetizou: Este
e´ um aparente paradoxo do qual um dia importantes aplicac¸o˜es sera˜o obtidas. A partir
daquela data o ca´lculo fraciona´rio chamou a atenc¸a˜o de outros importantes matema´ticos,
tais como, Euler, Laplace, Fourier, Abel, Liouville, Riemann, Laurent entre outros. Grac¸as
a` contribuic¸a˜o destes e de outros importantes matema´ticos, em 1884 a teoria de operadores
generalizados atingiu um n´ıvel de formalismo e coesa˜o suficientes para dar in´ıcio aos estudos
mais modernos. A partir deste ponto a teoria se estendeu de modo a incluir operadores Dν ,
com ν podendo ser um nu´mero natural, inteiro, racional, irracional e ate´ mesmo complexo.
Desta forma, o nome ca´lculo fraciona´rio e´ menos preciso que ca´lculo de ordem arbitra´ria,
entretanto, por tradic¸a˜o, encontramos as duas denominac¸o˜es para a mesma teoria.
Durante aproximadamente treˆs se´culos a teoria do ca´lculo de ordem arbitra´ria
desenvolveu-se exclusivamente no campo da matema´tica pura, sem grandes aplicac¸o˜es.
Entretanto, nas u´ltimas de´cadas a importaˆncia do ca´lculo de ordem arbitra´ria
tornou-se evidente, com a utilizac¸a˜o de equac¸o˜es diferenciais de ordem na˜o inteira para
modelar a descric¸a˜o de diversos fenoˆmenos, em especial os que possuem dependeˆncia tem-
poral, tendo em vista que derivadas fraciona´rias proporcionam uma excelente descric¸a˜o
para efeitos de memo´ria e propriedades heredita´rias6 [21]. Notou-se que, na maioria dos
casos, a modelagem feita a partir de equac¸o˜es de ordem na˜o inteira fornecia uma descric¸a˜o
mais precisa que a respectiva de ordem inteira.
No presente trabalho, t´ınhamos o interesse de estudar a fundo o ca´lculo de ordem
arbitra´ria, desde suas origens histo´ricas, definic¸o˜es mais aceitas e verificar a sua consisteˆncia
teo´rica e foi exatamente isso que fizemos nos cinco primeiros cap´ıtulos do presente trabalho.
5De fato, a se´rie utilizada por Leibniz e´ a base da definic¸a˜o de Gru¨wald-Letnikov.
6De maneira geral, os efeitos de memo´ria e as propriedades heredita´rias sa˜o negligenciadas quando
utilizamos o ca´lculo de ordem inteira.
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Ale´m disso, objetiva´vamos dar um grande enfoque pra´tico, por esta raza˜o demos maior
destaque a`s definic¸o˜es de Caputo, Riesz e Gru¨nwald-Letnikov, para a derivada fraciona´ria,
visto que elas teˆm um cara´ter local, bem como exploramos as diferenc¸as e pontos em
comum destas definic¸o˜es com a cla´ssica definic¸a˜o de Riemann-Liouville.
Assim como em muitos casos a soluc¸a˜o de uma equac¸a˜o diferencial parcial com
coeficientes constantes esta´ associada a` func¸a˜o exponencial, tambe´m, em muitos casos, a
soluc¸a˜o de uma equac¸a˜o diferencial fraciona´ria com coeficientes constantes esta´ associada
a`s func¸o˜es de Mittag-Leffler, que para valores espec´ıficos de seus paraˆmetros recuperam a
func¸a˜o exponencial.7 Sendo assim, o conhecimento profundo destas func¸o˜es e´ uma ferra-
menta imprescind´ıvel para o estudo das equac¸o˜es diferenciais fraciona´rias. Por esta raza˜o,
dedicamos o Cap´ıtulo 6 deste trabalho ao estudo das func¸o˜es de Mittag-Leffler. Destacamos
ainda, que neste cap´ıtulo apresentamos um resultado original, um teorema de adic¸a˜o, para
as func¸o˜es de Mittag-Leffler, cuja demonstrac¸a˜o, consequeˆncias e aplicac¸o˜es, resultaram
em uma se´rie de trabalhos [34, 36, 39, 43] e apresentac¸o˜es orais em congressos [40, 41, 42].
A equac¸a˜o do tele´grafo e´ uma equac¸a˜o diferencial parcial utilizada para descrever
va´rios fenoˆmenos dentre eles, voltagem e corrente em uma linha de transmissa˜o ele´trica
e propagac¸a˜o de onda. No Cap´ıtulo 7 apresentamos um de nossos principais resultados
[38], ou seja, introduzimos e discutimos uma generalizac¸a˜o fraciona´ria para a equac¸a˜o do
tele´grafo e recuperamos, como casos particulares, uma se´rie de resultados cla´ssicos.
Por outro lado, a difusa˜o anoˆmala [114], que ocorre quando na difusa˜o ha´ um
crescimento na˜o linear da variaˆncia no decorrer do tempo, encontra uma se´rie de aplicac¸o˜es
em Biologia [25] e em F´ısica [9]. Uma forma natural de se estudar a difusa˜o anoˆmala e´
atrave´s da equac¸a˜o de Langevin, que ale´m disso, possui uma se´rie de aplicac¸o˜es relacionadas
a estat´ıstica. No Cap´ıtulo 9 apresentamos e resolvemos uma generalizac¸a˜o fraciona´ria para
esta importante equac¸a˜o.
Continuac¸o˜es naturais deste trabalho sa˜o as mais diversas poss´ıveis, podem ser
feitas tanto no campo da matema´tica pura, na busca de mais relac¸o˜es envolvendo as func¸o˜es
relacionadas ao ca´lculo fraciona´rio [47], na pesquisa de me´todos mais efetivos de se resolver
as equac¸o˜es diferenciais fraciona´rias, bem como na busca de novas generalizac¸o˜es e con-
sequente refinamento de modelos ja´ existentes. Ainda mais, na˜o menos importante, no
estudo das equac¸o˜es diferenciais parciais com coeficientes na˜o constantes, em particular,
como nos trabalho de Gafiychuk et. al [48] e de Nishimoto [86].
Conclu´ımos fazendo uma analogia entre o ca´lculo fraciona´rio e a mecaˆnica quaˆntica.
Assim como a mecaˆnica de Newton parecia estar completa ate´ o surgimento das teorias
de Einstein, tambe´m o ca´lculo como no´s o conhec´ıamos parecia estar completo, e com o
advento do ca´lculo fraciona´rio estamos diante de uma evoluc¸a˜o cujas consequeˆncias podem
ser ta˜o formida´veis quanto a`s advindas da f´ısica quaˆntica.
7Desta forma, as func¸o˜es de Mittag-Leffler podem ser encaradas como generalizac¸o˜es fraciona´rias para
a func¸a˜o exponencial.
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Apeˆndice A
Sobre as Func¸o˜es Beta e Gama
Neste apeˆndice, temos por objetivo mostrar alguns resultados envolvendo as func¸o˜es gama
e beta, tambe´m conhecidas como func¸o˜es de Euler de segunda e primeira espe´cies, respec-
tivamente [15]. Finalizamos o apeˆndice mostrando o resultado da fo´rmula (2.6).
A.1 Definic¸o˜es
A func¸a˜o gama, denotada por Γ(z), e´ definida pela integral impro´pria
Γ(z) =
∫ ∞
0
e−ttz−1dt (A.1)
com Re(z) > 0 de modo que a integral convirja.
Atrave´s de uma integrac¸a˜o por partes e uma mudanc¸a de varia´vel podemos con-
cluir que
Γ(z + 1) = zΓ(z),
ou seja, a func¸a˜o gama generaliza o conceito de fatorial.
Por outro lado, a func¸a˜o beta, denotada por B(p, q), e´ definida por
B(p, q) =
∫ 1
0
tp−1(1− t)q−1dt. (A.2)
Introduzindo a mudanc¸a de varia´vel t = sen 2θ podemos escrever a func¸a˜o beta da seguinte
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maneira
B(p, q) = 2
∫ π
2
0
sen 2p−1θ cos2q−1 θdθ. (A.3)
A.2 Relac¸a˜o entre as Func¸o˜es Beta e Gama
Mostramos a seguir uma importante relac¸a˜o envolvendo as func¸o˜es gama e beta, que e´
essencial para mostrar o resultado da fo´rmula (2.6), isto e´,
B(p, q) =
Γ(p) Γ(q)
Γ(p+ q)
. (A.4)
Para tanto, consideramos o produto
Γ(p) Γ(q) =
∫ ∞
0
e−uup−1du
∫ ∞
0
e−vvq−1dv
=
∫ ∞
0
∫ ∞
0
e−u−vup−1vq−1dv.
Tomando u = x2 e v = y2 podemos escrever
Γ(p) Γ(q) = 4
∫ ∞
0
∫ ∞
0
e−(x
2+y2)x2p−1y2p−1dudv.
Introduzindo as coordenadas polares no plano, x = r cos θ e y = r sen θ, temos
Γ(p) Γ(q) = 2
∫ ∞
0
e−r
2
r2p+2q−1dr2
∫ π
2
0
cos2p−1 θ sen 2q−1θ dθ.
Utilizando a definic¸a˜o da func¸a˜o beta dada pela equac¸a˜o (A.3), obtemos
Γ(p) Γ(q) = 2B(p, q)
∫ ∞
0
e−r
2
r2p+2q−1dr.
Por fim, considerando t = r2 na integral da equac¸a˜o acima obtemos
Γ(p) Γ(q) = B(p, q)
∫ ∞
0
e−ttp+q−1dt, (A.5)
de onde segue que
Γ(p) Γ(q) = B(p, q)Γ(p+ q)
que e´ justamente o resultado desejado.
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A.3 Integrac¸a˜o no Plano Complexo e a Func¸a˜o Gama
Como consequeˆncia da equac¸a˜o (A.4) temos que
Γ(z)Γ(1− z) = B(z, 1− z) =
∫ ∞
0
tz−1
1 + t
dt. (A.6)
Calculamos a seguir a integral na equac¸a˜o anterior e obtemos outra importante relac¸a˜o
envolvendo a func¸a˜o gama a partir da qual deduzimos o resultado da equac¸a˜o (2.6).
Consideremos a seguinte integral no plano complexo∫
γ
ξz−1
1 + ξ
dξ,
cujo integrando tem um po´lo simples em ξ = −1 e um ponto de ramificac¸a˜o em ξ = 0
visto que 0 <Re(z)< 1. O contorno γ, ilustrado na Figura A.1, e´ composto de duas
circunfereˆncias conceˆntricas CR e Cε, de raios R e ε, respectivamente, e dois segmentos de
reta L1 e L2.
Re(ξ)
Im(ξ)
CR
Cε−1
ε
R
L1
L2
Figura A.1: Contorno para a integral (A.6).
Utilizando o teorema dos res´ıduos [33] podemos escrever:∫
γ
ξz−1
1 + ξ
dξ = 2πiRes
[(
ξz−1
1 + ξ
)
; ξ = −1
]
= 2πi(−1)z−1 = 2πieiπ(α−1),
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na qual Res[f(ξ); ξ = a], denota o res´ıduo de f(ξ) no ponto ξ = a. Percorrendo o contorno
γ podemos escrever
∫
γ
ξz−1
1 + ξ
dξ =
∫ R
ε
xz−1
1 + x
dx+
∫
CR
ξz−1
1 + ξ
dξ+
+
∫ ε
R
(xe2πi)z−1
1 + x
dx+
∫
Cǫ
ξz−1
1 + ξ
dξ
= 2πieiπ(α−1).
A integral sobre Cε pode ser calculada atrave´s da mudanc¸a de varia´vel
ξ = εeiθ com 0 < θ < 2π
de onde ∫
Cε
xz−1
1 + x
dx =
∫ 0
2π
(εeiθ)z−1εieiθ
1 + εeiθ
dθ.
Como a integral e´ tomada em relac¸a˜o a θ ao tomar o limite ε → 0 podemos comutar o
limite com a integral, de onde segue que
lim
ε→0
∫
Cε
xz−1
1 + x
dx = 0.
Pelo lema de Jordan [33], a integral em CR e´ nula quando R→∞. Desta forma tomando
os limites ε→ 0 e R→∞ temos para as integrais em L1 e em L2∫ ∞
0
xz−1
1 + x
dx+ e2πi(z−1)
∫ 0
∞
xz−1
1 + x
dx = 2πieiπ(z−1)
ou ainda, multiplicando-se os dois lados da equac¸a˜o acima por e−iπ(z−1) na forma[
e−iπ(z−1) − eiπ(z−1)] ∫ ∞
0
xz−1
1 + x
dx = 2πi,
e finalmente, ∫ ∞
0
xz−1
1 + x
dx =
−π
sen [π(z − 1)] =
π
sen πz
.
Conclu´ımos, portanto, que
Γ(z)Γ(1− z) = π
sen πz
. (A.7)
Para recuperar o resultado da equac¸a˜o (2.6), ou seja,
Γ(ν + 1) sen (ν + 1)π
π
=
1
Γ(−ν)
basta tomarmos z = ν + 1 na equac¸a˜o (A.7) e rearranjar.
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