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Abstract
This work aims to contribute to reliability and
integrity in perceptual systems of autonomous
ground vehicles. Information theoretic based
metrics to evaluate the quality of sensor data
are proposed and applied to visual and infrared
camera images. The contribution of the pro-
posed metrics to the discrimination of challeng-
ing conditions is discussed and illustrated with
the presence of airborne dust and smoke.
1 Introduction
This work presents a step towards understanding and de-
veloping integrity in perceptual systems for Unmanned
Ground Vehicles (UGVs) in unknown and unstructured
environments. UGVs are generally equipped with one
or a combination of exteroceptive sensors, such as laser
and radar range sensors and colour and infrared cam-
eras, which are used to perceive the environment. The
perception systems of UGVs use various algorithms with
the sensor data to provide a meaningful interpretation of
the environment, by identifying features such as obsta-
cles, slopes and moving objects, which are then used for
safe navigation. To achieve long duration of autonomous
operation (the order of days), high integrity perception
systems are a requirement. In addition, the scope of per-
ception failures is unbounded, with perceptual failures
causing catastrophic consequences.
Traditional fault detection focuses on simple hardware
failures where sensors provide corrupted (or no) data.
Simple, low-level sensor data errors such as noise are
well known effects and are properly modeled and han-
dled in data fusion methods such as SLAM [Durrant-
Whyte and Bailey, 2006]. A more significant and less
systematic category of error occurs when sensed data
are misinterpreted in the perception system, generating
an inaccurate representation of the environment. For
example, a simplistic perception system utilising a laser
range scanner with the task of detecting solid objects
will interpret dust and smoke as equivalent to solid ob-
jects. This is not a sensor fault according to the spec-
ifications of the sensor, rather, an inability and failure
of the perception system design to accurately model the
environment from the perception data. Therefore, per-
ception systems require a more general, higher-level view
of failure where errors in the interpretation of data by
algorithmic models need to be detected. Indeed, unless
all possible environmental conditions are explicitly mod-
eled and interpreted, failure can still occur if a sensor
is not discerning the environment as anticipated by the
perception module.
The importance of reliable perception in outdoor envi-
ronments is exemplified in the DARPA PerceptOR pro-
gram [Kelly et al., 2006] where environmental effects had
significant affect on the performance of a state-of-the-
art UGV. In PerceptOR, the vast majority of poor per-
formance conditions could be described as sensor inter-
pretation errors due to unmodeled environmental condi-
tions and reliable perception was identified as the per-
formance bottleneck for the whole system. Dust, smoke,
rain and fog are recognised as conditions that can cause
UGV perception systems to misinterpret the environ-
ment [Narasimhan and Nayar, 2003a]. A few partial
solutions have been studied in the literature. In the
case of cameras, software options include removing or
reducing the effects of specific weather conditions from
visual images [Narasimhan and Nayar, 2003b], [Nayar
and Narasimhan, 1999], [Tan, 2008]. A hardware option
for lasers was found with the Ibeo LUX Laserscanner
[Ibeo, 2009] which uses multiple returns to reduce the
impact of incorrect range readings caused by reflections
from rain or snow, although it will still return readings
corresponding to thick dust as if they corresponded to
hard obstacles. However, these examples target specific
instances of environmental misinterpretation for partic-
ular applications and general perception problems are
still largely unsolved for autonomous perception systems
[Urmson et al., 2008] [Leonard et al., 2008].
When interpreting complex outdoor environments,
there is no single physical sensor that can be regarded as
perfectly perceiving the environment at all times and in
every situation. Therefore, a robust perception system
must combine the strengths of a range of sensors, thus
mitigating the individual sensor weaknesses. However,
if data from multiple sensors are simply fused at a low
level, failure will occur when the sensors data are incon-
sistent. In order to achieve long-term autonomy with a
high level of integrity, the response of the sensors to all
environmental conditions must be managed as part of
the interpretation of the data. Common (and different)
characteristics between sensed data must be fused in an
intelligent way to discriminate and handle challenging
environmental conditions and identify failure states in
the perception system.
A simplified general perception block is shown in Fig-
ure 1. The figure shows the perception block taking
measurements of the environment ε with two sensors
and then fusing and interpreting that data to produce
an internal representation of the environment α that is
suitable for the application. A real world example is the
use of two range sensors, like a laser and a radar. In
that case, the purpose of the fusion is to make an array
of 3D data points using both sets of sensor data. This
3D point cloud is then interpreted, typically to identify
obstacles for the purpose of path planning. Another ex-
ample, as considered in this paper, is the association of
a colour camera and an infrared camera.
A failure will occur when data with inconsistencies are
fused, causing an inaccurate representation of the envi-
ronment α. It may be possible to detect such failures
at point α, although discriminating the cause of the fail-
ure is likely to be difficult due to the multiple sources
of input. The earlier that it is possible to detect a fail-
ure, the more solutions that become available to adapt
or recover from the failure. Metrics may be developed
to detect sources of failure by checking the consistency
of data between sensors A and B prior to fusion of the
data. Alternatively, there may be characteristics of data
at A or B that are likely to generate a failure of inter-
pretation.
The reliability and integrity of the perception model
may be improved by exploiting information theory to
identify general features of known challenging conditions
that may cause failure situations. This work proposes
to test some information theoretic metrics as applied to
perception data from visual and infrared cameras in the
presence of smoke and dust to help discriminate chal-
lenging conditions for perception. Information theory is
chosen due to its potential to work on arbitrary com-
binations of sensors. This paper evaluates a number of
techniques that may be used on a whole class of sensors
and discusses metrics that could be used to determine
the quality of perception data.
Figure 1: Simplified Perception Block. Sensors 1 and
2 provide data from the environment, A and B respec-
tively. The sensed data is fused and interpreted to pro-
vide an internal representation of the external environ-
ment at α, which is suitable for the required application.
This article is structured as follows. Section 2 presents
the multi-sensor UGV that was used for this work and
describes the specific data sets that were chosen to be
representative of challenging perception conditions for
consideration in this paper. Section 3 introduces redun-
dancy and failure detection as in the context of percep-
tion systems. Section 4 discusses information theory and
how it may be used in discriminating challenging per-
ception conditions and presents results of information
metrics for representative data sets. Finally, Section 5
provides a conclusion and suggests different directions
for future work.
2 Experimental Setup
The experimental study proposed in this paper is based
on public data sets presented in more details in [Peynot
et al., 2009a]. These data were gathered by a UGV
equipped with a wide variety of sensors, including laser
range scanners, a radar, a colour camera and an infrared
(IR) camera, in controlled and variable environmental
conditions. These included challenging conditions such
as the presence of airborne dust, smoke or rain. Previ-
ous work using those data sets has shown that airborne
dust and smoke have a significant effect on perception
using laser scanners [Peynot et al., 2009b]. The study in
this paper focuses on the effect of these environmental
elements on visible and IR camera images. Details on
those cameras are the following:
• a Prosilica 1360×1024 resolution mono-CCD colour
camera, acquiring images at a nominal frame rate
of 15 images per second;
• a Raytheon thermal Infrared camera, with a spec-
tral response range of 7−14µm (average frame rate:
12.5 images per second).
Although the conclusions of this study were drawn
from the analysis of various data sets, the illustrations in
this paper will focus on three particular representative
sequences of images, which are referred to as data sets 1:
Clear (clear conditions), 5: Dust (presence of airborne
dust) and 7: Smoke (presence of smoke) in [Peynot et
al., 2009a]. The corresponding data were collected from
a static vehicle, observing a ’reference’ scene (Figure 2)
where the positions and sizes of objects are known (see
[Peynot et al., 2009a]).
Figure 2: The UGV sensing the trial area
Therefore, for the purpose of this paper, a crude met-
ric evaluating the quality of the data can be computed
by making a direct comparison of the R,G,B pixel val-
ues at any time step with an average of these values over
four early reference images when there are no known
environmental impacts. In practice, a pixel is consid-
ered as matching the reference average if the distance be-
tween the corresponding points in the 3D (R,G,B) space
is lower than a pre-defined threshold, chosen to account
for noise in the data.
Figures 3 and 4 show the percentage of pixels per scan
that do not match the reference image over the course
of the data captured for the Dust and Smoke data sets.
Each figure has four representative images from both the
colour and infrared cameras (that will be used through-
out this paper) to demonstrate characteristic changes in
the environment over the course of data collection. The
introduction of dust or smoke causes an important in-
crease in the number of pixels that are significantly not
matching the reference, which can be visually confirmed
in the images.
While dust causes change in both the visual and in-
frared images, smoke impacts the visual image but has
no observable effect on the infrared image due to the
particle size of smoke not affecting infrared wavelengths.
This extends to the results of Section 4, where smoke
has no noticeable effect on any infrared analysis.
3 Multi-Modal Redundancy for Failure
Detection in Perception Systems
Physical redundant sensor systems are used to diagnose
hardware failures in many applications [Gertler, 1998].
(a) t = 1s (b) t = 10s (c) t = 23s (d) t = 35s
Figure 3: Representative colour (top) and infrared (bot-
tom) images of Data Set 5 (Dust) and the percentage of
the image that matches a ground truth reference image
over time. a) Reference image at t = 1s; b) Light dust
cloud at t = 10s; c) Thick dust cloud at t = 23s; d) Very
light dust covering most of image at t = 35s.
(a) t = 1s (b) t = 30s (c) t = 35s (d) t = 52s
Figure 4: Representative colour (top) and infrared (bot-
tom) images of Data Set 7 (Smoke) and the percentage
of the image that matches a ground truth reference im-
age over time. a) Reference image at t = 1s; b) Light
smoke at t = 30s; c) Thick Smoke at t = 35s; d) Thick
smoke covering most of scene at t = 52s.
In such examples, the observations from multiple sen-
sors measuring the same property are directly compared
to each other. For example, two temperature sensors
can be directly compared to each other because they are
measuring the same property in the same way. If sensors
do not agree, then this is an indication that a fault has
occurred. However, onboard exteroceptive UGV sensors
are limited in physical redundant systems in two signifi-
cant ways. Firstly, data gathered by differing exterocep-
tive sensors can never be considered directly redundant
as data from a sensor is dependent on the spatial posi-
tion of the sensor in relation to the environment. Phys-
ical limitations of the sensors mean that they can never
be mounted in exactly the same position on a UGV.
Two identical sensors will always perceive the environ-
ment from different vantage points and although the dif-
ferences can be small with good alignment, significant
difference in raw data is possible due to occlusions and
relative spatial geometry. Therefore, a mismatch in a di-
rect comparison between two identical sensors may not
necessarily be indicative of failure. Secondly, if redun-
dancy is achieved with multiple identical sensors, any
impact due to the environment will have the same effect
on all of the sensors, thus circumventing the redundancy
as incorrect perception data are verified by multiple sen-
sors. As mentioned in an earlier example, multiple laser
range sensors will be similarly affected by dust.
There is benefit in a UGV equipped with a range of
multi-modal perception sensors that measure the same
underlying quantities using vastly different physical pro-
cesses. Exploiting multi-modal redundancy will be more
robust than simple hardware redundancy because the
physical processes used by the sensors are less liable
to fail simultaneously due to unforseen environmental
phenomena. A low level example is in measuring the
range to obstacles using laser and radar scanners as in
[Peynot et al., 2009b], where aligned laser and radar
range sensors were directly compared as a method of
removing laser data that had been affected by dust. A
higher-level interpretation may involve comparing edges
detected with an infrared camera to those found with a
colour camera.
Multi-modal redundancy requires that different strate-
gies be incorporated into the perception model to find
metrics that can be compared between different sen-
sors types. Finding commonality between multi-modal
sensed data will provide redundancy to discriminate be-
tween situations that may cause perception failures. In-
formation theory is expected to be a useful starting point
in finding general features that are common in percep-
tion sensors in challenging conditions without relying on
direct comparison of sensor data. A pairing of visual
and infrared cameras is considered a good candidate for
information theoretic redundancy metrics as both pro-
vide an image of the environment with visual similari-
ties in geometry but they are intrinsically different in the
properties of the environment they measure so cannot be
directly compared.
4 Sensor Data Analysis Using
Information Metrics
Information theory was established in the context of
communication over noisy channels. The amount of in-
formation can be interpreted as ”the size of a file that
encodes the outcomes of a random experiment” [Mackay,
2007] but the concept can be generalised to deal with any
data that adds to the knowledge of a situation. Specif-
ically, information theory deals with the quantification
of information. Generally, the greater the amount of in-
formation in a data set, the more knowledge that can be
gained from the data.
In a UGV perception system, techniques may monitor
the level of information provided by a sensor and evalu-
ate the utility of raw sensor data for general perception
systems with some independence from the algorithm that
uses the data.
An analysis of the characteristics of perception data
for the purpose of integrity will require various metrics
that compare correlating information across a range of
multi-modal sensors. Recognising common perception
traits from multiple sensors and multiple metrics should
be exploited to identify and discriminate possible chal-
lenging perception scenarios. Information is common re-
gardless of the sensor and so it is proposed that a general
framework based on information could be used to eval-
uate the quality of perception data.
In the following sections, this work proposes some in-
formation metrics for visual and infrared sensors and
evaluates the potential to use these as part of a UGV
perception system. The evolution of information the-
oretic measures such as Shannon Information, Spatial
Perceptual Information (SI) and Temporal Perceptual
Information (TI) of the raw sensor data in recognised
challenging conditions is analysed. It is demonstrated
that each method has some strength of discrimination
that could be used in combination with other metrics
to help improve the integrity of general UGV perception
systems.
4.1 Shannon Information Measurement
The Shannon information content of an outcome x is
defined to be [Mackay, 2007]:
h(x) = log2
1
p(x)
(1)
It is measured in bits and is considered a natural mea-
sure of the amount of information content provided by
a particular observation x = ai where ai belongs to a
discrete set of possible observations (ai ∈ AX). The less
probable an outcome is, the more information it provides
when it is observed.
The average Shannon information content or entropy
H of an ensemble, X, from a discrete set of possible
observations (x ∈ AX), is given by:
H(X) =
∑
x∈AX
P (x)log2
1
P (x)
(2)
and is expressed in average bits of information per ob-
servation.
The more variety in a set of observations, the more
information content contained within that set, that is,
the most random set of observations contains the most
information as it can be interpreted in any way and can-
not be compressed. A uniform distribution of all possible
observations will provide the maximum entropy that is
possible for that set of observations.
For this work, the colour images were converted to
three 8-bit images in hue, saturation and luminosity
scales using the Matlab rgb2hsv function. The infrared
images were received as 8-bit images in the luminosity
scale. Thus, each resulting image yielded the discrete set
of pixel values AX = [0, 255] and a maximum informa-
tion content of 8 bits per pixel. The probabilities were
calculated using a histogram. Given a single image, for
each possible integer value x ∈ AX , P (x) was calculated
by counting the number of pixels in that image with the
value x, and dividing by the total number of pixels. The
average Shannon information was then calculated using
Equation (2).
When applied to single images, the entropy is a mea-
sure of the amount of information in an entire image,
which relates to the variety in values of pixels. In video
images, an increase in entropy over time means that
something has changed in the image that is unique or un-
usual and has increased the distribution of pixel values.
Conversely, if the entropy drops over time, this means
pixel values that were rare are no longer in the image
or have become less rare as more have appeared. Novel
objects, because of the rareness of their pixel value com-
pared to the rest of the image, are considered to provide
relatively high levels of information so long as the pixel
values remain rare. If those same objects become more
common in the image, they are considered to provide
less information as they are no longer novel.
The evolution of entropy calculations for theDust data
set are shown in Figures 5 and 6 and the Smoke evolution
is shown in Fig. 7 and 8. The corresponding represen-
tative images show the relative localised pixel-by-pixel
contribution to the entropy calculation; darker pixels are
considered more common and thus provide less informa-
tion content.
(a) t = 1s (b) t = 10s (c) t = 23s (d) t = 35s
Figure 5: Average Shannon Information from the lumi-
nance images are plotted over time for Dust. The images
show the corresponding local contribution to Shannon
Information from the visible (top) and infrared (bottom)
images.
(a) t = 1s (b) t = 10s (c) t = 23s (d) t = 35s
Figure 6: Average Shannon Information from the hue
and saturation images are plotted over time for Dust.
The images show the corresponding local contribution to
Shannon Information from the hue (top) and saturation
(bottom) images.
(a) t = 1s (b) t = 30s (c) t = 35s (d) t = 52s
Figure 7: Average Shannon Information from the lumi-
nance images are plotted over time for Smoke. The im-
ages show the corresponding local contribution to Shan-
non Information from the visible (top) and infrared (bot-
tom) images.
(a) t = 1s (b) t = 30s (c) t = 35s (d) t = 52s
Figure 8: Average Shannon Information from the hue
and saturation images are plotted over time for Smoke.
The images show the corresponding local contribution to
Shannon Information from the hue (top) and saturation
(bottom) images.
Figures 5 and 7 show that in static clear environments
(the first and last seconds of each data set), the Shannon
information content remains relatively steady. In the vi-
sual images, the appearance of dust and smoke causes an
increase in entropy. Although background areas are con-
cealed by dust and smoke in the colour camera, in general
dust and smoke clouds are considered to add Shannon
information content in the visible spectrum because the
mean value of intensity of luminosity is different from
the general background scene and so the entropy of the
total image increases.
However, in infrared images for Dust, the Shannon in-
formation consistently drops. This is the case because
dust clouds are approximately the same average temper-
ature (and thereby same average intensity in the infrared
image) as the background that they occlude. As the rela-
tively homogeneous (low entropy) dust cloud obscure the
background, some features that are considered higher in-
formation are blocked by the cloud, thereby reducing the
overall information content of the image.
Comparing Figures 6 and 8 shows that in Dust the
Shannon information content of hue and saturation are
slightly reduced whereas Smoke causes significant in-
creases in saturation information content and significant
reduction in hue information content. This was to be
expected as the dust is in general similar to much of the
background image whereas the smoke used in this data
set is bright orange.
From the analysis of Dust and Smoke data sets, the
entropy measurement appears to be a promising way to
capture the evolution in environmental conditions and is
likely to assist in discriminating some recognised chal-
lenging conditions. In these data sets, dust and smoke
clouds consistently increase the level of entropy in the
visual spectrum, while dust reduces entropy in infrared
images and smoke has no effect in the infrared spectrum.
The Shannon information may be used to evaluate the
utility of sensor data for use in perception systems. How-
ever, without context, this metric is not robust enough as
an individual measure, it should be used in combination
with other information metrics.
4.2 Spatial Perceptual Information
Measurement (SI)
The spatial perceptual information measurement (SI) is
used as a test method in the telecommunication indus-
try to determine the level of impairment that is suffered
when a scene is transmitted over a digital service chan-
nel [ITU-T, 1999]. Each video frame (luminance plane)
at time n, (Fn), is filtered with the Sobel filter for edge
detection and the standard deviation (std) over the pixel
values in each Sobel-filtered frame is then computed.
SIn = std[Sobel(Fn)] (3)
This metric provides a measure of the spatial detail
in an image by representing the distribution of texture
in the image assuming a Gaussian spread and thus is
similar to the entropy measurement of pixel intensity by
taking higher values for the more spatially complex (or
informative) scenes [Correia and Pereira, 2003].
A metric that measures the SI of an image could pro-
vide a measurement for the quality of data in an image.
Streams of raw sensor data that contain very low spatial
information may not be utilised effectively for some per-
ception algorithms that rely on feature identification and
may indicate perception or sensor failure. The method
can be adapted to monitor the evolution in time of the
spatial information by calculating the SI for each image
and plotting the result as a time series.
For this work, the colour image was converted to an
8-bit greyscale image using the Matlab rgb2hsv() func-
tion and taking the luminosity component. The infrared
image was received as an 8-bit image in the luminosity
scale. The average spatial information was calculated
using Equation (3) and with the Matlab Sobel edge de-
tector function.
(a) t = 1s (b) t = 10s (c) t = 23s (d) t = 35s
Figure 9: Two synchronised sets of visible (top) and ther-
mal infrared (bottom) camera images are shown, after
coarse alignment and application of the Sobel filter used
to compute SI. The SI values from both the visible and
infrared cameras are shown for Dust.
Figure 9 and 10 show the evolution in time of the
spatial information in Dust and Smoke respectively. It
should be noted that due to different outdoor lighting
conditions at the time of data gathering, the initial value
for spatial information is significantly less for Dust than
(a) t = 1s (b) t = 30s (c) t = 35s (d) t = 52s
Figure 10: Two synchronised sets of visible (top) and
thermal infrared (bottom) camera images are shown, af-
ter coarse alignment and application of the Sobel filter.
The SI values from both the visible and infrared cameras
are shown for Smoke.
for Smoke. Lower lighting conditions mean a lower con-
trast in the image and subsequently, minor edges, such
as from the texture of the ground, are lost or diminished
in filters such as the Sobel filter. In stationary environ-
ments (the first few seconds of each data set), the spatial
information remains relatively constant
In Dust, there is a corresponding decrease in the level
of spatial information with the introduction of airborne
dust in both the infrared and the visual images. The
individual images show that the background features in
the environment are obscured (compare image a to b
and c in Fig. 9) and in particular, minor edges that are
produced by the textures in the environment can be lost,
for example, the edges found on the ground are obscured
completely by the dust. Although the edges of the tree
in the foreground are enhanced with thick background
dust contrasting with the edges of the tree (image c), the
overall effect on the image is a drop in SI.
In Smoke, the general background features in the vi-
sual camera are similarly obscured as in Dust but the
effect is not as pronounced for the total information mea-
surement as many of the background edges that are being
covered are already dulled in the lower light conditions.
However, there is an additional effect from the orange
colour of the smoke providing a strong contrast to the
general background that means many edges are actually
enhanced and the Sobel filter consequently identifies very
intense edges. Most notably, the edges of the tree on the
right side of the image become very strong features and
this is a major contributor to increased SI. At the point
where smoke fills almost all of the scene (t = 52s, in
Fig. 10 d), all objects are thickly shrouded in smoke and
the SI drops significantly.
SI appears to be a promising way to monitor condi-
tions where the level of detail in the image has changed.
Images that are very low in SI may be considered unhelp-
ful for feature or object identification. Sudden variations
in SI could indicate that features are being obscured. In-
deed, this study has shown that known challenging per-
ception conditions such as dust and smoke tend to ob-
scure edges in the environment and reduce SI. However,
the level of SI can also vary depending on the environ-
ment and the lighting condition as edges are more likely
to be detected when a scene has good contrast. SI could
be a powerful discriminatory metric but will require fur-
ther context.
4.3 Temporal Perceptual Information
Measurement (TI)
The temporal perceptual information measurement (TI)
[ITU-T, 1999] is based on the motion difference feature,
Mn(i, j), which is the difference between the pixel values
(of the luminance plane) at the same location in space
but at successive times or frames. This metric provides
a measure of the amount of temporal changes in a video
sequence, thus taking higher values for high motion se-
quences [Correia and Pereira, 2003]. It can be expressed
as:
Mn(i, j) = Fn(i, j)− Fn−1(i, j) (4)
where Fn(i, j) is the pixel at the ith row and the jth
column of the nth frame in time.
The measurement of Temporal information (TI) is
computed as the standard deviation of the pixel values
in Mn(i, j) over all values of i and j.
TI = std[Mn(i, j)] (5)
If frames are similar then TI will be close to zero. The
more motion seen in adjacent frames results in a higher
value of TI.
The temporal perceptual information measurement is
a method of formalising change in time between images.
Figures 11 and 12 show that in situations where the en-
vironment is stable, the TI value is very low, whereas
with the introduction of dust and smoke the TI increases
markedly. The TI measure provides an indication of
whether there is a dynamic element to the scene. In this
form, temporal information may not directly provide sig-
nificant information when applied to mobile robotics as
simple motion of the robot will always result in changes
(a) t = 1s (b) t = 10s (c) t = 23s (d) t = 35s
Figure 11: Two synchronised sets of visible (top) and
thermal infrared (bottom) camera images are shown af-
ter coarse alignment and pixel-by-pixel computation of
TI. The TI values from both the colour and infrared
cameras are shown for Dust.
(a) t = 1s (b) t = 30s (c) t = 35s (d) t = 52s
Figure 12: A set of visible images are shown after coarse
alignment and pixel-by-pixel computation of TI. The TI
values from both the colour and infrared cameras are
shown for Smoke.
Table 1: Response of Metrics to Dust and Smoke
Dust Smoke
Metrics Visual IR Visual IR
Shannon Info ↗(∗) ↘ ↗ −→
Spatial Info ↘ ↘ ↗↘ −→
Temporal Info ↗ ↗ ↗ −→
(∗) The Shannon Information consistently increased when
dust appeared in these examples. However, as discussed
previously, it has been observed to be dependent on the
background.
from frame to frame. However, if smaller sections of two
images are presumed to be looking at the same scene (e.g.
from a transformation using onboard navigational equip-
ment), these could be compared for temporal changes.
5 Conclusion and Future Work
The purpose of this work is to propose and illustrate met-
rics that can contribute to the improvement of the per-
ception model by evaluating the quality of sensor data.
In particular, the focus of this paper was to show that it
is possible to obtain a better discrimination of recognised
outdoor challenging conditions (such as airborne dust or
smoke) using those metrics computed from visual and
infrared data.
Table 1 summarises the response of the metrics in gen-
eral terms without discussing the absolute value or rel-
ative change. The symbol “↗” indicates that the value
of the metric was observed to consistently increase when
the condition described appears in the scene. Similarly,
“↘” and “−→” indicate that the metric consistently de-
creased or no effect was observed, respectively. “↗↘”
illustrates that although the condition had an effect on
the metric output, the response was variable, thus no
straight-forward systematic conclusion could be driven
in that case (see Section 4.2).
Relying on information theory, the proposed metrics
should have the potential to be generalised to various
types of sensors. This work is a preliminary study that
calls for several areas of future developments, which are
discussed below.
Extension to the dynamic case
The experimental study presented in this paper has been
based on sensor data gathered in a static environment,
with a motionless vehicle. Naturally, the movement of
the vehicle is likely to generate changes in the back-
ground of the images which will make the interpretation
of the evolution of the considered metrics more difficult.
However, it is believed that if the overlap between suc-
cessive images is sufficient and is estimated, a similar
exploitation of these metrics would still be possible.
Local information analysis
In this paper the analysis of the metrics was made on full
images, with full resolution. Nevertheless, local analyses
are likely to be more efficient and possibly more accurate
in the future, as smaller areas of study may allow for the
localisation of failures. This will become more relevant
especially when dealing with multiple sensors that have
overlapping regions of perception space which does not
include the whole scan or image.
Combination of Information
An important part of future work will be dedicated to
the development of a framework for combining informa-
tion provided by various metrics and also various sen-
sors. Evaluating the correlation between data from dif-
ferent sensors, for example through mutual information
[Mackay, 2007, §8.1], offers promising perspectives [Un-
derwood, 2009, §5.2]. Indeed, studying the agreement,
and more importantly the disagreement between sensors
should lead to an increasing power of discrimination of
challenging situations. A compelling example is in the
presence of smoke, which does not affect the IR camera,
contrary to the visual camera (as illustrated in Fig. 7).
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