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Let k be an algebraically closed field and A be a finite-dimensional associative
basic k-algebra with unity. Write A = kQ/I where Q is a finite quiver and I is an
admissible ideal of the path algebra kQ, see [1], [15]. In this work, an A-module will
always be a finitely generated left A-module.
A fundamental problem in the representation theory of algebras is the classification
of indecomposable A-modules (up to isomorphism). One of the early successes of
modern representation theory was the identification by Gabriel [14] of the one-to-
one correspondence between isoclasses of indecomposable modules and roots of the
quadratic form qQ(x1, . . . , xn) =
n∑
i=1
x2i −
∑
i→j
xixj for the quivers Q whose underlying
1
2 JOSE´ A. DE LA PEN˜A AND ANDRZEJ SKOWRON´SKI
graph is a Dynkin diagram. Those quivers Q correspond to the representation-finite
hereditary algebras A = kQ.
Recall that an algebra A is representation-finite if there are only finitely many
indecomposable A-modules up to isomorphism. More generally, an algebra A is tame
if, for every positive natural number n, almost every indecomposable n-dimensional
A-module is isomorphic to a module belonging to a finite number of 1-parametric
families of modules. A central result of Drozd [13] states that every finite-dimensional
k-algebra is either tame or wild, the later case meaning that the classification of the
indecomposable A-modules implies the classification of the indecomposable modules
over any other finite-dimensional algebra.
In general, we shall consider algebras A = kQ/I which are triangular , that is, Q
has no oriented cycles. Following Bongartz [3], for a triangular algebra A, the Tits
quadratic form qA : Z
Q0 → Z is defined by
qA(v) =
∑
i∈Q0
v(i)2 −
∑
(i→j)∈Q1
v(i)v(j) +
∑
i,j∈Q0
r(i, j)v(i)v(j)
where Q0 (resp. Q1) denotes the set of vertices (resp. arrows) of Q and r(i, j) is
the number of elements in R ∩ I(i, j) whenever R is a minimal set of generators of I
contained in
⋃
i,j∈Q0
I(i, j). For a representation-finite algebra A, it was shown in [3],
that qA is weakly positive, that is, qA(v) > 0 for any vector 0 6= v ∈ NQ0, and, in case
the Auslander-Reiten quiver of A accepts a preprojective component, then there is
a one-to-one correspondence X → dimX between the isoclasses of indecomposable
A-modules and the (finitely many) roots of the Tits form qA. For a tame algebra, the
first named author showed [27], that qA is weakly non-negative, that is, qA(v) ≥ 0
for any v ∈ NQ0. Although the converse is not true, there are important cases where
it holds. For instance, if A is a tilted algebra, Kerner’s analysis [21] shows that A is
tame exactly when qA is weakly non-negative, and in that case the dimension vector
function yields an injection of the isoclasses of indecomposable directing A-modules
into the roots of the Tits form qA. Recently, it was shown by Bru¨stle and the authors
of this work that a strongly simply connected algebra A is tame if and only if qA is
weakly non-negative, [7].
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In this work we extend some of the above results in the following way. Given a unit
form q(x1, . . . , xn) =
n∑
i=1
x2i +
∑
i 6=j qijxixj , a root v ∈ Z
n (that is, v has non-negative
coordinates and q(v) = 1) is omnipresent if v(i) > 0 for every i = 1, . . . , n; it is
maximal if any root w ≥ v is w = v. We denote by q(−, ?) the associated symmetric
bilinear form. We say that the form q is slender if qij ≥ −1 for every pair i 6= j. The
first result is fundamental in our context.
Theorem 0. Let A be a triangular algebra such that qA is a slender form with a
maximal omnipresent root v. Then qA is weakly non-negative. Moreover, v(i) ≤ 12
for every i ∈ Q0.
The result follows directly from [19] and the corresponding result for the coordi-
nates of maximal omnipresent roots of weakly non-negative unit forms proved in [11].
We review the proof in Section 1. We do not know what is the optimal bound for
the coordinates of a maximal omnipresent root of the Tits form of an algebra, we
conjecture it is 6.
The problem of realization of a root v as the dimension vector v = dimX of an
indecomposable module X is difficult. We shall discuss the problem of realization of
maximal omnipresent roots for a class of algebras which includes the schurian tame
algebras.
Theorem 1. Let A = kQ/I be a triangular algebra without double arrows such
that qA accepts a maximal omnipresent root v. Then there exists an indecomposable
module X such that v = dimX.
The main argument for the realization of a root v as the dimension vector v =
dimX of an indecomposable module X requires the consideration of algebraic vari-
eties of modules. Indeed, consider the variety of modules modA(v) with the Zariski
topology equipped with the action of the algebraic group G(v) =
∏
i∈Q0
GLk(v(i)).
For every irreducible component C of modA(v) we get a generic decomposition v =
w1 + · · ·+ ws in C, for which
{X ∈ C : X = X1 ⊕ · · · ⊕Xs with dim Xi = wi and Xi indecomposable}
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contains an open and dense subset of C. We prove that under the hypothesis of the
Theorem, s = 1.
Recall from [39] that a triangular algebra A is strongly simply connected if for
every convex subcategory B of A the first Hochschild cohomology H1(B) vanishes.
The relevance of strongly simply connected algebras is associated to the construction
of Galois coverings R → R/G = A, for certain finite dimensional algebras A, with
strongly simply connected categories R and torsion-free groups G of automorphisms
of R. The main result of [7] is used to prove the next Theorem.
Theorem 2. Let A = kQ/I be a strongly simply connected algebra such that qA
accepts a maximal omnipresent root v. Then A is a tame tilted algebra and there is
a one-to-one correspondence X → dimX between the isoclasses of indecomposable
sincere A-modules and the omnipresent roots of qA.
Following Ringel [36], we define exceptional indices for maximal omnipresent roots
v of weakly non-negative unit forms q(x1, . . . , xn). Indeed, we have q(v, ei) ≥ 0 for
all i and q(v, ej) > 0 for at most 2 indices j. As a consequence of Theorem 1 we shall
prove the following generalization of the main Theorem of [23].
Theorem 3. Let A be a strongly simply connected algebra such that qA accepts
a maximal omnipresent root v with two exceptional indices. Then there is a unique
indecomposable sincere A-module.
For concepts not explicitely introduced in the paper as well as general background
we refer the reader to [2], [36], [37] and [38].
The work for this paper started during the visit of the second named author to
the Instituto de Matema´ticas at UNAM during the spring of 2009. Both authors
acknowledge support from the Consejo Nacional de Ciencia y Technologia of Mexico.
The second author has also been supported by the Research Grant No. N N201
269135 of the Polish Ministry of Science and Higher Education.
1. Unit forms and algebras.
1.1. We recall some elementary facts of linear algebra. LetM = (aij) be a symmetric
integral n × n-matrix such that aii = 2 for i = 1, . . . , n. The corresponding bilinear
form q(x, y) = xMyt, for any couple of row vectors x, y, satisfies q(x + y) = q(x) +
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q(x, y) + q(y), where q is the quadratic form associated to M , that is, q(x) = 1
2
xMxt.
The form q is a unit form, that is, it has the shape q(x1, . . . , xn) =
n∑
i=1
x2i +
∑
i<j
qijxixj
for some integral numbers qij. Denote by e1, . . . , en the canonical basis of Z
n, then
we get q(ei, ej) = qij.
Given an index i = 1, . . . , n, the reflection of q at i is the function σi(z) = z −
q(z, ei)ei on Z
n. Observe that for a root v of q, the reflection σi(v) is again a root.
Lemma. Let q be a weakly positive unit form. Then the following statements hold.
(a) For every pair i, j such that qij < 0, we have qij = −1.
(b) For any root v of q we have −1 ≤ q(v, ei) ≤ 1, for every 1 ≤ i ≤ n such that
v(i) 6= 0. In particular, there is a chain of roots ej(0) = v1, v2, . . . , vm = v such that
vi−1 = vi − ej(i) for 2 ≤ i ≤ m and some indices j(i).
(c) Drozd [12]: q accepts only finitely many positive roots.
Proof. (a) Since 0 < q(ei + ej) = 2 + qij , hence −2 < qij.
(b) Let v be a root and 1 ≤ i ≤ n with v(i) 6= 0, then both v − ei and v + ei
are non-negative vectors. Hence 0 ≤ q(v − ei) = 2 − q(v, ei) (it is 0 only if v = ei)
and 0 < q(v + ei) = 2 + q(v, ei) yield the desired inequalities. Since 2 = q(v, v) =
n∑
i=1
v(i)q(v, ei), there is some index j with q(v, ej) = 1 and v(j) 6= 0. Hence σj(v) is a
root and we repeat inductively the argument.
(c) Consider q as a function q : Rn → R. By continuity q(z) ≥ 0 in the positive cone
K = (Rn)+. By induction on n, it can be shown that q(z) > 0 for any 0 6= z ∈ K.
Let 0 < γ be the minimal value reached by q on {z ∈ K : ‖z‖ = 1} (a compact set).
Then a positive root z of q satisfies γ ≤ q
(
z
‖z‖
)
= 1
‖z‖2
, that is, ‖z‖ ≤
√
1/γ. 
1.2. The following was essentially proved in [23].
Lemma. Let q : Zn → Z be a weakly non-negative unit form. Then the following
statements hold.
(a) For every pair i, j such that qij < 0, we have −2 ≤ qij.
(b) For an omnipresent root v of q we have −2 ≤ q(v, ei) ≤ 2, for every 1 ≤ i ≤ n.
If v is a maximal root of q then 0 ≤ q(v, ei), for every 1 ≤ i ≤ n.
(c) If q accepts a maximal omnipresent root, then q has only finitely many om-
nipresent roots.
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Proof. (a) As in (1.1). For (b), consider an omnipresent root v of q and 1 ≤ i ≤ n.
It is clear that −2 ≤ q(v, ei) ≤ 2 and if q(v, ei) < 0 then v ≤ σi(v), is a root bigger
than v in the partial order given by the numerical coordinates.
(c) Let v be a maximal omnipresent root of q and assume that q accepts infinitely
many omnipresent roots. Then there is an ascending chain of omnipresent roots
(vi)i∈N in the considered partial order. By (a), there should be two roots vr < vs such
that q(vr, ei) = q(vs, ei), for every 1 ≤ i ≤ n. Then the non-zero, non-negative vector
w = vs − vr satisfies q(w, ei) = 0 for every 1 ≤ i ≤ n. Hence v + w is strictly bigger
than v and q(v + w) = 1 + q(v, w) = 1, which contradicts the maximality of v. 
1.3. We show the weak non-negative version of (1.1).
Proposition. Let q : Zn → Z be a weakly non-negative unit form. Let v be a positive
root of q. Then there are a vertex j and a positive root y of q such that there exists
a sequence of reflections σi1 , . . . , σis satisfying:
(1) σis . . . σi1(ej) = y ≤ v;
(2) σit . . . σi1(ej) = ej + ei1 + · · ·+ eit for all 1 ≤ t ≤ s;
(3) every vector 0 ≤ u ≤ y has q(u) ≥ 1;
(4) q(v − y) = 0.
Proof. We shall prove the result by induction on |v| =
∑
i
v(i). The case |v| = 1 is
obvious.
Assume first that there is a vector 0 ≤ u ≤ v with q(u) = 0. Consider the vector
0 ≤ v′ = v − u which satisfies 0 ≤ q(v′) = 1 − q(v, u) = 1 −
∑
i
v(i)q(u, ei) ≤ 1, that
is, one of two situations occur:
(a) q(u, ei) = 0 for every i ∈ supp v and q(v′) = 1;
(b) there is a unique i with v(i) 6= 0 and q(u, ei) > 0. Then v(i) = 1 = q(u, ei) and
q(v′) = 0.
In the former case, since |v′| < |v|, by induction hypothesis, there is a vector y
satisfying (1) to (3) and (4’): q(v′ − y) = 0. Therefore q(v − y) = q(v′ − y + u) =
q(v′ − y) = 0 and y satisfies (1) to (4). In the later case, q(v′ − ei) = 1 and there
is a vector y ≤ v′ − ei satisfying (1) to (3) and (4”): q(v′ − ei − y) = 0. Therefore
1 = q(y) + q(v′, y) = q(v′ − y) = q(v′ − y, ei) + 1, due to the fact that q(v′, ej) = 0
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for every v′(j) 6= 0, and q(v − y) = q((v′ − ei − y) + u+ ei) = 2 + q(v′ − ei − y, ei) =
q(v′ − y, ei) = 0. Hence y satisfies (1) to (4).
Without lost of generality, we assume that v satisfies (3). Since 2 = q(v, v) =∑
i∈Q0
v(i)q(v, ei) then there are vertices i with v(i) 6= 0 and 1 ≤ q(v, ei) ≤ 2, the last
inequality due to (1.2). If q(v, ej) = 2 then q(v − ej) = 0 and we are done. Assume
q(v, ei) ≤ 1 for all i ∈ supp v and choose i0 with v(i0) > 0 and q(v, ei0) = 1 and
consider the positive root v1 = v − ei0 . Continue choosing vertices i1, . . . , is such
that vt = vt−1 − eit−1 is a positive root, for 1 ≤ t ≤ s, with v = v0 and every vector
0 ≤ u ≤ v satisfying q(u) ≥ 1. Assume that s is maximal. Then y′ = σis . . . σi1(ei0)
satisfies (1), (2) and (3). Moreover, either v = y′ or there exists a vertex j such that
(v − y′)(j) > 0 and q(v − y′, ej) = 2. Assume that there exists a vertex j such that
(v− y′)(j) > 0 and q(v− y′, ej) = 2. Since q(v, ej) ≤ 1 then q(v, ej) = 1 = −q(y′, ej).
Therefore y = σj(y
′) = y′ + ej satisfies (1) to (4). 
1.4. Let v be a maximal root of a weakly non-negative unit form q. If for some
vertex i we had q(v, ei) < 0 then σi(v) = v + q(v, ei)ei would be a root bigger than
v. We shall say that a root v of q is locally maximal if q(v, ei) ≥ 0 for every index i.
Maximal roots are locally maximal, but the converse does not hold as the following
example shows. Let A be the algebra given by the quiver with relations below
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Consider the Tits form qA of the strongly simply connected tame algebra A, the form
qA is therefore weakly non-negative. The vector v in the example is a locally maximal
omnipresent root but the vector u is also a root of qA. The following remark proves,
in our context, the existence of exceptional indices.
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Proposition. Let q : Zn → Z be a weakly non-negative unit form with a locally max-
imal omnipresent root v. Then one of the following three situations occurs:
(i) There exists a unique index i with q(v, ei) > 0, for all other j 6= i we have
q(v, ej) = 0. Moreover, q(v, ei) = 1 and v(i) = 2.
(ii) There are two indices a 6= b with q(v, ei) > 0 for i = a, b, for all other j 6= a, b
we have q(v, ej) = 0. Moreover, q(v, ea) = 1 = q(v, eb) and v(a) = 1 = v(b).
(iii) There is a unique index j with q(v, ej) > 0, for all other i 6= j we have
q(v, ei) = 0. Moreover, q(v, ei) = 2 and v(j) = 1.
In case v is maximal only (i) or (ii) may happen. Moreover, in that case, if E is
the set of exceptional indices, the quadratic form q′ = q(E) obtained as the restriction
of q to the vertices not in E is weakly positive.
Proof. Consider v a locally maximal omnipresent root of q. Then 2 = q(v, v) =
n∑
i=1
v(i)q(v, ei) and each q(v, ei) ≥ 0.
In case v is maximal and q(v, ei) ≥ 2 we get that q(2v− ei) = 4− 2q(v, ei) + 1 ≤ 1.
Since 2v−ei is omnipresent, then the hypothesis yield q(2v−ei) = 0, then q(3v−ei) =
1 + q(v, 2v − ei) = 1, a contradiction to the maximality of v.
To show that q′ is weakly positive, assume that q(w) = 0 for some vector 0 ≤ w ∈
Zn with w(i) = 0 for i ∈ E. Since q is weakly non-negative q(w, ej) ≥ 0 for all j such
that w(j) 6= 0. Then 0 =
n∑
j=1
w(j)q(v, ej) = q(v, w) =
∑
i∈E
v(i)q(w, ei) and therefore
q(w, ei) = 0 for all i ∈ E. But then q(v + w) = 1 + q(v, w) = 1, contradicting the
maximality of v. Thus q′ is weakly positive. 
Corollary. Let q : Zn → Z be a weakly positive unit form and v a root of q. Then v
is locally maximal if and only if it is maximal.
Proof. Assume v is locally maximal but not maximal, say u 6= v ≤ u for a root u. Then
u− v is a non-negative non-trivial vector satisfying q(u− v) = 2−
∑
i
u(i)q(v, ei) ≤ 1.
Since q is weakly positive then q(u − v) = 1 and there is a unique index j with
q(v, ej) ≥ 1. In fact q(v, ej) = 1 and 2 = v(j) ≤ u(j) ≤ 1 yields a contradiction. 
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1.5. Examples. We consider unit forms q defined by diagrams, where as usual, s full
edges (resp. s dotted edges) between the vertices i and j means that qij = −s (resp.
qij = s).
(1) Weakly non-negative unit forms with a maximal omnipresent root v have v(i) ≤
12 for every index i, and the bound is optimal as shown in [11]. The following is an
example of a unit form q with a maximal omnipresent root v with v(j) = 12 for some
vertex j and marked exceptional indices:
/.-,()*+1
4
NNNNNNNNNNNNN
rrr
rrr
rrr
rrr
r 6 8 10 12 8 4
/.-,()*+1 6
(2) Consider the forms associated to the diagrams (1) and (2) below:
1
>>
>>
>>
> 1
  
  
  
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1 2 /.-,()*+1 /.-,()*+1 2 1
1
       
1
>>>>>>>
(1)
/.-,()*+1
1
mmmmmmmmmmmmmmm
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QQQ 1
zzzzzzzz
DD
DD
DD
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DDDDDDDD
zz
zz
zz
zz
1
QQQQQQQQQQQQQQQ
mmm
mmm
mmm
mmm
mmm
/.-,()*+1
(2)
The omnipresent maximal root v displayed on the form (1) has two (marked) excep-
tional indices. The unit form q given by diagram (2) accepts a maximal omnipresent
root v with two (marked) exceptional indices.
(3)The following quadratic form q accepts the indicated locally maximal omnipresent
root v with only one exceptional vertex j and v(j) = 1. Observe that the form q(j) is
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not weakly positive:
1 1
1
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
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-
-
- 1
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oo
/.-,()*+1
(4) The following example shows that a unit form may accept several maximal om-
nipresent roots (even with different exceptional vertices):
1
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1
/.-,()*+2
3 2
@@
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~~~~
@@
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_______ 1
2
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1
(5) We shall provide an example of a root v of the Tits form of a strongly simply
connected algebra A such that v is not realizable as v = dimX for an indecomposable
A-module X . Consider the algebra A given by the following quiver with relations and
the vector v as indicated on the vertices of the quiver:
•
%%J
JJ
•
yytt
t
•
δ
++WWWW
WWWWW
WWWW
A : a
γ 55kkkkkkkk
α   B
BB
B
____________ •
b
β
// c // d // •
<<xxxx
•
;;vvvv
•
ccHHHH
1
=
==
1
  
3
))TTT
TTTT
TTT
v : 1
88ppppppp
=
==
_________ 1
2 // 1 // 2 // 1
@@
1
@@
1
^^===
where the dotted line indicates a commutativity relation. We get qA(v) = 1, that is,
v is a root of the Tits form of A. Assume, to get a contradiction, that there exists an
indecomposable A-module X such that dimX = v. In case, X(a) → X(b) → X(c)
is non-zero, there is a decomposition X(b) = ke1 ⊕ ke2 such that ke2 is a direct
summand of X . Therefore X(β)X(α) = 0 and also X(δ)X(γ) = 0. Hence X restricts
ALGEBRAS ACCEPTING A MAXIMAL ROOT 11
to an indecomposable representation Y of the algebra B as in the picture:
B : •
##H
HHH
•
{{vvv
v
•
δ
**UUU
UUUU
U
•
γ 44iiiiiiii __________ •
which is representation-finite with a preprojective component. Therefore qB(dimY ) =
2 contradicts the main result in [3].
1.6. Frequently we shall deal with restrictions of quadratic forms and quotients
of algebras. The relationship between these operations is clarified in the following
proposition.
Proposition. Let A = kQ/I be an algebra and q = qA the corresponding Tits form.
Consider a vertex a of Q and the unit forms: q′ the restriction of q to Q′ := Q \ {a}
and q¯ the Tits form of the quotient algebra A¯ = A/AeaA. The following statements
hold:
(a) q¯ ≤ q′ in NQ0;
(b) if q¯ is weakly positive, then q′ is weakly positive;
(c) if q¯ 6= q′ then there is a relation w + w′ ∈ I(i, j), with i 6= a 6= j, such that w
(resp. w′) is a combination of paths passing (resp. not passing) through a;
(d) if v ∈ NQ0 is a root of q with v(a) = 0, then 1 = q′(v) = q¯(v);
(e) if v ∈ NQ0 is an omnipresent root of q such that q(v, ea) = 1 = v(a), then
q′ = q¯.
Proof. Assume that Q0 = {1, . . . , n}. First observe that A¯ = kQ′/I¯, where I¯ =
I/AeaA ∩ I. Let r1, . . . , rs be a minimal set of generators of I in ∪i,jI(i, j) and, for
each pair i, j ∈ Q, set r(i, j) the number of those rp in I(i, j). Write each rp = r′p+ r
′′
p
as linear combination of paths where r′p (resp. r
′′
p) is a linear combination of paths not
passing (resp. passing) through a. Then r′1, . . . , r
′
s generate I¯. We get r¯(i, j) ≤ r(i, j)
for each pair i, j ∈ Q′0.
This shows (a) and (b) to (d) follow. Only (e) needs an additional argument. The
vector w = v − ea is a root of q with w(a) = 0. Hence q¯(w) = 1 = q′(w). The
quadratic form qˆ = q′ − q¯ is weakly non-negative by (a) and w is omnipresent in Q′
with 0 = qˆ(w) =
∑
i,j∈Q′
0
w(i)w(j)(r(i, j)− r¯(i, j)). Therefore q′ = q¯. 
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1.7. We recall that a unit form q : Zn → Z is critical (resp. hypercritical) if q
is not weakly positive (resp. not weakly non-negative) but every proper restriction
q|J : ZJ → Z, for J a proper subset of {1, . . . , n}, is weakly positive (resp. weakly
non-negative). Clearly, a unit form is weakly positive (resp. weakly non-negative) if
and only if it does not accept a critical (resp. hypercritical) restriction.
Let q(x1, . . . , xn) be a critical unit form. If n ≥ 3, a theorem of Ovsienko, see [22],
says that q is non-negative and there is an omnipresent vector z with positive integral
coordinates and q(z) = 0; a minimal such vector is called a critical vector. If n = 2,
then q12 ≤ −2 (only if q12 = −2 we get a critical vector (1, 1)). The critical forms and
critical vectors have been classified [22], it is important to observe that for a critical
vector z there is always an index i with z(i) = 1.
In [19] it was shown that given a hypercritical unit form q(x1, . . . , xn), there is an
index 1 ≤ j ≤ n such that the restriction q|J is critical for J = {1, . . . , n} \ {j};
moreover, for any index 1 ≤ i ≤ n such that the restriction q|I is critical for I =
{1, . . . , n}\{i}, then the corresponding critical vector zi, as an element of Zn, satisfies
q(zi, ei) < 0. We write q
(i) = q|I for I = {1, . . . , n} \ {i}. The following statement is
a reformulation of [19], Proposition (1.4), we present a sketch of its proof.
Lemma. Let q(x1, . . . , xn) be a slender hypercritical form. Then one of the following
two situations occur:
(1) there are positive vectors v and w satisfying q(v) = −1 and q(w) = −3;
(2) n = 4 and q = qM is the form associated to the quiver:
•

""E
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M : • //
||yy
yy
yy
yy
y
•
uullll
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lll
lll
lll
•
In this case, there are positive vectors v and w satisfying q(v) = −2 and q(w) = −3.
Proof. Observe that n ≥ 3 and consider the critical restriction q′ = q(n) with critical
vector z considered as an element of Zn and q(z, en) = −m, a negative integer.
Assume z(1) = 1.
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(a) Show 0 < m ≤ 3. Indeed, the vector v = z − e1 + en is not omnipresent,
therefore
0 ≤ q(v) = q(z) + 2− q(z, e1) + q(z, en)− q(e1, en) = 2−m− q(e1, en) ≤ 3−m.
(b) For m = 1, we get q(2z + en) = −1 and q(4z + en) = −3.
(c) For m = 2, we get q(z + en) = −1 and q(2z + en) = −3.
(d) For m = 3, we get q(v) = 0 and q(e1, en) = −1. Hence q(1) is critical and
v is a critical vector (since v(n) = 1). We may assume q(v, e1) = −r is a negative
integer. If r = 1 or 2 we get by (b) and (c) vectors v′ and w′ satisfying q(v′) = −1
and q(w′) = −3 and we are done. Therefore, we may assume r = 3 and as above
get q(e2, e1) = −1. Repeating the argument, we may assume q(e2, en) = −1 which
implies that q|{1, 2, n} is critical of type A˜2. Hence n = 4 and by symmetry q = qM .
Consider v = (1, 1, 1, 1) and w = (2, 2, 1, 1) to get q(v) = −2 and q(w) = −3. 
1.8. We specialize the main result of [19] into the following statement which is fun-
damental in our considerations.
Theorem. Let q : Zn → Z be a slender unit form accepting a maximal omnipresent
root. Then q is weakly non-negative.
Proof. Let v be a maximal omnipresent root of q. Assume q is not weakly non-
negative, then there is a restriction q′ = q|J : ZJ → Z which is hypercritical. First
suppose that there are non-negative vectors w1, w2 ∈ ZJ such that q′(w1) = −1 and
q′(w2) = −3. We have q(v, w1) = 0. Indeed, otherwise by (1.2), we had q(v, w1) > 0
then the vector w := v + q(v, w1)w1 which is strictly bigger than v satisfies q(w) =
1 + q(v, w1)
2 + q(v, w1)
2q′(w1) = 1, contradicting the maximality of v. Since the
support of w1 and w2 is the same J , then also q(v, w2) = 0 and the vector w
′ := 2v+w2
yields the final desired contradiction.
Next suppose that q′ = qM and consider w1, w2 ∈ Z{1,2,3,4} such that q′(w1) = −2
and q′(w2) = −3. Observe that 0 ≤ q(v, w1) ≤ 2. In case q(v, w1) = 0, then
also q(v, w2) = 0 and q(2v + w2) = 1, a contradiction. In case q(v, w1) = 1, then
q(v + 2w1) = −1 and we may switch to the first case. In case q(v, w1) = 2, then
q(v + 2w1) = 1 which is a contradiction. 
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2. On the realization of roots
2.1. A quiver Q is an oriented graph with set of vertices Q0 and set of arrows Q1.
The path algebra kQ has as k-basis the oriented paths in Q, including a trivial path
es for each vertex s ∈ Q0, with the product given by concatenation of the paths. A
module X ∈ modkQ is a representation of Q with a vector space X(s) = esX for each
vertex s ∈ Q0 and a linear map X(α) : X(s)→ X(t) for each arrow s
α
−→ t in Q1.
For a finite-dimensional k-algebra A = kQ/I, the quiver Q is defined in the follow-
ing way: the set of vertices Q0 is the set of isoclasses of simple A-modules {1, . . . , n}.
Let Si be a simple A-module representing the i-th trivial path ei. Then there are as
many arrows from i to j in Q as dimkExt
1
A(Si, Sj). If A is triangular, by a result of
Bongartz [3], we can select rij = dimkExt
2
A(Si, Sj) linear combinations f
(1)
ij , . . . , f
(rij)
ij
of paths from i to j in such a way that {f (d)ij : i, j ∈ Q0 and 1 ≤ d ≤ rij} forms a
minimal set of generators of I.
We shall identify A = kQ/I with a k-category whose objects are the vertices of Q
and whose morphism space A(s, t) is etAes. We say that B is a convex subcategory
of A if B = kQ′/I ′ for a path closed subquiver Q′ of Q and I ′ = I ∩ kQ′. In this
view, an A-module X is a k-linear functor X : A → modk. The dimension vector
of X is dimX = (dimkX(s))s∈Q0 ∈ N
Q0 and the support of X is the set of vertices
supp X = {s : X(s) 6= 0}.
For an algebra A, we consider the standard duality D : modA → modAop defined as
D = Homk(−, k), where Aop is the opposite algebra of A.
2.2. Let v ∈ NQ0 be a dimension vector. The variety of A-modules of dimension
vector v is the closed subset modA(v) of the affine space
∏
(i
α
−→ j)∈Q1
kv(i)v(j) , formed by
all tuples M = (M(α))α∈Q1 such that for any element ρ =
r∑
s=1
λsα
(s)
js
· · ·α(s)j1 ∈ I(i, j)
the v(i)× v(j)-matrix M(ρ) =
r∑
s=1
λsM(α
(s)
js
) · · ·M(α(s)j1 ) is zero (see [30]). The affine
algebraic group G(v) =
∏
i∈Q0
GLk(v(i)) acts on the variety modA(v) in such a way
that two points belong to the same orbit if and only if they are isomorphic. Clearly,
dim G(v) =
∑
i∈Q0
v(i)2.
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Let v ∈ NQ0 be a dimension vector. Let C be an irreducible component ofmodA(v).
A decomposition v = w1 + · · ·+ ws with ws ∈ NQ0 is called a generic decomposition
in C if the set
{X ∈ C : X = X1 ⊕ · · · ⊕Xs with dim Xi = wi and Xi indecomposable}
contains an open and dense subset of C. Given an irreducible component C of
modA(v), there always exists a unique generic decomposition in C, say v = w1 +
· · ·+ ws, and there are irreducible components Ci of modA(wi) such that the generic
decomposition in Ci is irreducible and the following inequality holds:
dim G(z)− dim C ≥
s∑
i=1
(dim G(wi)− dim Ci),
[25], [27]. Moreover, generically there are no extensions between modules in Ci and
Cj for i 6= j, see [9], [25].
2.3. Let A be a triangular algebra and consider the bilinear form
〈v, w〉A =
∑
i∈Q0
v(i)w(i)−
∑
(i→j)∈Q1
v(i)w(j) +
∑
i,j∈Q0
r(i, j)v(i)w(j)
whose associated quadratic form is qA. Recently, the authors showed the following
result [34].
Theorem. For any two A-modules X, Y over a triangular algebra A the inequality
〈dimX,dim Y 〉A ≥ dimkHomA(X, Y )− dimkExt
1
A(X, Y )
holds.
2.4. The following, probably well-known, result is relevant in our context.
Proposition. Let A = kQ/I be a triangular algebra and v be a root of the Tits form
qA satisfying the following conditions:
(a) qA is weakly non-negative;
(b) there is a non-negative vector u ∈ Zn such that for any non-negative vector
z ≤ v with qA(z) = 0, then z is an integral multiple of u.
Then there exists a number r ∈ N such that 0 ≤ v−ru and there is an indecompos-
able realization X ∈ modA(v − ru). In case, v is a maximal positive root, then there
is an indecomposable realization X ∈ modA(v).
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Proof. Let A = kQ/I be a triangular algebra and v a root of the Tits form qA
satisfying (a) and (b). Take C an irreducible component of modA(v) of maximal
dimension and v = w1 + . . .+ws the generic decomposition. Let Ci be an irreducible
component of modA(wi) such that the generic decomposition in Ci is irreducible.
Moreover we may define open subsets Ui of Ci where each Xi ∈ Ui is extension-
orthogonal to any Xj ∈ Uj , for j 6= i. For any choice Xi of indecomposable modules
in Ui, i = 1, . . . , s, we get
1 = qA(v) =
s∑
i=1
qA(wi) +
∑
i 6=j
〈wi, wj〉 ≥
s∑
i=1
qA(wi) +
∑
i 6=j
dimkHomA(Xi, Xj),
where all the summands are non-negative. We distinguish two cases.
(1) There is one wi such that qA(wi) = 1, say i = 1. Suppose s > 1, then
qA(v, w2) = 0 and qA(w2) = 0. We may suppose that w2 = ru for certain r ∈ N.
Then w1 = v − ru accepts a realization X1 ∈ modA(w1). In case v is maximal and
s > 1 then qA(v + w2) = 1 yields a contradiction. Therefore v maximal root implies
s = 1.
(2) All of the wi satisfy qA(wi) = 0. For some i 6= j we have qA(wi, wj) =
dimkHomA(Xi, Xj) = 1, for modules Xi ∈ Ui and Xj ∈ Uj, say i = 1, j = 2 and
for all others i 6= 1, 2 and any j the modules in Ui and Uj are Hom-orthogonal.
Then s > 1 and there are constants r1, r2 such that w1 = r1u and w2 = r2u. Then
1 = qA(w1, w2) = r1r2qA(u, u) = 0 which is a contradiction. Therefore situation (b)
never occurs. 
Corollary. Let A be a triangular algebra whose Tits form is weakly non-negative and
v be a root of qA such that for every 0 ≤ u ≤ v we have qA(u) ≥ 1. Then there exists
an indecomposable realization X ∈ modA(v).
Proof. Condition (b) above is satisfied for u = 0. 
Corollary. Let A be a triangular algebra whose Tits form is weakly positive and v be
any root of qA. Then there exists an indecomposable realization X ∈ modA(v).
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2.5. We recall important classes of algebras where roots may be realized:
(a) Representation-finite triangular algebras. Indeed such an algebra A has a
weakly positive Tits form.
(b) Let A = kQ/I be a basic finite dimensional k-algebra. A module AT is called
a tilting module if it satisfies:
(T1) Ext2A(T,−) = 0; (T2) Ext
1
A(T, T ) = 0; (T3) The number of non-isomorphic
indecomposable direct summands of AT is the rank of the Grothendieck group K0(A).
In case A = k∆ is a hereditary algebra and AT is a tilting module, B = EndA(T ) is
called a tilted algebra of type ∆. The work of Kerner [21] shows that a tilted algebra
B is tame if an only if the Tits form qB is weakly non-negative. In that case all roots
of qB can be realized as dimension vectors of indecomposable modules.
Proposition. Let A be a triangular algebra accepting a locally maximal omnipresent
root v of qA with exceptional indices a 6= b. Then there is an indecomposable A-module
Y such that y = dimY is a positive root of qA satisfying:
(i) y ≤ v and y(a) = 1;
(ii) qA(v − y) = 0;
(iii) if y(b) 6= 0 then v = y.
Proof. By (1.3), there is a positive root y of qA such that there exist a sequence of
reflections σi1 , . . . , σis satisfying:
(1) σis . . . σi1(ea) = y ≤ v;
(2) σit . . . σi1(ej) = ej + ei1 + · · ·+ eit for all 1 ≤ t ≤ s;
(3) for every 0 ≤ u ≤ y we have qA(u) ≥ 1;
(4) qA(v − y) = 0.
By (2.3), there is a realization of y as desired. In case y(b) ≥ 1 then v − y is a
non-negative vector with (v − y)(a) = 0 = (v − y)(b) and qA(v − y) = 0. Since q
(a,b)
A
is weakly positive, then v − y = 0. 
2.6. Let B be an algebra, C be a standard component of ΓB and X be an indecom-
posable module in C. In [1], three admissible operations (ad 1), (ad 2) and (ad 3) were
defined depending on the shape of the support of HomB(X,−)|C in order to obtain a
new algebra B′.
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(ad 1) If the support of HomB(X,−)|C is of the form
X = X0 → X1 → X2 → · · ·
we set B′ = (B×D)[X⊕Y1], where D is the full t× t lower triangular matrix
algebra and Y1 is the indecomposable projective-injective D-module.
(ad 2) If the support of HomB(X,−)|C is of the form
Yt ← · · · ← Y1 ← X = X0 → X1 → X2 → · · ·
with t ≥ 1, so that X is injective, we set B′ = B[X ].
(ad 3) If the support of HomB(X,−)|C is of the form
Y1 → Y2 → · · · → Yt
↑ ↑ ↑
X = X0 → X1 → · · · → Xt−1 → Xt → · · ·
with t ≥ 2, so that Xt−1 is injective, we set B
′ = B[X ].
In each case, the module X and the integer t are called, respectively, the pivot and
the parameter of the admissible operation.
The dual operations are denoted by (ad 1*), (ad 2*) and (ad 3*).
Following [1], an algebra A is a coil enlargement of the critical algebra C if there
is a sequence of algebras C = A0, A1, . . . , Am = A such that for 0 ≤ i < m, Ai+1 is
obtained from Ai by an admissible operation with pivot in a stable tube of ΓC or in a
component (coil) of ΓAi obtained from a stable tube of ΓC by means of the admissible
operations done so far. When A is tame, we call A a coil algebra. A typical example
of a coil algebra is the following bound quiver algebra given by the quiver
1
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>>||||||
δ   B
BB
BB
B
λ
((PP
PPP
PPP
PPP
P
•
ρ
66nnnnnnnnnnnn
σ
**VVV
VVVV
VVVV
VVVV
VVV 1
γ
>>||||||
1 •
•
ν
// •
µ
=={{{{{{
with relations λα = 0, λγ = 0, βρ = 0, δρ = 0 and λρ = µσ. Observe that the
dimension vector u displayed with support in the critical algebra C satisfies qA(u,−) =
0.
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Proposition. Let A be a representation-infinite coil algebra, then A does not accept
maximal positive roots of qA.
Proof. Suppose v is a maximal positive root of qA. Let C be a convex critical sub-
category of A with z a critical vector. Hence qC(z) = 0. Let i be a vertex of Q,
we shall prove that qA(z, ei) = 0. Indeed, if z(i) > 0 then qA(z, ei) = 0, since
otherwise qA(z − ei) < 0. Suppose z(i) = 0 and there is no arrow between i and
vertices in supp z in Q, then by the definition of the (ad)-operations defining coils
[1], there are no relations between i and vertices in supp z. Hence qA(z, ei) = 0.
Finally, suppose z(i) = 0 < z(j) and there is an arrow between i and j, say i → j.
Consider R the restriction of the indecomposable projective A-module Pi to C and
R(j) 6= 0. Since A is a coil algebra, then R is an indecomposable regular C-module.
Hence qA(z, ei) = qA(z,dimPi) − qA(z,dimR) = z(i) + 〈z,dimPi〉 = 0. There-
fore qA(z,−) = 0, in particular qA(z, v) = 0, which implies that v + z is a root,
contradicting the maximality of v. 
2.7. Proof of Theorem 1. Let A = kQ/I be a triangular algebra without double
arrows and whose Tits form qA accepts a maximal omnipresent root v. Hence qA is
weakly non-negative by (1.8). We shall show that there exists an indecomposable
module X such that v = dimX . For this purpose, let C be an irreducible component
of modA(v) of maximal dimension and v = w1 + . . .+ ws the generic decomposition.
Let Ci be irreducible components of modA(wi) such that the generic decomposition in
Ci is irreducible. Moreover we may define open subsets Ui of Ci where each Xi ∈ Ui
is extension-orthogonal to any Xj ∈ Uj , for j 6= i. The following inequalities hold, as
consequence of the hypothesis and (2.4), for any choice Xi of indecomposable modules
in Ui, i = 1, . . . , s:
1 = qA(v) =
s∑
i=1
qA(wi) +
∑
i 6=j
〈wi, wj〉 ≥
s∑
i=1
qA(wi) +
∑
i 6=j
dimkHomA(Xi, Xj),
where all the summands are non-negative. We distinguish two cases.
(a) There is one wi such that qA(wi) = 1, say i = 1. Suppose s > 1, then
qA(v, w2) = 0 and the construction of the root v + w2 yields a contradiction to the
maximality of v. Therefore v = w1 and X = X1 is the desired realization of v.
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(b) All of the wi satisfy qA(wi) = 0. For some i 6= j we have qA(wi, wj) =
dimkHomA(Xi, Xj) = 1, for modules Xi ∈ Ui and Xj ∈ Uj, say i = 1, j = 2 and
for all others i 6= 1, 2 and any j the modules in Ui and Uj are Hom-orthogonal. If
s > 2, we get a contradiction since then v + w3 is a root. Assume that s = 2.
In case there v accepts only one exceptional index a then either qA(w1, ea) = 0 or
qA(w2, ea) = 0 which, again, contradicts the maximality of v. Therefore, by (1.4),
there exist two exceptional indices a, b for v such that qA(ea, w1) = 1 = qA(eb, w2)
and v(a) = 1 = v(b). By (2.5), there is an indecomposable A-module Y such that
y = dimY is a positive root of qA satisfying:
(i) y ≤ v and y(a) = 1;
(ii) qA(v − y) = 0;
(iii) if y(b) 6= 0 then v = y.
Consider the non-negative isotropic vector w = v − y. In case w(b) = 0 then
(iii) applies and yields a realization Y of v. Hence we may assume that w(b) = 1.
Therefore 1 = qA(v) = qA(w + y) = 1 + qA(w, y) and qA(w, v) = qA(w,w + y) = 0.
This implies that qA(v + w) = 1, again a contradiction to the maximality of v. This
completes the proof of Theorem 1.
3. More examples
3.1. Consider the algebras given by the following quiver with relations:
Bλµ : •
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λβ1α1 + µβ2γα2 = 0
and consider B11, B10 and B01. The three algebras have the same weakly positive form
q which has a maximal omnipresent root v. While there is a one-to-one correspondence
between the isoclasses of indecomposable B11-modules and the roots of q (in fact, B11
is a representation-finite tilted algebra), there are infinitely many indecomposable
B01-modules Y with the same dimension vector y:
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1 1
1
v : 1 1
1 1
1 1
2
y : 1 1
0 0
Observe that B01 is wild while the algebra B10 is tame not of polynomial growth.
3.2. By results in [28] the number of parameters p(A), defined as the number of
convex critical subcategories of A, of a tame algebra A having a sincere indecompos-
able module is at most 2. Clearly, if p(A) = 0, then A is representation-finite and if
p(A) = 1 then A is a finite enlargement or coenlargement of a representation-infinite
domestic tilted convex subcategory of A (for definitions see [35]). In case p(A) = 2
then A is the glueing of two representation-infinite domestic tilted algebras. We recall
that Bongartz classified the families of representation-finite algebras A with the above
properties and n ≥ 13. Dra¨xler [10] built the small cases (n ≤ 12) with the help of a
computer program. The algebras with p(A) = 2 and n ≥ 20 were classified by de la
Pen˜a in [29].
Consider the algebras given by quivers with relations:
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v : 1 2 1
2 2
The algebra A1 represents in fact a family of algebras parametrized by the number
of vertices n. The algebras in the family are tilted of type D˜n with a preprojective
component containing a sincere module with the indicated maximal omnipresent root
v of qA1 , that is, p(A1) = 1. Observe that v has two exceptional indeces marked by
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o. For the algebra A2, the Tits form qA2 accepts a maximal root v with a unique
exceptional index marked by o. This algebra is tame tilted and contains two tame
concealed subcategories of types E˜7 and E˜8, that is, p(A2) = 2.
4. Tilted algebras
4.1. We start recalling from [32], [33] and [7] the following useful version of the
Splitting Lemma. We say that an indecomposable A-moduleX is extremal if suppX =
{i ∈ Q0 : X(i) 6= 0} contains all sinks and sources of Q.
Lemma. Let A be a triangular algebra and B = B0, B1, . . . , Bs = A a family of
convex subcategories of A such that, for each 0 ≤ i ≤ s, Bi+1 = Bi[Mi] or Bi+1 =
[Mi]Bi for some indecomposable Bi-module Mi. Assume that the category indB of
indecomposable B-modules admits a splitting indB = P ∨ J , where P and J are full
subcategories of indB satisfying the following conditions:
(S1) HomB(J ,P) = 0;
(S2) for each i such that Bi+1 = Bi[Mi], the restriction Mi
∣∣
B
belongs to the additive
category add (J );
(S3) for each i such that Bi+1 = [Mi]Bi, the restriction Mi
∣∣
B
belongs to the additive
category add (P);
(S4) there is an index j with Bj+1 = Bj[Mj ] and Mj ∈ J .
In case A accepts an indecomposable extremal module, then A is a tilted algebra.
4.2. Proof of Theorem 2. Let A be a strongly simply connected algebra and assume
that v is a maximal omnipresent root of qA. Hence qA is weakly non-negative by
Theorem 0 and [7] implies that A is a tame algebra. Moreover, part (a) of Theorem 1
implies the existence of an indecomposable module X with dimX = v. In particular,
X is an extremal module. We distinguish two cases:
(a) A is representation-finite. Since A is strongly simply connected then ΓA is a
preprojective component. Since A is sincere, then A is tilted.
(b) A is representation-infinite. Let C be a convex critical subcategory of A and z
be a positive generator of rad qC as a vector in Z
Q0 . Consider B be a maximal convex
coil extension of C. Let indB = P ∨ J be a splitting of indB such that J is the
preinjective component of the Auslander-Reiten quiver of B. Consider any sequence
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B = B0, B1, . . . , Bs = A of convex subcategories of A such that, for each 0 ≤ i ≤ s,
Bi+1 = Bi[Mi] or Bi+1 = [Mi]Bi for some indecomposable Bi-module Mi.
We shall prove that we get a splitting situation as in the above Lemma. Indeed,
(S1) is satisfied. For (S2), consider Bi+1 = Bi[Mi]. Consider a decomposition Mi|B =
N+⊕N0⊕N− such that N+ lies in the additive closure of the preprojective component
of B (resp. N0 in the additive closure of the coils of B; N− in the additive closure of
J ). In case N+ 6= 0, then A has as quotient B[N+] which is of wild representation
type, [32]. In case N0 6= 0 then B[N0] is a coil algebra, contradicting the maximality of
B. HenceMi|B belongs to the additive closure of J . For (S3), consider Bi+1 = [Mi]Bi
and proceed as in (S2) to show thatMi|B belongs to the additive closure of P. Finally
if (S4), or its dual, is not satisfied then A = B is a coil extension of C. Proposition
(2.6) shows that A does not accept a maximal omnipresent root which contradicts
the existence of v.
Since X is an indecomposable extremal module, then the Spliting Lemma implies
that A is tilted.
4.3. Let A be a strongly simply connected algebra whose Tits form qA : Z
n → Z
accepts a maximal omnipresent root v. Then A is a tame tilted algebra with a
directing component C and an indecomposable sincere module X such that dimX =
v.
First we observe that X ∈ C, in particular pdimAX ≤ 1 and idimAX ≤ 1. Indeed,
if X /∈ C, we may assume that there are morphism HomA(Y,X) 6= 0 for some Y ∈ C
and therefore C does not contain injective modules. Since A is tame then A is tilted
of Euclidean type and C is a preprojective component, see [36]. Therefore A does not
accept a maximal omnipresent root, a contradiction.
Consider a slice S of C containing X . By a result of Happel [18], the Hochschild
cohomology H1(S) = H1(A) = 0, since A is strongly simply connected. Therefore S
is a tree and we may assume that X is a unique source in S (since all indecomposable
injective modules are successors of X in ΓA. Consider the number t(S) of terminal
vertices of the tree S and s(X) the number of neighbours of X in S.
If there are no projective modules in C, then the slice S is of Euclidean type [27]
and therefore there are infinitely many omnipresent roots for qA, a contradiction.
Therefore there is a last projective Ps in the order of paths in C, we shall denote
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R0 = rad Ps, where s is a source in the quiver of A, and we may assume that the
algebra B = A/(s) is connected and the B-module R0 is indecomposable (if not so, we
consider the dual algebra Aop). In particular A = B[R0], where B is a tilted algebra
with a directing component C′ accepting a slice S ′ = S \ {P τs } with t(S
′) = t(S) − 1
if s(R0) > 1 or t(S
′) = t(S) if s(R0) = 1. Since X is sincere and C
′ is directing, no
module of the slice S ′ is injective with the possible exception of R0 itself (in that case,
Ps is projective-injective and therefore the unique sincere A-module). Moreover, since
A is tame, the algebra B is tame and the vector space category U(HomB(R0,modB))
is tame. In particular, we get (see [35]):
(a) for every indecomposable B-module Y we have dimkHomB(R0, Y ) ≤ 2;
(b) if for some indecomposable B-module Y we have dimkHomB(R0, Y ) = 2, then
for any indecomposable B-module Z we have either HomB(Y, Z) 6= 0 or HomB(Z, Y ) 6=
0;
(c) if for every indecomposable B-module Y we have dimkHomB(R0, Y ) ≤ 1 then
the poset HomB(R0, C′) does not contain a hypercritical subposet, that is, a poset
whose Hasse diagram is one of the following:
•

N1 = (1, 1, 1, 1, 1) : • • • • • N2 = (1, 1, 1, 2) : • • • •
•

•

•

•

•

•

•

•

•

N3 = (2, 2, 3) : • • • N4 = (1, 3, 4) : • • •
•

•

•

•

•

•

•

•
 ""E
EE
•

•

•

•

N5 = (N, 5) : • • • N6 = (1, 2, 6) : • • •
Proposition. With the notation above the following holds:
(i) S has at most three branching points and t(S) ≤ 5 terminal vertices.
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(ii) S ′ has at most two branching points and t(S ′) ≤ 4. If t(S ′) = 4, then X is
projective-injective (and X is the unique sincere indecomposable module).
(iii) If X is not projective-injective, then either s(X) ≥ 3 or S \ {Xτ} has two
non-linear components.
(iv) If s(X) = 2 then v has two exceptional vertices.
(v) If s(X) = 3 then v has a unique exceptional index.
(vi) If s(X) = 4 then X is the unique indecomposable sincere A-module.
Proof. (i) and (ii). Assume that S has 3 or more branching points. Then the quiver
S is not Euclidean and R0 lies in C′ which is a connecting component of ΓB accepting
a slice S ′ with at least two branching points, then t(S ′) ≥ 4. If t(S) ≥ 5 then also
t(S ′) ≥ 4. Hence we shall assume that t(S ′) ≥ 4 which implies that in C′ we get one
of the following situations as subposets of HomB(R0,S ′):
1
R0 : 1
99t
%%J
1
1 
Y1 
// 1
1
1 
Y2 
// 1
1
1
Y1
??
// 1
1
??
1
1
>>
R0 : 1
99t
%%J
1
Y2 
// 1
1
1
Y1
??
// 1
1
??
1
1
AA
R0 : 1
99t
%%J
// 1
1
1
1
R0
>>
FF
  
1
11
1
1
1
We conclude that R0 is injective, since otherwise we get either an indecomposable
module Y with dimkHomB(R0, Y ) ≥ 3 (last case) or two non-comparable indecom-
posable modules Y, Z with dimkHomB(R0, Y ) = 2. Then Ps is projective-injective
and R0 is a sincere B-module. Since the poset HomB(R0,S ′) is tame, we get that S ′
is completely depicted in the above pictures. Hence there are at most 3 branching
point in S and at most 5 terminal points. Moreover, precesily t(S ′) = 4.
(iii) Assume that s(X) ≤ 2 and S \ {X} has a linear component of type Am. We
shall prove that X is projective-injective by induction on m.
Let X = Xm,1 → Xm−1,2 → . . . → X2,m−1 → X1,m be the chain of maps in
S corresponding to the linear component in S \ {X}. Suppose first that none of
the Xi,m−i+1 is injective. Then C contains the following modules and irreducible
morphisms:
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X1,1
%%
___ X1,2
''OO
___________ X1,m
((QQ
______ X1,m
''O
____ X1,m+1
X2,1
99
%%
____ X2,2 ___________ X2,m−1
66mm
((
_____ X2,m
77
X3,1
77oo
__________ X3,m−2
66
_____ X3,m−1
77
Xm−1,1
%%LL
__ Xm−1,2
((QQ
_____ Xm−1,3
X
%%LL
99rr
%%
_____ Xm,2
66mm
•
99rrr ___ Xm+1,1
66mm
Since every irreducible map is either mono or onto, a simple dimension argument
yields that all descending maps Xi,j → Xi−1,j are mono and all ascending maps
Xi,j → Xi+1,j+1are onto. In particular, X → Xm−1,2 is mono, contradicting the
maximality of the root v.
Therefore one of Xi,m−i+1 is injective. Suppose that i > 1, then Xi−1,m−i is
also injective since otherwise for the injective I in the orbit of Xi−1,m−i we have
HomA(X, I) = 0, a contradiction to the sincerity of X . We get that all Xj,m−j+1, for
j ≤ i are injective. In particular S = X1,m is simple injective and since dimkS(a) +
dimkS(b) = qA(v,dimS) = dimkHomA(X,S) = 1 we may assume that S = Sa is the
simple associated to the index a. For the algebra C = A/AeaA we get the one-point
coextensionA = [X1,m]C and therefore C is tilted of type S \ {Sa}. The algebra
C accepts an omnipresent root v − ea which is realized by the module Xm−1,1. By
induction hypothesis Xm−1,1 is projective-injective as a C-module and therefore X is
projective-injective as an A-module.
(iv) Assume thatX has two neighbors in S and v = dimX has only one exceptional
index a. Since v(a) = 2 then X is not projective. Consider the Auslander-Reiten
sequence 0 → τX → Y1 ⊕ Y2 → X → 0 where Y1, Y2 are indecomposable modules.
Observe that for i = 1, 2,
dimkYi(a) = qA(v,dimYi) = dimkHomA(Yi, X)− dimkExt
1
A(X, Yi) = 1,
therefore
2 = v(a) = dimkHomA(Pa, X) ≤ dimkY1(a) + dimkY2(a)
and dimkHomA(Pa, τX) = 0, therefore
1 = dimkPa(a) = qA(v,dimPa) = dimkHomA(Pa, X)− dimkExt
1
A(X,Pa) = v(a) = 2.
A contradiction completing this case.
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(v) The argument is similar to (iii) and is presented in [23].
(vi) If s(X) = 4 then, as in (i), X is injective, say with socle S. Let X/S = ⊕4i=1Yi,
where the Yi are indecomposable not projective (since X is sincere) A-modules. The
dual argument of (i) yields that X is projective. Then X is the unique sincere A-
module 
4.4. Proof of Theorem 3. Let A be an algebra whose Tits form qA : Z
n → Z
accepts a maximal omnipresent root v with two exceptional indices a and b. Then A
is a tame tilted algebra with a directing component C containing an indecomposable
sincere module X such that dimX = v. We shall prove thatX is (up to isomorphism)
the unique indecomposable sincere A-module. For this purpose we may assume that
X is not projective-injective.
Let Ps be a last projective in C and R0 its indecomposable radical as in the last
paragraph. Hence A = B[R0] for a tilted strongly simply connected algebra B. Let S
(resp. S ′) the slice in C (resp. C′) whose unique source is X (resp. R0). Let Y be an
indecomposable sincere A-module non-isomorphic to X . We shall get a contradiction.
Assume that a, b are exceptional indices of v = dimX . By (4.3) we may suppose
that X has two neighbors in S (that is, s(X) = 2) and t(S ′) = 3. Then B is tilted of
type
a1 a2oo ___ ar−1 aroo // ar+1 ___ ar+s

// b1 ___ bt−1 // bt
c1



cp
where ar is the orbit of R0. Let Yi (resp, Zj, Z
′
r) be the indecomposable modules
corresponding to the vertex ai (resp. bj , cr) in S ′. First we shall observe that r = 2:
indeed, by (4.3), r = 1 implies X is projective-injective, a situation we have discarded.
Hence r ≥ 2. In case none of the Yi is injective, then Y1 and Z = τ−1Yr+s are non-path
comparable modules with dimkHomB(R0, Z) = 2 and dimkHomB(R0, Y1) = 1 which
implies that A is a wild algebra. Therefore we get a module Yj which is injective,
by the remarks at (4.3), and thus X is projective-injective again. A contradiction
showing that r = 2.
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We show that one of the modules Yi is injective. Indeed, assume otherwise that
none of the Yi is injective. In case t > 1 or p > 1, then as above, A is wild. Therefore
t = 1 = p and then A is tilted of Euclidean type D˜n−1, a situation which is also
discarded. Suppose that Yj is injective. By [36], section 6.3, the injective A-module
at the vertex j is of the form Y j = (Yj, k, id) meaning that the restriction of the
module to B is Yj, moreover Y j = τ
−jYi for i = 1 or 2, depending on the parity of j.
We get the following structure for C
• __________________ Z ′1
______ Y j
R0
>>}}
!!CC
// Ps Z ′2
;;ww
// Z ′′ ____ •
>>}
• Z ′3
::vv
•
""EE
E ________ Z
′
r−1
•
##F
F _____ X
::
$$
•
""DD
D ____ Zr+1 &&
• Zr+2
Yj
##HH
H Zj $$
• Zj+1
•
&&MM
// • Zr+s &&
// •
• ______ •
We want to consider the position of Y at the above picture. First calculate
2 ≤ dimkY (a) + dimkY (b) = qA(v,dimY ) ≤ dimkHomA(X, Y ) + dimkHomA(Y,X).
Then we may suppose that HomA(X, Y ) 6= 0 and therefore HomA(Y,X) = 0.
Observe that
dimkZr+1(a) + dimkZr+1(b) = qA(v,dimZr+1) = dimkHomA(X,Zr+1) = 1,
and we may assume that dimkZr+1(a) = 1 and dimkZr+1(b) = 0. Similarly, we get
dimkZi(a) = 1 and dimkZi(b) = 0, for all i = r+1, . . . , r+s. Moreover, dimkZ
′
j(a) = 0
and dimkZ
′
j(b) = 1, for all j = 1, . . . , r − 1 and Z
′′(a) = 0. Since the function
dimkHomA(Pa, ?) is additive on Auslander-Reiten sequences, we get that Z(a) = 0 at
the modules of the form Z = τ−pYi for 1 ≤ i ≤ r − 1 and 0 ≤ p ≤ i.
Since Y is sincere, then dimkHomA(Y, Y j) 6= 0 and Y (a) 6= 0. Therefore, Y = τ−pYi
for some r ≤ i ≤ j and some 0 ≤ p ≤ i. Another argument using the additivity of
dimkHomA(Pa, ?) implies that Y = Zi for some r+1 ≤ i ≤ r+ s. But then Y (b) = 0,
contradicting the sincerity of Y . This completes the proof of Theorem 3.
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