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Abstract. Adiabatic modes are cosmological perturbations that are locally indistinguishable
from a (large) change of coordinates. At the classical level, they provide model independent
solutions. At the quantum level, they lead to soft theorems for cosmological correlators. We
present a systematic derivation of adiabatic modes in spatially-flat cosmological backgrounds
with asymptotically-perfect fluids. We find several new adiabatic modes including vector,
time-dependent tensor and time-dependent scalar modes. The new vector and tensor modes
decay with time in standard cosmologies but are the leading modes in contracting universes.
We present a preliminary derivation of the related soft theorems. In passing, we discuss a
distinction between classical and quantum adiabatic modes, we clarify the subtle nature of
Weinberg’s second adiabatic mode and point out that the adiabatic nature of a perturbation
is a gauge dependent statement.
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“Heard about the guy who fell off a skyscraper?
On his way down past each floor, he kept saying to reassure himself: So far so good... so far
so good... so far so good. How you fall doesn’t matter. It’s how you land!”
M. Kassovitz, La Haine (1995)
1 Introduction
In particle physics, as we descend from the highest energies that are generated in particle
colliders, we cannot help feeling safe and reassured. Unknown, irrelevant operators disappear
into tiny corrections. The ranks of subatomic particles shrink steadily as high-mass excita-
tions become forbidden by energy conservation. So far so good. We do encounter some bumps
along the road, such as the strong coupling of Quantum Chromodynamics, but we move right
through it thanks to spontaneously broken symmetries and (pseudo-) Goldstone Bosons. So
– 1 –
far so good. At very low energies, by particle physics standards, we enjoy the comforting
5-loop verification of Quantum Electrodynamics. So far so good. But as we descend further
in energy, at distances much larger than particle detectors, dark shadows enter the scene. Al-
ready on galactic scales, our cherished laws of gravitation oblige us to postulate the existence
of a new form of (Dark) matter. At the largest possible distances theoretically accessible, we
observe the accelerated expansion of the universe and we are forced to postulate the existence
of some yet unknown and unconventional form of (Dark) energy. Moreover, the distribution
of everything on cosmological scales is at odds with causality in the old Hot Big Bang model
(horizon problem). Yet again, this forces us to invoke additional beyond-the-standard-model
physics, such as the inflaton, and a specific primordial dynamics, such as inflation. To tackle
these and other long-distances phenomena that we access though cosmological observations,
we naturally turn our attention to the infra-red structure of gravity. In this work, we make
progress in this direction by presenting several infinite classes of new non-linear symmetries
of perturbations around cosmological backgrounds and the related model-independent linear
solutions, which extend the known cosmological adiabatic modes [1–3]. Each symmetry in
turn generates soft theorems that must be obeyed by cosmological correlators.
In [1] Weinberg introduced cosmological adiabatic modes1 as physical, finite momen-
tum perturbations around an FLRW background that, in the zero momentum limit, become
arbitrarily close to some large gauge transformation (a diffeomorphism that does not vanish
at spatial infinity). Each adiabatic mode can be related to a non-linear symmetry of the
action for perturbations [3, 4]. Adiabatic modes can be thought of as Goldstone Bosons that
non-linearly realize large residual diffs. They differ from particle physics Goldstone bosons
in a few respects. First, the lack of a time-like Killing vector of the background makes it
hard to define what we mean by gapless excitations. Second, the residual large diffs lead to
non-uniform symmetries, which depend explicitly on spacetime (as opposed to just through
the fields). This is a serious obstacle to generalize the well-known Goldstone Boson properties
such as decoupling at zero-momentum. Third, all diffs are gauged by gravity and adiabatic
modes turn out to be gauge dependent.
Knowing the existence of an adiabatic mode is useful for several reasons. First, it tells
us about the existence of a linear solution that is model independent (up to some technical
assumptions on anisotropic stresses and Fourier space asymptotia). This is very useful be-
cause we do not know the matter content of the early stages of cosmic evolution, e.g. during
and right after reheating. Second, adiabatic modes can be used to derive soft theorems such
as Maldacena’s consistency relation [5], which provide model independent constraints on cos-
mic correlators. Third, the construction of adiabatic modes highlights the fact that certain
correlations are artifacts of the gauge choice and are not locally measurable. In this sense,
adiabatic modes help identify local observables that are perturbatively gauge-invariant, in
an equivalent but independent way from the use of Fermi Normal Coordinates and their
Conformal generalization [6–8]. Fourth, adiabatic modes might provide the right language
to connect to recent developments in the infra-red structure of gauge and gravity theories
around Minkowski spacetime [9], along the lines of [10, 11]. Finally, in stark contrast with
flat space amplitudes, it is unclear what the general, model independent rules are to write
1They are constructed as follows. After imposing a local gauge condition that fixes all finite momentum
diffs, there are still residual large diffeomorphism that obey the gauge choice. Some of these residual diffs can
be extended to finite momentum and become adiabatic modes.
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down consistent cosmological correlators. Soft theorems for adiabatic modes provide at least
some robust checks that cosmological correlators must satisfy.
There are at least two reasons to suspect that more adiabatic modes should exist beside
those discovered in [1, 2, 4]. First, scalar and tensor adiabatic modes are known, but vector
adiabatic modes are surprisingly absent. Second, tensor adiabatic modes in the literature
correspond only to one of the two linear solutions of the equations of motion, the “time
independent” mode. This is suspicious since, in the absence of matter, gravitational waves
should be locally a gauge artifact and so one suspects both modes should be adiabatic.
In the following we summarize the new adiabatic modes we found around flat FLRW
spacetimes with a single fluid that becomes perfect on large scales. The generalization to
multiple fluids is straightforward.
• We present vector adiabatic modes to all orders in spatial gradients and discuss them in
detail in Newtonian and comoving gauge. As expected, they decay in time in standard
cosmologies.
• We find a new scalar adiabatic mode corresponding to the decaying mode of curva-
ture perturbations. Interestingly, this mode exists for a generic perfect fluid, but it
disappears for a single generic scalar field2.
• We show that also the time-dependent solution of tensor modes is adiabatic, when mixed
with higher order gradients in scalars or vectors. The new mode decays in standard
cosmology but is the leading one in contracting universes.
• We present preliminary results for the soft theorems related to vector and tensor adia-
batic modes. These might be useful to characterize alternatives to inflation that invoke
a primordial phase of contraction.
The rest of the paper is organized as follows. We systematically construct all adiabatic
modes for a general single fluid around a flat FLRW background in Newtonian gauge in
Section 2, and in comoving gauge in Section 3. We discuss in details the new adiabatic
modes we found and their properties in Section 4. In Section 5, we present a preliminary
discussion of the related soft theorems. Finally, we conclude in Section 6. The appendices
contain a series of explicit results and computational details.
2 Newtonian Gauge
To introduce our notation3, let us recall the general scalar-vector-tensor decomposition of
metric perturbations in linear cosmological perturbation theory around flat FLRW spacetimes
ds2 = −(1 + E)dt2 + 2a(∂iF +Gi)dtdx
i + a2
[
(1 +A)δij + ∂i∂jB + 2∂(iCj) +Dij
]
, (2.1)
where
Dii = ∂iDij = ∂iCi = ∂iGi = 0 . (2.2)
2The new scalar adiabatic mode survives only if the scalar field is shift symmetric and leads to soft theorems
for Ultra Slow Roll inflation [27].
3We use the notation of [25].
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For simplicity, we focus on a system with a single perfect fluid
Tµν = (ρ+ p)uµuν + pgµν , (2.3)
with uµu
µ = −1. All of our results can be straightforwardly generalized to the multiple fluids
by substituting δu and δρ/ρ˙ with a sum of δua and δρa/ρ˙a over each fluid, respectively. Also
if we assume that the fluid anisotropic stress vanishes on super-Hubble scales, our results
generalize to non-perfect fluids as well. Our scalar-vector-tensor decomposition of the fluid
velocity is
uµ = (u0, ui) , ui = ∂iδu+ δu
V
i , ∂iδu
V
i = 0 . (2.4)
We use the following definitions of (small-)gauge-invariant curvature perturbations on co-
moving and homogeneous slices, respectively
R =
A
2
+Hδu , (2.5)
ζ =
A
2
−H
δρ
ρ˙
. (2.6)
In this section, we specialize to Newtonian gauge, while comoving gauge is discussed in 3.
By a gauge transformation (choice of coordinates) we can remove two scalars and one
vector mode from the metric. The Newtonian gauge condition is
B = F = 0 and Ci = 0 . (2.7)
Therefore, the form of the Newtonian gauge is
ds2 = −(1 + 2Φ)dt2 + a(t)Gidtdx
i + a(t)2(1− 2Ψ)δijdx
idxj + a(t)2γijdx
idxj , (2.8)
where, to follow the usual notation, we renamed E = 2Φ, A = −2Ψ and Dij = γij . Here,
γij is a transverse traceless two-tensor, ∂iγij = γii = 0. Under an arbitrary, infinitesimal
diffeomorphism
xµ → xµ + ǫµ(x) , (2.9)
the different components of the metric transform as
∆hij = 2a
2Hǫ0δij − g¯ik∂jǫ
k − g¯jk∂iǫ
k , (2.10)
= 2a2Hδijǫ0 − 2ǫ(i,j) ,
∆h0i = −ǫ˙i − ∂iǫ0 + 2Hǫi , (2.11)
∆h00 = −2ǫ˙0 , (2.12)
at linear order in metric perturbations, gµν ≡ g¯µν + hµν . The changes in the matter fields
are given by
∆δρ
ρ˙
=
∆δp
p˙
= ǫ0 , (2.13)
∆
(
δuVi + ∂iδu
)
= −∂iǫ0 . (2.14)
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Note that we raise and lower spacetime indices with the background metric, g¯00 = −1 and
g¯ij = a
2δij, so
ǫi =
1
a2
ǫi and ǫ0 = −ǫ
0 . (2.15)
To ensure that the transformed metric remains in the Newtonian gauge (2.8), ǫµ must satisfy
the following conditions4
∂iγij = γii = 0 ⇒ ∇
2ǫi = −
1
3
∂i∂kǫk , (2.16)
∂ih0i = 0 ⇒ ∇
2ǫ0 = 2H∂iǫi − ∂iǫ˙i . (2.17)
For small gauge transformations ǫµ, which vanish at spatial infinity, these conditions have
no solution, reflecting the fact that the Newtonian gauge fully fixes the metric. For large
gauge transformation ǫµ, which do not vanish at spatial infinity, limx→∞ ǫ
µ(t,x) 6= 0, these
conditions have infinitely many solutions, which we study here in detail.
Using (2.10)-(2.12) one can extract the metric and matter perturbations created by the
(ǫ0, ǫi) gauge transformation on an unperturbed flat FLRW universe. The result is
Ψ = −Hǫ0 +
1
3a2
∂kǫk , Φ = ǫ˙0 , δui = −∂iǫ0 , (2.18)
δρ
ρ˙
= ǫ0 , Gi =
1
a
(−∂iǫ0 + 2Hǫi − ǫ˙i) , (2.19)
γij =
1
a2
(
−2ǫ(i,j) +
2
3
∂kǫkδij
)
. (2.20)
These modes solve all Einstein equations (since they are diff-covariant) but are pure gauge
and therefore unphysical. In Fourier space, they are proportional to δD(~q) and its derivatives.
However, a subset of these modes can be slightly modified to have a suitable decay at spatial
infinity, or equivalently, to have support at non-vanishing ~q in Fourier space. For this to be
possible, one needs to check that all Einstein equations that vanish in the q → 0 limit are
also satisfied for small but finite q [1]. In Newtonian gauge, the equations that vanish in the
q → 0 limit are the off-diagonal parts of the ij components
∂i∂j (Φ−Ψ) = 0 , (2.21)
∂j
[
G˙i + 2HGi
]
= 0 , (2.22)
and the 0i components of the Einstein equations
H˙∂iδu = ∂i
(
HΦ+ Ψ˙
)
, (2.23)
−4H˙aδuVj = ∇
2Gj . (2.24)
To systematically construct all adiabatic modes, we solve the above constraints and the
conditions (2.16) and (2.17) in a derivative expansion5. The calculation is straightforward
4In our notation, the symmetric and antisymmetric parts of a matrix are defined as M(ij) ≡
1
2
[Mij +Mji],
M[ij] ≡
1
2
[Mij −Mji].
5One may also postpone the derivative expansion to the last step in the derivation as in [4]. We do this in
section 3.
– 5 –
but tedious so we postpone it to appendix A and report here only the final result. The spatial
gauge parameter ǫi can be expanded to cubic order in ~x
ǫi =
1
a2
ǫi ≃ ci(t) + ωil(t)x
l +
1
2!
σikl(t)x
kxl +
1
3!
µijklx
jxkxl , (2.25)
where the time dependence of the coefficients is constrained to be
σijk(t) = σ˜ijk
∫
dt′
a(t′)3
+ σ0ijk , σ˜kki = −3σ˜ikk , (2.26)
µijkl = µ˜ijkl
∫
dt′
a(t′)3
+ µ0ijkl , µ˜iikl = −3µ˜klii , (2.27)
ωij(t) = ω˜ij
∫
dt′
a(t′)3
+ ω0ij −
1
3
µ0kkij
∫ t dt′
a(t′)3
∫
dt′′a(t′′)
+
1
4
D0ijkk
∫ t dt′
a(t′)3
∫ t′
dt′′a(t′′)
∫ t′′ dt′′′
a(t′′′)3
, (2.28)
ci(t) = −
∫
dt′
3a(t′)3
∫ t′
dt′′a(t′′)σ0kki +
∫
Cidt
′
a(t′)3
(2.29)
+
1
4
C0ikk
∫ t dt′
a(t′)3
∫ t′
dt′′a(t′′)
∫ t′′ dt′′′
a(t′′′)3
,
for constants C, Ci, ω
0
ij, ω˜ij, σ
0
ijk and σ˜ijk. The analogous formula for ǫ0 is
ǫ0 =
1
3a
ω˜ii
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
+
1
3a
ω0ii
∫
dt′a(t′) +
C
a
(2.30)
+
1
a
(
A0i +
1
3
σ0kki
∫
dt′a(t′)− Ci −
1
4
C0ikk
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
xi
+
1
2a
(
B0ij − ω˜ij +
1
3
µ0kkij
∫ t
dt′a(t′)−
1
4
D0ijkk
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
xixj
+
1
3!a
(C0ijk − σ˜ijk)x
ixjxk +
1
4!a
(
D0ijkl − µ˜ijkl
)
xixjxkxl .
A summary of the symmetry properties of all Taylor coefficients is given in Table 1.
2.1 Known adiabatic modes
Putting all things together, we can reproduce the known adiabatic scalar and tensor modes
of [1] and [2, 3].
• Weinberg’s first scalar mode The most well-known adiabatic mode consists of a
spatial dilation accompanied by a time-dependent time translation
ωij = ω
0
ij =
1
3
λδij ⇒ ǫ(t) =
λ
3a
∫
dt′a(t′) , (2.31)
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definition Constraints No. elements
C A.17 - 1
Ci A.18 - 3
A0i A.6 - 3
ω0ij A.16 symmetric 6
ω˜[ij] A.16 anti-symmetric 3
ω˜(ij) A.16 symmetric 6
B0(ij) A.7 symmetric + traceless 5
B0[ij] A.7 = ω˜[ij] 0
σ0ijk A.14 sym. in j↔k + (σ
0
jji = −3σ
0
ijj) 15
σ˜ijk A.14 sym. in j↔k + (σ˜ikk = −
1
3
σ˜kki) 15
C0ijk A.8
(
C0ijk − σ˜ijk = totally sym.
)
+
(
C0iik = 0
)
7
µ˜ijkl A.15 sym in jkl+
(
µ˜ijkk = −
1
3
µ˜kkij
)
21
D0ijkl A.9
(
D0ijkl − µ˜ijkl = totally sym.
)
+(D0iikl = 0) 9
Table 1: Here we summarize the properties and number of elements of the coefficients
appearing in the gradient expansion of the gauge parameter ǫµ. For counting the degrees of
freedom, we consider B0, C0, and D0 as dependent variables, while ω˜, σ˜, and µ˜ are considered
as independent matrices.
where all other Taylor coefficients are set to zero. According to table 3, this results in
Weinberg’s first adiabatic mode [1]
Φ = Ψ =
λ
3
[
1−
H
a
∫
dt′a(t′)
]
,
δu = −
δρ
ρ˙
=
λ
3a
∫
dt′a(t′) , (2.32)
ζ = R = −
λ
3
.
• Weinberg’s second scalar mode There is a second scalar mode with spatially con-
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ǫ0
1
3a
ω˜ii
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
+
1
3a
ω0ii
∫
dt′a(t′) +
C
a
+
1
a
(
A0i +
1
3
σ0kki
∫
dt′a(t′)− Ci −
1
4
C0ikk
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
xi
+
1
2a
(
B0ij − ω˜ij −
1
4
D0ijkk
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
xixj
+
1
3!a
(C0ijk − σ˜ijk)x
ixjxk +
1
4!a
(
D0ijkl − µ˜ijkl
)
xixjxkxl .
ǫi
−
∫
dt′
3a(t′)3
∫ t′
dt′′a(t′′)σ0kki +
∫
Cidt
′
a(t′)3
+
1
4
C0ikk
∫ t dt′
a(t′)3
∫ t′
dt′′a(t′′)
∫ t′′ dt′′′
a(t′′′)3
+
[
ω˜ij
∫
dt′
a(t′)3
+ ω0ij +
1
4
D0ijkk
∫ t dt′
a(t′)3
∫ t′
dt′′a(t′′)
∫ t′′ dt′′′
a(t′′′)3
]
xj
+
1
2
[
σ˜ijk
∫
dt′
a(t′)3
+ σ0ijk
]
xjxk +
1
6
µ˜ijkl
∫
dt′
a(t′)3
xjxkxl
Table 2: The residual diffeomorphisms in Newtonian gauge, used for constructing the adia-
batic modes, up to first order in spatial gradient.
stant Newtonian potentials, namely
ǫ(t) =
C
a
⇒ Φ = Ψ = Hδu = −
CH
a
, R = 0 . (2.33)
This is Weinberg’s second scalar adiabatic mode [1]. In standard cosmology, namely
an expanding universe, a˙ > 0, that does not violate the Null Energy Condition, H˙ < 0,
this mode decays with time. As we will see around (D.11), this mode disappears in
comoving gauge. This and other subtleties of this mode are discussed in section 4.5.
• Weinberg’s tensor mode A time-independent traceless anisotropic rescaling,
ωij = ω
0
ij , ω
0
kk = 0 ⇒ ǫ0 = 0 , (2.34)
results in a spacetime constant tensor mode
γij = ω
0
ij . (2.35)
If the finite momentum adiabatic mode is monochromatic, then one needs to addition-
ally impose a transversality condition on ω0. While monochromaticity is useful for
counting the number of independent Ward identities [4], as explained in [16] there are
also adiabatic modes that are not monochromatic, i.e. they contain more than one
wavevector.
• Gradient scalars (SCT) This mode corresponds to a special conformal transforma-
tion (SCT) parameterized by the constant vector bi, accompanied by an appropriate
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time dependent translation
σijk = σ
0
ijl = δilbj + δijbl − δjlbi , (2.36)
ci(t) = −bi
∫
dt′
a(t′)3
∫ t′
dt′′a(t′′) .
The result is the gradient adiabatic mode discussed in [2, 3, 16]
Ψ = Φ = bix
i
[
1−
H
a
∫
dt′a(t′)
]
,
−
δρ
ρ˙
= δu = −bix
i 1
a
∫
dt′a(t′) , (2.37)
ζ = R = −bix
i .
• Gradient tensors (SCT) Consider turning on σ0ijk and the associated time dependent
translation (A.18)
ci = −
1
3
σ0kki
[∫
dt′
a(t′)3
∫ t′
dt′′a(t′′)
]
. (2.38)
Given the constraints summarized in table 1, σ0ijk has (6 × 3) − 3 = 15 independent
components. We have already counted 3 of them, namely the SCT specified by a
constant vector bi in (2.36). The remaining 12 elements give rise to 12 gradient modes
of the graviton
γij = −(σ
0
ijl + σ
0
jil + 2σ
0
lkkδij)x
l , (2.39)
Φ = Ψ =
1
3
σ0kklx
l
(
1−
H
a
∫
dt′a(t′)
)
,
δρ
ρ˙
= −δu =
1
3
σ0kklx
l
(
1
a
∫
dt′a(t′)
)
,
R = −
1
3
σ0kklx
l .
Again, the additional transversality requirement applies only for monochromatic modes
and therefore it is relevant for the counting of independent soft theorems [4], but not for
the counting of general adiabatic modes [16]. When one subtracts a SCT transformation
with vector
bi = −
1
3
σ0kki (2.40)
from the above mode, one finds a pure gradient tensor mode [2].
2.2 New adiabatic modes
We find a number of new adiabatic modes that, to best of our knowledge, have not been
previously discussed in the literature. We report here these findings, starting with pure
modes, namely modes with a well-defined tensor transformation under spatial rotations, and
continuing with mixed modes.
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Φ = Ψ
[
−
CH
a
+
1
3
ω0kk(1 −
H
a
∫
dt′a(t′)) +
1
3
ω˜kk(
∫ t dt′
a(t′)3
−
H
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
]
+
[
H
a
(Ci −A
0
i ) +
1
3
σ0kki(1 −
H
a
∫
dt′a(t′))−
1
4
C0ikk(
∫ t dt′
a(t′)3
−
H
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
]
xi
+
1
2
[
−
H
a
(B0ij − ω˜ij)−
1
4
D0ijkk(
∫ t dt′
a(t′)3
−
H
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
]
xixj
+
H
6a
(σ˜ijk − C
0
ijk)x
ixjxk +
H
24a
(µ˜ijkl −D
0
ijkl)x
ixjxkxl
δu
−
C
a
−
1
3
ω0kk
1
a
∫ t dt′
a(t′)
+
1
3
ω˜kk
(
1
H˙a3
−
1
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
+
[
Ci −A
0
i
a
−
1
3
σ0kki
1
a
∫ t dt′
a(t′)
−
1
4
C0ikk
(
1
H˙a3
−
1
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)]
xi
+
1
2
[
ω˜ij − B
0
ij
a
−
1
4
D0ijkk
(
1
H˙a3
−
1
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)]
xixj
+
1
6a
(σ˜ijk − C
0
ijk)x
ixjxk +
1
24a
(µ˜ijkl −D
0
ijkl)x
ixjxkxl
R
−
1
3
ω0kk +
1
3
ω˜kk(−
∫
dt′
a(t′)3
+
H
H˙a3
)−
1
3
σ0kkix
i +
1
4
C0ikk(
∫ t dt′
a(t′)3
−
H
H˙a3
)xi
+
1
8
D0ijkk(
∫ t dt′
a(t′)3
−
H
H˙a3
)xixj
Gi −
1
a2
A0i −
1
a2
B0ijx
j −
1
2a2
C0ijkx
jxk −
1
6a2
D0ijklx
jxkxl
δuVi
1
4H˙a3
(C0ikk +D
0
ijkkx
j)
γij
− 2ω0(ij) +
2
3
ω0kkδij +
(
2
3
ω˜kkδij − 2ω˜(ij)
)∫
dt′
a3(t′)
−
1
2
D0(ij)kk
∫ t dt′
a(t′)3
∫ t′
dt′′a(t′′)
∫ t′′ dt′′′
a(t′′′)3
−
(
σ0ijl + σ
0
jil + 2σ
0
lkkδij
)
xl
− 2
(
1
4
C0lkkδij + σ˜(ij)l
)∫
dt′
a3(t′)
xl −
(
1
4
D0lmkkδij + µ˜(ij)lm
)∫ t dt′
a(t′)3
xlxm
Table 3: All of the adiabatic modes in an arbitrary FLRW universe, in which at least a
zeroth order term or a gradient term appears.
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Pure modes
• Time-dependent scalar mode A time-dependent dilation with an appropriate tem-
poral diff
ǫi = a
2 1
3
ω˜kk
∫ t dt′
a(t′)3
xi , ǫ0 =
1
3a
ω˜kk
∫ t
a(t′)dt′
∫ t′ dt′′
a(t′′)3
−
1
6a
ω˜kk~x
2 , (2.41)
generates a time dependent O(~x0) mode in R with an O(~x2) mode in the Newtonian
potentials
R =
1
3
ω˜kk
(
H
H˙a3
−
∫ t dt′
a(t′)3
)
, (2.42)
Φ = Ψ =
1
3
ω˜kk
(∫ t dt′
a(t′)3
−
H
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
+
H
6a
ω˜kk~x
2 .
This mode is present for a general fluid, but it disappears if the fluid under consideration
is a (non-shift symmetric) scalar field. We discuss this in detail in Subsection 4.1.
• Gradient of Weinberg’s second scalar mode A properly time-dependent spatial
translation, accompanied by a temporal diff
ci = Ci
∫
dt′
a3(t′)
, ǫ0 = −
1
a
Cix
i , (2.43)
generates
Ψ = Φ =
H
a
Cix
i , (2.44)
−
δρ
ρ˙
= δu = −
Ci
a
xi ⇒ R = 0 .
This mode can be interpreted in the same way as Weinberg’s second adiabatic mode,
namely as the difference between two pure gradient (SCT) modes.
• Vector mode An appropriate time-dependent translation
ci(t) = Ci
∫
dt′
a(t′)3
, A0i = Ci , (2.45)
induces a pure vector mode
Gi =
Ci
a2
, δuVi = 0 . (2.46)
This new mode is discussed in detail in Subsection 4.3.
• Gradient vector mode Consider an antisymmetric B0ij = B
0
[ij] = ω˜ij. Due to (A.7)
this induces a time dependent rotation
ωij = B
0
[ij]
∫
dt′
a(t′)3
, Bij(t) = 0 . (2.47)
The resulting perturbation is the gradient of a pure vector mode (see Subsection 4.3)
Gi = −
1
a2
B0[ij]x
j . (2.48)
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Mixed modes
• O(~x0) in tensor, O(~x2) in scalars (or O(~x0) in tensor, O(~x) in vectors) A
symmetric and traceless ω˜ij = ω˜(ij) corresponds to a time dependent anisotropic scaling,
and it induces the following tensor-scalar adiabatic mode
γij = −2ω˜(ij)
∫
dt′
a(t′)3
, (2.49)
Ψ = Φ =
H
2a
ω˜(ij)x
ixj ,
δρ
ρ˙
= −δu = −
ω˜(ij)
2a
xixj .
The tensor part is recognized as the “decaying” tensor solution in standard expanding
cosmologies. Remarkably, both time dependences of γij are adiabatic
γ¨ij + 3Hγ˙ij = O(q
2) ⇒ γij ∼ ω
0
ij − 2ω˜ij
∫
dt
a3
. (2.50)
According to the table 3, by using
B0ij = −ω˜(ij) ,
we can perform a temporal diff, which, when added to (2.49), removes the scalar part
and generates the following gradient term in vectors perturbations
Gi =
1
a2
ω˜(ij)x
j . (2.51)
Notice that the decaying mode of tensor perturbations is adiabatic only when appro-
priately combined with a scalar (or vector) mode.
• O(~x) in tensors, O(~x3) in scalars (or O(~x) in tensors, O(~x2) in vectors) A
symmetric and traceless σ˜ijk matrix, yields twelve gradient modes of tensor type
σijk = σ˜ijk
∫
dt′
a(t′)3
, (2.52)
γij = −2σ˜ijkx
k
(∫ dt′
a(t′)3
)
,
Φ = Ψ =
1
6
H
a
σ˜ijkx
ixjxk ,
δρ
ρ˙
= −δu = −
1
6a
σ˜ijkx
ixjxk .
We notice that the structure of γij allows for a finite momentum extension that is
monochromatic but also chromatic. Alternatively, we can also turn off scalars by choos-
ing C0ijk = σ˜ijk, which in turn generates a number of quadratic vector modes
Gi =
1
2a2
σ˜ijkx
jxk . (2.53)
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• O(~x) in vectors, O(~x2) in scalars (or O(~x) in vectors, O(~x0) in tensors) The
symmetric part of B0ij produces a mixed adiabatic mode as follows
Bij =
B0(ij)
a
, Gi = −
B0(ij)
a2
xj , (2.54)
Φ = Ψ = Hδu = −
H
2a
B(ij)x
ixj .
It is evident that subtracting this mode from the first mixed adiabatic mode with a
symmetric ω˜ij = −B
0
(ij) removes the scalar perturbations. This in turn produces an
O(~x0) tensor mode given by
γij = 2B
0
(ij)
∫
dt′
a(t′)3
. (2.55)
• O(~x0, ~x2) in vectors, O(~x, ~x3) in scalars, O(~x) in tensors To construct this adiabatic
mode, we choose a σ˜ijk matrix that is anti-symmetric in the first two indices. Because
of the following symmetry property
C0ijk − σ˜ijk = totally sym. , (2.56)
one is obliged to choose an appropriate C0ijk matrix as well. If we choose the latter to be
traceless over its last two indices, the following zeroth order perturbation in vorticity,
and O(~x2) perturbation in Gi will be generated
δuVi =
1
4H˙a3
C0ikk and Gi = −
1
2a2
C0ijkx
jxk . (2.57)
Because of the symmetries of C0ijk and σ˜ijk for this particular mode, scalar and tensor
perturbations are inevitably present as well, and are given by
R =
1
4
C0ikk
(∫ t dt′
a(t′)3
−
H
H˙a3
)
xi , (2.58)
Φ = −
1
4
C0ikk
(∫ t dt′
a(t′)3
−
H
a
∫
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
xi +
H
6a
(σ˜ijk − C
0
ijk)x
ixjxk ,
γij = −
(
−
1
2
C0lkkδij + 2σ˜(ij)l
)∫ t dt′
a(t′)3
xl .
One may try to remove the tensor part by choosing a special σ˜ijk with σ˜(ij)l = −
1
4
Clkk.
However, this is incompatible with the symmetries, i.e. using (2.56) and C0iik = 0 one
can see that such condition enforces C0lkk to vanish.
• O(~x, ~x3) in vectors, O(~x2, ~x4) in scalars, O(~x2) in tensors
A gradient mode in δuiV can be constructed out of theD
0
ijkl matrix, with a non-vanishing
trace over the last two indices. To be consistent with
D0ijkl − µ˜ijkl = totally sym. , (2.59)
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C ω0ij σ
0
ijk Known
X S0
X S0
X T 0
X S1
X T 1
Ci A
0
i B
0
ij ω˜ij σ˜ijk C
0
ijk µ˜ijkl D˜
0
ijkl New
X S0,2
X S1
X V 0
X X V 1
(X) X T 0, S2(V 1)
X (X) V 1, S2(T 0)
X (X) T 1, S3(V 2)
X X V 0,2, S1,3, T 1
X X V 1,3, S2,4, T 2
Table 4: In this table we have specified the Taylor coefficients used to build adiabatic modes.
S,V and T stand for scalar, vector and tensor adiabatic modes, respectively. The n,m integers
specify that the mode is O(~xn) in one of the S, T or V metric and matter fields and O(~xm)
in the other. In parentheses alternative finite momentum interpretation of the same mode is
shown.
an appropriate, although not unique, µ˜ijkl matrix must be used. The final adiabatic
mode consists of a gradient in vorticity together with an O(~x3) in Gi
δuVi =
1
4H˙a3
D0ijkkx
j and Gi = −
1
6a2
D0ijklx
jxkxl . (2.60)
With such a choice of parameters, scalar and tensor perturbations become
R =
1
8
D0ijkk
(∫ t dt′
a(t′)3
−
H
H˙a3
)
xixj , (2.61)
Φ = −
1
8
D0ijkk
(∫ t dt′
a(t′)3
−
H
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
xixj
+
H
24a
(µ˜ijkl −D
0
ijkl)x
ixjxkxl ,
γij = −
1
2
D0(ij)kk
∫ t dt′
a(t′)3
∫ t′
dt′′a(t′′)
∫ t′′ dt′′′
a(t′′′)3
(2.62)
−
(
1
4
D0lmkkδij + µ˜(ij)lm
)∫ t dt′
a(t′)3
xlxm .
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3 Comoving gauge
In this section, we summarize the discussion of adiabatic modes in comoving gauge, defined
by the condition
B = δu = 0 , Ci = 0 . (3.1)
Notice that this gauge is only “comoving” with respect to the scalar component of the fluid
velocity. The vector component δuVi , being small-gauge invariant, is arbitrary. At the cost
of being pedantic, we introduce the variable Rc as the curvature perturbation in comoving
gauge6
R|comoving ≡ Rc =
A
2
. (3.2)
Again, we restrict ourselves to a single perfect fluid. In comoving gauge, the metric takes the
form
ds2 = −(1 + 2N1)dt
2 + 2Nidtdx
i + a2 [(1 + 2Rc)δij + γij] dx
idxj , (3.3)
where, to follow the common ADM notation, we renamed E = 2N1 and Gi =
1
aNi. Again γij
is a transverse traceless tensor. We also need the scalar and vector parts of Ni, defined by
Ni = ∂iψ +N
V
i , (3.4)
where ∂iN
V
i = 0. By inverting the Laplacian, we can extract ψ
ψ = ∇−2∂iNi , (3.5)
then NVi can be read from (3.4). The gauge transformation of perturbations are again given
by (2.18)- (2.20), and in comoving notation they read
Rc = Hǫ0 −
1
3a2
∂kǫk , N1 = ǫ˙0 , δui = −∂iǫ0 (3.6)
δρ
ρ˙
= ǫ0 , Ni = −∂iǫ0 + 2Hǫi − ǫ˙i (3.7)
γij =
1
a2
(
−2ǫ(i,j) +
2
3
∂kǫkδij
)
. (3.8)
Now we look for large diffeomorphisms that preserve the comoving gauge. We parallel7
the derivation of [4] and derive adiabatic modes to all orders in x (in comoving gauge).
This derivation clarifies the structure of the time dependence, which we will use in the next
subsection to argue that adiabatic modes are classical. The Taylor expansion is postponed
to the appendix D.
6Of course R is gauge-invariant and so, in value, R = Rc. We introduce Rc to avoid writing expressions
for R that are not manifestly gauge invariant.
7As pointed out in [16], the final time dependence in (2.17) of [4] is incorrect both because of a typo (a
missing factor of a−2) and because it neglects contributions from the inverse Laplacian. In [16], the authors
could derive the correct time dependence by explicitly solving the equations of motion. Here we show that this
is not necessary if one uses the ij Einstein equations, which are also satisfied trivially at q = 0. This shows
that it is still true that for adiabatic modes one does not need to solve any dynamical equation of motion.
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The gauge parameters must satisfy (2.16), (D.3), (D.4), (D.5) and (D.6), as discussed
in appendix D. According to (D.5) one can solve for ǫ0 in terms of ǫ
i, resulting in
ǫ0 =
1
3H˙
∂k ǫ˙
k . (3.9)
One should note that the gauge condition δu = 0 does not imply ǫ0 = 0 for two reasons.
First, a spatially constant ǫ0 does not generate any perturbation in velocity. Second, for
perturbations that do not fall off at infinity, a gradient term in δui, namely −∂iǫ0, can be
absorbed into a pure vector mode (vorticity), because the separation between scalars and
vectors is not unique at zero momentum. We can integrate (D.3) to obtain the general form
of ψ
ψ =
F (x)
a
−
1
3H˙
∂k ǫ˙
k +
1
3a
∫ t
dt′a(t′)∂kǫ
k , (3.10)
where we introduced F (x) as integration “constant”. Imposing (D.4) and (2.16), we find
NVi ≡
Fi(x)
a
= −a2ǫ˙i −
1
3a
∫ t
dt′a(t′)∂i∂kǫ
k −
∂iF (x)
a
, (3.11)
0 = ∂iFi ,
0 = ∂k ǫ˙
k +
1
a3
∇2F . (3.12)
From (2.16) and (3.12) we learn that ∇4F = 0. Plugging everything back in (3.11) we find
ǫi(t, x) = ǫ¯i(x)− (∂iF + Fi)
∫ t dt′
a(t′)3
+ ∂i∇
2F
∫ t dt′
3a(t′)3
∫ t′
dt′′a(t′′)
∫ t′′ dt′′′
a(t′′′)3
−∂i∂k ǫ¯
k
∫ t dt′
3a(t′)3
∫ t′
dt′′a(t′′) . (3.13)
Taking a Laplacian from both sides reveals that the above solution satisfies (2.16), iff i) ǫ¯i(x)
satisfies it and ii) the following relationship holds between F and Fi
∇2
(
Fi −
4
3
∂iF
)
= 0 . (3.14)
Perturbations are then computed from the following general formulae
N1 =
1
3
∂t(
1
H˙
∂k ǫ˙
k) , Rc =
H
3H˙
∂k ǫ˙
k −
1
3
∂kǫ
k , (3.15)
Ni = −
1
3H˙
∂i∂k ǫ˙
k − a2∂tǫ
i , γij =
2
3a3
∂kǫkδij −
2
a2
∂(iǫj) ,
δuVi = −
1
3H˙
∂i∂k ǫ˙
k .
Using
∂i∇
2ǫ¯i = ∇2∇2ǫi = ∂iFi = ∇
2∇2F = 0 , (3.16)
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these perturbations simplify to8
Rc =
[
−
H
3H˙a3
+
1
3
∫ t dt′
a(t′)3
]
∇2F −
1
3
∂k ǫ¯
k , (3.18)
Ni =
1
a
(Fi(~x) + ∂iF (~x)) +
1
3H˙a3
∂i∇
2F −
1
3a
∂i∇
2F
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
+
1
3a
∂i∂k ǫ¯
k
∫ t
dt′a(t′) ,
δuVi =
1
3H˙a3
∂i∇
2F , N1 = −
1
3
∇2F∂t(
1
H˙a3
) , (3.19)
γij =
2
3
∂k ǫ¯
kδij − 2∂(iǫ¯
j) −
2
3
∇2F
∫ t dt′
a(t′)3
δij + 2
(
∂i∂jF + ∂(iFj)
) ∫ t dt′
a(t′)3
−2∂i∂j∇
2F
∫ t dt′
3a(t′)3
∫ t′
dt′′a(t′′)
∫ t′′ dt′′′
a(t′′′)3
+ 2∂i∂j∂k ǫ¯
k
∫ t dt′
3a(t′)3
∫ t′
dt′′a(t′′) .
In Appendix D we have enumerated the leading adiabatic modes in the gradient expansion.
4 Properties of adiabatic modes
In this section, we discuss the new adiabatic modes we found, a number of general properties
of all adiabatic modes and finally some subtleties in their physical interpretation.
4.1 New scalar adiabatic modes: Perfect fluid vs. generic scalar field
In the last two sections, we discovered that for a generic single perfect fluid, the second time
dependent mode of the curvature perturbation is adiabatic ((2.42) in Newtonian gauge and
(3.18) in comoving gauge). However, this is not the case for a generic9 single scalar field! To
see this, recall that
δu =
1
3
ω˜kk
(
1
H˙a3
−
1
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
+
1
6a
ω˜kkx
2 , (4.1)
so while ∂iδu = −∂iǫ
0, one finds δu 6= −ǫ0. For a generic fluid, this is allowed as long
as we are dealing with large gauge transformations (while for small gauge transformations
∂i(δu + ǫ0) = 0 would automatically imply δu = −ǫ0). Things change dramatically for a
generic scalar field because from the definition of the energy-momentum tensor one must
impose the constraints
δuVi = 0 , and δui = ∂iδu + δu
V
i = −
∂iδφ
φ˙
. (4.2)
8The formula for γij corrects (2.29) of [4], in agreement with [16]. As a check, one can verify that our γij
indeed solves its equations of motion, including the Laplacian term, as it should be
γ¨ij + 3Hγ˙ij −
∇
2
a2
γij = 0 . (3.17)
9By “generic” we mean that it possesses no symmetries. As will be discussed elsewhere [27], if the scalar
field possess a shift symmetry, this time-dependent scalar adiabatic mode survives and constrains, among
other things, the correlators of Ultra Slow Roll inflation.
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Imposing these constraints for perturbations that extend to finite momentum, one must have
∆δu = −
∆δφ
φ˙
= −ǫ0 . (4.3)
In fact, for a generic scalar field, any adiabatic mode for R is necessarily time indepen-
dent. To prove this, recall that adiabatic modes in Newtonian gauge satisfy
δρ
˙¯ρ
= −δu , Φ = − ˙δu .
Adiabatic modes in Newtonian gauge must also satisfy
Φ = Ψ , Φ˙ = H˙δu−HΦ .
From its gauge invariant definition, we then find
R˙ = −Φ˙ + H˙δu+H ˙δu = −H˙δu+HΦ+ H˙δu +H ˙δu = 0 . (4.4)
It is useful to understand how the Einstein Equations for a generic scalar field forbid the
solution (4.1). The details are presented in Appendix B, while here we give an executive
summary. In order to derive a dynamical equation of motion for R in comoving gauge, one
needs a relationship between δρ and δp. For a generic adiabatic fluid such a relation in the
q → 0 limit is
δρ
δp
=
ρ˙
p˙
. (4.5)
But for a scalar field, δρ and δp are not independent from metric perturbations and (in
comoving gauge) (4.5) must be replaced by δρ = δp. These two different constraints lead to
different solutions for R(t).
4.2 New (mixed) tensor adiabatic modes
In this paper, we have shown an interesting difference between scalar perturbations R and
tensor perturbations γij . For single generic scalar field, only one of the two solutions of the
equations of motion for R on large scales is adiabatic, namely R = const. The second, time-
dependent solution is adiabatic in general, but disappears if the fluid in question is a generic
scalar field. This is in contrast with tensors, for which both solutions of the large-scale tensor
equations of motion, namely
γ¨ij + 3Hγ˙ij = O(q
2) ⇒ γij ∼ const +
∫
dt
a3
, (4.6)
are adiabatic (up to O(q2) corrections). The first solution, which is constant up to order
q2 corrections, is adiabatic by itself. Instead, the second solution is adiabatic only together
with a scalar or vector perturbation. The fact that both leading order in q solutions can
be made adiabatic is another way in which the properties of tensor modes are more robust
than those of scalars, a fact recently emphasized in [20]. Tensor soft theorems so far have
been derived for just the first adiabatic tensor mode (see e.g. [2, 4, 5, 20]), generated by ǫ¯i
in (3.13). The second solution is a decaying mode in standard expanding universes and so it
usually subleading with respect to the first mode, but the opposite happens in contracting
universes, such as the matter bounce [24]. We discuss these soft theorems in Section 5.
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4.3 Vector adiabatic modes
Since the existence of vector adiabatic modes is one of the new results of this work, we
discuss it more in detail in this subsection. The nature of these modes is best understood by
progressively enriching the dynamics of vector, from the case of a generic scalar field, where
they are identically vanishing, to the most generic case of fully dynamical vectors.
Scalar fields Vector modes would be absent if, instead of a generic fluid, one considered a
less general form of matter that does not admit vectorial deformation. An obvious example
is a scalar field. It is instructive to see how our vector adiabatic modes disappear in this
case. For a scalar field δuVi = 0 identically. Then, the 0i Einstein equation (2.24) becomes
trivial in q = 0 zero limit since it reads in any gauge (see 5.1.51 of [25])
∇2
(
GVi − aC˙
V
i
)
= 0 (scalar field) , (4.7)
where the combination in parenthesis is gauge invariant. Then for scalar fields one needs to
check that this equations is satisfied non-trivially at q 6= 0, namely GVi = aC˙
V
i . This means
that the only gauge invariant vector perturbation, reducing to just Gi in the gauge we used
in this paper, is identically zero and so no vector adiabatic modes are allowed. A scalar field
was indeed assumed in [4], which explains why they did not find any vector adiabatic modes.
General perfect fluids A general fluid admits vector perturbations δuVi 6= 0. The 0i
Einstein equation (2.24) now reduces to
−4H˙aδuVj = ∇
2
(
GVi − aC˙
V
i
)
, (4.8)
As usual for adiabatic modes, we need to check only those equations that are trivially satisfied
at q = 0 because they are multiplied by some overall positive power of ~q. Since for pure
adiabatic vector modes δuVi = 0, one might be confused as to whether (4.8) is trivial at zero
momentum or not. It is not trivial because the left-hand side does not vanish in general.
Indeed, (4.8) is automatically satisfied both by the mixed vector modes, (2.57), and by the
pure adiabatic vector modes, (2.46), up to q2 corrections. To understand this better, recall
that for any (physical) adiabatic mode X, one expects the following structure in the infrared:
X(~q, t) = Xdiff(t) + q2Xphys(t) +O(q4) (4.9)
where Xdiff is the generated by some residual large diff and Xphys depends on the dynamics
of the system. As long as q is sufficiently small, the second term is a small correction to
the first and the time dependence of X is well approximated by that of Xdiff. The case
of pure vector modes for a perfect fluid obeys this structure but in a way that is doubly
pathological. First, the δuVi generated by a diff, the equivalent of X
diff in (4.9), vanishes and
so δuVi starts directly at order q
2. There is no limit in which the time dependence of δuV is
well described by a change of coordinates. Second, the other gauge invariant variable in the
problem, namely the combination (4.7) of metric vector perturbations, does not receive any
non-adiabatic correction. The equivalent of Xphys in (4.9) for GVi − aC˙
V
i vanishes. The full
linear solution of the ij trace-reversed Einstein equations [25]
∂k (∂t + 2H)
(
GVi − aC˙
V
i
)
= 0 (4.10)
coincides with the solution generated by the large diff, (2.46) and (2.48). Both of these
peculiarities of pure vector modes are accidents of perfect fluids and disappear for viscous
fluids.
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Viscous fluids Consider a viscous fluid with energy-momentum tensor
Tµν = (ρ+ p)uµuν + pgµν (4.11)
−2η
(
∇(νuµ) + u
κ∇κu(µuν)
)
−(ζ −
2
3
η)∇κu
κ (gµν + uµuν) ,
where ζ and η are the bulk and shear viscosity, respectively. In App C, we show that the
vector anisotropic stress produced by this system is
πVi =
1
a2
η
(
aGi − a
2C˙i − δu
V
i
)
, (4.12)
which is gauge invariant as expected. The ij trace-reversed Einstein equations are now [25]
∂k
[
16πGaπVi + (∂t + 2H)
(
GVi − aC˙
V
i
)]
= 0 , (4.13)
while the second vector equation is unchanged, (4.7). Using (4.7) and (4.12) we see that
the presence of some vector anisotropic stress induces a q2 correction to GVi − aC˙
V
i , whose
time dependence depends on the physical properties of the system, such as viscosity, and
cannot be derived from a change of coordinates, in accordance with the general expectation
(4.9). It would be interesting to go beyond fluids and study a system with a genuine vectorial
dynamics, such as for example Electrodynamics. This might also be relevant for using our
results in models of magnetogenesis. We leave this for future investigation.
4.4 Classical and quantum adiabatic modes
As we have just seen, there two cases in which adiabatic modes have fixed time dependence:
pure vector adiabatic modes in general, NVi ∝ a
−1 and, in the specific but relevant case of
a generic scalar field, scalar modes R ∼ const. In these cases adiabatic modes are classical
in the following sense (also see [28, 29]). Let us compute the only commutator that has a
chance of being non-vanishing in the quantum theory of R modes (a completely analogous
argument applies to NVi mutatis mutandis), namely
[R(~x, t), R˙(~x, t)] . (4.14)
Since we have been studying adiabatic modes at linear order, which are symmetries of the
free theory10, we can focus on free quantum fields
R(~x, t) =
∫
~q
[
ei~q·~x a~qRq(t) + e
−i~q·~x a†~qRq(t)
∗
]
(4.15)
=
∫
~q
ei~q·~xR(~q, t) . (4.16)
In terms of the absolute value and the argument Rq(t) = |Rq(t)|e
iθq(t), the commutator is
found to be
[R(~x, t), R˙(~x, t)] = −2i
∫
~q
|Rq(t)|
2∂tθq(t) . (4.17)
10Adiabatic modes can be extended to symmetries of the full theory by including transformations that are
linear in the fields [3]. This is important to generate soft theorems to higher order in the soft moments, but
we do not pursue it here.
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If the argument θq(t) is time independent, the mode behave classically in the sense that all
operators commute with each other11. This is indeed what happens for adiabatic modes with
a single time dependence such as R, which is locally
R(~x, t) =
∞∑
n
ai1i2...inx
i1xi2 . . . xin . (4.18)
By equating this Taylor expansion to the Taylor expansion around ~x = 0 (of course any
other point will do since the difference is a time-independent phase) of (4.16), one finds
∂t|Rq(t)| = ∂tθq(t) = 0. For N
V
i the absolute value is instead time dependent, |N
V
i | ∝ a
−1,
but its argument is still time independent, so the same conclusion holds.
Things are different for adiabatic perturbations with two different time dependences,
such as tensor modes γij and scalar modes for generic fluids. This situation has not been
considered previously in the literature because, to the best of our knowledge, we are the first
to point out the adiabatic nature of the decaying tensor modes. Around an arbitrary point
which we choose to be the origin, tensor adiabatic perturbations have the general structure
γ(~x, t) =
∞∑
n
ai1i2...inx
i1xi2 . . . xin +
∫
dt
a3
∞∑
n
bi1i2...inx
i1xi2 . . . xin , (4.19)
where we omitted the indices of γ because they are irrelevant for this discussion and the a’s
and b’s are some constants (not to be confused with the b we used for SCT). Since tensor
modes obey a second order differential equation in time, we conclude that, up to O(q2)
corrections, a generic tensor mode, including its decaying mode can be approximated by a
gauge transformation. We can write
γ(~x, t) =
∫
~q
ei~q·~x
[
γa(~q, t) + γb(~q, t)
]
, (4.20)
γa,b(~q, t) = γa,bq (t)a~q + γ
a,b
q (t)a
†
−~q , (4.21)
γa,bq (t) = |γ
a,b
q (t)| exp
[
iθa,bq (t)
]
, (4.22)
where γa,b(~q, t) are the Fourier transform of each of the two time dependences in (4.19). From
the previous discussion of R and NVi , we know that ∂tθ
a,b
q (t) = 0. We can then use (4.17) to
write
[γ(~x, t), γ˙(~x, t)] = −2i
∫
~q
|γaq (t) + γ
b
q(t)|
2∂t
[
Arg
(
γaq (t) + γ
b
q(t)
)]
. (4.23)
The time derivative can be computed to be
∂t
[
Arg
(
γb + γb
)]
=
sin(θa − θb)
[
|γ˙aγb| − |γaγ˙b|
]
|γa|2 + 2cos (θa − θb) |γaγb|+ |γb|2
, (4.24)
where we suppressed the time and q dependence. This quantity is in general non-vanishing
and hence so is the commutator. We conclude that adiabatic modes with two time de-
pendences, such as for example general adiabatic tensor modes, are quantum in the sense
11This is familiar from the heuristic discussion of classicalization of inflationary perturbations. In standard
attractor slow-roll inflation, the commutator [R, R˙] is proportional to the decaying mode because, when this
is negligible, R and R˙ are proportional to the same quantum operator and therefore commute.
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specified above. This is in contrast to scalar adiabatic modes of curvature perturbations R
in the presence of a generic scalar field.
Physical modes such as scalar, vector and tensors arising from quantizing perturbations
in FLRW spacetime are approximated by adiabatic modes only locally, or equivalently in
Fourier space only up to q2 corrections. They differ from their adiabatic approximation
by some non-adiabatic corrections whose effect is not a local diffeomorphism. The time
dependence of the non-adiabatic part differs in general from that of the adiabatic part, and
therefore contribute to a non-vanishing commutator.
4.5 The third man: on the nature of Weinberg’s second adiabatic mode
It is worth understanding how Weinberg’s second adiabatic mode (WAM II) continues to its
finite momentum counterpart. For WAM II Rc vanishes, but a naive expectation suggests
that if we keep the momentum finite and Taylor expand in q, then Rc receives its first
correction at order q2. To illustrate this point, using (B.5) we derive a second order equation
of motion for Φ in the Newtonian gauge:
Φ¨ +
(
H −
H¨
H˙
)
Φ˙ +
(
2H˙ −
HH¨
H˙
)
Φ−
(
1 +
H¨
3HH˙
)
q2
a2
Φ = 0 . (4.25)
This equation can be solved order by order in q2. It is easy to explicitly check that:
Φq = Φ0 + q
2Φ1 + ... =
H
a
−
1
3
q2
(∫ t dt′
a(t′)3
−
H
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
+ ... , (4.26)
where we neglected the second solution at order q0, which is not relevant for our discussion.
The curvature perturbations is
R = −
q2
3
(
H
H˙a3
−
∫ t dt′
a(t′)3
)
+ ... , (4.27)
which confirms our expectation that the curvature perturbations for this mode start at order
q2. Indeed, we can recover our new adiabatic mode for curvature perturbation by expanding
the finite momentum version of WAM II in powers of ~x. Since we will average over the
direction of the mode ~q later on, we drop the sin(~q · ~x) contribution here as it vanishes after
averaging over qˆ. So we consider the following cosine mode
Φ(t, ~x) =
[
H
a
−
1
3
q2
(∫ t dt′
a(t′)3
−
H
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
+ ...
]
cos(~q · ~x) (4.28)
=
H
a
+ q2
[
−
H
2a
qˆiqˆjx
ixj −
1
3
(∫ t dt′
a(t′)3
−
H
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)]
+ ... ,
R(t, ~x) =
[
−
q2
3
(
H
H˙a3
−
∫ t dt′
a(t′)3
)
+ ...
]
cos(~q · ~x)
= −
q2
3
(
H
H˙a3
−
∫ t dt′
a(t′)3
)
+
q4
6
(
H
H˙a3
−
∫ t dt′
a(t′)3
)
qˆiqˆjx
ixj + ... .
The above expansion performed in terms of q, must solve the Einstein equations, order by
order. After averaging over qˆi, one can clearly see that the q
2 and ~x dependent part is indeed
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the first pure adiabatic mode that we discovered in (2.42). In other words, WAM II and the
new scalar adiabatic mode are the q0 and q2 behavior of the same physical isotropic mode,
respectively.
Another important by-product of the previous discussion is that the second time-
dependent mode of curvature perturbations is not a pure adiabatic mode, unless averaged
over the direction of the momentum. A monochromatic mode, on the other hand, would be a
mixed adiabatic mode. A direct comparison between (4.28) and Table 3 reveals that a fixed
~q mode in the limit q → 0 is adiabatic iff it is mixed with the following tensor mode,
ω˜ij = −qˆiqˆj ⇒ γij =
(
−
2
3
ω˜kkδij + 2qˆiqˆj
)∫ t dt′
a(t′)3
. (4.29)
This tensorial perturbation can not be monochromatic because for the above γij matrix, the
equation pˆiγij = 0 does not possess any solution.
What happens for a single, generic scalar field? In this case, as we have proven around
(4.4), any adiabatic mode of R must be constant in time. Therefore, the time dependence
in front of q2 in (4.27) can not be fixed without solving the full dynamical equations of
motion. That is the reason for the violation of Maldacena’s consistency conditions in ultra-
slow roll models [30–34]. In other words, in situations in which this mode dominates over
Weinberg’s first adiabatic mode, there is no coordinate transformation locally resembling the
long mode12. Moreover, we notice that WAM II is not associated with any Noether current
because, after integrating out the shift Ni, the symmetry associated with WAM II disappears
from the Rc Lagrangian.
5 Soft theorems
One of the most interesting consequences of cosmological adiabatic modes are the soft the-
orems derived as Ward identities of the associated symmetries. Here we provide a brief
preliminary discussion the soft theorems implied by the new vector and tensor adiabatic
modes we have found in this work. The soft theorem of the new time-dependent scalar mode
of R will be discussed elsewhere [27]. We follow the background wave method of [2, 5], but
similar results can be derived from Ward identities [4, 17, 18, 39], 1PI methods [19], the
wavefunction of the universe [35–38] or Slavnov-Taylor identities [13, 14].
5.1 Vector soft theorems
Since we discovered adiabatic vector modes, we can derive the corresponding soft theorems
(a.k.a. consistency conditions). Here we derive only the soft theorems corresponding to the
pure vector adiabatic mode, for which δuVi = 0, postponing the mixed case to future work.
These soft theorems are expected to apply only in the absence of non-adiabatic superHubble
vector perturbations, as it is the case for scalars. Hence we consider a universe filled with a
single fluid, accompanied by other kinds of matter that do not admit vector perturbations.
To be concrete, we present our results in Newtonian gauge. The local effect of a long vector
mode Gi, up to leading order in qL, is a time-dependent translation,
ǫ0 = 0 ,
ǫi = −a2Gi(~q)
∫
dt′
a(t′)3
. (5.1)
12The relevant exceptions of shift-symmetric scalar fields will be discussed elsewhere [27]
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Let us look at the correlation between a soft vector mode and the product of any other
“hard” perturbations. Using the background wave method we find
lim
q→0
〈Gi(~q, t)O(~k1, ...~kn, t)〉 =
∫
d3x1..d
3xne
−i~k1.~x1 ...e−i
~kn.~xn
〈
Gi(~q, t)〈O(~x1, .., ~xn; t)〉Gi(~q′)
〉
=
∫
d3x1..d
3xne
−i~k1.~x1 ...e−i
~kn.~xn
×
〈
Gi(~q, t)〈O
(
~x1 + ~G(~q, t), ..., ~xn + ~G(~q, t)
)
〉
〉
= P ~G(q, t)~e(qˆ).(
~k1 + ...+ ~kn)〈O(~k1, ...~kn, t)〉 = O(q
2) . (5.2)
where ~e(qˆ) is the polarization vector associated with the soft mode. This result was expected
since a time-dependent translation should not affect equal-time correlations because of statis-
tical homogeneity. It would be interesting to compute the effect for unequal time correlators,
especially in view of applications to large scale structures, along the lines of [21–23].
5.2 Tensor soft theorems
In an expanding universe, the time-dependent mode of the graviton decays with time. How-
ever, in contracting universes this mode grows and ultimately dominates over the constant
one. On superHubble scales, we can write the evolution of γij as
hij(q, t) = c1 + c2
∫ t dt′
a(t′)3
. (5.3)
Since h˙ ∝ a−3, in expanding universes this mode eventually becomes constant, i.e. the c1
solution dominates in the future. The opposite happens in contracting universes, where c2
dominates. For example, in the matter bounce considered in [40], one finds
a(t) ∝ t2/3 ⇒ hij(t→ 0−) ∝
c2
t
, (5.4)
where time runs from −∞ to 0. In these scenarios, there exist soft theorems associated
with the second, time-dependent adiabatic tensor mode. In comoving gauge and to leading
order in the gradient expansion, an adiabatic, time-dependent tensor locally resembles a
time-dependent anisotropic scaling
ǫi = −
1
2
γij(t)x
j . (5.5)
This coordinate transformation is the same as the one for the constant tensor adiabatic mode.
Since for this mode ǫ0 = 0, the time-dependence above does not change the soft theorems.
As a result, all the soft theorems involving a single long graviton in a contracting universe
are the same as in the ordinary expanding universes [5]13.
6 Conclusion
In this work, we provided a systematic derivation of cosmological adiabatic modes in flat
FRLW spacetime, extending previous results [1, 3, 4]. By allowing for vector perturbations
13The same statement also applies to O(q) soft theorems involving a soft graviton.
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in the fluid, we discovered new vector adiabatic modes and many mixed modes, including
the time-dependent tensor mode. These are all decaying modes in expanding universes,
while they grow and dominate in contracting backgrounds. In addition, we found that the
time-dependent mode of curvature perturbations R is adiabatic for a general perfect fluid.
Remarkably, this mode loses its adiabatic character if the fluid is a generic scalar field. We
also discussed the implications of the new tensor and vector adiabatic modes for cosmological
soft theorems. The time-dependent tensor mode dominates in contracting universes, but the
leading local effect of the long tensor mode is exactly the same as the would-be-freezing
mode, namely an anisotropic scaling proportional to the graviton amplitude. Consequently,
the known soft theorems that hold for soft gravitons in standard cosmology should hold for
contracting universes as well.
Our work can be extended in many directions:
• One should extend our systematic study to spatially curved universes. At any non-
vanishing order in the spatial curvature K, scalar modes are not adiabatic anymore
and therefore the related soft-theorems should be violated (see also [45]). On the one
hand, observations tells us that Ωk < 10
−3 [12], and so this is probably subleading. On
the other, the squeezed limit of three point function can be tested to extremely high
precision with futuristic measurement of CMB spectral distortion [46] and so this effect
might be measurable after all.
• One should extend our preliminary analysis of the soft theorems corresponding to the
new adiabatic modes we discussed here. This can be relevant to characterize alternatives
to inflation that postulate a primordial phase of contraction, such as the matter bounce
[40–42], the ekpyrotic universe [47] or the galilean genesis [48].
• It would be interesting to see if the new vector adiabatic modes can play a role for
primordial magnetogensis, either from inflation or its alternatives. For a discussion of
vector modes in contracting universes see [44].
• In this paper we assumed that the fluid does not support any anisotropic stresses on
large scales. For mundane fluids such as particle Dark Matter, baryonic matter or
decoupled neutrinos, this is a very good approximation. However, in principle one
can consider peculiar matter that enjoy substantial amount of anisotropies on super
Hubble scales, such as for example solid inflation [43]. This requires including in our
derivation a non-trivial πij and its transformations under large diffeomorphisms. This
problem might also be related to magnetogenesis scenarios during inflation, as they
need anisotropic stresses on large scales [49].
• The separate universe approximation is a closely related approach for studying cosmo-
logical perturbations on large scales (for an incomplete list of references see [50–53]).
It would be interesting to compare our results with those derived using that method.
• Given that all scalar adiabatic modes satisfy ∇2R = 0, it would be interesting to
investigate the relation to the cosmological zero modes studied in [54].
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A Gradient expansion
In this appendix we collect the calculation of the constraints imposed on the Taylor coeffi-
cients of gauge transformations in Newtonian gauge. The spatial gauge parameter ǫi can be
expanded to cubic order in ~x
ǫi =
1
a2
ǫi ≃ ci(t) + ωil(t)x
l +
1
2!
σikl(t)x
kxl +
1
3!
µijklx
jxkxl , (A.1)
where, by (2.16), σijk satisfies
σijk = σikj and σijj = −
1
3
σjji . (A.2)
Analogously, for µijkl we have
µijkl = symmetric in jkl and µilkk = −
1
3
µkkil . (A.3)
To satisfy (2.17) we need to keep ǫ0 up to quartic order in ~x
ǫ0 ≃ ǫ(t) +Ai(t)x
i +
1
2!
Bij(t)x
ixj +
1
3!
Cijk(t)x
ixjxk +
1
4!
Dijklx
ixjxkxl , (A.4)
where Bij, Cijk and Dijkl are totally symmetric and satisfy
Bkk = −a
2ω˙kk , (A.5)
Cikk = −a
2σ˙kki ,
Dijkk = −a
2µ˙kkij ,
Imposing (2.22) we find
Ai + a
2c˙i =
A0i
a
, (A.6)
Bij + a
2ω˙ij =
B0ij
a
, (A.7)
Cijk + a
2σ˙ijk =
C0ijk
a
, (A.8)
Dijkl + a
2µ˙ijkl =
D0ijkl
a
, (A.9)
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where A0i , B
0
ij, C
0
ijk and D
0
ijkl are time-independent integration constants. While the A
0
i is
arbitrary, the others are subject to the constraint ∂iGi = 0 and therefore
B0ii = C
0
iik = D
0
iikl = 0 . (A.10)
Since Bij and Cijk must be symmetric, (A.7) and (A.8) further imply
B0[ij] = a
3ω˙[ij] , C
0
[ij]k = a
3σ˙[ij]k and D
0
[ij]kl = a
3µ˙[ij]kl . (A.11)
From (2.23) one can derive δu:
δu = −ǫ0 +
1
3H˙
∂kǫ˙
k . (A.12)
As a result, from (3.5) we learn that
δuVi = −
1
3H˙
∂i∂kǫ˙
k . (A.13)
Finally, (2.21) fixes the time dependence of the ǫi Taylor coefficients in (A.1) to
σijk(t) = σ˜ijk
∫
dt′
a(t′)3
+ σ0ijk , σ˜kki = −3σ˜ikk , (A.14)
µijkl = µ˜ijkl
∫
dt′
a(t′)3
+ µ0ijkl , µ˜iikl = −3µ˜klii , (A.15)
ωij(t) = ω˜ij
∫
dt′
a(t′)3
+ ω0ij −
1
3
µ0kkij
∫ t dt′
a(t′)3
∫
dt′′a(t′′)
+
1
4
D0ijkk
∫ t dt′
a(t′)3
∫ t′
dt′′a(t′′)
∫ t′′ dt′′′
a(t′′′)3
, (A.16)
ǫ(t) =
1
3a
ω˜ii
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
+
1
3a
ω0ii
∫
dt′a(t′) +
C
a
, (A.17)
ci(t) = −
∫
dt′
3a(t′)3
∫ t′
dt′′a(t′′)σ0kki +
∫
Cidt
′
a(t′)3
(A.18)
+
1
4
C0ikk
∫ t dt′
a(t′)3
∫ t′
dt′′a(t′′)
∫ t′′ dt′′′
a(t′′′)3
,
where we made the time dependence explicit by introducing the constant coefficients C, Ci,
ω0ij, ω˜ij, σ
0
ijk and σ˜ijk. The ǫ0 Taylor coefficients in (A.4) are now simply read off from (A.6),
(A.7) and (A.8). They are fixed by the choice of ǫi up to the integration constants A0i and
B0ij. So the final formula for ǫ0 is
ǫ0 =
1
3a
ω˜ii
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
+
1
3a
ω0ii
∫
dt′a(t′) +
C
a
(A.19)
+
1
a
(
A0i +
1
3
σ0kki
∫
dt′a(t′)− Ci −
1
4
C0ikk
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
xi
+
1
2a
(
B0ij − ω˜ij +
1
3
µ0kkij
∫ t
dt′a(t′)−
1
4
D0ijkk
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
xixj
+
1
3!a
(C0ijk − σ˜ijk)x
ixjxk +
1
4!a
(
D0ijkl − µ˜ijkl
)
xixjxkxl .
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B Perfect fluid vs generic scalar field
The most convenient gauge for deriving an equation of motion for Rc, is the comoving gauge.
The scalar parts of the Einstein equations in this gauge are
−
2
M2p
δρ = 12H2N1 −
3
2a2
∇2Rc − 12HR˙c +
3H
a2
∇2ψ −
1
a2
∇2N1 −
1
a2
∇2ψ˙ , (B.1)
2
M2p
δp = 4HN˙1 + 4(H
2 +
2a¨
a
)N1 −
1
2a2
∇2Rc + 2R¨c
+
H
a2
∇2ψ + 6HR˙c +
1
a2
∇2N1 +
1
a2
∇2ψ˙ , (B.2)
N1 = −
1
2H
R˙c , (B.3)
0 = 2N1 −Rc + 2ψ˙ + 2Hψ . (B.4)
The key assumption that enables us to find a single equation for the curvature is that δρ and
δp are related by
δρ =
ρ˙
p˙
δp . (B.5)
This is true when there is an equation of state ρ(p). Indeed, the above equality holds for
any adiabatic perturbation and in presence of multiple perfect fluids. The reason is that for
adiabatic modes we have
δρ
ρ˙
=
δp
p˙
= ǫ0 . (B.6)
Using (B.5) one can remove δρ and δp from a linear combination of (B.1) and (B.2). Then
after some algebra, one can derive an equation, solely for Rc (neglecting the ∇
2Rc term):
R¨c +
f˙
f
R˙c = 0 , with f(t) = a
3 H˙
H2
ρ˙
p˙
. (B.7)
By means of the background equations, it is easy to see that the solution to this equation
Rc =
∫
dt′
H2
a(t′)3H˙
p˙
ρ˙
, (B.8)
coincides (4.1) up to an integration constant.
One may still wonder how does a scalar field cease to satisfy (B.5). The point is that,
in comoving gauge and for a scalar field, ǫ0 must vanish. So (B.5), as well as (B.1) and (B.2)
shrink into zero, up to leading order in momentum q. Actually, in contrast with a generic
fluid, the δρ and δp associated with a canonical scalar field, are not independent from metric
perturbations. In the comoving gauge they are given by [25]
δρ = δp = −N1φ˙
2 , (B.9)
which is completely different than (B.5). For the perturbed Einstein equations to be con-
sistent, one of the scalar equations must then be trivial. This is indeed the case as the
momentum conservation equation becomes proportional to background dynamical equation
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of motion and hence trivial. As a result, the Bianchi identity implies that one of the scalar
equations is redundant and the wholes set of equations is consistent. The resulting second
order equation for Rc becomes
R′′c +
2z′
z
R′c −
∇2
a2
Rc = 0 , (B.10)
where z = aφ˙/H, and prime stands for derivative with respect to the conformal time. The
answer to the above differential equation, neglecting the Laplacian, is
Rc = a1 + a2
∫ t H(t′)2dt′
H˙(t′)a3
, (B.11)
which clearly differs from (2.42).
C Viscous fluids
An imperfect fluid is described by the following energy-momentum tensor
Tµν = (ρ+ p)uµuν + pgµν (C.1)
−2η
(
∇(νuµ) + u
κ∇κu(µuν)
)
−(ζ −
2
3
η)∇κu
κ (gµν + uµuν) ,
where ζ and η are bulk and shear viscosities, respectively, and uµ stands for the energy
transport four-velocity. Consider a homogeneous and isotropic solution
ρ, p, ζ, η = depend only on time and uµ = (1, 0) . (C.2)
The background energy-momentum tensor becomes
T¯00 = ρ¯ , T¯ij = (p¯− 3Hζ¯)δij . (C.3)
The first order perturbations of the energy-momentum tensor will be
δT00 = δρ− ρ¯h00 , (C.4)
δT0i = −(ρ¯+ p¯− 3Hζ¯)δui + (p¯ − 3Hζ¯)h0i ,
δTij = (p¯− 3Hζ¯)hij + a
2(δp − 3Hδζ)δij ,
+η¯
[
−2∂(iδuj) + 2∂(ih0j) − a
2∂i∂jB˙ − 2a
2∂(iC˙j) − D˙ij
]
,
+η¯a2δij
[
1
3
∇2B˙ −
2
3a
∇2F +
2
3a2
∇2uS
]
,
+a2ζ¯δij
[
3
2
HE −
1
2
∇2B˙ +
1
a
∇2F −
1
a2
∇2uS −
3
2
A˙
]
.
The energy density, the pressure and the velocity perturbations, according to their definitions
in [25], are given by
T00 = ρ
W , (C.5)
Tij = p
W δij ,
δT00 = δρ
W − ρWh00 ,
δT0i = p
Wh0i − (ρ+ p)
W δuWi ,
δTij = p
Whij + a
2
[
δpδij + ∂i∂jπ
S + 2∂(iπ
V
j) + π
T
ij
]
.
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For an imperfect fluid, these quantities are different than the ones in (C.1), so we used W
superscript to distinguish between them. The relationship among them turns out to be
ρW = ρ¯ , (C.6)
pW = p¯− 3Hζ¯ ,
δuWi = δui ,
δpW = δp − 3Hδζ + ζ¯
[
3
2
HE −
1
2
∇2B˙ +
1
a
∇2F −
1
a2
∇2uS −
3
2
A˙
]
+
η¯
[
1
3
∇2B˙ −
2
3a
∇2F +
2
3a2
∇2uS
]
,
πS =
1
a2
η
(
2aF − 2δuS − a
2B˙
)
,
πVi =
1
a2
η
(
aGi − a
2C˙i − δu
V
i
)
,
πTij = −ηD˙ij .
D Adiabatic Modes in Comoving Gauge
As pointed out earlier, the ǫi as the spatial part of the residual diff in comoving gauge, satisfies
the same equation as its Newtonian counterpart (2.16). So expanding it up to quadratic order
ǫi =
1
a2
ǫi = Ci(t) + Ωil(t)x
l +
1
2!
Σikl(t)x
kxl +O(x3) , (D.1)
we come up with the following conditions
Σijk = Σikj and Σijj = −
1
3
Σjji , (D.2)
where we indicate the Taylor coefficients with capital greek letters in order to avoid confusion
with the Newtonian gauge results.
The off-diagonal and spatial parts of the Einstein equations, separately for scalars and
vectors are
∂i∂j
(
N1 +Rc + ψ˙ +Hψ
)
= 0 , (D.3)
∂j
(
N˙Vi +HN
V
i
)
= 0 , (D.4)
while 0i components read
∂i
(
HN1 − R˙c
)
= 0 , (D.5)
∇2NVi = −4H˙a
2δuVi , (D.6)
Following the same line of logic as in Newtonian gauge, by demanding that the above equa-
tions hold, the time dependence in ǫi coefficients become specified. The final solutions to
the metric and matter fields as well as various matrices exploited to represent the adiabatic
modes are summarized in tables 5 and 6. Here we briefly enumerate the adiabatic modes.
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equation Constraints No. elements
C¯i - - 3
β0i - - 3
Ω0ij - symmetric 6
Ω˜ij - - 9
θ0ij 3.12 symmetric+
(
θkk = −Ω˜kk
)
5
Σ0ijk 2.16 sym. in j↔k + (Σ
0
jji = −3Σ
0
ijj) 15
Σ˜ijk 2.16 sym. in j↔k + (Σ˜kki = −3Σ˜ikk) 15
λ0ijk 3.12 symmetric+
(
λ0iik = −Σ˜iik
)
7
M˜ijkl 2.16 sym in jkl+
(
M˜kkij = −3M˜ijkk
)
21
π0ijkl 3.12 symmetric+
(
π0iikl = −M˜iikl
)
9
Table 5: Matrices used in table 6 to parametrize the adiabatic modes in the comoving
gauge. In the second column, we have specified the equation, if any, that constrains the
corresponding matrix elements.
Known adiabatic modes
• Weinberg’s first scalar mode (O(~x0)) This is the same mode as (2.32) in Newtonian
gauge, for which the only non-zero coefficient is
Ωij = Ω
0
ij =
1
3
λδij , (D.7)
and so we find
Rc = −
1
3
λ , (D.8)
ψ =
λ
3a
∫
a(t′)dt′ ,
δρ = 0 .
• Vanishing Weinberg’s second scalar mode, O(~x0)
Weinberg’s second scalar mode in Newtonian gauge, (2.33), completely disappears in
comoving gauge. One way to see this is to consider the equivalent non-zero Taylor
coefficient, namely α0:
F (x) = α0 , (D.9)
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which induces
ψ =
α0
a
. (D.10)
This spatially constant term does not produce any metric perturbations. A second way
to see the same thing is to start with the mode in Newtonian gauge and perform the
gauge transformation to comoving gauge, namely the transformation that cancels the
scalar velocity perturbations
δu|comov. = δu|Newt. +∆δu = δu|Newt. − ǫ0
!
= 0 . (D.11)
But this gauge transformation was exactly the one that created the mode in Newtonian
gauge and so in comoving gauge the adiabatic mode completely disappears. However,
things change once one considers a finite momentum perturbation. To see this, consider
the above time shift as a q → 0 limit of a q dependent temporal diff, i.e. ǫ0(~q). Applying
it to the (2.33) solution in Newtonian gauge, the only non-vanishing components of the
transformed metric perturbation would be ψq, given by
lim
q→0
ψ(~q) = −ǫ0 =
C
a
. (D.12)
Now we ask this naive question: is this solution adiabatic in comoving gauge? The
answer is yes and no! Up toO(~x0) order this piece does not contribute to g0i component,
simply because it is a constant. The local effect of ψq start from O(~x) as seen by the
following expansion
g0i = ∂iψ = ∂i
[
ψ~q exp(i~q.~x)
]
= i~q.~xψq +O(~x
2) , (D.13)
Strictly speaking, the long wavelength behavior of this Fourier mode is contained in
the O(~x) adiabatic mode that will be discussed later.
• Weinberg’s tensor mode, O(~x0) This is the same mode as (2.35) in Newtonian
gauge and corresponds to the same choice of coefficients
Ωij = Ω
0
ij , Ω
0
kk = 0 , (D.14)
γij = Ω
0
ij . (D.15)
• Gradient scalars (SCT), O(~x) This is the same mode as (2.37) in Newtonian gauge,
arising from the following choice of parameters
Σijk = Σ
0
ijl = δilb¯
0
j + δij b¯
0
l − δjlb¯
0
i , (D.16)
Ci(t) = −b¯
0
i
∫
dt′
a(t′)3
∫ t′
dt′′a(t′′) , (D.17)
Rc = −b¯
0
ix
i , (D.18)
ψ =
(1
a
∫
dt′a(t′)
)
b¯0ix
i . (D.19)
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• Gradient tensors (SCT), O(~x) This is the same mode as (2.39) in Newtonian gauge.
As in that case, the remaining elements of Σ0ijk produce 12 gradient modes of gravitons
Ci = −
1
3
Σ0kki
( ∫ dt′
a(t′)3
∫ t′
dt′′a(t′′)
)
, (D.20)
γij = −(Σ
0
ijl +Σ
0
jil + 2Σ
0
lkkδij)x
l , (D.21)
ψ =
1
3
Σkklx
l
(1
a
∫
dt′a(t′)
)
,
Rc = −
1
3
σ0kklx
l .
again the scalar part can be removed by subtracting a SCT with the following vector
b¯0i = −
1
3
Σ0kki . (D.22)
New adiabatic modes
Pure modes
• Time dependent mode of R, O(~x0, ~x2) in scalars
Choosing Ω˜ij =
1
3
Ω˜kkδij corresponds to the following diff
ǫ0 =
1
3H˙a3
Ω˜kk and ǫ
i = Ω˜ijx
j
∫ t dt′
a(t′)3
. (D.23)
Using such a diff together with a non-zero θ0ij, satisfying
θ0ij = −Ω˜ij , (D.24)
yields the following adiabatic mode:
Rc =
1
3
Ω˜kk
(
H
H˙a3
−
∫ t dt′
a(t′)3
)
(D.25)
ψ =
1
3
Ω˜kk
(
1
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
−
1
H˙a3
)
−
1
2a
Ω˜kk~x
2
N1 =
1
3
Ω˜kk∂t(
1
H˙a3
)
This mode could also be obtained by coordinate transforming the (2.42), from Newto-
nian to the comoving gauge.
• O(~x) in scalars A non-zero C¯i corresponds to a time-dependent translation and induces
a divergenceless perturbation in g0i. The latter can be either expressed as a scalar, or
as a vector perturbation. The following choice yields the former
β0i = −C¯i , (D.26)
and induces the following pure gradient scalar mode
ψ = −
1
a
C¯ix
i . (D.27)
This is the same mode as the one represented by (2.44), in Newtonian gauge.
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• O(~x0) in vectors
Instead of the previous choice, putting β0i = 0, gives a vector mode
NVi = −
C¯i
a
, (D.28)
This is identical to the mode appeared in (2.46).
• O(~x) in vectors
An antisymmetric Ω˜ij is associated with a time-dependent rotation, and generates the
perturbation below
NVi = −
1
a
Ω˜[ij]x
j , (D.29)
which is the counterpart of (2.48), in Newtonian gauge.
Mixed modes
• O(~x0) in tensor, O(~x2) in scalars (or O(~x0) in tensors, O(~x) in vectors)
Consider a symmetric Ω˜ij = Ω˜(ij) and put
θ0ij = −Ω˜ij , (D.30)
this choice turns off vector gradients and a mixed tensor scalar mode remains
γij = −2Ω˜(ij)
∫
dt′
a(t′)3
, (D.31)
ψ = −
1
2
Ω˜(ij)x
ixj .
Alternatively, we could have put θ0ij = 0. This selection replaces the scalar perturba-
tions by a gradient mode in vectors
NVi = −Ω˜(ij)x
j . (D.32)
Above two modes, are identical to (2.49) and (2.51).
• O(~x) in tensors, O(~x3) in scalars(or O(~x) in tensors, O(~x2) in vectors)
The cousin of (2.52) in comoving gauge may be derived by means of Σ˜ijk matrix,
together with the following matrix
λijk = −Σ˜ijk . (D.33)
This results in seven gradient modes in tensors, albeit mixed with O(~x3) scalar pertur-
bations
γij = −2Σ˜ijkx
k
( ∫ dt′
a(t′)3
)
, (D.34)
ψ = −
1
6a
Σ˜ijkx
ixjxk .
Alternatively, we could also have removed scalars by selecting λijk = 0, at the expense
of generating an O(~x2) mode in vectors
NVi = −
1
2
Σ˜ijkx
jxk . (D.35)
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• Vanishing of O(~x) in vectors, O(~x2) in scalars
The θ0ij matrix itself gives a mixed scalar-vector mode, but scalars and vector in this
case, cancel each other out, i.e. Ni = 0.
One may wonder what happens to (2.54) in Newtonian guage, once translated to the
comoving gauge. The subtlety here is exactly the same as Weinberg’s second adiabatic
mode case. Namely, in the Newtonian gauge the diffeomorphism that creats (2.54) is
purely temporal. Consequently, it vanishes when we move to the comoving gauge.
• O(~x0, ~x2) in vectors, O(~x, ~x3) in scalars, O(~x) in tensors
Selecting a Σijk, non-symmetric among i and j, necessitates the presence of λ
0
ijk due to
the λ0iik = −Σ˜iik property. Subsequently, parallel to its Newtonian cousin (2.57), there
will be an O(~x0) adiabatic mode in δuVi , iff Σ˜ikk 6= 0. Such a solution is mixed both
with scalars and tensors. The final answer would be
δuVi =
1
H˙a3
Σ˜ikk , (D.36)
Rc = Σ˜ikkx
i
(
−
H
H˙a3
+
∫ t dt′
a(t′)3
)
,
NVi = −
1
2
(
Σ˜ijk + λ
0
ijk
)
xjxk ,
ψ = Σ˜ikkx
i
(
1
H˙a3
−
1
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)3
)
+
1
6a
λ0ijkx
ixjxk ,
N1 = −Σ˜ikkx
i∂t(
1
H˙a3
) ,
γij = −2
(
Σ˜lkkδij + Σ˜(ij)l
)
xl
∫ t dt′
a(t′)3
.
• O(~x, ~x3) in vectors, O(~x2, ~x4) in scalars, O(~x2) in tensors
The same gradient mode of δuVi as in (2.60), appears in comoving gauge if we exploit
a M˜ijkl matrix that is not symmetric between i and j. Then π
0
kkij = −M˜kkij implies
that π0ijkl is nonzero. Finally, we find the following mixed adiabatic mode
δuVi =
1
H˙a3
M˜(ij)kkx
j , (D.37)
NVi = −
1
6a
(M˜ijkl + π
0
ijkl)x
jxkxl ,
Rc =
1
2
M˜(ij)kkx
ixj
(
−
H
H˙a3
+
∫ t dt′
a(t′)3
)
,
ψ =
1
2
M˜(ij)kkx
ixj
(
1
H˙a3
−
1
a
∫ t
dt′a(t′)
∫ t′ dt′′
a(t′′)
)
+
1
24a
π0ijklx
ixjxkxl ,
N1 = −
1
2
M˜(ij)kkx
ixj∂t(
1
H˙a3
) ,
γij = −
(
M˜(lm)kkδij + M˜(ij)lm
) ∫ t dt′
a(t′)3
xlxm .
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ǫ0
1
3H˙a3
Ω˜kk −
1
H˙a3
Σ˜ikkx
i
−
1
H˙a3
1
2
M˜(ij)kkx
ixj
ǫi
a
2
(
−
∫
dt′
3a(t′)3
∫ t′
dt
′′
a(t′′)Σ0kki +
∫
C¯idt
′
a(t′)3
)
+ a2
(
Ω˜ij
∫
dt′
a(t′)3
+ Ω0ij
)
x
j +
1
2
a
2
(
Σ˜ijk
∫
dt′
a(t′)3
+ Σ0ijk
)
x
j
x
k +
1
3!
a
2
M˜ijkl
∫ t dt′
a(t′)3
x
j
x
k
x
l
F (x) α0 + β0i x
i +
1
2!
θ0ijx
ixj +
1
3!
λ0ijkx
ixjxk +
1
4!
π0ijklx
ixjxkxl
ψ
α0
a
+
1
3
Ωkk
(
1
a
∫
dt
′
a(t′)
)
− Ω˜kk
(
1
3H˙a3
−
1
3a
∫ t
dt
′
a(t′)
∫ t′ dt′′
a(t′′)3
)
+
1
3
Σ0kkix
i
(
1
a
∫
dt
′
a(t′)
)
+
β0i
a
x
i + Σ˜ikkx
i
(
1
H˙a3
−
1
a
∫ t
dt
′
a(t′)
∫ t′ dt′′
a(t′′)3
)
+
1
2
M˜(ij)kkx
i
x
j
(
1
H˙a3
−
1
a
∫ t
dt
′
a(t′)
∫ t′ dt′′
a(t′′)
)
+
1
2a
θ
0
ijx
i
x
j +
1
6a
λ
0
ijkx
i
x
j
x
k +
1
24a
π
0
ijklx
i
x
j
x
k
x
l
Rc
1
3
Ω0kk − Ω˜kk
(
−
H
3H˙a3
+
1
3
∫ t dt′
a(t′)3
)
+
1
3
Σ0kkix
i + Σ˜ikkx
i
(
−
H
H˙a3
+
∫ t dt′
a(t′)3
)
+
1
2
M˜(ij)kkx
i
x
j
(
−
H
H˙a3
+
∫ t dt′
a(t′)3
)
δuVi
1
H˙a3
(
Σ˜ikk + M˜(ij)kkx
j
)
NVi −
1
a
[
(C¯i + β
0
i ) + (θ
0
ij + Ω˜ij)x
j +
1
2
(Σ˜ijk + λ
0
ijk)x
jxk +
1
6
(M˜ijkl + π
0
ijkl)x
jxkxl
]
N1
(
1
3
Ω˜kk − Σ˜ikkx
i
−
1
2
M˜(ij)kkx
ixj
)
∂t(
1
H˙a3
)
γij
− 2Ω0(ij) +
2
3
Ω0kkδij +
(
2
3
Ω˜kkδij − 2Ω˜(ij)
)∫
dt′
a3(t′)
− 2M˜(ij)kk
∫ t dt′
a(t′)3
∫ t′
dt
′′
a(t′′)
∫ t′′ dt′′′
a(t′′′)3
−
(
Σ0ijl + Σ
0
jil + 2Σ
0
lkkδij
)
x
l
− 2
(
Σ˜(ij)l + Σ˜lkkδij
)∫
dt′
a3(t′)
x
l
−
(
M˜(lm)kkδij + M˜(ij)lm
)∫ t dt′
a(t′)3
x
l
x
m
Table 6: Formulas for the residual diffeomorphisms of the comoving gauge, the integration
constant F (x), introduced in (3.10), and the resulting adiabatic fields are summarized in this
table.
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