To study the Dongting Lake water level variation and its relationship with the upstream Three Gorges Dam (TGD), a deep learning method based on a Long Short-Term Memory (LSTM) network is used to establish a model that predicts the daily water levels of Dongting Lake. Seven factors are used as the input for the LSTM model and eight years of daily data (from 2003 to 2012) are used to train the model. Then, the model is applied to the test dataset (from 2011 to 2013) for forecasting and is evaluated using the root mean squared error (RMSE) and the coefficient of determination (R 2 ). The test shows the LSTM model has better accuracy compared to the support vector machine (SVM) model. Furthermore, the model is adjusted to simulate the situation where the TGD does not exist to explore the dam's impact. The experiment shows that the water level of Dongting Lake drops conspicuously every year from September to November during the TGD impounding period, and the water level increases mildly during dry seasons due to TGD replenishment. Additionally, the impact of the TGD results in a water level decline in Dongting Lake during flood peaks and a subsequent lagged rise. This research provides a tool for flood forecasting and offers a reference for TGD water regulation.
Introduction
The large freshwater lakes of the world are an extremely valuable resource, not only because 68% of the global liquid surface freshwater is contained within lakes but also because of their importance to the economies, social structure, and viability of riparian countries [1] . Dongting Lake is the second largest freshwater lake in China and is also renowned for its wetland resources [2] . Wetlands are an area of transition between dry land and water bodies, and wetlands are often described as kidneys of the earth for their great contributions to flood control, groundwater replenishment, water purification, agriculture, and biological diversity [3] . Wetlands vary seasonally because water bodies change dramatically between dry and wet seasons. Therefore, the change in water levels could influence the biodiversity community patterns and functions in lake ecosystems [4] . Thus, it is of great significance to study lake water level variations. In this case, when studying the lake water level changes in Dongting Lake, consideration of the influence of the upstream Three Gorges Dam (TGD) is inevitable.
The TGD is a hydroelectric gravity dam that spans the Yangtze River in the town of Sandouping, Yiling District, Yichang, Hubei Province, China. The TGD is the world's largest water conservancy project with a total reservoir storage capacity of 39.3 billion m 3 [5] . Like any other hydraulic project in the world, the TGD has a large impact on the surrounding geological and environmental systems. Its function of flood control and hydroelectric generation can alter the downstream hydrologic regime by affecting the streamflow of the Yangtze River, the total runoff quantity, water quality, and duration of extreme runoff [6, 7] . Additionally, as one of the most controversial projects in the world, the TGD has impacted the landscape, wildlife, agriculture, and other areas [8] . For Dongting Lake, the river-lake relationship becomes increasingly complicated [9] , which makes it increasingly challenging to determine how the water level of Dongting Lake is affected by the TGD; however, this relationship is worthy of study. The research on lake water level variations has a long history, and a considerable number of cases have been studied. The methods used in these studies can be summarized into two categories: physics-based methods and data-driven methods [10] [11] [12] . Physics-based methods analyze the lake water level based on the physical process, which is often completed through solving hydrodynamic equations. For example, Lai et al. [13] applied the coupled hydrodynamic analysis model to the middle Yangtze River to compute the variation in the water regime induced by water storage. Wu et al. [14] conducted physical model experiments to study the effects of the TGD on the water level in Lake Poyang, which is in the lower reach of the Yangtze River. Jiang and Huang [15] used the Saint Venant equations of river dynamics to study the impacts of the TGD project on the water level of Chenglingji station through modeling of the hydrologic process of the Yangtze River and used this model to predict the water level at Chengilingji station. Data-driven methods involve the use of scientific computing models to simulate the relationship between lake water level and its influencing factors. Different kinds of models have been constructed to stimulate certain scenarios. For example, Liu et al. [16] proposed a multivariate conditional model based on copulas for streamflow prediction and the refinement of spatial precipitation estimates and compared the model with support vector regression (SVR) and the adaptive neuro-fuzzy inference system (ANFIS). Khedun et al. [17] used a copula-based model to examine the dependence structure between the large-scale climate indices and average monthly seasonal precipitation and then used it to forecast precipitation anomalies in different climate divisions of Texas, USA. Liu et al. [18] developed a Bayesian wavelet-support vector regression model (BWS model) using local meteohydrological observations and climate indices as potential predictors for streamflow forecasting and proved its effectiveness for one-and multistep-ahead streamflow forecasting at two sites in Dongjiang basin, southern China. Also, Coulibaly [19] studied the potential of the echo state network (ESN) to make long-term predictions of lake water levels and applied the ESN to the Great Lakes. Coppola et al. [20] used an artificial neural network (ANN) to predict transient water levels in a complex multilayered groundwater system under various conditions. Wang et al. [21] used a support vector regression method to model the relationship between the water level of the lake and the amount of water released from the reservoir. All these methods have enabled progress in this research area; however, simulating a system as complicated as the relationship between a dam and lake levels remains undeniably challenging.
In this article, the deep learning method is proposed to address this problem. Different from other methods, deep learning networks allow computational models composed of multiple processing layers to learn representations of data with multiple levels of abstraction, and these networks simulate the way the human brain works [22] . The deep learning method has been applied in speech recognition, visual object recognition, object detection and many other domains, such as drug discovery and genomics, and has great potential in dealing with sequential data such as text and speech [23] . In this study, deep learning is used as an approach to establish a model that can portray the relationship between the water level of Dongting Lake and the influence of the TGD. With this model, it is feasible to predict the water level of Dongting Lake on a daily basis and shed light on the weight of the TGD influence and therefore provide a reference for flood control and the dam's operation.
Materials and Methods

Study Area and Data
Dongting Lake is on the south bank of the Jingjiang River, which is another name for the Yangtze River in a specific segment in the middle reach of the Yangtze River region (approximately 28 • 30 N-30 • 20 N, 111 • 40 E-113 • 10 E) [24, 25] . Dongting Lake is not only the landmark that divides the provinces of Hubei and Hunan, but also the second-largest freshwater lake in China. As shown in Figure 1 , Dongting Lake is directedly linked to the Yangtze River in the north, and the water is fed through three entrances: Songzi, Taiping, and Ouchi, which are often called the Jingjiang Three Outlets [26] . There are also four major rivers that drain into Dongting Lake to the south and west: the Xiangjiang, Zishui, Yuanjiang, and Lishui Rivers. The water in Dongting Lake flows back into the Yangtze River through Chenglingji in Yueyang. Dongting Lake can be divided into three parts: East Dongting, West Dongting, and South Dongting Lakes. Among these lakes, East Dongting Lake is the largest, which comprises 50% of the whole area [27] . Therefore, this lake is the main study object in most cases. The water level of Dongting Lake changes seasonally, and there can be a wide disparity between dry seasons and wet seasons. Generally, wet seasons occur from April to September with higher water levels, and October to March are considered dry seasons with relatively lower water levels [28] .
The TGD is situated in the Xiling Gorge of the Yangtze River and is the world's largest hydraulic project with a normal pool level of 175 m after completion. The construction of the TGD was a 17-year, tri-phase project, and the dam is expected to withstand a 100-year flood [8] . On June 1, 2003, the impounding process was officially initiated, and the TGD was first put into use; from that point, the TGD has influenced the water flow in the lower reaches of the Yangtze River with main functions including flood control, power generation, shipping, and water supply. The regulation of water level in the TGD is based on flood peak reduction and drought flow recharge. Thus, during the flood season, the upstream flood peak is drastically reduced to alleviate the pressure of downstream flood prevention, and during the drought season, the discharge is supplemented to attempt to alleviate downstream drought conditions while increasing channel depth and improving the ecology [29] . The impoundment of the TGD is implemented every year approximately from September to October [30] .
The data needed in this study for Dongting Lake were obtained from the website of the Hunan hydrology official network (http://www.hnsw.com.cn/Default.aspx), which provides data containing water level, water discharge, flood alert level, and others. The TGD data for this study were acquired from the China Three Gorges Corporation official website (http://www.ctg.com.cn/sxjt/sqqk/index. html), which chronicles in detail the daily discharge of the reservoir. 
Methodology
Recurrent neural networks, often known as RNNs, are networks which contain loops. As Fausett [31] said, the RNN is an ANN with arbitrary connections between neurons. The key point is that the recurrent connections allow a "memory" of previous inputs to persist in the network's internal state and thereby influence the network output [32] . However, for standard RNN structures, the previous information often decays or blows up exponentially as it cycles around the network's recurrent connections. This effect is often referred to in the literature as the vanishing gradient problem [33] . To solve this problem, Long Short-Term Memory networks (usually abbreviated to "LSTMs") are introduced by Hochreiter and Schmidhuber [34] . LSTMs are a special type of RNN designed to avoid the long-term dependency problem, and the structure is illustrated in Figure 2 . In Figure 2 , xt refers to the vector at time step t, which is the input vector, and ht is the output hidden vector. ht contains information from ht−1, and together with the input vector at time t (xt), the information is passed on to the next time step t + 1, ensuring the information will persist. 
Recurrent neural networks, often known as RNNs, are networks which contain loops. As Fausett [31] said, the RNN is an ANN with arbitrary connections between neurons. The key point is that the recurrent connections allow a "memory" of previous inputs to persist in the network's internal state and thereby influence the network output [32] . However, for standard RNN structures, the previous information often decays or blows up exponentially as it cycles around the network's recurrent connections. This effect is often referred to in the literature as the vanishing gradient problem [33] . To solve this problem, Long Short-Term Memory networks (usually abbreviated to "LSTMs") are introduced by Hochreiter and Schmidhuber [34] . LSTMs are a special type of RNN designed to avoid the long-term dependency problem, and the structure is illustrated in Figure 2 . In Figure 2 , x t refers to the vector at time step t, which is the input vector, and h t is the output hidden vector. h t contains information from h t−1 , and together with the input vector at time t (x t ), the information is passed on to the next time step t + 1, ensuring the information will persist. Inside the LSTM cells, the most important concept is gates [34] , which contain a sigmoid neural net layer and a pointwise multiplication operation and serve as a filter to optionally allow information through to protect and control the cell state. Typically, an LSTM has three of these gates: a forget gate, an input gate, and an output gate. The forget gate controls the information that is allowed through, whereas the input gate decides which values are used to update the information, and the output gate combines the results above and delivers a filtered output. The following Equations (1)- (6) demonstrate in detail how the LSTM cell maps an input vector sequence x to a hidden vector sequence h. In these equations, ft, it, ot, and Ct refer to the forget gate, input gate, output gate, and memory cell vectors, respectively, and Wf, Wi, Wo, and WC are the weighted parameter matrices. σ and tanh are the activation functions computed as Equations (7) and (8) .
With each LSTM cell functioning in this manner and multiple LSTM cells stacked together, the LSTM network can constitute a complicated structure, which better serves the discovery of complex relationships between inputs and outputs [35] . Considering the structure of the collected data, we propose to consider this problem from the time series perspective. Because LSTMs have been proven to have better success in capturing long-term dependencies within a sequence [36] , we suggest using the LSTM network to address the problem.
LSTM Model Establishment
Variable Selection
The water level data of Dongting Lake are quintessential to this study. Because the water level change at Chenglingji station can reflect the changes in all of Dongting Lake's water levels [37] , the Inside the LSTM cells, the most important concept is gates [34] , which contain a sigmoid neural net layer and a pointwise multiplication operation and serve as a filter to optionally allow information through to protect and control the cell state. Typically, an LSTM has three of these gates: a forget gate, an input gate, and an output gate. The forget gate controls the information that is allowed through, whereas the input gate decides which values are used to update the information, and the output gate combines the results above and delivers a filtered output. The following Equations (1)- (6) demonstrate in detail how the LSTM cell maps an input vector sequence x to a hidden vector sequence h. In these equations, f t , i t , o t , and C t refer to the forget gate, input gate, output gate, and memory cell vectors, respectively, and W f , W i , W o , and W C are the weighted parameter matrices. σ and tanh are the activation functions computed as Equations (7) and (8) .
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LSTM Model Establishment
Variable Selection
The water level data of Dongting Lake are quintessential to this study. Because the water level change at Chenglingji station can reflect the changes in all of Dongting Lake's water levels [37] , the water level at Chenglingji station is used to represent the water level of Dongting Lake. Eleven years of daily data are extracted for this study, which covers the time period from 2003 to 2013 and is the amount of time the TGD has been actively used. The lake water level varies continuously, and this information is set to persist through the network. Many factors can contribute to changes in the water levels of Dongting Lake, because the lake is a very intricate system. In this study, we consider the water inflow and rainfall. As introduced in the study area section and shown in Figure 1 , Dongting Lake is fed by the Yangtze River to the north and four other rivers to the south and west, which are the Xiangjiang, Zishui, Yuanjiang, and Lishui Rivers. The inflow of the Yangtze River is directly linked to the water discharge of the upstream TGD, whereas the inflow of the Xiangjiang, Zishui, Yuanjiang, and Lishui Rivers can be measured by the discharge data at the Xiangtan, Taojiang, Taoyuan, and Jinshi Stations, respectively. The rainfall at Dongting Lake also plays an important role in the water level variations in Dongting Lake and should be considered as a factor. The precipitation at Dongting Lake can be represented by the precipitation measured at the nearest weather station, which is the Yueyang weather station. Therefore, the daily precipitation data are obtained from the Yueyang weather station from 2003 to 2013. As a result, six factors are considered to determine the daily water level of Dongting Lake: the daily average TGD discharge, daily average discharge at Xiangtan Station, daily average discharge at Taojiang Station, daily average discharge at Taoyuan Station, daily average discharge at Jinshi Station, and daily average precipitation.
Quantitatively, a Grey relational analysis (GRA) was conducted to examine these six factors' correlation to the water level variation. GRA is a measure of the difference between data sequences and can be used to analyze the degree of correlation between these sequences [38] . Let the reference sequence and sequence for comparison be represented as x o (k) and x i (k), i = 1, 2, ..., 6; k = 1, 2, ..., n, respectively, where n is the total number of observations. Here, x o (k) is the water level sequence and x i (k) is the sequence of the other factors, namely the TGD discharge sequence, Xiangtan discharge sequence, Taojiang discharge sequence, Taoyuan discharge sequence, Jinshi discharge sequence, and the precipitation sequence. The Grey relational grades are calculated following the procedures below [39]:
1.
A series of various units must be transformed to be dimensionless using a normalization method. For instance, a comparability sequence x i (k) is transformed as follows:
In Equation (9), x * i (k) is the sequence after data preprocessing, max(x i (k)) stands for the largest value of x i (k), whereas min(x i (k)) stands for the smallest value of x i (k).
2.
Calculate the Grey relational coefficients using the preprocessed sequences. The Grey relational coefficient is defined as below:
In Equation (10), ρ is the distinguishing coefficient and normally ρ is set at 0.5.
3.
Calculate the Grey relational grade r i , which is the mean value of each Grey relational coefficient and is defined as follows:
The GRA results are listed in Table 1 , showing correlations between each of the six factors and the water level variable, which is the target variable. From Table 1 , we can see these factors have similar correlation with the target variable and the TGD discharge factor has the strongest correlation. As a result, these six factors as well as the daily average water level data are chosen as the seven variables required for the LSTM network, with the water level variable being the target variable. The seven variables are listed in Table 2 (variable is shortened to var), and the values of the variables are shown in Figure 3 , from which we can see a synchronized seasonal change. As a result, these six factors as well as the daily average water level data are chosen as the seven variables required for the LSTM network, with the water level variable being the target variable. The seven variables are listed in Table 2 (variable is shortened to var), and the values of the variables are shown in Figure 3 , from which we can see a synchronized seasonal change. 
Data Processing
Because LSTMs are sensitive to the scale of the input data, specifically when the sigmoid or tanh activation functions are used, it is preferable to scale the data before putting them into use. In this study, we scale the data using z-score standardization, which converts the dataset into a new dataset with a zero mean and unit variance [40] . The z-score is calculated using Equation (12), where μ is the dataset mean and σ is the dataset standard deviation.
Furthermore, the dataset contains the seven variables covering eleven years, and the time series data with multiple variables cannot be used directly for the LSTM network. The data must be restructured to a supervised learning dataset. Here, we apply the sliding window method, which 
Because LSTMs are sensitive to the scale of the input data, specifically when the sigmoid or tanh activation functions are used, it is preferable to scale the data before putting them into use. In this study, we scale the data using z-score standardization, which converts the dataset into a new dataset with a zero mean and unit variance [40] . The z-score is calculated using Equation (12), where µ is the dataset mean and σ is the dataset standard deviation.
Furthermore, the dataset contains the seven variables covering eleven years, and the time series data with multiple variables cannot be used directly for the LSTM network. The data must be restructured to a supervised learning dataset. Here, we apply the sliding window method, which uses the value at the previous time step to predict the value at the next time step. Thus, the data are reorganized, as shown in Table 3 . The water level variable is the target variable, whose value at time t will be predicted based on the seven variables from time t − 1. Now, the problem is reframed to a supervised learning prediction problem. Like other supervised learning problems, the dataset is split into a training dataset and a test dataset. Here, we use the first eight years of data (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) as the training data set and the last three years (2011) (2012) (2013) as the test data set. Then, we split the training and test sets into input and output variables, with the last column from Table 3 being the output variable and the remainder being the input variables. Finally, the inputs are reshaped into the 3-D format expected by LSTMs, which include "samples, time-steps, and features".
LSTM Network Design
The LSTM network design follows the "rough to fine" principle. That is, first, we come up with a base model with simple structures and default settings and then we tune the model with different hyperparameters. After that, we update the model, thus enhancing its skills, and finally we have the best model to forecast water levels.
Base Model Design
We designed the LSTM network with a hidden layer and an output layer with one neuron in each layer to predict the water level. The input shape will be one timestep with eight features, and the mean squared error (MSE) will be used for the loss function. The batch size and epoch hyperparameters are set at 1 and 100 respectively. The activation function is set as default, which is tanh.
A rolling forecast scenario is used for model construction, which means that each time step of the test dataset will be walked one at a time. The model will make a forecast for the current time step, then the actual expected value from the test set will be taken and made available to the model for the forecast on the next time step [41] . All forecasts on the test dataset will be collected and an error score will be calculated to summarize the performance of the model.
Model Evaluation
The root mean square error (RMSE) is used for evaluation because the RMSE finds large errors and results in a score that is in the same units as the forecast data. Also, the coefficient of determination (R 2 ) is used to measure prediction performance. These two indexes are calculated using Equations (13) and (14) as follows:
In the equations, n stands for the number of values, y i refers to the actual water level,ŷ i refers to the predicted water level, and y i stands for the mean actual water level. RMSE measures the average of the squares of the errors, so the closer the RMSE is to 0, the better. The coefficient of determination measures how well the regression predictions approximate the real data points, and if R 2 is 1, it indicates that the predictions perfectly fit the data. That is, the closer R 2 is to 1, the better the prediction model.
Model Optimization
Model optimization involves tuning hyperparameters, such as epoch, batch size, neuron numbers, activation function, layers, and the optimization algorithm; a grid search method is implemented in this process. For epoch, batch size, and neuron numbers, the grid search follows the "rough to fine" principle, which means large strides are used in the first round of the grid search to find the most appropriate range and then small strides are used instead to home in on the best hyperparameters. A validation dataset is created by splitting 30% from the training dataset and the RMSE is used for evaluating the model performance. As a result, the hyperparameters of epoch, batch size, and neuron numbers were set at 200, 32, and 13 for the LSTM network respectively.
For the activation function, as introduced in Section 2.2, the LSTM network involves two kinds of activation functions: the sigmoid activation function and the tanh activation function. The sigmoid function is associated with "gates," which is the core structure of the LSTM network, so it cannot be changed. However, the tanh function is used for data output and it can be replaced. In this case, a wide range of functions are considered, which include "softmax," "softplus," "softsign," "ReLu," "tanh," "sigmoid," "hard sigmoid," "linear," and "ELU" (exponential linear unit). Each of the functions will be tested for the LSTM network, and in our case, each were run 10 times given that the random initial conditions for an LSTM network can result in very different results each time a given configuration is trained. Each time, the RMSE error will be recorded, and the results will all be illustrated in a box-and-whisker plot shown in Figure 4 . From this plot, we can see that the activation function "sigmoid" had the best overall performance and hence was chosen as the activation function for the LSTM network. The sigmoid activation function is defined by Equation (7).
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In Equation (15), θ stands for the model's parameters, and ∇ θ J θ; x (i) ; y (i) is the gradient at the current example. There are also a lot of variations of gradient descent algorithm. For example, Momentum is a method that helps accelerate SGD in the relevant direction and Nesterov accelerated gradient (NAG) adjusts the gradient descent direction. Adagrad is an algorithm that adapts the learning rate to the parameters, performing larger updates for infrequent and smaller updates for frequent parameters. Adadelta is an extension of Adagrad that seeks to reduce its aggressive, monotonically decreasing learning rate. Root mean square prop (RMSprop) is an algorithm proposed by Geoff Hinton [42] , which is also an extension of Adagrad, that aims to solve the rapid decreasing learning rate problem. Adaptive moment estimation (Adam) is another method that combines RMSprop and momentum. Additionally, the AdaMax method is a variation of Adam, and Nadam is the combination of NAG and Adam. We explored the applicability of different optimization algorithms including SGD, RMSprop, Adagrad, Adadelta, Adam, Adamax, and Nadam. The RMSEs of each algorithm exerted on the LSTM network are calculated and shown in Figure 5 . From this box-and-whisker plot, we can see that aside from SGD and Adagrad, the other four algorithms had similar performances, but RMSprop has the potential of reaching the lowest RMSE. As a result, RMSprop was chosen as the optimization algorithm for the model. Stochastic gradient descent (SGD) is a fundamental gradient descent algorithm that performs a parameter update for each training example ( ) and ( ) as follows [42] :
In Equation (15), θ stands for the model's parameters, and ∇ ( ; ( ) ; ( ) ) is the gradient at the current example. There are also a lot of variations of gradient descent algorithm. For example, Momentum is a method that helps accelerate SGD in the relevant direction and Nesterov accelerated gradient (NAG) adjusts the gradient descent direction. Adagrad is an algorithm that adapts the learning rate to the parameters, performing larger updates for infrequent and smaller updates for frequent parameters. Adadelta is an extension of Adagrad that seeks to reduce its aggressive, monotonically decreasing learning rate. Root mean square prop (RMSprop) is an algorithm proposed by Geoff Hinton [42] , which is also an extension of Adagrad, that aims to solve the rapid decreasing learning rate problem. Adaptive moment estimation (Adam) is another method that combines RMSprop and momentum. Additionally, the AdaMax method is a variation of Adam, and Nadam is the combination of NAG and Adam. We explored the applicability of different optimization algorithms including SGD, RMSprop, Adagrad, Adadelta, Adam, Adamax, and Nadam. The RMSEs of each algorithm exerted on the LSTM network are calculated and shown in Figure 5 . From this boxand-whisker plot, we can see that aside from SGD and Adagrad, the other four algorithms had similar performances, but RMSprop has the potential of reaching the lowest RMSE. As a result, RMSprop was chosen as the optimization algorithm for the model. The most important difference between RMSprop and SGD is that RMSprop keeps a moving average of the squared gradient for each weight. Let be the gradient of the objective function at the current parameter at time step t. The RMSprop algorithm updates parameters as follows [42] : The most important difference between RMSprop and SGD is that RMSprop keeps a moving average of the squared gradient for each weight. Let g t be the gradient of the objective function at the current parameter at time step t. The RMSprop algorithm updates parameters as follows [42] :
In Equations (16) and (17), γ is the decay rate, which is normally set at 0.9, and is a smoothing term that avoids division by zero (often set at 1 × 10 −6 ). Also, a good default value for the learning rate η is 0.001. As for different numbers of hidden layers, the base model uses one LSTM layer and so we explore the possibility of multiple layers. We stack two LSTM layers together as the two-layer structure with 13 neurons on the first layer and half on the second layer. Similarly, we stack three LSTM layers together as the three-layer structures with 13 neurons on the first layer and two-thirds the number of neurons on the second layer and one-third on the third layer. Other multi-layer structures are designed the same way and each model with different layers is evaluated through experiment. The RMSE results are shown in Figure 6 . From the figure, it can be seen that the two-layer structure had significantly better performance. Hence, we updated the model with two LSTM layers. In Equations (16) and (17), γ is the decay rate, which is normally set at 0.9, and ϵ is a smoothing term that avoids division by zero (often set at 1 × 10 −6 ). Also, a good default value for the learning rate η is 0.001.
As for different numbers of hidden layers, the base model uses one LSTM layer and so we explore the possibility of multiple layers. We stack two LSTM layers together as the two-layer structure with 13 neurons on the first layer and half on the second layer. Similarly, we stack three LSTM layers together as the three-layer structures with 13 neurons on the first layer and two-thirds the number of neurons on the second layer and one-third on the third layer. Other multi-layer structures are designed the same way and each model with different layers is evaluated through experiment. The RMSE results are shown in Figure 6 . From the figure, it can be seen that the twolayer structure had significantly better performance. Hence, we updated the model with two LSTM layers. Piecing all the hyperparameters together, the LSTM network has been optimized and updated, thus the LSTM model for water level forecast is completed.
Results
We used the eight-year dataset (from 2003 to 2010) to train the LSTM network and then used this trained model to predict the daily water level for the next three years of data (from 2011 to 2013), thus testing the performance of the model. The experiment was carried out using Keras (version: 2.1.3) with the Tensorflow backend (version: 1.4.0). Keras is a high-level neural networks API developed and maintained by Google engineer François Chollet, and TensorFlow is an open-source symbolic tensor manipulation framework developed by Google. The result is shown in Figure 7 . From the figure, we can see that the actual value line and predicted value line were nearly coincident. Piecing all the hyperparameters together, the LSTM network has been optimized and updated, thus the LSTM model for water level forecast is completed.
We used the eight-year dataset (from 2003 to 2010) to train the LSTM network and then used this trained model to predict the daily water level for the next three years of data (from 2011 to 2013), thus testing the performance of the model. The experiment was carried out using Keras (version: 2.1.3) with the Tensorflow backend (version: 1.4.0). Keras is a high-level neural networks API developed and maintained by Google engineer François Chollet, and TensorFlow is an open-source symbolic tensor manipulation framework developed by Google. The result is shown in Figure 7 . From the figure, we can see that the actual value line and predicted value line were nearly coincident. Quantitatively, with forecasts and actual values both inverted to their original scale, the RMSE and coefficient of determination (R 2 ) were calculated to evaluate the model. The result showed the RMSE was 0.083, and the coefficient of determination was 0.999, which showed high precision. Because one of the main characteristics of deep learning is that it is stochastic, the model is very likely to obtain a different result every time we run the network. However, after a great deal of tests, the RMSE was always within the range of 0.080-0.100. The coefficient of determination stayed at 0.999, which showed the robustness of the LSTM network. Table 4 shows the results of running the model 10 times on the test dataset. The test results suggest that this deep learning network is a sound prediction model and capable of portraying the relationship between the TGD and Dongting Lake water level. 
Discussion
Support Vector Machine Comparison Experiment
For comparison, we used a support vector machine (SVM) method to solve the same problem. SVMs are developed based on statistical learning theory and employ the structural risk minimization (SRM) principle for a global solution [43] . SVMs have demonstrated good performance in regression [44] and time series forecasting and prediction [45, 46] . For these reasons, an SVM model was chosen for a comparison experiment. We built the SVM model based on the idea proposed by Wang et al. [21] . We selected the discharge of the TGD, Xiangtan, Taoyuan, Jinshi, and Taojiang, as well as the precipitation, as the inputs and consider the water level as the target variable. We used these input factors to predict the water level of Dongting Lake, turning this subject into an SVM regression problem. The input and output variables are shown in Table 5 . Quantitatively, with forecasts and actual values both inverted to their original scale, the RMSE and coefficient of determination (R 2 ) were calculated to evaluate the model. The result showed the RMSE was 0.083, and the coefficient of determination was 0.999, which showed high precision. Because one of the main characteristics of deep learning is that it is stochastic, the model is very likely to obtain a different result every time we run the network. However, after a great deal of tests, the RMSE was always within the range of 0.080-0.100. The coefficient of determination stayed at 0.999, which showed the robustness of the LSTM network. Table 4 shows the results of running the model 10 times on the test dataset. The test results suggest that this deep learning network is a sound prediction model and capable of portraying the relationship between the TGD and Dongting Lake water level. 
Discussion
Support Vector Machine Comparison Experiment
For comparison, we used a support vector machine (SVM) method to solve the same problem. SVMs are developed based on statistical learning theory and employ the structural risk minimization (SRM) principle for a global solution [43] . SVMs have demonstrated good performance in regression [44] and time series forecasting and prediction [45, 46] . For these reasons, an SVM model was chosen for a comparison experiment. We built the SVM model based on the idea proposed by Wang et al. [21] . We selected the discharge of the TGD, Xiangtan, Taoyuan, Jinshi, and Taojiang, as well as the precipitation, as the inputs and consider the water level as the target variable. We used these input factors to predict the water level of Dongting Lake, turning this subject into an SVM regression problem. The input and output variables are shown in Table 5 . The training and test datasets were divided in the same manner as before, with the first eight years of data (2003-2010) used as the training dataset and the last three years of data (2011-2013) as the test dataset. The data were also scaled before being inputted into the SVM model. For the SVM model, we chose the epsilon-SVR model with the Radial Basis Function (RBF) being the kernel function.
Other parameters for the model were optimized through the genetic algorithm used on the training dataset. The genetic algorithm (GA) was developed by Holland. The concept is based on the survival of the fittest [47] . It uses genes and chromosomes to represent variables and solutions and imitates the biological process to select the best one. Furthermore, as a result, the cost (c), gamma (g), and epsilon (p) parameters were set at 1.175, 11.239, and 0.035, respectively. Then, the established SVM model was used on the test dataset for prediction, and the result is illustrated in Figure 8 below. The training and test datasets were divided in the same manner as before, with the first eight years of data (2003-2010) used as the training dataset and the last three years of data (2011-2013) as the test dataset. The data were also scaled before being inputted into the SVM model. For the SVM model, we chose the epsilon-SVR model with the Radial Basis Function (RBF) being the kernel function. Other parameters for the model were optimized through the genetic algorithm used on the training dataset. The genetic algorithm (GA) was developed by Holland. The concept is based on the survival of the fittest [47] . It uses genes and chromosomes to represent variables and solutions and imitates the biological process to select the best one. Furthermore, as a result, the cost (c), gamma (g), and epsilon (p) parameters were set at 1.175, 11.239, and 0.035, respectively. Then, the established SVM model was used on the test dataset for prediction, and the result is illustrated in Figure 8 below. From Figures 7 and 8 , we see that the prediction deviation using the LSTM model was far less than when using the SVM model. Quantitatively, the calculated RMSE of the SVM model was 1.157, which was much larger than the LSTM model, and the R 2 was 0.873, which was well under the 0.999 LSTM model performance.
Additionally, Figures 7 and 8 indicate that the SVM model tended to make higher predictions during low water periods and lower predictions during high water periods; whereas the LSTM model had an overall satisfying performance. Statistically, we analyzed the water level distribution from the test dataset through percentile and split the data at 33.3% and 66.7%, thus separating the water level data into low, medium, and high categories [18] . Then we calculated the RMSE of the actual water level and the predicted values in each category for both models; the results are shown in Figure 9 . Figure 9 shows that the LSTM model had relatively much smaller RMSEs in all three water level ranges. Additionally, the LSTM model had the best performance for high water levels and the RMSE difference between these three ranges was minute. In contrast, the SVM model had much larger RMSEs in all ranges and especially for low water levels and high water levels. In summary, the LSTM model could deliver better results and was more suitable for predicting the water level of Dongting Lake. From Figures 7 and 8 , we see that the prediction deviation using the LSTM model was far less than when using the SVM model. Quantitatively, the calculated RMSE of the SVM model was 1.157, which was much larger than the LSTM model, and the R 2 was 0.873, which was well under the 0.999 LSTM model performance.
Additionally, Figures 7 and 8 indicate that the SVM model tended to make higher predictions during low water periods and lower predictions during high water periods; whereas the LSTM model had an overall satisfying performance. Statistically, we analyzed the water level distribution from the test dataset through percentile and split the data at 33.3% and 66.7%, thus separating the water level data into low, medium, and high categories [18] . Then we calculated the RMSE of the actual water level and the predicted values in each category for both models; the results are shown in Figure 9 . Figure 9 shows that the LSTM model had relatively much smaller RMSEs in all three water level ranges. Additionally, the LSTM model had the best performance for high water levels and the RMSE difference between these three ranges was minute. In contrast, the SVM model had much larger RMSEs in all ranges and especially for low water levels and high water levels. In summary, the LSTM model could deliver better results and was more suitable for predicting the water level of Dongting Lake. 
TGD's Impact on Dongting Lake Water Level
The LSTM network above has already captured the relationship of the TGD discharge and the water level of Dongting Lake. That is, given a certain amount of TGD discharge and other variables, we were able to predict the water level. This finding can shed some light on how the discharge of the TGD can affect the water level of Dongting Lake and provide a reference for water dispatch and flood control plans.
If we changed the TGD discharge variable and keep the other variables fixed, we could separate the TGD discharge impact from the complicated system and determine how it influenced the water level of Dongting Lake. We replaced the TGD discharge variable with the dam's daily inflow data for the purpose of stimulating a situation where the TGD did not exist and determined how the water level of Dongting Lake changed accordingly [48] . We called this the mock data. The mock data included the inflow data of the TGD from 2003 to 2013, and the other variables were the same as before. We put the mock data into the LSTM network and obtained predictions for the water level of Dongting Lake from 2003 to 2013, and we called this result the mock water level. The difference was evaluated by subtracting the actual water level from the mock water level, which is shown in Figure  10 . 
If we changed the TGD discharge variable and keep the other variables fixed, we could separate the TGD discharge impact from the complicated system and determine how it influenced the water level of Dongting Lake. We replaced the TGD discharge variable with the dam's daily inflow data for the purpose of stimulating a situation where the TGD did not exist and determined how the water level of Dongting Lake changed accordingly [48] . We called this the mock data. The mock data included the inflow data of the TGD from 2003 to 2013, and the other variables were the same as before. We put the mock data into the LSTM network and obtained predictions for the water level of Dongting Lake from 2003 to 2013, and we called this result the mock water level. The difference was evaluated by subtracting the actual water level from the mock water level, which is shown in Figure 10 . 
If we changed the TGD discharge variable and keep the other variables fixed, we could separate the TGD discharge impact from the complicated system and determine how it influenced the water level of Dongting Lake. We replaced the TGD discharge variable with the dam's daily inflow data for the purpose of stimulating a situation where the TGD did not exist and determined how the water level of Dongting Lake changed accordingly [48] . We called this the mock data. The mock data included the inflow data of the TGD from 2003 to 2013, and the other variables were the same as before. We put the mock data into the LSTM network and obtained predictions for the water level of Dongting Lake from 2003 to 2013, and we called this result the mock water level. The difference was evaluated by subtracting the actual water level from the mock water level, which is shown in Figure  10 . In September 2006, the TGD started its second phase of operation, pushing the dam wat to 156 m. The impounding process lasted from September until the end of October, during time there was a major drop in the water level of Dongting Lake, as shown in Figure 10d . Th level of Dongting Lake dropped 0.26 m on average according to the simulation experiment, extreme occasions, the drop was as much as 0.66 m.
In 2007, as illustrated in Figure 10e , the water level of Dongting Lake had a relatively lar in July and August due to the flood control dispatch of the TGD.
In 2008, as shown in Figure 10f , there was a sharp drop in the water level in Octo November. The reason for this decline is that the TGD implemented its third phase of operati the impounding process completed the goal of reaching the 175 m reservoir water level. Acco the Dongting Lake water level dropped by 0.34 m on average during that time, and the large in a single day was as much as 0.86 m.
In 2009, there was a relatively large increase around March as a result of the TGD' replenishment strategy during dry seasons. The water level of Dongting Lake showed a sub drop in October and November because of the impoundment of the TGD (see Figure 10g) .
In 2010, as we can see in Figure 10h , the water level variation was different from befo what makes this year special was that the Yangtze River experienced one of the largest floods summer. The flood peak in July was the third largest flood peak ever recorded in the Yangtz hydrological record, and the flood reached more than 70,000 m 3 flow per second [50] . Never the water level of Dongting Lake did not increase much as a result. In fact, the lake level d 0.22 m after the TGD discharge was reduced to 30000 m 3 /s (maximum outflow), as opposed t m 3 /s (maximum inflow) if the TGD does not exist. The water level increased substantially in after the flood, which was when the TGD opened sluices to release the flood water. By doing TGD managed to stagger the flood peak to alleviate the rise in water level in Dongting Lak the water level showed a moderate decline in September and November due to the impound the TGD. In September 2006, the TGD started its second phase of operation, pushing the dam water level to 156 m. The impounding process lasted from September until the end of October, during which time there was a major drop in the water level of Dongting Lake, as shown in Figure 10d . The water level of Dongting Lake dropped 0.26 m on average according to the simulation experiment, and on extreme occasions, the drop was as much as 0.66 m.
In 2007, as illustrated in Figure 10e , the water level of Dongting Lake had a relatively large drop in July and August due to the flood control dispatch of the TGD.
In 2008, as shown in Figure 10f , there was a sharp drop in the water level in October and November. The reason for this decline is that the TGD implemented its third phase of operation, and the impounding process completed the goal of reaching the 175 m reservoir water level. Accordingly, the Dongting Lake water level dropped by 0.34 m on average during that time, and the largest drop in a single day was as much as 0.86 m.
In 2009, there was a relatively large increase around March as a result of the TGD's water replenishment strategy during dry seasons. The water level of Dongting Lake showed a substantial drop in October and November because of the impoundment of the TGD (see Figure 10g) .
In 2010, as we can see in Figure 10h , the water level variation was different from before, and what makes this year special was that the Yangtze River experienced one of the largest floods during summer. The flood peak in July was the third largest flood peak ever recorded in the Yangtze River hydrological record, and the flood reached more than 70,000 m 3 flow per second [50] . Nevertheless, the water level of Dongting Lake did not increase much as a result. In fact, the lake level dropped 0.22 m after the TGD discharge was reduced to 30000 m 3 /s (maximum outflow), as opposed to 70000 m 3 /s (maximum inflow) if the TGD does not exist. The water level increased substantially in August after the flood, which was when the TGD opened sluices to release the flood water. By doing so, the TGD managed to stagger the flood peak to alleviate the rise in water level in Dongting Lake. Then, the water level showed a moderate decline in September and November due to the impoundment of the TGD.
In 2011, there was a mild increase in the water level for the first half of the year because of the dispatch of TGD water replenishment, which started on December 29, 2010, and ended on June 10, 2011. The replenishment raised the water level by 0.16 m on average, and the largest increase reached 0.3 m in the experiment (see Figure 10i ). There was a drastic drop in September and October because the TGD was impounding water in order for the dam water level to reach 175 m again, and the drop was as much as 1.2 m. In 2012, the water level of Dongting Lake increased slightly from January to June due to TGD water replenishment, and the peak increase was 0.48 m (see Figure 10j) . Similar to 2010, the Yangtze River observed a large flood again in July, but the water level of Dongting Lake declined by 0.15 m during the first flood peak. Then, the water level rose considerably in August when the TGD opened the sluice and released the flood water. The water level dropped again in the fall because of the TGD impoundment, and the dam water level reached 175 m again on October 30. In 2013, the water level of Dongting Lake showed a steady increase in the first quarter of the year with an average increase of 0.15 m due to the TGD water replenishment, and the lake showed some mild, intermittent decreases during wet seasons (see Figure 10k ). There was a major decline from September to November when the TGD entered its impounding period until the reservoir water level again reached 175 m, and the largest drop of 0.75 m occurred on a single day.
Conclusions
In this article, a deep learning model based on an LSTM network was proposed to predict the daily water level of Dongting Lake. Seven variables were selected as input factors quintessential to the water level variations, and eight years of daily data (from 2003 to 2012) were used to train the model. Then, the model was tested on the daily data for the next three years (from 2011 to 2013). The experiments showed that the LSTM model predicted the water level of Dongting Lake with high precision and delivered better results compared to an SVM model. This LSTM prediction model also established the connections between the water level of Dongting Lake and the TGD discharge. Eleven years of mock data (from 2003 to 2013) were used to simulate a situation where the TGD does not exist to examine how the water level of Dongting Lake differed from reality. Through this experiment, we made the following conclusions:
1.
The water level of Dongting Lake dropped conspicuously when the TGD is being impounded, which occurred annually from September to November. The drop was approximately 0.3 m on average and could be as large as 1.2 m in a single day.
2.
The water level increased mildly during dry seasons because of the TGD water replenishment strategy, which demonstrated the water conservancy effects of the dam.
3.
There was a decline in the water level of Dongting Lake during flood seasons (mostly July during flood peaks) and a lagged increase occurred later, proving that the dam's effects on flood control and staggering the flood peak.
Overall, the TGD discharge control and its water regulation plans had a strong impact on the water level variation of Dongting Lake. With the forecasting model proposed in this article, the daily water level of Dongting Lake could be predicted, which will help with flood control and water regulation. 
