This work revisits the problem of the optimality of randomized deadlock avoidance policies for sequential resource allocation systems. The undertaken problem, originally raised in [2,3], further assumes that the various timing distributions are exponential and the performance objective of interest is the maximization of the system throughput. Our main finding is that under the aforestated assumptions, the randomization of the deadlock resolution policy does not lead to any efficiency increases. In other words, there will always exist an optimal solution in which each of the critical transitions from the safe to the unsafe region will always remain enabled or disabled. It is also shown, however, that randomization of the control of (some of) these transitions can provide an effective mechanism for accommodating additional operational constraints, like the observation of certain production ratios. Finally, an additional outcome of the presented work is the explicit characterization of the functional dependence of the considered objective hction(s) to the system transition rates and the associated control variables, which provides broader insights regarding the (performance) control of CTMC's under steady-state operation.
Introduction
Deadlock resolution among concurrently executing processes is a major concern in the real-time control of modem, flexibly automated production environments. Past research on this problem has addressed it primarily through the methodological approach of deadZock avoidance, i.e., the imposition of a real-time control policy on the system operation that will guarantee deadlock-free behavior, by enforcing some restrictions on the sequencing of the allocation of the system resources to the contesting processes. The alternative approach of deadlock detection and recovery has been considered to be too costly/time-consuming for this problem setting, since it would involve the physical transfer of (some of) the deadlocked parts to temporary storage. However, as it has been argued in some of our previous work [2,3], current technological, advancements in industries like semiconductor manufacturing, have led to the development of highly integrated and spatially condensed robotic cells -in the semiconductor industry they are known as cluster tools -that render deadlock detection and recovery a viable/competitive strategy, and necessitate the systematic reevaluation of the aforementioned argument. The problem is further amplified by the fact that many deadlock avoidance policy implementations on the considered class of systems can be overly/unnecessarily conservative, due to the computational intractability of the maximally permissive /optimal deadlock avoidance policy (DAP).
The work of [2,3] developed a formal analytical framework for addressing the problem of selecting between the deadlock avoidance and the deadlock detection and resolution strategies, in the case that (i) the optimized objective is the maximization of the system production throughput, and (ii) the job arrival and processing times present Markovian behavior. Furthermore, this systematic characterization of the strategy selection problem led to its effective generalization through the concept -of Randomized Deadlock Avoidance, i.e., a realtime control scheme under which the system is allowed to transition to its problematic deadlockprone area in a randomized fashion; every time such a "bad" transition is attempted, it is allowed with a certain probability, which constitutes a policy parameter. Notice that .in the framework of Randomized Deadlock Avoidance, the two original strategies of Deadlock Avoidance and Detection and Recovery can be considered as "extreme point/case" solutions, where the probabilities controlling the occurrence of the 0-7803-7087-2/01/$10.00 0 2001 IEEE system "'bad" transitions are respectively set to zero or unit values. Hence, in this extended problem framework, the optimal strategy selection problem can be posed as the problem of selecting a set of probability values for the Randomized Deadlock Avoidance Policy implementation that maximizes the long-run system throughput. Finally, in [2,3], the proposed approach was exemplified through detailed application on a "prototype" resource allocation system ( U S ) , modeling a small automated manufacturing cell.
An interesting finding was that, in the context of the considered example system, the optimal selection for the unique transition control probability was always an "extreme point" solution -i.e., of 0 or 1 value -with the selected value depending on the system operationalhouting and timing parameters. This result raised naturally the question whether the DAP randomization introduced in [2,3] is essential, i.e., whether there exist sequential RAS configurations for which a randomized DAP solution -i.e., a solution where some of the control probabilities belong in (0,l) -will outperform all possible solutions in which the control probabilities take values in the set { 0,l } .'
In this work, we formally establish that, under the problem assumptions stated above, i.e., exponential arrival and processing times, and with the objective of maximizing the long-run system throughput, the answer to the above question is negative, i.e., there will always exist an optimal deadlock resolution strategy in which the probabilities controlling the system transition to its unsafe/deadlock-prone area will take values in the set {O,l}. However, we also identify an additional set of operational requirements regarding the final product mix, that arises naturally in many multi-product manufacturing systems, and when appended as constraints to the original problem formulation, leads to the randomization of the optimal deadlock resolution policy. Finally, some additional value of the results presented in this work is that they provide an interesting analytical insight on the way in which the final system throughput / performance measure depends on the system transition probabilities and the policy control parameters, Notice that such a solution is still conceptually different from the classical approaches of deadlock avoidance, and detection and recovery, where all transition control probabilities take respectively the value of zero or one. which can be useful for the synthesis of effective scheduling policies.
The rest of the paper is structured as follows: Section 2 provides a formal modeling framework for the operations of the considered class of production systems, and an analytical characterization of the undertaken optimization problem, in the context of this framework. Section 3 establishes the key result of the presented work on the non-essentiality of randomization for optimal deadlock resolution in the considered class of systems. Section 4 discusses a variation of the original problem for which randomization can provide an effective mechanism for satisfying additional constraints imposed on the system operation. Finally, Section 5 concludes the paper and discusses directions for future work. We also notice that a more extended version of the results presented in this paper can be found in [4].
Modeling the system operations and the considered optimization problem
For the purposes of the undertaken analysis, the considered production system is abstracted to a resource allocation system (RAS) [ 5 ] . Briefly, a resource allocation system is characterized by a set of resource types R={Ri, i=l, ..., m}, and a finite set of job/process types J={JTj, j=l, ..., n}.
Each resource type Ri is available at a level of Ci units, which constitutes the resource capacity. On the other hand, each job type JTj has an associated process plan, i.e., a sequence of processing stages <JT,k, k=l , . . . It is easy to see that for the case of resource types like those modeling the buffering capacity of -the system workstations, material handling systems, andor the buffers accommodating the various jobs during their processing through the system, a currently held resource can be released only after the next requested resource has been obtained. This "hold while waiting" effect, combined with the exclusive and non-preemptive allocation of the finite system resources to the running jobs, can give rise to circular-waiting patterns, in which a set ofjobs is permanently blocked, since each of them, in order to proceed, requires the allocation of some resource unit(s) currently held by some other job in the set. In the RAS terminology, this situation is characterized as a system deadlock. In most manufacturing system contexts, the occurrence of a deadlock is a major disruption, since the deadlocked jobs will not be able to advance and finish through the "normal" system operation, and while the deadlock persists, the effective utilization of the resources involved is equal to zero. Furthermore, the deadlock resolution will typically require the transfer of unfinished jobs to temporary storage.
In [ 5 ] , it has been shown that the operation of the RAS defined above can be formally represented by a Finite State Automaton @SA) [I] . An event eeE of this FSA corresponds to the advancement of any job in the system by one stage. The RAS state, SES, is defined by the distribution of the currently running jobs to the various processing stages supported by the system. The automaton state transition function, f SxE+S, is a formal expression of the assumptions underlying the RAS operation: i.e., f(s,e) is mapped to the resulting state, s', if the job step defined by event e is feasible under the resource allocation described by state s; o.w., it is mapped back to state s. The initial andfinal states of this automaton correspond to state so, which denotes the state where the system is idle and empty of any jobs. As a result, the language accepted by this automaton corresponds to this FSA model can be represented graphically by its State Transition Diagram (STD), i.e., a graph with nodes corresponding to the FSA states, and arcs corresponding to the feasible state transitions.
In the modeling framework of the RAS STD, deadlock is manifested by the presence of strongly connected components / communicating classes that do not contain the initial state sg, but they are reachable from it. Hence, the problem of deadlock avoidance is defined as the problem of confining the system operation within a strongly connected component of its subspace that contains the system initial and final state, so. In the particular case that the resulting admissible subspace is the maximal subspace presenting the aforementioned property, the corresponding control policy is characterized as optimal. To facilitate the subsequent discussion, we also introduce the following notation: The system subspace that is reachable when the system is started from the initial state SO and is operated under the assumptions characterizing feasible resource allocation (formalized by the state transition function f), will be denoted by &. The complete production runs. Finally, we notice that subspace consisting of the system states from which the final state so is reachable when the system operated under the assumptions expressed by f, will be characterized as the safe subspace, and will be denoted by S,. Notice that under these conventions, the subspace admitted by the optimal deadlock avoidance policy (DAP) is defined by S,nS, = SI,. The complement &\& will be characterized as the system reachable and unsafe subspace, and it will be denoted by S,. The subspace admitted by any other suboptimal DAF' P will be denoted by S,(P) (cS,). As mentioned in the Introduction, the employment of suboptimal DAP's for the establishment of deadlock-fiee operation in this class of RAS is necessitated by the NP-Hardness of the computation of the optimal DAP [ 5 ] .
When the system is operated under the detection and recovery strategy, it is allowed to access its entire reachable space S,. Furthermore, whenever a deadlock is reached, the processes involved are identified, and the deadlock is resolved by essentially swapping (a subset of) the deadlocked processes in a way that it will allow their further progress. In the FSA representational framework, this swapping operation is modeled by a single transition from the deadlocked state, sd, to the resulting deadlock-free state s'. It is worth-noticing that since the aforementioned transition essentially models an exception-handling procedure, it will not belong to the transitions recognized by the state transition function f, and therefore, s'eS,\S,. From state s', the system "normal" operation will be resumed, until another deadlock state is reached, in which case, the deadlock detection and recovery procedure described above will be repeated on the new state. Hence, under the detection and recovery approach, the liveness of the system operation is established by augmenting the original state transition h c t i o n f by additional transitions linking the system deadlock states, s d c Sd, to the system safe subspace S,.
The randomized deadlock avoidance strategy operates similar to the detection and recovery approach described above, but with the additional feature that resource allocation requests corresponding to transitions t from the system reachable and safe subspace S, to the reachable and unsafe subspace S, are satisfied only with a policy-determined probability a. In particular, when w, f 0, Vt, the reachable state space for a given RAS configuration under randomized deadlock avoidance is identical to the state space that is reachable when the RAS is operated under the detection and recovery strategy.
Finally, under the assumption that the timing of the various events identified in the STD modeling the system behavior. under a given deadlock resolution strategy is exponentially distributed, the system timed dynamics can be modeled by a Continuous Time Markov Chain (CTMC) [l] . Specifically, letting %j denote the (natural) rates associated with the various system events 1 transitions si-s,, as defined by the job arrivallloading, processing, unloading and deadlock recovery mechanisms, the infinitesimal generator matrzi Q=[q,,] [ l ] modeling the system operation under some randomized deadlock avoidance policy P, is obtained as follows: (i) 
s.t.
The non-essentiality of the policy randomization
Having defined formally the underlying system dynamics and the optimal control problem addressed in this work, in this section we state the main result and provide a sketch of its proof. A more systematic mathematical treatment of it can be found in [4] . 
subspaces).
Furthermore, the previous description of the system operation implies that the CTMC defined by Q is finite-state, irreducible, aperiodic, and therefore, ergodic. Hence, it has a unique limiting stationary distribution, expressed by the steady state probability vector K, computed by solving the following system of equations [l] :
Given the stability implied by the ergodic nature of the system operation, a characterization of the steady state (long-run) system throughput can be obtained by considering the cumulative rate for the job loading into the system. Specifically, letting TL denote the set of loading eventsltransitions, and recognizing that the steady state probabilities IT, can be interpreted as the percentage of time that the RAS spends in each state S,E S,(P), the system throughput, under randomized DAP P, can be expressed by:
Equations 1-3, combined with the fact that in the considered modeling framework a randomized DAP P is essentially defined by the values of the probabilities controlling the transition rates from the safe to the unsafe region of the underlying R4S -to be collectively denoted by the vector w -imply that the optimal deadlock resolution
The proof of this result proceeds by first establishing that the optimization problem of Equations 4-7 can be transformed to an equivalent optimization problem of the form:
where N(o;%,) and D (~; Q ) are first-degree polynomials with respect to each of the decision variables a,, (c.f., Proposition 1 in [4] ). This transformation can be obtained by applying Cramer's rule [6] to the non-singular system of equations defined by Equations 5 and 6, and substituting the expressions obtained for 7~, into the summation of Equation 4. The first-degree structure of the polynomials N(w;qij) and D(W;qi,) with respect to each of the decision variables q, is the result of (i) the fact that each control variable (yj is associated with a unique transition, and (ii) the expression for each q, resulting by the application of Cramer's rule, will not involve any of the control variables % , with k=i.
Once the problem transformation of Equations 8-9 has been established, the proof concludes by establishing hat the resulting optimization problem will always have an optimal solution to an extreme point of its feasible region. The key observation for (1 1) and with the additional assumption that cx+d#O, Vxe [O,l] (12) will always have an optimal solution in the set {O,l} (c.f., Lemma 1 in [4] ).
In [4] it is also established that the result of Theorem 1 extends also to the cases where the objective under consideration is (i) the minimization of the average number of jobs in the system (Work-In-Process), (ii) the minimization of the expected job sojourn time, and also (iii) any other quantity that can be expressed as a linear combination of the system steady state probabilities, provided that the coefficient multiplying the steady state probability n, is only a function of W, with k=i.
Product-mix considerations and optimal randomized DAP's
In this section we show that, even though the randomization of the deadlock resolution strategy does not lead to any efficiency increases with respect to the optimization problem expressed by Equations 4-7, it can still provide an effective mechanism for accommodating additional constraints in the system operation. Characteristically, consider the problem formulation of Equations 4-7, with the additional constraint set:
Such a requirement arises naturally in many multi-item production systems either due to some higher-level production planning activity taking place in the company, or due to the fact that the considered parts constitute components for a higher-level (sub-)assembly, produced in some downstream operation of the overall supply chain. The addition of Equation (13) in the original problem formulation has a coupling effect among the problem decision variables, reducing thus the size, but also the dimensionality of the problem feasibility space. Because of this effect, it is possible that the optimal solution of the new problem formulation is an interior point of the hypercube [O,l] dNo). The reader is referred to [4] for a more concrete example demonstrating this effect. Furthermore, the example in [4] demonstrates that even though the randomization mechanism presented in this
work can provide an effective solution to the accommodation of Constraint 13 in the overall optimization problem, there might be instantiations of the extended problem for which randomizing only the transitions from the reachable and safe to the reachable and unsafe state space might not be adequate for obtaining a feasible solution. In such a case the problem must be addressed by randomizing the execution of additional (potentially all of the system) transitions; the resulting generalized randomization scheme is essentially equivalent to a scheduling mechanism for the considered class of systems. Finally, a more technical result established in [4] is that even though the optimal solution of the problem formulation defined by Equations 4-7 and 13 can be an interior point of the hypercube [0,1] dim(o), it still remains a boundary solution with respect to the underlying feasible region (c.f., Theorem 2 in [4] ).
Conclusions
This work has revisited the problem of the optimality of randomized deadlock avoidance policies for sequential resource allocation systems. The undertaken problem further assumes that the various timing distributions are exponential and the performance objective of interest is the maximization of the system throughput, and it was originally raised in [2,3 1.
Our main finding was that under the aforestated assumptions, the randomization of the deadlock resolution policy does not lead to any efficiency increases. In other words, there will always exist an optimal solution in which each of the critical transitions from the safe to the unsafe region will always remain enabled or disabled. It was also shown, however, that randomization of the control of (some of) these transitions can provide an effective mechanism for accommodating additional operational constraints, like the observation of certain production ratios. Finally, the presented work has characterized the functional dependence of the considered objective function(s) to the system transition rates and the associated control variables, and in that sense, it provides broader insights regarding the (performance) control of CTMC's under steady-state operation.
Future work will investigate the extension of the presented results to RAS's with more general timing distributions. Furthermore, it will seek to explore the implications of the identified functional dependencies among the considered
