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Abstract What cognitive capabilities allow Homo sapi-
ens to successfully bet on the stock market, to catch balls in
baseball games, to accurately predict the outcomes of
political elections, or to correctly decide whether a patient
needs to be allocated to the coronary care unit? It is a
widespread belief in psychology and beyond that complex
judgment tasks require complex solutions. Countering this
common intuition, in this article, we argue that in an
uncertain world actually the opposite is true: Humans do
not need complex cognitive strategies to make good
inferences, estimations, and other judgments; rather, it is
the very simplicity and robustness of our cognitive reper-
toire that makes Homo sapiens a capable decision maker.
Keywords Heuristics  Ecological rationality 
Cognitive capacities
Introduction
Imagine a baseball player in an extremely important game
who wants to catch a ball, which is hit high-up in the air in
his direction. How could the player master this rather
complex task? One approach would entail solving ‘‘a set of
differential equations [to predict] the trajectory of the ball’’
(Dawkins 1989, p. 96). Note that these differential equa-
tions need to incorporate all relevant parameters, such as
initial speed of the ball, wind, spin, and so forth. Then, the
player could calculate exactly where the ball is most likely
to come down, and run directly there. But would anyone
really solve the task like this? Some believe so, and they
would probably subscribe to Dawkins’s (p. 96) speculation
that ‘‘[at] some subconscious level, something functionally
equivalent to the mathematical calculations is going on.’’
A very different approach to catching the ball involves
using a heuristic. A heuristic is a simple strategy that
ignores information.1 For catching a ball that is high-up in
the air, players could use the gaze heuristic, which is easier
than solving a set of differential equations. This heuristic is
one from a set that has been observed in experienced
players. It works if the ball is already high-up in the air.
The heuristic does not allow a player to predict where the
ball will come down, but it will help him to be exactly
there. To catch the ball, one simply has to fixate it, start
running, and adjust the speed of running such that the angle
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1 The term ‘‘heuristic’’ originates from the Greek word ‘‘heuriskein’’,
which means ‘‘to find’’ or ‘‘to discover’’. In the problem solving
literature and other areas of psychology (cf. Groner et al. 1983), it is
employed to refer to methods for finding solutions, rather than to
simple decision strategies, which is how we use the term. However,
somewhat similar to the classic meaning of the term, the computa-
tional models of heuristics that we discuss have explicit rules for
search that, for instance, prescribe in which order information should
be looked up and considered when making decisions. Our usage of the
term heuristics also resembles what biologists call rules of thumb
(Hutchinson and Gigerenzer 2005) and Simon (1955) the satisficing
principle, which attempts to find solutions that are good enough for
achieving a given goal.
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of gaze remains constant. By using this heuristic, a player
can ignore all the aforementioned parameters involved in
the computation of the trajectory (Fig. 1). Variants of this
heuristic can also be observed in dogs catching Frisbees
(Shaffer et al. 2004). And even in times of highly advanced
technology, airplane pilots can rely on it to avoid collisions
with other aircrafts: When another vehicle is flying toward
them on a potential collision course, they simply need to
fixate a small scratch on their windshield and observe
whether the approaching aircraft is moving away from this
scratch. If the other aircraft holds on the scratch, then a
collision is imminent, and the pilots better change their
course; if the other aircraft moves away from the scratch,
then the current course can be continued (Fig. 2).
The gaze heuristic is only one illustration of the major
point we will make in this paper: Complex judgment tasks
often do not need complex cognitive strategies to be solved
successfully. Quite to the contrary, there are even situations
in which complex cognition may hurt performance com-
pared to simpler cognition. In what follows, we will review
research of the fast and frugal heuristics framework (e.g.,
Gigerenzer et al. 1999), which is an approach to judgment
and decision making that focuses on spelling out when,
how, and why simple cognitive strategies can help people
make good judgments and decisions. In doing so, we are
mostly concerned with how people make inferences, esti-
mations, and other judgments about unknown or uncertain
criteria, such as about tomorrow’s weather or the prices of
stocks. First, setting the historical preliminaries, we will
give an overview of two competing visions of the rationale
of human cognition, each of which implies a different
approach to catching balls in baseball games. Second, we
will explain when simple strategies are superior to more
complex ones. Third, we will present a selection of very
simple cognitive heuristics, explaining when and how they
outperform more complex ones in solving real-world
problems. Fourth, we will give a series of examples
showing that the limitations of our core capacities such as
vision or memory are not accidental but may actually be
beneficial.
Visions of rationality
What cognitive capabilities allow Homo sapiens to be able
to both catch baseballs and avoid collisions with other
airplanes? The answer to this question depends on one’s
view of human rationality, because this view determines
what kind of models of cognition one believes constitute
humans’ cognitive machinery. There are three major
approaches.
Unbounded rationality = rational behavior?
Unbounded rationality assumes that a person knows all the
relevant information (all different alternatives, their con-
sequences, and the probabilities of their consequences), has
unlimited time, unfailing memory and is endowed with
large computational power (i.e., information-processing
capacity), needed to run complex calculations and compute
mathematically optimal solutions. The maximization of
subjective expected utility is one example (e.g., Edwards
1954); the laws of logic constitute another. Models of
unbounded rationality are common in economics, optimal
foraging theory, and cognitive science. The idea of catch-
ing a ball by solving complex equations would also fit in
this vision. From this perspective, the human being should
ideally be omniscient: the more information, and the more
processing capacity, the better. Omniscience and optimi-
zation go hand in hand with a third ideal: universality (as
opposed to modularity). Universality is best exemplified in
Leibniz’s (1677/1951) dream of a universal calculus that
can solve all problems.
Fig. 1 Illustration of the gaze heuristic for catching baseballs. Figure
adapted from Gigerenzer (2007)
Fig. 2 Illustration of a variant of the gaze heuristic that can help
pilots avoid collisions
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Bounded rationality = unfortunate but unavoidable,
irrational behavior?
As we have illustrated earlier, simple rules of thumb such
as the gaze heuristic represent an alternative view. This
view acknowledges that unbounded rationality may be a
convenient modeling assumption, but it is an unrealistic
description of how people make decisions. Our resources—
time, knowledge, and computational power—are limited.
Simon (1956, 1990), the father of this bounded rationality
view, argued that people rely on simple strategies to deal
with situations of sparse resources. Many researchers used
Simon’s ideas (or misused them, in his view) to argue that
bounded rationality is the study of cognitive fallacies,
maintaining that rational behavior should be still defined in
terms of the beautiful ideals of universal, optimal, and logic
solutions. Similarly, the premise of limited cognitive
capacities has often been directly linked to its supposed
negative consequences, such as reasoning errors or poor
cognitive performance (e.g., Johnson-Laird 1983). From
this perspective, cognitive (and other) limitations force
people to abandon what would be optimal decision strate-
gies. Instead, people need to rely on shortcuts or on heu-
ristics, which, in a pessimistic appraisal of human
cognition, make people vulnerable to systematic and pre-
dictable reasoning errors. This view is most prominently
represented by the heuristics-and-biases program (e.g.,
Kahneman et al. 1982; Tversky and Kahneman 1974).
According to this framework, behavior deviating from the
laws of logic or the maximization of subjective expected
utility can be explicated by assuming that people’s heu-
ristics are error prone and subject to systematic cognitive
biases. Conversely, people’s use of heuristics explains why
decisions can be suboptimal, irrational, or illogical when
compared to the normative yardstick of unbounded
rationality.
The adaptive toolbox of heuristics
However, Simon (e.g., 1990) not only stressed the cogni-
tive limitations of humans and proposed simple strategies
people may rely on, but also emphasized that behavior is a
function of both cognition and the environment: ‘‘Human
rational behavior…is shaped by a scissors whose two
blades are the structure of task environments and the
computational capabilities of the actor’’ (1990, p. 7). The
fast and frugal heuristics research program (e.g., Gigeren-
zer et al. 1999) has taken up this emphasis. It assumes that
rationality is not only bounded, but also ecological. A
heuristic is ecologically rational to the degree it fits to the
structure of the environment. Researchers following this
perspective believe that the beautiful vision of a universal
calculus is a mere dream (although their hearts would be
overjoyed if someone were to finally show them the cal-
culus). Instead of searching for the universal tool that can
solve all tasks—simple and complex ones alike—they take
humans to possess a repertoire of specialized heuristics that
can solve specific tasks in specific environments. Gige-
renzer et al. called this collection of cognitive strategies
and the core capacities they exploit the adaptive toolbox.
The toolbox contains heuristics that allow people to make
inferences (e.g., about movie quality), develop preferences
(e.g., for brands), plan interactions with others (e.g., decide
which negotiation style to adopt when discussing), or make
other judgments and decisions in social and nonsocial
contexts. By drawing on our core capacities such as mem-
ory or vision and by exploiting regularities in the structure
of the human physical and social environment, the heuris-
tics in the toolbox can yield accurate decisions in the face of
limited time, knowledge, and computational power.
For instance, as we will discuss in more detail later, the
inability of human memory to store large amounts of
records facilitates remembering important, up-to-date
information, sorting out irrelevant and outdated informa-
tion by forgetting it. Memory does this by updating its
records as a function of their environmental occurrence:
The more often a piece of information is encountered in the
environment, and the less time has elapsed since it has last
occurred, the more likely it is that a person will retrieve a
memory of that piece of information, and the more likely it
is that this piece of information is actually the most rele-
vant for the system’s current processing goals (Anderson
and Schooler 1991). Library search engines, word proces-
sors, and other machines work in a similar way, pulling up
documents that have been very frequently or very recently
used, essentially betting that these documents will most
likely be the ones the user is looking for.
The human vision system with its ability to track objects
against a noisy background, such as when a baseball is up
in the air, is another example of a core capacity. It allows
people to rely almost effortlessly on the gaze heuristic,
something computers cannot do as well as humans yet.
Thanks to the vision system, the gaze heuristic can
essentially operate on light as environmental information,
and in adjusting the speed of running while keeping the
angle to the ball constant, it can transform complex tra-
jectories into linear ones.
In short, the success of the human cognitive machinery
is anchored in three aspects: The environment, the core
capacities of the human mind, and the way highly spe-
cialized heuristics exploit both environmental structure and
core capacities (e.g., Gaissmaier et al. 2008; Marewski and
Schooler 2009).
Importantly, none of the heuristics in the adaptive tool-
box are all-purpose tools that can and should be applied
invariantly in all kinds of situations. Nor is any other
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strategy—contrary to the misleading opposition between
the fast and frugal heuristics framework and allegedly sin-
gle-strategy models such as put forward recently by Newell
(2005) and Glo¨ckner et al. (2009; see Marewski 2009).
Rather, each heuristic is tuned to specific environmental
regularities and designed for specific decision problems.
Just as a screwdriver is of little use to hammer a nail into a
wall but works well to attach a screw, each heuristic is a
specialized tool. From this perspective, the right question to
ask thus is not whether a cognitive strategy is universally
successful with respect to unboundedly rational yardsticks,
such as the maximization of subjective expected utility or
traditional logic. Rather, if one assumes that organisms
behave ecologically rationally, what really matters is to
identify the tasks that a heuristic can solve, and in doing so,
to find out when this heuristic can help an organism to reach
a goal, for instance, by enabling it to make accurate and fast
inferences. Acting fast and predicting accurately illustrate
benchmarks organisms must live up to in order to survive.2
As we will demonstrate next, heuristics need to be simple in
order to meet these benchmarks, particularly in a world that
is so fundamentally uncertain that, as Franklin (1987)
pointed out in 1789 at the dawn of the French Revolution,
‘‘there is nothing certain but death and taxes.’’
Why can simple strategies outperform complex ones?
To illustrate the following points, we would like to invite
you to consider a thought experiment. Imagine there are
two species, operating with different cognitive systems.
The species simplissimus is boundedly rational, and its
cognition is based on a repertoire of rules of thumb. The
species complexicus, in turn, can rely on complex, highly
sophisticated strategies. To survive, both species need to
make accurate predictions about future events and
unknown quantities, such as where in the vicinity food can
be found, or which sleeping sites are most likely to offer
protection from predators.
How could one assess which species comes equipped
with the better cognitive machinery for making such pre-
dictions? From a methodologist’s point of view, this is akin
to asking the question which of two competing models, or
formal theories, provides a better account of data. The two
cognitive machineries represent the two models, and the
future events and unknown quantities are the data the
machineries need to forecast in order to ensure the species’
survival. For instance, think of two of the species’
cognitive strategies as two regression models. One of
complexicus’s strategies might read: y ¼ w1x1 þ w2x2þ
w3x3 þ w4x4 þ w5x5. A simpler strategy of simplissimus
could throw away both the regression weights, wi, and
some pieces of information (and, in doing so, eliminate a
bunch of free parameters) and might look like this:
y = x1 ? x2. The criterion to be predicted could be the
amount of food, y, likely to be available in a certain area,
and the predictor variables, xi, the characteristics of the area,
such as texture of the soil, or the type and size of nearby
plants. In methodology, a standard way of answering which
of these two models is better would entail computing R2 or
other standard goodness-of-fit indices. Such measures are
based on the distance between each model’s estimate and
the criterion y. And indeed, paying attention to more vari-
ables (x3, x4, x5) and weighting them in an optimal way (i.e.,
minimizing least squares) can never lead to a smaller R2
than the simpler strategy. It seems that simplissimus can
never predict food better than complexicus.
Yet there is a problem with this approach. Goodness-of-
fit measures alone cannot disentangle the variation in data
due to noise from the variation due to the variables of
interest. As a result, a model can end up overfitting the
data, that is, it can capture not only the variance due to the
variables of interest but also that from random error, which
organisms are likely to encounter in an uncertain world.
The problem of overfitting
Figure 3 illustrates a situation in which one model, call it
Model A (thin line), overfits existing data by chasing after
idiosyncrasies in that data. This model fits the existing,
already observed data (filled squares) perfectly but does a
relatively poor job of predicting new, thus far unseen data
(filled circles). Model B (thick line), while not fitting the
existing data as well as Model A, captures the main ten-
dencies in that data and ignores the idiosyncrasies. This
makes it better equipped to predict new observations, as
can be seen from the deviations between the model’s pre-
dictions and the new data, which are indeed smaller than
the deviations for Model A. Formally, Model A overfits
data if there is an alternative Model B and A performs
better than B in fitting existing data (e.g., in a learning
sample) but worse in predicting new data (e.g., in a test
sample). In this case, B is called the more robust model
(Gigerenzer 2004a).
The ability of a model to predict new data is called its
generalizability, that is, the degree to which it is capable of
predicting all potential samples generated by the same
process, rather than to fit only a particular sample of
existing data. The degree to which a model is susceptible to
overfitting, in turn, is related to the model’s complexity,
which, following Pitt et al. (2002), refers to a model’s
2 Hammond (1996) called outside criteria for rationality such as
speed and accuracy of prediction correspondence criteria as opposed
to coherence criteria, which take the laws of logic or probability
theory as normative yardstick for rationality.
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inherent flexibility that enables it to fit diverse patterns of
data.
Among the factors that contribute to a model’s com-
plexity are (1) the number of free parameters it has and (2)
how the parameters are combined in it—in other words, its
functional form. The impact of many free parameters is
illustrated in Fig. 3, where the highly flexible Model A that
overfits the data has more free parameters than the less
flexible Model B that captures the main tendencies in the
data. The impact of the functional form on the flexibility of
a model’s prediction can be illustrated by comparing
Fechner’s (1860/1966) and Stevens’s (1957) famous
models of the relation between psychological dimensions
(e.g., brightness, called y here) and their physical coun-
terparts (e.g., the intensity of light, called x here). In both
models, there are two free parameters, a and b, but they are
combined differently (Stevens’s model: y ¼ a xb; Fechner’s
model: y ¼ a ln½x þ b). As noted by Townsend (1975),
Stevens’s model is more complex than Fechner’s model.
Since it assumes that a power function relates the psy-
chological and physical dimensions, Stevens’s model can
fit data that have negative, positive, and zero curvature.
Fechner’s model, in turn, can only fit data with a negative
curvature because it assumes a logarithmic relationship.
The dilemma can be summarized in the following way.
When data is not completely free of random error,
increased complexity makes a model more likely to end up
overfitting data while its generalizability to new data
decreases. At the same time, decreasing a model’s com-
plexity can eventually lead to underfitting; thus, in an
uncertain world, there is often an inversely U-shaped
function between complexity and predictive power (see Pitt
et al. 2002). In short, a good fit to existing data, achieved
by a high model complexity, does not necessarily imply
good generalizability to new data. As we will argue in the
remainder of this article, there is, in fact, growing evidence
that human repertoire of cognitive strategies has evolved to
be simple—to the right degree of robustness to cope with
the uncertainty of the world. Next, we will demonstrate that
there are a large number of tasks in which simpler heu-
ristics outperform more complex cognitive mechanisms in
making accurate forecasts of the future, regardless of
whether it comes to predicting rainfall, the performance of
stocks, or the outcomes of sports events.
A case study of four heuristics
Research in the fast and frugal heuristics program focuses
on three interrelated questions (see Gigerenzer et al. 2008).
The first is descriptive and concerns the adaptive toolbox:
What heuristics do organisms use to make decisions and
when do people rely on which heuristic from the toolbox?
The second question is prescriptive and deals with eco-
logical rationality: To what environmental structures is a
given heuristic adapted—that is, in what situations does it
perform well, say, by being able to yield accurate, fast, and
effortless decisions? In contrast to these two questions, the
third one focuses on practical applications: How can the
study of people’s repertoires of heuristics and their fit to
environmental structure aid decision making in the applied
world?
Ecologically rational heuristics have been studied in
diverse areas. These include applied ones such as medicine
(Wegwarth et al. 2009), where heuristics can improve
coronary care unit allocations (Green and Mehr 1997) and
aid first-line antibiotic prescriptions in children (Fischer
et al. 2002), as well as risk communication for lawyers,
patients, and doctors (Gigerenzer 2002; Gigerenzer et al.
2007; Hoffrage et al. 2000), and the library sciences
(Cokely et al. 2009; Marewski et al. 2009b). At the same
time, the fast and frugal heuristics approach is discussed in
several fields, including philosophy (e.g., Bishop 2006),
economics (Gigerenzer and Selten 2001), the law (e.g.,
Gigerenzer and Engel 2006), and biology (e.g., Hutchinson
and Gigerenzer 2005). In particular, this program has
proposed and tested a range of heuristics for different
tasks—mate search (Todd and Miller 1999), parental
investment (Davis and Todd 1999), inferential judgments
(e.g., Gigerenzer and Goldstein 1996; Goldstein and
Gigerenzer 2002), estimation (Hertwig et al. 1999; von
Helversen and Rieskamp 2008), categorization (Berretty
et al. 1999), moral judgment (Coenen and Marewski 2009),
and choices between risky alternatives (Brandsta¨tter et al.
2006), to name a few. Moreover, the program has produced
Model A
Model B
E i ti d tx s ng a a
New data
Fig. 3 Illustration of how two models fit existing data (squares) and
how they predict new data (filled circles; see Pitt et al. 2002). Model
A (thin line) overfits the data and is not as accurate in predicting new
data as Model B (thick line)
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a large amount of research investigating whether and when
people, both young and old, rely on given heuristics
(Bro¨der and Schiffer 2003; Cokely and Kelley 2009; Mata
et al. 2007; Pachur et al. 2008; Pachur and Hertwig 2006;
Pohl 2006; Rieskamp and Hoffrage 1999, 2008; Rieskamp
and Otto 2006), under what environmental structures the
heuristics perform well (e.g., Gigerenzer and Goldstein
1996; Hogarth and Karelaia 2007; Katsikopoulos and
Martignon 2006a, b; Martignon and Hoffrage 1999), and
how accurate they are for predicting events in the real,
uncertain world such as the performance of stocks on the
stock market (Ortmann et al. 2008), the outcomes of sports
events (e.g., Pachur and Biele 2007; Scheibehenne and
Bro¨der 2007; Serwe and Frings 2006), or how much time
various mammals spend sleeping (Czerlinski et al. 1999).
In what follows, we will discuss how the three questions of
the fast and frugal heuristics program—the descriptive, the
prescriptive, and the question about applications—have
been answered for four simple heuristics.3 These are the
recognition heuristic, the fluency heuristic, the take-the-
best heuristic, and tallying. Each of these heuristics con-
sists of three simple building blocks, one rule for searching
information, one rule for stopping this search, and one for
making the decisions.
Recognition heuristic
Which car brand is of better quality, a German-engineered
BMW or a KIA? A person who has heard of the carmaker
BMW before reading this article, but has never heard of
KIA Motors, a fairly large Asian car company could use
the recognition heuristic (Goldstein and Gigerenzer 1999,
2002) to respond: This heuristic would bet on BMW, which
is the recognized car brand.
In its simplest form, the recognition heuristic is designed
for inferring which of two alternatives, one recognized and
the other not, has a larger value on a quantitative criterion.
It simply searches for recognition information and stops
information search once an alternative is judged as recog-
nized. When recognition correlates strongly with the cri-
terion on which alternatives are evaluated, the heuristic is
ecologically rational and can be defined as follows.
Search rule: In a comparison of two alternatives, search
in memory which alternative is recognized and which is
not.
Stopping rule: Stop once both alternatives are classified
as recognized or unrecognized.
Decision rule: If one alternative is recognized but not the
other, infer the recognized alternative to have a larger
value on the criterion.
Even more so than in the case of two alternatives, rec-
ognition is particularly useful when winnowing down many
alternatives, for instance, when ranking them. Many theo-
ries of choice assume a two-stage process: When evaluat-
ing multiple alternatives, first a smaller set of relevant
alternatives is formed, and then a choice is made after more
detailed examination of the alternatives in this consider-
ation set (e.g., Alba and Chattopadhyay 1985; Hauser and
Wernerfelt 1990; Howard and Sheth 1969). When recog-
nition correlates strongly with the criterion on which
alternatives are evaluated, the recognition heuristic is
useful to generate ‘‘consideration sets’’ consisting of rec-
ognized alternatives (Marewski et al. 2009a):
Search rule: If there are N alternatives, search in
memory which n alternatives are recognized and which
N–n alternatives are not recognized.
Stopping rule: Stop once all alternatives are classified as
recognized or unrecognized.
Decision rule: Infer that the n recognized alternatives
rank higher on the criterion than the N–n unrecognized
ones.
Consideration sets facilitate decisions by reducing the
number of alternatives. To illustrate, imagine consumers
wanted to rank eight car companies according to the quality
of their cars. If they considered all the companies, they
would face a total of 8! (40,320) possible rank orders. In
contrast, if the recognition heuristic is used, and, say, four
companies are unrecognized and four recognized, then
there are only 4! (24) possible rank orders, namely, those of
the recognized companies that constitute the consideration
set of top ones. In a second stage, the final rank order of
these companies can be determined with heuristics that use
other information, such as knowledge about whether the
company is operating in many countries. The four unrec-
ognized alternatives can be put aside because they are
likely to score low on the criterion.
When is it ecologically rational to rely on the recognition
heuristic?
The recognition heuristic is a specialized tool: It is only
applicable when at least one alternative is recognized while
others are unrecognized. Using the heuristic will result in
accurate decisions in environments in which the probability
of recognizing alternatives is correlated with the criterion
to be inferred. This is, for example, the case in many
geographical domains such as city or mountain size
(Goldstein and Gigerenzer 2002), and in many competitive
3 For a discussion of principles that provide guidance for how to
study people’s use of heuristics and the adaptive toolbox, see
Gigerenzer and Brighton (2009), Marewski et al. (2009c), and
Marewski and Olsson (2009).
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domains such as predicting which university is better
(Hertwig and Todd 2003), or which political party will win
more votes in an election (Marewski et al. 2009a). One
reason why alternatives with larger criterion values are
more often recognized is that they are more often men-
tioned in the environment: The BBC, CNN, The New York
Times, and other environmental mediators make it proba-
ble that many people will encounter and recognize alter-
natives with large criterion values. Figure 4 illustrates the
ecological rationality of the recognition heuristic in terms
of three correlations. There is a criterion, an environmental
mediator, and a person who infers the criterion. Using the
recognition heuristic is ecologically rational when there is
both a substantial ecological correlation between the
mediator and the criterion and a substantial surrogate
correlation between the mediator and recognition. This
combination can yield a substantial recognition correla-
tion; that is, recognized alternatives tend to have higher
criterion values than unrecognized ones. If either or both
the ecological and surrogate correlations are zero, the use
of the recognition heuristic is not ecologically rational.
When do people rely on the recognition heuristic?
When the correlation between one’s recognition of alter-
natives and the criterion is substantial, people tend to make
inferences in accordance with the recognition heuristic
(e.g., Goldstein and Gigerenzer 2002; Hertwig et al. 2008).
In contrast, when they are less pronounced, people tend not
to do so. For instance, Pohl (2006) asked people to infer
which of two cities is situated farther away from the Swiss
city of Interlaken, and which of the two cities is larger.
Most people may have intuitively known that their recog-
nition of city names is not indicative of the cities’ spatial
distance to Interlaken but is indicative of their size, and
indeed, for the very same cities, people tended not to make
inferences in accordance with the recognition heuristic
when inferring spatial distance but seemed to rely on it
when inferring size. There is also evidence for a range of
other determinants of people’s reliance on the recognition
heuristic (e.g., Newell and Fernandez 2006; Pachur et al.
2008; Pachur and Hertwig 2006). In particular, it seems
that the recognition heuristic is relied upon by default
(Volz et al. 2006). In a series of studies, Marewski et al.
(2009a) provided evidence that this default can be over-
ruled in a number of situations in which recognition is
unlikely to be predictive of the criterion to be inferred, for
instance, when the strength of the recognition signal is
weak. In these studies, they also showed that the simple
recognition heuristic outperforms a number of more com-
plex alternative models in predicting people’s behavior.
The recognition heuristic in the wild
What is a good strategy for betting money on sports
events? Take Wimbledon, for example. For an upcoming
match, one could check the rankings of the Association of
Tennis Professionals (ATP), which are based on a large
amount of information about the players’ previous perfor-
mance. One then could predict that the player with the
higher ranking would win the match. The recognition
heuristic offers an alternative. Serwe and Frings (2006)
pitted the recognition heuristic against the ATP rankings to
predict the results of Wimbledon 2003. They speculated
that this may be a difficult environment for the recognition
heuristic, as it is dynamic. People would still recognize
players who used to be successful some time ago but are no
longer quite as good. To their surprise, the recognition of
amateur tennis players predicted the actual winner better
than did the ATP rankings. This result was replicated for
Wimbledon 2005 by Scheibehenne and Bro¨der (2007) who
showed that recognition can also outperform the seedings
of the Wimbledon experts. Moreover, the recognition
heuristic was also shown to successfully predict other
sports events, such as the European Soccer Championship
2004 (Pachur and Biele 2007), or which of two Canadian
hockey players has more career points (Snook and Cullen
2006). The recognition heuristic is also of help in mar-
keting—where billions of dollars are spent every year in
the United States alone. Daniel Goldstein, professor at
London Business School, suggested how marketing strat-
egists could exploit its principle to attract attention to
unknown brands; for instance, an unknown product could
be placed among well-known ones. In a reversal of the
heuristic, a lack of recognition of that one product among
many could draw consumers’ attention to it (Goldstein
2007). For instance, an unknown brand name such as
Fig. 4 How does the recognition heuristic work? An unknown
criterion (e.g., the quality of car brands) is reflected by a mediator
(e.g., the press). The mediator makes it more likely for a person to
encounter alternatives with larger criterion values than those with
smaller ones (e.g., the press mentions quality brands more frequently).
As a result, the person will be more likely to recognize alternatives
with larger criterion values than those with smaller ones, and
ultimately, recognition can be relied upon to infer the criterion (e.g.,
to infer which of two cars is of a higher quality). The relations
between the criterion, the mediator, and recognition can be measured
in terms of correlations
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‘‘Dr. Gaissmaier’s Incredible Chocolate’’ may call a con-
sumer’s attention when placed together with more famous
products such as Milka, Hershey’s, and Cadbury in the
shelves. In short, using the recognition heuristic where it is
ecologically rational can help a person make better deci-
sions than when relying on more complex, information-
intensive strategies.
Fluency heuristic
The recognition heuristic operates on a binary representa-
tion of recognition: An alternative is simply either recog-
nized or unrecognized. But this heuristic essentially
discards information that could be useful when two alter-
natives are both recognized but one is recognized more
strongly than the other—a difference that could be
exploited by another strategy. The strategy that fills this
gap is the fluency heuristic. This heuristic has been defined
in different ways (e.g., Jacoby and Brooks 1984; Whittle-
sea 1993). Here, we use the term to refer to Schooler and
Hertwig’s (2005) model, which builds on these earlier
definitions, and a long research tradition on fluency (e.g.,
Jacoby and Dallas 1981), and related notions such as
accessibility (e.g., Bruner 1957; Tulving and Pearlstone
1966), availability (Tversky and Kahneman 1973), or
familiarity (e.g., Dougherty et al. 1999; Gillund and Shif-
frin 1984; Hintzman 1988; Mandler 1980; for a discussion
of the similarities between different notions of recognition,
availability, and fluency, see Hertwig et al. 2008; Hertwig
et al. 2005; Sedlmeier et al. 1998; Schooler and Hertwig
2005). The fluency heuristic is defined as follows:
Search rule: If two alternatives are recognized, deter-
mine which one is retrieved faster from memory, that is,
which one is recognized more quickly.
Stopping rule: Stop once one alternative is classified as
having been recognized more quickly.
Decision rule: Infer that this alternative has the higher
value with respect to the criterion.
When is it ecologically rational to rely on the fluency
heuristic?
Like the recognition heuristic, the fluency heuristic is a
specialized tool. First, it can only be relied on when both
alternatives are recognized and when one alternative is
more quickly retrieved than the other. An alternative’s
retrieval time largely depends on a person’s history of past
encounters with the alternative. Roughly speaking, the
more often and the more recently an alternative, say, the
name of a car brand, is encountered, the more quickly it
will be retrieved. Second, using the fluency heuristic is
only ecologically rational when the frequency and recency
of encounters with alternatives, and consequently, their
retrieval time, correlates with the alternatives’ values on a
given criterion. Again, environmental mediators can create
such correlations by making it more likely to encounter
alternatives that have larger values on the criterion. Thus,
the names of, say, popular cars tend to be more quickly
retrieved than the names of less popular ones. Ultimately, a
person can rely on retrieval time to correctly infer which of
two alternatives scores a higher value on the criterion, such
as which of two cars is more popular. In short, the eco-
logical rationale of the fluency heuristic resembles very
closely that of the recognition heuristic, which is illustrated
in Fig. 4. And just like the recognition heuristic, the flu-
ency heuristic has been shown to yield accurate inferences
for a range of criteria, including inferences about record
sales of music artists (Hertwig et al. 2008), countries’ gross
domestic product (Marewski and Schooler 2009), and the
size of cities (Schooler and Hertwig 2005), among others.
When do people rely on the fluency heuristic?
As for the recognition heuristic, a number of mechanisms
might be responsible for people’s use of the fluency
heuristic (Hertwig et al. 2008). Most recently, in a series
of experimental and computer simulation studies,
Marewski and Schooler (2009) showed that the fluency
heuristic is most likely applicable when a person has little
or no knowledge about the alternatives in question. In
such situations of limited knowledge, differences in
retrieval times tend to be large and easier to detect,
favoring the applicability of the fluency heuristic. A
person is less likely to be able to apply the fluency
heuristic when knowledge is abundant, because in this
case differences in retrieval times tend to be small.
Knowledge-based strategies, in turn, can only be relied
upon when knowledge is available. Correspondingly,
people will most likely be able to rely on the fluency
heuristic when they cannot rely on knowledge instead,
and vice versa. At the same time, Marewski and
Schooler’s data suggest that the least effort and time is
involved in applying the fluency heuristic when using this
strategy is also most likely to result in accurate decisions,
illustrating how this heuristic can be more easily relied
upon when it is, in fact, ecologically rational to use.
The fluency heuristic in the wild
Fluent processing stemming from previous exposure can
increase the perceived truth of repeated assertions (e.g.,
Begg et al. 1992; Hertwig et al. 1997), the perceived fame
of names (Jacoby et al. 1989), and the perceived geo-
graphical distance of cities (Alter and Oppenheimer 2008).
Moreover, there is evidence that people’s sense of fluency
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can be used to predict the performance of stocks (Alter and
Oppenheimer 2006; Marewski and Schooler 2009), and the
fortunes of billionaires (Hertwig et al. 2008). Another sit-
uation where the fluency heuristic may play a role is con-
sumer choice: People increasingly like objects when they
are repeatedly exposed to them, which is called the mere
exposure effect (Zajonc 1968). For instance, experimental
research suggests that priming a familiar brand increases
the probability that it will be considered for purchase (e.g.,
Coates et al. 2004), while at the same time, only a single
exposure can lead people to consider buying a novel brand
(e.g., Coates et al. 2006). Just as for the recognition heu-
ristic, a sense of fluency might thus drive consumers to
choose certain products over others—a mechanism that
corporations exploit when marketing their brands. In sum,
the fluency heuristic is a simple cognitive tool that can
yield accurate decisions when the recognition heuristic
cannot be used.
Betting on one good cue: the take-the-best heuristic
While the fluency heuristic and the recognition heuristic
rely on retrieval fluency and recognition, other heuristics
use knowledge about alternatives’ attributes as cues to help
making judgments. For instance, when judging which of
two newspapers is of better quality one could consider
whether the newspapers are nationally distributed. Being a
national newspaper might be a positive cue to quality;
being a local newspaper, in turn, might be a negative cue,
indicating poorer quality. Another attribute to consider
might be whether the newspapers are published in a capital
city. One can also think of such positive and negative cues
as being coded with numbers, such as ‘‘1’’ (positive) and
‘‘-1’’ (negative). Sometimes, a person might not know an
alternative’s attribute, for instance whether a particular
newspaper is published in a capital city or not. In this case,
the cue for this particular newspaper can be coded with ‘‘0’’
(unknown).
A prominent representative of such knowledge-based
heuristics is Gigerenzer and Goldstein’s (1996) take-the-
best heuristic, which belongs to the family of lexicographic
heuristics that have been developed for choice by Payne
et al. (1993). It considers cues sequentially (i.e., one at a
time) in the order of their validity. The validity of a cue is
the probability that an alternative A (e.g., a newspaper) has
a higher value on a criterion (e.g., quality) than another
alternative B, given that Alternative A has a positive value
on that cue and Alternative B a negative or unknown value.
Take-the-best bases an inference on the first cue that dis-
criminates between alternatives, that is, on the first cue for
which one alternative has a positive value and the other a
negative or unknown one. Take-the-best is defined as
follows:
Search rule: Look up cues in the order of validity.
Stopping rule: Stop search when the first cue is found
that discriminates between alternatives.
Decision rule: Decide for the alternative that this cue
favors.
When is it ecologically rational to rely on take-the-best?
Take-the-best ignores available information by looking up
cues in the order of their validity and basing an inference
on the first discriminating cue. In doing so, it ignores
dependencies between cues. Many complex rational mod-
els, in contrast, integrate all available information into a
judgment, for instance, by weighting and adding it. Now, if
a decision maker has unlimited access to information and
enough computational power and time to weight and add,
say, by computing a multiple regression in his head, should
he rely on take-the-best or on strategies that integrate all
information? Czerlinski et al. (1999) tried to answer this
question by predicting a range of diverse phenomena in 20
different real-world environments, ranging from rainfall to
house prices. As Fig. 5 shows, take-the-best outperformed
multiple regression in making more accurate predictions in
the majority of those 20 environments. At the same time,
take-the-best only considered 2.4 cues on average, while
multiple regression used 7.7 cues on average, demonstrat-
ing how less information can be more. Note that just as






Fig. 5 Accuracy of three different models: multiple regression,
tallying, and take-the-best (Czerlinski et al. 1999). The proportion of
correct inferences of the models is depicted for fitting existing data
(left) and for predicting new data (right). Naturally, all models do
better in fitting than in prediction. More complex models, such as
multiple regression, however, forfeit much more accuracy when
predicting new data than do more simple models such as tallying and
take-the-best
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existing data and predicting new data: The regression
model, which is the model that fits the existing data best, is
the least robust model—it does the poorest job in gener-
alizing to new data. Brighton (2006; see also Gigerenzer
and Brighton 2009) pushed these findings to the limit in a
competition between take-the-best and heavy-weight
computation machineries such as the classification and
regression trees (CART, Breiman et al. 1984) or the deci-
sion tree induction algorithm C4.5 (Quinlan 1993). He
showed that, across the same 20 data sets, it was the rule
rather than the exception that take-the-best even outper-
formed these extreme manifestations of complexicus in
predicting new data. In short, even if a decision maker
could integrate all information and engage in heavy com-
putations, in many environments he would be better off not
doing so but using take-the-best instead.
A few general principles have been identified that allow
predicting in which environments take-the-best will be
more successful than more complex alternative models,
and where it will be inferior (see Gigerenzer and Brighton
2009, for a recent overview). In environments consisting of
binary cues, take-the-best will be as successful in fitting
existing data as any linear model if the cue validities and
the cue weights in the linear model have the same order
and if the weight of each cue cannot be exceeded by the
sum of the weights of the subsequent cues (Martignon and
Hoffrage 1999). If this is the case, one calls the cue weights
noncompensatory. To illustrate, it is impossible to com-
pensate for a cue weight of 1 if the weight of each sub-
sequent cue will always be half of the previous cue, such as
would be the case with weights 1/2, 1/4, 1/8, and so forth.
If the cue weights are skewed rather than strictly non-
compensatory, this combination of cues on average still
matches or beats tallying (a model incorporating all cues,
but weighting them equally, described in detail later) and
multiple regression (Hogarth and Karelaia 2007; see also
Hogarth and Karelaia 2005, for similar results for a gen-
eralization of take-the-best to tasks involving more than
two alternatives).
In prediction, take-the-best is often as good as or better
than models that take into account more information if the
cues are highly intercorrelated with each other, that is, if
there is a lot of redundancy in the environment (Dieckmann
and Rieskamp 2007). To illustrate, imagine the extreme case
of cue intercorrelations of 1. Here, all cues carry identical
information, such that there is no difference between only
looking at one of them and looking at all of them.
When do people use take-the-best?
Numerous experiments have been conducted that investi-
gate people’s use of this simple heuristic (e.g., Bergert and
Nosofsky 2007; Bro¨der and Gaissmaier 2007; Glo¨ckner and
Betsch 2008; Bro¨der and Schiffer 2003, 2006; Newell and
Shanks 2003; Rieskamp 2006; Rieskamp and Otto 2006). In
general, people tend to make inferences consistent with
take-the-best when applying it is ecologically rational.
However, there is also a range of other determinants of
strategy selection (see Bro¨der 2009; Bro¨der and Newell
2008; for overviews). Bro¨der and Gaissmaier (2007) sum-
marized the results from several experiments as showing
that the need to retrieve cue information from memory (as
opposed to reading information on a computer screen) led
people to rely on take-the-best, especially when cues were
represented verbally and when working memory load was
high. Another task feature boosting people’s use of take-
the-best is time pressure (Rieskamp and Hoffrage 2008).
Take-the-best in the wild
Imagine a patient is rushed to the hospital with serious
chest pain. The doctor suspects acute ischemic heart dis-
ease and needs to make a decision quickly: Should the
patient be assigned to the coronary care unit or to a regular
nursing bed for monitoring?
Many doctors in this situation prefer to err on what they
believe is the safe side. As a consequence, some 90% of the
patients were sent to the coronary care unit in a rural
Michigan hospital, of which only about 25% actually had a
myocardial infarction (Green and Mehr 1997). However,
there is a price to incorrectly sending people to the coro-
nary care unit, too: An overly crowded unit is expensive
and can decrease the quality of care for those who need it,
while those who do not require it run the risk of getting a
severe infection. Something had to be done. The first
approach to dealing with this problem built on the classical
assumption that more information must be better. An
expert system (the Heart Disease Predictive Instrument,
HDPI) was developed with which doctors needed to check
the presence and absence of combinations of seven
symptoms and insert the relevant probabilities into a pocket
calculator. This expert system made better allocation
decisions than did the physicians, but the physicians did not
like using it. It was cumbersome, complicated, and
nontransparent.
As an alternative, Green and Mehr (1997) developed a
decision tree based on the building blocks of take-the-best
(Fig. 6). It ignores all probabilities and asks only a few yes-
or-no questions. If a patient has a certain anomaly in his
electrocardiogram (i.e., an ST segment change), he is
immediately admitted to the coronary care unit. No other
information is searched for. If that is not the case, a second
variable is considered: whether the patient’s primary
complaint is chest pain. If this is not the case, he is
immediately classified as low risk and assigned to a regular
nursing bed. No further information is considered. If the
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answer is yes, then the third and final question is asked to
classify the patient.
Not only was the decision tree simpler than the logistic
regression and thereby more easily accepted by the phy-
sicians, but it was also more successful. Figure 7 shows the
performance of the decision tree in comparison with the
HDPI and with the physicians’ initial performance: The
decision tree reached a higher sensitivity (proportion of
patients correctly assigned to the coronary care unit) and a
lower false-positive rate (proportion of patients incorrectly
assigned to the coronary care unit) than both the HDPI and
the physicians. It did so by considering only a fraction of
the information that the HDPI used.
On a side note, a model closely related to take-the-best
has been applied to the social scientists’ world, namely, to
prioritizing literature searches from the PsycINFO data-
base: Lee et al. (2002; see also Van Maanen and Marewski
2009) examined the performance of a take-the-best variant
in identifying articles that are relevant to a given topic of
interest (e.g., eyewitness testimony), in which they simply
ordered the cues in terms of the evidence they provide in
favor of an article being relevant. If an unread article is
found based on this cue, the search is terminated without
considering any further cues. A researcher going by this
take-the-best variant would have had to read fewer articles
in order to find the relevant ones than a person behaving in
accordance with an alternative Bayesian model. In contrast
to the take-the-best variant, the Bayesian model integrated
all available cues such as the authors of the article, the
journal it appeared in, or the keywords in the abstract to
rate the articles’ relevance. In short, take-the-best is a
powerful yet simple heuristic that helps people make
inferences when knowledge is available beyond a sense of
recognition or fluency.
Simply counting cues: tallying
Homo sapiens can simplify in more than one way. While
take-the-best ignores cues (but includes a simple form of
weighting cues by ordering them), tallying ignores weights,
weighting all cues equally. Robin Dawes already analyzed
such a heuristic in the 1970s, which we today call tallying.
It entails simply counting the number of cues favoring one
alterantive in comparison with other alternatives.
Search rule: Look up cues in any order.
Stopping rule: Stop search when m out of a total of M
cues (with 1 \ m B M) have been looked up, and
determine which alternative is favored by more cues; if
the number of positive cues is the same for both
alternatives, search for another cue. If no more cues are
found, guess.
Fig. 6 Should a patient be sent to the coronary care unit or to a
regular nursing bed? A decision tree based on variety of symptoms to
help doctors make these decisions (Source: Green and Mehr 1997)
Fig. 7 The performance of a decision tree for coronary care unit
allocations in comparison with a logistic regression tool, the Heart
Disease Predictive Instrument (HDPI), and physicians. Performance
is measured on two dimensions. The y-axis represents the proportion
of patients who have been correctly assigned to the coronary care unit
(sensitivity), and the x-axis represents the proportion of patients who
have been incorrectly assigned to the coronary care unit (false-
positive rate). Note that the HDPI classification depends on how one
wants to trade sensitivity off against the false-positive rate, which is
why there are several data points for the HDPI. Figure adapted from
Green and Mehr (1997)
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Decision rule: Decide for the alternative that is favored
by more cues.
When is it ecologically rational to rely on tallying?
Dispensing weights obviously simplifies the task, but can it
also be successful? In the original demonstrations (Dawes
1979; Dawes and Corrigan 1974), tallying proved to be
almost as successful as multiple regression, and sometimes
even better. In a more extensive test across a wide variety
of environments, Czerlinski et al. (1999) replicated this
result (see Fig. 5). Since multiple regression tended to
overfit the data, tallying had, on average, a higher predic-
tive accuracy. The point, however, is not that tallying is
always superior to multiple regression. The interesting
question is to figure out when this is the case. Einhorn and
Hogarth (1975) found that unit weight models were suc-
cessful in comparison with multiple regression when the
ratio of alternatives to cues was 10 or smaller, when the
linear predictability of the criterion was small (R2 B .5),
and when cues where highly intercorrelated.
When do people rely on tallying strategies?
So far, relatively few studies have identified conditions
under which people would predominantly use a tallying
strategy. Interestingly, it seems that people prefer to dis-
pense with particular cues (such as take-the-best does) than
with cue weights. A reanalysis of a total of 5 experiments
including 415 participants could only identify 83 partici-
pants who seemed to have relied on tallying, compared to
198 participants relying on take-the-best (Bro¨der and
Gaissmaier 2007). Moreover, there were even slightly more
participants who seemed to rely on a weighted additive
strategy than on tallying (90 vs. 83). This is consistent with
results by Rieskamp and Hoffrage (2008) who also found
that the majority of participants relied on either a general
form of take-the-best (called LEX) or a weighted additive
strategy, but that a unit weight tallying strategy (called
ADD in that paper) only captured very few participants.
We can only speculate why this is the case.
One reason might be methodological: The aforemen-
tioned studies have investigated rather small worlds, in
which participants could easily consider the cue weights
for all cues, as there are usually not more than 4 or 5 of
them. In larger worlds, where several cues are available,
one might expect that people dispense with the cue weights
and—as the number of cues increases—with the cues
themselves, similar to how people seem to form consid-
eration sets of alternatives in consumer choice.
Another reason might be ecological: In the wild, people
often face a trade-off between exploiting available
information and exploring it. Unit weight strategies such as
tallying seem to aid exploring available information. By
considering all cues, and weighing them equally, a person
can learn which cues work best in a given task. Strategies
such as take-the-best, in turn, help exploit information,
basing decisions on the cues that are known to work best and
ignoring the rest. In fact, Rieskamp and Otto (2006) provided
evidence to suggest that people will often start out at an
unknown task with exploring all cues, which looks like a
weighted additive strategy. As their knowledge about the
cues increases, they tend to consider fewer. This also mat-
ches the observation that ignoring information is part of
expertise in the domain of medicine. For instance, contrary
to the assumption that more information is always better,
more knowledgeable medical professionals have been found
to reach better decisions by using less information than less
knowledgeable medical professionals (Reyna and Lloyd
2006). Similarly, in an experimental study, both policemen
and burglars relied on much fewer pieces of information to
predict which of two residential properties was more likely
to be burgled than did graduate students (Garcı´a-Retamero
and Dhami 2009). More generally, what has been labeled
analytic, or deliberate thinking often decreases with the
acquisition of expertise, particularly in routine environments
(e.g., Ericsson et al. 2007; Shanteau 1992).
Tallying in the wild
Despite the global financial crisis that is happening while
we write this article, which is yet another demonstration that
stocks are notoriously uncertain, decision makers might
want to invest their money in N funds. They need to decide
how to allocate their financial resources and could consider
it a good idea to look into what people do who have more
expertise. Harry Markowitz is such an expert: He developed
a strategy to optimally allocate money, the mean–variance
portfolio, for which he received the Nobel Prize. What
would be more reasonable than to assume that he would
invest his capital according to this portfolio? Well, he did
not. Instead he relied on a variant of the tallying (or unit
weight) model, 1/N, which simply allocates financial
resources equally across all alternatives. Such a simple
strategy cannot be successful, can it? It can, as was dem-
onstrated with a comparison of the 1/N rule with 14 opti-
mizing models in seven investment problems (DeMiguel
et al. 2009). To estimate the models’ parameters, each
optimizing strategy received 10 years of stock data and then
had to predict the next month’s performance on this basis.
The same procedure was then done, with a moving window,
for the next month, and so forth, until no data was left. Note
that 1/N does not have any free parameters that need to be
estimated. Nevertheless, it was quite successful on several
financial criteria. It came out first on certainty equivalent
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returns, second on turnover, and fifth on the Sharpe ratio,
respectively. None of the far more complex optimizing
models could consistently beat 1/N.
Tallying strategies are also used in decision aids for
avoiding avalanche accidents when traveling in avalanche
terrain: The obvious clues method checks how many out of
seven cues have been observed en route or at the slope that
is evaluated (McCammon and Ha¨geli 2007). These cues
include whether there has been an avalanche in the last
48 h and whether there is liquid water present on the snow
surface as a result of recent sudden warming. When more
than three of these cues are present on a given slope, it
should be considered dangerous according to the obvious
clues method. With this simple tallying strategy, 92% of
the historical accidents (where the method would have
been applicable) could have been prevented.
In short, tallying and its variants for capital allocation
and avalanche forecasting are successful rules of thumb in
an uncertain world: Throwing away weights makes these
strategies at the same time simple and robust enough for
predicting uncertain events.
How cognitive limitations can be beneficial
‘‘Everyone blames his memory, no one blames his judg-
ment,’’ de La Rochefoucauld (1898, p. 13) proposed in
‘‘Reflections; or Sentences and Moral Maxims’’ in 1678.
Actually, if it were not for our imperfect memory, we
probably would need to blame our judgment more. Not that
we have a choice, but if we did, it seems that we would
need to choose to either have a perfect memory, but worse
judgment as a result of it, or to live with our perforated
memory, but be able to make good judgments.
Of course it is not as simple as that, but it is not only
heuristics for making judgments and decisions that benefit
from being simple. Also, the core capacities that the heu-
ristics exploit—such as memory—filter information, sep-
arating out the irrelevant and highlighting the relevant. As
we will demonstrate next, there is growing evidence from
several domains that cognitive limits, biases, and other
constraints in our core capacities can be beneficial (for an
overview, see Hertwig and Todd 2003).
A limited memory aids heuristic inference
An important function of memory is not simply to store all
information that is encountered, but rather to provide the
cognitive system with important, relevant information
when it is needed. According to Anderson and colleagues’
rational analysis of memory (e.g., Anderson and Milson
1989; Anderson and Schooler 1991, 2000; Schooler and
Anderson 1997), the cognitive system retrieves memories
as a function of how likely they will be needed to achieve
some processing goal.4 In doing so, human memory capi-
talizes on a person’s history of past encounters with objects
(e.g., stock names), which, in turn, can be indicative of how
likely objects are to reoccur in the environment and be
needed in the future. In their view, human memory
essentially makes a bet, namely, that as the recency and
frequency with which a piece of information has been
encountered increases, so too does the probability that this
information will be needed to achieve a given processing
goal in the future. Conversely, the more time that has
passed since an object has been encountered, the less is the
likelihood that memories of the object will need to be
retrieved in the future and, ultimately, memories of such
objects can be forgotten. This way, memory drops out-
dated, largely irrelevant information and gives a retrieval
advantage to recently and frequently encountered, most
likely more relevant information.
To illustrate their point, Anderson and Schooler (1991)
analyzed environments consisting of text and word utter-
ances. For instance, in an analysis of recorded conversa-
tions of children’s speech, they observed that the
probability of a particular word utterance decreased as a
function of the amount of time that passed since the word
was last uttered. Similarly, the likelihood of recalling a
memory of a given object drops as a function of the amount
of time since the object was last encountered. In fact, in
various environments, they found strong correspondences
between regularities in the patterns of occurrence of
information (e.g., a word’s recency and frequency of
occurrence) and the classic forgetting and learning func-
tions (e.g., as described by Ebbinghaus 1885/1964).
The interplay between cognitive limitations such as the
forgetting of information and the workings of heuristics
can be illustrated with both the recognition and the fluency
heuristic. In computer simulations and mathematical anal-
yses, Goldstein and Gigerenzer (2002) showed how
knowing less can help a person make more accurate
inferences when using the recognition heuristic. In later
computer simulations, Schooler and Hertwig (2005) then
provided evidence that some forgetting could additionally
fuel the accuracy of both the recognition and the fluency
heuristic, providing these heuristics with the most relevant
information, rather than with all the information a decision
4 In contrast to the fast and frugal heuristics framework, the rational
analysis makes the assumption that the goal of an organism is to
respond optimally to a given stimulus. The Bayesian analysis, which
has been used to define the optimal response, has been criticized (e.g.,
Brighton and Gigerenzer 2008), and in fact, a key tenet of the fast and
frugal heuristic framework is that organisms do not need to optimize
in order to behave adaptively. Quite the contrary: often optimization
is not an option, for instance, because a problem is intractable or
because it is ill defined (e.g., Gigerenzer 2004b).
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maker would have been able to accumulate throughout her
lifetime if she had a perfect memory (Fig. 8).
In a related vein, Marewski and Schooler (2009) argued
that limits in the ability of the human memory system to
detect certain characteristics of memories can help a person
choose between different heuristics when facing a task. In
particular, their series of computer simulation studies and
experiments suggest that the interplay between the human
memory system and the structure of information in the
environment constrains the choice set of heuristics that can
be applied to solve a given task, giving rise to what they
called different cognitive niches of the heuristics in the
adaptive toolbox—niches that can make it easier and faster
to rely on a given heuristic when using it is also most likely
to result in accurate inference.
Less capacity can be more
Contrary to the view that many cognitive biases result from
people being not smart enough, there is evidence that some
biases actually decrease with limited cognitive capacities
(or are related by a U-shaped function to them; see Weir
1964). Let us illustrate this point with a classical choice
anomaly, probability matching (see Vulkan 2000 for a
review of the literature). In the typical task, people
repeatedly have to predict which of two events would occur
on the next trial. Assume that event E1 occurs with a
probability of p(E1) = 0.75, while event E2 only occurs
with p(E2) = 1 - p(E1) = 0.25. Given that the succession
of events is serially independent, the best people could do
is always predict the more frequent event E1. This strategy
is called maximizing and would yield an average accuracy
of 75%. However, the modal strategy is probability
matching, that is, to predict the events in proportion to their
probability of occurrence, with an expected accuracy of
only 62.5% on average (0:75  0:75 þ 0:25  :25).
Why do people fail to see the optimal solution in such a
simple task? The typical assumption is that people are not
smart enough (e.g., West and Stanovich 2003). In contrast
with that view, however, there is convergent evidence
showing that beings with lower cognitive capacities, such as
children, pigeons, people with a lower short-term memory
capacity or people who are distracted by a secondary task,
are more likely to maximize than human adults (e.g., Weir
1964; Kareev et al. 1997; Wolford et al. 2004). The finding
that lower cognitive capacities actually foster maximizing
instead of preventing it suggests that probability matching
could be the result of a more complex strategy—people
explore the space of hypotheses on how to improve per-
formance on the task. One hypothesis participants typically
entertain in probability learning tasks is that there are pat-
terns in the sequence, and any reasonable pattern tends to
match the probabilities. Since there are no patterns, how-
ever, searching for patterns is counterproductive. Therefore,
people who do not search for patterns, for example, because
of capacity limitations, are more likely to settle on maxi-
mizing and will be more successful. In fact, Gaissmaier and
Schooler (2008) showed that probability matchers who
would typically be assumed to be irrational are actually
better in finding patterns in sequences. Likewise, explor-
atory behavior resulting in probability matching can help
people detect changes in the environment (Gaissmaier et al.
2006). What works poorly in one environment, namely,
searching for patterns if there are none and ending up with
suboptimal probability matching, may work well in another
where it can help to actually find patterns if they exist, in
this way adapting to changes in the environment.
Similarly, DeCaro et al. (2008) demonstrated that lower
working memory capacity actually helped people learn
category structures that require implicit procedural learning,
which is largely outside of conscious control. For category
structures that can be more successfully learned based on
explicit hypothesis testing, however, the opposite was true:
Here, participants with a higher working memory capacity
were more successful. Congruent with the probability
matching case, this example illustrates Simon’s (1990) point
that one always needs to consider both the structure of the
task and the cognitive capacities of the actor.
The importance of starting small
Many of our international colleagues who have joined the
ABC Research Group in Berlin take advantage of their stay
in Germany and try to learn German. Quite often, these
Fig. 8 Performances of the recognition and fluency heuristics vary
with decay rate, that is, the amount of forgetting in declarative
memory: Both too much forgetting (on the very left end of the x-axis)
and too little forgetting (on the very right end of the x-axis) hurt the
proportion of correct inferences that can be made by using the
heuristics. Intermediate levels of forgetting are best (Reprinted with
permission from Schooler and Hertwig 2005)
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colleagues find it frustrating how hard it is to master the
language. And some of them suffer from the even more
frustrating experience of having their children confront
them with fluent German they have picked up in the local
kindergarten or school. Why do children achieve a high
level of mastery of this difficult language, in which even
substantives have one of three genders? Part of their suc-
cess seems to result from their cognitive limitations.
Newport (1990) formulated this less-is-more hypothesis
with regard to language acquisition. She proposed the fol-
lowing: Adults have greater capacities than children. They
are thus able to learn language strings as a whole and do not
have to analyze them further. In this manner, they are
learning faster, but they are not able to reach the final level
of mastery. Children, in contrast, are not able to learn lan-
guage strings as a whole due to their smaller capacities, so
they have to break them down into fragments. This enables
them to learn the internal structure of the language and to
successfully recombine parts of the strings in novel forms.
Thus, they are learning more slowly, but they are better in
the end. Building on this idea, Elman (1993) stressed the
importance of ‘‘starting small.’’ In a series of neural net-
work simulations, he showed that a system with unlimited
processing capacity failed to master the grammar of a
complex language if confronted with the entire language.
Instead, mastery was possible for a limited but gradually
increasing system. Cochran et al. (1999) took an experi-
mental approach to study this phenomenon. Two groups of
adults had to learn a sign language. One of these groups was
given a concurrent task during the learning phase to
decrease working memory capacity. In the other group,
there was no concurrent task. Adults learning the sign lan-
guage without a concurrent task showed faster learning of
studied materials. But the concurrent task group did better
in generalizing what they had learned to new contexts, what
can be seen as a higher level of mastery. As an alternative to
limiting the learning capacities, Kersten and Earles (2001)
reduced the complexity of the learning environment, with
the same effect: Adults learned a miniature artificial lan-
guage better if presented with small bits of language than
when confronted with the full complexity at once.
Thinking less can be more
‘‘When you ask the centipede how it manages to coordinate
its thousand feet, it will stumble,’’ an almost prototypical
example in lessons about skill acquisition goes. It nicely
illustrates that once one has completely internalized a
motor skill, it is good not to think about how exactly one
does it anymore. Demonstrating how too much thinking
can hurt, Beilock et al. (2002) found that expert golfers
performed better when they were distracted by a secondary
task than when they were asked to pay attention to their
performance. For novices, in turn, distraction did not pay—
they played better when focusing on their skills.
Thinking less is also beneficial for experienced handball
players. Johnson and Raab (2003) showed players videos of
situations from a game. After a while, the video was stopped
and held in a freeze frame. Players were instructed to
imagine they were the player with the ball in the video and
to spontaneously say what they would do next. Would they
pass the ball to another player, shoot on the goal, or do
something else? After their spontaneous reaction, they were
given more time and asked to generate as many further
options as possible. Finally, they were asked to choose one
of all the options they generated. Their choices and all the
other options they generated were later on evaluated by four
qualified professional-league handball coaches. The first,
spontaneous option was the best option on average. The
more players thought about it, the more alternative options
they generated, the more they started to distrust their initial
intuition and the more they ended up deciding for an option
that was actually worse than their first, spontaneous idea.
In short, these examples illustrate that complex tasks do
not always need extensive thinking. Rather, sometimes even
the opposite seems to be true: Less thinking can outperform
more thinking in certain situations, and the limitations of
their cognitive machinery can help people think less.
Conclusion
Do good judgments need complex cognition? A glance into
the literature, which is populated with complex Bayesian
and other models, suggests that the answer is yes. Coun-
tering this view, here we have reviewed evidence to sug-
gest that actually the opposite may be true: Simple
cognitive mechanisms can outperform more complex
cognitive machinery, which is prone to overfit irrelevant,
noisy, and meaningless information in a fundamentally
uncertain world. As human cultural evolution continues at
a rapid pace, the environment in which we humans live
changes dramatically. While the world continues to have
its dice and random number generators built in, today
humans not only have to forage for food and mates, but
also need to cope with vast environmental pollution,
massive information overload, colliding cultures, ever
more destructive weaponry, and extremely sophisticated
technology. One can only hope that Homo sapiens’ cog-
nition has the right degree of simplicity and robustness to
pass this ongoing test of generalizing to new situations.
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