Biomolecular simulations require increasingly efficient parallel codes. We present an efficient communication algorithm for irregular problems exhibiting an all-to-many communication pattern. The algorithm is developed using message passing on distributed memory machines and assumes explicit knowledge of the interconnection topology. The algorithm maximizes locality of interprocessor communication by adopting to an arbitrary interconnection topology and at the same time takes multiprocessor nodes into account. The solution is incorporated into our implementation of the fast multipole method with periodic boundary conditions used for molecular dynamics simulations, but we believe it generalizes to many algorithms demonstrating an all-to-many communication pattern. We show that an irregular algorithm can be forced to behave like a systolic algorithm.
INTRODUCTION
Simulations of biological systems at the molecular level are required at increasing complexity. Multi million atom simulations are now common for biological systems. Multiscale methods are a important method for reducing the to the performance of demanding applications. One of the things we show in this paper is the magnitude of improvement which can be achieved if topology of such networks is utilized properly.
In section 2 we briefly introduce the computational problem which generates the network traffic under consideration. In section 3 we introduce interconnection topologies which serve the purpose of evaluating the original traffic generated by the computational problem, as well as the performance of the data diffusion communication algorithm. Section 4 introduces the core concepts of data diffusion and section 5 presents the performance of the algorithm. In the paper we discuss eight different interconnection topologies and ten different mappings of the computational domain to the topologies. However in an attempt not to make the discussion obscure we use the same fixed number of processors in each case and also keep all the parameters of the computational problem fixed.
THE FAST MULTIPOLE METHOD 2.1. The serial fast multipole method
Since the communication load under investigation is the one generated by a specific algorithm, a few words about the algorithm are in order. We would like to note however that we chose to give a description here which is rather simplistic. More complete descriptions are in the literature [9] [10] [11] [12] [13] . The algorithm is the fast multipole method (FMM) by Greengard and Rokhlin [9, 10] , in its nonadaptive formulation, with fast Fourier transform acceleration by Elliot and Board [14] , and periodic boundary conditions implemented with macroscopic expansion (ME) by Lambert, Darden and Board [15] . The algorithm is used to solve the underlying N-body problem of calculating electrostatic interactions in molecular dynamics simulations and is closely related to the class of algorithm referred to as treecodes and taking their origin in the work of Barnes and Hut [16] .
In FMM a region of space, usually of cubic shape, is recursively subdivided into smaller cells. In the nonadaptive FMM all cells are arranged in a perfect octal tree where each level contains eight times the number of cells of the higher level. For further discussion we set the number of levels to five, which results in the number of leaf cells being equal to 8 4 = 4096 and the total number of cells being equal = 1 + 8 + 64 + 512 + 4096 = 4681. This number of levels is appropriate for typical molecular dynamics simulations of systems of sizes between 30K and 100K atoms. Majority of computation and communication in FMM is contained in two phases of the algorithm, referred to as the direct phase and the multipole to local (M2L) phase. In the direct phase, each cell interacts with an inner layer of neighbor cells directly adjacent to it. In the M2L phase, each cell interacts with an outer layer of cells enclosing the inner layer. Those layers are also commonly referred to as interaction regions or interaction zones. The interaction zones can have different shapes and sizes. In our implementation we utilize the idea of spherical interaction zones with superblocks described by Elliot [17] . Here we assume the direct zone of 93 cells and the multipole zone of 315 cells. The complete FMM algorithm consists of the following steps:
(1) Multipole Phase (a) Multipole Expansion Calculation: Electrostatic field in each of the 4096 leaf cells is expressed in terms of multipoles. (b) Upward Pass: The multipole information is propagated upwards to the 585 cells on 4 higher levels. (c) M2L Phase: Each of the 4681 cells on all levels accumulates multipole information from the 315 cells of its multipole zone. (d) Downward Pass: The information gathered in the higher levels is propagated downwards and accumulated in the 4096 leaf cells. (e) Local Expansion Evaluation: The information gathered in the previous steps is utilized by each of the 4096 leaf cells. (2) Direct Phase: Each of the 4096 leaf cells calculates interactions with 93 cells of its direct zone.
The parallel fast multipole method
Although in our implementation the number of processors is completely flexible, for the simplicity of further discussion we assume it to be 64. It is a reasonable number for which communication matrices, introduced in the following section, can be clearly plotted and which allows for easy construction of regular interconnection topologies introduced further in the paper. Our method is not restricted by this choice for our demonstration.
The main problem addressed in the parallel implementation is domain partitioning. For this purpose we make extensive use of the Hilbert space-filling curve [18] , which, for each level of refinement, spans the cells with a continuous line, creating one dimensional ordering of cells. This way the three dimensional problem of partitioning simulation space is reduced to one dimensional problem of partitioning a continuous curve. The problem is a little simpler in the direct phase,where we partition only the cells of the highest level of refinement, which occupy the leaf nodes of the octal tree. Here the Hilbert curve of the highest degree is cut into pieces with approximately equal workload in terms of particle to particle calculations. It is a similar solution to the one proposed by Warren and Salmon [19] [20] [21] except for the use of Hilbert curve instead of Morton curve. The problem is slightly more complex in the multipole phase where cells on all levels are subject to partitioning. Here the order of cells is created by post order depth-first traversal of the octal tree, where on a given level, cells are ordered by Hilbert ordering. In other words we follow a Hilbert curve on each level, but thread lower level cells with higher level ones.
In the direct phase load balanced partitioning is dependent on particle distribution. However load balanced partitioning of the multipole phase is not distribution dependent in case of nonadaptive FMM with periodic boundary conditions. As we do not deal with the direct phase here, we assume each cell has exactly the same computational load associated with it and we simply try to assign approximately equal number of cells to each processor. In our case partitioning 4681 cells to 64 processors results in each processor hosting either 73 or 74 cells.
FMM communication characteristics
The heaviest communication occurs in the M2L phase when each processor has to receive the information about cells in its multipole zone located on other processors and send its own data to processors which need it. The situation may be concretely illustrated: There are 4681 cells in total distributed to 64 processors resulting in each processor being a host to either 73 or 74 cells. Each of these cells has to be sent to around 24 destinations. Each processor sends approximately 1730 messages and the total number of messages exchanged in the system is thus 110159.
It is important to point out that the traffic possesses both regular and irregular features. Most important regularities in the communication pattern stem from the fact that messages are all equal in size (between 1KB and 2KB depending on the numerical accuracy assumed for a given run) and all processors send and receive approximately equal number of messages. The essential irregularity is that each message travels to a sizeable fraction of all the processors and almost each message travels to a different set of destinations, so in our view it is a great example of strongly irregular all-to-many communication.
Here we would like to introduce a graphical representation of the communication patterns in the form of a communication matrix. In general terms a communication matrix is an N × N matrix, where N is the number of processors in the system and the element (k,l) contains the value which represents the amount of communication between processors k and l. To be more specific, element (k,l) represents the amount of information sent from processor k to l, in which case element (l,k) represents the amount of information received by processor k from processor l, so in general the matrix is not symmetric. We plot the communication matrix with darker elements representing more communication and lighter elements representing less communication. The values are normalized so that black refers to the maximum and white refers to no communication. As we will see shortly, order of the rows and columns may be chosen arbitrarily to expose certain characteristics of the traffic. Fig. 1 shows two representations of communication matrix for our parallel problem. In the left one, rows and columns represent processors in simple consecutive order. In the right one they are rearranged using Hilbert ordering to reflect the domain partitioning of the problem described in section 2.2. As we show in the following section, this exposes the toroidal nature of the traffic. Also we plot a set of bars next to each matrix, which represent relative amount of sends issued on each processor. Like we will see later on, various communication algorithms may violate the uniform distribution. We will also see that the same will not apply to receives, whose load will always be 562
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EVALUATION TOPOLOGIES 3.1. Introducing the topologies
In this section we introduce interconnection topologies, which will be used, first to analyze the original traffic of FMM, and then to analyze the performance of the data diffusion algorithm. The topologies include:
• Linear Array: Network nodes are simple uniprocessors and arranged in a one dimensional array of length 64 where each node is connected to two adjacent nodes, except for the first node and the last node which are connected to one adjacent node. Here we introduce a graphical representation of interconnection topology in the form of a proximity matrix, which characterizes system connectivity similar to a communication matrix, which characterizes traffic. A proximity matrix is an N × N matrix, where N is the number of processors in the system and the element (k,l) contains the value which represents the proximity of processors k and l. Our proximity matrices will use a simplified representation with only two colors, black and gray, representing the closest proximity and the next closest proximity in the system, accordingly. For interconnections with multiprocessor nodes, closest proximity signifies processors located in the same node, and next closest proximity signifies processors located in directly connected nodes. For interconnections with single processor nodes closest proximity signifies processors located in directly connected nodes and next closest proximity signifies processors separated by one network hop. Fig. 2 shows the proximity matrices for interconnections introduced in this section.
Interconnection topologies can also be characterized by a number of quantitative parameters. Here we chose to use network diameter and average network distance. We would like to point out that these metrics apply to the internode connectivity of our topologies, not interprocessor connectivity. Table  3 .1 presents characteristics for the interconnections introduced in this section.
Mapping of the problem to the topologies
Before we proceed to the assessment of the traffic on the different interconnection topologies we need to explain how the problem is mapped to those topologies. As we explained before, all cells of the multilevel decomposition, or nodes of the octal tree, are arranged in a certain order. Hilbert curves are used to traverse each level of the three dimensional space decomposition of the underlaying problem and post order depth-first traversal of the octal tree is used to mix higher level cells with lower level cells. This ordering is than overlayed over a particular ordering of processors in each topology.
Now we explain what orderings of processors are used. For multiprocessor nodes we always use consecutive order of processors within nodes. For the linear arrays simple consecutive order of nodes is used. For the binary cubes the usual order of nodes using Gray code is used. For both mesh and torus two different orders are used. First one is a straightforward row/column order. Second one is Hilbert order analogous to the order of cells in FMM, except here we are simply traversing a 4 × 4 × 4 array of processors and there is no notion of multiple levels.
The presented approach to mapping is very rudimentary. In principle the goal of mapping in FMM would be to reflect the proximity of cells in simulation space in the proximity of processors with a particular interconnection. This is a separate combinatorial problem which we are not going to address here. We simply choose the obvious cases for the purpose of evaluation of the data diffusion algorithm. By the same token our mappings are not expected to be optimal, except for the Hilbert mappings, which most likely are optimal, although we are not going to attempt a formal proof here. 
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Performance of FMM on the evaluation topologies
In this section we would like to quantitatively characterize the traffic generated by the FMM code on the interconnections introduced in the previous section. First we present the measures which we will use. We decompose the total amount of traffic into three fractions defined as follows:
• Intranode: information exchanged between processors residing in the same node, • Direct: information exchanged between directly connected nodes, • Indirect: information exchanged between nodes which are not directly connected. We also use average message distance, which is the average number of network links which messages travel on a given topology with a given mapping. In this case only internode messages are taken into account. Also we assume that messages exchanged between nodes which are not directly connected are routed along shortest paths. Table 3 .3 presents numerical values for all the statistics. Fig. 3 shows the breakdown of the traffic into different fractions and Fig. 4 compares average message distances against network diameters for different topologies. The results show what was to be expected. For the interconnections with multiprocessor nodes, with growing number of nodes and shrinking size of internode network, the amount of intranodal communication grows and the amount of internode communication declines. We may also notice that the torus performs slightly better than the mesh and that Hilbert mapping performs slightly better than row/column mapping. Overall however only a tiny fraction of communication is contained within multiprocessor nodes and only a tiny fraction of network communication is exchanged between adjacent nodes. The great majority of communication has to be routed through the network and the average message distance is closely tied to the average network distance. In other words our traffic shows no signs communication locality.
THE DATA DIFFUSION COMMUNICATION ALGORITHM
Although our concept of using data diffusion was conceived during the work on improvement of scaling of the FMM code, it is necessary to point out that the term data diffusion is a hardware concept and relates to a class of scalable shared memory multiprocessors. Two most prominent data diffusion architectures are the Kendall Square Research KSR-1 [22, 23] and the Data Diffusion Machine (DDM) [24] [25] [26] [27] [28] . These architectures implement shared address space on top of physically distributed memory, but inlike NUMA or ccNUMA they utilize strictly associative organization of memory, where data items are completely decoupled from physical locations and migrate or replicate (diffuse) to processors as needed. In KSR-1 the memory consistency protocol is implemented through a mixed hardware and operating system software approach (page oriented), whereas in DDM the memory consistency is achieved strictly in hardware (item oriented). Both machines utilize a hierarchical directory structure for memory management. The interconnection fabric is provided by a hierarchy of rings in the KSR-1 machine and by hierarchy of busses in the early designs of the DDM machine and by point-topoint links in the later designs. What our data diffusion communication model has in common with the data diffusion scalable multiprocessor architectures is the goal of maximizing locality of communication. Here however the objective is to design effective data distribution mechanism in a message passing program with an all-to-many communication pattern. The mechanism is implemented on the application level and assumes explicit knowledge of the interconnection topology. We will comment on the feasibility of this assumption later on. The parallel problem can be formulated using the producer/consumer scheme, where the producers create data, which then has to be delivered to the consumers who need them. In our case of all-to-many communication each piece of data has one producer and many consumers. We can formulate the data distribution problem from both the consumer perspective and the producer perspective as follows:
• Consumer Perspective: When the time comes to process a particular piece of data, the consumer is interested in fetching it from the producer. However it may be more efficient to fetch the data from another consumer who already fetched it from the producer. This behavior is characteristic to the data diffusion architectures mentioned before. • Producer Perspective: As soon as the data is produced the producer intends to deliver it to the interested consumers. Given the locations of consumers the producer may attempt to optimize the data distribution process. Alternatively the producer may only distribute the data to the consumers in its nearest proximity and delegate to them the task of further distributing the data to other consumers who need it. This behavior, which we will refer to as spontaneous data diffusion, is the essence of our algorithm.
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The main drawback of the consumer oriented approach is that its performance depends on the behavior of consumers who may access data in a way which will cause it to travel an unoptimal path through the system. The strength of the producer oriented approach is the ability to force the data to travel an optimal path and to force the consumers to process the data as it gradually spreads through the system in a way that actually resembles the physical process of diffusion. In general, however, designing a global data dissemination plan is a difficult optimization problem, especially for irregular problems. The idea of spontaneous data diffusion is a simple heuristic that simplifies the problem while still guaranteeing optimality in some aspects.
The spontaneous data diffusion algorithm relies on the following organization:
• Each data set has a producer, p, associated with it,
• Each data set has a set of consumers, C, associated with it,
• Each producer knows all consumers of each data set,
• Each consumer knows all other consumers of each data set,
• Each processor knows the proximity of other processors. Proximity in the system is expressed through the proximity matrix where the distance d(i, j) between each pair of processors i and j is expressed by the number of network links separating these processors. For now we disregard the case of multiprocessor nodes. The most important rules of the spontaneous data diffusion are those which determine to which processors a data set is forwarded by a processor participating in the distribution of the data set. This is decided by the following principles: A processor i is either a producer or a consumer of a data set and sends that data set to each processor j such that:
• Processor j is a consumer of the data set, • Processor j does not possess the data set yet, • There is no intermediate consumer, k, in-between processor i and j:
The communication is scheduled in a round-robin fashion by processors according to their rank, with each processor scheduling one send at a time. First, each processor sends all data sets for which it is the producer. Then in turn each processor forwards data sets for which it is a consumer to other consumers. Processing of data follows the order of its dissemination in the system. In other words each processor processes data sets in the order of their reception, which resembles the bahaviour of a systolic array [29] . Fig. 5 presents a simplified flowchart of the algorithm. In the case of multiprocessor nodes processors k d i k d i j d k j d i j i p C j k : , , , , , , ,
occupying the same node are assigned a distance equal to zero in the proximity matrix. In such case, a message is transferred to one consumer in a node, which is then responsible for distributing it to all other consumers in that node. This function is equally shared by all processors within a node. It is a minor extension of the algorithm which readily integrates into the framework. The important feature of the algorithm is that it does not increase the number of messages exchanged in the system and never sends a message to a processor that does not need it. Figure 5 . Simplistic flowchart of the spontaneous data diffusion algorithm.
FMM WITH DATA DIFFUSION
In this section we present performance of FMM on the topologies introduced in section 3.1 with communication scheduled using the spontaneous data diffusion algorithm. We present communication matrices and also characterize the performance quantitatively using the metrics introduced in section 3.3: the fractions of intranode, direct and indirect communication and the average message distance. Fig. 6 shows communication matrices for FMM with data diffusion on our evaluation topologies without the cases where the favored Hilbert mapping was used. By inspection of the matrices we can make the following observations:
• The matrices have a much more sparse nature than the original communication matrix of FMM from Fig. 1 , • We can clearly see the block-diagonal structure of the matrices corresponding to the interconnections with multiprocessor nodes, • The matrices resemble the proximity matrices of their corresponding interconnections from Fig. 2, • The distribution of sends among processor, although not as even as the original, is still fairly uniform. The effect is yet more prominent in Fig. 7 which shows the results for both mesh and torus with Hilbert mapping. Table 3 presents numerical values for all the statistics. Fig. 8 shows the breakdown of the traffic into different fractions and Fig. 9 compares average 572
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message distances against network diameters. We can see that the application of the data diffusion algorithm basically inverted the original proportions.
In particular:
• On the interconnections with multiprocessor nodes a substantial portion of traffic is now contained within the nodes (35%-75%), when it was only a small fraction before (4%-25%), • On all interconnections only a small fraction of traffic travels more than one network link (<30%), when in the original solution most of traffic would travel more than one link (>50%), • On most interconnections the average message distance used to be close to the average network distance, when now, in most cases it is close to one. We can also see that although the results for the mesh with Hilbert mapping are comparable to other interconnects, the results for the torus with Hilbert mapping are impressive. In this particular case, the application of the data diffusion algorithm together with a mapping which follows closely the domain decomposition resulted in almost complete elimination of long distance traffic. Out of 110,159 messages exchanged in the system only 77 have to travel more than a single network link, which amounts to 0.07% of communication with an average message distance equal to 1.0007. 
COMMENTS ON TREES
Our algorithm is concerned exclusively with interprocessor distances assuming the same capacity of each network link. This assumption is poor for indirect networks of tree topology. Whether the interconnection is a tree, a fat tree or a butterfly/delta tree the proximity matrix has the same structure depicted on Fig. 10 . We notice that in a binary tree with 64 processors each processor perceives 32 processors as having the same proximity to it. In case of a ternary tree each processor perceives 48 processor as having the same proximity. In other words the processor treats half of the network or three fourths of the network as one huge multiprocessor node. This results in the algorithm producing as poor a communication schedule as if the same proximity was assumed between all nodes. This does not mean either that delta trees are bad interconnections nor that the data diffusion algorithm cannot be used to schedule communication for them. The strength of these topologies is that they embed other topologies well, so the obvious solution is to schedule communication for a tree by providing a proximity matrix of another, more optimal, imbedded topology. There is for instance a well known connection between butterflies and hypercubes, although we should be careful not to confuse the case of an indirect butterfly network and a direct hypercube network. array and as we can see from Fig. 6 the resulting traffic should already perform very well on a tree interconnection. The topic is well worth further investigation.
COMMENTS ON THE FEASIBILITY OF DATA DIFFUSION
The question of feasibility of data diffusion is the question of existence of mechanisms capable of providing the topology information to the application. Two cases can be taken advantage of immediately. The MPI mechanism of process topologies can be utilized to arrange processes in a desired topology. The question remains if the implementation will do a good job mapping the topology to the actual interconnection. Today in many cases it would not. Otherwise we have the case of multiprocessor nodes, where the information about the number of processors per node can relatively easily be provided to the application. Ultimately however it would be the best if the application could have access to the actual proximity matrix of the particular interconnection and although we do not know of a system that would provide such functionality (other than the user-programmer) it is something that could be implemented rather easily.
CONCLUSIONS
In our work on parallelization of the fast multipole method we have run into the problem of parallel scaling which we blamed on poor locality of communication.
We did not see any other way to address the problem, but to assume the interconnection topology is known. With that assumption we proposed a simple heuristic algorithm which schedules an all-to-many traffic attempting to minimize the distances which messages travel in the system. Our results showed the magnitude of improvement which was achieved.
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FUTURE PLANS
The most important issue not addressed in this article is the problem of domain mapping.We restricted the choice of mappings to the straightforward cases without putting any effort into optimizing mapping on any topology except for the torus where the optimal mapping was obvious. Similar results could most likely be achieved on other topologies if the mapping was optimized, especially for a hypercube which for the chosen number of processors is as rich an interconnection as a torus in terms of network degree (six links per node for a 3D trus and a 6D binary cube). Domain mapping is an interesting optimization problem on its own and probably even more interesting in the context of data diffusion. The problem of domain mapping can also be approached from another angle. If optimal mapping is known for a particular topology we may collapse the problem of mapping to the problem of embedding one topology into another, for instance construct a mapping for a hypercube by mapping the domain to a torus and embedding the torus in the hypercube. Probably the most interesting question however is the one of applicability of the idea of data diffusion to other problems in the domain of computational science.
