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Abstract
Let V be a vertex operator superalgebra with the natural order 2 automorphism
σ. Under suitable conditions on V , the σ-fixed subspace V0¯ is a vertex operator
algebra and the category CV0¯ of V0¯-modules is modular tensor category. In this
paper, we prove that CV0¯ is a fermionic modular tensor category and the Mu¨ger
centralizer C0V0¯ of the fermion in CV0¯ is generated by the irreducible V0¯-submodules
of the V -modules. In particular, C0V0¯ is a super-modular tensor category and CV0¯ is a
minimal modular extension of C0V0¯ . We provide a construction of a vertex operator
superalgebra V l for each positive integer l such that C(V l)0¯ is minimal modular
extension of C0V0¯ . We prove that these modular tensor categories C(V l)0¯ are uniquely
determined, up to equivalence, by the congruence class of l modulo 16.
1 Introduction
Modular (tensor) categories are mathematical formalization of topological phases of mat-
ters, which are also called topological orders [W]. The 2+1D symmetry protected topo-
logical (SPT) orders are recently described by the using unitary braided fusion categories
C with the symmetry determined by their Mu¨ger center E , which are symmetric fusion
categories (cf. [LKW1, LKW2] and the references therein). It follows from [De, DR] that
E are Tannakian or super-Tannakian, i.e. E is equivalent to the braided fusion category
Rep(G) or Rep(G, z) where G is a finite group uniquely determined by E and z is a cen-
tral order 2 element of G. Modular tensor categories are exactly those braided fusion
categories with trivial Mu¨ger centers. The category sVec of super vector spaces over C is
the smallest super-Tannakian category. By gauging the minimal topolocial order with the
fermionic symmetry [Ki], Kitaev discovered the 16-fold way: The braided fusion category
sVec has 16 exactly inequivalent unitary minimal modular extensions, which are unitary
modular tensor categories of dimension 4 containing a full braided fusion subcategory
equivalent to sVec.
A super-modular category throughout this paper means a braided fusion category over
C whose Mu¨ger center is equivalent to sVec. Throughout this paper, modular or super-
modular categories are assumed to be pseudounitary and equipped with the canonical
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pivotal structures, i.e. the categorical (or quantum) dimension of each object is a positive
number. Motivated by the Kitaev’s 16-fold way, it is conjectured in [BGH] that every
super-modular category C has exactly 16 minimal modular extensions up to equivalence,
i.e. pseudounitary modular categories of dimension 2 dim(C) containing a braided fusion
full subcategory equivalent to C. If C admits a minimal modular extension, it has been
proved independently in [LKW1] that C admits 16 minimal modular extensions. However,
the existence of minimal modular extension for any super-modular category is still an open
problem.
Rational conformal field theory is closely related to modular categories. According to
[Hu1, Hu2], the representation category of a rational C2-cofinite vertex operator algebra
(VOA) is modular. In fact, it is an open problem whether every modular category over C
can be realized by a VOA. Super-modular categories are not modular, and so they cannot
be realized as the module category of any rational VOA. One would ask what kind of
rational VOA could realize a minimal modular extension of super-modular category C, and
how one can obtain other VOAs whose module categories are minimal modular extensions
of the C.
A vertex operator superalgebra V = V0¯ ⊕ V1¯ is a VOA equipped with a Z2-graded
structure. The Z2-grading determines a natural order 2 automorphism σ of V and the
component V0¯ is the sub VOA of V fixed by σ. The twisted representations and orbifold
theory of rational vertex operator superalgebras are well-studied in [DZ1, DZ2]. With
suitable assumptions (A1 and A2 in Section 4) on the vertex operator superalgebra V ,
the V0¯-module category, denoted by CV0¯ , is a modular tensor category and V1¯ is a fermion
of V0¯ (cf. Lemma 9.1). In particular, V1¯ is an order 2 simple current of V0¯. We prove in
Theorem 8.1 that the full subcategory C0V0¯ of CV0¯ , generated by the simple V0¯-submodules
of V -modules, are closed under the tensor product of CV0¯ . In particular, C0V0¯ is a braided
fusion subcategory of CV0¯ with the fermion V1¯. Moreover, C0V0¯ is the Mu¨ger centralizer of
the fermion V1¯ in CV0¯ . Hence, C0V0¯ is super-modular (cf. Lemma 9.2), and CV0¯ is a minimal
modular extension C0V0¯ . The modular category CV0¯ is also Z2-graded with CV0¯ = C0V0¯ ⊕ C1V0¯
where C1V0¯ is the full subcategory of CV0¯ generated by the irreducible V0¯-submodules of the
σ-twisted V -modules, and dim(C1V0¯) = dim(C0V0¯) (cf. Section 8).
Since a nice vertex operator superalgebra V naturally yields a super-modular category
C0V0¯ and a minimal modular extension CV0¯ , one would like to construct other vertex operator
superalgebras from V to realize the 16-fold way of the super-modular category C0V0¯ . To the
goal, we establish in Theorem 9.6 that if U is a holomorphic vertex operator superalgebra,
then V ⊗ U is a vertex operator superalgebra and C0V0¯ equivalent to C0(V ⊗U)0¯ as braided
fusion categories. In particular, C(V ⊗U)0¯ is another minimal modular extension of C0V0¯ .
For each positive integer l, there is a nice holomorphic vertex operator superalge-
bra V (l,Z + 1
2
) (cf. [FFR], [KW], [L1]). For any nice vertex operator superalgebra V ,
then tensor product vertex operator superalgebra V l := V ⊗ V (l,Z + 1
2
) provides the
super-modular category C0
(V l)0¯
and its minimal modular extension C(V l)0¯ . Since C0(V l)0¯ is
equivalent to C0V0¯ as braided fusion category, C(V l)0¯ is a minimal modular extension of C0V0¯
for each positive integer l. We prove in Theorem 10.3 that C(V l)0¯ and C(Vm)0¯ equivalent
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modular categories if and only if m ≡ l (mod 16) by computing their Gauss sums and
applying [LKW2, Theorem 5.4].
The paper is organized as follows: An introduction and an overview of the results
established in this paper are provided in Section 1. A review of vertex operator superal-
gebras and some of basic results on their representation theory are presented in Section
2. In Section 3, we introduce the tensor product vertex operator superalgebras and inves-
tigate their irreducible representations via the representations their Zhu’s superalgebras.
We discuss the modular invariance of the trace functions in the orbifold theory for the
vertex operator superalgebras in Section 4. In Section, 5, the irreducible V0¯-modules of a
vertex operator superalgebra V are determined in terms of the irreducible V0¯-submodules
of V -modules and twisted V -modules. In Section 6, we show that the associated repre-
sentation of SL2(Z) on the trace functions in the orbifold theory for the vertex operator
superalgebras provided in Section 4 is unitary. Some important relations between the
quantum dimensions of the irreducible V -modules and the irreducible V0¯-modules are es-
tablished in Section 7. In Section 8, we prove that the category CV0¯ of is Z2-graded, where
C0V0¯ and C1V0¯ are respectively generated by the irreducible V0¯-submodules of V -modules and
σ-twisted V -modules. We further prove that C0V0¯ is a super-modular category and CV0¯ is a
minimal modular extension of C0V0¯ in Section 9. In Section 10, we construct a sequence of
vertex operator superalgebras V l for each positive integer l such that C(V l)0¯ is a minimal
modular extension of C0V0¯ and these modular categories C(V l)0¯ are uniquely determined by
the congruence class of l modulo 16.
2 Preliminaries
The various notions of twisted modules for a vertex operator superalgebra following [DZ1],
[DZ2] are reviewed in this section. The concepts such as rationality, regularity, and C2-
cofiniteness from [Z] and [DLM3] are discussed.
A super vector space is a Z2-graded vector space U = U0¯ ⊕ U1¯. The vectors in U0¯
(resp. U1¯) are called even (resp. odd). An element u in Ui¯ for some i = 0, 1 will be called
Z2-homogeneous. In this case, we define u˜ = i¯. We reserve the notation sVec for the
category of finite dimensional super vector spaces over C with morphisms preserving the
Z2-gradings, and equipped with the super braiding.
If W is another super vector space, then Hom(U,W ) is also a super vector space
in which Hom(U,W )0¯ and Hom(U,W )1¯ are respectively the Z2-graded preserving and
reversing linear maps.
A vertex operator superalgebra is a 1
2
Z-graded super vector space
V =
⊕
n∈ 1
2
Z
Vn = V0¯ ⊕ V1¯
with V0¯ =
∑
n∈Z Vn and V1¯ =
∑
n∈ 1
2
+Z Vn satisfying dimVn < ∞ for all n and Vm = 0 if
3
m is sufficiently small. V is equipped with a linear map
V → (EndV )[[z, z−1]],
v 7→ Y (v, z) =
∑
n∈Z
vnz
−n−1 (vn ∈ (End V )v˜)
and with two distinguished vectors 1 ∈ V0, ω ∈ V2 satisfying the following conditions for
u, v ∈ V, and m,n ∈ Z :
unv = 0 for n sufficiently large;
Y (1, z) = IdV ;
Y (v, z)1 ∈ V [[z]] and lim
z→0
Y (v, z)1 = v;
[L(m), L(n)] = (m− n)L(m+ n) + 1
12
(m3 −m)δm+n,0c;
d
dz
Y (v, z) = Y (L(−1)v, z);
L(0)|Vn = n
where L(m) = ωm+1, that is,
Y (ω, z) =
∑
n∈Z
L(n)z−n−2;
and the Jacobi identity holds:
z−10 δ
(
z1 − z2
z0
)
Y (u, z1)Y (v, z2)− (−1)u˜v˜z−10 δ
(
z2 − z1
−z0
)
Y (v, z2)Y (u, z1)
= z−12 δ
(
z1 − z0
z2
)
Y (Y (u, z0)v, z2)
where δ(z) =
∑
n∈Z z
n and (zi−zj)n is expanded as a formal power series in zj , and u, v ∈
V are Z2-homogeneous elements. Throughout the paper, z0, z1, z2, etc. are independent
commuting formal variables. A vertex operator superalgebra will be denoted by V =
(V, Y, 1, ω). In the case V1¯ = 0, V is a vertex operator algebra given in [FLM3].
Let V be a vertex operator superalgebra. There is a canonical order 2 linear automor-
phism σ of V associated to the structure of super vector space V such that σ|Vi¯ = (−1)i
for i = 0, 1. It is easy to show that σ1 = 1, σω = ω and σY (v, z)σ−1 = Y (σv, z) for
v ∈ V. That is, σ is an automorphism of vertex operator superalgebra V.
Let g = σi for i = 0, 1 and T = o(g). Let V r = {v ∈ V |gv = e2piir/T v} for r = 0, T −1.
A weak g-twisted V -module M is a vector space equipped with a linear map
V → (EndM)[[z1/T , z−1/T ]
v 7→ YM(v, z) =
∑
n∈ 1
T
Z
vnz
−n−1 (vn ∈ EndM)
4
which satisfies that for all 0 ≤ r ≤ T − 1, u ∈ V r, v ∈ V, w ∈M,
YM(u, z) =
∑
n∈ r
T
+Z
unz
−n−1;
ulw = 0 for l >> 0;
YM(1, z) = IdM ;
z−10 δ
(
z1 − z2
z0
)
YM(u, z1)YM(v, z2)− (−1)u˜v˜z−10 δ
(
z2 − z1
−z0
)
YM(v, z2)YM(u, z1)
= z−12
(
z1 − z0
z2
)−r/T
δ
(
z1 − z0
z2
)
YM(Y (u, z0)v, z2)
where we assume that u, v are Z2-homogeneous.
Let o(gσ) = T ′. An admissible g-twisted V -module is a weak g-twisted V -module M
which carries a 1
T ′
Z+-grading
M = ⊕n∈ 1
T ′
Z+
M(n)
satisfying
vmM(n) ⊆ M(n + wtv −m− 1)
for homogeneous v ∈ V.
An (ordinary) g-twisted V -module is a weak g-twisted V -module
M =
⊕
λ∈C
Mλ
such that dimMλ is finite and for fixed λ, Mn+λ = 0 for all small enough integers n where
Mλ = {w ∈M |L(0)w = λw}. We will write wtw = λ if w ∈Mλ.
If M =
⊕
n∈ 1
T ′
Z+
M(n) is an admissible g-twisted V -module, the contragredient mod-
ule M ′ is defined as follows:
M ′ =
⊕
n∈ 1
T ′
Z+
M(n)∗,
where M(n)∗ = HomC(M(n),C). The vertex operator YM ′(a, z) is defined for a ∈ V via
〈YM ′(a, z)f, w〉 = 〈f, YM(ezL(1)(epiiz−2)L(0)a, z−1)w〉,
where 〈f, w〉 = f(w) is the natural paring M ′ ×M → C. It follows from [FHL] and [X]
that (M ′, YM ′) is an admissible g-twisted V -module. We can also define the contragredient
module M ′ for a g-twisted V -module M. In this case, M ′ is also a g-twisted V -module.
Moreover, M is irreducible if and only if M ′ is irreducible.
A vertex operator superalgebra V is called g-rational, if the category of its admissible
g-twisted modules is semisimple. We simply call V rational if V is 1-rational. V is
called holomorphic if V is rational and V is the only irreducible module for itself up to
isomorphism.
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We also need another important concept called C2-cofiniteness [Z]. We say that a
vertex operator superalgebra V is C2-cofinite if V/C2(V ) is finite dimensional, where
C2(V ) = 〈v−2u|v, u ∈ V 〉. A vertex operator superalgebra V is called regular if every
weak V -module is a direct sum of irreducible V -modules.
The following results about σi-rational are given in [DZ1] and [DZ2]. Also see [DLM4]
and [DLM7].
Theorem 2.1. Let V be a g-rational vertex operator superalgebra where g = σi and
i = 0, 1. Then:
(1) Any irreducible admissible g-twisted V -module M is an ordinary g-twisted V -
module. Moreover, there exists a number λ ∈ C such that M = ⊕n∈ 1
T ′
Z+
Mλ+n where
Mλ 6= 0. The λ is called the conformal weight of M .
(2) There are only finitely many irreducible admissible g-twisted V -modules up to iso-
morphism.
(3) If V is also C2-cofinite and σ
i-rational for i = 0, 1 then the central charge c and
the conformal weight λ of any irreducible σi-twisted V -module M are rational numbers.
A vertex operator superalgebra V = ⊕n∈ 1
2
Z
Vn is said to be of CFT type if Vn = 0 for
negative n and V0 = C1. We know from [L3] and [ABD] that if V is a vertex operator
algebra of CFT type, then regularity is equivalent to rationality and C2-cofiniteness.
Moreover, V is regular if and only if the weak module category is semisimple [DYu]. The
same results also hold for vertex operator superalgebras with similar proof [HA].
We discuss more on V -modules. Let M = ⊕n∈ 1
2
Z+
M(n) be an admissible V -module.
We set M0¯ = ⊕n∈Z+M(n) and M1¯ = ⊕n∈Z+M(n + 12). From now on we assume that V is
a simple vertex operator superalgebra and V1¯ 6= 0. Then V0¯ is a simple vertex operator
algebra and V1¯ is an irreducible V0¯-module.
Lemma 2.2. Let M = (M,YM) be a nonzero admissible V -module. Then Mi¯ 6= 0 for i =
0, 1. Moreover, we can define σ action on M such that σ|Mi¯ = (−1)i and σYM(u, z)σ−1 =
YM(σu, z) for all u ∈ V.
Proof: We can assume M0¯ 6= 0. Then for any u ∈ Vi¯ and n ∈ Z, unM0¯ ∈ Mi¯. Moreover,
we know if u 6= 0 then unM0¯ 6= 0 by Proposition 11.9 of [DL1]. This implies that Mi¯ 6= 0
for all i. If u ∈ Vi¯, it is easy to see that un ∈ (EndM )¯i. Therefore the last statement of
the Lemma is clear. 
Recall from [DLM7] that M is called σ-stable if M ◦ σ and M are isomorphic where
M ◦ σ is a V -module such that M ◦ σ = M as vector spaces and YM◦σ(v, z) = YM(σv, z)
for all v ∈ V. Lemma 2.2 asserts that for any admissible V -module M, M ◦ σ and M are
isomorphic, or M is σ-stable.
We now turn our attention to σ-twisted V -module. In this case, an admissible σ-
twisted moduleM has gradationM = ⊕n∈Z+M(n). So we can not use gradation to divide
M into even and odd parts. In this case, we have to use M ◦ σ.
Lemma 2.3. Suppose M is an irreducible admissible σ-twisted V -module. If M ◦σ and M
are not isomorphic, then M is an irreducible V0¯-module. If M ◦σ and M are isomorphic,
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then M is a direct sum of two inequivalent irreducible V0¯-modules. In this case, there
exists an involution σ ∈ GL(M) such that σYM(v, z)σ−1 = YM(σv, z) for v ∈ V and the
two irreducible V0¯-modules are the two different eigenspaces of σ.
Proof: If M ◦ σ and M are not isomorphic, it follows from the proof of Theorem 6.1 of
[DM] that M ◦ σ and M are isomorphic irreducible V0¯-module. If M ◦ σ is isomorphic to
M, we also denote this isomorphism by σ without confusion. Then σ : M → M is a linear
isomorphism such that σYM(v, z)σ
−1 = YM(σv, z) for v in V by Schur’s Lemma. We can
choose σ such that σ2 = 1. We denote the eigenspace with eigenvalue (−1)i by Mi¯. Then
Mi¯ is irreducible V0¯-module. 
We now introduce the notion of an admissible σ-twisted super V -module. An admis-
sible σ-twisted V -module M is called an admissible σ-twisted super V -module if M is
σ-stable. The ordinary σ-twisted super V -module can be defined similarly.
Lemma 2.4. If N is an admissible σ-twisted V -module which is not a σ-stable, then
N ⊕N ◦ σ is an admissible σ-twisted super V -module. Moreover, N is irreducible if and
only if N ⊕N ◦ σ is an irreducible admissible σ-twisted super V -module.
Proof. For short, we set N = N ◦ σ and M = N ⊕N. Since N = N as vector spaces, we
can define a linear isomorphism σ : M → M by σ(w,w′) = (w′, w) for any w,w′ ∈ N .
Obviously, σ2 = idM and one can verify directly that σYM(u, z)σ = YM(σu, z) for u ∈ V.
Therefore, M ◦ σ ∼= M and M is an admissible σ-twisted super V -module with
M0¯ = {w + σw|w ∈M}, M1¯ = {w − σw|w ∈M}.
Note that Mr¯ and N are isomorphic V0¯-modules for r = 0, 1. If N is irreducible, then M0
and M1 are irreducible V0-modules by Lemma 2.3. Let X ⊂ M be a nonzero admissible
σ-twisted super V -submodule. Then X = X0¯ + X1¯. Without loss, we can assume that
X0¯ is nonzero. Then X0¯ is a submodule of the irreducible V0¯-module M0¯. Thus X0¯ = M0¯.
Since V is simple, for any nonzero u ∈ V1¯ and any nonzero w ∈ M0¯ we know Y (u, z)w
is nonzero by Proposition 11.9 of [DL1]. This implies X1¯ is nonzero and equal to M1¯.
So X has to be M and hence M is an irreducible super V -module. Conversely, if M is
super irreducible, take a nonzero proper admissible σ-twisted submodule Z of N. It is
easy to see that Z + σ(Z) is a nonzero proper admissible σ-twisted super module. This
is a contradiction. The proof is complete. 
3 Tensor products
For the purpose later we need to investigate the tensor product U ⊗ V of two vertex
operator superalgebras U and V and its twisted modules. The tensor product of vertex
operator algebras and their modules were studied in [FHL]. In the super case, the tensor
product is more complicated. For example, the tensor product M ⊗ N of a σU -twisted
U -module M and a σV -twisted V -module N may not be a σU⊗V -twisted U ⊗ V -module
where σU is the σ on U. We will use σ for any vertex operator superalgebra if there is no
confusion. So it is necessary to have a detail discussion.
7
Lemma 3.1. Let U, V be vertex operator superalgebras. Then
(1) U ⊗ V is also a vertex operator superalgebra with
(U ⊗ V )0¯ = U0¯ ⊗ V0¯ + U1¯ ⊗ V1¯, (U ⊗ V )1¯ = U0¯ ⊗ V1¯ + U1¯ ⊗ V0¯
and
Y (u⊗ v, z)(u′ ⊗ v′) = (−1)v˜u˜′Y (u, z)u′ ⊗ Y (v, z)v′
for any Z2-homogeneous elements u, u
′ ∈ U and v, v′ ∈ V.
(2) The map f : U⊗V → V ⊗U such that f(u⊗v) = (−1)u˜v˜v⊗u gives an isomorphism
of vertex operator superalgebras.
(3) If M is a σi-twisted U-module such that M ◦σi ∼= M and N is σi-twisted V -module
with i = 0, 1. Then M ⊗N is a σi ⊗ σi-twisted U ⊗ V -module such that
Y (u⊗ v, z)(x⊗ y) = (−1)v˜x˜Y (u, z)x⊗ Y (v, z)y
u ∈ U, v ∈ V and x ∈ M and y ∈ N where as usual x˜ = r if x ∈ Mr¯. In particular, the
tensor product M ⊗N of U-module M and V -module N is a module for U ⊗ V.
(4) If both U and V are rational, then any irreducible U ⊗ V -module is isomorphic to
M ⊗N for some irreducible U-module M and some irreducible V -module N.
(5) If M is a σ-twisted super U-module and N is a σ-twisted super V -module then
M ⊗N is a σ ⊗ σ-twisted super U ⊗ V -module with
(M ⊗N)0¯ =M0¯ ⊗N0¯ +M1¯ ⊗N1¯, (M ⊗N)1¯ = M0¯ ⊗N1¯ +M1¯ ⊗N0¯.
Proof. The proofs of (1)-(4) is fairly standard [FHL]. (5) follows from (3). 
We deal with the tensor product of σ-twisted modules next. From Lemma 3.1 we
need to understand M ⊗N where both M and N are not σ-stable in terms of the tensor
product of Aσ(U) and Aσ(V ) studied in [DZ2]. For this purpose, we need some basic facts
on superalgebras and their super modules from [Kl].
Let A = A0¯ +A1¯ be a superalgebra. A super A-module M is defined as a Z2-graded
module M = M0¯⊕M1¯ such that Ar¯Ms¯ ⊂Mr+s. A is called semisimple if A is completely
reducible super A-module. A is simple if it is semisimple and the only super ideals are 0
and itself.
Here are two types of simple superalgebras Qk (Q type) and Mm,n (M type) for
positive integer k and nonnegative integers m,n with m+ n > 0. The Qk is defined to be
a subalgebra of matrix algebraM2k×2k consisting of
(
A B
−B A
)
where A,B are arbitrary
k × k complex matrices, with B = 0 for even part and A = 0 for odd one. The Mm,n
is the full matrix algebra M(m+n)×(m+n). Write each matrix as
(
A C
D B
)
where A is a
m×m matrix, B is a n× n matrix, C is a m× n matrix and D is a n×m matrix, with
C = 0, D = 0 for even part and A = 0, B = 0 for odd part. Clearly, Q type is a direct
sum of two copies of a full matrix algebra.
One can find the following results in [Kl].
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Theorem 3.2. Let A be a finite dimensional superalgebra.
(1) The following are equivalent: (a) A is a semisimple superalgebra, (b) A is a
semisimple associative algebra, (c) A is a direct sum of simple superalgebras.
(2) Any finite dimensional simple superalgebra is of either Q type or M type.
(3) For k > 0, Qk has a unique irreducible super module of dimension 2k which is a
direct sum of two inequivalent Qk-modules of dimension k.
(4) For m,n ≥ 0 with m + n > 0, Mm,n has a unique irreducible super module of
dimension m+ n which is also irreducible Mm,n-module.
Now we discuss the tensor products of superalgebras and their super modules. Super-
algebras are algebras in sVec, which is a braided tensor category. Therefore, the tensor
product of two superalgebras is a superalgebra. More precisely, if A and B are superal-
gebras, then A⊗ B is a superalgebra with
(A⊗ B)0¯ = A0¯ ⊗ B0¯ +A1¯ ⊗ B1¯, (A⊗ B)1¯ = A0¯ ⊗ B1¯ +A1¯ ⊗ B0¯
and
(a⊗ b)(a′ ⊗ b′) = (−1)b˜a˜′aa′ ⊗ bb′
for any homogeneous elements a, a′ ∈ A and b, b′ ∈ B. Note that the map f : A ⊗ B →
B ⊗A with f(a⊗ b) = (−1)a˜b˜b⊗ a for a ∈ A and b ∈ B is the braiding of sVec. By [Kl],
Qm ⊗Qn ∼=Mmn,mn, Qk ⊗Mm,n ∼= Q(m+n)k, Mm,n ⊗Mk,l ∼=Mmk+nl,ml+nk
as superalgebras or algebras in sVec.
We now return to vertex operator superalgebra V. Recall the associative algebra Aσ(V )
from [DZ2]. Let Oσ(V ) to be the subspace of V spanned by u ◦σ v for u, v ∈ V where
u ◦σ v = ReszY (u, z)v (1 + z)
wtu
z2
.
Set
u ∗σ v = ReszY (u, z)v (1 + z)
wtu
z
and Aσ(V ) = V/Oσ(V ). Note that the definition of Aσ(V ) is the same as the Zhu’s algebra
for a vertex operator algebra.
Theorem 3.3. Let V be a vertex operator superalgebra. Then
(1) Aσ(V ) is an associative algebra with product induced from ∗σ on V and identity
1+Oσ(V ). Moreover, ω +Oσ(V ) is an central element.
(1’) Aσ(V ) is a superalgebra with
Aσ(V )r¯ = (Vr¯ +Oσ(V ))/Oσ(V ) ∼= Vr¯/Oσ(V ) ∩ Vr¯.
(2) If M = ⊕n≥0M(n) is an admissible σ-twisted V -module with M(0) 6= 0 then M(0)
is an Aσ(V )-module such that v +Oσ(V ) acts as o(v) where o(v) = vwtv−1.
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(2’) If M = ⊕n≥0M(n) is an admissible σ-twisted super V -module with M(0) 6= 0 then
M(0) is a super Aσ(V )-module such that v +Oσ(V ) acts as o(v).
(3) The assignment, M → M(0), defines a bijection between inequivalent irreducible
admissible σ-twisted V -modules and inequivalent irreducible Aσ(V )-modules.
(3’) The assignment, M → M(0), defines a bijection between inequivalent irreducible
admissible σ-twisted super V -modules and inequivalent irreducible super Aσ(V )-modules.
(4) If V is σ-rational then Aσ(V ) is a finite dimensional semisimple associative algebra.
(4’) If V is σ-rational then Aσ(V ) is a finite dimensional semisimple superalgebra.
Proof. (1)-(4) are given in [DZ2] and the proofs of (1’)-(4’) can been proved similarly with
obvious modifications. 
Now we assume that V is σ-rational. Let
{N0, N0σ , . . . , N q, N qσ , N q+1, . . . , Np}
be a complete set of inequivalent irreducible σ-twisted V -modules where N i, N iσ = N
i ◦ σ
are inequivalent for i = 0, . . . , q and N j ∼= N j ◦ σ for j = q + 1, . . . , p. Then
Aσ(V ) =
q⊕
i=0
(EndN i(0)⊕ EndN iσ(0))
⊕ p⊕
j=q+1
EndN j(0).
For short we denote the EndN i(0)⊕ EndN iσ(0) by Aσ(V )i for i = 0, . . . , q and EndN j(0)
by Aσ(V )
j for j = q + 1, . . . , p. Then Aσ(V ) = ⊕pi=0Aσ(V )i.
Lemma 3.4. Let V be a σ-rational vertex operator superalgebra. If i = 0, . . . , q, Aσ(V )
i
is a simple Q type superalgebra with unique irreducible super module N i(0)⊕N iσ(0) which
is a direct sum of two inequivalent irreducible Aσ(V )
i-modules N i(0) and N iσ(0). If i =
q+1, . . . , p, Aσ(V )
i is a simple M type superalgebra with unique irreducible super module
N i(0).
Proof. By Theorem 3.3, Aσ(V )
i is semisimple. Clearly, if i > q, Aσ(V )
i is a simpleM type
superalgebra with unique irreducible super module N i(0). If i ≤ q, note thatN i(0)⊕N iσ(0)
is a super Aσ(V )
i-module with (N i(0)⊕ N iσ(0))r spanned by (w, (−1)rw) for w ∈ N i(0).
Since both (N i(0)⊕ N iσ(0))r for r = 0, 1 are isomorphic irreducible Aσ(V )i0-modules, we
immediately see that N i(0)⊕ N iσ(0) is an irreducible super Aσ(V )i -module and Aσ(V )i
is a simple superalgebra of Q type. The proof is complete. 
We now can establish the following results on the tensor product of σ-twisted modules.
Let U be another σ-rational vertex operator superalgebra and
{W i′,W i′σ ,W j
′ | i′ = 0, . . . , q′, j′ = q′ + 1, . . . , p′}
is a complete set of inequivalent irreducible σ-twisted U -modules.
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Theorem 3.5. Let U, V be as above. Then U ⊗ V is σ-rational. Moreover, we have
(1) For i′ = 0, . . . , q′, i = 0, . . . , q, (W i
′⊕W i′σ )⊗ (N i⊕N iσ) is a sum of two isomorphic
irreducible σ-twisted U ⊗ V -modules which are σ-stable.
(2) For i′ = 0, . . . , q′, j = q + 1, . . . , p, (W i
′ ⊕W i′σ )⊗N j is a sum of two inequivalent
irreducible σ-twisted U⊗V -modulesW i′⊗N j andW i′σ ⊗N j . In particular, (W i′⊗N j)◦σ ∼=
W i
′
σ ⊗N j .
(3) For j′ = q′ + 1, . . . , p′, i = 0, . . . , q, W j
′ ⊗ (N i ⊕ N iσ) is a sum of two inequivalent
irreducible σ-twisted U ⊗ V -modules W j′ ⊗N i and W j′ ⊗N iσ such that (W j′ ⊗N i) ◦ σ ∼=
W j
′ ⊗N iσ.
(4) For j′ = q′ + 1, . . . , p′, j = q + 1, . . . , p, W j
′ ⊗ N j is an irreducible σ-twisted
U ⊗ V -module which is σ-stable.
(5) Every irreducible σ-twisted U ⊗ V -module is isomorphic to one of the irreducible
σ-twisted modules listed in (1)-(4).
Proof. The proof of σ-rationality of U ⊗ V is similar to that of Proposition 2.7 of [DMZ].
(2)-(4) can be verified directly by Lemma 3.1. For (1), we need Aσ(U ⊗ V ). Using the
exact proof of Lemma 2.8 in [DMZ] yields Aσ(U ⊗ V ) ∼= Aσ(U)⊗ Aσ(V ). This gives
Aσ(U ⊗ V ) =
⊕
0≤i′≤p′,0≤i≤p
Aσ(U)
i′ ⊗Aσ(V )i.
Note that these tensor product superalgebras are superalgebras with the multiplication
given in the remark after Theorem 3.2. Using Lemma 3.4 and the tensor products of
simple superalgebras we can give a different proof of (2)-(4). We now prove (1). In
this case, i′ ≤ q′, i ≤ q and Aσ(U)i′ ⊗ Aσ(V )i is isomorphic to the simple superalgebra
Mmn,mn =M2mn×2mn, wherem = dimW i′(0) and n = dimN i(0). So Aσ(U)i′⊗Aσ(V )i has
a unique irreducible module of dimension 2mn. Since (W i
′
(0)⊕W i′σ (0))⊗ (N i(0)⊕N iσ(0))
is an Aσ(U)
i′ ⊗ Aσ(V )i-module of dimension 4mn, it has to be a sum of two isomorphic
irreducible super Aσ(U)
i′⊗Aσ(V )i-modules. As a result, (W i′+W i′σ )⊗(N i+N iσ) is a sum
of two isomorphic irreducible σ-twisted U ⊗ V -modules which are σ-stable. (5) follows
from Theorem 3.3 (3). 
4 Modular Invariance
We discuss the modular invariance property of the trace functions in orbifold theory for
vertex operator superalgebra from [Hu2], [DZ1] and [DLM7] . Also see [Z]. We also
correct a mistake on the number of irreducible σ-twisted V -modules in [DZ1].
For the purpose of the modular invariance, we recall the vertex operator superalgebra
(V, Y [ ], 1, ω˜) associated to a vertex operator superalgebra V defined in [Z]. Here ω˜ =
ω − c/24 and
Y [v, z] = Y (v, ez − 1)ez·wtv =
∑
n∈Z
v[n]z−n−1
for homogeneous v. Write
Y [ω˜, z] =
∑
n∈Z
L[n]z−n−2.
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The weight of v ∈ V in (V, Y [ ], 1, ω˜) is denoted by wt[v].
In the rest of this paper, we assume that V = ⊕n≥0Vn is a simple vertex operator
superalgebra such that
A1. V0¯ is regular vertex operator algebra of CFT type,
A2. The weight of any irreducible σi-twisted V -module is positive except for V itself
with i = 0, 1.
Then V is σi-rational for i = 0, 1 by Theorem 4.1 of [DH] and C2-cofinite [ABD].
Using the arguments from [M] and [CM] one can show, in fact, that V is regular if and
only if V0¯ is regular.
Denote by M (g) the inequivalent irreducible g-twisted V -modules for g = 1, σ. and
set M (g, h) = {M ∈ M (g)|M ◦ h ∼= M} for g, h = 1, σ. Note from Lemma 2.2 that
M (1, h) = M (1) for h = 1, σ. Also, M (σ, 1) = M (σ). Then M (g) and M (g, h) are finite
sets.
Let M ∈ M (σg, σh). For v ∈ V , we denote vwtv−1 by o(v) as usual and set
ZM(v, (g, h), τ) = trM o(v)σhq
L(0)−c/24 = qλ−c/24
∑
n∈ 1
T
Z+
tr
Mλ+n
o(v)σhqn
if either (g, h) 6= (1, σ) or (g, h) = (1, σ) and M ◦ σ ∼= M, and
ZM(v, (g, h), τ) =
1√
2
tr
M
o(v + σv)qL(0)−c/24 =
1√
2
qλ−c/24
∑
n∈ 1
T
Z+
tr
Mλ+n
o(v + σv)qn
if (g, h) = (1, σ) and M ◦ σ 6∼= M. Note that if (g, h) = (1, σ) and M ◦ σ 6∼= M then
ZM(v, (1, σ), τ) =
1√
2
(tr
M
o(v)qL(0)−c/24 + trM◦σ o(v)q
L(0)−c/24)
=
√
2 tr
M
o(v)qL(0)−c/24
= ZM◦σ(v, (1, σ), τ).
The insertion of
√
2 in the definition of ZM(v, (1, σ), τ) will ensure that the corre-
sponding S-matrix is unitary (see the discussion in Section 6).
From [DZ1] we known that ZM(v, (g, h), τ) are holomorphic function on the upper
half plane H with q = e2piiτ [DZ1]. The definition of ZM(v, (1, σ), τ) given in this paper
in the case M ◦ σ 6∼= M is different from [DZ1] where the isomorphism between M and
M ◦ σ was required. This new definition ensures that ZM(v, (g, h), τ) is a vector in
the conformal block C(1, σ) [DZ1]. According to the definition of the conformal block,
ZM(v, (1, σ), τ) = 0 if σ(v) = −v. Clearly, trM o(v)qL(0)−c/24 is not necessarily zero for
such M. But ZM(v, (1, σ), τ) is zero in our new definition.
Define ZM(v, τ) = trM o(v)q
L(0)−c/24 for σs-twisted V -modules M and s = 0, 1. Then
ZM i(v, τ) = ZM i(v, (σ, σ), τ) for all i, ZNj (v, τ) =
1√
2
ZNj(v, (1, σ), τ) if j = 0, . . . , q and
ZNj (v, τ) = ZNj(v, (1, σ), τ) if j = q + 1, . . . , p. We also set χM(τ) = trM q
L(0)−c/24 which
is called the character of M.
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Lemma 4.1. If M ∈ M (σg, σh) and v ∈ V1¯ then ZM(v, (g, h), τ) = 0 for any g, h.
Proof. If M ◦ σ ∼= M the result was obtained in Lemma 6.3 of [DZ1]. It remains to prove
the result if M is an irreducible σ-twisted V -module M with M ◦ σ 6∼= M . However, this
follows from the preceding discussion. 
Let W be the vector space spanned by ZM(v, (g, h), τ) for g, h ∈ {1, σ} and M ∈
M (σg, σh). Then ZM can be regraded as a function on V ×H. Now, we define an action
of the modular group Γ = SL2(Z) on W such that
ZM |γ(v, (g, h), τ) = (cτ + d)−wt[v]ZM(v, (g, h), γτ),
where
γ : τ 7→ aτ + b
cτ + d
, γ =
(
a b
c d
)
∈ Γ.
Recall that G = {1, σ} acts on M (1) and M (σ) such that M → M ◦ σ. We have
already known that each G-orbit in M (1) has exactly one module, and each G-orbit in
M (σ) has either one or two σ-twisted modules. Note that if two modules M1 and M2
are in the same G-orbit, then ZM1(v, (g, h), τ) = ZM2(v, (g, h), τ) for all v ∈ V. Let Oσi
be the collection of orbit representations in M (σi).
The following result is essentially obtained in [DZ1] with suitable modification:
Theorem 4.2. Let V be a vertex operator superalgebra satisfying the assumptions A1-A2.
(1) {ZM(v, (g, h), τ)|M ∈ Oσg} is linearly independent.
(2) There is a representation ρV : Γ → GL(W ) such that for g, h ∈ {1, σ} γ =(
a b
c d
)
∈ Γ, and M ∈ Oσg,
ZM |γ(v, (g, h), τ) =
∑
N∈Oσgahc
γ
(g,h)
M,NZN(v, (g
ahc, gbhd), τ)
where ρ(γ) = (γ
(g,h)
M,N ). That is,
ZM(v, (g, h), γτ) = (cτ + d)
wt[v]
∑
N∈Oσgahc
γ
(g,h)
M,NZN(v, (g
ahc, gbhd), τ).
(3) The number of G-orbits in M (σ) or the number of inequivalent irreducible σ-
twisted super modules is equal to the number of inequivalent irreducible V -modules.
Theorem 4.2 (3) gives a correction of Theorem 8.6 (2) in [DZ1]. Let C(g, h) be the
vector spaces spanned by ZM(v, (g, h), τ) forM ∈ Oσg. Then by Theorem 4.2 (2) we know
that C(1, σ) and C(σ, 1) have the same dimension by using the matrix
(
0 1
−1 0
)
. So Oσi
have the same cardinality for i = 0, 1. In particular, the number of inequivalent irreducible
σ-twisted modules is always greater than or equal to the number of inequivalent irreducible
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modules. Two numbers are equal if and only if every irreducible σ-twisted V -module is
σ-stable. This result is different from that in [DLM7] when V is a vertex operator algebra
and g is an order 2 automorphism. Moreover, if we replace the irreducible σ-twisted
modules by the irreducible σ-twisted super modules, the result is the same as in the case
of vertex operator algebra.
If V = V0¯ is a vertex operator algebra then ρV is a unitary representation of Γ and
the kernel of ρV is a congruence subgroup of Γ [Z, DLN].
We use the free fermion as an example to illustrate Theorem 4.2. Let A(1
2
+ Z)
be an associative algebra generated by a(m) with m ∈ 1
2
+ Z subject to the relation
a(m)a(n) + a(n)a(m) = 2δm+n,0 and A(
1
2
+ Z)+ be the subalgebra generated by a(m)
with m > 0. Consider C as an A(1
2
+ Z)+-module with the trivial action a(m) · 1 = 0
for m > 0. Then V (1
2
+ Z) = A(1
2
+ Z) ⊗A( 1
2
+Z)+ C is the unique irreducible highest
weight A(1
2
+ Z)-module. As vector spaces, V (1
2
+ Z) is isomorphic to the free exterior
algebra
∧
[a(m) |m ≤ 0]. It is well known that V (1
2
+ Z) is rational, C2-cofinite vertex
operator superalgebra with only one irreducible module V (1
2
+ Z) up to isomorphism
[KW] and [L1]. Moreover, V (1
2
+ Z) is generated by a(−1/2) such that Y (a(−1/2), z) =∑
n∈Z a(n + 1/2)z
−n−1.
The vertex operator superalgebra V (1
2
+Z) has two inequivalent irreducible σ-twisted
modules. To construct these two σ-twisted modules we need another associative algebra
A(Z) generated by a(m) with m ∈ Z satisfying the relation a(m)a(n) + a(n)a(m) =
2δm+n,0. Let A(Z)
+ be the subalgebra of A(Z) generated by a(m) with m > 0. Consider
the induced A(Z)-module V (Z) = A(Z) ⊗A(Z)+ C where C is A(Z)+-module such that
a(m)1 = 0 for all m > 0. It is easy to see that V (Z) is isomorphic to
∧
[a(n)|n ∈ Z, n ≤ 0],
in which a(m) acts by multiplication if m ≤ 0 and a(m) acts as ±2 ∂
∂a(−m) if m > 0. Let
W =
∧
[a(m) |m ∈ Z, m < 0] and W = W0¯ ⊕W1¯ be the decomposition of W into the
sum even and odd subspaces. Then
V (Z)± = (1± a(0))W0¯ ⊕ (1∓ a(0))W1¯.
are irreducible A(Z)-submodules of V (Z) and V (Z) = V (Z)+⊕V (Z)−. Moreover, V (Z)±
are the inequivalent irreducible σ-twisted V (1
2
+ Z)-module such that Y (a(−1/2), z) =∑
n∈Z a(n)z
−n−1/2 [L2], [DZ2]. It is easy to verify that V (Z)+ ◦σ is isomorphic to V (Z)−.
Furthermore, V (Z) is the unique irreducible σ-twisted super V (1
2
+ Z)-module,
Next we want to discuss more on the trace functions ZM(v, (g, h), τ).We know from the
Lemma 4.1 that ZM(v, (g, h), τ) = 0 if σv = −v. But we can still consider trM o(v)qL(0)−c/24
for M ∈ M (σ) such that M and M ◦ σ are not isomorphic, and v ∈ V1¯. In general,
trM o(v)q
L(0)−c/24 does not vanish. But our result does not tell any thing about such
trM o(v)q
L(0)−c/24. Now consider the example V (1
2
+ Z). Let v = a(−1/2) ∈ V (1
2
+ Z)1¯.
Then wt[v] = 1
2
and o(v) = a(0) on the twisted module. It is easy to compute that
trV (Z)± o(v)q
L(0)−c/24 = ±q1/24
∞∏
n=1
(1− qn)
which is a modular form of weight 1
2
over Γ. This suggests that for an arbitrary ra-
tional vertex operator superalgebra V, an irreducible σ-twisted module M and v ∈ V1¯,
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trM o(v)q
L(0)−c/24 is still a modular form of weight wt[v].
The following corollary is immediate.
Corollary 4.3. If γ = S =
(
0 −1
1 0
)
and v ∈ V0¯ we have:
ZM(v, (1, 1),−1
τ
) = τwt[v]
∑
N∈Oσ
S
(1,1)
M,NZN(v, (1, 1), τ),
ZM(v, (1, σ),−1
τ
) = τwt[v]
∑
N∈M (1)
S
(1,σ)
M,NZN(v, (σ, 1), τ)
for M ∈ Oσ, and
ZN(v, (σ, 1),−1
τ
) = τwt[v]
∑
M∈Oσ
S
(σ,1)
N,MZM(v, (1, σ), τ),
ZN(v, (σ, σ),−1
τ
) = τwt[v]
∑
M∈M (1)
S
(σ,σ)
N,MZM(v, (σ, σ), τ)
for any N ∈ M (1). The matrix ρ(S) = (S(g,h)M,N ) is called S-matrix of V and is independent
of the choice of vector v ∈ V0¯.
Remark 4.4. If V1¯ = 0 then V = V0¯ is a vertex operator algebra and σ = 1. In this case,
the representation ρ is unitary and the kernel of ρ is a congruence subgroup [DLN].
5 Irreducible V0¯-modules
We classify the irreducible V0¯-modules in this section and show that any irreducible V0¯
module occurs in an irreducible V -module or an irreducible σ-twisted module.
Let {M0, . . . ,Mp} be inequivalent irreducible V -modules with M0 = V and
{N0, N0σ , . . . , N q, N qσ , N q+1, . . . , Np}
be the inequivalent irreducible σ-twisted V -modules such that N i and N i◦σ are equivalent
for i > q. Then M i = M i0¯ ⊕M i1¯ and N j = N j0¯ ⊕ N j1¯ are direct sum of two irreducible
V0¯-modules by Lemmas 2.2, 2.3 for i = 0, . . . , p and j = q + 1, . . . , p.
Theorem 5.1. Let V be a vertex operator superalgebra satisfying the assumptions A1-A2.
Then
{M is¯, N j , Nks¯ | i = 0, . . . , p, j = 0, . . . , q, k = q + 1, . . . , p, s = 0, 1}
are inequivalent irreducible V0¯-modules.
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Proof. We first prove that {M is¯ | i = 0, . . . , p, s = 0, 1} are inequivalent V0¯-modules.
Following [DLM5] we can define associative algebras An(V ) for n ∈ 12Z+ such that
A0(V ) = A(V ) as defined in [KW] and both An(V ) and An+ 1
2
(V ) are the quotient al-
gebras of An(V0¯) for any nonnegative integer n. Moreover,
An(V ) =
p⊕
i=0
⊕
m≤n
EndM i(m)
as V is rational. Noting that M is¯ = ⊕n∈Z+M i1
2
s+n
, we see immediately that M is¯ are
inequivalent V0¯-modules.
We prove next that {N j , Nks¯ | j = 0, . . . , q, k = q + 1, . . . , p, s = 0, 1} are inequivalent
V0¯-modules. In this case we need to construct associative algebras Aσ,n(V ) for n ∈ Z+
following [DLM6] so that Aσ,0(V ) = Aσ(V ) as defined in [DZ2]. We can then follow the
proof given in [DY] to show that {N j , Nks¯ | j = 0, . . . q, k = q + 1, . . . , p, s = 0, 1} are
inequivalent V0¯-modules.
Finally we prove that any M is¯ and N
j or M is¯ and N
k
t¯ are not isomorphic. From
Proposition 7.2, we see that qdimV0¯ V1¯ = qdimV V = 1. Thus V1¯ is a simple current
[DJX]. This forces V1¯ ⊠ M
i
s¯ = M
i
s+1
and V1¯ ⊠ N
k
t¯ = N
k
t+1
and V1¯ ⊠ N
j = N j as V0¯-
modules. Note that the weight difference between M i0¯ and M
i
1¯ is half integer, and the
weight differences between Nk0¯ and N
k
1¯ is integer. So any M
i
s¯ and N
k
t¯ or M
i
s¯ and N
j for
i = 0, . . . , p, j = 0, . . . , q, k = q + 1, . . . , p and s, t = 0, 1 are not isomorphic. 
Our next goal is to prove that the irreducible modules given in Theorem 5.1 is complete.
Theorem 5.2. Let V be a vertex operator superalgebra satisfying the assumptions A1-A2.
Then
{M is¯, N j , Nks¯ | i = 0, . . . , p, j = 0, . . . , q, k = q + 1, . . . , p, s = 0, 1}
is a complete list of inequivalent irreducible V0¯-modules.
Proof. The main idea in the proof is to use the S-matrix for vertex operator algebra V0¯.
Observe that for v ∈ V0¯,
ZV0¯(v, τ) =
1
2
(ZV (v, (σ, σ), τ) + ZV (v, (σ, 1), τ)).
Thus
ZV0¯(v,−
1
τ
) =
1
2
(ZV (v, (σ, σ),−1
τ
) + ZV (v, (σ, 1),−1
τ
).
Using (4.3) and Theorem 5.1 we know that
ZV (v, (σ, σ),−1
τ
) = τwt[v]
p∑
i=0
S
(σ,σ)
V,M iZM i(v, (σ, σ), τ)
= τwt[v]
p∑
i=0
S
(σ,σ)
V,M i
(ZM i
0¯
(v, τ) + ZM i
1¯
(v, τ)).
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By (4.3) and Theorem 5.1
ZV (v, (σ, 1),−1
τ
) = τwt[v]
∑
M∈Oσ
S
(σ,1)
V,M ZM(v, (1, σ), τ)
=
√
2τwt[v]
q∑
j=0
S
(σ,1)
V,NjZNj (v, τ) + τ
wt[v]
p∑
j=q+1
S
(σ,1)
V,Nj (ZNj
0¯
(v, τ) + ZNj
1¯
(v, τ)).
From [Z], ZM ir¯(v, τ), ZNj (v, τ), ZNks¯ (v, τ) for i = 0, . . . , p, j = 0, . . . , q, k = q+1, . . . , p,
r, s = 0, 1 are linearly independent vectors in the conformal block of V0¯. From [Hu2],
τ−wt[v]ZV0¯(v,− 1τ ) is a linear combination of ZW (v, τ) for the irreducible V0¯-modules W
and the coefficient of each ZW (v, τ) in the linear combination is nonzero. This implies
that the list of irreducible V0¯-modules in Theorem 5.1 is complete. 
6 The unitarity of ρ
In this section we show that the representation ρ given in Section 4 is unitary. Since the
modular group is generated by S and T =
(
1 1
0 1
)
, it is good enough to show ρV (S)
and ρV (T ) are unitary matrices. Recall that ρV0¯(S) and ρV0¯(T ) are the S and T matrices
of V0¯. The main idea is to use the unitarity of ρV0¯ to establish the unitarity of ρV . For
this purpose we need to determine the relation between ρV (S) and ρV0¯(S), and ρV (T ) and
ρV0¯(T ).
Recall that ZM(v, τ) = trM o(v)q
L(0)−c/24 for an irreducible V0¯-module M and v ∈ V0¯.
The S and T matrices of V0¯ are given defined by
ZM(v,−1
τ
) = τwt[v]
∑
N
SM,NZN(v, τ).
ZM(v, τ + 1) = e
2pii(−c/24+λM )ZM(v, τ)
where N runs through the inequivalent irreducible V0¯-modules, c is the central charge
of V, λM is the lowest weight of M . In particular, the T matrix of V0¯ is diagonal with
TM,M = e
2pii(−c/24+λM ) which is a root of unity as both c and λM are rational [DLM7].
According to Theorem 5.2 we have three cases i)M =M is¯ for i = 0, . . . , p and s = 0, 1,
ii)M = N j for j = 0, . . . , q, iii)M = Nks¯ for k = q+1, . . . , p and s = 0, 1.We first compute
SM is¯,N for i = 0, . . . , p and s = 0, 1. The computation is similar to those given in the proof
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of Theorem 5.2 for v ∈ V0¯ :
ZM is¯(v,−
1
τ
) =
1
2
(ZM i(v, (σ, σ),−1
τ
) + (−1)sZM i(v, (σ, 1),−1
τ
))
=
1
2
τwt[v]
p∑
j=0
S
(σ,σ)
M i,MjZMj(v, (σ, σ), τ) +
(−1)s
2
τwt[v]
∑
N∈Oσ
S
(σ,1)
M i,NZN(v, (1, σ), τ)
=
1
2
τwt[v]
p∑
j=0
S
(σ,σ)
M i,Mj
(ZMj
0¯
(v, τ) + ZMj
1¯
(v, τ))
+
(−1)s√
2
τwt[v]
q∑
j=0
S
(σ,1)
M i,Nj
ZNj(v, τ) +
(−1)s
2
τwt[v]
p∑
j=q+1
S
(σ,1)
M i,Nj
(ZNj
0¯
(v, τ) + ZNj
1¯
(v, τ)).
The following lemma is immediate.
Lemma 6.1. For i = 0, . . . , p and s = 0, 1 we have
(1) SM is¯,M
j
t¯
= 1
2
S
(σ,σ)
M i,Mj
for j = 0, . . . , p and t = 0, 1,
(2) SM is¯,Nj =
(−1)s√
2
S
(σ,1)
M i,Nj
for j = 0, . . . , q,
(3)SM is¯,N
j
t¯
= (−1)
s
2
S
(σ,1)
M i,Nj
for j = q + 1, . . . , p and t = 0, 1.
Next we compute SN i,N . Since N
i is an irreducible V0¯-module for i = 0, . . . , q we
immediately from Corollary 4.3 have
ZN i(v,−1
τ
) =
1√
2
ZN i(v, (1, σ),−1
τ
)
=
1√
2
τwt[v]
p∑
j=0
S
(1,σ)
N i,Mj
ZMj(v, (σ, 1), τ)
=
1√
2
τwt[v]
p∑
j=0
S
(1,σ)
N i,Mj(ZMj
0¯
v, τ)− ZMj
1¯
v, τ)).
The discussion above yields
Lemma 6.2. For i = 0, . . . , q, SN i,Mjs¯ =
(−1)s√
2
S
(1,σ)
N i,Mj
and SN i,W = 0 for the other irre-
ducible V0¯-modules W.
Similarly, we have
Lemma 6.3. For i = q + 1, . . . , p and s, t = 0, 1, SN is¯,M
j
t¯
= (−1)
t
2
S
(1,σ)
N i,Mj
for j = 0, . . . , p
and SN is¯,N
j
t¯
= (−1)
s+t
2
S
(1,1)
N i,Nj for j = q + 1, . . . , p.
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Proof. A straightforward calculation using Corollary 4.3 gives
ZN is¯(v,−
1
τ
) =
1
2
(ZN i(v, (1, σ),−1
τ
) + (−1)sZN i(v, (1, 1),−1
τ
))
=
1
2
τwt[v]
p∑
j=0
S
(1,σ)
N i,Mj
ZMj (v, (σ, 1), τ) +
(−1)s
2
τwt[v]
p∑
j=q+1
S
(1,1)
N i,Nj
ZN(v, (1, 1), τ)
=
1
2
τwt[v]
p∑
j=0
S
(1,σ)
N i,Mj(ZMj
0¯
(v, τ)− ZMj
1¯
(v, τ))
+
(−1)s
2
τwt[v]
p∑
j=q+1
S
(1,1)
N i,Nj
(ZNj
0¯
(v, τ)− ZNj
1¯
(v, τ)).
The result follows. 
Theorem 6.4. The representation ρ given in Theorem 4.2 is unitary.
Proof. The unitarity of ρ(S) follows from Lemmas 6.1-6.3 and the unitarity of S matrix
of V0¯. It remains to show that ρ(T ) is unitary. We have
ZM i(v, (σ, σ), τ + 1) = ZM i
0¯
(v, τ + 1) + ZM i
1¯
(v, τ + 1)
= e
2pii(−c/24+λ
Mi
0¯
)
ZM i
0¯
(v, τ)− e2pii(−c/24+λMi0¯ )ZM i
1¯
(v, τ)
= e
2pii(−c/24+λ
Mi
0¯
)
ZM i(v, (σ, 1), τ)
where we have used the fact that λM i
0¯
− λM i
1¯
+ 1
2
is an integer. Similarly,
ZM i(v, (σ, 1), τ + 1) = e
2pii(−c/24+λ
Mi
0¯
)
ZM i(v, (σ, σ), τ).
It is easy to see that for i = 0, . . . p and j = q + 1, . . . , p
ZN i(v, (1, σ), τ + 1) = e
2pii(−c/24+λ
Ni
)ZN i(v, (1, σ), τ),
ZNj(v, (1, 1), τ + 1) = e
2pii(−c/24+λ
Nj
)ZNj (v, (1, 1), τ).
The unitarity of ρ(T ) now follows from that fact that c and λN i are rational number
[DLM7]. 
7 Quantum dimensions
We compute the quantum dimensions of the irreducible σi-twisted V -modules and irre-
ducible V0¯-modules in this section. The ideas and techniques used here come from [DJX]
and [DRX].
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Let V be a vertex operator superalgebra as before and M be an irreducible σi-twisted
module. Recall χM(τ) from Section 4. The quantum dimension of M over V is defined
to be
qdimV M = lim
y→0
χM(iy)
χV (iy)
using the relation q = e2piiτ where y is real and positive.
The existence of the quantum dimension for a g-twisted V -module is given below in
terms of the S-matrix and the proof is similar to that of Lemma 4.2 of [DJX] by using
the S-matrix given in Corollary 4.3.
Proposition 7.1. Let V be a vertex operator superalgebra satisfying A1-A2, and M an
irreducible σr-twisted V -module for r = 0, 1. Then qdimV M =
S
(σ1−r,σ)
M,V√
2S
(σ,σ)
V,V
if M = N i for
i = 0, . . . , q and qdimV M =
S
(σ1−r,σ)
M,V
S
(σ,σ)
V,V
for other M. In particular, qdimV M exists.
We define the global dimension
glob(V ) =
∑
M∈M (1)
(qdimV M)
2.
In the case V is a vertex operator algebra, this is exactly the global dimension of V defined
in [DJX] and is equal to 1
S2
V,V
.
We now compute the quantum dimensions of irreducible V0¯-modules in terms of quan-
tum dimensions of irreducible V -modules. Recall Theorem 5.2.
Proposition 7.2. We have
(1) qdimV0¯ M
i
r¯ = qdimV M
i for i = 0, . . . , p and r = 0, 1,
(2) qdimV0¯ N
j = 2 qdimV N
j for j = 0, . . . , q,
(3) qdimV0¯ N
k
s¯ = qdimV N
k for k = q + 1, . . . , p and s = 0, 1,
(4) glob(V0¯) = 4glob(V ),
(5)
∑
M∈M (σ)(qdimV M)
2 = glob(V ),
(6)
∑
X1
(qdimV0¯ X1)
2 =
∑
X2
(qdimV0¯ X2)
2 where Xi ranges over the inequivalent irre-
ducible V0¯-modules appearing in irreducible σ
i-twisted V -modules,
In particular, qdimV0¯ W = 2 qdimV W for any irreducible σ
r-twisted module W. More-
over, qdimV M
i, 2 qdimV N
j j = 0, . . . , q and qdimV N
k for k = q + 1, . . . , p take values
in {2 cos pi
n
|n ≥ 3} ∪ [2,∞).
Proof. (1) By Lemma 4.2 of [DJX], Proposition 7.1 and Lemma 6.1 we see that
qdimV0¯ M
i
r¯ =
SM ir¯ ,V0¯
SV0¯,V0¯
=
S
(σ,σ)
M i,V
S
(σ,σ)
V,V
= qdimV M
i.
(2) can be proved similarly by using Lemma 6.2. But we give a different proof here:
qdimV0¯ N
j = lim
y→0
χNj (iy)
χV0¯(iy)
= lim
y→0
χNj (iy)
χV (iy)
χV (iy)
χV0¯(iy)
= lim
y→0
χNj (iy)
χV (iy)
lim
y→0
χV (iy)
χV0¯(iy)
= 2 qdimV N
j .
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(3) The proof is similar.
From [DJX], the quantum dimensions of irreducible V0¯-modules lie in {2 cos pin |n ≥
3} ∪ [2,∞). From (1)-(3) we see immediately that qdimV M i, 2 qdimV N j for j = 0, . . . , q
and qdimV N
k for k = q + 1, . . . , p take values in {2 cos pi
n
|n ≥ 3} ∪ [2,∞).
(4) From [DJX] we know that glob(V0¯) =
1
S2
V0¯,V0¯
is positive. This implies that SV0¯,V0¯ is a
real number. It follows from Proposition 7.1 that S
(σ,σ)
V,V is a real number. Since qdimV M
is always positive for any irreducible σr-twisted V -module M , we see from Proposition
7.1 again that S
(σ1−r ,σ)
M,V is a real number.
Using Proposition 7.1 and Theorem 6.4 yields
glob(V ) =
p∑
i=0
(qdimV M
i)2 =
p∑
i=0
(
S
(σ,σ)
M i,V
S
(σ,σ)
V,V
)2 = (
1
S
(σ,σ)
V,V
)2
p∑
i=0
(S
(σ,σ)
M i,V
)2 = (
1
S
(σ,σ)
V,V
)2.
By Lemma 6.1, SV0¯V0¯ =
1
2
S
(σ,σ)
V,V . It follows immediately that glob(V0¯) = 4glob(V ).
(5) Again by Proposition 7.1 and Theorem 6.4
∑
M∈M (σ)
(qdimV M)
2 =
2
(S
(σ,σ)
V,V )
2
q∑
i=0
(
S
(1,σ)
N i,V√
2
)2 + (
1
S
(σ,σ)
V,V
)2
p∑
i=q+1
(S
(1,σ)
N i,V )
2 = (
1
S
(σ,σ)
V,V
)2.
(6) Note from (1) that
p∑
i=0
1∑
s=0
(qdimV0¯ M
i
s¯)
2 =
p∑
i=0
2(qdimV M
i)2 = 2glob(V ).
The result follows now from (4) and Theorem 5.2. 
8 Z2-grading on the category of V0¯-modules
For the discussion below, we introduce several module categories. We use CV and CσV
to denote the V -module category and σ-twisted V -module category, respectively. Since
σ|V0¯ = idV0¯ , the objects in CV and CσV are V0¯-modules. We denote by CrV0¯ the full abelian
subcategory of CV0¯ generated by the simple V0¯-submodules of any σr-twisted V -modules.
Let C be any of these categories, the dimension of C is defined as dim C =∑M(qdimM)2
where M runs over the equivalence classes of simple objects in category C. It is clear that
glob(V ) = dim CV , glob(V0¯) = dim CV0¯ = dim C0V0¯ + dim C1V0¯ . From discussion in Section
7, we know that glob(V0¯) = 4 glob(V ), dim CV = dim CσV , dim C0V0¯ = dim C1V0¯ . From [Hu2],CV0¯ is a modular tensor category.
Theorem 8.1. The category C0V0¯ is a fusion subcategory of CV0¯ with a complete list of
simple objects given by M jr¯ , with j = 0, . . . , p and r = 0, 1.
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Proof. We need to show that M ir¯ ⊠M
j
s¯ for i, j = 0, . . . , p and r, s = 0, 1 lies in C0V0¯ . This
is equivalent to that the fusion rules NW
M ir¯,M
j
s¯
= 0 for W = Nk for k = 0, . . . , q or W = Nkt¯
for k = q + 1, . . . , p and t = 0, 1.
From Proposition 4.9 of [DJX] or the Verlinde formula for modular tensor categories,
qdimV0¯ M
i
r¯ qdimV0¯ M
j
s¯ = qdimV0¯ M
i
r¯ ⊠M
j
s¯ =
∑
W
NW
M ir¯ ,M
j
s¯
qdimV0¯ W
where W ranges over the inequivalent irreducible V0¯-modules. By the assumption of V ,
the quantum dimensions are positive. Our idea is to establish
qdimV0¯ M
i
r¯ qdimV0¯ M
j
s¯ =
p∑
k=0
∑
t=0,1
N
Mk
t¯
M ir¯ ,M
j
s¯
qdimV0¯ M
k
t¯
which implies that NW
M ir¯,M
j
s¯
= 0 if W is not any Mkt¯ .
Recall from [Hu2] the Verlinde formula
N
Mk
t¯
M ir¯,M
j
s¯
=
∑
W
SM ir¯,WSMjs¯ ,WSW,Mkt¯
SV0¯,W
where W ranges through the inequivalent irreducible V0¯-modules. Thus
p∑
k=0
∑
t=0,1
N
Mk
t¯
M ir¯,M
j
s¯
qdimV0¯ M
k
t¯
=
p∑
k=0
∑
t=0,1
∑
W
SM ir¯,WSMjs¯ ,WSW,Mkt¯
SV0¯,W
SMk
t¯
,V0¯
SV0¯,V0¯
We claim that
∑p
k=0
∑
t=0,1 SW,Mkt¯
SMk
t¯
,V0¯
is 0 if W 6= V0¯, V1¯ and is 12 otherwise. Note
that SMk
t¯
,W = SW ′,Mk
t¯
. Let W = Va¯. By Lemma 6.1 we have SMk
t¯
,Va¯ =
S
(σ,σ)
Mk,V
2
for a = 0, 1.
Using the unitarity of ρ(S) Theorem 6.4 gives the claim
p∑
k=0
∑
t=0,1
SW,Mk
t¯
SMk
t¯
,V0¯
=
1
2
p∑
k=0
(S
(σ,σ)
Mk,V
)2 =
1
2
.
The proof for W = Mkt¯ with k > 0 is similar. For W = N
i, N js¯ , where i = 0, . . . , q,
j = q + 1, . . . , p and s = 0, 1, the claim follows immediately from Lemmas 6.2 and 6.3.
Finally we have
p∑
k=0
∑
t=0,1
∑
W
SM ir¯,WSMjs¯ ,WSW,Mkt¯
SV0¯,W
SMk
t¯
,V0¯
SV0¯,V0¯
=
1
2
SM ir¯,V0¯SMjs¯ ,V0¯
SV0¯,V0¯SV0¯,V0¯
+
1
2
SM ir¯ ,V1¯SMjs¯ ,V1¯
SV0¯,V1¯SV0¯,V0¯
.
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Since SM ir¯,V1¯ = SM ir¯,V0¯ we see that
p∑
k=0
∑
t=0,1
N
Mk
t¯
M ir¯,M
j
s¯
qdimV0¯ M
k
t¯ =
SM ir¯,V0¯
SV0¯,V0¯
SMjs¯ ,V0¯
SV0¯,V0¯
= qdimV0¯ M
i
r¯ qdimV0¯ M
j
s¯ ,
as desired. 
Remark 8.2. Similarly, one can show that if M ∈ CrV0¯ , N ∈ CsV0¯ then M ⊠ N ∈ Cr+sV0¯
where r + s is understood to be modulo 2. Therefore, CV0¯ is Z2-graded.
9 The 16-fold way
We discuss in this section on how the representation theory for vertex operator superal-
gebra is related to the 16-fold way conjecture proposed in [BGH].
Let U be a rational, C2-cofinite, simple vertex operator algebra of CFT type such that
the weight of any irreducible U -module is positive except U itself. Then the U -module
category CU is a modular tensor category [Hu2] with positive quantum dimensions. As
usual, let cM,N : M ⊠ N → N ⊠M be the braiding for U -modules M,N. Let θ denote
ribbon structure on CU . Then θM is a scalar multiple of idM for any simple U -module M .
We use the abuse notation θM to denote such scalar. A simple U -module F is called a
fermion if F is a simple current (or invertible object of CU) of order 2 and cF,F = − idF⊠F .
Since qdimU F = 1, θF = −1.
Lemma 9.1. Let V = V0¯ ⊕ V1¯ be a vertex operator superalgebra satisfying assumptions
A1-A2 with V1¯ 6= 0. Then V1¯ is a fermion of CV0¯.
Proof. Clearly, V1¯ is a simple current of order 2. Then
cV1¯,V1¯ = θV1¯ idV1¯⊠V1¯ = e
2piiL(0) idV1¯⊠V1¯ = − idV1¯⊠V1¯
from [Hu2] and [BGH] as V1¯ = ⊕n∈ZV 1
2
+n. 
Conversely, if U is as before and an U -module F is a fermion, then V = U ⊕ F has
a structure of a vertex operator superalgebra such that V0¯ = U and V1¯ = F by Theorem
1.1 of [CKL]. Therefore, the vertex operator superalgebra V = V0¯ ⊕ V1¯ in our sense is
completely determined by a fermion V1¯ in CV0¯ .
Let B be a braided fusion category. For any family D of objects in B, the Mu¨ger
centralizer CB(D) is the full subcategory of B consisting of the objects Y in B such that
cY,X ◦ cX,Y = idX⊠Y for any X in D. The subcategory CB(D) is closed under the tensor
product of B and hence a braided fusion subcategory of B. The symmetric fusion category
CB(B) is call the Mu¨ger center of B and denoted by Z2(B). In this paper, a pseudounitary
braided fusion category B is called super-modular if Z2(B) equivalent to category sVec,
which is equal to Rep(Z2) with the super braiding. In particular, a super-modular category
B admits a fermion F in CB(B) with θF = −1.
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Lemma 9.2. Let V = V0¯ ⊕ V1¯ be a vertex operator superalgebra satisfying assumptions
A1-A2. Then C0V0¯ = CV1¯(CV0¯) and is super-modular.
Proof. By Theorem 8.1 that C0V0¯ is a braided fusion subcategory CV0¯ . We first prove that
V1¯ lies in Z2(C0V0¯), and hence dimZ2(C0V0¯) ≥ 2. Equivalently we need to show that
cV1¯,M ir¯ ◦ cM ir¯,V1¯ = idM ir¯⊠V1¯
for i = 0, . . . , p and r = 0, 1. Since V1¯ is a simple current we know that both V1¯ ⊠M
i
r¯
and M ir¯ ⊠ V1¯ are isomorphic to M
i
r+1
. As usual we will denote the space of intertwining
operator of type
(
W 3
W 1,W 2
)
by I
(
W 3
W 1,W 2
)
whereW j are modules for vertex operator algebra
V0¯ for i = 1, 2, 3. Then I
(
M i
r+1
M ir¯,V1¯
)
= CY and I
(
M i
r+1
V1¯,M
i
r¯
)
= CY where Y is the restriction
of Y defining the V -module structure on M i to V1¯ and Y(w, z)u = ezL(−1)Y (u,−z)w for
u ∈ V1¯ and w ∈ M ir¯. In this case, cM ir¯,V1¯ is a linear map from I
(
M i
r+1
M ir¯ ,V1¯
)
to I
(
M i
r+1
V1¯,M
i
r¯
)
such
that Y is mapped to Y ′ where Y ′(u, z)w = ezL(−1)Y(w,−z)u for u, w as before. Similarly,
cV1¯,M ir¯ is a linear map from I
(
M i
r+1
V1¯,M
i
r¯
)
to I
(
M i
r+1
M ir¯ ,V1¯
)
such that Y is mapped to Y . It is
trivial to verify that Y ′ = Y and cV1¯,M ir¯ ◦ cM ir¯ ,V1¯ = idM ir¯⊠V1¯ .
It remains to show that Vs¯ for s = 0, 1 are the only simple objects in Z2(C0V0¯). SinceCV0¯ is modular, it follows from Theorem 3.2 of [M] that
dim CV0¯ = dimCCV0¯ (C
0
V0¯
) · dim C0V0¯ .
From the discussion in Section 8 we know that
dim CV0¯ = 2dim C0V0¯ .
This forces dimCCV0¯ (C0V0¯) = 2. Clearly, Z2(C0V0¯) ⊂ CCV0¯ (C0V0¯). This implies that
2 ≤ dimZ2(C0V0¯) ≤ dimCCV0¯ (C
0
V0¯
) = 2,
and hence Z2(C0V0¯) = CCV0¯ (C0V0¯). 
We can now formulate the 16-fold way conjecture in [BGH] in the context of vertex
operator algebra. Let B be a super-modular category. A modular category C, which
contains B as a full ribbon subcategory, is called aminimal modular extension or amodular
closure of B if dim C = 2dimB.
Conjecture 9.3. If B is a super-modular category, then B admits a minimal modular
extension. In this case, there are exactly 16 minimal modular extensions of B up to
braided monoidal equivalence.
Under the assumption of the existence of minimal closure of super-modular category,
the second part of the conjecture has been proved in [LKW1, Theorem 5.4].
From Lemma 9.2 and its proof we immediately obtain:
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Theorem 9.4. Let V be a vertex operator superalgebra satisfying A1-A2. Then CV0¯ is a
minimal modular extension of the super-modular category C0V0¯ .
In view of Theorem 9.4 and the 16-fold way conjecture, the following question arises:
Question 9.5. Does every super-modular category C equivalent to C0V0¯ for some vertex
operator superalgebra V ?
Our next goal is to construct a sequence {V m}m≥0 of vertex operator superalgebras
from V such that C(Vm)0¯ are minimal modular extension of C0V0¯ and the equivalence classes
of these modular categories C(Vm)0¯ are characterizes by the congruence class of m modulo
16. We close this section with the following theorem.
Theorem 9.6. Let V, U be vertex operator superalgebras satisfying A1-A2 and U be holo-
morphic. Then C0V0¯ and C0(U⊗V )0¯ are equivalent braided fusion categories. In particular,
C(U⊗V )0¯ is a minimal modular extension of C0V0¯
Proof. Note that (U ⊗ V )0¯ is an algebra object in CU0¯⊗V0¯. Let B = CCU0¯⊗V0¯ ((U ⊗ V )0¯),
the Mu¨ger centralizer of (U ⊗ V )0¯ in CU0¯⊗V0¯ . In view of [CKM, Proposition 2.65], let
F0 : B → CU⊗V and F1 : B → C(U⊗V )0¯ be the induction functors, that means
F0(Y ) = (U ⊗ V )⊠U0¯⊗V0¯ Y, F1(Y ) = (U ⊗ V )0¯ ⊠U0¯⊗V0¯ Y
for Y in B. By [CKM, Theorem 2.67], F0, F1 are braided tensor functors. Since F1(Y ) is
a (U ⊗ V )0¯-submodule of F0(Y ) and C0(U⊗V )0¯ is generated by the (U ⊗ V )0¯-submodules of
super U ⊗ V -modules, F1(Y ) ∈ obj(C0(U⊗V )0¯) for Y ∈ B.
Since (U ⊗ V )0¯ = U0¯ ⊗ V0¯ ⊕ U1¯ ⊗ V1¯, U0¯ ⊗X ∈ B for any object X of C0V0¯ . Note that
the functor U0¯ ⊗ − : CV0¯ → CU0¯⊗V0¯ is a faithfully full braided tensor functor, and so is
restriction F2 : C0V0¯ → B. Therefore, the composite functor F = F1F2 : C0V0¯ → C0(U⊗V )0¯
is a braided tensor functor. Since C0V0¯ is super-modular, F is faithfully full by [DMNO,
Corollary 3.26].
To show that C0V0¯ is braided tensor equivalent to C0(U⊗V )0¯ , it suffices to show that every
irreducible (U ⊗ V )0¯-module is an image of F .
Recall that the inequivalent irreducible super V -modules areM i with i = 0, . . . , p. This
implies that {M ir¯ | i = 0, . . . , p, and r = 0, 1} is a complete set of inequivalent irreducibles
of C0V0¯ . Moreover, inequivalent irreducible U ⊗ V -modules are U ⊗M i. Therefore, (U ⊗
M i)r¯ = U0¯ ⊗ M ir¯ + U1¯ ⊗ M i1−r for i = 0, . . . , p and r = 0, 1 are all the inequivalent
irreducible (U ⊗ V )0¯-modules of C0(U⊗V )0¯ .
For any irreducible X ∈ obj(C0V0¯),
F (X) = (U ⊗ V )0¯ ⊠ (U0¯ ⊗X)
which is isomorphic to U0¯⊗X+U1¯⊗(V1¯⊠X) as V0¯⊗U0¯-modules. Therefore, F (X) is the
irreducible (V ⊗U)0¯-module which contains an irreducible U0¯⊗V0¯-submodule isomorphic
to U0¯ ⊗X . Therefore, By the same reason
F (M ir¯)
∼= (U ⊗M i)r¯
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as (U ⊗ V )0¯-modules for i = 1, . . . , p and r = 0, 1. Thus, F : C0V0¯ → C0(U⊗V )0¯ is an
equivalence. The last statement follows immediately from Theorem 9.4. 
The Gauss sum τ1(C) of a ribbon fusion category C is defined as
τ1(C) =
∑
X∈Irr(C)
qdim(X)2 · θX
where qdim(X) is the pivotal (or quantum) dimension of the simple object X and θX
denotes the scalar of the twist. The Gauss sums and their higher degree generalizations
τn(C) are invariants of ribbon fusion categories (cf. [NSW]). In the case of a fermionic
modular category, we follow some idea in [BGN] to prove that the centralizer of the
fermion has zero contribution to the Gauss sum.
Lemma 9.7. Let C be a pseudounitary modular tensor category over C, f a fermion of
C, and C0 the Mu¨ger centralizer of f . Then
τ1(C0) = 0
Proof. Let X ∈ Irr(C0). Then SX,f = qdim(X) where SX,Y is the trace of cY,X ◦ cX,Y .
Since f is an invertible object, X⊗f is a simple object of C0 and qdim(X⊗f) = qdim(X).
On the other hand, by the twist equation, we have
θX⊗f qdim(X ⊗ f) = θXθfSX,f ,
which implies θX⊗f = −θX . In particular, the action of f on Irr(C) has no fixed point.
Therefore, there exists a subset O of Irr(C0) such that ⋃X∈O{X,X⊗ f} = Irr(C0). Thus,
τ1(C0) =
∑
X∈O
qdim(X)2 · θX − qdim(X ⊗ f)2 · θX = 0 . 
10 16 minimal modular extensions
In this section we use the holomorphic vertex operator superalgebas V (l,Z+ 1
2
) for l ≥ 1
and Theorem 9.6 to obtain all the 16 minimal modular extensions of C0V0¯ for any given
vertex operator superalgebra satisfying A1-A2.
The construction of V (l,Z + 1
2
) is well known (see [FFR], [KW], [L1]). Let Hl =
⊕li=1Cai be a complex vector space equipped with a nondegenerate symmetric bilinear
form (·, ·) such that (ai, aj) = 2δi,j. Let A(l, Z + 12) be the associative algebra generated
by {a(n) | a ∈ Hl, n ∈ Z+ 12} subject to the relation
[a(n), b(m)]+ = (a, b)δm+n,0.
Let A(l, Z + 1
2
)+ be the subalgebra generated by {a(n) | a ∈ Hl, n ∈ Z + 12 , n > 0}, and
make C a 1-dimensional A(l, Z + 1
2
)+-module so that ai(n)1 = 0 for n > 0. The induced
26
module
V (l, Z+
1
2
) = A(l, Z+
1
2
)⊗A(l,Z+ 1
2
)+ C
∼=
∧
[ai(−n)|n > 0, n ∈ Z+ 1
2
, i = 1, 2, . . . l] (linearly).
is a holomorphic vertex operator superalgebra generated by ai(−12) for i = 1, . . . , l and
Y (ai(−12), z) = ai(z) =
∑
n∈Z ai(−n − 12)z−n−1. For example, if l = 1 then V (1, Z + 12)
is isomorphic to L(1
2
, 0) + L(1
2
, 1
2
) as a module for the Virasoro vertex operator algebra
L(1
2
, 0). Moreover, V (1,Z + 1
2
)0¯ = L(
1
2
, 0) and V (1,Z + 1
2
)1¯ = L(
1
2
, 1
2
). If l = 2k is even
then V (l,Z + 1
2
) is isomorphic to the lattice vertex operator superalgebra VZk where Z
k
is the lattice in Rk with the standard inner product.
As usual, we use σ to denote the canonical automorphism of V (l,Z+ 1
2
). To construct
σ-twisted V (l,Z+ 1
2
)-modules we need to consider two cases l is even or odd. If l = 2k is
even, The H2k can be written as
H2k =
k∑
i=1
Cbi +
k∑
i=1
Cb∗i
with (bi, bj) = (b
∗
i , b
∗
j) = 0, (bi, b
∗
j) = δi,j . Let A(2k, Z) be the associative algebra generated
by {b(n) | b ∈ H2k, n ∈ Z} subject to the relation
[a(m), b(n)]+ = (a, b)δm+n,0
Let A(2k, Z)+ be the subalgebra generated by {bi(n), b∗i (m) |n ≥ 0, m > 0, i = 1, . . . , k},
and make C a 1-dimensional A(2k, Z)+-module with bi(n)1 = 0 and b
∗
i (m)1 = 0 for n ≥ 0,
m > 0, i = 1, . . . , k. Consider the induced A(2k, Z)-module
V (2k, Z) = A(2k, Z)⊗A(2k,Z)+ C ∼= Λ[bi(−n), b∗i (−m) |n,m ∈ Z, n > 0, m ≥ 0].
By Proposition 4.3 in [L2], V (2k, Z) is an irreducible σ-twisted V (2k, Z+ 1
2
)-module such
that
YV (2k,Z)(u(−1
2
), z) = u(z) =
∑
n∈Z
u(n)z−n−1/2
for u ∈ H2k. Moreover, V (2k, Z) is the only irreducible σ-twisted V (2k, Z+ 12)-module up
to isomorphism [DZ2]. As a result, V (2k, Z+ 1
2
)0¯ has 4 inequivalent irreducible modules
V (2k, Z+ 1
2
)r¯, and V (2k, Z)r¯ (r = 0, 1) of weights 0,
1
2
, k
8
, k
8
, and quantum dimension 1.
If l = 2k + 1 is odd, H2k+1 can be decomposed into:
H2k+1 =
k∑
i=1
Cbi +
k∑
i=1
Cb∗i + Ce
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with (bi, bj) = (b
∗
i , b
∗
j ) = 0, (bi, b
∗
j ) = δi,j, (e, bi) = (e, b
∗
i ) = 0, (e, e) = 2. Let A(2k+1, Z) be
the associative algebra generated by a(n) for a ∈ H2k+1 and n ∈ Z subject to the same
relation as before, Let A(2k + 1, Z)+ be the subalgebra generated by
{bi(n), b∗i (m), e(m) |m,n ∈ Z, n ≥ 0, m > 0, i = 1, . . . , k}
and make C a 1-dimensional A(2k+1, Z)+-module with bi(n)1 = 0 for n ≥ 0 and b∗i (m)1 =
e(m)1 = 0 for m > 0, i = 1, . . . , k. Set
V (2k + 1, Z) = A(2k + 1, Z)⊗A(2k+1,Z)+ C .
It is easy to see that V (2k + 1,Z) is isomorphic to the exterior algebra
W (2k + 1,Z) = Λ[bi(−n), b∗i (−m), e(−m) |n,m ∈ Z, n > 0, m ≥ 0] .
as vector spaces. Let W (2k+1,Z) = W (2k+1,Z)0¯⊕W (2k+1,Z)1¯ be the decomposition
into the even and odd parity subspaces, and
V±(2k + 1,Z) = (1± e(0))W (2k + 1, Z)0¯ ⊕ (1∓ e(0))W (2k + 1, Z)1¯.
Then
V (2k + 1,Z) = V+(2k + 1,Z)⊕ V−(2k + 1,Z)
and V±(2k+1,Z) are irreducible A(2k+1, Z)-modules. It follows from Proposition 4.3 in
[L2] that V±(2k + 1,Z) are irreducible σ-twisted modules for V (2k + 1, Z+ 12) so that
YV (2k+1,Z)(u(−1
2
), z) = u(z) =
∑
n∈Z
u(n)z−n−1/2
for u ∈ H2k+1. Moreover, V±(2k + 1,Z) are the only inequivalent irreducible σ-twisted
modules and are isomorphic irreducible V (2k + 1, Z + 1
2
)0¯-modules [DZ2]. In this case
V (2k+1, Z+ 1
2
)0¯ has 3 inequivalent irreducible modules V (2k+1, Z+
1
2
)r¯ for r = 0, 1 and
V+(2k + 1,Z) of weights 0,
1
2
and 2k+1
16
, and quantum dimensions 1, 1 and
√
2.
Let V be a vertex operator superalgebra satisfying A1-A2. Set V 0 = V and V l =
V (l,Z+ 1
2
)⊗V for l ≥ 1. According to Theorem 9.4, C(V l)0¯ is a minimal modular extension
of C0V0¯ for l ≥ 0. We denote the Virasoro vector of V l by ωl for l ≥ 1 and write Y (ωl, z) =∑
n∈Z L
l(n)z−n−2. Let Tl be the corresponding T -matrix associated to (V l)0¯ and set tl =
e2pii(c+
l
2
)/24Tl which is the matrix for the operator e
2piiLl(0) acting on the inequivalent
irreducible (V l)0¯-modules. Then tl is the T-matrix of the modular tensor category C(V l)0¯ .
The following result is an immediate consequence of Theorem 3.5.
Lemma 10.1. The inequivalent irreducible σ-twisted V l-modules are
{V (l,Z)⊗N j , (V (l,Z)⊗N j) ◦ σ, V (l,Z)⊗Nk | j = 0, . . . , q, k = q + 1, . . . , p}
if l is even, and
{N l,j, N l,k, N l,k ◦ σ | j = 0, . . . , q, k = q + 1, . . . , p}
if l is odd where V (l,Z)⊗ (N j +N j ◦ σ) = 2N l,j and V (l,Z)⊗Nk = N l,k ⊕N l,k ◦ σ.
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Corollary 10.2. The inequivalent simple (V l)0¯-modules from the σ-twisted V
l-modules
are
{V (l,Z)⊗N j , (V (l,Z)⊗Nk)r¯ | j = 0, . . . , q, k = q + 1, . . . , p, r = 0, 1}
if l is even. In this case,
qdim(V l)0¯(V (l,Z)⊗N j) = qdimV0¯(N j), qdim(V l)0¯(V (l,Z)⊗Nk)r¯ = qdimV0¯(Nkr¯ )
for j = 0, . . . , q, k = q + 1, . . . , p, r = 0, 1.
If l is odd, the inequivalent simple (V l)0¯-modules from the σ-twisted V
l-modules are
{N l,jr¯ , N l,k | j = 0, . . . , q, k = q + 1, . . . , p, r = 0, 1}
and
qdim(V l)0¯(N
l,j
r¯ ) =
1√
2
· qdimV0¯(N j), qdim(V l)0¯(N l,k) =
√
2 · qdimV0¯(Nkr¯ )
for j = 0, . . . , q, k = q + 1, . . . , p, r = 0, 1.
Proof. The set of simple (V l)0¯-modules from the σ-twisted V
l-modules follows immedi-
ately from Lemma 10.1 for any nonzero integer l. Let us denote U l = V (l,Z+ 1
2
). If l is
even, then qdimU l(V (l,Z)) = qdimU l
0¯
(V (l,Z)) = 1. For j = 0, . . . , p, V (l,Z) ⊗ N j is an
unstable σ-twisted V l-module. It follows from Proposition 7.2 that
qdim(V l)0¯(V (l,Z)⊗N j) = 2 qdimV l(V (l,Z)⊗N j) = 2 qdimV (N j) = qdimV0¯(N j) .
For k = p+ 1, . . . , q, V (l,Z)⊗Nk is σ-stable. By Proposition 7.2,
qdim(V l)0¯(V (l,Z)⊗Nk)r¯ = qdimV l(V (l,Z)⊗Nk) = qdimV (Nk) = qdimV0¯(Nkr¯ )
for r = 0, 1.
If l is odd, then qdimU l(V (l,Z)) = qdimU l
0¯
(V±(l,Z)) =
√
2. For j = 0, . . . , p, N l,j is a
σ-stable σ-twisted V l-module and
qdimV l(V (l,Z)⊗ (N j ⊕N jσ)) = 2 qdimV l(N l,j) = 2 qdim(V l)0¯(N
l,j
r¯ )
for any r = 0, 1. On the other hand,
qdimV l(V (l,Z)⊗ (N j ⊕N jσ)) =
√
2 · qdimV (N j ⊕N jσ) =
√
2 qdimV0¯(N
j) .
Thus, we have
qdim(V l)0¯(N
l,j
r¯ ) =
1√
2
qdimV0¯(N
j)
for r = 0, 1. Similarly, For k = p+1, . . . , q, N l,k is a σ-unstable σ-twisted V l-module and
qdim(V l)0¯(N
l,k) = 2 qdimV l(N
l,k) = qdimV l(N
l,k ⊕N l,kσ ) = qdimV l(V (l,Z)⊗Nk)
=
√
2 · qdimV (Nk) =
√
2 · qdimV0¯(Nkr¯ )
for r = 0, 1. 
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Theorem 10.3. The minimal modular extensions C(V l)0¯ , C(V m)0¯ of C0V0¯ are braided equiv-
alent if and only if l and m are congruent modulo 16. In particular, we obtain 16 minimal
modular extensions of C0V0¯.
Proof. Since C(V m)0¯ has positive quantum dimensions, its spherical pivotal structure is
uniquely determined by the fusion category C(V m)0¯ . Therefore, C(V l)0¯ , C(Vm)0¯ are equivalent
braided fusion categories if and only if they are equivalent modular categories. The later
implies they have the same Gauss sums. Therefore, we proceed to compute the Gauss
sum τ1(C(V l)0¯). It follows from Lemma 9.7 that
τ1(C(V l)0¯) =
∑
X∈Irr(C1
(V l)0¯
)
qdim(X)2 · θX
where Irr(C1(V l)0¯) is the set of inequivalent simple (V
l)0¯-modules from the σ-twisted V
l-
modules.
By Corollary 10.2, the inequivalent irreducible (V l)0¯-modules from the σ-twisted mod-
ules are
{V (l,Z)⊗N j , V (l,Z)0¯ ⊗Nkr¯ + V (l,Z)1¯ ⊗Nk1−r | j = 0, . . . , q, k = q + 1, . . . , p, r = 0, 1}
if l is even. The actions of e2piiL
l(0) on V (l,Z)⊗N j and V (l,Z)0¯ ⊗Nkr¯ + V (l,Z)1¯ ⊗Nk1−r
are respectively are e2pii(λNj+
l
16
) and e2pii(λNk+
l
16
) for r = 0, 1, where λNj is the weight of
N j . Therefore,
τ1(C(V l)0¯) =
p∑
j=0
qdim(V l)0¯(V (l,Z)⊗N j)2 · e2pii(λNj+
l
16
)
+
1∑
r=0
q∑
k=p+1
qdim(V l)0¯(V (l,Z)⊗Nk)2r¯ · e2pii(λNk+
l
16
)
= e
2piil
16
(
p∑
j=0
qdimV0¯(N
j)2 e2piiλNj +
1∑
r=0
q∑
k=p+1
qdimV0¯(N
k
r¯ )
2 e2piiλNk
)
= e
2piil
16 τ1(CV0¯) .
Again by Corollary 10.2, the inequivalent irreducible (V l)0¯-modules from the σ-twisted
modules are
{N l,jr¯ , N l,k|j = 0, . . . , q, k = q + 1, . . . , p, r = 0, 1}
if l is odd. The actions of e2piiL
l(0) on N l,jr¯ is e
2pii(λ
Nj
+ l
16
) and on N l,k is e2pii(λNk+
l
16
). Thus,
for r = 0, 1,
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τ1(C(V l)0¯) =
1∑
r=0
p∑
j=0
qdim(V l)0¯(N
l,j
r¯ )
2 e2pii(λNj+
l
16
) +
q∑
k=p+1
qdim(V l)0¯(N
l,k)2 e2pii(λNk+
l
16
)
= e
2piil
16
(
1∑
r=0
p∑
j=0
1
2
qdim(V l)0¯(N
j)2 e2piiλNj +
q∑
k=p+1
2 qdimV0¯(N
k
r¯ )
2 e2piiλNk
)
= e
2piil
16
(
p∑
j=0
qdim(V l)0¯(N
j)2 e2piiλNj +
1∑
r=0
q∑
k=p+1
qdimV0¯(N
k
r¯ )
2 e2piiλNk
)
= e
2piil
16 τ1(CV0¯) .
Therefore, τ1(C(V l)0¯) = e
2pii
16 τ1(CV0¯) for any integer l ≥ 0. As a result, τ1(C(V l)0¯) =
τ1(C(Vm)0¯) if and only if l ≡ m modulo 16, and there are at least 16 inequivalent modular
categories which are minimal extensions of C0V0¯ . By [LKW, Theorem 5.4], C0V0¯ has exactly
16 minimal extensions. Thus, C(V l)0¯ and C(V m)0¯ are equivalent minimal extensions of C0V0¯
if and only if l ≡ m modulo 16. These 16 minimal extensions of are also inequivalent as
braided fusion categories as they have distinct Gauss sums. 
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