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Abstract
The level crossing problem and associated geometric terms are neatly formu-
lated by using the second quantization technique both in the operator and path
integral formulations. The analysis of geometric phases is then reduced to the fa-
miliar diagonalization of the Hamiltonian. If one diagonalizes the Hamiltonian in
one specific limit, one recovers the conventional formula for geometric phases. On
the other hand, if one diagonalizes the geometric terms in the infinitesimal neighbor-
hood of level crossing, the geometric phases become trivial (and thus no monopole
singularity) for arbitrarily large but finite time interval T . The topological proof
of the Longuet-Higgins’ phase-change rule, for example, thus fails in the practical
Born-Oppenheimer approximation where a large but finite ratio of two time scales
is involved and T is identified with the period of the slower system.
1 Berry’s Phase
We start with a brief account of the Berry’s phase or geometric phase [1]-[15]. We study
the Schro¨dinger equation
i~
∂
∂t
ψ(t, ~x) = Hˆ(
~
i
∂
∂~x
, ~x,X(t))ψ(t, ~x) (1.1)
where the Hamiltonian depends on a set of slowly varying external parameters X(t) =
(X1(t), X2(t), X3(t), ...). By analyzing this simple Schro¨dinger equation in the adiabatic
approximation, one finds an extra phase factor in addition to the conventional dynamical
phase. There is no mystery about the phase factor, however, and all the information
about the phase factor is included in the standard Schro¨dinger equation and the evolution
operator. It is sometimes stated in the literature that there appears a magnetic monopole
at the level crossing point, though the starting Hamiltonian Hˆ(~
i
∂
∂~x
, ~x,X(t)) contains no
obvious singularity. We are going to explain that there is no magnetic monopole at the
level crossing point. To discuss these issues, we need a suitable formulation which makes
the analysis simple and transparent.
1Talk given at the International Workshop ”Frontiers in Quantum Physics”, Yukawa Institute for
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2 Second quantized formulation of level crossing
We start with the generic hermitian Hamiltonian
Hˆ = Hˆ(~ˆp, ~ˆx,X(t)) (2.1)
in a slowly varying background variable X(t) = (X1(t), X2(t), ...). The path integral for
this theory for the time interval 0 ≤ t ≤ T in the second quantized formulation is given
by
Z =
∫
Dψ⋆Dψ exp{
i
~
∫ T
0
dtd3x[ψ⋆(t, ~x)i~
∂
∂t
ψ(t, ~x)
−ψ⋆(t, ~x)Hˆ(~ˆp, ~ˆx,X(t))ψ(t, ~x)]}. (2.2)
We next define a complete set of eigenfunctions
Hˆ(~ˆp, ~ˆx,X(0))un(~x,X(0)) = λnun(~x,X(0)),∫
d3xu⋆n(~x,X(0))um(~x,X(0)) = δnm, (2.3)
and expand ψ(t, ~x) =
∑
n an(t)un(~x,X(0)). We then have Dψ
⋆Dψ =
∏
nDa
⋆
nDan and
the path integral is written as [16, 17]
Z =
∫ ∏
n
Da⋆nDan exp{
i
~
∫ T
0
dt[
∑
n
a⋆n(t)i~
∂
∂t
an(t)
−
∑
n,m
a⋆n(t)Enm(X(t))am(t)]} (2.4)
where
Enm(X(t)) =
∫
d3xu⋆n(~x,X(0))Hˆ(~ˆp, ~ˆx,X(t))um(~x,X(0)). (2.5)
We next perform a (time-dependent) unitary transformation
an = U(X(t))nmbm (2.6)
where
U(X(t))nm =
∫
d3xu⋆n(~x,X(0))vm(~x,X(t)) (2.7)
with the instantaneous eigenfunctions of the Hamiltonian
Hˆ(~ˆp, ~ˆx,X(t))vn(~x,X(t)) = En(X(t))vn(~x,X(t)),∫
d3xv⋆n(~x,X(t))vm(~x,X(t)) = δn,m. (2.8)
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We emphasize that U(X(t)) is a unit matrix both at t = 0 and t = T if X(T ) = X(0),
and thus {an} = {bn} both at t = 0 and t = T . It is convenient to take the time T as the
period of the slower variable X(t).
We can thus re-write the path integral as
Z =
∫ ∏
n
Db⋆nDbn exp{
i
~
∫ T
0
dt[
∑
n
b⋆n(t)i~
∂
∂t
bn(t)
+
∑
n,m
b⋆n(t)〈n|i~
∂
∂t
|m〉bm(t)−
∑
n
b⋆n(t)En(X(t))bn(t)]} (2.9)
where the second term in the action stands for the term commonly referred to as Berry’s
phase. The second term is defined by
(U(t)†i~
∂
∂t
U(t))nm =
∫
d3xv⋆n(~x,X(t))i~
∂
∂t
vm(~x,X(t))
≡ 〈n|i~
∂
∂t
|m〉. (2.10)
In the operator formulation of the second quantized theory, we thus obtain the effective
Hamiltonian (depending on Bose or Fermi statistics)
Hˆeff (t) =
∑
n
b†n(t)En(X(t))bn(t)−
∑
n,m
b†n(t)〈n|i~
∂
∂t
|m〉bm(t) (2.11)
with [bn(t), b
†
m(t)]∓ = δn,m. Note that these formulas are exact.
It is shown [16, 17] that
〈n|T ⋆ exp{−(i/~)
∫ T
0
dtHˆeff(t)}|n〉
= 〈n(T )|T ⋆ exp{−(i/~)
∫ T
0
dtHˆ(~ˆp, ~ˆx,X(t))}|n(0)〉 (2.12)
where T ⋆ stands for the time ordering operation. In our picture, all the phase factors are
included in the Hamiltonian in the Schro¨dinger picture
Hˆeff (t) =
∑
n
b†n(0)En(X(t))bn(0)−
∑
n,m
b†n(0)〈n|i~
∂
∂t
|m〉bm(0). (2.13)
3 Level crossing
We are mainly interested in the topological properties in the infinitesimal neighborhood
of level crossing. We thus assume that the level crossing takes place only between the
lowest two levels, and we consider the familiar idealized model with only the lowest two
levels. This approximation is expected to be valid in the infinitesimal neighborhood of
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the specific level crossing. The effective Hamiltonian to be analyzed in the path integral
is then defined by the 2× 2 matrix
h(X(t)) = (Enm(X(t))) (3.1)
in the notation of (2.4). If one assumes that the level crossing takes place at the origin of
the parameter space X(t) = 0, one needs to analyze the matrix
h(X(t)) = (Enm(0)) +
(
∂
∂Xk
Enm(0)
)
Xk(t) (3.2)
for sufficiently small (X1(1), X2(1), ...). After a suitable re-definition of the parameters
by taking linear combinations of Xk(t), we write the matrix as
h(X(t)) =
(
E(0) + y0(t) 0
0 E(0) + y0(t)
)
+ gσlyl(t) (3.3)
where σl stands for the Pauli matrices, and g is a suitable (positive) coupling constant.
The above matrix is diagonalized in a standard manner
h(X(t))v±(y) = (E(0) + y0(t)± gr)v±(y) (3.4)
where r =
√
y21 + y
2
2 + y
2
3 and
v+(y) =
(
cos θ
2
e−iϕ
sin θ
2
)
, v−(y) =
(
sin θ
2
e−iϕ
− cos θ
2
)
(3.5)
by using the polar coordinates, y1 = r sin θ cosϕ, y2 = r sin θ sinϕ, y3 = r cos θ. Note
that v±(y(0)) = v±(y(T )) if y(0) = y(T ) except for (y1, y2, y3) = (0, 0, 0), and θ = 0 or π.
If one defines
v†m(y)i
∂
∂t
vn(y) = A
k
mn(y)y˙k (3.6)
where m and n run over ±, we have
Ak++(y)y˙k =
(1 + cos θ)
2
ϕ˙,
Ak+−(y)y˙k =
sin θ
2
ϕ˙+
i
2
θ˙ = (Ak−+(y)y˙k)
⋆,
Ak−−(y)y˙k =
1− cos θ
2
ϕ˙. (3.7)
The effective Hamiltonian is then given by
Hˆeff (t) = (E(0) + y0(t) + gr(t))b
†
+b+
+(E(0) + y0(t)− gr(t))b
†
−b−
−~
∑
m,n
b†mA
k
mn(y)y˙kbn (3.8)
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which is exact in the present two-level truncation.
In the conventional adiabatic approximation, one approximates the effective Hamilto-
nian by
Hˆeff(t) ≃ (E(0) + y0(t) + gr(t))b
†
+b+
+(E(0) + y0(t)− gr(t))b
†
−b−
−~[b†+A
k
++(y)y˙kb+ + b
†
−A
k
−−(y)y˙kb−] (3.9)
which is valid for Tgr(t) ≫ ~π, the magnitude of the geometric term. The Hamiltonian
for b−, for example, is then eliminated by a “gauge transformation”
b−(t) = exp{−(i/~)
∫ t
0
dt[E(0) + y0(t)− gr(t)− ~A
k
−−(y)y˙k]}b˜−(t) (3.10)
in the path integral with the approximation (3.9), and the amplitude 〈0|ψˆ(T )b†−(0)|0〉,
which corresponds to the probability amplitude in the first quantization, is given by
〈0|ψˆ(T )b†−(0)|0〉 = exp{−
i
~
∫ T
0
dt[E(0) + y0(t)− gr(t)− ~A
k
−−(y)y˙k]}
×v−(y(T ))〈0|b˜−(T )b˜
†
−(0)|0〉 (3.11)
with 〈0|b˜−(T )b˜
†
−(0)|0〉 = 1. For a 2π rotation in ϕ with fixed θ, for example, the geometric
term (the last term on the exponential of (3.11)) gives rise to the well-known factor [4]
exp{iπ(1− cos θ)} (3.12)
without referring to the parallel transport and holonomy.
Another representation, which is useful to analyze the behavior in the infinitesimal
neighborhood of the level crossing point, is obtained by a further unitary transforma-
tion [16, 17]
bm = U(θ(t))mncn (3.13)
where m,n run over ± with
U(θ(t)) =
(
cos θ
2
− sin θ
2
sin θ
2
cos θ
2
)
, (3.14)
and the above effective Hamiltonian (3.8) is written as
Hˆeff (t) = (E(0) + y0(t) + gr cos θ)c
†
+c+
+(E(0) + y0(t)− gr cos θ)c
†
−c−
−gr sin θc†+c− − gr sin θc
†
−c+
−~ϕ˙c†+c+. (3.15)
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In the above unitary transformation, an extra geometric term −U(θ)†i~∂tU(θ) is induced
by the kinetic term of the path integral representation. One can confirm that this extra
term precisely cancels the term containing θ˙ in b†mA
k
mn(y)y˙kbn. We thus diagonalize the
geometric terms in this representation.
In the infinitesimal neighborhood of the level crossing point, namely, for sufficiently
close to the origin of the parameter space (y1(t), y2(t), y3(t)) but (y1(t), y2(t), y3(t)) 6=
(0, 0, 0), one has
Hˆeff(t) ≃ (E(0) + y0(t))c
†
+c+
+(E(0) + y0(t))c
†
−c− − ~ϕ˙c
†
+c+. (3.16)
To be precise, for any given fixed time interval T , T~ϕ˙ ∼ 2π~ which is invariant under
the uniform scale transformation yk(t)→ ǫyk(t). On the other hand, one has Tgr sin θ →
Tǫgr sin θ by the above scaling, and thus one can choose Tǫgr ≪ ~.
In this new basis (3.16), the geometric phase appears only for the mode c+ which gives
rise to a phase factor
exp{i
∫
C
ϕ˙dt} = exp{2iπ} = 1, (3.17)
and thus no physical effects. In the infinitesimal neighborhood of level crossing, the
states spanned by (b+, b−) are transformed to a linear combination of the states spanned
by (c+, c−) as is specified by (3.13), which give no non-trivial geometric phases. We thus
conclude [16, 17] that geometric phases are topologically trivial for any fixed finite T .
The transformation from b± to c± is highly non-perturbative in the sense of adiabatic
approximation, since a complete rearrangement of two levels is involved. Incidentally,
our analysis shows that the integrability of Schro¨dinger equation is consistent with the
appearance of the seemingly non-integrable phases.
It is noted that one cannot simultaneously diagonalize the conventional energy eigen-
values and the induced geometric terms in (3.8). The topological considerations are thus
inevitably approximate. In this respect, it may be instructive to consider a model without
level crossing which is defined by setting
y3 = ∆E/2g (3.18)
in
h(X(t)) =
(
E(0) + y0(t) 0
0 E(0) + y0(t)
)
+ gσlyl(t) (3.19)
where ∆E stands for the minimum of the level spacing. The geometric terms then loose
invariance under the uniform scaling of y1 and y2. In the limit√
y21 + y
2
2 ≫ ∆E/2g, (3.20)
(and thus θ → π/2), the geometric terms exhibit approximately topological behavior for
the reduced variables (y1, y2). Near the point where the level spacing becomes minimum,
which is specified by
(y1, y2)→ (0, 0) (3.21)
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(and thus θ → 0), one can confirm that the geometric terms give trivial phase just as in
(3.16).
Our analysis shows that the model with level crossing exhibits precisely the same
topological properties for any finite T . An intuitive picture behind our analysis is that
the motion in ϕ˙ smears the “monopole” singularity for arbitrarily large but finite T .
4 Concrete example
It is instructive to analyze a concrete example [14, 15] where
(y1, y2, y3) = (B0 cosωt, B0 sinωt, Bz) (4.1)
and g = µ in
h(X(t)) =
(
E(0) + y0(t) 0
0 E(0) + y0(t)
)
+ gσlyl(t) (4.2)
where B0, Bz and µ are constants. The case Bz 6= 0 corresponds to the model without
level crossing discussed above, and the geometric phase becomes trivial for B0 → 0.
y2
y1
t=T
1
2
t=T
t=0
t=0
Fig. 1: The path 1 for (y1, y2, y3) = (B0 cosωt,B0 sinωt, 0) gives rise to the phase change rule
(namely, cos θ = 0 in (3.12)) for a fixed finite T = 2pi/ω and µB0/~ω ≫ 1, whereas the path 2
gives a trivial phase for a fixed finite T and µB0/~ω ≪ 1, thus resulting in the failure of the
topological argument for the phase change rule for any fixed finite T .
The case Bz = 0 and B0 → 0 describes a cyclic evolution in the infinitesimal neigh-
borhood of level crossing, and the geometric phase becomes trivial if T = 2π/ω is kept
fixed. On the other hand, the usual adiabatic approximation (with θ = π/2 in the present
7
model) in the neighborhood of level crossing is described by Bz = 0 and B0 → 0 (and
ω → 0) with
µB0/~ω ≫ 1 (4.3)
kept fixed, namely, the ”effective magnetic field” is always strong; the topological proof
of phase-change rule [6] (namely, cos θ = 0 in (3.12)) is based on the consideration of this
case. It should be noted that the geometric phase becomes trivial for B0 → 0 with Bz = 0
and
µB0/~ω ≪ 1 (4.4)
kept fixed. (If one starts with Bz = 0 and ω = 0, of course, no geometric terms.) It is
clear that the topology is non-trivial only for a quite narrow (essentially measure zero)
window of the parameter space (B0, ω) in the approach to the level crossing B0 → 0.
1
4
µB0
hω
3
0
2
Fig. 2: Summary of the behavior of the geometric phases in the approach to the level crossing
point B0 → 0 in the parameter space (µB0, ~ω). The path 1 with fixed ω = 2pi/T 6= 0 and
also the path 2 with fixed µB0/~ω ≪ 1 give a trivial phase for B0 → 0. The path 3 with fixed
µB0/~ω ≫ 1 gives a non-trivial phase for B0 → 0. The path 4 with ω = 0 gives no geometric
phase. The non-trivial phase arises for an essentially measure zero set in the parameter space
(µB0, ~ω) for the approach to the level crossing B0 → 0.
The path integral, where the Hamiltonian is diagonalized both at t = 0 and t = T if
X(T ) = X(0),
Z =
∫ ∏
n
Da⋆nDan exp{
i
~
∫ T
0
dt[
∑
n
a⋆n(t)i~
∂
∂t
an(t)
−
∑
n,m
a⋆n(t)Enm(X(t))am(t)]} (4.5)
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shows no obvious singular behavior at the level crossing point. On the other hand, the
path integral with {vn(~x,X(t))} in (2.8) is subtle at the level crossing point; the bases
{vn(~x,X(t))} are singular on top of level crossing as is seen in (3.5), and thus the induced
geometric terms become singular in
Z =
∫ ∏
n
Db⋆nDbn exp{
i
~
∫ T
0
dt[
∑
n
b⋆n(t)i~
∂
∂t
bn(t)
+
∑
n,m
b⋆n(t)〈n|i~
∂
∂t
|m〉bm(t)−
∑
n
b⋆n(t)En(X(t))bn(t)]}. (4.6)
The present analysis, however, shows that the path integral is not singular for any finite
T if one chooses a suitable regular basis near the level crossing point. We consider that
this result is natural since the starting Hamiltonian (3.1) does not contain any obvious
singularity.
5 Discussion
The notion of Berry’s phase is known to be useful in various physical contexts [18, 19], and
the topological considerations are often crucial to obtain a qualitative understanding of
what is going on. Our analysis [16, 17] however shows that the geometric phase associated
with level crossing becomes topologically trivial in practical physical settings with any
finite T . This is in sharp contrast to the Aharonov-Bohm phase which is induced by
the time-independent gauge potential and topologically exact for any finite time interval
T . The fact that the geometric phase becomes topologically trivial for practical physical
settings with any fixed finite T , such as in the practical Born-Oppenheimer approximation
where a large but finite ratio of two time scales is involved and T is identified with the
period of the slower system, has not been clearly stated in the literature. We emphasize
that this fact is proved independently of the adiabatic approximation.
Our analysis shows that the notion of the geometric phase is useful, but great care
needs to be exercised as to its topological properties. From the present point of view, the
essence of geometric phases is contained in (2.12): If one evaluates the right-hand side one
obtains an exact result, but the physical picture of what is going on is not clear. On the
other hand, if one makes an approximation (adiabatic approximation) on the left-hand
side of (2.12), one obtains a clear physical picture though the result becomes inevitably
approximate.
As for the technical aspect of the present approach, it has been recently emphasized [20]
that the notion of hidden local gauge symmetry plays a central role in the actual analyses
instead of the notions of parallel transport and holonomy.
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