Introduction
It is well known that progeny trials in forest tree breeding programs usually cover large areas due to the large field space needed for individual trees and the large size of the testing population (several dozens to a few hundred families with multiple individuals from each family). The large physical area needed for a progeny trial usually exhibits considerable variation in environmental conditions (Bian et al. 2017; Dutkowski et al. 2006; Chen et al. 2017) . To reduce such environmental heterogeneity, an experimental design subdividing the trial into blocks is usually used (Williams et al. 2002) . Randomized complete block (RCB) is by far the most common experimental design, where a site is divided into several blocks (replications) to separate environmental (block) variation from genetic variation (White et al. 2007 ). To make the comparison of genetic entries more precise and increase the accuracy of estimated genetic parameters and predicted breeding values, RCB is further advanced into a new set of design called balanced incomplete block (BIB) which includes randomized incomplete block (RIB). This achieves a reduction in the overall residual error by further removal of environmental error associated with row and/or column directions and among smaller incomplete blocks. Row/ column design and other Latinized square (LS) designs are among those commonly used BIB design in forest genetic trials (Williams et al. 2002) . While various blocking methods used for forest genetic trials may be effective in reducing global (trend) variation, spatial analysis was introduced, initially for crops and recently for trees, to account for both global and local microsite variations and therefore further improve the accuracy of breeding value prediction (Cullis et al. 1998; Ye and Jayawickrama 2008) . Even with traditional RCB design, implementation of spatial analysis could still improve the model by detecting microsite variations within or between block variations, covering the type of changes in soil depth and nutrition that exist in most trials (Dutkowski et al. 2006; Ye and Jayawickrama 2008) .
Spatial analysis can capture both local gradient variations within blocks (patches) and a global gradient trend along the row and column of the trial, so it is becoming a popular method to use for both agricultural and forestry field trials (Anekonda and Libby 1996; Brownie and Gumpertz 1997; Cullis et al. 1998; Cullis and Gleeson 1989; Cullis and Gleeson 1991; Fox et al. 2007a, b; Gilmour et al. 1997; Qiao et al. 2000; Yang et al. 2004; Ye and Jayawickrama 2008; Chen et al. 2017 ). In forestry, there are several spatial analysis methods used, such as post-blocking (Dutkowski et al. 2002; Ericsson 1997) , nearest-neighbor adjustment (Anekonda and Libby 1996; Joyce et al. 2002; Wright 1978) , and kriging (Hamann et al. 2002; Zas 2006) . However, the most common method used in crop and forestry trials seems to be a combination of experimental design with a spatial component, in the form of separable first-order twodimensional autoregressive residual variation as recommended by Gilmour et al. (1997) .
In the Swedish Norway spruce (Picea abies (L.) Karst.) breeding programs, some progeny trials are very large with more than 1000 families tested, including provenance (stand) and family structures (Chen et al. 2014) . Also, many of these trials have used completely randomized design (CRD) without designed pre-block in northern Sweden. Such a design was traditionally analyzed using post-blocking adjustment (PBA) with varying effectiveness (Dutkowski et al. 2002; Ericsson 1997) . Spatial analysis may improve breeding value prediction considerably by reducing environmental variation in the CRD field trials.
Recently, the competition effect between neighboring trees has been described in several papers (Cappa and Cantet 2008; Cappa et al. 2015 Cappa et al. , 2016 Dutkowski et al. 2002; Dutkowski et al. 2006; Ye and Jayawickrama 2008) . Dutkowski et al. (2006) reported that 10% of diameter variables showed competition effects, represented by negative first-order autocorrelation coefficients in both column and row directions at a residual level. Ye and Jayawickrama (2008) reported that eight negative autocorrelations from a total of 1135 variables were observed, either in one direction or in both directions of row and column. Stringer and Cullis (2002) found that inter-plot competition was substantial in many field trials measuring sugar cane yield. In Sweden, most field trials were located north of 56°l atitude in the northern hemisphere and trees were usually measured before the age of 20. Competition might appear in some trials. Therefore, examination of whether competition has played a role at this age using a spatial model with firstorder autocorrelation coefficients in row and column directions is meaningful.
The objectives of this study were to (1) examine the degree and severity of spatial variation in genetic field trials of Norway spruce in Sweden; (2) estimate the average changes for several variance components, and the accuracy of parental and offspring breeding value predictions, from the base design to the spatial model; (3) investigate the influence of different spacing, age, and geographical factors on the estimates of variance components; and (4) examine whether competition effect is existing in growth traits based on the first-order autoregressive coefficients in the row and column directions.
Materials and methods

Test materials
The data from a total of 145 field trials of Norway spruce distributed across Sweden were analyzed (Fig. 1) . Most of these trials were located in southern Sweden, with only 16 and 11 trials from central and northern Sweden, respectively. Eighty-six trials were family-based seedlings (including fullsib, half-sib, and mixed) while 59 trials were clonal-based experiments.
Four base designs (CRD, RCB, RIB, and LS) were used in these field trials. Most of the family-based trials used single-tree plots, predominantly in a randomized incomplete block design (see supplementary Table S1 ). Most of the clonal trials used a Latin square design with a preblocking structure. Post-blocks are usually added when using a CRD design, which means that blocks are added in response to environmental differences observed in the field for the trials with an initial CRD design. There were 11 types of spacing, but in most of the trials, spacings were 1.4 m × 1.4 m (88 trials), 1.8 m × 1.8 m (8 trials), and 2 m × 2 m (28 trials). A total of 454 unique variables representing nine trait classes were measured and analyzed (Table 1) . The nine trait classes were as follows: branchrepresenting seven branch characteristics from number of branches and branch diameter, to number of spike knots; diameter-stem diameter at breast height (1.3 m above ground); form-stem straightness; frost-frost damage; insect-insect damage; height-tree height; stems-number of multiple stems; bud burst-bud burst stage (Krutzsch 1975) ; and wood density-Pilodyn penetration. The number of variables and measurement ages varied among these trait classes in the 145 trials (Table 1 ). The details of each field trial including field design, family, and clone number are shown in the supplementary Table S1 .
Statistical analysis
Two models were used to fit each of 454 variables:
(1) A base model that only included a random block effect (pre-block or post-block), a random genetic effect, and an independent error as
where y is a vector of measured data, b is a vector of fixed effects of the grand mean with its design matrix X, u is a vector of random effects with block and genetics (additive or genotype effect) corresponding design matrix Z, and e is a vector of residuals. Fixed and random effect solutions are obtained by solving the linear mixed model equations:
where R is the variance-covariance matrix of the residuals and G is the direct sum of the variance-covariance matrices of each of the random effects. Residuals are assumed to be independent and R is denoted as σ 2 e I in the base model.
(2) A spatial model using an autoregressive spatial component and an independent error instead of just an independent error in base model (Costa e Silva et al. 2001; Dutkowski et al. 2002) as
where spatially dependent (ξ) residual and independent (η) residual (nugget effect) are a decomposition of e in base model. Other parts are all the same as the base model. The spatially dependent (ξ) residuals are modeled using a covariance structure that assumes a separable first-order autoregressive process in rows and columns, for which the R matrix is
where σ 2 ξ is the spatially dependent residual variance, σ 2 η is the independent residual variance, I is an identity matrix, ⊗ is a direct product (the Kronecker product) for two matrices, and AR1(p c o l ) and AR1(p r o w ) represent a first-order autoregressive correlation matrix in column and row directions, respectively.
For field trials of open-pollinated and control-pollinated families, and for clonal trials using family structure, only the additive variance component was calculated in the model. For clonal trials without parental pedigree, genotypic values were predicted. The missing values were fitted as fixed effects in the spatial model.
To carry out the log likelihood ratio test (LRT) in ASReml 3.0, all the traits were analyzed using untransformed data. For categorical variables, the previous comparison between untransformed and transformed data indicated that the ranking did not normally change significantly (Rosvall et al. 2011) , so other transformations were not tried for those variables.
Variables recorded as counts were not transformed as it was observed that transformation using the square root for counts did not further normalize the distribution (Dutkowski et al. 2006 ).
During the model fitting process, we found that some variables had a non-significant nugget effect in the spatial model, which is similar to some experiments on agricultural crops. With this type of variables, Gilmour et al. (1997) recommended that extraneous effects should be fitted as
where b is a vector of fixed effects with the grand mean, linear row, linear column, and edge effect corresponding design matrix X and u is a vector of random effects with block, spline 
Variance parameters and model comparison
The variance parameters were estimated using restricted (or reduced or residual) maximum likelihood (REML) in ASReml 3.0 (Gilmour et al. 2009 ). Standard errors were estimated by using the Taylor series expansion method. To study the effectiveness of using a spatial model relative to model without spatial effect, only block and additive effects, regardless of their significance, were always included in the final model and in the extended model, all other non-significant variance parameters (such as random column and row effects) were removed from the fitted models, except the block and additive effects. The significance of a given parameter was judged using a one-tailed LRT for those where zero was a boundary value; otherwise, a two-tailed test was used. When spatial component was used in R, in some cases, it did not converge readily. Then a few of strategies were tried to achieve convergence: (1) Update function was used to update several times in ASReml-R, (2) lower starting autocorrelations were tried, and (3) spatial component was incorporated into a random effect.
The accuracy of the predicted breeding values (correlation between the true and predicted genetic values) was calculated for each parent and offspring or genotypic effects of clones as
where PEV is the prediction error variance andσ 2 a is the estimated additive genetic variance. If it was a clonal trial,σ 2 a was the estimated genotypic variance.
The relative genetic gain was estimated as 100 * (G S − G B )/G B , where G S and G B are the expected genetic response from selecting a proportion of individuals using the spatial and base models, respectively (Costa e Silva et al. 2001 ). The selection proportion was set at the top 20% for parents and top 5% for offspring or genotypic values, based on estimated breeding values or clonal genotypic values. G S and G B were calculated as an average of breeding or clonal genotypic values. Spearman correlation was calculated to compare the breeding values between the base and spatial models.
Results
The spatial models converged for 434 variables from a total of 454 variables examined in the 145 trials. The remaining nonconverged 20 variables were excluded from the following analysis. A total of 381 variables (88%) were observed to have a significant improvement of log likelihood between the base and spatial models (Table 2 ). Growth and wood density (Pilodyn penetration) traits had the greatest improvement with 97.7% of trait diameter, 99.4% of trait height, and 100% of trait wood. Multiple stems, insect damage, and branch had the least improvement using spatial models. Bud burst, stem straightness, and frost resistance showed moderate improvement using spatial models.
In large trials (n > 2500 trees), there were more variables with a higher ratio of block to error variance (Table 3) . For example, the ratios of block to error variances of 0-10, 10-20, 20-30, 30-40, 40-50, and 50-100% accounted for 50.0, 25.8, 9.2, 8.3, 3.3, and 3 .3% of variables, respectively. For small trials (n < 2500 trees), the ratios of block to error variances of 0-10, 10-20, 20-30, 30-40, 40-50 , and 50-100% accounted for 68.2, 14.0, 8.3, 3.2, 2.5, and 3.8% of variables, respectively. Large trials where block variance explained much of the variation tended to show a greater improvement in log likelihood (Table 3) . For example, for ratio of block to error variances of 10-20%, all sites with n > 2500 trees had a log likelihood improvement at p < 10
, while only 68% sites in sites with n < 2500 trees had a log likelihood improvement at p < 10
, with the other 32% of sites having a log likelihood improvement distributed from p ≥ 0.5 to p < 10 −6 . Average changes of estimated variance components when switching from the base to the spatial model are shown in Table 4 , excluding variables with no significant improvement ) for all nine types of trait classes, but the reduction varied substantially from 45.0% for trait bud burst to 86.1% for trait diameter with an average reduction of 66.2%. Spatial analysis reduced the block variance more than 79.0% for diameter, height, and multiple stems traits. For example, the block variance (σ 2 B ) of trait diameter decreased from 13.4 to 2.2%. For branch, diameter, frost, and height traits, however, block variances increased slightly in a few cases. For example, 3.1% of branch variables and 4.8% of frost variables had an increase in block variances (Table 4) .
Average changes in the estimated additive genetic variance (Δσ 2 A ) also varied for the nine types of trait classes. The Δσ 2 A increased slightly for branch, diameter, form, height, and wood density, but decreased for frost damage, multiple stems, and bud burst. With the exception of wood density and frost damage traits, all other traits had more than 50% of variables that increased σ Spatial correlations were high for most variables examined (Table 5 ). The average autocorrelation coefficient for column (P c ) and row (P r ) was 0.76 and 0.79, respectively. Autocorrelation coefficients for trait diameter, height, and wood density were higher with the values above 0.80 for row and column. Only three variables had autocorrelation coefficients of less than 0.5 (− 0.16, 0.19, and 0.31) in one direction for diameter at age 13, 16, and 20 years, respectively. And three variables had autocorrelation of less than 0.5 (− 0.04, 0.43, and 0.45) in one direct for height at age 7, 3, and 8, respectively. There was no variable with negative value for wood density.
The average accuracy of breeding value predictions (ΔA) for parents increased for six types of trait classes (branch, diameter, form, insect, height, and wood density) but decreased for frost damage, multiple stems, and bud burst (Table 5) . However, these changes were small with the largest increases being for insect damage, diameter, and height (5.0, 1.8, and 1.7%, respectively). The accuracy of breeding value predictions for diameter, height, and wood density was increased in 86.9, 74.0, and 75.0% of cases, respectively, from the base to spatial models. Similarly, the accuracy of breeding value predictions for offspring was also increased most for diameter (95.2% with an average 3.6%) and height (81.9% with an average 3.4%) from the base of the spatial models.
In Table 5 , the Spearman correlation coefficients of parents (PC) and offspring (OC) between the predicted breeding values for the base model and spatial model were all higher (> 0.93, except for a correlation coefficient of 0.89 for wood density).
The average increase of the estimated genetic gain for parents (P_GG) varied from 0 to 6.2% for different trait classes (Table 5 ) while the average changes of the estimated genetic gain for offspring (O_GG) varied from 0.4 to 4.2%. Diameter, height, and wood density showed the highest gain increases from the base to spatial model (1.9, 4.3, and 6.2% for parents, respectively, and 3.6, 4.2, and 3.7% for offspring, respectively). ξ are the average percentage changes from base to spatial model; and P B , P A , P η , and P ξ are percentages of the number of variables increased from base to spatial models for variance components of block, additive, independent, and dependent residuals, respectively
We used Pearson correlation analysis to examine the effect of tree age, site location, number of survival trees, and spacing on the improvement using the spatial model (Table 6 ). For diameter, we found that the effectiveness of spatial analyses increased with increased site elevation, latitude, longitude, number of survival trees, and spacing, particularly for latitude. This meant that the accuracy of offspring diameter breeding value predictions increased more using spatial analyses for more northerly sites (higher latitude) with a greater reduction in independent residual variance. For height, there seems to be little relationship between accuracy and geographical parameters and other parameters, except for tree age, in that accuracy increased significantly with Table 5 Average first-order correlations in row (P r ) and column (P c ), average accuracies and changes of accuracy in estimating parental and offspring breeding values (BV), average BV Spearman correlations between base and spatial models for parent (PC) and offspring (OC), and average genetic gains based on selection of parents (P_GG) and progeny (O_GG) for nine trait types n represents the number of variables in which spatial models are significantly improved from the base models; ΔA(%) is percentage changes of accuracy; PN is the percentage number of variables where the accuracy values in the spatial model are larger than that in the base model Table 6 Pearson correlations between measurement age of traits, geographical location of trial, the number of survival trees (n), trial spacing, log likelihood change (ΔLL), percentage changes in additive (Δσ age. Autocorrelation coefficients in row and column directions also increased, following the increase of tree age from 3 to 16 years. Nine variables showed non-significant nugget effects in this study. Five of them were height variables, two were branching variables, and there was one each for diameter and frost damage. For the two branch angle variables, the pattern of the spatial residuals approached randomness (Fig. 2) . No extraneous effects were found in these two variables. For the other seven variables, extended models were fitted and were significant. Correlation coefficients of breeding values between the spatial and extended models were all higher than 0.98 for the seven variables. No substantial genetic gain was observed from the spatial model to the extended spatial model for the seven variables (Table 7) . Therefore, adding the significant extraneous effects using the extended model did not produce an improvement for the genetic gain: the largest parental gain was 0.07 for the height and the largest offspring gain was still only 0.21 for height (Table 7) . One example of effectiveness using the extended spatial model is illustrated in Fig. 3 . The variogram for diameter showed a raised edge in the last row and some variation in column direction, indicating trees in the last row in the row direction, may grow abnormally (faster than other neighboring trees) and there may be a slight global trend in column direction. When an edge effect in the last row and a spline in the column direction were fitted, a more stationary variogram was produced.
Discussion
Spatial analysis using first-order autocorrelation has been used as a common method to analyze forest genetic trials (Costa e Silva et al. 2001 ; Costa e Silva and Kerr 2013; Dutkowski et al. 2006 Dutkowski et al. , 2002 Ye and Jayawickrama 2008) . In Norway spruce, we have used spatial analyses as a first-stage analyses for individual sites, and adjusted data have been used for genotype-bysite (G×E) interaction study to dissect the patterns and causes of significant G×E (Chen et al. 2017) . Here, we summarized genetic parameters, autocorrelation coefficients, accuracy of breeding value predictions for parental and offspring, and genetic gain for nine types of trait classes from base and spatial models in this study of Norway spruce in Sweden.
Spatial analyses of Norway spruce showed that 88% of variables (from a total of 434) could be significantly improved for model fitting using a spatial model based on LRT. Growth and wood density (Pilodyn penetration) traits were observed to have a greater probability of improvement than other traits. This may indirectly indicate that spatial analyses could greatly improve genetic analyses of wood density measured using the Pilodyn method (Chen et al. 2015) . Spatial autocorrelation coefficients for the growth traits and wood density were higher than those for other traits. This could be explained by the high sensitivity of growth and wood density to site variation including microsite soil depth, nutrition, slope, and water availability. This indicates spatial analysis is more desirable for analyzing growth and Pilodyn penetration traits.
Our results also indicate that spatial analysis could have a greater impact on large trials with highly global heterogeneous (higher ratio of block to residual variances) environmental variation, confirming previous reports in a few published papers (Dutkowski et al. 2006; Fu et al. 1999; Ye and Jayawickrama 2008) .
Experimental design factors that were found significant are usually recommended to be retained in the spatial model (Dutkowski et al. 2002 (Dutkowski et al. , 2006 Federer 1998; Qiao et al. 2000; Ye and Jayawickrama 2008) . In most of the northern Swedish Norway spruce trials, a simple experimental CRD was usually used in the field experiments, and all trees were usually randomized in the field trials. In those trials, post-blocking was used to reduce environmental variation in the analyses. In two published papers (Dutkowski et al. 2002; Ericsson 1997) , the post-blocks had equal size, but in Swedish trials, those postblocks within a trial could be of different sizes (e.g., one block may include four sub-blocks and another block may include six sub-blocks, depending on the environmental similarity). This post-blocking strategy might confound block and genetic effects. A simulation may be needed to resolve this issue. In this study, we found spatial analysis was more efficient in field trials. Thus, post-blocking and pre-blocking may not need for the future analyses of field data.
Spatial analysis showed an inconsistent effect on the additive genetic variance (σ 2 A ). Several studies with only one trial or a few variables and simulations have shown that a consistent increase of σ 2 A is possible with spatial analyses (Anekonda and Libby 1996; Ball et al. 1993; Hamann et al. 2002; Kusnandar Fig. 2 Variogram of branch in which the nugget effect is non-significant and spatial residual approach randomness and Galwey 2000; Magnussen 1993 Magnussen , 1994 . However, experimental studies with large number of trials and variables have shown that either an increase or decrease is possible for σ 2 A using spatial analyses. Our observations of increased additive variance in most cases and decreased variance in some cases are in line with those reports with many trials and variables (Costa e Silva et al. 2001; Dutkowski et al. 2002 Dutkowski et al. , 2006 Ye and Jayawickrama 2008) . There may several possibilities with decreased genetic variance in spatial model. One possibility is confounding of incomplete block effect with genetic effect in the designed experiment which had augmented the genetic variance. Other possibility includes ill-fitting of model or confounding of genetic effect with spatial variation. Simulation is needed to verify these hypotheses. Dutkowski et al. (2002) considered that a consistent increase of additive variances in the simulation study may be due to there being no independent error term in the model. Generally, competition is indicated with a negative autocorrelation coefficient at a residual level and/or a negative genetic correlation between a tree and its neighbors at a genetic level (Costa e Silva and Kerr 2013; Magnussen 1989; Fig. 3 Variograms of diameter (age 13 years) from spatial model to extended spatial model using extraneous effects when the nugget effect was nonsignificant. The extraneous effects included edge effect and spline cross column Reed and Burkhart 1985) . Fox et al. (2001) summarized many published forestry-based competition-related papers (Anekonda and Libby 1996; Kuuluvainen et al. 1996; Magnussen 1994; Magnussen and Yeatman 1987) and confirmed the hypothesis reported by Reed and Burkhart (1985) that pre-canopy closure stands usually exhibit positive spatial dependence. Post-canopy closure sometimes shows a negative spatial dependence which can be caused by the onset of competition. Older, senescent stands tend to show a positive spatial dependence. In this study, only two growth variables showed a small negative autocorrelation coefficient in one direction, which again indicates that the competition effect may not be evident before or during the field assessment period for genetic parameter estimates and selection for the Swedish Norway spruce breeding program (most trials younger than 17 years in this study). Ye and Jayawickrama (2008) considered that it was likely that relatively small but still positive autocorrelations would be observed when strong spatial association and competition co-exist. In this study, we found that six variables had autocorrelation coefficients of less than 0.5 in one direction for diameter and height. It may be worth analyzing the indirect genetic effect using the extended competition model recommended by Costa e Silva et al. (2013) . As most of the southern Swedish Norway spruce trials were used in this study, it made sense to explore the patterns of geography, age, number of survival trees, and spacing on genetic parameters. No strong geographical pattern for genetic parameters was found in our study, as in the report by Ye and Jayawickrama (2008) . However, it was found that ΔLL had significantly high correlations with the number of survival trees, latitude, and longitude for diameter and height, indicating that the number of survival trees is an important determinant for spatial modeling besides geographical location. Spacing had a greater influence on ΔLL for diameter, but not for height, indicating that the spatial model is more useful for the diameter trait in the large spaced trial.
In variety trials of agricultural crops where the experimental unit is the plot, an independent error is assumed to represent measurement error. Such error variance is often significant but usually small, so the independent error is removed from the model (Cullis et al. 1998; Gilmour et al. 1997) . In most forestry trials, it is considered that both an independent and an autoregressive error are necessary (Costa e Silva et al. 2001; Dutkowski et al. 2002; Kusnandar and Galwey 2000) . If the model is fitted without the independent error, the additive genetic variance could be substantially inflated and the actual patterns of spatial variation could be obscured when real independent errors are ignored. We found that the independent error was considerable in most of the variables analyzed in individual-tree models. If only additive variance is included in the spatial model, the large independent error could be a mixture of the non-additive variance, measurement error, and microsite error. In the clonal trials, the independent errors may only reflect the measurement error and microsite variation. In our study, all variables in clonal trials showed significant and substantial independent errors. If we considered the measurement error is under control, then, this reflects a large microsite variation.
We did, however, find that nine variables including the height, diameters, branch angle, and frost had nonsignificant independent residual errors in the field trials. This is similar to observation of Dutkowski et al. (2006) that, in some instances, there were no independent residual variances in forestry trials. When there is significant independent error, Costa e Silva et al. (2001) and Dutkowski et al. (2002) indicated that separation of global and local trends was unnecessary. In agricultural trials, however, an extended model without a non-significant independent error term is recommended by Gilmour et al. (1997) and others (Cullis and Gleeson 1989; Qiao et al. 2000) . Therefore, in this study, the extended model was used to detect the improvement for parental and offspring ranking correlations and selection gain in these nine variables. The results showed that the extended model had very little impact on genetic parameters and genetic gain estimates. Therefore, there might be limited use of the extended spatial model if there is no significant independent error, unless a clear global trend or an extraneous effect is detected.
Conclusion
The results from this study indicate that 1. The spatial analysis improved the model fitting, accuracy of breeding valve prediction, and genetic gain in Swedish Norway spruce trials than the conventional methods using models based on the experimental design. 2. Large trials with a large block variance tend to have a larger improvement of accuracy from the spatial model in accuracy. 3. Growth and Pilodyn measurement traits showed greater improvements in accuracy and genetic gain.
