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Abstract 
For the symmetric groups S(n) with n 2 6 we construct representations which satisfy a strong 
gap condition for the dimensions of various fixed point sets, as desired in equivariant surgery, 
and a condition on the isotropy groups, as used in the construction of manifolds with interesting 
fixed point sets. This allows us to construct smooth actions of S(n) on sphere such that the fixed 
point set is exactly one point, or any given closed, stably parallelizable manifold, all of whose 
components have the same dimension. @ 1997 Elsevier Science B.V. 
1991 Math. Subj. Class.: 57317, 57825, 20B30, 2OC30 
1. Introduction 
In transformation groups it 
a very unexpected behaviour. 
exotic actions are actions of 
is of interest 
Such actions 
groups G on 
to construct smooth actions which show 
are called exotic, and examples of such 
spheres S such that the fixed point set 
SC = {x E S 1 gx = x for al g E G} consist of exactly one point, or such that 
SG consist of two points p and q and the tangent representations at p and q are 
inequivalent as real representations. For more examples of exotic behaviour see [8]. 
There is a standard approach for constructing exotic actions. With respect to the 
examples mentioned above, and for a given group G one would start out with S(V), 
the unit sphere in an orthogonal representation V of G. Then, using methods from 
equivariant cohomotopy and transversality, one constructs a manifold M with a smooth 
action of G which shows the desired exotic behaviour. In a second step one uses M to 
construct a smooth action on a sphere which also has the exotic behaviour in question. 
To assure success in the first step we impose conditions on the isotropy types in 
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S(V). Typically, the second step involves equivariant surgery. To assure that established 
methods from equivariant surgery obstruction theory apply (as e.g., in [7] or [9]), we 
impose conditions on the gaps between the dimensions of the fixed point sets for certain 
pairs of subgroups of G. It is a problem whether a suitable representation exists. Below 
we provide a list of assumptions suggested by the problem of constructing one fixed 
point actions on spheres, and if a representation satisfies them we call it admissible. 
The purpose of this paper is to show that there are admissible representations for S(n), 
the symmetric groups on n letters, for all n > 6. 
We introduce some notation needed in the formulation of admissibility. Let G be a 
finite group. For us a representution of G consists of an underlying Euclidean space R” 
together with a linear action of G on KY. This means, we have a map 0 : G x R” --f R” 
such that O(g, -) is linear for each g in G, and in the first coordinate it is compat- 
ible with the group structure. The representation is said to be orthogonal if O(g, -) 
preserves the standard inner product on KY’. Complex and unitary representations are 
defined similarly. If r is a representation of G and H is a subgroup of G, then TH 
denotes the linear subspace left pointwise fixed under the action of all h in H, and 
dim TH denotes its dimension. 
Let p be a prime. We denote by GP the smallest normal subgroup of G such that 
G/GP is a group of p-power order. In other words, GP is the subgroup of G generated 
by the elements of G of order prime to p. Denote by Y(G) the set of all subgroups 
of G. It is a G set with G acting by conjugation. Set 
Y(G) = {H E Y(G) 1 H > GP for some prime p} 
and 
J&(G) = Y(G) \ Y(G). 
Both sets, S?(G) and J@‘(G), are G invariant, and 6”(G) is closed in Y(G) in the 
sense that whenever H E Y(G), K E Y(G), and H c K, then K E P(G). Finally, let 
P(G) denote the set of subgroups of G of prime power order. 
Definition 1.1. An orthogonal representation r of G is called admissible if it is the 
realification of a complex representation of G such that 
(a) dim TN 2 6 for all H E A’(G). 
(b) dim TH = 0 for all H E L?(G). 
(c) dim TH > 2 dim TK + 1 if H c K E Y(G), H # K, and H E P(G). 
(d) dim TH > dim TK + 4 if H c K E Y(G), H # K, and H E A’(G). 
Theorem I. The symmetric groups S(n) on n letters, n > 6, have udmissible representa- 
tions, but S(5) does not. 
In [12] Laitinen and Morimoto define a representation 
w := (R[G] - 172) - @(RIG/Gpl - R>, (1.2) 
n 
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where p ranges over all primes and the minus sign is an understood representation 
theoretically, i.e., if ro is a subrepresentation of r, then r - ra is the orthogonal 
complement of ra in r. Throughout, 5% denotes the one-dimensional representation 
with trivial action and R[A] the permutation representation on the G set A. In (1.2) 
G acts on itself, respectively, on G/GP, by left multiplication. It takes some checking 
to see that the direct sum is a summand of R[G] - R. Laitinen and Morimoto also 
verify that a multiple of W is almost admissible in our sense, only that in (c) one gets 
dim IV” = 2 dim WK for certain pairs (K,H) of subgroups of G. Having the stronger 
inequality for r is going to make a big difference when one applies equivariant surgery 
to manifolds modelled on r. It was pointed out in [6, Theorem A.2.51, that a multiple 
of W is admissible if G is 2-perfect, which means that G2 = G (e.g., if G is non- 
abelian and simple or if G is of odd order) and if G is nilpotent. A result in a more 
recent preprint of Morimoto and Yanagihara, [16, Theorem 2.41, implies that there are 
admissible representation of finite groups G whenever G # GP for some odd prime 
p. The authors also observe that S(5) does not have an admissible representation, and 
they provide a list of further groups which do not have such representations either. In 
this paper we study when G has admissible representations not only for the symmetric 
groups. The general discussion in our paper is carried out under the assumption that 
[G : G2] = 2 and G = GP for odd primes p. From this point of view, the results of 
Morimoto and Yanagihara and ours complement each other. Our general discussion is 
followed by an explicit calculation which leads to the specific result for the symmetric 
groups. It would appear promising to carry out analogous calculations for other groups 
which are extensions of a simple group by ZZ. 
To prove Theorem I we construct a representation U of S(n) such that mW @ U is 
admissible. Here m is some sufficiently large integer. The problem of constructing U is 
reduced to a problem in group theory, and this problem is solved by general methods 
from group theory and some calculations. The calculations were carried out with the 
help of the software package GAP. 
To be more specific, let G be any finite group and K a subgroup. In Section 2 we 
discuss the induction functor IND; which assigns to a representation of K one of G. 
With K’ = K f’ G2, set 
UK := [IND;,(R) - IND$(R)] - [IND;,(R) - IND;(R)]? (1.3) 
If G = S(n) is the symmetric group on n letters, then G2 = A(n) is the corresponding 
alternating group. We will find certain subgroups K of S(n) with [K : K’] = 2 and 
non-negative integers CIK, such that 
is admissible for all sufficiently large integers m. 
During our group theoretic calculations we noticed a formula for which we do not 
know a reference in the literature. It is an easy consequence of an extension of the 
third Sylow theorem. Let G be a finite group and CJ any element in G. Denote the 
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conjugacy class of cr in G by [CT]G and the cardinality (or order) of a set (or group) 
by vertical lines. 
Proposition 1.5. Let P he u p-Sylow subgroup oj G and a un element in P. Then 
/[FIG f- PI /CC(a)1 = IpI .q and (P,q) = 1. 
We provide details in Section 6. 
Let us discuss an application of Theorem I to transformation groups. A finite group 
G is called an Oliver group (this expression was coined by Laitinen and Morimoto) 
if there does not exist a normal series P 4 H U G such that P and G/H are of prime 
power order, and H/P is cyclic. (The trivial group is considered to be of prime power 
order.) Oliver proved that a finite group G acts smoothly (or simplicially) on a disk 
without fixed points if and only if G is an Oliver group [17]. Obviously Oliver groups 
are the only finite groups which have a chance of acting smoothly and with exactly 
one fixed point on a (homotopy) sphere. In [6, Theorem A.12.11 we showed: 
Theorem 1.6. Suppose G is un Oliver group und P un admissible representation of 
G. Then there exists u smooth uction of G on u standard sphere with exactly one 
jixed point, and the tangent representation at this ,fixed point is T. 
In Section 8 we will provide an outline of the proof. An immediate consequence of 
Theorems I and 1.6 is 
Corollary 1.7. The symmetric groups S(n) for n > 6 have smooth actions on a 
stundurd sphere with exactly one ,fixed point. 
The first smooth actions on (homotopy) spheres with one fixed point were con- 
structed by Stein [23] and Petrie [2 I ] in the 70’s. For all Oliver groups, and in particular 
for S(n) with n 2 5, Laitinen and Morimoto constructed such actions, see [12] and also 
Laitinen-Morimoto-Pawalowski [13] for a less general result. We discuss the subject 
of one fixed point actions in more detail in Section 8. The advantage of the approach 
presented here is that we provide a representation which satisfies a stronger gap condi- 
tion than the one used by Laitinen and Morimoto. This means that the second, surgery 
theoretic step, mentioned earlier in this introduction, becomes significantly easier. Let 
us emphasize that our result does not include the case G = S(5), while [ 121 does. 
Let us point out one more application in which admissible representations, as con- 
structed in this paper, are used in connection with equivariant surgery to obtain results 
in transformation groups. It addresses a problem raised by Pawalowski in [18] for 
actions on spheres, disks, and Euclidean spaces. Definite answers for actions on disks 
and Euclidean spaces are given in this reference. 
Theorem 1.8. Let G be un Oliver group und Y a closed, smooth, stably purullelizuble 
muntyold, all of whose components have the sume dimension. Assume that G has un 
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admissible representation. Then there exists u smooth action of G on a sphere such 
that the jixed point set of this action is Y. 
The relation between Y and the admissible representation is as follows. Let ri be 
an admissible representation of G and suppose that 2k > dim Y + 2. Then the action 
on the sphere can be constructed so that kI-1 is the normal representation to Y, resp., 
kTl @ lR”my is the tangent representation at a fixed point of the action. 
The assumptions on G in this theorem are satisfied if G = S(n) with n > 6 (see 
Theorem I). They are also satisfied if G is an Oliver group and in addition G is 
either nilpotent, generated by elements of odd order, or of the form Z!z x H where 
H is of odd order. The first two cases were mentioned earlier with reference to [6, 
Theorem A.2.51, the third case is Proposition 5.1. In addition, the assumptions of 
the theorem are satisfied for Oliver groups which have been shown in [16] to have 
admissible representations, in particular Oliver groups for which G # GJ’ where p is an 
odd prime. The conclusion of this theorem was shown to hold for certain non-solvable 
groups by Laitinen, Morimoto and Pawalowski in [14], and in this sense Theorem 1.8 
generalizes their result. With a few minor modifications, our proof of Theorem 1.8 is 
identical to the one of Theorem 1.6, and in this sense it is a lot simpler than the one 
offered in [14]. Although Theorem 1.8 includes Corollary 1.7, we separated it as we 
think that the construction of one fixed point actions on spheres is the central problem. 
We would like to thank M. Schonert and T. Breuer for assistance in handling GAP. 
2. Induced representations 
We recall the construction of the induction mnctor for representations (actually coin- 
duction functor in some references; e.g., see [4, Ch.111, Section 51) and in the simplest 
case we provide a formula for the dimension of the fixed point set of an arbitrary 
subgroup of the acting group. 
Let G be a finite group, K L G a subgroup, and 0 a representation of K. Let 
Map(G, Q) denote the set of all maps from G to Q. The set of all K equivariant 
maps is 
Map,( G, Q) = {p E Map( G, 0) 1 kp(g) = p(kg) for all g E G and k E K}. 
Addition and scalar multiplication on D provide addition and scalar multiplication on 
Map(G, 52). An action of G on Map(G, Q) is given by 
(gp)(g’) = p(g’g) for p E Map(G, Q) and g,g’ E G. 
Furthermore, Map,(G, Sz) is invariant under the action of G. This means that it is a 
representation of G, and more suggestively we denote it by INDg(Q). Via a choice of 
a G invariant inner product we consider IND$(Q) as an orthogonal representation. Two 
obvious examples are INDg(Q) = Q and INDy(R) = R[G], the regular representation 
of G. 
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Let K and L be subgroups of G. Then p E MapK(G,SZ)L if and only if 
&(g) = k((lp)(g)) = p(kgl) for all k E K, g E G and 1 E L. 
If the action of K on Q is trivial, then p E Map,(G, Q)L if and only if p is constant 
on the double cosets KgL. Denote the set of such double cosets by K\G/L. It is then 
an easy observation that (vertical lines again indicate the cardinality of the enclosed 
set) 
dim INDg(R)L = IK\G/LI. (2.1) 
Let G be any finite group and K C G a subgroup. Set K’ = K fl G2. Then, using 
that GP is a normal subgroup of G, we see that 
dim[IND$(R) - IND$(R)]Gp = 0 for primes p such that K’GP = G. (2.2) 
As in (1.3), set 
UK := [IND;,(R) - IND;(R)] - [IND$(R) - IND@)IG2. (2.3) 
If K’GJ’ = G for all odd primes p, then it is obvious that 
dim UK” = 0 for all H E Y(G). (2.4) 
Let L be a subgroup of G and L’ = L n G2. Then we define the defect function 
A(K,L) := dim Ui’ - 2 dim Uk. (2.5) 
A good understanding of this defect function will allow us to prove Theorem I. At 
this time we only draw the following simple conclusion from (2.1). 
Proposition 2.6. If Ko is conjugate to K and Lo conjugate to L, then A(K,L) = 
A(Ko,Lo). 
Proof. Suppose that KO = yKy_’ and LO = /zLi_-‘. Define a map p : G + G by 
setting p(g) = ygi-‘. Using that g and S belong to the same double coset in K\G/L 
if and only if S E KgL, one can check that p induces a map p : K\G/L --f Ko\G/Lo. 
The inverse of p is induced by the map p -’ defined by p-‘(g) = y-lgA, so that 
p is a bijection. Thus, IK\G/LI = IKO\G/LoI and dim INDg(R)L = dimINDgO(R)La. 
Using this repeatedly and that G2 is normal in G we see that dim Uk = dim iY;i and 
dim Uk’ = dim U,$. The claim follows now easily. 0 
3. Group theoretic description of the defect function 
In this section we like to find, under certain assumptions on G, a more group theo- 
retic description of the defect function. A first expression for it is contained in Propo- 
sition 3.1. Another description is derived in Proposition 3.4. Let G be a finite group 
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and K and L subgroups of G. We set K’ = K n G2 and L’ = L n G2. The representation 
UK is as in (2.3) and A(K,L) as in (2.5). Using (2.1) we get the following expression 
for A: 
A(K,L) = [IK’\G/L’I - IK\G/L’/ - 2(K’\G/LI + 21K\G/LJ] 
-[IK’G’\G/L’I - IKG*\G/L’I - 21K’G2\G/LI + 21KG*\G/Ll]. 
Proposition 3.1. I’ [G : G*] = 2, [K : K’] = 2 and [L : L’] = 2, then 
A(K,L) = IK’\G/L’I - (K\G/L’I - 2lK’\G/LI + 2jK\G/LI - 1. 
Proof. The claim follows from the previous formula and the easy observation that 
H’G2 = G2 and HG2 = G for H = K or L, because then 
IK’G2\G/LI = lG*\G/Ll = IG/G*LI = 1, 
lKG2\G/L’( = IKG~\G/LI = 1, 
IK’G*\G/L’I = lG2\G/L’l = IG/G~L’( = JG/G21 = 2. 0 
Let us analyse the formula for A in the previous proposition further. Consider a 
single double coset KgL. We want to determine its contribution to A(K,L). Let a(g) 
be the number of double cosets of the form KyL’, b(g) be the number of double cosets 
of the form K’yL, and c(g) be the number of double cosets of the form K’yL’ contained 
in KgL. We arrange these numbers in a matrix w(g) and calculate the contribution c(g) 
to A(K,L) coming from the double coset KgL: 
and E(g) = c(g) - a(g) - 2b(g) + 2. 
Proposition 3.2. If [G : G2] = 2, [K : K’] = 2 and [L : L’] = 2, then the only candi- 
dates for o(g) are 
type A: o(g) := and type B: o(g) := 
A type A matrix occurs if and only if K n g(L \ L’)g-’ # 0, and a type B matrix 
occurs if and only lf K n g(L \ L’)g-’ = 0. 
Proof. Under our assumption [K : K’] = 2 and [L : L’] = 2, a simple application of 
the formula for the number of elements in a double coset shows that KgL consists of 
one or two double cosets of the form K’yL and one or two double cosets of the form 
KyL’, while K’yL and KyL’ consist of one or two double cosets of the form K’TL’. A 
simple set theoretic argument rules out the matrices 
(: :> and (: :> 
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as candidates for o(g). The only remaining cases are: 
(i :> (: :) (: :> (: :> (: :). (3.3) 
To analyse these cases we observe: 
(1) KgL = ZQJL’ u g-‘Kg n (L \ L’) # 0 e u(g) = 1, 
(2) KgL = K’gL M (K \K’) n gLg-’ # 0 = b(g) = 1, 
(3) KgL’ = K’gL’ M (K \ K’) n gL’g-’ # 0, 
(4) K’gL = K’gL’ w g-‘K’g n (L \ L’) # 0. 
By definition, K \ K’ and L \ L’ are contained in G \ G’, while gL’g_’ and gP’K’g 
are subsets of G*. For this reason (3) and (4) cannot occur, and necessarily c(g) > 
a(g), b(g). This implies that the lst, 3rd, and 4th matrices in (3.3) cannot occur as 
&Cl). 
Observe that (K \ K’) n gLg-’ = (K \ K’) n g(L \ L’)g-‘, which implies that (1) and 
(2) are equivalent conditions. For a type A matrix we have u(g) = b(g) = 1, and this 
occurs if and only if K n g(L \ L’)y-’ # 0. Similarly, a type B matrix occurs if and 
only if K n g(L \ L’)g-’ = 0. 0 
Proposition 3.4. Zf [G : G*] = 2, [K : K’] = 2 und [L : L’] = 2, then 
A(K,L) = I{KgL E K\G/L 1 K n g(L \L’)g-’ # 0)I - 1. 
Proof. Observe that a(g) = 1 for a type A matrix, and s(y) = 0 for a type B matrix. 
In the following calculation the first equation is immediate from Proposition 3.1. To 
see the second equality we count double cosets K’yL’, KyL’, and K’yL as they occur 
as subsets of KgL, and take advantage of the notation (a(g)) which we introduced for 
this purpose. The third equation follows from Proposition 3.2 and the calculation of 
e(g). The last step is a reformulation based on Proposition 3.2: 
A(K,L) + 1 = IK’\G/L’I - IK\G/L’l - 2IK’\G/LI + 2IK\G/LI 
= c a) 
KqLEK\GIL 
= c 1 
KgL of type A 
= I{KgL E K\G/L I K n g(L \ L’)g-’ # 0}1. 0 
Let us conclude this section with a few elementary observations about A. 
Proposition 3.5. Suppose that [G : G*] = 2, [K : K’] = 2 and [L : L’] = 2. 
(1) A(K,L) = A(L,K). 
(2) A(K,L) > 0 if K is the 2-Sylow subgroup in G. 
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Proof. As previously observed, 
KfQ(L\L’)g_’ #0 e (K\K’)ng(L\L’)g-‘f0 
@ trig-‘(K\K’)g f0, 
and use Proposition 3.4 to see 
d(K,L) + 1 = I{&$ E K\G/L 1 K n g(L \ L’)g-’ # S}l 
= I(KyL, E K\G/L ( L n g-‘(K \ K’)g # 011 
= I{Kg-‘L E K\G/L 1 L n g(K \ K’)g-’ # @}I 
=I~L~K~L\G/KIL~g(K\K’)g-‘#0~I 
= d(L,K) + 1. 
To show the second claim, take any element 60 in L \ L’. Write its order in the form 
2js where s is odd. Then CT := ai is in L \ L’ and B is of order 2i. Some element of G 
conjugates IJ into K. Then {KgL E K\G/L ( K n g(L \ L’)g-’ # a} is non-empty and 
d(K,L) > 0. 17 
4. The defect function and admissible representations 
In [12, Theorem 2.11, Laitinen and Morimoto provide the following detailed infor- 
mation. 
Proposition 4.1. T/w representation W in (1.2) has the following propertics: 
(a) dim WH > 1 if and only if H E A(G). 
(b) dim WLL > [L, : LI] dim WLl if L2 CL, E Y(G). 
(c) Suppose that L2 E M(G) and L2 C L1 E ,9’(G). Then dim WL2 = 2 dim WL1 if 
und only if [L, : Lz] = 2, [LI G2 : L2G2] = 2, and L2GJ’ = G for all odd primes p. 
We will be most interested in the case G = S(n). Then G2 = ,4(n) and J&‘(G) = 
Y(G) \ {S(n),A(n)}. We find that W = (R[G] - R) - (lR[G/G2] - R) = R[G] - 
R[G/G2] = R[G] - R[G] A(n). Observe that dim [WIGIL = [G : L] for any L C G, and that 
dim rW[G/G21L = 2 if L CA(n) and dim Iw[G/G21L = 1 otherwise. With this information 
it is quite easy to verify Proposition 4.1 in case G = S(n). 
As before, If K is a subgroup of G, then we denote K n G2 by K’. Remember 
also that 9’{G) denotes the set of subgroups of G of prime power order. Define the 
following class of subgroups of G: 
X(G) = {K E Y(G) I [K : K’] = 2, K’ E Y(G), K’GP = G for 
all odd primes p}. 
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The following proposition motivates the study of the defect function. 
Proposition 4.2. Let G be a jinite group for which [G : G2] = 2 and P(G) 2 A?‘(G). 
Then G has an admissible representation if there are non-negative integers c(T for 
T E X(G) such that 
c crrd(T,L) 2 2 for all L E X(G). 
TEX(G) 
Proof. First of all, if a representation rc satisfies Definition 1.1(a)-(d), then we may 
orthogonalize, complexity, and realify it. As a result we obtain an admissible representa- 
tion. Hence we only have to find a representation which satisfies Definition 1.1(a)-(d). 
We claim that, for some sufficiently large integer / and UT as in (1.3), the repre- 
sentation 
T=ZWtB @ UTUT 
TEX(G) 
satisfies conditions of Definition 1.1(a)-(d). Observe that dim WH # 0 if and only 
if H E k(G) (see Definition 4.1(a)) and dim(/y = 0 if H 6 A’(G) (see (2.4)). 
This implies that dim TH # 0 if and only if H E A(G). Choosing 1 > 6 we see 
that r satisfies Definition 1.1(a) and (b), and that Proposition 4.1(a) and (b) implies 
Definition 1.1(d). 
We still need to make sure that the condition in Definition 1.1(c) holds. Consider 
a pair (K, H) of subgroups of G, where H c K and H # K, and use the abbreviation 
U = @ c(rUr. Here the direct sum is taken over T E X(G). Then 
dim TH - 2 dim TK = l(dim WH - 2 dim WK) + (dim UH - 2 dim UK). 
Suppose that HE A(G) and the following three conditions do not all hold at the same 
time: [K : H] = 2, [KG2 : HG2] = 2, and HGP = G for all odd primes p. Then we 
have that dim WH - 2 dim WK 2 1, see Proposition 4.1. For all sufficiently large values 
of 1 we have that dimTH - 2 dim TK 2 2, so that Definition 1.1(c) holds for these 
pairs (K, H). 
Suppose that HE P(G), [K : H] = 2, [KG2 : HG2] = 2, and HGP = G for all odd 
primes p. Then dim WH - 2 dim WK = 0 (use 9(G) C J%!(G) and Proposition 4.1(c)). 
We show that H = K’ dzf K n G2. Observe that H c G2, because otherwise HG2 
= G and [KG* : HG2] = 1. This means that H &K’. Furthermore, K g G2, because 
otherwise KG2 = G2 and [KG* : HG2] = 1. So [K : K’] = 2. Now H C K’, and H 
and K’ both have index 2 in K. This means that H = K’. It follows that dim UH - 
2dimUK = CTE.X(G) CCTA(T,K) > 2 (d is defined in (2.5)). This implies once again 
that dim TH - 2 dim TK > 2, so that the condition in Definition 1.1(c) holds also for 
these pairs (K, H). This completes the proof of the proposition. 0 
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5. Calculations of the defect function 
Before we prove Theorem I, let us give a simple example. The approach shows 
some of the techniques involved in the proof of Theorem I. On the other hand, the 
proposition is a special case of Corollary 4.2 in [16]. 
Proposition 5.1. If G is a finite group of the form Z2 x H where H is of odd, but 
not prime power order, then G has an admissible representation. 
Proof. Under our assumptions G* = {l} x H. Set K = Z!z x {l}, then K’ = K n 
G2 is the trivial group. Let X(G) be defined as in the previous section. Suppose 
L E X(G) and set L’ = L f’ G2. If CJ E L \ L’ is of order 2, then r~ is in K. 
We conclude that K is a subgroup of L. As K is normal in G, Proposition 3.1 
yields 
d(K,L) = IG/L’I - IG/Lj - 2lG/Ll + 2lG/Ll - 1 
= IG/LI . IL/L’1 - IG/LI - 1 
= IG/Ll - 1. 
Note that G # L, otherwise L’ = G2 ” H. But L’ is of prime power order be- 
cause L E X(G) and H is not, by assumption. So G # L, and this means that 
d(K, L) 2 1. Set C(K = 2 for this K and set c( = 0 for all the other groups in X(G). 
So all of the assumptions of Proposition 4.2 hold, and the proposition implies our 
claim. 0 
We gather some well-known information about the symmetric groups which will be 
useful in the proof of Theorem I. 
Proposition 5.2. Let G = S(n) be the symmetric group on n letters, n > 5, and A(n) 
the associated alternating group. Then 
(1) G2 = A(n) and GP = G if p is an odd prime. 
(2) 5!?(G) = {G,A(n)} and J@(G) = Y(G) \ P’(G). 
(3) Y(G) = {K E Y(G) / Kg A(n) and (K( is twice a prime power). 
Next, let us dispose of the case n = 5 in Theorem I. The following calculation was 
performed with the help of [ 111. 
Calculation 5.3. Let G be S(S), the symmetric group on 5 letters. It has seven complex 
irreducible representations: xt = C (the one-dimensional representation with trivial 
action of G), ~2 = Cc_ (the one-dimensional non-trivial representation, elements of 
A(5) act trivially and elements in S(5)\A(5) act by multiplication with -l), and five 
further representation ~3,. . . ,x7. There are, up to conjugacy, six subgroups in S(5) 
which are not contained in A(5) and whose order is twice a prime power. These are, 
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Table 1 
Values of the defect function 
2 4 4 6 6 8 
@ -1 -1 -1 -I -1 -1 
@_ 1 1 1 I 1 1 
x3 2 0 2 2 0 1 
X‘J -2 0 -2 -2 0 -1 
15 -1 1 -1 -1 -1 0 
%6 1 -1 1 1 1 0 
x7 0 0 0 0 0 0 
up to conjugacy, the groups in X’(G). As before, for any subgroup K of G we set 
K’ = K n A(5). Table 1 exhibits dime xK’ - 2 dim@ xK for these seven representations 
and six groups. In the first column we noted the representation for the corresponding 
row. In the first row we put the order of the group K for the corresponding column. 
The reader may be interested in the groups Kl and KS associated with columns 2 
and 5, which are the groups responsible for the fact that S(5) does not have an ad- 
missible representation. 
The group K2 is cyclic of order 4. As a generator we take the permutation (2,4,3,5). 
Then Ki is of order 2, which is generated by (2,3)(4,5). Furthermore, NcKz = NGK~, 
which is a non-abelian group of order 8 generated by (2,4,3,5) and (4,5), and NGK$K~ 
is non-cyclic of order 4. 
The group KS is cyclic of order 6. As generators we take the permutations (1,2,3) 
and (4,5). Then K,‘, which is generated by (1,2,3), is of order 3. Furthermore, NGKS = 
NGK~‘, and this is a group of order 12 generated by (1,2,3), (2,3), and (4,5). It is 
isomorphic to the product of S(3) and the cyclic group of order 2. Also here we have 
that NGK~/K~ is non-cyclic of order 4. 
Proposition 5.4. The symmetric group 
tion. 
on jive letters has no admissible representa- 
Proof. Let ro be a real representation of S(5). We show that it cannot satisfy the 
conditions in Definition 1.1(b) and (c) simultaneously. Let r be the complexification 
of ra. Note that dimn ToH = dim@ r ” for all subgroups H of S(5). Express r as a 
direct sum of irreducible representations, r = @, s j i 7 ajxj, where the aj denote non- 
negative integers. If we want that dim r H = 0 for H $?’ A(G), see Definition 1.1(b), 
then we need to choose c11 = a2 = 0 because x1 and ~2 have a one-dimensional fixed 
set for A(5), and A(5) is not in J%‘(G). A quick look at columns 2 and 5 shows that 
we can never have that dim TK’ - 2 dim TK > 1 for the corresponding groups if we 
only allow ~3,. . . , c17 to be non-zero. This means that the conditions in Definition 1.1(b) 
and (c) cannot hold simultaneously, and that there is no admissible representation of 
S(5). 0 
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Let us set up some more notation which we will use in the proof of Theorem I. Let 
cro be an element in G, and let K and L be subgroups of G. Set 
B(K, CO> = (9 E G I cmg-’ E K) and UC GO> = IWK ao)l, 
D(K,L) = {g E G 1 gag-’ E K for some g E L \ (L n G*)}. 
(5Sa) 
Suppose that o is an element in L \ (L n G*) for which gag-’ is in K, and that 
k E K and 1 E L. Then I-‘01 is in L\(Ln G*) and (kgl)(l-‘aZ)(kgl)-’ is in K. This 
shows that KgL CD(K, L) whenever g E D(K,L). Taking double cosets of the form 
KgL introduces an equivalence relation on D(K,L). We denote the set of equivalence 
classes by D(K,L)/ -. Under the assumptions of Proposition 3.4 we have 
A(K,L) = ID(K,L)/ N I - 1. (55b) 
If G2 is a 2-Sylow subgroup in G and cr E G2 then, using the notation from Propo- 
sition 1.5, we find 
b(Gz,o) = \[o]o n GzI ICo(o)l = JG21 .q where q is odd. (5.5c) 
The first equality sign holds with GZ being replaced by any subgroup of G. 
Theorem 5.6. Let G = S(n) be the symmetric group on n letters, n > 6, G2 a 2-Sylow 
subgroup and A = A(n) the alternating group in G. Let L be a subgroup of G such 
that L’ = L f’ A is of odd prime power order and [L : L’] = 2. Then A(G2,L) 2 1. 
Proof. The initial steps of the proof were calculated with the help of [l 11. For 6 5 
n I 9 we calculated d(G2,L) using (2.5) and verified the claim. 
Remember that A(G2,L) depends only on the conjugacy classes of GZ and L, so 
that we may assume that GZ n (L \ L’) contains an element ~0 of order 2. Then 
G2L 2 D(G2, L). For n > 10 we will find a subset of D(G2, L) of cardinality larger 
than (and not equal to) IGzLI. Then GzL # D(Gz, L), which means that D(Gz, L)/ N 
contains at least two elements. With K = GZ we are under the assumptions of Propo- 
sition 3.4 and we may apply (5.5b). We conclude that A(G2,L) > 1 for n > 10. 
Let m be any natural number, then we denote by modd the largest odd divisor of 
m. Suppose 10 I n < 23. We show that IGzLI < b(Gz,ao). According to (5.5~) the 
same power of 2 divides IG2LI and b(Gz,oo). So it suffices to show that lG2Llo,+d < 
b(G2,00)odd. Let IL1 = 2pk where, by assumption, p is an odd prime. Then IG2LI = 
162 Ipk. Let 3p(“) be the highest power of 3 dividing n!. If n > 6, then 3P@) is greater 
or equal to any odd prime power dividing n!, and, in particular, 3pcn) > pk. For 
10 < n < 23 and all cr E Gz\(A n Gz) of order 2 we calculated b(G2, o) using (5.5~) 
and found that 3scn) < b(G2,0)odd. This implies that IG2LI < b(G2,oo). Because 
B(G2,oo)CD(Gz,L) we see that b(Gz,oo) L ID(Gz,L)I and G2L # D(G2,L). This 
completes the argument in this case. 
Suppose n > 24. We will show that ]G2LI < /G~Co(a)l for all 0 E GZ \(A n 
G2) of order 2. The highest power of 2 which divides JG2Co(cr)I is at least as 
large as the highest power of 2 which divides IG2LI = IGzl pk. We also show that 
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IG2Llodd = pk < (G~Co(cr)l~dd. In fact, for these n one can check that 31(n) < ICG((T)l&d 
for all 0 E Gz \(A n G2) of order 2. To see this, write n = 2(2k + 1) + m where k 
and m are non-negative integers. For a permutation c which has 2k + 1 transposi- 
tions and leaves m elements fixed we have ICo(o)l& = [(2k + l)!m!],dd. Let p(n) be 
the minimum of these expressions. For n = 24 we find that 3bcn) < p(n), and p(n) 
grows much faster than 3/1(“) (for details see Proposition 7.1). In summary, lGsLlodd < 
ICG(g)(odd = IG c ( >l 2 G CT odd. Together with the consideration for the prime 2 this means 
that lGzL/ < IG~Co(cr)l. As GzCo(G).CD(Gx,L), this implies that IGzLI # JD(Gz,L)I, 
and our argument is also complete in this last case where n 2 24. 0 
To deal with the prime 2 we introduce some more language. Let G be a finite group, 
G2 a 2-Sylow subgroup, and (~0 E Gz\(Gz n G2). We call go very bad if B(Gz, a~) = 
G2. Eventually, we will see that these elements are not that bad. A subgroup L of 
G2 is called very bud if D(Gz,L) = G2 and L g G2. Note that L is very bad if 
and only if every element in L \ (L n G2) is very bad. Suppose now the assumptions 
of Proposition 3.4 with K = G2. The equality D(G2, L) = G2 implies that D(G2, L) 
consists of a single double coset GzgL, namely G2L = G2, so that, according to (SSb), 
d(G2, L) = ID(G2,L)/ N / - 1 = 0. Hence, under the assumptions of Proposition 3.4, 
L is very bad if and only if d(G2,L) = 0. Later on we will show 
Theorem 5.7. If G = S(n) is the symmetric group on n letters and n > 6, G2 is a 
2-Sylow subgroup and A = A(n) the corresponding alternating group in G, then there 
exist cyclic subgroups JI, . . . ,Jk of’ G2, Ji $ A, such that 
c A(J,,L) > 1 for all very bud subgroups L of G. 
i=l 
Before we can prove this theorem we need to explore very 
further. Write IT as a product of disjoint cycles. Then 
(1) the number of non-trivial cycles is odd, 
bad elements c in S(n) 
(2) there are at most two cycles of the same length (including trivial cycles), 
(3) all cycles are of 2-power length. 
The final property, which would characterize a very bad element precisely, is that 
I[QIG~GI is a P ower of 2 for any 2-Sylow subgroup Gz in G. We ignore this property 
because it is difficult to deal with and we can prove the desired result without it. The 
next proposition is well known. 
Proposition 5.8. If CJ is in S(n), then /Co(o)1 > n - 1. 
Proposition 5.9. The symmetric group S(n) has, up to conjugation, at most n/6 very 
bad elements for n > 6. 
The proof of this proposition is postponed until Section 7. Its flavor is quite dif- 
ferent from the one of the current section. Nevertheless, we mention a calculation 
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which we carried out with the help of [ll]. It suggests that there are very few 
very bad elements, up to conjugation. Specifically, s(n) has no very bad element 
if n = 7,11,12,13,19,20,21,22, exactly one very bad element (up to conjugation) if 
n = 6,8,9,10,14,15,17,18, and exactly two very bad elements (up to conjugation) if 
n = 16. 
Let CJI,. . . , ffk be non-conjugate very bad elements in G. For I C{ 1,. . ,k} we denote 
by r(a, ) a very bad group for which the conjugacy types of its very bad elements 
are exactly those in {gi}iE,. Denote by J(gi) the cyclic group generated by gi. If i is 
odd and D is any element in G of 2-power order, then B(G2, g) = B(G2,d). Under 
the assumption that [G : G*] = 2 we conclude that odd powers of very bad elements 
are very bad, and that J(Ci) is a very bad group. 
Proof of Theorem 5.7. Let rrl, . , ck be a complete list of the non-conjugate very bad 
elements in S(n). We show that 
&O(J(s,),r(o,)) 2 1 for all Ic{l,...,k}, (5.10) 
so that the claim of the theorem holds with J, = J(ai) for 1 5 i 5 k. 
All very bad subgroups L of S(n) are of the type r(al) for some I C{ 1,. . , k}. 
Abbreviate r(cr,) as T. By Proposition 3.5, A(J(a,), T) = A(T, J(oi)). For the second 
step in the following sequence of conclusions, note that J'(al ) = J(gi) \ (J(Oi) n A(n)) 
consists of the odd powers of (T,, and that (T; conjugates into T if and only if some 
odd power of gi does. We find that 
i @I a B(T,oj) = 8 (see the definition of B in (5.5a)) 
I D(T,J(aj)) = 0 
_ ID(T,J(ai)/ - 1 = 0 
(5.11) 
u A(J(oj), T) = -1. (by (5Sb)) 
We estimate the remaining terms CIE, A(J(oi),T) in (5.10). Because A depends 
only on the conjugacy classes of the groups involved (see Proposition 2.6), we may, 
after taking conjugate subgroups, assume that gi E T and J(ai) C T for all i E I. 
Observe that B( T, ai) decomposes into double cosets of the form TgJ(oi) for i E I. 
We introduce an equivalence relation on B(T, Oi), where two elements are equivalent 
if they are in the same double coset and denote the set of equivalence classes by 
B( T, gi )/ -. If g E B(T, vi), then g conjugates ci into T, and because gi generates 
J(gi), g conjugates J(a,) into T. This means that JTgJ(Oi)] = ITgJ(oi)g-‘1 = IT\ if 
g E B(T,a,). Set 6i = I[al]cnTI, where as before [ai]o denotes the set of elements of G 
which are conjugate to CJ~. Then b(T,ai) = 6i.lCG(ci)l (see (5.5~)) and ciCI 6i = ITI/ 
because all elements in r\( T n G2) are very bad. Finally, set s = k - (I]. We put all 
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representation for S(n) if n > 6. The case n = 5 was dealt with in Proposition 5.4. 
With this our proof is complete. 0 
6. A generalization of Sylow’s third theorem 
We state and prove the generalization of Sylow’s third theorem announced in the 
introduction, see Proposition 6.1. As a consequence we obtain Corollary 6.3, which is 
the same as Proposition 1.5. Let G be a finite group and p a prime. Denote by (ZJG) 
the set of p-Sylow subgroups of G. If o is an element in G, then we denote the set of 
all conjugates of o in G by [alo and the centralizer of o by Co(a). If o is of p-power 
order, then x(a) is the number of Q E GJG) which contain cr. If m is any natural 
number, then mp denotes the highest power of p which divides m. 
Proposition 6.1. Let CJ be an element in G of p-power order. Then 
X(O) = 1 (mod p). 
Proof. If cr is the trivial element, then x(cr) is the number of p-Sylow subgroups, and 
the proposition is a restatement of Sylow’s third theorem. Suppose now that CJ is not 
the trivial element in G. Let g act on 6&G) by conjugation. Since o is of p-power 
order, it fixes Q E 6,(G) if and only if (T E Q. There are exactly x(a) orbits of length 
1 and the other orbits are of length divisible by p. Thus, 
IGJG>l = [G : N~(l')]=x(a)+ rp 
for any p-Sylow subgroup of G and some non-negative integer r. Sylow’s third theorem 
says that [G : N,(P)] E 1 (mod p), so that x(a) = 1 (mod p). q 
Proposition 6.2. Let P be a p-Sylow subgroup of G and u an element of p-power 
order. Then 
Proof. Let P be a p-Sylow subgroup of G. We count the elements in [alo with 
multiplicities, i.e., once every time they are an element in a p-Sylow subgroup of G, 
and get 
c l[dG n el = IqG>l . Ibic nf? = Ib~iclw. 
QEG,(G) 
To see this, observe for the first equation that ][a]~ n Q] does not depend on the 
choice of Q E G,(G), and for the second equation that x(a) does not depend on 
the choice of rr in [CJ]G. As x(a) z )6,(G)] E 1 (mod p) by Proposition 6.1 and 
Sylow’s third theorem, we conclude from the Fundamental Theorem of Arithmetic that 
IbIG nPIp = lblGlp. 0 
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Corollary 6.3. Let P he a p-Sylow subgroup of G and o un element of p-power 
order. Then 
I[glG nplp ’ 1CG(a)l, = IpI. 
Proof. It follows from Proposition 6.2 that 
I[alG nPlp . /CG(a)l, = (I[OIGI . tcG(O)l)p = KI, = ipi. 0 
7. Two numerical estimates 
In Section 5 we used the following notation. By 3p(*) we denoted the highest power 
of 3 dividing n!. Let m be any natural number, then we denote by m& the largest 
odd divisor of m. In the proof of Theorem 5.6 we used 
Proposition 7.1. Zj’ n 2 23 and n = 2(2k + 1) + m, where m and k are non-negutive 
integers, then 
3’(‘) < [(2k + l)!m!],dd. 
Proof. It is not too painful to check the claim for small values of n, say n 5 45. We 
did this. So, from now on suppose that n > 46. 
We break up [(2k + l)!m!] as a product A. B such that A contains the small factors, 
including 11 odd ones > 3, and B contains the big factors, in particular, each odd 
factor of B is at least 13. To do this, choose at and a2 as follows. If m = 0, then 
al = 23 and a2 = 0. If m 2 1, then ai + us = 24, ai and u2 are odd, and every odd 
number in {ui+1,...,2k+l}U{a~+ 1,. . . , m} is at least 13. If the first element in 
one of these sets is larger than the last one, then this set is empty. Now set 
where products over empty sets are 1. 
To clarify the instruction for finding A and B, let us give some examples. If n = 54, 
k = 13, and m = 0, then we choose al = 23 and a2 = 0. We obtain A = 23! . 1 and 
B = (24. . . 27).1.Ifn=54,k=ll,andm=8,thenwechooseal=17andaz=7. 
WeobtainA=17!.7!andB=(18-..23).8.Ifn=54,k=5,andm=32,thenwe 
choose al = 11 and a2 = 13. We obtain A = ll!. 13! and B = 1 .(14...32). 
The smallest value for Aodd, subject to the given constraints, occurs if ai = 11 and 
a2 = 13, or vice versa, as one can easily see by writing out the different possibili- 
ties for A. In this case Aodd = 948, 191,619,375. This number is larger than 325 = 
847,288,609,443. Write n in the form 2(2s + 1) + E where 0 < E 5 3. Observe that 
[(2k + l)!m!] involves at least s odd factors > 3. Eleven of them, and in particular, 
all of the ones 5 11, are in (3,. . , al } U { 3,. . , ~2). There are at least (s - 11) odd 
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numbersin{ar+l,..., 2k+l}U{a~+l,..., M}, and each of them is at least 13. We 
conclude that Bodd 2 13(‘-“I. T o see the first inequality in the following calculation, 
remember that for any prime p the exponent of the highest power of p dividing n! is 
at most n/( p - 1). In summary we find 
38(n) < 3@+2) = 3253@--23) _ < 32513(s-11) < AoddBodd = [(2k + l)!m!],dd. 
This is exactly what we claimed. 0 
Let at be an integer, and y(n) the number of ways in which n can be written as 
a sum of powers of 2, such that each power occurs at most twice, and the number 
of summands > 2 is odd. Furthermore, let cc,,,,(n) (resp; ~l,dd(n)) be the number of 
ways in which n can be written as a sum of powers of 2, such that each power 
occurs at most twice, and the number of all summands is even (resp; odd). Finally, 
set %I,x(~) = Max(a,,,,(n), %dd(fl)). 
Proposition 7.2. Zf n > 23, then y(n) < n/6. 
Proof. We calculated y(n) for small values of n and found by inspection that y(n) 5 
n/6 for 23 < n < 1023. 
Write a given integer m in the form 
M= C b,2J = bo + 2bl + 462 + 8 C bj+j2’ = bo + 2bl + 462 + 8ml 
.i?J CO 
where 0 < b, <: 2. The value of m modulo 8 restricts the possible choices of (bo, bl, b2), 
and one can calculate quite easily by hand that, whatever the value is, the maximal 
number of choices is 5. Obviously, ml 5 m/8. If C ,Lo b, has a preassigned value mod- 
ulo 2, then the choice of (bo, bf, 62) determines c,2o b,+3 module 2. Then c+,,(m) 5 
5cr c’(m,)(ml ), where E(m) and d(m) are ‘even’ or ‘odd’, and c’(m1) depends on E(m) 
and bo + bl + 62 modulo 2. 
Note that y(n) = &&j(n) if n is even, and y(n) = 51 even(n) if n is odd. The argument 
in the previous paragraph implies that y(n) 5 5 Max{a,,,(ni ) 1 0 < nl < n/8}. Applied 
repeatedly, we obtain 
y(n) < 5k .fl;gl amax( (7.3) 
This formula shows y(n)/n converges to zero. We will use (7.3) as follows. Pick k 
and c, and find M such that c(,,,(m) < c for all m 5 M. Then 
y(n) < 5k~ if n < gkA4. (7.4) 
If y(n) i 5kc and n > 5k6c, then y(n) < n/6. On the other hand, (7.4) implies that 
y(n) < 5k~ if n 5 gkM. Th’ is means that the theorem holds for integers n E [5k6c, gkA4]. 
We calculated that a,,,(m) 5 4 for m I 33. Set k = 0,1,2,3,4,. . . . The above 
implies that the theorem holds for n E [24,33]U[120,264]U[600,2112]~[3000,16896]U 
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[15000,135168]u~~~. Because the intervals begin to overlap, it follows that the theorem 
holds for n > 3000. 
We also found that a,,,(m) < 7 for m 5 71. The above implies that the theorem 
holds for IZ E [42,71] U [210,568] U [ 1050,4544] U . . Together with the previous 
paragraph, it follows that the theorem holds for n > 600. Combined with the first 
sentence of the proof, this completes the proof of the theorem. El 
Proof of Proposition 5.9. For 6 5 n 5 22 we calculated the number of very bad 
elements, see the statement after Proposition 5.9. The result follows by inspection. 
Suppose that n > 23. Given any very bad element cr E S(n), we decompose it 
as a product of disjoint cycles, including trivial cycles. This decomposition has the 
properties (l)-(3) stated before Proposition 5.8. Assigning to (the conjugacy class of) 
r~ the lengths of the cycles provides a decomposition of n as a sum of powers of 2, 
such that each power occurs at most twice, and the number of summands > 2 is odd. 
Proposition 7.2 says that there are at most n/6 decompositions of n of this kind, and 
hence, as claimed, there are at most n/6 conjugacy classes of very bad elements in 
S(n). 0 
8. Applications in transformation groups 
We like to demonstrate how admissible representations allow us to construct inter- 
esting examples in transformation groups. As we mentioned earlier, a finite group G 
is called an Oliver group if there does not exist a normal series P 4 H 4 G such that 
P and G/H are of prime power order, and H/P is cyclic. (The trivial group is consid- 
ered to be of prime power order.) Oliver proved that a finite group G acts smoothly 
(or simplicially) on a disk without fixed point if and only if G is an Oliver group 
[ 171. If G acts smoothly on a sphere with exactly one fixed point, then it also has an 
action on a disk without fixed point, and it follows that G is an Oliver group. The 
converse is a long-standing problem in transformation groups. In 1946 Montgomery 
and Samelson asked whether there are actions on spheres with exactly one fixed point 
[15]. The first actions of this kind were constructed by Stein for G = SL(2,Z5) and 
G = SL(2, Z,) x Z, where (Y, 120) = 1 [23]. Soon after this, Petrie showed that abelian 
Oliver groups of odd order (i.e., groups with at least 3 non-cyclic Sylow subgroups) 
and some other finite and infinite groups, among them AS, can act smoothly on a (ho- 
motopy I) sphere with exactly one fixed point [2 1, 221. He proposed to determine all 
groups which can act on a homotopy sphere with exactly one fixed point [ 19, p. 1831. 
Among experts, the suggested solution is that these groups are exactly the ones which 
can act on a disk without fixed point, i.e., the Oliver groups. Pawalowski stated this 
’ Some of the literature on this subject emphasizes actions on standard spheres, some contents itself with 
actions on homotopy spheres. As it turns out, due to a fairly simple, well-known construction using equi- 
variant connected sums, these two problems are essentially equivalent (see [ 13, Proposition I.31 or [6, Lemma 
A. 12.21). 
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as a conjecture in [ 18, p. 1731. A confirmation of this conjecture for non-solvable 
groups was provided by Laitinen, Morimoto, and Pawalowski [ 131, and this work was 
extended by Laitinen and Morimoto to confirm the conjecture for any finite group [ 121. 
Theorem LM. A finite group has a smooth action lcith exactly one ,jxed point on a 
standurd sphere if and only if it is an Oliver group. 
We give an outline of the proof of this theorem and of Theorem 1.6 from the 
introduction for two reasons. First of all, the word ‘admissible’ is used with a slightly 
different meaning in [6] and for the proof of Theorem 1.6 we referred to [6], so that 
we need to explain why this causes no major difficulties. Secondly, we like to point 
out the advantage of having a representation which satisfies the strong gap condition, 
i.e., which satisfies the condition in Definition 1.1(c). We will refer to the following 
family of subgroups of G. Let Y’(G) denote the set of subgroups H of G for which 
there exists a short exact sequence 1 + P ----f H + C --) 1 where C is cyclic and P is 
of prime power order. 
Construction of one fixed point actions on spheres (outline). There are two principal 
steps to the proof of this theorem. Let G be the Oliver group under consideration. 
Following the approach taken by Petrie in [21], one first constructs from an admissible 
representation r of G a closed smooth G manifold M with exactly one fixed point. 
Certain additional data for M (called a V structure in [21, 61) are constructed at the 
same time, and A4 satisfies some additional technical assumptions. The essential tools 
are equivariant transversality and localization in cohomotopy as developed in [20], and 
the assumptions on I- used in this process are those in Definition 1.1(a))(b). We 
summarized this often used construction in [6, Section AS]. 
For the following it is helpful to know that, by construction, dim TH = dimMH for 
all H E ,Y’(G). For later reference it is important to note that in the following surgery 
theoretic argument (i.e., the second step which we are about to discuss) the assumption 
in Definition 1.1(b) is not needed anymore. 
In the second step one applies equivariant surgery theory to construct from M an 
action on a sphere with exactly one fixed point. If C is a homotopy sphere with smooth 
G action, then 
(1) x(CH) = 2 if H E 9’(G). 
(2) Zp is a mod p homology sphere if P E Ly(G) and P is of p power order, where 
p is a prime. 
(3) 1 is a homotopy sphere. 
Condition (1) is a consequence of the work of Oliver [ 171, and condition (2) is a 
consequence of Smith theory [3]. 
For the Oliver groups considered in [21], Petrie showed that the manifold M con- 
structed in the first step is equivariantly normally cobordant relative to the fixed point 
set (so that the one fixed point property is preserved) to a homotopy sphere, so that 
(l))(3) will hold. Based on a calculation of x(MH) for H E cY(G) he showed that 
A4 can be modified to satisfy (1). He also showed that the surgery obstructions, which 
measure whether (2) and (3) can be achieved after equivariant surgery on M, van- 
ish. This argument is based on an induction theorem for equivariant surgery from [7] 
which takes advantage of induction properties of the Wall-type surgery obstructions 
discovered by Dress [lo]. 
To have room for performing the operations to achieve ( 1) one takes advantage of 
the dimension assumption in Definition I. I(d) and the fact that 9’(G) C. N(G) for 
Oliver groups. To have sufficient room for performing the operations to achieve (2) 
and (3) one takes advantage of the dimension assumption in Definition 1,1(c). 
For a general Oliver group G, i.e., if G is not of odd order as assumed in [21], 
one cannot expect the obstructions of A4 for achieving (l)-(3) through an equivariant 
normal cobordism to vanish, but A4 needs to be replaced by an improved manifold. 
Laitinen and Morimoto noticed that induction and restriction together with the pro- 
cess of ‘partial addition of equivariant surgery obstructions’ from [5] can be used to 
construct from M a new equivariant surgery problem with modified obstructions. Let 
x = u, aH(G/H) be a linear combination of homogeneous spaces where the C+ are 
integers and CZG = 0. Set 
(~+~)~M=MuUC(~(GX~,~). 
H 
In this formula, multiplication with %H means that we take I’xH 1 copies of G XN M, and 
the sign of 2~ effects orientations. One embeds c( x So into (1 +cI)~M to perform zero- 
dimensional equivariant surgeries which adjust the Euler characteristic of [( 1 +c()cIM]~ 
and which connect [( 1 + 9) ‘J IV]” if dim A4” > 0. The resulting manifold (which 
still has a C’ structure and satifies the assumptions referred to above) is denoted by 
(1 + 2) C-CM. Laitinen and Morimoto call the process of constructing (1 + 3) =A4 
‘equivariant connected sum operation’ [ 121. We described the process in Section A.6 
of [6]. 
For a carefully chosen x as in the previous paragraph one can show that (1 +cn) LX M 
is equivariantly normally cobordant to a manifold Ml such that Ml satisfies (1) from 
above. This is shown in Proposition A.8.1 of [6] with c( as in Proposition A. 1.2 of the 
same reference. Laitinen and Morimoto arrive at MI through a sequence of steps [12]. 
From this point on we assume that A41, which we rename as M, satisfies (1). 
We need to modify A4 further so that (2) and (3) hold for it as well. This is achieved 
in an inductive process, and the induction is over the partial ordering of ./P(G) which 
starts out with large groups of prime power order and ends up with the trivial group. 
If P # 1, then let p be the prime such that P is of p-power order. We also assume 
that the representation f which we used to construct M in the first step satisfies the 
assumption in Definition 1.1(c), so that, by a remark earlier in this outline, we have 
the strong gap condition 
dimMH >2dimM”+l ifHcKE:Y(G), HiK,andH~g(G). (8.1) 
With this assumption the outline of proof only applies to Theorem 1.6, and we need 
to make a remark about Theorem LM later. Let P E 9(G), and suppose inductively 
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that M satisfies (1) and (2) for all P’ E Y(G) which properly contain P. Then, as 
described in [6, Section A.1 l] (actually this is a result from [7]), there are obstructions 
L2k(&)W/Pl, 1) if P # 1, 
o(M,P) E 
L;jCG’(Z[G], 1) ifP=l, 
(8.2) 
which measure whether we can perform equivariant surgery on M, so that for the 
resulting manifold we may suppose that it satisfies the requirement expressed in (2) 
resp. (3) for P. Here dimMP = 2k. Again, o(M, P) may not vanish, but, as suggested 
in [ 121, one may use (1 + cl(P)) DC M instead of M, where, like s( above, a(P) is 
an integral linear combination of homogeneous spaces. The manifold (1 + cc(P)) tx M 
satisfies the same inductive assumption as M. The formula for the surgery obstruction 
a(( 1 + r(P)) rxM,P) is obtained from [5], and for a careful choice of a(P) based on 
[7, Lemma 4.5(vi)], compare also [6, Lemmas A.10.5 and A.1 1.31, one obtains that 
(T(( 1 + x(P)) KM, P) = 0. So, after an equivariant normal cobordism one may assume 
that (1 + u(P)) tx M satisfies (2) or (3) with the given P in addition to the inductive 
assumption which we made for M. We denote (1 + a(P)) E-C M once again by M 
and proceed inductively until we end up with a one fixed point action on a homotopy 
sphere C. By a simple trick, mentioned in an earlier footnote, one obtains from Z a 
one fixed point action on a standard sphere. The entire process of constructing from 
M an action on a sphere does not change the fixed point set because in the above the 
coefficient of c(, resp. of x(P), for the homogeneous space (G/G) is chosen to be zero 
and because all surgeries are relative to the fixed point sets. This concludes the outline 
of the proof of Theorem 1.6. 
In their proof of Theorem LM, Laitinen and Morimoto cannot assume that the rep- 
resentation f, on which M is modelled, is admissible in our sense, and that means that 
there are certain pairs (K, H) as in (8.1), such that dim MH = 2 dim MK, see Proposi- 
tion 4.1 (c). This means that the surgery obstructions in (8.2) do not lie in standard 
Wall groups. In a related article [l] (for a summary of some algebraic aspects see also 
[2]), Bak and Morimoto develop an equivariant surgery theory which, under certain 
additional hypotheses, can handle manifolds which satisfy the weaker gap condition. 
We expect that their surgery obstructions have properties which resemble those of the 
Wall groups, in particular Dress-type induction, closely enough, so that the outline for 
the proof of Theorem 1.6 goes through by an analogous argument. 0 
For the discussion of Theorem 1.8 we introduce the concept of stable admissibility, 
which is closely related to admissibility, and note an elementary proposition. 
Definition 8.3. An orthogonal representation r of G is called stably admissible if it is 
of the form fo 3 I@, where fo is the realification of a complex representation of G and 
(a) dim TH > 6 for all H E ./l(G). 
(b) dim TH = dim TG for all H E T(G). 
(c) dimTH >2dimTK+1 ifHcKEY(G),H#K,andHE9(G). 
(d) dim fH > dim fK + 4 if H c K E Y(G), H # K, and H E A?(G). 
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Proposition 8.4. If rl is un udw~issihte rcpresentution of G and m > 0, then r = 
kT1 @ R” is .stubly admissible for all k such that 2k > m + 2. 
Proof of Theorem 1.8 (outline). Let r, be an admissible representation of G. As in the 
first step of ‘construction of one fixed point actions on spheres’, construct a manifold 
A4 modelled on l-1 with exactly one fixed point. Again, M comes with additional data 
and satisfies certain technical assumptions as needed when we want to apply equivariant 
surgery. Let m = dim Y, and set 
A-=Yxj-pf, 
J=t 
where k is chosen so that kT1 ‘3‘; R” is stably admissible. Then Xc = Y. The V 
structure on A4 together with a stable framing for Y provide bundle data (b,c) for X 
as in Definition A.3.1 of [6] which can be used for equivariant surgery on X. Then we 
proceed as in the second step of ‘construction of one fixed point actions on spheres’ 
to construct from X a smooth action on a sphere. The definition of X assures that 
(a) dimXH > 6 for all H E J’(G). 
(b) dimXH = dimXG for all H E Y(G). 
(c) dimXH > 2dimXK + 1 if H c K E .V(G), H #K, and H E P(G). 
(d) dimXH > dimXK + 4 if H c K E <Y(G), H # K, and H E AT(G). 
This means that we have enough room to perform the surgeries required to carry 
out this second step. If Y is of even dimension, then one proceeds just as in the 
‘construction of one fixed point actions on spheres’ to construct from X and action on 
a sphere. If Y is of odd dimension, then X H is of odd dimension for all subgroups H 
of G. Unlike in the even-dimensional case we now have that X(X”) = 0 for H C G. 
No modifications are required to adjust Euler characteristics. The surgery obstructions 
which we will encounter under these dimension assumption lie in odd-dimensional 
Wall groups. This causes no additional difficulty as the argument used in the even- 
dimensional case carry over with only minor modifications to this case as well. Earlier 
we also pointed out that the construction of the action on a sphere does not change 
the fixed point set, so that we may still assume, as it was claimed in the theorem, that 
the action on the sphere has Y as its fixed point set. 0 
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