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Abstract—News aggregator is one type of aggregator system 
(collector) which collects news from various sources, and then 
presented back to the user in a single entity so that users no 
longer need to venture out to various news sites for just looking 
for information. The system requires a news aggregator a way 
to show the same news information from the websites of news 
services. Based on that, this paper used  Web Content Mining 
(WCM) for information retrieval news from online news sites 
and partitional K-Means clustering system for processing news 
aggregator in objective the system to display collection of 
information based on keyword input from the user. 
From the test results using confusion matrix methods with a 
number of documents as many as 132 documents were taken 
from crawling indicate that the method partitional clustering 
K-Means can be applied to a system news aggregator for 
classifying news information with keyword "education" with 
an average accuracy of the classification of 98%. 
 
 
Index Terms—informasi berita, K-Mean, news aggregator, 
partitional clustering, web content mining. 
I. PENDAHULUAN 
Web Content Mining (WCM) merupakan salah satu bagian 
dari Web Mining yang digunakan untuk menemukan 
informasi yang berguna dari sekian banyak data yang 
terdapat di internet seperti gambar, suara, video, dan teks. 
WCM sendiri memiliki beberapa teknik atau metode yang 
bisa digunakan dalam memperoleh informasi-informasi 
tersebut. WCM biasanya menggunakan teknik text mining 
karena sebagian besar data yang berada di World Wide 
Web (WWW) berupa teks. Berdasarkan hasil penelitian 
dari Insyafie Yuliansyah [1], menyebutkan bahwa WCM 
dapat diterapkan dalam menemukan pola kecendrungan 
berita dengan tingkat akurasi sebesar 90% yang dihasilkan 
pada uji coba ke-5 dalam 10 kali percobaan yang diuji 
secara fungsional keseluruhan. Penelitian tersebut 
menggunakan metode regex pada pemrosesan kata. 
Berdasarkan hal tersebut maka metode WCM ini akan 
digunakan kembali ke sebuah sistem untuk 
mengumpulkan dan mencari informasi berita berdasarkan 
masukan kata kunci dari pengguna atau istilah lainnya 
adalah Information Retrieval (IR).  
Aggregator berita (news aggregator) merupakan salah 
satu jenis sistem aggregator (pengumpul) yang 
mengumpulkan berita dari berbagai sumber, kemudian 
menyajikannya kembali kepada pengguna dalam satu 
kesatuan, sehingga  pengguna tidak perlu lagi menjelajah 
ke berbagai situs berita untuk sekedar mencari informasi. 
Sistem news aggregator dapat mengurangi waktu dan 
upaya yang dibutuhkan untuk melihat berbagai situs berita 
dalam mencari sebuah informasi. Menurut penelitian dari 
Rubi Henjaya [2] dan Arie Karhendana [3] bahwa sistem 
news aggregator yang hanya mengumpulkan berita saja 
memiliki kelemahan, yaitu saat menggabungkan semua 
berita hasil perolehannya dalam satu kumpulan besar 
dapat mengakibatkan efek information overload bagi 
pengguna karena belum tentu pengguna tertarik dengan 
semua berita yang terdapat pada news aggregator.  
Berdasarkan masalah tersebut, dalam paper ini 
mengunakan  metode WCM dalam pengolahan sistem 
news aggregator  agar dapat menampilkan informasi berita 
yang sesuai dengan pencarian pengguna. Sistem ini akan 
menghimpun berita dari situs berita Tribun, Republika, 
dan Kompas. Pada paper ini menggunakan  pendekatan 
partitional clustering untuk pengelompokkan berita-berita 
dengan topik yang sama, yaitu dengan algoritma K-Means 
karena berdasarkan penelitian dari Deddy W. Suliantoro, 
Irya Wisnubhadra dan Ernawati [4] algoritma ini cocok 
digunakan untuk klasterisasi dokumen teks dengan tingkat 
precision dan recall yang tinggi serta waktu kerja yang 
relatif singkat oleh sistem. 
A. Web Content Mining 
Metode yang berguna untuk mencari informasi yang 
berguna yang bersumber dari halaman web. Informasi 
tersebut bisa berupa teks, gambar, suara, video, metadata 
dan hyperlinks. Beberapa informasi tersebut didapatkan 
dari sumber data yang bersifat semi-terstruktur seperti 
dokumen HTML, atau yang lebih terstruktur seperti data 
pada tabel atau database yang diambil dari halaman 
HTML. Tetapi kebanyakan dari data tersebut berbentuk 
data teks yang tidak terstruktur. Ada dua strategi yang 
umum digunakan pada WCM, pertama langsung 
melakukan mining terhadap data dan kedua melakukan 
pencarian serta meng-improve pencarian seperti search 
engine atau information retrieval. 
WCM dapat dibedakan menjadi dua sudut pandang, 
yaitu pendekatan berbasis agen untuk meningkatkan 
pencarian dan penyaringan informasi dan pendekatan 
dengan database bertujuan untuk memodelkan data pada 
web ke dalam bentuk terstuktur dengan menerapkan 
mekanisme query database dan aplikasi data mining 
untuk analisisnya[5]. 
B. Text  Mining 
Menurut R. Feldman dan J. Sanger [6], text mining 
adalah sebagai suatu proses menggali informasi dimana 
seorang pengguna berinteraksi dengan sekumpulan 
dokumen menggunakan tools analisis. Sedangkan menurut 
O. Maimon dan L. Rokach [7], text mining adalah suatu 
proses ekstraksi pola tertentu dari database dokumen teks 
yang besar yang bertujuan untuk menemukan 
pengetahuan. 
C. Klasterisasi Dokumen 
Tujuan klusterisasi dokumen adalah untuk 
memisahkan dokumen-dokumen yang tidak memiliki 
kesamaan  dengan yang memiliki kemiripan satu sama 
lain, sehingga dapat dikelompokkan ke dalam suatu 
klaster atau kelompok. Pada algoritma klusterisasi, 
dokumen akan dikelompokkan menjadi klaster-klaster 
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berdasarkan kemiripan satu dokumen dengan yang lain. 
Prinsip dari klasterisasi adalah memaksimalkan kesamaan 
antar anggota satu klaster dan meminimumkan kesamaan 
antar anggota klaster yang berbeda. 
Ada banyak jenis teknik-teknik untuk klasterisasi yang 
bisa digunakan untuk dokumen yang berasal dari web[7] : 
1. Text Based Clustering. 
2. Partitional Clustering. 
3. Hierarchical Clustering. 
4. Graph Based Clustering. 
5. Neural Network Base Clustering. 
6. Fuzzy Clustering. 
7. Probabilistic Clustering. 
D. K-Means 
K-Means merupakan salah satu teknik atau metode 
partitional clustering yang melakukan partisi data yang 
ada ke dalam bentuk satu atau lebih klaster atau 
kelompok. Teknik ini mempartisi data ke dalam klaster 
sehingga data yang memiliki karakteristik yang sama akan 
dikelompokkan ke dalam satu klaster dan data yang 
mempunyai karakteristik yang berbeda dikelompokkan ke 
dalam kelompok yang lain. Dalam teknik ini, akan 
dikelompokkan obyek ke dalam k kelompok atau klaster. 
Untuk melakukan clustering ini nilai k harus ditentukan 
dahulu. Biasanya pengguna telah mempunyai informasi 
awal mengenai obyek yang dipelajarinya, termasuk berapa 
jumlah klaster yang paling tepat[7]. 
 
 
E. Web Crawlers 
Web crawler adalah sebuah sistem yang menjelajahi 
struktur hyperlink dari web, dari sebuah alamat awal atau 
seed dan mengunjungi alamat web di dalam webpage 
secara berkala. Search engine yang merupakan salah satu 
contoh sistem besar yang menggunakan crawler untuk 
melintasi internet secara terus-menerus dengan tujuan 
menemukan dan mengambil webpage sebanyak mungkin. 
Berikut ini proses yang dilakukan web crawler [8] : 
1. Mengunduh webpage. 
2. Mem-parsing webpage yang diunduh dan 
mengambil semua link. 
3. Untuk setiap link yang diambil, ulangi proses. 
Algoritma web crawler memiliki dua jenis yang 
umum digunakan, yaitu Breadth-First dan Depth-First. 
Prinsip dari dua jenis algoritma web crawler tersebut sama 
dengan algoritma pencarian, yaitu Breadth-First Search 
(BFS) dan Depth-First Search (DFS). Konsep dari 
algoritma Breadth-First [8] adalah dengan mengecek 
setiap link dalam suatu webpage sebelum berpindah ke 
webpage yang lain. Breadth-First akan menelusuri setiap 
link pada webpage pertama, lalu menelusuri setiap link 
pada webpage dari link pertama di webpage pertama, dan 
seterusnya. Penelusuran ini dilakukan sampai tidak ada 
lagi link baru yang dapat ditelusuri atau jika jumlah 
webpage yang ditelusuri sudah mencapai batas maksimal 
yang ditentukan. Sedangkan algoritma Depth-First 
kebalikan dari Breadth-First, dimana Depth-First akan 
menelusuri semua kemungkinan jalur dari suatu link 
sampai mencapai suatu dasar sebelum melanjutkan ke link 
berikutnya. 
II. ANALISIS 
Analisis dilakukan dengan tujuan untuk mengetahui 
dan mengevaluasi seluruh komponen yang berhubungan 
dengan sistem yang akan dibangun. Tahap analisis sistem 
dilakukan dengan cara menguraikan suatu sistem yang 
utuh kedalam bagian-bagian. 
A. Analisis Masalah  
Sistem news aggregator yang hanya mengumpulkan  
 
 
 
berita saja memiliki kelemahan, yaitu saat 
menggabungkan semua berita hasil perolehannya dalam 
satu kumpulan besar dapat mengakibatkan efek 
information overload bagi pengguna karena belum tentu 
pengguna tertarik dengan semua berita yang terdapat pada 
news aggregator.  
Paper ini bertujuan untuk mengetahui akurasi yang 
diperoleh dalam menerapkan partitional clustering K-
means untuk menampilkan informasi pada sebuah news 
aggregator berdasarkan masukan pengguna dengan 
menggunakan pendekatan Web Content Mining. 
Gambar 1.  Arsitektur sistem WCM  
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B. Analisis Sistem 
Metode WCM merupakan sebuah metode untuk 
mendapatkan informasi yang berada di World Wide Web. 
Pada paper ini data difokuskan pada data teks, sehingga 
metode WCM ini akan digunakan untuk memperoleh 
informasi berita dari situs-situs berita online dan disatukan 
ke dalam sistem news aggregator. Penggambaran sistem 
dapat dilihat pada Gambar 2. Metode WCM sering disebut 
juga metode text mining karena data yang berada di World 
Wide Web sebagian besar berupa teks. Strategi yang 
digunakan dalam metode WCM ini yang akan diterapkan 
ke dalam sistem news aggregator adalah dengan 
melakukan pencarian atau dalam penerapan sistemnya 
berupa search engine.  Oleh karena itu, dalam penelitian 
ini WCM akan menerapkan metode text mining dengan 
teknik web crawler untuk mendapatkan informasi 
beritanya. 
 
 
Gambar 2. Ilustrasi sistem 
 
C. Analisis Data 
Dalam sistem ini dibutuhkannya masukan data sebagai 
bahan untuk proses dalam menjalankan sistem news 
aggregator. Data tersebut adalah data masukkan query 
atau kata kunci dari pengguna serta data dokumen berita 
yang diambil dari situs-situs berita, dan data-data tersebut 
berupa data teks. Data-data tersebut akan ke dalam 
database 
Tujuan adanya data query dengan data dokumen berita 
dalam sistem ini adalah untuk mengetahui kemiripan atau 
kesesuaian antara query yang dimasukkan oleh pengguna 
dengan informasi berita yang diambil dari tiga situs berita 
online. Dari kemiripan itu, data dokumen berita dapat 
dipisahkan ke dalam beberapa kelompok, yaitu kelompok 
yang paling sesuai atau mirip dengan data query dan 
kelompok yang tidak memiliki kesamaan dengan query. 
Data dokumen berita yang berada di kelompok yang 
paling sesuai, akan ditampilkan sebagai hasil pencarian ke 
pengguna. Topik untuk data berita dalam penelitian ini 
berupa seputar pendidikan.  
D. Preprocessing  
Dalam metode ini memiliki beberapa tahap yang akan 
dilakukan, mulai dari penelusuran ke situs-situs, tahap 
preprocessing (penghapusan tag HTML, tokenizing, 
filtering, stemming, analyzing) untuk data dokumen berita, 
dan tahap clustering untuk mengelompokkan data berita 
yang sesuai dengan masukkan query dari pengguna. 
Crawling : web crawler akan diberi URL awal untuk 
melakukan penelusuran dengan menggunakan metode 
Breadth-First Crawler dan akan melakukan tahap parsing. 
Tahap parsing digunakan untuk mengambil link yang dari 
link tersebut akan dilakukan proses crawling lagi, serta 
untuk mengambil isi berita yang dari link berisi berita 
tersebut yang selanjutnya dilakukan tahap preprocessing 
 
Gambar 3.  Arsitektur  Web Crawler 
Pada Gambar 3. merupakan alur dari proses crawling 
yang dimana link sebagai seed atau akar. Sebelum 
melakukan crawling, akan ditentukan terlebih dahulu 
jumlah depth atau max level yang berguna untuk 
membatasi sampai mana proses crawling akan terjadi. 
Berdasarkan Gambar 4, maka jumlah depth yang 
ditentukan adalah 2 (level 0 sampai level 2).  Level 0 (Top 
Level) dimulai dari seed atau akar yang telah ditentukan 
sebelumnya. Crawler akan akan melakukan crawling link 
yang ada di level 0 dan link yang ditemukan ada 4 link. 
Bila pada level 0 tidak ada link yang ditelusuri lagi, maka 
proses crawling selanjutnya dilakukan pada level 1 atau 
link – link yang ditemukan dari level 0. 
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Gambar 4. Contoh pohon penelusuran 
Hasil crawling berupa link – link tersebut akan di 
parsing terlebih dahulu untuk memisahkan link yang 
berguna untuk proses crawling selanjutnya atau 
melakukan crawling ulang dan untuk mengambil isi 
berita. Hasil parsing tersebut disimpan ke dalam database. 
1) Penghapusan tag HTML: menghapus semua tag 
markup dan format khusus dari dokumen, terutama pada 
dokumen yang mempunyai banyak tag dan format seperti 
dokumen XHTML. Untuk penghapusan tag HTML 
menggunakan fungsi PHP strip_tags(). Pseudocode: 
strip_tags(“<b>buku</b>”);. Penghapusan tag HTML ini 
sebenarnya dilakukan pada saat tahap parsing. 
2) Tokenizing: memisahkan atau memecahkan 
deretan kata dari suatu kalimat, paragraf atau halaman 
data berita menjadi token atau potongan kata tunggal. 
3) Filtering: mengambil kata-kata penting atau yang 
berhubungan dengan kasus masalah dari hasil tokenizing. 
Tahap ini bisa disebut tahap stopword removal karena 
menghilangkan kata tidak penting pada suatu teks. Jika 
kata dari proses tokenizing ada yang ditemukan di daftar 
stopwords, maka kata tersebut akan dihilangkan atau 
dianggap sebagai kata tidak penting. 
4) Stemming: proses pengubahan kata ke bentuk 
kata dasar atau penghapusan imbuhan. Stemming disini 
menggunakan kamus daftar kata berimbuhan yang 
mempunyai kata dasarnya dengan cara membandingkan 
kata-kata yang telah melalui tahap tokenizing dengan 
daftar kamus stem 
5) Tahap analyzing atau weighting (pembobotan) 
merupakan tahap untuk menentukan tingkat similaritas 
antar kalimat. Tahap ini menggunakan rumus TF-IDF. 
Dari hasil perhitungan TF-IDF ini akan dibentuk suatu 
vektor antara dokumen dengan kata yang kemudian untuk 
kesamaan antar dokumen dengan klaster akan ditentukan 
oleh sebuah klaster centroid. Berikut rumus TF-IDF yang 
dinormalisasikan sebagai berikut [4]:  
 
    (1)  
Keterangan : 
Wtd : Bobot kata/token terhadap dokumen  
tftd : Jumlah kemunculan term di dokumen 
N : Jumlah dokumen yang ada di database 
dft : Jumlah dokumen yang mengandung kata/token 
 
E. Klasterisasi  
Tahap clustering ini menggunakan Algoritma K-
Means. Pada tahap ini akan dicari centroid yang terdekat 
berdasarkan nilai euclidean distance yang dicari dari 
setiap dokumen. Adapun contoh beserta langkah-langkah 
tahap clustering dengan menerapkan algoritma K-Means 
dengan sebagai berikut : 
1) Menentukan jumlah cluster dan centroid awal. 
Banyaknya cluster harus lebih kecil dari banyaknya data 
(k < n). Berdasarkan pada contoh kasus sebelumnya nilai 
k yang digunakan adalah 3 dan centroid awal yang terpilih 
secara random (D1, D4 dan D5). Maka centroid pertama 
pada cluster C1 diinisialisasikan pada D1, centroid kedua 
pada cluster C2 berada pada D4 dan centroid pada cluster 
C3 berada pada D5.  
2) Langkah selanjutnya adalah mencari centroid 
terdekat dari setiap dokumen. Pada penelitian ini akan 
menerapkan pendekatan berdasarkan euclidean distance 
yang digunakan untuk mencari jarak antara masing-
masing dokumen dengan centroid. Adapun rumus 
pengukuran euclidean distance yang didefinisikan pada  
 rumus (2): 
 
 
 (2)
 
Keterangan : 
 : jarak dokumen ke i ke dokumen ke j 
  : kata ke n di dokumen ke-i 
   : kata ke n di dokumen ke-j 
 
  
 
3) Langkah selanjutnya menghitung ulang untuk 
menentukan centroid baru dari setiap cluster. Adapun 
rumus (3) untuk menentukan centroid baru : 
 
       (3)  
Keterangan : 
Mk :Nilai centroid dari suatu cluster 
nk   :Jumlah dokumen yang berada dalam satu    cluster  
xik  : Nilai vektor dari sampel dokumen ke-i yang termasuk 
ke dalam cluster Ck 
 
4) Langkah terakhir adalah menghitung apakah 
centroid lama sama dengan centroid baru. Untuk itu akan 
digunakan kembali rumus euclidean distance antara 
centroid baru dengan centroid lama. 
III. PENGUJIAN 
Pengujian akurasi clustering informasi berita dilakukan 
untuk mengetahui tingkat akurasi pengelompokkan 
informasi berita pendidikan yang dilakukan oleh algoritma 
K-Means pada sistem news aggregator dengan 
pengelompokkan yang dilakukan secara manual. 
Pengujian dilakukan dengan menggunakan 132 dokumen 
yang diambil dari hasil crawling, dimana dari hasil 
crawling tersebut ditemukan informasi berita yang dengan 
kata kunci “pendidikan” dan telah dilakukan proses 
clustering sebelumnya dengan nilai k ditentukan secara 
dinamis yang dapat dilihat pada Tabel .  
 
Informasi 
Pendidikan 
dalam 1 Cluster 
Informasi 
Pendidikan Bukan 
dalam 1 Cluster 
News 
Aggregat
8 124 
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Informasi 
Pendidikan 
dalam 1 Cluster 
Informasi 
Pendidikan Bukan 
dalam 1 Cluster 
or 
Manual 6 126 
Tabel 1. Hasil Pengelompokkan informasi berita pendidikan 
Adapun tabel confusion matrix dimana untuk 
membandingkan hasil prediksi atau yang dilakukan 
dengan sistem dengan yang dilakukan secara manual yang 
dapat dilihat pada Tabel  
Predicted Class / 
Actual Class 
Manual 
Cluster 
Bukan 
Cluster 
Siste
m 
Cluster 6 2 
Bukan 
Cluster 
0 124 
Tabel 2.Confusion Matrix 
Setelah sistem melakukan clustering, lalu hitung nilai 
akurasinya berdasarkan pada rumus 4. 
 
Akurasi        (4) 
Berdasarkan pengujian akurasi, didapatkan hasil 
akurasi clustering berita dengan kata kunci “pendidikan” 
pada sistem news aggregator dengan menggunakan 
algoritma K-Means sebesar 98%. Kesimpulan yang 
diperoleh dari pengujian akurasi ini adalah bahwa 
algoritma K-Means dapat digunakan sebagai metode 
pengelompokkan untuk topik berita tertentu dari hasil 
crawling situs berita karena tingkat akurasinya yang besar, 
hanya saja kekurangan dari algoritma K-Means ini masih 
terdapat outlier atau dokumen yang seharusnya tidak 
dalam satu cluster. 
IV. KESIMPULAN 
Berdasarkan hasil dari implementasi dan pengujian 
yang dilakukan terhadap sistem new aggregator yang 
menerapkan metode WCM dan partitional clustering  K-
Means, maka dapat disimpulkan bahwa metode WCM 
untuk mengambil informasi berita dari situs berita dan 
metode partitional clustering dengan K-Means untuk 
mengelompokkan informasi berita dapat digunakan pada 
sistem news aggregator ini dengan menampilkan 
informasi berita sesuai dengan inputan kata kunci 
pengguna sehingga dapat meminimalisirkan information 
overload.  
Dari hasil penelitian ini diketahui bahwa hasil 
pengelompokkan dengan K-Means pada sistem news 
aggregator masih membutuhkan evaluasi lagi dikarenakan 
proses pembentukan cluster yang berdasarkan inisialisasi 
secara dinamis ini terkadang menghasilkan over cluster 
jika jumlah dokumennya semakin banyak, sehingga 
diharapkan menggunakan jenis metode clustering yang 
lain yang tidak sensitif terhadap inisialiasi atau 
menggunakan metode lain yang dapat menentukan 
inisialisasi secara dinamis. 
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