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1. INTRODUCTION
We consider an inverse spectral problem associated with differential
equations of the form
y   q x y 0 1.1Ž . Ž .Ž .
 .on 0, with the boundary condition
y 0 cos   y 0 sin   0 for some  0, . 1.2Ž . Ž . Ž . Ž . . Ž .
1  .We assume throughout that q is a real-valued member of L 0, ,loc
 . Ž .defined and finite on 0, . We further suppose that q is such that 1.1 is
Ž .in the limit point case at infinity. Let H and   respectively denote 
Ž .the self-adjoint operator and the spectral function associated with 1.1
Ž . Ž .and 1.2 . It will be helpful below also to consider the equation 1.1 on the
 .interval X, for X 0 with the boundary condition
y X cos   y X sin   0. 1.3Ž . Ž . Ž . Ž . Ž .
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Ž .  .For X 0 it is clear that 1.1 is again the limit point at infinity on X, ,
Ž .and we denote by H and   the corresponding operator and , X  X
spectral function.
Ž . Ž .By an inverse problem associated with 1.1 and 1.2 , we mean the
Ž . Ž .problem of recovering 1.1 and possibly also 1.2 from known spectral
information. There are essentially two issues associated with this type of
problem:
1. What spectral information is required to ensure that the inverse
problem is soluble?
2. How can spectral information actually be used to reconstruct the
Ž .function q and hence 1.1 ?
Question 2 may be extended as follows. Suppose it is desired to recover
Ž .  .q x for x a, b , where 0	 a b	 . Is it possible to do this directly
Ž .  .without knowledge of q x outside a, b ? The significance of these
questions will emerge in Section 2 when the application of our main results
to specific examples is considered.
Ž .Our approach uses the Riccati equation to determine q x from knowl-
 Ž .edge of the spectral derivatives   for a fixed value of  and variable X
 and X. This is a departure from the classical approach to the inverse
 
problem as expounded by Gelfand and Levitan 2, 7 , where the intention
is to determine both q and the boundary condition,  , from knowledge of
Ž . Ž .a given spectral function,   , for some boundary value problem 1.1
Ž .and 1.2 . Our approach complements some recent results of Simon et al.
 
 Ž .3, 8, 9 , which show how q x is related to the asymptotics of the
corresponding TitchmarshWeyl m-function, but do not provide, as in our
Ž .case, a mechanism for the specific calculation of q x from spectral data.
Our main results are contained in the following two theorems.
Ž .  4THEOREM 1. Suppose that for some fixed , 	 0,  2 ,
 .  Ž .  Ž .  Ž .and X  0, , the spectral deriaties   ,   ,   exist0 0 X  2 X 	 X0 0 0
and are finite and positie. Then
Ž .  Ž .  .a   exists and is finite and positie for all  0, and all X
 .X 0, .
Ž . Ž . Ž . Ž .  .b If V X,   S X,   iT X,  for each X 0, , where
1    Ž . Ž .X X0 02 2S X ,    sin 	  cos 	 1.4Ž . Ž . ½ 5sin 2	    Ž . Ž . Ž .X X	  2
 Ž . X0 2T X ,    S X ,  , 1.5Ž . Ž . Ž .)  Ž . X 2
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then
Ž . Ž . Ž . Ž .i V X,   lim m  i
 , 0 , where m ,  ,  ,
 0 X X
Ž . Ž .is the unique TitchmarshWeyl function associated with 1.1 , 1.3 for each
 .fixed X 0, ;
d d 2Ž . Ž . Ž . Ž .ii V x,  exists and V x,   V x,    is independent ofdx dx
; and
d 2Ž . Ž . Ž . Ž .  .iii q x  V x,   V x,    for all x 0, .dx
 
Remark. It follows from 4, Theorem 2.1 that there is no loss of
 Ž .  Ž .  Ž .generality in supposing that   ,   , and   , rather than0 X  2 X 	 X
 Ž .  .  , where 	 , i 1, 2, 3, are three distinct members of 0, , are	 X ii
known, finite, and positive.
 .THEOREM 2. Suppose that for some   and some x  0, there0 0
Ž .  .  Ž .exists  x  0, such that    . Then there is a solution of0  Ž x . 0 x0 o
Ž .  .1.1 that is subordinate at infinity and for each x 0, there exists a
Ž .  .  Ž Ž .. boundary condition  x  0, such that m  i
 ,  x   asx
 Ž .  .
 0 . Moreoer, if  x  0 for each x 0, , then
Ž . Ž .  .i m  , 0 exists finitely and is real for each x 0, ,0 x
Ž . Ž . Ž .  .ii m  , 0 cot  x for x 0, , and0 x
Ž . Ž . Ž . Ž . Ž . Ž .iii setting V x,  m  , 0 , V x,  satisfies ii and iii of0 0 x 0
Theorem 1.
 
 Ž . Ž .We recall from 5 that a nontrivial solution u x,  of 1.1 is said to bes
Ž .subordinate at infinity, if for every linearly independent solution u x,  ,
 u x , Ž . Ns
lim  0,
 u x , N Ž . N
   
where  denotes the L 0, N norm. Note that for those  forN 2
Ž . Ž .which a subordinate solution u x,  exists, u x,  is a pointwise limit ass s
  .
 0 of suitably normalized L 0, solutions of2
y   i
 q x y 0.Ž .Ž .
2. EXAMPLES
Theorem 1 together with Remark 1 shows first that the inverse problem
 .is soluble provided that there exist some   and X  0, such that0 0
 Ž .  exists and is finite and positive for three distinct values of  . 0 X 0
Second, the theorem implies that if this solubility condition is satisfied,
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Ž .then q x can actually be recovered for every value of x for which the
 Ž .value of   is available in a neighborhood of x for three values of  . x
We illustrate this fact in the following example.
 .EXAMPLE 1. Suppose that for x a, b
 0  1 2 1 xŽ . Ž .x0
 0  1 x Ž . Ž .x 2
 2 0  2 1 x   2 x  6 x 5 .Ž . Ž . Ž .x 4
Ž . Ž .  . Ž . Ž .From 1.4 and 1.5 we see that for x a, b , S x, 0  T x, 0 
 Ž .
 Ž .1 2 1 x , where the positive square root has been taken in 1.5 . We
have then that
1 i
V x , 0  m 0, 0Ž . Ž . x2 1 xŽ .
Ž . Ž .by Theorem 1 i . From Theorem 1 iii ,
21 i 1 i 1Ž . Ž .
q x    0 for x a, b .Ž . .2 2 22 1 x 4 1 x 2 1 xŽ . Ž . Ž .
 .  . Ž .In the case where a, b  0,  , Theorem 1 claims that q x 
 Ž .2 
  .1 2 1 x for all x 0, . It is possible to verify this conclusion
independently as follows.
Consider the equation
1
y   y 0 for x 0, , 2.1. Ž .2ž /2 1 xŽ .
 
where  i
 , 
, 
 0. It is known from 1, 9.1.49 that solutions of
Ž .2.1 have the form
12 12y x ,   1 x C  1 x , 2.2Ž . Ž . Ž . Ž .Ž .i2
12 12 12 'Ž .Žwhere C is a cylinder function. We take   i 
  1 2 1
. 12 Ž1. i 
 and choose C to be the HankelBessel function H . From 1,i2 i2

9.2.7
12 Ž1. 12 121 x H i 
 1 xŽ . Ž .Ž .i2
2
i 12 e 1O 1 
 1 xŽ .Ž .ŽŽ( 12 12 i 

12' Ž . Ž . Ž .as x , where i 1 2 i 1 
 1 x  4 i 4 .
RECOVERY OF A DIFFERENTIAL EQUATION 359
 4Since Re i  0 for x sufficiently large, it follows that
1214 Ž1. 12 12 x ,    x , i
  
 1 x H i 
 1 xŽ . Ž . Ž . Ž .Ž .i2
2 .  
is the L 0, solution. It is straightforward to show, using 1, 9.1.27 and
 
10, 5.6 , that
  x , i
 1 i H Ž1. i12
 12 1 xŽ . Ž .Ž .i2112 12  i 
 Ž1. 12 12 x , i
 2 1 x H i 
 1 xŽ . Ž . Ž .Ž .i2
1 i i12
 12 1 xŽ .
12 12  i 
 1O 
Ž .Ž .ž /2 1 x 2 iŽ . Ž .
as 
 0,
 .and thus for each x 0, ,
  x , i
 1 iŽ .
lim  ,
  x , i
 2 1 xŽ . Ž .
0
Ž Ž ..which implies that cf. the argument in the proof of Theorem 1 i
1 i
m 0, 0  .Ž . x0 2 1 xŽ .
 Ž .  Ž .  Ž .The given expressions for  0 ,  0 , and  0 can now be0 x  2 x  4 x
 Ž . Ž .
verified using 4, Eq. 1.6 and Lemma 1.2 i .
Ž .In the simplest possible case, where the recovered potential is q x  0,
the spectral derivatives are independent of x, as demonstrated by the
following example.
EXAMPLE 2. Suppose that for some   0 and all x 0,0
4 1 1 ' 0     ,    ,    .Ž . Ž . Ž .'0 0 0  2 0  3 0x x x  1 3Ž . ' 00
Ž . Ž . Ž .Then using 1.4 and 1.5 above with 	 , we have S x,   0,03
Ž . Ž . Ž .T x,   , so that V x,   i  . Hence by Theorem 1 iii ,' '0 0 0 0
2
q x  0 i     0Ž . 'ž /0 0
for all x 0.
We note that Theorem 1 is applicable if the absolutely continuous part
of the spectrum is nonempty but not if the spectrum is purely isolated and
Ž  
.discrete see, for example, 5, Lemma 4 .
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Theorem 2 shows that the inverse problem is also soluble under the
following circumstances.
Ž .  . Ž .i For some   and some x  0, , there exists  x 0 0 0
 .  Ž .0, for which    . Ž x . 00
Ž . Ž .ii The subordinate solution  x,  of Lu  u, which exists by0 0
Ž .  .virtue of i , does not vanish on 0, .
Ž . Ž .  .We note that condition ii is equivalent to  x  0 for any x 0, ,
Ž . Ž .since  x  0 if and only if  ,  satisfies a Dirichlet boundary0
 
 Ž . Ž .condition at x 5, Theorem 1 . The theorem also implies that if i and ii
Ž .above are satisfied then q x can actually be recovered for every value of
Ž .x for which the value of  x is available in a neighborhood of x.
ŽTheorem 2 is only available if the spectrum of H and hence of H0 0, x
Ž ..for every x 0, is bounded below and  is less than the least point0
 
of the spectrum of H . To see this, we note that by a result of Hartman 6 ,0
Ž .the number of zeros on 0, of the solution of Lu u which satisfies a
Dirichlet boundary condition at 0 is equal to the number of points of the
Ž .spectrum of H on ,  .0
We now give some examples of the use of Theorem 2.
Ž . 1Ž Ž ..EXAMPLE 3. Suppose   0 and  x  tan 2 1 x for each0
 . Ž . Ž .x 0, . Then  x  0 for any x 0, and hence, by Theorem 2 ii ,
1
m 0, 0  . 2.3Ž . Ž .x 2 1 xŽ .
Ž . Ž .It follows from Theorem 2 iii that V x, 0 is continuously differentiable
 .on 0, and satisfies
1 1 32V  x , 0 V x , 0  0   q x .Ž . Ž . Ž .2 2 22 1 x 4 1 x 4 1 xŽ . Ž . Ž .
To confirm this example we note that two linearly independent solutions
Ž Ž .2 . Ž . Ž .32 Ž . Žof y  34 1 x y 0 are u x  1 x and w x  1
.12 Ž .  
x . Evidently w x is subordinate, and it follows from 5, Theorem 1
 Ž Ž ..   Ž .that m 0 i
 ,  x   as 
 0 whenever w x satisfies thex
boundary condition
cos  x w x  sin  x w x  0Ž . Ž . Ž . Ž .Ž . Ž .
Ž . Ž . Ž . Ž .at x, that is, when w x w x cot  x , which gives  x 
1Ž Ž .. Ž .tan 2 1 x as expected. The expression for m 0, 0 can also bex
Ž .  2 .confirmed independently since w x is the limit as 
 0 of the L 0,
Ž Ž .2 . Ž .solution of y  i
  34 1  x y  0, whence m 0, 0 x
Ž . Ž .w x w x .
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Ž .Returning to the case where the potential is q x  0, we now show that
this can also be recovered from appropriate spectral data for   0 with0
the use of Theorem 2.
 Ž .EXAMPLE 4. Suppose that for some   0 and all x 0,    ,0  0 x01Ž .where   cot   . Then by Theorem 2, if   there is a'0 0 0
Ž .solution of 1.1 which is subordinate at infinity, and for all x 0,
 Ž .   Ž .m  i
 ,    as 
 0 cf. Proof of Theorem 2 . Evidently0 x
Ž . Ž . Ž . x    0 for each x 0, and hence by Theorem 2 i , ii ,0
m  , 0 cot     ,Ž . '0 0 0x
Ž .so that by Theorem 2 iii ,
2
q x  0       0Ž . 'ž /0 0
as before. The subordinate solution may now be identified from
u x , Ž .s 0 m  , 0   Ž . '0 0xu x , Ž .s 0
 x' 0Ž . Ž .as u x,   e .s 0
3. PROOF OF THEOREM 1
 
It may readily be seen that the results of 4 also apply to the spectral
Ž . Ž .functions associated with 1.1 , 1.3 .
Ž .  Ž . Ž .
a In view of 4, Lemmas 1.1 ii and 1.2 i , it is sufficient to show
Ž .  .that m , 0 exists finitely and is nonreal for all X 0, .X
 .  4For each fixed X 0, we may define a basis  ,  for theX , 0 X , 0
Ž .  .solution space of 1.1 on 0, such that
 X ,    X ,   1Ž . Ž .X , 0 X , 0
3.1Ž .
 X ,    X ,   0,Ž . Ž .X , 0 X , 0
where differentiation is with respect to x.
 
It follows from the proof of 4, Theorem 2.1 that the hypothesis implies
Ž .that m , 0 exists, is finite, and is nonreal. Hence we may defineX 0
 x ,    x ,  m  , 0  x ,  3.2Ž . Ž . Ž . Ž . Ž .XX , 0 X , 0 X , 000 0 0
 . Ž .for all x 0, , and we have from 3.1 that
  X , Ž .X , 0 00 m  , 0 . 3.3Ž . Ž .X 0 X , Ž .X , 0 00
GILBERT AND HARRIS362
Ž . Ž .Since 0 is a regular endpoint of 1.1 , it follows from 3.2 and the
Ž . Ž .properties of m , 0 that  x,  is well defined, finite, andX X , 00 0 .nonzero for all x 0, .
 Ž . Ž .Hence the ratio  x,   x,  exists and is finite for allX , 0 X , 00 0 . Ž . Ž .x 0, ; it is also nonreal since from 3.1 and 3.2 ,
  x ,  Im m  , 0Ž .  4Ž . XX , 0 00Im  . 3.4Ž .2½ 5 x ,   Ž .  x , Ž .X , 0 X , 00 0
Ž . Ž .We now complete the proof of i by showing that m , 0 exists for allX
 .X 0, and satisfies
  X , Ž .X , 00m  , 0  . 3.5Ž . Ž .X
 X , Ž .X , 00
 Ž . Ž .4  Ž . ŽLet  x,  i
 ,  x,  i
 and  x,  i
 ,  x, X , 0 X , 0 X , 0 X , 00 0
.4i
 be bases for the solution space of
y   i
 q x y 0 3.6Ž . Ž .Ž .
Ž .which satisfy the boundary conditions 3.1 at X and X, respectively.0
2 . Ž .Then by the limit point hypothesis, the L 0, solution of 3.6 satisfies
 x ,  i
   x ,  i
 m  i
 , 0  x ,  i
Ž . Ž . Ž . Ž .XX , 0 X , 0 X , 000 0 0
 k  x ,  i
 m  i
 , 0  x ,  i
Ž . Ž . Ž .Ž .XX , 0 X , 0
for some k. Hence, omitting the arguments of the functions,
    m  i
 , 0 Ž . XX , 0 X , 0 X , 000 0 0
  m  i
 , 0 Ž . XX , 0 X , 0 X , 000 0 0
  m  i
 , 0 Ž . XX , 0 X , 0 ,
 m  i
 , 0 Ž . XX , 0 X , 0
so that
  m  i
 , 0   m  i
 , 0 Ž . Ž .Ž .Ž .X X , 0X , 0 X , 0 X , 0 X , 000 0
  m  i
 , 0    m  i
 , 0  .Ž . Ž .Ž .Ž .X XX , 0 X , 0 X , 0 X , 000 0
Evaluating at x X gives
  X ,  i
 m  i
 , 0  X ,  i
Ž . Ž . Ž .XX , 0 X , 000 0m  i
 , 0  ,Ž . X  X ,  i
 m  i
 , 0  X ,  i
Ž . Ž . Ž .XX , 0 X , 000 0
Ž . Ž .from which it is immediate that m  i
 , 0 exists and satisfies 3.5 .X
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Ž .Ž . Ž .  .  Ž .b i It follows from a that for each X 0, , the   are X
 Ž .
related by the equation in 4, Theorem 2.1 ii . It also follows from the
 
proof of 4, Theorem 2.1 that
 Ž . X02 lim m  i
 , 0  3.7Ž . Ž .X   Ž .
0 X 2
and
lim Re m  i
 , 0 4Ž . X
0
1    Ž . Ž .X X0 0 2 2  sin  cos  3.8Ž . ½ 5sin 2    Ž . Ž . Ž .X X  2
 .  .for all  0, and each fixed X 0, .
Ž . Ž . Ž . Ž .  Ž . 4ii , iii Using 3.7 , 3.8 and the fact that Im m  i
 , 0  0X
Ž .for 
 0, we see that m , 0 exists and satisfiesX
m  , 0  S X ,   iT X ,   V X ,  3.9Ž . Ž . Ž . Ž . Ž .X
 . Ž . Ž .for all X 0, . Combining 3.9 and 3.5 we see that
  x , Ž .X , 00 m  , 0  V x ,  3.10Ž . Ž . Ž .x
 x , Ž .X , 00
 . Ž . Ž .for all x 0, . Since  x,  is a solution of 1.1 , the left-hand sideX , 00
Ž . Ž .of 3.10 , and hence V x,  , is a solution of the Riccati equation u q
2 Ž .  . u . Moreover, since m , 0 exists finitely for all x 0, and wex
Ž .have supposed that q x is defined and finite for all x, the same is true for
Ž . Ž . Ž .V x,  by 3.10 and hence also for V  x,  by the Riccati equation. We
Ž . Ž . Ž .2  .have therefore that q x  V  x,   V x,    for all x 0, ,
from which it follows that V  V 2   is independent of , which
completes the proof.
4. PROOF OF THEOREM 2
Ž .  .  
If     for some x  0, , then by 5, Lemma 3 applied to Ž x . 0 x 00 0 .  Ž Ž ..   the interval x , , m   i
 ,  x   as 
 0 . Hence, by 5,0 0 0 x 0
 Ž .Theorem 1 , Eq. 1.1 with   has a solution which is subordinate at0
 .infinity, and the same is true for all intervals x, with x 0. Denoting
Ž . the subordinate solution by  x,  , where x 0, it now follows from 5,0

 Ž . Ž .Theorem 2 that  x,  is a constant multiple of a real solution of 1.1 .0
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 . Ž .Hence at each point X 0, ,  x,  satisfies a real boundary condi-0
tion of the form
 X ,  cos  X    X ,  sin  X  0,Ž . Ž . Ž . Ž .Ž . Ž .0 0
Ž .  .  
  Žwhere  X  0, , from which by 5, Theorem 1 we have that m 0
Ž ..   i
 ,  X   as 
 0 .X
Ž .  .Suppose now that  X  0 for any X 0, . Using the m-function
 Ž .
  .connection formula 4, 1.6 on each interval X, , we have that
Ž . Ž Ž ..  . Ž . Ž .m  , 0 cot  X  for each X 0, . Assertions i and ii0 X
now follow.
Ž .  2 .Since  x,  is a pointwise limit as 
 0 of the L 0, solution of0
Ž . Ž .y    i
 q y 0, it follows, as in the proof of 3.5 , that0
  X , Ž .0 m  , 0Ž .0 X X , Ž .0
 . Ž . Ž . Ž .for each X 0, , and, setting V X,  m  , 0 , assertion iii is0 0 X
established as in the proof of Theorem 1.
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