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Résumé
Cette étude se concentre sur la synthèse de lois de commande de servo-entraînements
accouplés à une charge flexible à paramètres incertains avec l’unique mesure de la posi-
tion du moteur. La loi de commande a pour but de minimiser les effets de ces variations
tout en gardant la maîtrise d’un cahier des charges de type industriel (temps de réponse,
dépassement, simplicité d’implantation et de synthèse). De ce fait, un contrôleur et un
observateur sont implantés. Un contrôleur de type retour d’état avec une minimisation
d’un critère linéaire quadratique assurant un placement du pôle dominant est asso-
cié à un observateur de type Kalman. Ces deux structures utilisent des méthodologies
classiques de synthèse : placement de pôles et choix de pondération des matrices de
Kalman. Pour ce dernier, deux stratégies sont abordées. La première utilise les matrices
de pondération diagonale standard. De nombreux degrés de liberté sont disponibles et
donnent de bons résultats. La seconde définit la matrice des bruits d’état avec la varia-
tion de la matrice dynamique du système. Le nombre de degrés de liberté est réduit,
les résultats restent similaires à la stratégie précédente, mais la synthèse est simplifiée.
Ceci permet d’obtenir une méthode n’exigeant que peu d’investissement théorique de la
part d’un ingénieur mais non robuste. Pour ceci, la méthode de µ-analyse caractérisant
la stabilité robuste est appliquée en parallèle à un algorithme évolutionnaire autori-
sant une synthèse, plus rapide et plus précise qu’un opérateur humain. Cette méthode
complète permet de voir les avantages d’une synthèse croisée de l’observateur et du cor-
recteur au lieu d’une synthèse séparée. En effet, le placement optimal des dynamiques
de commande et d’observation dans le cadre des systèmes à paramètres variants ne suit
plus une stratégie classique découplée. Ici, les dynamiques se retrouvent couplées voire
même inversées (dynamique de la commande inférieure à celle de l’observateur). Des
résultats expérimentaux corroborent les simulations et permettent d’expliquer les effets
des observateurs et régulateurs sur le comportement du système.
Mots clés : Filtre de Kalman, Optimisation LQ, MASAP, Système flexible, Robustesse
paramétrique, Algorithme évolutionnaire.
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Abstract
This thesis is performing a study on the law control synthesis for PMSM direct dri-
ving to a load having its mechanical parameters variant. Furthermore, only the motor
position is sensored. The control law aim is to minimize the effects of these variations
while keeping the performance inside industrial specifications (response time at 5%,
overshoot, implementation and synthesis simplicity). As a result, an observer is pro-
grammed jointly with a controller. A state feedback controller deduced from a linear
quadratic minimization is associated with a Kalman observer. These both structures
employ standard method definitions : poles placement and arbitrary weight of Kalman
matrices choice. Two definitions strategies are employed for the observer. The first is the
classical arbitrary weights choice. A lot of degrees of freedom are accessible and allow
this observer to impose a good behaviour to the system. The second defines the system
dynamic matrix variation as the state space noise matrix. The number of degrees of free-
dom decreases dramatically. However the behaviour is kept as well as the previous case.
This method is then easy to understand for an engineer, gives good result but non robust
in an automatic sense. Consequently, an automatic study on robustness, the µ-analysis,
is added to this control definition for theoretically checking. In parallel with the study
robustness, an evolutionnary algorithm leads to a quicker and more accurate synthesis
than a human operator. Indeed, in the case of systems having variant parameters, the
optimal dynamics choice for the controller and the observer is not following the classical
way. The dynamics are coupled or even mirrored ( the controller dynamic is slower than
the observer one). At the end, experimental results allow to understand the way that
observer or controller operate on the system.
Keywords : Kalman filter, LQ optimization, PMSM, Flexible system, Parametrical ro-
bustness, Evolutionnary algorithm.
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Introduction générale
L’électricité est une source d’énergie de plus en plus utilisée tant dans le secteur in-
dustriel que domestique. Ses grands avantages sont d’être convertible aisément vers un
autre type d’énergie (mouvement, chaleur, lumière. . .) ou bien en information et d’être
transportable avec un bon rendement sur de grandes distances avec des risques maî-
trisés. Grâce à l’évolution du calcul informatique, du développement de l’électronique
de puissance et des moteurs électriques, les entraînements électriques sont devenus la
principale méthode de conversion en énergie mécanique. Bien entendu dans un souci de
généricité, les fabricants imposent à leur moteur des vitesses dites nominales lorsqu’ils
sont alimentés sans contrôle. L’économie d’énergie et l’utilisation pour des systèmes
fonctionnant à vitesse variable imposent de contrôler la vitesse souvent avec une grande
précision.
Le cadre défini pour le travail est celui de l’utilisation d’un servo-entraînement
exigeant un contrôle précis des efforts et des vitesses mécaniques imposés à l’applica-
tion avec un minimum de mesure. Le champ d’application cité est immense avec des
spécifications de performances différentes :
– Robotique : Bonne précision en poursuite et dynamique de plus en plus impor-
tante [Mob08]. La possibilité de régler à l’identique les commandes des différents
segments d’un bras malgré plusieurs inerties ou raideurs serait un plus.
– Usinage : Rejet de perturbations efficace pour garder des états de surfaces et des
dimensions correctes (rejet de couple résistif, contrôle des vitesses de rotation des
outils.
– Forage : Rejet de perturbations efficace malgré le retard d’effet dû à la longueur de
l’arbre. Ceci pour éviter une rupture ou une usure prématurée de l’outil (gestion
de la flexibilité d’un axe long, contrôle en vitesse du foret).
– Laminage, enroulage : Rejet de perturbation efficace. De plus, à cause de la diffé-
rence de diamètre pendant le fonctionnement, la poursuite doit être réalisée sans
erreur mais avec une dynamique faible. Ceci afin d’obtenir une continuité de la
qualité et de l’intégrité du matériau (épaisseur, déchirement, à-coup et mauvais
enroulement).
– Lavage domestique : Variation d’inertie ou de balourd très importants pouvant
entraîner une instabilité (durée de vie, vibration. . .).
L’augmentation du couple massique permet de plus en plus de connecter directement
les moteurs à leur application évitant les imperfections (jeux, pertes) liées aux cour-
roies et aux réducteurs. La réduction des masses en mouvement ainsi que le fort couple
massique mettent en avant d’autres problèmes jusque-là cachés. Les variations d’iner-
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tie de la charge, la flexibilité souvent non linéaire de l’arbre ou des accouplements
sont plus sollicités et maintenant non négligeables dans l’asservissement de l’ensemble
actionneur-charge.
Bien entendu, la précision du contrôle de tels systèmes dépend de la bonne connais-
sance des paramètres électriques du moteur, ainsi que du modèle et des paramètres
mécaniques de la charge entraînée. Cependant, dans de nombreuses applications telles :
la robotique, le forage, la traction. . ., ces paramètres mécaniques peuvent varier forte-
ment et sont difficilement estimables en temps réel. De plus, les environnements où
sont employées ces applications, le prix de revient qui doit être de plus en plus faible
et l’augmentation du taux d’utilisation demandent à diminuer sans cesse le nombre de
capteurs présents. Le plus problématique reste souvent le capteur de la vitesse lié à la
charge. Il est maintenant fréquemment supprimé pour favoriser une loi de commande
sans capteur. Cela rend le système bouclé encore plus dépendant de la modélisation et
de la définition des paramètres mécaniques.
Avant de décrire l’organisation et les méthodologies employées à l’intérieur de ce
manuscrit, le positionnement et les bases de ce travail doivent être établis pour mieux
comprendre le processus d’évolution du travail. Comme introduit ci-avant, le système
considéré est ici mis en mouvement par un entraînement électrique direct (sans réduc-
teur ni courroie). De plus, ce système possède des paramètres mécaniques non constants
au cours de son utilisation. Suite à ce constat, chaque branche de l’ingénierie peut ten-
ter de résoudre le problème d’un contrôle robuste de cet actionneur avec sa propre
définition :
– Électrotechnique : Les spécialistes de cette discipline s’occupent à minimiser les ef-
fets des variations de l’effecteur en modifiant la structure mécanique ou électrique
de l’entraînement (dimensionnement d’un réducteur, augmentation de l’inertie
du moteur, dimensionnement des dents et de l’entrefer. . .). Leur notion de robus-
tesse est liée à une variation minimale de la boucle ouverte du système et elle se
définit durant la phase de conception des éléments. La commande n’est que peu
impliquée dans le processus de conception.
– Automatique : Ici, l’approche est différente, la partie mécanique est figée et modé-
lisée. Ensuite, le concepteur s’attache à créer une loi de commande satisfaisant le
cahier des charges. La robustesse est ici définie comme un critère mathématique
amenant vers une insensibilité de la boucle fermée aux variations paramétriques.
Néanmoins, cette méthode utilise des solutions souvent très théoriques, difficile-
ment transférables dans le milieu industriel et complexes à mettre en œuvre.
– Engineering de commande : Dans ce cadre, le système mécanique est défini et
figé. Une loi de commande adaptée à l’organe de calcul a été choisie. L’objectif
est de trouver la synthèse donnant le plus de robustesse. Dans ce cadre, la notion
de robustesse n’est pas liée à la modification des fonctions de transfert comme les
cas précédents mais aux performances. En effet, la robustesse est ici quantifiée par
les variations comportementales lors d’un rejet de perturbations, la variation du
temps de réponse. . .. Cette méthode est un mélange des deux précédentes car elle
utilise les connaissances des deux domaines mais se place en aval. Elle consiste à
obtenir des performances en robustesse a posteriori de la conception.
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Ce travail s’appuie sur des applications existantes, avec une partie mécanique et une
structure de commande "connue". Il s’insère donc parfaitement dans la troisième mé-
thode (Engineering). Il s’agit de fournir des stratégies de synthèse permettant d’obtenir
un résultat optimal à partir d’éléments déjà choisis. Bien entendu, étant à la croisée des
deux méthodes citées en premier (Électrotechnique et Automatique), les outils dévelop-
pés pour ces stratégies de conception seront réutilisés.
Ce travail de thèse se consacre à la synthèse des lois de commande dites "robustes"
d’un servo-entraînement à vitesse variable entraînant une charge mécanique élastique
possédant des incertitudes paramétriques avec un minimum de capteurs. Les lois de
commande doivent prendre en compte les limites physiques des actionneurs et de
l’application (saturation, vitesse maximale, incertitudes bornées). Une fois asservi, le
système doit respecter un cahier des charges imposé par le contexte. Ces contraintes
sont de plusieurs types :
– Des spécifications fréquentielles et temporelles.
– Des spécifications de robustesse, c’est-à-dire maintien de la stabilité voire des per-
formances sous incertitudes paramétriques ou perturbations externes au système
(rapidité, dépassement. . .).
– Méthodologie simple et rapide de synthèse des coefficients de réglage.
– Temps de calcul de la commande en temps réel court pour ne pas exiger un
processeur performant.
L’objectif est d’obtenir une méthode simple de synthèse des coefficients de réglage avec
un régulateur à l’exécution rapide qui soit simple à implanter et à appliquer dans le
milieu industriel par un non-expert en commande robuste. De plus, toutes les variables
nécessaires au contrôle n’étant pas mesurées, elles doivent être reconstruites. Il faut
donc jouer sur les degrés de liberté de la commande et de l’observateur pour arriver
à un bon résultat. La stratégie classique repose sur une conception en deux étapes :
tout d’abord la synthèse du régulateur puis celle de l’observateur. Cette stratégie sera
développée mais une autre sera exposée où la synthèse des deux parties est réalisée
conjointement. Au final, une confrontation des deux méthodes donnera les avantages et
les défauts de chacune pour la synthèse d’une commande d’un système possédant des
paramètres variants. L’obtention des spécifications retenues avec les contraintes liées à
un servo-entraînement, couplé à une charge flexible et incertaine, est présentée en cinq
chapitres dont les contenus s’imbriquent pour former une méthodologie cohérente et
complète.
Tout d’abord, le premier chapitre propose une synthèse bibliographique non ex-
haustive orientée sur les avantages et les défauts des approches de commande de
servo-entraînement déjà existantes. Elles sont classifiées en deux parties "classique"
et "moderne" suivant le type de modélisation utilisé. Leurs limites et leur complexité
apportent un premier axe de travail dans la résolution du problème. Afin de bien cerner
les conséquences de l’utilisation de ces méthodes sur l’application visée, l’actionneur, la
structure d’alimentation, le modèle de la charge à contrôler sont décrits. Ils fournissent
la base d’une commande et les principes à appliquer pour résoudre la problématique qui
est : le contrôle en vitesse d’un servo-entraînement, alimenté par un onduleur, accouplé à
une charge mécanique élastique possédant des incertitudes paramétriques importantes
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mais dont les bornes sont connues.
Ensuite, ce deuxième chapitre présente une plate-forme expérimentale car ce travail
propose une méthode utilisable directement pour une application concrète. Ce cha-
pitre donne une présentation globale de l’application en séparant les différentes parties
constituantes en résumant leur fonction. Ensuite, la structure interne est spécifiée avec
les défauts et les bornes associées à chaque élément. Les paramètres ainsi définis, à partir
du problème réel, autoriseront la création d’une loi de commande avec des performances
dégradées de part les variations et les défauts liés à une application expérimentale. Ce
problème sera alors directement transposable pour d’autres applications mettant en
avant le coté générique et pratique du travail fourni. En dernier, la méthode et les outils
d’implantation sur le calculateur de commande temps réel sont détaillés.
Le troisième chapitre s’attaque au cœur de la problématique en présentant la loi
de commande créée. L’objectif d’assurer une robustesse paramétrique en performance
avec une synthèse simple et maîtrisée dans le milieu industriel impose d’assembler
des structures connues. En conséquence, suite au chapitre 1, la commande est consti-
tuée d’un retour d’état et d’un observateur reconstruisant la valeur de la vitesse de la
charge qui n’est pas mesurée. Le premier pas sera de présenter les modèles de com-
mande et d’observation. Un terme intégral xi pour la commande et l’estimation du
couple de charge Cl pour l’observateur augmenteront l’ordre des modèles pour assurer
une convergence et de meilleures performances. Bien sûr, avant d’utiliser ces modèles,
les propriétés de commandabilité et d’observabilité sont démontrées sur toute la plage
de variation. Ensuite, la synthèse du retour d’état est effectuée en minimisant un cri-
tère quadratique permettant le placement du pôle dominant. Cette méthode assure des
marges de phases minimales importantes donnant a priori une robustesse en stabilité
plus grande que des méthodes classiques telles qu’une commande par PI ou un place-
ment de pôles. Enfin, deux structures d’observateur de Kalman sont présentées, l’une
classique utilisant une matrice de bruits d’état diagonale et l’autre utilisant la variation
de la matrice dynamique du système comme bruits d’état. L’objectif est d’allier les per-
formances en minimisation de bruit de cet observateur pour s’affranchir des difficultés
de mesures ainsi que de la propriété stochastique modélisée sur les états pour pallier
l’incertitude paramétrique. La deuxième structure, de part l’utilisation de la variation
du système, assure une synthèse plus aisée correspondant mieux au cahier des charges
et au système dont les paramètres varient largement.
Le quatrième chapitre met l’accent sur les défauts de la structure précédente. Bien que
cette structure réponde aux demandes en temps de calcul et de particularité du cahier des
charges, elle contient une faille pour les variations paramétriques. Elle ne garantit pas la
stabilité de l’application dès la synthèse de la commande. Ce chapitre résout ce problème
en appliquant au système une méthode de vérification de la stabilité en robustesse.
Cependant, cette méthode nécessite la création d’un modèle adapté. Ce modèle permet
de linéariser les incertitudes paramétriques ainsi que les incertitudes externes au système
pouvant le déstabiliser. Ce modèle repose sur une représentation des incertitudes par
transformation linéaire fractionnaire (LFT). Ensuite, la théorie de laµ-analyse est décrite.
A ce stade, les degrés de liberté de la commande et de l’observateur sont analysés
complètement au sens de l’automatique et les effets des variations paramétriques ne
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déstabilisent pas le dispositif analysé.
Le cinquième et dernier chapitre aborde la mise en œuvre d’un Algorithme Evolu-
tionnaire (AE). Cette technique de recherche sub-optimale dans un espace de solution
large va donner une valeur aux gains des observateurs et de la commande. Le chapitre
commence par la description de l’algorithme, des étapes qu’il réalise (évolution de la
solution, calcul d’un critère de performance) pour arriver à la solution "optimale". En-
suite, le dernier objectif du travail est réalisé. Les structures sont calculées à partir d’un
comportement de référence soit de manière classique avec une synthèse de la commande
puis une optimisation des structures d’observateur ou alors par un calcul simultané des
deux jeux de gains. Ce chapitre se terminera par la confrontation de ces méthodes et de
leurs avantages et défauts respectifs.
Enfin, les conclusions de ce travail ainsi que les principales contributions à ce do-
maine de recherche sont exposées. Des perspectives d’évolution des travaux ou d’autres
axes à développer clôturent ce manuscrit.
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8 1. Les systèmes variants à entraînement flexible
1.1 Introduction
La commande de système est un savant mélange de connaissances physiques et ma-
thématiques. Il convient donc de définir les éléments mis en jeu puis de les modéliser. En
premier lieu, une brève description générale de l’entraînement électrique d’une charge
mécanique est donnée. Ensuite, chaque élément est spécifié en détail en commençant par
la machine, l’onduleur et enfin toute la partie mécanique. Les deux dernières parties de
ce chapitre se concentreront sur l’état de l’art de la commande linéaire d’un tel système
en analysant les principales méthodes existantes.
1.2 Système complet
Les systèmes flexibles récents de moyenne puissance (robots manipulateur (Fig. 1.1),
foreuse (Fig. 1.2), lecteur de disque (Fig. 1.3)) alliant couple, vitesse et précision sont
fabriqués suivant une certaine philosophie. Afin d’améliorer leur performances, les
mécaniciens tentent par tous les moyens de diminuer le nombre d’organes de transmis-
sion ainsi que la masse générale du système. La même approche a été appliquée pour
construire la maquette expérimentale Fig. 1.4 copiant les problématiques liées à ces sys-
tèmes. Une machine synchrone à aimant permanent alimentée par une source alternative
de courant à amplitude et fréquence variables met en mouvement, via un accouplement
souple (ressort), un système à inertie et frottement (incertains voire variables).
Figure 1.1 – Robot manipulateur. Figure 1.2 – Foreuse.
Figure 1.3 – Lecteur CD. Figure 1.4 – Maquette expérimentale.
L’alliance de la MAchine Synchrone à Aimants Permanents (MASAP) et de l’ondu-
leur de courant permet d’améliorer les rendements, le ratio poids-puissance et surtout
d’assurer grâce à la mesure de la position du moteur, une commande en couple fiable et
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aisée de cet ensemble [Pey03, GK08]. Afin de minimiser les masses en mouvement, les
dimensions des éléments mécaniques sont diminuées et tendent vers des transmissions
de puissance souple avec une inertie de la charge souvent "forte" (l’objet à déplacer,
par exemple la taille de l’outil, ne peut varier afin d’effectuer la tâche requise donc
son inertie reste constante) par rapport aux frottements ou aux raideurs mis en œuvre
[Wan06a, Kat05]. La conception de la structure de commande devient plus complexe et
nécessite une étude plus approfondie que celle d’un système massif.
Les systèmes cités au début du paragraphe se caractérisent par une demande élevée
en performance dynamique. En effet, les opérations qu’ils effectuent doivent souvent
être précises (positionnement d’objet, vitesse constante sous perturbations) pour éviter
de détériorer le produit ou l’outil. De plus, ces systèmes, à cause d’un encombrement
réduit ou d’une grande distance entre le moteur et l’extrémité de la charge, ne disposent
fréquemment pas de capteurs mesurant la vitesse de la charge. Cela sensibilise encore
plus la commande lors de variations paramétriques ou de mauvaise détermination de
ces paramètres. Pour toutes ces raisons, l’objectif fixé pour ce travail est de fournir des
méthodes permettant la commande de ce système, sous les contraintes précédentes, de
l’amener en permanence à un même comportement de la vitesse de la charge et d’ob-
tenir ainsi non seulement une robustesse en stabilité mais si possible en performances
dynamiques. A cet effet, les limites du système doivent être déterminées et modélisées
puisque les commandes seront linéaires. Pour garder ces aspects valables, les variations
du système doivent être limitées.
1.3 La partie électrique
1.3.1 La machine synchrone à aimants permanents (MASAP)
La machine synchrone de part sa structure et ses caractéristiques connaît une aug-
mentation de son utilisation depuis les 20 dernières années. En effet, bien qu’elle soit
couramment utilisée depuis la genèse de l’électricité, de nombreux problèmes techno-
logiques empêchaient son utilisation en moteur à vitesse variable. Néanmoins, l’avè-
nement de l’informatique industrielle et l’amélioration des capteurs de mesure de po-
sition en font l’alliée privilégiée des concepteurs de servo-entraînements en remplace-
ment de la machine à courant continu notamment grâce au principe d’auto-pilotage
[Wan06b, dS06, Ji95, Sza08, OK08].
Cette machine, dans le cadre des servo-entraînements, dispose principalement d’une
excitation constante au rotor créée par des aimants permanents en ferrite pour les mo-
dèles les moins onéreux ou en terres rares enlevant le contact glissant (collecteur +
balais) présent dans une machine à courant continu. Les puissances mises en jeu s’éche-
lonnent de quelques watts pour un moteur de montre à plusieurs centaines de kilowatts
dans le cadre de la traction ferroviaire. Il convient de noter que ces barrières sont en
constante extension. Cependant, pour les puissances plus élevées, la dynamique mise
en œuvre étant souvent moindre, un bobinage d’excitation peut remplacer les aimants
pour produire le champ magnétique nécessaire. Le contact glissant est de nouveau pré-
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sent, mais l’absence de variation de champs magnétiques au rotor font qu’il s’agit d’un
contact simple sans commutation. Il est donc moins sujet aux dégradations que celui de
la machine à courant continu.
Le paragraphe précédent mentionne l’avantage décisif que possède la MASAP au-
topilotée de faible et moyenne puissance par rapport à une machine à courant continu :
il s’agit de l’absence de contact glissant (collecteur + balais), d’un induit au stator et
non au rotor autorisant ainsi une meilleure dissipation thermique. Il en découle une
diminution des frottements, une vitesse accessible supérieure, une meilleure durée de
vie, une maintenance plus souple et une puissance massique supérieure. De plus, l’ab-
sence de coupure physique du courant permet d’éviter la création d’arc électrique lors
des commutations augmentant ainsi la plage de domaine d’utilisation de cette machine.
Enfin, le flux d’induction étant constant (certaines précautions doivent être prise pour
éviter la démagnétisation du circuit magnétique) et non lié à l’état de l’inducteur, les
circuits de commande de cette machine sont plus simples.
Bien évidemment, toutes ces bonnes performances ne peuvent être atteintes sans
une conception adaptée de cet actionneur. Plusieurs structures sont possibles :
– Machine à pôles lisses : les aimants permanents sont collés à la surface du rotor.
L’intérêt est d’avoir une structure facilement réalisable et une commande simpli-
fiée car l’inductance varie peu par rapport à la position du rotor.
– Machine à pôles saillants : l’objectif de ces machines où les aimants sont enterrés
dans le rotor est de diminuer la complexité de la fabrication de l’aimant et de
diminuer le coût de la machine. En contre-partie, l’inductance n’est plus contante
et complexifie la loi de commande pour éviter les ondulations de couple.
– Machine à reluctance variable : De part les variations de couple produites par ces
machines, leur utilisation reste marginale.
Le contrôle de la machine synchrone qu’il soit en position, vitesse ou couple s’appuie
sur les grandeurs électro-magnétiques associées à la machine. Néanmoins, comme dans
tout système, des imperfections viennent complexifier les modèles et certaines devront
être négligées si possible afin d’avoir un modèle d’une taille abordable pour la syn-
thèse de loi de commande. Dans le cas de la machine synchrone pour une application
industrielle, ces simplifications ou hypothèses sont :
– La machine est triphasée et équilibrée.
– Le matériau magnétique n’est pas saturé (les inductances ne sont pas fonction du
courant).
– La perméabilité du fer est supposée infinie.
– La distribution du champ magnétique générée par les aimants est sinusoïdale.
– La distribution des enroulements statoriques est sinusoïdale.
– Le couple de détente de la machine (interaction magnétique entre les encoches
statoriques et les aimants) est considéré comme nul.
Suite à ces hypothèses, la machine devient parfaitement linéaire et régie par un
triplet d’équations [Cha83]. De plus, d’après [Cha83], le système triphasé (a, b, c) peut
être transformé en un système diphasé (d, q) lié au rotor, Fig. 1.5. Cette transformation
est bien connue sous le nom de transformation de Park. Le grand avantage de cette
transformation pour la MASAP à pôles lisses est de lier proportionnellement le couple
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Figure 1.5 – Référentiel pour la transformation de Park.
électromagnétique au courant statorique iq.
Néanmoins, ce travail s’inscrit dans le pilotage d’une charge mécanique grâce à un
actionneur producteur de couple. Dans ce cadre, l’emploi de la MASAP à pôles lisses
avec les hypothèses précédentes simplifie le contrôle de l’actionneur et ainsi le schéma
de contrôle global. Cependant, tout actionneur produisant un couple maîtrisé convient
à cette application. L’utilisation de la MASAP n’est pas une obligation pour le bon
fonctionnement des contrôles des modes mécaniques développées dans ce manuscrit.
La Fig. 1.5 représente le modèle de Park d’une MASAP.θ représente l’angle électrique
calculé par θ = Npolθm où Npol est le nombre de paires de pôles de la machine et θm la
position mécanique du rotor. R,L représentent les résistances et inductances ramenées
sur les axes d et q, ψr est le flux associé au rotor et créé par les aimants permanents avec
ψr =
3
2
ψaimant. Les équations électriques de la machine dans le repère diphasé sont (1.1)
et les flux magnétiques associés à ces axes (1.2). ωe est la pulsation en rd.s−1 de la vitesse
du rotor dans le repère électrique.

Vd = RdId +
dψd
dt
− ωeψq
Vq = RqIq +
dψq
dt
+ ωeψd
(1.1)

ψd = LdId + ψr
ψq = LqIq
(1.2)
En intégrant (1.2) dans (1.1), le système d’équations final modélisant la machine (1.3)
est obtenu. 
Vd = RdId + Ld
dId
dt
− ωeLqIq
Vq = RqIq + Lq
dIq
dt
+ ωeLdId + ωeψr
(1.3)
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De ce système, le couple électromagnétique peut être déduit (1.4).
Cem = Npol[(Ld − Lq)IdIq + ψrIq] (1.4)
L’équation du couple peut être scindée en deux parties, la partie (Ld − Lq)IdIq reflète
l’anisotropie du rotor etψrIq le couple créé par l’interaction aimants/stator. Dans le cadre
d’une étude avec une machine à pôles lisses, l’isotropie du rotor provoque une égalité
entre les inductances Ld et Lq simplifiant l’équation du couple en (1.5) ce qui impactera
sur la commande associée en créant la possibilité de déterminer le couple en imposant
une seule variable connue par un rapport de proportionnalité kcm.
Cem = NpolψrIq = kcmIq (1.5)
En considérant X, un vecteur représentant les grandeurs électriques dont X0 est la
partie homopolaire du système diphasé, ces grandeurs peuvent être représentées dans
le repère de la Fig. 1.5 par les vecteurs Xabcq0 =
[
Xa, Xb, Xc
]t
et Xdq0 =
[
Xd, Xq, X0
]t
.
PT décrite en (1.6) est la matrice de passage du repère triphasé au repère diphasé
tournant conservant les puissances. Une autre forme est disponible dans la littérature
pour conserver les modules. Une dernière, dite "étendu" [Kho09], permet de modéliser
des machines à champs magnétiques non sinusoïdaux.
PT =
√
2
3

cos(θ) cos(θ − 2pi/3) cos(θ − 4pi/3)
sinθ sin(θ − 2pi/3) sin(θ − 4pi/3)
1/
√
(2) 1/
√
(2) 1/
√
(2)
 (1.6)
1.3.2 L’onduleur de tension
L’obtention d’une amplitude et fréquence variable impose l’utilisation d’une struc-
ture d’électronique de puissance pour moduler les grandeurs électriques. Ici, un conver-
tisseur statique, un onduleur de tension, alimenté par une source de tension continu est
mis en œuvre et détaillé par la suite.
L’onduleur de tension est un convertisseur statique assurant la transformation d’une
tension continue Ebus en une tension alternative. La source continue impose la tension à
l’entrée de l’onduleur mais la puissance maximale transmissible est, elle, déterminée par
le récepteur, ici la MASAP. Plusieurs structures d’onduleur existent [Lab95], chacune
adaptée à un cahier des charges particulier. La puissance de la machine mise en œuvre
pour cette expérimentation reste classique et une structure simple telle que l’onduleur
triphasé à deux niveaux convient parfaitement. Il est constitué de trois bras compo-
sés d’interrupteurs bidirectionnels en courant commandés à l’amorçage et au blocage
Fig. 1.6.
Ces interrupteurs peuvent être réalisés avec des transistors MOS, IGBT ou GTO
munis d’une diode en anti-parallèle suivant la puissance à transmettre. Pour des servo-
entraînements requièrant une moyenne puissance, cet onduleur est normalement consti-
tué d’IGBT pouvant commuter à une fréquence de 20 kHz (Le cas présent sera à 15 kHz).
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Figure 1.6 – Schéma d’un onduleur de tension triphasé.
La fréquence du signal (liée à la vitesse de la machine) à créer par rapport à la fré-
quence de découpage est très faible. Un découplage entre ces deux signaux est possible.
Un modèle moyen du comportement du courant sur une période de découpage suffit
pour une commande performante en vitesse. La différence entre la fréquence de décou-
page et la dynamique du courant permet de négliger les ondulations du courant dans
l’induit de la machine. Pour évaluer les tensions par phase par rapport à la valeur des
rapports cycliques, quelques hypothèses ou choix sont faits par rapport à Fig. 1.6 :
– La source d’alimentation est continue, de puissance illimitée ou suffisamment
grande et de tension Ebus.
– Chaque bras est composé de deux interrupteurs parfaits aux états (bloqué ou
passant) complémentaires.
– Les temps morts nécessaires pour éviter les court-circuits sont négligés.
– La MASAP est couplée en étoile
– Le neutre de la machine n’est pas connecté à ce point milieu. La somme des
courants statoriques est donc nulle.
– La charge est supposée équilibrée.
– Les tensions de sortie VA0,VB0 et VC0 sont référencées par rapport à un point milieu
fixe.
L’expression des tensions de sortie en fonction de la source continue et du point
neutre est donnée par :
VA0 + VB0 + VB0 = Va + Vb + Vc =
Ebus
3
[
fc1 + fc2 + fc3 − 32
]
(1.7)
où fc est une fonction de connexion qui définit l’état (fermé fc = 1 ou ouvert fc = 0) des
trois interrupteurs du haut T1, T2 et T3. La fonction fc de chaque interrupteur est définie
à partir de la Modulation de Largeur d’Impulsions (MLI, voir paragraphe 1.5.1.1 . En
utilisant ces fonctions, les relations entre l’entrée et les sorties de l’onduleur triphasé
sont déduites :
VA0 =
Ebus
2
(2 fc1 − 1)
VB0 =
Ebus
2
(2 fc2 − 1)
VC0 =
Ebus
2
(2 fc3 − 1)
(1.8)
Dans le cas d’une connexion à une MASAP à f.e.m. sinusoïdale et couplée en étoile
sans neutre relié, les expressions des tensions de phase de la machine sont les suivantes :
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Va =
1
3
[2VA0 − VB0 − VC0] = Ebus3 (2 f c1 − f c2 − f c3)
Vb =
1
3
[2VB0 − VA0 − VC0] = Ebus3 (2 f c2 − f c1 − f c3)
Vc =
1
3
[2VC0 − VB0 − VA0] = Ebus3 (2 f c3 − f c2 − f c1)
(1.9)
1.4 Partie mécanique
Dans de nombreux secteurs industriels tels que la robotique, les machines outils,
le forage ou plus simplement les périphériques pour l’informatique, la précision des
entraînements mécaniques reste encore et toujours un problème pour l’accroissement
des performances. Les réducteurs, les courroies et les accouplements ajoutent des jeux,
des glissements ou encore des élasticités. Ces imperfections viennent augmenter les
contraintes lors de la conception de l’asservissement, notamment lorsque les dyna-
miques ou les précisions requises sont élevées. De nombreux phénomènes sont ainsi
ajoutés au comportement de la charge par la succession d’éléments mécaniques néces-
saires à l’obtention d’une chaîne réalisable [Val05, Nor00, Wan06a]
Le jeu est l’un de ces phénomènes non-linéaires limitant les performances dans
les servo-entraînements [Nor00], il génère une zone morte dans la transmission ôtant
momentanément, lors d’un changement d’état, la transmission entre la source et la
charge. Cette zone morte diminue la précision dans les asservissements de position
ou crée des oscillations dans les asservissements de vitesse. De plus, lors d’une perte
de transmission, la charge n’est plus commandable. Le comportement ne correspond
donc plus à celui prédéfini. Ce phénomène est principalement causé par les éléments
de transformation tel que les réducteurs, courroies... Heureusement, l’augmentation du
couple de la MASAP permet aujourd’hui de coupler directement la machine avec la
charge et ainsi de pallier ce problème en enlevant ces éléments de transmission pour
obtenir un entraînement direct. En contrepartie, les paramètres de la charge tels que
l’inertie, les frottements, ne sont plus amoindris ou amortis et doivent être considérés.
Une des principales causes limitant les performances, présente dans tous les systèmes
industriels cités, est la flexibilité de l’entraînement en lui-même. Cette flexibilité est
générée fréquemment par deux éléments :
– Un accouplement élastique [dS07] : Cet élément présent sur tous les accouplements
directs a pour but de remédier à un défaut d’alignement entre deux axes (ici, le
moteur et la charge). Des matières flexibles viennent compenser ces défauts et
assurer une transmission sans jeu. Néanmoins, de part la présence de matériaux
souples, la rigidité de l’axe est compromise et devra donc être prise en compte
lorsque de forts couples sont transmis. Pour un ordre d’idée, la rigidité radiale des
accouplements flexibles oscille entre 500 Nm.rd−1 et 2000 Nm.rd−1.
– Un arbre long ou non rigide [Wan06a] : De nombreuses applications, de part leurs
dimensions, possèdent ce genre de transmission. Le caoutchouc d’un lecteur CD,
l’axe d’une foreuse ou celui d’un laminoir entre le moteur et le dernier rouleau
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correspond à cette structure. La flexibilité du caoutchouc se visualise bien, mais
dans le cas d’une foreuse, il est possible que le volumineux arbre en acier ait
exécuté plusieurs rotations avant que l’outil ne se mette lui-même en mouvement
plusieurs dizaines de mètres en dessous.
Évidement, cette flexibilité doit être prise en compte car elle modifie la vitesse de la
charge par rapport au moteur et ajoute des modes de résonances [Wan06a, Ji95] lorsque
les inerties à chaque extrémité sont différentes. Ces résonances doivent obligatoirement
être prises en compte puisqu’elles gênèrent des oscillations ou des instabilités pouvant
endommager l’intégrité du système.
Pour assurer un contrôle performant, le concepteur de commande se doit classique-
ment de bien connaître les paramètres du système (ici : inertie, raideur, frottement) cor-
respondant au point nominal de fonctionnement. Or, dans le cadre de ce type de charge,
ces paramètres sont souvent variants [dS07] dans le temps ou d’un outil à l’autre. Par
exemple, entre deux lecteurs CD, la rigidité du caoutchouc ne sera pas forcément la
même alors que la commande, elle, sera identique. Dans les système plus onéreux et
définis à l’unité, les paramètres mécaniques ou électriques peuvent également varier.
L’inertie peut changer suivant la position du robot et la charge transportée [Mob08], la
raideur de la foreuse se modifie en fonction du nombre de tubes de rallonge présents
et le frottement visqueux souvent créé par les roulements à billes évolue au cours du
temps avec l’usure ou la température.
Tous ces éléments ont été pris en compte pour définir la problématique de commande
traitée ici représentant un servo-moteur entraînant une charge mécanique à vitesse
variable. La Fig. 1.7 illustre la charge mécanique proposée. Une machine synchrone met
en mouvement une charge mécanique variable au travers d’un accouplement élastique.
La charge mécanique est du type inertielle avec un frottement visqueux et un frottement
résistif non linéaire (frottement sec et couple du frein à poudre). Pour traduire l’effet
d’une variation bornée de raideur, celle de l’arbre peut varier en modifiant le ressort
installé et accouplé aux deux flasques de transmission du couple. Deux disques d’inertie
démontables ainsi qu’une machine à courant continu (MCC) autorisent la variation
d’inertie et de frottement visqueux. Enfin, un frein à poudre simule une charge résistive
non linéaire. Ainsi, une maquette, support de nombreux problèmes industriels, est à
disposition afin de tester des lois de commande dans le cadre d’une charge mécanique
totalement variante.
1.4.1 Modélisation de la charge mécanique
Finalement, le système mécanique proposé (Fig. 1.7) correspond à un système deux
masses reliées par un arbre avec une rigidité variable bornée. La première masse est
liée au rotor de la MASAP tandis que la deuxième représente la charge mécanique. Le
système deux masses est utilisé pour la modélisation de nombreux procédés du domaine
tels que ceux cités précédemment. Notons que l’adjonction de quelques paramètres
supplémentaires (jeu, couple de frottement sec) peut rendre ce modèle plus réaliste que
le simple modèle linéaire.
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Figure 1.7 – Système mécanique proposé.
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Figure 1.8 – Description des effets sur le modèle
En analysant le système et pour assurer la pertinence de notre modèle de simulation,
les effets appliqués au système deux masses sont illustrés sur Fig. 1.8. Les deux "masses"
(inerties) sont représentées avec leurs paramètres mécaniques Jm, fm et Jl, fl. Chacune
des inerties est mise en mouvement par un couple (Cem et CT) qui provoque la rotation
de la partie en question à une vitesse donnée (ωm et ωl). Un dernier couple résistif est
présent comme la somme Cl+Cr. Cl est la partie de ce couple généré par le frein à poudre.
Cr ajoute à ce modèle les frottements secs présents dans tout système mécanique. Cette
scission, lors de la définition des paramètres, fera apparaître une partie qui est subie : les
frottements secs et l’autre générée pour représenter des charges non-linéaires : le couple
du frein à poudre.
Le modèle considéré pour l’étude est linéaire. Les frottements non linéaires sont donc
négligés car l’étude s’intéresse à compenser les effets de la variation des paramètres de
la charge mécanique (raideur KT, frottement visqueux fl et inertie Jl de la charge). Ces
effets sont notés sur Fig. 1.8 car ils permettent aux simulations réalisées dans les chapitres
suivants de correspondre aux expérimentations. De ces hypothèses, les paramètres du
moteur (Jm et fm) sont supposés connus et constants. Les paramètres de la charge et de
la raideur sont quant à eux variants entre deux bornes connues.
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Figure 1.9 – Schéma-bloc du système deux masses.
Du schéma Fig. 1.8, les équations de la dynamique des solides s’écrivent :

Jm
dωm
dt
= − fmωm − CT + Cem
Jl
dωl
dt
= − flωl + CT − Cl − Cr
(1.10)
CT est le couple transmis à la charge par le biais de l’élasticité de l’arbre, Cem, le
couple moteur. CT, comme dans toute transmission élastique linéaire, est proportionnel
à l’écart de position entre les deux parties du système (1.11) où ∆θ représente cet écart.
CT = KT∆θ (1.11)
A t = 0, comme aucun couple n’est créé par le système, celui-ci est à l’arrêt : ωm =
ωl = ∆θ = 0. Les positions étant les intégrales de la vitesse, afin de respecter (1.10), les
constantes créées lors de l’intégration sont donc nulles ou égales pour amener un ∆θ
nul. En conclusion, (1.11) devient :
CT = KT∆θ = KT
t∫
0
(ωm − ωl)dt (1.12)
A partir de (1.10) et (1.12), le système est décrit par le triplet d’équations suivant :

Jm
dωm
dt
= − fmωm − KT∆θ + Cem
Jl
dωl
dt
= − flωl + KT∆θ − Cl − Cr
d∆θ
dt
= ωm − ωl
(1.13)
Le schéma-bloc Fig. 1.9 représente le triplet d’équations (1.13).
Pour comprendre le problème que posent les systèmes élastiques, il convient d’étu-
dier leurs caractéristiques statiques et dynamiques en analysant la fonction de transfert
en boucle ouverte du système entre la vitesse ωl et le couple Cem Gl−c(p) = ωl(p)/Cem(p)
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(1.14) avec p, la variable de Laplace.
Gl−c(p) =
1
( fm + fl)
[
JmJl
KT( fm + fl)
p3 +
Jm fl + fmJl
KT( fm + fl)
p2 +
(Jm + Jl)KT + fm fl
KT( fm + fl)
p + 1
]
=
1
fm + fl
(1 + Tp)(1 + 2
ξn
ωn
p +
1
ω2n
p2)
(1.14)
avec :
T =
Jm + Jl
fm + fl
, ωn =
√
(Jm + Jl)KT
JmJl
, ξn =
fm fl
2( fl + fm)
√
Jm + Jl
JmJlKT
(1.15)
D’après (1.14), la fonction de transfert se décompose en deux parties, un pôle réel
lent similaire à la dynamique du système rigide avec les mêmes frottements et inerties
plus une fonction de transfert du second ordre représentant la résonance engendrée par
l’élasticité appelée aussi mode souple. Les caractéristiques du système sont liées à la
valeur des paramètres mécaniques :
– La dynamique lente et le gain statique aux frottements et inerties.
– La pulsation et la résonance aux inerties et à la raideur.
Ces paramètres peuvent donc déstabiliser le système si la raideur est ignorée. En
effet, pour une bande passante constante, si la raideur est suffisamment faible, elle peut
entraîner une diminution de la marge de phase rendant le système de plus en plus
oscillant voire instable.
L’équation (1.15) montre que ωn est proportionnelle à la racine carrée de la raideur
pour des frottements et inerties constantes. Une raideur plus faible diminuera ωn en-
traînant l’effet cité ci-dessus. De plus, si un déséquilibre existe entre les inerties, la plus
grande déterminera la valeur de cette fréquence de cassure et la valeur de la résonance
telle qu’écrite en (1.16). Le même constat est valable pour les frottements visqueux sur
la résonance.
ωn =
√
KT
max(Jm, Jl
, ξn =
max( fm, fl)
2
√
1
max(Jm, Jl)KT
(1.16)
De ces observations, trois cas se détachent pour les inerties :
1 : Jm  Jl, cas des systèmes avec un réducteur à fort rapport de réduction
2 : Jm ≈ Jl
3 : Jl  Jm, cas des systèmes étudiés tels que les laminoirs, les foreuses à accouple-
ment direct.
Pour le cas 1, l’inertie du moteur filtre les oscillations transmises par l’élasticité.
L’estimation des modes de résonance de la charge à partir de la mesure des variables du
moteur (ωm, Cem) devient presque impossible [Bar94]. La plupart des solutions passent
par un contrôle amorti de la charge à partir des variables du moteur. Heureusement, ce
cas n’est pas très fréquent.
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Pour les cas 2 et 3, l’observation des variables de la charge à partir de celle du moteur
reste possible. Néanmoins, elle doit être faite de manière précise pour ne pas rentrer en
mode oscillant [dS07, Bar94, Ji95].
Les études suivantes, du système deux masses à paramètres incertains, se placeront
dans le cadre des cas 2 et 3, c’est-à-dire avec une inertie de charge sensiblement ou
très supérieure à l’inertie moteur avec pour objectif de fournir des lois de commande
performantes pour des cas pratiques. Pour une raison structurelle, une inertie supérieure
donne obligatoirement une masse supérieure ou des surfaces de contact plus grandes
(à l’intérieur des roulement à billes supportant les arbres, contact de l’outil. . . ). En
conséquence, le frottement de la charge sera lui aussi supérieur à celui du moteur.
1.4.2 Incertitudes paramétriques
En plus de la problématique du contrôle d’un système souple, les systèmes modernes
doivent avoir une commande pouvant gérer les variations des paramètres mécaniques.
De part leur méthode de fabrication (fabrication en série) ou alors plus simplement
l’usure, l’environnement de fonctionnement engendre la modification de la dynamique
(paramètres de la chaîne mécanique). Afin d’étudier l’influence de ces variations sur le
modèle deux masses, elles doivent être définies. Trois paramètres du système varient :
Jl, KT et fl. Seuls les éléments de transmission et la charge varient. Les paramètres du
moteur sont supposés connus et constants. La valeur des paramètres ne varie pas suivant
une fonction connue mais peut être bornée par leur valeur minimale et maximale comme
décrit en (1.17).
Jl ∈ [Jlmin Jlmax]
fl ∈ [ flmin flmax]
KT ∈ [KTmin KTmax]
(1.17)
Les valeurs de ces bornes et les paramètres sont donnés au chapitre 2.4.4 en fonction
des éléments du dispositif expérimental. Néanmoins, l’étude de cas menée ici restera
valable pour définir les lois de commande dans le chapitre 3. Le changement de ces
valeurs modifie l’amplitude et la fréquence de la résonance mais pas le problème. En
considérant le champ d’application des cas 2 et 3 du paragraphe 1.4.1, les diagrammes
de Bode Gl−c(p) (1.14) sont tracés par rapport à chaque variation : Fig. 1.10, Fig. 1.11 et
Fig. 1.12.
Lors d’une variation croissante de l’inertie de la charge Jl, Fig. 1.10, la fréquence
de résonance n’est que peu modifiée en accord avec (1.16) dans le cas où Jl  Jm. A
contrario, le gain de résonance est diminué et la bande passante du système augmente.
Lors d’une variation d’inertie, une diminution de la marge de phase est à craindre. Si une
diminution de l’inertie survient, le gain de résonance augmentant, la boucle ouverte est
plus sensible au bruit extérieur. Avec la boucle fermée, de trop forts gains de commande
offrent la possibilité d’amplifier cette résonance et d’annuler l’effet passe-bas recherché
par toute commande pour l’insensibiliser aux bruits. La valeur de ces gains doit être
maintenue dans des plages à définir expérimentalement suivant l’environnement de
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Figure 1.10 – Diagramme de Bode de la fonction de transfert Gl−c avec une variation de
l’inertie de la charge Jl.
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Figure 1.11 – Diagramme de Bode de la fonction de transfert Gl−c avec une variation de
la raideur KT.
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Figure 1.12 – Diagramme de Bode de la fonction de transfert Gl−c avec une variation du
frottement de la charge fl.
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Variation Gain statique Marge de phase ωn ξn
KT
Jl
fl
Table 1.1 – Effet des variations paramétriques sur la fonction de transfert du système.
fonctionnement.
La deuxième figure Fig. 1.11 représente les variations de Gl−c pour une variation de
raideur KT. Les caractéristiques en basses fréquences ne changent pas car ce paramètre
n’est pas inclus dans le pôle dominant du système (1.15). Par contre, le mode de ré-
sonance est quant à lui énormément modifié. A l’aide de (1.16), il est possible de voir
que la raideur est le seul paramètre variant intervenant au numérateur de la fréquence
de résonance et au dénominateur de l’amplitude de cette résonance et qu’une diminu-
tion de la raideur provoque une diminution de la fréquence et un amortissement plus
grand. Néanmoins, une diminution non prise en compte de la raideur pourra provoquer
une grande diminution de la marge de phase. C’est le paramètre ayant l’effet le plus
significatif sur la fonction de transfert Gl−c. Il conviendra donc de particulièrement tenir
compte des incertitudes.
La dernière variation fl est représentée sur la Fig. 1.12. Le frottement de la charge
étant supérieur à celui du moteur, son influence sur le mode résonnant est quasiment
nulle. Par contre, il s’agit du seul coefficient modifiant le gain statique de la fonction de
transfert. Une diminution du frottement engendre une augmentation du gain statique
augmentant les effets basses fréquences des signaux transmis.
Avant de continuer sur la commande de ce système, la Table 1.1 regroupe les informa-
tions décrites ci-dessus. Ainsi, une variation de KT modifiera grandement la fréquence
des oscillations engendrées par l’accouplement. Une augmentation de Jl se traduit par
une perte de la marge de phases et une amplitude de résonance accrue. Enfin, une aug-
mentation de fl entraîne une diminution du gain statique ralentissant globalement le
système avec un effet stabilisant. Les deux variations les plus critiques sont l’inertie et la
raideur car le changement de la marge de phase et celui des paramètres de la résonance
mettent en péril le comportement qui sera défini par le schéma de commande.
1.5 La régulation en vitesse des systèmes à deux masses
Lors de ce paragraphe, le contrôle des servo-entraînements va être abordé. Déjà
réalisé lors de nombreuses études [Cha83, Mac05, Deg97, dS06], la structure employée
reste fixée par la causalité des équations mises en jeu. Démontré par [Cha83, Deg97],
asservir la vitesse revient à piloter le couple. Pour la machine synchrone, asservir le
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Figure 1.13 – Schéma de contrôle d’un servo-entraînement.
couple impose de contrôler le courant. De plus, [dS06, Mac05] font apparaître une
différence importante entre les constantes de temps mécaniques et électriques pour des
servo-entraînements des puissances visées. Une topologie de commande utilisant le
découplage à la manière de Fig. 1.13 peut dont être utilisée. Le grand avantage de cette
structure est de séparer en deux parties la commande :
– une boucle interne (BI) : Elle contrôle le couple du moteur au travers du courant
– une boucle externe (BE) : Elle contrôle la vitesse de la charge à l’aide du couple
Par cette méthode, si les dynamiques sont séparées par un ratio suffisant (5), elles
n’interfèrent pas l’une sur l’autre. La dynamique de courant peut donc être négligée
pour le calcul du régulateur de vitesse et vice-versa. Les régulateurs et les modèles
associés sont donc simplifiés. De plus, les masses en jeu simplifient les contrôleurs
en découplant les dynamiques. Mais d’un point de vue mécanique, cela interdit bien
souvent la mise en place d’un capteur de vitesse ou de position de la charge. Les causes
sont multiples : coûts (système produit en masse tel que le lecteur CD), espacement
(trop confiné pour un lecteur CD, trop éloigné pour un laminoir, concasseur) et fiabilité
(l’outil d’une foreuse est soumis à de fortes contraintes détériorant tout objet mécanique
rapidement). La vitesse de la charge doit donc être calculée mathématiquement pour
réaliser cet asservissement, il en découle une complexification du schéma par l’ajout
d’un observateur représenté sur Fig. 1.13 et de la réduction de la stabilité du système.
Dans une première partie, le contrôle du couple moteur sera abordé. Ensuite, au
paragraphe 1.5.2 les différents types de contrôle en vitesse usuellement employés pour
le modèle deux masses seront abordés.
1.5.1 Commande de la MASAP et contrôle du couple
La machine synchrone à aimants permanents, pour fonctionner à vitesse variable,
doit pouvoir être alimentée à fréquence variable. En effet, la notion de synchronisme
entre les champs magnétiques rotorique et statorique impose un lien rigide entre la
vitesse et la fréquence des grandeurs électriques alimentant la machine. Pendant un
siècle, cette obligation inhérente à la structure de la machine n’a pas pu être satisfaite.
L’apparition de l’électronique de puissance commutant à haute fréquence (thyristors,
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Figure 1.14 – Schéma-bloc d’une commande MLI monophasée.
transistors MOFSET ou IGBT) a permis de résoudre ce problème.
L’introduction de ce chapitre a pointé la nécessité d’un contrôle de la machine en
couple et donc en courant (paragraphe 1.3.1) pour pouvoir asservir la vitesse ou la posi-
tion. L’amélioration du contrôle et l’augmentation de la fréquence de commutation des
composants d’électronique de puissance ont permis l’apparition de nouvelles structures
permettant de réguler le courant avec une alimentation par une source de tension ré-
glable (Onduleur de tension). L’adjonction de toutes ces évolutions techniques a donné
naissance à la commande vectorielle en courant basée sur une commande à Modula-
tion de Largeur d’Impulsion (MLI) de l’onduleur de tension et d’un contrôle dans le
référentiel de Park (paragraphe 1.3.1) de la machine.
1.5.1.1 La commande MLI
Beaucoup de systèmes, dont les machines, sont considérés comme des récepteurs
imposant la tension (dans le cadre d’une vitesse définie). Le réseau électrique ou bien
les sources continues aisément fabriquables sont aussi des sources de tension. Le seul
moyen de pouvoir connecter de manière pérenne ces deux sources de nature identique
est de pouvoir transformer l’une d’entre elles [Lab95]. C’est le but de l’onduleur de
tension représenté en Fig. 1.14 dont l’objectif, en connectant la source dans le sens positif
ou négatif, est de contrôler le flux de courant en s’appuyant sur les éléments passifs
du circuit (résistance, inductance et capacité) et d’une commande adaptée. Une fois cet
élément intégré, la MASAP est équivalente au niveau comportemental à une source ou
un récepteur de courant.
Le principe de cette commande repose sur un onduleur découpant un signal de
commande sur une fréquence fixe (porteuse) grâce à un rapport cyclique α variable
[Lab95]. L’objectif est de faire varier le rapport cyclique pour que la tension moyenne
de sortie suive celle donnée par les régulateurs afin d’avoir le courant de référence.
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Figure 1.15 – Schéma-bloc de la commande vectorielle d’une MASAP.
La fréquence de découpage est donnée par la porteuse. Le rapport cyclique se déduit
d’une comparaison entre la porteuse et le signal de référence. C’est le principe de la
modulation radio.
Le grand avantage de cette technique est de découpler le signal des bruits de dé-
coupage. La transformée de Fourier de ce type de signal révèle un fondamental (signal
désiré) et des harmoniques dus au découpage dont les fréquences sont supérieures ou
égales à celle du découpage. La fréquence de découpage de l’onduleur est donc choisie
dans un ratio de dix à cent fois supérieure à celle du signal afin de minimiser la taille
des filtres.
1.5.1.2 La commande vectorielle en courant
La commande vectorielle des machines synchrones est la technique actuelle per-
mettant l’obtention des dynamiques satisfaisant le plus grand nombre de cahiers des
charges [Deg97]. La stratégie de commande repose sur le modèle de Park de la machine
et consiste à imposer le courant en quadrature Iq pour imposer le couple (1.4). Le courant
Id, quant à lui, sera déduit pour annuler la partie de l’équation due à l’anisotropie et
minimiser les pertes joules. Il sera donc nul pour une machine à pôles lisses. La régula-
tion s’effectue donc sur des grandeurs du référentiel tournant et donne la possibilité de
placer les champs magnétiques statoriques de manière précise.
La structure de commande est décrite par le schéma Fig. 1.15. Elle s’appuie principa-
lement sur une connaissance de la position précise du champ magnétique statorique par
la mesure de la position mécanique. Une fois cette mesure connue, les grandeurs élec-
triques peuvent être changées de référentiel. La régulation des courants s’effectue dans
le repère tournant, les tensions de commande déduites sont transformées en tensions
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triphasées et appliquées aux moteurs par une commande MLI décrite au paragraphe
précédent.
Neanmoins, plusieurs techniques émergent pour contrer le besoin du capteur de
position. Ces techniques sont basées sur l’injection d’harmoniques hautes fréquences
ou par la reconstruction de cette position par la connaissance des équations régissant
les grandeurs physiques du système [Boi08]. Les méthodes à base de modèle utilisent
la mesure des tensions. A basse vitesse, la f.e.m. créée par le moteur étant négligeable,
les méthodes à partir de modèle sont instables. La reconstruction de position à très
basse vitesse posant encore de nombreux problèmes, ces méthodes ne sont pas encore
diffusées dans le monde industriel.
Les performances obtenues par ce système sont supérieures aux autres commandes
de la machine. Le repère tournant permet en effet une régulation des courants et non
un contrôle en poursuite (le repère diphasé transforme la MASAP en un équivalent
de la machine à courant continu). En conséquence, la dynamique des régulateurs est
uniquement fixée par la variation du couple et non par la vitesse la plus élevée de
la machine. Le nombre de contraintes est réduit permettant aussi une définition plus
appropriée du régulateur.
Dans le cas présent, les paramètres du moteur étant constants, les propriétés de
la commande MLI (paragraphe 1.5.1.1) autorisent la simplification du contrôle en tra-
vaillant uniquement sur les valeurs moyennes instantanées des grandeurs électriques.
Avec la MASAP dans le repère de Park, le circuit équivalent à contrôler devient un
circuit RL-E à paramètres constants et connus. La machine étant choisie parfaite, aucune
variation ne survient à cause de la température ou d’autres phénomènes. Si la bande
passante de la boucle de courant est choisie assez rapide pour considérer la vitesse
constante lors d’une variation de courant (d, q), la compensation des f.e.m. évoluant à
la vitesse mécanique n’est pas nécessaire à la seule condition que l’erreur en régime
permanent soit nulle. Les classiques régulateurs PI seront employés pour résoudre ce
problème.
1.5.2 Le contrôle de la vitesse
Des premières contre-réactions par levier utilisées dans les fours de la Renaissance
jusqu’aux asservissements modernes, l’objectif de ces chaînes de commande est toujours
le même : garder sous contrôle un objet en présence de perturbations. Cette propriété
fondamentale, appelée robustesse en stabilité, a toujours été l’élément moteur des re-
cherches qui a fait naître l’automatique.
Cependant, l’utilisation des boucles de contre-réaction est ancienne, mais leur forma-
lisme commence dans les années 40 avec l’apparition de méthodes fréquentielles (Bode,
Nyquist, Black et Hurwitz) permettant d’évaluer la stabilité et la robustesse grâce aux
notions de marges de gain et de phase pour des systèmes à simple entrée et simple
sortie (SISO). Ce type d’approche est couramment utilisé dans l’industrie, la diffusion
et l’efficacité de ces méthodes sont telles qu’elles sont encore largement employées pour
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résoudre une grande partie des problèmes. Dans les années 60, l’aéronautique et le do-
maine spatial s’appuient de plus en plus sur des systèmes auto-pilotés. Les modèles
mis en jeu sont plus complexes et favorisent l’apparition des commandes modales ba-
sées sur les équations différentielles du système mises sous formes matricielles. Elle ont
comme avantages de contrôler des système multi-entrées, multi-sorties (MIMO) et d’être
adaptées à la résolution et aux simulations numériques, bases de l’ingénierie moderne.
1.5.2.1 La commande "classique" par PID
Bien qu’étant une des plus vieilles structures connues [Cos50], ce type de régulateur
(1.18) est encore le plus utilisé dans le monde industriel. Cette omniprésence s’explique
de part sa maîtrise et sa connaissance des automaticiens utilisant l’analogique [dS07]. De
plus, la synthèse est effectuée via des outils de base, appris souvent pendant les études,
tels que les diagrammes de Bode et de Nyquist. Par contre, la synthèse est effectuée
grâce à un modèle nominal et ne peut gérer que les systèmes SISO. En effet, une seule
contre-réaction est disponible et les performances sont grandement liées au point de
fonctionnement et de son éloignement par rapport au point nominal.
PI(p) =
u(p)
(p)
= Kp + Ki
1
p
+ Kdp (1.18)
Le régulateur PID n’étant pas intrinsèquement robuste par rapport aux variations para-
métriques, de nombreuses méthodes furent créées pour le rendre moins sensible et mieux
choisir les coefficients [O’S07, Fer03, Sko05]. Cependant, l’utilisation de ces méthodes
requiert des outils mathématiques avancés ou du temps de calcul faisant disparaître les
avantages cités précédemment. Les trois coefficients disponibles ne sont souvent pas
suffisants pour prendre en compte les dynamiques plus rapides négligées en première
approche (actionneur, convertisseur...). En fin de compte, pour une commande robuste,
l’avantage tiré d’une méthode simple et connue est perdu par la nécessité d’avoir un
expert pour trouver le bon compromis afin de tenir compte de tous les éléments.
1.5.2.2 La représentation d’état
La représentation d’état développée dans les années 60 représente un système sous
forme d’équations différentielles matricielles du premier ordre. A partir d’un vecteur
de variables de base dont la valeur initiale est connue, appelée variable d’état, avec un
vecteur d’entrée défini tout au long du temps, la représentation d’état est en mesure de
fournir une valeur de ces variables pour n’importe quel instant postérieur. Un système
linéaire se trouve représenté par la paire (1.19) où u ∈ Rq est le vecteur d’entrée, X ∈ Rn
est le vecteur d’état, y ∈ Rm est le vecteur de sortie, A ∈ Rn×n est appelé matrice
d’évolution dynamique, B ∈ Rn×q est la matrice des q entrées de commande agissant
sur les n variables d’état, C ∈ Rm×n est la matrice de mesure et D ∈ Rm×q la matrice de
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Figure 1.16 – Forme standard d’un retour d’état.
transmission directe.
{
X˙ = AX + Bu
y = CX + Du
(1.19)
Cette représentation apporte une forme standard des systèmes et autorise la création
de méthode générique que ce soit pour la commande ou l’observation des variables.
Reposant sur des équations différentielles du premier ordre, l’informatique moderne a
la capacité de les résoudre quelque soit les dimensions et ainsi de permettre simplement
la simulation sur calculateur numérique. Par la suite, les commandes ou observateurs
proposés utiliseront presque tous cette représentation.
1.5.2.3 Le retour d’état
La commande par retour d’état, inventée à la suite de la représentation d’état, utilise
tous les états du système au travers d’un régulateur proportionnel. En supposant que
l’état est entièrement mesurable et commandable, le régulateur par retour d’état est de
la forme (1.20) et suit le schéma Fig. 1.16. Contrairement au contrôle classique (1.18), la
commande appliquée au système dépend de la dynamique de toutes les variables et non
d’une seule. Cela permettra par un régulateur simple de régler toutes les dynamiques.
u = −Ktx (1.20)
A partir de cette structure, quatre groupes de méthodes peuvent être vus pour définir
les valeurs de la matrice de gain K :
– Les placements de pôles. Ils déterminent la matrice K et la dynamique du système
en boucle fermée (A−BKt) à partir des positions désirées des pôles. Un placement
des vecteurs propres peut s’ajouter pour mieux caractériser le comportement du
système.
– Les minimisation de critère (LQ). Elle règle le contrôleur par rapport à un critère
à minimiser (performance, énergie...)
– Le contrôle robuste établit un régulateur, afin que celui-ci respecte des contraintes
en stabilité et en performance par rapport aux incertitudes du système. Cette partie
sera décrite dans le paragraphe 1.5.3
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1.5.2.3.1 Placement de pôles
Le placement de pôles consiste à déterminer la valeur des gains d’un contrôleur afin
de placer tout ou partie des pôles du système en boucle fermée suivant la dynamique
choisie par le concepteur. Un placement partiel des pôles peut se faire par un contrôle de
sortie (uniquement avec les sorties mesurées). Par contre, un placement total implique
une commande par retour d’état et impose la mesure de toutes les variables d’état du
système. En reprenant le contrôleur par retour d’état défini en Fig. 1.16, l’équation de la
commande devient :
u = −KtX + e (1.21)
⇒ X˙ = (A − BKt)X + Be (1.22)
(1.22) montre qu’en boucle fermée, les pôles sont déplacés par la matrice K au travers
de la matrice d’entrée B produisant ainsi la dynamique désirée.
Dans le cadre d’une commande robuste, si les coefficients de A (paramètres du sys-
tème) varient, les pôles en boucle fermée varieront. Ce problème est largement traitée
dans la littérature [Zir06]. Une des méthodes les plus récentes utilise le concept d’inéga-
lités matricielles linéaires (LMI) pour décrire la région possible de placement des pôles
sous les incertitudes paramétriques programmées, elle est utilisée dans [Wan06b]. Bien
entendu, ces méthodes de résolution sont complexes, utilisent des algorithmes coûteux
en temps de calcul et délicat à mettre en œuvre.
1.5.2.3.2 Le régulateur LQ
Le schéma de commande et le système standard restent ceux présentés en (1.19) et
Fig. 1.16. Cette synthèse consiste à trouver la matrice de gain K minimisant le critère
quadratique (1.23) pondérant à la fois la commande et l’état.
J =
∞∫
0
(xtQcx + utRcu)dt) (1.23)
Cette équation est caractéristique d’une commande LQ à horizon libre. Le problème
de la régulation finie des systèmes linéaires avec un critère quadratique n’est pas abordé
dans ce manuscrit. En effet, la régulation de vitesse se déroule dans des plages de temps
où celui-ci peut être considéré comme infini.
Le choix des matrices de pondération Qc et Rc a une grande influence sur le com-
portement du système [Man02]. En effet, ces matrices modifiant la valeur des gains K
modifient aussi la valeur des pôles. A partir de [And90], la solution de (1.23) en régime
permanent se déduit par l’équation algébrique de Riccati (1.24) où Pc est la solution de
cette équation.
AtPc + PcA − PcBR−1c BtPc + Qc = 0 (1.24)
Les analyses théoriques des régulateurs fournies par la commande LQ dans [And90]
prouvent que ceux-ci peuvent être utilisés pour une commande robuste. En effet, par
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définition, les marges de gain et de phase sont comprises dans les intervalles (1.25).
Marge de gain ∈ [0, 5; +∞] dB
Marge de phase ∈ [60; 180]◦ (1.25)
Ces marges confortables permettent d’accepter des variations du système a priori
plus large qu’avec une synthèse par placement de pôles standard où les marges ne sont
pas garanties. Évidemment, ce régulateur n’étant pas déterminé intrinsèquement avec
les variations, sa stabilité dans les cas extrêmes doit être vérifiée.
Une structure de commande utilisant le régulateur LQ sera présentée dans le cha-
pitre 3.
1.5.3 La commande robuste
La robustesse d’un système est sa capacité à rester insensible aux variations de
celui-ci. Peu de systèmes, hormis ceux à très lente évolution, ont cette caractéristique
de manière naturelle. Elle doit être ajoutée par la commande en tenant compte de ces
éléments perturbateurs, dès la synthèse, pour garantir la stabilité et des performances
fixes.
Un grand nombre d’approches existent s’appuyant sur des concepts mathématiques
et des modèles plus ou moins dissociés. Ce paragraphe présente brièvement les ap-
proches les plus courantes en donnant leurs avantages et leurs défauts.
1.5.3.1 La commande adaptative
Ce type de commande est spécialement utilisé pour les systèmes à paramètres va-
riants. A l’opposé des méthodes précédentes utilisant un modèle nominal, ces méthodes
font évoluer le modèle de calcul pour qu’il représente en permanence la réalité. A partir
de ce modèle devenu le nouveau modèle nominal, le calcul d’une commande ou d’un
observateur peut être réalisé.
Cette adaptation est faite de plusieurs façons :
– Linéaire à Paramètre Variant (LPV) : dans cette méthode, l’espace du paramètre
variant est discrétisé et une commande est prévue par sous-espace [Kar00]. Ces
méthodes ne conviennent pas aux systèmes deux masses car la mesure du pa-
ramètre variant est nécessaire. La commande de ce système par un PID étant
performante lorsqu’il n’est pas variant, si une observation du paramètre variant
est réalisée, une synthèse temps réel du régulateur est réalisable.
– Adaptative et prédictive : ici, un modèle évolue et est déterminé à partir des
mesures disponibles par des méthodes d’identification (moindre carré...) [Wan06a]
ou avec un filtre de Kalman étendu à l’identification des paramètres en plus du
vecteur d’état [Boi08, Sza08].
– Réseaux neuronaux, commande floue : un algorithme calcule des possibilités à
partir d’un modèle où les paramètres sont choisis aléatoirement [OK08]. Un critère
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Figure 1.17 – Problème H∞ standard.
déterminé par le concepteur élit la version la plus proche du modèle réel.
Ces méthodes donnent d’excellents résultats [OK08, Wan06a] en supprimant dans de
nombreux cas les modes de résonance dus à la souplesse du système [Kar00]. En contre-
partie, ces méthodes présentent le désavantage de consommer beaucoup de temps de
calcul. De plus, des algorithmes d’inhibition de la variation des paramètres sont souvent
mis en place pour assurer la pérennité à long terme de ces méthodes. Un autre point
délicat dans la commande adaptative est de prouver la stabilité du système en boucle
fermée. Le réglage des plages de fonctionnement, la phase d’apprentissage requièrent
un expert du système pour arriver à des méthodes plus rapides ou moins oscillantes
qu’une approche invariante [Boi08]. Pour des systèmes à bas coût, ces méthodes ne
seront probablement pas intégrées par les industriels avant plusieurs années de perfec-
tionnement.
1.5.3.2 La commande H∞
Développée dans les années 80 par Doyle [Doy89], l’approche H∞minimise la norme
H∞ des fonctions de transfert entre les entrées et les sorties du système non utilisées par
la boucle de contrôle. Un maximum des valeurs singulières (norme ∞ d’une matrice)
inférieur à 1 (système normalisé), quelque soit la fréquence, assure la stabilité robuste du
système. Le système est robustifié par rapport aux incertitudes en augmentant le degré
du système nominal avec des fonctions de pondération fréquentielles. Ces fonctions
sont appliquées à l’endroit même où agit l’incertitude qu’elles représentent. C’est sans
aucun doute la partie la plus complexe de la synthèse H∞. Le problème du choix des
pôles (ou bande passante et amortissement) se transforme en un choix de pondérations
difficilement appréciable en termes de performances mesurables.
La Fig. 1.17 illustre le problème H∞ standard. La matrice P(p) est le système augmenté
par des fonctions de transfert (appelées fonction de pondération) changeant le gabarit
fréquentiel du modèle. L’objectif est de forcer le régulateur recherché K(p) à minimiser
l’effet de perturbation agissant dans les bandes fréquentielles favorisées par les fonctions
de transfert ajoutées.ωp est le vecteur des entrées de perturbation, e les signaux d’erreur,
u la commande et y la sortie du système. Plusieurs méthodes permettent de résoudre ce
problème, néanmoins, les plus répandues actuellement sont basées sur les équations de
Riccati et les LMI.
La commande H∞ est appliquée au système deux masses avec incertitudes para-
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Figure 1.18 – Problème standard en µ-analyse.
métriques dans [Pet04]. Un jeu et un frottement non-linéaire sont modélisés comme
incertitudes non-structurées. Le problème du choix des fonctions de pondération n’est
pas abordé et la dynamique de contrôle de l’actionneur (boucle de courant) est négligée.
Ces choix ont été faits pour garder un contrôleur programmable dans un système de
contrôle moderne. En effet, les méthodes de synthèse H∞ conduisent à des correcteurs
dont l’ordre est au minimum aussi élevé que le modèle. Ainsi, des contrôleurs d’ordre
15 ou 20 sont monnaie courante, leurs dynamiques restent obscures et peuvent changer
radicalement suivant les conditions d’utilisation. Pour utiliser le correcteur de manière
expérimentale, des méthodes de réduction de l’ordre existent mais génèrent des pertes
de robustesse ne faisant plus jaillir expérimentalement les avantages de telles méthodes.
1.5.3.3 La µ-synthèse
Dans cette méthode, le système de base est augmenté avec des LFT (Transformations
Linéaires Fractionnaires) pour représenter les incertitudes du système, qu’elles soient
structurées ou non-structurées (ces détails sont développés dans le chapitre 4). Toutes
ces incertitudes sont regroupées sous la forme d’un unique bloc ∆(p) Fig. 1.18. Cela
permet d’étudier la stabilité et même la performance robuste du système.
La µ-synthèse allie le concept de valeur singulière structurée [Ala99] (Technique ex-
pliquée au chapitre 4) et la technique de commande H∞. Aujourd’hui, afin de calculer
un régulateur K(p) par l’approche H∞ et qui valide les critères de stabilité ou de per-
formances de P(p) par l’approche de la valeur singulière structurée, il est nécessaire
d’adopter un algorithme utilisant la D − K itération car aucune solution explicite à ce
problème n’a été trouvée.
[Bar05] essaye cette technique sur un système deux masses avec incertitude et élas-
ticité. L’article fait apparaître l’impossibilité d’avoir à la fois une robustesse envers la
variation paramétrique et la perturbation de charge. De plus, les correcteurs déduits
de cette approche ont un ordre encore plus élevé que ceux de la commande H∞ à
cause du modèle plus complexe. Cette méthode pose donc les mêmes problèmes que la
commande H∞.
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Néanmoins, la partie analyse de robustesse est intéressante car elle permet de prou-
ver théoriquement une stabilité en robustesse. Les régulateurs classiques ne proposent
pas intrinsèquement cet avantage. Ajoutée à la conception de la commande, elle per-
mettra d’améliorer la technique de conception comme démontré au chapitre 4.
1.5.3.4 La commande CRONE
La commande CRONE (Commande Robuste d’Ordre Non Entier) cherche à garder
la stabilité du système en maintenant un "degré de stabilité". Ce "degré de stabilité"
est calculé par rapport au maintien des performances fréquentielle ou temporelle du
système. Il consiste en une fonction variant par rapport à l’amortissement et aux réso-
nances en asservissement et en régulation. La commande CRONE se décline en trois
générations au fil des évolutions de la dernière décennie [Ous99].
Lors des variations d’un système, la marge de phase de celui-ci varie à cause d’une
modification de la fréquence de coupure et une variation de la phase. Le régulateur
CRONE de première génération essaye de garder cette marge de phase constante autour
de la fréquence de coupure entre deux bornes
[
ωa ωb
]
. La phase à ajouter n’étant pas
constante et pas forcément égale à la phase d’une fonction de transfert d’ordre entier, la
commande CRONE s’appuie sur l’utilisation de fonctions de transfert d’ordre non entier.
Bien entendu, la largeur de l’espace
[
ωa ωb
]
détermine la robustesse du régulateur.
Cette version a été utilisée pour le contrôle en vitesse d’une MASAP [Cau00]. Les
résultats montrent que ce régulateur ne convient que pour quelques variations para-
métriques. Les auteurs ont montré que ce type de contrôle est robuste en terme de
dépassement (lié à la phase) mais jamais en temps de réponse (lié au gain).
La troisième génération a été utilisée avec un observateur de Luenberger sur un
système quatre masses [Pul05]. L’observateur estime le couple de perturbation et la
vitesse angulaire de la charge mécanique. Le régulateur CRONE est défini à partir de
trois termes (identique à un PID). Les résultats expérimentaux prouvent le maintien de la
robustesse. Par contre, à cause des dérivées non-entières, le calcul du régulateur CRONE
s’avère souvent délicat. En effet, il est impossible de calculer arithmétiquement une
dérivée non entière. Une approximation à l’aide de régulateurs entiers placés en cascade
donne le même comportement mais leur nombre est directement proportionnel à la
largeur de l’intervalle
[
ωa ωb
]
. Ainsi, la dimension du régulateur expérimental devient
grande et problématique lors de la discrétisation avec la dispersion des fréquences de
coupure.
1.5.4 La reconstruction de variables
Fréquemment, les systèmes ne permettent pas, pour des raisons de coût et de fiabilité,
la mesure de toutes les variables nécessaires à leur contrôle. La nécessité de trouver des
palliatifs a amené plusieurs solutions aux degrés de complexité différents suivant le
besoin.
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Figure 1.19 – Schéma d’un observateur de perturbation.
Bien souvent, la sortie et la commande sont connues. Dans le cadre d’une commande
classique par régulateur polynômial, seules les perturbations doivent être connues pour
accélérer ou robustifier le système. Ce sera le cas de la première structure présen-
tée. Quand des systèmes utilisent des retours d’états, toutes les variables doivent être
connues pour réaliser la commande. L’observateur de Luenberger a été créé pour rem-
plir ce rôle. Enfin, dans le cadre de mesures bruitées ou de modèle mal défini, Kalman
a créé un filtre du même nom pour permettre une reconstruction plus fiable. D’autres
structures non-linéaires (mode glissant...) existent mais ne sont pas présentées ici.
1.5.4.1 L’observateur de perturbation
Ce type d’observateur fut le premier à être mis en œuvre dans les entraînements
pour détecter et compenser les frottements secs présents dans tout système mécanique.
[Lee06] montre une application de ce type d’observateur suivant le schéma de principe
affiché sur Fig. 1.19.
Le principe consiste à comparer la sortie mesurée d’un système (ici sa vitesse) à celle
déduite d’un modèle nominal. L’écart est passé au travers d’un régulateur de type PI
pour fixer la dynamique de l’observateur et atteindre une erreur en régime permanent
nulle. Une fois l’écart entre les deux vitesses annulé, la bonne valeur du couple ajouté
est déduite dans le schéma de commande. Cela permet de compenser cette perturbation
plus rapidement qu’avec le régulateur de la structure grâce à l’action directe.
Une autre option consiste à utiliser le modèle inversé et de le comparer avec l’entrée
[Pio92, Kat05]. Les modèles inversés sont souvent non causaux et utilisent des dérivées
fortement pénalisantes en bruit. Dans ce cas, l’observateur doit être filtré par un filtre
passe-bas en hautes fréquences pour rendre le système causal et filtrer les bruits en
hautes fréquences. La dynamique de l’observateur est en partie fixée par ce filtre.
Ce type d’observateur est fortement dépendant des paramètres pour converger vers
une valeur exacte. Mais, il peut servir lors de variations de paramètres, non comme
organe de mesure, mais pour tendre en permanence vers le même type de réponse en
apportant une correction (compensation) au couple de commande.
D’autres structures de ce type d’observateur accouplé à un algorithme d’apprentis-
sage ont été testées sur des machines d’enroulement de matériaux élastiques [Bod04].
Elles annulent ainsi de manière beaucoup plus efficace les perturbations périodiques que
des compensateurs en boucle ouverte même lorsque la perturbation est parfaitement
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connue. En effet, l’adaptation permet une définition moins précise de la perturbation
pour une compensation tout aussi bonne.
Ce type de structure permet malgré sa simplicité de prendre en compte avec une
étude appropriée l’effet des retards lors de l’application d’une perturbation extérieure.
Dans [Ber08], le dépassement et les oscillations générés par la présence d’une chaîne de
traction automobile sont compensés par ce type d’observateur aidé par un prédicteur de
Smith. Les retards engendrés par les jeux présents dans la boîte de vitesse et l’élasticité
de la transmission ainsi que la variation d’inertie induite par la charge transportée sont
amoindris par cette structure.
Néanmoins, ce type d’observateur souffre pour la structure prise en compte du
manque de mesure de la sortie. La méthode n’est donc pas utilisable ici mais a permis
la création de toutes les autres méthodes plus complexes.
1.5.4.2 L’observateur de Luenberger
Cet observateur plus complet que le précédent et introduit par Luenberger [Lue71]
permet d’appliquer la commande par retour d’état lorsque le système est observable.
En effet, fréquemment, seule la commande et une partie des variables d’état sont dispo-
nibles. Pour ceci, cet observateur, en s’appuyant sur la représentation d’état (1.19), doit
estimer les variables du système noté xˆ. La structure de cet observateur est de la forme : ˙ˆX = AXˆ + Bu + L(y − yˆ)yˆ = CXˆ + Du (1.26)
où le gain de correction L est appelé gain de l’observateur et constitue la grandeur de
réglage. (1.26) peut se réécrire sous la forme :
˙ˆx = (A − LC)xˆ + (B − LD)u + Ly (1.27)
Les valeurs propres de (A−LC) fixent la dynamique de l’observateur identiquement
aux retours d’état. Pour assurer un découplage entre la commande et l’observateur, les
valeurs propres doivent être choisies plus rapides pour éviter qu’elles n’interfèrent sur
la commande.
Les techniques à base de retours d’état sont de plus en plus utilisées pour leurs
performances et leur simplicité. L’observateur de Luenberger étant le pendant pour
l’observation du retour d’état, c’est la méthode la plus utilisée. Son modèle est souvent
augmenté avec une perturbation pour inclure les effets des observateurs de perturbation
[dS07].
Mais, ce type d’observateur néglige l’effet des incertitudes sur le modèle et la pré-
sence de bruit. Il devient donc rapidement instable lorsqu’un des effets cités ci-avant
survient. D’autres techniques ont vu le jour pour pallier ce problème, notamment le
filtre de Kalman décrit par la suite.
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1.5.4.3 Le filtre de Kalman
Le filtre de Kalman est un filtre stochastique optimal permettant d’extraire les va-
riables d’état d’un système incertain et aux mesures bruitées (1.28) décrit pour la pre-
mière fois dans [Kal61]. Dans ce modèle, A,B,C,D,u,X représentent les éléments de la
représentation standard. w ∈ Rn et v ∈ Rq sont les variables stochastiques (bruits).{
X˙(t) = A(t)X(t) + B(t)u(t) + w(t)
y(t) = C(t)X(t) + D(t)u(t) + v(t)
(1.28)
Pour que ce filtre réalise les mêmes opérations que l’observateur de Luenberger,
quelques hypothèses doivent être vérifiées [Ste03] : il convient que la paire (A,C) soit
observable et que les bruits w et v soient blancs et gaussiens. Cela implique qu’ils ont
une moyenne nulle et respectent une loi normale avec un écart-type défini et que leur
covariance soit nulle. Cela se traduit par les égalités (1.29) où Rk et Qk représentent les
variances des bruits sous formes matricielles. De plus, la dernière équation affirme que
leur covariance est nulle. 
E{v(t)vt(τ + t)} = Rkη(τ)
E{w(t)wt(τ + t)} = Qkη(τ)
E{w(t)vt(τ + t)} = 0
(1.29)
La structure des équations gérant le filtre de Kalman est identique à celle d’un
observateur de Luenberger (1.26). Les objectifs de calcul des gains sont différents : ici, le
critère (1.30) est minimisé au lieu d’effectuer un placement de pôles. ε symbolise l’erreur
de l’observateur et Pk(t) la covariance de cette erreur.
J(t) =
t∑
0
E(ε(t)tε(t)) = trace(Pk(t)) (1.30)
Le calcul de Pk(t) [Ste03] amène à résoudre l’équation algébrique de Riccati (1.31) :
P˙k(t) = (A(t) − L(t)C(t))Pk(t) + Pk(t)(A(t) − L(t)C(t))t + w(t) + L(t)v(t)L(t) (1.31)
Pour minimiser la covariance Pk(t), sa trace doit être minimisée. Cette matrice étant
symétrique et semi-définie positive, le minimum est atteint lorsque sa dérivée est nulle.
Tous les éléments de (1.31) sont connus sauf L (Gain de Kalman). L’objectif est de trouver
L rendant P˙(t) = 0. La solution est donnée par (1.32).
∂P˙k(t)
∂L(t)
= −Pk(t)Ct(t) − Pk(t)Ct(t) + 2L(t)Rk ⇒ L = Pk(t)Ct(t)Rk−1(t) (1.32)
Les gains de Kalman évoluent généralement au cours du temps. Cette évolution
génère un surplus de temps de calcul pouvant limiter son implantation avant les calcu-
lateurs modernes. Aujourd’hui, par contre, Kalman est très largement diffusé.
Cette structure a été utilisée avec succès [Ji95] pour la régulation en vitesse d’un
système deux masses. Néanmoins, les auteurs font ressortir la difficulté de choisir les
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matrices Qk et Rk. Le plus souvent elles sont choisies par une phase d’essais-erreurs. Cet
aspect du filtre de Kalman sera plus détaillé dans le chapitre 3.
Les systèmes à paramètres largement variants ne sont pas pris en compte a priori
par ce filtre. Au fil du développement de la capacité de calcul, une nouvelle version
de ce filtre est apparue. Les paramètres incertains tels que la raideur ou l’inertie d’un
système sont inclus en tant que variables d’état dans le filtre [Sza08]. Cela augmente
l’état et modifie la solution du filtre pour assurer la minimisation de l’erreur de la
covariance. De plus, à cause de certains problèmes numériques, la reconstruction des
paramètres doit être figée lorsque ceux-ci deviennent constants. La complexité de ce type
de filtre étendu aux paramètres requiert la présence d’un expert. Il est peu probable qu’ils
soient utilisés tels quels dans l’industrie. Néanmoins la structure de base utilisée sur un
système aux variations paramétriques bornées peut apporter une solution intéressante
pour augmenter la robustesse.
1.6 Conclusion
Les servo-entraînements actuels demandent des performances toujours plus élevées
pour une conception mécanique plus légère. Suite à la description et à la modélisation
d’un tel système flexible, il est apparu évident par l’appui d’exemples concrets (robot,
laminoir...) que ceux-ci, de part leur environnement et l’usure, subissent des variations
paramétriques générant des performances dégradées.
Afin de pallier les problèmes mécaniques, plusieurs lois de commande ont été créées
en utilisant des approches classiques ou modernes tenant compte de ces incertitudes. Il
est apparu que celles-ci amènent souvent plus de problèmes qu’elles n’en résolvent par
l’apport de définition et de régulateur sans cesse plus complexes et difficiles à mettre en
œuvre.
Nous sommes restés avec des commandes linéaires. Les commandes non linéaires
sont également performantes mais de part leur nature discontinue posent d’autres pro-
blèmes. Elle complexifient l’implantation et la synthèse d’un régulateur compromettant
ainsi les bases du travail énoncées dans l’introduction. en conséquence, elles ne sont pas
traitées dans ce travail.
La ligne directrice de ce manuscrit est de décrire non seulement une architecture de
commande utilisant des structures connues et éprouvées mais en plus, elle doit rester
simple à réaliser et garder un maximum de robustesse par rapport aux incertitudes. La
démarche est en outre générique et adaptable à un système quelconque. Un exemple
pratique est réalisé sur un asservissement en vitesse d’une MASAP entraînant une charge
flexible où de multiples paramètres varient (inertie, raideur, frottement visqueux, couple
extérieur).
Avant de rentrer dans le détail de la loi de commande dans le chapitre 3 et sa
méthode de synthèse dans les chapitres 4 et 5, le système expérimental va être détaillé
au chapitre 2.
Chapitre 2
Le dispositif expérimental
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2.1 Introduction
La réalisation d’un système expérimental représente un défi ; il doit à la fois corres-
pondre à l’application visée (ici, un système deux masses aux paramètres incertains)
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et être assez générique pour accepter plusieurs approches qui peuvent être totalement
différentes. Dans ce cas précis, la partie mécanique est complètement connue mais doit
être instrumentée de manière complète afin d’autoriser les comparaisons entre les simu-
lations et les expériences ou d’autres lois de commande. L’organe de calcul doit respecter
ces mêmes contraintes, l’objectif étant d’obtenir un maximum de modularité pour avoir
des comparaisons pertinentes entre structures de commande et d’observation.
Le dispositif expérimental réalisé durant la thèse correspond à ces exigences. Afin
de l’associer le plus en amont possible aux résultats et de dresser ses potentialités, il sera
ici examiné de manière macroscopique en premier. Puis, chaque partie sera détaillée
plus précisément en commençant par la chaîne de puissance électrique puis mécanique.
Une troisième partie se consacrera à l’étude des capteurs mis en place. Ensuite, la
carte de commande et l’Interface Homme-Machine (IHM) associée seront décrites avant
d’expliquer le schéma de commande et la procédure d’initialisation au démarrage. Enfin,
la synthèse des PIs de courant sera explicitée.
2.2 Description générale
La plate-forme expérimentale utilisée durant la thèse est une évolution de celle créée
pour [dS07]. Le synoptique Fig. 2.1 montre les transferts d’informations, d’énergie et les
différents éléments composant la plate-forme. Trois grand blocs fonctionnels peuvent
être distingués dont les deux premiers ont été réutilisés et le troisième créé :
– Le système de puissance
– Le système électromécanique
– Le système de commande
Toutes ces parties peuvent être clairement identifiées sur la Fig. 2.2. En suivant la
hiérarchie apparaissant sur le synoptique, la partie commande est réalisée par le PC
et la carte DSPACE intégrée. La communication entre cette partie décisionnelle et les
actionneurs transite par le rack disponible sur la partie médiane de l’armoire électrique.
La partie commande envoie des ordres au système de puissance pour imposer les va-
riables énergétiques contrôlables. Cette chaîne électrique est insérée entre le réseau et
le moteur électrique permettant de moduler le flux d’énergie. Une source de tension
continue alimente une MASAP au travers d’un onduleur de tension afin de maîtriser
le couple et donc la vitesse. Cette partie est installée sous le rack de transmission des
signaux d’information comprenant les systèmes de sécurité avant la mise en puissance
(circuit d’arrêt d’urgence, organe de contrôle des sur-intensités) et l’onduleur de ten-
sion. Une desserte roulante contient l’alimentation continue avec alternostat. Une fois
l’énergie mise en forme, elle est utilisée par le système électromécanique afin d’asservir
sa vitesse. Cette partie a été utilisée telle qu’elle.
Présent sur la partie gauche de la Fig. 2.2, le système comprend une MASAP en-
traînant un axe via un accouplement réalisé par un ressort interchangeable. L’axe est
composé d’une paire de disques d’inertie connue et démontable, d’un frein à poudre
commandable et d’une machine à courant continu reliée à une résistance ajoutant un
frottement visqueux réglable. L’association des disques d’inertie, du ressort et de la
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Figure 2.1 – Synoptique de la plate-forme expérimentale.
Figure 2.2 – Vue générale du dispositif expérimental.
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machine à courant continu va rendre possible les variations paramétriques et permettre
de tester les effets des incertitudes modélisées au paragraphe 1.4.2. Ici, commence le
système créé et réalisé durant le travail de recherche. L’association des éléments méca-
niques décrits ci-dessus vont permettre de visualiser les comportements visibles sur les
systèmes cibles modélisables par un système à deux masses.
Enfin, pour fermer la boucle d’asservissement et vérifier la précision des lois de
commande, un retour d’informations est nécessaire. Une série de capteurs accomplit
cette tâche :
– Deux capteurs de courant mesurant les courants statoriques.
– Un capteur de tension procurant la tension du bus continu.
– Un résolveur acquérant la position du moteur.
– Un codeur incrémental sauvegardant la position de la charge.
– Un couplemètre donnant le couple de frottement appliqué par le frein à poudre.
Les performances de cette plate-forme sont liées aux éléments la constituant. Pour en
connaître les valeurs et les limites, chaque élément va être décrit dans les paragraphes
composant ce chapitre.
2.3 Le système de puissance
Le système de puissance a pour but de transformer l’énergie absorbée du réseau en
puissance mécanique. Cette chaîne de transformation est composée de trois éléments :
une source de tension continue, un onduleur de tension et enfin une MASAP.
La pièce maîtresse de cette installation est un montage didactique SEMIKRON (voir
Fig. 2.3) installé dans l’armoire électrique. Il est composé d’un redresseur à diode, d’un
onduleur de tension et d’un hacheur de freinage. La caractéristique modulaire de ce
montage autorise l’emploie séparé de chaque sous-partie (voir bornier de commande
de chaque driver). Plusieurs structures d’alimentation sont donc possibles. L’onduleur
peut être alimenté à partir du redresseur interne ou d’une source externe.
La nécessité d’installer une inductance de lissage et une résistance de pré-charge
pour l’utilisation du redresseur a incité à choisir l’option d’une source d’alimentation
préfabriquée réglable. Le hacheur est quant à lui commandé de façon à maintenir l’éner-
gie stockée dans les capacités de filtrage (c.-à-d. la tension du bus continu) en dessous
d’un niveau critique de 600 V (valeur maximale du bus de tension). Lors d’un dépasse-
ment de cette tension, les capacités sont connectées à un banc de résistances. La valeur
maximale du courant de ligne transitant par l’onduleur est limitée à 30 A.
La source de tension continue est constituée d’un transformateur variable connecté
à un redresseur à diodes. Le courant de sortie est par la suite filtré par une série d’induc-
tances. Le filtrage de la tension est effectué au sein de l’onduleur. Le dernier avantage
de l’utilisation pour la plate-forme expérimentale d’une telle source de tension est de
permettre des essais sous tension réduite lors de la mise en place des différentes parties.
Au final, la tension continue délivrée par la source peut varier entre 0 V et 300 V.
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Figure 2.3 – Dispositif didactique SEMIKRON.
2.3.1 L’onduleur de tension
L’onduleur de tension est constitué de trois bras utilisant deux interrupteurs de type
IGBT, bidirectionnels en courant, commandés à l’amorçage et au blocage. La stratégie de
modulation employée est la Modulation par Largeur d’Impulsion MLI symétrique, avec
une porteuse de fréquence fm de 15 kHz. Cette fréquence représente celle employée par
les servo-entraînements modernes. Les drivers SKHI22 qui commandent chaque bras de
l’onduleur sont alimentés avec une tension continue de 15 V. Les signaux de commande
des drivers (les ordres de commutation) sont de type C-MOS (0 − 15 V). En cas de faute
d’alimentation ou d’une erreur des signaux de commande, les drivers sont bloqués et
un signal d’erreur est généré. Tant que le signal d’erreur n’est pas annulé, l’onduleur est
bloqué assurant la sécurité de l’ensemble.
Les modules de puissance SKM50GB123D qui contiennent les interrupteurs IGBTs
sont protégés contre des surtensions grâce à une résistance de "grille". L’objectif de la
résistance de grille Rg est de limiter la vitesse d’établissement du courant, évitant ainsi
les surtensions induites par les inductances parasitaires (câbles). Le choix d’une valeur
importante de Rg a comme effet la protection des IGBTs contre les surtensions à l’ou-
verture dans le cas d’un court-circuit, en contrepartie les pertes de commutation sont
augmentées. Le driver SKHI22 est capable de détecter un court circuit en approximati-
vement 4µs. L’IGBT peut supporter un courant de court circuit de 10 fois la valeur de
courant maximale (10 × 50 A), avec une tension de (1200 V), pendant 10µs.
Un dernier module de sécurité est intégré à cet onduleur pour le protéger contre les
courts-circuits directs lors d’une fermeture ou ouverture d’un IGBT d’un même bras.
Un temps mort est généré à chaque changement d’état inhibant de fait les signaux
de commande appliqués aux drivers. L’onduleur SEMIKRON possède un temps mort
de 6µs. Comparé à la période de découpage choisie (Td = 66.67µs), le temps mort
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Paramètre Valeur Unité
Vitesse mécanique nominale 3300 tr.min−1
Vitesse mécanique maximale 8000 tr.min−1
Couple nominal 7, 4 N.m
Couple maximal 63, 9 N.m
Courant nominal 9, 25 A(RMS)
Courant maximal 79, 6 A(RMS)
Puissance nominale 2556 W
Constante de F.E.M. 0, 5 V.s.rd−1
Constante de couple 0, 8 N.m.A−1
Résistance 0, 8 Ω
Inductance 2, 2 mH
Moment d’inertie 0, 74 10−3.kg.m2
Paires de pôles 4
Table 2.1 – Paramètres fabricant du moteur synchrone.
Paramètre Valeur Unité
Tension d’alimentation maximale 10 V
Fréquence d’excitation maximale 15 kHz
Erreur électrique ±10 min
Moment d’inertie 0, 0123 10−3.kg.m2
Table 2.2 – Paramètres fabricant du résolveur.
correspond à 10% de cette période. Néanmoins, les futurs essais démontreront qu’il n’a
que peu d’influence sur les paramètres mécaniques. Cependant il déforme tout de même
les grandeurs électriques induisant des harmoniques non désirables. Dans le cadre d’une
application industrielle, des techniques de compensation de ces temps morts devront
être mises en œuvre. Un exemple est appliqué à cette structure dans [dS07]
2.3.2 La MASAP
Située à l’interface entre le système de puissance et le système mécanique, la machine
synchrone à aimant permanent est le convertisseur électro-mécanique. Ce moteur est
directement accouplé à un capteur de position de type résolveur afin de simplifier la
mise en œuvre d’une commande par auto-pilotage.
Cet équipement (machine et résolveur) de type : BLS-114 est produit par Infranor.
Les paramètres de construction du constructeur sont fournis par les tables 2.1 et 2.2
respectivement pour la machine et le résolveur. La constante de temps du rotor et le
frottement visqueux ne sont pas donnés dans ce tableau car les valeurs données sont
erronées. Elles seront réévaluées dans le paragraphe 2.4.1 avec le système de fixation
des ressorts.
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Figure 2.4 – Vue détaillant les parties de la plate-forme expérimentale.
Vitesse Ω (rd.s−1) Couple du moteur (Nm)
25 0, 33
67 0, 44
Frottement visqueux 2, 6.10−3Nms.rd−1
Table 2.3 – Calcul du frottement visqueux de la partie Moteur.
2.4 Le système mécanique
Partie de la plate-forme expérimentale devant être gardée sous contrôle, le système
mécanique a été modélisé au paragraphe 1.4.1 en décrivant les variations le caractérisant.
Toutefois, un contrôle robuste, ou tout du moins performant, s’appuie sur une bonne
connaissance des paramètres. Les divers modules de cette partie mécanique visualisés
sur Fig. 2.4 vont être détaillés pour être entièrement définis.
2.4.1 Partie Moteur
Cette partie regroupe les éléments liés à la masse moteur du modèle Fig. 1.9 :
– Le moteur.
– Un flasque de fixation du ressort avec son axe.
– L’accouplement élastique avant le ressort entre le moteur et l’axe du flasque.
Les masses volumiques des matériaux utilisées sont connues. Les inerties associées
se déduisent donc par un calcul analytique. L’inertie du rotor du moteur est donnée
par le fabriquant dans la Table 2.1. Quant aux inerties du flasque, de l’axe et de l’ac-
couplement, elles sont données par un logiciel de CAO (Inventor). Jm est donc le cumul
de toutes ces inerties. L’accouplement a été choisi pour sa grande rigidité. Elle est donc
considérée comme infinie. Seul le frottement visqueux reste à définir. Le couple appli-
qué au moteur étant connu, la mesure de deux valeurs de ce couple (Table 2.3) permet,
pour une vitesse constante, de déduire les composantes de ce frottement scindé en deux
parties, le frottement visqueux et le frottement sec, par l’équation CemA = fmΩ + CrA.
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Vitesse Ω (rd.s−1) Couple du moteur (Nm)
43 1, 705
50 1, 81
Frottement visqueux 3, 6.10−3Nm
Frottement sec 2Nm
Table 2.4 – Calcul du frottement visqueux de la partie Charge.
2.4.2 Partie Charge
Le reste de la partie tournante de la plate-forme expérimentale est inclus dans cette
partie, excepté le frein à poudre dont les spécifications seront données dans le paragraphe
suivant. Cette partie est plus complexe à définir puisqu’elle modélise la partie incertaine
du système deux masses et surtout la partie créée et réalisée durant les travaux de
recherche. La précision de connaissance est donc liée intrinsèquement aux précisions
apportées lors de la conception et de la réalisation. La création de cette partie a donc
nécessité de nombreuse lecture et recherche sur la conception mécanique. Les inerties
sont définies par le calcul comme pour la partie moteur.
Néanmoins, les disques représentés sur Fig. 2.4 sont démontables et créent la plage
de variation suivante Jl =
[
19, 2 45
]
10−3kg.m2.
La variation de frottement visqueux est donnée par la machine à courant continu.
La borne minimale est identifiée de la même manière que le frottement de la partie
moteur, avec la mesure du couple à deux vitesses différentes (Table 2.4) avec l’équation
CemB = ( fl + fm)Ω + CrA + CrB.
Le couple de frottement sec est compté comme entièrement appliqué sur la partie charge
avec celui rajouté par le frein à poudre et est trouvé par Cr = CrA+CrB. La borne maximale
est imposée par la machine à courant continu connectée à une résistance dessinée sur
la Fig. 2.5. Ce frottement visqueux (fonction de la résistance) est calculable grâce aux
équations de base de la transformation électromécanique dans une MCC (2.1) et (2.2),
le schéma Fig. 2.5 est mis en équation (2.3). La constante de temps électrique de la
MCC étant largement inférieure à celle de la vitesse asservie, elle peut être négligée.
l’inductance de la machine à courant continu n’est pas prise en compte. Après cette
simplification, une relation de proportionnalité est trouvée entre le couple et la vitesse
(2.4). En réglant la valeur de la résistance Rpot, le frottement visqueux maximal sera
imposé. Ce réglage se fait en régime permanent en atteignant le courant produisant le
couple moteur nécessaire pour vaincre le couple de frottement visqueux voulu.
Ecc = kccωl (2.1)
Ccc = kccIcc (2.2)
kccωl =
Lcc
kcc
dCcc
dt
+
Rcc + Rpot
kcc
Ccc (2.3)
Ccc =
k2cc
Rcc + Rpot
ωl (2.4)
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Figure 2.5 – Schéma de la MCC connectée à la charge.
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Figure 2.6 – Dessin de l’accouplement rigide.
La dernière variation du système mécanique est la raideur. Deux montages sont
possibles :
– le premier visible sur Fig. 2.4 est constitué de deux flasques et d’un ressort.
– le second présenté par Fig. 2.6 permet la transmission rigide, il est composé d’un
accouplement flexible, rattrapant les écarts de position, d’un axe et d’un manchon
pour se connecter à la seconde partie de la charge. L’inertie du ressort est remplacée
par un disque fixé au flasque de la charge.
Dans le montage rigide, le manchon possède une rigidité considérée comme infinie.
La raideur de l’accouplement flexible étant difficilement mesurable avec les moyens du
laboratoire, la valeur du constructeur de 2000 Nm.rd−1 sera prise. La rigidité totale de ce
système est donc KTmax = 2000 Nm.rd−1.
L’autre système possède les mêmes caractéristiques de flexibilité, la rigidité est donc
imposée par le ressort. La raideur du ressort est déterminée par la fréquence propre
du système ωr. Un essai par sens de rotation est réalisé avec le moteur non alimenté
et l’arbre de charge bloqué. Manuellement, le ressort est contraint. Enfin, en relâchant
subitement cette contrainte, les oscillations de la Fig. 2.7 sont obtenues. Ce système suit
(2.5) du second ordre. Deux remarques sont à faire, la raideur est non linéaire suivant
le sens de rotation et suivant l’angle de torsion. La première assertion est vérifiée par la
mesure de deux fréquences propres différentes. La deuxième se vérifie avec la vitesse
qui n’est pas sinusoïdale. Ces variations sont dues aux imperfections des matériaux et
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Figure 2.7 – Oscillation de la position lors d’un lâcher du ressort.
de fabrication des ressorts ajoutées aux défauts d’alignements et de jeux présents sur la
maquette autorisant le changement de ces ressorts et leur montage sur les flasques. La
valeur déduite par la fréquence de résonance globale est suffisante pour la comparaison
des expérimentations à la simulation (voir Fig. 2.8). Par contre, les observateurs seront
instables si cette variation dynamique n’est pas prise en compte lors de la synthèse (voir
le paragraphe 4.5). En effet, la variation de raideur rend rapidement le système oscillant.
Jmθ¨m = −KTθm − θ˙m fm (2.5)
Après avoir été mis sous forme canonique, la fréquence de résonance de ce système
estωr =
√
KT
Jm
et nous donne une valeur de raideur variant entre
[
25 40
]
Nm.rd−1. Une
raideur de KTmin = 30 Nm.rd−1 est choisie. Néanmoins, la vitesse n’étant pas sinusoïdale
lors de ces essais, d’autres valeurs de raideurs plus élevées sont mises en jeu. Une grande
attention devra être portée lors de la gestion des observateurs sans variation de raideur
qui ne correspondrait donc pas à la réalité.
De plus, ce système de flasque possède des défauts d’alignement, de balourd et de
jeu. Cela limite la vitesse maximale de la maquette à 60 rd.s−1 afin d’éviter des vibrations
trop importantes de la structure. Le tableau 2.5 récapitule les valeurs des paramètres
mécaniques dont la variation d’un facteur 57 pour la raideur, 2, 4 pour l’inertie et 10
pour le frottement visqueux.
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Paramètres valeur Unité
Inertie partie Moteur 7, 28.10−3 kg.m2
Inertie partie Charge
[
19, 2 45
]
.10−3 kg.m2
Frottement visqueux partie Moteur 2, 6.10−3 Nm.s.rd−1
Frottement visqueux partie Charge
[
3, 6 36
]
.10−3 Nm.s.rd−1
Raideur
[
30 2000
]
.10−3 Nm.rd−1
Frottement sec 2 Nm
Vitesse maximale 60 rd.s−1
Table 2.5 – Liste des paramètres mécaniques de la plate-forme.
Paramètre Valeur Unité
Couple nominal 65 Nm
Couple minimal 0, 63 Nm
Moment d’inertie du rotor 2 10−3kg.m2
Puissance dissipée 250 W
Temps de réponse en boucle ouverte 250 ms
Gain en boucle ouverte 42.765 Nm.V−1
Temps de réponse en boucle fermée 50 ms
Dépassement 5 %
Gain proportionnel 0.2105 Nm.V−1
Gain intégral 0.09 s.V.Nm−1
Table 2.6 – Paramètres du frein à poudre.
2.4.3 Le frein à poudre
Dernier élément du système mécanique à être décrit, ce frein à poudre est destiné à
"charger" le moteur synchrone avec une dynamique non associée aux éléments passifs
mécaniques. Il produira un couple non-linéaire permettant de tester les structures sous
une perturbation extérieure.
Son principe de fonctionnement est simple : l’application d’un courant continu sur
la bobine du frein crée un champ magnétique agglomérant une poudre placée dans
l’entrefer. C’est la force de friction entre les particules de cette poudre qui crée le couple
résistant. Plus le champ est fort, plus les particules seront agglomérées augmentant le
couple Cl. Un capteur de couple (couplemètre) est monté sur la plate-forme mesurant le
couple appliqué sur l’arbre de la partie Charge. Ainsi, il est possible de réguler le couple
produit par le frein. Les paramètres de ce frein sont donnés dans la Table 2.6.
Une carte de commande est fournie avec ce frein. Elle met en forme les signaux
fournis par le couplemètre et dispose d’une alimentation en courant réglable pour le
frein. Afin de maîtriser le couple, deux modes de contrôle sont proposés, manuel ou
automatique. Le contrôle automatique s’appuie sur une logique de commande analo-
gique interne dont le temps de réponse de 0, 25 s est trop faible pour cette application.
A contrario, le mode manuel impose un courant d’excitation proportionnel à un poten-
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Figure 2.8 – Comparaison entre la simulation et l’expérimentation.
tiel d’entrée. La commande est réalisée de manière externe par la carte de commande
DSpace avec un régulateur PI. La mesure de couple et le potentiel de référence sont
connectés à une entrée et une sortie analogique. Les paramètres de la boucle fermée de
couple sont présentés dans la Table 2.6. Cependant, le couple nominal de ce frein est
neuf fois supérieur à celui du moteur. Ce surdimensionnement entraîne une perte de
précision et un temps de réponse de l’équipement assez faible.
2.4.4 Comparaison du modèle avec l’expérimentation
Après avoir identifié les paramètres du système, la Fig. 2.8 propose une comparaison
entre des résultats expérimentaux et simulés pour une variation d’inertie (cas où la
dynamique varie le plus). La référence est un échelon sur la vitesse de référence ωre f
de 30 rd.s−1 puis le système est soumis à un "échelon" de couple de perturbation de
5 Nm produit par le frein à poudre amenant la machine à produire son couple nominal.
La dynamique de l’échelon est bien représentée par le système (courbes a et b) tant
du point de vue de la vitesse que du couple moteur. Par contre, un écart est visible
pour le frottement visqueux. Dans le frein à poudre, lorsque celui-ci est bloqué, un jeu
difficilement mesurable est présent. L’écart peut s’expliquer par ce jeu entre le moment
où le champ magnétique agglomère les poudres et celui où la rotation de l’arbre les a
contraintes. En pratique, la référence de la perturbation en couple n’est donc pas un
échelon.
De plus, cette dynamique est la plus rapide à pouvoir être atteinte par le système
souple. Les jeux, les balourds au niveau de l’accouplement et la précision des mesures
empêchent des commandes en vitesse plus réactives.
2.5 Instrumentation
La précision et la reproductibilité de la mesure des valeurs revêtent une grande im-
portance dans la commande automatique pour déterminer les performances accessibles
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à un système. Le choix des capteurs et l’acquisition associée ont été effectués par un doc-
torant précédent [dS07]. L’amélioration de la plate-forme n’a amené aucun changement
dans ces capteurs. Cependant, les paragraphes suivants vont décrire les capteurs et leur
performance.
2.5.1 Mesure des courants
La mesure des deux courants statoriques (Ia et Ib) pour l’auto-pilotage de la MASAP
est réalisée grâce à des capteurs à effet Hall du type LEM LA55-P. Ces capteurs possèdent
une bande passante de 200 kHz et un rapport de transformation de 10−3. La mesure
analogique ne peut être réalisée qu’en tension. Suivant l’amplitude du courant mesuré,
une image de ce courant est donc disponible à la sortie du capteur. Une résistance de
charge, dont la valeur est calculée pour obtenir une tension entre 0 et 5 V (amplitude de
la mesure analogique) et câblée à la sortie de la bobine, transforme la sortie du capteur
en tension. Cette sortie est reliée à une entrée analogique de la carte de contrôle par un
câble coaxial blindé.
La mesure de deux courants est suffisante : le réseau et le moteur étant équilibrés
et à neutre non relié, la somme des courants statoriques est nulle. Une addition nous
donnera le troisième courant.
2.5.2 Mesure de tension
La mesure de tension du bus continu est aussi effectuée par un capteur à effet Hall.
Conçu pour une tension maximale de 600 V, une carte conditionne le signal pour qu’il
ne dépasse pas 5 V en sortie. La connexion à une entrée analogique passe aussi par un
câble coaxial blindé.
2.5.3 Le couplemètre
Le couple du système de freinage est mesuré au travers d’un couplemètre TRS50 du
fabricant Merobel. Il est fixé directement sur le frein à poudre du même fabricant. Ce
couplemètre étant dimensionné pour le frein à poudre, le couple maximal mesurable est
de 50 Nm, ce qui correspond à 7 fois le couple nominal de la MASAP.
Une carte d’adaptation des signaux est fournie par le constructeur. Un calibrage doit
être effectué afin de prendre en compte les frottements secs et permettre un étalonnage
de la tension de sortie entre 0 et 5 V pour une mesure entre 0, 6 et 50 Nm. La sortie en
tension est branchée sur la carte de contrôle à une entrée analogique.
2.5.4 Le résolveur
La mesure de position du moteur doit être connue à tout moment et dès le démarrage
de l’asservissement pour permettre un fonctionnement correct de l’auto-pilotage. De ce
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Figure 2.9 – Schéma d’un codeur de type résolveur.
fait, un codeur de type résolveur réalise cette mesure. Son principe de fonctionnement est
illustré par Fig. 2.9. Deux circuits magnétiques en quadrature (B1 et B2) au stator réalisent
la mesure absolue et au rotor, un autre enroulement (B3) crée un champ magnétique à
haute fréquence. L’absence d’électronique et de contact glissant rend ce capteur compact
et robuste (intégré dans la machine) et surtout lui confère une longue durée de vie.
Son fonctionnement est simple. L’excitation de l’enroulement du rotor par un signal
sinusoïdal à 10 kHz va créer aux bornes de B1 et B2 deux signaux à la même haute
fréquence dont l’amplitude varie respectivement suivant cos(θm) et sin(θm). En mesurant
l’amplitude des tensions U1 et U2, la position est déduite.
L’utilisation très répandue de ce capteur grâce aux avantages cités précédemment a
permis à des fabricants d’électronique de concevoir et de produire industriellement des
circuits intégrés contenant toute la logique nécessaire pour générer le signal haute fré-
quence et définir la position à partir des mesures. Le composant AD2S1200 du fabricant
Analog Device est utilisé dans une carte interfaçant le résolveur avec le bus d’entrée
numérique de la carte de contrôle. La mesure donnée par ce composant est d’une pré-
cision de 12 bits. De plus, deux signaux d’erreur sont disponibles et renvoyés à la carte
de contrôle pour stopper le système en cas de défaut de mesure.
En outre, ce composant possède une fonction de mesure de la vitesse. Cependant,
l’amplitude de 12 bits est utilisée pour une vitesse variant entre −10000 et 10000 tr.min−1
donnant une précision de 4, 1 rd.s−1. Cette précision est insuffisante pour les vitesses
atteignables par la plate-forme expérimentale. La vitesse sera calculée par une autre
méthode.
2.5.5 Le codeur incrémental
La connaissance de la position de la charge lors de ce travail est importante pour
autoriser le calcul de l’écart de position ∆θ et de la vitesse de la charge nécessaire à
la loi de commande par retour d’état. La raideur n’étant pas infinie, les positions de
la charge et du moteur ne sont pas les mêmes lorsqu’un couple est transmis. Pour les
autres commandes "sans capteur", elle est utile pour la comparaison des résultats car
même si elle n’est pas utilisée, cette vitesse demeure celle qui doit être contrôlée de
manière "robuste". La mesure est relevée par un codeur de type incrémental installé en
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Paramètre Valeur Unité
Tension d’alimentation maximale 5 V dc
Fréquence de commutation 300 kHz
Résolution 3600 point.tr−1
Vitesse maximale 10000 tr.min−1
Moment d’inertie 1, 4510−6 kg.m2
Table 2.7 – Paramètres du codeur incrémental.
bout d’arbre dont les caractéristiques sont décrites dans le tableau. 2.7
La tension d’alimentation étant compatible avec la carte de contrôle, le codeur est
directement relié à un port de la carte de contrôle DSpace possédant les circuits gérant
un tel capteur. Ce circuit enregistre l’évolution de la position, mais ne permet pas de
fournir la position initiale. Par conséquent, une procédure d’initialisation est nécessaire
pour avoir une position valide.
Ce codeur possède une autre sortie logique appelée "top zéros". A chaque tour,
lorsque l’arbre arrive à cette position, un bit est amené à 1. La procédure d’initialisation
décrite au paragraphe 2.6.4 utilise ce bit.
2.6 La partie commande
L’instrumentation et la partie mécanique étant entièrement définies, les spécifications
de la partie commande peuvent être choisies. Dans cette partie, les propriétés de la carte
choisie sont décrites avec les méthodes de programmation et l’interface mises en œuvre.
2.6.1 La carte de commande
La carte de commande choisie est une carte d’acquisition temps réel DS1104 du
fabricant DSpace basée sur la technologie PowerPC implantée sur un port PCI d’un
PC. Elle possède un jeu complet d’entrées et de sorties de plusieurs types (A/N, N/A,
numérique, entrée pour codeur, gestion des signaux MLI...) dont les caractéristiques
principales sont fournies dans la Table 2.8. Deux parties distinctes composent cette carte :
– Un powerPC exécute le programme de régulation principal en acquérant les don-
nées via les entrées analogiques et numériques et affecte les sorties les moins
dynamiques ou asynchrones.
– Un DSP affecte des sorties numériques contrôlant les drivers des interrupteurs
d’électronique de puissance à partir des rapports cycliques.
Cela permet d’affranchir le PowerPC de la gestion des signaux de commande de l’on-
duleur car cette opération est gourmande en temps de calcul mais pas en puissance de
calcul en raison de la haute fréquence d’exécution de ces programmes.
Une autre spécificité de cette carte est la possibilité de développer les algorithmes
sous Matlab/Simulink. Une bibliothèque spéciale a été créée (la Real-Time-Interface) conte-
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Paramètre Spécification
Processeur principal MPC8240 avec noyau 64 bits cadencé à 250 MHz
Mémoire 32 Mo de SDRAM et 8 Mo de mémoire flash
Conversion A/N 4 chaînes parallèles de 12 bits et une chaîne multiplexée de
4x16 bits.
Temps de conversion : 800 ns et 2µs
Conversion N/A 8 chaînes parallèles de 16 bits en ±10 V
Entrée numérique 20 bits parallèles avec affectation en entrée ou en sortie
Interface de codeur
incrémental
2 chaînes indépendantes pour codeur de type TTL ou RS422
d’une résolution de 24 bits
DSP esclave Gestion de l’interface MLI à 10 sorties et 4 entrée TTL
Table 2.8 – Caractéristiques principales de la carte DS1104.
nant des blocs autorisant une configuration graphique des différentes entrées et sorties
du système. Ensuite, la RTI et le Real-Time Workshop de Matlab génèrent de façon auto-
matique le code et l’implantation du programme au sein de la carte de contrôle DS1104.
Ce logiciel étant largement utilisé pour la simulation des systèmes, la commande dé-
veloppée en simulation est directement réutilisée dans le logiciel d’expérimentation en
remplaçant le modèle de simulation par les blocs d’entrée/sortie adéquats.
Cette carte offre en outre la possibilité d’avoir plusieurs périodes d’interruption
nécessaires pour le contrôle des systèmes avec des boucles de différentes dynamiques.
Deux fréquences d’interruption sont paramétrées : la plus rapide de 15 kHz qui rafraîchit
les buffers de la mesure de la position du moteur, puis, une de 7, 5 kHz pour l’implan-
tation du régulateur de courant et de la commande. Une fréquence si importante est
nécessaire pour bien échantillonner les pôles rapides des observateurs.
La somme de tous ces avantages (modularité, facilité de mise en œuvre) fait de cette
carte un allié de poids pour l’exploitation de plate-forme expérimentale en robotique,
automobile, génie électrique...
2.6.2 Mesure de la vitesse Moteur et Charge
La mesure de la vitesse moteur est d’une importance cruciale pour cette application
car elle constitue la seule mesure mécanique de ce système. Celle de la vitesse charge
n’est nécessaire que dans l’optique d’une comparaison de performance et non dans le
cadre de la réalisation de la commande. Néanmoins, identiquement aux cas industriels
proposés dans le paragraphe 1.2, la plate-forme expérimentale ne dispose que de la
mesure des positions. Plusieurs méthodes, une intégrée dans le composant AD2S1200 ou
un algorithme proposé dans [Mer08] utilisant des mesures à des instants précis pour une
plus grande précision, sont possibles. Cependant, le manque de précision ou une trop
grande complexité ont dirigé le choix vers un calcul de la vitesse en dérivant la position.
Néanmoins, l’utilisation d’une méthode si simple, à la fréquence d’échantillonnage et
avec les codeurs utilisés, ne permet d’obtenir que des précisions de 2, 87 et 3, 27 rd.s−1
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Figure 2.10 – Schéma-bloc de la régulation de courant dans le repère de Park.
respectivement pour la vitesse du moteur et de la charge.
Pour améliorer ces performances, deux solutions sont apportées. Dans le cas d’une
commande directe par retour d’état, une moyenne glissante sur quatre échantillons est
appliquée augmentant la précision artificiellement par quatre. Par contre, un retard est
inséré par cette moyenne. Dans le cadre de la commande par les observateurs, ceux-ci
étant insensibilisés par rapport aux bruits de mesures, aucune moyenne n’est insérée.
Cela évite tout retard supplémentaire dans la boucle de contrôle.
2.6.3 Les PI de courants
Le problème abordé dans ce manuscrit est lié au contrôle de la vitesse de la charge
d’un système flexible. Toutefois, la mise en rotation de cet ensemble nécessite un moteur
électrique. Le schéma de contrôle adopté pour la commande de la machine et dessiné en
Fig. 1.15 impose deux boucles fonctionnant de concert. Le courant imposant le couple,
ce premier doit être maîtrisé avant toute conception d’un régulateur de vitesse.
Les paramètres électriques du moteur sont connus et considérés comme constants.
Aucune notion de "robustesse paramétrique" n’entre en jeu ici. Deux régulateurs PI
classiques (2.6) sont implantés pour gérer cette boucle d’asservissement. Kpc est le gain
proportionnel et Tic le gain intégral de ce régulateur.
GPI = Kpc
Ticp + 1
Ticp
(2.6)
La régulation est représentée par Fig. 2.10. Primo, la fréquence de commutation de
l’onduleur étant supérieure à la bande passante qui sera imposée par la boucle de cou-
rant, le gain statique et les retards de l’onduleur sont négligés. Secundo, la même action
de découplage ayant lieu entre le courant et la vitesse mécanique, la f.e.m. évoluant pro-
portionnellement à la vitesse du moteur sera compensée par l’intégrateur du régulateur
et est donc négligée.
Le système a été linéarisé, l’équation (2.7) représente la boucle fermée du système
avec l’équation canonique associée où ωc et ξc représentent respectivement la bande
passante et le dépassement de cette fonction de transfert.
GBFc =
1 + Ticp
1 + (
Tic
Kpc
Rs + Tic)p +
Tic
Kpc
Lqp2
≡ 1
1 + 2ξc
p
ωc
+
p2
ωc2
(2.7)
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Les coefficients du régulateur sont déterminés à partir des caractéristiques voulues
pour la boucle fermée par les équations (2.8) et (2.9).
Kpc = 2 ∗ ξcωcLq − Rs (2.8)
Tic =
2ξcωcLq − Rs
ω2c Lq
(2.9)
Le choix des paramètres de la boucle fermée se fait en considérant l’ensemble du
système et ses contraintes :
– Fréquence de découpage de l’onduleur (15 kHz).
– Bande passante de la boucle mécanique (environ 30 rd.s−1).
– Bruit de découpage.
Les bruits de découpage ayant une forte influence sur la stabilité globale, un régula-
teur avec un amortissement important et une bande passante faible a dû être implanté.
Ses caractéristiques sont données par (2.10).
ξc = 0, 8
ωc = 1000 rd.s−1( fc = 160 Hz)
Tic = 0, 0032 s
Kpc = 5.99 V.A−1
(2.10)
2.6.4 Procédure d’initialisation
Afin d’assurer le contrôle de ce système, deux parties requièrent une initialisation :
les capteurs de courant possèdent un offset qui doit être compensé et la position de la
charge mesurée par un codeur incrémental doit être définie au démarrage.
A cet effet, une procédure automatique et obligatoire d’initialisation a été créée
afin d’assurer la sécurité de l’opérateur et la reproductibilité des essais. Cette procédure
commence tout d’abord hors tension par une moyenne sur un grand nombre de périodes
d’échantillonnage de la mesure des courants de ligne. Les offsets sont ainsi compensés.
Ensuite, sans application de couple externe, l’arbre est mis en rotation lente en
contrôlant la vitesse moteur (une dynamique lente est nécessaire sinon le contrôle de
la charge ne serait pas assuré). Lorsqu’un front montant du "top zéros" du codeur
incrémental relié à la charge est détecté, la position moteur est relevée et appliquée
à la position charge. Maintenant, la position de la charge sera relative par rapport à cette
initialisation.
Une fois cette séquence faite, toutes les mesures sont accessibles avec une valeur en
accord avec la réalité. Les expérimentations peuvent maintenant être réalisées.
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Figure 2.11 – Interface homme-machine de contrôle de la carte DS1104.
2.6.5 Interface homme-machine
La programmation de la carte est aisée grâce à l’utilisation d’un programmateur
graphique via Simulink. La même philosophie est adoptée pour le contrôle en temps
réel de la carte. Un logiciel d’interface nommé ControlDesk fournit toutes les fonctions
nécessaires au contrôle, à l’acquisition des données et à la modification des paramètres
en temps réel. Ces données peuvent être sauvegardées pour une exploitation directe par
Matlab.
En exemple, la figure. 2.11 montre l’écran de contrôle lors du test du retour d’état
robuste. A l’aide de cet environnement, les gains de la commande sont modifiables. La
séquence d’initialisation peut être lancée ainsi que l’application des références de vitesse
et de couple. L’exécution du programme peut être stoppée ou démarrée. Au centre, une
série de graphes affiche en temps réel la valeur des variables acquises pour appréhender
à chaque instant l’état du système.
2.7 Conclusion
La modularité exigée pour représenter les systèmes et les attentes du chapitre 1 est
atteinte par cette plate-forme expérimentale. La nécessité d’obtenir une plate-forme sé-
curisée et aisément transformable a représenté un réel défi délicat à réaliser. De plus,
comprendre les interactions entre les problèmes rencontrés et leur résolution ont repré-
senté une source d’expériences non négligeables dans l’amélioration et l’orientation des
travaux théoriques. En effet, la compréhension des non-linéarités de raideur, des jeux
de fonctionnement ont permis d’aboutir à une méthode de synthèse stabilisant cette
plate-forme en toute situation.
Les éléments assemblés proviennent de fabricant fournissant le monde industriel.
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Les performances mécaniques obtenues sont comparables avec celles de systèmes cités
en exemple au chapitre 1. Une transposition des performances des lois de commande
sera réalisable.
Lors de ce chapitre, toute la plate-forme a été décrite hormis l’implantation des
lois de commande. Le chapitre suivant est centré sur la loi de commande et les obser-
vateurs développés durant ce travail. Chaque implantation de loi de commande sera
donc expliquée dans le chapitre correspondant liée à une analyse des performances par
des résultats expérimentaux. Ces descriptions commencent dès le chapitre suivant en
rentrant dans le cœur des lois de commande robustifiées.
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3.1 Introduction
Les techniques de commande modale reposent sur une représentation du système
en équations différentielles d’ordre 1. Développées dès les années 1960, ces techniques
autorisent un traitement systématique des systèmes multi-variables grâce à une ap-
proche matricielle appelée aussi représentation d’état. La généralisation du traitement
par informatique favorise ce genre de méthodes génériques employant des notions
mathématiques particulières adaptées à ce genre de traitement.
Plusieurs travaux de recherche utilisent ces techniques appliquées aux servo-
entraînements [Bar05, Ji95, Sza08]. Nombre d’entre eux gèrent les incertitudes au tra-
vers d’algorithmes complexes présentés au paragraphe 1.5.3. [Zir06] implante une loi
de commande modale ne gérant pas les incertitudes mais d’approche plus classique.
Elle s’appuie sur des concepts d’automatique linéaire classiques pour définir les per-
formances et la stabilité. Ici, les effets des variations paramétriques sur la stabilité et la
performance ne sont pas quantifiables par ces même concepts. Peu de papiers existent
sur des lois de commande modale d’une complexité faible gérant les incertitudes. Ce
chapitre présentera un exemple de ce type de loi combinant à la fois simplicité et "ro-
bustesse".
La conception de cette loi de commande adaptée à un système flexible industriel
est guidée par la structure physique du système. Le capteur de vitesse de la charge
n’est pas disponible afin de diminuer les coûts, d’augmenter la fiabilité ou encore pour
des raisons techniques. De ce fait, un contrôle précis de la vitesse charge n’est obtenu
qu’en reconstruisant mathématiquement la vitesse. Dans le cadre des contrôles moteurs
classiques [Lee06], un observateur de perturbations est introduit dans la boucle pour
améliorer significativement les performances. Cet observateur mesure les écarts entre la
vitesse du système et celle du modèle ayant servi à la synthèse de la loi de commande.
Une compensation en couple peut être ensuite appliquée afin de diminuer l’impact
d’un frottement sec ou bien d’une variation du modèle. Dans le cadre de cette étude, la
variable de sortie n’est pas connue et ne peut en aucun cas être reconstruite par ce type
d’observateur. La reconstruction de cette variable nécessite la reconstruction de toutes
les autres car il s’agit de la variable d’état terminale du système. Toutes les variables
étant accessibles grâce au reconstructeur, un contrôleur utilisant la totalité de l’état est
alors synthétisé. Néanmoins, les incertitudes paramétriques ainsi qu’une mesure bruitée
de la vitesse du moteur étant inhérentes à l’application, la loi de commande doit être
robustifiée par rapport à ces imperfections.
Avant toute présentation de structure de commande, le modèle d’état de l’appli-
cation est décrit, ses propriétés de commandabilité et d’observabilité prouvées avant
d’être étendu aux variations paramétriques. Ensuite, une commande par retour d’état
minimisant un critère linéaire quadratique avec placement du pôle dominant (LQPP) est
introduite. Ce type de commande est intéressant pour ses marges de gains et de phases
garantissant une robustesse paramétrique si les paramètres sont appropriés. Puis, un
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filtre de Kalman est ajouté à cette boucle comme reconstructeur d’état. Ses capacités à
annuler les bruits de mesures et à accepter une erreur sur le modèle ont guidé ce choix.
Néanmoins, le choix des matrices paramétrant le filtre reste délicat. Deux méthodes sont
proposées : l’une standard (KS), basée sur les variances de chaque incertitude, l’autre
s’adaptant par rapport aux variations engendrées sur le modèle par les incertitudes (KR).
Chaque cas sera validé par des résultats expérimentaux afin de montrer leur faisabilité
et leurs capacités. Enfin, grâce à ces observations, des règles pourront être édictées pour
assurer la stabilité ou un maximum de robustesse en performance.
3.2 La représentation d’état
3.2.1 La forme standard
Les méthodes de commande modale sont génériques. Elles fonctionnent toutes à
partir d’un modèle mis sous une forme canonique du type (1.19). Ce doublet d’équations{
X, y
}
se base sur les équations différentielles dynamiques du système (1.13) utilisées
pour sa modélisation. Cependant, cette forme n’a pour objectif que de réguler la boucle
de vitesse par des méthodes linéaires :
– Le courant étant considéré comme parfaitement régulé, le couple appliqué corres-
pond à la référence transmise (l’entrée du système est égale à la référence donnée).
– Le système n’est soumis à aucune influence non linéaire telle qu’un couple de
charge.
Les équations (1.13) sont transformées en (3.1).
dωm
dt
= − fm
Jm
ωm − KTJm ∆θ +
1
Jm
Cem
dωl
dt
= − fl
Jl
ωl +
KT
Jl
∆θ
d∆θ
dt
= ωm − ωl
(3.1)
Afin d’être sous la forme canonique, le système précédent est mis sous forme matri-
cielle dans (3.2). 
ω˙m
ω˙l
∆˙θ
︸︷︷︸
X˙
=

− fm
Jm
0 − KT
Jm
0 − fl
Jl
KT
Jl
1 −1 0
︸                     ︷︷                     ︸
A

ωm
ωl
∆θ
︸︷︷︸
X
+

1
Jm
0
0
︸︷︷︸
B
Cem
︸︷︷︸
u
(3.2)
Ce système est caractérisé par trois variables d’état : la vitesse du moteur associée
à la partie moteur (ωm), la vitesse de la charge associée à la partie charge (ωl) et l’écart
de position entre les deux arbres (∆θ). Le système différentiel (3.2) exprime l’évolution
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temporelle des grandeurs du système (variables d’état). La sortie du système est repré-
sentée par une combinaison linéaire de ces variables d’état. L’équation (3.3) représente
la combinaison à utiliser pour la commande et ainsi asservir la vitesse de la charge. Par
contre, l’équation (3.4) est à intégrer dans le modèle de l’observateur afin de reconstruire
les variables à partir de la mesure.
(
ωl
)
=
Cobs︷     ︸︸     ︷(
0 1 0
) (
ωm ωl ∆θ
)t
(3.3)(
ωm
)
︸︷︷︸
y
=
(
1 0 0
)
︸     ︷︷     ︸
Ccde
(
ωm ωl ∆θ
)t︸             ︷︷             ︸
X
(3.4)
3.2.1.1 La commandabilité
Avant de créer la commande du système, une vérification sur la faisabilité de cette
commande est obligatoire. Au travers du couple Cem, l’entrée, le contrôle de la vitesse
charge et des autres variables d’état doit être possible.
Le critère de Kalman établit qu’un système est commandable si et seulement si le rang
de la matrice de commandabilité Qcom décrite dans (3.5) est égal à l’ordre de la matrice
dynamique du système. Par conséquent, le déterminant de la matrice de commandabilité
doit être différent de zéro.
Qcom =
(
B AB A2B . . . An−1B
)
(3.5)
où n est l’ordre de la matrice dynamique du système à régler.
La forme standard du système deux masses (3.2) est d’ordre 3. En utilisant ses
matrices A et B, la commandabilité est déterminée selon le critère de Kalman :
det(Qcom) = det
(
B AB A2B
)
= − K
2
T
J3mJl
(3.6)
Le déterminant étant non nul, le système est commandable par l’équation d’un retour
d’état exprimé dans (1.20) u = −KtX.
3.2.1.2 L’observabilité
De même que pour la commande, la faisabilité de l’observateur doit être vérifiée.
Dans ce cas, il s’agit d’être en mesure d’estimer les états à partir de la commande Tm
et de la sortie mesurée du système (c’est-à-dire la vitesse du moteur ωm). Le critère
d’observabilité de Kalman permet cette vérification au travers de l’équation suivante :
Qobs =
(
C CA CA2 . . . CAn−1
)t
, 0 (3.7)
où n est l’ordre de la matrice dynamique du système à régler.
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Identiquement à l’observabilité, le critère de Kalman est calculé pour le système deux
masses. C est choisie pour représenter les variables mesurées et vaut (3.4) :
Qobs =
(
C CA CA2 . . . CAn−1
)t
, 0 (3.8)
Le critère est différent de zéro. Le système deux masses est observable. Un observa-
teur est donc réalisable.
3.2.2 Variations paramétriques : le modèle incertain
Une des caractéristiques la plus pénalisante de ce système est de subir des variations
paramétriques. Les variations possibles changent l’inertie de la charge Jl, le frottement
visqueux de la charge fl et la raideur de l’accouplement KT suivant les bornes données
dans la Table 2.5. A l’intérieur de ces bornes, ces valeurs restent toujours strictement
positives.
Le modèle (3.2) est modifié par la variation des paramètres mécaniques, il devient :
X˙ = (A + ∆A)X + Bu
y = CX
(3.9)
Seule la matrice dynamique est impactée par les modifications de paramètres et peut
être décomposée en deux parties :
– une partie A qui représente le système au point nominal
– une partie ∆A représentant la variation du système
La matrice dynamique est modifiée de la façon suivante :
A + ∆A =

− fm
Jm
0 −KT + ∆KT
Jm
0 − fl + ∆ fl
Jl + ∆Jl
KT + ∆KT
Jl + ∆Jl
1 −1 0
 (3.10)
⇒ ∆A =

0 0
∆KT
Jm
0
fl
Jl
(Jl + ∆Jl) − fl − ∆ fl
Jl + ∆Jl
−KTJl (Jl + ∆Jl) + KT + ∆KT
Jl + ∆Jl
0 0 0

(3.11)
Une première déduction est que l’ajout de la matrice ∆A ne change pas la forme de la
matrice A (3.10), mais, uniquement celle des coefficients. En conséquence, les calculs pour
la commandabilité (3.6) et pour l’observabilité (3.8) restent valables. Les paramètres ne
devenant pas nuls, les déterminants ne deviennent jamais nuls. Le système deux masses
reste commandable et observable sur toute la plage de variation. Les diagrammes de
Bode Fig. 1.10, Fig. 1.11 et Fig. 1.12 montrent que les bandes passantes et résonances
maximales ou minimales sont liées aux extrema des bornes de variation. Le calcul de
la matrice ∆A (3.11) avec les bornes des variations permet de connaître l’orientation du
bruit dans l’hyperespace où est inclus le modèle. Cela servira dans le cadre de l’étude
de l’observateur de Kalman devant minimiser ces effets.
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3.3 Choix du point nominal et stabilité
Les valeurs des paramètres changent les amplitudes et les fréquences des résonances
ainsi que le comportement du système en temps de réponse et en dépassement (voir
paragraphe 1.4.2 et Table 3.1). En conséquence, même si l’observabilité et la comman-
dabilité restent vérifiées quelle que soit la variation paramétrique, la stabilité n’est pas
assurée sur tout l’intervalle de variation. Afin, d’obtenir un système stable une fois le
régulateur défini, des points de synthèse spéciaux sont choisis.
Une analyse de chaque situation a été effectuée pour la commande et l’observateur.
En premier, l’inertie de la charge, quand elle diminue, modifie le système en augmentant
la bande passante et l’amplitude de la résonance haute fréquence . Pour la commande,
par rapport au point nominal, une augmentation d’inertie diminue la marge de phase
mais accélère le système. Par contre, une diminution d’inertie augmente la marge de
phase mais fait tendre les pôles vers l’instabilité.
Pour l’observation, le système étant plus rapide pour une faible inertie, une aug-
mentation de l’inertie va ralentir la dynamique du système observé et accroître son
dépassement.
Ensuite, toujours en boucle ouverte, en diminuant, la raideur de l’accouplement
modifie peu la rapidité globale du système, mais abaisse la fréquence de résonance
jusqu’à l’intégrer dans la bande des signaux non amortis par le couplage des inerties.
Prendre la raideur maximale pour la commande garde une rapidité globale identique,
mais n’immunise pas le système contre les oscillations lors de la variation de raideur.
Le même constat est valable pour l’observateur, lorsque la raideur choisie est supé-
rieure à celle du système physique, la dynamique globale devient oscillante et rapide-
ment, le mécanisme peut devenir instable.
Enfin, le frottement visqueux modifie peu la dynamique du système que ce soit pour
la commande ou l’observateur. Le point minimal représente le gain statique du système
en boucle ouverte le plus fort et fait varier les résonances et fréquences de cassure comme
le ferait une diminution de l’inertie.
Un des objectifs de ce travail est de fournir une méthode de synthèse la plus rapide
possible. Le choix d’une borne de variation garantissant les marges maximales (marge
de phase, minimisation des résonances) et le minimum de variation de celles-ci n’amène
pas forcément au choix optimal ou stable du premier coup mais permet une définition
plus rapide d’une structure stable.
En conclusion, la dualité de comportement (marge de phase augmentée et perte de
stabilité) pour l’inertie, les oscillations ajoutées par une diminution de raideur et l’effet
réduit du frottement visqueux ont permis d’après le bilan donné dans le tableau 3.1
de dégager des solutions offrant l’obtention de marges de stabilité maximales sur tout
l’espace de variation. Tr5% représente le temps de réponse à 5 %. Les modifications
comportementales n’étant pas les mêmes pour la commande et l’observateur, les points
nominaux seront différents.
[
Jlmin KTmin flmin
]
apparaît comme le meilleur choix pour
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Variation Commande Observateur
Tr5% Dépassement Résonance Tr5% Dépassement Résonance
Jl = =
KT = =
Insertion
dans la
bande
passante
du système
= =
Insertion
dans la
bande
passante
du système
fl = =
Table 3.1 – Evolution comportementale suite à une variation des paramètres par rapport
au point nominal de synthèse.
Syste`me
deux masses
Kr
xi uωlref
ωl
X−+ −−Ki
1
p
Figure 3.1 – Structure de la commande par retour d’état.
la commande et
[
Jlmax KTmin flmin
]
pour l’observateur.
Un choix intermédiaire pourrait amener à de meilleures performances mais ne garan-
tit pas un minimum de variation des marges. Par la suite, ces points vont être exploités
par le calcul des commandes puis par la définition de l’observateur.
3.4 Le retour d’état
Après la vérification que les conditions à la création d’une commande (comman-
dabilité, point nominal) soient satisfaites, le schéma du contrôleur à réaliser est pré-
senté en Fig. 3.1. Afin d’assurer une erreur nulle en régime permanent, un intégra-
teur est ajouté à la chaîne directe du système. Le régulateur est constitué des gains
Kc =
(
Kr1 Kr2 Kr3 Ki
)t
dont les détails de calcul sont donnés par la suite. Aucun
terme anticipateur n’est ajouté à cette commande car la modification de la dynamique
ne peut être maîtrisée que pour un seul point de fonctionnement et ne permet pas une
compensation pour la globalité de la variation. De plus, l’erreur de poursuite en vitesse
n’est pas un critère direct de cette étude.
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3.4.1 Le modèle augmenté de commande
Les équations d’état sont des équations différentielles du premier ordre. L’ajout
d’un intégrateur ajoute une variable d’état qu’il convient de prendre en compte dans la
synthèse de la commande. L’équation différentielle régissant l’intégrateur est :
x˙i = ωlre f − ωl (3.12)
Cette variable d’état agit sur le système par le biais du gain Ki. Le mode d’action étant
le même que celui des variables du système, l’intégrateur peut être ajouté au modèle
d’état en combinant (3.2) et (3.12) pour donner (3.13)
ω˙m
ω˙l
∆˙θ
x˙i
︸︷︷︸
X˙c
=

− fm
Jm
0 − KT
Jm
0
0 − fl
Jl
KT
Jl
0
1 −1 0 0
0 −1 0 0
︸                         ︷︷                         ︸
Ac

ωm
ωl
∆θ
xi
︸︷︷︸
Xc
+

1
Jm
0
0
0
︸︷︷︸
Bc
Cem
︸︷︷︸
u
(3.13)
Le modèle d’état ayant changé, la commandabilité est calculée de nouveau avec le critère
de Kalman :
det
(
Bc AcBc A2c Bc A3c Bc
)
=
K3T
J4mJ2l
(3.14)
Le déterminant ne s’annulant pas sur toute la plage de variation, ce système reste
tout le temps commandable avec le vecteur de commande u donné par (3.15) avec
Kc =
(
Kr1 Kr2 Kr3 Ki
)
.
u = −KtcXc (3.15)
En intégrant (3.15) dans (3.13) pour représenter la boucle fermée du système, le modèle
d’état devient (3.16) où E =
(
0 0 0 1
)t
représente la nouvelle matrice d’entrée et D la
dynamique modifiée par les gains de commande.
X˙c = (Ac − BcKtc︸     ︷︷     ︸
ABF
)Xc + Eωlre f (3.16)
La commande présentée par la suite a pour objectif de placer cette dynamique pour
minimiser un critère quadratique lui conférant de grandes marges de stabilité tout en
plaçant son pôle dominant. L’objectif est de gagner en robustesse tout en gardant une
main mise sur la dynamique par des concepts classiques tels qu’un placement de pôles.
3.4.2 La commande Linéaire Quadratique Intégrale (LQI)
Un des principaux problèmes rencontrés par les concepteurs de commande modale
pour des systèmes à variations paramétriques est de maintenir la stabilité et les per-
formances [Bar05, Zir06]. Les méthodes employées varient mais sont gourmandes en
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calcul et d’approche ardue [Bar05] ou alors nécessite une identification très précise et
un nombre d’essais important [Zir06] pour converger vers un régulateur satisfaisant.
Pour éviter cette étude fastidieuse, les gains sont calculés en minimisant un critère
quadratique (3.17) où Qc et Rc sont des matrices pondérant l’effet de chaque variable
d’état ou entrée sur le critère. La solution de ce problème est donnée en détail dans
[Ala99].
J =
∞∫
0
(XtcQcXc + u
tRcu)dt (3.17)
Les hypothèses pour résoudre ce problème sont :
– La paire
{
Ac Bc
}
est commandable.
– Qc = Qtc est non négative.
– Rc = Rtc est définie positive.
En considérant que J est un scalaire et que la commande suit (3.15), minimiser J
correspond à minimiser (3.18).
min(J) = min(Trace(Qc + KtcRcKc)N) avec N =
∞∫
0
XcXtcdt (3.18)
Le système étant stable en boucle ouverte, il suit l’équation de Lyapunov suivante
en boucle fermée dont la dynamique est donnée par la matrice dynamique Ac − BcKtc,
une démonstration est disponible dans [Ala99] :
(Ac − BcKtc)N + N(Ac − BcKtc)t = −Xc(0)Xtc(0) (3.19)
La fonction hamiltonienne de (3.18) en utilisant (3.19) s’écrit :
H = Trace(Qc + KtcRcKc)N + Pc((Ac − BcKtc)N + N(Ac − BcKtc)t + Xc(0)Xtc(0)) (3.20)
Le gain Kc minimisant (3.20) est recherché. Cela revient à résoudre les deux dérivées
partielles suivantes :
∂H
∂N
= 0 ⇒ Qc + KtcRcKtc + P(Ac − BcKtc) + (Ac − BcKtc)tPc = 0
∂H
∂Kc
= 0 ⇒ 2RcKcN − 2BtcPcN = 0
(3.21)
Des conditions (3.21), il est possible de déduire la valeur des gains (3.22) où Pc est la
solution positive de l’équation algébrique de Riccati (3.23).
Kc = Rc−1BtcPc (3.22)
PcAc + AtcPc − PcBcR−1c BtcPc + Qc = 0 (3.23)
Pour trouver une solution à l’équation algébrique de Riccati, plusieurs algorithmes
existent. Dans le cadre de ce travail, un algorithme basé sur la matrice Hamiltonienne du
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système présenté dans [Ala99] est utilisé. Une solution de cet algorithme est proposée
dans le logiciel Matlab c© avec la fonction lqr qui donne la valeur des gains de retour
d’état à implanter en fonction des matrices
(
Ac Bc
)
du modèle d’état et des matrices(
Qc Rc
)
pondérant le critère.
Le choix de travailler avec cette optimisation s’appuie sur plusieurs avantages. En
premier, le calcul des gains s’obtient en utilisant un logiciel répandu dans l’industrie
via une fonction native de ce logiciel. En second, les gains fournis par cette optimisation
confèrent au système de grandes marges de stabilité (3.24).
Marge de gain ∈ [0, 5; +∞] dB
Marge de phase ∈ [60; 180]◦ (3.24)
Enfin, les gains et donc la dynamique en boucle fermée varient fortement par rapport
aux valeurs des matrice Qc et Rc [dS07, Car07]. Afin de résoudre le problème du choix
de la totalité des coefficients, une étude a été menée sur ce système deux masses dans
[Car07]. Quatre méthodes extraites de la littérature sont implantées sur la plate-forme
expérimentale :
– En premier, utilisée aussi dans [dS07], les matrices Qc et Rc ne contiennent que
les coefficients nécessaires pour comparer cette méthode à un PID. Un gain sur
la vitesse charge, un sur l’intégrateur et enfin le dernier sur la commande. Cette
méthode nécessite beaucoup d’essais pour converger vers une solution procurant
les bonnes performances. Les gains doivent être choisis arbitrairement.
– En second, le critère quadratique se prête idéalement à la minimisation du trans-
fert des énergies stockées dans les inertie, raideur, inductance ou capacité qui
s’expriment par une relation quadratique. Seule la variable de l’intégrateur ne
possède pas de telle relation et est utilisée pour déterminer la dynamique du
système en boucle fermée. Par contre, cette méthode ne dispose que d’une seule
variable et ne permet pas de définir à la fois les dépassements et les temps de
réponse.
– En troisième, débutent les méthodes utilisant des variables liées à la dynamique
pour définir Qc et Rc. Dans [dL00], le temps de montée (durée nécessaire au
système pour évoluer de 20 % à 80 % du régime permanent) est utilisé avec les
matrices (Ac,Bc) pour définir la matrice Qc définissant le régulateur. Néanmoins
les essais effectués dans [Car07] démontre le manque de contrôle du dépassement.
– En dernier, une méthode permettant d’assurer un placement du pôle dominant
est exploitée dans [Fer98] pour un système deux masses contrôlé en position. Elle
allie les objectifs de définition physique (temps de réponse, dépassement) avec
l’avantage de grande marges de stabilité.
Cette méthode est réutilisée dans la problématique de ce travail pour fournir un
placement du pôle avec une grande marge de stabilité et des techniques classiques de
l’ingénierie.
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3.4.3 Le placement du pôle dominant (LQPP)
D’une approche plus simple, cette méthode a été créée par B. Anderson et J. Moore
dans [And90] pour utiliser à la fois les avantages d’une méthode de calcul par optimi-
sation et les contraintes industrielles d’un choix de régulateur grâce à l’imposition de
performances temporelles ou fréquentielles.
A partir de la connaissance du système en boucle ouverte, des pôles en boucle
fermée, la méthode suivante donne la valeur des coefficients des matrices Qc et Rc qui
aboutissent à un régulateur imposant les performances voulues.
3.4.3.1 Démonstration
En préambule, quelques hypothèses nécessaires sont citées :
–
[
Ac Bc
]
est une paire commandable.
– Ac − BcKtc est stable.
– Rc = 1. Rc est un scalaire car il n’y a qu’une seule mesure, sinon Rc = I.
– Qc est non négative et symétrique respectant les règles de la synthèse LQI (para-
graphe 3.4.2).
– pc et p0 représentent respectivement le polynôme caractéristique de la boucle
fermée et de la boucle ouverte.
Cela implique :
1 − Ktc(pI − Ac)−1Bc =
pc(p)
p0(p)∣∣∣1 − Ktc(pI − Ac)−1Bc∣∣∣ ≥ 1 (3.25)
De plus, en considérant le critère (3.17) et en posant PcBc = −KcRc, l’équation de
Riccati (3.23) devient :
Pc(pI − Ac) + (−pI − Atc)Pc + KcBcKtc = Qc (3.26)
En multipliant à gauche par Btc(−pI −Atc)−1 et à droite par (pI −Ac)−1Bc, (3.26) devient :
Rc + Btc(−pI−Atc)−1Qc(pI−Ac)−1Bc = [I−Btc(−pI−Atc)−1Kc]Rc[I−Ktc(pI−Ac)−1Bc] (3.27)
Suite à (3.27) et aux hypothèses faites, Qc et les coefficients Kc résultant de la minimi-
sation de (3.17) existent-ils ? En combinant les deux équations (3.25), le résultat suivant
apparaît : ∣∣∣∣∣pc(p)p0(p)
∣∣∣∣∣ ≥ 1⇔ pc(−p)pc(p) − p0(−p)p0(p) ≥ 0 (3.28)
pc(p) et p0(p) sont des polynômes dont toutes les racines sont situées dans le demi-
plan gauche. pc(−p) et p0(−p) ont donc toutes leurs racines dans le demi-plan droit. La
multiplication de pc(p) et p0(p) par pc(−p) et p0(−p) crée donc des termes symétriques
par rapport à l’origine. La symétrie par rapport à l’origine est assurée pour chacun
des membres, l’addition est une opération linéaire qui ne change pas les propriétés
d’une transformation linéaire. En conséquence, la quantité du membre de gauche est
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l’évaluation dans le plan complexe d’un polynôme symétrique par rapport à l’origine.
Pour un tel polynôme, ses racines se positionnent symétriquement par rapport à l’axe
des complexes. L’égalité (3.29) peut s’écrire avec m(p) à coefficients réels possédant ses
racines dans Re(p) ≤ 0
pc(−p)pc(p) − p0(−p)p0(p) = m(−p)m(p) (3.29)
D’après (3.29) et en considérant que pc et p0 sont des polynômes moniques de degré
n = dim(Ac) (cela implique que deg(m(−p)m(p)) ≤ 2n − 2 ⇒ deg(m(p)) ≤ n − 1). Par
conséquent, m(p)/p0(p) est strictement propre et prouve l’existence d’un vecteur d de
dimension n tel que :
pc(−p)pc(p)
p0(−p)p0(p) = 1 +
m(−p)m(p)
p0(−p)p0(p) ⇔
m(p)
p0(p)
= dt(pI − Ac)−1Bc (3.30)
Avec l’égalité Qc = ddt, (3.27) est retrouvée en utilisant (3.28). L’existence de Qc et du
correcteur optimal Kc est prouvée. Pour la suite, Qc est modifiée suivant (3.31).
Qc = ρddt (3.31)
En étudiant les résultats lors de la variation de ρ, deux cas apparaissent :
– ρ→ 0 et la boucle fermée correspond à la boucle ouverte. D’après (3.25), Kct(pI −
Ac)−1Bc → 0 rendant Kc égal au vecteur nul.
– ρ→∞ et la boucle fermée correspond à m(p). m(p) possède n−1 racines, la dernière
racine du système tend vers l’infini stable.
Les conclusions précédentes ne sont pas modifiées mais (3.27) et (3.29) deviennent :
1 + ρBtc(−pI − Atc)−1Qc(pI − Ac)−1Bc = [T − Btc(−pI − Atc)−1Kc][I − Ktc(pI − Ac)−1Bc]
(3.32)
pc(−p)pc(p) − p0(p)p0(p) = ρm(−p)m(p) (3.33)
Ces différentes égalités ont permis de déterminer des équivalences entre les poly-
nômes de la boucle ouverte p0(p), de la boucle fermée pc(p) et d’un polynôme libre m(p)
garantissant l’existence d’un régulateur LQ et des formes définies pour les matrices de
synthèse (Rc = 1 et Qc = ρddt. Maintenant, en choisissant m(p) et ρ comme paramètres
de réglage, le vecteur d peut être calculé par (3.30) et le pôle dominant du système placé.
3.4.3.2 Méthodologie
L’ajout d’une notion physique par placement de pôles pour définir les matrices Qc
et Rc simplifie la méthode et donc diminue le temps de synthèse. Une méthodologie par
itération est déclinée pour régler le contrôleur :
– En premier lieu, choisir les (n − 1) pôles de la boucle fermée au point nominal.
– Résoudre l’équation (3.30).
– Prendre Qc et Rc de la forme donnée dans (3.31). D’après l’étude précédente, ρ fait
tendre les pôles vers ceux choisis et fait tendre le dernier vers l’infini. Pour éviter
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Minimum Maximum ∆
Echelon de
vitesse
Tr5 % 0, 24 s 0, 36 s 27 %
Dépassement 0 rd.s−1 0, 63 rd.s−1(2, 1 %) 2, 1 %
Echelon de
couple
∆V 2, 7 rd.s−1(6 %) 4, 5 rd.s−1(15, 5 %) 60 %
Table 3.2 – Performance de l’asservissement avec capteurs.
des problèmes de pôle trop rapide ou de grands gains Kc, ρ est choisi juste assez
grand pour permettre un découplage entre les pôles dominants et ce dernier (un
ratio de 5 pour le module suffira).
– Calculer le régulateur avec un logiciel de résolution de l’équation algébrique de
Riccati pour obtenir les gains par (3.22).
3.4.3.3 Essai sur le système deux masses
Le placement d’un pôle dominant choisi pour ce système est dicté d’une part par
la structure mécanique puis par les possibilités offertes par l’électrotechnique avec le
cahier des charges suivant :
– Un dépassement de 5 % maximal.
– Un temps de réponse le plus rapide possible.
– L’étude se situe dans le domaine linéaire, l’actionneur ne doit pas être saturé.
– Le retard engendré par la moyenne glissante pour reconstruire la vitesse ne doit
pas modifier la réponse.
– Insensibilité de la partie mécanique aux bruits électriques.
Les pôles choisis sont : [
−10, 12 −34, 5 ± 77, 9i
]
rd.s−1 (3.34)
pour un point nominal défini dans le paragraphe 3.3. Le premier pôle permet de respecter
les conditions de dépassement et de saturation. Quant au second, il permet de diminuer
la valeur des gains de commande pour minimiser la sensibilité aux imperfections de
mesures et d’application du couple. Les gains obtenus sont :
Kc =
[
0, 9404 1, 2659 45, 4853 −17, 3257
]t
(3.35)
Des essais expérimentaux présentés en Fig. 3.2 ont été réalisés afin de caractériser le
comportement de la maquette sous les variations les plus significatives. La référence en
vitesse donnée est un échelon de vitesse de 30 rd.s−1. A t = 0, 6 s, un "échelon" de couple
de 5 Nm est appliqué par le frein à poudre.
Les performances globales respectent le cahier des charges. Au point nominal
(Fig. 3.2 a), le temps de réponse est de 0, 34 s sans dépassement. Cela correspond bien à
un pôle dominant simple de−10 rd.s−1. Sur toute la variation, le dépassement est limité à
2, 1%. La variation de temps de réponse passe de 0, 24 s à 0, 36 s, soit, 27 % de variation. Ce
changement paraît important, mais à l’échelle des temps de réponse et par rapport aux
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Figure 3.2 – Réponse expérimentale en vitesse avec la commande LQPP pour une
variation d’inertie et de raideur avec capteurs.
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variations mises en jeu, ×57 pour la raideur et ×2, 4 pour l’inertie, cela reste raisonnable
pour un contrôleur classique. La puissance de l’actionneur reste la principale cause de
limitation. Bien entendu, dans la phase dynamique, les inerties absorbent la majeure
partie de la puissance pour se mettre en mouvement saturant rapidement le couple de
l’actionneur. Une variation moindre de l’inertie permet de diminuer le changement de
comportement de manière significative. Néanmoins, ici, la précision de la mesure de
l’écart de position limite en premier la dynamique du système. Une dynamique plus
grande amène vers de plus grands coefficients Kc qui augmentent la sensibilité aux
imperfections de mesures.
Concernant les performances en rejet de perturbation, a contrario du comportement
pendant un transitoire, une plus grande inertie lisse cette perturbation grâce à une
bande passante moindre, mais la raideur reste le paramètre dominant. En effet, une
raideur plus faible ralentit le passage du couple au travers de l’accouplement (un dé-
placement relatif plus grand du moteur est nécessaire) et augmente l’écart visible de
vitesse (Fig. 3.2 a,b). Avec une perte de vitesse maximale de 15%, la variation d’inertie
engendre une différence de 0, 42 et 0, 8 rd.s−1 pour une raideur minimale et maximale
contre 2 et 2, 7 rd.s−1 pour une variation de raideur avec inertie minimale et maximale.
Dans ce cas, la raideur est le paramètre influant le plus sur la réponse.
La synthèse de ces informations fait apparaître des effets prépondérants différents
suivant les variations. En effet, en régulation, une attention particulière devra être don-
née à la raideur. Par contre, en suivi de référence, l’inertie sera le facteur prépondérant.
L’inertie variante est l’inertie de la charge, par conséquent les effets les plus signifi-
catifs apparaissent sur la vitesse charge (dépassement, temps de réponse). Par contre,
les effets de la raideur, des oscillations (Fig. 3.2 a,b), sont plus visibles sur la vitesse mo-
teur qui varie pour compenser cette faiblesse structurelle. L’objectif est maintenant de
supprimer ces oscillations sur la vitesse charge. En contrepartie, les oscillations sur la
vitesse moteur sont accentuées. Cela demande une chaîne de contrôle de l’actionneur
très dynamique. Cet effet est particulièrement visible sur la Fig. 3.2 a avec les oscillations
de couple au démarrage.
Maintenant qu’un contrôle de la vitesse charge gardant les performances a été réalisé,
la partie observateur va être décrite afin de correspondre au cahier des charges. En effet,
dans ce contrôleur, toutes les variables d’état sont utilisées mais, pour notre application,
seule la vitesse moteur est disponible, cet élément est donc indispensable au contrôle.
3.5 L’observateur d’état
L’observateur d’état doit être capable de décrire l’état du système. Le nombre de
mesures avec leur précision disponibles impose un observateur d’ordre complet pour
utiliser le retour d’état calculé précédemment. Ce système étant soumis à des perturba-
tions extérieures (frottement sec, à-coup de couple, modification des paramètres...) non
prévues par le modèle, une variable d’état qui représente ces ajouts ou retrait de couple
(tel un observateur de perturbation) est ajoutée pour assurer la convergence de l’obser-
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Figure 3.3 – Schéma-bloc de l’observateur associé au système.
vateur vers l’état réel. De plus, autre élément perturbateur, la mesure de la vitesse du
moteur réalisée par la méthode décrite au paragraphe 2.6.2 est bruitée. Utiliser, de même
que pour la commande, une moyenne de la vitesse introduit un retard sur la mesure
fortement pénalisant pour les performances voire pour la stabilité. Une autre solution
est de prendre en compte ces bruits par un observateur optimal de type Kalman-Bucy
dont la première description est [Kal61]. Cette structure permet de prendre en compte
les bruits de mesures ainsi que des incertitudes sur le modèle assimilées à des bruits
d’état.
La présentation de cette fonctionnalité impose en premier de décrire le nouveau
modèle et les spécificités de ses composantes. L’observateur Fig. 3.3 est décrit par la suite
dans la définition classique des gains Kk. Il est à noter que le gain Kr est la concaténation
des trois premiers gains de commande Kc plus un gain de 1 pour la compensation
du couple résistant. Enfin, une autre approche de ce filtre permettant de diminuer le
nombre de paramètres à définir tout en ajoutant une robustesse vis-à-vis des variations
paramétriques est décrite.
3.5.1 Le modèle augmenté d’observation
La forme matricielle augmentée (3.37) utilisée pour l’observateur est déduite de
(3.2). L’ajout de la variable couple résistant augmente l’ordre à 4. Néanmoins, ce couple
n’est pas lié aux autres variables d’état car son évolution est régie par des conditions
extérieures à celles prises en compte dans le modèle interne de l’actionneur. De plus,
une hypothèse est posée fixant l’évolution de Cl comme lente par l’équation C˙l = 0. A
l’identique d’un régulateur PI où l’intégrale permet d’assurer une erreur nulle en régime
permanent, la représentation par un intégrateur de ce couple permet à l’observateur
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d’acquérir cette propriété de convergence.

ω˙m
ω˙l
∆˙θ
C˙l
︸︷︷︸
˙ˆXk
=

− fm
Jm
0 −KT
Jm
0
0 − fl
Jl
KT
Jl
− 1
Jl
1 −1 0 0
0 0 0 0
︸                          ︷︷                          ︸
Ak

ωm
ωl
∆θ
Cl
︸︷︷︸
Xˆk
+

1
Jm
0
0
0
︸︷︷︸
Bk
Cem
︸︷︷︸
u
+Brw(t) (3.36)
ωl =
(
1 0 0 0
)
︸         ︷︷         ︸
Ck
Xˆk + v(t) (3.37)
Les variables matricielles v(t) et w(t) expriment l’incertitude du modèle et les bruits de
mesures. La matrice Br permet d’orienter les incertitudes dans une direction particulière
pour les amplifier ou les diminuer. La matrice Br sera identifiée au moment de son
utilisation dans l’observateur.
Quelques hypothèses sont faites sur les bruits de ce modèle. Ils sont blancs et Gaus-
siens, c.-à-d. :
– leur moyenne est nulle,
– ils possèdent un écart-type défini,
– ils ne sont corrélés ni entre eux ni avec les variables d’état.
De ces propriétés découlent les équations suivantes :

E{w(τ)εt(0)} = 0
E{v(τ)εt(0)} = 0
E{v(τ)vt(u)} = Rkη(τ − u)
E{w(τ)wt(u)} = Qkη(τ − u)
(3.38)
Rk et Qk sont les covariances respectivement de v(t) et w(t) et η(t) la fonction de Dirac.
Ces matrices sont donc symétriques et semi-définies non négatives pour Rk. Dans ce cas,
Rk est un scalaire positif ou nul.
De même que la commande, la modification du modèle impose de recalculer la
notion d’observabilité par le critère de Kalman.
det

Ck
CkAk
CkA2k
CkA3k
 =
K3T
J2mJl
(3.39)
Le modèle de dimension 4 est toujours observable sur toute la plage de variation.
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3.5.2 Le filtre de Kalman-Bucy
Les bruits de mesures ont toujours été un des principaux problèmes de convergence
des reconstructions. En 1960, Kalman dans [Kal60] propose une nouvelle méthode pour
les systèmes discrets qui révolutionna l’approche de ce genre de problème. La prise en
compte des bruits de mesures et des incertitudes sur le modèle de manière stochastique
a permis d’étendre les plages de stabilité en calculant des gains optimaux minimisant
l’écart entre les variables observées et les variables réelles sans bruit. L’année d’après,
[Kal61] étend la méthode aux systèmes continus. Dans [Ste03], la forme de Kalman est
étendue pour accepter des bruits d’incertitude n’ayant pas la même dimension que le
modèle et permet d’orienter ces incertitudes. Au final, le système d’équations régissant
le filtre est déduit de Fig. 3.3 est (3.40).
˙ˆXk = AkXˆk + BkTm + Kk(ωm − ωˆm)
ωˆm = CkXˆk
(3.40)
En premier lieu, avant de décrire les méthodes de synthèse du filtre, la solution du
problème donnant les gains Kk optimaux est donnée succinctement.
3.5.2.1 Calcul des gains Kk
L’objectif de ce filtre est de minimiser l’erreur de l’estimation (3.41) dont la réponse
temporelle est définie à partir de (3.40).
ε = Xc(t) − Xˆc(t)
ε = e(Ak−KkCk)t
ε(0) −
t∫
0
e−τ(Ak−KkCk)Kkv(τ)dτ (3.41)
+
t∫
0
e−τ(Ak−KkCk)Brw(τ)dτ

Le système étant linéaire, la propriété suivante est applicable :
E

t∫
0
e−Akτw(τ)dτ
 =
t∫
0
e−AkτE{w(τ}dτ (3.42)
Avec les propriétés (3.38), (3.42), la réponse temporelle de l’erreur ε(t) (3.41) et le fait que
η(τ − u) = 0 si τ ≤ u, la covariance Pk(t) = {ε(t)εt(t)} est calculée. Le résultat est donné
dans (3.43).
Pk(t) = e(Ak−KkCk)t[Pk(0) +
t∫
0
e−τ(Ak−KkCk)BrQkBtre−τ(Ak−KkCk)
t
dτ+ (3.43)
+
t∫
0
e−τ(Ak−KkCk)KkRkKtke
−τ(Ak−KkCk)t dτ]e(Ak−KkCk)tt
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Le calcul des gains doit minimiser la covariance de l’erreur. La matrice Pk(t) est semi-
définie positive et dépend du temps. La solution de ce problème passe par la minimisa-
tion de sa dérivée (3.44).
P˙k(t) = (Ak − KkCk)Pk(t) + Pk(t)(Ak − KkCk)t+ (3.44)
+ e(Ak−KkCk)te−t(Ak−KkCk)(BrQkBtr + KkRkKtk)e
(Ak−KkCk)tte−t(Ak−KkCk)t
= (Ak − KkCk)Pk(t) + Pk(t)(Ak − KkCk)t + BrQkBtr + KkRkKtk
(3.45)
Le seul terme inconnu de (3.44) est Kk. En calculant la valeur de Kk annulant P˙k, le
minimum sera obtenu.
∂P˙k(t)
∂Kk
= −Pk(t)Ctk − Pk(t)Ctk + 2Kk(t)Rk = 0 (3.46)
→ Kk = Pk(t)CtkR−1k (3.47)
En utilisant la solution (3.47), l’équation de Riccati (3.48) est trouvée. Elle est similaire à
l’approche de la commande Linéaire Quadratique (LQ) mais concerne ici la minimisation
de la covariance de l’observation.
P˙k(t) = AkPk(t) + Pk(t)Atk + BrQkB
t
r − Pk(t)CtkR−1k CkPk(t) (3.48)
A l’identique de la commande, les matrices
(
Ak, Bk, Ck, Br, Rk, Qk
)
sont
constantes. Une valeur initiale de ces matrices est choisie a priori et le système doit
s’adapter. La minimisation des gains donne, au contraire d’un placement de pôle clas-
sique, une plus grande latitude de variation par la prise en compte d’erreurs dans le
modèle. Cependant, lorsque les matrices sont constantes, la valeur des gains Kk de (3.47)
reste la même quelque soit l’instant. L’observateur implanté est donc un observateur
de type Luenberger avec une minimisation de l’effet des erreurs. Les gains peuvent
être calculés de la même manière que la commande. Les gains sont déduits du régime
permanent de Pk(t).
Comme pour la partie commande, la difficulté de ce type de synthèse se situe dans
le choix des matrices Rk, ici un scalaire, et Qk. Deux méthodes pour synthétiser ce type
d’observateur vont être abordées. La première s’appuie sur la démarche standard tandis
que la seconde se base sur une approche par le modèle. Ainsi, la dimension du bruit
d’état varie. Elle passe de 4 dans le premier cas (un par variable d’état) à 1 pour le
deuxième cas. Dans le second cas, la notion d’incertitude sur le modèle est donnée par
la matrice Br qui dirige cette incertitude dans l’espace alors que quatre variables sont
nécessaires dans l’approche classique. Le deuxième modèle permet une réduction du
nombre de paramètres.
3.5.2.2 L’approche classique (KS)
Dans de nombreux cas tels la traction ou le contrôle de charge à vitesse constante,
le modèle est connu avec une précision propre aux moyens appliqués à sa définition.
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L’observateur de Kalman a pour but d’ôter les imperfections de mesure et souvent
de négliger une action extérieure au système. C’est le cas pour une direction assistée
automobile étudiée dans [Zhe08].
L’approche classique impose donc une variable aléatoire par mesure et par variable
d’état dont la variance est connue pour les mesures (variances du bruit de mesures) et
proportionnelle au degré d’incertitude attaché à la détermination des paramètres du
modèle liés à la variable d’état. Au final, les covariances sont donc nulles et la matrice
Br égale à la matrice identité. Les matrices Rk et Qk sont donc diagonales de la forme
donnée dans (3.49) pour le système deux masses.
Rk = var(v(t)),Qk =

νωm 0 0 0
0 νωl 0 0
0 0 ν∆θ 0
0 0 0 νCl
 (3.49)
Rk est un scalaire puisqu’il n’y a qu’une seule mesure. Les paramètres νi de la matrice Qk
sont liés aux incertitudes sur les variables d’état. Néanmoins, le modèle étant variable
dans le cas considéré, le choix des pondérations s’avère délicat d’autant plus qu’une
surestimation du bruit de mesures peut dans certains cas améliorer la stabilité mais
en ralentissant globalement l’observateur. Le problème est donc de trouver 5 variables
donnant une réponse stable avec une performance la moins variable possible. Cependant
l’avantage de la méthode est d’avoir au minimum une variable à l’effet découplé pour
chaque inconnue. Cela donne une plus grande latitude de choix en contrepartie de
nombreux degrés de liberté à optimiser.
Dans un contexte industriel, ce nombre de variables est pénalisant car il impose
l’utilisation d’un algorithme d’optimisation pour obtenir un jeu de coefficients corrects.
La méthode suivante utilise le modèle variant mais borné comme base afin de diminuer
le nombre de coefficients de synthèse.
3.5.2.3 L’approche modèle (KR)
Les incertitudes sur le modèle sont liées aux variations paramétriques mis à part le
couple de charge. Leur effet modifie la matrice dynamique A (3.11) du système mais ne
touche pas les autres matrices. De ce fait, la variation de la matrice dynamique donne
l’orientation et l’amplitude des incertitudes les unes par rapport aux autres et peut
permettre de les modéliser comme un bruit d’état unique. Le système a été augmenté,
la matrice ∆A est modifiée pour donner :
∆Ak =

0 0
∆KT
Jm
0
0
fl
Jl
(Jl + ∆Jl) − fl − ∆ fl
Jl + ∆Jl
−KTJl (Jl + ∆Jl) + KT + ∆KT
Jl + ∆Jl
1 − (1 + ∆Jl
Jl
)
Jl + ∆Jl
0 0 0 0
0 0 0 0

(3.50)
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Rk = var(v(t)) Qk = a
Br = ∆Ak +

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 l

(3.51)
En conséquence, le système est considéré comme soumis à une seule incertitude sto-
chastique pondérant la direction donnée par la matrice Br par rapport aux bruits de
mesures (3.51). Le scalaire l est lié à la variation de couple externe. Cette variable d’état
n’est pas soumise à la dynamique du modèle. Dans la matrice ∆Ak (3.50), la ligne et sur-
tout le terme diagonal correspondant à cette variable d’état sont nuls. Cela entraînera,
dans la matrice Pk(t), des valeurs de coefficients petites et donc un gain faible pour ce
couple. La dynamique d’évolution du couple externe et donc la réponse du système à
une telle variation sera très lente. L’ajout de cette variable l externe au modèle permet
d’augmenter cette dynamique.
Au final, les paramètres du filtre sont maintenant calculables en suivant l’algorithme
itératif suivant :
– En premier, définir la matrice Rk avec les variances des bruits de mesures.
– En second, à partir des variations paramétriques, définir ∆Ak .
– Choisir l et a puis faire la synthèse de l’observateur.
– Tester et changer les variables Rk, a et l jusqu’à obtenir une dynamique convenable.
Cette méthode utilise la même théorie de calcul que l’approche classique et doit au
moins mener à des performances comparables si ce n’est meilleures. Son grand avantage
est de diminuer le nombre de paramètres à définir à 3 (contre 5 pour KS) et surtout de
pré-orienter la matrice d’incertitude du modèle afin d’éviter la surestimation des bruits
d’état qui de toute façon n’ont pas les bonnes propriétés (la variation paramétrique n’est
pas une perturbation stochastique gaussienne). En addition, cela simplifie la synthèse
du filtre.
3.5.2.4 Synthèse des observateurs
Pour pouvoir comparer ces deux méthodes, il faut que la synthèse des filtres de
Kalman soit réalisée dans des conditions similaires. Deux solutions sont applicables
directement : une synthèse à la main par une phase d’essais-erreurs ou une phase
d’essais-erreurs mais gérée par un algorithme d’optimisation évolutionnaire.
La méthode robustifiée (KR) se prête bien à une synthèse à la main. Le faible nombre
de degrés de liberté (3), dont un Rk correspondant en première approche à la covariance
des bruits de mesures, laisse la possibilité d’analyser les comportements par rapport à
ces degrés de liberté. De plus, l’auto-direction du bruit d’état par ∆Ak mène rapidement
vers une solution stable.
Par contre, la méthode standard (KS) possède 5 degrés de liberté. Rk se définit
similairement à la méthode KR. Les autres coefficients doivent être choisis arbitrairement
et retouchés par un fastidieux processus d’essais-erreurs. Comprendre les variations de
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comportement dans un espace à 5 dimensions devient complexe et l’optimum peut
facilement ne jamais être trouvé.
C’est pourquoi les observateurs ont été défini avec un algorithme d’optimisation
évolutionnaire. Cet algorithme présenté au chapitre 5 utilise aussi l’analyse de stabilité
qui sera présentée au chapitre 4 pour converger plus rapidement et simplifier les types
de simulation à faire. La suite de ce chapitre va exposer des résultats obtenus avec
cet algorithme pour mettre en exergue les similitudes comportementales des deux mé-
thodes malgré la différence de difficulté de synthèse. Elle permettra de comparer aussi
la commande avec ou sans observateurs et d’analyser les défauts et avantages de ces
observateurs.
3.5.2.5 Essais
Les deux structures KR et KS en noir sont testées avec chacune des variations para-
métriques indépendamment et comparées à la commande avec capteur LQPP en gris sur
les figures 3.4, 3.5 et 3.6 pour des variations de fl, Jl et KT respectivement. Les coefficients
des observateurs et de la commande sont constants pour chaque variation. Les matrices
utilisées pour le calcul de l’observateur sont définies à partir des notes du paragraphe
3.3. Le point
(
KTmin Jlmax flmin
)
est choisi comme point de référence pour le calcul des
observateurs. La commande est celle calculée en 3.4.3.3.
Globalement, les performances obtenues au point nominal sont comparables à celles
sans observateur (LQPP) (Fig. 3.4a, Fig. 3.5b et Fig. 3.6a) tant du point de vue des vi-
tesses que du couple. La différence entre les deux structures d’observateurs est ténue.
Les deux structures ont des résultats très comparables et les courbes de réponses des
deux structures sont superposées. La reconstruction du couple de charge Cl dans les
observateurs leur offre un avantage pour le temps d’annulation d’un impact de couple.
Par contre, les dépassements sont légèrement supérieurs, en moyenne 0, 2 rd.s−1 au cas
avec capteurs. Le temps de démarrage ainsi que l’écart de vitesse lors d’un impact de
couple sont légèrement supérieurs. Ces écarts sont normaux puisque l’insertion d’un
observateur engendre forcément un temps de réponse de la boucle supérieur à cause de
celui de l’observateur. Lorsque le système n’est pas au point nominal, des différences
de performance apparaissent. La moins significative est celle du frottement visqueux
(Fig. 3.4b) où la différence entre les deux courbes ne se voit pas, hormis au niveau du
couple moteur. L’estimation du couple résistant compense cet écart de couple dynami-
quement puisque la variation de la dynamique du système en boucle ouverte change
peu.
La variation d’inertie fait apparaître une oscillation lors de la réponse à l’échelon de
vitesse sur la Fig. 3.5a (petit décrochage de vitesse lors de la réponse transitoire à un
échelon). En effet, la réponse nominale de l’observateur correspond à l’inertie maximale
or, dans la configuration du test commenté Jlmin, une énergie inférieure est nécessaire
pour mettre en mouvement le système. L’observateur compense principalement cet
écart par un couple de charge Cl négatif dont l’effet est visible sur le couple moteur
de Fig. 3.5a par une réduction subite de sa valeur juste avant le décrochage observé. Le
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Figure 3.4 – Réponse expérimentale en vitesse avec les observateurs pour une variation
de frottement visqueux.
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Figure 3.5 – Réponse expérimentale en vitesse avec les observateurs pour une variation
d’inertie.
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Figure 3.6 – Réponse expérimentale en vitesse avec les observateurs pour une variation
de raideur.
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démarrage est plus rapide que dans le cas nominal (Fig. 3.5b), le couple de charge Cl
devient négatif pour compenser cette réponse plus rapide et vient créer cette oscillation
au travers de la transmission par le ressort. La charge rattrape la position du moteur puis
attend que le ressort soit de nouveau contraint pour transmettre la puissance nécessaire
à la traction. Néanmoins, les performances en temps de réponse et dépassement ne sont
pas modifiées.
La modification la plus significative entre la commande avec ou sans observateur sur-
vient lors d’une modification de la raideur. Dans le cas général, une raideur plus grande
diminue l’écart entre les positions de la charge et du moteur pour un couple constant
générant un système moins oscillant. Ainsi, un couple supérieur est transmissible. La
dynamique de l’observateur est définie pour une dynamique liée à la raideur minimale
(KTmin). En conséquence, un couple moindre est transmis (Fig. 3.6b) diminuant la dyna-
mique par rapport au cas sans observateur mais identique à celle avec KTmin (Fig. 3.6a).
Enfin, pour cette même dynamique, l’observateur n’enregistrant pas d’oscillation sur la
vitesse moteur, le couple transmis est diminué pour avoir une réponse identique à celle
avec la raideur minimale.
Enfin, entre les deux types de synthèse, KR en trait plein et KS en pointillé sur les
courbes précédentes, la différence n’est pas visible. Après un passage par un algorithme
d’optimisation, la direction donnée par la modification de la matrice dynamique permet
d’obtenir les mêmes performances qu’avec un système aux variables découplées. Un
gain sur le nombre de paramètres à définir est ainsi créé. La synthèse devient plus simple
et plus physique. Les valeurs des gains données par les observateurs sont différentes
(Table 3.3). Une forte différence entre le gain associé àωm et celui àωl est toujours visible
pour la structure KR contrairement à KS. Pour des raisons structurelles, la raideur est
toujours considérée comme variable, dans de moindre proportion lors d’incertitude sur
fl et Jl. En conséquence, la matrice Br a toujours la même forme et des directions proches.
Les gains sont donc fortement influencés et gardent les mêmes types d’écarts. Un autre
avantage de la structure KR est de mettre les pôles de fort module toujours réels. Cela
évite la création d’oscillations.
Enfin, le cas présenté possède des capteurs d’une précision faible pour la mesure de
vitesse et l’écart de position (temps de retard et écart grands à cause d’une numérisation
sur trop peu de bits). L’insertion d’un observateur avec une précision de calcul numé-
rique supérieure à celle envisageable avec les mesures permet de réduire les bruits sur
le couple. Une augmentation de la dynamique sans déstabiliser le système est envisa-
geable. Une autre observation extraite de la table 3.3 est l’absence de découplage entre
les pôles dominants des observateurs et ceux de la commande (3.34). Une étude sur ces
deux observations est réalisée au chapitre 5 suite à la mise en œuvre d’une méthodologie
d’optimisation des degrés de liberté possibles. L’optimisation séparée de l’observateur
et de la commande puis une optimisation contenant l’observateur et la commande feront
apparaître la nécessité de ne pas découpler les dynamiques de ces deux éléments lors
de variation paramétriques.
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3.6 Conclusion
La commande d’un système deux masses requiert de nombreuses composantes à
considérer simultanément. La variation des paramètres complique le tout. Une com-
mande et un observateur à base de minimisation d’un critère linéaire quadratique ont
été implantés pour répondre efficacement à ce défi. L’utilisation de ce type de critère
permet d’élargir la plage de stabilité de ces structures et d’intégrer les imperfections de
mesure directement dès la phase de synthèse.
Deux méthodes de choix des paramètres de l’observateur ont été appliquées. Cha-
cune fournit de bons résultats pour toutes les variations du système. Néanmoins, l’une
d’entre elles KR possède moins de coefficients à déterminer (3) permettant une synthèse
rapide sans outil numérique contrairement à la structure standard (KS) qui en possède
5. De plus, tant que les incertitudes sont liées à la structure du système (incertitudes pa-
ramétriques) et non pas à des variations externes, comme le couple de charge, le nombre
de coefficients de la structure KR reste le même. Un seul coefficient sert à pondérer
toutes ces variations alors qu’il y en a un par variable d’état pour la structure KS.
Les essais réalisés montrent qu’avec le bon choix de coefficients et avec le point no-
minal de synthèse approprié, les effets des variations peuvent être largement diminués.
La meilleure performance est un peu altérée (réponse en vitesse avec la raideur maxi-
male) mais la dynamique reste constante. L’effet produit sur le système par la variation
de raideur dans le cas d’une commande avec capteur est annulé dans le cadre de la
commande avec observateur.
Néanmoins, les effets des incertitudes telles que l’imperfection des capteurs, le dé-
coupage de l’onduleur et la boucle de courant négligée ainsi que l’effet des incertitudes
paramétriques ne sont visibles que par simulation. Dans certains cas, les pôles de-
viennent positifs mais avec un faible module. La conséquence directe est de nécessiter
un horizon de simulation long pour être sûr de détecter toute instabilité. En effet, aucune
de ces méthodes ne garantit, dès la synthèse, une stabilité par rapport aux incertitudes
présentes sur la plate-forme expérimentale. Le prochain chapitre détaille une méthode
qui, intégrée dans la méthodologie de synthèse finale, comblera cette lacune.
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4.1 Introduction
La stabilité est une des caractéristiques fondamentales à préserver pour tout système
automatique. Une des principales préoccupations des automaticiens est de caractériser
cette notion pour tous les types de système sous toutes les commandes. Dès les années
30, des grandeurs caractérisant cette stabilité pour les systèmes linéaires mono-variables
invariants sont proposées par Bode et Nyquist. Les principes de marge de gain et marge
de phase sont aujourd’hui bien connus et utilisés. Cependant, ils montrent leurs limites
pour des systèmes multivariables ou en cas de non linéarité.
Les années 60 ouvrent une nouvelle ère pour l’automatique avec la création et
l’utilisation de la modélisation par système d’état matriciel. L’utilisation de l’algèbre
sur cette représentation étend la possibilité de caractériser la stabilité sur les systèmes
multi-variables par la norme H∞ de la matrice dynamique du système. Néanmoins, la
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possibilité d’évaluer la stabilité sous incertitudes ou variations bornées du modèle n’est
possible qu’après l’apparition du théorème du petit gain. L’application de cette méthode
devient intéressante après sa généralisation par la méthode de la µ-analyse qui donne
une description plus fine et moins pessimiste des espaces de stabilité. Cette méthode
permet d’intégrer au modèle nominal du système des incertitudes paramétriques, des
dynamiques supplémentaires ou des bruits afin de tester sa stabilité. Toute incertitude
peut être intégrée dans cette méthode si elle est modélisable par un système de fonctions
de transfert. Enfin, une recherche d’un gain minimal déstabilisant le système affirme ou
infirme la stabilité du système [Sko05].
Avant d’approfondir cette méthode, le système générique de principe de cette mé-
thode est décrit. Suivent les descriptions de toutes les incertitudes applicables à ce mo-
dèle, paramétriques ou dues aux éléments non intégrés au modèle mécanique. Ensuite,
la théorie et les éléments nécessaires à son application seront étudiés. Enfin, l’applica-
tion au cas d’étude sera réalisée pour prouver son fonctionnement et appuyer l’avantage
donné par l’utilisation préalable de cette méthode.
4.2 Description des incertitudes de modèle
Phénomène fréquent, mais souvent négligé par les approches classiques, les incer-
titudes tendent à rendre les systèmes plus souvent instables avec les asservissements
modernes puisque ceux-ci poussent les actionneurs et les capteurs à leur limite. Dans le
cadre linéaire, ces incertitudes sont regroupées en deux classes couvrant la majorité des
possibilités.
– Les incertitudes structurées : leur description est réalisable à partir des variables
d’état disponibles dans le modèle. Elles regroupent généralement les variations
paramétriques liées au modèle d’état.
– Les incertitudes non structurées : les phénomènes mis en cause sont de nature
indépendante du modèle et nécessitent la création de variables d’état supplémen-
taires. Cette classe contient les dynamiques négligées, les retards et les bruits de
mesures.
Ces incertitudes sont représentées en ajoutant, suivant le cas, des paramètres réels
ou des fonctions de transfert au modèle nominal [Bal01]. Elles sont caractérisées de deux
façons, de manière additive ou multiplicative suivant la préférence d’une représentation
absolue ou proportionnelle. Dans ce travail, une représentation multiplicative, donc
proportionnelle au modèle nominal, est adoptée. Concrètement, en considérant une
fonction de transfert H(p), et une variation proportionnelle de celle-ci δH, l’incertitude
est représentée par (4.1).
H(p) = Hnom(p)(1 + δH(p)) (4.1)
Une représentation générale d’un système soumis à des incertitudes de modèle
[Duc99] est donnée sur Fig. 4.1. Toutes les incertitudes sont regroupées dans la matrice
∆(p). La matrice de transfert H(p) représente les interconnections entre les entrées et
sorties contrôlées du système e et y et les signaux v et z, les entrées et sorties de perturba-
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e(p)y(p)
z(p) w(p)
Figure 4.1 – Représentation standard par LFT des incertitudes de modélisation.
tions servant de variables intermédiaires pour la représentation de ces incertitudes. Bien
sûr cette matrice est construite à partir du système nominal avec correcteur si celui-ci
est en boucle fermée.
Les relations entre ces différents signaux sont décrites en (4.2).
z(p) = Hzw(p)w(p) + Hze(p)e(p)
y(p) = Hyw(p)w(p) + Hye(p)e(p)
w(p) = ∆(p)z(p)
(4.2)
Cette expression est appelée une Transformation Fractionnaire Linéaire, ou LFT (Linear
Fractional Transformation). A partir de ces expressions et de cette forme standard, des
algorithmes seront mis en œuvre pour définir la stabilité. Pour gagner en généralité
et en comparaison entre les différentes incertitudes, celles-ci sont normalisées pour se
ramener à la condition (4.3).
‖∆(p)‖∞ = sup
ω∈R
σ(∆( jω)) < 1 (4.3)
Où σ représente la valeur singulière maximale de la matrice ∆(p). Les valeurs singulières
d’une matrice A(p) se calculent suivant (4.4). Elles sont donc les racines carrées des
valeurs propres de A.A∗ et classées par ordre décroissant.
σi(A) =
√
λiA.A∗ (4.4)
Dans le cadre des systèmes MIMO, ces valeurs singulières sont utilisées pour remplacer
le concept de gain lors de la variation de la fréquence. La valeur singulière maximale
correspond donc au gain maximal possible pour toute fréquence. Dans le cadre d’un
système du type de la Fig. 4.1, la valeur singulière maximale doit toujours être inférieure
à 1 quelque soit le contenu de la matrice ∆(p).
Le paragraphe suivant décrit la mise en LFT des incertitudes de modélisation que
subit le système en commençant par celles du type structuré puis les non-structurées
avant de finir par la modélisation en boucle fermée de ce système suivant les LFT
adéquates.
4.2.1 Les incertitudes structurées
Comme écrit au paragraphe précédent, les incertitudes structurées sont réalisables
à partir des variables d’état du système. En tant que tel, toutes ces incertitudes sont
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Figure 4.2 – LFT pour une variation d’inertie.
entièrement caractérisables tant en phase qu’en module. L’exemple de l’inertie est par-
ticulièrement parlant. La fonction de transfert de base entre la vitesse et le couple d’un
système mécanique en rotation du premier ordre est (4.5) appliquée à la variation de
l’inertie de la charge.
G j =
1
fl
1 + Jlfl p
(4.5)
Si Jl = Jlnom(1 + δ j∆J), une variation paramétrique structurée est ajoutée au système.
L’incertitude montrée est multiplicative car ce type d’incertitude sera celui utilisé par
la suite. La fonction de transfert du système est modifiée. L’étude de la stabilité se
fait sur un espace symétrique (paragraphe 4.4.2). Ces méthodes donnent de grosses
contraintes quant à l’évaluation de la stabilité. Afin d’éviter une détection instable de
cas stable, le point nominal est choisi au centre de l’espace pour faire correspondre
l’espace de variation à celui du cas pratique. En conséquence, Jlnom est donnée par (4.6).
∆J représente la variation maximale d’inertie.
Jlnom =
Jlmax + Jlmin
2
(4.6)
En utilisant la LFT décrite Fig. 4.2, en considérant δ j comme un paramètre scalaire
variant entre [−1; 1] pour décrire toutes les inerties possibles grâce au point nominal
défini en (4.6), le système (4.7) est obtenu.
ω˙l =
CT− flωl
Jl
+ ∆Jw j
z j =
CT− flωl
Jl
ωl + ∆Jw j
w j = δJz j
(4.7)
En remplaçant w j dans l’équation de ω˙l, nous retrouvons comme équation pour la
vitesse (4.8).
ω˙l =
CDeltaθ − flωl
Jl(1 + δJ∆J)
(4.8)
Cette fonction de transfert correspond exactement à l’implantation de l’incertitude
multiplicative tant en phase qu’en module. Autre remarque : la variation de l’incertitude
est donc un scalaire réel. Dans un système, si plusieurs incertitudes structurées sont
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Figure 4.3 – Schéma des LFT structurées.
mises en évidence, nous pouvons les regrouper dans un bloc où le scalaire δJ deviendra
une matrice diagonale réelle.
Les autres variations paramétriques sont modélisables de la même manière. Chaque
variation possède sa propre LFT descriptible par les variables d’état du système. Le
schéma Fig. 4.3 représente le modèle deux masses avec toutes les incertitudes structu-
rées associées à ce système. ∆K et ∆ f sont les variations maximales de raideur et de
frottement visqueux avec KTnom et flnom comme point central servant de référence. Bien
entendu, deux scalaires δk et δ f sont nécessaires pour tester le système dans toutes les
configurations possibles.
En conclusion, les incertitudes structurées ont été modélisées grâce aux paramètres
intrinsèques au modèle. Une fois les bornes de variation définies, un scalaire permet
d’obtenir toutes les combinaisons de variation possibles. La matrice ∆(p) contenant
toutes les incertitudes est donc une matrice réelle diagonale dont les termes diagonaux
sont les paramètres
(
δ f δk δ j
)
. Le nombre d’entrées et sorties du système deux masses
est donc augmenté de trois afin d’intégrer ces LFT.
4.2.2 Les incertitudes non-structurées
Au contraire des exemples précédents, les incertitudes non-structurées n’ont aucun
lien dynamique avec le modèle. En effet, elles contiennent les incertitudes liées : à des
dynamiques négligées (boucle de courant), à des bruits de mesures, à des retards, à
des efforts non-linéaires exterieurs dont l’évolution ne peut être décrite avec les va-
riables du modèle. Une fonction de transfert annexe est nécessaire afin de compléter la
modélisation. Elle vient altérer le modèle de manière additive ou multiplicative (4.9).
G(p) = Gnom(p) ∗ Ginc(p) ou G(p) = Gnom(p) + Ginc(p) (4.9)
Ces incertitudes sont approximées par un modèle linéaire avec une transformée de La-
place. Une transformation de ces fonctions de transfert est possible en ne gardant qu’une
égalité de phases ou bien de modules pour les adapter au schéma des LFT multiplica-
tives (4.2). Ces fonctions vont être modifiées afin de correspondre à l’augmentation de
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l’état du modèle avec (4.10).
G(p) = Gnom(p)(1 + δ(p)∆(p)) (4.10)
L’objectif est de trouver une fonction de transfert qui, au travers d’une matrice diagonale
par bloc δ(p), égalise la fonction de transfert Ginc(p). Pour atteindre les objectifs cités,
cette matrice δ(p) ne peut plus être diagonale et réelle. Elle devient donc complexe avec
une norme inférieure à 1 pour garder les propriétés intéressantes de normalisation.
La norme de δ(p) étant bornée, la fonction de transfert ∆(p) augmentant le système
représente la variation de norme occasionnée par l’incertitude. δ(p), quant à elle, prend
les formes nécessaires pour créer les phases possibles. Cette matrice devient donc diago-
nale par bloc, complexe, avec une norme infini inférieure à 1. En résumé, la LFT pour les
incertitudes non structurées est une relation d’égalité entre normes [Duc99]. Les parties
suivantes décrivent les incertitudes appliquées au système appartenant à cette famille.
4.2.2.1 Dynamique négligée
Ce type d’incertitude est ajouté lorsque la synthèse d’un régulateur est faite en négli-
geant les actionneurs ou préactionneurs pour simplifier le régulateur. Ces dynamiques
ne doivent pas interférer sur le comportement global du système, mais les incertitudes
regroupées peuvent faire apparaître des modes oscillants ou instables non pris en compte
dans la synthèse du régulateur.
La méthode présentée ici gère une égalité de normes pour les raisons expliquées pré-
cédemment avec une incertitude multiplicative (4.11) où Gact représente la dynamique
négligée.
G(p) = Gnom(p)(1 + Gcem(p)δ(p)) = Gnom(s)Gact(p) avec |δ(s)|∞ ≤ 1 (4.11)
Suivant l’égalité précédente en respectant uniquement l’égalité de normes, Gcem(p)
se calcule par (4.12).
Gcem(p) = |Gact(p) − 1| (4.12)
Une fois cette méthode appliquée à la boucle de courant dessinée en Fig. 2.10, la fonc-
tion de transfert (4.13) est obtenue. Son tracé de Bode comparativement à la fonction de
transfert nominale du système est donné par la Fig. 4.4. Le problème de cette dynamique
négligée se situe à l’anti-résonance où les deux gains s’égalisent. Un effet important de
cette boucle sur un système dont le gain ne serait pas supérieur à celui du point nominal
pourrait engendrer une instabilité. Il convient aussi de noter que le diagramme de bode
est celui du système sans contrôleur. En boucle fermée, une dynamique plus grande
implique de plus grands gains vers ces fréquences si le contrôleur a été mal défini. La
stabilité sera encore moindre.
Gcem(p) =
−TicRs − LdTicp2
1 + (TicKpc + TicRs)p + LdTicp2
(4.13)
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Figure 4.4 – Tracé de Bode de la fonction d’incertitude de la boucle de courant
4.2.2.2 Retard de mesure
Ce type d’incertitude se produit souvent dans les asservissements mécaniques. En
effet, ceux-ci se servent souvent de la vitesse pour calculer leur commande mais dans
un souci d’économie, un seul capteur est disponible : le capteur de position. La mesure
est donc effectuée par dérivation et une période d’échantillonnage de retard au moins
est donc à intégrer pour la stabilité du régulateur. Ce type d’incertitude apparaît sur
la maquette et pose certains problèmes dans notre cas pour l’intégration du filtre de
Kalman.
La méthode appliquée est la même que la précédente avec Gact(p) = e−Tmp où Tm
est la période d’échantillonnage. Cette fonction est non linéaire. Afin de résoudre ce
problème, l’approximation de Padé au premier ordre est utilisée (4.14).
e−x =
1 − x2
1 + x2
(4.14)
La fonction Gω(p) associée à cette incertitude devient donc (4.15).
Gω(p) = |e−Tmp − 1| = 2Tmp2 + Tmp (4.15)
Identiquement à l’incertitude précédente, ce type de retard peut être déstabilisant à la
fréquence d’anti-résonance de la partie moteur (voir la Fig. 4.5).
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Figure 4.5 – Tracé de Bode de la fonction d’incertitude du retard de mesure
4.2.3 Bruits de mesures
Les bruits de mesures ne sont pas à proprement parlé une incertitude car ils ne sont
liés au système par aucune relation. Ils doivent être traités comme des entrées exogènes
dont l’effet sera inséré à l’endroit où ils influent normalement sur le système [Bal01].
Dans ce type d’analyse, la valeur de l’entrée exogène est toujours d’une norme
inférieure à 1 afin de normaliser le problème et d’éviter des problèmes numériques. Ils
devront donc être adaptés par une fonction de pondération qui délimitera la gamme de
fréquences et les gains reproduisant au plus proche ces bruits.
Par exemple, un bruit de dérivation numérique est caractérisé par un diagramme
de Bode dont la caractéristique est un passe-bande dont la fréquence de coupure haute
est située à la demi-fréquence d’échantillonnage (Théorème de Shannon). Le gain de
coupure en basse fréquence est choisi à la vitesse de rotation des essais. En effet, le bruit
n’est visible qu’au-delà de cette fréquence. Le gain statique dans la zone passante du
filtre est calculé grâce à une transformée de Fourier du signal. La forme de la fonction
de transfert Wb(p) sur l’entrée exogène pour cette incertitude est écrite en (4.16). T2
représente la pulsation de bande passante basse et g1 l’amplitude de ce bruit.
Wb(p) = g1
p4
(1 +
1
30
p)4(1 +
4pi
Tm
p)4
(4.16)
Cette fonction possède un gain supérieur à 1 sur une plus grande plage comme montré
sur la Fig. 4.6. Le contrôleur doit donc minimiser fortement les gains en haute fréquence.
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Figure 4.6 – Tracé de Bode de la fonction représentant les bruits de mesures
4.3 Le modèle complet et la matrice d’incertitude
L’insertion des LFT modifie le modèle et augmente la taille du vecteur d’état. Chaque
LFT dispose d’une entrée et d’une sortie pour la variation d’incertitude. Une entrée
exogène est ajoutée pour inclure dans l’étude le bruit de mesures. Le vecteur d’entrée
et de sortie de ce modèle représenté Fig. 4.8 devient donc avec Cem l’entrée unique de
commande et ωm la mesure du système :
u =

w j
wk
w f
wcem
wω
wb
Tm

et y =

z j
zk
z f
zcem
zω
ωm

(4.17)
La sortie du système est la vitesse mécanique puisque ce modèle est prévu pour être
intégré dans la boucle fermée. Bien entendu, la boucle fermée et non la boucle ouverte
doit être stable face aux incertitudes. Le modèle est complété avec le contrôleur et
l’observateur pour donner la Fig. 4.8. Dans ce cas là, les vecteurs d’entrée et de sortie
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Figure 4.7 – Schéma-bloc des LFT.
sont :
u =
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et y =
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ωm
ωl
∆θ
Cl
 (4.18)
La matrice d’incertitude dépend des LFT modélisés. Ici, il y a trois variations para-
métriques représentées par trois incertitudes structurées. Chacune de ces incertitudes
est donc simulée par un scalaire réel. Deux incertitudes non-structurées sont présentes
(un retard de mesure et une dynamique négligée). Dans la µ-analyse, ces incertitudes
doivent être traitées ensemble. Pour représenter les phases de ces incertitudes non-
structurées, la matrice d’incertitude doit posséder des coefficients complexes. En effet,
le module de ∆u(p) est inférieur ou égal à 1. Le module des parties non-structurées ne
sera pas augmenté mais sa phase pourra atteindre les valeurs nécessaires pour une mo-
délisation correcte. En bref, cette matrice est diagonale par bloc avec les trois premiers
blocs de dimension 1 réels (δ f , δk et δ j) et le dernier bloc ,de dimension 2 ici, est plein et
complexe (∆u(p)). Une représentation de cette matrice ∆(p) est donnée en (4.19). ∆u(p), la
partie complexe de cette matrice, est une sous-matrice pleine de 3 lignes et 2 colonnes.
∆(p) =


δ f 0 0
0 δ j 0
0 0 δk
 0
0 [∆u(p)]
 (4.19)
Les équations du modèle augmenté n’ont pas été données. Avec toutes les incerti-
tudes ajoutées, le modèle augmenté est de dimension 11. La clarté de l’exposé n’autorise
pas l’introduction de ce modèle sachant qu’il est généré automatiquement par la Robust
Toolbox de Matlab c© avec les fonctions de transfert en boucle ouverte et leur intercon-
nexion. La suite de ce chapitre va exposer la théorie sous-jacente à cette analyse de
stabilité.
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Figure 4.8 – Schéma-bloc de la boucle fermée incertaine.
4.4 Analyse robuste de la stabilité
L’analyse de la stabilité en robustesse consiste à déterminer l’effet des incertitudes
sur le système. Pour la suite de l’étude, une forme générale de la matrice d’incertitude
∆(p) du paragraphe précédent est donnée :
∆(p) = diag{ δ1I1, . . . , δrIr, ∆1(p), . . . ,∆q(p) }
δi ∈ R; ∆i(p) ∈ C (4.20)
et vérifiant les conditions de normalisation :
(δi ∈] − 1; +1[; ‖∆i(p)‖∞ < 1) (4.21)
La matrice ∆(p) comprend donc r blocs réels dits "scalaires répétés" (le scalaire δi
étant répété ri fois pour tenir compte de l’incertitude correspondante) et q matrices
de transfert stables de structure quelconque. L’étude de la stabilité robuste pour un
ensemble d’incertitudes ∆(p) décrit par (4.20) est réalisable par deux approches de
complexité différente :
– La structure de ∆(p) est ignorée. La solution consiste à rechercher la plus grande
norme admissible sans perte de stabilité. L’outil adéquat est la norme H∞. Cette
solution est la plus simple (paragraphe 4.4.1) mais se révèle très pessimiste.
– La structure de ∆(p) est prise en compte. Les résultats sont plus précis mais ajoutent
un nouvel outil : la valeur singulière structurée (VSS) (paragraphe 4.4.2). Les ana-
lyses de stabilité correspondantes sont menées dans le paragraphe 4.4.3.
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Remarque : H(p) et ∆(p) de Fig. 4.1 sont stables (pôle < 0). La seule source d’instabilité
provient du bouclage par ∆(p). L’étude de la stabilité de Hzv(p) (matrice de transfert
entre l’entrée z et la sortie v) suffit à déterminer la stabilité globale du système.
4.4.1 Analyse non structurée
Lorsque la structure de la matrice d’incertitude n’est pas prise en compte, une condi-
tion connue sous le nom de Théorème du petit gain [Ala99] amène à déterminer la valeur
maximale de la matrice de transfert Hzv(p) et à la comparer avec la norme de la matrice
∆(p) pour connaître la stabilité suivant le théorème suivant.
Théorème du petit gain : En considérant Hzv(p) et ∆(p) stables, le système représenté en
Fig. 4.1 est stable pour tout ∆(p) tel que ‖∆(p)‖∞ < α si et seulement si ‖Hzv(p)‖∞ ≤ α−1.
La démonstration suivante prouve la méthode : En premier, on démontre la suffisance
de la condition. Si ‖Hzv(p)‖∞ ≤ α−1, alors ‖∆(p)Hzv(p)‖∞ ≤ ‖∆(p)‖∞‖Hzv(p)‖∞ < 1. La
condition suivante est donc vérifiée :
∀ω, σ(∆( jω)Hzv( jω)) < 1⇒ ∀ω, det(I − ∆( jω)Hzv( jω)) , 0 (4.22)
D’après (4.22), le système linéaire
{
v(t) = ∆( jω)z(t)
z(t) = Hzv( jω)v(t)
n’a d’autre solution pour
tout ω que (z(t), v(t)) ≡ (0, 0). Littéralement, il n’existe pas de ∆(p) rendant le système
oscillant. Le système étant stable pour ∆(p) ≡ 0, par continuité, la stabilité est gardée
pour toute la plage d’incertitude.
En dernier, la nécessité de la condition est prouvée par un raisonnement absurde :
si ‖Hzv(p)‖∞ > α−1, alors il existe ∆(p) de norme H∞ inférieure à α rendant le système
instable. Dans ce cas, on définitω0, une pulsation pour laquelle σ(Hzv( jω0)) = β > α−1, et
Hzv( jω0) = VΣW∗, avec Σ = diag{β, σ2, . . . σk} une décomposition en valeurs singulières
de Hzv( jω0). Alors tout ∆(p) tel que ∆( jω0) = Wdiag{β−1, 0, . . . 0}V∗ et σ(∆( jω)) ≤ σ(∆( jω0))
vérifie ‖∆(p)‖∞ = β−1 et det(I − ∆( jω0)Hzv( jω0)) = 0 : Dans ce cas, le système oscille à la
pulsation ω0.
En conclusion, la condition est nécessaire et suffisante pour la détermination de la
stabilité. Néanmoins, la non prise en compte de la structure de la matrice peut entraîner
une majoration excessive de la norme de ∆(p) et donc une solution pessimiste quant à
l’évaluation de la stabilité car le test s’effectue sur des formes de matrice n’étant pas
possible pour le système. Par exemple, la partie diagonale réelle peut être complexe,
des phases inexistantes de la partie complexe peuvent être appliquée. Ce théorème est
donc difficilement applicable pour une étude approfondie et précise à cause des fortes
restrictions qu’il impose. L’étude suivante prend en compte la structure de la matrice
∆(p) afin d’améliorer la précision des résultats.
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Figure 4.9 – Interprétation de la valeur singulière structurée.
4.4.2 Valeur Singulière Structurée (VSS)
Afin d’améliorer les résultats du théorème du petit gain, la structure de ∆(p) est main-
tenant prise en compte et impose la définition de ce nouvel outil. On reprend la matrice
∆(p) définie par (4.20). Soit P ∈ Ck×k de même dimension que ∆(p). L’ensemble ∆ conte-
nant les matrices complexes présentant la même structure que ∆(p) est défini par :
∆ =
{
∆ = diag{ δ1I1, . . . , δrIr, ∆1(p), . . . ,∆q(p) } ∈ Ck×k
δi ∈ R; ∆i(p) ∈ Cki×ki
}
(4.23)
La Valeur Singulière Structurée (VSS) de P relative à l’ensemble ∆ (µ∆(P)) est définie
par (4.24). Une propriété fondamentale de la VSS est décrite par (4.25).
µ∆(P) =
(
in f∆∈∆(σ(∆) : det(I − ∆P) = 0)
)−1
(4.24)
µ∆(P) =0 si∀∆ ∈ ∆, det(I − ∆P) , 0 (4.25)
L’inverse de µ∆(P) est donc la plus petite norme d’une matrice ∆ appartenant à ∆
pour laquelle la matrice de fonction de transfert P(p) de Fig. 4.9 devient singulière.
4.4.3 Analyse structurée
Grâce à la valeur singulière structurée définie au paragraphe précédent, le théorème
suivant peut être déduit. Il fonde le principe de la µ-analyse [Duc99] (nom donné à
l’analyse robuste de stabilité structurée).
Généralisation du théorème du petit gain : Si H(p) n’a que des pôles à partie réelle
négative, le système de Fig. 4.1 est stable pour toute incertitude ∆(p) du type (4.20) telle
que ‖∆(p)‖∞ < α si et seulement si :
∀ω, µ∆(Hzv( jω)) ≤ α−1 (4.26)
Avec la définition de µ∆, la condition (4.26) est équivalente à la démonstration du
théorème du petit gain (paragraphe 4.4.1). En effet, les résultats obtenus pour l’ensemble
des matrices ∆ sont transposables à une partie d’entre elles. La valeur singulière struc-
turée permet de mieux borner la norme maximale de la matrice d’incertitude en ôtant
les cas impossibles.
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Le principe de la µ-analyse est d’évaluer un réel positif µ, le plus faible possible et
qui soit un majorant de µ∆(Hzv( jω)) sur l’axe imaginaire. La procédure usuelle consiste à
choisir un espace dense de valeurs deω. Pour chacune de ces valeurs, la borne supérieure
de µ∆(Hzv(æω)) est calculée grâce à des algorithmes internes à Matlab c© ou démontrés
dans [Ala99]. Ensuite, le majorant est affecté à µ. Ainsi, la robustesse de la stabilité est
assurée pour tout ∆(p) de norme H∞ inférieure ou égale à µ−1
Maintenant que les outils ont été décrits, ils vont être appliqués par la suite au
système deux masses.
4.5 Application pour l’aide à la synthèse du système à 2 masses
Lors de l’application de cette analyse au système deux masses, il convient de ne pas
oublier les objectifs et les nécessités ayant amené à sa définition :
– garantir la stabilité lors de la phase de synthèse par rapport aux phénomènes
linéaires et non-linéaires,
– éviter des temps de simulation trop longs en rejetant ces solutions détectées in-
stables.
La Robust Toolbox de Matlab c© contient en pré-programmé tous les algorithmes et outils
nécessaires à l’application de cette analyse. Grâce à l’aide fournie par [Bal01], au modèle
Fig. 4.8, à sa définition tout au long de ce chapitre et à la structure (4.19) de la matrice
∆(p), un programme d’analyse a été construit.
Des méthodes telles la µ-synthèse utilisant le principe de DK-Algorithme existent
pour aboutir directement à un régulateur respectant les caractéristiques de robustesse
[Ala99, Bar05]. Cependant, la dimension des régulateurs est égale à l’ordre du système
qui est ici supérieur à 11 avec les incertitudes concernées. De plus, l’imposition des
performances passe par la création de gabarits fréquentiels dont la synthèse reste obscure
pour un non initié. Pour ces raisons, on ne s’attachera à réaliser que l’analyse de stabilité
avec les contrôleurs et observateurs déjà définis dont la définition est plus accessible.
L’algorithme exécuté par Matlab c© suit l’explication du paragraphe 4.4.3. Pour
chaque valeur de ω fournie, il donne une évaluation supérieure et inférieure de µ.
µ est une valeur continue par rapport à ω. L’espace des ω peut donc être discrétisé
en fonction de l’évolution que donne le système à µ. Le système agit comme un filtre
passe-bas, les incertitudes n’ont donc aucune influence à partir d’une certaine fréquence.
Cette fréquence est bien sûr supérieure à celle où ces incertitudes interviennent. Une
première approche est donnée par la boucle ouverte du système en choisissant une
borne de fréquence supérieure donnant un système (boucle ouverte plus incertitude)
au gain inférieur à 1. Néanmoins, aucune méthode hormis un système d’essais-erreurs
ne permet de déterminer correctement les bornes et la discrétisation de l’espace des ω.
Dans le cas présent, l’espace des ω a les caractéristiques données par la Table 4.1.
Une fois l’analyse réalisée, une évaluation supérieure et inférieure du majorant de µ
sur l’espace des ω est calculée. Les incertitudes étant normalisées, si la borne inférieure
est supérieure à 1, le système est instable. Si la borne supérieure est inférieure à 1, le
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Paramètre Valeur
Borne inférieure 10 rd.s−1
Borne supérieure 1600 rd.s−1
Echantillons 100
Table 4.1 – Description de l’espace des ω.
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Figure 4.10 – Test pour une synthèse sans prise en compte de la variation dynamique
de raideur du ressort.
système est stable. Dans tout autre cas, la stabilité n’est pas connue.
Les avantages de cette méthode sont de pouvoir déterminer la stabilité par rapport
aux incertitudes tant linéaires que non-linéaires à un horizon infini. En effet, particu-
lièrement lors de variation de raideur, il a été observé que des pôles complexes de fort
module (oscillation créée par la raideur) peuvent passer dans le demi-plan complexe
droit et donc avoir une partie réelle positive. Fréquemment, cette partie réelle est d’une
valeur très faible, de sorte qu’il est nécessaire d’avoir un temps de simulation long pour
voir apparaître l’instabilité.
Un autre avantage important est de permettre la simplification du modèle de simu-
lation pour l’analyse comportementale des réponses. En effet, la plupart des incertitudes
restent simples à modéliser en simulation (temps de retard, bruits de mesures, dyna-
mique négligée). Alors que la variation de raideur par rapport à l’écart de position
décrite au paragraphe 2.4.2 demande un temps d’analyse très long pour être représen-
tée correctement en simulation bien que le comportement global des réponses suit la
modélisation "moyenne" donnée. Afin d’éviter les oscillations non amorties montrées
en Fig. 4.10b lorsque cette incertitude n’est prise en compte, ni par la simulation, ni par
la µ-analyse (voir Fig. 4.10a), une simple variation de raideur en µ-analyse permet à la
fois de garder la stabilité et d’avoir une réponse simulée par le modèle "moyen" correcte
(voir Fig. 4.11).
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de raideur du ressort.
4.6 Conclusion
La stabilité des systèmes est une notion importante en automatique. Une méthode
d’analyse, laµ-analyse, permettant de gérer les effets à la fois des incertitudes structurées
et non-structurées et son application a été présentée pour le système deux masses.
Son application se justifie par la nécessité de diminuer le temps de synthèse et
de simplifier les modèles comportementaux appréciant la robustesse de la commande
pour des algorithmes d’optimisation itératifs. La simplification de ces modèles allège
les temps de modélisation et le matériel à mettre en œuvre pour y parvenir. De plus,
elle fournit un cadre théorique strict que ne fournit pas une analyse de stabilité par
observation sur les simulations.
Les algorithmes à régulateurs polynômiaux s’appuyant sur cette analyse utilisent
une optimisation pour arriver à un résultat convenable. Cette même démarche va être
appliquée dans le chapitre suivant par l’implantation d’un algorithme évolutionnaire
afin d’aboutir à une méthode de synthèse entièrement automatique.
Chapitre 5
Synthèse et comparaison des
structures
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5.1 Introduction
La synthèse d’une structure de commande est l’action déterminant les gains ou
bien la forme de chaque régulateur et observateur. Le xviiie siècle avec l’invention des
mathématiques modernes ont mis en place une philosophie de l’exactitude en essayant
de résoudre analytiquement tous les problèmes. Dans le domaine de l’automatique, les
méthodes les plus courantes dérivent de cette philosophie (contrôleur PID, retour d’état
par placement de pôles, minimisation de l’énergie. . . ).
Cependant, l’arrivée des systèmes modernes utilisant plusieurs propriétés aux effets
opposés n’ont plus permis l’utilisation de ces méthodes. En effet, l’objectif d’un processus
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quel qu’il soit est de réaliser sa fonction le mieux possible. Or, si deux fonctions aux
effets antagonistes sont utilisées simultanément, le meilleur résultat global n’est pas
forcément l’utilisation des meilleures solutions locales. Bien souvent, un critère global
doit être défini pour analyser la performance des solutions. Fréquemment, la solution
analytique de la minimisation de ce critère est trop complexe à définir, n’existe pas, ou
est trop longue à trouver.
De ce fait, à partir des années 50, commencent à apparaître d’autres options parlant
d’optimisation. Une des plus notables et la plus connue est la méthode du Gradient
Conjugué développée par Hestens et Stiefel. Cette méthode consiste à : discrétiser l’es-
pace de recherche, calculer le gradient de la fonction en un point puis de se déplacer
suivant la direction du gradient afin de trouver le minimum (ou le maximum). Dans le
cadre d’une étude où la fonction n’est pas continue ou convexe (ce sera le cas ici), la
classe de méthode ne convient pas car elle se bloque lorsque qu’un optimum local est
trouvé et non à l’optimum global. Une classe de méthode offrant l’avantage de s’adapter
aux différents problèmes (discontinuité, nombre de paramètres, temps de convergence)
a été choisie. Il s’agit d’un Algorithme Evolutionnaire. Sa puissance provient du fait
qu’elle copie les schémas d’évolution présents dans la nature pour arriver à l’optimum.
Dans une première partie, cette méthode d’optimisation ainsi que son application
sur le système électro-mécanique sera détaillée. Les observateurs seront optimisés par
rapport à chaque possibilité de variations paramétriques. Puis ces résultats seront expo-
sés pour indiquer les avantages de chaque observateur. Enfin, une dernière optimisation
intégrant les coefficients du contrôleur sera réalisée pour déterminer si l’approche clas-
sique du découplage des synthèses (contrôleur et observateur plus rapide) est justifiée
dans un cadre où les paramètres du système sont incertains.
5.2 La synthèse par algorithme évolutionnaire
5.2.1 Description générale de l’algorithme
Les algorithmes évolutionnaires sont conçus pour résoudre la catégorie des pro-
blèmes pour lesquels il est difficile, voire impossible, de trouver une solution en un temps
limité. Ces techniques permettent la localisation rapide de solutions sous-optimales, sa-
chant que l’espace de recherche a une taille et une complexité suffisamment importante
pour éliminer toute garantie d’optimalité. Ils reposent sur les observations de Darwin.
Les mécanismes de l’évolution naturelle et de population sont inclus dans cette méthode
de recherche probabiliste.
Introduite par Fogel [Fog62], cette méthode génère une population d’individus re-
présentant des points de l’espace. Un individu est codé dans un génotype correspondant
aux valeurs des paramètres du problème à traiter. Le génotype d’un individu corres-
pond à une solution potentielle. L’objectif est de faire évoluer cette population pour
tendre vers la solution optimale. La compréhension de cette méthode et de ces outils a
été approfondie pendant les années 80 par Schwefel [Sch84] et est résumée dans [Bäc96].
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Elle est utilisée avec succès pendant les années 90 pour résoudre des problèmes d’élec-
trotechnique [Chi96, Bec00]. Ces deux exemples traitent de la synthèse de régulateur
pour le contrôle d’un système soumis à un bruit pour le premier et pour un laminoir
pour le second. Différents régulateurs sont définis : régulateur robuste (H∞) et un PI. La
structure de base de l’algorithme reste identique, seuls les paramètres liés à l’individu
et ceux définissant l’algorithme changent.
Les exemples précédents montrent que la procédure est adaptable au problème de
la synthèse d’observateur de Kalman pour un système à paramètres incertains. Les
caractéristiques suivantes favorisent son application :
– La recherche de solution optimale s’opère sur une population entière, de manière
parallèle. Plusieurs individus évoluent ensemble et non un seul tel que le fait la
méthode du Gradient Conjugué.
– L’évolution est basée sur des fonctions d’adaptations probabilistes et non sur des
dérivées ou d’autres connaissances intrinsèques au problème.
Cependant la grande force de ces stratégies repose sur un algorithme et des opé-
rateurs de base dont l’adaptation est tout de même nécessaire. Les principes de base
décrits en Fig. 5.1 sont les suivants :
– La population est initialisée de façon dépendante du problème à résoudre.
– Elle évolue à l’aide d’opérateurs de sélection, de recombinaison et de mutation.
– Un critère analysant la performance est affecté à chaque individu en vue d’une
sélection. Cette sélection garantissant la réutilisation des éléments les plus adaptés
améliore les performances globales de la population et l’amène à tendre vers
l’optimum global du problème.
– Un critère d’arrêt est défini afin de stopper l’exécution lorsque l’optimum semble
atteint sinon, une autre génération est créée.
Les spécificités différenciant cette stratégie de l’autre très usitée (Algorithme Gé-
nétique) sont : de coder les paramètres du problème en nombre réels, les paramètres
d’évolution sont codés directement dans le génotype et la sélection des individus est
déterministe suivant leur degré de performance.
Cette méthode permet une mutation plus efficace de part le type de codage des
paramètres et surtout d’avoir une plage de variation des paramètres variables au cours
de l’exécution de l’algorithme. Un des aspects intéressants et intrinsèque à cette méthode
est d’obtenir, au début, une large variation des paramètres, avec au fur et à mesure des
générations, une réduction de cet espace. Cela permet d’avoir séquentiellement une
recherche large et une plus fine pour tendre vers l’optimum.
5.2.2 L’application aux structures modales
La structure de l’Algorithme Evolutionnaire (AE) est générique. Cependant, ces
paramètres doivent être adaptées à ce problème. L’objectif reste le même : trouver un jeu
de gains garantissant la stabilité du système et un minimum de variation par rapport
à un comportement de référence quelque soit le système incertain compris à l’intérieur
des bornes de variation.
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Figure 5.1 – Schéma descriptif de l’algorithme.
Les paragraphes suivants vont expliquer le fonctionnement et l’adaptation de l’al-
gorithme pour les structures modales en suivant les conseils donnés par l’ouvrage de
référence sur ces algorithmes [Bäc96]. Le suivi de ces conseils permet d’obtenir rapi-
dement une bonne convergence en réutilisant l’expérience donnée au travers de ces
pages.
5.2.2.1 L’individu et l’espace de définition
L’individu constitue le cœur de cet algorithme. Il représente une solution poten-
tielle au problème. La population est l’ensemble des individus générés. La taille de la
population est constante d’un nombre défini par le concepteur.
L’espace de définition est l’ensemble possible des gains. Cet espace est borné par le
concepteur de l’analyse afin de contenir la solution optimale. D’une manière concep-
tuelle, borner l’espace n’apporte aucune garantie de convergence. Par contre, d’un point
de vue pratique, borner l’espace permet de diminuer le temps d’exécution en diminuant
le nombre de cas possibles. En outre, toute donnée numérique possède une limite de
capacité (les paramètres des individus sont des réels). Borner l’espace évite les dépas-
sements de capacité et permet d’augmenter la précision en diminuant les écarts entre
valeurs maximales et minimales.
Bien entendu la dimension de ces éléments change suivant le problème à résoudre.
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Méthode −→x
KSLQ
{
Rk νωm νωl ν∆θ νTm
}
KSLQPP
{
pdom Rk νωm νωl ν∆θ νTm
}
KRLQ
{
Rk a d
}
KRLQPP
{
pdom Rk a d
}
Table 5.1 – Ensemble des paramètres pour les différentes optimisations.
Ici plusieurs ensembles de paramètres −→x sont à considérer suivant la structure d’obser-
vation et la commande utilisée :
– KSLQ : Observateur standard KS avec les gains de commande Kc définis en (3.35)
par la méthode LQPP avec les capteurs.
– KSLQPP : Observateur standard KS avec un placement du pôle dominant par la
méthode LQPP (Chapitre 3.4.3.2) optimisé par l’algorithme.
– KRLQ : Observateur robustifié KR avec les gains de commande Kc définis en (3.35)
par la méthode LQPP avec les capteurs.
– KRLQPP : Observateur robustifié KR avec un placement du pôle dominant par la
méthode LQPP (Chapitre 3.4.3.2) optimisé par l’algorithme.
Ces ensembles contiennent tous les paramètres nécessaires pour définir la loi de com-
mande. Toutes les définitions de ces ensembles sont données dans la table 5.1. Pour
connaître l’utilité de ces différents paramètres, il faut se reporter à la description des
structures d’observation (paragraphe 3.40) et de commande (paragraphe 3.4.3.2).
Ci-dessus est défini le vecteur des paramètres d’un individu lié à la structure à opti-
miser. L’une des spécificités citées précédemment pour ces algorithmes est de considérer
en tant que paramètre le vecteur d’écarts-types −→σ lié à la mutation (Paragraphe 5.2.2.4).
Chaque élément de −→x est associé à un élément de −→σ . De fait, un individu Υ est constitué
de la manière suivante : 
Υ =
{−→x −→σ }
dim(−→σ ) = dim(−→x )−→x = {x1; x2 . . . ; xdim(−→x )}−→σ = {σ1; σ2 . . . ; σdim(−→σ )}
(5.1)
Enfin, les observateurs étant du type de Kalman, la création des gains d’observation
est réalisée par la minimisation d’un critère. En conséquence, la valeur des gains importe
peu en eux-même, ils suffit de bien contrôler l’écart entre ces gains. Ces différences
d’écart vont influer sur la dynamique alors qu’une simple multiplication de la totalité
des gains amènera vers le même optimum.
Pour cela, il s’agit de pouvoir obtenir, sur un calculateur, autant de possibilités avec
de petits gains qu’avec de grands gains. Il ne faut pas oublier qu’un calculateur code
les informations avec un nombre de bits fixe pour un format donné. De fait, lorsque les
valeurs deviennent grandes, la précision diminue. De plus, le choix des valeurs utilisées
par l’algorithme se fait par un générateur de nombres aléatoires entre 0 et 1 multiplié
par un facteur de norme (écart-type ou borne de l’espace). En conséquence, si les bornes
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paramètres valeur minimale valeur maximale
pdom 0 2
Rk 0 3
νωm −4 4
νωl −4 4
ν∆θ −4 4
νCl −4 4
a 1 6
d 1 5
Table 5.2 – Bornes de l’espace d’optimisation pour chaque paramètre.
sont grandes, pour effectuer la multiplication, les valeurs numériques sont mises sous
le même format de précision et une perte de données peut avoir lieu sur le générateur
aléatoire.
Grâce au premier constat, les paramètres sont encodés en valeurs logarithmiques
pour éviter entre grandes et petites valeurs de changer d’encodage et donc de perdre en
précision et en choix comme expliqué au paragraphe précédent.
5.2.2.2 Création d’une population
Dans un algorithme évolutionnaire, la population est constituée de deux éléments
identiques à une population réelle : les parents µ et les enfants λ. Telle la réalité,
les enfants sont créés à partir des parents par deux opérations : combinaison (Pa-
ragraphe 5.2.2.3) et mutation (Paragraphe 5.2.2.4). Pour entretenir un renouvellement
permanent et ainsi garantir de s’approcher de l’optimum, le nombre d’enfants λ sera
toujours deux fois supérieur au nombre de parents µ. Le choix de ces valeurs se fait
arbitrairement puis par essais sachant que de grandes valeurs permettent à coup sûr de
converger mais rallongent le temps d’exécution. Ici, λ = 60 et µ = 30.
La création d’une population consiste à générer le premier jeu de parents µ et se
déroule en deux étapes marquées 1 et 2 . La première, 1 , consiste à définir les bornes
de l’espace d’optimisation des paramètres −→x . Cette opération est réalisée par le concep-
teur d’après les essais menés sur les structures avant l’implantation de l’algorithme. Les
plages de variation autorisées sont données dans le tableau 5.2 en valeur logarithmique.
Pour les deux premiers, les valeurs sont données par le système :
-pdom est conditionné par rapport aux performances désirées et atteignables par le
système montré au chapitre 3.
-Rk est limité en valeur basse par l’écart-type du bruit généré par la dérivation. La
borne haute de Rk est choisie plus grande pour donner plus de choix à l’algorithme.
De plus, les espaces sont légèrement agrandis pour autoriser des solutions non-
envisageables par un opérateur humain. Quant aux autres valeurs, la localisation des
optima n’étant pas connue, l’espace est choisi arbitrairement large pour être sûr de les
contenir. A charge à l’algorithme de converger.
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La seconde opération 2 initialise la première génération de parents. Chacun des
µ éléments Υ constituant l’ensemble des parents, noté µi, est créé en suivant (5.2). La
fonction U est un générateur aléatoire de nombres suivant une loi uniforme entre les
bornes indiquées.
∀(i; j) ∈ [1;µ] × [1; dim(−→x )],

µi.x j = U([x jmin, x jmax])
µi.σ j =
x jmax − x jmin√
12
(5.2)
Le vecteur d’écarts-types n’a pas de bornes à proprement parlé. Par contre sa valeur
servant de référence pour la mutation, elle est initialisée en fonction de la taille de
l’espace à scanner.
Les paragraphes suivants vont détailler la création des enfants ainsi que la prise en
compte de l’évolution de la population.
5.2.2.3 Recombinaison
Première opération créant une nouvelle génération λ à partir de la population de pa-
rents µ, marquée 3 sur la Fig. 5.1, elle opère une modification du vecteur de paramètres
soit en remplaçant un paramètre par la valeur d’un des parents ou en appliquant une
moyenne pondérée aux valeurs de deux parents différents. La pondération est choisie
aléatoirement suivant une loi uniforme entre 0 et 1.
Au travers de l’expérience communiquée par [Bäc96], la recombinaison est surtout
importante pour les écarts-types −→σ que pour −→x à qui ils sont associés. En effet, le
brassage des valeurs est plus important avec la mutation des paramètres. Par contre,
vu la procédure de mutation des écarts-types, leur recombinaison permet de modifier
l’écart-type associé à une solution et ainsi de relancer l’évolution si cet écart-type était
trop faible en le remplaçant par un autre plus grand.
En conséquence, les recombinaisons suivantes sont appliquées à la création de cha-
cun des λ éléments constituant la génération des enfants (5.3) notés λi. La fonction
U({E1,E1 + 1, . . . ,E2}) donne un entier entre E1 et E2 tiré aléatoirement suivant une loi
uniforme. 
∀(i; j) ∈ [1;λ] × [1; dim(−→x )]
k =U({1, 2 . . . , µ})
m =U({1, 2 . . . , µ})
,
{
λi.x j = µk.x j
λi.σ j = µm.σ j
(5.3)
5.2.2.4 Mutation
Une fois les recombinaisons effectuées, la nouvelle génération d’enfants λi subit
une nouvelle transformation par la mutation ( 4 sur la Fig. 5.1). Cette opération est la
plus importante pour le principe des algorithmes évolutionnaires puisqu’elle permet
rapidement aux enfants de se diversifier. L’exploration de l’espace devient plus rapide.
L’obtention de cette propriété se traduit par l’utilisation d’un modèle basé sur des
distributions normales avec des écarts-types intégrés directement dans le génotype (5.4).
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Figure 5.2 – Evolution de l’espace disponible pour la mutation des paramètres.

∀(i; j) ∈ [1;λ] × [1; dim(−→x )]
s1 =
1√
2
√
dim(−→x )
s2 =
1√
2dim(−→x )
,
{
λi.σ j = λi.σ jes1N(0,1)+s2N(0,1)
λi.x j = λi.x j + λi.σ jN(0, 1) (5.4)
N(M, σ) donne un nombre aléatoire suivant la loi normale de moyenne M et d’écart-
type σ. s1 et s2 peuvent être considérées comme des taux d’apprentissage qui, au travers
des lois normales, garantissent une diminution progressive et mesurée des écarts-types
codés dans le génotype au cours de l’exécution. L’initialisation donnée dans (5.4) est
conseillée par [Sch84, Bäc96]. Dans leur étude, les résultats obtenus avec ces valeurs se
montrent robustes.
Cette propriété des écarts-types et son effet sur les paramètres de l’optimisation−→x sont visibles sur la Fig. 5.2. La diminution progressive de la valeur de l’écart-type
réduit l’espace accessible à la mutation du paramètre lié. L’objectif est d’autoriser une
grande variation des paramètres pendant les premières générations afin de localiser
approximativement les minima locaux de la fonction. Lorsqu’on s’approche de la fin, la
diminution des écarts-types contraint l’algorithme à rechercher plus finement la valeur
de ces minima et de tendre l’optimum global. De plus, avec cette programmation,
l’ensemble des enfants se retrouve figé au bout d’un grand nombre de générations
assurant ainsi la convergence de l’algorithme.
Cette deuxième opération clôture les modifications apportées à l’ensemble des en-
fants. Maintenant, la performance de chaque élément doit être appréciée pour élire les
candidats les plus aptes à évoluer telle la sélection naturelle.
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5.2.2.5 Calcul des performances et sélection
Ce paragraphe détaille les actions effectuées au cours de l’étape 5 de la Fig. 5.1.
Cette étape classifie les éléments par ordre décroissant de performance. Un critère (un
nombre réel), fixant la performance d’un individu λi, est donc établi en deux étapes
distinctes.
Les paramètres −→x d’un individu λi sont choisis de manière aléatoire dans l’espace.
Aucune notion de stabilité n’est acquise a priori. Pour éliminer en premier les individus
λi instables, la méthode de µ-analyse détaillée au chapitre 4 calcule une estimation supé-
rieure de la valeur singulière structurée. Comme expliqué au paragraphe 4.4.3, si cette
estimation est supérieure à 1, la stabilité n’est pas assurée, l’individu λi est alors rejeté
en donnant la valeur numérique maximale admissible au critère (maximum admissible
par le codage informatique). Sinon, le critère est déduit d’une manière différente.
Cette méthode, plus longue en temps, utilise des simulations temporelles du système
afin de fixer une performance à cet individu λi amenant à l’objectif de l’optimisation.
Le but est d’insensibiliser la réponse du système aux variations paramétriques prises en
compte et de l’amener à tendre en permanence vers une référence ωlre f .
Pour cela, un système d’erreur sur la réponse va permettre de définir la performance
d’un individu avec n’importe quel jeu de paramètres Θi = {Jl,KT, fl} choisi inclus dans
les bornes de l’optimisation.
En premier, avant toute comparaison, les modalités de cette comparaison doivent être
définies :
Le critère doit permettre de définir les performances comportementales d’un indi-
vidu λi. Les réponses doivent être en permanence les plus proches de celle de la Fig. 5.3.
Deux spécificités nécessitent d’être prises en compte pour assurer l’efficacité de ce cri-
tère. Primo, les écarts pendant les transitoires (échelon de vitesse, échelon de couple de
perturbation) doivent être minimaux. Secundo, en régime permanent, le couple, pour
une raison de stabilité, doit subir le moins de variation possible.
Le critère (5.5) condense en un scalaire les deux objectifs précédents une fois les
simulations de l’ensemble Θ calculées. Tend correspond à l’instant de la fin de la simula-
tion.
f =
n∑
i=0

Tend∫
0
(
ωlre f (t) − ωl(t,Θi)
)2
dt
︸                            ︷︷                            ︸
a
+ 2
Tend∫
Tend−1
abs
(
Cre f − Cem(t,Θi)
)
· t · dt
︸                                       ︷︷                                       ︸
b

(5.5)
Cre f =Cl + Cr + ( fm + fli)(ωlre f (Tend)) (5.6)
La partie a calcule l’erreur intégrale quadratique (ISE). Elle permet de définir l’erreur
pendant les régimes transitoires entre la référence de vitesse ωlre f et la vitesse ωl avec
le jeu de paramètres Θi considéré. Par contre, lorsque les erreurs sont minimales, par
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Réponse avec capteur pour Θre f = {Jlmax,KTmin, flmin}
Figure 5.3 – Référence de calcul du critère.
exemple de faibles oscillations de couple en régime permanent, le filtrage effectué par
le système additionné à l’effet réducteur d’une élévation au carré ne permet pas d’avoir
une valeur de critère pénalisante. Pour ceci, la partie b a été ajoutée. Elle calcule
l’intégrale de l’erreur absolue temporelle (ITAE) entre le couple Cem avec le jeu de
paramètres Θi considéré et celui qui devrait être constant en régime permanent une fois
tous les frottements et couples de perturbations considérés (5.6). Ce deuxième calcul
d’intégrale n’est pas pénalisé par l’effet passe-bas du système car il travaille directement
sur le couple. La multiplication par le temps puis par un coefficient permettent de lui
conférer une importance suffisante pour gravement pénaliser le critère lors d’apparition
d’oscillations en régime permanent. La valeur 2 est choisie par retour d’expérience pour
assurer un couple non bruité mais ne pas écraser l’influence de l’erreur ISE.
Une référence de comportement est nécessaire ωlre f dans le calcul du critère (5.6).
Habituellement, l’observateur est transparent pour la loi de commande. Il ne doit pas
influer sur la réponse. Pour caractériser cet effet, une réponse avec capteur est choisie
comme référence afin que l’observateur ou le couple commande et observateur annulent
les effets des variations. La réponse la plus dynamique sera la référence (Fig. 5.3). ωlre f
est obtenue avec Θre f = {Jlmax,KTmin, flmin}. Le frein à poudre de la maquette possède
une dynamique lente pour ce système (voir paragraphe 2.4.3). Le couple de référence
représente la dynamique de réponse du frein avec le dépassement qu’il impose.
Les erreurs du critère (5.6) sont calculées pour plusieurs Θi. Θi est un ensemble de jeux
de paramètres à tester pour caractériser le comportement global. D’après les diagrammes
de Bode observés au paragraphe 1.4.2, les comportements les plus extrêmes (temps de
réponse long ou court, dépassement, oscillations) sont obtenus aux bornes des espaces
de variation. Celles-ci sont prises pour former l’ensemble des jeux de paramètres Θ. Un
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exemple est fourni en (5.7) pour une variation de raideur et d’inertie.
Θ =

{Jlmin,KTmin, flmin};
{Jlmax,KTmin, flmin};
{Jlmin,KTmax, flmin};
{Jlmax,KTmax, flmin};
 (5.7)
Ce critère permet de classer tous les individus (parents µ et enfants λ) en raison
de leur performance. L’individu au plus faible critère est le plus performant. En effet,
les écarts en transitoire pénalisent le critère. Lorsque des oscillations sur le couple
apparaissent, elles pénalisent plus gravement le critère. Enfin, si le système est instable,
le critère a la valeur maximale atteignable par le codage numérique.
Une fois les individus classés, deux types de sélection sont possibles créant les
parents de la prochaine génération :
– Uniquement sur les enfants {λ}
– Parents et enfants confondus {µ + λ}
La meilleure solution étant sauvegardée en permanence, utiliser la sélection uni-
quement sur les enfants {λ} permet d’obtenir un plus grand brassage des paramètres
en évitant d’utiliser le même individu sur plusieurs générations. Dans un soucis de
rapidité, la sélection de type {λ} est choisie.
5.2.2.6 Arrêt
Le dernier élément constituant cet algorithme est la décision d’arrêt 6 . Cette déci-
sion intervient lorsque l’évolution du critère n’est plus possible. Deux situations sont
analysables :
– Le critère évolue peu car l’algorithme a convergé vers l’optimum global.
– Le critère évolue à cause de non linéarité sur celui-ci mais à cause du grand
nombre de générations, la mutation fait peu varier les individus et l’espace scanné
est toujours le même (voir mutation de −→σ au paragraphe 5.2.2.4).
Deux conditions sont donc à vérifier. En premier, l’arrêt est automatiquement obtenu
suite à un nombre maximal de générations, ici 200. Les individus sont considérés comme
figés après tant de générations. Puis, une moyenne des meilleurs critères des 10 der-
nières générations est réalisée. Si cette moyenne est inférieure à un seuil de 0, 02 ici, la
convergence est considérée comme acquise. L’algorithme est arrêté. Bien entendu ces
valeurs sont obtenues avec l’expérience du procédé. La table 5.3 résume les paramètres
de l’algorithme.
5.3 Résultats
L’algorithme d’optimisation, les méthodes de calcul des observateurs et du retour
d’état ainsi que la définition de la stabilité sont maintenant définis. Les valeurs à affecter
aux observateurs vont être calculées dans plusieurs situations :
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Paramètre Valeur
Nombre de parents µ 30
Nombre d’enfants λ 60
Recombinaison de −→x discrète
Recombinaison de −→σ discrète
Mutation de −→x N(−→x ,−→σ )
Mutation de −→σ Exponentielle décroissante
Type de sélection Sur les enfants uniquement, {λ}
Nombre maximal de générations 200
Ecart maximal d’arrêt 0, 02
Table 5.3 – Paramètres de l’algorithme évolutionnaire.
– Dans un premier cas, les structures KSLQ et KRLQ sont optimisées avec comme
référence le système sans capteur au point Θre f . Il s’agit des structures KR et KS sans
optimisation de la commande. De manière classique, la commande a été réalisée
puis un observateur est synthétisé pour avoir un minimum d’effet sur le système.
Le concept classique de dynamique séparée pourra être remis en question.
– En second, les structures KSLQPP et KRLQPP sont optimisées avec comme ré-
férence le système avec capteur au point Θre f . Dans ce cas-ci, avec la variation
paramétrique, la méthode n’est plus standard (commande puis observateur) mais
correspond à une définition croisée. Le but est de prouver la validité des observa-
tions menées précédemment.
– Enfin, les structures KSLQPP et KRLQPP sont optimisées avec comme référence
l’échelon de vitesse. Dans ce cas, les limites dues aux bruits des capteurs ne sont
plus prises en compte et donneront les limites en performance du système observé
sans prise en compte d’un système mesuré.
Ces différentes étapes vont faire ressortir si il y a un avantage à réaliser une synthèse
croisée de la commande et de l’observateur au lieu d’une synthèse découplée comme
c’est le cas actuellement.
5.3.1 Optimisation des observateurs seuls
Ce premier paragraphe expose les résultats obtenus par l’optimisation des obser-
vateurs seuls KSLQM et KRLQM pour les différents jeux d’incertitudes paramétriques
possibles sur le système. Le nombre de cas à tester étant très important, les résultats
écrits dans le tableau 5.4 sont issus des simulations de la partie mécanique sous Mat-
lab/Simulink c©. Ces résultats sont commentés en deux étapes. Primo, les performances
globales obtenues sont comparées par rapport au système sans observateur. Secundo,
les différences de performances d’une structure par rapport à l’autre sont mises en avant.
Les performances du système avec observateurs sont différentes du système avec
capteurs. De ce point de vue, les deux structures KSLQ et KRLQ convergent vers le
même type de résultat. Globalement, le temps de réponse est un peu plus long qu’avec
un retour d’état sans observateur mais reste plus constant même lors d’une variation
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de l’inertie Jl. La variation de ce temps de réponse reste aussi inférieure au retour d’état
avec les mesures, même dans le cas d’une incertitude KT Jl fl. Le gain en robustesse du
temps de réponse est de 10% (voir les cadres en pointillés de la table 5.4). Du point
de vue du dépassement, ils sont supérieurs de 0, 2% (valeur du dépassement) avec les
observateurs en moyenne mais cet écart reste faible. Du point de vue de la réponse à
un échelon de vitesse, les différences entre une commande avec ou sans capteur sont
minimes.
Par contre, des gains de performance plus importants de la commande avec obser-
vateur surviennent lors d’un échelon de couple de perturbation. En effet, en moyenne,
l’écart mesuré est inférieur de 2% en écart pur (colonne DΩ) lors de la présence d’un
observateur. De plus, avec la robustification apportée par l’algorithme, l’écart lors d’in-
certitude paramétrique est diminué de 50%.
Une autre observation commune aux deux structures est le placement des pôles
des observateurs. Afin d’éviter une modification du comportement de la réponse par
l’observateur, les pôles de celui-ci sont choisis beaucoup plus rapides (entre ×5 et ×10).
Ici, l’observateur doit garder le comportement du système tel quel au point de référence
Θre f , mais doit le modifier lorsque les paramètres varient pour globalement garder ce
même comportement. Pour cela, l’observateur s’appuie sur deux éléments :
– L’observation du couple de charge permet d’adapter cette réponse suivant la
valeur des paramètres. C’est particulièrement le cas lors d’une variation d’inertie
Jl (voir la Fig. 5.4). L’inertie est une grosse consommatrice de couple lors des
variations de vitesse. La valeur du couple observé chute de beaucoup pour Θ =
Θ2 = {Jlmin; KTmin; flmin} afin de compenser la surestimation du couple nécessaire
due à une inertie de référence supérieure.
– Les pôles des observateurs n’ont pas le découplage nécessaire pour éviter d’influer
sur la dynamique du système (valeurs encadrées de la colonne Pdomobs et la colonne
Pdomcom). Cependant, le bon choix des pôles permet ici de minimiser les écarts par
rapport au comportement de référence. Malheureusement, leur faible dynamique
associée à une partie complexe de même module lors d’une variation d’inertie ou
de frottement visqueux crée une résonance à faible fréquence. En conséquence,
des oscillations apparaissent lors d’une variation de la vitesse pour ces cas là (voir
la Fig. 5.5). Ces oscillations surviennent généralement pour l’inertie minimale et
seulement lors de variation d’inertie ou de frottement visqueux.
Ces oscillations prouvent que contrairement à un placement classique où le décou-
plage assure à l’observateur une bonne concordance avec la réalité et ainsi de ne pas
modifier le comportement du système, la synthèse robuste sur un ensemble de variation
permet à l’observateur des erreurs en vu d’un comportement global plus proche de celui
désiré. Ainsi, ces dynamiques d’observation introduisent des erreurs d’observation qui
ont pour but de forcer la commande à donner une référence de contrôle produisant
toujours le même comportement du système dans la mesure du possible. Cependant,
bien que la différence soit presque de 10 % entre les deux structures, elle correspond à
un écart d’erreur cumulée sur l’ensemble de la simulation de 0, 15 rd2.s−1. Cela prouve
que les réponses sont presque identiques pour les deux structures.
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Figure 5.4 – Effet du couple estimé Cl sur la réponse expérimentale.
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Durée d’une simulation (s) 3,7
Durée de la µ-analyse (s) 5
Temps d’évaluation des
Générations avec dim(Θ) = 2 12 min 24 s
Générations avec dim(Θ) = 4 19 min 48 s
Générations avec dim(Θ) = 8 34 min 36 s
Gain en temps avec KR
pour dim(Θ) = 2 5, 7 générations : 1 h 11 min
pour dim(Θ) = 4 8, 7 générations : 2 h 52 min
pour dim(Θ) = 8 12, 7 générations : 7 h 11 min
Table 5.5 – Temps de calcul pour l’optimisation.
Néanmoins, certaines spécificités sont déductibles du tableau 5.4. Les performances
temporelles sont séparables en deux parties : la réponse à un échelon de vitesse (Tr5M,
∆Tr5, DM, ∆D) et la réponse à un échelon de couple (DΩM, ∆DΩ). La structure robuste
KR dont les bruits d’état sont orientés par rapport à la variation paramétrique est
parfaitement adaptée à un changement de référence. En effet, ce changement ne fait
intervenir que les variables internes du modèle. Il est donc un peu mieux géré par cette
structure. Tr5M, ∆Tr5, DM et ∆D sont dans la plupart des cas inférieurs pour la structure
KR que pour KS. Les écarts sont faibles, de 0, 01 s pour le temps de réponse (3 %) et de
0, 2 % sur le dépassement.
Par contre, la déviation en vitesse (DΩM, ∆DΩ), qui est, elle, due à une variable
externe, se trouve mieux gérée par la structure standard. Le découplage des variables
permet plus de liberté et une rapidité plus grande de couple de charge observé Cl.
Enfin, la colonne Génération (valeurs en gras de la table 5.4) amène au constat suivant,
la structure KR est optimisée avec moins de générations d’individus. La plupart du
temps, cette économie se situe autour de 30 %. Le tableau 5.5 résume les gains de temps
réalisés sur un PC de bureau équipé d’un processeur INTEL P4 cadencé à 3, 4 GHz avec
1 Go de mémoire vive.
Cette analyse a permis de faire ressortir les spécificités des observateurs lors d’incerti-
tudes paramétriques ainsi que les avantages de chaque structure. Deux effets permettent
l’amélioration de ces performances. D’une part la robustification des observateurs par
l’algorithme puis l’ajout à la commande du couple résistant estimé. Cela permet d’accé-
lérer la réaction de la structure.
La structure KR apporte deux avantages à la structure KS. En premier, les pôles
de module maximal sont toujours réels. Cela peut permettre d’éviter une résonance
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supplémentaire dans le système. Cette résonance est en haute fréquence, mais, comme
elle n’est pas liée au système physique mais à la structure de calcul, les imprécisions de
la mesure peuvent exciter cette résonance et créer des oscillations à haute fréquence sur
la commande. En deuxième, le temps de synthèse de la structure KR est inférieur à celui
d’une structure classique KS pour des performances similaires (de 30 %).
Dans la suite de l’exposé, les optimisations mélangent les structures d’observateur et
la commande pour déduire si le couplage des dynamiques est bien nécessaire ou obtenu
uniquement parce que la dynamique de commande a été figée.
5.3.2 Optimisation de la structure complète
Ce deuxième paragraphe expose les résultats fournis par les optimisations conjointes
du placement des pôles de la commande et des observateurs KSLQPP et KRLQPP pour
les différents jeux d’incertitudes paramétriques possibles sur le système. Les résultats
écrits dans le tableau 5.6 portant sur les mêmes structures de base, une comparaison par
rapport au cas précédent est conduite.
Tout d’abord, ces résultats font apparaître les mêmes observations que le cas pré-
cédent. Les pôles dominants des observateurs ne sont toujours pas découplés de celui
de la commande (−9, 5 rd.s−1 pour la commande et −23, 3± 17, 5i rd.s−1). La structure KS
peut toujours avoir son pôle de plus grand module complexe et est donc plus sensible
aux bruits de haute fréquence. Globalement, la structure KR est plus performante par
rapport à un changement de vitesse de référence. Cependant, cette fois, l’avantage de
la structure KS pour un échelon de perturbation externe est plus limité. Néanmoins,
les écarts entre les deux structures restent toujours très faibles et inférieurs à 10 % de
variation relative.
La première différence la plus visible est l’écart sur le critère entre les deux séries
d’optimisation. Les critères de cette série sont 30 % supérieurs à ceux de l’optimisation
sans prise en compte de la commande. L’optimisation donnant un résultat sub-optimal,
l’augmentation de l’espace à scanner peut expliquer cette perte de précision par rapport
au minimum. En effet, le cas correspondant au minimum précédent est inclus dans
cette optimisation mais n’a pas dû être testé. Cependant, cette différence n’amène qu’un
surplus de critère inférieur à 1 rd soit une variation de rotation entre les deux cas très
faible voire négligeable.
Le pôle dominant de la commande est légèrement inférieur à la valeur prise pour
définir le comportement de référence (différence de 0, 3 rd.s−1). Cette légère diminution
permet de réduire la valeur des gains et de diminuer un peu la valeur de l’ITAE dans
le critère d’optimisation en modifiant peu l’IQE. Evidement, cette diminution du pôle
dominant entraîne une légère diminution de la dynamique (+0, 3 s) mais ne change pas
les performances en dépassement et en écart de vitesse lors d’un échelon de couple de
perturbation.
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Par contre, l’ajout de ce degré de liberté supplémentaire augmente le nombre de
générations nécessaires pour converger vers la solution sub-optimale (+33 %) et a aug-
menté l’écart entre les observateurs KR et KS (+20 %). En effet, l’augmentation de la
taille de l’espace est exponentielle, l’ajout d’un degré de liberté à deux structures avec
un nombre de degrés de liberté différent n’a pas les mêmes conséquences.
Pour clore cette partie, les dynamiques de la commande et de l’observateur restent
identiques. Une synthèse découplée n’amène aucune modification mais ralentit l’exé-
cution de l’algorithme. L’intérêt de la synthèse croisée n’est pas prouvée. Par contre,
elle a permis de conforter la nécessité des dynamiques de commande et d’observation
couplée en donnant les même résultats que la précédente optimisation. La dynamique
désirée du système est choisie par la commande en prenant en compte la mesure des
capteurs. Puis une synthèse des observateurs peut se superposer pour diminuer l’effet
des incertitudes paramétriques.
Néanmoins, une autre synthèse est faite en prenant en compte une fonction échelon
comme référence du critère afin d’obtenir la meilleure dynamique et observer les effets
de la commande et de l’observateur. Dans ce cas, les dynamiques vont être accélérées
pour amener le système à la saturation de sa grandeur de contrôle. La dynamique globale
du système sera donc supérieure à celle des observateurs actuels. Il y aura une perte de
performance et la synthèse croisée peut permettre de faire le meilleur compromis.
5.3.3 Optimisation avec un critère lié à un échelon de vitesse
Les cas précédents étaient optimisés par un critère calqué sur les performances dyna-
miques maximales de la maquette obtenues avec la mesure des variables. L’effet limitant
cette dynamique n’est pas le couple ou la dynamique du couple que peut fournir la MA-
SAP, mais la précision des capteurs. En effet, les bruits lors de la dérivation de la position
pour l’obtention de la vitesse et l’imprécision du calcul de l’écart de position due à la
faible résolution des codeurs limitent la valeur des gains du retour d’état pour ne pas
accroître l’effet de ces imprécisions avec le bouclage. Les deux séries d’optimisation
précédentes ont permis de comprendre que la commande gère la dynamique et l’obser-
vateur l’insensibilité aux variations. Entre les deux optimisations précédentes, le pôle
dominant de la commande ainsi que ceux des observateurs ne varient pas, de même
que les performances. Par contre, les performances en robustesse sont meilleures avec
un observateur pour un même jeu de gains de retour d’état.
Afin de préciser ces effets, une autre série est réalisée où le critère d’optimisation
n’est plus dépendant d’un comportement du système. Le critère reste le même que
précédemment (5.5) mais la référence de vitesse change pour devenir Fig. 5.6. Cette
fois-ci, le même couple de charge est appliqué, mais la référence de vitesse au lieu d’être
le comportement du système avec la mesure pour un jeu de paramètres correspond à
l’entrée de référence en vitesse de l’asservissement.
En premier, il convient de noter une différence entre le tableau 5.8 et le tableau 5.7.
Le premier donne des résultats expérimentaux alors que le second affiche des résultats
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Figure 5.6 – Référence de calcul du critère sans contrainte dynamique.
de simulation. Le tableau 5.8 et la Fig. 5.8 fournissent les performances des meilleurs
réglages déduits par l’algorithme d’optimisation.
Les résultats de cette optimisation sont inclus dans le tableau 5.7. D’une manière
générale, la valeur du critère associée aux structures optimisées sans comportement
de référence est meilleure que celle du retour d’état avec capteur et donc des autres
méthodes. L’amélioration est de l’ordre de 26 % (voir les valeurs encadrées en trait
plein). Cela s’explique par un temps de réponse inférieur de 0, 1 s par rapport à la
structure avec capteur. En contrepartie, ces gains de performance en réponse temporelle
s’accompagnent de dépassements plus importants de l’ordre de 10% comparé au 1, 9%
d’une commande sans observateur (voir les valeurs grisées en trait plein). La variation
du temps de réponse, du dépassement et de l’écart de vitesse lors d’un à-coup est plus
importante dans cette optimisation que dans les autres (le temps de réponse varie de 0, 1 s
ici contre 0, 07 s pour les optimisations précédentes). Le compromis rapidité-précision
entre ici en jeu et est plus sensible à cause du retard engendré par l’observateur.
Les pôles de l’observateur gardant la même dynamique (∼ 20 rd.s−1), ils sont main-
tenant plus lents que la commande (voir les valeurs encadrées en trait pointillé). Cela
explique que le temps de réponse minimal de 0, 17 s ne corresponde pas à celui attendu
avec une dynamique dominante de 40 rd.s−1 soit 75 ms. Les observateurs ralentissent
la réponse, mais lui permettent de garder des propriétés de robustesse citées précé-
demment lors des variations. Néanmoins, les variations sont plus importantes dues à
la dynamique de la commande. Le constat fait lors de l’optimisation précédente reste
vérifié. L’observateur s’occupe de la robustesse et la commande de la dynamique.
La saturation ne rend pas le système stable. Il reste stable comme défini par la
µ-analyse même sans saturation (Fig. 5.7). Néanmoins, la saturation vient modifier le
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Figure 5.7 – Réponse expérimentale en vitesse avec l’observateur robuste optimisé sans
contrainte dynamique sans saturation de la commande.
comportement du système en allongeant le temps de réponse. Sans saturation, il cor-
respond plus à celui défini par un pôle de commande à −40 rd.s−1 avec un temps de
réponse légèrement inférieur à 0, 1 s. L’observateur n’a pas l’effet d’un filtre classique de
grandeur ici.
L’augmentation de la dynamique visible sur la Fig. 5.8 est due à une valeur de
pôle dominant de −40 rd.s−1 au lieu de −10 rd.s−1 pour les autres cas d’optimisation.
Les valeurs des gains de commandes obtenues sont dans le tableau 5.8. Les gains sont
largement supérieurs à ceux de la commande calculés avec les capteurs (3.35). Par
contre, les problèmes d’instabilité générés par les bruits de mesures ne sont pas gênants
avec des valeurs d’état reconstruites par un observateur. En effet, les courbes de couple
des structures avec observateur KR et KS , même avec une inertie minimale (Fig. 5.8 (a,
c)) ne sont pas plus bruitées que celle de la commande avec capteur LQPP. La borne
maximale du temps de réponse est largement supérieure aux autres temps de réponse
(valeurs en gras de la Table 5.8) car le dépassement de la Fig. 5.8 (b) est supérieur à 5 %.
Le dépassement est donc le principal effet de l’accroissement de la variation du temps
de réponse.
Une conséquence visible et due à la faible dynamique d’observation est les oscilla-
tions qu’elle apporte, particulièrement quand l’inertie est à sa valeur minimale (voir les
Fig. 5.8 (a,c)).
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Figure 5.8 – Réponse expérimentale en vitesse avec les observateurs optimisés sans
contrainte dynamique avec une variation de raideur et d’inertie de la charge.
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Tr5 D(%) ∆Ω
variation KR KS KR KS KR KS
KTmaxJlmax 0, 17 0, 18 2, 8 1, 3 11, 7 9, 7
KTmaxJlmin 0, 22 0, 22 0 0 9, 3 11, 3
KTminJlmax 0, 33 0, 28 8, 3 6 18 16, 7
KTminJlmin 0, 22 0, 22 1, 3 1, 3 16, 7 16, 7
Table 5.8 – Performances expérimentales des structures optimisées sans contrainte.
Cependant, les performances lors d’un à-coup de couple de charge restent identiques.
Les précédentes optimisations ont montré que les performances à un à-coup sont prin-
cipalement améliorées par l’observation de ce couple de charge Cl. Les tableaux 5.9 et
5.7 font apparaître que les valeurs des pôles et des gains des observateurs restent d’un
même ordre de grandeur malgré la suppression des contraintes. En conséquence, il est
normal de garder les mêmes performances.
Les observations comparant les structures restent identiques aux cas précédents.
Cependant, le gain de temps lors de l’optimisation pour KR est toujours l’élément
différenciant le mieux les deux structures (30% de gain de temps). Un autre élément
concerne les gains de l’observateur. Autant les pôles dominants sont comparables (voir
Table 5.7), les pôles de plus forts modules sont différents. Un ratio de 50 % existe entre
ces pôles créant un ratio de 10 sur les gains (voir la table 5.9). La structure KR, de part la
prise en compte de l’orientation des bruits, atténue moins la mesure avec le coefficient
de synthèse Rk pour s’ajuster uniquement sur la valeur des bruits. Cela génère une
dynamique plus importante pour ces autres pôles et des valeurs de gains supérieures.
Cela entraîne certainement les meilleures performances lors d’une variation de référence
car la dynamique de l’observateur est plus réactive.
Cette partie a permis de mettre en avant les effets de chaque partie. Malgré des
dynamiques liées, les effets restent dissociés. Cependant, l’observateur vient donner une
borne maximale à la dynamique pour garder des propriétés de robustesse. Néanmoins,
l’obtention d’une dynamique rapide pour le système impose de choisir des valeurs
de pôles indirectement liées à cette dynamique. En effet, pour un temps de réponse
de 0, 2 s et une bonne robustesse, un pôle dominant a été choisi à −40 rd.s−1 pour la
commande et à −15 rd.s−1 pour l’observation. Ce choix peut se trouver écarté par la
logique d’un opérateur humain mais pas par un algorithme. L’utilité de la synthèse
croisée se démontre par cet unique cas.
5.4 Conclusion
Ce chapitre apporte une solution pour simplifier et systématiser la synthèse des
structures d’observateur en utilisant les éléments détaillés dans les chapitres précédents.
Un algorithme évolutionnaire est mis en œuvre. Les stratégies reposant sur les lois
de l’évolution émises par les naturalistes sont adaptées aux systèmes numériques et
contrôleurs pour l’électrotechnique. Deux principes sont utilisés, la recombinaison et
5.4. Conclusion 123
KR KS
Kc
ωm 5, 13 5, 02
ωl 46, 50 43, 34
∆θ 1294, 60 1214, 50
xi −903, 07 −847, 92
Kk
ωm 1706, 50 173, 22
ωl 674, 7 21, 11
∆θ −31, 51 −0, 66
Cl −536, 48 −22, 02
Table 5.9 – Valeur des gains des structures optimisées sans contrainte pour une variation
de raideur et d’inertie.
la mutation. La première permet de mélanger les paramètres de deux parents dans un
enfant. La seconde fait évoluer ces paramètres aléatoirement et indépendamment des
parents. Cela permet de garder les performances d’une population, puis de changer
légèrement certains paramètres afin de trouver de meilleurs éléments en périphérie de
cet espace.
Cet algorithme classe les éléments. Un critère a donc été défini pour obtenir cette
classification. Ils reposent sur deux parties :
– La stabilité est testée par la µ − analyse. Si elle est vérifiée, le processus continue
sinon l’enfant est pénalisé.
– Une simulation pour chaque borne des paramètres de variation est réalisée. Un
critère numérique est déduit de ces simulations à partir d’un calcul d’erreur en
deux parties :
– Une erreur absolue intégrale multipliée par le temps du couple moteur est
quantifiée sur la dernière seconde de simulation. Cette erreur empêche des
oscillations de couple à cause d’un couple observateur commande trop dyna-
mique.
– L’erreur intégrale quadratique permet de donner les performance en dyna-
mique. L’effet quadratique accroissant les grandes différences et minimisant les
faibles écarts, les solutions les plus éloignées de la dynamique de référence sont
rejetées.
A partir de cet algorithme, plusieurs séries d’optimisations ont été exécutées avec des
structures et des dynamiques de références différentes.
La première prend le comportement du système avec capteur le plus dynamique
comme référence du critère. Seuls les deux observateurs sont optimisés.
Cette première optimisation permet de déduire que les observateurs augmentent les
performances en robustesse sans détériorer les performances temporelles grâce à l’es-
timation du couple résistant Cl et à leur synthèse tenant compte des incertitudes. Les
deux structures ont des performances comparables, sauf pour le temps de synthèse qui
est plus court pour la structure KR. Moins de coefficients permet d’améliorer les temps
de convergence. Par contre, contrairement à une méthode standard, la prise en compte
des incertitudes paramétriques impose de ne plus réaliser un découplage des modes
124 5. Synthèse et comparaison des structures
entre la commande et l’observateur pour obtenir le meilleur résultat en robustesse. En
effet, l’optimisation impose une dynamique d’observation du même ordre que celle de
la commande.
La seconde utilise le même comportement pour la référence de son critère mais
optimise un degré de liberté supplémentaire : le pôle dominant de la commande. Les ré-
sultats obtenus sont comparables à la première. A première vue, une synthèse croisée n’a
pas d’avantage pour le critère de performance choisi d’autant plus que l’addition d’un
paramètre augmente fortement les temps de synthèse des structures. Mais elle a permis
de prouver la nécessité d’un couplage des dynamiques de commande et d’observation.
La troisième et dernière réalise une optimisation croisée de la commande et de l’ob-
servateur mais avec l’échelon de référence de vitesse comme référence de comparaison
pour le critère. Les dynamiques sont largement augmentées pour cette optimisation.
Les performances en robustesse sont aussi malheureusement diminuées. Le compromis
dynamique versus performance en robustesse est mis en évidence. Néanmoins, malgré
une dynamique de commande multipliée par 4, celle des observateurs reste constante.
Chaque élément a une utilité distincte : la commande gère la dynamique du système
et l’observateur, en plus de reconstruire les variables, assure la robustesse. Par contre,
le meilleur résultat ne s’obtient pas en découplant les deux modules. L’observateur
conserve même une dynamique plus lente pour garder de bonnes performances en ro-
bustesse. Dans ce cadre, la méthode classique est mise en balance. La définition a priori
du comportement du système n’est plus assurée comme avec une synthèse séparée où
la dynamique d’observation est beaucoup plus grande pour ne pas affecter le compor-
tement du système. L’intérêt de la synthèse croisée dans ce genre de problème est de
permettre de s’affranchir d’un opérateur humain afin de tester toutes les possibilités
pour obtenir la bonne même si elle n’est pas logique a priori (les dynamiques de la
commande et de l’observateur sont inversées et couplées contrairement à une synthèse
classique).
Conclusion générale
Ces travaux de thèse ont donc porté sur la commande d’un système flexible piloté par
une machine synchrone à aimants permanents alimentée par un onduleur triphasé de
tension. La charge connectée est flexible de type inertielle dont les paramètres (inertie,
frottement visqueux et raideur) varient entre des bornes définies. De plus, pour des
contraintes de fiabilité et de minimisation des coûts, seules les mesures des courants
statoriques et de la position du moteur sont considérées disponibles. En conséquence, le
cœur de ce travail gravite autour de la synthèse croisée ou indépendante de régulateurs
par retour d’état et d’observateurs assurant la minimisation des effets des variations
paramétriques tout en respectant un cahier des charges de type industriel (temps de
réponse, dépassement. . . ) et une structure simple à implanter et à synthétiser.
De ces contraintes, une loi de commande utilisant un observateur d’ordre complet
avec calcul des gains par la méthode de Kalman, associé à un retour d’état dont les
gains minimisent un critère linéaire quadratique tout en assurant un placement de
pôle dominant a été choisie. Une méthodologie est développée afin de tendre vers le
meilleur choix des deux vecteurs de gains tout en assurant la stabilité et la robustesse
par une méthode de synthèse croisée (simultanée). Une plate-forme expérimentale a été
adaptée pour correspondre aux besoins de la problématique et permettre l’application
expérimentale des lois de commande développées. Ainsi, la structure de commande
et d’observation a été éprouvée expérimentalement et a permis d’atteindre de bonnes
performances en robustesse malgré les larges variations paramétriques imposées.
Avant d’aborder les tenants et les aboutissants de ce travail, le premier chapitre
assure les fondations de ce travail. Les modèles utilisés pour la conception de la plate-
forme expérimentale et pour les lois de commande sont détaillés. Ces modèles sont
séparés en deux parties. La partie électrique, la plus rapide, qui permet d’imposer le
couple. Certains effets non linéaires tels que la saturation de l’air dans l’entrefer, le
couple de détente, les temps morts de l’onduleur. . . sont négligés pour l’asservissement
du couple électromagnétique Tem. En assurant une différence de dynamique suffisante
entre l’asservissement des courants (couple) et de la vitesse, le circuit magnétique cou-
plé à l’infrastructure électrique est considéré comme un générateur de couple. Ainsi, le
contrôle en vitesse de la charge n’interagit qu’avec des variables mécaniques. L’ordre du
modèle et la complexité intrinsèque pour sa commande sont donc simplifiés. Le système
est modélisé par un système à deux masses tournantes reliées par un axe flexible. Dans le
cadre de ce travail, les variations prises en compte ne sont pas définies temporellement
mais sont comprises à l’intérieur de bornes fixes. La fin de ce chapitre d’introduction est
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composée d’un état de l’art relatant les principales méthodes appliquées à la commande
robuste ou aux systèmes à deux masses tournantes. Ce bilan dressant les grandes lignes
des méthodes utilisées et adaptées ainsi que la comparaison de ces études avec les spé-
cificités du cas étudié ont abouti au choix des structures d’observation et de commande
implantées.
Le modèle des éléments étant défini, le chapitre suivant décrit la plate-forme ex-
périmentale adaptée au laboratoire pour l’étude des lois de commande créées. Les
imperfections de mesures, les phénomènes non-linéaires de raideur limitant les per-
formances atteignables par les structures de commande ainsi que les limites en couple
et en vitesse sont détaillés dans cette partie. Il s’agit par la suite de pouvoir correcte-
ment concevoir une loi de commande avec les paramètres mécaniques, électriques et les
bornes de variation adaptés à la plate-forme expérimentale.
Ensuite, la conception de la loi de commande est exposée. En premier, le système
est considéré comme entièrement instrumenté pour intégrer un contrôleur par retour
d’état. En effet, un observateur devant être ajouté pour disposer d’une estimation de la
variable à contrôler, un retour d’état reste une structure bien maîtrisée par la commu-
nauté technique et simple d’implantation. Cependant, un simple retour d’état ne possède
aucune caractéristique de robustesse. De ce fait, des études ont prouvé qu’en appliquant
une minimisation d’un critère quadratique résolu par l’équation algébrique de Riccati,
des marges de gains et de phases minimales importantes sont assurées (synthèse LQ).
Cette condition permet non pas de garantir une bonne robustesse mais au moins de
tendre vers des performances constantes. Puis pour garder une approche classique de
l’ingénieur dans la conception de ce critère quadratique, une méthode d’obtention des
paramètres du critère assurant un placement du pôle dominant est appliquée (LQPP).
Les performances obtenues en simulation ont été vérifiées expérimentalement et les
dynamiques ont été réduites pour obtenir un démonstrateur stable. En effet, le modèle
étant parfaitement linéaire, les bruits, la saturation de l’entrée et les imperfections liés
au démonstrateur déstabilisent la loi de commande et imposent cette réduction de dy-
namique. La deuxième partie de ce chapitre se concentre sur les observateurs. Ceux-ci
doivent s’accommoder des variations paramétriques et assurer au système, avec l’aide
du contrôleur, des performances en robustesse. La théorie développée par Kalman, sur
les systèmes à mesures et à modèle incertains, est apparue intéressante. Elle s’appuie
sur les mêmes principes mathématiques pour sa résolution que le contrôleur par retour
d’état et est aussi largement diffusée dans la communauté technique. De plus, les incer-
titudes du modèle pouvant être utilisées dès la synthèse, il est plus aisé de maintenir
la stabilité. Néanmoins, l’utilisation d’une forme classique (KS) à base de matrices dia-
gonales offre le désavantage de nécessiter le choix de nombreux paramètres (5 degrés
de liberté ici). En effet, les incertitudes n’étant pas des bruits, aucune modélisation à
base de loi normale définissant ce type de filtre n’est possible. Une autre modélisation
est donc introduite. Des variations paramétriques du modèle sont représentées par un
seul bruit scalaire. Son intensité dans les différentes directions de l’espace du modèle
est définie par la variation de la matrice dynamique du système. Les autres variations
telles que le couple de charge Cl externe au modèle doivent toujours être modélisées de
manière classique. Une nouvelle forme (KR) est définie dont le nombre de coefficients
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n’est plus que de 3. Il faut noter que ces deux structures disposent de modèle invariant.
Les gains de Kalman tendent donc vers une solution constante en régime permanent.
Dans un souci d’implantation et de temps de calcul en ligne, cette solution asymptotique
est utilisée rendant la structure à implanter très simple avec des coefficients constants.
La fin du chapitre démontre la faisabilité et les effets qu’introduisent les variations de
paramètres sur le comportement global du système en boucle fermée. Comparative-
ment, la nouvelle structure (KR) garde les mêmes performances mais reste plus simple
à synthétiser de part la diminution du nombre de degrés de liberté.
Après une étude des lois de commande et d’observation précédentes, de nombreux
cas instables ont été constatés. De plus l’instabilité était due à des pôles lents requérant
une simulation longue ou à des phénomènes non-linéaires présents sur la maquette
(raideur, boucle de courant, bruits de mesures de la vitesse du moteur). La stabilité est un
élément essentiel en automatique, elle doit donc être garantie avant toute implantation
sur un système réel. La µ-analyse est donc transposée à ce cas précis pour assurer la
tenue de cette propriété. Son utilisation et la description des différentes incertitudes sont
introduites dans le chapitre 4. De plus, son utilisation au sein de la méthode de recherche
des coefficients optimaux permet une réduction en temps nettement appréciable en
rejetant les solutions vues comme instables et en évitant de longue simulation.
Le nombre d’inconnues à définir arbitrairement reste le dernier élément qui empêche
l’obtention aisée des gains. Afin d’aboutir à une solution, une approche par algorithme
évolutionnaire est mise en place. Elle a le gros défaut de mobiliser du matériel informa-
tique pendant une période variant de quelques heures à une journée suivant le nombre
de paramètres et la puissance de la machine. En contrepartie, elle apporte une synthèse
en simultanée de tous les coefficients contrairement à une approche humaine qui choisit
les coefficients les uns après les autres. De plus, elle n’est pas subjective comme le se-
rait un opérateur humain et explore toutes les combinaisons de l’espace des solutions.
Néanmoins, cette méthode repose sur un critère qu’il faut correctement définir pour
aboutir à une solution convenable.
Après l’obtention de la méthode de synthèse optimisée complète, trois séries de
synthèse ont été effectuées pour toutes les combinaisons de variations paramétriques
possibles. La première optimise seulement l’observateur par rapport à un comportement
de référence. Elle a permis de constater l’amélioration des performances en robustesse et
en rejet de perturbation par l’intégration et la compensation du couple de charge Cl et de
la prise en compte d’incertitude sur le modèle. Par contre, les dynamiques d’observation
et de commande ne sont pas découplées identiquement au cas classique pour obtenir le
système le moins variant. En effet, l’objectif est d’obtenir globalement un comportement
similaire. L’observateur doit donc modifier la mesure pour qu’elle permette au travers de
la commande d’obtenir la même dynamique de réponse. La seule manière de modifier
la valeur des variables d’état est d’avoir une dynamique couplée. Ces dynamiques
influent ainsi directement sur la réponse et accroissent la robustesse. Afin de vérifier
ces premiers résultats, la deuxième série optimise de manière croisée le contrôleur et
l’observateur par rapport au même comportement de référence que la première série
d’optimisation. Les résultats en robustesse sont similaires à l’optimisation précédente.
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De plus, pour un même comportement de référence, les dynamiques de contrôle et
d’observation restent identiques. La modification du comportement par l’observateur
amène à penser que chaque élément a une fonction distincte. Le régulateur gère la
dynamique de réponse (les dynamiques entre les optimisations 1 et 2 sont identiques)
et l’observateur la robustesse de la réponse (il modifie le comportement).
Enfin, la troisième méthode optimise les mêmes structures mais avec un échelon de
vitesse comme référence. Cette fois, les observateurs tendent vers les mêmes valeurs de
gains et de pôles prouvant que celui-ci gère la robustesse de la réponse. Par contre, la
dynamique des réponses est accélérée. En conséquence la commande est plus réactive et
donne même un placement de pôle inverse à celui typiquement réalisé. La dynamique
de commande est plus importante que celle de l’observateur.
Suite à ces synthèses, les essais expérimentaux mettent en avant la capacité de ces
deux structures à contrôler un système à deux masses avec des paramètres mécaniques
incertains. La structure KR, malgré des performances dynamiques identiques à une
structure classique KS, est avantageuse car elle diminue le nombre de coefficients à
optimiser et permet de gagner significativement en temps de synthèse (30 %). Ce gain
de temps, sur un micro-ordinateur récent, se chiffre en heure, entre 1h et 7h pour la
première synthèse.
Comparativement à une méthode de synthèse classique prenant en compte en pre-
mier la commande puis l’observateur, la synthèse croisée a permis l’augmentation des
dynamiques de réponse tout en gardant une robustesse en stabilité et un maximum
de performance sans garantir un dépassement maximal et des bornes de variation de
temps de réponse. Elle a fait ressortir une particularité allant à l’encontre des stratégies
typiquement utilisées. La dynamique de l’observateur est plus faible que celle de la
commande pour assurer une robustesse plus grande et elle est couplée à celle de la com-
mande. Une robustesse comportementale est tirée de ce couplage entre l’observateur et
la commande grâce à l’effet négligeable en temps normal de l’observateur.
En bilan, ce travail a fourni une modélisation linéaire d’un système deux masses à
paramètres variants pour autoriser une synthèse simple d’un retour d’état et de filtre
de Kalman minimisant l’effet des variations paramétriques. Une méthode d’analyse
en robustesse permet de vérifier la stabilité par rapport aux incertitudes en hautes
fréquences (bruits de mesures, temps morts de la mesure et dynamique négligée) et aux
variations paramétriques. Ensuite, un deuxième modèle plus complexe intégrant des
non-linéarités mécaniques de la plate-forme expérimentale permet une comparaison des
structures plus réalistes. Enfin, un algorithme évolutionnaire effectue une optimisation
pour choisir les degrés de liberté des deux structures d’observation KS et KR. Les
résultats validés expérimentalement prouvent que des performances en robustesse sont
obtenables avec l’utilisation de structures simples et bien maîtrisées par la communauté
scientifique.
Des améliorations sont toutefois à noter pour améliorer ce travail. En premier lieu,
l’amélioration des performances passe par une phase d’identification et d’amélioration
de la plate-forme expérimentale. En effet, la mesure des courants limite la bande pas-
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sante de la boucle de courant. Ainsi, l’obtention de dynamiques mécaniques plus élevées
doit s’accompagner d’une augmentation de la bande passante de cette boucle interne.
L’utilisation de filtre numérique, une modification de l’électronique de mesure et l’annu-
lation des temps morts de l’onduleur permettraient d’atteindre cet objectif. Ensuite, en
augmentant la dynamique, les effets mécaniques non-linéaires de la maquette (raideur,
frottement sec, couple de détente) doivent être mieux définis pour permettre de mieux
évaluer la stabilité. Une analyse doit aussi être effectuée en basse vitesse pour analyser
les performances de la structure dans ce cas et quantifier les effets de la numérisation de
la position du moteur ainsi que l’effet du couple de détente. Des bornes d’utilisation de
la méthode par rapport à la vitesse de rotation seraient fournies. En effet, les dynamiques
d’évolution du couple de perturbation ne sont peut-être pas suffisantes pour compenser
en basse vitesse l’effet du couple de détente. Ensuite, la méthode employée ne garantit
pas les performances (temps de réponse, dépassement). La µ-analyse ou un autre critère
d’optimisation (coefficient multiplicatif progressif lors d’un temps de réponse mauvais
ou lors de grand dépassement) pourraient apporter des améliorations à ce problème.
Sur une autre échelle de temps, des perspectives à ce travail sont possibles. La
tendance actuelle est d’ôter un maximum de capteurs au système. L’implantation d’une
structure donnant en même temps avec un modulo 2pi la position du moteur assurerait
le contrôle total de l’application avec les deux capteurs de courants. Deux stratégies
s’affrontent aujourd’hui, soit une injection d’harmonique haute fréquence pour détecter
leur effet sur le courant afin de caler le repère Park sur la position réelle du rotor, sinon
l’adjonction d’un observateur de type Matsui reconstruisant la position du rotor à partir
des variables id et iq et des équations de la MASAP. Cette solution donnerait une méthode
moderne de contrôle des servos-entraînements.
La synthèse croisée a permis de faire apparaître des éléments intéressants allant à
l’encontre des philosophies traditionnellement employées. Néanmoins, une synthèse
globale donnant d’un même calcul la solution du problème (telle une méthode LQG
adaptée) apporterait peut-être de meilleurs résultats. Autre avantage, la prise en compte
de toutes les structures en une seule et même opération permettrait sûrement de gagner
en temps de synthèse.
Enfin, ce travail s’axe autour d’une hypothèse charnière, les variations des para-
mètres mécaniques sont connues et bornées. En définitive, une fois caractérisés, les
effets peuvent être palliés en adaptant une méthode. Les structures étant de plus en plus
légères et les temps de développement de plus en plus courts, l’automatique de demain
devra contrôler des systèmes avec de large plage d’incertitude ou encore plus contrai-
gnant, avec des incertitudes non-définies. Un des axes à long terme serait de rechercher
des méthodes assurant la robustesse sur des plages de variation de plus en plus larges
voire infinies. La conception "Engineering" rejoindrait la conception "Automatique" en
gardant en permanence à l’esprit les contraintes liées à une implantation sur un système
réel qu’ignore l’automatique.
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BO Boucle externe du système régulé (vitesse dans ce cas).
CAO Conception Assistée par Ordinateur.
C-MOS Technologie de fabrication de circuit logique (Complementary Metal Oxide
Semiconductor).
CRONE Commande Robuste d’Ordre Non Entier.
D-K Itération Algorithme réalisant la µ-synthèse polynômiale.
DSP Micro-Processeur adaptée au calcul rapide sur flottant (Digital Signal Processor).
f.e.m. Force contre électro-motrice.
GTO Thyristor GTO, thyristor blocable par la gâchette (Gate turn-off Thyristor).
H∞ Régulateur reposant sur la minimisation de la norme infini.
IGBT Transistor bipolaire à grille isolée (Insulated Gate Bipolar Transistor).
ISE Erreur quadratique intégrale (Integral Stardard Error).
ITAE Erreur absolue temporelle intégrale (Integral Time Absolute Error). Intégrale de
l’erreur absolue multiplié par le temps.
KR Filtre de Kalman avec une matrice de bruits d’état représentant la variation para-
métrique.
KRLQ Optimisation d’un filtre de Kalman KR et une commande LQPP précalculée.
KRLQPP Optimisation d’un filtre de Kalman KR et d’une commande LQPP.
KS Filtre de Kalman avec une matrice de bruits d’état diagonale.
KSLQ Optimisation d’un filtre de Kalman KS et une commande LQPP précalculée.
KSLQPP Optimisation d’un filtre de Kalman KS et d’une commande LQPP.
IHM Interface Homme-Machine.
LFT Transformation Fractionnaire Linéaire (Linear Fractional Transformation).
LMI Inégalité matricielle linéaire (Linear Matricial Inequality).
LPV Approche utilisant la mesure d’un paramètre variant pour adapter le régulateur
(Linear Parameter Variant).
LQ Régulateur calculé par la minimisation d’un critère Linéaire Quadratique.
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LQPP Méthode de placement du Pôle dominant par le critère Linéaire Quadratique.
MASAP Machine Synchrone à Aimants Permanents.
MCC Machine à Courant Continu.
MIMO Système à multi-entrées multi-sorties (Multi-Input Multi-Output).)
MLI Modulation à Largeur d’Impulsion.
MOSFET Transistor à effet de champ (à grille) métal-oxyde (Metal Oxide Semiconduc-
tor Field Effect Transistor).
N/A Conversion numérique analogique.
PCI Norme de bus de connexion informatique (Peripheral Component Interconnect ).
PI Régulateur Proportionnel Intégral.
PID Régulateur Proportionnel Intégral Dérivée.
Power-PC Type d’ordinateur utilisant un processeur d’architecture RISC.
RL Système modélisé par une résistance en série avec une inductance.
SISO Système avec une entrée et une sortie (Single Input Single Output).
TTL Technologie de fabrication de circuit logique (Transistor-Transistor Logic).
VSS Valeur singulière structurée.
(d,q) Grandeur dans le repère tournant de Park.
Glossaire
A Matrice dynamique du modèle d’état.
a Pondération de la matrice Br pour la méthode KR.
ABF Matrice dynamique du modèle d’état de commande en boucle fermée.
Ac Matrice dynamique du modèle d’état de commande.
Ak Matrice dynamique du modèle d’état de l’observateur.
B Matrice d’entrée du modèle d’état.
Bc Matrice d’entrée du modèle d’état de commande.
Bk Matrice d’entrée du modèle d’état de l’observateur.
Br Matrice d’orientation des bruits d’état pour la méthode KR.
C Matrice de sortie du modèle d’état.
Ccc Couple produit par la machine à courant continu en Nm.
Ccde Matrice de sortie du modèle d’état de commande.
Ck Matrice de sortie du modèle d’état de l’observateur.
Cem Couple électromagnétique du moteur en Nm.
Cemre f Couple électromagnétique de référence du moteur en Nm.
Cl Couple externe fourni par le frein à poudre en Nm.
Cobs Matrice de sortie du modèle d’état d’observation.
Cr Couple de frottement sec lié à la charge en Nm.
CT Couple transmis au travers de l’accouplement flexible Nm.
D Matrice directe du modèle d’état.
d Vecteur de calcul de la solution pour la création de la matrice Qc dans la méthode
LQPP.
DM Dépassement maximal sur l’espace de variation en %.
DΩM Dépassement maximal sur l’espace de variation en %.
e Entrée de référence du modèle d’état en boucle fermée en rd.s−1.
E Matrice d’entrée du modèle d’état de commande en boucle fermée.
Ebus Tension du bus continu fournie par l’alimentation en V.
Ecc f.e.m. de la machine à courant continu en V.
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f Critère qualifiant la performance d’un individu.
fc Fonction de commutation d’un bras de l’onduleur.
fl Frottement visqueux de la masse liée à la charge en Nm.rd.s−1.
fm Frottement visqueux de la masse liée au moteur en Nm.rd.s−1.
G(p) Matrice de fonctions de transfert représentant le système avec toutes les incerti-
tudes modélisées par LFT.
GCem Fonction de transfert de l’incertitude apportée par la dynamique de la boucle de
courant.
G j Fonction de transfert d’un système à une masse.
Gl−e Fonction de transfert entre la vitesse de la charge ωl et le couple électromagnétique
Cem.
GPI Fonction de transfert du correcteur PI.
Gω Fonction de transfert de l’incertitude apportée par le retard de mesure.
g1 Gain statique de la fonction de transfert des bruits de mesures en rd.s−1.
H(p) Matrice de fonction de transfert du système avec les incertitudes.
Ia Courant de ligne de la phase a de la machine en A.
Ib Courant de ligne de la phase b de la machine en A.
Ic Courant de ligne de la phase c de la machine en A.
Icc Courant de ligne de la machine à courant continu en A.
Id Courant sur l’axe d du repère de Park en A.
Idre f Courant de référence sur l’axe d du repère de Park en A.
Iq Courant sur l’axe q du repère de Park en A.
Iqre f Courant de référence sur l’axe q du repère de Park en A.
J Critère quadratique à minimiser pour l’obtention des gains du correcteur.
Jl Inertie de la masse liée à la charge en kg.m2.
Jm Inertie de la masse liée au moteur en kg.m2.
K Vecteur de gain d’un contrôleur par retour d’état.
Kc Vecteur de gain du contrôleur par retour d’état LQPP.
Kk Vecteur de gain de l’observateur déduit par la méthode de Kalman.
kcc Constante de couple de la machine à courant continu en Nm.A−1.
kcm Constante de couple de la machine en Nm.A−1.
kpc Gain proportionnel des correcteurs PI de courant en V.A−1.
KT Constante de raideur de l’accouplement flexible en Nm.rd−1.
L Vecteur de gain de l’observateur de Luenberger.
l Variable d’optimisation lié à la pondération de Cl pour la méthode KR.
Lcc Inductance de la machine à courant continu en H.
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Ld Inductance sur l’axe d du repère de Park en H.
Lq Inductance sur l’axe q du repère de Park en H.
m(p) Polynôme des pôles choisis lors de la commande LQPP.
Npol Nombre de paires de pôles.
p Variable de Laplace en rd.s−1.
PT Matrice de changement du repère triphasé au repère diphasé de Park à puissance
constante.
Pc Matrice de Riccati minimisant le critère quadratique de la commande.
Pk Matrice de Riccati minimisant la covariance de l’estimation.
pc(p) Polynôme de la boucle fermée de commande.
po(p) Polynôme de la boucle ouverte de commande.
Pc Matrice de Riccati minimisant la covariance de l’erreur d’observation.
Qc Matrice de pondération sur les états pour le critère quadratique de la commande.
Qcom Matrice de commandabilité.
Qobs Matrice d’observabilité.
Qk Matrice de pondération sur les états pour le critère de minimisation de la covariance
de l’erreur d’observation.
rx Entrée du bouclage de l’incertitude du paramètre x.
Rc Matrice de pondération sur l’entrée du modèle pour le critère quadratique de la
commande.
Rcc Résistance interne de la machine à courant continu en Ω.
Rk Matrice de pondération sur l’entrée du modèle le critère de minimisation de la
covariance de l’erreur d’observation.
Rpot Résistance connectée à la machine à courant continu en Ω.
s1 Paramètre d’apprentissage pour la mutation des individus dans l’algorithme évolu-
tionnaire.
s2 Paramètre d’apprentissage pour la mutation des individus dans l’algorithme évolu-
tionnaire.
T Pôle dominant du modèle du système à deux masses en rd.s−1.
Td Période de découpage de l’onduleur de tension en s.
Tic Constante de temps des correcteur PI de courant en s−1.
Tm Période d’échantillonnage des entrées et sortie de l’organe de calcul en s.
Tr5 Temps de réponse à 5 % en s.
Tr5M Temps de réponse à 5 % maximal sur l’espace de variation en s.
T2 Pulsation basse de la bande passante de la fonction de transfert des bruits de mesures
en rd.s−1.
u Entrée de contrôle du modèle d’état en boucle ouverte en Nm.
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v(t) Vecteur de bruits liés aux mesures.
Va Tension simple de la phase a de la machine en V.
VA0 Tension simple de la phase A de l’onduleur de tension en V.
Vb Tension simple de la phase b de la machine en V.
VB0 Tension simple de la phase B de l’onduleur de tension en V.
Vc Tension simple de la phase c de la machine en V.
VC0 Tension simple de la phase C de l’onduleur de tension en V.
Vd Tension sur l’axe d du repère de Park en V.
Vq Tension sur l’axe q du repère de Park en V.
w(t) Vecteur de bruits liés aux incertitudes des états.
Wb(p) Fonction de transfert pondérant fréquentiellement l’apport harmonique du bruit
de mesures.
~x Paramètre de l’optimisation.
X Vecteur des variables d’état du modèle d’état.
Xc Vecteur des variables d’état du modèle d’état de commande.
Xk Vecteur des variables d’état du modèle d’état de l’observateur.
xi Variable d’état de l’intégrateur augmentant le modèle d’état de la commande en rd.
y Sortie du modèle d’état en rd.s−1.
zx Sortie du bouclage de l’incertitude du paramètre x.
αi Rapport cyclique de l’interrupteur i de l’onduleur.
∆(p) Matrice d’incertitude normalisée complexe liée à la µ − analyse.
∆ f Variation absolue du frottement visqueux de la charge en Nm.s.rd.−1.
∆J Variation absolue de l’inertie de la charge en kg.m2.
∆K Variation absolue de la raideur de l’accouplement en Nm.rd.−1.
δx Incertitude normalisée du paramètre x.
∆A Matrice représentant la variation de la matrice dynamique.
∆Ak Matrice représentant la variation de la matrice dynamique du modèle d’observa-
tion.
∆D Variation du dépassement sur l’espace de variation en %.
∆DΩ Variation du l’écart de vitesse après un à-coup sur l’espace de variation en %.
∆u(p) Partie complexe reliée aux incertitudes non-structurées de ∆(p).
∆Tr5 Variation du temps de réponse à 5 % sur l’espace de variation.
∆θ Ecart de position entre la charge et le moteur en rd.
ε(t) Vecteur d’erreur d’estimation des états.
ζ Coefficient d’amortissement de la résonance en hautes fréquences du système à deux
masses.
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ζc Coefficient d’amortissement de la fonction de transfert de la boucle de courant.
Θ Ensemble des variations à tester.
θ Position électrique du rotor en rd.
Θi Jeu de paramètres à tester.
θm Position mécanique du rotor en rd.
λ Nombre d’enfants composant une génération.
λi Un individu enfant d’une génération.
{λ} Type de sélection se basant uniquement sur un classement des enfants.
{λ + µ} Type de sélection se basant sur un classement des enfants et des parents.
µ Majorant de µ∆(P).
µ∆(P) Valeur singulière structurée (VSS) de P sur l’ensemble ∆.
µi Un individu parent d’une génération.
νCl Variable de pondération de Cl dans la méthode KS.
ν∆θ Variable de pondération de ∆θ dans la méthode KS.
νωl Variable de pondération de ωl dans la méthode KS.
νωm Variable de pondération de ωm dans la méthode KS.
ρ Paramètre de calcul pour la convergence des pôles de la méthode LQPP.
~σ Ecarts-types de l’optimisation associés aux paramètres ~x.
Υ Individu composant l’optimisation.
Ψd Flux sur l’axe d du repère de Park en Wb.
Ψq Flux sur l’axe q du repère de Park en Wb.
ω Pulsation en rd.s−1.
ωc Fréquence de résonance de la fonction de transfert de la boucle de courant en rd.s−1.
ωe Vitesse angulaire du champ électrique en rd.s−1.
ωl Vitesse angulaire de la masse liée au moteur en rd.s−1.
ωlre f Vitesse angulaire de référence de la masse liée au moteur en rd.s−1.
ωm Vitesse angulaire de la masse liée à la charge en rd.s−1.
ωn Fréquence de résonance en hautes fréquences du système à deux masses en rd.s−1.
ωr Fréquence propre d’oscillation du système avec la charge bloquée et le moteur libre
en rd.s−1.
Notation mathématique
E{a} Moyenne de la variable aléatoire a.
I Matrice identité.
N(x, σ) Loi normale de moyenne x et d’écart-type σ.
U(x, y) Loi uniforme continue entre x et y.
U({E1,E1 + 1, . . . ,E2 Loi uniforme discrète.
η(t) Fonction Dirac.
x˙ Dérivée de x.
xˆ Estimation de x.
X′ Transposée de X.
‖H‖∞ Norme infini de la matrice H.
σ Valeur singulière supérieure d’une matrice.
A∗ Matrice adjointe de la matrice A.
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