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Abstract
Non-orientable nanostructures are becoming feasable today. This lead us to the study of spin in
these geometries. Hence a physically sound definition of spin is suggested. Using our definition,
we study the question of the number of different ways to define spin. We argue that the possibility
of having more than one spin structure should be taken into account energetically. The effect of
topology on spin is studied in detail using cohomological arguments. We generalize the definition
of equivalence among (s)pin structures to include non-orientable spaces.
PACS numbers:
Keywords: spin connection; non-orientable; electron transport.
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I. INTRODUCTION
It has recently been possible to realize new small-size materials with nontrivial topologies.
Tanda et al. were able to have Mobius bands formed by crystals of Niobium and Selenium,
NbSe3
1. Given the recent interest in spintronics, it seems therefore worth the effort to study
the possible effect of geometry on spin, especially the combined effect of non-orientability
and non-simple connectedness of the space.
Geometric effects in physics are often hidden in terms of constraints. One good example
of this is the θ vacua of QCD. Here, the different topological sectors are due to the Gauss
constraint2. The Chern number also appears due to constraints either in physical space
or momentum space. While studying charge density waves in a torus geometry, Thouless
found that in this case, the conductivity is expressed in terms of the Chern number of the
manifold and differs from the periodic lattice case in Euclidean space3. Spin currents in
semiconductors is still another problem where the Chern number can be used to explain the
universality of the spin conductivity in the Rashba model4. In this latter case, the constraint
is in momentum space which is homotopic to the plane without the origin, a non-simply
connected space. A final example, we give, is the quantization of the spin of the SU(2)
Skyrmion. The solution to this problem was possible only after extending SU(2) to group
SU(3)5. However in this extension, a new term is needed in the Lagrangian, the Wess-
Zumino term, which has a topological significance and it is related to the disconnectedness
of SO(3). This latter example shows the inter-connectedness of topology of fields and spin.
In this work, we address similar issues between spin and topology of the physical space of
electrons on non-orientable manifolds such as a Mobius band. In this case there is no global
well defined spin structure for the manifold6. It is well known that quantum mechanical
wave functions in non-simply connected spaces can be multivalued and are therefore well
defined only on their simply connected covering spaces2. For non-orientable manifolds, we
show that a definition of spin is possible by going to the orientable double cover of the initial
space. This work was motivated by Tanda’s group and a simple calculation that is presented
in the application section. For thin-film rings, we observed that there is a critical radius at
which the trivial (or commonly used) spin representation becomes higher in energy than the
non-trivial (twisted) spin representation. This twisted representation should correspond to
the trivial representation on a Mobius band. The critical radius is estimated to be around
2
10 nm for a clean conductor. The typical ring sizes today is in the 100− 50 nm range, but
it is expected that much smaller sizes will be available in the future7. Therefore, we claim
that at these small scales the spin in the Mobius band and in the ring should ’behave’ the
same way, e.g., as it interacts with an external magnetic field or in a ferromagnetic material.
However, before a physical analysis of our claim is possible, a consistent definition of spin
structures in non-orientable manifolds is needed.
Spin is an inherently relativistic effect of the electron and follows from requiring Lorentz-
invariance of the Schrodinger equation8. The relativistic treatment of the spin is not
necessary but it considerably simplifies the formal discussion.
In this paper, we study in some detail, the different spin structures that are possible in
non-trivial geometries. For non-orientable manifolds, the spin group is extended to a pin
group where parity is violated similar to the extension of the special rotation group SO(3)
to the full rotation group O(3). In this latter case, the Pin(3) group double covers O(3)
with the group Spin(3) being a connected component of Pin(3) which double covers the
connected component of O(3), i.e., SO(3). So far only Ref.9 makes use of pin structures
to give a viable alternative explanation of a physical theory such as superconductivity. In
this latter work, cooper pairs can be substituted for a more geometrical interpretation which
is the existence of a two-inequivalent spin structures in a ring. Hence in any non-trivial
geometry, knowing the number of inequivalent pin structures is important to know before
writing a Lagrangian for the dynamics10.
For the sake of generality, we will allow even time non-orientable manifolds to be part of
the discussion. The work in the literature that covers questions related to the existence and
the counting of the different Pin structures is mostly recent. A comprehensive introduction
to Pin group structures can be found in Refs.11 and12.
Pin groups first appeared in Ref.13 and were derived from Clifford algebras in relation
to the K-theory of vector bundles. After that Karoubi14 studied the obstructions to these
Pin structures within fiber bundles theory and hence was confined to Pin structures that are
only derivable from a Clifford algebra. As is well known, there are eight non-isomorphic Z2
extensions of the full Lorentz group15. This is a direct consequence of the disconnectedness
of the full Lorentz group and hence there is no unique universal two-cover as is the case for
the special orthocronous Lorentz group.
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The paper is organized as follows. In section II, we review the results on the orientable
case and set the notation for the rest of the paper. In section III we introduce the Pin group
through the Clifford algebra. In section IV we introduce a new definition for equivalence
among Pin structures that works in non-orientable spaces and study its meaning on the
level of representations of the Pinor field. Section V addresses the question of the counting
of the inequivalent Pin structures defined on a non-orientable manifold in light of the new
definition. In section VI, we apply the results to two cases; a nano-circuit that has the
geometry of a torus and a non-orientable de Sitter space. For the nanocircuit we argue that
it is the nontrivial spin representation that must be used instead of the trivial one. In
section VII, we summarize our results.
II. SPIN STRUCTURES
In what follows, it is assumed that we are dealing with manifolds with metrics that have
the signature (+,−,−,−) and we will not address any questions that are dependent on the
metric propre. A good review on the mathematics involved here can be found in ref.16. In
this section, we review the spin structures on orientable manifolds and set the notation for
the rest of the paper.
For an orientable manifold B, such as the de Sitter space R×S3, a Spin structure exists
whenever the second Stiefel-Whitney class vanishes17. This is the same as saying that the
transition functions of the Lorentzian frame bundle lift up to new transition functions with
values in the Spin(1, 3) group. The number of inequivalent Spin structures is given by the
number of classes in H1(B,Z2). It is well known that Spin(1, 3) is a double cover for the
Lorentz group SO0(1, 3), which is the connected component of the identity of the orthogonal
group O(1, 3). This double covering induces some restrictions on the transition functions of
a Spin structure.
For a manifold to be orientable, the O(1, 3) group structure of the frame bundle should
be reducible to SO(1, 3) by choosing an orientation. Since the sequence
1 −→ SO(1, 3) −→ O(1, 3) −→ Z2 −→ 1 (1)
is a short exact sequence, we get the following long exact sequence19,
4
0 −→ H0(B,SO(1, 3)) −→ H0(B,O(1, 3)) −→ H0(B,Z2)
−→ H1(B,SO(1, 3)) −→ H1(B,O(1, 3)) −→ H1(B,Z2). (2)
Recalling thatH1(B,SO(1, 3)) is the set of equivalence classes of Principal SO(1, 3)-bundles,
then B is orientable if and only if (iff) the last map is null. This map is by definition the
first Stiefel-Whitney class ω1. Similarly, the short exact sequence
1 −→ Z2 −→ Spin(1, 3) −→ SO(1, 3) −→ 1 (3)
induces a long exact sequence,
... −→ H1(B,Z2) −→ H
1(B,Spin(1, 3)) −→ H1(B,SO(1, 3)) −→ H2(B,Z2). (4)
Hence B has a spin structure iff the last map is null. This latter map is the second Stiefel-
Whitney class ω2(B) and hence it is the obstruction to a spin structure on the space B.
For non-orientable spaces, w1 6= 0, we need to establish similar sequences to the respective
groups and this will lead us naturally to the pin group.
III. PINOR STRUCTURES
FIG. 1: The Mobius band.
Pinor groups are better understood from Clifford algebras13. Given a vector space V
of dimension n = 4 that is tangent to a point p ∈ B and g(x, y) a bilinear non-degenerate
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quadratic form on V associated with the metric (+,−,−,−). Let T (V) =
∑∞
i=0 T
i(V), where
T i(V) = V × ...× V︸ ︷︷ ︸
i−times
, (5)
is the tensor algebra of V. The set I generated by the set{x⊗x− g(x, x), x ∈ V} is an ideal
of T (V). The quotient space
Cl(V, Q) =
T (V)
I
(6)
is the Clifford algebra of the vector space V equipped with the quadratic formQ(x) = g(x, x).
Clearly, if Q(x) = 0, Cl(V) is simply the Grassmann algebra of forms on V. The dimension
of Cl(V, Q) is 24. The multiplication in this algebra is induced by the tensor product in
T (V). Let {e0, e1, e2, e3} be an orthonormal basis for V. Then, the following vectors of
Cl(V, Q),
e0, e1, e2, e3
e0e1, e0e2, e0e3, e1e2, e1e3, e2e3
e0e1e2, e0e1e3, e0e2e3, e1e2e3
e0e1e3, 1
form a basis for the algebra. Moreover, since
Q(eµ + eν) = (eµ + eν)⊗ (eµ + eν)
= eµ ⊗ eµ + eµ ⊗ eν + eν ⊗ eµ + eν ⊗ eν , (7)
we have, on the level of algebra,
eµeν + eνeµ = 0 if µ 6= ν
e2µ = 2e
µeµ µ = 0, 1, 2, 3. (8)
Clearly Dirac γµ matrices form a representation of this algebra ( Majorana representation).
The involution x → −x in V extends naturally to an involution α of the algebra which in
turn induces a Z2 grading of Cl(V, Q), i.e.,
Cl(V, Q) = Cl+(V, Q) + Cl−(V, Q), (9)
where Cl+(V, Q) (Cl−(V, Q)) contains the even (odd) elements of the algebra.
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A norm function can be defined on Cl(V, Q) by first defining conjugation on the genera-
tors:
(ei1 ....eip)
∗ = eip ....ei1 . (10)
Then the norm of x is defined by
‖x‖2 = xα(x∗). (11)
Let Cl∗(V, Q) be the subset of all invertible elements of Cl(V, Q). Actually in our case
where the dimension is even we might as well define the norm without the inversion α. The
Clifford group Γ(V, Q) is the subgroup of Cl∗(V, Q) defined by
Γ(V, Q) =
{
x ∈ Cl∗(V, Q) : v ∈ V, α(x)vx−1 ∈ V
}
. (12)
Given x ∈ Γ(V, Q), then it can be represented by an orthogonal transformation
ρ(x) : V → V
e → α(x)ex−1 (13)
If we were to drop α from the definition, the map ρ fails to be a representation in the odd
dimensional case. Finally, the Pin group is the subgroup of the Clifford group with elements
of modulus one,
Pin(V, Q) = {x ∈ Γ(V, Q) : ||x|| = 1} . (14)
This group doubly covers the orthogonal group O(1, 3). The sequence
1 −→ Z2 −→ Pin(1, 3) −→ O(1, 3) −→ 1 (15)
is then a short exact sequence. We say that Pin(1, 3) is a Z2−extension of O(1, 3).
Finally, it is important to realize that not all pin groups are derived from a Clifford
algebra. Chamblin18 studied the obstructions to non-Cliffordian Pin structures. Starting
from Dabrowski’s semidirect product formula for the Pin group 11, Chamblin found an
obstruction to Pin structures through the use of Sheaf cohomology19. The starting short
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exact sequence that was fundamental to his construction is however not correct. This is
easily seen by applying the second homomorphism theorem. Dabrowski’s formula is
Pina,b,c(p, q) =
Spin0(p, q)⊙C
a,b,c
Z2
, (16)
where Ca,b,c stand for the discrete group of order 8 that is a double covering of the group
G = {1, T, P, TP}. The rotation group O(p, q) = SO(p, q) ⊙ G is double covered by the
Pin group and there are eight non-isomorphic such groups. This latter eight is unrelated
to the order of the group Ca,b,c . The group G is isomorphic to Z2⊗Z2. The group C
a,b,c is
isomorphic to either of the following groups. The quaternion group Q, the dihedral group
D4, the group Z2 × Z2 × Z2 and the group Z2 × Z4. The a, b and c indexes stand for the
signs of the squares of the elements of the cover T, P and PT. For example in the quaternion
case we can map i to T , j to P and k to TP . In this case a = b = c = −, and so on. In the
rest of the paper, we will be only interested in determining the degrees of freedom on the
spin structures for a given topology. We hope to address the question of obstructions in the
future.
IV. WEAKLY-EQUIVALENT PIN STRUCTURES
In this section, we introduce a new definition for equivalence among (s)pin structures
that takes into account the possible non-orientability of the physical space of the system.
The definition is suggested such that the non-orientability is linked to the orientable cover
of the space. This is in analogy with relating non-simply connected spaces to their simply
connected covers.
A. Pinor-Frames
Let B a manifold with a metric of signature (+,−,−,−) and covered by a simple cover
{Ui} ,Γ is the Pin(1, 3) group and G is the orthogonal group O(1, 3). (P, pi,B,G) is a
principal bundle. (P˜, pi,B,Γ) is the principal bundle induced by the double covering
ρ : Γ→ G . (17)
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There is a bundle map Φ between P˜ and P such that
Φpi = pi
Φ(υ · γ) = Φ(υ)Φ(γ) (18)
for υ ∈ P˜ and γ ∈ Γ .
Consider now two Γ−structures P˜ and P˜′ over P that differ only through an automor-
phism Ψ of Γ, in other words, we have a bundle isomorphism Θ such that
Θ : P˜ → P˜′
Φց ւ Φ′
P
(19)
commutes and
Θ(υ · γ) = Θ(υ) ·Ψ(γ) υ ∈ P˜, γ ∈ Γ . (20)
P˜ and P are said to be weakly-equivalent. Because of the double covering, the map Ψ is
involutive.
Next, we state the following definition of a pinor field which is a generalization of the
usual spinor field. A Pinor field ψ of type (ξ,Y) on B is a section of P˜×Γ Y with
ξ : Γ→ Hom(Y,Y) (21)
and is a representation map of Γ .
Theorem I
The sets of Pinor fields representations in P˜ and P˜′ are Ψ− related.
To prove this we first take note of the fact that a section σ of P˜×Γ Y can be represented
as a map
S : P˜→ Y
S(u˜) = u˜−1(σ(x)) (22)
such that
S(u˜ · γ) = γ−1 · S(u˜) (23)
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Here we have used the fact that an element u˜ of P˜ represents a map fromY to Yx . Moreover,
the bundle map Θ can be taken to be the identity map on fibers, i.e.,
Θ ≡ 1 : Yx → Yx (24)
Let {γij} and
{
γ′ij
}
be the transition functions of P˜ and P˜′ , respectively. Then it is
obvious that the following diagram commutes:
γji : Ui a Uj → Γ
Ψ ↓
γ′ji ց
Γ
(25)
i.e.,
Ψ(γji) = γ
′
ji . (26)
Therefore given a section σi : Ui → P˜×ΓY, there is a corresponding one σ
′
i : Ui → P˜
′×ΓY
such that
σi(x) = [x, y] = [x · γ, γ
−1 · y]
σ′i(x) = [x, y] = [x ·Ψ(γ),Ψ(γ
−1) · y] (27)
An element u of P˜ can be represented by an equivalence class [i, x, γ] = [j, x, γjiγ] with a
similar expression for u′ of P˜′ with γji replaced by Ψ(γji) . This is equivalent to saying that
u is a map
Y → Yx (28)
with
u(y) = ϕi(x, γ · y) . (29)
The ϕi’s are the local trivializations of P˜. For the cross sections we have the following
diagram
S : P˜ → Y
Θ ↓ ր S ′
P˜′
(30)
so S(u) = S ′(Θ(u)) = S ′(u′). This in turn implies that
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S ′(u′ · γ′) = γ
′−1 · S ′(u′)
= Ψ(γ−1) · S(u) . (31)
If ξ is a representation of Γ , the above relation trivially extends to
S ′(u′ · ξ(γ′)) = Ψ(ξ(γ−1)) · S(u) . (32)
We conclude that a pinor field defined on B is a quantity independent of the action group
within an isomorphism.
B. On frame-Bundles
Let as above B be a non-orientable manifold and Bc its orientable double cover. Here, we
propose to treat the question of what happens if the frame bundle P, with group of action
taken to be O↑+(1, 3) , is pushed forward with the covering map p : B
c → B. We take {Ui}
as the cover of B.
First it should be realized that the transition functions gji(x
′) of P are the same as those
of the tangent bundle TBc . By definition, these transition functions are the Jacobian of
the transition functions of the coordinate functions:
ϕ′i : Ei → Vi = p
−1(Ui) , (33)
where Ei ⊂ R
4 . The transition functions tji(x
′) of the chart (Vi, ϕi) are given by
t′ji = ϕ
′−1
i ϕ
′
i : Ei a Ej → Ei a Ej . (34)
Therefore the transition functions aji(x
′) of TBc are given by :
a′ji : Vi a Vj → O
↑
+(1, 3)
x′ 7−→ a′ji(x
′) = J(t′ji)|ϕ−1
i
(x′) . (35)
Hence we have
gji(x
′) = a′ji(x
′) . (36)
This can be easily shown through the coordinate functions.
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Now, we describe in more detail the map p : Bc → B . The orientable double cover is
defined as follows. The Jacobian of the transition functions of B, aji(x), that corresponds
to a′ji in B
c are defined similarly. From these transition functions, we can form 1-cochains θ
θij : Ui a Uj → Z2
x 7−→ θji(x) = det[J(aji)|ϕ−1i (x)
]. (37)
Therefore to each point x ∈ B , we can associate to it two points (x, 1) and (x,−1) where
±1 is the values of θij(x) . The manifold B
c is the set of all these points. First we note
that Bc is connected. A curve in Bc that connects (x, 1) to (x,−1) can be given through
the unique lifting of a non-orientable closed loop at x20. Bc is also orientable since lifting
the θij ’s will give the determinant of the Jacobian of the aij ’s. The manifold B
c can in fact
be interpreted as a bundle structure over B with fiber and group Z2 . Diagrammatically we
have
P
↓ pi
Bc → B
p
(38)
Therefore for the principal bundle (Bc, p,B,Z2) the local trivializations are given by
φi : Ui × Z2 → p
−1(Ui) = Vi (39)
and the transition functions gji(x) : Z2 → Z2 are elements of Z2 , they act as a permutation
group of the points that cover x .
Now define a new set P =`x∈B Px where Px = Px′
1
` Px′
2
if p(x′1) = p(x
′
2) = x and
distinct. We claim that the map
p∗ : P→ B
p∗(u) = x where u ∈ P and p(pi(u)) = x (40)
induces a bundle structure on B. Therefore we expect the following diagram to commute
Λ : P → P
pi ↓ ↓ p∗
Bc → B
p
(41)
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besides taking fiber to fiber, the map Λ should respect the action of the respective groups
in both manifolds:
P×O↑+(1, 3) → P
Λ ↓ τ ↓
P×G → P
(42)
Λ(u · λ) = Λ(u) · τ(λ) (43)
We would like to find out the group structure G of this bundle. Assuming that B has a
metric with signature (+,−,−,−) then the functions aji(x) defined above are in O(1, 3)
. Since B is not orientable then det aji(x) = ±1. The elements that cover x differ by an
element in Z2 which can be represented by T or P or any other element with determinant
-1 and involutive. The first matrix is related to time non-orientability, the second to space
non-orientability. These elements describe global actions on the manifold. By construction,
the fiber Yx ≃ O
↑
+ ` O
↑
+. So from the above discussion we should expect that the two copies
differ by an element of determinant -1. In fact let a be such an element with a2 = 1. Using
the map Z2× B
c → B , a well defined multiplication, then we can write
x′2 = a · x
′
1 , (44)
where the local coordinates are used , that is
x′1 : Vi → Ei
x′2 : Vj → Ej . (45)
On the manifold B these charts get projected to a single chart around x:
x′1 : y1 : Ui → Ei
x′2 : y2 : Uj → Ej . (46)
Therefore, the frames u1(x
′
1) and u2(x
′
2) become two frames at the same point x. They
are related through the transformation
∂y
µ
1
∂yυ
1
|x. But y
µ
1 (x) = x
′µ
1 (x) = a
−1
ǫ z
′ε
1 (x
′
2) and y
υ
2 (x) =
y
′υ
2 (x
′
2), this implies that
∂yµ1
∂yν2
=
(
a−1
)µ
ǫ
∂z′2
ǫ
∂y′2
ν |x′
2
. (47)
Since
∂z′
2
∂y′
2
∈ O↑−(1, 3), we conclude that the transition functions of P are in O
↑
+(1, 3) `
a ·O↑+(1, 3) . There are two possible choices either a ∈ O
↑
−(1, 3) or a ∈ O
↓
−(1, 3) . Depending
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on which element a we choose, we end up with different actions on P which are equivalent.
So the groupG can be either O↑+(1, 3) ` O
↑
−(1, 3) or O
↑
+(1, 3) ` O
↓
−(1, 3). Hence, if we have
started with O↑+(1, 3) ` O
↓
+(1, 3) as the group of symmetry of P , we would have obtained
O(1, 3) as the group of action of P. On the level of fibers, the map Λ is easily seen to be a
2-1 map similar to p by construction.
V. WEAKLY-INEQUIVALENT PIN STRUCTURES
In the following , the topological group Γ can be taken to be Pin(p, q) and the group G
the orthogonal group O(p, q).
Let (P,pi,B,G) be a Principal bundle. Let Γ be a double covering for G. Then we have
the following exact sequence:
1→ K → Γ→ G→ 1 , (48)
where K = Z2. And let
ρ : Γ→ G (49)
be the 2-1 map. We denote by gji : Ui ∩ Uj → G the transition functions of the bundle P.
The principal bundle (P˜,pi,B,G) is called a Γ -structure on P iff there is a bundle map
Φ : P˜→ P
Φ(u˜ · γ) = Φ(u˜) · ρ(γ) for u˜ ∈ P˜ and γ ∈ Γ (50)
and the functions gji can be lifted to the transition functions of P˜ , i.e., we have
γji Γ
ր ↓
Uji
gji
→ G
(51)
ρ(γji) = gji
γijγ
−1
kj γki = 1 . (52)
The last relation is the cocycle condition. This enables us to define a Cˆech-Cohomology
on B with coefficients in Γ:
d : C1 −→ C2
(dγ)(ijk) = γjkγ
−1
ik γij . (53)
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Hence [γij] ∈ H
1(B,Γ) and [gij] ∈ H
1(B,G). The equivalence class [γij] is defined by
[γij] = {γ
′
jk : λiγijλ
−1
j } (54)
with
λi : Ui → Γ . (55)
It is immediately clear from the above, that ρ induces a map ρ∗ between cohomologies:
ρ∗ : H1(B,Γ)→ H1(B,Γ)
ρ∗ [γij] = [ρ [γij]] = [gij ] . (56)
This map is 1-1 and onto if a Γ− structure exists.
Now if we assume that the manifold B is non-orientable. Then B has an orientable double
cover Bc. Let {U1} be a cover for B , and
ϕi : Ei → Ui (57)
be the coordinate maps of B where Ei ⊂ R
n. The transition maps aij are given by
aij : ϕjϕ
−1
i : Ei → Ej → Ei → Ej . (58)
Now let x ∈ Ui a Uj and define θij to be the normalized determinant of the Jacobian of the
transition functions aij :
θij : Ui a Uj → Z2
θij(x) = det J [aij(x)] . (59)
Using the properties of the determinant, we can see that θij is a representative of an element
of H1(B,Z2) . We construct B
c through these cocycles:
p : Bc → B , (60)
where
Bc = {(x, θij(x)) , x ∈ Uij} . (61)
Therefore, p induces a bundle structure. In fact (Bc, p,B,Z2) is a principal bundle. Note
that this fiber bundle is connected if the base space B is connected. If B were orientable
then Bc would simply be a trivial double covering.
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Next, we let P˜ and P˜′ be two Γ-structures on P and Ψ is a group isomorphism of Γ such
that
Ψ : Γ → Γ
ρց ւ ρ
G
(62)
commutes. P˜ and P˜′ are said to be weakly equivalent, P˜ ≃W P˜
′ , iff we have the following
commutative diagram
P˜
Θ≃
→ P˜′
Φց ւ Φ′
P
(63)
and
Θ(u˜ · γ) = Θ(u˜) ·Ψ(γ) u˜ ∈ P˜, γ ∈ Γ . (64)
If Ψ = 1, we say the equivalence is strong21. We believe that weak equivalence is the concept
most appropriate from a physical point of view. We have seen above that such fields are
Ψ-related, moreover this will enable us to concern ourselves only with fields defined on
orientable manifolds. Therefore if we are interested in knowing how many possible physical
fields we can have on a given manifold, it is irrelevant how we represent the group of actions
on the spinor field as long as they differ by an isomorphism. We show next that the map Ψ
is an involution. To show this, we observe that the map ρ is a 2-1 map. Let γ1 and γ2 the
two elements that cover g. Since ρΨ(γ1) = g and ρ(γ2) = g, we must either have Ψ = 1 or
Ψ(γ1) = γ2
and Ψ(γ2) = γ1 . (65)
The map Ψ acts as a permutation among the couple that cover a given element inG. Hence
the involution follows immediately. A result that follows from the previous statement is that
Ψ|K = 1 . This is immediate from the fact that K = Z2.
Theorem II
Let P˜, P˜′ be Γ -structures on P,
1. Let P˜ ≃W P˜
′ . If {γij} are transition functions for P˜ associated with {gij} for P, then
γ′ji = Ψ ◦ γji are transition functions for P˜
′.
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2. If P˜ and P˜′ have transition functions {γij} and
{
γ′ij
}
with γ′ij = Ψ◦γji then P˜ ≃W P˜
′.
To show this we observe that:
1. Associated with {γij} is a system ϕ˜i of charts
ϕ˜i : Ui × Γ→ P˜, with
γij : Ui a Uj → G
given by ϕ˜iϕ˜
−1
j (e˜) = e˜ · γ˜ij . (66)
Then charts ϕ˜′i : Ui × Γ → P˜
′ defined by ϕ˜′i = Θ ◦ ϕ˜i have transition functions
γ′ij : Ui ∩ Uj → G given by
γ′ij = ϕ˜iϕ˜
−1
j (e˜
′)
= Θ ◦ ϕ˜i ◦ ϕ˜
−1
j ◦Θ
−1(e˜′)
= Θ[e˜ · γij]
= e˜′ ·Ψ(γij) (67)
=⇒ γ′ij = Ψ(γij) . (68)
That
{
γ′ij
}
satisfy consistency relations and ρ ◦ γ′ij = gij is immediate.
2. Proof relies here on showing that
Θ|π˜−1Ui ≡ ϕ˜iϕ˜
−1
i , (69)
is well defined. We set,
ϕ˜′1(u, 1) = e
′
1, ϕ˜1(u, 1) = e1 (70)
ϕ˜′2(u, 1) = e
′
2 = e
′
1 · γ
′, γ′ = ±1; ϕ˜2(u, 1) = e2 = e1 · γ, γ = ±1 (71)
ϕ˜′1ϕ˜
′−1
2 (e˜
′
2) = e˜
′
2 · γ
′
12 = e˜
′
1 =⇒ γ
′
12 = γ. (72)
Similarly γ
12
= γ. Then on pi−1 (Ui a Uj) , Θ is well defined if ϕ˜1ϕ˜
−1
1 = ϕ˜2ϕ˜
−1
2 .
ϕ˜1ϕ˜
−1
1 (e˜1) = e˜1
ϕ˜2ϕ˜
−1
2 (e1) = ϕ˜
′
2ϕ˜
−1
2 (e˜2 · γ) = ϕ˜
′
2(u, γ) = e˜
′
2 · γ = e˜
′
1 · γ
′γ (73)
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Finally, γ12 = γ
′
12 , since Ψ is an isomorphism :
=⇒ Ψ(1) = 1,Ψ(−1) = −1 (74)
=⇒ γ′γ = γ212 = 1, (75)
which implies that Θ is well defined.
Hence we proved our statement. Now we try to show that if only weak equivalence is imposed
on Γ-structures on P, then the number of inequivalent Γ-structures will no longer be given
by H1(B,Z2) but instead by H
1(Bc,Z2) . Note that the covering induced by p is a regular
covering. Hence p∗ (pi1(B
c, ∗)) ✁ pi1(B, ∗) and this covering is a Z2-covering. We can see
right away that the map Ψ has similar properties on the group action level. As an example,
take B = RP2 . Then B
c = S2.
pi1(B) = Z2, (76)
pi1(B
c) = 1. (77)
The space B has in this case two strongly-inequivalent Pin−(2) structures. If we let w
denotes the volume element of the Clifford algebra associated to Pin−(3), then the two
Pin−(2) structures are obtained through the following coverings
Pin−(3)/ {1,±w} → O(3)/ {1,−1} (78)
If we require only weak equivalence, then both structures become equivalent with
Ψ(w) = −w (79)
Ψ(1) = 1 , (80)
and the above two coverings reduce to a single one, namely
Pin−(3)→ O(3)→ S2 . (81)
So imposing weak-equivalence is equivalent to factoring out the effect of the non-orientability
of the manifold B. Hence we should expect that H1(Bc,Z2) gives distinct physical Γ-
structures on B.
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Theorem III
Pc is a Γ-structure on P. The induced Principal bundle p−1P ≡ Pc is a trivial double
covering for P. Similarly, p−1P˜ ≡ P˜c is a trivial double covering for P˜ and P˜c is a
Γ-structure on Pc .
We start first by showing that Pc is a trivial covering of P. Pc is by definition the
Principal bundle induced by p,
F : Pc −→ P
pi ↓ ↓ pi
Bc
p
−→ B
(82)
Therefore, Pc and P have the same group structure22. Moreover, we have
gji(x
′) = gji (p(x
′)) for x′ ∈ Bc (83)
The map F is a 2-1 map. Now consider the bundle P× Z2 defined such that
P× Z2
Φ
−→ Pc
↓ p′ ↓ p
Bc
id
→ Bc
(84)
such that
p′(u, 1) = x′1 (85)
p′(u,−1) = x′2 (86)
p(x′1) = p(x
′
2) = x (87)
We claim that P × Z2 ≃ P
c , i.e., Φ is a bundle isomorphism. We construct Φ explicitly.
Locally, we have
Φ : P× Z2 −→ P
c
(x, u(x), 1) −→
(
x
′
1, u
)
(x, u,−1) −→
(
x
′
2, u
)
(88)
Therefore, piΦ(x, u, 1) = pi( x′1, u) = x
′
1 = p
′(x, u, 1) and a similar relation holds for (x, u, 1).
Hence, the above diagram commutes and Φ carries fibers to fibers. Φ can then be considered
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to be a bundle map induced by the identity. A similar diagram for P˜ and P˜c shows that P˜c
is a trivial double cover of P˜ .
The following diagram gives all possible relations among the transition functions and can
be used to prove that P˜c is a Γ-structure on Pc.
P˜c
Φ
→ Pc
pi ց ւ pi
Bc
F ↓ ↓ ↓ F
B
ր տ
Pc
Φ
→ P
(89)
Considering Pc and P as base spaces, the map Φ is induced by Φ. Hence it is a bundle map.
We need to check that it is equivariant, i.e.,
Φ
(
u˜ · γ
)
= Φ(u˜) · ρ(γ) for all γ ∈ Γ. (90)
We write Φ explicitly. A map that satisfies all the properties of the above diagram is
Φ(x′; u˜) = Φ(x′; u˜), (91)
where
p(x′) = x (92)
and u˜ ,u˜ are the same pinor frames. Since multiplication by γ leaves the fiber invariant, it
is trivially true that Φ is an equivariant map since Φ is itself equivariant. Next we define
the difference class of two structures. P˜ and P˜′ are two Γ-structures on P, where the group
actions differ by an isomorphism Ψ . The difference class δ(P˜, P˜′) is defined to be
δji(x) = γji(x)Ψ(γ
′−1
ji (x)), x ∈ Uij . (93)
Similarly, we can define δ for the respective double covers. The difference class δ(P˜, P˜′) can
be shown to be an element of H1(B,Z2). Similarly, δ(P˜c, P˜c
′
) is an element of H1(Bc,Z2).
By definition, we have
δij(x) = γij(x)Ψ(γ
′
ij(x)
−1) , (94)
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and
ρ(γij) = ρ(γ
′
ij) = gij . (95)
This implies that
ρ(δij) = 1 (96)
=⇒ δij(x) ∈ Z2 (97)
i.e., δij is in the center of Γ and
(dδ)(ijk) = δjkδ
−1
ik δij
= γjiΨ(γ
′−1
jk )(γikΨ(γ
′−1
ik ))γijΨ(γ
′−1
ij )
= γjkΨ(γ
′−1
jk )(Ψ(γ
′
ik)γ
−1
ik )γjiΨ(γ
′−1
ij )
= γjk(γijΨ(γ
′−1
ij ))Ψ(γ
′−1
jk )(Ψ(γ
′
ik)γ
−1
ik ) since δij ∈ C(Γ)
= γjkγijΨ(γ
′−1
ij γ
′−1
jk γ
′
ik)γ
−1
ik
= 1. (98)
Hence δij ∈ H
1(B,Z2) . A similar proof works for δij . The difference class can be used
to define an equivalence relation among the Γ− structures. In fact, we have P˜ ≃W P˜
′ iff
δ(P˜c, P˜c
′
) = 1 . To show this, suppose that P˜ and P˜′ are weakly -equivalent, then
γij(x) = Ψ(γ
′
ij(x)), (99)
with Ψ2 = 1. Moreover we have
γij(x) = γij(p(x
′)) (100)
since
gij(x
′) = gij(p(x
′)), (101)
which implies that
γij(x
′) = Ψ(γ′ij(x)). (102)
Hence the difference class becomes
δij(x) = γij(x
′)Ψ(γ′−1ij (x
′))
= γij(x
′)(γ′−1ij (x
′))
= 1. (103)
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Now suppose that δ(P˜c, P˜c
′
) = 1. Hence there exists λi : p
−1(Ui)→ Γ such that
dλ(ij) = δ(ij) . (104)
This is a Cˇech-coboundary condition, therefore we have
γij(x
′) = λ−1i (x
′)Ψ(γ′ij(x
′))λj(x
′) . (105)
Now we try to construct locally the bundle isomorphism
Θ : P˜→ P˜′ (106)
such that
Θ(u˜ · γ) = Θ(u˜) ·Ψ(γ) (107)
and
Φ ◦Θ = Φ′ . (108)
First we have the following commutative diagram:
P˜c
Θ
→ P˜c
′
Φց ւ Φ
′
Pc
↓ ↓ ↓
P
Φր տ Φ′
P˜
Θ
→ P˜′
(109)
It should be clear from this diagram that locally Θ and Θ are the same. Hence a construction
of Θ will immediately give one for Θ . Let Vi = pi(p
−1(Ui)) and define Θ locally by
Θi : Vi → P˜c
′
(110)
u˜→ σ′i(pi(u˜)) · λiΨ(γi(u˜)) (111)
where σ′i is a local cross section of P˜
c
′
and γi is an element of Γ such that
u˜ = σi(pi(u˜)) · γi(u˜) (112)
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If γ ∈ Γ , then
Θi(u˜ · γ) = σ
′
i(pi(u˜ · γ)) · λiΨ(γi(u˜ · γ))
= Θi(u˜).Ψ(γ) . (113)
This map is well defined globally. On intersection Vi a Vj
σi(pi(u˜)) · λiΨ(γi(u˜) = σi(pi(u˜))γ
′
jiλiΨ(γi)
= σi(pi(u˜))λjΨ(γji)Ψ(γi)
= σi(pi(u˜))λjΨ(γj), (114)
as it should be.
Theorem IV
Let P˜ be a Γ-structure on P. P˜c is the corresponding double cover. Then for each element
ζ ∈ H1(Bc,Z2) there exist a non weakly-equivalent Γ− structure P˜
′.
Let ζ ij be a representation of ζ and Ψ is an isomorphism as above. Define the following
functions:
γij(x
′) = ζ
−1
ij · (γ
′
ij(x
′)) . (115)
They clearly satisfy the cocycle condition and hence they form the transition functions of a
principal bundle which we call (P˜c
′
, pi
′
,Bc,Γ) . Note also that
δij = γij(γ
′
ij) = ζ ij , (116)
and
ρ(γij) = ρ(γ
′
ij) = gij . (117)
Now, to get the Principal bundle (P˜c
′
, pi
′
,Bc,Γ) we use the fact that (Bc, p,B,Z2) is a
Principal bundle with transition θij(x) ∈ Z2 . Hence the following diagram commutes:
P˜c
′
−→ Bc
p′ ց ↓
B
(118)
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Therefore (P˜c
′
, pi
′
,Bc,Γ) is a Principal bundle with transition functions
ψij(x) = θij(x) · γ
′
ij(x
′) . (119)
Here, we have used the trivial extension of Γ , i.e.,
1→ Z2 → Z2 ⊗ Γ→ Γ→ 1 . (120)
The bundle P˜′ is constructed with the same transition functions. Therefore we set
γ′ij(x) = θij(x) · γ
′
ij(x
′). (121)
This ends our main section which relates the number of inequivalent pin structures to the
first Cohomology group of the associated orientable cover of the underlying non-orientable
space.
VI. APPLICATIONS
In this last section, we discuss two examples: the first deals with an electron in a nano-
circuit. The second deals with a non-orientable space.
A. Transport in nano-Circuits
In this section, we follow the notation of Negele and Orland23. The geometry of the circuit
is nontrivial; it has a ‘hole’. The homotopy group of the torus is pi1 (T
2) = Z⊕Z. It is a two-
dimensional surface. However the electrons are not only constrained to the surface, but they
can be also inside. Therefore the geometry of the circuit is in fact homeomorphic to D×S1
where D is a disk in R2, i.e, a simply connected region. Moreover the manifold is orientable
in this case and hence the nontrivial spinor is dictated by the circle around the hole (see
figure 2). According to our discussion in previous sections, any non-orientability will be
factored out. Hence, the following discussion will equally apply to a Mobius band. For this
manifold, there are two possibilities to define spinors since H1 (M,Z2) = Z2. The vector
potential that corresponds to the non-trivial one differs by an element in the Cohomology
class λ:9
Aµ → Aµ −
i~c
2e
λ−1∂µλ, (122)
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with ∮
λ−1∂µλ · dx = 2pii. (123)
The function λ can always be chosen to be defined on the unit circle:
λ :M → U(1) ⊂ C
Therefore the magnetic flux will change by a discrete value for each closed path traveled by
an electron around the circuit∮ (
Aµ −
i
2e
λ−1∂µλ
)
· dx =
∮
Aµ · dx
µ +
hc
2e
(124)
It is interesting to observe that Magnus and Schoenmaker24 had to postulate the quantization
of flux to be able to recover the Landauer-Buttiker formula for the conductivity. In our case
the quantization is automatic for the non-trivial spin structure. It will be argued below that
for this circuit, it is the configuration with non-trivial spin structure that must be adopted
based on energy arguments. The Frohlich-Studer (FS) theory25 is a non-relativistic theory
that explicitly exhibits the spin degrees of freedom. This latter theory is U(1) × SU(2)
gauge-invariant. The SU(2) symmetry comes from the spin degrees of freedom of the wave
function of the electron. For a magnetic field (A = 1
2
B × r) and an electric field in the
z-direction, the covariant derivatives in the FS equation take the form:
Dt = ∂t + eϕ− igµSzB (125)
and the spatial derivatives are
D1 = ∂1 − ieA1 + i
(
−2gµ+
eµ
2m
)
ESy, (126)
D2 = ∂2 − ieA2 + i
(
−2gµ+
eµ
2m
)
ESx,
D3 = ∂3.
In two dimensions with z = x+ iy, they acquire a simple form
D+ = D1 + iD2 = ∂z − ieA+ + g
′
ES+, (127)
with
A+ =
1
2
iBz, S+ = Sx + iSy, g
′ = −2gµ+
eµ
2m
.
25
For a one dimensional ring with radius a, z = aeiφ. Hence, we can simply set x2 + y2 = a2
without loosing any essential spin-orbit type terms in the Hamiltonian as it is the case in
the standard formulation26.
Next we comment on a procedure for obtaining the Green’s function and the effective
action for a particle interacting with an electromagnetic field Fµν = ∂µAν − ∂νAµ based on
the proper time method27. This is a relativistic method that starts with the Dirac equation.
We just state the results since they exhibit explicit gauge invariance. For the one-particle
Green’s function, we have
G (x′, x′′) = i
∫ ∞
0
dse−im
2s (128)
×
[
−γµ
(
x(s)
′
|Πµ(s)|x(0)
′′
)
+ m
(
x(s)
′
∣∣∣ x(0)′′)] ,
where (
x(s)
′
∣∣∣x(0)′′) = − i
(4pi)2
exp
[
ie
∫ x′
x”
dxµAµ(x)
]
1
s2
e−L(s) exp
[
i
1
4
(
x
′
− x
′′
)
eF coth (eFs)
(
x
′
− x
′′
)]
× exp
[
i
1
2
eσFs
]
, (129)
(
x(s)
′
|piµ(s)|x(0)
′′
)
=
1
2
[eF coth (eFs)− eF ]
×
(
x
′
− x
′′
)(
x(s)
′
∣∣∣ x(0)′′) , (130)
and
L(s) =
1
2
tr log
[
(eFs)−1 sinh (eFs)
]
. (131)
The trace is over the Dirac matrices. These expressions are valid in Euclidean space. The
phase factor is clearly isolated in the expression for the Green functions. Hence a non-trivial
spin structure will clearly affect the Green’s function of the theory. In particular the energy
will be different in both cases. In the following, we will assume that there is only a magnetic
field and no spin-orbit coupling. We calculate the energy in both cases. In terms of Green’s
26
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FIG. 2: Boundary conditions on the Green functions.
function with one-body potential, the energy is given by:
E = i
∫
dx (i∂t) G
(
x, x
′
)∣∣∣
x=x′
(132)
=
∫
dxΨ+
(
x
′
)
i∂t Ψ (x)|x=x′
In Fourier space, we have
Gαα (ω,k) =
θ (kF − k)
ω− ∈k +αµ0H − iε
, (133)
where α = ±1, for spin up and spin down. For
a periodic lattice with period d = 2pia in the x direction, we have28
Gα
(
x, x
′
+ ndx̂
)
= −iθ
(
t
′
− t
) ∫ d3k
(2pi)3
θ (kF − k) e
ik·
(
x−x
′
)
(134)
e−ikxnde
−i(∈k−αµ0H)
(
t−t
′
)
.
For a regular periodic lattice in Euclidean space, the wave functions are periodic: this is the
configuration that corresponds to the trivial spin structure. In this case the energy is given
by
E0 =
∞∑
n=−∞
∑
α
∂tGα
(
x, x
′
+ ndx̂
)∣∣∣
x=x′
(135)
=
1
2m
∫ kF
0
dkx
(2pi)2
(
k4F − k
4
x
)
+
1
m
∞∑
n=1
∫ kF
0
dkx
(2pi)2
cos (ndkx)
(
k4F − k
4
x
)
.
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For a twisted configuration, we have instead the energy:
Et =
∞∑
n=−∞
(−1)n
∑
α
∂tGα
(
x, x
′
+ ndx̂
)∣∣∣
x=x′
(136)
=
1
2m
∫ kF
0
dkx
(2pi)2
(
k4F − k
4
x
)
+
1
2m
∑
n=±2,±4,±6,..
∫ kF
0
dkx
(2pi)2
cos (ndkx)
(
k4F − k
4
x
)
−
1
2m
∑
n=±1,±3,±5,..
∫ kF
0
dkx
(2pi)2
cos (ndkx)
(
k4F − k
4
x
)
The difference in energy for typical values of kF = 10
8cm−1 and d = 100nm (d = 10nm). In
arbitrary units, we have:
kF (cm
−1) d(nm) Et −E0
108 100 −561
108 10 −19634
Therefore as the size of the ring gets smaller, the nontrivial spin structure becomes lower
in energy for a critical value of the radius. Hence from an energy point of view, the spin
will choose to be in the lowest energy state possible that is compatible with the geometry of
the circuit. In this case there will also be a flux quantization associated with changes in the
current. Since we are in the ballistic regime, each electron travels in closed paths around the
circuit. Any change in the number of particles that traveled around the torus will give rise
to a flux or a vector potential. The current is not polarized at zero temperature and hence
each pair of electrons with spin up and spin up will give a change in flux as that postulated in
Ref.24 to recover the Landauer-Buttiker formula in non-simply connected circuits with one
’hole’. Therefore it seems the assumption can be proved if the nontrivial spin configuration
is taken into account. We also observe that having twisted leads in the circuit will not
change the (s)pin structures in this calculation as shown in the previous sections.
B. Spin on a non-orientable space
In this section we treat non-orientable cases. First we take a non-orientable manifold,
B = S3/Z2, where Z2 = {(1, T ), (1, I)}. From our discussion above, it was found that
28
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FIG. 3: A closed nanocircuit: Each electron is assumed to travel around the circuit in closed orbits.
inequivalent pin structures were given by H1(R × S3,Z2). This latter result has been
found by different methods in29. Finally, we would like to say more about the new adopted
definition for equivalence by going back to the example of the projective plane that we
mentioned earlier. Here however, we take a more physically motivated approach. Let ψa, a =
1, 2, be a pinor field on RP2. The structure group of the frame bundle is O(2). Let {e
a
i }
be a local frame on the open set Ui. The sets Ui cover RP2 and their intersections are
contractible so local sections are always well defined. On intersections Ui a Uj we have
eai = (Lij)
aeai , with Lij ∈ O(2) . (137)
On the pinor frame level , we have
ψai = (Sij)
a
bψ
a
j , with Sij ∈ Pin(2) , (138)
and ρ(S) = L. We require that ψ†ψ and ψ†γaψ transform as a scalar and a vector respec-
tively. The γa defined here are the Pauli matrices. From this we get the following conditions
on S,
S†S = 1 , (139)
S†γaS = Labγ
b . (140)
To find explicit expressions, we need to choose a covering. RP2 is topologically equivalent
to a disk with the boundary antipodally identified. Next we parametrize the boundary with
an angle θ, 0 4 θ ≺ 2pi . Choose a simple cover for the strip adjacent to the boundary, we
29
will need at least three open neighborhoods. Non-trivial transition functions will be needed
only as we go along the boundary. They are of the form
L = I · e2iθ , (141)
where I is a reflection about the first axis. Using this cover, we find that S must have the
form eiαγ1eiθγ
3
. Imposing boundary conditions on ψ(θ) , we find that
eiα = ±i . (142)
Hence, the two Pin(2) structures predicted above. The phase factor eiα is clearly due to the
reflection I. Moreover, it is physically irrelevant and ignoring it amounts to ignoring I, i.e.,
the non-orientability of the space. Therefore quantum mechanics should be studied first on
the orientable cover and then projected on the configuration space.
VII. CONCLUSION
In summary, we have given a definition to spin structures on non-orientable manifolds
by going to the orientable double cover. This allowed us to determine the number of
inequivalent spin structures using our definition of equivalence. We also showed that in
the typical structure of a nano-circuit, the nontrivial spin configuration is probably more
important than the trivial one at nanometer scale. This argument is supported indirectly by
the work in ref.24. A convincing proof of this statement will be to solve the problems with
the constraints on the motion of the particle explicitly taken into account. This is a very
difficult problem. We believe the energy argument that we presented is compelling enough to
continue looking into other aspects which can result from the nontrivial spin configuration.
Smaller non-orientable structures than those made by Tanda et al. should also be possible
in the near future and provide an experimental test of the idea presented here. Finally,
there is one question that we did not discuss in this work and that is related to the nature
of ’phase transition’ at the critical radius of ring between the two spin structures. This is
an interesting question mathematically and physically. We are not the first to raise this
question; Jarosczewicz asked a similar question regarding the spin of SU(2) solitons30. To
avoid introducing one more flavor to quantize the spin, he introduced the idea of a rotating
soliton which corresponds mathematically to the nontrivial paths in SO(3). A similar
30
analysis to his may shed some light on the physics of our non-trivial spin configurations in
a ring.
The author is very grateful to R. Chantrell who made this work possible and thanks J.
Friedman for initial discussions on this subject.
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