Abstract: Sample size calculations for gene expression microarray and NGS-RNA-Seq experiments are challenging because the overall power depends on unknown quantities as the proportion of true null hypotheses and the distribution of the effect sizes under the alternative. We propose a two-stage design with an adaptive interim analysis where these quantities are estimated from the interim data. The second stage sample size is chosen based on these estimates to achieve a specific overall power. The proposed procedure controls the power in all considered scenarios except for very low first stage sample sizes. The false discovery rate (FDR) is controlled despite of the data dependent choice of sample size. The two-stage design can be a useful tool to determine the sample size of high-dimensional studies if in the planning phase there is high uncertainty regarding the expected effect sizes and variability.
Introduction
The analysis of gene expression microarray and NGS-RNA-Seq experiments typically involves a large number of hypothesis tests. Sample size calculations for such studies are challenging because the overall power depends on the unknown proportion of null hypotheses and the unknown effect size distribution for the hypotheses where the alternative holds (Jung, 2005; Pawitan et al., 2005; Tibshirani, 2006) . One approach to address this problem are sequential designs where frequent interim analyses are performed and the experiment is stopped as soon as the estimated power exceeds a certain threshold (Posch et al., 2009 ). These designs, however, can require a large number of interim analyses which may not be practical and computationally expensive.
In this paper we propose a sample size reassessment procedure for studies where a large number of hypotheses is tested controlling the false discovery rate (FDR) . In an interim analysis the distribution of the effect sizes under the alternative is estimated with an empirical Bayes mixture model (Muralidharan, 2010) or a kernel deconvolution density estimator (van Iterson et al., 2013) . Based on the estimated effect size distribution, the sample size of the second stage is determined such that the predicted overall power at the end of the experiment (defined as the expected proportion of rejected hypotheses among all hypotheses for which the alternative holds) exceeds a pre-specified threshold. If there is a large fraction of alternative hypotheses with very small effect sizes, this overall power may not be useful because alternative hypotheses with very low effect sizes are often of little interest. Therefore, we alternatively propose the control of the contingent power, defined as the proportion of rejected hypotheses among the alternative hypotheses with an effect size that exceeds a threshold (Matsui and Noma, 2011) .
Typically approaches to estimate the power (or equivalently the multiple Type II error) in high-dimensional experiments are based on estimators of the fraction of true null hypotheses (Delongchamp et al., 2004; Norris and Kahn, 2006; Zehetmayer and Posch, 2010) . While these procedures allow to estimate the posthoc power after all observations have been collected, they do not allow for a prospective power calculation because the latter requires an estimation of the distribution of effect sizes.
The adaptive sample size reassessment procedure for the high-dimensional testing problem considered here is based on standard elementary fixed sample test statistics and multiplicity adjustments to control the FDR. Under suitable distributional assumptions, similarly to the sequential testing procedures studied in Posch et al. (2009) , the adaptive test procedure approximately controls the FDR inspite of the adaptation of the sample sizes. This is in contrast to sample size reassessment for tests of a single hypothesis that may lead to a severe Type I error rate inflation (Proschan and Hunsberger, 1995; Graf and Bauer, 2011) if not accounted for, e.g. by applying tests based on combination functions or conditional error rate based tests (Bauer and Köhne, 1994; Posch and Bauer, 1999; Müller and Schäfer, 2001; Brannath et al. 2002; Posch et al., 2003) .
Below we introduce the sample size reassessment procedure and the concept of overall and contingent predictive power. In the results section we report a simulation study investigating the operation characteristics of the procedure and give a real data example. We close with a short discussion.
Methods
Consider an experiment to test m means μ i , i = 1, …, m, of independent normally distributed observations and unknown variances 2 .
i σ Each hypothesis H 0i :μ = 0 versus H 0i :μ≠0, i = 1, …, m, is tested with a one-sample t-test with p-value p i . The FDR (defined as the expected fraction of false rejections under all rejections) is controlled at level α with the Benjamini-Hochberg (BH) procedure (Benjamini and Hochberg, 1995) which rejects all hypotheses H 0i with
The BH procedure controls the FDR if the test statistics are independent or positively dependent (Benjamini and Yekutieli, 2001 ).
Sample size calculation for fixed sample experiments controlling the FDR
Sample size calculations for experiments with a large number of hypotheses allow to specify sample sizes that guarantee control of a multiple Type II error rate or multiple power measure at a pre-specified threshold. A frequently considered power concept is that of the overall power, defined as the expected proportion of alternative hypotheses that are rejected. As hypotheses with a very small effect size have little relevance in many settings, we consider in addition the contingent power Pow Δ [compare also Matsui and Noma (2011) ]. The contingent power denotes the expected proportion of rejected alternative hypotheses among the alternative hypotheses with a standardized effect size of at least Δ. Thus, denoting the actual (unknown) effect sizes by δ i , i = 1, …, m (where δ i = 0 for all true null hypotheses H i ), the contingent power is a conditional power given by
where γ BH denotes the BH critical value. Setting Δ = 0, we obtain as special case the overall power Pow 0 . The required sample size depends on the nominal FDR level and the actual effect sizes δ i , i = 1, …, m. For the sample size calculation we assume that for a proportion π 0 of all hypotheses the null hypothesis holds (such that δ i = 0) and the standardized effect sizes δ i under the alternative are drawn from a distribution g (δ) . Given the distribution g(δ) and π 0 an asymptotic expression for the power is given by
where n denotes the sample size, T n-1 the cumulative distribution function of the t-distribution with n-1 degrees of freedom and non-centrality parameter 
Some comments: (i) For Δ = 0, the denominator of (1) is equal to 1 and the nominator is a weighted average over the power of the hypothesis tests over a distribution of effect sizes. For Δ > 0 the average is taken over a truncated range of effect sizes and normalized accordingly by the proportion of alternatives with absolute effect size larger than Δ. (ii) The right hand side of (2) gives an asymptotic expression of the FDR for the BH procedure for large m (Genovese and Wasserman, 2002) . As in Genovese and Wasserman (2002) or Zehetmayer et al. (2005) we exploit here the fact that for π 0 < 1 the critical value of the BH procedure converges for large m (and some conditions on the dependence structure of the test statistics) almost surely to γ * . Note that γ * = γ * (n) is a function of n that also depends on g(δ) and π 0 . Thus, for a given sample size n, Pow 0 (n, γ * ) gives the overall power and Pow Δ (n, γ * ) the contingent power, where Δ > 0. To compute the sample size required to achieve a certain target power CP * the equation Pow Δ (n, γ * ) = CP * is solved in n, for example, by a bisection algorithm.
Sample size reassessment
Assume that after a first stage with n 1 observations an interim analysis is performed. For each hypothesis i a first stage one-sample t-statistic z i , i = 1, …, m is computed. Based on these asymptotically normally distributed z-scores we estimate the fraction π 0 of true null hypotheses as well as the distribution of standardized effect sizes g(δ) with the empirical Bayes mixture model approach by Muralidharan (2010) . The z-scores z i and effect sizes δ i are assumed to be generated by the hierarchical sampling procedure δ~g(δ) and z|δ~f δ (z) (Brown-Stein model). For the special case of a one-sample test of means of normally distributed observations we use the approximation
where ϕ μ,σ denotes the normal density with mean μ and standard deviation σ. The distribution of the effect sizes is approximated by a mixture model with a point mass π 0 ∈[0, 1] at 0 (representing the null hypothesis) and a single normal distribution component to model the distribution of the effect sizes under the alternative. The normal component is given by g(δ) = ϕ 0 , σ(δ) such that larger σ correspond to settings with larger effect sizes under the alternative. The parameters π 0 and σ are estimated based on a marginal maximum likelihood and the EM algorithm implemented in the R-package mixfdr (Muralidharan, 2012) . The resulting estimates 0, g π are then plugged into the power formula (1). If the power estimate meets the threshold already in the interim analysis, the trial is stopped and analyzed at the interim analysis. Otherwise, the second stage sample size is determined as 2 m ax 1
where n max is a fixed maximum overall sample size. Note that when estimating the post-hoc power for the analysis of the interim data only (assuming no additional observations are collected) the actual BH critical value γ BH in (1) is used instead of the approximation γ * .
Extension to two sample tests
To apply the sample size reassessment procedure for the two-sample t-test, let r denote the allocation fraction such that n A = rn and n B = (1-r)n denote the per group sample sizes and n the overall sample size. To obtain the correct power formula for the two sample case we replace 
Results

Setup of the simulation study
The operation characteristics of the procedure are investigated in a simulation study for one-and two-sample t-tests. If not specified otherwise, sample size reassessment was performed to control the overall power (Δ = 0) as well as the contingent power with threshold Δ = 0.1 for the absolute effect size at 80%. The nominal FDR was set to α = 0.05. The reassessed second stage sample size was cut off at a maximum sample size of 400. Simulations for two-sided one sample t-tests of m = 1000 and m = 10,000 hypotheses were performed, assuming that the effect sizes are drawn from a mixture distribution with a point mass at 0 and a normal mixture component centered at 0 with a standard deviation of 1. We refer to the latter scenario as the unimodal effect size distribution. To estimate the mixture model parameters π 0 and σ we applied the mixModelFitter function of the mixfdr R-package with a single mixture component (Muralidharan, 2012; R Core Team, 2013) to model the effect size distribution under the alternative. As the SSPA package does not cover onesample tests the latter approach was considered only for the two-sample test scenarios.
We considered different dependence structures for the test statistics across hypotheses: Independence, a block correlation structure (also called clumpy correlation) or equicorrelation. Block correlation may be induced in microarray data for example by pathways of genes that are commonly regulated (Qiu et al., 2005) . We assumed that the test statistics are correlated in blocks of 10 hypotheses. Within each block the data is equi-correlated with ρ = 0.5 (Storey et al., 2004) . Data from hypotheses of different blocks are assumed to be independent. Second we consider equi-correlation which can occur due to array effects in microarray analyses. For equi-correlation we assume that for all pairs of hypotheses a pairwise correlation of ρ = 0.5 holds. For all correlation structures the alternatives are randomly distributed among the sequence of hypotheses and the same scenarios as for independent data are examined with σ i = 1, i = 1, …, m. A number of 1000 simulation runs are performed per scenario for π 0 = 0.8 and π 0 = 0.9, 10,000 simulation runs for π 0 = 0.99.
In addition to simulations for independent test statistics as for the one-sample t-test, for the two-sample case we also investigated correlation structures of actual microarray data sets by simulating data from the lung disease microarray data set described in Section 4 following the lines of Qu et al. (2012) . The simulated case and control group data were generated as follows: first, for both groups data arrays were sampled without replacement from the group of patients with interstitial lung disease (as it was the largest group in the data set with 254 observations). Then for the arrays in the case group effect sizes î i θ σ were added to the expression value of the i-th gene, where ˆi σ is the observed standard deviation of the values of gene i. θ i was drawn from a mixture distribution with weight π 0 on 0 and weight (1-π 0 ) on an N(0, 1.5) distribution for the unimodal case or a bitriangular distribution [with parameters as recommended in (Langaas et al., 2005) ] to model settings where the effect sizes follow a bimodal distribution under the alternative. We refer to the two scenarios as unimodal and bimodal effect size distributions. From the total number of m = 15,261 genes the alternative hypotheses were randomly selected from the subset of genes with "biological process" ontology terms with a term size larger than 50 in the Gene Ontology Project Consortium (2000) data base. The maximum sample size in this simulation was determined by the sample size of the data set and set to 127. In the simulations with unimodal distributed effect sizes, the effect size distribution was estimated with the mixModelFitter function of the mixfdr R-package with a mixture model with point mass at 0 and a normal density mixture component centered at 0. For the bimodal case a mixture model with point mass at 0 and two normal density mixture components with estimated means and variances was used. In addition, we applied the SSPA aproach to estimate both effect size distributions. In the simulations for the bimodal case we aimed to control the contingent power for Δ = 0.5 because the contingent power at Δ = 0.1 (the value used in the unimodal case) is very close to the overall power in this setting. Figure 1 shows the asymptotic power [computed from (2) and (1)] of a fixed sample test as function of sample size under a range of settings. The sample size to guarantee a certain overall or contingent power depends sensitively on the distribution of the effect sizes under the alternative. As expected, for the control of the contingent power lower sample sizes are needed to achieve a pre-specified power threshold. Tables 1 and 2 show the properties of the adaptive design with sample size reassessment for the unimodal setting of m = 1000 and m = 10,000 one-sample hypotheses tests with independent test statistics. Figure 2 shows the distribution of the sample size and proportion of rejected alternative hypotheses for the scenario m = 10,000, σ = 1.
Results of the simulation study
The FDR is controlled in all considered scenarios. For m = 10,000 and a first stage sample size of n 1 = 50 the actual power is within one percentage point of the target value of 80% in all scenarios except those where the first stage sample size already leads to a larger power. In the latter scenarios the expected sample size is equal (up to rounding) to the first stage sample size. For lower first stage sample sizes or a lower number of hypotheses the actually achieved overall and contingent power values range between 74%-84%. With first stage sample sizes of n 1 = 30 or n 1 = 50, also for the case of m = 1000 hypotheses and π 0 = 0.8, 0.9 the actual power is within one percentage point of the target power (again with the exception of the cases where the target power is exceeded with the first stage sample). Only for π 0 = 0.99 the sample size reassessment procedure tends to too large sample sizes. The variability of the sample size is largest if π 0 is close to one for m = 1000 but decreases for m = 10,000 as well as lower values of π 0 . We additionally performed simulations under the global null hypothesis (π 0 = 1) and found that the procedure still controls the FDR well (all observed FDRs < 0.05) and in most runs the sample size is reassessed to n max . The table shows the simulated average sample sizes, their standard deviations, the actual (contingent) power, the actual FDR and the oracle sample size * ∆ , n derived from (1) given the true π 0 and true distribution of effect sizes under the alternative. Power is defined as the proportion of rejected alternative hypotheses with effect size > Δ under all such alternative hypotheses. For Δ = 0 this amounts to the overall power.
For correlated test statistics the achieved power values are still close to the target power, however, the variability of the sample sizes increases compared to the case of independent test statistics (See Tables S1 and  S2 ). Note that also for all investigated scenarios with correlated test statistics the FDR is controlled. Table 3 shows the performance of the procedures based on the Bayesian mixture model (mixfdr) and the SSPA package for unimodal distributed effect sizes and independent test statistics in the two sample case. Note that we set the standard deviation of the effect size distribution to 1.5 (compared to 1 for the one sample case) such that larger effect sizes become more likely and the power of 80% can be reached with similar sample sizes as in the one-sample case. Similar to the one sample case, the mixfdr procedure provides a good control of the overall and the contigent power in all considered scenarios. The SSPA procedure in contrast gives in most scenarios highly variable estimates of the effect size distribution resulting in a large standard deviation of the respective sample sizes. Only for a large number of hypotheses (m = 10,000) and π 0 not too close to 1 the procedure showed a reliable control of the contingent power. For the simulations based on the microarray data set Table 4 shows the results for unimodal and bimodal distributed effect sizes. In the unimodal scenario the mixfdr procedure controls the overall power well with deviations up to 4 percentage points to the target power of 80%. As above, the SSPA method leads to more variable sample size and larger deviations for the target power, especially for π 0 close to 1. This is in concordance with the findings of van Iterson et al. (2013) who also observed that the estimate becomes unstable in these scenarios. Also the contingent power is well controlled by both procedures. Again SSPA leads to a more variable sample size (with the exception of the cases π 0 = 0.99, n 1 = 30, 50) where the SSPA procedure always chooses the maximum sample size 127.
For the bimodal effect size distribution, the mixfdr procedure (based on a two component mixture distribution of the effect sizes under the alternative) achieves still a good control of the overall power for n 1 = 30. For n 1 = 10 (as well as n 1 = 50 where the first stage power already exceeds 80%) we observe larger deviations from the target power. In addition, for most scenarios the variability of sample sizes is larger than in the unimodal case. The SSPA procedure leads to more variable sample sizes than the mixfdr procedure and tends to overestimate the required sample size. The mixfdr procedure severly understimates the sample size required to control the contingent power, especially for n 1 = 10. In contrast the SSPA procedure overestimates the required sample size. Table 5 shows results for a non-symmetric bimodal distribution of effect sizes under the alternative where the positive effect sizes dominate. The results are similar to the symmetric case. Table 6 shows the performance of the mixfdr procedure if the effect size distribution is misspecified, i.e. where the actual effect size distribution under the alternative is unimodal but modeled by a mixture of two normal distributions and vice versa. In the former case mixfdr gives too low sample sizes, because effect sizes are overestimated. On the other hand, if the bimodal effect size distribution is fitted by a single normal density centered at 0, effect sizes are underestimated, and always the maximum sample size is chosen. This effect is alleviated for the contingent power. For comparison the results of the SSPA procedure in the considered scenarios are given. Finally, Table 7 shows simulations for different choices of the threshold Δ in the contingent power to illustrate its impact on the sample size.
Application to a microarray gene expression study
We retrospectively applied the adaptive sample size reassessment procedure to the gene expression profiling study of chronic lung disease (Geo database, series number GSE47460: http://www.ncbi.nlm.nih.gov/ geo/query/acc.cgi?acc=GSE47460) of the Lung Genomics Research Consortium (Edgar et al., 2002) . In this experiment, gene expression of 220 COPD patients, 254 patients with interstitial lung disease and 108 controls was measured with Agilent microarrays giving measurements for m = 15,261 genes. The normalized log2-based signal intensities available for download were further normalized by replacing expression values with a normal transformation of the ranks (see Efron, 2010) . Furthermore, we filtered the data by removing all genes with a gene-wise interim variance below 0.1.
For illustrative purposes, we performed separate analyses for the three pairwise comparisons between the disease groups applying two-sided two-sample t-tests. Because the allocation ratios in the three groups [control, chronic obstructive pulmonary disease (COPD), interstitial lung disease] are roughly 1:2:2 we used the corresponding sample size ratios for the pairwise comparisons. As in the simulation study we considered three different first stage per-group sample sizes. Table 4 : Microarray-based simulation with unimodal (σ = 1.5) and bimodal effect size distribution for two-sample t-tests. The table shows the simulated average sample sizes and their standard deviations and the actual (contingent) power for the mixfdr and the SSPA method. The oracle sample size * ∆ n was determined by simulating from the true distribution of effect sizes. Table 5 : Adaptive design with sample size reassessment for bimodal effect size distribution for two-sample t-tests (microarray simulation). The second stage sample size was chosen to achieve an (estimated) overall or contingent (with Δ = 0.1) power of 0.8 for a specific comparison. At the end of the trial, the overall power was again estimated based on the final data sets. Sample sizes, the estimated parameters of the effect size distribution and estimated power values for the example are given in Table 8 .
To control the overall power (Δ = 0), the reassessed sample size would have exceeded the available sample and the total sample was used (up to 4 observations that were dropped to obtain the desired sample size ratios). For all, but the comparison of Control to COPD the estimated power at the end of the trial is For comparison also the results for the SSPA method are given (π 0 = 0.9, m = 1000). Table 7 : Adaptive design with sample size reassessment for unimodal effect size distribution for two-sample t-tests. The table shows the simulated average sample sizes and the actual (contingent) power for the mixfdr and the SSPA method for π 0 = 0.9, m = 1000, and different values of Δ. The estimated (interim) power, the estimated parameters of the effect size distribution in parentheses (σ and π 0 ) and the resulting n for both groups are reported.
close to the nominal level of 80%. Only for the comparison COPD/control the estimated power is considerably lower than the nominal value, because there were not sufficient observations available to increase the sample size according to the sample size reassessement rule. For the control of the contingent power (Δ = 0.1) the reasessed sample sizes are smaller such that the available sample size suffices for all comparisons except for control/COPD. With the latter exception the estimated power at the end of the experiment is close to the nominal level. The R-code to estimate the power for different sample sizes based on an interim data set is available under http://statistics.msi.meduniwien.ac.at/index.php?page=pageszfnr.
Discussion
In this manuscript we proposed an adaptive two-stage design to reassess the sample size based on an interim estimate of the distribution of effect sizes under the alternative. Besides controlling the overall power we considered adaptation rules that aim to control the contingent power, i.e. the power to reject alternative hypotheses with an effect size exceeding a certain threshold Δ. This threshold can either be chosen as a minimum relevant difference that arises from the biological context or one can compute the reassessed sample size for several Δ to make an appropriate choice. The simulation study demonstrated that the procedure adapts the sample size reliably to achieve a pre-specified power or contingent power. However, a too small first stage leads to an unreliable sample size estimation, especially in the scenario of only m = 1000 hypotheses. This is most pronounced in settings where π 0 is very close to 1 and the mixture model estimates π 0 less accurately. We also observed that the sample size reassessment procedure is rather sensitive to the model assumptions and a misspecification of the model for the effect size distribution may lead to incorrect sample size estimates. In contrast, applying more flexible models as the mixfdr method fitting a bimodal distribution for the effect sizes under the alternative or the SSPA method may lead to an "overfitting" of the effect size distribution and more variable estimates. In all considered scenarios the procedure consistently controls the FDR at the prespecified level.
There are essentially two reasons why the classical fixed sample tests are valid when the proposed sample size reassessment rule, which assigns to all hypotheses the same second stage sample size, is applied to tests for a large number of hypotheses. First, for the fixed sample test the BH procedure asymptotically controls the false discovery proportion (FDP), defined as the fraction of erroneously rejected hypotheses among all rejected hypotheses and not only the FDR, its expected value. This holds for sufficiently independent test statistics if for a positive fraction of hypotheses the alternative holds and additional technical conditions apply, cf. Storey (2002) . Then the FDR of the adaptive test can be bounded from above by the FDR of a sequential test that continues to the maximal sample size but where the analysis is retrospectively performed at the time point where the FDP is maximal. However, as the number of hypotheses increases, the FDPs at each time point converge almost surely to a constant not exceeding the FDR. Thus, the level of this sequential test (and consequently also the FDR of the test under sample size reassessement) is asymptotically equal to α (Posch et al., 2009 ). The second reason why the classical test controls the FDR for large m is that the variability of the second stage sample size decreases with increasing numbers of hypotheses.
Several generalizations of the procedure can be considered: (i) Instead of performing a single interim analysis the sample size may be reassessed several times. In such a setting, instead of collecting all the observations of the second stage sample, an additional interim analysis is performed to allow a further adjustment of the sample size based on a larger sample. It is expected that such a strategy will further reduce the variability in sample size. (ii) The sample size reassessment procedure allows for an early stopping of the experiment at the interim analysis: if the estimated interim power already exceeds the target power, no second stage sample is collected. Additionally, one can implement a futility rule: if the reassessed sample size would be too large, one might consider to stop the experiment early. Still, the theoretical results in Posch et al. (2009) suggest that the FDR will be controlled in this case as well. (iii) We formulated the procedure for one and two sample tests for the mean of normally distributed observations. In many testing scenarios (e.g. the comparison of rates), tests with asymptotically normally distributed test statistics can be defined. To adapt the procedure for specific testing procedures in the computation of the power (1) the cumulative t-distribution function can be replaced by the normal distribution with appropriate non-centrality parameters. To extend the sample size reassessment procedure to count data arising from RNA-Seq experiments, one can, e.g. transform the RNA-Seq data such that t-statistics from linear models can be computed (e.g. via the VOOM function in the limma package in bioconductor [Smyth, 2005] ). Alternatively, the SSPA method to estimate the effect size distribution power can be used, which can be applied to a large number of test statistics including χ 2 distributed test statistics arising in RNA-seq experiments. (iv) Instead of the mixture model approaches by Muralidharan (2010 Muralidharan ( , 2012 or the kernel deconvolution density estimator by van Iterson et al. (2013) alternative estimators of the effect size distributions can be used to estimate the power at different sample sizes, see, e.g. Qu et al. (2012) , Matsui and Noma (2011) . (v) An interesting question is if the procedure can be extended to tests that control the familywise error rate (FWER), as for example Bonferroni tests. Graf et al. (2014) have demonstrated, that general sample size reassessment rules for tests of multiple hypotheses may lead to a severe inflation of the FWER. However, as Posch et al. (2009) note, in settings where the reassesed sample size converges almost surely as the number of hypotheses m increases, asymptotically the FWER will not be affected by the sample size reassessment. For the sample size reassessment this is the case, if the estimate of the effect size distribution converges as m→∞. While Muralidharan (2010) does not prove the convergence of the estimator, the simulations suggest that the variability reduces with increasing m.
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