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Introduction
As part of his PhD-thesis at Cambridge University, A.L.S. Corner obtained the
following
Theorem 1. Every countable reduced torsion-free ring R with 1 is isomorphic to
the endomorphism ring EndG of a countable reduced torsion-free group G.
This powerful theorem (in [1]) is very important since it permits solving various
problems by choosing different rings for R. For example, this allows to give a negative
answer to Kaplansky’s Test Problems. Years later this result was extended by A.L.S.
Corner and R. Go¨bel in [2] to modules over rings of uncountable size using a combi-
natorial principle by S. Shelah called the “Black Box”. This also allows to construct
E-rings which are now widely used in algebraic topology. It was already noted in [2]
that the constructed modules were ℵ1-free (i.e. every < ℵ1-generated submodule is
contained in a free submodule) but it was clear that they were not ℵ2-free. Shortly
after another paper by M. Dugas and R. Go¨bel [5] discussed separable groups, in which
every finite subset is contained in a free direct summand of the group. In the case of
torsion-free abelian groups this means that the group is a pure subgroup of a Cartesian
product of copies of the integers. The main result in this paper can be summarized in
the following
v
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Theorem 2. For every infinite cardinal λ such that λℵ0 = λ there exists a separable
ℵ1-free abelian group G with EndG = Z⊕FinG, where FinG is the ideal generated by
all the endomorphisms of G whose images have finite rank.
Already in the first half of the last century Baer, Specker ([10], vol. 1, p. 94) and
 Los´ ([10], vol. 2, p. 161) observed that there are complicated ℵ1-free groups that are
not free. One famous example of such groups is the Baer-Specker group
∏
n<ω Zen. G.
No¨beling and G.M. Bergman ([10], vol. 2, p. 173, 174) observed that these groups
contain large “canonical” free subgroups. It is natural to ask if we can strengthen
the theorem from [2] to obtain ℵk-free modules, namely, can we find complicated
ℵk-free modules which are not free for k > 1? Classical work in this direction was
done by P. Griffith [16], P. Hill [17], P. Eklof and S. Shelah [9]. While this can be
relatively easily done assuming additional set-theoretic assumptions such as the axiom
of constructibility V = L (see Dugas, Go¨bel [4]), the construction of such modules
within ZFC without extra axioms is a complicated target.
Go¨bel and Shelah [12] follow this approach by using a modification of the Black
Box in their proof:
Theorem 3. For every k < ω there exists an ℵk-free abelian group G of size ik
such that Hom(G,Z) = 0.
In 2010 R. Go¨bel, D. Herden and S. Shelah [11] developed a new, more powerful
version of the Black Box principle, called the ℵk-Black Box, which allowed them to
prove the following
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Theorem 4. Let R be a p-cotorsion-free domain and A an R-algebra with free R-
module AR and |A | ≤ µ. If λ = i+k (µ) for some positive integer k, where i+0 (µ) = µ
and i+n+1(µ) =
(
2i
+
n (µ)
)+
, which is the successor cardinal of the powerset of i+n (µ),
then we can construct an ℵk-free A-module G of cardinality λ with R-endomorphism
algebra EndRG = A.
The two main results of this work deal with the construction of separable ℵk-free
abelian groups following the approach of Theorem 3 and Theorem 4. It is therefore
natural to keep the notation as similar as possible to the ones used in these papers.
We cannot expect these groups to have a trivial dual Hom(G,Z) or satisfy EndG = A,
because separable groups embed into cartesian products
∏
i∈I Zei. The projections
induced by these products cannot be eliminated and require to consider the ideal
FinG.
The first result of this work is the construction of a separable ℵk-free abelian group
G of size ik with no epimorphisms onto
⊕
n<ω Zen, and is based on methods used in
the proof of Theorem 3:
Theorem 5. For every k > 1 there exists a separable ℵk-free abelian group G of
size ik with no epimorphisms onto
⊕
n<ω Zen.
The second result shows the existence of an ℵk-free A-module G of size i+k (µ) which
is separable as an abelian group and satisfies EndG = A ⊕ FinG, where A is a given
ring (Z-algebra) with |A | ≤ µ and free additive structure A+ = ⊕α<κ Zeα. Here we
follow [11]:
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Theorem 6. For every k > 1 there exist arbitrarily large ℵk-free A-modules G,
which are separable as abelian groups, such that EndG = A⊕ FinG.
This work is presented in two chapters, one for each of these main results. The
first section of Chapter 1 introduces the basic notations and definitions, in particular
the definition of the basic sets Λ and Λ∗. We also mention the set-theoretic version of
the new Black Box. Section 2 presents the new Black Box in an algebraic context and
constructs separable ℵk-free groups G satisfying Hom(G,H) = Fin(G,H) for H a free
abelian group. In Section 3 we briefly discuss the slenderness of ℵk-free groups.
The first section of Chapter 2 considers a ring A with free additive structure. After
some slight modifications to the set-theoretic notions and definitions of Chapter 1, we
construct ℵk-free A-modules, which are separable abelian groups, by means of pairs
of subsets of our basic sets. Section 2 introduces another kind of A-modules with
important freeness properties, which are defined by means of triples of subsets of these
basic sets. The focus of Section 3 is the Step Lemma, which is the central piece of the
final construction. Finally, Section 4 presents the main construction with the help of
the Strong Black Box and a result based on [5].
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CHAPTER 1
Separable ℵk-free Groups with Small Dual
1. Set-theoretic Preliminaries
Let us begin by introducing some notation:
(1) Functions will be written on the right side of their argument, so if f is a
function with domain A and a ∈ A, then the image of a under f will be
written as af .
(2) ωλ denotes the set of all functions τ : ω → λ, while ω↑λ is the subset of ωλ
consisting of all order preserving functions η : ω → λ, namely
ω↑λ = { η : ω → λ | mη < nη for m < n }.
Similarly, ω>λ denotes the set of all functions σ : n → λ with n < ω, while
ω↑>λ is the subset of ω>λ consisting of all order preserving functions η : n→ λ
with n < ω.
(3) If f : A→ BC, i.e. af is a function for all a ∈ A, then we write fa instead of
af .
(4) If A is a set and κ is a cardinal, then [A ]≤κ denotes the set of all X ⊆ A such
that |X | ≤ κ. Analogously we define [A ]<κ and [A ]κ = [A ]=κ.
(5) If α ≤ γ are ordinals, we write [α, γ ] = { β | α ≤ β ≤ γ }, (α, γ ) =
{ β | α < β < γ } and [α, γ ) = { β | α ≤ β < γ }.
(6) The expression H ≤ G denotes that H is a subgroup a G.
1
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(7) Let {Ai | i ∈ [ 1,m ] } and {Bi | i ∈ [ 1, n ] } be finite families of sets,
A = A1 × · · · × Am and B = B1 × · · · × Bn. If a = (a1, . . . , am) ∈ A and
b = (b1, . . . , bn) ∈ B, we write a ∧ b = (a1, . . . , am, b1, . . . , bn). If X ⊆ A and
Y ⊆ B, we write X ∧ Y = { a ∧ b | a ∈ X, b ∈ Y }.
Let k > 1 be fixed for the rest of this work. Given a finite sequence of infinite
cardinals 〈λ1, . . . , λk 〉 and i, j ∈ [ 1, k ] with i ≤ j, we construct the set
Λ[ i,j ] = ω↑λi × ω↑λi+1 × · · · × ω↑λj−1 × ω↑λj.
For Λ[ 1,k ] we simply write Λ. Moreover, for i < j, define Λ
[ i,j ]
i =
ω↑>λi ∧ Λ[ i+1,j ],
Λ
[ i,j ]
j = Λ
[ i,j−1 ] ∧ ω↑>λj and
Λ[ i,j ]m = Λ
[ i,m−1 ] ∧ ω↑>λm ∧ Λ[m+1,j ],
for all m ∈ (i, j). Put
Λ[ i,j ]∗ =
⋃˙
m∈[ i,j ]
Λ[ i,j ]m .
For i = 1 and j = k we simply write Λ∗ and Λm for all m ∈ [ 1, k ].
Definition 7. (1) If η ∈ ω↑λm, then the support of η is the set
[ η ] = { η  n | n < ω }.
(2) If ν ∈ ω>↑λm with dom ν = n, then the support of ν is the set
[ ν ] = { ν  ` | ` ≤ n }.
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(3) If η = (ηi, . . . , ηj) ∈ Λ[ i,j ], m ∈ [ i, j ] and n < ω, then η  〈m,n〉 denotes the
element of Λ
[ i,j ]
m obtained from η by replacing its component ηm by ηm  n, i.e.
η 〈m,n〉 = (ηi, . . . , ηm−1, ηm  n, ηm+1 . . . , ηj).
(4) For every η ∈ Λ[ i,j ], m ∈ [ i, j ] and n < ω consider the sets
[ η  m ]n = { η 〈m,n′〉 | n′ ∈ [n, ω) }
and
[ η ]n =
⋃˙
m∈[ i,j ]
[ η  m ]n
If n = 0, then we simply drop the subindex and write [ η  m ] and [ η ] instead.
The set [ η ] is called the support of η.
Definition 8. Define the norm function ‖ · ‖ : Λ∪˙Λ∗ → λk as
‖ η ‖ = sup Im ηk.
For X ⊆ Λ∪˙Λ∗, we naturally define
‖X ‖ = sup
η∈X
‖ η ‖ .
Definition 9. A function F : Λ → [ Λ∗ ]≤ℵ0 is regressive if ‖ ηF ‖ < 0ηk for all
η ∈ Λ.
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The first step towards the proof of the main result concerning ℵk-freeness is the
so called Freeness-Proposition, which allows us to enumerate subsets of Λ in such a
“clever” way that we can prove linearly independence in the constructed groups. First
we have to deal with the notion of coordinatewise-closedness of filtrations, which will
appear in the proof of the proposition.
Lemma 10. Let F : Λ → [ Λ∗ ]≤ℵ0 be any map, f ∈ [ 1, k ] and Ω ∈ [Λ]ℵf together
with an ℵf -filtration {fα | α < ωf } of Ω such that f0 = ∅ and |fα+1 \ fα | = ℵf−1
for all α < ωf . Then it is possible to construct a coordinatewise-closed ℵf -filtration
{Ωα | α < ωf } of Ω, meaning that for all η ∈ Ωα+1, if there exist η′, η′′ ∈ Ωα such that
{ ηm | m ∈ [ 1, k ] } ⊆ { η′m, η′′m | m ∈ [ 1, k ] } ∪ { νm | ν ∈ η′F ∪ η′′F,m ∈ [ 1, k ] },
then η ∈ Ωα. This ℵf -filtration also satisfies Ω0 = ∅ and |Ωα+1 \ Ωα | = ℵf−1 for all
α < ωf .
Proof. First suppose that we have constructed a coordinatewise-closed ℵf -filtration
{Ωα | α < γ } of Ω up to some limit ordinal γ < ωf such that Ω0 = ∅ and
|Ωα+1 \ Ωα | = ℵf−1 for all α + 1 < γ by means of the original filtration. We de-
fine Ωγ =
⋃
α<γ Ω
α as usual.
Now suppose that the coordinatewise-closed ℵf -filtration {Ωα | α ≤ γ } of Ω has
been constructed up to some successor ordinal γ < ωf and also satisfies |Ωα+1 \ Ωα | =
ℵf−1 for all α+1 ≤ γ. Let β be the minimal ordinal such that Ωγ ⊆ fβ and
∣∣fβ \ Ωγ ∣∣ =
ℵf−1. Let Ωγ+10 = fβ and assume we have constructed Ωγ+1n for some n < ω. For all
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m ∈ [ 1, k ], let
ω↑λm(Ωγ+1n ) =
{
η` | ` ∈ [ 1, k ] , η ∈ Ωγ+1n ∪
⋃
Ωγ+1n F
}
∩ ω↑λm,
Ωγ+1n+1 =
ω↑λ1(Ωγ+1n )× · · · × ω↑λk(Ωγ+1n ) ⊆ Λ
and
Ωγ+1 = Ω ∩
⋃
n<ω
Ωγ+1n .

Freeness-Proposition 11. Let F : Λ→ [ Λ∗ ]≤ℵ0 be a regressive map, f ∈ [ 1, k ],
Ω ∈ [ Λ ]ℵf−1 and 〈uη | η ∈ Ω 〉 be a family of subsets of [ 1, k ] such that |uη | ≥ f .
Then there exists a bijective enumeration { ηα | α < ζ } of Ω for some ζ ∈ [ωf−1, ωf )
such that, for all α < ζ, there exist `α ∈ uηα and nα ∈ [ 1, ω) with the property that,
for all n ≥ nα,
ηα 〈`α, n〉 /∈ { ηβ 〈`α, n〉 | β < α } ∪
⋃
ΩαF
where Ωα = { ηβ | β ≤ α }.
Proof. We proceed by induction on f . If f = 1, then |Ω | = ℵ0 and uη 6= ∅ for all
η ∈ Ω. For all α < λk, define Uα = { η ∈ Ω | 0ηk = α }. Let N = {α < λk | Uα 6= ∅ }
and enumerate it N = {αβ | β < δ } for some δ < ω1 in such a way that αβ < αγ
if and only if β < γ < δ. Put γβ =
∣∣Uαβ ∣∣ and σβ = ∑α<β γα. We enumerate
Uαβ = { ηα | σβ ≤ α < σβ + γβ }. This results in a bijective enumeration { ηα | α < ζ }
of Ω such that ζ ∈ [ω, ω1) and, for all α < ζ,
0ηαk ≤ 0ηα+1k < 0ηα+ωk .
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Choose `α ∈ uηα arbitrarily. If ηα ∈ Uγ and β0 is the minimal ordinal such that
ηβ0 ∈ Uγ, then we can find some nα,β ∈ [ 1, ω ) such that ηα  〈`α, n〉 6= ηβ  〈`α, n〉
for all β ∈ [ β0, α) and n ≥ nα,β. Put nα = maxβ∈[β0,α) nα,β. Then, for all n ≥ nα,
ηα 〈`α, n〉 /∈ { ηβ 〈`α, n〉 | β ∈ [ β0, α) }. Moreover,
ηα 〈`α, n〉 /∈ { ηβ 〈`α, n〉 | β < β0 } ∪
⋃
ΩαF
since F is regressive and 0ηβk < 0η
α
k for all β < β0.
Now suppose that the assertion is true for some f ∈ [ 1, k − 1 ]. Let Ω ∈ [Λ]ℵf and
〈uη | η ∈ Ω 〉 with |uη | ≥ f + 1. Choose an ℵf -filtration {Ωα | α < ωf } of Ω such
that Ω0 = ∅ and |Ωα+1 \ Ωα | = ℵf−1 for all α < ωf . By the previous lemma, we can
assume that this filtration is coordinatewise-closed. For every η ∈ Ωα+1 \ Ωα, consider
u∗η = {m ∈ [ 1, k ] | ∃ η′ ∈ Ωα, n < ω ( η 〈m,n〉 = η′ 〈m,n〉 or η 〈m,n〉 ∈ η′F ) }.
It follows that
∣∣u∗η ∣∣ ≤ 1, since ∣∣u∗η ∣∣ > 1 would imply that η ∈ Ωα. Put u′η = uη \ u∗η
and observe that
∣∣u′η ∣∣ ≥ f . We apply the induction hypothesis on each of the sets
Ωα+1 \ Ωα together with the family 〈u′η | η ∈ Ωα+1 \ Ωα 〉 to obtain an enumeration
Ωα+1 \ Ωα = 〈 ηβ | β < ζ 〉 for some ζ ∈ [ωf−1, ωf ) with the required property. We
induce an enumeration on Ω with the desired property by ordering these enumerations
lexicographically. 
Now we get ready to present the λ-Black Box, the prediction principle we will use
to get rid of unwanted homomorphisms. Please keep our notation (3) from page 1 in
mind.
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Lemma 12. Let λ be an infinite cardinal and P a set of cardinality ≤ λℵ0. Then
there exists a map Φ : ω↑λ→ ωP such that, for all f : ω↑>λ→ P and ν ∈ ω↑>λ, we can
find η ∈ ω↑λ with ν ⊂ η and nΦη = (η  n)f for all n < ω.
Proof. Since |P | ≤ λℵ0 = | ωλ |, we can fix an embedding pi : P ↪→ ωλ. We
also fix a map µ : λ → ω>λ such that the preimage µ−1 [σ ] is unbounded in λ for all
σ ∈ ω>λ.
We would like to identify every function in nP with a function in ω>λ for all n < ω.
For this reason we define a coding map pin : nP→ n2λ for all n < ω such that if ϕ ∈ nP,
then pinϕ is given by (qn+ r)pi
n
ϕ = rpiqϕ for q,r ∈ [ 0, n ). We now consider the set
X = { δ ∈ ω↑λ | ∃ψδ ∈ ωP ∃ iδ < ω ∀n ≥ iδ (pinψδn = µnδ) }.
Because pi is an embedding, we obtain that if δ ∈ X, then ψδ is unique. We use X to
define Φ in the following way: if δ /∈ X, we take an arbitrary Φδ ∈ ωP, and if δ ∈ X,
we define Φδ = ψδ.
Let f : ω↑>λ → P and ρ ∈ ω↑>λ. Since we need to show that there is an extension
η ∈ ω↑λ of ρ, we define nη = nρ for all n ∈ dom ρ. Now assume we have defined η  n
up to a certain n ≥ dom ρ. Consider the element ψηn ∈ nP given by mψηn = (η  m)f
for all m < n. Then pinψηn ∈ ω>λ and µ−1
[
pinψηn
]
is unbounded in λ. Define nη = α to
be the least ordinal α > (n − 1)η such that µα = pinψηn . This finishes the construction
of the extension η ∈ ω↑λ of ρ. Moreover, let ψη =
⋃
n∈[ dom ρ, ω ) ψηn. Since η ∈ X is
witnessed by ψη and iη = dom ρ, it immediately follows that nΦη = nψη = (η  n)f for
all n < ω. 
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Definition 13. A finite sequence of cardinals λ = 〈λ1, . . . , λk 〉 is a  -sequence
(Black Box sequence) if for every m ∈ [ 1, k ], the cardinals χm = λℵ0m satisfy
χχmm+1 = χm+1.
Definition 14. Let C = 〈C1, . . . , Ck 〉 be a sequence of sets such that |Cm | ≤ χm
and take C =
⋃
m∈[ 1,k ] Cm. A set-trap for η ∈ Λ and C is a function ϕη : [ η ]→ C.
The λ-Black Box 15. Let λ = 〈λ1, . . . , λk 〉 be any -sequence, Λ and Λ∗ as
before, C = 〈C1, . . . , Ck 〉 and C as in Definition 14. Then there exists a family of
set-traps 〈ϕη | η ∈ Λ 〉 satisfying the following
Prediction Principle: If ϕ : Λ∗ → C is any map with the trap condition Λmϕ ⊆ Cm
and α < λk, then there exists η ∈ Λ such that ϕ  [ η ] = ϕη and 0ηk = α.
Proof. We will proceed by induction on the length of λ.
Assume that the length of λ is 1, so we can simply write λ = 〈λ 〉 and C = 〈C 〉.
Then Λ = ω↑λ and Λ∗ = ω↑>λ. Since |C | ≤ χ = λℵ0 , Lemma 12 provides us with a
map Φ : Λ→ ωC. For all η ∈ Λ and n < ω, define (η  n)ϕη = nΦη to obtain a family
of set-traps 〈ϕη | η ∈ Λ 〉. Now let ϕ : Λ∗ → C be a map (here the condition Λ∗ϕ ⊆ C
is redundant), and suppose α < λ. Choose an arbitrary ν ∈ Λ∗ such that 0ν = α. By
Lemma 12, there exists η ∈ Λ such that ν ⊂ η and nΦη = (η  n)ϕ for all n < ω. This
means ϕ  [ η ] = ϕη and 0η = α.
Now assume that the assertion is true for some f ∈ [ 1, k − 1 ] and that the length
of λ is f + 1. In this case, λ = 〈λ1, . . . , λf+1 〉 and C = 〈C1, . . . , Cf+1 〉. We also
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write Cm =
⋃m
i=1 Ci for m ∈ [ 1, f + 1 ]. Define P = Λ
[ 1,f ]
Cf+1 (the set of all maps
from Λ[ 1,f ] to Cf+1) and notice that |P | ≤ χχff+1 = χf+1 = λℵ0f+1. Hence, Lemma 12
provides us with a map Φ : ω↑λf+1 → ωP. We would like to define the set-traps ϕf+1η
for every η ∈ Λ[ 1,f+1 ]. By induction hypothesis, we already have a family of set-traps
〈ϕfη | η ∈ Λ[ 1,f ] 〉. Given an η = (η1, . . . , ηf+1) ∈ Λ[ 1,f+1 ], put η′ = (η1, . . . , ηf ) ∈ Λ[ 1,f ].
Then for every η ∈ Λ[ 1,f+1 ] define
(η 〈m,n〉)ϕf+1η =

(η′  〈m,n〉)ϕfη′ , if m ∈ [ 1, f ] ;
η′Φηf+1n, if m = f + 1.
It remains to verify the prediction principle. Let ϕ : Λ
[ 1,f+1 ]
∗ → Cf+1 be such that
Λ
[ 1,f+1 ]
m ϕ ⊆ Cm and α < λf+1. Let ρ ∈ ω↑>λf+1 with 0ρ = α. Since Λ[ 1,f+1 ]f+1 ϕ ⊆ Cf+1,
we can define a function f ν : Λ
[ 1,f ] → Cf+1 for every ν ∈ ω↑>λf+1 by η′f ν = (η′ ∧ ν)ϕ.
This, in turn, gives us a function f : ω↑>λf+1 → P. By Lemma 12, there exists
η ∈ ω↑λf+1 such that ρ ⊂ η and Φηn = fηn for all n < ω.
Now we will use ϕ and η to define a function ϕ′ : Λ[ 1,f ]∗ → Cf . For every ν ∈ Λ[ 1,f ]∗ ,
define νϕ′ = (ν ∧ η)ϕ; and observe that Λ[ 1,f ]m ϕ′ ⊆ Cm for all m ∈ [ 1, f ]. By induction
hypothesis, there exists η′ ∈ Λ[ 1,f ] such that ϕ′  [ η′ ] = ϕfη′ . Define η = η′ ∧ η to
obtain ηf+1 = η. Finally, we must verify that ϕ  [ η ] = ϕf+1η . If m ∈ [ 1, f ], then
(η 〈m,n〉)ϕ = (η′  〈m,n〉)ϕ′ = (η′  〈m,n〉)ϕfη′ = (η 〈m,n〉)ϕf+1η ,
and if m = f + 1, then
(η 〈m,n〉)ϕ = η′fηf+1n = η′Φηf+1n = (η 〈m,n〉)ϕf+1η .
This completes the proof. 
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2. The Construction
Let λ = 〈λ1, . . . , λk〉 be a -sequence. We consider the sets Λ and Λ∗ as before.
Given a subset Y∗ ⊆ Λ∗, we consider the free abelian group
BY∗ =
⊕
ν∈Y∗
Zeν .
If Y∗ = [ η ] for some η ∈ Λ, then we simply write Bη. The starting point of the final
construction of this section will be the abelian group
B =
⊕
ν∈Λ∗
Zeν .
Moreover, let
B = B̂ ∩
∏
ν∈Λ∗
Zeν
where B̂ denotes the p-completion of B for some prime p. Finally, let S =
⊕
n<ω Zen.
Definition 16. For every b =
∑
ν∈Λ∗ bνeν ∈ B̂ with bν ∈ Jp, the Λ∗-support of b is
the set
[ b ] = { ν | bν 6= 0 }.
Definition 17. Let N be an abelian group. A trap for B, N is a homomorphism
ϕη : Bη → N .
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The λ-Black Box 18. Let λ = 〈λ1, . . . , λk 〉 be a -sequence, Λ and Λ∗ as before
and N an abelian group such that |N | ≤ χ1. Then there exists a family of traps
〈ϕη | η ∈ Λ 〉 satisfying the following
Prediction Principle: If ϕ : B → N is any homomorphism and α < λk, then there
exists η ∈ Λ such that ϕ  Bη = ϕη and 0ηk = α.
Proof. The members of the sequence C = 〈C1, . . . , Ck 〉 where Cm = N for all
m ∈ [ 1, k ] satisfy |Cm | ≤ χm since λ is increasing and |N | ≤ χ1. Hence, C = N . The
λ-Black Box 15 provides us with a family of set-traps 〈ϕη | η ∈ Λ 〉. Since [ η ] ⊂ Λ∗,
each ϕη can be regarded as a homomorphism ϕη : Bη → N . Since any homomorphism
ϕ : B → N is completely determined by its action on the generators eν of B, it can be
regarded as a function ϕ : Λ∗ → C which also satisfies Λmϕ ⊆ Cm. Thus, for α < λk,
the λ-Black Box 15 yields that there exists η ∈ Λ such that 0ηk = α and ϕ  [ η ] = ϕη,
i.e. ϕ  Bη = ϕη. 
Definition 19. For η ∈ Λ and n < ω, we define the branch element associated
with η and n as
yηn =
∞∑
i=n
pi−n
(
k∑
m=1
eη〈m,i〉
)
.
We write yη for yη0. Choose an element bη =
∑∞
i=0 p
ibηi ∈ B, where bηi ∈ B for all
i < ω, and put bηn =
∑∞
i=n p
i−nbηi ∈ B (so bη = bη0). We define the branch-like element
associated with η and n as
y′ηn = bηn + yηn.
We also write y′η for y
′
η0.
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Since |S | = ℵ0 < χ1, the λ-Black Box 18 ensures the existence of a family of traps
〈ϕη | η ∈ Λ 〉 such that, if ϕ : B → S is any homomorphism and α < λk, then there
exists η ∈ Λ with ϕ  Bη = ϕη and 0ηk = α.
For b ∈ B, define ‖ b ‖ = supν∈[ b ] ‖ ν ‖. For α < λk, let Bα = 〈 b ∈ B | ‖ b ‖ < α 〉.
We fix a map δ : λk → B such that αδ ∈ Bα for all α < λk.
Step Lemma 20. Let η ∈ Λ, bη = 0ηkδ and ϕη from the λ-Black Box 18. There
exists an εη ∈ { 0, 1 } such that no homomorphism ϕ :
〈
B, y′η = εηbη + yη
〉
∗ → S
satisfies both ϕ  Bη = ϕη and bηϕ ∈ Ŝ \ S.
Proof. Suppose towards a contradiction that for both ε ∈ {0, 1}, there exists
some ϕε : 〈B, εbη + yη 〉∗ → S such that ϕε  Bη = ϕη and bηϕε ∈ Ŝ \ S. On one hand,
(bη + yη)ϕ
1 − yηϕ0 ∈ S. On the other hand, (bη + yη)ϕ1 − yηϕ0 = bηϕ1 ∈ Ŝ \ S, which
is the desired contradiction. 
Let F = { y′η = εηbη + yη | η ∈ Λ, bη = 0ηkδ } be the family of branch-like elements
obtained after choosing every εη by means of the Step Lemma 20. Define
G = 〈B, y′ηn | y′η ∈ F, n < ω 〉 = 〈B, y′η | y′η ∈ F 〉∗.
Notice the following divisibility property of the branch-like elements:
py′η(n+1) = y
′
ηn −
k∑
m=1
eη〈m,n〉 − εηbηn ∈ G.
Since G ⊆∗ B ⊆
∏
ν∈Λ∗ Zeν , the group G is separable.
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Definition 21. For g ∈ G, define the Λ-support [ g ]Λ of g to be the set of elements
of Λ that contribute to the representation of g. More precisely, if pmg = b+
∑
η∈Λ nηy
′
η
for some m ≥ 0, where b ∈ B and nη ∈ Z for all η ∈ Λ, then
[ g ]Λ = { η ∈ Λ | nη 6= 0 }.
Obviously, [ g ]Λ is finite. For H ⊆ G, we define [H ]Λ =
⋃
g∈H [ g ]Λ.
Definition 22. A module N is κ-free if every subset of N of cardinality < κ is
contained in a free submodule of N .
Theorem 23. The group G defined as above is ℵk-free.
Proof. Suppose that H is a subset of G of cardinality ℵk−1. Let σ : B → [ Λ∗ ]≤ℵ0
be the “Λ∗-support” function, i.e. bσ = [ b ] for all b ∈ B. Notice that F : Λ→ [ Λ∗ ]≤ℵ0
given by ηF = 0ηkδσ is regressive since αδ ∈ Bα for all α < λk. Let Ω = [H ]Λ,
Ω∗ = [H ] \ ([ Ω ] ∪
⋃
η∈Ω [ ηF ]) and observe that |Ω | ≤ ℵk−1. Then the subgroups
GΩ = 〈 eη〈m,n〉, eν , y′η | η ∈ Ω, ν ∈ ηF,m ∈ [ 1, k ] , n < ω 〉∗,
and
G′ = GΩ ⊕BΩ∗
satisfy H ⊆ G′. Our goal is to show that G′ is free, for which it suffices to show that GΩ
is free. Suppose that |Ω | = ℵk−1. By taking uη = [ 1, k ] for all η ∈ Ω, we enumerate
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Ω = { ηα | α < ζ } for some ζ ∈ [ωk−1, ωk) according to the Freeness Proposition 11
and find `α ∈ uη and nα < ω such that
ηα 〈`α, n〉 /∈ { ηβ 〈`α, n〉 | β < α } ∪
⋃
ΩαF
for all n ≥ nα. This allows us to write
GΩ = 〈 eηα〈m,n〉, eν , y′ηαn | α < ζ, ν ∈ ηαF,m ∈ [ 1, k ] , n < ω 〉.
Let
Gα = 〈 eηβ〈m,n〉, eν , y′ηβn | β < α, ν ∈ ηβF,m ∈ [ 1, k ] , n < ω) 〉
and notice that G0 = 0,
⋃
α<ζ Gα = GΩ and
Gα+1 = Gα + 〈 eηα〈m,n〉, eν , y′ηαn | ν ∈ ηαF,m ∈ [ 1, k ] , n < ω) 〉
= Gα + 〈 eηα〈`α,n〉 | n < nα) 〉+ 〈 y′ηαn | n ≥ nα 〉+ 〈 eν | ν ∈ ηαF 〉
+ 〈 eηα〈m,n〉 | m ∈ [1, k] \ {`α}, n < ω) 〉
since
eηα〈`α,n〉 = y
′
ηαn − py′ηα(n+1) − bη
α
n −
k∑
m=1
m6=`α
eηα〈m,n〉
for n ≥ nα and
y′ηαn = p
nα−ny′ηαnα +
nα−n−1∑
i=0
pi
(
bη
α
n+i +
k∑
m=1
eηα〈m,n+i〉
)
for n < nα. We claim that Gα+1/Gα is free. To prove our claim, suppose
∑
n<nα
zneηα〈`α,n〉︸ ︷︷ ︸
(1)
+
∑
n≥nα
zny
′
ηαn︸ ︷︷ ︸
(2)
+
∑
n<ω
k∑
m=1
m 6=`α
zmneηα〈m,n〉
︸ ︷︷ ︸
(3)
+
∑
ν∈ηαF
zνeν︸ ︷︷ ︸
(4)
∈ Gα
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It is immediate that the support of term (1) is disjoint from those of the other terms.
Then zn = 0 for all n < nα with eηα〈`α,n〉 /∈ Gα. By the Freeness Proposition 11,
ηα 〈`α, n〉 neither belongs to the support of the terms (3) and (4) nor to the support
of Gα for all n ≥ nα, which implies that zn = 0 for all n ≥ nα. Since ‖ bηα ‖ < 0ηαk ,
it follows that zmn = zν = 0 for all m ∈ [ 1, k ] \ { `α }, n < ω and ν ∈ ηαF such that
eηα〈m,n〉, eν /∈ Gα. Therefore, Gα+1/Gα is freely generated by the set
{ eηα〈`α,r〉, y′ηαs, eηα〈m,t〉, eν |
r < nα, s ≥ nα,m ∈ [ 1, k ] \ { `α }, t < ω, ν ∈ ηαF } \Gα.
Since GΩ is the union of the continuous chain {Gα | α < ζ } such that G0 is free and
every Gα+1/Gα is free, GΩ itself is free. We conclude that G is ℵk-free. 
Theorem 24. For any -sequence 〈λ1, . . . , λk 〉 such that χk = λk, there exists a
separable ℵk-free abelian group G with no epimorphisms onto S.
Proof. Let G be as before. Notice that the additional condition χk = λk implies
that we can fix the map δ : λk → B to be surjective. Suppose ϕ : G → S is an
epimorphism. If Bϕ ⊆ S, then eνϕ 6= 0 for only finitely many ν ∈ Λ∗. Hence, ϕ
cannot be an epimorphism. It follows that Bϕ ∩ Ŝ \ S 6= ∅. Take any g ∈ B such that
gϕ = s ∈ Ŝ \ S. Then there exists α < λk such that αδ = g. By the λ-Black Box 18,
there exists η ∈ Λ such that ϕ  Bη = ϕη and 0ηk = α. But then ψ = ϕ 
〈
B, y′η
〉
∗
satisfies both ψ  Bη = ϕη and bηψ = bηϕ = (0ηkδ)ϕ = (αδ)ϕ = gϕ = s ∈ Ŝ \ S,
contradicting the choice of εη. Therefore G has no epimorphisms onto S. 
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This theorem implies that every time we have a homomorphism ϕ : G → H with
H a free abelian group, then Gϕ ⊆ H will have finite rank.
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3. Slenderness
We have constructed a separable ℵk-free group G satisfying the property stated
at the end of the previous section. We now show that this group is slender. Let
P =
∏
n<ω Zen .
Definition 25. A torsion-free group G is slender if for all homomorphism ϕ : P →
G, we have enϕ = 0 for almost all n ∈ ω.
The next theorem completely characterizes slender groups as those not containing
certain groups as subgroups. See Fuchs [10] vol. 2, Theorem 95.3 for a proof.
Theorem 26 (Nunke). A torsion-free group is slender if and only if it contains no
copy of Q, P or Jp for any prime p.
Assume for the moment that the next Lemma is true.
Lemma 27. There exists a non-free subgroup of P of cardinality ℵ1.
Theorem 28. For k > 1, every ℵk-free group is slender.
Proof. Let G be an ℵk-free group for some k > 1. Since Q is not free and
|Q | = ℵ0, G cannot contain copies of Q. Since Z(p) ⊆ Jp is not free, G cannot contain
copies of Jp. By Lemma 27, P has a non-free subgroup of cardinality ℵ1, so G does
not contain a copy of P either. Thus by Theorem 26, G is slender. 
It only remains to prove Lemma 27. First we introduce some definitions. Let R be
a commutative ring with 1 and S ⊆ R \ { 0 } be multiplicatively closed.
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Definition 29. An R-module M is
(1) S-torsion-free if sm = 0 implies m = 0 for all s ∈ S, m ∈M ;
(2) S-reduced if
⋂
s∈S sM = {0};
(3) S-divisible if sM = M for all s ∈ S.
(4) A submodule N of an R-module M is S-dense if (m + sM) ∩ N 6= ∅ for all
m ∈M , s ∈ S.
Lemma 30. A submodule N of an R-module M is S-dense if and only if M/N is
S-divisible.
Proof. For m ∈ M , s ∈ S, we have (m + sM) ∩ N 6= ∅ if and only if there exist
m′ ∈M , n ∈ N such that m− sm′ = n. But, this holds exactly if m+N = sm′ +N ,
i.e. M/N ⊆ s(M/N). 
Now let R = Z, S = Z+ (the set of positive integers) and S as in the previous
section.
Definition 31. The subgroup
S = { y ∈ P | ∀n ∈ Z+ ( (y + nP ) ∩ S 6= ∅ ) }
of P is called the S-closure of S, which is the largest subgroup of P containing S as
an S-dense subgroup.
Lemma 32. Let S ≤ G ≤ P . Then G = S if and only if P/G is S-reduced and
G/S is S-divisible.
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Proof. (⇒) Let x ∈ P such that (x + S) ∈ ⋂n∈Z+ n(P/S). Then for all n ∈ Z+,
there exists yn ∈ P such that x+S = nyn+S, so x−nyn ∈ S. Then for all m, n ∈ Z+,
((x − nyn) + mP ) ∩ S 6= ∅. In particular, ((x − nyn) + nP ) ∩ S = (x + nP ) ∩ S 6= ∅,
which implies that x ∈ S. Hence, P/G is S-reduced. Since S is a S-dense subgroup of
S, it follows that S/S is S-divisible by Lemma 30 .
(⇐) By Lemma 30, S is S-dense in G, so G ≤ S. Let x ∈ S. For all n ∈ Z+,
(x + nP ) ∩ S 6= ∅. Thus, there exist yn ∈ P such that x − nyn ∈ S ⊂ G. It follows
that x + G = nyn + G ∈
⋂
n∈Z+ n(P/G), which implies that x ∈ G because P/G is
S-reduced. Therefore, S ≤ G. 
The next lemma follows immediately from Fuchs [10], Vol. 1, Theorem 23.1 on the
structure of divisible groups.
Lemma 33. If G is torsion-free and divisible, then G is a Q-vector space and G ∼=⊕
i∈I Qei for some I such that | I | = dimQG.
Theorem 34. S/S is a Q-vector space and rkS/S = dimQ S/S = 2ℵ0.
Proof. S/S is torsion-free and divisible, so by Lemma 33, S/S is a Q-vector
space. Moreover, |S | = ℵ0 and
∣∣S ∣∣ = 2ℵ0 , so 2ℵ0 = ∣∣S ∣∣ = |S | · ∣∣S/S ∣∣ = ℵ0 · ∣∣S/S ∣∣
Therefore, rkS/S = dimQ S/S = 2
ℵ0 . 
Proposition 35. Let F be a free abelian group and let H 6= 0 be a subgroup of F
such that |H | < |F |. Then there exist (free) C1, C2 such that F = C1 ⊕ C2, H ⊆ C1
and |C2 | = |F |.
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Proof. Let B = { ei | i ∈ I } be a basis of F . Every element f ∈ F can be written
as an infinite sum
∑
i∈I niei where ni ∈ Z and ni = 0 for almost all i ∈ I. For every
f ∈ F , we consider the support [ f ] = { ei | ni 6= 0 } of f , which is a finite subset of B.
Put B1 =
⋃
f∈H [ f ] and B2 = B \B1. Define Ci = 〈Bi 〉 for i = 1, 2. By construction,
C1 ∩ C2 = {0} and H ⊆ C1. Since |B1 | = |H |, we conclude |B2 | = |C2 | = |F |. 
Proof of Lemma 27. By Theorem 34, S/S is a Q-vector space with dimQ S/S = 2ℵ0 .
Thus there exists a subspace V ′ ≤ S/S such that dimQ V ′ = ℵ1. There exists some
S ≤ V ≤ S ≤ P such that V/S ∼= V ′. Since |S | = ℵ0, we have |V | = ℵ1. We claim
that V is not free. Suppose towards a contradiction that V is free. By Proposition 35,
there exist some free C1, C2 such that V = C1 ⊕ C2, S ⊆ C1 and |C2 | = |V |. By
construction S ∩ C2 = {0}, so that V ′ ∼= C1/S ⊕ C2 is a Q-vector space with a free
direct summand C2, a contradiction. Therefore V is not free. 
CHAPTER 2
Separable ℵk-free Groups Satisfying EndG = A⊕ FinG
1. Set-theoretic Modifications
Let A be a ring with free additive group A+ =
⊕
α<κ Zeα such that
A = Â ∩
∏
α<κ
Zeα
is an A-module, where Â denotes the p-completion of A for some prime p. Such rings
are called separably realizable. It was shown at different times and independently that
A is a ring for κ = ℵ0 by Goodearl, Menal, Moncasi [15], Corner, Go¨bel [3] and Nielsen
[19]. For more details, see Go¨bel, Trlifaj [14].
We recursively construct a sequence of infinite cardinals 〈λ1, . . . , λk 〉 as follows:
(1) Let λ0 = |A |.
(2) Suppose we have constructed λm for some m ∈ [ 0, k). Choose some cardinal
µm+1 such that µ
λm
m+1 = µm+1 and let λm+1 = µ
+
m+1.
Once we have the cardinal sequence 〈λ1, . . . , λk 〉, we construct the sets Λ and Λ∗ as
before. Given a subset Y∗ ⊆ Λ∗, we consider the free A-module
BY∗ =
⊕
ν∈Y∗
Aeν .
21
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The basic A-module on which we base the final construction is the free A-module
B =
⊕
ν∈Λ∗
Aeν .
Moreover, let
B = B̂ ∩
∏
ν∈Λ∗
Aeν
where B̂ denotes the p-completion of B.
Due to the existence of non-hereditary rings, it is necessary to modify the notion of
κ-free modules. The following definition of κ-freeness is due to Go¨bel, Herden, Shelah
[11], which is a slightly stronger version of the one in Eklof, Mekler [7].
Definition 36. If κ is a regular uncountable cardinal, we say that an A-module
M is κ-free if there is a family C of p-pure A-submodules of M satisfying:
(1) every element of C is < κ-generated and free;
(2) every element of [M ]<κ is contained in an element of C;
(3) C is closed under unions of well-ordered chains of length < κ.
Definition 37. Let Y∗ ⊆ Λ∗, Y ⊆ Λ and FY∗Y = { y′η = bη + yη | η ∈ Y, bη ∈ BY∗ }
be a family of branch-like elements.
(1) If X ⊆ Y , then FY∗X = { y′η ∈ FY∗Y | η ∈ X }.
(2) We say that FY∗Y is regressive if ‖ bη ‖ < 0ηk for all η ∈ Y .
(3) We say that the pair (Y∗, Y ) is Λ-closed if for all η ∈ Y there exists some
(minimal) Nη < ω such that [ η ]Nη ⊆ Y∗ (see Definition 7).
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(4) If (Y∗, Y ) is Λ-closed and FY∗Y is a regressive family of branch-like elements,
we define the A-module
GY∗Y = 〈BY∗ , Ay′ηn | η ∈ Y, n ≥ Nη 〉 = 〈BY∗ , Ay′ηNη | η ∈ Y 〉∗.
Observation 38. If GY∗Y is defined as before, X ⊆ Y , X∗ ⊆ Y∗, (X∗, X) is a
Λ-closed pair, and if bη ∈ BX∗ for all η ∈ X, then the A-module GX∗X generated by
FX∗X = FY∗X is an A-submodule of GY∗Y .
Theorem 39. If (Y∗, Y ) is Λ-closed and FY∗Y is a regressive family of branch-like
elements, then GY∗Y is an ℵk-free A-module.
Proof. We will construct a family C of p-pure A-submodules of GY∗Y according
to Definition 36. For every H ∈ [GY∗Y ]<ℵk , let Ω = [H ]Λ and
Ω∗ =
(
[H ] ∪
⋃
η∈Ω
[ η ] ∪ [ bη ]
)
∩ Y∗.
Then [ η ]Nη ⊆ Ω∗ for all η ∈ Ω. It follows that (Ω∗,Ω) is Λ-closed, so together with
FΩ∗Ω, we can define the module GΩ∗Ω which contains H. Observe that GΩ∗Ω is < ℵk-
generated because |Ω |, |Ω∗ | ≤ |H | · ℵ0 < ℵk. Our goal is to prove that GΩ∗Ω is
free. For that purpose, let Ω′∗ =
⋃
η∈Ω [ η ]Nη ∪ [ bηNη ] ⊆ Ω∗. Since Aeν is a free direct
summand of GΩ∗Ω for every ν ∈ Ω∗ \ Ω′∗, it is enough to show that GΩ′∗Ω is free.
Suppose that |Ω | = ℵk−1. Let F : Λ → [ Λ∗ ]≤ℵ0 be any regressive map such
that ηF = [ bη ] for all η ∈ Ω. By taking uη = [ 1, k ] for all η ∈ Ω, we enumerate
Ω = { ηα | α < ζ } for some ζ ∈ [ωk−1, ωk) according to the Freeness Proposition 11
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and find `α ∈ uη and nα < ω such that ηα  〈`α, n〉 /∈ { ηβ  〈`α, n〉 | β < α } ∪
⋃
ΩαF
for all n ≥ nα. This allows us to write
GΩ′∗Ω = 〈Aeηα〈m,n〉, Aeν , Ay′ηαn | α < ζ, ν ∈ [bηαNηα ] ⊆ ηαF,m ∈ [ 1, k ] , n ∈ [Nηα , ω) 〉.
For convenience, we also take nα > Nηα . Let
Gα = 〈Aeηβ〈m,n〉, Aeν , Ay′ηβn | β < α, ν ∈ [bηβNηβ ] ⊆ η
βF,m ∈ [ 1, k ] , n ∈ [Nηβ , ω) 〉
and notice that G0 = 0,
⋃
α<ζ Gα = GΩ′∗Ω and
Gα+1 = Gα + 〈Aeηα〈m,n〉, Aeν , Ay′ηαn | ν ∈ [bηαNηα ] ⊆ ηαF,m ∈ [ 1, k ] , n ∈ [Nηα , ω) 〉
= Gα + 〈Aeηα〈`α,n〉 | n ∈ [Nηα , nα) 〉+ 〈Ay′ηαn | n ≥ nα 〉
+ 〈Aeηα〈m,n〉 | m ∈ [1, k] \ {`α}, n ∈ [Nηα , ω) 〉+ 〈Aeν | ν ∈ [bηαNηα ] ⊆ ηαF 〉
since
eηα〈`α,n〉 = y
′
ηαn − py′ηα(n+1) − bη
α
n −
k∑
m=1
m6=`α
eηα〈m,n〉
for n ≥ nα and
y′ηαn = p
nα−ny′ηαnα +
nα−n−1∑
i=0
pi
(
bη
α
n+i +
k∑
m=1
eηα〈m,n+i〉
)
for n ∈ [Nηα , nα). We claim that Gα+1 = Gα ⊕
⊕
e∈G′α Ae for some G
′
α. To prove our
claim, suppose
∑
n∈[Nηα ,nα)
aneηα〈`α,n〉︸ ︷︷ ︸
(1)
+
∑
n≥nα
any
′
ηαn︸ ︷︷ ︸
(2)
+
∑
n∈[Nηα ,ω)
k∑
m=1
m 6=`α
amneηα〈m,n〉
︸ ︷︷ ︸
(3)
+
∑
ν∈[bηαNηα ]
aνeν
︸ ︷︷ ︸
(4)
∈ Gα
It is immediate that the support of the term (1) is disjoint from those of the other terms.
Then an = 0 for all n ∈ [Nηα , nα) with eηα〈`α,n〉 /∈ Gα. By the Freeness Proposition 11,
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ηα 〈`α, n〉 neither belongs to the support of the terms (3) and (4) nor to the support
of Gα for all n ≥ nα, which implies that an = 0 for all n ≥ nα. Since ‖ bηα ‖ < 0ηαk , it
follows that amn = aν = 0 for all m ∈ [ 1, k ] \ { `α }, n ∈ [Nηα , ω) and ν ∈ [bηαNηα ] such
that eηα〈m,n〉, eν /∈ Gα. Therefore Gα+1 = Gα ⊕
⊕
e∈G′α Ae is free with
G′α = { eηα〈`α,r〉, y′ηαs, eηα〈m,t〉, eν |
r ∈ [Nηα , nα), s ≥ nα,m ∈ [ 1, k ] \ { `α }, t ∈ [Nηα , ω), ν ∈ [bηαNηα ] } \Gα,
which in turn implies that GΩ′∗Ω is free. By setting C = {GΩ∗Ω | |Ω | , |Ω∗ | < ℵk }, we
conclude that GY∗Y is ℵk-free. 
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2. Triple Modules
In this section we introduce modules defined by triples of subsets of Λ and Λ∗.
These triple modules have important freeness properties.
Definition 40. Let X∗ ⊆ Y∗ ⊆ Λ∗, Y ⊆ Λ and f ∈ [ 1, k ].
(1) Define YX∗ = { η ∈ Y | ∃n < ω ([η]n ⊆ X∗) }. For all η ∈ Y we define
uη(X∗) = {m ∈ [ 1, k ] | ∀n < ω ([ η  m ]n * X∗) }.
(2) We say that the triple (Y∗, Y,X∗) is f -closed if (Y∗, Y ) is Λ-closed, X∗ ⊆ Y∗
and, for all η ∈ Y , either |uη(X∗) | ≥ f or η ∈ YX∗ .
(3) A regressive family FY∗Y of branch-like elements is called (Y,X∗)-suitable if
[ bη ] ⊆ X∗ for all η ∈ YX∗ .
(4) Consider the map ρY∗X∗ : BY∗ → BY∗ defined on the elements of Y∗ by
eνρY∗X∗ =

0, if ν ∈ X∗
eν , if ν ∈ Y∗ \X∗
and extended by linearity. Define GY∗Y X∗ = Im (ρY∗X∗  GY∗Y ).
Observation 41. (1) If (Y∗, Y ) is Λ-closed, η ∈ Y andX∗ ⊆ Y∗, then uη(Y∗) ⊆
uη(X∗). This fact will be used very often in the rest of this section.
(2) If Y ⊆ Z, X∗ ⊆ Y∗ ⊆ Z∗, the pairs (Y∗, Y ), (Z∗, Z) are Λ-closed and we have
a regressive family FZ∗Z , then GY∗Y X∗ ⊆ GZ∗ZX∗ .
(3) Moreover, if (Y∗, Y,X∗) and (Y ′∗ , Y
′, X ′∗) are two f -closed triples such that
Y ′∗ ⊆ Y∗, Y ′ ⊆ Y , X ′∗ ⊆ X∗ and (Y ′∗ \X ′∗) ∩X∗ = ∅, then ρY ′∗X′∗ ⊆ ρY∗X∗ .
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Theorem 42. Let f ∈ [ 1, k ], (Y∗, Y,X∗) be an f -closed triple and FY∗Y be regressive
and (Y,X∗)-suitable. Put X = YX∗. Then (X∗, X) is Λ-closed and
GY∗Y X∗
∼= GY∗Y /GX∗X
is ℵf -free, where GX∗X is generated by FX∗X = FY∗X .
Proof. By the definition of YX∗ there is some Nη ≤ N ′η < ω such that [η]N ′η ⊆ X∗.
Therefore (X∗, X) is Λ-closed. Furthermore, the (Y,X∗)-suitability of FY∗Y ensures that
bη ∈ BX∗ for all η ∈ X. By Observation 38, GX∗X ≤ GY∗Y . We claim GX∗X = ker ρY∗X∗ .
We have X∗ρY∗X∗ = 0 by definition of ρY∗X∗ , and if η ∈ X, then yηN ′ηρY∗X∗ = 0.
Moreover, [bη] ⊆ X∗ since FY∗Y is (Y,X∗)-suitable. Hence, y′ηN ′ηρY∗X∗ = 0. Therefore,
GX∗X ⊆ ker ρY∗X∗ . If g ∈ GY∗Y ∩ ker ρY∗X∗ , then
png =
∑
ν∈Y∗
aνeν +
∑
η∈Y \X
aηy
′
ηNη
+
∑
η∈X
aηy
′
ηN ′η
for some n < ω. Suppose that W = { η ∈ Y \X | aη 6= 0 } is nonempty; and consider
η ∈ W of maximal norm. By the f -closedness of (Y∗, Y,X∗), we obtain |uη(X∗) | ≥ f .
Take m ∈ uη(X∗) and n′ < ω large enough such that
η 〈m,n′〉 /∈
{ ν | aν 6= 0 } ∪ ⋃
η′∈W\{η}
[ yη′ ]
 ∩X∗,
which are finitely many. It follows that aηy
′
ηNη
ρY∗X∗ 6= 0. Consequently, g /∈ ker ρY∗X∗ ,
which is a contradiction. Hence, W = ∅ and aη = 0 for all η ∈ Y \ X. Similarly, it
follows that aν = 0 for all ν ∈ Y∗ \X∗. Therefore, g ∈ GX∗X ; and our claim is proved,
which implies that GY∗Y X∗
∼= GY∗Y /GX∗X .
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It is only left to show that GY∗Y X∗ is ℵf -free. We proceed as in the proof of Theorem
39 and construct a family C of p-pure A-submodules of GY∗Y X∗ according to Definition
36. As in the proof of Theorem 39, for every H ∈ [GY∗Y \GX∗X ]<ℵf , we can find
Ω∗ ⊆ Y∗ and Ω ⊆ Y such that |Ω |, |Ω∗ | ≤ |H | · ℵ0 and
H ⊆ GΩ∗Ω = 〈Aeν , Ay′ηN ′η , GX∗X | ν ∈ Ω∗, η ∈ Ω 〉∗ ⊆ GY∗Y ,
where, for all η ∈ Ω, we chose some N ′η ≥ Nη such that [ η ]N ′η ⊆ Ω∗. Then GΩ∗Ω/GX∗X
is < ℵf -generated. Let Ω′∗ = X∗ ∪
⋃
η∈Ω [ η ]N ′η ∪ [bηN ′η ] and ∆ = Ω∗ \ Ω
′
∗. Notice that
B∆ is a free summand of GΩ∗Ω and that B∆ρY∗X∗ is a free summand of GΩ∗ΩρY∗X∗ . Let
GΩ = 〈Aeη〈m,n〉, Aeν , Ay′ηN ′η , GX∗X | η ∈ Ω \X, ν ∈ [ bηN ′η ],m ∈ [ 1, k ] , n ∈ [N
′
η, ω) 〉∗.
Then, GΩ′∗Ω ⊆ GΩ and
GΩρY∗X∗
∼= GΩ/GX∗X ⊆∗ GY∗Y /GX∗X .
Consequently, GΩρY∗X∗ is pure (see Fuchs [10], Vol.1, Lemma 26.1(ii)).
Suppose that |Ω | = ℵf−1. Let F : Λ → [ Λ∗ ]≤ℵ0 be any regressive map such that
ηF = [ bη ] for all η ∈ Ω. By taking uη = uη(X∗) for all η ∈ Ω \ X (which satisfy
|uη(X∗) | ≥ f), we enumerate Ω = { ηα | α < ζ } for some ζ ∈ [ωf−1, ωf ) according to
the Freeness Proposition 11, and write
GΩ = 〈Aeηα〈m,n〉, Aeν , Aeν′ , Ay′ηαn, Ay′η′n′ |
α < ζ,m ∈ [ 1, k ] , n ∈ [N ′η, ω ), ν ∈ [ bηαN ′ηα ], ν ′ ∈ X∗, η′ ∈ X,n′ ∈ [Nη′ , ω ) 〉.
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We also find `α ∈ uηα and nα < ω such that
ηα 〈`α, n〉 /∈ { ηβ 〈`α, n〉 | β < α } ∪
⋃
ΩαF
for all n ≥ nα. Moreover,
ηα 〈`α, n〉 /∈ { ηβ 〈`α, n〉 | β < α } ∪
⋃
ΩαF ∪X∗
for infinitely many n ≥ nα. Let
Gα = 〈Aeηβ〈m,n〉, Aeν , Aeν′ , Ay′ηβn, Ay′η′n′ |
β < α,m ∈ [ 1, k ] , n ∈ [N ′η, ω ), ν ∈ [ bηβN ′
ηβ
], ν ′ ∈ X∗, η′ ∈ X,n′ ∈ [Nη′ , ω ) 〉.
As in Theorem 39, it follows that G0 = GX∗X , Gζ = GΩ and that Gα is a direct
summand of Gα+1, with free complement in Gα+1. We conclude that HρY∗X∗ is a
subset of the pure free A-submodule (B∆⊕GΩ)ρY∗X∗ = B∆ρY∗X∗⊕GΩρY∗X∗ of GY∗Y X∗ .
By setting C = { (B∆ ⊕ GΩ)ρY∗X∗ | |∆ | , |Ω | < ℵf }, we conclude that GY∗Y X∗ is
ℵf -free. 
Lemma 43. Let (Z∗, Z, Y∗) and (Y∗, Y,X∗) be two f -closed triples such that Y = ZY∗.
Then
(1) (Z∗, Z,X∗) is f -closed and ZX∗ = YX∗.
(2) If FZ∗Z is a regressive (Z, Y∗)-suitable family of branch-like elements such that
FZ∗Y ⊆ FZ∗Z is (Y,X∗)-suitable, then
GZ∗ZX∗/GY∗Y X∗
∼= GZ∗ZY∗ .
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Proof. (1) On the one hand, it is immediate that YX∗ ⊆ ZX∗ ; on the other
hand, ZX∗ ⊆ ZY∗ = Y , so ZX∗ ⊆ YX∗ .
If η ∈ Z \ Y , then |uη(Y∗) | ≥ f , which implies that |uη(X∗) | ≥ f because
of uη(Y∗) ⊆ uη(X∗). If η ∈ Y , then either |uη(X∗) | ≥ f or η ∈ YX∗ by the
f -closedness of (Y∗, Y,X∗).
(2) Observe that
GZ∗ZX∗/GY∗Y X∗
∼= (GZ∗Z/GX∗ZX∗) / (GY∗Y /GX∗YX∗) ∼= GZ∗Z/GY∗Y ∼= GZ∗ZY∗ . 
Definition 44. If (Y∗, Y ) is Λ-closed and if FY∗Y is a regressive family of branch-
like elements, then we say that Ω∗ ⊆ Y∗ is FY∗Y -closed if (Y∗, Y,Ω∗) is k-closed and
FY∗Y is (Y,Ω∗)-suitable.
Definition 45. For Y ⊆ Λ and X∗ ⊆ Λ∗, define
Y (X∗) = { η ∈ Y | |uη(X∗) | < k }.
Theorem 46. If (Y∗, Y ) is Λ-closed, X∗ ⊆ Y∗ and FY∗Y is a regressive family of
branch-like elements, then there exists an FY∗Y -closed Ω∗ ⊆ Y∗ such that X∗ ⊆ Ω∗ and
|Ω∗ | ≤ |X∗ |ℵ0.
Proof. Let Ω0 = X∗ and Ωγ =
⋃
α<γ Ωα for all limit ordinals 0 < γ < ω1. For
α < ω1, put
Ωα+1 = Ωα ∪
⋃
η∈Y (Ωα)
[ η ]Nη ∪ [ bη ] .
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Observe that |Ωα | ≤ |X∗ |ℵ0 recursively, since |Y (Ωα) | ≤ |Ωα |ℵ0 ≤ |X∗ |ℵ0 . By
defining Ω∗ =
⋃
α<ω1
Ωα, we obtain |Ω∗ | ≤ |X∗ |ℵ0 as well. If η ∈ Y and |uη(Ω∗) | < k,
then η ∈ Y (Ω∗), which in turn implies that η ∈ Y (Ωα) for some α < ω1. It follows
[ η ]Nη ⊆ Ωα+1 and η ∈ YΩα+1 ⊆ YΩ∗ . Therefore, (Y∗, Y,Ω∗) is k-closed. Now, if η ∈ YΩ∗ ,
then η ∈ Y (Ωα) for some α < ω1, which implies [ bη ] ⊆ Ωα+1 ⊆ Ω∗. Hence, FY∗Y is
(Y,Ω∗)-suitable. 
Observation 47. In the previous theorem, it is necessary to take the union of
the sets Ωα according to ω1 and not according to ω, since it is possible that, for some
η ∈ Y , | [ η ] ∩ Ωn | < ℵ0 for all n < ω, but | [ η ] ∩ Ωω | = ℵ0. Thus we cannot guarantee
either that |uη(Ωω) | = k or η ∈ YΩω .
Definition 48. If (Y∗, Y ) is Λ-closed, X∗ ⊆ Y∗ and if FY∗Y is a regressive family
of branch-like elements, then we say that Ω∗ ⊆ Y∗ is the closure of X∗ with respect
to (Y∗, Y ) and FY∗Y provided Ω∗ is constructed as in Theorem 46. We write Ω∗ =
X∗(Y∗, Y,FY∗Y ).
In the next lemmas and Theorem 55, we want to ”cover” small submodules of a
triple module by small triple modules. The ”small covers” are obtained by simple
closure arguments (like elementary submodels) from the given large triple module.
Lemma 49. Let (Z∗, Z, Y∗) and (Y∗, Y,X∗) be two f -closed triples such that Y =
ZY∗, FZ∗Z is regressive and (Z, Y∗)-suitable, FZ∗Y ⊆ FZ∗Z is (Y,X∗)-suitable and H ⊆
GY∗Y X∗. Then there exists Ω∗ ⊆ Y∗ such that
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(1) |Ω∗ | ≤ |H |ℵ0,
(2) (Z∗, Z,X∗ ∪ Ω∗) and (X∗ ∪ Ω∗, Y ′, X∗) are f -closed, where Y ′ = ZX∗∪Ω∗ =
YX∗∪Ω∗,
(3) FZ∗Z is (Z,X∗ ∪ Ω∗)-suitable,
(4) FZ∗Y ′ is (Y
′, X∗)-suitable and
(5) H ⊆ GX∗∪Ω∗ Y ′X∗ ⊆ GY∗Y X∗ ⊆ GZ∗ZX∗.
Proof. (1) For every g ∈ H, choose some g′ ∈ GY∗Y such that g′ρZ∗X∗ =
g; and gather them in a set H ′. Clearly [H ] ⊆ [H ′ ] \ X∗. Put Ω∗ =
[H ′](Y∗, Y,FZ∗Y ). Then |Ω∗ | ≤ |H |ℵ0 follows by Theorem 46.
(2) For η ∈ Z, we have either |uη(Y∗) | ≥ f or η ∈ ZY∗ . If |uη(Y∗) | ≥ f , then
|uη(X∗ ∪ Ω∗) | ≥ f since X∗ ∪ Ω∗ ⊆ Y∗. Otherwise, we have η ∈ ZY∗ = Y ,
so either |uη(X∗) | ≥ f or η ∈ YX∗ ⊆ ZX∗∪Ω∗ . If |uη(X∗) | ≥ f , then either
|uη(Ω∗) | = k or η ∈ YΩ∗ ⊆ ZX∗∪Ω∗ since (Y∗, Y,Ω∗) is k-closed. If |uη(Ω∗) | =
k, then |uη(X∗ ∪ Ω∗) | = |uη(X∗) | ≥ f . Hence, (Z∗, Z,X∗ ∪ Ω∗) is f -closed.
Notice that YX∗∪Ω∗ ⊆ ZX∗∪Ω∗ and that ZX∗∪Ω∗ ⊆ ZY∗ = Y . Conse-
quently, ZX∗∪Ω∗ ⊆ YX∗∪Ω∗ . Since (Y∗, Y,X∗) is f -closed and Y ′X∗ = YX∗ ,
(X∗ ∪ Ω∗, Y ′, X∗) is also f -closed.
(3) Let η ∈ Y ′. If |uη(Ω∗) | = k, then η ∈ YX∗ , so [ bη ] ⊆ X∗ because FZ∗Y is
(Y,X∗)-suitable. If η ∈ YΩ∗ , then [ bη ] ⊆ Ω∗ by Theorem 46.
(4) Follows from the (Y,X∗)-suitability of FZ∗Y since Y
′
X∗ = YX∗ .
(5) The second inclusion follows from Observation 41. 
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Lemma 50. Let (Z∗, Z, Y∗) and (Y∗, Y,X∗) be two f -closed triples such that Y =
ZY∗, FZ∗Z is regressive and (Z, Y∗)-suitable, FZ∗Y ⊆ FZ∗Z is (Y,X∗)-suitable and K ⊆
GZ∗ZX∗. Then there exist Ω ⊆ Z and Ω∗ ⊆ Z∗ such that
(1) |Ω |, |Ω∗ | ≤ |K | · ℵ0,
(2) (Y∗ ∪ Ω∗, Y ∪ Ω, Y∗) is f -closed and (Y ∪ Ω)Y∗ = Y ,
(3) FZ∗(Y ∪Ω) is (Y ∪ Ω, Y∗)-suitable,
(4) K ⊆ G(Y∗∪Ω∗) (Y ∪Ω)X∗ ⊆ GZ∗ZX∗ and
(5) If (Z∗, Z,X∗) is f ′-closed, then (Y∗ ∪ Ω∗, Y ∪ Ω, X∗) is also f ′-closed.
Proof. (1) Let Z ′∗ = Z∗ \ X∗ and Z ′ = Z \ ZX∗ . For every g ∈ K, choose
some g′ ∈ GZ′∗Z′ such that g′ρZ∗X∗ = g; and gather them in a set K ′. Clearly
[K ] ⊆ [K ′ ] \X∗. Let Ω∗ = ([K ′ ] ∪ [ [K ′ ]Λ ]) ∩ Z∗ ⊆ Z ′∗ and Ω = ZΩ∗ .
(2) By the Λ-closedness of (Y∗, Y ), it follows that Y = YY∗ ⊆ (Y ∪Ω)Y∗ ⊆ ZY∗ = Y .
Moreover, (Y∗ ∪ Ω∗, Y ∪ Ω, Y∗) is f -closed, since (Z∗, Z, Y∗) is f -closed.
(3) Is immediate by the (Z, Y∗)-suitability of FZ∗Z and the fact that (Y ∪ Ω)Y∗ =
ZY∗ .
(4) The second inclusion follows from Observation 41.
(5) Assume (Z∗, Z,X∗) is f ′-closed; and let η ∈ Y ∪Ω. Then either |uη(X∗) | ≥ f ′
or η ∈ ZX∗ = YX∗ ⊆ (Y ∪ Ω)X∗ . 
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Theorem 51. Let (Z∗, Z, Y∗) and (Y∗, Y,X∗) be two f -closed triples such that Y =
ZY∗, FZ∗Z is regressive and (Z, Y∗)-suitable, FZ∗Y ⊆ FZ∗Z is (Y,X∗)-suitable, H ⊆
GY∗Y X∗ and K ⊆ GZ∗ZX∗ such that |H |, |K | ≤ κ. Then there exist Z ′∗, Y ′∗ , X ′∗ ⊆ Λ∗,
Z ′, Y ′ ⊆ Λ such that
(1) Z ′∗ ⊆ Z∗, Y ′∗ ⊆ Y∗, X ′∗ ⊆ X∗, Z ′ ⊆ Z \ ZX∗, Y ′ = Z ′Y ′∗ = ZY ′∗ \ ZX∗,
(2) Z ′X∗ = Y
′
X∗ = ∅ and |Z ′∗ |, |Z ′ |, |Y ′∗ |, |Y ′ |, |X ′∗ | ≤ κℵ0,
(3) the triples (Z ′∗, Z
′, Y ′∗), (Y
′
∗ , Y
′, X ′∗) are f -closed,
(4) FZ∗Z′ ⊆ FZ∗Z is (Z ′, Y ′∗)-suitable and FZ∗Y ′ ⊆ FZ∗Y is (Y ′, X ′∗)-suitable,
(5) H ⊆ GY ′∗Y ′X′∗ ⊆ GY∗Y X∗ and K ⊆ GZ′∗Z′X′∗ ⊆ GZ∗ZX∗,
(6) If (Z∗, Z,X∗) is f ′-closed, then (Z ′∗, Z
′, X ′∗) is also f
′-closed.
Proof. Apply Lemma 49 to H to obtain Ω1∗; and let Y1 = ZX∗∪Ω1∗ = YX∗∪Ω1∗ . Apply
Lemma 50 to K to obtain Ω2 and Ω2∗. Define Z
′
∗ = Ω
1
∗ ∪ Ω2∗, Y ′∗ = Ω1∗, X ′∗ = X∗ ∩ Ω1∗,
Z ′ = (Y1∪Ω2)\(Y1∪Ω2)X∗ . Then Z ′Y ′∗ = (Y1∪Ω2)Ω1∗ \(Y1∪Ω2)X∗ = ZY ′∗ \ZX∗ . Observe
that Ω2 \ ZX∗ ⊆ Z ′ (which justifies condition (f) from Theorem 55).
(1) and (2) are immediate by definition.
(3) Let η ∈ Z ′. If η ∈ Y1, then η ∈ Z ′Y ′∗ ⊆ Z ′Z′∗ . Otherwise, η ∈ Ω2, and
η ∈ Z ′Ω1∗∪Ω2∗ = Z ′Z′∗ . Therefore, (Z ′∗, Z ′) is Λ-closed. If |uη(X∗ ∪ Y ′∗) | ≥ f , then
|uη(Y ′∗) | ≥ f . Otherwise, |uη(X∗ ∪ Y ′∗) | < f , and η ∈ (Y1 ∪ Ω2)X∗∪Y ′∗ ∩ Z ′ =
Z ′Y ′∗ . Therefore, (Z
′
∗, Z
′, Y ′∗) is f -closed.
By definition of Y ′, the pair (Y ′∗ , Y
′) is Λ-closed. Let η ∈ Y ′ ⊆ Y1. It is
not possible to have |uη(X ′∗) | < f , since it would imply |uη(X∗) | < f , so
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η ∈ (Y1)X∗ ∩ Y ′ = ∅. Hence, |uη(X ′∗) | ≥ f for all η ∈ Y ′ and (Y ′∗ , Y ′, X ′∗) is
f -closed.
(4) If η ∈ Z ′Y ′∗ = Y ′, then [ bη ] ⊆ Y ′∗ = Ω1∗ by construction of Ω1∗, so FZ∗Z′ ⊆ FZ∗Z
is (Z ′, Y ′∗)-suitable. Since Y
′
X′∗ = ∅, FZ∗Y ′ ⊆ FZ∗Y is (Y ′, X ′∗)-suitable.
(5) Follows by Observation 41.
(6) Let η ∈ Z ′ and suppose |uη(X ′∗) | < f ′. It follows |uη(X∗) | < f ′, so η ∈
ZX∗ ∩ Z ′ = ∅, which is a contradiction. Hence, |uη(X ′∗) | ≥ f ′ for all η ∈ Z ′;
and (Z ′∗, Z
′, X ′∗) is f
′-closed. 
Observation 52. It is worth to remark that the construction of the triple (Y ′∗ , Y
′, X ′∗)
obtained in the last theorem depends only on (Y∗, Y,X∗) and H, and not on (Z∗, Z).
Definition 53. Let υ = (ν1, ν2) ∈ Λ∗ × Λ∗ and X∗ ⊆ Y∗ ⊆ Λ∗.
(1) ν1 and ν2 are comparable if there exists a unique η
υ ∈ Λ such that ν1, ν2 ∈ [ ηυ ].
(2) Define Cp(X∗) = { υ = (ν1, ν2) | ν1, ν2 ∈ X∗ are comparable } ⊆ X∗ ×X∗.
(3) We say that X∗ is pairwise closed for Y∗ if [ ηυ ]∩ Y∗ ⊆ X∗ for all υ ∈ Cp(X∗).
Lemma 54. If X∗ ⊆ Y∗ ⊆ Λ∗, then there is a minimal pairwise closed set PC(X∗, Y∗)
such that X∗ ⊆ PC(X∗, Y∗) ⊆ Y∗ and |PC(X∗, Y∗) | ≤ |X∗ | · ℵ0.
Proof. Let X0∗ = X∗. For n < ω, let
Xn+1∗ = X
n
∗ ∪
⋃
υ∈Cp(Xn∗ )
( [ ηυ ] ∩ Y∗ ).
2. TRIPLE MODULES 36
Put
PC(X∗, Y∗) =
⋃
n∈ω
Xn∗ .
Since |Cp(X∗) | ≤ |X∗ |, we have |PC(X∗, Y∗) | ≤ |X∗ | · ℵ0. 
Theorem 55. Let f ∈ [2, k], (Z∗, Z, Y∗) and (Y∗, Y,X∗) be two f -closed triples
such that Y = ZY∗ and FZ∗Z be regressive and (Z, Y∗)-suitable such that FZ∗Y ⊆ FZ∗Z
is (Y,X∗)-suitable. Let Ω1∗ ⊆ Y∗, Ω2∗, Ω2,n∗ ⊆ Z∗ (n < ω), Z ′, Zn ⊆ Z (n < ω) be such
that
(a) Ω1∗ is FZ∗Y -closed, Ω
2
∗, Ω
2,n
∗ are FZ∗Z-closed,
(b) PC(Ω2,n∗ , Z∗) ⊆ Ω2,n+1∗ ,
(c) (Ω1∗ ∪ Ω2∗, Z ′,Ω1∗), (Ω1∗ ∪ Ω2,n∗ , Zn,Ω1∗) (n < ω) and (Ω1∗, Y ′, X∗ ∩ Ω1∗) are f -closed
with Y ′ = Z ′Ω1∗ = (Zn)Ω1∗ (n < ω),
(d) FZ∗Z′ is (Z
′,Ω1∗)-suitable, FZ∗Zn is (Zn,Ω
1
∗)-suitable (n < ω) and FZ∗Y ′ is
(Y ′, X∗ ∩ Ω1∗)-suitable,
(e) Z ′X∗ = Y
′
X∗ = (Zn)X∗ = ∅ and
(f) ZΩ2∗ \ ZX∗ ⊆ Z ′ and ZΩ2,n∗ \ ZX∗ ⊆ Zn.
If we let
(i) Z ′′∗ = Ω
1
∗ ∪ Ω2∗ ∪
⋃
n<ω Ω
2,n
∗ ,
(ii) Y ′′∗ = Ω
1
∗ ∪
⋃
n<ω Ω
2,n
∗ ,
(iii) X ′′∗ = X∗ ∩ Ω1∗,
(iv) Z ′′ = Z ′ ∪⋃n<ω Zn and
(v) Y ′′ = Y ′ ∪⋃n<ω Zn,
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then the following holds:
(1) Z ′′ ⊆ Z \ ZX∗ and Z ′′X∗ = Y ′′X∗ = ∅,
(2) (Z ′′∗ , Z
′′, Y ′′∗ ) is (f − 1)-closed, (Y ′′∗ , Y ′′, X ′′∗ ) is f -closed and Y ′′ = Z ′′Y ′′∗ ,
(3) FZ∗Z′′ is (Z
′′, Y ′′∗ )-suitable and FZ∗Y ′′ is (Y
′′, X ′′∗ )-suitable,
(4) GY ′′∗ Y ′′X′′∗ = GΩ1∗ Y ′X∗∩Ω1∗ +
∑
n<ω G(Ω1∗∪Ω2,n∗ )ZnX∗∩Ω1∗ and
GZ′′∗Z′′X′′∗ = G(Ω1∗∪Ω2∗)Z′X∗∩Ω1∗ +
∑
n<ω G(Ω1∗∪Ω2,n∗ )ZnX∗∩Ω1∗, and
(5) if (Z∗, Z,X∗) is f ′-closed then (Z ′′∗ , Z
′′, X ′′∗ ) is also f
′-closed.
Proof. (1) It is immediate that Z ′, Zn ⊆ Z \ ZX∗ by (e). The rest is clear.
(2) (Z ′′∗ , Z
′′) and (Y ′′∗ , Y
′′) are Λ-closed since (Ω1∗ ∪ Ω2∗, Z ′), (Ω1∗, Y ′) and all pairs
(Ω1∗ ∪ Ω2,n∗ , Zn) are Λ-closed.
Let η ∈ Z ′′. If |uη(Ω1∗) | < f , then η ∈ Z ′′Ω1∗ ⊆ Z ′′Y ′′∗ since (Ω1∗ ∪ Ω2∗, Z ′,Ω1∗)
and all triples (Ω1∗∪Ω2,n∗ , Zn,Ω1∗) are f -closed. Now assume that |uη(Ω1∗) | ≥ f .
On the one hand, if |uη(Ω1∗) \ uη(Y ′′∗ ) | > 1, then there exist distinct m1,
m2 ∈ uη(Ω1∗) \ uη(Y ′′∗ ) such that [ η  m1 ]n1 , [ η  m2 ]n2 ⊆ Y ′′∗ for some n1,
n2 < ω. Without loss of generality, η  〈m1, n1〉, η  〈m2, n2〉 ∈ Y ′′∗ \ Ω1∗ ⊆⋃
n<ω Ω
2,n
∗ . Thus, η  〈m1, n1〉, η  〈m2, n2〉 ∈ Ω2,n∗ for some n < ω. Since
(η  〈m1, n1〉, η  〈m2, n2〉) ∈ Cp(Ω2,n∗ ) and Ω2,n∗ ⊆ PC(Ω2,n∗ , Z∗) ⊆ Ω2,n+1∗ , it
follows that [ η ]Nη ⊆ [ η ]∩Z∗ ⊆ PC(Ω2,n∗ , Z∗) ⊆ Ω2,n+1∗ ⊆ Y ′′∗ . Hence, η ∈ Z ′′Y ′′∗ .
On the other hand, if |uη(Ω1∗) \ uη(Y ′′∗ ) | ≤ 1, then |uη(Y ′′∗ ) | ≥ f−1. Therefore
(Z ′′∗ , Z
′′, Y ′′∗ ) is (f − 1)-closed.
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If η ∈ Y ′′, then |uη(X ′′∗ ) | < f is not possible since that would imply
|uη(X∗) | < f . By the f -closedness of (Z∗, Z,X∗), we would get η ∈ ZX∗∩Y ′′ =
Y ′′X∗ = ∅. Hence, |uη(X ′′∗ ) | ≥ f for all η ∈ Y ′′; and (Y ′′∗ , Y ′′, X ′′∗ ) is f -closed.
Clearly Y ′′ ⊆ Z ′′Y ′′∗ . If η ∈ Z ′′Y ′′∗ , then in particular η ∈ Z ′ or η ∈ Zn
for some n < ω. If |uη(Ω1∗) | < f , then η ∈ Z ′Ω1∗ = (Zn)Ω1∗ = Y ′ ⊆ Y ′′ by
the f -closedness of the triples (Ω1∗ ∪ Ω2∗, Z ′,Ω1∗) and (Ω1∗ ∪ Ω2,n∗ , Zn,Ω1∗) for all
n < ω. Otherwise, |uη(Ω1∗) | ≥ f ≥ 2. Hence, there exist m1, m2 ∈ [ 1, k ]
such that for all n < ω, [ η  m1 ]n, [ η  m2 ]n * Ω1∗. Then we can find n1,
n2 < ω such that η 〈m1, n1〉, η 〈m2, n2〉 ∈
⋃
n∈ω Ω
2,n
∗ . A similar argument as
above shows that [ η ]Nη ⊆ Ω2,n+1∗ for some n < ω, showing that η ∈ ZΩ2,n+1∗ .
Observe that Z ′′ ⊆ Z \ ZX∗ by the definition of Z ′′ and (e). It follows that
η ∈ ZΩ2,n+1∗ \ ZX∗ ⊆ Zn+1 ⊆ Y ′′.
(3) Let η ∈ Z ′′Y ′′∗ = Y ′′. If η ∈ Y ′, then [ bη ] ⊆ Ω1∗ ⊆ Y ′′∗ since FZ∗Z′ is (Z ′,Ω1∗)-
suitable and the families FZ∗Zn are (Zn,Ω
1
∗)-suitable for all n < ω. Now
suppose η ∈ Y ′′ \ Y ′. Notice that |uη(Ω1∗) | ≥ f since |uη(Ω1∗) | < f would
imply that for some n ∈ ω, η ∈ (Zn)Ω1∗ = Y ′ by the f -closedness of the triple
(Ω1∗ ∪ Ω2,n∗ , Zn,Ω1∗). As before, η ∈ ZΩ2,n+1∗ , so [ bη ] ⊆ Ω2,n+1∗ ⊆ Y ′′∗ by the
FZ∗Z-closedness of Ω
2,n+1
∗ . This shows that FZ∗Z′′ is (Z
′′, Y ′′∗ )-suitable.
Since Y ′′X′′∗ = ∅, FZ∗Y ′′ is automatically (Y ′′, X ′′∗ )-suitable.
(4) This follows from Observation 41(3).
(5) Let η ∈ Z ′′ and suppose |uη(X ′′∗ ) | < f ′. Then |uη(X∗) | < f ′ and so it follows
that η ∈ ZX∗ ∩Z ′′ = Z ′′X∗ = ∅, which is a contradiction. Hence, |uη(X ′′∗ ) | ≥ f ′
for all η ∈ Z ′′ and (Z ′′∗ , Z ′′, X ′′∗ ) is f ′-closed. 
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3. The Step Lemma
Definition 56. Let 0 ≤ ` < m ≤ k and ξ ∈ Λ[`+1,m]. Then
Λξ = Λ[1,`] ∧ {ξ},
Λξ∗ = Λ
[1,`]
∗ ∧ {ξ},
Λξ∗ = Λ[1,`] ∧ [ ξ ] .
Furthermore, if η ∈ ω↑λ` and W ⊆ [ η ], let
ΛξW = Λ
[ 1,`−1 ] ∧ W ∧ { ξ },
Λξ∗η = Λ
[ 1,`−1 ] ∧ { η } ∧ [ ξ ] .
Notice that Λξ∗∪˙Λξ∗ = [Λξ] and Λξ∗ ∩ Λξ∗ = ∅. If n < ω, we write Λξηn for Λξ{ηn}.
Lemma 57. Let f ∈ [ 1, k), ξ ∈ Λ[f+1,k] and C∗ ⊆ Λ∗ be countable such that Λ(C∗) =
∅ (see Definition 45). Then the triple (C∗ ∪ [ Λξ ],Λξ, C∗ ∪ Λξ∗) is f -closed.
Proof. It is immediate that (C∗∪ [Λξ],Λξ) is Λ-closed (with Nη = 0 for all η ∈ Λξ)
and that [ 1, f ] ⊆ uη(C∗ ∪ Λξ∗) because of the properties of C∗ and the fact that
Λξ∗ ∩ Λξ∗ = ∅. 
Definition 58. (1) For ν ∈ Λ ∪ Λ∗ define orco ν =
⋃
m∈[ 1,k ] Im νm to be the
ordinal content of ν. Furthermore, if Y∗ ⊆ Λ∪Λ∗, then orcoY∗ =
⋃
ν∈Y∗ orco ν.
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(2) If S, T ⊆ λk and τ : S → T is a bijection, then τ extends canonically to
a bijection τ : ω≥S → ω≥T . If ν ∈ Λ ∪ Λ∗ and orco ν ⊆ S, then we define
ντ = (ν1τ, . . . , νkτ).
(3) Given a finite sequence 〈λ′1, . . . , λ′k 〉 of nonempty subsets of T , consider
Λ′ = ωλ′1 × · · · × ωλ′k,
Λ′m = Λ
′[ 1,m−1 ] ∧ ω>λ′m ∧ Λ′[m+1,k ],
Λ′∗ =
⋃
m∈[ 1,k ]
Λ′m
and
B′ =
⊕
ν∈Λ′∗
Aeν ,
defined in the same way as Λ, Λm, Λ∗ and B. For X∗ ⊆ Λ∗ such that
orcoX∗ ⊆ S and (Im νm)τ ⊆ λ′m for all ν ∈ X∗ and m ∈ [ 1, k ], the bijec-
tion τ : S → T extends to an A-module monomorphism τ : BX∗ → B′ called
shift-isomorphism (onto its image).
(4) For X∗ ⊆ Λ∗, we say that the bijection τ : S → T is X∗-admissible if orcoX∗ ⊆
S and X∗τ ⊆ Λ∗.
(5) If τ : S → T is an X∗-admissible bijection, then τ extends canonically to an A-
module monomorphism τ : BX∗ → B called X∗-admissible shift-isomorphism
(onto its image).
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Observation 59. It is easy to verify that admissible shift-isomorphisms preserve all
the notions we have defined so far, namely f -closedness, suitability, pairwise-closedness,
etc.
Step Lemma 60. Let the following be given:
(1) f ∈ [ 0, k), ξ ∈ Λ[f+1,k] and a countable C∗ ⊆ Λ∗ such that ‖C∗ ‖ < 0ξk and
Λ(C∗) = ∅.
(2) (J∗, J, I∗) = (J∗( ξ ), J( ξ ), I∗( ξ )) = (C∗ ∪ [ Λξ ],Λξ, C∗ ∪ Λξ∗).
(3) (V∗, V, U∗) an (f + 1)-closed triple.
(4) FV∗V regressive and (V, U∗)-suitable.
(5) ϕ : BI∗ → GV∗V U∗ a homomorphism such that zϕ /∈ GV∗V U∗ for some z ∈ BC∗.
Then, for all η ∈ J , we can choose an element bη ∈ BC∗ such that the family
FJ∗J = {xη = bη + yη | η ∈ J } is regressive and GJ∗J satisfies the following condition:
If (Z∗, Z, Y∗) and (Y∗, Y,X∗) are two (f + 1)-closed triples such that ZY∗ = Y ,
FZ∗Z = { y′η = b′η+yη | η ∈ Z, b′η ∈ BZ∗ } is regressive and (Z, Y∗)-suitable, FY∗Y ⊆ FZ∗Z
is (Y,X∗)-suitable and τ is a V∗-admissible bijection such that (V∗, V, U∗)τ = (Y∗, Y,X∗)
and FV∗V τ = FY∗Y , then ϕτ : BI∗ → GY∗Y X∗ does not extend to a homomorphism from
GJ∗J to GZ∗ZX∗.
Proof. We proceed by induction on f . If f = 0, then ξ ∈ Λ, J = { ξ } and I∗ = J∗
since Λξ∗ = ∅, namely (J∗, J, I∗) = (C∗ ∪
[
ξ
]
, { ξ }, C∗ ∪
[
ξ
]
). Consequently, we only
need to define one element xξ by choosing an element bξ . We claim that it suffices to
take bξ = εz for ε ∈ {0, 1}. Suppose that there exist two homomorphisms
ϕε :
〈
BJ∗ , εz + yξ
〉
∗ → GV∗V U∗
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extending ϕ. On the one hand, (z + yξ)ϕ
1 − yξϕ0 ∈ GV∗V U∗ . On the other hand, by
continuity of these homomorphisms, (z + yξ)ϕ
1 − yξϕ0 = zϕ /∈ GV∗V U∗ , which is a
contradiction. We conveniently choose bξ to satisfy xξϕ /∈ GV∗V U∗ . The construction
of GJ∗J is finished. Moreover, since GV∗V U∗ = GV∗V \VU∗U∗ , this choice does not depend
on FV∗VU∗ .
Assume towards a contradiction that there exist two 1-closed triples (Z∗, Z, Y∗)
and (Y∗, Y,X∗) with ZY∗ = Y , FZ∗Z = { y′η = b′η + yη | η ∈ Z, b′η ∈ BZ∗ } re-
gressive and (Z, Y∗)-suitable, FY∗Y ⊆ FZ∗Z (Y,X∗)-suitable and a V∗-admissible bi-
jection τ such that (V∗, V, U∗)τ = (Y∗, Y,X∗), FV∗V τ = FY∗Y and a homomorphism
ψ : GJ∗J → GZ∗ZX∗ extending ϕτ . Consider the unique extensions ϕ̂ : ĜJ∗J → ĜV∗V U∗
and τ̂ : ĜV∗V U∗ → ĜY∗Y X∗ . Then ϕ̂τ̂  GJ∗J = ψ and xξψ ∈ GZ∗ZX∗ ∩ ĜY∗Y X∗ . On the
one hand, ĜY∗Y X∗/GY∗Y X∗ is p-divisible. On the other hand, GZ∗ZX∗/GY∗Y X∗
∼= GZ∗ZY∗
is ℵ1-free by Theorem 42 and Lemma 43. It follows that xξψ = xξϕ̂τ̂ ∈ GY∗Y X∗ and
xξϕ̂ ∈ GY∗Y X∗τ−1 = GV∗V U∗ contradicting the choice of bξ. Therefore, no such ψ exists.
Now assume f > 0 and that the statement is true for f − 1. Let
λof = {α < λf | cf(α) = ω },
Γα = { η ∈ ω↑λf | sup η = α }
and
Γ =
⋃˙
α∈λof
Γα.
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Observe that Γ = ω↑λf . We well-order each Γα to induce a well-order in
Γ = { ηα | α < λf }
by lexicographical extension of these orders. For all α < λf , let ξ
α
= ηα ∧ ξ ∈ Λ[ f,k ].
In this way, Λξ =
⋃
α<λf
Λξ
α
. For η ∈ ω↑λf and n < ω, let Gηn = BΛξ
[ ηn ]
; and define
G = {Gηn | η ∈ ω↑λf , n < ω }. Notice that Gη(n+1) = Gηn ⊕BΛξ
η(n+1)
.
Take Hϕ = Imϕ ⊆ GV∗V U∗ and then construct an (f+1)-closed triple (V ′∗ , V ′, U ′∗) =
(Ω∗, V ′, U∗∩Ω∗) from Hϕ and (V∗, V, U∗) (see Observation 52) as described in the proof
of Theorem 51 and such that |V ′∗ |, |V ′ |, |U ′∗ | ≤ λf , Hϕ ⊆ GV ′∗V ′U ′∗ ⊆ GV∗V U∗ , V ′U∗ = ∅
and FV∗V ′ is (V
′, U ′∗)-suitable. Fix ∆ ⊆ λf+1 \ orcoV ′∗ such that |∆ | = λf . Define a
sequence 〈λ′1, λ′2, . . . , λ′k 〉 of sets of ordinals in the following manner: for all m ∈ [ 1, k ],
let
λ′m =

λm, if m ∈ [ 1, f ] ;
∆∪˙ orcoV ′∗ , if m ∈ [ f + 1, k ] .
Analogous to the definition of Λ, Λm, Λ∗ and B, we define
Λ′ = ωλ′1 × · · · × ωλ′k,
Λ′m = Λ
′[ 1,m−1 ] ∧ ω>λ′m ∧ Λ′[m+1,k ],
Λ′∗ =
⋃
m∈[ 1,k ]
Λ′m,
B′ =
⊕
ν∈Λ′∗
Aeν .
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LetH = {H ≤ B′ | |H | ≤ λf−1 } and consider the set Θ of all 6-tuples (G,H, P,Q,R, ψ)
where G ∈ G, H ∈ H, P ∈ [ Λ′∗ ]≤λf−1 , Q ∈ [ Λ′ ]≤λf−1 , R ∈
[
B′
]≤λf−1
and ψ : G → H
is a homomorphism. Recall that λ0 = |A | (as agreed on page 21) and notice that
|Θ | = | G | · |H | · |Λ′∗ |λf−1 · |Λ′ |λf−1 ·
∣∣B′ ∣∣λf−1 · λλf−1f−1 = λλf−1f = λf .
Take λ = 〈λf 〉 and C = 〈Θ 〉 and apply the λ-Black Box 15 to obtain a family of
traps 〈 gη | η ∈ Γ 〉 = 〈 gηα | α < λf 〉 with gη : [ η ] → Θ. For every α < λf , we
will choose bη for all η ∈ Λξ
α
by examining the trap gηα : [ η
α ] → Θ on its values
(ηα  n)gηα = (Gαn, Hαn, Pαn, Qαn, Rαn, ψαn). We will choose these elements by means
of the induction hypothesis only under very specific conditions. Otherwise we will take
bη = 0 for all η ∈ Λξ
α
. These conditions are:
If there exist Y , Z ⊆ Λ, X∗, Y∗, Z∗ ⊆ Λ∗, FZ∗Z , Ω1∗ ⊆ Y∗, Y ′ ⊆ Y , families of
subsets {Ω2,n∗ ⊆ Z∗ | n < ω } and {Zn ⊆ Z | n < ω }, τ and σ such that
(1) (Z∗, Z, Y∗) and (Y∗, Y,X∗) are (f + 1)-closed with ZY∗ = Y ,
(2) FZ∗Z is a regressive (Z, Y∗)-suitable family of branch-like elements and FY∗Y ⊆
FZ∗Z is (Y,X∗)-suitable,
(3) Ω1∗ is FY∗Y -closed and Ω
2,n
∗ is FZ∗Z-closed for all n < ω,
(4) PC(Ω2,n∗ , Z∗) ⊆ Ω2,n+1∗ ,
(5) (Ω1∗, Y
′, X∗ ∩ Ω1∗) and (Ω1∗ ∪ Ω2,n∗ , Zn,Ω1∗) are (f + 1)-closed with (Zn)Ω1∗ = Y ′
for all n < ω,
(6) FZ∗Y ′ is (Y
′, X∗ ∩ Ω1∗)-suitable and FZ∗Zn is (Zn,Ω1∗)-suitable for all n < ω,
(7) GΩ1∗Y ′X∗∩Ω1∗ ⊆ GY∗Y X∗ and GΩ1∗∪Ω2,n∗ ZnX∗∩Ω1∗ ⊆ GZ∗ZX∗ for all n < ω,
(8) Y ′X∗ = (Zn)X∗ = ∅ for all n < ω,
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(9) Y ′ = ZΩ1∗ \ ZX∗ and ZΩ2,n∗ \ ZX∗ ⊆ Zn ⊆ Z \ ZX∗ for all n < ω,
(10) τ is a V∗-admissible bijection such that
(V∗, V, U∗)τ = (Y∗, Y,X∗),
(Ω∗, V ′, U∗ ∩ Ω∗)τ = (Ω1∗, Y ′, X∗ ∩ Ω1∗),
FV∗V τ = FY∗Y and FV∗V ′τ = FY∗Y ′ ,
(11) σ : orco(Ω1∗ ∪
⋃
n<ω Ω
2,n
∗ ) → ∆ ∪ orcoV ′∗ is a shift-monomorphism such that
σ  orco(Ω1∗) = τ−1  orco(Ω1∗),
(12) Gαn = Gηαn, Hαn ⊆ GΩ1∗∪Ω2,n∗ ZnX∗∩Ω1∗σ, Pαn = Ω2,n∗ σ, Qαn = (Zn \ Y ′)σ,
Rαn = FZ∗Zn\Y ′σ and
(13) the maps ψαn : Gαn → Hαn extend each other.
Suppose that at some stage α < λf , we find such (f + 1)-closed triples (Zα∗, Zα, Yα∗)
and (Yα∗, Yα, Xα∗), a regressive family FZα∗Zα of branch-like elements, Ω
1
α∗ ⊆ Yα∗,
Y ′α ⊆ Yα, families of subsets {Ω2,nα∗ ⊆ Zα∗ | n < ω } and {Zαn ⊆ Zα | n < ω } and
bijections τα and σα satisfying these conditions. Define Gα =
⋃
n<ω Gαn = BΛξ
[ ηα ]
and
ψα =
⋃
n<ω ψαn : Gα →
∑
n<ωHαn, so
ψασ
−1
α : Gα →
∑
n<ω
GΩ1α∗∪Ω2,nα∗ ZαnXα∗∩Ω1α∗ .
According to Theorem 55 we define an (f + 1)-closed triple (Y ′′α∗, Y
′′
α , X
′′
α∗) as follows:
Y ′′α∗ = Ω
1
α∗ ∪
⋃
n<ω
Ω2,nα∗ ,
Y ′′α = Y
′
α ∪
⋃
n<ω
Zαn,
X ′′α∗ = Xα∗ ∩ Ω1α∗.
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Consider the triple (J∗( ξ
α
), J( ξ
α
), I∗( ξ
α
)) = (C∗ ∪ [ Λξ
α
],Λξ
α
, C∗ ∪ Λξ
α∗), and notice
that
BI∗( ξα ) = BC∗∪Λξα∗ = BC∗∪Λξ∗ηα
⊕B
Λξ
[ ηα ]
⊆ BI∗( ξ ) ⊕BΛξ
[ ηα ]
= BI∗( ξ ) ⊕Gα.
Let ϕ′α =
(
ϕ  B
C∗∪Λξ∗ηα
)
τα ⊕ ψασ−1α . Then by definition,
ϕ′α : BI∗( ξα ) → GΩ1α∗Y ′αXα∗∩Ω1α∗ +
∑
n<ω
GΩ1α∗∪Ω2,nα∗ ZαnXα∗∩Ω1α∗ = GY ′′α∗Y ′′αX′′α∗ .
We claim that GY ′′α∗Y ′′αX′′α∗ ∩ ĜΩ1α∗Y ′αXα∗∩Ω1α∗ = GΩ1α∗Y ′αXα∗∩Ω1α∗ . On the one hand,
let g ∈ GY ′′α∗Y ′′αX′′α∗ ∩ ĜΩ1α∗Y ′αXα∗∩Ω1α∗ , and choose some preimage g′ ∈ GY ′′α∗Y ′′α such that
g′ρY ′′α∗X′′α∗ = g. Then we can write
g′ = b+
∑
η∈Y ′′α
aηy
′
η
for some b ∈ BY ′′α∗ and aη ∈ A for all η ∈ Y ′′α , where aη 6= 0 only for finitely many
elements η. Also notice that [ g′ ] ⊆ Ω1α∗ and Y ′′α \ (Y ′′α )X′′α∗ = Y ′′α since (Y ′′α )X′′α∗ = ∅ by
condition (8). Without loss of generality, we can take
g′ = b+
∑
η∈Y ′′α \Y ′α
aηy
′
η
(otherwise just reduce g and g′). Take η ∈ [ g′ ]Λ ⊆ Y ′′α \ Y ′α of maximal norm. Since
[ g′ ] ⊆ Ω1α∗, it follows by condition (9) that
η ∈ (Y ′′α )Ω1α∗ \ Y ′α ⊆ (Zα \ (Zα)Xα∗)Ω1α∗ \ Y ′α ⊆ ((Zα)Ω1α∗ \ (Zα)Xα∗) \ Y ′α = Y ′α \ Y ′α = ∅.
Therefore, g′ = b ∈ GΩ1α∗Y ′α and g = g′ρY ′′α∗X′′α∗ ∈ GΩ1α∗Y ′αXα∗∩Ω1α∗ showing
GY ′′α∗Y ′′αX′′α∗ ∩ ĜΩ1α∗Y ′αXα∗∩Ω1α∗ ⊆ GΩ1α∗Y ′αXα∗∩Ω1α∗ .
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On the other hand, it is immediate that GΩ1α∗Y ′αXα∗∩Ω1α∗ ⊆ GY ′′α∗Y ′′αX′′α∗ ∩ ĜΩ1α∗Y ′αXα∗∩Ω1α∗ .
This proves our claim. Furthermore, zϕ′α = zϕτα /∈ GY ′′α∗Y ′′αX′′α∗ since zϕ′α ∈ GY ′′α∗Y ′′αX′′α∗
would imply zϕ′α ∈ GΩ1α∗Y ′αXα∗∩Ω1α∗ by our previous claim. Hence, zϕ′ατ−1α = zϕ ∈
GΩ∗V ′U∗∩Ω∗ ⊆ GV∗V U∗ , which is a contradiction. In particular, since (Y ′′α∗, Y ′′α , X ′′α∗) is
f -closed and ξ
α ∈ Λ[ f,k ], we can apply the induction hypothesis to choose bη for all
η ∈ Λξα . This finishes the construction of GJ∗J .
Assume towards a contradiction that there exist two (f+1)-closed triples (Z∗, Z, Y∗)
and (Y∗, Y,X∗) with ZY∗ = Y , a regressive (Z, Y∗)-suitable family FZ∗Z of branch-like
elements such that FY∗Y ⊆ FZ∗Z is (Y,X∗)-suitable, a V∗-admissible bijection τ such
that (V∗, V, U∗)τ = (Y∗, Y,X∗), FV∗V τ = FY∗Y and a homomorphism ψ : GJ∗J → GZ∗ZX∗
extending ϕτ .
Take H = Imϕτ ⊆ GY∗Y X∗ and K = Imψ ⊆ GZ∗ZX∗ . Apply Theorem 51 to
construct the sets Ω1∗, Y1, Ω
2
∗, Ω
2, Y ′ and Z ′ and the two (f + 1)-closed triples
(Ω1∗ ∪ Ω2∗, Z ′,Ω1∗) and (Ω1∗, Y ′, X∗ ∩ Ω1∗) such that H ⊆ GΩ1∗Y ′X∗∩Ω1∗ ⊆ GΩ1∗∪Ω2∗Z′Ω1∗ and
K ⊆ GΩ1∗∪Ω2∗Z′Ω1∗ ⊆ GZ∗ZX∗ . Fix an injection σ : orco(Ω1∗∪Ω2∗)→ ∆∪orcoV ′∗ such that
σ  orco(Ω1∗) = τ−1  orco(Ω1∗).
For all η ∈ ω↑λf and n < ω, let Kηn = Im(ψ  Gηn). Put Ωη0∗ = ∅; and assume we
have constructed Ωηn∗ . Let Ω
ηn = ZΩηn∗ and Z
ηn = (Y1 ∪ Ωηn) \ (Y1 ∪ Ωηn)X∗ . For
every ν ∈ Λξηn, choose some hν ∈ GZ∗Z such that hνρZ∗X∗ = eνψ. Apply Lemma 50
and Theorem 51 to find an FZ∗Z-closed Ω
η(n+1)
∗ such that
PC(Ωηn∗ , Z∗) ∪
⋃
ν∈Λξηn
[hν ] ⊆ Ωη(n+1)∗ .
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In this way, we obtain families {Ωηn∗ ⊆ Z∗ | n < ω } and {Zηn ⊆ Z | n < ω } for all
η ∈ ω↑λf simultaneously.
Let g : ω↑>λf → Θ be given by
νg = (Gν , Hν , P ν , Qν , Rν , ψν) = (Gν , Kνσ,Ω
ν
∗σ, (Z
ν \ Y ′)σ,FZ∗Zν\Y ′σ, (ψ  Gν)σ).
By the λ-Black Box 15 there is some ηα ∈ Γ such that gηα ⊆ g. It follows that
(ηα  n)g = (Gαn, Hαn, Pαn, Qαn, Rαn, ψαn)
= (Gηαn, Kηαnσ,Ω
ηαn
∗ σ, (Z
ηαn \ Y ′)σ,FZ∗Zηαn\Y ′σ, (ψ  Gηαn)σ).
Consequently, Y , Z ⊆ Λ, X∗, Y∗, Z∗ ⊆ Λ∗, Ω1∗ ⊆ Y∗, Y ′ ⊆ Y , FZ∗Z , τ , σ and the
families {Ωηαn∗ ⊆ Z∗ | n < ω } and {Zηαn ⊆ Z | n < ω } satisfy the specific conditions
(1)-(13) of the construction. Let
Z ′′∗ = Ω
1
∗ ∪ Ω2∗ ∪
⋃
n<ω Ω
ηαn
∗ ,
Y ′′∗ = Ω
1
∗ ∪
⋃
n<ω Ω
ηαn
∗ ,
X ′′∗ = X∗ ∩ Ω1∗,
Z ′′ = Z ′ ∪⋃n<ω Zηαn and
Y ′′ = Y ′ ∪⋃n<ω Zηαn.
By Theorem 55, (Z ′′∗ , Z
′′, Y ′′∗ ) is f -closed and (Y
′′
∗ , Y
′′, X ′′∗ ) is (f + 1)-closed. Let ψα =⋃
n<ω ψαn and
ϕ′ =
(
ϕ  B
C∗∪Λξ∗ηα
)
τ ⊕ ψασ−1 ⊆ ϕτ ⊕ (ψ  Gα) ⊆ ψ.
Since in the step α of the construction ofGJ∗J the conditions (1)-(13) for a serious choice
of the bη’s were in fact satisfiable, we used some (f+1)-closed triples (Zα∗, Zα, Yα∗) and
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(Yα∗, Yα, Xα∗), a regressive family FZα∗Zα of branch-like elements, Ω
1
α∗ ⊆ Yα∗, Y ′α ⊆ Yα,
families {Ω2,nα∗ ⊆ Zα∗ | n < ω } and {Zα,n ⊆ Zα | n < ω }, τα and σα in this stage of
the construction. Also from this stage, we get an (f + 1)-closed triple (Y ′′α∗, Y
′′
α , X
′′
α∗)
and a homomorphism ϕ′α =
(
ϕ  B
C∗∪Λξ∗ηα
)
τα ⊕ ψασ−1α . Let τ ′ = σασ−1. Notice that
Ω1α∗τ
′ = (Ω1α∗σα)σ
−1 = (Ω1α∗τ
−1
α )σ
−1 = V ′∗σ
−1 = Ω1∗,
Ω2,nα∗ τ
′ = Ω2,nα∗ σασ
−1 = Pαnσ−1 = Ωη
αn
∗ ,
so Y ′′α∗τ
′ = Y ′′∗ and τ
′ is Y ′′α∗-admissible. Furthermore, because of
Y ′ατ
′ = Y ′ασασ
−1 = V ′σ−1 = Y ′
and
(Zα,n \ Y ′α)τ ′ = Zη
αn \ Y ′,
we obtain Y ′′α τ
′ = Y ′′. Similarly, X ′′ατ
′ = X ′′∗ , which means that (Y
′′
α∗, Y
′′
α , X
′′
α∗)τ
′ =
(Y ′′∗ , Y
′′, X ′′∗ ).
It also follows FY ′′α∗Y ′′α τ
′ = FY ′′∗ Y ′′ and
ϕ′ατ
′ =
(
ϕ  B
C∗∪Λξ∗ηα
)
τατ
′ ⊕ ψασ−1α τ ′
=
(
ϕ  B
C∗∪Λξ∗ηα
)
τ ⊕ ψασ−1
=
(
ϕ  B
C∗∪Λξ∗ηα
)
τ ⊕ (ψ  Gα)
= ϕ′ ⊆ ψ.
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The existence of the f -closed triples (Z ′′∗ , Z
′′, Y ′′∗ ) and (Y
′′
∗ , Y
′′, X ′′∗ ) and the fact that
ψ : GJ∗J → GZ′′∗Z′′X′′∗ extends the homomorphism ϕ′ατ ′ = ϕ′ contradicts the previous
choice of the elements { bη | η ∈ Λξ
α }. 
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4. The Final Construction
In this last section, we construct ℵk-free A-modules G with a prescribed group
endomorphism ring EndG = A ⊕ FinG. We not only make use of all our previous
work, but we also introduce the Strong Black Box principle and a result involving
inessential endomorphisms that is based on ideas from Dugas, Go¨bel [5].
Definition 61. ϕ ∈ EndGY∗Y is inessential if BY∗ϕ ⊆ GY∗Y . We denote the set
of inessential endomorphisms of GY∗Y by InesGY∗Y .
Lemma 62. Let V ⊆ Λ, FΛ∗V be a regressive family of branch-like elements and
G = GΛ∗V . If ϕ ∈ EndG \ (A ⊕ InesG), then there exist a countably-generated A-
submodule P of B and some z ∈ P such that zϕ /∈ 〈G,Az〉∗.
Proof. Let us begin with the following observation: if g ∈ G has infinite support
and if η ∈ [ g ]Λ is of maximal norm, then η ∈ Λ([ g ]). In particular, Λ([ g ]) 6= ∅.
Let D = { (n, a) | n = 0 or a /∈ pnA } ⊆ ω×A. Our first goal is to find a countably-
generated A-submodule P of B such that P (pnϕ − a) * G for all (n, a) ∈ D. Let us
start by finding a countably-generated A-submodule P ′ of B such that P ′(ϕ− a) * G
for all a ∈ A, i.e. for all (0, a) ∈ D. Choose some w ∈ B \ B with Λ([w ]) = ∅;
and let P0 = B[w ]. Suppose that P
′ = P0 fails to have the desired property. Then,
P0(ϕ − a) ⊆ G for some a ∈ A. Since ϕ − a /∈ InesG, there exists some w′ ∈ B such
that w′(ϕ− a) /∈ G. Let P1 = B[w ]∪[w′ ]. Towards a contradiction, suppose again that
P1(ϕ− a′) ⊆ G for some a′ ∈ A. Since w ∈ P0 ⊆ P1, we have w(ϕ− a)− w(ϕ− a′) =
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w(a′ − a) ∈ G which is impossible for a 6= a′ because Λ([w ]) = ∅, so w(a′ − a) cannot
be an element of G. This forces a = a′, from which we get the desired contradiction
G 3 w′(ϕ− a′) = w′(ϕ− a) /∈ G.
Hence, it suffices to take P ′ = P0 or P ′ = P1.
Our next task is to find a countably-generated submodule P of B containing P ′
with the required property. Let
N = {n < ω | ∃an ∈ A ( (n, an) ∈ D and P ′(pnϕ− an) ⊆ G ) }.
Observe that an is unique for n ∈ N : if (n, an), (n, a′n) ∈ D, then
w(pnϕ− a′n)− w(pnϕ− an) = w(an − a′n) ∈ G,
and our previous argument implies that an = a
′
n.
Consider n ∈ N and put ψ = pnϕ − an. We recursively construct a family C =
{ νs | s < ω } ⊆ Λ∗ such that Λ(C) = ∅, maxr<s ‖eνrψ‖ < ‖eνs‖ and C ∩ [ η ] is finite
for all η ∈ Λ. Let
xn =
∞∑
r=0
p(n+1)reνr .
Notice that
∞∑
r=s+1
p(n+1)reνr = p
(n+1)s+n
∞∑
r=1
p(n+1)r−neνs+r ,
for every s < ω; and
xnψ =
(
s−1∑
r=0
p(n+1)reνrψ
)
+ p(n+1)seνs(p
nϕ− an) +
( ∞∑
r=s+1
p(n+1)reνrψ
)
=
(
s−1∑
r=0
p(n+1)reνrψ
)
− p(n+1)saneνs + p(n+1)s+n
(
eνsϕ+
∞∑
r=1
p(n+1)r−neνs+rψ
)
.
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It follows that C ⊆ [xnψ] since maxr<s ‖ eνrψ ‖ < ‖ eνs ‖ and an /∈ pnA. Therefore,
xnψ /∈ G. We do this construction for every n ∈ N . Let P = BS∪[P ′ ] where S =⋃
n∈N [xn]. To verify that P has the required property, suppose P (p
nϕ − a) ⊆ G for
some (n, a) ∈ D. This means that n ∈ N and a = an, but then again
G 3 xn(pnϕ− a) = xn(pnϕ− an) /∈ G
yields a contradiction. Hence P is as required.
Now take some x ∈ B \B such that [ x ]∩ ([P ]∪ [Pϕ ]) = ∅ and [x ]∩ [ η ] is finite
for all η ∈ Λ. If xϕ ∈ 〈G,Ax 〉∗, then
(1) x(pnϕ− a) ∈ G
for some n < ω and a ∈ A. Since G is pure, we can assume (n, a) ∈ D. Take x′ ∈ P
such that x′(pnϕ− a) /∈ G. If we assume (x+ x′)ϕ ∈ 〈G,A(x+ x′) 〉∗, then
(2) (x+ x′)(pmϕ− a′) ∈ G
for some m ∈ [n, ω) and a′ ∈ A. Substracting (1) multiplied by pm−n from (2), we
obtain
(x+ x′)(pmϕ− a′)− pm−nx(pnϕ− a) = x′(pmϕ− a′) + x(pm−na− a′) ∈ G.
This yields pm−na = a′ since [x ] ∩ ([P ] ∪ [Pϕ ]) = ∅ and [x ] ∩ [ η ] is finite for all
η ∈ Λ. But then, x′(pmϕ− a′) ∈ G which is a contradiction. Hence we can take z = x
or z = x+ x′. 
For a group G, define FinG to the set of endomorphisms of G with finite rank.
Because A is slender, InesG = FinG for the kind of groups we have constructed. We
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refer the reader to Go¨bel, Trlifaj [14], Theorem 12.3.37 for a detailed proof.
We now present the Strong Black Box, which is the last prediction principle that
will be used in the final construction. See Go¨bel, Trlifaj [14] for a proof.
Definition 63. A trap for the Strong Black Box is a quintuple p = (η, V∗, V,F, ϕ)
such that
(1) η ∈ ω↑λk,
(2) V ∈ [ Λ ]≤λk−1 and V∗ ∈ [ Λ∗ ]≤λk−1 ,
(3) (V∗, V ) is Λ-closed,
(4) Λη∗ ⊆ V∗,
(5)
∥∥ ξ ∥∥ < ‖ η ‖ for all ξ ∈ V ∪ V∗,
(6) For η ∈ Λ, if ‖ η ‖ < ‖ η ‖ and k /∈ uη(V∗), then η ∈ V .
(7) For η ∈ Λ, if ([ η ] \ [ η  k ]) ∩ V∗ 6= ∅, then [ η ] ⊆ V∗.
(8) F = FV∗V = { y′η = bη + yη | η ∈ V, bη ∈ BV∗ } is regressive,
(9) ϕ : GV∗V → GV∗V is a homomorphism.
The Strong Black Box 64. Let µ be an infinite cardinal, λ = µ+, θ ≤ λ such
that µθ = µ and k > 1. If E ⊆ λo is stationary, then there is a family
{ pα = (ηα, Vα∗, Vα,Fα, ϕα) | α < λ }
of traps such that
(1) ‖ ηα ‖ ∈ E for all α < λ,
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(2) ‖ ηα ‖ ≤ ∥∥ ηβ ∥∥ for all α < β < λ,
(3) If ‖ ηα ‖ = ∥∥ ηβ ∥∥ for α 6= β, then ‖Vα∗ ∩ Vβ∗ ‖ < ‖ ηα ‖,
(4) For any V ⊆ Λ, any regressive family FΛ∗V = { y′η = bη + yη | η ∈ V , bη ∈ B }, any
ϕ ∈ EndGΛ∗V , U ∈ [ Λ∗ ]≤θ and δ < λ, the set
{ γ ∈ E | ∃α < λ ( ‖ ηα ‖ = γ, δ < 0ηα, Vα = VVα∗ , Fα = FΛ∗Vα , ϕα ⊆ ϕ, U ⊆ Vα∗) }
is unbounded, where Vα = VVα∗ is only possible for k > 1.
Main Theorem 65. If A is a ring with free additive group A+ =
⊕
α<κ Zeα such
that A = Â∩∏α<κ Zeα is an A-module, |A | < µ, k ∈ (0, ω) and λ = i+k (µ), then it is
possible to construct an ℵk-free A-module G of cardinality λ such that G is separable
as an abelian group and EndG = A⊕ InesG = A⊕ FinG.
Proof. Since the case k = 1 is a classical result due to M. Dugas and R. Go¨bel
(see [5]), we assume k > 1. Consider the stationary subset λok = {α < λk | cf(α) = ω }
of λk = µ
+
k . By Solovay’s Theorem we can decompose λ
o
k into λk disjoint stationary
subsets, say λok =
⋃˙
α<λk
Eα. Now let
I = { (P, z) | P ≤ B is countably-generated, z ∈ P \ P },
and notice that | I | = λk. Therefore, we are allowed to write
λok =
⋃˙
(P,z)∈I
E(P,z).
For each E(P,z), the Strong Black Box provides us with a family of traps
p(P,z)α = (η
α (P,z), V (P,z)α∗ , V
(P,z)
α ,F
(P,z)
α , ϕ
(P,z)
α )
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for α < λk. We gather all these traps and order them according to the norm of their
first component, namely ‖ ηα ‖ ≤ ∥∥ ηβ ∥∥ for all α < β < λk.
Let V = ⋃α<λk Ληα (see Definition 56). We will construct a regressive family FΛ∗V
of branch-like elements by choosing for all α < λk and all η ∈ Ληα an element bη ∈ B,
and define G = GΛ∗V . If we get, when considering the trap pα = (η
α, Vα∗, Vα,Fα, ϕα)
and the unique (P, z) ∈ I such that ‖ ηα ‖ ∈ E(P,z), that [P ] ⊆ Vα∗, ‖ z ‖ < 0ηα and
zϕα /∈ GVα∗Vα , we will obtain the bη’s for η ∈ Ληα by means of the Step Lemma 60.
Otherwise we will set bη = 0 for all η ∈ Ληα .
Let α < λk and (P, z) be the unique element of I such that ‖ ηα ‖ ∈ E(P,z). Assume
[P ] ⊆ Vα∗, ‖ z ‖ < 0ηα and zϕα /∈ GVα∗Vα . Choose two elements z1, z2 ∈ P with infinite
support such that z1 +z2 = z, [ z1 ] ∪˙ [ z2 ] = [ z ] and uη([ z1 ]) = uη([ z2 ]) = [ 1, k ] for all
η ∈ Λ. Without loss of generality, z1ϕα /∈ GVα∗Vα . Let V∗ = Vα∗∪˙Ληα∗ , V = Vα∪˙Ληα and
U∗ =
[
Λη
α ]∪ [ z1 ]. These unions are indeed disjoint because Vα∗∩Ληα∗ = Vα∩Ληα = ∅
by Definition 63(5).
We claim that (V∗, V, U∗) is k-closed: Since (Vα∗, Vα) is Λ-closed and Λη
α∗ ⊆ Vα∗, it
follows that (V∗, V ) is Λ-closed. If η ∈ V , then either η ∈ Vα or η ∈ Ληα . If η ∈ Vα,
then in particular ηk 6= ηα since ‖ η ‖ < ‖ ηα ‖, so [ η ]n∩
[
Λη
α ]
= ∅ for all large enough
n < ω. Moreover, for all m ∈ [ 1, k ], [ η  m ]n * [ z1 ] since uη([ z1 ]) = [ 1, k ]. Hence,
uη(U∗) = [ 1, k ] for all η ∈ Vα. If η ∈ Ληα , then [ η ] ⊆
[
Λη
α ]
and η ∈ VU∗ . This proves
our claim. Moreover, Λη
α
= VU∗ .
Let FV∗V = Fα∪FV∗VU∗ where FV∗VU∗ = { εηz1 + yη | η ∈ Λη
α } for some εη ∈ { 0, 1 }.
Observe that if η ∈ VU∗ , then either bη = 0 or [ bη ] = [ z1 ] ⊆ U∗. Hence, FV∗V is
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(V, U∗)-suitable. Put f = k − 1, ξ = ηα, C∗ = [ z1 ] and
ψα = (ϕα  BI∗(ξ))ρV∗U∗ : BI∗(ξ) → GV∗V U∗
(recall that (J∗(ξ), J(ξ), I∗(ξ)) = (C∗ ∪ [ Λξ ],Λξ, C∗ ∪ Λξ∗) as in the Step Lemma 60),
and notice z1ψα /∈ GV∗V U∗ since z1ϕα /∈ GVα∗Vα . We now choose the elements bη ∈ BJ∗
for all η ∈ J = Ληα by applying the Step Lemma 60 (remember that the choice of these
elements is independent from FV∗VU∗ ).
To obtain a contradiction, suppose that there is some ϕ ∈ EndG\(A⊕ InesG). We
apply Lemma 62 to G to obtain a countably-generated submodule P of B and some
z ∈ P such that zϕ /∈ 〈G,Az〉∗. Then, z ∈ P \P ; and (P, z) is an element of the index
set I. Since the set
{ γ ∈ E(P,z) | ∃α < λk (
∥∥ ηα (P,z) ∥∥ = γ, ‖ z ‖ < 0ηα (P,z), V (P,z)α = VV (P,z)α∗ ,
F(P,z)α = FΛ∗V (P,z)α , ϕ
(P,z)
α ⊆ ϕ, [P ] ⊆ V (P,z)α∗ ) }
is unbounded by the Strong Black Box, we can choose an ordinal γ from this set with
the corresponding trap p
(P,z)
α′ . Pick α < λk such that p
(P,z)
α′ = pα. Because of [P ] ⊆ Vα∗,
‖ z ‖ < 0ηα and zϕα /∈ GVα∗Vα ⊆ G, the conditions for applying the Step Lemma 60 are
satisfied. Take z1 and z2 as before. Let (Z∗, Z) = (Λ∗,V), which is clearly Λ-closed,
and (Y∗, Y,X∗) = (V∗, V, U∗). We have already seen that (Y∗, Y,X∗) is k-closed. To
prove that (Z∗, Z, Y∗) is also k-closed, let η ∈ Z =
⋃
α<λk
Λη
α
. Thus, ηk = η
β for some
β < λk. If
∥∥ ηβ ∥∥ > ‖ ηα ‖, then uη(Y∗) = [ 1, k ] since ‖Y∗ ‖ = ‖ ηα ‖. Now assume∥∥ ηβ ∥∥ < ‖ ηα ‖ and |uη(Y∗) | < k. Notice that, in this case, uη(Y∗) = uη(Vα∗). If
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k /∈ uη(Y∗), then η ∈ Vα = (V)Vα∗ ⊆ (V)Y∗ by Definition 63(6) and the Λ-closedness of
(Vα∗, Vα). Hence, η ∈ ZY∗ . If m /∈ uη(Y∗) for some m 6= k, then η  〈m,n〉 ∈ Vα∗ for
some n < ω, which implies that [ η ] ⊆ Vα∗ by Definition 63(7). Consequently, η ∈ ZY∗
as well. Finally, assume
∥∥ ηβ ∥∥ = ‖ ηα ‖. If β = α, then [ η ] ⊆ Y∗, so η ∈ ZY∗ . If β 6= α,
then η 〈m,n〉 /∈ Y∗ for all m 6= k and n < ω since ‖ η 〈m,n〉 ‖ = ‖ ηα ‖. This implies
[ 1, k − 1 ] ⊆ uη(Y∗). If k /∈ uη(Y∗), then [ η  k ]n ⊆ Vα∗ for some n < ω. By Definition
63(4), we also have [ η  k ]n ⊆ Vβ∗. This yields [ η  k ]n ⊆ Vα∗∩Vβ∗ and ‖Vα∗ ∩ Vβ∗ ‖ =
‖ ηα ‖ contradicting the Strong Black Box 64. Therefore, uη(Y∗) = [ 1, k ]. This proves
that (Z∗, Z, Y∗) is k-closed.
Now we verify ZY∗ = Y . It is immediate that Y ⊆ ZY∗ . Let η ∈ ZY∗ with ηk = ηβ
for some β < λk. If β = α, then η ∈ Ληα ⊆ Y . If β 6= α, then [ η ]n ⊆ Vα∗ for some
n < ω. In particular ‖ η ‖ < ‖ ηα ‖ and uη(Vα∗) = ∅. By Definition 63(6), η ∈ Vα, so
η ∈ Y and ZY∗ ⊆ Y .
Finally, we check that FΛ∗V is (Z, Y∗)-suitable and FΛ∗Y is (Y,X∗)-suitable. If
η ∈ ZY∗ = Y , then η ∈ Vα or η ∈ Ληα . In the first case, bη ∈ BVα∗ by the definition of
Fα. Thus, [ bη ] ⊆ Vα∗. In the second case, bη = z1; and [ bη ] ⊆ X∗ ⊆ Y∗ follows. This
proves that FΛ∗V is (Z, Y∗)-suitable. Moreover, the second case also yields that FΛ∗Y is
(Y,X∗)-suitable since YX∗ = VU∗ = Λ
ηα . Hence, the homomorphism ϕρZ∗X∗ = ϕρΛ∗U∗
extends the homomorphism
ψα = (ϕα  BI∗(ξ))ρY∗X∗ = (ϕα  BI∗(ηα))ρV∗U∗ .
The existence of (Z∗, Z, Y∗), (Y∗, Y,X∗), FΛ∗V , τ = Id and ψα ⊆ ϕρZ∗X∗ contradicts the
choice of the bη’s for f = k − 1, ξ = ηα, C∗ = [ z1 ] and z1. 
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