While tree methods have been popular in practice, researchers and practitioners are also looking for simple algorithms which can reach similar accuracy of trees. In 2010, [20] developed the method of "abc-robust-logitboost" and compared it with other supervised learning methods on datasets used by the deep learning literature. In this study, we propose a series of "tunable GMM kernels" which are simple and perform largely comparably to tree methods on the same datasets. Note that "abc-robust-logitboost" [20] substantially improved the original "GDBT" in that (a) it developed a tree-split formula based on second-order information of the derivatives of the loss function; (b) it developed a new set of derivatives for multiclass classification formulation.
For defining the GMM kernel, the first step is a simple transformation on the original data. Consider, for example, the original data vector u i , i = 1 to D. We define the following transformation, depending on whether an entry u i is positive or negative:
For example, when D = 2 and u = [−4 6], the transformed data vector becomesũ = [0 4 6 0]. The GMM kernel is defined [22] as follows:
Even though the GMM kernel has no tuning parameter, it performs surprisingly well for classification tasks as empirically demonstrated in [22] (also see Table 1 and Table 2 ), when compared to the linear kernel and best-tuned radial basis function (RBF) kernel:
RBF (u, ; e) = e −λ e 1−
where λ e > 0 is the tuning parameter. Furthermore, the (nonlinear) GMM kernel can be efficiently linearized via hashing [15, 21, 26] (or the Nystrom method [28] ). This means we can use the linearized GMM kernel for large-scale machine learning tasks essentially at the cost of linear learning.
Given the deceiving simplicity of the GMM kernel and its surprising performance compared to the RBF kernel, researchers and practitioners might be seriously interested in asking two questions:
(1) Does the GMM kernel perform comparably to more sophisticated learning methods such as trees, at least in the context of supervised learning when features are already available?
(2) Can one improve the accuracy of the original (tuning-free) GMM kernel, for example, by adding tuning parameters?
This papers aims at addressing these two questions. It turns out that, in many datasets, the original (tuning-free) GMM kernel can be substantially improved, by adding tuning parameters. Furthermore, we report a comparison study using a set of public datasets in the deep learning literature [17] . This set of datasets were used by an empirical study [20] to compare several boosting & tree methods with deep nets. This paper will show that tunable GMM kernels can achieve comparably accuracy as trees.
Tunable GMM Kernels
In order to improve the performance of the original (tuning-free) GMM kernels, we propose three basic tunable GMM kernels: eGMM(u, ; λ e ) = e In this study, we will provide an empirical study on kernel SVMs based on the tunable GMM kernels. Perhaps not surprisingly, the improvements can be substantial on many datasets. In particular, we will also compare them with tree methods on 11 datasets used by the deep learning literature [17] and later by [20] . [19, 20] developed several boosting & tree methods including "abcmart", "robust logitboost", and "abc-robust-logitboost" and demonstrated their performance on 11 datasets used by the deep learning literature [17] . The good accuracy was achieved by establishing the second-order tree-split formula and new derivatives for multi-class logistic loss. See Table 2 for more information on those datasets. Figure 1 presents the classification accuracy results on 6 datasets, suggesting that the GMM kernel (upper panel) does not perform as well as tree methods (bottom panel). This observation has motivated us to develop tunable GMM kernels. Later in the paper, Figure 4 will show that the tunable GMM kernels are able to produce roughly comparable results as trees.
The GMM Kernels versus Tree Methods

Connection to the Resemblance Kernel
The GMM kernel is related to several similarity measures widely used in data mining and web search. When the data are nonnegative, GMM becomes the "min-max" kernel, which has been studied in the literature [5, 15, 16, 21, 26] . When the data are binary (0/1), GMM becomes the well-known "resemblance" similarity. The minwise hashing algorithm for approximating resemblance has been a highly successful tool in web search for numerous applications [1, 4, 6-8, 10, 11, 14, 24, 25, 27] . Note that for the pGMM kernel and nonnegative data, when p → 0, it also approaches the resemblance. Table 2 which were used by the deep learning literature [17] and later by [20] for comparing tree methods. On these datasets, the results of the GMM kernel (dashed curve in upper panel) are not as accurate as the results produced by the four tree & boosting algorithms (bottom panel).
Linearization of Nonlinear Kernels
It is common in practice to use linear learning algorithms such as logistic regression or linear SVM. It is also known that one can often improve the performance of linear methods by using nonlinear algorithms such as kernel SVMs, if the computational/storage burden can be resolved. A straightforward implementation of a nonlinear kernel, however, can be difficult for large-scale datasets [3] . For example, for a small dataset with merely 60, 000 data points, the 60, 000 × 60, 000 kernel matrix has 3.6 × 10 9 entries. In practice, being able to linearize nonlinear kernels becomes highly beneficial. Randomization (hashing) is a popular tool for kernel linearization. After data linearization, we can then apply our favorite linear learning packages such as LIBLINEAR [9] or SGD (stochastic gradient descent) [2] . In this study, we focus on linearizing the pGMM kernels via hashing and we will also discuss how to linearize the eGMM and γ GMM kernels.
Next, we present an experimental study on the a large number of classification tasks using the variety of kernels we have discussed. Table 1 : Public classification datasets and l 2 -regularized kernel SVM results. We report the test classification accuracies for the linear kernel, the best-tuned RBF kernel, the original (tuning-free) GMM kernel, the best-tuned eGMM, pGMM, and γ GMM kernels, at their individually-best SVM regularization C values. All datasets are from the UCI repository except for the last 11 datasets, which were used by [17, 20] for testing deep learning algorithms and tree methods. Test classification accuracies of various kernels using LIBSVM pre-computed kernel functionality. The results are presented with respect to C, which is the l 2 -regularized kernel SVM parameter. For RBF, eGMM, pGMM, and γ GMM, at each C, we report the best test accuracies from a wide range of kernel parameter values.
2 EXPERIMENTAL STUDY ON KERNEL SVMS 2.1 Basic Kernels: eGMM, pGMM, γ GMM Table 1 lists a large number of publicly available datasets from the UCI repository plus the 11 datasets (the last 11 datasets whose names start with "M-") used by the deep learning literature [17] . In this table, we report the kernel SVM test classification results for a variety of kernels: linear, RBF, GMM, eGMM, pGMM, γ GMM.
In all the experiments, we adopt the l 2 -regularization (with a regularization parameter C) and report the test classification accuracies at the best C values in Table 1 
For the eGMM kernel, we experiment with the same set of (58) λ e values as for the RBF kernel. For the pGMM kernel, however, because we have to materialize (store) a kernel matrix for each γ , disk space becomes a serious concern. Therefore, for the pGMM kernel, we only search in the range of p ∈ {0.05, 0. The classification results in Table 1 and Figures 2 confirm that the eGMM, pGMM, and γ GMM kernels typically improve the original GMM kernel. On a good fraction of datasets, the improvements can be very substantial. Figure 3 quantifies the improvements by plotting the empirical CDF (cumulative distribution function) of the absolute (left panel) and relative (right panel) error reduction (in %), obtained from using one of the eGMM, pGMM, or γ GMM kernels, compared to using the original GMM kernel. For example, the left panel of Figure 3 says that, out of a total of 57 datasets (in Table 1 ), about 50% of the datasets exhibit an improvement of > 1% absolute error reduction, and about 20% of the datasets exhibit an improvement of > 5% absolute error reduction. The right panel says that about 50% of the datasets exhibit an improvement of > 10% relative error reduction, and about 20% of the data exhibit an improvement of > 45% relative error reduction.
epGMM and pγ GMM
Combining the three basic tunable GMM kernels produces four more tunable GMM kernels. Naturally we expect that, in many datasets, adding more tuning parameters would further improve the accuracies. In Table 2 , we report the kernel SVM experimental results on the 11 datasets used by the deep learning literature [17] , for the epGMM and pγ GMM kernels. Since there are two parameters, the results are obtained by a two-dim grid search.
The results in Table 2 illustrate that the additional improvements can be also quite substantial. For example, on the M-RotImg dataset, the accuracy of the original GMM kernel is 40.98%, and the accuracy of the pGMM kernel is 54.58%. However, the accuracy of pγ GMM kernel becomes 59.92%.
We choose to show experiment on these 11 datasets because the prior work [20] in 2010 already conducted a thorough empirical study of a series of tree & boosting methods on the same datasets. [17] . The bottom panel compares the epGMM and pγ GMM kernels with four boosted tree methods as reported in [20] .
Comparisons with Trees
Following [17, 20] , we report the results on these 11 datasets in terms of the test error rates instead of accuracies, in Figure 4 (for MNoise1, M-Noise2, M-Noise3, M-Noise4, M-Noise5, M-Noise6) and Table 3 (for M-Basic, M-Rotate, M-Image, M-Rand, M-RotImg). The results presented in Figure 4 and Table 3 are quite exciting, because, at this point, we merely use kernel SVM with single kernels. The performances of tunable GMM kernels are already comparable to four boosting & tree methods: mart, abc-mart, robust logitboost, and abc-robust-logitboost, whose training procedures are time-consuming with large model sizes (up to 10000 boosting iterations). It is reasonable to expect that additional improvements might be achieved in near future.
The "mart" tree algorithm [12] has been popular in industry practice, especially in search. At each boosting step, it uses the first derivative of the logistic loss function as the residual response to fit regression trees, to achieve excellent robustness and fairly good accuracy. The earlier work on "logitboost" [13] were believed to exhibit numerical issues (which in part motivated the development of mart). It turns out that the numerical issue does not actually exist after [20] derived the tree-split formula using both the first and second order derivatives of the logistic loss function. [20] showed the "robust logitboost" in general improves "mart", as can be seen from Figure 4 and Table 3 .
[ [18] [19] [20] made an interesting observation that the derivatives (as in text books) of the classical logistic loss function can be written in a different form for the multi-class case, by enforcing the "sumto-zero" constraints. At each boosting step, they identify a "base class" either by the "worst-class" criterion [18] or the exhaustive search method as reported in [19, 20] . This "adaptive base class (abc)" strategy can be combined with either mart or robust logitboost; hence the names "abc-mart" and "abc-robust-logitboost". The improvements due to the use of "abc" strategy can also be substantial. In all the tree implementations, they [18] [19] [20] always used the adaptive-binning strategy for simplifying the implementation and speeding up training. Also, they followed the "best-first" criterion whereas many tree implementations used balanced trees. Table 3 reports the test error rates on five datasets: M-Basic, MRotate, M-Image, M-Rand, and M-RotImg. In group 1 (as reported in [17] ), the results show that (i) the kernel SVM with RBF kernel outperforms the kernel SVM with polynomial kernel; (ii) deep learning algorithms usually beat kernel SVM and neural nets. Group 2 presents the same results as in Table 2 (in terms of error rates as opposed to accuracies). In group 3, overall the tree methods especially abc-robust-logitboost achieve very good accuracies. The results of tunable GMM kernels are largely comparable.
The training of boosted trees is typically slow (especially in high-dimensional data) because a large number of trees are usually needed in order to achieve good accuracies. Consequently, the model sizes of tree methods are usually large. Therefore, it would be exciting to have methods which are much simpler than trees and achieve comparable accuracies.
HASHING THE pGMM KERNEL
It is now well-understood that it is highly beneficial to be able to linearize nonlinear kernels so that learning algorithms can be easily scaled to massive data. Linearization can be done either through hashing [15, 21, 26] or the Nystrom method [28] .
It turns out that developing a hashing method for the pGMM kernel is quite straightforward, by modifying the prior algorithms. Algorithm 1 summarizes the modified GCWS (generalized consistent weighted sampling) .
Algorithm 1 Modified generalized consistent weighted sampling (GCWS) for hashing the pGMM kernel with a tuning parameter p.
Input: Data vector u i (i = 1 to D) Generate vectorũ in 2D-dim by (1).
With k samples, we can estimate pGMM(u, ) according to the following collision probability:
or, for implementation convenience, the approximate collision probability [21] : [17, 20] . The results in group 1 are from [17] , where they compared kernel SVM, neural nets, and deep nets. The results in group 3 are from [20] , which compared four boosted tree methods. For each vector u, we obtain k random samples i * u, j , j = 1 to k. We store only the lowest b bits of i * . We need to view those k integers as locations (of the nonzeros). For example, when b = 2, we should view i * as a binary vector of length 2 b = 4. We concatenate all k such vectors into a binary vector of length 2 b × k and then feed the new data vectors to a linear classifier if the task is classification. The storage and computational cost is largely determined by the number of nonzeros in each data vector, i.e., the k in our case. This scheme can also be used for other tasks including clustering, regression, and near neighbor search. We have conducted significantly more experiments than we have presented here, but we hope they are convincing enough.
DISCUSSION: HASHING γ GMM AND eGMM
At least for γ being integers, it is possible to modify the Algorithm 1 to develop a hashing method for the γ GMM kernel. Basically, for each hash value, we just need to generate γ independent samples. For the original data vectors u and , we require all γ samples of u to match all γ samples of . The collision probability will be exactly equal to the γ GMM kernel.
Developing a hashing method for the eGMM is more challenging. A more straightforward approach is a two-stage hashing scheme. We first generate hashed values using Algorithm 1 (with p = 1), then we apply random Fourier features (RFF) [29] on the hashed values. Based on the analysis in [23] , the RFF method needs a very large number of samples in order to reach a satisfactory accuracy. Therefore, we do not expect this two-stage scheme would be practical for hashing the eGMM kernel.
CONCLUSION
It is commonly believed that deep learning algorithms and tree methods can produce the state-of-the-art results in many statistical machine learning tasks. In 2010, [20] reported a set of surprising experiments on the datasets used by the deep learning community [17] , to show that tree methods can outperform deep nets on a majority (but not all) of those datasets and the improvements can be substantial on a good portion of datasets. [20] introduced several ideas including the second-order tree-split formula and the new derivatives for multi-class logistic loss function. Nevertheless, tree methods are slow and their model sizes are typically large.
In machine learning practice with massive data, it is desirable to develop algorithms which run almost as efficient as linear methods (such as linear logistic regression or linear SVM) and achieve similar accuracies as nonlinear methods. In this study, the tunable linearized GMM kernels are promising tools for achieving those goals. Our extensive experiments on the same datasets used for testing tree methods and deep nets demonstrate that tunable GMM kernels and their linearized versions through hashing can achieve comparable accuracies as trees. On some datasets, "abcrobust-logitboost" achieves better accuracies than the proposed tunable GMM kernels. Also, on some datasets, deep learning methods or RBF kernel SVM outperform tunable GMM kernels. Therefore, there is still room for future improvements.
In this study, we focus on testing tunable GMM kernels and their linearized versions using classification tasks. It is clear that these techniques basically generate new data representations and hence can be applied to a wide variety of statistical learning tasks including clustering and regression. Due to the discrete name of the hashed values, the techniques naturally can also be used for building hash tables for fast near neighbor search. Figure 7: Test classification accuracies for using linear classifiers combined with hashing in Algorithm 1 on SpamBase dataset, for p ∈ {0.05, 0.25, 0.5, 0.75} to visualize the trend that, for this dataset, the accuracy decreases with increasing p.
