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ABSTRACT 
Characterization of Dense Suspensions Using Frequency Domain Photon Migration.  
(May 2004) 
Yingqing Huang, B.S., Tsinghua University; 
M.S., University of Missouri-Rolla 
Chair of Advisory Committee:  Dr. Eva M. Sevick-Muraca 
 
Interparticle interactions determine the microstructure, stability, rheology, and 
optical properties of concentrated colloidal suspensions involved in paint, paper, 
cosmetic, and pharmaceutical industries, etc.   
Frequency domain photon migration (FDPM) involves modeling the photon 
transport in a multiple scattering medium as a diffusion process in order to 
simultaneously determine isotropic scattering and absorption coefficients from measured 
amplitude attenuation and phase shift of the propagating photon density wave.  
Using FDPM, we investigated the impact of electrostatic interaction upon the 
optical properties and structure of dense charged suspensions. We demonstrated that 
electrostatic interactions among charged polystyrene latex may significantly affect the 
light scattering properties and structure of dense suspensions at low ionic strength (<0.06 
mM NaCl equivalent) by actual FDPM measurement.   We showed that the structure 
factor models addressing electrostatic interaction can be used to describe the 
microstructure of charged suspensions and quenched scattering due to electrostatics, and 
demonstrated that FDPM has the potential to be a novel structure and surface charge 
  
iv
probe for dense suspensions.  We also showed that the FDPM measured isotropic 
scattering coefficients may respond to the change in effective particle surface charge, 
and displayed the potential of using FDPM for probing particle surface charge in 
concentrated suspensions.  
We presented that the interference approximation implies a linear relationship 
between the absorption coefficient and volume fraction of suspension.  We illustrated 
that FDPM measured absorption coefficient varies linearly with suspension volume 
fraction and affirmed the interference approximation from a perspective of light 
absorption.  The validation of the interference approximation enables us to develop the 
methodology for estimating absorption efficiencies and imaginary refractive indices for 
both particles and suspending fluid simultaneously using FDPM.  We further 
demonstrated a novel application of FDPM measured absorption coefficients in 
determining pigment absorption spectra, and displayed the potential of using FDPM as a 
novel analytical tool in pigment and paint industry.  
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CHAPTER I  
I INTRODUCTION 
 
I.1. Motivation 
Concentrated colloidal suspensions are widely involved in many manufacturing 
processes involving chemical, environmental, pharmaceutical, paints, pigments, and 
semiconductor industries.  The performance of such a product depends on colloidal 
stability and rheology, which are mediated by particle interactions, which determine 
correlated particle spatial arrangement (or microstructure) of the suspension.  In dilute 
suspensions, where particles are located spatially far apart (with particle volume 
fractions typically less than 1%), particle interactions can be neglected, and particles can 
move and occupy space randomly.  In concentrated suspensions, particles compete with 
each other for space, and particle interactions generate favorable particle spatial 
arrangements, which are referred to as correlated particle positions or microstructure 
(Figure I.1).   
Particle size distribution and microstructure also impact optical properties of a 
suspension, which are critical to inks, pigments, paints, etc.   Finally, the development of 
nanoparticle crystals,1 chemical sensors,2, 3 and photonic materials require the controlled 
order of nanoparticles at varying length scales.  An understanding of the physics that 
govern particle interactions and microstructure is needed in order to advance these new 
emerging fields.4  
_______________ 
This dissertation follows the style of Journal of the Optical Society of America A. 
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Figure I.1 Particle interactions generate favorable spatial arrangements for all 
particles, and will cause particle position correlation (or called microstructure). 
 
Since correlated particle positions impact the optical properties of suspensions, it 
is possible to infer microstructure and interaction parameters from the optical properties 
of these suspensions.  
The optical technique known as frequency domain photon migration (FDPM) has 
emerged as a new optical technique for bio-medical applications, providing an accurate 
and reliable measurement of tissue isotropic scattering and absorption coefficients.  In 
addition, researchers at the Photon Migration Laboratories demonstrated its strong 
potential for characterizing concentrated suspensions.5-8  Briefly, this technique consists 
of monitoring the “time dependence” of light propagation in multiple scattering media, 
which enables simultaneous determination of scattering and absorption optical 
properties.  In dense suspensions, the interference approximation relates the measured 
scattering properties to correlated particle positions.  In this and other works, FDPM 
measurement of light scattering properties has been used to infer microstructure as well 
as particle size of concentrated suspensions. Typically, these works have assumed 
Increasing particle position correlation 
(a) (b) (c)
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correlated particle position arose predominantly from volume exclusion effects,9-13 i.e. 
particles are unable to occupy the same volume. 
However, particles are usually charged, and the interparticle electrostatic 
repulsive interactions, which are sometimes critical to the stability of the suspension, can 
be of significant industrial importance.  Though a quantitative understanding of the 
electrostatic interaction (ESI) among charged particles is imperative to formulate dense 
colloidal products, the impact of electrostatic interactions on particle position correlation 
is only qualitatively understood.  
 
I.2. Goal of research 
Goal #1.  This dissertation seeks to explore the application of FDPM to probe 
elusive yet important electrostatic interactions in concentrated suspensions, and to verify 
two important electrostatic interaction models (introduced in Chapter III).   
The interference approximation, which ascribes the measured scattering 
properties to the interference of light scattered by particle “structure,” has been widely 
used to address light scattering properties of suspension.   
Goal #2. The second goal of this research seeks to affirm the interference 
approximation from the perspective of light absorption in addition to light scattering 
measurement.   
Previously, characterizations of concentrated suspensions were limited to the 
measured light scattering properties without utilizing light absorption information. 
Capable of simultaneously determining scattering and absorption properties of 
suspensions independently, FDPM offers an opportunity to examine the interference 
  
4
approximation from the perspective of particle light absorption, in addition to the 
particle light scattering.  The third goal of this dissertation seeks to validate the use of 
FDPM to characterize optical and physical properties of suspending fluid and suspended 
particles.  
The following specific aims of this work are: 
1. to examine suitable data analysis methods for extracting scattering and 
absorption information from FDPM measurement in dense suspension; 
2. to compare two structure factor models addressing ESI by comparing model 
predicted isotropic scattering coefficients with experimental values measured 
using FDPM; 
3. to investigate the effect of ionic strength on the ESI and on the microstructure, as 
measured by FDPM; 
4. to investigate the sensitivity of FDPM to the changes in effective surface charge, 
as measured by FDPM; 
5. to determine light absorption efficiencies of suspended particles and solvent of 
concentrated suspensions, and to validate the applicability of interference 
approximation; and  
6. to validate FDPM for characterizing particle absorption efficiency. 
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I.3. Organization of the thesis 
The physical background of light scattering and ensemble methods for 
characterizing concentrated suspensions will be introduced in Chapter II; Chapter III will 
briefly introduce particle interaction potential models and colloidal structure theories.  
The background of time-dependent light propagation in dense suspensions is 
presented in Chapter IV, and Chapter V will cover the details of FDPM data analysis 
methods and FDPM instrumentation.   
In Chapter VI, we will compare two structure factor models addressing particle 
repulsive electrostatic interactions, which depend upon the ionic strength of suspending 
fluid and the effective surface charges of suspended particles.   The investigation of the 
impact of ionic strength on light scattering and colloidal structure will be presented in 
Chapters VII and VIII respectively.  As a supplement to Chapters VII and VIII, Chapter 
IX will address the impact of the effective surface charge on the optical properties of a 
suspension, and will explore the possibility of probing mean surface charge of suspended 
particles using FDPM.   
The work presented in Chapters VII through IX is based on FDPM 
measurements of isotropic scattering coefficients at two wavelengths for a single kind of 
polystyrene latex.  Chapter X will extend FDPM measurements of isotropic scattering 
coefficients for two different kinds of polystyrene lattices at 7 different wavelengths, and 
the multiple wavelength measurements of isotropic scattering coefficients will be used to 
regress parameters regarding particle size distribution and effective surface charges.  
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Though FDPM can determine light absorption and scattering properties of a 
multiple scattering medium simultaneously, the application of FDPM in characterizing 
particle suspensions so far relies primarily on scattering measurements.  Utilizing 
FDPM-measured absorption coefficients, Chapter XI will examine the interference 
approximation used in Chapters VII through X from the perspective of light absorption 
and will demonstrate a linear relationship between the light absorption efficiency and the 
particle volume fraction of a suspension.  Chapter XII will present the validation of 
using FDPM for characterizing light absorption spectra of pigment particles, 
demonstrating a new FDPM application of industrial importance.      
The work in this thesis will be summarized in Chapter XIII, and significant 
conclusion will be reviewed.   
Organization of this dissertation is provided in Figure I.2.   
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Figure I.2  The organization of thesis. 
 
Chapter II:  Theory of light scattering and background for ensemble techniques 
characterizing colloidal suspensions 
Chapter XI:  Investigation of light absorption from concentrated suspensions and the 
assessment of interference approximation from the perspective of light absorption 
Chapter IV:  Background of time-dependent light propagation in dense suspensions 
Chapter XIII: Summary of results and presentation of future works. 
Chapter XII:  Validation of FDPM as a potential tool for characterization of absorption 
spectra of pigment particles 
Chapter VIII: Investigation of the impact of ionic strength on the microstructure of 
charged concentrated suspensions.  
Chapter VII:  Investigation of the impact of ionic strength on the scattering and 
validation of MSA model by comparing model prediction with FDPM measurements 
Chapter X: Particle sizing and investigation of electrostatic interaction from FDPM 
multiple wavelength measurements of isotropic scattering coefficients  
Chapter VI:  Investigation of structure factor models derived from mean-spherical 
approximation and two electrostatic interaction models 
Chapter V:  Description of experimental methods, sample preparation, and FDPM data 
analysis methods 
Chapter I:  Motivation, research goals, and thesis organization 
Chapter III:  Introduction to the concept of structure of dense suspensions 
Chapter IX: Investigation of the sensitivity of FDPM measurement to the changing 
effective surface charge  
  
8
CHAPTER II   
II BACKGROUND OF LIGHT SCATTERING 
 
II.1. Physics of light scattering 
Light scatters when it encounters a particle of refractive index that differs from 
its surroundings.  The light scattered outward away from the particle only changes the 
direction of the light, while the inward scattering toward the particle center causes 
particle light absorption.  The intensity distribution of outward scattering, I(θ), (shown in 
Figure II.1) depends on the wavelength, the refractive indices of both the particle and the 
surrounding fluid, as well as particle size and geometry. 
 
Figure II.1 Angle-dependent light scattering intensity depends on wavelength, the 
refractive indices of the particle and its surroundings, as well as the particle size and 
geometry.  The angle dependent scattering intensity, I(θ), of a particle within a uniform 
incident electric magnetic field can be determined from Mie’s solution of the Maxwell 
equation.14   
 
II.1.1. Mie theory 
Mie solved Maxwell equations governing particle light scattering from an 
incident planar wave by expanding incident and scattering electromagnetic fields in 
terms of spherical harmonics and determining the coefficient for each harmonic term 
)(θI )(θI
θ
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using the boundary conditions of continuous transient electric and orthogonal magnetic 
fields at the particle-solvent interface.14  The angle dependent scattering intensity, I(θ), 
of a particle within a uniform incident electric magnetic field can be determined from 
Mie’s solution of Maxwell equations.  Upon using the Mie theory, the scattering cross 
section, scaC , which indicates scattering power of a particle, can be calculated by 
integrating angle-dependent scattering intensity over all directions:  
∫= θ θθλσθπσ
0
2 )sin(),,,()
2
( dmqC scatsca     (II.1) 
where σ is the radius of the particle; λ is the wavelength; θ is the scattering angle; and m 
is the relative refractive index of particle to the surroundings.  The angle dependent 
scattering efficiency, ),,,( λσθ mqscat , is  predicted from Mie theory and the information 
of particle size, relative refractive index, m, and  wavelength λ.  The interesting natural 
phenomena of light scattering from particles has been detailed in the monograph of van 
der Hulst.15  The computer algorithm of Mie’s theory provided by Bohren and 
Huffman14  is used in this work.   The scattering efficiency, scaQ , is defined as the ratio 
of effective scattering cross section to the projected area of particle in the direction of 
incident light.  For a spherical particle, the scattering efficiency can be calculated from: 
2
4
πσ
sca
sca
C
Q =        (II.2) 
The total extinction efficiency of a particle, extC , can be calculated from the 
forward scattering theory, which states that the total extinction power of a particle is 
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proportional to the real part of the complex amplitude of the scattered light in the 
forward direction, S1(0).  The term of S1(0) can be calculated from Mie theory:   
))0(Re( 1
2
2 SQC extext π
λπσ =⋅=     (II.3) 
 A subtraction of scattering cross section, scaC ,  from total extinction cross 
section, extC ,  leads to absorption cross section, absC : 
scaextabsabs CCQC −=⋅= 2πσ       (II.4) 
Therefore, the particle light absorption can be fully determined from the  particle 
scattering pattern.  
From Mie theory, one can also evaluate average cosine of scattering, θcos , by 
inserting θcos  into the integrand of Eqn (II.1) and integrating over scattering angle:14 
∫=⋅=⋅−
θ
θθθθπ
λθ
0
2 cossin)()
2
(cos)1( dq
a
QQg scascasca    (II.5) 
The scattering anisotropy is defined as )cos1( θ−=g , and indicates the balance 
of light scattered in the forward and backward directions.  The scattering anisotropy, g, 
vanishes at isotropic scattering, where the scattered light is evenly distributed over all 
scattering directions.  
 
The angle-dependent scattering amplitude, ),,,( λσθ mqscat , for an individual 
particle is predicted from Mie’s solution and can be used to infer scattering and 
absorption of colloidal suspensions.   For the case of a uniform incident light field, 
particle size can be determined from the angular scattering intensity distribution with a 
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priori information of refractive indices of particles and surrounding medium by solving 
an inverse problem of Eqn (II.1).   This is “done” with single scattering in dilute 
solutions, and is the basis for the laser diffraction measurements, which will be reviewed 
in the following section. 
 
II.2. Light scattering from particles in suspensions 
Depending upon the particle size distribution (PSD), particle concentration, 
refractive indices of particles and solvent, as well as particle spatial arrangement, the 
propagation of light in ensemble suspensions can be classified in several ways.  
Depending upon the times of scattering events when light passes through a suspension, 
the propagation of light can involve either single scattering or multiple scattering. 
Depending upon the relation between particle’s scattering efficiencies with their 
positions, the scattering can be either dependent or independent. In addition, while a 
technique is classified as dynamic light scattering if it analyzes the time-correlation of 
the intensity of the scattered light, a static techniques investigates the time-averaged 
scattering intensity itself.  The following subsections will introduce ensemble light 
scattering techniques within each category. 
II.2.1. Single scattering and multiple scattering 
II.2.1.1 Single scattering 
In either a dilute suspension or a thin slab of concentrated suspension, radiation 
penetrating through a suspension may be scattered at most once.  Alternatively, one can 
state that a photon passing through a suspension can at most be scattered by a single 
particle.  This phenomenon, shown in Figure II.2a  is called “single scattering.”   
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Figure II.2  Single scattering and multiple scattering of suspensions. 
 
 The scattering coefficient, µs, which represents the effective scattering cross section 
per unit volume, is usually used to indicate the light scattering efficiencies of 
suspensions.  The scattering coefficient, µs, has a dimension of inverse length, can  be 
equivalently interpreted as the probability for light to be scattered when passing a unit 
length within a scattering medium.   In a dilute suspension, µs, increases linearly with 
particle concentration and with the scattering efficiencies of particles: 
isca
i
is C ,∑= ρµ         (II.6) 
where ρi   is the number density for the particle with extinction cross section Csca,i..  
Both suspending solvent and suspended particles in a suspension can absorb 
light, and the light absorption coefficient, µa, represents the probability of light being 
absorbed as it passes a unit length within the suspension.,   The summation of scattering 
coefficient and absorption coefficient is termed total extinction coefficient, which 
specifies the efficiency of a medium to diminish geometrically propagated light.  
(a)  Single scattering 
θIo 
(b)  Multiple scattering 
I 
L 
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If the total extinction efficiency is represented by Σt, light diminishes 
exponentially with the optical path length, L, when passing through a single scattering 
suspension as:  
L
o
teII Σ−=             (II.7) 
II.2.1.2 Multiple scattering 
Multiple scattering occurs when radiation is scattered multiple times before it 
escapes from an opaque medium.  Milk is a typical example of multiply light scattering 
medium, in which visible light passing through it is multiply scattered.  A dilute 
suspension can singly scatter or multiply scatter light depending on the distance that 
light travels through it or the number of experienced scattering events.   When light 
travels for a sufficiently long distance, a dilute suspension can multiply scatter light, 
since the chance of light scattering increases as the distance light travels increases.  The 
distance light travels through a multiple scattering medium is not a simple relation of the 
geometry of the sample holder and the distance between incident and detecting points, as 
shown in Figure II.2b.   The extinction of light passing through a multiple scattering 
suspension can not be described using Eqn (II.7).  However, the propagation of light in a 
multiply scattering medium can be modeled as a diffusion process, which will be 
introduced in Chapter IV.  
In addition to the scattering coefficient, µs, the isotropic scattering coefficient, 
defined as, ss g µµ )1(' −= , is more often used to describe scattering properties of a 
multiple scattering tissues or suspensions.  The isotropic scattering indicates the 
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probability of incident light into a suspension being randomly directed due to scattering 
when traveling a unit path length. 
For a dilute suspension, both the scattering coefficient, µs, and the isotropic 
scattering coefficient, 'sµ , are proportional to the particle number density, ρ:  
∫∝ θ θθθρµ
0
sin)( dqscas       (II.8) 
∫ −=−= θ θθθθρµµ
0
' )cos1(sin)()1( dqg scass     (II.9) 
However, for a concentrated suspension, the above two relations may not be 
correct.   The scattering coefficient fails to increase linearly with the particle 
concentration, and dependent scattering occurs.  The dependent scattering and 
independent scattering will be introduced in the next subsection. 
II.2.2. Independent and dependent light scattering 
Depending upon whether a particle in suspension has the same effective 
scattering efficiency as it has when isolated, (or alternatively depending upon if Eqn 
(II.6) holds,) the particle scattering can be classified as either independent scattering or 
dependent scattering.  
II.2.2.1 Independent scattering 
When particles in a dilute suspension are widely separated, they can move 
randomly without generating correlation in their spatial positions.  
When light is incident on a suspension, each particle is immersed in both the 
primary electromagnetic field of incident light and secondary fields of scattered light 
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from other particles.  When the particle separation distances are large, the secondarily 
scattered field from other particles (shown as dashed arcs in Figure II.3) is negligible in 
comparison to the original incident light (shown as solid parallel lines in Figure II.3).   In 
this case, independent scattering occurs.  Independent scattering usually occurs when the 
distance between particles is greater than the wavelength of light that is scattered.  
 
 
Figure II.3  When particles are far from each other, the secondarily scattered field from 
other particles, (shown as dashed arcs ) is negligible in comparison to the original 
incident light (showed as solid parallel lines). 
 
II.2.2.2 Dependent scattering 
Due to the increased number of particles and the closer particle spacing within 
concentrated suspensions, the secondary scattered field from neighboring particles may 
no longer be negligible.  Therefore, the scattered field from a particle also depends on 
the particles nearby, and scattering is termed “dependent.”  Since the positions of the 
neighboring particles are spatially correlated, the secondary scattered fields from closest 
neighboring particles may be partially coherent.  Consequently, particle scattering 
efficiencies in concentrated suspensions also depend on correlated particle positions 
arising from particle interactions.16  Numerical solution of the governing Maxwell 
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equations shows that the far field scattering pattern due to a few closely packed particles 
depends upon the particle orientation and particle separation.17, 18  Typically, dependent 
scattering occurs when the average distance between particles are less than or 
comparable with the wavelength.  
II.2.2.3 Interference approximation 
Concentrated suspensions involving dependent scattering are not unusual, and 
understanding the physics of dependent scattering is of critical commercial application, 
such as color prediction in the formulation of paints. 
Rigorous treatment by solving the governing Maxwell equations for the optical 
properties of suspensions is difficult.  While Xu and coworkers19 recently generalized 
the Mie’s solution and calculated the scattering field of an agglomerate of ordered 
particles using harmonic expansion methods, their methodology cannot be extended to a 
dense suspension containing an enormous number of particles undergoing Brownian 
motion.  Approximation methods are typically used to address the dependent scattering 
with the correlated particle positions. 
The interference approximation (IA) has been introduced to address dependent 
scattering of dense suspensions.  The IA, which ascribes hindered scattering power to the 
interference effects of light scattered from different particles20-22 assumes: 
1. the incident field on a particle is not impacted by its neighbors;  
2. particle scattering is not affected by its neighbors in the near-field, or 
particles scatter independently; 
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3. the scattered fields from different particles interfere in the far field 
depending upon particle position correlation, as indicated in Figure 
II.4.  
 
 
Figure II.4  Interference ascribes dependent scattering to the interference of scattering 
fields (E1 and E2) from closely positioned particles. The symbol of λ indicates the 
wavelength of the incident light.   
 
According to the IA, particles in dilute suspensions are randomly positioned and 
scattered electric fields from different particles are not phase-correlated.  Therefore 
interference effects can be neglected.  However, with increasing particle concentrations, 
the correlated particle positions result in phase correlation of the scattered light and 
generate interference effects or dependent scattering.  
If valid, IA predicts that correlated particle positions will not impact particle 
absorption efficiencies.  In this dissertation, the validity of IA will be investigated from a 
new perspective of light absorption as well as light scattering.   
 
E1
E2
E1+ E2
λ
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II.2.3. Static light and dynamic light scattering 
Depending on whether the angle dependence of time-averaged scattering 
intensity or time correlation of the intensity of scattered light is detected and analyzed, 
the instrumentation can be classified as static or dynamic light scattering.  
II.2.3.1 Static light scattering 
 Characterization of suspensions using the static scattering techniques is 
theoretically well understood.  Static light scattering techniques detect time-averaged 
light scattering intensity as a function of scattering angle as shown in Figure II.5.   
 
 
Figure II.5 Static light scattering techniques detect time-averaged light scattering 
intensity as a function of scattering angle, as in the ensemble techniques of angular light 
scattering described below in the next subsection.  
   
The scattering pattern (or intensity distribution of the scattered light) of a single 
particle within a planar incident field depends on the particle size, particle shape, 
wavelength, and refractive index.  Therefore it is possible to infer the size and shape 
information of particles in a dilute suspension from the scattering pattern measured in 
the far field by using appropriate scattering theory, which predicts angle dependent 
scattering intensity.  Information regarding microstructure can be inferred from the angle 
θ
detector I(t)
θ
0 π
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dependent interference effects, which can be determined by comparing detected 
scattering pattern in dense suspensions with independent scattering pattern in a dilute 
suspension, which can be measured in dilute suspension or predicted using appropriate 
scattering theory.  The principle of static light scattering is illustrated in Figure II.6.  The 
curve of S(θ) describes the interference effects, and is called structure factor.  The 
structure factor theory will be introduced in Chapter III. 
 
 
Figure II.6 (a) The scattering intensity distributions of dependent scattering (dashed 
line) and independent scattering (continuous line). (b)The angle dependent interference 
effects, which can be determined by comparing detected scattering pattern in dense 
suspensions with the independent scattering pattern measured in dilute suspension or 
predicted using appropriate scattering theory. 
 
Static angle light scattering techniques (SALS),23-26 small angle neutron 
scattering (SANS),23, 27-34 and small angle x-ray scattering (SAXS)35-37 techniques are all 
based on static scattering.  These small angle scattering techniques earn their names 
from the fact that they detect intensity of scattered radiation at small scattering angles 
(typically < 10°). X-ray and neutron have higher energies, and can pass through 
concentrated suspensions without significant multiple scattering effects.  However, X-
1
S(θ)
θ 
1
I(θ) 
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ray scattering needs an expensive monochromatic synchrotron source, and neutron 
scattering requires a nuclear reactor for a radiation source.  The high cost and difficulty 
in implementing these expensive radiation sources prevent x-ray and neutron scattering 
techniques to be applied in general laboratories and industrial environments.   
Static light scattering techniques can be applied in the multiple scattering 
suspensions, and techniques depend upon measuring multiply scattered light in a static 
manner as be introduced later in this section.  It is noted that correlation between the 
scattering intensity and the scattering angles are lost in multiply scattering medium.  
Due to the relatively low energy associated with photons in comparison to x-ray 
and neutron, static light scattering techniques require either sufficiently dilute samples to 
eliminate the multiple scattering effects or suitable refractive index matching, which 
involves adding higher refractive agents to adjust the solvent refractive index towards 
that of the particles in order to decrease the particle scattering efficiency.  Since the 
added index matching agents change original solvent conditions and may subsequently 
change the interaction and microstructure of suspensions, refractive index matching is 
not feasible for characterizing many colloidal systems of commercial applications.    
II.2.3.2 Dynamic light scattering 
Static light scattering (SLS) techniques can obtain particle size information or 
microstructure from measured time-averaged scattering intensity.  In contrast to SLS, 
dynamic light scattering (DLS) investigates the time-correlation of intensity fluctuations 
of singly scattered light, as shown in Figure II.7.  DLS is briefly highlighted here as an 
example of ensemble dynamic measurements. 
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Figure II.7 Dynamic light scattering (DLS) measures the decay of intensity fluctuations 
of singly scattered light and relates it to the Brownian motion of the scattering particles 
through the Stokes-Einstein equation. Larger particles have smaller mobility and light 
scattered from large particles varies slowly, while small particles move rapidly and the 
scattered light varies at a greater frequency. 
 
The time-correlation in the scattered intensity, which can probe how fast the 
measured intensity fluctuates with time, can be related to the mobility of particles under 
Brownian motion via Stokes-Einstein equation.38, 39  The principle of dynamic light 
scattering will be presented in next section.  Generally, larger particles have smaller 
mobility and light scattered from large particles fluctuates slowly (Figure II.7), while 
small particles move more rapidly, and the light scattered from small particles fluctuates 
at a higher frequency.  
Similar to the static light scattering, dynamic light scattering cannot be applied to 
multiple scattering suspensions.  In a multiple scattering suspension, the measured 
temporal correlation of scattering intensity can no longer be related to the mobility of 
single particles.  The technique that measures the temporal correlation of multiply 
scattered light will be introduced in the next section. 
 
θ 
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II.3. Ensemble based optical characterization methods  
II.3.1. Turbidity measurement 
Turbidity statically measures the transmission extinction of light, and is typically 
used to characterize single scattering suspensions.  Turbidity measurements can be 
considered as a special case of the static light scattering, where only the scattering 
intensity in the forward direction is measured. 
If the light extinction due to particle absorption is negligible in contrast to light 
extinction due to particle scattering, one can use classical scattering theories to set up the 
inverse problem in order to determine the particle size distribution.  
∫∞==−
0
)(
2
),,(3
)(
)(
)(ln1 dxxf
x
mxQ
I
I
L vv
sca
s
o
φλλµλ
λ    (II.10) 
where Io(λ) and I(λ) are the intensities of light passing through a reference cell that 
contains only suspending solvent and light passing through the sample cell containing 
the suspension under testing respective;  L is the optical path length from the sample 
cells; vφ  is the particle volume fraction within a suspension;  fv(x) is the volume-based 
particle size distribution function for particles with diameter x with ∫∞ =0 1)( dxxfv ; m is 
the relative refractive index of particles to the solvent; and ),,( λmxQsca  again is the 
scattering efficiency for particle of diameter x suspended in the solvent at wavelength λ. 
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Figure II.8  Turbidity measurement determines the extinction of light passing in the 
forward direction.  
 
In turbidity measurements, the concentration of particles must be accurately 
determined independently to obtain particle size information, and reference samples are 
required to cancel the light absorption from solvent and light reflection from the sample 
cell.  The principle set up is shown in Figure II.8. 
Since turbidity measurement assumes single scattering, it is theoretically not 
suitable to characterize concentrated suspensions that multiply scatter light.   Even 
though turbidity measurements have been extended to include samples with moderate 
multiple scattering, the light signal scattered back into the optical path prohibits its 
appropriate application to strongly multiply scattering suspensions.   
II.3.2. Dynamic light scattering 
In DLS, the temporal correlation of scattering intensity, rather than the absolute 
scattering intensity as a function of time, I(t),  is directly measured as is illustrated in 
Figure II.9.   
Turbidity measurement 
θIo I
L
detector 
  
24
 
Figure II.9  Dynamic light scattering measures the decay of fluctuations of singly 
scattered light and relates it to the Brownian motion of the scattering particle in order to 
obtain an effective particle size. 
 
The intensity temporal autocorrelation function, g(2)(τ), which is related to the 
particle size, can be determined from the intensity fluctuation from the relation, )()2( τg :   
>=< 2)2( )0(/)()0()( IIIg ττ        
where τ is called correlation delay time.  When the correlation delay time approaches 
infinity, )()2( τg   tends to an asymptotic limit of 1)()2( =∞g , stating the intensity of the 
scattered light is not correlated if the time interval between scattering events is long 
enough.   
The first order temporal electric correlation function, defined as  
>=< 2)1( /)()0()( EEEg ττ  , addresses the temporal fluctuation in electric field of the 
scattered light.   The first order temporal electric correlation function, g(1)(τ), can be 
calculated from the intensity autocorrelation function g(2)(τ)  via the relation:39 
2)1()2( |)(|1)( τβτ gg +=       (II.11) 
Dynamic light scattering
θI
I(t)
t 
g2(τ)
τ 
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where β is defined as 1)0()2( −g  and is independent of particle concentration.  For dilute 
monodisperse suspensions, the first order electric correlation autocorrelation function, 
g(1)(τ), for the scattered light is related to particle diffusion coefficient Dp by: 25,26 
)exp()( 2)1( ττ pDqg −=       (II.12) 
where 
2
sin
4 θ
λ
π lnq = , is the scattering wave vector; and ln  is the refractive index of 
solvent.  The particle diffusion coefficient, Dp, for a spherical particle of diameter σ is 
given by the Stokes-Einstein Equation: 
πησ3
TkD Bp =        (II.13) 
where Bk  is the Boltzmann’s constant; T is temperature, and η is the viscosity of the 
solution.  Upon determining and regressing )()1( τg  as a function of temporal delay time 
τ against Eqn (II.12) from dynamically measured intensity of the scattered light, one 
determine the value of the particle diffusion coefficient, pD .  The particle diameter can 
then be subsequently determined by applying Stokes-Einstein Equation. 
 For polydisperse suspensions, )()1( τg  can be written in a form of integral: 
dxxDqqxwxfg p ))(exp(),()()(
2
0
)1( ττ ⋅⋅−⋅⋅= ∫
∞
   (II.14) 
where f(x) is the particle size distribution for dilute a suspension.  The term of ),( qxw  is 
a weight factor addressing relative scattering efficiency for particles of diameter x at the 
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scattering vector q, and can be predicted from Mie theory.  Obtaining particle size 
distribution requires solving the inverse problem of Eqn (II.14).  In dynamic light 
scattering techniques, the determination of f(x) usually needs a assumed shape of particle 
size distribution, such as Gaussian distribution, lognormal distribution, etc.  The weight 
factor, ),( qxw , is frequently assigned the value of unity in many applications in order to 
simplify the inverse problem. 
Dynamic light scattering techniques, also termed photon correlation spectroscopy 
(PCS), quasi-elastic light scattering (QELS), are primarily used for measuring particle 
sizes in the range of 10 nm ~10 µm.  Dynamic light scattering has became a standard 
method for characterizing particle size in dilute suspensions (at volume fractions usually 
< 0.1 %).    
 As described previously, DLS is not suitable for particle sizing in multiple 
scattering suspensions, while multiple scattering events invalidate Eqn (II.14). Cross 
correlation techniques and two color dynamic light scattering techniques, which  extract 
singly scattered light from multiply scattered light,  have been used to study opaque 
suspensions.40, 41  Nonetheless, these adaptations still cannot be used in strong multiply 
scattering regions due to the vanishingly small singly scattered light component in the 
presence of overwhelming multiple scattering signal.   
Before we introduce the optical techniques that obtain particle size information 
from dynamic time correlation of multiply scattered light, the angle-dependent scattering 
techniques will be introduced.  
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II.3.3. Angular light scattering (diffraction) 
In contrast to turbidity measurements in which light extinction is measured in the 
forward direction as a function of wavelengths, angular light scattering or diffraction 
measurements assess the intensity of scattered monochromatic light as a function of 
scattering angle.   The angle-dependent scattering intensity is analyzed and compared 
with predicted values for particles in order to determine particle size distribution.  Since 
angular light scattering usually uses highly-collimated light from lasers, it is frequently 
termed laser diffraction.  Typically, commercial angular light scattering instruments are 
usually limited to a single wavelength, or a few wavelengths.  Certainly, the 
measurements of angle-dependent scattering intensity can be extended to multiple 
wavelengths.   
For a monodisperse suspension, the detected light at a scattering angle, θ, is 
proportional to the angular dependent scattering intensity for a particle, ),,,( θλσ mqsca ,  
which can be predicted from Mie theory or other approximated theories: 
),,,(),( θλσθλ mq
I
I
sca
o
∝      (II.15) 
where m is the ratio of relative refractive index of particles to that of their surroundings.   
For a polydisperse suspension, the angle-dependent scattering efficiency, 
),,( θλmq jsca , detected at a detector j is related to the particle size number distribution, 
f(x), the total particle number density ρ, and relative refractive index m by the 
expression: 
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where ∆θ is the differential scattering angle and depends on the size and the orientation 
of detecting window for detector j.  Typically, photon detectors are assigned on a solid 
state ring with sample cell located at the center with detecting window normal to the 
sample cell as shown in Figure II.10.   Angular scattering intensity is typically detected 
at 32-64 different angles to ensure enough resolution in measured intensity distributions.  
Eqn (II.15) or (II.16) constitutes the inverse problem to be solved in order to obtain 
particle size distribution or refractive index by fitting the experimental measured angle-
dependent scattering intensity against model prediction.     
 
Figure II.10  Angular diffraction measurements assess angle dependent scattering 
intensity of monochromatic light at multiple scattering angles in order to determine the 
particle size distribution of a suspension. 
 
Both Eqns (II.15) and (II.16) assume that the suspension is dilute enough to 
ensure single and independent scattering. Hence the angular scattering or diffraction 
measurement cannot accurately characterize suspensions that multiply scatter light.  For 
dilute suspensions, diffraction measurements can provide accurate size distributions for 
Io 
I(θ )
detector 
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dilute suspensions with diameters in a range from 0.05 µm to 3000 µm, the widest 
dynamic range of any commercially available method.  The diffraction measurements of 
scattered light have also been used to measure particle size distributions of aerosols, 
particles or liquid droplets suspended in air. 
II.3.4. Diffuse wave spectroscopy (DWS) 
As introduced previously, DLS measures temp-correlation of singly scattered 
light from dilute suspensions.  There is time-correlation in multiply scattered light, and 
the degree of the correlation depends upon the distance between the points of incident 
illumination and collection as well as the optical properties of a suspension.  While DLS 
measures the time-correlation of the singly scattered light intensity, DWS measures the 
intensity time-correlation of multiply scattered light at varying distances away from the 
light source without requiring dilution of a suspension (Figure II.11). 42-53  
 
Figure II.11 Diffuse wave spectroscopy (DWS) measures the time correlation in the 
fluctuation of multiply scattered light detected at known distances away from the light 
source. 
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In the DWS, the propagation of light in a multiply scattering medium can be 
treated as diffusion process that will be introduced in Chapter IV.  In a multiply 
scattering medium, light traveling from the light source to the detector may follow many 
different paths, s, as shown in Figure II.11. Consequently, the temporal electric field 
correlation function must account for all possible paths, s, of detected light propagating 
in a multiple scattering suspension. For a monodisperse suspension, where particles 
scatter light independently, the electric field correlation function can be calculated from 
an expression including an integral over the path length s: 
ds
l
sD
n
sPg pl∫
∞


∝
0
*
2)1( )
2
(exp()()( τλ
πτ     (II.17) 
where )(
1
'
*
as
l µµ +=  is the transport mean free path length; and P(s) is the 
distribution function of path lengths as light propagates from a source to a detector; ln  is 
the refractive index of suspending fluid for light of free space wavelength, λ; and Dp is 
again particle diffusion coefficient.  The path distribution function P(s) can be directly 
determined by measuring the pulse widening of pico-second or femto-second pulse of 
incident light (Figure II.12).  In addition, it may also be obtained from a diffusion 
analysis of light propagating in multiple scattering medium, which will be introduced in 
the Chapter IV.  
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Figure II.12 The distribution of paths, P(s), described can be experimentally determined 
by measuring I(t) at a detector position following an pico- or femto- second light 
impulse at a source point. 
 
Herein, both the isotropic mean free scattering length l* (the inverse isotropic scattering 
coefficient), and path distribution function P(s) are sensitive to the light scattering 
properties of suspensions, which depend upon particle size distribution, particle 
concentration, and particle interactions within the suspension.  Obtaining the particle 
diffusion coefficient, Dp, from the intensity autocorrelation function requires 
independent measurement of the optical properties, or P(s), 'sµ , and µa, of 
suspensions.46, 47, 50 
  For a dilute monodisperse suspension, the particle diffusion coefficient, Dp can be 
related to the particle diameter, σ, through Einstein-Stokes equation (II.13).  For non-
interacting polydisperse suspensions, the measured effective diffusion coefficient Dp,eff  
is averaged over all particles, and is related to the particle number distribution f(x) by: 
∫
∫
∞
∞
=
0 *
0 *
,
)(
)(
)(
)(
)(
dx
xl
xf
dxxD
xl
xf
D
p
effp
     (II.18) 
Source 
detector 
I(t) or P(s) 
t
Io(t) 
t
  
32
where l*(x) is the scattering length for a suspension with particles of diameter x, and 
indicates scattering power of particle of different sizes.54 Eqn (II.18) composes an 
inverse problem to be solved for  particle size distribution.54 
For interacting suspensions, the measured diffusion coefficient can not be related 
to the particle diameter via the Einstein-Stokes equation (II.13).  It not only depends on 
the particle size, but also depends on the particle density-density response function, 
which addresses the response in particle positions at the time, t+∆t, with respect to the 
particle position at a previous time t.55 The density-density response function is also 
termed dynamic structure factor, and depends on the particle volume fraction, particle 
size distribution, and particle interaction potentials.  The time-averaged position 
correlation function, or called radial distribution function (RDF), is related to the static 
structure factor.  RDF and static structure factor will be introduced in the next chapter.     
For a interacting suspension, the measured effective particle diffusion coefficient 
Dp,eff is a complicated function of the viscosity of suspending liquid, and dynamic 
structure factor:  Dp,eff  =f(η, f(x), dynamic structure factor).  
The determination of particle size distribution has not been successful due to 
complexity in correlating to Dp,eff.   Horne and coworkers even state that the DWS can 
not be used to determine the spread of particle size distribution in a dense interacting 
suspension.51   
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Though DWS has not been able to obtain particle size of interacting suspensions, 
it is extremely sensitive to the relative changes in particle interactions and dynamic 
properties.50, 52, 56, 57 
Particle sizing using DWS needs the independent information of optical path 
distribution function, P(s), in additional to the scattering and absorption properties of a 
colloidal suspension.  Techniques, such as diffuse reflectance spectroscopy and 
frequency domain photon migration, only need the scattering information of P(s) in 
order to determine particle size distribution, and will be introduced in the following.    
II.3.5. Diffuse reflectance spectroscopy 
Diffuse reflectance spectroscopy (DRS) and diffuse transmission spectroscopy 
(DTS) have been developed in order to extend static light scattering techniques to 
characterize multiple scattering suspensions. DRS measures diffusely reflected multiply 
scattered light, while DTS monitors light traveling across a volume of multiply 
scattering volume (shown in Figure II.13).   
The portion of diffusely reflected light (diffuse reflectance) and the portion of 
diffusely transmitted light (diffuse transmittance) both depend upon the absorption 
coefficient µa and isotropic scattering coefficient, µs’ of the medium.  These two 
wavelength dependent parameters govern the light propagation in multiple scattering 
media, where light propagation can be modeled via photon diffusion theory (introduced 
in Chapter IV). 58, 59 
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Figure II.13 DRS depend upon monitoring the portion of diffusely reflected light of an 
incident source located on the same plane as the detector, while the diffuse 
transmittance measures the portion of light transmitted across a source to reach a 
detector. 
 
The diffuse reflectance at a point detector located distance r from a point source, 
I(r), can be the estimated from the solution of optical diffusion equation with proper 
boundary conditions.  For a semi-infinite medium, the intensity of the diffusely reflected 
light can be related to the optical properties of suspensions through: 
[ ]rr rrI saasaa 1)(32 )(3exp()( '2 ' +++−∝ µµµπ µµµ   (II.19) 
  From the measured intensity of diffusely reflected light as a function of source-
detector separation distance, r, one can obtain the information of absorption µa and 'sµ .   
It is possible to solve the following integral equation as an inverse problem to 
obtain the particle size distribution f(x) or even volume fraction, from multiple 
wavelength measurements of isotropic scattering coefficients, 'sµ : 
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where φv is the volume fraction.  The scattering anisotropy g(x, λ) can be computed from 
the classic scattering theory, as introduced in the first section of this chapter. 
Since the two optical properties appearing in Eqn (II.19) are combined as the 
product of )(3 'saa µµµ + , it is difficult to extract the absorption and isotropic scattering 
coefficients independently of one another.  In order to solve the inverse problem of Eqn 
(II.20) for the particle size distribution, f(x), empirical correlation or auxiliary 
measurement is required to determine 'sµ  in order to apply DWS or DTS.    
It requires the accurate determination of isotropic scattering coefficients 
separated from absorption coefficients for robust characterization of multiply scattering 
suspensions.  Frequency-domain photon migration (FDPM) introduced in the following 
subsection is one of techniques capable of determining separated isotropic scattering and 
absorption coefficients separately and accurately. 
Similar expressions can be found for diffuse transmittance measurements, and 
will not be provided here.60 
II.3.6. Frequency domain photon migration 
Frequency domain photon migration (FDPM) illustrated in Figure II.14 depends 
on measuring “time-of-flight” light propagation to extract isotropic scattering 
coefficients independent from absorption coefficients for a multiply scattering 
suspension.   FDPM requires launching a “photon density wave,” whose intensity is 
modulated to vary sinusoidally with time, and measures the phase shift (PS) and 
amplitude attenuation of the propagating photon density wave relative to the incident 
light.  Upon modeling the propagation of the incident “photon density wave” using a 
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diffusion analysis,58, 59 the measurements of phase shift and amplitude as a function of 
modulation frequency or source-detector separation distance can be fitted to a first 
principles model to obtain the absorption, µa and isotropic scattering coefficient, 'sµ , 
independently.61   
 
 
 
Figure II.14 Frequency domain photon migration measures the phase shift (PS) and 
amplitude attenuation (AC) of the propagating photon density wave in a multiple 
scattering medium to determine the isotropic scattering and absorption coefficients.  
  
FDPM actually determines the propagation characteristics of light in a multiple 
scattering medium, rather than the absolute intensity of the scattered light, so no external 
calibration or sample reference is required.   From FDPM measured isotropic scattering 
coefficient as a function of wavelength, one can solve the inverse problem of Eqn (II.20) 
to obtain the particle size distribution f(x) and volume fraction of a independent multiply 
scattering suspensions from multiple wavelength measurements of isotropic scattering 
coefficients.   
From multiple wavelength measurements at varying modulation frequencies 
between 30-100 MHz, members of Photon Migration Labs (in Texas A&M) have 
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demonstrated the ability to obtain the particle size distribution for polystyrene latex and 
titanium dioxide dispersions (with volume fraction > 1%).5, 10-12, 62, 63 The effective mean 
particle size obtained from FDPM compares favorably to those obtained from the DLS 
measurement.    
It is noted that Eqn (II.20) is only suitable to describe the light scattering from 
dilute suspensions, where particles scatter independently. Light scattering from 
suspensions with dependent scattering will be treated in Chapter III. 
Using a non-invasive “photon density wave” and remote detection of the light 
signal via fiber optics, FDPM can be used to characterize hazardous particle streams on-
line.   
The classification of light scattering techniques for characterizing colloidal 
suspensions are summarized in the following table.  It is noted that the classification 
cannot be considered rigorous.  Instruments that combines both static and dynamic 
scattering have been developed. 
 
Table II.1 Classification of light scattering techniques 
 
 Single Scattering 
Moderate Multiple 
Scattering 
Multiple Scattering
Static SALS, SAXS, SANS Turbidity DRS, DTS, FDPM 
Dynamic DLS 
Cross-Correlation, 
Two Color Light 
Scattering 
DWS 
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II.4. Acoustic and electroacoustic  
Acoustics64-74and electro-acoustics67, 68, 70, 71, 74-84 have been developed to 
characterize interactions and particle size of dense suspensions.   The extinction and 
scattering of acoustic waves traveling across a suspension are responsive to particle size 
distribution, particle volume fraction, as well as particle interaction of the suspension.  
Therefore, the measurements of propagation characteristics of acoustic waves may 
provide information of the suspensions.  The physics of characterizing suspensions using 
acoustics or electroacoustics will be briefly summarized in this section. 
II.4.1. Acoustic techniques 
Acoustic techniques measure intensity attenuation and propagation speed of a 
sound wave as a function of modulation frequency in order to obtain particle size 
distributions and volume fraction of colloidal suspensions.   
The acoustic wave, or pressure wave, propagating in a suspension can dissipate 
through following mechanisms:85 
1. Viscous (hydrodynamic) mechanism 
The dissipation of acoustic wave via viscous mechanism results from the 
“shear wave” generated by the suspended particles oscillating in the 
suspending solvent.  The density difference between the particle and solvent 
causes the relative movement between particles and solvent near the particle 
surface and generates a shear wave, which dissipates acoustic energy 
through shear friction. 
2. Thermal mechanism 
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The thermal mechanism caused by the temperature gradient aroused near the 
particle surface.  This thermal extinction of acoustic wave can be explained 
by the thermal dynamic relations between pressure and temperature for both 
particles and the solvent.    
3. Scattering mechanism 
Scattering of acoustic wave is analogous to the scattering of light.  Acoustic 
scattering changes direction of propagating acoustic wave and does not 
dissipate its kinetic energy. 
4. Structure mechanism 
Structure extinction arises from the particle position correlation due to the 
particle interactions.  Depending upon the frequency of propagating acoustic 
wave and  the correlation length in the particle positions,  the structure in a 
dense suspension may either increase or decrease the dissipation of acoustic 
wave.    
5. Intrinsic loss  
The intrinsic loss refers to the dissipative loss of acoustic wave due to 
thermal motion of molecules of the wave carrier.  The intrinsic loss in a solid 
phase is negligible in comparison to that in a liquid phase. 
6. Electrokinetic mechanism 
The oscillation of a charged particle in a suspension generates an alternative 
electric field, which extracts energy from the acoustic wave.  The 
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electrokinetic loss refers to the energy conversion from mechanical energy to 
electromagnetic energy. 
  In comparison to the mechanism of light extinction, the extinction of acoustic wave 
is much more involved.  However, the methodologies of instrumentation for acoustic 
spectroscopy and frequency domain photon migration (FDPM) are similar.   Both 
acoustic approaches and FDPM depend upon measuring attenuation and phase shift of 
propagating wave in a suspension.   
In acoustics, the propagation (including the reflection and scattering) 
characteristics of a low intensity sonic wave is measured while it transverses a 
suspension from a vibrator driven by a RF generator to a sound detector, which converts 
sound wave to a RF signal for data acquisition as shown in Figure II.15. 
 
 
 
Figure II.15 Acoustic techniques detect the propagation (including the reflection and 
scattering) of low intensity sound waves transiting a suspension between a vibrator 
driven by a RF generator and sound detector, which converts the sound wave to a RF 
signal. 
 
~
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II.4.1.1 Attenuation spectroscopy 
When particle sizes are comparable to or larger than the wavelength of the 
acoustic wave, the transmitted intensity of ultrasound wave I(ω) at frequency ω after 
passing a sample cell with path length, L, can be related to the acoustic extinction 
coefficient K(ω) by: 
)()()( ωωω LKo eII −=        (II.21) 
where Io(ω) is the intensity of the incident ultrasonic wave.  Eqn (II.21) is in the same 
form of Eqn (II.7) that describes light scattering in a single scattering medium.  Eqn 
(II.21) suggests that acoustic techniques based on the Eqn (II.21) can not be applied to a 
multiple scattering system.   For a singly scattering medium, the extinction coefficient 
can be related to particle area concentration φA, and the particle ultrasonic extinction 
efficiency α (ω,x) by: 
∫∞=
0
)(),()( dxxfxK AA ωαφω      (II.22) 
 where fA is the particle area density distribution.   Upon replacing K(ω) in Eqn (II.21) 
with Eqn (II.22), Equation (II.21) takes a similar form to Eqn (II.8), which describes 
light extinction in the turbidity measurements.   
 The extinction of an acoustic wave introduced previously is much more involved 
than that of light wave.  First principles models have been created to predict α(ω,x) from 
material properties of the suspensions.64 The analytical models for α(ω,x) have been 
developed by O’Brien,76 Dukhin and Goetz, and have been summarized in the 
monograph by Dukhin and Goetz.85   These models not only require structure 
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information to address the structure loss, but also need numerous other material 
properties to address the viscous, thermal, and intrinsic loss as well as scattering loss.  
The details of these acoustic loss models will not be provided here.   
With a model addressing particle ultrasonic extinction efficiencies, α(ω,x),   
particle size distribution can be obtained from measured acoustic attenuation spectrum 
by solving an inverse problem of Eqn (II.22) from measured ultrasonic extinction 
coefficient K(ω) as a function of frequency. 
II.4.1.2 Acoustic velocity spectroscopy 
When a sonic wave travels through a suspension, the suspended particles will 
move along with the oscillating sonic wave with a phase lag, and exert a drag force that 
tends to slow down the traveling sonic wave.   At low ultrasonic frequencies, the 
suspended particles will move in phase with oscillating acoustic pressure wave, and the 
reflection and scattering of propagating sound waves do not depend on the particle size.  
The transmission and reflection of a sound wave in such a suspension depend upon the 
mismatch between the acoustical impedances for the suspending fluid and the suspended 
particles. The acoustical impedance is defined as the complex ratio of pressure to the 
velocity, and is a material property related to the density and compressibility of materials.  
Due to the presence of the particles, the velocity of low frequency acoustic wave under 
propagation is reduced to an extent depending upon the particle concentrations.  Upon 
measuring the speed of the acoustic wave in the suspension, the particle concentration 
can be inferred. 
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Upon combining acoustic attenuation spectroscopy and velocity spectroscopy, 
both the particle distribution and particle concentration can be determined from acoustic 
measurement of attenuation and speed of propagating sound wave as a function of 
frequency.    
Generally, prediction of sound propagation using first principles model requires 
determination of many properties of particles and solvents.86 These properties are listed 
in the following table. 
 
Table II.2 Properties that affect the ultrasound probation in a colloidal suspension. 
Adopted from reference.85 
 
 Suspending fluid Suspended particles 
Density Yes Yes 
Compressibility Yes Yes 
Isobaric heat capacity Yes Yes 
Thermal conductivity Yes Yes 
Thermal expansion coefficient Yes Yes 
Shear viscosity Yes No 
 
Determination of these properties need additional measurements, which  limits 
the application of acoustic techniques. 
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II.4.2. Electro-acoustic techniques 
Electroacoustic techniques include electro acoustic sonic amplitude (ESA) and 
Chemical vibration potential (CVP) (or ultrasonic vibration potential (UVP)).  ESA 
measures the phase lag and amplitude of the pressure wave generated by motion of 
charged particles driven by an oscillating electromagnetic filed.  CVP67, 85, 87-90  measures 
the electric signal generated from the oscillation of charged particles driven by acoustic 
wave at varying frequencies. 
II.4.2.1 Electroacoustic sonic amplitude 
Electrokinetic sonic amplitude (ESA) measurement depends on the generation of 
a sound wave due to the oscillation of charged particles in the imposed electrical field.  
An external oscillating electric field causes the vibration of the charged particles in the 
suspension.  
 
Figure II.16  An external oscillating electric field causes the vibration of the charged 
particles in the suspensions.  The movement of particles generates a sound wave which 
propagates to a receiver for detection. 
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The movement of particles generates a sound wave which propagates to a 
receiver for detection (shown in Figure II.16).  The application of ESA for characterizing 
dense suspensions has been summarized by Hunter81, 91, Dukhin and Goetz.85 
In order to drive suspended particles to move and generate sonic wave, the 
imposed electrophoretic forces must overcome inertial force of particles and drag force 
exerted on particles by solvent.  The intensity of generated sonic wave and its phase lag 
with respect to the driving external electric field depend on the particle mobility, µD.    
Particle mobility, µD in ESA measurements can be predicted by: 85  
)(),()(
)(
lpvsT
l
D ZZFA
ESA
ρρφω
ρωµ −=      (II.23) 
where ESA(ω) is normalized by the applied external electrical field; A(ω) is an  
instrument parameter, and can be determined by suitable calibration;  ),( sT ZZF  is a 
function that depends upon the impedance of transducer, ZT, and the suspension under 
testing, d; lρ  and pρ  are the density of the suspending solvent and particle respectively.  
In CVP measurements, a similar relation to Eqn (II.23) exists, and particle 
mobility, µD can be predicted by: 85    
)(),()(
)(
lpvsT
l
D ZZFA
CVI
ρρφω
ρωµ −=      (II.24) 
where )(ωCVI  measurement is normalized by the pressure gradient, which generates the 
CVI.  
From either the ESA or CVI analysis of the measured magnitude and phase lag 
of the generated acoustic or electric wave, one can determine particle dynamic mobility, 
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µD.  The particle mobility, µD, depends upon particle sizes and zeta potential of the 
particles, where zeta potential is defined as the potential at the particle shear plane 
surrounding particles.   Within the shear plane, the counter ions attach on a particle and 
move with the particle in Brownian motion, and counter ions outside the shear plane 
may have relative movement with respect to the particle. 
At higher modulation frequencies, and the determined average dynamic mobility, 
>< )(ωµD , as a function of acoustic frequency, can be related to the mass based particle 
size distribution fm(x) by: 
∫∞>=<
0
)(),()( dxxfx mDD ωµωµ      ( II.25) 
where ),( xD ωµ  is the mobility for particles of diameter x at the acoustic frequency, ω.   
The particle mobility ),( xD ωµ  is also proportional to the zeta potential of 
particles, and also depends on the particle pair-wise interaction potentials (introduced in 
the next chapter) and particle volume fraction.   Models that relate particle mobility to 
particle size, volume fraction and zeta potentials have been summarized in the 
monograph by Dukhin and Goetz. 85 
Upon measuring average dynamic mobility, >< )(ωµD , as a function of 
modulation frequency, particle size distribution or zeta potential can be determined from 
solving a Fredholm inverse problem composed by Eqn (II.25).  The relation between 
zeta potential and mobility will be introduced in Chapter III. 
Like acoustics, an electro-acoustic technique also requires several material 
properties for the suspended particle and suspending fluids (shown in the Table II.3).    
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The accuracy of electroacoustics strongly depends on the accuracy and precision of data 
for these material properties.   In emulsions, the compressibility of particles depends 
upon the size and surfactant concentration, which makes the problem even more 
complicated.   
 
Table II.3 Material properties required in electro-acoustic measurement. Adopted from 
reference 85 
 
 Suspending fluid Suspended particles 
Density Yes Yes 
Compressibility Yes Yes 
Isobaric heat capacity Yes Yes 
Thermal conductivity Yes Yes 
Thermal expansion coefficient Yes Yes 
Shear viscosity Yes No 
Permittivity Yes No 
Electrical conductivity Yes No 
 
    
Commercial acoustics and electro-acoustic instrumentation are currently 
available.  To increase the robustness of the characterization and the measurement range 
of the instrumentation, both acoustic measurements and electro-acoustic measurements 
are combined in one instrumentation setup.  
Although ESA or CVP measurements have been used to characterize dense 
suspensions, values representing zeta potentials obtained from ESA or CVP 
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measurements differ from those measured using standard electrophoresis 
measurement.75,92  
Unlike optical “ensemble” techniques, acoustic and electro-acoustic approaches 
are not affected by optical properties of the suspensions, and they are especially suitable 
to estimate the particle size and volume fraction for strongly absorbing dispersions, such 
as pigments and paints suspensions, which can not be determined by techniques such as 
DTS and FDPM.  However, the optical properties for pigments and paints have to be 
determined through optical ways.  The characterization of optical properties for 
pigments in industry will be briefly introduced in the following section. 
 
II.5. Pigments characterization in industry 
The design of product appearance is an important industrial practice for pigment 
and paint industries.  The absorption and scattering properties of pigment and paint 
particles determine the appearance of coated layer and are critical to the color prediction 
and color matching in formulating paints and cosmetics.  The color of the coatings is 
decided by the light absorption of pigments, and the gloss depends on the light scattering 
of the pigments.  Light absorption efficiency is extremely critical to the color matching 
and color prediction in the printing and hair dyes.  Currently, color matching is still 
based on phenomenological theories, which are not based on first principles.  The 
Kubelka-Munk (K-M) theory93  is the most widely used phenomenological theory to 
describe pigments optical properties of pigments in industry and  will be introduced in 
the following section.  
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II.5.1. Kubelka-Munk theory 
In Kubelka-Munk theory, a coating layer is modeled as a heterogeneous phase, 
where the particle size distribution, particle concentration, and refractive indices for both 
particles and inter-particle materials are not considered in order to predicting the optical 
properties of the coating layer.  Therefore K-M theory is phenomenological and not 
based on first principles.  The K-M theory assigns the multiply scattered light 
propagating in a coating layer in one of two categories, diffuse forward propagating light 
L+, and diffuse backward propagating light, as shown in Figure II.17 
 
 
Figure II.17 Diffuse forward propagating light flux and diffuse backward propagating 
light flux in Kubelka-Munk (K-M) theory. 
 
 
In K-M theory, the optical properties of the coating layer are represented by two 
parameters: scattering coefficient S (1/cm) and absorption coefficient K (1/cm).  The K-
M scattering coefficient, K is defined as light extinction when travels a unit length in a 
coating layer due to absorption only, and  the K-M scattering coefficient,  S, is defined as 
light extinction when travels a unit length due to scattering only: 
absdz
dL
L
K 

= 1        (II.26) 
scadz
dL
L
S 

= 1        (II.27) 
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Since a multiply scattering medium in K-M theory is considered as a continuous 
phase, absorption and scattering coefficients, K and S, can not be related to the physical 
properties of pigment particles and inter-particle medium. The values of K and S which 
are characteristics of a coating layer must be determined experimentally.   
II.5.2. Measurements of K and S 
The classical method for measuring K and S requires the knowledge of the 
diffuse reflectance from two layers of the same coating dispersion: one layer has the 
thickness of h (shown in Figure II.17) and is coated on a substrate with the diffuse 
reflectance Ro*; another layer is thick enough to be considered as infinite and has the 
diffuse reflectance of R ∞*.94  The surface diffuse reflectance for these two layers, R* and 
R ∞* is then measured for the determination of the values for K and S for the coating 
dispersion. 
Two auxiliary parameters of a and b can be evaluated from the diffuse 
reflectance of coating layer with “infinite” thickness, R ∞* by: 
)1(
2
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∞
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a        (II.28) 
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∞ −=−= RRRab       (II.29) 
The values of K and S can then be determined from solving the following 
equations:  
)
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A second method to determine K and S is through the measurements of the 
surface reflectance Rb*, and Rw* for two coating layers, which have the equal thickness of 
h, and cover standard black and standard white substrates with diffuse reflectance of Rob* 
and Row*  respectively.  Then the parameters, a and b, can be determined from: 
)(2
))(1())(1(
****
********
obwowb
wowobbobboww
RRRR
RRRRRRRRa −
−++−+=     (II.32) 
12 −= ab         (II.33) 
Then the values for K and S can be determined from Eqns (II.30) and (II.31) 
straight forwardly.  The standard black and white substrates are typically made of 
ceramics and are commercially available.   
The measurements of K and S as a function of wavelength can be used to 
represent the optical properties of a coating layer, and can also used to represent the 
optical properties of pigments. 
II.5.3. Characterization of pigments in industry 
In order to characterize the optical properties of pigment particles, the pigment 
particles must be first mixed into a multiply scattering dispersion with other additives to 
form a mixture.  The dispersion used to dilute the pigments is thus frequently termed 
“dispersing vehicle.”  Then the mixture is coated either on different standard substrates 
or on same substrates but with different thickness, depending on the chosen method 
(introduced previously).  The diffuse reflectance is then measured after coating layers 
are dried in order to determine K-M absorption and scattering coefficients, K and S, 
from Eqns (II.30) and (II.31) as a function of wavelength (as shown in Figure II.18).94 
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Figure II.18  Determination of the K-M scattering and absorption coefficients requires 
first dispersing the testing pigments in an agreed-upon suspension called the vehicle, 
and then coating the suspensions on a standard substrate at two different thicknesses or 
on two different standard substrates with same thickness. 
 
  
 The above measurements as a function of wavelength need to be repeated with 
different concentration of testing pigments.  The differential contributions to the K(λ) 
and S(λ) from pigments at different concentrations can be considered as characteristics 
to represent the absorption and scattering efficiencies of the testing pigments. 
Since the measured properties for a pigment differs from lab to lab, a third 
common reference is usually needed for comparing pigments. This time and capital 
consuming process does not employ first-principle properties to guide R&D and 
industrial practice, and industry urgently requires new methods capable of characterizing 
absolute physical properties and the first principle theory for color prediction and quality 
assurance.  
Due to difficulties in characterizing accurate optical properties of pigments and a 
limited understanding of light interaction within a coated layer, the physics behind the 
overtone and gloss has not been quantitatively understood. Currently, industry requires 
I1 I2
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the representation of pigment properties using first principles models to enable more 
accurate color prediction and color matching. 
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CHAPTER III 
III STRUCTURE OF DENSE SUSPENSIONS 
This chapter presents the physics and chemical engineering principles pertinent 
to the research described in the subsequent chapters.  In the second section of Chapter II, 
we have introduced dependent scattering where the particle effective scattering 
efficiency depends upon correlated particle positions.  Description of dependent 
scattering using interference approximation requires knowledge of correlated particle 
positions (or termed structure) arising from particle interactions. This chapter will 
introduce background of colloidal structure theory and an approach for predicting light 
scattering from colloidal structure associated with interference approximation.  Topics of 
discussion include: 
1. introduction of particle interactions in suspensions; 
2. introduction of liquid theory describing microstructure of suspensions; and 
3. introduction of the use of interference approximation to address light scattering 
of concentrated suspensions. 
The most frequently used pair-wise particle interaction potential models will be 
introduced first before presenting structure factor model based on O-Z integral equation. 
 
III.1. Particle interaction potential models 
The particle interactions in a colloidal suspension are complicated functions of 
many factors, including particle size distribution, particle surface charges, particle 
concentration, and solvent conditions, etc.  Theoretical modeling of correlated particle 
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positions demands approximate particle interaction models.  Some of these particle 
interaction models are summarized in the following section.   
III.1.1. Hard sphere interactions 
The simplest interaction is the hard sphere interactions, which only account for 
the volume exclusion effects and prohibit spatial overlapping of particles.  The hard 
sphere interaction potential, uij(r), between particles of diameters σi and σj can be 
presented as: 



>
+=≤∞=
ij
jiij
ij
r
rru
σ
σσσ
0
)(
2
1
)(     (III.1) 
Wherein the potential energy is infinitely great for ijr σ< , (thus preventing the 
occurrence of volume overlapping of particles), and particles feel no attractive or 
repulsive forces when they are separated by ijr σ> .  Particles in this model are 
considered as rigid hard spheres, and Eqn (III.1) is termed as  the hard sphere interaction 
potential.  
 
 
Figure III.1 Hard-sphere interaction potential of particle with diameter σ in a 
monodisperse suspension as a function of particle separation distance r.  
Uij(r)
r 
σij
r
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Hard sphere interactions are dominant in dispersions of weakly charged, rigid 
spherical particles.  Figure III.1 illustrates the hard sphere interaction. 
The hard sphere interaction model has been widely applied in understanding the 
microstructure of concentrated suspensions.95-101  The hard sphere interactions that are 
extended to include a short range attractive force (Figure III.2), are called attractive hard 
sphere interactions, and are used to mimic attractive force along with the steric repulsive 
force.28, 102-105   
The attractive hard sphere interactions are useful in studying the interactions 
among clustering particles, such as cell particles or particles with adsorbed or grafted 
short polymer chains.  The simplest model approximates attractive interaction as a 
constant when particle separation distance is within a small range, σij<r<σij+d: 
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Figure III.2  Attractive hard sphere interaction between two particles. 
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III.1.2. Electrostatic interaction 
  In reality, all particles in a suspension are charged due to: 1) surface ionizable 
groups; 2) adsorption of ions from the solvent; and 3) imperfect crystalline structure, 
which results in holes and free electrons.4, 106, 107  Even though volume exclusion 
interactions usually dominate in concentrated suspensions, the electrostatic interaction 
(ESI) in dense suspensions are critical for many industrial applications, such as stability 
of suspensions, emulsion polymerization, and crystallization of nano-particles.4 
III.1.2.1 Primary model (PM) interactions 
The interactions among charged suspensions can be represented by including a 
long range electrostatic interaction in addition to the volume exclusion effects (Figure 
III.3).  The primary electrostatic interaction model describes the interactions among 
charged colloidal particles as direct Coulombic interactions in addition to the volume 
exclusion effects: 106, 107 
 

>
≤∞=
ijorjio
ij
ij rrzze
r
ru σεπε
σ
)4/(
)( 2     (III.3) 
where eo is the charge for a electron; ε0 is the electric permittivity of vacuum; and rε  is 
the dielectric constant of suspending fluid.  The terms, zi and zj, are the charges in the 
unit of electron charge for the particle of size σi and σj  respectively. 
The charge neutrality in the PM model is enforced by setting 0=∑
i
ii zρ , where 
ρi is the number density of the component i in the colloidal mixture. 
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Figure III.3 Electrostatic interaction potential in the primary model as a function of 
particle separation distance between two charged colloidal particles (large circles).  
The counter ions are presented as small circles.  
 
In the primary model, each kind of counter ions species is also considered as a 
component in the suspension, and charged colloidal particles are sometimes called 
macro ions.  The PM model states that the presence of the counter ions will not impact 
the direct interaction among charged particles.     
III.1.2.2 Hard Sphere Yukawa (HSY) interaction  
Upon considering the screening effects, which are neglected in the PM model, 
the effective pair-wise interaction potential among charged particles in a monodisperse 
suspension can be described using hard sphere Yukawa (HSY) model:108  
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  The parameter σ is the particle diameter; zeff is the effective particle surface 
charge; and κ is the inverse Debye screening length defined by: 
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where kB  is the Boltzmann constant, and T is the absolute temperature.  Here ni is the 
molar concentration of micro ion species i with valance zi.  The effective surface charge 
may not be equal to the charge located on the particle surface.  The effective surface 
charge can be estimated from zeta potential, which refers to the electrostatic potential at 
the particle shear plane, and will be introduced in the Chapter V.  In HSY, a charged 
particle is surrounded by a cloud of counter ion layer, whose thickness is characterized 
by, κ-1.  The Debye screen length decreases with increasing ionic strength at a given 
surface charge.  The charged particles repulsively interact through volume exclusion and 
double layer overlapping, wherein the charge neutrality is not maintained.  The hard 
sphere Yukawa interaction model is illustrated in Figure III.4.  The HSY interaction 
model for monodisperse suspension is also usually termed as one component model 
(OCM).109   
 
Figure III.4 Hard sphere Yukawa interaction potential as a function of particle 
separation distance. The charged particles repulsively interact through volume 
exclusion and double layer overlapping, wherein the charge neutrality is not maintained. 
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III.1.3. DLVO interaction potential 
The van der Waals attractive force between small particles can usually be 
neglected. The effects of van der Waals attraction between large particles may become 
significant. The Derjaguin-Landau-Verwey-Overbeek (DLVO) potential considers both 
electrostatic repulsion force and attractive dispersion force among particles.   
Figure III.5 illustrates the general DLVO interaction potential.  The DLVO 
interaction action potential between two similar suspended particles is presented as:110 
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where AH is the Hamaker constant, which depends on the material properties of the 
particles and suspending fluid, indicating the strength of attractive force; h is the 
boundary-to-boundary separation distance of particles; ξ is a dimensionless ratio of h to 
the diameter particles; the parameter η is defined by )4/tanh( kTe ooϕνη = ;    oϕ   is 
electric potential at the particle surface, with the position at infinite distance from 
particle as the reference; and ν is the valance of the counter ions.   DLVO has been used 
to qualitatively predict the stability of the colloidal suspensions.  The generalized DLVO 
potential is illustrated in Figure III.5. 
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Figure III.5 A general DLVO interaction potential between two charged particles as a 
function of separation distance r. 
 
Depending on the relative magnitude of van der Waals forces and repulsive 
electrostatic forces, the minimum and secondary maximum shown in Figure III.5 may 
not exist, where the first maximum usually refers to the infinite potential at the 
overlapped condition.    
When large polymer molecules are added into the colloidal suspensions, the 
depletion force resulting from added polymer due to either entropic or enthalpy effects 
will also mediate the particle interactions.4   The addition of polymer molecules has long 
been used to stabilize the particle suspensions.  The depletion interaction will not be 
addressed here for brevity, but has been studied extensively using FDPM by Shinde and 
coworkers.6    
The introduced particle interactions can affect the optical properties of 
suspensions by generating particle position correlation, or termed as structure.  The 
effects of electrostatic interactions described either in HSY model (Eqn (III.1)) or PM 
model (Eqn (III.3)) can be used to predict colloidal structure describable via a structure 
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factor model.  The structure factor models derived from Ornstein-Zernike (O-Z) integral 
equation approach will be introduced in the following section.      
 
III.2.  Static structure factor 
Particles in concentrated suspensions are not randomly orientated, and the 
ordering in particle spatial arrangement forms the colloidal “structure” arising from the 
particle interaction potentials presented above.  Figure I.1 in the first chapter illustrates 
the ordering of particles in the 2-D.  The structure of a suspension is typically expressed 
by the radial distribution function, g(r) (Figure III.6).55  
 
  
Figure III.6 Radial distribution function represents the possibility of finding another 
particle at the distance r with respect to the particle with diameter σ.  Generally, the 
higher the oscillating amplitude in the g(r) curve, the more ordering exists in the particle 
spatial correlation in general. 
  
A radial distribution function (RDF), or pair correlation function (PCF), gij(r), 
which describes the possibility of finding a particle of component i at center to center 
distance r with regard to another particle of component j, can portray correlated particle 
positions between these two components.  Typically, the higher the oscillating amplitude 
1
r/σ
g(r) 
1
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in the g(r) curve (Figure III.6), the more ordering exists in the particle spatial correlation.  
If the value of the PCF 1)( =rgij , it means there is no favorable relative arrangement 
among positions of component i and component j, and their relative positions are 
completely random. 
A radial distribution function, or pair correlation function, gij(r), can portray 
correlated particle positions between components i and j, but cannot be readily combined 
with interference approximation to address dependent scattering arising from the 
correlated particle positions.  The Fourier transform of the RDF results in the static 
structure factor S(q) function shown in Figure III.7, where q is the scattering vector.  The 
structure factor S(q) describes the resonance spatial frequencies and is a direct measure 
of the local ordering of colloidal particles.55   
 
  
Figure III.7 Static structure factor S(q) versus dimensionless scattering vector q/σ, 
where σ is the particle diameter.  Generally, the higher the oscillating amplitude in the 
S(q) curve, the more ordering exists in the particle spatial correlation in general. 
 
For a monodisperse suspension, the static structure factor at zero scattering 
vector, S(0) is related to the isothermal compressibility Tχ ,  by:111 
1
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TBTkS χρ=)0(       (III.7) 
where ρ is the particle number density; kB is the Boltzmann constant and T is the 
temperature in Kelvin.    
The static structure factor can be experimentally measured from small angle light, 
neutron, or x-ray scattering, where the angle-dependent intensity of light scattered by a 
suspension at a small angle is detected after transiting a concentrated suspension.  The 
small path length must be sufficiently small and refractive index matching is frequently 
used in order to quench multiple scattering.   It is also possible to predict structural factor 
from particle interaction position models using first principles model.   The next section 
will introduce predicting structure factor through Orstein-Zernike integral equation.  
 
III.3. Structure factor theory 
III.3.1. Ornstein-Zernike integral equation  
Statistical mechanics theory,55 which predicts the thermodynamic properties of 
the liquid, has been incorporated to describe correlated particle spatial arrangement in a 
concentrated suspension.20  The correlated particle positions are typically represented by 
pair correlation function (PCF), gij(r), or called radial distribution function (RDF).  The 
pair correlation function (PCF), gij(r) predicts the possibility of finding a particle of 
species i at distance r with respect to a particle of species j.  In addition, the absolute 
value of total correlation function, defined as 1)()( −= rgrh ijij , equivalently indicates 
the ordering of colloidal suspensions.  These correlation functions can be theoretically 
predicted upon solving the Ornstein and Zernike integral equation:55 
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∫∑ −+= '|)'(|)'()()( drrrhrcrcrh ljij
l
lijij ρ     (III.8) 
Where cij(r) is called the direct correlation function between particle components 
i and j, which arises from direct particle interaction; ρl is the number density of particles 
of species l.  The O-Z equation states that total interaction between two particles is equal 
to the summation of the direct interaction between them and the indirect interaction 
through all surrounding particles, as illustrated by the Figure III.8. 
 
 
Figure III.8  Interaction of particles among a colloidal suspension: O-Z equation states 
that total interaction between two particles is equal to the summation of the direct 
interaction between them and the indirect interaction through all surrounding particles. 
 
 
The O-Z equation for a monodisperse suspension can be simply written as: 
∫ −+= ')'(|)'(|)()( drrcrrhrcrh ρ          (III.9) 
Including the relation between hij(r) and gij(r), O-Z equation (III.9) is not self-
closed, and an additional closure relation is needed to make it a closed set.   From 
diagrammatic expansion of interactions, one can obtain another relation among h(r), c(r), 
and u(r), called bridge relation: 
Direct interaction 
Total interaction 
ji
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 )()()1)(ln()()( rBrurhrcrh −⋅=+−− β     (III.10) 
Nonetheless, the bridge relation of Eqn (III.10) introduces another new function, 
B(r), called bridge function whose exact form is not available.  Therefore, an 
approximated bridge function, or an equivalent approximated relationship among three 
unknown functions hij(r), cij(r), gij(r) is needed to close the O-Z equation.    This function 
is described below in Section III.3.2. 
The Fourier transform of general O-Z equation of Eqn (III.9) can be presented in 
a matrix form in Fourier space: 
IqCIqHI =−+ )]()][([      (III.11) 
where 
2
sin4 θλ
π=q  is the scattering vector; I is the identity matrix and H(q), and C(q) 
are the matrices with the elements respectively of: 
)()()( 2/1 qhqH ijjiij ρρ=      (III.12) 
)()()( 2/1 qcqC ijjiij ρρ=      (III.13) 
where hij(q) and cij(q) are the 3-D Fourier transform of direct correlation function, hij(r), 
and total correlation function, cij(r), respectively.  The partial static structure factor Sij(q) 
can be related to hij(q) by : 
)()()( 2/1 qhqS ijjiiiij ρρδ +=      (III.14) 
Therefore, once the direct correlation function, hij(r), or the total correlation 
function, cij(r) can be obtained from the solution of O-Z equation, the structure factor 
can be determined from Eqn (III.14).   
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A single structure factor is not sufficient to portray the microstructure of a 
polydisperse suspension, in which two or more different particle components of different 
sizes or charge are present.  The partial structure factor Sij(q) indicates the averaged 
interference effects of  light scattered from the component i and component  j at wave 
vector q.  A partial structure factor Sij(q) can only describe the spatial correlation of 
between components i and component j, and a matrix of partial structure factors is 
needed to completely depict the microstructure of colloidal mixture. 
In diluted suspensions (volume fractions < 1%), particles scatter light 
independently, and Sij(q) reduces to identity.  For a monodisperse system, Sij(q) simply 
reduces to a single structure factor function S(q). 
Given an approximate closure relationship and a model describing particle 
interactions, the O-Z equation provides a way (shown in Figure III.9) of predicting the 
structure of concentrated suspensions through the structure factor.  
As shown in Figure III.9, a particle interaction potential model is combined with 
a approximated closure model discussed below in order to close O-Z equation and make 
it solvable. 
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Figure III.9  Methodology of predicting structure factor from the solution of O-Z 
integral equation with a particle interaction model and an approximated closure 
relation. 
 
Upon solving O-Z equation analytically or numerically, one can obtain the total 
correlation function cij(r) or the direct correlation function hij(r), whose Fourier 
transforms can be used to determine static structure factor via Eqn (III.14). 
In the next subsection, the most popular closure relations to the O-Z equation 
will be summarized. 
III.3.2. Introduction to the closure relations of the O-Z equation  
The four most investigated closures are mean spherical approximation (MSA), 
Percus-Yevick (PY), Hyperneted Chain (HNC), and Rogers-Young (RY) relations. 
III.3.2.1 Hypernetted-chain closure  
The Hypernetted-chain (HNC) relation closes the O-Z equation by assuming that 
the bridge function takes following relation: 
)]()()(exp[ rcrhrug ijijijij −+−= β        (III.15) 
This closure is effective for electrostatic interactions, including long-ranged 
Coulombic interaction, or screened-Coulombic interactions, especially at moderate 
charges and low volume fraction.112-115 However, analytical solution to the O-Z equation 
Interparticle 
interaction 
potential model 
Approximated 
closure model 
Static structure 
factor 
Total correlation 
function cij(r) or  
Direct correlation 
function hij(r) 
Fourier Transformation 
Solving O-Z 
integral equation
  
69
with this closure has not been found.  Obtaining the structure information relies on the 
corresponding numerical solutions. 
III.3.2.2 Percus-Yevick closure  
The Percus-Yevick (PY) approximation closes the O-Z equation with the 
following relation: 
1)()]()(exp[)( −−+−= rrrurc ijijijij γγβ     (III.16) 
where γij(r) = hij(r) – cij(r).  With PY closure and hard sphere interactions, the O-Z 
equation has analytical solutions to monodisperse suspensions as well as to suspension 
mixtures.  The PY approximation can be simplified from Taylor series expansion of the 
exponential term in Eqn (III.15) and neglecting the second and higher order terms.  The 
PY approximation is also frequently expressed equivalently as:  
)]()([)](exp[ rcrhrug ijijijij −⋅−= β      (III.17) 
The PY approximation provides a good description of structure for short range 
interactions, and are used extensively due to the availability of an analytical solution to 
the OZ equation for hard sphere systems 116, 117 and sticky hard-sphere systems.102, 118 
III.3.2.3 Rogers-Young closure 
To adapt the accuracies of the PY approximation at short ranged interactions, and 
the HNC approximation at long range electrostatic interactions simultaneously, the 
Rogers-Young closure119 combined the HNC and PY approximations by using a mixing 
function, which interpolates both HNC and PY approximations.  The Rogers-Young 
(RY) closure is given by: 
)}(/}1)]())()({exp[(1{)](exp[)( rfrfrcrhrurg ijijijij −−+⋅−= β   (III.18)  
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where parameter α in the mixing function of )exp(1)( rrf ⋅−= α  is determined by 
requiring the isothermal compressibility obtained from the Virial equation and from the 
solution of the O-Z equation to match in order to achieve thermodynamic consistency.  
Unfortunately, the analytical solution of the O-Z equation with RY closure has not been 
found and a numerical solution is required.  
III.3.2.4 Mean spherical approximation closure 
The mean spherical approximation (MSA) simply assumes a linear relation 
between the direct correlation function, cij(r), and the effective interparticle potentials, 
uij(r) when particle are out of direct contact: 



>−=
+=<−=
ij
B
ij
ij
jiijij
r
Tk
ru
rc
rrh
σ
σσσ
)(
)(
2/)(1)(
    (III.19) 
where  uij(r) is the effective pair-wise interaction potential between particles of species i 
and j at the center-to-center distance, r.  The first relation in Eqn (III.19) shows that 
1)( −=rhij  at ijr σ< ,  is equivalent to 0)( =rgij , indicating hard sphere effects that 
prohibit space overlapping of particles.  The second relation indicates the approximated 
asymptotic relation between cij(r) and pair-wise particle interaction potential uij(r) at 
ijr σ>  .    
Hayter and Penfold presented a structure factor model based on the analytical 
solution of the one component O-Z equation with hard sphere Yukawa potential based 
on Blum’s solution.120, 121 Recently, Herrera et al.122 presented a simpler version of 
structure factor model for one component system.  Also, Ginoza et al.122-125and Gazzillo 
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et al.126 later each presented a structure factor model independently for the hard sphere 
Yukawa mixtures.  
When dealing with dilute particle suspensions of strong ESI, the MSA predicts 
an unphysical negative g(r) when r < σ.   Hansen and Hayter addressed the negative 
RDF 73 by rescaling the particles physical diameter to a larger effective diameter σeff, 
which satisfies g(σeff) = 1.  The new model is called rescaled mean sphere model 
(RMSA).  Ruiz-Estrada et al extended this type of rescaling treatment to the multiple 
component systems.127 
Using MSA closure, Hirioke128, 129 derived the explicit expression for direct 
correlation function, cij(r), from the solution of the O-Z equation provided by Blum et al. 
120, 121, 130 with primary electrostatic interaction model. 
Other closures, including soft mean-spherical approximation have also been 
reported in literature,55 but to our best knowledge, their analytical solutions are not 
available yet.  A review regarding these closures can be found elsewhere.131  
Upon solving O-Z equation from a given interaction potential model associated 
with a suitable closure relation, the structure factor can be determined and be used to 
address dependent scattering of concentrated suspensions. 
 
III.4.  Light scattering from suspensions 
Light scattering efficiencies of closely positioned particles (with interparticle 
distances less than the wavelength of the incident light) depend on particle relation 
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orientation, no matter if particles exist in a concentrated suspension or form an isolated 
particle assembly.16-18 
The amplitude distribution of the scattered light field varies with the correlated 
particle positions.  If a scattering system consists only of a few closely position particles, 
it is possible to solve the governing Maxwell equation to obtain the scattering 
characteristics of these particles.17, 18  A concentrated suspension usually contains 
billions of particles per c.c.  It is difficult if not impossible to solve the Maxwell 
equations governing light scattering from enormous number of suspended particles 
under thermal motion.  Practically, various approximations associated with a structure 
model addressing dependent scattering are usually used to predict scattering properties of 
these suspensions.   
Interference approximation (IA)20,26,132 is the most frequently used method and 
can be easily applied to predict light scattering properties of concentrated suspension.   
III.4.1. Interference approximation 
Interference approximation comprises the following assumptions: 1) correlated 
particle positions do not change the scattering pattern of individual particles or 
equivalently the secondary field is negligible in comparison to the incident field; 2) the 
changed particle scattering power results from the interference of light scattered from 
different particles at the far field; 3) the average interference effects of light can be 
described by a structure factor function.    
Assuming the secondary field is negligible in comparison to the incident field, 
the microstructures in a suspension would not change the scattering pattern of the 
  
73
individual particles.   Therefore, IA implies that the microstructure in a suspension will 
not impact the particle absorption efficiency, which is inward scattering efficiency 
(Figure III.10).  
(a) 
 
(b) 
 
Figure III.10  Interference approximation assumes each individual particle 
scatters independently and ascribes quenched scattering efficiency to the interference of 
scattering fields (E1 and E2) from closely positioned particles. The interference effects 
are describable through a structure factor function. 
 
Other approximations include quasi-crystalline approximation (QCA)133, 134 and 
hole approximation (a special case of QCA) can also be used to calculated scattering 
properties of particle systems. In contrast to the IA which neglects the secondary fields 
scattered from the neighboring particles, QCA approximation considers that particles 
scatter original incident light as well as the secondary light scattered from its 
neighboring particles.  
)(θI )(θI
θ
E1
E2
E1+ E2
λ
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Similar to IA, QCA also assumes that the scattered fields from different particles 
interfere in the far field.  With the consideration the secondarily scattered field, QCA is 
theoretically more rigorous than IA and has the potential to provide scattering properties 
of a suspension more accurately than IA.  However, QCA requires numerically solving a 
reduced set of coupled Maxwell equations in order to obtain scattering characteristics of 
suspended particles.  The description of physics underlying QCA will be provided in 
Appendix A, and will not be included here.  
Since IA can provide comparable accuracy with QCA over a wide range21, 22 it 
will be used throughout the work of this thesis.  The prediction of isotropic scattering 
coefficient using interference approximation will be introduced in following subsection.  
III.4.2. Light scattering in concentrated colloidal suspension   
The scattering intensity resulting from a planar incident wave upon an ensemble 
of structured particles, I(q), can be predicted by applying the interference 
approximation:135, 136 
∑∑=
i j
ij
21
jijiij qSqFqI )())(,()(
/
, ρρσσ     (III.20) 
where ρi  and ρj   are the number densities of particle of of size σi, and σj; Sij(q) is the 
partial structure factor addressing the interference of the light scattered from particle 
component i and j at the scattering wave vector q.  Fij(q, σi, σj) is the binary form factor 
between the spherical particles at wave vector, q, and   can be calculated by:87 
)Re( **
,,,, j2i2j1i1
ffffFij +=       (III.21) 
where i1f ,  and i2f ,  are the scattering amplitudes into two orthogonal polarization states 
from a particle with size σi, and can be calculated using Mie scattering theory.  *, j1f  and 
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*
, j2
f  are the complex conjugates of i1f ,  and i2f ,  respectively.  For a monodisperse 
system, the form factor Fii can be simply calculated by: 
2
2
2
1 |||| ffF +=        (III.22)  
 
  It is noted that the calculation of the binary form factor with different sizes using 
Mie theory of light scattering is not the same as that for X-ray or neutron scattering.    
Because the wavelengths of X-ray or neutrons are much longer than the effective sizes 
of the scattering nuclei and electrons, Rayleigh-Gans-Debye (RGD) approximation can 
be appropriately used.  The scattering amplitudes are real for x-ray and neutron 
scattering, and the binary form factor can be approximated using the geometrical average 
of form factors for each individual particle species:  
2/1
21 )]()([ qFqFFij ⋅=        (III.23) 
 However, Mie scattering theory should be employed in this study because the 
wavelengths used in our experiments are in same order of magnitude to the particle 
sizes.  In Mie theory, the scattering amplitudes are complex, so Eqn (III.21) should be 
used to calculate binary form factor for particles in a multi-component mixture.   At the 
particle size of 143 nm and wavelength in the near infrared region, the approximated 
Eqn (III.23) can be used to calculate binary form factor without causing significant 
difference in the calculated isotropic scattering coefficients.  However, to minimize 
error, the rigorous Eqn (III.21) is used to calculate binary form factor throughout this 
thesis. 
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With the scattering intensity calculated from Eqn (III.20), isotropic scattering 
coefficient of suspensions, s'µ ,  can be theoretically predicted by the following equation: 
( ) ∫=
π
θθθλπ
πµ
0
2 )cos-1(sin)(/2
' dqI
nm
s     (III. 24) 
here, nm is the refractive index of the medium, and φ is the volume fraction of suspended 
particles.  For a monodisperse suspension, the isotropic scattering coefficient can be 
calculated from:6 
∫ −⋅⋅⋅= π032vs )dθcos(1sin)qS()qF()m/(2 6 θθσλπ φλµ )('   (III.25) 
 The above equation can be used to verify the structure factor model by comparing 
model predicted and experimentally measured scattering coefficients.  
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CHAPTER IV 
IV BACKGROUND: TIME-DEPENDENT LIGHT PROPAGATION IN DENSE 
SUSPENSIONS 
 
Time-dependent techniques detect the temporal response of scattered light 
intensity with regard to the light source whose intensity varies with time.  In time-
dependent techniques, the kinetics of the light propagation is detected.  In contrary to the 
time-dependent techniques, the continuous-wave or intensity based techniques detect 
time averaged intensity of light at varying detector positions.  
 
IV.1. Frequency domain photon migration measures  
Depending on how the intensity of light source is modulated, time-dependent 
optical techniques usually belong to one of two categories, namely time domain or 
frequency domain.  In time domain, the light source typically emits short light pulses 
from femto-seconds to pico-seconds in width, and time-dependent intensity of light is 
detected at some distance away from the light source.  The delay and distortion of 
detected light pulse is used to investigate the optical properties of the medium (Figure 
IV.1a).   In time domain approaches, expensive high speed electronics instruments are 
required in order to measure the temporal response of intensity change in the range of 
pico seconds.   In frequency domain approaches, the intensity of light source is 
sinusoidally modulated at varying frequencies, and the demodulation and relative phase 
shift of propagating light are detected with respect to the incident light (Figure IV.1b).  
In frequency domain approaches, an instrument137  to detect the phase shift of 
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propagating photon density wave is required.   Time-domain and frequency domain 
measurement can be inter-converted using the Fourier transformation. 
 
 
Figure IV.1 Time domain and frequency domain measurements of light propagation in a 
multiple scattering medium. 
 
IV.2. Time-dependent radiative transport equation in dense suspensions 
Diffusion theory has long been used to describe the propagation of neutrons in a 
nuclear reactor, where neutron transportation in a multiple scattering medium can be 
considered as “random walk” and be modeled as a diffusion process.  The scheme used 
Sourc
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to describe neutron propagation can also be extended to addressing light propagation in a 
multiple scattering suspension.59, 138, 139 
 
IV.2.1. Derivation of radiative transport equation 
We start the derivation of photon diffusion equation from the balance of energy 
carried by the light passing through a non-reentry control volume, from which light 
escaped cannot re-enter without being scattered back by particles outside the control 
volume (Figure IV.2).  
 
 
 
Figure IV.2 Extinction of radiance in random none-reentry control volume in a colloidal 
suspension. 
 
We further assume that the amount of scatters and absorbers within the boundary 
can be negligible, and that particles scatter with their characteristic scattering cross 
section and scattering phase function, which describes intensity distribution of scattered 
light in different scattering directions.  
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Radiance, ),ˆ,( tr Ωϕ , is defined as the rate of energy flow per unit area at position 
r and time t per unit solid angle, Ω , with the direction represented by the unit vector, Ωˆ .  
Radiance ),ˆ,( tr Ωϕ  is a scalar property, whose corresponding vector property with 
direction in unit vector, Ωˆ , is called angular (or specific) current density, 
ΩΩ=Ω ˆ),ˆ,(),ˆ,( trtrj ϕr .  The integral of radiance over all solid angle, is termed flux or 
fluence rate: 
ΩΩ= ∫ dtrtr ),ˆ,(),(
4π
ϕφ       (IV.1) 
From the definition of radiance, ctr /),ˆ,( Ωϕ , is the energy density carried by the 
radiance, where c is the speed of light in the medium.  Therefore, the total energy carried 
by radiance ),ˆ,( tr Ωϕ  in a medium with volume V can be obtained by a volume integral 
as cdVtr
V
/),ˆ,( Ω∫ϕ .  The time rate of change in energy in the control volume carried by 
),ˆ,( tr Ωϕ  can be calculated from the energy balance considering rate of energy gain and 
rate of energy loss: 
lossgaincddVtr
t V
−=ΩΩ∂
∂ ∫ ˆ/]),ˆ,([ ϕ      (IV.2) 
The energy carried by radiance ),ˆ,( tr Ωϕ  in a particle suspension of volume V 
can diminish upon being: 
 1) absorbed by the suspending fluids;  
2) scattered away from original traveling direction Ωˆ  by scatterers inside the 
volume;  
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3) absorbed by suspended particles; and  
4) upon flowing out of the control volume through the surface.  
The energy in volume V carried by radiance ),ˆ,( tr Ωϕ  can gain from:  
1) any radiation source within the volume; ),ˆ,( trs Ω ;  
2) collection of light scattered into by the scatterers in the control volume;  and  
3) radiance flowing into the volume through the surface. 
The absorption loss in a homogeneous fluid is proportional to the radiance, 
),ˆ,( tr Ωϕ  and the absorption efficiency of the fluid, α, which can be related to its 
imaginary refractive index, nl” and the wavelength, λ, by  
λ
πα "4 ln⋅=        (IV.3) 
In a suspension of total volume V, radiance absorption from suspending fluid is: 
dVtr
V
v ⋅⋅−⋅Ω∫ αφϕ )1(),ˆ,( , where vφ  is the volume fraction of the particles in the 
suspension.  The factor of (1- vφ ) is inserted into the integrand to exclude the volume 
occupied by the particles.  Likewise, the absorption loss of radiance due to the 
suspended particles can be described as dVtr
V
pav ⋅⋅⋅Ω∫ ,),ˆ,( µφϕ  , where pa,µ  represents 
volume based absorption efficiency of particles.  For nanoparticles, pa,µ  may not equal 
to the corresponding bulk property of same material, but can be related to the Mie theory 
predicted absorption cross section by: ∑=
i
iabsi
v
pa C ,,
1 ρφµ , where ρi is the number 
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density and iabsC ,  is absorption cross section of suspended particle species, i.  The 
absorption coefficient of the suspension can be calculated by combining the absorption 
from the particles and suspending fluid: 
 αφµφµ ⋅−+⋅= )1(, vpava .      (IV.4)  
The scattering loss in the control volume is dVtr
V
s ⋅⋅Ω∫ µϕ ),ˆ,( , where sµ  is the 
scattering coefficient.   The scattering coefficient of suspension is proportional to the 
density and effective particle scattering cross section: ∑=
i
iscais C ,ρµ .      
The radiance loss due to the particle scattering and absorption of suspended 
particles and suspending fluid can be summed up as:  
dVtr
V
pavvs ⋅⋅+⋅−+⋅Ω∫ ))1((),ˆ,( ,µφαφµϕ = dVtr
V
t ⋅Σ⋅Ω∫ ),ˆ,(ϕ   (IV.5) 
where total extinction coefficient tΣ  indicates the total extinction power of a suspension 
due to both absorption and scattering loss of radiance by the suspension : 
pavsast ,)1( µεαφµµµ ⋅+⋅−+=+=Σ     (IV.6) 
 
Let us first start with the radiance source in addressing radiance gain mechanisms 
in propagation.  The radiance gain generated by the radiation source within the control 
volume, ),ˆ,( trs Ω , can be simply represented by a volume integral,  ∫ Ω
V
dVtrs ),ˆ,( .    
The second gain mechanism, radiation scattering collection, can be calculated by 
integrating ),'ˆ,( tr Ωϕ  weighted by the scattering phase function )ˆ'ˆ( Ω→ΩP  over all 
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scattering directions 'Ωˆ : dVdPtr
V
s ]'ˆ)ˆ'ˆ(),'
ˆˆ,([
4
∫ ∫ Ω⋅Ω→Ω⋅⋅Ω
π
µϕ , where phase function 
)ˆ'ˆ( Ω→ΩP  describing normalized scattering intensity distribution satisfies: 
')'(1
4
∫ Ω⋅Ω→Ω=
π
dP       (IV.7)   
The radiance flowing into the control volume can be written as an area integral of 
dsStrjdsStr
SS
rrr ⋅ΩΩ−=⋅ΩΩ− ∫∫
++
),ˆ,(ˆ),ˆ,(ϕ , where S+, is the surface of the control volume 
accepting incident radiance and S
r
 is the surface normal vector pointing outward.  
Correspondingly, the radiance streaming out can be written as 
dsStrjdsStr
SS
rrr ⋅Ω=⋅Ω⋅Ω− ∫∫
−−
),ˆ,(ˆ),ˆ,(ϕ , where S-, is the surface from which radiation 
leaves the volume.  The stream term, which includes radiation flowing into and out the 
control volume, forms a completed surface integral, which can be transferred into a 
volume integral by applying Gauss’s theory: 
 Sdtrj
S
rr ⋅Ω∫
+
),ˆ,( + Sdtrj
S
rr ⋅Ω∫
−
),ˆ,( = =⋅Ω∫ dsStrj
S
rr
),ˆ,( dVj
V
)(
r⋅∇∫      (IV.8) 
Upon expanding radiance gain and radiance loss mechanism with their 
mathematic expression details, Eqn (IV.2) becomes: 
=Ω∂
∂ ∫ cdVtrt V /]),ˆ,([ ϕ =∂
Ω∂∫ ]),ˆ,([ dVtc trV
ϕ dVtr t
V
ΣΩ∫ ),ˆ,(ϕ +    -
∫ Ω⋅Ω→Ω⋅⋅Ω
π
µϕ
4
')''(),','( dPtr s + dVtrs
V
),ˆ,( Ω∫ - dVj
V
∫ ⋅∇ r    (IV.9) 
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Since Eqn (IV.9) holds at an arbitrary non-reentry volume, the integrand at left hand side 
must equal to that at the right hand side:  
),ˆ,(')''(),','(./),ˆ,(
4
trsdPtrjcrr
t st
Ω+Ω⋅Ω→Ω⋅⋅Ω=Σ+∇+Ω∂
∂ ∫
π
µϕϕϕ r    (IV.10) 
Eqn (IV.10) is often called radiative transport equation (RTE). 
IV.2.2. Diffusion approximation of photon propagation 
Eqn (IV.10) contains radiance ),ˆ,( tr Ωϕ  as a function of solid angle, which is 
seldom a variable of direct experimental interest.  One can integrate Eqn (IV.10) over all 
solid angle to remove the angular dependence.  The energy change term, medium 
extinction term, stream term, and source term can be integrated respectively as:  
tc
trdtr
tc
dtr
tc ∂⋅
∂=ΩΩ∂
∂=ΩΩ∂
∂ ∫∫ ),()),ˆ,((),ˆ,(
44
φϕϕ
ππ
 
),(),ˆ,(
4
trdtr tt φϕ
π
Σ=ΩΣΩ∫  
Jdjdj
rrr
.).(
44
∇=Ω⋅∇=Ω⋅⋅∇ ∫∫
ππ
 
),(),ˆ,(
4
trSdtrs r=ΩΩ∫
π
 
 The integration of the scattering collection term can be modified by changing the 
order of integration to be ΩΩ⋅Ω→Ω⋅Ω⋅ ∫ ∫ ddPtrs )')ˆ'ˆ((),'ˆ,'(
4 4π π
ϕµ , which can be further 
reduced as φµ ⋅s  by applying normalization properties of phase function shown in Eqn 
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(IV.7) and the definition of flux rate: φϕ
π
=Ω⋅Ω∫ '),'ˆ,'(
4
dtr .  After collecting terms, we 
can obtain the so called radiation continuity equation as: 
),(),(),(/),( trStrtrJctr
t ra
=+⋅∇+∂
∂ φµφ r    (IV.11) 
 This equation does not contain angular dependent radiance ),ˆ,( tr Ωϕ , but it 
introduces two new terms of current density ),( trJ
r
 and flux rate ),( trφ .  Solving Eqn 
(IV.11) still needs either detailed information of the angular dependence of radiance 
),ˆ,( tr Ωϕ  or an approximated relation between current density, ),( trJr , and flux rate, 
),( trφ .  At the conditions of 1) linear scattering anisotropy, where radiance is linear with 
the solid angle, and 2) slow rate of change in current density ),( trJ
r
, the diffusion 
approximation relates flux rate ),( trφ , and current density ),( trJr  by: 
),(),( trDtrJ φ∇−=r      (IV.12) 
Analogous to the Fick’s law of diffusion, D in Eqn (IV.10) is correspondingly 
called photon diffusion coefficient, and the approximated relation between current 
density ),( trJ
r
 and flux rate ),( trφ  is called diffusion approximation.    
 
IV.3. Diffusion approximation of photon migration 
In this section, the derivation of the diffusion approximation from the two 
assumptions is summarized. 
 By multiplying RTE of Eqn (IV.10) with unit vector Ωˆ  representing the scattering 
direction and integrating over solid angle Ω , we can obtain: 
  
86
),(),()(),ˆ,(ˆˆ./),( 1
4
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where the integration of rate of energy change, source term, and medium extinction 
terms, in Eqn (IV.10) are respectively: 
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The integration of scattering cross section term can be simplified by first 
switching the order of integration and inserting 1)ˆˆ( '' =Ω⋅Ω  into the integrand: 
ΩΩ⋅Ω→Ω⋅Ω⋅Ω⋅Σ ∫ ∫ ddPtrs )')ˆ'ˆ(),'ˆ,'(ˆ(
4 4π π
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= '
4 4
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Since the scattering phase function of )ˆ'ˆ( Ω→ΩP  only depends on the relative 
orientation of original propagating direction vectors 'Ωˆ  and scattered direction Ωˆ , it can 
be written as a function of scattering angle, )( oP µ , where oµ=Ω⋅Ω ˆˆ '  is the cosine of 
scattering angle.  Then the scattering collection term equals to: 
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1
)( gdP ooo µµµ  is the scattering anisotropy.  The integration of the stream term 
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in Eqn (IV.10) contains a second order tensor, ΩΩ ˆˆ , and it cannot be further reduced 
without the information on the angular dependence ),ˆ,( tr Ωϕ . 
 ∫∫ ΩΩ⋅ΩΩ∇=Ω⋅∇ΩΩ
ππ
ϕϕ
44
),ˆ,(ˆˆ.)ˆ(ˆ dtrd     (IV.14) 
When radiance is only weakly dependent on the solid angle, or linear scattering 
anisotropy assumption holds, ),ˆ,( tr Ωϕ  can be approximated as a linear function of solid 
angle:  
Ω⋅+=Ω ˆ),(),(),ˆ,( trBtrAtr rϕ     (IV.15) 
where the scalar ),( trA  and vector ),( trB  can be determined by applying Eqn (IV.15) in 
the definitions for the flux rate ),( trφ  and current density ),( trJr  respectively to obtain: 
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By applying π
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above.  One can obtain A(r,t) and B(r,t)  as:  
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Therefore, with the assumption of linear anisotropy, radiance can be equivalently 
written as: 
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If we insert linear anisotropy approximation shown in Eqn (IV.20) above into 
Eqn (IV.14), we can obtain: 
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.  Subsequently, Eqn (IV.13) can than 
be simplified to be: 
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where sasttr gg µµµ )1( −+=−Σ=Σ  is usually called macroscopic transport cross 
section, or inverse transport mean free path, and ss g µµ )1(' −=  is also called isotropic 
scattering coefficient, or reduced scattering coefficient. 
The linear approximation of Eqn (IV.20) is also usually called P1 approximation, 
since the Eqn (IV.20) can also be derived from series expansion of phase function using 
first two Legendre polynomials: 1)(0 =oP µ  and ooP µµ =)(1 : 
)31(
4
1)( oo gP µπµ +=       (IV.22) 
Likewise, the P2 approximation or higher order approximations can also be 
obtained in a similar manner. 
If the first term in Eqn (IV.21) representing rate of change in the current density 
is much smaller in comparison with other terms, such that trcttrJ
trJ Σ<<∂
∂
),(
),(
rr
rr
, it can be 
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neglected.  Physically this means time rate of change in current density is much smaller 
than interaction frequency of radiation with the medium, and quasi-stationary 
approximation usually holds.  This approximation usually satisfies when the modulation 
frequency is less then GHz.   If there is no source presented in the control volume, Eqn 
(IV.21) can then be reduced to obtained the diffusion approximation shown previously 
as Eqn (IV.12), where 
tr
D Σ= 3
1  is the diffusion coefficient. 
Upon using diffusion approximation, we have derived so called photon diffusion 
equation, or one speed radiation diffusion equation for radiance balance: 
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The photon diffusion approximation above can be Fourier-transformed from time 
domain into frequency domain as: 
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In infinite media with a single point source located in the coordinate origin, 
photon density )(),(),( νφ hctrtrU ⋅=  at position r and time t can be obtained from the 
solution of above frequency domain diffusion equation: 
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where µeff = (µa/D)1/2; SDC, SAC, and φo are the average intensity, modulation amplitude 
and initial phase associated with point optical source.   
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In Eqn (IV.25), the optical source is assumed to be isotropic, emitting PDW 
uniformly in all directions.   In reality, most light emitted from the source fiber optic 
travels in the forward direction.  After experiencing a certain number of scattering events 
in a multiple scattering medium, light will propagate in a random direction and the light 
source can be deemed as isotropic.  It is shown that after light travels 10 times the 
isotropic transport mean free path (defined as 1/(µa + µs’)), it will propagate in a random 
direction.59,140, 141   Therefore, a fiber optic can be considered as an isotropic source if 
received light is observed at a point located 10 times of transport mean free path away.  
 The analytical solution of Eqn (IV.24) for a semi-infinite boundary condition and 
other boundary conditions have also been derived, and are presented elsewhere.142, 143 
 
IV.4. Light absorption in dense suspensions and interference approximation 
Interference approximation states that particle scatters light independently, and 
scattered light from different particles interferes in the far field.  Particles scatter with an 
effective scattering cross section, which depends on correlated particle positions.   
Under the statement of the interference approximation, correlated particle 
positions do not change the incident electromagnetic field in the near field, so the 
particle absorption efficiency, which corresponds to the electromagnetic wave scattered 
inwardly toward particle center, should remain the same.   
Therefore, the interference approximation implies that the absorption coefficient 
of a suspension varies linearly with its particle volume concentration: 
pavva ,)1( µφαφµ ⋅+⋅−=       (IV.26) 
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CHAPTER V 
V METHODS AND MATERIALS  
V.1. Physics of frequency domain photon migration instrumentation 
V.1.1. Physics  
Frequency domain photon migration (FDPM) 144, 145 has been demonstrated to be 
an effective probe of structure in opaque colloidal suspensions.6-8, 11  The typical FDPM 
setup used in measuring optical properties of a colloidal system has been detailed by 
Richter and Sevick.145,146  
 
Figure V.1 FDPM depends upon launching a photon density wave (PDW) via a fiber 
optic into a colloidal suspension and detecting phase shift and intensity attenuation as a 
function of source-detector separation distance at varying frequencies. 
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Briefly, FDPM depends upon launching a photon density wave (PDW) via a fiber 
optic into a colloidal suspension.  The average intensity (DC) and amplitude (AC) of the 
photon density wave attenuates and its phase shifts as the wave propagates away from 
the source.  The PDW propagating through the medium is collected by another fiber 
optic at a point located at known distances away from the source. The measurements of 
DC, AC and phase shift (PS) measured as a function of modulation frequency, ω,  and 
source-detector separation distance can be used to extract optical properties using a 
diffusion analysis of photon transport.  In the following, the data analysis of FDPM will 
be introduced after introducing FDPM instrumentation.  
V.1.2. FDPM instrumentation 
A typical schematic of point-illumination and point-detection FDPM 
instrumentation setup are illustrated in Figure V.2.    
Frequency domain photon migration requires a light source that generates the 
photon density wave modulated at the RF frequency range typically around 100 MHz.   
In this work, the intensity attenuation and phase shift of the propagating photon density 
wave are detected using heterodyning and referencing techniques to determine isotropic 
scattering and absorption coefficients through a diffusion analysis (introduced in the 
subsection of FDPM data analysis).   
In the following, we will provide description of FDPM instrumentation in the 
following order: 
1) Generation of incident photon density wave; 
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2)  Introduction of heterodyning technique for detecting phase shift of 
photon density wave; 
3) Introduction of referencing and relative measurement which enable 
calibration-free FDPM operation  
 
 
Figure V.2  Schematic of point-illumination and point-detection FDPM instrumentation 
set up, where the directly modulated laser diode is used as the light source. 
 
V.1.2.1 Generation of incident photon density wave 
There are a total of seven wavelengths used to conduct FDPM measurements in 
the work of this thesis.  The four red or near infrared wavelengths, (828, 785, 687, and 
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650 nm,) are provided from laser diodes (Thorlabs, CA).  The wavelengths of 568, 514, 
and 483 nm are provided from Argon-Krypton gas discharge laser (643 R-AR-A01, 
Melles- Griot Laser Group, Carlsbad, CA), since the laser diodes at these wavelengths 
were not available.   
 
 
Figure V.3  Generation of the incident photon density wave: (a) direction modulation by 
superimposing a RF signal on the laser diode DC bias current; (b) external modulation 
by passing continuous wave light through an external electro-optic modulator. 
 
The photon density waves at these wavelengths are generated in two ways.  The 
intensity of light emitted from laser diode is modulated by directly superimposing an 
amplified RF signal at the desired modulation frequency over the direct driving current 
(Figure V.3a).  The direct modulation requires the response of light source to be fast 
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enough to respond to the RF signal in the linear response region of laser diode, where the 
intensity of emitted light is proportional to the driving current.   With laser diodes as 
light source, a DC bias is adjusted to ensure a laser diode works in its linear region and 
to control its modulation depth, defined as the amplitude (AC) to the average intensity 
(DC) of the photon density wave. 
The gas-discharge laser cannot respond fast enough and does not respond linearly 
with an RF driving current; therefore it can not be directly modulated.  Hence, an 
external electro-optic modulator (Model:350-160, Conoptics, CT) was used to modulate 
continuous wave light emitted from the laser (Figure V.3b).  A typical electro-optical 
modulator contains a crystal, whose refractive index changes with the superimposed RF 
signal.   A polarized light traveling through the crystal experiences a modulated 
refractive index.  Upon passing through a polarizer after going through the crystal, the 
intensity of light may be controlled sinusoidally with the superimposed RF signal.   
Since the external modulator usually needs relative high voltage, a high gain amplifier (> 
40 dbm) is usually required to increase RF signal generated by the frequency 
synthesizer. 
In this work, the photon density wave provided by the directly modulated laser 
diode was more stable than that obtained from external modulation of light emitted from 
gas discharge laser.  
V.1.2.2 Heterodyning techniques  
Although light can be modulated by a RF to have a frequency at the order of 100 
MHz and a photon multiplier tube (PMT) can convert the photon density wave into RF 
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signal of same frequency, the converted RF signals cannot be directly acquired by a 
general data acquisition (DAQ) board (DAQCard-A1-16E-6, National Instruments, 
Austin, TX), which has at most a maximum scanning rate of 10 M scan/s/channel.  
Heterodyning techniques embed the information at the RF modulation frequency, 
ω, into a manageable heterodyned frequency,∆ω,  by mixing it with another signal of 
frequency ω+∆ω at the photomultiplier tube (PMT).  The photon multiplier tube thus 
acts as a signal mixer (Figure V.4).   
 
 
Figure V.4  Schematic of heterodyned mixer for detection of the amplitude (AC) and 
phase angle.  
 
The output signal from a PMT (shown in Figure V.4) is the product of two input 
signals: the intensity of detected light signal L, and the magnification gain control signal 
G.   The term, L, with the amplitude LAC represents the intensity of photon density wave, 
which is modulated at frequency ω and experiences a phase shift of θ as it propagates 
from the light source to a position with distance r to the light source; the term of LDC   
represents average intensity of modulated light.  
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 The gain modulation signal, G, which is generated from a phase-locked slave 
signal synthesizer at the modulation frequency of ω+∆ω, has the amplitude GAC and 
average signal level GDC: 
])cos[( instACDC tGGG θωω +∆++=     (V.2) 
where θinst is the phase delay associated with the instrumentation and does not originate 
from the propagation of photon density wave.  
The output of the mixed signal output, S, contains high frequency (2ω+∆ω, 
ω+∆ω, ω) components and a low frequency component at the frequency of ∆ω: 
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The mixed signal is sent over to a trans-impedance amplifier (TI-AMP) (Model 
70710, Stratford, CT), which acts as a low pass filter and blocks the high frequency 
component.  The surviving low frequency signal contains the phase shift, θ, and intensity 
properties, ACL , and ACD , relating to the original light signals: 
)cos(
2
θθω −+∆+= instACACDCDC tGLGLS    (V.4) 
The low frequency signal, ∆ω, typically in the range of 100 Hz- kilohertz, can be 
easily detected using a general DQA board, which acquires and digitizes the low 
frequency signal from analog output of a trans-impedance amplifier.147 
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 Heterodyning techniques allow the determination of phase and amplitude of high 
frequency signals through detecting the phase shift and amplitude of signals at a lower 
heterodyne frequency.  The average intensity, ACDC LL ,  amplitude 2
ACACGL , and the 
phase angle θθ −inst   of the acquired signal can be determined through a fast Fourier 
transform (FFT) analysis.  The information of light signal LAC, LDC, θ, are coupled with 
the information of the PMT modulation signal G, GAC, GDC, and the instrumentation 
information, θinst.  The amplitude, average intensity, and phase shift of light signal can 
be extracted though referencing techniques and relative measurement of the photon 
density wave at two different source detector separation distances. 
V.1.2.3 Referencing and relative measurement 
FDPM depends upon detecting the phase shift and intensity attenuation of the 
photon density wave as it propagates away from the light source.   Determination of θinst 
is not necessary, and the phase difference and intensity ratio as a function of source-
detector separation distance is of direct interest.  In our typical FDPM measurement, a 
reference channel is included to eliminate the phase shift introduced by the 
instrumentation, θinst.      
Figure V.2 shows two signal processing channels, a sample channel and a 
reference channel.  The modulated light beam at modulation frequency ω is split into 
two parts, and each part is delivered into one of the two channels.  Most of light is 
delivered into the sample via a fiber optic, and the propagating PDW is collected by 
another fiber optic delivered to a sample PMT.  The remaining light is sent to a reference 
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PMT directly (Figure V.2).  A PMT in each channel mixes the accepted light signal at 
modulation frequency ω with RF signal generated from a phase locked slave signal 
generator at the frequency of ω+∆ω.   
The mixed signals pass the TI-AMP for each channel, and the surviving low 
frequency components of both channels are acquired by the DAQ computer 
simultaneously.  The phase angles introduced by the instrument in the sample channel 
θinst and in the reference channel, θinst’, are different and are both dependent on the 
modulation frequency.   
Figure V.5 illustrates the scheme of referencing and relative measurements used 
in FDPM at two different source-detector separation distances, r1 and r2.  At each 
source-detector separation distance, the relative ratio for DC and AC between the sample 
and the reference channels and the difference in phase between the two channels are 
measured and termed as referenced measurements thereafter (Figure V.5).   
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Figure V.5  Schematic of referencing and the relative distance measurement to obtain 
the intensity attenuation and phase delay of photon density wave propagating from r1 to 
r2. 
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different source-detector separation distances, r1 and r2, are compared.  The relative 
amplitude and average, AC1/AC2, and  DC1/DC2,  and the relative phase difference θ1-θ2,  
at these two points r1 and r2 can be determined, eliminating the instrument-introduced 
phase shift θinst - θinst’ - θ’ , as well as amplitude and average intensity from reference 
channel AC’, and DC’ (Figure V.5).    
Upon taking the internal referencing and relative measurements, frequency 
domain photon migration does not need calibration for source intensity and 
instrumentation introduced phase shift.  In order to keep the measurements comparable, 
the instrument conditions, such as gains of PMT and TI-AMP, and alignment of the light 
should remain unchanged when the collecting fiber is shifted from r1 to r2.  
The relative measurement of amplitude, average intensity and phase shift at two 
more source-detector separation distance can be used to determine the isotropic 
scattering and absorption coefficients via a diffusion analysis that will be introduced in 
the following. 
V.1.3. FDPM data analysis  
The analytical solution Eqn (IV.24) of frequency domain photon diffusion 
equation shown as Eqn (IV.25) can be used to analyze AC, DC, and PS data measured at 
two or more source-detector separation distances.  From the solution of frequency 
domain photon migration equation (Eqn (IV.25)),  one easily identify the average 
intensity DC(r), amplitude AC(r), and  phase angle PS(r) as a function of  source-
detector separation distance r: 
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where c is the speed of light in the medium; ∆θinst is the instrumentation-introduced 
phase difference between sample channel and reference channel; and SAC, and SDC are 
the amplitude and average intensity associated with the source.  If we select ro as the 
reference measurement position, the relative values of AC, DC and PS detected at r with 
respect to the measurements at ro can be calculated:   
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   The experimentally determined values of relAC  and relDC  in the left hand sides of 
Eqns (V.8) and (V.9) do not depend on the amplitude and average intensity of the light 
source.   Furthermore, the relative phase in the left hand side of the Eqn (V.10) is not 
associated with the phase introduced by instrumentation, ∆θinst.   
Upon applying any two of these three equations, we can determine the optical 
properties of aµ  and 'sµ  from FDPM measurement at two different source-detector 
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separation distances, r and ro.  Usually, the data measured by FDPM are superfluous, 
and there is more than one way to analyze FDPM experiments of AC, DC, and PS to 
obtain optical properties via Eqns (V.8) through (V.10).94,95  For example, FDPM 
measurements can be repeated multiple times at each modulation frequency and each 
source-detector separation distance in a matter of seconds due to high data acquisition 
rate of computer controlled devices, and one can conduct FDPM measurements at 
multiple distances, and multiple modulation frequencies.  Based on how one obtains aµ  
and 'sµ   from the superfluous measurements of AC, DC, and PS, one can classify 
FDPM data analysis methods into one of two classes: multiple frequency or multiple 
distance methods.10  Multiple frequency methods determine  aµ  and 'sµ  from FDPM 
measurements of AC, DC, and PS at two different source-detector separation distances, 
but at multiple frequencies in order to minimize the experimental error;  and multiple 
distance methods determine aµ  and 'sµ  from measurements of AC, DC, and PS at 
multiple distances but at a single modulation frequency. 
V.1.3.1 Multiple frequency methods 
With multiple frequency methods, one determines the measurements of   relAC , 
relDC , and relPS  as a function of modulation frequency, ω, at 2 source-detector 
distances, r and ro.  Parameter estimates of aµ and 'sµ  are obtained by minimizing the 
differences between experimental and calculated measurements of relAC , relDC , and 
relPS .  In general the estimates of aµ and 'sµ   are determined by minimizing the error 
function: 
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where iω  is the modulation frequency;  )(,exp iitAC ω , )(,exp iitDC ω ,and )(,exp iitPS ω  are 
the average experimental measured relative amplitude, relative average intensity;  
relative phases and, )(, iitheoAC ω , )(, iitheoDC ω ,  and )(, iitheoPS ω   are  the calculated 
values respectively; iAC ,σ , iDC ,σ , and iPS ,σ  are the standard deviations in the repeated 
measurements.  For convenience, the subscription of “rel” is not written in Eqns (V.11) 
and (V.12).  In this work, we repeated measurements at least 10 times, and the standard 
errors were within 0.5% of the corresponding measured values.   
Not all of measured values for relAC , relDC , and relPS  are required in order to 
determine the optical properties for a sample.  Theoretically, any one of kind of the 
measurements from relAC , and relPS , is sufficient to determine aµ  and 'sµ .   Certainly, 
any other combination of measurements from relAC , relDC , relPS  can also be used in the 
error function.   Alternatively, one can combine relAC  and relDC  measurements into the 
modulation ratio, 
rel
rel
rel DC
ACMod = , and one can minimize the error function: 
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Using synthetic FDPM data, Pham et al. 95 obtained optical properties from three 
different combinations: 1) PS only; 2) AC only; 3) PS and AC.  They found that 
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simultaneous regression of synthetic AC and PS data provided the most accurate and 
robust way for determining aµ  and 'sµ .  Fishkin et al. concluded from their 
experimental investigations that the combination of DC and PS offers comparable 
accuracy and precision with the combined AC and PS data.148 
None of the relative measurements of relAC , relDC , relPS  shown in the Eqns 
V.8 through V.10 are a linear function of aµ  and 'sµ ,  and determination of aµ  and 'sµ   
using multiple frequency methods requires by minimizing the error function of Eqn 
(V.11) or (V.12) non-linearly.  Consequently, the propagated error due to measurement 
deviation can not be evaluated analytically, and the unique solution to aµ  and 'sµ    can 
not be guaranteed by the local search approaches. In addition, the nonlinear regression 
usually takes a longer computational time.  Using the multiple distance method, these 
disadvantages can be avoided. 
V.1.3.2 Multiple distance methods 
 One can also convert the Eqns (V.8) through (V.10) by taking logarithm to 
obtain:   
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An examination of these three equations shows that the left hand sides are linear 
with the relative source-detector distances (r - ro).  The proportionality constants, or the 
slopes, can be determined from linear regressions using: 
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where the ACrel,i, DCrel,i, and PSrel,i  are the relative AC, DC, and PS values measured at 
source detector position ri  relative to that measured at the common reference position ro.  
The slopes obtained from the linear regressions of the left hand sides of Eqns (V.13) 
through (V.15) against (r - ro) are functions of aµ  and 'sµ  only:   
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   If any two of three slopes from kDC, kAC, and kPS, are known, one can 
simultaneously determine the numerical values for aµ  and 'sµ  analytically from any 
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two of the three equations above.  When all three slopes are used, the relation is 
redundant, and µa and µs’, can be extracted from parameter estimation by non-linearly 
minimizing the error function: 
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where tACk exp, , tDCk exp, , and tPSk exp,  are slopes determined from the FDPM 
measurements of AC, DC, PS  with respect to relative distance, (r-ro); theoACk , , theoDCk , , 
and theoPSk ,  can be  theoretically calculated from Eqns (V.19) through (V.21).   Since 
Eqns (V.19) through (V.21) just contain two unknowns of µa and µs’,, an additional 
relation exits : 
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where K is called criteria parameter, and can be used to check the consistency of 
experimental data.10   
V.1.3.3 Combination of multiple distances and multiple frequencies methods 
Due to the high efficiencies and high rate of computer controlled devices in data 
collection, FDPM measurements of AC, DC, and PS are redundant.  Upon conducting 
FDPM at multiple distances and also at multiple frequencies, multiple frequency and 
multiple distance methods can be combined in order to give most accurate and most 
robust characterization of the optical properties of a sample (Figure V.6).    
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Figure V.6 shows two different ways to determine µa, and µs’ from redundant 
FDPM measurements at frequency ω1, ω2 through ωn, and at distance ro, r1, … rm.  By 
taking multiple frequency method first, µa and µs’ can be determined from nonlinear 
regression of AC, DC, and PS measured at any source-detector separation distance, from 
r1 through rm  with ro as the reference.   
 
 
Figure V.6  FDPM data analysis using combined multiple distance and multiple 
frequency methods. 
 
The values of µa and µs’ determined at different source-detector separation 
distances are analyzed to obtain the mean values as the final results.  Alternatively, one 
can take multiple distance analysis first by calculating µa and µs’ from the regressed 
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slopes of DC, AC, and PS at each modulation frequencies ωi, and then values of µa and 
µs’ determined at all modulation frequencies can be averaged to obtain the final results. 
V.1.3.4 Combination of AC, DC, and PS 
Not all measurements of AC, DC, and PS are required in order to determined µa 
and µs’.  In the multiple frequency methods, only one of them is necessary in order to 
determine the value of µa and µs’; in multiple distance methods, any two measurements 
of AC, DC, and PS are needed to generate two equations to solve for obtaining µa and 
µs’.  Therefore, there are multiple choices to select what measurements in order to obtain 
µa and µs’. 
Depending upon the accuracy and precision of DC, AC, and PS in FDPM 
measurements, the final numerical values of the obtained aµ  and 'sµ  may be 
significantly different depending on the data analysis method and selected measurements 
for data analysis.  The data analysis and experimental conditions must be optimized to 
ensure the validity of FDPM for determining optical properties of suspensions. 
V.1.4. Optimization of FDPM measurement 
In determining the optimum experimental conditions and best data analysis 
scheme, we conducted FDPM measurements of light scattering and absorption for a 
typical polystyrene latex at a wide range of frequencies ranging from 10 to 100 MHz 
with increments of 5 MHz, and at 11 source-detector separation distances ranging from 
0.7 to 1.5 cm.  From the FDPM-measured DC, AC, and PS, multiple distance and 
multiple frequency analyses are both used to extract the isotropic scattering coefficients, 
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which were then compared with the theoretical prediction using Percus-Yevick hard 
sphere model.    
The mean size of the polystyrene latex was 143 nm with standard size deviation 
of 22 nm, which was cleaned using dialysis and conditioned to the ionic strength of 120 
mM NaCl equivalent to screen the long-ranged ESI.   
V.1.4.1 FDPM measurements of AC, DC, and PS 
The frequency domain photon migration measurements of AC, DC, and PS at 
multiple source-detector separation distances and multiple modulation frequencies are 
illustrated in Figures V.7 through V.9 respectively. 
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Figure V.7  FDPM measurements of AC in volts, which is proportional to the amplitude 
of the detected photon density wave. 
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Figure V.8  FDPM of DC in volts, which is proportional to the average intensity of the 
detected photon density wave. 
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Figure V.9  FDPM measurements of relative PS in degree with regard to the reference 
source-detector separation distance ro. 
 
The standard error of the FDPM measurement of AC, DC, and PS are generally 
within 0.5% of the measured values, where the standard error is defined as the ratio of 
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standard deviation to the mean value.  The standard error in AC, DC, and relative PS 
measurements shown in Figures V.7 through V.9 are presented in Figures V.10 through 
V.12 respectively. 
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Figure V.10 Standard error for the AC measurements shown in Figure V.7. 
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Figure V.11 Standard error for the DC measurements shown in Figure V.8. 
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Figure V.12 Standard error for the relative phase measurements.  
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 FDPM measured AC, DC, and PS can be used to determine optical properties via 
either multiple frequency methods or multiple distance methods. 
V.1.4.2 Multiple frequency methods 
Multiple frequency methods were first used to analyze FDPM measurements of 
AC, DC, and PS.   There are multiple choices in selecting source-detector separation 
distances and selecting properties from AC, DC, and PS measurements to minimize the 
corresponding error function (Eqn (V.11)) for the determination of µa and µs’.  We 
compared a total of 9 combinations of measured properties:  
• AC only   
• PS only 
• Mod only 
• AC and DC  
• AC and Mod 
• AC and PS 
• DC and Mod 
• DC and PS 
• AC, DC and PS 
At each possible choice listed above, the FDPM measurements at the source-
detector separation distance ro=0.7 cm were chosen to be the common reference source-
detector separation distance for all the measurements conducted at all other distances.  
At each distance other than ro, measurements at all modulation frequencies are included 
in the error function of Eqn (V.11) or (V.12) in the parameter estimation.  The two 
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unknowns, aµ  and 'sµ , are then determined by minimizing the corresponding error 
function using the Matlab fminsearch.m function, in which the Nelder-Mead direct 
search method is applied in parameter estimation.149  Convergence of iteration was 
achieved when the change in the norm for the unknown optical properties and the 
change in the error function in the consecutive two iterations were both less than 10-6.  
The determined isotropic scattering coefficients from varies combinations of 
experimental properties are shown in the Figure V.13.    
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Figure V.13 Isotropic scattering coefficients calculated from PY-HS model (dashed line)  
and those  from multiple frequency analysis (symbols) of FDPM measurements, where 
the ro is selected to be 0.7 cm at source detector separation distances from 0.7 to 1.5 cm. 
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Figure V.13 shows that the isotropic scattering coefficients from various 
combinations of measurements (except from modulation (Mod) only) do not vary 
appreciably with the source-detector separation distance.  
We noted that the minimum source-detector separation distance r is 7 mm, which 
is much greater than the minimum separation distance to ensure that the diffusion 
approximation is satisfied.140, 141 
The averages and standard deviations of the isotropic scattering coefficients 
(shown in Figure V.13) at varying source-detector separation distances are summarized 
in Table V.1. 
Figure V.13 shows that values of 'sµ  determined from regression of modulation 
data alone at varying source-detector separation distance (denoted as empty square) have 
the largest standard deviation, about a quarter of the measured values (Table V.1)   
 
Table V.1 The averages and standard deviations for the isotropic scattering coefficients 
estimated using multiple frequency methods at varying distances. The PY-HS model 
prediction of the isotropic scattering coefficient is 105.3 (1/cm). 
 
 Mod PS AC 
AC, 
DC 
AC, 
Mod 
AC, 
PS 
DC, 
PS 
Mod, 
PS 
AC,DC, 
PS 
Average 
(1/cm) 129.5 115.7 96.3 94.2 94.5 104.3 105.0 116.0 104.5 
Standard 
error 
23.0% 9.9% -8.5% 10.5% 10.2% -1.0% -0.3% 10.2% -0.7% 
Standard 
deviation 
(1/cm) 
20.3 4.2 5.2 5.0 5.0 4.3 4.3 4.2 4.4 
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Table V.1 also shows that the averaged isotropic scattering coefficients, 'sµ , 
determined from the values of PS alone (solid squares) at all source-detector separation 
distances are overestimated (by about 10%) in comparison to the PY-HS model 
prediction, while 'sµ  are underestimated if they are determined from one of these three 
combination of values: 1) AC measurements alone (solid circle); 2) both AC and DC 
measurements (solid triangle); and 3) both AC and Modulation ratio.  The 'sµ   obtained 
from these three selections of the intensity properties (AC, and DC) are similar, and 
underestimate the scattering coefficient by about 10%.  The values of 'sµ  obtained from 
the combinations of 1) AC and PS, 2) DC and PS, and 3) AC, DC, and PS measurements 
are systematically similar, and the relative error with respect to the PY-HS model 
predictions is within 1%.     
Both Figure V.13 and Table V.1 show that the estimated values for 'sµ  from the 
both measurements of modulation and PS are consistently similar with those estimated 
from PS measurement alone at all the source-detector separation distances.  The 
similarity results from the fact that the modulation ratio only changes slightly as the 
photon density wave propagates from the light source.  Therefore, a smallest error in 
modulation ratio arising from error in AC and DC measurements may generate a 
significant relative error in the measured demodulation of propagating photon density 
wave.  Therefore, the demodulation in Eqn (V.11) is less weighted due to its large 
relative error in comparison to AC, DC, and PS measurements and including the 
modulation properties in the error function does not impact the error function 
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significantly.  This may also be the reason that the 'sµ  obtained from the modulation 
alone has the largest standard deviation.    From the inspection of the relative 
measurement error shown in the Table V.1, the combination of the AC or/and DC with 
the PS gives the most accurate estimation of the isotropic scattering coefficients.   
In summary, the isotropic scattering coefficients obtained from the combined 
measurements of AC and PS (empty triangle), DC and PS (open circle), as well as AC, 
DC, and PS (horizontal bar), are consistently similar, and match the PY-HS model 
prediction.   
Table V.1 shows that the standard deviations obtained from a combination of PS 
with AC or DC are slightly less than those obtained from intensity properties only.  
Therefore, using PS combined with AC or DC can generate most accurate and most 
precise measurement of the isotropic scattering coefficients in multiple frequency 
analysis.     
V.1.4.3 Multiple distance methods 
The multiple distance analysis methods require any two equations from Eqns 
(V.19 through V.21) to solve for the aµ  and 'sµ  analytically from the regressed slopes.  
Using multiple distance methods, the isotropic scattering coefficients are determined for 
the following combination of FDPM measurements: 
• AC and DC  
• AC and Mod 
• AC and PS 
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• DC and Mod 
• DC and PS 
• AC, DC and PS 
The obtained isotropic scattering coefficients are presented in the Figure V.14.  
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Figure V.14 Isotropic scattering coefficients obtained from monodisperse PY-HS model 
and those regressed using multiple distance methods at a modulation frequency range 
from 10 to 100 MHz with an increments of 5 MHz. 
 
Similar to the values determined from multiple frequency methods, Figure V.14 
shows that the combinations of AC and PS, DC and PS, as well as the combination of 
AC, DC, and PS give similar and consistent estimation of 'sµ , which are close to the 
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values predicted by PY-HS model prediction.  Figure V.14 also shows that data analysis 
using PS over predicts isotropic scattering coefficient, and an analysis using AC and DC 
leads to an underestimation of the isotropic scattering coefficient.  This agrees with the 
results obtained from multiple frequency methods.   
The averages and standard deviation of the isotropic scattering coefficients 
evaluated using multiple distance methods at varying frequencies (shown in Figure 
V.14) are summarized in Table V.2. 
 
Table V.2 The averages and standard deviation for the isotropic scattering coefficients 
estimated using multiple distance methods at frequencies from 10 to 100 MHz and the 
distance varying from 0.7 to 1.5 cm. 
 
 AC,DC DC,PS AC,PS AC,DC, 
PS 
AC, 
Mod 
DC, 
Mod 
Mod, 
PS 
Average 
(1/cm) 
91.4 103.6 101.2 102.5 88.8 88.6 124.3 
Relative 
error 
-13.2% -1.6% -3.9% -2.6% -15.7% -15.9% 18.0% 
Standard 
Deviation 
(1/cm) 
5.9 2.4 1.4 2.0 3.2 3.2 4.7 
 
From the Table V.2, one can identify that 'sµ  determined from intensity 
measurements, AC, DC, or Modulation ratio, are underestimated.  An examination of 
Figure V.14 shows that the changes in measured scattering coefficients with the 
increasing modulation frequency are subject to systematic error. The values of 'sµ  
obtained from the AC and PS, DC and PC, as well as AC, DC, and PS have the tendency 
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to increase with the increasing modulation frequency.  The reason for the dependence of 
the obtained 'sµ  on the modulation frequency may result from the unaccounted 
frequency-dependent instrument function.  Figure V.14 shows that at the modulation 
frequencies from 50 to 100 MHz, the FDPM determined 'sµ  from the AC and PS, DC 
and PS, and both AC, DC, and PS  match the PY-HS model prediction, suggesting the 
frequency range from 50 to 100 MHz is more suitable to conduct FDPM measurement of 
isotropic scattering coefficient.   We calculated the mean and deviation of the isotropic 
scattering coefficients evaluated using multiple distance methods at frequencies from 50 
to 100 MHz, and the obtained mean, standard error in percentage, and standard deviation 
are presented in the Table V.3. 
 
Table V.3 The averages and standard deviation for the isotropic scattering coefficients 
estimated using multiple distance methods at frequencies from 50 to 100 MHz. 
 
 AC,DC DC,PS AC,PS AC, DC, PS 
AC, 
Mod 
DC, 
Mod 
Mod, 
PS 
Average 
(1/cm) 
94.6 94.6 102.2 94.6 105.5 117.7 104.1 
Relative 
error 
-10.2% -10.2% -2.9% -10.2% 0.1% 11.8% -1.2% 
Standard 
Deviation 
(1/cm) 
1.4 1.4 0.8 1.4 1.2 1.1 1.2 
 
Table V.3 shows that at modulation frequencies between 50 and 100 MHz, 
isotropic scattering obtained from 1) DC and PS, 2) AC, DC, and PS, 3) AC, DC, and PS 
measurements give the most precise measurement of isotropic scattering coefficients.  
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With smallest standard error (shown in Table V.3), data analysis using AC and PS can 
generate an estimate of isotropic scattering with both accuracy and precision.  
V.1.4.4 Summary of FDPM data analysis 
The data analysis using intensity measurements of AC, DC, and modulation ratio 
tends to underestimate scattering data, and data analysis using PS tends to overestimate 
the scattering coefficients.   The data analysis using a combination of AC or/and DC with 
PS in both multiple frequency methods and multiple distance methods can give accurate 
and consistent estimation of scattering data. The precision associated with using AC and 
PS, or DC and PS may result from the compromise between the overestimation from PS 
measurements and underestimation form the intensity measurements of AC, DC 
measurements.  
Since multiple distance methods are based on linear regression followed by an 
analytical solution from the regressed slopes, the estimation error is tractable. 
Furthermore, isotropic scattering coefficients determined from PS combined with AC or 
DC measurements at the frequencies range between 50 to 100 MHz consistently match 
the PY-HS model prediction (shown in Figure V.13) and agree with the values 
determined from multiple frequency methods.  The multiple distance analysis of PS and 
AC or DC measurement is used throughout the work presented in this thesis 
Although, there is potential error associated with the assumed PY-HS prediction,  
the  above analysis has been repeated using monodisperse polystyrene suspensions 
(600± 5nm) at the particle volume fraction less than 2%  in order to guarantee 
independent scattering.  These latter results also support the conclusion that multiple-
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distance methods using either AC or DC with PS measurement at the modulation 
frequencies of 50 to 100 MHz provide the most accurate and robust evaluation of optical 
properties. 
In this section, the suitable data analysis methods and optimum frequency range 
for FDPM measurements have been identified by comparing the value of isotropic 
scattering coefficient from PY-HS model prediction with those obtain from FDPM 
measurements of actual polystyrene samples. The details about sample preparation and 
characterization will be detailed in the next section.   
 
V.2. Sample preparation and material characterization  
The polystyrene lattices were obtained from Dow Chemical Company (Midland, 
MI) in concentrated water dispersions with the volume factions between 0.45~0.60.  
They were first dialyzed using a membrane tube (Spectra/Pro: MWCO 6-8,000, 
Spectrum laboratories, Inc.) in ultra-filtered-deionized water (W-20, Fisher) to remove 
ions and the surfactants, which had been added to stabilize the suspension. The dialyzing 
water was changed every 8~12 hours until the conductivity of the equilibrium dialyzing 
water was less than 6 ppm NaCl equivalents, as measured using a titration controller 
(Fisher, Accumet Model 150).  The volume fractions of polystyrene lattices were 
measured using an evaporation method, which involves weighting samples using a 
1/10000g resolution balance (Denver Instrument M-220D) before and after they were 
dried in an oven (Model 280A, Fisher) for 8 hr at 95°C.  Weight loss due to water 
evaporation was used to calculate volume fraction.   In order to keep the volume fraction 
as high as possible, 3 or 4 strips of plastic cable ties were used to bind around the 
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membrane tube to restrict the membrane expansion under increasing osmotic pressure 
associated with the dialyzing process.  The dialyzed polystyrene lattices were then 
diluted to the desired volume fractions using final dialyzing water.  2 M sodium chloride 
solution (S1240, Spectrum Chemical Mfg. Corp.) was then added to adjust the 
suspension to desired ionic strengths.  Volume fractions of samples were recalculated 
after the addition of NaCl solution. 
V.2.1. Particle size measurements 
The mean sizes of the polystyrene lattices were measured using dynamic light 
scattering (Zetasizer 3000HS, Malvern) after the sample was diluted in 0.1 M NaCl 
solution.  The values were 143 nm for Dow 755 (latex A) and 226 nm for Dow 788 
(latex B), as shown in Table V.4.  The standard size deviation for latex A was 
determined by digitizing images acquired using TEM (Zeiss 10C), and analyzing the size 
distribution using Image Pro software (Image Pro 3.0, Cybernetics).  A typical image of 
TEM is shown in Figure V.15.  
The magnification used in the TEM measurement was about 50,000X.  Three 
different images were taken and processed for a total number of particles > 300 in order 
to estimate the spread of particle sizes accurately.  Since no size standard was included 
in the TEM measurement, and the particle size could not be directly determined from 
TEM with accuracy, the mean particle size was determined using dynamic light 
scattering (Zetasizer 3000HS, Malvern).    
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Figure V.15  TEM image of polystyrene latex B, with magnification about 50,000X. 
 
 
V.2.2. Determine intrinsic particle charge using conductometric titration  
The intrinsic surface charges of particles refer to the charges resulting from 
ionization of ionizable groups on the particle surface.  The intrinsic surface charges of 
polystyrene were measured using the conductometric titration method after polystyrene 
lattices were cleaned by dialyzing and ion-exchanging processes.150-152 
The polystyrene lattices were first dialyzed using ultra-filtered deionized- water, 
until the conductivity was less than 600 ppm NaCl equivalent.  The dialyzed polystyrene 
lattices were diluted using ultra-filtered-deionized water to volume fraction about 2~5%.   
The dialyzed polystyrene with suitable volume fraction was then passed through ion 
exchange column fed with mixed ion exchange resin (AG 501-X8(D), Bio-Rad 
500 
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Laboratories, CA) repeatedly until the conductivity of the polystyrene lattices reached a 
constant value (Figure V.16). 
 
 
Figure V.16  Dialyzed polystyrene latex with suitable volume fraction was first passed 
through a mixed bed ion exchange volume, and then the conductivity is measured using 
a probe with addition of NaOH solution. 
 
The ion exchanged polystyrene latex was then titrated with 100 mM NaOH with 
conductivity monitored by a titration controller (Fisher, Accumet Model 150).  The 
physics behind conductometric titration is briefly introduced in the following. 
After dialyzing and ion-exchange cleaning with a mixed bed ion-exchange resin, 
the concentration of surfactant and ions (except the H+) are minimized, and negatively 
charge polystyrene particles are neutralized by positive H+.  The amount of H+ exists in 
the solvent equal to the amount of total surface charges carried by the suspended 
Mixed  bed ion 
 exchange 
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NaOH 
Solution 
Conductivity 
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Polystyrene 
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127
polystyrene particles.  With the addition of NaOH, the added OH- ions combine with H+  
ions to form H2O, while Na+ (with amount equivalent to the reacted OH-) builds up in 
the solvent  (as shown in Figure V.17).   
 
 
Figure V.17  Principles for the conductometric titration: with the addition of NaOH 
solution, the added OH- ions combine with H+ ions to form H2O while Na+ ions build up 
in the solution.  Since the mobility of Na+ is less than that of H+, the conductivity of the 
dispersion decreases with the addition of Na+ until H+ in the solvent is depleted. 
 
The conductivity of a solution is proportional to the concentration and mobility 
of ions.  Since the mobility of Na+ is less than that of H+, the contribution of Na+ to the 
solution conductivity is less than that of same amount of H+.  Therefore, the conductivity 
of the polystyrene latex decreases with the addition of Na+ until all of H+ existed in the 
solvent is depleted in the titration process.    After the conductivity of the suspensions 
reached a minimum, continuous addition of NaOH will cause the conductivity of the 
suspension to increase linearly due to the excesses of added Na+ and OH-. A typical 
conductometric titration curve is illustrated in Figure V.18, where the polystyrene 
sample used was Dow 788 (Latex B). 
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Figure V.18  Conductometric titration curve for the  polystyrene latex  with the mean 
particle size of 143 nm and standard size deviation of 22 nm at the volume fraction of 
0.022 titrated using NaOH solution  (0.023M). 
 
From the amount of the NaOH added at the minimum conductivity curve, the 
amount of H+ existed in the suspension before the titration can be determined.  Upon 
assuming the total surface charges in electron charges for all latex particles in the 
suspension equals to the number of H+ existing before titration, the average intrinsic 
particle surface charge can be calculated by dividing the total amount of Na+ added at 
the minimum conductivity by the total number of latex particles in the suspension.    The 
surface charge density can be determined by dividing average surface charge by the 
mean particle surface area.  
The intrinsic surface charges, and the charge density obtained from the 
conductometric titration are also included in the Table V.4.   
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V.2.3. Measurement of zeta potential 
Currently, we are not aware of direct methods for measuring effective surface 
charge or electrostatic potential at particle surface.   Zeta potential, the potential at the 
shear plane, is frequently used to indicate electrostatic potential at the particle surfaces 
(Figure V.19). 107 
   
Figure V.19  Zeta potential refers to the electrostatic potential at the particle shear 
plane or slippery plane.  Micro ions within the space between the shear plane and 
particle surface moves with the particle, and ions outside of shear plane can move with 
suspending fluid.  
 
  Zeta potentials are typically measured using electrophoretic method that measures 
the electrophoretic mobility of particles in a dilute suspensions (typically with particle 
volume fraction <0.1%).  The electrophoretic mobility, U, is defined as the ratio of 
velocity of particle, v,  to the external electric field, E: 
Surface 
Potential Zeta 
Potential
ψo
ζ
Shear plane
Stern layer 
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E
vU =      (V.24) 
 The measured mobility can be related to the zeta potential, ς ,  through: 
opED
vF
ε
ης =      (V.25) 
where η and εo  are the viscosity and electric permittivity of the solvent respectively; F is 
a constant depending upon ionic strength.   
 In the work of this thesis, the zeta potentials for the two lattices were measured 
using electrophoretic method (Zetasizer 3000HS, Malvern, UK) after the dialyzed 
polystyrene lattices were diluted in 120 mM NaCl solution.  The measured Zeta 
potentials for both lattices are also presented in the Table V.4. 
From the measured zeta potential, ζ, the effective surface charge, zeff, can be 
estimated from the analytical solution of Poisson-Boltzmann equation numerically.53  
The Poisson-Boltzmann equation can also be solved with certain assumptions.  The 
Smoluchowski approximation can be applied when thickness of electric double layer κ-1 
is thin in comparison to the particle radius R, such that κR >100, while Debye-Hückel 
approximation assumes low surface potential and thick electric double layer with  κR < 
0.1.  The value of F in the Eqn (V.25) should be selected to be 1 at Smoluchowski 
approximation and selected to be 1.5 when Hückel approximation is used.  Generally, 
the thickness of the double layer surrounding a colloidal particle is between these two 
extreme cases.  
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Table V.4  The properties of polystyrene lattices 
 
Commercial Name Dow 788 Dow 755 
Polystyrene latex A B 
Mean Size (nm) 143  226  
Size deviation (nm) 22 (TEM) 43 (DLS) 
Zeta Potential (mV) 72 48 
Mean Surface Charge (e.c.) 26,000 142000 
Mean Surface charge Density (mol/m2) 6.3 E-7  1.2 E7 
  
 
In Chapters III and IV, we have introduced structure factor models addressing 
colloidal structure and photon diffusion theory respectively.  In this chapter we 
introduced FDPM data analysis and sample preparation and characterization methods.   
In the next chapters, we will compare the model predicted isotropic scattering 
coefficients with those determined from FDPM measurements using multiple distance 
methods, in order to test different structure factor models and investigate particle 
interactions.  The next Chapter will compare the isotropic scattering coefficients 
predicted from two different analytical structure factor models, MSA-PM and MSA-
HSY, which consider electrostatic interaction.  The isotropic scattering coefficient 
measured using FDPM will be presented in Chapter VII. 
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 CHAPTER VI 
VI MSA STRUCTURE FACTOR MODELS WITH ELECTROSTATIC 
INTERACTIONS  
 
VI.1. Introduction 
Chapter III showed that isotropic scattering coefficients from concentrated 
suspensions can be predicted by combing the Mie theory for calculating the form factor 
with an approximate structure factor model typically obtained from solving O-Z 
equation.  In concentrated suspensions, the correlated particle positions have strong 
impact on their isotropic scattering coefficients.  The accuracy of estimated scattering 
coefficients strongly relies on the accuracy of structure factor model used.   
The accuracy for a structure factor model in predicting correlated particle 
positions depends on both the closure relation to O-Z equation as well as the model 
describing particle interaction potentials.  Salgi and Rajagopalan reviewed the structure 
factor model with an emphasis on PY-HS model.111 Nägele reviewed investigation on 
structure of colloidal systems with significant electrostatic interactions.153  The mean 
spherical approximation (MSA), shown as Eqn (III.19) is the most extensively used 
closure relation in investigating colloidal particle interactions.  The electrostatic 
interaction among charged colloidal particles can usually be modeled by hard sphere 
Yukawa (HSY) or primary model (PM) interactions, which are introduced in the first 
section of Chapter III as Eqn (III.4) and Eqn (III.3) respectively. 
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  With the mean spherical approximation (MSA), Hayter and Penfold154 and later 
Herrera et al.122 each provided a structure factor model based on the hard sphere Yukawa 
(HSY) interaction model for one component Yukawa system.  Using primary model 
(PM) interaction, Hiroike128, 129 developed an explicit expression for the direction 
correlation function, )(rcij , whose 3D Fourier transform )(qcij can be used to 
analytically calculate the structure factor via Eqn (III.13) and Eqn (III.14).  
  In the following section, we investigate these three MSA structure factor models by 
comparing their predictions of isotropic scattering coefficients.  The synthetic data were 
generated for monodisperse suspensions of diameter of 143 nm, and refractive indices of 
the particle and suspending fluid were chosen to be 1.59 and 1.33 respectively. These 
refractive index values correspond to the aqueous polystyrene suspensions used in the 
experimental work presented in the next Chapter.  
VI.1.1. MSA-HSY provided by Hayter and Penfold 
Hayter and Penfold154 provided an analytical structure factor model using mean 
spherical approximation associated with hard sphere Yukawa interactions (MSA-HSY).  
The isotropic scattering coefficient predicted using Eqn (III.25) with Hayter and 
Penfold’s structure factor model are illustrated in the Figure VI.1 as a function of 
wavelength, where the diameter of particles are 143 nm.   
Figure VI.1 shows that the isotropic scattering coefficients predicted using 
Hayter and Penfold’s model vary with change in surface charge z (electron charge) at all 
the 4 cases: (a) at the ionic strength of 5 mM NaCl equivalent and the volume fraction of 
0.05; (b) at the ionic strength of 5 mM NaCl equivalent and the volume fraction of 0.15; 
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(c) at the ionic strength of 5 mM NaCl equivalent and the volume fraction of 0.32; (d) at 
the ionic strength of 25 mM NaCl equivalent and the volume fraction of 0.32.  
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Figure VI.1 Isotropic scattering coefficient predicted by MSA-HSY model versus (Hayter 
and Penfold)  wavelength at varying effective surface charges, z, in electron charge with  
(a )at the ionic strength of 5 mM NaCl equivalent and the volume fraction of 0.05; (b) at 
the ionic strength of 5 mM NaCl equivalent and the  volume fraction of 0.15; (c) at the 
ionic strength of 5 mM NaCl equivalent and the volume fraction of 0.32; (d) at the ionic 
strength of 25 mM NaCl equivalent and the volume fraction of 0.32. 
 
The sensitivity of changes in the predicted isotropic scattering coefficients 
depends upon the wavelength, ionic strength, and volume fraction.  Therefore, Hayter 
and Penfold’s structure factor model successfully predicts the change in isotropic 
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scattering coefficients in response to the changing ionic strength and surface charge at 
varying wavelength.   
Figures VI.1c and VI.1d show the predicted isotropic scattering coefficients at 
the volume fraction of 0.32 but at different ionic strength.  The predicted isotropic 
scattering coefficients at the ionic strength of 5 mM (Figure VI.1c) NaCl equivalent vary 
with a larger amplitude as the particle surface charge increase from 0 to 1000 electron 
charge than those at the ionic strength of 25 mM  even the particle surface charge 
increases from 0 to 2000 electron charges (Figure VI.1d).  Hayter and Penfold’s model 
predictions of isotropic scattering predicted show a higher sensitivity to the changing 
surface charge at 25 mM NaCl equivalents than those at a lower ionic strength of 5 mM 
NaCl.  Therefore this structure model reflects to some extent the screening effects due to 
presence of micro-ions to the long-ranged electrostatic interaction.   
Our investigation verified that at the surface charge, z=0, the isotropic scattering 
coefficients match with the prediction using Percus-Yevick model as expected. 
This structure model requires solving a polynomial equation of 4th order in order 
to obtain a complex parameter that is needed to derive the final analytical expression for 
the structure factor.  The correct root can only be identified after all structure factor 
expressions are calculated and compared.  Even in most cases, only one root can 
generate the only physically meaningful structure factor expression; it is possible that 
two or more roots of the polynomial equation can lead to close but not identical structure 
factor expressions. In the latter case, the uniqueness of the solution cannot be 
guaranteed, and the structure factor cannot be easily determined with confidence. 
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Recently, Herrera and coworkers122 provided another solution from MSA-HAS 
structure factor model that will be introduced in the next section. 
VI.1.2. MSA-HSY provided by Herrera et al. 
The structure factor model provided by Herrera et al. also requires solving a 4th 
order polynomial equation to find a parameter related to the strength of electrostatic 
interaction between particles.  In Herrera’s model, the only physically meaningful root is 
the only positive root and it can be easily identified by computer program.  The 
equations used to calculate structure factor will be presented in Appendix B.  With this 
feature, Herrera’s structure factor model is much easier to apply.  
Figure VI.2 illustrates the isotropic scattering coefficients predicted by Herrera et 
al. as a function of wavelength at varying surface charge z (in electron charge) for a 
monodisperse suspension with particle diameter of 143 nm.  The predicted isotropic 
scattering coefficients in Figure VI.2 are plotted at four cases: (a) at the ionic strength of 
5 mM NaCl equivalent and the volume fraction of 0.05; (b) at the ionic strength of 5 mM 
NaCl equivalent and the volume fraction of 0.15; (c) at the ionic strength of 5 mM NaCl 
equivalent and the volume fraction of 0.32; (d) at the ionic strength of 25 mM NaCl 
equivalent and the volume fraction of 0.15. 
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Figure VI.2 Isotropic scattering coefficient predicted by MSA-HSY model versus 
(Herrera et al.) wavelength at varying effective surface charges, z, in electron charge 
with  (a )at the ionic strength of 5 mM NaCl equivalent and the volume fraction of 0.05; 
(b) at the ionic strength of 5 mM NaCl equivalent and the  volume fraction of 0.15; (c) at 
the ionic strength of 25 mM NaCl equivalent and the volume fraction of 0.15; (d)at the 
ionic strength of 5 mM NaCl equivalent and the volume fraction of 0.32. 
 
A comparison of Figures VI.1 and VI.2 shows that isotropic scattering 
coefficients predicted from these two different MSA-HSY models obtained agree 
qualitatively.  At the ionic strength of 5 mM NaCl equivalent and volume fractions of 
0.15 and 0.32, isotropic scattering coefficients predicted by Herrera’s model show higher 
sensitivity to the surface charge than those predicted by Hayter and Penfold’s model.   
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The difference may result from different approaches used in solving the O-Z equations: 
Hayter and Penfold’ structure factor was derived from Baxter’s factorization method;63,64 
while Herrera’s solution  was derived from Blum’s Fourier transform approach.68  The 
above comparison of the predicted isotropic scatterings indicates that two MSA-HSY 
structure factor models are similar but not identical in describing colloidal structure. 
We affirmed that at the zero particle surface charge, z = 0, the prediction using 
Herrera’s MSA model matches the prediction using PY-HS model.  This is expected, 
since MSA relation is equivalent to the Percus-Yevick relation when particles interacts 
like hard spheres. 
VI.1.3. MSA-PM structure factor model provided by Hiroike 
Similar to HSY interaction, colloidal particles are considered as macro ions in 
PM interactions.   There are two major difference between HSY and PM interactions: 1) 
particles interact through direct Coulombic interactions in PM, while particles interact 
via screened Coulombic interactions in HSY; and 2) while charge neutrality in HSY is 
not maintained, PM model Eqn (III.3) considers counter ions as components and 
preserves the charge neutrality of the system by requiring: 0=∑
i
ii zρ , where ρi and zi 
are the number density and charge for component i respectively.   
Hiroike et al.128, 129 provided an explicit expression for direct correlation 
function, cij(r), from analytical solution of O-Z equation with primary electrostatic 
interaction.120, 130 The structure factor can be obtained via Eqn (III.13) and (III.14) from 
the 3D Fourier transform of cij(r).  We calculated the isotropic scattering coefficient 
from Hiroike’s expression of direct correlation function as a function of wavelength also 
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at four different conditions: (a) the ionic strength of 5 mM NaCl equivalent and the 
volume fraction of 0.05; (b) the ionic strength of 5 mM NaCl equivalent and volume 
fraction of 0.15; (c) the ionic strength of 5 mM NaCl equivalent and the volume fraction 
of 0.32; (d) the ionic strength of 25 mM NaCl equivalent and the volume fraction of 0.15.  
The calculated isotropic scattering coefficients are plotted in Figure VI.3. 
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Figure VI.3 Isotropic scattering coefficient predicted by MSA-PM model versus 
wavelength at varying effective surface charges, z, in electron charge with  (a )at the 
ionic strength of 5 mM NaCl equivalent and the volume fraction of 0.05; (b) at the ionic 
strength of 5 mM NaCl equivalent and the volume fraction of 0.15; (c)ionic strength of 5 
mM NaCl equivalent and the volume fraction of 0.32; (d) at the ionic strength of 25 mM 
NaCl equivalent and the volume fraction of 0.15. 
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Figure VI.3 shows that isotropic scattering coefficients also vary with the 
changing surface charges.   In addition, a qualitative comparison of Figure VI.3 with 
Figures VI.1 and VI.2 indicates the isotropic scattering coefficients predicted by HSY-
PM are more sensitive to the change in surface charge z.  For example, at the volume 
fraction of 0.15 and ionic strength of 5 mM NaCl equivalent, an increase in particle 
charge from 0 to 40 electron charge can cause a decrease of about 200 1/cm in MSA-PM 
predicted isotropic scattering coefficients at the wavelength of 600 nm (Figure VI.3b), 
while it requires the surface charge z to vary from 0 to 1000 to cause the same amount of 
decrease in the prediction using both MSA-HSY models (Figures VI.1 b and VI.2 b).  To 
predict the comparable changes in isotropic scattering coefficient at some ionic strength, 
the effective surface charge needed using MSA-PM model is about two orders of 
magnitude less than those using MSA-HSY models.   
In addition, there is no appreciable difference between Figure VI.3b and VI.3d, 
which corresponds to same volume fraction but different ionic strengths. This indicates 
MSA-PM model does not respond to the screening effects due the micro counter ions, 
and agree with the fact that PM model describes the particles interaction as direct 
Columbic forces.  From this point of view, MSA-PM model does not adequately capture 
the physics of the screening effects due to the addition of micro counter ions.  
 
VI.2. Summary 
All three MSA structure factor models described above predict the change of 
isotropic scattering coefficient with the change in effective surface charge.  The MSA-
HSY model prediction reveals that the changes in isotropic scattering vary with 
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changing ionic strength, while the MSA-PM model prediction does not.  The two MSA-
HSY models shown in Figure VI.1 and Figure VI.2 were obtained from different ways 
and only qualitatively agree. The difference may results from different methods used in 
solving O-Z equation.  Since Hayter and Penfold’s solution cannot guarantee 
uniqueness, the MSA-HSY model provided by Herrera et al. was used in conjunction 
with MSA-PM model for the investigation of ESI in the following chapter describing 
analysis of experimental FDPM measurements. 
Recently, Ginoza et al.123-125 and Gazzillo et al.126 provided structure factor 
models for a Yukawa mixture.  The investigation of these models will not be included in 
this thesis, but will be proposed for future work. 
Particle interactions cause dependent scattering and quench scattering 
efficiencies of particles in suspensions through mediating the structure of 
suspensions.106, 107 Understanding the interaction potential among nano-particles are 
critical to many new applications, in material science, bio-sensor, drug delivery, and 
many others1, 2,155  The simulation in this chapter shows that the predicted isotropic 
scattering coefficients vary with the changing particle interactions resulting from the 
changes in particle surface charge and ionic strength.  Therefore, one may be able to 
infer the information on particle interaction from measured particle scattering 
information.  Multiple scattering intrinsic to concentrated suspensions makes traditional 
single-scattering techniques invalid unless the cumbersome refractive index matching is 
accomplished. 
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Recently, frequency domain photon migration (FDPM) technique has been 
developed for accurate and precise measurements of isotropic scattering coefficients of 
concentration suspensions, and provides a new approach to investigate electrostatic 
interaction of concentrated suspensions.  The FDPM measurements of isotropic 
scattering coefficients at varying ionic strength and volume fraction will be presented in 
the next chapter. 
 
  
143
  CHAPTER VII 
VII ASSESSMENT OF ELECTROSTATIC INTERACTION IN DENSE 
SUSPENSIONS USING FDPM 
  
In Chapter VI, MSA-PM and MSA-HSY (Herrera et al.)122 structure factor models 
were examined by comparing synthetic data of isotropic scattering coefficients predicted 
using each of these models.  The chapter will present FDPM measurements of isotropic 
scattering coefficients and compare them with the corresponding model predictions.  The 
major contents are adopted from “Huang, Y.; Sun, Z.; and Sevick-Muraca. Langmuir, 8, 
2048 (2002)  Copyright [2002] American Chemical Society”. 
 
VII.1. Introduction 
While prior work7-9, 98, 99, 101 has successfully demonstrated the application of 
Percus-Yevick hard sphere (PY-HS) model for predicting static structure and light 
scattering in dense polystyrene suspensions, these studies have been limited to the 
structure predominantly set up by volume-exclusion effects.  The ubiquitous electrostatic 
interactions, which are often described by primary model interactions or Yukawa 
interactions, depend on the effective surface charge and ionic strength of the suspending 
fluid. With either the PM or the HSY interaction model and MSA-closure, the solutions 
of Ornstein-Zernike (O-Z) can provide explicit structure factors.  This enables us to 
compare the measured isotropic scattering coefficient from first principles model 
prediction upon using interference approximation introduced in Chapter III.  
  
144
 In this chapter, we seek to extend the time-dependent multiple scattering 
measurements to investigate more subtle, yet significant interactions owing to 
electrostatics.   
 
VII.2. Methods of investigation 
In this investigation, the isotropic scattering coefficient at varying ionic strengths 
and volume fractions were measured using FDPM at two wavelengths of 687 and 828 
nm.  The measured values of 'sµ  were then regressed against model predictions using 
MSA-HSY and MSA-PM as a function of volume fraction, where the effective surface 
charge, zeff,  was used as the only adjustable parameter.   
At each FDPM measurement, the amplitude (AC), average intensity (DC), and 
phase shift (PS) were detected at 6 modulation frequencies from 50 MHz to 100 MHz 
with increments of 10 MHz. The isotropic scattering coefficients extracted using 
multiple distance methods (introduced in the Chapter V) at each of these frequencies 
were averaged to obtain the value for the measurement.  The above 6-frequency 
measurements are repeated for three times to obtain mean values and final standard 
deviation of FDPM measurements.  The latex of 143 nm diameter and standard deviation 
(measured using TEM) of 22 nm was used as model system.  Its average intrinsic surface 
charge was determined using conductometric titration to be 26,000 electron charges per 
particle, and its zeta potential (introduced in Chapter V) measured using standard 
electrophoresis  is 72±4 mV. 
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 In an ensemble colloidal suspension containing numerous particles, the particle size 
can be deemed as a continuous distribution as denoted by the continuous line in Figure 
VII.1.  To predict dependent scattering of the polydisperse suspensions using Eqn 
(III.20) and (III.24), a continuous distribution must be represented by an equivalent 
colloidal mixture of feasible number of particle species through suitable factorization, 
which represents a colloidal suspension of particle continuous distribution by a mixture 
of a number of discrete particle components and requires that certain properties remain 
unchanged.  
VII.2.1. Discretization of the particle size distribution 
Though a normal distribution is more popular, the size distribution of particles 
produced from emulsion polymerization are more close to Schulz distribution in 
practice.136, 153 To employ the MSA-PM model to address polydispersity, the particle 
size distribution (PSD) are represented as a three-component mixture, which is also 
shown in Figure VII.1.156   Wherein the polydispersity, defined as the ratio of the 
standard deviation to the mean diameter, is chosen to be a constant. 
The level of discretization is determined by requiring the equality of first six 
moments of both the continuous PSD and the discrete three-component mixture:  
∑∫
=
⋅=⋅
3
1
)(
i
m
ii
m ndxxxf σ      (VII.1) 
where m indicates the order of moments, from 0 to 6;  the particle size distribution f(x) 
was selected as Schulz distribution; ni and σi are the number fraction and particle size of 
the discretized  equivalent mixture. The number fraction, ni, and particle diameter, σi  can 
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be determined from solving a set of equations ( Eqn (VII.1) with m varying from 0 to 5)  
numerically.  The result of the factorization of the latex used is presented in Table VII.1.  
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Figure VII.1 Number density size distribution for the three-component discretization 
(solid bars), which has the same mean diameter and standard deviation with continuous 
Schulz distribution (lines) with mean size determined by DLS and deviation determined 
by TEM.  
 
 
Table VII.1 Discretization of the particle size distribution according to Schulz 
distribution.  Volume averaged diameter is 143 nm; number averaged diameter is 132 
nm.  
 
Component 1 2 3 
Particle diameter (nm) 102.3 136.4 177.2 
ni 0.255 0.643 0.102 
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The discretization using more components did not change the predicted isotropic 
scattering significantly.153  Table VII.2 illustrated the isotropic scattering coefficients 
predicted using PY-HS model from three and five component discretization for the 
polystyrene latex (of the mean diameter of 143 nm and size deviation of 22 nm) at the 
wavelength of 687 nm and varying volume fractions. 
 
Table VII.2 isotropic scattering coefficients predicted using PY-HS model from three 
and five component discretization for the polystyrene latex (of the mean diameter of 143 
nm and size deviation of 22 nm) at the wavelength of 687 nm and varying volume 
fractions. 
 
volume fraction 0.082 0.143 0.185 0.243 0.304 
3 component 111.94 146.47 150.73 138.88 114.54 
µs’ (1/cm) 5 components 111.54 146.05 150.45 138.89 114.88 
relative difference 0.36% 0.28% 0.19% -0.01% -0.30% 
 
 Simulation presented in Table VII.2 showed that the differences between 
predicted isotropic scattering coefficients using three and five-component factorization 
representation are approximately 0.3% and it is less than the precision FDPM 
measurement.11    Therefore, a three component discretization illustrated in the Figure 
VII.1 was used in the forward calculation of isotropic scattering coefficient.   
In the next section, the isotropic scattering coefficient calculated from MSA-PM 
model prediction using 3-component discretization will be used for comparison with 
FDPM measurements. 
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VII.3. Results and discussions  
VII.3.1. Isotropic scattering versus volume fraction 
Figure VII.2 shows the FDPM measured isotropic scattering coefficients 
(symbols) [cm-1] at wavelengths of 687 and 828 nm as a function of volume fraction at 
varying ionic strength (NaCl mM equivalents).  The Debye lengths corresponding to 
these ionic strengths are listed in Table V.2.  The scattering coefficients of all samples at 
828 nm are less than those at 687 nm at the same volume fraction, as expected for the 
143 nm mean size.  It is evident that the isotropic scattering coefficients, at both 
wavelengths, first increase with the volume fraction, achieve a maximum at volume 
fractions around 18%, and then decrease.  The plateau and the decrease of the isotropic 
scattering coefficients arise from the dependent scattering owing to the correlated 
particle positions.   
Without the particle interactions, particles would scatter independently and 
isotropic scattering coefficient would increase linearly with volume fraction (as 
presented in previous chapters).  The trend lines (upper line, 687 nm; lower line, 828 
nm) shown in Figure VII.2 illustrated the linear relationship when particle interaction 
could be neglected. 
The isotropic scattering coefficients shown in Figure VII.2 also increase as the 
ionic strength increases, or as the Debye screening length decreases.   The Debye length 
can be calculated from the ionic strength via Eqn (3.5).  When the ionic strength 
decreases from 5 mM to 1 mM NaCl equivalents, (correspondingly, the Debye length 
doubles from 4.3 to 9.6 nm), the scattering coefficient does not change significantly.  
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Indeed, even when the ionic strength is as low as 0.1 mM NaCl equivalents, the 
measured scattering coefficient does not further decrease, (shown in Figure VII.2). This 
suggests that the polystyrene suspension at experimental volume fraction has already 
been well structured at the ionic strength of 5mM, especially at the high volume 
fractions. 
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Figure VII.2  Isotropic scattering coefficients versus volume fraction obtained from 
FDPM measurements at two wavelengths and five ionic strengths in NaCl equivalents, 
(solid circle, 120 mM, 687 nm; open circle, 120 nm, 828 nm; solid square, 60 mM, 687 
nm; open square, 60 mM, 828 nm;  solid triangle, 25 mM, 687 nm; open triangle, 25 
mM, 828 nm; solid diamond, 5 mM, 687 nm; open diamond, 5 mM, 828 nm; star, 1 mM, 
687 nm; +, 1 mM, 828 nm; red cross, 0.1 mM, 687 nm; bar, 0.1 mM, 828 nm). 
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VII.3.2. Isotropic scattering coefficients predicted by PY model  
Figure VII.3 shows the isotropic scattering coefficients obtained from FDPM 
measurements at 120 mM NaCl equivalents at 687 and 828 nm.  Isotropic scattering 
coefficients calculated using Mie theory and polydisperse PY-HS model with the mean 
size as the only fitting parameter are also shown in the figure VII.3.  
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Figure VII.3 Comparison of the isotropic scattering coefficient obtained from FDPM 
measurements (solid circle, 687 nm; open circle, 828 nm) and predictions using Mie 
theory and Percus-Yevick model (solid line, 687 nm; dash line, 828 nm). 
 
The regression is carried through by minimizing the error function: 
χ2 = ∑ )/()( −
i
iielsits error
22
mod,exp, ))(( µµ    (VII.2) 
where its )( exp,µ  and iels )( mod,µ  are the FDPM-measured and model-predicted isotropic 
scattering at the i th volume fraction; and (error)i is chosen to be the standard deviation 
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of repeated measurement at each volume fraction.   Since model prediction is based on 
the discretized three component mixture, the isotropic scattering coefficients iels )( mod,µ  
are calculated from Eqns (III.20) and (III.24) with the particle structure factor predicted 
using PY-HS model.   The Matlab function fminsearch.m using Nelder-Mead direct 
search method was used to minimize Eqn (VII.2), and convergence was achieved when 
the change in the error function was less than 10-6.149   The fitted mean diameter obtained 
from the data taken separately at each wavelength was 142 nm, and is comparable to 
DLS measurement of 143 nm.     
VII.3.3. Isotropic scattering coefficients predicted by MSA-HSY model    
Isotropic scattering coefficients as a function of volume fraction at ionic 
strengths of 60 mM, 25 mM, and 5 mM equivalents, are fitted using equations (II.25) 
and Herrera’s68 structure factor for MSA-HSY system.  The polystyrene latex was 
assumed to be monodisperse, and the effective surface, effz , was the only fitting 
parameter in minimizing the error function of Eqn (VII.2).  The monodisperse MSA-
HSY model (Herrera et al.122)  is used, and the isotropic scattering coefficient iels )( mod,µ   
can be predicted from Eqn (III.25).   Convergence occurred when the update of the 
effective surface charge was less than one electron charge and when the relative decrease 
in the error function, was less than 0.1.  At the same ionic strength, the effective charges 
are similar for data evaluated at the two different wavelengths as shown in Table VII.3.   
The fitted effective surface charges also depend upon the wavelength used in FDPM 
measurements.  The dependence of the fitted effective surface charge on wavelength and 
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ionic strength indicates that MSA-HSY model qualitatively reflects the physics behind 
the microstructure of charged suspension.  
 
Table VII.3  Fitted effective average charge of MSA models. 
Ionic strength NaCl equivalents 120 mM 60 mM 25 mM 5 mM 1 mM 
Debye screening Length (nm) 0.88 1.24 1.93 4.31 9.63 
687 nm 1.9 1240 836 404 137 Effective Charge 
MSA-HSY 828nm 0 1005 1137 489 184 
687 nm 0 7 12 15 15 Effective Charge 
MSA-PM 828 nm 0 3 9 12 13 
 
The isotropic scattering coefficients predicted using the regressed effective 
surface charges at varying ionic strength, together with FDPM measured values, are 
plotted associated with the corresponding experimental data as a function of the volume 
fraction in Figure VII.4.  Herein, the monodisperse MSA-HSY model is used in the 
calculation.  Figure VII.4 shows that the regressed curves predicted with MSA-HSY 
model match the FDPM experimental data well.   
The fitted effective charges at each ionic strength increases from around 160 
electron charges at 1 mM NaCl equivalents to 1000 electron charges at 60 mM NaCl 
equivalents.  At 25 and 60 mM NaCl equivalents, the fitted surface charge is 
approximately equal to the value estimated from the zeta potential measurement 
(introduced in Chapter III) of 1000 electron charges.  The increase in the regressed effz  
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with increasing ionic strength, indicates that the screening of ESI due to micro ions is 
not evenly estimated in Herrera’s MSA-HSY model.  Specifically, the screening effect at 
higher ionic strengths tends to be overestimated and requires an increase in effz  to 
compensate for the overpredicted screening effects. 
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Figure VII.4 Isotropic scattering coefficients versus volume fraction obtained from 
FDPM measurements as a function of wave length and ionic strength in NaCl 
equivalents (solid square, 60 mM, 687nm; open square, 60 mM, 828 nm; solid triangle, 
25 mM, 687 nm; open triangle, 25 nm, 828 nm; solid diamond, 5 mM, 687 nm; open 
diamond, 5 mM, 828 nm) and the corresponding MSA-HSY model predictions  (solid 
line, 60 mM, 687nm and  828 nm; dashed line, 25 mM, 687 nm and 828 nm; dotted line, 
5 mM, 687 nm and  828 nm). 
 
To illustrate the sensitivity of MSA-HSY model predicted isotropic scattering 
coefficients to surface charge at each wavelength, Figure VII.5 shows the variation in 
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isotropic scattering coefficient with surface charge, effz , at 25 mM.  Due to the strong 
screening effect by micro ions at higher ionic strengths, the change of isotropic 
scattering coefficient is less sensitive to the change in surface charges than at lower ionic 
strengths, where electrostatic interaction decays much slower with increasing 
interparticle separation distance.  
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Figure VII.5 Isotropic scattering coefficients predicted from MSA-HSY versus volume 
fraction as a function of surface charge at 25 mM NaCl equivalents ionic strength at the 
wave lengths of 687 and 828 nm (solid line, effz = 400, 687 nm and 828 nm; dashed line, 
effz  = 1000, 687 and 828 nm; dotted line, effz  = 1400, 687 and 828 nm).  Experimental 
values of isotropic scattering coefficients obtained from FDPM are represented as 
triangles (solid triangle, 687 nm; open triangle, 828 nm). 
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VII.3.4. Isotropic scattering coefficients predicted by MSA-PM model    
Figure VII.6 shows experimental values (symbols) of isotropic scattering 
coefficients as a function of volume fraction and ionic strength as well as the fitted 
values (lines) using MSA-PM model describing the structure of discretized three 
component colloidal mixture.  The only regression parameter of the MSA-PM model for 
the mixture is the surface charge density, which is assumed to be uniform for all the 
particles in the mixture.  This assumption suggests that effective particle surface charge 
of a particle is proportional to its surface area.   
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Figure VII.6 Isotropic scattering coefficients versus volume fraction obtained from 
FDPM measurements as a function of ionic strength in NaCl equivalents and 
wavelength (square, 60 mM, 687nm and 828 nm; triangle, 25 mM, 687 nm and 828 nm; 
diamond, 5 mM, 687 nm and 828 nm)  and the MSA-PM model predictions  (solid line, 
60 mM, 687nm and 828 nm; dashed line, 25 mM, 687 nm and 828 nm; dotted line, 5 
mM, 687 nm and 828 nm). 
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The number averaged charge calculated from the fitted surface charge density 
employing MSA-PM model are also listed in the Table VII.3.   
The fitted surface charges using MSA-PM are 1~2 orders of magnitude less than 
those fitted using MSA-HSY.   The fact that regressed effz  using MSA-PM is much 
smaller that those using MSA-HSY is reasonable in considering that the screening 
effects of ESI in HSY is considered while it is neglected in PM model.  The synthetic 
isotropic scattering coefficient using MSA-PM model does not change significantly with 
the change in ionic strength, in agreement with the trend of the synthetic data shown in 
Figure VI.3.    
The surface charge density regressed using MSA-PM increases as the ionic 
strength decreases from 60 to 1 mM NaCl equivalent, while the average surface charge 
regressed using MSA-HSY decreases as the ionic strength decreases from 25 mM to 1 
mM NaCl equivalents.  
To illustrate the sensitivity of the MSA-PM model to surface charge, Figure 
VII.7 plots the predicted isotropic scattering coefficients and illustrates the predicted 
decrease of scattering with increasing average particle charge at the wavelength of 687 
nm.  Figure VII.7 also shows that at volume fractions greater than 15%, the MSA-PM 
model tends to overpredict the scattering coefficient. 
Both the MSA-HSY and MSA-PM models predict hindered scattering with the 
increase in surface charge and the decrease of ionic strength.  Both models can be used 
to regress experimental scattering data.  The summation of the residue square of the 
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regression using MSA-HSY and MSA-PM models over different volume fraction is 
calculated from: 
ResNor=∑ )( −
i
ielsits
2
mod,exp, ))(( µµ     (VII.3)  
The obtained summations of residue squares at various ionic strengths are 
listed in Table VII.4.   
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Figure VII.7 Isotropic scattering coefficients at 687 nm versus volume fraction predicted 
from MSA-PM at 687 nm and 25 mM NaCl equivalents ( solid line, effz = 6; dashed line, 
effz = 10; dotted line, effz  = 16) and FDPM experimental measured values at 
corresponding wave length and ionic strength(symbols). 
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Table VII.4 shows that at the highest ionic strength (except 120 mM), the 
summations of the residue squares obtained from MSA-HSY model fitting are less or 
equal to those obtained from MSA-PM model fitting. 
 
Table VII.4 The summation of the residue square (1/cm)2 of the regression using MSA-
HSY and MSA-PM models at various ionic strengths.  
  
ionic strength 
NaCl eqiv. 1 mM 5 mM 25 mM 60 mM 120 mM 
MSA-HSY 27.5 28.8 38.3 28.2 94.3 λ          
687 nm MSA-PM 118.0 106.3 126.7 63.0 10.4 
MSA-HSY 21.2 13.4 7.6 5.5 59.8 λ          
828 nm MSA-PM 21.2 13.6 11.6 4.7 8.0 
 
At the ionic strength of 120 mM, electrostatic interaction is sufficiently 
quenched, and the volume exclusion effect dominates. The MSA-PM model regression 
provides a better fit since it considers the polydispersity in the particle size distribution, 
which is neglected in monodisperse MSA-HSY model.  Generally, MSA-HSY 
prediction matches FDPM experimental data better than the prediction using MSA-PM 
mixture model, which does not capture the physics of screening effects due to micro 
ions.   
 Though the parameter estimation of surface charges varies with ionic strength 
obtained from two MSA models, MSA-HSY model qualitatively addresses the physics 
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behind the structure of concentrated suspension with strong electrostatic interactions for 
the polystyrene of 143 nm at the two experimental wavelengths.   
VII.4. Summary 
This work shows that the first principle models, PY-HS, MSA–HSY, or MSA-
PM, can be used to explain the scattering of charged suspensions as measured by FDPM.  
At high ionic strength (>120 mM NaCl equivalents), even when the particles are 
strongly charged, the PY-HS model predicts isotropic scattering coefficient with 
accuracy.   
When the ionic strength is less than 60 mM NaCl equivalents and the volume 
fraction is greater than 5%, the electrostatic interaction increases the structure of model 
polystyrene latex significantly, and its hindrance to scattering coefficients becomes 
greater than that measured at ionic strength of 120 mM NaCl equivalents or higher at the 
experimental wavelength for the given polystyrene latex.   
The scattering coefficients at different volume fractions can be fitted with the 
surface charge as the single parameter estimate using MSA models. While surface 
charge should be independent of ionic strengths, we found that the fitted surface charge 
varied with the ionic strength of the suspension.  At some intermediate ionic strengths, 
around 25~60 mM NaCl equivalent, the fitted effective charges using MSA-HSY are 
close to the surface charges estimated from zeta potential measurements.   The fitted 
surface charges using MSA-PM is 1~2 orders of magnitude less than the actual charge 
owing to the negligence of the ionic screening effects.  Prediction using MSA-PM 
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mixture model with three component discretization tends to overpredict the isotropic 
scattering coefficients.   
The change in ionic strength impacts the scattering of colloidal suspensions by 
changing the structure of suspension.  The next chapter will address the change in the 
colloidal structure as indicated by angular-integrated structure factor and structure factor 
at the zero scattering angle, due to the changing ionic strength. 
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CHAPTER VIII 
VIII  ASSESSMENT OF SMALL ANGLE AND ANGLE-AVERAGED 
STRUCTURE FACTOR FROM MONITORING ELECTROSTATIC 
COLLOIDAL INTERACTIONS USING MULTIPLY SCATTERED LIGHT 
 
In Chapter VII, we demonstrated that the ionic strength can significantly impact 
the isotropic scattering coefficients of charged colloidal suspensions and that the MSA-
HSY structure factor model can qualitatively predict the dependence of the isotropic 
scattering coefficients on ionic strength.  In this chapter, we will explore the effects of 
ionic strength on the colloidal structure indicated by the angle integrated structure factor 
<S(q)> and structure at zero scattering vector S(0).   The chapter is adopted from [Y., 
Huang, and E.M., Sevick-Muraca, J. Colloid Interface Sci. 251, 434 (2002)].157 
 
VIII.1. Introduction 
The correlated particle positions in a colloidal suspension can be represented 
through a structure factor function, S(q), which has been introduced in Chapter III.  A 
typical structure factor function for a monodisperse suspension is illustrated in the 
following Figure VIII.1. Generally, the higher the oscillating amplitude in the S(q) 
curve, the more ordering exists in the particle spatial correlation in general. The dashed 
line shown in Figure VIII.1 indicates a higher structure in a suspension than the 
continuous curve does.  When particles are randomly positioned, the structure factor 
S(q) equals to identity. 
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Figure VIII.1 Static structure factor S(q) versus dimensionless scattering vector q/σ, 
where σ is the particle diameter.  Generally, the higher the oscillating amplitude in the 
S(q) curve, the more ordering exists in the particle spatial correlation in general. 
 
The scattering vector q is defined as )
2
sin(
4 θ
λ
π lnq = , where θ is the scattering 
angle; nl is the refractive index of the suspending fluid and λ is the wavelength in the 
free space.  As the scattering angle increases from 0 to the maximum scattering angle π, 
q increases accordingly from 0 to the maximum magnitude of the scattering vector, 
λ
π lnq 4max = , which is limited by the incident wavelength and the refractive index of the 
suspending fluid.   The first peak of S(q) curve shown in Figure VIII.1 usually occurs 
when the dimensionless wave vector qσ is in the range from 5 to 7.   At the long 
wavelength region (qσ<1), the effective q region determined by the wavelength and 
solvent refractive index, is within a small region from the origin.  S(q) curve can be 
approximated by a quadratic function (shown in Figure VIII.1).7 
Typically, the static structure is measured using small angle light 158-160, x-ray35-37 
or neutron scattering, 23, 27-34  but measurements have been reported using turbidity23, 161-
1 
qσ
S(q) 
S(0) 
qmax(λ,nl) 
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163, and videomicroscopy.164, 165 X-ray and neutron scattering have shorter wavelengths, 
and the scattering techniques using X-ray and neutron can probe a wide spectrum of S(q) 
even at small scattering angles even for small particles with diameter less than 100 nm.  
Employing X-ray, neutron scattering techniques requires a synchrotron source or nuclear 
reactor, which are expensive and cannot be implemented in a general laboratory or in 
industrial environment for on line application.  As written earlier in the second section of 
Chapter II, turbidity measurements, which account for light scattering out of the optical 
path, but not light scattering back into the optical path, have been used to investigate the 
colloidal structure.161, 162, 166 Diffuse transmission spectroscopy (DTS) directly measures 
diffuse transmittance of multiply scattered light in a static manner.  Though it has been 
tried to obtain structure factor of a colloidal suspensions,60 we are not aware of the 
repeated report of its application probably owing to its incapability to separate light 
scattering from light absorption.  
Structure factor S(q) as a function of scattering vector q for a multiple scattering 
suspension, is not trivial.  Angle integrated structure factor <S(q)> and structure factor 
at zero scattering vector, are easier to obtain and can be used as a structure indicator. 
VIII.1.1. Angle integrated structure factor <S(q)> 
When using light scattering techniques, the detectable structure factor obtained is 
limited to certain range owing to its relative longer wavelength.  The angle-integrated 
structure factor, <S(q)>, is defined as the ratio of the actual or measured scattering 
coefficient to that predicted from Mie theory assuming all particles in a suspension are 
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randomly oriented and scatter independently:   '
,
'
,)(
Mies
actualsqS µ
µ>=<  , where ',actualsµ  
are the actual scattering coefficients and ',Miesµ  are the isotropic scattering coefficients in 
assuming independent scattering.  Therefore, angle integrated structure factor <S(q)>, 
indicates the quenching in the scattering due to the ordering of particle arrangement in a 
dense suspensions.    In dilute colloidal suspensions ( vφ  < 1%), particles are randomly 
oriented and scatter independently, and <S(q)>  is equal to one. 
VIII.1.2. Structure factor at zero scattering vector 
The static structure factor at zero wave vector, S(0), indicates the balance of 
repulsive and attractive forces, and is another indicator of the structure of a colloidal 
suspension.  In a monodisperse system, S(0) is directly related to the osmotic pressure of 
a colloidal suspension.  
 For a colloidal suspension, the particle under Brownian motion will exert a force 
on the wall of its container.  If a solvent and a colloid suspension are separated by a 
semi-permeable membrane that only allows suspending fluid to pass through, then a 
excess pressure will be created within the colloidal suspension as shown in Figure 
VIII.2.  The excess pressure usually denoted as Π  is called colloidal osmotic pressure, 
and can be determined by measuring the difference in liquid height in capillary tubes 
connected to the two chambers as shown in Figure VIII.2. 
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Figure VIII.2 Osmotic pressure of a colloidal suspension: the difference between the 
height of the capillary tubes connected to the two chambers separated by semi-
permeable membrane, which only allow suspending fluid to pass through.  
 
For a non-ideal gas, the equation of state can be written in the form of viral 
equation: 
...])(1[)( 2 +⋅+⋅+⋅⋅=
V
nC
V
nB
V
nTkP MMMB  
where nM moles of gas occupies a volume of V; B and C here are second and third Virial 
coefficients.   Likewise, the osmotic pressure of a colloidal suspension, Π,  can also be 
written in the form of virial equation: 
...][ 2321 +⋅+⋅+⋅=Π ρρρ AAATkB     (VIII.1) 
where ρ is the concentration of colloidal particle in a suspension, and virial coefficients, 
A1, A2, and A3, depend on the unit of particle concentration. For a monodisperse 
suspension, S(0) is related to the colloidal isothermal osmotic compressibility, 
T
v
T
d
)( Π∂
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Upon assuming the semi-empirical Carnahan–Starling equation of state for the 
osmotic pressure, 3
432
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v
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−++=Π , the structure factor at zero scattering 
angle, S(0), can be expressed as:7    
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The structure factor at the zero scattering angle can also be determined by light 
scattering measurements.  Upon using static light scattering, Ottewill and Richardson24 
derived values of S(0) for diluted polystyrene suspensions (< 0.015 g/cm3) at low ionic 
strength ( < 5-mM NaCl equivalents) by evaluating S(q) as a function of scattering angle 
and extrapolating to zero wave vector.  In their work, they demonstrated that S(0) 
decreases with decreasing ionic strength and with increasing polystyrene volume 
fraction.19  In suspensions with strong multiple scattering, static light scattering will not 
be feasible.     
Recently, Banerjee and coworkers7 extracted S(0) from two-wavelength FDPM 
measurements of isotropic scattering coefficients as a function of volume fraction for 
polystyrene suspensions with dominant volume exclusion effects, where long 
wavelength approximation was applied.  They showed that S(0) obtained using long 
wavelength approximation for a suspension (with the particle size of 150 nm and the 
solvent refractive index of 1.33)  matches favorably with the true values.7 
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 Upon comparing FDPM-measured isotropic scattering coefficients with the 
corresponding theoretical prediction using PY-HS model,   Sun et al. investigated the 
microstructure and extracted the particle size information for concentrated suspensions, 
where volume exclusion effects dominate.9-13  
More recently, attention has been focused on the particle interactions and 
resulting microstructures associated with charged colloidal systems.31, 166-171  It was 
shown in the Chapter VII that alteration of electrostatic interactions due to varying ionic 
strength can strongly influence the isotropic scattering coefficients of a dense 
polystyrene latex.  In the work presented in this chapter, we will be interested in how 
<S(q)> and S(0) vary with changing electrostatic interactions owing to changing ionic 
strength.   
The next section will briefly review the theory for predicting angle-integrated 
structure factor <S(q)> and  determining S(0) from <S(q)> measured at two wavelengths 
with small particle approximation.  The static structure factor at zero wave vector, S(0), 
and angle-integrated structure factor, <S(q)>, obtained from FDPM measurements and 
from model fitting using MSA-HSY model will be compared.   
 
VIII.2. Theory and methods 
This section will first introduce the theory of determining <S(q)> and structure 
factor at zero scattering vector S(0) using the long wavelength approximation from two 
wavelength FDPM measurements of isotropic scattering coefficients.   
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VIII.2.1. Angle-integrated structure factor <S(q)> 
The value of <S(q)> indicates the impact of the correlated particle positions on 
scattering.  For a monodisperse system, <S(q)> can be calculated from: 
∫
∫
−
−=>=< π
π
θθθσ
θθθφσσ
µ
µ
0
0
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dqF
dqSqF
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v
Mies
actuals   (VIII.4) 
where vφ  is the particle volume fraction of a suspension; σ is the particle diameter.  The 
numerator, also the isotropic scattering coefficient, µs’,actual, can be measured directly 
from FDPM or predicted from Eqn (3.25) with Mie theory predicting form factor, 
F(q,σ), and a structure factor model, as described in Chapter III.  The denominator 
reflecting the independent scattering arising from random particle positions can be 
computed directly from Mie scattering theory and particle volume fraction.  The angle-
integrated structure factor <S(q)> can be calculated from the measured and the 
calculated 'sµ  using Eqn (VIII.4).   
When the long wavelength is large in comparison to the particle diameter σ, the 
effective range for S(q) that can be interrogated is within a small range from origin 
(Figure VIII.1), where S(q) can be approximated as a quadratic function.   The theory of 
obtaining S(0) from long wavelength approximation will be presented in the  following. 
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VIII.2.2. Static structure factor at zero wave vector 
For a monodisperse suspension, the structure factor can be calculated from the 
three-dimension Fourier transform of radial correlation function g(r), introduced in 
Chapter III:55 
 ∫
∞
−+=
0
rdrqr1rg
q
41qS )sin())(()( πρ     (VIII.5) 
where ρ is  the number density of suspended particles and r is center-to-center particle 
separation distance. At large r = ro, g(r) approaches the value of 1 as shown in Figure 
III.6, and the integration of Eqn (VIII.5) can be truncated at some  r = ro.   Then the Eqn 
(VIII.5) can be written as:  
∫ −+=
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  When the wavelength is long enough, such as qmaxro  is small, one can expand )sin(qr  
in a Taylor series: ))((0
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)()sin( 5
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σqqrqrqr +−=  about 0=qr , and replace )sin(qr  in 
Eqn (VIII.4) with its Taylor expansion to obtain: 
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Consequently, Eqn (VIII.7) can be as also presented as:  
42 )()()0()( σσα qOqSqS o +⋅+=       (VIII.8) 
by defining:  
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where S(0) and αo are constant to a given suspension.   
Eqn. (VIII.8) actually can be equivalently considered as the Taylor expansion of 
S(q) at 0=q .  Therefore this method is restricted at small q regions, where wavelength 
is large in comparison to particle diameter in order to ensure that S(q) at the range of 
0<q<qmax can be reasonably approximated by a quadratic function. Banerjee and 
coworkers7 showed that at the wavelength, λ>
ln
πσλ 2min = , the error of angle integrated 
structure factor <S(q)> predicted using long wavelength value is within 2% of true 
value.7   The long wave length approximation is also termed as small qσ approximation 
or small particle approximation. 
  Upon inserting the Eqn (VIII.8) into Eqn (VIII.4), we can obtain: 
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Upon conducting measurements of <S(q)> at two wavelengths satisfying (qσ << 
1) and computing kα from Eqn (VIII.11), the values of αο  and S(0) can be determined by 
solving a set of linear equations straightforwardly.  Likewise, we can expand S(q) in 
other ways, including higher order polynomials, B-splines, etc. in order to obtain more 
information about S(q).  
 It is realized that the methods used above cannot be directly applied to the multiple 
component suspensions, where a matrix of partial structure factor Sij(q) is required to 
completely describe the particle position correlation in a suspension.  Nonetheless, the 
values of obtained <S(q)> and S(0) are still predictive of the polydisperse systems with 
the exception that S(0) obtained cannot be related to the osmotic pressure as it does to 
monodisperse systems.98  However, the change in the value of S(0) still indicates the 
interaction and structure changes in concentrated suspensions. 
Below 10%, polydispersity does not significantly influence the static structure 
factor.9  For charged colloidal systems, the influence of polydispersity upon the structure 
factor is further quenched by the strong electrostatic interactions.35-37   In this 
contribution, the static structure factor computed from the monodisperse MSA-HSY 
model will be used to analyze the FDPM scattering data for the polystyrene latex with 
the mean size of 143 nm and size deviation of 22 nm.   The angle-integrated structure 
factor  <S(q)> and structure factor at zero scattering angle determined from FDPM two 
wavelength measurement as a function of volume fraction will be presented in the next 
section.   
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VIII.3. Results and discussions 
In order to obtain S(0), the isotropic scattering coefficients of a colloidal 
suspension of mean diameter of 143 nm as a function of wavelength were measured at 
the wavelength of 687 and 828 nm and at varying ionic strength from 1 to 120 mM NaCl 
equivalent.  The zeta potential of the particles measured in 120mM NaCl solution is 72 
mM, and average surface charge determined using conductometric titration is 26,000 
electron charges.  The characterization methods have been detailed in Chapter V, and the 
properties of polystyrene latex are summarized in Table V.4 as the entry of latex A. 
The measured scattering coefficients have been presented in Figure VII.2, and 
will not be repeated in this Chapter.  Briefly, Figure VII.2 showed that the isotropic 
scattering coefficients measured using FDPM depend upon both ionic strength and 
volume fraction of suspensions owing to the change in particle position correlation.   In 
addition, Figure VII.4 showed the isotropic scattering coefficients predicted by Herrera’s 
MSA-HSY model (with the regressed effective average surface charges summarized in 
the Table VII.3) match favorablely with FDPM measurements.  The measured isotropic 
scattering coefficients were used to obtain angle-integrated structure factor using Eqn 
(VIII.4) as a function of volume fraction at varying ionic strength. 
VIII.3.1. Angle-integrated structure factor as a function of volume fraction 
Figures VIII.3 (a) through (d) illustrate the experimentally obtained value of 
angle-integrated structure factor at 687 nm (filled symbols) and 828 nm (open symbols) 
as a function of volume fraction at varying ionic strength.  The predicted values of 
<S(q)> computed from Eqn (VIII.4) and from the MSA-HSY model using the parameter 
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estimate of the effective surface charge are also presented as solid (687 nm) and dotted 
(828nm) lines.   
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Figure VIII.3 Angle integrated structure factor versus volume fraction at four different 
ionic strengths for polystyrene latex with mean diameter 143 nm and size deviation 22 
nm.  The symbols denote FDPM-derived values at 687 (filled) and 828 (open) while the 
lines represent the MSA-HSY values at 687 (solid) and 828 (dashed). 
 
 
Inspection of Figures VIII.4 (a) through (d) shows that <S(q)> decreases with 
increasing volume fraction as well as with decreasing ionic strength.  With increasing 
volume fraction, free space in the suspension decreases, and volume exclusion effects 
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become more significant and result in increasing scattering hindrance.  With decreasing 
ionic strength, the colloidal electrostatic repulsive forces become significant, and the 
suspension becomes more structured, further discounting scattering efficiency.  
Figure VIII.4 indicates that the change in the microstructure associated with 
altering volume fraction and ionic strength is successfully captured by the FDPM 
scattering measurements.  It is noteworthy that since we used the parameter estimate of 
effective surface charge from the scattering measurements (as shown in Figure VII.4) to 
predict <S(q)> from theory, it is not surprising that the experimentally derived values 
and those predicted by the model agree.  However, the fact that effective surface charge 
regressed does not show dependence on volume fraction suggests MSA-HSY model can 
be predictive in estimating colloidal properties.  
The experimentally determined angle-integrated structure factor <S(q)> at the 
wavelength of 687 and 828 nm were used to obtain S(0) using the method introduced in 
the previous section. 
VIII.3.2. S(0) as a function of volume fraction at different ionic strength   
Figures VIII.4 (a) through (d) illustrate that the static structure factor at zero 
scattering angle, S(0), obtained from dual wavelength FDPM measurements conducted 
at all ionic strengths (symbols) consistently decreases with volume fraction.   The 
decrease in S(0) earmarks hindered scattering and increased ordering, and provides 
further evidence that FDPM can probe the structure of colloidal suspensions. 
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Figure VIII.4 (a) also shows that the experimentally obtained values of S(0) at 
the highest ionic strength (indicated by triangles) agree with the prediction of the hard 
sphere Carnahan-Starling model (indicated by diamonds).  This reproduces previous 
work.7   
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Figure VIII.4  S(0) of polystyrene latex with mean diameter of 143 nm  versus volume 
fraction determined from FDPM measurements at the wavelength of 687 and 828 nm  at 
differing ionic strengths of (a) 120 mM, (b) 60 mM, (c) 25 mM, and 5 mM NaCl.  The 
symbols (open diamond) denote FDPM derived values while the lines represent the 
MSA-HSY prediction.  In (a), the triangle symbols represent values predicted from the 
Carnahan-Starling equation.  Propagated error bars from FDPM measurements are 
included. 
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Yet Figures VIII.4b through VIII.4d show that the values of S(0) extracted from 
FDPM scattering measurements deviate from than those predicted from the MSA-HSY 
model at ionic strengths of  60 mM, 25 mM, and 5 mM NaCl equivalent (solid lines).  
The difference between the experimentally derived values and the model prediction 
increases as the ionic strength decreases.  Two possible reasons for the mismatch are 1) 
the potential inaccuracy of the MSA-HSY model and 2) the invalidity of the small 
dimensionless wave vector approximation used to extract S(0) from FDPM 
measurements.    
In the first case, it is well known that the PY approximation describes the 
structure of hard sphere systems more accurately than using MSA describes the HSY 
system.  Furthermore, the MSA underestimates the structure of a suspension, since it 
underestimates the peaks of S(q).131, 153 In addition, the values of the predicted structure 
factor illustrated by the solid lines in Figures VIII.4a through VIII.4d are based upon the 
successful recovery of the parameter estimate of the effective surface charge.  Generally, 
a increased in the ordering of suspensions is indicated by the decrease in the value of 
S(0) and increase in the first peak S(qm) in the S(q) ~ q curve.  Since MSA-HSY 
underestimates structure of a suspension, it also overestimates S(0) and underestimates 
S(qm), as shown in Figure VIII.1, where the dashed lines indicating higher ordering 
represent a lower value of S(0) and higher value of S(qm).  The overestimation of S(0) 
using MSA-HSY model with the parameter estimates of effective surface charges at 828 
nm should result in higher values(solid lines) in the predicted values of S(0) in 
comparison to experimental results (symbols) in Figures  VIII. 4a through VIII.4d. 
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In the second case, since the effective q regions corresponding to the 
wavelengths used herein are within the small q region well before the first peak S(qm) in 
S(q) ~ q curve, the small wave vector approximation is appropriate (Figure VIII.1).  Yet, 
the small q contribution of S(q) due to multiple scattering does not completely describe 
the influence of structure at all possible wave vectors.   
In order to satisfy the small qσ approximation used herein, the wavelengths need 
to be long enough for effective q region (0<q<qmax) to ensure that S(q) in this region can 
be approximated with a quadratic function with reasonable accuracy (Figure VIII.1).   In 
order to verify if the small wave vector approximation used here is responsible for the 
discrepancy, this method was validated through simulation using the PY-HS model.  
Since PY-HS is widely verified by scattering measurements and Monte Carlo 
simulations,99, 101, 111  it is reasonable to consider PY-HS as true model for structure.  
While S(0) from PY-HS structure factor model was considered as the “true” value, the 
synthesized value of S(0) obtained from Eqn (VIII.8) with values of <S(q)> at two 
wavelengths computed from Eqn (VIII.4), where the numerator was calculated using 
Eqn (III.25) with PY-HS structure factor and denominator was calculated from Mie 
scattering theory.  The value of S(0) from synthetic scattering data was systematically 
less than the true values, and the difference between them decreased as the wavelength 
increased as shown in Table VIII.1 .  The synthetic isotropic scattering coefficients were 
generated using PY-HS model prediction based upon a polystyrene suspension of mean 
diameter 143 nm and the volume fraction of 0.20. 
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Table VIII.1 Structure factor at zero wave vector, S(0) determined from synthetic 
isotropic scattering coefficients (predicted using PY-HS model) at two wavelengths 
using long wavelength approximation for a polystyrene suspension of the mean diameter 
of 143 nm and the volume fraction of 0.20. The value of model prediction using PY-HS is 
0.209 and is considered as “true” value.  
 
wavelength 
(nm) 
687 
785 
687 
828 
785 
828 
S(0) 0.165 0.170 0.180 
Error in S(0) -0.044 -0.039 -0.029 
 
 Table VIII.1 shows that the synthetic value of S(0) obtained from the long 
wavelength approximation at 687 and 828 nm wavelengths was 0.170.  This synthetic 
S(0) is less than the true value of S(0) computed to be 0.209 by a difference of 0.039, 
which is an error that is slightly greater than can be accounted for by FDPM 
measurement error.  
Nonetheless, Figure VIII.4a shows that the values of S(0) derived from FDPM 
measurements and from the small wave vector approximation at high ionic strength (120 
mM NaCl equivalents) matches the prediction by MSA-HSY and HS-PY.  This suggests 
that the error arising from the small wave vector approximation may not be the main 
reason for the discrepancy between the MSA predicted and FDPM determined S(0).  
Instead, the MSA-HSY structure factor model and the parameter estimate of the 
effective surface charge, zeff, resulted in an overestimation of S(0) and an 
underestimation of the structure.  
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To minimize the influence of the small wave vector approximation, longer 
wavelengths should be used.  However, at longer wavelengths, the scattering efficiency 
of individual colloidal particles decreases and relative experimental error may 
consequently increase.  Hence at longer wavelengths, the increased accuracy of the small 
wave vector approximation using FDPM can be offset by reduced measurement 
precision. 
Intuitively, S(0) will not have same sensitivity as the peak of the S(q) to the 
structure or particle interaction, especially when S(0) approach zero.  Nonetheless, while 
a shorter wavelength may exclude a more sensitive q-range for assessing colloidal 
structure, the extraction of S(0) provides a simple means to assess changes in structure 
without solving the full ill-posed inverse problem. 
VIII.3.3. Obtaining S(q) from multi wavelength FDPM measurement  
It has been shown7 that one can obtain information on <S(q)> from two 
wavelength FDPM measurements at small wave number region, wherein the structure 
factor S(q)  can be approximated by a quadratic function.7  Theoretically, it is possible to 
approximate S(q) using other functions, including B-spline, Legendre polynomials, etc. 
and the corresponding expansion coefficients can be determined from isotropic 
scattering coefficients as a function of wavelength. However, the inverse problem of 
determining<S(q)> from scattering data is an ill posed Fredholm problem.  It usually 
requires accurate experimental scattering coefficients in order to acquire reliable 
information of S(q). In order to provide robust estimation, the measurements in isotropic 
scattering must be within 0.5%. Due to the limited number of wavelengths and 
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insufficient measurement accuracy, extracting S(q) based on B-splines methods has not 
let to robust estimation of S(q) about first peak in S(q), and will not be provided here.  
Future investigation is suggested. 
 
VIII.4. Summary 
Frequency domain photon migration can effectively probe the structural change 
associated with the change in electrostatic particle interaction and with change in volume 
fraction.  For charged polystyrene lattices, the ordering of particles in a suspension 
increases with decreasing ionic strength and increasing volume fraction, as indicated by 
the decrease in S(0) and the integrated structure factor <S(q)>.  Using the parameter 
estimates of effective charge, predictions of S(0) were compared with experimentally-
derived values of S(0).  While predictions and experimental values of S(0) matched at 
high ionic strengths, the agreement expectedly deteriorated with decreasing ionic 
strength and reduced screening, indicating the limitations of the MSA-HSY structure 
factor model applied to this charged colloidal system.  Nonetheless, this research 
demonstrated the potential of FDPM as a method for effectively assessing particle 
interactions within a dense ensemble suspension for assessing first principle models of 
colloidal interactions.  
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CHAPTER IX 
IX ASSESSMENT OF ELECTROSTATIC INTERACTION BY RHODAMINE 6G 
ADSORPTION ON POLYSTYRENE LATEX USING FREQUENCY DOMAIN 
PHOTON MIGRATION 
 
Chapters VII and VIII assessed the electrostatic interaction of concentrated 
suspensions by measuring the change in isotropic scattering coefficients measured using 
FDPM.  Since the electrostatic interactions among particles also depend upon effective 
surface charge, the chapter will focus on investigating the change in electrostatic 
interactions resulting from varying effective surface charge due to adsorption of 
Rhodamine 6G.  This chapter is adopted from “Huang, Y., Yuwono, V., and Sevick-
Muraca, E.M. Langmuir 18, 9192 (2002)  Copyright [2002] American Chemical 
Society”.172 
 
IX.1. Introduction 
The ability to mediate colloidal particle interactions could be critical for 
controlling stabilities, rheology, as well as self-assembly of nano-particles.  Yet the 
measurement of parameters that govern interactions within dense colloidal suspensions 
remains elusive.  For the case of electrostatic interactions, the intrinsic surface charge 
(also called structural surface charge) is governed by the functional groups on the 
particle surface and is measured by titration.  Nonetheless, titration is inconvenient for 
dynamically evaluating the electrostatic interaction in dense suspensions.150, 151, 152 In 
  
182
addition, the ionization equilibrium of surface groups and the ion condensation of the 
counter ions impact electrostatic interactions.  The effective surface charge, which 
discounts the ion condensation and charge regulation, is typically used to describe 
electrostatic interactions. 
There is no direct method for measuring either surface charge or electrostatic 
potential at the particle surface.  The zeta potential, ζ, which is defined as the 
electrostatic potential at the particle shear plane (as shown in Figure V.18), is used to 
characterize the particle electrostatics.  From the zeta potential obtained from 
electrophoretic measurements in diluted suspensions, the effective surface charge, zeff, 
can then be evaluated through the analytical solution of Poisson-Boltzmann equation 
with suitable approximation.107   The Smoluchowski approximation can be applied when 
the thickness of electrical double layer κ-1 is thin in comparison to the particle radius R 
(κR > 100); Debye-Hückel approximation assumes low surface potential and low ionic 
strength (κR < 0.1).  Generally, the colloidal suspension is between these two extreme 
cases.    
 Within industrial processes involving dense suspensions, such as emulsions, 
electrophoretic measurement is not directly applicable since dilution alters original 
solvent conditions, and therefore alters counter ion condensation and ionization 
equilibrium.  Consequently, techniques have recently been developed to characterize 
electrostatic interactions in dense suspensions.  For example, electroacoustic techniques 
have been applied in measuring zeta potential as well as particle size distribution of 
concentrated suspensions.70, 77-79  Values of zeta potentials obtained from electroacoustic 
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sonic amplitude (ESA) (Figure II.16) or colloidal vibration potential (CVP) 
measurements ( introduced in Chapter II) differ from those obtained from standard 
electrophoresis.75, 92  Furthermore, these perturbative techniques require an oscillatory 
electric force or sonic field, which may disturb the structure of the suspension.  FDPM 
has been demonstrated to provide a non-perturbative measurement of electrostatic 
interactions in dense colloidal suspensions.  
Obtaining parameter estimates of the effective surface charges of dense 
polystyrene latex suspensions at varying ionic strengths (1-120 mM NaCl equiv.) have 
been shown in chapter VII, where FDPM measured isotropic scattering coefficients were 
fitted against MSA–HSY.  This chapter demonstrates the change in the parameter 
estimate of effective surface charge determined using FDPM with the change in the 
surface charge caused by Rhodamine 6G (R6G) adsorption.  While the parameter of 
effective surface charge is strictly dependent upon the structure factor model and may 
not adequately predict titratable surface charge, its variation with amounts of absorbed 
cationic surfactant should nonetheless reflect changing electrostatic interactions.   
 
IX.2. Methods and materials 
IX.2.1. Methods introduction  
ESI among particles can be modeled either by PM model shown as Eqn (III.3) or 
by HSY model shown as Eqn (III.4).   Ionic strength and effective surface charge 
determine the ESI, which quenches the scattering power of suspension through 
interfering microstructure.  With independent knowledge of particle size, ionic strength, 
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isotropic scattering coefficient, as well as a structure factor model one can solve Eqn 
(III.25) numerically for effective surface charge, zeff.   Apparently, the estimated 
effective surface charges using this scheme depends strongly on the interaction potential 
model and approximation relation used in predicting structure factor, S(σ,λ,θ,ϕ), from 
particle interaction potentials.  Based on the same scattering data, the parameter estimate 
of effective surface charge using MSA-PM model are about two orders of magnitude 
less than that obtained using MSA-HSY model, as illustrated in Table VII.3. 
Figure IX.1 plots the isotropic scattering coefficient for a monodisperse 
suspension (with mean particle diameter of 143 nm at the ionic strength of 5 mM NaCl 
equivalent) predicted using PM and HSY models as functions of effective surface charge 
respectively.   
In order to obtain comparable scattering coefficients predicted by the HSY 
model, the PM model requires parameters of effective surface charges to be two orders 
of magnitude less than those used in the HSY model.  Clearly, the effective surface 
charges estimated from isotropic scattering data are model dependent.   
Since the parameter estimate of effective surface extracted from PM model is too 
small to be physically realistic, we used the HSY model to describe changes in 
electrostatic interaction from FDPM measurement of isotropic scattering and adsorption 
of cationic surfactant onto the surface of well-characterized polystyrene particles.   
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Figure IX.1  Calculated zeff [e.c.] from isotropic scattering coefficient using an 
interaction model and MSA approximation relation (with volume fraction of 0.186, mean 
size 143 nm, ionic strength of 5 mM NaCl equiv.). (a) Solid line, using primary 
interaction potential model; (b) dashed line, using hard sphere Yukawa interaction 
potential model. 
 
 
IX.2.2. Characterization of R6G fluorescence spectrum  
Rhodamine 6G (R-4127, Sigma, St. Louis, MO) is a positively charged 
surfactant. The molecular structure of Rhodamine 6G in shown in Figure IX.2 
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Figure IX.2 Schematic of Rhodamine 6G molecule. 
 
Rhodamine 6G  can be used to modify the surface charge by adsorbing on 
negatively charged polystyrene surface occurs two main mechanisms: 1) ion 
condensation170, 173 owing to electrostatic interaction; 2) condensation owing to the 
hydrophobicity of R6G.174, 175 At low R6G surface coverage, the electrostatic effect 
dominates, and at higher R6G surface coverage, hydrophobic interactions become 
significant. 174, 175 
Figure IX.3 below shows the R6G absorbed spectrum measured using a spectro-
fluorometer (Fluorolog-2, Spex Industries Inc., Edison, NJ).  The excitation spectrum is 
determined at the detection wavelength of 830 nm, and emission spectrum is measured 
with the excitation wavelength of 250 nm.  R6G strongly absorbs light at the wavelength 
of 529 nm, fluoresces at 566 nm with high quantum efficiency (as shown in Figure 
IX.3). This enables measurement of R6G concentrations using fluorescence 
measurements.  R6G does not fluoresce in the red and infrared wavelength region.  Since 
time-dependent techniques such as FDPM effectively provide separate optical properties 
1 nm
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of absorption and scattering of a multiple scattering medium, the evaluation of colloid 
scattering capacity is enabled at 687 nm without the interference from R6G absorbance 
or fluorescence.    
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Figure IX.3 Absorption and emission spectra of Rhodamine 6G in 5 mM NaCl. The 
excitation spectrum is determined at the emission wavelength of 830 nm, and emission 
spectrum is measured with the excitation wavelength of 250 nm.  The intensities of 
excitation and emission are not based on their absolute value. 
 
 The surface charge of negatively charged polystyrene particles, can be adjusted 
by adsorbing positively charged R6G175, 176  and the changes in surface charge can be 
inferred by measuring changes in scattering owing to changes in electrostatic interaction. 
IX.2.3.  R6G adsorption isotherm   
To determine the R6G adsorption isotherm, R6G was added to Latex A (with 
mean diameter of 143 nm and standard size deviation of 22 nm) of volume fraction 0.5% 
at 5 mM NaCl to achieve concentrations ranging from 0.1 to 2 mM.  After equilibration 
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at room temperature for 24 hours, the R6G-polystyrene suspensions were centrifuged at 
12,000 rpm, 25,000 g (max) (Sorvall RC-5B, GMI. Inc., Clearwater, MN) for 45 minutes 
and the supernatant was collected.   The supernatants were then centrifuged again at 
56,000 rpm, 33,000g (max) (Beckman L8-M, Miami, FL) for 45 minutes.   The R6G 
concentrations in the final supernatant were measured in a 10 mm florescence cell using 
a spectrofluorometer (Fluorolog-2, Spex Industries Inc., Edison, NJ) at the excitation 
wavelength 529 nm, and the emission wavelength of 556 nm.  A calibration curve was 
prepared by plotting the florescence intensity versus supernatant R6G concentration in 5 
mM NaCl.  The measured fluorescence intensities of final supernatants were than 
converted to R6G concentration using this calibration curve, and the amount of adsorbed 
R6G was easily calculated from R6G mass balance.   
Figure IX.4 illustrates the adsorption isotherm of R6G on the latex A of mean 
diameter of 143 nm and size deviation of 22 nm.  Gong et al.151  reported that across a 
range of R6G concentration there are two plateaus in the adsorption isotherm of R6G on 
polystyrene corresponding to electrostatic and hydrophobic condensation mechanisms: 
the first one starts at approximate supernatant concentrations between 1 µM and 30 µM; 
the second one start at several hundred µM.   
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Figure IX.4 Average adsorption density of R6G [µmole/m2] on polystyrene of mean size 
143 nm and size deviation of 22 nm surface versus supernatant R6G concentration [µM] 
in 5 mM NaCl solution. 
 
The experimental isotherm of this works starting at 39 µM and ending at about 
700 µM, is roughly the interim region of the two plateaus in Gong et al.’s works. 151   It 
is expected that a better design of experiment would to be able to reproduce Gong et 
al.’s work.  The primary purpose of preparing adsorption isotherm is to show that 
dominant amount of R6G in the suspension are adsorbed on polystyrene surface.  From 
the adsorption isotherm shown in Figure IX.4, calculation shows that more than 99.9% 
of R6G added to the suspension was adsorbed on the polystyrene surface.  The amount 
of free R6G in the supernatant was negligible in comparison to the amount R6G 
adsorbed on the polystyrene particle surface. 
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IX.2.4. FDPM measurements 
FDPM measurements at 687 nm were conducted on approximate 100 ml of 
polystyrene latex of mean diameter of 143 nm (of volume fraction, φ = 0.186 and 5 mM 
NaCl equiv.).  To this sample, aliquots of the same polystyrene solutions but containing 
4 mM R6G were added.17  Aliquot amounts were weighed using a 1/10,000g resolution 
balance (Denver Instrument M-220D, Fisher) and added to the solution.  After each 
addition of R6G-polystyrene aliquot sample, the solution was stirred using a sonic stirrer 
(F60 dismemberator, Fisher Scientific) at low power (< 4 mW), and FDPM 
measurement of µa and µs’ was performed 30 minutes later to ensure adsorption 
equilibrium was achieved.  Since the R6G-polystyrene aliquots had the same particle 
volume fraction as the solution, constant volume fraction was maintained through all 
measurements. The FDPM measurements were repeated three times for each sample.  
The FDPM measured isotropic scattering and absorption coefficients of the polystyrene 
latex with R6G adsorption on particle surface will be presented in the next section with 
discussions.  
 
IX.3. Results and discussions 
IX.3.1. Change of µs’ and µa  with Rhodamine 6G adsorption  
Figures IX.5a and IX.5b plot the isotropic scattering and absorption coefficients 
as a function of surface R6G adsorption density on polystyrene particles.  The isotropic 
scattering coefficient, µs’, first increased with the R6G concentration, and then reached a 
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plateau (starting at R6G concentration adsorption density of 0.3 x 10-7 mole/m2, with 
further addition of R6G).  
The R6G surface coverage rate at the inflection point can be simply obtained by 
multiplying the R6G adsorption density 0.3 × 10-7 mol/m2 with the area occupied by one 
mole of R6G molecules that lie on particle surface, where the unit surface area covered 
by a R6G molecules is roughly estimated from the molecular dimension of R6G (shown 
in Figure IX.2) to be 1.6 nm × 0.9 nm  = 1.44 nm2. 
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Figure IX.5  FDPM measured isotropic scattering  (1/cm], and absorption coefficients 
(1/cm) versus total R6G concentration [mM] in polystyrene suspensions with volume 
fraction of 0.186 and ionic strength of 5 mM NaCl equiv. 
 
Since the R6G surface coverage on polystyrene (as calculated from the 
adsorption isotherm, and the molecular size of R6G) was found to be < 10 % at the 
inflection point, and since only trace amount of R6G was added, the change in scattering 
cross section and change in ionic strength owing to R6G addition could not be 
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responsible for FDPM measured change in µs’.  The change in effective surface charge 
owing to R6G adsorption and its impact on particle spatial ordering must be responsible 
for the increased scattering power. 
 Figure IX.5b shows a similar change in absorption coefficient owing to the 
adsorption of R6G. The absorption coefficient first increased with a sharper slope, and 
then increased with a flatter slope after the inflection point.  It is noted that the inflection 
points in both Figures IX.5a and IX.5b occur at comparable R6G adsorption density of 
approximate 0.3 × 10-7 mole/m2.  In both cases of absorption and scattering, the 
inflection point was determined from the interception of two linear curves in the steeply 
rising and plateau regions.  The inflection point Figure IX.5a occurs at 0.3 × 10-7 
mole/m2, well below the intrinsic surface charge density of 6.3 × 10-7 mole/m2.  This 
inflection point has not been reported in literature, and the change in the absorption 
efficiency suggests molecular configuration change.  
Dimerization and subsequently fluorescence quenching of R6G have been 
reported in water at high R6G concentration. 174, 177   R6G surface condensation enhances 
the dimerization of adsorbed R6G.  Because light absorption efficiency of dimerized 
R6G decreases relative to its molecular form.174, 177  The reduced rate of absorption 
efficiency of R6G may indicate the change in molecular configuration.  The existence of 
inflection points at both scattering and absorption curves at same “critical” R6G 
concentration suggests that presence of hydrophobic condensation after the inflection 
point and that R6G adsorbed after the inflection points does not effectively modify the 
surface charge of polystyrene particles as well as it does in its molecular state before 
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inflection point.   Nonetheless, Figure IX.5 suggests that R6G condensation on 
negatively charged polystyrene particle surface may not be one-to-one based in this 
experimental condition of high volume fraction (ϕ = 0.186) and low R6G adsorption 
density.   
In order to validate that change in adsorption mechanism others have 
reported,151FDPM measurement at the low volume fraction of 0.0267  were conducted at 
high R6G adsorption densities.  Figure IX.6 illustrated the absorption coefficient versus 
R6G adsorption density at the volume fraction of 0.0267 measured at 650 nm.  The 
inflection point occurred at about 5.4 × 10-7 mole/m2, slightly less than the measured 
titratable surface change density.  Despite the possible remaining surfactant and possible 
surface charge non-uniformity178 on the polystyrene particle surface, this inflection point 
nonetheless corresponds to the surface charge density, agreeing with work of Gong et 
al.151  
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Figure IX.6 FDPM measured absorption coefficients (1/cm), versus total R6G 
concentration (1/cm] in polystyrene suspensions with volume fraction of 2.67%  and 
ionic strength of 5 mM NaCl equiv. at the wavelength of 650 nm. 
 
Consequently, FDPM measurements of light absorption may provide an 
indication of change in R6G adsorption mechanism at low adsorption densities not 
previously reported as well at high adsorption densities.  
Nonetheless, FDPM measurements successfully captured the subtle changes in 
the optical properties of scattering and absorption owing to added trace amount of R6G. 
IX.3.2. Change in effective surface charge owing to R6G adsorption 
Because of the complexity of R6G adsorption on polystyrene surfaces, one 
cannot infer the change in surface charge of the polystyrene from adsorbed R6G by 
simple neutralization calculation.151, 152, 175  Herein the effective surface charge was also 
obtained by regressing experimentally obtained scattering coefficients to the MSA-HSY 
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model prediction after each addition of R6G aliquot. At constant volume fraction and 
salt concentration, the isotropic scattering measured by FDPM and predicted by MSA-
HSY model increases with decreasing effective surface charge associated with 
increasing R6G concentration. The parameter estimates of zeff were obtained by least 
squares whereby convergence was achieved when the step size of surface charge was 
less than 1 electron charge and the difference between model predicted isotropic 
scattering coefficient and FDPM measured value was less than 0.1 (1/cm)-1.   
Figure IX.7 illustrates the estimates of effective surface charge at varying R6G 
surface adsorption density, showing that the effective surface change decreases as R6G 
concentration increases. The propagated errors in zeff originated from uncertainties of 
FDPM measurement estimated from Figure IX.1 are about 10 electron charges.  The 
surface charge of 300 electron charge corresponds to the surface charge density of 0.8 x 
10-8 mole/m2.   
 The parameter estimate of effective surface charge at zero R6G adsorption is 
about two orders in magnitude less than the surface charge obtained from titration.   
Assumptions in interaction potential model and approximation relations may be the 
major reasons for the underestimated effective surface charges, and underscore the 
current state of the non-qualitative description of the physics of particle ensembles.  
While the PM model is used to describe the interaction, the parameter estimate of 
effective surface charge would be less than 10, as can be estimated from Figure IX.1.  
Other sources of errors reside in the assumed monodispersity and independent 
measurement errors associated with particle size, ionic strength, and isotropic scattering 
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coefficients.  These errors may also contribute to the underestimation in effective surface 
charge. 
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Figure IX.7 Parameter estimate of average zeff [e.c.] per particle versus R6G surface 
adsorption density [mole/m2] in the polystyrene suspension (with volume fraction of  
0.186, mean size 143 nm,  ionic, ionic strength of 5 mM NaCl equiv.). The propagated 
errors in zeff from the uncertainties of FDPM measurement is approximately 10 electron 
charge. 
 
  Nonetheless, while the physics of electrostatic interaction within the ensemble 
may not be completely captured, the MSA-HSY model captured the physics of 
decreased spatial ordering with reduction of effective surface charges owing to R6G 
adsorption.   
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IX.4. Summary 
FDPM sensitively and effectively captures the increase in isotropic scattering 
coefficient and absorption coefficients associated with changing electrostatic interaction 
owing to R6G adsorption on polystyrene surface.   Combining FDPM and the MSA-
HSY model, a parameter estimate of the effective surface charge was obtained as a 
function of added adsorbed R6G.  As expected, the parameter estimate of surface charge 
decreases with measured adsorption of positively charged R6G in negatively charged 
polystyrene particles.  FDPM, when combined with a structure model of electrostatic 
interaction, may provide a potential probe assessing electrostatic interactions of dense, 
undiluted suspension. 
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CHAPTER X 
X MULTIPLE WAVELENGTH MEASUREMENTS OF SCATTERING OF 
CONCENTRATED POLYSTYRENE SUSPENSIONS 
 
Previous results in Chapter VII show that the parameter estimates of effective 
surface charges at 687 nm are greater than those obtained at 828 nm, and those estimated 
at lower ionic strengths are generally less than those obtained at a higher ionic strength.  
To determine the possible reasons for this and achieve a better understanding of the 
structure of dense suspensions, we resort to multiple wavelength measurements for more 
information and for further verification.  In this chapter, we present FDPM 
measurements of isotropic scattering coefficients as a function of volume fraction at 7 
wavelengths.   The isotropic scattering coefficients as a function of wavelength or as a 
function of particle volume fraction will also be used to regress mean particle sizes.    
 The majority of FDPM measurements were conducted by group members Dali 
Singh Sarabjyot and John Rasmussen, and their contribution to this chapter is 
recognized. 
 
X.1. Introduction 
Using FDPM, Sun et al.9, 11, 13 has previously extracted particle sizing 
information of concentrated suspensions from measured isotropic scattering coefficient 
at multiple volume fractions but at a single wavelength.  However, dilution, which may 
change interactions and even particles size for emulsions, is not always applicable.  
Particle sizing using multiple wavelength FDPM measurement may provide a solution.   
  
199
Monodisperse MSA-HSY model has been used along with FDPM to estimate 
effective surface charges in Chapter VII, and the estimated values for effective surface 
charges depend upon the wavelength and ionic strength.  In order to further investigate 
MSA-HSY model and to demonstrate particle sizing using FDPM, multiple wavelength 
measurements of the isotropic scattering coefficient for latex A (of mean particle 
diameter of 143 nm) and B (of mean particle diameter of 226 nm) are conducted at 7 
wavelengths and 3 ionic strengths. 
In the following sections, the materials used in our FDPM measurements will be 
briefly summarized, and the experimental results and discussion will then be presented 
followed by a short summary section. 
 
X.2. Materials and methods 
Two polystyrene lattices were obtained from Dow Chemicals: Latex A has the 
mean particle size of 143 nm (measured using dynamic light scattering) and size 
standard deviation of 22 nm (obtained from analyzing TEM images); latex B has the 
mean particle size of 226 nm and size standard deviation of 44 nm both obtained from 
dynamic light scattering.  Both lattices were first dialyzed using deionized-ultrafilted 
water, and then the ionic strength is adjusted by adding NaCl solutions.  The details 
regarding sample preparation were presented in Chapter V, and sample properties are 
summarized in Table V.4. 
FDPM measurements were conducted at 7 wavelengths: the light at the 
wavelengths of 488, 514, 568 nm are generated from Argon-Krypton laser, and the light 
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at the wavelengths of 650, 687, 785, 828 nm are generated from laser diode.  FDPM 
instrumentation has been introduced in Chapter V.  
Isotropic scattering coefficients were determined by averaging FDPM 
measurements conducted at 3 modulation frequencies 70, 80, and 90 MHz. The isotropic 
scattering coefficients was obtained from the phase shift (PS) and average intensity (DC) 
as a function of the source detector separation using the multiple distance methods 
introduced in Chapter V. 
 
X.3. Results and discussions 
X.3.1. Isotropic scattering coefficients measured at multiple wavelengths  
The FDPM measured isotropic scattering coefficients for the latex of mean 
particle diameter of 143 nm an latex B of mean particle diameter of 226 nm are shown in 
Figures X.1 and X.2 respectively. 
As illustrated in Figure X.1, FDPM measured isotropic scattering coefficients 
measured at all wavelengths do not increase linearly with volume fraction due to the 
quenched scattering arising from particle interactions.  With increasing wavelength, the 
change in scattering coefficients versus volume fractions increasingly deviates from a 
linear behavior, indicating the extent of scattering hindrance increases with increasing 
wavelength.  Figure X.1 also demonstrates increasing influence of ionic strength on 
scattering with increasing wavelength.  
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Figure X.1 Isotropic scattering coefficient (1/cm) versus volume fraction measured at 
seven wavelengths and 3 ionic strengths for the latex of mean diameter 143 nm . (Circle, 5 
mM NaCl equivalent; diamond, 50 mM NaCl equivalent; triangle, 120 mM NaCl 
equivalent). 
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Figure X.2  Isotropic scattering coefficient (1/cm) versus volume fraction 
measured at seven wavelengths and 3 ionic strengths for the latex of mean diameter of 
226 nm. (Circle, 5 mM NaCl equivalent; diamond, 50 mM NaCl equivalent; triangle, 
120 mM NaCl equivalent). 
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Figure X.2 also shows increasing hindrance on scattering with increasing 
wavelength and with increasing volume fraction. Scattering coefficients of latex of mean 
diameter of 226 nm shown in Figure X.2 vary with volume fraction in a linear fashion,  
contrary to the results of latex of mean diameter of 143 nm (shown in Figure X.1), this 
indicates that the latex of mean diameter of 143 nm is more structured at the length scale 
of wavelength.55  The primary reason for the reduced scattering hindrance for 
suspensions of larger particles is that particle center-to-center separation distance at 
same volume fraction increases with the particle size.  Therefore at some length scale, 
there are more scatter centers in polystyrene latex of smaller diameter, and the extent of 
position correlation at the length scale of wavelength increases with scatter number 
density owing to the decreased mean particle separation distance. 
 Figure X.2 does not show the apparent dependence of FDPM measured scattering 
on the ionic strength except at the wavelength of 828 nm at the highest volume fraction.  
This can be explained by the fact that ESI effects increase with decreasing particle 
separations, as will be further detailed later.  
X.3.2. Particle sizing using monodisperse PY-HS model  
It is widely accepted that at the ionic strength above 0.10 mM NaCl equivalent, 
(where electrostatic interaction among charged particles are screened and dispersions 
force are negligible for a particle size less than a micrometer), interactions among 
polystyrene particles can be modeled as that of hard sphere.  To obtain the mean particle 
size, the monodisperse hard sphere model is first used to estimate the experimental 
isotropic scattering coefficients measured at the ionic strength of 120 mM NaCl 
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equivalent for mean particle size at each volume fraction by minimizing the following 
equation: 
22'
,
'
exp,
2 )(/))()(( iwii cals
i
s µµχ ∑ −=      (X.1) 
where the weight factor w(i) is chosen to be the mean deviation averaged over the 
deviations obtained at all of the 3 different ionic strengths at each volume fraction.  This 
ensures that the weight factor w(i) is more representative at volume fraction.  Here a 
varying refractive index model for polystyrene is used, since a much wider range of 
wavelength is used in this chapter.179 
in p 0106291.1104668.24418.2 4
3
2
2 +×+×+= −− λλ    (X.2) 
By minimizing the error function of Eqn (X.2), with theoretical value calculated 
using monodisperse PY-HS model, the mean particle size is obtained as the only 
unknown at each volume fraction for both lattices.  The regressed mean particle sizes are 
listed in Table X.1. 
 
Table X.1  Mean size regressed using monodisperse PY-HS model from multiple 
wavelength measured isotropic scattering coefficients for lattices A(with  mean diameter 
of 143 nm) and B (with mean diameter of 226 nm) at each volume fraction. The mean 
sizes for lattices A and B determined using DLS are 226 nm and 143 nm respectively. 
 
Volume fraction 0.03 0.1 0.18 0.27 
A 140 141 141 144 
Mean size (nm) 
B 200 208 214 223 
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 FDPM measured isotropic scattering coefficients for the polystyrene latex of mean 
particle diameter of 143 nm at ionic strength of 120 mM are plotted in the Figure X.3 as 
symbols, together with monodisperse PY-HS predictions using the regressed mean size 
at each volume fraction.  The FDPM measured and calculated isotropic scattering 
coefficients for the polystyrene latex of mean particle diameter of 226 nm are presented 
in Figure X.4.  
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Figure X.3 Monodisperse PY-HS model fitting against FDPM measured isotropic 
scattering coefficient at the ionic strength of 120 mM NaCl equivalent versus wavelength 
for polystyrene latex of mean diameter of 143 nm at each volume fraction. (The symbols, 
FDPM measurements; lines, least squares regressions). 
 
Figure X.3 shows that the regressed values for the isotropic scattering 
coefficients at wavelengths less than 650 nm are systematically greater than the FDPM 
measured values at volume fraction of 0.10 or higher, Figure X.4 in shows that the 
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regressed scattering coefficients are systematically greater than the corresponding 
experimental values at volume fraction 0.10 or higher for all wavelengths.  It was 
verified that the regressed particle sizes shown in Table X.1 corresponds to the global 
minimum at each volume fraction by plotting the error function shown in Eqn (X.1) as a 
function of mean particle diameter.   
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Figure X.4 Monodisperse PY-HS model fitting against FDPM measured isotropic 
scattering coefficient at the ionic strength of  120 mM NaCl equivalent, as a function of 
wavelength  for polystyrene latex of mean diameter of 226 nm at each volume fraction 
(The symbols, FDPM measurements; lines, least squares regressions). 
 
 
Nonetheless, the regressed mean sizes for both lattices are close to the mean size 
determined using dynamic light scattering, especially for latex A, where the difference in 
  
207
mean size obtained from FDPM and DLS are within the precision limits of DLS, which 
is typically with 1-2% of measured values. 
The systematic over-prediction shown in Figure X.3 and Figure X.4 (where 
volume fractions were assumed known) cannot be avoided by changing the estimated 
particle size, since the predicted scattering coefficient depends not only on the particle 
size and wavelength, but also on the structure factor model as shown by equation (3.25).  
The mismatch existed between experimental values (symbols) and model prediction 
(lines) shown in Figures X.3 and X.4 must be due to the systematic error in the structure 
factor model at a higher volume fraction.  At the volume fraction of 0.03, PY-HS 
predicts only weak or negligible structure, particles scatter independently (or near 
independently), and therefore the model predicted scattering coefficients are close to 
their corresponding experimental values. 
X.3.3. Regress particle size using polydisperse PY-HS model 
Assuming the refractive index used is accurate, the systematic difference 
between experimental and model predicted data shown in Figures X.3 and X.4 suggests 
that using the mono-disperse PY-HS to describe the scattering is inappropriate at volume 
fraction higher than 0.03 even at the ionic strength of 120 NaCl equivalents.  
Specifically, the possible reasons for this mismatch are: 1) Influence of the 
polydispersity while assuming a monodisperse model; 2) inappropriate application of 
PY-HS model for addressing structure. 
At moderate polydispersity, the monodisperse PY-HS model generally predicts 
isotropic scattering coefficient significantly less than the polydisperse model.  Figure 
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V.5 shows the ratio of isotropic scattering coefficients predicted using polydisperse PY-
HS model (with the mean size 143 nm and size deviation 22 nm), where a Gaussian 
distribution of particle size is assumed, to those predicted with the monodisperse version 
(with the mean size 143 nm).  Figure X.5 shows that the ratio of the predicted scattering 
coefficient using PY-HS polydisperse model (with the mean size of 143 nm and standard 
size deviation of 22 nm) to that using monodisperse model (with the mean size of 143 
nm) increases with increasing wavelength and with increasing volume fraction as a 
function of wavelength.   
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Figure X.5  The ratio of isotropic scattering coefficients predicted using polydisperse 
PY-HS model (mean size 143 nm, size deviation 22 nm) to those predicted using 
monodisperse PY-HS model (mean size 143 nm) as a function of wavelength at various 
volume fraction. 
 
Due to the polydispersity of lattices, the monodisperse model cannot provide an 
unbiased fit of FDPM measured isotropic scattering coefficients as shown in Figures X.3 
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and X.4.  Therefore negligence of the polydispersity must be listed as one of the reasons 
for the poor regression results.  
The polydisperse PY-HS model can also be regressed to the data by minimizing 
Eqn (X.1) to find the mean size and spread of the assumed Gaussian distribution as the 
two unknowns.  Here the convergence criteria are chosen to be that the change in norm 
of unknown between iterations is less than 10-8 (1/cm)2 . The obtained mean particle size 
and standard size deviation for both lattices are listed in Table X.2.  The isotropic 
scattering coefficients predicted using the regressed mean size and size deviation using 
polydisperse PY-HS model and experimental scattering data for the polystyrene latex 
(latex A) of mean diameter of 143 nm are shown in the Figure X.6.   
 
Table X.2 Mean size and standard size deviation as the two unknowns regressed using 
polydisperse PY-HS model from multi wavelength FDPM measured isotropic scattering 
coefficients at ionic strength of 120 mM NaCl at each of known volume fractions, 0.03, 
0.10, 0.18, 0.27.  
 
Samples 0.03 0.10 0.18 0.27 
Mean Size (nm) 135.9 97.0 119.2 127.6 
A Standard 
Deviation(nm) 
19.2 43.0 29.9 22.7 
Mean Size (nm) 209.8 208.7 213.8 229.1 
B Standard 
Deviation(nm) 
26.9 31.2 23.9 12.3 
 
A comparison of Figures X.3 and X.6 shows that the inversion using 
polydisperse PY-HS model (with both particle size and size deviation as unknowns) at 
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each ionic strength provides a better fit.  Without systematically under-or over-
predicting isotropic scattering coefficients, polydisperse PY-HS model is at least more 
suitable in describing the measured scattering data.  However, the regressed mean sizes 
for the polystyrene latex of the mean diameter of 143 nm using the polydisperse model 
are generally less than the value determined using dynamic light scattering and vary with 
volume fraction. 
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Figure X.6  Isotropic scattering coefficient versus wavelength at 4 volume fractions for 
the polystyrene latex (with mean size of 143 nm and deviation of 22 nm). Symbols denote 
FDPM measurements at ionic strength of 120 mM.  Lines denote prediction using PY-
HS polydisperse model with regressed mean size and size deviation. 
 
  Since the Mie theory predicts increased scattering coefficient with increasing 
particle size at the visible wavelengths for particles with size between 100 and 300 nm, 
the underestimation of size for the latex of 226 nm using polydisperse PY-HS model 
indicates that isotropic coefficients are overpredicted in polydisperse PY-HS model.  
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The corresponding model predicted data in using the latex of mean diameter 226 
nm are shown in Figure X.7, which indicates that at the wavelengths of 514 nm or lower, 
the polydisperse PY-HS model still significantly over predicts isotropic scattering 
coefficients, where both regressed particle sizes and size deviations used in model 
prediction are smaller than DLS values.  Figure X.7 also suggests that polydisperse PY-
HS model overpredicts scattering coefficients with the assumed volume fraction. 
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Figure X.7 Isotropic scattering coefficients versus wavelength at 4 volume fractions for 
Latex B (with mean size of 226 nm and deviation of 43 nm).  Symbols denote FDPM 
measurements at ionic strength of 120 mM.  Lines denote lines predicted using PY-HS 
polydisperse model with regressed mean size and size deviation. 
 
The over-estimation in scattering coefficient indicates that PY underestimates the 
quenching effects on scattering due to particle interaction at the ionic strength of 120 
mM NaCl equivalents.   
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We realize that modeling the particle interaction as simple hard spheres may also 
contribute to the ill-fit.   Since the error of model predicted structure factor depends on 
the wavelength and on volume fraction used, the results of particles sizing using the PY-
HS model may depend upon the experimental wavelengths and volume fractions.   
It is noted that even though the regressed mean size for the polystyrene latex of 
mean diameter of 143 nm (Latex B) are closer to the DLS values at the volume fraction 
of 0.27, one cannot conclude that PY-HS model predictions are more accurate at higher 
volume fractions, since PY-HS structure factor model systematically overpredicts 
isotropic scattering coefficients (shown in Figures X.3 and X.4 for the monodisperse 
cases and in Figures X.6 and X.7 for the polydisperse cases).  However, FDPM multiple 
wavelength measurements combined with PY-HS model can provide reasonably 
accurate means to estimate particle size as well as particle size distribution at increased 
volume fractions. 
X.3.4. Estimation of effz  at multiple wavelengths 
Using a similar least squares regression scheme that was used to obtain mean 
particle size, the  effective surface charges, effz , at each volume fraction and at each 
ionic strength have been obtained as the only unknowns by minimizing Eqn (X.1) from 
multiple wavelength measured scattering coefficients with MSA-HSY.122  The mean 
particle diameter in the forward prediction using monodisperse MSA-HSY is chosen to 
be those (shown in Table X.1) regressed at each volume fraction at the ionic strength 
120 mM NaCl equivalents.  The parameter estimates of surface charges for polystyrene 
latex of mean diameter 143 nm are shown in the Table X.3, where the convergence 
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criteria are set to be the parameter estimate of the effective surface charge less than 0.1 
or a change in the χ2 error function less than 10-4.   
 
Table X.3 Regressed effective surface charge for the latex of mean diameter of 143 nm at 
4 volume fractions and 3 ionic strengths. 
 
Volume fraction 0.03 0.1 0.18 0.27 
5 mM 0 518 515 491 
50 mM 0 1232 1299 1892 
zeff,  
  e. c. 
120 mM 0 0 0 0 
 
 
At the lower volume fraction of 0.03, particle positions are not correlated, and 
there is no perceivable impact of ionic strength on the FDPM measured scattering 
coefficients.  At the ionic strength of 120 mM, the regression naturally goes to zero, 
since the size used in prediction is obtained from regression using PY-HS model from 
the scattering data measured at 120 mM ionic strength.  It is well known that MSA 
model reduces to PY-HS when the effective surface charge vanishes.  
 We can see that the regressed effective surface charges obtained at the volume 
fractions of 0.1 and 0.18 are extremely close, and are slightly different from that 
obtained at the volume fraction of 0.27.  It is also shown that the effective surface 
charges obtained at an ionic strength of 5 mM is less than those obtained at 50 mM NaCl 
equivalent, agreeing with the results shown in Chapter VII and affirming an uneven 
estimation of the screening effects at different ionic strength by MSA-HSY model. 
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Even though Figure X.5 shows that polydispersity can generate significant 
differences in the PY-HS model prediction, it is widely considered that polydispersity 
can be neglected at strong ESI when polydispersity index is less than 10%.  Though 
monodisperse MSA-HSY model is used in the regression, the effz  obtained are still 
predictive of ESI effects on the structure and scattering of a concentrated suspension.   
 From the scattering coefficients of the polystyrene latex of mean diameter 226 nm 
(Figure X.2), one can conclude that ionic strength does not impact the measured 
scattering significantly.  The corresponding regressed effective surface charges do not 
change appreciably with ionic strength and therefore are not presented here.  
The possible reasons for the diminution of electrostatic effects on the scattering 
of the latex with mean diameter of 226 nm (Latex B) are: 1) the electrostatic interaction 
in the mean diameter of 226 nm is relatively weaker than that in the latex of 143 nm; and 
2) the mean particle separation distances for the latex of 226 nm are larger at constant 
volume fraction (resulting from reduced number of particle in a unit volume), which 
greatly reduces the particle electrostatic forces predicted using Eqn (III.3).  Assuming 
the surface charge density is proportional to zeta potential and considering that the latex 
of mean diameter of 143 nm has a higher zeta potential (72 mV) than the latex with 
mean particle size of 226 nm (and with mean zeta potential of 48 mV), the magnitude of 
electrostatic repulsive force between contacting particles for 143 nm diameter latex is 
about 60% of that the latex of 226 nm (as estimated from Eqn (III.3)).  
For the second reason, at constant volume fraction, an increase in particle size 
will increase the particle separation distance due to decreased particle number density.  
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Furthermore, an increase in particle size will decrease the electrostatic force between 
particles by a factor of 
)exp(
1
rr κ   owing to the increasing particle center to center 
distance, r, as shown in Eqn (III.3).  How sharply the ESI diminishes with increasing r 
depends on the value of κ-1, which indicates thickness of electric double layers.  As the 
particle surface separation distances become greater than twice of the value of κ-1, the 
ESI between the particles can be considered negligible and interaction between particles 
can be considered as that between hard spheres.   
At the same volume fraction and ionic strength, particle electrostatic interactions 
tend to be less important for determining particle structure. 
Another reason is due to the fact that isotropic scattering coefficients predicted 
using Eqn (X.3) for the latex of 226 nm measured at visible wavelengths are not 
sensitive to the change in structure due to q range determined by the particle and 
wavelength (shown in Figure X.8).   
∫ −⋅⋅⋅= π032vs )dθcos(1sin)qS()qF()m/(2 6 θθσλπ φλµ )('   (X.3) 
The sensitivity of the scattering coefficient predicted from Eqn (X.3) to the 
structure factor depends on the effective q range, 0<q<qmax  with λ
σπσ lnq 4max = .  The 
maximum q ranges interrogated by wavelength λ1 and λ2 are 0<qσ<q1,maxσ and  
0<qσ<q2,maxσ  respectively.  As the ordering in particle position of a monodisperse 
suspension increases due to increased particle repulsive force, the structure factor 
represented by continuous curve (shown in Figure X.8) shifts to that represented by the 
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dashed curve, which has a smaller value in S(0) and a higher value of the first peak in 
S(q).  At the wavelength of λ1, Eqn (X.3) predicts a smaller isotropic scattering 
coefficients indicating a more structured suspension, since the all the values of S(q) 
represented by the dashed curve (indicating higher ordering) are smaller that those 
represented by the continuous line in the effective q range of 0<qσ<q1,maxσ.  
 
 
Figure X.8  Structure factor curve S(q) and effective dimensionless q range indicated by 
qmaxσ.  The maximum dimensionless scattering vector qmaxσ increases proportionally 
with the particle diameter in a suspension and decreases with the wavelength.  The 
angle–integrated structure factor is the structure factor averaged over t he interval [0, 
qmaxσ].  The dashed line represents a higher structure than the solid line does.   
  
However, at the wavelength of λ2 and at an effective q range of 0<qσ<q2,maxσ 
(shown in Figure X.8), the solid line and the dashed line crosses.  The values of S(q)  
represented by dashed curve are less that those represented by the continuous line for the 
q between the origin and the crossing point, while the value represented by the dashed 
curve are greater than that represented by the continuous curve for the q value between 
the crossing point and q2,maxσ.  Therefore, the angle-integrated structure factor <S(q)> 
over the effective dimensionless q range of [0, q2,maxσ], for the S(q) represented by both 
1 
qσ
S(q) 
S(0) 
q1,max σ q2,maxσ 
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solid and dashed lines may be close, and the isotropic scattering coefficient predicted 
from both S(q) curve with the effective q range [0, q2,maxσ] are similar.  Consequently, 
the sensitivity of the isotropic scattering coefficient to the structure changes depends on 
the dimensionless q range determined by the wavelength and the particle diameter.  
The dimensionless q range for the particles of diameter 143 nm appears at the 
right hand side of the first S(q) peak (Figure X.3) even at,488 nm, which is the smallest 
wavelength used in the work of this thesis.  At longer wavelengths, such as 687 and 828 
nm, the effective q range is sufficiently close to the origin and the S(q) in the range can 
be approximated using long wavelength approximation (as shown in Chapter VIII).  For 
the latex of mean particle diameter of 226 nm, the qmaxσ is beyond the first peak in the 
S(q) curve at the wavelength of the 488 nm, and the FDPM measured scattering 
coefficient does not show change with the changing ionic strength.  
In summary, the decreased repulsive electrostatic force (due to increased particle 
separation distance) and decreased sensitivity of isotropic scattering to the change in 
structure (due to increased dimensionless q) together cause the smaller dependence of 
the FDPM measured isotropic scattering on ionic strength.  
X.3.5. Estimation of effz  at multiple volume fractions 
In the previous section, we obtained effz  from isotropic scattering coefficients 
measured from multiple wavelengths at a single volume fraction.  In this section, effz  are 
regressed from scattering data at each wavelength and at each ionic strength but at 
varying volume fractions by minimizing the error function.   
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 22,
'
,,
'
exp,
2 )(/))()(( iwivcals
i
ivs φµφµχ ∑ −=      (X.4) 
where )( ,
'
exp, ivs φµ  and )( ,' , ivcals φµ represent measured and predicted (Eqn (X.4)) isotropic 
scattering coefficients at the volume fraction of iv,φ . To illustrate how MSA-HSY treats 
the impact of the ionic strength on the scattering at different wavelengths, we regressed 
effective surface charges at different ionic strengths at each wavelength, where the mean 
particle size used at each wavelength were chosen to be that regressed using PY-HS 
model from )( ,
'
exp, ivs φµ  measured at 120 mM at all four volume fraction at the 
wavelength.  The effective particle size and the obtained effective surface charges, effz , 
for each wavelength are shown in the Table X.4.   
 
 
Table X.4 Parameter estimates of effective surface charge regressed from FDPM 
measured isotropic scattering coefficients at four volume fractions for the latex of mean 
diameter of 143 nm at each wavelength.  The mean size is chosen to be that regressed at 
four volume fractions at ionic strength of 120 mM using monodisperse PY-HS model. 
 
Wavelength (nm) 488 514 568 650 687 785 828 
effective size (nm) 137 136 143 145 149 150 147 
5 mM 0 216 408 482 541 512 598 
50 mM 0 438 1136 1731 1859 1559 1330 effz , e 
120 mM 0 2 2 2 2 2 2 
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  The parameter estimates of effective surface charges depend upon the 
wavelength and the ionic strength of their suspension.  The regressed effective surface 
charge increases with wavelength when the wavelength is 650 nm or lower.   
In addition, the parameter estimate of effective surface charge at the ionic 
strength of 5 mM is significantly less than that obtained at 50 mM.  These results suggest 
that MSA-HSY overestimated the electrostatic interactions among particles at lower 
ionic strength, since MSA-HSY model requires a smaller effective surface charge to 
predict the hindered scattering due to electrostatic interaction. These results affirm that 
the screening effects are relatively overestimated in the MSA-HSY model at higher ionic 
strengths. 
Since the ionic strength does not show significant impact on the scattering 
coefficients of latex of 226 nm diameter, the regressed effective surface charges are 
close to zero due to the fact that FDPM measured isotropic scattering coefficients of the 
latex do not evidently depend on the ionic strength. 
 
X.4. Summary  
Polydispersity can have a significant impact on the measured isotropic scattering 
coefficient at the ionic strength of 120 mM, which can be sensitively detected using 
FDPM.  A least squares regression using PY-HS model can provide mean particle size 
and size deviation with reasonable accuracy.  From multiple wavelength measurement of 
scattering coefficients, the parameter estimates of effective surface charges at 5 mM 
NaCl equivalents are less than those at 50 mM NaCl equivalents, indicating that MSA-
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HSY unevenly predicted screening effects at different ionic strengths.  The estimated 
parameter representing surface charge depends on the wavelength.  
The parameter estimates of particle size information using PY-HS model and 
effective surface charges using MSA-HSY model are summarized in Tables X.5, X.6, 
and X.7.  
 
Table X.5 Parameter estimation of particle size information using both polydisperse and 
monodisperse PY-HS model from multiple wavelength FDPM measurements at the ionic 
strength of 120 mM NaCl equivalent at various volume fractions. Where the mean 
particle size and standard size deviation for latex A are 143 and 22 nm, and the mean 
particle size and standard size deviation for latex B are 266 and 44 nm. 
.  
Volume fraction 0.03 0.10 0.18 0.27 
Mean size (nm) 135.9 97.0 119.2 127.6 
A 
Standard deviation(nm) 19.2 43.0 29.9 22.7 
Mean size (nm) 209.8 208.7 213.8 229.1 
Polydisperse  
PY-HS 
model 
regression B 
Standard deviation(nm) 26.9 31.2 23.9 12.3 
A Mean size (nm) 140 141 141 144 Monodisperse 
PY-HS model 
regression B Mean size (nm) 200 208 214 223 
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Table X.6 Regressed effective surface charge for the latex of mean diameter of 143 nm at 
4 volume fractions and 3 ionic strengths using monodisperse MSA-HSY model, the 
effective particle diameter used in the model prediction are those regressed using PY-HS 
model regression from multiple wavelength FDPM measured isotropic scattering 
coefficients measured at the ionic strength of 120 mM NaCl equivalent. 
 
Volume fraction 0.03 0.1 0.18 0.27 
Effective size (nm) 140 141 141 144 
5 mM 0 518 515 491 
50 mM 0 1232 1299 1892 zeff, e 
120 mM 0 0 0 0 
 
 
Table X.7 Parameter estimates of effective surface charge regressed from FDPM 
measured isotropic scattering coefficients at four volume fractions for the latex of mean 
diameter of 143 nm at each wavelength.  The mean size is chosen to be that regressed at 
four volume fractions at each wavelength at ionic strength of 120 mM using 
monodisperse PY-HS model. 
 
Wavelength (nm) 488 514 568 650 687 785 828 
Effective size (nm) 137 136 143 145 149 150 147 
5 mM 0 216 408 482 541 512 598 
50 mM 0 438 1136 1731 1859 1559 1330 effz , e 
120 mM 0 2 2 2 2 2 2 
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CHAPTER XI 
XI LIGHT ABSORPTION AND INTERFERENCE APPROXIMATION 
 
In the previous chapters, isotropic scattering coefficients predicted using Eqn 
(III.25) are based upon the interference approximation introduced in Chapter II, where a 
form factor describing angle-dependent scattering intensity is associated with a structure 
factor model (introduced in Chapter III) addressing dependent scattering in order to 
predict isotropic scattering coefficient in a dense suspension.  We have presented in the 
Chapter II that particle light absorption is intrinsically related to the particle light 
scattering.  Light scattering outward from the particle is referred as particle scattering, 
while light scattering toward particle center causes particle light absorption.  FDPM 
enables simultaneous determination of light scattering and light absorption properties of 
a concentrated suspension.  The absorption coefficient measured using FDPM provides 
us a chance to measure particle absorption efficiency and to examine interference from 
the perspective of light absorption.  The chapter will present the validation for 
methodology of determining particle absorption efficiency and attests interference 
approximation from measured particle absorption efficiency as a function of volume 
fraction. 
The chapter is adopted from a manuscript (with manuscript number, OT18921) 
submitted to “Applied Optics” with the title “Validating the assumption to the 
interference approximation using measurements of absorption efficiency and hindered 
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scattering in dense suspensions” prepared by Yingqing Huang and Eva M. Sevick-
Muraca, and accepted for publication. 
 
XI.1. Introduction 
Light scattering and absorption are critical performance properties and lend 
commercial value to many dense dispersion products, such as paints, pigments, foods 
and cosmetics.  Yet, closely positioned particles do not scatter light independently as 
they do when isolated as individual particles17, 18 or contained within an ensemble of 
particles in a diluted suspension.16  Spatial correlation of particles, or microstructure, 
arises owing to particle interactions.55  The non-random or preferred particle orientation 
creates an interference pattern in the far field that reduces the scattering power of dense 
suspensions. 
The interference approximation20, 21, 180 assumes that the incident or scattered 
electromagnetic wave from each individual particle within a dense suspension is not 
influenced by its nearest neighboring particles.  Instead, the scattered wave fronts from 
each particle are assumed to destructively or constructively interfere in the far field in a 
manner that reduces or enhances scattering power.  From the interference approximation 
and measurement of scattered radiation, the particle correlation function has been 
inferred and used to obtain inter-particle interaction potentials.181, 182  Salgi and 
Rajagopalan reviewed the implication of structure factor and inter-particle interactions 
upon scattering from generalized polydisperse colloidal suspensions.111 
Besides scattering, the measurement of the particle absorption efficiency offers 
an alternative method to observe the validity of the interference approximation.  Since 
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the interference approximation assumes that a uniform incident electromagnetic field on 
a particle is undisturbed by other nearby particles, the attenuation of incident field owing 
to particle absorption should be linearly related to particle volume fraction of a 
suspension.  
Using time-dependent light propagation in dense suspensions, we seek to confirm 
the validity of the assumption of uniform, undisturbed incident electromagnetic field 
assumed by the interference approximation through measurement of absorption in dense 
suspensions.  In addition, we seek to simultaneously confirm the validity of far field 
interference through measurement of isotropic scattering. 
The concept of light absorption from particle suspensions within the context of 
radiative transfer theory (RTE) has been detailed in Chapter IV, and will be briefly 
summarized in the following.  We will also briefly review the assumption of the 
interference approximation, which impacts the diffuse light propagation in multiply 
scattering medium. 
 
XI.2. Background and theory  
The absorption power of a particle suspension can be described by the absorption 
coefficient aµ (1/cm) and, for diffusely scattered light in a multiply scattering medium, 
the scattering power can be indicated by the isotropic scattering coefficient, 'sµ (1/cm).  
For a multiple scattering, monodisperse suspension, in which scattering particles are 
randomly oriented (< 1% in volume for most non-metal oxide suspensions), the 
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scattering coefficient varies linearly with particle number density, ρ, and scattering cross 
section, scaC : 
 )1(' gCscas −= ρµ        (XI.1) 
here g is the scattering anisotropy, indicating the distribution of angularly scattered light 
intensity, and the scattering cross section, scaC , can be calculated from Mie theory by 
θθπ dnnxFC lpsca ∫= 0 ),,,( , where ),,,( lp nnxF θ  is form factor predicting the angle- 
dependent scattering intensity from particles; θ is scattering angle; x is termed particle 
size parameter, which can be derived from the particle diameter d and wavelength, λ, by  
x=πd/λ; pn  is the refractive index of the particles; and ln  is the refractive indices for the 
suspending medium. 
For a concentrated suspension, Eqn (XI.1) overpredicts experimental values of 
the isotropic scattering coefficients since the correlated position of particles arising 
primarily from volume exclusion is not accounted.  The light scattered from closely 
positioned particles are partially phase-correlated due to their correlated particle 
position, and the correlated wave-fronts scattered from closely neighboring particles 
interfere destructively or constructively.  Upon using statistical mechanics and liquid 
theory arguments to address hindered scattering owing to correlated particle position, 
Vrij et al.20 proposed that the isotropic scattering coefficient can be predicted by:  
∫ −= π032
l
v
s )dθcos(1)sinqF(q)S()/n(2
6 θθσλπ
φλµ )('    (XI.2) 
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where φv is the volume fraction of particles; )2sin()4( θλπ lnq =  is the scattering 
vector; F(q) is the form factor describing the angle-dependent scattered intensity from 
particles; and S(q) is the structure factor, which can be obtained from the Fourier 
transformation of the pair correlation function introduced in Chapter III.  It is implicitly 
assumed in Eqn (XI.2) that: 1) the incident light field is scattered by individual particles 
independently; 2) hindered scattering results from the interference of light scattered from 
different particles in the far field; and 3) the interference effect can be corrected using a 
structure factor, which can be predicted from particle position correlation.  These 
assumptions comprise the interference approximation.  Dik and Ivanov22 have 
investigated the upper applicable limit of particle concentration in which the interference 
approximation remains valid, and pointed out that the interference approximation is only 
suitable for small particles at a relatively low refractive index.  For example, at the 
relative refractive index 8.1=
l
p
n
n , the interference approximation is applicable when 
particle size is 5.1<x .  A decrease in real particle refractive index increases the upper 
limit of applicable particle size.     
To date, the interference approximation has been examined and demonstrated by 
measurements of light scattering.9, 20-22, 96, 162, 180, 183, 184  Yet another consequence of the 
interference approximation is an unhindered absorption efficiency of individual 
particles.  Since the electric field incident on a particle is not impacted by light scattered 
from nearest particle neighbors, then the absorption cross section of a particle, absC , 
should remain constant even with the existence of correlated particle position.  The 
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absorption cross section, absC , can be obtained by subtracting the scattering cross section 
scaC  from the total extinction cross section, extC , which can be calculated from the 
scattering amplitude in forward direction using scattering theory.  Based on this 
argument, the absorption owing to particles can be fully determined from its scattering 
pattern.  To date, there has been no simultaneous validation of the interference 
approximation using both absorption and scattering measurements.   
The absorption of the suspending fluid is proportional to the absorption 
efficiency of the fluid, α and the local radiance, ),ˆ,( tr Ωϕ , which represents the radiation 
energy passing through a unit area within a unit time at the position r, solid angle, Ωˆ , 
and time t.  For a homogeneous fluid, α is related to the imaginary refractive index of 
the medium, nl” and the wavelength, λ, by λ
πα "4 ln= .  In a suspension of total volume 
V, radiance loss due to absorption from the suspending fluid can be written as: 
dVtr
V
v∫ −Ω αφϕ )1)(,ˆ,( , where a factor of (1-φv) is inserted into the integrand to exclude 
the volume occupied by the particles.  The term φ represents the volume fraction of the 
particles in the suspension.  In the same manner, the absorption loss due to the 
suspended particles can be described by: dVtr
V
pav∫ Ω ,),ˆ,( µφϕ , where volume based 
absorption efficiency of particles, pa,µ , (which is not necessarily equivalent to the 
corresponding bulk properties of same materials,) can be calculated from abspa Cρµ =,  
for a monodisperse suspension.  Therefore, the total radiance absorption loss in volume 
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V due to both particles and suspending fluid is dVtr pav
V
v ])1)[(,ˆ,( ,µφαφϕ +−Ω∫ .  
Consequently, the linear summation of absorption efficiencies of particles and 
suspending fluid each weighted by their volume fraction is simply the absorption 
coefficient of the suspension:  
αφφµµ )1(, vpaa −+= .     (XI.3)  
As a result, the propagation of multiply scattered light within a dense suspension 
can be inferred from optical properties of scattering and absorption predicted from Eqns 
(XI.2) and (XI.3) that are consistent with interference approximation.  Here we use 
simultaneously determined aµ  and 'sµ  from frequency domain photon migration 
(FDPM) measurements fitted to the diffusion equation in order to justify the assumptions 
made in interference approximation. 
 
XI.3. Materials and methods 
Frequency domain photon migration (FDPM) provides a time-dependent 
measurement of light propagation within multiple scattering media. The details of 
FDPM instrumentation and data analysis has been provided in Chapter V. Briefly, 
FDPM involves launching intensity-modulated light into a suspension using fiber optics 
and detecting the amplitude and phase delay of the propagated “photon intensity wave” 
collected at a known distance away from the point of incident illumination.145, 185  From 
the corresponding solution of photon diffusion equation, one can obtain the intensity 
attenuation and relative phase shift a function of aµ , 'sµ  and two different source-
detector separation distances,  r  and ro.148 
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where ω is the modulation frequency, and c is the speed of light in the medium.  The 
amplitude of photon density wave, AC, and the phase shift, PS, are detected upon 
collecting light at positions ro and r away from the optical source using a fiber to deliver 
the light to a detector.  The left hand sides of the above Eqns (XI.4) and (XI.5) can be 
experimentally determined and are proportional to the relative source-detector fiber 
separation distance ( orr − ).  The proportionality ratio, can be determined by linear 
regression of left hand sides against ( orr − ), and used to determine µa and µs’ with both 
high precision and accuracy.10  In this contribution, we measured isotropic scattering and 
absorption coefficients of polystyrene lattices at volume fractions up to 0.30. 
FDPM measurements of AC and PS for each sample were conducted at 6 
modulation frequencies between 60 and 100 MHz at increments of 10 MHz.   The 
source-detector fiber separation distances were chosen within the range of 5 ~ 13 mm 
with increments of 0.5 mm.   Typically, measurements were made at 11 different source-
detector fiber separation distances.  The source-detector fiber separation distances were 
accurately controlled by a computer controlled motion system (ESP 300, Newport Cor. 
CA).    
The preparation and characterization of polystyrene latex samples have been 
provided in Chapter V.  Particle size distributions of Polystyrene (PS) lattices (Dow 
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Chemical Corp. Midland, MI) were determined using dynamic light scattering (Malvern 
Zetasizer 3000HS, Worcestershire, UK) for two lattices: which have mean diameters of 
226 and 143 nm respectively.  To remove ions and the surfactant used to stabilize the 
suspensions, both lattices were first dialyzed (Spectra/Pro: MWCO 6-8,000, Spectrum 
Laboratories Inc., Rancho Dominguez, CA) in deionized-ultra-filtered water until the 
conductivity of the dialyzing water was less than 6 ppm NaCl equivalents, as measured 
using a titration controller (Accumet Model 150, Fisher).  The ionic strength was 
adjusted by adding a sodium chloride solution (S1240, Spectrum Chemical Mfg. Corp., 
Gardena, CA).  The sample information for these two polystyrene lattices was 
summarized in Table V.4. 
 
XI.4. Results and discussions 
XI.4.1. FDPM measurement of AC and PS 
Figures V.1a and V.1b illustrate the typical FDPM-measured AC and PS for 
latex A (at the volume fraction of 0.16 and ionic strength of 120 mM NaCl equivalent) 
as a function of relative source detector fiber separation distance at 6 modulation 
frequencies ranging from 50 to 100 MHz.  The standard deviations for the AC 
measurement are typically about 0.1% of the measured AC amplitudes.  The standard 
deviations for PS measurement are generally within 0.5% of the PS measurements.  The 
error bars presented in Figure XI.1a and XI.1b are smaller than the symbols representing 
the data.  Figure XI.1c illustrates the distance dependent logarithm of the relative AC, 
which corresponds to the left hand side of Eqn (XI.4).  Figure XI.1b and XI.1c show that 
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both the logarithm of the relative AC and the relative PS vary linearly with relative 
source-detector fiber separation distance, agreeing with Eqns (XI.4) and (XI.5).   
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(Figure XI.1 continued on the next page) 
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Figure XI.1  FDPM measurements of  AC (a),  PS (b), and logarithm of relative AC (c)  
for 143 nm latex (at the volume fraction of 0.16 and ionic strength of 120 mM NaCl 
equivalent)  as a function of source-detector fiber separation distance at 6 modulation 
frequencies. 
 
XI.4.2. Absorption and scattering properties of dense suspensions 
Figure XI.2 shows the FDPM measured isotropic scattering coefficients versus 
volume fraction for the latex of mean diameter 226 nm at three wavelengths and three 
ionic strengths.  The isotropic scattering coefficients do not vary linearly with the 
volume fraction, owing to microstructure resulting from the inter-particle volume 
exclusion and electrostatic interactions. Increasing electrostatic interaction due to the 
decreasing ionic strength increases the ordering of particle spatial correlation and 
decreases scattering power when the particle volume fraction φ > 0.05.    
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Figure XI.2 Isotropic scattering coefficients (1/cm) versus volume fraction for latex of 
mean diameter of 226 nm at wavelengths of 687, 785, and 828 nm and at ionic strengths 
of 120, 25 and 5 mM NaCl equiv. 
 
The corresponding data for the 143 nm latex at the wavelength of 828 and 687 
nm are similar and are shown in Figure XI.3.  Details regarding data analysis via Percus-
Yevick model with hard sphere interaction and mean spherical approximation with hard 
sphere Yukawa interaction have been provided in Chapter VII.   
  
234
0
20
40
60
80
100
120
140
160
180
0 0.1 0.2 0.3
volume fraction
iso
tro
pi
c 
sc
at
te
rin
g 
co
ef
fic
ie
nt
 
(1
/c
m
)
60 mM, 687 nm 60 mM, 828 nm
25mM, 687 nm 25mM, 828 nm 
5mM,  687 nm 5 mM, 828 nm
 B : d=143±22nm 
 
Figure XI.3 Isotropic scattering coefficients (1/cm) versus volume fraction for 143 nm 
latex at wavelengths of 687 and 828 nm and at ionic strengths of 120, 25 and 5 mM 
NaCl equiv.  
 
 
Figures XI.4 and XI.5 show the absorption coefficient versus volume fraction at 
three wavelengths and ionic strengths for lattices of diameters 226 and 143 nm 
respectively.  The linear relationship between absorption coefficient and the volume 
fraction shown in both figures affirms the interference approximation.  While ionic 
strength impacts the microstructure and scattering power of concentrated charged 
suspensions as shown in Figures XI.2 and XI.3, the absorption power owing to the 
particles does not vary with ionic strength.  In contrast to the non-linear dependence of 
isotropic scattering coefficient, the absorption coefficient remains linear across the range 
of volume fractions measured in strong support for assumptions made in the interference 
approximation. 
  
235
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0 0.1 0.2 0.3
volume fraction
ab
so
rp
tio
n 
co
ef
fic
ie
nt
 (1
/c
m
) 120 mM 687nm 120 mM 785nm 120 mM 828nm
25  mM 687nm 25 mM 785nm 25 mM 828nm
5 mM 687 nm 5 mM 785 nm 5 mM 828 nm
A : d=226±43nm
 
Figure XI.4  Absorption coefficients (1/cm) versus volume fraction for latex of diameter 
of 226 nm at wavelengths of 687 and 828 nm and at ionic strengths of 120, 25, and 5 
mM NaCl equiv. 
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Figure XI.5 Absorption coefficients (1/cm) versus volume fraction for latex of diameter 
143 nm  at the wavelengths of 687, 785, and 828 nm and at ionic strengths of 120, 25, 
and 5 mM NaCl equiv. 
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XI.4.3. Suspending fluid absorption 
From Eqn (XI.3), one can see that the y-intercept at 0=vφ  corresponds to the 
absorption efficiency of the suspending fluid, while at 1=vφ , the summation of intercept 
and slope represents the volume-based absorption efficiency of the latex particles.  Since 
the polystyrene lattices were dialyzed and only trace amounts of non-absorbing NaCl 
were added to adjust ionic strength, the absorption coefficient of the suspending fluid 
can be considered to be that of water.  The intercepts from least squares regression of 
data taken at the different ionic strengths for both lattices were employed to determine 
the wavelength-dependent absorption coefficient of suspending fluid.  The absorption 
coefficients for the suspending fluid for both lattices, as well as those reported in the 
literature186 are listed in the Table XI.1.  The consistency between our results with the 
measured transmission spectrum in the literature further affirms that Eqn (XI.3) is 
suitable to describe the absorption of suspending fluid in suspension.   When the ratio of 
refractive indices of the particles to the suspending fluids, m, is less then 1.3, then the 
upper applicable particle size predicted from the criteria provided by Dikand Ivanov is 
about π
λ
)1(max −< md .
22  Therefore, the experimental conditions in this work are well 
below the upper applicable limit valid for interference approximation.   Furthermore, the 
calculation of the imaginary refractive index of suspending fluid nl” is straight forward 
by using relation πλα 4" =ln  where λ is the free space wavelength.  The calculated 
imaginary refractive indices for the suspending fluid are also listed in Table XI.1. 
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Table XI.1 Absorption efficiencies of water α (1/cm) from references186, 187 as well as 
from FDPM measurement of absorption coefficients for dense suspensions of lattices 
A&B.  The imaginary refractive indices of water determined from FDPM measured 
absorption coefficients of lattices A&B are also provided. 
 
Mean diameter (nm) 226  143  226 143 
λ α (cm
-1) 
 Ref 186, 187 
α(cm-1)  α, (cm-1)  nwater”  
x107  
nwater”  
x107  
687 nm 0.005250 0.0036 ±  0.0008 0.0051 ± 0.0004 0.20 ± 0.05 0.277 ± .024 
785 nm 0.025933 0.0230 ± 0.0001 0.0234 ± 0.0001 1.44 ± 0.01 1.46 ± 0.04 
828 nm 0.029139 0.0315 ± 0.0004 0.0307 ± 0.0003 2.07 ± 0.03 2.02 ± .02 
 
XI.4.4. Particle absorption 
The particle absorption efficiencies for both lattices were obtained from least 
squares linear regression results and are listed Table XI.2 for rough comparison.  While 
the real refractive index of a particle can be measured from light scattering or diffraction 
measurement, the imaginary refractive index of nanoparticles remains an elusive 
measurement.  
 
Table XI.2 Volume based particle absorption efficiency and imaginary refractive indices 
determined from FDPM measurement of absorption coefficients for both lattices of 
diameter 226 nm and 143 nm respectively. 
 
 µa,p  (cm-1)  np” x107 
λ 226 nm latex 143 nm 226 nm 143 nm 
687 nm 0.0262 +  0.0038 0.0475 ±  0.002 1.30 + 0.19 2.52 + 0.12
785 nm 0.0073 + 0.0014 0.0247 ±  0.001 0.420 + 0.08 1.53 + 0.07
828 nm 0.0043 + 0.0011 0.0175 ±  0.002 0.613 + 0.07 1.15 + 0.14
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The scattering cross section and absorption cross section for a spherical particle 
of known diameter can be calculated from the refractive indices of particle and its 
surrounding at a given wavelength using Mie theory algorithm.  When the particle size, 
real refractive index of the particles, and refractive index of suspending liquid are 
known, the particle absorption cross section only depends on the imaginary part of 
particle refraction index.  The Mie scattering theory shows that for a 100 ~ 500 nm 
diameter particle with a real part of refractive index equivalent to 1.59 surrounded by a 
solvent of refractive index 1.33, the absorption efficiency is approximately a linear 
function of the imaginary particle refractive index when the magnitude of the imaginary 
particle refractive index is less then 0.1.  Figure XI.6 plots particle absorption efficiency 
(the ratio of absorption cross section to the cross section of particle) predicted using Mie 
theory versus imaginary refractive index for particle of size 226 nm at three different 
real refractive indices.  Figure XI.6 with both axes in logarithm reveals the absorption 
efficiency is proportional to the imaginary refractive index and the proportional constant 
depends on the real part of particle refractive index.  Consequently, one can determine 
the imaginary particle refractive index from the measured absorption efficiency if the 
real refractive index is available. 
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Figure XI.6  Mie theory prediction of  absorption efficiency versus imaginary refractive 
index for particle of size 226 nm at three different real refractive indices, where the 
refractive index for the surrounding is selected to be 1.33. 
 
In this work, the mean absorption cross sections for polystyrene particles were 
calculated by dividing volume based absorption efficiency obtained from FDPM 
measurements by mean particle volume. The optimization Matlab function fzero.m 
(MathWorks, Natick, MA) was used to estimate the imaginary particle refractive index 
from the measured particle absorption cross section using Mie theory as the prediction 
model.  Assuming the refractive index for polystyrene to be 1.59,*14 and refractive index 
of water as 1.33, the imaginary refractive indices for both lattices of diameters of 226 
and 143 nm respectively were obtained and are listed in Table XI.2.  The differences in 
the numerical values of the imaginary refractive indices between the two lattices may lie 
  
240
with the different polymerization recipes, since different recipes are typically required to 
produce emulsions of differing sizes.  
The light absorption efficiencies of a typical commercial bulk polystyrene 
(STYRON polystyrene resins) at wavelengths of 600, 700, 800, and 900 nm are 0.05, 
0.05, 0.05 and 0.04 respectively, and are comparable to the results obtained from FDPM.   
Considering that the light absorption efficiency for bulk polystyrene at the wavelengths 
used herein is weak and on the same order of magnitude with water absorption at the 
wavelengths of 785 and 828 nm, trace amounts of light-absorbing components in the 
recipe may change absorption efficiencies of polystyrene nano-particles significantly.  
Nonetheless the absorption efficiencies for both lattices are of the same order of 
magnitude with those of bulk polystyrene at comparable wavelengths.  We are not aware 
of any other method capable of distinguishing particle absorption in dense suspensions 
in the presence of overwhelming scattering. 
Finally, it is noteworthy that the absorption efficiency of particles is invariant to 
the microstructure of suspension that reduces scattering power (Figures XI.4 and XI.5).  
A simulation using Mie theory shows that the volume-based absorption efficiency 
increases significantly with particle size.  Figure XI.7 shows the relative volume based 
absorption efficiency increases with the particle diameter, where the particle of diameter 
50 nm is chosen as the reference with real refractive index of particle chosen to be 1.59 
(representing the value of polystyrene) and solvent refractive index selected to be 1.33 
(representing the value of water). 
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Figure XI.7 Relative volume based particle light absorption efficiency (relative to the 
particle of diameter 50 nm)  as a function of particle diameter predicted from the Mie 
theory for particles of real refractive index of 1.59 surrounded by solvent with refractive 
index of 1.33.  
    
Figure XI.7 the relative volume based absorption efficiency varies in a similar 
manner and follows a “Master” curve when the particle imaginary refractive index falls 
bellow 10-3.   The sensitivity of volume based absorption efficiency to particle size 
shown in Figure XI.7 may be sufficient for monitoring particle size with FDPM 
absorption when the particle size is less than 500 nm.  Without the consideration of 
particle interactions that govern microstructure, the measured particle absorption 
efficiencies may be valuable for obtaining particle size and volume fraction information. 
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XI.5. Summary  
In summary, the absorption coefficients of dense suspensions are a linear 
function of particle volume fraction and, consistent with the interference approximation, 
do not depend on the microstructure as does the scattering coefficient.  With FDPM 
measurements of absorption and scattering coefficients, the light absorption efficiencies 
of particle and suspending fluid can be obtained simultaneously, and measured 
absorption efficiencies can be used to obtain imaginary refractive index of suspending 
particles. 
 This chapter demonstrated the capability of FDPM of measuring particle absorption 
efficiencies.  The next chapter will illustrate an application of determining pigment 
absorption efficiency using FDPM. 
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CHAPTER XII 
XII CHARACTERIZATION OF PIGMENTS ABSORPTION EFFICIENCIES 
 
This chapter will display a new application of using FDPM to characterize 
pigment and paint particles.  In Chapter VI, we demonstrated that the absorption 
coefficient of a colloidal suspension varies linearly with its particle concentration.  Upon 
measuring the absorption coefficient as a function of volume fraction using FDPM, we 
have obtained the absorption efficiencies of the both suspended polystyrene particles and 
suspending fluids as shown in Chapter VI.  Polystyrene particles weakly absorb light in 
the visible and near infrared region, and the light absorption efficiency of polystyrene 
particles can be determined by the method presented in the previous chapter.  However, 
pigment particles strongly absorb light and light propagation in dense pigment 
dispersions may not be modeled as a diffusion process as introduced in Chapter III.   
This chapter presents a way of measuring pigment absorption efficiencies through 
diluting trace amounts of pigment particles in a polystyrene dispersion and subsequently 
measuring the absorption coefficient of the polystyrene dispersions. 
 This chapter is adopted with permission from [Yingqing Huang, Eva, M. Sevick-
Muraca, “Characterization of pigment absorption efficiency using frequency domain 
photon migration,” Anal. Chem. 75, 6958-6962, (2003).  Copyright [2003] American 
Chemical Society].  
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XII.1. Introduction 
Gloss and color are important product attributes in the textile and automobile 
industries and are key performance properties for printing ink, cosmetics, hair dyes, and 
many other products.  Pigments, which refer to insoluble colorants, determine the color 
of paints and numerous plastic products through their optical properties of scattering and 
absorption.  Light scattered outwardly from the particle changes the direction of light 
propagation, whereas light scattered inward into the particle can result in light 
absorption.  The color of coatings is mainly determined by the wavelength-dependent 
light absorption efficiency of pigments, while the gloss of coating is typically related to 
scattering properties.  Color matching, which guarantees agreement of color feature with 
the designed pattern of products and ensures uniformity among products in massive 
production, requires accurate measurements of absorption and scattering properties of 
pigments. 
An understanding of light interaction with pigment particles is paramount in the 
coatings industry and is conventionally described through the phenomenological 
Kubelka-Munk (K-M) theory.93  In K-M theory, the scattering coefficient, S(λ), and 
absorption coefficient, K(λ), which are used to describe optical properties of coating 
layers, reflect the percentage loss of the forwardly propagated radiation per unit distance 
due to media scattering and absorption, respectively.  Since K-M theory treats 
dispersions as continuous uniform media, K(λ) and S(λ) cannot be related through first 
principles to the physical properties of pigment particles and their dispersing vehicles. 
The “dispersion vehicle” is a widely accepted nomenclature in pigments and paints 
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industry.  It refers to a dilution medium, usually a polymer dispersion, in which a 
suitable amount of pigment and other additives are added and homogenized in 
formulating paints and pigments products.  The formulated dispersion containing 
pigments and other additives is then applied to substrate to form a coating layer for 
testing pigments.  Since the dilution dispersion is the medium that delivers pigments to a 
coating application, it is called the “vehicle.”  In order to determine the absorption and 
scattering properties from pigments using conventional K-M theory, one needs to first 
disperse pigments in suitable dispersing vehicles, and then coat the dispersions on 
standard substrates.  The value of K(λ) and S(λ) can then be evaluated from measured 
reflectance with suitable empirical correction188, 189 and measurements repeated as a 
function of pigment concentration enable distinction of the pigment scattering and 
absorption from that arising from the dispersing vehicle.  While the measurements of 
diffuse reflectance can be easily reproduced within the same laboratory, one cannot 
guarantee reproducibility from one laboratory to another.94  Consequently, comparison 
of optical properties of pigments between laboratories usually requires a third 
commonly-accepted pigment as reference. 
Previous work has been accomplished to obtain pigment physical properties 
though measured phenomenological scattering and absorption data in order to improve 
efficiencies in paints formulation.  Billmeyer et al. reported an approach to estimate the 
complex refractive index of  pigment.190  They measured angle-dependent (14°-166°) 
scattering intensity of dilute pigment dispersions in order to obtain scattering phase 
function P(θ), which when fitted against Mie theory prediction provided the complex 
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refractive index of pigment particles.  The time consuming method requires 
extrapolation of scattering intensity in forward and backward directions in dilute 
pigment suspensions (10-4% by volume).  Vargas and Niklasson191 reported a method 
based on four-flux theory in order to extract complex refractive index and mass density 
of pigments from reflectance and transmittance measurements of pigment coatings 
layers.  Unfortunately, since they neglected interference effects owing to correlated 
particle positions that impact scattering efficiency, their approach may result in a mis-
prediction of particle absorption efficiency. 
Frequency domain photon migration (FDPM) techniques enable accurate 
determination of the optical properties of a multiple scattering medium.  The details of 
FDPM instrumentation and data analysis have been presented in Chapter V.  Briefly, 
FDPM involves launching intensity modulated light through a fiber optic into a multiply 
scattering medium.  The amplitude of the “photon density wave” will attenuate, and will 
be phase-shifted as the wave travels within the medium away from its source.  Another 
fiber optic is used to collect the photon density wave and direct it to a detector.  In this 
study, the distance of collecting fiber from the source fiber was adjusted using a 
computer controller motion device (ESP 300 Motion Controller, NewPort, CA).  Upon 
detecting the phase shift and amplitude attenuation as a function of distance away from 
the source and upon fitting the measured data to the diffusion equation describing the 
propagation of multiply scattered light, accurate measurement of the isotropic scattering 
coefficient, 'sµ , and absorption coefficient, aµ , can be simultaneously obtained. 
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With the assumption of isotropic scatterers, the first principle properties, 'sµ  and 
aµ  have been related to the corresponding phenomenological optical properties K(λ) and 
S(λ) by:192, 193 
2/aS µ=         (XII.1) 
)/()3/8(/ 'saSK µµ⋅=       (XII.2) 
The total absorption of a scattering medium is attributable to both the particles as 
well as the suspending fluid.  Upon using interference approximation, it is derived in the 
Chapter IV and verified in the Chapter VI that the absorption efficiency of a suspension, 
aµ  (1/cm) varies linearly with its particle volume fraction. φv: 
αφµφµ ⋅−+⋅= )1(, vpava       (XII.3) 
Chapter VI demonstrates that by measuring aµ  as a function of particle 
concentration, the absorption efficiencies of both particles and suspending fluid can be 
obtained via least squares linear regression of measured absorption coefficients against 
Eqn (XI.3).  
The diffusion approximation (introduced in Chapter IV) presumes that the 
absorption coefficient is much smaller than the scattering coefficient (µs’ > 100 µa ).  For 
the pigment dispersions with strong absorption, diffusion approximation fails and FDPM 
cannot be directly applied.  However, one can dilute a suitable amount of pigments into a 
multiple scattering medium with minimal absorption as vehicle to ensure the validity of 
the diffusion approximation.  The pigment absorption efficiency can be evaluated from 
their contribution to the overall absorptions of the coating layer.  For strongly absorbing 
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pigments, only a few PPM in weight of pigment concentration is enough to change 
absorption coefficient for accurate FDPM measurement.   
In this work, we demonstrate measurement of particle absorption efficiencies of 
three different pigments dispersed in multiply scattered polystyrene latex using FDPM 
measurement of absorption. In the following section, the materials and investigation 
method are briefly induced before the discussion of the experimental results.  
 
XII.2. Material and methods 
XII.2.1. Sample preparation 
Three different water-dispersed pigments: Phthalo Green (CI# 74260), AAA 
Diarylide Yellow (CI# 21090) and Naphthol Red (CI# 12315), were obtained from the 
Riotech Corporation (Reading, PA).  The pigments concentrations were used as received 
[approximately 45% (in weight)] and diluted in water.  Polystyrene latex of size 226 ± 
43 nm (measured by Zetasizer 3000 HS, Malvern Instrument, UK) was obtained from 
Dow Chemical (Midland, IL) and used as a dispersing vehicle for the pigments.  To 
remove surfactant and salt, the polystyrene latex was dialyzed (Spectra/Pro: MWCO 6-
8,000, Spectrum Laboratories Inc., Rancho Dominguez, CA) using ultrafilted-deionized 
water until the conductivity of equivalent dialyzing water was less than 6 PPM NaCl 
equivalent measured using a titration controller (Accumet Model 150, Fisher).  The 
dialyzed polystyrene latex was then conditioned to the NaCl concentration of 120 mM 
by adding 2 M NaCl solution (S1240, Spectrum Chemical Mfg. Corp., Gardena, CA).  
The conditioned polystyrene latex was then diluted using 120 mM NaCl solution to the 
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desired particle volume fraction.  The particle volume fraction was measured using the 
evaporation method, which simply involved weighting polystyrene sample using a 
1/10,000 g resolution balance (Denver Instrument M-220D, Fisher) before and after 
drying in an oven at 90°C for 8 hours.    
Seven wavelengths were used for FDPM measurements of absorption and 
isotropic scattering coefficients of each dispersion.  An Argon-Krypton gas discharge 
laser (643 R-AR-A01, Melles-Griot Laser Group, Carlsbad, CA) provided light at 
wavelengths of 488, 514, and 568 nm, and laser diodes (Thorlabs, CA) provided light at 
the wavelengths of 650, 687, 785, 828 nm.  At each of the wavelengths at 650 nm or 
lower, a corresponding band pass filter, which only allows the light within a narrow 
region (± 3-10 nm) about the light source to pass through, was positioned at the photon 
detector to remove potential fluorescence from the polystyrene particles.   
For each dispersion, FDPM measurements were conducted 3 times at the 
modulation frequencies of 70, 80, and 90 MHz.  The FDPM measurements of relative 
phase and amplitude at each of these 3 frequencies were then averaged and fitted to the 
diffusion equation to obtain the final isotropic scattering and absorption coefficients.  
The isotropic scattering and absorption coefficients were measured as a function 
of pigment concentrations, while maintaining polystyrene PVC constant.  Aliquot 
dispersions of pigments with concentrations of about 1% by weight were first prepared 
by diluting commercial pigment dispersions in 120 mM NaCl solution.  After each 
addition of pigment aliquot to the polystyrene vehicle, the dispersion was homogenized 
using a sonic stirrer (Dismembrator, Model 60, Fisher) for approximately 10 minutes at 
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the power of 4 W.  One hundred ml of the polystyrene dispersion of 5% by volume were 
used as the vehicle for assessment of pigment absorption by FDPM measurement.  
FDPM measurements were conducted 30 minutes after sonication to ensure equilibrium 
conditions.  
XII.2.2. Experimental design   
The isotropic scattering and absorption coefficients were measured as functions 
of pigment concentrations, while maintaining polystyrene volume fraction constant.  
Aliquot dispersions of pigments with concentrations of about 1% by weight were first 
prepared by diluting commercial pigment dispersions in 120 mM NaCl solution.  After 
each addition of pigment aliquot to the polystyrene vehicle, the dispersion was 
homogenized using a sonic stirrer (Dismembrator, Model 60, Fisher) for approximately 
10 minutes at the power of 4 W.  One hundred ml of the polystyrene dispersion of 5% by 
volume were used as the vehicle for assessment of pigments absorption by FDPM 
measurement.  FDPM measurements were conducted 30 minutes after to ensure 
complete dispersion of pigments in vehicle.   
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XII.3. Results and discussions 
XII.3.1. Determination of pigment absorption efficiency 
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Figure XII.1 Absorption coefficient (cm-1) versus phthalo green pigment concentration 
(ppm, w/w) in the polystyrene latex with the 5% PVC at the wavelengths of 828, 785, 
687, and 650 nm. (Symbols denote FDPM measurement; lines denote least squares 
regression). 
 
The symbols in Figure XII.1 indicate the measured absorption coefficients 
plotted as a function of pigment concentration in the polystyrene latex as measured at 
four wavelengths, 650, 687, 785, and 828 nm.  The unit for the pigments concentration is 
weight-based part per million (ppm).  The measured absorption coefficient increases 
linearly with the concentration of pigments as indicated by the least squares regression 
lines.  Since the total amount of pigment aliquot (<0.5 ml) added to the dispersion 
vehicle was much smaller than the total amount of the vehicle (approximately 100 ml), 
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the change in the total volume could be neglected.  Therefore, Eqn. (XII.3) describing 
the measured absorption efficiencies for the dispersions can be converted to reflect 
weight-based absorption efficiencies of pigment particles:   
*,, pigmentsapigmentsPSLaa µεµµ ⋅+=        (XII.4) 
where PSLa,µ , *, pigmentsaµ , and pigmentsε , are the absorption coefficient of background 
polystyrene vehicle, the weight-based absorption efficiencies of pigment particle, and 
the weight concentration of pigments in dispersions, respectively.  From Eqn. (XII.4), 
one can see that the regressed intercept in the Figure XII.1 represents the absorption 
coefficient of the dispersing polystyrene latex, and the slope represents the weight-based 
absorption efficiencies of pigments, *, pigmentsaµ  (1/cm ppm), which is defined as the 
contribution to the absorption coefficient (1/cm) owing to a unit increase of the pigment 
concentration (in weight-based ppm).  We note that only trace amount of pigment was 
added here, and the error in measuring the amount of added pigment may determine the 
accuracy of the final measured pigment absorption efficiency.  The corresponding 
absorption data at other wavelengths for the yellow and red pigments are alike and are 
not presented for brevity. 
XII.3.2. Pigment absorption at different polystyrene volume fractions 
To examine the potential impact of the volume fraction of dispersion vehicle on 
measured absorption efficiencies of the pigments, we also measured absorption 
coefficient as a function of pigment concentration at varying volume fraction of 
polystyrene vehicles.  We prepared dispersions at 5 different polystyrene volume 
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fractions (with range from 0.064 to 0.318), and measured the absorption coefficients of 
these pigment-free dispersions.  We then added the same amount of red pigment aliquot 
(60 µL) to the each dispersion and conducted FDPM measurement of isotropic scattering 
and absorption coefficients after the pigments were well dispersed.  The above process 
was repeated twice using the red pigment aliquot, and then using the green pigments as 
aliquot for another three sequential additions.  Here only one wavelength of 568 nm is 
presented for illustration of the results.  The measured absorption coefficients at varying 
polystyrene volume fractions as a function of pigment concentration at 568 nm are 
shown in Figure XII.2. 
Figure XII.2a shows that the measured absorption coefficients increase linearly 
as a function of red pigment concentration added step-wise at 5 different PVCs of 
polystyrene latex vehicle. The measured absorption efficiencies also increase with PVC 
owing to particle absorption associated with the particulate dispersing vehicles.  The 
regressed slopes in Figure XII.2a represent the weight based absorption efficiencies for 
the red pigments and are presented in Table XII.1.  Figure XII.2b shows that the 
absorption coefficients increase with the sequential addition of green pigment in the 
dispersions, which already contains 1.88 ppm of red pigment.  The symbols on the y-axis 
at zero concentration of green pigment in Figure XII.2b correspond to the dispersions 
with the greatest concentration of red pigment added as shown in Figure XII.2a.   
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Figure XII.2 Absorption coefficient (cm-1) versus (a) naphthol red (b) phthalo green 
pigment concentration (ppm, w/w) at five different PVCs of polystyrene lattices at the 
wavelength of 568 nm. (Symbols denote FDPM measurements). 
Both Figures XII.2a and XII.2b show a linear relationship between the absorption 
coefficient and pigment concentration, confirming Eqn. (XII.4).  The absorption 
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efficiencies for the green pigment were obtained from regression of the data in Figure 
XII.2b and are shown in Table XII.1.  
 
Table XII.1 Weight based absorption efficiencies of red and green pigments measured at 
varying volume fractions of polystyrene vehicle at the wavelength of 568 nm 
 
Volume fraction 0.064 0.127 0.191 0.255 0.318 
Red (1/cm ppm) 0.0344 0.0344 0.0344 0.0351 0.0348 
Green(1/cm ppm) 0.00986 0.00957 0.00984 0.00908 0.00954 
 
 A statistical analysis indicates that there is no significant difference at the 
confidence level of 90% between absorption efficiencies for the pigment particles 
measured at varying volume fractions.  The constant pigment absorption efficiencies for 
both green and red pigments at varying volume fractions of dispersion vehicle suggests 
that the absorption efficiencies of pigments do not depend on the particle volume 
concentrations of dispersion vehicles.  The absorption efficiencies shown in Figure 
XII.2b increase linearly with the concentration of green pigment, indicating that the 
green and red pigments absorb light independently of each other.  Figure XII.2 validates 
the method for measuring the absorption efficiencies of pigment particles.  The error in 
determining the added pigment amount may contribute the greatest error in the final 
measured pigment absorption efficiency. 
Since the total volume of the pigment aliquot, (in which pigment concentration is 
only a few percent in weight) added to the dispersion vehicles were less than 0.5% of 
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that for a vehicle, they are negligible in comparison to the volume of dispersion vehicles.  
Therefore, the contributions of the pigment scattering should be negligible in 
comparison to the overall scattering dominated by the particles of dispersion vehicle.  
FDPM measured scattering coefficients do not change appreciably with the addition of 
pigment aliquots at all of 5 vehicle particle volume fraction, and only increase with the 
volume fraction of dispersing vehicle within the range from 200 to 900 1/cm.  The data 
for the scattering is presented in the following subsection. 
XII.3.3. Isotropic scattering coefficients  
While Figures XII.2 showed the absorption coefficients at the sequential addition 
of pigments at different volume fraction of polystyrene suspension vehicle, the 
corresponding isotropic scattering coefficients measured using FDPM are shown in 
Table XII.2. 
The influence of particle size, particle volume fraction in dense suspensions,9, 11, 
13 and particle interactions owing to depletion force6 and electrostatic forces (Chapters 
VII and VIII ) has been reported extensively.  Herein, as we add a small volume of 
pigment aliquot, the absorption coefficients changed dramatically, but (assuming no 
change in particle interaction, particle size, and particle volume fraction) there should be 
little or no change on the FDPM measured scattering coefficients.  
 
Indeed, the complimentary scattering data associated with added pigments at varying 
volume fraction of dispersing vehicles as shown in Figure XII.2, tend to support this 
assumption.  
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Table XII.2 lists the FDPM measurements of isotropic scattering coefficient 
measured at 568 nm for the polystyrene dispersions (226±43 nm diameter) at varying 
weight based pigment concentrations of green and red pigments.  
Table XII.2 FDPM measurements of isotropic scattering coefficients (cm-1)and  standard 
deviations (mean ±  standard deviation 1/cm) for polystyrene dispersion (226 ± 43 nm) 
vehicles at 5 PVC’s and at varying weight-based concentrations for green and red 
pigments. 
 
Red Pigment (ppm) 0 0.94 1.88 1.88 1.88 1.88 
Green Pigment (ppm) 0 0 0 2.30 4.61 6.91 
0.064 252±3 259±18 245±9 259±1 254±2 255±5
0.127 466±3 457±12 454±2 444±4 464±5 464±3
0.191 625±5 604±4 614±18 598±21 607±4 622±5
0.255 774±5 708±11 718±6 688±16 716±7 755±5
Volume 
Fraction  
0.318 864±6 805±3 798±14 851±28 830±4 864±7
 
 At the lower volume fractions of 0.064 and 0.127, the isotropic scattering 
coefficient at 568 nm does not change significantly as red and green pigments were 
added.  An F-test194 of variances in the measured scattering coefficients rejects that there 
are significant differences among measured isotropic scattering coefficients with added 
concentrations of red and green pigments at the confidence interval of 0.10. This is 
contrast to the linear increase in absorption coefficient with increasing pigment 
concentration shown in Figure XII.2.  On the other hand, at higher volume fractions of 
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0.151 and 0.255, isotropic scattering coefficients do slightly change as one might expect 
owing to the sensitivity of altered ensemble structure which could take place with the 
adding of dissimilar particle suspension on a dense suspension (as shown in Chapters 
VII and VIII). 
Figures XII.3 through XII.5 confirm that while absorption coefficients measured 
at 687, 785, and 828 nm depend upon the concentration and color of pigment added (as 
shown in Figure XII.2), the isotropic scattering coefficients remains relatively constant 
in the 0.05 volume fraction PVC dispersion vehicles.   
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Figure XII.3 Isotropic scattering coefficient for polystyrene dispersion vehicle (226±43 
nm) of 5% PVC as a function of weight based ppm concentration for Phthalo green 
pigment. 
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Figure XII.4 Isotropic scattering coefficient for polystyrene dispersion vehicle (226±43 
nm) of 5% PVC as a function of weight based ppm concentration for diarylide yellow 
pigment. 
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Figure XII.5 Isotropic scattering coefficient for polystyrene dispersion vehicle (226±43 
nm) of 5% PVC as a function of weight based ppm concentration for naphthol red 
pigment. 
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A stringent statistic analysis of variance (ANOVA) was conducted to determine 
the statistical likeness of the isotropic scattering coefficients shown in Figures XII.3 
through XII.5 at each wavelength.  An F-test of variances in the measured scattering 
coefficients rejects the hypothesis that there are significant changes in scattering with 
added diarylide yellow.  However, there are trends of slight increases in isotropic 
scattering coefficient for the other two colors of pigments, which disable similar 
conclusions of independent scattering change for green and red pigments. 
 The addition of dispersions of pigment aliquot to the dispersions vehicle may 
indeed slightly change the scattering coefficients by contributing to the overall scattering 
efficiency and alternating microstructure of the dispersion vehicle.  Alternatively and 
more likely, the slight changes in scattering may also be due to the error associated with 
assuming no change in total particle volume (whether in the size or total number) with 
the addition of pigment.  
Table XII.3 lists the values of isotropic scattering for data shown in Figures XII.3 
through XII.5. Clearly, the scattering coefficient changes are with the expected 1% error 
and confirm that the FDPM measurements independent of absorption and scattering. 
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Table XII.3 FDPM measurements of isotropic scattering coefficients (cm-1) and standard 
deviations (mean ±  standard deviation 1/cm) for polystyrene dispersion (226 ± 43 nm) 
at varying weight-based concentrations for the dyes as shown in Figures XII.3  through 
XII.5.   The mean of the isotropic scattering coefficients is also provided across samples 
of varying pigment concentrations. 
 
Green Pigment 
(ppm) 
0.0 5.1 2.9 Mean 
828 nm 110±2 114±1 113±2 112±2 
785 nm 132±1 132±2 132±1 131.7 
687 nm 180±2 186±1 183±1 
 
183±3 
 
Yellow Pigment 
(ppm) 
0.0 15.9 105.4 211.9 438.4 597.6 Mean 
828 nm 111±2 111±1 113±1 110±1 110±1 113±1 111±2 
785 nm 132±1 131±1 131±3 132±1 130±1 134±1 132±2 
687 nm 180±2 180±1 182±1 180±1 177±2 183±1 180±2 
 
Red Pigment 
(ppm) 
0.0 24.2 47.6 495.4 204.5 666.1 Mean 
828 nm 111±2 112±1 111±1 110±1 112±1 114±1 112±2 
785 nm 132±1 132±1 131±1 132±1 136±1 137±1 133±3 
687 nm 180±2 181±1 177±1 177±1 182±1 184±1 180±3 
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XII.3.4. Absorption spectra of pigments 
Figure XII.6a shows the absorption spectra of three pigments at seven 
wavelengths determined from FDPM measurement.  The error bar indicates the standard 
deviation of the FDPM measurement at the three modulation frequencies.   
The measured absorption efficiencies span five orders of magnitudes, if plotted 
using a logarithm scale as shown in Figure XII.6b.  Currently, we are not aware of any 
other methods capable of measuring particle absorption efficiencies comparable to 
FDPM and unable to provide comparison for verification of FDPM results.  Nonetheless, 
we can qualitatively examine FDPM measured spectrum based on complementary color 
principles.  For example, we know that green and red colors are a pair of complementary 
colors, and yellow and violet colors are another pair of complementary colors.  The 
measured spectrum for red pigment has the maximum absorption efficiency at the 
wavelength of about 500 nm, which is in the green region; the measured spectrum for 
green pigments has the maximum absorption efficiency at the wavelength of 650 nm in 
red region.  Also, the measured spectrum for yellow pigment has the minimum 
absorption from green through red region, but has the trend of increasing absorption 
while the wavelength shifts from blue toward violet.  These observations are consistent 
with complementary color principles enabling us to state that on a qualitative basis, 
FDPM measured pigments absorption spectrum reflects the physics of the appearance of 
color.  The supporting material provides the scattering data of measurements at 687, 785, 
and 828 nm. 
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(b) 
Figure XII.6 Absorption efficiency (cm-1) of pigments shown in (a) linear and (b) 
logarithmic scales as a function of wavelength (diamond, phthalo green; circle, 
diarylide yellow; triangle, naphthol red).  
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The FDPM measured pigment absorption efficiency may also be valuable in 
obtaining complex refractive index of pigments.  It has been introduced in Chapter II 
that the light absorption and scattering cross section of spherical pigment particles can be 
theoretically calculated from particle size, complex refractive index of the pigment 
particles and suspending fluid using the Mie theory:   
),,,",'(1 σλlppabs nnnfC =      (XII.5) 
),,,",'(2 σλlppsca nnnfC =      (XII.6) 
where, 'pn  and "pn  are the real and imaginary parts of complex particle refractive 
index; ln  is the refractive index of suspending fluid; λ is the wavelength in free space; 
and σ is the particle diameter.  Alternatively, the particle size and the refractive index of 
suspending fluid can be independently characterized, and the complex refractive indices 
of a particle can be determined from measured absorption and scattering cross section of 
particles, absC  and scaC  by inverting Mie theory of Eqns (XII.5) and (XII.6) numerically.  
),,,,(' 11 σλlscaabsp nCCfn −=      (XII.7) 
),,,,(" 12 σλlscaabsp nCCfn −=      (XII.8) 
Chapter VI has demonstrated the possibility of determining imaginary refractive 
index of nanoparticles from FDPM measured absorption cross section, absC .   
Upon assuming independent scattering (introduced in Chapter II), the scattering 
cross section can be related to the measured isotropic scattering coefficient by: 
 
)),(1(
'
lp
s
sca nng
C −= ρ
µ
     (XII.9)    
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where g is the scattering isotropy and can be calculated from Mie theory.  For 
suspensions such as titanium dioxide and polystyrene with minimal absorption, where 
diffusion approximation applies, absorption coefficients measured by FDPM can be used 
to determine absorption cross section of particle absC  using the method introduced in 
Chapter XI.  The complex refractive indices of these weak absorbing particles such as 
titanium dioxide and polystyrene can be determined from solving coupled Eqns (XII.7) 
through (XII.9).    
For concentrated strong absorbing pigments, the absorption cross section can be 
determined through diluting the pigments into suitable vehicles and subsequently 
measuring absorption coefficients of vehicles as demonstrated in this chapter.  The 
scattering cross section, scaC  can be inferred by subtracting absorption efficiency, absC , 
from the total extinction efficiency, extC , which can be routinely measured from 
standard turbidity measurement.  Therefore, the complex refractive index of strong 
absorbing pigments may also be determined by using the inverted Mie theory of Eqns 
(XII.7) and (XII.8) from FDPM measured absorption, associated with the total extinction 
determined by turbidity measurement.  
 
XII.4. Conclusions 
The absorption coefficients of dense dispersions vary linearly with the 
concentration of pigments in dispersions.  Using FDPM, we have successfully measured 
pure absorption spectra of three pigments independent of scattering.  FDPM measured 
absorption spectra may provide an efficient way to characterize pigment absorption 
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efficiencies for color prediction and offer new opportunities to obtain physical properties 
of pigments in R&D and product quality control. 
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CHAPTER XIII 
XIII SUMMARY AND CONCLUSIONS 
 
In this work, we have successfully demonstrated FDPM measurements are 
sensitive not only to the strong volume exclusion interactions, but also to the more 
elusive electrostatic interactions.  Under the context of the interference approximation, 
we derived photon diffusion equation based specially on a colloidal suspension and 
affirmed interference approximation addressing dependent scattering.  In addition, we 
validated FDPM as an effective tool to measure pigment absorption efficiency.  
Specifically, we have addressed following several issues: 
The FDPM data analysis methods have been systematically examined for 
precisely and accurately determining isotropic scattering coefficient.  The most suitable 
data analysis scheme has been identified and used throughout the later experimental 
investigation. 
In this dissertation, we have demonstrated that the sensitivity of FDPM measured 
scattering coefficients to changing electrostatic interactions among charged suspended 
particles.  We have showed that increase in the ESI owing to decreasing ionic strength 
can increase the ordering of suspended particles.  By comparing S(0) obtained from the 
MSA-HSY model prediction and that extracted from two wavelength FDPM 
measurements, we showed that the MSA-HSY model overestimates the value for S(0), 
and underestimates structure of suspensions with strong electrostatic interactions.   
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We have used MSA-HSY and MSA-PM structure factor models in addressing 
FDPM measured scattering data.  The effective surface charges obtained by regressing 
the model predicted scattering data against FDPM measurement, have been compared 
with those obtained from zeta potential measurement and from conductometric titration.   
The MSA-HSY model is superior over the MSA-PM model in that  MSA-HSY not only 
provided a better fit in regression but also estimated more physical meaning surface 
charges owing to its consideration of screening effects to Coulombic interaction by 
micro ions in suspending liquid.  We have also demonstrated that FDPM has the 
potential to obtain a parameter estimate of effective surface charge of concentrated 
colloidal particles.  
Using multiple wavelength measurement, we have demonstrated that FDPM can 
be used to obtain particle size information based on the simply least squares method.  
We have shown that the biased residuals of regression using monodisperse PY-HS 
model indicates that polydispersity cannot be neglected.   A simulation shows these 
biased residues can be avoided if the polydisperse PY-HS model is used to describe light 
scattering of dense suspensions.  From multiple wavelength FDPM measurements, we 
demonstrated that the sensitivity of scattering upon the electrostatic interactions depends 
upon the particle size in suspensions.  FDPM measured scattering coefficient does not 
vary significantly with changing ionic strength for a polystyrene latex of the mean 
diameter of 226 nm at volume fraction less than 18% for visible wavelengths. 
We have further verified that the linear relation between absorption coefficient 
and particle volume fraction from FDPM measurement affirms the assumptions in 
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interference approximation, which ascribe dependent scattering to the interference of 
light scattered from the different particle independently scattering light.  We have also 
shown that FDPM measurements of absorption coefficient as a function of volume 
fraction can simultaneously determine volume based absorption efficiencies of 
suspended particles and suspending fluid, which can be used to extract imaginary 
refractive indices of  both particles and suspending media.  
Upon applying the linear relation between measured absorption coefficient and 
pigment concentration, we have determined, for the first time, the absolute pigment 
absorption spectra for three sample pigments at seven wavelengths.  In doing so, we 
demonstrated the potential of FDPM as a standard pigment characterizing tool in 
pigments and paints industry. 
In summary, the works presented in this thesis have advanced the understanding 
of the electrostatic interaction and their impact on the structure of charged concentrated 
colloidal suspensions.  Upon deriving photon diffusion in colloidal suspensions, this 
thesis developed and verified a linear relation between absorber concentrations and 
absorption coefficient for the suspensions.  This linear relationship has enabled us to 
determine pure absorption of suspended particles.  
It is suggested the following works to be addressed in the future. 
1. Investigate depletion interaction among colloidal suspensions.  Beside 
electrostatic interactions, depletion forces due to the entropy effects of 
added polymer is critical to the formation of 3-D nano particle 
assembly, and gains significant application in new photonic device, 
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colloidal crystals, and new functional materials based on assembled 
protein.   
2. Extend FDPM to multiple wavelength capability.  FDPM demonstrated 
the potential in particle sizing of the concentrated suspensions, and in 
determining absorption spectrum for pigments.  In order to move 
FDPM for online particle sizing and for characterizing pigment 
absorption efficiencies in the whole visible region spectrum, multiply 
wavelength measurements capacity must be enabled.  The white light 
emission diode (LED), which may be modulated by superimposing a 
RF component on the direct driving current, may provide as a potential 
light source in future multiple wavelength FDPM instrumentation.  
3.  Monitoring industry particulate process using both absorption and 
scattering data.  Previous group members have been focused on the 
characterization of concentrated suspension using only scattering data 
so far.  With the additional information of particle light absorption 
efficiencies, which are also sensitive to particle size and particle 
concentration, FDPM can be more effective and more robust in 
characterizing industrial particulate streams, such as online monitoring 
emulsion polymerization or crystallization processes. 
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 APPENDIX A 
 LITERATURE REVIEWS PERTAINING TO DEPENDENT SCATTERING 
 
A. 1 Introduction 
Particle separated far apart, such as those immersed in a dilute suspensions 
scatter independently.  The scattering power of a dilute suspension is proportional to its 
particle number density.   “If particles are spatially position  together, as in 
agglomerated coatings or concentrated  suspensions, interactions between the radiation 
fields of adjacent particles can lead to variations in the magnitude and spatial 
arrangement of scattering light in the near and far field,”  reported by McNeil et al.1  
The classical approximation of independent scattering fails at an increased particle 
volume fraction (> 5%).  The phenomena of dependent scattering have been 
experimentally observed and theoretically proved by solving governing Maxwell 
equations. 
 
A.2 Experimental observation of dependent scattering 
In concentrated particle suspensions, the scattering power indicated by the 
inverse mean free path (MFP) does not increase with particle concentration due to 
electromagnetic interactions at higher volume fraction (> 5%).  It is found that coherent 
backscattering from colloidal suspension, arising from photon self-interference effect, 
leads to an enhance intensity cone in the backward scattering.2-5  Fraden and Maret 
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correlated MFP for propagating light to short time self-diffusion constant of particles, 
which depends on inter-particle interactions restraining particle motion.6 
At a volume fraction higher than 45%, photon localization may occur.7,8 
Researchers are also considering developing photonic material from structured colloidal 
precursors.9  Beside the quenched scattering efficiencies determined using FDPM 
showed in previous chapters, Garg et al.10  also reported that isotropic scattering 
coefficients measured using pulsed laser decreases with particle concentration when it is 
greater than a critical value, while dependent scattering always predicts that scattering 
coefficient is proportional to particle concentration. 
In pigments and paints industrials, it is found that the hiding power, which 
represents how effective a coating layer can shield the appearance of covered substrate, 
fails to increase linearly with the increasing pigment concentration as it does at a dilute 
dispersion.    
These experiments have unequivocally demonstrated the dependence on the 
scattering pattern and scattering intensity on the particle spatial arrangement.   
 
A. 3 Theoretical treatment of multiple scattering 
Theoretical treatment of light scattering from a concentrated suspension can be 
classified in two categories: one uses interference approximation (IA), as discussed in 
the previous chapters; another one through the solution of governing multiple scattering 
Maxwell equations using T-Matrix methods.11  Since the interference approach has been 
extensive discussed in the previous chapters, only T-Matrix based theories will be 
discussed in this appendix.   Before addressing light scattering from colloidal ensemble 
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containing numerous particles, small particle systems with a few particles will be 
discussed first. 
A.3.1 Small particle systems 
For small particle systems containing a few particles, rigorous treatment is 
possible from solving the governing Maxwell equation either numerically or 
analytically.  Mie theory, which calculates angular dependent light scattering amplitude 
from a single spherical particle, involves expanding the planar incident and scattering 
fields in vector spherical harmonics and determining expansion coefficients for the 
scattering field in terms of those for the incident field through the boundary condition of 
the Maxwell equation.  The scattered field distribution can be reconstructed by 
multiplying the determined expansion coefficients with corresponding harmonics and 
summing up to obtain scattering field profile.  In this thesis, an algorithm for Mie’s 
calculation provided by Bohren and Huffman was applied in calculating particle 
scattering form factor.12  
However, the classical Mie theory just deals with light scattering from a single 
isolated spherical particle.  Using similar series expansion as Mie theory, Xu et 
al.13analytically obtained the scattering field distribution from an agglomerate of 
identical particles, where particles are positioned in lines and these lines cross at centers. 
These “snow-flake” arrangements of particles can offer simplified treatment due to their 
symmetry.  Their solution indicates that the scattering field from the particle 
agglomerate differs significantly from the simple summation of scattering fields of same 
number of isolated particles.13    
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  To investigate the relative position on the scattering pattern of a system containing 
only a few particles, McNeil et al.1, 14  solved the Maxwell equation using finite elements 
methods to obtain the light scattering pattern by a few closely position particles.  They 
reported that: 
“Depending on the orientation of the particles with respect to the incident 
light, these interactions can either increase or decrease the scattering 
efficiency, the isotropy of the scattering, and the magnitude of electric 
field strength within the matrix of particles.   In the mid-visible range, two 
particles in line increase the back scattering fraction by 28%, and 
attenuating strength by 38% over that of a single particles, whereas if the 
particles are in the diagonal configuration the backscattering fraction 
and scattering strength are actually reduced by addition of the second 
particle.  If the particles are separated by distances comparable with 
their diameter, as in the case for high particle concentrations or 
agglomerated systems, the near field interactions between the radiation 
fields of the particles can strongly influence the resulting far-field electric 
field distribution and thus the appearance and the hiding power of a 
coating.” 
In a system with more than one closely positioned particles, each particle is 
immersed in the secondary fields scattered by other particles.  Calculating light 
scattering field of arbitrarily positioned particle using this method is not trivial.  
 
  
301
  
A.3.2  T-Matrix methods  
To expand the limitation of Mie theory, Waterman and coworkers11 developed T-
Matrix method which offers a more general approach for addressing light scattering 
from a system containing arbitrary number of particles.  In T-Matrix method, both 
incident electromagnetic filed, Ei(r), and scattering electric fields, Es(r), are expanded in 
series of vector spherical harmonics: 
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where RgMmn and RgNmn  are regular vector harmonics that are regular at origin; 
Mmn and Nmn are vector spherical harmonics vanishing at infinite. The expansion 
coefficients for the scattering field p = [pmn qmn], can be related to the expansion 
coefficient for the incident field a = [amn bmn] by a transformation: 
∑ ∑∞
= −=
+==
1'
12
''
'
''
11
'' ][
n
mnnnmm
n
nm
mnnnmmmn bTaTp     (A.3) 
∑ ∑∞
= −=
+==
1'
22
''
'
''
21
'' ][
n
mnnnmm
n
nm
mnnnmmmn bTaTq      (A.4) 
The above equation can be denoted in a compact Matrix notation, and the method 
is so called T-Matrix method: 
p=T⋅a          (A.5) 
The transformation matrix showed in Eqn (A.5) depends only on the particle 
size, shape, physical properties, and orientation, but not on the incident field.   For a 
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single spherical particle, T-Matrix is diagonal, with nmmnnmm bnnT ''
11
'' δδ−= , and 
nmmnnmm annT ''
22
'' δδ−= , and reduces to Mie theory for spherical scatter.  T-matrix method 
is more complex, and it allows one to study the scattering of systems containing spheroid 
particles, or cylindrical particles.   Using T-Matrix approach, Mischenko15 proposed a 
method for calculating light scattering from randomly oriented particle systems.  The 
methodology of T-Matrix will be briefly introduced here.  
For a multiple-particle system, each particle is immersed in the incident field, 
and is also under the secondary electromagnetic field scattered from all other particles.  
The overall scattered electric field for the particle system is the summation of the 
scattering effects due to both primary and second fields.  
In spherical expansion of the scattered electromagnetic field from a single scatter 
entity, the usual practice chooses the coordinate origin for harmonic expansion as the 
particle symmetric center, and both the incident and scattered fields are expanded with 
regard to this origin.  However, to apply the boundary condition for addressing 
secondary fields of light scattering of a particle, and in order to use the orthogonal 
properties of the harmonics, one needs to employ vector harmonic addition theory in 
which a harmonic about an origin can be re-expanded in harmonics about another origin.   
For example, the harmonics with regarding the center of particle j as origin, )( jmn krM  
and )( jmn krN , need be expanded in the harmonics with regarding the center of another 
particle i, )( ikl krRgM , )(
i
kl krRgN  )(
i
kl krM , )(
i
kl krN  to address light scattering of 
particle i  to the secondary field scattered by particle j. 
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where rji=rj-ri.  The explicit expression for the coefficients, mnklA  and 
mn
klB  in the above 
two equations have been provided by Mackowski.16 Using above process, one can derive 
a linear relation for the scattered filed expansion coefficients for particle j: 
p ∑
≠
+=
ji
jijjj HaT ( pi)       (A.8) 
where T j  represent the standard Loren-Mie scattering for each isolated sphere and is 
only a function of sphere size parameter and refractive indices , with pj=Tj a holds if 
particle j is position isolated.  The matrix Hji, whose elements are the coefficients of 
[ mnklA , 
mn
klB ], accounts for electromagnetic interaction or electromagnetic coupling 
between particle i particle j, depends on the particle spatial arrangement.16  The first term 
at the right hand of Eqn (A.8) represents the primary incident field, and the second term 
is corresponding to the secondary field scattered by other particles.   Eqn (A.8) states 
that the scattered light field by the particle j can be obtained from the transition using T 
matrix from both primary and secondary incident fields.  A manipulation of the equation 
(A.8) can leads to the sphere-centered transition matrices that transform the expansion 
coefficients of the incident field into expansion coefficients of the individual scattered 
fields.15 
∑=
i
ijij pTp        (A.9) 
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where the transformation matrix Tij , defined in with the scatterer symmetry center as the 
origin, depends on the particle orientation.   The harmonic expansions of scattered field 
from the individual scatterer center will be transformed into an expansion based on a 
common origin for the whole particle system by applying the addition theorem for vector 
harmonics, in order to be able to summarize the scattering field from all scatterers to 
obtain the overall scattering pattern for the system.  One can find the expansion 
coefficients based on a single system origin as: 
p ∑∑∑ ∑∑ ===
j i
ijij
j j i
ijijjj JTJaTJpJ a   (A.10) 
where p, a, are vectors of expansion coefficients for overall scattering of incident fields 
based on the common origin; the transform matrix J j , similar in the form as H matrices 
in Eqn (A.8), is plugged in to transform the expansion coefficients originated at particle j 
to those based on the common system coordinate origin. Eqn A.10 can be denoted using 
compact Matrix notation as: 
p =T⋅a        (A11) 
Where the transition matrix T defined in the eqn (A.11) can be used to directly 
compute the expansion coefficients for the incident field with the harmonic expansion 
coefficients contained in the  vector a, based on a common system coordinate.    
Using this approach,  Mishchenko and Machowski17 calculated light scattering 
from two randomly position spheres and showed that scattering coefficient of the two 
particle system depends on particle alignment and separation distance.   
Quirantes et al.18  calculated light scattering by a particle pair  as a function of 
separation distance and particle size, and reported a upper volume fraction limit for 
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independent scattering.  They reported that at the 1.04 =λ
πσ , the particle with volume 
fraction of 10-5  will cause a 2~2.5% difference in the scattering in comparison to infinite 
dilution system, where the refractive index for particle is assumed 1.2 times of that of 
suspending fluid.  The Quirantes’s calculation also showed that impact of the volume 
fraction on the scattering efficiency decreases with the increase in the particle size 
parameter, kσ.18 
Based on T-Matrix methods, modern computer power can afford the memory and 
enough speed for calculating the scattered fields for a system containing particle as many 
as 1 million.  A typical colloidal system contains Billions of particles per c.c.,  and 
particles are under continuous motion while keeping position correlated, calculations of 
optical properties using T-Matrix distribution for such as system have not been a routine 
process.   
 Actually, it is not necessary, and it is also impossible to determine the position of 
all particles in a colloidal suspension for calculating the scattering.  Instead, one can take 
T-Matrix method with a reduced statistically representative system, or using various 
approximation methods.  Here the Monte Carlo simulation and the quasi crystalline 
approximation (QCA) will be briefly summarized. 
A.3.3 Monte Carlo simulation  
Monte Carlo simulation approach introduces a “box” containing a number of 
particles to represent a colloidal suspension, and a “snapshot” of particle arrangement, or 
called a realization, for all particles in a “box” is generated randomly using Monte Carlo 
simulation according the ensemble thermodynamic properties of suspensions.19, 20  By 
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using Foldy-Lax multiple scattering equation,21 Maxwell equation for discrete scatterers 
in a homogeneous background can be expressed in the Matrix notation as: 
m
inc
mm
inc
N
nmm
nmnmm aTrikpHTp )exp(
,1
⋅+= ∑
≠=
   (A.12) 
where mp  is again the vector of expansion coefficients for spherical harmonics for 
particle m; vector minca  contains the harmonic coefficients for incident wave expanded 
with regard to particle m; kinc is the wave number of the incident wave; N is the number 
of spheres in the “box”; The matrix of mnH  is the vector spherical wave transformation 
matrix; Tm  is again the Lorenz-Mie transformation matrix for particle m with its own 
center as the harmonic expansion origin.  The multiple scattering Maxwell equation of 
Eqn (A.12) for each realization of particle arrangement can be solved (usually by 
iteration methods), and the overall scattering field profile Es for all N particles at an 
observation point r can be calculated.  The component of mnH  depends on particle 
arrangement, may not be same at each realization.  The computed results are averaged 
over all realizations to obtain the final results representing the colloidal suspension.  
Tsang et al.22, 23 solved multiple scattering Maxwell’s equations iteratively for each 
realization of particles in a cubic box that contains 4000 dielectric particles and 
corresponds 25% by volume.  They reported that the coherent wave nature is preserved 
by incorporating a Percus-Yevick hard sphere structure factor model.    Iteration need for 
solve the equation (A.12) was reported to be 9 times before achieving convergence.  
They also showed that the calculated extinction rate for the light wave does not change 
significantly when the number of realization is above 20.22  
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Using Monte Carlo simulation, Tsang et al. also calculated light scattering from 
systems of spheroidal particle.24 
Monte Carlo simulation is generally timing consuming and computationally 
intensive.  Various approximation theories have been created to addressing the light 
scattering from the random scatters.  These multiple scattering theory includes Quasi-
crystalline approximation (QCA),25 and interference approximation detailed in the 
previous chapters.  Instead of calculating scattering by averaging over many simulated 
realizations to obtain representative properties, these approximations solve the multiple 
scattering Maxwell equation only once over a representative system configuration where 
particle arrangement can be represented by pair correlation function (PCF), g(r). 
A.3.4 Quasi-crystalline approximation 
Quasi crystalline approximation (QCA) have been developed to approximately 
calculate the propagation constant for coherent electromagnetic wave propagation in 
media, where a pair distribution function are used to addressing the position 
correlation.26  Under the QCA, the integral equation for the configuration average of 
exciting field >< )|( 1rrE E  at field point r acting on a scatterer at r1 can be written as: 
><⋅⋅−+>=< ∫ )|()()()()|( 22122011 rrErTrrgdrnrErrE EiE   (A.13) 
 where a pair correlation function g(r), calculated form the integral equation approach 
described by models such as PY-HS model or MSA-HSY, is included to account the 
microstructure. ><⋅ )|()( 22 rrErT E  is the field scattered by a single scatterer at r2 
when excited by >< )|( 2rrE E .  Where )(rEi  is the incident field at position r.  Similar 
  
308
to Eqn. (A.8),  Eqn (A.13) states that the field at r = r1 is due to the incident field plus 
the field scattered form the all other particles.  Whereas the ensemble average of particle 
position correlation is represented in PDF g(r), and the orientation-dependent 
electrostatic interaction are encrypted in the transformation matrix, T(r2), depending on 
the coordinate of  r2 with regard to the origin at r2.  Eqn (A.13) can be solved by a 
numerical approach or by analytical approach at some special cases.  Analytical solution 
requires using the translation addition theory for spherical vector harmonics to convert 
the series expansion of  ><⋅ )|()( 22 rrErT E  (which is naturally expanded with the 
origin r2) to the origin located at r1. From the solution, the parameter governing the 
electromagnetic wave propagation can be calculated.   
Using PY-HS model in addressing microstructure of the suspensions, QCA also 
predicts the quenched scattering with the increasing volume fraction and QCA solutions 
agree well with Monte Carlo simulation22, 23 and controlled experiments.27  A simplified 
approximation based on the QCA by setting g(r) as  

>
<= σ
σ
r
r
rg
1
0
)(   is commonly 
used and is called hole correction.11  This approximation only is suitable for dilute 
suspensions. 
A.3.5  Quasi-crystalline approximation with coherent potential 
By using method of coherent potential to the study of multiple scattering of 
electromagnetic wave from random distributed scatterers, Tsang and Kong provided so 
called quasi crystalline approximation with constant potential (QCA-CP).28 By identify 
the electromagnetic potential operator, the problem of electromagnetic scattering was 
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treated entirely within the framework of quantum-mechanical potential scattering.   
Where, T-Matrix is used as dyad transition operator in the scattering problem, and a PDF 
was also included to addressing the particle position correlation.   By using QCA-CP, the 
effective dielectric constant and the scattering coefficient for a colloidal system can be 
derived.   The details about QCA-CP have been given by Tsang and Kong.28 
It is shown that both QCA and QCA-CP can address depending scattering with 
good accuracy.  However at higher volume fraction, QCA-CP predictions match 
experimental results better than QCA approach.28 
Dik and Invanov29 compared extinction coefficients predicted using both QCA 
and IA, and concluded that at lower volume fraction and small particle size, QCA and IA 
agree well, but the agreement deteriorates with the increasing volume faction and 
increasing particle size parameter.  
 
A.4 Summary 
This appendix reviewed the theory addressing multiple scattering from randomly 
distributed scatters using T-Matrix approach.  Theoretically, T-Matrix can offer rigorous 
treatment of multiple light scattering for a particle system with arbitrary particle 
arrangement.   
Similar to the IA detailed in the previous chapters, both QCA and QCA-CP can 
predict quenched light scattering efficiencies at increased volume fraction, and model 
prediction using QCA-CP matches with experimental data better than that using QCA 
does.  
  
310
In comparison to QCA or QCA-CP, IA, which requires minimized computer 
powers can provides predations match with the experimental data and with QCA-CP and 
QCA for most industry colloidal system of practical importance.  
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APPENDIX B 
  MSA-HSY MODEL (HERRERA ET AL.) 
 Herrera et al. presented a structure factor model for monodisperse colloidal systems 
using mean spherical approximation (MSA), where particles interact through  hard 
spherical Yukawa (HSY) interactions.    
 There are typographical errors in the equation presented for calculating structure 
factor in the original publication.   The correct equations used in the calculating structure 
factor in the previous chapters are presented as following. 
 
B.1 Parameter definition 
eo = 1.60 x 10-19 (Coulumb)      //electron charge 
kB = 1.38 x 10-23  (Jole/K) //Boltzmann  constant 
NA= 6.02 x 1023  (/mole)  //Avogadro number 
ε = 8.85 x10-12  (C2/Jm) electric permittivity for vacuum 
εr  =78.54    //dielectric constant 
T   (K)  //temperature 
κ     //inverse Debye length 
σ     //mean particle size 
zeff     //effective surface charge 
θ     //scattering angle 
η     //volume fraction 
λ     //wavelength 
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m     //refractive index of suspending fluid 
B.2 Calculation of structure factor S(k) 
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Find the roots for the following equation to obtain the value of parameter γ.   
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Where S(k) is the structure factor at the dimensionless scattering vector 
σ⋅= qk . 
 
B. 3 Calculation of S(0) form MSA-HSY model. 
When scattering angle vanishes, the calculation for S(0)  can be simplified.  The 
structure factor at zero scattering vector, S(0) can be calculated from:  
2
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Reference:   J. N. Herrera, P. T. Cummings, and H. Ruiz-Estrada, "Static structure factor 
for simple liquid metals," Molecular Physics 96(5), 835-847 (1999). 
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APPENDIX E 
  NOMENCLATURE  
 
Abbreviations 
AC    amplitude  
CVP  chemical vibration potential 
DC   average intensity 
DLS   dynamic light scattering 
DWS  diffusing wave spectroscopy 
ESA   electroacoustic sonic amplitude 
ESI   electrostatic interaction 
FDPM   frequency domain photon migration 
HNC  Hypernetted-chain  
HSY  hard spherical interaction 
K-M  Kubelka-Munk 
MSA  mean spherical approximation 
MSA-HSY mean spherical approximation with hard sphere Yukawa interaction 
MSA-PM mean spherical approximation with primary model interaction 
OCM  one component system 
O-Z   Ornstein-Zernike 
PCF   pair correlation function 
PDW  photon density wave 
PM   primary model  
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PS   phase shift 
PY   Percus-Yevick 
QCA  quasi-crystalline approximation 
QCA-CP  quasi-crystalline approximation with coherent potential 
R6G   Rhodamine 6G  
RDF  radial distribution function 
RTE   radiative transport equation 
RY   Rogers-Young 
SANS  small angle light scattering 
SAXS  small angle x-ray scattering 
SLS   static light scattering 
TCF   total correlation function 
UVP  ultrasonic vibration potential 
 
List of Symbols 
English symbols 
ACrel  relative amplitude 
Cabs   particle absorption cross section 
Csca   particle scattering cross section 
Cext   particle total extinction cross section 
c   speed of light in medium 
c(r)   direct correlation function 
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ci,j(r)   direct correlation function between component i and j  
D   photon diffusion coefficient 
Dp   Particle self diffusion coefficient 
DCrel  relative average intensity 
e    electron charge 
f(r)   mixing function in closure relation to O-Z equation 
f(x)   particle size distribution function 
fA(x)   particle area-based size distribution function 
fm(x)   particle mass-based size distribution function 
F(θ)   form factor 
Feff   effective form factor 
Fi,j    binary form factor of particles i and j 
g   scattering anisotropy 
g(r)   redial distribution function  
gi,j(r)   radial distribution function between component i and j 
h(r)   total correlation function  
hi,j(r)   total correlation function between component i and j  
Hi,j(r)  3D Fourier transform of hij(r) 
j
r
   specific current density; angular current density 
J    current density 
kB   Boltzmann constant 
K(λ)   Kubelka-Munk absorption coefficient 
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K(ω)  acoustic extinction coefficient 
K(ω,x)  acoustic extinction efficiency for particle of diameter x 
m   the ratio of refractive index of particle to that of solvent in a suspension 
nl   refractive index of the medium  
PSrel   relative phase shift 
q   scattering vector 
qmax   maximum scattering structure factor in a  medium 
r    center to center distance between particles 
r   position vector 
s   optical path length 
SAC   amplitude of optical source 
SDC   average intensity of optical source 
s(r,t)  intensity of optical source 
S1(r, Ωˆ ,t ) current density of optical source at position r and time t 
S(0)   structure factor at the zero scattering vector 
S(q)   structure factor at the scattering vector q  
<S(q)>  Angle-integrated structure factor 
Sr    strength of optical source 
Si,j   partial structure factor of component i and j 
S(λ)   Kubelka-Munk scattering coefficient 
t   time  
x   particle diameter 
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Ud   electrophoretic mobility of a particle 
< Ud>  effective electrophoretic mobility for different particles 
v   speed of particle  
V   volume 
zeff   effective particle surface charge 
zi   effective particle surface charge of component i 
 
Greek symbols 
ρi   number density of the component i in the colloidal mixture 
ε0    electric permittivity of vacuum 
εr    dielectric constant of the suspending medium 
σ    particle diameter 
σi    particle diameter of component i 
κ    inverse Debye screening length.  
κ-1   Debye screening length   
θ   scattering angle 
λ   wavelength of light 
µo   cosine of scattering angle 
µa   absorption coefficient of light 
µs’   isotropic scattering coefficient 
µa,pigments  volume based absorption efficiency for pigment 
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µa,pigments  weight based absorption efficiency for pigment 
µs’   isotropic scattering coefficient 
φ   flux; flux rate 
ϕ   angular flux; specific intensity; radiance 
ε   particle volume fraction  
φo   phase shift of optical source 
ω   modulation frequency 
ζ   zeta potential of particles 
Π   colloidal osmotic pressure 
Σtr   macroscopic transport cross section;  inverse mean transport free path 
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