Abstract. In this paper, we study the transition threshold of the 3D Couette flow in Sobolev space at high Reynolds number Re. It was proved that if the initial velocity v0 satisfies v0 − (y, 0, 0) H 2 ≤ c0Re −1 , then the solution of the 3D Navier-Stokes equations is global in time and does not transition away from the Couette flow. This result confirms the transition threshold conjecture in physical literatures.
Introduction
In this paper, we consider the 3D incompressible Navier-Stokes equations at high Reynolds number Re regime:
v(0, x, y, z) = v 0 (x, y, z),
where v = v 1 (t, x, y, z), v 2 (t, x, y, z), v 3 (t, x, y, z) is the velocity, p(t, x, y, z) is the pressure, and ν = Re −1 > 0 is the viscosity coefficient. To avoid the boundary effect, we consider the problem in a simple domain Ω = T × R × T ∋ (x, y, z).
Beginning with Reynolds's famous paper [28] in 1883, the stability and transition to turbulence of the laminar flows at high Reynolds number(i.e., ν → 0) has been an important and active field in the fluid mechanics [30, 37] . In this paper, we are concerned with the stability and transition of the Couette flow U (y) = (y, 0, 0), which may be the simplest steady solution of (1.1). Therefore, we introduce the perturbation u(t, x, y, z) = v(t, x, y, z) − U (y), which satisfies             
u(0, x, y, z) = u 0 (x, y, z),
where the pressure p L and p N L are determined by
It is well-known that the Couette flow U is linearly stable for any ν ≥ 0 [29] . However, it could be unstable and transition to turbulence for small perturbations at high Reynolds number [11, 17, 26, 30, 37] , which is referred to as subcritical transition. Up to now, we are still lacking a good understanding of this transition even for some simple flows such as Couette flow and Poiseuille flow.
To understand the transition, the traditional method is the linear stability analysis. The non-normality of the linearized operator may give rise to the transient growth of the solution even for the stable flow [31, 32] . Indeed, the linear stability analysis of Couette flow predicts a linear growth of the solution for t 1 ν due to the 3-D lift-up effect. This turns out to be a primary source leading to the transition to turbulence for small perturbations. Our goal of this paper is to find the largest perturbations (threshold) below which the solution does not transition away from the Couette flow. More precisely, as suggested by Kelvin [19] , we study the following classical question:
Given a norm · X , find a β = β(X) so that
The exponent β is referred to as the transition threshold in the applied literatures.
There are a lot of works [14, 22, 24, 27, 37] in applied mathematics and physics devoted to estimating β. Recently, Bedrossian, Germain, Masmoudi et al. made an important progress on the stability threshold problem for the 3-D Couette flow in T × R × T in a series of works [4, 5, 6, 9, 10] . Roughly speaking, their results could be summarized as follows:
• if the perturbation is in Gevrey class, then β ≤ 1 [4] ;
• if the perturbation is in Sobolev space, then β ≤ 3 2 [6] . While in T × R, the transition threshold is smaller:
• if the perturbation is in Gevrey class, then β = 0 [9] ;
• if the perturbation is in Sobolev space, then β ≤ 1 2 [10] . More precisely, the authors in [6] showed that if the initial perturbation u 0 satisfies u 0 H σ ≤ δν . Compared with the result in [4] , it seems to mean that the regularity of the initial data has an important effect on the transition threshold. Moreover, the result in [4] is consistent with the threshold conjecture in some physical literatures [1, 31, 24, 11, 33, 14] . However, the physical literatures do not carefully consider the possible effect of the regularity. Thus, it remains open whether the transition threshold β ≤ 1 holds in Sobolev regularity. See the review paper [7] for more introductions and open questions.
In this paper, we confirm the transition threshold conjecture in physical literatures in Sobolev regularity. To state our result, we define
Our stability result is stated as follows. Theorem 1.1. There exists a constant c 0 > 0 such that if ν ∈ (0, 1) and u 0 is divergence free with u 0 H 2 ≤ c 0 ν, then the solution u to the system (1.2) is global in time and satisfies the following uniform estimates: for any t ≥ 1 ν u(t) H 4 + ∂ t u(t) H 2 + νe 2ν 1/3 t ∂ x u(t) H 3 ≤ C u 0 H 2 , (1.5)
Here C is a constant independent of ν, c 0 and t.
Let us give some remarks on our result.
1. Thanks to (1.5) and u 0 H 2 ≤ c 0 ν, it holds that for any t ≥ 1 u(t) H 3 + e 2ν 1/3 t u = (t) H 3 ≤ Cν −1 u 0 H 2 ≤ Cc 0 .
This means that the solution will remain within Cc 0 of the Couette flow in H 3 for any t ≥ 1, and the dynamics of the solution could be described by the streak solution for t ≫ ν
To prove Theorem 1.1, we will use two important stabilizing effects: the enhanced dissipation and inviscid damping due to the mixing induced by the Couette flow. We will unify two kinds of effects into various space-time estimates of the solution for the linearized equations. We refer to [2, 12, 16, 18, 36] and [8, 34, 35, 38, 39, 3] for related works. The main instability mechanism is the 3D lift-up effect, which leads to a linear growth of the solution for t 1 ν . For this, we need to study carefully nonlinear interactions between different modes of the solution, especially zero mode(streak solution) and non-zero modes. Similar to null forms for quasilinear wave equations introduced in [20] , some good(null) structures may avoid bad nonlinear interactions such as the interaction between u 1 and itself.
Notations. We use ∂ 1 , ∂ 2 , ∂ 3 to denote the derivative with respect to x, y, z respectively. Summation notation is assumed: the repeated upper and lower indices are summed over i, j ∈ {1, 2, 3} and α, β ∈ {2, 3}. When using other indices such as k, summation is not assumed. The Fourier transform f (k, η, l) or Ff of a function f (x, y, z) denoted is defined by f (k, η, l) = x∈T y∈R z∈T f (x, y, z)e −2πi(kx+ηy+lz) dxdydz.
Then f (x, y, z) = k,l∈Z η∈R f (k, η, l)e 2πiηy dηe 2πi(kx+lz) . The Fourier multiplier D N is defined by
Ff.
Then D 2 = I − ∆ and the norm of Sobolev space H N (Ω) is given by
The inverse operator ∆ −1 is defined by ∆ −1 f = = − f (2π) 2 (k 2 + η 2 + l 2 ) for k = 0 and ∆ −1 f = = 0 for k = 0. We use , to denote the L 2 inner product.
Throughout this paper, we denote by C a constant independent of ν, T .
Key ingredients of the proof

Linear effects.
There are four kinds of linear effects: lift-up, inviscid damping, enhanced dissipation and vortex stretching, which play a crucial role in the stability analysis. The linearized system of (1.2) reads
Introduce new variables (x, y, z) = (x−ty, y, z) and set u(t, x, y, z) = u(t, x, y, z), which solves
where
Notice that P 0 u = u, and hence it reads
The solution of this linear problem is given by u(t) =   e νt∆ (u 1 − tu 2 )(0) e νt∆ u 2 (0) e νt∆ u 3 (0)
The linear growth predicted by this solution for times t 1/ν is known as the lift-up effect first observed in [15] . This is a crucial mechanism leading to the instability in 3D case. Turning now to nonzero frequencies in x, q 2 = = ∆ L u 2 = reads ∂ t q Taking the Fourier transform (denoting by k, η, l the dual variables of x, y, z respectively), the equation (2.1) can be recast as
Here we only take a ∈ [0, 4] for the sake of definiteness. The exponent νt 3 gives a dissipation time scale ν −1/3 , which is much shorter than the dissipation time scale ν −1 . We refer to this phenomenon as the enhanced dissipation. In this paper, we will use various space-time estimates of the type:
The velocity field can be recovered by the formula
Due to the bound
This effect was discovered by Orr in 1907 [25] , and is now known as inviscid damping.
In section 3, we will establish various space-time estimates for the linearized equations including the variable coefficient version, which are based on two linear effects: enhanced dissipation and inviscid damping.
Streak solutions.
If the initial data in (1.2) is independent of x, then so does the solution, i.e., u(t, x, y, z) = u(t, y, z). In such case, (u 2 , u 3 ) solves the 2D Navier-Stokes equations in (y, z) ∈ R × T, whereas u 1 solves the linear advection-diffusion equation
These solutions are refereed to as the streak. Due to the lift-up effect, main nonlinear effect comes from the interaction between the streak solution and nonzero modes. Our result shows that for t ≫ ν − 1 3 , the streak solutions describe the dynamics of the system if the perturbation is below the threshold.
2.3. Nonlinear interaction. There are several nonlinear mechanisms which may lead to the instability. So, we have to study nonlinear interactions very carefully and use null structures hidden in the system to avoid bad interactions. To this end, we decompose the solution u into u + u = , where u is zero mode and u = is non-zero mode. Then nonlinear interactions can be classified as follows:
• zero mode and zero mode interaction: 0 · 0 → 0;
• zero mode and nonzero mode interaction: 0· =→ =;
• nonzero mode and nonzero mode interaction: = · =→ = or = · =→ 0. As the nonlinear term takes the form u i ∂ i u j , there is no interaction between u 1 and itself. The worst interaction between zero mode and nonzero mode is u 1 ∂ x u = due to the lift-up effect. This seems a primary source so that the solution could transition to turbulence if the perturbation exceeds some threshold.
In section 5, we will study nonlinear interactions between different modes based on the bilinear anisotropic Sobolev estimates established in section 4.
New formulation.
According to the analysis above, we decompose the nonlinear pres-
The main challenge is the 0· =→ = interaction, especially the first part p (1) . So, we introduce
Then we have
It holds that for j = 2, 3,
We introduce the linearized operators
Then for j = 2, 3, we can write
Under the assumption that
and W 2 = u 2 = + κu 3 = . Then we find from (2.4) that
Thus, it is natural to derive the equation of W 2 , which satisfies
where G 2 = (g 2 + κg 3 ) = and
For the linearized operator L 1 , an important property is that
In the equation (2.6), the main trouble term is −2ν∇κ · ∇u 3 = .
To handle it, we introduce a good derivative (∂ z − κ∂ y ), which has a good communication relation with L. Let
Then it holds that ∇κ · ∇u
Now the second term is good. For the first term, we need to use more subtle structure, which will be uncovered by introducing a good decomposition. See section 7.1 for more details.
Energy functional.
First of all, the following local well-posedness result is standard. Proposition 2.1. There exist two positive constants c 00 , C 0 independent of ν so that if u 0 H 2 ≤ c 00 ν, then the system (1.2) has a unique solution u ∈ C [0, 2]; H 2 which satisfies
Therefore, we only need to establish the uniform estimates of the solution in the interval [1, T ] for any T > 1. From now on, we always assume that ν ∈ (0, 1) and T > 1, and all norms are taken over the interval [1, T] unless stated otherwise, such as
For a ≥ 0, we introduce two norms
In fact, the norms X 2 and X 3 can be replaced by any X c and X c ′ with c < c ′ < 2c. Each norm defined in X a and Y 0 has the same scaling in some sense.
The energy E 1 , E 2 correspond to zero mode of the solution, while the energy E 3 , E 4 , E 5 correspond to non-zero mode of the solution. Due to the lift-up effect, E 1 , E 4 are expected to be small at best, and E 2 , E 3 , E 5 are expected to be bounded by o(ν). Based on the the evolutional equation of u or its vorticity formulation, we will use the energy method to estimate E 1 and E 2 . The estimate of E 3 is based on the space-time estimate for the linearized operator L 0 (Proposition 3.2) and the formulation:
The estimate of E 4 is based on the space-time estimate for L 0 (Proposition 3.1) and the formulation:
Here P is the Helmholtz-Leray projection. The estimate of E 5 is the most difficult. For this, we need to use the space-time estimates for the linearized operators L, L 1 and the subtle structure hidden in the system. The estimates of E 1 , E 2 and E 3 , E 4 , E 5 will be conducted in section 6 and section 7 respectively.
2.6. Proof of Theorem 1.1. The proof of Theorem 1.1 is based on a bootstrap argument. Firstly, we assume that Then it follows from Proposition 2.1 that
Taking ε 0 = 2Cc 0 , we can conclude that T = +∞, and the uniform estimates (1.5) and (1.6) follow easily from the definitions of E 1 -E 5 .
Enhanced decay estimates of the linearized equations
In this section, we derive the enhanced decay estimates of the linearized equations, which will make use of two linear effects of the Couette flow: inviscid damping and enhanced dissipation.
Decay estimates of the linearized equation
Switch to new variables (x, y, z) = (x−ty, y, z) by setting f (t, x, y, z) = f (t, x, y, z), f j (t, x, y, z) = f j (t, x, y, z), then it holds that
Taking the Fourier transform, we get
Then it is obvious to study (3.2) first.
Lemma 3.1. Let f solve the equation
Then for a ∈ [0, 4] and k = 0, it holds that
Proof. By the definition of γ(t), we have ∂ t f +νγ(t)f = 2πikf 1 +f 2 +f 3 . Let γ 1 (t) = t 1 γ(s)ds, then the solution is given by
where F 0 (t) = e −νγ 1 (t) f (1) and
Using the fact that for
which shows that
Using the fact that 2πk
we deduce that for t ∈ [1, T ]
which implies
, and
Then we infer that
. Summing up, we conclude that
. Using the fact that
where f is the complex conjugate of f, we infer that
Thanks to −|e
we infer from (3.4) and (3.5) that
Now the lemma follows from (3.4),(3.5) and (3.6). Now we are in a position to prove Proposition 3.1.
Proof.
we deduce from Lemma 3.1 that for every k, l ∈ Z, η ∈ R, k = 0,
. Using Plancherel's formula, we find that
and
Then we can conclude that
This gives our result by the fact that
The following proposition will be used to estimate ∆u 2 = and u 3 = .
Proof. Thanks to L 0 f = ∆f 1 = div∇f 1 , we infer from Proposition 3.1 that
So, it suffices to estimate (
Thanks to
Taking the Fourier transform, we obtain
Now we deduce from Lemma 3.1 that for every k, l ∈ Z, η ∈ R, k = 0,
, and then
here we used the fact that
This gives our result. 
Decay estimates of the linearized equation
We define the map (Id + g) : Ω → R 3 by
The following lemma is classical.
It is easy to check that
We introduce the notations
then we have
Thus, we can write Lf in the divergence form
We also need the equivalence of H −1 norm.
Proof. We still have P 0 F = 0. As u 1
On the one hand, we have
On the other hand, we have
Since ψ y t, V (t, y, z), z = 1 − ∂ y u 1 (t, y, z) and ∇u 1 L ∞ < 1/2, we have 1/2 < ψ y < 3/2, and by Lemma 3.2 we have ∇ψ
Thus we obtain
Now we are in a position to prove Proposition 3.3.
Proof. First of all, we choose c 1 small enough so that
It follows from Proposition 3.1 that
By Lemma 3.2 and Lemma 3.3, we have
, and by the assumption (3.7),
Xa . This gives our result by using Lemma 3.3 again.
The following proposition gives the decay estimates of the solution for good derivatives ∂ x and ∂ z − κ∂ y , which have good commutation relations with L.
Proposition 3.4. Let f solve the linear equation
for some small constant c 2 independent of ν and T . If
We need the following lemma, whose proof is a simple exercise. and (ρ 1 , ρ 2 ) be given by (2.7). Then it holds that
H 2 . Now we prove Proposition 3.4 (take c 2 = min(c 1 , c 3 )).
which gives
where ∆h 1 = (∂ t κ + ν∆κ)∂ x ∂ y f and P 0 h 1 = 0. Hence,
Then it follows from Proposition 3.3 that
Here we used
we have
Xa . By Lemma 3.4, we have
Xa . Summing up, we conclude that
Now the proposition follows from (3.10) and (3.11) and the fact that
3.3. Decay estimates of the linearized equation
Using the facts that ∂ x V = 0 and ∂ z V = κ∂ y V , we have
Then we deduce that
The following proposition shows that ∆L 1 − L∆ is good.
for some small constant c 4 ∈ (0, c 2 ) independent of ν and T . If
Then we find that
It follows from Proposition 3.3 that
here we used
Xa , which along with (3.13) gives
which gives the desired result by taking c 4 so that Cc 2 4 < 1/2.
Basic analysis tools
In this section, we introduce some basic inequalities and anisotropic bilinear estimates in Sobolev space, and the velocity estimates in terms of two components (u 2 , u 3 ), which play an important role for nonlinear interaction of next section.
4.1. Some basic inequalities. Recall that for s > 3/2, H s (Ω) is an algebra. Hence,
The following inequalities are classical:
We will use interpolation inequalities such as f
L 2 . Then we have
4.2. Anisotropic bilinear estimates.
Proof. As ∂ x f 1 = ∂ x f 2 = 0, we may write f l (x, y, z) = k∈Z e 2πikz f l,k (y) for l = 1, 2. Then we
which is the first inequality. Similarly, we have
The second inequality follows from
We write e 2πimz f 1,m (y)f 2 (x, y, z) = k∈Z e 2πi(k+m)z f 1,m (y)f 2,k (y). Then we have
from which and (4.1), we infer that
which gives the third inequality.
Proof. As ∂ x f 1 = 0, we may write
and then
We also have
Notice that
Then we infer from Lemma 4.1 that
H 1 , and
By (4.5), we have
and by (4.3),
which gives the second inequality. Similarly, by (4.4) and (4.2), we have
Notice that for k = 2, 3,
By (4.6) and interpolation, we deduce that for 0
and by (4.2),
Summing up, we conclude the third and fourth inequality. Lemma 4.3. It holds that for j ∈ {1, 3}
Proof. Let us consider the case of j = 1. We write f l (x, y, z) = k∈Z e 2πikx f l,k (y, z) for l = 1, 2.
By 2-D Gagliardo-Nirenberg inequality, we have
We
we get
from which and (4.7), we infer that
This proves the first inequality for j = 1. For the case of j = 3, let f l (x, y, z) = f l (z, y, x) for l = 1, 2. Then we have
Using the first inequality of the lemma, we get
which gives the second inequality.
Lemma 4.4. It holds that for
.
Therefore, for s = 0, 1 we have
, from which and (4.9), we infer that
This proves the first inequality for j = 1. The case of j = 3 is similar. Thus,
which gives the second inequality. If P 0 f 1 = 0 then the first inequality with j = 1 becomes
Notice that for k = 1, 2, 3
By (4.11) and interpolation, we deduce that for 0 ≤ l ≤ k,
Summing up, we conclude the third inequality.
Lemma 4.5. Assume that u 1 H 4 < c 3 with c 3 as in Lemma 3.4 .
and for j = 2, 3,
and that for k = 0, 1
we can deduce the first and third inequalities from (4.2) and (4.6) in Lemma 4.2.
For the second inequality, we use the dual method and assume that f 1 , f 2 are real valued.
We write f l (x, y, z) = k∈Z e 2πikx f l,k (y, z) for l = 2, 3. Then we have f l,0 = 0 and
By the first inequality, we have
Then we get
, which implies the second inequality.
Then we have P 0 f 4 = 0 and
from which and the first inequality, we infer that
which gives the fourth inequality.
4.3.
The velocity estimates in terms of (u 2 , u 3 ). For the nonzero mode, we only need to estimate u 2 = and u 3 = , since u 1 = can be estimated by using the incompressible condition
Proof. Thanks to divu = = ∂ x u 1 = + ∂ y u 2 = + ∂ z u 3 = = 0, we have
, which gives the first inequality.
Using the fact that ∂ x u = ∂ x u = and divu = = 0, we deduce that
Similarly, we have
In the same way, we get
L 2 , which gives
This proves the third inequality.
The following lemma gives the estimates of the zero mode (u 2 , u 3 ) in terms of
Lemma 4.7. It holds that
Proof. Due to ∂ y u 2 + ∂ z u 3 = 0, u 2 has nonzero frequency in z, and hence,
which show the first inequality.
First of all, we have 
, and ν ∇u 3 2
, which gives the second inequality.
For j ∈ {2, 3}, we have
Y 0 , which gives the third inequality. By Lemma 4.2 and (4.12) , we have
, which gives the fourth inequality.
Lemma 4.8. It holds that
This proves the first inequality.
Nonlinear interactions
In this section, we study nonlinear interactions between different modes. Recall that the nonlinear terms g j (j = 2, 3) and G 2 are given by
We write g j = 6 k=1 g j,k and G 2 = 6 j=1 G 2,j , where G 2,j = (g 2,j + κg 3,j ) = and
As p
We define
We will use the following simple fact.
Proof. Using the fact that f 1 f 2 H 2 ≤ C f 1 H 2 f 2 H 2 , and
we deduce that
This completes the proof.
In the sequel, we always assume that
where ε 0 ∈ (0, c 4 ) is a sufficiently small constant independent of ν and T .
5.1.
Interaction between zero mode and nonzero mode.
Lemma 5.2. It holds that
X 3 . Proof. By (5.1) and Lemma 4.7, we have 
For k ∈ {2, 3}, by Lemma 4.5 and Lemma 4.7, we get
By Lemma 4.7, we have
, and by Lemma 4.5, Lemma 4.7 and Lemma 4.8, we have
. Similar to the estimate of g 2,2 , we have
. Summing up, we conclude the first inequality.
As g j,5 = ∂ j p (3) , we also have
= , by Lemma 4.7, we have
Then by Lemma 4.2 and Lemma 4.7, we have
By Lemma 4.8, we have
L 2 . By Lemma 4.3 and Lemma 4.8, we have
, by Lemma 4.3 and Lemma 4.8, we have ∆p
Therefore, using (νt) 2 ≤ Cν 4 3 e ν 1/3 t , we deduce that
Lemma 5.4. It holds that
Proof. By Lemma 5.1, we have
Using Lemma 4.2, Lemma 4.8 and f
from which, Lemma 4.6 and 1 + νt 3 ≤ Ce 1 2 ν 1/3 t , we infer that
from which, Lemma 4.6 and (1 + νt 3 ) ≤ Ce 1 2 ν 1/3 t , we infer that
As u 2 has nonzero frequency in z, we get by Lemma 5.1 that
Using the facts that
and Lemma 5.1, we deduce that 
By Lemma 4.4, we have
For k = 2, by Lemma 4.3, we have
Summing up, we get by Lemma 4.6 that
For k ∈ {1, 3}, by Lemma 4.3, we have
Therefore, we deduce that
, here we used the fact that
It remains to estimate ∇g 3,3 (g 3,3 = u = · ∇u 3 = = u j = ∂ j u 3 = ). For k ∈ {1, 3}, by Lemma 4.4, we get
, and for k = 2,
, from which and Lemma 4.6, we infer that
. This completes the proof.
As g j,6 = ∂ j p (4) , we also have
Lemma 5.6. It holds that
Proof. For k ∈ {1, 3}, by Lemma 4.4, we have
and for k = 2,
Similarly, for k ∈ {1, 3}, by Lemma 4.4, we have
Then we conclude that
. This proves the lemma.
Interaction between zero modes. Lemma 5.7. It holds that
Proof. As u 2 has nonzero frequency in z, we get by Lemma 5.1 that
As u · ∇u = u 2 ∂ y u + u 3 ∂ z u, the lemma follows from (5.10), (5.11) and (5.12).
Growth estimates for the zero mode
6.1. Estimate of E 2 . We write the equation of u 2 , u 3 as
Then L 2 energy estimate gives
As ∂ y u 2 + ∂ z u 3 = 0 and
from which and Lemma 5.5, we infer that
Moreover, g j,2 = 0. Then we have
Energy estimate gives
L 2 , which along with Lemma 5.5 gives
This implies that
Due to ∆u 2 = −∂ z ω 1 , we have
(see Lemma 4.7). By Lemma 5.5, we have
For ∆u 3 = ∂ y ω 1 , we use the equation
It follows from (6.1)-(6.5) that
hence,
As u 2 has nonzero frequency in z, we get
Using the facts divu = = 0 and ∂ y u 2 + ∂ z u 3 = 0, we get
. This along with (6.1) gives
As (y∂ x u) = 0 and ∆p L = 0, we get
Due to divu = 0, the energy estimate gives
which implies that
Now we estimate ∂ t u. By (6.8), we have
It follows from (6.9) and (6.10) that
As (u · ∇u) = u · ∇u + (u = · ∇u = ), by Lemma 5.4 and Lemma 5.7, we have
Due to E 2 ≤ νε 0 , taking ε 0 small enough such that Cε 0 < 1/2, we obtain
Decay estimates for the nonzero mode
In this section, we assume that
where ε 0 ∈ (0, c 4 ) is a sufficiently small constant independent of ν and T . 7.1. Estimate of E 5 . In this part, we need to use the formulation (2.6) and more subtle structure of the system. Let us first introduce
Then we decompose
Thanks to (2.6) and (7.1), we find that
where f 2,1 = L 1 f 2 + 2ρ 1 ∇V · ∇u 3 = , which could be written as
. Using the facts that
we find that
To proceed, we need the following lemmas.
Lemma 7.1. It holds that
Proof. It follows from Proposition 3.4 that
First of all, we have
and by Lemma 3.4, we have
we infer that
Summing up, we conclude the lemma.
Lemma 7.2. It holds that
Proof. As L∂ 2 x f 2 = ∂ 2 x Lf 2 = −ρ 1 ∇V · ∇∂ 2 x u 3 = , we infer from Proposition 3.3 that
Lemma 7.3. It holds that and Lf 2 = ρ 1 Lf 1 , we deduce that
where ∆h 1 = (∂ t ρ 1 + ν∆ρ 1 )∂ x f 1 . It follows from Proposition 3.3 that
By Lemma 3.4, we have 
we infer that Step 2. It follows from Proposition 3.5 and (7.2) that ∆W 2,1 2 Now we estimate f 2,1 . As ρ 1 L ∞ ≤ C ρ 1 H 2 ≤ C u 1 H 4 ≤ Cε 0 , we have
As κ H 3 ≤ C u 1 H 4 ≤ C and ∂ y V L ∞ ≤ C, we get (∂ y + κ∂ z )∆ −1 (∂ y V f 2,2 ) H 1 (7.13)
Notice that ∇V · ∇u 3 = = ∂ y V (∂ y + κ∂ z )u 3 = . We write −(∂ y + κ∂ z )∆ −1 (∂ y V ρ 1 ∆u As κ H 3 ≤ C and ∂ y V ρ 1 H 2 ≤ C(1 + ∂ y u 1 H 2 ) ρ 1 H 2 ≤ Cε 0 , we get by Lemma 4.5 that − (∂ y + κ∂ z )∆ −1 (∂ y V ρ 1 ∆u 3 = ) + ρ 1 ∇V · ∇u
which along with (7.13) , (7.3) and (7.5) gives
By (7.14), (7.11), (7.12), (7.9) and Lemma 7.3, we obtain ν e 3ν 1/3 t ∇f 2,1 2
Step 3. Now we estimate u j = (j = 2, 3). Recall that
and ∂ x f = = ∂ x f,, we deduce from Proposition 3.4 that This completes the proof.
7.2. Estimate of E 3 . Recall that for j = 2, 3,
Thanks to
, we obtain
As ∂ z p L = −2∂ x ∂ z ∆ −1 u 2 = , we infer from Proposition 3.2 that ∆u 2 = 2
As g j = Xa . Notice that
It follows from 
Then we infer that ≤ C E 4 (E 3 + E 1 ν + E 2 ) + E 1 E 3 + E 1 E 5 + E 3 E 2 /ν .
Then we conclude that E 4 ≤C u(1) H 4 + ν −1 E 3 + E 4 ((E 3 + E 2 )/ν + E 1 )
+ E 1 (E 3 + E 5 )/ν + E 3 E 2 /ν 2 .
By taking ε 0 small enough so that C((E 3 + E 2 )/ν + E 1 ) < 1/2, we deduce that
