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We give a constructive proof of existence to oscillatory solutions for the differential
equations x′′(t) + a(t)|x(t)|λ sign[x(t)] = e(t), where t  t0  1 and λ > 1, that decay to 0
when t → +∞ as O (t−μ) for μ > 0 as close as desired to the “critical quantity” μ = 2
λ−1 .
For this class of equations, we have limt→+∞ E(t) = 0, where E(t) < 0 and E ′′(t) = e(t)
throughout [t0,+∞). We also establish that for any μ > μ and any negative-valued
E(t) = o(t−μ) as t → +∞ the differential equation has a negative-valued solution decaying
to 0 at +∞ as o(t−μ). In this way, we are not in the reach of any of the developments
from the recent paper [C.H. Ou, J.S.W. Wong, Forced oscillation of nth-order functional
differential equations, J. Math. Anal. Appl. 262 (2001) 722–732].
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
We are concerned here with a class of Emden–Fowler like equations with forcing term
x′′(t) + a(t)∣∣x(t)∣∣λ sign[x(t)]= e(t), t  t0  1, (1)
where the functions a, e : [t0,+∞) → R are assumed continuous. It is also supposed that λ > 1 (the superlinear case) and
that the functional coeﬃcient a(t) is either nonnegative-valued or nonpositive-valued throughout its domain of existence.
In a series of seminal papers, see [2,3], Kartsatos has investigated the effect of a forcing term e(t) upon the oscilla-
tory/nonoscillatory character of an nth order ordinary differential equation whose unforced part is presumed nonoscillatory.
In the n = 2 case, his main thesis reads as: if E(t) is oscillatory in a neighborhood of +∞, where E ∈ C2([t0,+∞),R),
E ′′(t) = e(t) for every t  t0 and E(t) = o(1) as t → +∞, then Eq. (1) is oscillatory provided that the unforced part of (1) is
itself oscillatory. Without the latter oscillation requirement, it might happen that solutions of Eq. (1) with constant non-null
sign occur, see e.g. [4] and some of its references.
The complementary case of E(t), namely the bulk of situations where either the antiderivative E(t) does not become
small as t → +∞ or it is not oscillatory has a lot of importance for studying due to its presence in several fundamental
examples, such as that of e(t) = tν cos t for t  t0, ν > 1, see [5, Example 1].
Oscillation conditions for Eq. (1) in this complementary case of E(t) have been given in [1] in the case when a(t) < 0
in [t0,+∞). The proofs are based on the technique of general means. A generalization of these results is presented in
the paper [5]. This paper covers also the case of nonnegative-valued functional coeﬃcients a(t) which shall be discussed
here. The thesis of Ou and Wong in [5, Theorem 1] reads as follows: if there exists the continuous function H : {(t, s):
t  t0, s ∈ [t0, t]} → [0,+∞) such that H(t, t) = 0 and ∂H∂s (t, ·) is continuously differentiable in [t0, t] together with
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∂s (t, t) = 0, | ∂H∂s (t, t0)| + | ∂
2H
∂s2
(t, t0)|  C · H(t, t0), where 0 < C < +∞, and ∂H∂s (t, s)  0, ∂
2H
∂s2
(t, s)  0 for every t  s  t0
then the integral restrictions
limsup
t→+∞
1
H(t, t0)
·
t∫
t0
H(t, s)e(s)ds = +∞ (2)
and
lim inf
t→+∞
1
H(t, t0)
·
t∫
t0
H(t, s)e(s)ds = −∞ (3)
are suﬃcient for the oscillation of Eq. (1). The sublinear version (the case 0 < λ < 1) of this result is presented in [6]. To
the best of our knowledge the conclusions of research in this problem are scarce and do not advance beyond the pair of
conditions (2), (3). The case of varying sign a(t) has been investigated in [7].
Let us describe now one circumstance when neither of the restrictions (2), (3) works. First, an integration by parts leads
to
t∫
t0
H(t, s)e(s)ds =
t∫
t0
H(t, s)E ′′(s)ds = −H(t, t0)E ′(t0) −
t∫
t0
∂H
∂s
(t, s)E ′(s)ds
and
1
H(t, t0)
∣∣∣∣∣
t∫
t0
H(t, s)e(s)ds
∣∣∣∣∣ ∣∣E ′(t0)∣∣+ 1H(t, t0)
t∫
t0
∣∣∣∣∂H∂s (t, s)
∣∣∣∣ · ∣∣E ′(s)∣∣ds.
Second, since the mapping s → ∂H
∂s (t, s) is monotone nondecreasing, we obtain that
−C · H(t, t0) ∂H
∂s
(t, t0)
∂H
∂s
(t, s) 0, t  t0.
Both of these inferences yield that
1
H(t, t0)
∣∣∣∣∣
t∫
t0
H(t, s)e(s)ds
∣∣∣∣∣ ∣∣E ′(t0)∣∣+ C
+∞∫
t0
∣∣E ′(s)∣∣ds, t  t0.
This means that, if the antiderivative E(t) veriﬁes the restrictions E(t) < 0 throughout [t0,+∞), limt→+∞ E(t) = 0 and
E ′ ∈ L1((t0,+∞),R), then we are not in the reach of (2), (3).
In what follows we use an interval type technique to construct a class of forcing terms e(t) that obey the latter re-
strictions. Since the procedure is rather involved, we opt for focusing on the case when A1  a(t)  A2 for every t  t0.
Here, A1, A2 ∈ (0,+∞). We emphasize, nevertheless, that the case of nonpositive valued functional coeﬃcients a(t) is also
approachable by this technique. An extension to nth order differential equations is possible as well. As a by-product, we ﬁnd
an interesting “critical quantity” μ = 2
λ−1 that allows for a dissemination between oscillation and nonoscillation induced
by the forcing of these Emden–Fowler like equations.
2. An integral inequality
The core of this note is about establishing that the inequality
α(t) <
+∞∫
t
(τ − t)a(τ )[α(τ )]1+ε dτ , t  t0, (4)
has an oscillatory solution, deﬁned in a neighborhood of inﬁnity, that vanishes as t → +∞. Here, λ = 1 + ε. Also, by α1+ε
we understand the usual |α|εα.
Two lemmas are needed in the sequel.
Lemma 1. Set c1, c2, K1, K2 ∈ R such that c1 < c2 . Given Q = η0c1 + (1 − η0)c2 , where η0 = 1720 , introduce the functions f , g :[c1, c2] →R by the formulas
f (t) = f (c1, c2; K1, K2)(t) = (t − c1)2(c2 − t)2g(t)
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g(t) = 1
2(c2 − c1)2
[
K1 + K2 − K1
c2 − c1 (t − c1)
]
(5)
for all t ∈ [c1, c2].
Then, f has the next properties:
(i) f (c1) = f (c2) = f ′+(c1) = f ′−(c2) = 0 and f ′′+(c1) = K1 , f ′′−(c2) = K2;
(ii) for all t ∈ [c1, c2],{∣∣ f (t)∣∣ γ (|K1| + |K2 − K1|) · (c2 − c1)2,∣∣ f ′(t)∣∣ δ(|K1| + |K2 − K1|) · (c2 − c1),
where γ = 132 and δ = 23 ;
(iii) if K1 · K2 < 0 then f has the unique zero t = ηc1 + (1− η)c2 , where η = K2K2−K1 , in (c1, c2);
(iv) if K1 > 0 and |K2| 5K1 then f ′′(t) ζ · K1 for all t ∈ [c1, Q ], where ζ = 1400 .
Proof. According to the Leibniz derivative-of-product formula, we have
f ′′(t) = 2[(c1 + c2 − 2t)2 − 2(t − c1)(c2 − t)]g(t) + 4(t − c1)(c2 − t)(c1 + c2 − 2t)g′(t), t ∈ [c1, c2], (6)
by taking into account that g′′ ≡ 0.
Since g(c1) = K12(c2−c1)2 and g(c2) =
K2
2(c2−c1)2 , the conclusion (i) follows immediately from (6).
To obtain (ii), we use the elementary mean inequality. This yields
∣∣ f (t)∣∣ ( c2 − c1
2
)4∣∣g(t)∣∣ (c2 − c1)4
16
· |K1| + |K2 − K1|
2(c2 − c1)2
throughout [c1, c2].
The conclusion (iii) describes the unique zero that the linear function g(t) might have in (c1, c2). We remark also that
K2  K1 > 0 yields f (t) > 0 for all t ∈ (c1, c2).
To establish (iv), introduce the formula t = ηc1 + (1− η)c2 for η ∈ [0,1]. Now,{
(c1 + c2 − 2t)2 − 2(t − c1)(c2 − t) =
(
6η2 − 6η + 1)(c2 − c1)2,
(t − c1)(c2 − t)(c1 + c2 − 2t) = (1− η)η(2η − 1)(c2 − c1)3.
By introducing these formulas together with (5) into (6), we deduce that
f ′′(t) = K1 · η
(
10η2 − 12η + 3)+ K2 · (1− η)(10η2 − 8η + 1)
for all η ∈ [0,1].
We notice that the quantity 10η2 − 12η + 3 is positive and increasing throughout [η0,1]. We remark also that
10η2 − 8η + 1 10η2 − 12η + 3 throughout [ 12 ,1]. These lead to
f ′′(t)
(
10η2 − 12η + 3)[K1η − |K2|(1− η)], η ∈ [η0,1],

(
10η0
2 − 12η0 + 3
)[
K1η0 − |K2|(1− η0)
]
= 1
40
[
2
20
K1 + 1
20
(
15K1 − 3|K2|
)]
 ζ · K1.
The proof is complete. 
The second lemma helps modeling the behavior of oscillatory solutions to inequality (4).
Lemma 2. Set s ∈ ( 21+ε , 2ε ) and C > 0. Then, there exists the positive integer N = N(ε, s,C) such that
∞∑
k=2n
1
ks(1+ε)−1
>
C
ns
, n N.
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k+1∫
k
dx
xs(1+ε)−1
 1
ks(1+ε)−1
and respectively
∞∑
k=2n
1
ks(1+ε)−1

+∞∫
2n
dx
xs(1+ε)−1
= 1
s(1+ ε) − 2 · (2n)
2−s(1+ε).
The inequality
1
[s(1+ ε) − 2]C > χ · n
sε−2, χ = 2s(1+ε)−2,
holds for all the integers n great enough since its right-hand member decays to 0 as n → +∞. 
We shall establish now the main result.
Theorem 1. Set s ∈ ( 21+ε , 2ε ). Then, the integral inequality (4) has a C2 oscillatory solution α(t), deﬁned for all t  T0 =
T0(A1, A2, ε, s) > 1, with the decay rate∣∣α(t)∣∣, ∣∣α′(t)∣∣< 5
(t − 1)s , t  T0. (7)
Proof. Let us start by setting ω > 0 and I ∈ (0,1), the latter number being subjected to a smallness condition to be speciﬁed
later.
We deﬁne, in order to introduce a function f as in Lemma 1, the numbers
an = n + 1, bn = an + ω
ω + I ,
Qn = η0an + (1− η0)bn, cn = 1
2
(bn + an+1),
where n t0 is a positive integer, and respectively
K1,n = 1
(n + 1)s , K2,n =
3
2
K1,n.
Introduce now the function
α(t) =
⎧⎨
⎩
f (an,bn; K1,n, K2,n)(t), t ∈ [an,bn],
f (bn, cn; K2,n,−K2,n)(t), t ∈ [bn, cn],
f (cn,an+1;−K2,n, K1,n+1)(t), t ∈ [cn,an+1],
n N.
The numbers N and T0 = aN will be taken great enough in accordance with Lemma 2.
First estimate. Since α(t) 0 in [an,bn], see the remark in the proof of Lemma 1(iii), we deduce that
Qn∫
an
a(τ )
[
α(τ )
]1+ε
dτ 
Qn∫
an+Qn
2
a(τ )
[
α(τ )
]1+ε
dτ
 A1
Qn∫
an+Qn
2
[(
K1,n
ζ
2
)
·
(
τ − an + Qn
2
)2]1+ε
ds
= A1
(
K1,n
ζ
2
)1+ε
· 1
3+ 2ε
(
Qn − an
2
)3+2ε
.
We have used Lemma 1(iv). That is, there exists  ∈ (an, Qn) such that
α(τ ) = α(an) + α′(an)(τ − an) + α′′() (τ − an)
2
2
 ζ K1,n · (τ − an)
2
2
 K1,n
ζ
2
·
(
τ − an + Qn
2
)2
for all τ ∈ [ an+Qn , Qn].2
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P = A1
3+ 2ε ·
(
ζ
2
)1+ε
·
(
1− η0
2
· ω
ω + 1
)3+2ε
.
As I ∈ (0,1), taking into account the formula of Qn − an , we conclude that
Qn∫
an
a(τ )
[
α(τ )
]1+ε
dτ  P · K 1+ε1,n .
Second estimate. According to Lemma 1(ii), the next inequalities hold true
∣∣α(t)∣∣
⎧⎪⎨
⎪⎩
γ
3K1,n
2 · (bn − an)2, t ∈ [an,bn],
γ
9K1,n
2 · (cn − bn)2, t ∈ [bn, cn],
γ (3K1,n + K1,n+1) · (an+1 − cn)2, t ∈ [cn,an+1],
thus yielding (recall that γ ∈ (0,1) and an+1 − an = 1) the overall estimate∣∣α(t)∣∣ 5K1,n, t ∈ [an,an+1].
We emphasize the intermediate inequality
∣∣α(t)∣∣ 5K1,n · (an+1 − bn), t ∈ [bn,an+1], n N. (8)
A similar computation leads to the overall estimate
∣∣α′(t)∣∣ 5K1,n, t ∈ [an,an+1].
Third estimate. Taking into account Lemma 1(iii), the function α has three zeros in (bn,an+1). Here, the computation (8)
leads to
an+1∫
bn
a(τ )
∣∣α(τ )∣∣1+ε dτ  A2[5K1,n · (an+1 − bn)]1+ε · (an+1 − bn)
and respectively, because of an+1 − bn = Iω+I < Iω , to
an+1∫
bn
a(τ )
∣∣α(τ )∣∣1+ε dτ  A2
(
5I
ω
· K1,n
)1+ε
· I
ω
= R · I2+ε · K 1+ε1,n ,
where R = R(A2, ε) = A2 · 51+ε · ω−(2+ε) > 0.
Upper bound for I . We would like to have
an+1∫
an
a(τ )
∣∣α(τ )∣∣εα(τ )dτ > 0
together with
ak+1∫
ak
(τ − t)a(τ )∣∣α(τ )∣∣εα(τ )dτ > 0, t ∈ [an,an+1],
for all k n + 1 and n N .
This will be the case if, by taking into account the sign of α(t), we would have
1
2
·
Qn∫
an+Qn
2
a(τ )
[
α(τ )
]1+ε
dτ >
an+1∫
bn
a(τ )
∣∣α(τ )∣∣1+ε dτ (9)
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2
·
Qk∫
ak+Qk
2
(
ak + Qk
2
− an+1
)
a(τ )
[
α(τ )
]1+ε
dτ >
ak+1∫
bk
(ak+1 − an+1)a(τ )
∣∣α(τ )∣∣1+ε dτ . (10)
We notice that
ak + Qk
2
− an+1 = ak − an+1 + 1− η02 · (bk − ak)
= k − n −
(
1− 1− η0
2
· ω
ω + I
)

[
1−
(
1− 1− η0
2
· ω
ω + I
)]
· (k − n)
= ρ · (k − n) = ρ · (ak+1 − an+1),
where ρ = 1−η02 · ωω+I . The estimate means that (10) can be recast as
ρ
2
·
Qk∫
ak+Qk
2
a(τ )
[
α(τ )
]1+ε
dτ >
ak+1∫
bk
a(τ )
∣∣α(τ )∣∣1+ε dτ . (11)
Since ρ ∈ (0, 12 ), if (11) holds true then both (9), (10) are valid.
Relating the inequality (11) (with n instead of k) to the previous estimates, we ask for
ρ
2
· P · K 1+ε1,n > R · I2+ε · K 1+ε1,n
which leads to
I2+ε < min
{
1,
ρ P
2R
}
.
Fourth estimate. We would like to establish at this point that there exists a certain positive integer N , of substantial size,
such that
∣∣α(t)∣∣+
an+1∫
t
a(τ )
∣∣α(τ )∣∣1+ε dτ <
+∞∫
a2n+1
(τ − t)a(τ )∣∣α(τ )∣∣εα(τ )dτ
throughout [an,an+1] for all n N . This is a sharper form of (4), as it can be seen from
α(t) −
an+1∫
t
(τ − t)a(τ )∣∣α(τ )∣∣εα(τ )dτ  ∣∣α(t)∣∣+
an+1∫
t
a(τ )
∣∣α(τ )∣∣1+ε dτ
<
+∞∫
a2n+1
(τ − t)a(τ )∣∣α(τ )∣∣εα(τ )dτ <
+∞∫
an+1
(τ − t)a(τ )∣∣α(τ )∣∣εα(τ )dτ
when t ∈ [an,an+1].
Taking into account (9) and (10), we ask for
∣∣α(t)∣∣+
an+1∫
t
a(τ )
∣∣α(τ )∣∣1+ε dτ < ρ
4
·
∞∑
k=2n+1
(k + 1) ·
Qk∫
ak+Qk
2
a(τ )
[
α(τ )
]1+ε
dτ . (12)
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ak+1∫
ak
(τ − t)a(τ )∣∣α(τ )∣∣εα(τ )dτ  1
2
Qk∫
ak
(τ − t)a(τ )∣∣α(τ )∣∣εα(τ )dτ
 1
2
·
Qk∫
ak+Qk
2
(
ak + Qk
2
− an+1
)
a(τ )
[
α(τ )
]1+ε
dτ
 ρ
2
(k − n) ·
Qk∫
ak+Qk
2
a(τ )
[
α(τ )
]1+ε
dτ  ρ(k + 1)
4
·
Qk∫
ak+Qk
2
a(τ )
[
α(τ )
]1+ε
dτ ,
where k 2n + 1.
Using the computations presented before, inequality (12) can be translated into the form
5K1,n + A2(5K1,n)1+ε < ρ P
4
·
∞∑
k=2n+1
(k + 1) · K 1+ε1,k .
We arrive at
C1 · 1
(n + 1)s + C2 ·
[
1
(n + 1)s
]1+ε
<
C
(n + 1)s <
∞∑
k=2n+1
1
(k + 1)s(1+ε)−1 . (13)
Here, C1 = 20ρ P , C2 = 4A2ρ P · 51+ε , C = C1 + C2 = C(A1, A2, ε).
The existence of N such that (13) holds for every n N is ensured by Lemma 2.
Fifth estimate. The previous computations are not complete unless we establish that
IN =
+∞∫
aN
(τ − t)a(τ )∣∣α(τ )∣∣εα(τ )dτ < +∞.
This estimate, however, follows immediately from
+∞∫
aN
τa(τ )
∣∣α(τ )∣∣1+ε dτ  2 +∞∑
k=N
Qk∫
ak
τa(τ )
[
α(τ )
]1+ε
dτ
 2
+∞∑
k=N
Qk A2(5K1,k)
1+ε · (Qk − ak)ψ
+∞∑
k=N
(k + 1+ 2ρ)K 1+ε1,k < +∞,
where ψ = 2A2 · 51+ε .
Decay of α(t). We have that
∣∣α(t)∣∣ 5K1,n  5
(t − 1)s for all t ∈ [an,an+1].
The proof is complete. 
3. Discussion
By taking
E(t) = α(t) −
+∞∫
t
(τ − t)a(τ )[α(τ )]λ dτ , t  T0,
we obtain a forcing term e(t) with a negative (second) antiderivative E(t) that produces an oscillatory solution of Eq. (1)
having the decay prescribed by (7).
We remark that E(t) = O (t−μ) when t → +∞, where μ = sλ − 2 < 2ε = μ . We also notice that E ′(t) = O (t−ξ ) when
t → +∞, where ξ = min{s, sλ−1}. Since sλ−1 ∈ (1, λ+1
λ−1 ), we obtain that ξ > 1 if and only if λ ∈ (1,2). This implies further
that
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∣∣E ′(t)∣∣dt < +∞
for λ ∈ (1,2). According to the discussion in the introduction, the result from [5] cannot be applied here.
A more attenuated behavior of E(t) leads to nonoscillatory solutions of (1) and, implicitly, of (4).
Proposition 1. Assume that the C2 function E(t) is negative in [t0,+∞) and behaves as o(t−μ) when t → +∞ for a ﬁxed μ > μ .
Then, Eq. (1) and inequality (4) have a negative solution u(t), deﬁned in the neighborhood of +∞, such that
u(t) = o(t−μ) for t → +∞.
Proof. Consider T0 > t0 great enough to ensure that
1+ 2λ
μλ − 2 ·
A2
Tμε−20
− tμE(t) K < 1, t  T0.
The set X = {u ∈ C([T0,+∞),R): −1 tμu(t) 0 for all t  T0}, endowed with the metric
d(u1,u2) = sup
tT0
{
tμ
∣∣u1(t) − u2(t)∣∣}, u1,u2 ∈ X,
is a complete metric space.
Introduce also the operator T : X → X by the formula
Tu(t) = E(t) +
+∞∫
t
(s − t)a(s)[u(s)]λ ds, t  T0, (14)
for all u ∈ X .
The estimates
0 > tμTu(t) tμ
(
E(t) − A2
+∞∫
t
ds
sμλ−1
)
 tμE(t) − A2
(μλ − 2)Tμε−20
> −1
show that T is well deﬁned: T X ⊂ X .
Further computations
tμ
∣∣Tu2(t) − Tu1(t)∣∣ A2tμ
+∞∫
t
s · λ[∣∣u1(s)∣∣ε + ∣∣u2(s)∣∣ε]∣∣u1(s) − u2(s)∣∣ds
 λA2tμ
+∞∫
t
[
sμ
∣∣u1(s)∣∣]ε + [sμ∣∣u2(s)∣∣]ε ds
sμλ−1
· d(u1,u2)
 2λA2
(μλ − 2)Tμε−20
· d(u1,u2),
where t  T0 and u1,u2 ∈ X , imply that T is a contraction of coeﬃcient K . Its ﬁxed point in X , denoted u0(t), is the
solution of interest in this discussion.
By differentiating (14) twice with respect to t , we see that u0(t) veriﬁes (1). Also, it is obvious that
u0(t) = E(t) +
+∞∫
t
(s − t)a(s)[u0(s)]λ ds <
+∞∫
t
(s − t)a(s)[u0(s)]λ ds
for all t  T0. 
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