We study the critical case of first-passage percolation in two dimensions. Letting (te) be i.i.d. nonnegative weights assigned to the edges of Z 2 with P(te = 0) = 1/2, consider the induced pseudometric (passage time) T (x, y) for vertices x, y. It was shown in [2] that the growth of the sequence ET (0, ∂B(n)) (where B(n) = [−n, n] 2 ) has the same order (up to a constant factor) as the sequence ET inv (0, ∂B(n)). This second passage time is the minimal total weight of any path from 0 to ∂B(n) that resides in a certain embedded invasion percolation cluster. In this paper, we show that this constant factor cannot be taken to be 1. That is, there exists c > 0 such that for all n, ET inv (0, ∂B(n)) ≥ (1 + c)ET (0, ∂B(n)). This result implies that the time constant for the model is different than that for the related invasion model, and that geodesics in the two models have different structure.
1. Introduction 1.1. Background and main result. We begin with the definition of first-passage percolation (FPP). Consider the integer lattice Z 2 with E 2 denoting the set of nearest-neighbor edges, and let (t e ) e∈E 2 be an i.i.d. family of nonnegative random variables (edge-weights) with common distribution function F . For x, y ∈ Z 2 , a (vertex self-avoiding) path from x to y is a sequence (v 0 , e 1 , v 1 , . . . , e n , v n ), where the v i 's, i = 1, ..., n − 1, are distinct vertices in Z 2 which are different from x or y, and v 0 = x, v n = y, e i = {v i−1 , v i } ∈ E 2 . If x = y, the path is called a (vertex self-avoiding) circuit. We define the passage time of a path γ to be T (γ) = n i=1 t e i . For any A, B ⊂ Z 2 we denote T (A, B) = inf{T (γ) : γ is a path from a vertex in A to a vertex in B}.
For A = {x} we write T (x, B) to mean T ({x}, B) and similarly for T (A, x). A geodesic from A to B is a path γ from A to B such that T (γ) = T (A, B). Note that T = T (x, y) as a function of vertices x, y is a psuedometric, and is a.s. a metric if and only if F (0) = 0. Thus (Z 2 , T ) can be regarded as a random pseudometric space.
FPP is studied as a model for fluid flow in a porous medium, or of the spread of a stochastic growth, such as a bacterial infection. It was introduced in 1965 by Hammersley and Welsh [7] and since then, researchers have developed some of the basics of the theory including asymptotics for T (0, x) as x → ∞, shape theorems, fluctuations of T , and geometry of geodesics (see [1] for a recent survey). Analysis of the model is quite different depending on the relationship between F (0) and the critical value p c = 1/2 for two-dimensional Bernoulli percolation. In the supercritical case, where F (0) > 1/2, there exists an infinite cluster (component) of edges with zero weight, and one can then show that T (0, x) is stochastically bounded in x. (To reach x from 0, just enter the infinite cluster and travel near to x in zero time.) In the subcritical (and most studied) case, where F (0) < 1/2, T (0, x) grows linearly in x, and there are many results and conjectures about the precise rate of growth.
The critical case which we study here, where F (0) = p c = 1/2, is considerably more subtle and it is closely related to near-critical and critical bond percolation. There is no infinite cluster of zero-weight edges, but there are large zero-weight clusters on all scales. Here, the usual "time constant," defined as µ = lim n→∞ T (0, ne 1 ) n is known to be zero (from Kesten's result [9, Theorem 6.1] that µ = 0 if and only if F (0) ≥ 1/2), so it is natural to ask for the correct (sublinear) growth rate of T . Instead of T (0, ne 1 ), it is more convenient to consider T (0, ∂B(n)), where B(n) = [−n, n] 2 , and after important work of Chayes-Chayes-Durrett [3] and Zhang [15] , it was shown by Damron-Lam-Wang in [2, Theorem 1.2] that
where a n b n means that b n /a n is bounded away from 0 and ∞, and F −1 is the following generalized inverse of F :
To prove this result, the authors introduced an embedded invasion percolation cluster (an infinite connected subgraph I of Z 2 containing the origin which we will define in the next section), and showed that ET (0, ∂B(n)) ET inv (0, ∂B(n)), (1.2) where T inv is defined analogously to T , but only using paths which remain in I (see (1.3) ). They then argued that ET inv (0, ∂B(n)) the right side of (1.1).
The main result of our work implies that the symbol in the comparison (1.2) cannot be replaced by the stronger ∼. In other words, the ratio of the left and right sides does not converge to 1: the invasion passage time is only a good approximation for the true passage time up to a constant factor. Therefore, local properties of geodesics or the passage time cannot be studied by a comparison to invasion. Theorem 1.1. Suppose that F (0) = p c = 1/2. There exists c 1.1.1 > 0 such that for all large n,
In Section 1.2 below, we define the embedded invasion percolation model, and give some important properties of critical and near-critical percolation used in the paper. In Section 1.3, we give an outline of the proof of Theorem 1.1, and in Section 2 we give the full proof. Throughout the paper, constants will be denoted by c or C depending on whether they are large or small, and their subscripts refer to the sections in which they are defined.
1.2.
Coupled percolation models. We will couple the FPP model on (Z 2 , E 2 ) with invasion percolation and Bernoulli percolation. To describe the coupling, we consider the probability space (Ω, F, P) , where Ω = [0, 1] E 2 , F is the product Borel sigma-field, and P = e∈E 2 µ e , where each µ e is the uniform measure on [0, 1]. Write ω = (ω e ) e∈E 2 ∈ Ω so that the coordinates (ω e ) are i.i.d. uniform [0, 1] random variables, and define the edge weights as t e = F −1 (ω e ) for e ∈ E 2 , so that the collection (t e ) is i.i.d. with common distribution function F .
The uniform variables (ω e ) will be used for two models: invasion percolation and Bernoulli percolation.
• Invasion percolation is a another model for a stochastic growth which, unlike FPP, follows a greedy algorithm. Because of its relation to critical Bernoulli percolation, it is known as a model of self-organized criticality.
To define the growth, we first define, the edge boundary ∆G of an arbitrary subgraph G = (V, E) of (Z 2 , E 2 ) by ∆G = {e ∈ E 2 : e / ∈ E, e has an endpoint in V }.
Next, the invasion proceeds in discrete time, as a sequence (G n ) ∞ n=0 of subgraphs of (Z 2 , E 2 ) as follows.
is the a.s. unique edge with ω e i+1 = min{ω e : e ∈ ∆G i }, and let G i+1 be the graph induced by E i+1 . The graph I = ∪ ∞ i=0 G i is called the invasion percolation cluster (at time infinity). If A, B are subsets of Z 2 , we set Recall that all paths and circuits are assumed to be vertex self-avoiding. The interior of a circuit is the bounded component of its complement, when the circuit is viewed as a Jordan curve in the plane, and the interior is a subset of R 2 . The dual graph of Z 2 is written as ((Z 2 ) * , (E 2 ) * ), where
For x ∈ Z 2 , the vertex dual to x, written x * , is defined as x + (1/2, 1/2), and for e ∈ E 2 , the edge dual to e, written e * , is the unique element of (E 2 ) * which bisects e. The percolation model on the original lattice induces one on the dual lattice in the natural way: a dual edge e * is said to be p-open (for p ∈ [0, 1]) if e is, and is said to be p-closed otherwise. L(p, ) is called the (finite-size scaling) correlation length. It is known that lim p↓pc L(p, ) = ∞ for > 0 and that there exists 1 > 0 such that for all 0 < , ≤ 1 , one has L(p, ) L(p, ) as p ↓ p c . We will therefore define L(p) = L(p, 1 ) with this fixed 1 for simplicity. For n ≥ 1, let
One relation between invasion percolation and Bernoulli percolation is the following: if the invasion intersects a p
This follows from the fact that n −δ 0 < p n − p c < n − 0 for some δ 0 , 0 > 0 and n ≥ 2 (explained in [2, Eq. (2.5)]) and from monotonicity of F −1 (for instance, see [2, Lemma 4.1]). We list the following properties of correlation length, with references to their proofs.
This is a consequence of [12, Prop. 34 ].
(2) There exists c 1.2.2 > 0 such that for all n ≥ 1,
where π 4 (n) is the probability that there are two vertex-disjoint (except their initial points) p c -open paths connecting the origin to ∂B(n), and two vertex-disjoint (except for their initial points) p c -closed dual paths connecting the point (1/2, 1/2) to ∂B(n). This relation appears as [10, Prop. 34 ]. (4) From [11, Section 4] , there exists c 1.2.4 > 0 such that for all n ≥ 1,
(1.9)
Here, ". . . connected to ∞ . . ." means that there is an infinite vertex self-avoiding p n -open path starting in B(n).
1.3.
Outline of proof. The proof of Theorem 1.1 is split into two cases. At the end of Section 2.3, we assume that k F −1 (q k ) < ∞, and we explicitly construct an event A (whose definition is below (2.8)) with positive probability such that on A, for all n ≥ R,
Here b, R are positive constants. This is sufficient to show that for n ≥ R, E(T inv (0, ∂B(n)) − T (0, ∂B(n))) ≥ bP(A) > 0, and this is at least a constant times k F −1 (q k ). The comparison (1.5) then finishes the proof in this case.
For the rest of the outline, we therefore assume that k F −1 (p 3 k ) = ∞. For large n, we consider subannuli of B(n) of the form Ann(3 k , 3 k+3 ) = B(3 k+3 ) \ B(3 k ) for k = 0, ..., log 3 n − 3 and in Section 2.1 define events (E k ), which are illustrated in Figure 1 , depending on the state of edges in these annuli. Two of the paths involved in the definition of E k are a p c -open circuit around the origin in Ann(3 k , 3 k+1 ) and another p c -open circuit around the origin in Ann(3 k+2 , 3 k+3 ) (see γ 1 1 and γ 1 2 in Definition 2.1). Letting C k and D k be the outermost and innermost such circuits respectively, the fact that they have zero total weight and are contained in the invasion (see (1.4) ) implies that the difference ∆ = T inv − T satisfies
where r is the largest integer with 3 3r+4 ≤ n. (Here we consider only E k 's with values of k differing by at least 3 to ensure that their associated annuli are disjoint.) To bound the terms in the sum, we define a set of "good" indices G = {k :
. This is possible because on E k , any path in the invasion that crosses Ann(3 k+1 , 3 k+2 ) must contain the edges e 1 , e 2 , e 3 (which have weights ≥ q k+1 ) shown in Figure 1 , whereas an unrestricted path may simply take edge e 4 (which has weight ≤ q k ). This implies that
and combining this with the above inequality,
Similarly, we can obtain
(Compare to (2.6).) In Section 2.2, we show that the infimum is positive, and so because the definition of G entails that k:k∈G k+3≤ log 3 n F −1 (q k+1 ) k:k+3≤ log 3 n F −1 (q k ) (from Lemma 2.4), we can finish the proof with another application of (1.5).
2. Proof of Theorem 1.1
2.1.
Step 1: Definition of E k . In this section, we define events (E k ) k≥0 whose occurrence allows us to give a lower bound for T inv −T . To state this bound precisely, we define C k to be the outermost p c -open circuit around the origin in Ann(3 k , 3 k+1 ) (if it exists) and let D k be the innermost p c -open circuit around the origin in Ann(3 k+2 , 3 k+3 ). (On E k , these circuits will always exist -see the first two bullet points of Definition 2.1.) The event E k will be constructed so that for n ≥ 0 and k = 0, . . . , log 3 n − 3, if k is in a certain "good" set of indices
(Recall that C k and D k are contained in the invasion by (1.4) .) In the following definition, we use the notation R(N ) = [0, N ]×[0, N ] for N ≥ 0 and Ann(m, n) = B(n) \ B(m) for 0 ≤ m ≤ n. Because there are many conditions comprising the event E k , we encourage the reader to consult Figure 1 for an illustration. Definition 2.1. For k ≥ 0 and real numbers α, β with α > 1 and β ∈ [0, 1), we define the event E k = E k (α, β) that the following conditions hold.
• There is a p c -open circuit, γ 1 1 , in Ann(3 k , 3 k+1 ), which contains B(3 k ) in its interior. • There is a p c -open circuit, γ 1 2 , in Ann(3 k+2 , 3 k+3 ), which contains B(3 k+2 ) in its interior. There are edges From this point forward, we pick α and β satisfying the inequality in the next lemma.
Lemma 2.2. There exist α, β with α > 1 > β > 0 such that for all k ≥ 0,
Proof. Using (1.6), we see that
So we choose α and β sufficiently close to 1 that α < 3 c 1.2.1 β, and this implies
We will bound the probability P(E k ) from below in the next step. To finish the current step, we estimate the difference T inv − T when E k occurs; that is, we now prove inequality (2.2). So suppose that n ≥ 0 and 0 ≤ k ≤ log 3 n − 3. We will show that
and If we prove these two inequalities, then, under the additional assumption that k ∈ G, we would obtain
and this would show (2.2). We begin by proving (2.3), and to do this, we show that on the event E k , any optimal path γ inv k for T inv (C k , D k ) must contain the edges e 1 , e 2 , and e 3 . Since these edges have weight t e i ≥ F −1 (q k+1 ), we would then obtain T inv (C k , D k ) ≥ t e 1 + t e 2 + t e 3 ≥ 3F −1 (q k+1 ). The argument is similar for all three edges, so we show that γ inv k contains e 2 . Since γ inv k crosses Ann(3 k+1 , 3 k+2 ), by duality it must contain a edge e whose dual is in {e * 4 } ∪ γ 3 1 ∪ {e * 2 } ∪ γ 3 2 . However, after the invasion touches the circuit γ 1 1 for the first time, it has access to infinitely many p c + α(q k+1 − p c )-open edges (through the edges e 1 , e 2 , e 3 ). Because C k does not intersect the interior of γ 1 1 (it lies "on or outside" γ 1 1 ) all the edges of γ inv 
it follows that e 2 ∈ γ inv k . This shows (2.3).
To complete this step, note that because C k is "on or outside" γ 1 1 and D k is "on or inside" γ 1 2 , there is a path π (through e 4 ) from C k to D k with passage time equal to F −1 (q k ). This implies T (C k , D k ) ≤ T (π) ≤ F −1 (q k ), which is (2.4).
2.2.
Step 2: Lower bound on P(E k ).
Proof. To give a lower bound for the probability of E k , we use several gluing constructions, themselves composed of the RSW theorem, the (generalized) FKG inequality, and Kesten's arms separation method. Because these arguments are now standard, we will confine ourselves to a rough outline of the approach. The interested reader should pay close attention to Figure 1 So fix such i and k and first note that for e ⊂ B i , if F e is the event that the edge e satisfies the conditions described in the definition of F i , then for distinct e, f ⊂ B i , the events F e and F f are disjoint. Therefore P(F i ) = e⊂B i P(F e ). Because L(q k ) ≤ 3 k (from (1.7) ), one can use [6, Lemma 6.3] to prove that P(F e ) ≥ c 2.2.3 P(F e ) for some c 2.2.3 > 0, where F e is defined similarly to F e , but the q k -closed paths are instead p c -closed. Last, Kesten's arm separation method (see [12, Theorem 11] ) implies that P(F e ) ≥ c 2.2.4 |I i |π 4 (2 k ) for some c 2.2.4 > 0, where |I i | is the length of the interval I i and π 4 is defined below (1.8). Putting together these pieces, we obtain
for some c 2.2.5 , c 2.2.6 > 0. Using the scaling relation stated above in (1.8), the right side is bounded below by c 2.2.7 > 0. This demonstrates the claim in (2.5) . Now that we have constructed the four-arm edges in the boxes B i , we need to create the other macroscopic connections. By the RSW theorem [13, 14] , the FKG inequality, and independence, one has P(J) ≥ c 2.2.8 for all k ≥ 0, for some c 2.2.8 > 0, where J is the event that the following occur: The paths described in J must be "connected" to the four-arm edges described in the events F i , and this is done with the generalized FKG inequality (see [12, Lem. 13] ). Specifically, if J is the event that ∩ i F i ∩ J occurs, but with the additional stipulations that:
( Finally, we must combine the event J with the connection to infinity. Letting H be the event that there is a q k+1 -open path connecting B(3 k+2 ) to infinity, then by (1.9), one has P(H) ≥ c 2.2.10 for all k ≥ 0. To combine this with J, we again use the generalized FKG inequality. It implies that P( J ∩ H) ≥ c 2.2.11 for all k ≥ 0.
Because J ∩ H implies the event E k , this completes the sketch of the proposition.
2.3.
Step 3: Good indices and the end of the proof. In this last step of the proof, we first prove a lemma which will imply that in the case that (x k ) = (F −1 (q k )) is not summable, the sum of F −1 (q k ) over all k ∈ G for k ≤ n is comparable to the sum over all k ≤ n. Recall that G is the "good" set of indices defined in (2.1) for which the lower bound for T inv (C k , D k ) − T (C k , D k ) from (2.2) holds. We will use this lemma along with (2.2) to prove Theorem 1.1 afterward. Lemma 2.4. Let (x k ) k≥0 be a nonnegative monotone nonincreasing sequence. Then for all n ≥ 0,
Proof. If k, k + 1, . . . , k + m ∈ G c and 1 ≤ ≤ m + 1, one has
and so m =0
By partitioning G c into a collection of maximal disjoint intervals and applying this inequality to each such interval, we obtain
Here, we have used that if k is the first element of an interval in G c , then x k−1 ∈ G, unless k = 0. Adding x 0 + k∈G,k≤n x k+1 to both sides completes the proof of the lemma.
Proof of Theorem 1.1. Now we prove the main theorem. The main step is to show that for i = 0, 1, 2, T inv (0, ∂B(n)) − T (0, ∂B(n)) ≥ k:3k+i∈G 3k+i≤ log 3 n −3
(2.6)
To justify this inequality, recall that for a given k such that E k occurs, C k and D k have zero weight and are therefore in the invasion by (1.4), so one has
and
In this way, we decouple the passage times between circuits. Applying this idea to all the circuits C 3k+i , D 3k+i for 3k + i ≤ log 3 n − 3 with 3k + i ∈ G, and using that T inv ≥ T , we obtain T inv (0, ∂B(n)) − T (0, ∂B(n)) ≥ k:3k+i∈G 3k+i≤ log 3 n −3
(Here we have chosen indices of the form 3k + i to ensure that the annuli associated to the events E 3k+i are disjoint.) Combining this with (2.2), we obtain (2.6).
Averaging (2.6) over i = 0, 1, 2 produces If k F −1 (q k ) < ∞, then we explicitly construct an event A on which geodesics in I have higher weight than true geodesics. First pick a, b with 0 < a < b such that P(t e ∈ [a/2, a]) > 0 and P(t e ≥ b) > 0. (If this is impossible, then k F −1 (q k ) = ∞.) Fix an integer R which is a multiple of 10 and satisfies R ≥ 10b/a, (2.8) and let Γ be the set of edges of the form {(−n − 1, 0), (−n, 0)} for 0 ≤ n ≤ R − 1. Last, define A to be the event that
By Proposition 2.3, this becomes
(1) B(R) is connected to infinity by a path of edges e with t e ≤ a, (2) all edges e with both endpoints in ∂B(R) have t e = 0, (3) all edges e ∈ Γ have t e ∈ [a/2, a], (4) all edges e / ∈ Γ with one endpoint in B(R/2) and one endpoint in B(R/2) c have t e ≥ b (5) all edges e / ∈ Γ with both endpoints within ∞ distance R/5 of (−R/2, 0) have t e ≥ b, and (6) all other edges e with both endpoints in B(R) have t e = 0. (See Figure 2 for an illustration of the event A.) We claim that E[T inv (0, ∂B(n)) − T (0, ∂B(n))] ≥ bP(A) > 0 for n ≥ R.
(2.9)
Assuming this claim, the statement of Theorem 1.1 follows from (1.5) if k F −1 (q k ) < ∞.
To show (2.9), we show that the difference of passage times is at least b on the event A. Because A has positive probability (conditions (2)-(6) are clear, and for condition (1), we use that P(t e ≤ a) > 1/2, and so with positive probability, any given vertex on ∂B(R) is connected to infinity by a path outside B(R) all whose edges have weight ≤ a), this will complete the proof. First note that due to item (2), on A we have T inv (0, ∂B(n)) − T (0, ∂B(n)) ≥ T inv (0, ∂B(R)) − T (0, ∂B(R)) for n ≥ R.
Next, since there is an infinite edge-self avoiding path starting at 0 whose edges have weight ≤ a (just follow Γ to ∂B(R) and then to infinity using item (1)), all edges e in I satisfy t e ≤ a. Therefore each path in I connecting 0 to ∂B(R) must contain all edges in Γ with both endpoints within ∞ distance R/5 of (−R/2, 0). This implies by item (3) that on A, one has T inv (0, ∂B(R)) ≥ 2R 5 · a 2 = aR 5 .
On the other hand, there exists a path from 0 to ∂B(R) with passage time equal to b: simply follow the positive e 1 -axis. Therefore on A, one has T (0, ∂B(R)) ≤ b.
By the definition of R in (2.8), aR/5 − b ≥ b, and this shows (2.9), completing the proof of Theorem 1.1.
