Absrmer-This paper presents a new approach to optimal design centering, the optimal assignment of paramete-r tolerances and the determination and optimization of production yield. Based upon muftidimensionaf linear cuts of the tolerance orthotope and uniform distributions of outcomes between tolerance extremes in the orthotope, exact formulas for yield and yield sensitivities, witb respect to design parameters, are derived.
I. INTRODUCTION 0 PTIMAL tolerance assignment is the process of associating the largest tolerances with design parameters to minimize cost. Design centering is the process of defining a set of nominal parameter values to maximize the tolerances or to maximize the yield for known but unavoidable statistical fluctuations. This paper integrates the concepts of design centering, the optimal assignment of, parameter tolerances and the determination and optimization of production yield into an overall optimal design process.
Our computational approach should be viewed in the context of the following important work in this area: the nonlinear programming approach of Bandler et al. [l] , [2] and by Pine1 and Roberts [3] , the branch and bound method of Karafin [4] , the Monte Carlo approach of Elias [5] , and the Director and Hachtel technique involving approximations of the feasible region [6] . It makes use of approximations of all the constraints by low-order multidimensional polynomials. These approximations are continually updated in critical regions identified during optimization and integrated with the nonlinear program which inscribes an orthotope in the constraint region by minimizing a suitable scalar objective function. This orthotope will actually be the optimum tolerance region for a worst case design problem with independent variables.
The readily differentiable approximations permit efficient gradient methods of minimization to be employed as well as inexpensive calculations at vertices of the tolerance orthotope, which tend to locate the critical regions. The yield problem commences when the orthotope is allowed to expand beyond the boundary of the constraint region. Attention is then directed to the critical regions which contribute to the yield calculation.
Section II describes the nature of the tolerance problem and discusses the implications of the assumption of onedimensional convexity [7] , [8] . Section III formally introduces the multidimensional 'polynomial. Our approach to choosing suitable interpolation base points. is given. The section includes an efficient algorithm for evaluating the approximations and their derivatives at different vertices in different well-chosen interpolation regions. Section IV presents algorithms for worst case design: Phase 1 deals with a single interpolation region, and Phase 2 involves two or more interpolation regions. These interpolation regions are updated according to desired accuracy for the approximate constraints in critical regions.
Based upon multidimensional linear cuts of the tolerance orthotope and uniform distributions of outcomes between tolerance extremes in the orthotope, Section V presents exact formulas for yield and yield sensitivities with respect to design parameters. The formulas employ the intersections of the cuts with the orthotope edges, the cuts themselves being functions of the original design constraints. Ways of treating linear and quadratic constraints (actual or approximate) are discussed so that results obtained by implementing the material of the previous sections can be followed up.
Section VI details an algorithm embodying all the ideas and results of Sections II to V. It deals with optimization involving yield less than 100 percent. Appropriate approximations to the boundary based on a single function of least pth type [9] within each critical region are utilized.
'-Y 0098-4094/78/1000-0853$00.75 01978 IEEE Some illustrative examples are also included. A two-settion quarter-wave transmission-line transformer is used to explain how a worst case design is obtained and, further, is used1 for yield determination and optimization. A worst case d'esign and a well-centered design for yield less than 100 percent for a three-section low-pass LC filter are included. Practical examples of nonideal two-section and three-section waveguide transformers are described.
II. NONLINEAR PROG~MMINGFORMULATIONOF THETOLERANCEPROBLEM Introductov Concepts
An engineering design can be described by a vector of nominal parameters +' and an associated vector of manufacturing tolerances l , where +Y 'I +20 Q"' : c2 20, t:p . 20 (1) and where k is the number of designable parameters. Accordingly, any design outcome is represented by a point which lies inside a tolerance region R, as shown in 
and where E is a k x k matrix with diagonal elements set to ei and p is a random vector distributed according to the joint probability distribution function of the outcomes. Any value for p identifies a point in 4. The tolerance region R, as defined in (2) is an orthotope in the k-dimensional space (see Coxeter [lo] ). Consequently, the tolerance region will often be referred to as the tolerance orthotope. The vertices of this orthotope are the points for which all parameters are at extreme values (positive or negative extremes), i.e., pi E { -1, 1 }, i = 1,2,. . . , k. See Fig. 1 . The number of these vertices is 2k and they are, for convenience, uniquely indexed by +r, r E Z,, where 1" p { 1,2; * * ,2k}. .
Thus the set of vertices is given by R,={~r~rEZ,}.
This numbering scheme will allow us to identify a vertex by the number r only. Let Rc be the constraint region, illustrated in Fig. 1 , defined by m, functions g,(G) and given by R, k {+lgi(+)>O, for all iEI=} (6) Fig. 1 . Illustration of the constraint region R, and the tolerance region 4. ,Also, the nominal point Q, an outcome 4 + 4: and vertices are mdlcated.
where Z, g { 1,2; -. ,m,}.
Worst Case Design
For a worst case design [l] , [:2] , sometimes called a design with lOO-percent yield, it is required that all design outcomes satisfy the specifications., i.e., R,cR,.
If the constraint region R, is one-dimensionally convex [7] , it is sufficient that all vertices of R, belong to R, to guarantee that (8) is satisfied, i.e., it is sufficient to have &CRC (9) where, formally Bandler and Liu [8] and Brayton et al. [ 1 l] have considered the implications of one-dimensional convexity for certain classes of circuits.
The foregoing discussion leads to the following nonlinear programming problem for worst case design involving,, in general, both centering of +' and optimal assignment of c. WCD mitoF c(+", E) subject to g,(u) > 0, for all i E Zc, and all r E Z,
where C is a suitable cost function and the constraints (11) are an explicit formulation of the constraint (9). The total number of constraints involved in WCD is m, x 2k. The one-dimensional convexity assumption allowed us to have this finite number of constraints rather than the infinite number of constraints implied by (8:1. Methods for solving nonlinear programs are well developed in the literature. We simply note here that efficient evaluation of the constraints, rapid determination of active constraints as well as the use of gradient techniques in 
where Y, is a yield specification. A design with yield < 100 percent is depicted in Fig. 2 . Again, this nonlinear program is to be solved for optimum values of +' and l . It is not necessary that all components of +' and e be allowed to vary. Some of them might be fixed. The constraint on yield might be removed if the yield is represented in the cost. This case might arise, for example, if the distribution of outcomes is fixed and Go is allowed to vary in order to meet maximum yield. Although design constraints do not seem to appear explicitly in YNP they are all implicitly accounted for in the consideration of yield.
Approximations to R, Unlike optimization problems in which a single point is of interest, tolerances and uncertainties create a region of interest. The solution is usually characterized by several critical points or regions so that more information about the constraint region is required. Under the foregoing assumptions it seems reasonable to assume that for a high but less than loo-percent yield the active vertices determined by a worst case design will indicate regions where constraint .violations are most likely (see Fig. 2 ).
vertices as locations for centering reliable approximations to the boundary, which is the subject of the following section.
III. INTERPOLATIONBYQUADRATICPOLYNOMIALS.
Worst case design, yield analysis, and optimization involve a mass of calculations. Inadequate information on cost functions, component distributions, model uncertainties, etc., already hinders precise design solutions. Consequently, multidimensional approximations to design constraints appear to be a computational necessity without, it is felt, any significant sacrifice in design accuracy.
An approximate representation of a function g(+), typically a constraint, using its values at a finite set of points + is possible. These points are called nodes or base points. Interpolation is adopted since it is not only a simple approach to approximation but also because it requires relatively few actual function evaluations. In general, interpolation can be done by means of a linear combination of the set of all possible monomials [12], [13] . A monomial in + of the order m is given by where the integers y,>O, i=1,2;-*,k.
Since the accuracy of the approximation depends upon the size of the interpolation region, the critical parts of R, may not be covered by a single interpolation region. Thus the use of more than one interpolation region will be discussed.
The Quadratic Polynomial A quadratic polynomial in k variables can be written as P(+) = 4h)2 + a2(+J2 + . -* + ak(+,j2
where
is the number of monomials and at the same time the number of the unknown coefficients a1,a2;+ * ,a,. In order to find these coefficients, the values of P(G) at N base points &, are required. By setting Suppose that the function g(+) is to be approximated at a particular region in the parameter space. We identify this interpolation region R through a "center" of interpolation ;i; and a step size 6. We define, accordingly i=1, 2, ..., k} (19) and require that the base points should satisfy &EE, i'= 1,2;. . ,N.
This requirement is satisfied if the set of base points is given b,y 
in which
where ~4 are randomly .selected such that PER,,, j=1,2;**,L.
See, for example, Fig. 3 . This choice of base points preserves one-dimensional convexity/concavity of the approximated function, since there are three base points along each axis (see Appendix).
Polynomial Evaluation at Vertices
In solving the nonlinear program WCD, the values of the constraints and their derivatives at the vertices are required. Here, we develop an efficient technique for evaluating approximations to the constraints along with their derivatives for subsequent use in conjunction with gradient optimization methods.
The technique exploits siinple properties of a quadratic approximation. The following two equations are used to obtain the polynomial value and its gradients at any vertex @ using values at another vertex r##. is the Hessian matrix for the quadrAtic approximation.
Suppdse +' and $B' are adjacent vertices, i.e., # = es + 2cjei (29) where e, is the unit vector in the ith direction. In this case (25) and (26) reduce to
where Vi is the ith row of V, ZYii is the ith diagonal element of H, and Hi is the ith colmnn of H. Different approximtitions may be considered in different interpolation regions. To this end some relevant notation is introduced, as follows. Let
Is f {ii&, Zq:)
and the number of elements of Ja and 1, be k, and k,, respectively. In an effort to describe the minimal number of interpolation regions Ni, which collectively contain all the vertices we consider each element of Z, in such a way that Ni, = 2ke (34) and (see, e.g., Fig. 4 ) that the centers of interpolation $' are associated with +' E R, through $=~"+P(qDr-~o) (35) where the projection matrix P is the diagonal1 matrix 
j=1
Intuitively, i, is a renumbered index derived from i and the projection components pi to include only the elements of Z, in such a way that a doubling of the number of interpolation regions occurs for every such element. For example, ifp,=l, i=1,2;**,k, we have pi-{-Ll} (42) since i, = i follows from (41). Since a given rth vertex belongs to a particular interpolation region 1 given by (40) we can, without ambiguity, let
where P'(G) is the polynomial constructed for the Ith This algorithm assumes that quadratic polynomial values P along with corresponding VP associated with a subset Z, of the Ni, available interpolation regions are to be computed... The required subset will generally be de- 
At all the vertices using k
At all the vertices using the efficient scheme kg = k $k(3k+7)+(k+2) termined during worst case design in accordance with possible vertices, i.e., all Nin available interpolation recandidates for active vertices for the constraint under gions, compared to that required for one vertex only is consideration.
shown in Table I .
Step 1: Evaluate P" and VP" for all s E I, where
Comment: This is an initialization of the set of vertices, one vertex per interpolation region being considered, as required to start the computation of the polynomials and their gradients. Each.vertex selected is the closest possible ' to the origin.
Step 2: J+-Z,.
Comment: J is a working set of indices, initialized here to corrlespond to all those designable parameters which can vary within each interpolation region.
Step 3: If J= 0 stop. Comment: This step tests whether there are any (remaining) candidates in J. If J is empty polynomials at all the vertices within the considered interpolation regions have been evaluated.
Step 4: itminj,, j. Comment: This ordering process selects the index i corresponding to the parameter to be varied in the following steps.
Step 5: Ttci + q.
Step 6: G/t TH/ for all I E 5.
Step 7: For all s E Z P'tP'+ TV,P"+qG;
VP'tVPS+G/ where r and I are given by (46) and (40), respectively. Comment: The values of the polynomials and the corresponding gradient vectors are calculated at all appropriate adjacent vertices. The number of vertices at which evaluations have been made are thus doubled in this step.
Step 8:. ZtZU{rlr=s+2'-', sEZ}.
Comment: The set of vertices already considered is updated. \
Step 9: JcJ\(i).'
Comment: The index i, already exploited, is removed from the working set J.
Step 10: Go to
Step 3. The computational effort required for considering all IV. WORST CASE DESIGN ALGORITHMS The steps taken by these algorithms are shiown in detail for the two-section transmission-line transformer example given in Section VII (refer to Fig. 10 ).
Phase I: Single Interpolation Region
Step I: Choose initial values for +O", e, and 6 > l .
Step 2: $t+'.
Step 3: Choose N base points to satisfy (;!l).
Step 4: Evaluate the constraint functions at these base points.
Step 5: Solve (17) to obtain the coefficients of the interpolating polynomials.
Step 6: Starting with the current +' and E solve the nonlinear program WCD for opti:mal values +'* and l *, employing the constraint approximations defined by Step 5.
Comment: Since,values of design constraints as well as their sensitivities at vertices are required in solving WCD, the efficient technique for polynomial evalu.ation at vertices is used, namely, APE. Obviously, Zp = { l} for all constraints, since there is only one interpolation region.
Step 7: +"++o* and ete*.
Step 8: If I+~-&[< 1.5 Si for all i=1,2;**,k, go to Step 10.
Comment: This tests whether thle new nominal point +' is close enough to 6 to ensure confidence in the accuracy of the approximations.
Step 9: Unti16,>ei for all i=l,2;--,k, Set 6it46i. GO to Step 2. Comment: Here, we ensure that all the vertices are contained in the interpolation region before repeating Phase 1.
Step IO: Stop if 6 is'sufficiently small.
Step 11: &A/4.
Step 12: If 6 > e go to Step 2. Comment: This check ensures that a single interpolation region is, still applicable. If it is, Phase 1 is repeated.
Step 13: Go to Phase 2. This phase of the worst case design problem is executed if greater accuracy of the solution is required than is possible with the single interpolation region employed in Phase 1. The efficiency will be improved if suitable candidates for active constraints are determined so that not only would fewer interpolations be necessary but also fewer constraints would enter WCD.
Step 1 of the present algorithm, therefore, calls for executing Phase 1, and collecting information about candidates for active vertices I,, and corresponding candidates for active constraints I,",, s E I,,.
Step 1: Choose a,, as a small positive number and execute Phase 1 to get I," P {sjP:<6,,, iEI,, sEI,} Z&P {ijPt<S,,, iEI,,sEI,}.
Comment: The set I," is termed the set of candidates for active vertices. The set I.& identifies the corresponding candidates for active constraints associated with the sth vertex.
Step 2: Use (35) to locate centers of interpolation 6' for all r E I,,.
Comment: Note that a subset of all possible interpolation regions is hereby identified because I,,cl,.
Step 3: For each interpolation region R' identified by 6' and S: a) Choose N base points to satisfy (21). b) Ii,+-u sd~c. .c) Evaluate ij for all i E II, at the N base points. d) Solve (17) to obtain the coefficients of the corresponding polynomials for all i E Ii,.
Comment: The set lif, identifies all the constraints to be evaluated in R'.
Step 4: Starting with the current +' and E solve the nonlinear program WCD for optimal +'* and l * employing the constraint approximations defined by Step 3. Algorithm APE is called for each constraint i to be evaluated by setting I,(i)t{ZliE Ii,}.
Comment: Note that the set If replaces I, and Ii, replaces I,, thereby reducing the computational effort. Furthermore, I,(i) which becomes I' on entry to APE concentrates evaluations in critical interpolation regions. (See the comment following Step 2.)
Step 5: +""t+o* and l te*.
Step 6: Ia"+{ sj Pi" <a,,, i E Iic, s E I:} I,",+{ilP,S<6,, iEIL,, sEIf}.
Comment: The set of candidates for active vertices and associated candidates for active constraints is updated by examining all the constraints used during Step 4. Refer to the comment following Step 4.
Step 7: If, for any s E I,,, 1%' -qi/ > 24 for any j go to ,Step 2.
Step 8: Stop if 6 is sufficiently small.
Step 9: &4/4.
Step 10: Go to Step 2.
V. YIELD ESTIMATION AND YIELD SENSITIVITIES For a uniform distribution of outcomes inside the tolerance orthotope, computation of hypervolume plays the basic role in yield evaluation. A formula for the nonfeasible hypervolume (hypervolume outside the constraint region but inside the tolerance orthotope) is hereby derived. It is based upon linear cuts of the orthotope.
The Linear Cut and Evaluation of Hypervolume Based upon either linearization or intersections (as elaborated on later in this section) of the hypersurface g(+)=O with the tolerance orthotope R,, we construct the linear cut q+c>o (48) where q is a column vector of k components and c is a scalar. We will derive a general expression for the nonfeasible hypervolume defined by this linear cut and R,, denoted by V(R); where
Define a reference vertex
The general formula for the hypervolume can be written as v= +& cfj ( I -$ (-1)"'(6")k 1 (52) s=l where
i=I and aj is the distance between the intersections of the hyperplane q '$I -c = 0 and the reference vertex +r along an edge of R, in the jth direction. It is to be noted that 6" is positive if and only if the vertex +' violates the linear cut (48). Fig. 6 illustrates the evaluation of hypervolumes for two cases when k=3.
Hypervolume Sensitivities
The hypervolume sensitivities can be expressed as
AND SYSTEMS, VOL. ~~-25, NO. lo, OCTOBER 1978 Assuming no overlapping of nonfeasible regions defined by different constraints inside the orthotope Z$, i.e., i It should be mentioned that the hypervolume and its sensitivities are defined when OL~-+CO for any i, since the limit exists. But, the sensitivities are discontinuous whenever a vertex +' satisfies the equation qTcy-(.=o. If $I=0 we have-a:= co, however, a limit exists as indicated after (59).
The Quadratic Constraints Case
Consider a vertex +' detected to be active with respect to a quadratic constraint g,(+) ;s 0 after ,the worst case design process (see Section IV). If the tolerances are allowed to increase slightly beyond their worst case values, intersections between the orthotope edges passing through # and the hypersurface g,(+) = 0 will arise. The number of these intersections is k:, which is the number of edges passing through +", if ag,wmpo, for all j.
(70) In order to find the intersection point along the jth edge, or its extension in the direction -b<q, where 5 is a unit vector in the jth direction, we express g,(+) = 0 as (72) is a real root of (71). The condition imposed on the root insures that it is in the direction -&'ej with respect to #. If both roots lie in this direction, the one closer to $ is chosen.
The equation in r$ of the hyperplane, representing the linear cut, which passes through these k points of intersection is @q'-c'=det =o (73) and +' is a reference vertex for this cut.
The yield sensitivities are calculated according to the gradients of the k intersections.
av _ ah 0.
Thus if 5' is the distance from the vertex # to the point of intersection with the Zth constraint along the 'orthotope edge in the jth direction, then
Equations (76) (77) and (78) are substituted directly into formulas (52), (55) and (56), whichever is relevant. Yield and its sensitivities are also obtained from (64), (66) and (67).
Overlapping Constraints
We discuss in this section an approach which is directed at solving some of the problems arising from constraints overlapping within the tolerance region. Since the analytical formulas for yield and yield sensitivities assume nonoverlapping linear cuts (see (62)) methods to avoid describing the boundary of the constraint region by overlapping cuts are required.
A single function of the leastpth type [9] can be used to describe the boundary of the feasible region if the boundary is defined, as is usual, by more than one constraint. The leastpth function is given by where {ilgi(+)<Qo, iE&}, ifM<Q I
C) ifM>O 4 = -p sgn M and p is given to be greater than 1.
The constraint G > 0 exactly describes the boundary of the constraint region R,.
In order to define a linear cut based on G, we can either linearize G at an appropriate point or use intersections of the hypersurface G=O with the orthotope edges. A possible implementation is suggested in the appropriate steps of the following algorithms.
VI. ALGORITHM FOR YIELD LESS THAN 100
PERCENT It is assumed that Phase 1 and Phase 2 of the worst case design algorithm have been suitably executed. Information has, therefore, been gathered relating to active vertices I,,, associated active constraints Z& at the sth vertex and also polynomial approximations Pi(+) corresponding to the (generally) nonlinear gi(+). The least pth function G,( Pi(+), I.&p), s E I,,, can be formulated according to the notation introduced by (79) and is associated with the sth vertex.
Note also that optimal values +'* and l * are known for worst case design. See Fig. 7 .
Step 1: For ~~>l set •$-~~eT, i=l,&...,k. Comment: This initializes the yield to be less than 1oC percent. The ~~ are chosen such that all active constraint: are violated, as indicated by Fig. 7 (b).
Step 2: r$"+-~o*.
Step 3: Solve the nonlinear program YNP for optima values +'* and C* employing algorithm YAN (which follows) for evaluating yield and yield sensitivities.
Algorithm for Dynamic Yield Analysis (YAN) '. This algorithm is called for each evaluation of yield am its sensitivities as required during optimization.
Step I: St{sls~Z~~, G,(P,(+"),I,S,,p)<O}.
Comment: S is a working set of indices of referent vertices (1, 2, and 3 in Fig. 7(a) ). We consider only thos vertices which currently violate the design constraints fo the nonfeasible hypervolume evaluation (1, 2, and 3 ir Fig. 7(b) ).
Step 2: V+O, V,+O, and V,+O, i = 1,2,* . * , k. Comment: V, V,, and V, are to be updated to store th total nonfeasible hypervolume and its sensitivities wit respect to (p" and l , respectively.
(4 (4 E
Step 3: rtminsEs s.
Comment: .This ordering process selects the index r corresponding to the reference vertex to be considered.
Step 4: For j= 1,2;. * , k, execute Steps 5 and 6. Comment: In this loop we consider the (edges of the orthotope passing through'+' as indicated in Steps 5 and 6. .
Step 5: Find Aj', for all I E ZLc, using (72).
Step 6: If $' is undefined for any 1 E lic, go to Step 14. Comment: The hypersurface G'==O has an. intersection with an orthotope edge if P, has an intersection with the edge for all I E I.&. We go to Step 14 if such intersections are not found for all k edges.
Step 7: If I.& contains more than one element, go to Step 10.
Comment: In case ZLc contains one element only, I say, there is no need to consider G', since G' = PI.
Step 8: Find 9' and &;/a+~, ij= 1,2; . . , k, where I.& = {I}, using (76) (77), and (78).
Comment: Notice that we will identify the cut by index of the reference vertex r rather than using 1.
Step 9: Go to Step 12.
Step IO: oj'tmax, E rL aj', j= 1,2; ' *, k, where c~j' is obtained by (76).
Comment: The furthest intersection, from +", among the intersections of PI = 0, I E ZLc, corresponds to the intersection of the hypersurface G' = 0.
Step II: Find a+'/&#~, iJ= 1,2;. . ,k, using (77) and (78).
Step 12: Set q' and c' for the rth linear cut according to (73).
Comment: In general, the explic.it formulation of the linear cut is not necessary since information about aj' is the only requirement for hypervolume calculation. But this cut will be used later in the process as a default if less than k intersections are obtained (Fig. 7(d) ).
Step 13: Go to Step 17.
Step 14: If this is not the first yield evaluation, go to Step 16.
Step 15: q'tV G'(P,', I&,p) c'4~')Tiz'-G,(P;,I;c,,,p).
Comment: Initially if less than k intersections exist, linearization at the vertex t$' is used to provilde a default cut. Cut b in Fig. 7(b) is an example.
Step 16: Find a; and &;/a+~ us:ing (68) and (69). Comment: No updating of the rth cut is performed.
Step 17: VtV+ V' V&V+ + V& v, t v+'+ v;, i= 1,2,-e * ,k i= 1,2; * * ,k where V' is given by (52), Vii by (55) and V; by (56), respectively.
Step 1.8: StS\{r}.
Comment: The index r, already from the working set S.
Step 19 Step 20: 
VII. EXAMPLES Two-Section Transmission-Line Transformer
Consider the two-section 10 : 1 quarter-wave lossless transmission-line transformer used by Bandler et al. [l] . The specifications and results of the worst case tolerance optimization problem of the characteristic impedances Z, and Z, over lOO-percent bandwidth are shown in Table II for two different objective functions. The constraint region and the resulting optimum solutions in. two cases are shown in Fig. 8 and Fig. 9 . An equal value of 6, and 6, was used. The figures show the interpolation regions and the resulting approximations for the constraint boundary. The results obtained are contrasted with the results obtained in [l] . Furthermore, the steps taken by the worst case design algorithm using the objective function C,, shown in Table II , are detailed in Fig. 10 .
Subsequently, the approximations obtained at the two active vertices for the worst case problem having the objective function C,, shown in Table II where a:, and e2 are the worst case absolute tolerances. The approximation with 6 = 0.1 was used for solving problems Pl minimize l/e, + l/e2 subject to Y > 90 percent 'P2 minimize (l/e, + I/E2)/Y assuming a uniform distribution of outcomes between tolerance extremes. The optimum solutions for PI and P2 are shown in Table III and contrasted with the: worst case solution PO in Fig. 11 . The program FLNLPZ [ 151 was used for solving the resulting nonlinear programming problem. Since a convex constraint region appears in' this problem, the values of yield obtained are lower bounlds for the true yields.
Three-Component LC Low-pass Filter A normalized three-component low-pass ladder network, terminated with equal load and source resistances of 1 Q is shown in Fig. 12 . The circuit was considered for worst case design by Bandler, Liu, ' and Chen [ 11. Although this filter is symmetric a three-dimensional approximation was required in order to perform the yield technique described before. Using an equal step size 6 for all components, a worst case design was first obtained with final 6 = 0.01. The base points used are given by (21) Convergence for the LC filter of the uadratic approximation to the insertion loss constraint at 1 .5 rad/s. tion coefficients as the step size S is reduced is shown in Fig. 13 for the insertion loss constraint at the frequency point 2.5 rad/s. The coefficient a, is not shown in the figure. Its value is close to zero and hence the normalized value is highly oscillatory. Corresponding parameter values are: shown in Fig. 14 as a function of execution time.
At the worst case optimum, given in Table IV , the active frequency point constraints are 0.55, 1.0, and 2.5 rad/s. approximating polynomial, suggest a one-,dimensionally convex constraint region. Symmetry between L, and L, was used to reduce computation in finding the values and the gradients of the intersections between the orthotope edges and the quadratic constraints. The results are shown in Table IV selected to perform a tolerance assignment. The general configuration of such a structure is illustrai.ed in Fig. 16 . The quadratic approximation with 6 =0.04, which was A design specification of a reflec:tion coefficient of 0.05 used in. this problem, is shown in Table V after and before _ over 500-MHz bandwidth centered at 6. I75 GHz. was averaging symmetric coefficients. The diagonal elements chosen. Table VI shows the dimensions of .the input and of the IHessian matrix, as defined by the coefficients of-the. output waveguides-and -the widths-of the-twosections. The program developed by Bandler and Macdonald [ 171 is used to obtain the reflection coefficient. No sensitiyities are provided by this program. An equal gbsolute tolerance c is assumed for the heights and the lengths of the two sections. The assumption seems reasonable if they are machined in the same manner.
The objective is to maximize the absolute tolerance z. The optimum nominal point and associated tolerance, given in Table VII , were obtained by the worst case design algorithm presented in Section IV. The program FLOPT4 [ 181 was used for solving the nonlinear program: maximize l subject to R, CRC. Table VII . The execution time shown includes both approximation and optimization times. The minimax, nominal and the upper envelope of worst case responses are shown in Fig. 17 . The numbering scheme of the vertices is that given by (38) with the parameter vector Vertices which fall within the worst case upper envelope are not indicated in Fig. 17 . It was observed, however, that vertices 2, 6, 10, and 14 are either active or almost active with respect to the reflection coefficient constraint at band center. Furthermore, vertices 3, 7, 11, and 15 are either active or almost active near the band extremes. Hence, when b, is at its positive extreme while b, is at its negative extreme, the .frequency point at the center of the band is more likely to be violat.ed. The edges of the band are critical frequency points when b, is at its negative extreme while b, is at its positive extreme.
Retaining the approximations obtained by the worst case design procedure subsequently facilitates inexpensive Monte Carlo analyses. Hence, different statistical distributions of outcomes may be assumed and estimates of corresponding yields obtained. Assuming E = 0.03 cm, for example, while keeping the worst case nominal obtained, uniformly distributed Monte Carlo analyses were conducted with the approximation and with the actual functions: for 500 points, yields of 88 and 89 percent, respectively, are predicted. The approximation produces results 12 times faster.
Three-Section Waveguide Transformer
The three-section transformer with ideal junctions for which a minimax optimum was obtained by Bandler [16] is considered for tolerance assignment. Specifications and dimensions of input and output waveguides are given in Table VIII . Nonideal junctions were assumed and the widths of the three sections were fixed for convenience, so that the step changes are equal from one section to the next. An equal tolerance in the heights and lengths of the three sections was maximized for the reason already given.
Starting at the minimax optimum with equal steps of 0.02 for the interpolation region the results shown in Table IX were obtained. The program FLOFT4 [ 181 was used for solving the nonlinear programming problem formulated for the worst case design. Fig. 18 sh.ows the upper envelope of worst case responses as well as the nominal design response. Although the envelope shows one vertex which is active at the lower frequency edge of the band, several other adjacent vertices, which restricted the increase in tolerance, are almost iXtiVe. This appears to explain the fact that the envelope is substantially lower than the specification at other frequencies.
To verify the accuracy of the approximattion an equal tolerance, of 0.02 cm was assumed around lthe worst case nominal design and 500 uniformly distributed points were generated. The yield for the approximations was 96.4 percent and for the actual functions 96..0 percent. A twelve-fold improvement in execution time was again observed. VIII. CONCLUSIONS A design centering technique based upon low-order multidimensional approximation and nonlinear programming is presented. The technique bridges the gap between available analysis programs, which may or may not be efficiently written and probably do not supply derivative information, and the advancing art of optimal centering, tolerancing and tuning. Efficient gradient methods, which are essential in such general design problems, can be usefully employed through the use of readily differentiable formulas and approximations.
In order to contrast various design centering techniques which rely on approximations, we point out that the method of Pine1 and Roberts [3] and that of Karafin [4] are based upon truncated Taylor series expansions. Hence, not oniy sensitivities, are required but also the validity of such an approximation for relatively large tolerances is uncertain. The simplicial approximation technique [6] does not require sensitivities, but the convexity assumption used is much more restrictive than the ,one-dimensional convexity assumption used in the present technique. Moreover, the approximation developed for the constraint region by Director and Hachtel [6] does not contain sensitivity information which allows the designer to check the effect of slightly relaxing some constraints. However, in the present technique, since there exists at least one quadratic approximation to each constraint it is possible to remove a constraint completely or slightly perturb its value (by changing the constant term in the quadratic approximation) to study such an effect on the design.
As expected, the design centering technique presented here facilitates subsequent inexpensive Monte Carlo analysis. For circuits which are expensive to analyze, such as switching circuits, this technique may be cheaper even for a single yield analysis using the Monte Carlo method in conjunction with the approximation. It is difficult to contrast our approach with the simplicial approximation appreach from the point of view of Monte Carlo analysis. The fact that the simplicial approximation approach develops a relatively large number of linear constraints (2k + nk, where k is the number of design parameters and n is the number of iterations required) while we develop quadratic constraints of the order of the number of actual constraints makes it hard to compare.
In addition, the quadratic approximations developed can be used for the new yield estimation and optimization technique developed. The yield estimation technique can also be used by itself if a reasonable worst case design is already known. The linear cuts may be .obtained by linearizing active constraints at either associated active vertices or at the nominal point [19] . The technique can be extended to general nonlinear constraints. The efficient technique for calculation 'of the function and gradients at the different vertices (APE) may then be implemented with a suitable large-change sensitivity algorithm.
Yield estimation for other statistical distributions, different from the uniform distribution, can be done by regionalizing the space and associating a uniform distribution with each region [19] . APPENDIX PRESERVATION OF ONE-DIMENSIONAL CONWXITY As described in Section II, one-dimensional convexity is the property which makes the vertices candidates for the worst case. Hence, it is essential to preserve this property in the approximating polynomial P(+) if it already exists in the exact function g(+).
The following theorem indicates how to choose the base points in order to preserve one-dimensional convexity.
Theorem
If there exist three distinct base points +', e2, and G3 in the ith direction, i.e., where 5, j = 2,3, are scalars and e, is the unit vector in the ith direction, then the interpolating polynomial P(+) is one-dimensionally convex/concave in the ith variable if the interpolated function g(+) is so.
Proof Assume that P(+) is not one-dimensionally convex/concave, i.e., 
Expanding P(@' + (1 -X)ce,) and P(@ + ce,) as Taylor series and knowing that P(+) is a quadratic polynomial, a lowpass ladder with all of its transmission zeros at infinity is possible. More recently, some work [2] , [3] has been reported on cascade extraction of a reciprocal section with Darlington-type realization.
In this paper, some new results on the cascade realization of multivariable positive real functions are obtained. The necessary and sufficient conditions for an m-variable positive real function (PRF) to be realizable as the driving-point impedance of a lossless two-port in one of the variables, with a termination of an (m -I)-variable PRF, are given. Augmentation with surplus factors as in the single-variable Darlington synthesis is not possible here. Consequently, the lossless two-port cannot always be realized with reciprocal elements only. In such a case, however, it can be realized using ideal gyrators.
Conditions are also found for the case when an mvariable PRF is realizable both by a pi-variable lossless two-port network with a driving-point impedance termination ZO, (~l,...,~i-,,~i+l,...,~m) as well as by apj-variable lossless two-port network with a driving-pomt impedance termination Z&p,; . . ,pj-,,pj+ ,; -* ,p,J. Some special cases are also discussed where both the pi-and ti-' variable two-port networks reduce to either simple series or simple shunt branches. Numerical examples are given 009%4094/78/1000-0871$00.75 01978 IEEE
