Abstract. We develop general approximate Newton methods for solving Lipschitz continuous equations by replacing the iteration matrix with a consistently approximated Jacobian thereby reducing the computation in the generalized Newton method. Locally superlinear convergence results are presented under moderate assumptions. To construct a consistently approximated Jacobian, we introduce two main methods: the classic di erence approximation method and the -generalized Jacobian method. The former can be applied to problems with speci c structures while the latter is expected to work well for general problems. Numerical tests show the two methods are e cient. Finally, a norm-reducing technique for the global convergence of the generalized Newton method is brie y discussed.
Introduction
We study the following system of nonsmooth equations, F(x) = 0;
where F : R n ! R n is locally Lipschitz continuous.
Since the introduction of B-derivatives by Robinson (Ref. 1) , a lot of e orts have been made to generalize Newton's method and quasi-Newton methods to the nondi erentiable case. Among them are Refs. 2-10, most of which are intended to solve some speci c nondi erentiable equations such as those transformed from nonlinear complementarity problems and mathematical programming problems. Kojima and Shindo (Ref. 11) rst discussed a Newtonlike method for the systems of piece-wise continuously di erentiable equations. Ip and Kyparisis (Ref. 12) extended the classic quasi-Newton methods especially the Broyden method to B-di erentiable equations. Locally superlinear convergence results were obtained under the condition that F(x) has Gateaux derivatives at a solution point of (1) . However, the extension seems to be limited, since a bound on the deterioration of the updating matrix can not be maintained if F is not di erentiable at a solution point.
Qi and Sun (Ref. 13 ) proposed a generalized Newton method for (1) . They employed the following iteration:
where @F(x k ) is the generalized Jacobian of F at x k de ned by Clarke (Ref. 14) , and V k is arbitrarily taken from @F(x k ). The iterates produced by (2) were proved locally superlinearly convergent under mild conditions. However, diculties may occur when (2) is applied to solving real-life problems. The obvious one is the calculation of V k when F is not di erentiable at x k . A simple idea that we are familiar with is to replace V k by the Jacobian of F at a point near x k , but the computation of a Jacobian is also a formidable task even in the smooth case. Another di culty is that iteration (2) may not work well if there is no signi cant reduction of kF(x)k when the initial iterate is far from a solution point. Pang and Qi (Ref. 15 ) developed a new kind of Gauss-Newton method for solving a certain class of nonsmooth equations. They also extended the classical superlinear convergence results of Dennis and More for smooth equations and those of Ip and Kyparisis for B-di erentiable equations. There are also other new surveys on the topic, see Refs. 16-18, for instance.
In this paper, we develop general approximate Newton methods for (1) in order to avoid the complicated computation of V k in (2) . In Section 2 we establish a general approximate Newton iterative scheme by introducing a concept, namely \consistently approximated Jacobian " (CAJ in brief). Local convergence results are presented under some mild conditions. In Section 3 we propose two practical methods: the classic di erence approximation method and -generalized Jacobian method. The former can apparently be applied to a few problems with speci c structures, while the latter, -generalized Jacobian method, is expected to work well for more general problems. In Section 4 we introduce very brie y a norm reducing technique to force the generalized Newton algorithms to converge when the initial iterate point is far from a solution point of (1). Finally we give numerical experiments in Section 5.
General Approximate Newton Iteration

Notation
Throughout this paper we use the following notation. R n denotes the vector space of n-tuples with 2-norm k k and L(R n ) the matrix space of n n real matrices with the induced norm k k. S(x; ) denotes the open ball in R n with center x and radius , and B an open unit ball in L(R n ). The closure of a set D is speci ed by D. If (h) is a vector-valued function (in this context, we simply call it a function for brevity) or a matrix function of h 2 R n , we use (h) = o(khk) to denote the case that k (h)k=khk ! 0, as khk ! 0, and (h) = O(khk) if there exist constants C 1 ; C 2 > 0 such that C 1 khk (h) C 2 khk, as khk ! 0. The set of positive integers 1; ; n] is denoted by n. The set of points of R n at which F is di erentiable is denoted by D F .
Basics
We assume throughout this paper that F is locally Lipschitz continuous in R n in the sense that for every x, there exist L > 0, and > 0, such that kF(y) ? F(z) 
Proof. 
Approximate Newton Method
We now introduce an approximate Newton iteration. Let x k be the current iterate, and let x k+1 be the next iterate. Then x k+1 is computed by x k+1 = x k ? J(x k ; s k ) ?1 F(x k ); (4) where J(x k ; s k ) 2 L(R n ) is an approximation of some V k 2 @F(x k ), and s k is an l?dimensional parameter vector.
The iteration (4) is a generalization of approximate Newton methods in the smooth case, which were extensively discussed by Ortega kJ(x; s) ? V k: (6) Lemma 2.5. Let x 2 R n . Suppose that F is semismooth at x and that J(x; s) is a CAJ of F(x) in a neighbourhood of x . Then kF 0 (x + h; h) ? J(x + h; s)hk w(h; s)khk; 
uniformly with respect to s. Using Lemma 2.3 (c), we get
Write w(h; s)
Then we see (8) (12) is contractive in the sense that kx ? G(x; s)k u(x; s)kx ? x k; (13) for all x Now we prove (13) . In fact
The last inequality is due to Lemma 2.3, Lemma 2.5, (3) and (17) . Clearly (14) holds. The proof is complete.
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Corollary 2.1. Suppose that the assumptions in Theorem 2.1 are satis ed. Let G(x; s) be de ned by (12) , and let g : R n ! R s , be a continuous function with g(x ) = 0. If s = g(x), then there exists a > 0 such that G(x; g(x)) is contractive in S(x ; ). Thereby, the sequence produced by (4) converges to x superlinearly for a su ciently good starting point.
Proof. From (14) , it follows that for any given > 0, there exist 1 > 0 and > 0 such that u(x; s) for all x 2 S(x ; 1 ), ksk : Since s = g(x) and g is continuous at x with g(x ) = 0, there exists a < 1 such that ksk = kg(x)k for x 2 S(x ; ), thereby u(x; g(x)) for all x 2 S(x ; ):
The conclusion is obvious as can be arbitrarily small.
3 Two Practical Approximation Methods
In Section 2, we established a uni ed framework of superlinearly convergent approximate Newton methods based on CAJ. The results may be regarded as theoretical since there are no practical methods presented for the construction of a CAJ. In this section, we discuss how to construct a CAJ practically. Obviously, the existence of a CAJ depends on the local property of F(x). It seems unlikely to provide a uni ed approach for general problems. In what follows, we propose two methods: the nite di erence approximation method and the -generalized Jacobian approximation method.
Finite Di erence Approximation
We rst introduce some useful notation. If a j ; j 2 n are n vectors of R n , we will denote by a 1 ; ; a n ] the matrix whose j-th column is a j . Similarly if A j ; j 2 n are subsets of R n , then A 1 ; ; A n ] will be a 1 ; ; a n ] : a j 2 A j for all j 2 n ]. Now we suppose that F is semismooth in R n . By Lemma 2.1, for each x 2 R n F 0 (x; e j ) 2 @F(x)e j ; for j 2 n; where e j is the j-th unit vector. On the other hand, @F(x)e j e T j = 0; ; @ j F; ; 0]; for j 2 n;
where @ j F = conv lim 
-Sub-Jacobian Approximation
In nonsmooth optimization, when the steepest subgradient method failed to solve Wolfe's counter example, people realized that the subdi erential of a nonsmooth function contains too less information for nding a convergent search direction. A larger set called -subdi erential was then introduced and the existing di culties were consequently overcome. In this context, using the same method as for de ning the -subdi erential, we try to de ne angeneralized Jacobian for a vector-valued function. However, rather than out of the convergence consideration, the de nition here is intended to provide more practical substitutes of the generalized Jacobian which are usually di cult to compute.
De nition 3. 
The -generalized Jacobian has many interesting properties.
Proposition 3.1. Let @ F(x) be de ned by (19) . Then 
On the other hand, let j be so large that j < 0 . Then by Proposition 3.1 (b),
Since @ 0F (x) is compact, we have V 0 2 @ 0F (x); which leads to a contradiction to (21).
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In general, it is very restrictive if we require that (20) hold uniformly with respect to x in some open set D. Therefore V is not necessarily a CAJ in general cases. This leads us to consider a weaker condition for the convergence of the approximate Newton methods. Theorem 3.2. Let x be a solution point of (1) . Suppose that F is semismooth at x , and that @F(x ) is nonsingular. Let E : R + ! R + be a real function with E(0) = 0 and lim t!0 E(t)=t = 0. Then the iteration
is well de ned and superlinearly convergent to x in a neighbourhood of x .
Proof. Since @F(x ) is nonsingular, by Proposition 3.1 (d), there exists a > 0 such that @ F(x) is also nonsingular and kU ?1 k is bounded for every U 2 @ F(x) when < ; x 2 S(x ; ). Hence
The last equality follows from Lemma 2.1, Lemma 2.3, and Lemma 3.2. The proof is complete.
The methods for the construction of @ F(x) vary from problem to problem. For some problems, a detailed knowledge of @ F(x) is needed, while for some others maybe one element of @ F(x) is enough. In what follows, we present an integral method which can be regarded as a generalization of results of Ref. Proof. Since @F(x ) is nonsingular, it follows from Lemma 3.4 that there exists a > 0 such that rF (x) is nonsingular and krF (x) ?1 k is bounded for all x 2 S(x ; ); < :
On other hand, for all h 2 R n with khk = 1, it follows from Lemma 3.3 that rF (x)h 2 @ ( p n+1) F(x)h, 8h 2 R n . Since @ ( p n+1) F(x) is closed, for every h there exists a U h 2 @ ( p n+1) F(x) such that rF (x)h = U h h. By Lemma 3.2 and Remark 3.2, U h satis es (22) for = E(kx ? x k). Therefore, by simulating the proof of Theorem 3.2, we can easily get the conclusion.
4 Norm Reducing Technique
In this section, we turn to discuss brie y the techniques which are likely to be combined with local convergence methods when a starting point is far from a solution point of (1). It is well known that solving the nonlinear simultaneous equations (1) 
A proof of (27) was given by Clarke ( Theorem 2.6.6, Ref. 14).
General methods for minimizing f(x) may be summarized as: We may use a trust region method to nd a descent direction by solving min (x) + 0 (x; h) + 1 2 h T Bh; s.t khk :
We omit the further discussion since it is not our main topic in this paper.
Numerical Experiments
We implemented the nite di erence approximation method based on (4) and (18), and -generalized Jacobian methods based on (23) for some typical examples. The computations were performed in Matlab. The results show that our methods are e cient. This problem has two solutions: x = (1; 1) T , x = (0; 0) T . F is di erentiable at x but nondi erentiable at x , and it satis es the conditions of Lemma 3.1. We used nite di erence approximation method to solve this problem. The numerical results are shown in Table 1 , in which s is the parameter in (18) , NIT denotes the number of iterations needed to reach the speci ed precision, \So-lution" is the exact solution of the equations, to which the iteration sequence converges, and F(x) is the function evaluated at the computed solutionx. 21 . We used the -generalized Jacobian method to compute this example. An obvious di culty is how to compute the elements of -generalized Jacobian. Let x be the current iterate at which F is nondi erentiable. In the neighborhood of x, nd a point y at which F is di erentiable and take U k = rF(y). However, it is di cult to design a deterministic algorithm for identifying y. In our implementation we get y by giving a random small perturbation to x. If F is still nondi erentiable at y, then repeat the above process until nally F is di erentiable at y. By the Rademacher theorem, F is di erentiable almost every where. Therefore, the probability that y lies in D F is one. Clearly running the same program for the same problem at di erent time results in di erent numbers of iternations due to di erent perturbations. In the test we ran our program 100 times for each case. The termination criterion is kF(x k )k 2 1:0e ? 6 . Numerical results are displayed in Table 2 for n = 20
with initial point x 0 = (0; . . . ; 0) T . In Table 2 , ANIT denotes the average number of iterations, and ANP the average number of perturbations in the whole iteration. The problem can be transformed into the solution of nonsmooth equations:
F(x) = min ff(x); xg = 0; where min refers to the componentwise minimum. The problem has two solutions: x = (1; 0; 3; 0) T and x = ( p 6=2; 0; 0; 0:5) T . F(x) is di erentiable at x but nondi erentiable at x . We used the -generalized Jacobian method to solve the problem. Some technique for the implementation of the method has been presented in Example 5.2. Also we ran the same program 100 times for each case as we did in Example 5.1. The termination criterion is still kF(x k )k 2 1:0e ? 6 . The results are given in Table 3 , in which ANIT and ANP are just the same as those in Table 2 . Note in Table 3 for initial point (1; 0; 1; 0) T , sometimes the iteration sequence converged to x , sometimes to x , which was due to di erent random perturbations. 
