The quality factor Q is highly sensitive to the medium properties related to the fluid presence, like porosity, permeability, and level of rock saturation. Therefore, it is very useful to image the subsoil of volcanoes in terms of anelastic images, in addition to more common elastic tomographic models. In this setting, indeed, fluids play a key role in controlling and governing the evolution of magmatic processes, so their accurate identification and tracking is crucial. Here, we describe a methodology that allows to obtain accurate 1-D and 3-D attenuation models from seismic active data. This methodology requires three steps: 1/the measurement of the attenuation parameter t * , first by cross-correlating the signal with the known source function and then by using the spectral decay method; 2/the determination of a reference 1-D attenuation model through a grid model search procedure; 3/the reconstruction of the 3-D attenuation model through an iterative inversion of t * data. The map of t * residuals can be analyzed with respect to the reference 1-D model in order to validate the t * catalog. The methodology has been tested on a small-scale volcanic volume of the shallow Solfatara crater, in southern Italy, as for this area several multi-parametric geophysical surveys have been carried on. The shallowest subsoil of Solfatara is characterized as a volume with a very low P-wave quality factor (Q P 5-40 in the near-surface layer 30 m thick), which globally increases with depth in the explored volume and shows a strong lateral heterogeneity. Within the well resolved central portion of the explored volume the Q P model shows features consistent with the hydrothermal fluid distribution within Solfatara, inferred by the velocity images. The presented methodology can be therefore considered as a suitable tool to obtain attenuation models in volcanic areas, which, interpreted jointly with the velocity ones, provide a comprehensive image of complex hydrothermal systems.
INTRODUCTION
Fluids play a key role in controlling and governing the evolution of magmatic processes and eruptions. A reliable imaging of fluid storage areas and an accurate tracking of their movements within the crust is therefore critical in evaluating the actual state and future evolution of volcanic activity. On these grounds, an efficient strategy of monitoring and hazard assessment should be addressed. For this purpose, seismic velocity tomography is commonly used to image volumes of active faults and magmatic structures (Toomey and Foulger, 1989; Judenherc and Zollo, 2004; Battaglia et al., 2008; Dawson et al., 2016; De Landro et al., 2017; Amoroso et al., 2018; Gammaldi et al., 2018) . However, due to the geological heterogeneity of volcanic media, a simple description of the subsoil in terms of elastic properties may be not sufficient for a thorough understanding of volcanic dynamics. The body wave quality factor Q, describing the anelastic attenuation of the medium, is more sensitive to the rock's physical properties such as temperature, porosity, permeability, and degree of fluid saturation than elastic parameters (Sanders et al., 1995; de Lorenzo et al., 2001; Serlenga et al., 2016; Amoroso et al., 2017) . Therefore, especially for volcanic areas, it is very useful to integrate the information provided by elastic imaging with that coming from an anelastic attenuation model.
A common way to obtain a 3-D seismic attenuation model for P-waves is to invert the linear relation between the quality factor Q P , which is defined as the relative energy per cycle lost by a wave during its travel path, and the t * P , the ratio between the P-travel time and the quality factor. The inversion can be performed by using, for example, a tomographic method. This strategy is usually adopted when the velocity model is known and, consequently, the ray-paths are fixed (Schurr et al., 2003; Martinez-Arevalo et al., 2005 , Serlenga et al., 2016 Amoroso et al., 2017) .
The measurement of t * parameter is a crucial operation. In most cases t * measurements are obtained by modeling the farfield displacement spectrum of earthquake signals. A drawback arising from this analysis is the trade-off between the quality factor Q and other source-dependent parameters, such as the corner frequency and the high-frequency spectral fall-off . This issue may lead to an intrinsic ambiguity of the t * measurements retrieved from the signals in the frequency domain.
This problem can be avoided when data from active sources are available. When the source time function is known, its contribution can be removed from the records by extracting the Green's function of the medium, which only contains information on the wave path, including anelastic attenuation.
Another critical issue in imaging the elastic and anelastic properties of the subsoil is the choice of the initial model for the tomographic inversion. It is well known that the initial guess affects the final solution retrieved by a linearized inversion method (Kissling et al., 1994) . In the anelastic attenuation tomography, a homogenous attenuation model is commonly used as the initial model (De Gori et al., 2005; Bisrat et al., 2013; Serlenga et al., 2016) . Thus, an intermediate step between the t * estimations and their inversion is required to obtain a reference Q model to be used as the starting point for the inversion.
Here, we present a methodology that allows to obtain highly accurate 1-D and 3-D attenuation models from active seismic data (Figure 1) . The procedure of retrieving 3-D Q P image starts from the t * measurement. In this step, in order to remove the source effect from data, the signal is cross-correlated with the sweep function (Brittle et al., 2001) . Then, the t * are used to obtain a reference 1-D attenuation model for the area. We proposed a grid search analysis to retrieve a three-gradient 1-D Q P model to be used as starting attenuation model. A preliminary analysis aimed to validate the t * catalog has been performed by mapping the average t * residuals over all the stations and sources. If the t * data set is reliable, due to the dense geometry of sources and stations located on the surface, we expect a spatial coherence of the residues associated with neighboring points. Finally, in order to retrieve the 3-D attenuation tomographic model, the t * are inverted through an iterative tomographic inversion procedure (Latorre et al., 2004; Amoroso et al., 2017) .
We applied the described methodology to the data collected during the active seismic experiment RICEN (Repeated InduCed Earthquake and Noise, Serra et al., 2016) , performed within the MED-SUV project at the Solfatara Crater. It is located within the Campi Flegrei caldera, 1.5 km North-East of the town of Pozzuoli and about 10 km West of Naples, in Southern Italy. The dynamics of the Campi Flegrei caldera is controlled by a deep magmatic source, at about 8 km depth , which provides repeated injections of magmatic fluids into a shallower source at 4 km depth and then into the hydrothermal system (Chiodini et al., 2016) . The Solfatara is considered as the top of a hydrothermal plume with large episodes of hydrothermal-magmatic gas emission (Chiodini et al., 2001) . The energy released here by degassing is nowadays much higher than the energy released within the whole caldera through other processes such as thermal conduction, earthquakes, and ground deformation. The crater, with a diameter of about 600 m, has been investigated by diverse multidisciplinary campaigns, that include active seismic (Bruno et al., 2007 Serra et al., 2016; Gammaldi et al., 2018; Scala et al., 2019) , magnetotelluric (Siniscalchi et al., 2019) , and geochemical (Chiodini et al., 2001) surveys and resistivity surveys (Byrdina et al., 2014; Gresse et al., 2017) . The velocity tomographic images ( Serra et al., 2016; De Landro et al., 2017 , Gammaldi et al., 2018 ) reveal a complex structure with an alternation of water-rich and gas-rich rocks. The images also delineate conduits that culminate with a strong gas emission at the Bocca Grande and Bocca Nuova main fumaroles . In this framework, the present study will provide complementary information on the complex hydrothermal system by obtaining models of the attenuation parameter, very fluid-sensitive, at the small unexplored scale of shallow crater.
DATA AND METHOD
In the frame of the RICEN experiment, three one-week-long geophysical surveys were carried out at Solfatara volcano on FIGURE 1 | Schematic representation of procedure applied in order to obtain the attenuation images.
September 2013, May and November 2014. Each experiment allowed to collect recordings of active seismic data and of continuous ambient noise. The active seismic part consisted of the acquisition of more than 75,000 seismograms. Active seismic data were recorded using a single 6400 kg IVI-MINIVIB R vibroseis truck, which delivers a maximum theoretical peak force of ∼ 27 kN at each sweep and which operated in the frequency range 5-125 Hz. The Vibroseis source behaves as a high-pass filter with a cut-off frequency of 40 Hz and a ratio of about 4:1 between its flat level and its spectral amplitude at 7 Hz (Serra et al., 2016) . Seismic waveforms were recorded by 4.5 Hz vertical component geophones .
In this study, the data collected during the first active seismic experiment were used. The geometry of the stations allowed to sample an area of 90 × 115 m 2 by the deployment of a regular grid of 240 vertical sensors at the crater surface (Figures 2B,C) . In detail, the network was set up according to a two-dimensional (2-D) grid with 10 lines of 24 sensors, having a spatial step of 5 m (i.e., in-line distance). The distance between two adjacent lines (i.e., cross-line distance) was 10 m. About 100 shot-points were energized on a staggered grid relatively to the receiver grid. In order to have a regular and dense sampling for the vibrational sources too, the shots were performed by maintaining both the in-line and cross-line inter-distances of 10 m. For each shot position, three consecutive energizations were performed and waveforms at each site were stacked with the aim of increasing the signal-to-noise ratio.
Data Analysis: t * Measurement
The data analysis of this work mainly consisted of measuring the t * parameter for all the possible source-receiver couples of the seismic experiment.
The displacement spectrum A ij (f) of the i-th energization recorded at the j-th station at distance x from the source is:
where the function S i (f) represents the source term, whereas the frequency-dependent site effects are described by C j (f). The term I(f) is the instrumental response, while the function G(f,x) accounts for the geometrical spreading, radiation pattern and anelastic body wave attenuation along the travel path. The latter term may be expressed as follows:
where a distance-dependent term C' S accounts for direct Pand S-wave amplitude variations due to geometrical spreading, vertically varying velocity structure and free-surface effects (Aki and Richards, 1980) . The t * operator is:
In the previous equation, the term ds describes the ray path infinitesimal element. Q(s) and V(s) represent the quality factor FIGURE 2 | RICEN experiment layout: the red dots represent the shots, the blue triangles the stations. The arrows indicate the shots analyzed in Figure 2 . and velocity along the ray-path, respectively. Since the ray-paths depend only on the velocity structure of the medium, which is assumed to be known, the mathematical relation between the t * operator and Q(s) is fully linear. The instrumental response, I(f), may be easily known from additional sources. Therefore, the main remaining problem for extracting information on the anelastic properties of the medium is the knowledge and the removal of source contribution and site effects.
Concerning the removal of source signal from the spectra, one of the most common adopted techniques in scientific literature is the spectral ratio method (Teng, 1968) . In a common source configuration, the computation of the ratio between two spectra recorded at two different receivers allows to cancel out the same, unknown, source contribution from the signals. It is always true in the case the two receivers are at the same azimuth with respect to an earthquake source, for which the effects of radiation pattern have to be taken into account. In particular, spectral ratio method is a very useful technique in processing and analysis of signals generated by natural seismic sources. Due to some complications related to the application of this method (Sams and Goldberg, 1990; Serlenga et al., 2016) and since an active seismic dataset was used for our purposes, we proceeded in a different way. Actually, in this case, the source contribution is known. In particular, a well-known method applied in the processing of active seismic data has been adopted, that is the cross-correlation of the recorded trace with the sweep. The latter represents the Vibroseis source, that is an oscillating signal with its frequency monotonically increasing with time.
The cross-correlation technique is the industry standard for removing an embedded sweep from a signal. Brittle et al. (2001) demonstrated that in order to remove the effect of the source in vibroseis recordings, for a linear sweep, its cross-correlation with the signal provides equivalent results with respect to those obtained by a frequency-domain sweep deconvolution (FDSD) (Figure 3) . The latter consists of removing in the frequency domain the sweep function through a simple division of the signal and the source spectra.
In order to preserve the causality in the data, an additional minimum phase filter was applied after cross-correlation (Gibson and Larner, 1984; Serra et al., 2016) . A comparison of the signals before and after the processing is shown in Supplementary Figure S2 .
Regarding the site effect contribution, on the other hand, it may distort the seismic spectrum in a remarkable way, also in volcanic environments, as pointed out by Galluzzo et al. (2009) . Anyway, the common practice of spectral smoothing may greatly contribute to mitigate the possible site effects on it. Indeed, the site effect can generate wide band amplification/attenuation and/or typically multi-peak amplifications on the signal spectrum (Kanamori, 1967a,b; Der and McElfresh, 1976) .
Then, for data analysis and t * measurements we selected only signal recordings with a signal-to-noise ratio higher than 2 (cfr Supplementary Figure S1 by De Landro et al., 2017). The crosscorrelated signals were cut in a 0.126 s wide time window around the P-wave arrival time. Afterward, a 5% cosine taper was applied. The selected time window represented a very good compromise between two different necessities: (1) exclusion of arrivals of FIGURE 3 | (A) Displacement spectra computed as the average of spectra recorded at the four closest receivers to each of the four selected shots. Each curve represents the average displacement spectrum for different source, following the color legend in figure. Spectra were computed in a 0.128 s long time window. The position of shots on the field is represented in Figure 2. (B) Spectra computed at increasing distances from the shot 117. The effect of anelastic absorption on high frequencies is clear, in particular if we compare these to the "source" spectra.
surfaces waves from the spectrum computation; (2) accurate estimation of the spectrum, with a proper frequency resolution for our further analyses. We checked that, even if at very short distances a small portion of surface waves may be included in the selected time window, this did not greatly affect t * measurements (see Supplementary Text S1 and Supplementary Figure S1 ). The signals, furthermore, were zero-padded up to 0.256 s to increase their spectral resolution without adding further phases to the analyzed signal. We verified that this procedure allowed to obtain a spectrum almost completely equivalent to the one retrieved by a simple resampling of a spectrum retrieved in a 0.126 s wide time window. Then, the velocity seismograms were integrated in the time domain, and the displacement spectra were computed. A five-points-wide averaging moving window was used to smooth the amplitude spectra. This way allowed to mitigate both the possible site effects on amplitude spectra and the undesired effects related to zero-padding. Finally, a linear fit of the natural logarithm of the spectral amplitudes in the sense of least-squares was carried out in the range 40-125 Hz (Figure 4A ). In this frequency interval the instrumental response and the source spectrum are flat.
As a consequence of the applied processing on seismic signals and on displacement spectra, the logarithmic form of equation (1) may be approximated as follows:
with a linear slope equal to π t * . Only displacement spectra and their respective t * values showing a linear correlation coefficient |R| > 0.9 were selected. In that way, we chose only data showing a strictly linear decreasing trend. Therefore, we discarded other signals characterized by strong deviations from linearity, which might be caused by unmodeled site and/or multipath effects. A final dataset of 15,297 t * measurements was collected and used for further analyses and attenuation tomography ( Figure 4B ).
Determination of 1-D Attenuation Model and Residual Mapping
Although the mathematical problem of attenuation tomography is fully linear, data are still affected by errors and uncertainties. Furthermore, the seismic tomographic inversion, independently of the target physical parameter, is a typical example of mixeddetermined problem. It is an inverse problem neither completely over-determined nor completely underdetermined, because of inhomogeneous distribution of seismic rays in the investigated Earth volume (Menke, 1989) . Thus, in spite of its mathematical linearity, this geophysical inverse problem is usually solved through an iterative scheme. As a consequence, the final results of a tomographic inversion may strongly depend on the starting solution, which has to be carefully chosen and needs to be as close as possible to the true, unknown, attenuation model. Usually, in attenuation tomography the homogeneous model which minimizes the RMS of residuals between observed and theoretical t * is adopted as starting solution.
In this case we propose a more robust approach driven by the t * measurements distribution as a function of distance. As shown in Figure 4B by the binned distribution of measured t * , these values exhibit an almost constant average trend with increasing distances. Taking into account that: (1) in the acquisition layout the sources and receivers are located at very similar elevations;
(2) the elastic properties of the medium guide the ray paths connecting sources and receivers; and (3) the elastic properties of the medium may be described on average by an increasing P-wave velocity with depth (see the following section) we explain the constant trend of t * = T Q vs. distance as due to the compensating effect of increasing travel time with distance and ray deepening and the increase of the quality factor Q with depth. In order to validate this hypothesis, we performed several tests with synthetic data using the real source-receiver configuration. The steps below were followed in our analyses: -We implemented the 3-D P-wave velocity model by De in the adopted tomographic code. -We manually built three different categories of 1-D Q P models: (1) single linear gradient of variation of Q P as a function of depth;
(2) Q P models described as piecewise linear profiles composed of two different gradients of variation of Q P as a function of depth;
(3) Q P models described as piecewise linear profiles composed of three different gradients of variation of Q P as a function of depth. -For each category, several 1-D models were manually created in a sort of trial and error procedure and synthetic t * P were computed. The same source-receiver couples for which we measured t * P, were used for the synthetic computation.
For the computation of synthetic t * P , we used the forward part of the inversion code described in the section "Discussion". Then, the binned t * P vs. distance distribution was retrieved. After a simple, visual, comparison of measured and synthetic binned t * P distribution, a 3-gradients Q P model was chosen as the simplest solution which reproduced at best the distribution of t * as a function of the distance. Indeed, we observed that both 1-and 2-gradients Q P models were not able to fit the average t * P distribution as a function of distance ( Supplementary   Figures S3, S4) . The 3-gradients 1-D Q P model can be described, from a mathematical point of view, in this way:
where Q 0 represents the quality factor value at the surface, the term Q h1 the quality factor value at depth h 1 from the bottom of the synthetic tomographic grid. The term Q h2 describes the quality factor value at depth h 2 . The terms α, β, and γ represent the three different linear increases of quality factor with depth, respectively. The terms h 1 and h 2 describe the depths where the transition between the linear gradients αβ and βγ occurs, respectively. Therefore, in order to retrieve the final, preliminary 1-D attenuation model, a grid-search procedure was carried out. In particular, a systematic exploration of Q 0 , h 1 , h 2 , α, β, and γ parameters was performed. Each parameter was allowed to vary in the following ranges:
The "grid-spacing" for each parameter was set up as follows: The Q h 1 and Q h 2 parameters were not explored, since they are function of the combination of α-h 1 and β-h 2 parameters, respectively.
A total number of 12,960 mono-dimensional three-gradients Q P models was created and synthetic t * P were computed for each model. The model that provided the best agreement between the observed and synthetic t * P and that minimized the RMS of binned t * residuals was chosen as representative of the final 1-D Q P attenuation model (Figures 5A-C) .
The retrieved 1-D attenuation model was used to validate the t * catalog. Based on the general criteria of the lateral coherency of residuals, we underweighted for the final inversion the data from stations/sources showing isolated picks in the residual map.
Moreover, the areas characterized by a spatial coherence of t * residual values, i.e., the northeast and central negative t * -residual anomalies and the southwest positive t * -residual anomaly, are well correlated to the Q P anomalies of the first 15-20 m of depth in the 3-D attenuation model. Clearly, the tomography allows to better reconstruct in terms of amplitude and location the attenuation anomalies roughly imaged by the t * residual map.
For each source-receiver couple the t * residuals (t * obs -t * calc ) with respect to the obtained 1-D Q P model and the 3-D V P model were computed. In Figure 6 we mapped the average residuals for all stations and sources (Achauer et al., 1986; Dawson et al., 1992 Dawson et al., , 2016 . In particular, we introduced two different variables, R i and R j , that represent the average residuals for each station i and for each source j, respectively. These were defined as follows:
The average residual value for the i-th station was computed over N j sources for which a t * measurement relative to that station was selected. On the other hand, the average residual value for the j-th source was computed over a number of stations N i for which a t * measurement relative to that source was selected. Due to the high density of stations and sources and to their homogeneous distribution in the investigated domain no azimuthal biases are present in equations (6) and (7), differently from Achauer et al. (1986) .
3-D Attenuation Tomography and Inversion Strategy
To perform the 3-D tomographic inversion we used a code originally implemented for the velocity tomography and developed with the contribution of several authors and for which a complete description of the theoretical basis can be found in Latorre et al. (2004) . The tomographic code has been used for several applications both in tectonic and volcanic environment considering either passive or active dataset (e.g., Vanorio et al., 2005; Battaglia et al., 2008; Amoroso et al., 2014) . A recent version, modified to perform the 3-D attenuation tomography, was developed by Amoroso et al. (2017) . The inversion is performed through a linearized, perturbative approach. In particular, a solution in the sense of damped least-squares is searched, by minimizing the following function:
The term m 0 represents the vector of initial model parameters, whereas the term D represents the second derivative smoothing operator. In equation (5), two weighting, regularization, dimensionless-factors ε 2 and L (damping and smoothing parameter, respectively) are present. These constraints are fundamental in order to avoid that instabilities emerge in the final solution. In particular, the use of smoothing allows us to limit possible artifacts in poorly sampled regions with respect to the use of the sole damping parameter. On the other hand, the use of smoothing makes more difficult the imaging of sharp anomalies in the model (Thurber and Ritsema, 2007) .
With the aim of obtaining the attenuation model, the code was modified by considering that the residual of t * (δt * ) can be expressed as a function of partial derivatives with respect to the velocity v and attenuation Q parameters:
where u and η represent the slowness, the reciprocal of velocity V, and the reciprocal of quality factor Q, respectively. Since in the attenuation tomography the velocity model is fixed, the term du is zero. Therefore, the t * variation is linearly related to the variation of the attenuation factor η via the Fréchet derivative matrix. In this way, the inversion steps are, as in the original code:
a. Ray-tracing in the velocity model (a priori known from previous analyses) for all the available stationevent couples. b. Calculation of the theoretical t * , and residuals t * = t * obs − t * cal . c. Set up of the system of equations to be solved by matrix inversion. d. Smoothing and preconditioning of the matrix; matrix inversion performed using the LSQR method. e. Once the attenuation model is obtained, the RMS of residuals is evaluated. If its value is below a given threshold, iteration is stopped; otherwise the procedure is re-iterated from step b.
We used the P-wave velocity model retrieved by De Landro et al. (2017, Figure 7) using the same dataset of this study. Analogously to the velocity model, a volume of 160 × 160 × 45 m 3 was investigated, the top being at 100 m a.s.l., due to the source-receiver configuration. The attenuation model parameterization is the one of the fixed velocity model, i.e., 10 × 10 × 5 m 3 .
We performed a preliminary analysis with the aim of choosing the optimal values of inversion parameters, which are the damping, the hard bound and smoothing. Hard bounds represent the maximum allowed model variation for each iteration. In order to find the best combination between regularization parameters and hard bounds, a recursive procedure was adopted (Rawlinson et al., 2006) . The best combination of damping and hard bound parameters was chosen by analyzing the L-curve that describes the reduction of variance of residuals as a function of the increase of solution variance, and the curves of RMS vs. number of iterations. Then, several one-step inversions with different combinations of smoothing parameters were carried out, by keeping fixed the selected hard bound and damping value. The best combination of smoothing parameters in the three dimensions was found by looking at trade-off curves between variance of residuals and model roughness. The combination providing the best compromise between reduction of residual variance and increase of model roughness was chosen. This procedure was repeated until the best combination of damping and smoothing parameters did not change anymore.
At the end, final values of E 2 =1.5, hard bound = 1.0 and Lx = Ly = 0.1; Lz = 0.5 were chosen and used for the final inversion of t * data (see Supplementary Figures S5, S6) .
To identify the well resolved model regions, we calculated the Derivative Weight Sum (DWS, Toomey and Foulger, 1989) , which measures the ray density in the neighborhood of every node, and the resolution matrix, represented in terms of its diagonal elements (RDE) and the spread function S j (Michelini and McEvilly, 1991) related to off-diagonal elements. In that way we take into account both the resolution of single node (RDE and DWS) and the associated possible smearing effect (Sj). Therefore, for small to medium-sized linear or linearizable inverse problems, the calculation of resolution matrix is relatively straight forward, and has been frequently used as a measure of solution reliability in elastic and anelastic tomography (Rietbrock, 2001; Bisrat et al., 2013; Amoroso et al., 2014; Improta et al., 2017) . Moreover, Rawlinson and Spakman (2016) clearly underlined that methods that quantify solution reliability explicitly, like calculation of full resolution matrix, should be preferred to sensitivity analysis in resolution assessment of a tomographic image.
The full resolution matrix was calculated starting from the tomographic matrix and it was represented in terms of its resolution diagonal elements RDE and the spread function S j (Michelini and McEvilly, 1991) related to off-diagonal elements. In particular, the S j is defined as:
where s j is the L 2 norm of diagonal j element of resolution matrix, and can be interpreted as a weighting factor that takes into account the value of the resolution kernel for each parameter, s kj is the elements of j-th row of resolution matrix, and D jk is the distance between model parameter j and k. So, S j is calculated by compressing each row of the resolution matrix into a single number, that describes how peaked is the resolution for the corresponding diagonal element. The lower the S j the more peaked is the resolution. Concerning the ray coverage evaluation, we computed the derivative weight sum (DWS), which measures the ray density in the neighborhood of every node of the tomographic grid (Toomey and Foulger, 1989) . The DWS of the n-th V parameters is defined as:
where i and j are indices for event and station, ω is the linear interpolation weight that depends on coordinate position, L ij is the ray path from i to j, and N is the normalization for the volume influenced by V n . The ray-path L ij is computed in final model obtained by observation, and takes into account the real ray-path geometry.
For each of the resolution parameters, it is possible to define a threshold value that can be used to delimit the model regions that are considered well-resolved. The threshold values of S j and DWS are chosen in order to obtain a similar contour, binding the RDE to be higher than 0.85 (see Figure 8 and Supplementary Figures S8, S9) . The resolution matrix and the spread function allow to state that the final model is well resolved down to 30 m depth.
RESULTS
In Figure 9 , we show the 3-D final attenuation model, retrieved from the tomographic inversion of t * in horizontal ( Figure 9A ) and vertical (Figure 9B) slices. The vertical slices represent the Q P FIGURE 8 | Diagonal elements of the resolution matrix (RDE) of the 3D attenuation model obtained with the parameterization 10 m 3 × 10 m 3 × 5 m 3 . The RDE is represented at each inverted depth. The contours represents the threshold values of RDE (red) Sj (white) and DWS (green) chosen in order to obtain a similar contour, binding the RDE to be higher than 0.85 (see Supplementary Figures S8, S9 ). FIGURE 9 | 3-D Q P attenuation model. (A) Horizontal slice of P-wave attenuation model at different depths. The black contour delimitates the resolved area, i.e., the area for which the DWS is higher than the threshold value (see Figure 8 ). This threshold value is chosen binding the RDE to be higher than 0.85 (see Supplementary Figures S8, S9) . The white regions in each slice represent areas not covered by rays. (B) P-wave attenuation model projected onto the NE-SW cross-sections located in A. The black contoured regions in each slice represent resolved areas.
variations in six SW-NE sections (the black lines in Figure 9A ) crossing the tomographic model from NW to SE. The RMS value of retrieved model residuals shows a reduction of about 15% for the Q P inversion, with a final RMS of 2.8 ms (see Supplementary  Figure S7 ). The results of the resolution analysis allowed us to state that the final model is well resolved down to about 30 m depth (for further details see Figure 8 and Supplementary  Figures S8, S9) . The Q P retrieved values range between 5 and 40.
The model shows a heterogeneous image of the shallow Solfatara crater. In the first 15 m of depth, the Q P ranges between 5 and 10 with some small (15-20 m) higher Q P anomalies (Q P values up to 20) . Then, from 20 to 25 m of depth the Q P has a constant background value of 20 with two extended high Q P anomalies in the NE and SW part of the model. Finally, at 30 m of depth, where the resolved area is smaller, a higher Q P value (35-40) is clearly visible in the SW direction. These features are clearly imaged in the vertical slices too (Figure 9B) , where it is possible to appreciate the geometries of the anomalies and their extension. In particular, the NE-SW sections show a sharp vertical contrast in the attenuation values at about 20 m of depth. Furthermore, at greater depths, a heterogeneity in the attenuation structure, higher than that at shallower depths, was retrieved.
DISCUSSION
The low Qp values describe a high attenuating medium, in agreement with the results of Calò and Tramelli (2018) who obtained large-scale models of elastic and anelastic properties of Campi Flegrei volcanic system. In the Solfatara area they found Q P values lower than 50. Furthermore, these Q P values are consistent with those retrieved by other studies in different volcanic environments and with different techniques: Pujol and Smithson (1991) analyzed the seismic attenuation of the Snake River Volcanic Plain (ID, United States) using vertical seismic profiling; De Gori et al. (2005) obtained the three−dimensional Q P structure of the Mount Etna volcano (Italy) by using local earthquake data retrieving at very shallow depths Q P values also lower than 40; Lin et al. (2015) provided the attenuation structure of Kilauea volcano by inverting earthquake data, highlighting the presence of very attenuating bodies (Q P lower than 30) down to 3 km depth.
The retrieved 3-D attenuation model (Figure 9 ) exhibits somehow different geometries and positions of the anomalies with respect to the 3-D P-wave velocity model ; Figure 7) which was kept fixed during the inversion of the t * . The differences between elastic and anelastic models could be explained as the evidence that attenuation mechanisms are related to the rock's physical property changes in a different way than the one expected for the elastic constants. Concerning the attenuation mechanism in porous saturated rocks, Johnston et al. (1979) showed that friction on thin cracks, and grain boundaries is the dominant attenuation mechanism for consolidated rocks under most conditions in the Earth's upper crust. Increasing pressure decreases the number of cracks contributing to attenuation by friction, thus decreasing the attenuation. Water wetting of cracks and pores reduces the friction coefficient, facilitating the sliding, and thus increasing the attenuation. So, the attenuation in rocks strongly depends on the fluid physical state and rock saturation conditions, and it generally varies much more than the seismic velocities as a result of the changes in the physical state of materials .
The 3-D attenuation model images the shallow Solfatara crater as a very complex volume. The Solfatara crater is mainly composed by volcanic sediments more or less consolidated and saturated by the hydrothermal fluids (Isaia et al., 2015; De Landro et al., 2017) .
The retrieved very low Q P values, which are usually interpreted, in a volcanic environment, as the effect of loose and very porous volcanic sediments (Clawson et al., 1989; Gudmundsson et al., 2004; De Gori et al., 2005) well fit with the expected low degree of consolidation of the shallowest materials. This is confirmed by the very low Vp values obtained by De Landro et al. (2017) and Gammaldi et al. (2018) at the very shallow depths of the Solfatara crater. In this case, both the velocity and attenuation parameters are mainly affected by the lithology.
Concerning the presence of hydrothermal fluids, the NE part of the investigated area, characterized by with high P-wave velocity values, can be associated to the shallow release of the CO 2 plume through the main fumaroles (see Stufe di Nerone in Figure 2 ; De Landro et al., 2017; Gresse et al., 2017) . The observed presence of low attenuating bodies, mainly at about 30 m of depth, but also at middle depths, is in agreement with this interpretation (Ito et al., 1979) .
The SW part of the investigated medium is located very close the Fangaia area (Figure 2) , water-saturated and replenished from deep aquifers (Gresse et al., 2017) . In spite of a well-defined V P anomaly, mainly at depths greater than 15 m (Figure 7) , in this work we retrieved a more heterogeneous distribution of attenuation bodies. This may be related to different conditions of saturation of volcanic sediments in that subsoil volume (Winkler and Nur, 1979) .
Then, the results provided by our methodology fit well with the knowledge of the area arising from the previous geophysical studies, allowing us to be more confident about the robustness of methodology.
CONCLUSION
Our work describes a methodology that can be applied on active seismic data-sets acquired in complex geological volumes, in order to infer a complete description of the anelastic properties of the investigated medium. The methodology has been applied to the shallow Solfatara crater (Southern Italy).
First, we obtained new t * measurements from the most recent active seismic survey at the Solfatara crater by applying the spectral decay method in the frequency domain. In order to correct the source effect on the recorded signal, the crosscorrelation of the time series with the sweep function was performed. Then, we determined a 1-D Q P model by applying a grid-search technique aimed at finding the 3-gradient 1-D Q P model which greatly minimized the misfit between the observed and the theoretical t * . By mapping the t * residual with respect to the 1-D average Q P optimized model, and by averaging them over all the stations and sources, we were able to validate the t * measurements by verifying the lateral coherence of residual values and, so, identifying outliers as data associated to incoherent t * residuals. Then, we obtained a 3-D highresolution Q P attenuation model for the Solfatara crater, with an unprecedented spatial resolution, by inverting the t * measurements and starting from the 1-D Q P optimized model.
In that way, we were able to image the anelastic properties of the shallowest depths of the Solfatara crater, down to about 30 m obtaining results consistent with the previous knowledge of the area.
In summary:
1. The Q P retrieved values, ranging between 5 and 40, are in agreement with previous results obtained at the Campi Flegrei larger scale and in other volcanic environments (Pujol and Smithson, 1991; De Gori et al., 2005; Lin et al., 2015; Calò and Tramelli, 2018) ; 2. The shallow low Q P values well correlate with the low Vp values at the same depth, indicating the low degree of consolidation of the shallowest crater materials, in accordance with other studies in volcanic environments (Clawson et al., 1989; Gudmundsson et al., 2004; De Gori et al., 2005) ; 3. The NE part of the investigated area is characterized by higher Q P values than the average ones and high Vp bodies in agreement with the interpretation of an area of shallow release of the CO 2 plume through the main fumaroles (Isaia et al., 2015; Gresse et al., 2017) .
The reliability of the obtained attenuation images of such heterogeneous, geologically complex and small-scale volcanic area like Solfatara crater makes us confident about the robustness of the proposed technique.
As shown by Amoroso et al. (2017) , the attenuation images are complementary to the velocity ones and allow to better constrain the quantitative determination of rock microparameters (porosity, degree of saturation, type of permeating fluids) through a rock physical modeling. This procedure will provide more comprehensive information about fluid circulation in the subsoil, that is of great importance not only in volcanic areas, but also in tectonic and underground exploitation ones (i.e., hydrocarbon extraction and storage, hydraulic fracturing, stimulation of geothermal fields, etc.).
