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Parabolic equations with divergence-free drift in
space LltL
q
x
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Abstract
In this paper we study the fundamental solutionΓ (t,x;τ,ξ ) of the parabolic
operator Lt = ∂t −∆+ b(t,x) ·∇, where for every t, b(t, ·) is a divergence-free
vector field, and we consider the case that b belongs to the Lebesgue space
Ll (0,T ;Lq (Rn)). The regularity of weak solutions to the parabolic equation
Ltu = 0 depends critically on the value of the parabolic exponent γ = 2l +
n
q
.
Without the divergence-free condition on b, the regularity of weak solutions has
been established when γ ≤ 1, and the heat kernel estimate has been obtained as
well, except for the case that l = ∞,q= n. The regularity of weak solutions was
deemed not true for the critical case L∞ (0,T ;Ln (Rn)) for a general b, while it
is true for the divergence-free case, and a written proof can be deduced from the
results in [17]. One of the results obtained in the present paper establishes the
Aronson type estimate for critical and supercritical cases and for vector fields
b which are divergence-free. We will prove the best possible lower and upper
bounds for the fundamental solution one can derive under the current approach.
The significance of the divergence-free condition enters the study of parabolic
equations rather recently, mainly due to the discovery of the compensated com-
pactness. The interest for the study of such parabolic equations comes from
its connections with Leray’s weak solutions of the Navier-Stokes equations and
the Taylor diffusion associated with a vector field where the heat operator Lt
appears naturally.
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equality, parabolic equation, weak solution
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1 Introduction
We consider parabolic equations of second order with singular divergence-free drift
∂tu(t,x)−
n
∑
i, j=1
∂xi(ai j(t,x)∂x ju(t,x))+
n
∑
i=1
bi(t,x)∂xiu(t,x) = 0, (1)
where (ai j) is a symmetric matrix-valued and Borel measurable function on Rn.
Throughout the article, we always assume that there exists a number λ > 0 such
that
λ |ξ |2 ≤
n
∑
i, j=1
ai jξiξ j ≤
1
λ
|ξ |2 E
for every ξ ∈ Rn, and that b= (bi) is a divergence-free vector field, i.e.
n
∑
i=1
∂xibi(t,x) = 0 S
in the sense of distributions for all t. Here we only deal with the case that b belongs
to Lebesgue spaces Ll(0,T ;Lq(Rn)) (or LltL
q
x for short) for l,q ∈ [1,∞], and we will
denote
Λ := ‖b‖LltLqx =
(ˆ T
0
(ˆ
Rn
|b(t,x)|qdx
) l
q
dt
) 1
l
.
Equation (1) has been well studied without the divergence-free condition (S). A
classical monograph on such equation is [10] by Ladyzhenskaia et al. If b is assumed
to be in Ll(0,T ;Lq(Rn)) with
γ =
2
l
+
n
q
≤ 1, l ∈ [2,∞) and q ∈ (n,∞],
then there is a unique weak solution with Hölder regularity. If γ < 1, in [1], Aron-
son proved that there exist Gaussian upper and lower bounds for the fundamental
solution, from which the Hölder continuity of solutions can be deduced. We call
such estimate on the fundamental solution the Aronson estimate. The reason for such
conditions on γ can be easily seen from the natural scaling property of parabolic
equations. Under the following scaling transformation
u(ρ)(t,x) = u(ρ2t,ρx), a(ρ)(t,x) = a(ρ2t,ρx), b(ρ)(t,x) = ρb(ρ2t,ρx)
for ρ > 0, if u is a solution to (1) with ellipticity constant λ , then u(ρ) is still a
solution to the parabolic equation with (a(ρ),b(ρ)) and condition (E) is still satisfied
for the same λ . However, for the drift, we have ‖b(ρ)‖LltLqx = ρ
1−γ‖b‖LltL
q
x
. So when
γ = 1, it is scaling invariant and this is called the critical case. If γ < 1 (resp. γ > 1),
we call them subcritical (resp. supercritical). Since the Harnack inequality has its
constant depending on n,λ and Λ, in the supercritical case, we are unable to obtain
the Harnack inequality uniformly in small scales. But in the critical and subcritical
cases, we still can control solutions in small scales to obtain the Harnack inequality,
hence obtain Hölder continuity. However, an exceptional case is L∞(0,T ;Ln(Rn)),
which is critical, but the Harnack inequality fails. The simple reason is that the
energy estimate fails in this case.
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In this article we will assume that b is a divergence-free vector field, which is
significant for applications to the study of weak solutions to incompressible fluid
equations. There have been many works concerning this problem. In [15], assuming
that b ∈ L∞t (W
−1,∞
x ), Osada established the fundamental solution estimate following
the idea of Nash [13]. Then in [20], Zhang obtained the exponential decay upper
bound for the fundamental solution when m ∈ (1,2] and b satisfies the following
entropy condition
ˆ T
0
ˆ
Rn
|b|mϕ2dxdt ≤C
ˆ T
0
ˆ
Rn
|∇ϕ |2dxdt (2)
for every smooth function ϕ on [0,T ]×Rn with compact support in space. Such
condition can be traced back to [9], in which the previous entropy condition was first
introduced for the time independent case in order to construct a semigroup theory.
The Sobolev embedding allows us to deduce from the entropy condition (2) that b ∈
L∞(0,T ;L
mn
2 (Rn)). Therefore, the entropy condition is effectively scaling invariant
when m = 2, i.e. it is a critical case, while it is supercritical if m ∈ (1,2). For the
critical case, in an interesting paper [17] Semenov further developed a more general
condition
ˆ T
0
ˆ
Rn
|b|ϕ2dxdt ≤C1
ˆ T
0
[ˆ
Rn
|∇ϕ |2dx
] 1
2
[ˆ
Rn
|ϕ |2dx
] 1
2
dt
+
ˆ T
0
(C2+C(t))
ˆ
Rn
|ϕ |2dxdt (3)
and obtained the existence and uniqueness of Hölder continuous weak solutions for
the parabolic equation. For the supercritical case, Zhang [21] considered the follow-
ing entropy condition:
ˆ T
0
ˆ
Rn
|b|(ln(1+ |b|))2ϕ2dxdt ≤C
ˆ T
0
ˆ
Rn
|∇ϕ |2dxdt (4)
and he proved the existence of a bounded weak solution in this case. In fact, such
weak solution must be Hölder continuous in space for each fixed time t. In [6, 18],
assuming that b ∈ L∞t (BMO
−1
x ) together with some extra technical conditions, the
Hölder continuity of weak solution is obtained using Moser-De Giorgi’s scheme. In
a recent paper [16], only assuming that b ∈ L∞t (BMO
−1
x ), the Aronson estimate is
proved. Further, the uniqueness and Hölder continuity of the weak solution is also
proved. A diffusion process to the same operator Lt can be constructed using the
Aronson estimate. All these results are for divergence-free vector fields b which
belong to the critical case. Under supercritical conditions, recently in [8], assuming
that b ∈ Lqt,x ∩ L
∞
t L
2
x with q ∈ (
n
2 + 1,n+ 2], Ignatova, Kukavica and Ryzhik proved
a weak Harnack inequality. The constant in the weak Harnack inequality explodes
as the radius of the parabolic ball goes to zero, hence it fails to yield the Hölder
continuity of weak solutions.
The strongest regularity result, in this respect, is still the Aronson estimate, which
was established in [1]. The original proof of Aronson used the Harnack inequality.
Later in [5, 14, 19], Stroock et al. proved the Aronson estimate directly by using
Nash’s scheme [13]. Under the divergence-free condition, the dual operator is of
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the same form up to a sign on b, so that Nash’s scheme demonstrates its full power
as well for divergence-free vector fields. Inspired by Stroock et al. [5, 14, 19], our
main result in this paper is the upper and lower bounds of fundamental solutions for
the critical and supercrtical cases b ∈ Ll(0,T ;Lq(Rn)) with γ = 2
l
+ n
q
∈ [1,2) for
divergence-free drift b.
In fact we will establish several heat kernel estimates for a range of critical and
supercritical conditions on divergence-free drifts b. We will separate them into upper
bound and lower bound. Since the divergence-free condition on drift b prevents the
formation of local blow up, we have the following upper bound which is of exponen-
tial decay.
Theorem 1. Suppose conditions (E), (S) hold and b ∈ Ll(0,T ;Lq(Rn)) for some
n ≥ 3, l > 1, q > n2 such that 1 ≤ γ < 2. In addition, we assume that a and b are
smooth with bounded derivatives. Let Γ(t,x;τ ,ξ ) be the fundamental solution of (1).
Then
Γ(t,x;τ ,ξ )≤
C
(t− τ)n/2
exp(m(t− τ ,x−ξ )) , (5)
where
m(t,x) = min
α∈Rn
(C(|α |2t+ |α |µΛµ tν)+α · x)
with Λ = ‖b‖Ll (0,T ;Lq(Rn)), µ =
2
2−γ+ 2
l
, ν = 2−γ
2−γ+ 2
l
and C =C(l,q,n,λ ).
The point here is that the upper bound above only depends on n, λ and Λ, but not
on the bounds of the derivatives of a or b. One restriction of Nash’s scheme is that its
iteration procedure requires the bound on b to be uniform in time, i.e. l = ∞. So in
general, we use Moser’s iteration scheme instead and use cut-off functions.
When γ = 1, the upper bound (5) is in fact a Gaussian function, which further
implies a Gaussian lower bound and regularity theory. Here we only write down
the result in the case when b ∈ L∞(0,T ;Ln(Rn)), because it is the marginal case for
which the regularity result is missing if b is not assumed to be divergence-free. More
explicitly, we prove the following
Theorem 2. The fundamental solution Γ(t,x;τ ,ξ ) to (1) satisfying conditions (E)
and (S), with b ∈ L∞(0,T ;Ln(Rn)) possesses the following heat kernel estimate
1
C(t− τ)n/2
exp
(
−
C|x−ξ |2
t− τ
)
≤ Γ(t,x;τ ,ξ )≤
C
(t− τ)n/2
exp
(
−
|x−ξ |2
C(t− τ)
)
for t > τ , where Λ = ‖b‖L∞(0,T ;Ln(Rn)) and C depends only on n≥ 3, λ and Λ .
This result shows that the divergence-free condition brings extra regularity to
weak solutions. For its discussion in other papers, we refer to [11, 17, 18, 20]. Under
the assumption that b∈ L∞(0,T ;Ln(Rn)), the entropy condition (3) in [17] is satisfied,
and the above two-side Gaussian estimate can therefore be deduced from Semenov’s
main results too. Here we give a simpler and direct proof.
In the supercritical case γ ∈ (1,2), using upper bound (5), we still can derive a
lower bound. Actually, we know the fundamental solution is conservative, and in
fact, for fixed t > τ , Γ(t,x;τ ,ξ ) is a probability density in x (and in ξ as well due to
the divergence-free condition). Because the upper bound decays exponentially, we
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can find a radius R˜(t) such that Γ has a lower bound inside the ball of radius R˜(t).
However, we can not hope too much for the lower bound for supercritical case. Using
current techniques, we are able to establish the following theorem.
Theorem 3. Assume that a and b are smooth with bounded derivatives. Suppose
conditions (E), (S) hold and b ∈ Ll(0,T ;Lq(Rn)) for some n ≥ 3, l ≥ 2, q ≥ 2 such
that 1< γ < 2. For any κ > 0, there is a constant C> 0 depending only on κ , l,q,n,λ
and Λ = ‖b‖Ll (0,T ;Lq(Rn)) such that
Γ (t,x;0,ξ ) ≥ exp
[
−Ct(
n
2+1)(1−γ)
(
ln
1
t
)n+2]
(6)
for x,ξ ∈ B(0,κR˜(t)) and small enough t, where R˜(s) =Cs(2−γ)/2 ln 1
s
for s> 0.
Such form of lower bounds also appear in [2], but in a rather different setting of
Dirichlet forms. Although we only deal with the lower bound in the cone B(0,R(t))
for small t > 0, by the Chapman-Kolmogorov equation, we can extend this lower
bound to the whole space. So this form of lower bound is actually the essence of
lower bounds in heat kernel estimates, and it determines the local behavior of solu-
tions to the parabolic equation. In all cases the upper bound looks stronger than the
lower bounds, and the lower bound in the supercritical case still fails to yield Hölder
continuity of weak solutions. Therefore, in the supercritical case, the regularity prob-
lem for this kind of linear parabolic equations remains an open problem.
The rest of this paper is organized as follows. Section 2 explains how equation
(1) is related to its dual equation and we prove some lemmas which will be used
later. In Section 3, we will prove an Aronson type estimate for fundamental solutions
under a class of critical and supercritical conditions on b. In particular, in the case
L∞(0,T ;Ln(Rn)), the estimate will be Gaussian type. In Section 4, as an application
of the Aronson estimate, we can prove the existence of a unique Hölder continuous
weak solution for the critical case L∞(0,T ;Ln(Rn)) by an approximation approach. In
an appendix, we prove Nash’s continuity theorem for the completeness of the paper
because we will need this result in section 4.
2 Several technical facts
One important feature of the divergence-free condition is that the adjoint equation of
(1) essentially has the same form up to a sign. Hence their fundamental solutions
share essentially the same property. Consider equation (1) on [0,T ]×Rn and denote
its fundamental solution as Γ(t,x;τ ,ξ ) with 0≤ τ < t ≤ T , x,ξ ∈Rn. For the adjoint
equation
∂tu(t,x)−
n
∑
i, j=1
∂xi(ai j(T − t,x)∂x ju(t,x))+
n
∑
i=1
bi(T − t,x)∂xiu(t,x) = 0 (7)
and its fundamental solution Γ∗T (t,x;τ ,ξ ), we have Γ(t,x;τ ,ξ ) = Γ
∗
T (T − τ ,ξ ;T −
t,x).
We will need the following elementary facts in the proof of Aronson type esti-
mates. The first one is the Poincaré-Wirtinger inequality for the Gaussian measures
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[3, Corollary 1.7.3]. In the sequel, we shall writeC1b(R
n) to be the space of functions
with bounded continuous first order derivative.
Lemma 4. Let µ be the standard Gaussian measure on Rn, i.e. µ(dx) = µ(x)dx with
µ(x) = 1
(2pi)n/2
exp
(
− |x|
2
2
)
. Then for every p≥ 1
ˆ
Rn
| f (x)− f¯ |pµ(dx) ≤M(p)(
pi
2
)p
ˆ
Rn
|∇ f (x)|pµ(dx), (8)
for any f ∈C1b(R
n), where f¯ =
´
Rn
f (x)µ(dx) and
M(p) =
ˆ ∞
−∞
|ξ |p
1
(2pi)1/2
exp
(
−
1
2
|ξ |2
)
dξ .
Further, setting µr(x) =
1
rn/2
exp
(
−pi|x|
2
r
)
and f¯r =
´
Rn
f (x)µr(dx), one has
ˆ
Rn
| f (x)− f¯r|
pµr(dx)≤M(p)(
pi
2
)p(
r
2pi
)p/2
ˆ
Rn
|∇ f (x)|pµr(dx). (9)
Actually, Lemma 4 can be extended to any function with weak derivative such
that both sides of the Poincaré-Wirtinger inequality are well defined using a trun-
cation and approximation argument. Also we will need the following lemma on a
Riccati differential inequality.
Lemma 5. Suppose a non-positive valued function u is continuous and differentiable
on
[
T
2 ,T
]
, where T > 0 is a constant. If u satisfies the Ricatti differential inequality
u′(t)≥−α +βu(t)2 (10)
for t ∈
[
T
2 ,T
]
, where α ,β > 0 are two constants, then
u(T )≥min
{
−αT −2
√
α
β
,−
8
3βT
}
.
Proof. If u(T ) ≥ −αT − 2
√
α
β , then the proof is done. Otherwise, integrating the
differential inequality (10) from T/2 to T , we have u(T )− u(t) ≥ −αT2 for any t ∈
[T2 ,T ]. In other words, we have
u(t) ≤ u(T )+
αT
2
≤−αT −2
√
α
β
+
αT
2
which in turn yields that u(t) ≤ −2
√
α
β . Notice that u(t) is negative on
[
T
2 ,T
]
and
therefore u(t)2 ≥ 4αβ . Hence differential inequality (10) implies that
u′(t)≥ β
(
−
α
β
+u(t)2
)
≥ β
(
−
1
4
u(t)2+u(t)2
)
=
3β
4
u(t)2
for every t ∈ [T2 ,T ]. Dividing both sides by u(t)
2 and integrating from t ∈
[
T
2 ,T
]
to
T , we obtain that
1
u(T )
≤−
3βT
8
+
1
u(t)
≤−
3βT
8
.
In particular u(T )≥− 83βT and the proof is complete.
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If α is a function depending on t, which is integrable and non-negative, then we
still can derive a lower bound on u.
Lemma 6. Let T > 0. Suppose a non-positive function u is continuous on [T2 ,T ], and
satisfies the following integral inequality
u(t2)−u(t1)≥
ˆ t2
t1
(
−α(t)+βu(t)2
)
dt, for all
T
2
≤ t1 < t2 ≤ T, (11)
where α is non-negative and integrable in [T2 ,T ], and β > 0 is a constant, then
u(T )≥−
ˆ T
T
2
α(t)dt−Cβ−1T−1
for some C > 0.
Proof. LetC1 >C2 be a constant to be determined later, whereC2 =
´ T
T
2
α(t)dt. Sup-
pose u(T )<−C1. Then for any t ∈
[
T
2 ,T
]
it holds that
u(t) ≤ u(T )+
ˆ T
t
α(s)ds<−C1+C2 =:−C3,
whereC3 > 0 sinceC1 >C2. So u(t) is negative, which implies that u(t)2 ≥C23 . Now
we integrate (11) to deduce that
u(t) ≤ u(T )+
ˆ T
t
α(s)ds−
ˆ T
t
βu(s)2ds<−
ˆ T
t
βu(s)2ds, (12)
which implies that u(t) ≤ −βC23(T − t) for all t ∈
[
T
2 ,T
]
. Repeating the procedure
of using the old bound of u(t) and (12) to obtain a new bound, we deduce that
u(t)≤−β 2
m−1C2
m
3 (T − t)
2m−1
m
∏
k=1
(
1
2k−1
)2
m−k
≤−C
[
βC3(T − t)
m
∏
k=1
(2−
k
2k )
]2m
after m times. Since infm ∏mk=1(2
− k
2k ) =C4 > 0, the right-hand side can be arbitrarily
small at time T2 if βC3(T −
T
2 )C4 > 1, which contradicts to the fact that u is finite.
So if we take C3 > 2βTC4 , i.e. C1 =C2+Cβ
−1T−1 for some constant C, then u(T )≥
−C1.
3 Aronson type estimates
In this section, we will prove one of our main results, which is an a priori estimate
of the fundamental solution to equation (1). We will assume that a ∈C∞([0,T ]×Rn)
and b∈C∞([0,T ],C∞0 (R
n)) so that there exists a unique regular fundamental solution.
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3.1 The upper bound
The idea here is to estimate the h-transform of the fundamental solution, which was
first used by E. B. Davies [4]. But here we will use Moser’s approach instead of
Nash’s to prove the upper bound because it has the potential of applicability to more
general cases where b ∈ Ll(0,T ;Lq(Rn)) satisfying
1≤
2
l
+
n
q
< 2 A
for n≥ 3, l > 1 and q> n2 .
Given a function ψ onRn which is smooth and has bounded derivatives, we define
the operator
A
ψ
t u(x) = exp(−ψ(x))
n
∑
i, j=1
∂xi(ai j(t,x)∂x j [exp(ψ(x))u(x)])
− exp(−ψ(x))
n
∑
i=1
bi(t,x)∂xi [exp(ψ(x))u(x)].
Then its corresponding fundamental solution is
Γψ(t,x;τ ,ξ ) = exp(−ψ(x))Γ(t,x;τ ,ξ )exp(ψ(ξ )).
For any f ∈C∞0 (R
n), we define a linear operator Γψτ ,t :C
∞
0 (R
n)→ L2(Rn) as
Γ
ψ
τ ,t f (x) =
ˆ
Rn
f (ξ )Γψ(t,x;τ ,ξ )dξ
=
ˆ
Rn
f (ξ )exp(−ψ(x))Γ(t,x;τ ,ξ )exp(ψ(ξ ))dξ .
It is easy to observe that the adjoint operator of Γψτ ,t can be identified as the following
linear operator
Γ
ψ⊥
τ ,t f (x) =
ˆ
Rn
f (ξ )exp(−ψ(ξ ))Γ(τ ,ξ ; t,x)exp(ψ(x))dξ ,
and they satisfy
〈Γ
ψ
τ ,t f ,g〉L2(Rn) = 〈 f ,Γ
ψ⊥
τ ,t g〉L2(Rn). (13)
Lemma 7. Suppose (a,b) satisfies conditions (E), (S) and (A). Given α ∈ Rn, and
ψ(x) = α · x, set
ft(x) = Γ
ψ
0,t f (x) =
ˆ
Rn
f (ξ )Γψ(t,x;0,ξ )dξ
for f ∈C∞0 (R
n). Then there exists a constant C depending on (n, l,q) such that
‖ ft‖
2
L2x
≤ exp
(
2|α |2
λ
t+2Cλ−
1+θ
1−θ |α |
2
1−θ Λµ tν
)
· ‖ f‖2L2x
, (14)
where θ = n
q
−1, µ = 2
2−γ+ 2
l
, ν = 2−γ
2−γ+ 2
l
, γ = 2
l
+ n
q
and Λ = ‖b‖Ll (0,T ;Lq(Rn)).
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Proof. We begin with the fact that ft satisfies
d
dt
‖ ft‖
2
L2x
= 2〈Aψt ft , ft〉L2(Rn).
It follows that
1
2
(
‖ ft‖
2
L2x
−‖ f‖2L2x
)
=
1
2
ˆ t
0
d
ds
‖ fs‖
2
L2x
ds=
ˆ t
0
ˆ
Rn
Aψs fs(x) · fs(x) dxds
=−
ˆ t
0
ˆ
Rn
n
∑
i, j=1
ai j(s,x)∂x j [exp(ψ(x)) fs(x)]∂xi [exp(−ψ(x)) fs(x)] dxds
−
ˆ t
0
ˆ
Rn
n
∑
i=1
bi(s,x)∂xi [exp(ψ(x)) fs(x)][exp(−ψ(x)) fs(x)] dxds
=
ˆ t
0
ˆ
Rn
〈α ·a(s,x),α〉 f 2s (x) dxds−
ˆ t
0
ˆ
Rn
〈∇ fs(x) ·a(s,x),∇ fs(x)〉 dxds
−
ˆ t
0
ˆ
Rn
〈α ·a(s,x),∇ fs(x)〉 fs(x) dxds+
ˆ t
0
ˆ
Rn
〈∇ fs(x) ·a(s,x),α〉 fs(x) dxds
−
ˆ t
0
ˆ
Rn
〈b(s,x),α〉 f 2s (x) dxds−
ˆ t
0
ˆ
Rn
〈b(s,x),∇ fs(x)〉 fs(x) dxds.
Since b is divergence-free, we have for any s that
ˆ
Rn
〈b(s,x),∇ fs(x)〉 fs(x) dx= 0.
The third and fourth terms cancel each other and condition (E) gives
1
2
(
‖ ft‖
2
L2x
−‖ f‖2
L2x
)
=
ˆ t
0
ˆ
Rn
〈α ·a(s,x),α〉 f 2s (x) dxds−
ˆ t
0
ˆ
Rn
〈∇ fs(x) ·a(s,x),∇ fs(x)〉 dxds
−
ˆ t
0
ˆ
Rn
〈b(s,x),α〉 f 2s (x) dxds
≤
ˆ t
0
|α |2
λ
‖ fs‖
2
L2x
ds−
ˆ t
0
λ‖∇ fs‖
2
L2x
ds−
ˆ t
0
ˆ
Rn
〈b(s,x),α〉 f 2s (x) dxds.
For the last term, one obtains the following estimate
∣∣∣∣
ˆ t
0
ˆ
Rn
〈b(s,x),α〉 f 2s (x) dxds
∣∣∣∣ ≤
ˆ t
0
|α |‖b(s, ·)‖Lqx ‖ f
1+θ
s ‖Lr1x ‖ f
1−θ
s ‖Lr2x ds
=
ˆ t
0
|α |‖b(s, ·)‖Lqx ‖ fs‖
1+θ
L
(1+θ )r1
x
‖ fs‖
1−θ
L
(1−θ )r2
x
ds,
where
θ =
n
q
−1, (1+θ)r1 =
2n
n−2
, (1−θ)r2 = 2.
By Sobolev’s embedding and Young’s inequality, we can further control it as follows
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∣∣∣∣
ˆ t
0
ˆ
Rn
〈b(s,x),α〉 f 2s (x) dxds
∣∣∣∣
≤
ˆ t
0
C|α |‖b(s, ·)‖Lqx ‖ fs‖
1−θ
L2x
‖∇ fs‖
1+θ
L2x
ds
=
ˆ t
0
((
2
λ
)
1+θ
2 C|α |‖b(s, ·)‖Lqx ‖ fs‖
1−θ
L2x
)((
λ
2
)
1+θ
2 ‖∇ fs‖
1+θ
L2x
) ds
≤
ˆ t
0
1−θ
2
(
2
λ
)
1+θ
1−θ (C|α |‖b(s, ·)‖Lqx )
2
1−θ ‖ fs‖
2
L2x
+
1+θ
2
λ
2
‖∇ fs‖
2
L2x
ds
≤
ˆ t
0
C(
1
λ
)
1+θ
1−θ (|α |‖b(s, ·)‖Lqx )
2
1−θ ‖ fs‖
2
L2x
+
λ
2
‖∇ fs‖
2
L2x
ds.
Combining all the estimates above, one has
‖ ft‖
2
L2x
≤ ‖ f‖2L2x
+2
ˆ t
0
|α |2
λ
‖ fs‖
2
L2x
−λ‖∇ fs‖
2
L2x
ds
+
ˆ t
0
C(
1
λ
)
1+θ
1−θ (|α |‖b(s, ·)‖Lqx )
2
1−θ ‖ fs‖
2
L2x
+
λ
2
‖∇ fs‖
2
L2x
ds
≤ ‖ f‖2L2x
+2
ˆ t
0
(
|α |2
λ
+C(
1
λ
)
1+θ
1−θ (|α |‖b(s, ·)‖Lqx )
2
1−θ
)
· ‖ fs‖
2
L2x
ds.
Recall 2
l
+ n
q
= γ with 1 ≤ γ < 2 and Λ = ‖b‖Ll ([0,T ],Lq(Rn)). Hölder’s inequality im-
plies that
ˆ t
0
‖b(s, ·)‖
2
1−θ
L
q
x
ds=
ˆ t
0
‖b(s, ·)‖
2
(2−γ+ 2
l
)
L
q
x
ds≤
(ˆ t
0
‖b(s, ·)‖l
L
q
x
ds
) 2l
2−γ+ 2
l
t
2−γ
2−γ+ 2
l
= Λ
2
2−γ+ 2
l t
2−γ
2−γ+ 2
l ,
where we set c
l
= 0 if l = ∞. For simplicity, we denote µ = 2
2−γ+ 2
l
and ν = 2−γ
2−γ+ 2
l
.
Hence, by Grönwall’s inequality and
‖ ft‖
2
L2x
≤ ‖ f‖2L2x +2
ˆ t
0
(
|α |2
λ
+C(
1
λ
)
1+θ
1−θ (|α |‖b(s, ·)‖Lqx )
2
1−θ
)
‖ fs‖
2
L2x
ds,
we deduce that
‖ ft‖
2
L2x
≤ exp
(
2
ˆ t
0
(
|α |2
λ
+C(
1
λ
)
1+θ
1−θ (|α |‖b(s, ·)‖Lqx )
2
1−θ
)
ds
)
‖ f‖2L2x
≤ exp
(
2|α |2
λ
t+2C(
1
λ
)
1+θ
1−θ |α |
2
1−θ Λµ tν
)
‖ f‖2
L2x
.
Now the proof is complete.
Lemma 8. Suppose that (a,b), ψ and ft are defined as in Lemma 7. For any p ≥ 1
and any smooth non-negative function η on [0,T ] satisfying η(0) = 0, we have
‖ f pt η
σ‖2
L
2χ
t L
2χ
x
≤C|α |2p2‖ f pt η
σ‖2
L2t L
2
x
+C(|α |p)
2
2−γ ‖b‖
2
2−γ
LltL
q
x
‖ f pt η
1
2−γ
‖2
L2t L
2
x
10
+C
ˆ T
0
ˆ
Rn
σ f 2pt (x)|∂tη(t)|η
2σ−1(t) dxdt.
where χ = n+2
n
, σ = 12−γ and C > 0 is a constant depending only on l,q,n,λ .
Proof. For any p≥ 1, we have
d
dt
‖ ft‖
2p
L
2p
x
= 2p〈Aψt ft , f
2p−1
t 〉L2(Rn).
Next we multiply both sides by η2σ and integrate on [0,T ] to obtain
ˆ T
0
η2σ (t)
ˆ
Rn
∂t ft(x) ft(x)
2p−1 dxdt
=−
ˆ T
0
η2σ (t)
ˆ
Rn
〈∇(exp(ψ(x)) ft(x)) ·a(t,x),∇(exp(−ψ(x)) f
2p−1
t (x))〉 dxdt
−
ˆ T
0
η2σ (t)
ˆ
Rn
〈b(t,x),∇(exp(ψ(x)) ft(x))〉exp(−ψ(x)) f
2p−1
t (x) dxdt
=
ˆ T
0
η2σ (t)
ˆ
Rn
〈α ·a(t,x),α〉 f 2pt (x) dxdt
− (2p−1)
ˆ T
0
η2σ (t)
ˆ
Rn
〈∇ ft(x) ·a(t,x),∇ ft (x)〉 f
2p−2
t (x) dxdt
− (2p−1)
ˆ T
0
η2σ (t)
ˆ
Rn
〈α ·a(t,x),∇ ft (x)〉 f
2p−1
t (x) dxdt
+
ˆ T
0
η2σ (t)
ˆ
Rn
〈∇ ft(x) ·a(t,x),α〉 f
2p−1
t (x) dxdt
−
ˆ T
0
η2σ (t)
ˆ
Rn
〈b(t,x),α〉 f 2pt (x) dxdt
−
ˆ T
0
η2σ (t)
ˆ
Rn
〈b(t,x),∇ ft (x)〉 f
2p−1
t (x) dxdt. (15)
Condition (S) implies that
ˆ
Rn
〈b(t,x),∇ ft (x)〉 f
2p−1
t (x) dx= 0
for any t, and hence the last term vanishes. Set gt = f
p
t for simplicity, then the left-
hand side becomes
ˆ T
0
η2σ (t)
ˆ
Rn
∂t ft(x) ft(x)
2p−1 dxdt =
ˆ T
0
ˆ
Rn
η2σ (t)
1
2p
∂t(g
2
t (x)) dxdt
=
ˆ
Rn
1
2p
η2σ (t)g2t (x) dx
∣∣∣∣
T
0
−
ˆ T
0
ˆ
Rn
σ
p
g2t (x)(∂tη(t))η
2σ−1(t) dxdt.
Multiplying by p on both sides of equation (15), we obtain
ˆ
Rn
1
2
η2σ (t)g2t (x) dx
∣∣∣∣
T
0
−
ˆ T
0
ˆ
Rn
σg2t (x)(∂tη(t))η
2σ−1(t) dxdt
11
= p
ˆ T
0
η2σ (t)
ˆ
Rn
〈α ·a(t,x),α〉g2t (x) dxdt
−
(2p−1)
p
ˆ T
0
η2σ (t)
ˆ
Rn
〈∇gt(x) ·a(t,x),∇gt (x)〉 dxdt
− (2p−2)
ˆ T
0
η2σ (t)
ˆ
Rn
〈α ·a(t,x),∇gt (x)〉gt (x) dxdt
− p
ˆ T
0
η2σ (t)
ˆ
Rn
〈b(t,x),α〉g2t (x) dxdt
= I1− I2− I3− I4.
Now we estimate each term individually as follows
I1 ≤
ˆ T
0
η2σ (t)
|α |2
λ
p‖gt‖
2
L2x
dt,
−I2− I3 ≤
ˆ T
0
η2σ (t)
|α |2
λ
(p−1)p‖gt‖
2
L2x
dt−
ˆ T
0
η2σ (t)λ‖∇gt‖
2
L2x
dt,
|I4|=
∣∣∣∣p
ˆ T
0
η2σ (t)
ˆ
Rn
〈b(t,x),α〉g2t (x) dxdt
∣∣∣∣
≤
ˆ T
0
ˆ
Rn
p|b(t,x)||gtη
σ |γ |gt |
2−γ(|α |η) dxdt
≤ |α |p‖b‖LltL
q
x
‖gtη
σ‖
γ
Lst L
r
x
‖gtη
1
2−γ
‖
2−γ
L2t L
2
x
since σγ = 2σ −1 and
1
l
+
γ
s
+
2− γ
2
= 1,
1
q
+
γ
r
+
2− γ
2
= 1.
From this relation, it is easy to see
2
s
+
n
r
=
n
2
,
which yields the interpolation inequality
‖ f‖Lst Lrx ≤C‖ f‖
1−β
L∞t L
2
x
‖∇ f‖
β
L2t L
2
x
, β =
n
2
−
n
r
.
Together with Young’s inequality, we deduce the following estimate
‖ f‖Lst Lrx ≤C1‖ f‖L∞t L2x +C2‖∇ f‖L2t L2x . (16)
Now we choose ε > 0 small enough such that, by Young’s inequality, we have
|I4| ≤ ε‖gtη
σ‖2Lst Lrx +C(ε)(|α |p)
2
2−γ ‖b‖
2
2−γ
LltL
q
x
‖gtη
1
2−γ
‖2
L2t L
2
x
≤
λ ∧1
4
(‖gtη
σ‖2L∞t L2x +‖∇gtη
σ‖2
L2t L
2
x
)+C(|α |p)
2
2−γ ‖b‖
2
2−γ
LltL
q
x
‖gtη
1
2−γ
‖2
L2t L
2
x
.
12
Combining these together, we conclude that
ˆ
Rn
1
2
η2σ (t)g2t (x) dx
∣∣∣∣
T
0
−
ˆ T
0
ˆ
Rn
σg2t (x)(∂tη(t))η
2σ−1(t) dxdt
≤
ˆ T
0
η2σ (t)
|α |2
λ
p2‖gt‖
2
L2x
dt−
ˆ T
0
η2σ (t)λ‖∇gt‖
2
L2x
dt
+
λ ∧1
4
(‖gtη
σ‖2L∞t L2x
+‖∇gtη
σ‖2
L2t L
2
x
)+C(|α |p)
2
2−γ ‖b‖
2
2−γ
LltL
q
x
‖gtη
1
2−γ
‖2
L2t L
2
x
.
If we set η(0) = 0, then the inequality above implies that
1
2
‖gTη
σ (T )‖2
L2x
+
λ
2
‖∇gtη
σ‖2
L2t L
2
x
≤
|α |2p2
λ
‖gtη
σ‖2
L2t L
2
x
+
1
4
‖gtη
σ‖2L∞t L2x
+C(|α |p)
2
2−γ ‖b‖
2
2−γ
LltL
q
x
‖gtη
1
2−γ
‖2
L2t L
2
x
+
ˆ T
0
ˆ
Rn
σg2t (x)|∂tη(t)|η
2σ−1(t) dxdt,
and the same is true if we replace T by any t ∈ [0,T ]. Hence
1
4
‖gtη
σ‖2
L∞t L
2
x
+
λ
2
‖∇gtη
σ‖2
L2t L
2
x
≤
|α |2p2
λ
‖gtη
σ‖2
L2t L
2
x
+C(|α |p)
2
2−γ ‖b‖
2
2−γ
LltL
q
x
‖gtη
1
2−γ
‖2
L2t L
2
x
+
ˆ T
0
ˆ
Rn
σg2t (x)|∂tη(t)|η
2σ−1(t) dxdt.
Applying the interpolation inequality (16) with s= r = χ = n+2
n
, we deduce that
‖gtη
σ‖2
L
2χ
t L
2χ
x
≤C|α |2p2‖gtη
σ‖2
L2t L
2
x
+C(|α |p)
2
2−γ ‖b‖
2
2−γ
LltL
q
x
‖gtη
1
2−γ
‖2
L2t L
2
x
+C
ˆ T
0
ˆ
Rn
σg2t (x)|∂tη(t)|η
2σ−1(t) dxdt,
and the proof is complete.
Now we can use the Moser’s iteration to prove Theorem 1.
Proof of Theorem 1. Define open intervals Ik = ((12 −
1
2k+1 )T,T ) and choose ηk as
cut-off functions such that ηk = 1 on Ik, ηk = 0 on I0\Ik−1 and |∂tηk| ≤ 4kT−1. Denote
L
p
Ik×Rn
the Lp space on the space-time domain Ik×Rn. Then
‖gt‖
2
L
2χ
Ik×R
n
≤ ‖gtη
σ
k ‖
2
L
2χ
t L
2χ
x
≤C|α |2p2‖gtη
σ
k ‖
2
L2t L
2
x
+C(|α |p)
2
2−γ ‖b‖
2
2−γ
LltL
q
x
‖gtη
1
2−γ
k ‖
2
L2t L
2
x
+C
ˆ T
0
ˆ
Rn
σg2t (x)|∂tηk(t)|η
2σ−1
k (t) dxdt
≤C|α |2p2‖gt‖
2
L2
Ik−1×R
n
+C(|α |p)
2
2−γ ‖b‖
2
2−γ
LltL
q
x
‖gt‖
2
L2
Ik−1×R
n
+Cσ
4k
T
‖gt‖
2
L2
Ik−1×R
n
13
≤C
(
|α |2p2+ p
2
2−γ ‖b‖
2
2−γ
LltL
q
x
|α |
2
2−γ +σ
4k
T
)
‖gt‖
2
L2
Ik−1×R
n
.
Recall that gt = f
p
t . Let p0 = 1 and pk = χ
k = (n+2
n
)k for k = 1,2, · · · . Then
‖ f
pk−1
t ‖
2
L
2χ
Ik×R
n
≤C
(
|α |2p2k−1+ p
2
2−γ
k−1‖b‖
2
2−γ
LltL
q
x
|α |
2
2−γ +σ
4k
T
)
‖ f
pk−1
t ‖
2
L2
Ik−1×R
n
,
or equivalently,
‖ ft‖L2pk
Ik×R
n
≤C
1
2pk−1
(
|α |2p2k−1+ p
2
2−γ
k−1‖b‖
2
2−γ
LltL
q
x
|α |
2
2−γ +σ
4k
T
) 1
2pk−1
‖ ft‖
L
2pk−1
Ik−1×R
n
.
Iterate the procedure above to get that
‖ ft‖L∞
( T2 ,T )×R
n
≤
(
∞
∏
k=1
C
1
2pk−1 (|α |2p2k−1+ p
2
2−γ
k−1‖b‖
2
2−γ
LltL
q
x
|α |
2
2−γ +σ
4k
T
)
1
2pk−1
)
‖ ft‖L2
I0×R
n
.
Since pk = (n+2n )
k ≤ 2k and 2− γ ≤ 1, we have
‖ ft‖L∞
( T2 ,T)×R
n
≤
(
∞
∏
k=1
C
1
2pk−1 (|α |2p2k−1+ p
2
2−γ
k−1Λ
2
2−γ |α |
2
2−γ +σ
4k
T
)
1
2pk−1
)
‖ ft‖L2
I0×R
n
≤
(
∞
∏
k=1
C
1
2pk−1 (|α |2+Λ
2
2−γ |α |
2
2−γ +
σ
T
)
1
2pk−1 (4
k
2−γ )
1
2pk−1
)
‖ ft‖L2
I0×R
n
≤C(|α |2+Λ
2
2−γ |α |
2
2−γ +
σ
T
)
n+2
4 ‖ ft‖L2
I0×R
n
=C(|α |2T +Λ
2
2−γ |α |
2
2−γ T +σ)
n+2
4 T−
n+2
4 ‖ ft‖L2
I0×R
n
. (17)
We already proved inequality (14), which implies
‖ ft‖L2
I0×R
n
≤ T
1
2 exp
(
C(|α |2T + |α |
2
1−θ ΛµT ν)
)
‖ f‖L2x .
Inserting this into (17), we derive that
‖ ft‖L∞
( T2 ,T)×R
n
≤C(|α |2T +Λ
2
2−γ |α |
2
2−γ T +σ)
n+2
4 T−
n
4
× exp
(
C(|α |2T + |α |
2
1−θ ΛµT ν)
)
‖ f‖L2x .
Notice that 1−θ = 2− n
q
= 2− γ + 2
l
and recall that µ = 2
2−γ+ 2
l
, ν = 2−γ
2−γ+ 2
l
. Hence
|α |
2
2−γ Λ
2
2−γ T = (|α |
2
1−θ ΛµT ν)
2−γ+ 2
l
2−γ ,
and (|α |2T +Λ
2
2−γ |α |
2
2−γ T +σ)
n+2
4 can be regarded as a polynomial of parameters
(|α |2T, |α |
2
1−θ ΛµT ν), which can be dominated by
C exp
(
C(|α |2T + |α |
2
1−θ ΛµT ν)
)
.
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So we have
‖ fT ‖L∞x ≤CT
− n4 exp
(
C(|α |2T + |α |
2
1−θ ΛµT ν)
)
‖ f‖L2x .
By duality, i.e. equation (13)
‖ fT‖L2x ≤CT
− n4 exp
(
C(|α |2T + |α |
2
1−θ ΛµT ν)
)
‖ f‖L1x .
Using the Chapman-Kolmogorov equation, one has
‖ f2T‖L∞x ≤CT
− n2 exp
(
C(|α |2T + |α |
2
1−θ ΛµT ν)
)
‖ f‖L1x .
Recall that
f2T (x) =
ˆ
Rn
f (ξ )exp(−ψ(x))Γ(2T,x;0,ξ )exp(ψ(ξ ))dξ
for any f ∈C∞0 (R
n) and that ψ(x) = α ·x. Replacing 2T by t and dividing both sides
by exp(−ψ(x))exp(ψ(ξ )), then we have a pointwise upper bound on Γ as follows
Γ(t,x;0,ξ ) ≤
C
tn/2
exp
(
C(|α |2t+ |α |
2
1−θ Λµ tν)+α · (x−ξ )
)
for any α ∈Rn, whereC depends only on (l,q,n,λ ). Setm(t,x)=minα∈Rn(C(|α |2t+
|α |
2
1−θ Λµtν)+α ·x). Taking the minimum of the right-hand side over all α ∈Rn, we
can conclude that
Γ(t,x;0,ξ ) ≤
C
tn/2
exp(m(t,x−ξ )).
Finally, we shift Γ(t− τ ,x,0,ξ ) by τ to obtain estimate (5). Now the proof is com-
plete.
We may give an elementary and explicit estimate for the function m appearing
in the theorem we just proved, which also gives a more explicit form of this upper
bound.
Corollary 9. Under the same assumptions and notations as in Theorem 1. If µ ≡
2
2−γ+ 2
l
> 1, the fundamental solution has upper bound
Γ(t,x;τ ,ξ )≤


C1
(t−τ)n/2
exp
(
− 1
C2
(
|x−ξ |2
t−τ
))
|x|µ−2
tµ−ν−1
< 1
C1
(t−τ)n/2
exp
(
− 1
C2
(
|x−ξ |µ
(t−τ)ν
) 1
µ−1
)
|x|µ−2
tµ−ν−1
≥ 1
(18)
where Λ = ‖b‖Ll (0,T ;Lq(Rn)), C1 =C1(l,q,n,λ ), C2 =C2(l,q,n,λ ,Λ). If µ = 1, which
implies q= ∞, we can solve for m(t,x) explicitly and obtain
Γ(t,x;τ ,ξ )≤
C1
(t− τ)n/2
exp
(
−
(C1Λ(t− τ)
ν −|x−ξ |)2
4C1(t− τ)
)
. (19)
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Proof. Clearly, it is enough to estimate functionm(t,x). In this proof, we denoteC1 as
a constant depending only on (l,q,n,λ ) andC2 a constant depending on (l,q,n,λ ,Λ).
Their values may be different throughout the proof. Notice that µ ≥ 1. When µ > 1,
by taking α =− x4C2t , we have
m(t,x)≤
C1|x|
2
16C22t
+
C1Λ
µ |x|µ
4µCµ2 t
µ−ν
−
|x|2
4C2t
=
C1|x|
2
16C22 t
+
C1Λ
µ |x|2
4µCµ2 t
1
·
|x|µ−2
tµ−ν−1
−
|x|2
4C2t
≤−
|x|2
8C2t
if |x|
µ−2
tµ−ν−1
< 1. When |x|
µ−2
tµ−ν−1
≥ 1, we take α =− 14C2 (
|x|
tν
)
1
µ−1 x
|x| . Then one has
m(t,x)≤
C1|x|
2
µ−1
16C22 t
2ν
µ−1−1
+
C1Λ
µ |x|
µ
µ−1
4µCµ2 t
ν
µ−1
−
|x|
µ
µ−1
C2t
ν
µ−1
=
C1|x|
µ
µ−1
16C22 t
ν
µ−1
·
|x|
2−µ
µ−1
t
v−µ+1
µ−1
+
C1Λ
µ |x|
µ
µ−1
4µCµ2 t
ν
µ−1
−
|x|
µ
µ−1
C2t
ν
µ−1
≤−
|x|
µ
µ−1
2C2t
ν
µ−1
.
Now consider the case that µ = 1. To obtain m(t,x) =minα∈Rn(C1(|α |2t+ |α |Λtν)+
α ·x), it is easy to see that α must be in opposite direction of x, i.e. α|α | =−
x
|x| . So we
only need to find the minimum of the polynomial C1t|α |2+(C1Λtν −|x|)|α |, which
is obtained at |α |=−C1Λt
ν−|x|
2C1t
and the value is
m(t,x) =−
(C1Λt
ν −|x|)2
4C1t
.
Now the proof is complete.
Recall that in dimension three, any Leray-Hopf weak solution to the Navier-
Stokes equations satisfies
u ∈ L∞(0,T ;L2(R3))∩L2(0,T ;H1(R3)).
Clearly L2(0,T ;H1(R3)) ⊂ L2(0,T ;L6(R3)), thus γ = 32 for both function spaces.
Notice that by interpolation, u ∈ Ll(0,T ;Lq(R3)) for any l ∈ [2,∞] and q ∈ [2,6]
satisfying 2
l
+ 3
q
= 32 . This is an interesting case for which we have the following
theorem.
Theorem 10. Suppose n= 3, and conditions (E) and (S) hold for b∈ Ll(0,T ;Lq(R3))
satisfying 2
l
+ 3
q
= 32 . Then the fundamental solution Γ to (1) has the upper bound
Γ(t,x;τ ,ξ )≤


C1
(t−τ)3/2
exp
(
− 1
C2
(
|x−ξ |2
t−τ
))
|x|l−4
t l−2
< 1
C1
(t−τ)3/2
exp
(
− 1
C2
(
|x−ξ |4
t−τ
) 1
3− 4
l
)
|x|l−4
t l−2
≥ 1,
(20)
where Λ= ‖b‖Ll (0,T ;Lq(R3)), C1=C1(l,q,n,λ ), C2=C2(l,q,λ ,Λ). Here we set
|x|l−4
t l−2
=
|x|
t
when l = ∞.
Another example is L∞(0,T ;Ln(Rn)), which is not covered in the classical paper
[1] by Aronson and [10]. Here with the divergence-free condition on b, we have
obtained a Gaussian upper bound, which yields the first half of Theorem 2.
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Theorem 11. The fundamental solution to (1) satisfying conditions (E) and (S), with
b ∈ L∞(0,T ;Ln(Rn)) has the Gaussian upper bound
Γ(t,x;τ ,ξ )≤
C1
(t− τ)n/2
exp
(
−
1
C2
(
|x−ξ |2
t− τ
))
,
where Λ = ‖b‖L∞(0,T ;Ln(Rn)), C1 =C1(n,λ ), C2 =C2(n,λ ,Λ).
Since we know that
´
Rn
Γ(t,x;τ ,ξ )dξ = 1 and we have proved the upper bound
in Corollary 9, which is of exponential decay in space, we can derive a lower bound
for Γ in the following form. This proposition will be used in the proof of a pointwise
lower bound later.
Proposition 12. Take the fundamental solution of (1) satisfying conditions (E) and
(S), for any δ ∈ (0,1) and t− τ small enough, we have
ˆ
B(x,R˜(t−τ))
Γ(t,x;τ ,ξ )dξ ≥ δ ,
where R˜(·) is a function defined as follows
R˜(t) =
{
Ct1/2 if γ = 1
Ct(2−γ)/2 ln 1
t
if γ > 1,
B(x,r) is the ball of radius r and center x, and C depends only on (δ , l,q,n,λ ,Λ).
Proof. Firstly, when µ > 1, we have
Γ(t,x;τ ,ξ )≤ h1(t− τ ,x−ξ )+h2(t− τ ,x−ξ ), (21)
where
h1(t,x) =
C1
tn/2
exp
(
−
1
C2
(
|x|2
t
))
, h2(t,x) =
C1
tn/2
exp
(
−
1
C2
(
|x|µ
tν
) 1
µ−1
)
.
Thus it is enough to prove that
ˆ
B(x,R˜(t−τ))c
h1(t− τ ,x−ξ )+h2(t− τ ,x−ξ )dξ ≤ 1−δ .
Without lose of generality, we can assume τ = 0 and x= 0. By the following change
of variable
ˆ
B(0,RC1/22 t
1/2)c
C1
tn/2
exp
(
−
1
C2
(
|ξ |2
t
))
dξ =C
ˆ
B(0,R)c
exp
(
−|ξ |2
)
dξ ,
we have ˆ
B(x,R1(t))c
C1
tn/2
exp
(
−
1
C2
(
|ξ |2
t
))
dξ ≤
1−δ
2
with R1(t) =Ct1/2 for some sufficiently large constant C > 0. For the second term,
since νµ =
2−γ
2 ≤
1
2 , it follows that
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ˆ
B(0,RC(µ−1)ν/µ2 t
ν/µ )c
C1
tn/2
exp
(
−
1
C2
(
|ξ |µ
tν
) 1
µ−1
)
dξ =
C
t
n( 12−
ν
µ )
ˆ
B(0,R)c
exp
(
−|ξ |
µ
µ−1
)
dξ .
Setting Φ(R) =
´
B(0,R)c exp
(
−|ξ |
µ
µ−1
)
dξ , then one has Φ(R) ≤Ce−R by µµ−1 > 1 .
So setting R=C(1− (12 −
ν
µ ) ln t) for someC, we obtain that
ˆ
B(0,R)c
exp
(
−|ξ |
µ
µ−1
)
dξ ≤Ce−R ≤
t
n( 12−
ν
µ )
C1
·
1−δ
2
,
and therefore
ˆ
B(0,R2(t))c
C1
tn/2
exp
(
−
1
C2
(
|ξ |µ
tν
) 1
µ−1
)
dξ ≤
1−δ
2
with
R2(t) =Ct
ν/µ(1+(
1
2
−
ν
µ
) ln
1
t
) =Ct(2−γ)/2(1+(
1
2
−
2− γ
2
) ln
1
t
)
for some constant C. When t is small enough, R1(t)≤ R2(t) and we obtain the radius
R˜(t) = R2(t).
When µ = 1, we have ν = 2−γ2 ≤
1
2 and, by using the elementary inequality
(a−b)2+b2 ≥ a
2
2 ,
ˆ
B(0,Rtν )c
C1
tn/2
exp
(
−
(C1Λt
ν −|ξ |)2
4C1t
)
dξ
=
C
tn(
1
2−ν)
ˆ
B(0,R)c
exp
(
−
(C1Λ−|ξ |)
2
C1t1−2ν
)
dξ
≤
C
tn(
1
2−ν)
ˆ
B(0,R)c
exp
(
−
(C1Λ−|ξ |)
2
C1
)
dξ
≤
C
tn(
1
2−ν)
ˆ
B(0,R)c
exp
(
−
|ξ |2
2C1
+C21Λ
2
)
dξ .
Let Φ(R) =
´
B(0,R)c exp
(
−|ξ |2
)
dξ . Then Φ(R)≤Ce−R for some universal constant.
So we still take
R˜(t) =Ct(2−γ)/2(1+(
1
2
−
2− γ
2
) ln
1
t
)
to obtain ˆ
B(0,R˜(t))c
C1
tn/2
exp
(
−
(C1Λt
ν −|ξ |)2
4C1t
)
dξ ≤ 1−δ .
Clearly, when γ = 1, R˜(t) is justCt1/2. Since we only need R˜(t) for small t, and under
this condition ln 1
t
≫ 1. Thus taking R˜(t) =Ct(2−γ)/2 ln 1
t
when γ > 1 will do.
Remark. Although estimate (21) seems better than (18), actually it can be shown that
this observation will not affect the result. So based on Corollary 9, this R˜(t) is the
smallest cone radius such that we can derive a lower bound of this form inside the
cone.
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3.2 The lower bound
Let T > 0 and x ∈ Rn. To prove the lower bound, Nash’s idea is to consider the
quantity
Gr(t,x) =
ˆ
Rn
ln(Γ(T,x;T − t,ξ ))µr(dξ ) =
ˆ
Rn
ln(Γ∗T (t,ξ ;0,x))µr(dξ )
for t ∈ [0,T ], where µr(x) = 1rn/2 exp
(
−pi|x|
2
r
)
as defined in Lemma 4. Then Jensen’s
inequality implies that Gr(t,x) ≤ 0. We will write it as G(t,x) if r = 1. If we have
Gr(T,x) > −C for some positive constant C, then we can derive a lower bound for
Γ(T,x;0,ξ ). Consider the time derivative of Gr(t,x)
G′r(t,x) =
ˆ
Rn
∂t ln(Γ (T,x;T − t,ξ )) µr(dξ )
=
ˆ
Rn
〈
2piξ
r
,a(T − t,ξ ) ·∇ξ lnΓ (T,x;T − t,ξ )
〉
µr(dξ )
+
ˆ
Rn
〈
∇ξ lnΓ (T,x;T − t,ξ ),a(T − t,ξ ) ·∇ξ lnΓ (T,x;T − t,ξ )
〉
µr(dξ )
+
ˆ
Rn
〈
b(T − t,ξ ),∇ξ lnΓ (T,x;T − t,ξ )
〉
µr(dξ ). (22)
In the following subsections, we will estimate Gr(t,x) under varies conditions on b
and hence obtain a lower bound of Γ.
We will separate the critical and supercritical cases. In critical case γ = 1, we
will only consider the case where l = ∞,q= n, which is the only case that regularity
theory is missing. Since in the critical case, ‖b‖L∞t Lnx is invariant under scaling, we
do not need to worry about explicitly how the constant depends on Λ. Hence we will
only need to estimate G(1,x) and obtain the estimate of G(t,x) for all t by scaling.
In supercritical case, in order to use scaling, we need to find out how the constants
appearing in lower bounds depend on Λ, and therefore it is not a good idea to use the
scaling argument. So we will alter the strategy to estimate Gr(t,x) for all t directly.
3.2.1 Critical case L∞(0,T ;Ln(Rn))
In the critical case L∞(0,T ;Ln(Rn)), we can obtain the following Gaussian lower
bound and hence complete the proof of Theorem 2.
Lemma 13. For any x∈B(0,2), there is a constant C> 0 depending only on n,λ ,Λ=
‖b‖L∞(0,T ;Ln(Rn)), such that
G(1,x) =
ˆ
Rn
ln(Γ (1,x;0,ξ )) µ(dξ )≥−C, (23)
and hence
Γ (2,x;0,ξ ) ≥ e−2C, x,ξ ∈ B(0,2). (24)
Proof. If we fix x ∈ B(0,2), T = 1 and r= 1 in equation (22), then condition (E) and
b ∈ L∞(0,T ;Ln(Rn)) implies
G′(t,x) ≥−
C
λ
‖ξ‖L2(µ)‖∇ξ lnΓ (1,x;1− t,ξ )‖L2(µ)+λ‖∇ξ lnΓ (1,x;1− t,ξ )‖
2
L2(µ)
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−C‖b(1− t)‖Ln(µ)‖∇ξ lnΓ (1,x;1− t,ξ )‖L2(µ)
≥−C(n,λ ,Λ)+
λ
2
‖∇ξ lnΓ (1,x;1− t,ξ )‖
2
L2(µ)
≥−C(n,λ ,Λ)+C(λ )‖lnΓ (1,x;1− t, ·)−G(t,x)‖2L2(µ) ,
where the last step follows the Poincaré-Wirtinger inequality (8) for the Gaussian
measure. The rest of the argument of the proof follows exactly the same as in [19].
For completeness, we include the full proof here. Since G(t,x) ≤ 0, for any K > 0,
using (a−b)2 ≥ a
2
2 −b
2 we have
‖lnΓ (1,x;1− t, ·)−G(t,x)‖2L2(µ)
≥
ˆ
{lnΓ (1,x;1−t,ξ )≥−K}
(lnΓ (1,x;1− t,ξ )−G(t,x))2 µ(dξ )
=
ˆ
{lnΓ (1,x;1−t,ξ )≥−K}
(lnΓ (1,x;1− t,ξ )−G(t,x)−K+K)2 µ(dξ )
≥
1
2
ˆ
{lnΓ (1,x;1−t,ξ )≥−K}
(lnΓ (1,x;1− t,ξ )+K−G(t,x))2 µ(dξ )−K2
≥
1
2
ˆ
{lnΓ (1,x;1−t,ξ )≥−K}
G(t,x)2µ(dξ )−K2
=
1
2
G(t,x)2µ{lnΓ (1,x;1− t,ξ ) ≥−K}−K2.
By the upper bound in Theorem 11, we can find a R > 0 depending only on n,λ ,Λ
such thatˆ
{|ξ |>R}
Γ (1,x;1− t,ξ ) dξ <
1
4
, for all t ∈ (0,1],x ∈ B(0,2).
Also the upper bound implies that there exists a M > 0 depending only on n,λ such
that Γ (1,x;1− t,ξ ) ≤M for t ∈ [12 ,1]. So one has
3
4
≤
ˆ
{|ξ |≤R}
Γ (1,x;1− t,ξ ) dξ
≤ |B(0,R)|e−K +M(2pi)n/2eR
2/2µ {ξ ∈ Rn : lnΓ (x,1;ξ ,1− t)≥−K} .
Now we can choose a large enough K depending on R such that
µ {ξ ∈ Rn : lnΓ (x,1;ξ ,1− t)≥−K} ≥
1
2M(2pi)n/2eR2/2
.
Combining these all together, we have
‖lnΓ (1,x;1− t, ·)−G(t,x)‖2L2(µ) ≥−K
2+
1
4M(2pi)n/2eR2/2
G(t,x)2, (25)
and therefore
G′(t,x)≥−C1+C2G(t,x)
2.
Together with the fact that G≤ 0, it follows from Lemma 5 that
G(1,x) ≥min
{
−C1−2
√
C1
C2
,−
8
3C2
}
=−C. (26)
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Finally the Chapman-Kolmogorov equation and Jensen’s inequality yield that
lnΓ (2,x;0,ξ ) = ln
(ˆ
Rn
Γ (2,x;1,z)Γ (1,z;0,ξ )dz
)
= ln
(ˆ
Rn
(2pi)n/2e|z|
2/2Γ (2,x;1,z)Γ (1,z;0,ξ )µ(dz)
)
≥ ln
(ˆ
Rn
Γ (2,x;1,z)Γ (1,z;0,ξ )µ(dz)
)
≥
ˆ
Rn
lnΓ (2,x;1,z)µ(dz)+
ˆ
Rn
lnΓ (1,z;0,ξ )µ(dz)
≥−2C,
where the estimate of
´
Rn
lnΓ (2,x;1,z)µ(dz) ≥ −C is simply a shift in time and´
Rn
lnΓ (1,z;0,ξ )µ(dz) ≥ −C can be obtained by analyzing the dual operator with
the same argument.
Proof of Theorem 2. Recall the scaling invariant property, i.e. for any ρ > 0 and
z ∈ Rn,
Γ (ρ2t,ρx+ z;0,ρξ + z) = ρ−nΓ (aρ,z,bρ,z)(t,x;0,ξ ) (27)
where aρ ,z(t,x) = a(ρ2t,ρx+ z), bρ ,z(t,x) = ρb(ρ2t,ρx+ z) and Γ (a,b) is the fun-
damental solution associated with (a,b). The transformation (a,b) → (aρ ,z,bρ ,z)
preserves the ellipticity constant λ of a and more importantly the L∞(0,T ;Ln(Rn))
norms of b. So we may apply Lemma 13 to Γ (aρ,z,bρ,z) to deduce that
Γ (2t,x;0,ξ ) ≥
e−2C
tn/2
, |ξ − x|< 4t
1
2 . (28)
Next, to obtain a lower bound for all x,ξ ∈ Rn, we use the Chapman-Kolmogorov
equation. Suppose |x− ξ |2 ∈ [k,k+ 1), we set ξm = ξ + mk+1(x− ξ ) and Bm =
B(ξm,
1
k1/2
) for 0 ≤ m ≤ k+1. For any zm ∈ Bm, we will have |zm− zm−1|< 3k1/2 and
hence Γ( 2m
k+1 ,zm;
2(m−1)
k+1 ,zm−1) ≥ k
n/2e−2C. By the Chapman-Kolmogorov equation
we obtain that
Γ(2,x;0,ξ ) ≥
ˆ
B1
· · ·
ˆ
Bk
k+1
∏
m=1
Γ(
2m
k+1
,zm;
2(m−1)
k+1
,zm−1)dz1 · · ·dzk
≥ (kn/2e−2C)k+1(|B(1)|k−n/2)k.
Choose a constant C′ such that e−C
′
≤ |B(1)|e−2C to obtain
Γ(2,x;0,ξ ) ≥ e−2Ce−C
′|x−ξ |2 .
Finally, we use scaling again to obtain that
Γ(t,x;0,ξ ) ≥
1
Ctn/2
exp
(
−C
|x−ξ |2
t
)
.
Now the proof is complete.
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3.2.2 Supercritical cases
Now we consider the supercritical case 1< γ < 2. We will estimate Gr(t,x) directly
without using scaling argument.
Lemma 14. Suppose q ≥ 2, l ≥ 2, 1 < γ < 2 and R˜(t) is defined as in Proposition
12. For any κ > 0, x ∈ B(0,κR˜(t)) and t > 0 small enough, there is a constant C > 0
depending only on κ , l,q,n,λ ,Λ = ‖b‖Ll (0,T ;Lq(Rn)), such that
Gr(t,x)≥−C(λ )(
t
r
+ r−n/qt
l−2
l Λ2)−C(
r
t
)n/2+1 exp
(
pi|R˜(t)|2
Cr
)
. (29)
Proof. We fix a T > 0. By the definition of Gr(t,x), for 0 < t1 < t2 ≤ T , we can
deduce that
Gr(t2,x)−Gr(t1,x)
=
ˆ t2
t1
ˆ
Rn
∂sΓ(T,x;T − s,ξ )
Γ(T,x;T − s,ξ )
µr(dξ )ds
=
ˆ t2
t1
ˆ
Rn
〈
2piξ
r
,a(T − s,ξ ) ·∇ξ lnΓ(T,x;T − s,ξ )〉µr(dξ )ds
+
ˆ t2
t1
ˆ
Rn
〈∇ξ lnΓ(T,x;T − s,ξ ),a(T − s,ξ ) ·∇ξ lnΓ(T,x;T − s,ξ )〉µr(dξ )ds
+
ˆ t2
t1
ˆ
Rn
〈b(T − s,ξ ),∇ξ lnΓ(T,x;T − s,ξ )〉µr(dξ )ds
≥−
ˆ t2
t1
2pi
λ r
‖ξ‖L2(µr)‖∇ξ lnΓ(T,x;T − s, ·)‖L2(µr)ds
+
ˆ t2
t1
λ‖∇ξ lnΓ(T,x;T − s, ·)‖
2
L2(µr)
ds
−
ˆ t2
t1
‖b(T − s, ·)‖Lq(Rn)‖µ
1
2
r ‖
L
2q
q−2 (Rn)
‖∇ξ lnΓ(T,x;T − s, ·)‖L2(µr)ds
≥−
ˆ t2
t1
C(λ )
r2
‖ξ‖2
L2(µr)
+C(λ )‖b(T − s, ·)‖2Lq(Rn)‖µ
1
2
r ‖
2
L
2q
q−2 (Rn)
ds
+
λ
2
ˆ t2
t1
‖∇ξ lnΓ(T,x;T − s, ·)‖
2
L2(µr)
ds.
Here we set 2q
q−2 = ∞ when q= 2. Since l ≥ 2, we have
ˆ T
0
‖b(T − s, ·)‖2Lq(Rn)ds< ∞.
For the last term in the equation above, we use the Poincaré-Wirtinger inequality and
obtain that
ˆ t2
t1
‖∇ξ lnΓ(T,x;T − s, ·)‖
2
L2(µr)
ds≥
Cr−1
ˆ t2
t1
ˆ
Rn
| lnΓ(T,x;T − s,ξ )−Gr(s,x)|
2µr(dξ )ds.
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Since Gr(t,x) ≤ 0, using (a−b)2 ≥ a
2
2 −b
2, the right-hand side can be estimated as
ˆ t2
t1
ˆ
Rn
| lnΓ(T,x;T − s,ξ )−Gr(s,x)|
2µr(dξ )ds
≥
ˆ t2
t1
ˆ
{lnΓ (T,x;T−s,ξ )≥−1}
(lnΓ (T,x;T − s,ξ )−Gr(s,x)−1+1)
2 µr(dξ )ds
≥
1
2
ˆ t2
t1
ˆ
{lnΓ (T,x;T−s,ξ )≥−1}
(lnΓ (T,x;T − s,ξ )+1−Gr(s,x))
2 µr(dξ )−1ds
≥
1
2
ˆ t2
t1
ˆ
{lnΓ (T,x;T−s,ξ )≥−1}
Gr(s,x)
2µr(dξ )−1ds
=
1
2
ˆ t2
t1
Gr(s,x)
2µr{lnΓ (T,x;T − s,ξ )≥−1}−1ds.
By Proposition 12, for any x ∈ B(0,κR˜(t)), we have
ˆ
B(0,(C+κ)R˜(t))
Γ(T,x;T − t,ξ )dξ ≥
1
2
,
which implies that
µr{lnΓ (T,x;T − t,ξ )≥−1}
Crn/2
T n/2
exp
(
pi|R˜(T )|2
Cr
)
+ |B(0,(C+κ)R˜(t))|e−1 ≥
1
2
for t ∈ [T2 ,T ]. So if we take T > 0 small enough such that |B(0,(C+κ)R(t))|e
−1 ≤ 14
for all t ∈ [0,T ], then
µr{lnΓ (T,x;T − t,ξ )≥−1} ≥C(
T
r
)n/2 exp
(
−
pi|R˜(T )|2
Cr
)
.
Also it is easy to calculate that ‖ξ‖2
L2(µr)
= r and
‖µ
1
2
r ‖
2
L
2q
q−2 (Rn)
= ‖µr‖
L
q
q−2 (Rn)
=C(q)r−n/q.
We now can conclude that
Gr(t2,x)−G(t1,x)≥−
ˆ t2
t1
C(λ )
r
+C(λ )r−n/q‖b(T − s, ·)‖2Lq(Rn)+Cr
−1ds
+Cr−1(
T
r
)n/2 exp
(
−
pi|R˜(T )|2
Cr
)ˆ t2
t1
Gr(s,x)
2ds,
for T2 ≤ t1 < t2 ≤ T . By Lemma 6 and l ≥ 2, we have
Gr(T,x)≥−C(λ )(
T
r
+ r−n/qT
l−2
l Λ2)−C(
r
T
)n/2+1 exp
(
pi|R˜(T )|2
Cr
)
.
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Proof of Theorem 3. For x,ξ ∈B(0,κR˜(t)), by using the Chapman-Kolmogorov equa-
tion we obtain that
lnΓ (2T,x;0,ξ ) = ln
ˆ
Rn
Γ (2T,x;T,z)Γ (T,z;0,ξ )dz
≥ ln
ˆ
Rn
rn/2Γ (2T,x;T,z)Γ (T,z;0,ξ )µr(dz)
≥
n
2
lnr+
ˆ
Rn
lnΓ (2T,x;T,z)Γ (T,z;0,ξ )µr(dz)
=
n
2
lnr+
ˆ
Rn
lnΓ (2T,x;T,z)µr(dz)+
ˆ
Rn
lnΓ (T,z;0,ξ )µr(dz)
≥
n
2
lnr−C(λ )(
T
r
+ r−n/qT
l−2
l Λ2)−C(
r
T
)n/2+1 exp
(
pi|R˜(T )|2
Cr
)
,
i.e.
Γ (2T,x;0,ξ ) ≥ r
n
2 exp
[
−C(
T
r
+ r−n/qT
l−2
l Λ2)−C(
r
T
)n/2+1 exp
(
pi|R˜(T )|2
Cr
)]
.
Now we can take maximum of the right-hand side over all positive r. Recall R˜(t) =
Ct(2−γ)/2 ln 1
t
, if we take r = R˜(T )2, then the right-hand side becomes
T
n
2 (2−γ)(ln
1
T
)
n
2 exp
[
−CT θ1(ln
1
T
)−2−CT θ2(ln
1
T
)−2n/q−CT θ3(ln
1
T
)(n+2)
]
,
where θ1 = γ − 1, θ2 = 1− 2l −
n
q
(2− γ), and θ3 = (n2 + 1)(1− γ) < 0. Clearly
θ3 =min{θ1,θ2,θ3}< 0. Because we are considering only for small t, the dominant
term will be
Γ (2T,x;0,ξ ) ≥ exp
[
−CT θ3(ln
1
T
)(n+2)
]
,
and the proof is complete.
We can use the Chapman-Kolmogorov equation to obtain a positive lower bound
on the whole space, but we prefer to omit the details of computations.
Remark 15. Using full power of the Poincaré-Wirtinger inequality and following
similar arguments as above, we can actually drop the assumptions that q ≥ 2 and
l ≥ 2. We only need to assume that 1≤ γ < 2 to obtain a lower bound.
4 Application of the Aronson type estimate
Assume that b ∈ L∞(0,T ;Ln(Rn)). In the previous section, we have proved the Aron-
son estimate
1
Ctn/2
exp
[
−C
|x−ξ |2
t
]
≤ Γ(t,x;0,ξ ) ≤
C
tn/2
exp
[
−
|x−ξ |2
Ct
]
where C only depends on (n,λ ,Λ). As an application of the Aronson type estimate,
we will prove the uniqueness of Hölder continuous weak solutions.
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We denote the parabolic ball as Q((t0,x0),R) = (t0−R2, t0)×B(x0,R) and
Osc
Q((t0,x0),R)
u= max
Q((t0,x0),R)
u− min
Q((t0,x0),R)
u.
Firstly, we will need Nash’s continuity theorem.
Theorem 16. Suppose u ∈C1,2(Q((t0,x0),R)) is a solution, then for any δ ∈ (0,1),
there are α ∈ (0,1] and C > 0 depending only on (δ ,n,λ ,Λ) such that
|u(t1,x1)−u(t2,x2)| ≤C
(
|t1− t2|
1/2∨ |x1− x2|
R
)α
Osc
Q((t0,x0),R)
u
for any (t1,x1),(t2,x2) ∈ Q((t0,x0),δR).
The proof of this theorem is in the Appendix. Applying this theorem to the fun-
damental solution, we have the following corollary.
Corollary 17. There exist α ∈ (0,1] and C > 0 depending only on (n,λ ,Λ) such that
for any δ > 0, we have
|Γ(t1,x1;0,ξ1)−Γ(t2,x2;0,ξ2)| ≤
C
δ n
(
|t1− t2|
1/2∨ |x1− x2|∨ |ξ1−ξ2|
δ
)α
for all (t1,x1,ξ1),(t2,x2,ξ2) ∈ [δ
2,∞)×Rn×Rn with |x1− x2|∨ |ξ1−ξ2| ≤ δ .
Now we are well prepared for proving the uniqueness and Hölder continuity of
the weak solutions. Given any (a,b) satisfying conditions (E), (S) and b belong-
ing to L∞(0,T ;Ln(Rn)), by mollification we can find a sequence of smooth (am,bm)
such that they satisfy conditions (E), (S) and ‖bm‖L∞t Lnx ≤ ‖b‖L∞t Lnx . Moreover, bm are
compactly supported in space, am → a in L
p
loc([0,T ]×R
n) for any 1 ≤ p < ∞ and
bm → b in L
p
t L
n
x for any 1≤ p< ∞. Denote their corresponding fundamental solution
as Γm, then they have a uniform Aronson estimate, and hence the family of the asso-
ciated fundamental solutions are equi-continuous in [δ 2,∞)×Rn×Rn according to
Corollary 17. Thus, by the Arzela-Ascoli theorem, there is a sub-sequence of {Γm}
converging locally uniformly to some Γ. Moreover, Γ still satisfies the same Aronson
estimate, Hölder continuity and Chapman-Kolmogorov equation.
Theorem 18. Suppose equation (1) satisfies conditions (E), (S), and consider b ∈
L∞(0,T ;Ln(Rn)). Given initial value f ∈ L2(Rn), there exists a unique Hölder con-
tinuous weak solution u(t,x) ∈ L∞(0,T ;L2(Rn))∩ L2(0,T ;H1(Rn)) which satisfies
u(0,x) = f (x). Moreover, ∂u∂ t ∈ L
2(0,T ;H−1(Rn)) and
u(t,x) =
ˆ
Rn
Γ(t,x;τ ,ξ )u(τ ,ξ )dξ .
Proof. Given f ∈ L2(Rn), denote um(t,x) = Γmt f (x) the solution corresponding to
(am,bm) and u(t,x) = Γt f (x). Since Γm → Γ point-wise, the dominated convergence
implies um → u point-wise as well. Notice that we have energy inequality
‖um(t, ·)‖2L2x
+λ
ˆ t
0
‖∇um(s, ·)‖2L2x
ds≤ ‖ f‖2L2x
,
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which implies that um are weakly compact in L∞(0,T ;L2(Rn))∩ L2(0,T ;H1(Rn)).
So its weak limit must be u as defined above. Since um satisfies the following identity
ˆ T
0
ˆ
Rn
um(t,x)
∂
∂ t
ϕ(t,x) dxdt−
ˆ T
0
ˆ
Rn
〈∇ϕ(t,x) ·am(t,x),∇u
m(t,x)〉 dxdt+
ˆ T
0
ˆ
Rn
∇ϕ(t,x) ·bm(t,x)u
m(t,x) dxdt = 0
for ϕ ∈C∞0 ([0,T ]×R
n), by taking m→ ∞ we obtain
ˆ T
0
ˆ
Rn
u(t,x)
∂
∂ t
ϕ(t,x) dxdt−
ˆ T
0
ˆ
Rn
〈∇ϕ(t,x) ·a(t,x),∇u(t,x)〉 dxdt+
ˆ T
0
ˆ
Rn
∇ϕ(t,x) ·b(t,x)u(t,x) dxdt = 0,
which implies that u is a weak solution. Also we have
∣∣∣∣
ˆ T
0
ˆ
Rn
〈∇ϕ(t,x) ·a(t,x),∇u(t,x)〉 dxdt−
ˆ T
0
ˆ
Rn
∇ϕ(t,x) ·b(t,x)u(t,x) dxdt
∣∣∣∣
≤ (
1
λ
+Λ)‖ϕ‖L2(0,T ;H1)‖u‖L2(0,T ;H1),
and so ∣∣∣∣
ˆ T
0
ˆ
Rn
u(t,x)
∂
∂ t
ϕ(t,x) dxdt
∣∣∣∣ ≤ ( 1λ +Λ)‖ϕ‖L2(0,T ;H1)‖u‖L2(0,T ;H1).
Now we obtain ∂u∂ t ∈ L
2(0,T ;H−1(Rn)). This allows us to take ϕ = u to have the
energy estimate
‖u(t, ·)‖22+λ
ˆ t
0
‖∇u(s, ·)‖22ds≤ ‖ f‖
2
2,
and therefore we obtain the uniqueness of the weak solution in L∞(0,T ;L2(Rn))∩
L2(0,T ;H1(Rn)). Suppose Γm → Γ′, which will define another u′ and it satisfies all
the results above. So u = u′ implies Γ = Γ′, and we also have the uniqueness of the
fundamental solution.
Appendix
Here we prove the Nash’s continuity theorem. The proof is inspired by [19], which
was originally written in probability language and relies heavily on the strong Markov
property of the diffusion process. Here we rewrite it using a PDE approach instead.
We still assume (a,b) to be smooth and consider the Dirichlet problem on [0,T ]×
B(x0,R) for any fixed x0 and R> 0.
∂tu−div(a ·∇u)+b ·∇u= 0 in (0,T ]×B(x0,R) (30)
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with u(0,x) = f (x) and u(t,x) = 0 for x ∈ ∂B(x0,R). Clearly there is a unique
regular fundamental solution Γx0,R(t,x;τ ,ξ ) with x,ξ ∈ B(x0,R). So for any f ∈
C∞0 (B(x0,R)) satisfying f ≥ 0,
Γ
x0,R
t f (x) =
ˆ
B(x0,R)
Γx0,R(t,x;0,ξ ) f (ξ )dξ
is the unique strong solution to Dirichlet problem. We will prove the following lower
bound for Γx0,R(t,x;τ ,ξ ), which is also interesting by its own.
Theorem 19. For any δ ∈ (0,1), there exists a constant C =C(δ ,n,λ ,Λ) such that
Γx0,R(t,x;τ ,ξ )≥
1
C(t− τ)n/2
exp
(
−C
|x−ξ |2
t− τ
)
for any t− τ ∈ (0,R2] and x,ξ ∈ B(x0,δR).
Proof. Without loss of generality, we will take τ = 0. For any t > 0, given f ∈
C∞0 (B(x0,R)) satisfying f ≥ 0, consider w(s,x) = Γs f (x)−Γ
x0,R
s f (x)−M for s∈ [0, t]
where
M = sup
s∈[0,t],z∈B(x0 ,R)c
Γs f (z).
Then we notice that w solves (30) in (0, t]×B(x0,R) with the initial-boundary condi-
tion that w(0,x)≤ 0 for x∈B(x0,R) and w(s,x)≤ 0 for s∈ (0, t], x∈ ∂B(x0,R). So the
maximum principle implies that w ≤ 0 in (0, t]×B(x0,R), which means Γ
x0,R
t f (x) ≥
Γt f (x)−M. Since this is true for any f ∈C∞0 (B(x0,δR))
+ with δ ∈ (0,1), we have
Γx0,R(t,x;0,ξ ) ≥ Γ(t,x;0,ξ )− sup
s∈[0,t],z∈B(x0 ,R)c,y∈B(x0,δR)
Γ(s,z;0,y)
≥
1
Ctn/2
exp
(
−C
|x−ξ |2
t
)
− sup
s∈[0,t]
C
sn/2
exp
(
−
(1−δ )2R2
Cs
)
for any x,ξ ∈ B(x0,δR). Consider the second term, set t˜ = t/R2 and s˜= s/R2
sup
s∈[0,t]
C
sn/2
exp
(
−
(1−δ )2R2
Cs
)
=
1
2Ctn/2
exp
(
−C
|x−ξ |2
t
)
sup
s∈[0,t]
2C2tn/2
sn/2
exp
(
−
(1−δ )2R2
Cs
+C
|x−ξ |2
t
)
=
1
2Ctn/2
exp
(
−C
|x−ξ |2
t
)
sup
s˜∈[0,t˜ ]
2C2t˜n/2
s˜n/2
exp
(
−
(1−δ )2
Cs˜
+C
|x−ξ |2
t˜R2
)
.
If |x−ξ |2 ≤ (1−δ )
2R2
2C2 and t ≤ R
2, it implies
sup
s˜∈[0,t˜ ]
2C2t˜n/2
s˜n/2
exp
(
−
(1−δ )2
Cs˜
+C
|x−ξ |2
t˜R2
)
≤ sup
s˜∈[0,t˜ ]
2C2
s˜n/2
exp
(
−
(1−δ )2
2Cs˜
)
,
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where 2C
2
s˜n/2
exp
(
− (1−δ )
2
2Cs˜
)
→ 0 as s˜ → 0. So we can take t˜ small enough so that
RHS≤ 1 and hence we have
Γx0,R(t,x;0,ξ ) ≥
1
2Ctn/2
exp
(
−C
|x−ξ |2
t
)
where max{t, |x−ξ |2} ≤ ε2R2 for some small ε depending on (δ ,n,λ ,Λ).
Now we use the Chapman-Kolmogorov equation to extend this to any x,ξ ∈
B(x0,δR) and t ∈ (0,R2]. First consider |x− ξ | ≥ εR and any t, we set ξm = ξ +
m
k+1(x−ξ ), Bm = B(x0,δR)∩B(ξm,
|x−ξ |
k+1 ), tm =
mt
k+1 . Then for any zm ∈ Bm, we have
|zm− zm−1| ≤
3|x−ξ |
k+1 . So, to obtain |zm− zm−1| ≤ εR and |tm− tm−1| ≤ ε
2R2, we just
need to choose k ≥ 3
ε2
. Now one has
Γx0,R(t,x;0,ξ ) ≥
ˆ
B1
· · ·
ˆ
Bk
k
∏
m=0
Γx0,R(tm+1,zm+1; tm,zm)dz1 · · · zk
≥C(
|x−ξ |
k+1
)nk
(
(k+1)n/2
2Ctn/2
exp
(
−C
|x−ξ |2
(k+1)t
))k+1
≥C
|x−ξ |nk
tnk/2
1
tn/2
exp
(
−C
|x−ξ |2
t
)
≥
1
Ctn/2
exp
(
−C
|x−ξ |2
t
)
.
The only case left now is the case where |x−ξ | ≤ εR and t ≥ ε2R2. Set tm as before,
then
Γx0,R(t,x;0,ξ ) ≥C(
εR
k+1
)nk
(
(k+1)n/2
2Ctn/2
exp
(
−C
(k+1)|x−ξ |2
t
))k+1
≥
1
Ctn/2
exp
(
−C
|x−ξ |2
t
)
,
and the proof is complete.
Now we give the proof of Nash’s continuity theorem. First consider a non-
negative solution on a parabolic ball u ∈C1,2([t0−R2, t0]×B(x0,R)), clearly we have
u(t,x) ≥
ˆ
B(x0,R)
Γx0,R(t,x; t0−R
2,ξ )u(t0−R
2,ξ )dξ
by the maximum principle. Then by Theorem 19
u(t,x) ≥
1
C|B(x0,δ2R)|
ˆ
B(x0,δ2R)
u(t0−R
2,ξ )dξ (31)
for any (t,x) ∈ [t0− δ 21R
2, t0]×B(x0,δ2R), δ1,δ2 ∈ (0,1) and C depending only on
δ1,δ2,n,λ ,Λ. This estimate is called the super-mean value property.
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Lemma 20. Suppose u ∈ C1,2(Q((t0,x0),R)) is a solution, then for any δ ∈ (0,1),
there is a θ = θ(δ ,n,λ ,Λ) ∈ (0,1) such that
Osc
Q((t0,x0),δR)
u≤ θ Osc
Q((t0,x0),R)
u.
Proof. Let
M(r) = max
Q((t0,x0),r)
u, m(r) = min
Q((t0,x0),r)
u,
and consider M(R)− u and u−m(R), which are non-negative solutions. Inequality
(31) implies that
M(R)−M(δR)≥
1
C|B(x0,δR)|
ˆ
B(x0,δR)
M(R)−u(t0−R
2,ξ )dξ
and
m(δR)−m(R)≥
1
C|B(x0,δR)|
ˆ
B(x0,δR)
u(t0−R
2,ξ )−m(R)dξ .
The sum of above two inequalities gives us
[M(R)−m(R)]− [M(δR)−m(δR)]≥
1
C
[M(R)−m(R)],
which completes the proof.
Proof of Theorem 16. Denote l= |t1−t2|1/2∨|x1−x2|. If lR ≥ 1−δ , then it is easy to
findC and the proof is done. If l
R
< 1−δ , we choose integer K such that (1−δ )K+1≤
l
R
< (1−δ )K . Assume t1 ≤ t2. Then
|u(t1,x1)−u(t2,x2)| ≤ Osc
Q((t2,x2),(1−δ )KR)
u≤ θK−1 Osc
Q((t2,x2),(1−δ )R)
u
≤ θK−1 Osc
Q((t0,x0),R)
u= θ−2(θK+1) Osc
Q((t0,x0),R)
u.
Now we can find α such that θ = ((1− δ ) ∧ θ)α , which implies θK+1 ≤ (1−
δ )(K+1)α ≤ ( l
R
)α . The proof is complete.
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