









































































































































pr(A1-al)-∑∑ 6al,ZIPr(A1- 21,A2-Z2)-∑ pr(Al-al,A2-Z2) (5)
Z1-122-1 z2-1
MI M2 MI






Pr(Al -al,A2-a2,･･･,AK-aK) (ak-1,2,･･･,Mk,k-1,2,･･･,K) (7)
以後,確率変数の集合 (AkFk-1,2,･-,K)およびその実現値 (aklk-1,2,･･･,K)をそれぞれA,a
という記号で表すことにすると結合確率はPr(A-可 と表される.結合確率pr(A-可 は
























































が得られる.式 (17)および式 (19)がベイズの公式である.式 (19)はAl-alという事象が起こ
る確率 pr(A1-0･l)とAl-alという事象が起こったという条件のもとで事象 A2-a2が起こ



































































佳意の .T>0に対して ln(.T)≦.7:-1が成り立ち,等号は LT -1のときのみ成り立つ.このことから
得られる不等式 ln(謝)≦吉紫 -1をDlPHQ]の表式に適用することによ｡,






















































により定義される･平均場近似では確率変数 Sx,yの期待値 mx,y≡∑ zx,ypr(S-可 を用いて確率変
I





























･ - ∑(∑(Q誹 )(Bx,y+C∑(Qx+1,y(O+C∑(Qx,y'1()




































外場,Jは相互作用,Tは温度と呼ばれ,格子 0のサイズも MxN の有限系ではなく,無限に大き













什 m, --tanh(芸十字p), 可 - -pL
step5:T-T-0.10として,T/J<0.10なら終了し,そうでなければ step4へ戻るo
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により定義される･Pr(a -glF-I)は原画像 fから劣化画像 gが生成される確率である.
Pr(F-I)は原画像 fそのものの事前確率である･ベイズの公式の右辺は,事前確率 Pr(F-I)
をもとに,まず原画像 fが生成され,その原画像 fから劣化過程 Pr(a-gIF-I)を通して劣化
画像 gが生成されるといういわゆる順過程の状況を表している･観測された劣化画像はこの順過程


























































































を導入する･Qx,y(fx,y)および Q.;:㌔′(fx,y,fx,y,)は f(S)-P(sEh)であれば pr(F-flG-g)
のある画素または画素対の周辺確率分布であることは容易に理解できる.式 (58),式 (65)および式
(66)を式 (64)に代入することにより
















∑ exp(-擁 W ,y)2)
(-土1
wx,'iy′(i,E′)≡ exp(-擁 -gx,y)2-去p(E′-gd,d)2-擁 -E′)2)
































るという考え方からくるものである･式 (117)と式 (120)からア肌 の近似表現は次のように与えら
れる.
flQ]TFBet.her(Q.T,y,Q芸Tyl,y,Q芸;冨'1I(･T,y)∈0)]
























































分布は例えば f㌶1,y(H')の場合,画素 (I,y)には (x+1,y)を除く隣接画素からの影響を 入…;ry,
((x′,y′)∈cx,y＼(x+1,y))という形で取り込んだ構造をしている･また,画素 (x+1,y)には (x,y)を
除く隣接画素からの影響を 入;;ry,((x′,y')∈C-T,y＼(2,y))という形で取り込んだ構造をしている･これ







式 (65)-(125)において,Ju;:I,諾′(く)の変数 (は 0,1しかとらないことを考慮すると
JU芝:I,;1′(-1)-
exp(一入≡;ry′) Ju::I,諾′′(1)- exp(入…;ry′)











修復画像 f-(fx,yl(x,y)∈吋 は式 (60)により決定される･周辺確率分布 pr(Fx,y-fx,ylG-g)















∑∑(覇鍵 )1/T H 現′()
(I-土1く-士1 (3=′′,y′)∈C｡′,,,＼(3=･y)
((x′,y′)∈C｡,〟) (84)





















































































































pr(AR-aR,Aw-aw)- ∑ ∑ pr(Ac-ac,As-as,AR-aR,Aw-aw) (93)
αc-T,Fαs-T,F
pr(As-as,Aw-aw)- ∑ ∑ pr(Ac-ac,As-as,AR-aR,Aw-aw) (94)
αc-T,FαR-T,F













































































































































哩 (110)のもとで決定された Qα(αα)-∂｡(αα)が周辺確率 priA｡ -α｡)の近似として採用され


























∑wo(Z｡)∩ ∩ JuP i(zi)'
Z d (ifi∈αHTl7∈C八α)
∑6ai,Zi(登計)ロ I Ju T-i(zj)Zα (3'lJ<αHTJT∈cj＼α)













具体的に図 13および図 14で与えられた確率的推論について V56ー8(a8桓5,a6),V34→6(a6la3,a4),
V6→7(a7la6)V2→5(a5桓2),V2ー4(a4la2),Vl→3(a3lal),Vl(al),V2(a2)の値を表 2のように設定し,式
(123)-(125)を解くことにより得られた周辺確率分布 (ei(+1),Qt(-1))と定義 (113)にもとづいて得













表 2:式 (99)における V56→8(a8la5,a6),V34→6(a6la3,a4),V6ー7(a7la6)V2ー5(a5la2),V2ー4(a4[012),
Vl→3(a3Lal),Vl(al),V2(a2)の値.
α1 Vl α2 V2
+1 0.99 +1 0.50
-1 0.01 -1 0.50
α1 α3 Vl.3 α2 α4 V2-.4
+1 十1 0.99 +1 十1 0.99
+ 1 -1 0.01 +1 -1 0.01
-1 十1 0.95 -1 +1 0.90
-1 -1 0.05 -1 -1 0.10
α2 α5 V2.5 α6 α7 V6J47
+1 +1 0.70 +1 +1 0.95
+1 -1 0.30 +1 -1 0ー05
-1 +1 0.40 -1 +1 0.02
-1 -1 0.60 -1 -1 0.98
α3 α4 α6 V3416 α5 α6 α8 V56→8
+1 +1 十1 0.99 十1 十1 十1 0.90
+1 +1 -1 0ー01 +1 +1 -1 0.10
+1 -1 +1 0.01 +1 -1 +1 0.30
+1 -1 -1 0.99 +1 -1 -1 0.70
-1 +1 +1 0.01 -1 +1 +1 0.20
-1 +1 -1 0.99 -1 +1 -1 0.80
-1 -1 +1 0.01 -1 -1 +1 0.10
-1 -1 -1 0.99 -1 -1 -1 0.90
- 707 -
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表 4:式 (123)-(125)を解くことにより得られた周辺確率分布 625(a2,a5)および条件付き確率
pr(A｡-a2IA5-a5)とe25(a2,a5)/65(a5)の値
α2 α5 Q25(α2,α5) Pr(A2-α2lA5-α5)
+1 +1 0.35 0.70
+1 -1 0.15 0.30
-i +1 0.20 0.40
-i -1 0.30 0.60
表 5‥式 (123)-(125)を解くことにより得られた周辺確率分布 e36(a3,a6)および条件付き確率
Pr(A3-a31A6-a6)とQ36(a3,a6)/Q6(a6)の値
α3 α6 e36(a3,a6) PrtA3-a3lA6-a6)
+1 +1 0.9264 0.9361
+1 -1 0ー0632 0.0639
-1 +1 0.0001 0.0120
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