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ABSTRACT
Logistic Regression, being both a predictive and an explanatory method, is one of the
most commonly used statistical and machine learning method in almost all disciplines. There are
many situations, however, when the accuracies of the fitted model are low for predicting either
the success event or the failure event. Several statistical and machine learning approaches exist
in the literature to handle these situations. This thesis presents several new approaches to
improve the performance of the fitted model, and the proposed methods have been applied to real
datasets.
Transformations of predictors is a common approach in fitting multiple linear and binary
logistic regression models. Binary logistic regression is heavily used by the credit industry for
credit scoring of their potential customers, and almost always uses predictor transformations
before fitting a logistic regression model. The first improvement proposed here is the use of point
biserial correlation coefficient in predictor transformation selection. The second problem
presented in this thesis is the application of the Bayesian method in fitting a logistic regression
model. The problem of improving the performance of the logistic regression classifier for the
minority event cases is also considered in this thesis. Two different clustering-based methods
are developed: (i) the method of selective bootstrap, which oversamples cases from the minority
class that best represent the minority class, and (ii) the method of clustered parametric or nonparametric simulation to oversample the minority cases. Both of these approaches are applied to
real world datasets and significantly improve the predictive accuracies.
The results from the proposed methods have been presented at International conferences,
and three articles have been published in peer-reviewed journals, with one article submitted for
publication.
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PREFACE
This thesis consists of a total of six sections. Sections 1-2 provide a brief description of
the commonly used machine learning tools for prediction of a binary response, with a real
example dataset from the machine learning literature. Section 3 describes the problems
considered in this thesis. Sections 4 – 7 are the four research articles that have been presented in
international conferences, three of which have already been published in peer-reviewed research
journals, and the fourth one has been submitted for publication.

Each of the sections 4 – 7 are standalone articles, with their own figures, tables, and
references, so the figure and table numbers repeat in these sections and each section has its own
set of references.
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INTRODUCTION
A common situation in data mining consists of a large dataset and the need to predict a
binary response. In this section, some of the commonly used Machine Learning (ML) methods
that are applicable for this problem (Kotsiantis, 2007; Kirk, 2017) are described below, and are
illustrated with an example.

A. Naive Bayes Classifier

Naïve Bayes Classifier uses the Bayes theorem to calculate the posterior probability
distribution of Y, given the sample information X = (X1, ..., Xn), as follows:
P( X | Y = y ) P(Y = y )
P( X )
P( X 1 | Y = y ) ´ P( X 2 | Y = y ) ´ ... ´ P( X n | Y = y ) P(Y = y )
=
P( X )
µ P( X 1 | Y = y ) ´ P( X 2 | Y = y ) ´ ... ´ P( X n | Y = y ) P(Y = y )

P(Y = y | X ) =

The naive assumption is that the predictors X1, ..., Xn are conditionally independent of the
response Y. The posterior probabilities P(Y=1|X) and P(Y=0|X) are calculated for a new
sample X, and then
ì1 P(Y = 1| X ) > P(Y = 0 | X )
Yˆ = í
î 0 P(Y = 1| X ) < P(Y = 0 | X )

1

(1)

B. K-Nearest Neighbor Algorithm

The KNN algorithm first finds the k most similar neighbors of all observations in the entire
training set and makes predictions by computing the most common value (mode) of the
binary response variable.
C. Decision Trees

Decision tree (DT) is a supervised learning algorithm (having a pre-defined target variable) that
is used for both categorical and continuous predictors and response variables. A DT splits the
sample into two or more homogeneous sets (or sub-populations) based on most significant
predictor variables. An overview of the DT method and applications in medicine is provided by
Podgorelec, Kokol, Stiglic, and Rozman (2002).

D. Artificial Neural Networks (ANN)

Artificial Neural Networks (ANN) mimic the functioning of the human brain (Zhang, 2000;
Schmidhuber, 2015; Hamadache, Benkortbi, Hanini, and Amrane ,2017). Perceptrons are
artificial neurons that are organized into three layers: input layer (representing the predictors),
hidden layer(s) correspond to the interaction between the predictors and the response, and the
output layer (representing the response).
Each perceptron is assigned a numerical weight. The predictive accuracy of ANN increases with
the number of hidden layers, but the complexity of ANN also goes up, and the ANN might even
start to fit noise and not just the signal; this is referred to as overfitting.
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E. The Linear Discriminant Analysis

Linear Discriminant Analysis and Principal Components Analysis (PCA) are both latent variable
methods that are used for dimensionality reduction. LDA is a multi-class classifier, and PCA can
be used as one. The main difference between LDA and PCA is that LDA is a supervised learning
method, whereas PCA is unsupervised. LDA can obviously be used as a binary classifier. For
LDA to work well, the following assumptions are required (Johnson, and W. Wichern , 2008):
(a) All of the predictors are continuous.
(b) The sample of predictor values follows a multivariate normal distribution mean vector µi and
covariance matrix Si
(b) Data in each group has the same covariance matrix: Si = S (i = 1, 2).
Real data rarely satisfies these assumptions, and therefore LDA method is not included in the
example provided following this section.

F. Support Vector Machines (SVM)

Introduced by Vapnik and Chervonenkis (1963) as another classification tool (Vapnik and
Lerner, 1963), SVM has developed into a method for fitting Multiple Regression Models
(Drucker, Burges, Kaufman, Smola, and Vapnik, 1997), and has found applications in many
disciplines including gene expression studies (Brown, Grundy, Lin, Cristianini, Sugnet, and
Furey, Ares, and Haussler, 2000; Devi, Devraj, Venkatesulu, 2015), prediction of diseases (Yu,
Liu, Valdez, Gwinn, Khoury, 2010), and in geosciences (Verma, Singh, and Maheshwar, 2014).
A Support Vector Machine (SVM) falls in the category of supervised machine learning methods.
It can be used as a multi-level classifier and also for fitting regression surfaces. As a binary
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classifier, SVM determines a hyperplane that best splits a dataset into two classes. If the problem
exhibits nonlinearity, it uses a nonlinear kernel to solve the problem.

G. Logistic Regression

Logistic Regression is a statistical model that is both predictive and explanatory (Shmueli, 2010).
It belongs to the class of models called Generalized Linear Model, which is not to be confused
with the General Linear Models (GLM). A GLM relates a continuous response Y to a set of
(continuous or categorical) predictors X1, …, XP as follows:

Yi = b0 + b1 X1i + ... + bP X Pi + ei , with ei ~ N (0, s2 ), s2 = unknown error variance
The unknown parameters

b0 , b1 ,...b P are estimated by the method of least squares (Kutner,

Nachtsheim, Neter, and Li, 2005). The Generalized Linear Model (Dobson and Barnett, 2018)
has three components:
(i)

A linear predictor: hi = b0 + b1 X 1 + ... + b P X P ,

(ii)

A link function describing how the mean response µi is related to the linear predictor, and

(iii)

A variance function relating the variance of the response to the mean

Var (Yi ) = fV (µ), where f is the constant dispersion parameter.
The Logistic Regression is a generalized linear model for Bernoulli response with

µi = pi , V (µi ) = pi (1 - pi ) and the link function

æ p ö
g ( pi ) = logit( pi ) = log ç i ÷
è 1 - pi ø

(2)

The unknown b’s are estimated either by the method of maximum likelihood (Hosmer,
Lemeshow, and Sturdivant, 2013), or by using Bayesian methodology (Hooten and Hefley,
4

2019) which will be discussed later in this section. Since this work is mainly concerned with the
Logistic Regression Classifier, more details of this method are included here.

H. Estimation of the Logistic Regression Model:

(Yi , X 1i ,..., X Pi ), i = 1, 2,..., n with Y being the binary response, and X 1 ,..., X P
the (continuous or categorical) predictors, logistic regression model can be
expressed as
æ p
log ç i
è 1- pi

ö P
÷ = å bk X ki with X 0i = 1, which can be written as
ø k =0

P

å bk X ki

pi =

e k =0

P

å bk X ki

.

(3)

1 + e k =0
The likelihood of the sample, assuming Yi follows the Bernoulli distribution
with success probability P(Yi = 1) = pi , is given by
æ å bk X ki
L(b0 , b1..., b P ; X ) = Õ ç e k =0
i =1 ç
è
P

n

ö
÷
÷
ø

yi

æ
å bk X ki
ç 1 - e k =0
ç
è
P

ö
÷
÷
ø

ni - yi

(4)

In the classical case, the coefficients b0, b1, …, bP are unknown constants. The likelihood
equation is numerically solved to obtain the classical estimates of the coefficients

b0, b1, …, bP. In the Bayesian formulation, the parameters b0, b1, …, bP are random variables
which follow a joint probability distribution g(b0, b1, …, bP). Bayesian updating of the prior
distribution is performed via the Bayes theorem to obtain the joint posterior distribution
g*(b0, b1, …, bP|sample). Two different priors are used for the Titanic dataset: the weeklyinformative Cauchy prior (Gelman, Jakulin, Pittau and Su ,2008) and the multivariate normal
prior (Martin and Quinn ,2006).
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AN ILLUSTRATION OF THE ABOVE MACHINE LEARNING METHODS
To illustrate the machine learning methods mentioned above, the well-known Titanic data
set is used (Cartledge, 2017; Harrel, 2002). The variables in the dataset titanic3 are briefly
described below.
Variable Description – Titanic Data Set
Pclass

Passenger Class (1 = 1st; 2 = 2nd; 3 = 3rd)

survival

Survival (0 = No; 1 = Yes)

name

Name

sex

Sex

age

Age (Age is in Years; Fractional if Age less than 1)

sibsp Number of Siblings/Spouses Aboard (Brother, Sister, Stepbrother, or Stepsister of
Passenger Aboard Titanic)
parch

Number of Parents/Children Aboard

ticket

Ticket Number

fare

Passenger Fare (British pound)

cabin

Cabin

embarked

Port of Embarkation (C = Cherbourg; Q = Queenstown; S = Southampton)

boat

Lifeboat

body

Body Identification Number

home.dest

Home/Destination

The predictors used in fitting the logistic regression model to the Titanic dataset are:
Sex, age, sibsp, and p.class (using dummy columns D.pclass1, D.pclass2).
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A. Results for the Titanic Dataset

The statistical software environment R (2018) was used for all computations reported in
this work. The R-code for the six machine learning methods are included in Appendix A. Table
1 shows the confusion matrices and the overall accuracies of the six machine learning methods
used; all six methods have comparable accuracies with KNN (k=9) method giving the best
overall accuracy of 81.23%.

Table 1: Overall Predictive Accuracy of Binary Classifiers for the Titanic Data Set
Method
Naïve Bayes

Overall Accuracy
KNN (k=9)
Overall Accuracy
Decision Tree
Overall Accuracy
ANN
Overall Accuracy
SVM
Overall Accuracy
Logistic Regression
Overall Accuracy

Predicted Y
0
1
77.01
0
1
81.23
0
1
79.31
0
1
78.54
0
1
77.78
0
1
75.86

Observed Y
0
1
128
41
19
73
133
14

35
79

134
13

41
73

134
43

13
71

136
11

47
67

125
41

22
73

7

Figure 1 shows the Decision Tree model, Figures 2 and 3 the ANN models with 2 and 3
hidden layers, respectively, and Figures 4-5 the two Bayesian models for the Titanic dataset.

Figure 1: Decision Tree Model for Titanic Dataset
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Figure 2: ANN for Titanic Dataset (2 hidden layers)

ANN Weights for 2 Hidden Layers
[,1]

[,2]

[,1]

[,2]

[1,] -8.38350952 11.09820

[1,]

1.927362 -1.927361

[2,] 8.79814600 64.99918

[2,]

-4.859790

[3,] -0.03803627 -18.94986

[3,] -1377.308289 1377.311261

[4,] -0.31148048 -33.39064
[5,] 8.84753233 -714.63545
[6,] 2.43248608 240.97097
9

4.859778

Figure 3: ANN for Titanic Dataset (3 hidden layers)

The method of logistic regression is the only method that is predictive and explanatory.
The fitted logistic regression models are shown in Tables 2 – 4; it can be seen from these tables

10

that both the priors used (weekly informative Cauchy prior and the normal prior) yield results
very similar to the classical method.

Figure 4: Bayesian Posterior Probability Distributions of Coefficients of the Logistic
Regression Model for Titanic Data Set – Cauchy Prior with Scale of 2.5 via R- Package
Bayesglm

11

Figure 5: Bayesian Posterior Probability Distributions of Coefficients of the Logistic
Regression Model for Titanic Data Set – Normal Prior – via MCMC Algorithm of the Rpackage MCMCpack
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Table 2: Classical Logistic Regression Model
(Intercept)
sex
age
sibsp
D.pclass1
D.pclass2

Estimate
-1.08
2.64
-0.04
-0.25
2.45
1.18

SE
z-value P-value
0.26
-4.11
0.00
0.20
13.23
0.00
0.01
-5.63
0.00
0.11
-2.21
0.03
0.27
9.13
0.00
0.23
5.03
0.00

Table 3: Bayesian LR Model – Weekly Informative Cauchy Prior
Estimate
(Intercept)
-1.08
sex
2.61
age
-0.04
sibsp
-0.25
D.pclass1
2.40
D.pclass2
1.15

SE
z-value P-value
0.26
-4.16
0.00
0.20
13.25
0.00
0.01
-5.56
0.00
0.11
-2.17
0.03
0.26
9.09
0.00
0.23
4.96
0.00

Table 4: Bayesian LR Model with 95% Bayesian Credible Sets (Normal Prior)

(Intercept)
sex
age
sibsp
D.pclass1
D.pclass2

Mean
-1.09
2.66
-0.04
-0.25
2.49
1.21

SD
0.26
0.21
0.01
0.11
0.28
0.24

Naïve
SE
0.00
0.00
0.00
0.00
0.00
0.00

Time Series
SE
L95
U95
0.01
-1.61
0.01
2.28
0.00
-0.06
0.00
-0.47
0.01
2.01
0.01
0.76
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-0.56
3.07
-0.03
-0.05
3.09
1.71

DESCRIPTION OF PROBLEMS
The main focus of this study is to improve the performance of Binary Logistic
Regression. The method of Logistic Regression Binary Classifier has been found to compare
quite well with the LDA in several examples (Liong and Foo, 2013), Decision Tree in classifying
acute cardiac ischemia (Long, Griffith, Selker, D'Agostino , 1993), ANN in biomedicine
applications (Dreiseitl and Ohno-Machado, 2002), LDA and ANN in prediction of species
distribution (Manel, Dias, and Ormerod, 1999), and also with LDA and SVM in forensic
applications (Santos, Guyomarc’h, Bruzek, 2014). For binary response problems, the Confusion
Matrix is a 2x2 matrix shown in Table 5.

Table 5: Binary Response Confusion Matrix
PREDICTED
RESPONSE

TRUE RESPONSE
0

1

0

N 0,0

N 0,1

1

N1,0

N1,1

The accuracy in the binary response case reduces to:

Accuracy =

N 00 + N11
N 00 + N 01 + N10 + N11

(5)

14

Precision and Recall for category 0 are given by:

Precision 0 =
Recall0 =

N 0,0

(6)

N 0,0 + N 0,1
N 0,0

(7)

N 0,0 + N1,0

Similarly, Precision and Recall, for category 1 are given by:

Precision1 =
Re call1 =

N1,1

(8)

N1,0 + N1,1
N1,1

(9)

N 0,1 + N1,1

The F1 measures are given by:

F1i =

2 ´ Precision i ´ Recalli
; i = 0,1.
Precision i + Recalli

(10)

A. Improving Accuracy of the Logistic Regression via Predictor Transformations

Logistic Regression is the preferred method for developing predictive models for a binary
response, and variable transformations are routinely used to improve the predictive accuracy of
the fitted model (Anderson, 2007; Siddiqi, 2017). A systematic method for selecting
transformations based upon point-serial correlation coefficient (Demirtas & Hedeker, 2016)
between a continuous predictor and a binary response is developed and investigated; the results
were presented at the 15th International Conference on Information Technology, held in Las
Vegas, Nevada, and the article appeared in the proceedings (Latifi, 2018). This article is included
herein as Section 4 of this dissertation.
15

B. Improving Accuracy of the Logistic Regression Classifier for Imbalanced Datasets

When the dataset is balanced, i.e., as almost equal number of successes and failures in the
response column, the precision and recall measures are close to each other. There are situations,
however, when the dataset is heavily imbalanced, i.e., the ratio of the number of minority class to
the number of majority class is much smaller than 1, and as a result, the accuracy measures for
the minority class are very poor.
The under-sampling of majority class cases or over-sampling of minority cases has been
investigated as a remedy for unbalanced datasets (Chawla, Bowyer, Hall, and Kegelmeyer 2002)
A combination of under-sampling the majority class and over-sampling the minority class is
known to yield better results that over-sampling alone. A selective bootstrap approach to this
problem was developed and investigated in the present body of work; the results were presented
at an international conference (ICRST (2018) XIIIth International Conference on Researches in
Science & Technology, 10-11 August 2018, Indonesia) and an article based on these results was
published in the journal MATTER: International Journal of Science and Technology in 2018.
This article forms the basis of Section 5 of this dissertation.
C. Bayesian Logistic Regression for Cancer Prediction

Section 6 of this dissertation is concerned with fitting a logistic regression model to the
secondary breast cancer dataset (Wisconsin Diagnostic Breast Cancer Data Set) of 569
observations on 32 variables. The R-package bayesglm was used for this purpose. The results
were published as a research article in the Biostatistics & Bioinformatics journal.
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D. Cluster-wise Oversampling to Improve Logistic Regression Model Performance in

Imbalanced Data Sets
In Section 7 of this dissertation, we propose and investigate two hybrid clustering methods,
one parametric based on generating data from multivariate normal distributions, and a nonparametric method based on dithering continuous predictors. The results obtained from this
method form the contents of Chapter 5 of this dissertation. This research article was published in
the International Conference on Mathematic, Statistics and Applied Science (ICMASTAS-19),
held in Manila, Philippines in July, 2019, and has been submitted for publication in an
international journal.
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SELECTION OF TRANSFORMATIONS OF CONTINUOUS PREDICTORS IN LOGISTIC REGRESSION
Michael Chang, Rohan J. Dalpatadu, Ashok K. Singh (2018). Information Technology - New
Generations, 15th International Conference on Information Technology, Editors: Latifi, Shahram
(Ed.). Conference held in Las Vegas, Nevada.
A. Abstract

The binary logistic regression is a machine learning tool for classification and discrimination
that is widely used in business analytics and medical research. Transforming continuous predictors
to improve model performance of logistic regression is a common practice, but no systematic
method for finding optimal transformations exists in the statistical or data mining literature. In this
paper, the problem of selecting transformations of continuous predictors to improve the
performance of logistic regression models is considered. The proposed method is based upon the
point-biserial correlation coefficient between the binary response and a continuous predictor.
Several examples are presented to illustrate the proposed method.
Keywords. Machine learning; data mining; precision; recall; F1.
B. Introduction

In fitting a regression model, continuous predictors are sometimes transformed to improve
model fit [1]. The correlation coefficient between the continuous response variable and a
continuous predictor can be used for this purpose. When the response is binary and the logistic
regression (LR) is used to predict the response, predictor transformations are still used [2, 3], but
no practical method seems to exist in the literature for improving the performance of prediction.
In this article, we investigate the applicability of the point-biserial correlation [4, 5] in selection of
predictor transformations for continuous predictors in order to improve the fit of an LR model.
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Pseudo R-square values, Precision, recall and F1-measure ([6-10]) are used to compare the LR
models based on raw and optimally transformed predictors.

Examples from machine learning literature and also from big data analytics are presented in this
paper to illustrate the proposed method. The model performance results based on optimally
transformed predictors are found to be at least as good as those based on raw data.

C. Description of the Problem

Logistic regression (LR) is used to find a relationship between a binary dependent variable Y
and a set of predictor variables {X1, …, XP}. The predictor variables can be continuous or
categorical; dummy variables are used in the latter case.

With p denoting the success probability P(Y = 1), the LR model can be expressed as

p
1- p
or

=e

b0 +

P

åb j X j
j =1

p

[1]
P

ln(
) = b0 + å b j X j
1- p
j =1
i.e., log-odds is a linear function of the predictors
X j , j = 1, 2,..., P.

This article is concerned with determining transformations of all continuous predictors to
improve the performance of the fitted LR model. The method for finding optimal transformations
is based upon the point-biserial correlation coefficient, which is a correlation between a binary and
a continuous variable; for creating optimal bins of a continuous predictor, the chi-square test of
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independence between the binary response and a binned predictor is used. Multicollinearity
among predictors is handled as follows: one by one, any predictor with generalized variance
inflation factor (GVIF) [11] above 5 is removed, and then any predictor which is insignificant at
5% significance level is removed to obtain the final LR model.
D. The Biserial and Point-biserial Correlation Coefficients

Given an independent random sample {(X1,Y1), …,(Xn,Yn)} of n observations on a pair of
random variables (rv) (X,Y), with X continuous and Y binary, the product-moment correlation
coefficient between X and Y is called the biserial correlation coefficient if Y is a dichotomized
version of a normally distributed rv Y*; in case Y is a binary rv with no natural ordering (e.g., Y=1
if subject survives, and 0 otherwise), the product-moment correlation coefficient between X and Y
is called the point-biserial correlation coefficient [5 ]. The point-biserial coefficient can be
calculated from the following expression [5]:

æ X - X 0 ö np1 (1 - p1 )
rPB = ç 1
÷
n -1
è sY ø
where
nj

Xj =

åX
i =1

nj

ij

is the mean of the continuous

[2]

n

variable X when Y = j , j = 0,1, and p1 = å Yi / n.
i =1

The null hypothesis of 0 correlation between Y and X can be tested by using the t-statistic

t PB =

rPB n - 2
2
1 - rPB

which has a t -distribution with degrees of
freedom (df) n - 2.
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E. Determination of Optimal Transformation for a Continuous Predictor

We will demonstrate the proposed method with some of the commonly used transformations
business analytics: natural log, square, square root, inverse, and binning.
In this article, we will consider the following continuous transformations for each continuous
predictor X:
X1 = ln(X), X2 = X2, X3 = √X, and X4 = 1/X.
The optimal continuous transformation can be determined as follows:
(i)

Compute the point-biserial correlation coefficient between the binary Y and X, X1, …,
X4.

(ii)

Calculate the t-statistics tPB for each version of the predictor in Step (i).

(iii)

Use the predictor transformation that corresponds to max(|tPB|); in case the predictor X
yields the largest value, do not transform the predictor X.

In order to determine optimal bins for a continuous predictor, following steps are used:
(i)

Create k bins (k ≥2) for the continuous predictor X.

(ii)

Calculate the chi-square statistic and associated P-value for testing
independence between Y and X.

(iii)

Choose k = k0 where k0 yields the smallest P-value.

In the next section, the proposed method is illustrated with a few examples.
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F. Performance Measures of Binary Classifiers

The commonly used performance measures for binary classifiers [9, 10] are calculated from the
confusion matrix (Table 5) for each category {0,1} from the following formulas:

Precision j =

C j, j
1

åC
k =0

C j, j

Recall j =

1

åC
k =0

F1 j =

j ,k

k, j

2 ´ Precision j ´ Recall j
(Precision j + Recall j )

( j = 0,1)

Table 5: Confusion matrix
Predicted Response
0

1

0

C0,0

C0,1

1

C1,0

C1,1

Actual Response

G. Examples

In this section, we will present a few examples; for smaller data sets, instead of generating a
training set, we will fit the LR model to the entire data set after casewise deletion of missing values.
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Example 1. In this example, the well-known titanic data set [12] is used; titanic data set has
following information on the 1309 passengers of Titanic:

Table 6: Description of the titanic data set
Name
pclass
survived
name
sex
age
sibsp
parch
ticket
fare
cabin
embarked
boat
body
home.dest

Variable Explanation
Passenger Class (1=1st;2=2nd;3=3rd)
Survival (0=no, 1 = yes)
Passenger name
Gender of passenger
Age of passenger
(number of siblings/spouses aboard)
(number of parents/children aboard)
Ticket number
Passenger fare (£)
Cabin
Port of Embarkation (C = Cherbourg; Q = Queenstown; S = Southampton)
Lifeboat
Body Identification Number
Home/Destination

The titanic data set has several missing values in the age column. Casewise deletion
resulted in 1045 rows of data with no missing values in any column. The final LR model for the
binary response Y (survived) fitted to this subset of data is shown in Table 7. Table 7 shows that
being male reduces the log odds by 2.5 while a unit increase in age reduces the log odds by 0.03;
moreover, log odds of survival are highest in pclass 1.
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Table 7: LR model fitted to titanic data with missing values removed
(Intercept)
age
pclass 2
pclass 3
Male

Estimate
3.52
-0.03
-1.28
-2.29
-2.50

SE
0.33
0.01
0.23
0.23
0.17

z-value
10.77
-5.42
-5.68
-10.13
-15.04

P-value
0.00
0.00
0.00
0.00
0.00

There are no multicollinearity issues in this model since all variance inflation values (VIF)
values are less than 1.25. The pseudo-R2 values (McFadden = 0.31, CoxSnell = 0.34 , Nagelkerke
= 0.46) suggest a good fit. Precision, recall, and F1 values for the two categories 1 and 0 for the
above LR model are shown in Table 8.

Table 8: Precision, recall, and F1 values for the final LR model based on age
Category Precision Recall
F1
1
75%
70%
73%
0
80%
84%
82%

In the titanic data set, age is the only continuous predictor in the fitted LR model. The absolute tvalues for the raw predictor age and each of the four transformations of age
X1 = ln(1+X)
X2 = (age)2
X3 = √age
X4 = 1/age
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are above 3.1 (indicating highly significant point-biserial correlation) with the largest one
corresponding to the log-transformation. The fitted LR model with age replaced by ln(1+age) is
shown in Table 9.

Table 9: LR model fitted to titanic data with age replaced by ln(1+age).
Estimate

SE

z

P-value

(Intercept)

4.76

0.50

9.44

0

log(1+Age)

-0.72

0.13

-5.74

0

pclass 2

-1.18

0.22

-5.41

0

pclass 3

-2.16

0.21

-10.20

0

Male

-2.51

0.17

-15.10

0

The pseudo-R2 values for the model based on transformed predictors are same (McFadden
= 0.31, CoxSnell = 0.34 , Nagelkerke = 0.46) as before.
Precision, recall, and F1 values for both the categories 1 and 0 for the LR model using logtransformed age are slightly higher than those using age (Table 10).

Table 10: Precision, recall, and F1 values for the final LR model based on ln(age)
Category Precision Recall
1
.78
.71
0
.81
.86

F1
.74
.83
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Example 2: The breast cancer survival data set used in this example is described in detail in [12].
The pre-processed data has 338596 observations on the binary response variable (survivability)
and 19 predictors; there are 38381 cases (11.34%) of response 0 and 300215 cases (88.66%) of
response 1. Since this is a rather large data set, we split the data set into a training set and a test set
by randomly selecting 25% of the observations for the test set.
In the final LR model for survivability based on the training set, there are 5 significant
categorical predictors (Race, Marital status, Grade, Radiation, and csEODExtension) and 4
continuous predictors (X1=ageAtDiagnosis , X2=csEODTumorSize, X3=regional NodesPositive,
and X4=NodesExamined). Maximum GVIF value for the fitted LR model is 1.2. The absolute
values of the t-statistics, with the largest value shaded, for the 4 transformations for each of the 4
continuous predictors listed above are shown in Table 11.

Table 11: Values of abs(t) for predictor X and the transformations log(1+X), X2, √X, and
1/(1+X) for the 4 predictors
t.raw t.log

t.sqr t.sqrt

t.Inv

22.5 27.9

29.3

X1 31.8

23.7

X2 98.0

184.2 73.4 148.7 177.0

X3 83.1

128.7 72.2 108.3 294.3

X4 28.9

15.4

41.9 2.0

87.2
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Table 11 shows that X1 does not need to be transformed, and ln(1+X2), 1/(1+X3) and 1/(1+X4)
should replace X2, X3, and X4 respectively. The final LR model based on transformed predictors
also has no multicollinearity issues as GVIF < 1.2.
We will next compare the untransformed LR model to the transformed one. Table 12 shows
that the transformed LR model performed slightly better than the untransformed one in terms of
the pseudo R-square values.

Table 12: Pseudo R-square for the transformed and untransformed predictors LR models
McF

CS

N

Untransformed 0.26

0.17

0.34

Transformed

0.20

0.40

0.32

Tables 13 and 14 show precision, recall and F1 values for categories 1 and 0, respectively.
For category 1 (Table 13), there is hardly any difference in the two models, but slight gains in the
transformed model are seen in for category 0 (Table 14).
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Table 13: Precision, recall and F1 measures for Category 1
Precision Recall F1
Untransformed Training 0.92

0.99

0.95

Transformed

0.92

0.98

0.95

Untransformed Test

0.92

0.99

0.95

Transformed

0.92

0.98

0.95

set

set

Table 14: Precision, recall and F1 measures for Category 0
Untransformed

Training

0.72 0.29 0.42

Transformed

set

0.71 0.32 0.44

Untransformed

Test

0.72 0.29 0.42

Transformed

set

0.72 0.32 0.44

Example 3: In the third example, we use a data set from credit scoring used in the credit and
banking industries. After preprocessing and eliminating irrelevant variables, the data set had
122763 observations on a total of 343 variables including the binary response Y which equals 1
for a high risk customer. After removing the set of continuous predictors which were perfectly
correlated, and one which was constant, we were left with 319 continuous predictors. A model
with ‘top-20’ predictors was needed for this data set; these were identified by computing the pointbiserial correlations of these predictors with Y, and retaining the 20 predictors with the largest
point-biserial correlations. In the final LR model, there were 18 significant predictors (P < 0.0004).
The point-biserial correlations were calculated (Table 15) to determine best predictors.
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Table 15: Values of abs(t) for predictor X and the transformations log(1+X), X2, √X, and
1/(1+X) for the top-20 predictors
t.raw

t.log

t.Sqr

t.SqrT

t.Inv

var96

61.94

79.17

61.23

62.69

47.08

var93

57.18

69.67

56.54

57.25

38.34

var95

53.95

68.34

53.31

54.47

43.29

var73

49.87

74.22

16.99

57.28

52.12

var273

44.72

76.34

21.39

55.51

58.28

var113

42.39

74.84

30.19

51.74

57.39

var303

38.69

49.38

37.19

39.12

37.99

var97

32.47

47.79

10.63

39.57

32.28

var267

31.41

63.66

7.95

41.62

54.88

var92

30.18

35.38

30.41

29.61

24.28

var224

27.69

38.45

18.70

29.78

29.73

var22

25.93

35.02

23.20

27.14

27.59

var271

25.49

17.80

24.75

24.17

26.17

var53

26.44

36.33

18.43

28.24

28.03

var41

24.15

32.93

16.25

25.49

26.27

var272

22.78

19.13

11.20

20.67

10.32

var318

21.95

31.05

15.48

23.68

25.11

var99

19.97

2.14

15.27

16.34

33.16

var126

19.39

27.40

14.27

20.87

22.29

var89

21.16

64.01

0.80

42.52

53.17

All but var272 were transformed as indicated by the shaded cells in Table 8. We next
compare the two models (untransformed and transformed predictors). Table 16 shows that the
pseudo R-square values remained the same.
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Table 16: Pseudo R-square values of the untransformed and transformed LR models
McF CS

N

Untransformed 0.07

0.09 0.13

Transformed

0.09 0.13

0.07

In the credit and banking applications, interest is only in predicting category 1, hence results for
only category 1 are presented for this example. Table 17 shows precision, recall and F1 values for
category 1 for the training and test data sets. Slight improvements are seen with transformed
predictors.

Table 17: Precision, recall and F1 measures for Category 1
Precision Recall F1
Untransformed Training 0.61

0.48

0.54

Transformed

0.62

0.51

0.56

Untransformed Test

0.61

0.48

0.54

Transformed

0.62

0.50

0.56

set

set

Example 4: Data from this example is obtained from the University of Stanford

website

https://web.stanford.edu/class/psych252/tutorials/Tutorial_LogisticRegression.html. This data set
has 63 observations on 9 potential predictors and a binary response variable ‘complain’. In the
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final LR model, only the variable ‘Responsible’ was significant. The t-values for the point-biserial
correlations for the remaining three continuous predictors are shown in Table 18.

Table 18: Values of abs(t) for predictor X and the transformations log(1+X), X2, √X, and
1/(1+X)
t.raw

t.log

t.Sqr

t.SqrT

t.Inv

Pasthapp

4.70

2.41

5.65

2.57

1.53

Futurehapp

0.87

0.05

1.85

0.12

1.19

FTP

0.15

0.43

0.18

0.31

1.12

The LR model with square-transformed Pasthapp and Futurehapp and 1/FTP resulted in
precision, recall, F1 values that were similar to the LR model with untransformed predictors. We
next used the method of binning on Pasthapp and found 3 bins to be optimal: (-0.015,5], (5,10],
and (10,15]. The final LR model with binned Pasthapp, Responsible, Futurehapp2 and 1/FTP
turned out to be better than the LR model with untransformed predictors as shown in Table 19.

Table 19: Precision, recall and F1 measures for Category 1 for Example 4
Precision Recall

F1

Untransformed

0.71

0.57

0.63

Transformed

0.76

0.63

0.69
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BREAST CANCER PREDICTION USING BAYESIAN LOGISTIC REGRESSION
Michael C, Rohan J D, Dieudonne P, Singh, Ashok K. (2018). Breast Cancer Prediction Using
Bayesian Logistic Regression. Open Acc Biostat Bioinform. 2(3). OABB.000537. 2018. DOI:
10.31031/OABB.2018.02.000537
A. Abstract

Prediction of breast cancer based upon several features computed for each subject is a binary
classification problem. Several discriminant methods exist for this problem, some of the
commonly used methods are: Decision Trees, Random Forest, Neural Network, Support Vector
Machine (SVM), and Logistic Regression (LR). Except for Logistic Regression, the other listed
methods are predictive in nature; LR yields an explanatory model that can also be used for
prediction, and for this reason it is commonly used in many disciplines including clinical research.
In this article, we demonstrate the method of Bayesian LR to predict breast cancer using the
Wisconsin Diagnosis Breast Cancer (WDBC) data set available at the UCI Machine Learning
Repository.
B. Introduction

Cancer is a group of diseases characterized by the uncontrolled growth and spread of abnormal
cells [1]. Globally, breast cancer is the most frequently diagnosed cancer and the leading cause of
cancer death among females, accounting for 23% of the total cancer cases and 14% of the cancer
deaths [2]. In US as well, breast cancer is the most frequent type of cancer (Figure 1). Bozorgi,
Taghva, and Singh [3] used logistic regression for the prediction of breast cancer survivability
using the SEER (Surveillance, Epidemiology, and End Results) database NCI (2016) of 338,596
breast cancer patients. Salama, Abdelhalim and Zeid [4] compared different classifiers (decision
tree, Multi-Layer Perception, Naive Bayes, Sequential Minimal Optimization, and K-Nearest
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neighbor) on three different data sets of breast cancer and found a hybrid of the four methods to
be the best classifier. Delen, Walker, and Kadam [5] used artificial neural networks (ANN),
decision trees (DT) and logistic regression (LR) to predict breast cancer survivability using a
dataset of over 200,000 cases, using 10-fold cross-validation for performance comparison. The
overall accuracies of the three methods turned out to be 93.6%(ANN), 91.2%(DT), and
89.2%(LR). Peretti and Amenta [6] used logistic regression to predict breast cancer tumor on a
data set with 569 cases and obtained overall accuracy of 85%. Barco et al. [7] used LR on a data
set of 1254 breast cancer patients to predict high tumour burden (HTB), as defined by the presence
of three or more involved nodes with macrometastasis. Three predictors (tumour size,
lymphovascular invasion and histological grade) were found to be statistically significant. LR and
ANN are commonly used in many medical data classification tasks. Dreiseitl, and Ohno-Machado
[8] summarize the differences and similarities of these models and compare them with a few other
machine learning algorithms. Van Domelen et al. [9] estimated the LR model from a Bayesian
approach in situations when the predictors are random variables with measurement errors. In a
study to determine the main causes of complications after radical cystectomy (urinary bladder
removal)

[10], multivariate logistic regression was used to show that the main causes of

complications were anemia before surgery, weight loss, intraoperative blood loss, intra-abdominal
infection.
In the present article, we use the Wisconsin Diagnostic Breast Cancer Data Set of 569
observations on 32 variables [11] to predict breast cancer using the method of Bayesian LR. We
provide a description of the Bayesian LR in the next section.
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Figure 6: Estimated number of new cases in US for selected cancers – 2018.
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C. Bayesian Estimation Of Logistic Regression Model

The Logistic Regression (LR) model is a special type of regression model fitted to a binary
(0-1) response variable Y, which relates the probability that Y equals 1 to a set of predictor variables:

eb0 + b1 X1 +...+ bP X K
P(Y = 1) =
1 + eb0 + b1 X1 +...+ bP X K

(1)

where X1, …, XP are K predictors, which can be continuous or discrete. The above model can be
expressed in terms of log-odds as follows [12] :

æ P ö
log ç
÷ = b 0 + b1 X 1 + ... + b P X K
è1- P ø

(2)

In the frequentist approach given random sample,

(Y j , X 1 j , X 2 j ,..., X Kj ), j = 1, 2,..., n
Yj are n independent realizations of a Bernoulli experiment with probability of success
P(Yj=1)given by (1); the model coefficients bj are unknown constants to be estimated from data.
The likelihood function of the sample is
n

L( b ; Y ) = Õ Pi Yi (1 - Pi )1-Yi

(3)

j =1

where b =(b0 , b1 ,..., b K ) in which b 0 is the intercept term, and b j is the coefficient of the j -th predictor
X j , j = 1,2,..., K ..
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The LR model parameters are determined by the method of maximum likelihood
estimation (MLE), which finds the b-coefficients that maximize the logarithm of the likelihood
function
n

å[Y log( P ) + (1 - Y )log(1 - P )]
j =1

j

j

j

(4)

j

In the Bayesian approach, the model coefficients (b1, b2, …,bK) are realizations of a Kvariate random vector generated from the joint prior distribution; any prior knowledge about the

b-coefficients can be incorporated in this joint prior distribution. All inferences drawn using the
Bayesian approach are conditional on data, and large sample theory of estimates is not needed.
The conditional sample likelihood given by expression (3) is combined with the joint prior
distribution of the parameters via the Bayes theorem [13] to obtain the joint posterior distribution
of the model parameters, as shown below.
æ n
g * ( b | Y ) = ç Õ Pi Yi (1 - Pi )1-Yi
è j =1

ö
÷ ´ g (b )
ø

(5)

where g*(b | Y ) is the joint posterior distribution, and g (b ) the joint posterior distribution of the
parameters b .

If very little prior knowledge exists about the model parameters, we can use a vague prior.
The marginal posterior distributions are numerically computed from the joint posterior
distribution, and the means of these distributions are the parameter estimates. We can also obtain
95% confidence intervals of the parameters from these marginal posterior distributions. In
Bayesian framework, these confidence intervals are called credible sets. In computing a credible
set, it is desirable to obtain a credible set with shortest interval. The 95% highest posterior density
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(HPD) credible set contains only those points with largest posterior probability distribution [14].
A comparison of Bayesian and Frequentist approaches for estimation of predictive models is
provided in [15-18].
D. Performance Measures For Prediction Of A Binary Response

A large number of performance measures for multi-level classifiers exist in machine learning
literature [19]. Commonly used performance measures of classifiers are accuracy, precision, recall
and the geometric mean F1 of precision and recall [20-21]. To compute these measures, we first
need to calculate the 2x2 confusion matrix shown in Table 20.

Table 20: Confusion matrix for a binary classifier
Observed Y
0
C0,0
C1,0

Predicted Y
0
1

1
C0,1
C1,1

Here Ci,j = number of times true response of j get predicted as i (i, j = 0, 1).
The performance measures accuracy, precision, recall and F1 are calculated for each category 0
and 1 from the following formulas:
1

Accuracy =

åC

j =0
1
1

j, j

åå C
i =0 j =0

Precision j =

(6)
j, j

C j, j

(7)

1

åC
k =0

j ,k
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C j, j

Recall j =

åC
k =0

F1 j =

(8)

1

k, j

2 ´ Precision j ´ Recall j
(Precision j + Recall j )

, j = 0, 1

E. Bayesian Prediction Of Breast Cancer

The data set used here is the Wisconsin Diagnostic Breast Cancer (WDBC) Data Set, which is
well-known in Machine Learning literature [9]. This data set has 569 observations on 32 variables
including the binary response variable “Diagnosis” which takes values M (malignant) and B
(benign). There are 10 features computed for each cell nucleus:
a) radius (average distance from center to points on the perimeter)
b) texture (standard deviation of gray-scale values)
c) perimeter
d) area
e) smoothness (local variation in radius lengths)
f) compactness (perimeter^2 / area - 1.0)
g) concavity (severity of concave portions of the contour)
h) concave points (number of concave portions of the contour)
i) symmetry
j) fractal dimension ("coastline approximation" - 1)
The mean, standard error, and "worst" or largest (mean of the three largest values) of these features
were computed for each image, resulting in a total of 30 features for each of the 569 patients.
Detailed descriptions of how these features are computed can be found in [22-23]. Since 20 of the
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30 predictors were computed from data, high multicollinearity is expected in this data set. This can
be seen in Figure 7, which is a plot of the correlations among the predictors in the WDBC data set.

Figure 7: Correlation plot of 30 predictors in WDBC data set.

There are three common approaches for fitting a LR model when high multicollinearity
exists in the data. Aguilera, Escabias, Valderrama [24] used Principal Components Analysis (PCA)
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to obtain independent predictors (Principal Components) and then used LR; simulated data was
used in this study. Asar [25] proposed shrinkage type estimators for fitting LR models and used
Monte Carlo simulation experiments to show that the shrinkage estimators perform better than the
standard MLE estimator. Another simpler and more common approach is to drop predictors with
high variance inflation factor (VIF) values and obtain a model in which largest VIF is 5 [26]. This
is the approach taken in this article.
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Table 21: Bayesian LR model with all 30 predictors in the model fitted to the training set
Estimate
SE
z value P-value VIF
(Intercept)
-2968.33
1189296.4
0
1
Radius
-110.8
204090.25
0
1
44754.48
Texture
-0.43
16095.7
0
1
2307.93
Perimeter
30.78
48403.8
0
1
123629.76
Area
-1.07
2357.23
0
1
41688.84
Smoothness
2626.6
4824631.59 0
1
995.55
Compactness
-4846.98
1278852.25 0
1
1477.60
Concavity
-938.94
766227.12
0
1
543.40
N.Concave
8703.04
1884638.69 0
1
476.13
Symmetry
-619.86
588019.99
0
1
78.01
Fractal.Dim
4286.86
3366578.33 0
1
102.07
Radius.SE
1307.2
836904.03
0
1
6244.44
Texture.SE
-36.76
138213.51
0
1
3327.97
Perimeter.SE
-46.95
49083.59
0
1
1334.69
Area.SE
-1.97
10112.03
0
1
6439.77
Smoothness.SE
9958.43
6060290.39 0
1
182.61
Compactness.SE
2104.2
3284120.37 0
1
2212.24
Concavity.SE
3543.98
2507993.37 0
1
1488.06
N.Concave.SE
1017.04
13135157.45 0
1
2677.67
Symmetry.SE
-1398.05
3169097.88 0
1
189.51
Fractal.Dim.SE
-87436.83 25555442.67 0
1
1169.20
Radius.worst
-17.55
221557.85
0
1
58635.27
Texture.worst
11.33
20078.63
0
1
8625.44
Perimeter.worst
8.8
5050.34
0
1
1760.05
Area.worst
-0.02
2742.31
0
1
82482.72
Smoothness.worst
269.41
1743939.91 0
1
408.94
Compactness.worst
-582.97
490340.38
0
1
2872.22
Concavity.worst
352.13
668403.99
0
1
5241.94
N.Concave.worst
-1317.63
1509411.14 0
1
1163.37
Symmetry.worst
937.3
490396.22
0
1
357.43
Fractal.Dim.worst
11727.58 1821720.52 0.01
0.99
402.70
NOTE: VIF values for LR model with all predictors in the model are very high:
minimum (VIF) = 78, max(VIF) = 123630. Elimination of predictors with large VIF values leads
to the final Bayesian LR model, given in Table 22.
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F. Results For Wdbc Data Set

All of the analyses presented here are performed using the statistical software environment R
[27]. The WDBC data set of 569 cases was first split into a 75% training set of 427 observations
and 25% test set of 142 observations. The LR Model for the training set, with all 30 predictors in
the model had VIF falling in the range 78 to 123630, with none of the predictors significant (see
Table 1); this is due to extremely high multicollinearities among the 30 predictors. After
eliminating predictors with VIF > 5 one by one, the final LR model was obtained (Table 21) with
Texture, Area, Concavity, and Symmetry in the model. A comparison of Tables 21 and 22 shows
how multicollinearities affect the estimation of LR model coefficients:
(i)

In the LR model with all predictors, all P-values are 1 i.e., none of the predictors are

significant,
(ii)

The estimated coefficients of the final predictors in the LR model with all predictors are

all negative, when these coefficients should all be positive,
(iii)

The standard errors (SE) of the final predictors in the LR model with all predictors are

orders of magnitude higher than the corresponding estimates, and
(iv)

The final LR model, which has Texture, Area, Concavity, and Symmetry as the significant

predictors, does not suffer from any of the above three issues; each coefficient is positive as it
should be, and each predictor is highly significant.
Figure 8 shows the posterior distributions and the 95% HPD credible sets for the
coefficients of the predictors in the final LR model; the 95% HPD credible sets are:
bTexture: (0.16, 0.37), bArea: (0.008, 0.016), bConcavity: (16.65, 36.30), bArea: (3.22, 40.28).
Observe that all four 95% HPD credible sets fall to the right of 0.
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Table 22: Final Bayesian LR model fitted to the training set
Estimate
(Intercept) -20.38
Texture
0.28
Area
0.01
Concavity 28.32
Symmetry 24.14

SE
3.1
0.06
0
5.64
10.42

z value
-6.57
4.94
6.9
5.02
2.32

Pr(>|z|)
0
0
0
0
0.02

VIF
1.31
1.45
1.49
1.68

NOTE: Each of the four VIF values is < 5. The final LR model was next used to predict response
“Diagnosis” for both the training and test data sets. The confusion matrices and overall accuracies
for the training and test sets are shown in Tables 23 and 24.

Table 23: Confusion Matrix for the Training set
Observed
B
M

Predicted
B
249
18

M
11
149

Overall accuracy for the training set = 93.2%

Table 24: Confusion Matrix for the Test set
Observed
B
M

Predicted
B
91
4

M
6
41

Overall accuracy for the test set = 93.0%

The values of precision, recall and F1 measures for both training and test data are all quite high,
as shown in Table 25.
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Table 25: Precision, recall and F1 measures for both training and test data sets
Data set
Training
Test

Category 1
Category 0
Category 1
Category 0

Precision
0.93
0.93
0.87
0.96

Recall
0.89
0.96
0.91
0.94

F1
0.91
0.94
0.89
0.95

Figure 8: Posterior Distributions of Bayes Estimates of Logistic Regression Model Coefficients
and their 95% HPD Credible Sets.
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G. Discussion Of Results

The fitted Bayesian LR model has a total of four significant predictors: texture, area, concavity,
and symmetry, with each predictor coefficient positive, as to be expected; the 95% HPD credible
sets for these coefficients are shown in Figure 8; in each case, the entire 95% credible set falls to
the right of 0, showing statistical significance of these predictors. Note that the Bayesian credible
sets have a simple explanation – for example, we can say with 95% confidence that the random
parameter bTexture falls inside the interval (0.16, 0.37) with the most likely value of 0.28.

H. Conclusion

We have used the Bayesian method for estimating the LR model for prediction of breast
cancer; the Bayesian method comes with a much higher computational cost but has certain
advantages over the classical method. The classical or frequentist approach to fitting an LR
model is more common but has two major disadvantages: (i) it does not allow the user to
formally incorporate any prior knowledge into parameter estimation [28], and (ii) it yields
confidence intervals that are harder to interpret [29], with confidence going with the method or
formula of computing the confidence interval, and not with the calculated confidence interval
itself. Bayesian LR allows for formally using expert opinion and prior knowledge in the
estimation of parameters, and typically yields better results than the classical method (GordóvilMerino et al. 2010; Ogunsakin and Siaka 2017).
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A BOOTSTRAP APPROACH FOR IMPROVING LOGISTIC REGRESSION PERFORMANCE IN IMBALANCED
DATA SETS
Chang, M., Dalpatadu, R. J., Phanord, D., & Singh, A. K. (2018). MATTER: International
Journal of Science and Technology, 4(3), 11-24.
A. Abstract

In an imbalanced dataset with binary response, the percentages of successes and failures are
not approximately equal. In many real world situations, majority of the observations are
“normal” (i.e., success) with a much smaller fraction of failures. The overall probability of
correct classification for extremely imbalanced data sets can be very high but the probability of
correctly predicting the minority class can be very low. Consider a fictitious example of a dataset
with 1,000,000 observations out of which 999,000 are successes and 1,000 failures. A rule that
classifies all observations as successes will have very high accuracy of prediction (99.9%) but
the probability of correctly predicting a failure will be 0. In many situations, the cost associated
with incorrect prediction of a failure is high, and it is therefore important to improve the
prediction accuracy of failures as well. Literature suggests that over-sampling of the minority
class with replacement does not improve the prediction accuracy of the minority class
significantly. Synthetic Minority Over-sampling Technique (SMOTE) improves prediction
accuracy by creating extra synthetic examples of the minority class. In this example, we propose
a simple over-sampling method which bootstraps a subset of the minority class. Several
examples are used to illustrate the proposed method. In each of these examples, an improvement
in prediction accuracy is seen.
Keywords. Binary response; Prediction; SMOTE; under-sampling; over-sampling;
confusion matrix; accuracy; precision; recall; F1-measure
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B. Introduction

The study of rare events is quite common in many disciplines and the use of conventional
logistic regression in such cases has been questioned by many researchers. (King & Zeng, 2001)
proposed a modification which involved using logistic regression with permutational
distributions of the sufficient statistics for statistical inferences; they suggest alternative sampling
schemes that involve sampling all available events (e.g., wars) and a fraction of nonevents (e.g.,
peace). This idea of under-sampling non-events to obtain a more balanced sample for logistic
regression has been investigated (Chawla, Bowyer, Hall, and Kegelmeyer 2002). It was shown
that a combination of under-sampling the majority class and over-sampling the minority class
yields better results that over-sampling alone.
A question that is related to the study of rare events is: how many occurrences of a rare
event are needed to obtain a reasonable logistic regression model. The problem of determining
the number of events per predictor has been investigated using Monte Carlo simulation (Peduzzi,
Concato, Kemper, Holford, & Feinstein, 1996), Concato & Feinstein, 1997); these studies
confirm a rule of thumb that requires 10-20 events per predictor. (Vittinghoff & McCulloch,
2007) conducted a large simulation study and found a range of circumstances in which
confidence interval coverage and bias were within acceptable ranges even with less than 10
predictors per event, and concluded that this thumb rule was too conservative. It has since been
pointed out (Allison, 2012) that it is not really the rarity of the event but the small number of
occurrences of the event that causes problems in estimation.
The method of under-sampling and over-sampling is used in credit scoring for prediction
of binary response (Crone and Finlay 2012; García and Sánchez 2012; Namvar, Siami, Rabhi,
and Naderpour 2018). In the present article, we propose a method that involves using bootstrap
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(Efron and Tibshirani, 1986, 1991) on a subset of minority class cases to improve performance
of the logistic regression classifier. The method is illustrated with several examples.

C. Literature Review

Data mining is the process of finding useful and actionable relationships within data sets that
are long and wide, with the goal of predicting outcomes of interest, and is now commonly used
in a very wide range of disciplines (Fayyad 2001; Keleş 2017). Machine learning methods are
used in healthcare (Singh, 2018). Syaifudin and Puspitasari (2017) used Naïve Bayes method of
classification and also the Natural Language Toolkit (NLTK) for natural language processing on
data collected from Twitter in their research on Public Policy. Catanghal Jr, Palaoag and
Malicdem (2017) used data mining on twitter feeds for assessing needs of a disaster hit
community. Cho and Kim (2015) develop a machine learning model for evaluating video games
using opinion data provided in Korean by the users. Wei and Dunbrack (2013) investigate the
role of balancing training and test sets for binary classifiers in Bioinformatics. A survey of
resampling techniques for improving classification performance in unbalanced datasets is
available in the literature (More, 2016; Dhurjad and Banait, 2014).

D. Selective Bootstrap

The proposed method consists of first fitting a logistic regression model to the full data,
predicting the binary response for each observation, and determining all observations for which
the minority class was predicted correctly. This subset of the minority class is then over-sampled
to obtain a balanced data set. The method is briefly described below:
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Step 1: Fit a logistic regression to the full data set, and use the fitted model to predict the binary
response Y; let Yˆ denote the predicted response, and

{

(

)

}

I i , j = k | (Yk = i ) and Yˆ = j ; i = 0,1 and j = 0,1 .
The set of indices I 0,0 corresponds to all observations for which the minority class (Y = 0 ) is
correctly predicted.
Step 2: Split the full data set into a 75% training set (TRAIN0) and a 25% test set (TEST0).
Oversample the observations in the set I 0,0 using bootstrap and get a balanced data set X; this
balanced data set X was then split into a 75% training set (TRAIN1) and a 25% test set (TEST1).
Fit a logistic regression to the training set TRAIN1, and evaluate the logistic regression classifier
on both the training set TRAIN1 and the test set TEST1 using the performance measures
described below.

E. Performance Measures for Prediction

A large number of performance measures for multi-level classifiers exist in machine learning
literature (Sokolova & LaPalme, 2009). Accuracy, precision, recall and the geometric mean F1
of precision and recall are commonly used (Guillet & Hamilton, 2007; James, Witten, Hastie, &
Tibshirani, 2013). In order to compute these measures, we first need to calculate the confusion
matrix. In the case of predicting a response with K levels, the Confusion Matrix will be a K x K
matrix as shown in Table 26.
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Table 26: The Confusion Matrix
PREDICTED
RESPONSE

TRUE
RESPONSE

1
2
…
K-1
K

1

2

N1,1
N 2,1
…

N1,2
N 2,2
…

N K -1,1
N K ,1

N K -1,2
N K ,2

…
…
…
…
…
…

K-1

K

N1, K -1
N 2, K -1
…

N1,K
N 2,K
…

N K -1, K -1
N K , K -1

N K -1, K
N K ,K

where Ni , j = number of times true response of j gets predicted as i ( i, j = 1, 2,..., K ) .

The performance measures Accuracy, Precision, Recall and F1 are calculated for each category j

( j = 1, 2,..., K ), from the following formulas (Guillet & Hamilton, 2007):
K

åN

Accuracy =

i =1
K K

i ,i

åå N
i =1 j =1

Precision i =

N i ,i

(2)

åN

i, j

N j, j

(3)

K

åN
i =1

F1i =

i, j

K

j =1

Recall j =

(1)

i, j

2 ´ Precision i ´ Recalli
Precision i + Recalli

(4)
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For binary response problems, the Confusion Matrix reduces to a 2x2 matrix shown in Table 27.

Table 27: Binary Response Confusion Matrix
PREDICTED
RESPONSE

TRUE RESPONSE
0

1

0

N 0,0

N 0,1

1

N1,0

N1,1

The accuracy in the binary response case reduces to:

Accuracy =

N 00 + N11
N 00 + N 01 + N10 + N11

(5)

Precision and Recall for category 0 are given by:

Precision 0 =
Recall0 =

N 0,0

(6)

N 0,0 + N 0,1
N 0,0

(7)

N 0,0 + N1,0

Similarly, Precision and Recall, for category 1 are given by:

Precision1 =
Re call1 =

N1,1

(8)

N1,0 + N1,1
N1,1

(9)

N 0,1 + N1,1
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The F1 measures are given by:

F1i =

2 ´ Precision i ´ Recalli
; i = 0,1.
Precision i + Recalli

(10)

F. Example

To illustrate the proposed method, the breast cancer survival data set (Bozorgi, Taghva, &
Singh, 2017) is used. The pre-processed data of 338596 observations on the binary response
variable (breast cancer survivability) and 19 predictors has 38381 cases (11.34%) of response 0
and 300215 cases (88.66%) of response 1, and is clearly unbalanced. Table 28 (from Bozorgi,
Taghva, & Singh, 2017) shows a brief explanation of predictors; the predictor’s race, marital
status, grade, and radiation are categorical, and age (at diagnosis), tumor size, csEODTumorSize,
regionalNodesPositive, csEODExtension, and regionalNodesExamined are continuous.
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Table 28: Explanation of Predictors
Variable

Variable Definition

Values

patientIdNumber

uniquely identifies a patient

up to 8 digits

race

two digit code race identifier

01-99, 01 for white,02 for black

maritalStatus

one digit code for marital
status

1-9, 1 for single, 2 for married

behaviorCode

code for benign etc.

0-4, 0 for benign,1 for malignant
potential, etc.

grade

cancer grade

1-9, 1 for Grade I, etc.

vitalStatusRecord

alive or not

1-4, 1 for alive, 4 for dead

histologicType

microscopic composition of
cells

4-digit code

csExtension

extension of tumor

2-digits code

csLymphNode

involvement of lymph nodes

2-digits code

radiation

radiation type code

0-9, for none, 1 for Beam, etc.

SEERHistoricStageA

codes for stages

0-9, 0 for in situ, 1 for localized

ageAtDiagnosis

First diagnosis age

00-130, actual age, 999 for
unknown

csTumorSize

size in millimeters

000-888, 000 for no tumor

regionalNodesPositive

negative vs positive nodes

00-99, exact number of positive
nodes

regionalNodesExamined

positive and negative nodes
examined

00-99, exact number

survivalMonths

number of months alive

000-998, exact number of
months, 9999 for unknown

COD

Cause of Death

5-digit code, 2600 for breast
cancer, 00000 alive

yearOfDiagnosis

This visit year

4-digits code
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Step 1 (Fit logistic model to full data)
This large data set was split into a training set and a test set by randomly selecting 25% of the
observations for the test set. We will refer to this training set as TRAIN0. To establish a baseline
for precision, recall, and F1, we first fitted a logistic regression model to the binary response Y
(breast cancer survivability). In order to address the issue of multicollinearity among predictors,
generalized variance inflation factor (GVIF) values (Fox & Monette, 1992) were computed and
predictors with GVIF above 5 were removed, and then statistically insignificant predictors were
removed to obtain the final logistic regression model for the full data. Table 29 shows the final
logistic model, and Table 30 shows the GVIF values for the predictors in the model; all GVIF
values are close to 1, indicating that there is no multicollinearity in the fitted model.
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Table 29: Final logistic regression model for the entire data
Predictor

Estimate

SE

z-value

P-value

(Intercept_

4.76

0.05

105.45

0.00

race_2

-0.55

0.02

-30.62

0.00

race_Other

0.24

0.02

9.78

0.00

maritalStatus_2

0.26

0.02

13.70

0.00

maritalStatus_4

-0.01

0.02

-0.40

0.69

maritalStatus_5

-0.18

0.02

-7.93

0.00

maritalStatus_Other

0.16

0.03

4.80

0.00

grade_2

-1.09

0.03

-35.22

0.00

grade_3

-2.18

0.03

-72.82

0.00

grade_4

-1.68

0.04

-39.45

0.00

grade_9

-1.35

0.03

-42.79

0.00

radiation_1

0.39

0.01

31.51

0.00

radiation_2

1.59

0.14

11.74

0.00

radiation_5

0.28

0.10

2.85

0.00

radiation_8

-0.02

0.04

-0.47

0.64

radiation_9

-0.28

0.13

-2.09

0.04

ageAtDiagnosis

-0.01

0.00

-21.96

0.00

csEODTumorSize

0.00

0.00

-52.06

0.00

regionalNodesPositive

-0.01

0.00

-68.36

0.00

csEODExtension

-0.01

0.00

-79.78

0.00

regionalNodesExamined

-0.02

0.00

-40.30

0.00
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Table 30: The GVIF values of predictors in the final logistic regression model based on the
entire data
GVIF

Df

GVIF^(1/(2*Df))

Categorical_race

1.06

2.00

1.02

Categorical_maritalStatus

1.40

4.00

1.04

Categorical_grade

1.12

4.00

1.01

Categorical_radiation

1.05

5.00

1.00

ageAtDiagnosis

1.42

1.00

1.19

csEODTumorSize

1.03

1.00

1.01

regionalNodesPositive

1.18

1.00

1.09

csEODExtension

1.03

1.00

1.02

regionalNodesExamined

1.10

1.00

1.05

The Confusion Matrix for the full model using the entire data set is shown in Table 31.

Table 31: Confusion Matrix
PREDICTED
RESPONSE
0
1
Total

TRUE RESPONSE
0
5160
2496
7656

1
33221
297719
330940

Total
38381
300215
338596

The Precision, Recall, and F1 values for category 1 are all excellent (Table 32), but Precision
and F1 for category 0 are quite poor (Table 33).
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Table 32: Category 1 precision, recall and F1 of the final logistic regression model for
the full data set
Precision

99.17%

Recall

89.96%

F1

94.34%

Table 33: Category 0 Precision, Recall, and F1 of the final logistic regression model for
the full data set
Precision

13.44%

Recall

67.40%

F1

22.42%

It is worth mentioning that the above results are as to be expected since 88.66% of the
observations in the full data set correspond to the majority class (Y=1) and only 11.33% are in
the minority class (Y=0), and therefore it is easier to predict the survival of a breast cancer patient
but it is harder to predict that a patient will not survive.
Step 2: (Selective bootstrap)
The set I 0,0 of observations for which both the observed and predicted Y are 0 turned out to have
5160 observations:

{

(

)}

I 0,0 = k | (Yk = 0 ) and Yˆ = 0 .
The training set of 75% of all observations was randomly selected from the full data; this
training set has n0 = 28,724 failures (0) and n1 = 225, 223 successes (1). The set I 0,0 was
bootstrapped n1 - n0 = 196, 499 times, and these observations were combined with the training set
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TRAIN0 to get a balanced data set X of 450446 observations. The balanced data set X was split
in a training set TRAIN 1 of 75% of rows in X, and test set TEST1 of the remaining rows. Table
34 shows the logistic regression obtained, Table 35 shows the GVIF values of the predictors in
the model, and Tables 3.9 and 3.10 display the confusion matrices obtained from this training
and test sets TRAIN1 and TEST1.
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Table 34: Final logistic regression model for the balanced training data set (TRAIN1)
Predictor

Estimate

SE

z-value

P-value

(Intercept_

6.27

0.06

104.60

0.00

race_2

-0.95

0.02

-47.82

0.00

race_Other

0.37

0.03

11.48

0.00

maritalStatus_2

0.34

0.02

14.77

0.00

maritalStatus_4

-0.04

0.03

-1.48

0.14

maritalStatus_5

-0.34

0.03

-12.49

0.00

maritalStatus_Other

0.23

0.04

5.60

0.00

grade_2

-1.30

0.04

-29.07

0.00

grade_3

-2.88

0.04

-67.66

0.00

grade_4

-2.05

0.06

-34.75

0.00

grade_9

-1.56

0.04

-34.83

0.00

radiation_1

0.63

0.02

39.29

0.00

radiation_2

2.21

0.20

11.30

0.00

radiation_5

0.52

0.13

3.99

0.00

radiation_8

0.08

0.05

1.68

0.09

radiation_9

-0.47

0.15

-3.17

0.00

ageAtDiagnosis

-0.02

0.00

-30.05

0.00

csEODTumorSize

0.00

0.00

-129.24

0.00

regionalNodesPositive

-0.02

0.00

-113.48

0.00

csEODExtension

-0.01

0.00

-151.88

0.00

regionalNodesExamined

-0.03

0.00

-95.26

0.00
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Table 35: The GVIF values of predictors in the logistic regression fitted to the balanced
training set TRAIN1
GVIF

Df

GVIF^(1/(2*Df))

Categorical_race

1.08

2.00

1.02

Categorical_maritalStatus

1.52

4.00

1.05

Categorical_grade

1.11

4.00

1.01

Categorical_radiation

1.06

5.00

1.01

ageAtDiagnosis

1.53

1.00

1.24

csEODTumorSize

1.05

1.00

1.02

regionalNodesPositive

1.16

1.00

1.07

csEODExtension

1.03

1.00

1.02

regionalNodesExamined

1.06

1.00

1.03

Table 36: Confusion Matrix for TRAIN1
PREDICTED
RESPONSE
0
1
Total

TRUE RESPONSE
0
153381
5700
159081

1
15506
163248
178754

Total
168887
168948
337835

Table 37: Confusion Matrix for TEST1
PREDICTED
RESPONSE
0
1
Total

TRUE RESPONSE
0
51101
1876
52977

1
5235
54399
59634
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Total
56336
56275
112611

Table 38 shows the Precision, Recall, and F1 values computed using the confusion matrices of
Tables 36 and 37; Table 38 clearly shows that the performance of the logistic classifier has
improved using the proposed approach.

Table 38: Precision, Recall, and F1 measures for the TRAIN1 and TEST1
CATEGORY PRECISION
TRAIN1 - 1
0.91
TRAIN1 - 0
0.96
TEST1 - 1
0.91
TEST1 - 0
0.96

RECALL
0.97
0.91
0.97
0.91
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F1
0.94
0.94
0.94
0.93
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A. Abstract

In an imbalanced dataset with binary response, the percentages of successes and failures are
very different. In many real-world cases, most of the observations are “normal” (i.e., success or
1) with a much smaller fraction of failures (0). The overall probability of correct classification
for extremely imbalanced data sets can be very high but the accuracy metrics for predicting the
minority class can be very low. Synthetic Minority Over-sampling Technique (SMOTE)
improves prediction accuracy by creating extra synthetic examples of the minority class. In this
example, we propose a parametric over-sampling method which generates continuous predictors
from a multivariate normal distribution for the minority class. It is common knowledge that the
joint distribution of predictors does not influence the fitted logistic regression model, or a
multiple linear regression model, and therefore this approach to generating synthetic samples
from the minority class is valid. This approach, however, can run into numerical problems in
cases the sample covariance matrix S of the predictors turns out to be negative definite (i.e.,
some of the eigenvalues of S turn out to be negative). For such cases, we will use wellconditioned estimates of the sample covariance matrix S for random number generation. Several
examples are used to illustrate the propose method. In each of these examples, an improvement
in prediction accuracy is observed.
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B. Introduction

Rare events occur in many disciplines and the use of standard logistic regression in such
cases has been questioned by many researchers. King and Zeng (2001) proposed using logistic
regression with permutational distributions of the sufficient statistics for statistical inferences;
they sampled all available events (e.g., wars) and a fraction of nonevents (e.g., peace). Chawla,
Bowyer, Hall, and Kegelmeyer (2002) showed that a combination of under-sampling the
majority class and over-sampling the minority class yields better results that over-sampling
alone. An overview of data mining imbalanced data sets is provided by Chawla (2005).
The problem of determining the minimum number of events per predictor has been
investigated using Monte Carlo simulation (Peduzzi, Concato, Kemper, Holford, and Feinstein,
1996; Concato and Feinstein, 1997); these studies confirm a rule of thumb that requires 10-20
events per predictor. Vittinghoff and McCulloch (2007) used a large simulation experiment to
show that this thumb rule was too conservative. It was pointed out by Allison (2012) that it is
not really the small percentage of the event but the small number of occurrences of the event that
causes problems in estimation.
Two of the simplest approaches to balance an imbalanced dataset is (i) oversampling the
minority class observations, or (ii) undersampling the majority class observations. In this article
we will use the oversampling approach. More advanced approaches involve generating new
observations from the minority class (Ganganwar, 2012). The method proposed in the present
article is a hybrid one that involves oversampling the minority class after generating necessary
number of observations from the minority class; this can be done by either generating
multivariate normal (MVN) predictor values for the minority class cases to obtain a more
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balanced sample, or by dithering or perturbing the minority class case predictors. We will briefly
describe both of these approaches. In the example provided, we have used the cluster-wise
(Khadka, Paz, & Singh, 2018) dithering (Machado & Silva, 2005) approach for balancing a
dataset.

C. Methodology

Data Balancing
The proposed method of balancing an unbalanced dataset involves the following steps:
(1)

The predictors in the dataset are split into categorical and numerical or continuous

variable columns.

(2)

The dataset of categorical columns is clustered using the K-Mode clustering

method via the R-package klaR, and dataset of continuous columns are clustered using the
kmeans function available in R. For ease of computation, 2 categorical clusters and 2 continuous
clusters were obtained, giving rise to a total of four clusters of the original dataset. The cluster
number is added as a column to the full dataset. Steps (1)-(2) are summarized below.
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G = the given dataset of n rows with Y = binary dependent variable column, and
X = the predictor columns.
Step (1):

G = [Y | X ] ® [Y

X CAT

X CONT ]

Step (2):

X CAT

é X CAT
ê X
ê 1
ê X
= ê 2
ê ...
ê X ( n -1)
ê
êë X n

kmode_Cluster ù
ú
1
ú
ú
2
ú
...
ú
ú
2
ú
1
ûú

é X CONT
ê X
ê 1
ê X
=ê 2
ê ...
ê X ( n -1)
ê
êë X n

kmeans_Cluster ù
ú
2
ú
ú
1
ú
...
ú
ú
2
ú
1
úû

X CONT

X=

[ X CAT

X CONT

Cluster ]

The Cluster column has four values: 11, 12, 21, 22, where (i,j) refers to Categorical Cluster i and
Continuous Cluster j (i,j=1,2).

(3)

The entire datafile is next randomly split into a training set and a test set using 3:1

ratio of training to test sets.

(4)

The training set is next partitioned by using the cluster column.

(5)

The sample mean vector and the sample covariance matrix of the continuous

predictors is computed within each of the four clusters. Since the joint probability distribution of
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the predictor sample does not impact the logistic regression model, continuous synthetic MVN
observations needed for balancing the data set can be generated within each cluster.
Alternatively, sufficient number of continuous predictor samples can be obtained by dithering
(Hook & Fruchter, 2000), and added to the training data; the ‘dither’ function in the R-package
‘quantreg’ was used for this purpose. The function ‘dither’ allows for 1-sided and 2-sided
dithering of continuous observations; this feature was used to dither positive predictors in
positive direction only. The observations for categorical predictors within the four clusters were
repeated the same number of times and these categorical columns were added to the expanded
dataset corresponding to the continuous predictors. This step is summarized below; the training
data matrix is denoted by H, with its columns separated by categorical and continuous predictors,
and rows sorted by the binary response variable Y.
éY
ê
H = ê1
ê0
ë

X CAT
X CAT 1
X CAT 0

X CONT ù
ú
X CONT 1 ú
X CONT 0 úû

The training set is balanced by dithering, within each cluster j, the continuous predictor
observations X CONT 0 kj times and copying the predictor observations X CAT 0 kj be times, where kj
is the integer ratio of 1’s to 0’s in cluster j, j =1, 2, 3, 4; the form of the balanced data matrix HB
is shown below.
éY
ê1
ê
ê0
HB = ê
ê
ê
ê
ëê 0

X CAT
X CAT 1
X CAT 0

X CAT 0

ù
ú
ú
X CONT 0 _ dithered ú
ú
ú
ú
ú
X CONT 0 _ dithered ûú
X CONT
X CONT 1

H B = balanced data obtained from the data matrix H
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Logistic Regression Modeling
(6)

The logistic regression (LR) model is fitted to the balanced training dataset, and

the performance of the classifier assessed on both the training set and the test set.

The Logistic Regression (LR) model relates the probability that Y equals 1 to a set of
predictors X1, …, XP:

eb0 + b1 X1 +...+ bP X P
P(Y = 1) =
1 + eb0 + b1 X1 +...+ bP X P

(1)

which can be expressed as

æ P ö
log ç
÷ = b 0 + b1 X 1 + ... + b P X P
è 1- P ø

(2)

The parameters are estimated by the method of maximum likelihood.

Accuracy Measures for a Binary Classifier
In order to calculate the accuracy measures (Sokolova & Lapalme, 2009) of a binary
classifier, we first need to calculate the 2x2 confusion matrix (with TN = True Negative, FN =
False Negative, FP = False Positive, TP = True Positive):
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Table 39: Confusion Matrix of a Binary Qualifier

Observed Y
Predicted Y

0

1

0

TN

FN

1

FP

TP

The performance measures accuracy, precision, recallj and F1j for the two classes 1 and 0 are
given by the following formulas :

(TN + TP )
(TN + FN + FP + TP )
TP
Precision1 =
(TP + FP )
TP
Recall1 =
(TP + FN )
2 ´ Precision j ´ Recall j
F11 =
(Precision j + Recall j )
Accuracy =

TN
(TN + FN )
TN
Recall0 =
(TN + FP )
2 ´ Precision 0 ´ Recall0
F10 =
(Precision 0 + Recall 0 )
Precision 0 =
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D. The Data

The breast cancer survival data set (Bozorgi, Taghva,& Singh, 2017) is used to illustrate the
proposed method. The dataset has 338596 observations on breast cancer survivability with 19
predictors; there are 38381 cases (11.34%) of minority response 0 and 300215 cases (88.66%) of
response 1. For explanation of the predictors, see Bozorgi Taghva, & Singh (2017). The
categorical predictors in this dataset are race, marital status, grade, and radiation, and age (at
diagnosis), tumor size, csEODTumorSize, regionalNodesPositive, csEODExtension, and
regionalNodesExamined are continuous predictors.

E. Results

Clustering
The kMode and kMeans clustering used on the categorical and continuous predictor
columns of the breast cancer data yielded a total of 4 clusters. The frequency table of Cluster by
the binary response Y (Breast Cancer Survival) is shown in Table 40.
Table 40: Number of observations in the four clusters by Y
Response Y
Cluster
11

0

1
25110 205414

Total (n)

Ratio(k)

230524

8

12

1469

2524

3993

2

21

10811

90948

101759

8

22

991

1329

2320

1
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Table 40 shows that clusters 11 and 21 are quite imbalanced, with balancing ratio (k) of number
of 1’s to 0’s being 8, and cluster 12 also needs balancing with a ratio of 2. In the next subsection, we present the results of fitting the LR model without balancing the data, and the
following sub-section will describe the results obtained from balanced training data.

LR Model Fitted to the Unbalanced Training Data
The LR model was first fitted to the unbalanced training data, and its performance
evaluated on both training and test data: (i) without using clustering, (ii) with using clustering.
Table 41 shows the LR model without using the clusters. Each of the categorical predictors
(Race, Marital Status, Grade, and Radiation) were entered in the R-code as factors, and the Rcode creates dummy variables for each of these predictors; the level of the factor missing from
the LR model is the base level. For example, the predictor Race has 3 levels (1, 2, other), and the
R-code treated 1 as the base level. Table 41 shows the LR model fitted to the training data; the
dummy variable “maritalStatus 4” is the only insignificant predictor in the model.
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Table 41: The model coefficients of the LR model fitted to the training data (without clustering)
Estimate SE
(Intercept

z value

P-value

4.77

0.05

91.19

0.00

-0.55

0.02

-26.98

0.00

race Other

0.23

0.03

8.19

0.00

maritalStatus2

0.27

0.02

12.38

0.00

maritalStatus4

-0.01

0.03

-0.24

0.81

maritalStatus5

-0.17

0.03

-6.63

0.00

0.18

0.04

4.69

0.00

grade2

-1.11

0.04

-30.89

0.00

grade3

-2.20

0.03

-62.90

0.00

grade4

-1.71

0.05

-34.48

0.00

grade9

-1.38

0.04

-37.49

0.00

radiation1

0.40

0.01

27.44

0.00

radiation2

1.64

0.16

10.19

0.00

radiation5

0.29

0.11

2.50

0.01

radiation8

-0.01

0.05

-0.25

0.80

radiation9

-0.15

0.16

-0.94

0.35

ageAtDiagnosis

-0.01

0.00

-18.97

0.00

0.00

0.00

-45.92

0.00

regionalNodesPositive

-0.01

0.00

-59.40

0.00

csEODExtension

-0.01

0.00

-69.19

0.00

regionalNodesExamined

-0.02

0.00

-34.75

0.00

race 2

maritalStatus Other

csEODTumorSize
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The Generalized Variance Inflation Values (GVIF) were all very close to 1, indicating that there
were no multicollinearity issues with the fitted LR model. The overall accuracy of the model and
the precision, recall, and F1 -measures are shown below in Table 42.

Table 42: Precision, Recall and F1-measures for the LR Model of Table 3(a)

Dataset
Training

Test

Class

Precision

Recall

F1

1

99.15% 89.94% 94.32%

0

13.47% 67.01% 22.43%

1

99.19% 90.03% 94.39%

0

13.52% 68.07% 22.56%

Accuracy
89%

89%

Tables 43 and 44 present same information for LR model with clustering.
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Table 43: The model coefficients of the LR model fitted to the training data using clustering
(Accuracy = 90%)
Estimate
(Intercept)

SE

z value

P-value

5.50

0.06

99.83

0.00

-0.45

0.02

-20.92

0.00

raceOther

0.28

0.03

9.75

0.00

maritalStatus2

0.16

0.02

7.15

0.00

maritalStatus4

-0.07

0.03

-2.44

0.01

maritalStatus5

-0.21

0.03

-7.56

0.00

0.14

0.04

3.36

0.00

grade2

-1.06

0.04

-27.20

0.00

grade3

-1.93

0.04

-53.62

0.00

grade4

-1.42

0.05

-27.62

0.00

grade9

-1.25

0.04

-33.04

0.00

radiation1

0.51

0.03

18.06

0.00

radiation2

1.38

0.16

8.43

0.00

radiation5

0.32

0.12

2.72

0.01

radiation8

0.15

0.05

3.00

0.00

radiation9

-0.01

0.17

-0.05

0.96

ageAtDiagnosis

-0.01

0.00

-22.27

0.00

csEODTumorSize

-0.03

0.00

-100.55

0.00

regionalNodesPositive

-0.01

0.00

-55.22

0.00

0.00

0.00

-53.18

0.00

regionalNodesExamined

-0.01

0.00

-25.75

0.00

Cluster12

30.57

0.32

96.40

0.00

Cluster21

-0.18

0.03

-5.39

0.00

Cluster22

30.09

0.32

94.17

0.00

race2

maritalStatusOther

csEODExtension
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The VIF of csEODTumorSize in this model is 9.23, slightly below the threshold of 10. The
accuracy measures of the LR model are shown in Table 44.

Table 44: Precision, Recall and F1-measures for the LR Model
Dataset
Training

Test

Class

Precision

Recall

F1

1

98.64%

90.68% 94.49%

0

20.87%

66.34% 31.75%

1

98.62% 90.68% 94.48%

0

20.18% 65.05% 30.81%
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Accuracy
89%

89%

It can be seen from Tables 43 and 44 that clustering improved the performance of the LR model
in the minority class.

Cluster-wise Oversampling

The training dataset G was split into two subsets G1 (Y=1) and G0 (Y=0). The number of
observations in G1 and G0 are denoted by n1 and n2 below.
n1 = 225108
n2 =

28839

The training dataset is clearly unbalanced with n1/n2 = 7.8. Table 45 shows the number of
observations (n) in each of the four clusters, and also the balancing ratio (k) used to obtain a
balanced training set. We would like to mention, as an explanatory note, that the categorical
predictor values are copied ki times, and the ki synthetic values of continuous predictors are
generated by one-sided dithering to obtain the balanced training dataset.

Table 45: Number of observations and the balancing ratios in the four clusters
Cluster

n

Ratio (k)

n_balanced

11

20105

8

160840

12

367

2

734

21

8165

8

65320

22

202

1

202

Total n

227096
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The LR is fitted to the balanced training dataset, and the accuracy measures are computed for
both the training and test sets.

Table 46 shows the LR model fitted to the balanced training data; cluster number was
used as one of the categorical predictors, and Table 47 shows the overall accuracy, precision,
recall and F1-values for both classes and both datasets, training and test.
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LR Model Fitted to the Balanced Training Data

Table 46: The model coefficients of the LR model fitted to the training data using clustering
Intercept
race2
raceOther
maritalStatus2
maritalStatus4
maritalStatus5
maritalStatusOther
grade2
grade3
grade4
grade9
radiation1
radiation2
radiation5
radiation8
radiation9
ageAtDiagnosis
csEODTumorSize
regionalNodesPositive
csEODExtension
regionalNodesExamined
Cluster12
Cluster21
Cluster22

Estimate SE
z-value P-value
-0.03
0.02
-1.52
0.13
-1.07
0.01 -106.31
0.00
1.41
0.02
80.48
0.00
-0.20
0.01 -19.06
0.00
-0.17
0.01 -12.16
0.00
-0.25
0.01 -18.27
0.00
0.37
0.02
17.96
0.00
-0.08
0.01
-6.50
0.00
-0.08
0.01
-8.04
0.00
0.48
0.02
20.36
0.00
0.08
0.01
6.84
0.00
0.24
0.01
22.33
0.00
-0.67
0.03 -21.77
0.00
1.87
0.08
22.47
0.00
0.89
0.03
31.90
0.00
-1.57
0.07 -22.30
0.00
0.01
0.00
51.84
0.00
0.00
0.00
-6.52
0.00
0.00
0.00 -50.16
0.00
-0.01
0.00 -107.28
0.00
-0.02
0.00 -50.88
0.00
2.73
0.20
13.70
0.00
-0.02
0.01
-1.59
0.11
3.45
0.21
16.25
0.00

Table 47: Precision, Recall and F1-measures for the LR Model of Table 6(b)
Dataset
Training
Test

Class Precision Recall
F1
Accuracy
1
97.97% 89.99% 93.81%
88.54%
0
14.92% 48.47% 22.82%
1
98.11% 90.01% 93.89%
88.66%
0
14.27% 49.01% 22.11%
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F. Conclusion

This paper presents a method that uses clustering of both categorical (via kMode) and
continuous (via kmeans) predictors to improve performance of the logistic regression model. The
paper also presents a method of balancing an unbalanced data set. It is noted that clustering
shows significant improvement in model accuracy.
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APPENDIX A – R CODE FOR THE MACHINE LEARNING METHODS PRESENTED IN THE ILLUTRATION
OF THE MACHINE LEARNING METHODS FOR THE TITANIC DATASET

#######################################################################
setwd("G://Michael Chang/Thesis")
D <- read.csv("titanic3.csv", header=TRUE)
N.NA <- colSums(is.na(D))
N.NA <- as.data.frame(N.NA)
P.NA <- 100*N.NA/nrow(D)
write.csv(P.NA,"Percentage of NAs in Titanic3 data 073019.csv")
D$survived <- factor(D$survived)
##
N.NA
#pclass 0.00000
#survived 0.00000
#name
0.00000
#sex
0.00000
#age
20.09167
#sibsp
0.00000
#parch
0.00000
#ticket 0.00000
#fare
0.00000
#cabin
0.00000
#embarked 0.00000
#boat
0.00000
#body
90.75630
#home.dest 0.00000
# drop body, it is an ID#
D <- D[,-13]
names(D)
#[1] "pclass" "survived" "name"
"sex"
# [7] "parch" "ticket" "fare"
"cabin"
#[13] "home.dest"

"age"
"sibsp"
"embarked" "boat"

# NOTE: pclass is categorical, so convert it to a factor variable
D$pclass <- factor(D$pclass)
#D$sex[D$sex==1] <- "Female"
#D$sex[D$sex==0] <- "Male"
# age as about 20% missing values - drop all rows with missing values next
dim(D)
D <- na.omit(D)
dim(D) # 1045 13
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# retain predictors we will use
D <- D[,c(2,1,4,5,6)]
names(D)
# split data D into training and test sets
set.seed(1197317)
M <- trunc(.25*nrow(D))
M # 261
holdout <- sample(1:nrow(D), M, replace=F)
# Split data into training and test sets
D.train <- D[-holdout, ] # Training set, 784 6
D.test <- D[holdout, ] # Test set, 261 6
N.NA <- colSums(is.na(D.train))
N.NA <- as.data.frame(N.NA)
P.NA <- 100*N.NA/nrow(D.train)
# no missing values left in data
# Prepare data for KNN, ANN
str(D)
D.train$D.pclass1 <- as.numeric(D.train$pclass==1)
D.train$D.pclass2 <- as.numeric(D.train$pclass==2)
D.test$D.pclass1 <- as.numeric(D.test$pclass==1)
D.test$D.pclass2 <- as.numeric(D.test$pclass==2)
#====================================================================
# 1. Naive Bayes Classifier
#====================================================================
library( e1071)
## using laplace smoothing:
NBl <- naiveBayes(survived ~ pclass+sex+age+sibsp, data = D.train, laplace = 3)
pred.train <- predict(NBl, D.Pred_train, type="class")
CM.NB_train <- table(pred.train, D.train$survived)
# pred 0 1
# 0 405 95
# 1 66 218
pred.test <- predict(NBl, D.Pred_test, type="class")
CM.NB_test <- table(pred.test, D.test$survived)
# pred.test 0 1
#
0 128 41
#
1 19 73
OA.NB <- sum(diag(CM.NB_test))/sum(CM.NB_test) # 77.0%
#====================================================================
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# 2. KNN
# https://rstudio-pubsstatic.s3.amazonaws.com/123438_3b9052ed40ec4cd2854b72d1aa154df9.html
library(class)
train.surv <- D.train$survived
test.surv <- D.test$survived
names(D.train)
names(D.test)
# [1] "survived" "pclass"
# [7] "D.pclass2"

"sex"

"age"

"sibsp"

# run KNN with k=5
# knn.5_train <- knn(D.train1, D.test1, train.surv, k=5)
# run KNN with k = 1, 2, ..., 25
OA <- vector()
for (i in 1:25)
{
knnI <- knn(D.train, D.test, train.surv, k=5)
print(i)
CM.I <- table(knnI, D.test$survived)
print(CM.I)
OA[i] <- sum(diag((CM.I))/sum(CM.I))
#print("Overall Accuracy")
#print(100*OA)
print(" ====================== ")
}
I <- 1:25
df <- cbind.data.frame(I,OA)
library(ggplot2)
ggplot(df,aes(x=I,y=OA))+geom_point()
# find optimal k
which(df$OA == max(df$OA)) # 9 13 18
# use k=9
knn.9 <- knn(D.train, D.test, train.surv, k=9)
CM.KNN9 <- table(knn.9, D.test$survived)
# DT confussion matrix for Test set
# knn.9 0 1
# 0 133 35
# 1 14 79
print(OA[9]) # 87.0%
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"D.pclass1"

#====================================================================
# 3. Decision Tree
library(rpart)
#D.train$sex <- factor(D.train$sex)
RP3 <- rpart(survived~D.pclass1+D.pclass2+sex+age+sibsp, data=D.train1, method="class")
plot(RP3)
text(RP3)
text(RP3,)
RP3.predict <- predict(RP3,D.test1,type="class")
length(RP3.predict) # 261
mean(RP3.predict==D.test$survived) # 0.7931034
#confusion matrix for test set
CM.DT <- table(pred=RP3.predict,true=D.test$survived)
#
true
#pred 0 1
# 0 134 41
# 1 13 73
print(100*OA.DT)
OA.DT <- sum(diag(CM.DT))/sum(CM.DT) # 0.7931034
#install.packages("rpart.plot")
#install.packages("rattle", dependencies=c("Depends", "Suggests"))
library(rattle)
fancyRpartPlot(RP3)
#
#====================================================================
# 4. ANN
library(neuralnet)
# ---------------------------------------------------------------------------------# ANN with 2 layers
ann <- neuralnet(factor(survived)~sex+age+sibsp+D.pclass1+D.pclass2, data = D.train,
hidden=2, err.fct="ce",linear.output=FALSE)
names(ann)
preds <- compute(ann, D.test[,-c(1,2)])
#str(preds)
#preds$net.result
results <- as.data.frame(preds$net.result)
head(results)
Y.results <- cbind.data.frame(results,D.test$survived)
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head(Y.results)
CM.nn <- table(D.test$survived, round(Y.results[, 2]))
#
0 1
# 0 134 13
# 1 43 71
OA.nn <- sum(diag(CM.nn))/sum(CM.nn) # 77.4%
plot(ann)
# ---------------------------------------------------------------------------------# ---------------------------------------------------------------------------------# ANN with 3 layers
ann <- neuralnet(factor(survived)~sex+age+sibsp+D.pclass1+D.pclass2, data = D.train,
hidden=3, err.fct="ce",linear.output=FALSE)
names(ann)
preds <- compute(ann, D.test[,-c(1,2)])
#str(preds)
#preds$net.result
results <- as.data.frame(preds$net.result)
#head(results)
Y.results <- cbind.data.frame(results,D.test$survived)
#head(Y.results)
CM.nn <- table(D.test$survived, round(Y.results[, 2]))
CM.nn
#
0 1
# 0 134 13
# 1 43 71
OA.nn <- sum(diag(CM.nn))/sum(CM.nn) # 78.5%
OA.nn
plot(ann)
# ---------------------------------------------------------------------------------#====================================================================
# 6. SVM
names(D.train)
# Fit Support Vector Machine model to data set
Y <- D.train$survived
X <- D.train[,-c(1,2)]
svm1 <- svm(X,Y)
summary(svm1)
svmfit <- svm(survived ~ ., data = D1.train, kernel = "linear", scale = FALSE)
summary(svmfit)
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# Confusion matrix
CM.svm <- table(svm1$fitted,D.train$survived)
#
0 1
# 0 437 104
# 1 34 209
OA.svm <- sum(diag(CM.svm))/sum(CM.svm) # 82.4%
# Predict the test set
pred.test <- predict(svm1,D.test[,-c(1,2)] )
str(pred.test)
# Confusion Matrix for the Test set
CMsvm.test <- table(pred.test,D.test$survived)
# pred.test 0 1
#
0 136 47
#
1 11 67
OAsvm.test <- sum(diag(CMsvm.test))/sum(CMsvm.test) # 77.8%
#====================================================================
# 7. Logistic Regression
lrT1 <- glm(survived ~ sex+age+sibsp+D.pclass1+D.pclass2,
family=binomial("logit"),data=D.train)
smreT1 <- summary(lrT1)
library(car)
vif(lrT1)
#
sex
age sibsp D.pclass1 D.pclass2
# 1.095952 1.429528 1.081562 1.725260 1.260832
write.csv(smreT1$coefficients,"LR model coefficients titanic3 dataset 073119.csv")
# after dropping predictors with P-values > 0.05
lrT2 <- glm(survived ~ pclass+sex+age+sibsp, family=binomial("logit"),data=D.train)
smreT2 <- summary(lrT2)
write.csv(smreT2$coefficients,"LR model coefficients titanic3 dataset.csv")
#
Estimate Std. Error z value Pr(>|z|)
#(Intercept) -1.078185 0.262604 -4.106 4.03e-05 ***
#sex
2.638181 0.199339 13.235 < 2e-16 ***
#age
-0.044019 0.007817 -5.631 1.79e-08 ***
#sibsp
-0.252697 0.114530 -2.206 0.0274 *
#D.pclass1 2.450254 0.268422 9.128 < 2e-16 ***
#D.pclass2 1.180768 0.234835 5.028 4.95e-07 ***
observed.train <- D.train$survived
fitted.train <- round(lrT1$fitted.values)
CM.Train <- table(fitted.train,observed.train)
CCR.Train <- sum(diag(CM.Train))/sum(CM.Train) # 0.7984694
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#
observed.train
#fitted.train 0 1
#
0 401 88
#
1 70 225
print("Overall Correct Classification Probability for the Training Set")
print(100*CCR.Train) # 79.84694
# Precision, Recall, F1 for Training Data - Category 1
Recall.F <- CM.Train[2,2]/(CM.Train[2,1]+CM.Train[2,2])
Precision.F <- CM.Train[2,2]/(CM.Train[1,2]+CM.Train[2,2])
F1.F <- 2/((1/Recall.F)+(1/Precision.F))
print("Precision, Recall and F1 for Category 1,Training data")
print(c(Precision.F, Recall.F , F1.F))
# 0.7627119 0.7188498 0.7401316
# -----------------------------------------------------# Precision, Recall, F1 for Training Data - Category 0
Recall.F0 <- CM.Train[1,1]/(CM.Train[1,1]+CM.Train[1,2])
Precision.F0 <- CM.Train[1,1]/(CM.Train[1,1]+CM.Train[2,1])
F1.F0 <- 2/((1/Recall.F0)+(1/Precision.F0))
print("Precision, Recall and F1 for Category 0, Training Set")
print("===============================================")
print(c(Precision.F0, Recall.F0, F1.F0))
# 0.8200409 0.8513800 0.8354167
# confusion matrix for Test set
# ============================================
observed.test <- D.test$survived
pred3.test <- predict(lrT1, D.test,type='response')
fitted.test <- round(pred3.test)
CM.Test <- table(observed.test,fitted.test)
CCR.Test <- sum(diag(CM.Test))/sum(CM.Test)
#
fitted.test
# observed.test 0 1
#
0 125 22
#
1 41 73
print("Overall Correct Classification Probability for the Test Set")
print(100*CCR.Test) # 75.86207
# Precision, Recall, F1 for Test Data - Category 1
Recall.F <- CM.Test[2,2]/(CM.Test[2,1]+CM.Test[2,2])
Precision.F <- CM.Test[2,2]/(CM.Test[1,2]+CM.Test[2,2])
F1.F <- 2/((1/Recall.F)+(1/Precision.F))
print("Precision, Recall and F1 for Category 1,Test data")
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print(c(Precision.F, Recall.F , F1.F))
# 0.7684211 0.6403509 0.6985646
# -----------------------------------------------------# Precision, Recall, F1 for Test Data - Category 0
Recall.F0 <- CM.Test[1,1]/(CM.Test[1,1]+CM.Test[1,2])
Precision.F0 <- CM.Test[1,1]/(CM.Test[1,1]+CM.Test[2,1])
F1.F0 <- 2/((1/Recall.F0)+(1/Precision.F0))
print("Precision, Recall and F1 for Category 0, Test Set")
print("===============================================")
print(c(Precision.F0, Recall.F0, F1.F0))
# 0.7530120 0.8503401 0.7987220
# -----------------------------------------------------######################################################
# Bayesial logistic regression model for the Titanic data set
library(arm)
lrB2 <- bayesglm(survived ~ sex+age+sibsp+D.pclass1+D.pclass2,
family=binomial("logit"),data=D.train) # # default Cauchy prior with scale 2.5
SMREB2 <- summary(lrB2)
VIF2 <- vif(lrB2)
write.csv(SMREB2$coefficients,"Bayesian LR model coefficients titanic3 dataset 073119.csv")
names(lrB2)
sims2 <- arm::sim(lrB2, n = 1000)
sims2.df <- as.data.frame(sims2@coef)
str(sims2.df)
colnames(sims2.df)[1] <- "beta0"
min.Max <- function(x)
{
x <- na.omit(x)
min <- min(x)
max <- max(x)
return(c(min,max))
}
mM <- apply(sims2.df,2,min.Max)
#
beta0 sex
age
sibsp D.pclass1 D.pclass2
# [1,] -1.8695210 1.999732 -0.06842128 -0.5796658 1.600179 0.4128186
# [2,] -0.3003616 3.204374 -0.01685660 0.1091597 3.238336 1.9720204
library(ggplot2)
P1 <- ggplot(sims2.df) + aes(x=beta0,y = (..count..)/sum(..count..)) +
geom_histogram(breaks=seq(mM[1,1], mM[2,1], by=.1),
col="red",
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fill="green",
alpha = .2) +
labs(title="Histogram for Beta0_hat", x="Beta0", y="pdf")
P2 <- ggplot(sims2.df) + aes(x=sex,y = (..count..)/sum(..count..)) +
geom_histogram(breaks=seq(mM[1,2], mM[2,2], by=.1),
col="red",
fill="green",
alpha = .2) +
labs(title="Histogram for Coefficient of sex", x="betahat_pclass2", y="pdf")
P3 <- ggplot(sims2.df) + aes(x=age,y = (..count..)/sum(..count..)) +
geom_histogram(breaks=seq(mM[1,3], mM[2,3], by=.0025),
col="red",
fill="green",
alpha = .2) +
labs(title="Histogram for Coefficient of age", x="betahat_age", y="pdf")
P4 <- ggplot(sims2.df) + aes(x=sibsp,y = (..count..)/sum(..count..)) +
geom_histogram(breaks=seq(mM[1,4], mM[2,4], by=.1),
col="red",
fill="green",
alpha = .2) +
labs(title="Histogram for Coefficient of sibsp", x="betahat_sex", y="pdf")
P5 <- ggplot(sims2.df) + aes(x=D.pclass1,y = (..count..)/sum(..count..)) +
geom_histogram(breaks=seq(mM[1,5], mM[2,5], by=.05),
col="red",
fill="green",
alpha = .2) +
labs(title="Histogram for Coefficient of D.pclass1", x="betahat_age", y="pdf")
P5
P6 <- ggplot(sims2.df) + aes(x=D.pclass2,y = (..count..)/sum(..count..)) +
geom_histogram(breaks=seq(mM[1,6], mM[2,6], by=.05),
col="red",
fill="green",
alpha = .2) +
labs(title="Histogram for Coefficient of D.pclass2", x="betahat_sibsp", y="pdf")
P6
library(gridExtra)
grid.arrange(P1,P2,P3,P4,P5,P6, nrow=3, top = "Bayesian Logistic Regression Coefficient
Estimates\n Using default Cauchy prior with scale 2.5\n")
# ----------------------------------------------------------------------------102

# Bayesial logistic regression model for the Titanic data set via MCMC
install.packages(MCMCpack)
library(MCMCpack)
posterior <- MCMClogit(survived ~ sex+age+sibsp+D.pclass1+D.pclass2,
data=D.train)
plot(posterior)
g.star <- as.data.frame(posterior)
head(g.star)
colnames(g.star)[1] <- "beta0"
summary(posterior)
mM <- apply(g.star,2,min.Max)
library(ggplot2)
P1 <- ggplot(g.star) + aes(x=beta0,y = (..count..)/sum(..count..)) +
geom_histogram(breaks=seq(mM[1,1], mM[2,1], by=.1),
col="red",
fill="green",
alpha = .2) +
labs(title="Histogram for Beta0_hat", x="Beta0", y="pdf")
P2 <- ggplot(g.star) + aes(x=sex,y = (..count..)/sum(..count..)) +
geom_histogram(breaks=seq(mM[1,2], mM[2,2], by=.1),
col="red",
fill="green",
alpha = .2) +
labs(title="Histogram for Coefficient of sex", x="betahat_pclass2", y="pdf")
P3 <- ggplot(g.star) + aes(x=age,y = (..count..)/sum(..count..)) +
geom_histogram(breaks=seq(mM[1,3], mM[2,3], by=.0025),
col="red",
fill="green",
alpha = .2) +
labs(title="Histogram for Coefficient of age", x="betahat_age", y="pdf")
P4 <- ggplot(g.star) + aes(x=sibsp,y = (..count..)/sum(..count..)) +
geom_histogram(breaks=seq(mM[1,4], mM[2,4], by=.05),
col="red",
fill="green",
alpha = .2) +
labs(title="Histogram for Coefficient of sibsp", x="betahat_sex", y="pdf")
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P5 <- ggplot(g.star) + aes(x=D.pclass1,y = (..count..)/sum(..count..)) +
geom_histogram(breaks=seq(mM[1,5], mM[2,5], by=.1),
col="red",
fill="green",
alpha = .2) +
labs(title="Histogram for Coefficient of D.pclass1", x="betahat_age", y="pdf")
P6 <- ggplot(g.star) + aes(x=D.pclass2,y = (..count..)/sum(..count..)) +
geom_histogram(breaks=seq(mM[1,6], mM[2,6], by=.1),
col="red",
fill="green",
alpha = .2) +
labs(title="Histogram for Coefficient of D.pclass2", x="betahat_sibsp", y="pdf")
library(gridExtra)
grid.arrange(P1,P2,P3,P4,P5,P6, nrow=3, top = "Bayesian Logistic Regression Coefficient
Estimates\n Using Normal prior\n")
# -----------------------------#====================================================================
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