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Abstract—Image processing plays an important role in 
extracting useful information from images.  However, the 
image processing and the process of translating an image into 
a statistical distribution of low-level features is not an easy 
task.  These tasks are complicated since the acquired image 
data often noisy, and target objects are influenced by lighting, 
intensity or illumination.  In the case of flower classification, 
image processing is a crucial step for computer-aided plant 
species identification. Flower image classification is based on 
the low-level features such as colour and texture to define and 
describe the image content. Colour features are extracted 
using normalized colour histogram and texture features are 
extracted using gray-level co-occurrence matrix. In this study, 
a dataset consists of 180 patterns with 7 attributes for each 
type of flower has been gathered. The finding from the study 
reveals that the number of images generated to represent each 
type of flower influences the classification accuracy. One 
interesting observation is that duplication of very hard to learn 
images assist Neural Network to improve its classification 
accuracy. This is also another area that could lead to better 
understanding towards the behaviour of images when applied 
to Neural Network classification.  
 
Keywords—image processing; neural network; flower 
classification 
I. INTRODUCTION  
Image processing plays an important role in extracting 
useful information from images.  It is a serial of sequence 
operation on image to improve the imperfections or quality of 
images.  However, the image processing and the process of 
translating an image into a statistical distribution of low-level 
features is not an easy task. These tasks are complicated since 
the acquired image data often noisy, and target objects are 
influenced by lighting, intensity or illumination. Processing an 
image also depends on the type of equipment that generates the 
images and their characteristic that are extracted from them. In 
the case of flower classification, image processing is a crucial 
step for computer-aided plant species identification [1].  Image 
classification categorizes images into categories based on the 
available data. This classification is useful in most of the 
applications such as image retrieval, digital library [2] and 
search engine which queries images based on text or keywords. 
Colour is an important property in flower image 
classification because it is useful for human and machine 
vision and gives additional information for segmentation and 
recognition [3]. On the other hand, texture carries information 
about the distribution of the grey levels of a connected set of 
pixels, which occurs repeatedly in an image region. Texture 
normally encoded by a number of descriptors, which 
represented by a set of statistical measures such as grey-level 
co-occurrence matrix (GLCM) and Law’s Order approach. 
In this study, neural networks (NNs) are employed for 
flower classification as NN has been designed with the goal of 
building ‘intelligent machines’ to solve complex problems such 
as pattern recognition and classification. In addition, neural 
networks can be trained to classify arbitrarily complex and 
difficult to learn datasets such as flower images. Thus, NNs are 
valuable tools to find solutions for dataset with an unknown or 
complex statistical distribution. 
II. LITERATURE REVIEW 
The information content derived from an image can be 
classified into three levels; they are [4]:  
 
• Low level: Include visual features such as colour, texture, 
shape, spatial information and motion.  
• Middle level: Include the existence or arrangement of 
specific types of objects, roles and scenes.  
• High level: Include impressions, emotions and meaning 
associated with the combination of perceptual 
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features. Examples include objects or scenes 
with emotional or religious significance. 
Feature extraction is a process to extract low-level image 
features such as colour, texture, shape and spatial information. 
Its objective is to capture the essential characteristics of the 
patterns [5].  Features are used to represent an image instead 
of using the original pixel values.  Feature extraction can thus 
be used to transform the input data and in some way find the 
best-input representation for NN [6].  In this study, colour and 
texture are used to represent flower images for building 
classification model. 
A. Colour 
Colour is an important feature in flower image 
classification since it helps to narrow down the possible 
flower categories [7]. In fact, colour histogram of the flower 
region has been used to characterize the colour feature of the 
flowers [1]. 
In colour feature extraction, the choice of a colour space is 
important. A colour space is a multi-channel space which 
represents the different components of colour in an image. 
Most colour spaces are three dimensional. For example, Red 
Green Blue (RGB) colour space will assign each pixel into 
three colour intensities which provides useful primary 
information for representing colour features of images. 
However, the RGB colour space is influenced by intensity and 
illumination from sun or camera lighting and do not 
correspond to equal perception of colour dissimilarity [7] [8]. 
One possible solution to overcome the RGB problem is by 
transforming the RGB colour space to Hue Saturation Value 
(HSV) colour space since HSV colour space is closer to 
human colour vision.  Moreover, it is also a nonlinear 
transformation of the RGB, but it is easily invertible [9].  In 
this study, HSV colour space is used for the normalization of 
colour histogram due to its ability to reduce the effect of 
illumination variations caused by the lighting from the natural 
outdoor scene [7]. Colour histogram is robust since it is 
invariant to rotation of any image axis, and has small changes 
when rotated otherwise or scale [10]. 
B. Texture 
Texture has been one of the most important characteristics 
which has been used to classify and recognize objects and 
scenes. [11] defines texture as the uniformity, density, 
coarseness, roughness, regularity, intensity and directionality 
of discrete tonal features and their spatial relationships.
The texture descriptors can be classified into three 
categories [12]: 
 
• Features that are computed in the spatial domain. 
• Features that are computed using model based 
approach. 
• Features that are computed in a transform domain 
 
Among the descriptors for textures are Contrast, Energy, 
Dissimilarity, Entropy, Correlation and Homogeneity. Texture 
appears in images is analyzed using the Gray-Level 
Occurrence Matrix (GLCM). The function of GLCM is to 
calculate the approximate image properties in object’s surface 
by measuring the intensity of pixels in selected region of the 
surface [13]. Each pattern in object surface has its own vector 
and each vector are denoted as (i, j). GLCM match ups the 
number of occurrences of the pair of gray levels i and j which 
is a distance (d) apart in the original image [14]. Several parts 
of the flower such as petal region and petal intersection of the 
flower are also considered as regions of interest (ROI) as 
suggested by [7]. For feature extraction in this study, Contrast, 
Correlation, Energy and Homogeneity are used for texture 
calculations.  
C. Neural Network 
NN has been used by flower image researchers in order to 
understand the flower image features. [15] and [16] classified 
flower images by combining the colour, texture, and shape 
using nearest neighbour and multilevel association rules 
respectively, while [17] include spatial information feature 
using colour clustering and domain knowledge. To overcome 
the problem of indexing images of flowers for searching a 
flower patents database, [18] use the colour feature as target.  
[19] uses colour and shape attributes in developing content 
based image retrieval (CBIR) system to characterize flower 
images. A novel Virus Infection Clustering (VIC) is proposed 
to cluster the image database to enhance the searching 
efficiency. The results indicate that both colour and shape 
features produce better retrieval results than clustering by only 
either colour or shape separately.  
[7] investigates the numbers of flower’s feature 
combination in order to improve classification performance on 
a large dataset of similar classes. About 103 class flower 
dataset was computed from four different features for the 
flowers; shape, texture, colour and petal’s spatial distribution. 
The entire features then combined using a multiple kernel 
framework with a Support Vector Machine (SVM) classifier. 
The results show that learning the optimal combination of core 
elements significantly improves the performance, which 
produce 55% for the best single feature to 73% for the 
combination of all features. Further applications of NN on the 
image classification can be found in [20]. 
The characteristic of shape and colour extracted from the 
flower images was used by [21] for Image Retrieval System of 
Flowers for Mobile Computing (COSMOS). The experimental 
result shows that the percentage of getting the target image is 
about 92% in 90 seconds. In another study, colour and shape 
flower attributes was used by [22] to develop content based 
image retrieval system to characterize flower images. A novel 
Virus Infection Clustering (VIC) is proposed to cluster the 
image database to enhance the searching efficiency. The 
results explained that by clustering the colour and shape 
features yields better retrieval results than clustering by only 
either colour or shape separately.  
Since NN was designed to solve complex problems such 
as pattern recognition and classification, therefore NN plays a 
significant role in classification process. It is able to train and 
classify arbitrarily complex datasets such as flower images 
[23], [24]. Hence, in this study NN were employed to obtain 






Based on the process flow shown in Fig. 1, three phases 
involved in carrying out the study, namely the image 
capturing, image processing and NN phases. The methodology 
for image processing is adopted from [25], while experimental 
design methodology for NN classification modeling employs 
in this study is adopted from [26].  
 During image capturing phase, flower images were 
collected from the nursery, home or those which are found 
along the road side. Flower images were captured by using 
digital camera with macro mode based on technique 
recommended by [27]. As such, the flowers have to be placed 
in the centre of the camera, and must be well focused on 
flower with defocused background. The dataset consists of 18 
flower image categories; each category of flower has 10 
different images. However, more images were created as 
experimental results indicate the need to investigate the impact 
of higher number of images on the classification accuracy. 
One thing to note is that some flowers are from the same types 
but having different colours as colour is one of the 




Figure 1:  Methodology 
 
 Data preparation phase involves image-processing tasks by 
using MATLAB tool. In flower images identification and 
classification, this is the most important task that needs to be 
handled carefully as the accuracy of the classification model 
depends on this phase. This phase includes 4 steps of image 
processing, which are image filtering, image segmentation, 
region detection, and feature extraction. These steps are 
important in preparation of a good data set, particularly for 
building a NN model. Once image capturing has been carried 
out, image filtering is performed to modify or enhance an 
image as well as eliminating the noise from the image [28]. 
Image segmentation takes advantage of the colour 
differences between regions and the image background is 
removed by colour segmentation. The flower regions are 
segmented from the background to obtain objects or region of 
interest (ROI) before the next processing task can be proceed 
[29]. In region detection phase, the region of interest (ROI) or 
objects in images are performed in order to extract their colour 
and texture features for further processing. 
Feature extraction captures the essential characteristics of 
the patterns [30].  For this study, two features extraction are 
considered, namely the colour and texture. All flower images 
are captured in RGB (Red, Green, Blue) colour space. Since 
RGB colour space is easily being influenced by intensity and 
illumination from sun or camera flashlight, this leads to 
imbalance perception of colour dissimilarity. One solution to 
this problem is to convert the images into Hue, Saturation, 
Value (HSV) format scenery [7] since HSV format ignores the 
intensity or illumination caused by sun or lighting. Adopting 
[31], the RGB to HSV conversion formula is depicted in Table 
1. 
 




Each of the three channels (Hue, Saturation, Value) was then 
normalized to get the appropriate value representation for the 
images. Fig. 2 shows an example of an image with its 
normalized color features. 
                  
Figure 2: An example of an image with its normalized color features 
 
The image texture is calculated based on GLCM to get the 
approximate image properties in the object’s surface by 
measuring the intensity of the pixels in the selected region of 
the surface [32]. For instance, the petal region and petal 
intersection of the flower are considered as the region of 
interest [7].   
Typically GLCM are calculated at four different angles, 0, 
45, 90 and 135 degrees. Fourteen (14) features can be 
calculated from each GLCM but for this study, only four 
features are extracted from the images. Features such as 
Contrast, Correlation, Energy and Homogeneity of the image 
Flower 
Image 
Numerical Value No. of 
Variables Colour 
H S V 
147 149 151 3 
2 16 18 3 
31 30 35 3 
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are used for texture calculations and their formula are exhibited 
in Table 2. 
NNs with Backpropagation algorithm are employed to 
classify Malaysian flower images based on colour and texture 
feature.  All images are categorised into seven classes which 




Table 2: GLCM features formula for texture calculations 
 
       
Initially, a total of 180 flower images has been captured 
with a total of 18 types of flowers have been identified, each 
type is represented by 10 and 20 images. Fig. 3 shows some 
examples of flowers with their 3 numerical values for colour, 










Figure 3: Flower image representation in numerical value 
 
The initial experiments conducted aim to find the starting 
point for training and testing the flower images dataset.  Since 
flower image classification studies are not extensive, it is 
important to explore the reasonable number of images 
required to represent a class of flower that would produce 
reasonable performance, for example at least 70%. Training, 
validation and test sets are used in the experiments, however 
this paper focuses on the training results as the weights 
established during the training are later used as the classifiers. 
Hence, empirical results are discussed on the basis of training 
accuracies to get some insight as to which flower is difficult to 
be classified and also whether duplicating of these difficult 
pattern could lead to better training results. 
IV. RESULTS 
 
 The initial experiments conducted aim to find the data 
allocation and the number of classes of flower images for 
training and testing dataset.  Since flower image classification 
studies are not extensive, it is important to explore the 
reasonable number of images required to represent a class of 
flower that would produce reasonable performance.  However, 
when the original data set comprises of 19 categories of 
flowers (including noise), each of which comprises of 10 
images with 3 noises are tested with NN, the test accuracy is 
between 20 to 30 percent only.  The results are summarized in 
Table 3. 
 
Table 3: Training results for preliminary experiment 
 
Data allocation  80:10:10 70:15:15 60:20:20  
Total no. of training images n=187 n=164 n=140
Training accuracy (%) 28.34 38.41 34.29
Type of flower Training accuracy based on each 
flower type 
2 Red Orchid   57.1 
5 Noise 100 100 100 
6 Yellow Tahi Ayam   100 
8 Adenium 88.9 57.1  
11  Yellow  Orkid  44.4  
14 Orange Tahi Ayam  87.5  
15 Purple Plaxicon  50  
17 Purple Alamanda 14.3 75 100 
 
 The results exhibited in Table 3 shows that when data 
allocation is set to 70:15:15, more flowers are correctly 
classified by NN (6 out of 18 classes).  However, for data 
allocation of 60:20:20, 3 out of 18 classes of flowers (including 
the noise) obtained training accuracies 100 percent.  
Nevertheless, the overall results are considerably low since the 
accuracy does not even reach 50 percent. It is assumed that the 
image dataset is very hard to be learn by NN, and therefore to 
this end, the flower images are group according to their 
categories regardless of their colours. The experiment aims to 
determine whether by increasing the number of images that 
represent each flower leads to better learning. Table 4 shows 
the flower categories after the images are combined. 
 
Table 4: Combined flower category with its number representation 
 
 
Each type of flower consists of 20 images with 6 noises for 
each flower category.  To generate extra images, some of the 
difficult patterns to learn have been duplicated in order to 
investigate the impact of such approach on the training 
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accuracy.  Since there are 9 categories of flowers (after 
combining), therefore a total of 234 flower images with noise 
are generated. Hence, the number of image that represents each 
flower is now doubled. The experimental results are exhibited 
in Table 5. 
Table 5: Training results for 9 classification of flowers 
 
Data allocation 80:10:10 70:15:15 60:20:20 
Total no. of training 
images 
n= 187 n=164 n= 140
Training accuracy (%) 68.98 76.22 71.43
Type of flower Training accuracy based on each flower 
type 
1 Allamanda 46.7   
2 Orchid 89 94.1 85.7 
3 Rose 59   
4 Plaxicon 82 75 100 
5 Noise 90.9 91 90 
6 Tahi Ayam 93.3 92.9 93.3 
7 Arctutus 57   
8 Adenium 17.6 71.4  
9 Canna 70.1 78.6  
10 Hibiscus  70  
 
 Training results presented in Table 5 indicate that the 
training performance is at least 69 percent.  The assumption 
that more images leads to better training is supported by the 
experimental results.  Similar pattern is observed in these 
results such that the highest training result is indicated by data 
allocation 70:15:15. 
  Based on each flower training accuracy, flowers such as 
Orchid, Plaxicon and Tahi Ayam are now being recognized by 
NN. In fact, at least 75 percent of these flowers have been 
correctly classified by NN.  Further inspection on misclassified 
flowers, it is interesting to note that images of Type 8 
(Adenium) and 10 (Hibiscus) are regarded as the same type, 
probably the classification is based on texture rather than 
colour information. Note by decreasing the sample of the 
training set (data allocation 60:20:20), the classification of the 
training is also decreasing.  This may suggest that insufficient 
number of images to represent a flower resulted in lower 
training accuracy.   
It is assumed earlier that the classification accuracy was 
affected by the number of images in the dataset.  However, it is 
important to note the difference between the number of sample 
within a dataset, and the number of images that represent each 
class of flower.  A study conducted by Nilsback and Zisserman 
(2006) use 80 images for each sample of flower.  In this 
experiment, a total of 20 images were produced for each type 
of flower.  However, in this case, only 10 flowers were 
selected and therefore 200 images were produced.  In addition, 
about 30 noises were also included in the dataset.  Therefore, 
altogether about 230 images were produced for the sample. 
Table 6 shows the selected 10 flower categories and a noise. 
The results of the experiment are depicted in Table 6.  
Previously, Allamanda, Rose, Arcturus and Admenium yield 
less than 60 percent training results.  However, results 
exhibited in Table 6 indicates that Allamanda training accuracy 
obtained up to 100 percent accuracy.  Rose flower’s accuracy 
increases about 10 percent (i.e. 69.2), Arcturus from 57 to 100 
percent and finally Adenium from 71.4 t0 76.9 percent. 
The series of experiments prove that empirically the number 
of images that represent each type of flower influence the 
training accuracy. 
 
Table 6: Training results for 10 classification of flowers 
 
Data allocation 80:10:10 70:15:15 60:20:20 
Total no. of training images n=184 n=161 n=138 
Training accuracy (%) 60.5 70.19 78.26 
Type of flower Training accuracy based on each flower 
type 
1 Yellow Allamanda 73.7 100 93.3 
2   Red Orchid 0 20 15.4 
3 Pink Rose 25 53.3 69.2 
4 Pink Plaxicon 100 100 92.9 
5 Noise 0 43.8 66.7 
6 Yellow Tahi Ayam 100 94.4 100 
7 Pink Arcturus 80 92.3 100 
8 Red Adenium 75 66.7 76.9 
9 Orange Rose 66.7 50 66.7 
10 Orange Canna 71.4 57.1 83.3 




From the first experiment, the flowers that produce almost 
zero recognition are exhibited in Table 7a. Regardless the 






1 Yellow Allamanda 
3 Pink Rose 
4 Pink Plaxicon 
7 Pink Arcturus 
9 Orange Rose 
10 Orange Canna 
11 Yellow Orchid 
16 Red Hibiscus 
18 Pink Canna 
19 Red Arcturus 








As a result of combining the flowers regardless of their 
colours, Allamanda, Rose and Arcturus training accuracies are 
merely 60%.  After creating more flower images for each 
flower, the highest training accuracy obtained by Allamanda is 
100 percent, Rose (69 percent) and Arcturus (100 percent). 
Therefore the findings from the study reveal that the number 
of images generated to represent each type of flower 
influences the accuracy of the training results. This implies 
that any study that involved image processing need to consider 
such a criteria as an important one. One interesting 
observation is that duplication of very hard to learn images 
assist NN to improve its classification accuracy. This is also 
another area that could lead to better understanding towards 
Table 7a: Flowers with zero 
recognition
Table 7b: List of flowers 
regardless of their colours 
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the behavior of images when applied to NN classification. 
Although future research could improve the presented result, 
this study is important as a guideline for future works. To 
further improve the classification accuracy, shape features 
could be considered as attributes in the data set. Thus, the 
proposed flower classification model can be obtained by 
combining colour, texture and shape features of the flowers. 
As image retrieval issue based on content based is still at 
infancy stage, there are a lot of rooms for exploration. Hence, 
the findings of this study has some contribution to a long 
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