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culus, some notions about complex variables and 
a tiny bit of linear algebra. Of course this im- 
plies that only the most simple (yet often most 
practical) cases are discussed and even then, only 
the most elementary proofs are included, while 
more complicated cases are approached with a lot 
of typical engineering heuristics. Continuous and 
discrete, finite and infinite signals are treated in 
parallel. Also two-dimensional transforms are in- 
cluded. Always the practical aspects are empha- 
sized thus sampling, the DFT and FFT, quanti- 
zation, but also some notions from linear system 
theory get a fair amount of attention. Relations 
with the Laplace transform and other transforms 
like wavelets are only touched upon. The book 
is mainly intended as a textbook and as such it 
contains many exercises after each chapter. The 
contents is most accurately described by the title: 
An introduction to Fourier transforms for engi- 
neering (students). 
A. Bultheel 
Practical Parallel Programming 
Gregory V. Wilson 
Scientific and Engineering Computation Series, 
The MIT Press, Cambridge, 1995, ISBN 0-262- 
23186-7, ix + 564 pages, Hardcover E42.5 
The Scientific and Engineering Computation Se- 
ries focusses on rapid advances in computing tech- 
nologies and attempts to facilitate transferring 
these technologies to applications in science and 
engineering. Previous volumes in this series dealt 
with such topics as data-parallel programming 
on MIMD computers, high performance scientific 
computing, the High Performance Fortran lan- 
guage, portable parallel programming using MPI 
and networked parallel computing with PVM. 
The aim of the volume “Practical Parallel Pro- 
gramming” is to explain how one can develop 
parallel software and achieve good computational 
performance on contemporary hardware. The 
fundamentals of parallel programming are re- 
viewed in an introductory chapter, which presents 
the basic architectural ideas, a classification of 
parallel architectures, some example applications 
and a discussion of parallel performance mea- 
sures. Each of the four subsequent chapters 
is devoted to a particular parallel programming 
paradigm - data parallelism, shared variables, 
message passing and generative communication. 
The latter is a paradigm which has the simplicity 
of the shared variables approach, yet scales more 
like the message passing paradigm. The best- 
known implementation of the generative model is 
LINDA, which was developed by Gelernter and 
Carriero. Each of the paradigms is illustrated 
by a number of small and well-chosen examples, 
drawn from a variety of domains in scientific com- 
puting and computer science. The language used 
in the book is Fortran-K, a subset of Fortran-90. 
The text is very clearly written. I can recom- 
mend it to anyone as a first introduction to paral- 
lel computing, and I am convinced that more ex- 
perienced parallel computing researchers or users 
of the parallel computing technology will find the 
book very informative. The text does not answer 
the question, however, of what algorithm to select 
when faced with a particular numerical problem 
in scientific or engineering computations. Hence, 
for that matter the book should be used in con- 
junction with sources covering parallel algorithms 
for particular applications in more detail. 
S. Vandewalle 
Monte Carlo: Concepts, Algorithms, and 
Applications 
George S. Fishman 
Springer-Verlag, 698 pages with 98 illustrations, 
1996, ISBN O-387-94527-X 
This book considers the Monte Carlo method. 
A short historical introduction is given in Chap- 
ter 1. Chapter 2, ‘Estimating Volume and Count,’ 
introduces the reader to fundamental issues that 
arise when applying the Monte Carlo method. 
Two model problems are studied: evaluating the 
volume of a bounded region in multi-dimensional 
euclidean space, and counting the number of sub- 
sets of a given set that exhibit a specified prop- 
erty. Error and sample size considerations pre- 
vail. 
Chapter 3, ‘Generating Samples,’ discusses gen- 
eral methods for generating samples (inverse 
transform method, cutpoint method, composi- 
tion method, alias method, acceptance-rejection 
method, ratio-of-uniforms method, and exact- 
approximation method), and procedures for gen- 
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erating samples from selected continuous and 
discrete distributions (exponential, normal, log- 
normal, Cauchy, Gamma, Beta, Student’s t, 
Snedecor’s F, Poisson, binomial, hypergeometric, 
geometric, negative binomial, multivariate nor- 
mal, multinomial). It concludes with the gener- 
ation of (the smallest or largest) order statistics, 
points uniformly distributed in and on a simplex 
or a hyperellipsoid, and Bernoulli trials and sam- 
pling from a changing probability table. 
Chapter 4, ‘Increasing Efficiency,’ describes im- 
portance sampling, control variates, stratified 
sampling, correlated sampling, and conditional 
Monte Carlo. 
Chapter 5, ‘Random Tours,’ introduces the con- 
cept of a random tour on discrete, continuous, 
and general state spaces. Markov processes, 
Markov time, and score processes are discussed 
and applied to various problems, such as neu- 
tron transport and buffer exceedance on a pro- 
duction line. The rest of the chapter explains 
in considerable detail how random tours can be 
used to sample from multidimensional distribu- 
tions. Whereas Chapter 5 concentrates on sam- 
ple path generating algorithms and a conceptual 
understanding of convergence to an equilibrium 
state, Chapter 6, ‘Designing and Analyzing Sam- 
ple Paths,’ focuses on sampling plan design. 
The larger part of the last chapter, Chap- 
ter 7, ‘Generating Pseudorandom Numbers,’ is 
devoted to the one-step multiplicative congruen- 
tial pseudo-random generator. However, alterna- 
tive, less frequently implemented methods (j-step 
linear recurrence, (generalized) feedback shift reg- 
ister generators, nonlinear generators) are also 
discussed. 
The treatment is mathematically rigorous. For- 
tunately, practical considerations have not been 
excluded. The book contains over 90 algorithms. 
At the end of each chapter numerous exercises 
and bibliographical references are given. 
This book contains a wealth of information. I 
recommend it to everyone who wants or needs to 
know more about the Monte Carlo method. 
P. Kravanja 
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