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ABSTRACT
The present thesis considers numerical computations of fully nonlinear wave
impacts on bottom mounted surface piercing circular cylinders at interme-
diate water depths. The aim of the thesis is to provide new knowledge re-
garding wave loads on foundations for offshore wind turbines. Hence, the
dimensions of the cylinders and the chosen wave parameters were inspired
by typical monopile foundations for offshore wind turbines.
The numerical computations are carried out using three numerical solvers.
That is, the fully nonlinear Navier-Stokes/VOF solver provided as a part of
the open-source CFD-toolbox OpenFoam R©, the fully nonlinear potential flow
solver OceanWave3D and finally a fully nonlinear domain decomposed solver,
which was developed as part of this project. In the domain decomposed
solver, the outer wave field is described by the potential flow solver, whereas
the inner wave field, in the vicinity of a given structure, is described by the
Navier-Stokes/VOF solver.
All numerical models are carefully validated either in terms of conver-
gence by grid refinement or by comparisons to experimental measurements.
Special attention is paid to the newly developed domain decomposed solver,
which is carefully validated against experimental measurements of regular-,
irregular- and multi-directional irregular waves. The ability of the numerical
model to accurately reproduce experiments is also investigated.
Wave impacts on a bottom mounted circular cylinder from steep regular
waves are presented. Here, the inline forces and the motion of the free surface
is described as a function of the non-dimensional wave steepness, the relative
water depth, the relative cylinder diameter and a co-existing current. From the
computations, higher harmonic forces are determined and compared against
the Morison equation and established analytical force formulations accurate
to the third order in wave steepness.
The physics related to the strongly nonlinear load phenomena “secondary
load cycles” is described and an explanation of the wave load phenomena
is provided. To further support the explanation a simple inviscid kinematic
model flow is derived.
The discussion of wave impacts on circular cylinders is further extended to
uni- and bi-directional phase-focused waves. Here, the influence of the non-
dimensional wave steepness and wave directionality is discussed. For the
steepest wave impacts “secondary load cycles” are observed and the physics
of the impact and the mechanisms related to the “secondary load cycle“ are
discussed and compared to the observations made for regular waves.
Additionally, attention is paid to experimental determination of hydrody-
namic forces. Significant differences between experimentally measured and
computed higher harmonic forces are observed and the differences are ex-
plained in terms of the eigenmotion of the test setup. Finally, the applica-
tion of the domain decomposed solver is discussed in an engineering context.
Here, a simple and robust way of identifying forces, which may be inaccu-
vii
CONTENTS
rately estimated by the Morison equation, is presented. It is suggested that
these impacts are recomputed by the domain decomposed solver.
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ABSTRACT IN DANISH
I denne afhandling præsenteres numeriske beregninger af fuldt ulinære bøl-
gelaster på bundfæstede cylindere. Da studiet har til formål at tilvejebringe ny
viden om bølgelaster på fundamenter til havvindmøller, betragtes udelukkende
cylinder dimensioner og bølgeparametre relevant for dette.
De numeriske beregninger blev gennemført ved hjælp af tre numeriske
modeller. Det være sig den fuldt ulinære Navier-Stokes/VOF løser der dis-
tribueres som en del af open-source CFD-programmet OpenFOAM R©, den
fuldt ulineære potentialløser OceanWave3D samt en multi-domæne løser ud-
viklet som en del af dette Ph.D. studie. I multi-domæne løseren beskrives
det ydre bølgefelt ved en fuldt ulineær potential-løsning, mens det indre bøl-
gefelt, i nærheden af en given struktur, er givet ved Navier-Stokes ligninger
kombineret med en beskrivelse af den frie overflade.
Alle numeiriske modeller blev grundigt valideret i form a grid konvergens
eller ved sammenligninger med forsøg. I særdeleshed blev den nyudviklet
multi-domæne løser grundigt valideret mod eksperimentelle målinger. Det
være sig overflade elevationer og kræfter fra regulære bølger, irregulære bøl-
ger og retningsspredte irregulære bølger.
Der præsenteres et grundigt studie af bølgeanslag på cylindere fra stejle
regulære bølger. Her indgår en detaljeret beskrivelse af både kræfter og over-
flade elevationer, som funktion af den dimensionsløse vanddybde, bølgestejl-
hed og cylinder diameter. Ydermere beskrives effekten af en tillagt strøm på
bølgeanslaget.
Fra de numeriske bergninger blev de højere harmoniske kræfter bestemt
og sammenlignetmedMorisons ligning og analytiske kraftformuleringer udledt
til tredje orden i bølgestejlheden.
De fysiske processor der fører til skabelsen af en ekstra kraftpåvirkning
kaldet “secondary load cycle” beskrives grundigt. Beskrivelsen underbygges
af en simple analytisk potentialløsning udledt i to horisontale dimensioner.
Diskussionen af bølgelaster på cylindere udbygges yderligere til at inklud-
ere fasefokuserede bølger fra henholdsvis en eller to retninger. Her diskuteres
effekten af bølgestejlheden samt retningsspredningen. Idet der for de stejleste
bølger ses “secondary load cycles” relateres der til studiet af regulære bølger
og det sandsynliggøres at observationer gjort her er alment gyldige.
En grundig diskussion af eksperimentel bestemmelse af hydrodynamiske
kræfter bliver desuden givet. Der ses betydelige forskelle mellem målte og
beregnede højere harmoniske kræfter og det vises at dette skyldes egensv-
ingninger i forsøgsopstillingen. Afslutningsvis blev anvendelsen af multi-
domæne løseren diskuteret i en bredere ingeniørmæssig kontekst. Her bliver
en simple men robust metode til at identificere kræfter der kan være forkert
estimeret af Morsions ligning præsenteret. Det foreslås at disse kræfter efter-
bergnes med multi-domæne løseren.
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DECLARATIONS
Parts of the work described in this dissertation has previously been published
in the following references:
• Paulsen, B. T., Bredmose, H., Bingham, H. B. & Jacobsen, N. G., (2012).
Forcing of a bottom mounted circular cylinder by steep regular water waves at
finite depth. Submitted for publication.
• Paulsen, B. T., Bredmose, H. & Bingham, H. B., (2013). Focused wave im-
pact on a vertical cylinder: Experiment, numerical reproduction and a note on
higher harmonics.. International workshop for water waves and floating
bodies, IWWWFB. Marseilles, France
• Paulsen, B. T., Bredmose, H., Bingham, H. B. & Schløer, S. (2013). Steep
wave loads from irregular waves on an offshore wind turbine foundation. Inter-
national conference on ocean, offshore and arctic engineering, OMAE.
Nantes, France.
• Paulsen, B. T., Bredmose, H. & Bingham, H. B., (2013). An efficient do-
main decomposition strategy for violent wave loads on surface piercing circular
cylinders. Submitted for publication.
xiii

C
H
A
P
T
E
R
1
INTRODUCTION
In recent years consensus among leading scientists is that global warming
poses a serious environmental risk to present and future generations. One
way to alleviate the consequences of global warming is to change the worlds
energy supply from being mainly dependent on fossil fuels to non-emissive
energy forms as solar-, hydro- and wind energy. In order to comply with this,
the Danish government decided in 2012 that the share of energy produced by
renewable energy sources should increase from 18.9% to 50% by the year 2020.
It is expected that wind energy will be the main contributer as this form of re-
newable energy is highly suited for the Danish environment and the political
agenda. The increase in capacity is partly going to be achieved by replacing
existing turbines with new, larger and more efficient ones, but the main ca-
pacity gain will come from installation of a large number of new turbines. It
is expected that a significant part of all new wind turbines are going to be
installed offshore. By the end of the year 2012, 1,662 offshore wind turbines
were installed and grid connected in Europe, giving a total capacity of 5.00
GW. It is expected that by the end of the year 2014 the grid connected capacity
will increase by further 3.30 GW (Arapogianni, 2013).
Offshorewind energy poses several advantages compared to its land based
counterpart:
• Better, stronger and more stable wind climates
• Possible larger turbines
• Possible larger wind turbine farms
• Not a nuisance to nearby neighbours due to noise and visual impact
However, placing wind turbines offshore introduces several engineering chal-
lenges such as grid connection and the hostile, corrosive environment. The
average water depth for all new wind farms in 2012 was 22 m, and the aver-
age distance to shore was 29 km (Arapogianni, 2013). An inevitable premise
for wind turbines is that they are located at spots with significant wind loads.
Offshore, this often implies significant wave loads too. During normal oper-
ation wave loads do not pose a problem, as wind forces are dominating and
significant aerodynamic damping is created by the rotor. However, during
1
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Figure 1.1: Sketch illustrating common or promising types of foundations for off-
shore wind turbines. From the left to the right: Monopile, jacket, tri-
floater and spar buoy.
violent storms, where the largest wave forces are expected, the wind turbine
is in parked position, and the structure is practically undamped. Here, large
wave impacts, especially from breakingwaves, pose a real danger to the safety
of the structure.
Several types of foundations for offshore wind turbines are applied, each
with its benefits and drawbacks. The three most important types of founda-
tions are:
• Monopiles
• Jackets
• Floating turbines
The first two are bottom fixed structures and the last is a broader category
covering several designs. In figure 1.1, a sketch of four common or promising
types is presented.
Monopile foundations are circular piles, which are hammered into the sea
bed. At the top of the monopile is a transition piece for mounting the wind
turbine tower. Monopile foundations are by far the most widely used sub-
structure type due to their simplicity. Of all offshore wind turbines installed
in 2012, 73%were placed onmonopile foundations (Arapogianni, 2013). Large
scale batch production of monopile foundations is uncomplicated, which of-
ten makes it the most cost efficient type of foundation. The drawback of the
monopile foundations is that they are typically slender structures with little
structural stiffness and damping. For that reason, they are mainly used at wa-
ter depths h < 30−40m. At deeper water the jacket foundation is an attractive
alternative to the monopile due to its increased structural stiffness. However,
compared to monopiles jacket foundations are complicated steel structures,
where a significant amount of high quality welding is required. This implies
that cost efficient large scale batch production of jacket structures is difficult.
Further, it may be noted that only 13% of all offshore wind turbines installed
in 2012 were placed on jacket foundations.
In places where the water depths are too large for both monopile- and
jacket foundations, floating wind turbine foundations become the only viable
2
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option. Suitable sites for floating wind turbines could be off the coast of Nor-
way, Japan and the United States of America. Here the water depth rapidly
becomes too large for bottom fixed foundations. Several concepts for floating
wind turbines are being tested these days, but non are in large scale commer-
cial use. Off the coast of Norway, Statoils “Hywind” has been successfully
operating for years. Here a spar buoy type foundation is equipped with a
2.3 MW Siemens turbine at a water depth of more than 220 m. Outside the
coast of Portugal, the semi-submersible tri-floater, “WindFloat”, has success-
fully been tested. Both concepts seem promising, but further development is
needed before either can be exploited commercially in large scale projects.
Even though the average water depth for offshore wind turbines is ex-
pected to increase, most will still be placed at intermediate and shallow water
depths. For that reason, and due to their simplicity and cost efficient pro-
duction, the monopile foundations is, and will remain, the most used type of
foundation for several years to come. Therefore, attentionwill be paid to wave
loads on a bottom mounted surface piercing circular cylinders, with proper-
ties similar to the monopile foundation.
1.1 Wave loads on surface piercing circular cylinders
Wave loads on surface piercing circular cylinders is a classic academic and en-
gineering discipline due to its appealing geometrical shape and since circular
cylinders appear as a fundamental part of many offshore constructions.
In order to discuss wave loads on circular cylinders at least three non-
dimensional parameters must be introduced. 1) The non-dimensional water
depth, kh, which is the product of the water depth, h, and the wave number
k = 2pi
L
, where L is the wave length. For kh ' 3 the water depth is considered
deep and waves propagating on the free surface are uninfluenced by the bot-
tom. As the water depth decreases the wave crest tends to become more nar-
row and steep, whereas the wave trough becomes long and flat. This happens
as the wave starts to sense the bottom. 2) The wave steepness, kA, which rep-
resents the ratio of wave amplitude, A, and the wave length, L, here given by
the wave number. The wave steepness is a strongmeasure of the wave nonlin-
earity. In combination with the dimensionless water depth the wave steepness
describes the undisturbed progressive wave. 3) The non-dimensional cylin-
der diameter kD, where D is the cylinder diameter. For slender cylinders the
waves passes the cylinder undisturbed, whereas significant disturbances to
the wave field are observed as the cylinder diameter becomes larger relative
to the wave length. This phenomenon is known as diffraction and becomes
important for kD ' 1.3.
Other important non-dimensional parameters are the Reynolds number,
Re, the Keulegan-Carpenter number, KC, the Froude number, Fr and theUrsell
number, Ur. Though they all are of great importance for describing the flow,
they are not applied in the following discussion and will be introduced when
required.
For now, there is distinguish between three types of wave loads as illus-
trated in figure 1.2. Each of the three types are going to be discussed individ-
ually in the following sections. To simplify the discussion intermediate water
depth is assumed.
3
1. INTRODUCTION
(a) (b) (c)
Figure 1.2: Types of wave impacts on a monopile foundation. a) Linear waves,
with a weak nonlinear wave forcing. b) Weakly nonlinear waves, with
a strong nonlinear wave forcing. c) Strongly nonlinear waves, with a
strong nonlinear wave forcing.
Figure 1.3: Linear free surface elevation around a vertically moving cylinder. Pic-
ture from Hu et al. (2002).
1.1.1 Wave loads from small non steep waves
Non steep waves are in general characterized by kA ≪ 1. In figure 1.3, the
free surface elevation from a small linear wave impinging a circular cylinder
is shown. Visually, only small disturbances to the free surface is observed and
for the slender cylinder the wave passes the cylinder practically undisturbed.
Both the incident wave field and the loading on the cylinder is accurately
described by linear wave theory and are in general well understood. It may
be noted that a significant amount of the fatigue load on offshore structures
may come from small non-steep waves as theses are frequently observed.
As existing theories accurately describe this type of waves and the associ-
ated loads, they will be given no further attention.
1.1.2 Wave loads from steep non breaking waves
The second type of wave loads are characterized by impacts from steep non-
linear water waves with kA = O(10−1). Here the undisturbed waves are in
general well understood and for regular waves higher order perturbation so-
lutions exist; e.g. Stokes 3rd,- or 5th, order solution or fully nonlinear stream
4
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Figure 1.4: Wave impact on a circular cylinder from a steep non-breaking regular
wave. kh = 0.67, kR = 0.10 and kA = 0.19.
function waves (e.g. Fenton, 1988). For the wave forcing, weakly nonlinear
solutions, accurate to the third order in kA, have been derived by Faltinsen
et al. (1995) and Malenica &Molin (1995). However, these are perturbation so-
lutions where the wave steepness kA is assumed small, so they are expected
to diverge as the wave steepness increases. For realistic irregular seas, where
steep waves are expected, no analytical force formulation exists.
Recently Paulsen et al. (2013b) showed that given fully nonlinear wave
kinematics, the time history of the inline force on a circular cylinder from
steep non-breaking irregular waves is accurately predicted by the Morison
equation (Morison et al., 1950). However, as showed by Paulsen et al. (2012)
the higher harmonic forcing is significantly over estimated by the Morison
equation at intermediate waters. Further, Paulsen et al. (2012) showed that
for steep nonlinear regular waves, secondary load cycles exist and the wave
forcing is strongly nonlinear. Here the wave is shown to break locally on the
cylinder and a large wave run-up is observed. Such a wave impact is pre-
sented in figure 1.4. Even though the force time history is well approximated
by the Morison equation, the detailed loading in the free surface region and
the higher harmonic nonlinear forcing is beyond the scope of both the Mori-
son equation and the perturbation theories. This is critical with respect to
design of foundations for offshore wind turbines as several authors (Chaplin
et al., 1997; Grue &Huseby, 2002; Paulsen et al., 2012; Rainey, 2007), have spec-
ulated that this type of wave forcing could give rise to the structural “ringing”
phenomenon.
1.1.3 Wave loads from breaking waves
The third type of wave loads are characterized by strong nonlinear breaking
wave impacts, see figure 1.5. Here the undisturbed waves are strongly nonlin-
ear and hence beyond the scope of any perturbation solution. Fundamental
5
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Figure 1.5: Wave impact from bi-directional breaking wave on a circular cylinder.
Picture from Zang & Taylor (2011).
for the perturbation solutions is that a single valued free surface elevation ex-
ist and this is not justified for the breaking wave. The wave impact on the
cylinder is governed by the wave breaking process, which either enhances or
decreases the loading, depending on the breaking point relative to the cylin-
der. In the case where the wave is breaking in front of the cylinder, the wave
loading is normally reduced due to the decreased wave height and since the
wave front is no longer a coherent structure, but a turbulent mixture of air and
water.
The largest wave loads are in general encountered for waves breaking at
or shortly after the cylinder. Here the cylinder is hit by a vertical coherent
wall of water, which gives an impulsive type loading with high local pres-
sures near the free surface. This type of impact is normally referred to as
slamming. Other effects associated with this type of wave impact are signif-
icant run-ups and sprays, which might damage substructures, see, Bredmose
& Jacobsen (2011). High local pressures may also arise, when the up-rushed
water reenters the water column (Bredmose et al., 2010).
This type of wave impact is normally a design driver for foundations of
offshore wind turbines. To accurately estimate the wave loads from this type
of impact several physical processes must be taken into consideration. First,
the nonlinear steepening of the wave is important, as this defines the shape of
the wave and the breaking point. Secondly, wave-wave interaction must be
taken into consideration, as the largest wave impacts are often a consequence
of wave phase- and/or directional focusing. Finally the violent wave impact
on the cylinder distorts the free surface and a strongly nonlinear flow is ob-
served around the cylinder.
Challenges associated with computations of this type of wave loads will
be discussed in the following section.
6
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Figure 1.6: Sketch illustrating the length scales governing the outer- and inner
flow problem.
1.2 Numerical challenges
The number of analytical closed form wave theories are limited and as these
in general are restricted to constant depth, one or a few frequencies and as-
sumes that a perturbation solution can be found from the unperturbed solu-
tion. Hence numerical modeling is often the only alternative to experimental
model-testing for studying water waves and wave structure interactions of
realistic seas. As discussed in the previous section wave impacts on a circu-
lar cylinder from steep breaking and non-breaking waves, includes physical
processes, which might be governed by length scales separated by several
decades. In figure 1.6, the most important length scales governing the prob-
lem are illustrated.
To correctly predict the nonlinearity of the incident waves, bathymetry
changes have to be taken into account as soon as the wave starts to be influ-
enced by the bottom. For large free surface waves the wave length is typically
L ≈ 200 m, so, if kh = 3 is taken as the deep water limit, ideally, phase-
resolving numerical models should be applied for h / 100 m. As mentioned
previously in the introduction, offshore wind turbines were in 2012 on aver-
age placed at h = 22m of water depth. This implies that the distance,X , from
where the water depth becomes important to where the wave hits the cylin-
der is typically X = O(103)m. However, the wave impact and the associated
flow features in the vicinity of the cylinder are governed by length scales with
different orders of magnitude. The cylinder diameter is typicallyD = O(1)m,
whereas the flow features around the cylinder, indicated by δ∗ are typically in
the order of O(10−2) m. In some cases even the turbulent length scales have
to be resolved, which will introduces length scales of order 10 or 100 smaller
than δ∗.
So, to solve the problem of wave loads on an offshore wind turbine foun-
dation, length scales separated by more than five decades have to be resolved.
Covering the whole range of length scales with a single numerical method is
not feasible and often unnecessary. In cases where the length scales of the in-
ner problem are small compared to the length scales of the outer problem one
could seek a solution where the two problems are separated in an inner and
an outer region.
Before discussing this type of solution-procedure a general introduction
to numerical modeling of water waves and wave structure interaction will be
given.
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1.2.1 Introduction to numerical modeling of water waves and wave
structure interaction
Several numerical approaches for modeling nonlinear water waves exist. For
many years, Boussinesq-type equations have been an attractive way of solving
nonlinear free surface flows, as the computational cost is reasonable. The fun-
damental idea of Boussinesq-type equations is to reduce a problem of three
spatial dimensions to one- or two horizontal dimensions. Hence, the origi-
nal Boussinesq equations were a first correction to the nonlinear shallow wa-
ter equations, allowing for a non-hydrostatic pressure variation. A lot of re-
search and development has been carried out for Boussinesq-type equations
during the years. Modern Boussinesq-type equations are no longer restricted
to shallow water and are now accurate for kh ≤ 17 and includes nonlinear
amplitude dispersion. An excellent review of the theoretical advancements
of Boussinesq-type equations is given by Madsen & Fuhrman (2010). Here, a
state of the art, Boussinesq-type model is also presented.
As an alternative to the Boussinesq formulations, the linearized potential
flow problem can be solved in two- or three spatial dimensions. Here the
computational cost is still small, even for bodies of arbitrary shape. The best
known linear diffraction solver is WAMIT, which solves the linearized poten-
tial flowproblem for a rigid body of arbitrary shape (Lee (1995);www.wamit.com).
Hereby, the exciting and restoring forces can be obtained, as well as, the added
mass and damping coefficients.
With increasing computational power solving the fully nonlinear potential
flow problem has become possible. Among others, Dold & Peregrine (1986),
Grilli et al. (1989), Ferrant (1999) and Engsig-Karup et al. (2009), have presented
fully nonlinear potential flow computations in two- and three spatial dimen-
sions. A comprehensive review on the development of fully nonlinear po-
tential flow models is given in Grilli (1996). Recently, a fully nonlinear GPU
based potential flow solver, with the ability to handle large problems with as
much as 100 million grid points, was presented by Engsig-Karup et al. (2012).
In the case of breaking waves or when viscosity is important e.g. in the
case of sediment transport or flow past a blunt body, the Navier-Stokes equa-
tions must be solved. However, the problem of a free surface flow is not fully
described by the Navier-Stokes equations for a single fluid phase as an addi-
tional equation governing the evolution of the, a priori, unknown free surface
must be introduced. Either the Navier-Stokes equations are solved with a dy-
namic and kinematic free surface condition or in combination with a surface
tracking/capturing scheme. Methods for representing the free surface can
generally be classified in two categories; I) surface tracking methods, where
the location of the free surface is tracked explicitly, or II) surface capturing
methods, where the location of the free surface is implicitly represented by a
marker function.
Among the surface tracking methods, the level-set method by Osher &
Sethian (1988) is the most widely used. Here the free surface is represented
by the zero level-set of a signed distance function, which is advected in space
and time by a scalar conservation equation. The advantage of the level-set
method is that the location of the free surface is known explicitly at any time.
The disadvantage is that it is not mass conserving and re-initialization of the
signed distance function is necessary, as a part of the time stepping proce-
8
1.2. Numerical challenges
dure. In modern implementations of the level-set method, mass conservation
can be ensured by combining the method with the mass conserving volume of
fluid method (e.g., Van Der Pijl et al., 2005). Further, it may be noted that solv-
ing conservation type equations requires advanced numerical methods, due
to their hyperbolic nature. Here information propagates like shocks at finite
speed along lines of characteristics. Fair results can be obtainedwith the lower
order Godunov method but higher order methods such as theWENO-scheme
by Shu (2003) is recommended. However, formulating and implementing
higher order shock capturing schemes for arbitrary meshes is far from triv-
ial.
If an explicit representation of the free surface is required the front track-
ing method by Unverdi & Tryggvason (1992) is an alternative to the level-set
method. Here, marker particles located at the free surface are tracked in a
Lagrangian manner which gives an explicit representation of the free surface.
For the surface capturing methods, the volume of fluid (VOF) method by
Hirt & Nichols (1981) is the most widely used. Here, a scalar marker field is
advected in time in an Eulerian frame of reference. Like the level-set method,
a scalar conservation equation must be solved with the associated numerical
difficulties. With the aim of limiting numerical diffusion of the interface, sev-
eral advection schemes have been proposed. Among the more successful are
the donor-acceptor scheme by Harvie & Fletcher (2001) or the compressive
interface capturing scheme for arbitrary meshes (CICSAM) by Ubbink et al.
(1997). For a general review of surface capturing schemes see Gopala & van
Wachem (2008).
Recently several researchers (Bredmose et al., 2006; Christensen et al., 2005;
Hildebrandt & Schlurmann, 2012; Lin & Liu, 1998; Liu et al., 2001; Paulsen
et al., 2012) have presented Navier-Stokes computations of wave loads on cir-
cular cylinders. By solving the Reynolds averaged Navier-Stokes equations
combined with a VOF-surface capturing scheme Lin & Liu (1998) investi-
gated solitary and cnoidal waves. From the numerical computations, tur-
bulent transport mechanisms for breaking waves were investigated. Utiliz-
ing an Eulerian-Lagrangian boundary element method Liu et al. (2001) pre-
sented third harmonic forces on a truncated surface piercing circular cylin-
der from regular waves. By the use of a Navier-Stokes/VOF solver Chris-
tensen et al. (2005) investigated the wave run-up on a circular cylinder from
steep and breaking waves. They observed that the wave run-up from nearly
breaking/unstable waves was much higher than for a stable regular wave.
By the use of the same method, Bredmose et al. (2006) compared numerical
computations of extreme wave impacts on a gravity wind turbine founda-
tion with experimental measurements. Their main finding was that a simple
Morison-type formulation reproduced the trend of the wave load history, but
not the extreme moment. Recently, Hildebrandt & Schlurmann (2012) stud-
ied phase focused wave impacts on a tripod foundation for offshore wind
turbines. Here, the main focus was on wave impacts from breaking waves,
which was studied by means of both numerical methods and large scale ex-
periments. Their main finding was that the slamming coefficient, CS = 2FxρDc ,
where c is the wave celerity, was significantly smaller than the coefficient pre-
dicted by Wienke & Oumeraci (2005), but in fair agreement with the theoreti-
cal result of Von Karman (1929) and the study of Goda (2010). Also utilizing a
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Navier-Stokes/VOF solver, Paulsen et al. (2012) presented a generic study of
strongly nonlinear forces on circular cylinders by steep regular waves. Here
a detailed discussion of the wave impact, the physics of the secondary load
cycle and the higher harmonic forces was given.
Even though Navier-Stokes computations combined with a surface track-
ing/capturing scheme are widely used for accurate computations of water
waves and wave structure interaction, the method is computationally expen-
sive and is only applicable to problems of limited size in space and time.
In an attempt to increase the problem size but locally retain the accuracy of
the Navier-Stokes solvers several domain decomposition strategies have been
formulated, e.g. Biausser et al. (2004); Campana et al. (1995); Christensen et al.
(2009); Drevard et al. (2005); Greco et al. (2007); Guignard et al. (1999); Hamilton
& Yeung (2011); Iafrati & Campana (2003); Kim et al. (2010); Lachaume et al.
(2003); Paulsen et al. (2013a).
In general two types of domain decomposition strategies exist; a two-way
coupling where information propagates both from the outer to the inner do-
main and vice versa. Alternatively, a one-way coupling can be formulated,
where information only propagates from the outer to the inner domain.
Campana et al. (1995) applied a two-way domain decomposed solver, to
analyse the flow past a ship hull. Here, the linearized potential flow problem
was solved in the outer flow domain by a panel method, whereas the steady
state, incompressible, Reynolds averagedNavier-Stokes equationswere solved
in the vicinity of the ship by a finite volume method. A vertical, two-way
viscous-inviscid coupling was developed by Iafrati & Campana (2003), in or-
der to accurately simulate unsteady wavy flows generated by a submerged
moving body. Here, a vertical domain decomposition strategy was followed
such that the viscous model was applied in the free surface region and the po-
tential flow model for the remaining part of the fluid domain. The air-water
interface was captured by a level-set method following the work of Sussman
et al. (1994). Hereby, the air-water interface was accurately captured even for
breakingwaves. Greco et al. (2007) have applied a two-way fully nonlinear do-
main decomposed solver to study the problem of green-water on deck. The
computations were carried out in two dimensions and were successfully com-
pared against experimental measurements. Here the outer flow problem was
solved by a boundary element model, whereas the Navier-Stokes equations
combined with a level-set scheme were solved in the inner domain. Recently
Kim et al. (2010) presented a nonlinear two-way coupling between a nonlin-
ear boundary element model and a Navier-Stokes solver. The solver was de-
veloped with the purpose of simulating long time series of two-dimensional
irregular waves. Here, special attention was paid to the representation of the
free surface which was captured by a VOF-scheme. For detailed computa-
tions of viscous flow effects around three-dimensional bodies an important
contribution was made by Hamilton & Yeung (2011), who presented a gen-
eralized, three-dimensional two-way coupling between a linearized inviscid
outer region and a linear viscous inner region.
A different approach to domain-decomposition is the one-way coupling
first presented by Guignard et al. (1999), and later by Lachaume et al. (2003).
Here, information only propagates in one direction - from the outer to the
inner domain. The method was applied by Biausser et al. (2004) for computa-
tions of two- and three-dimensional breaking waves. Using the same method
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Drevard et al. (2005) studied shoaling and breaking of solitary waves. Chris-
tensen et al. (2009) coupled the weakly nonlinear Boussinesqe model of Mad-
sen et al. (1991) to a Navier-Stokes/VOF solver for the computations of wave
loads from unidirectional waves on monopiles at intermediate and shallow
depth. The advantage of the one-way coupling is its simplicity and that an
efficient coupling between fully nonlinear models can be achieved without
subiterations. On the other hand, the one-way coupling requires that the in-
ner domain is sufficiently large to ensure that the solution is converged with
respect to the domain size.
Recently Paulsen et al. (2013a) presented a one-way domain decomposed
model, where the fully nonlinear three-dimensional potential flow model of
Engsig-Karup et al. (2009) was coupled with a Navier-Stokes/VOF-solver uti-
lizing the wave generation toolbox, waves2Foam, by Jacobsen et al. (2012).
The model was carefully validated against experimental measurements. Here
fully nonlinear computations of wave impacts on a surface piercing circular
cylinder from a realistic three-dimensional sea were presented.
1.3 Higher harmonic “ringing” forces
For the safety and reliability of offshore wind turbines it is crucial to avoid
resonant structural responses. Considering only the wave forces, this implies
that the natural frequencies of the structure and the frequencies of the inci-
dent waves should be well separated. The natural frequencies of the first
tower mode for an offshore wind turbine is typically in the range ftower ∈
[0.24; 0.31] Hz, which is well above the frequencies of typical storm waves.
However, significant structural responsesmay still be observed followingwave
impacts from steep non-breaking waves. Here, it is expected that the struc-
tural excitation is caused by the higher harmonic components of the incident
wave. Further, Paulsen et al. (2012), showed that a significant load contri-
bution may arise from the nonlinear wave-structure interaction, which may
also interfere with the natural frequencies of the structure. As nonlinear wave
forces are normally not fully accounted for in design calculations, theses ef-
fects have the potential to significantly reduce the expected lifetime of the
structure.
Special attention was given to higher harmonic forces during the 1990s,
where higher harmonic “ringing” responses were observed for several deep
water oil production platforms (e.g., Langen et al., 1998; Natvig & Teigen,
1993). The origin of these “ringing” responses and the related physics is still
not fully understood. Often “ringing” responses are associated with a third
harmonic excitation from the incident wave. But to the authors knowledge,
a direct link between the third harmonic force and the ringing response has
never been established. The reason why the third harmonic force and “ring-
ing” responses are often associated is that ftower/3 is close to typical peak
frequencies of storm waves. However, as pointed out by Rainey (2007) and
Paulsen et al. (2012), the wave forcing for this type of impact is not weakly
nonlinear and therefore, standard perturbation type theories can not necessar-
ily be applied. The association between third harmonic forces and “ringing”
was further stimulated by the fact that third order perturbation theories were
presented by Faltinsen et al. (1995) and Malenica & Molin (1995), shortly after
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the first observation of “ringing”. These third order theories will be briefly
discussed in section 1.4.
Higher harmonic nonlinear wave forces and “ringing” have been stud-
ied extensively during the last decades. Huseby & Grue (2000) carried out
a comprehensive set of experiments by means of which the magnitude of the
higher-harmonic forces could be identified as a function of the wave steepness
and the cylinder diameter. Also based on experimental measurements Grue
& Huseby (2002) observed that the occurrence of a “ringing” event was asso-
ciated with the presence of a secondary load cycle. Further, they argued that
“ringing” and secondary load cycles are observed when the Froude number
Fr = ωηm√
gD
exceeds 0.4, where ηm is the crest elevation, ω is the wave frequency,
g is the magnitude of the gravitational acceleration and D is the cylinder di-
ameter. Whether the Froude number is an appropriate estimator for “ringing”
has been a matter of discussion, most clearly in Chaplin et al. (1997). Instead
of the Froude number Chaplin et al. (1997) suggested that the wave steepness
kA is a governing parameter for the magnitude of the secondary load cycle
and hence a “ringing” event. As both “ringing” and secondary load cycles are
known to be nonlinear phenomena the wave steepness kA was an uncontro-
versial choice. Further to this aspect, Rainey (2007) pointed out that secondary
load cycles are not caused by a harmonic forcing, but are rather related to lo-
cal wave breaking on the cylinder. This observation is consistent with the
findings of Krokstad & Solaas (2000), who reached the same conclusion in a
combined experimental and numerical study.
By the use of phase-focused irregular waves Fitzgerald et al. (2012) showed
that the higher harmonic forces on a circular cylinder follow the hierarchy es-
tablished by a Stokes expansion, where the magnitude of the i’th harmonic
force scales with (kA)i. This is an interesting observation, indicating that even
wave breaking does not destroy the expansion hierarchy. However, how phe-
nomena such as secondary load cycles, which are clearly beyond the scope of
any perturbation expansion, fit into their observation was not addressed.
Numerical computations of higher harmonic “ringing” loads have been
carried out by several researchers (e.g. Ferrant, 1999; Liu et al., 2001; Paulsen
et al., 2012). By the use of a fully nonlinear boundary integral solver, Fer-
rant computed the magnitude of the higher harmonic forces for some of the
cases presented in Huseby & Grue (2000). Here, the numerical computations
are included along with the experimental measurements and in general a fair
agreement is seen. Numerical computations of higher harmonic forces were
also carried out by Liu et al. (2001), where themagnitude of the third harmonic
force on a surface piercing circular cylinder was presented as a function of
the relative cylinder diameter. Here, the numerical computations were com-
pared against the third-order theories of Faltinsen et al. (1995) and Malenica
& Molin (1995), as well as, experimental measurements of Krokstad & Stans-
berg (1995). A comprehensive study of “ringing” loads, harmonic forces and
the secondary load cycle was presented in Paulsen et al. (2012). Here it was
argued that the origin of the secondary load cycle is an upstream propagating
flow caused by local diffraction around the cylinder. This finding corresponds
well with the observations of Rainey (2007) and Krokstad & Solaas (2000).
Further, they showed that the wave steepness, expressed in terms ofH/Hmax,
whereHmax is the limiting wave height at a given water depth, is a governing
12
1.4. Analytical and empirical nonlinear force formulations
parameter of the magnitude of the secondary load cycle. The relative cylinder
diameter, kR, was also shown to be governing themagnitude of the secondary
load cycle. Finally they showed that the Morison equation significantly over-
estimates the magnitude of the third harmonic force at shallow/intermediate
water depths.
1.4 Analytical and empirical nonlinear force formulations
Following the first observations of structural “ringing”, special attention was
paid to the magnitude of the third-harmonic force. Soon after, third-order
closed form force formulations were derived by Faltinsen et al. (1995) and
Malenica & Molin (1995). The theory of Faltinsen et al. (1995) is a deep water
theory formulated in the long wave regime and assumes kD ≪ 1, A/L ≪ 1
and A/D = O(1). Here it may be noted that even though the wave is long
relative to the cylinder with kD ≪ 1, the inline force is still inertia dominated
as A/D = O(1). This implies that inviscid potential flow theory is valid, and
a closed form solution can be found. By a Stokes type perturbation expansion
the following expression for the magnitude of the third harmonic force was
given
f
(3)
FNV
ρgA3
= 2π(kR)2. (1.1)
It may be noted that this term was obtained by integration from the still water
level to the free surface and hence acts in the free surface region.
The solution of Malenica & Molin (1995) is formulated in the diffraction
regime at finite depth, i.e. A/L ≪ 1, D/L = O(1), kh = O(1). The force
formulation of Malenica & Molin (1995) is much more involved than the the-
ory of Faltinsen et al. (1995) and the total force, and the associated harmonic
components, are expressed as complicated integrals of the first-, second- and
third-order velocity potentials. The expression for the harmonic force con-
tributions are not repeated here, but it may be noted that the original paper
provides selected results for h/R = 10 in graphical form.
As analytical force formulations in general are limited to regularmonochro-
matic waves, empirical force formulations based on a kinematic input are
needed. Here theMorison equation (see, Morison et al., 1950) is by far themost
essential one. From the Morison equation the inline force on a slender body
is estimated from fluid velocities and accelerations. Traditionally the Morison
equation is a sum of two terms; one being an empirical drag term proportional
to the fluid velocity squared and the other being an inertia term, derived from
potential flow theory, proportional to the fluid acceleration. Further, Rainey
(1989) showed that for a circular cylinder, where the axial dimension is non-
slender, an additional inertia term, u∂w/∂z, proportional to the added mass,
appears. With this extension the Morison equation for the depth integrated
inline force can be written as
F (t) =
∫ η
−h
1
2
ρCDDu|u|+ πρR2u˙+ma
(
u˙+ u
∂w
∂z
)
dz (1.2)
where u = u(x, t) is the horizontal inline velocity, w = w(x, t) is the vertical
velocity, CD is the drag coefficient andma is the added mass coefficient. With
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a potential flow assumption the added mass coefficient for slender circular
cross-sections, takes the value ofma = 1.
The fluid acceleration in equation (1.2) is the Lagrangian acceleration given
by
u˙ =
du
dt
=
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
. (1.3)
As pointed out by Manners & Rainey (1992), the contribution from the non-
linear terms in equation (1.3) are in general small, suggesting that the acceler-
ation in most cases is accurately approximated by the linear Eulerian deriva-
tive ∂u/∂t. However, as pointed out by Lighthill (1986) the nonlinear terms in
equation (1.3) will contribute to forces at different frequencies than the Eule-
rian derivative, and might thus lead to higher-harmonic load components.
Other sources of higher-harmonic forcing in (1.2) are the integration from
z = 0 to the instantaneous position of the free surface, η, and the nonlinear
drag term.
Further, Rainey (1995) showed that a point force
Fsurface = −1
2
ρπR2mau˙
2 ∂η
∂x
(1.4)
exists at the instantaneous free surface elevation due to the change in kinetic
flow energy, when the wetted area of the cylinder changes. This term might
be included in the Morison force formulation, equation (1.2), as well.
1.5 This thesis
The work presented in this thesis serves the purpose of satisfying two needs.
First, efficient yet accurate numerical wave load models are needed in order
to improve design of foundations for offshore wind turbines. This is essen-
tial if the cost of offshore wind energy should be reduced to a level, where it
is a cost efficient alternative to fossil fuels. Secondly, new knowledge about
wave impacts on surface piercing circular cylinders, from steep and breaking
waves, is needed as many phenomena are not fully understood. In this thesis
significant contributions to both needs are presented.
TheNavier-Stokes/VOF solver provided as a part of the open-source CFD-
toolbox OpenFoam R© is often used for research and design load calculations.
The solver has previously been verified against experimental measurements,
but to the authors knowledge, convergence by grid refinement towards a fully
nonlinear analytical solution was first presented in Paulsen et al. (2012) and
further extended in this thesis. This is an achievement as it shows that the
two-phase formulation is capable of propagating an undisturbed water wave
in agreement with an analytic single-phase stream function solution. Hence
the method can be applied for wave load computations. Further to the valida-
tion of the solver, this thesis adds an extensive number of comparisons with
experimental measurements.
An efficient and fully nonlinear domain decomposed model is presented.
Such a method has previously been presented by several researchers as dis-
cussed in section 1.2.1, but they were all applied on few and very specialized
problems and none of them seems to have the same versatility as the one pro-
posed in this thesis. The domain decomposed model presented here is well
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validated and shown to be applicable to real engineering tasks and funda-
mental research. This is a major achievement.
As discussed in section 1.3 the origin of the structural “ringing” phenom-
ena and the related physics is still unresolved and a matter of discussion. Re-
lated to this discussion is the nonlinear flow phenomenon, secondary load
cycles, which by some researchers is seen as a strong indicator of a “ring-
ing” event. Understanding of these phenomena is crucial if uncertainties and
risks related to offshore wind energy should be reduced. To address this issue
new knowledge on forces from steep or breaking wave impacts on a bottom
mounted circular cylinder is presented in this thesis. To the authors knowl-
edge, the analysis of the inline forces and the motion of the free surface, as a
function of wave steepness and water depth, is the most comprehensive one
published so far. Here, a detailed description of the secondary load cycle and
the related physics, is also given. Based on observations from the numeri-
cal computations a plausible explanation for the secondary load cycle is pre-
sented. By a detailed study of uni- and bi-directional phase-focused waves
these observations are confirmed and shown to be valid for realistic multi-
directional seas too. Though all explanations of the secondary load cycle, by
definition, are a matter of discussion, the author considers this part of the the-
sis as a major contribution to the ongoing discussion of secondary load cycles
and strongly nonlinear wave forces in general.
A detailed discussion of the determination of forces from experimental
measurements and observed differences from the numerical computations is
also given. Here it is shown how the test-setup may interact with the hydro-
dynamic forces and hereby introduce artificial higher harmonics which are
not easily removed. This is a significant contribution as it highlights and ex-
plains physical processes, which have the potential to corrupt experimental
measurements. Finally, an optimized utilization strategy for the domain de-
composed solver is presented. The proposed strategy can also be used for esti-
mating the quality of peak forces estimated by the Morison equation, without
a known solution. It is expected that the proposed strategy combined with
the domain decomposed solver has the potential to reduce risks in early de-
sign stages. Hereby, cost of offshore wind energy can be reduced, so this is
considered a major contribution too.
1.6 Structure of the thesis
First, all numerical models applied in this thesis are carefully described in
chapter 2. In section 2.1, the governing equations and the solution strategy
for the fully nonlinear potential flow solver are presented. Then, in section
2.2, the governing equations for the fully nonlinear Navier-Stokes solver com-
bined with a volume of fluid (VOF) surface tracking scheme are given. In sec-
tion 2.3, an efficient domain decomposition strategy which combines the two
methods is outlined. All numerical models are throughly validated against
analytical solutions and/or experimental measurements in chapter 3. Here
special attention is paid to the validation of the newly developed domain de-
composed solver.
In chapter 4, wave forces from regular, fully nonlinear, stream function
waves are considered. This includes a study of higher harmonic forces and
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a detailed discussion of the secondary load cycle. Furthermore, the effect of
combined waves and an Eulerian mean current is presented in section 4.5.
Here special attention is paid to the local flow around the cylinder.
A detailed study of uni- and bi-directional phase-focused waves is pre-
sented in chapter 5. Here, wave impacts from steep and breaking waves are
presented and the influence of the wave steepness and directionality is dis-
cussed. The discussion of secondary load cycles from section 4.4 is here ex-
tended tomore realistic uni- and bi-directional irregular phase-focusedwaves.
Then in chapter 6, wave forces on a circular cylinder are discussed form an
engineering perspective. First, a short introduction to experimental determi-
nation of forces on e.g. a circular cylinder is given. Based on that introduction,
determination of higher harmonic forces from experimental measurements is
discussed, where special attention is paid to the influence of the eigenmotion
of the force transducer. Then an optimized utilization strategy for the do-
main decomposed solver is presented. Here, a general guide to identification
of forces, which may be incorrectly determined by the Morison equation, is
given.
Finally, conclusions are drawn in chapter 7.
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NUMERICAL MODELS
For the present work, numerical computations of free surface flows were car-
ried out within two numerical frameworks; one being the open-source CFD-
toolbox OpenFoam R©, the other being the fully nonlinear potential flow solver
OceanWave3D (Engsig-Karup et al., 2009). Further, a domain decomposed
solver, where the two numerical methods were combined into one solver was
developed. Here the framework of OpenFoamwas used as development plat-
form. A one-way domain decomposition strategy was followed and the gov-
erning equations were solved independently. Information was transferred
from the potential flow solver to theNavier-Stokes/VOF solver via an efficient
and flexible coupling scheme utilizing arbitrary order interpolation stencils
and allowing for parallelization of the Navier-Stokes/VOF solver.
The governing equations of the potential flow solver are presented in sec-
tion 2.1, where appropriate boundary conditions are also discussed. Similarly,
the governing equations and boundary conditions for the Navier-Stokes/VOF
solver are presented in section 2.2. Finally, in section 2.3 the domain decom-
position strategy is presented.
2.1 Fully nonlinear potential flow solver
Recently, Engsig-Karup et al. (2009) developed a three-dimensional fully non-
linear potential flow solver (OceanWave3D). The numerical solver is capable
of describing propagation and development of fully nonlinear water waves
up to the point of breaking. The three dimensional Laplace equation is dis-
cretized by higher order finite difference stencils in a time-invariant computa-
tional domain. Hereby, high numerical efficiency and accuracy is obtained.
The potential flow problem of non-breaking free surface waves is fully de-
scribed in terms of the velocity potential, φ, and the position of the free sur-
face, η, here expressed relative to the still water level. The physical fluid ve-
locities (uH ;w) = (u; v;w) are given by the gradient of the velocity potential
(uH , w) = (∇Hφ, ∂zφ), where ∇H = (∂x, ∂y) is the horizontal gradient opera-
tor. As the free surface is a stream surface no out of plane velocities exist in a
Lagrangian frame of reference. A fluid particle located at the free surface must
therefore remain there. This is known as the kinematic free surface condition,
which, in terms of the free surface quantities φ˜ = φ (x, η) and w˜ = (x, η), can
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be expressed as
∂tη = −∇Hη · ∇H φ˜+ w˜ (1 +∇Hη · ∇Hη) . (2.1)
From the integrated momentum equation, the Bernoulli equation for an
unsteady fluid is obtained. Setting the pressure, p = 0, at the free surface for
z = η, the Bernoulli equation can be rewritten as follows
∂tφ˜ = −gη − 1
2
(
∇H φ˜ · ∇H φ˜− w˜2 (1 +∇Hη · ∇Hη)
)
, (2.2)
which is known as the dynamic free surface condition.
The two free surface conditions, equations (2.1) and (2.2) governs the tem-
poral development of the problem. It may be noted that both the kinematic-
and the dynamic free surface condition are nonlinear, so a closed form so-
lution does not exist. In order to evolve the surface conditions in time, the
vertical velocity at the free surface, w˜, must be known. Hereby the velocity
potential in the fluid volume, φ, must be found by solving the Laplace equa-
tion together with the kinematic bottom condition
φ = φ˜, z = η (2.3)
∇2Hφ+ ∂zzφ = 0, −h ≤ z < η (2.4)
∂zφ+∇Hh · ∇Hφ = 0, z = −h (2.5)
Here, h = h(x) is the water depth measured from the seabed to still water
level. The kinematic bottom condition, given by equation (2.5), is a no-flow
condition stating that no fluid is allowed to penetrate the seabed. At all verti-
cal boundaries homogeneous Neumann boundary conditions are applied.
The Laplace equation, equation (2.4), is solved by a flexible order finite
difference scheme in a time-invariant (x, σ)-domain, where σ is given by the
following non-conformal transformation
σ =
z + h(x)
η (x, t) + h (x)
. (2.6)
Typically, the computational grid will be clustered near the free surface
where the largest gradients are expected. In figure 2.1, a sketch of the clustered
grid in the physical and computational σ-domain is presented.
As evident from equation (2.6), the σ-transformation is only valid when
η is a single valued function. Hence, the numerical scheme breaks down
when wave breaking starts to occur. In the case of breaking and near breaking
waves, stability of the solver is ensured by a compact spatial Savitzky-Golay
filter which locally dissipates energy. It may be noted that the filter is not an
attempt to model physical wave breaking, but is included to ensure numer-
ical stability of the solver. In areas where accurate modeling of wave break-
ing is important it is suggested that this is handled by a Navier-Stokes/VOF
solver, which is capable of handling breaking waves due to its surface captur-
ing scheme.
With the velocity potential, φ, known in the computational σ-domain, phys-
ical velocities {uH(x, z);w(x, z)}may be obtained via the chain rule
uH (x, z) = ∇Hφ (x, σ) +∇Hσ∂σφ (x, σ) , (2.7)
w (x, z) = ∂σφ(x, σ)∂zσ (2.8)
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Figure 2.1: Sketch of the grid in physical coordinates and in the computational
σ-domain respectively.
For the potential flow solver wave generation and absorption is handled
by a line source relaxation method following the work of Larsen & Dancy
(1983). Here, a desired target solution is introduced over a certain distance
in space, normally referred to as a relaxation zone. Relaxation zones are also
applicable to wave absorption, which is needed in order to avoid reflections
from the domain boundaries.
Furthermore, an inhomogeneous time varying Neumann boundary condi-
tion was implemented at the inlet boundary. This allows for wave generation
directly at the boundary without the use of relaxation zones. The boundary
condition of the Laplace equation (2.4) then reads,
∂φ
∂x
= u (2.9)
where u = u(z, t). This type of wave generation is efficient in terms of numer-
ical reproduction of experimental measurements, where u then corresponds
to the velocity of the wave paddle. It may be noted that, as a fixed grid is
applied, this corresponds to a linear representation of the wave maker.
2.2 Two-phase incompressible Navier-Stokes/VOF solver
For accurate computations of fluid flows in the vicinity of a surface piercing
structure, the two-phase incompressible Navier-Stokes equations were solved
in combination with a VOF-surface capturing scheme. Due to the maturity
of the code and the fact that it is open-source, the CFD-toolbox OpenFoam
was chosen as a development platform. As part of the official OpenFoam
release an incompressible two-phase Navier-Stokes/VOF solver is provided.
This solver was combined with the wave generation toolbox, waves2Foam,
by Jacobsen et al. (2012) and further extended by an interface module to the
potential flow solver, OceanWave3D.
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For an incompressible two-phase flow, the governing equations for con-
servation of mass and momentum in an Eulerian frame of reference, are given
by
∇ · u = 0 (2.10)
∂ρu
∂t
+ ρ∇ (∇ · u)u = −∇p∗ − (g · x)∇ρ+ ρ∇ · (µ∇u) (2.11)
where ∇ = (∂x; ∂y; ∂z) is the three-dimensional gradient operator, g is the
gravitational acceleration and p∗ is the excess pressure, which relates to the
total pressure, p, by
p∗ = p+ ρgz (2.12)
The local density, ρ, and the viscosity, µ, are specified in terms of the water
volume fraction α by the following constituent equations
ρ = αρw + ρa (1− α) (2.13)
µ = αµw + µa (1− α) , (2.14)
where subscript a and w represent air and water respectively.
Once the velocity field is known, α is advanced in time by the following
conservation equation
∂α
∂t
+∇ · uα+∇ · urα (1− α) = 0. (2.15)
Equation (2.15) is an extended VOF formulation, which follows the work of
Rusche (2002) and a detailed description can be found in Berberovic´ et al.
(2009).
For the conservation equation (2.15) a bounded non-diffusive solution is
in general difficult to obtain. The boundedness of the solution is insured by
a multidimensional flux limited scheme (MULES), whereas smearing of the
interface is vastly reduced by the last term on the left hand side of equation
(2.15). This term acts as an artificial interface compression term and is only
active in the interface region for 0 < α < 1. The strength of the interface com-
pression is governed by the vector ur, which has a direction perpendicular to
the free surface and amagnitude proportional to the instantaneous velocity. In
general the term lacks physical meaning, but it efficiently prevents smearing
of the interface.
Even with the artificial interface compression term and a proper choice
of numerical discretization schemes, the air-water interface is smeared over a
few cells having 0 < α < 1. Hereby, no distinct location of the interface exists.
If a distinct air-water interface is needed, the level set, Lairwater defined as
Lairwater(α) = {x|α(x) = 0.5} (2.16)
was chosen. Notice that this definition of the interface is valid for all cases
even for breaking waves, entrapped air and droplets.
It may be noted, that inherited in the volume of fluid approach and in the
constitutive equations (2.13) and (2.14), is the unphysical approximation that
any interface between two immiscible fluids can be approximated by a linear
transition. That the momentum equations are solved by a conservative finite
volume scheme implies that momentum for the fluid domain is conserved.
However, the kinematics in the interface region for α ∈]0, 1[ is inconsistent
with single fluid wave theories.
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Boundary conditions
For solving the governing equations, equation (2.10), (2.11) and (2.15), bound-
ary conditions on all surfaces must be provided. For domain boundaries in
the streamwise direction velocities, u, and the value of the scalar marker field,
α, is strongly imposed by a Dirichlet type boundary condition, where the in-
formation is given by an appropriate closed formwave theory or the potential
flow solver.
On the cylinder surface a slip condition is applied. This is justified for iner-
tia dominated wave impacts i.e. Keulegan-Carpenter numbers,KC < 20− 30
or A/D = O(1), (Faltinsen et al., 1995; Sumer & Fredsoe, 2006). Likewise,
the viscous boundary layer on the seabed is neglected due to its diminish-
ing influence on the wave forcing and a slip condition is applied here too.
By neglecting the viscous boundary layers the constraints on the grid are sig-
nificantly reduced, and the computational time vastly improved. It may be
noted, that by neglecting the viscous boundary layer, viscous effects such as
vortex shedding, are artificially suppressed. In cases where viscous effects are
of importance e.g. in the case of sediment transport and flow past blunt ob-
jects, OpenFOAM natively supports several turbulence- and subgrid models,
which may be applied in combination with a no-slip condition.
At the atmosphere boundary of the Navier-Stokes/VOF domain an open
inlet-outlet condition is applied for the velocity u and the scalar marker field
α. Here, in the case of an inward pointing velocity vector a Dirichlet type
boundary condition is applied, whereas a homogeneous Neumann condition
is applied in the case of an outward pointing velocity vector. For the pressure
field a total pressure of p = 0 is applied.
2.3 Efficient domain decomposition strategy
Recently the open-source wave generation utility, waves2Foam, developed
by Jacobsen et al. (2012) was released. For the one-way coupling the generic
implementation of relaxation zones provided by the waves2Foam utility was
utilized. The coupling zones are simply relaxation zones, where the target
solution ψtarget is given by the potential flow solver. Relaxation zones where
data are obtained from the potential flow solver are hereafter referred to as
coupling zones.
In the coupling zones, the velocity field (uH , w) and the water volume
fraction, α, are at each time step updated according to
ψ = χψtarget + (1− χ)ψcom, ψ ∈ {uH , w, α} , (2.17)
where ψtarget is the target solution in time and space given by the potential
flow solver, whereas ψcom is the numerically computed quantity obtained by
solving the governing equations (2.10), (2.11) and (2.15). The weighting factor
χ(ξ), is defined as
χ(ξ) = 1− exp
(
ξβ
)− 1
exp (1)− 1 , (2.18)
where ξ ∈ [0; 1] is a local coordinate, which is zero at the outer edge of the
coupling zone facing the potential flow solver and one at the inner edge. In
the present work the shape factor β = 3.5 was used. It may be noted that
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the efficiency of the coupling zone is only weakly dependent on β. Further it
may be noted that in the air-phase, where the solution is unknown, the fluid
is assumed at rest, ψtarget = 0.
The chosen formulation of the coupling zones ensures that the solution
from the potential flow solver is strongly imposed at the boundary for ξ = 0,
where the boundary condition then reads ψ = ψtarget. Any scattered or re-
flected fields from the inner domain are gradually damped towards the po-
tential flow solution to avoid artificial re-reflections from the boundaries of
the inner domain. In the coupling zones only the diffracted field should be re-
moved as the undisturbed flow field is known from the potential flow solver.
For that reason, the relaxation zone technique is highly efficient for this type of
domain decomposition strategy. Further, the method is associated with high
efficiency since a matched solution is obtained with only one iteration per
time step, compared to some two-way couplings, where multiple iterations
per time step may be needed in both solvers, (e.g. Kim et al., 2010).
In general the nodes of the inner- and outer flow domains are not co-
located so quantities from the outer flow domain have to be interpolated onto
the grid of the inner domain. This is done efficiently in the computational
(x;σ)-domain of the potential flow solver, where precomputed finite differ-
ence stencils were utilized for efficient evaluation of the following finite Taylor
series expansion
ψtarget(x+ δei) =
2a∑
n=0
δn
n!
∂nψ
∂xi
(x). (2.19)
Here ψtarget(x+ δei) is the target value at location x+ δei, which has its nearest
neighbour in the finite difference grid located at the point x. In the interpola-
tion kernel, 2a+1 terms are applied, which is consistent with the finite differ-
ence discretization of equation (2.4). The gradients, ∂
nψ
∂xi
are replaced by their
discrete counterparts, which were all precomputed. Therefore, the applied in-
terpolation routine is a simple explicit evaluation of equation (2.19). It may
be noted that equation (2.19) was applied at a cell center in the finite volume
grid. Hence, this is a spatially second order accurate representation of the cell
averaged value applied in the finite volume computations. Finally it may be
noted that to evaluate equation (2.19) on arbitrary meshes, a flexible nearest
neighbour routine must be applied. In the horizontal plane of the potential
flow solver, a structured Cartesian finite difference grid is always applied,
and with {dx; dy} known the nearest neighbour is easily obtained by divi-
sion. In the vertical direction the finite difference grid is normally stretched
towards the free surface and the nearest neighbour can not be obtained by a
simple division. However, for the vertical direction nine or ten grid points
are normally sufficient, so, without a significant increase in the computational
cost, the nearest neighbour is found by looping over the vertical grid. To in-
crease the computational performance a list of nearest neighbours could have
been precomputed and the nearest neighbour computations reduced to a ta-
ble lookup. However, hereby the implementation would have been restricted
to meshes that are fixed in time and the flexibility of the solver reduced.
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MODEL VALIDATION AND VERIFICATION
Declaration: Parts of section 3.2 have previously been published in Paulsen et al.
(2012). The complete sections 3.3 and 3.4 have previously been published in Paulsen
et al. (2013a)
In this chapter the numerical models will be validated and verified against an-
alytical solutions and experimental measurements. Previously, convergence
by grid refinement of the potential flow solver, OceanWave3D, has been shown
by Engsig-Karup et al. (2009). Here, both the dispersive and the diffusive er-
rors were considered for several applications in both two and three dimen-
sions. However, a newwave generation technique was implemented as a part
of the present work, where waves are generated by an inhomogeneous time
varying Neumann condition at the domain boundary. This wave generation
technique is advantageous with respect to numerical reproduction of experi-
ments as the motion of the wave maker can be represented by a flux condition
at the inlet boundary. In section 3.1, the newwave generation technique is val-
idated against experimental measurements and computations where waves
were generated by the standard relaxation zone technique.
To the authors knowledge, convergence by grid refinement towards an
analytic solution has not previously been presented for the applied Navier-
Stokes/VOF solver. Therefore, two convergence studies have been carried
out to ensure a consistent behaviour of the numerical model. The results are
presented in section 3.2. One of the convergence studies has previously been
published in Paulsen et al. (2012). Finally, in section 3.4 a comprehensive vali-
dation and verification of the domain decomposed solver is presented.
3.1 Potential flow solver; wave generation by an
inhomogeneous time varying Neumann condition
In order to efficiently reproduce experimental measurements, OceanWave3D
was extended to support a new wave generation technique. Here, waves are
generated by a time varying inhomogeneous Neumann boundary condition
for the Laplace equation. Hereby the velocity of the wave paddles are im-
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Wave gauge 1 2 3 18
x [m] 1.00 1.25 1.35 7.75
y [m] 0.00 0.00 0.00 −1.00a
aThe computations were carried out in 2D, so all wave gauges were assumed to be aligned.
Table 3.1: Location of relevant wave gauges applied for the comparison between
wave generation techniques.
posed at the inlet boundary as a flux. As the computational grid is fixed
in time, this corresponds to a linear representation of the actual paddle mo-
tion of the wave maker. This type of wave generation has several advan-
tages compared to relaxation zones especially for three-dimensional compu-
tations. First, the size of the computational domain can be reduced as the gen-
eration zone is unnecessary. Further, generation of multi-directional waves
is straight forward given that the paddle motion is known. For generating
multi-directional waves with relaxation zones information about the incident
wave field is needed in order to generate the target solution. Unlike two-
dimensional waves, linear deterministic reconstruction of multi-directional
waves from wave gauge measurements is very difficult and wave generation
by a flux condition is an attractive alternative. The drawback of this type of
wave generation is that large gradients may be observed near the boundary,
which tend to make the computational problem stiff and reflected waves will
be re-reflected at the boundary.
For validating the newwave generation technique, two-dimensional irreg-
ular waves on a sloping bed were considered. The numerical domain follows
the experimental work carried out at DHI, Denmark as a part of the ”Wave
Loads“ project. A detailed description of the experiments can be found in
Nielsen et al. (2012). In figure 3.1, a sketch of the numerical domain is shown.
The incident waveswere irregular waves given by a JONSWAP spectrumwith
a peak period of Tp = 1.69 s and a significant wave height ofHs = 0.12m. The
waves were generated at a water depth of h1 = 0.74 m and then propagated
up a 1:25 slope until a final water depth of h2 = 0.38mwas reached.
Two types of numerical computations were carried out. One where the
incident waves were generated by relaxation zones and one where the paddle
motion was imposed as a flux condition. In the case where the waves were
generated by a relaxation zone the incident waves were obtained by a linear
reconstruction following the work of Bredmose et al. (2010). Here, information
from wave gauge {1; 2; 3} was applied for the reconstruction. The location of
relevant wave gauges are presented in table 3.1 and indicated in figure 3.1.
In figure 3.2 the free surface elevation at the location of wave gauge 18 is
presented. In the figure a good agreement between the numerical computa-
tions and the experiments is seen. It may be noted that both of the numerical
computations consistently underestimate the magnitude of the wave trough.
It has been assured that the numerical computations are converged in terms of
spatial discretization, so the underestimation can not be explained by numer-
ical diffusion. The largest discrepancies between the numerical computations
and the measured free surface elevation are observed for the smallest waves.
These discrepancies are most likely related to reflections from the basin wall
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Figure 3.1: Sketch of the domain applied for numerical reproduction of the “Wave
Loads” experiments. Regions of shaded grey indicate relaxation zones
for wave generation and absorption respectively. No generation zone
exists, when the waves were generated by the flux boundary condi-
tion.
as they are not included in the incident wave field, hence the paddle signal.
Here it may be noted that active absorption (see, Schäffer & Klopman, 2000)
was applied during the experiments, as the actual paddle motion might have
deviated from the target motion applied in the numerical computations. The
waves generated by the flux boundary condition are in general larger than
those generated by the relaxation zone. This is expected as the wave recon-
struction technique implies a filtering of higher harmonic energy, as only the
linear part of the wave spectrum was retained.
In general the waves generated by the flux condition are in better agree-
ment with the experiments. However, this does not imply that relaxation
zones are inefficient in terms of wave generation; the discrepancies are rather
related to the target solution. It may be noted that the reconstruction of the
incident wave field is a part of the comparison and that relaxation zones are
expected to perform just as well as the flux conditions given an exact target
solution and a sufficiently long zone. Here, reflected waves would also be
absorbed at the generation zone.
Despite the discrepancies it has been shown that the implementation of
wave generation by an inhomogeneousNeumann boundary condition is suited
for numerical reproduction of experimental measurement.
3.2 Navier-Stokes/VOF solver; convergence by grid
refinement
In this section convergence by grid refinement of theNavier-Stokes/VOF solver
will be shown for two cases. First in section 3.2 convergence of the Navier-
Stokes/VOF solver is shown in an “infinite” periodic domain and then in sec-
tion 3.2 convergence by grid refinement is shown in a “finite” domain en-
closed by relaxation zones. In both cases regular two-dimensional stream
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Figure 3.2: Free surface elevation at the location of wave gauge 18, located x =
7.75m from the wave maker.
Property Symbol Value
Water depth kh 0.65
Wave height kH 3.25 · 10−1
Wave Period T/
√
gk 24.8
Wave number k 3.25 · 10−2 m−1
Depth-averaged mass transport velocity US/
√
gh 0.00
Number of Fourier modes N 32
Table 3.2: Wave properties of the stream function wave applied for the conver-
gence studies of Navier-Stokes/VOF solver.
function waves, with the properties specified in table 3.2, were considered.
The stream function solution was calculated in accordance to the theory of
Fenton (1988).
It may be noted that first order spatial and temporal discretization schemes
were applied, which is consistent with the first oder description of the free sur-
face given by the VOF-surface capturing scheme. Further it may be noted that
in the air-phase, where the target solution is unknown, the fluid was assumed
to be at rest.
Convergence study on a periodic domain
In this subsection the ability of the Navier-Stokes/VOF solver to correctly
propagate a fully nonlinear regular stream function wave is considered. The
convergence studywas carried out in a rectangular domainwith cyclic bound-
ary conditions. By making the convergence study in a cyclic domain relax-
ation zones were unnecessary and only the numerical solution of the PDEs
given by equation (2.10) to (2.15) were considered. The numerical domain was
one wave length long and discretized by n ×m square cells in the horizontal
and vertical direction respectively. The cell size ∆ was expressed relative to
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Figure 3.3: Definition sketch the diffusive error ∂η and the phase error ∂θ
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Figure 3.4: The diffusive error ǫη as function of time.
the physical wave height, H , and defined as,
∆ =
H
n∗
, (3.1)
where n∗ is the number of cells per wave height. Since an explicit time integra-
tion scheme is used, the Courant number must be limited to ensure numerical
stability. For all computations a fixed Courant number of Co = 0.25was used.
For the convergence study the free surface elevation was compared to the
analytic stream function solution at 19 locations along the domain. A phase
error ∂θ, and a diffusive error ∂η were defined as indicated in figure 3.3. The
total error ǫ is given by
ǫ =
√
∂θ2 + ∂η2, (3.2)
and the non-dimensionalized diffusive error ǫη is defined as
ǫη = ||∂η||2/H (3.3)
where || · ||2 indicates the two-norm.
In figure 3.4 the diffusive error is shown as a function of time. At the lower
axis of the figure, the logarithmic convergence rate by grid refinement is in-
dicated for each wave period. Here a consistent first order convergence rate
is observed. It may be noted that the error grows steadily in time with a rate
independent of the spatial resolution. This steady increase is most likely re-
lated to the applied first order explicit Euler time discretization scheme rather
than the spatial discretization. At time t = 0 the wave initialization routine is
tested as no equations are solved here. As the VOF representation of the free
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Figure 3.5: The dispersive error ∂φ as a function of time.
surface is only first order a consistent first order convergence rate is seen here
too.
In figure 3.5, the evolution of the phase error is plotted as a function of
time. As seen from the figure, the coarsest resolution of n∗ = 5 cells per
wave height was insufficient to resolve the flow and the phase error rapidly
increases. For the finer resolutions of n∗ = 10 and n∗ = 15 points per wave
height a limited phase error is observed during the first 4 wave periods and
hereafter the numerical solution starts to diverge slowly.
The numerical model is seen to converge towards the fully nonlinear ana-
lytical stream function solution with a consistent first order convergence rate.
An error in the order of 10−2 is observed for a discretization of 15 points per
wave height, so, as a rule of thumb this discretization is suggested. However,
this discretization does not ensure that the solution is grid independent, so it
is suggested that grid studies are carried out for all cases.
Convergence study on a finite domain
A regular stream functionwavewith the properties stated in table 3.2 was con-
sidered in a finite domain enclosed by relaxation zones. The computational
domain had a total length of 1000m ≈ 5L and wave generation and absorp-
tion were handled by relaxation zones with a length of L located at each end
of the domain. The time series of the free surface elevation was considered at
7 locations in space for x = {10; 100; 250; 500; 750; 900; 1000} m from the end
of the generation zone. At each location, the free surface elevation was com-
pared against the analytical stream function solution and the total error, ǫ, was
computed. In figure 3.6, the error as a function of resolution and the distance
from the generation zone is presented. In the figure, a significant increase in
the error is observed within the first wave length after the generation zone.
Hereafter, the error grows steadily until a slight decrease is observed close
to the absorption zone. The large increase in the error during the first wave
length is attributed to smearing of the air-water interface as the wave propa-
gates into the numerical domain. It may also be influenced by a momentum
transfer from the water to the air phase. The logarithmic convergence rate at
x/L = 0.05was only 0.5, which is significantly lower than expected. It is spec-
ulated that the error at this point is rather governed by the initialization and
the smearing of the interface than the spatial discretization.
In the center part of the domain the numerical error grows steadily in
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Figure 3.6: Total error, ǫ, as a function of the distance from the end of the gener-
ation zone. Lower x−axis indicates the rate of convergence in log-log
space. The physical distance from the end of the generation zone is
indicated in soft brackets.
space with a rate independent of the resolution. This is consistent with the
behaviour observed for the infinite domain, see section 3.2. Within this zone,
the logarithmic convergence rate is close to the expected one, given by the
numerical scheme.
At the end of the numerical domain a significant decrease in the total er-
ror is observed. This shows that even though the wave problem has hyper-
bolic characteristics, with information propagating in a preferred direction,
the absorption zone is still felt upstream. However, it may be noted that the
generation zone was felt more than one wave length downstream, whereas
the absorption zones was felt approximately L/2 upstream. At the beginning
of the absorption zone a high logarithmic convergence rate of −3.00 was ob-
served. This indicates that the error at this location is not governed by the
spatial discretization schemes but rather the presence of the absorption zone.
For both convergence test a consistent first order convergence rate towards
an analytical solution was shown by grid refinement. Further, for a discretiza-
tion of 15 points per wave height an error in the oder of 10−2 was shown.
Given that the solution is grid independent, this resolution will be applied
throughout this thesis.
3.3 Verification of the domain decomposed solver: Reflection
analysis
As a consequence of the one-way domain decomposition strategy the inner
domain has to be truncated at a certain distance, l, from the structure. In the
case of strong diffraction and reflections, one has to assure that the solution in
the vicinity of the structure is independent of the distance l. It may be stressed
that this is not a special problem for the coupling strategy, but a generic prob-
lem for all experiments carried out in domains of limited size, no matter if it
is a numerical or physical wave tank. From linear diffraction theory of ver-
tical circular cylinders (see, MacCamy & Fuchs, 1952), it is well known that
the magnitude of the diffracted field decays as 1/
√
r, where r is the distance
from the cylinder. Theoretically it would thus be reasonable to truncate the
29
3. MODEL VALIDATION AND VERIFICATION
L l
Figure 3.7: Sketch of the numerical domain used for reflection analysis. The re-
laxation zone is indicated by the hatched area.
domain as soon as the magnitude of the diffracted wave is small enough to be
described by linear wave theory. This is a reasonable first requirement for the
anticipation of negligible interaction between the incident and the diffracted
fields. Here it must be stressed that a sufficient distance, l, is case dependent.
Another generic problem with the relaxation zone technique is that waves
propagating upstreammight interact with the incident waves in a non-physical
way inside the relaxation zone and hereby the incident waves might be dis-
torted. Whether this is a problem depends on the relative magnitude and
phase between the incident and the reflected waves, as well as, the length of
the relaxation zone and the applied blending function.
The inline force on a fully reflecting vertical wall has been considered as
a function of the distance l, measured from the end of the relaxation zone to
the wall. Here, fully nonlinear stream function waves, with kh = 1, kA = 0.1,
where k is the wave number, h is the water depth and A is the wave ampli-
tude, were introduced in a two-dimensional numerical domain by a relaxation
zone with a total length of one wave length, L. A sketch of the numerical do-
main is shown in figure 3.7. For all computations a resolution of 25 points per
wave height was used and for this very fine resolution the solution was grid
independent.
In figure 3.8, the maximum of the depth integrated inline force on the ver-
tical wall is presented as a function of l. In the figure, a reference solution ob-
tained by the fully nonlinear potential flow solver for l = 10L is included. A
clear dependency of the relative phase between the incident and the reflected
waves is observed. The period of the oscillations is L/2, which corresponds to
the distance between nodes in a standing wave. Nevertheless, the variations
remain bounded and do not deviate more than approximately 1% from the
reference solution. It is expected that this error can be reduced by increasing
the relaxation zone length.
It is acknowledged that the results of this study are a function of kh and
kA, and that different results may be obtained for other cases of kh and kA.
However both values are representative for the wave climate at the locations
of offshore wind turbines in the North Sea. Furthermore, it must be empha-
sised that the case of a fully reflecting wall is the worst case scenario and far
more demanding than the case of a slender circular cylinder. To illustrate this,
the inline force on a circular cylinder from regular stream function waves was
considered for kR = 0.1, kh = 1.0 and kA = 0.2. In figure 3.9, the time history
of the depth integrated inline force is presented for three different distances
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Figure 3.8: Maximum depth integrated force on the vertical wall as a function of
the distance, l, from the relaxation zone to the wall.
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Figure 3.9: Time history of the depth integrated inline force on a circular cylinder
for different distances, l, from the relaxation zone to the wall.
between the generation zone and the cylinder. Due to the restriction of the
grid in the vicinity of the cylinder it was not possible to locate the relaxation
zone closer than 5D ≈ L/6 from the cylinder. As seen from the figure, the
force is practically independent of the distance l, which indicates that for this
set of wave parameters the inline force converges rapidly in terms of the do-
main length.
The investigated cases indicates that truncation of the inner domain does
not pose a significant problem for the domain decomposition strategy. Fur-
thermore, the coupling zones were shown to be a robust method for wave
generation and absorption, even in the case of strong reflections from the in-
ner domain.
3.4 Validation of domain-decomposed solver; comparison
with experiments
For validating and showing the potential of the newly developed numerical
model four experimental test cases were considered. First, in section 3.4.1
small regular waves impinging a surface piercing circular cylinder at a uni-
form slope are considered. Here, the numerical model was validated against
experimental measurements of the Danish “Wave Loads” project (Bredmose
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Model scale [m] Full scalea [m] Non-dimensionb[-]
h1 0.78 62.4 1.46
hcyl 0.51 40.8 0.96
h2 0.42 33.6 0.79
D 7.50· 10−2 6.00 0.14
H 9.59· 10−2 7.67 0.18
L 3.34 2.67· 102 2π
aScaled by the Froude number.
bNon-dimensional by the wave number k.
Table 3.3: Dimensional and non-dimensional length scales for experiments and
computations of regular waves.
et al., 2013; Nielsen et al., 2012). In section 3.4.2, numerical computations and
experimental measurements of impacts on a circular cylinder from steep uni-
directional phase focused waves on a flat bed are presented. The numerical
computations were compared to experimental measurements of Zang et al.
(2010). Then in section 3.4.3, impacts from unidirectional irregular waves on
a steep slope are considered. Again, the computations were validated against
experimental measurements from the Danish “Wave Loads” project. Finally,
in section 3.4.4 fully nonlinear time domain computations of multi-directional
irregular waves on a steep slope impacting on a surface piercing circular cylin-
der are presented. These computations were also validated against experi-
mental measurements from the Danish “Wave Loads” project.
3.4.1 Regular small amplitude waves
Experimental measurements of regular waves on a sloping bed were numer-
ically reproduced in the time domain. A detailed description of the experi-
ments can be found in Nielsen et al. (2012). A sketch of the numerical domain
is shown in figure 3.10, with relevant dimensions stated in table 3.4. The ex-
periments were carried out in scale 1:80. The numerical domain closely fol-
lows the experimental setup with the exception of the generation and relax-
ation zones, indicated by regions of shaded grey in figure 3.10. For the present
study, information from six wave gauges were applied, all marked on figure
3.10, with their (x, y)-coordinates listed in table 3.4.
As unidirectional waves were considered, the potential flow computations
were carried out in two spatial dimensions in the xz-plane, which significantly
reduces the computational cost. Further, as the waves were small and short
with a Keulegan-Carpenter number of KC ≈ 2, the wave force on the cylinder
was mainly inertia dominated and the slip condition on the cylinder surface
justified. It may be noted that the slip condition implies symmetry around
the vertical plane of the cylinder, so, without any further assumptions lateral
symmetry could by utilized, for which reason only half of the cylinder was
considered.
As the paddle signal for the wave maker was unknown the incident wave
field was linearly reconstructed as described in Bredmose et al. (2010); Paulsen
et al. (2013b). Here, information from three wave gauges located at x ∈ {1.00 ;
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Figure 3.10: Sketch of the numerical domain applied for computations of regu-
lar waves impinging on a circular cylinder. In the figure, regions of
shaded grey indicates relaxation zones of the potential flow solver,
whereas hatched areas indicate the coupling zones between the two
solvers.
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Figure 3.11: Measured and linearly reconstructed free surface elevation at the lo-
cation of wave gauge 1, located at x = 1.00m.
1.25; 1.35} m from the wave maker was used. In figure 3.11 the linearly re-
constructed and the measured free surface elevation at the location of wave
gauge 1 is shown. Here a fair agreement between the two signals is seen.
For the present study, grid independence was motivated by considering
three spatial resolutions, with an average cell length of dl ∈ {1.2; 1, 0; 0.8} ·
10−2m, which corresponds to a total number ofN ∈ {0.71; 1.22; 2.4} ·106 cells.
As seen from figure 3.12 and 3.13, both the computed free surface elevation
and the inline force are independent of the spatial resolution.
In figure 3.12, the computed and measured free surface elevations at the
location of wave gauge 15, 18 and 19 are presented, see table 3.4. In figure
3.12a, the free surface elevation measured at the location of wave gauge 18 is
presented. Here, the free surface elevation is measured at the lateral side of
the cylinder and should be sufficiently separated from the cylinder to be prac-
tically uninfluenced by the diffracted field. In general a good agreement be-
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Wave gauge 1 2 3 15 18 19
x [m] 1.00 1.25 1.35 7.50 7.75 7.95
y [m] 0.00 0.00 0.00 0.00 −1.00/−0.50a 0.00
aThe physical wave gauge was located outside the numerical domain, so
surface elevation at the lateral boundary was applied.
Table 3.4: Location of relevant wave gauges in the experiments of the “Wave
Loads” project.
tween themeasured and the computed free surface elevation is seen, although
the magnitude at the wave trough is slightly underestimated. The discrepan-
cies are most likely related to the linear reconstruction of the incident wave
field, where higher harmonic energy was filtered out as a consequence of the
linear assumption.
In figure 3.12b, the free surface elevation at wave gauge 15, placed 15cm =
2D, upstream of the cylinder is presented. Again, the magnitude of the free
surface elevation, at the wave trough, is slightly underestimated. However,
both the shape and the phase are correctly captured and diffractedwaves from
the cylinder are observed in both the measured and the computed signals as
small secondary peaks in the wave troughs. The free surface elevation at wave
gauge 19, located 20 cm= 2.67D downstream of the cylinder is presented in
figure 3.12c. Here, an excellent agreement between the measurements and
the computations is seen. The reason that the best agreement between the
measured and the computed free surface elevation is observed downstream
of the cylinder is most likely that the influence of the cylinder at this loca-
tion is strong, making minor discrepancies in the incident wave field of less
importance.
In figure 3.13, the inline force on the cylinder is presented as a function
of time. The measured and the computed inline force on the cylinder is pre-
sented in figure 3.13a for a selected part of the time history. Here, a generally
good agreement with the experimental measurement is seen, although the
computations slightly underestimate the magnitude of the signal. Again, this
is attributed to the small discrepancies in the incident wave field. Despite the
small underestimation, both the phase and the shape of the force curve are
in excellent agreement with the measurements. In figure 3.13b, a closeup of
the peak force is presented. From the plot it may be noted that the difference
between the three numerical resolutions is quite small.
3.4.2 Unidirectional phase-focused waves
To increase the level of complexity, wave impacts from steep phase-focused
wave groups on a circular cylinder are now considered. The numerical com-
putations follow laboratory experiments carried out by Jun Zang (University
of Bath) and Paul Taylor (University of Oxford), see (Zang et al., 2010) and the
data were kindly provided to the present author. Results from the experimen-
tal campaign have previously been presented in (Chen et al., 2013; Fitzgerald
et al., 2012; Paulsen et al., 2013c; Zang & Taylor, 2011; Zang et al., 2010).
For the test case chosen, a phase-focused wave group from a JONSWAP
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(a)Measured and computed free surface elevation at the location of wave gauge 18, posi-
tioned at {x; y} = {7.75;−1.00}m.
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(b)Measured and computed free surface elevation at the location of wave gauge 15, posi-
tioned 15 cm= 2D upstream of the cylinder at {x; y} = {7.50; 0.00}m.
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(c)Measured and computed free surface elevation at the location of wave gauge 19, posi-
tioned 20 cm= 2.67D, downstream of the cylinder at {x; y} = {7.95; 0.00}m.
Figure 3.12: Measured and computed free surface elevation for regular waves.
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(a)Measured and computed non-dimensional inline force on the cylinder.
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(b) Closeup of the maximum non-dimensional inline force on the cylinder.
Figure 3.13: Inline force on the cylinder for a selected part of the force time his-
tory.
spectrum was considered. In lab scale the spectrum has a peak frequency of
fp = 0.61 Hz and a significant wave height of Hs = 0.23 m. This corresponds
to a non-dimensional wave steepness of kpA = 0.20 and a non-dimensional
cylinder diameter of kpD = 0.44, where kp is the linear wave number at the
peak frequency and A is the linear wave amplitude. The focus point of the
wave group was located after the cylinder, such that the impacting waves
were steep but non-breaking.
In the experimental measurements, the incident waves were generated by
a piston type wave maker at a dimensionless water depth of kph = 0.9. The
waves then propagated over a flat bed until they were absorbed at the far end
of the wave tank. Due to the transient nature of the wave group, reflections
were in general not a problem. In the numerical computations waves were
absorbed and generated by relaxation zones as indicated by the regions of
shaded grey in figure 3.14. Here, hatched areas indicate the coupling zones
between the two numerical solvers. Since unidirectional waves were consid-
ered, the numerical domain of the potential flow solver was reduced to two
spatial dimensions and only the xz-plane was resolved. Therefore, the full
three-dimensional problem was only solved in the inner CFD-domain.
For the present study information from four wave gauges was considered,
with their locations indicated in figure 3.14 and stated in table 3.5.
Again, the exact paddle signal for the wave maker was unknown, so the
incident wave field was linearly reconstructed as discussed in Bredmose et al.
(2010); Paulsen et al. (2013b). The linear reconstruction was based on infor-
mation from wave gauge 1 only. In figure 3.15, the experimentally measured
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Wave gauge 1 9 14 19
x [m] 0.77 7.55 8.09 7.80
y [m] 0.00 0.00 0.00 −3.00/−1.25a
aThe physical wave gauge was placed outside the numerical domain, so for the numerical
computations the free surface elevation at the lateral boundary was applied.
Table 3.5: Location of relevant wave gauges applied for the study of phase-
focused wave impacts.
z
x
5.0 m 2.8 m 2.0 m 2.5 m3.0 m 3.2 m
h
D
1.5 m
WG 1
WG 19
WG 9 WG 14x x x x
Figure 3.14: Sketch of the numerical domain applied for unidirectional phase-
focused wave impacts on a circular cylinder. Hatched areas indicates
coupling zones between the inner and the outer domains, whereas
regions of shaded grey indicates generation and absorption zones of
the outer potential flow solver.
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Figure 3.15: Reconstructed and measured free surface elevation at the location of
wave gauge 1, x = 0.77m.
free surface elevation at the location of wave gauge 1 is presented with the
linearly reconstructed signal. As seen from the figure, the linear reconstruc-
tion is in fair agreement with the measured signal and both the shape and the
phase are correctly captured, while for the largest waves the linear amplitude
is somewhat smaller than the measured signal.
Grid independence was ensured for both the free surface elevation and the
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inline force. The results are, however, not presented here. For the grid inde-
pendence study resolutions of dl = {1.3; 1.5; 1.7} · 10−2 m, were considered
and the results were practically identical. The presented numerical results
were carried out with an averaged cell size of dl = 1.5 · 10−2 m.
In figure 3.16a the free surface elevation at the lateral side of the cylinder is
shown. For the first part of the time series, for t < 43 s, a good agreement be-
tween the measurements and the numerical computations is seen. Hereafter,
spurious waves with frequency 2fp are observed in the numerical computa-
tions. It may be noted that these waves are not observed in the incident wave
signal of figure 3.15. The discrepancies are most likely related to the numerical
wave generation. Though, it is linearly consistent with the experimental wave
generation, second order discrepancies are still expected. By inspection of an-
imations showing the free surface elevation, spurious free waves were seen
to be created at the interface between the generation zone and the numerical
domain. As they travels slower to than the wave group they will be observed
in the tail of the time history. To overcome the problem, implementation of
higher order wave generation (e.g. Bredmose & Jacobsen (2011); Sharma &
Dean (1981)), would be needed.
The computed and measured free surface elevation at the location of wave
gauge 9, located 1D = 0.25 m upstream of the cylinder is presented in figure
3.16b. Here, the numerical model significantly underestimate the free surface
elevation for the main part of the wave group. This is unexpected, as a good
agreement was observed at the lateral side of the cylinder, see figure 3.16a.
When comparing the magnitudes of the free surface elevations for the three
wave gauges presented in figure 3.16, it may be noted that the magnitude
of the measured free surface elevation at wave gauge 9 is inconsistent with
the other measurements and computations. It could be speculated that the
discrepancies are related to the wave radiation due to structural vibration of
the cylinder. However, this is unlikely as a near perfect agreement is observed
at the downstream side of the cylinder, see figure 3.16c. The reason why the
free surface elevation measured by wave gauge 9 is significantly larger than
the free surface elevation at the other locations is thus unknown.
At the downstream side of the cylinder a good agreement between the
measured and computed free surface elevation is seen. It may be noted that
the spurious free waves arrive later at this location. This is consistent with the
observation that the spurious waves were created by the linear wave gener-
ation. Due to their higher frequency they travel slower than the main wave
group.
In figure 3.17, the inline force on the cylinder is presented. Here, both a
filtered and an unfiltered version of the measured inline force is shown to-
gether with the computed inline force. As seen from the figure, the cylinder
was excited at its natural frequency after the passage of the first steep wave.
As only the hydrodynamic loading is of interest and since the structural vibra-
tions are not included in the numerical model, a low-pass Butterworth filter,
with cut-off frequency of 2Hz was applied. In general a good agreement be-
tween the filtered and the computed inline force is seen until the arrival of the
spurious free waves for t > 43. In figure 3.18 the spectral representation of
the measured and computed inline force is presented. Here, the natural fre-
quency of the structure is observed at 3.8Hz, and is efficiently removed by the
low-pass filter. It may be noted that the computed inline force had a higher
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(a)Measured and computed free surface elevation at the location of wave gauge 19, posi-
tioned at {x; y} = {7.8; (−3.00/− 1.25)}m.
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(b)Measured and computed free surface elevation at the location of wave gauge 9, posi-
tioned 1D = 0.25m upstream of the cylinder at {x; y} = {7.55; 0.00}m.
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(c)Measured and computed free surface elevation at the location of wave gauge 14, posi-
tioned 1.2D = 0.29m downstream of the cylinder at {x; y} = {8.09; 0.00}m.
Figure 3.16: Measured and computed free surface elevation for phase-focused
wave impacts on a circular cylinder.
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Figure 3.17: Inline force for phase-focused wave impacts.
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Figure 3.18: Spectral representation of the measured, computed and filtered in-
line force on the cylinder.
amount of second-order energy, which supports the observation that second-
order free spurious waves were released within the numerical model. Further
it may be noted that a double peak is observed at the second harmonic force
both for the measured and the computed results. The same phenomenon was
observed in the spectral representation of the free surface elevation and it is
therefore attributed to the incident waves.
For the first part of the time series a good agreement with the experiments
is observed and in particular for the main wave impact. For this event a snap-
shot of the free surface elevation around the cylinder is shown in figure 3.19.
As seen from the figure the wave was steep but in general non-breaking.
It has here been demonstrated that within the restrictions of the linear re-
construction of the measured wave field the proposed numerical model is ca-
pable of describing both the free surface elevation and the inline force with a
good agreement with experimental measurements.
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Figure 3.19: Wave impact of the main wave in the phase-focused wave group.
Model scale [m] Full scalea [m] Non-dimensionalb [-]
h1 0.82 30 1.3
hcyl 0.54 20 1.0
h2 0.36 13 0.78
D 0.164 6.00 0.306
aScaled by the Froude number
bNon-dimensional by the peak wave number kp.
Table 3.6: Relevant dimensions of the domain for unidirectional irregular waves
on a sloping bed.
3.4.3 Unidirectional irregular waves
In this section unidirectional irregular waves on a steep slope impacting on a
bottom mounted circular cylinder are considered. A sketch of the applied nu-
merical domain is presented in figure 3.20. Again, the domain of the potential
flow solver was reduced to two spatial dimensions in the xz-plane.
The experiments were carried out in scale 1:36.6 and to avoid scale effects
the numerical computations were carried out in model scale. Relevant dimen-
sions of the problem are given in table 3.6. In the present study information
from six wave gauges was utilised, with their locations indicated in figure 3.20
and stated in table 3.4.
The incident waves were given by a JONSWAP spectrum with γ = 3.3.
At full scale the significant wave height and the peak frequency was H ′S =
8.3 m and T ′p = 10.2 s respectively. At model scale this corresponds to Hs =
0.23m and Tp = 1.68 s. From the experimental measurements a time series of
100 s was selected and numerically reproduced. Since one of themain features
of the newly developed model is its ability to handle impacts from breaking
waves, the time series was selected on the basis of the presence of large wave
impacts.
Again, the incident wave field was numerically reconstructed by a linear
reflection analysis, where information from wave gauges {1; 2; 3} was ap-
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Figure 3.20: Sketch of numerical setup applied for uni-directional irregular
waves. Shaded grey indicates relaxation zones of the potential flow
solver, whereas hatched areas indicates coupling zones between the
two solvers.
plied. In figure 3.21, a selected part of the measured and reconstructed free
surface elevation at the location of wave gauge 1, is presented. Here, a fair but
not perfect agreement is seen.
For irregular waves, the KC-number is replaced by the statistical analogy
(see, Sumer & Fredsoe, 2006)
KCirr =
(√
2σU
)
Tz
D
(3.4)
where σU is the root mean square of the fluid velocity evaluated at the still wa-
ter level and Tz is the mean wave period based on zero up-crossings. For the
present case KCirr ≈ 6, which indicates that the wave loadingwasmainly iner-
tia dominated and justifies the application of the slip condition at the cylinder
surface. As a direct implication of the slip condition, lateral symmetry can
be exploited without any further assumptions. Therefore, only half a cylin-
der was considered and the computational time hereby reduced by a factor of
two.
Further, to ensure that the numerical computations were fully converged,
three resolutionswere considered for an average cell length of dl ∈ {1.2; 2.0; 2.4}·
10−2m. In the figures of both the free surface elevation, presented in figure
3.23, and the inline force, presented in figure 3.24, results for all three res-
olutions are presented. For the two fine meshes of dl = 1.2 · 10−2 m and
dl = 1.0 · 10−2 m the results are converged. Further, both the width of the do-
main and the lengths of the coupling zones were investigated. For the present
configuration, the results for the free surface elevation and the inline force
were found to be independent to changes of both parameters.
In figure 3.22, the full time series of the free surface elevation at the location
of wave gauge 15 is presented. Here, a generally fair agreement between the
measured and computed signal is seen. As the initial condition for the numer-
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Figure 3.21: Selected part of the measured and linearly reconstructed surface ele-
vation at wave gauge 1.
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Figure 3.22: The full time series of the free surface elevation measured and com-
puted upstream of the cylinder, at the location of wave gauge 15.
ical model was still water, the numerical wave field was first fully developed
after t ≈ 20 s. This is evident in the time series.
In figure 3.23 the free surface elevation at the location of wave gauge 15,
18 and 19 are presented for the time interval t ∈ [38; 52] s. The free surface
elevation at the lateral side of the cylinder is presented in figure 3.23a. Here,
main features of the wave field are recognisable and an in general fair agree-
ment between the measured and computed signal is seen. However, small
discrepancies are observed at both the wave crest and trough. Compared to
the reconstructed wave field shown in figure 3.21, the discrepancies have in-
creased. This indicates that the wave field in the vicinity of the cylinder was
not fully described by the incident waves. The discrepancies are most likely
related to reflection from the absorbing rock berm at the end of the experimen-
tal domain. One of the difficulties in numerical reproduction of experiments
is reflected waves, as they appear from all boundaries and are in general un-
known and practically impossible to separate from the target wave field. For
long time series as the one considered here, the wave absorption at the down-
stream end of the experimental domain is of particular concern, as it is impos-
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(a)Measured and computed free surface elevation at the location of wave gauge 18, posi-
tioned {x; y} = {7.75;−1.00}m.
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(b)Measured and computed free surface elevation at the location of wave gauge 15, posi-
tioned at {x; y} = {7.50; 0.00}m.
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(c)Measured and computed free surface elevation at the location of wave gauge 19, posi-
tioned at {x; y} = {7.95; 0.00}m.
Figure 3.23: Measured and computed free surface elevation at wave gauge 15, 18
and 19 for unidirectional irregular waves. Numerical computations
for three averaged cell length of, dl, are presented.
sible to reproduce the exact characteristics of the rock berm numerically.
The free surface elevation up- and downstream of the cylinder at the loca-
tion of wave gauge 15 and 19 are presented in figure 3.23b and 3.23c respec-
tively. Here, a fair agreement for both the wave amplitude and phase is seen.
Again, the best agreement between the measurements and the computations
is observed downstream of the cylinder, where discrepancies in the incident
wave field appear to be of minor importance.
The inline force on the cylinder is now considered. First it may be noted
that the measured inline force was filtered by a Butterworth low-pass filter
44
3.4. Validation of domain-decomposed solver; comparison with experiments
with a cutoff frequency of 5.0 Hz. This was done in order to remove an addi-
tional force contribution due to structural vibrations.
The inline force for the time interval t ∈ [38; 52] is provided in figure 3.24,
where both the computed magnitude and phase of the two steep wave im-
pacts and the subsequent waves are seen to be in fair agreement with the ex-
perimental measurements. It may be noted that the discrepancies between the
measured and the computed inline force are of comparable size, with the one
observed for the free surface elevation in figure 3.23. In figure 3.25, a snapshot
of the wave hitting the cylinder at time t = 42.5 s is shown. As seen from the
figure, the wave was breaking and hitting the cylinder with an almost vertical
wave front. This is a clear instance of slamming and a sharp peak is observed
in the force history. For this instance the numerical model slightly overesti-
mated the peak force, which can either be explained by i) the test cylinder
was slightly deflecting due to the force cell and hereby the peak force was
reduced, or ii) the wave breaking is more developed in the numerical model
and hence the slamming force is more pronounced.
For the two large wave impacts, secondary load cycles are observed as an
additional positive loading at the time of minimum loading. This type of flow
phenomena are important, as several authors Grue&Huseby (2002); Krokstad
& Solaas (2000); Paulsen et al. (2012), have found that secondary load cycles
are an indicator of a strong nonlinear flow that may cause structural “ring-
ing” responses. It may be noted that slamming loads, large wave run-up and
detailed free surface phenomena such as secondary load cycles are beyond
the scope of the weakly nonlinear perturbation theories. Even fully nonlinear
potential flow solvers, with the free surface elevation described as a single val-
ued function are not able to describe this type of impacts. To accurately make
this type of computations a flow solver combined with a surface tracking or
capturing scheme is needed.
3.4.4 Multidirectional irregular waves
Finally, wave loads from three-dimensional irregular waves on a circular cylin-
der placed on a sloping bed are considered. A sketch of the numerical domain
is presented in figure 3.26. Here, it may be noted that the experimental do-
main was similar to the one considered in section 3.4.3.
As multidirectional waves were considered, the full span-wise direction
of the test-basin was resolved by the potential flow solver as indicated in fig-
ure 3.26. For the inner domain, coupling zones were only placed at bound-
aries with normal vectors in the main direction of wave propagation. Hereby,
waves that would have entered the inner domain along the lateral bound-
aries were neglected. However, this is justified by the aspect ratio of the inner
domain, which implies that waves that would have entered along the lateral
boundary would not have influenced the flow around the cylinder.
For these computations waves were not generated by a relaxation zone,
but by a direct flux condition at the inlet boundary. This was possible as the
original paddle-signal for the wave maker was known. Here the velocities of
the wave paddles were imposed as an inhomogeneous flux condition along
the inlet boundary of the potential flow solver. As a fixed grid was used this
method corresponds to a linearized representation of the paddle motions of
the wave maker. It may be noted that first order active absorption (see, Schäf-
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Figure 3.24: Depth integrated inline force from laboratory experiments and nu-
merical computations respectively. Numerical computations for
three averaged cell length, dl, are presented.
Figure 3.25: Snapshot of the free surface elevation at the time of the maximum
inline force on the cylinder.
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fer & Klopman, 2000), was applied for the physical wave maker in order to
reduce re-reflections. This might imply minor discrepancies between the ac-
tual paddle motion and the target paddle signal applied for the numerical
computations. Consistent with the linear approximation for the paddle signal
this feature was not part of the numerical computation. Gird convergence was
not tested for this particular case, but due to the great similarities with the test
case presented in section 3.4.3 the same averaged cell length of dl = 1.2·10−2 m
was applied in the inner CFD-domain. In the outer potential flow solver, the
smallest wave in the incident wave spectrum was resolved with 10 points per
wave length.
The amplitudes of the incident three-dimensional irregular wave series
were given by a JONSWAP spectrum with a full scale significant wave height
of H ′s = 8.3m, and a full scale peak period of T ′p = 12.6 s. At model scale this
corresponds to Hs = 0.23 m and Tp = 2.08 s. For the present study a non-
dimensional spreading factor of φ = 0.875 was used (see, Forristall & Ewans,
1998; Nielsen et al., 2012).
In figure 3.27, a snapshot of the three-dimensional free surface elevation,
computed with the potential flow solver is presented for time t = 15 s. For the
same instant in time the free surface elevation of inner Navier-Stokes/VOF
model is presented in figure 3.28. For both figures the multidirectionallity and
complexity of the wave field is evident.
Time series of the free surface elevation up- and downstream of the cylin-
der are presented in figure 3.29. The location of the wave gauges are stated in
table 3.4. At both locations the free surface elevation was accurately captured
by the numerical model in terms of both wave crest and wave trough eleva-
tions. For a short time interval between 10−14 s, small discrepancies between
the numerical model and the experimental measurements are observed. The
waves in this interval are generally small and short. The origin of these dis-
crepancies is unknown, but they might either be the result of the spurious
second-order waves as discussed in section 3.4.2, or related to absence of ac-
tive absorption at the wave generation boundary of the potential flow solver.
The horizontal forces on the cylinder, in the x- and y-direction respectively,
are presented in figure 3.30. As only limited structural vibrations are observed
in the measurements, the unfiltered force signals are used for the comparison.
In general a good agreement between themeasured and computed inline force
is seen. As for the free surface elevation, minor discrepancies are observed in
the time interval 10 < t < 12. It may be noted that for the largest wave impact
the computed inline force is significantly larger than the measured force. The
same phenomenon was observed for the unidirectional waves presented in
section 3.4.3. Again it is speculated that this is either related to movements in
the force cell or an overestimation of the slamming load.
In figure 3.30b the force on the cylinder in the y-direction is presented.
Here, the main features of the wave forcing is captured by the numerical
model, but significant discrepancies are also observed. The magnitude of the
wave forcing in the y-direction is approximately half the magnitude of the
wave force in the x-direction, why the structural vibrations are more domi-
nant in the force signal and discrepancies appear larger. Structural vibration
might explain some of the discrepancies, but not all. Given the good agree-
ment for the inline force and the free surface elevations it is unlikely that the
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Figure 3.26: Sketch of the numerical domain applied for computations of multi-
directional irregular waves. Relaxation zone of the outer flow solver
is indicated by the region of shaded grey and has a total length
of 8.0 m. Coupling zones between the two solvers is indicated by
hatched areas and both have a length of 1.50m. The diameter of the
cylinder wasD = 16.4 · 10−2 m.
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Figure 3.27: Snapshot of the free surface elevation computed by the potential flow
solver at time t = 15 s.
Figure 3.28: Snapshot of the free surface elevation computed by the Navier-
Stokes solver at time t = 15 s.
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(a)Measured and computed free surface elevation at the location of wave gauge 15,
{x; y} = {7.50; 0.00}.
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(b)Measured and computed free surface elevation at the location of wave gauge 19,
{x; y} = {7.95; 0.00}.
Figure 3.29: Measured and computed surface elevation at the location of wave
gauge 15 and 19 respectively.
y-component of the waves was not correctly captured by the model.
Despite the deviations for the transverse force and the overestimation of
the largest inline force, an in general a good agreement between the numerical
model and the measurements has been shown for both the force and the free
surface elevation. Hence, the numerical model is able to accurately compute
wave forcing from multi-directional, irregular waves on a circular cylinder.
The domain decomposed solver thus has the potential to describe the forces
on monopile foundations of offshore wind turbines from realistic seas.
3.5 Summary
In this chapter, the numerical methods were carefully validated and veri-
fied against analytical solutions and experimental measurements. First, the
newly implemented flux wave generation technique for the nonlinear poten-
tial flow solver, OceanWave3D, was validated. Here the free surface elevation
was compared against experimental measurements and linearly reconstructed
waves generated by a relaxation zone. Here a good agreement with the exper-
imental measurements was seen, and in terms of reproducing the experiments
the method was shown to perform slightly better than the linear reconstruc-
tion combined with the relaxation zone technique.
The applied Navier-Stokes/VOF solver was carefully validated against a
known, fully nonlinear, stream function solution to a progressive wave on a
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(b)Measured and computed force on the cylinder in the y-direction
Figure 3.30: Measured and computed horizontal forces on the cylinder.
flat bed. Here a consistent first order convergence rate by grid refinement was
shown. Further, the effect of an up- and downstream relaxation zone, was
quantified relative to the stream function solution.
Special attention was paid to validation of the newly developed domain
decomposed solver. As a one-way coupling strategy is applied, a generic
study of the size of the inner domain was presented. Here the worst case
scenario, of waves from a fully reflecting wall, was considered. For the case
of kA = 0.1 and kh = 1.0, the magnitude of the error was shown to be limited
and in the order of 1 · 10−2 relative to an inviscid fully nonlinear reference
solution. Further, the domain decomposed solver was carefully validated
against experimental measurements of regular waves, unidirectional phase-
focusedwaves, unidirectional irregular waves, andmulti-directional irregular
waves. For all cases a good agreement with the experimental measurements
was shown and in particular, the ability of the domain decomposed solver to
handle multi-directional irregular waves is promising.
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FORCES FROM REGULAR WAVES
Declaration: With the exception of section 4.5, this chapter has previously been
published in Paulsen et al. (2012)
In this chapter wave forcing of a bottom mounted circular cylinder from
steep regular waves at finite depth will be considered. First, in section 4.1, the
governing non-dimensional parameters will be identified. In the following
sections a parameter study for each of the governing parameters will be pre-
sented. This includes a detailed discussion of how the inline force is influence
by the water depth, the wave height, the cylinder diameter and an Eulerian
mean current. Further, the physics related to the creation of a secondary load
cycle will be analysed.
4.1 Governing parameters
In the case of regular waves on a flat bed, the hydrodynamic force on a smooth
circular cylinder can be considered a function of the following dimensional
parameters
ρ, g, H, h, L, R, ν, U, t,
where ν is the kinematic viscosity, U is the magnitude of an Eulerian mean
current and all other quantities have been defined in earlier sections. By di-
mensional analysis, the depth integrated inline force can be written as a func-
tion of the following six dimensionless groups
F
ρghR2
= f
(
H/L, h/L,R/L, ν/
√
gL3, U/
√
gR, t
√
g/L
)
, (4.1)
As a measure of the wave nonlinearity, the ratio H/Hmax was chosen in
favour of H/L, as this is a more consistent measure of the wave non-linearity
across various water depths. HereHmax is the limiting wave height for a regu-
lar wave at water depth, h, and with wave length L. According to the theoret-
ical work of (Fenton, 1990; Williams, 1981), the limiting wave height is given
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by
Hmax
h
=
0.141063L
h
+ 0.0095721
(
L
h
)2
+ 0.0077829
(
L
h
)3
1 + 0.0788340L
h
+ 0.0317567
(
L
h
)2
+ 0.0093407
(
L
h
)3 . (4.2)
Further, without loss of generality, ν/
√
gL3 can be replaced by the Reynolds
number, Re = umaxD/ν, which is define in terms of the maximum horizontal
velocity at the wave crest. Hence, by introducing the wave number k = 2π/L,
and identifying U/
√
gR as the Froude number, F˜r, the functional relation for
the maximum inline force during a wave period can be written
Fmax
ρghR2
= f
(
H
Hmax
, kh, kR, F˜r,Re
)
(4.3)
and the time series for the normalized inline force is a function of six parame-
ters
F
Fmax
= f
(
H
Hmax
, kh, kR, F˜r,Re, t
√
gk
)
. (4.4)
To cover those parameters a comprehensive set of time-domain computa-
tions were carried out. The applied cylinder diameters and water depths were
all chosen in a range relevant for monopile foundations of offshore wind tur-
bines. In section 4.2, the influence of the non-dimensional water depth, kh,
and the wave height, H
Hmax
, is discussed. The influence of the non-dimensional
cylinder diameter, kR, is considered in section 4.3. Finally in section 4.5 the
influence of an Eulerian mean current is presented.
It may be noted that the Reynolds number, for a constant ν, follows from
the chosen wave parameters. Further, the Keulegan-Carpenter number can be
constructed from H/Hmax, kh and kR.
4.2 Dependency on water depth and wave height
To investigate the influence of the relative water depth and the dimension-
less wave height the waves presented in table 4.1 were considered. As the
computations were carried out with dimensions both dimensional and non-
dimensional parameters are listed.
The incident waves were all computed according to the fully nonlinear
stream function theory of Fenton (1988). The free surface elevation of the
undisturbed incident waves are presented in figure 4.1. Here it may be noted
that despite the different water depths and wave steepnesses a great similar-
ity in the width of the wave crest is observed. The wave crest is here defined
as the time between zero-crossings. Further, it may be noted that a direct cor-
relation between the steepness parameter, H
Hmax
, and the temporal curvature of
the wave crest, ηtt, is observed.
The depth integrated inline forces for the computations are presented in
figure 4.2, panel a-c. Here the inline force is normalized with the maximum
inline force for each computation, Fmax, and aligned with a zero down cross-
ing at time t = 0. For reference, the normalized maximum inline forces are
shown in panel d, as a function of kh and H/Hmax. For the normalized max-
imum force a clear dependency on the ratio H/Hmax is seen, whereas Fmax is
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Figure 4.1: Curvature and magnitude of the free surface elevation for the waves
presented in table 4.1. Figure (a.1-3) shows the surface elevation with
H/Hmax = {0.6; 0.7; 0.8}. Figure (b.1-3) shows the curvature of the
waves with H/Hmax = {0.6; 0.7; 0.8}. In figure (b.4) the curvatures of
the applied stream function waves are superimposed: ——,H/Hmax =
0.6; · · · ,H/Hmax = 0.7; —· · ·—,H/Hmax = 0.8.
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H/Hmax h H T L D kh kR · 10 Re/107 KC
- m m s m m - - - -
0.6
20 8.43 13.60 188.5 6.0 0.67 1.00 1.97 11.19
25 10.02 12.70 188.5 6.0 0.83 1.00 2.06 10.90
30 11.35 12.10 188.5 6.0 1.00 1.00 2.13 10.75
35 12.44 11.67 188.5 6.0 1.17 1.00 2.45 11.84
40 13.29 11.34 188.5 6.0 1.33 1.00 2.25 10.65
0.7
20 9.83 13.38 188.5 6.0 0.67 1.00 2.47 13.74
25 11.69 12.52 188.5 6.0 0.83 1.00 2.58 13.45
30 13.24 11.93 188.5 6.0 1.00 1.00 2.67 13.27
35 14.51 11.52 188.5 6.0 1.17 1.00 2.74 13.17
40 15.51 11.22 188.5 6.0 1.33 1.00 2.81 13.12
0.8
20 11.23 13.15 188.5 6.0 0.67 1.00 3.05 16.69
25 13.36 12.31 188.5 6.0 0.83 1.00 3.20 16.40
30 15.14 11.75 188.5 6.0 1.00 1.00 3.31 16.20
35 16.58 11.35 188.5 6.0 1.17 1.00 3.40 16.08
40 17.73 11.06 188.5 6.0 1.33 1.00 3.47 16.01
Table 4.1: Parameters for the incident waves. The dimensionless parameters are
defined as: Re = umaxD
ν
and KC = umaxT/D. For all computations
F˜r = 0.
seen to be almost independent of the relative water depth, kh, for a fixedwave
height.
With the chosen alignment and normalization, a remarkable similarity in
the temporal development of the force time histories, is seen. Within each
panel the force time histories for all water depths almost collapse into a sin-
gle curve in the time intervals between maximum and minimum loading.
These time intervals correspond to the passage of the wave crest, defined
as η > 0, and are indicated in the figure by regions of shaded grey. The
indicated time intervals are t
√
gk = [−1.03; 0.34], t√gk = [−0.86; 0.40] and
t
√
gk = [−0.69; 0.51] for the waves with H/Hmax = 0.6, H/Hmax = 0.7 and
H/Hmax = 0.8 respectively. Note that the duration of these time intervals de-
creases slightly with increasing values of H/Hmax and that a relative forward
shift in time occurs. The similarity within each of the intervals can be ascribed
to the similarity of the incident waves, as documented in figure 4.1. An im-
portant observation from the figure is that the relative water depth is shown
to be of little significance in respect to the normalized inline force.
The effect of the wave height on the force time history becomes evident by
cross-comparison of the three upper panels in figure 4.2. Of special interest
is the change in loading pattern after the wave crest has passed the cylinder,
i.e. the time period after the grey region. For increasing values of H/Hmax, an
additional local force peak is seen to buildup close to, and during, the time of
minimum loading. This additional loading will be referred to as a secondary
load cycle with duration, T2, as indicated by the dashed lines in figure 4.2b and
4.2c. The strength of the secondary load cycle can be characterized by the ratio
|Fmin|/Fmax, where Fmin is the minimum force during the full wave period.
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Figure 4.2: Figure a-c: Time histories of the depth integrated inline force grouped
by the wave steepness. Notice that all curves have been aligned with
a zero down crossing at time t = 0. Figure d: Maximum inline force
as a function of the water depth and wave steepness.
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It should be noted that this ratio will be affected by other load effects, such
as the viscous drag contribution. However, it was found to be a robust and
straightforward measure of the strength of the secondary load cycle. Strictly
speaking, the ratio |Fmin|/Fmax is a measure of the skewness in the inline force
signal and hence the nonlinearity.
For H/Hmax = 0.6, the ratio |Fmin|/Fmax shows a small dependency on the
water depth, but is in general close to one, and no distinct secondary load
cycles are apparent. For the other computations with H/Hmax ∈ {0.7; 0.8},
pronounced secondary load cycles are seen and |Fmin|/Fmax drops to 0.7 and
0.6 respectively.
From the figures it is evident that the duration of the secondary load cycle
is typically 1/6 of the wave period or shorter. A similar duration was found
by Grue (2002) for steep waves. This implies that the force-contribution from
the secondary load cycle will occur within the range of the sixth harmonic
in a Fourier decomposition of the inline force and is thus out of reach for
the classical ringing theories (Faltinsen et al., 1995; Malenica & Molin, 1995),
which predict the third-harmonic forcing. While the secondary load cycle is
often directly associated with ringing, the secondary load cycle is here rather
seen as an indicator of a highly nonlinear local flow around the cylinder.
To complete the discussion of the influence of water depth andwave height,
the higher-harmonic force components for the computations are considered.
The computed higher harmonic forces are compared to results from the ex-
tendedMorison equation, equation (1.2), and the third-order theories of Faltin-
sen et al. (1995) and Malenica & Molin (1995). In the Morison equation a
drag coefficient of CD = 0.95 was estimated from Sumer & Fredsoe (2006);
although it was carefully chosen, it should be stressed that it is only an es-
timate. The results are shown in figure 4.3, where the magnitude of the jth
harmonic force was normalized by ρgAj1D
(3−j), where A1 is the leading order
wave amplitude. This is consistent with the normalization applied in Faltin-
sen et al. (1995), see equation (1.1).
The normalized first harmonic force is seen to decrease with decreasing
water depth kh. This behaviour is partly due to the decreased wetted area
of the cylinder and partly due to the waves being more nonlinear in shallow
water. The dependency on the wave height is weak, as all curves collapse into
a single curve, independently of H/Hmax. This confirms the normalization
withA1 and shows that the leading order component of the wave force is well
predicted by the Morison equation.
For the second-harmonic force an increase in magnitude is seen for de-
creasing values of kh. This is consistent with the fact that waves are more
nonlinear in intermediate and shallowwater depth, which implies an increase
in the higher harmonic forces at reduced depth. For all cases, the computed
values of the second harmonic force is smaller than the one predicted by the
Morison equation. However, both methods capture the increasing trend and
the discrepancies are mainly small.
Similar to the second-harmonic force, the third-harmonic force increases
for decreasing water depth. Further, the third-harmonic force shows a clear
dependency on the wave height, which indicates that the present compu-
tations include more than just the leading-order contribution to the third-
harmonic force component.
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H/Hmax h H T L D kh kR · 10 Re/107 KC
- m m s m m - - - -
0.7
30 14.39 14.90 251.3 6.0 0.75 0.75 2.91 18.10
30 13.24 11.93 188.5 6.0 1.00 1.00 2.67 13.27
30 10.86 8.99 125.7 6.0 1.50 1.50 2.33 8.74
30 15.01 17.86 314.2 7.5 0.60 0.75 3.63 17.86
30 15.17 14.16 235.6 7.5 0.80 1.00 3.71 15.94
30 12.27 10.45 157.1 7.5 1.20 1.50 2.93 9.39
30 15.40 20.82 377.0 9.0 0.50 0.75 4.90 18.9
30 14.75 16.38 282.7 9.0 0.67 1.00 4.53 13.75
30 13.24 11.93 188.5 9.0 1.00 1.50 4.00 8.84
Table 4.2: Parameters for the incident waves applied for investigating the influ-
ence of the relative cylinder diameter on the inline force. The dimen-
sionless parameters are defined as: Re = umaxD
ν
and KC= umaxT/D.
For all computations F˜r = 0.
For kh < 1.0 the Morison equation overestimates the magnitude of the
third harmonic force, whereas the trend seems to be correctly captured for
larger values of kh. This discrepancy is attributed to the strong local interac-
tions in the flow around the cylinder, which are not present in the Morison
equation.
The deep-water result for themagnitude of the third-harmonic force, given
by Faltinsen et al. (1995), is included in the figure as a horizontal dashed (– –
–) line. It may be seen that all the computed third-harmonic forces approaches
this deep-water limit for increasing values of kh. The solution of Malenica &
Molin (1995) is indicated by a red× for kh = 1.0. Here an excellent agreement
with the computed value for H/Hmax = 60% is apparent. Given that the an-
alytical theory was derived as a weakly nonlinear perturbation solution, the
best match with the numerical results should be expected for the smallest of
the wave heights considered.
4.3 The effect of the relative cylinder diameter
In this section the influence of the relative cylinder diameter on the inline force
is investigated. For that purpose, the waves presented in table 4.2 and in fig-
ure 4.4 were considered. In figure 4.4, a great similarity is, again, observed in
both the width and the curvature of the wave crest despite the different wave
numbers. Here it may be noted that the magnitude of ηtt, at the wave crest,
exactly corresponds to the one observed in figure 4.1 for waves with a similar
ratio of H/Hmax. This confirms that a clear correlation between the temporal
curvature of the wave crest and H/Hmax exists. The cylinder diameters of
kR = {0.15; 0.10; 0.075} were considered. Here the relative water depth was
chosen such that kh/kR = {10.0; 8.00; 6.67}.
In the first three panels of figure 4.5, the force time history for each of the
wave impacts is shown for a constant value of kR. Again, the time histories
are aligned with a zero down crossing at t = 0. In the lower panel of figure
4.5 the normalized maximum inline force is presented as a function of kh and
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Figure 4.3: Non-dimensional magnitudes of higher harmonic forces from the nu-
merical model, the Morison equation and the third order theories of
Faltinsen et al. (1995) andMalenica &Molin (1995). For all calculations
kR = 0.1 and F˜r = 0.
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(a) Free surface elevation of incident stream function waves
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(b) Curvature of all incident stream function waves
Figure 4.4: Curvature and magnitude of the free surface elevation for the waves
presented in table 4.2. Figure (a); the free surface elevation. Figure (b);
the temporal curvature of the free surface elevation. For the waves
H/Hmax = 0.7.
kR.
For the force time histories a marked similarity in the inline force is, again,
observed in the time interval from maximum to minimum loading. This is
ascribed to the fact that the waves considered all had a wave steepness of
H/Hmax = 0.7. According to figure 4.4, do this imply that both the duration-
and the curvature of the wave crest was constant. As the same effect was
observed in section 4.2, it may be noted that this has now been observed irre-
spectively of the wave number, the wave height and the water depth.
In all cases, secondary load cycles are observed, which confirms the obser-
vation that H/Hmax is a governing parameter for the creation of a secondary
load cycle. Within each panel the magnitude is almost constant and seen to be
independent of the relative water depth. This is in agreement with the find-
ings of section 4.2. Further, the magnitude of the secondary load cycles are
seen to increase in the long wave regime.
In figure 4.5d, the peak inline force on the cylinder is shown. First it may
be noted, that the maximum inline force is normalized by ρgAD2, where A is
the linear wave amplitude. For the maximum forces presented in figure 4.2d,
a normalization of ρghD2 was chosen. As the water depth is constant for the
present computations a normalization with h is pointless. Here the varying
parameter was the wave number, k, and hereby the wave hight, in a nonlinear
way, via equation 4.2. The chosen normalization seems to somewhat cover the
trend of the peak force as only a small increase is observed for a constant kR.
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Figure 4.5: Figure a-c: Time histories of the depth integrated inline forces
on circular cylinders with diameters kR = {0.15; 0.10; 0.075} and
H/Hmax = 0.7. Figure d: Maximum inline force as a function of the
water depth.
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4.4 Secondary load cycles
Secondary load cycles have previously been observed and discussed by sev-
eral researchers; Chaplin et al. (1997); Grue (2002); Grue & Huseby (2002);
Rainey (2007). Several explanations for the cause of the secondary load cycle
have been suggested. Grue (2002) speculated that the secondary load cycle is
a resonance between a local induced flow and the cylinder. In Rainey (2007),
the secondary load cycle was ascribed to the filling of the downstream cavity
at the back of the cylinder caused by the blockage of the wave crest.
Inspired by their work, special attention is now paid to the creation of a
secondary load cycle.
A distinct feature of the force time histories shown in figure 4.2 and 4.5 is
the secondary load cycles. The magnitude of the secondary load cycles was
seen to increase with the wave steepness and in the long wave regime. Based
on the numerical computations a plausible explanation of the secondary load
cycle will be given. In 4.4.1, snapshots of the free surface elevation, wave kine-
matics and the force time histories are analyzed. Then, in section 4.4.2, the
sub-surface flow field in the vicinity of the cylinder is presented and a sim-
plified flow model is derived to illustrate the effect that causes the secondary
load cycle.
4.4.1 Secondary load cycles and the free surface motion
In this section, the motion of the free surface for a wave impact followed by a
secondary load cycle is analysed. Here a steep regular wave with H/Hmax =
0.80, kR = 0.1 and kh = 0.67 is considered. Snapshots of the free surface
elevation for the wave impact are presented in figure 4.6. The corresponding
time series of the inline force and the wave run-up at the down-stream side
of the cylinder are shown in figure 4.7a. To further support the analysis the
associated velocity profiles for the undisturbed wave are presented in figure
4.7b. The velocity profiles are evaluated at the centerline of the cylinder by the
use of stream function theory. In all figures, six instants of time are considered,
here designated by (a-f).
The incident wave crest reaches the front of the cylinder in figure 4.6a,
and due to the stagnation pressure a sheet of water is accelerated upwards.
Next, as the wave crest passes the cylinder, its blockage leads to the creation
of a cavity at the downstream side. This cavity is soon filled by the diffracted
wave that propagates around the cylinder, see figure 4.6b. When the front of
the diffractedwave reaches the downstream side of the cylinder the associated
local pressure starts to raise the water level, as shown in figure 4.6c. Here
the local pressure on the downstream side implies a negative force on the
cylinder. Hence, the secondary load cycles is not directly related to the filling
of the downstream cavity as otherwise suggested by Rainey (2007). Further, it
may be noted that the maximum wave run-up at the downstream side of the
cylinder occurs prior to the secondary load cycle.
After the downstream cavity has been filled and the wave run-up on the
downstream side has reached its maximum, the secondary load cycle starts to
appear (instant d, in the figures 4.6 and 4.7). At the beginning of the secondary
load cycle the incident wave has passed the cylinder and a steep local wave
begins to propagate upstream from the downstream side of the cylinder. This
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(a) The free surface at the time of the
wave impact.
(b) The free surface when the
diffracted wave hits the symmetry
plane.
(c) The free surface at the time of max-
imum wave run-up at the down-
stream side of the cylinder.
(d) The free surface at the beginning
of the secondary load cycle.
(e) The free surface during the sec-
ondary load cycle. Notice the up-
stream propagating wave.
(f) The free surface at the end of the
secondary load cycle.
Figure 4.6: Snapshots of the free surface for a regular wave with H/Hmax = 0.8,
kh = 0.67 and kR = 0.10.
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(a) Numerically computed inline force, with the run-up at the downstream side of the cylin-
der superimposed. The time of the snapshots presented in figure 4.6 is indicated by
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Figure 4.7: Force time histories, downstream wave run-up and centerline veloci-
ties for a regular wave withH/Hmax = 0.8, kh = 0.67 and kR = 0.1.
flow is a consequence of the large run-up at the downstream side, which, due
to the hydrostatic pressure, induces a strong local upstream propagating flow
in the vicinity of the cylinder. When the secondary load cycle is at its max-
imum (instant e, figure 4.6e and 4.7a) this flow is moving against the outer
flow which is still in the direction of wave propagation, see figure 4.7b. At the
time when the secondary load cycle disappears (see figure 4.6f and 4.7a), the
upstream propagating flow is still observed, but the velocity in the outer flow
is significantly reduced, see figure 4.7b.
From the present example, the secondary load cycle is thus associated with
the presence of an upstream propagating flow, which follows the passage of
the main wave crest. Important for the creation of a secondary load cycle is
that the upstream propagating flow sees a opposing outer flow. This conclu-
sion is in line with the findings of Krokstad & Solaas (2000) and Grue (2002).
Further it was found to apply to all the computations of the present study,
with a secondary load cycle, irrespectively of kh, kR andH/Hmax. To substan-
tiate this, two further examples with different cylinder diameters and water
depths are provided in Appendix A.
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4.4.2 The secondary load cycle and the flow field below the free
surface
To further investigate the local flow related to the secondary load cycle the
flow field in the vicinity of the cylinder is investigated. First, the tangential
velocity at the cylinder surface is considered. Then the vorticity in a plane
perpendicular to the vertical axis of the cylinder is presented.
In figure 4.8, the magnitude of the tangential velocity at the cylinder sur-
face is shown at the time of the secondary load cycle (instant e of figure 4.6
and 4.7). A clear line of separation is seen at θ = 40 deg, where θ is the cir-
cumferential angle of the cylinder measured positive from the trailing edge.
Notice that this line goes all the way from the free surface to the bottom and
follows the front of the upstream propagating flow. When the same field is
considered in the horizontal plane, a distinct vortex at the downstream side
of the cylinder appears, see figure 4.9. This vortex appears to be driven by the
interaction between the upstream propagating flow and the outer flow field.
It is now relevant to investigate whether the presence of a downstream
vortex can explain the occurrence of the secondary load cycle. For this pur-
pose, a planar model-flow was constructed using potential flow theory.
First, consider a uniform flow with two vortices in the complex W -plane,
defined in terms of the complex potential F (W ) = F = φ(W ) + iψ(W )
F (W ) = UW + Γ [ln (W −W1)− ln (W −W ∗1 )] . (4.5)
Here U = U(t) is the free stream velocity and Γ = Γ(t) is the magnitude of the
circulation for each vortex. The complex conjugated pair W1 and W ∗1 gives
the position of the two vortices. Next, the flow is transformed to the outer
region of the unit circle in the complex plane Z = x + iy, by the Joukowski
transformation
W = Z +
1
Z
(4.6)
As (4.6) is an analytic function, F (W (Z)) is also the velocity potential in
the Z-plane, and the associated velocities (u, v) can be found by,
dF
dZ
= u− iv = ∂F
∂W
dW
dZ
. (4.7)
For illustration purpose, a velocity field with U = 1.00, Γ = 1/π, W1 =
2.03 + i0.13 is shown in figure 4.10. For the chosen parameters, a qualita-
tive agreement with the flow in figure 4.9 may be seen. Further, the pressure
field can be expressed using the Bernoulli equation
P = −ρ∂φ
∂t
− 1
2
ρV 2 = −ρRe
{
dF
dt
}
− 1
2
ρ
∣∣∣∣dFdZ
∣∣∣∣2 , (4.8)
which enables the total inline force on the cylinder to be evaluated by integra-
tion.
To mimic the results of the Navier-Stokes computations a U -variation of
U = cosωtwhere ω = 2π/10 rad was chosen. The strength of the downstream
vortex was Γ = 1
pi
exp
(
− (t− t0)2
)
where t0 = 1.61. Note that the vortices are
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(a) Contour plot of the magnitude of the tangential velocity on the surface of the
cylinder.
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(b) Vector plot of the tangential velocity on the surface of the cylinder.
Figure 4.8: Contour and vector plots of the magnitude of the tangential velocity
on the surface of the cylinder. The time of the plots corresponds to
figure 4.6e. For the present computation; H/Hmax = 0.80, kh = 0.67
and kR = 0.67. In both figures θ = 0 corresponds to the trailing edge
of the cylinder and θ = 180 corresponds to the leading edge.
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y
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z
Figure 4.9: The velocity field in the x − y plane at the time of the secondary load
cycle corresponding to figure 4.6e. Contours in the background indi-
cates magnitude of vorticity. For the present computation; H/Hmax =
0.80, kh = 0.67 and kR = 0.1
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Figure 4.10: Contour lines of the stream function ψ = Im (F (Z)) with the veloc-
ity field V superimposed as vector field. In the figure only half a
cylinder is shown for consistency with figure 4.9
68
4.5. The effect of an Eulerian mean current
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
-5 -4 -3 -2 -1 0 1 2 3 4 5
In
li
n
e 
fo
rc
e
Time
Inline force
Γ
Figure 4.11: The vortex strength Γ and the nondimensional inline force on the
cylinder.
only active when the distinct downstream vortex is observed in the computa-
tions.
In figure 4.11, the vortex strength, Γ, and the non-dimensional inline force
on the two-dimensional cylinder is shown as a function of time. From the fig-
ure, it is apparent that the force curve resembles the computed curves, with
a distinct secondary load cycle in the time interval when the vortex is active.
This indicates that this type of local flow indeed can lead to the creation of a
secondary load cycle in the force time history. When analysing the potential
flow solution, it is seen that the downstream vortex induces a high local ve-
locity behind the cylinder. This causes a temporary lowering of the pressure,
which is then observed as a secondary load cycle. This is substantiated by the
fact that the contribution to the secondary load cycle is dominated by the last
term in equation (4.8).
The similarity with the vortex pair observed downstream a circular cylin-
der in a planar flow is recognised, see Sumer & Fredsoe (2006). However,
the two flow phenomena should be distinguished as the vortex observed in
the present computations was strongly influenced by the motion of the free
surface. For instance, the separation point on the cylinder, which defines the
lateral boundary of the vortex, clearly follows the front of the upstream prop-
agating wave. It may be noted that a slip condition was applied at the cylinder
surface, so no vorticity was generated by the cylinder boundary layer. Hence,
the only sources of vorticity is the free surface and internal shear in the fluid.
Based on the analysis of the numerical computations and the ability of the
simple model-flow in producing a secondary load cycle, it is deduced that
the secondary load cycle is caused by the presence of a local vortex associated
with an upstream propagating flow from the downstream side of the cylinder.
This vortex is only present as long as the two opposing flows interacts and
drives the circulation zone.
4.5 The effect of an Eulerian mean current
In this section, the influence of an Eulerian mean current on the inline force is
considered. For this study regular fully nonlinear stream function waves at a
constant depth of kh = 1.0, impacting on a circular cylinder with kR = 0.1
were considered. For the computations the non-dimensional wave height
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kH T U F˜r Re/107 KC
− s m/s − − −
0.38
13.88 −2.0 −0.26 1.3 7.7
12.93 −1.0 −0.13 1.7 9.3
12.10 0.0 0.00 2.1 10.7
11.37 1.0 0.13 2.5 12.0
10.72 2.0 0.26 2.9 13.1
0.44
13.66 −2.0 −0.26 1.9 10.6
12.74 −1.0 −0.13 2.3 12.0
11.93 0.0 0.00 2.7 13.3
11.22 1.0 0.13 3.1 14.3
10.59 2.0 0.26 3.5 15.3
0.50
13.42 −2.0 −0.26 2.5 14.0
12.53 −1.0 −0.13 2.9 15.2
11.75 0.0 0.00 3.3 16.2
11.06 1.0 0.13 3.7 17.1
10.45 2.0 0.26 4.1 17.9
Table 4.3: Parameters for the incident waves. The dimensionless parameters are
defined as: F˜r = U/
√
gD, Re= Dumax
ν
and KC= umaxT/D
.
was kH ∈ {0.38, 0.44, 0.50}, and the non-dimensional wave current was F˜r =
U/
√
gR = {−0.26;−0.13; 0.00; 0.13; 0.26}. A complete list of all incident waves
is presented in table 4.3. The computations were carried out with dimensions,
hence both dimensional and non-dimensional quantities are presented.
In the previous sections the ratio H/Hmax was shown to be a strong gov-
erning parameter for both the shape of the incident wave and the inline force.
However, as no expression for the limiting wave height,Hmax, exists for regu-
lar waves travelling on a current the wave steepness kH is adopted. As only
waves on a single water depth are considered this is a consistent measure.
It may be noted that in a frame of reference that follows the current, the
incident waves were all identical for a given wave height. So, the only dif-
ference between the waves was the celerity at which they propagated in an
Eulerian frame of reference, that is, the apparent wave period was changed.
This is illustrated in Figure 4.12, where the surface elevation of the incident
stream function waves is shown as a function of time. Here it may been seen
that the apparent wave period of the waves travelling on a following current
appear shorter than the one traveling on a opposing current and vise versa.
4.5.1 A note on the numerical computations
For the numerical computations of impacts from combined waves and cur-
rents, the numerical setup discussed in section 2.2 was applied. This includes
slip conditions on the cylinder surface and a vertically truncated domain.
However, for the cases with a strong following current, F˜r = 0.26, particle
velocities in the vicinity of the cylinder was high and the slip condition was
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Figure 4.12: The surface elevation, η, as a function of time, presented in an Eule-
rian frame of reference.
questionable. This was also observed in the grid independence study, where
it was not possible to obtain a completely grid independent solution. In fig-
ure 4.13, the inline force for three different resolutions are presented. Here
the most difficult cases with F˜r = 0.26 are considered. The resolution “low”
corresponds to 15 points per wave height, whereas “medium” and “high”
corresponds to 18 and 20 points per wave height respectively. For the other
computations presented in section 4.2 and 4.3, 15 points per wave height was
shown to be sufficient. However, as seen from figure 4.13 the peak force is not
grid independent and it was not possible to obtain a grid independent solu-
tion with the present setup. It may be noted that the inline force for the major-
ity of the time is converged, in particular during the time of minimum loading
where significant secondary load cycles are observed. Keeping in mind that
the numerical model is not resolving all length scales of the physical flow, the
model is still found to be suitable for studying the influence of an Eulerian
mean current on the magnitude of the secondary load cycle.
4.5.2 Inline force time histories
In figure 4.14, force time histories are presented for a single wave impact as
a function of both the wave height and the Froude number. In the figure, the
inline force is normalized by the corresponding maximum force Fmax.
Despite the normalization and the fact that the waves are identical in a
71
4. FORCES FROM REGULAR WAVES
-0.60
-0.40
-0.20
0.00
0.20
0.40
0.60
0.80
1.00
 0 10 20 30 40 50
In
li
n
e 
fo
rc
e;
 F
/ρ
g
A
D
2
Time; t [s]
Low
Medium
High
(a) kH = 0.38
-0.80
-0.60
-0.40
-0.20
0.00
0.20
0.40
0.60
0.80
1.00
1.20
 0 10 20 30 40 50
In
li
n
e 
fo
rc
e;
 F
/ρ
g
A
D
2
Time; t [s]
Low
Medium
High
(b) kH = 0.44
-0.60
-0.40
-0.20
0.00
0.20
0.40
0.60
0.80
1.00
1.20
 0 10 20 30 40 50
In
li
n
e 
fo
rc
e;
 F
/ρ
g
A
D
2
Time; t [s]
Low
Medium
High
(c) kH = 0.50
Figure 4.13: Grid dependence study for wave-current cases. For all computations
F˜r = 0.26.
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Figure 4.14: Force time series for all cases. Notice that the all waves are aligned
with a zero down crossing at time t = 0.
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Figure 4.15: Snapshot of the free surface at the time of the secondary load
cycle.:kH = 0.50, F˜r = 0.26
moving frame of reference, a strong influence of the current is seen, especially,
at the time of minimum loading. For the strong following current pronounced
secondary load cycles are observed, whereas the effect is reduced in the case
of an opposing current. It has previously been argued that the secondary load
cycle is associated with strong nonlinear effects following the impact from
steep near-breaking waves. It is evident that the presence of an additional
Eulerian current beneath the wave through is either suppressing or enhancing
the processes associated with the secondary load cycle.
As seen from figure 4.15, a significant wave run-up at the downstream
side of the cylinder is observed following the passage of the wave crest. This
wave run-up gives a high hydrostatic pressure which pushes water upstream,
which interacts with the combined wave-current flow. Considering the con-
tour plots shown in figure 4.16 it is clearly seen how the imposed current
changes the flow field around the cylinder. In the case of an opposing current
the velocity beneath the free surface zone is significantly reduced relative to
the cases with zero or a following current. This reduction in velocity implies
a weaker interaction between the upstream propagating flow and the outer
flow. On the other hand, in the case of a following current a strong interaction
between the local upstream propagating flow and the outer flow takes place
and a pronounced secondary load cycle is seen.
This observation is in good agreement with the conclusions of section 4.4,
where the creation of a secondary load cycle was attributed to the creation of
a downstream vortex.
4.6 Summary
In this chapter, wave loads on a bottom mounted circular cylinder from steep
regular waves were considered. First, it was shown by careful investigation
of the stream function solutions, that a strong correlation between the non-
dimensional wave height and the temporal curvature at the wave crest exists.
Here the wave height is expressed by the ratio H/Hmax, where H is the wave
height and Hmax is the limiting wave height for the given water depth and
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(a) F˜r = −0.26 (b) F˜r = −0.13
(c) F˜r = 0.0
(d) F˜r = 0.13 (e) F˜r = 0.26
Figure 4.16: Contour and vector plots of the tangential velocities during the time
of the secondary load cycles for the waves with kH = 0.50. The
time instant corresponds to the dashed line in figure 4.14c. The color
contours indicates the magnitude of the tangential velocity and has
the unit of m/s.
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wave length.
A marked similarity in the temporal development of the non-dimensional
inline force was shown for a constant wave height, irrespectively of the water
depth. Further it was shown, that for increasing wave height, distinct sec-
ondary load cycles appeared at the time of minimum loading. The magnitude
of the secondary load cycles was further shown to increase in the long wave
regime.
The physics of the secondary load cycles was investigated. It was observed
that when a steep, non-breaking wave hits the cylinder, a large downstream
wave run-up is created due to diffraction. This downstream run-up pushes
water upstream against the outer flow caused by the wave motion. This gen-
erates a downstream circulation zone, which temporarily lowers the down-
stream pressure on the cylinder. This is then observed as a secondary load
cycle. These observations were supported by a simple two-dimensional kine-
matic potential flow solution. It may be noted that a slip condition was ap-
plied on the cylinder surface, hence the only sources of vorticity was the mo-
tion of the free surface and internal shear in the fluid.
The effect of an Eulerian mean current on the inline force was investigated
too. Here it was observed that a following current enhances the mechanisms
of the secondary load cycle, whereas they are reduced by an opposing current.
This correspond well with the observation that secondary load cycles are cre-
ated by interaction between an upstream propagating flow and the outer flow.
In the case of a following current, the upstream propagating flow sees a large
velocity and a strong downstream circulation zone is created. On the other
hand, in the case of an opposing current the upstream propagating flow sees
a low velocity and a weak or no circulation zone is created.
Finally, the magnitude of the higher harmonic forces from the numeri-
cal computations were compared against the Morison equation given fully
nonlinear kinematics from the stream function solution. Here, a good agree-
ment was observed for the magnitude of the first and second harmonic forces.
For the third harmonic force, the Morison equations was shown to signifi-
cantly overestimate the magnitude relative to the numerical computations,
for kh < 1. The computed third-harmonic force was shown to be in good
agreement with the third-order theory of Malenica & Molin (1995), for the
least steep wave with H/Hmax. Further, for increasing water depth the com-
puted third harmonic force was shown to go towards the value predicted by
the deep water theory of Faltinsen et al. (1995).
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WAVE LOADS FROM MULTIDIRECTIONAL
PHASE-FOCUSED WAVES
In this chapter wave loads from uni- and bi-directional phase-focused waves
on a flat bed are numerically investigated. Here, a parameter study of the
wave steepness and the influence of wave directionality is presented. The
computations are validated in terms of inline forces and free surface elevations
obtained experimentally by Zang et al. (2010) and Zang & Taylor (2011).
In section 5.1, the numerical domain and the incident waves are presented.
Here, the numerical computations are also validated against the experimental
measurements. Then, in section 5.2 the results are presented: First, in section
5.2.1 time histories of the free surface elevation in front of the cylinder is dis-
cussed. In section 5.2.2, free surface elevations and pressures on the cylinder
surface are presented for the main wave impacts. The depth integrated inline
force and secondary load cycles are analysed in section 5.2.3. Finally, the main
findings are summarized in section 5.3.
5.1 Setup and validation
As part of the Hydrolab programme a comprehensive experimental campaign
of uni- and bi-directional phase-focused wave groups were carried out at
DHI, Denmark. For the unidirectional wave groups, wave loads on a bottom
mounted circular cylinder were considered, whereas wave loads on a circular
cylinder with a caisson foundation was considered for the bi-directional wave
groups. This thesis, is only concerned with wave loads on circular cylinders
and hence it was not possible to validate the inline force for the bi-directional
wave groups due to geometrical differences of the cylinder. However, all ex-
periments were repeated without the structure in the test basin and hence
detailed information about the free surface elevation is known and used for
validation. For more information about the test setup and the experiments
see Fitzgerald et al. (2012); Ning et al. (2009); Zang & Taylor (2011); Zang et al.
(2010). The measurements form this experimental campaign were kindly pro-
vided by Jun Zang and Paul Taylor.
For the numerical investigation, the test basin at DHI, Denmark was nu-
merically reproduced by the domain decomposed solver presented in chapter
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Figure 5.1: Sketch of the numerical domain applied for computations of multi-
directionanl phase-focused waves.
2. The domain has a total length of 20m and a width of 18m. A sketch of the
numerical domain is presented in figure 5.1, where shaded grey indicate the
relaxation zone in the potential flow model, whereas hatched areas indicate
the coupling zones between the two numerical domains. As the target paddle
signals for the wave maker is known the waves were numerically generated
by a flux condition at the inlet boundary of the potential flow solver. This
wave generation technique was discussed in section 2.1.
Both for the analysis and for validation purpose, the free surface elevation
was considered at three locations; in front of the cylinder, at the lateral side of
the cylinder and behind the cylinder. The locations of the three wave gauges
are stated in table 5.1 and indicated in figure 5.1.
For the numerical investigation eleven test cases were included, represent-
ing six different wave heights and two different wave configurations. The
wave heights cover the range from small linear waves with kpA = 0.12 to
steep nonlinear breaking waves with kpA = 0.36, where kp is the linear wave
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Wave gauge 1 2 3
x [m] 7.55 7.8 8.09
y [m] 9.00 8.59 9.00
Table 5.1: Physical coordinates of the wave gauges used for the investigation of
uni- and bi-directional waves.
number based on the peak frequency and A is the linear target wave ampli-
tude at the focus point. The target wave height at the focus point was either
created by unidirectional, hence two-dimensional waves, or bi-directional three-
dimensional waves. All waves had focus point at x0 = 7.8 m and a peak fre-
quency of fp = 0.49 Hz. A complete list of all cases are presented in table 5.2.
The computations were carried out at a constant water depth of kph = 0.63,
which corresponds to intermediate water depth and is typical for the location
of offshore wind turbines. Further, it may be noted that the incident waves
were of the “NewWave” type, see Cassidy et al. (2001). The “NewWave” wave
group gives the statistically most probable shape of an extreme event, with the
limitation of linear wave theory. Here, the free surface elevation is given by
the following sum
η(x′, τ) =
α
σ2
N∑
n=1
[Sηη(ωn)dω] cos (knx′ − ωnτ) , (5.1)
where kn is the wave number of n′th component, α is the crest elevation at
the focus point, Sηη(ωn)dω is the surface elevation spectrum, with standard
deviation σ and x′ = x − x0 is the distance of the focus point relative to the
initial position.
The bi-directional waves were created by two wave trains propagating to-
wards the focus point with an angle of ±20 deg to the principal axis. In figure
5.2, snapshots of the undisturbed free surface elevation of the bi-directional
waves are shown. In the upper panel, figure 5.2a, the wave group is shown
at an early stage and the bi-directionality of the waves is clearly seen. In the
lower panel, a fully developed wave group is shown at the time of focusing.
It may be noted that for the bi-directional waves the wave heights of each
of the two wave trains were half the wave height of the unidirectional one.
Hereby the same same linear wave height at the focus point was obtained.
This has the important implication that wave breaking is less likely to occur
prior to the focus point. For the unidirectional waves it was impossible to have
a stable wave group with kpA ' 0.30 due to wave breaking offshore of the fo-
cus point. For the bi-directional waves, it was possible to have a stable wave
group with a steepness at the focus point of kpA = 0.36. This illustrates why
wave directionality should be taken into account for estimation of ultimate
wave loads on e.g. foundations for offshore wind turbines. Normally wave
directionality reduces the wave loads on the structure, but due to the prob-
ability of focusing larger wave impacts may occur for the multi-directional
waves.
In table 5.2, two cases are tagged “Validation”. These are numerical repro-
ductions of the experiments of Zang & Taylor (2011) and used for validation
of the numerical setup. Unfortunately it was only possible to validate the least
79
5. WAVE LOADS FROM MULTIDIRECTIONAL PHASE-FOCUSED WAVES
        0.00
        5.00
       10.00
       15.00
       20.00
x [m]
        0.00
        2.00
        4.00
        6.00
        8.00
       10.00
       12.00
       14.00
       16.00
       18.00
y [m]
       -0.20
       -0.10
        0.00
        0.10
        0.20
S
u
rf
ac
e 
E
le
v
at
io
n
; 
η 
[m
]
       -0.20
       -0.15
       -0.10
       -0.05
        0.00
        0.05
        0.10
        0.15
        0.20
E
le
v
at
io
n
; 
z 
[m
]
(a) Free surface elevation of a bi-directional phase-focused wave group; kpA = 0.24, t =
15.8 s
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(b) Free surface elevation of a bi-directional phase-focused wave group; kpA = 0.36, t =
38.4 s
Figure 5.2: Free surface elevations of the undisturbed bi-directional waves. Up-
per panel: Initial wave trains. Lower panel: Wave focusing.
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kpA fp/
√
gkp x0 [m] ∠ [deg] Note
1 0.12 0.14 7.80 0 Validation
2 0.12 0.14 7.80 ± 20
3 0.18 0.14 7.80 0
4 0.18 0.14 7.80 ± 20 Validation
5 0.24 0.14 7.80 0
6 0.24 0.14 7.80 ± 20
7 0.30 0.14 7.80 0
8 0.30 0.14 7.80 ± 20
9 0.33 0.14 7.80 0
10 0.33 0.14 7.80 ± 20
11 0.36 0.14 7.80 ± 20
Table 5.2: Wave properties for multi-directional phase-focused waves.
steep waves against the experiments, due to lack of experimental data. In fig-
ure 5.3, the free surface elevation and the inline force for case 1 are presented.
For the free surface elevation, shown in figure 5.3a, a good agreement between
the measurement and the computation is seen until the passage of the main
part of the wave group. Hereafter, the computations underestimate the wave
height but seems to capture the phase correctly. As the free surface elevation is
considered upstream of the focus point, the crest elevation is slightly smaller
than the target amplitude A, used for normalization.
For the inline force, presented in figure 5.3b, a good agreement between the
computations and the experiments is observed for the main part of the wave
group, whereas significant deviations are observed for the last part. Here the
measured time history of the inline force seems distorted. This may be re-
lated to second order free spurious wave from the linear wave generation
(see, Schäffer & Steenberg, 2003). This could also explain the discrepancies
observed for the free surface elevation. Anyhow, the present study is only
concerned with the main wave impact and here an excellent agreement be-
tween the measurements and the computations is seen for both the free sur-
face elevation and the inline force.
For the multi-directional waves the main concern was the width of the in-
ner CFD-domain. To reduce the computational time it is desirable to truncate
the inner domain as close to the cylinder as possible. However, as indicated in
figure 5.1, coupling zones were only present in the stream-wise direction and
hence the domain must be sufficiently wide to ensure that the directionality
was correctly captured. To investigate this, a sensitivity study of the width
of the inner domain was carried out in terms of the free surface elevation in
front of the cylinder. In figure 5.4, the measured and computed free surface
elevations at the location of wave gauge 1, located at x = 7.55 m from the
wave maker, is presented. The numerical results were obtained by the do-
main decomposed solver with domain widths of w = {4.0; 6.0; 8.0} m. In the
figure, the free surface elevation from the potential flow solver is also pre-
sented. This signal is used as the numerical reference solution. For the small-
est CFD-domain with w = 4.0 m, a significant reduction in the wave height
is seen and the bi-directional wave group is not correctly captured. For the
81
5. WAVE LOADS FROM MULTIDIRECTIONAL PHASE-FOCUSED WAVES
-1.00
-0.50
0.00
0.50
1.00
 20  25  30  35  40  45  50  55  60
F
re
e 
su
rf
ac
e 
el
ev
at
io
n
; 
η 
/A
 
Time; t 
Experiments
Computation
(a) Free surface elevation at the location of wave gauge 1.
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(b) Non-dimensional inline force
Figure 5.3: Free surface elevation and inline force for test case 1. kpA = 0.12,
fp/
√
gkp = 0.14 and ∠ = 0.
two wider cases with w = 6 m and w = 8 m an in general good agreement
with the numerical reference solution is seen. For for both of these cases the
solution is considered converged with respect to the reference solution. When
comparing the numerical solutions with the measured free surface elevation
a fair agreement is seen. There is a slight tendency for the numerical com-
putations to overestimate the crest elevations. After the passage of the main
wave group small discrepancies are, again, observed between the computa-
tions and the measurements. As this was also observed for the unidirectional
waves, presented in figure 5.3, this is most likely related to second order free
spurious waves, rather than the width of the inner numerical domain.
5.2 Results
The phase-focused wave impacts are now analysed in terms of free surface
elevations, pressures on the cylinder and time histories of the depth integrated
inline force. First, in section 5.2.1 the time history of the free surface elevation
at the lateral side of the cylinder will be investigated. Here, the maximum
crest elevation is also presented as a function of the wave steepness. Then,
in section 5.2.2, the impact from the main wave events are analysed in terms
of free surface elevations and pressures on the cylinder. Finally, in section
5.2.3 time histories of the depth integrated inline force are analysed and once
again, attention will be paid to the creation of a secondary load cycle. This
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Figure 5.4: Measured and computed free surface elevation in front of the cylinder
at {x, y} = {7.55, 9.00}. The incident waves corresponds to test case
4: kpA = 0.18, fp/
√
gkp = 0.14 and ∠ = ±20.
is to confirm whether the observation from chapter 4 are valid for uni- and
bi-directional phase-focused waves too.
5.2.1 Time histories of the free surface elevation
In figure 5.5, the time histories of the free surface elevation at the lateral side
of the cylinder are presented for the uni- and the bi-directional wave groups
respectively. In the upper panel, the free surface elevation from the unidirec-
tional wave groups are presented, whereas the free surface elevation from the
bi-directional wave groups are presented in the lower panel. For the unidi-
rectional waves, a distinct phase difference between the largest waves in the
wave group is clearly observed. However, as the incident wave groups were
based on linear wave theory, a perfect alignment is only possible in the linear
limit. As the wave amplitude increases waves are expected to arrive earlier as
a consequence of nonlinear amplitude dispersion. This is then observed as a
phase difference in the time history. A clear misalignment between the wave
signals is observed for 42 < t < 44. This phenomenon is most likely related to
second order free spurious waves from the linear wave generation too. These
small unbound waves with frequency f = 2fp, travel slower than the main
wave group and hence arrive later at the cylinder.
For the bi-directional wave groups, presented in figure 5.5b, both the ef-
fect of amplitude dispersion and the second order free spurious waves are
observed. However, as the incident waves were less steep prior to the focus
point, nonlinearity is less important and both effects are less pronounced.
For both the uni- and the bi-directional waves it may be noted that a rise
in the crest and trough elevations is seen for increasing wave steepness until
kpA ≤ 0.33. Beyond this steepness wave breaking starts to decrease the wave
height.
In figure 5.6, the maximum crest elevation of the uni- and the bi-directional
wave groups are presented as a function of the wave steepness. The crest el-
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(a) Unidirectional phase-focused waves.
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(b) Bi-directional phase-focused waves.
Figure 5.5: Time histories of the free surface elevation at the location of wave
gauge 2, located at {x, y} = {7.80, 8.59}m.
evations are here considered at the location of wave gauge 1. First it may
be noted that kp is the linear wave number and hence constant for all the
waves presented here. Further, the crest elevation should, in a linear sense, be
proportional to the wave amplitude A. So, the observed increase in the non-
dimensional crest elevations is entirely a consequence of nonlinearity. Here,
two nonlinear effects are expected to be significant: First, the free surface el-
evation is considered upstream of the focus point, and hence the crest eleva-
tion is not at its maximum. As the wave amplitude increases the focus point
moves closer to the wave maker due to amplitude dispersion. Hereby, the
observed crest elevation, at the location of wave gauge 1, increases. Secondly,
the wave set-up observed in figure 5.5 is also influencing the maximum crest
elevation in a nonlinear way. Surprisingly, the increasing trend of the maxi-
mum crest elevations is seen to be linear and constant for both the uni- and
the bi-directional wave groups. Naturally, this trend breaks down as wave
breaking starts to occur for kpA > 0.30.
5.2.2 The wave impacts
In this section, snapshots of the free surface elevation and the dynamic pres-
sures, p∗, on the cylinder surface, will be investigated for the time of maxi-
mum inline force. Here snapshots are presented for the largest wave groups
with kpA = {0.24; 0.30; 0.33; 0.36}. First it may be noted, that the dynamic
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Figure 5.6: Maximum crest elevation in front of the cylinder at the location of
wave gauge 1.
pressure is defined as the total pressure with the following linear hydrostatic
correction
p∗ = p+ ρgz (5.2)
here ρ is the instantaneous density of water and air respectively. This is a lin-
early consistent correction for z ≤ 0 but pressures in the interval z ∈ [0; η]
will be enlarged. It may be noted that the discretized Navier-Stokes equa-
tions, presented in section 2.2, are formulated in terms of p∗ and it is hence the
solution variable.
In figure 5.7, the main wave impacts of the wave groups with kpA = 0.24
are shown. In the upper panel, snapshots of the free surface elevation and
the dynamic pressures on the cylinder are shown for the unidirectional wave
impacts. Similar figures are presented for the bi-directional wave group in the
lower panel. For both the uni- and the bi-directional waves, disturbances to
the free surface are only observed locally around the cylinder and are in both
cases small. Visually no significant differences between the uni- and the bi-
directional wave impacts are observed, though the impact from the unidirec-
tional one is slightly stronger. A similar observation is valid for the dynamic
pressure on the cylinder. Here, the pressure from both the uni- and the bi-
directional wave impacts are smooth and continues, with no slamming effects
in the free surface region.
In figure 5.8, the impacts from the wave groups with a steepness of kpA =
0.30 are presented. For the unidirectional wave group a violent wave impact
from a near breaking wave is observed. It may be noted how the free surface
elevation at the wave crest is almost vertical at the time of the wave impact.
Here significant wave run-up is observed at the upstream side of the cylinder.
At the downstream side of the cylinder a hole is created due to the blockage of
the cylinder. This hole is about to be filled by the diffracted wave propagating
around the cylinder. As discussed in Paulsen et al. (2012) and chapter 4, this
might generate rotation in the downstream flow, which may then be observed
as a secondary load cycle. Due to the steepness of the wave, a slamming
like impact is observed. This introduce a high pressure zone beneath the free
surface at the time of the wave impact.
For the bi-directional wave impact, shown in figure 5.8c, the bi-directionality
of the incident waves is clearly seen. The incident wave trains have crossed at
the center of the domain and the angled wave font is seen in the foreground
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(a) Unidirectional wave impact:
Free surface
(b) Unidirectional wave impact:
Dynamic pressure
(c) Bi-directional wave impact: Free
surface
(d) Bi-directional wave impact:
Dynamic pressure
Figure 5.7: Snapshots of the free surface elevation during the impact of a uni- or
bi-directional wave group respectively. kpA = 0.24
of the figure. In front of the cylinder, the two waves have interacted and a
steep wave front moving perpendicular to the cylinder is observed. Again, a
significant wave run-up at the upstream side of the cylinder is seen, with a
distinct hole at the downstream side due to the blockage effect.
In figure 5.9, snapshots of the free surface and the dynamic pressures on
the cylinder from the very steep wave groups with kpA = 0.33 are presented.
First, it may be noted that the wave impact form the unidirectional waves
seems less violent than the one presented in figure 5.8a for kpA = 0.30. This is
related to the wave breaking filter applied in the outer potential flow model,
which has subtracted a substantial amount of energy from the incident wave
group, before it has reached the inner CFD-domain. It was impossible to run
the computations without the wave breaking filter, so offshore wave breaking
would most likely had occurred for a physical wave group too. However, for
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(a) Unidirectional wave impact: Free
surface
(b) Unidirectional wave impact:
Dynamic pressure
(c) Bi-directional wave impact: Free
surface
(d) Bi-directional wave impact:
Dynamic pressure
Figure 5.8: Snapshots of the free surface elevation during the impact of a uni- or
bi-directional wave group respectively. kpA = 0.30
the bi-directional wave group a clear impact from a breakingwave is observed
and only limited filtering was applied in the outer potential flowmodel before
the waves entered the inner CFD-domain. It may be noted that filtering in the
outer potential flow model is practically without importance once the waves
have been introduced in the CFD-domain.
For the bi-directional wave group a slamming type wave impact is seen,
with a steep almost vertical wave front hitting the cylinder. It may be noted
how the wave is only breaking at the center of the domain, where the two
wave trains are focusing. In the free surface region a high local pressure is seen
at the center of the cylinder and a significant wave run-up is observed at the
upstream side. This type of wave impacts is a clear design driver for offshore
structures as foundations for offshore wind turbines. The high local pressure
in the free surface zone gives a high bending moment at the mud line and
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(a) Unidirectional wave impact:
Free surface
(b) Unidirectional wave impact:
Dynamic pressure
(c) Bi-directional wave impact: Free
surface
(d) Bi-directional wave impact:
Dynamic pressure
Figure 5.9: Snapshots of the free surface elevation during the impact of a uni- or
bi-directional wave group respectively. kpA = 0.33
further, due to the impulsive type loading, the structure is exposed to a broad-
banded excitation force which might introduce structural resonance. It is of
particular concern that this type of wave impacts are expected during violent
storms where the turbine is in parked position, where damping is low and
mainly due to soil and structural damping. It is important to notice that this
wave impact is more violent than any of the unidirectional ones. So, applying
unidirectional waves for design calculations is non-conservative in terms of
peak loads and bending moments.
For the bi-directional waves it was possible to increase the wave steepness
even further to kpA = 0.36, without significant filtering in the outer potential
flow solver offshore the focus point. In figure 5.10a, a snapshot of the main
wave impact is seen. As seen from the figure, wave breaking was initiated
several diameters upstream from the cylinder and it was hit by the post bro-
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(a) Bi-directional wave impact: Free
surface
(b) Bi-directional wave impact:
Dynamic pressure
Figure 5.10: Snapshots of the free surface elevation during the impact from a bi-
directional wave group with kpA = 0.36
ken wave. Even though wave breaking was initiated a high local pressure is
still observed in the free surface zone. These high local pressures may have
the potential to cause local buckling in the steel tower holding the turbine.
For this wave impact, limited wave run-up is observed and no distinct down-
stream cavity is created. Hence, this type of wave impacts are less likely to
generate a secondary load cycle, due to the large disturbances of the free sur-
face prior to the impact. This phenomena and the depth integrated forces will
be discussed in the following section.
5.2.3 Inline forces
In figure 5.11, the time histories of the uni- and the bi-directional wave groups
are presented. In the upper panel the inline force from the unidirectional
waves are shown, whereas the force from the bi-directional ones are presented
in the lower panel. It may be noted that all forces in the y−direction were zero
due to symmetry in the incident waves.
In general, the force time histories follow many of the same trends as were
observed in the time histories of the free surface elevation presented in figure
5.2.1. That is, a distinct phase shift due to nonlinear amplitude dispersion and
the late arrival of the second order free spurious waves.
In figure 5.12, the peak forces are presented as a function of the wave steep-
ness for the uni- and bi-directional wave groups respectively. Here the peak
forces are normalized by ρgAD2, where it may be noted that ρgD2 is constant,
so the normalization is a linear function of A. For the unidirectional waves
a small almost linear increase in the non-dimensional peak forces is seen for
kpA ≤ 0.30. This trend is destroyed for kpA = 0.33 due to early onset of
wave breaking. For the bi-directional waves an almost exponential increase
in the peak forces is seen. Most significant is the increase from kpA = 0.30
to kpA = 0.33, where the non-dimensional peak force is seen to increase by
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(a) Force time history of the inline force from unidirectional phase-focused waves
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Figure 5.11: Force time history of the inline force from uni- and bi-directional
phase-focused waves
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Figure 5.12: Peak inline forces at the cylinder for uni- and bi-directional wave
groups respectively.
as much as 25%. For the steepest bi-directional wave with kpA = 0.36 early
wave breaking becomes an issue and the peak force is slightly reduces. The
substantial increase in the peak force, observed when the wave steepness is
increased from kpA = 0.30 to kpA = 0.33, is rather related to the change in
impact type than the increased wave height. For the bi-directional wave with
kpA = 0.30 a steep but non-breaking wave is hitting the cylinder, whereas the
wave group with kpA = 0.33 gives a slamming type impact from a breaking
wave.
When comparing the peak forces, presented in figure 5.12, with the peak
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Figure 5.13: Depth integrated dynamic pressures on the cylinder for the uni- and
bi-directional wave groups with kpA = 0.30. The time corresponds
to the time of peak loading. The unit of the radial axis is Newton.
crest elevations, presented in figure 5.6, two different trends are observed.
Most surprising is the observation that the crest elevation for the unidirec-
tional wave with kpA = 0.30 is larger than the bi-directional one, whereas the
peak force from the bi-directional wave is slightly larger. This is particular in-
teresting as the wave impact form the unidirectional wave seemsmore violent
than the impact from the bi-directional wave group, see figure 5.8. This obser-
vation indicates that wave directionalitymay increase the ultimate wave loads
even for non-extreme cases. To investigate this further, the depth integrated
pressures on the wetted part of the cylinder surfaces are presented in figure
5.13. As seen from the figure, the spatial distribution of the depth integrated
pressures is similar for the uni- and bi-directional wave impacts, though the
magnitude is slightly larger for the bi-directional one. This indicates that a
substantial part of the force comes from beneathe the free surface region and
that the bi-directionality may increase the force.
In the force time histories, presented in figure 5.11, secondary loads cycles
are observed following the main wave impact of the steepest wave groups.
The phenomenon is most pronounced for the wave groups with a steepness
of kpA = 0.30, where it is observed for both the uni- and the bi-directional
wave groups. For the wave groups with a steepness kpA > 0.30, secondary
load cycles are observed, but they are not as distinct. This corresponds well
with the snapshots of the free surface elevations presented in figure 5.8 - 5.10,
where the blockage effect of the cylinder is most pronounced for kpA = 0.30.
For the steep wave group with kpA = 0.36, only a lightly developed sec-
ondary load cycle is observed. This is in agreement with the observation, that
the initiated wave breaking reduces the wave run-up and the blockage effect
and hereby the secondary load cycle. To support this observation snapshots of
the free surface elevation for the unidirectional wave group with kpA = 0.30
and the bi-directional wave group with kpA = 0.36 are presented in figure
5.14. From the figure, it is evident that the wave breaking process influences
the local diffracted wave around the cylinder and hereby reduces the free sur-
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(a) Unidirectional: Main wave impact (b) Bi-directional: Main wave impact
(c) Unidirectional: The wave passage (d) Bi-directional: The wave passage
(e) Unidirectional: Secondary load cycle (f) Bi-directional: Secondary load cycle
Figure 5.14: Snapshots of the free surface elevation showing the passage of the
main phase-focused wave. Left column; unidirectional wave group
with kpA = 0.30. Right column; bi-directional wave group with
kpA = 0.36.
face effects that drives the secondary load cycle. By comparing the last two
figures, figure 5.14e and 5.14f, a larger wave run-up is observed downstream
the cylinder hit by the unidirectional wave group than for the one exposed to
the steeper and more violent bi-directional wave group. It may be noted that
secondary load cycles are observed in both cases, but the phenomena is more
pronounced for the unidirectional wave impact.
In chapter 4, it was argued that secondary load cycles were caused by the
interaction of a local upstream propagating flow and the outer flow from the
wave motion. This interaction generates rotation behind the cylinder, which
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(a) Unidirectional: kpA = 0.30; t = 38.8 (b) Bi-directional: kpA = 0.30; t = 39.0
(c) Bi-directional: kpA = 0.33; t = 38.9 (d) Unidirectional: kpA = 0.24; t = 39.0
Figure 5.15: Snapshots of the free surface elevation at the time of the secondary
load cycle or a similar time instant
temporarily lowers the pressures. To investigate whether this is also the case
for the more realistic phase-focused uni- and bi-directional wave groups, four
wave cases are investigated. These are the uni- and bi-directional wave groups
with a steepness of kpA = 0.30, the steep bi-directional wave group with
kpA = 0.33 and the intermediate unidirectional wave group with a steep-
ness of kpA = 0.24. For the first three cases distinct secondary load cycles are
observed, whereas no secondary load cycle is observed for the latter. In figure
5.15, snapshots of the free surface elevation for the four test cases are pre-
sented at the time of the secondary load cycle. For the cases with kpA = 0.30
and kpA = 0.33, a significant wave run-up is observed at the downstream side
of the cylinder, which, due to the hydrostatic pressure, pushes water upstream
around the cylinder. For the last case, figure 5.15d, a wave run-up is still ob-
served at the downstream side of the cylinder, but it is significantly smaller
than for the other cases.
In figure 5.16, the magnitude of vorticity at the time of the secondary load
cycle is presented. Here a plane perpendicular to the vertical axis of the cylin-
93
5. WAVE LOADS FROM MULTIDIRECTIONAL PHASE-FOCUSED WAVES
(a) Unidirectional: kpA = 0.30; t = 38.8 (b) Bi-directional: kpA = 0.30; t = 39.0
(c) Bi-directional: kpA = 0.33; t = 38.9 (d) Unidirectional: kpA = 0.16; t = 39.0
Figure 5.16: Magnitude of vorticity in a plane perpendicular to the cylinder for
z/h = −0.50. The unit of the contours is 1/s.
der is shown for z/h = −0.50. For all cases, vorticity is observed downstream
the cylinder, but for the cases where secondary load cycles are pronounced the
magnitude is significantly larger. It may be noted that a slip condition was ap-
plied on the cylinder surface, so the only sources of vorticity is internal shear
in the flow and the free surface. Hence, vorticity observed in the figure 5.16 is
not a boundary layer effect, but created by the wave-cylinder interaction.
5.3 Summary
In this chapter, wave loads from uni- and bi-directional waves were investi-
gated numerically. The numerical setupwas successfully validated in terms of
inline forces and/or free surface elevations by comparison with experimental
measurements of Zang & Taylor (2011). In the time series, discrepancies were
observed in the tail of the wave group, but for the main part a good agreement
was seen.
In time histories of the free surface elevation nonlinear effects from ampli-
tude dispersion and spurious second order waves from the linear wave gen-
eration were observed. Further, a linear increase in the non-dimensional crest
elevations was shown as a function of the wave steepness for non-breaking
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waves.
For the steep phase-focused wave groups, slamming type impacts were
observed, with a high local pressure in the free surface region. These high lo-
cal pressures have the potential to introduce local buckling in the steel monopile
towers and further gives rise to a high bending moment at the mud line. This
type of wave impacts are clear design drivers for foundations of offshore wind
turbines and should be of major concern.
For the non-dimensional peak force a mild linear increase was shown for
the unidirectional wave groups, whereas an almost exponential increase was
observed for the bi-direction wave groups. This may partly be related to the
impact types, but indicates that directionality may be important for ultimate
wave loads. Due to the reduced wave hight of the bi-directional wave trains
prior to the focus point, offshore wave breaking was observed for a greater
steepness than for the unidirectional waves. Hence, a larger and more violent
wave impact could be created at the focus point.
For the steepest non-breaking waves, secondary load cycles were observed
and they were, again, associated with a downstream circulation zone caused
by local flow interaction. This confirms the observations made for regular
waves in chapter 4. Further, it was shown that wave breaking reduces local
diffraction around the cylinder and hence the mechanisms driving the sec-
ondary load cycle.
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WAVE LOADS FROM AN ENGINEERING
PERSPECTIVE
Declaration: Significant parts of section 6.2 have previously been published in
Paulsen et al. (2013c).
In this chapter, several aspects regarding experimental and numerical es-
timation of wave loads will be discussed from an engineering perspective.
First, in section 6.1 a short introduction to experimental determination of hy-
drodynamic forces will be given. Then in section 6.2, attention will be paid
to determination of higher harmonic forces by Fourier analysis and how the
force transducer might influence the results. This section is an extension of
the findings published in Paulsen et al. (2013c), where it was shown that the
natural frequency of the force transducer might interfere with the harmonic
loading from the incident waves. This is particularly important in relation to
higher harmonic forces and “ringing” loads, as these are more easily effected
than the leading order force. This section ends with a few suggestions on
correct experimental estimation of wave loads.
Even though the domain decomposition strategy has substantially reduced
the computational time for typical wave loads computations, the method is
still too CPU intensive for direct design computations. In section 6.3, an op-
timized utilization strategy for the domain decomposed solver is presented.
Here a practical guide on, how to identify forces which may be inaccurately
estimated by the Morison equation, is given. Hereby, all events which must
be recomputed by the domain decomposed solver are easily identified.
6.1 Experimental determination of inline forces by force
transducers
For investigation of flows around offshore structures experimental measure-
ments is still the most widely used method. The advantage of experimental
measurements is that one is not limited by the applied numerical model as
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C B
M
x
Figure 6.1: Sketch illustrating spring mass system representing force transducer.
all physical processes are naturally included. However, when designing the
experimental setup one has to be careful not to introduce unwanted physical
effects, which might affect the physical processes that are the main scope of
the experiment. This could for instance be the case due to scale effects, but it
may also be noted that all measuring devices acts as low-pass filters either due
to a finite sampling rate or due to the response time of the measuring device.
During laboratory experiments, the hydrodynamic forces are often esti-
mated by force transducersmounted between the structure and a fixedmount.
This was e.g. the case for all experiments considered in this thesis, see Nielsen
et al. (2012) and Zang et al. (2010).
Force transducers typically measure the relative displacement between the
structure and the fixed mount by a configuration of strain gauges. However,
this imply that movements of the structure is allowed under the restrictions of
the force transducer. Hence, structural vibrations are an inherent part of the
test setup and must be expected. Here it is important to realize that it is not
the force on a given structure that is measured, but the relative displacement
of the structure. Given a strain-stress transfer function the force can then be
estimated. This is important when analysing the results or whenmaking com-
parisons to numerical computations or analytical results, where the structure
is normally assumed perfectly rigid.
For small deflections the combined system of force transducer and test
cylinder can be considered as a one degree of freedom (1DOF) system with
mass M , damping B and stiffness C. A sketch of the simplified system is
shown in figure 6.1. The inline displacement of the system x = x(t) is gov-
erned by the inhomogeneous equation of motion,
Mx¨+Bx˙+ Cx = f(t), (6.1)
where f(t) represents the hydrodynamic force.
It is well known that the spring mass system given by equation (6.1) has a
damped natural frequency, ωd, of
ωd =
√
C/M
√
1−
(
B
2
√
CM
)2
. (6.2)
To estimate the exciting force on a structure a transfer function between
force and displacement is needed. So, considering a simple harmonic forcing,
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f(t), of the following form
f(t) = f0 exp (−iωt) (6.3)
and a harmonic displacement, x(t), given by
x(t) = x0 exp (−iωt) (6.4)
the following transfer function can be obtained:
x0
f0
=
1/M
−ω2 − iǫω + ω2d
, (6.5)
where it may be noted that if f0 ∈ R then x0 ∈ C.
In figure 6.2, the absolute value and the phase angle of the complex trans-
fer function, equation (6.5), is shown as a function of the frequency of the
driving force, ω. For ω/ωd ≪ 1 an almost constant relation between the forc-
ing and the displacement exist. Here the force transducer is expected to per-
form well and to give a very accurate estimate of the force. For increasing
values of ω the nonlinear ω2 term in the denominator becomes dominant. At
the beginning, this imply a significant amplification of the displacement near
the natural frequency. If the frequency is increased beyond ωd the response
decreases and eventual goes to zero. Hence for ω/ωd ' 1, the quality of the
force estimate decreases and for high frequencies goes to zero.
In figure 6.2b, the phase angle of the complex number x0/f0 is shown.
From the figure, it may be noted that a phase shift between the driving force
and the response is introduced as the frequency increases. So, not even is it
difficult to measure the force at frequencies in the non quasi-static range, but it
must also be taken into account that a phase shift relative to the driving force
is introduced.
So, when choosing a force cell for a given experiment it is important to
ensure that the frequencies of the incident waves and the higher harmonics
are well below the natural frequency of the force cell.
6.2 Resonant excitation and spectral filtering of experimental
measurements
Due to the loading from the incident waves the structure may be excited at
its natural frequency and hereby significant structural vibrations may be in-
troduced. These structural vibrations will be observed as an additional fre-
quency in the force time history. In figure 6.3, force time histories and the
corresponding Fourier representation is shown for two independent events.
In both force time histories high frequency vibrations are observed following
major wave impacts. These vibrations decays slowly in time and may persist
for several wave periods. The structural vibrations are caused by an impulsive
type loading from a large wave impact, which gives a broad banded excita-
tion.
First the inline force from the unidirectional irregular waves presented in
figure 6.3a is considered. The experiment was carried out at DHI, Denmark as
a part of the “Wave Loads” project (see, Nielsen et al., 2012) and the same test
case was considered in Paulsen et al. (2013b). From figure 6.3, it may be noted
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(a)Magnitude of the frequency response function.
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Figure 6.2: Magnitude and phase of the frequency response function, equation
(6.5) givenM = 1, B = 0.1 and C = 1.
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(a) Inline force from unidirectional irregular waves. Details about the experimental setup
can be found in Nielsen et al. (2012).
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(b) Inline force from phase focused wave impact. Details about the experiment and the
computation can be found in Paulsen et al. (2013c)
Figure 6.3: Time and frequency representation of inline force from unidirectional
irregular waves and phase-focused waves respectively.
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Figure 6.4: Measured and filtered inline force on a circular cylinder from unidi-
rectional irregular waves. The numerical solution is obtained from
Paulsen et al. (2013a).
that a) the structural vibrations are only observed for a limited amount of time
following large wave impacts and b) the frequencies of the incident waves
and the structural vibrations are well separated in the frequency domain. In
consequence successful filtering of the force signal is possible.
In figure 6.4 the raw signal of the inline force is presented with a low-
passed filtered signal and a numerical solution. The applied low-pass filter is
a simple truncation of the frequency content at fcut = 5.0 Hz. The numerical
solution is obtained by the domain decomposed solver presented in Paulsen
et al. (2013a) and chapter 2 of this thesis. From the figure, it may be noted
that the maximum inline force from the raw signal is significantly larger than
the maximum force of the filtered signal and the numerical solution. Further,
the magnitude of the force contribution from the structural vibrations are of
comparable size to the force from the incident waves. Apparently, the inline
force from the hydrodynamic loading is recoverable despite the significant
structural vibration and in general a fair agreement between the numerical
solution and the filtered signal is seen. Discrepancies between the numeri-
cal solution and the filtered force signal are rather related to the numerical
reconstruction than the filtering process.
This illustrates that even though the force estimate near the natural fre-
quency is doubtful and that a significant phase shift is introduced here, the
low-frequency hydrodynamic forces are still captured, with a reasonable ac-
curacy, by the force cell.
Now, consider the phase-focused wave impact in figure 6.3b. The force
time history is repeated and enlarged in figure 6.5 . Here, structural vibrations
are observed after the two major wave impacts. The magnitude of the force
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Figure 6.5: Measured and computed depth integrated inline force on a circular
cylinder from phase-focused waves.
introduced by the structural vibrations is significantly smaller than the hy-
drodynamic force and the duration of the structural vibrations is limited to a
short time interval following the wave impacts. Compared to the inline force,
presented in figure 6.4, the structural vibrations are less pronounced. Here
the numerical solution is in fair agreement with the measurements except for
the vibrations. However, when comparing the experimental measurements
and the numerical solution in the frequency domain significant deviations are
observed. In figure 6.6, the Fourier representation of the measured and the
computed inline force is repeated. Here, significant deviations in the higher
harmonic content are observed between the measurement and the computa-
tion. The natural frequency of the structure was estimated by a wetted decay
test to be fd = 3.8 Hz (Fitzgerald et al., 2012) and is hence within the range of
the higher-harmonic forces from the incident waves. As seen from the figure,
the higher harmonics from the experimental measurements are significantly
larger than the ones of the numerical solution and are all of comparable size.
This is unexpected as the magnitude of the i’th harmonic force is expected to
scale with (kA)i, at least, if the loads are inertia dominated. This suggest that
the higher-harmonic forces observed in the experiment are not related to the
hydrodynamic force but must be an artefact of the intermittent eigenmotion
of the cylinder.
The origin of the higher harmonics and why they are projected into the
harmonics of the incident waves can be explained be considering the inline
force on the cylinder written in the following form
f(t) = fhydro(t) + cos (ωdt)χ(t), (6.6)
here the first term is the hydrodynamic force associated with a fixed struc-
ture and the last term is a simplified representation of the forcing from the
eigenmotion, with radian frequency ωd = 2πfd. Since the eigenmotion of the
cylinder is only present in finite time intervals, this term is modulated by a
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Figure 6.6: Fourier representation of the measured and computed depth inte-
grated inline force on a circular cylinder from phase-focused waves.
characteristic function, χ, of the following form
χ(t) =
{
1 : t ∈ I
0 : t /∈ I , (6.7)
where I is a finite time interval. It may be noted that the simplified function
(6.7), used as envelope of for the structural vibrations, only partly mimics the
physical behavior of the vibrations as they are seen to decay slowly in time.
However, for illustration purpose the function is retained.
We now consider the Fourier transform of the inline force, (Ff)(γ), where
γ is the frequency parameter in Fourier space. The function, χ, is assumed to
be unity in a finite interval of I = [−a/2, a/2], where a ∈ R is the width of
the time interval. The hydrodynamic force is in generally unknown, whereas
the last term can be evaluated analytically. It follows from Christensen (2006),
that the Fourier transform of equation (6.6) is
(Ff) (γ) = (Ffhydro) (γ) + 1
2
(
sinπa (γ − ωd/2π)
π (γ − ωd/2π) +
sinπa (γ + ωd/2π)
π (γ + ωd/2π)
)
(6.8)
From equation (6.8) it is seen that the characteristic function, χ, introduces
harmonic oscillations in the Fourier transformed signal with a frequency pro-
portional to the width of the characteristic function, a. In the present case the
width, a, is governed by the period of the incident waves. For instance, for
the experimental measurements shown in figure 6.5 the typical duration of
the structural vibrations is approximately T/2, where T is the wave period
of the incident waves. So, as the eigenmotion of the cylinder is only present
in finite time intervals, the Fourier transform of this part of the signal could
potentially introduce artificial higher harmonics. Further, it may be noted that
the magnitude of these oscillations is governed by the denominator of equa-
tion (6.8) and hence decays away from the natural frequency.
To illustrate this the following example is constructed, see figure 6.7
f(t) = [sinωt+ cos (ωdt)χ(t)]G(t). (6.9)
Here the hydrodynamic forcing is assumed sinusoidal with radian frequency,
ω, and the structure is assumed to oscillate with radian frequency ωd. The
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Figure 6.7: Time and frequency representation of test function. Areas of shaded
grey indicates intervals where χ = 1.
characteristic function χ is equal to unity in the time intervals I ∈ {[t1, t2]; [t3, t4]},
as indicated in figure 6.7, and with widths a = 2pi
ω
{0.57; 0.56}. Finally, the sig-
nal is multiplied by a Gaussian, G(t), to mimic the temporal behaviour of
the phase focused group. Notice that the Gaussian modulation of the signal
does not introduce any harmonic frequencies and only serves the purpose of
increasing the visual similarity with the phase focused group. For the test
function, the frequencies from the experiment, ω = ωexp = 2π0.5 rad/s and
ωd = 2πfd rad/s, are applied. In the Fourier transform of the test function,
shown in figure 6.7, artificial higher-harmonics, as the ones observed in the
experimental measurements, are clearly seen. Since the time intervals of χ = 1
are not perfectly half the wave period a perfect fit to the higher-harmonics is
not observed. The example shows that the discontinuous onset of structural
vibration can produce artificial higher harmonics over a broad range of the
spectrum. Of particular concern is it that these may interfere with the higher
harmonics of the hydrodynamic force from the incident waves.
From the analysis and the numerical example it is obvious that frequencies
from the test setup are not easily filtered in Fourier space as a post process.
The characteristic function, χ, and the time intervals a are in general unknown
so there is no way to know at what frequencies energy from the structural
motion has been projected onto.
A time domain filtering is not unproblematic either, as a temporal filter
should have a base larger than the structural vibrations and hence, rapid
changing features of the hydrodynamic forcing e.g. secondary load cycles
and the peak force, could easily be destroyed by the filtering process.
This is a clear example illustrating how the test setup could affect the
physics, in this case the higher harmonics, which were the main purpose of
the experiments. The artificial higher harmonics observed in the experiments
could have been avoided if the natural frequency of the force cell had been
further separated from the frequency range of the incident waves. The high
damping of the force cell enhanced the problem as structural vibration was
reintroduced for each wave impact, making the wave period dominating for
the time span where structural vibration were observed.
Finally, the transient nature of the phase focused wave group implied that
energy associated with the structural vibrations become relative more impor-
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Figure 6.8: Time and frequency representation of the test function, without the
Gaussian modulation. Areas of shaded grey indicates intervals where
χ = 1.
tant compared to the energy associated with the incident waves. In figure 6.8,
the test signal presented in figure 6.7 is shown without the Gaussian modula-
tion. As seen from the figure, the problem persisted, but the relative magni-
tude has decreased and the extra humps are now only visible in logarithmic
scale.
6.2.1 Suggestions for experimental investigation
Force time histories from two independent test cases were considered. For the
first case, shown in figure 6.4, structural vibrations were easily removed and
the hydrodynamic force recoverable. However, for the last case shown in fig-
ure 6.5 and 6.6, the structural vibrations interfered with the higher harmonics
of the incident waves and a separation was not possible. Based on the findings
from this section the following suggestions on experimental determination of
higher harmonic forces are given
• Separate the structural frequency and the frequencies of the incident
waves as much as possible
• Keep the structural damping relatively low to make the time periods
where structural vibrations are observed less dependent on the period
of the incident waves.
• Be extra careful for phase-focused waves as the short duration of the
wave group makes the structural vibrations relatively more dominant.
As suggested, the natural frequency of the test cylinder should be well sepa-
rated from the frequencies of the incident waves. One way to obtain this is to
place force transducers at both ends of the test cylinder. Hereby, the stiffness
of the test setup is increased and deflections at the ends of the cylinder are
reduced. A sketch of such a configuration is presented in figure 6.9.
105
6. WAVE LOADS FROM AN ENGINEERING PERSPECTIVE
C2 B2
M
x
C1 B1
Figure 6.9: Sketch of suggested mounting of test cylinder for accurate determina-
tion of hydrodynamic forces.
6.3 The domain decomposed solver
In this section, engineering application of the domain decomposed solver will
be discussed. In chapter 3 the solver was carefully validated and shown appli-
cable to computations of breaking wave impacts and multi-directional break-
ing waves. The domain decomposition strategy has significantly reduced the
computational time compared to a pure CFD solution. However, the compu-
tational time is still long for design computations, where realizations should
be computed in minutes rather than days. For this type of computations, po-
tential flow solvers or closed form theories combined with the Morison equa-
tion is still the best option. Nevertheless, the domain decomposed solver still
has the potential to improve this type of computations and to reduce uncer-
tainties early in the design stage. The weakness of potential flow computa-
tions, with forces estimated by the Morison equation, is that the steep and
breaking waves are not correctly captured. As the largest wave loads are
expected from this type of wave impacts, this is of concern. Here a signifi-
cant improvement in the wave load estimate can be obtained by the domain
decomposed solver. The question is; when should the domain decomposed
solver be applied? This will be discussed by a few examples in section 6.3.1,
where a simple selection strategy is proposed.
Another application where the domain decomposed solver can be utilized
is for estimation of force coefficients for the Morison equation. Normally
these are estimated by table lookups or estimated from experimental mea-
surements. However, as the number of tabulated coefficients is limited and as
laboratory experiments are expensive and time consuming to carry out and
often prone to scale effects, it is in the opinion of the author that the domain
decomposed solver is an attractive supplement.
Force coefficients from laboratory experiments, which are extrapolated to
full scale, can be verified by the domain decomposed solver. Further, in cases
where design changes are made at a late stage, force coefficients can be com-
puted without the need for laboratory experiments. It may be noted that force
coefficients can be obtained by other numerical models as WAMIT or pure
CFD-computations. However, the domain decomposed solver has a higher
accuracy than WAMIT as it is viscous and fully nonlinear and compared to
pure CFD computations the computational time is significantly shorter. How
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the domain decomposed solver can be applied for this type of computations,
in an effective manner, will be discussed in section 6.3.2. Finally, the issue that
individual force coefficients should be applied for each wave, in an irregular
time series, will also be addressed.
6.3.1 Optimized utilization of the domain decomposed solver
One of the arguments for developing the domain decomposed solver, was that
long time series could be computed with an improved force description for
the largest waves. For design computations, long time series of incident wave
kinematics are normally computed by either linear or nonlinear potential flow
solvers. The hydrodynamic force is then estimated by the Morison equation
(Schløer, 2013). Nonlinearity is accounted for by replacing the steepest waves
by stream function waves with a similar wave height. This is a strong simpli-
fication as the wave height, from the linear wave model, may be significantly
underestimated (see, Paulsen et al., 2013b). Further, steep nonlinear waves are
never symmetric as the stream function wave, hence the physical wave im-
pact will be more impulsive. This type of mess can be avoided by using the
domain decomposed solver for the largest wave impacts and at the same time,
the wave run-up and forces on platforms and secondary structures can be ac-
curately computed (see, e.g. Bredmose & Jacobsen, 2011). As the computa-
tional time for the domain decomposed solver is still substantially longer than
for pure potential flow solvers, an optimized utilization strategy is needed.
One strategy could be to monitor the vertical acceleration of the free sur-
face and then activate the CFD-solver when
∣∣dw˜
dt
∣∣ > γg, where γ typically takes
a value in the range γ ∈ [0.5, 1]. This is an easy and straight forward method,
but it only estimates breaking waves not forces which are inaccurately esti-
mated by the Morison equation. An alternative method, is to start with the
largest peak forces and then successively recomputed the largest wave im-
pacts until agreement between the Morison equation and the domain decom-
posed solver is obtained. However, as discrepancies between the twomethods
must be expected and as there is no guaranty that the to methods do converge
in the linear limit, this method is not generally suggested. A far better way to
attack the problem is to consider the Morison forces and here try to identify
extreme events and outliers in the peak forces. According to Schløer (2013)
the majority of the peak forces are expected to follow a Weibull distribution,
with the exception of extreme events which follows a Gumbel distribution.
In figure 6.10, the probability of exceedance of the peak forces from two
independent time series are presented. In the figure both experimental mea-
surements and nonlinear potential flow computations are shown. The exper-
iments are from the “Wave Loads” project (see, Nielsen et al., 2012) and the
computations have previously been presented in Paulsen et al. (2013b) and
Schløer (2013). In the upper panel, peak forces from unidirectional irregular
waves with a significant wave height of Hs = 0.23 m, and a peak period of,
Tp = 1.69 s, are shown. A detailed discussion of the experiment and the com-
putations can be found in Paulsen et al. (2013b). In the lower panel, peak inline
forces frommultidirectional irregular waves which have previously been pre-
sented in Schløer (2013) are shown. Here the incident waves had a significant
wave height of Hs = 0.23m, a peak period of Tp = 1.69 s and a wave spread-
ing factor of φ = 0.875. In the figure a curve fit to the first dense part of the
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Morison peak forces is shown as a solid blue line. Consistent with the Weibull
distribution a curve fit of the following form is used
W (x) = exp (− (x/a1)a2) . (6.10)
Here the coefficient a1 and a2 were determined by a least squares fit to the
Morison peak forces for 2Fmax/ρgHsD2 < 1.
In figure 6.10 a good agreement between the measurements, the Morison
forces and the curve fit is seen until a certain point, where the Morison forces
starts to deviate. For the upper panel this is observed for 2Fmax/ρgHsD2 ≈
1.3, whereas the same phenomenon is observed for 2Fmax/ρgHsD2 ≈ 1.1 in
the lower panel. It may be noted that the measurements continues to follow
the curve fit even after the Morison forces have started to deviate. Hence,
all Morison forces that deviates from the curve fit must be an extreme event
or inconsistent with the experiment. Therefore, it is suggested that forces be-
yond this threshold are recomputed by the domain decomposed solver. The
advantage of this method is that it is based on the force measurements and
not only detects breaking waves but all outliers, even without knowing the
true solution.
An example of an extreme event is seen in the lower panel, where the
largest peak force from both the measurements and the computations clearly
deviates from the curve fit. Here the Morison force is seen to give a fair es-
timate of the force, but it is still suggested to recompute this event with the
domain decomposed as it is an extreme event and nonlinearity may be impor-
tant.
To summarize, the following procedure is suggested for optimized utiliza-
tion of the domain decomposed solver:
1. Compute the desired time series by a fully nonlinear potential flow solver
and estimate forces by the Morison equation
2. Identify the peak forces and plot the probability of exceedance
3. Make a least squares fit of equation (6.10) to the first dense part of the
estimated peak forces and identify the threshold force
4. Recompute wave impacts with a peak force larger than the threshold
force with the domain decomposed solver
6.3.2 Estimation of force coefficients and Morison forces for a mild
sea state
Besides computations of extreme wave loads, the domain decomposed solver
can be used for estimation of force coefficients either for full scale structures
or in cases where design changes are made at a late stage of the design phase.
Given that sufficient care is shown to boundary layer effects both CD and CM
can be estimated by the domain decomposed solver, which is not necessarily
the case for diffraction solvers as e.g. WAMIT, which are based on inviscid
potential flow theory.
For illustration purpose, one of the experiments from the “Wave Loads”
project (Nielsen et al., 2012) was selected. Here the incident waves was given
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(a) Probability of exceedance for peak inline forces. Unidirectional irregular waves with
HS = 0.23 and Tp = 1.69, the computations are presented in Paulsen et al. (2013b);
Schløer (2013)
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(b) Probability of exceedance for peak inline forces. Multi-directional irregular waves with
HS = 0.23, Tp = 1.69 φ = 0.875, the computations are presented in Schløer (2013)
Figure 6.10: Probability of exceedance for peak inline forces.
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Figure 6.11: Sketch of the numerical domain applied for time domain computa-
tions of unidirectional irregular waves. Areas of shaded grey indi-
cates relaxation zones of the potential flow solver, whereas hatched
areas indicates coupling zones of the domain decomposed solver.
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Figure 6.12: Computed force time history of irregular waves with Hs = 0.11 m
and Tp = 1.67 s. The computation was carried out with the domain
decomposed solver.
by a JONSWAP spectrum with Hs = 0.11 m and Tp = 1.67 s, which at full
scale corresponds to H ′S = 4.2 m and T
′
p = 10.2 s. This must be considered a
mild sea state in the North Sea
The experiments were carried out in scale 1:36.6 and reproduced by the
domain decomposed solver. Here the incident waves were generated by a flux
condition at the inlet boundary. A sketch of the numerical domain is presented
in figure 6.11, where the area of shaded grey indicates the absorption zone in
the potential flow model, whereas the hatched areas indicate the coupling
zones in the domain decomposed solver. The water depth at the wave maker
and at the plateau was h1 = 0.74m and h2 = 0.38m respectively.
In model scale the experiment has a total duration of approximately 1800 s,
out of which 1000 s were numerically reproduced, which corresponds to ap-
proximately 100 minutes in full scale. The full inline force time history com-
puted by the domain decomposed solver is presented in figure 6.12.
For force estimates of irregular waves, constant CD and CM coefficients
are normally used for the whole time series. This is a convenient choice as
it simplifies the force evaluation. An alternative and more correct method is
to estimate the force coefficients for each wave impact as significant changes
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may be observed during a long realization. For now this fact is ignored and
the force coefficients are estimated from the numerical solution by solving the
following overdetermined system of equations
[
FD(t) FI(t)
] [ Cd
CM
]
= F(t)com (6.11)
where F(t)com is the computed depth integrated inline force and
FD =

∫ η
−h
1
2ρDu(t)|u(t)|dz∫ η
−h
1
2ρDu(t+ δt)|u(t+ δt)|dz∫ η
−h
1
2ρDu(t+ 2δt)|u(t+ 2δt)|dz
...
 (6.12)
FI =

∫ η
−h πρR
2
(
u˙(t)− u(t)∂w(t)
∂z
)
dz∫ η
−h πρR
2
(
u˙(t+ δt)− u(t+ δt)∂w(t+δt)
∂z
)
dz∫ η
−h πρR
2
(
u˙(t+ 2δt)− u(t+ 2δt)∂w(t+2δt)
∂z
)
dz
...
 . (6.13)
In equation (6.12) and (6.13) the fluid velocities and accelerations are obtained
by the potential flow solver.
When estimating force coefficients from numerical computations it is de-
sirable to keep the computed time series as short as possible to reduce the
computational time. On the other hand, as averaged coefficients applicable to
the whole time series are sought, the quality of the estimate increases with the
applied number of uncorrelated observations.
In figure 6.13, the drag and inertia coefficients are presented as a function
of the length of the time series from which they were computed. As seen from
the figure, the inertia coefficient converges rapidly and can be determined
from a time series of approximately 50 s. However, the drag coefficient con-
verges slowly and almost 400 s are needed to get a converged estimate. As the
drag force is not dominating the force signal larger uncertainties and a longer
convergence time is seen. Even though one may accept a small error on the
drag coefficient, computing 50 s of a fully developed irregular sea is time con-
suming by a CFD-solver. In particular if the waves at the cylinder should be
fully nonlinear, which requires that they are generated sufficiently far away
and preferable at deep water. This type of computations are efficiently carried
out with the domain decomposed solver as both start-up effects and wave
propagation, from deep to shallow water, can be carried out by the nonlinear
potential flow solver.
From the numerical analysis, a drag coefficient of Cd = 0.54 and an inertia
coefficient of CM = 1.98 were estimate. For the full time series, presented in
figure 6.12, a Keulegan-Carpenter number of KCirr =
√
2σUTz/D ≈ 4 and a
Reynolds number Reirr =
√
2σUD/ν ≈ 1 · 105 were estimated, where σU is the
root mean square of the horizontal particle velocity at still water level and Tz
is the mean wave period based on zero up-crossings. Hence, the computed
force coefficients are in fair agreement with the results presented in Sumer &
Fredsoe (2006) for similar Reynolds and Keulegan-Carpenter numbers.
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Figure 6.13: Drag and inertia coefficients as a function of the length of the time
series from which they are estimated.
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Figure 6.14: Selected part of the inline force time history from the experiment, the
domain decomposed solver and the Morison equation given fully
nonlinear kinematics from OceanWave3D.
In figure 6.14 a selected part of the time series is presented. Here both the
inline force from the experiment, the domain decomposed solver and from the
Morison equation is shown. For the Morison equation fully nonlinear kine-
matics from OceanWave3D and the force coefficients presented in figure 6.13
are used. In the figure an in general good agreement between the numerical
computations and the experiment is seen. Here it may be noted that due to the
mild sea state no violent wave impacts were observed and vibrations of the
test cylinder was in general not a problem. Here, the unfiltered experimental
force time history is shown. For this type of sea states, the Morison equation
is expected to do an excellent job given sufficiently accurate force coefficients.
In figure 6.15 the probability of exceedance for the peak inline forces are
presented for the whole time series of 1000 s. Here, a near perfect agreement
between the Morison forces, the domain decomposed solver and the experi-
ments is seen for all but a single event. For this event, the Morison equation is
seen to overestimate the force, but it may be noted that the wave impact was
non-violent and without significant wave run-up. Here, the Morison equa-
tion was expected to do a good job here too. The reason why this event is
inaccurately estimated by the Morison equation is probably due to the fact
that constant force coefficients were applied. This event is a statistical outlier,
and not well represented by the chosen force coefficients. Without a known
solution it is difficult to identify such events and hence improve the estimated
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Figure 6.15: Probability of exceedance for peak inline forces. The incident waves
are irregular withHS = 0.11 s and Tp = 1.67
force coefficients. However, as seen from figure 6.15, a curve fit of equation
(6.10) to the dense part of the peak forces is, again, useful for estimating out-
liers. It is therefore suggested that all outliers identified by the curve fit is
recomputed by the domain decomposed solver. It may be noted that for this
particular event the domain decomposed solver is in good agreement with the
measurements.
So, in cases where the force coefficients are unknown, the procedure from
section 6.3.1, is extended and now reads
1. Compute a time series long enough for the force coefficient to be con-
verged. By frequent evaluation of equation (6.11) it is easily seen when
the coefficient are converged.
2. Compute the desired time series by a fully nonlinear potential flow solver
and estimate forces by the Morison equation
3. Identify the peak forces and plot the probability of exceedance
4. Make a curve fit of equation (6.10) to the dense part of the probability
plot and identify outliers
5. Recompute wave impacts for all outliers by the domain decomposed
solver
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CONCLUSION
In this thesis wave loads on bottom mounted circular cylinders are numeri-
cally investigated. For the investigation, three fully nonlinear numerical mod-
els were applied. That is, the fully nonlinear Navier-Stokes/VOF solver pro-
vided as a part of the open-source CFD-toolbox OpenFoam R©, the fully non-
linear potential flow solver OceanWave3D and a domain decomposed solver,
which was developed as a part of the this work. The domain decomposed
solver consists of an outer, fully nonlinear, potential flow solver, which de-
scribes the undisturbed wave field and an inner Navier-Stokes/VOF solver,
which governs the flow in the vicinity of any structure. Hence, the domain
decomposed solver enables modeling of breaking wave impacts from fully
nonlinear, three-dimensional free surface waves propagated over a long dis-
tance.
All the numerical models are carefully validated either in terms of conver-
gence by grid refinement or by comparison to experimental measurements.
A first order convergence rate, by grid refinement, is shown for the Navier-
Stokes/VOF solver. This is consistent with the numerical scheme. Special
attention is paid to the newly developed domain decomposed solver, which
is throughly validated against four sets of experimental measurements. Here,
a good agreement in terms of free surface elevations and forces from regu-
lar waves, irregular waves and multi-directional irregular waves is shown. In
particular, the ability of the domain decomposed solver to accurately compute
forces from multi-directional irregular waves is promising.
A detailed study of impacts from steep regular waves is presented. Here,
the governing parameters for the inline force and the physics related to the
wave impacts is discussed. For the non-dimensional inline force the wave
steepness is shown to be a strong governing parameter, whereas a weak de-
pendency on the water depth is observed. Further, it is shown that both the
relative cylinder diameter and the co-existence of a mean current influences
the creation- and magnitude of a secondary load cycle. Special attention is
paid to the creation of a secondary load cycle. It is shown that the phenomena
is caused by the strong nonlinear interaction between the incident waves and
a local flow induced by the blockage of the cylinder. Hereby a downstream
circulation zone associated with a low pressure is created. These findings are
further supported by a simple inviscid kinematic model flow and by compu-
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tations of uni- and bi-directional phase-focused waves.
By a detailed study of uni- and bi-directional phased-focused waves it
was shown that multi-directional waves have the potential to introduce larger
peak forces than unidirectional waves. So, application of uni-directional phase-
focused waves for design load computations is non-conservative. This em-
phasises the success of the domain decomposed solver as this has the ability
to handle multi-directional breaking waves. This type of computations are
not easily carried out by standard CFD-models due to the computational ef-
fort involved.
Experimental determination of hydrodynamic forces is examined and a
detailed comparison with numerical computations is carried out. It is shown
that the eigenmotion of the force transducer, applied for determination of
hydrodynamic loads in experimental measurements, has the potential to in-
troduce artificial higher harmonics in the Fourier transformed signal. It was
demonstrated that this phenomenon was caused by a sudden unset of struc-
tural vibrations following violent wave impacts. Further, it was argued that
this effect can be reduced by sufficient separation between the natural fre-
quency of the force transducer and the frequencies of the incident waves.
Finally, a strategy for optimized and efficient utilization of the domain de-
composed solver is presented. This includes a simple algorithm for identifica-
tion of forces, which may be inaccurately estimated by the Morison equation.
It is suggested that these forces are recomputed by the domain decomposed
solver. Following this strategy, the domain decomposed solver has the po-
tential to reduce risks associated with the design of foundations for offshore
wind turbines.
In conclusion this thesis has provided:
• An efficient and throughly validated fully nonlinear domain decom-
posed solver for accurate computations of wave loads from realistic seas.
• An improved validation of existing numerical models.
• A detailed description of the physics related to wave impacts from steep
regular waves.
• A description of the physics related to the occurrence of a secondary
load cycle, with an explanation of its origin.
• Adetailed study of inline forces from steep and breaking, multi-directional,
phase-focused wave groups.
• A detailed examination of experimental determination of wave loads
and suggestions on how to improve this type of measurements.
• A strategy for optimized utilization of the domain decomposed solver.
7.1 Further development and future work
As part of this project, an efficient domain decomposed solver was developed
for accurate computations of wave loads from realistic seas. Even though the
model has been shown applicable to computations of multi-directional break-
ing wave impacts, further development is still possible. Possible extensions
could include:
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Improved turbulence modeling: Throughout this project slip conditionswere
applied on solid wall boundaries and hereby viscous boundary layer ef-
fects were neglected. Given the excellent agreement with experimental
measurements, this approach was shown successful for most of the ap-
plications. However, a natural next step would be to a apply turbulence
models in the inner CFD-domain to improve the wall shear descrip-
tion. As the applied CFD-model already supports several turbulence
and sub-grid models this is a small step, which mainly implies a sub-
stantial amount of validation.
Improved VOF-formulation: The applied free-surface capturing scheme pro-
vides a first order representation of the free surface, without a distinct
air-water interface. To improve the numerical accuracy of the model,
in particular for breaking waves, a higher order representation of the
free surface is needed. Here possible candidates could be the level-
set method of Osher & Sethian (1988) or the donor-acceptor scheme by
Harvie & Fletcher (2001). However, implementing either method on un-
structured three-dimensional grids is far from trivial and requires a sub-
stantial amount of work.
Improved performance of the potential flow solver: The potential flow solver
applied in this thesis is a serial code without any optimization in respect
to parallel computing. Recently Engsig-Karup et al. (2012) presented
an optimized GPU-version of the same solver, where performance im-
provements of 400%, relative to the serial code, was shown. If an effi-
cient coupling between the CFD-model and the GPU-solver can be cre-
ated, the computational time can be significantly reduced.
Even without further extensions the domain decomposed solver has the po-
tential to significantly improve the description of wave loads on offshore struc-
tures from realistic multi-directional waves. Future work could include com-
putations of:
Wave loads on secondary structures from realistic seas: Wave loads on sec-
ondary structures has already been investigated by e.g. Bredmose &
Jacobsen (2011). However, with the ability of the domain decomposed
solver to efficiently handle multi-directional waves this type of studies
can be extended to include wave loads from realistic, multi-directional
seas.
Extended study of wave impacts from multi-directional phase-focused waves:
In this thesis wave loads from uni- and bi-directional wave groups were
investigated for two incident angles. A natural extension of this work is
to sweep a range of incident angles to investigate the influence.
Computations of “ringing” loads: In Schløer (2013) loads from the domain
decomposed solver were applied for investigation of dynamic responses
of offshore wind turbines. This study could be extended to include
multi-directional waves and hereby, further insight into the structural
“ringing” phenomena can be provided.
117

Appendices
119

A
P
P
E
N
D
I
X
APPENDIX A
121
A. APPENDIX A
-4.0e+06
-3.0e+06
-2.0e+06
-1.0e+06
0.0e+00
1.0e+06
2.0e+06
3.0e+06
4.0e+06
5.0e+06
 150  152  154  156  158  160  162
-4
-2
 0
 2
 4
 6
 8
 10
 12
In
li
n
e 
fo
rc
e 
- 
F
x
 [
N
]
R
u
n
u
p
 (
d
o
w
n
st
re
am
) 
- 
 η
cy
l 
[m
]
Time - t [s]
(a) (b) (c) (e)(d) (f)
Inline force
Runup
Figure A.1: Numerically computed inline force, with the surface elevation at the
downstream side of the cylinder superimposed. The time of the snap-
shots presented in figure A.4 is indicated by dashed lines andmarked
{a-f}.H/Hmax = 0.7; kh = 0.67m; kR = 0.1
The series of events (see section 4.4) related to the secondary load cycle is here
identified for two additional cases with different parameters to substantiate
that the observations are case independent. In figure A.1 and A.4 force time
histories and snapshots of the free surface are presented for a regular wave
with the following properties.
H/Hmax = 0.7; kh = 0.67; kR = 0.1,
In figure A.2 and A.3 inline force time histories and snapshots of the free sur-
face is presented for a regular wave with
H/Hmax = 0.8; kh = 1.33; kR = 0.1.
The series of events, indicated by a-f in all figures corresponds to the fol-
lowing instants:
a: The wave impact
b: Creation of the downstream cavitation
c: Maximum of wave runup at the downstream side of the cylinder.
d: The beginning of the secondary load cycle
e: The maximum of the secondary load cycle
f: The end of the secondary load cycle
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Figure A.2: Numerically computed inline force, with the surface elevation at the
downstream side of the cylinder superimposed. The time of the snap-
shots presented in figure A.3 is indicated by dashed lines andmarked
{a-f}.: H/Hmax = 0.8; kh = 1.33; kR = 0.1.
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(a) The free surface elevation at the
time of the wave impact.
(b) The free surface elevation at the
time when the front of the locally
breaking wave hits the symmetry
plane.
(c) The free surface elevation at the
time of maximum wave run-up at
the downstream side of the cylin-
der.
(d) The free surface elevation at the
time when the bore at the down-
stream side of the cylinder col-
lapses and propagates around the
cylinder in the upstream direction.
(e) The free surface elevation at the
beginning of the secondary load
cycle.
(f) The free surface elevation at the
end of the secondary load cycle.
Figure A.3: Snapshots and inline force for a regular wave with H/Hmax = 0.8;
kh = 1.33; kR = 0.1.
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(a) The free surface elevation at the
time of the wave impact.
(b) The free surface elevation at the
time when the front of the locally
breaking wave hits the symmetry
plane.
(c) The free surface elevation at the
time of maximum wave run-up at
the downstream side of the cylin-
der.
(d) The free surface elevation at the
time when the bore at the down-
stream side of the cylinder col-
lapses and propagates around the
cylinder in the upstream direction.
(e) The free surface elevation at the
beginning of the secondary load
cycle.
(f) The free surface elevation at the
end of the secondary load cycle.
Figure A.4: Snapshots and inline force for a regular wave with H/Hmax = 0.7;
kh = 0.67; kR = 0.1.
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