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Abstract 
       An Empirical and Quantitative Study of 
the Indonesian Economy 
This thesis investigates the Indonesian economy, with a particular focus on monetary policy, 
using empirical and quantitative models. The thesis takes account of the changes in economic 
structure due to domestic and external sectors, as they have ramifications for the monetary 
policy of Bank Indonesia, Indonesia’s central bank.  
This thesis provides empirical and quantitative analyses to evaluate Indonesia’s monetary 
policy and its economic impact. Chapter 1 provides an overview and describes the background 
and objectives of the thesis.  
Chapter 2 re-examines the money demand stability for Indonesia based on various 
cointegration frameworks using data from 1981.Q1 to 2016.Q2, including an endogenous 
structural break using Gregory and Hansen (1996) and bounds testing of cointegration under 
the autoregressive distributed lag specification as proposed by Pesaran and Shin (1998) and 
Pesaran, Shin and Smith (2001). This chapter also constructs divisia money data by revisiting 
Habibullah (1999) and shows the simulated property of the superneutrality of money under a 
separable money-in-utility function, following Ivanov, Petkovski and Naumovska (2015). The 
model simulation shows that the shocks to growth in various money aggregates do not have 
any impact on the real variables. For various money aggregates, the study also finds the 
existence of a long-run relationship between money demand and its determinants, indicating 
that real money demand in Indonesia is stable over the sample period.  
Chapter 3 constructs and estimates a small-scale New Keynesian Dynamic Stochastic General 
Equilibrium model, along the lines of Rotemberg and Woodford (1997), Woodford (2003), 
Boivin and Giannoni (2006), Gali (2015) and Bhattarai et al. (2016), for Indonesia with features 
such as consumption habit formation, backward looking price indexation, and money friction 
to account for the Indonesian data. This uses Bayesian estimation and marginal (log) likelihood 
criterion to compare the fit of various model specifications to the data. The results show that 
the best fitting model is the one featuring money friction, without habit formation and backward 
looking price indexation. This result is robust for three different estimation periods and 
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indicates that for an economy like Indonesia, still far from being a cashless society, it is 
essential to include a money friction such as the cash-in-advance constraint as an important 
model feature. Furthermore, the degree of habit formation in consumption and the extent of 
backward looking price indexation have declined in the period after the full-fledged adoption 
of inflation targeting in 2005.Q3. This result shows the effectiveness of the inflation targeting 
framework in anchoring inflation and output expectations as well as enhancing the credibility 
of the central bank. 
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Chapter 1 
Introduction 
 
1.1 Background 
Since 1990, many central banks have chosen price stability as the primary policy objective with 
the inflation targeting framework. Ideally, a central bank must keep inflation to its inflation 
target. However, achieving the target inflation through monetary policy is not simple. The 
uncertainty of future economic shocks is a major problem for monetary policy formulation if 
the economic structure changes. Therefore, it is essential for a central bank to understand the 
implications of monetary policy stances for the real sector under the recently assessed 
economic condition. 
The role of macroeconometric models as a centrepiece in the decision-making process of 
monetary formulation by central banks is essential for designing an optimal policy. In 
particular, the model is a tool for reviewing which policy alternatives should be followed 
(Wieland & Wolters, 2012). A central issue is whether the model itself provides a good 
description of the actual economy and captures salient features of the variables of interest. If 
the model does not fit the economy or the actual data well, the central bank’s ability to stabilise 
the economy and achieve its mandate is compromised. In this case, the central bank’s actions 
would be misguided by a misspecified and/or poorly fitting model. 
1.2 Motivation 
Following the collapse of the money demand function, many central banks of industrialised 
countries used short-term interest rates as their operating instrument. Nevertheless, the role of 
monetary aggregates cannot be neglected. It might still be essential for monetary aggregates to 
2 
 
function as information variables. Furthermore, the role of monetary aggregates has received 
renewed attention over the years due to improvements in the measurement of monetary 
aggregates, model specification and identification of possible structural breaks in the model. 
The economic effects of money are still debated in small open developing countries, such as 
Indonesia, which face greater uncertainty with external shocks. Nevertheless, there is no 
extensive theoretical or empirical research for developing countries, including Indonesia.  
The implementation of the inflation targeting framework in Indonesia by Bank Indonesia since 
2005 has witnessed many challenges. Not only was the economy still recovering from the Asian 
Financial Crisis in 1997–1998 but there were also external shocks such as the Global Financial 
Crisis in 2007–2008. The structure of Indonesia’s economy has been substantially affected as 
a consequence. Thus, various studies on the role of money for optimal monetary policy can 
motivate research to re-examine the uses of a monetary target in Indonesian monetary policy. 
In re-examining the stability of money demand for Indonesia, one option is to use the new 
divisia monetary aggregate rather than the simple-sum approach. Empirical work on Indonesia 
is scarce as none of the aforementioned research includes structural breaks in the modelling 
with different money aggregate measurements. Hence, it is essential to re-evaluate the money 
demand function in Indonesia while taking into account possible structural breaks. 
For policy forecasting, simulations and actions, central banks in various developed countries 
have increasingly used the New Keynesian Dynamic Stochastic General Equilibrium (DSGE) 
models. A typical New Keynesian DSGE model is a medium or large scale model that has 
many built-in shocks and frictions, designed to capture various features and complexities of 
the actual economy. However, these medium to large scale models have been primarily 
designed to fit developed countries, rather than developing or emerging market countries. With 
few exceptions, the standard practice among academic researchers and central bank modellers 
in developing countries, including Indonesia, is to simply adopt the medium or large scale 
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model and then estimate it using the national data. There is very little consideration and 
investigation of the model fit to the data and whether any modification to the model is 
necessary. If the model is indeed extended and modified, often there has not been any prior 
assessment of whether the “borrowed model” fits the local or national economy well. As 
emphasised above, this is a dangerous approach since the central bank’s actions could very 
well be guided by a misspecified model.  
Rather than being guided by a poorly fitting, large scale model, the central bank (in Indonesia) 
is arguably better served by a small scale, parsimonious model that provides a good fit to a 
small number of important variables of interest, such as output and inflation. Once a well 
fitting, small scale model has been established, researchers can simply add relevant frictions 
to investigate various policy questions of interest. Hence, the small scale model can be used as 
a base model to answer a variety of questions and be developed further as necessary. Moreover, 
a small scale model only has a small number of equations and is easy to understand in terms 
of its transmission channel. Such a model can be modified as needed relatively quickly to 
answer various policy questions, which is often necessary in a fast-paced, policy-focused 
environment such as a central bank.  
This thesis provides an empirical and quantitative investigation of the Indonesian economy 
with a particular emphasis on monetary policy. As an emerging economy, Indonesia has a small 
open economy’s characteristics where the external global economy affects the domestic 
economy. The impacts of financial crises such as the Asian Financial Crisis in 1997, the Global 
Financial Crisis in 2008, and the globalised world economy are believed to affect the economic 
structure and eventually the way monetary policy is conducted by Bank Indonesia. 
Chapter 2 re-examines the connections between money, prices and economic activity for 
Indonesia. A model of the money-in-utility function (the MIUF) is presented following a study 
by Ivanov, Petkovski, and Naumovska (2015). It allows a simulation of the property of the 
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superneutrality of money, assuming that consumption and money are separable in the utility 
function. The money divisia is presented in addition to simple-sum monetary aggregates, 
revisiting the approach of Habibullah (1999) in constructing the divisia money for Indonesia. 
To capture the different roles between non-interest bearing assets such as currency and the 
interest bearing one, the money divisia is applied to MIUF in dealing with liquidity services. 
Lastly, the chapter also presents an estimation and tests of the money demand stability with the 
structural breaks capturing the impact of the financial reforms in the early 1980s and the 1990s, 
as well as the impact of the Asian Financial Crisis in 1998 and the Global Financial Crisis in 
2008 on the structure of the economy. The money demand divisia will be connected to its user 
cost dual if the results show the long run stability of money demand. Therefore, better input 
from money divisia can be provided for the monetary policy stance formulation and the output 
and inflation can be estimated. The cointegration technique with the model specification in 
both logarithmic (semi-elasticities) and log-log (elasticities) forms based on the cash-in-
advance model in an open economy is used following Hueng (1998). The Gregory-Hansen 
(1996) cointegration test is used to incorporate endogenous structural breaks along with the 
Johansen multivariate cointegration test. Additionally, to estimate the elasticity of the money 
demand, particularly the effect of short-run deviations from the long-run equilibrium, a vector 
error correction model (VECM) is estimated and the Autoregressive Distributed Lag model is 
used, following Pesaran and Shin (1998) and Pesaran, Shin, and Smith (2001). 
By using Indonesian data for the period 1981.Q1 to 2016.Q2, the divisia money for M1 and 
M2 show different characteristics, especially before and after the Asian Financial Crisis in 
1997. Furthermore, divisia M1 is more volatile which seems to indicate an improved financial 
deepening after the Asian Financial Crisis in 1997, supported by the higher velocity of money 
after the Global Financial Crisis. As for a money-in-utility model, the results show that money 
supply shocks do not have any real impact even though the property of superneutrality is tested 
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with various money aggregates. For another objective of the chapter, the results show that the 
standard Johansen test, the Gregory-Hansen test and ARDL bounds test (with a single structural 
break) found at least one cointegrating vector confirming that the real simple-sum narrow and 
broad money, and the real divisia narrow and broad money, have a long-run relationship, and 
that real money demand in Indonesia is stable over the sample period. However, the results are 
mixed depending on the combination of model specifications with various measurements of 
monetary aggregates and the parameter stability tests. The study shows that the simple-sum 
M1 and divisia money M1 are still the superior choice for estimating money demand in 
Indonesia in comparison to their M2 counterparts. 
Chapter 3 constructs and estimates a small scale New Keynesian DSGE model, along the lines 
of Rotemberg and Woodford (1997), Woodford (2003), Boivin and Giannoni (2006), Gali 
(2015) and Bhattarai, Lee, and Park (2016), for Indonesia and assesses the model fit to the data. 
Specifically, it focuses on the following three essential frictions: habit formation in 
consumption, backward looking price indexation, and a monetary friction. A cashless model, 
which is the typical assumption in most DSGE models, is only an appropriate assumption for 
developed countries as these countries have nearly-cashless economies. Since the model is 
estimated using a Bayesian method, the marginal (log) likelihood criterion is used to compare 
the fit of various model specifications to the data.  
The results show that the best fitting model is the one featuring money friction, but without 
habit formation and backward looking price indexation. This result is robust for three different 
estimation periods. This result indicates that for an economy like Indonesia, which is still far 
being from a cashless society, it is essential for good model fit to include a money friction such 
as a cash-in-advance constraint. Failure to do so may give incorrect answers to various policy 
questions, such as the effectiveness of raising the policy rate on inflation and output 
fluctuations. Furthermore, the degree of habit formation in consumption and the extent of 
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backward looking price indexation have declined in the second subsample after the full-fledged 
adoption of inflation targeting in 2005.Q3. This result supports the effectiveness of the inflation 
targeting framework in anchoring inflation and output expectations and enhancing the 
credibility of the central bank. More forward looking behaviour is expected in such an 
environment. 
1.3 Thesis Structure 
This thesis has four chapters. The remainder of this thesis is structured as follows: Chapter 2 
and Chapter 3 are the main chapters presenting the research results summarised above. Each 
of these chapters contains a detailed review of the related literature for the chapter. Chapter 4 
summarises the essential findings, and has recommendations for further research. 
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Chapter 2 
Stability of Money Demand with Endogenous Structural Breaks for 
Indonesia: The Use of Simple-Sum and Divisia Money Aggregates 
 
2.1 Introduction 
Early studies on money demand, both theoretical and empirical, show a stable money demand 
function which warrants conducting monetary policy based on the growth of monetary 
aggregates.1 However, in “The Case of the Missing Money”, Goldfeld, Fand, and Brainard 
(1976) argue that the money demand function shifted, indicating that the stability in the demand 
for money had broken down. Many researchers, such as Garcia and Pak (1979), Podolski 
(1986) and Judd and Scadding (1982), have found that unstable money demand in the United 
States since the 1980s was due to financial deregulation and innovation These authors attribute 
unstable money demand to institutional changes and financial deregulations that involve 
technological developments in the money market, making a broader range of financial assets 
available to the public. As a result, the list of assets that constitute money has become blurred. 
This instability of money demand due to financial innovation has occurred in many countries, 
not just in the United States.2 According to Handa (2002), issues on the definition of money 
demand will always be debated due to the interaction between financial innovation processes 
and growth of financial institutions.  
Furthermore, the impact of financial innovation has led to an increasing interest rate elasticity 
of money demand (Gurley and Shaw, 1960), limiting the ability of monetary policy operation 
                                                 
1 A stable demand function for money means that the quantity of money is predictably related to a small set of 
key variables linking money to the economy. 
2 See for example, the instability money demand in Australia ((De Brouwer, Ng, & Subbaraman, 1993) and 
(Morgan, 1990)) in Japan and Germany due to unstable velocity of money (Marzouk & Drane, 1983), and 
Prachowny (1985) in Canada. 
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by the US Federal Reserve.3 Even though this argument is based on empirical evidence, it gives 
awareness that the monetary authorities should keep observing the growth of non-bank 
intermediaries’ instruments (Marty, 1961). Goodhart (1989) also explains that the instability in 
money demand, in turn, makes monetary policy ineffective. As a critical condition for effective 
monetary policy implementation in setting the growth target, the money demand function is 
required to be stable and predictable, irrespective of the level of the interest rate elasticity of 
money demand.4 If the demand for money is unstable and unpredictable, there is an uncertain 
interaction between money, prices and real GDP that makes it difficult for central banks to 
maintain low inflation and sustainable economic growth through targeting money aggregates.  
Following the collapse of the money demand function due to financial innovations and 
deregulation, many central banks of industrialised countries have changed their monetary 
policy framework and used short-term interest rates as their operating instrument, which is 
known as the inflation targeting framework (Bernanke and Mishkin, 1997). Under this 
framework, monetary policy involves setting a short-term interest rate to affect the money 
market and in turn other interest rates in the economy, leaving out the role of monetary 
aggregates in monetary policy formulation.5 Thus, monetary policy through setting the interest 
rate does not require control of monetary aggregates. Nevertheless, under this framework, the 
role of monetary aggregates cannot just be neglected. It might still be essential for monetary 
aggregates to function as information variables to convey to the monetary authorities the trend 
                                                 
3 In their earlier study, Gurley and Shaw (1955) define financial developments as influenced by changes in the 
financial claims and loanable fund terms. 
4 For example, Hafer and Hein (1984) and Darrat and Webb (1986) investigate that the interest rate elasticity of 
money demand in the United States and in India has not increased due to financial innovations, while a similar 
study by Chowdhury (1989) for Canadian data from 1934 to 1986 shows the increasing of this elasticity of 
demand for money function.  
5 According to Stemp and Milne-Pott (1996), during the transition periods, most developed countries monitor 
variables other than just monetary aggregates, primarily inflation and balance of payments. The values of these 
variables are weighted according to the various situations occurring at a particular time. 
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in the price level and output (Edey and Romalis 1996, King 2002, Meyer 2001, and Woodford 
2008). 
Despite the findings that money demand has been unstable in various countries since 1974, the 
role of monetary aggregates has often been re-examined over the years. For example, between 
money aggregates and rates of interest, there is an ongoing polemic about which is monetary 
policy’s principal instrument. According to Goodhart (1989), monetarists believe that the 
relationship between money and inflation is strong if the money demand function is stable and 
the interest rate elasticity for money is relatively low.6   
In determining the best policy for the central bank and whether money should be treated as 
exogenous or endogenous, Chick (1983) suggests that it depends on the measurement and 
definition of monetary aggregates. Serletis (2007) surveys the literature for examination of the 
stable money demand function and critiques that many studies have conducted improper 
specification of the original money demand function with dubious choices of dependent and 
independent variables in the model. In particular, Serletis (2007) also stresses that using the 
simple-sum aggregates is inaccurate because it assumes that monetary components for each 
aggregate are perfect substitutes, whereas in reality this is invalid due to changes in user costs 
all the time.  
Ball (2001) finds that the demand for money (M1) in the United States is stable, by expanding 
the sample period used in Stock and Watson (1993) under the assumption there will be no 
impact on the demand for money due to technological changes. There is also substantial 
evidence of money demand stability for M1 in the United States when taking into account the 
structural break in the model (Choi and Jung, 2009). Breuer and Lippert (1996) show that 
                                                 
6 Within this framework, the money supply is exogenous and will be shifted over a period of time due to the 
change in the supply of money aggregates (Setterfield, 2006).  
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conducting a stability test for money demand without taking into account the possibility of a 
structural break is likely to result in biased results. 
The economic effects of money are still debated in small open developing countries, such as 
Indonesia, which face greater uncertainty shocks due to the development of financial markets 
and the economic characteristics associated with vulnerability to external shocks.7 Brückner 
and Schabert (2006) suggest that it is essential to identify whether money still has an essential 
part in the formulation of monetary policy within the inflation targeting framework, which uses 
the nominal interest as the main instrument of monetary policy. By incorporating the 
transaction friction in the shopping time model under the sticky price assumption, they find 
that money is still relevant. 
Kahn and Benolkin (2007) propose that the key reason for the US Federal Reserve not to use 
monetary aggregates to play an essential role in the formulation of monetary policy compared 
with the European Central Bank is related to how a central bank proceeds with its monetary 
policy and presents it to the general public. Nevertheless, the US Federal Reserve recently 
employed an unconventional quantitative easing policy aimed at influencing the supply of 
liquid assets, which in turn increased money growth (Belongia and Ireland, 2015a). The 
quantitative easing policy implemented after the Global Financial Crisis in 2008 moves away 
from the conventional monetary policy under the inflation targeting framework that uses the 
interest rate as its instrument.8 Belongia and Ireland (2015a) investigate the effect of monetary 
shocks by using money divisia, and shows that money divisia performs better than the simple-
sum money. Prior to their investigation, Judd and Scadding (1982) had already examined the 
                                                 
7 Meltzer (1963) shows that when faced with uncertain economic activity, people will react rationally by 
increasing their savings or holding less capital (only keeping safe financial assets). In turn, money demand 
surges and the interest rate rises. Furthermore, Godley and Lavoie (2006) carry out a small open economy study 
assuming that the size of the economy is small compared to the rest of the world, so there will be no feedback 
impact on the rest of the world. 
8 For example, Mellor (2010) summarises the sequences of the financial crisis 2007–2008 that happened in the 
United States and United Kingdom due to a bubble in the economy that in turn led to the economic crisis.  
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drawback of simple-sum money aggregates while investigating the causes of money demand 
instability in the United States by using the new money measurement proposed by Barnett 
(1980). In the face of the Zero Lower Bound interest rate policy in the United States and Euro 
area, Ireland (2015) suggests re-examining the quantity theory. Following Lucas and Nicolini 
(2015), Ireland measured the US money aggregates based on the payment system functions 
instead of liabilities of institutions that create money, which led to an improved simple-sum 
method by generating new M1 and M2 variables.  
Similarly, the tendency of revisiting the quantity theory also exists in emerging countries. 
According to Habibullah (1999a), many countries in Latin America, Africa and Asia followed 
a successful financial reform although South Korea and Taiwan ended up destabilising money 
demand. Habibullah (1999a) found that the divisia monetary aggregates in some countries are 
informative, serving as an input for monetary policy formulation.  
Nevertheless, there is no extensive theoretical or empirical research for developing countries, 
unlike developed countries, due to the difference in financial deepening for each country. 
Furthermore, the size and independence of the economy also varies widely with small open 
economy characteristics. The implementation of the inflation targeting framework in Indonesia 
by the central bank of Indonesia, Bank Indonesia, since 2005 has witnessed many challenges. 
Not only was the economy still recovering from the Asian Financial Crisis in 1997–1998 but 
there were also external shocks such as the Global Financial Crisis in 2007–2008. The structure 
of Indonesia’s economy has been substantially affected as a consequence.  
Prior to the inflation targeting framework, Indonesia used the base money as the target 
instrument of monetary policy. McLeod (2005) argues that controlling money supply provides 
the best monetary policy to cope with the chronic inflation in Indonesia due to excessive bank 
and non-bank lending since financial deregulation in the 1980s. However, according to Warjiyo 
and Zulverdi (1998), the use of money growth targeting is questionable since controlling the 
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monetary aggregates is difficult to implement. Their study also finds that the relationship 
between inflation and the interest rate is relatively strong, leading to the recommendation that 
setting the interest rate with a target will present an effective monetary policy framework, 
which is also supported by Agung et al. (2004). Alamsyah et al. (2001) and Boediono (1998) 
outline the difficulties faced by Indonesia’s monetary authority in controlling money supply, 
particularly the base money growth, during the 1980s because the central bank bills were used 
as monetary instruments, namely, Bank Indonesia Certificate (SBI) and Money Market Paper 
(SBPU). This is because these instruments are relatively insignificant in terms of volume and 
fragmented commercial banks led to unequal distribution of liquidity. 
Narayan (2007) uses the cash-in-advance model which shows that money demand is not stable, 
but there is evidence of a negative relation between real money demand and exchange rates 
indicating the existence of currency substitution. Anglingkusumo (2003) suggests that the 
narrow money (M1) and broad money (M2) can be used as a leading indicator for inflation 
after the Asian Financial Crisis in 1998. 
Various studies on the role of money for optimal monetary policy can motivate research to re-
examine the uses of monetary target in Indonesian monetary policy. Furthermore, Banafea 
(2012) shows that there are possibilities of having mixed results from the stability test for 
money demand depending on the combination of model specifications with various 
measurements of monetary aggregates and the parameter stability tests. Most empirical studies 
acknowledge that taking into account possible structural breaks matters for a money demand 
model. In re-examining the stability of money demand for Indonesia, one option is to use the 
new divisia monetary aggregate rather than the simple-sum approach. Empirical work on 
Indonesia is scarce as none of the research mentioned above includes structural breaks in the 
modelling with different money aggregate measurements. Hence, it is essential to re-evaluate 
the money demand function in Indonesia while taking into account possible structural breaks. 
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Moreover, there is a prospect that monetary aggregate targeting can be a suitable monetary 
strategy if the correlation between money and prices is stable.  
This chapter re-examines the connections between money, prices and economic activity for 
Indonesia. The use of a general equilibrium model that better defines the theory’s features 
following the calibration method is necessary, unlike the econometric method based on the 
estimated data. Based on a study by Ivanov et al. (2015), a model of the money-in-utility 
function (MIUF) is shown to provide a theoretical framework. Using money as a tool for the 
real economy and price, the role of money which represents transactional motives of holding 
money will be seen in the model by using MIUF, which allows for examination of the 
quantitative monetary policy impact. To capture the different roles between non-interest 
bearing assets such as currency and the interest bearing one, the money divisia is applied to 
MIUF in dealing with liquidity services. It also allows a simulation of the property of the 
superneutrality of money. The property of superneutrality is one of the main reasons for the 
model to examine the neutrality of capital stock in the long run due to shocks to money growth. 
Assuming that consumption and money are able to be separated in the utility function, the 
property of superneutrality is generated. However, prior to that, this chapter presents the money 
divisia in addition to simple-sum monetary aggregates. The approach of Habibullah (1999a) is 
followed to construct the divisia money in Indonesia with several modifications, including 
revisiting the money divisia based on Bank Indonesia’s official definition of M1 and M2, 
expanding the data to cover the period 1981.Q1 to 2016.Q2.  
This chapter also presents estimation and tests of the stability of demand for money with the 
structural breaks capturing the impact of the financial reforms in the early 1980s and the 1990s, 
as well as the impact of the Asian Financial Crisis in 1998, and the Global Financial Crisis in 
2008 on the structure of the economy. The cointegration technique that uses both monetary 
aggregates (M1 and M2) and divisia money (DM1 and DM2) from 1980.Q1 to 2016.Q2 is used 
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to help guide which monetary aggregate may serve as an appropriate policy indicator. For the 
model specification, the simple money demand equation is generated in both logarithmic (semi-
elasticities) and log-log (elasticities) forms, and the cointegration method is applied to examine 
the long-run relation between the monetary aggregates with its determinants based on the cash-
in-advance model in an open economy following Hueng (1998). Specifically, the general 
objective in this empirical section is to examine whether the money demand function in 
Indonesia during the period 1980.Q1 to 2016.Q4 remains stable despite structural breaks. The 
Gregory-Hansen cointegration test (Gregory and Hansen, 1996) is used to incorporate 
endogenous structural breaks along with the Johansen multivariate cointegration test. 
Additionally, to estimate the elasticity of the money demand, particularly the effect of short-
run deviations from the long-run equilibrium, a vector error correction model (VECM) is 
estimated and the Autoregressive Distributed Lag model is used, due to Pesaran and Shin 
(1998) and Pesaran et al. (2001). Prior to implementing the estimation, a set of unit root tests 
is used including the Andrew and Zivot unit root test with endogenous structural breaks, as 
well as the augmented Dickey-Fuller (ADF) and the Phillips-Perron (PP) unit root tests. To 
examine the parameter stability the CUSUM stability test is used.  
This chapter is structured as follows. Section 2.2 outlines the theoretical background and 
empirical framework used. Section 2.3 presents Indonesian financial reforms and the economic 
crisis. Section 2.4 presents empirical studies of money demand. Section 2.5 outlines the data 
and divisia construction. Section 6 presents money-in-utility function model calibration. 
Section 2.7 estimates the money demand function and cointegration. Section 2.8 concludes.  
2.2 Theoretical and Empirical Frameworks 
This section presents an overview of the relevant theoretical backgrounds underpinning the 
empirical analysis used in the chapter.    
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2.2.1 Money-In-Utility 
Sidrauski (1967b) presented the money-in-utility function (MIUF) model. The property of 
superneutrality is one of the main reasons of the model, which implies that the monetary 
expansion rate does not affect the long-run capital stock of the economy. Taking into account 
the patterns of real output and consumption on the capital stock, their values are found to be 
independent of the rate of growth of nominal money (Walsh, 2010). If consumption and money 
can be separated in the utility function, the property of superneutrality can be generated. 
However, if the utility function is indivisible, the steady-state values of the variables are 
dependent on the money growth through its effects on inflation. In the case of non-separability, 
money balances affect the household’s decision and nominal variables have real effects on the 
economy (Schabert and  Stoltenberg, 2005). Handa (2002) describes the existence of two types 
of money-in-utility that can be modelled as money balances in the general equilibrium model: 
money-in-utility function (MIUF) and money-in-indirect-utility function (MIIUF). Galí (2015) 
argues that it is crucial to determine whether the use of money should be separable or not in its 
utility function due to the impact of real money balances on the economy. If the money balance 
is separable in the utility function, then a money demand function can be pinned down through 
optimal behaviour of households like the standard specification of money demand. For the non-
separable utility function, then real money balances affect the labour supply equation and the 
Euler equation.  
Dreger and Wolters (2016) present the empirical studies of money demand in the Euro area 
based on the MIUF approach through a vector error correction model estimation to examine 
the time varying money and inflation nexus with respect to policy. Their results show that the 
Lucas critique can be disproved. Furthermore, the development of broad money aggregate 
(M3) matches the money demand preposition.  
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2.2.2 Money Demand for Transaction and Cash-in-Advance 
Baumol (1952) proposes that the objective of the transaction demand for cash is to minimise 
the transaction cost. According to Serletis (2007), the transaction model of money demand 
emphasises the role of money particularly for the medium of exchange function. Orphanides 
and Solow (1990) argue that the role of money services will not be defined in the utility 
function since any transactions with respect to consumption of output will be based on the 
transaction motive of money. Moreover, the new term of shopping costs (services) model 
reveals the notion that a higher proportion of money hoarding will lead to more liberalisation 
of the transaction motive. To this end, the cash-in-advance model is relevant as it implies that 
the higher needs of money should be prepared in advance so that money can still function as 
the facilitator of transactions. Wickens and Wickens (2011) argue that households hold money 
because money can decrease transaction costs as well as providing the function for the storing 
of wealth based in a cash-in-advance model. Walsh (2010), based on the fundamental thought 
by Clower (1967), describes that among the many uses of money, there must be at least a 
particular subset of goods.  
2.2.3 Money Divisia 
Barnett (1980) argues that the assumption of perfect substitution among the various 
components of simple-sum money is improper due to financial innovation. Thus, a non-linear 
aggregation should be applied when the money components are not perfectly substitutable by 
applying weights on each money component. In addition to Barnett’s critique, the index 
number framework was introduced and measured by using the weighted money aggregates 
based on the microeconomic foundation for reliable and more optimal monetary policy tools.  
There are two proposed quantity indices: Fisher ideal index and Divisia index in discrete time 
(Habibullah, 1999a). Even though some indices produce the same results, each can have 
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different uses in different situations. For example, the Divisia index is very simple to interpret, 
whereas the Fisher ideal index is not as natural. Nevertheless, the Fisher ideal index is valuable 
in answering the new goods issue, whereas the Divisia index cannot address this issue.9  
To measure consistent monetary aggregates, the Divisia index method uses the basic monetary 
components of the user costs at a different degree of moneyness (Habibullah, 1998). The 
marginal money services generated by the different components are respectively calculated by 
these user costs. If the money components are very useful for transactions, such as coins and 
banknotes, then the user cost will be zero since there is no interest payment (Hancock, 2005). 
On the contrary, for the time deposits, the user cost will be higher due to interest paid on time 
deposits, as this is less beneficial for transaction.  
The discrepancy between the return on a benchmark asset and the return on the components of 
monetary aggregates is defined as the user costs (Fisher et al., 1993). Similar to human capital, 
the benchmark rate is treated as an asset without generating liquidity or other services and is 
only kept for the sake of its return. Given the simple-sum monetary aggregate is an invalid 
presumption, Barnett et al. (2009) provide evidence that there was a significant difference 
between divisia money and simple-sum money particularly at the beginning and at the end of 
recessions.  
Dahalan (2003) and Belongia and Binner (2000) summarise the early studies of money divisia 
in several countries, mostly representing developed countries. Herrmann et al. (2000) 
constructed three different weighted money aggregates for Germany (divisia M3, the 
transaction oriented aggregates TM3, and the smoothed divisia index SM3), and compared 
them with M3. Using Johansen’s cointegration test they showed better performance of the long-
                                                 
9 Those two issues are discussed in more detail in Musi (1990). 
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run relationship. Cockerline and Murray (1981) constructed divisia money for Canada with 
mixed results compared with the simple-sum money aggregates, although divisia money 
produced better results in terms of parameter stability of money demand.10 Ishida (1984) 
constructed divisia money for Japan with a better stability result between divisia broad money 
(DM2) and nominal GNP, which shows less downward trend in the velocity of money divisia, 
indicating the new money divisia may be considered as an intermediate target of monetary 
policy.11 
Barnett et al. (1984) showed similar results for US data but additional findings show that money 
divisia performs better on the causality tests and as information indicators.12 Belongia and 
Chrystal (1991) demonstrate the stability of demand for money using UK data and emphasise 
the essential role of money divisia in determining the growth of nominal GDP.13 Fluri and 
Spoerndli (2000) find that for Switzerland divisia money Granger-causes output and prices but 
with mixed results in the long run for various divisia money aggregates based on the vector 
error correction model (VECM).14 Lim and Martin (2000) study the money demand for 
Australia by using Johansen’s cointegration test and find the existence of broad divisia money 
and broad money in the long-run money demand function. 
2.2.4 Cointegration and Vector Error Correction Model  
                                                 
10 A later study by Serletis and King (1993) supports using divisia money compared with simple-sum monetary 
aggregates for the Canadian data and recommends the central bank uses the money divisia in predicting the 
expected nominal income. 
11 Ishida and Nakamura (2000) suggest that before determining the use of broad money divisia as intermediate 
policy target, it is essential to investigate the asset price and money nexus and to examine empirically for better 
forecasting power compared to using money aggregates.  
12 Chou (1991) modifies the money divisia for better accuracy of forecasting performance and examines the 
relation between money and the economy for US data. 
13 Spencer (1994) suggests that the divisia money performs better as the leading indicator of nominal GDP and 
prices by incorporating the deterministic and new divisia velocity into the model estimation. 
14 Yue and Fluri (1991) use annual data from 1973 to 1989 for Switzerland and find that only M1, Divisia M1 
and Divisia M2 are potentially useful as a monetary target.  
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The Johansen approach to multivariate cointegration, based on Johansen (1988) and Johansen 
and Juselius (1990), considers a Vector Autoregression model with Gaussian errors written in 
the error correction form as below: 
∆𝑋𝑡 = ∑ 𝛤𝑖
𝑘−1
𝑖=1 ∆𝑋𝑡−𝑖 + 𝛱𝑋𝑡−𝑘 + 𝛷𝐷𝑡 + 𝜇 + 𝜀𝑡     (2.1) 
The model includes a vector of constants (µ) and dummy (Dt) terms with Gaussian errors 𝜀𝑡. 
The rank of Π matrix is used to determine any cointegration relationship among the variables. 
Using λmax and λtrace eigen-value statistics proposed by Johansen (1988) and Johansen and 
Juselius (1990), if the test statistic is larger than those λmax and λtrace statistics then the null 
hypothesis of no cointegration is rejected, stating that there is a cointegration relationship 
among variables.  
Granger causality tests can be used to examine short-run dynamics by using a vector error 
correction model (VECM) which incorporates short-run dynamics in the error correction term, 
along with the cointegrated vector governing the long-run relation among the endogenous 
variables.  
∆𝑦𝑡 = 𝜇 + 𝛱𝑦𝑡−1 + ∑ 𝛾∆𝑦𝑡−1
𝜌−1
𝑖=1 + 𝜖𝑡    (2.2) 
The F-Statistics can be used to examine the existence of Granger causality on the estimated 
coefficients with lags. 
2.2.5 Unit Root Test with Endogenous Structural Breaks 
The standard Augmented Dickey-Fuller and Phillips Peron unit root tests are not reliable when 
there is a structural break in the economy. By modifying Perron’s test (1989), Zivot and 
Andrews (1992) developed an endogenous structural break test, a consecutive test which uses 
the complete sample and uses various dummy variables for each conceivable date of break. 
This structural break is unknown in the series and determined endogenously by the data. The 
Zivot-Andrews minimum t-statistic has its own asymptotic theory and critical values. 
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2.2.6 Gregory-Hansen Cointegration Test with Endogenous Structural Breaks 
In order to investigate the existence of a structural break within a cointegrating relationship, 
Gregory and Hansen (1996), henceforth G-H, presented a cointegration test which allows for a 
single endogenous structural break based on residual tests that considers regime shift with 
constant or both constant and coefficient vector. This G-H method is a modification of the 
Zivot-Andrews (ZA) unit root test with a single endogenous structural break (Rao and Kumar, 
2007). The null hypothesis of the G-H test states that a cointegration relationship among 
variables does not exist, considering a structural break. The G-H test comprises three models: 
C model (level shift), C/T model (level shift with trend), and C/S model (regime shift). In the 
C model, there is an additional intercept reflecting a shift in the intercept term. A time trend is 
included in the level shift model, while the C/T model allows the rotation of the equilibrium 
relation and parallel shifts.  
2.2.7 ARDL Bounds Test 
Although the long-term relationship can be tested using the Engle Granger method and the 
vector error correction model, the Autoregressive Distributed Lag method developed by 
Pesaran, Shin and Smith (2001) is also an alternative with its advantages over other methods. 
First, this method has a simple procedure with one single equation set-up, which can be applied 
to a small sample size so that the test bound can be applied to gain better outcomes (Haug, 
2002). Second, the ARDL method estimates short-term and long-term components 
simultaneously and eliminates related problems with autocorrelation and omitted variables. 
The bounds testing approach uses linear specification for a dynamic error correction model as 
a specific type of ARDL model without losing the information about the long-run relationship 
(Banerjee and Newman, 1993).  
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Third, the ARDL method is able to generate an unbiased estimate of the long-term model with 
valid t statistics although some variables are endogenous. By using the Akaike Information 
Critn (AIC), the Schwarz Criterion (SC) or the Hannan-Quinn Criterion (HQ) for determining 
the suitable structure of the ARDL model, then the ordinary least square method (OLS) can be 
used for estimation.   
2.3 Indonesian Financial Reforms and Economic Crisis 
Bank Indonesia has the sole goal of maintaining the stability of the Indonesian Rupiah through 
attaining low inflation and preserving a non-volatile exchange rate. To achieve these 
objectives, Bank Indonesia has, since 1999, set a target base money (base money targeting) 
within the monetary policy framework since the release of the crawling band exchange rate 
system. The relationship between monetary aggregates and economic growth remains 
important for the central bank in interpreting economic activities, despite Indonesia’s new 
monetary policy framework which started in 2000, namely the inflation targeting framework. 
The comparison of the average growth rate between various money aggregates and real GDP 
for the period 1982 to 2015 is presented in Figure 2.1. 
Figure 2.1 Annual Growth of Nominal M0, M1, M2 and Real GDP (%) 
 
       Source: Bank Indonesia 
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Figure 2.1 has two scales: the movement of real GDP is represented by the right-hand scale, 
while the others follow the left-hand scale. As shown, the annual growth rates of base money 
(M0) and broad money (M2) in general have similar patterns with the average annual growth 
of 18.3% and 20.3%, respectively, while narrow money (M1) is relatively constant around its 
average mean at 16.5%. During the period 1983 to 1998, the annual growth of narrow money 
(M1) and broad money (M2) were significantly higher and reached their highest level of above 
39% compared with the annual growth of base money (M0) that was relatively moderate.  
This was due to the financial liberalisation and banking deregulation aimed at increasing 
efficiency in the banking and financial sectors, achieving effective monetary policy and 
developing capital markets for financial deepening, and establishing the soundness of the 
banking and financial system in Indonesia (McLeod, 1997; Simorangkir, 2003; Warjiyo & 
Solikin, 2003). Prior to the 1980s, Indonesia had experience with a repressed economy where 
the commercial bank credit had been controlled by the central bank, Bank Indonesia. Starting 
in 1983 as the first financial and banking reform, Bank Indonesia abandoned the credit ceiling, 
provided liquidity credit as a cheap source of funds, and liberalised the interest rate to 
commercial banks which in turn increased the loanable funds. The release of this package 
aimed to stimulate business interest in the field of banking. In the form of monetary policy, the 
instrument that had been used by Bank Indonesia changed from directly controlling volume 
and the lending rate to an open market operation approach, including using the Bank Indonesia 
Certificate.  
Later in 1988, the second policy reform was implemented to loosen the requirement for opening 
new bank branches, aiming to mobilise loanable funds from the public and remove the barrier 
for healthy competition among commercial banks including reducing the minimum reserve 
requirement of commercial banks from 15% to 2%. This policy reform led to significant 
changes in the financial sector due to enhanced banking competition among commercial banks 
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(Zulverdi et al., 2007). On one hand, it spurred a significant growth of narrow money (M1) and 
broad money (M2) due the new financial instruments that substitute money while another 
impact was a decline in broad money (M0) due to less reserves held in the Bank Indonesia. 
Following these policy reforms Bank Indonesia conducted another financial reform in 1991 by 
re-regulating the banking sector by some prudential regulations (Agung, 1998). Additionally, 
the central bank of Indonesia imposed a restriction on capital adequacy ratio and placement of 
commercial banks in equity and commercial paper markets (Dekle and Pradhan, 1997).  
Since these financial reforms, banking products have become more diverse, leading to a higher 
volume of deposits which in turn increased money supply. The products of bank were not just 
limited to demand deposits, saving deposits, time deposits and bank loans but were also 
extended to negotiable certificates of deposits, commercial papers, promissory notes and 
automated teller machines (ATMs). Therefore, the impact of these financial and banking 
reforms has led to an increase in financial deepening demonstrated by the higher ratio of broad 
money supply (M2) over GDP, the accessibility and readiness of credit, furthering 
effectiveness of open market operation, and growing private banking (Juoro, 1993).  
Real GDP shows a steady growth around 4.9% except in 1998 where a value of negative 
13.13% was recorded due to the Asian Financial Crisis that started in 1997. According to 
Zulverdi et al. (2007), the success of the banking system development has led to depreciation, 
indicated by the overvalued exchange rate which in turn resulted in an external debt crisis of 
firms due to an inability to fulfil their liabilities to foreign and domestic banks. Following this 
situation, the commercial banks suffered a liquidity crisis since the public withdraw their 
deposits due to distrust in the banking system and 16 banks went through liquidation.  
During the Asian Financial Crisis in 1998, the relation between the annual real GDP growth 
and the annual growth of broad money (M2) was reversed. Basri and Hill (2008) describe that 
the Indonesian government provided oil subsidies within the country resulting in higher 
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consumption but with a decline of oil production in the country. Due to the budget discipline 
as well as the prevention of unexpected price distortion, the oil subsidy was removed in 2015. 
Later, the annual growth of GDP was reduced again in 2009 due to the Global Financial Crisis. 
The US 2007 Crisis is the cause behind the 2008 Global Financial Crisis (GFC). Regardless of 
the number of problems that still occur such as the rapid inflow of foreign capital, inflation and 
lack of real sector due to economic infrastructure, the Indonesian economy in 2010 started to 
demonstrate signs of recovery based on the 2008 – 2016 Indonesian economic reports where 
the economic is growing in the midst of an unstable global economic recovery. Thus, Bank 
Indonesia has implemented a policy mix in 2010 that is a combination of price, exchange rate 
and capital flow policies, bearing in mind that it is necessary for the bank balance the trilemma 
between price, exchange rate and financial system stability. In order to cope with surplus capital 
inflow and liquidity in the financial market, the policy mix is sustained in 2011 with an addition 
of the macroprudential policy. Since the inflation level prior to the Global Financial Crisis for 
all countries is generally very low, Bank Indonesia has argued for the policy mix to be 
continued in 2011. However, it will not guarantee that the instability at the financial and 
banking sector will not weaken the economy as the whole. 
Meanwhile, turbulence in the 2012 European financial markets has caused most emerging 
markets to struggle with overcoming a series of economic contractions that have previously 
caused the worsening conditions of financial markets to spread into trade routes, where the 
Chinese economy is showing signs of deceleration and world commodity price. As a result, 
stability is prioritised over growth in Indonesia’s new monetary policy, since Indonesia has a 
large domestic macro absorption because of its huge population. Moreover, a conducive 
investment environment for foreign investors needs to be harvested by the policy mix due to 
the success in maintaining the financial stability spurs consumption and investment. 
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2.4 Empirical Studies of Money Demand 
Many empirical studies have investigated the stability of money demand function in the short 
run and in the long run by using several econometric methods which examine the relationship 
between money aggregates with real variables and its determinants. Dreger and Wolters (2011) 
investigate the significance of the Lucas critique for the Euro area money demand using a 
VECM model to examine the relationship between money and inflation during policy shifts. 
They show that the M3 developments are in accordance with the demand for money. Asset 
price and detrended output affect inflation in the long run.  
Valadkhani and Alauddin (2003) examine whether interest rates are the most significant 
channel of monetary policy in developed countries and whether the result is affected by the 
disequilibrium in the money demand through output gap movements and, in turn, inflation. 
This infers that interest rates can in fact be incidentally impacted by the demand for money 
through the interest rates’ bearing on the output gap. Targeting the money base is based on the 
behaviour of money demand. That the demand for money and the velocity of money is stable 
and predictable is essential for the effective formulation of monetary policy, since it means that 
the quantity of money can be predicted by estimates of the number of variables connecting the 
money to the real sector (Treichel, 1997). If the velocity of money cannot be predicted, the 
demand for money becomes unstable so that the relationship between GDP, inflation and 
money supply is uncertain. Thus, the effect of monetary policy becomes weaker (Gill, 2010). 
To view the behaviour of the demand for money, there are two commonly used approaches: 
(1) through the estimation of the money demand function; and (2) by inspecting trends in the 
velocity. At the time of its application, the effectiveness of the framework of the target base 
money in Indonesia relies heavily on the stability of the velocity, both in the short term and 
long term. Understanding the money velocity behaviour and the factors that influence it is very 
important to help assess a credible monetary policy. This is in line with Mishkin (2004), who 
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states that a stable money demand function allows monetary aggregate targets to be used in a 
monetary policy framework.  
Dahalan et al. (2004) construct divisia M1 and M2 for Malaysia and investigate the relationship 
between money and real variables using the Johansen cointegration test and vector error 
correction model, respectively. Their model uses foreign interest rate to capture the 
characteristics of a small open economy. The results show that money divisia, in particular 
DM2, are superior in terms of stability compared to simple-sum money for future inflation and 
real economic activity prediction. As a money demand determinant, previous research has 
incorporated the exchange rate as well as income and the interest rate. 
Hueng (1998) estimates a money demand function for Canada, a small open economy. The 
log-log model (elasticities) can be expressed as: 
𝑙𝑛
𝑀𝑑
𝑃
= 𝛽0 + 𝛽1 𝑙𝑛 𝑦𝑡 + 𝛽2 𝑙𝑛 𝑟𝑡 +  𝛽3 𝑙𝑛 𝑟𝑡
∗ +  𝛽4 𝑙𝑛 𝑞𝑡  +  𝑢𝑡  (2.3) 
where real money balance is dependent on several independent variables such as real income 
(yt), the domestic interest rate (rt), the foreign interest rate (rt
*) and the exchange rate (qt). He 
finds superior divisia M2, and a significant role of foreign interest rate and exchange rate. Thus, 
any small economy characteristics should take into account the foreign monetary indicator to 
avoid misspecification of the money demand function.   
Bahmani-Oskooee and Fariditavana (2015) find a weak nexus between exchange rate and the 
money demand. Their study, applied to Iranian data, also demonstrates that currency 
appreciation or depreciation might influence money demand in an asymmetric manner. There 
are studies specifically concerning Indonesia. Hossain (2005) examines Granger-causality 
between money growth, inflation, currency devaluation and economic growth in Indonesia for 
the period 1954 to 2002. He finds that in the short run, the relation between the growth of 
monetary aggregate (M1) and inflation (CPI) exists in two ways, even though the magnitude 
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of causality from money growth to inflation is less rather than the other way around. This is in 
line with the theory stating that hyper-inflation leads to a higher growth of money. A simple 
partial adjustment model of Indonesia’s narrow money demand is explained using annual data 
for the period 1970 to 2005, and appraised by Hossain (2007). The major factors in Indonesia’s 
narrow money demand include inflation and foreign financial asset return.  
In order to consider the structural change in the regression coefficients after choosing an 
empirically parsimonious model, recursive and rolling regression techniques are used. This is 
the result of the financial liberalisation and advancements that started in the 1990s. Since then, 
empirical studies have shown that the stability of narrow money demand’s long-run income 
elasticity stays around a value close to one. On the other hand, there has been a discernible 
decline in narrow money demand elasticities in regard to the inflation rate and foreign financial 
assets return. A general overview from a historical framework of the empirical research is 
explored by Hossain (2007), as well as making suggestions on Indonesia’s monetary policy 
strategy. Kubo (2009) finds that only narrow and broad money aggregate have a long-run 
relationship using Johansen’s (1995) cointegration test. He concludes that the money demand 
function in Indonesia was unstable during the period 1970 to 2005 suggesting that Bank 
Indonesia’s monetary policy does not structurally impact the level of price.  
James (2005) analyses the effect of financial liberalisation, as one of the main factors for the 
collapse of stability money demand, by using the bounds test reinvented by Pesaran et al. 
(2001). Achsani (2010) examines the M2 demand for money in Indonesia by using the vector 
error correction model and autoregressive distributed lag approach, investigating the M2 
money demand for Indonesia in the period of 1990.Q1 to 2008.Q3. He finds that the demand 
for real M2 money aggregate is cointegrated with real income and interest rates. The real 
income has a positive relationship with real money demand both in the long run and short run. 
On the other hand, the interest rate has a negative influence on M2 in the short run, but is not 
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statistically significant in the long run. Furthermore, the autoregressive distributed lag model 
is more appropriate in predicting stable money demand function of Indonesia in comparison to 
the vector error correction model. Habibullah (1997) specifies substitutes to the monetary 
aggregates issued by the Bank Indonesia, which is the divisia aggregate, a suitable 
quantification of a nation’s monetary services using divisia and conventional simple-sum 
aggregate from 1981.Q1 to 1994.Q4. The results show that the divisia monetary aggregate has 
a prospective function as a beneficial intermediate indicator by means of the cointegration and 
error correction framework in the conduct of Indonesia’s monetary policy.  In searching for 
optimal monetary policy, Chin-Hong and Lee-Chea (2010) examine the importance of divisia 
monetary aggregates by comparing traditional simple-sum money aggregates (narrow and 
broad money). They recommend that Bank Indonesia takes into account divisia money 
aggregate as the monetary policy instrument.  
2.5 Data and Divisia Construction 
Time series data, such as money supply, rate of return on financial assets and the benchmark 
rate, are all required to construct the divisia money aggregates. Table 2.1 outlines the data 
obtained from Bank Indonesia, SEACEN Financial Statistics and CEIC data. The coverage of 
data is from 1981.Q1 to 2016.Q2. The study uses data from 1981 to capture developments in 
Indonesia in banking deregulation and financial innovation which started in 1983. It is also 
critical to select suitable admissible aggregates and benchmark assets. Barnett (1982) argues 
that without separability, the various levels of demand for the whole aggregates can be revealed 
through altering the price of money components, while the proper benchmark assets should 
provide the highest rate of yield (Barnett, 1978). It is assured that the benchmark assets should 
be completely illiquid assets. For practical reasons, Mullineux (1996) suggests using the 
envelope methodology in proxy to the benchmark rate using the highest rate of return among 
money components. 
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Table 2.1 The Information to Construct Divisia Money Aggregates 
Items Components Rate of Return  
Divisia 
Money 
(M1) 
Currency Outside Banks 
(in Rupiah), data: 
1981.Q1–2016.Q2. 
Zero. 
Rupiah Demand Deposits 
(DD), data: 1981.Q1–
2016.Q2. 
Implicit rate of return (RDD) follows Klein’s (1974) and Habibullah’s 
(1998, 1999) method. RDD = [iL x(1 – [BR/DD])], where iL is the nominal 
lending rate of commercial banks and [BR/DD] is the ratio of banking 
reserve over rupiah demand deposits. 
Divisia 
Money 
(M2) 
Foreign Currency Demand 
Deposits (FDD), data: 
1981.Q1–2016.Q2. 
Foreign Demands Deposits Rate (RFDD) follows Musi’s (1989) and 
Habibullah’s (1998, 1999) method. RFDD = [RDD x e], in which “e” is the 
expected depreciation and measured as e = [Et-1/Et-2], where “E” is 
middle rates of the nominal exchange rate (US Dollar against Rupiah). 
Rupiah Saving Deposits 
(S), data: 1981.Q1–
2016.Q2. 
Saving Deposits Rate (RS), in percent pa is available for the full period 
except for period 1991.Q1–1997.Q4 and 1998.Q1–2000.Q3 are proxied 
by the 15 days’ Bank Indonesia certificates and simple moving average 
method. 
Saving Deposits (in 
Foreign Currency),  
data: 2000.Q3–2016.Q2. 
Foreign Saving Deposits Rate (RFS) follows Musi’s (1989) and 
Habibullah’s (1998, 1999) method. RFS = (RS) x e, in which “e” is 
expected rate of depreciation and measured as e = [Et-1/Et-2], where 
“E” is nominal exchange rate. 
Time Deposits (in Rupiah),  
data: 1981.Q1–2016.Q2. 
Time Deposits Rate (RTD) is measured as weighted average of 1, 3, 6, 12 
and 24 months maturity (in percent pa). 
Time Deposits (in Foreign 
Currency), data: 1981.Q1–
2016.Q2. 
Foreign Time Deposits Rate (RFTD) is measured as weighted average of 
1, 3, 6, 12 and 24 months maturity (in percent pa) and available for full 
period except for period 1981.Q1–1998.Q4 is proxied by RFTD = (RTD) x e, 
in which “e” is expected rate of depreciation and measured as e = [Et-
1/Et-2], where “E” is nominal exchange rate, follows Musi’s (1989) 
method. 
Securities Other Than 
Shares (in Rupiah),  
data: 2004.Q1–2016.Q2. 
Securities Rate (RSE) is proxied as weighted average of RDD, RFDD, RS, RFS, 
RTD, RFTD. 
Bench
mark 
Rate 
The Jakarta Interbank 
Offered Rate (JIBOR), 
data: 1993.Q1–2016.Q2. 
Interbank Call Money Rate (RICM) is 
measured as weighted average of o/n, 7 
days, 1, 3, 6 and 12 months maturity (in 
percent pa)  
Benchmark Rate (R) 
follows Habibullah’s 
(1998, 1999) method. 
Benchmark Rate (RB) is 
proxied as the maximum 
available rate. Max = 
{[RDD, RFDD, RS, RFS, RTD, 
RFTD, RICM, RSBI, RBI and RCD] 
+ b}, where b=0.005 for 
quarterly data and 
b=0.0001 for monthly 
data to ensure non-zero 
value.  
O/N Interbank Call Money 
(PUAB), data: 1981.Q1-
1992.Q4. 
Bank Indonesia Certificate 
(SBI), data: 1984.Q1–
2016.Q2. 
SBI Rate (RSBI) is measured as weighted 
average of 7 and 15 days and 1, 3, 6, 9 and 
12 months maturity (in percent pa)  
Bank Indonesia (BI) Rate, 
data: 2005.Q3–2016.Q2. 
Policy Rate (RBI) is in percent pa 
Certificate of Deposits 
(CD), data: 1991.Q1–
2003.Q3. 
CD (RCD) is measured as weighted average 
of 3 and 24 months maturity (percent pa) 
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Table 2.2 shows the description of money aggregates based on Bank Indonesia’s official 
definition of M1 and M2. 
Table 2.2 The Components of Money Supply in Indonesia 
No. Money Supply Components 
1 
Narrow Money 
(M1) 
a. Currency Outside Banks (in Rupiah) 
b. Rupiah Demand Deposits 
2 Broad Money (M2) 
Narrow Money (M1) 
Quasi 
Money 
c. Foreign Currency Demand 
Deposits 
d. Rupiah Saving Deposits 
e. Foreign Currency Saving Deposits 
f. Rupiah Time Deposits 
g. Foreign Currency Time Deposits 
h. Securities other than Shares (in Rupiah) 
    Source: Bank Indonesia 
In January 2012 there was an expansion of institutional coverage which became part of the 
monetary system through the addition of Sharia banking, so the monetary system includes Bank 
Indonesia, conventional and Sharia commercial banks, and conventional and Sharia rural 
banks.. It includes narrow money (M1) which comprises of currency outside banks 
denominated in local currency (Rupiah) and Rupiah demand deposits, and broad money (M2) 
that consists of M1, quasi money, and securities other than shares in local currency (Rupiah) 
which is issued by the monetary system and owned by the domestic private sector with the 
remaining period up to one year. The quasi money itself consists of foreign demand deposits, 
Rupiah saving deposits, foreign saving deposits, Rupiah time deposits, and foreign time 
deposits. 
For securities other than shares, data is only available from 2004.Q1 to 2016.Q2 because Bank 
Indonesia started to include that data in the definition of broad money (M2) in 2004. The 
challenge with this money aggregate is that before 2004.Q1 most of the data sources did not 
explicitly provide the matching data required for each component of money aggregates. The 
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current study combines several tables from different sources to split out the data into 
components of money aggregates. For instance, the early data provided is the combination of 
saving deposits and time deposits denominated in local currency. In addition, other data such 
as demand deposits, saving deposits and time deposits denominated in foreign currency are 
blended into one single data.  
The rate of return on financial assets particularly for currency outside banks equals zero due to 
the perfectly liquid assets. Meanwhile, data is available for the full period on the Rupiah saving 
deposits and Rupiah time deposits, except for the saving deposit rate (RS) that is proxied by the 
15 days’ Bank Indonesia certificates and simple moving average method for the periods 
1991.Q1 to 1997.Q4 and 1998.Q1 to 2000.Q3. Time deposit rate (RTD) is measured as an 
weighted average of rates over 1, 3, 6, 12 and 24 months maturity (in percent pa). As for rate 
of return of other assets, such as demand deposits denominated in local currency, demand 
deposits, saving deposits and time deposits are denominated in foreign currency, based on 
Habibullah (1998, 1999) who followed Barnett (1980), Klein (1974) and Musi (1989). 
The rate of return on benchmark rate is derived based on Interbank Call Money Rate covering 
the full period, Bank Indonesia Certificate (SBI) Rate ranging from 1984.Q1 to 2016.Q2, Bank 
Indonesia (Policy) Rate from 2005.Q3 to 2016.Q2, and Certificate of Deposits (CD) Rate 
available from 1991.Q1 to 2003.Q3. 
2.5.1 Construction of Divisia Index of Money  
Money divisia is constructed following Habibullah (1998a, 1998b and 1999) and Dahalan 
(2003) based on Barnett (1980). First, assume that qit and pit characterise the quantities of each 
of the money aggregate components as well as the user costs representing the money services 
in period t.  
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The expenditure share on monetary assets services for i (each monetary components) at time t 
is written as below: 
𝑆𝑖𝑡 = 𝑝𝑖𝑡𝑞𝑖𝑡/𝛴𝑗 𝑝𝑗𝑡𝑞𝑗𝑡                                                            (2.4) 
where 𝛴𝑗  𝑝𝑗𝑡𝑞𝑗𝑡 is the total summation of all components of money aggregates. Meanwhile, the 
user cost representing interest compensation from holding money presented in terms of the 
discounted value (see Chetty (1969) and Barnett (1978) for further detail about present value 
of user costs), is defined as: 
𝑝𝑖𝑡 = (𝑅𝑡 − 𝑟𝑖,𝑗)/(1 + 𝑅𝑡)                                                      (2.5) 
where Rt is the benchmark rate of time t, ri,j is the rate of return of the particular money 
components at period t and [1/(1+Rt)] is the discounting factor. This is the type of the real user 
cost (see Handa (2002) and Barnett and Serletis (2011) for the difference between the nominal 
and real user costs as the rental cost for interest forgone of holding money). Furthermore, as 
presented in Barnett and Spindt (1982) and Podolski (1986), the growth rate of divisia money 
aggregates is described as below:  
𝐺(𝑄𝑡) = ∑ 𝑆𝑖𝑡
∗𝑛
𝑖=1 𝐺(𝑞𝑖𝑡)                                                          (2.6) 
where 𝑆𝑖𝑡
∗ = 0.5(𝑆𝑖𝑡 + 𝑆𝑖,𝑡−1) is defined as the average share (weights) over two periods, and 
𝑆𝑖𝑡 = (𝑝𝑖𝑡𝑞𝑖𝑡)/ ∑ 𝑝𝑗𝑡𝑗 𝑞𝑗𝑡 is the expenditure shares of the monetary services of assets i. In 
addition, qit (i=1….n) is the value of assets i kept during time t, and pit is the user cost of asset 
i during time t.   
Based on the Indonesian data, the study first measures the user costs for each monetary 
component. The implicit rate of return (RDD) follows Klein’s (1974) and Habibullah’s (1998, 
1999) method:  
𝑅𝐷𝐷 = 𝑖𝐿[1 − (
𝐵𝑅
𝐷𝐷
)]                                                           (2.7) 
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where iL is the nominal lending rate of commercial banks, and [BR/DD] is the ratio of bank 
reserve over Rupiah demand deposits. Meanwhile, foreign currency demand deposits is based 
on Musi (1989) as below: 
𝑅𝐹𝐷𝐷 = 𝑅𝐷𝐷 . 𝑒                                                              (2.8) 
where e is the expected depreciation and measured for the nominal exchange rate (US Dollar 
against Rupiah). This approach is also applied for foreign saving deposits rate (RFS) and foreign 
time deposits rate (RFTD). The Benchmark Rate (R) follows Habibullah’s (1998, 1999) method. 
The Benchmark Rate (RB) is proxied as the maximum available rate. Max = {[RDD, RFDD, 
RS, RFS, RTD, RFTD, RICM, RSBI, RBI and RCD] + b}, where b = 0.005 for quarterly data 
and b = 0.0001 for monthly data to ensure non-zero value.  
2.5.2 Divisia Money and Divisia Indices 
By using the Indonesian data for the period 1981.Q1 to 2016.Q2, the divisia money for M1 
(narrow money) and M2 (broad money) are first presented by generating the growth of divisia 
aggregates using equations 2.4 to 2.8. Furthermore, both the divisia nominal values and the 
divisia indices are calculated by working backwards, and then compared with simple-sum 
equivalents. Thornton and Yue (1992) present the comparison of divisia money and simple-
sum money aggregates by normalising both measures which are of equal value in the first 
observation. 
As shown in Table A.2.1 (see Appendix A), divisia money for M1 and M2 are written as DM1 
and DM2, respectively. Along with this, simple-sum money aggregate is also presented as 
SSM1 (narrow money) and SSM2 (broad money). For simplicity since the initial value of 
divisia money is unknown, the study assumes that both SSM1 and DM1 are of equal value in 
the first period (1981.Q1), an assumption that applies to SSM2 and DM2 as well. Meanwhile, 
it also presents the divisia indices for both simple-sum money, SSIM1 and SSIM2, and divisia 
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money, DIM1 and DIM2 as shown in Table A.2.2 (see Appendix A). In the first index, the 
numbers in the first period (1981.Q1) are normalised into 100 as the index base. 
Based on Figure 2.2, the nominal divisia money aggregates have an increasing trend especially 
after the financial deregulation and the Asian Financial Crisis in 1997. Nevertheless, there is a 
small difference between the movement of simple-sum money M1 (SSM1) and divisia money 
M1 (DM1), although they look quite alike. This result is in line with Ishida and Nakamura’s 
(2000) study where the highest substitutability represents the narrow money components, a 
currency outside banks and Rupiah demand deposits. On the contrary, there is a significant 
difference between the movement of simple-sum money M2 (SSM2) and divisia money M2 
(DM2). The similar relation also appears for the different pattern between simple-sum indices 
and divisia indices for both narrow and broad money, based on Figure 2.3. This is because the 
development of financial innovation for narrow money components does not grow, compared 
with broad money, while the opposite occurs for broad money components due to rapid growth 
in the stock and financial market after financial deregulation in Indonesia in the early 1980s.15 
Monthly data for the period 2003.M1 to 2016.M6 is measured for money divisia (MDM1 and 
MDM2) and divisia index (MDIM1 and MDIM2) along with simple-sum money (MSSM1 and 
MSSM2) and simple-sum money indices (MSSIM1 and MSSIM2) as shown in Tables A.2.3 
and A.2.4 (see Appendix A). It is assumed that both MSSM1 and MDM1 are of equal value in 
the first period (1981.M3), an assumption that applies to MSSIM1 and MSSMDM2 as well. In 
the first index, the numbers in the first period (1981.M3) are normalised to 100 as the base.  
 
 
                                                 
15Silber (1975) and Silber (1983) expose that financial innovation not only eliminates the financial constraint 
imposed on firms but also improves the ability to carry risks and lowers transaction costs. As a consequence, it 
is possible that financial innovation reduces the cost of credit (Gillman, Siklos, & Silver, 1997).      
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Figure 2.2 Quarterly Money Aggregates (Nominal, 1981.Q1–2016.Q2) 
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Figure 2.3 Quarterly Money Aggregates (Indices, 1981.Q1–2016.Q2) 
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As for monthly data, the difference between the simple-sum money with money divisia for 
both nominal value and indices which are demonstrated in Figures B.2.1 and B.2.2 (see 
Appendix B), is that it has a similar pattern to the quarterly data. Furthermore, Figure 2.4 shows 
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that the growth of divisia M1 compared with simple-sum M1 is interchangeable for all the 
sample period.  
Figure 2.4 Annual Growth of Simple-Sum M1 and Divisia M1 (1982.Q1–2016.Q2)  
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Figure 2.5 shows that simple-sum M2 grew faster before the Asian Financial Crisis in 1997, 
but after the Asian Financial Crisis the divisia M2 grew more rapidly.  
Figure 2.5 Annual Growth of Simple-Sum M2 and Divisia M2 (1982.Q1–2016.Q2) 
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The correlation in the growth rate of monetary aggregates between divisia M1 and simple-sum 
M1 is relatively higher than that between divisia M2 and simple-sum M2 (see Table 2.3).  
Table 2.3 Summary Descriptive Statistics of Monetary Aggregates (1982.Q1 –2016.Q2) 
 Narrow money Broad money 
 SSM1 DM1 SSM2 DM2 
Mean 16.79 16.78 20.40 19.10 
Std. Deviation 9.99 10.29 11.62 10.39 
Coefficient of 
Variation 
0.59 0.61 0.57 0.54 
Correlation 
Coefficient 
0.84 0.82 
Indonesia has a similar pattern compared to Malaysia in the study by Dahalan (2003), where 
the correlation coefficient for simple-sum and divisia M2 is relatively lower than that of M1. 
Meanwhile, the standard deviation of divisia M1 is more volatile than simple-sum M1, and the 
simple-sum M2 is more volatile than divisia M2. This mixed result is different from Ishida and 
Nakamura’s (2000) study where all divisia money aggregates have less volatility, as indicated 
by a lower standard deviation compared to the equivalent simple-sum money aggregates. This 
is well indicated after the Asian Financial Crisis in 1997 by the improved financial deepening. 
As Bordo and Jonung (1990) present the declining trend of money velocity in many developing 
countries due to the financial deepening and an increase in monetisation of the economy, the 
study also compared the income velocities between divisia M1 and simple-sum M1, and divisia 
M2 and simple-sum M2. In generating the income velocities, a simple formula is used where 
the volume of transactions representing nominal GDP is divided by each equivalent monetary 
aggregate. Figure 2.6 shows that compared with the simple-sum M1, the divisia M1 has a 
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higher velocity of money and especially after the Asian Financial Crisis in 1997 the gap is 
wider.  
Figure 2.6 Income Velocities of Simple-Sum M1 vs Divisia M1 (1990.Q1–2016.Q2) 
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Meanwhile, based on Figure 2.7, the income velocity from the simple-sum M2 is quite similar 
to that of divisia M2. Before the Asian Financial Crisis in 1997, there was a downward linear 
trend followed by an increasing trend afterwards. 
Figure 2.7 Income Velocities of Simple-Sum M2 and Divisia M2 (1990.Q1–2016.Q2) 
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2.6 Money-in-Utility Function: Model Calibration 
Under the money-in-utility model, the economic agent can acquire a higher welfare due to real 
money holdings, in turn allowing money to be used in the household’s utility functions, 
following Ivanov et al. (2015), Walsh (2010), Wong (2013) and Brzoza-Brzenina (2011). In 
developing the basic money-in-utility approach, Walsh (2010) ignores the use of any labour-
leisure choice and uncertainty. Thus, the model focuses more on money demand.  
2.6.1 Model 
Households 
Suppose the maximised present value of utility function with respect to the representative 
household is: 
𝑈𝑡 = 𝑢(𝑐𝑡, 𝑚𝑡)                (2.9) 
where 𝑐𝑡 =
𝐶𝑡
𝑁𝑡
  and 𝑚𝑡 =
𝑀𝑡
𝑃𝑡 𝑁𝑡
 and, in both arguments, utility is increasing (Uc > 0 and Um > 0) 
and strictly concave (Ucc ≤ 0 and Umm ≤ 0), so that the utility can be enhanced by holding more 
money. Thus, households are improving their holdings or real money balances (mt) and the 
path of their consumption (ct), in the money-in-utility function model. Nevertheless, the 
marginal utility can be negative if money balances are high enough.  
The representative household seeks to maximise the objective function as per lifetime utility: 
𝑈 = 𝐸0 ∑ 𝛽
𝑡∞
𝑡=0
𝑢(𝑐𝑡, 𝑚𝑡)     (2.10) 
where 𝛽 = (
1
1+𝜌
) is a subjective rate of discount and has a value 0 < β < 1. In this money-in-
utility model, the consumption path (ct) of households and their holding real money balance 
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(mt) will be optimised for maximising the present value of their utility function.
16 Maximisation 
of the household utility function is subject to the budget constraint: 
𝑌𝑡 +  𝜏𝑁𝑡 + (1 − 𝛿)𝐾𝑡−1 +
(1+𝑖𝑡−1)𝐵𝑡−1
𝑃𝑡
+  
𝑀𝑡−1
𝑃𝑡
 =    𝐶𝑡 + 𝐾𝑡 +
𝑀𝑡
𝑃𝑡
+
𝐵𝑡
𝑃𝑡
   (2.11) 
where Yt is aggregate output, which is the good consumption price multiplied by its consumed 
quantity, τNt is the lump sum tax in terms of the aggregate real value, Kt-1 denotes the aggregate 
stock of capital started at period t, Bt-1 and Mt-1 denote bond and real money balance that is 
assumed the household holds.   
Production function 
The production function takes the form:  
𝑌𝑡 = 𝐹(𝐾𝑡−1, 𝑁𝑡) 
or in per capita form where the production function is divided by Nt (assuming constant 
population N and production function with constant returns to scale):  
𝑦𝑡 = 𝑓(𝑘𝑡−1) 
Hence, households earn income which can be spent on consumption, invested in capital, stored 
as bonds or kept as money. Thus, the production function can be substituted and the budget 
constraint in per capita form can be rewritten:  
𝑓(𝑘𝑡−1) + 𝜏𝑡 + (1 − 𝛿)𝑘𝑡−1 +
𝑖𝑡−1𝑏𝑡−1+𝑚𝑡−1
𝜋𝑡
=  𝑐𝑡 + 𝑘𝑡 + 𝑚𝑡 + 𝑏𝑡       (2.12) 
where 𝜋𝑡 ≡
𝑃𝑡
𝑃𝑡−1
 . This problem can be solved using Lagrangian methods.  
                                                 
16 İmrohoroğlu (1992) provided solid evidence that holding money can be justified by transaction motive of 
money demand under uncertain income conditions for smoothing consumption.  
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𝑚𝑎𝑥
𝑐,𝑚,𝑘,𝑏
𝐸0 ∑ 𝛽
𝑡𝑢(𝑐𝑡, 𝑚𝑡) + 𝜆𝑡[𝑓(𝑘𝑡−1)
∞
𝑡=0 + 𝜏𝑡 + (1 − 𝛿)𝑘𝑡−1 +
𝑖𝑡−1𝑏𝑡−1+𝑚𝑡−1
𝜋𝑡
−  𝑐𝑡 − 𝑘𝑡 −
𝑚𝑡 − 𝑏𝑡]  (2.13) 
First order conditions (FOCs) for this problem are:  
ct:      𝛽𝑡𝑢′(𝑐𝑡) = 𝜆𝑡      (2.14) 
       kt:     −𝜆𝑡 + 𝐸𝑡𝜆𝑡+1[𝑓
′(𝑘𝑡) + (1 − 𝛿)] = 0         (2.15) 
mt:     𝛽𝑡𝑢′(𝑚𝑡) − 𝜆𝑡 + 𝐸𝑡𝜆𝑡+1
1
𝜋𝑡+1
= 0   (2.16) 
bt:     −𝜆𝑡 + 𝐸𝑡𝜆𝑡+1
𝑖𝑡
𝜋𝑡+1
= 0    (2.17) 
As for the equilibrium allocation alternatives, the FOCs can be transformed into formula, by 
substituting (2.14) with (2.17):  
𝑢′(𝑐𝑡) = 𝛽𝐸𝑡𝑢
′(𝑐𝑡+1)
𝑖𝑡
𝜋𝑡+1
                                                                      (2.18)  
Under general equilibrium models, the above formula represents the Euler equation, which is 
a key intertemporal condition. Utility lost from current consumption matches utility from 
adjusted future consumption due to the (real) gain from keeping bonds. It determines allocation 
over time.  
Substitute (2.17) into (2.18):  
𝐸𝑡𝑢
′(𝑐𝑡+1)[[𝑓
′(𝑘𝑡) + (1 − 𝛿)] = 𝐸𝑡𝑢
′(𝑐𝑡+1)
𝑖𝑡
𝜋𝑡+1
                                          (2.19) 
The real interest rate based on Fisher equation:  
𝑟𝑡 ≡ 𝐸𝑡
𝑖𝑡
𝜋𝑡+1
                                                                                         (2.20) 
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The marginal product of capital (net of depreciation) equals the real interest rate. Substitute 
(2.14) with (2.16):  
𝑢′(𝑚𝑡) + 𝛽𝐸𝑡𝑢
′(𝑐𝑡+1)
𝑖𝑡
𝜋𝑡+1
= 𝑢′(𝑐𝑡) 
Lost utility from current consumption matches utility from money today and additional utility 
from future consumption. Merging (2.14), (2.17) with (2.16):  
𝛽𝑡𝑢′(𝑚𝑡) − 𝛽
𝑡𝑢′(𝑐𝑡) +
𝛽𝑡𝑢′(𝑐𝑡)
𝑖𝑡
= 0 
Divide by βtand rearrange:  
𝑢′(𝑚𝑡)
𝑢′(𝑐𝑡)
= 1 −
1
𝑖𝑡
                                                             (2.21) 
This relates the marginal rate of substitution between money and consumption to their relative 
price. In order to solve the model production and utility functions are assumed.  
Production function:  
𝑦𝑡 = 𝑒
𝑧𝑡𝑘𝑡−1
𝛼                                                         (2.22) 
The z, the Total Factor Productivity shock follows an AR(1) process and 𝜀𝑧,𝑡 represents the 
TFP shock:  
𝑧𝑡 = 𝑝𝑧𝑧𝑡−1 + 𝜀𝑧,𝑡                                                      (2.23) 
Utility function:  
𝑈𝑡 = 𝐼𝑛𝑐𝑡 + 𝐼𝑛𝑚𝑡                                                       (2.24) 
Monetary policy 
Monetary policy is very simple. We assume that money follows a stochastic process:  
𝑀𝑡 = 𝑒
𝜃𝑡𝑀𝑡−1 
which yields:  
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𝑚𝑡 =
𝑚𝑡−1
𝜋𝑡
𝑒𝜃𝑡                                                       (2.25) 
where:  
𝜃𝑡 = 𝜌𝜃𝜃𝑡−1 + 𝜀𝜃,𝑡                                                    (2.26) 
The 𝜃, the money supply shock, follows an AR(1) process and 𝜀𝜃,𝑡 represents the money 
supply shock. Assume that bonds are in zero net supply:  
𝑏𝑡 = 0 
Government 
The government budget is balanced every period:  
𝑁𝜏𝑡𝑃𝑡 = 𝑀𝑡 − 𝑀𝑡−1 
or: 
𝜏𝑡 = 𝑚𝑡 −
𝑚𝑡−1
𝜋𝑡
 
Substitute these into (2.12) to get:  
𝑦𝑡 + (1 − 𝛿)𝑘𝑡−1 = 𝑐𝑡 + 𝑘𝑡                                                                        (2.27) 
Therefore, there are 9 equations: (2.18) through (2.26) with 9 endogenous variables to be solved 
for: 𝑦𝑡 , 𝑘𝑡, 𝑚𝑡, 𝑐𝑡, 𝑖𝑡, 𝑟𝑡, 𝜋𝑡, 𝑧𝑡 , 𝜃𝑡. First, the model’s steady state is derived (see Appendix C). 
Second, the steady state model will derive log-linear approximation around it (see Appendix 
D). Next, to solve the model, the model is calibrated by using the Dynare. 
2.6.2 Calibration and Simulation of MIU Model 
In simulating the property of the superneutrality of various money aggregates, the calibration 
method is used. Choice of parameter values are chosen to match the characteristics of 
Indonesia. The value of discount rate (β) is based on the average value of real interest rate for 
44 
 
the period 2001 to 2015. By taking the inverse of the real interest rate, then the value of (β) is 
0.9826.  
The value of autoregressive parameter (𝜌𝜃) is calculated based on the estimation for each type 
of monetary aggregate (simple-sum and broad money aggregates) as a process of 
autoregressive of money growth with its first lag (see Table 2.4).  
Table 2.4 The Value of Autoregressive Parameter 𝜌𝜃 
   
Dependent Variables  Coefficient   Standard deviation  
ΔRM1 0.18 0.08 
ΔRM2 0.33 0.08 
ΔRDIVM1 0.08 0.09 
ΔRDIVM2 0.18 0.08 
 
Meanwhile the standard deviation is estimated for each corresponding money aggregate. The 
remaining prior parameters are gathered from Walsh (2010) and Broza-Brzezina (2011). By 
means of the Dynare platform, the money-in-utility model is simulated. In order to ensure a 
stationary environment in the model, the study will generate the theoretical moments after the 
data has been filtered through Hodrick-Prescott (HP). Since the study looks for HP filtered 
moments to solve the policy function and simulate the model, it uses the HP filter with 𝜆 =
1600 for quarterly data. The calibration is executed under a linearised model based on a first 
order Taylor approximation. Moreover, the simulated responses of the output, inflation and 
interest rate to productivity and money growth shocks are then reported. It is assumed that these 
shocks are uncorrelated with each other (see Juillard (2003) for using the conditional 
correlation of the shocks). The main properties of the money-in-utility function – the 
superneutrality of money – are shown by the simulated impulse responses. Similar to prior 
studies, the outcome shows that although the super-neutrality property simulation is conducted 
with various money aggregates (both simple-sum narrow and broad money, and divisia narrow 
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and broad money), the growth of money supply shocks do not have any real impact and real 
variables are mostly influenced by productivity shocks. Figure 2.8 presents the responses of 
the variables to a positive 1% standard deviation technology shock. A fall in prices and an 
increase in output are noticed upon the shock. The simulation shows that the real variables 
(consumption, output and capital shock) are determined by productivity shocks with the same 
pattern for different monetary measurements. 
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Figure 2.8 Impulse Response Functions to a Productivity Shock  
           Panel a: Simple-Sum Narrow Money (RM1)             Panel b: Simple-Sum Broad Money (RM2) 
  
 
 
 
 
        
 
  
 
           Panel c: Divisia Narrow Money (RDIVM1)              Panel d: Divisia Broad Money (RDIVM2) 
 
 
 
 
 
 
 
 
 
47 
 
Unfortunately, the rate of inflation does not impact the real variables (except real money 
balance). Similar to Ivanov (2014), the positive interaction amid the nominal rates of interest 
and the inflation is inconsistent with the empirical work of the “liquidity effect”. The interest 
rates (nominal) increase according to a shock in positive money supply as a result of the higher 
foreseen inflation. Additionally, the property of superneutrality is generated as consumption 
and money are divisible in the function of utility. In regard to non-separability, the steady-state 
numbers of the variables will be contingent upon the nominal growth of money through its 
effects on the inflation rate.  
The objective of doing this simulation, other than to check for superneutrality with respect to 
various monetary measurements, is also to observe the probability of different persistence of 
variables as impulse response to the productivity and growth of money supply shocks. As 
shown by Figure 2.9, the persistence of all various money aggregates is displayed. Furthermore, 
real broad money (RM2) has higher persistence corresponding to their initial autoregressive 
parameters. The speed of adjustment to initial equilibrium of real divisia narrow money 
(RDIVM1) is faster compared with others that are in line with the movement of nominal 
interest rate and inflation. 
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Figure 2.9 Lagged Correlation of Variables – Stochastic Simulations 
 
           Panel a: The Persistence of Money        Panel b: The Persistence of Nominal Interest Rate 
  
 
 
 
      
  
    
 
 
           Panel c: The Persistence of Inflation       Panel d: The Persistence of Money Growth Shock 
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2.7 Estimating Money Demand Function and Cointegration 
For the money demand function estimation with a cointegration test, data is collected for the 
period 1981.Q1 to 2016.Q2 (see Table 2.5). The assumption that a measure of real income, 
domestic and foreign nominal interest rates, and nominal exchange rate determine real money 
demand is based on Hueng (1998), Narayan (2007) and Hong and Chea (2010) in the money 
demand function formulation. Any seasonality problems were removed using the X12 filter.  
Table 2.5 Description of Data Sources 
 
 
2.7.1 Model Specification 
The model specification for the money demand equation should be examined first to determine 
whether the Fisher equation holds in Indonesia. As studied by Beyer, Haug and Dewald (2009), 
the Fisher equation can be presented as below: 
𝑖𝑡
𝑠 = 𝑟𝑡 + 𝛽𝜋𝑡
𝑠 + 𝑒𝑡   
where 𝑖𝑡
𝑠 is the nominal interest rate, 𝑟𝑡 is the real interest rate, 𝜋𝑡
𝑠 is inflation and 𝑒𝑡 is the error 
term. If the nominal interest rate is cointegrated with inflation, then the real interest rate is 
stationary.  
This is a condition for the Fisher effect to hold, and the value of 𝛽 equals 1 (unity). Following 
Cziraky and Max (2006) and Ivanov et al. (2014), the study examines whether the Fisher 
No. Variables Sources 
1 Simple-Sum M1 Bank Indonesia 
2 Simple-Sum M2 Bank Indonesia 
3 Divisia M1 Author Calculation 
4 Divisia M2 Author Calculation 
5 Real GDP Bank Indonesia 
6 1-Month Deposit Rate Bank Indonesia 
7 Nominal Exchange Rate Bank Indonesia 
8 3-Months US Treasury Bills  CEIC 
9 Consumer Price Index (CPI) Bank Indonesia 
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equation in Indonesia holds by investigating the long-run relationship between the 1 month 
deposit rate and inflation, both in logarithmic form. This involves the cointegration test, namely 
the two step procedure of Engle-Granger. Under the logarithm form, inflation is pinned down 
as a simple difference in the log of the price index (∆ ln(𝐶𝑃𝐼)).  
At the beginning, the study estimates the Fisher equation, and the result is as below:     
ln(𝐷𝐸𝑃1𝑀) = 2.320 + 7.539  ∆ ln(𝐶𝑃𝐼)  
            
where the t-statistic for the constant is 50.92 (significant at 1%) and inflation is 5.86 (significant 
at 1%). Afterwards, the residual from the estimated Fisher equation is checked for degree of 
stationarity. The ADF test for trend and intercept is used, finding that the residual is I(0) (see 
Table 2.6). Since the residuals are stationary, the results imply that the Fisher equation holds 
in Indonesia.  
Table 2.6 Engle Granger Test for Cointegration 
ADF Test on Residuals 
Augmented Dickey-Fuller Statistic -4.814 
Critical value at 1% level -4.024 
p-value 0.000 
The money demand model specification is set up, following Hueng (1998) and Chin-Hong and 
Lee-Chea (2010), in the logarithm form for an open economy using both logarithm (semi-
elasticities) and log-log (elasticities) models for Indonesia. In each logarithm and log-log 
model, real money demand for the small economy is a function of real income, domestic 
interest rate, the foreign interest rate and the exchange rate.  
The specification of the demand for money equation in the logarithm form can be           
expressed as:  
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𝑙𝑛
𝑀𝑑
𝐶𝑃𝐼
= 𝛽0 + 𝛽1𝑙𝑛𝑅𝐸𝐴𝐿𝐺𝐷𝑃𝑡 + 𝛽2 𝐼𝐷𝐸𝑃1𝑀𝑡 + 𝛽3𝑙𝑛𝐸𝑅𝑡 +𝛽4𝑈𝑆𝑇𝐵3𝑀𝑡 +  𝜀𝑡    (2.28) 
where 𝑙𝑛
𝑀𝑑
𝐶𝑃𝐼
  represent both real money aggregates and real divisia money with details: (1) real 
simple-sum narrow money (RM1), (2) real simple-sum broad money (RM2), (3) real divisia 
narrow money (RDIVM1), and (4) real divisia broad money (RDIVM2).  
Note that β0 is constant, while β1 and β3 are stated in terms of elasticity for both the real income 
(REALGDP) and nominal exchange rate (ER), and εt is the error term. Domestic and foreign 
nominal interest rates are in non-logarithmic form, which are 1 month deposit rate (IDEP1M) 
and 3 months US Treasury Bill (USTB3M), respectively. Thus, β2 and β4 are semi-interest rate 
elasticity of money demand, where the changes in real money demand in percentage term is 
captured if either IDEP1M or USTB3M changes by 1%. 
Second, the log-log model for money demand equation can be written as below: 
𝑙𝑛
𝑀𝑑
𝐶𝑃𝐼
= 𝛽0 + 𝛽1𝑙𝑛𝑅𝐸𝐴𝐿𝐺𝐷𝑃𝑡 + 𝛽2 𝑙𝑛𝐼𝐷𝐸𝑃1𝑀𝑡 + 𝛽3𝑙𝑛𝐸𝑅𝑡 +𝛽4𝑙𝑛𝑈𝑆𝑇𝐵3𝑀𝑡 + 𝜀𝑡    (2.29) 
in which the real money aggregates and real divisia money are captured by 𝑙𝑛
𝑀𝑑
𝐶𝑃𝐼
. Note that β0 
is constant, while β1, β2, and β3 are stated in terms of elasticity, with respect to Real GDP, 1 
month deposit rate and nominal exchange rate. However, domestic and foreign nominal interest 
rates are in non-logarithmic form.  
2.7.2 Unit Root Test (ADF and PP) 
Table 2.7 reports the unit root test result for the ADF (with constant, and constant and linear 
trend) and PP (with constant). All variables are stationary at the first difference according to 
the test results. Meanwhile, Table 2.8 shows that the null hypothesis of a unit root test for all 
variables is consistently rejected at the 1% significance level. This implies that all the variables 
after first difference are stationary.  
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Table 2.7 ADF and PP Unit Root Tests for Level 
Variables 
ADF Phillips-Perron 
(Constant) 
(Constant 
and Linear 
Trend) 
(Constant) 
(Constant 
and Linear 
Trend) 
Real Money 
Balance 
Simple-Sum        
(RM1) 
-0.410 -2.716 -0.440 -3.009 
Simple-Sum       
(RM2) 
-3.604*** -1.451 -3.439*** -1.452 
Divisia M1 
(RDIVM1)  
0.016 -3.307 0.131 -3.307 
Divisia M2 
(RDIVM2) 
-1.271 -1.294 -1.307 -1.318 
Real GDP (LREALGDP) 0.248 -2.036 0.240 -1.846 
Short Run- 
Domestic 
Nominal 
Interest Rates 
1-Month Deposit 
Rate (IDEP1M) 
-4.013*** -4.747*** -2.979** -3.437 
1-Month Deposit 
Rate (LDEP1M) 
-2.868** -4.317*** -2.258 -3.280 
Exchange Rate (LER) -1.612 -2.066 -1.445 -1.934 
Short Run- 
Foreign 
Nominal 
Interest Rates 
3M-USTbills 
(IUSTB3M) 
-2.673 -4.095*** -2.173 -3.294 
3M-USTbills 
(LUSTB3M) 
-1.511 -2.641 -1.408 -2.640 
   *** Significant at 1% 
   **   Significant at 5% 
 
Table 2.8 ADF and PP Unit Root Tests for First Difference 
 
Variable 
ADF Phillips-Perron 
(Constant) 
(Constant and 
Linear Trend) 
(Constant) 
(Constant and 
Linear Trend) 
Real Money 
Balance 
Simple-Sum        
(RM1) 
-10.998*** -10.957*** -11.026*** -10.986*** 
Simple-Sum       
(RM2) 
-4.6748*** -12.590*** -12.127*** -12.600*** 
Divisia M1 
(RDIVM1)  
-11.969*** -11.937*** -12.000*** -11.970*** 
Divisia M2 
(RDIVM2) 
-7.092*** -12.764*** -12.691*** -12.741*** 
Real GDP (LREALGDP) -7.323*** -7.321*** -7.317*** -7.315*** 
Short Run- 
Domestic 
Nominal 
Interest Rates 
1-Month 
Deposit Rate 
(IDEP1M) 
-7.478*** -7.449*** -8.810*** -8.780*** 
1-Month 
Deposit Rate 
(LDEP1M) 
-7.177*** -7.150*** -8.563*** -8.532*** 
Exchange Rate (LER) -5.298*** -5.384*** -8.433*** -8.444*** 
Short Run- 
Foreign 
Nominal 
Interest Rates 
3M-USTbills 
(IUSTB3M) 
-5.194*** -5.226*** -11.978*** -12.036*** 
3M-USTbills 
(LUSTB3M) 
-12.068*** -12.023*** -12.240*** -12.185*** 
   *** Significant at 1% 
   **   Significant at 5% 
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2.7.3 Johansen Cointegration 
Cointegration analysis is used to analyse the relationship between real monetary aggregates 
and its determinants in the long run. Prior to this, we obtain the appropriate lag as the base 
order of the VAR system. For real simple-sum narrow money (RM1), both logarithm models 
and log-log models suggest using lag 1 based on Schwarz Criterion (SC). Meanwhile, for real 
simple-sum broad money (RM2), both logarithm models and log-log models recommend using 
lag 2 based on Schwarz Criterion (SC) and Hannan-Quinn criterion (HQ).  
Tables 2.9 and 2.10 report the Johansen-Juselius multivariate cointegration test results based 
on λmax and λtrace statistics proposed by Johansen (1988) and Johansen and Juselius (1990). With 
these two statistics17, the existence of the stability money demand function can be determined 
if cointegration is found. Table 2.9 shows that both λmax and λtrace are consistent, in which real 
simple-sum narrow money (RM1) for the logarithm model suggests two cointegrating vectors 
while the log-log model provides one cointegrating vector. Furthermore, both the logarithm 
and log-log models for real simple-sum broad money (RM2) are provided with two 
cointegrating vectors.  
For Table 2.10, the λmax and λtrace statistics recommend that real divisia narrow money 
(RDIVM1) and broad money (RDIVM2) have been cointegrated for both log and double log 
models. The real divisia narrow money (RDIVM1) of logarithm and log-log models are based 
on lag 1 (SC) and lag 2 (SC), respectively. Meanwhile, for real divisia broad money 
(RDIVM2), both logarithm and log-log models recommend lag 2 based on Schwarz (SC), 
Hannan-Quinn (HQ) and Akaike (AIC). Therefore, each of the money aggregates is found to 
be cointegrated in the long run, showing that money demand function is stable for any particular 
variety of money. 
                                                 
17 As discussed in Johansen and Juselius (1990), it is recommended to choose λtrace if there is conflict between 
the two statistics (Dahalan, 2003).   
54 
 
Table 2.9 Johansen Cointegration Test Results of Real Simple-Sum Money Aggregates 
 
 
  
   
Null Hypothesis 
Eigen 
Value 
Test Statistics 5% critical value 
λmax λtrace λmax λtrace 
Dependent Variable: Real Simple-Sum Narrow Money Aggregate (RM1) 
Logarithm 
Models (Semi-
Elasticities) 
RM1, LREALGDP, IDEP1M, LER, IUSTB3M (Lag: 1, SC) 
r=0 0.347 59.861*** 110.488*** 33.876 69.818 
r≤1 0.173 26.670* 50.627** 27.584 47.856 
r≤2 0.119 17.770 23.956 21.131 29.797 
r≤3 0.038 5.566 6.186 14.264 15.494 
r≤4 0.004 0.619 0.619 3.841 3.841 
Log-Log 
Models 
(Elasticities) 
RM1, LREALGDP, LDEP1M, LER, LUSTB3M (Lag: 1, SC) 
r=0 0.287 47.488*** 80.079*** 33.876 69.818 
r≤1 0.127 19.105 32.591 27.584 47.856 
r≤2 0.058 8.367 13.485 21.131 29.797 
r≤3 0.034 4.914 5.118 14.264 15.494 
r≤4 0.001 0.203 0.203 3.841 3.8414 
Dependent Variable: Real Simple-Sum Broad Money Aggregate (RM2) 
Logarithm 
Model (Semi-
Elasticities) 
RM2, LREALGDP, IDEP1M, LER, IUSTB3M (Lag: 2, SC/ HQ) 
r=0 0.510 99.326*** 157.180*** 33.876 69.818 
r≤1 0.243 38.763*** 57.854*** 27.584 47.856 
r≤2 0.103 15.153 19.090 21.131 29.797 
r≤3 0.025 3.577 3.937 14.264 15.494 
r≤4 0.002 0.359 0.359 3.841 3.841 
Log-Log 
Model 
(Elasticities) 
RM2, LREALGDP, LDEP1M, LER, LUSTB3M (Lag: 2, HQ) 
r=0 0.418 75.308*** 120.140*** 33.876 69.818 
r≤1 0.201 31.314** 44.832* 27.584 47.856 
r≤2 0.069 10.035 13.517 21.131 29.797 
r≤3 0.023 3.317 3.481 14.264 15.494 
r≤4 0.001 0.164 0.164 3.841 3.841 
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Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
Table 2.10 Johansen Cointegration Test Results of Real Divisia Money Aggregates 
       
Null Hypothesis Eigen Value 
Test Statistics 5% critical value 
λmax λtrace λmax λtrace 
Dependent Variable: Real Divisia Narrow Money Aggregate (RDIVM1) 
Logarithm 
Models 
(Semi-
Elasticities) 
RDIVM1, LREALGDP, IDEP1M, LER, IUSTB3M (Lag: 1, SC) 
r=0 0.472 89.53721*** 130.8258*** 33.87687 69.81889 
r≤1 0.126 18.96280 41.28856 27.58434 47.85613 
r≤2 0.108 16.1188 22.32575 21.13162 29.79707 
r≤3 0.040 5.76132 6.206952 14.2646 15.49471 
r≤4 0.003 0.445320 0.445320 3.841466 3.841466 
Log-Log 
Models 
(Elasticities) 
RDIVM1, LREALGDP, LDEP1M, LER, LUSTB3M (Lag: 2, AIC) 
r=0 0.329 55.569*** 85.62643*** 33.876 69.818 
r≤1 0.117 17.372 30.056 27.584 47.856 
r≤2 0.050 7.133 12.684 21.131 29.797 
r≤3 0.038 5.431 5.550 14.264 15.494 
r≤4 0.000 0.119 0.119 3.841 3.841 
Dependent Variable: Real Divisia Broad Money Aggregate (RDIVM2) 
Logarithm 
Model (Semi-
Elasticities) 
RDIVM2, LREALGDP, IDEP1M, LER, IUSTB3M (Lag: 2, SC/ HQ) 
r=0 0.329 55.560*** 96.788*** 33.876 69.818 
r≤1 0.155 23.500 41.227 27.584 47.856 
r≤2 0.080 11.591 17.726 21.131 29.797 
r≤3 0.035 5.013 6.135 14.264 15.494 
r≤4 0.008 1.122 1.122 3.841 3.841 
Log-Log 
Model 
(Elasticities) 
RDIVM2, LREALGDP, LDEP1M, LER, LUSTB3M (Lag: 2, AIC/ HQ) 
r=0 0.297 49.077*** 81.074*** 33.876 69.818 
r≤1 0.123 18.349 31.996 27.584 47.856 
r≤2 0.064 9.274 13.647 21.131 29.797 
r≤3 0.029 4.229 4.373 14.264 15.494 
r≤4 0.001 0.143 0.143 3.841 3.841 
Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
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Having found the cointegrated vectors, signs of variable coefficients appropriate with the 
robust theory of money demand are checked. Table 2.11 shows normalised cointegrated vectors 
for real money aggregates (M1 and M2) and real divisia money (M1 and M2).  
Table 2.11 Long-Run Relationship: Vector Error Correction Estimates 
 
  
 
   
Parameter  b0 b1 b2 b3 b4 b5 
Logarithm 
Models      
Semi-
Elasticities                
[t-statistics] 
Constant RM1 LREALGDP IDEP1M LER IUSTB3M 
-13.470 -1.000 1.942 -0.064 -0.316 0.052 
    [6.40]*** [-7.199]*** [-2.531]** [1.606] 
Constant RM2 LREALGDP IDEP1M LER IUSTB3M 
-10.827 -1.000 1.243 0.066 0.422 -0.035 
    [7.840]*** [13.514]*** [6.060]*** [-2.134]** 
Constant RDIVM1 LREALGDP IDEP1M LER IUSTB3M 
-9.214 -1.000 1.363 -0.018 -0.002 0.015 
    [24.806]*** [-11.096]*** [-0.118] [2.628]*** 
Constant RDIVM2 LREALGDP IDEP1M LER IUSTB3M 
-15.050 -1.000 1.592 0.067 0.325 0.001 
    [5.996]*** [7.961]*** [2.908]*** [0.070] 
Log-Log 
Models            
Semi-
Elasticities                
[t-statistics] 
Constant RM1 LREALGDP LDEP1M LER LUSTB3M 
-23.030 -1.000 3.252 -1.382 -0.860 0.321 
    [6.100]*** [-5.768]*** [-4.449]*** [4.371]*** 
Constant RM2 LREALGDP LDEP1M LER LUSTB3M 
-15.242 -1.000 1.350 1.159 0.537 -0.582 
    [5.724]*** [10.738]*** [5.803]*** [-1.814]* 
Constant RDIVM1 LREALGDP LDEP1M LER LUSTB3M 
-9.087 -1.000 1.569 -0.665 -0.161 0.086 
    [9.873]*** [-8.613]*** [-2.751]*** [3.842]*** 
Constant RDIVM2 LREALGDP LDEP1M LER LUSTB3M 
-13.402 -1.000 1.244 1.055 0.463 -0.097 
    [3.912]*** [7.342]*** [3.863]*** [-2.230]** 
Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
 
 
The real GDP and foreign nominal interest rate should have a positive value of coefficient 
while the domestic and nominal exchange rate should have a negative sign of coefficient. If 
57 
 
income increases then it will provide more liquidity to the economy and in turn raise the level 
of money. The same direction should be demonstrated when the foreign interest rate increases, 
as the money aggregates should increase as well because of imperfect substitution between 
domestic money and foreign money (Hueng, 1998). Meanwhile, increasing the domestic 
nominal interest rate will increase the level of money since the expected return from saving 
money is lessening. Furthermore, the currency substitution effect is predicted to exist when 
depreciations of local currency result in a lower level of money. In other words, when the 
nominal exchange rate increases, then there will be a phenomenon known as flight to currency 
because people are avoiding loss of holding local currency. 
Based on the logarithm model and log-log model, only both real simple-sum M1 and real 
divisia M1 indicate the correct signs for all regressors in the money demand function. 
Meanwhile, real simple-sum M2 and real divisia M2 present incorrect signs and are contrary 
to the theory. In the case of real simple-sum M1, the coefficient of real GDP for logarithm 
models indicates the elasticity income to money above 1 (1.94) but lower than the one for log-
log models which is 3.25. For divisia M1, the logarithm models outperform by presenting a 
consistent lower coefficient which is close to unity (1.36) compared to the log-log models that 
record 1.57. Therefore, although all the various money measurements in the money demand 
function have proved to be stable, nevertheless only the real simple-sum M1 and divisia 
RDIVM1 are proper targets of monetary policy based on both Johansen test’s result and 
appropriate sign for its determinants consistent with the theory regardless of the specification 
of the models. 
All the variables in the cointegration relation for both logarithm models and log-log models are 
tested for the exclusion. Concurrently, economic limitations are inflicted on the cointegration 
space for an economic meaning in the cointegrating relationship to be derived. For both 
logarithm models and log-log models, the coefficient on the 𝑖th determinant in the money 
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demand model is 𝛽𝑖, where the null hypothesis for each test is that 𝛽𝑖 is zero. Based on an LR-
statistic (p-value), the test data in Johansen (1991) are used. The test statistics for these 
exclusion variables are reported in Table 2.12 and Table 2.13. 
Table 2.12 Testing for Restriction of Variables in the Long-run Relationship (Logarithm 
Models) 
   
Logarithm Models (Semi-Elasticities) LR Statistics p-Values 
(a) Restriction imposed on real income (LREALGDP): β1=0 
Model of RM1 1.200 0.273 
Model of RM2 24.250 0.000 
Model of RDIVM1 24.440 0.000 
Model of RDIVM2 5.789 0.016 
(b) Restriction imposed on 1-Month Deposit Rate (IDEP1M): β2=0 
Model of RM1 33.190 0.000000 
Model of RM2 59.696 0.000000 
Model of RDIVM1 68.780 0.000000 
Model of RDIVM2 30.426 0.000000 
(c) Restriction imposed on Nominal Exchange Rate (LER): β3=0 
Model of RM1 3.845 0.049 
M odel of RM2 15.719 0.000 
Model of RDIVM1 0.009 0.922 
Model of RDIVM2 3.797 0.051 
(d) Restriction imposed on 3-Months US Treasury Bill (IUSTB3M): β4=0 
Model of RM1 1.761 0.184 
Model of RM2 3.129 0.076 
Model of RDIVM1 5.388 0.020 
Model of RDIVM2 0.003 0.955 
 
For logarithm models as reported in Table 2.12, with real simple-sum narrow money (RM1), 
only real income (LREALGDP) and 3 months US Treasury Bills (USTB3M) are not 
statistically significant at the 10% level. Nevertheless, the role of real income (LREALGDP) 
and 3 months US Treasury Bills (USTB3M) cannot be neglected from the cointegrated factor 
since they form part of the long-run relationship. Meanwhile, for real divisia narrow money 
(RDIVM1) all of the regressors are statistically significant at the 10% level except for nominal 
exchange rate (LER). In the context of a small open economy, the role of the exchange rate in 
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Indonesia can also be neglected. Unlike simple-sum narrow money (RM1), the simple-sum 
broad money (RM2) outperforms for all independent variables indicated by the 10% 
significance level. In addition, the performance of divisia broad money (RDIVM2) is almost 
perfect except for 3 months US Treasury Bills.  
For log-log models as reported in Table 2.13, with real simple-sum narrow money (RM1), only 
real income (LREALGDP) is not statistically significant at the 10% level.  
Table 2.13 Testing for Restriction of Variables in the Long-run Relationship (Log-Log 
Models) 
   
Logarithm Models (Semi-Elasticities) LR Statistics p-Values 
(a) Restriction imposed on real income (LREALGDP): β1=0 
Model of RM1 1.900 0.168 
Model of RM2 8.389 0.003 
Model of RDIVM1 5.173 0.022 
Model of RDIVM2 2.107 0.146 
(b) Restriction imposed on 1-Month Deposit Rate (IDEP1M): β2=0 
Model of RM1 25.855 0.000 
Model of RM2 43.926 0.000 
Model of RDIVM1 32.674 0.000 
Model of RDIVM2 30.583 0.000 
(c) Restriction imposed on Nominal Exchange Rate (LER): β3=0 
Model of RM1 13.852 0.000 
Model of RM2 15.012 0.000 
Model of RDIVM1 4.835 0.027 
Model of RDIVM2 7.561 0.005 
(d) Restriction imposed on 3-Months US Treasury Bill (IUSTB3M): β4=0 
Model of RM1 15.407 0.000 
Model of RM2 2.474 0.115 
Model of RDIVM1 11.576 0.000 
Model of RDIVM2 3.299 0.069 
 
Nevertheless, the role of real income (LREALGDP) cannot be neglected from the cointegrated 
factors since they form part of the long-run relationship. Meanwhile, real divisia narrow money 
(RDIVM1) outperforms for all independent variables indicated by the 10% significance level. 
For simple-sum broad money (RM2), only 3 months US Treasury Bills (USTB3M) is not 
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statistically significant at the 10% level. The statistical insignificance of the foreign interest 
rate reflects that this variable can be omitted from the cointegration space. However, to 
conclude that there is no foreign influence on the demand for money in Indonesia may not be 
accurate since Indonesia is a small open economy and foreign influences might manifest 
themselves through other channels such as the exchange rate. Additionally, for divisia broad 
money (RDIVM2), only real income (LREALGDP) is not statistically significant at                   
the 10% level. 
Moreover, the role of nominal exchange rate and foreign interest rate in the external economy 
sector of Indonesia has been tested with respect to the superior real simple-sum M1 and divisia 
RDIVM1. For the logarithmic models, the exchange rate is essential as determinants of the real 
simple-sum M1 with respect to money demand function under open economy, while for log-
log models the foreign interest rate (3 months US Treasury Bills) is the best option. Meanwhile, 
both nominal exchange rate and foreign interest rate under the log-log models play an important 
role in the external sector of Indonesia economy. Therefore, the superior real simple-sum M1 
and divisia RDIVM1 are the proper choice as the targets of monetary instruments in an open 
economy based on the Wald test which depends upon the specification of the models. 
2.7.4 VECM Estimation 
In finding the short-run causality among variables, the study uses the Wald test in order to 
compare F-test with F-statistic. Based on the VECM, the result of the Granger causality test is 
in Table 2.14. First, the estimated coefficient of the error correction term for real simple-sum 
narrow money (RM1) of both logarithm models and log-log models have proper negative signs 
and are statistically significant at the 5% level. The error correction term value of the logarithm 
model, -0.021, implies 2.1% of money demand deviation in the short run would be adjusted in 
every quarter towards the steady state equilibrium level of money demand in the long run.  
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Table 2.14 Short Run and Long Run VECM Granger Causality Analysis (Real Simple-Sum 
Narrow Money-RM1) 
       
Logarithm Models (Semi-Elasticities) 
Dependent Variables Type of Granger Causality       
  Short-run         Long-run 
  
ΔRM1 
ΔLRGD
P 
ΔIDEP1M ΔLER ΔIUSTB3M 
ECMt-1 
  χ
2-statistics [p-Values] [t-statistics] 
ΔRM1 - 0.629 2.162 3.796 4.880 -0.021 
   [0.427] [0.141] [0.051] [0.027] [-2.609]*** 
ΔLRGDP 0.002 - 0.388 21.648 0.710 -0.006 
  [0.958]  [0.533] [0.000] [0.399] [-2.515]** 
ΔIDEP1M 3.160 17.217 - 30.705 0.038 -2.724 
  [0.075] [0.000]  [0.000] [0.843] [-5.715]*** 
ΔLER 0.071 4.200 0.087 - 0.395 -0.049 
  [0.789] [0.040] [0.766]  [0.529] [-2.425]*** 
ΔIUSTB3M 2.083 0.399 1.318 0.833 - -0.057 
  [0.148] [0.527] [0.250] [0.361]   [-0.393] 
Log-Log Models (Elasticities) 
Dependent Variables Type of Granger Causality       
  Short-run         Long-run 
  
ΔRM1 
ΔLRGD
P 
ΔLDEP1
M 
ΔLER 
ΔLUSTB3
M ECMt-1 
  F-statistics [p-Values] [t-statistics] 
ΔRM1 - 2.157 1.253 4.424 0.744 -0.013 
   [0.141] [0.262] [0.035] [0.388] [-1.979]** 
ΔLRGDP 0.180 - 0.020 26.195 0.670 -0.004 
  [0.671]  [0.886] [0.000] [0.412] [-2.174]** 
ΔLDEP1M 0.040 4.953 - 14.983 0.801 -0.093 
  [0.840] [0.026]  [0.000] [0.370] [-4.970]*** 
ΔLER 0.957 4.689 2.543 - 1.121 -0.039 
  [0.327] [0.030] [0.110]  [0.289] [-2.517]** 
ΔLUSTB3M 0.164 0.449 0.688 0.441  0.068 
  [0.684] [0.502] [0.406] [0.506] - [0.820] 
Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
 
Meanwhile, the error correction term value of the log-log model,  
-0.013, implies 1.3% of money demand of short-run deviation could be remedied to the long-
run equilibrium level of money demand in every quarter. This suggests that the demand for 
RM1 performs faster in correcting the return of adjustment to equilibrium in the logarithm 
model than the log-log model. In both logarithm models and log-log models, the nominal 
exchange rate (LER) does Granger-cause real simple-sum narrow money (RM1) at the 10% 
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level in the short-run with coefficients, 3.8 and 4.4 respectively. The other regressors are not 
statistically significant at the 10% level. 
On the other hand, for logarithm models, real simple-sum narrow money (RM1) does Granger-
cause the 1 month deposit rate (IDEP1M) at the 10% level in the short run with coefficient 
3.16. It might be because the higher bank reserve as part of real simple-sum narrow money 
(RM1) influences the determination cost of funds from the bank that is conveyed to savers. 
Meanwhile, the real income (LREALGDP) does Granger-cause the nominal exchange rate 
(LER) at the 5% level in the short run with coefficient 4.2. It is possible that this happened 
because the higher domestic income of households leads to a higher level of foreign import of 
goods and services into the country. As for log-log models, the real income (LREALGDP) does 
Granger-cause the nominal exchange rate (LER) at the 5% level in the short run with   
coefficient 4.7. 
Second, the estimated coefficient of the error correction term for real simple-sum broad money 
(RM2) of both logarithm and log-log models have proper negative signs and are statistically 
significant at the 5% level. The error correction term value of logarithm model,  
-0.025, implies 2.5% of money demand deviation in the short run would be adjusted in every 
quarter towards the steady state equilibrium level of money demand in the long run (see       
Table 2.15). 
On the other hand, the error correction term value of the log-log model, -0.021, implies 2.1% 
of money demand of short-run deviation could be remedied to the long-run equilibrium level 
of money demand in every quarter. This suggests that the demand for RM2 performs faster in 
correcting the return of adjustment to equilibrium in the logarithm model than the log-log 
model. Meanwhile, in logarithm models, the real income (LREALGDP) and nominal exchange 
rate (LER) do Granger-cause real simple-sum broad money (RM2) at the 5% and 10% level in 
the short run but with higher coefficients, 22.7 and 5.06, respectively. The other regressors are 
63 
 
not statistically significant at the 10% level. As for log-log models, the real income 
(LREALGDP) and nominal exchange rate (LER) do Granger-cause real simple-sum narrow 
money (RM2) at the 1% level in the short run but with higher coefficients, 21.3 and 9.6 
respectively. The other regressors are not statistically significant at the 10% level. 
Instead, for the logarithm models, real simple-sum broad money (RM2) does Granger-cause 
both the real income (LREALGDP) and the nominal exchange rate (LER) at the 5% level in 
the short run but with higher coefficients, 6.2 and 7.4, consecutively. It might be because the 
Table 2.15 Short Run and Long Run VECM Granger Causality Analysis (Real Simple-Sum 
Broad Money-RM2) 
       
Logarithm Models (Semi-Elasticities) 
Dependent Variables Type of Granger Causality       
  Short-run         Long-run 
  
ΔRM2 
ΔLRGD
P 
ΔIDEP1M ΔLER ΔIUSTB3M 
ECMt-1 
  χ
2-statistics [p-Values] [t-statistics] 
ΔRM2 - 22.646 0.846 9.858 5.060 -0.025 
   [0.000] [0.654] [0.007] [0.079] [-2.785]*** 
ΔLRGDP 6.195 - 4.505 65.853 3.321 0.014 
  [0.045]  [0.105] [0.000] [0.190] [4.398]*** 
ΔIDEP1M 4.238 14.553 - 35.299] 0.451 5.047 
  [0.120] [0.000]  [0.000] [0.797] [7.836]*** 
ΔLER 7.358 32.148 0.655 - 1.973 -0.011 
  [0.025] [0.000] [0.720]  [0.372] [-0.423] 
ΔIUSTB3M 3.583 0.198 1.556 1.611 - 0.054 
  [0.166] [0.905] [0.459] [0.446]   [0.246] 
Log-Log Models (Elasticities) 
Dependent Variables Type of Granger Causality       
  Short-run         Long-run 
  
ΔRM2 
ΔLRGD
P 
ΔLDEP1
M 
ΔLER 
ΔLUSTB3
M ECMt-1 
  F-statistics [p-Values] [t-statistics] 
ΔRM2 - 21.286 1.254 9.627 0.172 -0.021 
   [0.000] [0.534] [0.008] [0.917] [-2.373]** 
ΔLRGDP 6.487 - 7.118 66.378 0.822 0.014 
  [0.039]  [0.028] [0.000] [0.662] [4.484]*** 
ΔLDEP1M 1.690 6.993 - 11.132 0.220 0.220 
  [0.429] [0.030]  [0.003] [0.895] [6.632]*** 
ΔLER 7.625 37.072 2.649 - 1.986 -0.018 
  [0.022] [0.000] [0.265]  [0.370] [-0.685] 
ΔLUSTB3M 0.616 0.560 1.541 0.789 - -0.061 
  [0.734] [0.755] [0.462] [0.674]   [-0.389] 
Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
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changes of real simple-sum broad money (RM2) influence the expenditure consumption of 
households and encourage economic agents to swap more of their local currency into foreign 
currency (flight to quality). Meanwhile, the real income (LREALGDP) and the nominal 
exchange rate (LER) do Granger-cause the 1 month deposit rate (IDEP1M) at the 5% level in 
the short run but with higher coefficients, 14.6 and 35.3, respectively. Thus, the higher actual 
output and depreciation of local currency lead to the domestic interest rate. As for log-log 
models, the real simple-sum broad money (RM2) does Granger-cause both the real income 
(LREALGDP) and the nominal exchange rate (LER) at the 5% level in the short run but with 
higher coefficients, 6.5 and 7.6, respectively. In addition to that, both the real income 
(LREALGDP) and the nominal exchange rate (LER) do Granger-cause the 1 month deposit 
rate (IDEP1M) at the 1% level in the short run but with higher coefficients, 7.0 and 11.1.  
Third, the estimated coefficients of the error correction term for real divisia narrow money 
(RDIVM1) of both logarithm and log-log models have proper negative signs and are 
statistically significant at the 10% level. The error correction term value of the logarithm model, 
-0.191, implies 19.1% of money demand deviation in the short run would be adjusted in every 
quarter towards the steady state equilibrium level of money demand in the long run (see      
Table 2.16). 
The error correction term value of the log-log model, -0.072, implies 7.2% of money demand 
of short-run deviation could be remedied to the long-run equilibrium level of money demand 
in every quarter. This suggests that the demand for RDIVM1 performs faster in correcting the 
return of adjustment to equilibrium in the logarithm model than in the log-log model. 
Furthermore, in logarithm models, the 1 month deposit rate (IDEP1M) does Granger-cause real 
divisia narrow money (RDIVM1) at the 1% level in the short run but with higher coefficient 
16.1. The other regressors are not statistically significant at the 10% level. As for log-log 
models, the real income (LREALGDP) and 1 month deposit rate (LDEP1M) do Granger-cause 
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real divisia narrow money (RDIVM1) at the 5% and 1% level in the short run but with higher 
coefficients, 8.9 and 9.2 respectively. The other regressors are not statistically significant at the 
10% level.   
Table 2.16 Short Run and Long Run VECM Granger Causality Analysis (Real Divisia 
Money-RDIVM1) 
       
Logarithm Models (Semi-Elasticities) 
Dependent Variables Type of Granger Causality       
  Short-run         Long-run 
  
ΔRDIVM
1 
ΔLRGD
P 
ΔIDEP1M ΔLER ΔIUSTB3M 
ECMt-1 
  χ
2-statistics [p-Values] [t-statistics] 
ΔRDIVM1 - 1.922 16.061 0.663 0.1633 -0.191 
   [0.165] [0.000] [0.415] [0.686] [-5.991]*** 
ΔLRGDP 0.083 - 0.205 21.583 0.407 -0.023 
  [0.772]  [0.650] [0.000] [0.523] [-2.305]** 
ΔIDEP1M 3.629 19.190 - 33.965 0.539 -12.040 
  [0.056] [0.000]  [0.000] [0.462] [-5.949]*** 
ΔLER 1.61E-06 5.841 0.298 - 0.964 -0.260 
  [0.999] [0.015] [0.584]  [0.325] [-3.053]*** 
ΔIUSTB3M 0.016 0.032 0.330 0.101 - -0.274 
  [0.896] [0.856] [0.565] [0.750]   [0.659] 
Log-Log Models (Elasticities) 
Dependent Variables Type of Granger Causality       
  Short-run         Long-run 
  
ΔRDIVM
1 
ΔLRGD
P 
ΔLDEP1
M 
ΔLER 
ΔLUSTB3
M ECMt-1 
  F-statistics [p-Values] [t-statistics] 
ΔRDIVM1 - 8.872 9.191 3.083 2.177 -0.072 
   [0.011] [0.010] [0.214] [0.336] [-1.912]* 
ΔLRGDP 0.188 - 5.342 44.326 0.226 -0.038 
  [0.909]  [0.069] [0.000] [0.892] [-3.529]*** 
ΔLDEP1M 5.812 5.679 - 9.101 0.234 -0.465 
  [0.054] [0.058]  [0.010] [0.889] [-3.952]*** 
ΔLER 0.515 33.454 1.010 - 1.538 0.120 
  [0.772] [0.000] [0.603]  [0.463] [1.339] 
ΔLUSTB3M 1.120 0.063 1.424 0.929  -0.497 
  [0.571] [0.968] [0.490] [0.628] - [-0.963] 
Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
 
On the contrary, for logarithm models, real divisia narrow money (RDIVM1) does Granger-
cause the 1 month deposit rate (IDEP1M) at the 10% level in the short run but with coefficient 
3.6. It might be because the higher bank reserves as part of real divisia narrow money 
(RDIVM1) influence the determination cost of fund from the bank that is conveyed to savers. 
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Meanwhile, the real income (LREALGDP) and the nominal exchange rate (LER) do Granger-
cause the 1 month deposit rate (IDEP1M) at the 1% level in the short run but with higher 
coefficients, 19.2 and 34.0 respectively. Thus, the higher actual output and depreciation of local 
currency lead to a higher domestic interest rate.  
As for log-log models, the real divisia narrow money (RDIVM1) does Granger-cause the 1 
month deposit rate (LDEP1M) at the 10% level in the short run but with higher coefficient 5.8. 
In addition to that, both the real income (LREALGDP) and the nominal exchange rate (LER) 
do Granger-cause the 1 month deposit rate (LDEP1M) at the 10% and 5% level in the short run 
but with higher coefficients, 5.7 and 9.1.  
Fourth, the estimated coefficients of the error correction term for real divisia broad money 
(RDIVM2) of both logarithm and log-log models have proper negative signs and are 
statistically significant at the 5% level. The error correction term value of the logarithm model, 
-0.022, implies 2.2% of money demand deviation in the short run would be adjusted in every 
quarter towards the steady state equilibrium level of money demand in the long run (see       
Table 2.17). 
The error correction term value of the log-log model, -0.019, implies 1.9% of money demand 
of short-run deviation could be remedied to the long-run equilibrium level of money demand 
in every quarter. This suggests that the demand for RDIVM2 performs faster in correcting the 
return of adjustment to equilibrium in the logarithm model than in the log-log model.  
Furthermore, in logarithm models, the real income (LREALGDP) and 1 month deposit rate 
(IDEP1M) do Granger-cause real divisia narrow money (RDIVM2) at the 1% and 5% level in 
the short run but with higher coefficients, 35.336 and 6.693 respectively. The other regressors 
are not statistically significant at the 10% level. As for log-log models, the real income 
(LREALGDP) and nominal exchange rate (LER) do Granger-cause real simple-sum narrow 
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money (RDIVM2) at the 1% level in the short run but with higher coefficients, 13.337 and 
35.572 respectively. The other regressors are not statistically significant at the 10% level.   
Table 2.17 Short Run and Long Run VECM Granger Causality Analysis (Real Divisia 
Money-RDIVM2) 
       
Logarithm Models (Semi-Elasticities) 
Dependent Variables Type of Granger Causality       
  Short-run         Long-run 
  ΔRDIVM2 ΔLRGDP ΔIDEP1M ΔLER ΔIUSTB3M ECMt-1 
  χ
2-statistics [p-Values] [t-statistics] 
ΔRDIVM2 - 35.336 6.693 1.398 2.151 -0.022 
   [0.000] [0.035] [0.496] [0.341] [-2.687]*** 
ΔLRGDP 9.778 - 7.317 66.644 4.717 0.008 
  [0.007]  [0.025] [0.000] [0.094] [3.187]*** 
ΔIDEP1M 1.656 12.230 - 29.895 1.392 3.434 
  [0.436] [0.002]  [0.000] [0.498] [5.747]*** 
ΔLER 8.739 34.503 0.806 - 3.129 -0.005 
  [0.012] [0.000] [0.668]  [0.209] [-0.228] 
ΔIUSTB3M 2.695 0.488 2.105 1.784 - 0.108 
  [0.259] [0.783] [0.348] [0.409]   [0.560] 
Log-Log Models (Elasticities) 
Dependent Variables Type of Granger Causality       
  Short-run         Long-run 
  ΔRDIVM2 ΔLRGDP ΔLDEP1M ΔLER ΔLUSTB3M ECMt-1 
  F-statistics [p-Values] [t-statistics] 
ΔRDIVM2 - 13.337 4.291 35.572 0.387 -0.019 
   [0.001] [0.117] [0.000] [0.823] [-2.058]** 
ΔLRGDP 2.789 - 4.057 9.446 23.822 0.000 
  [0.247]  [0.131] [0.008] [0.000] [2.856]*** 
ΔLDEP1M 5.311 22.459 - 12.267 0.052 0.198 
  [0.070] [0.000]  [0.002] [0.974] [5.927]*** 
ΔLER 7.278 40.920 2.244 - 1.906 -0.016 
  [0.026] [0.000] [0.325]  [0.385] [-0.464] 
ΔLUSTB3M 1.424 0.594 2.247 1.116  -0.012 
  [0.490] [0.742] [0.325] [0.572] - [-0.060] 
Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
 
On the contrary, for logarithm models, real divisia broad money (RDIVM2) does Granger-
cause both the real income (LREALGDP) and the nominal exchange rate (LER) at the 1% level 
in the short run but with coefficients 9.78 and 8.74 respectively. It might be because the higher 
real divisia broad money (RDIVM2) influences the expenditure consumption of household and 
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encourages economic agents to swap more of their local currency into foreign currency (flight 
to quality).  
Meanwhile, the 1 month deposit rate (IDEP1M), the nominal exchange rate (LER), and                
3 months US Treasury Bills (IUSTB3M) do Granger-cause the real income (LREALGDP) at 
the 5%, 1% and 10% level in the short run but with higher coefficients, 7.32, 66.64, and 4.72 
respectively. Thus, the higher return on the 1 month deposit rate (IDEP1M) and return on 
holding foreign asset (including foreign currency) with respect to increasing 3 months US 
Treasury Bills lead to higher spending due to income effect and wealth effect consecutively.  
As for log-log models, the real divisia broad money (RDIVM2) does Granger-cause                   
the 1 month deposit rate (LDEP1M) and the nominal exchange rate (LER) at the 10% and 5% 
level in the short run but with higher coefficients, 5.3 and 7.3 respectively. In addition to that, 
the real income (LREALGDP) does Granger-cause both the 1 month deposit rate (LDEP1M) 
and the nominal exchange rate (LER) at the 1% level in the short run but with higher 
coefficients, 22.5 and 40.9 respectively. Finally, 3 months US Treasury Bills (IUSTB3M) do 
Granger-cause the real income (LREALGDP) at the 1% level in the short run but with higher 
coefficient, 23.8.  
2.7.5  Residual Test Result of VECM and Parameter Stability.  
The VECM framework outcomes for both logarithm and log-log models are investigated by 
the residual tests, which are the VEC Residual Serial Correction Lagrange Multiplier (LM(2) 
and LM(4)) tests and heteroscedasticity test. See Table 2.18.  
For the serial correlation problem, all variables are serially correlated under the logarithm form 
model except for real divisia broad money (RDIVM2). While under the log-log model, only 
real divisia narrow money (RDIVM1) and real divisia broad money (RDIVM2) are free from 
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serially correlated problems. Meanwhile, for both logarithm models and log-log models, all 
variables have a heteroscedasticity problem.  
In regard to parameter stability, the CUSUM test is based on recursive residuals which are 
measured in the cumulative sum approach. Thus, if the coefficient is outside the confidence 
intervals, then the model is unstable. On the other hand, the CUSUMQ test is based on the 
cumulative sum of square of recursive residuals and this variance based approach.  
Table 2.18 Residual Test Result of VECM and Parameter Stability Test 
       
Models 
Money 
Aggregates 
Residual Test Result Parameter Stability Test 
LM (2), 
[p-value] 
LM (4), 
[p-value] 
Chi-sq (white-
cross), [p-value] 
CUSUM 
(Sig. 5%) 
CUSUM of 
Square (Sig. 
5%) 
Logarithm 
Models 
(Semi-
Elasticities) 
RM1 
62.226 63.981 814.288 
Stable Stable 
[0.000] [0.000] [0.000] 
RM2 
50.842 40.135 1545.817 
Not Stable Not Stable 
[0.001] [0.028] [0.000] 
RDIVM1 
56.952 48.232 502.763 
Stable Stable 
[0.000] [0.003] [0.000] 
RDIVM2 
33.236 49.762 1531.897 
Stable Not Stable 
[0.125] [0.002] [0.000] 
Log-Log 
Models 
(Elasticities) 
RM1 
62.743 67.465 809.373 
Stable Stable 
[0.000] [0.000] [0.000] 
RM2 
35.655 41.398 1443.709 
Not Stable Not Stable 
[0.077] [0.020] [0.000] 
RDIVM1 
27.768 43.284 1408.816 
Stable Stable 
[0.318] [0.013] [0.000] 
RDIVM2 
24.539 42.552 1392.503 
Stable Not Stable 
[0.488] [0.015] [0.000] 
 
For the serial correlation problem, all variables are serially correlated under the logarithm form 
model except for real divisia broad money (RDIVM2). While under the log-log model, only 
real divisia narrow money (RDIVM1) and real divisia broad money (RDIVM2) are free from 
serially correlated problems. Meanwhile, for both logarithm models and log-log models, all 
variables have a heteroscedasticity problem.  
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The results show that for CUSUM test (5%) all variables for both logarithm models and log-
log models are stable except for the simple-sum broad money (RM2). This indicates that 
stability money demand for Indonesia particularly for RM1, RDIVM1 and RDIVM2 exists. 
Meanwhile, for CUSUM Square test (5%) both simple-sum narrow money (RM1) and divisia 
narrow money (RDIVM1) show the stability of money demand for both logarithm models and 
log-log models. Therefore, the real simple-sum M1 and divisia RDIVM1 are the proper choice 
as the targets of monetary instruments based on the parameter stability test regardless of the 
models’ specification. 
2.7.6 Estimating Money Demand Function allowing for a Structural Break  
The results of the unit root test within structural breaks condition by using Zivot and Andrew 
(1996) are presented in Table 2.19. All of real money balances (RM1, RM2, RDIVM1 and 
RDIVM2) are not stationary at level with option trend model based on the Zivot and Andrew 
(ZA) unit root test with a single structural break. The choice of length is automatically 
generated based on routine of Eviews’ add in.  
Similarly, the real income (LREALGDP) and the nominal exchange rate (LER) are also not 
stationary at level with option trend model. In addition, only under the log-log model, the 3 
months US Treasury Bills (LUSTB3M) is not stationary at level with trend option. While under 
the logarithm model, the 3 months US Treasury Bills (USTB3M) is stationary at the 1% level 
with trend option. Meanwhile, for both logarithm models and log-log models, the 1 month 
deposit rate (IDEP1M) and the 1 month deposit rate (LDEP1M) are stationary at level I(0) at 
the 1% level with trend option.  
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Table 2.19 Zivot-Andrews Unit Root Test with Endogenous Structural Breaks 
Variables 
Zivot-Andrews 
t-stat Lag Break 
Simple-Sum (RM1) 
Intercept -4.871 2 1998Q2 
Trend -3.813 2 1994Q2 
Both -5.347** 2 1998Q2 
Simple-Sum (RM2) 
Intercept -3.087 3 1987Q3 
Trend -3.508 3 1990Q2 
Both -3.885 3 1989Q2 
Divisia (DIVRM1) 
Intercept -4.957** 0 1998Q3 
Trend -3.640 0 2006Q1 
Both -4.983 0 1998Q3 
Divisia (RDIVM2) 
Intercept -3.740 4 1989Q3 
Trend -3.398 4 1994Q1 
Both -3.723 4 1989Q4 
Real GDP (LREALGDP) 
Intercept -7.912*** 1 1998Q1 
Trend -2.260 1 1991Q2 
Both -8.486*** 1 1998Q1 
1M-Deposit Rate (IDEP1M) 
Intercept -5.511*** 2 2002Q1 
Trend -5.356*** 2 1998Q2 
Both -5.804*** 2 2000Q2 
1M-Deposit Rate (LDEP1M) 
Intercept -5.500*** 2 2003Q2 
Trend -5.097*** 2 1997Q4 
Both -5.573*** 2 2002Q1 
Exchange Rate (LER) 
Intercept -5.482*** 4 1997Q3 
Trend -2.643 4 2000Q4 
Both -7.524*** 4 1997Q3 
3M-USTbills (IUSTB3M) 
Intercept -5.090** 3 1996Q1 
Trend -5.023*** 3 1991Q2 
Both -5.349** 3 1994Q1 
3M-USTbills (LUSTB3M) 
Intercept -5.600*** 0 2008Q3 
Trend -3.269 0 2000Q1 
Both -4.711 0 2008Q4 
  *** Significant at 1% 
  **   Significant at 5% 
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Most of the break date is related to the financial deregulation in the 1990s, the Asian Financial 
Crisis in 1997, the mini crisis in 2005 due to oil price increases (when the Indonesian 
government was still subsidising gasoline) and the Global Financial Crisis in 2008.  
Therefore, unlike the ADF and PP test’s result that indicates all variables are I(1), the result of 
ZA shows mixed results. Nevertheless, the study still proceeds for cointegration test with a 
single structural break using the Gregory-Hansen test, following Harris (1995) and Banafea 
(2012). According to their studies, it is still common to run a cointegration test even when the 
variables are not from the same order because in most cases, the result of unit root examination 
will suffer from problems such as statistical power and size distortion. To accomplish these 
tasks, the final analysis of this study also conducts the ARDL bounds testing approach that 
does not need all variables to be the same order, as long as it is not stationary at second           
difference I(2).  
2.7.7 Gregory-Hansen Test for Endogenous Structural Breaks 
Based on Indonesian data from 1981.Q1 to 2016.Q2, the Gregory and Hansen (1996) 
cointegration test with three variant models is estimated for investigating the long-run 
relationship between each of the various monetary aggregates with their determinants (see 
Table 2.20). The selection of lag length is chosen based on routine of Eviews’ Gregory and 
Hansen separable program which is maximum 8 and is checked downwards to find the best lag 
using Akaike criteria (AIC) at the 5% significance level. The results show that all of the real 
monetary aggregates (RM1, RM2, RDIVM1 and RDIVM2) are cointegrated with using C/T 
model (level shift with trend) for both logarithm models and log-log models. The study uses 
the Gregory-Hansen cointegration tests with model C/T (constant and trend) assuming that 
there is no existence of regime shift due to intercept and slope change for Indonesia data during 
the period of study. The result of the break dates is very useful for anchoring the dummy 
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variables of structural break in the analysis of ARDL bounds testing in the next section. The 
break dates are consistent with the financial deregulation and the Asian Financial Crisis in 
Indonesia. 
Table 2.20 Gregory-Hansen Cointegration Test Results with Structural Breaks 
     
  
Models 
Money 
Aggregates 
Types 
Break 
Date 
ADF 
5% 
CV 
Existence of 
Cointegration 
Logarithm 
Models 
(Semi-
Elasticities) 
RM1 C 1996Q4 -5.691 -4.92 YES 
  C/T 1999Q1 -6.523 -5.29 YES 
  C/S 2003Q1 -6.511 -5.50 YES 
RM2 C 1989Q1 -3.836 -4.92 NO 
  C/T 1988Q2 -5.420 -5.29 YES 
  C/S 2001Q2 -4.617 -5.50 NO 
RDIVM1 C 1988Q3 -6.469 -4.92 YES 
  C/T 1988Q3 -6.480 -5.29 YES 
  C/S 1994Q3 -6.336 -5.50 YES 
RDIVM2 C 1991Q2 -4.505 -4.92 NO 
  C/T 1998Q2 -6.629 -5.29 YES 
  C/S 2002Q2 -4.355 -5.50 NO 
Log-Log 
Models 
(Elasticities) 
RM1 C 1997Q4 -5.075 -4.92 YES 
  C/T 1999TQ1 -6.141 -5.29 YES 
  C/S 1993Q1 -6.094 -5.50 YES 
RM2 C 1988Q4 -3.821 -4.92 NO 
  C/T 1988Q4 -5.316 -5.29 YES 
  C/S 1994Q1 -4.761 -5.50 NO 
RDIVM1 C 1988Q3 -6.035 -4.92 YES 
  C/T 1987Q2 -5.906 -5.29 YES 
  C/S 1991Q2 -6.196 -5.50 YES 
RDIVM2 C 1991Q2 -4.513 -4.92 NO 
  C/T 1998Q2 -5.594 -5.29 YES 
  C/S 1998Q2 -4.423 -5.50 NO 
The Gregory and Hansen (1996) are Model C (level shift), Model C/T (level shift with trend), and Model C/S (intercept and slope shift) 
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2.7.8 ARDL Bounds Test  
Having observed that all of the real money aggregates (RM1 and RM2) and divisia money 
(RDIVM1 and RDIVM2) are cointegrated within the endogenous structural breaks for both 
logarithm models and log-log models, the study proceeds to estimate the cointegrating equation 
by using the ARDL method. This can eliminate apprehensions that the stationary degree among 
the variables is not the same at the first difference I(1). Before examining the ARDL Bounds 
Test, it is necessary to ensure that the unit root of any variables should not be integrated at I(2). 
Based on Table 2.7 and 2.8, by using ADF and PP unit root test for first difference variable, all 
the variables are integrated at first difference. Therefore, there will be no variables that are 
stationary at I(2). The specification of the ARDL model for both logarithm models and log-log 
models is divided into four variants. Specifications 1 and 2 use the standard features of 
unrestricted constant and restricted time trend. However, Specification 2 includes an additional 
dummy variable of structural break. Meanwhile, Specifications 3 and 4 use the standard 
features of restricted constant and no time trend with a dummy variable of structural break, 
which is multiplied by the time trend in Specification 4. Dummy variables of structural break 
for both logarithm models and log-log models with respect to real monetary aggregates (RM1 
and RM2) and divisia money (RDIVM1 and RDIVM2) are based on the result of the Gregory-
Hansen cointegration tests with model C/T (constant and trend) discussed in Table 2.20 in the 
previous section, assuming that there is no existence of regime shift due to intercept and slope 
change for Indonesia data during the period of study.  
After taking into account the dummy variables of structural break in the model, cointegration 
is examined using the Bounds Test unrestricted error correction model. To find the optimal lag, 
the Schwarz Information Criterion (SIC) is used, and the result of the estimation Bounds Test 
shown for logarithm models and for log-log models. The logarithm models with all variants 
with respect to real monetary aggregates and divisia money are shown in Table 2.21.  
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Table 2.21 The Results of the ARDL Cointegration of Logarithm Models (Bounds Test) 
   
 
 
Specifications Types ARDL  F-Statistics Results 
RM1, LREALGDP, IDEP1M, LER, IUSTB3M: 
SIC 
Spec. 1 
ARDL 
(1,0,1,1,1) 
14.067*** Cointegration 
Spec. 2 
ARDL 
(1,0,1,1,1) 
13.942*** Cointegration 
Spec. 3 
ARDL 
(1,0,1,1,1) 
13.994*** Cointegration 
Spec. 4 
ARDL 
(1,0,1,1,1) 
14.998*** Cointegration 
RM2, LREALGDP, IDEP1M, LER, IUSTB3M: 
SIC 
Spec. 1 
ARDL 
(1,0,1,2,0) 
6.184*** Cointegration 
Spec. 2 
ARDL 
(1,0,1,2,0) 
7.197*** Cointegration 
Spec. 3 
ARDL 
(1,0,1,2,0) 
14.085*** Cointegration 
Spec. 4 
ARDL 
(1,0,1,2,0) 
15.954*** Cointegration 
RDIVM1, LREALGDP, IDEP1M, LER, 
IUSTB3M: SIC 
Spec. 1 
ARDL 
(1,0,0,1,0) 
14.624*** Cointegration 
Spec. 2 
ARDL 
(1,0,0,1,0) 
14.500*** Cointegration 
Spec. 3 
ARDL 
(1,0,0,1,1) 
16.479*** Cointegration 
Spec. 4 
ARDL 
(1,0,0,1,0) 
14.869*** Cointegration 
RDIVM2, LREALGDP, IDEP1M, LER, 
IUSTB3M: SIC 
Spec. 1 
ARDL 
(4,0,2,1,1) 
4.710** Cointegration 
Spec. 2 
ARDL 
(4,0,2,1,0) 
4.112** Cointegration 
Spec. 3 
ARDL 
(3,0,2,1,1) 
5.160*** Cointegration 
Spec. 4 
ARDL 
(3,0,2,1,1) 
6.346*** Cointegration 
 
For Specification 1 and 2: Bounds F-test Critical Value at 10%, 5% and 1% levels, 3.53%, 3.97% and 4.92%, respectively 
For Specification 3 and 4: Bounds F-test Critical Value at 10%, 5% and 1% levels, 3.09%, 3.49% and 4.37%, respectively 
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In determining the existence of a long-run relation of unrestricted error correction estimation 
of the models, the F-statistics should be higher, in particular the Bounds F-test Critical Value. 
In regard to Specifications 1 and 2, the (upper bound) Bounds F-test Critical Value at the 10%, 
5% and 1% levels is 3.53%, 3.97% and 4.92%, respectively, while for Specifications 3 and 4, 
the Bounds F-test Critical Value at the 10%, 5% and 1% levels is 3.09%, 3.49% and 4.37%, 
respectively. The study found that based on the Bounds F-test Critical Value, all of the real 
monetary aggregates (RM1 and RM2) and divisia money (RDIVM1 and RDIVM2) are 
cointegrated with their determinants which are real GDP 1 month deposit rate, exchange rate, 
and 3 months US Treasury Bills with at least 1% confidence level except for divisia broad 
money (RDIVM2) with variants Specifications 1 and 2 recorded at 5%. Meanwhile, the log-
log models with all variants regarding real monetary aggregates (RM1 and RM2) and divisia 
money (RDIVM1 and RDIVM2) are shown in Table 2.22.  
Similar to the logarithm model, the (upper) Bounds F-test Critical Value at the 10%, 5% and 
1% levels is 3.53%, 3.97% and 4.92%, respectively and for Specifications 3 and 4, the Bounds 
F-test Critical Value at the 10%, 5% and 1% levels is 3.09%, 3.49% and 4.37%, respectively. 
Regarding the Bounds F-test Critical Value, all of the real monetary aggregates (RM1 and 
RM2) and divisia money (RDIVM1 and RDIVM2) are cointegrated with their determinants 
which are real GDP 1 month deposit rate, exchange rate, and 3 months US Treasury Bills with 
1% confidence level except for divisia broad money (RDIVM2) with variant Specification 2 
noted at 10%.  
After discovering that based on the ARDL method, both logarithm and log-log models provide 
solid evidence that cointegration exists for the relation between real monetary aggregates (RM1 
and RM2) and divisia money (RDIVM1 and RDIVM2) and their determinants, the study 
proceeds to conduct a long-run estimation of the models. Table 2.23 shows the real narrow 
money (RM1) as the dependent variable.  
77 
 
Table 2.22 The Results of the ARDL Cointegration of Log-log Models (Bounds Test) 
Specifications Types ARDL  F-Statistics Results 
RM1, LREALGDP, LDEP1M, LER, LUSTB3M: 
SIC 
Spec. 1 
ARDL 
(1,0,1,1,0) 
10.106*** Cointegration 
Spec. 2 
ARDL 
(1,0,1,1,0) 
11.692*** Cointegration 
Spec. 3 
ARDL 
(1,0,1,1,0) 
12.188*** Cointegration 
Spec. 4 
ARDL 
(1,0,1,1,0) 
11.428*** Cointegration 
RM2, LREALGDP, LDEP1M, LER, LUSTB3M: 
SIC 
Spec. 1 
ARDL 
(1,0,0,2,0) 
5.168*** Cointegration 
Spec. 2 
ARDL 
(1,0,0,2,0) 
5.481*** Cointegration 
Spec. 3 
ARDL 
(1,0,1,2,0) 
13.708*** Cointegration 
Spec. 4 
ARDL 
(1,0,0,2,0) 
15.712*** Cointegration 
RDIVM1, LREALGDP, LDEP1M, LER, 
LUSTB3M: SIC 
Spec. 1 
ARDL 
(1,0,0,1,0) 
14.572*** Cointegration 
Spec. 2 
ARDL 
(1,0,0,1,0) 
15.923*** Cointegration 
Spec. 3 
ARDL 
(1,0,0,1,0) 
16.534*** Cointegration 
Spec. 4 
ARDL 
(1,0,0,1,0) 
15.050*** Cointegration 
RDIVM2, LREALGDP, LDEP1M, LER, 
LUSTB3M: SIC 
Spec. 1 
ARDL 
(1,0,2,2,0) 
5.109*** Cointegration 
Spec. 2 
ARDL 
(1,0,2,2,0) 
3.842* Cointegration 
Spec. 3 
ARDL 
(1,0,2,2,0) 
11.116*** Cointegration 
Spec. 4 
ARDL 
(1,0,2,2,0) 
11.237*** Cointegration 
For Specification 1 and 2: Bounds F-test Critical Value at 10%, 5% and 1% levels, 3.53%, 3.97% and 4.92%, respectively 
For Specification 3 and 4: Bounds F-test Critical Value at 10%, 5% and 1% levels, 3.09%, 3.49% and 4.37%, respectively 
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Table 2.23 The Long-run Linear ARDL Estimation of RM1 (Dependent Variable) 
      
Long-run Estimation of Logarithm Models (Semi-Elasticities) 
INDEPENDENT 
VARIABLES 
Specification 1 Specification 2 Specification 3 Specification 4 
LREALGDP 
Coefficient 2.006 2.066 1.408 1.474 
[t-statistics] [6.638]*** [6.076]*** [18.372]*** [17.152]*** 
IDEP1M 
Coefficient -0.011 -0.010 -0.010 -0.012 
[t-statistics] [-3.400]*** [-2.771]*** [-2.628]*** [-3.162]*** 
LER 
Coefficient 0.160 0.149 0.092 0.107 
[t-statistics] [2.749]*** [2.350]** [1.597] [2.634]*** 
IUSTB3M 
Coefficient 0.026 0.025 0.030 0.033 
[t-statistics] [3.115]*** [2.659]*** [2.955]*** [3.226]*** 
Constant 
Coefficient 
- - 
-10.633 -11.536 
[t-statistics] [12.156]*** [10.657]*** 
TIME 
TREND 
Coefficient -0.009 -0.010 
- - 
[t-statistics] [-2.085]** [-2.043]** 
Long-run Estimation of Log-Log Models (Elasticities) 
LREALGDP 
Coefficient 1.718 2.227 1.545 1.494 
[t-statistics] [4.928]*** [5.614]*** [13.805]*** [14.274]*** 
LDEP1M 
Coefficient -0.162 -0.112 -0.070 -0.101 
[t-statistics] [-2.622]*** [-2.007]** [1.363] [-1.831]* 
LER 
Coefficient 0.030 0.020 -0.103 -0.058 
[t-statistics] [0.363] [0.263] [-1.673]* [-1.114] 
LUSTB3M 
Coefficient 0.027 0.019 0.035 0.039 
[t-statistics] [1.758]* [1.380] [2.543]** [2.501]** 
Constant 
Coefficient 
- - 
-10.715 -10.326 
[t-statistics] [-10.114]*** [-10.025]*** 
TIME 
TREND 
Coefficient -0.004 -0.012 
- - 
[t-statistics] [-0.738] [-1.884]* 
Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
 
It is found that within the logarithm models, the outperforming model variants are for 
Specifications 3 and 4 due to the appropriate coefficient and are statistically significant. In 
detail, the coefficient elasticity of real GDP is relatively close to unity and positive signs 
(around 1.4). Additionally, the 1 month deposit rate (domestic) and 3 months US Treasury Bills 
also show the correct sign based on theory but the magnitude is relatively low for all variants 
(around 0.01). Unfortunately, for the nominal exchange rate, the coefficient is positive which 
is contradictory to the theory. Meanwhile, within the log-log models, the coefficient elasticity 
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of real GDP for Specifications 3 and 4 is consistent (around 1.5). The sign of the other variables 
is in line theoretically, for example the coefficient for 1 month deposit rate and exchange rate 
is around 0.1 and has a negative sign. Additionally, 3 months US Treasury Bills also shows the 
correct sign based on theory but the magnitude is relatively low for all variants (around 0.04). 
Real broad money (RM2) as the dependent variable is tabulated in Table 2.24.  
Table 2.24 The Long-run Linear ARDL Estimation of RM2 (Dependent Variable) 
    
  
Long-run Estimation of Logarithm Models (Semi-Elasticities) 
INDEPENDENT 
VARIABLES 
Specification 1 Specification 2 Specification 3 Specification 4 
LREALGDP 
Coefficient 16.536 2.564 1.687 -7.511 
[t-statistics] [0.235] [1.514] [3.464]*** [-0.197] 
IDEP1M 
Coefficient -0.138 -0.012 -0.013 0.173 
[t-statistics] [-0.173] [-1.132] [-0.937] [0.257] 
LER 
Coefficient -2.787 -0.017 -0.337 7.193 
[t-statistics] [-0.124] [-0.029] [-1.031] [0.250] 
IUSTB3M 
Coefficient 0.526 0.029 0.045 -0.810 
[t-statistics] [0.159] [0.637] [0.887] [-0.247] 
Constant 
Coefficient 
- - 
-9.644 40.512 
[t-statistics] [-2.170] [0.156] 
TIME 
TREND 
Coefficient -0.129 -0.015 
- - 
[t-statistics] [-0.278] [-0.549] 
Long-run Estimation of Log-Log Models (Elasticities) 
LREALGDP 
Coefficient 6.717 3.125 1.600 5.595 
[t-statistics] [1.814]* [2.138]** [3.453]*** [0.059] 
LDEP1M 
Coefficient -0.455 -0.188 -0.056 -0.070 
[t-statistics] [-0.729] [-1.107] [-0.305] [-0.273] 
LER 
Coefficient 0.052 0.267 -0.287 -3.379 
[t-statistics] [0.036] [0.641] [-1.042] [-0.376] 
LUSTB3M 
Coefficient 0.033 -0.015 0.020 0.248 
[t-statistics] [0.232] [-0.338] [0.380] [0.433] 
Constant 
Coefficient 
- - 
-8.724 -28.476 
[t-statistics] [-1.723]* [-0.352] 
TIME 
TREND 
Coefficient -0.069 -0.029 
- - [t-statistics] [-1.196] [-1.234] 
Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
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It is found that for both logarithm models and log-log models, the results are not satisfactory 
because all the variables are not statistically significant except for real GDP that has a 
coefficient elasticity around 1.6. Table 2.25 shows the real divisia narrow money (RDIVM1) 
as the dependent variable.  
Table 2.25 The Long-run Linear ARDL Estimation of RDIVM1 (Dependent Variable) 
      
Long-run Estimation of Logarithm Models (Semi-Elasticities) 
INDEPENDENT 
VARIABLES 
Specification 1 Specification 2 Specification 3 Specification 4 
LREALGDP 
Coefficient 0.975 1.086 1.280 1.163 
[t-statistics] [4.481]*** [3.963]*** [25.467]*** [7.198]*** 
IDEP1M 
Coefficient -0.007 -0.007 -0.008 -0.009 
[t-statistics] [-3.341]*** [-3.413]*** [-4.566]*** [-4.836]*** 
LER 
Coefficient 0.019 0.040 0.077 0.057 
[t-statistics] [0.418] [0.726] [3.901]*** [1.730]* 
IUSTB3M 
Coefficient 0.011 0.010 0.012 0.010 
[t-statistics] [1.954]* [1.898]** [2.388]** [1.672]* 
Constant 
Coefficient 
- - 
-8.897 -7.314 
[t-statistics] [-15.693] [-3.501] 
TIME 
TREND 
Coefficient 0.004 0.002 
- - 
[t-statistics] [1.285] [0.679] 
Long-run Estimation of Log-Log Models (Elasticities) 
LREALGDP 
Coefficient 0.997 1.320 1.246 1.270 
[t-statistics] [4.263]*** [5.397]*** [22.453]*** [8.361]*** 
LDEP1M 
Coefficient -0.145 -0.145 -0.138 -0.171 
[t-statistics] [-3.565]*** [-4.101]*** [-5.115]*** [-5.468]*** 
LER 
Coefficient 0.004 0.074 0.058 0.061 
[t-statistics] [0.083] [1.348] [3.146]*** [1.891]* 
LUSTB3M 
Coefficient 0.009 0.007 0.009 0.005 
[t-statistics] [0.945] [0.944] [1.197] [0.597] 
Constant 
Coefficient 
- - 
-7.993 -8.219 
[t-statistics] [-12.893]*** [-4.239]*** 
TIME 
TREND 
Coefficient 0.003 -0.001 - 
- 
[t-statistics] [0.853] [-0.310]   
Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
It is found that within the logarithm models, the outperforming model variants are for 
Specifications 3 and 4 due to the appropriate coefficient and are statistically significant except 
for exchange rate.  
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In detail, the coefficient elasticity of real GDP is relatively close to unity and positive sign 
(around 1.2). Additionally, the 1 month deposit rate (domestic) also shows the correct sign 
based on theory but the magnitude is relatively low for all variants (around 0.01). Meanwhile, 
within the log-log models, the coefficient elasticity of real GDP for Specifications 3 and 4 is 
consistent (around 1.3). Unfortunately, the sign of nominal exchange rate does not follow the 
theory. For example, the coefficient for 1 month deposit rate is around 0.14, while the 3 months 
US Treasury Bills also shows the correct sign based on theory but it is not statistically 
significant (around 0.01). 
Table 2.26 shows the real divisia broad money (RDIVM2) as the dependent variable. It is found 
that in the logarithm models, the best performance of the model variants is for Specification 4, 
supported by the appropriate coefficient and is statistically important, except for 3 months US 
Treasury Bills. Furthermore, the coefficient elasticity of real GDP is positive at 1.9. Also, the 
1 month deposit rate (domestic) also displays the correct sign based on theory but the 
magnitude is relatively low for all variants (around 0.01). Unfortunately, for the nominal 
exchange rate, the coefficient is positive which is contradictory to the theory.  
Meanwhile, within the log-log models, the coefficient elasticity of real GDP for Specification 
4 is above 2. The sign of the other variables is in line theoretically, for example the coefficient 
for 1 month deposit rate and exchange rate is around 0.1 and has a negative sign. Meanwhile, 
the short-run estimation of both the logarithm and log-log models with real narrow money 
(RM1) as the dependent variable has shown the important role of 1 month deposit rate and 
nominal exchange rate. 
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Table 2.26 The Long-run Linear ARDL Estimation of RDIVM2 (Dependent Variable) 
 
  
 
  
Long-run Estimation of Logarithm Models (Semi-Elasticities) 
INDEPENDENT 
VARIABLES 
Specification 1 Specification 2 Specification 3 Specification 4 
LREALGDP 
Coefficient 3.505 3.868 1.703 1.892 
[t-statistics] [8.182]*** [8.190]*** [5.024]*** [9.184]*** 
IDEP1M 
Coefficient -0.008 -0.006 -0.018 -0.011 
[t-statistics] [-2.219]** [-2.282]** [-1.263] [-1.814}* 
LER 
Coefficient 0.527 0.456 0.635 0.376 
[t-statistics] [6.378]*** [6.390]*** [2.124]** [4.192]*** 
IUSTB3M 
Coefficient 0.000 -0.012 0.055 0.027 
[t-statistics] [0.036] [-1.268] [1.204] [1.328] 
Constant 
Coefficient 
- - 
-17.397 -17.869 
[t-statistics] [-3.886]*** [-7.0183]*** 
TIME 
TREND 
Coefficient -0.031 -0.037 
- - 
[t-statistics] [-4.847]*** [-5.230]*** 
Long-run Estimation of Logarithm Models (Semi-Elasticities) 
LREALGDP 
Coefficient 4.231 4.376 2.148 2.086 
[t-statistics] [6.170]*** [5.528]*** [4.268]*** [6.423]*** 
LDEP1M 
Coefficient -0.290 -0.283 -0.313 -0.256 
[t-statistics] [-2.504]** [-2.565]*** [-1.166] [-1.544] 
LER 
Coefficient 0.511 0.505 0.166 0.160 
[t-statistics] [3.232]*** [3.354]*** [0.607] [1.052] 
LUSTB3M 
Coefficient 0.025 0.022 0.113 0.058 
[t-statistics] [0.896] [0.793] [1.707]* [1.388] 
Constant 
Coefficient 
- - 
-18.514 -17.907 
[t-statistics] [-3.925]*** [-5.727]*** 
TIME 
TREND 
Coefficient -0.040 -0.043 
- - 
[t-statistics] [-3.493]*** [-3.280]*** 
Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
 
Nevertheless, the sign of the exchange rate in the short run is positive 0.1, indicating that in the 
short run currency substitution does not occur in Indonesia (see Table 2.27).  
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Table 2.27 The Short-run Linear ARDL Estimation of RM1 (Dependent Variable) 
      
Short-run Estimation of Logarithm Models (Semi-Elasticities) 
INDEPENDENT 
VARIABLES 
Specification 1 Specification 2 Specification 3 Specification 4 
D (IDEP1M) 
Coefficient -0.006 -0.006 -0.006 -0.007 
[t-statistics] [-7.325]*** [-7.037]*** [-7.104]*** [-7.644]*** 
D (LER) 
Coefficient 0.181 0.180 0.182 0.179 
[t-statistics] [6.300]*** [6.207]*** [6.397]*** [6.414]*** 
D 
(IUSTB3M) 
Coefficient -0.006 -0.645 -0.005 -0.005 
[t-statistics] [-1.698]* [-1.711]* [-1.479] [-1.570] 
Constant 
Coefficient -4.475 -4.706 
- - 
[t-statistics] [-9.335]*** [-9.299]*** 
D99Q1 
Coefficient 
- 
0.009 -0.017 
- 
[t-statistics] [1.7350]* [-3.531]*** 
TIME 
TREND x 
D99Q1 
Coefficient 
- - - 
-0.0004 
[t-statistics] [-5.852]*** 
ECT (-1) 
Coefficient -0.246 -0.250 -0.241 -0.236 
[t-statistics] [-9.361]*** [-9.320]*** [-9.336]*** [-9.665]*** 
Short-run Estimation of Log-Log Models (Elasticities) 
D (LDEP1M) 
Coefficient -0.146 -0.127 -0.123 -0.134 
[t-statistics] [-6.948]*** [-6.132]*** [-5.860]*** [-6.369]*** 
D (LER) 
Coefficient 0.158 0.156 0.151 0.154 
[t-statistics] [5.531]*** [5.557]*** [5.515]*** [5.594]*** 
Constant 
Coefficient -3.111 -4.805 
- - 
[t-statistics] [-7.901]*** [-8.514]*** 
D99Q1 
Coefficient 
- 
0.051 0.033 
- 
[t-statistics] [6.510]*** [7.478]*** 
TIME 
TREND x 
D99Q1 
Coefficient 
- - - 
0.0001 
[t-statistics] [5.057]*** 
ECT (-1) 
Coefficient -0.231 -0.246 -0.233 -0.229 
[t-statistics] [-7.933]*** [-8.534]*** [-8.712]*** [-8.436]*** 
Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
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For the error correction term, all variants have a negative value (-0.25) which is in line with 
theory, indicating that the speed adjustment to equilibrium is relatively fast. Meanwhile, the 
short-run estimation of the logarithm with real broad money (RM2) as the dependent variable 
has shown the important role of 1 month deposit rate and nominal exchange rate, including its 
first lag (see Table 2.28). Nevertheless, the coefficient of 1 month deposit rate is relatively low 
(0.003). The coefficient of first lag exchange rate is around -0.09, indicating that it takes time 
for households to do currency substitution due to the depreciation of local currency. In terms 
of the error correction term, all variants have a negative value (less than -0.06) which is in line 
with theory, indicating that the speed adjustment of equilibrium is relatively low when hit by  
a shock.  
In addition, the short-run estimation of the logarithm with real divisia narrow money 
(RDIVM1) as the dependent variable has shown the important role of nominal exchange rate 
and 3 months US Treasury Bills rate (see Table 2.29). Meanwhile, the log-log model only 
depends on the nominal exchange rate. Nevertheless, the nominal exchange rate in the short 
run does not show that the currency substitution and 3 months US Treasury Bills rate is 
statistically insignificant. In terms of the error correction term, all variants have a negative 
value (above -0.3) which is in line with theory, indicating that the speed adjustment of 
equilibrium is relatively faster when hit by a disturbance. Moreover, the short-run estimation 
of the logarithm with real divisia broad money (RDIVM2) as the dependent variable has shown 
the important role of its lag 3, 1 month deposit rate and its first lag, nominal exchange rate, and 
3 months US Treasury Bill rate (see Table 2.30). Meanwhile, the log-log model only depends 
on the 1 month deposit rate and its first lag as well as nominal exchange rate with its first lag. 
The coefficient of first lag exchange rate is around -0.07, indicating that it takes time for 
households to do currency substitution due to the depreciation of local currency. In terms of 
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the error correction term, all variants have a negative value (above -0.1) which is in line with 
theory, indicating the slowing speed adjustment of equilibrium when hit by a disturbance. 
Table 2.28 The Short-run Linear ARDL Estimation of RM2 (Dependent Variable) 
 
Short-run Estimation of Logarithm Models (Semi-Elasticities) 
INDEPENDENT 
VARIABLES 
Specification 1 Specification 2 Specification 3 Specification 4 
D (IDEP1M) 
Coefficient -0.002 -0.002 -0.002 -0.002 
[t-statistics] [-3.014]*** [-3.292]*** [-3.356]*** [-3.049]*** 
D (LER) 
Coefficient 0.149 0.163 0.160 0.147 
[t-statistics] [6.396]*** [7.223]*** [7.139]*** [6.282]*** 
D (LER(-1)) 
Coefficient -0.098 -0.088 -0.085 -0.095 
[t-statistics] [3.838]*** [-3.481]*** [-3.516]*** [-3.834]*** 
Constant 
Coefficient -0.709 -1.031 
- - 
[t-statistics] [-6.019]*** [-6.496]*** 
D88Q2 
Coefficient 
- 
0.035 0.035 
- 
[t-statistics] [4.065]*** [12.043]*** 
TIME TREND 
x D88Q2 
Coefficient 
- - - 
0.00007 
[t-statistics] [2.400]** 
ECM (-1) 
Coefficient -0.004 -0.046 -0.036 0.002 
[t-statistics] [-6.207]*** [-6.697]*** [-9.368]*** [9.970]*** 
Short-run Estimation of Log-Log Models (Elasticities) 
D (LDEP1M) 
Coefficient 
- - 
-0.042 
- 
[t-statistics] [-2.480]** 
D (LER) 
Coefficient 0.135 0.147 0.149 0.129 
[t-statistics] [6.065]*** [6.777]*** [6.764]*** [5.738]*** 
D (LER(-1)) 
Coefficient -0.140 -0.135 -0.109 -0.134 
[t-statistics] [-6.324]*** [-6.194]*** [-4.784]*** [-6.078]*** 
Constant 
Coefficient -1.371 -1.734 
- - 
[t-statistics] [-5.579]*** [-5.731]*** 
D88Q4 
Coefficient 
- 
0.034 0.033 
  
[t-statistics] [3.541]*** [11.584]*** 
TIME TREND 
x D88Q4 
Coefficient 
- - - 
0.000003 
[t-statistics] [0.100] 
ECM (-1) 
Coefficient -0.019 -0.057 -0.043 -0.005 
[t-statistics] [-5.673]*** [-5.843]*** [-9.242]*** [-9.893]*** 
Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
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Table 2.29 The Short-run Linear ARDL Estimation of RDIVM1 (Dependent Variable) 
 
Short-run Estimation of Logarithm Models (Semi-Elasticities) 
INDEPENDENT 
VARIABLES 
Specification 1 Specification 2 Specification 3 Specification 4 
D (LER) 
Coefficient 0.145 0.146 0.149 0.145 
[t-statistics] [4.996]*** [5.007]*** [5.313]*** [5.095]*** 
D (IUSTB3M) 
Coefficient 
- - 
-0.006 
- 
[t-statistics] [-1.525] 
Constant 
Coefficient -1.64 -2.209 
- - 
[t-statistics] [-9.456]*** [-9.457]*** 
D88Q3 
Coefficient 
- 
-0.009 -0.016 
- 
[t-statistics] [-1.341] [-3.652]*** 
TIME TREND 
x D88Q3 
Coefficient 
- - - 
0.0003 
[t-statistics] [8.428]*** 
ECM (-1) 
Coefficient -0.337 -0.349 -0.367 -0.307 
[t-statistics] [-9.541]*** [-9.502]*** [-10.130]*** [-9.621]*** 
Short-run Estimation of Log-Log Models (Elasticities) 
INDEPENDENT 
VARIABLES 
Specification 1 Specification 2 Specification 3 Specification 4 
D (LER) 
Coefficient 0.145 0.147 0.147 0.146 
[t-statistics] [4.987]*** [5.141]*** [5.234]*** [5.121]*** 
Constant 
Coefficient -1.683 -3.665 
- - 
[t-statistics] [-9.441]*** [-9.922]*** 
D87Q2 
Coefficient 
- 
-0.034 -0.032 
- 
[t-statistics] [-4.080]*** [-5.744]*** 
TIME TREND 
x D87Q2 
Coefficient 
- - - 
-0.0004 
[t-statistics] [-5.944]*** 
ECM (-1) 
Coefficient -0.360 -0.409 -0.408 -0.356 
[t-statistics] [-9.524]*** [-9.957]*** [-10.145]*** [-9.679]*** 
Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
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Table 2.30 The Short-run Linear ARDL Estimation of RDIVM2 (Dependent Variable) 
   
 
  
Short-run Estimation of Logarithm Models (Semi-Elasticities) 
INDEPENDENT VARIABLES Specification 1 Specification 2 Specification 3 Specification 4 
D (RDIVM2(-1)) 
Coefficient -0.055 -0.034 -0.064 -0.061 
[t-statistics] [-0.817] [-0.491] [-0.985] [-0.977] 
D (RDIVM2(-2)) 
Coefficient 0.301 0.335 0.242 0.238 
[t-statistics] [4.924]*** [5.275]*** [3.922]*** [3.995]*** 
D (RDIVM2(-3)) 
Coefficient 0.162 0.202 
- - 
[t-statistics] [2.634]*** [3.186]*** 
D (IDEP1M) 
Coefficient -0.005 -0.005 -0.005 -0.005 
[t-statistics] [-6.254]*** [-5.782]*** [-6.378]*** [-6.479]*** 
D (IDEP1M(-1)) 
Coefficient -0.004 -0.004 -0.003 -0.003 
[t-statistics] [-5.397]*** [-5.434]*** [-4.738]*** [-4.706]*** 
D (LER) 
Coefficient 0.206 0.208 0.196 0.195 
[t-statistics] [8.239]*** [8.018]*** [8.011]*** [8.168]*** 
D (IUSTB3M) 
Coefficient -0.008 
- 
-0.007 -0.008 
[t-statistics] [-2.368]** [-2.347]*** [2.738]*** 
Constant 
Coefficient -5.398 -7.752 
- - 
[t-statistics] [-5.416]*** [-5.060]*** 
D98Q2 
Coefficient 
- 
0.044 -0.050 
- 
[t-statistics] [4.060]*** [-5.037]*** 
TIME TREND x 
D98Q2 
Coefficient 
- - - 
-0.0006 
[t-statistics] [5.636]*** 
ECM (-1) 
Coefficient -0.142 -0.186 -0.052 -0.092 
[t-statistics] [-5.422]*** [-5.066]*** [-5.673]*** [-6.292]*** 
Short-run Estimation of Log-Log Models (Elasticities) 
D (LDEP1M) 
Coefficient -0.121 -0.120 -0.117 -0.117 
[t-statistics] [-6.108]*** [-6.047]*** [-6.072]*** [-6.127]*** 
D (LDEP1M(-
1)) 
Coefficient -0.046 -0.046 -0.043 -0.042 
[t-statistics] [2.572]** [-2.584]** [-2.399]** [2.385]*** 
D (LER) 
Coefficient 0.198 0.199 0.185 0.184 
[t-statistics] [8.223]*** [8.123]*** [7.588]*** [7.622]*** 
D (LER(-1)) 
Coefficient -0.083 -0.083 -0.074 -0.071 
[t-statistics] [-3.236]*** [-3.220]*** [-2.894]*** [-2.833]*** 
Constant 
Coefficient -4.849 -5.351 
- - 
[t-statistics] [-5.622]*** [-4.871]*** 
D98Q2 
Coefficient 
- 
0.008 -0.030 
- 
[t-statistics] [1.288] [-5.105]*** 
TIME TREND x 
D98Q2 
Coefficient 
- - - 
-0.0004 
[t-statistics] [-5.847]*** 
ECM (-1) 
Coefficient -0.106 -0.113 -0.049 -0.070 
[t-statistics] [-5.643]*** [-4.894]*** [-8.323]*** [-8.368]*** 
Asterisks (*), (**) and (***) indicate significant at 10%, 5% and 1% levels, respectively 
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2.7.9 Parameter Stability 
The study applies CUSUM and CUSUMQ in order to examine the stability of the ARDL 
model. This approach uses ARDL estimation residual. Table 2.31 shows that the logarithm 
model does not have a serial correlation problem and heteroscedasticity problem, whereas the 
log-log model has a serial correlation problem except for Specification 2. In addition to that, in 
terms of the CUSUM and CUSUMQ square test, the parameter stability results are good for all 
variants.  
Table 2.31 The Residual of ARDL Estimation and Parameter Stability Test (RM1) 
      
Logarithm Models (Semi-Elasticities) 
Residual Test and Parameter Stability 
Test 
 Spec. 1   Spec. 2   Spec. 3   Spec. 4  
Breusch-Godfrey LM (2) 
Test 
P-values of 
χ2-statistics 
           0.440          0.410            0.166            0.479  
ARCH (1) Test 
P-values of 
χ2-statistics 
           0.297          0.257            0.594            0.448  
CUSUM Test (Sig. 5%) 
Parameter 
Stability 
 Stable   Stable   Not Stable   Stable  
CUSUM of Square Test 
(Sig. 5%) 
Parameter 
Stability 
 Not Stable   Not Stable   Stable   Stable  
Log-Log Models (Elasticities) 
Breusch-Godfrey LM (2) 
Test 
P-values of 
χ2-statistics 
           0.034          0.103            0.034            0.023  
ARCH (1) Test 
P-values of 
χ2-statistics 
           0.139          0.030           0.198            0.289  
CUSUM Test (Sig. 5%) 
Parameter 
Stability 
 Stable   Stable   Stable   Stable  
CUSUM of Square Test 
(Sig. 5%) 
Parameter 
Stability 
 Stable   Stable   Stable   Stable  
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Table 2.32 shows that the logarithm model does not have serial correlation and 
heteroscedasticity problems except for Specification 1 and Specification 4, whereas the log-
log model has a serial correlation problem except for Specification 2. Furthermore, the log-log 
model has a serial correlation problem and heteroscedasticity problem except for Specification 
2 which has no heteroscedasticity problem. In addition to that, in terms of the CUSUM and 
CUSUMQ square test, the parameter stability results are not promising especially for CUSUM 
square test.  
Table 2.32 The Residual of ARDL Estimation and Parameter Stability Test (RM2) 
      
Logarithm Models (Semi-Elasticities) 
Residual Test and Parameter Stability 
Test 
 Spec. 1   Spec. 2   Spec. 3   Spec. 4  
Breusch-Godfrey LM (2) 
Test 
P-values of 
χ2-statistics 
           0.091          0.152            0.158            0.103  
ARCH (1) Test 
P-values of 
χ2-statistics 
           0.525          0.239            0.257            0.066  
CUSUM Test (Sig. 5%) 
Parameter 
Stability 
 Stable   Stable   Stable   Stable  
CUSUM of Square Test 
(Sig. 5%) 
Parameter 
Stability 
 Not Stable   Not Stable   Not Stable   Not Stable  
Log-Log Models (Elasticities) 
Breusch-Godfrey LM (2) 
Test 
P-values of 
χ2-statistics 
           0.021          0.041           0.072            0.026  
ARCH (1) Test 
P-values of 
χ2-statistics 
           0.009          0.104            0.142            0.017  
CUSUM Test (Sig. 5%) 
Parameter 
Stability 
 Not Stable   Stable   Stable   Stable  
CUSUM of Square Test 
(Sig. 5%) 
Parameter 
Stability 
 Stable   Not Stable   Not Stable   Not Stable  
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Table 2.33 shows that the logarithm model does not have a serial correlation problem and 
heteroscedasticity problem. Similarly, the log-log model has no serial correlation problem and 
heteroscedasticity problem except for Specification 4. In addition to that, in terms of the 
CUSUM and CUSUMQ square test, the parameter stability results are good for all variants.  
Table 2.33 The Residual of ARDL Estimation and Parameter Stability Test (RDIVM1) 
     
 
Logarithm Models (Semi-Elasticities) 
Residual Test and Parameter 
Stability Test 
 Spec. 1   Spec. 2   Spec. 3   Spec. 4  
Breusch-Godfrey LM 
(2) Test 
P-values of 
χ2-statistics 
           0.246         0.282           0.499           0.186  
ARCH (1) Test 
P-values of 
χ2-statistics 
           0.243          0.280  
          
0.104  
         0.143  
CUSUM Test (Sig. 5%) 
Parameter 
Stability 
 Stable   Stable   Stable   Stable  
CUSUM of Square Test 
(Sig. 5%) 
Parameter 
Stability 
 Stable   Stable   Stable   Stable  
Log-Log Models (Elasticities) 
Breusch-Godfrey LM 
(2) Test 
P-values of 
χ2-statistics 
           0.303          0.392  
          
0.382  
         0.321  
ARCH (1) Test 
P-values of 
χ2-statistics 
           0.138          0.240  
          
0.266  
         0.077  
CUSUM Test (Sig. 5%) 
Parameter 
Stability 
 Stable   Stable   Stable   Stable  
CUSUM of Square Test 
(Sig. 5%) 
Parameter 
Stability 
 Stable   Stable   Stable   Stable  
 
Table 2.34 shows that both the logarithm model and log-log model do not have a 
heteroscedasticity problem.  
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Table 2.34 The Residual of ARDL Estimation and Parameter Stability Test (RDIVM2) 
      
Logarithm Models (Semi-Elasticities) 
Residual Test and Parameter 
Stability Test 
 Spec. 1   Spec. 2   Spec. 3   Spec. 4  
Breusch-Godfrey LM 
(2) Test 
P-values of 
χ2-statistics 
           0.062          0.049           0.580           0.214  
ARCH (1) Test 
P-values of 
χ2-statistics 
           0.220          0.152           0.233           0.121  
CUSUM Test (Sig. 5%) 
Parameter 
Stability 
 Stable  
 Not 
Stable  
 Not Stable   Not Stable  
CUSUM of Square Test 
(Sig. 5%) 
Parameter 
Stability 
 Not Stable  
 Not 
Stable  
 Not Stable   Not Stable  
Log-Log Models (Elasticities) 
Breusch-Godfrey LM 
(2) Test 
P-values of 
χ2-statistics 
           0.037          0.035           0.037           0.041  
ARCH (1) Test 
P-values of 
χ2-statistics 
           0.107          0.107           0.132           0.100  
CUSUM Test (Sig. 5%) 
Parameter 
Stability 
 Not Stable   Stable   Stable   Stable  
CUSUM of Square Test 
(Sig. 5%) 
Parameter 
Stability 
 Not Stable  
 Not 
Stable  
 Not Stable   Not Stable  
 
Nevertheless, both these models suffer from a serial correlation problem except for 
Specifications 3 and 4 for logarithm models. In addition to that, in terms of the CUSUM and 
CUSUMQ square test, the parameter stability results are not promising especially for CUSUM 
square test.  
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2.8 Conclusion 
The chapter revisits divisia money for Indonesia following Habibullah (1999a) by adjusting 
the measurement of divisia money based on the Indonesian central bank’s official definition of 
simple-sum narrow and broad money, expanding quarterly data from 1981.Q1 to 2016.Q2 and 
presenting monthly data from 2003.M12 to 2016.M6. Many central banks have produced this 
money divisia regularly and use it in their monetary policy formulation and decision. In the 
case of Indonesia, the use of divisia money was not the main concern since Bank Indonesia 
still relies on simple-sum monetary aggregates. The nominal divisia money shows an upward 
trend after financial deregulation in the 1990s and the Asian Financial Crisis in 1997 despite a 
small difference between the simple-sum (M1) and divisia narrow money (DM1) due to the 
highest substitutability representing the narrow money components. Additionally, this might 
occur because the financial deepening in Indonesia not only relies on commercial banks but 
also non-bank financial institutions. The movement of divisia money is used as an information 
variable due to the pro-growth policy, as well as for projecting future economic prospects 
where the contractionary economy during crisis can be revealed through a significant increase 
in money supply, representing the uncertainty and public confidence in the financial system.  
This chapter also re-examines and evaluates the connections between money, prices and 
economic activity in Indonesia. A money-in-utility model is calibrated to fit Indonesian data 
since the models can be applied to examine the determinants of the money demand function. 
The simulated impulse responses are consistent with the main property of this model – money 
superneutrality. Consistent with previous studies, the results show that the growth of money 
supply shocks do not have any real impact and productivity shocks mostly influence the real 
variables, even though the property of superneutrality is experimented with various money 
aggregates (both simple-sum narrow and broad money, and divisia narrow and broad money). 
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The simulation also shows the impulse responses of various nominal money aggregates, 
nominal interest rate and inflation to productivity and each of the money growth shocks.   
For the second objective, the chapter examines the Granger causality between the various real 
money aggregates, real income, the short-term nominal interest rate, the nominal exchange 
rate, and the foreign interest rate (the 3 months US Treasury Bills rate). The chapter used an 
array of cointegration tests and also incorporated an endogenous structural break and bounds 
test under the autoregressive distributed lag (ARDL) method. The test results show that the 
Fisher equation holds in Indonesia, indicating there is no need to incorporate the Fisher 
equation.  
The results show that the standard Johansen test, the G-H test and ARDL bounds test (with a 
single structural break) found at least one cointegrating vector confirming that the real simple-
sum narrow and broad money, and the real divisia narrow and broad money have a long-run 
relationship and that real money demand in Indonesia is stable over the sample period. 
However, the results are mixed depending on the combination of model specifications with 
various measurements of monetary aggregates and the parameter stability tests. Nevertheless, 
the simple-sum M1 and divisia money M1 are still the superior choice for money demand in 
Indonesia in comparison to their M2 counterparts. This solid evidence concludes that divisia 
money can be used in the policy mix where merely relying on price stability will not yield 
optimal results. In particular, the explanation power of divisia money in Indonesia can support 
Bank Indonesia to formulate the optimal policy through the liquidity information in the 
financial market. Since optimal results cannot be obtained from merely relying on price 
stability, this solid evidence determines that money divisia can be used in the policy mix. In 
formulating the optimal policy through the financial market’s liquidity information, Bank 
Indonesia can be supported by the explanation power of divisia money in Indonesia. 
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Regardless of the property of superneutrality test results, assuming non-separability in the 
utility function will potentially change the conclusion and improve the analysis. Additionally, 
adding a labour-leisure choice might possibly eliminate the puzzle. Having evidence that the 
money demand in Indonesia is stable based on a single equation has to be examined for 
robustness by checking in the DSGE model or in the vector autoregressive system.   
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Chapter 3 
A Small New Keynesian DSGE Model for Indonesia with Habit Formation, 
Past Indexation and Cash-in-Advance  
 
3.1 Introduction  
An inflation targeting central bank would find it useful to have a model to guide its policy 
actions towards achieving its mandate. A central issue is whether the model itself provides a 
good description of the actual economy and captures salient features of the variables of interest. 
If the model does not fit the economy or the actual data well, the central bank’s ability to 
stabilise the economy and achieve its mandate is compromised. In this case, the central bank’s 
actions would be misguided by a misspecified or poorly fitting model.  
Since the seminal paper on the science of monetary policy with respect to a New Keynesian 
perspective by Clarida, Gali, and Gertler (1999) and as pointed out by Gali (2008), McCandless 
(2008), Wickens and Wickens (2011), DeJong and Dave (2011) and Junior (2016), the 
weaknesses of the macroeconometric models, in light of the Lucas critique, have led to the 
widespread use of modern macroeconomics approaches such as the Real Business Cycle 
(RBC) and the New Keynesian type of Dynamic Stochastic General Equilibrium (DSGE) by 
central banks in developed countries for policy simulations and forecasting, and to guide their 
policy actions. The latter has improved the RBC’s limitation by adding monopolistic 
competition, nominal rigidities and the short-run non-neutrality of monetary policy, while still 
maintaining the former’s underlying structure (micro-founded, general equilibrium, stochastic 
shocks). Thus, the dynamic stochastic general equilibrium model (DSGE) has played an 
important role in contemporary macroeconomics for researchers and economists, and has been 
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used by central banks in the formulation and communication of monetary policy (Sbordone, 
Tambalotti, Rao, & Walsh, 2010).  
A typical New Keynesian DSGE model is a medium or large scale model that has many built-
in shocks and frictions, designed to capture various features and complexities of the actual 
economy. For example, the US model in Smets and Wouters (2007), a model that has been 
shown to fit the US data quite well, has seven exogenous shocks and various frictions such as 
habit formation, nominal rigidity, price indexation, investment-adjustment costs, and variable 
capital utilisation rate, among others. These medium-to-large scale models, however, have 
been primarily designed to fit developed countries, rather than developing or emerging market 
countries. With few exceptions, the standard practice among academic researchers and central 
bank modellers in developing countries, including Indonesia, is to simply adopt the model such 
as the Smets and Wouters model and then estimate it using the national data. There is very 
little consideration and investigation of the model fit to the data and whether any modification 
to the model is necessary. When the model is extended and modified, downplaying any prior 
assessment of whether the “borrowed model” fits the local or national economy well poses a 
risk. As emphasised above, this is a dangerous approach as the central bank’s actions could be 
guided by an incorrect model. 
As a result of addressing rapid economic issues around the world, current best practices in 
model specification for some academic researchers and central bank modellers in developing 
countries use the complicated and medium to large scale New Open Economy DSGE model. 
This is adopted from advanced countries, with additional frictions extended from standard 
nominal rigidities and features replicating the macro-prudential policy without considering the 
characteristics of developing countries. According to Kriwoluzky (2009), the modellers tend 
to incorporate many restrictions to capture economic features in order to avoid the risk of 
uncertainties associated with different economic environments. In the case of Indonesia, most 
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research uses either a partially structural model or a large fully structured model. However, due 
to the complexity of the typical model, finding the dynamic interaction between the equations 
is problematic. It is a concern that a policy recommendation based on the estimated DSGE 
models could lead to incorrect policy prescriptions due to unnecessary cross equation 
restrictions among variables and misspecification in the models and, as a consequence, the 
models’ bad fit to the data. Therefore, a suitable macroeconomic model is needed that can be 
used for policy simulations and generating forecasts. 
Rather than being guided by a poorly fitting, large scale model, the Indonesian central bank is 
arguably better served by a small scale, parsimonious model that provides a good fit to a small 
number of important variables of interest, such as output and inflation, despite the limitations 
of such a small scale model. For example, one cannot hope to investigate the effect of the 
collapse of the banking sector and macroprudential policies, topics that are of particular 
importance and interest after the 2007–2008 Global Financial Crisis, since the model likely 
lacks any banking or financial friction. But once a well fitting, small scale model has been 
established, relevant frictions can be added to investigate various policy questions of interest. 
Hence, the small scale model can be used as a base model to answer a variety of questions and 
then developed further as necessary. Moreover, a small scale model has only a small number 
of equations and is easy to understand in terms of its transmission channel. Such a model can 
be modified as needed relatively quickly to answer various policy questions, which is often a 
necessity in a fast-paced, policy-focused environment such as a central bank. 
This chapter constructs and estimates a small scale New Keynesian DSGE model, along the 
lines of Rotemberg and Woodford (1997), Woodford (2003), Boivin and Giannoni (2006), Gali 
(2015) and Bhattarai, Lee and Park (2016), for Indonesia and assesses the model fit to the data. 
Specifically, the model focuses on the following three essential frictions: habit formation in 
consumption, backward looking price indexation, and a monetary friction. Habit formation is 
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often needed in DSGE models to adequately capture the observed persistence in consumption 
and output data. Likewise, backward looking price indexation is a standard assumption to 
incorporate a backward looking inflation term in the Phillips curve to match the high 
persistence of inflation in the data. The money friction, introduced via a cash-in-advance 
constraint, is an important additional friction as a large portion of transactions in Indonesia, 
like many other developing countries, still use money or cash as the primary means of payment. 
A cashless model, which is the typical assumption in most DSGE models, is only an appropriate 
assumption for developed countries which each have a nearly-cashless economy. Since the 
model is estimated using a Bayesian method, the marginal (log) likelihood criterion is used to 
compare the fit of various model specifications to the data.  
In addition to the robustness check, the model is examined for three different periods: pre-full-
fledged inflation targeting (1999.Q2–2005.Q2), full-fledged inflation targeting  (2005.Q3–
2016.Q4) and the full sample period to investigate whether the behaviour of parameters 
changes because of the inflation targeting framework implementation. Hence, the study 
proposes the preliminary steps, in line with those suggested by the literature (e.g. An and 
Schorfheide, 2007), on how the parsimonious specification models can be investigated and 
simulated as a simple, complete, small scale DSGE model in order to acquire a more 
comprehensive model based on the development of the Indonesian economy.  
This chapter is structured as follows. After the introduction, Section 3.2 presents the literature 
review which reviews the development of the New Keynesian DSGE model with its features 
and evaluation method of the DSGE model for matching data, along with a review of empirical 
literature in Indonesia. Section 3.3 describes the estimated DSGE model for the Indonesian 
economy. Section 3.4 describes the estimation methodology and data for Indonesia and 
presents the estimation results using Bayesian estimation and impulse responses to several 
shocks for three periods: (1) 1999.Q2–2005.Q2 for the pre full-fledged  inflation targeting 
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period, (2) 2005.Q3–2016.Q4 for the full-fledged inflation targeting period and (3) 1999.Q2–
2016.Q4 for the full sample period. This section also explains the measurement equations and 
choice of priors for estimation of the linearised New Keynesian DSGE model. Finally, Section 
3.5 concludes with the implication for monetary policy and areas of improvement for future 
research. 
3.2 Literature Review  
3.2.1 The New Keynesian DSGE Model 
The implementation of inflation targeting framework regimes by many countries has increased 
the need for suitable macroeconomic models that can be used for policy simulation and 
forecasting. Gali (2008) reveals that the use of the New Keynesian framework for monetary 
policy analysis has been growing rapidly as a prominent study issue in macroeconomics. The 
features of New Keynesian are embedded in the DSGE model that are pinned down by 
optimising the behaviour of economic agents such as households and firms. It has RBC’s 
structural micro foundation that is immune from the Lucas critique with additional 
characteristics such as monopolistic competition of firms and nominal rigidities to ensure the 
non-neutrality of monetary policy on short-run output. In addition to that, monetary policy rules 
are added endogenously in the model specification so it can be used for policy simulation.  
The following is a typical three-equation New Keynesian model, as exposited in Clarida et al. 
(1999), known as CGG, and Gali (2008) describes a simple New Keynesian model which 
consists of: 
𝑥𝑡 = −𝜑[𝑖𝑡 − 𝐸𝑡𝜋𝑡+1] + 𝐸𝑡𝑥𝑡+1 + 𝑔𝑡     (3.1) 
𝜋𝑡 = 𝜆𝑥𝑡 + 𝛽𝐸𝑡𝜋𝑡+1 + 𝑢𝑡       (3.2) 
𝑖𝑡
∗ = 𝛼 + 𝛾𝜋𝜋𝑡 + 𝛾𝑥𝑥𝑡     (3.3) 
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Through log-linearisation of the consumption Euler equation, equation (3.1) is attained and 
represents the Investment/Saving (IS) curve in relation to the output gap 𝑥𝑡 which is measured 
by subtracting the actual output from the potential output, ex ante real interest rate represented 
by subtracting nominal interest rate with expected inflation (𝑖𝑡 − 𝐸𝑡𝜋𝑡+1), and expected future 
output gap (𝐸𝑡𝑥𝑡+1). If the expected output increases, then it will lead to a higher level of 
current output. Agents are simply forward looking in this case and consumption depends on 
current and expected future income and output. Furthermore, the interest elasticity (𝜑) in the 
IS curve represents the intertemporal elasticity of substitution. As for the disturbance of 
government purchases (𝑔𝑡), this could be alternatively represented by other structural shocks, 
such as preference shocks.  
Equation (3.2) represents the New Keynesian Phillips Curve (NKPC) which is typically based 
on the workhorse model of Fischer (1977) and Taylor (1980). As the proxy of log-linearisation 
on the individual firm pricing decisions in aggregates, the NKPC is also related to the output 
gap (𝑥𝑡) and consists of expected inflation (𝐸𝑡𝜋𝑡+1 ) and cost push shocks(𝑢𝑡). The 𝛽 is the 
subjective discount factor and has a value between 0 and 1.  
Gali and Gertler (1999) describe that in line with the model of staggered contracts (Taylor, 
1980) in which price setting of firms occurs in every period of time based on the aggregation 
problem (Calvo, 1983), price setting is described as follows: 
𝑝𝑡 =  𝜃 𝑝𝑡−1 +  (1 − 𝜃)𝑝𝑡
∗                                                (3.4)             
where 𝑝𝑡
∗ is the beginning optimal price, 𝜃 is the probability that each firm will not change its 
price, and (1 − 𝜃) is the probability that a firm is likely to adjust its price. The duration of price 
fixity is approximately(1 − 𝜃)−1, with the higher 𝜃 indicating firms less frequently change the 
price, resulting in a longer duration of price stickiness. Additionally, the choice of changing 
price more likely follows the minimum loss function. Based on the assumption that firms are 
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identical ex ante (except for firms’ variant products and pricing history), the fraction (1 − 𝜃) 
of the firms which have price setting at period t will pick the same price, 𝑝𝑡
∗, while firms with 
no intention of setting a new price will depend on the lagged price level due to the principle of 
large numbers.  
Furthermore, the optimal initial price for a firm setting price at time t due to the maximising 
expected discounted profits with respect to the Calvo formula is written as below: 
𝑝𝑡
∗ =  (1 − 𝛽𝜃) ∑ (𝛽𝜃)𝑘𝐸𝑡{𝑚𝑐𝑡+𝑘
𝑛 }∞𝑘=0                                         (3.5) 
where 𝑚𝑐𝑡
𝑛 is the marginal cost of the firms at period t (in term of percentage deviation from 
steady state value) and 𝛽 is defined as the specific discount factor. The interpretation of the 
equation (3.5) is for a firm that sets its price based on the expected value of the future marginal 
cost when there is a price rigidity. On the contrary, in the case of flexible price (when 𝜃 = 0), 
price setting by firms follows the movement of the current marginal cost.  
Later, the Phillips curve can be derived with the Calvo formula assuming that the inflation is 
the difference in the log price level (𝜋𝑡 = 𝑝𝑡 − 𝑝𝑡−1), detailed as below: 
𝜋𝑡 = 𝜆𝑚𝑐𝑡 +  𝛽𝐸𝑡{𝜋𝑡=1}                                                 (3.6) 
where the slope of the Phillips curve (𝜆) consists of two parameters, price adjustment (𝜃) and 
subjective discount factor (𝛽), detailed as below: 
𝜆 =  
(1−𝜃)(1−𝜃𝛽)
𝜃
                                                           (3.7) 
Logically, because the mark-up prices over marginal cost of the firms are forward looking and 
fixed for multiple periods, the anchor of price is based on future marginal cost, and the inflation 
is written as below: 
𝜋𝑡 = 𝜆 ∑ 𝛽
𝑘∞
𝑘=0 𝐸𝑡{𝑚𝑐𝑡+𝑘}                                                (3.8) 
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Therefore, the benchmark theory can be interpreted as inflation equivalence with the 
discounted expected marginal cost in the future. Meanwhile, since the relation of marginal cost 
(𝑚𝑐𝑡) is equal to the output gap multiplied by the elasticity of output (𝜅𝑥𝑡), then the Phillips 
curve is written as below: 
𝜋𝑡 = 𝜆𝜅𝑥𝑡 +  𝛽𝐸𝑡{𝜋𝑡+1}                                                 (3.9) 
Furthermore, the relationship between inflation and the discounted sequence of output gaps in 
the future, the iterative form of this Phillips curve, can be shown as below: 
𝜋𝑡 = 𝜆𝜅 ∑ 𝛽
𝑘∞
𝑘=0 𝐸𝑡{𝑥𝑡+𝑘}                                                (3.10) 
Considering the relationship between marginal cost (𝑚𝑐𝑡) and labour income share (𝑠𝑡), where 
𝑆𝑡 = 𝑊𝑡𝑁𝑡/ 𝑃𝑡𝑌𝑡, then it is assumed that: 
𝑚𝑐𝑡 = 𝑠𝑡                                                            (3.11) 
where lower case letters indicate percentage deviation from the steady state. In addition, 𝑊𝑡𝑁𝑡 
is the wages times the number of workers, while 𝑃𝑡𝑌𝑡 is the price times real GDP. The labour 
income share is equivalent to the unit labour cost. Meanwhile, the combination of equation 
(3.7) and (3.12) can be written as: 
𝜋𝑡 = 𝜆𝑠𝑡 +  𝛽𝐸𝑡{𝜋𝑡−1}                                                 (3.12) 
Finally, the NKPC can be derived into a hybrid Phillips curve by adding the price setting of 
backward looking firms, denoted as below: 
𝜋𝑡 = 𝜆𝑚𝑐𝑡 + 𝛾𝑓𝐸𝑡{𝜋𝑡+1} + 𝛾𝑏𝜋𝑡−1                                      (3.13) 
where  
𝜆 ≡ (1 − 𝜔)(1 − 𝜃)(1 − 𝛽𝜃)𝜙−1, 
𝛾𝑓 ≡  𝛽𝜃𝜙
−1 and 𝛾𝑏 ≡  𝜔𝜙
−1                                             (3.14) 
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where 𝜙 ≡ 𝜃 + 𝜔[1 − 𝜃(1 − 𝛽)].  
This is assuming that the forcing variable is the real marginal cost instead of the output gap. 
The NKPC has three parameters such as the degree of price rigidities (𝜃), the degree of 
backward looking in setting of price (𝜔) and the subjective discount factor (𝛽).   
The previous equation (3.3) represents that the target interest rate (𝑖𝑡
∗) is based on a simple 
Taylor (Policy) feedback rule. This simple interest rate rule consists of the difference between 
actual and inflation target (𝐸𝑡𝜋𝑡+1 − ?̅?), and output gap (𝑥𝑡). In addition, 𝛼 is determined by 
the neutral equilibrium of interest rate (?̅?) and the target rate of inflation (𝜋)̅̅ ̅, while 𝛾𝜋 and 
𝛾𝑦 are inflation and output coefficients of the Taylor rule and their values are positive.  
In the relationship with the hybrid NKPC, Fuhrer (2010) describes that there will be both an 
inherited and intrinsic persistence. The inherited persistence can be obtained from the output 
gap (𝑥𝑡) or marginal cost (𝑚𝑐𝑡) and is known as real rigidities. Meanwhile, the intrinsic 
persistence can be due to lagged inflation as part of backward looking inflation. Moreover, in 
order to strengthen the hybrid New Keynesian Phillips curve (NKPC), many studies have added 
trend inflation to replicate the inflation persistence extended to just ad hoc the backward 
looking model, including Ascari (2004), Cogley and Sbordone (2008), Barnes, Gumbau-Brisa, 
Lie, and Olivei (2009) for US data and Lie and Yadav (2017) for Australian data. According 
to Fuhrer (2010), the use of trend inflation can be interpreted as replacing the lagged inflation 
for the inflation persistence. Nevertheless, the result of empirical fit replicating the 
autocorrelation of inflation as inflation persistence also depends on the parameter set.     
Restrictions on DSGE model   
A commonly used tool for analysing monetary policy by central banks is the New Keynesian 
DSGE model. The importance in academia and central banks of the development and 
estimation of dynamic and stochastic general equilibrium (DSGE) models has increased 
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significantly since Smets and Wouters (2003) produced their ground-breaking study (Adolfson, 
Laséen, Lindé, and Villani, 2008). The behaviour of a modelled economy can change 
considerably due to different assumptions for each model specification. Research on directly 
evaluating DSGE models’ abilities to fit open economy macroeconomic data has previously 
been scarce despite the burgeoning theoretical literature (Justiniano and Preston, 2004). 
Moreover, since the study aims to evaluate and assess the proper specifications of the DSGE 
model involving habit formation, past indexation and cash-in-advance constraints that fit into 
the model, then the literature presented in this section is often related to those restrictions.  
Slanicay and Vašíček (2011) show numerous specifications of a DSGE model with nominal 
rigidities in a closed economy to decide which is more appropriate for the data. The commonly 
used characteristics in New Keynesian DSGE models (habit formation in consumption, price 
indexation and wage indexation) with macroeconomic data is reasonable. Several studies use 
the habit formation in consumption by extending the standard New Keynesian DSGE models 
including Christiano, Eichenbaum and Evans (2005), Smets and Wouters (2003), Liu (2006), 
Remo and Vašíček (2008), Justiniano and Preston (2010a) and Vašıcek and Musil (2006). 
Additionally, Gali and Gertler (1999) and Gali, Gertler and Lopez-Salido (2005) are among 
other studies which use price indexation in Calvo’s standard restriction for inflation dynamics 
in a backward looking form. Furthermore, Matheson (2006) points out that DSGE models 
featuring habit formation and price indexation have been developed by many studies, among 
others Smets and Wouters (2003), Christiano et al. (2005) and Murchison and Rennison (2006).     
Smets and Wouters (2003) developed a stochastic DSGE model for the Euro area for the period 
1974 to 2002 with sticky prices and wages, featuring habit formation, costs of adjustment in 
capital accumulation, variable capacity utilisation and other fixtures, and evaluated the model 
using the Bayesian approach. A pragmatic examination of shock impacts and their influence 
on business cycle fluctuations in the Euro area is made possible through the integration of ten 
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orthogonal structural shocks. The output gap is expressed as the difference between the actual 
and model-based potential output and is examined by applying the model. The model, which 
is modified based on a staggered Calvo mechanism, demonstrates sticky nominal prices and 
wages. A more common dynamic inflation and wage specification, dependent on past inflation, 
is caused by the integration of partial indexation of the prices and wages that cannot be re-
optimised. Smets and Wouters (2003) identify the causes of business cycles: (1) changes in the 
shock types that impact US and the Euro area economies, (2) changes in the shocks’ 
propagation mechanism, or 3) changes in the central bank’s response to those economic 
advancements, by using structural estimation methodology. The result shows that the modified 
model can fit US data very well and can compete with standard VAR and BVAR models. 
Moreover, the study points out the important role of productivity and mark up shocks as a 
driving force of output and inflation.  
Bernanke, Gertler and Gilchrist (1999) use additional restrictions in the credit market to capture 
the qualitative and quantitative business fluctuations using the DSGE model, namely the 
financial accelerator. This model development in the credit market sector is endogenously 
embedded to increase and to transmit shocks into the economy. Along with that, there are also 
additional restrictions such as money and price stickiness in the model that are expected to 
influence the policy mix between monetary policy and macroprudential policy. Furthermore, 
it replicates the hump-shaped response of output dynamics and lead-lag relations between asset 
prices and investment by incorporating a lagged investment. The financial accelerator 
successfully enhances the performance of the modified model and fit to data. 
Habit formation in consumption 
Fuhrer (2000) presents a DSGE model with habit formation where the utility function of 
households depends on the current and previous consumption. He shows that the modified 
model generates a hump-shaped pattern due to real spending with respect to particular shocks, 
106 
 
and outperforms previous models that failed to represent the dynamic relation among variables 
(such as consumption, output, interest rates and inflation) in the model, which in turn are not 
suitable to use in monetary policy analysis. The utility function of households can be written 
as below: 
𝑈𝑡 =  
1
(1−𝜎)
 (
𝐶𝑡
𝑍𝑡
𝜈)
(1−𝜎)
     (3.15) 
where 𝑍𝑡 is the habit persistence in the level of consumption that can be described as below: 
𝑍𝑡 =  𝜌𝑍𝑡−1 +  (1 − 𝑝) 𝐶𝑡−1      (3.16) 
The features of habit formation in the household’s utility function is common for smoothing 
the consumption. In the open economy context, the DSGE model following Gali and Monacelli 
(2005), Monacelli (2005), Liu (2006) and Justiniano and Preston (2010a) adds habit formation 
in the model and describes the utility function of households as below: 
𝑈 (𝐶𝑡, 𝐻𝑡) = 
(𝐶𝑡− 𝐻𝑡)
1−𝜎
1−𝜎
                                                       (3.17) 
where 𝐻𝑡 = 𝛾𝐶𝑡−1 represents external habit formation and 𝛾 is the degree of external habit 
formation in consumption. Unlike closed-DSGE models that assume 𝐶𝑡 as the domestically 
produced goods, in the open economy 𝐶𝑡 is a composite consumption index for both domestic 
and foreign produced goods.  
Unlike the previous external habit formation, Boivin and Giannoni (2006) consider the 
application of habit formation in private expenditure because it assumes that the habit 
persistence refers to adjustment costs in investment expenditure as well as the expenditure that 
is sensitive to the interest rate. Čapek (2010) incorporates restrictions such as habit formation 
and price indexation along with various of money aggregates (M1, M2, M3 and M4) to assess 
the best model fit using the Root Mean Squared Errors (RMSE) of data to smoothed shocks. 
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The result shows that adding habit formation is beneficial in enhancing the performance of 
models, but the price indexation reduces the empirical fit of the data.   
In most cases, the application of habit formation in consumption is categorised into internal 
and external type (Ravn, Schmitt-Grohé and Uribe, 2006). The study extends this by assuming 
that the habit persistence developed by private agents is formed in the model according to 
individual varieties of goods and not composite consumption goods in an imperfectly 
competitive market. This new specification of the DSGE model is known as deep habit 
formation. Consistent with previous research, the results of this paper indicate that 
countercyclical mark-ups are caused by deep habits.  
To investigate the habit persistence of household consumption, whether it is determined by 
aggregate goods or just several individual goods, Givens (2013) enhances the method of Ravn 
et al. (2006) which depends on purely flexible product prices, by nesting and simulating both 
standard aggregates and special deep habits. The study shows that the empirical fit to data is 
favourable for consumption habits of individual goods rather than aggregate goods.  
In addition, Ravn, Schmitt-Grohė and Uuskula (2010) use a modification of deep habits in the 
DGSE model by taking into account wage rigidities, and examine whether monetary policy 
shocks can explain the countercyclical movements due to deep habits. They show that this 
model better resembles the persistent effect of monetary policy shocks on consumption at a 
particular level of nominal rigidities and solves the price puzzle in a way that the deep habits 
and nominal rigidities are complimentary.  
Past indexation to inflation 
A few studies are adding past indexation to price and rule of thumb behaviour in the hybrid 
NKPC (see Gali and Gertler (1999) and Smets and Wouters (2003)). Gali and Gertler (1999) 
propose the hybrid inflation dynamic where firms are allowed to have a fraction of backward 
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looking past anchor for price setting. The additional backward looking component of inflation 
along with the purely forward looking component of inflation greatly resembles inflation 
dynamics. Moreover, the marginal cost is preferred over the output gap as part of the inflation 
determinants. Nevertheless, Rudd and Whelan (2007) point out the weaknesses of using either 
the output gap or labour share as the proxy of marginal cost with respect to the NKPC. The 
future challenge is to find the suitable proxy variable of real marginal cost that is based on the 
rational expectations approach. Meanwhile, Smets and Wouters (2003) reveal that an increase 
in the degree of price stickiness can lead to the degree of inflation persistence based on the 
partial backward looking indexation on price setting. 
Christiano et al. (2005) take into account the nominal rigidities in the form of inflation inertia 
and output persistence to avoid the skyrocketing marginal cost increase after loosening 
monetary policy shock. In their model, firms can re-optimise their nominal prices subject to a 
independent relation between firms and time. Nevertheless, if the firms cannot re-optimise the 
price, then their optimal price will simply follow lagged inflation, detailed as below: 
𝑃𝑗𝑡 =  𝜋𝑡−1𝑃𝑗,𝑡−1                                                       (3.18) 
where 𝜋𝑡−1 = 𝑃𝑡/𝑃𝑡−1. Therefore, it denotes past indexation as part of price setting of the 
firms. The study shows that the staggered wage contract performance is an essential component 
in deriving a hump-shaped response, since the price rigidity in the model does not contribute 
much. Therefore, the mode specification with a low degree of nominal rigidities with a small 
role of stickiness in nominal wages can generate inertial inflation and gradual persistence of 
output, with respect to the monetary policy shock. Additionally, the monetary policy shock 
leads to opposite responses between the interest rate and the growth of money supply.  
Based on the limitation of matching the observed inflation persistence by Phelps (1978), Fuhrer 
and Moore (1995) propose a new form of the agents’ wage contract that is matched to the US 
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macro data. After comparing the new proposed model with the previous limited model using 
the nested-model approach, their study rejects the null hypothesis of the conventional wage 
contract model but accepts the new contracting model’s hypothesis.  
Moreover, the combination of Calvo staggered and past indexation is presented in Yun (1996), 
as below: 
𝑃𝑡
1−𝜀 =  (1 − 𝛼)𝑃𝑡,𝑡
1−𝜀 +  𝛼𝜋1−𝜀 𝑃𝑡−1
1−𝜀                                           (3.19) 
where 𝑃𝑡,𝑡 is the new price commitment in period t and 𝑃𝑡−1 is given. Rabanal and Rubio-
Ramírez (2005) add restrictions such as price indexation and staggered wage contracts and 
combine both price indexation and wage contracts into the baseline sticky price of DSGE 
model following Calvo (1983). Their study represents the persistence in inflation, output and 
real wages that cannot be presented by only that baseline New Keynesian DSGE model. Their 
results show that adding price indexation outperforms the baseline model, in turn improving 
the DSGE model fit with the US data.  
Cash-in-advance 
The US Federal Reserve has focused on the interest rate as an instrument instead of money 
when setting monetary policy (Thornton, 2014). Thus, the central bank influences real sector 
(both real output and inflation) by controlling the short-run nominal interest rate and affecting 
the expectation of economic agents, particularly the financial market’s players of the future 
policy rate. There are several reasons for this, such as the missing link between money and 
inflation in the short run during the 1980s, the expanding function of money from merely a 
commodity with intrinsic value into a function close to fiat money, and the predominant role 
of credit outperforming money as an accounting device.  
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Furthermore, money is also believed to be irrelevant due to some cases where economists had 
difficulties in using money in economic models to represent the real economic situation that 
occurs in daily lives. For instance, taking into account the cash-in-advance constraint in the 
model’s household expenditure for representing the transaction motives, the impact of raising 
the level of money balances will not endogenously lower the transaction cost. Instead, by 
simply removing the cash-in-advance constraint, economic welfare can improve. In another 
case, money is used in the money-in-utility function of households as a store of wealth or in 
the production function of producers as the settlement of wage payments. Nevertheless, it is 
difficult to find reasons why imposing a cash-in-advance constraint in the model can enhance 
efficiency of households and increase production for firms. In another example, under the 
Cashless New Keynesian (NK) macroeconomic model, consisting of the IS curve, the Philips 
curve and the Taylor Rule, the role of money should be employed in the New Keynesian model 
since the price level presented in the monetary unit cannot be determined without the money 
supply. On the contrary, price is said to be independent of the movement of money if only 
increasing the monetary base leads to inflation because reducing the interest rate narrows the 
output gap through higher spending. Therefore, in the case of the US economy, leaving money 
and credit in the monetary policy formulation especially under quantitative easing will lessen 
the spectrum analysis of effective monetary policy. 
Based on previous studies and a belief that the causal relationship between money growth and 
inflation is still important to avoid the risk of not reaching the inflation target, the study refutes 
that the mainstream school of thought neglects money based on two arguments. First, money 
still plays an important role in monetary policy because it is needed to control inflation. Second, 
the US Federal Reserve’s ability to control interest rates is still overestimated based on several 
reasons. Assuming that the financial market is segmented, then any changes in the US Federal 
Reserve’s fund rate will not significantly affect economic activity since the impact of monetary 
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policy on interest rates is so small as well as the credit supply. With this assumption, the 
expectation on how the US Federal Reserve’s fund rate influences the term structure of interest 
rates is also questionable since there will be a decoupling between short-run interest rates and 
long-run interest rates which is assumed to be closely linked due to the endogeneity hypothesis. 
Walsh (2010) describes that the cash-in-advance constraint can be applied as part of 
consumption following Lucas and Stokey (1983) and Lucas and Stokey (1987), and to cover 
the investments goods following Stockman (1981). In regards to the New Keynesian DSGE 
model, some other research uses the role of money in the model, such as in the form of a cash-
in-advance constraint or the money-in-utility function. Schmitt-Grohé and Uribe (2007) apply 
the cash-in-advance constraint in the households and firms sectors within a real business cycle 
model that has been augmented with sticky prices to resemble the rigidities in the economy 
along with the additional features of taxation and stochastic government consumption, in 
computing the welfare for maximising monetary and fiscal rules. The spending on consumption 
of households is subject to a cash-in-advance constraint in the form: 
𝑚𝑡
ℎ  ≥  𝜐ℎ𝑐𝑡                                                             (3.20) 
where 𝑚𝑡
ℎ is a household’s real money holdings in t period and 𝜐ℎ𝑐𝑡  ≥ 0 is a parameter.  This 
cash-in-advance constraint is applied in the household’s budget constraint. As for the firms, the 
additional money is under the assumption that the wage payments of employees are under the 
cash-in-advance constraint in the form: 
𝑚𝑖𝑡
𝑓  ≥  𝜐𝑓𝑤𝑡ℎ𝑖𝑡,                                                           (3.21) 
where the real money demand by firm 𝑖 in the 𝑡 period is represented by 𝑚𝑖𝑡
𝑓  ≡  𝑀𝑖𝑡
𝑓/ 𝑃𝑡. The 
nominal money holding of firm 𝑖 in period 𝑡 is denoted by 𝑀𝑖𝑡
𝑓
. In addition, 𝜐𝑓 ≥ 0 is the 
fraction of the wage bill backed up with assets. This cash-in-advance of wage payment 
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constraint is applied in the firms’ budget constraint. Therefore, in the equilibrium, the total real 
money aggregates are pinned down from money demand by households and firms: 
𝑚𝑡 =  𝑚𝑡
ℎ +  𝑚𝑡
𝑓
                                                         (3.22) 
Therefore, when the cash-in-advance constraints are removed, 𝜐ℎ =  𝜐𝑓 = 0. As for the 
households, the multiplier (𝜁𝑡) on the cash-in-advance constraint is as below: 
𝜁𝑡 = 1 −  𝑅𝑡
−1                                                             (3.23) 
Bhattacharjee and Thoenissen (2007) find that the cash-in-advance constraint, applied on both 
consumption of households and investments of the firms with a money growth rule in the 
DSGE model, outperforms the procyclical policy and inflation rate resulting in empirical fit to 
US data rather than the money-in-utility. The better result from using a money growth rule 
rather than the interest rule is because the latter approach generates a counter-cyclical policy 
and inflation rate when the true model is under the procyclical condition regardless of the cash-
in-advance constraint or the money-in-utility employed in the DSGE model. In the analysis of 
impulse responses, the impact of money growth shocks on the main variables, such as output, 
consumption and investment, is a gradual hump shape. 
Vašíček (2007) presents the cash-in-advance constraint for Visegrad countries (Czech 
Republic, Hungary, Poland and Slovakia) and other European countries. The estimation uses 
the Bayesian approach, particularly the Metropolis-Hastings algorithm to Markov Chain Monte 
Carlo. Based on the impulse result function, the monetary (money growth) shocks display 
positive persistence, followed by a rise in the interest rate. Contemporaneously, households 
adjusts their deposits, which in turn leads to higher inflation. Studies in developing countries 
related to the cash-in-advance model, particularly relevant given Indonesia is a cash society, 
such as Narayan (2007) and Hong and Chea (2010) mostly use econometric models for 
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empirical analysis of the money demand function. Furthermore, Ahmed et al. (2012) propose 
to use the cash-in-advance constraint in the DSGE model in most developing countries due to 
the existence of large informal sectors in which money functions as a medium of exchange. 
3.2.2 Evaluating the DSGE Model 
Casti (1994) supports the statement that a parsimonious model can outperform a complex one 
since the essential parameters of the process will be more efficient, while still being able to 
reveal the targeted occurrences that can match the data. With a simple model, the effort to 
build, maintain and update the model will require less effort. In term of transparency, the simple 
model can also be interpreted with ease, ensuring that the user can easily understand the 
underlying structure of the system.    
Dotsey (2013) describes that the superiority of the DSGE model compared to others is in 
capturing the interrelationship of the major sectors within the complexity of the economy in a 
way that the DSGE model combines not only important historical data, forecast surveys of the 
economy and expertise consensus, but it also explicitly derives theoretical models and 
incorporates restrictions, and is able to recommend the best policy options. Nevertheless, it can 
yield an awkward result as the model could be suspected to be misspecified by employing many 
restrictions compared to real data. For example, if the resemblance of economic shocks is 
represented by too much persistence of inflation, then the policy recommendation will be 
biased and have a negative implication. Del Negro and Schorfheide (2009) show that 
misspecification of the model can be due to too much persistence with respect to productivity 
shocks.  
Furthermore, the alternative of having many models can provide benefits to economists when 
assessing the appropriate model fit of the data, taking into account parameter uncertainties with 
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respect to the model specification. On the hand, if two models end up with the same conclusion 
and outcome, then the modellers should use the simpler model. 
Adolfson et al. (2008) examine and compare the data properties of estimated closed and open 
economy of DSGE models for Euro area data. They use several dimensions, such as marginal 
likelihood, performance in forecasting, underlying sources of variations in each model 
(variance decompositions) and the monetary transmission channel (impulse responses) 
repercussions, to compare the estimated open and closed economy models. 
In practice, there are two common methods used to choose DSGE model parameters, which 
are by calibration and econometric estimation. The calibration method is not effective since it 
is very sensitive to the choice of priors, which in turn may be inconsistent with the data. 
Although calibration is a simple way to match salient features of the data without any 
estimation, it is unsatisfactory because in calibration, only certain aspects of the data are 
targeted. Through Bayesian estimation, it is advantageous to include a number of weights at 
the researcher’s priority and some weight on the data. Kocherlakota (2007) describes that 
Bayesian estimation is one of the methods, along with others such as the maximum likelihood 
and method of moments. Prior to that, the calibrated parameters and choice of priors will be 
chosen, but a mistake in picking up a prior can cause biased policy recommendation even if 
the model fits the data.  
Riscado (2012) has summarised DSGE models from an econometric perspective into two parts. 
First, a likelihood function can always be taken from a DSGE model and its structural 
parameters can be predicted. Second, the economic equilibrium conditions surrounding the 
steady state can be linearised, as well as creating a quadratic approximation to the utility 
function of the economic agents. Even so, in order to obtain the estimation stage, there are two 
problems – writing and evaluating the likelihood function – that need to be addressed as it 
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causes the maximum likelihood implementation to be analytically and computationally 
demanding.  
The first problem, with the aim of getting policy functions, involves solving the DSGE model. 
The specific analytical structure of the system of equilibrium conditions of these models, which 
is generally a nonlinear system of difference equations, yields closed form solutions only in 
very few settings. Thus, it is only probable to acquire approximated policy functions for most 
of the DSGE models. In order to acquire these approximated policy functions, the system of 
equilibrium conditions needs to be log-linearised around the steady state and solved using one 
of the available linear methods. A set of non-linear numerical techniques for computing 
approximations to the policy functions is also available as a substitute to the linear option. 
Subsequently, estimating the likelihood is determined by the selected method of solution. As 
an example, the Kalman filter must be used if the linear path is selected to estimate the 
likelihood function. In addition to that, it is expected that a normal distribution is followed by 
the stochastic component of the model hitting the economy. This is followed by the 
maximisation of the likelihood function. Furthermore, there are two options between the 
classical inference and the Bayesian estimation. The classical inference includes optimising the 
likelihood function apropos of the parameters and calculating their asymptotic variance-
covariance matrix. On the other hand, the Bayesian inference suggests acquiring a posterior 
distribution for the parameters proportional to the observables likelihood function times the 
priors on the parameters. 
Second, a set of moment conditions can denote a DSGE model, which can result from the 
optimality conditions of the economic agents or from economic assumptions, for example the 
laws of motion of the economic variables and the moments of the stochastic shocks measured. 
It is also understood that approximating the DSGE models’ structural parameters is a likelihood 
by using the general method of moments as well as further moments-based family of 
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estimators. In regard to the distributional assumptions other than the maximum likelihood 
estimation, the general methods of moments is a less demanding estimation approach. This is 
shown to be beneficial for estimating DSGE models. 
Loss function based evaluation of DSGE models  
Schorfheide (2000) presents the procedure to evaluate and compare the DSGE models using 
Bayesian estimation. Through three loss function, the misspecified model can be managed by 
using a reference model to cover the model space. Due to the efficiency and less effort, the log-
linearised model is chosen instead of the non-linear structural model even though the same 
framework can also be done. The comparison of a standard cash-in-advance model and 
portfolio adjustment cost model (PAC) shows that the PAC model has a lower posterior 
probability than the cash-in-advance model that fits the data very well. Nevertheless, unlike the 
PAC model, the cash-in-advance model cannot generate a positive real effect due to growth of 
money supply, and overall the dynamic impulse responses of the PAC model replicate data 
better than the cash-in-advance model.    
Using the loss function of method of moment (MM) and maximum likelihood (ML) to assess 
the two specifications of small DSGE models which are purely forward looking behaviour and 
hybrid variants, Jang (2012) finds that adding the lag term in the NKPC and the IS curve 
enhances the empirical fit of the data. In addition, it neglects the impact of inherited and 
extrinsic persistence, thus supporting the backward looking model. 
Kriwoluzky (2009) proposes a new method of comparing the alternative DSGE model with its 
nested version by combining the two models and weighing them with its posterior probability. 
The paper investigates the additional habit formation and past indexation as well as allowing 
more lags to the endogenous variables and omitting variables to be a cashless economy. The 
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result shows that the model-averaging method leads to better welfare than half standard 
methods. 
Log-likelihood data density and Bayes factor  
Since the rapid emergence of the modern macroeconomic model on a microeconomics 
foundation (DSGE) replacing older generation macroeconometric models, there are many 
issues addressed by central bank modellers especially on how to design appropriate DSGE 
models (Matheson, 2006). The purpose is to evaluate and assess, using log marginal likelihoods 
and Bayes factors, the current sophisticated existing DSGE models developed by many 
academics and central banks by examining eight different varieties of model specifications 
under a Bayesian estimation framework, using data from three countries (Australia, Canada 
and New Zealand). The results of extending the small open economy DSGE model by adding 
a non-tradable good, habit persistence, and past indexation is in contrast to Rabanal and Rubio-
Ramírez (2005), as this study adds price indexation which reduces the empirical fit. 
Lubik and Schorfheide (2005) propose a two-country open economy DSGE model using 
Bayesian estimation for US and Euro data to cope with potential model misspecification and 
identification problems. The study compares the estimated parameters from both closed and 
open economy models and investigates the sensitivity analysis of estimated parameters with 
respect to the choice of prior distribution, examines the propagation of monetary policy shocks 
and assesses the ability of the model to describe the explained-exchange rate movements. The 
result are mixed to some extent where the Purchasing Power Parity fails to explain the exchange 
rate movement but still benefits in explaining the current account deficit. In addition, the 
Bayesian estimation is plausible in explaining and fitting the empirical data. The difference 
between the choices of prior information with estimated posterior can be clearly extracted from 
the likelihood function.   
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Slanicay and Vašíček (2011) investigate several specifications of DSGE models featuring habit 
formation, price indexation and wage indexation restrictions, which generate a better fit for US 
and European countries’ data. The comparison of the models uses a Bayes factor generated 
from marginal likelihoods from the Bayesian estimation, detailed as below: 
𝐵𝐹𝑖𝑗 =  
𝑝 (𝑌𝑇|𝑀𝑖)
𝑝 (𝑌𝑇|𝑀𝑗)
= exp (𝑙𝑜𝑔(𝑝(𝑌𝑇|𝑀𝑖)) − 𝑙𝑜𝑔 (𝑝(𝑌𝑇|𝑀𝑗)))                    (3.24) 
where 𝑝(𝑌𝑇|𝑀𝑖) and (𝑌𝑇|𝑀𝑗) are the likelihood function of model i and model j consecutively. 
The interpretation of the Bayes factor presents how likely (in the probability) the model i to 
model j in light of the data. Furthermore, based on Jeffreys (1961) and DeJong and Dave (2011) 
the value of the Bayes factor is classified as: 1–3 as very slight evidence, 3–10 as slight 
evidence, 10–100 as strong to very strong evidence, and over 100 as decisive evidence. The 
results suggest that adding habit formation in consumption improves the model fit to empirical 
data. Nevertheless, this is not the case for partial price indexation and partial wage indexation 
where the modified model reduces the performance to fit with data.   
By using the marginal likelihood, Silveira (2008) compares DSGE models with several variants 
of models featuring habit formation and price indexation for Brazilian data. The results show 
that only restriction on habit formation fits with the data, while price indexation is less 
satisfactory in regards to the dynamic effects of both domestic and foreign real and monetary 
shocks. 
3.2.3 The New Keynesian DSGE Model in Indonesia 
The implementation of inflation targeting framework and inflation persistence 
Following the worldwide trend in central banking, the new Central Bank Act of Indonesia (Act 
No.4 of 2004 as an amendment of No. 23 of 1999) implicitly states inflation targeting as the 
monetary policy framework. Bank Indonesia is required to switch from monetary targeting to 
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inflation targeting. Nevertheless, Bank Indonesia only began implementing the full-fledged 
inflation targeting framework in July 2005. As noted by Wimanda (2009) the early stages of 
the framework in Indonesia are not as tight as its implementation in New Zealand. Bank 
Indonesia had already announced the inflation target to the public in 2000 (Harmanta, 2009). 
However, the International Monetary Fund mandated other monetary targets such as implicit 
base money as part of a recovery program after the Asian Financial Crisis hit Indonesia. Thus, 
prior to the full-fledged inflation targeting period in 2005, Indonesia is said to have 
implemented ‘inflation targeting framework lite’.  
The Inflation Targeting Framework (ITF) has been implemented in Indonesia for more than a 
decade, with various domestic and global challenges that has affected its performance such as 
the 2005 mini crisis due to a spike in oil prices, the 2008 Global Financial Crisis due to sub-
prime mortgage in the US, reverse capital flow due to the European economic uncertainty in 
2011, as well as the 2013 Taper Tantrum where the Federal Reserve increased the Fed Fund 
rate. From a domestic perspective, various pressure on inflation (price) related to adequate 
distribution of food supply and exchange rate volatility has made it difficult to reach the 
inflation target. From an external perspective, global disturbances can influence Indonesia as a 
small open economy country, since the volatility of capital flow can deteriorate the financial 
system stability.  
As shown in Table 3.1., the actual inflation target has not been fully reached during the period 
of 2001 to 2016, indicating that the target of actual inflation in the long-run will not be 
convergence.  
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Table 3.1. Comparison Table of Inflation Targets and Actual Inflation 
Year Inflation Target (%) Actual Inflation (%,yoy)
2001 5 12.55
2002 9.5 10.03
2003 9 5.06
2004 5.5 6.40
2005 6 17.11
2006 8 6.60
2007 6 6.59
2008 5 11.06
2009 4.5 2.78
2010 5 6.96
2011 5 3.79
2012 4.5 4.3
2013 4.5 8.38
2014 4.5 8.36
2015 4 3.35
2016 4 3.02  
    Source: Bank Indonesia 
During the early period of inflation targeting after the Asian Financial Crisis in 1997, the 
adjustment speed for the decline of actual inflation was still very slow. Harmanta (2009) 
demonstrates that the slow decline in Indonesia’s inflation rate is due to the persistence of 
inflation. Furthermore, the study suggests that if the credibility of monetary policy could be 
improved, the expectations of economic agents as part of the expected inflation may also 
decline and in turn will achieve the inflation target. Like other countries, the Global Financial 
Crisis has given more challenges to the monetary authorities in Indonesia in designing and 
evaluating monetary policy formulation. 
In the midst of the dynamics of that economy, the results of a review of ITF in Indonesia after 
2005 have recorded several successes. These are related to the management of monetary policy 
that has been increasingly organized and accompanied by quality improvement, in the sense 
that it is in accordance with best practices, theoretical thinking, and empirical conditions in 
Indonesia (Juhro et al., 2009). Numerous positive things have been prominent regarding setting 
and announcing the inflation target, structuring the institutional and operational framework, 
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policy coordination, and the quality of analysis and policy research in comparison to those 
before ITF was implemented. These positive assessments can usually be connected to positive 
aspects of the general process (business process as usual). However, there were also some 
achievements during the ITF application period such as improvements in the fundamental 
features, which distinguished the benefits of the existence of ITFs with other policy 
frameworks, namely (i) institutional existence maturation, (ii) clarity of policy signals, and (iii) 
increasing policy credibility. 
Simorangkir and Adamanti (2010) observe that Indonesia also introduced fiscal stimulus and 
lower interest rates through monetary easing in order to prevent the deep decline in global 
demand and economic contractions. Both of these mixed policies complement each other and 
are more effective than if implemented alone. Furthermore, White (2013) describes that the 
financial crisis might affect the conduct of future monetary policy, including re-examining the 
role of money and credit, and the mixed policies for price stability and financial stability. 
Therefore, based on the experience of the Asian Financial Crisis and the Global Financial 
Crisis, Bank Indonesia has to be aware that as a small open economy Indonesia faces many 
obstacles and challenges. Thus, the proper design and formulation of monetary policy, in 
particular the model specification, should consider many factors other than solely the      
inflation level. 
The characteristics of inflation in Indonesia as the essential input to determine the appropriate 
level of the inflation target are carefully examined by Wimanda, Prasmoko and Oktiyanto 
(2011) who summarise the result of comprehensive studies by Bank Indonesia’s researchers. 
Inflation in Indonesia is vulnerable to supply and external shocks, influenced by seasonal 
factors and has a high degree of persistence. Expected inflation is still dominated by backward 
looking behaviour, although the portion of backward looking is predicted to decline over time 
due to the implementation of the inflation targeting framework. Indonesia’s inflation variation, 
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after the application of the inflation targeting framework, has somewhat decreased as indicated 
by the standard deviation. High inflation in Indonesia is suspected because of the oligopolistic 
market structure, which has a less efficient distribution system, as well as costly and inadequate 
infrastructure.  
Prior to the inflation targeting framework when monetary targeting was used as the target of 
monetary policy, the chronic high inflation in Indonesia was believed to be caused by the 
excessive growth of base money (McLeod, 1997). Compared to selected neighbouring 
countries in Asia (the Republic of Korea, Malaysia, the Philippines, Singapore and Thailand), 
starting from 1990, Indonesia has experienced high inflation due to stronger inflation inertia 
and political instability. Similar to this result, Affandi (2011) reviews that Indonesia has the 
highest average inflation rate among other countries in the region, which might demonstrate 
structural problems from the supply side of the economy.  
Yanuarti and Hutabarat (2006) compare the determinants of inflation in Indonesia, Malaysia, 
the Philippines and Thailand using annual data from 1970 to 2005. Their findings indicate that 
expected inflation is a major determinant that is highly significant and influential in the 
inflation formation of all the countries. In Indonesia, in addition to expected adaptive inflation, 
the exchange rate is an important determinant of inflation. On the other hand, food price shock 
is a huge factor in the dynamics of inflation in Malaysia and the Philippines. Determinants of 
excess money is significant in all countries but the effect is relatively small compared to other 
determinants, except in Thailand. It is known that lagged inflation in Indonesia is relatively 
more dominant than in other countries, indicating that the level of inflation persistence in 
Indonesia tends to be greater. Furthermore, the variable money also contributes substantially 
to the movement of inflation in all countries. For Indonesia, money contributed the most to 
inflation before the Asian Financial Crisis. 
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Rahmahdian and Warjiyo (2013) note that the Indonesian inflation persistence prior to the full-
fledged inflation targeting period is relatively larger than during the full-fledged inflation 
targeting period based on several studies, such as Alamsyah (2008) and Yanuarti (2007). 
Solikin (2005) finds, by using the NKPC, that inflation in the full-fledged inflation targeting 
period is determined by the forward looking behaviour of economic agents. Before the full-
fledged inflation targeting period, the credibility of Bank Indonesia was far from perfect, which 
in turn slowed down the inflation persistence at that time. Studying the NKPC in Indonesia, 
Wimanda, Turner and Hall (2011) examine the determinants of inflation in Indonesia based on 
the econometric analysis. The CPI inflation in Indonesia is considerably determined by the 
output gap, exchange rate depreciation and money growth as the main factors other than its 
dynamic backward looking and forward looking expectations. Their study follows the approach 
of the hybrid version of NKPC with extension to the use of the output gap, exchange rate and 
money growth for capturing the consequence of the business cycle, openness and the role of 
money against inflation in Indonesia. Addressing the endogeneity problems due to the use of 
inflation expectations, the estimation uses the Generalised Method of Moments (GMM) for all 
monthly data from 1980 to 2008. The result also shows that the proportion of backward looking 
expectations is higher than its forward looking expectations, so Bank Indonesia needs to 
enhance its credibility by providing greater communication and transparency of its future 
monetary policy.  
Turner and Wimanda (2013) extend the study of this NKPC with the specific aim of analysing 
the shape of the Phillips curve in Indonesia, so that the probability of a non-linear relationship 
between inflation and the output gap could be identified, including the aftermath of the 
economic crisis period. The model is estimated by using Two-Stage Least Squares (TSLS) 
method with various forms of non-linear models, such as quadratic, cubic, kink-1, kink-2, L-
shape, trend and variance. The result of this research shows that the L-shape non-linear function 
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surpassed the linear model, implying that Bank Indonesia should be aware of the monetary 
policy decision-making process, particularly on the economic state dependence, since inflation 
is responsive and hypersensitive to the shock of the economy.  
The result shows that from the early 1980s until the end of 2008 that the formation of inflation 
expectations in Indonesia is still dominated by the backward looking inflation expectations 
with a share of 0.7, while the portion of forward looking inflation expectations is around 0.2. 
The study also finds that the impact of the exchange rate is greater than the impact of the growth 
in money supply (M1). The analysis assumes that the effect of the exchange rate and the growth 
in money supply is linear, meaning that their impact is constant for each level of exchange rate 
depreciation and money supply growth. 
In general, the structure of the formation of inflation expectations is usually determined by a 
combination of backwards looking (adaptive) and forwards looking. In Indonesia, the inertia 
factor still dominates inflation formation expectations in society so that the expectations are 
adaptive. This causes monetary policy to be less effective in influencing the formation of public 
expectations, hence the relative ineffectiveness of monetary transmission running the 
Indonesian economy through inflation expectations. 
Through using Aggregate Rational Inflation-Targeting Model for Bank Indonesia (ARIMBI), 
Harmanta, Bathaluddin and Waluyo (2011) find that the expected inflation depends on the 
credibility of the central bank such that the higher the credibility, the faster the adjustment of 
inflation expectation to the targeted inflation. Idham, Wimanda and Winarno (2014) modify 
the ARIMBI model by incorporating the external sector to investigate the mixed policies 
between monetary policy and macroprudential policy in neglecting the unanticipated effect of 
business and financial cycles. The result shows that the standard ARIMBI model is 
outperformed by adding the dynamics of current accounts and capital flows in the model.  
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Full DSGE models for Indonesia 
Similar to other monetary authorities such as Sahminan, Utama, Rakman and Idham (2017), 
various DSGE models have been developed by Bank Indonesia. As discussed by Joseph, 
Dewandaru and Ari (2003) and Alamsyah (2004), the General Equilibrium Model of Bank 
Indonesia (GEMBI) is a large scale DSGE-type model developed by Bank Indonesia featuring 
price rigidities, expected consumption, exchange rate and money demand function, as well as 
perfect capital mobility and external debt for external sectors. Joseph, Dewandaru, Kusuma 
and Rizaldy (2002) describe that GEMBI consists of five sectors in the model: households, 
banks, traded firms, non-traded firms and government. All the models are used for simulation 
and policy evaluation through numerical approximation algorithms, known as the 
Parameterised Expectations Algorithm (PEA).18 
Joseph, Dewandaru and Gunadi (2003) investigate how Bank Indonesia should conduct their 
disinflation policy and determine a stronger (hawk) or moderate (dove) stance of monetary 
policy. Due to the various aspects of the monetary policy formulation process, the most 
“optimal” policy rule is often not the most desired. While achieving the target in the shortest 
duration by sacrificing economic growth is the hawks’ policy rule, the doves further 
accommodate the economy by tolerating an inflation rate that is slightly higher than the 
predicted target or achieving the target over a longer period. By using GEMBI, a stochastic 
non-linear dynamic general equilibrium model developed by Bank Indonesia, their work 
simulates how such preferences influence the Indonesian economy’s dynamics. The model has 
various economic agents such as households, banks, firms-producers traded and non-traded 
groups, government, and external sectors. The result shows that alternative simulations using 
                                                 
18 The GEMBI is planned to be developed further by estimating the parameters in the models using 
Bayesian Estimation and Maximum Likelihood Estimation (MLE) especially for parameters such as 
discount factor, coefficient of risk aversion, elasticity of consumption and marginal cost on 
consumption in line with the characteristics of the Indonesian economy (Bank Indonesia, 2003). 
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GEMBI provide the dynamic impacts of different disinflation programs on other 
macroeconomic variables. Different central bank preferences would demonstrate differing 
interest rate responses to attain the medium-term target of inflation and its bearing on the 
exchange rate and GDP growth rate as there are prominent differences between the 
predilections of the hawks and doves in achieving the predicted 6% to 7% target inflation. 
Although the hawkish disinflation method causes a decrease in GDP growth in the first couple 
of years, it progressively attains a higher growth rate of GDP in the subsequent years in 
comparison to other disinflation methods.  
A small open economy DSGE model with financial friction is designed for Indonesia’s 
economy in the form of collateral constraint on the banking sector, which is capable of 
simulating Bank Indonesia’s disturbance rate, reserve requirement, bank capital, and the 
disturbance to the default risk of the bank (Purwanto and Oktiyanto, 2010). Furthermore, 
Oktiyanto, Purwanto and Rachmanto (2013) developed a DSGE model which includes 
financial frictions such as collateral constraints and a financial accelerator between households 
and entrepreneurs, respectively. Additionally, simulating monetary policy (the Bank Indonesia 
rate) and the exchange rate together with macroprudential policy on financial institutions to 
achieve the development goals and adapt to Indonesia’s condition is the purpose of including 
the banking sector in the DSGE model. In particular, the banking sector simulates households’ 
Capital Adequacy Ratio (CAR) and Loan to Value (LTV) requirement for the macroprudential 
policy. In addition to that, GDP is weakened and the inflation rate is reduced due to increasing 
CAR requirements, an example of disturbances in the banking sector, which affects the real 
sector through the credit channel. As demonstrated by the simulations, reduced imported goods 
demand is caused by a combination of monetary and macroprudential policy which attains 
GDP and inflation that is sustainable and stable as well as controls consumption. The current 
account will be positively impacted by stable exports and a slowdown in imports.  
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Since the beginning of the global economic crisis in 2007, academic and central bank 
researchers have been concentrating on the significance of sustaining the stability of 
macroeconomics through the financial sector, a role which the DSGE model has not explored 
extensively. Tjahjono and Waluyo (2010) investigate the financial sector in the model further. 
The commercial bank, an agent of the economy that acts as an intermediary institution, is added 
into the standard New Keynesian small open economy model as it accepts public savings as 
well as channelling funds to credit companies, SBIs and foreign bonds. To represent the 
behaviour of the procyclicality, the study uses a non-performing loan as a financial effects 
accelerator. From the simulation results, the DSGE model is capable of capturing the financial 
effects accelerator and an optimal simulation policy mix. 
Sahminan et al. (2017) present a DSGE model for a small open economy to investigate the 
effect of government expenditure, particularly infrastructure, on output and welfare in 
Indonesia. It is expected that by increasing government expenditure on infrastructure 
development, the government conducts their program of encouraging economic growth to 
provide adequate infrastructure. This model complements previous DSGE models that focus 
more on modelling of banking and financial sectors, monetary policy simulation analysis and 
a mix of macroprudential and monetary policy. This cashless DSGE model has various 
economic agents such as households, firms, and government and central bank, which also 
features a pure forward looking Phillips curve. The consensus parameters for the Indonesian 
economy are calibrated. The simulations show that a 1% increase in government consumption 
will lead to higher economic growth by 0.04% above the baseline in the short run. A 1% 
increase in government investment will lead to higher economic growth by 0.05% above the 
baseline. Overall, the government investment is more effective than government consumption 
and is expected to positively affect the economy, as demonstrated by recent structural reforms 
that increase government investment and decrease government consumption.  
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Hutabarat (2010) examines the economy’s response to the temporary exogenous exchange rate 
and cost-push shocks by employing a New Keynesian dynamic general equilibrium model for 
a small open economy that features price and wage rigidity in the form of Calvo price setting, 
as well as the cost channel of interest rates with respect to inflation. This DSGE model adopts 
four domestic economic agents that represent the economy such as households, firm-producers, 
government and central bank, as well as foreign sectors. For households, a separable money-
in-utility function is used for the instantaneous utility function. Real money demand equation 
is pinned down by merging the first derivation of households’ utility in regard to real 
consumption, real money demand, and real domestic bond, and the nominal interest rate. This 
equation represents the opportunity cost of holding money as well as the marginal rate of 
substitution of real money demand and real consumption. The model also demonstrates a lower 
level of price rigidity, high dependence on imports, and inflation-biased monetary policy that 
escalates exchange rate pass through prices for both domestic and consumer. In a developing 
economy, the monetary authority is not required to respond to the shock by tightening monetary 
policy due to the model’s combination of temporary natural cost-push disturbances, rational 
expectation behaviour of price setters, the central bank’s policy credibility, symmetric low 
stickiness of domestic prices, and low persistence of inflation. 
The significance of Indonesia’s monetary transmission channel to inflation due to the elongated 
shock to the risk premium is described by Hutabarat (2010). It explores how monetary policy 
should respond optimally to the shocks, bearing in mind the characteristics of monetary 
transmission. Furthermore, the economy’s short and long-run state deteriorates due to a more 
persistent shock to the interest risk premium that causes depreciation in the nominal exchange 
rate. The study expands the DSGE model used in Hutabarat (2007) by including the interest 
rate risk premium as a function of net foreign debt to GDP, as in Schmitt-Grohé and Uribe 
(2003). By using channels of aggregate demand, exchange rate pass through, and cost of 
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capital, the policy of interest rate is transmitted to the inflation of the New Keynesian Phillips 
curve. Furthermore, the full credibility of the expectation channel of monetary policy is 
assumed. The results show that the unique disturbances effect has an impact on the economy 
by tightening of monetary policy for unanticipated increases in the consumer prices. This is 
because of high real rigidity, strong cost channel of interest rate, strong cost channel of 
exchange rate pass through, weak demand-side channel of exchange rate pass through, and 
weak aggregate supply channel of interest rate. In order to minimise the adverse effects of the 
shocks, a proper monetary policy response is suggested by Hutabarat (2007) through the rise 
of the smallest interest rate.  
The effect of world oil and world price shock on inflation is investigated by Kusuma (2013), 
which extends Gali and Monacelli (2005) by disaggregating household aggregate consumption 
further. DSGE models can be extended to scrutinise puzzles such as commodity price 
disturbances. This cashless model has three sectors which are households, firms, and the central 
bank as the government, with monopolistic competition for both labour and goods market and 
a wage rigidity setting. The two producers in this model are the non-food and food sector for 
the domestic production sector. In addition to that, using the same structure of the model, the 
study uses data from four countries (Indonesia, South Korea, the Philippines and Thailand) and 
uses the Bayesian estimation to compare each country’s conduct of monetary policy. Although 
the deep parameters expose mixed results, countries that have major structural resemblances 
can share close values. Also, it is found that Indonesia, in respect to the policy rule imposed in 
this model, places great importance on smoothing its interest rate.  
Harmanta (2009) presents a small open economy DSGE models with additional features for 
capturing the credibility level of monetary policy, following Erceg and Levin (2003). This 
cashless model, following Gali and Monacelli (2005), has four agents of economy (households, 
firms, central banks and external sectors) and is equipped with several features including 
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external habit formation of consumption and indexation of past inflation as backward looking 
inflation of hybrid New Keynesian Phillips curve. The monetary authorities are assumed to 
follow the interest rate Taylor rule. The parameter credibility of monetary policy relies on the 
Kalman filter method as an optimal solution of economic agent in determining expectation of 
inflation. The study compares the inflation targeting framework ‘lite’ period when Bank 
Indonesia still has to achieve another nominal anchor besides inflation target and the full-
fledged inflation targeting framework. The model is estimated using Bayesian estimation as in 
Schorfheide (2000) by combining Markov Chain Monte Carlo and Metropolis Hasting through 
toolbox Dynare in the Matlab software. The results show that prior to the full-fledged inflation 
targeting framework where monetary policy has not been perfectly credible, the degree of 
monetary policy credibility is less after implementing the full-fledged inflation targeting 
framework. Furthermore, the inflation persistence slows down after the central bank obtains 
higher credibility. It is also challenging for the monetary authority to implement a flexible 
inflation targeting framework, with respect to stabilising macroeconomic conditions, in the 
case of a future global financial crisis that needs to sacrifice inflation targeting in the short run. 
It is recommended to incorporate the endogenous NKPC, which represents indexation of past 
inflation, as a backward looking component. Furthermore, the inflation target is not constant, 
which is set by numerous central banks in developing countries.  
Dutu (2016) presents the open economy of DSGE model following Adolfson, Laséen, Linde 
and Villani (2005) and Adolfson, Laséen, Lindé and Villani (2007) using Bayesian  estimation. 
Their study finds that total factor productivity in Indonesia has been slowing down since 2010, 
along with the already decreasing trend of the global economy. Based on the observation that 
Indonesia has not continued its investment, it can lead to non-sustainable economic growth in 
the long run regardless of an accommodating monetary policy. 
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Based on the above studies, many methods have been used to improve the ability of the 
Indonesian economy’s model, ensuring that the inflation targeting framework in Indonesia can 
achieve optimal monetary policy. Furthermore, partial econometric models to the medium or 
large scale DSGE models with many built-in shocks and frictions have been used, especially 
when addressing economic issues around the world, in regards to policy simulations and 
forecasting in guiding the monetary policy stance. Nevertheless, this approach has very little 
consideration and investigation of the model fit of the data and whether any modification to 
the model is necessary. Thus, if the model does not fit the economy or the data well, the central 
bank’s ability to stabilise the economy and achieve its mandate is compromised. Therefore, a 
small scale model which focuses on model comparison is estimated and fitted to data using a 
Bayes factor based on the marginal likelihood criterion. 
3.3 The Estimated DSGE Model for Indonesian Economy 
The small scale DSGE model for Indonesia to be estimated is described. Based on Rotemberg 
and Woodford (1997), Woodford (2003), Boivin and Giannoni (2006) and Bhattarai et al. 
(2016), a small scale New Keynesian model is used. A continuum of infinitely-lived 
households, monopolistically-competitive firms producing differentiated varieties, retailers or 
final-goods competitive firms, and a monetary authority are categorised as agents in the 
economy. The model is a closed economy DSGE model without investment and capital stocks. 
The model also abstracts from fiscal policy dynamics by assuming that it follows a passive 
policy in the sense of Leeper (1991). The economy’s four categories of exogenous shocks are 
a technology growth shock, a monetary policy shock, a preference shock, and a government 
spending shock.  
Each household chooses the amount of consumption, labour effort, and how much one-period 
riskless discount bonds to hold in each period to maintain its lifetime utility, subject to a 
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standard budget constraint. Income from labour effort is derived by each household which also 
receives intermediate-good producers’ generated profit. External habit formation influences 
the household’s consumption decision. Following Lucas (1982), Cooley and Hansen (1989) 
and Schmitt-Grohé and Uribe (2009), this study introduces money through the assumption of 
a cash-in-advance constraint in households’ consumption purchase. Furthermore, each 
monopolistically-competitive firm produces a differentiated variety by using labour as the only 
input to production. There are infrequent adjustments of the optimal prices of these varieties 
based on the mechanism in Calvo (1983). Labour is firm-specific, which induces strategic 
complementarities between price setters. In conducting its stabilisation policy, the monetary 
authority follows a Taylor rule.  
Households 
There is a continuum of infinitely-lived households on a unit interval. Each household j, where 
j ∈ [0; 1], maximises the lifetime utility function: 
𝛦0  ∑ 𝛽
𝑡∞
𝑠=0 𝛿𝑡 [ log(𝐶𝑡
𝑗 − 𝛾𝐶𝑡−1) −  
(𝐻𝑡
𝑗
)
1 + 𝜂
1+ 𝜂
]    (3.25) 
subject to nominal budget constraint, 
𝑀𝑡
𝑗 + 𝑃𝑡𝐶𝑡
𝑗 + 𝐵𝑡
𝑗 + 𝛦𝑡[𝑄𝑡,𝑡+1 𝑉𝑡+1
𝑗 ] ≤ 𝑀𝑡+1
𝑗 + 𝑊𝑡𝐻𝑡
𝑗 + 𝑅𝑡−1𝐵𝑡−1
𝑗 + 𝑉𝑡
𝑗 + Φ𝑡 + 𝑃𝑡𝑇𝑡    (3.26) 
β ∈ [0; 1] is the subjective discount factor, the inverse Frisch elasticity of labour supply is 𝜂 > 
0 and 𝛾 is the degree of external habit formation. The consumption of household j is 𝐶𝑡
𝑗
 and 𝐻𝑡
𝑗
 
is the labour supply. Meanwhile, 𝛿t is the intertemporal preference shock, assumed to evolve 
according to: 
𝛿𝑡 = 𝛿𝑡−1
𝜌𝛿
 exp (𝜀𝛿,𝑡)                                               (3.27) 
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where 𝜀𝛿,𝑡~𝑖. 𝑖. 𝑑 𝑁(0, 𝜎𝛿
2).  𝐵𝑡 is one-period riskless nominal government bond that pays a 
return of 𝑅𝑡,  𝑉𝑡+1 are one-period state-contingent nominal securities (Arrow securities) 
purchased at price 𝑄𝑡,𝑡+1. Households receive labour income 𝑊𝑡𝐻𝑡
𝑗
, profits Φ𝑡 from 
intermediate firms and lump-sum government taxes or transfers, 𝑇𝑡. 𝑀𝑡
𝑗
 is the nominal money 
holdings by households 𝑗 in period 𝑡 and the amount of money holdings is given by the cash-
in-advance constraint:  
𝑀𝑡
𝑗 = 𝜐ℎ𝑃𝑡𝐶𝑡
𝑗
                                                         (3.28) 
where 𝜐ℎ ≥ 0 is the cash-in-advance parameter. Solving for the household’s maximisation 
problem, we obtain the following first-order condition (after dividing the nominal budget 
constraint by 𝑃𝑡, imposing the cash-in-advance constraint, and imposing symmetric 
equilibrium across households):  
0 = (𝐶𝑡 − 𝛾𝐶𝑡−1)
−1 − 𝜆𝑡(1 + 𝜐
ℎ(1 − 𝑅𝑡
−1))                                 (3.29) 
0 = −𝐻𝑡
𝜂
+ 𝜆𝑡𝑤𝑡                                                        (3.30) 
0 = −𝛿𝑡
𝜆𝑡
𝑅𝑡
+ 𝛽𝐸𝑡𝛿𝑡+1
𝜆𝑡+1
𝜋𝑡+1
                                            (3.31) 
where 𝜆𝑡 is the multiplier (shadow cost of consumption), 𝑤𝑡 is the real wage 
𝑊𝑡
𝑃𝑡
 and 𝜋𝑡 is gross 
inflation 
𝑃𝑡+1
𝑃𝑡
. Note that since 𝐴𝑡, the productivity level, is nonstationary in the data, we convert 
endogenous variables to be stationary by dividing them by the productivity or technology level. 
Therefore:  
?̃?𝑡 ≡
𝐶𝑡
𝐴𝑡
, ?̃?𝑡 =
𝑤𝑡
𝐴𝑡
, 𝑌𝑡 =
𝑌𝑡
𝐴𝑡
, ?̃?𝑡 ≡ 𝜆𝑡𝐴𝑡                                       (3.32) 
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Also, to be consistent with balanced growth path, we need to impose 𝜎 = 1. Define the gross 
growth rate of productivity, 𝑎𝑡 = 𝐴𝑡/𝐴𝑡−1. We can modify the above first order conditions, 
yielding:  
0 = (?̃?𝑡 − 𝛾?̃?𝑡−1𝑎𝑡
−1)
−1
− ?̃?𝑡(1 + 𝜐
ℎ(1 − 𝑅𝑡
−1))                            (3.33) 
0 = −𝐻𝑡
𝜂
+ ?̃?𝑡?̃?𝑡                                                     (3.34) 
0 = −𝛿𝑡
?̃?𝑡
𝑅𝑡
+ 𝛽𝐸𝑡𝛿𝑡+1
?̃?𝑡+1
𝜋𝑡+1
𝑎𝑡+1
−1                                 (3.35) 
Firms 
The perfectly competitive final goods firm combines a continuum of intermediate goods 𝑌𝑡(𝑖) 
such that: 
𝑌𝑡 = (∫ 𝑌𝑡(𝑖)
1
0
𝜃𝑡−1
𝜃𝑡
𝑑𝑖)
𝜃𝑡
𝜃𝑡−1                                              (3.36) 
where time varying elasticity of substitution of intermediate goods is given by 𝜃𝑡 =
𝜃−1−𝜌𝜃𝜃𝑡−1
𝜌𝜃
exp(𝜀𝛿,𝑡) where 𝜀𝜃,𝑡~𝑖. 𝑖. 𝑑 𝑁(0, 𝜎𝜃
2) and ?̅? is the steady state value. The price 
index is correspondingly 𝑃𝑡 = (∫ 𝑃𝑡(𝑖)
1−𝜃𝑡
1
0
𝑑𝑖)
1
1−𝜃𝑡 . In this economy, final goods are 
consumed by households and government such as 𝑌𝑡 = 𝐶𝑡 + 𝐺𝑡. We assume that the 
government spending to output ratio, 𝑔𝑡 ≡ 𝐺𝑡/𝑌𝑡, is exogenous and follows:  
𝑔𝑡 = ?̅?
1−𝜌𝑔𝑔𝑡−1
𝜌𝑔 exp(𝜀𝑔,𝑡)                                              (3.37) 
where ?̅?  is the steady-state government spending to output ratio and 𝜀𝑔,𝑡~𝑖. 𝑖. 𝑑 𝑁(0, 𝜎𝑔
2). 
Monopolistically competitive intermediate good firms production technology is given by:  
𝑌𝑡(𝑖) = 𝐴𝑡𝐻𝑡(𝑖)                                                      (3.38) 
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where 𝐴𝑡 is the aggregate technology which is identical across all firms. The time varying 
growth rate, 𝑎𝑡 = 𝐴𝑡/𝐴𝑡−1, is given by 𝑎𝑡 = ?̅?
1−𝜌𝑎𝑔𝑡−1
𝜌𝑎 exp(𝜀𝑎,𝑡), where ?̅? is the steady state 
value of the growth rate of aggregate technology and 𝜀𝑎,𝑡~𝑖. 𝑖. 𝑑 𝑁(0, 𝜎𝑎
2).  
In the intermediate goods sector prices are sticky following Calvo (1983) and Yun (1996). At 
any date, 𝛼 ∈ [0,1) fraction of the firms cannot change their prices. The remaining firms, (1 −
𝛼), optimally choose nominal price 𝑃𝑡
∗ to maximise the expected discounted sum of profits. 
We also assume that firms that are unable to change prices optimally index their prices to a 
mixture of one-period past inflation and constant trend inflation Π̅ such that:  
𝑃𝑡(𝑖) = 𝑃𝑡−1(𝑖)Π𝑡−1
𝜚
Π̅1−𝜚                                                (3.39) 
where 𝜚 is the parameter governing the degree of indexation to past inflation. 
The demand for firm 𝑖 that changed its price optimally at date 𝑡: 
𝑌𝑡+𝑗(𝑖) = 𝑌𝑡+𝑗 [
𝑃𝑡
∗Ψ𝑗𝑡
𝑃𝑡+𝑗
]
−𝜃𝑡
                                                (3.40) 
where 
Ψ𝑗𝑡 = {
1
Π𝑘=0
𝑗−1(Π𝑡−1
𝜚
Π̅1−𝜚)
              
if 𝑗 = 0
if 𝑗 ≥ 1
                                   (3.41) 
The optimal price setting problem of the firm is: 
𝑀𝑎𝑥𝑃𝑡∗E𝑡 ∑ 𝛼
𝑗∞
𝑗=0 Q𝑡,𝑡+𝑗(𝑃𝑡
∗Ψ𝑗𝑡 − 𝑀C𝑡+𝑗)𝑌𝑡+𝑗(𝑖)                           (3.42) 
where the nominal marginal cost is 𝑀C𝑡 = W𝑡/A𝑡 and Q𝑡,𝑡+𝑗 is the nominal stochastic discount 
factor between periods 𝑡 and 𝑡 + 𝑗. The first order condition is standard and is given by:  
0 = E𝑡 ∑ 𝛼
𝑗∞
𝑗=0 Q𝑡,𝑡+𝑗𝑌𝑡+𝑗𝑃𝑡+𝑗
𝜃𝑡 Ψ𝑗𝑡
1−𝜃𝑡 [𝑃𝑡
∗ −
𝜃𝑡
𝜃𝑡−1
𝑀C𝑡+𝑗Ψ𝑗𝑡
−1]                        (3.43) 
In this economy, the aggregate price level is:  
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𝑃𝑡
1−𝜃𝑡 = (1 − 𝛼)(𝑃𝑡
∗)1−𝜃𝑡 + 𝛼(Π𝑡−1
𝜚
Π̅1−𝜚𝑃𝑡−1)
1−𝜃𝑡                           (3.44) 
In equilibrium, aggregate demand equals supply and therefore after rearranging we get:  
𝐻𝑡 = ?̃?𝑡∆𝑡                                                            (3.45) 
where ∆𝑡= ∫ (𝑃𝑡(𝑖)𝑃𝑡)
−𝜃𝑡𝑑𝑖
1
0
 is a measure of price dispersion (“relative - price distortion”).  
Monetary policy 
The monetary policy authority follows the standard Taylor rule featuring interest rate 
smoothing. Nominal interest rate responds to inflation deviations from a constant target and 
output deviations from its natural level 𝑌𝑡
∗. The rule, conditional on regime 𝑆𝑡
𝑝
, is given by:  
𝑅𝑡
?̅?
= (
𝑅𝑡−1
?̅?
)
𝜌R
((
Π𝑡
Π∗
)
𝜙Π
(
𝑌𝑡
𝑌𝑡
∗)
𝜙𝑌
)
1−𝜌R
exp (𝜀𝑅,𝑡)                           (3.46) 
where ?̅? is the steady state nominal interest rate and 𝜀𝑅,𝑡~𝑖. 𝑖. 𝑑 𝑁(0, 𝜎𝑅
2) is the monetary policy 
shock.  
The stationary equilibrium is characterised by prices and quantities that satisfy the optimality 
conditions of the households and firms, the monetary policy rule, and the aggregate market 
clearing condition for goods, labour and assets.  
The log-linearised equations 
The complete model equations include the households’ efficiency condition (equation 3.25, 
3.36, 3.27 and 3.28), firms’ optimal price equation and aggregate price level (equation 3.36, 
3.38, 3.39, 3.40, 3.41, 3.42, 3.44 and 3.45), market clearing condition, and the monetary policy 
rule. The first-order approximations to the equilibrium equations described above are 
presented. These log-linearised equations are used in the Bayesian estimation. All linearisations 
are taken around the long-run steady-state equilibrium. We use ?̂?𝑡 to denote the log deviation 
of any variable 𝑥𝑡 from its steady state value, ?̅?.  
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The IS equation 
The IS equation derived from the Euler equation is as below:  
?̂̃?𝑡 =
𝛾
𝑎 + 𝛾
?̂̃?𝑡−1 +
𝑎
𝑎 + 𝛾
𝐸𝑡?̂̃?𝑡+1 −
𝑎 − 𝛾
𝑎 + 𝛾
(?̂?𝑡 − 𝐸𝑡?̂?𝑡+1) 
+
𝑎
𝑎 + 𝛾
𝐸𝑡𝑎𝑡+1 −
𝛾
𝑎 + 𝛾
?̂?𝑡 +
𝑎 − 𝛾
𝑎 + 𝛾
(?̂?𝑡) 
 −
𝜅0𝑎−𝛾
𝑎+𝛾
(?̂?𝑡 − 𝐸𝑡?̂?𝑡+1)                                                   (3.47) 
with ?̂?𝑡 = (1 − 𝜌𝛿)𝛿𝑡 and 𝜅0 =
𝜐ℎ?̅?−1
1+𝜐ℎ(1−?̅?−1)
𝜐ℎ is the degree of cash-in-advance constraint. 
In a cashless economy model where 𝜐ℎ = 0, the value of 𝜅0 = 0. Moreover, ?̂?𝑡 is the demand 
shock which is scaled shock from preference shock, 𝛿𝑡. 
The Philips curve 
The Phillips curve lying on the optimal price setting behaviour of firms is described as below: 
?̂?𝑡 =
𝜚
1 + 𝛽𝜚
?̂?𝑡−1 +
𝛽
1 + 𝛽𝜚
𝐸𝑡?̂?𝑡+1 
+
(1 − 𝛼𝛽)(1 − 𝛼)
𝛼(1 + 𝛽𝜚)(1 + 𝜂𝜃)
[(𝜂 +
𝑎
𝑎 − 𝛾
) (?̂̃?𝑡 − ?̂̃?𝑡
∗) −
𝛾
𝑎 − 𝛾
(?̂̃?𝑡−1 − ?̂̃?𝑡−1
∗ )] + 𝑢𝑡 
+𝜅1(?̂?𝑡 − ?̂?𝑡
∗)                                                         (3.48) 
with ?̂?𝑡 =
(1−𝛼𝛽𝜌𝜃)(1−𝛼)
𝛼(1+𝛽𝜚)(1+𝜂𝜃)
1
𝜃−1
𝜃𝑡 and 𝜅1 =
(1−𝛼𝛽)(1−𝛼)
𝛼(1+𝛽𝜚)(1+𝜂𝜃)
1
𝜃−1
𝜅0 
The output gap is defined as the actual output subtracted by potential output(?̂̃?𝑡 − ?̂̃?𝑡
∗).                  
In a cashless economy model where 𝜐ℎ = 0, the value of 𝜅1 = 0. Moreover, the (1 + 𝜂𝜃) term 
in the NKPC slope appears because of the local labour market assumption. 
 
138 
 
The monetary policy rule 
The monetary policy rule is described as below:  
?̂?𝑡 = 𝜌𝑅?̂?𝑡−1 + (1 − 𝜌𝑅) [𝜙𝜋(?̂?𝑡 − ?̂?
∗) + 𝜙𝑌 (?̂̃?𝑡 − ?̂̃?𝑡
∗)] + 𝜀𝑅,𝑡                 (3.49) 
where ?̂?𝑡−1 is the lag of nominal interest rate as the log deviation from its steady state value 
and smoothing parameter 𝜌𝑅 represents the nominal interest rate persistence (0 < 𝜌𝑅 < 1). 
Moreover, ?̂?𝑡 is the inflation rate in period t, while ?̂?
∗ denotes the inflation target. The output 
gap is defined as the actual output subtracted by potential output(?̂̃?𝑡 − ?̂̃?𝑡
∗).  
Meanwhile, the aggressiveness of the policy reaction function of the central bank is represented 
by the coefficients 𝜙𝜋 for inflation and 𝜙𝑌 for output (𝜙𝜋, 𝜙𝑌  ≥ 0). These monetary policy 
rules imply that the monetary authority sets the nominal interest rate above the steady state 
level interest rate when inflation is above the target and/or output is above its potential level, 
and vice versa. 
The natural level of output and natural rate of interest  
For the natural level of output is written as below: 
?̂̃?𝑡
∗ =
𝛾
𝜂(𝑎 − 𝛾) + 𝑎
?̂̃?𝑡−1
∗ +
𝑎
[𝜂(𝑎 − 𝛾) + 𝑎] + 𝑎(1 − 𝑔)
?̂?𝑡 −
𝛾
[𝜂(𝑎 − 𝛾) + 𝑎] + (1 − 𝑔)
?̂?𝑡−1 
−
𝛾
𝜂(𝑎−𝛾)+𝑎
?̂?𝑡 −
𝜅0(𝑎−𝛾)
𝜂(𝑎−𝛾)+𝑎
?̂?𝑡
∗                                              (3.50) 
The boxed term in the second line is due to the cash-in-advance constraint. It is obvious that 
under a cashless economy model where 𝜐ℎ = 0, the of 𝜅0 = 0. For the estimation, we probably 
need to make the restriction:  
𝜂(𝑎 − 𝛾) + 𝑎 > 0 
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since if not, for instance the coefficient on ?̂̃?𝑡−1
∗ < 0 which does not make sense. A sufficient, 
but not necessary, restriction (provided 𝜂, 𝑎 > 0): (𝑎 − 𝛾) > 0. This restriction is likely to be 
satisfied in the data. Provided the above restrictions are satisfied, the signs of the coefficients 
in the boxed terms are all as expected. 
Meanwhile, the natural rates of interest rate are derived as below: 
?̂?𝑡
∗ = 𝜂 (?̂̃?𝑡−1
∗ − 𝐸𝑡?̂̃?𝑡−1
∗ ) + 𝜌𝑎?̂?𝑡 + (1 − 𝜌𝛿)𝛿𝑡                             (3.51) 
The resource constraint   
The resource constraint is as below: 
?̂̃?𝑡 = ?̂̃?𝑡 +
1
1−𝑔
?̂?𝑡                                                        (3.52) 
As the country’s endowment, the aggregate production for goods and services (?̂̃?𝑡) is restricted 
to consumption and government spending. This is because the model is a closed DSGE model 
without external sectors and investment. Here ?̂?𝑡 is the government spending to output ratio, 
representing the government’s ability to pay back their public debt.  
Evolution of exogenous variables 
The AR (1) processes for the four exogenous variables are as below: 
?̂?𝑡 = 𝜌𝑎?̂?𝑡−1 + 𝜀𝑎,𝑡                                                  (3.53) 
𝛿𝑡 = 𝜌𝛿𝛿𝑡−1 + 𝜀𝛿,𝑡                                                   (3.54) 
𝜃𝑡 = 𝜌𝜃𝜃𝑡−1 + 𝜀𝜃,𝑡                                                   (3.55) 
?̂?𝑡 = 𝜌𝑔?̂?𝑡−1 + 𝜀𝑔,𝑡                                                   (3.56) 
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3.4 Empirical Analysis  
3.4.1 Method 
A Bayesian estimation approach is used as described in An and Schorfheide (2007). After 
determining the prior distribution for the parameters based on the theory, previous studies or 
the country’s characteristics, the posterior parameters are then identified. In order to calculate 
the data likelihood in a certain model, the harmonic mean estimator is used by this study, 
following Geweke (1999) as well as others like An and Schorfheide (2007). Furthermore, the 
Kalman filter is used to numerically obtain the model likelihood while the random walk 
Metropolis Hasting algorithm method is applied to undertake the posterior simulation.  
3.4.2 Data  
Indonesian data 
The study uses four key variables on Indonesian quarterly data as observables: per capita output 
growth (YGR), annualised net inflation (INFL), annualised Bank Indonesia policy rate (INT), 
and government spending to output ratio (GOV) from 1992.Q2 to 2016.Q4. All of the variables 
are determined based on the definitions, which are supported by all the raw data collected from 
Bank Indonesia and CEIC. See Table 3.2 for details.  
In order to generate the growth of per capita output, the study applies the subsequent definitions 
for per capita output = real GDP/population index. The measurement of real GDP is gross 
domestic product at constant price 2010 (quarterly data). Meanwhile, the population index is 
defined based on quarterly population data with 2010.Q3 = 100. Since the quarterly population 
data is not available, the study uses annual population data that is interpolated by using 
quadratic match average.  
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Table 3.2. Sources of Raw Data (1992.Q2–2016.Q4) 
No. Variables Sources 
1 Real GDP (constant 2010) Bank Indonesia 
2 Population Index (2010.Q3 = 100) Author (interpolated by quadratic match 
average) 
3 Headline CPI (2012 = 100) Bank Indonesia 
4 1 month BI Rate* Bank Indonesia (combined data series with         
1 month SBI rate from 1999.Q1–2005.Q2) 
5 Real Government Expenditure 
(constant 2010) 
Bank Indonesia  
* 1 month Bank Indonesia rate is a policy rate representing the stance of monetary policy, while 1 month SBI rate 
is a certificate of Bank Indonesia used at a monetary operational level  
Furthermore, the study defines the annualised net inflation = 400 x  ln (headline CPI). 
Headline CPI is measured as consumer price index with 2012 = 100. As the proxy variable for 
the annualised Bank Indonesia policy rate, the paper uses the 1 month Bank Indonesia rate on 
the last month of every quarter. Additionally, the study uses the definition for government 
spending to output ratio = real government expenditure/real GDP. A measure of real 
government expenditure is government consumption at constant price 2010 (quarterly data). 
3.4.3 Measurement Equations 
In order to construct a likelihood function, the model variables should be connected to a set of 
observables (measurement equations) consistent with the empirical model specifications. The 
following four observables are used: quarter-to-quarter per capita GDP growth rates (YGR), 
annualised quarter-to-quarter inflation rates (INFL), and annualised policy rate (INT). The 
corresponding measurement equations are given by: 
YGR (%) = 100 x  ln (Real per capita output) = ?̂̃?𝑡 − ?̂̃?𝑡−1 + ?̂?𝑡 + ?̅?
∗ 
INFL-Annualised inflation (%) = 4?̂?𝑡 + 4?̅?
∗  
                INT-Annualised interest rates (%) = 4?̂?𝑡 + 4(?̅?
∗ +  ?̅?∗ + ?̅?∗) 
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GOV =    
Real government consumption expenditure
Real output
(%) = ?̂?𝑡 + 100?̅?
∗ 
where ?̅?∗ ≡ 100(?̅? − 1), ?̅?∗ ≡ 100(Π̅ − 1), and ?̅?∗ ≡ 100(𝛽−1 − 1) 
3.4.4 The Description of Parameters  
Table 3.3 lists the model’s parameters to be estimated. In general, all of the calibrated 
parameters and choice of priors are gathered from previous studies (standard in the literature) 
and have been adjusted to suit the characteristics of Indonesia. There are two parameters that 
are calibrated in simplifying the Bayesian estimation of the model. Capturing the elasticity of 
hours worked to wage rate at given marginal utility of consumption, the inverse Frisch elasticity 
of labour supply (𝜂) is set as 1. Meanwhile, price elasticity of demand (𝜃) is set as 8, which 
implies a steady state value of markup price over the marginal cost of 14.3%. On the other 
hand, the steady state value of government spending to output ratio (?̅?∗) is calibrated to 8.5% 
according to the data, while the steady state value of real interest rate (?̅?∗) and inflation (?̅?∗) 
are estimated.  
Furthermore, the chosen prior means to identify the posterior parameters are presented in Table 
3.3. Regarding past observations such as the degree of external habit formation on consumption 
(𝛾) and the degree of indexation to past inflation (𝜚) is assigned 0.6 in relation to smoothing 
the consumption by households and 0.65 in relation to inflation persistence. The fraction of 
consumption held in money (𝜐ℎ) (cash-in-advance) is set as 0.4 since Indonesia is a cash-
oriented society. Calvo parameter of price stickiness (𝛼) is assigned 0.55 which is fixed on 
average within a year, implying that firms change price every 6 to 7 months (2.2 quarters). 
Inflation coefficient (𝜙𝜋) is set as 1.97 and output coefficient of Taylor Rule (𝜙𝑦) is set as 0.10, 
to represent the commitment of purely monetary policy fledged inflation targeting framework 
in Indonesia. See Table 3.3 for complete information on the prior and its distribution. 
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Table 3.3 Description of Parameters  
Paramete
r 
Description 
𝜂 The inverse Frisch elasticity of labour supply 
𝜃 Price elasticity of demand 
?̅?∗ Steady state government spending to output ratio, [?̅? (100)]  
?̅?∗ Steady state inflation, [100 (Π̅ − 1)] 
?̅?∗ Steady state real interest rate, [100 (𝛽−1 − 1)] 
?̅?∗ Steady state technology, [100 (?̅? − 1)] 
𝛾 The degree of external habit formation on consumption 
𝜐ℎ Fraction of consumption held in money (CIA) 
𝜚 The degree of indexation to past inflation 
𝛼 Calvo parameter of price stickiness 
𝜙𝜋 Inflation coefficient of Taylor rule 
𝜙𝑦 Output coefficient of Taylor rule  
𝜌𝑎 Technology shock (AR1) 
𝜌𝛿  Demand (Preference) shock (AR1) 
𝜌𝜃 Demand price elasticity shock (AR1) 
𝜌𝑔 Government spending to output ratio shock (AR1) 
𝜌𝑅 Nominal interest rate (monetary policy) shock (AR1) 
100 ∗  𝜎𝑎 Shock standard deviation of technology 
100 ∗  𝜎𝛿 Shock standard deviation of demand (preference) 
100 ∗  𝜎𝜃 Shock standard deviation of demand price elasticity 
100 ∗  𝜎𝑔 Shock standard deviation of government spending to output ratio 
100 ∗  𝜎𝑅 
Shock standard deviation of nominal interest rate (monetary policy) 
shock 
      * Prior fledged-ITF (1999.Q2–2005.Q2), Fledged-ITF (2005.Q3–2016.Q4) and full data (1999.Q2–2016.Q4). 
3.4.5 Model Comparison 
Possible variants of the model specifications are investigated and compared based on the three 
restrictions: the degree of external habit formation in the household’s consumption decision, 
the degree of indexation to past inflation and a cash-in-advance constraint in the household’s 
consumption purchase. Then, the marginal likelihood of each of the model specifications is 
assessed for three different periods: the pre full-fledged inflation targeting period (1999.Q2–
2005.Q2), the full-fledged inflation targeting period (2005.Q3–2016.Q4), and the full sample 
period (1999.Q2–2016.Q4). In this study, the New Keynesian DSGE model featuring habit 
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formation in consumption, past indexation to price setting, and cash-in-advance constraint as 
the fraction of consumption held in money is assigned as the baseline model (Model 1).  
In addition to the baseline model, alternative variants or restrictions of the model are estimated, 
listed in Table 3.4. 
Table 3.4 Definition of Alternative Variants  
No. Variants Restrictions 
1 No Restrictions on Parameters - 
2 No Habit Formation on Consumption 𝜸 = 𝟎 
3 No Past Indexation on Price Setting 𝝔 = 𝟎 
4 No Money-CIA (Cashless Model) 𝝊𝒉 = 𝟎 
5 No Habit and No Past Indexation 𝜸 = 𝟎 𝐚𝐧𝐝 𝝔 = 𝟎 
6 No Habit and No Money-CIA 𝜸 = 𝟎 𝐚𝐧𝐝 𝝊𝒉 = 𝟎 
7 No Past Indexation and No Money-CIA 𝝔 = 𝟎 𝐚𝐧𝐝 𝝊𝒉 = 𝟎 
8 No Habit, No Past Indexation, and No Money-CIA  𝜸 = 𝟎 , 𝝔 = 𝟎 𝐚𝐧𝐝 𝝊𝒉 = 𝟎 
Both Model 2 and Model 3 are assigned no habit formation in consumption (𝛾 = 0) and no 
past indexation on price setting (𝜚 = 0) with less reliance on past observation. To represent the 
cashless economy, the Model 4 modification features no money (𝜐ℎ = 0) by removing the 
cash-in-advance constraint from the model. Model 5 restricts γ=0 and ϱ=0, making both the IS 
curve and Phillips curve purely forward looking. Furthermore, Model 6 is without habit 
formation in consumption (𝛾 = 0) under less economy (no money, 𝜐ℎ = 0). Model 7 is defined 
as the combination of having no past indexation on price setting (𝜚 = 0) under less economy 
(no money, 𝜐ℎ = 0). Lastly, for Model 8, the parsimonious model is set up by removing all the 
restrictions on habit formation in consumption (𝛾 = 0), past indexation to price setting (𝜚 =
0), and cash-in-advance constraint (𝜐ℎ = 0). 
3.4.6 Estimation Results 
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Three different sample periods of a set of observables (measurement equation) namely per 
capital GDP growth rate, annualised inflation rate, annualised policy rate, and government 
expenditure to real output ratio are used for Bayesian estimation: the pre full-fledged inflation 
targeting period (1999.Q2–2005.Q2), the full-fledged inflation targeting period (2005.Q3–
2016.Q4), and the full sample period (1999.Q2–2016.Q4). It is then simulated using Markov 
Chain Monte Carlo and the Metropolis Hasting algorithm of 150,000 times with two chains. 
Posterior estimates and assessing model fit 
The parameter analysis of the Bayesian estimation is examined to assess the ability of the 
models to adequately represent the data. Log-likelihood functions of particular variants in the 
pre full-fledged inflation targeting period (2005.Q3–2016.Q4) are displayed in Table 3.5.  
Table 3.5 Bayesian Estimation of Alternative Variants in the Full-Fledged Inflation Targeting 
Period 
Ranks Variants (Models) 
Log-likelihood 
Data Density 
Bayes 
Factor 
1 No Habit and No Past Indexation (Model 5) -447.117926 40,250.79 
2 No Habit, No Past Indexation, and No Money (Model 8)  -448.299757 12,345.59 
3 No Habit Formation on Consumption (Model 2) -450.416388 1,486.86 
4 No Habit and No Money (Model 6) -450.602964 1,233.79 
5 No Past Indexation on Price Setting (Model 3) -454.672702 21.08 
6 No Past Indexation and No Money (Model 7) -454.769832 19.12 
7 No Restrictions on Parameters (Baseline-Model 1) -457.720811 1.00 
8 No Money-Cashless (Model 4) -458.034045 0.73 
        * Prior fledged inflation targeting framework (1999.Q2–2005.Q2). 
        ** Bayes factor is measured for each variant of model based on baseline Model 1. 
Variants of the model specification are ordered from the best to the worst, which is from the 
lowest log-likelihood function to the highest. For this full-fledged inflation targeting 
framework period in the absence of habit formation and past indexation (γ=0 and ϱ=0), the 
model specification with money as a proportion of household’s consumption (Model 5) is the 
best fitting model with a log-likelihood value of -447.117926. 
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On the contrary, the model specification of no cash-in-advance restriction (𝜐ℎ = 0 ) is the worst 
model with the value -458.034045. Meanwhile, all the Bayes factors are positive. The value of 
the Bayes factor for the best variant Model 5 is 40,250.79 which can be classified as very strong 
evidence. The smallest likelihood-difference is for Model 4 (no cash-in-advance constraint) 
with a Bayes factor of 0.73. Based on the Bayes factor, Model 5 is strictly preferred over    
Model 4.  
The posterior mode and mean for the full-fledged inflation targeting period for the best variant 
(Model 5) without habit formation in consumption and past indexation to price is summarised 
in Table 3.6. 
Table 3.6 The Best Model Estimated Structural Parameters (The Full-Fledged Inflation 
Targeting Period) 
Parameter 
Prior Posterior 
Distribution Mean St. Dev Mode Mean 10th 90th 
100 (?̅?  −  1) Normal 0.400 0.100 0.2903 0.3313 0.1823 0.4830 
100 (Π ̅
−  1) 
Gamma 1.625 0.200 1.4915 1.5842 1.2959 1.8487 
100 (𝛽−1
− 1) 
Gamma 0.287 0.100 0.1768 0.2241 0.1060 0.3412 
𝜐ℎ Beta 0.400 0.200 0.3806 0.4239 0.0959 0.7416 
𝛼 Beta 0.550 0.200 0.3000 0.3477 0.3000 0.4016 
𝜙𝜋 Normal 1.970 0.250 1.7414 1.8327 1.4198 2.2499 
𝜙𝑦 Normal 0.100 0.050 0.1434 0.1057 0.0251 0.1845 
𝜌𝑎 Beta 0.600 0.200 0.2220 0.1455 0.0657 0.2196 
𝜌𝛿  Beta 0.600 0.200 0.6829 0.8617 0.7808 0.9673 
𝜌𝜃 Beta 0.600 0.200 0.9252 0.6137 0.3120 0.9585 
𝜌𝑔 Beta 0.600 0.200 0.0983 0.1430 0.0240 0.2542 
𝜌𝑅 Beta 0.510 0.200 0.9115 0.9194 0.8960 0.9430 
100 ∗  𝜎𝑎 Inv. Gamma 0.500 2.000 3.4007 3.5746 2.9842 4.2100 
100 ∗  𝜎𝛿 Inv. Gamma 0.500 2.000 0.2385 2.6365 1.7109 4.3168 
100 ∗  𝜎𝜃 Inv. Gamma 3.000 Infinity 15.6230 3.6295 0.6277 7.8779 
100 ∗  𝜎𝑔 Inv. Gamma 0.500 2.00 1.9176 2.0118 1.6599 2.3520 
100 ∗  𝜎𝑅 Inv. Gamma 0.500 2.00 0.1889 0.1904 0.1460 0.2327 
 * The best model (Model 5) is featured without habit formation and past indexation. 
Furthermore, the Calvo’s parameter value is estimated to be 0.30 for the posterior mode and 
0.35 for the posterior mean. These are smaller than those reported by Harmanta (2009) for the 
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2000.Q1 to 2008.Q3 period (0.64). The posterior mean is also slightly lower compared to the 
mean estimated in Hermawan and Munro (2008) in the period 1999.Q2 to 2006.Q4 (0.78). In 
addition, Sahminan et al. (2017) show the posterior mean parameter of Calvo is 0.67 in the 
period 2011 to 2015. 
Since the best model (Model 5) features only money (cash-in-advance) and there are no studies 
in Indonesia with cash-in-advance restriction, then the posterior mode and mean of the fraction 
of consumption held in money, which are 0.38 and 0.42, cannot be compared. However, the 
fraction of money-household in Sri Lanka is shown to be 0.3 (Ehelepola, 2014), confirming 
that Indonesia is a cash society country. This estimate confirms that Indonesia is not a cashless 
society, and a model with money friction like the cash-in-advance model is more appropriate. 
It is essential to investigate the result of Bayesian estimation by looking at whether posterior 
mode is within posterior distribution for optimal performance of the model. Figure 3.1 depicts 
both prior (green dashed line) and posterior distributions (black solid line). For all parameters, 
the posterior mode is within the posterior distribution indicating that Bayesian estimation in 
this study is acceptable.  
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Figure 3.1 Priors and Posteriors of Parameters in Full-Fledged Inflation Targeting Period (The 
Best Model) 
 
 
 
 
 
 
 
 
 
 
 
Impulse responses 
Based on the posterior mode of Bayesian estimation, the study proceeds to analyse the impulse 
response to the exogenous shocks, focusing on the response for impulse response of the 
exogenous shocks, which are a demand (preference) and monetary policy shocks for one 
standard deviation in the full-fledged inflation targeting period. The results are as expected. 
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As depicted in Figure 3.2, when the economy is hit by one standard deviation of a demand 
(preference) shock, it will impact higher output and consumption. This leads to higher net 
inflation since the output gap will be positive. The central bank will also counter it by 
increasing the nominal interest rate. Gradually after more than 20 quarters, the equilibrium of 
economy will go back to its steady state. Similarly, the natural nominal rate of interest also 
increases.  
Figure 3.2 Impulse Responses to a Demand (Preference) Shock in The Full-Fledged Inflation 
Targeting Period for The Best Model (Model 5 No Habit and No Past Indexation) 
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As for the monetary policy shock (see Figure 3.3), the increase in policy rate will decrease 
consumption and output, hence the decrease in output gap and net inflation. These are the 
jumping shape as the response of main variables for both the best model (no habit and no past 
indexation) and the worst model (either baseline with no habit, no past indexation, and cashless 
economy in prior fledged inflation targeting framework and full data periods or no money in 
fledged inflation targeting framework period). After a maximum 5 quarters, the equilibrium 
will return to its new steady state. 
Figure 3.3 Impulse Responses to a Nominal Interest Rate Shock in The Full-Fledged Inflation 
Targeting Period for The Best Model (Model 5 No Habit and No Past Indexation) 
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In this study, however, it is assumed that the comparison analysis of using different models 
other than the best fit model 5 (with CIA, no habit and no past indexation) is not necessarily 
taken since it is out of the objective of this study. 
Robustness check for the pre full-fledged inflation targeting and the full sample periods 
The robustness of the estimated parameters (for both mean and mode values) is investigated 
for different periods, which are the pre full-fledged inflation targeting period (1999.Q2 to 
2005.Q2) and the full sample period (1999.Q2 to 2016.Q4). For the pre full-fledged inflation 
targeting and the full sample periods, the parameter analysis of the Bayesian estimation is also 
examined to assess the ability of the models to adequately represent the data. Table 3.7 depicts 
the log-likelihood functions of particular variants in these periods. Variants of the model 
specification are ordered from the best to the worst, which is from the lowest log-likelihood 
function to the highest.  
Table 3.7 Bayesian Estimation of Alternative Variants in The Pre Full-Fledged Inflation 
Targeting and The Sample Periods 
Ranks Variants (Models) 
The Pre Full-fledged IT Period The Full Sample Period 
Log-likelihood 
Data Density 
Bayes 
Factor 
Log-likelihood 
Data Density 
Bayes 
Factor 
1 
No Habit and No Past 
Indexation (Model 5) 
- 250.398105 74.84 -715.382407 43,999.83 
2 
No Habit, No Past 
Indexation, and No Money 
(Model 8)  
- 250.650911 58.12 -716.230158 18,848.53 
3 
No Habit and No Money 
(Model 6) 
- 251.880581 16.99 -718.169814 2,709.54 
4 
No Habit Formation on 
Consumption (Model 2) 
-251.896905 16.72 -718.923433 1,275.27 
5 
No Past Indexation and No 
Money (Model 7) 
- 253.584941 3.09 -723.647008 11.33 
6 
No Past Indexation on 
Price Setting (Model 3) 
-253.658104 2.87 -724.100948 7.20 
7 
No Money-Cashless 
(Model 4) 
- 254.474554 1.27 -726.020840 1.05 
8 
No Restrictions on 
Parameters (Baseline-
Model 1) 
- 254.713469 1.00 -726.074348 1.00 
        * Bayes factor is measured for each variant of model based on baseline Model 1. 
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For both of the pre full-fledged inflation targeting and the full sample periods, in the absence 
of habit formation and past indexation (γ=0 and ϱ=0), the model specification with fraction of 
consumption held in money (Model 5) is still the best model with a likelihood value of -
250.398105 and -715.382407 respectively. Meanwhile, the baseline Model 1, featuring all the 
friction restrictions (no restrictions on parameters), is the worst model for both periods with 
the value -254.713469 and -726.074348 consecutively. Therefore, the conclusion is that Model 
5 is the best fitting model and robust across three different estimation periods.   
In the pre full-fledged inflation targeting, the value of the Bayes factor for the best variant 
(Model 5) is 74.84 which can be classified as a strong evidence in favour of the model. The 
smallest likelihood-difference is for Model 4 (no money, no cash-in-advance constraint) whose 
Bayes factor is 1.27. It is suggested that in order to choose Model 4 for cashless economy over 
Model 5 (no habit formation and no past indexation) based on Bayes factors, the study needs 
an almost 50 times increase of prior Model 4. Meanwhile, for the full sample period, the value 
of the Bayes factor for the best variant (Model 5) is 43,999.83 which can be classified as very 
strong evidence. For all three estimation periods, the evidence points to Model 5 as the best 
fitting model.   
The comparison of posterior mode and mean in three different periods, which are the pre full-
fledged inflation targeting period (1999.Q2 to 2005.Q2) and the full sample period (1999.Q2 
to 2016.Q4, for the best variant (Model 5) without habit formation in consumption and past 
indexation to price is summarised in Table 3.8. Some parameters are radically different across 
the three periods, such as the decreasing of the steady state of inflation and real interest, 
inflation coefficient Taylor rule, and the increasing shock of one standard deviation of demand 
price elasticity. The average inflation rate has declined in the full-fledged inflation targeting 
period (from 1.9 to 1.49), perhaps only to enhance the credibility of the central bank in 
anchoring inflation expectation. Thus, the real interest rate is adjusted following the actual low 
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inflation. Meanwhile, the 2005 mini crisis due to oil price increases (when the Indonesian 
government was still subsidising gasoline at that time), and the Global Financial Crisis in 2008 
was the source of fluctuation in the value of shock standard deviation of demand price 
elasticity.  
Many parameters are stable (almost the same) across the three periods, such as steady state of 
technology, the fraction of consumption held in money and Calvo parameter of price stickiness, 
as well as most certain variable shocks (AR (1) process) and its shock standard deviations. The 
parameter value of fraction of consumption held in money shows the opposite movement where 
there is a trivial difference from 0.36 to 0.38 from the pre full-fledged inflation targeting period 
to the full-fledged inflation targeting period that is relatively stable. This might happen because 
a cash-oriented society still dominates in Indonesia, regardless of the policy already being 
implemented by the central bank to increase the velocity of money through national movement 
for a less cash society since 2014 (Indonesia, 2014).   
Table 3.8 Comparison of Estimated Structural Parameters Across Different Periods 
Parameter 
The Pre Full-fledged 
IT Period 
The Full-fledged IT 
Period 
The Full Sample Period 
Post Mode Post 
Mean 
Post Mode Post 
Mean 
Post 
Mode 
Post Mean 
100 (?̅?  −  1) 0.3713 0.3792 0.2903 0.3313 0.3654 0.3620 
100 (Π ̅ −  1) 1.9072 1.8559 1.4915 1.5842 1.8907 1.8759 
100 (𝛽−1 − 1) 1.2794 1.2857 0.1768 0.2241 0.5751 0.5857 
𝜐ℎ 0.3593 0.4088 0.3806 0.4239 0.4686 0.4561 
𝛼 0.3000 0.3958 0.3000 0.3477 0.3000 0.3516 
𝜙𝜋 2.0201 1.9939 1.7414 1.8327 1.9582 1.9182 
𝜙𝑦 0.1000 0.1056 0.1434 0.1057 0.1017 0.1055 
𝜌𝑎 0.0598 0.1492 0.2220 0.1455 0.0902 0.0906 
𝜌𝛿 0.8518 0.7959 0.6829 0.8617 0.9289 0.9113 
𝜌𝜃  0.6649 0.5291 0.9252 0.6137 0.6680 0.6126 
𝜌𝑔 0.3763 0.4178 0.0983 0.1430 0.1833 0.2151 
𝜌𝑅 0.8164 0.7920 0.9115 0.9194 0.8718 0.8674 
100 ∗  𝜎𝑎 3.2219 2.7484 3.4007 3.5746 3.4309 3.5259 
100 ∗  𝜎𝛿  3.6490 3.1931 0.2385 2.6365 4.4754 4.1071 
100 ∗  𝜎𝜃 1.3944 11.9382 15.6230 3.6295 1.3865 3.4721 
100 ∗  𝜎𝑔 0.6905 0.7397 1.9176 2.0118 1.8514 1.9045 
100 ∗  𝜎𝑅  0.4258 0.5480 0.1889 0.1904 0.3188 0.3327 
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The study also examines the robustness of check for the parameters habit in formation, past 
indexation and cash-in-advance constraint (see Tables 3.9, 3.10 and 3.11) over time, 
particularly for three different periods. The study shows that the degree of habit formation and 
past indexation are declining when compared between the pre full-fledged inflation targeting 
period (0.3 and 0.7 consecutively), and full-fledged inflation targeting periods (0.06 and 0.3 
respectively).  
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Table 3.9 Comparison of Posterior Mode Estimates (Variants with Habit)  
Model Parameter 
Prior Fledged-
ITF 1999Q2-
2005Q2 
Fledged-ITF  
2005Q3-2016Q4 
Full Data 
1999Q2-2005Q2 
 
Model 3 
 (𝜚 = 0) 
  𝜐ℎ 
𝛾 
0.3110 
0.2685 
0.3809 
0.0566 
0.4593 
0.0423 
     
Model 7 
(𝜚 = 0 𝑎𝑛𝑑 𝜐ℎ = 0) 
𝛾 
 
0.2838 0.0573 0.0434 
     
Baseline-Model 1 
(No restrictions) 
  𝜐ℎ 
𝛾 
𝜚 
0.2946 
0.3391 
0.7353 
 
0.3843 
0.0548 
0.2991 
0.4570 
0.0434 
0.3943 
Model 4 
(𝜐ℎ = 0) 
𝛾 
𝜚 
0.3394 
0.7326 
0.0554 
0.2971 
0.0435 
0.3957 
 
Range           𝜐ℎ 
 𝛾 
 𝜚 
0.30 – 0.31 
0.27 – 0.34 
0.73 – 0.74 
0.381 – 0.384 
0.055 – 0.057 
0.297 – 0.299 
0.457 – 0.459 
0.042 – 0.043 
0.394 – 0.396 
 
 
 
Table 3.10 Comparison of Posterior Mode Estimates (Variants with Past Indexation)  
Model          Parameter 
Prior Fledged-
ITF 1999Q2-
2005Q2 
Fledged-ITF  
2005Q3-2016Q4 
Full Data 
1999Q2-2005Q2 
 
Model 2 
 (𝛾 = 0) 
𝜐ℎ 
𝜚 
 0.3466 
 0.4979 
0.3877 
0.3031 
   0.4596 
   0.3765 
     
Model 6 
(𝛾 = 0 𝑎𝑛𝑑 𝜐ℎ = 0) 
𝜚  0.5063 0.3008    0.3817 
     
Baseline-Model 1 
(No restrictions) 
           𝜐ℎ 
        𝛾 
         𝜚 
0.2946 
0.3391 
0.7353 
 
       0.3843 
       0.0548 
      0.2991 
0.4570 
0.0434 
0.3943 
Model 4 
(𝜐ℎ = 0) 
        𝛾 
        𝜚 
0.3394 
0.7326 
     0.0554 
     0.2971 
0.0435 
0.3957 
 
Range              𝜐ℎ 
           𝛾 
           𝜚 
0.30 – 0.35 
0.3391 – 0.3394 
0.50 – 0.74 
0.384 – 0.388 
0.0548 – 0.0554 
0.299 – 0.303 
0.457 – 0.460 
0.0434 – 0.0435 
0.3943 – 0.3957 
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Table 3.11 Comparison of Posterior Mode Estimates (Variants with Money)  
Model Parameter 
Prior Fledged-ITF 
1999Q2-2005Q2 
Fledged-ITF  
2005Q3-2016Q4 
Full Data 
1999Q2-
2005Q2 
 
Model 2 
 (𝜸 = 𝟎) 
𝜐ℎ 
𝜚 
0.3466 
0.4979 
0.3877 
0.3031 
0.4596 
0.3765 
     
Model 5 
(𝜸 = 𝟎 𝒂𝒏𝒅 𝝔 = 𝟎) 
𝜐ℎ 
 
0.3593 0.3806 0.4686 
     
Baseline-Model 1 
(No restrictions) 
𝜐ℎ 
𝛾 
𝜚 
0.2946 
0.3391 
0.7353 
 
0.3843 
0.0548 
0.2991 
0.4570 
0.0434 
0.3943 
Model 3 
(𝝔 = 𝟎) 
𝛾 
𝜐ℎ 
0.2685 
0.3110 
0.0566 
0.3809 
0.0423 
0.4593 
 
Range 𝜐ℎ 
𝛾 
𝜚 
0.30 – 0.36 
0.27 – 0.34 
0.50 – 0.74 
0.3806 – 0.3877 
0.055 – 0.056 
0.299 – 0.303 
0.457 – 0.469 
0.042 – 0.043 
0.377 – 0.394 
 
Again, for 𝜐ℎ, it is relatively stable. Thus, this money holding (cash-in-advance) is a relatively 
stable feature of the Indonesian economy.  
3.5 Conclusion 
This chapter shows that the model featuring a cash-in-advance constraint on money holding 
fits the Indonesian data better than other model variants. The estimation results also do not 
support the inclusion of habit formation in the IS curve and the past price indexation 
assumption in the Phillips curve. As strongly indicated by the Bayes factors, adding these two 
commonly assumed structural features does not enhance the empirical fit of the DSGE model, 
when fitted to the Indonesian data. This conclusion is robust across three different estimation 
periods: the pre full-fledged inflation targeting period (1999.Q2–2005.Q2), the full-fledged 
inflation targeting period (2005.Q3–2016.Q4), and the full sample period (1992.Q2–2016.Q4). 
Furthermore, when both the degrees of habit formation and indexation are estimated, the 
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parameter estimates in the full-fledged inflation targeting period are lower than those in the pre 
inflation targeting period.  
That the best fitting model is the one that features a money-holding constraint indicates that it 
is not appropriate to assume a cashless economy when estimating a DSGE model for Indonesia. 
It confirms that Indonesia is still largely a cash-oriented society. Leaving out this feature would 
render the model misspecified and may lead to incorrect policy prescriptions. The irrelevance 
of habit formation and past indexation suggests that Bank Indonesia’s inflation targeting policy 
has somewhat succeeded in making economic agents more forward looking. Hence, it can be 
argued that since the implementation of the full-fledged inflation targeting policy in 2005, 
inflation and inflation expectations are better anchored. Nevertheless, Bank Indonesia 
transformed its monetary policy framework towards flexible Inflation Targeting since 2010, 
after the financial and economic crisis, in a way that the macroprudential policy, the exchange 
rate policy and capital flow management policy are blended with the inflation policy as core 
target of monetary policy (Warjiyo, 2016).   
Despite the results, there are several limitations of the current study. Chiefly, the current study 
uses a closed economy model, while Indonesia can be best described as a small open economy. 
Adding open economy features may potentially alter the conclusion and enhance the analysis, 
such as on whether there are marked differences in the exchange rate pass through to inflation 
after the full-fledged implementation of the inflation targeting policy. This and other issues are 
directions for future research. Nevertheless, this study has shown that it is essential to assess 
the model’s fit to the data prior to the model’s use for actual economic analysis. 
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Chapter 4 
Conclusion 
 
4.1 Summary and Main Findings 
This thesis investigated the Indonesian economy using both empirical and quantitative models 
with a particular focus on monetary policy since 1990. The thesis examined the role of money 
demand in the real sector and monetary policy in a small scale New Keynesian DSGE model 
for the Indonesian economy. Regarding the essential role of the macro model in the decision 
making process of monetary policy, the study evaluated and reviewed whether the model 
accounts for the data. This is important from a central bank perspective, in order to re-assess 
the model and data and transform them into a policy action.   
The thesis makes a significant contribution in the area of measuring and understanding the 
divisia money based on the definition of simple-sum narrow and broad money established by 
Bank Indonesia. Despite the upward trend regarding the use of divisia money since the 1990s, 
Bank Indonesia does not prioritise the use of divisia money. However, knowing that Indonesia 
relies on commercial banks and non-bank financial institutions for financial deepening, it can 
be inferred that the Indonesian economy could see a more prevalent use of divisia money in 
the near future. Re-evaluations regarding the connections between money, prices and economic 
activity in Indonesia were also performed to provide a more reliable data. According to 
previous studies and a money-in-utility model that is calibrated to fit Indonesian data, shocks 
to the money growth do not have a significant impact on Indonesia’s real sector and 
productivity. The simulation of a model that involved money-in-utility resulted in money 
superneutrality. The simulation also included responses to various nominal money aggregates, 
nominal interest, and inflation with respect to productivity and each of the money shocks.  
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Chapter 3 shows that the model featuring a cash-in-advance constraint on money holding fits 
the Indonesian data better than the other model variants. The estimation results do not support 
the inclusion of habit formation in the IS curve and the past price indexation assumption in the 
Phillips curve. As strongly indicated by the Bayes factors, adding these two commonly 
assumed structural features does not enhance the empirical fit of the DSGE model, when fitted 
to the Indonesian data. This conclusion is robust across three different estimation periods: the 
pre full-fledged inflation targeting period (1999.Q2–2005.Q2), the full-fledged inflation 
targeting period (2005.Q3–2016.Q4), and the full sample period (1992.Q2–2016.Q4). 
Furthermore, when both the degrees of habit formation and indexation are estimated, the 
parameter estimates in the full-fledged inflation targeting period are lower than those in the pre 
inflation targeting period.  
That the best fitting model is the one that features a money holding constraint indicates that it 
is not appropriate to assume a cashless economy when estimating a DSGE model for Indonesia. 
It confirms that Indonesia is a cash-oriented society. Leaving out this feature would render the 
model misspecified and may lead to incorrect policy prescriptions. The irrelevance of habit 
formation and past indexation suggests that Bank Indonesia’s inflation targeting policy has 
somewhat succeeded in making economic agents more forward looking. Hence, it can be 
argued that since the implementation of the full-fledged inflation targeting policy in 2005, 
inflation and inflation expectations are better anchored. This is because Bank Indonesia can 
provide a clarity of policy signals and gain an increase in policy credibility. 
4.2 Directions for Future Research  
The main findings in Chapter 2 are consistent with previous studies, as the results show that 
the shock to growth of money supply does not have any real impact and productivity shocks 
mostly affect the real variables, even though the property of superneutrality is experimented 
with various money aggregates (both simple-sum narrow and broad money, and divisia narrow 
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and broad money). Moreover, future research can be applied using a consistent narrative 
surrounding division money with respect to the development of financial deepening in 
Indonesia. Regardless of the property of superneutrality test result, assuming non-separability 
in the utility function will potentially change the conclusion and may improve the analysis. 
Additionally, adding a labour-leisure choice might possibly eliminate the puzzle. Having 
evidence that the money demand in Indonesia is stable based on a single equation indicates the 
existence of the long-run relationship between monetary aggregates, including money divisia 
and its determinants. This has to be examined for robustness by checking in the DSGE model 
or in the Vector Autoregressive system.   
There are some limitations in the study in Chapter 3, particularly that the study uses a closed 
economy model, while Indonesia can be best described as a small open economy. Adding open 
economy features may potentially alter the conclusion and enhance the analysis, such as on 
whether there are marked differences in the exchange rate pass through to inflation after the 
full-fledged implementation of the inflation targeting policy. This is an issue for future 
research. Nevertheless, this study has shown that it is essential to assess the model’s fit to the 
data prior to the model’s use for actual economic analysis. Additionally, future work could 
extend this study by doing a comparison of impulse response analysis using different models 
to take into account a misspecified DSGE model.  
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Appendix A: Tables for Chapter 2 
Table A.2.1 Quarterly Monetary Aggregates (Nominal, 1981.Q1–2016.Q2) 
YEAR SSM1 DM1 SSM2 DM2 
1981.Q1 
1981.Q2 
1981.Q3 
1981.Q4 
1982.Q1 
1982.Q2 
1982.Q3 
1982.Q4 
1983.Q1 
1983.Q2 
1983.Q3 
1983.Q4 
1984.Q1 
1984.Q2 
1984.Q3 
1984.Q4 
1985.Q1 
1985.Q2 
1985.Q3 
1985.Q4 
1986.Q1 
1986.Q2 
1986.Q3 
1986.Q4 
1987.Q1 
1987.Q2 
1987.Q3 
1987.Q4 
1988.Q1 
1988.Q2 
1988.Q3 
1988.Q4 
1989.Q1 
1989.Q2 
1989.Q3 
1989.Q4 
1990.Q1 
1990.Q2 
1990.Q3 
1990.Q4 
1991.Q1 
1991.Q2 
 5,214  
 5,598  
 5,990  
 6,474  
 6,777  
 7,176  
 7,593  
 7,121  
 7,379  
 7,506  
 7,716  
 7,569  
 8,055  
 8,183  
 7,961  
 8,581  
 8,988  
 9,427  
 9,414  
 10,104  
 10,475  
 10,355  
 11,192  
 11,677  
 11,500  
 11,588  
 11,972  
 12,685  
 12,626  
 13,052  
 13,141  
 14,392  
 15,009  
 15,938  
 17,193  
 20,114  
 22,155  
 23,205  
 22,982  
 23,819  
 23,570  
 24,609  
 5,214  
 5,579  
 5,910  
 6,323  
 6,542  
 6,896  
 7,315  
 7,090  
 7,317  
 7,605  
 7,775  
 7,694  
 8,193  
 8,788  
 8,243  
 8,645  
 8,946  
 9,705  
 9,689  
 10,218  
 11,262  
 10,870  
 11,670  
 12,093  
 12,630  
 12,575  
 12,645  
 13,114  
 13,225  
 13,608  
 13,655  
 14,371  
 15,076  
 15,360  
 16,067  
 17,609  
 18,601  
 19,772  
 21,219  
 21,653  
 21,484  
 21,076  
7,906  
 8,361  
 9,109  
 9,705  
 10,153  
 10,712  
 11,260  
 11,075  
 12,248  
 12,971  
 13,836  
 14,663  
 15,759  
 16,450  
 16,741  
 17,937  
 19,447  
 20,425  
 21,650  
 23,153  
 24,168  
 24,350  
 27,380  
 27,661  
 28,491  
 29,254  
 31,644  
 33,885  
 35,660  
 37,903  
 40,066  
 41,998  
 44,167  
 47,477  
 51,945  
 58,705  
 64,367  
 70,125  
 76,907  
 84,630  
 81,124  
 87,756  
7,906  
 8,437  
 8,965  
 9,585  
 9,891  
 10,413  
 10,943  
 10,740  
 11,327  
 11,983  
 12,334  
 12,363  
 13,157  
 14,058  
 13,485  
 14,193  
 14,756  
 15,800  
 15,930  
 16,916  
 18,597  
 18,081  
 19,600  
 20,084  
 21,110  
 21,251  
 22,068  
 23,080  
 23,562  
 24,317  
 24,627  
 25,911  
 27,275  
 28,169  
 30,087  
 33,675  
 36,386  
 39,601  
 44,650  
 47,921  
 46,966  
 49,355  
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YEAR SSM1 DM1 SSM2 DM2 
1991.Q3 
1991.Q4 
1992.Q1 
1992.Q2 
1992.Q3 
1992.Q4 
1993.Q1 
1993.Q2 
1993.Q3 
1993.Q4 
1994.Q1 
1994.Q2 
1994.Q3 
1994.Q4 
1995.Q1 
1995.Q2 
1995.Q3 
1995.Q4 
1996.Q1 
1996.Q2 
1996.Q3 
1996.Q4 
1997.Q1 
1997.Q2 
1997.Q3 
1997.Q4 
1998.Q1 
1998.Q2 
1998.Q3 
1998.Q4 
1999.Q1 
1999.Q2 
1999.Q3 
1999.Q4 
2000.Q1 
2000.Q2 
2000.Q3 
2000.Q4 
2001.Q1 
2001.Q2 
2001.Q3 
2001.Q4 
2002.Q1 
2002.Q2 
2002.Q3 
2002.Q4 
2003.Q1 
2003.Q2 
 25,805  
 26,342  
 27,318  
 26,844  
 27,626  
 28,779  
 30,592  
 31,563  
 35,041  
 37,036  
 38,452  
 40,106  
 42,408  
 45,374  
 44,908  
 47,045  
 48,981  
 53,339  
 53,162  
 56,448  
 59,684  
 64,089  
 63,565  
 69,950  
 66,258  
 78,343  
 98,270  
 109,480  
 102,563  
 101,197  
 105,705  
 105,964  
 118,124  
 124,633  
 124,663  
 133,832  
 135,430  
 162,186  
 148,375  
 160,142  
 164,237  
 177,731  
 166,173  
 174,017  
 181,791  
 191,939  
 181,239  
 194,878  
 21,587  
 22,336  
 26,179  
 23,729  
 24,886  
 27,279  
 29,273  
 29,467  
 31,279  
 34,349  
 37,149  
 37,641  
 41,625  
 44,207  
 44,772  
 45,538  
 46,498  
 50,998  
 50,271  
 51,147  
 51,092  
 54,613  
 56,115  
 58,605  
 57,435  
 68,079  
 87,726  
 99,064  
 93,147  
 91,474  
 96,517  
 95,683  
 104,158  
 123,706  
 113,326  
 123,237  
 125,327  
 156,545  
 135,386  
 147,875  
 153,093  
 167,568  
 155,260  
 161,591  
 165,410  
 180,485  
 164,449  
 175,658  
 93,328  
 99,059  
 100,796  
 106,921  
 113,487  
 119,053  
 123,161  
 125,030  
 136,716  
 145,599  
 149,311  
 152,811  
 162,774  
 174,512  
 181,701  
 192,126  
 206,079  
 223,300  
 232,493  
 249,443  
 259,926  
 288,632  
 294,581  
 312,839  
 329,074  
 355,643  
 449,824  
 565,785  
 550,404  
 577,381  
 603,325  
 615,411  
 652,289  
 646,205  
 656,451  
 684,335  
 686,453  
 747,028  
 766,812  
 796,440  
 783,104  
 844,053  
 831,411  
 838,635  
 859,706  
 883,908  
 877,776  
 894,213  
 52,137  
 56,045  
 62,717  
 63,220  
 67,666  
 73,244  
 77,512  
 79,054  
 85,335  
 92,919  
 96,977  
 98,245  
 105,627  
 112,829  
 116,944  
 121,619  
 128,510  
 140,045  
 144,923  
 150,131  
 152,562  
 166,140  
 174,311  
 183,785  
 177,855  
 194,050  
 250,894  
 299,319  
 298,205  
 302,486  
 321,472  
 310,195  
 367,730  
 379,290  
 383,202  
 413,253  
 417,333  
 477,232  
 466,823  
 500,857  
 482,764  
 523,879  
 505,671  
 504,395  
 518,549  
 545,064  
 522,817  
 539,643  
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YEAR SSM1 DM1 SSM2 DM2 
2003.Q3 
2003.Q4 
2004.Q1 
2004.Q2 
2004.Q3 
2004.Q4 
2005.Q1 
2005.Q2 
2005.Q3 
2005.Q4 
2006.Q1 
2006.Q2 
2006.Q3 
2006.Q4 
2007.Q1 
2007.Q2 
2007.Q3 
2007.Q4 
2008.Q1 
2008.Q2 
2008.Q3 
2008.Q4 
2009.Q1 
2009.Q2 
2009.Q3 
2009.Q4 
2010.Q1 
2010.Q2 
2010.Q3 
2010.Q4 
2011.Q1 
2011.Q2 
2011.Q3 
2011.Q4 
2012.Q1 
2012.Q2 
2012.Q3 
2012.Q4 
2013.Q1 
2013.Q2 
2013.Q3 
2013.Q4 
2014.Q1 
2014.Q2 
2014.Q3 
2014.Q4 
2015.Q1 
2015.Q2 
 207,587  
 223,799  
 209,153  
 226,147  
 234,676  
 245,946  
 244,003  
 261,814  
 267,762  
 271,140  
 270,425  
 303,804  
 323,885  
 347,013  
 331,736  
 371,768  
 400,075  
 450,056  
 409,768  
 453,047  
 479,739  
 456,787  
 448,034  
 482,621  
 490,502  
 515,824  
 494,461  
 545,405  
 549,941  
 605,411  
 580,601  
 636,206  
 656,096  
 722,991  
 714,215  
 779,367  
 795,460  
 841,652  
 810,055  
 858,499  
 867,715  
 887,084  
 853,502  
 945,718  
 949,168  
 942,221  
 957,580  
 1,039,518  
 185,187  
 213,283  
 196,158  
 219,472  
 224,272  
 243,703  
 226,764  
 243,840  
 257,286  
 266,306  
 259,958  
 290,193  
 307,684  
 340,447  
 314,041  
 353,549  
 383,519  
 434,798  
 393,727  
 444,242  
 499,069  
 471,507  
 424,142  
 462,861  
 478,790  
 512,251  
 467,779  
 509,138  
 523,780  
 589,885  
 553,831  
 602,120  
 635,704  
 700,622  
 663,881  
 727,136  
 750,644  
 827,376  
 764,506  
 802,892  
 827,537  
 890,417  
 848,832  
 898,827  
 917,425  
 940,040  
 913,128  
 985,112  
 911,224  
 955,692  
 927,301  
 973,396  
 988,173  
 1,033,876  
 1,022,703  
 1,076,526  
 1,154,052  
 1,202,763  
 1,198,748  
 1,257,785  
 1,294,745  
 1,382,493  
 1,379,237  
 1,454,578  
 1,516,884  
 1,649,663  
 1,594,390  
 1,703,381  
 1,778,140  
 1,895,838  
 1,916,752  
 1,977,532  
 2,018,510  
 2,141,384  
 2,112,083  
 2,231,144  
 2,274,955  
 2,471,206  
 2,451,357  
 2,522,784  
 2,643,331  
 2,877,220  
 2,914,194  
 3,052,786  
 3,128,179  
 3,307,508  
 3,322,529  
 3,413,379  
 3,584,081  
 3,730,409  
 3,652,531  
 3,857,962  
 4,010,147  
 4,173,327  
 4,246,361  
 4,358,802  
 558,798  
 613,114  
 601,040  
 638,635  
 645,410  
 681,364  
 659,885  
 690,771  
 757,218  
 775,679  
 756,854  
 797,862  
 823,369  
 910,250  
 882,949  
 999,698  
 1,064,988  
 1,186,235  
 1,132,538  
 1,227,311  
 1,285,341  
 1,354,017  
 1,310,834  
 1,353,195  
 1,395,844  
 1,503,592  
 1,451,962  
 1,526,708  
 1,571,174  
 1,722,818  
 1,684,037  
 1,741,423  
 1,840,366  
 2,041,404  
 2,018,180  
 2,158,854  
 2,234,369  
 2,414,550  
 2,356,085  
 2,443,978  
 2,615,902  
 2,775,789  
 2,618,329  
 2,716,288  
 2,811,862  
 2,969,042  
 2,907,733  
 3,022,381  
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YEAR SSM1 DM1 SSM2 DM2 
2015.Q3 
2015.Q4 
2016.Q1 
2016.Q2 
 1,063,039  
 1,055,285  
 1,064,738  
 1,184,421 
 1,020,729  
 1,068,822  
 1,006,489  
 1,199,495 
 4,508,603  
 4,546,743  
 4,561,873  
 4,738,369 
 3,139,118  
 3,258,323  
 3,106,880  
 3,338,651 
Note: SSM1 is a Quarterly Simple-Sum M1 (Official Narrow Money, in Billion IDR) 
SSM2 is a Quarterly Simple-Sum M2 (Official Broad Money, in Billion IDR) 
DM1 is a Quarterly Divisia Money M1 (Assuming SSM1=DM1 at 1981.Q1, in Billion IDR)  
DM2 is a Quarterly Divisia Money M2 (Assuming SSM2=DM at 1981.Q1, in Billion IDR) 
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Table A.2.2 Quarterly Monetary Aggregates (Indices, 1981.Q1–2016.Q2) 
YEAR SSIM1 DIM1 SSIM2 DIM2 
1981.Q1 
1981.Q2 
1981.Q3 
1981.Q4 
1982.Q1 
1982.Q2 
1982.Q3 
1982.Q4 
1983.Q1 
1983.Q2 
1983.Q3 
1983.Q4 
1984.Q1 
1984.Q2 
1984.Q3 
1984.Q4 
1985.Q1 
1985.Q2 
1985.Q3 
1985.Q4 
1986.Q1 
1986.Q2 
1986.Q3 
1986.Q4 
1987.Q1 
1987.Q2 
1987.Q3 
1987.Q4 
1988.Q1 
1988.Q2 
1988.Q3 
1988.Q4 
1989.Q1 
1989.Q2 
1989.Q3 
1989.Q4 
1990.Q1 
1990.Q2 
1990.Q3 
1990.Q4 
1991.Q1 
1991.Q2 
1991.Q3 
1991.Q4 
1992.Q1 
 100  
 107  
 115  
 124  
 130  
 138  
 146  
 137  
 142  
 144  
 148  
 145  
 154  
 157  
 153  
 165  
 172  
 181  
 181  
 194  
 201  
 199  
 215  
 224  
 221  
 222  
 230  
 243  
 242  
 250  
 252  
 276  
 288  
 306  
 330  
 386  
 425  
 445  
 441  
 457  
 452  
 472  
 495  
 505  
 524  
 100  
 107  
 113  
 121  
 125  
 132  
 140  
 136  
 140  
 146  
 149  
 148  
 157  
 169  
 158  
 166  
 172  
 186  
 186  
 196  
 216  
 208  
 224  
 232  
 242  
 241  
 243  
 252  
 254  
 261  
 262  
 276  
 289  
 295  
 308  
 338  
 357  
 379  
 407  
 415  
 412  
 404  
 414  
 428  
 502  
 100  
 106  
 115  
 123  
 128  
 135  
 142  
 140  
 155  
 164  
 175  
 185  
 199  
 208  
 212  
 227  
 246  
 258  
 274  
 293  
 306  
 308  
 346  
 350  
 360  
 370  
 400  
 429  
 451  
 479  
 507  
 531  
 559  
 601  
 657  
 743  
 814  
 887  
 973  
 1,070  
 1,026  
 1,110  
 1,180  
 1,253  
 1,275  
 100  
 107  
 113  
 121  
 125  
 132  
 138  
 136  
 143  
 152  
 156  
 156  
 166  
 178  
 171  
 180  
 187  
 200  
 201  
 214  
 235  
 229  
 248  
 254  
 267  
 269  
 279  
 292  
 298  
 308  
 312  
 328  
 345  
 356  
 381  
 426  
 460  
 501  
 565  
 606  
 594  
 624  
 659  
 709  
 793  
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YEAR SSIM1 DIM1 SSIM2 DIM2 
1992.Q2 
1992.Q3 
1992.Q4 
1993.Q1 
1993.Q2 
1993.Q3 
1993.Q4 
1994.Q1 
1994.Q2 
1994.Q3 
1994.Q4 
1995.Q1 
1995.Q2 
1995.Q3 
1995.Q4 
1996.Q1 
1996.Q2 
1996.Q3 
1996.Q4 
1997.Q1 
1997.Q2 
1997.Q3 
1997.Q4 
1998.Q1 
1998.Q2 
1998.Q3 
1998.Q4 
1999.Q1 
1999.Q2 
1999.Q3 
1999.Q4 
2000.Q1 
2000.Q2 
2000.Q3 
2000.Q4 
2001.Q1 
2001.Q2 
2001.Q3 
2001.Q4 
2002.Q1 
2002.Q2 
2002.Q3 
2002.Q4 
2003.Q1 
2003.Q2 
2003.Q3 
2003.Q4 
2004.Q1 
 515  
 530  
 552  
 587  
 605  
 672  
 710  
 737  
 769  
 813  
 870  
 861  
 902  
 939  
 1,023  
 1,020  
 1,083  
 1,145  
 1,229  
 1,219  
 1,342  
 1,271  
 1,503  
 1,885  
 2,100  
 1,967  
 1,941  
 2,027  
 2,032  
 2,266  
 2,390  
 2,391  
 2,567  
 2,597  
 3,111  
 2,846  
 3,071  
 3,150  
 3,409  
 3,187  
 3,337  
 3,487  
 3,681  
 3,476  
 3,738  
 3,981  
 4,292  
 4,011  
 455  
 477  
 523  
 561  
 565  
 600  
 659  
 712  
 722  
 798  
 848  
 859  
 873  
 892  
 978  
 964  
 981  
 980  
 1,047  
 1,076  
 1,124  
 1,102  
 1,306  
 1,683  
 1,900  
 1,786  
 1,754  
 1,851  
 1,835  
 1,998  
 2,373  
 2,173  
 2,364  
 2,404  
 3,002  
 2,597  
 2,836  
 2,936  
 3,214  
 2,978  
 3,099  
 3,172  
 3,462  
 3,154  
 3,369  
 3,552  
 4,091  
 3,762  
 1,352  
 1,435  
 1,506  
 1,558  
 1,581  
 1,729  
 1,842  
 1,889  
 1,933  
 2,059  
 2,207  
 2,298  
 2,430  
 2,607  
 2,824  
 2,941  
 3,155  
 3,288  
 3,651  
 3,726  
 3,957  
 4,162  
 4,498  
 5,690  
 7,156  
 6,962  
 7,303  
 7,631  
 7,784  
 8,251  
 8,174  
 8,303  
 8,656  
 8,683  
 9,449  
 9,699  
 10,074  
 9,905  
 10,676  
 10,516  
 10,608  
 10,874  
 11,180  
 11,103  
 11,311  
 11,526  
 12,088  
 11,729  
 800  
 856  
 926  
 980  
 1,000  
 1,079  
 1,175  
 1,227  
 1,243  
 1,336  
 1,427  
 1,479  
 1,538  
 1,625  
 1,771  
 1,833  
 1,899  
 1,930  
 2,101  
 2,205  
 2,325  
 2,250  
 2,454  
 3,173  
 3,786  
 3,772  
 3,826  
 4,066  
 3,924  
 4,651  
 4,797  
 4,847  
 5,227  
 5,279  
 6,036  
 5,905  
 6,335  
 6,106  
 6,626  
 6,396  
 6,380  
 6,559  
 6,894  
 6,613  
 6,826  
 7,068  
 7,755  
 7,602  
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YEAR SSIM1 DIM1 SSIM2 DIM2 
2004.Q2 
2004.Q3 
2004.Q4 
2005.Q1 
2005.Q2 
2005.Q3 
2005.Q4 
2006.Q1 
2006.Q2 
2006.Q3 
2006.Q4 
2007.Q1 
2007.Q2 
2007.Q3 
2007.Q4 
2008.Q1 
2008.Q2 
2008.Q3 
2008.Q4 
2009.Q1 
2009.Q2 
2009.Q3 
2009.Q4 
2010.Q1 
2010.Q2 
2010.Q3 
2010.Q4 
2011.Q1 
2011.Q2 
2011.Q3 
2011.Q4 
2012.Q1 
2012.Q2 
2012.Q3 
2012.Q4 
2013.Q1 
2013.Q2 
2013.Q3 
2013.Q4 
2014.Q1 
2014.Q2 
2014.Q3 
2014.Q4 
2015.Q1 
2015.Q2 
2015.Q3 
2015.Q4 
2016.Q1 
 4,337  
 4,501  
 4,717  
 4,680  
 5,021  
 5,135  
 5,200  
 5,187  
 5,827  
 6,212  
 6,655  
 6,362  
 7,130  
 7,673  
 8,632  
 7,859  
 8,689  
 9,201  
 8,761  
 8,593  
 9,256  
 9,407  
 9,893  
 9,483  
 10,460  
 10,547  
 11,611  
 11,135  
 12,202  
 12,583  
 13,866  
 13,698  
 14,948  
 15,256  
 16,142  
 15,536  
 16,465  
 16,642  
 17,013  
 16,369  
 18,138  
 18,204  
 18,071  
 18,366  
 19,937  
 20,388  
 20,239  
 20,421  
 4,209  
 4,301  
 4,674  
 4,349  
 4,677  
 4,935  
 5,108  
 4,986  
 5,566  
 5,901  
 6,529  
 6,023  
 6,781  
 7,356  
 8,339  
 7,551  
 8,520  
 9,572  
 9,043  
 8,135  
 8,877  
 9,183  
 9,825  
 8,972  
 9,765  
 10,046  
 11,313  
 10,622  
 11,548  
 12,192  
 13,437  
 12,733  
 13,946  
 14,397  
 15,868  
 14,663  
 15,399  
 15,871  
 17,077  
 16,280  
 17,239  
 17,595  
 18,029  
 17,513  
 18,894  
 19,577  
 20,499  
 19,304  
 12,312  
 12,499  
 13,077  
 12,936  
 13,617  
 14,597  
 15,213  
 15,163  
 15,909  
 16,377  
 17,487  
 17,445  
 18,398  
 19,186  
 20,866  
 20,167  
 21,545  
 22,491  
 23,980  
 24,244  
 25,013  
 25,531  
 27,086  
 26,715  
 28,221  
 28,775  
 31,257  
 31,006  
 31,910  
 33,434  
 36,393  
 36,861  
 38,614  
 39,567  
 41,835  
 42,025  
 43,175  
 45,334  
 47,185  
 46,199  
 48,798  
 50,723  
 52,787  
 53,711  
 55,133  
 57,028  
 57,510  
 57,701  
 8,078  
 8,164  
 8,618  
 8,347  
 8,737  
 9,578  
 9,811  
 9,573  
 10,092  
 10,414  
 11,513  
 11,168  
 12,645  
 13,471  
 15,004  
 14,325  
 15,524  
 16,258  
 17,126  
 16,580  
 17,116  
 17,656  
 19,018  
 18,365  
 19,311  
 19,873  
 21,791  
 21,301  
 22,027  
 23,278  
 25,821  
 25,527  
 27,307  
 28,262  
 30,541  
 29,801  
 30,913  
 33,088  
 35,110  
 33,118  
 34,357  
 35,566  
 37,554  
 36,779  
 38,229  
 39,706  
 41,213  
 39,298  
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YEAR SSIM1 DIM1 SSIM2 DIM2 
2016.Q2 
 
 22,716  23,005  59,934  42,229 
Note: SSIM1 is a Quarterly Simple-Sum Index M1 (Assuming SSIM1=100 at 1981.Q1) 
SSIM2 is a Quarterly Simple-Sum Index M2 (Assuming SSIM2=100 at 1981.Q1) 
DIM1 is a Quarterly Divisia Index M1 (Assuming DIM1=100 at 1981.Q1)  
DIM2 is a Quarterly Divisia Index M2 (Assuming DIM2=100 at 1981.Q1) 
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Table A.2.3 Monthly Monetary Aggregates (Nominal, 2003.M12–2016.M6) 
YEAR MSSM1 MDM1 MSSM2 MDM2 
  2003.M12 
2004.M1 
2004.M2 
2004.M3 
2004.M4 
2004.M5 
2004.M6 
2004.M7 
2004.M8 
2004.M9 
  2004.M10 
  2004.M11 
  2004.M12 
2005.M1 
2005.M2 
2005.M3 
2005.M4 
2005.M5 
2005.M6 
2005.M7 
2005.M8 
2005.M9 
  2005.M10 
  2005.M11 
  2005.M12 
2006.M1 
2006.M2 
2006.M3 
2006.M4 
2006.M5 
2006.M6 
2006.M7 
2006.M8 
2006.M9 
  2006.M10 
  2006.M11 
  2006.M12 
2007.M1 
2007.M2 
2007.M3 
2007.M4 
2007.M5 
2007.M6 
2007.M7 
2007.M8 
 223,799  
 209,113  
 208,161  
 209,153  
 208,170  
 215,861  
 226,147  
 231,007  
 232,642  
 234,676  
 240,494  
 243,536  
 245,946  
 242,373  
 244,667  
 244,003  
 240,477  
 246,669  
 261,814  
 261,120  
 268,856  
 267,762  
 280,270  
 268,694  
 271,140  
 274,068  
 270,338  
 270,425  
 273,594  
 296,101  
 303,804  
 303,155  
 319,018  
 323,885  
 336,273  
 332,316  
 347,013  
 335,701  
 336,394  
 331,736  
 342,141  
 343,309  
 371,768  
 386,234  
 391,961  
 210,579  
 201,069  
 192,663  
 192,754  
 200,857  
 201,114  
 216,508  
 215,736  
 215,419  
 220,784  
 234,678  
 232,202  
 241,452  
 226,579  
 221,197  
 219,560  
 224,701  
 225,163  
 236,789  
 243,008  
 244,034  
 250,539  
 273,491  
 254,060  
 262,875  
 259,542  
 254,565  
 256,032  
 259,036  
 275,504  
 286,251  
 287,042  
 295,074  
 303,994  
 316,903  
 308,442  
 337,448  
 313,653  
 311,687  
 310,563  
 318,139  
 325,403  
 349,869  
 352,069  
 361,633  
 955,692  
 939,143  
 927,053  
 927,301  
 928,584  
 951,847  
 973,396  
 974,096  
 982,669  
 988,173  
 998,168  
 1,001,587  
 1,033,876  
 1,017,491  
 1,014,377  
 1,022,703  
 1,046,655  
 1,049,516  
 1,076,526  
 1,092,206  
 1,119,102  
 1,154,052  
 1,168,841  
 1,169,085  
 1,202,763  
 1,194,939  
 1,197,771  
 1,198,748  
 1,197,122  
 1,241,865  
 1,257,785  
 1,252,815  
 1,274,084  
 1,294,745  
 1,329,426  
 1,341,940  
 1,382,493  
 1,367,957  
 1,369,244  
 1,379,237  
 1,385,715  
 1,396,069  
 1,454,578  
 1,474,769  
 1,493,051  
 573,115  
 567,420  
 559,368  
 561,616  
 567,704  
 582,275  
 597,458  
 594,642  
 600,182  
 603,334  
 617,140  
 618,365  
 637,541  
 617,459  
 611,964  
 613,814  
 625,311  
 625,290  
 642,344  
 657,388  
 678,356  
 702,743  
 718,651  
 706,098  
 724,702  
 711,770  
 705,714  
 705,566  
 702,521  
 731,932  
 745,063  
 745,130  
 756,827  
 769,374  
 801,022  
 795,985  
 854,941  
 825,358  
 818,139  
 826,787  
 835,787  
 859,434  
 908,882  
 916,224  
 936,007  
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YEAR MSSM1 MDM1 MSSM2 MDM2 
2007.M9 
  2007.M10 
  2007.M11 
  2007.M12 
2008.M1 
2008.M2 
2008.M3 
2008.M4 
2008.M5 
2008.M6 
2008.M7 
2008.M8 
2008.M9 
  2008.M10 
  2008.M11 
  2008.M12 
2009.M1 
2009.M2 
2009.M3 
2009.M4 
2009.M5 
2009.M6 
2009.M7 
2009.M8 
2009.M9 
  2009.M10 
  2009.M11 
  2009.M12 
2010.M1 
2010.M2 
2010.M3 
2010.M4 
2010.M5 
2010.M6 
2010.M7 
2010.M8 
2010.M9 
  2010.M10 
  2010.M11 
  2010.M12 
2011.M1 
2011.M2 
2011.M3 
2011.M4 
2011.M5 
2011.M6 
2011.M7 
2011.M8 
 400,075  
 404,018  
 413,429  
 450,056  
 410,751  
 401,410  
 409,768  
 414,390  
 426,283  
 453,047  
 445,921  
 440,336  
 479,739  
 459,115  
 463,590  
 456,787  
 437,845  
 434,761  
 448,034  
 452,937  
 456,955  
 482,621  
 468,944  
 490,128  
 490,502  
 485,538  
 495,061  
 515,824  
 496,527  
 490,084  
 494,461  
 494,718  
 514,005  
 545,405  
 539,746  
 555,495  
 549,941  
 555,549  
 571,337  
 605,411  
 604,169  
 585,890  
 580,601  
 584,634  
 611,791  
 636,206  
 639,688  
 662,806  
 380,961  
 377,522  
 387,372  
 431,942  
 393,709  
 388,101  
 390,616  
 401,184  
 415,447  
 442,052  
 438,294  
 439,617  
 497,585  
 437,972  
 448,759  
 480,663  
 440,274  
 429,602  
 427,296  
 435,990  
 444,756  
 466,968  
 460,909  
 460,156  
 483,977  
 472,608  
 486,809  
 518,810  
 486,256  
 486,006  
 470,847  
 485,291  
 492,907  
 511,610  
 523,987  
 553,630  
 527,647  
 541,135  
 548,262  
 595,355  
 570,114  
 563,267  
 555,652  
 572,947  
 584,407  
 603,031  
 628,126  
 713,909  
 1,516,884  
 1,533,845  
 1,559,570  
 1,649,663  
 1,596,564  
 1,603,751  
 1,594,390  
 1,611,690  
 1,641,733  
 1,703,381  
 1,686,050  
 1,682,812  
 1,778,140  
 1,812,489  
 1,851,023  
 1,895,838  
 1,874,145  
 1,900,208  
 1,916,752  
 1,912,623  
 1,927,070  
 1,977,532  
 1,960,950  
 1,995,294  
 2,018,510  
 2,021,517  
 2,062,206  
 2,141,384  
 2,073,860  
 2,066,481  
 2,112,083  
 2,116,024  
 2,143,234  
 2,231,144  
 2,217,589  
 2,236,459  
 2,274,955  
 2,308,846  
 2,347,807  
 2,471,206  
 2,436,679  
 2,420,191  
 2,451,357  
 2,434,478  
 2,475,286  
 2,522,784  
 2,564,556  
 2,621,346  
 973,138  
 980,452  
 999,502  
 1,086,957  
 1,031,215  
 1,041,293  
 1,033,839  
 1,049,165  
 1,073,330  
 1,121,882  
 1,117,431  
 1,107,449  
 1,173,395  
 1,173,937  
 1,203,908  
 1,248,240  
 1,200,657  
 1,207,282  
 1,197,676  
 1,195,765  
 1,203,428  
 1,235,068  
 1,228,151  
 1,239,449  
 1,274,962  
 1,267,750  
 1,310,073  
 1,376,087  
 1,320,777  
 1,313,935  
 1,325,113  
 1,330,056  
 1,338,804  
 1,392,559  
 1,400,799  
 1,424,059  
 1,435,282  
 1,454,066  
 1,475,248  
 1,579,805  
 1,530,790  
 1,538,018  
 1,539,657  
 1,545,384  
 1,561,678  
 1,591,532  
 1,632,688  
 1,732,608  
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YEAR MSSM1 MDM1 MSSM2 MDM2 
2011.M9 
  2011.M10 
  2011.M11 
  2011.M12 
2012.M1 
2012.M2 
2012.M3 
2012.M4 
2012.M5 
2012.M6 
2012.M7 
2012.M8 
2012.M9 
  2012.M10 
  2012.M11 
  2012.M12 
2013.M1 
2013.M2 
2013.M3 
2013.M4 
2013.M5 
2013.M6 
2013.M7 
2013.M8 
2013.M9 
  2013.M10 
  2013.M11 
  2013.M12 
2014.M1 
2014.M2 
2014.M3 
2014.M4 
2014.M5 
2014.M6 
2014.M7 
2014.M8 
2014.M9 
  2014.M10 
  2014.M11 
  2014.M12 
2015.M1 
2015.M2 
2015.M3 
2015.M4 
2015.M5 
2015.M6 
2015.M7 
2015.M8 
 656,096  
 665,000  
 667,587  
 722,991  
 696,281  
 683,208  
 714,215  
 720,876  
 749,403  
 779,367  
 771,739  
 772,378  
 795,460  
 774,923  
 801,345  
 841,652  
 787,860  
 786,549  
 810,055  
 832,213  
 822,876  
 858,499  
 879,986  
 855,783  
 867,715  
 856,171  
 870,412  
 887,084  
 842,678  
 834,532  
 853,502  
 880,470  
 906,727  
 945,718  
 918,566  
 895,827  
 949,168  
 940,349  
 955,535  
 942,221  
 918,079  
 927,848  
 957,580  
 959,376  
 980,915  
 1,039,518  
 1,031,906  
 1,026,323  
 643,464  
 649,255  
 645,818  
 709,343  
 665,213  
 651,352  
 669,405  
 678,152  
 687,620  
 733,971  
 735,572  
 762,731  
 759,336  
 760,539  
 762,855  
 843,153  
 762,945  
 750,813  
 773,433  
 757,624  
 780,156  
 810,794  
 896,463  
 841,313  
 844,687  
 848,466  
 872,469  
 914,163  
 868,986  
 850,299  
 871,377  
 877,979  
 900,200  
 917,394  
 1,005,626  
 943,263  
 969,335  
 966,216  
 985,893  
 995,745  
 952,311  
 954,149  
 962,514  
 981,196  
 1,005,665  
 1,036,236  
 1,066,906  
 1,052,458  
 2,643,331  
 2,677,787  
 2,729,538  
 2,877,220  
 2,857,127  
 2,852,005  
 2,914,194  
 2,929,610  
 2,994,474  
 3,052,786  
 3,057,336  
 3,091,568  
 3,128,179  
 3,164,443  
 3,207,908  
 3,307,508  
 3,268,789  
 3,280,420  
 3,322,529  
 3,360,928  
 3,426,305  
 3,413,379  
 3,506,574  
 3,502,420  
 3,584,081  
 3,576,869  
 3,616,049  
 3,730,409  
 3,652,349  
 3,635,060  
 3,652,531  
 3,721,882  
 3,780,955  
 3,857,962  
 3,887,407  
 3,886,520  
 4,010,147  
 4,024,489  
 4,076,670  
 4,173,327  
 4,174,826  
 4,218,123  
 4,246,361  
 4,275,711  
 4,288,369  
 4,358,802  
 4,373,208  
 4,404,085  
 1,694,678  
 1,706,708  
 1,757,440  
 1,888,849  
 1,842,841  
 1,835,977  
 1,858,472  
 1,876,837  
 1,922,068  
 1,996,529  
 2,008,661  
 2,055,443  
 2,070,123  
 2,103,580  
 2,128,086  
 2,248,584  
 2,187,202  
 2,170,350  
 2,179,451  
 2,178,781  
 2,257,382  
 2,267,988  
 2,392,270  
 2,378,359  
 2,436,366  
 2,423,870  
 2,467,049  
 2,597,704  
 2,495,740  
 2,455,873  
 2,438,746  
 2,456,311  
 2,503,842  
 2,523,867  
 2,623,341  
 2,557,549  
 2,639,029  
 2,636,204  
 2,677,260  
 2,791,714  
 2,727,033  
 2,719,394  
 2,719,949  
 2,746,446  
 2,772,577  
 2,830,710  
 2,871,054  
 2,874,678  
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YEAR MSSM1 MDM1 MSSM2 MDM2 
2015.M9 
  2015.M10 
  2015.M11 
  2015.M12 
2016.M1 
2016.M2 
2016.M3 
2016.M4 
2016.M5 
2016.M6 
 1,063,039  
 1,036,311  
 1,051,191  
 1,055,285  
 1,046,257  
 1,035,551  
 1,064,738  
 1,089,212  
 1,118,768  
 1,184,421 
 1,076,112  
 1,074,709  
 1,085,245  
 1,129,964  
 1,085,420  
 1,054,043  
 1,058,701  
 1,094,658  
 1,110,040  
 1,276,260 
 4,508,603  
 4,443,078  
 4,452,325  
 4,546,743  
 4,498,361  
 4,521,951  
 4,561,873  
 4,581,878  
 4,614,062  
 4,738,369 
 2,942,831  
 2,896,040  
 2,915,714  
 3,057,774  
 2,953,248  
 2,911,591  
 2,895,715  
 2,911,492  
 2,909,408  
 3,121,448 
Note: MSSM1 is a Monthly Simple-Sum M1 (Official Narrow Money, in Billion IDR) 
MSSM2 is a Monthly Simple-Sum M2 (Official Broad Money, in Billion IDR) 
MDM1 is a Monthly Divisia Money M1 (Assuming MSSM1=MDM1 at 1981.M3, in Billion IDR)  
MDM2 is a Monthly Divisia Money M2 (Assuming MSSM2=MDM at 1981.M3, in Billion IDR) 
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Table A.2.4 Monthly Monetary Aggregates (Indices, 2003.M12–2016.M6) 
YEAR MSSIM1 MDIM1 MSSIM2 MDIM2 
  2003.M12 
2004.M1 
2004.M2 
2004.M3 
2004.M4 
2004.M5 
2004.M6 
2004.M7 
2004.M8 
2004.M9 
  2004.M10 
  2004.M11 
  2004.M12 
2005.M1 
2005.M2 
2005.M3 
2005.M4 
2005.M5 
2005.M6 
2005.M7 
2005.M8 
2005.M9 
  2005.M10 
  2005.M11 
  2005.M12 
2006.M1 
2006.M2 
2006.M3 
2006.M4 
2006.M5 
2006.M6 
2006.M7 
2006.M8 
2006.M9 
  2006.M10 
  2006.M11 
  2006.M12 
2007.M1 
2007.M2 
2007.M3 
2007.M4 
2007.M5 
2007.M6 
2007.M7 
2007.M8 
 4,292  
 4,011  
 3,992  
 4,011  
 3,993  
 4,140  
 4,337  
 4,431  
 4,462  
 4,501  
 4,612  
 4,671  
 4,717  
 4,649  
 4,693  
 4,680  
 4,612  
 4,731  
 5,021  
 5,008  
 5,156  
 5,135  
 5,375  
 5,153  
 5,200  
 5,256  
 5,185  
 5,187  
 5,247  
 5,679  
 5,827  
 5,814  
 6,118  
 6,212  
 6,449  
 6,374  
 6,655  
 6,438  
 6,452  
 6,362  
 6,562  
 6,584  
 7,130  
 7,408  
 7,517  
 4,039  
 3,856  
 3,695  
 3,697  
 3,852  
 3,857  
 4,152  
 4,138  
 4,132  
 4,234  
 4,501  
 4,453  
 4,631  
 4,346  
 4,242  
 4,211  
 4,310  
 4,318  
 4,541  
 4,661  
 4,680  
 4,805  
 5,245  
 4,873  
 5,042  
 4,978  
 4,882  
 4,910  
 4,968  
 5,284  
 5,490  
 5,505  
 5,659  
 5,830  
 6,078  
 5,916  
 6,472  
 6,016  
 5,978  
 5,956  
 6,102  
 6,241  
 6,710  
 6,752  
 6,936  
 12,088  
 11,879  
 11,726  
 11,729  
 11,745  
 12,040  
 12,312  
 12,321  
 12,429  
 12,499  
 12,625  
 12,669  
 13,077  
 12,870  
 12,830  
 12,936  
 13,239  
 13,275  
 13,617  
 13,815  
 14,155  
 14,597  
 14,784  
 14,787  
 15,213  
 15,114  
 15,150  
 15,163  
 15,142  
 15,708  
 15,909  
 15,846  
 16,115  
 16,377  
 16,815  
 16,974  
 17,487  
 17,303  
 17,319  
 17,445  
 17,527  
 17,658  
 18,398  
 18,654  
 18,885  
 7,249  
 7,177  
 7,075  
 7,104  
 7,181  
 7,365  
 7,557  
 7,521  
 7,591  
 7,631  
 7,806  
 7,821  
 8,064  
 7,810  
 7,741  
 7,764  
 7,909  
 7,909  
 8,125  
 8,315  
 8,580  
 8,889  
 9,090  
 8,931  
 9,166  
 9,003  
 8,926  
 8,924  
 8,886  
 9,258  
 9,424  
 9,425  
 9,573  
 9,732  
 10,132  
 10,068  
 10,814  
 10,440  
 10,348  
 10,458  
 10,572  
 10,871  
 11,496  
 11,589  
 11,839  
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YEAR MSSIM1 MDIM1 MSSIM2 MDIM2 
2007.M9 
  2007.M10 
  2007.M11 
  2007.M12 
2008.M1 
2008.M2 
2008.M3 
2008.M4 
2008.M5 
2008.M6 
2008.M7 
2008.M8 
2008.M9 
  2008.M10 
  2008.M11 
  2008.M12 
2009.M1 
2009.M2 
2009.M3 
2009.M4 
2009.M5 
2009.M6 
2009.M7 
2009.M8 
2009.M9 
  2009.M10 
  2009.M11 
  2009.M12 
2010.M1 
2010.M2 
2010.M3 
2010.M4 
2010.M5 
2010.M6 
2010.M7 
2010.M8 
2010.M9 
  2010.M10 
  2010.M11 
  2010.M12 
2011.M1 
2011.M2 
2011.M3 
2011.M4 
2011.M5 
2011.M6 
2011.M7 
2011.M8 
 7,673  
 7,749  
 7,929  
 8,632  
 7,878  
 7,699  
 7,859  
 7,948  
 8,176  
 8,689  
 8,552  
 8,445  
 9,201  
 8,805  
 8,891  
 8,761  
 8,397  
 8,338  
 8,593  
 8,687  
 8,764  
 9,256  
 8,994  
 9,400  
 9,407  
 9,312  
 9,495  
 9,893  
 9,523  
 9,399  
 9,483  
 9,488  
 9,858  
 10,460  
 10,352  
 10,654  
 10,547  
 10,655  
 10,958  
 11,611  
 11,587  
 11,237  
 11,135  
 11,213  
 11,734  
 12,202  
 12,269  
 12,712  
 7,307  
 7,241  
 7,429  
 8,284  
 7,551  
 7,443  
 7,492  
 7,694  
 7,968  
 8,478  
 8,406  
 8,431  
 9,543  
 8,400  
 8,607  
 9,219  
 8,444  
 8,239  
 8,195  
 8,362  
 8,530  
 8,956  
 8,840  
 8,825  
 9,282  
 9,064  
 9,337  
 9,950  
 9,326  
 9,321  
 9,030  
 9,307  
 9,454  
 9,812  
 10,050  
 10,618  
 10,120  
 10,379  
 10,515  
 11,418  
 10,934  
 10,803  
 10,657  
 10,989  
 11,208  
 11,566  
 12,047  
 13,692  
 19,186  
 19,401  
 19,726  
 20,866  
 20,194  
 20,285  
 20,167  
 20,386  
 20,766  
 21,545  
 21,326  
 21,285  
 22,491  
 22,925  
 23,413  
 23,980  
 23,705  
 24,035  
 24,244  
 24,192  
 24,375  
 25,013  
 24,803  
 25,238  
 25,531  
 25,569  
 26,084  
 27,086  
 26,231  
 26,138  
 26,715  
 26,765  
 27,109  
 28,221  
 28,049  
 28,288  
 28,775  
 29,204  
 29,697  
 31,257  
 30,821  
 30,612  
 31,006  
 30,793  
 31,309  
 31,910  
 32,438  
 33,156  
 12,309  
 12,401  
 12,642  
 13,749  
 13,043  
 13,171  
 13,077  
 13,270  
 13,576  
 14,190  
 14,134  
 14,008  
 14,842  
 14,849  
 15,228  
 15,789  
 15,187  
 15,270  
 15,149  
 15,125  
 15,222  
 15,622  
 15,534  
 15,677  
 16,127  
 16,035  
 16,571  
 17,406  
 16,706  
 16,619  
 16,761  
 16,823  
 16,934  
 17,614  
 17,718  
 18,012  
 18,154  
 18,392  
 18,660  
 19,982  
 19,362  
 19,454  
 19,475  
 19,547  
 19,753  
 20,131  
 20,651  
 21,915  
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YEAR MSSIM1 MDIM1 MSSIM2 MDIM2 
2011.M9 
  2011.M10 
  2011.M11 
  2011.M12 
2012.M1 
2012.M2 
2012.M3 
2012.M4 
2012.M5 
2012.M6 
2012.M7 
2012.M8 
2012.M9 
  2012.M10 
  2012.M11 
  2012.M12 
2013.M1 
2013.M2 
2013.M3 
2013.M4 
2013.M5 
2013.M6 
2013.M7 
2013.M8 
2013.M9 
  2013.M10 
  2013.M11 
  2013.M12 
2014.M1 
2014.M2 
2014.M3 
2014.M4 
2014.M5 
2014.M6 
2014.M7 
2014.M8 
2014.M9 
  2014.M10 
  2014.M11 
  2014.M12 
2015.M1 
2015.M2 
2015.M3 
2015.M4 
2015.M5 
2015.M6 
2015.M7 
2015.M8 
 12,583  
 12,754  
 12,804  
 13,866  
 13,354  
 13,103  
 13,698  
 13,826  
 14,373  
 14,948  
 14,801  
 14,814  
 15,256  
 14,862  
 15,369  
 16,142  
 15,110  
 15,085  
 15,536  
 15,961  
 15,782  
 16,465  
 16,877  
 16,413  
 16,642  
 16,421  
 16,694  
 17,013  
 16,162  
 16,006  
 16,369  
 16,887  
 17,390  
 18,138  
 17,617  
 17,181  
 18,204  
 18,035  
 18,326  
 18,071  
 17,608  
 17,795  
 18,366  
 18,400  
 18,813  
 19,937  
 19,791  
 19,684  
 12,341  
 12,452  
 12,386  
 13,605  
 12,758  
 12,492  
 12,839  
 13,006  
 13,188  
 14,077  
 14,108  
 14,629  
 14,563  
 14,586  
 14,631  
 16,171  
 14,633  
 14,400  
 14,834  
 14,531  
 14,963  
 15,550  
 17,193  
 16,136  
 16,200  
 16,273  
 16,733  
 17,533  
 16,666  
 16,308  
 16,712  
 16,839  
 17,265  
 17,595  
 19,287  
 18,091  
 18,591  
 18,531  
 18,909  
 19,098  
 18,265  
 18,300  
 18,460  
 18,818  
 19,288  
 19,874  
 20,462  
 20,185  
 33,434  
 33,870  
 34,525  
 36,393  
 36,139  
 36,074  
 36,861  
 37,056  
 37,876  
 38,614  
 38,671  
 39,104  
 39,567  
 40,026  
 40,576  
 41,835  
 41,346  
 41,493  
 42,025  
 42,511  
 43,338  
 43,175  
 44,353  
 44,301  
 45,334  
 45,242  
 45,738  
 47,185  
 46,197  
 45,979  
 46,199  
 47,077  
 47,824  
 48,798  
 49,170  
 49,159  
 50,723  
 50,904  
 51,564  
 52,787  
 52,806  
 53,353  
 53,711  
 54,082  
 54,242  
 55,133  
 55,315  
 55,706  
 21,435  
 21,587  
 22,229  
 23,891  
 23,309  
 23,223  
 23,507  
 23,739  
 24,312  
 25,253  
 25,407  
 25,999  
 26,184  
 26,607  
 26,917  
 28,441  
 27,665  
 27,452  
 27,567  
 27,559  
 28,553  
 28,687  
 30,259  
 30,083  
 30,817  
 30,659  
 31,205  
 32,857  
 31,568  
 31,063  
 30,847  
 31,069  
 31,670  
 31,923  
 33,182  
 32,349  
 33,380  
 33,344  
 33,864  
 35,311  
 34,493  
 34,397  
 34,404  
 34,739  
 35,069  
 35,805  
 36,315  
 36,361  
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YEAR MSSIM1 MDIM1 MSSIM2 MDIM2 
2015.M9 
  2015.M10 
  2015.M11 
  2015.M12 
2016.M1 
2016.M2 
2016.M3 
2016.M4 
2016.M5 
2016.M6 
 20,388  
 19,876  
 20,161  
 20,239  
 20,066  
 19,861  
 20,421  
 20,890  
 21,457  
 22,716 
 20,639  
 20,612  
 20,814  
 21,672  
 20,817  
 20,216  
 20,305  
 20,995  
 21,290  
 24,478 
 57,028  
 56,199  
 56,316  
 57,510  
 56,898  
 57,196  
 57,701  
 57,954  
 58,362  
 59,934 
 37,223  
 36,631  
 36,880  
 38,677  
 37,355  
 36,828  
 36,627  
 36,826  
 36,800  
 39,482 
Note: MSSIM1 is a Monthly Simple-Sum Index M1 (Assuming MSSM1=100 at 1981.M3) 
MSSIM2 is a Monthly Simple-Sum Index M2 (Assuming MSSM2=100 at 1981.M3) 
MDIM1 is a Monthly Divisia Index M1 (Assuming MDIM1=100 at 1981.M3)  
MDIM2 is a Monthly Divisia Index M2 (Assuming MDIM2=100 at 1981.M3) 
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Table A.2.5 Persistence of Variables (HP filter, lambda = 1600) 
 
Orders (Lags) 
1 2 3 4 5 
Productivity Shock 
RM1 
0.6919   0.4380   0.2335   0.0730  -0.0488 
RM2 
RDIVM1 
RDIVM2 
Output 
RM1 
0.7045 0.4575 0.2556   0.0946  -0.0297 
RM2 
RDIVM1 
RDIVM2 
Consumption 
RM1 
0.8260   0.6459   0.4697   0.3044   0.1552 
RM2 
RDIVM1 
RDIVM2 
Capital Stock 
RM1 
0.9537   0.8439   0.6946   0.5248   0.3494 
RM2 
RDIVM1 
RDIVM2 
Real Interest Rate 
RM1 
0.6891   0.4336   0.2285   0.0681  -0.0531 
RM2 
RDIVM1 
RDIVM2 
Money 
RM1 0.3838   0.0821  -0.0606  -0.1224  -0.1433 
RM2 0.5827   0.2866   0.0818  -0.0546  -0.1400 
RDIVM1 0.3070   0.0293 -0.0778 -0.1143  -0.1213 
RDIVM2  0.4457    0.1357  -0.0323  -0.1175   -0.1548 
Nominal Interest Rate 
RM1 0.3783   0.0750  -0.0673  -0.1278  -0.1470 
RM2 0.5823   0.2859   0.0811  -0.0552  -0.1405 
RDIVM1  0.2948    0.0149  -0.0906  -0.1241  -0.1277 
RDIVM2 0.4457   0.1357  -0.0323  -0.1175 -0.1548 
Inflation 
RM1 -0.0672  -0.0686  -0.0661  -0.0614  -0.0555 
RM2  -0.0664   -0.0667  -0.0644  -0.0603  -0.0551 
RDIVM1 -0.0682  -0.0694  -0.0665  -0.0614 -0.0553 
RDIVM2 -0.0667 -0.0679  -0.0657  -0.0613 -0.0556 
Money Growth Shock 
RM1 0.3783   0.0750  -0.0673  -0.1278  -0.1470 
RM2 0.5823   0.2859   0.0811 -0.0552  -0.1405 
RDIVM1 0.2948   0.0149  -0.0906  -0.1241 -0.1277 
RDIVM2 0.4429   0.1319  -0.0360  -0.1206 -0.1571 
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Appendix B: Figures for Chapter 2 
Figure B.2.1 Monthly Money Aggregates (Nominal, 2003.M12–2016.M6) 
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Figure B.2.2 Monthly Money Aggregates (Indices, 2003.M12–2016.M6) 
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Appendix C: Steady State of Money-In-Utility Model 
 
The steady state is where the model economy converges to (stabilise) in the absence of shocks, 
based on Walsh (2010), Broza-Brzezina (2011) and Ivanov et al. (2014). In this study, there is 
population or productivity growth, so in the steady state output, consumption will be constant. 
To solve for the steady state, it is assumed that shocks are zero, and drop time indices (xt−1 =
xt = x
ss). 
The steady state is where the model economy converges to (stabilises) in the absence of shocks. 
In the model there is no population or productivity growth, so in the steady state output, 
consumption will be constant. From (2.48), (2.49) and (2.51):  
α(kss)α−1 =
1
β
− 1 + δ 
Or 
kss = [
1
α
(
1
β
− 1 + δ)]
1
α−1            (A. 1) 
This determines capital (and output) in the steady state. Based on equation A.1, the capital 
stock at steady state is determined by the discount rate, depreciation rate and the production 
function.  
Take (2.56) and (2.51). This yields:  
css = (kss)α − δkss            (A. 2) 
Since kssis given by equation (A.1), this determines steady state consumption. Take (2.50) 
and (2.47). The former yields:  
mss = css
iss
iss − 1 
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The latter: 
πss = βiss 
So that:  
mss = css
πss
πss − β 
            (A. 3) 
Based on equation (A.3), the definition of (long run) neutrality in the long run real variables do 
not depend on money nor inflation. This is true for all variables but it is not for real money 
holdings. But the latter are usually excluded from the definition. So, in the money-in-utility 
money is neutral in the long run. In other words, the steady state of consumption is also not 
affected by growth of money supply and price level (inflation). 
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Appendix D: Steady State Log-Linearised Money-In-Utility Model 
Log-linear approximation. Define x̂t ≡ In (
xt
xss
) as long as log-deviation from steady state.  
It follows that:  
xt = x
ssex̂t ≃ xsse0 + xsse0(x̂t − 0) = x
ss(1 + x̂t) 
This can be used to derive the approximation. Some useful tricks:  
xtyt = x
ssyss(1 + x̂t + ŷt)            (A. 4) 
xt
yt
=
xss
yss
(1 + x̂t − ŷt)                  (A. 5) 
xt
a = (xss)a(1 + ax̂t)           (A. 6) 
In xt = In x + x̂t)            (A. 7) 
ct
−1 = βEt
rt
ct+1
 
(css)−1(1 − ct
∧ = β
rss
css
Et(1 + r̂t − ĉt+1) 
 
Steady state:  
(css)−1 = β
rss
css
            (A. 8) 
Divide:  
ĉt = Et(ĉt+1 − r̂t)            (A. 9) 
yt + (1 − δ)kt−1 = ct + kt 
yss(1 + ŷt) + (1 − δ)k
ss(1 + k̂t−1) = c
ss(1 + ĉt) + k
ss(1 + k̂t) 
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Steady state:  
yss(1 − δ)kss = css + kss 
Subtract:  
yssŷt + (1 − δ)k
ssk̂t−1 = c
ssĉt + k
ssk̂t 
Rearrange:  
k̂t = (1 − δ)k̂t−1 +
yss
kss
ŷt −
css
kss
ĉt 
yt = e
ztkt−1
α  
In yt = zt + α Inkt−1 
In yss + ŷt = zt + α Ink
ss + αk̂t−1 
yss = (kss)α 
ŷt = αk̂t−1 + zt            (A. 10) 
rt ≡ ît −
it
πt+1
 
r̂t ≡ ît − Etπ̂t+1            (A. 11) 
mt
mt−1
πt
eθt 
In 𝑚𝑠𝑠 + ?̂?𝑡 = 𝐼𝑛 𝑚
𝑠𝑠 + ?̂?𝑡−1 − 𝐼𝑛 𝜋
𝑠𝑠 − ?̂?𝑡 + 𝜃𝑡   
?̂?𝑡 = ?̂?𝑡−1 − ?̂?𝑡 + 𝜃𝑡             (A. 12) 
𝑐𝑡
𝑚𝑡
= 1 −
1
𝑖𝑡
 
𝑐𝑠𝑠
 𝑚𝑠𝑠
(1 + ?̂?𝑡 − ?̂?𝑡) = 1 −
1
𝑖𝑠𝑠
(1 − 𝑖̂𝑡) 
213 
 
Steady state:  
𝑐𝑠𝑠
 𝑚𝑠𝑠
=
𝑖𝑠𝑠 − 1
𝑖𝑠𝑠
 
?̂?𝑡 − ?̂?𝑡 =
𝑖̂𝑡
𝑖𝑠𝑠 − 1
 
𝐸𝑡 [
1
𝑐𝑡+1
[𝛼𝑒𝑧𝑡+1𝑘𝑡
𝛼 + (1 − 𝛿)]] = 𝐸𝑡 [
1
𝑐𝑡+1
𝑟𝑡] 
Denote 𝑥𝑡 ≡ 𝛼𝑒
𝑧𝑡𝑘𝑡−1
𝛼−1 + (1 − 𝛿) =∝
𝑦𝑡
𝑘𝑡−1
+ 1 − 𝛿 
𝐸𝑡 [
1
𝑐𝑡+1
𝑥𝑡+1] = 𝐸𝑡 [
1
𝑐𝑡+1
𝑟𝑡] 
𝑥𝑠𝑠
 𝑐𝑠𝑠
𝐸𝑡(1 − ?̂?𝑡+1 + ?̂?𝑡+1) =
𝑟𝑠𝑠
 𝑐𝑠𝑠
𝐸𝑡[1 − ?̂?𝑡+1 + ?̂?𝑡] 
Divide by steady state 
𝑥𝑠𝑠
 𝑐𝑠𝑠
=
𝑟𝑠𝑠
 𝑐𝑠𝑠
 
𝐸𝑡?̂?𝑡+1 = ?̂?𝑡 
Now go back to 𝑥𝑡 ≡ 𝛼
𝑦𝑡
𝑘𝑡−1
+ 1 − 𝛿 
𝑥𝑠𝑠𝐸𝑡(1 + ?̂?𝑡+1) = 𝛼
𝑦𝑠𝑠
𝑘𝑠𝑠
𝐸𝑡(1 + ?̂?𝑡+1 − ?̂?𝑡) + 1 − 𝛿 
Substitute for 𝐸𝑡?̂?𝑡+1 and 𝑥
𝑠𝑠 
𝑟𝑠𝑠𝐸𝑡(1 + ?̂?𝑡) = 𝛼
𝑦𝑠𝑠
𝑘𝑠𝑠
𝐸𝑡(1 + ?̂?𝑡+1 − ?̂?𝑡) + 1 − 𝛿 
Subtract steady state 
𝑟𝑠𝑠 = 𝛼
𝑦𝑠𝑠
𝑘𝑠𝑠
+ 1 − 𝛿 
𝑟𝑠𝑠?̂?𝑡 = 𝛼
𝑦𝑠𝑠
𝑘𝑠𝑠
𝐸𝑡(?̂?𝑡+1 − ?̂?𝑡) 
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Here again, Chapter 2 has 9 equations in 9 variables, and there are some additional parameters 
(𝑟𝑠𝑠, 𝜋𝑠𝑠 , 𝑖𝑠𝑠) that have to be calculated. 
From (A.8): 𝑟𝑠𝑠 = 𝛽−1 
From (2.54): 𝜋𝑠𝑠 = 1 
From (2.49): 𝑖𝑠𝑠 = 𝜋𝑠𝑠𝑟𝑠𝑠 = 𝛽−1 
 
 
 
