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ABSTRACT 
MP matrices are those real matrices which possess a nonnegative, nonsingular 
l-inverse. The difficult task of describing the class of MP matrices is investigated. 
I. INTRODUCATION 
DEFINITION 1.1. MP shall denote the class of matrices A such that A 
has a nonnegative nonsingular l-inverse (X is called a l-inverse of A if 
AXA =A [S]). 
DEFINITION 1.2. The square matrix A has a semiconvergent regular 
splitting if there exist matrices M and N such that 
(a) A=M-N, 
(b) M is monotone (i.e., M -’ Z 0), 
(c) (I- T)=(Z- M-‘N) has a group inverse (I- T)g [6], 
(d) T is semiconvergent (i.e., limk+m Tk exists), 
(e) NE PO, where E=(Z- T)(Z- T)g. 
Meyer and Plemmons [7j have illustrated the importance of the class MP 
by showing that such matrices guarantee convergence of the iterative 
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.#+c =: TX@) + A4 - ‘b, k = 0,1,2 ,..., 
to a solution of Ax= b. In particular, tbey established 
THEOREM 1.3 (Meyer and Plemmons). A has a semiconvergent regular 
splitting if and only if there exists a matrix X such that 
(a) AXA=A, 
(b) X a 0, 
(c) X i.s nonsingulur. 
The difficulty in establishing additional characterizations of MP is 
illustrated by the following rather obvious but enlightening remark. 
REMARK 1.4. Suppose A is singular with null space N and range space 
R. Then A belongs to MP if and only if there exist subspaces S, T and W of 
V and a nonnegative matrix X such that 
(b) X-‘IS=AJS (YlS denotes the restriction of Y to S), 
(c) X-‘(W)=T. 
Given A, there will always exist subspaces S, T and W and a linear 
transformation X which will satisfy (a), (b) and (c) of Remark 1.4. However, 
it is not always possible to find a nonnegative X satisfying the above 
conditions. How should N and R be related to each other so that S, T, W 
and X exist with the desired properties? The relationship of N and R to the 
nonnegative orthant is also crucial. 
In Sec. 2 we provide some basic theorems which begin to describe the 
membership of MP. 
From Theorem 1.3, we note that elements of MP are related to various 
concepts of monotonicity, and in Sec. 3 we establish the relationship of MP 
to monotone matrices and several generalizations of monotonicity. 
In Sec. 4 we consider special classes of matrices which belong to MP. 
Given a real square matrix A, the symbols N(A), R(A) and AT will 
denote its null space, range space and transpose, respectively. R,+ will 
denote the nonnegative orthant of the vector space V. S L will denote the 
orthogonal complement of S. 
A is monotone on a complement S of N(A) if for each s E S, As >O 
implies s > 0. 
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II. BASIC THEOREMS 
LEMMA 2.1. If A has rank one, A belongs to MP if and only if A 
contains at least one positive enty. 
Proof. If A < 0 and X > 0 is a l-inverse, then A = AXA > 0. Hence 
A = 0, a contradiction to the rank of A. Therefore, A contains at least one 
positive entry. 
Conversely, if A is a rank one matrix of order n, the matrix equation 
AXA =A is equivalent to a system of n2 linear equations whose correspond- 
ing reduced row echelon form has only one nonzero row. In fact, if A = (a& 
and X = (;rii), the reduced echelon form corresponds to the system containing 
the single equation 
i: 2 aiixii = 1, 
i=l i=l 
which contains a nonnegative solution for which X is nonsingular. n 
LEMMA 2.2. Suppose S is a subspace of V such that S n R,,+ = (0). 
Then there exists a complement T of S and a matrix C >O such that 
N(C)= S and R(C)= T. 
Proof. Suppose V has dimension n and S has dimension p. Choose a 
complement T of S such that if R,,+ n T= K, then dim(K) = q, where 
q = n - p. Let C, be the projection of V onto T along S, and let K, = C,(&+). 
Since S n&+=(O), th ere is a positive linear functional f such that f(s) =0 
for all sES. If e#O and eER,,+, then e=s+t for SES and tET, and 
f(t)=f(s)+f(t)=f(e)>O. Th ere ore, f(Cle)=f(t)>O. Consequently, K, is f 
contained in an open half space of T. But K, is a polyhedral cone which is 
necessarily closed. Therefore, there is a linear transformation CL defined on 
T which is nonsingular and satisfies Ci(K,) c relativeinterior( Extend Ci 
to a linear transformation C, on all of V by requiring C,(s) = 0 for all s E S. 
Define C=C,C,. If x=s+tES@T, then Cx=C2C,(s+t)=C2t=C~t#0, 
unless t = 0. So N(C) = S. Also, since C takes int k+ onto a relatively open 
subset of T rank(C)=q. Since R(C)CT, R(C)=T. Finally, for e>O, if 
k, = C,e E K,, then Ce = C&e = C,k, E K CR,+. Therefore C > 0. n 
LEMMA 2.3. A E MP if and only if A TAMP. 
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Proof. If X is a nonnegative nonsingular l-inverse of A, then XT is a 
nonnegative nonsingular l-inverse of A T, and conversely. n 
DEFINITION 2.4. A EPB if and only if there exists a subspace S of V 
such that 
(a) V=S@iV(A)=S@R(A)‘=S@N(AT), 
(b) either A is monotone on S and R(A) n R,,+ = {0}, or A T is monotone 
on S and R(AT)nR,,+={O}. 
THEOREM 2.5. If A EPB then A E MP. 
Proof. Suppose A is singular and A is monotone on S. By [3, Theorem 21 
there exists a B > 0 such that BA is the projection onto S along N(A). If 
R(A) n R,,+ = {0}, by Lemma 2.2 there exists a complement T of S and 
matrix C >O such that N(C)=R(A) and R(C)= T. Now note that if W= 
N(B), then WnR(A)={O} and B: W@R(A)+S. Also C: W@R(A)+T. 
Define X = B + C. Certainly X > 0. Furthermore, AXAu = AXA(s + n) = 
AXAs = A(B + C)As = ABAs = As = Au, where s E S, n E N(A). It remains to 
show that X is nonsingular or, equivalently, X is onto. Let u= s+ t where 
sES,t~T.Thenu=s+t=BAs+Czo=(B+C)(As+w)=X(As+w),which 
shows that X is onto. 
A similar argument holds in the case where AT is monotone on S with 
R(A ‘) n &+ = (0). n 
Theorem 2.5 is a result of noticing the verifying A T E MP may be easier 
than verifying A EMP. For example, 
A=[:, -;] 
satisfies R(A) n R,,+ Z (0) [A is monotone on exactly one complement of 
N(A)], while AT statisfies R(A’)n R,,+ = (0) [AT is monotone on every 
complement of N(A T), that is, A T is almost monotone [3]]. 
III. THE RELATION OF MP TO MONOTONICITY 
As noted in the introduction, the concept of monotonicity and generali- 
zations thereof are closely related to the class MP. See [3] and [5] for 
definitions. 
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DEFINITION 3.1. 
MO shall denote the class of monotone matrices (A E MO if A -’ > 0). 
M shall denote the class of nonsingular M-matrices (A E M if A = SI - B 
for some B > 0 and s >p, p the spectral radius of B). 
GM shall denote the class of generalized M-matrices (A E GM if A = sI - 
B for some B > 0 and s >p, p the spectral radius of B). 
SMO shall denote the class of semimonotone matrices (A E SMO if the 
Moore-Penrose inverse A + > 0). 
AM0 shall denote the class of almost monotone matrices [A E AM0 if A 
is monotone on every complement of N(A)]. 
RMO shall denote the class of row monotone matrices [A E RMO if A is 
monotone on R(A ‘)I. 
GM0 shall denote the class of generalized monotone matrices [A 
E GM0 if A is monotone on at least one complement S of N(A)]. 
WMO shall denote the class of weak monotone matrices [A E WMO if 
Ax > 0 implies II E R,,+ + N(A)]. 
GRMO shall denote the class of matrices whose group inverse in non- 
negative. 
RAM0 shall denote the class of matrices which are monotone on their 
range. 
INDEX1 shall denote the class of matrices with index one [i.e., N(A)n 
R(A) = (011. 
REMARK 3.2. GM0 is identical to the class of S-monotone matrices 
defined in [3]. Furthermore, it was shown in [3], although stated in a slightly 
different form, that A E GM0 if and only if there exists an idempotent 
matrix E such that 
(a) AE = A and N(E) = N(A), 
(b) if S = R(E), then A is monotone on S. 
Figure 1 shows the relation of PB and MP to the classes of monotone 
matrices described above (all inclusions are proper). Also the classes RAM0 
and GRMO are located according to Conjecture 4.6 by dashed lines and are 
not yet verified. Their location is correct relative to all other classes. 
The relationships among M, GM, MO, GRMO, RAMO, INDEXI, AMO, 
SMO, RMO, WMO and GM0 can be found in [3] or are easily verified. We 
note from Theorem 2.5 above and Theorem 3 of [3] that AM0 CPB C MP. 
Furthermore, by Theorem 2 of [3], MP c GMO. 
REMARK 3.3. The following examples will verify that MP is correctly 
located in Fig. 1 and will provide additional information about MP. 
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FIG. 1. 
EXAMPLE 1. belongs to MP- SMO. By [Z], 
belongs to SMO - MP. 
EXAMPLE 2. belongs to MP - RMO. 
EXAMPLE 3. 
[ 1 : : belongs to MP-PB, and belongs to 
PB - RMO. 
EXAMPLE 4. belongs to INDEX 1 - (GM0 u GM). 
EXAMPLE 5. 1 _l _ : 
I 
belongs to AM0 - INDEX 1. 
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EXAMPLE 6. belongs to GRMO -PB. 
EXAMPLE 7. 
[-: :I 
belongs to RAMO- GRMO and MP-GRMO. 
EXAMPLE 8. A = 
(symmetric matrices) JGsa,.m ’ ’ belongs to MP n GM n RAM0 n 
THEOREM 3.4. A E MP if and only if there existi an io!empotent matrix 
EandamonotonematrixMsuchthutA=EM(orA=ME). 
Proof. If X is a nonnegative nonsingular l-inverse of A, then E = AX 
and M = X - ’ are the desired matrices. 
Conversely, AM -‘A = ZL4 = E( EM) = EM = A. n 
THEOREM 3.5. Zf A E MP and Y = BAC fm some B, C EMO, then 
Y EMP. 
Proof. If X is a nonnegative nonsingular l-inverse of A, then C - ‘XB - ’ 
is a nonnegative nonsingular l-inverse of Y. n 
IV. SPECIAL CLASSES WHICH BELONG TO MP 
PB represents a relatively large class of matrices which belong to MP and 
whose members are easily determined. However, there are some rather 
important matrices which do not belong to PB but still belong to MP. We 
shall mention a few. 
The following theorem characterizes those nonnegative matrices which 
belong to MP and is simply an observation of a result contained in [4]. 
THEOREM 4.1. Suppose A is nonnegative. Then the following are equiv- 
alent: 
(a) A EMP, 
(b) A EGMO, 
(c) A is l-monotone (has a nonnegative l-inverse). 
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Meyer and Stadelmaier [B] have shown that all matrices in GM of index 
zero or one belong to MP. However, 
is an M-matrix of index two which does not belong to MP. 
If A is an irreducible M-matrix, it was shown in [B] that A has index one 
and therefore belongs to MP. If A is a singular reducible M-matrix which 
belongs to MP, does A necessarily have index one? 
CONJECTURE 4.2. An M-matrix A belongs to MP if and only if A has 
index one (or zero). 
Since the contents of this paper were shared with others, Mike Neumann 
and Mike Stadehnaier have discovered that the above conjecture is true for 
larger classes of matrices. Stadelmaier has established the strongest generali- 
zation to date, which has as corollaries two of the results contained in an 
earlier version of this paper. 
THEOREM 4.3 (Stadehnaier [9]). Suppose there exists a c >0 such that 
(A + sI)-’ > 0 whenever O<s <c. Then the following statements are equiv- 
alent: 
(1) AXA=A for some X 20, 
(2) index(A) < 1, 
(3) AEMP. 
Suppose A E C if f or some c>O, (A+sZ)-‘>O whenever O<s<c. Then 
GMcC. 
COROLLARY 4.4. Zf A E GM, then the following statements are equiv- 
alent: 
(1) AXA=AforsomeX>O, 
(2) index(A) < 1, 
(3) A = SI - B is a semiconvergent regular splitting whenever the diago- 
nal of B is strictly positive, 
(4) AEMP. 
If c* = C n MP C (INDEX 1) n MP = MPl, then C* c MPl, since 
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belongs to MPl - C*. Which matrices of index one belong to MP, or what 
are the members of MPl? 
We note further that C* g PB, since 
[ 1 ’ ’ EC*-PB, 0 0 
and PB g C*, since 
[ -; ;] EPB-C*. 
As a result of considering many examples and many special cases, we 
strongly feel that the next two conjectures are true, but we have not been 
able to prove them or find counterexamples. 
CONJECTURE 4.5. If A has index one, then A E MP if and only if 
A E BAMO. 
CONJECTURE 4.6. If A E BAMO, then A E MP. 
Example 5 shows that the converse of Conjecture 4.6 is not true. 
Several very important problems must be reckoned with in order to 
characterize MP. Some of these are described below as well as some minor 
problems whose solutions will provide advances toward characterizing MP. 
PROBLEM 1. If A is monotone, what is the eigenvalue and eigenvector 
sturcture of A? The value of the eigenvalues is important, but not nearly as 
important as the location of the eigenvectors with respect to the nonnegative 
or&ant. 
The solution of Problem 1 may be the key to solving other mathematical 
problems, but it most definitely requires the attention of those aspiring to 
determine the class MP. 
PROBLEM 2. If T is monotone on each of the subspaces S and W of V, 
when is T monotone on the smallest subspace containing S and W? 
PROBLEM 3. Given two subspaces S and R of V and a nonsingular 
transformation T: S-+R which is monotone, when can T be extended to a 
nonsingular monotone transformation T* on V? 
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PROBLEM 4. Suppose A EMP and X satisfies AXA = A, X > 0 and X 
nonsingular. Then X - ‘1 S = A] S, where S = R( XA). Does there exists Y such 
that AYA=A, Y >O, Y is nonsingular, and Y]R=A]R? [Not if index(A)> 
1.1 
PROBLEM 5. Among the following classes of matrices, which elements 
belong to the class MP? 
Matrices of index one (normal, symmetric, simple) 
M-matrices (see [9]) 
Reducible matrices 
Irreducible matrices 
Symmetric MP matrices will be considered in a separate paper. 
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