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Cyclic Algebras for Noncoherent Differential
Space–Time Coding
Frédérique Oggier
Abstract—We investigate cyclic algebras for coding over the
differential noncoherent channel. Cyclic algebras are an algebraic
object that became popular for coherent space–time coding, since
it naturally yields linear families of matrices with full diversity.
Coding for the differential noncoherent channel has a similar
flavor in the sense that it asks for matrices that achieve full diver-
sity, except that these matrices furthermore have to be unitary. In
this work, we give a systematic way to find infinitely many unitary
matrices inside cyclic algebras, which holds for all dimensions. We
show how cyclic algebras generalize previous families of unitary
matrices obtained using the representation of fixed-point-free
groups. As an application of our technique, we present families of
codes for three and four antennas that achieve high coding gain.
Index Terms—Cyclic algebras, differential space–time coding,
full diversity, involution, unitary matrices.
I. PRELIMINARY
RELIABLE mobile wireless transmission of high data rateis an important goal for telecommunications systems. It
is now well understood that considering multiple antennas at
the transmitter and/or receiver increases the data rate, while the
use of space–time coding protects from the effect of fading.
Two scenarios are traditionally distinguished: the coherent case,
where the receiver is assumed to know the channel [23], and
the noncoherent case, where we assume no channel information
at the receiver. The noncoherent case is often a valid assump-
tion for practical purposes, since detecting the channel requires
training sequences, which is not always feasible (for example,
if one receiver is mobile). A popular approach to code without
knowledge of the channel is to use differential unitary modula-
tion [5], [6]. This strategy requires, as will be recalled below, the
design of unitary matrices that are fully diverse, that is, that sat-
isfy the condition that the determinant of the difference of any
two matrices is nonzero. Once this is achieved, the next step is
to obtain the largest minimum determinant of the difference of
any two matrices, which will determine the coding gain.
This problem has already been extensively studied. For ex-
ample, in [10], a systematic parametrization has been done for
the two-antennas case, in order to get the highest possible coding
gain. Codes built on cyclic groups have been investigated in
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[5], [7], yielding unitary diagonal matrices. In [4], Cayley codes
have been proposed. These codes are based on the Cayley trans-
form that maps the space of Hermitian matrices to the mani-
fold of unitary matrices. There, the goal is not focused on max-
imizing the coding gain, but on maximizing a mutual informa-
tion criterion, in order to achieve high rate. Among the different
other approaches investigated so far, let us emphasize the fol-
lowing algebraic ones. The representation of fixed-point-free
groups has been studied in [21]. Fixed-point-free groups are
groups with a unitary representation with no eigenvalue at ,
which yield fully diverse codes. The work in [21] gives a com-
plete classification of finite groups that are fixed-point-free. Fi-
nite groups, however, do not allow high data rate, which led
to consideration of infinite groups, and the representation of
Lie groups. In [8], codes for three antennas have been built on
the Special Unitary group , while in [9], the Symplectic
group is used for four-antenna codes. Finally, in the re-
cent work of Abarbanel et al. [1], codes from superquaternions
and cyclic algebras of degree are proposed.
For the sake of completeness, let us first recall the idea behind
differential unitary modulation.
A. Differential Unitary Space-Time Modulation
Consider a Rayleigh flat-fading channel with transmit an-
tennas and receive antennas, with unknown channel informa-
tion. The channel is used in blocks of channel uses, so that
the transmitted signal can be represented as an matrix
, where represents the block channel use. If we
assume that the channel is constant over channel uses, we
may write it as
(1)
Here , the channel matrix, and , the noise matrix, are two
matrices with independent complex normal coefficients,
and is the expected signal-to-noise ratio (SNR) at each receiver
antenna.
We use differential unitary space–time modulation [5], [6].
The transmitted signal is encoded using differential modula-
tion, that is (assuming )
(2)
where is the data to be transmitted, and
the constellation to be designed. It can
be seen from the above equation that the codebook has to contain
unitary matrices, to prevent to tend either to zero or infinity.
(Recall that an matrix is unitary if , where
denotes the Hermitian transpose, and the identity matrix.)
0018-9448/$25.00 © 2007 IEEE
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Note that since the channel is used times, the transmission
rate is
(3)
The size of the constellation is thus .
If we further assume the channel constant for consecutive
uses, we get from (1) and (2) that
where is statistically independent of ,
since is unitary. Since the matrix does not appear in
the last equation, this means that differential modulation allows
decoding without knowledge of the channel.
The maximum-likelihood decoder is thus given by
At high SNR, the pairwise block probability of error can be
upper-bounded by [5], [6]
where , , denote the singular values
of . At high SNR, this bound depends primarily on the
product of the singular values. If this product is nonzero, the
bound can be rewritten as
Clearly, the bigger , , the better the code
will perform. Thus, the diversity product, given by
(4)
has been defined as a measure of the quality of the code. The
diversity product determines the coding gain. We say that full
diversity is achieved when
A design criterion can be summarized as follows: find a code
constellation of unitary matrices such that is
maximized. Actually, a more realistic goal is first to guarantee
that . Note that among the previous works cited, all
[10], [21], [8], [9] but [4] focused on maximizing the diversity
product.
B. Organization and Contribution of This Work
The purpose of this work is to investigate the possible appli-
cations of cyclic algebras to noncoherent differential multiple-
input multiple-output (MIMO) coding. Our motivation comes
from the following observation: differential unitary space–time
coding has this in common with coherent space–time coding
that it requires fully diverse matrices. In the coherent scenario,
cyclic algebras have been proven to be an efficient tools [20],
[11], exactly by providing linear families of fully diverse ma-
trices. It is thus natural to wonder whether such algebras are a
suitable tool for our problem. This mainly reduces to the ques-
tion of how to find unitary matrices inside a cyclic algebra.
Furthermore, though a lot of research has been done on this
problem, there is no scheme so far that would appear to be the
solution. The representation of fixed-point-free groups [21] of-
fers a nice systematic method for number of antennas, how-
ever, it fails to yield high rate. Note that cyclic group codes [5],
[7] are a particular case of fixed-point-free group codes. Cayley
codes [4] offer an easy encoding, a decoding algorithm based
on the sphere decoder [22], [3], and high rate; however, heavy
optimization is required for each number of transmit antennas
and rate. The Lie groups based codes [8], [9] are optimized, re-
spectively, for three and four antennas, while one may wonder
about a general method that would perform reasonably well for
different numbers of antennas.
The contribution of this work aims at showing that cyclic
algebras are indeed a suitable tool for noncoherent differen-
tial space–time coding design. In particular, we explain in Sec-
tion II-B how cyclic algebras generalize a wide family of codes
obtained via fixed-point-free groups [21]. We then give, in Sec-
tion III, a systematic method to build infinitely many unitary
matrices in a cyclic algebra, valid for all dimensions , which
will be illustrated in Section IV with a worked-out example.
As an application of our technique, we give in Section V new
code constructions for the three- and four-antennas case that
reach high diversity product (for example, comparable to the one
reached by Lie groups based codes [8], [9]). Note that codes for
three antennas from degree cyclic algebras have already been
proposed in [1]. The approaches are however different, since
in [1], unitary matrices are found in the algebra by solving a
system of equations, and the authors point out that this proce-
dure is restricted to three antennas or less. In this work, we give a
technique to find unitary matrices by finding suitable elements
in commutative subfields of the algebra, and this procedure is
available for any number of antennas.
We now start by introducing cyclic algebras.
II. INTRODUCING CYCLIC ALGEBRAS
As recalled in the Introduction, the main design criterion for
noncoherent differential coding is the diversity product
The main difficulty in evaluating this quantity clearly comes
from the nonlinearity of the determinant. It is easy to find two
matrices with determinant nonzero such that their difference has
zero as determinant. The first important idea behind considering
algebras of matrices is that if , are in an algebra , then
, another matrix in . We thus get rid of the non-
linearity difficulty. The second idea is that since
means the matrix is invertible, if the matrix algebra we con-
sider contains only invertible elements (namely, the algebra is
a field, called a division algebra), then we guarantee full di-
versity simply by starting with the right object. This idea has
already been exploited successfully for the coherent case [11],
[20], where the full diversity criterion is the same [23]. The aim
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here is to look for unitary matrices inside division algebras. We
focus on the so-called cyclic algebras, defined in the next sec-
tion. Note that the next section does assume some algebra back-
ground. We let the reader refer to [11], which already contains
a short tutorial with the useful background for that topic. Other
references are, for example, [13], [19] for an introduction to al-
gebraic number theory, [18] for basics about Galois theory, [16]
for learning more about central simple algebras and cyclic alge-
bras in particular.
A. Basic Definitions
Let be a Galois extension of degree such that its Ga-
lois group is cyclic, with generator . Choose
a nonzero element . We construct a noncommutative al-
gebra, denoted by , as follows:
such that satisfies
and for
Recall that denotes a direct sum. Such an algebra is called a
cyclic algebra. It is a right vector space over , and as such has
dimension .
Cyclic algebras naturally provide families of matrices thanks
to an explicit isomorphism between the algebras (
denotes a tensor product) and , the -dimensional ma-
trices with coefficients in . Since each is expressible as
for all
it is enough to give and . We have that
(5)
is given by
.
.
.
.
.
.
.
.
.
for all
.
.
.
.
.
.
.
.
.
Thus, the matrix of is easily checked to be
.
.
.
.
.
.
.
.
.
(6)
Remark 1: Notice that (6) is also the matrix of multiplication
by .
We thus start with the family of matrices
of the form (6) (7)
which is clearly linear (since is). Thus
for all
so that the diversity product (defined in (4)) simplifies to
It is thus enough to consider cyclic division algebras (that is,
cyclic algebras that are fields) to get .
To decide whether a cyclic algebra is a division algebra, the
following criterion is useful.
Proposition 1: [16, p. 279] Let be a cyclic extension of
degree with Galois group . If the order of
modulo is , then is a division
algebra.
We are now interested in finding unitary matrices in
. We first notice that there are natural candidates.
Consider the matrices
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
and their powers. The matrix corresponds to , via the iso-
morphism . It is easy to check that corresponds to
. If satisfies , where denotes the com-
plex conjugate of , it is clear that , , is
unitary. Similarly corresponds to an element of . We have
that , . If we
assume that commutes with the complex conjugation, then an
element that satisfies will imply that and its powers
are unitary.
Before going further, let us use these matrices to build the first
families of unitary matrices [14].
B. Cyclic Algebras Versus Fixed-Point-Free Groups:
The Group
Let , be two positive integers, and define to be the order
of , i.e., is the smallest positive integer such that
. Set .
Consider the cyclotomic field , where is a
primitive th root of unity. It is of degree over (
is the Euler totient function). Consider the extension described
in Fig. 1. Note first that this extension is well-defined, since
. This is a consequence of both the assumption that
and Lagrange’s theorem.
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Fig. 1. The cyclotomic field ( ) and its subfieldK such that ( )=K is
cyclic of order n.
Proposition 2: Let . The cyclic algebra
is well defined.
Proof: Since
implies that there is a cyclic subgroup of
order in , which means that is cyclic of
order . This subgroup of order is generated by .
What is left to prove is that , i.e., that is fixed
by . But
which is satisfied since
and clearly .
The matrix representation of the element of such that
is thus
.
.
.
.
.
.
.
.
.
while the one of is given by
.
.
.
.
.
.
.
.
.
Since for any integer , the matrices ,
and , are unitary
(as explained above). Thus, the set yields a family of
unitary matrices.
Example 1: Take , , and . We thus have
the cyclic algebra , where
. We get the family of 63 unitary matrices , where
It is interesting to notice that these families of unitary
matrices are exactly the ones obtained using fixed-point-free
groups representation in [21]. In the latter work, it is shown that
the -dimensional representation of the group
where , , and are as defined here, is given by
where
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
A first immediate result of the application of cyclic algebras
thus yields a generalization of this well-known family of unitary
matrices. Furthermore, unlike finite groups, cyclic algebras offer
infinitely many elements, which makes the existence of other
unitary matrices very likely. In the next section, we will give a
systematic way of finding such matrices.
III. THE GENERAL MACHINERY
This section gives step by step a general procedure to find
unitary matrices in a cyclic algebra [12].
Roughly speaking, the main idea is to exploit the isomor-
phism (5)
between the matrices algebra and the algebra ,
so as to translate the Hermitian conjugation of a matrix into an
involution on the cyclic algebra . As shown in Section III-A,
this reformulates the condition of being unitary for a matrix
into an equivalent condition for an element of the algebra. The
second main step, explained in Section III-B, is to consider the
latter condition in commutative subfields of the algebra, where
it will be shown to be a norm condition. Recall that much of
the work focuses on finding unitary matrices, since full diver-
sity will follow immediately by considering cyclic division al-
gebras.
A. The Unitary Constraint in the Algebra
With the notations of Section II, let be a
cyclic division algebra. We now have a linear family of invert-
ible matrices (as described in (7)) among which we are looking
for unitary matrices, i.e., such , where
denotes the conjugate transpose. We take advantage of the ma-
trices coming from the algebra and translate the condition of
“being unitary” into the algebra. More precisely, we will show
that can be endowed with an involution , and that
Let us first define an involution on .
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Proposition 3: Let be a (nontrivial) involution
on such that commutes with all elements of .
Let such that
Then defines an involution on if and only if .
Remark 2: Note that the condition that commutes with all
elements of implies that . Indeed
for any
showing that is fixed by .
Proof: Check the following.
1) for all . This is clear.
2) for all .
For checking this equality, it is useful to remember that
, for all , and thus, ,
.
If , we have
Now the right-hand side term is given by
which concludes the case .
If , then , , and we have
with similar computations
As above, the right-hand side term is given by
We have equality if and only if .
3) for all . By linearity, it is enough to
check that for all . We have
This involution can be extended to the algebra
as follows:
It is used to define an involution on via the isomor-
phism
(8)
Proposition 4: Let . If is the complex
conjugation, then .
Proof: Recall first that
.
.
.
.
.
.
We have
Recall that , , and that
is the matrix of multiplication by (see Remark 1). Since
we get the matrix at the bottom of the page. Since and
commute, and is multiplicative, we get the desired result.
It is clear from the matrix of that being the
complex conjugation is the only choice.
Corollary 1: We have the following equivalence:
Proof: This comes from
by the above proposition
using (8
.
.
.
.
.
.
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Fig. 2. The cyclic algebra A = (L=K; ; ).
Example 2: Take . Let be a cyclotomic
field, where is a primitive third root of unity, and let
be the compositum of and a totally real cubic number
field , with discriminant coprime to and cyclic Galois
group (see Fig. 2). We consider the al-
gebra , where .
The involution on is given by
where is the generator of the Galois group .
Namely, and . Since
commutes with , the involution
is well defined by Proposition 3.
Note that the involution is indeed the complex conjuga-
tion. We have
At this point, note that we started our construction by taking
any cyclic extension of number fields. In Proposition 3,
a first condition on was given: has to be endowed with
an involution such that commutes with all elements of
. Furthermore, it was shown in Proposition 4 that
has to be the complex conjugation. These are the only conditions
on the field extension to apply the construction presented
here.
B. The Unitary Constraint in Commutative Subfields
We now show how the problem of finding unitary elements
in the algebra can be reduced to find elements of norm in
commutative subfields of .
Proposition 5: Let be a cyclic division
algebra. Let such that , . Then there
exists such that and
.
Proof: Let such that . Let denote
the subfield of generated by and (which is well defined
since ). It is commutative and satisfies that ,
since and . Thus
the subfield fixed by is well-defined. Since
, is a quadratic extension with Galois group
. The condition is here
translated into . By the corollary of Hilbert
90 Theorem that exactly characterizes elements of norm in
cyclic extension, there exists such that .
Remark 3: If , then and .
The above proof gives a way of building unitary elements of
the algebra . Take a commutative subfield of such
that but with such that , so that
is not itself. Take and compute .
The element will satisfy .
Finally, we give a way of describing commutative subfields
of .
Definition 1: [17, p. 113] Let be a cyclic algebra. For
, define its reduced characteristic polynomial as the
characteristic polynomial of .
Let . Its reduced characteristic polyno-
mial is given by
.
.
.
.
.
.
It has been shown that for each , its reduced character-
istic polynomial lies in [17, p. 113]. If the polynomial
is irreducible over , since it is monic and in , it is the
minimal polynomial of an extension of degree of . Thus,
is a commutative subfield of .
Example 3: Let and .
Let be the reduced characteristic polynomial of , given by
As long as is not a cube in , is irreducible and
is a commutative subfield of of
degree over .
IV. A WORKED OUT EXAMPLE
In this section, we consider a particular cyclic division al-
gebra and show how to use it to build families of fully diverse
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Fig. 3. The algebra A and some of its commutative subfields.
unitary matrices. Let and
be the compositum of and , the maximal
real subfield of the cyclotomic field (see Fig. 2, with
).
We have , with
.
Let be the corre-
sponding cyclic algebra. This is a division algebra [11]. As
already explained in Example 2, the involution on is given
by
where .
A. Commutative Subfields of
Following the method explained in Section III-B, we look for
subfields of , which possess a quadratic subfield
fixed by .
The first obvious subfield of one can think of is . The
restriction of on is , given by the complex conjugation.
The totally real quadratic subfield of given by
is thus fixed by . Then, as explained in Example 3, we can
consider , with minimal polynomial .
Thus, .
Since , we have that and is the
complex conjugation on . Its maximal real sub-
field is fixed by (see Fig. 3). Let us now try to
determine more systematically which are the commutative sub-
fields of which contain a quadratic subfield fixed by . Let
be a subfield of . We want to determine when is non-
trivial. Clearly, . We thus look for
conditions so as to satisfy .
Lemma 1: Let , with , that is,
, , for . We have
TABLE I
EXAMPLES OF COMMUTATIVE SUBFIELDS OF A, OF THE FORM ( )(),
WHERE  (x) DENOTES THE MINIMAL POLYNOMIAL OF 
Proof: This is a straightforward computation. Identify the
coefficients of the power of
then develop and using that , identify the constant term
and the coefficient of .
Example 4: Let , with
, , for . The conditions of Lemma
1 are and . Thus
This defines the number field , the maximal real
subfield of the cyclotomic field . Indeed, we have that
can be written as follows:
Note that we already found this field extension
.
Other examples can be found in Table I. The fields are of the
form , where is fixed by the involution. The minimal
polynomial of seen in generates an extension of de-
gree of , which contains as quadratic subextension
fixed by . The discriminant in the table is the one of .
B. Unitary Matrices in
We now illustrate how to build unitary matrices in the com-
mutative subfield of that we built in the pre-
vious subsection.
Take for example the element
As a matrix, can be represented as
We have
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Again, as a matrix, can be represented as
which can be checked to be . We have
which has norm . Clearly, and by Corollary 1, the
matrix is unitary. This can be easily verified
by the first equation at the bottom of the page. Notice that this
procedure can be applied
• to any element of , and for each, it will give a
unitary matrix. There may obviously be some redundancy.
Typically, if the element is invariant by , the above
procedure will yield the identity matrix;
• to any commutative subfield of , assuming that it has a
quadratic subfield fixed by the involution.
Remark 4: Note that this procedure yields infinitely many
matrices, since given one algebra, any element in any commu-
tative subfield with a quadratic subfield fixed by the involution
can be used.
V. NEW CODE CONSTRUCTIONS
As an application of the technique we described in the pre-
vious sections, we now give new code constructions for the
three- and four-antennas case. Let be a cyclic
division algebra. We have seen from Propositions 3 and 4 that
any cyclic division algebra is suitable for our construction, as
long as satisfies and is the complex conjugation,
which commutes with . Furthermore, any commuta-
tive subfield of could be used. We will give a con-
struction that exploits the two most natural subfields of that
are and .
A. Extending the Construction
We consider again the construction described in Section II-B.
Given the algebra , the code is built using
the matrix representation of the elements and , and their
powers. Recall that the rate of the code is defined by
Given the algebra which contains infin-
itely many elements, we are using only of them. It is
thus natural to look for other suitable elements in the algebra.
Using the technique explained in the previous sections, let us
start by considering . Here and is the
complex conjugation. Let denote the maximal
real subfield of , which is . It is of degree
over . We have that is of order
, generated by the complex conjugation. We are now interested
in finding elements of norm in this quadratic extension.
Lemma 2: Let such that
. Then the matrix representation of is unitary.
Proof: The element is of norm , which means that
. Since is in , its representation is a diagonal
matrix , whose diagonal coefficients verify .
This lemma is an illustration in this particular case of the
general machinery developed previously.
Example 5: We consider the same algebra as in Example 1,
the cyclic algebra , where
. Take, for example, the following element and its conju-
gates:
whose matrix representation is given by the second expression
at the bottom of the page. It is a straightfoward computation to
check that has norm and that is unitary.
This simple result allows to construct codebooks of the form
where can be chosen to vary into a given range and is a
matrix constructed using Lemma 2
.
.
.
.
.
.
.
.
.
(9)
Note that letting grow yields infinitely many codewords, and
that by bounding , we loose the group structure. It still may
be interesting to have and its inverse , for example for
evaluating the diversity product (see Section V-B).
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Of course, several matrices and their powers could be
added in order to increase the size of the codebook
with varying into a given range.
B. Discussion on the Diversity Product
Let us discuss the diversity product of codebooks of the form
If the cyclic algebra we consider is a division algebra, we know
that will be fully diverse. However, we are interested here in
computing a better bound. Recall that by definition, the diversity
product of a codebook of cardinality is given by
where is the dimension of the matrices.
Though we do not have a group structure, we still have the
property that if , then . This allows us to say
that
so that
By definition of , the matrix is doubly banded for
any . More precisely, if , then is
doubly banded, where the lower band is given by
while the upper band is
where the upper band starts in column . A formula for the
determinant of doubly banded matrices has been computed in
[21, Lemma 6]. Using it and denoting ,
we get
if
if .
Fig. 4. The algebra A = ( ( )=K; ;  ) and its subfields.
Since and , the
case simplifies to
Summarizing the above computations, we get the following.
Proposition 6: The diversity product of the codebook
is given by
C. Codes For Three Antennas
In this subsection, we construct families of codes for three an-
tennas and study their diversity product [14], as a particular case
of the construction extending explained above. We focus
on families of matrices with common denominator, having in
mind to maximize the diversity product. Note that a different
code construction for the three antennas case, also based on de-
gree cyclic algebras, has been proposed in [1].
A first construction. Consider the cyclic algebra
, where (see Fig. 4 where
some subfields of are described). Consider the following
element and its conjugates (we write ):
whose matrix representation is given by expression at the
bottom of the page. We consider the following codebook:
where
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TABLE II
DIVERSITY PRODUCTS FOR THE FIRST CONSTRUCTION, WHERE l; k; n  0.
THE SIGN  MEANS D E F
It has the property that if we write with coef-
ficients with and , then will
be or . This comes first from the element to be in
and thus the associated matrix to have coefficients in .
But more importantly, it can be computed that the matrices ,
all have coefficients in , which is also true
for the matrices , .
Since contains 13 different matrices,
the rate of is immediatly given by
where if we fix the sign and if we alternate the sign.
We can get variations with different rates of this code, letting
the parameters , , , vary. By Proposition 6, we have
For example, if , we
have
so that
Similarly
so that
The minimum is thus
The diversity product of this code at different rates is given in
Table II.
A second construction. We give a second construction, built
in a similar manner. We consider now the cyclic algebra
TABLE III
DIVERSITY PRODUCT FOR THE SECOND CODE CONSTRUCTION, WHERE
l; k; n  0. THE SIGN  MEANS D E F
where . Similarly as for the first construction,
we look for a family of matrices of common denominator. This
time, we take the element such that
(we write ). Its conjugates are given by
We use the following matrices:
Some values of the diversity product for this construction are
reported in Table III.
Performance of the new codes. We compare the two new
constructions for three antennas given above with codes for
three antennas given in [21] and [8].
We have simulated the codes over a noncoherent Rayleigh
flat-fading channel (as described in Section I-A)
with transmitter antennas and receiver antennas.
Here and are two matrices with independent
complex normal coefficients, and is the expected SNR at each
receiver antenna. Symbols transmitted over three antennas are
grouped in blocks of three channel uses ( indexes these blocks)
over which the fading is assume to be constant. The transmitted
signal is encoded using differential modulation, that is
with . The maximum-likelihood decoder is thus given
by
We will use here for the simulations maximum likelihood
through exhaustive search, since a decoding algorithm is be-
yond the scope of this work.
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Fig. 5. Block-error rate for three transmit antennas and one receive antenna at rate 3.
Remark 5: Note that for different classes of algebraic codes
for differential modulation (namely, cyclic codes, Cayley
codes, fixed-point-free group codes, and Lie group codes), the
following decoding algorithms are used: Lie group codes can
be decoded with a sphere decoder, while Cayley codes have a
linearized sphere decoder, which is close to a maximum-likeli-
hood decoder. To our knowledge, no sphere decoder algorithm
is available for the other codes. However, an efficient algorithm
for cyclic codes has been proposed [2], which has been adapted
to be suitable for decoding fixed-point-free groups.
In Fig. 5, the block-error rate performance of the first con-
struction at rate (with diversity product ) is compared
to the code obtained from the fixed point free group with
rate (and diversity product ). The new code performs
better, thanks to its higher diversity gain, which means higher
coding gain. A Cayley code of same rate [15] is added for com-
parison. Though it is also fully diverse, it does not yield a better
coding gain.
In Fig. 6, we compare the new code at rate to two codes
(denoted on the plot by “SU3” and “AB”) based on the repre-
sentation of the Lie group [8]. The new code performs sim-
ilarly, since it has rate and is compared to two codes whose
rates are, respectively, and .
D. Codes for Four Antennas
We give an illustration of our technique for the case of four
antennas. Let be a primitive 20th root of unity. We consider
the field extension , which is cyclic of degree .
Its Galois group is generated by , with . We
thus defined the cyclic algebra . As
previously, we consider the codebook
where
and is defined as follows. For short, we write . Con-
sider given by
Its conjugates are
The matrix is
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Fig. 6. Block-error rate for three transmit antennas and one receive antenna at rate greater than 3.
Fig. 7. Block-error rate for four transmit antennas and one receive antenna at rate 2.
In Fig. 7, we compare the performance of this code to a code
based on the Lie group [9]. The two codes behave similarly,
since the new code looses a bit but is also having a larger rate.
VI. CONCLUSION AND PERSPECTIVE
In this work, we have presented a method to construct infin-
itely many unitary matrices in cyclic algebras, in any dimen-
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sion , which is in itself of theoretical interest. Our motivation
was the design of fully diverse unitary matrices for the nonco-
herent differential channel. As an application of our technique,
we present new families of codes for three and four antennas.
The aim of this work is to point out the use of cyclic algebras for
noncoherent space–time coding. We believe this is a promising
tool, thanks to its generality, and the many degrees of freedom
it offers. In any cyclic algebra based on a suitable field, one can
take any quadratic extension in which any element can
be taken to create a unitary element.
There are a lot of perspectives using this method. To start
with, one can use it for designing codes for other numbers of
antennas, since the method is available for any dimension. A
better bound on the diversity product would be of great interest
for that purpose. High rate is also a goal. Since there are in-
finitely many matrices, high rate is of course possible. There is
work to be done on how to choose carefully the matrices. One
could try to compose several subfields inside a given algebra for
example. The decoding is also an issue. One possible research
direction is to look for a suitable decoder algorithm.
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