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Abstract—Transfer learning aims to help the target task with little or no training data by leveraging knowledge from one or multi-related
auxiliary tasks. In practice, the success of transfer learning is not always guaranteed, negative transfer is a long-standing problem in
transfer learning literature, which has been well recognized within the transfer learning community. How to overcome negative transfer
has been studied for a long time and has raised increasing attention in recent years. Thus, it is both necessary and challenging to
comprehensively review the relevant researches. This survey attempts to analyze the factors related to negative transfer and
summarizes the theories and advances of overcoming negative transfer from four crucial aspects: source data quality, target data
quality, domain divergence and generic algorithms, which may provide the readers an insight into the current research status and
ideas. Additionally, we provided some general guidelines on how to detect and overcome negative transfer on real data, including the
negative transfer detection, datasets, baselines, and general routines. The survey provides researchers a framework for better
understanding and identifying the research status, fundamental questions, open challenges and future directions of the field.
Index Terms—Transfer Learning, Negative Transfer, Survey, Machine Learning
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1 INTRODUCTION
A basic assumption in traditional machine learning is
that the training and the test data are from the same dis-
tribution. However, this assumption does not hold in many
real-world applications, such as the environment changes,
different resolutions and view angles for visual images,
individual differences for physiological signals. Conven-
tional approaches to mitigate this problem is to collect
huge amount of labeled or partly labeled data, however,
many reasons may impede easy access to the labeled or
unlabeled data, such as the high manual annotation cost,
privacy concerns. Hence, training a new classifier under
such conditions would dramatically increase the risk of
overfitting the training data, leading to poor generalization
[1].
A natural idea to escape from the dilemma is to regular-
ize the learning problem by transferring knowledge from
a source domain, where large amounts of training data
has been collected to learn the source task. This is just the
plain motivation of transfer learning (TL) or domain adap-
tation (DA), which aims to exploit previous experiences and
knowledge from auxiliary data to compensate for the lack
of training data in a novel domain. Before becoming a ma-
chine learning concept, TL has been studied in educational
psychology for a long time to enhance human’s ability in
new learning or problem-solving situations [2]. In machine
learning, TL has a rapid evolution during last decade, such
as traditional transfer learning [3]–[6], deep transfer learning
[7], [8] and adversarial transfer learning [9], [10], and it has
been demonstrated to be effective in different applications,
e.g., visual recognition, data mining, physiological signal
analysis [11] etc.
However, the success of transfer learning is not always
guaranteed. The basic conditions/assumptions of transfer
learning is the distribution of different domains is related,
their difference should not be too large, and there must be
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Fig. 1. An example of negative transfer happening: Learning only from
the target works better than TL.
such a model, which is suitable for both source and target
domain. Nevertheless, if there is no similarity between the
source domain and target domain or the similarity is just
weak, then brute force leveraging of a source poorly related
to the target may hurt the classifier performance [12], [13],
and even cause negative transfer. Formally, negative transfer
(NT) happens when the source domain data and task con-
tribute to the reduced performance of learning in the target
domain, as illustrated in Fig. 1, and it is a long-standing
problem in transfer learning literature [14].
To mitigate or avoid negative transfer, there are three
fundamental issues: what to transfer, when to transfer and
how to transfer [1]. Conventional researches mainly tackle
what and how to transfer to achieve a high performance,
and various transfer learning approaches such as instance,
feature, parameter or relationship based have been pro-
posed [15], [16]. For negative transfer study, all the three
questions have been explored since 2005 [14] and it has
raised increasing attention in recent years [17]–[19], such
as finding similar parts of domains, evaluating the trans-
ferability of different tasks, models or features, restricting
performance gain etc. Unexpectedly, there is no systematic
theories or in-depth analysis. Thus, a comprehensive survey
on negative transfer is necessary for the literature.
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The survey aims to give readers a comprehensive un-
derstanding about how to overcome negative transfer. The
mechanisms and the strategies of the transfer learning ap-
proaches are introduced to make readers grasp how the
approaches work. And a number of the existing transfer
learning researches are connected and systematized. Specif-
ically, over sixty representative approaches are introduced.
Besides, we conduct further analysis on the application of
detecting and avoiding negative transfer for common TL
algorithm.
In this paper, we focus on technical theories and ad-
vances on overcoming negative transfer. Delving into the
influencing factors and existing methods can guide us what,
when as well as how to transfer and obtain a safer learning
strategy over new scenarios. Negative transfer has been
studied for a long time and has raised increasing attention
in recent years, and a comprehensive survey is urgent. In
this paper, the theories and advances in the research field of
overcoming negative transfer are identified and surveyed.
Specifically, we identify four key factors of overcoming
negative transfer, which are beyond the traditional transfer
learning and domain adaptation split.
• Source Data Quality. Due to the knowledge coming
from the source domain data, thus, the key to achiev-
ing successful transfer and avoiding negative effects
is to discover and exploit shared underlying struc-
tures and avoid unrelated patterns, such as unrelated
domains, instances, features or classes.
• Target Data Quality. In most transfer learning
schemes, we assume that the source and target do-
mains are in the same feature and label space, but in
more realistic scenarios they are different, so we need
to understand negative transfer in more complex
transfer tasks and settings.
• Domain Divergence. Since the divergence between the
joint distributions is the root to negative transfer, a
better divergence measure should represent the true
discrepancy between domains closer and be easy to
compute.
• Generic Algorithms. Various algorithms has been pro-
posed to facilitate the transferability, however, they
doesn’t give a lower bound of their approaches,
thus we can’t know the worst condition. Only few
approaches pay attention to this and give their solu-
tions.
The remainder of this paper is organized as follows:
Section 2 introduces the notations used, the factors that
cause negative transfer, which is followed by the technical
progress in overcoming negative transfer in specific aspect,
including source data quality (Section 3), target data quality
(Section 4), domain divergence (Section 5) and generic al-
gorithm (Section 6). Section 7 introduces how to detect and
apply negative transfer. Finally, Section 8 draws conclusions
with some open challenges and future directions.
2 OVERVIEW
In this section, the notations used in this survey are listed
for convenience. Further analysis on the factors that cause
negative transfer, definitions about negative transfer and
analysis of similar concepts are also provided.
2.1 Notation
Given a source dataset S = {xis, yis}nsi=1 or a pre-trained
model θ for the source domain, and a target dataset
T = (Tl, Tu) for the target, where Tl = {xjl }nlj=1 and
Tu = {xku}nuk=1 represent labeled and unlabeled target data
respectively. For unsupervised domain adaptation, nl = 0,
i.e. T = Tu. We will use PS(X,Y ) and PT (X,Y ), respec-
tively, to denote the joint probability distribution in the
source and target domain, where X is the input random
variable and Y is the output. Then we seek to use a transfer
model A(S, T ), a domain divergence measure d(PS , PT ) to
predict the target labels. We will write µS and µT as their
respective marginal distributions over X .
2.2 Transfer Learning
Under the notation, transfer learning aims at designing
an algorithm A, which utilizes both the source and target
domain data S , T as input, and outputs a better hypothesis
(model) h = A (S, T ) for the target-domain data.
PT (h) := Ex,y∼PT [`(h(x), y)], (1)
where ` is the target task loss. To make the setting meaning-
ful, it is usually assumed that ns  nl.
2.3 What Causes Negative Transfer
Few works give the theoretical study on negative transfer.
Yoon et al. [20] evaluated the risk of negative transfer for a
TL method and identified what causes the negative transfer
in a parameter transfer learning framework, however their
analysis can not generalize to other algorithms. Wang et al.
[17] gave a definition of negative transfer gap, and proved
that NT should be algorithm specific, but the gap definition
ignores the source data quality effect.
A basic domain adaptation theory is target error bound
developed by Ben-David et al. [21], which considers the
H∆H-distance between XS and XT to assess the impos-
sibility of domain adaptation, and assumed that it remains
low between these two domains. This is the most straight-
forward assumption that directly follows from all of the
proposed generalization bounds for domain adaptation [22].
Let H be the hypothesis space and S , T be the generaliza-
tion error of a classifier h ∈ H on the source domain XS and
the target domain XT , respectively. Then for any classifier
h ∈ H,
T (h) ≤ S(h) + dˆH∆H(XS , XT ) + λ, (2)
where dˆH∆H is the H∆H-distance measuring the diver-
gence between XS and XT ,
dˆH∆H , sup
h,h′∈H
|Ex∼XS [h(x) 6= h′(x)]
− Ex∼XT [h(x) 6= h′(x)]|
(3)
and λ is the error of an ideal joint hypothesis h∗ defined as
h∗ = arg minh∈H S(h) + T (h), such that
λ = S(h∗) + T (h∗) (4)
This target error bound in (2) tells us that T (h) can be low
only when the λ term is low, i.e., only when there exists a
classifier that can achieve a low risk on both distributions.
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Notably, when the source and target domains have been
specified, then the hypothesis space H can be fixed too,
thus the λ should be a constant. It also tells us that, to
find a classifier with a small T (h) in a given class of fixed
VC dimension, the learning algorithm should minimize a
trade-off between the source risk S(h) and the empirical
H-divergence dˆH∆H.
Thus, a high source risk, a large H-divergence, and a
large λ constant will bring a high target error. If the target
error is higher than the target empirical error, then negative
transfer happens. To reduce λ, we need to improve the
source data quality, fit different target training data scenar-
ios, evaluate transferability index so as to remove unrelated
patterns; to reduce the H-divergence, a better divergence
measure, a more effective hypothesis h will help.
2.4 Analysis of Similar Concepts
There are some frequent concepts in overcoming negative
transfer, e.g. transferability, task similarity and model gen-
eralization. Here we give a discussion about their definitions
and differences.
1) What is transferability, is it equal to task similarity?
Transferability indicates the ability of a certain TL ap-
proach with source and target data to bridge the discrep-
ancy across domains [23]. However, this description cannot
explain what factors are related to transferability. We next
show that the transferability should be task/model/feature
specific. Assume we have some labeled instances Tl in the
target domain and a feature transformation function f , then
the target empirical error is ˆTl(h) =
∑
(x,y)∈Tl [h(f(x)) 6=
y], and we define the performance gain as Pgain = ˆTl(h)−
T (h), which has a lower bound
Pgain ≥ ˆTl(h)− S(h)− dˆH∆H(f(XS), f(X lT ))− λ, (5)
when Tl and S specified, ˆTl(h) and λ will be constants.
Notably, the performance gain is directly determined by the
transferability and discriminability of the learned feature
representations f(X). Besides, more transferable source task
S and model h can improve the feature transferability by
minimizing the source risk and domain discrepancy. In
other words, a generic concept of transferability should
focus on three parts, the transferability of the task, model
and feature. Therefore, task similarity is not equal to trans-
ferability, yet when it is combined with the source domain
discriminability, it can be used to predict the task transfer-
ability.
2) What’s the relationship between transferability and
model generalization?
Model generalization is a significant index in machine
learning, which measures the generalization error of a
learned model when applied to a test set. Given a source
training set Str drawn independently from the source distri-
bution PS , conventional statistical learning seeks to learn a
classifier (or a hypothesis) h ∈ H as close as possible to the
unknown function f . And the true source generalization er-
ror (sometimes called risk) is S(h) = E(x,y)∼PS [h(x)6=y], the
empirical source risk over Str is ˆS(h) =
∑
(x,y)∈Str [h(x) 6=
y], then the generalization error bound is
S(h) ≤ ˆS(h) +
√
ln |H|+ ln(1/δ)
2ntr
, (6)
where ntr is the size of target data. However the general-
ization ability assumes the unknown test set drawn inde-
pendently from the same data space as the Str. And for the
transferability, it is utilized for different distributions, and
has a form in (5). Qualitatively, the model transferability
represents the model’s ability to generalize on different
tasks.
2.5 Discussion and Summary
In this section, we showed four crucial factors related to
negative transfer: source data quality, target data quality,
divergence measure and generic algorithms. Besides, we
analyzed some similar concepts in overcoming negative
transfer. Fig. 2 shows the categorizations of overcoming
negative transfer.
3 SOURCE DATA QUALITY
In this section, we are going to introduce a crucial factor,
source data quality. When an entire domain cannot be used
for transfer learning, whether we can still transfer part of the
domain for useful learning in the target domain. The key to
achieve successful transfer and alleviate negative effects is
to discover and exploit similar patterns and avoid unrelated
patterns, such as unrelated domains, instances, features, or
classes.
TABLE 1
Our Taxonomy of Source Data Quality Approaches
SOURCE DATA QUALITY METHOD BASIS REFERENCE
Domain Reweighting/Selection
Supervised Boosting&Similarity
&Gaussian process
[3], [12], [24]–
[27]
Unsupervised Correlation
&Convariance
[28]–[30]
Instance Reweighting/Selection
Supervised Similarity&Bagging
&Manifold learning
&Pre-clustering
[17], [31]–[35]
Unsupervised Discriminability
&Informativeness
&Active learning
[36], [37]
Feature Decomposition Matrix factorization
&Subspace DA
[38]–[41]
Class Matching Partial DA
&Outlier detection
[42]–[46]
3.1 Domain Reweighting/Selection
Domain selection aims to select a subset of source domains
which have high similarity to the target domain as new
sources. When the source knowledge comes from more than
one candidate source, it is possible for the transfer model to
select the best source knowledge of the candidates. In this
scenario, leveraging the knowledge from the best candidate
may be effective against negative transfer as long as the
best source knowledge is sufficiently related [24], [32], [34],
[47]. The algorithms can be divided into two categories
based on the application scenario: (i) supervised domain
reweighting/selection; (ii) unsupervised domain reweight-
ing/selection.
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Fig. 2. Categorizations of overcoming negative transfer.
3.1.1 Supervised approaches
In supervised case, a classic domain reweighting branch
is the ensemble methods based on TrAdaBoost [3], which
is a boosting framework for multi-source domain transfer.
However, the original approach doesn’t consider NT. Yao
et al. [12] showed that boosting knowledge from multiple
sources to increase robustness. And they proposed a Task-
TrAdaBoost method, which selects a source domain that
is closely related to the target domain to train the weak
classifier. They selected the weak classifier corresponding to
the source that minimizes the target empirical error. Eaton
et al. [24] proposed a task-based boosting method called
TransferBoost to automatically weight all the source tasks
based on their aggregate transfer to the target task. In each
iteration, TransferBoost firstly trains a base classifier and
then re-weights each source task based on whether it shows
positive or negative transfer to the target task. In the last
step, it increases the weights of all individual instances that
are correctly predicted, just like TrAdaBoost.
Another domain reweighting/selection approach is
measuring the similarity between domains based on labeled
target data. Shen et al. [26] judged the similarity using the
vector angle cosine of features and labels between source
and target data. The feature similarity under each label
between domains is formulated as:
Sc(xcs, x
c
t) =
∑m
i=1(x
i
s × xit)√∑m
i=1(x
i
s)
2 ×∑mi=1(xit)2 (7)
where xcs and x
c
t are the source and target data belonging
to class c. m is the total number of categories. Cao et al.
[25] estimated domain similarity from Bayesian perspec-
tive. They proposed an adaptive transfer learning algorithm
based on gaussian process (AT-GP), which introduces a new
semi-parametric transfer kernel for transfer learning from a
bayesian perspective to automatically estimate the similarity
between source and target tasks.
Domain reweighting can also improve algorithms’ per-
formance in supervised multi-task transfer learning. In this
scenario, one group of related tasks may dominates the
training process and NT may occur simultaneously on tasks
outside the dominant group. In order to balance the influ-
ence of all the tasks, Liu et al. [27] proposed an iterative
method that decreases the weights of well trained tasks and
increase the weights of poorly trained tasks via calculating
training loss in each iteration.
3.1.2 Unsupervised approaches
In unsupervised case, methods relied on labeled target
domain data may not work. How to measure the similarity
between domains and how to accurately select target-related
source only with the unlabeled target data are the keys
of this problem. Lin et al. [29] defined the inter-subject
similarity by correlation coefficient of feature representa-
tions between source and target domains. Azab et al. [30]
calculated Kullback-Leibler (KL) divergence between source
and target feature sets instead.
KL[N0|N1] , (µ1 − µ0)>Σ−11 (µ1 − µ0)
+ tr(Σ−11 Σ0)− ln
(
det(Σ0)
det(Σ1)
)
−K (8)
where N0(µ0,Σ0) and N1(µ1,Σ1) are two normal distri-
butions. det, T and K denote the determinant function,
transpose of the matrix and the dimension of the data,
respectively. The similarity weight αs between the feature
set of target subject dt and m source subjects ds is computed
as:
αs =
1/
(
KL[dt, ds] + 
)4∑m
i=1
(
1/
(
KL[dt, di] + 
)4) (9)
where  = 0.0001 is used to ensure the stability of the
equation.
In unsupervised multi-task transfer learning, [28] esti-
mated the task relationships in a multi-task metric learning
framework by task covariance matrix, to model positive,
negative and zero task correlations.
3.2 Instance Reweighting/Selection
Instance Reweighting is a widely used TL method to infer
the resampling weight of each source instance, usually
based on distribution matching optimization. Here, the in-
stance reweighting or selection algorithms mainly focus on
measuring the target task similarity or reliability of samples
to alleviate negative transfer from the poor quality source
data.
3.2.1 Supervised approaches
The main intuition of the instance reweighting/selection
methods is regrading the target labeled data as a indictor to
measure the similarity between the source domain data and
target domain data because the labeled target data contains
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the reliable knowledge of target domain joint distribution,
though that information sometimes is deviated.
Seah et al. [31] developed a predictive distribution
matching (PDM) framework, which removes irrelevant
source instances by iteratively selecting the highly confident
pseudo-labeled data according to a predefined confidence
level. The PDM regularizer is defined as:
argmin
w(·)
1
n2
ns∑
i=1
nl∑
j=1
(w(xi)− w(xlj))2Wij (10)
where Wij is the criterion of positive similarity between two
samples from source and target domains, which is defined
as:
Wij = P (yi, y
l
j |xi, xlj)S(xi, xlj)I[yi = ylj ] (11)
where S(xi, xlj) and P (yi, y
l
j |xi, xlj) describe the similarity
and synergy between source and target domain. In each
iteration, a PDM regularized classifier ft is used to predict
and give the high confidence outputs unlabeled target data
pseudo-labels. The lowest consistence source data points
with respect to the pseudo-labeled target data will be re-
garded as irrelevant data and removed.
Lin et al. [32] separated instance selection and model
training into two steps to mitigate the impact of irrelevant
data on training process. This method trains a series of
classifiers on labeled target data through bagging strategy
and tests those classifiers on the source domain. The samples
that are correctly classified are regarded as target-related
samples and can be remained while others are abandoned.
Ge et al. [33] developed a supervised local weight (SLW)
scheme, which is a novel two-phase framework to effec-
tively transfer knowledge from multiple sources. They as-
signed a local weight learned by manifold assumption to
each instance of each source domain which represents its
predictive power on the target domain.
Recently, there are many deep learning based supervised
methods focusing on NT that have considerable perfor-
mance. Wang et al. [17] developed a discriminator gate to
achieve both adversarial adaptation and class-level weight-
ing of source samples. They used the output of discriminator
to estimate the distribution density ratio of two domains at
each specific feature point:
PT (x, y)
PS(x, y)
=
D(x, y)
1−D(x, y) (12)
where D(x, y) represents the output of discriminator. So the
standard supervised learning objective can be formulated
as:
Lgate(C,F ) = Exj ,yj∼Tl [`(C(F (xj)), yj)]
+ λExi,yi∼S [w(xi, Yi)`(C(F (xi)), yi)]
(13)
where C , F represent the classifier and feature extractor.
w(xi, yi) = D(x, y)/(1−D(x, y)) is the weight of each
source sample.
Apart from giving every single instance a weight to re-
duce NT, Moon et al. [35] pre-clustered the source data into
several subsets {Sk}k=1,2,··· ,K and used attention mech-
anism to learn a weight vector over the discrete subsets
of data. The attention mechanism can be formulated as
following joint optimization problem that learns the param-
eters W for transfer networks as well as a weight vector
{αk}k=1,2,··· ,K :
min
α,W
µ
K∑
k=1
αk
LSk
LHR:K(Sk) + LHR(T ) +R(W ) (14)
where LHR(T ) is the hinge rank loss of target, LHR:K(SK)
is a cluster-level hinge loss for source, LSk is a set of indices
of cluster Sk, and R(W ) is the regularization term.
In addition, Qu et al. [34] indicated that reinforcement
learning might be useful to select target related source data,
because data selection during training can be modeled as
a sequential decision making process. Specifically, the data
selector ”acts” on the source domain to find a subset for
optimization and then returns ”rewords” in turn to update
the selector.
3.2.2 Unsupervised approaches
The main intuition of the unsupervised instance re-
weight/selection methods is improving the discriminability
and informativeness of the selected source data. Li et al. [36]
thought that the origin source instances that are classified
with low reliability may cause NT. So they removed sup-
port vectors obtained by training a support vector machine
(SVM) model when they combined instances from all the
related domains. This method can be used in unsupervised
scenes.
Inspired by active learning, Peng et al. [37] proposed the
active transfer learning (ATL) to actively select appropri-
ate samples from source domains that are class balanced
and highly similar to the target domain. ATL introduces
the orthogonal projection matrix P and weight coefficient
vector a = [α1, α2, · · · , αs]> to minimize the maximum
mean discrepancy [48] and simultaneously select the source
instances. In order to guarantee the selected samples are dis-
criminative and informative, the information diversity term
K and label diversity term W are introduced respectively.
So, the synthesized objective function is formulated as:
min
P,a
L(P,a) = d2MMD +
ns∑
i,j=1
αiαj(λ1kij + λ2wij)
s.t. P>P = I,
ns∑
i=1
αi = 1, αi ≥ 0
(15)
where λ1 and λ2 are hyper-parameters that balance the
importance of K and W . The second term of the objective
function aims to balance the class diversity and select data
diversity.
3.3 Feature Decomposition
In feature based transfer learning, a basic assumption is
that the source and target data can be transformed into a
common latent space. Intuitively, an ideal transfer will find
and leverage similar parts to improve performance. How-
ever, the sharing all latent factors assumption may cause the
existing methods to underperform when the marginal dis-
tribution or the conditional distribution can only be drawn
closer in a subspace of the latent space. So how to extract
the proper feature space that contains most of the useful
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knowledge for target data prediction is the key problem of
feature decomposition methods.
Long et al. [38] developed a dual transfer learning (DTL)
approach to avoid NT, its main idea is distinguishing a
latent feature space that can help the classification on the
target domain to the greatest extent. To achieve this, they
used joint nonnegative matrix tri-factorizations (NMTF), in
which the data matrix X ∈ Rm×n is decomposed into a
product of three nonnegative factors U ∈ Rm×k, H ∈ Rk×c,
and V ∈ Rn×c, such that X ≈ UHV>. This approximation
can be achieved by following optimization:
min
U,H,V≥0
LNMTF = ‖X−UHV>‖ (16)
where U, H and V represent feature cluster assignment
matrix, association matrix and sample cluster assignment
matrix. They further extracted common and domain specific
feature latent space U and Uτ to transfer the common
knowledge of multi-sources. According to this decompo-
sition, they pointed out that the clusters of features and
clusters of samples will influence each other, which indicates
the duality between marginal and conditional distribution.
Rajesh et al. [41] also proposed a dual transfer learning
method to find the latent feature space of source and target
data by considering the duality between the marginal and
conditional distribution in emotion recognition problem.
Different from decomposition of feature space, Sun et
al. [39] randomly split the source and target feature spaces
into several parts and chose the most related parts of source
knowledge that is useful to learn the target task to transfer.
This method firstly separates the feature set into several
parts, and then weights different parts differently based
on their contributions to the target task. In the last step,
it ensembles all the classifiers trained on different parts to
estimate the final results. Yi et al. [40] developed a multi-
component transfer metric learning (MCTML) approach,
which automatically extracts distinct components from the
source domain. For each component Ci, a Mahalanobis
distance metricAi and the weights of samples αi are defined
and the error in the classification of target data is defined as:
ETi =
∑
yj=yk
(αi(xj)αi(xk)‖Ai(xj − xk)‖2)
−
∑
yj 6=yk
(αi(xj)αi(xk)‖Ai(xj − xk)‖2)
(17)
The importance of each component Ai and the sample
weights αi are optimized simultaneously by following ob-
jective function:
min
Ai,αi
λitr(A
>
i Ai) + βi‖αi − αi0‖+ ETi
s.t.
nsi∑
j=1
αi(xj) = ns, αi(xj) ≥ 0
(18)
where λi and βi are tradeoff parameters of these three parts,
αi0 is the initial value of αi. Then the optimized combination
of components are then leveraged to predict the test data
collaboratively.
3.4 Class Matching
In the era of big data, large-scale labeled datasets are
readily available. And in real-world applications, it is often
formidable to find a relevant dataset, in which the target
label space is only a subspace of the source label space. If
the knowledge outside this subset is transferred to target
task, then NT will occur to a large extent.
Cao et al. [44] presented selective adversarial network
(SAN), which builds domain classifiers for each source
domain category. Each discriminator is response to match
the source and target data associated with corresponding
specific class Cs. Since the class labels of target data are
inaccessible during training, SAN regards the output of
classifier yˆi = C(F (xi)) to each target data point xi as its
probability distribution over the source label space, which
well characterizes the probability of assigning xi to each of
domain discriminator associated with specific class. So the
proposed weighted-discriminator loss is as follow:
Ld = 1
ns + nt
|Cs|∑
k=1
 1
nt
∑
xi∈S
yˆki

×
 ∑
xi∈S∪T
yˆki L
k
d(D
k(F (xi)), di)
 (19)
where 1nt
∑
xi∈S yˆ
k
i is the class-level weight for class k, L
k
d
is cross-entropy loss of the k-th domain discriminator, di
is the domain label of xi. By optimizing this objective in
adversarial training, SAN can simultaneously circumvents
NT by selecting out the outlier source classes and promotes
positive transfer by maximally matching the data distribu-
tions in the shared label space.
Zhang et al. [43] further proposed a two domain clas-
sifier strategy to identify the source samples that are po-
tentially from the outlier classes and, at the same time,
reduce the shift of shared classes between domains. The
main intuition of this method is that if a source sample is
predicted correctly by discriminator with high confidence,
this source sample can be almost perfectly discriminated
from the target domain so it is highly likely associated
with the outlier category. The output of first discriminator
D(F (x)) is used to calculate source data weights for the
second one:
w(z) =
1−D(z)
Ez∼PS(z)(1−D(z))
(20)
where z = F (x). The final objective function is formulated
as:
min
Ft
max
D0
Lw(C,D0, Fs, Ft)
= Ex∼PS(x)[w(z) logD0(Fs(x))]
+ λEx∼PT (x)[log(1−D0(Fs(x)))]
+ γEx∼PT (x)H(C(Ft(x)))
(21)
where C , D0, Fs and Ft represent classifier, the second
discriminator, source feature extractor and target feature ex-
tractor respectively. H(C(Ft(x))) is the information entropy
function to encourage the low-density separation between
classes. λ and γ are hyper-parameters to balance these parts.
However, as outlier classes are only selected out for the
domain discriminators, the source classifier is still trained
with all classes. Then Cao et al. [45] proposed example
transfer network (ETN), which down-weights the irrelevant
examples of outlier classes further on the source classifier
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by adding the class-level weight proposed in [44] into
classification loss function. Zhang et al. [46] also proposed
relation-gate mechanism (R-Gate) to solve this problem. The
intuition is averaging the label prediction on all target data
from the source classifiers as class weights so that it can
find and lower the weights of outlier categories to lower the
negative impact on training.
In addition, it may happen that each single source do-
main may not cover all the labels of the target domain
in multi-source transfer learning scenarios. To solve this
problem, Ding et al. [42] developed a bi-directional low-rank
transfer framework (BLRT), it adopts a regularized low-rank
transfer framework, to couple the highly correlated samples
in multiple sources to avoid NT and compensate missing
data through coupled sources.
3.5 Discussion and Summary
In this section, how to overcome NT in a poor source
data quality is presented, including domain reweight-
ing/selection, instance reweighting/selection, feature de-
composition, and class matching. Although improving the
source data quality is one of the most prototypical methods
to overcome NT, there are still some key questions worth
studying: (i) how to accurately and reliably measure the
source quality, including instance-level quality and task-
level quality, in unsupervised scenario; (ii) how to deal with
the source data that is considered low quality. According
to these two problem, digging out useful knowledge from
unlabeled target data and low quality source data may be a
reasonable direction.
4 TARGET DATA QUALITY
The characters of target data is another considerable factor
that causes NT. For target labels, the size of the labeled target
data has a direct effect on the feasibility and reliability of dis-
covering shared regularity between the joint distributions
[17]. For target classes, the differences between source and
target label spaces will lead to transferring useless informa-
tion. For target domains, the number of target domains di-
rectly tests the representation and versatility of knowledge
extracted from the source domain. And similar negative
effects have also been observed in various settings including
imbalanced distributions [33] and open set transfer learning
[49]. So alleviating NT in more complex transfer tasks and
settings is a great challenge and of great significance.
In this section, we will list four special target data set-
tings, as shown in Table 2, and introduce the corresponding
methods respectively.
4.1 Label Abundance
We define label abundance as the proportion of labeled
data in the target domain. On the one hand, if there is an
abundance of labeled data in target domain, then transfer-
ring from a even slightly different source domain could be
detrimental to the overall performance. On the other hand,
given limited or no labeled target data, the frequently used
pseudo-label iteration strategy [4]–[6] usually suffers from
unstable convergence and high computing cost.
TABLE 2
Our Taxonomy of Target Data Quality
TARGET DATA QUALITY METHOD BASIS REFERENCE
Label Abundance Pseudo-label
iteration&Errors
trade-off
[4]–[6], [21]
Open Classes Zero/Few shot&Open
set&Universal DA
[49]–[52]
Multi-Target/Open
Compound
Information sharing
& Memory module
[53], [54]
Non-stationary Feature Incremental learning [55]
Given different number of labeled instances in the target
domain, a natural setting is to trade-off between minimizing
the source and the target empirical errors with α ∈ [0, 1]:
ˆα(h) = αT (h) + (1− α)S(h) (22)
Ben-David et al. [21] verified that if we have no target
data, the most appropriate choice is to use them for learning
directly. On the other hand, if there are enough labeled
target data, i.e., nlT ≥ V C(H)/d2, where d is the total
divergence between the two domains, then no source data
are required for efficient learning. Finally, if we have enough
source instances combined with a few target instances, α
takes on intermediate values.
4.2 Open Classes
Most of existing approaches [5], [9] assume a shared label set
between the source and the target domains (i.e. CS = CT ).
However, due to that manually annotating tens of thou-
sands of different object classes in real-world is expensive
and almost unrealistic, thus there are usually some unseen
open classes in the target domain. To cope with this prob-
lem, different schemes has been developed: zero/few shot
learning [50], [51], open set DA [49] and universal DA [52].
Zero shot learning (ZSL) tries to recognize the samples
of unseen categories that never appear in training data, i.e.,
there is no overlap between the seen categories in training
data and the unseen categories in test data. An extension
of ZSL is the one/few shot learning where few labeled
examples of each unseen object classes are revealed during
training process [56]. Busto et al. [49] explored the field of
domain adaptation in open sets, where the target label space
is considered as a superset of the source label space (i.e.
CS ⊃ CT ). You et al. [52] assumed a more realistic scenario
that the target label space has some common classes with
the source, but they also have their own private classes.
And they proposed a universal adaptation network (UAN),
which quantifies sample-level transferability to discover the
common label set and the label sets private to each domain,
thereby promoting the adaptation in the automatically dis-
covered common label set and recognizing the ”unknown”
samples.
4.3 Multi-Target/Open Compound
The goal of multi-target domain adaptation is to transfer
source knowledge to improve the performance of classifier
on multiple and similar target domains. Simply applying
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pairwise adaptation approaches to this setting may be sub-
optimal, as they fail to leverage shared information among
multiple domains. In order to solve this problem, Gholami
et al. [53] proposed a multi-target da-information-theoretic-
approach (MTDA-ITA) for single-source-multi-target do-
main adaptation. The main idea of this method is extracting
information from each available target domains simulta-
neously and learning separate subspaces for modeling the
shared and private subspaces of data.
Liu et al. [54] showed a more realistic scenario called
open compound that the target is a compound of multiple
homogeneous domains without domain labels, reflecting
realistic data collection from mixed and novel situations,
and they adopted a curriculum domain adaptation strategy
to bootstrap generalization across domains in a data-driven
self-organizing fashion and a memory module to increase
the models agility towards novel domains.
4.4 Non-stationary Feature
Incremental learning has drawn growing attention in the
big data era. Incremental learning can update the model by
using new training data. However, the distribution of train-
ing data in incremental learning may be non-stationary over
time, which is called the concept drift phenomenon. In order
to avoid NT caused by concept shift, Xie et al. [55] proposed
a new method named selective transfer incremental learn-
ing (STIL) based on chunk-based ensemble learning. This
algorithm can simultaneously remove less relevant model
and the less transfer effective historical model based on the
new coming data to avoid NT and overfitting problem.
4.5 Discussion and Summary
In this section, we presented the strategies to avoid NT
when there are some new learning scenarios in target
training data, such as label abundance, open classes, multi-
target/open compound domain or non-stationary features.
The approaches contain unsupervised/zero shot DA, open
set/universal DA, multi target/open compound DA and
incremental learning. Although some effective methods are
already proposed, there are still many key questions re-
mained unsolved. (i) For open domain and open classes,
how much is the performance gap between adopting trans-
fer learning and training with more abundant datasets? (ii)
How to design general approaches to overcome NT when
the feature spaces or label spaces between domains are
different?
5 DOMAIN DIVERGENCE
Since the divergence between the joint distributions is the
root to NT, the discrepancy measure acts as a crucial reg-
ularization term in bridging the gap between the source
and target distributions. Better measurement can reveal the
domain divergence more accurately, so that the learning
methodology can grasp more common knowledge from the
source domain.
TABLE 3
Our Taxonomy of Domain Divergence Approaches
DOMAIN DIVERGENCE METHOD BASIS REFERENCE
Measures in Traditional
TL
MMD&Bregman
divergence&HSIC
[48], [57]–[59]
Measures in Deep TL MMD&Optimal
transport&Domain
discriminator
[9], [60]–[65]
5.1 Measures in Traditional TL
In traditional domain adaptation, the routinely discrepancy
measure is the maximum mean discrepancy (MMD) [4]–[6],
[48], due to its simplicity and power. Before MMD, Hilbert-
Schmidt independence criterion (HSIC) [57] and Bregman
divergence [58] were introduced into transfer learning to
measure domain discrepancy. HSIC is a nonparametric cri-
terion for measuring the dependence between the two sets,
yet it is not scale invariant and not designed to compare data
in different feature spaces [66]. The Bregman divergence
requires the density estimation procedure, which may limit
its applicability.
In contrast, MMD is a nonparametric measure, and can
be computed directly by the feature means. Let F = {f :
‖f‖H ≤ 1} be a class of real-valued bounded measurable
functions, where H is a RKHS space. Then, the MMD is
formulated as follows:
dMMD(µS , µT ) := sup
‖f‖H≤1
[EµSf(XS)− EµT f(XT )], (23)
There are also some methods to optimize and improve
the existing MMD. Gretton et al. [60] proposed a multi-
kernel version MMD (MK-MMD), Long et al. [5] developed
the joint MMD to measure marginal and conditional distri-
bution discrepancy. Zhang et al. [59] proposed the discrimi-
native joint probability version (DJP-MMD) to measure the
divergence between domains directly by joint probability
distribution.
5.2 Measures in Deep TL
Compared to traditional metric based approach, deep trans-
fer networks achieve better results in discovering domain
invariant factors [67]. Recently, there are plenty of works to
explore the maximum mean discrepancy [7], [8], [68], [69],
moment matching [61], [64], optimal transport [62], [63] and
Wasserstein distance [65] and as a loss in their objective
functions.
The MMD is a prominent paradigm in early deep trans-
fer learning, which serves as a feature discrepancy align-
ment loss. The reason why MMD is also prevailing in deep
learning is because it is based in a sufficiently rich RKHS
space, which provides more flexibility when incorporating
the prior knowledge into the domain adaptation problem
[22], [70]. However, MMD needs abundant data to eval-
uate the feature means, which limits its robustness and
performance when training via mini-batch. For moment
matching, it seeks to bridge the distributions by matching
their second- or all-order statistics, which provides another
perspective to the domain divergence in addition to the first-
order discrepancy.
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Another metric that has attracted growing attention in
recent years is the Wasserstein distance. It comes from the
optimal transportation theory, which measures how far you
need to move the mass of one distribution to another. The
Monge version [71] of the optimal transport distance is
seeking for a map T ∗ : ΩS → ΩT that pushes µS towards
µT , defined as:
T ∗ = arg
T
min
∫
‖x− T (x)‖pdµS(x) (24)
where the infimum is over all T such that T#µS = µT .
When T ∗ exists, it is called an optimal transport map.
However, for indivisible input x, the minimizer might not
exist. A relaxation of this assumption is the Kantorovich
formulation [72] where we allow the mass at x to be split
and move to more than one location. And this leads to the
Wasserstein distance, defined as:
dWp(µS , µT ) =
(
inf
γ∼∏(µS ,µT )E(x,y)∼γ [||x− y||p]
)1/p
, (25)
where
∏
(µS , µT ) is a space of all joint probability measures
with marginals µS and µT . Wasserstein distance has many
nice properties of representing domain divergence, such as
allowing geometrical information to be taken into account,
providing a meaningful and smooth representation even
when two distributions without overlaps. However, the
original Wasserstein distance is hard to compute directly.
Shen et al. [65] provided an approximation the empirical
Wasserstein distance by maximizing the domain critic loss.
Motivated by generative adversarial network (GAN)
[73], many adversarial TL approaches seek to learn a do-
main discriminator so as to learn more transferable feature
representations. For example, Ganin et al. [9] developed
the domain adversarial neural network (DANN) with a
binary domain discriminator, Shen et al. [65] proposed a
Wasserstein distance based domain discriminator. Due to
the powerful feature representation ability and the gradient
decent optimization strategy, a stream of state-of-the-art
TL algorithms are based on adversarial networks, which
suggests that adversarial training with Wasserstein distance
may be a better divergence measure in the future.
5.3 Discussion and Summary
In this section, domain divergence measure methods are
presented, including maximum mean discrepancy, Hilbert-
Schmidt independence and Bregman divergence for tra-
ditional TL, and A-distance, moment matching, optimal
transport, as well as Wasserstein distance for deep TL. To
sum up, the improved MMDs and the Wasserstein distance
with adversarial training may be better domain divergence
minimization approach.
6 GENERIC ALGORITHMS
Various TL algorithms have been proposed to facilitate the
knowledge transfer. However, most of them didn’t give a
lower bound of their approaches, thus the worst condition
is uncertain. And it is vital for a TL algorithm to explicitly
take account of the negative transfer caveat. In the follow-
ing subsections, we will introduce some transfer learning
algorithms to overcome NT in generic settings.
TABLE 4
Our Taxonomy of Generic Algorithms
GENERIC ALGORITHMS METHOD BASIS REFERENCE
Transferability Enhancement
Task KL divergence
&Entropy
&Empirical error
[14], [19], [74]–
[79]
Model Pre-trained
model&Transferable
norm&Adversarial
robustness
[80]–[83]
Feature Generality
&Specificity
&Singular values
[23], [67], [84]–
[87]
Secure Transfer Error restriction
&Output limit
[18], [20], [88],
[89]
Robust Transfer Feature, pseudo
label noise
[13], [90]–[92]
Transitive Transfer Intermediate
domain
[93]–[95]
6.1 Transferability Enhancement
In this section, we focus on whether we can evaluate if
we need transfer learning for a given application scenario?
Given multi-source tasks, we are going to discuss how to
measure the transferability of each task, different feature
sets and models. Before Yosinski et al. [67] studied the
transferability of features in deep neural networks, few
works focus on task transferability [14], [75], [76]. Later, a
stream of studies developed different methods to evaluate
task transferability, model transferability and feature trans-
ferability.
To maximize the performance gain over training without
source data, we seek to learn a discriminative feature repre-
sentations with high transferability, which is affected by the
task transferability and model transferability. We first give
an illustration to describe the relationship among different
transferability concepts and performance gain in Fig. 3.
Performance 
Gain
Task 
Transferability
Model 
Transferability
Feature 
Transferability
Feature
Discriminability
Fig. 3. An illustration of different transferability concepts and perfor-
mance gain, and the dotted line denotes an implicit relation.
6.1.1 Task Transferability
As defined in (2), the target error bound relies on the
empirical source risk and the domain divergence, which are
both related to the source task and the task similarity. Task
transferability represents evaluating a source domain trans-
ferability with respect to the source domain discriminability
and task similarity. And explicitly measuring the transfer-
ability can guide us whether to transfer, and thus help to
mitigate NT and improve the overall task transferability.
In traditional domain adaptation, Rosenstein et al. [14]
used the hierarchical naive bayes to construct two coupled
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Bayes models and computed the variance of distribution
shared by source and target to estimate task similarity.
Zhang et al. [74] developed a domain transferability esti-
mation (DTE) index to evaluate the transferability of certain
domain as
DTE(Si, T ) = ‖S
Si
b ‖1
‖SSi,Tb ‖1
(26)
where Sb is the between class or between domain scatter
matrix, and the ‖ · ‖1 is the L1 norm. And DTE has a low
computing cost and is not sensitive to sample size.
There are also some unsupervised task transferability
metrics without accessing any label information. Gong et
al. [76] proposed a rank of domain (ROD) to measure the
rank source dataset by computing KL divergence of each
principal component after principle component analysis.
However, it has a strict assumption that the feature obeys
a Gaussian distribution. Ben-David et al. [75] proposed
an unsupervised A-distance to finding the minimum-error
classifier
dA(µS , µT ) = 2
(
1− 2 min
h∈H
(h)
)
, (27)
Unfortunately, approximating the error of the optimal
classifier is a NP-hard problem. So they trained a linear
classier to distinguish which domain the data comes from,
and utilized its error to approximate the optimal classifier.
Thus we can know under what conditions we can adapt a
classifier trained on the source domain for use in the target
domain.
In deep domain adaptation, fine-tuning [96] and head
classifier retrain [97] are two basic methods. Bao et al. [78]
presented a H-score metric, a computable evaluation func-
tion that estimates the performance of transferred represen-
tations from one task to another in classification problems
using statistical and information theoretic principles.
H(f) = tr(cov(f(X))−1cov(EP (X|Y )[f(X)|Y ])) (28)
where f(X) be a zero-mean feature function. And the task
transferability is defined as T(S, T ) , HT (fS)/HT (fTopt ),
where fTopt is the minimum error probability feature of the
target task.
However, the H-score doesn’t have a simple interpreta-
tion [19]. Tran et al. [79] developed a negative conditional
entropy (NCE) measure, and they found that there is a
higher correlation between the defined task transferability
and the target expected accuracy. Then Nguyen et al. [19]
proposed a log expected empirical prediction (LEEP) score,
obtained by re-training the head classifier while freezing the
feature extractor without training on the target task.
T (θ,D) ≥ 1
n
n∑
i=1
log Pˆ (yi|zi) + 1
n
n∑
i=1
log θ(xi)zi , (29)
And they proved that the first term in (29) the NCE
measure, which means LEEP is the upper bound of the NCE
measure and correlates better with the tranfer accuracy.
Recently, Wu and He [77] propose a novel label-informed
C-divergence between the source and target domains when
the target domain is time evolving, and this divergence can
measure the shift of data distributions as well as to identify
potential negative transfer.
To sum up, task transferability estimation has attracted
arising attention, for it can help understanding the relation-
ships between tasks, selecting groups of highly transferable
tasks for joint training or choosing good source models for
a given target task.
6.1.2 Model Transferability
Model transferability represents the model’s ability to gen-
eralize on different tasks, and recently there have been some
papers focusing on the relationships of pre-trained models,
adversarial robustness and model transferability.
In deep domain adaptation, fine-tuning networks pre-
trained on ImageNet [98] is a prototypical way to reduce
training cost in a new dataset. Kornblith et al. [80] investi-
gated the relationship between architectures of pre-trained
networks and the transfer accuracy. The results showed
that better ImageNet networks provide better penultimate
layer features for TL, and using regularizers at ImageNet
pre-training time does not benefit fine-tuning performance
unless the same regularizers are adopted on penultimate
layer features. These conclusions enlighten us how to en-
hance transferability while designing regularization terms
or network structures.
Recently, researchers found that the batch normalization
technique [99] can be further improved with domain shift
reduction by a transferable normalization (TransNorm) [81].
Assume the domain specific mean and variance of the
source as us, σs, and target domain as ut, σt, TransNorm
quantifies the domain distance as
d(j) =
∥∥∥∥∥ u
(j)
s
σ2s
(j) + 
− u
(j)
t
σ2t
(j)
+ 
∥∥∥∥∥ , (30)
where j denotes the j-channel in a layer that TransNorm
applies to. Then, it uses distance-based probability α to
adapt each channel according to its transferability,
α(j) =
c(1 + d(j))−1∑c
k=1(1 + d
(k))−1
, (31)
TransNorm is usually adopted after the convolutional layer,
and can enhance the model transferability.
Another way to enhance model transferability is to im-
prove model robustness to adversarial examples. Adversar-
ial examples, which are perturbed inputs that aim to mislead
DNNs to make mistakes, usually with high adversarial
transferability, is an intersecting phenomena in current deep
learning literature [100]. A model that is resilient to such
adversarial examples is referred to as ”adversarially robust”,
which is realized by replacing the standard empirical risk
minimization objective with a robust optimization objective
[101]:
min
θ
E(x,y)∼D
[
max
‖δ‖2≤ε
`(x+ δ, y; θ)
]
(32)
where ε is a hyperparameter to control the perturbation and
model robutness.
Several recent papers have argued that adversarially
robust models have a higher transferability compared with
standard ones. Salman et al. [82] empirically verified that
adversarially robust networks get better transfer accuracies
than using standard ImageNet models, and scaling network
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width may increase the transfer performance gain of robust
networks. Liang et al. [83] found that there is a strong
positive correlation between the adversarial transferability
and knowledge transferability, thus the adversarial trans-
ferability can be used as a surrogate to approximate the
knowledge transfer behavior.
6.1.3 Feature Transferability
As defined by Yosinski et al. [67], a features transferability
depends on its specificity to the learning domain where
it is trained and its generality. Chen et al. [84] proposed
a comprehensive index called feature transferability index
(FTI) to measure the features transferability. First, they de-
fined the hard transfer (only fine-tune the fully connected
(FC) layers) and soft transfer (fine-tunes both FC layers and
convolutional layers) for convolutional neural networks.
FTI = α · FGI − (1− α) · FSI (33)
where α ∈ [0, 1] is a weight, FGI is the feature generality
index, defined as the performance gain of a soft transfer
model over target data, and FSI is the feature specificity
index, defined as the performance drop of a hard transfer
model over target data. And they showed that the FTI is
proportional to its generality and inversely proportional to
its specificity. The more the hard transfer or the soft transfer
benefits the model in the target learning domain, the higher
transferability the feature has.
Apart from evaluating feature transferability, some re-
searches focus on how to improve it. Chen et al. [85] dis-
covered that features with small singular values have low
transferability during deep network fine-tune process. So
they proposed a regularization term to restrain NT by sup-
pressing the small singular values of the feature matrices.
Notably, just focusing on improving transferability can
lead to poor discriminability of the learned features. Chen
et al. [23] showed that in adversarial domain adaptation,
features extracted by DANN present worse discriminability,
and they enhanced the transferability while guaranteeing
acceptable discriminability by introducing batch spectral pe-
nalization (BSP) as a regularization term over these largest
k singular values.
Lbsp(F ) =
k∑
i=1
(σ2s,i + σ
2
t,i) (34)
Similar phenomenon has also been investigated in [86],
they found learning the discriminative features in the shared
feature space can significantly boost the performance of
deep domain adaptation methods. Chen et al. [87] de-
veloped a hierarchical transferability calibration network
(HTCN). It hierarchically calibrates the transferability of
feature representations for harmonizing transferability and
discriminability by exploring different local-regions, im-
ages, and instances. Thus, a better transfer learning scheme
should pay attention to both transferability and discrim-
inability, especially the discriminability of target labeled
data if exists.
6.2 Secure Transfer
In this section, explicitly avoiding performance decrease in
the objective function is referred as secure transfer. They
give different theoretical guarantees on their algorithms
when the source domain is unrelated to the target. In other
words, the algorithms should perform better than ones
without transfer. The researches involved are mainly carried
out from four areas: hypothesis transfer, parameter based
transfer, deep adaptive transfer and traditional transfer.
(1) Hypothesis transfer. Kuzborskij et al. [88] introduced
the hypothesis transfer learning problem and analyzed a
class of regularized least squares (RLS) algorithms with
biased regularization that can be used to avoid NT. The
original RLS algorithm consists in solving the following
optimization problem
min
u
1
m
m∑
i=1
(u>xi − yi)2 + λ‖u‖2, (35)
RLS based transfer algorithm by altering training set as
{(xi, yi − f ′(xi)) : 1 ≤ i ≤ m} produces a hypothesis
fhtl
′
S (x) = TC(x
>wˆS) + f ′(x), (36)
where the truncation function TC(yˆ) is defined as TC(yˆ) =
min(max(yˆ,−C), C) and wˆS is
wˆS := argmin
u
1
m
m∑
i=1
(u>xi − yi + f ′(xi))2 + λ‖u‖2, (37)
The proposed truncation function can limit the output
within [−C;C] for hypothesis transfer learning. By doing
this, their theoretical deductions showed that the proposed
method equals to RLS trained solely on the target domain
when the source domains are unrelated. However, this work
is based on the RLS, more loss functions and general class
of algorithms need to be studied.
(2) Parameter based transfer. Yoon et al. [20] developed a
parameter transfer learning with negative transfer preven-
tion. To make parameter transfer methods more robust, they
evaluated the risk of NT.
min
h∈H
`Tl(h) + βR(h) + λN(h;µh,Σh), (38)
where R(h) is a regularization term to control the model
complexity and N(h;µh,Σh) is a regularization term to
control the h space, with respect to mean µh and variance
Σh of source parameters. And their theory found that NT
arise from a too large weight of the parameter regularization
term. Thus, to provide a safeguard against negative transfer,
they chose a regularization weight λ lower than a optimal
weight η, defined as
η =
2
∑Q
i=1 γiσ
2
ntr
∑Q
i=1 α
2
i γi −
∑Q
i=1 γiσ
2
(39)
where ntr denotes the number of training examples, and the
other parameters are related to the mean square prediction
error of the regularization weight λ. To sum up, this work
gives us an insight to design positive parameter based TL.
(3) Deep adaptive transfer. Jamal et al. [89] proposed a face
detector adaptation method to avoid NT and catastrophic
forgetting by devising a residual loss function
min
u,θ˜
λ
2
‖u‖22 +Et max
yt∈{0,1}
RESt(w + u, θ˜) (40)
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where w + u, w are the classifier weights of the target
detector and source detector respectively, u is the offset
weights to constrain the target face detector around the
source detector, and θ˜ denotes the parameters of the target
feature extractor. The RESt is the performance gain of the
learned target detector over the pre-trained face detector. In
the experiments, they initialized offset weights u as 0, and
after optimization, the residuals are either negative or zero.
Hence, the obtained detector is not worse than the source
one.
(4) Traditional transfer. Li et al. [18] developed a safe
weakly supervised learning (SAFEW) scheme that can be
used in semi-supervised learning, domain adaptation etc.
Let h∗ denotes the unknown ground-truth label assignment
function h∗ =
∑b
i=1 αihi, where α = [α1;α2; ...;αb] ≥ 0 be
the weight of base learners, from a convex setM. Its goal is
to learn a prediction h that maximizes the performance gain
against the baseline h0. The general formulation of SAFEW
for weakly supervised data with respect to classification and
regression tasks is,
max
h∈Hu
min
α∈M
`(h0,
b∑
i=1
αihi)− `(h,
b∑
i=1
αihi) (41)
The main idea of SAFEW to guarantee a safe learning
is to optimize the worst-case performance gain, i.e. the
algorithm would be robust as long as the good performance
is guaranteed in the worst case.
6.3 Robust Transfer
Robust Transfer regards the discrepancy between source
and target domains as a kind of noise. So it reduces the
impact of NT via enhancing the robustness and general-
ization of the transfer learning models [102]. The differ-
ences between domains include marginal and conditional
distribution discrepancy, so designing a transfer learning
model robust to both feature noise and class noise is of great
importance.
(1) Robust to feature learning noise. To decrease the nega-
tive impact of noise in feature spaces, Xu et al. [91] intro-
duced a sparse matrix in unsupervised TL task to model the
noise. The original objective function with noise minimiza-
tion is formulated as:
lim
P,Z,E
1
2
φ(P, Y,XS) + ‖Z‖∗ + α‖Z‖1 + β‖E‖1
s.t. P>Xt = P>XsZ + E
(42)
where P , Z and E represent the transformation matrix,
reconstruction matrix and noise matrix respectively. ‖E‖1
denotes the L1 norm of E. Adding noise matrix into con-
straint can make the model more stable to the noise. It aims
to align the source and target domains in a common low-
rank sparse space with noise alleviation.
(2) Robust to pseudo label noise. Robust transfer against
class noise regards the differences between predicted target
data labels and the real labels as a noise. Fang et al. [13]
proposed a multi-source TL method based on extracting a
multi-label shared subspace. For each source domain Si, a
base classifier Ci is trained to predict target labels. For input
target data set xj , there is a label set: yˆj = (yj , b1, · · · , bn),
where yj is its real label, bi = Ci(xj). Based on class
noise assumption, each predicted label set Yl is composed
of a shared label space and domain-specific noise. So the
predictive function is defined as:
fl(x) = w
>
l x+ v
>
l Θx (43)
where w>l and v
>
l represent two prediction vectors, Θ is a
map matrix of label subspace. w>l x denotes the mapping
of feature properties and labels on original input samples,
while v>l Θx is the shared label predictor. The prediction
vectors and mapping matrix can be solved by following
objective function:
min
wl,vl,Θ
n+1∑
l=1
(
1
m
m∑
j=1
`((wl + Θ
>vl)>xj , ylj)
+ α‖wl‖2 + β‖wl + Θ>vl‖2
) (44)
where the item ‖wl + Θ>vl‖2 describes a label shared
subspace in the prediction model. In this method, a common
and stable knowledge from all the source domains repre-
sented by shared label subspace is transferred to the target
domain to eliminate class noise.
In unsupervised transfer learning, we usually need to
train a source model to annotate some unlabeled target
instances, and misclassification of target data will cause
class noise in the pseudo labels when more training data
is used. When the class noise accumulates with the training
process, NT will happen. Gui et al. [90], [92] developed a
method to predict when the occurrence of NT, they utilized
transferred samples, referred to as the noisy samples in the
target domain labeled by source model, with high quality
to identify those negative transfers and removed them as
class noise to reduce noise accumulation in future training
iterations.
6.4 Transitive Transfer
Transitive transfer learning focuses on breaking the large
domain distances and transferring knowledge even when
the source and target domains share few factors directly
through intermediate domains [94]. This intermediate do-
main may share part of knowledge with both source and
target domains. But the lack of some parts of information in
the delivery process may cause NT.
Shi et al. [93] proposed Twin Bridge Transfer Learning
to address the sparse collaborative filtering problem. Apart
from the ordinary transitive latent factors, they extracted
the similarity graph of users and items constructed from the
learned features to allow more knowledge transferred across
domains to reduce NT.
Tan et al. [95] introduced multiple intermediate domains
and instance selection mechanism to find out useful source
data and similar intermediate domains. They proposed
to learn a pair of encoding function fe(·) and decoding
function fd(·) by minimizing reconstruction errors on the
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selected instance and intermediate domains, and all the
instances in the target domain simultaneously:
L(fe, fd, vS , vI) = R(vS , vI) + 1
nS
ns∑
i=1
viS‖xˆiS − xiS‖22
1
nI
nI∑
i=1
viI‖xˆiI − xiI‖22 +
1
nT
nt∑
i=1
‖xˆiT − xiT ‖22
(45)
where xˆiS , xˆ
i
T and xˆ
i
I are reconstructions of x
i
S , x
i
T and
xiI based on the auto-encoder, vS and vI are selection
indicators, R(vS , vI) is a regularization term. They also
incorporated side information, such as predictions on the
intermediate domains, to help model to learn more task-
related feature representations.
6.5 Discussion and Summary
In this section, we presented the generic strategies to
overcome NT, including transferability enhancement, se-
cure transfer, robust transfer, and transitive transfer. These
strategies are easily combined with other specific transfer
learning algorithms as an auxiliary ”weapon” to alleviate
negative transfer. In summary, transferability enhancement
focuses on learning transferable feature by selecting or
enhancing tasks and models with high transferability, the
secure transfer algorithms explicitly avoid the effects of
negative transfer, the robust transfer minimizes the noise
during learning process, and the transitive transfer explores
the potentiality to transfer even two tasks are unrelated.
Notably, transferability estimation can tell us the effec-
tiveness of certain task, feature or model, it is not a solution
for TL in itself. The solution comes from the TL algorithms.
Besides, There is still no unified definition or category of
transferability, the theoretical foundations are still insuffi-
cient. For example, for any metrics or measurements, two
properties are necessary to consider, the transitivity and
symmetry:
1) Is the measurement symmetrical? e.g. for two domains
DA and DB , if DA to DB be positive transfer, so DB to
DA too? If the transferability index of DA to DB same
with the index DB to DA?
2) Is the measurement transitive? e.g. for three domains
DA, DB and DC , if DA to DB be negative transfer, DB
to DC be negative transfer, so DA to DC be negative
transfer?
7 APPLICATIONS OF NEGATIVE TRANSFER
In this section, we provided some general guidelines on how
to detect and overcome negative transfer on real data, in-
cluding the negative transfer detection, datasets, baselines,
and general routines.
7.1 Negative Transfer Detection
First we defined two negative transfer indices to analyze
whether NT happens in semi-supervised DA (target do-
main partly labeled) and unsupervised settings respectively.
Specifically, given a transfer model A(S, T ), a domain
divergence measure d(PS , PT ), transfer learning seeks to
minimize the target error.
min
A,d
Ex,y∼PT [`(A(x)|(S, T , d), y)] (46)
1) Semi-supervised Settings. First, for a semi-supervised
DA, the NT happens when its expected error with source
domain is larger than without the source domain:
 (A(S, T , d)) >  (A(∅, Tl)) (47)
Then, we define the negative transfer index as:
Definition 1. (Negative Transfer Index). Given a source
dataset S , a target dataset T = (Tl, Tu) and a transfer
learning algorithm A, the negative transfer index (NTI)
is defined as:
NTI = (A(S, T , d))− (A(∅, Tl)) (48)
where negative transfer happens if NTI is positive and vice
versa. This definition gives us a perspective to understand
negative transfer, and the feasible aspects to overcome
negative transfer. However, NTI assumes different domains
share the same classifier and the target domain has some
labeled instances.
2) Unsupervised Settings. Next we consider a general in-
dex to define and detect negative transfer for unsupervised
DA. For any auxiliary domain S with a transfer learning
algorithm A, we can easily find a supervised classification
algorithm A′ trained on the target labeled data T¯ , which is
sampled under a fixed annotating ratio r (i.e. T¯ ∼ rT ), that
(A′(∅, T¯ ) = (A(S, T , d)) = S . Besides, we can always
construct a new algorithm A∗ under an annotating ratio
r′ ≤ r yet with an equal or lower expected error.
(A∗(∅, T¯ )) ≤ (A′(∅, T¯ )) = S (49)
where A∗ ∈ A, and A is the set of all supervised classifica-
tion algorithms. Since A∗ is unknown, and it’s unrealistic to
find the minimum annotation ratio r∗ from A, thus we can
define it as the frequently-used SVM, kNN or DNN etc.
Then, in a general setting, to evaluate whether the aux-
iliary data S with a transfer learning algorithm A brings
negative transfer, we define a computational measurement
equivalent annotation ratio (EAR) as:
Definition 2. (Equivalent Annotation Ratio). Given a tar-
get dataset T and a specified supervised classification
algorithm A∗, the equivalent annotation ratio (EAR) is
defined as:
EARA∗ = arg min
r
(
(A∗(∅, T¯ )) ≤ S
)
(50)
The EAR index can be used to decide whether to use a
unsupervised DA approach under a maximum acceptable
annotation rate rmax, e.g. if the auxiliary data with a transfer
learning algorithm only equals to 5% target labeled in-
stances, we prefer to annotate some target instances instead
of transferring from the auxiliary data.
To sum up, NT detections can be categorized as: if
the target has some labeled instances, NT happens when
NTI > 0; if the target is totaly unlabeled, NT happens
EARA∗ < rmax.
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7.2 Toy Experiments Design
1) Which datasets are suitable to evaluate the ability of certain
algorithm to overcome negative transfer?
A proper dataset can improve research efficiency and
eliminate interference factors. To study negative transfer in
the experiment, negative impact of negative transfer should
be easily detected and be obvious enough to observe. So
dataset should meet following three characteristics: (i) The
discrepancy between source and target domain are large
enough, for example, we can manually add noise into
source domain feature space or label space to increase the
marginal and conditional distribution discrepancy between
two domains [17]; (ii) There are strong priors or plenty of
auxiliary information confirming negative transfer happens
and controlling the negative transfer degree. For instance,
the simulation data sampled from two different distribu-
tions are more likely to hurt the model trained on each
other and the negative impact can be adjusted via different
distribution designs [20]; (iii) The original datasets should
be highly discriminative to guarantee that the decline of
performance is mainly caused by negative transfer.
2) How should we measure it at test time? What type of
baseline should we compare with?
In the semi-supervised settings, labeled target domain
data is available so NTI is a reasonable measurement in
which the specific algorithm trained without source domain
data is the baseline. In unsupervised settings, labeled target
data is unavailable so it is impossible to compute NTI. If we
have access to annotating a few data in target domain, EAR
can be used to qualitatively decide whether the negative
transfer happens. However, in practise, sometimes it is
impossible to annotate target data, or it is time consuming to
calculate EAR, so we may approximately estimate negative
transfer via some tricks. Priors and auxiliary information
may be an indicator to manually select source domains that
are similar to the target domain so that the model trained on
that source data can be regarded as the baseline to judge the
negative transfer, such as the background of each domain
[14].
7.3 Positive Transfer Routines
1) What is the routine to design an positive transfer scheme, and
do we need to consider every aspect?
First, it is necessary to estimate the transferability of
each auxiliary task, remove the source domain with low
transferability, and ensure that the source domain and the
target domain have a certain correlation. Then according to
the training data of the target domain, select the appropriate
type of transfer learning algorithm. When the algorithm is
specifically designed, pay attention to improving the quality
of the source domain data and adopt a better divergence
measurement.
2) More specifically, given limited or no labeled target data,
how to detect and/or avoid negative transfer.
According to the algorithms mentioned above, there are
four main methods to alleviate negative transfer in unsu-
pervised case: (i) Using indicators to measure the similarity
between domains and eliminate irrelevant source domains,
such as correlation coefficient [29], KL-divergence [30], and
Wasserstein distance [65]; (ii) Selecting discriminative and
informative instances, such as removing support vectors
gained by SVM [36] and active learning strategy [37]; (iii)
Extracting latent space of features form source and target
domains to transfer common knowldege, such as part-based
ensemble [40]; (iv) Enhancing the robustness of transfer
learning process, such as noise simulation [91], pseudo
label noise robustness [90], [92], and adversarial sample
robustness [83].
8 CONCLUSIONS
Negative transfer has been studied for a long time and
has raised increasing attention in recent years. This paper
gives a formal definition of negative transfer, two formal
definitions of negative transfer measurement index in super-
vised and unsupervised settings, and summarizes the recent
progress of overcoming negative transfer from four crucial
aspects: source data quality, target data quality, domain
divergence and the generic algorithms. Some general guide-
lines were also provided to detect and overcome negative
transfer. The survey provides researchers a framework for
better understanding and identifying the research status,
fundamental questions of this field. However, there are
still some unsolved but crucial challenges that need to be
researched. As follows, we list several open challenges and
future directions worth studying in this field.
Open challenges:
1) Giving a theoretical bound for negative transfer is
crucial for development of this filed.
2) Except for focusing on performance improvement, the
new algorithms should pay more attention to the negative
transfer experiments, following a general index.
3) Understanding negative transfer in more complex
transfer tasks and settings should be addressed in future
researches.
4) Overcoming catastrophic forgetting in fine-tuning
based deep transfer learning.
Future Directions:
1) Source free transfer: As we can see the most current
focus improve source data quality to combat negative trans-
fer. However, another direction to avoid considering source
data quality is to use source free model. Some existing works
actually follow this protocol [103], [104].
2) Unsupervised transferability estimation: Further anal-
ysis into a simple index with unlabeled target data can be
an interesting topic to explore.
3) Positive regression TL: Characterizing and overcom-
ing negative transfer in regression TL problems.
4) Positive interpretable TL: Interpretable transfer learn-
ing with negative transfer prevention.
5) Robust open compound TL: Domain adaptation with
noise detection and class matching in open compound target
domain.
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