In this paper we present our genomic and proteomic sequence alignment algorithm, DASH, which Since our algorithm is highly parallel, we have developed dedicated hardware which we will present in a companion paper [4] , and a distributed version of our software (DDASH), which we expect to provide linear speedup on a cluster.
Introduction
Much has been published regarding genomic and proteomic searching. An over-simplified summary could be that a number of algorithm developments, such as FastA/P, NCBI-BLAST (BLAST) versions 1 [5] and 2, FLASH [6] and CAFE [7] , have progressively resulted in speed improvements of around three to four orders of magnitude over a complete search algorithm, such as Smith-Waterman. In general, each successive speed improvement has been at the expense of sensitivity. This process has been largely driven by database size (and hence search time) increasing faster than Moore's Law (which relates to the rate of increase in computational power over time). This successive replacement of search algorithms with faster and less sensitive ones has serious consequences for biologists. It is recognised that relatively few biologists have a good understanding of what is likely to be omitted by a particular search algorithm [8] .
The DASH Algorithm
We have developed the Diagonal Aggregating Search Heuristic (DASH) algorithm [9] with this dilemma in mind. This has culminated in a three stage algorithm. First, nongapped alignments (diagonals) are identified with the aid of an indexed version of the database. Second, these diagonals are aggregated where possible by performing global DP alignment of the regions between them. Finally, DP is performed at each end of the aggregated diagonals. This process, and the regions of DP are illustrated in figure 1 , where the products of each stage are appropriately numbered. The reduction in DP load can clearly be seen in that the bands around the non-gapped alignments are not evaluated.
Query sequence filtering in DASH is performed by excluding from the first stage those k-tuples which occur excessively often. This frequency information is stored in, and pertains to each division of the database. This results in a localised filtering algorithm, which takes into account localised sequence frequency aberrations in the database, without penalising the sensitivity of the entire search. A second effect is to allow extension of alignments over excluded regions, since neither the query or subject sequences are altered. Hence DP is able to cover any sequence segments which have been filtered.
To reduce the incidence of outrageously scored low complexity sequences, DASH scores nucleotide alignments involving approximate matches (e.g. N vs G) differentially to exact matches (e.g. G vs G). 
Measuring Sensitivity From a User's Perspective
We have developed a sensitivity metric which is designed to mimic the satisfaction of biologists actually using an on-line search facility. We consider the optimal alignments returned by Smith-Waterman as our benchmark. Only the most significant alignment against any given sequence of the database is considered, since that determines the relative rank of the alignment in the results. From the top, it is tested whether they occur perfectly in the results of the program being scrutinised. As soon as an omission, or partial omission is identified, testing stops. The rank reached is recorded as the sensitivity score. Thus we measure the rank above which we trust that the algorithm has not omitted an alignment. This is illustrated in figure 2 . Program A omits part of the fourth alignment of the reference results, and thus scores three. Program B omits the entirety of the fifth alignment, and so scores four. The order of alignments is not considered.
We also use an alternative metric, to demonstrate that the performance of DASH is not dependent on a single measure. Here the benchmark is the twenty five most statistically significant alignments obtained by Smith-Waterman. We measure the percentage coverage by each program against this benchmark. In this way, we assess both complete and partial matches.
Results
To verify the DASH algorithm, we performed a comparison of both speed and sensitivity, using Smith-Waterman as a benchmark. Two hundred random complete sequences were selected from a draft of the Human Genome [10] for nucleotide, and the same number from genpept[11] for protein. The Smith-Waterman results were obtained using the seqaln [12] program, our DDASH distribution framework, and approximately 300 CPU days of the APAC and SAPAC super computer facilities. BLAST 2.2.6 results were also obtained for comparison. In all cases, the databases were loaded completely into RAM.
It is clear that for both protein and nucleotide searching DASH is capable of searching an order of magnitude faster than BLAST, while actually improving sensitivity (table 1 and figures 3, 4, 5 and 6, modes 1 and 2). For the DASH modes which approach the run time of BLAST (i.e. modes 3 and 4), even greater improvements in sensitivity are observed. Figure 7 shows the sensitivity of BLAST and DASH using the alternative metric, demonstrating that the performance of DASH is not dependent on a single measure.
BLAST frequently misses alignments as soon as the first or second rank, particularly for certain classes of nucleotide searches. This is in part due to the query sequence filtering employed by BLAST in its default mode of operation. When the filtering excludes significant portions of the query sequence BLAST tends to fragment alignments which would cover those regions. In light of this, we also considered the 130 cases where BLAST did not filter. BLAST then achieves considerably higher scores (median of 10 versus 2, and mean 19.17 versus 12.11).
DASH in contrast, pushes the median scores beyond the twentieth to twenty-fifth ranks. This represents a marked improvement over existing sequence filtering algorithms, such as [13] - [17] .
Finally, figure 8 reveals that the speedup of DASH over BLAST depends on the query sequence length. Investigation reveals that this is related to a large static time component (around 7 seconds for nucleotide). It is our understanding that a large fraction of searches submitted fall into the sub 500 residue size range, suggesting that typical speed up in a production environment will be much more than ten times. A similar relationship exists for protein, however with greater variability due to the increased DP load involved. 
Conclusions & Future Directions
In the light of these results, we conclude that DASH is faster than BLAST by an order of magnitude. DASH simultaneously offers greatly improved sensitivity for nucleotide and, significantly improved sensitivity for protein searching. The localised query filtering regime does not suffer from the problems introduced by existing popular filtering algorithms.
We also plan to continue work on our distributed version (DDASH). This environment has been designed to utilise heterogeneous computing nodes connected by commodity networks. This applies to distributed networks of UNIX, Linux, Windows, MacOS-X as well as dedicated clusters. We plan continue to refining our already light weight communication protocol, to further reduce latency induced overheads. We expect to obtain near linear speed up with number of processors. This is an area for future research.
