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Abstract
In this article we study the relation between the eigenstates of open rational spin 1
2
Heisen-
berg chains with different boundary conditions. The focus lies on the relation between the
spin chain with diagonal boundary conditions and the spin chain with triangular boundary
conditions as well as the class of spin chains that can be brought to such form by certain
similarity transformations in the physical space. The boundary driven Symmetric Simple
Exclusion Process (open SSEP) belongs to the latter. We derive a transformation that maps
the eigenvectors of the diagonal spin chain to the eigenvectors of the triangular chain. This
transformation yields an essential simplification for determining the states beyond half-filling.
It allows to first determine the eigenstates of the diagonal chain through the Bethe ansatz on
the fully excited reference state and subsequently map them to the triangular chain for which
only the vacuum serves as a reference state. In particular the transformed reference state, i.e.
the fully excited eigenstate of the triangular chain, is presented at any length of the chain.
It can be mapped to the steady state of the open SSEP. This results in a concise closed-
form expression for the probabilities of particle distributions and correlation functions in the
steady state. Further, the complete set of eigenstates of the Markov generator is expressed
in terms of the eigenstates of the diagonal open chain.
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1 Introduction
Since Sklyanin’s formulation of the quantum inverse scattering method for integrable open spin
chains [1] there is a precise recipe to construct local Hamiltonians and transfer matrices of such
models. The construction is based on solutions to the Yang-Baxter equation (R-matrices) as
well as solutions to the boundary Yang-Baxter equation (K-matrices) and naturally generalises
the quantum inverse scattering method for closed spin chains, see e.g. [2] for an overview. The
framework allows to solve integrable models using the algebraic Bethe ansatz; the algebraic
version of the coordinate Bethe ansatz which goes back to [3] for the closed and to [4, 5] for the
open Heisenberg chain.
The ordinary algebraic or coordinate Bethe ansatz is applicable if the magnon number of
the spin chain is a conserved quantity. In particular this is the case for the open Heisenberg spin
chain with diagonal boundary conditions. In this case the magnons (excitations) of the chain
are the up-spins in the sea of down-spins or vice versa. However, if this symmetry is broken the
algebraic Bethe ansatz has to be modified. Here we are dealing with the rather well studied case
of triangular boundary conditions. The eigensystem of such open chains was studied within the
algebraic Bethe ansatz in [6, 7], see also [8]. For the coordinate Bethe ansatz we refer the reader
to [9]. The Hamiltonian of the triangular chain that we study in this article is of the form
H∆ = p σ
[1]
3 +∆σ
[1]
+ +
N−1∑
k=1
(
~σ[k] · ~σ[k+1] − I
)
+ q σ[N ]3 . (1.1)
Here σ[i]3,± denote the Pauli matrices with σ± =
1
2(σ1 ± iσ2) at site i while p, q,∆ are complex
parameters and I denotes the identity matrix. If ∆ = 0 we recover the Hamiltonian of the
diagonal chain. We remark that the triangular spin chain is governed by a homogeneous Baxter
equation which is the same as for the diagonal case. As a consequence the energy spectra coincide,
however, the eigenvectors differ for the two types of spin chains!
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∆
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Figure 1: Overview of the energy spectrum and eigenvectors of the open spin chain Hamiltonians
with diagonal and triangular boundaries as well as the class of chains that can be brought to a
triangular form by a similarity transformation of type SG.
The class of spin chains that can be solved using these methods does not only include the
open spin chains with triangular boundaries but also all spin chains that can be brought to such
form, i.e. that are triangularisable, by certain similarity transformations in the quantum space.
More precisely, all integrable spin chains with a nearest neighbor Hamiltonian H˜∆ that is related
to H∆ via
H∆ = c1 S
−1
G H˜∆ SG + c0 , (1.2)
belong to this class. Here c1 and c0 are complex parameters. Further, the similarity transforma-
tion in the 2N -dimensional quantum (physical) space denotes the N -fold tensor product of a
non-degenerate 2× 2 matrix
SG = G⊗G⊗ . . .⊗G . (1.3)
Such transformation may change the boundary terms of the Hamiltonian but leaves the bulk
terms invariant. Obviously the energy spectrum or equivalently the Baxter equation is unchanged
by such similarity transformation. The eigenvectors are obtained from the ones of the triangular
chain by multiplying them with the transformation matrix SG in (1.3). The relations between
the spectrum and eigenvectors of the spin chains discussed here are summarised in Figure 1. We
notice already at this stage that our table would be more uniform if there was a relation between
the eigenstates of the diagonal and triangular chain which is similar to the relation between the
eigenstates of the triangular and triangularisable chains. Such relation between |ψ0m〉 and |ψ
∆
m〉
will be presented in the next Section 2.
A prominent example of a spin chain that can be brought to a triangular form is the one
underlying the Symmetric Simple Exclusion Process (SSEP) with reservoirs, see e.g. [10, 11] for
an overview. Of particular interest in these types of non-equilibrium processes are its properties
in the steady state, i.e. the state which remains steady in time when evolved by the Markov
generator. For an introduction we refer the reader to [12] and [13]. The Markov generator of the
open SSEP can be mapped to the Hamiltonian of an open Heisenberg spin chain whose boundary
terms can be brought to a triangular form, see in particular [14] for a presentation within the
quantum inverse scattering method as well as [15, 16]. The knowledge of the open spin chain
spectrum has been used in [16] to compute the scaling behavior in length of the energy gap
between the steady state and the first excited state. The steady state of the open SSEP can be
computed using the DEHP matrix product ansatz [13] which however does not directly refer to
the integrable structure of the process. Naturally one would expect that the steady state can be
constructed using the Bethe ansatz in [6, 7]. This is indeed the case but as observed in [14] the
steady state corresponds the state built from the maximal number of excitations on the vacuum
reference state. The corresponding Bethe roots are non-trivial and an analytic construction of
the Bethe vector in terms of creation operators on the reference state seems out of reach. In fact,
there is only one reference state known for the triangular open spin chain and not two as in the
diagonal case. As we will see, the steady state corresponds to the other, fully excited, reference
state.
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In the following we provide a method which allows to construct the eigenstates of the open
spin chain with triangular boundary conditions |ψ∆m〉 from the corresponding eigenstate of the
open spin chain with diagonal boundaries |ψ0m〉, cf. Figure 1. Keeping in mind that in the case
of the diagonal open chain the eigenstates |ψ0m〉 can be determined from two possible reference
states we never have to solve Bethe equation beyond half-filling to determine the eigenstates
of the triangular chain. As a consequence, the method is particularly powerful to study the
fully excited reference state as there are no Bethe equations to be solved. We give an explicit
formula for it and show how it relates to the steady state of the open SSEP. The representation
found for the steady state turns out to be particuarly convenient to compute its components
and correlation functions in closed form.
The paper is structured as follows. In Section 2.1 we review some basics about the transfer
matrix construction of open spin chains within the quantum inverse scattering method focusing
on diagonal and triangular K-matrices. In Section 2.2 we present and prove a relation between
the eigenstates of the triangular and diagonal chain involving the elements of the monodromy
matrix. The formula relating the eigenvectors can be further simplified by taking the limit of
large spectral parameter. This is discussed in Section 2.3. In Section 3 we apply the method
presented in Section 2 to derive a closed-form expression for an eigenvector of the triangular
chain. This eigenvector corresponds to the other, fully excited, reference state of the diagonal
chain and is directly related to the steady state of the open SSEP. We review the open SSEP in
Section 4.1 and give the precise relation to the eigensystem of the triangular chain in Section 4.2.
This section also contains a closed form expression for the probabilities and correlation functions
in the steady state. We conclude in Section 5. The appendix is dedicated to the computation of
the eigenvalue of the reference state (Appendix A), the algebraic Bethe ansatz for the diagonal
chain (Appendix B) and also contains a brief summary of the DEHP matrix product ansatz for
the open SSEP (Appendix C).
2 The triangular spin chain
In this section we study the relation between the eigenvectors of open Heisenberg spin chains
with diagonal and triangular boundary conditions. First, in Section 2.1, we review the quantum
inverse scattering method for open spin chains following [1, 2]. We discuss how the Hamiltonian
in (1.1) is obtained from the transfer matrix and write down Baxter’s TQ equation along with
the Bethe equations. In Section 2.2 we spell out the relation between the eigenvectors of the two
types of spin chains and provide a proof of it. This relation (2.16) can be seen as the main result
of the paper as most of what is discussed afterwards follows from it. In particular the relation
(2.33) obtained in Section 2.3 emerges in the limit of large spectral parameter where the action
of the transfer matrix becomes local.
2.1 Quantum inverse scattering method
In this section we review some basics of the quantum inverse scattering method for open Heisen-
berg spin chains. We construct the transfer matrix, derive the Hamiltonian (1.1) and briefly
discuss the Bethe ansatz.
The R-matrix of the Heisenberg XXX spin chain is well known. It is defined in terms of the
spectral parameter x ∈ C and the permutation operator as
R(x) = x+ P , with P =
2∑
i,j=1
eij ⊗ eji , (2.1)
and satisfies the Yang-Baxter equation. Here we introduced the elementary 2 × 2 matrices eij
defined via (eij)kl = δikδjl. They can be expressed in terms of the Pauli matrices introduced
earlier and the 2 × 2 identity matrix. For our purposes it is often more convenient to work
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with the elementary matrices. The R-matrix in (2.1) naturally acts on the tensor product of
two spaces Ra,b(x) ∈ End(C2 ⊗ C2) denoted by a and b. This allows to define the spin chain
monodromies via
Ma(x) = Ra,1(x) · · ·Ra,N (x) , Mˆa(x) = Ra,N (x) · · ·Ra,1(x) . (2.2)
Here the R-matrices Ra,i(x) are multiplied in the common so-called auxiliary space Va = C2
while the N -fold tensor product is taken in the so called quantum space V = V1⊗ . . .⊗VN such
that Ra,i(x) acts non-trivially on Vi which corresponds to i-th spin chain site.
After having introduced the single-row monodromies it is common to define the double-row
monodromy which involves one K-matrix Kˆ(x) that acts trivially in the quantum space and
non-trivially in the auxiliary space
Ua(x) =Ma(x)Kˆa(x)Mˆa(x) . (2.3)
We focus on the case where the K-matrix Kˆ(x) is diagonal and of the form
Kˆ(x) =
(
1 + qx 0
0 1− qx
)
, (2.4)
with the boundary parameters q ∈ C. As discussed below, we can always bring the K-matrix to
such a diagonal form. The double-row monodromy defined in (2.3) then satisfies the boundary
Yang-Baxter equation. Finally we can define the transfer matrix by taking the trace in the
auxiliary space of the product of the K-matrix K(x;∆) and the double-row monodromy. It
reads
T∆(x) = traKa(x;∆)Ua(x) , (2.5)
whereKa(x;∆) only act non-trivially in the auxiliary space and is defined by the upper triangular
matrix
K(x;∆) =
(
1 + p(x+ 1) ∆(x+ 1)
0 1− p(x+ 1)
)
. (2.6)
Here p and ∆ are boundary parameters p,∆ ∈ C. When setting ∆ = 0 we recover the transfer
matrix for the diagonal chain T0(x). For later purposes it is convenient to write the triangular
transfer matrix in terms of the diagonal one. We have
T∆(x) = T0(x) + ∆(x+ 1) C(x) , (2.7)
where C(x) denotes the lower left entry of the double-row monodromy matrix in the 2 × 2
auxiliary space
Ua(x) =
(
A(x) B(x)
C(x) D(x)
)
. (2.8)
Here, along with the matrix C(x), we defined A(x), B(x) and D(x) that act on the quantum
space V .
The transfer matrix defined in (2.5) commutes with itself at different values of the spectral
parameter [T∆(x), T∆(y)] = 0 and thus generates a commuting family of matrices. The near-
est neighbor Hamiltonian of the open triangular spin chain (1.1) can be extracted by taking
the logarithmic derivative of the transfer matrix at the point where the R-matrix becomes a
permutation [1], i.e. x = 0. We find
H∆ =
∂
∂x
log T∆(x)|x=0 − (2N − 1)I , (2.9)
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with the identity matrix denoted by I. The transfer matrix introduced in (2.5) can be diago-
nalised using the algebraic Bethe ansatz as presented in [7]. The reference state is given by
|ψ∆0 〉 =
(
1
0
)
⊗ . . .⊗
(
1
0
)
, (2.10)
and the eigenvalue equation for the transfer matrix (2.5) can be written as
T∆(x)|ψ
∆
m〉 = Λm(x)|ψ
∆
m〉 , (2.11)
where m = 0, 1, 2, . . . , N .
A few comments are in order:
(i) For ∆ = 0 the variable m denotes the magnon number, i.e. the number of excitations on
the reference state (2.10).
(ii) For ∆ 6= 0 the eigenstates do not contain a fixed number of excitations. They are overlaps
of states with k excitations where k = 0, 1, . . . ,m. This follows from the block triangular
structure of the transfer matrix, cf. [7].
(iii) For every m in (2.11) we have
(N
m
)
eigenvectors and eigenvalues. We assume that they are
all non-degenerate but suppress an extra index to distinguish them.
The eigenvalues of the transfer matrix can be obtained from the algebraic Bethe ansatz and
are expressed in terms of the Baxter TQ equation. The latter reads
Λm(x) = (1 + xp)(1 + xq)
2
2x+ 1
(x+ 1)2N+1
Qm(x− 1)
Qm(x)
+ (1− (x+ 1)p)(1 − (x+ 1)q)
2
2x+ 1
x2N+1
Qm(x+ 1)
Qm(x)
.
(2.12)
Here we introduced Baxter Q-functions Qm(x) written in terms of the Bethe roots xi as
Qm(x) =
m∏
i=1
(x− xi)(x+ xi + 1) . (2.13)
For Λm(x) to be an eigenvalue of the transfer matrix the Bethe roots have to satisfy the Bethe
equations
(1 + xip)(1 + xiq) (xi + 1)
2N
(1− (xi + 1)p)(1 − (xi + 1)q)x2Ni
=
∏
k 6=i
(xi − xk + 1)(xi + xk + 2)
(xi − xk − 1)(xi + xk)
, (2.14)
where i = 1, . . . ,m. We note that the eigenvalues Λm(x) are independent of ∆ and stress again
that the Baxter equation (B.4) for the triangular chain coincides with the Baxter equation for
the diagonal chain. The eigenvectors however depend on ∆ and differ from the eigenvalues of
the diagonal chain. In particular it is easy to show that the other reference state of the diagonal
chain
|ψ0N 〉 =
(
0
1
)
⊗ . . .⊗
(
0
1
)
, (2.15)
is not an eigenstate of the transfer matrix of the triangular chain T∆(x) if ∆ 6= 0. So far the
Bethe ansatz can only be performed using the reference state |ψ∆0 〉 in (2.10). As a consequence,
one has to solve the Bethe equations form = N in order to compute the eigenstate |ψ∆N 〉, see also
Appendix B for further details. We compute this state explicitly in Section 3 using a different
approach outlined in the following subsections.
We further remark that in [6] the matrix K was diagonal and Kˆ triangular. This chain is
related to our case by a similarity transformation SG. This can be shown using that the R-matrix
commutes with the tensor product of any non-degenerate matrix G, i.e. [R(x), G ⊗ G] = 0. It
follows that the eigenvalues of the transfer matrices coincide up to a reparametrisation of the
boundary parameters and only the eigenvectors change as discussed in Section 1.
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2.2 Eigenvector construction of the triangular chain
In the following we propose a formula to construct the eigenvectors of the triangular transfer
matrix T∆ from the eigenvectors of the diagonal transfer matrix T0 of equal eigenvalues, cf. (2.7).
As mentioned in the introduction, one can determine the diagonal chain’s eigenvectors using the
Bethe ansatz on two different reference states. Once this is done, we can use the construction
presented below to obtain the corresponding eigenvector of the triangular chain. In partilcular,
this yields a simplification for the reference states beyond half-filling.
Let |ψ0m〉 be an eigenvector of the transfer matrix T0(x) of eigenvalue Λm(x). The eigenvector
|ψ∆m〉 of the triangular transfer matrix T∆(x) corresponding to the same eigenvalue Λm(x) can
then be obtained via
|ψ∆m〉 =
m∑
k=0
∆k Gkm,ǫ(x)|ψ
0
m〉
∣∣∣∣
ǫ=0
, (2.16)
where
Gm,ǫ(x) = (x+ 1) [(Λm(x) + ǫ) I − T0(x)]
−1 C(x) . (2.17)
Here we introduced the parameter ǫ in order to make the inverse of the block diagonal operator
Λm(x) − T0(x) well defined. However since this operator never acts on |ψ0m〉 in (2.16) and the
spectrum of T0 is assumed to be non-degenerate we can set ǫ = 0 in the end without any
subtleties. Further we note that (2.16) only holds as long as C(x) is non-zero. In particular,
this excludes the point x = 0 where the double-row monodromy is proportional to the identity
matrix and thus C(0) vanishes.
The relation in (2.16) can be shown by acting with the transfer matrix T∆ as written in (2.7)
on the states |ψ∆m〉. We find
T∆(x)|ψ
∆
m〉 = (T0(x) + ∆(x+ 1) C(x)) |ψ
∆
m〉
= T0(x)|ψ0m〉+
m∑
k=1
∆k
(
(x+ 1)C(x)Gk−1m,ǫ + T0(x)G
k
m,ǫ
)
|ψ0m〉|ǫ=0
+∆m+1(x+ 1)C(x)Gmm,ǫ|ψ
0
m〉|ǫ=0
= Λm(x)|ψ0m〉+ (Λm(x) + ǫ)
m∑
k=1
∆kGkm,ǫ|ψ
0
m〉|ǫ=0
= Λm(x)|ψ∆m〉 .
(2.18)
Here we used the identity
[(Λm(x) + ǫ)I − T0(x)]Gkm,ǫ(x)|ψ
0
m〉 = (x+ 1)C(x)G
k−1
m,ǫ (x)|ψ
0
m〉 , (2.19)
which follows from the definition of Gkm,ǫ in (2.17) and the relation
C(x)Gmm,ǫ(x)|ψ
0
m〉|ǫ=0 = 0 . (2.20)
The latter follows from the fact that the operator C(x) lowers the magnon number while the
transfer matrix T0 is block diagonal and does not change the magnon number. This can be
expressed in terms of the commutation relations
[T0(x), etot22 ] = 0 , [C(x), e
tot
22 ] = C(x) , (2.21)
where etot22 =
∑N
i=1 e
[i]
22 measures the magnon number. As as consequence we find that G
m
m,ǫ(x)|ψ
0
m〉|ǫ=0
is proportional to the ground state |ψ∆0 〉 in (2.10) since e
tot
22 G
m
m,ǫ(x)|ψ
0
m〉|ǫ=0 = 0 and thus is an-
nihilated by C(x). This concludes the proof of (2.16).
We remark that the eigenvalues Λm(x) and eigenvectors |ψ0m〉 can be obtained explicitly
using the standard Bethe ansatz. The algebraic Bethe ansatz is summarised in Appendix B.
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Further, we point out that the eigenvectors |ψ∆m〉 are independent of the spectral parameter.
Consequently, when expanding in terms of the spectral parameter, it is sufficient to consider
only the term proportional to the identity as all other terms will vanish. Further we stress that
the construction at this level only relies on the relation (2.7) and the explicit form the transfer
matrices has not been used. We thus remark that a slightly modified equation should hold for
the XXZ chain. Here the term proportional to ∆ will be a trigonometric function of x, cf. [17, 18]
where the Bethe ansatz is discussed.
In the next section we send the spectral parameter x to infinity where the action of the
operators A(x), B(x), C(x) and D(x) in the double-row monodromy becomes local.
2.3 Large x limit
In the previous subsection we have introduced a map from the eigenvectors of the diagonal chain
to the eigenvectors of the triangular chain which depends on the spectral parameter x although
the final result does not, see (2.16). In this subsection we take the limit x→∞ where the action
of the operator Gkm,ǫ(x) becomes local and remove the parameter ǫ.
In order to take the limit limx→∞ Gkm,ǫ(x) in (2.16) we take a closer look at the large x
expansion of the entries in the double-row monodromy. We begin with the diagonal part which
appears in the diagonal transfer matrix in the denominator of Gkm,ǫ(x). In terms of the entries
of the double-row monodromy the transfer matrix T0(x) can be written as
T0(x) = A(x) +D(x) + (x+ 1)p (A(x)−D(x)) . (2.22)
The entries of the double-row monodromy A(x) and D(x) are polynomials of degree 2N + 1 in
the spectral parameter
A(x) =
2N+1∑
i=0
Ai x
i , D(x) =
2N+1∑
i=0
Di x
i . (2.23)
For our purposes it is enough to compute the coefficients in x for the first three leading orders.
At leading order x2N+1 the operators A(x) and D(x) are proportional to the identity. We simply
get
A2N+1 = q , D2N+1 = −q . (2.24)
At sub-leading order the coefficients are diagonal but not proportional to the identity. We find
the local form
A2N = 1 + 2q
N∑
i=1
e
[i]
11 , D2N = 1− 2q
N∑
i=1
e
[i]
22 . (2.25)
Finally, at sub-sub-leading order we obtain the bi-local expressions
A2N−1 = 2
N∑
i=1
e
[i]
11 + 2q
∑
i6=j
e
[i]
11e
[j]
11 + q
N∑
i=1
(
e
[i]
11 − e
[i]
22
)
, (2.26)
D2N−1 = 2
N∑
i=1
e
[i]
22 − 2q
∑
i6=j
e
[i]
22e
[j]
22 + q
N∑
i=1
(
e
[i]
11 − e
[i]
22
)
. (2.27)
We can now write down the large x expansion of the transfer matrix T0 as given in (2.22). It
reads
T0(x) = 2pqx2N+2 + 2pq(N + 1)x2N+1+
+ 2
[
(1 +Np)(1 +Nq) + 2pqetot22
((
etot22 −N
)
−
1
q
−
1
p
)]
x2N + . . . .
(2.28)
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Evidently the first two orders in the expansion of the diagonal transfer matrix are proportional to
the identity matrix. At order x2N we observe a dependence on the the operator etot22 introduced in
Section 2.2 which measures the magnon number. The expansion of the diagonal transfer matrix
immediately allows us to read of the expansion of its eigenvalues Λm as etot22 acts diagonally
on the eigenvectors etot22 |ψ
0
m〉 = m|ψ
0
m〉. Thus we conclude that at leading order in the spectral
parameter x the difference that appears in the denominator of Gm,ǫ(x) takes the form
Λm(x)− T0(x) = 4pq
(
m− etot22
)((
m−N + etot22
)
−
1
q
−
1
p
)
x2N + . . . . (2.29)
We now turn to the large x expansion of C(x). By definition C(x) is a polynomial of degree
2N − 1 in the spectral parameter
C(x) =
2N−1∑
i=0
Ci x
i . (2.30)
In this case it is enough to consider the leading order in x. By expanding the single-row mon-
odromies we find the bi-local expression
C2N−1 = 2
N∑
i=1
e
[i]
12 + 2q
∑
i<j
e
[i]
12e
[j]
11 − 2q
N∑
i>j
e
[i]
22e
[j]
12 . (2.31)
Assuming that the highest coefficients in (2.29) and (2.31) are not vanishing we can take the
limit x→∞ of Gm,ǫ(x). We obtain
lim
x→∞
Gm,ǫ(x) =
[
4pq
(
m− etot22
)((
m−N + etot22
)
−
1
q
−
1
p
)
+ ǫ
]−1
C2N−1 . (2.32)
This yields an expression for the eigenvectors of the triangular chain without a spectral param-
eter. We can further simplify this expression by reordering the individual terms in the matrix
powers (limx→∞ Gm,ǫ(x))k. To do so, we note that the operator C2N−1 satisfies the commutation
relation [etot22 , C2N−1] = −C2N−1, cf. (2.21). As a consequence we can commute the diagonal part
in (2.32) through all operators C2N−1 and act on the eigenstate of the diagonal transfer matrix
|ψ0m〉. The parameter ǫ can subsequently be removed. The relation between the eigenvectors of
the triangular and the diagonal spin chain can then be written as
|ψ∆m〉 =
m∑
k=0
1
k!
(
∆
4pq
)k Γ (2m−N − 1
p
− 1
q
− k
)
Γ
(
2m−N − 1
p
− 1
q
) Ck2N−1|ψ0m〉 . (2.33)
Here the fraction of Gamma functions can be evaluated using Γ(x+1) = xΓ(x). This expression
is much simpler than the spectral parameter dependent cousin in (2.16) as the action of the
operator C2N−1 is bi-local. Further the explicit dependence on the eigenvalue Λm(x) disappeared
and only a dependence on the magnon number remains, cf. (2.29). This observation is equivalent
to the fact that the expansion of the Baxter equation in (B.4) does not contain any Bethe roots
up to the order of the spectral parameter that we are interested in.
In the next section we evaluate (2.33) explicitly for the casem = N and derive the eigenvector
of the triangular transfer matrix |ψ∆N 〉 that corresponds to the other reference state |ψ
0
N 〉 of the
diagonal transfer matrix defined in (2.15) in closed form.
3 Evaluation of the transformed reference state |ψ∆N 〉
We have seen in the previous section that the eigenvectors of triangular open spin chain can be
obtained from the eigenvectors of the diagonal open spin chain. While the mapping defined in
(2.16) depends on the explicit form of the eigenvalue Λm(x), we derived an alternative formula
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by taking the large x limit that can be found in (2.33). In this section we study the eigenvector
|ψ∆N 〉 that is obtained from the reference state of the diagonal transfer matrix |ψ
0
N 〉 in (2.15)
which is not an eigenvector of the transfer matrix T∆(x) for ∆ 6= 0. We stress that in this case
m = N the eigenstate is known explicitly for any N and also the corresponding eigenvalue can
be computed explicitly. This is not the case for other eigenvectors of the diagonal transfer matrix.
The latter are non-trivial but can be determined by e.g. the Bethe ansatz [1], cf. Appendix B.
For the reference state |ψ0N 〉 in (2.15) with m = N one finds the eigenvalue equation
T0(x)|ψ0N 〉 = ΛN (x)|ψ
0
N 〉 , (3.1)
with the transfer matrix eigenvalue explicitly given by
ΛN (x) =
2(1 + x)1+2N (1− px)(1 − qx) + 2x1+2N (1 + p(x+ 1))(1 + q(x+ 1))
1 + 2x
, (3.2)
see Appendix A for the derivation. We remark that ΛN (x) is by construction a polynomial in
the spectral parameter x. The corresponding energy eigenvalue that can be obtained using the
expression for the Hamiltonian (2.9) is
E0N = −p− q . (3.3)
The knowledge of the explicit form of the eigenvalue and the eigenvector in (3.1) allows us
to apply formula (2.16) which depends on the eigenvalue. Here, however, we focus on the eigen-
value independent relation (2.33). The spectral parameter independent form (2.33) is convenient
for analytic computations as the action of the appearing generators is at most bi-local. The
evaluation of the eigenvector |ψ∆N 〉 then boils down to computing the entries of the vector |ψ
∆
N 〉
obtained from (2.33) for m = N , i.e.
|ψ∆N 〉 =
N∑
k=0
1
k!
(
∆
4pq
)k Γ (N − 1
p
− 1
q
− k
)
Γ
(
N − 1
p
− 1
q
) Ck2N−1|ψ0N 〉 . (3.4)
As we will see the result can conveniently be written in terms of excitations on the reference
state |ψ0N 〉 of the diagonal chain. Our final result reads
|ψ∆N 〉 =
N∑
h=0
∑
1≤i1<i2<...<ih≤N
H∆(i1, . . . , ih) e
[i1]
12 · · · e
[ih]
12 |ψ
0
N 〉 , (3.5)
with the coefficients explicitly given by
H∆(i1, . . . , ih) =
(
∆
2pq
)h h∏
k=1
1 + q(ik + h− k −N)
N − 1
p
− 1
q
− k
. (3.6)
The derivation is presented in detail in the following two subsections.
3.1 Coordinate form of |ψ∆N 〉
In this and the next subsection we derive the explicit representation (3.5) and the coefficients
(3.6) of the transformed reference state |ψ∆N 〉.
To do so, we write |ψ∆N 〉 in terms of excitations on the reference state |ψ
0
N 〉. To not confuse
these excitations with the ones introduced in Section 2.1 we will call them holes. A configuration
of holes on the reference state |ψ0N 〉 is then denoted by
|Ih〉 = e
[i1]
12 · · · e
[ih]
12 |ψ
0
N 〉 . (3.7)
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|(1, 2, 3)〉
|(2, 3)〉
|(1, 3)〉
|(1, 2)〉
|(1)〉
|(2)〉
|(3)〉
|I0 = ∅〉
F(Ih; i)
Figure 2: Hasse diagram for the case N = 3. The filling function is associated to each arrow. For
example, we get F(2, 3; 1) = 2(1 + 2q) for the arrow pointing from |(2, 3)〉 towards |(1, 2, 3)〉. A
path P(iσ(1), . . . , iσ(h)) for a given permutation σ ∈ Sh connects |I0〉 to a state |Ih〉 along the
direction of the arrows. The matrix element 〈Ih|Ch2N−1|I0〉 is obtained by summing over all such
paths or equivalently permutations.
Here ik with k = 1, . . . , h denotes the position of the kth hole and the ordered set Ih is defined
via
Ih = (i1, . . . , ih) with 1 ≤ i1 < . . . < ih ≤ N. (3.8)
The cardinality of Ih yields the number of holes |Ih| = h and for the case of h = 0 we recover the
reference state |I0〉 = |ψ0N 〉. We further note that the vectors |Ih〉 with 1 ≤ i1 < . . . < ih ≤ N
and h = 0, 1, . . . , N span a basis of the quantum space V . To derive the form of the transformed
reference state (3.5) we insert the identity matrix expressed in this basis into our initial formula
for |ψ∆N 〉 in (3.4). We find
|ψ∆N 〉 =
N∑
h=0
∑
1≤i1<...<ih≤N
〈Ih|C
h
2N−1|I0〉
h!
(
∆
4pq
)h Γ (N − 1
p
− 1
q
− h
)
Γ
(
N − 1
p
− 1
q
) |Ih〉 . (3.9)
It remains to evaluate the matrix elements 〈Ih|Ch2N−1|I0〉. As presented below, this can be done
by deriving the action of the operator C2N−1 on the |Ih〉.
Using the explicit expression for C2N−1 in (2.31) we find that C2N−1 acting on |Ih〉 yields a
sum of terms with an additional hole at every possible position i, denoted by |Ih ∪ (i)〉, as long
as the position i is not yet already occupied by a hole i /∈ Ih. The operator C2N−1 thus raises
the number of holes by one and its action on |Ih〉 can be written as
C2N−1|Ih〉 =
N∑
i=1
[1− wi(Ih)]F(Ih; i)|Ih ∪ (i)〉 . (3.10)
Here we defined the function wi(Ih) that returns wi(Ih) = 1 if there is a hole at position i and
wi(Ih) = 0 if not. It can be written as the sum
wj(Ih) =
h∑
k=1
δik,j . (3.11)
A direct computation shows that the coefficients of the basis vectors |Ih∪ (i)〉 in (3.10) are given
in terms of the filling function
F(Ih; i) = 2

1 + q N∑
j=i+1
(2wj(Ih)− 1)

 . (3.12)
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It is convenient to visualise the action of C2N−1 in a Hasse diagram, see Figure 2 for the case
with N = 3 spin chain sites. The nodes of the diagram represent the basis vectors |Ih〉 with
h = 0, 1, 2, 3. Here the basis vectors |Ih〉 on each level of the diagram have a fixed number of
holes. The operator C2N−1 then lowers the level. It maps a given state |Ih〉 to an overlap of all
states that are pointed at by the arrows and originate from |Ih〉. To each arrow from |Ih〉 to
|Ih ∪ (i)〉 we associate the filling function F(Ih, i).
In order to compute the action Ch2N−1|I0〉 we define the function
P(iσ(1), . . . , iσ(h)) =
h−1∏
k=0
F(iσ(1), . . . , iσ(k); iσ(k+1)) , (3.13)
which corresponds to a path from |I0〉 to |Ih〉 on the Hasse diagram. For a given state |Ih〉 there
are h! different paths originating from |I0〉. They are labelled by a permutation σ ∈ Sh. The
coefficient of Ch2N−1|I0〉 that is proportional to |Ih〉 is then obtained by summing over all possible
paths or equivalently over all permutations. We obtain
〈Ih|C
h
2N−1|I0〉 =
∑
σ∈Sh
P(iσ(1), . . . , iσ(h)) . (3.14)
Remarkably we can further simplify (3.14) by summing up the permutations. We obtain
〈Ih|C
h
2N−1|I0〉 = 2
hh!
h∏
α=1
(1 + q(iα + h− α−N)) , (3.15)
and immediately arrive at (3.5). This last step is shown in the next subsection.
3.2 Summing over permutations
In the following subsection we show that the sum over the permutations in (3.14) can be simpli-
fied to the simple product spelled out in (3.15).
By construction the coefficients 〈Ih|Ch2N−1|I0〉 written in terms of the sum over the permuta-
tions in (3.14) satisfy the recursion relation
〈Ih|C
h
2N−1|I0〉 =
h∑
k=1
F(Ih \ (ik); ik)〈Ih \ (ik)|C
h−1
2N−1|I0〉 , (3.16)
which relates two neighboring levels of the Hasse diagram. Here Ih \ (ik) denotes the ordered set
Ih \ (ik) = (i1, . . . , ik−1, ik+1, . . . , ih). The sum runs over all possibilities to build the state |Ih〉
from the level with h− 1 holes.
To show that (3.14) coincides with (3.15) we first validate that this is the case for h = 0. In
both cases we find
〈I0|C
0
2N−1|I0〉 = 1 . (3.17)
It then remains to verify that the recursion relation (3.16) is satisfied by the coefficients (3.15).
To do so we first remark that we can evaluate the sum in the filling function
F (Ih \ (ik); ik) = 2 (1 + q(2(h− k) + ik −N)) , (3.18)
keeping in mind that i1 < . . . < ih. When substituting this form of F (Ih \ (ik); ik) into (3.16)
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along with with the coefficients given in (3.15) we confirm that
h∑
k=1
F (Ih \ (ik); ik)〈Ih \ (ik)|C
h−1
2N−1|I0〉 = 2
h(h− 1)!
h∑
k=1
(1 + q(2(h − k) + ik −N))
×
[
k−1∏
j=1
(1 + q(ij + h− 1− j −N))
h∏
j=k+1
(1 + q(ij + h− j −N))
]
= 2hh!
h∏
j=1
(1 + q(ij + h− j −N))
= 〈Ih|C
h
2N−1|I0〉 .
(3.19)
The relation above relies on the identity
h∑
k=1
1 + q(2(h− k) + zk −N)
1 + q(zk + h− k −N)
k−1∏
j=1
1 + q(zj + h− 1− j −N)
1 + q(zj + h− j −N)
= h , (3.20)
which holds for any zk ∈ C. It can be shown by taking
zk = k − h+N −
1
q
+
1
1− z˜k
. (3.21)
One finds
h∑
k=1
1 + q(2(h − k) + zk −N)
1 + q(zk + h− k −N)
k−1∏
j=1
1 + q(zj + h− 1− j −N)
1 + q(zj + h− j −N)
=
h∑
k=1
(1 + h− k + (k − h)z˜k)
k−1∏
j=1
z˜j
= h+
h∑
k=2
(1 + h− k)
k−1∏
j=1
z˜j +
h−1∑
k=1
(k − h)
k∏
j=1
z˜j
= h .
(3.22)
This concludes the proof of the eigenvector formula (3.5) with the coefficients (3.6) for |ψ∆N 〉.
4 Some implications for the open SSEP
In this section we apply our results to the Symmetric Simple Exclusion Process with reservoirs
(open SSEP). For this purpose we first review the relation among the triangular spin chain defined
in Section 2.1 and the open SSEP in Section 4.1. We closely follow the reference [14]. Our results
are then presented in Section 4.2. Here we give a new representation of the eigenvectors and
in particular the steady state (4.13), the components of the steady state (4.20) and the steady
state correlation functions (4.26) of the open SSEP using the results derived in the previous
sections for the triangular chain.
4.1 The open SSEP in the framework of the QISM
The symmetric simple exclusion process with reservoirs is generated by the Markov matrix
H˜ = H˜L1 +
N−1∑
k=1
(Pk,k+1 − I) + H˜
R
N , (4.1)
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where the permutation operator can be expressed in terms of the Pauli matrices via Pk,k+1 =
1
2(~σ
[k] · ~σ[k+1] + I) and the boundary terms read
H˜L =
(
−α γ
α −γ
)
, H˜R =
(
−δ β
δ −β
)
. (4.2)
The Markov matrix in (4.1) can be identified with the Hamiltonian of an open Heisenberg chain
and thus we will also refer to it as the Hamiltonian of the open SSEP. It describes a process
where particles may hop to the left and right in the bulk with rate “1”, while particles are
inserted at the left (right) of the chain at rate α (δ) and removed at rate γ (β). These particles
can be identified with the magnons introduced in Section 2.1.
The open SSEP can be formulated within the framework of the quantum inverse scattering
method. The underlying transfer matrix is constructed as explained in Section 2.1 using different
boundary K-matrices
T˜ (x) = tra K˜a(x)U˜a(x) with U˜a(x) =Ma(x)
˜ˆ
Ka(x)Mˆa(x) . (4.3)
The single row monodromies were defined in (2.2). The K-matrices are naively neither triangular
nor diagonal. They are of the form
K˜(x) =
(
1 + (x+ 1)(γ − α) 2(x+ 1)γ
2(x+ 1)α 1 + (x+ 1)(α− γ)
)
,
˜ˆ
K(x) =
(
1 + x(β − δ) 2xβ
2xδ 1 + x(δ − β)
)
(4.4)
and satisfy the boundary Yang-Baxter equation. The transfer matrix constructed from these
K-matrices is related to the Hamiltonian in (4.1) via
H˜ =
1
2
(
∂
∂x
log T˜ (x)|x=0 − (2N − 1 + α+ β + δ + γ) I
)
. (4.5)
It follows that the transfer matrix commutes with the Hamiltonian and that they share the same
set of eigenvectors.
In general it is rather involved to obtain the eigenvectors of such spin chains where the K-
matrices do not have any non-vanishing entries. However for the open SSEP it is known that the
problem can be mapped to the triangular spin chain, see [6, 14–16]. More precisely introducing
the transformation matrix
Γ =
(
− 1
α+γ
β
β+δ
1
α+γ
δ
β+δ
)
, (4.6)
one finds that T∆ is similar to T˜ , i.e.
T∆(x) = S
−1
Γ T˜ (x)SΓ , (4.7)
where SΓ = Γ ⊗ Γ ⊗ . . . ⊗ Γ and we identified the parameters of the triangular chain with the
ones of the open SSEP via
p = −(α+ γ) , ∆ = 2
(α+ γ)(αβ − γδ)
β + δ
, q = −(β + δ) . (4.8)
We assume that this indentification of the parameters holds throughout the remaining part of this
section. The identification for the transfer matrices in (4.7) follows noting that the K-matrices
in (4.4) satisfy
Γ−1K˜(x)Γ =
(
1− (x+ 1)(α+ γ) 2(x+1)(α+γ)(αβ−γδ)
β+δ
0 1 + (x+ 1)(α + γ)
)
, (4.9)
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and
Γ−1 ˜ˆK(x)Γ =
(
1− x(β + δ) 0
0 1 + x(β + δ)
)
, (4.10)
as well as the invariance relation [R(x),Γ⊗ Γ] = 0 holds.
As a consequence the Hamiltonian of the open SSEP (4.1) can be brought to the triangular
form given in (1.1) under the identification of the parameters in (4.8). The transformation (1.2)
is defined through
c1 = 2 , c0 = α+ β + γ + δ , G = Γ , (4.11)
with the matrix Γ defined in (4.6).
In the next subsections we define the eigenstates in terms of the transformed reference
state |ψ∆N 〉, discuss the representation of the steady state, its components and the steady state
correlation functions that arises from it.
4.2 Eigenvectors, steady state and correlation functions
Given the relation of the transfer matrix of the open SSEP and the transfer matrix of the triangu-
lar chain in (4.7) we can express the eigenvectors of the open SSEP in terms of the eigenvectors
of the triangular chain (which we had previously expressed in terms of the eigenvectors of the
diagonal chain). We have
T˜ (x)|ψ˜m〉 = Λ˜m(x)|ψ˜m〉 , (4.12)
with Λ˜m(x) = Λm(x) and
|ψ˜m〉 = SΓ|ψ∆m〉 . (4.13)
Here we assume the identification of the parameters as given in (4.8).
Of particular interest is the steady state which is a null vector of the open SSEP Hamilto-
nian in (4.1). This should be the case for the state with m = N , see e.g. [14]. In fact, this is
straightforward to verify. The eigenvalue of the Hamiltonian follows from (4.5) together with
the energy eigenvalue of the triangular chain spelled out in (3.3). Under the identification of the
parameters in (4.8) one finds
H˜|ψ˜N 〉 = 0 , (4.14)
which is the defining relation for the steady state.
As mentioned above, the magnons in Section 2.1 are now interpreted as particles such that the
occupation number at site i is given by the local magnon number mi at site i. The probabilities
to find a configuration m1, . . . ,mN in the steady state are simply given by the components of
the eigenvector
P(m1, . . . ,mN ) = 〈m1, . . . ,mN |ψ˜N 〉 . (4.15)
Here 〈m1, . . . ,mN | denotes the state with magnon number mi at the ith site, cf. Section 2.1. In
particular we have 〈0, . . . , 0| = |ψ∆0 〉
t. This matches with [19] where “1” denotes a particle and
“0” an empty site. The probabilities can then be computed case by case using the DEHP matrix
product ansatz as summarised in Appendix C or in principle, as discussed in the introduction,
by Bethe ansatz.
In the following we take a different route to obtain the probabilities (4.15) and derive an
analytic expression for it. First we validate that the probabilities are properly normalised, i.e.∑
{mi}=0,1
P(m1, . . . ,mN ) = 〈1, . . . , 1|ψ∆N 〉 = 1 . (4.16)
This can be shown using the identification in (4.8) and the relation
(〈0| + 〈1|) Γ = 〈1| . (4.17)
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Next we insert the explicit expression for the transformed reference state in (3.5) with the
coefficients in (3.6) into the definition of the probabilities (4.15). This representation allows us
to derive an exact form of the probabilities for arbitrary N . Noting that the action of the matrix
Γ in (4.6) on the basis vectors can be written as
〈m|Γ =
(−1)m+1
α+ γ
〈0|+
(
δ
β
)m β
β + δ
〈1| , for m = 0, 1 , (4.18)
we obtain
〈m1, . . . ,mN |SΓ =
δmβN−m
(β + δ)N
N∑
h=0
(
−
β + δ
β(α+ γ)
)h ∑
1≤i1<...<ih≤N
(
−
β
δ
)∑h
k=1
mik
〈i1, . . . , ih| ,
(4.19)
with m =
∑N
i=1mi and 〈i1, . . . , ih| defined as the transposed vectors in (3.7). This immediately
yields the expression for the probabilities. After using the identification in (4.8) we find
P(m1, . . . ,mN ) =
N∑
h=0
(1− ρb)N−h (ρa − ρb)
h
∑
1≤i1<...<ih≤N
M(i1 . . . , ih;m1, . . . ,mN ) , (4.20)
with the coefficients simply given by
M(i1 . . . , ih;m1, . . . ,mN ) = (−1)
∑h
k=1
mik
(
δ
β
)m−∑h
k=1
mik
h∏
k=1
ik + h− k −N − 1β+δ
N − k + 1
α+γ +
1
β+δ
. (4.21)
Further we have introduced the densities of the left and right reservoirs
ρa =
α
α+ γ
, ρb =
δ
β + δ
. (4.22)
In particular for ρa = ρb = ρ the only term that survives in the sum of for the probabilities
in (4.20) is the one with h = 0. In this case the system is in equilibrium and we recover the
Bernoulli measure at density ρ, i.e. P(m1, . . . ,mN ) = (1− ρ)N−mρm , cf. [19].
We can also obtain an analytic expression for the steady state correlation functions. These
can be defined as
〈i1 · · · ik〉 =
∑
{mj |j 6=i1,...,ik}=0,1
P(m1, . . . ,mN )
∣∣∣∣
mi1=...=mik=1
. (4.23)
Here we fixed the particle numbersmi1 = . . . = mik = 1 and sum over the different configurations
at the remaining sites. This sum in (4.23) can be written in terms of the vector |ψ∆N 〉 in (3.5)
with the identifications in (4.8) as
〈i1 · · · ik〉 = 〈I0|Γ
[i1] · · ·Γ[ik]|ψ∆N 〉 , (4.24)
with 〈I0| = 〈1, . . . , 1| and where we have used the projection property of the matrix Γ given in
(4.17). Noting that the action of the remaining matrices Γ can be written as
〈I0|Γ[i1] · · ·Γ[ik] =
k∑
j=0
1
(α+ γ)j
δk−j
(β + δ)k−j
∑
1≤w1<...<wj≤k
〈iw1 , . . . , iwj | , (4.25)
we obtain an explicit formula for the k-point correlation function with arbitrary N . We find
〈i1 · · · ik〉 =
k∑
m=0
(ρb − ρa)
m(ρb)
k−m
∑
1≤l1<...<lm≤k
m∏
r=1
ilr +m− r −N −
1
β+δ
N − r + 1
α+γ +
1
β+δ
. (4.26)
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In particular, for k = 1, this gives the well known expression for the steady state density profile
〈i〉 =
ρa
(
N + 1
β+δ − i
)
+ ρb
(
i− 1 + 1
α+γ
)
N + 1
α+γ +
1
β+δ − 1
. (4.27)
This result has been obtained using the DEHP ansatz in [20]. Higher point correlations were
given in [21] where also a recursion relation which relates k points to k− 1 points can be found.
However, to our knowledge, closed-form expressions as given in this section for the particle
distributions (4.20) and correlations (4.26) in the steady state have not appeared previously in
the literature.
5 Conclusions
In this article we have presented formulas for the eigenvectors of the open Heisenberg spin
chain with triangular boundary conditions in terms of the eigenvectors of the open spin chain
with diagonal boundary conditions. The relation with and without the spectral parameter are
given in (2.16) and (2.33). In general for the eigenstates beyond half-filling our method allows
to use the symmetries of the diagonal transfer matrix where eigenstates can be obtained from
the Bethe ansatz on two different reference states. Further we got an explicit expression for the
transformed reference state |ψ∆N 〉 in (3.5) and (3.6) which we obtained by acting on the reference
state of the diagonal chain |ψ0N 〉 with the generators of the Yangian and without solving any
Bethe equations.
We then argued that the eigenstates of the open SSEP can be obtained from the eigenstates
of the triangular and thus from the eigenstates of the diagonal open spin chain. The transformed
reference state |ψ∆N 〉 was shown to yield the steady state for which we deduced the probabilities
for a given configuration in a closed form (4.20) and also derived an exact expression for the
correlation functions (4.26). Remarkably, to our knowledge, such concise expressions were not
obtained previously in the literature.
It would be interesting to study whether similar results can be obtained for the XXZ chain
and the open ASEP whose Hamiltonian and Markov generator are known to be related by a
similarity transformation, see e.g. [10]. The algebraic Bethe ansatz for triangular spin chains of
this type have been studied in [17, 18] and the DEHP ansatz works for ASEP without any major
changes. One would expect that the algebraic expressions for the eigenvectors in Section 2.2 do
immediately carry over to the trigonometric spin chain. The main difference compared to the
case studied here is that the R-matrix is no longer gl(2) invariant which we have used to bring
the transfer matrix of the open SSEP to a triangular form.
We expect that the method straightforwardly generalises to higher spin Heisenberg chains. In
particular it would be very interesting to study the non-compact case which was recently shown
to be related to a stochastic process without exclusion in [22], see also [23] for the asymmetric
version for which however no integrable stochastic boundary conditions are known. So far we
have only investigated some of the microscopic properties for the SSEP that arise from the
new representation of the transformed reference state. It would be interesting to study the
macroscopic limit and the role of duality.
We further remark that in the framework of the QISM the probabilities of the configurations
in the steady state can be interpreted as some sort of scalar product. The latter have been studied
extensively and one may expect that one may be able to obtain yet another representation of
the components of the steady state. It could be interesting to employ the method of separation
of variables, see e.g. [24] as well as [25] and references therein.
Another promising direction is to apply the method presented in the article to other models
that can be solved by a DEHP matrix product ansatz. In particular it is tempting to investigate
whether one can obtain explicit formulas for the multi-species versions of the SSEP and ASEP
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as well as TASEP, see e.g. [26–28], using the relation to higher rank spin chains for which the
transformed reference state may also be computed exactly.
Finally we hope that the eigenstates of general open spin chains can in some similar way
be related to the triangular case and thus the diagonal case studied here. It is however known
that the this case is rather different to the one studied here. The eigenvectors can be obtained
through the modified Bethe ansatz in [29, 30] and the spectrum is known to be described by an
inhomogeneous TQ-equation, see in particular [31, 32].
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A Eigenvalue of reference state
In this appendix we derive the eigenvalue ΛN (x) of the transfer matrix T0(x) for m = N as
presented in (3.2). First we note that the single row monodromiesM,Mˆ satisfy the Yang-Baxter
relation
Mˆa(x)Rab(x+ y)Mb(y) =Mb(y)Rab(x+ y)Mˆa(x) . (A.1)
This is a consequence of the ordinary RTT-relation
Rab(x− y)Ma(x)Mb(y) =Mb(y)Ma(x)Rab(x− y) . (A.2)
More precisely, we obtain (A.1) when transposing the RTT-relation (A.2) in the first space “a”
and using that
M taa (x) = (−1)
N−1
(
0 −1
1 0
)
Mˆa(−x− 1)
(
0 −1
1 0
)
, (A.3)
which relies on the crossing relation of the R-matrix
Ra,b(z) =
(
0 1
−1 0
)
Rtaa,b(−z − 1)
(
0 1
−1 0
)
. (A.4)
Now we define
M(x) =
(
A(x) B(x)
C(x) D(x)
)
, Mˆ(x) =
(
Aˆ(x) Bˆ(x)
Cˆ(x) Dˆ(x)
)
. (A.5)
The diagonal entries of the double-row monodromy (2.3) can then be written as
A(x) = (1 + xq)A(x)Aˆ(x) + (1− xq)B(x)Cˆ(x) , (A.6)
D(x) = (1− xq)D(x)Dˆ(x) + (1 + xq)C(x)Bˆ(x) . (A.7)
Further from (A.1) we obtain the commutation relations
B(x)Cˆ(x) = Cˆ(x)B(x) +
1
2x+ 1
(
Dˆ(x)D(x) −A(x)Aˆ(x)
)
. (A.8)
We can now compute the action of the of A(x) and D(x) on the reference state. Noting that
A(x)|ψ0N 〉 = Aˆ(x)|ψ
0
N 〉 = x
N |ψ0N 〉 , (A.9)
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D(x)|ψ0N 〉 = Dˆ(x)|ψ
0
N 〉 = (x+ 1)
N |ψ0N 〉 , (A.10)
B(x)|ψ0N 〉 = Bˆ(x)|ψ
0
N 〉 = 0 , (A.11)
we find
A(x)|ψ0N 〉 = (1 + xq)x
2N +
1− xq
2x+ 1
(
(x+ 1)2N − x2N
)
, (A.12)
and
D(x)|ψ0N 〉 = (1− xq) (x+ 1)
2N . (A.13)
This yields the eigenvalue ΛN (x) in (3.2).
B Bethe ansatz for the diagonal spin chain
The eigenvectors of the diagonal transfer matrix T0(x) can be obtained using one of the reference
state |ψ00〉 = |ψ
∆
0 〉 as defined in (2.10) or |ψ
0
N 〉 as given in (2.15) by using the standard algebraic
Bethe ansatz [1]. They are given up to a normalisation in terms of the off-diagonal entries of the
double-row-monodromy (2.8) via
|ψ0m+〉 ∝ C(x
+
1 ) · · · C(x
+
m+
)|ψ0N 〉 , (B.1)
or alternatively
|ψ0m−〉 ∝ B(x
−
1 ) · · · B(x
−
m−
)|ψ00〉 . (B.2)
Here the magnon numbers are denoted asm± = 0, 1, . . . , N and denote the number of excitations
with respect to the chosen reference state. The Bethe roots x±i with i = 1, . . . ,m± are solutions
of the Bethe equations(
1± x±i p
) (
1± x±i q
)(
x±i + 1
)2N
(
1∓
(
x±i + 1
)
p
) (
1∓
(
x±i + 1
)
q
) (
x±i
)2N =
m±∏
k=1
k 6=i
(x±i − x
±
k + 1)(x
±
i + x
±
k + 2)
(x±i − x
±
k − 1)(x
±
i + x
±
k )
. (B.3)
The corresponding eigenvalues of the transfer matrix T0(x) can then be written in terms of the
Baxter equation as
Λ(x) = (1± xp)(1± xq)
2
2x+ 1
(x+ 1)2N+1
Q±(x− 1)
Q±(x)
+ (1∓ (x+ 1)p)(1 ∓ (x+ 1)q)
2
2x + 1
x2N+1
Q±(x+ 1)
Q±(x)
,
(B.4)
with the Q-functions defined as
Q±(x) =
m±∏
i=1
(x− x±i )(x+ x
±
i + 1) . (B.5)
To match the conventions used for the magnon excitations in the main text we have to identify
m = m− = N −m+.
Let us further comment on difference of choosing the representations of the eigevectors
(B.1) or (B.2) in the determination of the transformed reference state |ψ∆N 〉. The transformed
reference state is obtained from |ψ0N 〉 via (3.4). The state |ψ
0
N 〉 can either be obtained from
(B.1) with m+ = 0 or from (B.2) with m− = N . The first case does not require to solve any
Bethe equations and is thus the natural choice. In fact, it seems advantageous to choose the
representation (B.1) to (B.2) as long as m ≥ ⌈N+12 ⌉. This flexibility of choosing (B.1) or (B.2)
is absent in the modified Bethe ansatz approach [7]. When fixing the reference state as in (B.2),
we should recover the Bethe off-shell vector as given in [7] after homogeneously distributing the
transformation defined as part of (2.16) among the operators B(x−i ). It would be interesting to
verify this relation explicitly for arbitrary magnon blocks.
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C DEHP matrix product ansatz
Following [13] we define
P(m1, . . . ,mN ) =
〈W |X1 · · ·XN |V 〉
〈W |(E +D)N |V 〉
, (C.1)
where
Xi = miD + (1−mi)E . (C.2)
Here D denotes an occupied site and E an empty site. The operators D and E satisfy the
commutation relations
DE −ED = D + E . (C.3)
Further at the boundary one imposes the conditions
〈W |(αE − γD) = 〈W | , (βD − δE)|V 〉 = |V 〉 . (C.4)
It is convenient to pick an explicit realisation to compute the probabilities in (C.1). We use the
one proposed in [33]. It is given by the infinite-dimensional matrices
D =


D11 D12 0 · · ·
D21 D22 D23
0 D32 D33
. . .
...
. . . . . .

 , E =


E11 E12 0 · · ·
E21 E22 E23
0 E32 E33
. . .
...
. . . . . .

 , (C.5)
along with the infinite-dimensional vectors
〈W | = (1, 0, 0, . . .) , |V 〉 = (1, 0, 0, . . .)t . (C.6)
The entries of D and E are of the form
Dkk =
α+ δ + (k − 1)(αβ + 2αδ + γδ)
(α+ γ)(β + δ)
, Ekk =
β + γ + (k − 1)(αβ + 2βγ + γδ)
(α+ γ)(β + δ)
,
Dk,k+1 =
α
α+ γ
√
k(λ+ k) , Ek,k+1 =
γ
α+ γ
√
k(λ+ k) ,
Dk+1,k =
δ
β + δ
√
k(λ+ k) , Ek+1,k =
β
β + δ
√
k(λ+ k) ,
with
λ =
α+ β + γ + δ
(α+ γ)(β + δ)
− 1 .
For low length we have checked that (C.1) agrees with our result in (4.20). For this purpose it
is enough to consider sufficiently large matrices D and E of finite size.
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