We investigate the expressive power of first-order quantifications in the context of monadic second-order logic over pictures. We show that k + 1 set quantifier alternations allow to define a picture language that cannot be defined using k set quantifier alternations preceded by arbitrarily many first-order quantifier alternations.
Introduction
In monadic second-order logic (MSO) over finite structures, formulas use first-order quantifications (ranging over elements of the universe) as well as set quantifications (ranging over sets thereof). [MT97, Sch97, Mat99, MST02, Mat02] investigate the effect of the alternation of existential and universal set quantification and show that the depth of this alternation cannot be bounded without loss of expressive power. The proofs are done for a specific class of structures, namely pictures. The upper bound proofs in those papers show that very little use of set quantification is needed. The quantifiers that actually alternate are all first-order. Set quantification is needed for two purposes: The outermost set quantification establishes a specific, uniquely determined coloring, and the innermost set quantification is needed only to replace the horizontal ordering, which itself is not present in the logic. Thus all the formulas constructed in the upper bound proofs can be written in prenex normal form with a quantifier prefix of the form ∃ * {∃, ∀} * ∃ * {∃, ∀} * ,
where ∃ * denotes a block of existential set quantifiers, and ∀ and ∃ denote universal (or existential, respectively) first-order quantifiers. The question whether every MSO formula can be written in this form remains open, see Problem 5.2. This motivates the interest in the power of first-order quantification in the context of MSO. It has been studied in [AFS00, JM01] in the context of graphs. In [AFS00] , the authors suggest the closed MSO alternation hierarchy, which is coarser and more robust than the ordinary MSO alternation hierarchy of [MT97] because it allows to intersperse first-order quantifiers "for free" between set quantifiers. The authors ask whether this hierarchy is strict-a question that is still open. In [JM01] , the authors develop a technique to infer new separation results dealing with the first-order closure. Specifically, they show the following: The non-inclusions (1) (from [Sch97] ) and (2) (from [Mat99] ) are re-proved here (for nontrivial alphabets), see Corollary 2.11. That corollary shows also the non-inclusion (3), which is new. Non-inclusion (4) has been shown for directed graphs in [AFS00, JM01] and is here re-proved (for pictures over a non-trivial alphabet) as Corollary 2.12.
where the set quantifier block in the middle contains only k alternations, and compare their expressive power to formulas with a quantifier prefix of the form {∃, ∀} * {∃, ∀} * , where the set quantifier block contains only k + 1 alternations. The main result of this paper (Corollary 2.11) is that there is a formula of the latter kind that is not equivalent to any of the former kind. Once again, the formula constructed in the proof does not actually use k + 1 set quantifier alternations; it has only two set quantifier blocks-the k + 1 alternations stem from the first-order quantifier blocks in between these. The lower bound proof is based on the block product introduced in [RT89] , which, by [Str94] , allows to characterize the effect of first-order quantifiers on the syntactic monoid of word languages, see Lemma 4.3. The application to pictures (as opposed to words) follows the same approach as [MT97, MST02, Mat99, Mat02] : The common essential idea to show that a picture language L cannot be defined by a formula class F is the following: may be regarded as a word language over the m-fold Cartesian product of the alphabet. Then we show that, for a sufficiently large m, the complexity of that height-m fragment (wrt. some suitable complexity measure of word languages) is too high, so that L cannot be defined by a F -formula.
Typical complexity measures used in [MT97, MST02, Mat99] are firstly the number of states needed for a recognizing non-deterministic finite automaton and, secondly, the length of the shortest word of a (unary) word language. This paper is the first one in which the used complexity measure is the group complexity of the syntactic monoid.
2 Basic Notions
Pictures
Let Γ be a finite alphabet. A non-empty picture of size (m, n) over Γ (where m, n ≥ 1) is an m×n-matrix over Γ. If p is a non-empty picture of size (m, n), we denote the length n (i.e., the number of columns) by |p|, the height m (i.e., the number of rows) by p, and the domain {1, .., m}×{1, .., n} by dom(p). The component at position (i, j) ∈ dom(p) is denoted p i, j . The set of non-empty pictures over Γ is denoted Γ +,+ . A set of non-empty pictures is called a picture language. If p and q are non-empty pictures with p = q, then the non-empty picture that results by appending q to the right of p is denoted pq. This partial operation is called the column concatenation. Picture languages must not contain the empty picture. Nevertheless, when we assemble picture languages by column concatenation, it is often convenient to have a neutral element. That is why we consider a special, distinct empty picture which we denote ε and for which height, width, domain, and size are not defined. For every (empty or non-empty) picture p, we define pε = εp = p. Column concatenation is lifted to sets of pictures as usual. For every set L of pictures, the iterated column concatenation is defined by L 0 = {ε} and L i+1 = L i L and every i ≥ 0. The set of all non-empty pictures of height m over alphabet Γ is denoted Γ m,+ , and Γ m, * abbreviates Γ m,+ ∪ {ε}. Let p be a non-empty picture over Γ and m = p. We frequently consider each column of p as a letter of the new alphabet Γ m . This way, we identify every non-empty picture p with a word of length |p| over alphabet Γ m . For a set of pictures L and m ≥ 1 we define the height-m fragment (denoted L[m]) as the set of these words over alphabet Γ m .
Pictures over Attributes Alphabets
While in general the nature of an alphabet Γ is indifferent, it will be technically convenient to have certain notions for the case that Γ is of the form {0, 1} I for a finite set of so-called attributes. That means that each letter a ∈ Γ is a mapping I → {0, 1}. If a ∈ {0, 1} I and J ⊆ I, then restr J (a) = a ↾ J is the restriction of a to a J-indexed family. The mapping restr J is an alphabet projection from {0, 1} I → {0, 1} J , which is lifted to pictures and picture languages the usual way. The alphabet projection ex J : {0, 1} I → {0, 1} I\J is defined by ex J = restr I\J .
Furthermore, we define for every µ ∈ I the mapping
It is an alphabet projection, too, and it is lifted to pictures and picture languages the usual way. Typically, each attribute corresponds to a free variable in a formula (see next section). With regard to sentences (i.e., formulas without free variables), it is therefore consequent to allow also the empty attribute set, so by convention, {0, 1} ∅ is some fixed singleton alphabet, and restr ∅ denotes the alphabet projection to that singleton alphabet.
Monadic Second-Order Formulas
We describe our conventions for formulas. We will be concerned with a fixed signature with two binary successor predicates S 1 , S 2 and with the specific class of structures associated to non-empty pictures. Let J, K be two disjoint sets of attributes, which we use as indices of variables. We use first-order variables x ν with ν ∈ K and set variables X µ with µ ∈ J. Atomic formulas are of the form X µ x ν (for µ ∈ J and ν ∈ K), or S 1 x µ x ν , or S 2 x µ x ν , or x µ = x ν (for µ, ν ∈ K). Formulas are assembled in the usual way using the boolean connectives as well as first-order quantification (∃x ν ϕ or ∀x ν ϕ) and set quantification (∃X µ ϕ or ∀X µ ϕ).
Pictures as Models
Let J, K be two disjoint attribute sets. Set I = J ∪ K. Let Unique I,K be the set of those non-empty pictures p over alphabet {0, 1}
I such that for all ν ∈ K there is exactly one position (i, j) ∈ dom(p) with p i, j (ν) = 1. Let p ∈ Unique I,K , say with size (m, n). Let ϕ be a formula with free set variables in {X µ | µ ∈ J} and free first-order variables in {x ν | ν ∈ K}. To p, we associate the grid structure with universe {1, .., m}×{1, .., n} and an assignment (X p µ ) µ∈J , (x p ν ) ν∈K to the free variables in the following way:
We write p |= ϕ iff this assignment makes ϕ true in the structure with universe {1, .., m}×{1, .., n}, where the predicates S 1 and S 2 are interpreted as the vertical and horizontal successor relation, respectively, i.e., S 2 x 1 x 2 asserts that x 2 is the horizontal successor of x 1 . That means, p |= S 2 x 1 x 2 iff there exist i, j , i, j + 1 ∈ dom(p) such that x p 1 = i, j and x p 2 = i, j + 1 . Another notation convention will be convenient. Let ϕ and p be as above. Suppose that ν 1 , . . . , ν n ∈ K are attributes of first-order variables. If a 1 , . . . , a n ∈ dom(p), then, by abuse of notation, we write p,
iff ϕ is made true in the structure from above, where the assignment for the attributes {ν 1 , . . . , ν n } is provided by setting x p ν j = a j for every j ∈ {1, .., n}. Let Mod I,K (ϕ) = {p ∈ Unique I,K | p |= ϕ}. We write Mod(ϕ) rather than Mod I,K (ϕ) if I, K are clear from the context; typically I (or K) is the set of those attributes that may appear as indices of free variables (or free first-order variables, respectively) of ϕ, or any superset thereof. Indeed we have the following remark, which shows that adding an element to the attribute set does not make that much of a difference:
Remark 2.1 Let I be an attribute set, K ⊆ I, and µ ∈ I\K. If ϕ is a formula with indexes of free variables in I\{µ}, then
The concept of existential set quantification is captured by the alphabet projection on picture languages in the following sense, motivating the notation ex {µ} for the alphabet projection.
Remark 2.2 Let I be an attribute set, K ⊆ I, and µ ∈ I\K. If ϕ is a formula with indexes of free variables in I, then
Two formulas ϕ, ψ are equivalent iff Mod(ϕ) = Mod(ψ). Note that our notion of equivalence implicitly refers to the class of pictures and is thus coarser than logical equivalence. A formula ϕ defines a picture language L over alphabet {0, 1}
J if ϕ has no free first-order variables, the free set variables of ϕ are among (X µ ) µ∈J , and Mod J,∅ (ϕ) = L. We use the following convention for variable substitution. Let ϕ be a formula. Let X 1 , . . . , X m (and x 1 , . . . , x n ) be set variables (or first-order variables, respectively). Note that we do not require that all free variables of ϕ are among these, but typically, this is the case. We may write ϕ(X 1 , . . . , X m , x 1 , . . . , x n ) instead of ϕ in order to pick these variables for a later substitution. If we later write ϕ(X
n , then this denotes the formula that results from ϕ by replacing each indicated variable from the first variable tuple by the respective variable from the latter. For example, if we introduce the formula ϕ as ϕ(x 1 , x 2 ), then by ϕ(x 2 , x 1 ) we mean the formula that results from ϕ by exchanging the occurrences of x 1 and x 2 .
Example 2.3 The first-order formula top(x) := ¬∃y(S 1 yx) asserts for a position x that it is in the top row. Similarly, left(x) := ¬∃y(S 2 yx) and right(x) := ¬∃y(S 2 xy) assert that x is in the leftmost (or rightmost, respectively) column.
Then X cld is the only free set variable of ψ. The formula ψ asserts that X cld is closed under horizontal successors. In other words, for a non-empty picture p over alphabet {0, 1} {cld} we have that p |= ψ iff every row of the picture pr cld (p) is in 0 * 1 * . Let
Then ψ asserts that position x ′ is right to x. More precisely: for a non-empty picture p and two positions i, j , i
Consider the formula right(x) from the preceding example. Let
Then ϕ ′ is equivalent to ϕ.
The formula ϕ from Example 2.4 will be abbreviated as x ≤ 2 x ′ and will be needed later. The above is a standard example of how to use set quantification to express the horizontal ordering, which we do not have in the signature.
Quantifier Alternation Classes
In this section we define the formula classes that are characterized by the structure of their prenex normal form wrt. blocks of existential or universal set quantifiers or first-order quantifiers. A first-order formula is a formula that does not make use of set quantification. The class of first-order formulas is denoted FO. For a class F of formulas, let co-F be the class of formulas ¬ϕ with ϕ ∈ F . Let F be a class of formulas. The Remark 2.6 Let F ⊇ FO is a class of formulas closed under conjunction and ϕ ∈ F . Then there is a formula ϕ ′ ∈ F such that ∃x µ ϕ is equivalent to ∃X µ ϕ ′ .
By the standard calculation rules of predicate logic and by the above remark, we have the following.
Remark 2.7 Let k ≥ 1 and ϕ be a Π
Syntactic Congruence and Syntactic Monoid
Let L be a word language over alphabet Γ. The syntactic congruence ≡ L is defined as follows: For two words x, y ∈ Γ * we define x ≡ L y iff for all u, v ∈ Γ * we have uxv ∈ L ⇔ uyv ∈ L. The syntactic monoid M(L) of L is the quotient of Γ * by this congruence, i.e., M(L) consists of all congruence classes of the syntactic congruence of L. A comprehensive introduction to the concept of syntactic monoids of word languages can be found in many text books, see e.g. [Pin86] (especially Section 2.4.) or [Str94] (especially Theorem V.1.3). A group contained in a semigroup S is a subsemigroup of S that is a group. If G is a group contained in a monoid M, the neutral element of G may or may not be the same as that of M. A submonoid of a monoid M is a subsemigroup of M that contains the neutral element of M. Let S, T be semigroups. Then S divides T (written S ≺ T ) iff S is a homomorphic image of a subsemigroup of T . Then ≺ is transitive.
Pseudovarieties and Group Complexity
The group complexity was introduced in [KR65] and assigns a non-negative integer c(S) to every semigroup S. We briefly introduce the related notions, see e.g. [Eil76, RS09] . A class V of finite semigroups is a pseudovariety (see [RS09] , Definition 1.2.30) if the following properties hold:
• V contains a one-element semigroup;
• For all semigroups S 1 , S 2 ∈ V we have S 1 × S 2 ∈ V, where S 1 × S 2 is the direct product;
• For all semigroups S, T with S ≺ T and T ∈ V we have S ∈ V.
The following are pseudovarieties:
• the class G of finite groups, and
• the class A of finite aperiodic semigroups.
Definition 2.8 Let S, T be finite semigroups, and let us write S additively. A left action of T on S is a map T × S → S, where the image of (t, s) is denoted ts, that satisfies the following two properties:
• t(s + s ′ ) = ts + ts ′ for every t ∈ T and every s, s ′ ∈ S,
• (tt ′ )s = t(t ′ s) for every t, t ′ ∈ T and every s ∈ S.
For two semigroups S and T , the semidirect product S ⋊T wrt. a given left action is defined as the set S × T with multiplication given by
For two pseudovarieties V and W, the semidirect product V * W is the pseudovariety generated by the semigroups of the form V ⋊ W with V ∈ V and W ∈ W. We define (cf. [RS09] , Definition 4.3.10):
The famous "prime decomposition theorem" of [KR65] asserts that every finite semigroup is in n≥1 C n . Thus for every finite semigroup S, the group complexity c(S) := min{n | S ∈ C n } is well defined. For a regular word language L, the group complexity of L is defined as c(L) = c(M(L)).
Height Fragment Technique and Results
Let P be a class of picture languages over a fixed alphabet Γ and let α be a function that assigns to every regular word language an element from N. We say that
• P is at most k-fold exponential wrt. α if for every L ∈ P we have that α(L[m]) is at most k-fold exponential in m.
• P is at least k-fold exponential wrt. α if there exists
The following remark is immediate. Its contraposition provides a technique to separate two classes of picture languages, given a complexity measure α as above.
Remark 2.9 (Height Fragment Technique) Let P, P ′ be picture language classes. If P ′ ⊆ P and P is at most k-fold exponential wrt. α, then so is P ′ .
We say that a formula class F is at most (or at least, respectively) k-fold exponential wrt.
The following is the main result of this paper and will be proved in Section 4.
, and Σ mon k are both at most and at least k-fold exponential wrt. group complexity.
By Remark 2.9, this implies.
Corollary 2.11 Let k ≥ 1. There is a picture language definable by a Σ For the case k = 1, this is the generalization of Corollary 1.2 to picture languages.
Expressibility Result
In this section we will prove the upper bound part of Theorem 2.10. For this aim, we will construct a picture language whose height-m fragment has group complexity k-fold exponential in m and that is definable in the respective formula classes. The idea is to code large Boolean square matrices with pictures of small height. The picture language then consists of pictures of the form p 1 . . . p n , where p 1 , . . . , p n encode square matrices whose matrix product over the Boolean semiring is not the zero matrix. This way, the syntactic monoid contains the monoid of binary relations, established by the syntactic congruence classes of the encoded matrices. By a result of Rhodes (see Theorem 3.18), that monoid has high group complexity.
Iterated Matrix Multiplication
Let us consider the semiring of m×m-Matrices over the Boolean semiring. Its product · is the standard matrix product.
Lemma 3.1 Let m ≥ 1. Then for every n ≥ 0 and all matrices A 1 , . . . , A n ∈ {0, 1} m×m , we have the following equivalence:
Proof First, we show by induction on n that the following equivalence holds for every n, every k, l ∈ {1, .., n} and all matrices A 1 , . . . , A n ∈ {0, 1} m×m :
This equivalence is immediate for n = 0. Assume that the equivalence holds for some n ≥ 0, and let
Thus the following equivalence chain holds:
This completes the induction. The lemma is now immediate.
Picture Languages Defined by a Regular Top-Row Language
For a non-empty picture p, we define top(p) to be the word of length |p| in the top row, i.e., top(p) = p 1, 1 . . . p 1, |p| . We observe the following.
Proof Let A be a deterministic finite automaton that recognizes L. We may assume w.l.o.g. that the state set Q of A is of the form {0, 1} J for some index set J disjoint from I. Let q 0 ∈ Q be the initial state of A and F ⊆ Q be the set of final states of A. Let ∆ ⊆ Q × Γ × Q be the transition relation of A. We will construct a ∆ mon 1 -formula that asserts that the uniquely determined run of A on the top row of a non-empty input picture is accepting. For this aim, we encode the run into an assignment to free variables (X µ ) µ∈J in the obvious way. Recall the formulas top(x), left(x), and right(x) from Example 2.3. For every a : I → {0, 1}, set
Similarly, for every q : J → {0, 1}, set
Then ϕ asserts, for a non-empty input picture p over alphabet {0, 1} I∪J , that top(restr J (p)) encodes (in the obvious way) the unique run of A on the input word top(restr
Then ψ asserts that for a non-empty input picture over alphabet {0, 1} J that the state encoded in the top right corner is final. Consider the formulas
Both σ and π assert for a non-empty picture p over alphabet {0, 1}
I that the unique run of A on the top row of p reaches a final state, i.e., that its top row is in L. Thus σ and π are equivalent and define top −1 (L). This completes the proof.
Corollary 3.3 Let L ⊆ {0, 1} + be a regular language of non-empty words. Let Γ = {0, 1} I be some attributed alphabet, let µ ∈ I be an attribute. Define top
Proof For every picture p ∈ Γ +,+ we have the equivalence chain
). Now apply Proposition 3.2 to the regular word language pr 
Relativization and Closure Under Concatenation
In this section, we will show the following result: ′ from Examples 2.4, 2.5. For a non-empty picture p and j, j ′ with 1 ≤ j ≤ j ′ ≤ |p| we define p[j, j ′ ] to be the picture that is assembled by the columns j, . . . , j ′ of p. Let J, K be disjoint attribute sets. Let ϕ be a formula with free set variables in {X µ | µ ∈ J} and free first-order variables in {x ν | ν ∈ K}. Let x, x ′ be two fresh first-order variables. Let ϕ ′ be a formula whose free variables are those of ϕ as well as x, x ′ . We say that ϕ ′ relativizes ϕ to x, x ′ iff for all non-empty pictures p ∈ Unique J∪K,K and all j, j ′ ≤ |p| we have p,
Intuitively, ϕ ′ says about the subpicture demarcated by the top-row positions x, x ′ the same as ϕ says about the whole picture. We will need the following obvious remark:
′ . Let p 1 , p 2 be two non-empty pictures of the same size and j, j
Lemma 3.6 For every first-order formula ϕ that does not use the first-order variables
Then columns asserts that X rect is closed under vertical predecessors and successors and hence a union of columns. Recall the formulas top(x) and left(x) from Example 2.3. Set
Intuitively, between asserts for a set X rect and two top-row positions x, x ′ that X rect is the subblock cyclically between the columns marked by the top-row positions x and x ′ . In other words, for j, j ′ , m, n ≥ 1 with j, j ′ ≤ n there exists exactly one picture p of size (m, n) over alphabet {0, 1}
{rect} such that p,
That picture is characterized as follows: If j ≤ j ′ , then pr rect (p) carries a 1 exactly in all positions in the columns j, . . . , j ′ . If j > j ′ , then pr rect (p) carries a 1 exactly in all positions in the columns 1, . . . , j ′ , j, . . . , |p|. We introduce a formula nowrap that asserts that the first case is true.
For every non-empty picture p over {0, 1} {rect} and every j, j ′ ≤ |p| with p,
Let ϕ be a first-order formula that does not use the variables x, x ′ , and X rect . Assume w.l.o.g. that there are no universal quantifications in ϕ. Let the formula ϕ ′ result from ϕ by relativization to X rect , i.e., by successively replacing every first-order quantification of the form ∃xψ by ∃x(X rect x ∧ ψ). Define two formulas σ, π as:
Then σ ∈ Σ mon 1 and π ∈ Π mon 1 . We have for every non-empty picture p and every j, j ′ ≤ |p| that p, A formula class F is relativizable iff for every formula ϕ ∈ F and two fresh first-order variables x, x ′ , there is a formula ϕ ′ ∈ F that relativizes ϕ to x, x ′ .
Lemma 3.7 For every k ≥ 0, the formula class
Proof The proof is by induction on k. For the induction basis, let k = 0 and ϕ ∈ ∆ mon 1 . Then ϕ is equivalent to a formula of the form ∃X 1 . . . X n (ϕ ′ ) as well as to a formula of the form ∀X 1 . . . X n (ϕ ′′ ) for two first-order formulas ϕ ′ , ϕ ′′ . As we have shown in the preceding lemma, there exist a Σ
and π ∈ Π mon 1 . By Remark 3.5 they are equivalent and relativize ϕ to x, x ′ . This completes the proof for the case k = 0. Now assume k ≥ 1 and the claim is true for k − 1 instead of k. Let ϕ ∈ Π 0 k (∆ mon 1 ). Then ϕ is equivalent to a formula of the form
′ . This completes the proof.
In Section 4.3 we will come back to the following observation. See also Remark 2.2.
Remark 3.8 Let F be a class of formulas closed under conjunction and disjunction. The class of Σ mon 1 (F )-definable picture languages is closed under intersection, union, and alphabet projection.
Proof of Lemma 3.9, Claim 1 Let ϕ, ψ ∈ Σ mon 1 (F ) be formulas with Mod(ϕ) = L 1 and Mod(ψ) = L 2 . Let x 0 , x 1 , x 2 , x 3 be four fresh first-order variables. Choose formulas ϕ [x 0 ,x 1 ] and ψ [x 2 ,x 3 ] that relativize ϕ and ψ, respectively. Recall the formulas top(x), left(x), and right(x) from Example 2.3. Choose
Then there exist top-row positions 1, j 0 , 1, j 1 , 1, j 2 , 1, j 3 ∈ dom(p) such that j 0 = 1 and j 1 + 1 = j 2 and j 3 = |p| and
The converse inclusion is similar. This completes the proof of Claim 1.
Proof of Lemma 3.9, Claim 2 Let X = (X µ ) µ∈J be a tuple of set variables and ϕ ∈ F be a formula such that
Mod(∃Xϕ) = L 1 .
Let end be a fresh attribute. Choose ∆ mon 1 -formulas top-in end (0 * 1) and top-in end ({0, 1} * 1) according to Corollary 3.3. Set ϕ
Then next end is a ∆ mon 1 -formula and ϕ ′′′ ∈ Σ mon 1 (F ). We claim that
Let
There exists a picture p ′′ ∈ Mod I ′ (ϕ ′′ ) such that ex J∪{end} (p ′′ ) = p and top(pr end (p ′′ )) ∈ {0, 1} * 1. Pick n ≥ 1 and top-row positions 1, j 1 , . . . , 1, j n such that j 1 < . . . < j n such that these positions are those top-row positions of p ′′ that carry 1 for attribute end. (Note that j n = |p|.)
Let k ∈ {1, .., n}. The position 1, j k−1 + 1 is a position in the picture p ′′ whose S 2 -predecessor either does not exist (in case k = 1) or carries a 1 for attribute end. Thus
Since k has been chosen arbitrarily from {1, .., n}, this implies
This completes the proof of the direction "⊆" of Equation (1)
* 1 for every k), the columns j and j ′ are the start-and end-column of one and the same p We are now ready to prove the result of this section. 
Assembling the Picture Language
For the rest of this section, let F ⊇ ∆ mon 1 be a class of formulas such that the class of Σ mon 1 (F )-definable picture languages is closed under column concatenation, column closure, union and intersection. We will need our results only for the cases provided by Proposition 3.4, i.e., for the case
For a function f : N ≥1 → N ≥1 and an alphabet Γ, the picture language associated to f is defined as
Typically Γ is clear from the context or irrelevant because of Remark 2.1, so we usually omit the second subscript. If f : N ≥1 → N ≥1 is a function, we define another function f +1 :
Remark 3.10 Let us denote the set of all non-empty pictures of length 1 over Γ by
If n ≥ 1 and i, j ∈ {1, .., n}, set code n (i, j) = (i − 1)n + j. Then code n defines a bijection from {1, .., n} × {1, .., n} onto {1, .., n 2 }. If n ≥ 1 and p is a picture of length n 2 over {0, 1}, we define fold n (p) as the n×n-matrix over {0, 1} with fold n (p) i, j = p 1, code n (i, j) for every i, j ∈ {1, .., n}. Every top-row position of a picture p of length n 2 corresponds to exactly one position in the n×n-matrix fold n (p). The intuition for the attributes used in the following lemma is: Picture positions marked by blk (or diag, or end) correspond to the matrix positions in the right column (or on the diagonal, or in the bottom-right corner, respectively).
Proof First, we observe that for every k ≤ |p| the Equivalence (3) is equivalent to
This is because for every k ≤ |p|, we have the equivalence chain: (f (p) + 1)
Then L 0 is Σ mon 1 (F )-definable by Corollary 3.3, Remarks 3.8, 3.10, and Lemma 3.9. For the only-if-direction of the lemma, let p ∈ L 0 . Since p ∈ M + 1 , it may be decomposed into subpictures p = p 1 . . . p n such that for each h ≤ n we have |p h | = f (p) and top(pr blk (p h )) ∈ 0 * 1. This implies (2) for every k ≤ |p|. Since p ∈ M 3 , it may be decomposed into subpictures p = qp ′ 1 . . . p ′ n ′ such that n ′ ≥ 1 and |q| = 1 and top(pr diag (q)) = 1 and for every h ≤ n ′ we have |p ′ h | = f (p) + 1 and top(pr diag (p h )) ∈ 0 * 1. Thus for every k ≤ |p| we have Equivalence (3) and hence (5).
Since p ∈ top −1 end (0 + 1), the position 1, |p| is the only top-row position that carries a 1 for attribute end, thus (by p ∈ M 5 ), the value |p| is the only value for k that fulfills the right sides of both (2) and (3), thus
Thus |p| = f (p) 2 and (4). This completes the proof of the only-if-direction. For the converse direction, let p be a picture over {0, 1}
I such that |p| = f (p) 2 and Equivalences (2)-(4) hold for every k ≤ |p|. Equivalences (2)-(4) and |p| = f (p) 2 imply p ∈ M 5 . Equivalence (4) and |p| = f (p) 2 imply top(pr end (p)) ∈ 0 * 1. From (2) we conclude p ∈ M The intuition that the top-row positions of a picture correspond to square matrix positions is helpful to understand the next lemma, too. Here, the attributes intuitively mean: The attribute inp marks those picture positions where the Boolean "input" matrix carries a one. The attribute piv picks one of those as the "pivot". The attributes row (and col) mark the position on the diagonal that shares the row (or column, respectively) with the pivot position.
Lemma 3.12 Let f : N ≥1 → N ≥1 be a function such that its associated picture language L f is Σ mon 1 (F )-definable. There exists a Σ mon 1 (F )-definable picture language L 7 such that for all pictures p over alphabet {0, 1} {inp,piv,row,col,end} we have: p ∈ L 7 iff |p| = f (p) 2 and there are i, j ≤ f (p) such that for all k ≤ |p| we have
Proof Recall the definition of L f +1 from Remark 3.10. Choose L 0 over the alphabet {0, 1} {diag,end,blk} according to Lemma 3.11. We define the following picture languages over alphabet Γ = {0, 1} {inp,piv,row,col,end,diag,blk} .
Finally, we define the following picture language over alphabet {0, 1} {inp,piv,row,col,end} :
By Corollary 3.3, Remark 3.8, and Lemma 3.9, L 7 is Σ mon 1 (F )-definable. For the only-if-direction, let p ∈ L 7 . For abbreviation, set n = f (p). Pick picturep over Γ such thatp ∈ L 1 ∩ . . . ∩ L 6 and ex {diag,blk} (p) = p. We have to show the claim about the size of p as well as the Implications (6)-(10) for every k ≤ |p|. The choice of L 1 (or rather, of L 0 ) implies |p| = n 2 as well as (6). Implication (7) follows fromp ∈ L 2 . Sincep ∈ L 2 , there exists k piv such that
Choose i, j ≤ n such that k piv = code n (i, j). This ensures Equivalence (8). Similarly, sincep ∈ L 3 , there exist k row such that
Sincep ∈ L 5 , the substring of top(p) demarcated by k piv and k row is in the same of its n blocks of length n, thus we have i = i row . Sincep ∈ L 3 and (5), we have i row = j row . Thus k row = code n (i, i), which proves Equivalence (9). Similarly, sincep ∈ L 4 , there exist k col such that
Sincep ∈ L 6 , the difference |k col − k piv | is a multiple of n, thus j = j col . Sincep ∈ L 4 and (5), we have i col = j col . Thus k col = code n (j, j), which proves Equivalence (10). This completes the proof of the only-if-direction of this lemma.
For the converse direction, let p be a picture over alphabet {0, 1} {inp,piv,row,col,end} such that |p| = f (p) 2 , and let i, j ≤ f (p) such that for all k ≤ |p| we have Implications (6)-(10). Again, we set n = f (p) for abbreviation. Choose picturep over alphabet Γ such that restr {inp,piv,row,col,end} (p) = p and Equivalences (2) and (3) from Lemma 3.11 hold for restr {diag,end,blk} (p) instead of p.
We have to verify thatp
Ad L 1 : The picture restr {diag,end,blk} (p) fulfills Lemma 3.11, (2)-(4), so restr {diag,end,blk} (p) ∈ L 0 , thusp ∈ restr
Ad L 2 : Choose a decomposition p = qrs with |q| = code n (i, j) − 1 and |r| = 1. By (8) we have 1 = p 1, code n (i, j) (piv) = r 1, 1 (piv). From (7) it follows 1 = r 1, 1 (inp). Thus r ∈ top 
Ad L 3 : Similar to L 2 , but apply (5) instead of (7), and (9) instead of (8).
Ad L 4 : Similar to L 2 , but apply (5) instead of (7), and (10) instead of (8). Ad L 5 : Choose a decomposition p = qrs with |q| = min{code n (i, i), code n (i, j)} − 1 and |r| = |code n (i, i) − code n (i, j)| + 1. To complete the proof that p ∈ L 5 , it suffices to show that r ∈ N 5 . In case i ≤ j, the picture r is the infix of p at the columns code n (i, i), . . . , code n (i, j) (inclusively). None of these numbers (except for maybe the last one) is a multiple of n, thus (by (2)) none of the corresponding top-row positions carries a 1 for attribute blk, thus r ∈ top −1 blk (0 * 1 ∪ 0 * ). Furthermore, r 1, code n (i, i) (row) = 1 by (9) and r 1, code n (i, j) (piv) = 1 by (8), which implies r ∈ top Ad L 6 : Choose a decomposition p = qrs with |q| = min{code n (j, j), code n (i, j)} − 1 and |r| = |code n (j, j) − code n (i, j)| + 1. To complete the proof that p ∈ L 6 , it suffices to show that r ∈ N 6 . We have that |code n (j, j) − code n (i, j)| is a multiple of n, thus |r| − 1 is a multiple of n = f (p), hence r ∈ L We have shown p ∈ L 1 ∩ . . . ∩ L 6 , which completes the proof of the lemma.
In the next lemma, we consider a concatenations of a sequence of pictures, each of which encodes a Boolean "input" square matrix in its top row. The marker attributes introduced in the preceding lemmas help to calculate one position of their matrix multiplication of these input matrices.
Lemma 3.13 Consider the alphabet Γ = {0, 1} {inp,end} . Let f : N ≥1 → N ≥1 be a function such that its associated picture language L f is Σ mon 1 (F )-definable. Let L be the picture language over Γ containing all pictures of the form p 1 . . . p n where n ≥ 1 and p 1 , . . . , p n have length f (p) 2 and top(pr end (p h )) ∈ 0 * 1 (for all h ∈ {1, .., n}) and n h=1 fold f (p) (pr inp (p h )) = 0, where the product refers to standard matrix multiplication over the Boolean semiring. Then L is Σ mon 1 (F )-definable.
Proof Set Σ = {0, 1} {inp,piv,row,col,end} . Let L 7 be the picture language over Σ defined in Lemma 3.12. Let Σ +,1 denote the set of pictures of length 1 over Σ. Consider the following picture languages over Σ:
Let L 11 = ex {piv,row,col} (L 10 ). Then L 11 is Σ mon 1 (F )-definable by Corollary 3.3, Remark 3.8, Lemma 3.9, and Lemma 3.12. We claim that L 11 = L. First, let p ∈ L 11 . We will show that p ∈ L. There existsp ∈ L 10 such that p = ex {piv,row,col} (p). Sincep ∈ L + 7 , there exist n ≥ 1 andp 1 , . . . ,p n ∈ L 7 such thatp =p 1 . . .p n . Choose pictures p 1 , . . . , p n over Γ such that for every h ≤ n we have p h = ex {piv,row,col} (p h ). Then p = p 1 . . . p n . Since (by (6)) we have L 7 ⊆ Q, we obtain top(pr end (p h )) ∈ 0 * 1 and thus top(pr end (p h )) ∈ 0 * 1, as required. As a shorthand, we set m = p. By Lemma 3.12, we have |p h | = f (m)
2 for every h ≤ n. Choose i 1 , . . . , i n , j 1 , . . . , j n ≤ f (m) 2 according to Lemma 3.12, i.e., such that for every h ≤ n and every k ≤ f (p) 2 , we havê
Furthermore, choose i n+1 = j n . We claim that
To see this, let h ≤ n. If h = n, we have i h+1 = j h by choice of i n+1 . So we may assume h < n and n ≥ 1. We note thatp hph+1 ∈ Σ * , * NΣ * , * . (If h is odd, this follows fromp ∈ L 9 ; if h is even, this follows fromp ∈ L ′ 9 .) This means thatp hph+1 has an infix r ∈ N. Let l, l ′ ≤ 2f (m) 2 be the start and end positions of that infix r inp hph+1 .
2 . Sincep h ,p h+1 ∈ Q, the only two top row positions of p hph+1 carrying a 1 for attribute end are the rightmost positions ofp h and ofp h+1 . Since r ∈ top −1 end (0 * 10 + (1 ∪ ε)), the infix r overlaps the center ofp hph+1 , i.e., l ≤ f (m) 2 and l ′ > f (m) 2 . Since r ∈ N, we have
By (14) and (16), we have
By (13) and (17), we have
Since r ∈ M we have
We may conclude from (20) that f (m) | i h+1 − j h and hence i h+1 = j h . This completes the proof of (15). For every h ∈ {1, .., n}, choose 2 over Γ such that p = p 1 . . . p n and top(pr end (p h )) ∈ 0 * 1 (for all h ∈ {1, .., n}) and
We claim that there exists a picturep ∈ Σ +,+ with ex {piv,row,col} (p) = p andp ∈ L 10 . By Lemma 3.1, there exist i 1 , . . . , i n ≤ f (m) such that fold m (pr inp (p h )) i h , i h+1 = 1 for every h < n. For every h ≤ n, choosep h as follows:
(The letters ofp h at positions i, k with i = 1 are irrelevant and may be set arbitrarily.) It is straightforward to check thatp h ∈ L 7 for every h ≤ n. We setp =p 1 . . .p n . We havê p ∈ L n 7 . If n = 1, we havep ∈ L 7 ⊆ L 10 . Thus for completing the proof thatp ∈ L 10 , we may assume n ≥ 2 and show thatp ∈ L 9 ∩ L ′ 9 . By definition of Q and L 9 , for showingp ∈ L 9 it suffices to shoŵ
for every odd h < n, whereas forp ∈ L ′ 9 it suffices to show (21) for every even h < n. So for completing the proof thatp ∈ L 10 it suffices to show (21) for every h < n. Let h < n. Let l = code f (m) (i h+1 , i h+1 ) and l ′ = f (m) 2 + l. Then the infix ofp hph+1 from column l to l ′ (inclusively) is indeed in N. This completes the proof thatp ∈ L 10 and thus the proof of the lemma.
Definition 3.14 (Monoid of binary relations) Let n ≥ 1. The monoid B n is the set of binary relations over {1, .., n} together with the usual relation product.
This monoid of binary relations has been studied extensively. We will use it in the lower bound proof (see Section 4). Besides, we use it to state the next lemma a little more general than needed. Proof Let L be defined according to Lemma 3.13. Then L is indeed Σ mon 1 (F )-definable. Let m ≥ 1. Set n = f (m). We claim that the syntactic monoid M (L[m] ) of the height-m fragment of L contains a submonoid isomorphic to B n . If n = 1, this is trivial, so we may assume n ≥ 2. For a relation π ∈ B n , its characteristic matrix is the n×n-matrix A π defined by
For a relation π ∈ B n , we define p π as the picture of size (m, n 2 ) over Γ such that the top row of p π is defined as follows: top(pr end (p π )) ∈ 0 * 1 and fold n (pr inp (p π )) = A π . The letters of p π at positions i, j with i = 1 are irrelevant and may be chosen arbitrarily. First we show that ϕ is a homomorphism. For this aim, we have to show that for every π, τ ∈ B n , the pictures p πτ and p π p τ are syntactically congruent wrt. L[m]. So let π, τ ∈ B n . Let q, r ∈ Γ m, * . We will show that
Assume qp πτ r ∈ L. Each picture of L is a column concatenation of one or more blocks of size (m, n 2 ), each of which is in top −1 end (0 * 1), i.e., demarcated by a 1 for attribute end in its upper right corner. Since qp πτ r ∈ L and p πτ is one of these blocks, the pictures q and r are assembled by zero or more of these blocks. In other words, there are s, s ′ ≥ 0 and pictures q 1 , . . . , q s , r 1 , . . . , r s ′ of size (m, n 2 ) such that q = q 1 . . . q s and r = r 1 . . . r s ′ .
Let · denote standard matrix multiplication over the Boolean semiring. Choose
Since qp πτ r ∈ L and by
which implies qp π p τ r ∈ L. This completes the proof of the direction "⇒" of (22). The other direction is similar. This completes the proof that ϕ is a homomorphism, so it remains to show that ϕ is injective. For every a, b ∈ {1, .., n} we define the square matrix C a,b ∈ {0, 1} n×n by
Recall that n ≥ 2. Then for every π ∈ B n we have
hence for the characteristic matrix A π we have
where 0 denotes the zero matrix of size n×n.
This implies (for q, r with C 1,b = fold n (pr inp (q)) and C a,2 = fold n (pr inp (r))):
This implies π = π ′ . We have shown that ϕ is injective, which completes the proof.
We need the following result:
The formula construction for the above proof is in [Sch97] , except for the observation that the inner quantifier block may be chosen as universal as well as as existential. For a construction including this observation, see [Mat99] , Theorem 2.29.
Lemma 3.17 Let k ≥ 1. There is a k-fold exponential function f and a Σ mon
{inp,end} such that for every m ≥ 1, the syntactic monoid of L[m] contains a submonoid isomorphic to B f (m) .
Proof By the preceding theorem, there is a k-fold exponential function f such that L f is definable in the specified formula class. The class of picture languages definable in Π For the following theorem from [Rho74a] see also the remarks in [RS09] , page 307.
Theorem 3.18 ([Rho74a
{inp,end} is at least k-fold exponential wrt. group complexity.
This is the upper bound part of Theorem 2.10 and the result of this section.
4 Non-Expressibility Result
Some More Notation
In this section, we write a (monoid or semigroup) homomorphism to the right of its argument. Consequently, if η : M → N is a homomorphism, the image of M under η is denoted Mη, and the pre-image of a subset X of N is denoted Xη −1 . If π : N → T is another homomorphism, then ηπ denotes the composition of η and π. We recall some notions in addition to those in Section 2.6. Let L be a word language over Γ. If M is a monoid and η : Γ * → M is a homomorphism such that there exists a subset X ⊆ M with L = Xη −1 , then we say that M and η recognize L. We are only interested in the case that M is finite. The syntactic homomorphism η L : Γ * → M(L) maps every word to its syntactic congruence class. M(L) and η L recognize L. Besides, if η is a homomorphism that recognizes L, then η L factors through η, meaning that there exists a homomorphism θ :
Transition Monoid of an NFA
Let L be recognized by a non-deterministic finite automaton (NFA) A with c states. Using the transition structure of L, one can construct the transition monoid M A of A, which is a monoid with 2 c 2 elements that recognizes L. We sketch this construction from [Pin96] . Let Q be the state set of A and let Γ be its alphabet. Let M A = {0, 1}
Q×Q . M A forms a monoid, with the multiplication given as follows: for all q, q ′′ ∈ Q we set
where sum and product on the right refer to the Boolean semiring. To every letter a ∈ Γ, we assign the element δ a ∈ M A such that for every q, q ′ ∈ Q we have δ a (q, q ′ ) = 1 iff there is a transition from q to q ′ labeled a. The mapping δ : a → δ a induces a monoid homomorphism Γ * → M A . Then L is the pre-image of {(i, f ) ∈ Q × Q | i is initial and f is final} under δ, thus M A and δ recognize L.
A Semantic Equivalent to First-Order Quantification
In this section, let I be an attribute set, K ⊆ I, and Γ = {0, 1}
I . Recall from Remark 2.2 how the alphabet projection ex {µ} corresponds to the set quantification over variable X µ . Similarly, the syntactic concepts of disjunction and negation correspond to union and complementation wrt. Unique I,K , respectively, in the sense that
The next definition and remark present an operation on picture languages that similarly corresponds to the effect of first-order quantification.
Definition 4.1 Let µ ∈ I. Let L be a picture language over alphabet {0, 1} I . Then exfo µ (L) denotes the set of non-empty pictures p over alphabet {0, 1}
I\{µ} for which there exists a picture p ′ ∈ Unique I,{µ} ∩ L such that p = ex {µ} (p ′ ).
Remark 4.2 Let µ ∈ K, let ϕ be a formula, and let x µ be a first-order variable.
Mod I\{µ},K\{µ} (∃x µ ϕ) = exfo µ (Mod I,K (ϕ)).
The Block Product
The block product has been introduced in [RT89] . That block product captures the effect of first-order quantification on the syntactic monoid in the sense of Lemma 4.3 below. Following the presentation of [Str94] , pp. 61-65, we prepare the definition of the block product by introducing bilateral semidirect products. Let S, T be finite monoids, and let us write S additively. Assume a given left action as in Definition 2.8. The action is monoidal if it additionally satisfies:
• 1s = s for every s ∈ S,
• t0 = 0 for every t ∈ T .
Monoidal right actions are defined dually. A left and a right action of T on S are compatible if (ts)t ′ = t(st ′ ) for every t, t ′ ∈ T and every s ∈ S. Given a pair of compatible actions of S on T , we define the bilateral semidirect product S * * T . This is the set S × T with multiplication given by
If M and N are monoids and the underlying left and right actions are monoidal, then the bilateral semidirect product M * * N is indeed a monoid, see [Str94] , Proposition V.4.1. We remark that by [Str94] , Example V.4.b, the semidirect product from Section 2.7 is a special case of the bilateral semidirect product with the right action defined by st = s.
Closely following [Str94] , we can now define the block product. Let M, N be monoids, but this time we will write the products in both of these monoids multiplicatively. The set M N ×N of all maps from N ×N into M forms a monoid under the component-wise product, which we write additively. That is, for F 1 , F 2 : N × N → M we define F = F 1 + F 2 , where F (n 1 , n 2 ) = F 1 (n 1 , n 2 ) · F 2 (n 1 , n 2 ) for all n 1 , n 2 ∈ N. Thus M N ×N is isomorphic to the direct product of |N| 2 copies of M. The identity of this monoid is the map that sends every element of N × N to 1. We define left and right actions of N on M N ×N by (nF )(n 1 , n 2 ) = F (n 1 n, n 2 ), (F n)(n 1 , n 2 ) = F (n 1 , nn 2 ).
It is straightforward to verify that these equations define a pair of compatible left and right actions. The resulting bilateral semidirect product if called the block product of M and N and is denoted M N.
Recall that, for a word language L, we denote its syntactic monoid by M(L).
The following lemma is an adaption of [Str94] , Lemma VI.1.2.
Lemma 4.3 Let I be an attribute set, Γ = {0,
. More precisely, set J = I\{µ} and Σ = {0, 1}
J . Consider the syntactic homomorphisms
, (F, n) → n be the projection homomorphism, and let σ : Σ → Γ be the alphabet mapping that maps every a ∈ Σ to the letter a with a ↾ J = a and a(µ) = 0. We extend σ to a homomorphism Σ m, * → Γ m, * as usual. There exist homomorphisms ζ :
Proof We define the mapping ⊗ : Σ × {0, 1} → Γ the following way:
(Then a = a ⊗ 0 for every a ∈ Σ.) If p ∈ Σ +,+ and q ∈ {0, 1} +,+ are pictures of the same size, we write p ⊗ q for the equally sized picture over Γ with (p ⊗ q) i, j = p i, j ⊗ q i, j for every (i, j) ∈ dom(p).
where F is defined as follows: for all
We extend ζ to a monoid homomorphism ζ : (Σ m σ)
. Then there are
for every l ≤ n. We have
By induction over n one shows that there exists
.
with
Thus we have the following equivalence chain:
iff there is l ≤ n and b 1 , . . . , b m ∈ {0, 1} such that b 1 . . . b m ∈ 0 * 10 * and
iff there exists a picture q of size (m, n) over {0, 1} such there is exactly one position (k, l) ∈ dom(q) with q k, l = 1 and
iff there exists q ∈ Unique {µ},{µ} of size (m, n) such that
Since p was chosen arbitrary, this implies Kθ
Since the syntactic homomorphism factors through any other homomorphism that recognizes the same language, there exists a homomorphism τ such that η exfoµ(L)[m] = θτ = σζτ . This completes the proof.
The above lemma and its proof closely follow [Str94] , Lemma VI.1.2. Straubing's lemma is obtained from ours by choosing m = 1. Besides, [Str94] does not introduce the operator exfo µ from Definition 4.1, so it must be applied to a formula ϕ rather than to its language L = Mod(ϕ). In [Str94] , that formula is from the first-order theory with order, but that condition is of no concern, as the syntax of that formula is irrelevant for the proof.
Using the Group Complexity
In this section, we finish the proof of Theorem 2.10. A semigroup that does not contain a non-trivial group is called aperiodic. A semigroup homomorphism ϕ : S → T is called aperiodic if for every aperiodic subsemigroup W of T , its pre-image W ϕ −1 is aperiodic. Recall the definition of group complexity from Section 2.7. The following theorem is from [Rho74b] , see e.g. [RS09] , Theorem 4.9.1. The observation of the next lemma has probably been made before, but I did not find an explicit statement of it in the literature, so we prove it here. A similar statement (concerning the Malcev product) can be found in [RS09] , Corollary 4.9.4. Lemma 4.5 Let S, T be semigroups such that S is aperiodic. Then c(S * * T ) = c(T ).
Proof We write S additively and write ns = s + · · · + s n times to denote, for n ≥ 0 and s ∈ S, the n-fold sum of s. By Theorem 4.4 it suffices to show that the projection homomorphism π : S * * T → T , (s, t) → t is aperiodic. Let W be an aperiodic subsemigroup of T . Let G be a cyclic group contained in W π −1 . It suffices to show that G is trivial. Choose g ∈ G such that G is generated by g, i.e., G = {g, g 2 , . . . , g |G| }. Choose s ∈ S and t ∈ T such that g = (s, t). We have {t, t 2 , . . . , t |G| } = Gπ is a group contained in W , thus it is trivial, which implies t = t 2 . Simple induction shows that for every n ≥ 0 it holds (s, t) n+2 = st + n(tst) + ts, t .
Since S is aperiodic, there exists n ≥ 1 such that n(tst) = (n + 1)(tst). Now (s, t) n+2 = st + n(tst) + ts, t = st + (n + 1)(tst) + ts, t = (s, t)
n+3 . Since (s, t) generates the group G, this implies that (s, t) is the identity of G, so G is trivial, which completes the proof. Proof Set n = c(M). Since M recognizes L, the syntactic monoid of L is a homomorphic image of M and hence M(L) ≺ M. Since M ∈ C n and C n is a pseudovariety, this implies
Lemma 4.7 Let I be an attribute set, let µ ∈ I be an attribute, let L be a set of pictures over alphabet {0,
Proof By Lemma 4.3, the monoid
. Thus the claim follows by Lemma 4.5.
Now we show that the group complexity is not increased by existential first-order quantification, disjunction, and negation. More precisely:
for abbreviation, where the attribute sets I, K are understood as containing the indices of all free variables (or all free first-order variables, respectively) of ϕ. Let ϕ, ψ be formulas. Then
Proof Ad (24): This is an immediate consequence of Lemma 4.7 and Remark 4.2.
is a homomorphic image of that direct product. Since C n is a pseudovariety, M(ϕ ∨ ψ) ∈ C n , i.e., c(M(ϕ ∨ ψ)) ≤ n. This completes the proof of (25). The original theorem only states the above result for the case K = ∅. The present form follows easily by using Mod I,K (ϕ) = Mod I∪K,∅ (ϕ) ∩ Unique I,K . Let n ≥ 1. The transition monoid (see Section 4.2) of an NFA with n states is a submonoid of the monoid B n of binary relations of an n-set (see Definition 3.14). We are now ready to prove the main result of this paper.
Proof of Theorem 2.10. By Remark 2.7, we have Σ 
Conclusion
We continued the work of [Mat99, Mat02] to investigate the expressive power of first-order quantifications in the context of picture languages. We have adapted a lemma by Straubing that analyses the effect of first-order quantifications in terms of monoid complexity. We combined this with the height fragment technique invented in [Gia94, GRST96] and used in the above papers. This allowed to deduce a new separation result (Theorem 2.10). It may be stated informally as: Adding one more set quantifier alternation gives you expressive power that cannot be captured by adding any number of first-order quantifier alternations.
At the same time we have found a new sequence of picture languages that witness the strictness of the quantifier alternation hierarchy of monadic second-order logic. Unlike the picture languages in [MT97] , these new witness picture languages are not characterized by the sizes of their pictures, but rather by the group complexity required to recognize them.
Remarks on the Height Fragment Technique
The height fragment technique (Remark 2.9) plays a crucial role for the separation results for picture language classes defined by quantifier alternation classes of monadic secondorder logic. Therefore, it may be instructive to summarize the measures that have been considered so far (more or less explicitly) in the literature and in this paper.
• The state set size measure assigns to every regular word language L the minimal number of states of an NFA that accepts L.
• The singleton length measure assigns to every singleton word language {a n } over a singleton alphabet {a} the length n of its only element.
• The minimal length measure assigns to every non-empty word language over a singleton alphabet the length of its shortest element.
• The group complexity measure assigns to every non-empty word language L the group complexity of its syntactic monoid.
The proof that the class of Σ mon 1 -definable picture languages over {0, 1} is not closed under complement was done in [GRST96] and uses the state set size measure. That picture language class is at most singly exponential wrt. state set size, but the class of Π mon 1 -definable picture languages is not, as it contains a language with state set size 2 Ω(m 2 ) , namely the picture language of all pictures of the form pp, where p is a non-empty square picture. The first result involving the singleton length measure is from [Gia94] and says that the class of recognizable (or, by [GRST96] equivalently, of Σ mon 1 -definable) picture languages over a singleton alphabet is both at most and at least 1-fold exponential. Generalizing Giammarresi's result, in [MT97] (and [Sch97] , respectively) it is shown that the class of Σ mon k -definable picture languages over a singleton alphabet is at most (and at least, respectively) k-fold exponential wrt. singleton length. In [Mat99] , Corollary 3.66 and Theorem 4.25, it is shown that FO(Σ mon k ) is both at most and at least (k+1)-fold exponential wrt. singleton length. In [Mat99] , Theorem 3.61 and Corollary 4.15, it is shown that Π mon k is at least (k+1)-fold exponential whereas Σ mon k is at most k-fold exponential wrt. minimal length. This allowed to separate these two classes for the case of a singleton alphabet. Our result Corollary 2.11 is based on the group complexity measure. That corollary can be proved neither by state set size nor by singleton length, since for every k ≥ 1, even the class of FO(Σ 
Open Questions
Corollary 2.11 states that there is a Σ mon k+1 -definable picture language that is not FO(Σ mon k )-definable. Lemma 3.13 shows that the alphabet is {0, 1} {inp,end} , i.e., the alphabet size is four. We note without proof that one can reduce the size of the alphabet to two by applying standard encoding techniques. It remains open whether we can even reduce the size to one. For that case, we only know: Separation results such as Corollary 2.11 may be transferred to other classes of structures, for example, to directed graphs, using standard encoding techniques. This has been carried out formally in [Mat99] , Chapter 5. Problem 5.2 is also open in that more general setting of directed graphs. Answering that question might be the first step towards attacking the closed hierarchy as defined in [AFS00] . I find the following questions interesting from a methodological point of view:
Problem 5.3 Is there any separation result concerning quantifier alternation classes of MSO-formulas (as defined in Section 2.5) that either holds for directed graphs but not for pictures, or holds for pictures but cannot be proved with the height fragment technique?
Acknowledgments
Thanks go to several participants of the 2010 workshop on "Circuits, logic, and games" in Dagstuhl: Wolfgang Thomas for discussions on the draft of this paper; Nicole Schweikardt for her detailed analysis and helpful feedback; Jean-Eric Pin for the copy of [Pin86] and for pointing me helpful hints when I was stuck in the proof of Proposition 4.11-later I discovered that the group complexity was more suitable than the investigation of the symmetric subgroups, so the respective papers are not cited; Klaus-Jörn Lange for a proof related to the block product, even though that proof did not make it into the present paper because I discovered later that I had asked the wrong question; Pierre McKenzie for pointing me to the Landau function, which I did not need in the end either, because the lengths of the cyclic subgroups then seemed to be the wrong trace; and Thomas Colcombet and Etienne Grandjean for discussions on related subjects. Last, but not least, I am grateful to Thomas Wilke. When he pointed me to Chapter VI in [Str94] , it was not the first time that he gave me the crucial hint that I needed to turn a vague idea into a theorem.
