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In [2] Albert has shown a finite-dimensional simple, commutative, power- 
associative algebra of degree one over a field of characteristic zero is a field. 
Jacobson has shown, [3], the same result holds for finite-dimensional simple 
Jordan algebras of degree one and of characteristic not equal to 2. Here we 
extend these results to include all finite-dimensional simple commutative 
strictly power-associative algebras 2X of degree one and characteristic not 
equal to 2. With some minor restrictions on the characteristic this result 
essentially completes the characterization of the simple commutative power- 
associative algebras. See [6] for further references. 
1. Throughout this paper we shall assume that the algebra 9l has charac- 
teristic p # 0, 2. Without loss of generality we can assume the base field 52 
of ‘8 is algebraically closed. 
Since ‘% is simple the unique nonzero idempotent of ‘8 is the identity 
element of 9I [2]. Call it 1. Let ‘$I have a basis u1 ,..., u, over R. Let 
5 = fi(S, )..., 8,) be the field extension of R by the indeterminates 6, ,..., 8, . 
Let x = C &ui and m,(h) be the minimal manic polynomial satisfied by x as 
an element of 9lI,. m,(X) is called the generic minimal polynomial of 2I. [4] 
LEMMA 1. The generic minimal polynomial of (Lc is [Au - c+Sl ,..., S,)]’ 
where u = pb, b and r are nonnegative integers and c&j, ,. .., S,) is a homogeneous 
irreducible polynomial of degree u. 
Proof. 911, is of degree one [2]. Since 2X, is commutative and power- 
associative, S[X], the algebra generated by x over 3 is a commutative 
associative algebra over 3. B[x] h as a radical !?I # g[x]. Let 3 = ~[x]/‘%. 
9 is a finite dimensional semisimple algebra with exactly one nonzero idem- 
potent. For if e B %[x] such that e 6 !JI and e2 - e E !JI then there is an f = pa 
such that (e” - e)f = 0; i.e., (ef)” = ef. Hence, either J = 0 and e E % or 
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ef is the unique nontrivial idempotent 1 of g[x]. Since e $ ‘$I we have d = 1 
and (1 -ef) = (1 - e)f = 0. Therefore, 1 - e E ‘ITI and 1 + 9I = e + W. 
Since 3 has a unique nonzero idempotent, 3 must be a simple, commu- 
tative, associative algebra, i.e., a field. 
Let a, be the maximal, separable extension of i’j in a. Let 6, be the 
subalgebra of g[x] such that 6,, (!lI = a,, and (si,, 3 %. Then 6, = a,’ + %[l] 
where a,’ z a,. Thus, there is a y E 3,’ such that Da = s[y] since b,’ 
is a separable extension of 3. Any element of B[x], in particulary, is an expres- 
sion of the form vl,u, + *** + Y,,u, where Yi E $j. Therefore, some scalar 
(element in 5) multiple of y is such an expression with ?Pi a polynomial in 
S 1 ,..., 6, . We shall assume y has this property. But y satisfies an irreducible 
equation over 5 with distinct roots, say m(h, S, ,..., S,). We can assume also 
that m, as a polynomial in h has coefficients that are polynomials in 6, ,..., S,, . 
Since m(h, S, ,..., S,) has distinct roots, its derivative, m’(h, S, ,..., S,), with 
respect to /\, is not identically 0. Let S,, ,..., S,, be elements of R such that 
44 alo ,..., S,,) has distinct roots. Let 
yo = y/,&o ,**-, &lo) Ul + *-- + Yn(S,o ,***, &l,)~, * 
The minimal polynomial g(X) satisfied by y0 divides m(h, S,, ,..., S,,) so g(A) 
has distinct roots. Also, there is an element a in R such that y. - al is 
nilpotent [2]. But then y,, satisfies an equation (h - al)” = 0. Therefore, 
g(h) = A - al andy, E Rl. Now if the basis u1 ,..., u, is chosen so that u1 = 1, 
then y. = au1 and Y/i(SIo ,..., S,,) = 0 for all i > 1. 
We can now conclude that for any set of values Slo ,..., S, we have either 
y&l ,***, S,,) == 0 for i > 1 or m’(X, S,, ,..., S,,) = 0. Then the vector 
space V of all vectors (S,, ,..., S,,,) is the union of the algebraic set defined by 
Y 2 ,a**, ‘u, and the algebraic set defined by the polynomial coefficients of 
m’(h, 6, ,..., S,). Thus, one of thL%e two sets is V, i.e., the Vi for i > 1 are 
identically zero or the coefficients of m’(h, 6, ,..., S,,) are identically zero. 
As we have noted above the second condition can not hold, so we must have 
y = Y, * 1. But then I),’ = 3 and D is purely inseparable over 5. 
Since 3 is purely inseparable over 5 there exists a nonnegative integer c 
such that for f = pi we have z E a implies zf E 3. By interpreting this 
remark in terms of cosets of ‘92 we see that 
(x + %)’ = Y(S 1 ,---, 4L) ’ 1 + 8 
for some Y(S, ,..., S,,) in 5. But then since (X + %)I = .xf + ‘9 we see there 
is an integer t such that 
[x’ - Y(S, )..., S,)]’ = 0. 
Thus, s(X) = [X’ - Y(S, ,..., S,)]’ is a polynomial satisfied by x. Therefore, 
the minimal generic polynomial m,(x) divides s(h). Let h(h) be any irreducible 
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polynomial that divides w(X) = Xf - Y(8i ,..., 6,) and p be a root of h(h) in 
some extension field of 3. Then /I is a root of w(h) and /If = Y(S, ,..., 6,) E 5. 
Hence, B[j?] is purely inseparable and h(h) = hU - ‘~(6, ,..., 8,) for some power 
u of p and some a& ,..., 8,) E 5. Thus, w(h) = [h(X)]‘+‘, s(A) = [h(A)]+“‘t 
and m,(h) = [h(X)]’ = [hu - ~(6, ,..., S,)]’ for some integer r. 
It remains to show a& ,..., 8,) is an irreducible polynomial of degree II in 5. 
From [4] we know the coefficient of hi in m,(h) is a homogeneous polynomial 
of degree ru - i. Also from [4] we have m&) = a&‘,..., 8;) where 
X - x = C 6i’ui . Hence, the irreducibility of h(h) implies the irreducibility 
of “(6, ,..., 8,) and the proof is complete. 
Any element f of 5 can be considered as a function on ‘3 to R; hence, we 
shall write f(x) for f(8, ,..., 6,) when convenient. The mappings R(a) and 
R(x) for a E 9I denote, respectively, the right multiplications by I in 9l and by 
xin9IZg. 
LEMMA 2. Let z E ‘8. Then z is nilpotent ifund only if R(a) is nilpotent. 
Proof. Let o be any element of Ql and t a power of p greater than I in 
Lemma 1. The element x + hw for h algebraically independent of 6, ,..., 8, 
is also a generic element. Therefore 
[(x + Aw)3]p+’ = (x + ho)*“(X + Aw) = a(x + hw)‘(x + ho), 
where p = (tu - 1)/2. Each side of the above relationship can be considered 
as a polynomial in h with coefficients in the vector space a8 . Since h can 
assume any values in the infinite field 3 we can equate coefficients, in particu- 
lar, the coefficients of h. We express this relationship in terms of multi- 
plications to get 
2R(s)[R(x'"-l) + R(x'"-~)R(~) + ... + 2R(i+'] = a(x)'l. 
Thus, we see that R(z) has an inverse if, and only if, a(2) # 0. Of course if 
p(x) = det R(x) then p(2) = 0 if, and only if, u(2) = 0. We factor the 
polynomial /3(x) into irreducible factors p(x) = @i(x) *se pm(x) in the poly- 
nomial ring R[S, ,..., S,]. If pi(z) = 0 for some specialization 2 of x, then 
/3(z) = 0 and a(z) = 0. Hence, the set of zeros of (Y(X) contains the set of 
zeros of /3&) and /3,(x) divides some power of a(x). But &(w) is irreducible. 
Therefore, /$6,(x) divides a(x). Hence, pi(x) is an associate of a(x) and 
p(x) = pa(x)* where p E R. Since j?(l) = 1 = a(l)‘, we must have p = 1. 
Therefore, /3(x) = a(x)‘. Next, consider 
1 Al - R(x)1 = 1 R(A -x)1 = a(h -x)'. 
Now 2 is nilpotent if, and only if, CX(X - 2)~ = a(A)” = Pa. But then 2 is 
nilpotent if, and only if, 1 ,U - R(a)1 = Au*. Hence, since R(2) satisfies its 
characteristic equation, the lemma follows. 
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Let Q = Q2 be the ring generated by R(x), R(9), and a(@. The subring 
generated by a( lies in the center of Q. Every monomial in Q can, of course, 
be factored into a product of R(x)‘s, R((xa)‘s, and a(x)Z’s. Because of the 
intrinsic relationships in Q a factorization need not be unique, However, 
we can still refer to the length of the factorization as the sum of the degrees of 
the monomial in R(x), in R(9), and in a(x)l. 
We shall also refer to the degree of a monomial in X. This is the extension of 
the definition that R(X), R(9), and a( have degrees in x equal to 1,2 and u, 
respectively. This degree is independent of the factorization since such a 
monomial is a homogeneous function in x. 
LEMMA 3. If W is an element in Q that is divisible by a( in the ring 
?Vl = 1Dz, of matrices over th ring of polynomials in 6, ,..., 8, then a(x)2 divides 
WinQ. 
Proof. Assume 
t-1 
W = C a(x)” Ti + a(x)” S, 
i=l 
(1) 
where Ti E Q and S E !M. We will prove S = Tt + a(x)S’ where Tt E Q and 
S’ E ‘3X Thus, t can be assumed to be arbitrarily large. If h is an indeterminate 
over 5 then hx is generic and x can be replaced by hx in (1). Since h can 
assume values from the infinite field 5 we can equate coefficients of the powers 
of X and thus obtain an expression of the form (1) for W with S = 0. Thus, 
we would have a(x)1 divides Win Q. 
Now if h is algebraically independent of 6, ,..., 8, , then h + x is also generic; 
hence, x can be replaced by h + x and a relationship 
W* = 5 a(h + x)i Ti* + a(h + x)~ S* 
g-1 
(1’) 
holds with the elements Ti*, W*, and S* chosen from Qtn+*) and 
m (A+2) . However, since R(h + x) = M + R(x), 
@(A + x)8] = PI + m(x) + Iqxy 
and a(h + x) = XU + a(x) this relationship equates two polynomials in 
m(x)[X]. It is also clear that W* and oz(h + x)‘T,* are in Q(x)[A]. As above, we 
can equate coefficients of the powers of h. In particular, we can equate the 
coefficients of hut. From the above remarks it is clear that that part of the 
coefficients obtained from W* and a@ + x)“T@* are in Q(x). It is also clear 
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that that part of the coefficient obtained from a(h + x)lS will be congruent 
to S modulo a(x). Hence, we see that 
S + a(x)S’ E Q 
for some S’ E !IJ& and the lemma is proven. 
LEMMA 4. If W is a monomial in R(x) and R(G) with a factorization 
having degree in R(x2) at least iu + (TU + 1)/2, then Wis divisible by a(x)i+l. 
Proof. We first prove the proposition for i = 0. Let y = xt where 
t = (YU + I)/2 if I is odd, and (ru -L 2)/2 if I is even. Since t + 0 (mod II), 
y is a generic element [5]. Also, y2 = xzt = a(x)g where g is a polynomial in 
x and a(x). Clearly then, R(y2) is divisible by a(x) in !IR Thus, if W is a 
monomial in R(y) and R(y2) with a factorization having degree at least 
(YU + 1)/2 in R(y2), then W is divisible by a(x)” = a(~‘) = a(y). 
Now assume W is as described in the statement of the lemma. From the 
above case we know a(x) divides W. Thus, 
w = W(x) = a(x)jT(x), 
where T(x) E Q and 1 < j. We wish to show further relations between T(x) 
and W. By replacing x by the generic element X $ x we have 
W(h + x) = [a(x) + hU]jT(h + x). 
If j < i, we consider the coefficients of h Uj. On the left-hand side this coeffi- 
cient is W”j which is a sum of monomials obtained from W by replacing uj 
of the x’s in W by 1’s. It is clear that each of these monomials will have a 
factorization that is of degree at least (i - j)u -L (YU + 1)/2 in R(9). Hence, 
if j < i, a(x)1 divides W,,j . Since T(x) EQ the coefficient of Pj on the 
right-hand side is T(x) + a(x)S where S EQ. Hence, a(x)Z divides T(x) and 
W = a(x)j+lT’(x) 
for some T’ E Q. A simple induction completes the argument. 
By using the above lemma, the result that R(x)‘” is divisible by a(x), and 
k = [(m)” + t-u]/2 we have 
LEMMA 5. There is a positive integer k such that any monomial in R(x) and 
R(x2) of Zength k is divisible by a(x). 
From here on we shall assume k is the smallest positive integer satisfying 
Lemma 5. 
A minor variation of the proof of Lemma 3 for the word R”(x) gives us 
the results 
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LEMMA 6. UT < k. 
LEMMA 7. If W is a monomial in R(x) and R(x2) of length k + iu, then W 
is diwisible by a(x)1+l. 
LEMMA 8. Let W be a monomial in Q with degree in x greater than 
k + cu + (TU + 1)/2. Then a(x)c+l diwides W. 
Proof. Let m be the degree of R(x2) and s the degree of R(x) in some 
factorization of W. Let a be the largest integer such that m 3 au + (ru + 1)/2. 
If b = c - a, we must have m + s > k + bu. Assume a(x)d divides W and 
a(x)OI+l does not divide W. In determining the coefficient of a(x)” we must 
replace du x’s in W by 1 ‘s. To insure that the coefficient of a(x)” is not divisible 
by a(x) some such monomial w’ obtained must have factorizations of length 
less than k and of degree less than (TU + 1)/2 in R(S). If both a > 0 and 
b > 0, then in forming w’ from W we must change at least au + 1 R(S) to 
R(x) and reduce the length by bu + 1. This represents a total of cu + 2 
reductions.Thus,ud>cu+2andd>c+l.Ifb<Othenm+s<k 
and m > cu + (ru + 1)/2 and a(x) c+l divides W. If a < 0 then m + s, the 
length of W, is greater than k + cu and again a(x)c+l divides W. 
THEOREM 1. 2I is a simple commutative associative algebra of degree 1; 
i.e., 9I g 5% 
Proof. We shall prove Y  = 1. In this case, if t = (u + I)/2 then R(x2)t is 
divisible by a(x) which is of degree u. Therefore, R(x2)$ = a(x) R(x) and 
R(x2) = R(x)~. Thus, ‘9l is associative. 
Now assume r > 1 and W is a monomial in R(x2) and R(x4) with a 
factorization of length k - 1 and assume W is not divisible by a(~)~, the norm 
of the generic element x 2. Since R(x) and R(x2) generate the ring of all 
polynomials in R(xi), 0 = 1, 2 ,..., R(2) is a sum of terms with the following 
possible sets of factors: 
&x2), R(x2) 
R(x2), R(x), R(x) 
R(x), R(x)> R(x), R(x). 
By substituting this sum for each of the R(p) in W we obtain a sum of 
monomials where, typically, in such a monomial w’ the R(X4)‘s have been 
replaced, respectively, by w, s, and v terms whose factors are described above. 
Let the degree of R(x2) in W be m, then w + s + v = k - 1 - m. The degree 
of w’ in x will be 2m + 4w + 4s + 4v. Thus, if W’ is not divisible by a(x)” 
we must have 2m + 4w + 4s + 4w < k + u + (ru + 4). From 
4w14/3-3 
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we have 
2w + 2s -+ 2v < -k + 2 -+ u + (YU + 1)/2. (2) 
But the left side is nonnegative. Therefore, YU < k < 2 + u 7 (ru + 1)/2. 
Hence, (Y - 2)~ < 5. Since II > 3 we must have T = u = 3 and k = ru or 
r = 2 and k = 2u -i- i where i < 2. In the second case we have from (2) 
2w -A 2s + 2v < -(2u + i) + 2 + 2u i- ?J = (2 - i) + 3. 
Thus, either i = 0 or w = s = v = 0. If w = s = v = 0 and i > 0 then 
m > tu and W’ = R(9)“. Clearly in this case, a(x)* divides w’. We are now 
at the point where a(x)’ divides every choice of W’, and hence W, unless 
k = TU and Y = 2 or 3. Thus, to avoid a contradiction in our choice of k, we 
must assume k = ru and T = 2 or 3. 
Consider Z+X+)“-~. This is a polynomial in R(x) and R(jca) of deg 3ru - 3 
inx.But3ru-3>ru+2u+(ru+l)/2=k+2u+(ru+l)/2ifr~2 
and u > 3. Thus, if the characteristic p is not 3, then x9 is a generic element 
and R(xS)‘+l is divisible by a(x)s, the norm of x9. Therefore, we have a 
contradiction to our choice of t and our assumption that r # 1. 
Finally, assume u = 0 (mod 3) and consider R(ti)ru--l. This is a poly- 
nomial in R(x) and R(S) of degree 5tu - 5 in x. Clearly, 5ru - 5 3 
ru + 4u + (ru + 1)/2 if T > 1. Thus, oz(x)” divides R(ti)‘“-l, Xs is a generic 
element and again we have a contradiction. Thus, we must have I = 1 and the 
proof is complete. 
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