Abstract. One of the most natural and challenging issues in discrete complex analysis is to prove the convergence of discrete holomorphic functions to their continuous counterparts. This article is to solve the open problem in the general setting. To this end we introduce new concepts of discrete surface measure and discrete outer normal vector and establish the discrete CauchyPompeiu integral formula,
Introduction
Discrete complex analysis aims to find a kind of mathematical theory on lattices similar to its continuous counterpart. A typical problem in discrete complex analysis is the convergence of the scaling limits of discrete holomorphic functions.
A convergence problem for a certain kind of discrete holomorphic functions has been studied by Smirnov and his collaborators and it is of eminent importance in proving the conjecture about the conformal invariance in the Ising model [10, 5, 17] .
Skopenkov [15] considered a different convergence problem and he proved that the Dirichlet boundary value problem for the real part of a discrete analytic function has a unique solution and this solution uniformly converges to a harmonic function in the case of orthogonal lattices. This issue was also investigated by Courant- Friedrichs-Lewy [6] for square lattices, and by Chelkak-Smirnov [4] for rhombic lattices. Nevertheless, the convergence of the scaling limits of discrete holomorphic functions in the general case is still an open problem.
The goal of this article is to solve this open problem in the case of the standard square lattices. This will depend heavily on our discrete Cauchy-Pompeiu integral formula
which clearly respects its continuous version.
To this end, a new version of the integral theory in the discrete complex analysis is developed on square lattices in the article. The classical one was initiated by
Isaacs [11] and Ferrand [8] , and further developed by Duffin [7] , Zeilberger [20] , and others. This function theory has been generalized to the cases of more complicated graphs by Mercat [13] and Bobenko-Mercat-Suris [2] . Moreover, discrete complex analysis has found its applications in fields ranging from combination geometry [14, 16] , numerical analysis [9] , computer graphics [1, 19] , and statistical physics [18] . However, the theory does not fully mature even on square lattices.
Our new theory has several advantages over the old ones. Firstly, it distinguishes itself by the elegant discrete Cauchy-Pompeiu integral formula, which is totally analogous to its continuous version. Therefore it has good performance in applications. Next, as opposed to discrete Clifford theory where maps from Z 2 h to R 16 have to be considered [3] , we can consider maps from Z 2 h to C as expected without raising the dimension of the target domain. Finally, we can prove the uniform convergence of discrete holomorphic function up to second order derivatives.
It is worth pointing out that although our results are stated only in the complex plane, our approach is applicable to higher dimensional spaces. This paper is organized as follows: In Section 2, we introduce some basic concepts such as discrete surface measure and discrete outer normal vector. In Sections 3 and 4 we establish the integral theory of discrete holomorphic functions; in particular, we obtain the discrete Cauchy-Pompeiu formula. In Section 5 and 6, we study the 
Discretization of operators, surface measure, and normal vectors
Basic elements in discrete complex analysis are introduced in this section.
2.1. Discrete∂-operator. We will work on the discrete lattices Z 2 h , a discretization of R 2 . Here Z h = hZ for any given positive parameter h. We shall study discrete holomorphic functions related to the symmetric discretization of the classical∂-operator.
Definition 2.1. The discrete∂-operator and its conjugate are defined respectively
where
Here ∂ +,h i and ∂ −,h i stand for the forward and backward difference operators respectively, i.e.,
where {e 1 , e 2 } is the standard basis of R 2 .
Notice that the symmetric discretization ∂ h z converges to the classical differential operator ∂z as h tends to zero.
It is worth noting that ∂ h z f makes sense on B only for those functions f whose definition domain contain B, the discrete closure of B.
Definition 2.2. Let B be a subset of Z 2 h . We define its discrete closure and interior respectively as
where ∂B is the discrete boundary of B consisting of every point z ∈ Z 2 h whose neighborhood N (z) := {z, z ± h, z ± hi} has some point inside B and some other point outside B, i.e.,
Now we can introduce the concept of discrete holomorphic functions.
h is said to be discrete holomorphic on B if for any z ∈ B we have ∂ h z f (z) = 0.
2.2.
Discrete surface measure and discrete normal vector. The concepts of discrete surface measure and discrete outer normal vector are essential to our theory.
Definition 2.4. Let B be a subset of Z 2 h . The discrete boundary measure S on ∂B is defined as
where s : ∂B −→ R is the density function 
Definition 2.6. The discrete outer normal vector at a boundary point of B ⊂ Z 2 h is a vector
It is evident that the Euclidean norm of n is always equal to 2 on ∂B.
With the concepts of the discrete surface measure S and the discrete outer normal vector n above, we can now establish the discrete version of Green's formula in this section.
Let V h be the Haar measure on the group Z Furthermore, it also contains every locally finite measure µ on the topological group Z 2 h since it can be identified with a discrete distribution 
Proof. First we check the second identity. By definition, we have
Thus (3.2) holds true.
Next we check identity (3.1). In
as desired. So we need to show that
For any x ∈ ∂B, it follows from Definitions 2.4 and 2.6 that
On the other hand, for any x / ∈ ∂B we have
This completes the proof. 
Here n i is identified with its zero extension from ∂B to R 2 and the surface measure S is identified with its push-out S • ς −1 via the classical embedding map ς from ∂B to R 2 . Moreover, in this point of view we have
The system of discrete Stokes equations in Lemma 3.1 is a variant of its continuous counterparts in (3.4) and (3.5). However, the discrete normal vectors is likely to diverge under scaling limits.
We point out that the discrete surface measure S and the discrete normal vector n are uniquely determined by the system of Stokes equations in Lemma 3.2. Its proof is the same as in the continuous version as we shall see in the next lemma. 
with T being a non-negative regular Borel measure on ∂B, and m = (m 1 , m 2 ) smooth on ∂B, has a unique solution {T, m} = {S, n}, where S is the boundary measure and n the outer normal vector on ∂B.
Proof. We only need to prove the uniqueness since {S, n} is clearly a solution.
Assume {T, m} is another solution. For any non-negative
Since {S, n} is also a solution, then we have
since m and n are both unit vector and f is non-negative.
By symmetricity, we have
This implies T = S since the set of finite combinations of non-negative smooth functions with compact support is dense in C c (∂B).
Since n i S = m i T (i = 1, 2) and S = T , we have n i = m i a.e.S on ∂B.
According to the assumption that m and n are both smooth, we obtain that m ≡ n. Now we are in position to prove our main result in this section.
Proof of Theorem 3.1. Put
Since B is bounded, we have g ∈ D(Z 2 h ) so that (3.1) implies
It is easy to verify that
We thus have
On the other hand, it follows from identity (3.3) that
Since f = g on ∂B, we thus obtain
This together with (3.8) leads to the Green theorem.
Discrete Cauchy-Pompeiu integral formula
In this section we introduce the discrete Bochner-Matinelli kernel and establish the discrete Cauchy-Pompeiu integral formula.
The fundamental solution [12] of operator ∂ h z is defined by
Proof. Without loss of generality, we can assume h = 1. By direct calculation,
Applying ∂ h z on both sides of (4.1), we thus obtain
Let K h be the discrete Bochner-Matinelli kernel, defined by
where 
Proof. We first split the first summand in the right side of (4.2) into four parts:
By definition, we have
where the operator ρ is the reflection
and τ x , τ y are translations
Applying Theorem 3.1 to I 1 , we have
Similarly, we have
Substituting the identities above to (4.3), we obtain
By direct calculation. we have
These lead to
as desired.
Remark 4.4. The preceding theorem indicates a new phenomena that discrete holomorphic functions behave differently with continuous counterparts on boundaries since for any discrete holomorphic function we have
where ∂ ± B constitute a partition of ∂B, defined by
Finally, we study the holomorphicity of the Bochner-Matinelli kernel. It turns out that K h (z, ·) is discrete holomorphic outside the neighbourhood of the diagonal.
Theorem 4.5. For any given z ∈ ∂B, the discrete Bochner-Matinelli kernel
We leave the proof to appendix I since its proof is direct but unpleasant.
Remark 4.6. To consider the holomorphicity of the kernel K h along the neighborhood of the diagonal, we denote
Then one can verify from the proof of Theorem 4.5 that
and when (z, ζ) ∈ Γ we have ζ ∈ N (z) and
Approximation and convergence
For the convergence and approximation, we shall see that a function is holomorphic if and only if it is the scaling limit of discrete holomorphic functions.
5.1. Approximation. For any given holomorphic function f , we come to construct discrete holomorphic functions f h converging to f .
First, we need a concept about the convergence of discrete sets. Now we come to the first main result in this subsection.
Theorem 5.2. Let B be a bounded open set in C and set
, then the functions
are discrete holomorphic on (B h )
• and convergent to f in the sense that
Proof. According to Lemma 7.2, we know that B h converges to B.
is discrete holomorphic on (B h )
• for any given z ∈ ∂B h , it follows that f h is also discrete holomorphic on (B h )
• .
Now we prove that f h converges to f . By Theorem 4.2 we have
for any ζ ∈ B h so that
and by Hölder's inequality
Since the measure V h is invariant under group operations of Z 2 h , we have
The last step used Lemma 7.5. By Lemmas 7.3 and 7.4, we have
The above estimates thus yield
This completes the proof. 5.2. Convergence. The scaling limit of discrete holomorphic functions is shown to be holomorphic in this subsection.
Theorem 5.4. Let B be a bounded open set in C and
If
• and convergent to a function f ∈ C(B) in the sense that
Its proof relies on the following key fact. ||α − β|| = 0, which means that for any given ǫ > 0
provided h sufficiently small. In particular, taking ǫ = R, we have
when h is small enough.
On the other hand, we denote
Again the convergence of B h implies
For any h sufficiently small, we then have
Now we have proved that
for any h small enough. Based on these facts, we come to show that
Assume this is not valid, then there exists h * > 0 such that
Now we take two elements
and the last set is discrete connected in the square lattice
for any k = 1, 2, . . . , m − 1. Notice that α ∈ B h * and β / ∈ B h * , we can take
They are both in ∂B h * since z k * +1 ∈ N (z k * ). This implies that
which violates the assumption ∂B Then we have
for any f ∈ C c (B). That is,
Proof. For any given f ∈ C c (B), we can take U to be a finite union of balls such
In view of Proposition 5.5, for h sufficiently small we have
h . This together with (5.2) concludes that
The last integral is identical to a Riemann sum of a certain Riemann integral, which We now separate the last integral into three parts
For the first term
for h sufficiently small. Hence
and by Theorem 3.1 we get (5.4)
Pick an open set U such that suppφ ⊂⊂ U ⊂⊂ B and let h be small enough obeying
By Proposition 5.5, we have
As a result,
This implies if
which means that φ, φ(· ± h) and φ(· ± ih) all vanish on ∂B h . It follows that
The last step used the fact that f h is discrete holomorphic. Hence I h 1 vanishes for sufficiently small h according to (5.4).
Next we estimate the second item
Since B is bounded, we can assume B ⊂ B(0, R) for some R > 0 so that
As shown in the proof of Lemma 5.6,
and this means
In addition, according to assumption,
The above facts together imply that I 
Now it remains to show that
Since f ∈ C(B) and φ ∈ C ∞ 0 (B), we have
As we have observed,
we thus obtain I h 3 = o(1) and this completes the proof.
Remark 5.7. The convergence problem of discrete holomorphic fermions has been considered in the study of the invariance of Ising model by Smirnov [17] . His approach relies on an important fact that the discrete holomorphic fermion is a solution of the discrete Riemann boundary value problem.
Uniform convergence of derivatives
The uniform convergence of derivatives up to second order is shown for the family of the discrete holomorphic functions in this section. 
Here (B h ) •• stands for the discrete interior of (B h )
• . 
By Lemma 7.6, we obtain
and
Altogether, the above results yield
and max
This completes the proof. provided that the specific case that
• is considered.
Appendix: Technical lemmas
Some technical results are included in this appendix.
Remark 7.1. For any B ⊂ Z 2 h , its discrete boundary has two layers:
Either both are empty or both not. i.e., for any ǫ > 0, there exists δ > 0, such that when h ≤ δ we have
To prove (7.1), we let ǫ > 0 and z ∈ B be given. Since B is open, we can pick
Therefore,
for any h sufficiently small. This implies
Since B is compact, one can find z 1 , . . . , z n such that
As we have derived there exists η k > 0 such that
whenever h < η k . Hence when h < min It is sufficient to verify that
Its proof is split into two cases:
), by definition we have ζ ∈ B and there is a point
By assumption we have
As shown above in case 1, we deduce that
(iv) Finally, we come to prove
Since ∂B is compact, it is sufficient to show that for any ǫ > 0, there exists δ > 0 such that for any h < δ and z ∈ ∂B we have min β∈∂B h ||z − β|| < ǫ,
To verify this fact, we let ǫ > 0 and z ∈ ∂B be given. As shown in (7.2), there exists η > 0 such that when h < η we have
Proof. Since f is holomorphic, we have
The conclusion follows obviously from the mean value theorem. Proof. Since B is bounded we may assume B ⊂⊂ B(0, R). Therefore, when h is small enough, we have B h ⊂ B(0, R) so that
According to the definition of the Haar measure V h , the last integral is identical to a Riemann sum, so that
as desired. Namely, E is the Fourier transform of function 1/(i sin u − sin v) up to a constant factor. The Hausdorff-Young inequality thus tells us that it is sufficient to show
Its singular points are given by the solutions of equations sin u = sin v = 0, or rather (u, v) ∈ {0, π, −π} 2 .
By periodicity, we only need to consider the singular point (0, 0). At this point we have 1 |i sin u − sin v|
It is evident that
Since (1+x 2 +y 2 ) −1 ∈ L 3/2 (Z 2 ), the Hölder inequality shows that (∂
This completes the proof. We now calculate each summand on the left. By direct calculation, we get We now come to show that ∂ h ζ K h (z, ζ) = 0 for any ζ ∈ ∂B.
We only need to show the first item in the right side vanishes, i.e. This implies that either z ∈ B, z − h ∈ B or z ∈ B, z − h ∈ B. In both cases, we have both z and z − h are in the boundary ∂B so that δ h 0 (h − z + ζ) = 0 for any ζ ∈ ∂B. Hence the first item vanishes.
