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SUMMARY 
The association between socio-environmental factors, including meteorological and socio-
demographic factors, have been shown in many studies. However, up to now, very few 
studies have examined the association between meteorological factors and suicide and 
explored the interaction of climate and socio-demographic factors at the national wide of 
Australia; or used a spatial approach to examine the magnitude of contribution of both 
climate and socio-demographic factors on suicide across small areas in Australia. This thesis 
aimed to examine the association of meteorological and socio-demographic variables with 
suicide over time in selected areas with high suicide cases and incidence, and across Local 
Government Areas (LGAs) in Australia.  
To accomplish the research aims, we collected relevant datasets from official authorities. The 
datasets of Suicide (1986-2005 in the whole Australia and 1985-2005 in capital cities) and 
socio-demographic factors (population, unemployment, Indigenous population, Socio-
Economic Indexes for Area, or SEIFA) were obtained from Australian Bureau of Statistics. 
Meteorological factors (temperature, rainfall, humidity, sunshine) were from Australian 
Bureau of Meteorology.  
Firstly, we explored the temporal, spatial and spatiotemporal patterns of suicide in Australia 
across sex, age groups, urban rural difference and by suicide methods over 20 years. Suicide 
rates varied across sex, age groups and suicide methods over time and across different LGAs. 
There was a decrease of rates by firearms during the study period especially after 1996 when 
new firearm control law was implemented and in urban areas. However, rate by hanging 
increased due to a substitution of other methods, especially in rural and remote areas. Rural 
and remote areas (e.g., north of South Australia, north Queensland, top north and inland 
Northern territory) had higher suicide risk than urban areas in general.  
II 
 
Secondly, we detected the high risk spatial clusters of suicide between 1999 and 2003 using 
spatial scan techniques. Mornington Shire in Queensland was the primary high risk cluster for 
suicide followed by Bathurst-Melville area, one of the secondary clusters on the top north of 
the Northern Territory among total male population and aged 15 to 34. Other secondary 
clusters changed with the selection of cluster radii and age groups. For males aged 35 to 54 
years, only one cluster in the east of Australia was identified. Only one significant female 
suicide cluster near Melbourne was detected. The possible reasons for high risk cluster (e.g., 
lower SEIFA core and higher proportion of Indigenous population) were also discussed.  
Thirdly, the associations of meteorological factors and unemployment with suicide over time 
were examined in capital cities using a generalized linear model. There were positive 
associations between temperature difference (ΔT) and suicide in Sydney, Melbourne, 
Brisbane and Hobart. Unemployment rate was significantly and positively associated with 
suicide in Sydney, Melbourne, Brisbane and Perth. However, other climate variables had less 
significant associations with suicide in general. The interaction between ΔT and 
unemployment is also positively significant especially in Sydney, Melbourne and Brisbane, 
especially with a stronger association of temperature and suicide in periods with higher 
unemployment rate.  
Finally, we examined the association of socio-demographic and meteorological factors with 
suicide across LGAs and between 1986 and 2005, using a Bayesian conditional 
autoregressive model. In Model I (only socio-demographic variables), Indigenous population 
(IND) and unemployment were positively associated with suicide from 1996 to 2005. 
However, SEIFA and IND had negative associations with suicide between 1986 and 1990. 
Model II (only meteorological factors): increased temperature was accompanied with higher 
suicide incidence between 1996 and 2005 but not significant in previous 10 years. Model III 
examined both socio-demographic and meteorological factors associated with suicide and got 
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similar results as that in Model I; but no significant association between climate and suicide 
was discovered in Model III. 
Overall, this study identified spatial clusters of high risk using different cluster radii, 
examined the association of socio-environmental factors with suicide incidence in capital 
cities over time, including the interactive effect of ∆T and unemployment. Higher Indigenous 
population proportion, unemployment rate and temperature were significantly accompanied 
with higher suicide incidence across LGAs (1996-2005). However, socio-demographic 
variables contributed more to higher suicide incidence than temperature over space. The 
findings may provide useful information on socio-environmental impact on suicide and 
public health implementation in suicide control and prevention, especially during extreme 
weather and socially disadvantaged places.   
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Chapter 1: Introduction 
1.1 Background 
Suicide is defined as “the act or an instance of taking one's own life voluntarily and 
intentionally especially by a person of years of discretion and of sound mind” by the 
Merriam-Webster Dictionary online. Suicide has been regarded as one of the significant 
public health issues around the world and around 1 million people committed suicide 
annually in recent years (WHO, 2011). The impact of socio-environmental factors on mental 
health, including suicide, is drawing more attention (Berry et al, 2010a). To examine the 
associations between socio-environmental factors and suicide at the macro level, it is 
necessary to assess the suicide pattern and its risk factors in the targeting area or population. 
Many epidemiological studies have described the pattern of suicide at the national and 
regional levels. Some studies focused on the general pattern, e.g., in China (Phillips et al, 
2002), Eastern Europe (Mäkinen, 2006) India (Patel et al, 2012) and Russia (Pridemore & 
Spivak, 2003). Other studies explored the time trend of suicide incidence by sex, age and 
methods at the national level, e.g., United States (Miller et al, 2012), and United Kingdom 
(Mok et al, 2012). In recent years, more studies focused on the spatial patterns of suicide 
incidence and explained the spatial variation at small area levels in different countries, using 
geographical informational system (GIS) and mapping techniques, e.g. Belarus (Grigoriev et 
al, 2013); Belgium (Hooghe & Vanhoutte, 2011); Brazil (Bando et al, 2012a & b; Macente et 
al, 2012); Spain (Alvaro-Meca et al, 2013; Gotsens et al, 2013), Taiwan (Chang et al, 2011), 
United States (Congdon, 2011a & b; Saman et al, 2012), and United Kingdom (Middleton, et 
al, 2006, 2008; Gunnell et al, 2012). The reasons for the spatial and temporal variation of 
suicide, especially socio-demographic factors, are also examined and discussed in above 
studies.  
 
 
In Australia, however, although suicide patterns have been explored for around 90 years in 
published government reports (ABS, 1994a, 2000, 2003a & b, 2004a, 2007, 2012), little has 
been done in examining the spatiotemporal pattern of suicide over a long term, at the small 
area levels and by population groups. There are around 2,000 suicide cases each year and 
almost 80% of them were males in Australia (ABS 2007, 2012). Some studies explored the 
suicide pattern over time, across areas and by suicide methods (Large & Nielssen, 2010; 
Spittal et al, 2012; Cheung et al, 2012, 2013), but these studies focused only on particular 
areas (Large & Nielssen, 2010), or used short time-series data (Cheung et al, 2012, 2013). It 
is important to examine the geographical distribution of suicide over time and across different 
areas and population groups, which is vital in developing effective suicide control and 
prevention programs targeting on particular areas and population groups.  
Climate change may influence both physical health and mental health (e.g., heat-related 
exhaustion); or affect community wellbeing and impair social environments (Berry et al, 
2010a). The deteriorating environment may also lead to mental health issues and even 
suicidal behaviours among local population, and increase suicide risk (Berry el al, 2010a&b), 
especially in vulnerable groups (e.g., Indigenous population) (Berry et al, 2010a&b).  
Many studies have explored the associations between meteorological factors and suicide. 
Temperature (Ajdacic-Gross et al, 2006; Kim et al, 2011; Lee et al, 2006; Likhvar V et al, 
2011; Page et al, 2007b; Preti & Miotto, 1998; Tsai 2010; Tsai & Cho, 2012; Ruuhela et al, 
2009), rainfall (Ajdacic-Gross et al, 2006; Tsai 2010; Tsai & Cho, 2012) and sunshine 
(Ruuhela et al, 2009; Tsai 2010) were among the most influential factors. The mechanisms of 
these associations, e.g., how temperature increases influence metabolism of central nervous 
system and then have impact on human mood or even trigger suicidal behaviours, were also 
discussed (Doleski et al, 2010; Molteni et al, 2010; Olivier et al, 2010; Stefulj et al, 2004). In 
Australia, a few studies also explored the association between climate and suicide (Hanigan 
 
 
et al, 2012; Nicholls et al, 2006; Qi et al, 2009), including drought resulted from prolonged 
deficiency of rainfall and water shortage, and its impact on local suicide incidence (Hanigan 
et al, 2012). A number of ecological studies have found that unemployment (Milner et al, 
2013), high proportion of Indigenous population in communities (De Leo et al 2011; 
Pridmore & Fujiyama, 2009; Measey et al, 2006), urban-rural differences (Taylor et al, 2005a) 
and other socioeconomic factors (Page et al, 2006, 2007a; Taylor 2004, 2005b) were 
associated with suicide in Australia.  
However, there are still some knowledge gaps in the current literature. Most of published 
literature was based on the Northern Hemisphere, e.g., Europe (Ajdacic-Gross et al, 2006; 
Page et al, 2007b; Preti & Miotto, 1998) and East Asia (Kim et al, 2011; Lee et al, 2006; 
Likhvar V et al, 2011; Tsai & Cho, 2012), which has different climate and seasonal patterns 
from Australia. Only a few Australian studies focused on meteorological factors and suicide. 
And few of current Australian studies on socio-demographic factors and suicide have used 
spatial approaches and focused on small areas. Australia had a variety of climate zones and 
the association between climate and suicide may vary between different areas. Most of the 
Australian population and suicide cases are in costal and urban areas, especially in capital 
cities (ABS 2005). The socio-demographic status also differs across various regions and 
changed over time. As suicide is a low incidence event compared with other diseases, using 
long time trend data may provide more information in the data analysis. However, the current 
Australian studies on climate and suicide only focus on one state (Hanigan et al, 2012; 
Nicholls et al, 2006; Qi et al, 2009), or use a relatively short term time scale (Qi et al, 2009). 
The interactions between environmental and socioeconomic factors on population health have 
been explored in some studies (Tong et al, 2000; Yu et al, 2010). However, similar studies 
were rare in suicide research. So it is necessary to explore the association of meteorological 
and socio-demographic factors with suicide over a long term and across different areas using 
 
 
geographical informational system (GIS) and spatiotemporal approaches. GIS and 
spatiotemporal approach have been used in assessing the association between environmental 
factors and health over space (Hu et al, 2011, 2012) or over time in selected areas with high 
suicide cases or risk. The interaction of socio-demographic and climate factors on suicide 
should also be explored.  
1.2 Aims and Hypothesis 
This research aims to explore the pattern of suicide distribution, identify and examine the 
impact of meteorological and socio-demographic factors on suicide over time and across 
different areas in Australia.  
1.2.1 Specific objectives 
This study has three specific objectives with methods described for each, including: 
a. To visualize the pattern of spatial and temporal distribution of suicide incidence, across 
gender, age groups and by suicide methods and identify spatial clusters of high risk in 
Australia  
A series of descriptive analyses and mapping techniques are applied in examining suicide 
patterns and identify high risk areas (over 2 folds of national suicide rate). A cluster is 
composed of one or several neighbouring areas having higher mean suicide risk than that of 
the national level, and can be detected through spatial scanning techniques, using different 
setting of maximum cluster radii and population size.  
b. To explore the association of meteorological factors and unemployment with suicide and 
assess the interaction of meteorological factors and unemployment on suicide over time in 
selected Australian cities 
 
 
Generalized linear model is applied in examining the associations above using monthly data 
after adjusting for seasonality in each city. The results of each variable and in each city are 
presented to discover variables significantly associated with suicide. The associations 
between climate and suicide in months with both high and low unemployment rates are 
applied to assess the interactive effects of climate and unemployment on suicide in each city.  
c. To explore the association of meteorological and socio-demographic factors with suicide 
across small areas and over different time periods in Australia; and identity major risk factors  
Bayesian conditional autoregressive (CAR) model was applied to achieve this aim using 5-
year aggregated data in different time periods and across small areas, after adjusting for 
spatially correlated random effects. The results for each variable and over time periods are 
compared and the significant variables are detected. The maps of random effects are also 
presented to demonstrate the risk areas after adjustment for socio-demographic variables.  
1.2.2 Hypothesis to be tested  
Suicide is associated with a range of socio-environmental factors and this association can be 
examined using GIS and spatiotemporal modelling. The specific hypotheses are as follows: 
a. The high risk areas vary over time and high risk clusters changed with different selection 
of maximum cluster radii.  
b. The temporal associations between socio-environmental factors and suicide vary across 
different areas.  
c. Socio-demographic factors play more important roles than meteorological factors in 
associating with suicide across small areas, and the magnitude of associations change over 
time.  
 
 
1.3 Significance of the Study 
This is the first study exploring the spatial and temporal pattern of suicide in Australia and 
systematically examined the associations between socio-environmental factors and suicide 
over a long time and across small areas at the national level. This is also the first study to 
explore the association of meteorological factors and unemployment rate with suicide and 
identify the interaction of temperature change and unemployment on suicide over Australian 
capital cities, which had diverse climates, unemployment and suicide rates in these cities. 
Temperature, SEIFA, Indigenous population and unemployment rate were significant factors. 
The findings in this study will provide evidence for developing suicide control and 
prevention programs targeting on particular areas.  
1.4 Contents and Structure of the Thesis 
This thesis is presented as by publication and consists of eight chapters as the flowchart 
showed in Figure 1. Chapter 1 provides the rationale, aims and objectives of the study. 
Chapter 2 critically reviews the published literature, summarize the findings, discusses 
research issues and identifies knowledge gaps. Chapter 3 provides study design, data 
management and data analysis. 
The thesis also includes four results chapters (Chapters 4-7). The first manuscript (Chapter 4) 
provides a big picture of spatiotemporal patterns of suicide by gender, age and suicide 
methods in Australia, 1986-2005. The second manuscript (Chapter 5) explores the spatial 
clusters of high risk using different cluster radii, sex and age groups at the Statistical Local 
Area level in Australia, 1999-2003 which has already been published by BMC Psychiatry (Qi 
et al, 2012). The third manuscript (Chapter 6) examines the impact of meteorological 
variables and unemployment on suicide, and the interaction between meteorological variables 
and unemployment on suicide over time in eight Australian capital cities, 1985-2005. The 
 
 
fourth manuscript (Chapter 7) explores the impact of meteorological and socioeconomic 
factors on suicide over time and across small areas in Queensland, Australia (1986-2005).  
All the manuscripts were independent but also linked together to support the study design. 
The last chapter summarizes the key findings and methodological issues of the four 
manuscripts; and discusses overall significance, strengths, limitations, recommendations for 
future research direction. 
Tables and figures are provided in the text to facilitate reading. The references for each of the 
manuscripts are provided in the end of their corresponding chapters. A complete reference list 
(including references cited in Chapters 1, 2, 3, 8) is provided at the end of the thesis.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: The flow chart of the manuscripts.   
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Chapter 2: Literature Review 
2.1 Introduction 
Socio-environmental factors, including climate, meteorological and socio-demographic 
variables, have been thought to be associated with suicide over time and across different 
areas (Berry et al, 2010; Jagodic et al, 2012). In this study, we reviewed relevant literature on 
the association between socio-environmental factors and suicide over time and space, 
identified the knowledge gaps in this field and made recommendations for future research. 
Published articles were searched and identified using the PubMed database. Other databases, 
such as ScienceDirect and SpringerLink, were also searched. Key words and medical 
subheadings, including meteorological, weather, climate, socioeconomic status, spatial, 
spatiotemporal and suicide, were applied in the literature search. These papers identified were 
grouped into three categories: 1. meteorological factors (including temperature, rainfall and 
sunshine hours) & suicide (Table 2-1); 2. socio-demographic factors and suicide (Table 2-2); 
3. spatial & spatiotemporal pattern of suicide and determinants (Table 2-3).  
2.2 Findings 
2.2.1 Meteorological factors and suicide 
Twenty-nine studies assessed the relationship between meteorological factors and suicide. 
The meteorological variables included rainfall, temperature, humidity and sunshine hours. 
The studies covered areas in North and South America, Europe, and Asian Pacific Regions. 
Most studies focused on climate variation over time using different time scales (daily, 
monthly and yearly). 
There are mixed results in the association between rainfall and suicide. Rainfall was inversely 
 
 
associated (including drought resulted from prolonged rainfall deficiency) with suicide in 
some studies (Hanigan et al, 2012; Nicholls et al, 2006; Preti & Miotto, 1998), but in others 
was positively associated with suicide (Ajdacic-Gross et al., 2007; Deisenhammer et al., 
2003). In Ajdacic-Gross’s study, rainfall was only positively associated with female suicide 
between 1971 and 2000, which covered 25% of the study period (1881-2000) and a small 
proportion of total suicide in the study period. Thus the impact of rainfall on suicide is weak 
in that study. Deisenhammer et al. (2003) regarded rainfall as “days with rainfall” or “days 
without rainfall”, but did not study the daily or monthly volume of rainfall. Thus it is difficult 
to assert the statistical association between rainfall volume and suicide in their study. The 
studies by Hanigan et al (2012) and Nicholls et al (2006) indicated that prolonged drought 
resulted from deficiency of rainfall may deteriorate the local socio-economic condition, 
especially among farmers in rural areas with reduction of agricultural products. Thus mental 
health problem, e.g., despair, anxiety and hopelessness may occur in the vulnerable 
populations, and these may lead to suicidal behaviours.  
Higher temperature was accompanied with more suicides over  time in most studies (Ajdacic-
Gross et al, 2007; Deisenhammer et al, 2003; Dixon et al, 2007; Kim et al, 2011; Lee et al, 
2006; Likhvar et al, 2011; Lin et al, 2008; Page et al, 2007b; Ruuhela et al, 2009; Tsai and 
Cho, 2012; Toro et al, 2009). The mechanism of temperature could be attributed to the 
seasonal changes in physiological conditions such as plasma levels of serotonin, 5-HIAA, 
methoxy– hydroxyphenylglycol concentrations of cerebrospinal fluid 3, serum cholesterol 
level and plasma melatonin concentration, with seasonal changes of metabolic and immune 
disorders (Spreux-Varoquaux et al, 2001). Most studies used monthly or daily data, which 
can observe the seasonality of temperature and short term effect of temperature (e.g., heat 
wave), and analyzed how temperature is associated with suicide. For example, Page et al 
(2007a) showed that temperature was positively associated with suicide in England and 
 
 
Wales when temperature was over 18ºC, and heat waves were accompanied with much more 
suicide during the study period. Only a few studies explored the association between 
temperature and suicide over space using yearly data (Preti, 1998; Tsai, 2010) and found 
inverse association of temperature and suicide as both studies only focus on mean 
temperature and suicide in different study areas, but did not over time. Thus seasonal 
variation of temperature was masked and the results were different and even inverse from 
other studies focused on time series variation of temperature and suicide.  
The association between sunshine hours and suicide was positive in some studies (Ajdacic-
Gross et al, 2007; Lee et al, 2006; Salib, 1997; Vyssoki et al, 2012). Some other studies 
showed an inverse association between sunshine hours and suicide (Preti., 1998; Ruuhela et 
al., 2009). Sunshine has an synchronizing effect of moderate sunlight on circadian rhythms in 
mammals; and this effect was vital in controlling mood, especially in mild and long period 
sunshine. Less sunlight will reduce the synchronizing effect on stabilizing human mood, and 
trigger mood disorders in people. Sunshine radiance acted as protective effect in a long term 
basis but as suicide triggering effect in a short term (Papadopoulos et al, 2005). The effect of 
sunshine can also interpret the contradictory results between suicide and sunshine exposure in 
the same day and lag effect of sunshine on suicide.  
The suicide mortality also varied with season (Ajdacic-Gross et al, 2007; Benedito-Silva et al, 
2007; Lee et al, 2006; Oravecz et al, 2006 & 2007; Partonen et al, 2004a & b; Preti et al, 
2007; Preti & Miotto, 1998; Ruuhela et al, 2009). Most studies found that when the weather 
became warmer (e.g., spring and summer), people established contact more often with each 
other and thus conflicts and frustration might increase. This may be one of the reasons 
explaining why there is increased suicidal behaviour in warmer seasons. The seasonal 
changes of the 5-HIAA (which can influence psychological conditions) in the human body 
can change human mood by affecting the central nervous system (Spreux-Varoquaux et al, 
 
 
2001). However, there are different views on this issue. For example, Ajdacic-Gross et al. 
(2006) found that in cold winter, people reduced outdoor activities and social contact; some 
of them had less social support and became distressed and suffered other mental health 
problems, which may trigger the suicidal behaviours. 
There are different impacts of meteorological factors and seasonality on violent and non-
violent suicide (Preti & Miotto, 1998; Rock et al, 2003) as demonstrated in Table 2-1. Most 
of the violent suicides (usually by lethal means compared with non-violent suicide) were 
triggered by impulse which is controlled by serotonin in human body (Coccaro, 1989). Lower 
serotonergic function is accompanied by higher tendency towards impulsive and aggressive 
acts, even risk of suicide (Coccaro, 1989). With seasonal changes of temperature, the levels 
of 5-HIAA (the principal metabolite of serotonin) in the cerebrospinal fluid (CSF) varied. 
Thus human impulse changed seasonally as well as suicide behaviours. For non-violent 
suicide, the victims usually preferred achieving death to avoid rescue intervention, thus 
impulsivity played less important roles in committing non-violent suicide (Preti & Miotto, 
1998). 
 
 
 
Table 2-1: Characteristics of studies of meteorological factors, seasonality and suicide 
 
 
Authors, year Study population Data collection Statistical methods Key findings Comments 
Ajdacic-Gross 
et al, 2007 
Switzerland 
1881-2000 
Suicide & weather 
(monthly) 
ARIMA, cross-
correlation 
RF: (+) in F (1971-2000). T: (+). SSH: (+). Seasonality (highest): M, in 
Jan; F, in Feb. minor peak in June (M) 
Geographical restriction, low 
magnitude of cross- correlations 
Benedito-Silva 
et al, 2007 
8 states, Brazil 
1979-1990 
Seasonality of 
suicides (monthly) 
Cosinor analysis, 
Spearman correlation 
Strongest in highest latitude states exc. for F in 1 south state. Peak in Nov 
in all in1south state, M in other 2 south states; in Jan in F in 1 south state 
Unreported cases, urban-rural 
difference not discussed 
Deisenhammer 
et al, 2003 
Tyrol, Austria 
1995-2000 
Weather & suicide, 
(daily) 
Logistic regression 
(LR) 
Rate (per 100,000): with RF (20.3); no RF (17.6). T ≤10°C (17.2); 10-
20°C (20.4); >20°C (22.3). HM: ≤ 60% (21.0); 60-85% (18.9); >85% 
(17.4). LR: T (RR=1.12, 95% CI 1.02-1.24, /10ºC Δ). 
Suicide time, altitude & weather 
in mountainous region 
Dixon et al, 
2007 
5 counties,  US 
1991-2001 
T & suicide, 
(monthly) 
Linear regression, 
discriminate analysis 
Weak but (+) (R2 = 0.006, p = 0.041) Lack of normally-distributed 
dataset  
Hanigan et al, 
2012 
NSW, Australia 
1970-2007 
Drought & suicide 
(monthly) 
GAM RR Δ of 15% (95% CI, 8%-22%) for rural M (30-49 y) when drought 
index rose (1st quartile to 3rd quartile). 
Quality of RF data may 
influence assessing drought 
Helama et al, 
2013 
Finland, 1751-2008 T & suicide (yearly) Monte Carlo method T (+) with 60 % of total suicide variance up till initiation of suicide 
prevention program. Rates declined since initiation of program. 
Seasonality not indicated 
Kim et al, 2011 South Korea, 2001-
2005 
T & suicide (daily) GAM 1.4% Δ (95% CI:1.0-1.7%) per 1°C-Δ in daily mean T. More significant 
in M, elderly & less educated  
No personal & social factors 
Lambert et al, 
2003 
Victoria, Australia 
Jan. 1990 –Apr. 1999 
SSH & suicide 
(daily) 
Correlation & 
regression 
(+) (daily: r = 0.23, P<0.05; monthly: r = 0.24, p<0.05) No discussion on social issues 
Lee et al, 2006 Taiwan 
1997-2003 
Suicide seasonality, 
(monthly) 
Cross-correlation & 
ARIMA regression 
RF: (+). T: (+). HM: (+). SSH: (+) in elderly. Seasonality: higher in Mar 
& Apr; lower in Jun, Aug & Sept; ARIMA: only T (+) 
Misclassification, unreported 
suicides, ecological fallacies 
Likhvar et al, 
2011 
7 regions in Japan 
1972-1995 
T & suicide (daily) GAM Rate highest in April, Mondays & Tuesdays. All regions: T (↑), rate (↑) 
on the same day (lag = 0), esp. by violent method. 
No personal info discussed 
Lin et al, 2008 Taiwan 
1997-2003 
Suicide type, V & 
NV, (daily) 
Seasonal ARIMA 
modelling 
T: total (r = 0.2012, p < 0.01), M: r = 0.1989, p < 0.01; F: r = 0.2312, p < 
0.01) 
Unreported suicides, suicide 
methods, no personal info 
Linkowski et al, 
1992 
Belgium 
1969-1984 
Climate & suicide 
(monthly) 
Logistic regression T: M: (-) (4-month lag); F: (+) (no lag); HM: M: (+) (no lag, 4-month 
lag); SSH: M: (-) (no lag); F: (-) (no lag) 
No discussion on confounders 
like socioeconomic issues 
Nicholls et al, 
2006 
NSW, Australia 
1964-2001 
RF on suicide rates, 
(annual) 
Multiple linear 
regression 
RF decline of 300mm accompanied by 8% increase of suicide rate.  No study of urban-rural  
difference in suicide  
Oravecz et al, 
2006 
Slovenia 
1985-1998 
Climate & suicide 
(monthly) 
Correlation analysis RF, T & SSH: (+) with no lag, (-) with 3-month lag in each. Seasonality: 
peak in May (1985-1993), decreased after 1993 
Δ antidepressant use since 
1994, No study by gender 
Oravecz et al, 
2007 
Slovenia 
1971-2002 
Suicide seasonality, 
(monthly) 
Multi-linear regression 
with t-test 
Peak in May & June, 12-month cycle: more significant in F (R2 = 0.225, 
p = 0.0053) than M (R2 = 0.047, p = 0.22) 
No individual data, age group & 
suicide method 
Page et al, 
2007b 
England & Wales, 
UK, 1993-2003 
Suicide & T (daily) Time-series regression < 18ºC, 1ºC of T Δ with Δ of total (3.8%), V (5.0%), M (3.8%) & F 
(3.5%). Heat wave in 1999 associated with 46.9% of more suicides 
Limited weather stations, no 
suicide hr & min, missing data  
Partonen et al, 
2004 
Finland 
1979-1999 
Seasonal effect on 
suicide (monthly) 
Poisson regression Seasonal effect (χ² = 156, p < 0.00001), highest risk in May (RR = 1.20, 
95% CI: 1.13 - 1.27), lowest in Feb (RR = 0.96, 95% CI: 0.90 - 1.12) 
Individual data unavailable 
Partonen et al, 
2004 
Oulu,  Finland 
1988-2000 
Seasonality of 
suicide (daily) 
Poisson regression Seasonality, χ2 = 156, p < 0.00001, suicide peak in May & low in Feb Individual data unavailable 
 
 
Table 2-1: Characteristics of studies of meteorological factors, seasonality and suicide (continued) 
(+): positive; (-): inverse; ANOVA: Analysis of variance; V: violent; NV: non-violent; RF: rainfall; T: temperature; Tmax: maximum temperature; Tmin: minimum temperature; HM: humidity; 
Temp: temperature; SSH: sunshine hours; ARIMA: Autoregressive integrated moving average. RR: relative risk. M: male. F: female. UNE: unemployment)  
Authors, year Study population Data collection Statistical methods Key findings Comments 
Preti, 1998 17 towns, Italy 
1974-1994 
Climate & suicide 
(yearly) 
Simple, stepwise & 
multiple regression 
Tmax & Tmin: (-). SSH: (-) in total & F Individual data 
unavailable 
Preti et al, 2007 Italy 
1974-2003 
Monthly T & suicide 
by gender 
Gaussian low-pass 
filter, linear correlation  
(+) in M: May (r=0.27, P=0.075), Jun (r=0.27, p=0.075), Jul (r=0.28, p= 0.067) & 
Aug (r=0 0.30, p=0.054). (+) in F, Jul (r=0.31, p=0.048). 
Age & daily T data 
unavailable 
Preti & Miotto, 
1998 
Italy 
1984-1995 
Weather, seasonality 
& suicide (monthly) 
ANOVA, simple 
correlation 
RF: (-) in M V, T: (+) in V, (-) in M NV. HM: (-) in V, (+) in M NV. SSH: (+) in 
V, (-) in M NV. Seasonality (peak): > =65 yr, spring; adults, F in autumn, M in 
winter; youths, in Apr & Dec  
No individual health 
data on exposure 
Qi et al, 2009 Queensland, 
Australia 
1999-2003 
Socio-environmental 
factors & suicide 
(monthly)  
GEE regression Tmax (+) in M (RR=1.24 (95% CI: 1.04 -1.47); Indigenous (+) in M (RR=1.07, 
95% CI: 1.01-1.13) & F (RR=1.23; 95%CI: 1.03-1.48); UNE (+) in F (RR=1.09; 
95%CI: 1.11-1.18); low income pop (+) in male (RR=1.45; 95%CI: 1.23–1.72) 
Short study period 
Rock et al, 2003 Australia 
1970-1999 
Seasonality on suicide 
(monthly) 
Ordinary least-squares 
regression 
Nov peak in total & V suicide; NV suicides, only Sep-Oct peak in F (1990- 1999) Antidepressant use & 
immigration 
Ruuhela et al, 
2009 
Finland 
1971-2003 
Suicide & climate 
(daily) 
Simple & multivariate 
linear regression  
Total: R2=0.35, p=0.005; male: R2=0.32, p=0.01; female: R2=0.26, p= 0.033 Only one monitoring 
station  
Salib, 1997 North Cheshire, 
UK, 1989-1993 
Weather & suicide 
(≤65 y), (daily) 
Pearson chi-square, 
Mann-Whitney U-test, 
logistic regression 
SSH: (+) (OR = 2.1, 95% CI: 1.2 - 20). Summer: more suicides (R (spring) = 1, 
OR = 3, 95 % CI: 1.4 - 17) 
Limited elderly 
suicides, suicide 
misclassification  
Tsai, 2010 19 cities/ counties, 
Taiwan, 1998-2006 
Socioeconomic, 
climate factors & 
suicide (yearly) 
Pearson correlation & 
stepwise multiple 
regression  
Pop with no spouse (std β=0.881, t=9.961, P=0.000), elderly (std β= 0.642, 
t=7.910, P=0.000) with higher risk. T (std β=−0.307, t=−4.406, P=0.000) & low-
income (std β=−0.707, t=−7.050, P=0.000) (-) correlated  
Socioeconomic factors 
had higher impact on 
suicide than climate 
Tsai & Cho, 
2012 
Taiwan 
1991-2010 
Suicide, climate & 
UNE (monthly) 
Seasonal ARIMA ΔT (+) in all, male & female. RF (-) in all & male No personal info & 
suicide methods 
Toro et al, 2009 Budapest, Hungary 
1995-2004 
Suicide & 
meteorology (daily) 
Box-Whisker plot 
histograms 
Tmax: M: days with 5 suicides (24ºC), no suicide (16ºC); F: days with 3 suicides 
(25ºC), no suicide (17ºC). Tmin: similar trend 
Socioeconomic factors 
not addressed 
Vyssoki et al, 
2012 
Austria, 1996-2006 Sunshine & suicide 
(monthly) 
Kruskal-Wallis test Seasonality: highest (Mar-May), lowest (Nov-Jan) (df=11, F=5.2), M (df=11, 
F=4.9), F (df=11, F=2.4). SSH: all (r=0.43), V (r=0.48), P<0.001 for above 
No other climate 
factors & personal info 
 
 
 
2.2.2 Socio-demographic factors and suicide in Australia 
Socio-demographic factors, such as social-economic status, urban-rural difference, study site 
with high proportion of Indigenous population, government policy, country of birth and 
suicide prevention, may also influence suicide patterns (see Table 2-3). As this topic is very 
broad, I mainly focused on Australian studies.  
2.2.2.1 Socio-economic status (SES) and suicide 
SES has a great impact on suicide variation in different areas. Taylor et al. (2005a) studied 
the association between SES and suicide in Australia from 1996 to 1998, classifying SES into 
different groups aggregated by approximate equal-population quintiles with aggregated 
suicide data. The males in the lowest SES group had a relative risk (RR) of 1.40 (95% CI: 
1.29 to 1.52) compared to those in the highest SES group. For male youths (25 to 34 years), 
there is a RR of 1.46 (95 CI: 1.27 to 1.67) in the lowest SES group compared with those in 
the highest SES group. With a relative short study period (only 3 years), it is not possible to 
demonstrate the change of suicide rate in any particular SES group over time.   
Page et al. (2006) studied SES and suicide in Australia over a 25-year period (1979–2003) 
which was divided into five sections (1979-1983; 1984-1988; 1989-1993; 1994-1998; 1999-
2003). By using Poisson regression models to adjust for confounding factors, such as sex, age, 
country of birth and urban-rural residence, the study revealed variation in the suicide rates 
between low and high SES groups in both genders, especially in young males (aged 20–34). 
Suicide rate ratio in young males ranged from 1.36 to 1.74 in low to high SES areas during 
different segments of the study period using high SES areas as control areas; in young 
females it varied between 1.28 and 2.01. In two 5-year time-series segments (1994-1998 and 
1999-2003), young males in low SES areas had an increase of suicide rate (per 100,000) from 
44.8 (1994-98) to 48.6 (1999-2003); while in middle and high SES areas, there were 
 
 
decreases from 37.3 to 33.5 (middle) and 33.0 to 27.9 (high) in the same period, respectively. 
The divergence of suicide trend among different SES areas after 1998 was due to an 
imbalanced distribution of overall economic prosperity in different areas; low SES areas had 
not gained from suicide prevention strategies and decreased exposure to contiguous 
psychological and psychiatric risk factors, which were successful in reducing suicide rates in 
middle and higher SES areas (Page et al, 2006). 
The study by Berk et al (2006) indicated that macroeconomic condition was closely 
associated with suicide but differed across gender and age groups. For example, economic 
adversary was accompanied with a higher male suicide rate but with a lower female suicide 
rate. Loan interest was positively associated with the suicide rate among young population 
but the association was inversely among older adults. Females and older adults may had 
better adaptation to difficulties than males and young population, which may due to 
alternative resources for older populations, and different roles between males and females in 
families. These can explain the inverse associations between economic condition and suicide 
among different population groups.   
2.2.2.2 Unemployment  
Evidence indicated that increased unemployment rate is also associated with more suicides. 
Morrell et al (1998) indicated that unemployment rate was positively correlated with suicide 
rate (r = 0.9, P<0.01) among young male adults (20–24 year-age) in the whole Australia 
between 1966 and 1996. Milner et al (2013) indicated that during the period with increased 
unemployment rate, longer unemployment duration was associated with lower suicide rate. 
However, this association was positive during the period with decreased unemployment rate. 
This may partly due to hopelessness of unemployed people during low unemployment 
periods and feeling of normality during high employment periods. Birth cohort effects in 
 
 
suicide were also explored by Page et al (2013), which indicated that the cohort-specific rate 
in males was positively associated with cohort-specific under-employment and 
unemployment rates. Other international studies also reported similar findings (Inoue et al, 
2007; Iverson et al, 1987).  
2.2.2.3 Urban –rural difference  
Page et al (2006, 2007) explored the suicide pattern in the youths (15-24 years) and young 
adults (25-34 years) in Australia during 1979 to 2003. It demonstrated that in males, youth 
suicide rates increased in urban, rural and remote areas from 1979 to 1998. In the years 
between 1999 and 2003, the suicide rate still rose in remote areas (from 38.8 to 47.9 per 
100,000), but dropped in urban (from 22.1 to 16.8 per 100,000) and rural (from 27.5 to19.8 
per 100,000) areas. The hypothesized reason was an imbalance in the implementation of the 
youth suicide prevention strategy in different areas. A similar study by Morrell et al (1999) in 
New South Wales (NSW), Australia (1985- 1994) found that non-metropolitan areas had 
higher suicide risk, especially in males (RR = 1.88, 95% CI: 1.69 to 2.10) rather than females 
(RR = 1.06; 95% CI: 0.91 to 1.25). Taylor et al (2005b) also indicated that rural areas had 
higher suicide risk (RR = 1.19, P<0.01) among the male population after adjustment for age, 
mental symptoms and mental health services. Judd et al (2006) discussed the reasons for the 
urban-rural difference of suicide mortality in Australia, including socioeconomic decline, low 
availability and access of health services, cultural backgrounds (e.g., men’s dominant role 
may become barriers for them to seek help in times of crisis) and owing firearms which 
contributed to the higher suicide mortality in rural areas than urban areas (Sankaranarayanan 
et al, 2010).  
2.2.2.4 Indigenous population 
 
 
Indigenous population, including Aboriginal and Torres Islanders, are usually socially-
disadvantaged and have a higher suicide risk than non-Indigenous population in the study by 
Pridmore & Fujiyama (2009) in Northern Territory (NT). Suicide rate in Indigenous 
population grew much faster than that of non-Indigenous in NT (Measey et al, 2006). Similar 
findings were also presented in a study in Queensland (De Leo et al, 2011a) and South 
Australia (Austin et al, 2011). Alcohol, social disruption, lack of mental healthcare facilities 
were attributed to the higher suicide rate in Indigenous population than that in non-
Indigenous population (Calabria et al, 2010; Kuipers et al, 2012).  
2.2.2.5 Country of birth  
There are also associations between country of birth (ethnic background) and suicide rates. 
Burvill (1998) found that European migrants had higher suicide rates than those born in 
Australia during 1961 to 1990, except for immigrants from Southern Europe. One of the 
possible reasons was that European countries where migrants came from had higher suicide 
rates than Australia. Socio-environmental changes during settlement (socio-cultural shock 
and stress), especially for new migrants and migrants from non-English spoken countries 
(e.g., Russia and Poland), may also contribute to this. The suicide rates among migrants from 
Asia, Middle East and Southern Europe were lower than average, partly due to protective 
effects from strong traditional values, religion and family influences (Burvill, 1998). Ide et al 
(2012) used more recent data and found similar results but observed a decrease of the 
foreign-born suicide rate over the study period 1974 to 2006. Another study also found 
similar trend (Westman et al, 2006). An explanation was that some people may feel stressful 
after migration and this causes suicide tendencies among them (Westman et al, 2006). Lack 
of social networks and support was also attributed to increased suicide risk among 
immigrants (Westman et al, 2006). 
 
 
2.2.2.6 Governmental policy  
As there is a strong relationship between socioeconomic background and suicide, government 
policies which influence socioeconomic development can also have significant effects on 
suicide rates and the occurrence of other mental health problems. Factors contributing to 
psychological and psychiatric issues, including socioeconomic consequences of 
governmental policy, can be regarded as existing or potential factors associated with suicide 
(Hallas et al, 2007). A study in suicide across Australia indicated that during the 20
th
 century, 
NSW experienced a variation of suicide rates due to alteration of Federal and State 
governments as well as suicide variation (Page et al, 2002). A significant association between 
higher suicide risk and Federal conservative government were discovered in both men (RR = 
1.07, p<0.01) and women (RR = 1.22, p<0.001) compared with Federal and State Labour 
governments. During State conservative governments, the relationship was also significant 
(male: RR = 1.09, p<0.001; female: RR = 1.17, p<0.001). Suicide risk was the highest (men: 
RR = 1.17, p<0.001; female: RR = 1.40, p<0.001) when both the Federal and State 
governments were conservative. If a Labour State government coexisted with a conservative 
Federal government, the RRs were about 1.07 to 1.09 in males (p<0.05) and 1.09 to 1.16 in 
females (p<0.001) (Page et al, 2002). Another study in the UK also showed that suicide rates 
increased during conservative governments in the 20
th
 century (Shaw et al, 2002). One 
possible reason is that the suicide rate is associated with the economic trend, which is partly 
resulted from political decisions made by different political parties in government. Usually 
conservative governments are more market-oriented and have fewer interventions in social 
security fields like health, employment and education; while the Labour governments 
implement more regular programmes in these fields (Roe, 1976). Thus people under Labour 
governments have a more solid sense of security, which has a protective effect on their 
mental health (Page et al, 2002; Roe, 1976).  
 
 
2.2.2.7 Interventions  
Public health interventions can greatly influence suicide rates, even within a short period. A 
study in Australia examined the association between prescription of antidepressants and 
suicide during 1991-2000, and found that suicide incidence in older men (rs= − 0.91; 95% CI: 
−0.57 to −0.98) and women (rs= − 0.76; 95% CI: −0.12 to −0.95) decreased while 
prescription of antidepressants increased (Hall et al, 2003). Another study in Slovenia also 
supported this (Oravecz, et al, 2006). Australian experienced a peak of suicide in 1996-1997 
in the last 30 years and then decreased (ABS, 2000, 2006, 2012) after enforcement of law of 
firearms control. A few studies explored this and found that in the whole country, law 
enforcement resulted in the reduction of suicides by firearms (Chapman et al, 2006; 
McPhedran & Baker, 2012; Ozanne-Smith et al, 2004), but it is not obvious in Queensland 
(Klieve et al, 2009). However, suicide by hanging increased partly due to easy to commit and 
a substitution of firearms (Klieve et al, 2009).  
 
 
 
Table 2-2: Characteristics of studies on socio-demographic factors and suicide in Australia 
Authors, year Study population Factors Statistics methods Main findings Limitations 
Berk et al, 2006 All, 1968-2002 Macro-economics Regression M rates ↑ with economic adversity, ↓ in F. ↑ housing loan interest rates (+) with younger 
& (-) association with old. 
Ecological fallacy 
Burvill 1998 All, 1961-1990 Country of birth Descriptive studies Suicide rates of immigrants in EU: higher; Asia, Middle East & S EU: lower  No data of parents of 
victims 
Chapman et al, 
2006 
All, 1979-2003 Gun law reforms Poisson regression 
models 
Declines of firearm suicides accelerated after GLR. Rates of firearm suicides doubled 
their existing rates of decline after GLR. 
Possible missing data 
De Leo et al, 
2011a 
QLD, 1994-2007 Indigenous 
population 
Poisson regression 
models 
IND rates: 2.2 times higher than non-IND. Age-specific rates: INM M highest in 25-34 
yrs, F highest in 15-24 yrs. In < 15 years, IND rate 10 times higher than non-IND. > 90% 
of IND suicides by hanging.  
Possible unregistered 
suicides 
Hall et al, 2003 All, 1991-2000 Antidepressant use  Spearman rank 
correlations 
No change in total suicide rate yet ↓in older adults & ↑ in younger adults.  Unreported suicide  
Ide et al, 2012 All, 1974-2006 Country of birth Spearman rank 
correlations 
Lowest rates (2004-06). By birth, M in E, N & W EU & NZ: highest. F: highest in W EU 
& UK, Ireland. M & F in N Africa & Middle East, S & Central Asia & SE Asia: lowest.  
Ecological fallacy 
Klieve et al, 
2009 
All, 1968-2004 Gun law reforms Poisson regression 
model 
No difference in rate before/after introduction of law in QLD; Difference in national 
data. Rates by firearms ↓ in young M but ↑ by hanging suicides. 
Underreported 
suicides 
Measey et al, 
2006 
NT, 1981-2002 Indigenous 
population 
Poisson regression 
models 
Rates of IND & non-IND M ↑ by 800% & 30% respectively. IND M < 45 years & non-
IND M ≥ 65 years most at risk. In the Top End, mental illness existed in 49% suicides, 
misuse of alcohol or drugs associated with 72% suicides. 
Ecological fallacy 
Milner et al, 
2013 
All, 1985-2006 Unemployment  Poisson regression 
models 
In ↓ UNE rates periods, ↑ UNE durations with ↑ M rates. In ↑ UNE periods, ↑ UNE 
duration with ↓ M rates. Effect modification, stronger in 25-34 & 55-64 yrs, weaker in 
15-24 & 44-54 yrs.  
Ecological fallacy 
Morrell, 1999 All, 1985-1994 Urban-rural 
difference 
Poisson regression 
models 
Rural population: ↑ risk than urban (M: RR=1.88, 95% CI: 1.69 - 2.10) Individual status not 
considered 
Page, et al, 2002 NSW, 1901-1998 Federal & state 
government type 
Poisson regression 
models 
Risk across structure of Federal/State government, both Labour (lowest), mixed 
(intermediate), both conservative (highest) 
Personal factors not 
included 
Page, et al, 2006 All, 1979-2003 SEIFA Poisson regression 
models 
Suicide rates: different among low & high SES groups in M, esp. in young M  Ecological fallacy  
Page, et al, 
2007b 
All, 1979-2003 Urban–rural 
residence, SES 
Poisson regression 
models 
Young M rate ↑ in urban, rural & remote areas (1979 -98), ↓ in urban & rural but ↑ in 
remote (1999-2003) 
Definition of rural 
Page et al, 2013 All, 1907-2010 Under-employment 
& UNE in recent 
birth cohort effects 
Age-period-cohort 
models with 
Poisson regression 
↑ birth cohort effect in M after 1970-74. ↑ birth cohort effect in F. ↑ in M cohort-specific 
rates correlated with ↑ in cohort-specific under-employment & UNE. Birth cohorts with 
suicide peak in the 1990s had higher rates than earlier time.  
Suicide based on year 
of registration, not on 
occurrence 
Pridmore & 
Fujiyama, 2009 
NT, 2001-2006 Indigenous 
population 
Poisson regression Rate for IND (36.7) higher than that of non-IND (14.7). Decline in rate: non-IND, -3.3%; 
IND, -9.0%. Hanging accounted for 87% of IND suicide. 
Short term study 
Taylor, et al, 
1998 
NSW, 1985-1994 SEIFA  Generalized linear 
interactive modeling 
M suicide ↑when SES ↓. Suicide RR: different among various COB groups Unreported suicides 
 
 
 
Table 2-2: Characteristics of studies on socio-demographic factors and suicide in Australia (continues) 
Authors, year Study population Factors Statistics methods Main findings Limitations 
Taylor, et al, 2005 a All, 1996-1998 GDP, political parties 
in power 
Logistic regression model Suicide risk associated with federal & state governments: both 
labor (lowest), mixed (middle), both conservative (highest)  
Survey questions  
Taylor, et al, 2005 b All, 1996-1998 Urban-rural difference Poisson regression model Rural areas: ↑ risk than urban area among M (RR = 1.19, P<0.01) Unreported suicides  
Note: E: East; EU: Europe; F: female; GLR: gun law reform; IND: Indigenous population; M: male; N: North; NT: Northern Territory; QLD: Queensland; S: 
South; SEIFA: Socio-Economic Indexes for Areas; UNE: unemployment; W: West 
 
 
 
2.2.3 Spatial patterns of suicide and associated factors 
GIS has been widely applied in exploring spatial variation of disease and health issues. GIS 
can demonstrate spatial distribution of diseases; identify high risk areas and examine factors 
associated with spatial variation of incidence combined with other analytical approaches 
(Colantonio et al, 2011; Kelly et al, 2013; Lofters et al, 2013). The spatial patterns of suicide 
have been explored in many countries and regions, e.g., Australia (Burnley, 1995; Cheung 
2012, 2013; Qi et al, 2010), Brazil (Bando et al, 2012 a & b; Macente & Zandonade, 2012), 
Belgium (Hooghe et al, 2011), Eastern Europe (Mäkinen, 2006); Russia (Pridemore & Spivak, 
2003), Spain (Alvaro-Meca et al, 2013; Salmerón et al, 2013), Taiwan (Chang et al, 2010a, 
2011; 2012; Yang et al, 2011), United Kingdom (Gunnell et al, 2012; Middleton et al, 2006, 
2008; Rezaeian et al, 2007), and United States (Congdon, 2011b; Cutright & Fernquist, 2004; 
Phillips, 2013; Saman et al, 2012). These studies displayed maps of suicide incidence using 
different spatial scales: e.g., local government (Congdon 2011b; Qi et al, 2010), community 
(Middleton et al, 2006, 2008) and state (Pridemore & Spivak, 2003) levels. High risk clusters 
of suicide were identified (Bando et al, 2012a; Cheung et al, 2012, 2013; Qi et al, 2010; 
Saman et al, 2012) and these studies indicated that suicide cluster varied across selection of 
study area (e.g., national or state, Cheung et al, 2013). High risk clusters were detected using 
spatial scan analysis and the results were presented using GIS. Socio-environmental factors, 
e.g., urban-rural difference, social fragmentation, income, immigration, media reporting, 
religion and unemployment, were taken into account in the data analysis among some studies 
(Alvaro-Meca et al, 2013; Bando et al, 2012b; Chang et al, 2010a, 2011, 2012; Congdon, 
2011; Middleton et al, 2006; Yang et al, 2013).    
 
 
Table 2-3: Spatial and spatiotemporal patterns of suicide and factors associated with suicide risk.  
Authors, year Study population  Statistics methods  Main findings Limitations 
Alvaro-Meca et al, 
2013 
1981-2008, Spain Bayesian Lee–
Carter model 
↓since 1990s, peaks correspond with economic crisis. Male rates > F (↑ in F aged 35-
49). Rural pop & areas with higher unemployment have higher rates.  
Possible underestimated cases 
Bando et al, 2012a SP city, SP state, Brazil, 
1996-2008 
Kulldorff’s spatial 
scan statistic 
Poorest (ref.), RR (wealthiest): 1.64 (Brazil), 0.88 (SP state), 1.65 (SP city). Spatial 
cluster: Brazil south (RR=2.37), SP state west (RR=1.32), SP city center (RR= 1.65). 
Income & suicide: Brazil (O =2.59), SP city (OR=1.07), SP state (OR = 0.49). 
Misclassification of suicide, data quality. 
SatSCAN limitation.  
Bando et al, 2012b São Paulo, Brazil, 1996-
2005 
Logistic regression 
& spatial scan 
High risk cluster (18 districts in central, RR=1.66). 1st model: singles (OR=2.36), 
migrants (OR=1.50), Catholics (OR=1.37) higher income (OR=1.06). 2nd model: 
married (OR=0.49) Evangelical (OR=0.60). 
Ecological fallacy, suicide 
misclassification & underestimation 
Burnley, 1995  NSW, Australia 
1985-1991 
Pearson correlation Marital status: sig.. M: high (inland). Gun & poison: high (inland youth & M, farmers 
& transport workers). Poison: high (inner Sydney); gun: low in Sydney. 
Data in early yrs & large spatial scales 
Chang et al, 2010a Taiwan, 1999-2007 Bayesian 
hierarchical models 
Charcoal-burning: more in urban than rural, high rates in metropolitan. Rural excess in 
rates prior to 1998 dropped as rates of charcoal-burning rose greater in urban than rural. 
Errors in suicide methods defining, 
complex measurement of urbanization.  
Chang et al, 2011 Taiwan, 1999-2007 Bayesian 
hierarchical models 
Spatial pattern: similar in M & F. Rates: highest in East. Spatial patterns of method-
specific varied. Drivers: income, population density & lone-parent households. 
Ecological fallacy, personal info not 
available.  
Chang et al, 2012 Taiwan, 2002-2009  Bayesian 
hierarchical models 
Pesticide suicide: rates high (agricultural East & Central), low (cities). Rural: (adjusted 
rate ratio (ARR)=1.58, 95% Credible Interval [CrI] 1.44-1.74). 
Data of non-fatal using pesticides 
unavailable, no temporal trends 
Cheung et al, 2012 Australia 
2004-2008 
Poisson hierarchical 
model 
M rates higher in rural & remote areas for. Spatial clusters of high risk identified. No homogenous polygons, smoothing not 
accurate, no socioeconomic driver analysis  
Cheung et al, 2013 Australia 
2004-2008 
Scan statistics 15 clusters in NT, north WA & north QLD. 4 by national & state, 8 by state, 3 by 
national  
Short term trend, cluster radii not adjusted 
Congdon, 2011b 2002-2006, United 
States 
Spatial structure 
model 
Geographical contrasts in suicide & incorporated deprivation, social fragmentation & 
rurality. Latent spatial constructs: correlated within & between areas.  
Ecological fallacy 
Cutright & Fernquist, 
2004 
1996-1998, United 
States 
Multiple regression 
analysis 
Divorce, religion, approval of suicide, sex ratios, population density, and lagged 1981-
82 suicide rates significant.  
Large spatial scale (state level) 
Gunnell et al, 2012 England & Wales, 1981 
-85, 91-95, 01-05 
Bayesian 
hierarchical models 
Young M rates ↑ by 50% (1980s & 90s), ↓ to by 2005, in Wales changed from low to 
high. 2001-05 rates in north & southwest higher than elsewhere.  
No analysis of factors on temporal change.  
Limited age/sex group & period. 
Hooghe  et al, 2011 Flemish region of 
Belgium, 1996-2005. 
Spatial regression Single person households (+), immigration & presence of non-European inhabitants (-). 
Deprivation (+). Pop. density: (-). Older pop. (+). Spatial contagion effect for M.  
Ecological fallacy 
Macente & 
Zandonade, 2012  
Espírito Santo, Brazil, 
2003-2007 
Bayesian approach Immigration (Italians, Pomeranians/Germans); b) rural pop. (mean 53%); c) supporting 
economy (agriculture, husbandry & livestock). Global & local spatial correlation  
Ecological fallacy 
Mäkinen, 2006 Eastern Europe, 1910-
1989 
Mapping,  across-
time analysis 
1910, rate high in north (N) Baltic, urban of N & central Russia (RU), N & west Poland 
(PO), east (E) Ukraine (UR), N Caucasus (CC), low in south (S) RU, Dagestan, S PO. 
1989, high in Urals, E RU "ethnic" areas, SE RU. Low in PO, Moldavia, N CC.  
Missing some of suicide data records 
Middleton et al, 2006 England & Wales  
1988-1994  
Random-effects 
Poisson regression 
15-44 yrs: Rates high in inner of most densely populated cities & coastal areas. 
Unemployment & long-term illness: sig. in coastal areas.  
Personal info not available, exposures not 
sex & age specific 
Middleton et al, 2008 England & Wales 
1988-1994 
Bayesian 
hierarchical models 
High rates in city centers coastal & remote areas. Others appeared male specific or 
specific to younger age group.  
Personal info not available 
 
 
Table 2-3: Spatial and spatiotemporal patterns of suicide and factors associated with suicide risk (continued).  
 
 
Authors, year Study population  Statistics methods  Main findings Comments 
Phillips 2013 United States, 1976-
2000 
Time series 
decomposition 
Temporal: lower rates related to more foreign-born & fewer Episcopalians. Spatial: 
rates related to demographic, income, social & cultural factors.  
Large spatial scale (state) & no 
consideration of spatial autocorrelation 
Pridemore & 
Spivak, 2003 
Russia, 1984-1994 Descriptive Suicide rate in Russia changes over time; varies widely within the country, rates 
increase from west to east; highest in working-age M. 
Data in early yrs,  no assessing on 
socio-environmental factors 
Qi et al, 2010 Queensland, Australia 
1999-2003 
Kulldorff's spatial 
scan statistics 
Far north & north-eastern had high rate, south-western had low rate. Mornington in 
northwest & some other areas in upper Southeast had high risk cluster. 
Short term, no personal info & suicide 
methods 
Rezaeian et al, 
2007 
London, UK 
1996-1998 
Log-linear inverse 
binomial regression  
No spatial dependency between rates across different areas, Rate dropped with less 
“hot spots’ index in M 30-49 yrs. 
Ecological fallacy 
Saman et al, 
2012 
Kentucky, US 
1999-2008 
Kulldorff's spatial 
scan statistic 
2 high-risk spatial clusters (inc. 15 counties, p<0.05). Rate in the most likely cluster 
(12.4- 21.6) per 100,000. Relative risks: 1.24-1.38. 
Bias in temporal results from excluded 
cases.  
Salmerón et al, 
2013 
1991-2008, Spain Poisson models  Rates ↓ in all (↑35-54 age). Geographic variations. Spring & summer (highest). By 
hanging ↓,↑ in 35-44 age (M). Upward in by jumping in M (15-54) & F (25-64).  
Misclassification, under-reported cases 
change over time.  
Suzuki et al, 
2013 
1975-2005, Japan Bayesian 
estimation 
Highest OR: M 2.52 (95% CI: 2.43, 2.61, service workers); F 9.24 (95% CI: 7.03, 
12.13, security workers). F risk ↓. Prefecture ORs: 0.76-1.36 (M), 0.79-1.22 (F).  
Large geographical unit 
Yang et al, 
2013 
Taiwan, 2003-2010 Multiple regression Media reporting of suicide: linked with more deaths in suicide events (1-month lag). 
Suicide means reported diversely affected suicide models. Higher assoc. in urban. 
Limitations in collecting media reports 
of suicide  
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2.3 Discussion 
2.3.1 Summary of results 
This review assessed epidemiological evidence about the spatial pattern and impact of socio-
environmental factors on suicide over time and space. Meteorological factors are associated 
with suicide, but mixed results have been reported in the literature. For example, some 
studies showed that rainfall had a positive impact on suicide (Ajdacic-Gross et al, 2007; 
Deisenhammer et al, 2003; Lee et al, 2006; Oravecz et al, 2006), but others indicate that 
rainfall was inversely associated with the occurrence of suicide (Page et al., 2007a; Salib, 
1997). Temperature,
 
humidity and sunshine hours
 
were also associated with suicide. However, 
there were different effects of these factors on suicide in different studies, due to the selection 
of population (all people in the study area or particular group, e.g., older adults), time series 
(yearly, monthly, or daily data; and length of study period), spatial unit (the whole country or 
one city), study design (correlation or modelling), local climate extreme events (e.g., natural 
disasters like drought and flood)  and adjustment for confounders (e.g., socioeconomic status, 
public health intervention). 
The influence of socio-demographic factors on suicide has also been examined by many 
researchers. Most of these studies focus on GDP, Social-Economic Indexes for Area (SEIFA), 
unemployment, policy and country of birth. Lower SES was usually accompanied with higher 
suicide mortality (Page et al, 2002, 2006, 2007; Taylor et al, 1998, 2005). Both 
unemployment rate and the proportion of Indigenous population were positively associated 
with suicide rates. Suicide rates varied with country of birth and ethnic background. Public 
health interventions also influenced the pattern of suicide (Hall et al, 2003). Studies on 
spatiotemporal patterns of indicated that suicide rates varied with sex, age group and suicide 
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methods, across areas and over time. Socioeconomic factors, e.g., income, unemployment, 
immigration, were also associated with spatial patterns of suicide.  
2.3.2 Knowledge gaps 
According to the literature review, there are three main knowledge gaps as follows.  
Firstly, more in-depth approaches need to explore patterns of suicide in Australia and detect 
spatial clusters of high risk. The patterns of suicide in Australia by sex, age groups, suicide 
methods, time trend and spatial variation have been explored in official reports and studies 
(ABS 2000, 2006, 2012). High risk areas were also identified at both state and national levels 
(Cheung et al, 2012, 2013; Qi et al, 2010). However, the sizes of geographical regions at 
particular level in Australia, e.g., Local Government Area (LGA), varied dramatically from 
less than 10 km
2
 (e.g., Town of Walkerville in South Australia) to over 300,000 km
2
 (e.g., 
Shire of East Pilbara in Western Australia) according to Australian Bureau of Statistics. 
Previous study on spatial cluster analysis did not set the maximum radii of clusters, especially 
when there is a big variation of polygon sizes within the study area in Australia as indicated 
above; thus cluster shape, size and location may vary with the selection of maximum radii 
and population size of clusters (Kulldorff 1997, 2010). On the other hand, the rate of suicide 
by firearms dropped in the last 30 years while suicide rate by hangings increased in the same 
period at the national level (ABS 2000, 2006, 2007). The possible reasons for the inverse 
trends of two methods over time were also explored (Klieve et al, 2009; McPhedran & Baker, 
2012). However, there was no study exploring the variation of suicide rate by firearms and 
hanging in different time period at small area level (e.g., LGA), or examining the factors 
associated with these variation, e.g., whether LGAs with lower Socio-Economic Indexes for 
Area (SEIFA) was associated with higher increase of suicide rate by hanging or lower 
reduction of suicide rate by firearms.  
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Secondly, as high risk areas (suicide case number and suicide rate) can be detected in 
Australia, it is necessary to examine the association between socio-environmental factors and 
suicide over time in these hot spots. Both meteorological and socio-demographic factors have 
significant associations with suicide over time and space; some studies explored both of these 
drivers in each study population and site (Qi et al, 2009; Tsai, 2010, Tsai & Cho, 2012). 
However, none of current studies have explored the interactive effect of these two categories 
of variables on suicide, e.g., the difference of the associations between temperature and 
suicide in periods with high or low unemployment rate. Australia has a variety of climate 
types in different areas, e.g., temperate climate in Sydney, sub-tropical climate in Brisbane, 
tropical climate in Darwin and dry inland desert (see ABM link). Thus the association 
between climate factors and suicide may differ across areas. However, up to now, no study 
has explored this association in Australian capital cities, regional centres and high risk areas 
at national wide using a long term study period; and none has compared the difference of this 
association across areas or examined the interactive effect between meteorological and socio-
demographic factors on suicide.  
Thirdly, as suicide varied across different areas, more research needs to examine the 
association between socio-environmental factors and suicide using spatial and spatiotemporal 
approaches. Among all the studies referred to, only three explored the impact of both 
meteorological and socio-demographic factors on suicide (Hanigan et al, 2012; Qi et al, 2009; 
Tsai, 2010) over space. Qi et al. (2009) explored socio-environmental impact on suicide at 
the LGA level in Queensland, but only covered a short study period after the peak of suicide 
rate at Australian national level in 1996-1997 due to availability of current suicide data (ABS 
2000, 2006). Thus the association of climate factors and suicide in the long term cannot be 
indicated at the LGA level, especially in the “peak” era. Hanigan’s study on examining long 
term impact of drought and suicide in New South Wales used a relative larger geographic 
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scale (Statistical Division, or SD) and masked the differences of climate factors recorded in 
meteorological monitoring stations with varied geographical position in each SD (e.g., over 
10 stations recorded reliable data within Sydney SD boundary). Both of the Australian studies 
did not examine spatial autocorrelations of suicide incidence, which is vital in determining 
whether the neighbouring areas close to each other had similar suicide incidence (Carl & 
Kühn, 2007; Ponicki et al, 2013). 
2.3.3 Recommendations for future research 
As a few knowledge gaps have been indicated, some recommendations were proposed for 
future research on socio-environmental impact on suicide in Australia.   
In assessing the association of meteorological and socio-demographic factors with suicide, it 
is necessary to select hotspots of suicide, e.g., capital cities (with most suicide cases) and 
some rural/remote areas with high risk, and to examine whether meteorological and socio-
demographic (e.g., unemployment rate) factors differently associated with suicide across 
selected areas and the interactive effect of meteorological and socio-demographic factors.  
GIS and other analytical approaches need to be applied in assessing spatiotemporal pattern of 
suicide incidence in a long term (e.g., over 15 years) and across small areas in Australia 
national wide, especially in suicides by firearms and hanging. Then it is vital to use spatial 
analysis and GIS to indicate spatiotemporal patterns of suicide, examine the impact of socio-
environmental factors on suicide across small areas over time periods (e.g., every 5-year 
period, as suicide is rare in Australia at small areas, see Qi et al, 2009; Cheung et al, 2012, 
2013), identify risk factors and compare different spatial patterns and magnitudes of 
associations between socio-environmental factors and suicide over time and space. Some 
analytical approaches will be applied in examining above associations, e.g., Bayesian 
conditional autoregressive (CAR) model which has been used to describe geographical 
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variation in a specific disease risk between spatially aggregated units and adjust for spatial 
autocorrelation (Hu et al, 2010, 2012).  
In a study on suicide and socio-environmental change, it is essential to take into account 
confounding factors such as gender, age, family history, medication and public health 
policies. The information on these factors needs to be collected as detailed as possible. All 
the above approaches may have potential in both of future research and improving current 
public health implications in suicide control and prevention at national and local levels.  
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Chapter 3: Study Design and Methods 
This chapter addresses the study design, data collection and data analysis for all the results 
chapters (Chapters 4-7) in the PhD thesis. The methods in this chapter may be slightly 
different from each manuscript’s own methods section.  
3.1 Study population 
Australia has an area of 7,702,468.2 km
2
 (ABS, 2011) with a total population which have 
increased from 16,138,769 (1986 Census, ABS, 1986c) to 21,507,717 (2011 Census, ABS, 
2012b). Most of Australian population reside in coastal capital and regional cities. The rural 
and remote areas, especially in inland areas, have a sparse population (ABS, 2012b). The 
climate varies dramatically in Australia as equator and tropical zones in the north, subtropical 
zones in the east and west coast, temperate zones in southeast coast and southwest, desert in 
inland areas and grassland in inland areas but outside of desert (see: ABM website).  
3.2 Data collection 
3.2.1 Suicide data  
Data of suicide deaths between 1986 and 2005 were obtained from Australian Bureau of 
Statistics (ABS), including sex, age, country of birth, date of suicide and Statistical Local 
Area (SLA) code in eight states and territories: New South Wales (NSW), Victoria (VIC), 
Queensland (QLD), South Australia (SA), Western Australia (WA), Tasmania (TAS), 
Northern Territory (NT) and Australian Capital Territory (ACT or Canberra). Suicide cases 
were identified using the International Classification of Disease (ICD) Code (ICD 9 before 
1999; ICD 10 for 1999 and later) relating to suicide or self-inflicted injury. Suicide data after 
2005 were not available in this study because the process to apply for getting access to 
suicide data in recent years was still under review by ABS. Suicide data in capital cities were 
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from 1985 to 2005 and included all the information above. Some cases before 1999 were also 
assigned ICD 10 code because they were confirmed as suicide after a few years of their 
deaths. The suicide methods were classified as indicated in Table 3-1.  
Table 3-1: Suicide methods by ICD Code 
Suicide methods ICD 9 Code ICD 10 Code 
Cutting and piercing instrument 956.9 X78.0-X78.9 
Drowning 954.9 X71.0-X71.9 
Firearms, air guns and explosive 955.0-955.9 X72.0-X76.9 
Gases and vapours 951.0-952.9 X66.0-X67.9 
Hanging 953.0-953.9 X70.0-X70.9 
Jumping 957.0-957.9 X80.0-X81.9 
Solid or liquid substances 950.0-950.9 X60.0-X65.9, X68.0-X69.9 
Other methods 958.0-959.9 X79.0-X84.9 
 
3.2.2 Socio-demographic data 
Socio-demographic data at the SLA and  Local Governmental Area (LGA) levels, including 
population by age groups (<15 years, 15-34 years, 35-54 years, 55-74 years, ≥75 years) and 
sex, Socio-Economic Indexes for Areas (SEIFA), proportion of Indigenous population (%), 
unemployment rate (%) at the SLA/LGA levels, were acquired from Census Data (CDATA) 
2001, a product issued by ABS. CDATA provides digital boundaries and socio-demographic 
data of Australia (including 1991, 1996 and 2001 population census data at SLA/LGA levels, 
based on 2001 Census boundary). Proportion of Indigenous population was defined as the 
percentage of Indigenous population (all age, including both Aboriginals and Torres Islanders) 
in the total population at the SLA/LGA levels. Unemployment rate was defined as the 
percentage of unemployed population (15-64 years, excluding part-time workers) among total 
population (15-64 years) in each SLA/LGA. We used the CDATA 2001 as the standard of the 
spatial scales because the data in CDATA 2001 have covered most of the census population 
and socioeconomic data in the whole study period. The Census data in 1986 and 2006, 
including all population socio-demographic data at the SLA/LGA levels, were obtained from 
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ABS and SLA/LGA codes have been adjusted to 2001 Census standard (see: 3.3 Data 
management) to avoid the influence of SLA/LGA boundary changes over time. However, 
other socio-demographic variables associated with suicide, e.g., income, education, history of 
mental health illness and medication, were not available at the SLA/LGA level in the census 
data over the whole study period. Thus these variables were not included in the data analysis. 
The monthly unemployment rates by sex in each capital cities were also provided by ABS.  
3.2.3 Meteorological data 
This database includes meteorological data by month, and covers rainfall (mm), temperature 
(maximum and minimum, °C), humidity (%) and sunshine hours (daily mean). The dataset 
for the period 1981 to 2005 was obtained from the Australian Bureau of Meteorology (ABM). 
The data were recorded by monitoring stations and the mean values of variables from all 
stations in each LGA are applied in the analysis. A map of meteorological stations at the 
LGA level in Australia is shown in Figure 2-1. The stations with meteorological factors 
covering the whole study period were selected for data analysis.  
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Figure 3-1: Meteorological stations in Australia 
 
3.3 Data management 
As SLA boundaries have changed over the study period, especially in early years compared 
with recent years, we chose LGA as the standard geographical unit to explore the spatial 
pattern of suicide because LGA boundaries are relatively stable over the study period. Each 
LGA consists of one or more SLAs. The majority of LGA areas in SA and NT have a very 
low population density and were defined as unincorporated areas by ABS at the LGA level 
(large “blank” areas in LGA maps), but these areas were also composed of a number of SLAs. 
Thus we applied SLA data in unincorporated areas in SA and NT together with LGA data in 
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other areas in the mapping process to provide more detailed information on spatial variation 
of suicide. The Australian Standard Geographical Classification (ASGC), published by ABS 
and updated annually, was applied to aggregate data from SLA level to LGA level, 
examining and adjusting for SLA/LGA boundary changes over time (ABS 1985, 1986, 1988a 
& b, 1989-1999, 2000b, 2001, 2002a, 2003b, 2004b, 2005). Australia was divided into 628 
LGAs, plus 27 SLAs (altogether 655 geographical units) in the unincorporated areas of SA 
and NT in the 2001 Census. The SLA/LGA codes were adjusted and transferred to 2001 
Census standard using ASGC before data analysis. Suicide, population and socio-
demographic data were integrated according to above criteria. Some other suicide cases 
(about 1% of total) were deleted as these cases could not be confirmed due to boundary 
changes and lack of SLA/LGA information. For other time periods between census years, 
annual population and other socio-demographic data were interpolated using census data. 
Figure 3-1 shows a map of suicide cases distribution (1986-2005) by LGA and 
unincorporated SLA in SA and NT. Most of NT and WA, inland QLD and NSW, and middle 
of SA had only 20 or less suicide cases (less than 1 per year) during the study period. The 
majority of suicides were in coastal areas, especially in capital cities.   
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Figure 3-2 Suicide distribution in Australia (1986-2005, by LGA and unincorporated SLA in 
SA and NT)  
 
The meteorological data recorded at monitoring stations were linked with other datasets at the 
LGA level (including SLAs in the unincorporated areas in SA and NT) before analysis. For 
the LGAs/SLAs with only one station, we directly used the data of the stations. Some LGAs/ 
SLAs have more than one station and we used the mean value of several stations for each 
LGA/SLA in these areas. Some other LGAs/SLAs (e.g., some urban LGAs with small 
geographical area) have no station data. To solve this problem, we used the data from the 
nearest station to the centroid (longitude/ latitude) of these LGAs to represent the value for 
these LGAs. 
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In Chapter 4 (spatial cluster analysis of suicide), we used the suicide data from 1999 to 2003 
which we collected a few years ago and the manuscript was submitted for publication before 
we acquired the whole suicide dataset in 2012. The SLA level was selected as the spatial 
scale as SLA boundary was relatively stable in the study period (1999-2003). However, in 
other chapters covering the whole period of the current suicide database (1985-2005), we 
applied data at the LGA level for analysis. In Chapter 6 examining the associations of 
meteorological factors and unemployment with suicide in Australian capital cities, Statistical 
Division (SD), the larger geographic unit which contains a certain number of LGAs or SLAs 
in each, was selected to represent capital cities (one SD for one city) according to the 
definition of metropolitan areas of capital cities from ABS.  
3.4 Data analysis 
3.4.1 Descriptive and spatial cluster analysis 
Descriptive and mapping approaches were used to explore the age, sex, method, time and 
regional patterns of suicide cases and mortality (Chapter 4). Firstly, the basic pattern of 
suicide rate and annual average incidences were assessed among different population groups. 
Then the temporal trends of yearly suicide rates in population groups were examined. Finally 
maps were applied to display the geographical distribution of suicide rates by sex, age and 
suicide methods at the LGA level (including unincorporated SLAs). Annual average sex-
specific mortality for the whole Australia (1986-2005) was used as a reference to calculate 
age-adjusted standardised mortality ratio (SMR) of both sexes. All the maps were displayed 
using MapInfo 10.5 software package (MapInfo Corporation, 2010). Spatial cluster analysis 
was applied to identify the primary high-risk clusters (i.e., those with the highest risk among 
all clusters) and secondary high risk clusters (other high risk clusters with significance), using 
SaTScan (Kulldorff 1997, 2010). Poisson regression model was performed to compute the 
 38 
relative risk (RR) of each cluster and likelihood ratio to identify the two different types of 
clusters. Maximum population size of cluster (covering less than 50%, 25% and 10% of total 
population) and maximum length of cluster radii (100 km and 400 km) were used to examine 
whether these factors can determine the pattern of clusters; because 100 km radii may cover 
most of urban areas and 400 km radii may cover most of rural or remote areas. Different 
population size and radii of cluster can be selected in SaTScan. Some documents indicated 
that most of suicide cases were aged between 15 and 54 (ABS 2000, 2007), and thus the age 
structure of suicide clusters was specifically examined using two age groups (15 to 34-year 
and 35 to 54-year). We also calculated the median SEIFA and mean values of other socio-
demographic factors of clusters and compared them with the national average, to identify 
whether there were any differences in these factors between clusters and other areas.     
3.4.2 Time series analysis 
Eight Australian capital cities (Sydney, Melbourne, Brisbane, Adelaide, Perth, Hobart, 
Darwin and Canberra) were selected to examine the associations of meteorological factors 
and unemployment with suicide over time (Chapter 6).  
Firstly, the pattern of suicide cases, meteorological and unemployment rate were displayed; 
and seasonal differences of suicide in each city were also explored by using the mean 
mortality of 12-month cycle. Secondly, a Spearman correlation analysis was applied to check 
the multicollinearity of independent variables, especially the temperature indexes. The 
variables with high multicollinearity (rs ≥ |0.80|) were included in separated models. Then a 
generalized linear model (GLM) with Poisson link was applied to analyse the impacts of 
meteorological factors and the unemployment rate on suicide across different cities. Finally 
we selected the meteorological variables having significant associations with suicide in most 
cities and testing the modification of unemployment rate (using categorical variable as high 
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and low levels) on meteorological variables (using continuous variable) and suicide using 
GLM. Monthly rainfall, temperature, temperature change (ΔT, the difference of the 
temperature in current month and previous one month), humidity, sunshine hours and 
unemployment rates were included as independent variables in GLM. Population in each city 
with logarithm transfer was used as an offset to suit the Poisson distribution of suicide. 
Seasonality (September to November for spring; December, January and February for 
summer, March to May for autumn; June to August for winter) was also adjusted as a 
categorical variable. The minimum Akaike information criterion (AIC) was applied to select 
the most suitable models. The residual autocorrelation was tested by autocorrelation functions 
(ACF) and partial autocorrelation functions (PACF) plots. The software package SPSS 21.0 
was applied to implement all the analysis (Arbuckle, 2012).  
3.4.3 Spatiotemporal analysis 
Bayesian spatiotemporal models have been widely used in public health research (Bell & 
Broemeling 2000; Middleton et al, 2008; Poulos et al, 2008). These models can offer 
convenient platforms for incorporating both spatial and temporal information. For example, 
Bayesian smoothing can stabilize estimates in spatiotemporal patterns of diseases in small 
areas with extremely low population (Tassone et al, 2009). The Bayesian conditional 
autoregressive (CAR) model has been increasingly used to describe geographical variation in 
a specific disease risk between spatially aggregated units, such as the administrative divisions 
of a country (Escaramí et al, 2008; Hu et al, 2012a). In this study, we explored whether the 
Bayesian model is suitable to compare mortality rates and their socio-environmental 
determinants across LGAs and unincorporated SLAs. The formula of the Bayesian CAR 
model is as follows (Pfeiffer et al, 2008): 
log(µi) = log(ni) + (β0 + β1χ1i + … + βmχmi) + Ui + Si  
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In the above formula, i refers to the location and n to the population. μi represents the mean of 
the dependent variable, represents the meteorological variables, SEIFA, and socio-
demographic variables. β0 + β1χ1i + … + βmχmi is the regression equation. Ui denotes the 
unstructured random effects for each of the i areas; Si represents the structured random effect 
which is spatially correlated. The WinBUGS package was used to run the Bayesian CAR 
model.   
The deviance information criterion (DIC) for different Bayesian CAR model was checked. 
The lower DIC, the better goodness of fit for the model. At first step, no spatial elements will 
be included (no Ui or Si in the model). After that unstructured covariance (Ui) was added in 
the model; then structured covariance (Si) will also be added. The residuals of the final model 
were checked. In the selection of independent variables, the meteorological variables were 
firstly added, and then we added the SEIFA and demographic variables. All the models were 
compared and the most suitable model will be selected for final analysis.   
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Chapter 4: Dynamic pattern of suicide in Australia, 
1986–2005  
ABSTRACT 
Background 
Patterns of suicide have been studied in many countries, but little has done in integrating 
different patterns of suicide over long term and across small areas in Australia. This study 
explored the spatiotemporal variations of suicide across Australia from 1986 to 2005, 
discussed the reasons for dynamic changes and recommended future suicide research and 
prevention strategies. 
Methods and findings 
Suicide (1986–2005) and population data were obtained from the Australian Bureau of 
Statistics. A series of analyses were conducted to examine the suicide pattern by sex, method 
and age group over time and space. Apparent differences in suicide mortality across sex, age 
groups and suicide methods were found across different geographical areas. Male suicides 
were mainly committed by hanging, firearms and other explosives, gases and vapours. 
Female suicides were primarily committed by hanging, solid and liquid substances. Male 
mortality was high in rural areas while female mortality was high in capital cities. Mortality 
by firearms and explosives were higher in rural areas than urban areas, while the pattern for 
self-poison was opposite. Suicide mortality slightly fluctuated for total population and aged 
between 15 and 54, while mortality decreased among 55 years and over during the study 
period. There was a decrease of mortality by firearms during the study period especially after 
1996 when new firearm control law was implemented; while mortality by hanging kept 
increasing due to a substitution of other methods. The change of suicide patterns by hanging 
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and firearms was more significant in males, unincorporated areas in Northern Territory and 
South Australia, and some rural and remote areas in other states.  
Interpretations 
Suicide mortality varied over time and space and across sexes, age groups, suicide methods. 
Suicide control and prevention strategies should target particular groups and areas of high 
risk.   
4.1 Introduction 
Suicide has long been regarded as a major public health issues globally, with about 1 million 
people committing suicide annually (WHO, 2012). Suicide patterns, including suicide 
methods, time and geographical variation of suicide mortality, have been explored in many 
countries and regions, such as Brazil (Brzozowski et al, 2010), China (Phillips et al, 2002), 
India (Patel et al, 2012), Russia (Pridemore et al, 2003), Taiwan (Chang et al, 2010a) and 
United States (Miller et al, 2012). In Australia, suicide rate has fluctuated since the early 20
th
 
century, but has remained below 10 per 100,000 in recent years (WHO, 2012; ABS 2000, 
2007). However, there were still around 2,000 suicide deaths annually, mainly in young 
males. Thus, it is vital to understand the variations of suicide patterns over time, space, 
population groups (age, sex and ethnic groups) and the possible reasons for these variations, 
in order to design effective suicide control and prevention programs. Previous studies have 
explored suicide patterns in Australia over time (ABS, 2000, 2007; Spittal et al, 2012), 
methods
 
(Large & Nielssen, 2010) and space (Cheung et al, 2012; Qi et al, 2012). To date, 
however, no one has integrated the different patterns of suicide over a long term trend and 
across small areas in one study and compare them. Thus, this study examined long-term, 
dynamic, spatiotemporal patterns of suicide across different geographical areas in Australia, 
using the national data from the period 1986-2005.    
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4.2 Methods 
Data of suicide deaths between 1986 and 2005 were acquired from Australian Bureau of 
Statistics (ABS), including sex, International Classification of Disease (ICD) Code (ICD 9: 
950.0-959.9; ICD 10: X60-X84) relating to suicide or self-inflicted injury (WHO, 1975, 
1992), age, country of birth, date of suicide and Statistical Local Area (SLA) code. As SLA 
boundaries have changed dramatically over the study period, especially in urban areas, we 
chose Local Governmental Area (LGA) as the standard geographical unit to explore the 
spatial pattern of suicide. Each LGA is composed of one or more SLAs and the LGA 
boundaries are relatively stable over the study period. The Australian Standard Geographical 
Classification (ASGC), updated annually, was used to incorporate SLA codes into LGA 
codes, examine and adjust for SLA/LGA boundary changes over time. CDATA 2001, a 
product issued by ABS, provided digital boundaries and socio-demographic data of Australia 
(including 1991, 1996 and 2001 population census data at SLA/LGA levels, based on 2001 
Census boundary) and was applied in MapInfo 10.5 software package for map display 
(MapInfo Corporation, 2010). Population data (SLA/LGA levels) in 1986 and 2006 Census 
from ABS were merged with 2001 Census data after adjustment for boundary changes using 
ASGC references. The suicide mortality in different groups over time and across LGAs was 
then calculated.  
Many areas in South Australia (SA) and Northern Territory (NT) have a very low population 
density and were defined as unincorporated areas by ABS at the LGA level (large “blank” 
areas in maps), but these areas were also composed of 27 SLAs according to the 2001 Census 
data. Thus we applied SLA data in unincorporated areas in SA and NT to provide more 
detailed information. In the 2001 Census, Australia was divided into 628 LGAs, plus 27 
SLAs in the unincorporated areas of SA and NT. Ethical approval was granted by the Human 
Research Ethics Committee, Queensland University of Technology. 
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Descriptive and mapping approaches were applied to explore the age, sex, method, time and 
regional-specific patterns of suicide cases and mortality. Firstly, we explored the basic pattern 
of suicide mortality and annual average incidences among different “sub-groups”. Then the 
temporal trends of suicide mortality in sub-groups were examined, using yearly data. Finally 
maps of suicide mortality at the LGA level (including unincorporated SLAs) were applied to 
display suicide mortality over sexes, age groups and suicide methods. We used the annual 
average sex-specific mortality for the whole of Australia over the entire study period as the 
reference to calculate age-adjusted standardised mortality ratio (SMR) of both sexes which 
were mapped.  
4.3 Results 
This study included 45,293 suicide deaths in 20 years and only 187 suicides aged below 15, 
about 0.4% of total suicides. Thus we did not specifically analyse the pattern of suicide below 
15 years; however, we still keep them in results of all-age groups. Table 4-1 indicates that 
most of suicides were performed by those aged between 15 and 54 and occurred in capital 
cities and regional centres; around 80% of suicides were males. Male suicide mortality was 
higher among 15 to 34 and over 75 years groups than 35 to 74 years, and higher in regional 
centres, rural and remote areas than in urban areas. However, female suicide mortality was 
higher among 35 to 74 years groups and in urban areas than other age groups or in rural areas. 
Most suicides were committed by four methods: (1) firearms, air guns and explosive; (2) 
hanging; (3) gases and vapours; (4) solid or liquid substances. Less than 14% of total suicides 
were committed by drowning, jumping, cutting or piercing instrument, and other means. 
Suicide committed by firearms and other explosive methods were 14-fold higher in males 
than females, while there was no apparent difference between males and females by other 
suicide methods. Suicide mortality by hanging was relatively higher among 15 to 34 years 
than other age groups in males and across urban and rural areas. Mortality by self-poison 
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(gases, vapours, solid and liquid substances) was higher in the age groups of 35 to 54 than 
other age groups. Suicides by firearms and other explosive methods were more frequent 
among those aged 55 and, with associated mortality higher in rural and remote areas than in 
capital cities.  
Figure 4-1 shows the time-series trends of suicide by different groups. There was a peak of 
suicide mortality among the total population from 1996 to 1998, particularly in males aged 
between 15 and 34 years (A, C), males in rural and remote areas (B) and suicide committed 
by poisonous gas and vapours (D). In the early years of the study period, mortality among 55 
years and over was higher than those below 55 years, however, it was observed to drop lower 
than that of young and middle aged adults in recent years (A, C). The trends of suicide among 
15 to 54 years had slight fluctuations during the study period among different sub-groups (A, 
C). We also found decreased mortality by firearms and other explosives over the study period; 
while mortality by hanging sharply rose among males (D). Figure 4-2 used 5-year periods to 
explore mortality of specific methods by age groups and urban rural differences for a better 
visual effect. Similar as Figure 4-1D, suicide mortality by firearms and other explosives 
decreased over the study period, especially in rural and remote areas (2B); while mortality by 
hanging increased dramatically, reaching a peak in between 1996 and 2000 for different 
groups (A and B). The levels dropped, but were still higher than the early years of the study 
period. Suicide mortalities by gases and vapours, solid and liquid substances slightly 
fluctuated in the study period among all population groups (A and B).  Linear regression was 
implemented to examine the time series trend of suicide rates across population groups and 
by methods (Table 4-2). Suicide rates by sexes, 55 years and over, in urban areas, and 
completed by firearms, solid and liquid substances had significantly decreased over time. 
However, suicide rates by hanging significantly increased in the study period. 
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Table 4-1: Suicide deaths and mortality (per 100,000) across different groups in Australia 
(1986-2005) 
* 45,293 including 187 suicide cases aged below 15.  
 
Population group Age group 
15 to 34 35 to 54 55 to 74 75 and over All ages  
Cases   Mortality Cases Mortality Cases Mortality Cases Mortality Cases Mortality 
Gender      
Male 15,059 28.29 12,672 25.61 5,986 22.35 2,091 30.98 35,942 20.32 
Female 3,242 6.12 3,556 7.14 1,818 6.48 682 6.14 9,351 5.17 
Region      
Capital cities 11,267 16.49 9,736 15.87 4,568 14.33 1,674 15.58 27,332 12.47 
Regional centres 3,423 17.79 3,269 17.93 1,550 13.78 584 16.10 8869 13.03 
Rural and remote areas 3,611 19.35 3,223 16.37 1,686 14.39 515 14.82 9092 12.90 
Suicide methods     
Firearms and other explosives 2,795 2.63 2,285 2.30 1,674 3.05 556 3.11 7,348 2.07 
Gases and vapours 3,457 3.25 4,104 4.13 1,277 2.33 375 2.10 9,214 2.60 
Hanging 7,366 6.93 4,927 4.96 2,301 4.20 901 5.05 15,620 4.40 
Solid or liquid substances 2,166 2.04 2,863 2.88 1,333 2.43 434 2.43 6,807 1.92 
Other 2,517 1.26 2,049 2.06 1.219 2.22 507 2.84 6,294 1.78 
Region by gender     
Male     
    Capital cities  9,072 26.66 7,439 24.59 3,358 21.86 1,179 30.02 21,107 19.63 
    Regional centres  2,868 29.90 2,593 28.60 1,213 22.21 468 32.80 7,173 21.39 
    Rural/remote areas 3,119 32.46 2,640 25.99 1,415 23.73 444 31.82 7,662 21.39 
Female           
    Capital cities  2,195 6.40 2,297 7.39 1,210 7.33 495 7.26 6,225 5.58 
    Regional centres  555 5.75 676 7.37 337 5.83 116 5.27 1,696 4.91 
    Rural/remote areas 492 5.43 583 6.12 271 4.71 71 3.41 1,430 4.13 
Suicide methods by region     
Capital cities        
    Firearms and other explosives 1,148 1.66 913 1.47 626 1.95 211 1.95 2,908 1.31 
    Gases and vapours 2,299 3.32 2,420 3.90 732 2.28 222 2.05 5,674 2.56 
    Hanging 4,339 6.27 3,017 4.86 1,470 4.57 591 5.45 9,478 4.27 
    Solid or liquid substances 1,547 2.24 1,864 3.00 901 2.80 284 2.62 4,600 2.07 
    Other 1,934 2.79 1,522 2.45 839 2.61 366 3.38 4,672 2.11 
Regional centres       
    Firearms and other explosives 603 3.09 495 2.68 368 3.24 131 3.58 1,606 2.33 
    Gases and vapours 631 3.24 861 4.67 275 2.42 91 2.49 1,858 2.70 
    Hanging 1,502 7.71 1,026 5.56 456 4.02 187 5.11 3,200 4.65 
    Solid or liquid substances 344 1.77 570 3.09 258 2.27 92 2.51 1,268 1.84 
    Other 343 1.76 317 1.72 193 1.70 83 2.27 937 1.36 
Rural/remote areas       
    Firearms and other explosives 1,044 5.95 877 4.69 680 6.00 214 6.39 2,834 4.22 
    Gases and vapours 527 3.00 823 4.40 270 2.38 62 1.85 1,682 2.51 
    Hanging 1,525 8.69 884 4.73 375 3.31 123 3.67 2,942 4.38 
    Solid or liquid substances 275 1.57 429 2.29 174 1.54 58 1.73 939 1.40 
    Other 240 1.37 210 1.12 187 1.65 58 1.73 695 1.04 
Suicide methods by gender     
Male         
    Firearms and other explosives 2,555 4.80 2,123 4.29 1,605 5.99 551 8.16 6,869 3.88 
    Gases and vapours 2,961 5.56 3,428 6.93 1,091 4.07 324 4.80 7,805 4.41 
    Hanging 6,267 11.77 4,115 8.32 1,821 6.80 670 9.93 12,963 7.33 
    Solid or liquid substances 1,301 2.44 1,573 3.18 671 2.51 198 2.93 3,746 2.12 
    Other 1,975 3.72 1,433 2.89 798 2.98 348 5.16 4,559 2.58 
Female       
    Firearms and other explosives    240 0.45 162 0.33 69 0.25 5 0.05 479 0.26 
    Gases and vapours    496 0.94 676 1.36 186 0.66 51 0.46 1,409 0.78 
    Hanging 1,099 2.07 812 1.63 480 1.71 231 2.08 2,657 1.47 
    Solid or liquid substances    865 1.63 1,290 2.59 662 2.36 236 2.13 3,061 1.69 
    Other    542 1.03 616 1.23 421 1.50 163 1.42 1,745 0.97 
Total suicide 18,301 17.23 16,228 16.35 7,804 14.23 2,773 15.54 45,293 12.66 
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Figure 4-1: suicide mortality over time and sub-groups (per 100,000) 
     A: Sex and age groups; B: Sex and urban rural differences; C: Age groups and urban rural 
difference; D: Sex and methods; 
 
Figure 4-2: suicide mortality over time and methods (per 100,000, annual average) 
     A: Methods and age groups: B: Methods and urban rural difference 
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Table 4-2: GLM of suicide rate change over time by population group and suicide method 
 
 
 
 
 
 
 
Figure 4-3 indicates that among 15 to 34 years, north and central south of Northern Territory 
(NT), northeast and some southern parts of Western Australia (WA), northwest and central 
inland areas of Queensland (QLD) and some inland areas of New South Wales (NSW) had 
higher suicide mortalities (2A). The patterns were also similar for males (NT, QLD and WA 
in B1). Population aged between 35 and 74 had fewer high-risk areas than that aged 15 to 34 
(A2 and A3). For those aged 75 and over, mortalities in north and inland of QLD and a few 
LGAs in NSW and WA was higher than other areas; around 40% of total LGAs and 
unincorporated SLAs in NT and SA had no suicide occurred. Compared with males, more 
areas, e.g., northeast NT, most of rural/remote areas in WA and inland QLD, had no female 
suicide (2B). Rural and remote areas had lower mortality by self-poison than urban areas, 
except for some LGAs in inland QLD, east SA and south WA (2C).  
As the mortalities of suicide by firearms (including other explosives) and by hanging seemed 
to change over time, we also explored whether this trend existed in spatial scales over time by 
cutting the whole study period into four 5-year periods (Figure 4-4). Figure 4-4A indicates 
that suicide mortality by hanging was low in the early years of study period (A1), and very 
few suicides occurred in rural and remote areas in WA, NT, QLD and NSW. However, 
mortality by hanging kept increasing. North of WA, unincorporated NT and SA, north of 
 RR 95% CI P-value 
All suicide  0.90 0.82, 0.97 0.011 
Male 0.85 0.72, 0.97 0.017 
Female 0.96 0.92, 0.99 0.019 
Age 15-34 0.89 0.74, 1.04 0.166 
Age 35-54 0.95 0.85, 1.05 0.341 
Age 55-74 0.68 0.63, 0.73 <0.001 
Age 75 & over 0.65 0.54, 0.77 <0.001 
Urban areas 0.86 0.79, 0.93 0.001 
Regional areas 0.95 0.84, 1.07 0.442 
Rural & remote areas 0.95 0.86, 1.04 0.267 
Firearm 0.87 0.86, 0.88 <0.001 
Hanging 1.17 1.13, 1.22 <0.001 
Gas and vapour 0.97 0.94, 1.00 0.070 
Solid or liquid substances 0.94 0.93, 0.95 <0.001 
Other methods 0.97 0.95, 0.98 <0.001 
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QLD and even urban LGAs had much higher mortality between 1996 and 2005 compared 
with that in earlier years. However, the trend of suicide mortality by firearms and other 
explosives was opposite to that of suicide by hanging, especially for mortality changes in 
unincorporated SA and NT, north and inland areas in NSW and QLD, and middle of WA (B1 
and B2). 
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Figure 4-3: Suicide rates among different groups across Australia (1986-2005) 
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Figure 4-4: Suicide rates by self-harm over time and across space (1986-2005) 
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4.4 Discussion  
This study found long-term dynamic, spatiotemporal patterns of suicide in Australia, which 
varied across different population groups and suicide methods. Males were accounted for 
most suicides. Suicide mortality was relatively higher among youths, young and middle-aged 
adults, in rural and remote areas, and by hanging and by firearms and other explosives. 
However, mortality among 55 years and over was higher than population aged below 55 in 
the early years of the study period and then decreased significantly. Mortality by firearms 
decreased during the study period, while mortality by hanging kept increasing, especially in 
males and rural/remote areas. The spatiotemporal pattern of suicide was consistent with 
yearly mean and temporal trends of suicide among different groups.  
Upper middle-aged and old adults (aged 55 and over) had higher annual average suicide 
mortality than other age groups in general. However, suicide mortality among this age group 
gradually decreased in the study period and was even lower than that in those aged between 
15 and 54 years in regional centres, as well as rural and remote areas after 2000. Hall et al. 
indicated that the prescribing of antidepressants has increased in Australia since 1990, 
accompanied with a drop in suicide mortalities among older male and females (Hall et al, 
2003). Evidence also indicates that antidepressants can reduce psychological disorders, e.g., 
depression, among the elderly. Old people with severe levels of psychological disorders tend 
to seek assistance and treatment (Hickie et al, 2001). Thus, suicide risk and attempts among 
elderly may be reduced (Barak et al, 2006). Besides, other interventions (e.g., counselling and 
family support) combined with antidepressant use can also reduce suicidal behaviours 
(Hickie et al, 2001). Selective serotonin reuptake inhibitors have less side effects (e.g., 
cardiovascular impairs and drug interactions) than other drugs, and have been widely 
recommended to older adults from clinics (Mackay et al, 1999; Preskorn, 1994). However, 
little evidence has indicated that antidepressant use has significant effectiveness on youth and 
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young suicide mortality (Barak et al, 2006; Hickie et al, 2001; Mackay et al, 1999; Preskorn, 
1994). Studies in other countries have also provided evidence about the protective effect of 
antidepressants on severe depression and suicide behaviours; although treatments of other 
levels of depression are still not clear (Friedman & Leon, 2007; Mojtabai 2011; Sher et al, 
2012).  
In 1986, firearms, air guns and other explosives were the most common methods of suicide in 
Australia, over 6 per 100,000 among males. However, the rate dropped to around 2 per 
100,000 in 2005. By contrast, male suicide mortality by hanging rose from 3.8 per 100,000 in 
1986 to 9.4 per 100,000 in 2005, after experiencing a peak of 10.6 per 100,000 in 1998. A 
study in Victoria indicated that a decreased registration of firearms and lower and suicide 
mortality rates were significantly correlated from 1997 to 2000 (Ozanne-Smith et al, 2004). 
In this study, however, suicide morality by firearms and other explosives kept decreasing in 
the period even before 1997. Thus it is suggestive that firearm law enforcement enacted in 
1996 after the massacre in Tasmania, may have led to significant lower suicide mortality by 
firearms over an extended period at the national level (Ozanne-Smith et al, 2004). However, 
other studies indicated that decreased firearm suicide mortality in young adults was 
accompanied with rising suicide mortality by other methods at the national and local level 
(Klieve et al, 2009; McPhedran & Baker, 2012). Other countries also experienced a decreased 
mortality by firearms and increased suicide mortality by hanging over time (Cent.Dis. 
Control Prev., 2010; Largey et al, 2009; Mok et al, 2012; Stark et al, 2004). This may due to 
increased simple substitute methods (e.g., hanging) for firearms (Wilkinson & Gunnell, 2000). 
Firearms usage has still been the most common method of suicide in the United States in 
recent years, even after a decrease in the previous decades (Cent.Dis. Control Prev., 2010). 
Compared with United States, the pattern of suicide methods has changed more dramatically 
in Australia over time, due to stricter firearm control measures in Australia nationally than 
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that in the US (Cent.Dis. Control Prev., 2010; McPhedran & Baker, 2012; Ozanne-Smith et al, 
2004). However, mortality by firearms in rural areas was higher than that in urban areas, 
owing much to the availability of firearms. More evidence, including the interaction between 
socio-economic changes and suicide methods, still needs to be assessed, especially for recent 
years.  
Only a small percentage of population and suicides were for those aged 75 and over, thus 
many LGAs and unincorporated SLAs had no suicides or higher suicide mortality among 
older adults, especially in rural and remote areas. Usually areas with high risk of suicide have 
lower socio-economic status, along with higher proportion of Indigenous population (Qi et al, 
2012). Our previous study indicated that Mornington Shire in QLD and Bathurst-Melville in 
north of NT had much higher suicide risk, proportion of Indigenous population and lower 
socio-economic status than the national average, and both were indicated as high risk clusters 
using spatial cluster analysis (1999-2003) (Qi et al, 2012). In this study, both of them 
experienced increased number of suicide cases between 1996 and 2005 (27 in Mornington, 23 
males and 26 by hanging; 23 in Bathurst-Melville, 22 males and 20 by hanging), compared to 
that between 1986 and 1995 (4 in Mornington, male and 3 by hanging; 3 in Bathurst-Melville, 
male and by hanging). Population in Mornington Shire fluctuated from 718 (lowest, 1991 
Census) to 1,111 (highest, 1996 Census) from 1986 to 2005; and population in Bathurst-
Melville increased from 1,811 (1986 Census) to 2,512 (2006 Census). Alcohol has been 
introduced to the Aboriginal communities in top north NT for over 30 years, and local people 
tended to be mentally and psychologically jeopardised by domestic violence and social 
disruptions related to alcohol use even from early years (Hunter et al, 1999). Thus suicide 
behaviours were triggered from mental health problems after years of indirect influence from 
alcohol and can be spread quickly within an isolated community with limited population 
(Beautrais, 2000; Cantor & Baume, 1998). Hanging is simpler method of suicide compared 
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with other methods needing available tools like firearms and poison (Parker & Ben-Tovim, 
2002). One study from SA also indicated that about 40% of Indigenous suicide victims by 
hanging had a history of alcohol consumption (Austin et al, 2011), which was very 
commonly seen in impulse suicides, especially among youth and young adults (Tse et al, 
2011).  
The differences of suicide reporting systems may also influence the results. For example, 
Williams et al reported that suicide mortality in Queensland from the Queensland Suicide 
Register (QSR) was higher than that from the Australian Bureau of Statistics (ABS), 
reasoning that the disparity was due to such factors as information management and 
definition of suicidal behaviours (Williams et al, 2010). Compared with QSR, there were 
some underreported suicides not recorded in the ABS database, especially in recent years. 
Thus the suicide mortality in Queensland was lower when using ABS mortality data. 
However, ABS had a higher standard for evaluating the causes of deaths, e.g., complete 
documents from hospital or police (ABS, 2009). Some deaths were re-examined for their 
reasons and confirmed as suicides after a few years of the date of the deaths. So the 
information of current suicide deaths in the ABS database is accurate but some other suicides 
may not have been recorded, especially in the database of recent years.  
This study has a number of strengths. Firstly, this is the first study to integrate and compare 
different patterns of suicide in Australia over a long period (20 years) and across small areas 
in one study, and provides valuable information for examining suicide trends in Australia. 
Secondly, the different suicide mortality across population groups and by suicide methods 
were presented, which may help in designing effective suicide control and prevention 
programs. Different levels of spatial scales (LGA and SLA) were combined to best display 
the spatial distribution of suicide patterns; and the boundary changes over years were also 
adjusted using advanced GIS methods.  
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However, several limitations in this study should also be noted. Firstly, this study only 
examined the suicide pattern at the population level using aggregated data. Detailed 
individual information such as marriage, employment, Indigenous identity of each suicide 
case and health status before suicide commitment was not available in the current dataset. 
Secondly, the quality of suicide data may influence the results of the study. There is evidence 
suggesting that some suicide deaths were not covered in the current ABS database (Williams 
et al, 2010). The real suicide mortality may be underestimated so the results should be 
interpreted with caution.  
Recommendations on future research and public interventions can be proposed based on the 
results of this study. Firstly, more details (e.g., general and mental health status and the use of 
medication) of suicide victims need to be acquired to help public health policy makers and 
health workers to design and implement suicide control and prevention strategies targeting 
particular population groups (e.g., male young adults) and areas (e.g., Indigenous 
communities). Mortality by firearms is still significant especially in rural and remote areas. 
Thus control and prevention strategies e.g., firearm and pesticide restrictions (Lester & 
Leenaars, 1993; Ludwig & Cook, 2000), need to be addressed to cut off access to such 
methods. For an increased mortality by hanging and jumping, education of primary health 
workers and the general population are vital in reducing suicidal behaviours (Jorm et al, 2005; 
Mann et al, 2005; Marusic et al, 2004; Paykel et al, 1998; Rihmer et al, 2001). The 
effectiveness of antidepressant use still need to explored and improved, especially in youths 
and young adults (Barak et al, 2006; Mackay et al, 1999). These activities should be explored 
at a local level, especially in high risk areas and population groups, to improve the 
effectiveness of suicide prevention programs. Potential impacts of socioeconomic (Chan et al, 
2007; Huisman et al, 2009) and environmental factors (Fragar et al, 1997; Fuller et al, 2007; 
Lambert et al, 2003; Nicholls et al, 2006) on suicide over time and space should also be 
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addressed. In conclusion, this study has explored patterns of suicide across population groups 
and by suicide methods over time and space. These results may have significant implication 
for developing national suicide prevention strategies through focusing on high risk population 
groups, local areas and specific suicide methods.   
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Chapter 5: Spatial clusters of suicide in Australia 
ABSTRACT 
Background 
Understanding the spatial distribution of suicide can inform clues to planning, implementing 
and evaluating suicide prevention activity. This study explored spatial clusters of suicide in 
Australia, and investigated likely socio-demographic determinants of these clusters. 
Methods 
National suicide and population data at a statistical local area (SLA) level were obtained from 
the Australian Bureau of Statistics for the period of 1999 to 2003. Standardised mortality 
ratios (SMR) were calculated at the SLA level, and Geographic Information System (GIS) 
techniques were applied to investigate the geographical distribution of suicides and detect 
clusters of high risk in Australia.   
Results 
Male suicide incidence was relatively high in the northeast, parts of the east coast, central and 
southeast inland, compared with the national average. Among the total male population and 
male group aged 15 to 34, Mornington Shire had the whole or a part of primary high risk 
cluster for suicide followed by Bathurst-Melville area, one of the secondary clusters in the 
north coastal area of the Northern Territory. Other secondary clusters changed with the 
selection of cluster radius and age group. For males aged 35 to 54 years, only one cluster in 
the east of the country was identified. There was only one significant female suicide cluster 
near Melbourne while other SLAs had very few female suicide cases and were not identified 
as clusters. Male suicide clusters had a higher proportion of Indigenous population and lower 
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median socio-economic index for area (SEIFA) than the national average, but their shapes 
changed with selection of maximum cluster radii setting.  
Conclusion 
This study found high suicide risk clusters at the SLA level in Australia, which appeared to 
be associated with lower median socio-economic status and higher proportion of Indigenous 
population. Future suicide prevention programs should focus on these high risk areas. 
5.1 Introduction 
Suicide remains an important public health problem in Australia, with approximately 2,000 
suicide cases occurring nationally since the mid-1990s (an average annual incidence of 
approximately 9.7 per 100,000) (ABS, 2000, 2004a). Suicide in Australia has also been 
shown to vary by area-based socio-economic strata (Page et al, 2006), by measures of urban-
rural residence (Page et al, 2007a), and by small-area geographic units (Qi et al, 2009, 2010). 
Geographic analyses to identify areas of high suicide risk have also been conducted in other 
countries, such as Belgium (Hooghe & Vanhoutte, 2011), Taiwan (Chang et al, 2010a, 2011), 
United Kingdom (Middleton et al, 2006, 2008; Saunderson & Langford 1996; Rezaeian et al, 
2005, 2007), United States (Congdon, 2011; Saman et al, 2012), and Brazil (Minamisava et al, 
2009). 
Spatial analysis methods have been used to identify high risk areas of suicide in previous 
studies (Qi et al, 2010, Chang et al, 2010a, 2011; Gunnell et al, 2012; Middleton et al, 2008; 
Saunderson & Langford 1996; Saman et al, 2012; Minamisava et al, 2009). However, some 
studies focused only on urban areas or discrete geographic areas (e.g., state level) 
(Minamisava et al, 2009; Saman et al, 2012), and others merely used smoothed standardized 
mortality ratios (SMRs) to identify areas with high or low suicide incidences (Chang et al, 
2010a; Gunnell et al, 2012). Such smoothing methods may be inadequate in areas with sparse 
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population and very few suicide cases (Chang et al, 2010a; Gunnell et al, 2012). Some studies 
in Brazil (Minamisava et al, 2009) and the United Kingdom (Congdon, 2011) did not 
examine the pattern of suicide risk in rural and remote areas, which may substantially differ 
from urban areas. In Australia, a few reports and studies have examined the suicide pattern 
across the whole country (ABS 2000, 2004a; Large & Nielssen, 2010), but the spatial pattern 
of suicide has not been investigated in the national wide to date. At the state level some 
studies on suicide pattern have also been implemented in New South Wales (NSW Health, 
2004), Northern Territory (Measey et al, 2006), South Australia (Lawrence et al, 2000), but 
they did not use spatial analysis. A spatial analysis can identify areas with high suicide 
mortality, visualize the pattern of high risk areas and explore possible reasons for high risk, 
e.g. socioeconomic variety across different areas. Given the geographic and socio-
demographic diversity across Australia, it is important to examine the suicide pattern in the 
whole Australia. This study is based on our previous research which was conducted in 
Queensland (Qi et al, 2010) but the scope of this study in much broad.  
5.2 Methods 
5.2.1 Data sources  
Suicide data (1999-2003), including sex, age, country of birth, year and month of suicide and 
statistical local area (SLA) code were provided by Australian Bureau of Statistics (ABS). 
Access to recent suicide mortality data was unavailable as the related procedure is currently 
under review. The institutional ethics approval was granted by the Human Research Ethics 
Committee, Queensland University of Technology. 
In 2001, Australia was divided into 1,346 SLAs in eight states and territories: New South 
Wales (NSW), Victoria (VIC), Queensland (QLD), South Australia (SA), Western Australia 
(WA), Tasmania (TAS), Northern Territory (NT) and Australian Capital Territory (ACT, or 
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Canberra). 2001 Census data (CDATA 2001) included information on digital statistical 
boundaries, base maps, and SLA information (name, code, area (km²), longitude and latitude 
of the centroids, and population by age and gender). Some suicide cases (less than 1% of total 
suicides) were excluded from this study due to a lack of documentation on the SLA code. 
Socio-demographic data, such as Socio-Economic Indexes for Area (SEIFA), proportion of 
Indigenous population to the whole local population and unemployment rate at the SLA level 
were obtained from CDATA 2001. These data were used as potential explanatory factors for 
clusters. A higher SEIFA score indicates higher socio-economic status at the SLA level.  
5.2.2 Data analysis 
A series of statistical and Geographical Information System (GIS) methods were applied to 
analyse the data. GIS is a powerful tool to store, retrieve and display spatial data. The spatial 
locations and trends of disease outbreaks can be identified by GIS (Croner et al, 1996). GIS 
can also spatially explore disease aetiologies, such as socio-environmental factors associated 
with disease (Croner et al, 1996). Then GIS can help public health workers to design and 
implement effective disease control and prevention programs at a local level. Descriptive 
analysis was conducted to explore the characteristics of each variable, such as suicide cases, 
population and suicide age-adjusted standardised mortality (ASM) by gender (Norusis, 2008). 
GIS and mapping approaches were applied to investigate the spatial distribution of suicide 
SMR by gender at the SLA level (MapInfo Cooperation, 2006). A direct method, which was 
used in our previous Queensland study (Qi et al, 2010), was applied to calculate the ASM by 
gender for each SLA. Then the SMR was also calculated by using the mean of annual 
mortality of suicide in the whole Australia (1999-2003) as a reference, stratified by gender.  
To identify high risk areas, we applied spatial cluster analysis to identify the randomly-
distributed suicide cases and to explore primary clusters (i.e., those with the highest risk 
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among all clusters) and secondary clusters (other high risk clusters with significance), using 
SaTScan (Kulldorff, 1997, 2010). A Poisson regression model was performed to compute the 
mean relative risk (RR) of each cluster and likelihood ratio to identify the two types of 
clusters as circular windows. We also used maximum population size of cluster (covering less 
than 50%, 25% and 10% of total population) and maximum length of cluster radii (100 km 
and 400 km) to examine whether these factors can determine the pattern of clusters, as 100 
km radii may cover most of urban areas and 400 km radii may cover most of rural or remote 
areas. Different population size and radii of cluster can be selected in SaTScan. As some 
documents indicated that most of suicide cases were aged between 15 and 54 (ABS 2000, 
2004a), the spatial clusters of suicide for this age group were specifically examined as two 
groups (15 to 34-year and 35 to 54-year). The median SEIFA and mean values of other socio-
demographic factors of clusters were calculated and compared with the national average, in 
order to identify whether there were any differences in these factors between clusters and 
other areas.     
5.3 Results 
11,586 suicide deaths were included in the analysis covering the whole study period, with 
9,142 males and 2,444 females (male/female ratio: 3.74). 4,472 (38.6%) of total suicides 
were aged between 15 and 34 (3,577 males and 895 females) and 4,540 (39.2% of total) 
between 35 and 54 (3,579 males and 961 females). The metropolitan areas of capital cities 
covered only 0.5% of the total area examined but contained 63.4% of total population (ABS, 
2002b) and 59.4% of total suicide deaths. Rural and remote SLAs had sparse population 
density and many had no suicide cases during the study period. Table 5-1 indicates the 
distribution of area, population and suicide by SLA. All the variables differed substantially 
across SLAs.  
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Table 5-1: Statistical summary of variables at the SLA level. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-1A indicates that the central south of Northern Territory (NT), north, inland and the 
eastern coast of Queensland (QLD), inland areas of New South Wales (NSW) and Western 
Australia (WA), and the eastern coast of Tasmania (TAS) had higher male SMRs than other 
areas. There were no male suicide cases during the study period in central and some southern 
areas of WA; central, north and southwest QLD; and northwest NSW. North and inland areas 
QLD, some areas in NSW and VIC, north and some western areas in WA, and eastern TAS 
had higher female suicide SMR than other areas (Figure 5-1B). However, 47.6% of SLAs had 
no female suicide cases during the study period. 
 
 
 
 
 Mean Minimum 
Percentile  
25 50 75 Maximum 
Area (km
2
) 5735.93    0.33 7.15 87.81 2209.99 671465.75 
Male population 6966.90     0 1423 3011 7200 90716 
Female population 7150.07     0 1389 2984 7329 91399 
Population density (per km
2
) 730.28     0 2.00 132.32 1355.72 10448.12 
Suicide cases 8.63     0 1 4 10 123 
Male suicide cases 6.81     0 1 3 8 102 
Female suicide cases 1.82     0 0 1 2 26 
Male SMR 1.12     0 0.53 0.97 1.49 25.24 
Female SMR 1.98     0 0 0.44 1.35 34.20 
Proportion of male population 
aged 15 to 34 (%) 
27.19 0 22.67 26.70 30.48 85.00 
Proportion of male population 
aged 35 to 54 (%) 
29.10 0 27.33 29.02 30.90 100.00 
Proportion of male suicide aged 
15 to 34 (%) 
32.18 0 0 33.33 50.00 100.00 
Proportion of male suicide aged 
35 to 54 (%) 
31.80 0 0 33.33 50.00 100.00 
Proportion of female population 
aged 15 to 34 (%) 
26.60 0 22.02 25.80 29.84 86.01 
Proportion of female population 
aged 35 to 54 (%) 
29.03 0 26.84 28.85 31.34 100.00 
Proportion of female suicide 
aged 15 to 34 (%) 
18.46 0 0 0 33.33 100.00 
Proportion of female suicide 
aged 35 to 54 (%) 
22.31 0 0 0 40.00 100.00 
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Figure 5-1: Age-adjusted standardised mortality ratio of suicide at the SLA level by gender 
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Figure 5-2 shows the spatial clusters of male suicide. Mornington Shine (A in Figure 5-2A 
and 2B) in the northwest of QLD was identified as the primary cluster. Bathurst-Melville area 
(B1, north of NT) and some suburbs of Adelaide in SA (E) were discovered as secondary 
clusters at both of the maximum radii of 100 km (Figure 5-2A) and 400 km (Figure 5-2B). 
Other secondary clusters changed with selection of different maximum lengths of cluster radii. 
All the detailed information of male suicide clusters at different cluster radii is provided in 
Table 5-2. For female suicide clusters, only one primary cluster was identified near 
Melbourne after adjustment for radius and age group (Table 5-2). We also tested the impact 
of different population size (i.e., clusters of less than 50%, 25%, 10% and 5% of total 
population) on the spatial pattern of suicide but did not find any significant difference. 
The clusters of male suicide in different age groups were also presented. Mornington Shire 
was the primary cluster of male suicide for youths (15 to 34-year) at the maximum radii of 
100 km (Figure 5-3A) and this cluster expanded to cover much larger areas of Northwest 
QLD (including Mornington Shire) at the maximum radii of 400 km (Figure 5-3B). Bathurst-
Melville area was identified as a secondary cluster with different cluster radii selection 
(Figure 5-3A and 5-3B). Other secondary clusters changed with the selection of different 
maximum lengths of cluster radii (Figure 5-3A and 5-3B). For suicide aged between 35 and 
54, only one cluster was found in the Central Coast of NSW at the maximum radii of 100 km 
(Figure 5-4A) and this cluster expanded to cover the whole Northeast NSW and parts of 
South QLD at the maximum radii of 400 km (Figure 5-4B). Table 3 provides detailed 
information of clusters at different age groups and cluster radii.  
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Figure 5-2: Clusters of male suicide (A: radius limit of 100 km; B: radius limit of 400 km) 
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Table 5-2: Information on clusters of high risk at the SLA level 
  
Type Radius 
(km) 
Cluster 
number in 
figures  
SLA number(s) and 
location 
Cluster 
radius (km) 
Area (km
2
) Population Number 
of cases 
Expected 
cases 
RR 95% CI P value 
Primary 
(male) 
100km/ 
400km 
A 1(Mornington Shire,  
northwest of QLD) 
0 1,231.25 397 12 0.45 26.49 15.07, 45.95 <0.001 
Secondary 
(male) 
100km B1 1(Bathurst-Melville, 
north of NT) 
0 7,492.01 873 13 0.98 13.25 7.59,  22.69 <0.001 
B2 24 (Darwin, NT) 10.58 250.90 26,077 58 30.88 1.88 1.50, 2.51 0.037 
C 13 (East of QLD) 80.45 15,917.11 68,830 128 77.52 1.66 1.37,  1.98 <0.001 
D 8 (Central Coast 
areas,  NSW) 
66.45 13,740.91 140,699 222 160.32 1.39 1.21, 1.58 0.012 
E 6 (Adelaide, SA) 5.32 95.57 51,536 99 60.51 1.64 1.38, 2.05 0.019 
400km B1 1(Bathurst-Melville, 
north of NT) 
0 7,492.01 873 13 0.98 13.25 7.59, 22.69 <0.001 
B3 6 (Inland of NT) 367.33 661,409.44 8,765 30 9.81 3.07 2.09,  4.28 0.0012 
C 66 (East of QLD) 272.48 157,690.60 309,537 461 349.24 1.34 1.19, 1.44 <0.001 
D 58 (Northeast NSW 
& south of QLD) 
261.50 180,322.20 388,923 559 438.63 1.29 1.16, 1.38 <0.001 
E 6 (Adelaide, SA) 5.32 95.57 51,536 99 60.51 1.64 1.38, 2.05 0.026 
F 47 (Southeast VIC & 
north of TAS) 
284.63 64,048.26 185,052 277 209.16 1.33 1.16, 1.48 0.027 
Primary 
(female) 
100km/ 
400km 
 7 (Melbourne area, 
VIC) 
6.00 88.46 154,518 74 39.33 1.91 1.52, 2.41 0.001 
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Figure 5-3: Clusters of male suicide (aged 15-34. A: radius limit of 100 km; B: radius limit of 
400 km) 
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Figure 5-4: Clusters of male suicide (aged 35-54. A: radius limit of 100 km; B: radius limit of 
400 km) 
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Table 5-3: Information on clusters of high risk (male suicide among 15 to 34 years and 35 to 44 years) at the SLA level 
  
Type Radii 
(km) 
Cluster number 
in figures  
SLA number(s) and 
location 
Cluster 
radii (km) 
Area 
(km
2
) 
Population Number 
of cases 
Expected 
cases 
RR 95% CI P value 
Primary 
(15 to 34-
year )  
100 A 1(Mornington Shire,  
Northwest of QLD) 
0 1,231.25 184 10 0.25 40.32 22.05,  73.72 <0.001 
400 A 4( Northwest of 
QLD) 
211.91 111,527.17 1258 19 1.70 11.23 7.18, 17.56 <0.001 
Secondary 
(15 to 34-
year) 
100 B 1(Bathurst-Melville, 
north of NT) 
0 7,492.01 431 12 0.58 20.66 11.82, 36.13 <0.001 
 C 1 (North of WA) 0 104,079.96 1,889 13 2.55 5.11 2.97, 8.77 0.013 
 D 8 (Southwest of VIC 
& southeast of SA) 
94.98 16,580.74 9,003 30 12.17 2.48 1.73, 3.55 0.044 
400 B1 1(Bathurst-Melville, 
north of NT) 
0 7,492.01 431 12 0.58 20.66 11.82, 36.13 <0.001 
B2 7 (Northeast, NT) 381.84 263,138.40 4,431 24 5.99 4.03 2.70,  6.01 <0.001 
B3 6 (Inland of NT) 367.33 661,409.44 3,601 24 4.87 4.96 3.32,  7.40 <0.001 
C1 4 (Northeast, WA) 314.37 420,420.00 6,693 31 9.05 3.45 2.42, 4.91 <0.001 
C2 5 (Southeast, WA) 296.51 179,497.34 7,994 30 10.81 2.79 1.95, 4.00 0.008 
Primary 
(35 to 54-
year) 
100 A 8(Central Coast 
areas,  NSW) 
66.45  13,740.91 45,405 98 60.56 1.64 1.34, 2.00 0.021 
400 A 123(Northeast NSW 
& south of QLD) 
303.60 163,267.65 235,694 420 314.36 1.38 1.25, 1.53 <0.001 
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Table 5-4 shows the socio-demographic characteristics of high risk clusters for male suicide 
at all ages. Primary and secondary clusters had a higher proportion of Indigenous population 
than the national average level (about 39 times higher in the primary cluster; secondary 
clusters: 41% higher in the 100 km radii and 73% higher in the 400km radii settings). The 
median SEIFA scores in the clusters were lower than the national median SEIFA score (Table 
5-4), indicating that high risk clusters had lower socioeconomic status than the national 
average level. For female suicide, we did not find any significant difference in socio-
demographic factors between cluster areas and other areas.  
Table 5-4: Socio-demographic factors in cluster areas (all male suicide)  
 
 
 
 
5.4 Discussion 
This study explored the geographical distribution of suicide and clusters of high risk in 
Australia. There was a higher risk of male suicide in the north of QLD, some areas in the east 
coast of QLD and TAS, inland areas in QLD, NSW and WA, and central south areas in NT 
(SMR > 2), compared with the national average. Female suicide incidence was significantly 
lower than male suicide incidence overall, and over 40% of all SLAs had no female suicide 
deaths in the study period. Only one cluster of female suicide was identified in this study.   
In capital cities, the numbers of suicide cases in each year were relatively steady. Only some 
SLAs near Adelaide and Darwin were identified as clusters of high risk of male suicide. The 
Darwin metropolitan area has a smaller population than other capital cities, as well as a 
Type Radius 
(km) 
Proportion of 
Indigenous 
population (%) 
Unemployment 
rate (%) 
SEIFA 
(median)  
Primary 
cluster 
 
86.50 1.17 882.03 
Secondary 
clusters 
100km 3.07 8.70 827.51 
400km 3.58 5.51 910.11 
National level  2.17 6.26 1000 
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smaller average population at the SLA level. Thus the suicide mortality was high in some 
SLAs in Darwin. A report in South Australia indicated that the west of Adelaide, where the 
cluster in this study lies, had higher incidence of mental and behavioural disorders than that of 
the whole of Adelaide and Australia, which may be associated with suicidal behaviours 
(PHIDU, 2005). For female suicide, many SLAs with high SMR had only a small number of 
suicide cases. Thus the clusters of female suicide were not as obvious as male suicide. For 
example, Moreton Island near Brisbane had a SMR of 22.2 compared with the national female 
suicide incidence, but had only 1 female suicide. Thus these SLAs were not identified as high 
risk clusters by SaTScan. This phenomenon can also be found in some SLAs having a high 
male suicide SMR but with a very small population size (e.g., Fyshwick in Canberra).  
In the spatial cluster analysis of total and 15 to 34-year male suicide, the Mornington Shire 
was identified as the whole or a part of primary cluster of high risk, as well as the secondary 
cluster of Bathurst-Melville area in both when setting the maximum radii at 100 km and 400 
km. Our previous studies indicated that suicide mortality was higher in the areas with larger 
proportion of Indigenous population than other areas and these areas usually had lower 
socioeconomic status (Qi et al, 2009, 2010). The Bathurst-Melville area also had a low SEIFA 
score and over 80% of local population were Indigenous. The findings in previous and current 
studies are similar which suggests that the same set of determinants of suicide clusters exist at 
both national and state levels. Additionally, social disruption and alcohol abuse may also 
contribute to the high suicide incidence, according to some studies (Parker & Ben-Tovim, 
2002; Manne, 2007) and media reports (ABC, 1999, 2011; Franklin, 2008) relating to the 
Mornington Shire and Bathurst-Melville. Due to very small number of 35 to 54-year suicides 
in Mornington Shire (2 cases) and Bathurst-Melville (1 case), these two areas were not 
identified as high risk clusters at this age group.   
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The sizes and positions of other secondary clusters changed with the selection of different 
radius and age structure. A cluster with large radius limit could hide the information of 
smaller areas within the cluster, while the selection of clusters with small radius limit may 
miss some significant high risk areas compared with larger radius. SaTScan applies a circling 
approach to select all the geographical units in one place (e.g., northeast of NSW) as a 
particular cluster, in which these areas may be heterogeneous, especially when the radius 
setting is large (Chen et al, 2008; Glaz & Balakrishnan, 1999). Thus some clusters tend to 
include both high risk areas and adjacent areas with low risk or even no suicide cases. 
Compared with the study in QLD (Qi et al, 2010), this study covered a much larger area, thus 
SaTScan could select more SLAs within one cluster (larger radius). This can explain that the 
cluster (400 km of maximum radius setting) in the east of QLD in this national study had 13 
times the size (km
2
), 9 times of population and 7 times the number of suicide cases of that in 
the QLD study (Qi et al, 2010). There are some variations of significant clusters (especially 
secondary) between males at different age groups, due partly to the different distribution of 
age groups of population and suicides across SLAs (Table 5-1).  
There are several strengths in this study. This is the first study to examine the spatial clusters 
of suicide at a national level in Australia. Clustered areas of high risk need to be identified to 
facilitate the assessment of the factors associated with high suicide risk and to design effective 
public health interventions. This study explored the variations of spatial clusters at different 
settings, including various cluster radii and age groups. Finally, the method developed in this 
study may contribute to identifying high risk areas of other mental health problems or 
diseases and improving mental health promotions.  
The limitations of this study should also be acknowledged. Firstly, the data was collected a 
few years ago and only covered the period when Australian suicide mortality was declining 
after a peak in 1997. Thus it may not represent the current patterns of suicide, potentially 
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limiting its use in current suicide prevention strategies. Secondly, detailed personal 
information (e.g., health status before death and suicide methods) was not available in this 
study. Thus it is difficult to assess how suicidal behaviours were modified by individual-level 
factors in these areas. Finally, some risk factors such as drug and alcohol use, and potential 
modifying factors such as suicide prevention activities and the provision of healthcare 
services were not taken into account. These data are not routinely collected at the SLA level, 
but it is likely that such factors would affect spatial patterns of suicide.  
Based on the findings of this study, some recommendations can be proposed. Firstly, even 
though most suicides occur in capital cities due to a large urban population, some rural and 
remote areas had high suicide risk, which is consistent with previous studies of rural suicide 
in Australia (Page et al, 2006, 2007; Qi et al, 2009, 2010). It is necessary to collect more 
detailed information (e.g., suicide methods, mental health status of suicide cases and general 
population) in high risk areas, to discern the causes of suicide and to help design specific 
suicide prevention activities in these areas. Previous studies have found that a series of suicide 
control and prevention activities targeting the general population, such as antidepressant use 
(Olfson et al, 2003; Hall et al, 2003), firearm and pesticide restrictions (Lester & Leenaars, 
1993; Ludwig & Cook, 2000), domestic gas detoxification (Lester, 1990; Wiedenmann & 
Weyerer, 1993), primary care physician education (Rihmer et al, 2001; Marusic et al, 2004), 
public education campaigns (Jorm et al, 2005; Paykel et al, 1998), may be associated with 
reductions in suicidal behaviour (Mann et al, 2005). Investigating the extent to which such 
activities in local populations have been, or can be, implemented in high risk areas, is 
important in increasing the effectiveness of suicide prevention programs. The impact of 
climate (Lambert et al, 2003; Nicholls et al, 2006), socioeconomic factors (Huisman & 
Oldehinkel, 2009; Chan et al, 2007; Fragar et al, 1997) and natural disasters (Fuller et al, 2007; 
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Sartore, 2007) on suicide should also be addressed in future research, especially in identifying 
the variation of these impacts across different areas.   
5.5 Conclusion 
This study has described the spatial variation of suicide and clusters of high risk in Australia. 
The spatial and cluster analysis methods may have significant applications in mental health 
research and the development of effective suicide control and prevention strategies, especially 
after studying suicide pattern in recent years. Exploring the spatiotemporal association 
between socio-environmental variables and suicide may also provide a better understanding 
of suicide cases at a local level and offer area-specific information to plan and implement 
suicide prevention activities.  
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Chapter 6: Associations between climate variability 
and suicide in Australia: A multicity study  
ABSTRACT 
Background 
A number of studies have examined the associations between meteorological factors and 
suicide but the results are inconsistent. This study assessed the association between 
meteorological factors, unemployment and suicide in eight Australian capital cities.  
Methods 
Monthly suicide, population and socio-economic data in the metropolitan areas of eight 
Australian capital cities were obtained from the Australian Bureau of Statistics for the period 
of 1985 to 2005. Meteorological factors were provided by Australian Bureau of Meteorology.  
Suicide rates (monthly, total and by gender) were calculated. A generalized linear regression 
model with Poisson link was applied to explore the association between meteorological 
factors, unemployment rate and suicide, after checking the multicollinearity of each 
dependent variables and residual of the results.    
Results 
Temperature difference (ΔT) was positively associated with suicide in Sydney (Relative Risk 
(RR) all = 1.03, 95% Confidential Interval (95% CI): 1.01, 1.04), Melbourne (RR male = 1.02, 
95% CI: 1.00, 1.04), Brisbane (RR all = 1.03, 95% CI: 1.01, 1.06) and Hobart (RR all = 1.08, 
95% CI; 1.01, 1.15). There is a significant and positive association between unemployment 
rate and suicide in Sydney (RR all = 1.04, 95% CI: 1.03, 1.06), Melbourne (RR all = 1.02, 95% 
CI: 1.01, 1.03), Brisbane (RR all = 1.05, 95% CI: 1.03, 1.07) and Perth (RR all = 1.05, 95% CI: 
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1.03, 1.07). Other meteorological variables had less significant associations with suicide. The 
interaction between ΔT and unemployment is also positively significant especially in Sydney, 
Melbourne and Brisbane.  
Implications 
ΔT and unemployment rates had the most significant association with suicide in Australian 
capital cities among all selected variables in this study.  
6.1 Introduction 
Suicide remains an important public health issue around the world (WHO, 2012). As global 
climate change progresses, the impact of meteorological and other socioeconomic factors on 
population health is attracting much public attention, including mental health and suicide 
(Berry et al, 2010). Recently, a number of studies have explored this issue in different 
countries and areas and found that some meteorological factors, e.g., temperature (Kim et al, 
2011; Ruuhela et al, 2009; Page et al, 2007b; Ajdacic-Gross et al, 2007; Lee et al, 2006; Tsai 
& Cho, 2012; Tsai, 2010; Preti & Miotto, 1998; Likhvar et al, 2011), rainfall (Ajdacic-Gross 
et al, 2007; Tsai & Cho, 2012; Tsai, 2010), humidity and sunshine (Ruuhela et al, 2009; Tsai, 
2010), were associated with suicide risk. However, all the previous studies are based on local 
environmental settings and the associations are inconsistent over different environmental 
settings. For example, a few studies indicated that increased temperature was accompanied 
with high suicide risk (Kim et al, 2011; Page et al, 2007b; Lee et al, 2006; Tsai & Cho, 2012); 
however, the study by Ajdacic-Grosset et al (2007) showed a suicide peak in winter with low 
temperature. Some studies were contradictory even in the same area. Tsai and Cho (2012) 
indicated that temperature was positively associated with suicide rate in Taiwan using a pure 
time-series analysis; while another study has shown that the association was inverse when 
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comparing the regional differences of suicide rate in Taiwan (Tsai, 2010). This may be due to 
the different region focus and different method being used (Tsai, 2010).  
In Australia, capital cities only have less than 1% of total land areas but have over 65% of 
total population and around 60% of suicides across the whole country (Cheung et al, 2012; Qi 
et al, 2012; ABS, 2000, 2007). It is important to determine the predictors of suicide, including 
meteorological variables. All the capital cities had diverse population sizes and climate 
patterns. Thus the association of particular meteorological factors and suicide may differ 
across cities. Some studies indicated that decreased rainfall and continued drought caused by 
rainfall deficiency were associated with higher suicide risk in New South Wales (NSW), 
especially in rural areas (Nicholls et al, 2006; Hanigan et al, 2012). Our previous study 
indicated that increased maximum temperature was accompanied with higher suicide rate over 
time and space in Queensland (Qi et al, 2009). However, these studies are based on only one 
state, and the results from these studies are difficult to generalize to other areas. Some studies 
indicated that the associations between environmental factors and health status were modified 
by socioeconomic differences (Tong et al, 2000; Yu et al, 2010). Thus it is vital to identify 
how meteorological variables associated with suicide rates and whether socioeconomic 
variables (e.g., unemployment) have modifying effects on meteorological factors and suicide 
in various cities over time, in order to help design and implement suicide prevention programs 
locally.  
Most suicides occurred in capital cities and climate patterns within each city are relatively 
homogeneous compared to rural and remote areas with large geographical size, sparse 
population and suicide cases, and varying climate factors. Thus this study aimed to explore 
the pattern of suicide in Australian capital cities, and assess the association of meteorological 
variables and unemployment rate with suicide in these cities.  
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6.2 Methods 
6.2.1 Data sources  
Suicide data (1985 to 2005), including sex, age, International Classification of Disease (ICD) 
Code (ICD 9: 950.0-959.9; ICD 10: X60-X84) relating to suicide or self-inflicted injury, 
suicide date, country of birth and statistical local area (SLA) code, were provided by 
Australian Bureau of Statistics (ABS). The more recent suicide data were not included 
because the related procedure for accessing ABS data is currently under review. According to 
the definition from ABS, we used eight Statistical Divisions (SDs) to represent the 
metropolitan areas of eight Australian capital cities: Sydney, Melbourne, Brisbane, Adelaide, 
Perth, Hobart, Darwin and Canberra. Each SD was composed of a certain number of SLAs 
and suicide data at the SLA level were aggregated into SD level. The locations of each city 
were shown in Figure 6-1. Census population data (SD level, 1986 to 2006) by age and 
gender and monthly unemployment rate (%) in total and by gender, were also obtained from 
ABS. The institutional ethics approval was granted by the Human Research Ethics Committee, 
Queensland University of Technology. 
Monthly meteorological variables, including rainfall (mm), relative humidity (%), maximum 
and minimum temperature (Tmax and Tmin, °C), sunshine hours (daily average within 
months), were supplied by the Australian Bureau of Meteorology. We examined the 
monitoring stations within the boundaries of metropolitan areas of each capital cities, selected 
the stations which had valid records covering the whole study period, calculated the mean 
values of station records in each city, and applied them in the data analysis. The monthly 
mean temperature (T-mean, °C) and temperature difference (ΔT, the difference in mean 
temperature between current month and previous one month, °C; above 0°C for increase and 
below 0°C for decrease) were also calculated.  
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Figure 6-1: the locations of capital cities in Australia 
 
6.2.2 Data analysis 
A series of methods were applied to demonstrate the distribution of suicide cases, 
meteorological and socio-demographic variables; and seasonal differences of suicide in each 
city were also explored by using the mean mortality of 12-month cycle. Then a Spearman 
correlation analysis was applied to check the multicollinearity of independent variables, 
especially the temperature indexes. The variables with high multicollinearity (correlation ≥ 
|0.80|) were included in separated models. A generalized linear model (GLM) with Poisson 
link was applied to analyse if meteorological factors and the unemployment rate were 
associated with suicide rates across different cities. Then we selected the meteorological 
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variables having the most significant associations with suicide and testing the modification of 
unemployment rate on meteorological variables and suicide. Monthly rainfall, temperature, 
ΔT, humidity, sunshine hours and unemployment rates were as independent variables in GLM. 
Population in each city (all and by gender) with logarithm transfer was used as an offset. 
Seasonality (September to November for spring; December, January and February for 
summer, March to May for autumn; June to August for winter) was also adjusted as 
categorical independent variables. The minimum Akaike information criterion (AIC) was 
applied to select the most suitable models. The autocorrelations of residuals for each model 
were also checked. The software package SPSS 21.0 was applied to implement all the 
analysis (Arbuckle, 2012).  
6.3 Results 
28,501 suicide cases (21,999 males and 6,502 females) from 8 cities between 1985 and 2005 
were included in this study. Table 6-1 shows the distribution of suicide cases. Sydney and 
Melbourne had the largest number of suicide cases while Darwin, Canberra and Hobart had 
fewer suicides. However, Darwin had highest mean temperature, rainfall and sunshine among 
all the cities due to its tropical climate. Hobart had the highest unemployment rate, followed 
by Adelaide and Brisbane; while Canberra had the lowest unemployment rate.   
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Table 6-1: Summary statistics for meteorological factors, unemployment rate and suicide 
deaths in Australian capital cities (1985–2005) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Note: SD: standard deviation; Min: minimum, Max: maximum; T: temperature; ΔT: temperature difference; UR: 
unemployment rate.  
Figure 6-2 demonstrates the monthly suicide rate variation over time and cross cities. Sydney 
and Melbourne had the lowest suicide rates (especially all and male suicides) while Darwin 
Variables City Mean Min 
Percentiles 
Max 
25 50 75 
Suicide 
Sydney 35.6 (27.4, 8.1) 17 (14, 1) 30 (23, 6) 35 (27, 8) 41 (32, 10) 66 (54, 20) 
Melbourne 30.6 (23.1, 7.5) 10 (7, 1) 26 (19, 6) 30 (23, 8) 35 (26, 9) 49 (37, 16) 
Brisbane 16.6 (13.1, 3.6) 4 (3, 0) 13 (10, 2) 16 (13, 3) 20 (16, 5) 34 (28, 10) 
Adelaide 10.8 (8.3, 2.5) 4 (2,0) 8 (6,1) 11 (8, 2) 13 (10, 3)  21 (18, 8) 
Perth 13.0 (10.1, 2.8) 4 (3, 0) 10 (8, 2) 13 (10, 3) 16 (13, 4) 25 (19, 9) 
Hobart 2.4 (1.9, 0.5) 0 (0, 0) 1 (1, 0) 2 (2, 0) 3 (3, 1) 8 (7, 4) 
Darwin 1.4 (1.2, 0.2) 0 (0, 0) 0 (0, 0) 1 (1, 0) 2 (2, 0) 5 (5, 3) 
Canberra 2.8 (2.0, 0.6) 0 (0, 0) 2 (1, 0) 3 (2, 0) 4 (3, 1) 9 (7, 3) 
Rainfall 
(mm) 
Sydney 91.4 0.7 39.9 70.0 124.5 560.6 
Melbourne 62.5 3.3 40.3 58.5 83.5 166.9 
Brisbane 91.4 0.8 39.9 70.1 122.2 609.8 
Adelaide 55.8 0.0 19.4 50.0 84.5 193.7 
Perth 70.1 0.0 12.8 52.7 115.3 266.8 
Hobart 57.2 2.6 33.0 50.8 74.9 255.2 
Darwin 137.8 0.0 1.7 71.5 234.9 841.5 
Canberra 54.6 0.6 24.0 46.8 73.9 248.2 
Humidity 
(%) 
Sydney 63.5 41.6 58.8 64.1 68.3 79.4 
Melbourne 64.9 46.7 59.3 64.4 70.5 79.8 
Brisbane 63.4 43.7 59.9 63.5 67.2 78.6 
Adelaide 56.6 35.9 47.5 54.5 65.9 77.5 
Perth 59.8 43.8 51.8 59.6 67.8 77.8 
Hobart 61.9 45.5 57.5 61.8 66.5 77.0 
Darwin 62.0 37 52 61.5 72.5 85.0 
Canberra 60.1 38 53.1 60.3 67.0 79.0 
T (ΔT ,°C) 
Sydney 17.19 (0.01) 10.36 (-4.82)  13.89 (-1.76) 17.43 (0.20)  20.66 (1.98)  24.41 (4.29)  
Melbourne 14.84 (0.01)   8.58 (-6.09)  11.41 (-1.81)  14.81 (0.23)  18.15 (1.69)   23.31 (5.23)  
Brisbane 20.36 (0.01) 13.79 (-4.45) 17.09 (-1.84) 20.86 (0.05) 23.55 (1.83) 26.50 (3.93) 
Adelaide 16.83 (0.00) 9.49 (-8.21) 12.90 (-1.97) 16.69 (0.38) 20.58 (1.98) 26.83 (7.15) 
Perth 18.37 (-0.01) 11.66 (-5.36) 14.60 (-1.67) 18.05 (0.05) 22.10 (1.73) 27.81 (6.03) 
Hobart 12.97 (0.01) 7.28 (-4.28) 10.05 (-1.59) 12.93 (0.30) 15.67 (1.49) 19.63 (3.95) 
Darwin 27.52 (0.00) 22.45 (-4.10) 26.28 (-0.84) 28.03 (-0.10) 28.84 (0.81) 30.23 (3.75) 
Canberra 13.39 (0.01) 4.65 (-6.25)  8.91 (-2.56)  13.45 (0.30) 18.14 (2.70) 22.80 (5.80) 
Sunshine 
hours 
(daily 
average) 
Sydney 7.1 3.7 6.4 7.1 7.9 10.4 
Melbourne 6.1 2.7 4.8 6.2 7.4 9.9 
Brisbane 8.1 4.4 7.3 8.2 8.8 10.6 
Adelaide 7.6 3.3 5.8 7.8 9.3 11.9 
Perth 8.5 4.0 6.8 8.2 10.5 12.6 
Hobart 6.5 3.2 5.3 6.4 7.7 10.6 
Darwin 8.6 3.0 7.4 9.2 10.1 11.0 
Canberra 7.7 3.6 6.3 7.8 9.0 11.4 
UR (%) 
Sydney 7.4 (7.5 ,7.3) 5.0 (5.0, 4.8)  5.9 (5.9, 5.9) 7.3 (7.4, 7.2) 8.6 (8.5, 8.8) 11.0 (11.9, 9.8) 
Melbourne 7.5 (7.4, 7.7) 4.7 (4.0, 5.4) 5.8 (5.6, 5.9) 6.7 (6.4, 7.6) 8.9 (9.1, 8.8) 12.5 (12.8, 12.3) 
Brisbane 8.4 (8.3, 8.5) 4.7 (4.3, 5.1) 7.4 (7.2, 7.7) 8.6 (8.6, 8.6) 9.7 (9.5, 9.8) 10.8 (11.3, 10.7) 
Adelaide 8.5 (8.9 ,8.0) 4.8 (5.2, 4.1) 7.2 (7.7, 6.6) 8.7 (8.7 ,8.5) 9.6 (10.3, 9.1) 12.0 (13.2, 10.5) 
Perth 7.3 (7.4, 7.3) 4.1 (3.8, 4.4) 6.1 (6.5, 6.0) 7.3 (7.3, 7.3) 8.0 (7.9, 8.5) 11.1 (11.6, 10.9) 
Hobart 9.4 (10.0 ,8.7) 5.8 (6.1, 5.5) 8.7 (8.8, 7.7) 9.3 (9.8, 9.1) 10.6 (11.5, 9.9) 13.0 (14.1, 15.4) 
Darwin 6.6 (6.7. 6.4) 3.7 (3.0, 2.7) 5.3 (5.3, 5.0) 6.6 (6.5, 6.4) 7.5 (7.6, 7.5) 11.2 (11.9, 10.9) 
Canberra 5.7 (6.0, 5.5) 3.0 (3.0, 2.7) 4.6 (4.9, 4.2) 5.4 (5.6, 5.4) 7.0 (7.5, 6.7) 8.60 (8.8, 9.2) 
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had the highest suicide rate among all the cities. There is no obvious seasonal variation of 
suicide rates in Sydney, while Melbourne had a small peak of suicide (total and male) in 
spring. The seasonal patterns of suicide varied in other cities. Brisbane experienced the lowest 
suicide rate (total and male) in June (winter), and high but stable suicide rate from spring to 
summer; which is similar in Perth. In Adelaide, two peaks were seen in May and October 
(total and male). A sharp peak of suicide rate in October (total and male) was observed in 
Darwin and Canberra.  
Table 6-2 shows the results of modeling after adjustment for seasonality. ΔT was positively 
associated with suicide rate in Sydney (total and male, and marginally for female suicide), 
Melbourne (male, and marginally for total suicide), Brisbane (total and male), Hobart (total 
and female) and Canberra (marginally for female suicide). Temperature was only positively 
(marginal) associated with total and male suicide in Darwin. Humidity had no significant 
association with suicide. There were no significant associations between meteorological 
variables and suicide rate in Adelaide and Perth. Other meteorological variables were also 
tested in the models. The associations between maximum temperature and suicide rates were 
similar as that of mean temperature, while minimum temperature appeared to be less 
important. There was a positive association between unemployment rate and suicide in 
Sydney (total and by gender), Melbourne (total and male), Brisbane (total and by gender) and 
Perth (total and male, and marginally for female). However, this association was not 
significant in other cities. The results of the pooled data indicate that both of ΔT and 
unemployment rate were positively associated with suicide. We also tested lag effect of 
independent variables (1 month for meteorological variables and 1-6 months for 
unemployment rate) and found that the results were similar.     
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Figure 6-2: Seasonal variation of suicide rates (per 100,000) 
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Table 6-2: The association between meteorological factors, unemployment rate and suicide in 
Australian capital cities.   
 
City Parameter Estimates 
All Male Female 
RR 
95% CI 
P-value RR 
95% CI 
P-value RR 
95% CI 
P-value 
Lower Upper Lower Upper Lower Upper 
Sydney 
Rainfall (100mm) 1.00 0.97 1.04 0.931 0.99 0.95 1.03 0.695 1.02 0.95 1.08 0.639 
Humidity (%) 1.00 1.00 1.01 0.620 1.00 0.99 1.01 0.720 1.00 0.99 1.01 0.877 
Temperature (°C) 1.01 0.99 1.02 0.384 1.00 0.98 1.02 0.993 1.02 1.00 1.05 0.104 
Temperature difference (°C) 1.03 1.01 1.04 0.001 1.02 1.01 1.04 0.009 1.03 1.00 1.06 0.087 
Sunshine hours  0.98 0.95 1.01 0.229 0.98 0.94 1.02 0.320 0.94 0.87 1.01 0.094 
Unemployment rate (%) 1.04 1.03 1.06 0.001 1.04 1.02 1.05 0.000 1.09 1.06 1.12 0.000 
Melbourne 
Rainfall (100mm) 0.91 0.82 1.00 0.034 0.93 0.83 1.03 0.146 0.84 0.67 1.01 0.049 
Humidity (%) 1.01 1.00 1.01 0.130 1.01 1.00 1.01 0.124 1.00 0.99 1.01 0.892 
Temperature (°C) 1.00 0.98 1.02 0.989 0.99 0.97 1.01 0.568 1.01 0.98 1.05 0.479 
Temperature difference (°C) 1.02 1.00 1.03 0.098 1.02 1.00 1.04 0.034 0.99 0.95 1.02 0.536 
Sunshine hours  1.02 0.99 1.06 0.195 1.04 1.00 1.08 0.041 0.96 0.89 1.03 0.286 
Unemployment rate (%) 1.02 1.01 1.03 0.001 1.02 1.01 1.03 0.000 1.01 0.98 1.03 0.580 
Brisbane 
Rainfall (100mm) 0.97 0.92 1.03 0.337 0.91 0.92 1.03 0.281 0.97 0.86 1.08 0.608 
Humidity (%) 1.00 0.99 1.01 0.685 0.99 0.99 1.01 0.884 0.99 0.97 1.02 0.540 
Temperature (°C) 1.01 0.99 1.03 0.457 1.02 0.99 1.04 0.374 0.99 0.95 1.04 0.801 
Temperature difference (°C) 1.03 1.01 1.06 0.010 1.04 1.01 1.07 0.015 1.03 0.97 1.08 0.312 
Sunshine hours  0.97 0.92 1.01 0.140 0.91 0.92 1.01 0.150 0.98 0.88 1.08 0.628 
Unemployment rate (%) 1.05 1.03 1.07 0.001 1.01 1.03 1.05 0.001 1.09 1.04 1.14 0.000 
Adelaide 
Rainfall (100mm) 1.06 0.90 1.22 0.478 1.09 0.90 1.27 0.384 1.00 0.66 1.33 0.987 
Humidity (%) 1.00 0.99 1.01 0.715 1.00 0.98 1.01 0.933 1.01 0.99 1.04 0.346 
Temperature (°C) 0.99 0.96 1.02 0.392 0.98 0.95 1.01 0.161 1.03 0.97 1.08 0.398 
Temperature difference (°C) 0.98 0.96 1.01 0.169 0.99 0.96 1.02 0.486 0.96 0.91 1.01 0.124 
Sunshine hours  1.01 0.96 1.07 0.635 1.02 0.96 1.08 0.486 0.99 0.87 1.10 0.831 
Unemployment rate (%) 0.99 0.96 1.01 0.241 0.99 0.96 1.01 0.181 1.01 0.96 1.06 0.818 
Perth 
Rainfall (100mm) 1.10 0.97 1.22 0.150 1.09 0.95 1.23 0.222 1.05 0.78 1.32 0.707 
Humidity (%) 0.99 0.98 1.00 0.159 0.99 0.98 1.00 0.228 0.99 0.96 1.02 0.441 
Temperature (°C) 1.00 0.97 1.03 0.983 1.00 0.97 1.03 0.949 1.00 0.94 1.05 0.928 
Temperature difference (°C) 1.02 0.99 1.04 0.269 1.01 0.98 1.04 0.367 1.02 0.96 1.08 0.527 
Sunshine hours  1.02 0.97 1.07 0.417 1.00 0.95 1.06 0.949 1.07 0.96 1.17 0.225 
Unemployment rate (%) 1.05 1.03 1.07 0.001 1.04 1.02 1.06 0.000 1.05 1.00 1.10 0.083 
Hobart 
Rainfall (100mm) 1.10 0.85 1.34 0.463 1.04 0.76 1.32 0.789 1.30 0.80 1.79 0.302 
Humidity (%) 1.01 0.99 1.04 0.328 1.01 0.98 1.03 0.632 1.05 0.99 1.11 0.105 
Temperature (°C) 0.96 0.89 1.03 0.230 0.97 0.90 1.05 0.460 0.92 0.77 1.07 0.252 
Temperature difference (°C) 1.08 1.01 1.15 0.033 1.04 0.96 1.12 0.299 1.24 1.09 1.40 0.005 
Sunshine hours  1.06 0.92 1.20 0.401 1.05 0.90 1.21 0.515 1.14 0.83 1.45 0.405 
Unemployment rate (%) 1.01 0.95 1.06 0.782 1.02 0.97 1.07 0.427 0.92 0.80 1.04 0.195 
Darwin 
Rainfall (100mm) 1.07 0.91 1.23 0.395 1.08 0.92 1.25 0.341 0.99 0.52 1.46 0.961 
Humidity (%) 0.98 0.95 1.02 0.289 0.97 0.94 1.01 0.137 1.04 0.95 1.13 0.350 
Temperature (°C) 1.09 1.00 1.19 0.068 1.11 1.01 1.21 0.047 1.01 0.73 1.28 0.967 
Temperature difference (°C) 1.05 0.94 1.15 0.393 1.04 0.93 1.15 0.490 1.10 0.79 1.41 0.538 
Sunshine hours  0.98 0.80 1.16 0.826 0.94 0.74 1.14 0.534 1.28 0.78 1.78 0.327 
Unemployment rate (%) 0.95 0.88 1.03 0.212 0.96 0.89 1.03 0.208 0.90 0.72 1.09 0.271 
Canberra 
Rainfall (100mm) 1.12 0.88 1.36 0.365 1.21 0.94 1.48 0.173 0.84 0.29 1.39 0.530 
Humidity (%) 1.00 0.98 1.02 0.919 1.00 0.98 1.02 0.979 1.01 0.96 1.05 0.716 
Temperature (°C) 0.97 0.94 1.01 0.195 0.97 0.93 1.02 0.218 0.98 0.90 1.06 0.652 
Temperature difference (°C) 1.02 0.98 1.07 0.325 1.01 0.95 1.06 0.849 1.09 0.99 1.19 0.076 
Sunshine hours  1.07 0.96 1.19 0.240 1.08 0.95 1.22 0.249 1.05 0.80 1.30 0.689 
Unemployment rate (%) 1.04 0.99 1.09 0.170 1.04 0.98 1.10 0.192 1.05 0.94 1.15 0.400 
All cities 
Rainfall (100mm) 0.99 0.97 1.02 0.607 .99 0.97 1.02 0.593 1.00 0.95 1.05 0.990 
Humidity (%) 1.00 1.00 1.01 0.195 1.00 1.00 1.01 0.250 1.00 1.00 1.01 0.603 
Temperature (°C) 1.00 0.99 1.01 0.644 1.00 0.99 1.01 0.728 1.00 0.99 1.02 0.817 
Temperature difference (°C) 1.02 1.01 1.03 0.000 1.02 1.01 1.03 0.001 1.02 1.00 1.03 0.075 
Sunshine hours  1.00 0.99 1.02 0.806 1.00 0.98 1.02 0.888 1.00 0.97 1.04 0.862 
Unemployment rate (%) 1.03 1.02 1.04 0.000 1.02 1.02 1.03 0.000 1.03 1.02 1.05 0.000 
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As ΔT and unemployment were two key predictors of suicide, the interactive effects of these 
two variables on suicide were also examined by dividing unemployment rate into two levels 
(low and high by median value in each city) (Table 6-3). The association between ΔT and 
suicide was generally stronger for higher unemployment periods in all cities except Darwin. 
Similar findings were observed at a national level.     
Table 6-3: The interactive effect of temperature difference and unemployment rate on suicide 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Note: UER (unemployment rate); ΔT (temperature difference) 
 
6.4 Discussion 
This study examined the association of meteorological variables and unemployment rate with 
suicide in eight Australian capital cities. Suicide rate, meteorological variables and 
unemployment rate varied across different cities and between different periods. There was a 
relatively stronger association between ΔT and suicide than those for other meteorological 
variables. The associations between ΔT and suicide rate were more apparent in Sydney, 
Melbourne and Brisbane than other cities. Increased unemployment rate was also 
City 
Parameter 
Estimates 
All Male Female 
RR 
95% CI 
P-value RR 
95% CI 
P-value RR 
95% CI 
P-value 
Lower Upper Lower Upper Lower Upper 
Sydney 
High UER*ΔT 1.03 1.01 1.05 0.002 1.03 1.01 1.05 0.008 1.03 0.99 1.07 0.139 
Low UER*ΔT 1.03 1.01 1.05 0.001 1.03 1.01 1.05 0.014 1.05 1.02 1.09 0.006 
Melbourne 
High UER*ΔT 1.02 1.00 1.04 0.041 1.03 1.00 1.05 0.027 0.99 0.95 1.03 0.537 
Low UER*ΔT 1.01 0.99 1.03 0.307 1.02 1.00 1.05 0.086 0.99 0.95 1.03 0.682 
Brisbane 
High UER*ΔT 1.05 1.02 1.08 0.002 1.04 1.01 1.08 0.009 1.03 0.96 1.09 0.378 
Low UER*ΔT 1.02 0.99 1.05 0.112 1.03 1.00 1.06 0.093 1.03 0.97 1.09 0.376 
Adelaide 
High UER*ΔT 1.00 0.97 1.03 0.917 0.99 0.96 1.03 0.621 0.99 0.93 1.06 0.858 
Low UER*ΔT 0.97 0.94 1.00 0.035 0.99 0.95 1.02 0.446 0.94 0.88 0.99 0.026 
Perth 
High UER*ΔT 1.03 1.00 1.06 0.056 1.02 0.99 1.05 0.220 1.03 0.96 1.10 0.427 
Low UER*ΔT 1.01 0.98 1.04 0.639 1.01 0.98 1.05 0.500 1.02 0.95 1.08 0.608 
Hobart 
High UER*ΔT 1.09 1.01 1.16 0.037 1.03 0.95 1.12 0.449 1.35 1.17 1.53 0.001 
Low UER*ΔT 1.07 0.98 1.15 0.125 1.05 0.96 1.15 0.279 1.13 0.95 1.31 0.184 
Darwin 
High UER*ΔT 1.04 0.91 1.18 0.526 1.03 0.89 1.18 0.665 0.98 0.59 1.36 0.903 
Low UER*ΔT 1.12 0.98 1.26 0.116 1.15 1.00 1.30 0.065 1.06 0.68 1.44 0.773 
Canberra 
High UER*ΔT 1.03 0.98 1.08 0.280 1.01 0.95 1.07 0.740 1.13 1.01 1.24 0.040 
Low UER*ΔT 1.02 0.97 1.07 0.485 1.00 0.94 1.06 0.997 1.07 0.96 1.18 0.235 
All cities 
High UER*ΔT 1.03 1.02 1.04 0.000 1.02 1.01 1.03 0.000 1.02 1.00 1.04 0.082 
Low UER*ΔT 1.01 1.00 1.02 0.014 1.02 1.00 1.03 0.007 1.01 0.99 1.03 0.233 
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accompanied with higher suicide rate in these three cities and Perth. The modification effect 
of unemployment on the association between ΔT and suicide was generally weak.  
In this study, ΔT (in particular, temperature increase from last one month) had significant 
impacts on suicide rates than other meteorological variables. This is consistent with many 
studies (Kim et al, 2011; Tsai & Cho, 2012; Likhvar et al, 2011; Lin et al, 2008). It has been 
known that increased temperature may cause lower level of the action of serotonin (5-
hydroxytryptamine; 5-HT receptors) in human body; then the concentration and metabolism 
of brain derived neurotrophic factor (BDNF), one kind of neurotrophic factors which can 
adjust central nervous system and affecting human mood, may be influenced. Thus mental 
health problems, e.g., anxiety, stress and despair, may be triggered and even lead to suicidal 
behaviours (Doleski et al, 2010; Molteni et al, 2010; Olivier et al, 2010; Stefulj et al, 2004). In 
this study, there were sudden increases of suicide rate from winter to spring, especially in 
Melbourne and Brisbane. In the above cities (all in temperate climate zones), ΔT is higher 
from winter to spring than that from spring to summer. Thus higher ΔT may lead to higher 
suicide risks.  
There is no significant association between rainfall and suicide rate in Sydney in this study, 
which is different from previous NSW studies (Hanigan et al, 2012; Qi et al, 2009). Previous 
NSW studies covered both urban (including Sydney area) and rural areas. Usually prolonged 
droughts in rural and remote areas lead to decrease of agricultural products and the income of 
local population, especially farmers (Gunn et al, 2012; Alston, 2012; Sartore et al, 2007; 
Kelly et al, 2011). Thus mental health problems, such as anxiety, despair, may emerge in 
drought areas, where the availability of mental health care services was limited compared 
with urban areas (Sartore et al, 2007). This may trigger suicidal behaviors in these areas 
(Sartore et al, 2007). However, the socioeconomic impact of drought in urban areas may be 
not as dramatic as that in rural areas. So it is difficult to find the association between rainfall 
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and suicide rate in most urban areas, including Sydney. There was an increased association 
between rainfall and suicide in Melbourne, but the reasons for this remains unknown. And no 
significant effects of rainfall were found in other cities.  
The significant association between sunshine and suicide rate was only found in Melbourne in 
this study, which is consistent with the previous study in Victoria (including Melbourne area) 
(Lambert et al, 2003) and other studies (Linkowski et al, 1992; Maes et al, 1994; Preti et al, 
1998; Vyssoki et al, 2012). Some studies indicated that serotonin level in human body is high 
in winter, especially with less sunshine, which may have a protective effect on human mood 
(Lambert et al, 2002; Praschak-Rieder et al, 2008). However, a lower level of serotonin in 
summer can trigger impulsiveness and aggression, which may lead to some violent self-harm 
behaviours (Linkowski et al, 1992; Maes et al, 1994; Lambert et al, 2002; Praschak-Rieder et 
al, 2008). Melbourne lies on high latitude location in Australia with less rainfall in summer 
than that in winter. Thus sunshine peaks in summer (December and January) and drops to 
bottom in July (winter), and sunshine change is positively correlated with ΔT. The seasonal 
pattern of sunshine hours is similar as Melbourne and its association with suicide is also 
similar as that in Melbourne. However, Darwin, a tropical city, has plenty of rainfall in wet 
season (summer in other cities) and rare in dry season (winter in other cities); then there were 
less sunshine in wet season than dry season and it is inversely correlated with temperature. 
This may explain the opposite trends of the associations between rainfall, sunshine and 
suicide rate in Darwin (although not significant) and in Melbourne.  
In this study, unemployment rate was significantly associated with suicide rate in most of the 
Australian capital cities, even after adjustment for seasonality. This is consistent with other 
Australian and international studies (Milner et al, 2013; Chang et al, 2010b; Yamasaki et al, 
2008). Usually, unemployment can lead to the reduction of personal and family income, 
adding the stress, tension between family members and despair, especially for long term 
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unemployment and limited financial aid from government and civil organizations (Milner et 
al, 2013; Chang et al, 2010b; Yamasaki et al, 2008). Thus suicidal behaviors may be resulted 
from deteriorating economic conditions. This study also tested the lag effect (1 to 6 months) 
of unemployment on suicide and found that the trend is similar.  
This study has a few strengths. Firstly, this is the first study exploring the association between 
meteorological factors and suicide in major Australian cities using a long term dataset. 
Secondly, both of meteorological variables and unemployment rate were taken into account, 
and the key risk factors at a macro level were discovered in different cities. The interaction of 
ΔT and unemployment was also examined. Finally, the findings in this study may help public 
health decision-makers and practitioners to improve current suicide control and prevention 
programs.  
However, some limitations should also be addressed. Firstly, more detailed personal 
information of each suicide case, e.g., health status and mental disorder before suicide, was 
not available in the dataset. The results from the ecological study should be cautiously 
interpreted at the personal level. Secondly, using monthly meteorological data may mask 
some extreme weather conditions, e.g., short term heat waves, which may have potential 
impact on mental health among population. Finally, suicide methods were not taken into 
account in this study.  
In general, the associations between meteorological variables and suicide rates differed across 
Australian capital cities. As some non-capital urban areas, rural and remote areas also have a 
high risk of suicide, it is necessary to explore the potential socio-environmental determinants 
of suicide using comprehensive national data, especially from spatiotemporal aspects. Suicide 
control and prevention strategies can only be truly improved on the basis of better 
understanding of major risk factors of suicidal behavior at both macro and micro levels.  
100 
 
REFERENCES 
ABS (2000). 3309.0. Suicides, Australia, 1921 to 1998. Australian Bureau of Statistics, 
Canberra, Australia.  
ABS (2007). 3309.0. Suicides, Australia, 2005. Australian Bureau of Statistics, Canberra, 
Australia.  
Ajdacic-Gross V, Lauber C, Sansossio R, Bopp M, Eich D, Gostynski M, Gutzwiller F, 
Rössler W (2007). Seasonal associations between weather conditions and suicide--evidence 
against a classic hypothesis. Am J Epidemiol.; 165: 561‒519. 
Alston M (2012). Rural male suicide in Australia. Soc Sci Med.; 74: 515‒522. 
Arbuckle JL (2012). IBM SPSS Amos 21 User’s Guide. IBM Corporation North Castle Drive 
Armonk, NY 10504-1785 U.S.A. Available at: 
ftp://public.dhe.ibm.com/software/analytics/spss/documentation/amos/21.0/en/Manuals/IBM_
SPSS_Amos_Users_Guide.pdf 
Berry HL, Bowen K, Kjellstrom T (2010). Climate change and mental health: a causal 
pathways framework. Int J Public Health; 55: 123‒132. 
Chang SS, Sterne JA, Huang WC, Chuang HL, Gunnell D (2010). Association of secular 
trends in unemployment with suicide in Taiwan, 1959-2007: a time-series analysis. Public 
Health; 124: 49‒54. 
Cheung YT, Spittal MJ, Pirkis J, Yip PS (2012). Spatial analysis of suicide mortality in 
Australia: investigation of metropolitan-rural-remote differentials of suicide risk across 
states/territories. Soc Sci Med.; 75: 1460–1468. 
Doleski S, Yao L, Pandit A, Elvira C (2010). NGF release from thermoresponsive collagen- 
polyNIPAam polymer networks supports neuronal cell growth and differentiation. J. Biomed. 
Mater. Res.; 94: 457–465. 
Gunn KM, Kettler LJ, Skaczkowski GL, Turnbull DA (2012). Farmers' stress and coping in a 
time of drought. Rural Remote Health; 12: 2071. 
Hanigan IC, Butler CD, Kokic PN, Hutchinson MF (2012). Suicide and drought in New South 
Wales, Australia, 1970-2007. Proc Natl Acad Sci U S A.; 109: 13950‒13955. 
101 
 
Kelly BJ, Lewin TJ, Stain HJ, Coleman C, Fitzgerald M, Perkins D, Carr VJ, Fragar L, Fuller 
J, Lyle D, Beard JR (2011). Determinants of mental health and well-being within rural and 
remote communities. Soc Psychiatry Psychiatr Epidemiol.; 46: 1331‒1342. 
Kim Y, Kim H, Kim DS (2011). Association between daily environmental temperature and 
suicide mortality in Korea (2001-2005). Psychiatry Res.; 186: 390‒396. 
Lee HC, Lin HC, Tsai SY, Li CY, Chen CC, Huang CC (2006). Suicide rates and the 
association with climate: a population-based study. J Affect Disord.; 92: 221‒226. 
Likhvar V, Honda Y, Ono M (2011). Relation between temperature and suicide mortality in 
Japan in the presence of other confounding factors using time-series analysis with a 
semiparametric approach. Environ Health Prev Med.; 16: 36‒43. 
Lambert GW, Reid C, Kaye DM, Jennings GL, Esler MD (2003). Increased suicide rate in the 
middle-aged and its association with hours of sunlight. Am J Psychiatry; 160: 793‒795. 
Lambert GW, Reid C, Kaye DM, Jennings GL, Esler MD (2002). Effect of sunlight and 
season on serotonin turnover in the brain. Lancet; 360: 1840‒1842. 
Lin HC, Chen CS, Xirasagar S, Lee HC (2008). Seasonality and climatic associations with 
violent and nonviolent suicide: a population-based study. Neuropsychobiology.; 57: 32‒37. 
Linkowski P, Martin F, De Maertelaer V (1992). Effect of some climatic factors on violent 
and non-violent suicides in Belgium. J Affect Disord.; 25: 161‒166. 
Maes M, De Meyer F, Thompson P, Peeters D, Cosyns P (1994). Synchronized annual 
rhythms in violent suicide rate, ambient temperature and the light-dark span. Acta Psychiatr 
Scand.; 90: 391‒396. 
Milner A, Page A, Lamontagne AD (2013). Duration of unemployment and suicide in 
Australia over the period 1985-2006: an ecological investigation by sex and age during rising 
versus declining national unemployment rates. J Epidemiol Community Health; 67: 237‒244. 
Molteni R, Cattaneo A, Calabrese F, Macci F, Olivier JD, Racaqni D, Ellenbroek BA, 
Gennarelli M, Riva MA (2010). Reduced function of the serotonin transporter is associated 
with decreased expression of BDNF in rodents as well as in humans. Neurobiol. Dis.; 37: 
747–755. 
102 
 
Nicholls N, Butler CD, Hanigan I (2006). Inter-annual rainfall variations and suicide in New 
South Wales, Australia, 1964-2001. Int J Biometeorol.; 50: 139‒143. 
Olivier JD, Cools AR, Deen PM, Olivier B, Ellenbroek BA (2010). Blockade of dopamine, 
but not noradrenaline, transporters produces hyperthermia in rats that lack serotonin 
transporters. Eur. J. Pharmacol.; 629: 7–11. 
Page LA, Hajat S, Kovats RS (2007). Relationship between daily suicide counts and 
temperature in England and Wales. Br J Psychiatry; 191: 106‒112. 
Praschak-Rieder N, Willeit M, Wilson AA, Houle S, Meyer JH (2008). Seasonal variation in 
human brain serotonin transporter binding. Arch Gen Psychiatry; 65: 1072‒1078. 
Preti A, Miotto P (1998). Seasonality in suicides: the influence of suicide method, gender and 
age on suicide distribution in Italy. Psychiatry Res.; 81: 219‒231. 
Qi X, Tong S, Hu W (2009). Preliminary spatiotemporal analysis of the association between 
socio-environmental factors and suicide. Environ Health; 8:46. 
Qi X, Hu W, Page A, Tong S (2012). Spatial clusters of suicide in Australia. BMC Psychiatry; 
12: 86.  
Ruuhela R, Hiltunen L, Venäläinen A, Pirinen P, Partonen T (2009). Climate impact on 
suicide rates in Finland from 1971 to 2003. Int J Biometeorol.; 53: 167‒175. 
Sartore GM, Kelly B, Stain HJ (2007). Drought and its effect on mental health--how GPs can 
help. Aust Fam Physician; 36: 990‒993. 
Stefulj J, Büttner A, Skavic J, Zill P, Balija M, Eisenmenger W, Bondy B, Jernej B (2004). 
Serotonin 1B (5HT-1B) receptor polymorphism (G861C) in suicide victims: association 
studies in German and Slavic population. Am. J. Med. Genet. Part B Neuropsychiatr. Genet.; 
127B: 48–50. 
Tong S, McMichael AJ, Baghurst PA (2000). Interactions between environmental lead 
exposure and sociodemographic factors on cognitive development. Arch Environ Health; 55: 
330‒335. 
Tsai JF (2010). Socioeconomic factors outweigh climate in the regional difference of suicide 
death rate in Taiwan. Psychiatry Res.; 179: 212‒216. 
103 
 
Tsai JF, Cho W (2012). Temperature change dominates the suicidal seasonality in Taiwan: a 
time-series analysis. J Affect Disord.; 136: 412‒418. 
Vyssoki B, Praschak-Rieder N, Sonneck G, Blüml V, Willeit M, Kasper S, Kapusta ND 
(2012). Effects of sunshine on suicide rates. Compr Psychiatry; 53: 535‒539. 
WHO (2012). Suicide prevention (SUPRE). World Health Organization, Geneva. Available: 
http://www.who.int/mental_health/prevention/suicide/suicideprevent/en/index.html (Assessed 
08/09/2012) 
Yamasaki A, Araki S, Sakai R, Yokoyama K, Voorhees AS (2008). Suicide mortality of 
young, middle-aged and elderly males and females in Japan for the years 1953-96: time series 
analysis for the effects of unemployment, female labour force, young and aged population, 
primary industry and population density. Ind Health; 46: 541‒549. 
Yu W, Vaneckova P, Mengersen K, Pan X, Tong S b(2010). Is the association between 
temperature and mortality modified by age, gender and socio-economic status? Sci Total 
Environ.; 408: 3513‒3518. 
104 
 
Chapter 7: Socio-environmental drivers and suicide 
in Australia: Bayesian spatial analysis 
ABSTRACT 
Background 
The impact of socio-environmental factors on suicide has been examined in many studies. 
However, few of them explored the impacts from spatiotemporal aspects, especially in 
assessing the association between meteorological factors and suicide. This study examined 
the association of meteorological and socio-demographic factors with suicide across small 
areas over different time periods.  
Methods 
Suicide, population and socio-demographic data at the Local Government Area (LGA) level 
(including unincorporated Statistical Local Areas) were obtained from the Australian Bureau 
of Statistics for the period of 1986 to 2005. Information on meteorological factors was 
supplied by Australian Bureau of Meteorology (ABM). A Bayesian Conditional 
Autoregressive (CAR) Model was applied to explore the association of socio-demographic 
and meteorological factors with suicide across LGAs.   
Results 
In Model I (socio-demographic factors), Indigenous population (IND) and unemployment 
rate (UNE) were positively associated with suicide from 1996 to 2000 (Relative Risk (RR)IND 
= 1.01, 95% Credible Interval (CI): 1.00-1.02; RRUNE=1.02, 95% CI: 1.01-1.03) , and from 
2001 to 2005 (RRIND = 1.01, 95% CI: 1.00-1.02; RRUNE = 1.02, 95% CI: 1.00-1.04). However, 
Socio-Economic Index for Area (SEIFA) and IND had inverse associations with suicide 
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between 1986 and 1990 (RRSEIFA = 0.99, 95% CI: 0.99-1.00; RRIND = 0.99, 95% CI: 0.98-
1.00). Model II (meteorological factors): an increase of 1°C temperature increased the suicide 
rate by 2% (95% CI: 1%, 4%) in 1996-2000, and 3% (95% CI: 1%, 5%) in 2001-2005. The 
associations between socio-demographic factors and suicide in Model III (socio-demographic 
and meteorological factors) were as similar as that in Model I; but, there is no significant 
association between climate and suicide in Model III.  
Conclusions 
Indigenous population, unemployment and temperature appeared to be major drivers of the 
spatial variation of suicide across LGAs, especially in recent years. Socio-demographic 
factors played more important roles than meteorological factors in the spatial pattern of 
suicide.    
7.1 Introduction 
The impacts of socio-environmental factors on suicide have drawn increasing public attention, 
especially due to severe long-lasting global climate changes (Berry et al, 2010). As climate 
factors vary across diverse areas, their association with suicide may also be different. A lot of 
studies have examined how meteorological factors, e.g., temperature (Ajdacic-Gross et al, 
2006; Kim et al, 2011; Lee et al, 2006; Likhvar et al, 2011; Page et al, 2007b; Tsai & Cho, 
2012; Ruuhela et al, 2009), rainfall (Ajdacic-Gross et al, 2006; Tsai & Cho, 2012) and 
sunshine (Ruuhela et al, 2009) associated with suicide incidence in different countries. 
However, most studies on meteorological factors and suicide regard each study area in single 
areas and usually applying the meteorological data by using the mean value of meteorological 
stations within the whole study areas, e.g., 64 stations in South Korea (Kim et al, 2011) or 6 
stations in Taiwan (Tsai & Cho, 2012). As meteorological factors vary across different 
stations in the same time and same study area, e.g., temperature between coastal and inland 
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areas, this approach may ignore the spatial difference of climate and the results may be rough 
in interpreting the association between climate and suicide.  On the other aspect, geographical 
Information System (GIS) and spatial analysis have been widely used in suicide research, e.g. 
exploring the pattern of suicide across small areas (Alvaro-Meca et al, 2013; Middleton et al, 
2006, 2008), identifying high risk geographical clusters (Cheung et al, 2012, 2013; Qi et al, 
2009, 2011; Saman et al, 2012), examining the associations of socioeconomic and 
demographic factors with suicide (Bando et al, 2012; Chang et al, 2011, 2012; Congdon 
2011a&b). However, most studies on spatial analysis did not explore the association between 
climate and suicide across different areas, especially in some large countries with variation of 
climate zones.   
Australia lies on the southern hemisphere and the socio-environmental factors (e.g., climate, 
Indigenous population and unemployment rate) vary across different areas, indicating that the 
associations between these factors and suicide may spatially differ. Some Australian studies 
have explored the association between socio-environmental factors and suicide across 
different areas (Hanigan et al, 2012; Qi et al, 2009). For example, Qi et al (2009) examined 
the association of meteorological and socio-demographic factors and suicide over Local 
Governmental Areas in Queensland. However, it only covered a relative short period (i.e., 
from 1999 to 2003). Thus, it is necessary to examine the associations between socio-
environmental factors and suicide in a long term at a small area level. Hanigan et al (2012) 
explored and identified the impact of drought on suicide by examining database in different 
Statistical Divisions (SDs) in New South Wales, Australia over 30 years. However, they used 
a relative large geographic scale and did not take into the spatial autocorrelation of suicide 
incidence in the neighbouring areas, which may result in bias in assessing the socio-
environmental impact on suicide (Carl & Kühn, 2007). Similar limitations were also found in 
one study in Taiwan (Tsai, 2010), which examined the socio-environmental drivers on 
107 
 
suicide at the county level and found that unemployment outweighed meteorological 
variables on association with suicide. Thus it is important to examine the association of 
meteorological and socio-demographic factors with suicide at a small area level over different 
time periods to help improve current suicide control and prevention strategies in Australia.  
7.2 Methods 
7.2.1 Data sources  
Suicide data between 1986 and 2005 were obtained from the Australian Bureau of Statistics 
(ABS), including sex, age, country of birth, date of suicide and Statistical Local Area (SLA) 
code in eight states and territories: New South Wales (NSW), Victoria (VIC), Queensland 
(QLD), South Australia (SA), Western Australia (WA), Tasmania (TAS), Northern Territory 
(NT) and Australian Capital Territory (ACT). Suicide cases were diagnosed using the 
International Classification of Disease (ICD) Code (ICD 9 before 1999: 950.0-959.9; ICD 10 
for 1999 and later: X60-X84). Suicide data in recent years were unavailable because the 
process for setting access to the ABS data is currently under review. As the incidence of 
suicide is generally low and SLA boundaries changed over time, we used Local 
Governmental Area (LGA) as a spatial scale in this study. Each LGA has one or more SLAs 
and LGA boundaries are more stable compared with SLA boundaries. The Australian 
Standard Geographical Classification (ASGC), published by ABS and updated annually, was 
used in transferring SLA codes into LGA codes, after adjusting for SLA/LGA boundary 
changes over time.  
The population data (including age and sex), Indigenous proportion and workforce (including 
unemployed rates) at the LGA level were from Census Data (CDATA) 2001, the Census 
database by ABS providing population and some socio-demographic data in 1991, 1996 and 
2001 Censuses, covering most of the time period in this study and using LGA boundaries in 
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2001 Census. Census data in 1986 and 2006 at the LGA level covered parts of the study 
periods, and were also complied with CDATA 2001 after adjusting for LGA boundary 
changes. Socio-Economic Indexes for Areas (SEIFA) indicates the general level of 
socioeconomic status in different areas across Australia, the higher SEIFA the higher 
socioeconomic development. SEIFA at the LGA level (1986, 1991, 1996, 2001 and 2006 
Censuses) were selected in this study after adjusting for LGA boundary changes. Population 
and socio-demographic data in the years outside of census years were interpolated using 
census data.  
Meteorological variables (1985-2005, monthly), including rainfall (mm), relative humidity 
(%), maximum and minimum temperature (Tmax and Tmin, °C), were provided by the 
Australian Bureau of Meteorology. Mean value of climate variables from monitoring stations 
in each LGA were used in the analysis. Some LGAs (e.g., some urban LGAs with small 
geographical area) had no station data. To solve this problem, the data from the nearest 
stations to the centroid (longitude/ latitude) of these LGAs were used to represent the 
meteorological data for these LGAs. Mean temperature were calculated by using the average 
of maximum and minimum temperature.  
7.2.2 Data analysis 
The distributions of suicide incidence, meteorological and socio-demographic variables were 
examined. As some rural areas have very few suicide cases, we aggregated the suicide data 
into four of 5-year intervals (1986-1990, 1991-1995, 1996-2000 and 2001-2005) as well as 
meteorological (rainfall for yearly mean, temperature and humidity for monthly mean) and 
socio-demographic datasets (yearly mean). Then a Spearman correlation analysis was applied 
to check the multicollinearity of independent variables. The variables with high correlation (rs 
≥ |0.80|, e.g., maximum and minimum temperature) were included in separate models. 
109 
 
Bayesian spatiotemporal models have been increasingly used in public health research (Bell 
& Broemeling, 2000; Hu et al, 2012b; Middleton et al, 2008; Poulos et al, 2008). These 
models can offer convenient platforms for incorporating both spatial and temporal 
information. For example, Bayesian smoothing can stabilize estimates in spatiotemporal 
patterns of diseases in small areas with extremely low population (Tassone et al, 2009). The 
Bayesian conditional autoregressive (CAR) model has been used to describe geographical 
variation in a specific disease risk between spatially aggregated units, such as the 
administrative divisions of a country (Escaramí et al, 2008). In this study, the Bayesian CAR 
model was used to compare suicide rates and their socio-environmental determinants across 
LGAs.  
The formula of the Bayesian CAR model is as follows (Pfeiffer et al, 2008): 
log(µi) = log(ni) + (β0 + β1χ1i + … + βmχmi) + Ui + Si  
In the above formula, i refers to the location and n to the population. μi represents the mean of 
the dependent variable, represents the meteorological variables, SEIFA, and socio-
demographic variables. β0 + β1χ1i + … + βmχmi is the regression equation. Ui denotes the 
unstructured random effects for each of the i areas; and Si represents the structured random 
effect which is spatially correlated. Four sets of 5-year aggregated datasets (including suicide, 
population and socio-environmental data) were analysed separately to examine if there are 
differences of socio-environmental variables significantly associated with suicide over 
various time periods.  
Some exploratory data analyses were implemented in the Bayesian CAR model at first. The 
deviance information criterion (DIC) was checked. The lower DIC indicates the better 
goodness of fit in the model. At first step, no spatial elements were included. After that 
unstructured covariance (Ui) was added in the model; then structured covariance were also 
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added. The residuals of the final model were checked. In the selection of independent 
variables, only socio-demographic variables were firstly added as Model I, and then we 
added the meteorological variables as Model II, finally both socio-demographic and 
meteorological factors were added as Model III. As some of the SEIFA and demographic 
variables may have high multicollinary (e.g., rs ≥ |0.80|), each of the high-correlated variables 
were input in the Bayesian CAR model consequently but not in the same model to select 
suitable models. The WinBUGS package was used to run the Bayesian CAR model. The 
ethical approval was granted by the Human Research Ethics Committee, Queensland 
University of Technology. 
7.3 Results 
45,293 suicide deaths (1986-2005) were included in analysis. Table 7-1 shows the spatial 
distribution of suicide and socio-environmental variables using yearly average data at the 
LGA level. 75% of LGAs had less than 4 suicides occurred annually average. The number of 
suicides in Brisbane City with largest number of suicides among all LGAs is 32-fold above 
the average number of suicides at the LGA level. Some LGAs had a suicide rate over 11-fold 
above the national suicide rate. Figure 7-1 shows the crude relationships between socio-
environmental factors and suicide over the 20 years period. The plots indicate that rainfall, 
temperature, Indigenous population and unemployment rate were positively associated with 
suicide rates. However, SEIFA and humidity had inverse associations.  
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Table 7-1: Summary statistics of suicide and socio-environmental variables at the LGA level 
(annual average) 
 
Mean Min 
Percentiles 
Max 
25 50 75 
Suicide 3.47 .00 .35 1.20 3.70 114.80 
Suicide rate (per 100,000) 14.00 .00 10.37 12.97 16.41 168.28 
SEIFA 981.94 613.31 959.41 987.03 1015.63 1162.11 
Indigenous population (%) 5.91 .00 .76 1.72 4.19 90.22 
Unemployment rate (%) 8.89 1.84 6.31 8.43 10.73 41.77 
Rainfall (mm) 720.34 162.43 448.97 655.98 876.92 3464.77 
Temperature (°C) 18.10 8.75 15.65 17.65 19.98 29.61 
Humidity (%) 58.74 28.54 54.13 60.06 64.45 77.81 
 
Figure 7-2 indicates the distribution of suicide rates at the LGA level. Suicide rates in urban 
and coastal areas kept steady over the whole study period; however, some rural and remote 
areas, especially unincorporated SLAs in NT and SA, had higher suicide rates between 1996 
and 2005 compared with previous 10 years. Some LGAs in southwest of QLD and east of 
WA had no suicide reported during the whole study period. 
Figure 7-1: Scatterplot of suicide rate and socio-environmental variables (annual average) 
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Tables 7-2, 7-3 and 7-4 demonstrated the association between socio-environmental factors 
and suicide using three models. Model I examined the association between socio-
demographic factors and suicide (Table 7-2). Both SEIFA (Relative risk (RR) = 0.99, 95% 
Credible Interval (CI): 0.99-1.00) and Indigenous population (RR = 0.99, 95% CI: 0.98-1.00) 
were slightly and inversely associated with suicide between 1986 and 1990. However, there 
was an increase of 1% in suicide incidence for a 1% increase of Indigenous proportion 
between 1996 and 2000 (95% CI: 1%, 2%), and 2001 to 2005 (95% CI: 1%, 2%). 
Unemployment was also positively associated with suicide during 1996-2000 (RR = 1.02, 95 
CI: 1.01-1.03) and 2001-2005 (RR = 1.02, 95 CI: 1.00-1.04). No significant association of 
socio-environmental factors with suicide was found between 1991 and 1995. The association 
between meteorological factors and suicide was examined using Model II (Table 7-3). 1°C of 
increased temperature was accompanied with higher suicide rates of 2% between 1996 and 
2000 (95% CI: 1%, 4%) and of 3% from 2001 to 2005 (95% CI: 1%, 5%). Climate factors 
were not significantly associated with suicide between 1986 and 1995. Model III examined 
the association of both socio-demographic and meteorological factors with suicide (Table 7-
4). The associations between socio-demographic factors and suicide in Model III were as 
similar as that in Model I with different scales from 1986 to 1990 (Indigenous proportion: RR 
= 0.99, 95% CI: 0.99-1.00; SEIFA: RR = 0.99, 95% CI: 0.98-1.00), from 1996 to 2000 
(Indigenous proportion: RR = 1.01, 95% CI: 1.01-1.02; unemployment: RR = 1.02, 95% CI: 
1.00-1.04) and from 2001-2005 (Indigenous proportion: RR = 1.01, 95% CI: 1.00-1.01; 
unemployment: RR = 1.02, 95% CI: 1.00-1.03). However, no significant associations 
between meteorological factors and suicide were discovered in Model III among the study 
period.  
Figure 7-3 indicates the residual variation after taken into socio-environmental factors. The 
high-risk areas (≥ 1.20) were in north QLD between 1986 and 1990. Then the cluster 
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relocated to TAS (1991-1995). The majority of WA and unincorporated NT, southeast QLD 
and east of NSW had relatively lower risk (1986-1995). However, the majority of Australian 
territory was identified as upper middle high risk areas from 1996 to 2005, with some low 
risk areas in south VIC and TAS (1996-2000), and south QLD, southwest of WA, majority of 
NSW (2001-2005). A high-risk cluster in TAS (2001-2005) was also discovered. It suggests 
that risk factors for suicide may vary with time. The spatial autocorrelation were 
demonstrated through the structured spatial random effect after taking into socio-
environmental variables.  
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Figure 7-2: Suicide rates across LGAs and unincorporated SLAs (1986-2005) 
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Table 7-2: Socio-economic factors and suicide (Model 1) 
 
 
 
 
 
 
 
 
 
 
 
Table 7-3: Meteorological factors and suicide (Model 2) 
 
 
 
 
 
 
 
 
 
 
 
 
Table 7-4: Socio-economic, meteorological factors and suicide (Model 3) 
 
Time period (DIC) Variables RR (95% CI) MC error 
1986-1990 
(3148.99) 
SEIFA 0.99 (0.99, 1.00) 2.42E-05 
Indigenous population 0.99 (0.98, 1.00) 7.11E-05 
Unemployment 1.00 (0.98, 1.01) 3.52E-04 
1991-1995 
(3174.31) 
SEIFA 1.00 (1.00, 1.00) 1.82E-05 
Indigenous population 1.00 (0.99, 1.00) 5.98E-05 
Unemployment 1.01 (0.99, 1.02) 2.88E-04 
1996-2000 
(3276.25) 
SEIFA 1.00 (1.00, 1.00) 1.17E-05 
Indigenous population 1.01 (1.01, 1.02) 5.24E-05 
Unemployment 1.02 (1.01, 1.03) 2.10E-04 
2001-2005 
(3140.36) 
SEIFA 1.00 (1.00, 1.00) 1.07E-05 
Indigenous population 1.01 (1.01, 1.02) 5.49E-05 
Unemployment 1.02 (1.00, 1.04) 2.38E-04 
Time period (DIC) Variables RR (95% CI)  MC error 
1986-1990 
(3147.70) 
Rainfall 1.00 (0.98, 1.01) 3.06E-04 
Temperature 1.00 (0.98, 1.02) 5.59E-04 
Humidity 1.00 (0.99, 1.00) 2.09E-04 
1991-1995 
(3171.05) 
Rainfall 1.00 (0.99, 1.02) 2.61E-04 
Temperature 1.01 (0.99, 1.02) 4.17E-04 
Humidity 1.00 (0.99, 1.01) 1.81E-04 
1996-2000 
(3274.24) 
Rainfall 1.00 (0.99, 1.01) 2.21E-04 
Temperature 1.02 (1.01, 1.04) 3.81E-04 
Humidity 1.00 (0.99, 1.01) 1.57E-04 
2001-2005 
(3135.13) 
Rainfall 1.01 (0.99, 1.03) 3.31E-04 
Temperature 1.03 (1.01, 1.05) 5.15E-04 
Humidity 1.00 (0.99, 1.01) 1.93E-04 
Time period (DIC) Variables   RR (95% CI) MC error 
1986-1990 
(3151.85) 
SEIFA 0.99 (0.99, 1.00) 2.25E-05 
Indigenous population 0.99 (0.98, 1.00) 7.53E-05 
Unemployment 1.00( 0.98, 1.02) 3.46E-04 
Rainfall 1.00 (0.98, 1.01) 2.93E-04 
Temperature 1.00 (0.98, 1.02) 5.78E-04 
Humidity 0.99 (0.99, 1.00) 2.28E-04 
1991-1995 
(3179.25) 
SEIFA 1.00 (1.00, 1.00) 1.78E-05 
Indigenous population 1.00 (0.99, 1.00) 6.77E-05 
Unemployment 1.01 (0.99, 1.02) 2.81E-04 
Rainfall 1.01 (0.99, 1.02) 2.57E-04 
Temperature 1.00 (0.98, 1.02) 4.93E-04 
Humidity 1.00 (0.99, 1.00) 1.72E-04 
1996-2000 
(3314.74) 
SEIFA 1.00 (1.00, 1.00) 9.73E-06 
Indigenous population 1.01 (1.01, 1.02) 6.18E-05 
Unemployment 1.02 (1.00, 1.04) 2.30E-04 
Rainfall 1.01 (0.99, 1.02) 3.07E-04 
Temperature 1.00 (0.99, 1.02) 4.71E-04 
Humidity 1.00 (0.99, 1.01) 1.85E-04 
2001-2005 
(3191.78) 
SEIFA 1.00 (1.00, 1.00) 1.19E-05 
Indigenous population 1.01 (1.01, 1.01) 5.56E-05 
Unemployment 1.02 (1.00, 1.03) 2.03E-04 
Rainfall 1.01 (0.99, 1.02) 2.31E-04 
Temperature 1.00 (0.98, 1.01) 3.91E-04 
Humidity 1.00 (0.99, 1.01) 1.67E-04 
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Figure 7-3: Spatial random effect of suicide rates (1986-2005, structured) 
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7.4 Discussion 
This study examined the association of socio-demographic and meteorological factors with 
suicide at the LGA level in Australia using 20 years data (1986-2005). The spatial patterns of 
suicide rates varied across different time periods. Socio-environmental variables (e.g., 
temperature, Indigenous population) appeared to play a certain role in the occurrence of 
suicide but socio-demographic variables had more significant impacts on suicide than 
meteorological variables. Identifying significant socio-environmental drivers will help design 
and implement effect suicide control and prevention strategies.    
The pattern of the associations between Indigenous population and suicide had a dramatic 
change between early years (1986-1990, inverse) and recent years (1996-2005, positive) 
which was observed in this study. 15 LGAs and unincorporated SLAs in QLD, WA and NT 
had a proportion of Indigenous population over 50% in the whole study period, and were 
regarded as “high Indigenous areas”, compared with that less than 0.3% of the national 
populations were Indigenous. Between 1986 and 1995, the mean suicide rate (annual average) 
in these areas was less than 9 per 100,000 (39 cases) and even was lower than the national 
average. However, the Indigenous suicide rate increased to over 28 per 100,000 (1996-2005, 
158 cases) after that and was over 2 folds of the national average. In contrast, the national 
suicide rates in the 20 years were generally steady (ABS, 2000, 2006, 2007). There are two 
major possible reasons for explaining the significant change in the pattern of Indigenous 
suicide on the study period. Some suicide cases may not be reported. Indigenous 
communities have social disadvantages, e.g., education, living conditions and healthcare 
facilities (Hunter & Milroy, 2006; Pink & Allbon, 2008). The introduction of hazard 
lifestyles (e.g., alcohol use) to Indigenous communities caused increased domestic violence 
and social disruption, and also resulted in psychiatric problems in the communities especially 
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in recent years (Hunter et al, 1999). Thus suicidal behaviours may be triggered and spread 
quickly in the Indigenous communities (Beautrais, 2000; Cantor & Baume, 1998; De Leo et 
al, 2011a).  
Australia experienced the high unemployment rate national wide in 1992 and then 
unemployment rates dropped after that (ABS, 2013). The results indicate that unemployment 
rate had more significant associations with suicide between 1996 and 2005 than before. This 
may due to different ranges of unemployment rate change at the LGAs level over time. The 
results of positive associations between unemployment and suicide across small areas (1996-
2005) are consistent with previous Australian and international studies (Middleton et al, 2006; 
Milner et al, 2013; Tsai, 2010).  
Previous studies reported that increased temperature was associated with higher suicide rates, 
e.g., in the time period over 18
⁰
C (Kim et al, 2011; Page et al, 2007b). Increased temperature 
may reduce the level of serotonin (5-hydroxytryptamine; 5-HT receptors), a concentrating 
neurotrophic factor which can adjusting central nervous system and affect human mood 
(Doleski et al, 2010; Molteni et al, 2010; Olivier et al, 2010; Stefulj et al, 2004). Anxiety, 
stress, despair and suicidal behaviours can be triggered by increased temperature. However, 
this study used 20 years aggregated data and did not examine the seasonality of temperature 
and suicide changes over time. The results of this study, especially Model III, are generally 
consistent with the previous study in Taiwan (Tsai, 2010) which indicated that socio-
economic variables had stronger associations with suicide than climate variables over cities 
and counties. However, the impacts of temperature on suicide have become more significant 
in recent years. The continuing climate change may have increasing impacts on population 
health, including mental health and suicidal behaviours (Berry et al, 2010). Australia 
experienced increased national annual average temperature from the 1980s till now (ABM, 
2013). This may explain that temperature was more significantly associated with suicide 
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between 1996 and 2005 than 1986-1995 in Model II. As climate changes continue, more 
frequent and severe natural disasters and extreme weather (e.g., earthquake, drought, 
hurricane and flood) may damage local environment, communities and properties, and add a 
financial burden to local population; then anxiety, despair and social disruption may result 
from disasters and lead to suicidal behaviours (Hanigan et al, 2012; Kessler et al, 2006; 
Kõlves et al, 2013; Matsubayashi et al, 2013).  
Bayesian CAR model adjusted spatial autocorrelation and uncertainly using covariates and 
random effects, which strength was borrowed from adjacent areas and can reduce the risk 
likelihood randomly created (Lee, 2011). This approach also compensate for spatial variation 
of residuals resulted from other factors with spatial variation, e.g., population density, home 
address and psychiatric healthcare facilities, which have also been applied in studies in other 
diseases (Hu et al, 2010, 2011). Models I and II had lower DIC for each time period than that 
of Model III, thus Models I and II have better fit for goodness. However, it is difficult to 
identify the magnitude of contribution of meteorological (e.g., temperature) and socio-
demographic (e.g., proportion of Indigenous population) variables to suicide if only using 
Models I and II. Model III, which includes both of meteorological and socio-demographic 
variables, can solve this problem. Thus we keep all three models in the results to elaborate a 
better understanding of the differences of associations of each variable with suicide in each 
time periods resulted from model choice.  
This study has three key strengths. Firstly, this is the first study exploring the association of 
socio-demographic and meteorological factors with suicide across small areas in the whole 
Australia, using a Bayesian CAR model. Secondly, this study identified the different socio-
environmental drivers over various periods and compared the relative contribution of 
different socio-environmental variables to the patterns of suicide. Finally, the results in this 
study may have significant public health implications for improving current suicide control 
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and prevention programs to target specific high-risk areas and major socio-environmental 
drivers.  
However, there are also some limitations in this study. Firstly, detailed personal information 
of each suicide case, e.g., health status, mental disorders and use of medication before suicide, 
was not available in the dataset. Therefore, these confounders were not taken into account in 
this study. Secondly, aggregated socio-environmental variables (5-year average) masked the 
changes of these variables over time, especially seasonal changes of meteorological variables 
(e.g., temperature). Thus the association of these variables with suicide over time may not be 
detected. Finally, underreported cases, especially in the latest years of the study period, may 
induce bias of underestimated suicide risk in some areas.  
In general, it is important to examine the association between socio-environmental factors 
and it is interesting to note the dramatic change in the pattern of Indigenous suicide in recent 
years. Socio-demographic factors outwit meteorological factors in their associations with 
suicide across different areas in this study. Future research needs to collect on more detailed 
personal information and examine how associations of socio-environmental factors and 
suicide varied across different population groups (e.g., sex and age) and suicide methods over 
time and space. These data are essential for designing suicide control and prevention 
strategies. The Bayesian CAR models used in this study may also have potential in 
examining socio-environmental drivers of other mental health and psychiatric problems.     
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Chapter 8: Discussion and Conclusions 
8.1 Overview 
Each manuscript (Chapters 4-7) has its own discussion section on which major findings were 
discussed in relation to literature, interpretation of social and biological pathways, strengths 
and limitations of each study, and public health implications. This chapter discusses the 
overall findings, strengths and limitations of the PhD thesis at the general level. This chapter 
also makes recommendations for future research directions, and draws some key conclusions. 
As this chapter is based on the results of each manuscript, some overlap with previous 
chapters is inevitable.   
8.2 Key findings and interpretation 
8.2.1 Suicide patterns and spatial clusters of high risk (Chapters 4 and 5) 
45,293 suicide cases occurred between 1986 and 2005, male suicides accounted for 80% of 
total suicides. Suicide rate experienced a peak in 1996 and 1997 and slowly dropped after the 
peak time. The suicide rate in 55-year and over kept decreasing in the study period. Trend of 
suicide rates in other age groups were steady. Rural and remote areas had higher suicide rate 
than that in urban areas. Suicide rate by firearms decreased over the study period; while the 
rate by hanging kept increasing and peaked in 1996 and 1997. Suicide rate by other methods 
(e.g., solid and liquid poison, gases, jumping and cutting) were relatively stable over study 
period. Some rural and remote areas in Northern Territory (NT), Western Australia (WA), 
Queensland (QLD) and New South Wales (NSW), had higher suicide rate, especially for 
males. Suicide rates by hanging increased across LGAs and unincorporated SLAs in the study 
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period, especially in rural and remote areas. However, pattern of suicide rate by firearms was 
opposite to that by hanging.  
Mornington Shine (northwest of QLD), Bathurst-Melville area (north of NT) and some 
suburbs of Adelaide in SA were identified as the major clusters in male suicide in the spatial 
cluster analysis (all age and 15-34 years, 1999-2003). Other clusters changed with selection 
of different maximum lengths of cluster radii. One cluster was found among males aged 35-
54in the east of NSW and changed with radii selection. Only one female suicide cluster was 
identified near Melbourne. The high risk clusters had a higher proportion of Indigenous 
population and a lower median SEIFA than the national average level, indicating that high 
risk clusters generally had lower socioeconomic status than the national average level. 
However, these “clusters” had much mower suicide rate in the early years (1986-1995).   
8.2.2 The association of climate and unemployment with suicide in Australian capital 
cities over time (Chapter 6) 
21,999 male and 6,502 female suicides from eight cities (1985-2005) were included in this 
study. Sydney and Melbourne had the largest number of suicide cases but the lowest suicide 
rate in generally; while Darwin had least suicides and highest suicide rate in the eight cities. 
Darwin had highest monthly mean temperature, rainfall and sunshine among all the cities due 
to its tropical climate. Hobart had the highest unemployment rate; while Canberra had the 
lowest unemployment rate. The seasonal patterns of suicide varied across cities.  
Temperature difference (ΔT) was positively associated with suicide rate in Sydney (total and 
male), Melbourne (male), Brisbane (total and male), and Hobart (total and female). There 
was also a positive association between unemployment rate and suicide in Sydney (total and 
by genders), Melbourne (total and male), Brisbane (total and by genders) and Perth (total and 
male). Other meteorological variables had less significant associations with suicide than ΔT 
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and unemployment in general. The interactive effects of ΔT and unemployment on suicide 
indicate that the association between ΔT and suicide was generally stronger for higher 
unemployment periods in most cities.  
8.2.3 The association of climate and socio-demographic factors with suicide in Australia 
at the LGA level (Chapter 7) 
Less than 4 suicides occurred in each LGA annually by average. Over 75% of LGAs had less 
than 4 suicides by annual average. Some LGAs had a suicide rate over 11 folds above the 
national average. Meteorological and socio-demographic factors varied across LGAs. Suicide 
rates in urban and coastal areas were relatively stable over the study period; however, some 
rural and remote LGAs had higher suicide rates between 1996 and 2005 than previous 10 
years.  
In Model I (socio-demographic variables only), SEIFA and Indigenous population (IND) 
were inversely associated with suicide from 1986 to 1990. However, both IND and 
unemployment (UNE) were positively associated with suicide from 1996 to 2000 and from 
2001-2005. It is interesting to note that in Model II, increased in temperature was 
accompanied with higher suicide rate between 1996 and 2000 and between 2001 and 2005. In 
Model III (including both socio-demographic and climate variables), the significant 
associations between socio-demographic factors and suicide persisted from 1996 to 2005, but 
the associations with meteorological variables became no significant.  
8.2.4 The consistence of results from different chapters 
In this study, high risk of suicide clusters were identified (Chapters 4, 5, 7). Chapters 4 and 5 
indicated LGAs with high suicide rate and identified high risk spatial clusters using suicide 
and population data. Bayesian spatial model identified high risk areas (both unstructured and 
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structured) using random effects with socio-environmental drivers taken into account. 
Patterns of high risk areas in maps of descriptive analysis (Chapter 4) were similar as maps of 
unstructured random effect in Bayesian spatial model (Chapter 7) but a little different from 
maps of structured random effect, which has been smoothed during analysis.  
 Temperature, Indigenous population and unemployment were identified as the most 
significant drivers on variation of suicide rate over time and space in this study (Chapters 6, 
7). In the time series analysis, temperature difference had more significant associations with 
suicide than mean monthly temperature. While in spatial analysis, LGAs/SLAs with higher 
temperature had higher suicide risk between 1996 and 2005. Unemployment was 
significantly associated with suicide over both time (across capital cities) and space (all 
Australia). Thus in general, it can be concluded that the results in four manuscripts were 
consistent and composed an integral story on socio-environmental impact on suicide. Other 
socio-environmental variables had weak associations with suicide over time and space. A 
figure of the linkages of manuscript results was as Figure 8-1.  
8.2.5 Social and biological interpretations  
The social and biological interpretations of the results in each manuscript have been provided 
and this section focuses on the elaboration of overall findings. From the results of the four 
manuscripts (Chapters 4-7), Indigenous population, unemployment and temperature were 
identified as the major socio-environmental drivers of suicide over time and space in 
Australia. Thus, the interpretations focus on these three major drivers.  
Unemployment may directly and indirectly contributed to increased suicide risk by reducing 
family income, adding financial burden and stress to family members and resulting in despair, 
especially having been a long term unemployment with limited financial support from 
government or civil organizations (Chang et al, 2010b; Milner et al, 2013; Yamasaki et al, 
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2008). All these may lead to suicidal behaviours. Australian national unemployment rate 
peaked in 1992 and then decreased and kept steady during the study period (ABS, 2013). 
However, unemployment was more strongly associated with suicide across LGAs between  
1996 and 2005 than previous years which suggests that government at all levels should put 
their policies to keep unemployment rates as the lowest as possible.  
There were increased suicide incidences in 15 LGAs and unincorporated SLAs in QLD, SA 
and NT with a high proportion of Indigenous population (over 50% of the total population) 
than other areas in the study period (1986-1995: 39 cases, rate 9 per 100,000; 1996-2005: 158 
cases, rate 28 per 100,000). It is worth noting that suicide rate in Indigenous communities 
remarkably increased over the last two decades. Underreporting of Indigenous suicide cases 
was inevitable to some extent, e.g., observing suicidal behaviours (Elliott-Farrelly, 2004; Tatz, 
2001). On the other hand, in recent years with more contact with outside, Indigenous 
communities with social disadvantages were easy to be adversely influenced by hazard 
lifestyles such as alcohol use, domestic violence, social and family disruption, which may 
lead to despair and suicidal attempts (De Leo et al, 2011a; Hunter et al, 1999; Hunter & 
Milroy, 2006; Pink & Allbon, 2008). Lack of knowledge also result in impulsivities in 
Indigenous population and may lead to suicidal behaviours (De Leo et al, 2011b). Deficiency 
of healthcare services in Indigenous communities is associated with higher disease burden 
(e.g., cardiovascular, respiratory and mental illnesses) and less treatment than other 
Australian communities, which may lead to behavioural disorders (De Leo et al, 2011b). In 
addition, Indigenous population had lower working participation rates (full-time and part-
time work) than non-Indigenous, indicating a higher unemployment rates (SCRGPS, 2007). 
Above factors may explain higher suicide risk in Indigenous communities during recent years.  
High temperature can reduce the level of serotonin (5-hydroxytryptamine; 5-HT receptors) 
and change the concentration and metabolism of brain derived neurotrophic factor (BDNF), 
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which can affect human mood by adjusting central nervous system. This may result in mental 
disorders, anxiety, stress and hopelessness and trigger suicidal behaviors (Dolesk et al, 2010; 
Molteni et al, 2010; Olivier et al, 2010; Stefulj et al, 2004). Suicide rates increased in capital 
cities from winter to spring than other seasonal changes, especially in cities in temporal 
climate zones (e.g., Sydney and Melbourne). It can be explained that higher temperature 
change (ΔT) between winter and spring than other seasonal changes, was accompanied with 
more suicides. However, the spatial study (Chapter 7) using 5-year aggregated data masked 
the seasonal variation of temperature and suicide rates but temperature was consistently and 
positively associated with suicide over space, especially between 1996 and 2005.  
In Bayesian spatial analysis, the lower DIC values in Models I and II indicate better fit for 
goodness in these two models than Model III. However, Model III combined both 
meteorological and socio-demographic variables, and identified differences of contributions 
of each variable to suicide more extensively. Model I, II and III have their own features and 
thus this study kept all of them. In general, socio-demographic factors outweigh 
meteorological variables in their contribution to suicide as Model III indicated. However, the 
impacts of temperature on suicide appeared to become more important in recent years.  
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Figure 8: Structure and linkage of manuscripts 
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8.3 Compare with other studies 
8.3.1 Temperature and suicide 
ΔT was positively associated with suicide over time in Sydney, Melbourne, Brisbane and 
Hobart; and ΔT had the most significant associations with suicide among all selected 
meteorological variables in general. This is consistent with other time-series studies in other 
countries assessing the association between temperature and suicide using daily (Kim et al, 
2011; Likhvar et al, 2011; Lin et al, 2008) or monthly (Ajdacic-Gross et al, 2007; Tsai & Cho, 
2012) data. The model applied in this study includes both ΔT and temperature also indicates 
that ΔT had more significant associations with suicide than temperature in general, which is 
consistent with the study by Tsai & Cho (2012) in Taiwan using similar meteorological 
selection in the study. In other ways, we also tested the model only including mean 
temperature but no ΔT, and demonstrated that temperature were positively associated with 
suicide in most cities, which is consistent with other studies (Kim et al, 2011; Likhvar et al, 
2011; Lin et al, 2008).  
8.3.2 Indigenous population, unemployment and suicide 
Areas with higher proportion of Indigenous population had higher suicide risk after 1996, 
which is also consistent with other studies (De Leo et al, 2012; Hunter, 2013; Kuipers et al, 
2012; Qi et al, 2009). The explanations for the different associations of Indigenous 
population with suicide in four study periods were also provided. The associations between 
unemployment and suicide over time were also consistent with other studies both over time 
(Chang et al, 2010b; Milner et al, 2013; Yamasaki et al, 2008) and across different areas 
(Middleton et al, 2006; Qi et al, 2009; Tsai, 2010). The interactive effects of unemployment 
and temperature difference on suicide were examined, which has not been explored in 
previous studies yet. The spatial analysis indicated that socio-demographic factors had more 
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significant associations with suicide than climate variables, which is consistent with another 
study in Taiwan (Tsai, 2010).  
8.4 Alternative considerations 
8.4.1 Bias 
In Australia, there are some SLA/LGA boundary changes each year from government. This 
study used the boundary in 2001 Census as a standard. As more detailed address (e.g., mesh 
block or street number) of suicide is unavailable, it is difficult to determine the boundary 
changes for some suicide cases (less than 5% of total), even if after referencing the Australian 
Standard Geographical Classification (ASGC) which provides comprehensive information o 
boundary changes of LGAs/SLAs. Thus inaccuracy may occur to some extent in describing 
the distribution of suicide in LGAs/SLAs using 2001 Census standard.  
The complexity and quality of data also need to be considered. Some deaths were confirmed 
as suicide after a few years of the death. For example, most suicides in 1998 were recorded 
using ICD 9 classification; however, about 6% suicides in 1998 were recorded using ICD 10 
classification. This means that these “6%” suicides in 1998 were confirmed after a long time 
of their deaths. The suicide database we used in this study covered the period up to 2005, 
which suggests that there may be some underreported suicide cases, especially in the most 
recent years of the study period. Thus suicide risk in 2005 and even a few years before may 
be underestimated due to the above reasons. Suicide rates may also differ from various data 
sources in Australia. In QLD, suicide rates based on the QLD Suicide Register (QSR) were 
higher than those based on the ABS database, especially after 2000 (De Leo & Sveticic, 2012; 
William et al, 2010) and even after ABS revising suicide deaths (Sveticit et al, 2013). This 
indicates that ABS database had higher proportion of misclassified suicide than QSR 
database. Misclassification of suicide is inevitable in collecting and recording mortality data, 
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and mainly due to identifying unspecified causes of death and insufficient death information 
(Sveticit et al, 2013). Misclassification of suicide may underestimate suicide risk in general 
and in particular time periods and LGAs. The magnitude of underestimated suicide risk may 
differ across LGAs due to potential variation of death information availability across LGAs. 
Thus the associations between socio-environmental factors and suicide based on the current 
database may be underestimated, e.g., in areas with disadvantaged socio-economic status and 
underreported suicide cases. However, only QLD have reliable alternative suicide data 
sources compared with other Australian states up to now (Sveticic et al, 2013). Thus, to keep 
the consistence of data source in all Australia, we still use the ABS dataset in the whole study.  
Meteorological data at the LGA level were directly applied from the mean value of selected 
monitoring stations within each LGA and unincorporated SLAs. Some urban LGAs, e.g., in 
Perth and Adelaide metropolitan areas, had small size and have no stations within them. Thus 
we used data in the closest stations within neighbouring LGAs as a substitute. This may mask 
the different of climate between neighbouring LGAs although the climate variables (e.g., 
temperature) between a short distance (e.g., less than 5 kilometres) were similar in urban 
areas.  
8.4.2 Confounding  
A number of confounders may influence assessing the association between socio-
environmental drivers and suicide. These potential confounders, including mental health care 
and psychiatric facilities, financial assistance to unemployment and natural disasters, family 
support on farmers, air conditioners at home, health promotion programs in Indigenous 
communities, firearms and pesticide control, may differ across LGAs or over time. These 
factors may influence the suicide incidence. However, detailed information of above 
confounders at the LGA level was unavailable in most areas and time period. At the 
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individual level, suicide and residential places may differ (e.g., cross borders) but the 
database only recorded suicide place, which may influence the study results.  
8.5 Strengthens and limitations of the thesis 
This study has several strengths. Firstly, this is the first study on examining the association 
between socio-environmental drivers and suicide over a long term and across small areas in 
Australia. Secondly, this study demonstrated detailed spatiotemporal patterns of suicide by 
sex, age and suicide methods. The variation of high risk spatial clusters was identified with 
different selection of age groups, population sizes and cluster radii. These approaches 
provided a big picture of suicide hot spots in different population groups, time periods and 
areas. Thirdly, the associations of meteorological factors and unemployment with suicide in 
capital cities over time were examined. Previous studies on climate and suicide in Australia 
only focused on particular areas (Hanigan et al, 2012; Nicholls et al, 2006; Qi et al, 2009), 
but did not cover the whole country. This study included all Australian capital cities, which 
covered most suicide cases and different climate zones (temperate: e.g., Sydney, Melbourne; 
sub-tropical: e g., Brisbane and tropical: e.g., Darwin). Thus the variation of associations of 
climate and unemployment with suicide across difference cities can be observed, e.g., 
temperature difference was a significant driver in temporal and subtropical cities than tropical 
areas. The interaction between temperature difference and unemployment on suicide were 
also examined, which have not been explored in previous studies, even if they included both 
of meteorological and socio-demographic factors in each study (Tsai & Cho, 2011; Yang et al, 
2011). Fourthly, the Bayesian spatial analysis in different time period and model selection 
provided evidence of variation of significant socio-environmental drivers over time and 
identified weight of different drivers in each model. Spatial autocorrelations were also 
removed by using random effects in Bayesian model, which have not been done in previous 
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studies (Hanigan et al, 2012; Tsai, 2010) on climate and suicide over space. Finally, this 
study may provide evidences for public health implementations for suicide control and 
prevention in Australia.  
Some limitations of this study should also be acknowledged. Firstly, this study was based on 
an ecological design and some important personal information (e.g., Indigenous identity for 
each suicide case, family income, employment status, alcohol drinking, clinical and 
psychiatric record) was not available. Thus the results should be interpreted with caution. For 
example, risk of Indigenous suicide cannot be calculated in the areas with low proportion of 
Indigenous population (e.g., capital cities) using current suicide database. Thus it is difficult 
to compare the differences of Indigenous suicide risk between capital cities and LGAs with 
high proportion of Indigenous population (e.g., Mornington Shire in QLD), and examine 
potential socio-ecological factors attributed to this difference (e.g., access to healthcare and 
family aid facilities). Secondly, complexity of suicide cases, e.g., underreported suicide cases, 
uncertainty in LGA/SLA boundary changes, variation in ICD coding may result in some 
information bias, which may affect results of suicide patterns and assessing socio-
environmental drivers. Thirdly, using monthly and yearly data may mask some short term 
effects of socio-environmental drivers on suicide, e.g., heat waves. Finally, some 
confounding factors (e.g., drug use) were not taken into account in this thesis.  
8.6 Recommendations for future research 
Based on the results of the thesis, I would like to make the following recommendations. 
It is necessary to acquire more comprehensive data to assess further in-depth patterns of 
suicide and socio-environmental drivers, for providing further in-depth evidence on risk 
factors for suicide at different levels (e.g., individual, community and society).  
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The results in this study indicate different trends in the spatial patterns of suicide by fire arms 
and hanging over time. Future research needs to examine the reasons for these changes, e.g., 
environmental factors drove the different pattern changes of suicide across different areas.  
It has been known that mental health problems and suicidal behaviours can be triggered by 
disasters and extreme weather events (e.g., heat wave, drought and hurricanes) (Hanigan et al, 
2012; Kessler et al, 2006; Kõlves et al, 2013; Matsubayashi et al, 2013; Page et al, 2007b). 
As climate change continues, these events are likely to become more frequent and intense. 
Particular population groups, e.g., farmers, are prone to psychiatric illnesses during and after 
weather related disasters (Guiney, 2012; Gunn et al, 2012). Future research needs to examine 
the impact of climate change on these vulnerable groups.  
Suicide rates among children and adolescents in Australia dropped in the past 20 years 
(McNamara, 2013). However, socio-environmental risks of self-harm still exist among 
Australian children and adolescents (de Kloet et al, 2011), especially in some population 
groups (e.g., Indigenous communities) (McNamara, 2013). Future studies need to examine 
socio-environmental factors attributed to suicide and suicide attempts among children and 
adolescents at both population and individual levels.  
Up to now, very few studies have examined the socio-environmental impact on suicide at the 
individual level over space. In the future, more detailed information on individual factors 
(e.g., home address, clinical history, social behaviours and family income) and potential 
confounders discussed above need to be collected from selected places (e.g., mesh blocks in 
particular LGA). Future research should focus on how socio-environmental drivers can lead 
to suicide and what are triggers of suicide at the individual level.  
The analytic approaches in this study can be applied in suicide research in other countries 
with significant suicide cases and incidence, e.g., China, which has over 30% of global 
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suicide cases and its national suicide rate is about 2 folds as that in Australia (Phillips et al, 
2002), but detailed pattern (especially spatiotemporal pattern) of suicide and socio-
environmental drivers over time and space at the national or provincial level are still to be 
explored and examined.  
8.7 Public health implications 
These findings may have important implications for evidence-based public health policy on 
suicide control and prevention as follows. 
Indigenous communities are socially disadvantaged and suicide rates increased sharply after 
1996. Suicide rates in Indigenous population were almost as twice as that in non-Indigenous 
population from 2001 to 2010, ranging from 17.8 to 28.4 per 100,000 annually (ABS, 2012b). 
Currently, less proportion of Indigenous suicide cases have contacted with mental health 
services than non-Indigenous suicides in recent years in Australia (Sveticic et al, 2012). Thus 
suicide control and prevention programs need to be strengthened in Indigenous communities 
to reduce suicidal attempts, including control of alcohol and drug use, family conflicts and 
break down, and treating mental illness, which were regarded as priority issues related to 
suicide in Indigenous communities (Kuipers et al, 2012). Besides improving mental health 
services, suicide control and prevention rely on a general socioeconomic development and 
multi-sector collaboration in Indigenous communities, e.g., increasing job opportunities and 
family income, training Indigenous mental health workers, and providing education and 
social support to the local population.  
Unemployment and temperature change have interactive effects on suicide. Thus it is 
necessary to strengthen current monitoring systems on attempted suicide, especially in spring 
and early summer in the areas with high unemployment rates. As global climate change and 
financial recession continue (IPCC, 2012; Barr et al, 2012; Hong et al, 2011; Wahlbeck & 
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McDaid, 2012), it is vital to develop local interventions (e.g., financial support, family aid 
and education) to reduce suicidal behaviours, especially in the unemployed and Indigenous 
population.  
As most suicide occurred in a sub-population aged between 15 and 54, it is fundamentally 
important to reduce suicidal behaviours in this age group by continuing fire arms control, 
public health education, developing new approaches for treating psychiatric diseases and 
providing financial support and training to socially disadvantaged communities (Lester et al, 
1993; Ludwig & Cook, 2000; Rihmer et al, 2001; Marusic et al, 2004; Jorm et al, 2005; 
Paykel et al, 1998; Mann et al, 2005).  
In Australia, even though the nation and all eight states (territories) have issued suicide 
control and prevention plans (ACT Health, 2010; Aust. Gov, 2008; Gov SA, 2012; Gov WA, 
2009; Lifeline Australia, 2010; NSW Health, 2010; NT Gov, 2009; QLD Health, 2007; State 
Gov VIC 2010; TAS Gov, 2010), few of them have considered the impact of environmental 
factors in suicide prevention programs, especially on climatic impacts. The findings in this 
study call for more attention to the potential for increased suicide risks posted by climate 
change and demonstrate a need of developing detailed suicide control and prevention plans 
responding to climate impacts, especially in vulnerable groups (e.g., Indigenous population, 
farmers) and periods with extreme weather events, e.g., high temperature, drought and flood. 
Future suicide control and prevention plans need to include assessing environmental risk 
factors of suicidal behaviours, providing assistance (e.g., financial, psychological 
consultation, medication, cutting means of suicide, training and education on local people and 
mental health workers) in responding to weather extremes and economic crisis, and reducing 
suicidal behaviours among vulnerable groups. Additionally, there is a need to design and 
implement relevant suicide control programs at the LGA level, especially those with high 
suicide incidence and prominent risk factors. It needs a multi-disciplinary, cross-sectoral 
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approach to design suicide control and prevention programs at different levels (e.g., national, 
state, local and community level) because suicide prevention is a very complex issue. There 
is also an urgent need to examine how the current suicide control and prevention plans can be 
improved and suicide deaths can be effectively prevented. 
8.8 Conclusions 
This study explored the pattern of suicide by sex, age and suicide methods over time and 
space using 20 years aggregated data. There was a heterogeneous spatiotemporal pattern of 
suicide in Australia. The spatial clusters of high risk were identified using different cluster 
radii. In examining the association of socio-environmental factors with suicide incidence in 
capital cities over time, both temperature difference and unemployment were positively 
associated with suicide in general. However, the magnitudes of the associations varied with 
space and time. The interactive effects between temperature difference and unemployment on 
suicide were also examined in this study, indicating that temperature difference was more 
significantly associated with suicide in months with higher unemployment rate. Higher 
proportion of Indigenous population, unemployment rate and temperature were significantly 
accompanied with higher suicide incidence across LGAs, especially for the period of 1996-
2005. However, socio-demographic variables seemed to outweigh temperature in their 
influences on suicide over space. The findings may provide useful information for 
determining the socio-environmental impact on suicide and designing effective suicide 
control and prevention programs, especially as climate change progresses and the gap 
between the rich and the poor is widening.   
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