Abstract: Seasonal dynamic land cover maps could provide useful information to ecosystem, water-resource and climate modelers. However, they are rarely mapped more frequent than annually. Here, we propose an approach to map dynamic land cover types with frequently available satellite data. Landsat 8 data acquired from nine dates over Beijing within a one-year period were used to map seasonal land cover dynamics. A two-step procedure was performed for training sample collection to get better results. Sample sets were interpreted for each acquisition date of Landsat 8 image. We used the random forest classifier to realize the mapping. Nine sets of experiments were designed to incorporate different input features and use of spatial temporal information into the dynamic land cover classification. Land cover maps obtained with single-date data in the optical spectral region were used as benchmarks. Texture, NDVI and thermal infrared bands were added as new features for improvements. A Markov random field (MRF) model was applied to maintain the spatio-temporal consistency. Classifications with all features from all images were performed, and an MRF model was also applied to the results estimated with all features. The best overall accuracies achieved for each date ranged from 75.31% to 85.61%.
Introduction
Land cover and land cover change have great impact on the biogeochemical and biogeophysical processes as well as climate change [1] . Some climate models require information about the time-evolving paths of land cover [2] . Traditionally, land cover was held static on an annual or decadal basis in land process models. However, a climate modeler survey showed that seasonal and monthly dynamics of land cover are preferable [3] .
The use of satellite data is one of the most efficient approaches for monitoring land cover and its changes [4] . Many regional and global land cover mapping efforts have been performed using various satellite data (e.g., [5] [6] [7] [8] [9] ). Information on single categories of land cover, such as the 30 m continuous fields of tree cover [10] and the 30 m forest cover, change in the 21st century [11] were also derived from Landsat data at the global scale. In all these efforts, land cover types were deemed static in a year. None of them is mapped at seasonal or monthly scales.
Long-term land cover dynamics were studied by some researchers. Multiple growing season Landsat images for every year between 1985 and 2007 were used in detecting trends in forest disturbance and recovery [12] . Dense Landsat time series were used to detect forest disturbances [13] . Multi-seasonal Landsat-5 data were used to map long-term land cover dynamics [14] . In these efforts only forest disturbance or inter-annual land cover changes were considered. Zhu et al. [15] , Zhu and Woodcock [16] , and Verbesselt et al. [17] tried to get land cover maps and changes by decomposing time series of spectral bands into different components, such as multiple frequency component. Multi-temporal data with short-time intervals and long-time range were required for these methods, and they focused mainly on land cover disturbances caused by fires or insect attacks, and phenological changes. Dynamics of seasonal land cover status were not considered. High-frequency maps were obtained for water bodies over 629 lakes in China using eight-day MODIS composite data from 2000 to 2010 [18] .
To map seasonal land cover dynamics, seasonal snow/ice, leaf-on/leaf-off status of vegetation, and other intra-annual changes need to be mapped from multi-seasonal images. It is different from inter-annual land cover change detection and phenology estimation. Temporally dense image series are needed for phenology estimation. Phenology estimation from Landsat-like data is hard when few of the data are cloud-free. Moreover, water, seasonal snow/ice cover and other land cover changes cannot be obtained from phenological information only. Although seasonal snow cover can be tracked by using snow cover models [19] , monitored snow-cover dynamics can serve as the calibration and validation data. Because land cover mapping based on a single-date mid-resolution image can be reliable under various circumstances, it is possible to map land cover dynamics with multi-temporal images. Landsat 8 is a continuation of the Landsat series of satellites, and the acquired data are sufficiently consistent with those from previous Landsat missions [20] , with improved signal to noise ratio. In this study, we test a set of procedures to map dynamic land covers in Beijing, China using Landsat 8 data. Different combinations of features for land cover classification with the newly acquired data were tested. A spatio-temporal consistency model, Markov Random Fields (MRF), was also tested in this research.
Study Area and Data

Study Area
Our study area is part of the administrative district of Beijing ( Figure 1 ). Beijing is located between latitudes 39°26′ N and 41°03′ N, and longitudes 115°25′ E and 117°30′ E, in the northeastern edge of the North China Plain. The south and east of the city are covered by plains, while the north, northwest and west are surrounded by mountains. Major land covers in this area are impervious layers, croplands, forests and shrublands. It is hot and humid in the summer and cold and dry in the winter. 
Landsat Data
Landsat 8 images from two scenes in the Worldwide Reference System (WRS)-2 (rows 32 and 33 along path 123) were downloaded from the United States Geological Survey (USGS) website (http://earthexplorer.usgs.gov/). Totally, eighteen images were used in this research. They were acquired on nine different dates. Table 1 shows regional cloud cover proportions for the eighteen images. The row lists day-of-year (DOY) of each image. These images were selected so that there was as little cloud as possible in our study area, and the seasonal land cover dynamics within one year can be mapped.
Although cloud cover proportions for three of the images (path-row 123-33) were over half of the image area, most of the subregions located in our study area were cloud free. (10) (11) collected at 100 m and resampled to 30 m resolution. We used all bands in our land cover mapping experiments, except the ninth OLI band (1360-1380 nm), which is for cirrus monitoring.
Data Preprocessing
Data preprocessing includes radiometric processing, image mosaicking, feature stacking and cloud masking ( Figure 2 ). The resultant data set included nine images, each with 16 layers of features (nine radiometrically corrected bands, six texture features and one Normalized Difference Vegetation Index (NDVI)). The radiometric processing was done automatically using the GM software package. Parameters were automatically estimated or set by information from metadata. The GM package was developed for various satellite data preprocessing. An introduction to it can be found in [9] . Bands 1-7 of all images were first calibrated to top of atmosphere reflectance, and then converted to surface reflectance after atmospheric correction and topographic correction. Bands 10-11 were converted to brightness temperature. Image mosaicking was performed for every two images acquired on the same date. We got nine mosaicked images; each corresponds to an acquisition date listed in Table1.
For every mosaicked image, features for dynamic land cover mapping include nine radiometrically corrected bands (band 1-7, 10,11), one Normalized Difference Vegetation Index (NDVI) channel and six texture features. NDVI is calculated as: NDVI = (NIR − RED) / (NIR + RED) [21] , where NIR is band 5 of Landsat 8, and RED is band 4. Three texture features, mean, contrast and entropy of grey-level co-occurrence matrix (GLCM) [22] [23] [24] , were calculated from bands 5 and 8, respectively. Parameters for co-occurrence matrix were set as follows: grey levels = 16, window size = 7, and offset = (1, 1). Textures extracted from band 8 were resampled to 30 m resolution. Vegetation indices other than NDVI can be included as features. More texture features extracted from multiple bands can also be used. We used the chosen features merely as a compromise between land-cover mapping accuracy and computation load. All layers (nine images, 16 layers of features per image) were registered and clipped according to the extent of Beijing City.
Thick clouds and dark shadows were interpreted scene-by-scene in the stacked image sequence. Interpreted cloud and shadow regions in any image were masked out from all corresponding features.
Mapping Dynamic Land Cover Types
Classification System
At the global scale, two land cover classification systems are widely used, the land cover classification systems of the United Nations Food and Agriculture Organization (FAO) Land Cover Classification System (LCCS) and the classification system of the International Geosphere-Biosphere Programme (IGBP). Gong et al. [9] designed a flexible two-level land cover classification system, which could be easily cross-walked to these two classification systems. Additional layers of information, such as fractional cover and vegetation height are needed for cross-walking to other classification systems.
The land cover classification system used here was derived from [9] . Some modifications were made, and only Level 1 classes were used for dynamic land-cover mapping in Beijing. The revised classification system is composed of 12 Level 1 classes, as shown in Table 2 . There is no "Tundra" class, and the "Snow/ice" is a transient class in our study area. The "Bare croplands", "Forests, leaf-off", "Grasslands, leaf-off", "Shrubs, leaf-off" classes were defined to indicate out of growing-season conditions of their corresponding vegetation types. Definitions for all the other classes were the same as in [9] . The leaf-on/leaf-off change corresponds to two major stages of the "phenological change" of some vegetation species. Since their status changes with season and such changes alter the surface characteristics, we considered them seasonal dynamics of land cover in this research. In addition, the dynamics of snow cover and water level and other land-cover changes with seasonal variation of climate are all referred to as seasonal land-cover dynamics. Barren lands Snow/ice Bare croplands Forests, leaf-off Grasslands, leaf-off Shrubs, leaf-off
Validation and Training Samples
Validation samples and training samples were collected independently. Totally, nine validation sample sets and nine training sample sets were obtained, each corresponding to an acquisition date of Landsat 8 as listed in Table 1 . Sample class labels were interpreted based on high-resolution images from Google Earth, field survey photos, field knowledge and the corresponding Landsat 8 image.
Validation samples were collected from 500 uniformly distributed random positions in the study area. A sample point in a Landsat 8 image would be removed were it located in a region covered by clouds or shadows. Points located in regions mixed by multiple land cover types were also removed. Sizes of the nine validation sample sets are all between 400 and 500, with slight differences.
Representative training sample collection is essential in land cover classification efforts. In this research, our training samples were obtained in two steps. The first step was initial interpretation, and the second step was to add more representative samples. Two types of training sample units, big sample units and single-pixel sample units, were collected. The big training sample units were homogeneous in areas greater than 100 m × 100 m (3 × 3 pixels), and pixels within the 3 × 3 window were all extracted and included as training sample units. In the first step, more than 100 big sample positions and more than 100 single-point sample positions were selected, so that there were at least 10 sample points for each class in each of the Landsat 8 image. The second step is presented in Section 3.3.2.
Methodology
Random Forest and Markov Random Fields
The random forest (RF) [25] classifier was used for land cover classification and probability estimation of Landsat 8 data. RF maintains accuracy when a proportion of the data are missing, and can handle high dimensionality effectively [26, 27] . RF had proven effective for land cover classification when using multi-seasonal imagery and multi-seasonal texture [28] . Therefore, we could train RF classifiers with many layers of features, with no need for feature selection. We could estimate land cover types in cloud and shadow regions masked out during data preprocessing when multi-temporal Landsat 8 data were used as input features. The number of trees was set to 200 for all RF classifiers used in this research. Default values were taken for other parameters: the depth of the trees was set as unlimited, the seed value was set as 1, and the number of attributes to be used in random selection was set as the square root of the number of features.
A spatio-temporal consistency model, Markov random fields (MRF), was used to improve land cover classification in this research. It was defined and computed in the same way as in [29, 30] . The MRF model is summarized as follows. A pixel in our Landsat 8 data sequence can be located by its spatio-temporal position (s, t). The resultant label of the pixel is computed by:
where , is the class label of the pixel located at position (s, t), , is the class labels of the pixel's spatio-temporal neighbors, X is the input features, f is the marginal likelihood function estimated by the classifier as probabilities for all given labels at pixel (s, t), and P is the conditional prior distribution computed from the spatio-temporal relationship:
where Z is a normalizing constant, , , are called the spatial and temporal energy functions, defined as:
where , , , , are nonnegative coefficients, I X is equal to 1 if X is true and 0 otherwise, , ⇏ , means an illogical transition (for example, Impervious ⇏ Forests in a short time), and P | is the temporal transition probability from to . The temporal transition probability matrices were estimated using the global transition model [31, 32] . The Iterated conditional modes (ICM) algorithm [33] was used to get the result labels for all pixels.
Expanding Training Samples
The method for expanding training samples in this research can be viewed as a simplified version of the active learning algorithms [34] . Much higher overall accuracies were achieved by training sample expansion. The nine training sample sets obtained in the first step were merged into a new training sample set. A random forest classifier of 200 trees was trained on the new sample set. All 16 × 9 = 144 layers from the nine images were used as input features. We assumed that pixels hard to classify with the trained classifier were informative, and new training samples should be interpreted from these pixels.
The classifier was applied to all the pixels to estimate probabilities for all classes. An uncertainty measure, entropy, was calculated for each pixel. Entropy is defined as:
where c is the class label set, and p is the probability of the pixel x belonging to class c. A high entropy value means high uncertainty. A threshold was set to get the most uncertain 30% pixels. Then, 100 positions were randomly located from the most uncertain 30% of pixels. New training samples were interpreted at these positions. More than 20 big sample units and more than 40 single-point sample units were added for each of the nine acquisition dates.
Classification Experiments
Nine sets of experiments (P1-P9) of dynamic land-cover classifications were carried out, as shown in Figure 3 , where the training sets, the resultant maps and the improved results are shown from left to right. In each process, nine land cover maps were obtained by training on the nine training sample sets.
Land cover mapping results were obtained with different feature combinations (P1-P6), or with all features from the image sequence (P8). Features used in our classification processes are listed in Table 3 , where the NDVI served as an enhancement of vegetation information. Result improvements by using MRF models (P7 and P9) were also performed. We assessed the impact of features on land cover classification with different feature combinations. Features in an image were grouped as OLI bands (bands 1-7 of Landsat 8 L1T data), texture features, NDVI and TIRS (bands 10-11 of Landsat 8 L1T data). Land cover maps obtained with only the OLI bands were treated as benchmarks. Results obtained by combining other features with the OLI bands were compared with the benchmarks. Totally, six kinds of features were used as input data (P1-P6): (1) the OLI bands 1-7, (2) the OLI with the texture, (3) the OLI with the NDVI, (4) the OLI with the TIRS, (5) the OLI with both the texture and the NDVI, and (6) the OLI with all the other features.
For resultant maps obtained with the OLI and all other features from single-date images, class probabilities were also estimated for each pixel by using the trained random forest classifiers. An MRF model (P7) was applied to improve the accuracy and spatio-temporal consistency of the dynamic land-cover results. The estimated probabilities were used as marginal likelihood estimations, and the temporal transition probability matrices in the MRF model were estimated by counting pixel pairs between every two temporally neighboring images.
In addition to using features from single-date images, classifications using all features from the image sequence were also performed (P8). Each of the nine classifiers was trained on the corresponding training set separately, using all the 16 × 9 = 144 features of the nine images. The resultant maps could accurately reflect the land-cover status on the corresponding dates, because the training samples were interpreted based on the land covers at that point in time. Features extracted from the corresponding image would be chosen as the main information source by the RF classifier while features extracted from other images were used as auxiliary information. Features of the masked out pixels were set as missing values. Land cover types were still estimated for these pixels unless all the 144 features were missing values. Therefore, almost all clouds and dark shadows were "padded" in the resultant maps. An MRF model (P9) was applied to the results to further improve the classification, in the same way as in the previous process.
Results
Totally, 81 land cover maps were obtained from the nine dynamic classification processes described in Section 3. For the resultant maps of each process, accuracies were assessed using the 9 validation sample sets. All estimated overall accuracies are listed in Table 4 . Values in column DOY indicate image acquisition dates, and values in columns P1-P9 (the dynamic land-cover classification processes P1-P9 as described in Section 3.3.3) are estimated overall accuracies. The P1 column is the benchmark whose values are overall accuracies for resultant maps obtained by using the OLI features only. Values in P2-P6 are overall accuracies for resultant maps obtained by adding more features. The single-date image classification results were improved by using the MRF model in process P7. Values in P8 are overall accuracies for resultant maps obtained by using all features from the image sequence, and values in P9 column are overall accuracies for the results in process P9. As a comparison, Table 5 shows overall accuracies for maps obtained in P8 by using only training samples from the first step of the two-step training sample collection. Clearly, considerable improvement in training sample augmentation can be obtainable. Table 4 . Overall accuracies (DOY = Day-of-year, P1-P9 are the nine dynamic land cover classification processes P1-P9 described in Section 3.3.3). Confusion matrices were computed for all maps. A confusion matrix for a result in growing season is shown in Table 6 , and a matrix for a result partly out of growing season is shown in Table 7 . The OTH class in Table 7 is an abbreviation for leaf off Grasslands/Barren lands/Grasslands, because there were only a few points for them. In fact, only two barren lands points were correctly classified for these classes. Croplands, forests, shrublands and impervious are the four major land cover types. Confusions between forests and shrublands are the main error sources for the result in the growing season (Table 6 ). In Table 7 , confusions among leaf-on/leaf-off classes were the major error sources. Table 6 . Confusion matrix for a land cover map on day of year (DOY) 244 in process P9 (Overall Accuracy: 85.61%. CR = Croplands, BCR = Bare croplands, FR = Forests, GR = Grasslands, SHR = Shrublands, WB = Water bodies, IMP = Impervious, BL = Barren lands, UA = user accuracy, PA = producer accuracy). Table 7 . Confusion matrix for a land cover map on day of year (DOY) 308 in process P8 (Overall Accuracy: 75.62%. CR = Croplands; BCR = Bare croplands; FR = Forests; FRN = Forests, leaf-off; SHR = Shrublands; SHRN = Shrubs, leaf-off; WB = Water bodies; IMP = Impervious; OTH = Grasslands/Barren lands/Grasslands, leaf-off; UA = user accuracy; PA = producer accuracy). 
DOY P1 (%) P2 (%) P3 (%) P4 (%) P5 (%) P6 (%) P7 (%) P8 (%) P9 (%)
Discussion
Texture, NDVI and TIRS are both useful for getting more accurate land cover mapping results. The Values in P5 of Table 4 are greater than the corresponding values in P1, but the values in P2-P4 are not always greater. The values in P6 are the greatest, except for DOY 132, which is slightly lower. NDVI only served as an enhancement of vegetation information, and did not bring new information. Texture did not add as much value as did TIRS; neither did NDVI. However, when texture and NDVI were combined, they were more effective in improving classification accuracies. When all features were used (P6), the overall accuracies were clearly greater than those in the corresponding benchmarks.
The spatio-temporal relationships were not considered in the original classification. Large improvements can be obtained by applying the spatio-temporal consistency constraint, the MRF model, on the classification results for single-date images. The values in P7 of Table 4 are all considerably greater than those in P6. The greatest increase is >10%.
The highest values are in columns P8-P9 of Table 4 . They are overall accuracies estimated for classification results obtained by using all features from the image sequence (P8), and for results obtained by applying the MRF model to those from all features (P9). In dynamic land-cover classification, land cover types are determined by their real time conditions at the time of image acquisition. It is different from those where land covers are deemed static in a range of time or in a year. The spatio-temporal neighborhood information is still helpful in mapping dynamic land covers. As an example, the NDVI values for the validation samples of the four major classes, croplands, forests, shrublands and impervious, are boxplotted in Figure 5 . Classes are easier to distinguish by multi-date NDVI values than by single-date NDVI values. The values in column P9 are greater than the values in column P8 on DOY 164, 212, 244, 276 and 39, but not on the other dates. Errors are mainly due to confusions among leaf-on/leaf-off classes on those dates when the overall accuracy values in column P9 are not greater. This type of error cannot be corrected by applying the spatio-temporal consistency constraints. Summer images have the greatest separability of land cover classes. From confusion matrices shown in Tables 6 and 7 , it is clear that confusions between forests and shrublands, and confusions among leaf-on/leaf-off classes are the major errors. More training samples for forests and shrublands, especially for samples that are spectrally confusing, will be helpful in reducing confusions between these two categories. Adding vegetation height data in the classification will also reduce the confusions [35] . Classification and accuracy validation for the leaf-on and leaf-off classes were all based on interpreted samples. Quantitative data for vegetation growth status are required for making objective decisions. NDVI or fractional vegetation cover data can be applied to quantitatively indicate vegetation growth status.
The classifiers in process P8 were all trained with the same feature set, all the 144 features of the image sequence. The resultant maps still accurately reflected the land covers on the corresponding dates, because the training samples were interpreted based on the land covers at that point in time. A regional example is shown in Figure 6 . False color images and the corresponding results from data acquired on DOY 132 and DOY 276 are listed in Figure 6 (b-e). Water bodies are highly dynamic, and there are many mixed pixels in this region. Classification errors often arise in such areas. For example, a few pixels near the water (below the red ellipse in Figure 6c ) were misclassified as impervious. However, most pixels were still correctly classified in the two images. It is notable that grasslands, leaf-off in the red ellipse of Figure 6c have been correctly classified as water bodies in Figure 6e . Another factor for the high accuracy is our two-step training sample collection method. Pixels in highly dynamic areas were more likely to be selected in the second step. These sample units represent different land cover types at different points in time. The effect of training sample augmentation can also be shown by comparison between P8 of Tables 4 and 5. Clouds and dark shadows were "padded" in processes P8-P9 (see Figure 4 ), but the padding had no effect on our overall accuracy estimation. Because all validation sample points located in these regions had been removed. Clouds and dark shadows were preprocessed manually. The impact of the preprocessing on the results need to be evaluated in future work. Besides missing value estimation used in this research, the MRF model can also be used for "data padding" by using spatio-temporal neighborhood information [36] . The MRF models can also be used to "pad" NDVI to cloud covered regions and detect temporal changes in NDVI [37] .
Spatio-temporal neighborhood information had been used for feature selection and missing value estimation when training random forest with all the 144 features. Better spatio-temporal consistency was obtained by using the MRF model. Land cover dynamics along temporal neighborhood were more reasonable, and pepper-and-salt points were removed in the resultant maps.
Mapping seasonal land-cover dynamics is different from inter-annual land-cover change detection and phenological estimation. Water level dynamics, seasonal snow/ice, phenology change, and other intra-annual changes need to be mapped from multi-seasonal images. Data acquired from the newly launched Landsat 8 within a whole year were used in this research. Only seasonal dynamics in one year were mapped. Long-term data sets are needed, and our methods need to be extended for mapping both intra-annual and inter-annual land-cover variations, as what had been done in [12] [13] [14] [15] [16] [17] .
Conclusions
This research aimed to map seasonal land cover dynamics in Beijing with nine Landsat 8 images by using spatio-temporal information. A two-step procedure was performed for training sample collection to get better results. The average overall accuracy (OA) increased 7% after the training sample augmentation in the second step. Nine sets of classification experiments for mapping seasonal land cover dynamics were evaluated. The random forest classifier was used for classification and probability estimation. Land cover maps obtained using the Operational Land Imager (OLI) multispectral bands from single-date images only were used as benchmarks for comparison (average OA was 62.27%). Texture, Normalized Difference Vegetation Index (NDVI) and Thermal Infrared Sensor (TIRS) were all helpful when included in image classification. Average OA was 68.14% when all features were included. More accurate results were obtained by applying an MRF model (average OA was 73.43%). The highest overall accuracies were achieved by using the last two methods. The average OA for Land cover maps classified with all the 144 features from all images was 78.48%. Further improvements were achieved by using an MRF model (average OA was 78.55%).
Clouds and dark shadows were masked out during data preprocessing. Land cover types were still estimated for pixels located in these areas when mapping with all the features from the image sequence. This did not affect our accuracy estimation. Because validation sample points located in these regions were removed.
Some forests are easy to be confused with shrublands in Beijing. Adding more training samples will reduce the confusion [27] . Confusions among leaf-on and leaf-off classes are major error sources in mapping seasonal land cover dynamics. Classification for leaf-on and leaf-off classes in this research were based on training samples that are subjectively determined by image analysts. Quantitative data for vegetation growth status are required for more accurate leaf-on/leaf-off discriminations.
