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The Schmidt et al. procedure for generalizing validities 
obtained in research on predictor-criterion relationships in 
personnel selection, is critically discussed. The three 
components of the method, viz. (1) a procedure for compiling 
and classifying validity data, (2) a procedure for testing 
the homogeneity of a set of data classified as homogeneous, 
and (3) a procedure for making generalizations on account of 
such data, are scrutinized at both a theoretical-conceptual, 
and a methodological-statistical level. Generally, it 
appears that the procedure is liable to improvements at both 
these levels. Specifically, when the procedure is remodeled 
in a proper Bayesian sense, it appears to be not robust to 
applications on data that violate the assumptions of Schmidt 
et al.' s underl ying rather confined psychometrie model of 
validi ty generalization. Fi nally, sugges tions are made to 
improve Schmidt et al.'s validity generalization procedure. 
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VALIDITY GENERALIZATION REVISITFD 
1. Introduction 
In developing a personnel selection procedure one needs 
information about the validity of the predictor instruments 
against the criteria at hand. Such information can be 
obtained in at least two different ways: validities can be 
estimated from (1) an empirical study on the specific case, 
performed ad hoc, or (2) accumulated results of previously 
conducted studies on similar cases . The choice between these 
two options is the subject of some controversy. 
Traditionally, researchers have preferred the first 
approach, following Ghiselli (1966, 1973) who compiled and 
analyzed validity data from a large number of studies and 
found that validities observed for tests carrying the same 
name varied too much to allow reliable generaliza tions. In 
their view empirical validation is needed because a unique 
set of factors determines validity in every single case. The 
second approach is advocated by Schmidt et al. In their view 
the great~r part of the observed validity variance can be 
attributed to factors like small sample size, criterion 
unreliability, restriction of range etc., called 'artifacts' 
by them (Schrnidt et al., 1979). They hold that when these 
factors are taken into account validity generalization is 
perfectly feasible and ad hoc validation studies are no 
longer required (Schrnidt & Punter, 1977; Schrnidt et alo, 
1979, 1980, 1981a, b, 1982; Pearlman et al., 1980). 
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The basis of Schmidt et al. 's position lies in a series 
of analyses of published validity data, performed with the 
help of a 'bayesian validi ty generaliza tion method', 
specifically devised for this purpose (Schmidt & Hunter , 
1977) and revised a number of times (Schmidt et al., 1979; 
Pearlman et al., 1980). This method has three components: 
1) a procedure for compiling and classifying observed 
validity data, 
2) a procedure for evaluating the heterogeneity of a given 
set of data at the level of underlying theoretical 
constructs, 
3) a procedure for making generalizations from such sets of 
observed validity data. 
Schmidt et al. have advocated the use of the method as a 
general tooI for theoretical research on situational 
specificity and moderator phenomena (Schmidt & Hunter, 1977; 
Schmidt et al., 1981 b). On the basis of their studies , they 
have arrived at far reaching conclusions on the true 
validities of ability tests and all kinds of methodological 
issues in personnel selection. 
For ins tance, Schmidt and Hunter (1981 ) state: 
'Professionally developed cognitive ability tests are valid 
predictors of performance on the job and in training for all 
jobs in all settings' (p. 1128), 'there is no factual basis 
for requiring a validity study in each situation' (p. 1133), 
'there is no empirical basis for requiring separate validity 
studies for each job: tests can be validated at the level of 
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job families' (p. 1133), 'these findings effectively show 
the theory of situational specificity to be false' (p. 
1132). In the artiele by Schmidt et al. (l981b) the well-
established multidimensionality of criteria (Schmidt, 1976) 
is denied, as is the role of factors like organizational 
climate, management philosophy or leaders hip style, 
geographical location, changes in technology, product or 
jobs over time, age, socio-economie status, and applicant 
pool composition as moderators of test validities (p. 175-
176) • 
In this study, Schmidt et al.'s validity generalization 
method is critically examined, both at a conceptual (section 
2) and a psychometric/statistical (section 3) level. Some 
points of criticism have been presented before (Algera et 
al., 1984; Roe, 1984; Roe et al., 1983 a, b); here they will 
be presented in more detail. Suggestions will be made for 
improving the method (seetions 4 and 5). 
2. Conceptual issues/problems of definition 
We set out with a discussion of some conceptual issues, 
relating to the definitions of predictive validity, validity 
generalization, situation, and situational specificity. 
Schmidt et al., have not been very explicit on these issues. 
We feel, however, that a thorough examination is crucial to 
a proper understanding of the problems met with re gard to 
validity generalization. 
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2.1. Predictive validity 
In modern select ion theory, the notion of predictive 
validity has a two-fold meaning. On the one hand it refers 
to the linear correlation between a predictor variable Xh 
and a criterion variable Yi observed in a sample of 
applicants P j to a given job, while on the other hand it 
refers to the linear correlation between a predictor 
construct ç and a criterion construct ~,of which Xh and Yi 
are operationalizations, in a population of applicants II 
fr om which the sample Pj is drawn. These two meanings should 
be clearly distinguished. The first type of validity 
requires specific tests and criterion instruments which are 
interrelated within a specific sample. This validity will be 
cal led observed validity. With the second type, test and 
criterion variables are defined at the construct level, e.g. 
'verbal reasoning' and 'quality of performance', and their 
relationship in the population is a hypothetical one. This 
type of validity will be denoted as theoretical validity. 
Because of select ion on the predic tor Xi' the sample on 
which the validity is actually computed mostly will be 
restricted in range. If this is the case, the sample will be 
denoted as However, since range restriction can, in 
principle, be corrected for, the observed validity usually 
will be written as r in the sequel. 
XhYiPj 
It should be noted that both types of validity have 
three defining terms, or 'referents': predictor, criterion, 
and sample, resp. predictor construct, criterion construct, 
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and population. These must be known in order to determine or 
interpre te validi ty coe fficients. For this reason we will 
r 
specify them from now on, writing XhYiPj for the observed 
validity and P~nIT for the theorical validity. 
Implications of the foregoing are that within a given 
sample a predictor may show different validities for 
different criteria, just as different predictors may show 
different validities for the same criterion, and further 
that the validity of a given predictor for a given criterion 
may be dependent on the nature of the sample. E.g. the 
validity of a spatial ability test for the prediction of an 
accident criterion may by different for a sample of rural 
high school drivers, adul t suburban female drivers, 
metropolitan cab drivers, and long distance truck drivers. 
While predictors and predictor constructs can be 
directly defined by referring to psychological instruments 
or theory, the other defining terms cannot. The criterion 
and the sample (or criterion construct and population) refer 
to a certain job wi thin a speci fic company (or a job t ype 
within a sector of industry). Productivity, quality, 
turnover, accident criteria can only be measured, and 
measures can only be interpreted, if content and context of 
the jobs are know. 
In fact, more defining terms might be distinguished, 
like for instance the tiwe interval between the moments of 
predictor and criterion measurement, the conditions of 
measurement (suc ~ as: the way in which the tests are 
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administered, criterion ratings are generated: by the same 
or different persons, etc.), and the specific working 
conditions (enabling individual characteristics more or less 
to influence job performance). For the sake of simplicity we 
leave these out of account however. 
The two types of validity can be related by introducing 
assumptions on the relationships between the referents, i.e. 
x and Ç" y and 11, Pand IT. In this way, specific 
psychometrie models may be set up which can serve as a basis 
for generalization. Below, we present the model as employed 
by Schmidt et al., and an alternative model. 
A single-test-single-criterion-model 
The psychometrie model adopted by Schmidt et al. is 
based on classical test theory (Schmidt et al., 1982, p. 
836). In it the test true score Tx takes the place of the 
predictor construct Ç" while , the criterion true score Ty 
stands for the criterion construct 11. In this way the 
constructs have a narrow meaning: they cover only one test 
and one criterion ins trument. As a re sult the theoretical 
validity has a limited meaning also. It is the population 
correlation between the true score components of the 
specific predictor and the criterion instruments (see figure 
1). Schmidt et al. denote it as 'true validity'. 
Figure I 
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STSC model for validity generalization 
The true scores T of individuals m N 
x 
m 
represent the parts of the test scores Xm that can be 
measured with . perfect reliability. The relationship between 
the observed score and the true score of subject m is 
described by the following basic equation from classical 
test theory: 
X 














of (1) and (2) are 
assumed uncorrelated. The theoretical validity is conceived 
as the true-score correlation 
cov(T , T ) 
PT T IT 2 X Y 
X Y a(T) a (T ) 
x Y 
(3) 
within a given population IT. In 'empirical terms' it is the 
validity of test X against criterion Y that would be 
observed if 
sample size were infinite (i.e. sampling error were 
zero), 
criterion reliability were perfect, 
test reliability were perfect, 
range restriction were absent, 
(Schmidt et al., 1979, p. 266). 
The true validi ty PT T IT can be es tima ted from the x y 
r in different 
xyp 
observed, range restricted validities 
ways. Most straigthforward 'would be to correct every single 
r for attenuation and range restriction, and take the 
xyp 
ave rage of these corrected validities as an estimate for 
PT T IT. x y In order to make corrections on the individual 
validities specific data would be required. Since these were 
not available, Schmidt et al. first computed the sarnple-size 
weighted mean of the observed validities, and next corrected 
this mean observed validity for attenuation and range 
restriction, using assumed ave rage values for test 
reliability. (e.g •• 80), criterion rel1ability (e.g •• 60), 
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and range res tric tion (e. g. the ratio 0 f the res tric ted 
standard deviation to the unrestricted standard deviation 
could be assumed .60). This corrected mean observed validity 
was taken as an estimate of PT T 11 (cf. Pearlman et al., 
x y 
1980, pp. 402-406; see also appendix A). 
The model adopted by Schmidt et al. could be qualified 
as a single-test-single-criterion-model (STSe-model). It 
allows generalizations from a series of observed validities 
of a given test-criterion combination to future observations 
of the same validity in other samples from the same 
population. However, Schmidt et al. have also and more 
frequently used the model for generalizing from validities 
with varying test, criterion, and sample referents to future 
validities of any type. 
Multiple-test-multiple-criterion models 
In our view, generalizations of the type Schmidt et al. 
aim at require another psychometric model. It would have to 
include a predictor construct I'; which relates to multiple 
tests Xl ••• Xh ••• XL and a criterion construct Tl which 
relates to multiple criteria Yl ••• Yi ... YM• A basic model 
that satisfies this requirement is presented below. 
We assume the tests Xh to be 'congeneric' (Lord & 
Novick, 1968): they share a latent trait component 
1';. Further we assume that the relationships between I'; and 
its indicators Xh follow a linear model: 
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X
h ~h~ + Oh' 
(4) 
in which ~h is the 10ading of test Xh on factor 
~ and Oh is the residua1 part of Xh , that cannot be 
exp1ained by ~. In the same way: 
(5) 
in which 1i is the 10ading of the criterion Yi on factor 
~ an Ei is the residual part of Y. Again, Oh and Ei are 
assumed uncorrelated. The theoretica1 validity then is 
defined as the corre1ation between ~ and ~: 
within the given population. It re1ates to the observed 
va1idities by a set of formulas to be given in section 4. 
In order to estimate P~~II from a number of observed 
validities r P' the regression coefficients ~h and 1. 
~~j 1 
should be estimated first. This could be done, for instance, 
by means of the LISREL-procedure (cf. Jöreskog, 1973, 1974, 
1978; Jöreskog & Sörbom, 1978), provided sample size is 
large enough and certain assumptions are met. 
This model (see figure 2) is a mu1tip1e-test-mu1tip1e-
criterion-mode1 (MTMC-mode1). It a110ws genera1izations from 
va1idity data on different but congeneric tests and 
criterion instruments to future va1idities of tests and 
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criteria from the same domain, to be observed in samples 




Figure 2 Basic MTMC model for validity generalization 
The STSC and MTMC models can be related by classic,ü 
test theory. Assuming that every test contains, apart from 
its common factor ~, a specific component ah that is stabIe 
and can be measured therefore with perfect reliability, and 
a residual component E that is even unstable within the 
x
h 
same test, we can rewrite (4) as 
(7) 
in which by definition (~h~ + ah) is equivalent to 
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in which (y iT] + ai) 
(2). Again, Xh and 
(8) 
can be recognized as T from formula 
Yi 
a. are assumed uncorrelated. 
1. 
Equations (7) and (8) define an extended MTMC-model (see 
figure 3), which embraces two types of theoretical validity: 
Schmidt et al.'s true validity, the correlation between 
the true score components of the STSC-model; 
construct validity in a more general sense, i .e. the 
correlation between the construct terms of the MTMC-
model. 
Obviously, these theoretical validities are, generally , not 
identical. 
The extended MTMC-model reduces to the STSC -model wh en 
for different predictors and criteria the loadings ~,y, and 
the error terms Ex and Ey are equal. This illustrates the 
position of the extended MTMC-model an an intermediate 
betwe"en the STSC-model and the basic MTMC-model. As the 
extended MTMC-model only serves to clarify the relationships 
between these two modeis, it will not be discussed any 
further. 
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Figure 3 Extended MTMC-model Eor validity generalization 
- 14 -
2.2. Validity generalization 
Since its first use by Lawshe (1952) the term validity 
generalization has become a label for an inferential 
process: the estimation of the numerical value of 
theoretical validity from a series of observed validities. 
This estimation can be produced either in an judgmental way, 
or by statistical procedures. In the STSC-model the 
estimate PT T II is derived from data about a single test x y 
and a single criterion, coming from different samples. 
Within the framework of the MIMe-model an estimate P~nrr is 
derived using several types of r-data (see figure 4). In 
this case observed validities may come from different 
predictors, criteria and samples, provided that these relate 
to the predictor construct~, criterion construct n (and 
applicant population II). 
There is a deductive counterpart to this inductive 
process. From a given p (or estimated p) an estimate of 
future r' scan be obtained again, eiiher judgmentally or 
statistically, although the lat ter approach is more usual 
and has some advantages. Given certain statistical 
assumptions, both interval and point estimates of a future 
r can be derived by the model used in the inductive 
~YiPj 
phase. We feel that this second phase, which is not 
explicitly mentioned by Schmidt et al., should be considered 
as an integral part of validity generalization. Without it, 
validity generalization would be of theoretical value only, 




x. y. P. 
n ~ J 
h = L 
i I M 






Figure 4 A two-phase view of validity generalization by the MTMC model 
2.3. Situation and situational specificity 
Following modern personality theory (e.g. Magnusson, 
1981; Ekehammer, 1974) one would be inclined to define 
'situation' as the whole of those factors that, without 
being tied in any way to the individual, help to determine 
his work behavior. While some of these factors will operate 
in additive manner, some others may interact with 
personality traits, thus acting as moderators of the 
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relationship between individual characteristics and work 
behavior. Predictive validities of tests measuring 
individual characteristics would vary under the con trol of 
such factors and hence show 'situational specificity'. 
In the classical literature on personnel selection the 
two concepts have a broader scope. Ghiselli (1959) called 
test validities situationally specific when he noted that 
observed values, stemming from samples of applicants to the 
same jobs and relating to the same predictors, showed 
considerable differences, falling outside the range to be 
expected on the basis of sampling error. Referring to 
studies with an N of at least 100, he gives the following 
examples: 'For the 71 reports I was able to find for 
intelligence tests applied to general clerks (the validation 
being against proficiency criteria) the range in validity 
coefficients was from about -.40 to 0.80. The middle 50 per 
cent of the coefficients covered a range of 0.50 correlation 
points. For 99 reports of spatial relations tests (validity 
against proficiency criteria) for machine-tenders, the 
validity coefficients ranged from -.55 to +.65, with the 
middle 50 per cent of the coefficients covering a range of 
.35 correlation points', which leads him to conclude that 
' ••• the variation among the reported validity coefficients 
for a given test applied to workers in a given job cannot be 
entirely explained on the basis of sampling error from some 
population avarage' (Ghiselli, 1959, p. 398). Other authors 
(e.g. Lawshe & Balma, 1966), have conceived test validities 
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as situation specific by definition, because they bear on 
re!ationships of tests with specific job criteria 
established in specific samples. 
50 it seems that for classical theorists 'situational 
specificity' has been roughly equivalent to: depencency on 
other factors than those used in the definition of validity 
(i.e. the referents), at their time being the predictor 
instrument (test) and a job title. In that case 'situation' 
meant: the whole of these other factors, including the 
working conditions relevant for performance, the specific 
nature of criteria, sample size and composition, the time 
interva! between predictor and criterion measurement, 
measurement characteristics like the manner of test 
administration, scoring accuracy, etc. 
Generally, three kinds of factors are involved: 
1. behavioral determinants from 'outside the individua!', 
such as res tricti ve working condi tions or moti va tiona! 
contingencies; 
2. factors ha ving to do with the aspects of work behavior 
that are being considered, like the content of the job, 
the dimensionality of performance, and the nature of the 
criterion instruments (including criterion contamination 
and deficiency); 
3. factors that re!ate to the research design adopted for 
the va!ida tion s tudy, !ike the time in terva! between 
measurements, unwarranted unreliability, restrietion of 
range, etc. 
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Schmidt et al. have taken another approach. In their 
view, when the hypothesis of situational specificity holds, 
differences in validity for a given test-job combination are 
due to differences in the factor structure of job 
performance (Schmidt & Hunter, 1977; Schmidt et al., 1979). 
Thus, their definition of 'situation' is limited to the 
second category, Ieaving out the first as weIl as the third. 
In fact, some of the factors from the third category are 
labelled 'artifacts' by them. 
We feel that this nomenclature may bring confusion. For 
instance, in the case of an equal factor structure of global 
criteria and great artifactual effects on observed 
validities, Schmidt et al. would decIare situational 
specificity to be absent, while other researchers would 
state that situational specificity was present. 
We prefer to follow the traditional approach, and use 
the term situational specificity as a summary label for the 
phenomenon that observed validities are dependent on factors 
not considered in defining the validity concept. At the same 
time however, we suggest that a clear distinction be made 
between the three sources of situational specificity: 
external behavioral determinants, job and criterion 
characteristics, and research design parameters (including 
'artifacts' ). Knowledge about the degree to which factors 
from these sources influence validities is highly desirabIe, 
because it may improve our understanding of work behavior, 
work organization, and selection research methodology. 
- 19 -
A final point to note, is that the approach that we have 
chosen makes the concepts 'situation' and 'situational 
specificity' dependent on the definition of validity. More 
complete de fini tions, involving three or even more 
referents, will restrict the content of these concepts. When 
all moderating determinants , job-criterion factors and 
research design parameters would be included in the 
definition of validity, 'situation' would become equivalent 
to sample size, and 'situational specificity' to sampling 
error for observed validities, while at the level of 
theoretical validities both terms would have no meaning 
whatsoever. 
3. Discussion of the Schmidt et al. method 
The three components of Schmidt et al. 's method as 
briefly referred to in the introduction, are: 
1. Compilation-classification: 
Previously observed validity data are collected, and 
classified into more or less homogeneous sets on account 
of type of predictor test, type of job, and type of 
criterion measure. In principle, each data set in such a 
test-job-criterion class is to be analyzed separately. 
2. Generalizability testing: 
The validities classified into one class in the previous 
step are evaluated on statistical homogeneity and/or a 
minimum level of validity, in order to establish 
generalizabili ty. To this aim, the ave rage and variance 
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of the 'residual distribution' of validities are 
computed, i.e. of the distribution that remains af ter 
the effects of 'artifacts' like sampling error, 
restriction of range, and attenuation have been 
statistically removed (see appendix A for a detailed 
presentation of this element of Schmidt et al.'s 
procedure). 
3. Generalization: 
Correcting the mean of the residual distribution from 
the previous step 'upward' on the basis of assumed 
average levels of criterion attenuation and range 
restriction, a point estimate of the true population 
validity is obtained. In some cases predictor 
attenuation is also corrected for. In a similar way the 
variance of the distribution of true validites is 
estimated. Assuming the lat ter distribution to be 
normal, a (e.g. 90%) lower bound estimate of the true 
-validity can be established (see also appendix A). 
It will be demonstrated below that all three components 
of the method as described by Schmidt and Hunter (1977), 
Schmidt et al. (1979), Pearlman et al. (1980), can be 
criticized, either on logical, methodological or statistical 
grounds. 
3.1. Compilation-classification 
In the first study (Schmidt & Hunter, 1977) the 
procedure is applied to four observed validity distributions 
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presented by Ghiselli (1966). These distributions, which 
contained both published and unpublished validity 
coefficients, are considered by Schmidt et al. to pertain to 
"similar" jobs and tests. They do not mention any explicit a 
priori rule for classifying validity data from different 
studies, but followed the crude classification scherne of 
Ghiselli. 
This first study might be considered simply a 
demonstration of the Schmidt et al. generalization method 
leading to results that differ from those obtained by 
Ghiselli, without implications for the practice of personnel 
selection. When the focus is on the lat ter, some knowledge 
must be at hand about (at least) the test, job, and 
criterion types the validities in the analyses refer tOe In 
subsequent studies therefore, schemes are presented for the 
classification of raw validities in different test t ypes 
and/or job types and/or criterion types. 
For instance, in the Schmidt et al. (1979) study some 
3300 validity coefficients for various kinds of tests were 
located in the c1erical area. Published as well as 
unpublished studies were included, also many older studies 
"squirreled away in dusty files" (p. 262). Tests were 
classified using a system derived from the classification 
schemes of Ghiselli (1966) and Dunnette (1972). For the 
classification of the clerical jobs the authors refer to "a 
slightly rnodified vers ion of the Dictionary of Occupational 
Titles (DOT) classification system" (Schmidt et a!., 1979; 
- 22 -
p. 262). Criterion measures were indices of overall job 
performance or proficiency. 
In the first large-scale application of their procedure 
for tes ting the hypothesis of no situa tional speei fiei ty, 
Pearlman et al. (1980) developed a data base of validity 
studies on clerical occupations. Ten general test types were 
established, most of which represent a construct or ability 
factor known from the literature. But also so-called 
"clerical aptitude" tests, motor ability tests, and 
performance tests were included, because of their relatively 
common use in clerical select ion, even though trey could be 
decomposed into more homogeneous constituent dimensions. The 
clerical jobs were grouped into five "true" DOT job family 
categories, one miscellaneous category and two addi tional 
categories developed to handle occupations that were not 
sufficiently specified in the original study to permit 
definitive classification, and samples representing two or 
more different clerical ' occupations. Criterion measures in 
this case were indices of job proficiency or training 
success. 
To gi ve an example, one cell of the test/job 
classification scheme in the Pearlman et al. study was 
verbal ability/DOT occupational groups 201-209. To get an 
impression of the broadness of this scheme one should note 
that the following jobs are inc1uded: 201 Secretaries, 202 
Stenographers, 203 Typists and typewriting machine 
operators, 205 Interviewing c1erks, 206 File c1erks, 207 
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Duplica ting machine opera tors and tenders, 208 Mailing and 
miscellaneous office machine operators, 209 Stenography, 
typing, filing, and related occupations, not elsewhere 
classi fied. Wi th regard to tes t type, each cell contained 
different predictors. The verbal ability test type covered 
such predictors as reading comprehension, vocabulary, 
.grammar, spelling, and sentence completion. Within this 
particular test/job cell 215 validity coefficients referring 
to criteria of overall job proficiency were compiled, from 
published and unpublished studies. 
A general conclusion to be drawn from these and other 
studies is that classification rules vary over applications 
of validity generalization. Specifically with respect to 
tes t type, an evaluation of the di fferent class ifica tion 
schemes is difficult, since Schmidt et al. generally refer 
to classes of tests rather than to specific predictors used 
in the actual studies. The varying schemes for classifying 
validities according to job type and · criterion type are 
discussed in the next two sections. 
Variability of classification rules: job type 
"Job type" is a rather loosely defined category that may 
include different jobs in different companies, and may cover 
several criterion constructs and applicant populations. Even 
if one speaks of the same job in different settings CSchmidt 
& Hunter , 1981) there is no guaran tee that the factorial 
composition of he criterion is identical. From the 
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1i terature on the measurement of task charac teris tics (see 
e.g. Roberts and G1ick, 1981) it is known that individuals 
in the same job c1assifications are not always performing 
the same objective tasks. This underlines Ghiselli's (1966) 
statement that there exist differences in the nature of and 
requirements for nomina1ly the same job in different 
organizations, and in the same organiza tion from one time 
period to another. Schmidt and Kap1an (1971; p. 421) also 
refer to this last point: "Performance on some jobs has a1so 
been shown to be "dynamic" , i.e., to change in apparent 
factorial composition over time changes in 
organizationa1 needs and goals can change the nature of the 
criteria of succes in individua1 jobs within the 
organization. Criteria1 dynamism is an important prob1em in 
industrial psychology, meriting much more research than has 
been devoted to it to date". 
In personnel selection, the criterion (or criterion 
construct) refers to a ' certain job within specific 
organization. This implies that criterion measures (e.g. 
productivity, quality) can only be interpreted if the 
content and context of the job is known. What is needed 
here, is a taxonomy which takes both these content and 
context factors into account. In any case, test/criterion 
c1assification schemes wou1d be required which are far more 
restricted than the broad schemes used by Schmidt et al. or 
Ghiselli. 
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The study of Colbert and Taylor (1978), in which jobs in 
the clerical domain were classified according to a very fine 
taxonomy, shows that in such a case, even wh en all jobs are 
localized in the same organization (an insurance company in 
this study), differential validity of different predictors 
for different jobs may be found (i.e. situationally specific 
validity) • 
Variability of classification rules: criterion type 
Schmidt et al. analyzed studies that met specific 
requirements with regard to the criteria. For instance, in 
Pearlman et al. (1980), studies using such criteria as 
turnover, absenteeism, and tardiness were excluded, leaving 
only job proficiency and training succes criteria. For 
studies reporting test validities for several criterion 
dimensions separately as weIl as for an overall or summary 
criterion, only the coefficient for the overall or summary 
cri terion was recorded. For case3 wi th several cri ter ion 
dimensions but wi th no overall or summary criterion, the 
average validity over these dimensions was recorded, and the 
product of the original sample size and the average number 
of dimens ions was taken as sample size. In other 
publications (Schmidt et a1., 1980; Schmidt et a1., 1981a; 
Schmidt et al., 1981b; Callender & Osburn, 1981) again only 
validi ties for overall job performance or overall training 
success were used, and again partial measures (e.g. ratings 
on specific dimensions of job performance) were excluded. 
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When job performance was measured by means of several 
specific dimensions, the composite (sum or average) of these 
specific criteria was taken as the measure of overall job 
performance. 
This exclusive use of overall criterion measures by 
Schmidt et al. has non-trivial consequences: 
a) Schmidt and Kaplan (1971) demonstrate that ceilings on 
validity are lower when either the criterion is 
homogeneous and the predictor is heterogeneous or vice 
versa, implying lower observed average validity and 
validity variance (cf. also Smith, 1976, p. 749). In 
Schmidt et al. 's data base, predictors are classified 
far more specifically (e.g. in 10 or more types), than 
the criteria, which are invariably assumed to be of the 
same global type. 
b) Most measures of job proficiency (see e.g. Schmidt et 
al., 1981 a) were supervisory ratings. From the 
literature " (e.g. De Wolff, "1970) it is wel! known that 
ratings may reflect for a major part the personal 
feelings of the rater, or in the words of Vernon: "there 
is astrong tendency to evaluate people along the single 
dimension of how they affect us, and to assume 
egocentrically that most of their actions are directed 
towards helping or hurting us" (Vernon, 1964). Thus, 
with global, overall criteria the validity coefficients 
may reflect the relations between predictor tests and 
sympathy for the ratee. This would again lead to little 
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varianee in the distribution of raw validities, this 
time due to the global, undifferentiated, character of 
ratings (cf. Schmidt et al., 1984, p. 416). 
c) The possibility of multidimensionality of criteria is 
neglected. Even stronger, Schmidt et al. deny 
multidimensionality of criteria: " •••• only a measure of 
overall job performance is needed in validity studies 
••• the only function of multiple criterion scales is to 
increase the reliability of the composite (overall) 
criterion measure. That is, replication of judgments on 
essentially the same dimension leads to increased 
reliability " (Schmidt et al., 1981a, p. 175). 
However, studies involving statistical analysis of sets 
of criterion measures rarely yield a single general 
factor (Smith, 1976). This author mentions the studies 
of Ewart et al. (1941), Forehand (1963), Grant (1955), 
Kirchner (1966), Ronan (1963), Rush (1953), Schultz & 
Siegel (1964), Seashore et al. (1960), Siegel & Pfeiffer 
(1965), Stark (1959) and Wiley (1964) as evidence 
against the arguments that unreliability contributes to 
the "apparent" complexity of criteria. Published 
analyses, including those on more reliable criteria, 
lead to accept the conclusion that job performance of 
employees is as a rule multidimensional (see for 
instanee: Baehr (1967), Brumback & Vincent (1970), 
Chalupsky (1962), Dowell & Wexley (1978), Fleishman & 
Ornstein (1960), Fogli et al. (1971), Hemphill (1959, 
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1960), James et al. (1973), Peres (1962), Prien (1965), 
Rush (1953), Seashore et al. (1960), Smith & Kendall 
(1963), Toops (1944), Tornow & Pinto (1976), Wofford 
(1970)) , even though in some cases disa t tenuated 
correlations would approach or exceed unity. 
Thus, it seems that we have to consider the fact that 
job performance as a rule tends to be multidimensional, and 
see what implications this brings along for validity 
generalization. Traditionally multidimensionality of 
performance criteria has been dealt with in two ways 
(Schmidt & Kaplan, 1971; Guion, 1976): (l) component 
criteria have been isolated and validities have been defined 
and calculated for each criterion separately, (2) a 
composite criterion has been defined, measured either 
directly by some so-called "global" measure, or indirectly 
by forming a weighted sum of separately measured component 
criteria. The first approach does not pose special pro bI ems 
for validity generalfzation, as long as validities against 
the component criteria are kept separated. Mixing observed 
validities related to different types of criteria within the 
same job would, of course, lead to uninterpretable results. 
The second approach requires special precautions to ensure 
that the global measures relate to the same composite 
criterion construct, or sums of separate criteria are 
properly weighted. The use of observed validities relating 
to different criterion-constructs would again lead to 
meaningless results. 
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Related to this point is the well-established fact that 
different jobs may have common job elements or criterion 
dimensions (see e. g. Guion, 1965; McCormick, 1976). The 
question arises what these relationships between jobs could 
mean in the context of validity generalization. Following 
the MTMC-model validi ty generaliza tion might be applied to 
data on different jobs, but only when these jobs contain a 
common criterion construct ~, are sought by applicants from 
a common population IT, and the same predictor construct ~ 
applies. This means that one should collect and process job 
component or job element validities, a method already 
suggested by Ghiselli in 1959. A recent review on three 
decades of personnel selection research (Monahan & 
Muchinsky, 1983) reveals tha t while several authors (e. g. 
Guion, 1961; Dunnette, 1963) have recommended the use of 
component criteria, researchers have generally not yet 
responded to this recommendation. 
Concluding, the rules applied by Schmidt et al. for 
compiling-classifying validity data are rather variable. In 
some cases validity data on a single test are brought 
together, in other cases data on parallel tests, tests 
sharing a common factor, or tests sharing either closely or 
remotely rela ted fac tors. The cri teria have a global or 
composite character in most cases, referring to overall 
success in speci fic jobs, job types, true job families, or 
non-true job families, and sometimes also training programs. 
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Neglect of conceptual homogeneity 
The example of Pearlman et al. (1980) makes clear that 
Schmidt et al. violate the psychometrie assumptions of the 
STSC validity generalization model, by using non-identical 
tests and criteria. They proceed from a (unspecified) model 
for which a certain degree of relatedness of predictors and 
criteria would be sufficient (like the MTMC-model). But, 
even if one accepts the latter approac.h for the moment, it 
may be questioned whether the hundreds of coefficients 
classified into one test-job type cell are sufficiently 
related to be considered as operationalizations of the same 
theoretical validity. As these data may refer to numerous 
types of tests and to different jobs in different 
organizations and may relate to different criterion 
constructs and applicant populations it is doubtful whether 
they permit validity generalization, even in a MTMC 
framework. 
Schmidt et al. suggest that this classification problem 
can be solved empirically by using their 'test of 
situational specificity'. We leave the discussion of this 
"test" for the next section. 
The preceding sections make clear that in the Schmidt et 
al. procedure the question of conceptual homogeneity of 
classes is neglected. In those cases where tests within a 
given class are not identical, they are not, or only very 
superficially, evaluated in terms of their relationship to 
an underlying construct. Criteria are never evaluated in 
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terms of underlying constructs; tpey mayor may not refer to 
identical or related performances. In the same vein, samples 
are generally not evaluated in terms of their 
representativeness for a given population. This state of 
affairs is at least remarkable, because from a 
generalization viewpoint a case in which test and criterion 
are fixed, and the samply is varying, is quite different 
from a case in which only the test is fixed, and both the 
criterion and the sample vary. And so on. Failing to 
distinguish between such cases, by assuming that 'anything 
goes', makes it unclear what one is generalizing from and 
what one is generalizing to. 
Conc1uding: the logic of eompiling and processing 
validi ty data re ferring to different eri terion eonstruets 
and populations should be seriously questioned. Earlier 
researehers, like Ghiselli, may be exeused for having done 
so, beeause of the moderate level of sophistieation in 
eriterion and seleetion theory at the time. Af ter the 
eoneeptual and methodologieal eontributions to this field 
from Guion (1965), MeCormick (1976), Ronan & Prien (1971), 
Sehmidt & Kaplan (1971), and many others, sueh a way of 
working seems no longer adequate. In our view it should be 
avoided, to make sure that meaningful results may be found. 
To say this with a siIl'ple rule: One should only try to 
generalize data that are, logieally, generalizable. There is 
no alternative to an adequate prior classification of 
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observed validity data on conceptual grounds. This does not 
mean, of course, that the subject of job c1assification is 
not open to empirical investigation. 5uch research requires 
an appropriate methodology however (see e.g. Arvey et al., 
1979; Lissitz et al., 1979). 
3.2. Generalizability testing 
The test of generalizability, or 'non-situational 
specificity', focuses on the residual validity distribution. 
The mean of this distribution is the average observed 
validity. lts variance, called 'residual variance' 
(52 ) is defined as the difference between the observed 
res ' 
validity variance (5 2 b ) and o s 
tPe variance that can 
attributed to artifacts (5 2 ): 52 = 52 - 52 
art res obs art 
be 
The artifactual variance is estimated by some procedure that 
takes into account, among other things, (a) the estimated 
true validity, (b) the sampling error associated with the 
average sample size, ( c) assumed distributions of 
reliability and selection ratio' s (see appendix A for a 
description of the procedure). 
Recently, the various procedures for estimating the 
artifactual components of validity variance due to effects 
of attenuation, restriction of range, and sampling error, 
were scrutinized in a discussion between Callender & Osburn 
(1980, 1982), Callender et al. (1982), Hunter et al. (1982) 
and 5chmidt et al. (1982). The discussion focused on three 
methods of estimating the artifactual variance components 
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from observed validi ty data: a 'non- interacti ve' equation 
proposed by Schmidt et al. (1979), an 'interactive' equation 
of Schmidt et al. (1980) , and the 'multiplicative 
independent' equation presented by Callender & Osburn 
(1980). It appeared from simulation studies that all three 
methods, although not being exactly correct, were reasonably 
accurate. This conclusion was confirmed by a study of Burke 
(1984), in which in addition to these three methods a number 
of other computational procedures were investigated. Because 
of these findings, the computational procedure(s) for 
estimating artificial variance(s) in validity generalization 
are not discussed in this paper. 
Generalizabi1ity within the data set is established by 
evaluating either the residual dis tri bution itsel f, or a 
transformation of it, the so-called 'prior' distribution of 
the true validities. The mean of this lat ter distribution is 
taken as an estimate of the true validity; it is the ave rage 
validity corrected upward for restrietion of range ' artd 
attenuation. lts standard deviation is equal to 
the S ,multiplied with the same correction factor (cf. 
res 
appendix A). 
With respect to the test procedure several comments are 
in order. 
Incorrectness of conceptual basis 
First of all, it seems that the conceptual basis of the 
test is incorrect. Pearlman et al. (1980), in explaining the 
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principles of the test, state that, given a certain true 
population validity, artifacts like sampling error, 
di fferences in criterion and tes t reliabili ties and 
res tric tion of range, may produce observed validi ty 
differences of the same magnitude as are found in a given 
data set. In such a case, generalizability is clearly 
present. Next, they reverse this argument, asserting that 
generalizability is present, whenever the observed validity 
variance is matched by the variance predicted from 
artifacts. It can easily be seen that this logic is 
incorrect: from the fact that generalizability leads 
to S2 - 0, it may not be concluded that any S2 = 0 
res res 
indicates generalizability. Several combinations of a single 
true validity and artifactual distributions may underly a 
given set of observed validity coefficients, resulting in 
the same observed validity variance. When the assumption of 
a single true validity is dropped, even more possibilities 
exist. -As a result of too loose a classification, there may 
quite weIl be a mixture of two or more populations involved. 
In section 4.2 it will be demonstrated that even in that 
case the observed validi ty variance may be equal to the 
variance expected on account of artifacts only. 
Moreover, according to Schmidt et al. (1979; p. 267) 
testing the hypothesis of no situational specificity "is 
conceptually identical to research aimed at establishing 
general principles about trait-criterion relationships to be 
used in theory construction". If the situational specificity 
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hypothesis is rejected "then it follows that various 
constructs C ••• ) have invariant population relationships 
with specified kinds of performances and job behaviors". As 
we have seen, the focus of the Schmidt et al. procedures is, 
however, the true validity P
T 
T which is test specific. 
x y 
Hence their actual procedure for testing situational 
specificity does not match their aim of research as stated 
above. Logically, in the STSC model, the true validity 
cannot be generalized beyond the specific predictor and 
criterion measures since it is a correlation between the 
true score components of these very measures. 
Conceptually, testing situational specificity is 
possible only when the MTMC model is assumed, i.e. when the 
validity to be generalized is the theoretical 
The hypothesis to be tested then, is that validi ties have 
been computed on samples from the same reference population. 
When the test detects differences, it is -to be concluded 
that th is hypothesis is not correct, i.e. that the 
validities come from different populations. In such a case 
the validity may be concluded to be situationally specific. 
Elasticity of decision rules 
According to Schmidt et al. generalizability is not only 
present when S2 = O. They view 
res 
generalizability as a 
matter of degree, depending on properties of the residual 
distribution and/or the prior distribution CSchmidt & 
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Hunter, 1977). In fact, several decision rules have been 
introduced in subsequent publications. Generalizability has 
been said to be present when: 





= 0 (Schmidt & Hunter, 1977); 
arti facts 
II four artifacts explain at least 75% of the observed 
variance: (S2 - S2 ) / S2 (.25 
obs 4 artifacts obs 
(Pearlman et al., 1980); 
111 the 90% credi bili ty value is larger than zero: 
90% CV > 0 (e.g. Pearlman, 1982); 
IV the 90% credibility value exceeds some 'minimum useful 
level' u: 90% CV > u (e.g. Schmidt & Funter, 1977); 
v the 90% credibility value exceeds some 'substantial 
value' v: 90% CV > v (e.g. Pearlman, 1982). 
The simultaneous adoption of these decision rules lends the 
tes t procedure a great deal of elastici ty, allowing the 
conclusion of generalizability to be drawn in almost any 
case. 
Openness to unknown error 
Apart from t~is, the procedure lacks an underlying 
sampling distribution, thus precluding the specification of 
Type I and Type 11 errors. Callender & Osburn (1981) have 
tried to solve this problem by generating sampling 
dis tri butions wi th the help of computer simuia tions. 
However, they have, just like Schmidt et al., equated the 
null-hypothesis with the hypothesis of interest, which is 
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not correct. A researcher who is interested in 
generalizabili ty, should start from a null- hypothesis tha t 
assumes non-generalizability. Only in this case does 
an a indicate the probability of a wrong conclusion (see 
Hays, 1973, chapter 9 for a general discussion of this 
statistical problem). 
For this reason, the Schmidt et al. test procedure is 
open to unknown error. The test may lead to an unjustified 
decision in favor of generalizability with a chance that 
depends on the type of decision rules applied by the 
researcher. Recently, Osburn et al. (1983) have subjected 
the procedure (decision rule no.II) and their own test to an 
evaluation, making use of computer simulation again. Their 
results imply a clear warning: the power (i.e. the chance to 
detect true validi ty di fferences) of both procedures was 
found to be low for the usual condition of small to moderate 
true validity differences and sample sizes below 100. 
Crudeness and unreliability 
By its nature the Schmidt et al. test procedure is quite 
crude, as it evaluates just one attribute of a set of data. 
It has been shown to be insensitive to changes within the 
data set, as substantial numbers of deviating (e.g. zero or 
negative) validities may be added without changing the 
conclusions (Schmidt et al., 1981a; Callender & Osburn, 
1981). 
- 38 -
A related point is that the procedure is uninformative: 
it does not yield information on outliers or potential sub-
classes. For this reason the test is practically worthless 
for refining an initial classification. 
Of special interest is the fact that the residual 
variance statistic S2 seem to be unreliable. Pearlman et 
al. (1980; p. 
res 
384 ) acknowledge that while S2 b is o s 
susceptible to sampling error, S2 as calculated by them 
art 
is only an approximation of the real artifactual variance, 
based on assumed distributions of artifacts. For these 
reasons, the difference S2 b - S2 may give a wrong 
o sart 
indication of the true S2 • This lack of statistical 
res 
reliability is clearly visible in those rather frequent 
instances where S2 > S2 (in the study by Pearlman et 
art obs 
al., 1980: 8 out of 32 for proficiency criteria, 7 out of 24 
for training criteria, consider1ng only separate job 
categor1es; see table 1). 
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Table I. Cases whe re > 1007. oE obs e rved vari ance 1S explai ned by 
4 artiEacts ( Erom Pearlman et al., 1980 , t ab l es S and 6) 
ProE i c iency c r i ter ia 






















































a) Job types are A a stenography, typing, filing, and related 
occupations; B - computing and account-recording occupations; 
C - production and stock clerks and related occupations; 
E - public contact and clerical service occupations 
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Probability of bias 
The foregoing remark raises another point of criticism, 
i.e. the possibility that the test is biased, in the sense 
that the influences of artifacts are overestimated. Although 
this cannot be established directly, there are several 
indications that such a bias is likely to be present. A 
first indication is that the conclusion of generalizability 
is drawn in most of the cases reported, irrespective of the 
nature of the data. A second indication comes from the 
magnitude of s2 which seems to be too large in too many 
art 
cases. Table 1 shows the percentages of observed variance 
explained by four artifacts in the 15 cases mentioned 
before. The percentages vary from 103% to 260% for the 
proficiency criteria, and from 105% to 235% for the training 
criteria. In a study by Brown (1981) the highest percentage 
of variance explained is even 271%. 
Figure 5 presents an overview of the percentages of 
observed validity varianc~s predicted by ~he four artifacts 
in the Pearlman et al. study. As an example: in table 5 of 
Pearlman et al. the standard deviation of observed 
validities in tè>e class of (memory tests, computing and 
account-recording jobs) is .119, where the predicted 
artifactual standard deviation is .147. Then the percentage 
explained is (.147/.119)2 * 100 = 153%. In such a case of 
over prediction, Pearlman et al. report "100% of variance 
accounted for". Figure 5 clearly shows the variance 
attributed to artifacts to be substantial in many cases. 
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Figure 5. Histogram of percentages of observed validity variance 
explained by 4 artifacts ( from Pearlman et al., 1980, 
tables 5 and 6). 
a Proficiency criteria (32 cases) 
b : Training criteria (24 cases) 
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One should realize that only four artifacts (restriction 
of range, criterion attenuation, test attenuation, and 
sampling error) are involved here. If it were true, as 
Schmidt et al. have asserted, that other artifacts, such as 
criterion contamination and deficiency, typographical and 
data recording errors, etc., account for at least 25% of the 
observed variance, the percentage of observed variance 
explained would be over 100 in 50% of all cases reported in 
the study of Pearlman et al. (1980), as can be inferred from 
figure 5. 
A third indication for bias can be found in a study of 
Schmidt et al. (1981 a, tables 2 and 4), in which validity 
generalization was applied to several independent (by 
classification) predictors in a single population of 
applicants. If it is assumed that the predictors are 
uncorrelated (as it should be in case of areliabIe 
classification), the multiple correlation with the criterion 
turns out to lie weIl above l' in three of the five job 
families. It appears that the validities of the predictors 
have been overestimated in this study. 
Thus, i t seems tha t there are serious grounds for the 
suspection that the test is biased in the direction of 
generalizability, making S2 unduly smalle A possible 
res 
explanation may be found in the growing body of evidence 
that the corrections for attenuation and for restriction of 
range cannot be advocated in all situations. For instance, 
Lee et al. (1982) found that by employing these corrections 
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consecutively, overcorrection may be easily obtained. Apart 
from this, the robus tness 0 f the correc ted es timator 
r for violations of classical test theory assumptions 
T T P. 
x Y J 
is low (Lumsden, 1976; Winne & Belfroy, 1982). In case of a 
low reliabili ty, the coe fficient can be qui te biased, and 
the standard error will be high (Bobko & Rieck, 1980, p. 
395). 
In the same way, it has been shown that the correction 
for restriction of range is not always appropriate. Specific 
factors affecting this correction are for instance the 
presence of a low popula tion correl.a tion (smaller than .30; 
Overbeek, 1974; Greener & Osburn, 1979), violation of the 
linearity assumption (Greener & Osbur, 1979), the use of 
unknown, implicit select ion rules (Roe & Elshout, 1972; Linn 
et al.,1981; Gross & Perry, 1983), and the use of a variabIe 
cut-off score (Olson & Becker, 1983; Roe, 1983; p. 472-476). 
A general conclusion from the preceding discussion is 
chat application of the attenuation and range restriction 
corrections should be guided by the nature of the predictive 
validity at issue, i.e. by specific aspects of the validity 
study. It seems likely, for instance, that the actual 
selector almost never will coincide with the predictor 
variabIe; in such a case, a careful inspection of the 
select ion procedure should be conducted. Roe (1979) proposed 
to reconstruct the selector by means of a multiple 
regression of the dichotomous selection criterion on a 
number of conceivable predictors of selection (e . g. age, 
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sex, school resul ts). I findeed selection is to a high 
degree situationally specific, the evaluation of the actual 
selection procedure necessarly will have to be also 
situationally specific. 
Questionable applicability to heterogeneous data 
A final remark concerns the applicability of the test to 
heterogeneous data, such as may result from some of Schmidt 
et al. 's loose classification rules. If the test and the 
criterion to which the validities refer are both fixed, a 
test on numerical differences of validities may, in 
principle, allow conclusions on the probability that the 
samples involved come from a common population. In such a 
case the test results may help to re fine the initial 
classification. With differing tests, criteria and 
populations, it is unclear to what state of affairs the 
result of a statistical test refers. 
Schmidt et al. 's ' test . procedure is based on the 
assumption that di fferences be tween observed validi ties in 
conceptual referents, e.g. the criterion constructs and 
populations involved, will be reflected in numeri cal 
di fferences, as only su eh numerical di fferences are taken 
into account. However, it is easy to see that this 
assumption underlying the test is wrong. Equal or slightly 
different numerical values are neither a necesary, nor a 
sufficient condition for the validities heing equivalent in 
the sense that predictor and criterion referents are equal. 
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The fact that two different tests have equal validities 
agains t two di fferent cri teria contains li t tIe informa tion 
about the relation between the cri terion cons truc ts. Also, 
at least within a wide range, the same test may have equal 
validi ties agains t cri teria having no conceptual or even 
empirical relationship. Only at very high levels of validity 
would equal values have implications for empirical relations 
among criterion measures. 
Thus, logical reasons preclude to draw conclusions on 
the similarity of different predictors or criteria, or on 
the exchangeability of the validities involved. This implies 
that generalizability testing without strict classification 
rules is essentially meaningless. 
Concluding: the Schmidt et al. testing procedure seems 
to violate some methodological principles. lts conceptual 
basis is doubtful, the decision rule is subjective and it 
varies over studies, the , procedure seems to favor the null 
hypothesis of no situational specificity, and the power is 
unacceptably low, type I and type 11 errors are unknown, the 
alternative hypothesis is much too diffuse to yield useful 
practical information, residual variance seems consistently 
underestimated, robustness issues with respect to correct ion 
for attenuation and restriction of range are ignored, and 
finally, lts loose data base precludes that any useful 




The third component of the Schmidt-Hunter validity 
generalization method is a procedure for making inferences 
on the true population validi ty. The mean observed 
validity r is corrected for restriction of range and 
attenuation, producing an estimated true validity: P (in 
fact PxTyII or PTxTyrr ), The same correction is applied 
to Sres' producing an estimate of the standard deviation of 
the true validity: cr • Schmidt et al. conceive of a normal 
P 
'prior distribution' with p as mean, and cr as standard p 
deviation. Both the mean and the lower bound 90% credibility 
value (90% CV) of the true validity are reported as 
generalization outcomes. 
Below, a number of critical remarks with respect to this 
procedure are listed. 
Incompleteness 
A first point of criticism, already mentioned in section 
2.2, is that Schmidt et al.' 5 generalization procedure is 
incomplete, as it ends with statements on the true 
validity p to be expected on future occasions. This p does 
not relate to the use of a specific test for predicting a 
given criterion in a new sample of applicants, but rather to 
the imaginary use of this test (or its perfectly reliable 
counterpart) for the prediction of a perfectly reliable 
criterion in a sample of infinite size. This means that the 
validity estimate obtained should be considered as a 
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parameter for a prediction model that lies at the level of 
theoretical constructs. If a model is desired at the level 
of operational measures, as is usually the case, the 
generalization procedure should be supplemented. The 
inductive phase in which r is transformed into p , should be 
followed by a deductive phase in which an estimate is made 
of a future observed validity, taking into account the 
actual criterion reliability r ,the test reliability 
yy 
r ,and the future sample size (see figure 4). To be sure, xx 
restriction of range should be left out, as the parameters 
needed are those to be applied in a model for all 
applicants. Of course, the elaboration of the generalization 
procedure would lead to lower levels of validity and wider 
credibility intervals, with for some cases trivial results. 
Unadaptedness to generalizability differences 
A peculiarity of the Schmidt-Hunter et al. 's method is 
that it is not adapted to differences ' in generalizability 
within data sets (cf. Algera et al., 1984). Schmidt et al. 
seem to distinguish between three cases: 
Case I there is generalizability because the hypothesis 
of no situational specificity can be accepted; 
Case II there is generalizability although the hypothesis 
of situational specificity cannot definitely be 
rejected; 
Case III there is generalizability although the hypothesis 
of no situational specificity can definitely be 
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rejected. 
In all cases the generalization procedure is essentially the 
same. The only difference is, that more weight is assigned 
to the 90% credibility value (instead of p) in the cases 11 
and 111. However, it would only seem logical not to 
generalize in these latter cases, and instead reclassify the 
data. Another defendable option would be to choose a 
generalization procedure that deals with two or more true 
validities (cf. section 5). Using the same procedure can 
only lead to inaccurate or even false results. 
Inappropriateness of psychometric model 
It seems that the generalization procedure is based on a 
very restrictive, and in fact inappropriate psychometric 
model. This model, which has been derived from classical 
test theory, has been summarized by Callender & Osburn 
(1980) as r = p.a.c + e, in which a is the correction factor 
for criterion attenuation and c the one for 'restriction of 
range, while e is a term for sampling error. Following our 
notation the model can be rewritten more completely as: 
p xT 1I 
y 
(9) 
Equation (9) shows that when different samples are drawn 
from a population with a given true validity, different r's 
will be observed. The true validity PXT 1I is a constant for 
y 
each test-criterion-sample combination, while all other 
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factors may vary over samples. Although this STSC-model 
leaves no room for more than one p at the same time (see 
figure 1), Schmid t et al. act as i fit would apply for 
several tests, criteria, and populations. This creates 
insolvable problems of interpretation. E.g. what is exactly 
the meaning of a I ~ .60 for a collection of 3 arithmetic 
reasoning tes ts, 2 tes ts for compu ta tional speeld, and 
test for numerical estimation? And what conclusion should be 
drawn with respect to the use of a computational test, given 
this datum? 
As will be shown in section 5, what would rather be 
required, is a MTMC-model that explicitly considers the 
relationships between different tests and underlying 
constructs, as weIl as between criterion measures and 
constructs. 
Probability of bias 
The remark on the probability of bia~, made in section 
2.2, in the corrections for restrietion of range and 
attenuation applies here as weIl. To repeat, there are 
reasons to assurne tha t there is a bias in the chain 0 f 
correc tions leading to an overes tima tion of true validi ty. 
In this case, the bias will affect the general level of true 
validities, or of minimum useful true validities, which, in 
turn, affects the implications for practicalselection of 
validity generalization in the sense of Schmidt et al. 
- 50 -
Non-Bayesian character 
A Bayesian approach to validity generalization would 
proceed as follows: in the inductive phase, the parameter of 
interest is P~nrr' conceived as a random variabIe. Prior 
information relevant to this variabIe is available in the 
form of distributions for criterion and predictor 
reliabilities and the selection ratio, like those presented 
by Schmidt et al. Initially, a prior probability 
distribution with respect to P~nrr is assumed. The observed 
raw validi ties constitute the da ta. A sampling model is 
assumed to link these validities to P~nrr. Next, the prior 
information and the data are combined to produce the 
posterior informa tion, i. e. to deri ve the posterior densi ty 
for P~ nrr gi ven the data. From this distribution point 
estimates and credibility intervals may be derived. 
In the deductive phase the attention is focused to a 
r P' which is also considered a random variabIe. 
xhYi j 
future 
Given the posterior density for P~nrr and assuming a sampling 
model which links r p to p .. rr' a predictive density 
xhYi j ",Tl 
for r can be derived. Tbe density contains all the 
xhy i P j 
informa tion wi tb respec t to r P' and hence can be used 
~Yi j 
to produce point and interval predictions. 
Viewing tbis, it is obvious that Schmidt et al. 's 
approach, which is labeled 'Bayesian', rests in fact on 
ideas from classical statistics. In a Bayesian approach 
prior information on a probabilistic hypothesis is combined 
with relevant data in order to produce posterior information 
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on the hypothesis (inductive phase), on the basis of which 
predictions about future observations may be generated 
(deductive phase). Essentially, Schmidt et al. have only 
offered a procedure for arriving at an 'empirical' prior 
(Schmidt & Hunter, 1977). There is no transition from prior 
to posterior information. Also the element of setting up a 
predictive distribution for future observations, based on 
the posterior (Vijn, 1983), is lacking. 
As will be shown in section 4, the neglect of Bayesian 
principles in predicting a future validity affects the level 
of the predicted validity in a non-trivial way. 
Concluding: the Schmidt et al. generalization procedure 
has a number of shortcomings: it is incomplete as it ends 
with an estimate of a true validity, omitting the phase of 
deducting from this ideal validity the validity to be 
expected up on practical appl1cation in realistic 
circumstances, it does not take different levels of 
situational specificity into account, it is based on a 
restricted psychometrie model but used in a much more wider 
sense, it again is affected by non-trivial bias, which in 
this case may result in too large a generalized true 
validity, and finally it is essentially non-Bayesian in 
character. A Bayesian remodeling of Schmidt et al.'s 
generalization procedure will be set up, and studied in the 
next section. 
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A general conclusion of section 3 is tbat there is 
ins uf fi cient rea s on to feel confident \<1th 5chmid t et al.' s 
validity generalization, viewing the inaccurate 
classification procedure , t he conceptuall y and technicall y 
deficient test of situational specificity , and t he 
inappropriate generalization model. A summary of the various 
points of criticism presented in this section with respect 
to the three components of validi ty generalization in the 
sense of Schmidt et al., can be found in table 2. 
Table 2 . Evaluation overview 
I) aompiZation-a Zassi fiaa tion 
- variability of classification rules: test type , 
job type, criterion type 
- neglect of conceptual homogeneity 
2) genera Zizabi Zity t esting 
- incorrectness of conceptual basis 
- elasticity of decision rules 
- openness to unknown error 
- crudeness & unreliability 
- probability of bias 
- questionable applicability to heterogeneous data 
3) generaZization 
- incompleteness 
- unadaptedness to generalizability differences 
- inappropriateness of psychometrie model 
- probability of bias 
- non-Bayesian character 
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4. Remodeling Scrmidt et al.'s generalization procedure 
In this section we will demonstrate how the 
generalization component from Schmidt et al.'s method may be 
remodeled by applying the framework of Bayesian analysis to 
their psychometrie model. The resulting procedure is 
described in section 4.1. In section 4.2 tren, the question 
is raised whether this procedure is sufficiently robus t to 
justify the violations of the assumptions on test type and 
criterion type that seem frequently present in Schmidt et 
al. 's studies. This issue will be clarified by simulated 
data. 
4.1. Bayesian remodeling 
The general scheme of Bayesian analysis presented above 
can be appl1ed to the STSC model as follows. The central 
parameter is the population true validity P
T 
T rr; it will be 
x y 
denoted as P from here on. From populations rr a 'selected' 
population ~ may be obtained, selecting on basis of X. 
Within this subpopulation, a 'raw' validity p may be 
xy~ 
defined, which is consequently related to p by a function 
p (1Q) 
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representing the combined effects of attenuation and 
restriction of range on p. Parameters pand pare the 
xx yy 
reliabilities of the specific predictor X and criterion Y 
respectively (indices hand i are omitted since there is 
only one predictor and one criterion instrument now), 
whereas K indicates the degree of range restrietion: K ' is 
equal to the ratio of the restricted standard deviation of X 
to the unrestricted standard deviation of X. 
In actual 'selected' samples p. fr om the specified n, a 
J 
correlation r , further 
XYPj 
denoted as r j
, instead 
and the of p will be observed. Differences between p 
xyrc xyn 
observed validities r . are assumed to be the result of 
J 
sampling error only (Callender & Osburn, 1980). According to 
Callender and Osburn (o.c., p. 548) "the objective of the 
validity generalization analysis is to determine the mean 
and varianee of p ". Note that this restricts the analysis 




At the prior stage, the available in format ion on the 
parameters p , P , K is represented by prior densities. 
xx yy 
Schmidt et al. assume that normal densities apply (cf. e.g. 
Pearlman et al., 1980, p. 375 f). 
At the sampling stage the observed validities r. are 
J 
assumed independent realizations of a random variabIe 
R., the distribution of which, according to Callender & 
J 
Osburn (1980), may be supposed normal with mean pand 
xyn 







(Schmidt et al's procedure could be improved here by 
applying Fisher's Z transformation on the r j in (11». Since 
the function g (.) of the STSC parameters, the 
final sampling distribution can be denoted as 
peR .1 p,. p ,p ,K). 
J xx YY 
It could be approximated in 
frequency from when samples with constant size nj would be 
repeatedly drawn from the reference population. 
At the posterior stage, the posterior density of p given 
the data is derived using Bayes' Theorem. In appendix B it 
is shown that this posterior density may be satisfactorily 
approximated by anormal density 
Estimation procedures for 
_2 
variance CJp are described in 
important result is that p can 
implicit equation 
the posterior 




j = 1 J 
as 
by 
for p, where the weights wj are defined as 
(12 ) 
mean p and 













and the parameters Pxx' p , K should be replaced by 
yy 
appropriate estimates. 
The procedure actually given by Schmidt et al. is 
somewhat different. Instead of (12), they use the density 
Details 
A 2 






estimation of the mean pand the 
variance (J can be found in Scpmidt et al. (1980) (see also 
p 
appendix A). For the present exposition, it is important to 












So in the actual Schmidt et al. me thod, the weights w j 
are defined in terms of the sample sizes nj' in stead of in 
the "precision" v j as should be in a full Bayesian approach. 
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The weighting function (17) is non-optimal in terms of 
minimum mean-square error properties (Efron & Morris, 1977; 
Lindley & Smith, 1972). Furthermore, in (16) the uncertainty 
as embodied in the prior densities for Pxx' Pyy' and K has 
no influence on the point es timate of p, as in (18) prior 
means p ,P ,and K are inserted irrespective of the 
xx yy 
varianees of these densities. Thus, although our remodeling 
of the Schmidt et al. procedure deviates somewhat fr om the 
actual method at this point, it appears to be arefinement 
of the original formulation. Therefore, we will continue to 
apply (12) in stead of (15) in our Bayesian remodeling of 
Schmidt et al.'s procedure. 
In the deductive phase, the variabIe of interest is a 
future r p' Schmidt 
xhYi j 
et al. disregard criterion 
unreliability, so the validity of interest becomes r 
xhTy Pj 
denoted as rf" Given the posterior density for p in (h), 
and denoting the future sample size as n f and the future 
test reliability as r
xx
' the predictive density for rf 









P ) ) (18 ) 
This density contains, in probability form, the information 
available with respect to the value of the validity to be 
observed in the future study. 
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Formula (18) represents a proper Bayesian remodeling of 
the Schmidt et al. procedure. Actually, Schmidt et al. 
present in stead of (18) the density 
(19) 
which is (15) corrected for predictor unreliability. 
Obviously, the Bayesian Schmidt et al. procedure (18) and 
the actual Schmidt et al. procedure (19) differ with respect 
to estimation of the mean and variance of the future 
2 A 2 
validity. Suppose p .. pand rJ = rJ Then the Schmidt et 
p p. 
al. variance of Rf will be smaller than the variance 
estimated by the proper Bayesian procedure. Comparison of 
_2 2 
(19) to (18) shows that the term (1 - rxx p) / n
f 
is 
ignored in the former procedure, which is equivalent to 
assuming that nf is infinite. So our remodeling takes into 
account the predictive uncertainty due to a fini te sample 
size. As a consequence, interval estimates of a future 
validity are Ie ss narrow and 90% lower bound credibility 
levels of validity are lower. 
For example, consider the Verbal Ability (A) job 
category in Pearlman et al. 's table 7 (1980, p • 
P = P = • 39, and rJ = rJ = .23. Suppose rxx is p p 388 f) : 
equal .6, and nf equal 60. Pearlman et al. report a minimum 
true validity of .10. Taking predictor unreliability into 
account .10 drops to .074 (attenuation), and taking the size 
of the future sample into account .074 drops to .021. Though 
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.10 may have some relevance, .021 seems practically useless 
for selection purposes. 
4.2. Robustness of STSC in a Bayesian framework 
As stated above, Schmidt et al., although irnplying the 
STSC-model by their procedure, have consistently used the 
STSC-model as if it were a MTMC-model. Hence, the question 
should be considered to what extent and in which way 
violation of the STSC-model assumptions affects the results 
of validity generalization in an STSC-framework. 
Assume that the STSC model is violated in the sense that 
in stead of one true P that is generalizable over the 
studies, there a two true validities Pi and P2 "underlying" 
the K observed validities. In this situation a Bayesian 
procedure can be set up analogous to the one described above 
(cf. Jansen et al., 1984, for details). The inductive phase 
of deriving estimates of Pi and P2 proceeds completely 
analogous to (12) - (14). However, in order to formula te- a 
predictive density for in the deductive phase, the 
assumption will be made that with probability c the future 
study is a sample from the Pi-population, and with 
probability 1-c a sample from the P2-population. Under this 
assumption, the predictive density for rf can be 
approximated by a mixture of two normal densities of the 





all previous studies) = c * p Crf type PI-studies) + 
(l-c) * p (rf type P2- studies). (20) 
Procedures for es timating the mean and variance of rf 
for such a mixture of two normals are described in Everitt & 
Hand (1981). 
Using (20), a minimum level of validity 
confidence a can be obtained from solving 
* pr(rf>r)=a. 
* r with 
(21) 
This is the minimum level of validity to be expected with 
(1- a)% confidence in the future study. Below, this Bayesian 
treatment of the deductive phase of validity generalization 
in case of a mild form of situational specificity is 
compared to tpe correponding STSC-procedure, als descri bed 
above. The comparison is quantitative to ga in some insight 
into the actual effects of using the STSC-model when it is, 
in fact, ' violated. The Bayesian remodeled Schmidt et al. 
STSC-procedure will be used, including the refinement on 
that method presented in the previous section. The approach 
based on (20) will be denoted 'MTMC' in the sequel. 
In the STSC approach, the predictive density is given by 
(18), which is unimodal. This is unders tandable since in 
STSC one operates as if situational specificity had been 
rejected, thus a single underlying P is conceived. In the 
MTMC approach, there are 2 true validities, PI and P2, 
which implies that the predictive density (20) very probably 
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wi11 be bimodal. Of course, with a bimodal distribution of 
observed validities the use of STSC-analysis is contra-
indicated. Consequently, to impart some practical importance 
on the exercise in this section, it will be assumed that the 
density (20) is unimodal (which makes the violation of STSC 
rather mild, at first view that is). 
Assume that the predictive density (20) is unimodal with 
2 
mean rand variance 0 : 
(22) 
Sufficient conditions for unimodality of the mixture 
(20) can be found in Everitt and Hand (1981). Furthermore, 
we assume that the Bayesian predictive density (22) is 
matched as closely as possible to the predictive density 
(18) that follows from the STSC approach. This can be 
achieved by choosing ~ and 0 2 equal to the mean and variance 
of (18). To enhance comparison to some actual Schmidt et al. 
_2 ~2 
data, it wi11 be assumed that in (21) 'iJ = pand 0 o • p p 
The the entire matching process can be explained by 
considering an example. In table 7 of Pearlman et al. (1980, 
p. 388) we find that for the General Mental Ability and Type 
~2 
A - test/job category p = .50, 0 = .24, and the 90% point is 
p 
.19. Taking into account rxx .80, the attenuated 
predictive density (19) becomes N(.447, .04608) leading to a 
90% point of .17. Taking subsequently into account a future 
sample size of n f = 50, the predictive density (18) becomes 
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N(.447, .0589), leading to a 90% point of .136. 
Switching to the MTMC approach we have to generate a 
2 2 
unimodal mixture of two normals N(~l, al) and N(~2, a2) 
with mean r = .447 and variance a2 = .0589: 
2 2 
cN(~l, al) + (l-c) N(~2, a2)' (23) 
To get an impression of the power of the MTMC model in 
estimating a 90% minimum useful level of validity, a series 
of unimodal mixtures (23) has been generated. The procedure 
was as follows: 
1. Select a ~l from the range (0, .42) and ~2 from (.44, 
.80), and compute c such that the overall mean is equal 
to .447. 
2 2 
2. Select al and a2 such that the overall variance is equal 
to .0589. 
3. Check the sufficient unimodality conditions (Everitt & 
Hand, 1981). 
2 
4. Compute a 90% minimum level for N(~l, al), denoted as 
2 
5. Compute a 90% minimum level for N( ~2, a2), denoted as 
rIl' 
6. Compute the weighted mean rmean = crI + (l-c)rII • 
7. Check whether the mixture shows sufflcient resemblance 
to a normal distribution. 
Some results of the simulation have been listed in table 3. 
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Table 3. Means and 90% points ln a unimodal mixture of two normals 
(MTIfC), compared to the corresponding STSC results. 
MIMC predictive STSC predictive 
minimum minimum, minimum, 
true corrected corrected 
c IJl IJz r I rIl r 
validity for pre- for pred. 
mean (Schmidt dictor unrel. and 
et al. ) unreliabi- for future 
lity sample size 
.006 .00 .45 -.353 .114 .111 .19 .17 .136 
.180 .12 .52 -.160 .267 .189 .19 .17 .136 
.491 .32 .58 .024 .307 .163 .19 . 17 .136 
.928 .42 .80 .109 .519 .138 .19 .17 .136 
From table 3 the fo11owing can be inferred. l~hen 
e.g. 1-11 = .12 and 1-12 " .52 then with probability c 2 .18 the 
predicted 90% point is - .16, and with probabilit y .82 a 90% 
point of . .267 wi11 be obtained. When the future validity 
study happens to be in reference population I, a negative 
90% point may be expected. If c " .491 a 90% point of .024 
is predicted for population I, implying no validity at all, 
and with probability, .509 the 90% point equals .31. 
implying substantial validity. 
Some general conclusions from table 3 are: 
First the mean lower bound rmean may differ substantially 
from the ST SC lower bound, regardless whether the latter is 
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given as the true validity (.19) as Schmidt et al. do, or as 
the more appropriate minimum level corrected for both 
predictor unreliability and size of the future sample 
(.136). Note that table 3 gives only a sample of the 
simulation results. 
Second, the lower bound to be expected over both 
reference populations I and II may, under certain 
circumstances, be approximately equal to the proper STSC 
lower bound. However, in such cases (e.g. c = .491 in table 
2) a substantial increase in minimum validity can be 
obtained by correctly identifying the type of the validation 
study. For instance, identifying type II studies when c = 
.491, heightens the minimum validity from the average .16 to 
.31. Thus, the simulation study confirms that wh en the 
assumption of situational non-specificity is, even mildly, 
violated, a more thorough classification procedure can yield 
a substantial gain in expected validity. 
And, of course, the reverse holds: Knowing that a study 
belongs to type I may yield the conclusion that no validity 
is to be expected in a future study (e.g. situation c = .491 
in table 3). Nevertheless, in such a case, the STSC lower 
bounds can be deceptively large. 
Concluding: Remodeling the Schmidt et al. generalization 
component according to a Bayesian framework implied the 
addition to the procedure of a deductive phase in which a 
"real-life" validity is predicted. The analyses in section 
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4.1 showed that non-trivial differences are obtained between 
this validity and the true validity estimated by Schmidt et 
al., which holds the more when the generalization procedure 
is refined by taking uncertainty with respect to future 
sample size into account. In section 4.2. this remodeled and 
refined STSC-generalization procedure appreared to be 
insensitive to a MTMC data structure. Wh en the data were 
properly analyzed (by a unimodal-mixture-of-two-normals-
Bayesian-MTMC-model) generalizability appeared to vary 
between zero or even negative validity and substantial 
validity for future studies. 
5. Validity generalization revisited 
The discussions in sections 2 and 3 made it clear that 
the three components of Schmidt et al. 's procedure for 
validity generalization, viz. classifying validity data, 
testing the hypotheses of situational specificity, and 
generalizing validi ties, are open to serious cri ticism. On 
itself such a finding may not be seen as compelling with 
regard to the procedure' s usefulness. Some might consider 
the procedure as sufficiently "robust" to overcome the 
multitude of problems listed in sections 2 and 3 in 
practice. However, the investigation of section 4 showed 
that the Schmidt et al. method, even when remodeled in a 
proper Bayesian sense and even when refined at a non-trivial 
point, definitely does not posses such a robustness. This 
prevents the application of the rather strict STSC-model of 
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validity generalization on data that violate (even mildly) 
the assumptions of sucb a model. 
The foregoing implies that the Schmidt et al. procedure 
for validity generalization, both for conceptual, 
theoretical and for practical reasons, leaves room for 
improvement. In this section we will give suggestions for 
improving the three components of validity generalization. 
5.1. Compilation-classification 
It was concluded in section 3.1 that viewing the 
conceptual and technical deficiences of the "test" for 
si tuational specifici ty, which was proposed as a check on 
the data compilation, there is no alternative for a thorough 
a priori c1assification of validity data. Such a set of 
compilation rules many well result in posing more 
constraints on validities classified into one "test-job-
sample type" cell than was the case with Schmidt et al.' s 
procedure • . 
With the STSC-model, which only allows generalizations 
to future observations of the same predictor-criterion 
combination, the proper rule would be to limit 
generalization to validities referring to the same predictor 
measure and the same criterion measure observed in different 
samples from the same population. However, taking the MTMC-
model als the base of validity generalization, the proper 
rule would be that the measures Xh and Yi are adequate 
operationalizations of the latent predictor construct ~ and 
- 67 -
criterion construct~. This leaves room for compiling 
validites on varying predictor-criterion combinations into 
one test/job category, provided that both predictor 
variables and criterion variables have a sufficient loading 
(we would suggest) .70, as in that case construct ano 
variable share at least 50% variance) on their respective 
constructs .; and ~. We would furthermore suggest the 
requirement that the constructs .; and ~ are each measured 
by at least three independently constructed but 
statistically congruent operational measures Xh or Yi • 
As with the STSC-model, the MTMC-conceptualization of 
validity generalization requires that the population 
referent rr is the same for all validities classified into an 
homogeneous cello The equivalency of validities with respect 
to such general and of ten reported population referents, as 
e.g. age or sex of subjects, is easily verified, but for 
such referents as e.g. educational background this may be 
not 50 evident. In such a case, one may (and of ten will) 
choose to ignore the referent. 
Still, there may remain cases in which it is unclear 
whether a referent that differs between validity studies 
(e.g. sex) influences the validitie s in such a way that they 
cannot be classified as homogeneous. Essentially, answering 
such a question implies checking the situational specificity 
of the pertinent predictor-criterion relationship for the 
population referent at issue. Some means for testing this 
hypothesis of situational specificity are suggested in the 
- 68 -
next section. 
5.2. Generalizability testing 
The hypothesis to be tested is that validities with 
different population referents are equal, i.e. can be 
considered as samples from the same population. The most 
direct way to test this hypothesis would be to investigate 
whether the validities that are obtained af ter correcting 
the observed validities for artifacts, are equal to each 
other. This would lead to a statistical test of 
Pl ::. ••••• 
with as an alternative that the p's are unequal. Compared to 
the "test" of Schmidt et al. such a test would be expected 
to be sensi ti ve to departures from HO' and to have a high 
power of detecting true differences. The test would be 
approached by some homogene! ty of correlations tes t (Hays, 
1973; Viana, 1980; Kraemer, 1979). Existing tests, however, 
only deal with sampling error, and the effects on the 
standard errors of the correlations due to unreliability of 
predictor and criterion, and of range restriction have have 
not yet been fully worked out. It is known that the sampling 
variance of a correlation corrected either for unreliability 
(attenuation) or range restriction is larger than the 
sampling variance of the uncorrected correlation (Bobko & 
Rieck, 1980; Roe, 1983). Empirical approximations to the 
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standard error of a correlation in case of restrietion of 
range are gi ven by Forsyth (1971). When there is evidence 
that validities are near zero, the standard error of the 
res tricted correla tion may be approxima ted by the s tandard 
error of the corresponding unrestricted correlation (Elshout 
et al., 1979). Forsyth and Feldt (1969) derived empirically 
standard errors for a correlation corrected for attenuation. 
When the tests points to significant differences in 
validities, a subsequent investigation might reveal specific 
referents on which the validities differ systematically 
(e.g. educational differences between samples) and that act 
as moderators therefore of the predictor-criterion 
rela tionship. This may help to re fine the classi fica tion 
scheme, but also the prediction system, as was illustrated 
by the simulation study in section 4.2. 
5.3. Generalization 
In stead of the strict STSC-model, ' one may chose to take 
the MTMC-model, which allows looser classification and wider 
generalization, as a basis for validity generalization. 
Analogously to the procedure for the STSC-model as 
described in section 4.1., a two stage full Bayesian 
validity generalization method can be set op for the MTMC-
model. In the latter model, the central parameter of 
interest is the theoretical validity P~T)II (see figure 2), 
abbreviated as p. Besides it, a "raw" population 
validity p II may be de fined: 
~Yi 
the validity that is 
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obtained when, instead of the constructs ~ and ~, a pair of 
operational measures Xh and Yi is used. As there are many of 
such pairs, we write P IT. 
xhYi 
Using the model equations (4) and (5) from section 2, 
the relationship between P IT and pis: 
~Yi 
(24) 
~h and Y i are standardized coefficients indicating the 
validities of test Xh and criterion 1i against their 
respective constructs ~ and ~ • 
It should be noted that there is an analogy between (24) 
and the attenuation correction formula from classical test 
theory, ~h corresponding to /-p- and Y
i 
to /-P-. Drasgow 
xx yy 
and MilIer (1982) advocate the use of ~h and Y
i 
as measures 
of instrument validities, because the traditional 
correlations between test score and true score (i.e. 




lack a substantive 
The derivation of (24) is staightforward and need not be 
presented here. It mayalso be found by applying path 
analysis in figure 2: the correlation between Xh and 1i is 
equal to the product of all coefficients belonging to the 
pa th that connects Xh and 1i. 
As observed validities tend to be obtained under 
conditions of range restriction, the range restricted 
counterpart of P IT 
~Yi 




Kj represents the degree of range restriction in validity 
study j. 
From (24) and (25) , a "combined" formula can be 
obtained, which can be written for short as the function 
* g (p, ~h' Y
i
, Kj) of the MTMC-model parameters. P is 
~y i 1t 
the expectation 0 f r , i. e. the validi t y that would be 
xhYiPj 
expected over repeated sampling with a fixed sample size n j 
and fixed instruments Xh and Yi • 
A Bayesian procedure may be defined analogous to the one 
descri bed in section 4.1. Thus, prior densi ties for 
p, ~h' Y i and Kj may be specified, and a posterior density 
for p as weIl as a predictive density for the future 
validity r f may be derived. In case of the HTMC-model, we 
have to make assumptions about the functional form of K 
prior densities P(~h)' one for each validity study; the same 
holds for P(Yi) and p(K
j
). Or in other words : for each given 
predictor instrument Xh , we have, in distributional form, a 
"belief" about the value of the corresponding instrument 
validity ~h' 
However, on account of the classification rules proposed 
in section 5.1 which guarantee a certain homogeneity within 
test type/job category cells (E;, Tl), ft may be safely 
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assumed that all these K "beliefs" P(~h) have the same 
functional form. Technically, this can be realized by 
assuming the stochasts ~h to be "exchangeable": they are 
assumed realizations from one random variable ~ stemming 
from a "super"-population. Exchangeability is implied by 
random sampling, but not vice versa. For models based on 
exchangeability of parameters, see Lindley and Smith (1973), 
Rubin (1980, 1981), Vijn (1980). 
Thus: 
(h 1, .•• , L) 
N(r, 
2 
Y ~ cr ) 
i Y 
(i = 1, ••• , M) (26) 
N(K, 
2 
K ~ cr K) j 
(j 1, ••• , K) 
The prior means and varianees are assumed to be known 
either from previous studies or fr om subjective 
considerations. Because of the restrictive classification 
rules, j and y are high, .70 at least. Furthermore, since we 
are 95% sure that ~h lies between .60 and .9 0 , 4 x cr '" .30 
2 
~ 




and cr y' and to K and cr • K 
Assuming a non-informative prior for p, the joint 
posterior density is 
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(27) 
where the product is over all K validity studies pertaining 
to the same constructs ~ and ~ (note that ~h and Y
i 
may vary 
with the studies). 
The joint density (27) contains a large number of 
variables, prohibiting numerical integration. A modal 
estimation technique has to be applied to derive an estimate 
of the mean and variance of p. Leaving technical 
difficulties aside, we simplify for the moment by assuming a 
large sample normal approximation for p, analogously t o the 
procedure adopted for the STSC model: 
p I data ~ N(P, cr> (28) 
leading to the following predicti ve density for a future 
validity r f: 
(29) 
where ~ f and Y f are the instrument validities of the future 
predictor Xf and criterion Yf • 
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Of course this model van be applied iteratively in the 
course of time, thus enabling a cumulative growth of 
knowledge on theoretical validity. The posterior density may 
be considered as prior density at a following stage of 
validation, while one or more new validity observations 
serve as the data. In this way an updated posterior density 
is obtained, which in its turn may be treated as prior 
density, and so on. 
6. Conclusions 
It appears that the procedure for validity 
generalization as proposed by Schmidt et al. poses a number 
of methodological problems: it has been employed over a much 
wider range than permitted by the limited, classical 
psychometric model on which it is, technically, based; the 
deductive phase of deriving the validity value to be 
expected in a future study is almost completely neglected; a 
notion of s'ituational spec1f1c1ty is employed that differs 
from initial theorizing of e.g. Ghiselli, and that is rather 
narrow; rules for classifying tests, jobs and criteria are 
equivocal, resulting in looser classification than the 
underlying model would allow; the test of situational 
specificity has a low power and is based on inadequate 
logic; the validity generalization procedure is not Bayesian 
in character, and, when i t is remodeled accordingly, i t 
appears not to be robust to violations of the model 
assumptions underlying the method which are, however, 
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frequently present in the data. 
Given these methodological problems, we feel that 
studies in which validity generalization in the sense of 
Schmidt et al. is employed, need to be reconsidered along 
the lines suggested in this study. There may be studies in 
which the tes tand cri ter ion have been held cons tant and 
samples have been drawn randomly from a clearly speci fied 
population (i.e. STSC-cases). Accordingly, these offer 
reliable validity estimates, which are of practical 
importance in a clear, but limited context. An example is 
the study of Terborg et al. (1983) on relationships between 
absenteeism, job satisfaction, and commitment. But, 
gene rally, because of the methodological problems descussed 
in this study, the empirical limits of generalizability 
still have to be established. Viewing this, is may be unwise 
to abandon the use of detailed job analysis techniques, of 
the search for moderator effects (as Schmidt et al. have 
recommended at certain points). 
It appeared that as a result of the methological 
probieros, the outcome of the Schmidt et al. procedure may 
very weIl be biased: central tendency and lower bound 
validity estimates tend to be too high, and residual 
variances tend too be to small. 
For practical applications the first consequence is more 
important than the second, since, generally, the central 
tendency and lower bound estimates obtained with the Schmidt 
et al. procedure are rather low. For this reason, and also 
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because of the simulation study presented and evaluated 
above, it seems likely that re-analysis along the lines 
presented in this study, using more representative data sets 
Cincluding more specific, and objective criteria and more 
homogeneous job categories) would produce more distinct 
patterns of generalized validity, with high validity in some 
case and low validities in others. Such outcomes would 
enable a better choice of predictors and model parameters 
and hence contribute to the generalization procedure's total 
utility. 
It has not been our intention to play down the 
importance of Schmidt, Hunter, and others work on validity 
generalization. We feel that they should be credited for 
their unique integration of ideas on sampling theory 
(Fisher) , restiction of range (Pearson), test reliability 
(Spearrnan). summarizing research (Fisher), and Bayesian 
analysis (Pankoff & Roberts) into a new research methode 
Their creation is not only an advance in itself, it has also 
stirred up rigid patterns of thinking among psychologists in 
the field of personnel selection, which is a merit as weIl. 
Although they may not have always found a correct 
operationalization for their ideas rightaway, and may have 
overstated their opinions on certain issues, their work will 
undoubtedly be of influence on selection methodology in the 
long run. 
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Appendix A. The Schmidt et al. computational procedure 
In the STSC approach (section 2.1), the sample consis ts 
of K attenuated and range restricted validities r 
xhy i P j 





, they wil! be written 
asr (j=I, •• ,K)for short. The variance of the 
xyp j 
validi ties is denoted as S2 
obs 
validity is a sample size nj. 
Associated with each 
Apart from these data, distributions of predictor 
reliabilities, criterion reliabili ties, and range 
restriction levels are assumed (since they are not available 
for every single study j). The procedure of Schmidt et al. 
for estimating residual validity variance and average (true) 
validity to be expected in future studies, proceeds as 
follows (we follow tbe description of Pearlman et al., 1980, 
pp. 402-406). 
Estimation of the population ' validity 
Using the n . , a sample-size weighted mean r of the 
J xyp 
validity is computed. Correcting th is meao by assumed 
average levels of criterion attenuation and restriction of 
range (using the corresponding assumed distributions), an 
estimate P
xT 
TI of the true, predictor attenuated validity is 
y 
obtained. In some cases, predictor attenuation is also 
corrected for (using the mean of the assumed distribution of 
predictor reliabilities) ; 
obtained. 
then the estimate PT T TI is 
x Y 
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Estimation of residual variance 
Four artifactual sources of validity variance are 
estimated: di fferences between studies in criterion 
reliability (variance denoted as S2 crit) , in predictor 
reliabili ty (S2 pred)' in 
in sampling error (S2 ). 
e 
restriction of range (S2 rera)' and 
The variance S2 i is cornputed as follows. The estirnate 
cr t 
PT T IT is attenuated for Y again by the assumed x y 
distribution of criterion reliabilities. The variance of the 
resulting distribution of validities r
T 
is S2 .• 
crlt 
xyIT ~ 
Computing S2 d starts from the rnean PT instead of pre 




restriction of range. Again, 











converted into a distribution of validities r xyIT 
by 
attenuating according to the assurned distribution of 
predictor reliabilities. The variance of this dis tri bu tion 
is S2 
pred· 
The variance S2 is in turn computed from the mean 
rera 
observed validity P IT' xy which is computed from r by xyp 
correcting for the assurned average level of restriction of 
range only. By the assumed distribution of range restriction 
levels,' P IT is transformed into a distribution of xy 
restricted validities r xyit' the variance of which is 
S2 
rera 
Finally, computing S2 starts from each individual 
e 
The sampling variance of r can be estimated by 
xYPj 
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(11) of section 4.1 (ac tually, Pearlman et al. use n .-1 in 
J 
stead of n.). The sample-size weighted average of the K 
J 
estimated sampling variances is 82 • 
e 
Note that computation of the four artifactual variances 
does nOk start with the same true validity estimate 
P
T 
T rr· The procedure in fact consists of steps in which, 
x y 
as to say, each la ter 5 tep starts where the farmer ends. 
This is, according to Pearlman et al. (1980, p. 406), to 
ensure that the artifactual variances estimated are non-
overlapping, and may therefore be added up to yield the 




82 . + 82 + 82 + 8 2 • 
crlt pred rera e 
The residual variance is then simply computed as 
82 
res 
82 - 82 
obs art 
Estimation of 'Bayesian prior distribution' 
The estimate PxT rr (or PT T rr as the case may be), is y x y 
taken as the mean of the distribution of true validities; it 
will be written as P for short. It is eoual to 
r corrected for assumed average levels of criterion 
xyp 
attenuation and range restriction. Applying the same 
correction factor to 82 an estimate;2 of the variance 
res' P 
of the distribution of true validities is obtained. Assuming 
the latter to be normal, i.e. N (p, 0'2 ), an (e.g. 90%) 
P 
lower bound estimate of the true validity is easily 
computed. 
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Appendix B. Bayesian remodeling of the STSC-model 
Assuming independent priors for the 
parameters Pxx' p and yy 
K (and denoting these with 
pep ), pep ), p( K), and assuming a prior p( p) for the 
xx yy 
central STSC parameter p, the joint posterior density of 
these parameters given the data {rl, ••• , r
j
, ••• , r
K
} can 
be obtained from the likelihood of the data given the 
parameters: 
pep, p ,p ,Klrl, ••• , r
K
) xx yy 
(B.l) 
a: {~ L (r .Ip, p ,p ,K)} pep ) pep ) peK) pep). 
j=l J xx YY xx YY 
The marginal posterior density for p can be obtained by 
integrating in (B.l ) over the nuisance 
parameters Pxx' Pyy' and K (e. g. using an IMSL-procedure of 
numeri cal integration). 
Let 
p*(.) 
then the modal equations in order to derive point estimators 
of the four parameters are 
à p*(. ) 
à 
p 











This set of equations results in the estimators 
~ (p, Pxx' Pyy' K). The variance-convariance matrix E may 
be approximated by' the inverse of the matrix of second-order 
derivatives of p*(.) with respect to the four parameters. 
Under mild conditions the posterior density (B .l) may be 
approximated satisfactorily by a multivariate normal 
N(~, E), (B.3) 
(cf. Dempster et al., 1983; Lindley, 1971; Naylor & Smith, 
1982). In su eh a case, the marginal density for p is the 
normal N(P, 02 ), where 02 is the first element in the 
p p 
diagonal of E, and p is the modal es tima tor resul t ing from 
(B.2) (see (12». Solving the modal equation (B.2) for 
p leads to (13) • Because the prior densities 
pep ), pep ), and p( K) do not contain p as a parameter, 
xx yy 
(13) follows irrespective the form of these densities. Note, 
however, that (B. 3) is an approxima tion; when prior 
densities are known, exact results can be obtained by 
applying a trivariate numeri cal integration procedure on 
(B.l). 
To derive the predictive density of a future TI f' the 
true validity p has to be attenuated by the future 
r 
xx' 
resulting in 't = ;-r--p, where 't = P xTyIT' The xx 
NU --- 02 p) , posterior density of 't is rxx p, r Assuming the xx 
sampling model (cf. (11) ) 
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(B.4) 
where ':t I rxx p, the predictive density of Rf is 
(B.S) 
Because (B.S) consists of normal densities, it follows (cf. 




) is a1so a 
normal density, viz. the density given in (18). 
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Appendix C. Robustness of the STSC-model 
With K independent studies, the like1ihood of the data 
given the parameters Pl, "', P
K
, Pxx ' Pyy ' K is the product 
where 
~ LCrJ,!pl' "', PK ' Pxx' Pyy ' K), 
j=l 
Cc .1) 
LCrjlp1' "', PK , Pxx ' Pyy' K) = NCgjCP j , Pxx ' Pyy ' K), v j ). 
The function gj(') is given by (10) with Pj substituted for 
p, and v, 
J 
is given by (11). As in appendix B, when 
independent priors are assumed, the posterior density 
pC.) for Pl, "', P
K 
can be approximated by a mu1tivariate 
NCE, E), where E = CPl, "', P
K
) is estimated from the K+3 
modal equations 
CC.2) 
1, "', K), 
where, as in appendix B, p*(.) = In p(.). The variance-
convariance matrix E is approximated by the inverse of the 
matrix of second-order derivatives of p*C.) with respect to 
the K+3 parameters. 
For obtaining the predictive density of Rf' assume that 
c, is the probabi1ity that the future validity study 
J 
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replicates the prior study j. As in appendix B, let P j be 
attenuated by rxx to ~j: 
"JO '-r- p o xx J (C.3) 
Assuming the future sampling model (B.4) with ~o instead 
J 
of " and ~ 0 instead 
J 
of ~, the 





i.e. a weighted average of K densities p(R f "j)' Integrating 
(C.4) over "1, "', "K yields 





Approximating the posterior P(Pl, 0", PKlr l ' "', rK) by 
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the multivariate normal N(E ' ~), (C.3) implies that tre 
posterior P(-tl, ••• , "KI rl, ••• , rK) is also multivariate 
normale Since a multivariate normal can be written as the 
product of a normal marginal and a normal conditional 
density: 
it follows that the integration in (C.s) yields the result (20). 
- 86 -
References 
Algera, J.A., Jansen, P.G.W., Roe, R.A. & Vijn, P. (1984) 
Validity generalization: some critical remarks on tt>e Schmidt-
Hunter procedure. Journal of OccupationaL PsychoLogy, 57, 197-
210. 
Arvey, R.D., Maxwell, S.E. & Mossholder, K.M. (1979) 
Even more ideas about methodologies for determining job 
di fferences and similarities. PeT'sonneL PsychoLogy, 32, 529-
538. 
Baehr, M.E. (1967) 
A factoT'iaL fT'alTlewoT'k foT' job descT'iptions foT' higheT'-LeveL 
peT'sonneL. Chicago: Industrial Relations Center, University of 
Chicago. 
Bobko, P. & Rieck, ·A. (1980) 
Large sample estimators for standard errors of functions of 
correlation coefficients. AppLied PsychoLogicaL MeasuT'ement, 4, 
385-398. 
Brown, S.H. (1981) 
Validity generalization and situational moderation in the life 
insurance industry. Journal of AppLied PsychoLogy, 66, 664-670. 
- 89 -
Dowell, B.E. & Wexley, K.N. (1978) 
Development of a work behavior taxonomy for first-line 
supervisors. JournaL of AppLied PsychoLogy, 63, 563-572. 
Drasgow, F. & Miller, H.E. (1982) 
Psychometrie and substantive issues in scale construction and 
validation. JournaL of AppLied PsychoLogy, 67, 268-279. 
Dunnette, M.D. (1963) 
A note on the criterion. JournaL of AppLied PsychoLogy, 47, 
251-254. 
Dunnette, M.D . (1972) 
VaLidity study ~esuZts fo~ jobs ~eLevant to the pet~oZeum 
~efining indust~. Washington D . C. : American PetroleuJll 
Institute. 
Efron, B. & Morris, C. (1981) 
Stein's paradox in statistics. Scientific Ame~ican, 76, 341-
353. 
Ekehammar, B. (1974) 
Interactionism in personality from a historical perspective. 
PsychoLogicaL BuLLetin, 81, 1026-1048. 
- 90 -
Elshout, J.J., Overbeek, F. van, Roe, R.A. & Vijn, P. (1979) 
Testing the hypothesis that rho = 0 in selected samples (case 
I). EducationaZ and PsychoZogicaZ Measupement, 39, 573-576. 
Everitt, B.S. & Hand, D.J. (1981) 
Finite mixtupe distPibutions. London: Chapman and Hall. 
Ewart, E.S., Seashore, S.E. & Tiffin, J. (1941) 
A factor analysis of an industrial merit rating scale. JouPrtaZ 
of AppZied PsychoZogy, 25, 481-486. 
Fleishman, E.A. & Ornstein, G.E. (1960) 
An analysis of pilot flying performance in terms of component 
abilities. JouPrtaZ of AppZied PsychoZogy, 44, 146-155. 
Fogli, L., Hulin, C.L. & Blood, M.R. (1971) 
Development of first-Ievel behavioral job criteria. JouPrtaZ of 
AppZied PsychoZogy, 55, 3-8. 
Forehand, G.A. (1963) 
Assessments of innovative behavior: Partial criteria for the 
assessment of executive performance. JoupnaZ of AppZied 
PsychoZogy, 47, 206-213. 
Forsyth, R.A. (1971) 
An empirical note on correlation coefficients corrected for 
restriction in range. Educati onaZ and PsychoZogicaZ 
Measupement, 31, 115-123. 
- 91 -
Forsyth, R.A. & Feldt, L.S. (1969) 
An investigation of empirical sampling distributions of 
correlation coefficients corrected for attenuation. Educational 
and Psychological Measurement, 29, 61-72 . 
Ghiselli, E.E. (1959) 
The generalization of validi ty. Personnel Psychology, 12, 397-
402. 
Ghiselli, E.E. (1966) 
The validity of occupational aptitude tests . New York: Wiley . 
Ghiselli, E.E. (1973). 
The validity of aptitude tests in personnel selection. 
Personnel Psychology, 26, 461-477. 
Grant, D.L . (1955) 
A factor analysis ' of managers' ratings . Journal of Applied 
PsychoZogy, 39, 283-286. 
Greener, J.M . & Osburn, H.G. (1979) 
An empirical study of the accuracy of corrections far 
restrietion in range due ta explicit selection. AppZied 
PsychoZogy Measurement, 3, 31-41. 
- 92 -
Gross, A.L. & Perry, Ph. (1983) 
Validating a selection test, a predictive probability approach. 
Psychometpika, 48, 1, 113-127. 
Guion, R.M. (1961) 
Criterion measurement and personnel judgments. PepsonneZ 
PsychoZogy, 14, 141-149. 
Guion, R.M. (1965) 
PepsonneL testing. New York: McGraw-Hill. 
Guion, R.M. (1976) 
Recruiting, selection, and job placement. In: Dunnette, M.D. 
(ed. ), Handbook of IndustnaL and OpganizationaL Psycho Logy , 
777-828. Chicago: Rand McNally. 
Fays, W.L. (1973) 
Statistics fop the sociaZ sciences. New York: Folt, Rinehart & . 
Winston. 
Hemphill, J.K. (1959) 
Job descriptions for execu ti ves. Ha7'1Ja pd Business Review, 37, 
55-67. 
Hemphill, J.K. (1960). 
Dimensions of executive positions. Research Monographs, no 98. 
Ohio State Univeristy: Bureau of Business Research. 
- 93 -
Hunter, J.E., Schmidt, F.L. & Pearlman, K. (1982) 
Pistory and accuracy of validity generalization equations: A 
response to tpe Callender and Osburn reply. JOUPnal of Applied 
Psychology, 67, 853-858. 
James, L.R. (1973) 
Criterion models and construct validity for criteria. 
Psychological Bulletin, 80, 75-83. 
Jansen, P.G.W., Roe, R.A., Vijn, P. & Algera, J.A. (1984) 
Validity genepalization: CPitique and p~oposals. Internal 
report. 
Jöreskog, K.G. (1973) 
A general method for estimating a linear structural equation 
system. In : Goldberger, A.S. & Duncan, O.D. (eds.), St~ctupaZ 
equation modeZs in the sociaZ sciences. New York: Seminar 
Press, 85-112. 
Jöreskog, K.G. (1974) 
Analyzing psychological data by structural analysis of 
covariance matrices. In: Atkinson, R.C., Krantz, D.H. & Suppes, 
P. (eds.), Contempopa~y deveZopmenta in mathematicaZ paychoZogy 
(Vol. 11). San Francisco: Freeman & Col., 1-56. 
- 94 -
Jöreskog, K.G. (1978) 
Structural analysis of covariance and correlation matrices. 
PsychometPika, 43, 443-477. 
Jöreskog, K.G. & Sörbom, D. (1978) 
LISREL IV. Analysis of Unea1" st1"ucturol 1"elationships by the 
method of maximum likelihood. Chicago: International 
Educational Services. 
Kirchner, W.K. (1966) 
Relationships between supervisory and subordinate ratings of 
technical personnel. JOU1"n.cLl of IndustPial Psychology, 3, 57-
60. 
Kraemer, H.C. (1979) 
Tes ts of homogenei ty of independent correla tion coefficients. 
Psychomet1"ika, 44, 329-335. 
Lawshe, C.H. (1952) 
Employee selection. Pe1"sonnel Psychology, 5, 31-34. 
Lawshe, C.H. & Balma, ~.J. (1966) 
PPinciples of pe1"sonnel testing. Second edition. New York: 
McGraw HilI. 
- 95 -
Lee, R., MilIer, K.J. & Graham, W.K. (1982) 
Corrections for restriction of range and attenuation in 
cri terion-rela ted val ida tion studies • JOUT'?1al of Applied 
Psychology, 67, 637-639. 
Lindley, D.V. (1971) 
Bayesian sta tis tics, a review. Regional Confe7'ence Se7'ies in 
Applied Mathematics, S.I.A.M. 
Lindley, D.V. & Smith, A.F.M. (1972) 
Bayes estimates for the linear model (with discussion). JOUT'?1al 
of the Royal Statistical Society, 34, 1-41 . 
Linn, R.L., Harnisch, D.L. & Dunbar, St.B. (1981) 
Corrections for range restriction: An empirical investigation 
of conditions resulting in conservative corrections. JOUT'?1al of 
Applied Psychology, 66, 655-663. 
Lissitz, R.W., Mendoza, J.L., Huberty, C.J. & Markos, H.V. (1979). 
Some further ideas on a methodology for determining job 
similarities/differences. Pe7'sonnel Psychology, 32, 517-528. 
Lord, F.M. & Novick, M.F. (1968) 
Statistical theo7'ies of mental test SC07'es. Reading, Mass . : 
Addison-Wesley. 
- 96 -
Lumsden, J. (1976) 
Test theory. AnnuaL Review of PsychoZogy, 27, 251-280. 
McCormick, E.J. (1976) 
Job and task analysis. In: Dunnette, M.D. (ed.), Handbook of 
IndustriaZ and OrganizationaZ PsychoLogy, 651-696. Chicago: 
Rand McNally. 
Magnusson, D. (ed.) (1981) 
Toward a psychoLogy of situations. 
perospective. Fillsdale: Lawrence/Erlbaum. 
Monahan, C.J. & Muchinsky, P.M. (1983) 
An interoactionaL 
Three decades of personnel selection research: A state-of-the-
art analysis and evaluation. JournaZ of OccupationaZ 
PsychoZogy, 56, 215-225. 
Naylor, J.C. & Smith, A.F.M. (1982) 
Applications of a method for the efficient computation of 
posterior distributions. AppZied Statistics, 31, 214-225. 
Novick, M.R. & Jackson, P.F. (1974) 
StatisticaZ methods for educationaZ and psychoZogicaZ roesearch. 
New York: McGraw-Hill. 
- 97 -
elson, C.A. & Becker, B.E. (1983) 
A proposed technique for the treatment of restriction in range 
in selection validation. PsychoZogicaZ Bu ZZ eti n, 93, 137-148. 
Osburn, H.G., Callender, J.C., Greener, J. M. & Ashworth, S. (1983) 
Statistical power of tests of the situational specificity 
hypothesis in validity generalization studies: a cautionary 
note. JouPnaZ of AppZied PsychoZogy, 68, 1, 115-122. 
Overbeek, B.J. van (1974) 
Een ondepzoek naap 'pestpiction of Pange' bij RHO O. 
Universiteit van Amsterdam: Psychologisch Laboratorium. 
Pearlman, K., Schmidt, F.L. & Bunter, J.E. (1980) 
Validity generalization results for tests used to predict job 
proficiency and training success in clerical occupations. 
JouPnaZ of AppZied PsychoZogy, 65, 373-406. 
Peres, S.H. (1962) 
Performance dimensions of supervisory positions. Pepsonne Z 
PsychoZogy, 15, 405- 410. 
Prien, E.P. (1965) 
Development of a clerical position description questionnaire. 
PepsonneZ Psycho Zogy, 18, 91-98. 
- 98 -
Roberts, K.R. & Glick, W. (1981) 
The job characteris tics approach to task design: a cri tical 
review. JOUPnaL of AppLied PsychoLogy, 66, 2, 193-217. 
Roe, R.A. (1979) 
The correct ion for restriction in range and the difference 
between intended and actual select ion. EducationaL and 
PsychologicaL Measu~ement, 39, 551-559. 
Roe, R.A. (1983) 
G~ondsLagen de~ pe~soneeLsseLektie. Assen: Van Gorcum. 
Roe, R.A. (984) 
Advances in performance modeling: the case of validity 
generalization. Pape~ p~esented at the Symposiwn 'Advances in 
Testing'. International Test Commission. Acapulco, Mexico, 
Sept. 6. 
Roe, R.A. & Elshout, J.J. (1972) 
Some new formulas for the correction for restriction of range. 
Nede~Lands Tijdsch~ift voo~ de PsychoLogie, 27, 134-139. 
Roe, R.A., Algera, J.A., Jansen, P.G.W. & Vijn, P. (1983a) 
Ernst met methodische deskundigheid. De PsychoLoog, 18. 133-
142. 
- 99 -
Roe, R.A., Algera, J.A., Jansen, P.G.W. & Vijn, P. (1983b) 
De olifant en de nieuwe kleren van de keizer: een antwoord aan 
Hofstee. De Psycholoog, 18, 503-512. 
Ronan, W.W. (1963) 
A factor analysis of eight job performance measures . JOUPnal of 
IndustPial Psychology, 1, 107-112. 
Ronan, W.W. & Prien, E.P. (eds.) (1971) 
Pepspectives on the measupement of human pepfopmance . New York: 
Appleton Century Crofts. 
Rubin, D.R. (1980) 
Using et::pirical Bayes techniques in the law school validity 
studies. The JOUPnal of the AmePican StatisticaZ Association, 
75, 801-827. 
Rubin, D.R; (!981) ' 
Estimation in parallel randomized experiments. JOUPnaZ of 
EducationaZ Statistics, 4, 377-400. 
Ruseh, C.R. Jr. (1953) 
A factorial study of sales criteria. PepsonneZ Psychology, 6, 
9-24. 
Schmidt, F.L., Gast-Rosenberg, I. & Hunter, J.F . (1980) 
Validi ty generaliza tion resul ts for computer programmers • 
JOUPnal of Applied Psychology, 65, 643-661. 
- 100 -
Schmidt, F.L. & Funter, J.E. (1977) 
Development of a general solution to the problem of validity 
generalization. JOUPnaL of AppLied PsychoLogy, 62, 529-540. 
Schmidt, F.L. & Hunter, J.E. (1981) 
Employment testing: Old theories and new research findings. 
AmePican PsychoLogist, 36, 1128-1137. 
Schmidt, F.L., Hunter, J.E. & Caplan, J.R. (1981a) 
Validity generalization results for two job groups in the 
petroleum industry. JOUPnaZ of AppZied PsychoZogy, 66, 262-273. 
Schmidt, F.L., Funter, J.E. & Pearlman, K. (1981b) 
Task differences of aptitude test validity in selection: a red 
herring. JouPnaZ of AppZied PsychoZogy, 66, 166-185. 
Schmidt, F.L., Hunter, J.E. & Pearlman, K. (1982) 
Progress in validity generalization: comments on Callender and 
Osburn and further developments. JOUr7~Z of AppZied PsychoLogy. 
67, 835-845. 
Schmidt, F.L., Hunter, J.E., Pearlman, K. & Shane, G.S. (1979) 
Further tests of the Schmidt-Hunter Bayesian validity 
generalization procedure. PepsonneZ PsychoLogy, 32, 257-281. 
Schmidt, F.L. & Kaplan, L.B. (1971) 
Composite vs. multiple criteria: a review and resolution of the 
controversy. PepsonneZ PsychoZogy, 24, 419-434. 
- 101 -
Schmitt, N., Gooding, R.Z., Noe, F.A. & Kirsch, M. (1984) 
Meta analyses of validity studies published between 1964 and 
1982 and the investigation of study characteristics. Pe~sonnel 
Psychology, 37, 407-422. 
Schultz, D.G. & Siegel, A.I. (1964) 
The analysis of job performance by multidimensional sealing 
techniques. Journal of Applied Psychology, 48, 329-335. 
Seashore, S.E., Indik, B.P. & Georgopoulos, B.S. (1960) 
Relationships among criteria of job performance. Journal of 
Applied Psychology, 44, 195-202. 
Siegel, A.I. & Pfeiffer, M.G. (1965) 
Factorial congruence in criterion development. Pe~sonnel 
Psychology, 18, 267-280. 
Smith, P.C. (1976) 
Behaviors, resul ts and organiza tional effec ti veness: the 
problem of criteria. In: Dunnette, M.D. (ed.), Handbook of 
Indust~ial and O~ganizational Psychology, 745-775. Chicago: 
Rand McNally. 
Smith, P.C. & KendalI, C.M. (1963) 
Retranslation of expectations: an approach to the construction 
of unambigious anchors for rating scales. Jou~nal of Applied 
Psychology, 47, 149-155. 
- 102 -
Stark, S. (1959) 
Research cri teria of execu ti ve success. JOUT'?7.a"l of Business, 
32, 1-14. 
Toops, H.A. (1944) 
Th~ criteria. Educationa"l and Psycho"logica"l Measu7'ement, 4, 
271-297. 
Tornow, W.W. & Pinto, P.R. (1976) 
The development of a managerial job taxonomy: a sys tem for 
describing, classifying and evaluating executive positions. 
JOUT'?7.a"l of App"lied Psycho"logy, 61, 410-418. 
Vernon, P.E. (1964) 
Pe7'sona"lity assessment: A cntica"l sU7'vey. London: Hethuen. 
Viana, M.A.G. (1980) 
5 tatis tical me thods for summarizing independent correla tional 
results. JOUT'?7.aZ of EducationaZ Statistics, 5, 83-104. 
Vijn, P. (1983) 
Pno7' infor>mation in Zinea7' modeZs. ( Unpublished doctoral 
dissertation.) University of Groningen. 
Wiley, L. (1964) 
Relation of characteristics ratings to performance ratings. 
JOUT'?7.aZ of IndustnaZ PsychoZogy, 2, 7-15. 
- 103 -
Winne, Ph.H. & Belfroy, M.J. (1982) 
Interpretive problems when correcting for attenuation. JournaZ 
of EducationaZ Measu~ement, 19, 125-134. 
Wofford, J.C. (1970) 
Factor analysis of managerial behavior variables. Jou rna Z of 
AppZied PsychoZogy, 54, 169-174. 
Wolff, Ch.J. de (1970) 
Beoordelingen als criteria. In: Drenth, P.J.D., Willems, P.J. & 
Wolff, Ch.J. de (red.), BedPijfspsychoZogie, onde~zoek en 
evaZuatie. Kluwer/Van Loghum Slaterus, 677-694. 


, ? 
'. 
dl ' 
