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Abstract 
The active transport of ions across a membrane by an ATP-driven electrogenic on pump is often described by an 'alternate access' 
model. The position of the binding site is assumed to be unchanged as the binding cavity opens alternatively to the uptake and discharge 
sides of the membrane. The ion binding affinity is higher on the uptake side of the membrane than on the discharge side. This difference 
in affinities is related to the :maximum transport rate and to the efficiency with which ATP hydrolysis is coupled to active transport. Here 
we examine the electrostatic ontribution to binding affinities, using a simple geometry for a model membrane-protein system, a 
continuum dielectric approximation, and a numerical method to calculate binding energy as a function of the binding site location. If the 
binding site is located asymmetrically, being further from the uptake side of the membrane than from the discharge side, there is a 
significant difference in binding free energy between the uptake and discharge states. This asymmetry can produce differences in affinities 
that are consistent with those measured for biological active transport systems. These results may account for the observed asymmetric 
location of the calcium binding site in the calcium ATPases from sarcoplasmic reticulum and from the plasma membrane. Electrostatic 
energy differences associated with binding site asymmetry may be a general feature of electrogenic transmembrane ion pumps. 
Keywords: Ion transport; Actiw; transport; Electrostatics; ATPase, Ca2+-; Binding site asymmetry 
1. Introduction 
There are a number of specialized proteins for the 
movement of ions across membranes [1-3]. Using ATP as 
an energy source, these systems can actively transport ions 
against concentration gradients as high as three or four 
orders of magnitude. Alternatively, they can extract the 
energy available in the chemical potential by coupling the 
downhill transfer of ion,; to the synthesis of ATP. It is 
obviously important to understand the mechanism by which 
eonformational changes in these proteins convert the en- 
ergy released by ATP hydrolysis to the increased free 
energy of the transported ions [3,4]. 
Active transport processes have two essential features: 
directionality and efficiency. In order for ions to move 
only in the desired direction, the system must accept ions 
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from one side of the membrane and release them on 
another side. Experiments have shown that the binding site 
has a higher ion binding affinity on the uptake side of the 
membrane, and a lower affinity on the discharge side [4]. 
Theoretical treatments show that such differences are re- 
lated to the maximum transport rate [3,5,6]. For maximum 
efficiency, the affinity difference for ion binding to the 
uptake and discharge conformations hould match the 
chemical potential difference due to the concentration dif- 
ference of the ions on the two sides of the membrane [6]. 
Any theoretical model for ion active transport has to take 
account of these features. 
In the earliest model for active transport [7-9], the 
directionality of ion movement is controlled by the alterna- 
tive opening of a binding cavity to different sides of 
membrane for the uptake and release of ions. The differ- 
ence in binding affinity at the uptake and release states 
was not explicitly specified in the original theory. A more 
refined model was proposed later by Tanford [6]. In this 
model, the accessibility of the binding site to ions on 
different sides of membrane is coupled to specific confor- 
mational changes in the transport protein. In the uptake 
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conformation, it is assumed that there are more negatively 
charged groups near the binding site to provide a high 
binding affinity for positive ions, and the site is only 
accessible to the side of low ion concentration. At the 
discharge stage, conformational changes in the protein 
change the accessibility of the binding site from the uptake 
side to the discharge side; simultaneously, some of the 
negatively charged groups move away from the binding 
site, weakening the binding affinity. In all these models 
[6-9], the binding site is located in the transmembrane 
region, and energy to drive the cycle is derived from the 
hydrolysis of ATP. 
The main purpose of the present study is to explore the 
effects of electrostatic interactions on ion active transport, 
investigating how they would affect association constants 
if the binding site were asymmetrically located with re- 
spect to the openings of the entrance and exit channels. It 
is not possible to calculate the exact ion binding constants 
to the transport proteins, because the detailed molecular 
structure of the system is still unknown. However, the 
electrostatic interaction energies between free charges and 
dielectric media can be estimated with a few simple as- 
sumptions. We find that the results of these calculations 
are only weakly dependent on the detailed model for the 
molecular structure. 
The protein-membrane i terior can be modeled as a low 
dielectric medium, with a dielectric onstant of about 2 to 
4 [10,11]. The bulk water is a high dielectric medium with 
dielectric constant 80. Earlier theoretical studies on ion 
transport have successfully modeled ion channels as aque- 
ous pores through a low dielectric medium [12-14]. We 
have consequently modeled the ion binding site as a 
charged ring in the bottom of a high dielectric aqueous 
cavity, surrounded by aqueous and membrane-protein 
phases. Our objective is to estimate the polarization energy 
of the dielectric media under the influence of these charges 
in the uptake and release conformations. The energy differ- 
ence between these two states explains the difference in 
binding affinities of the two conformations, ince ion 
binding neutralizes the protein charged groups at the bind- 
ing site and eliminates the polarization charges. 
As reviewed by L~iuger [3], there are two extreme 
classes of models for active transport. At one extreme are 
those where the electrical conductance of the access chan- 
nel is large, so the field strength resulting from the trans- 
membrane voltage is low. These models are therefore 
called low field models. At the other extreme are high field 
models, in which the field strength is high, because the 
voltage drops along the length of the channel. Models 
where the solvent in the channel is assumed to have the 
dielectric and conductance properties of water at physio- 
logical ionic strength will be low field models if the 
channel is sufficiently wide. If the access channel is very 
narrow, however, the conductance will necessarily be low, 
and the model will fall into the high field class. There is 
experimental evidence for the existence of access channels 
of the high field class [15-17]; see Lauger [3] for a 
complete review). As will be seen, our model falls be- 
tween these two extremes. 
We are particularly motivated by the observation that 
the location of the ion binding site with respect o the two 
sides of membrane may be quite asymmetric. First, the 
earlier theoretical models [6,9] and more recent experi- 
ments [18-21] have suggested that the binding sites in ion 
pumps for active ion transport are located in the transmem- 
brane domain. Second, electron microscopic investigations 
show that the sarcoplasmic reticulum (SR) and plasma 
membrane calcium ATPases embed in the membrane in a 
very asymmetric manner [1,19,22]. A large portion of the 
protein, the stalk domain, protrudes into the solvent on the 
side of low ionic strength. Site-specific mutagenesis exper- 
iments on the SR calcium ATPase [18,20] show that 
changing charged residues to neutral residues in the stalk 
domain of the protein does not significantly affect the 
ability of the ATPase in transporting calcium ion, while 
the mutation of charged residues to neutral residues in the 
transmembrane region almost eliminates the transport of 
the cation. Therefore, it appears likely that the binding site 
for ion active transport is located in the transmembrane 
region rather than in the stalk domain, even though the 
latter is known to have a high affinity for binding cations 
[20,21]. Although the exact geometry of the channel is not 
known, the overall structure suggests that the binding site 
could be substantially further from the protein/solvent 
interface on the uptake side than it is from the discharge 
side. It is then relevant to examine the energetics of 
electrostatic nteractions in an asymmetric system and to 
investigate the possible contributions of these interactions 
to active transport. 
2. Theory 
2.1. The contribution of polarization energy to ion binding 
We base our initial calculations on the simple model 
shown in Fig. 1. The membrane-protein system is an 
infinite slab of thickness H. The binding cavity is assumed 
to be a cylindrical well of radius r. The charged groups of 
the protein that bind the ion are modeled as a ring of 
charge, located 1 A above the bottom of the well, and the 
bound ion is assumed to sit in the center of this ring. If the 
bound ion has charge q, then the total charge on the ring is 
-q .  In analogy to the alternative access model of ion 
active transport [6], the conformational change of the 
protein is assumed to change the access of the binding site 
to the two sides of the membrane. In contrast with that 
model, however, we assume that the positions of the 
charges (ion and charged groups on the protein) do not 
vary during the conformational change. Conformations (a) 
and (b) in Fig. 1 correspond to the E 1 and E 2 states of the 
ATPase, respectively. 
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Upta~ Side Uptake Side 
Discharge Side Discharge Side 
(a) Confommlion E l (b) Conformation E 2
Fig. 1. Schematic of the alternative access model for transport, showing 
(a) conformation E 1for ion uptake; (b) conformation E 2 for ion release. 
The dashed line indicates the ring charge lining the binding site. H is the 
total thickness ofthe membrane, while h i and h o are the depths of the 
binding wefts in the two conformational st tes. 
While this model is dearly an oversimplification, it is 
intended to provide a clean determination f the contribu- 
tions ~of binding site asymmetry to the electrostatic compo- 
nent of the binding energies. We have examined the 
consequences of varying the shape of the protein to more 
accurately reflect current structural knowledge, finding 
little effect on the results (see below). 
The polarization enerffy depends on the geometry of the 
binding cavity, especially on the depth of the well. We 
denote the binding constant in the uptake state as K 1, and 
that of the discharge state as  K 2. The contributions of the 
polarization energy to the binding constants in the two 
states can be separated from other contributions in the 
following form: 
(Kout) z~Aw ln{ K2 ] = ln  (1) 
K 1 ] ~ RT 
where Ki~ and Kou t are the binding constants of the two 
states when the polarization effects are imaginarily turned 
off, and AAw is the difference of polarization energies 
between the two states. We write 
AAw = aWo, t - aWin (2) 
where Aw is the polarization energy in one conformation. 
The primary task is to evaluate the contribution of Aw to 
the ion binding in a given conformation. 
The polarization energy can be obtained from a macro- 
scopic treatment of the electrostatics in macromolecular 
systems [23,24]. The electrostatic potential of the whole 
system is solved under a given set of boundary conditions. 
From this total potential,, the potential due to the perma- 
nent charges in the reference homogeneous medium should 
be subtracted. The remaining part is the polarization poten- 
tial. To obtain the polarization energy, one may apply a 
continuous charging process. Assuming that the polariza- 
tion of the dielectric medium has a linear response to the 
electric field, then the polarization energy is found to be 
w = (1 /2)  ~,qi~bp(ri) , 
i 
where the sum is over all permanent charges qi involved 
in the system, and ~bp(ri) s the polarization potential at the 
position of i th charge. In order to obtain the contribution 
of the polarization energy to the binding energy of ions in 
the protein, the polarization potential should be solved 
twice: once without he ion, and another time with the ion. 
The difference between the polarization energies of the 
two cases is the polarization contribution to the binding 
free energy, denoted Aw. 
The solution to the general boundary-value problem in 
electrostatics is a nontrivial task. Numerical solutions to 
the Poisson-Boltzmann equation, using the usual finite 
difference method [25-27] or the more recently developed 
finite element approach [28] would require detailed knowl- 
edge of the geometry of the protein and the channel, along 
with the locations of all charges. At present, such knowl- 
edge is not available, so we have introduced the simple 
geometry described above. 
Since even this geometry is too complex for analytical 
solution, we have calculated the polarization energy using 
the image potential method [13,23]. This method is based 
on the recognition that the boundary value problem of 
electrostatics in a heterogeneous system can be mimicked 
by a homogeneous system with an appropriate surface 
charge density (image charge) distributed on the interfaces 
between the different dielectric media. Once these image 
charge densities are obtained, the polarization energy is 
simply one half of the interaction energy of the permanent 
charges with the image charges. This energy term can be 
directly calculated according to Coulomb's law, because 
the simulated system is homogeneous. The contribution of 
the polarization energy to ion binding may be conveniently 
calculated based on the additive property of the electro- 
static potential: let ql be the charge of the bound ion, q/ 
(i = 2 to m) the charges of protein groups that bind the 
ion, ~bpl the polarization potential of ql, and ~bp2 the 
polarization potential of protein charged groups. Then 
Aw = (1/2)ql(  $pl( rl) + ~bp2(rl) ) + (1 /2)  ~_,qi$pl( ri) 
i 
(3) 
The interaction energy of the protein charged groups 
with their own polarization potential, ~ qi~bpl(ri)/2, does 
i 
not contribute to the binding energy of the ion to the 
protein or to differences in the ion binding affinity in the 
uptake and discharge states. The energy calculated in Eq. 
(3) represents he work that would be done on bringing the 
ion into the binding site from the aqueous medium at an 
infinite distance from the membrane. Binding constants 
can be calculated from this energy: 
2.2. The polarization potential 
There are two cases to consider: (a) the whole system 
consists of only two dielectric phases: the aqueous phase 
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and the membrane-protein phase, and the dielectric on- 
stant inside the binding cavity is identical to that of 
aqueous phase. (b) The dielectric onstant inside the bind- 
ing cavity is different from either of the other two phases, 
and there are three different dielectric media in the system. 
Case (a) would be a proper approximation. However, 
considering that the binding cavity is quite narrow in 
general, and that water molecules inside the well will be 
subjected to certain constraints, the dielectric constant 
inside the well may be somewhat lower than that of bulk 
water. In any rate, case (a) is simply a special case of case 
(b). 
Let the dielectric onstants of aqueous phase (denoted 
a), of the interior of protein and membrane (m), and of the 
binding cavity (c) be 6 a, 6 m and 6~, respectively. The 
boundary conditions at the interfaces of these three dielec- 
tric media are 
~/a(Sa) = ~/m(Sm); ~/a(Sa) ~--- I~c(Sc) ; ~/c(Sc) ~-- ~/m(Sm) 
(4a) 
6aEn(Sa) = 6mEn(Sm) ; 6aen(Sa) = 6tEn(So) ;
6eEn(sc) = 6mEn(Sin) (4b) 
where s represents a point on the interface, se( ~ - a, m, c) 
indicates the side of the surface that faces the x phase, th 
is the total electrostatic potential, and E, is the electro- 
static field normal to the interface. All permanent charges 
are assumed to be located inside the binding cavity. Then 
the Poisson equations for this system are 
A 2~t ( r )  = -- 1 / (2 7re¢ ) ~_, qi t~ ( r -- r i ) ( binding cavity ) 
a2qJ(r) = 0 (membrane phase) 
A2~b(r) = 0 (aqueous cavity) 
(5a) 
(5b) 
(5c) 
where ~b is the total electrostatic potential in the desig- 
nated phase, 6(r) is the Dirac 6-function, and r i is the 
position of the i th permanent charge. This system of 
differential equations together with the boundary condi- 
tions can be simulated by a homogeneous system with 
dielectric onstant 6~ (because the permanent charges are 
in the binding cavity). The required surface charge density 
tr(s) can be deduced from the boundary conditions. We 
obtain: 
6~ (ra - 6m) 
O-ma (S) 27r (ra + 6m) En(s) (6a) 
6o (ra- 
~m(S)  = E . (s )  (6b) 
2'//" ( 6a "~'- 6m) 
crc~( s) = E. (  s) (6c) 
where the subscripts to o- indicate the two phases that are 
in contact. The normal electric field E, (s )  at point s on 
the interface can be expressed a function of the permanent 
charge and the surface charge density tr: 
q i ( r ( s  ) - r (q i )  ) 
E. (  s) 
E i 6clr(s)--r(qi)]  3
~ n 
1 / 
+ -6c f ) - ds'j (7) 
where n is the outward normal vector to the surface at 
point s, and the integration is over all interfaces (ma, mc 
and ca). Eqs. (6) and (7) constitute a pair of coupled 
integral equations, from which the surface charge density 
can be determined. After tr(s) is obtained, the polarization 
potential ~bp at position r is simply calculated according to 
Coulomb's law, since the system is now a homogeneous 
one: 
1 tr(s) 
i, -e ds (8) 
where the integration is over all interfaces. There will be 
also a self-energy term (the Born energy) for the charges 
in the binding cavity when the cavity has a different 
dielectric onstant from that of water. However, in what 
follows we are concerned with the difference of two 
binding states, which are assumed to have similar dielec- 
tric properties. Then the self-energy terms do not enter into 
the difference between the two conformations, so we will 
not bother with them. 
If the dielectric onstant of the binding cavity is identi- 
cal to that of bulk water, Eq. (6c) disappears, Eq. (6b) is 
equal to Eq. (6a), and the other equations that describe 
such systems are formally identical to those shown above. 
2.3. Numerical calculations 
The interface charge density is solved here by an itera- 
tion method. From initially guessed values, the charge 
density is obtained by repeatedly using Eqs. (6) and (7) 
until the charge density converges to the correct value. The 
'averaging function corrections' method [29] used by Levitt 
[13] is particularly effective in achieving convergence in
the calculations. The numerical procedure is very similar 
to that used by Levitt to solve the energy barrier for the 
transport of ions across a membrane. In the present prob- 
lem, the interfaces have complicated geometries and there 
are more phases, so there are more interaction terms. 
To simplify the computation, the charges of protein 
groups which directly bind to the ion are considered to be 
distributed on a circular ring in the membrane phase, 
located 1 A above the bottom of the cylindrical cavity and 
0.5 ,~ away from the side wall of the cavity. The total 
charge on the ring is equal in magnitude, but of opposite 
sign, to the charge of the bound ion. This guarantees 
electrostatic neutrality. The bound ion is placed at the 
center of the ring, so that the system has cylindrical 
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symmetry. Because of this symmetry, the analysis reduces 
to a one-dimensional problem. We need only find the 
charge density o-(x) along a path x leading from the 
center of the bottom of the well, radially outward to the 
side of the well, then up the side of the well to the surface 
of the membrane, then radially outward away from the 
well. To perform the nttmerical integration, the bottom 
surface of the well is divided radially into 0.3 ,~ steps, the 
side surface of the well i,; divided into 1 ~, steps, and the 
upper and lower surfaces of the membrane-protein are 
divided first into 0.5 ,~ steps for 10 steps, then into 1 ~, 
steps for 10 steps, followed 8 ~, steps for 20 steps. The 
effects of interfaces further from the cavity are negligible. 
We did not make the singularity correction to the polariza- 
tion potential at the comers of the interfaces as suggested 
by Jordan [14]. The corrections due to comers are gener- 
ally small, and, considering the crudity of our model, the 
additional computational complexity is unwarranted. Test 
calculations of the program on an open channel case give 
resulfs similar to those reported by Levitt [13]. 
3. Results 
3.1. The polarization energy 
We first study the simplest case, with only two dielec- 
tric phases. The dielectric onstant of the aqueous phase is 
taken as ~a = 80, that of' binding cavity e c = ca, and the 
dielectric onstant of the protein-membrane is ~m = 2. The 
o 
thickness of the membran:e-protein is assumed to be 50 A, 
and the radius of the binding cavity is 3/~. The bound ior; 
is a univalent cation, and the charge coordinating roups 
on the protein are represented by a uniform ring of charge 
- 1, giving overall electroneutrality. 
Fig. 2 shows the electrostatic potential for a point 
charge when the well depth is 28 ~,. From a comparison of 
Fig. 2a and b, it is clear that the Coulombic ontribution to 
the potential is small, and the potential pattern mainly 
reflects the polarization contribution. Even at the site of 
the ring of coordinating; charge, only 2.5 ,~ from the 
cation, the polarization potential due to the cation is 25.2 
RT/e (R = gas constant; T= absolute temperature,  = 
unit proton charge), while the cation's direct Coulombic 
potential at the same position is only 2.8 RT/e because of 
the high dielectric constant of water. The electrostatic 
interaction energy of the; cation and the protein is thus 
dominated by polarization effects. 
According to Eq. (3), the polarization energy of ion 
binding has three components: the energy of the bound ion 
under its own polarization field, w 1 = (1/2)ql~bpl(rl); the 
energy of the ion in the polarization field of the protein 
charged groups, w 2 = (1/2)ql~bp2(rl), and the energy of 
the protein charged groups in the polarization field of the 
ion, w 3 = (1/2)q2 ~bpl(rl). The  electrostatic reciprocity re- 
lationship requires that w:, = w 3. This provides an opportu- 
51 
38 
N 25 
12 
-1  i i i i i 
-26  -17  -9  0 9 17 26 
x (~ 
51 
Ibl / / 5  , 
- 
-.5,< 
N 25 
12 
- -1  i i i i i 
-26  -17  -9  0 9 17 26 
x (k) 
Fig. 2. Contour map of the polarization potential due to a point unit 
charge in an aqu.eous well inside a membrane. The thickness of the 
membrane is 50 A, the radius of the well is 3 A, the well depth is 28 ,~, 
and the charge is located 1/~ above the bottom of the well. The surfaces 
of the membrane and well are shown by heavy lines, and the position of 
the fixed ion is represented by the solid circle. Distances along the two 
axes are measured in A. Contours are drawn at intervals of 2 RT. (a) 
Total potential, which is the sum of Coulombic and polarization contribu- 
tions. (b) Polarization potential alone. 
nity to evaluate the numerical accuracy of our approach, 
since we can calculate w 2 and w 3 independently. Fig. 3 
shows these components of the polarization energy for ion 
binding, as a function of the depth of the b~ding cavity. 
When the radius of the charged ring is 2.5 A, there is a 
difference of about 10% in w 2 and w 3. This error is due to 
the size of the surface elements in our calculation, which 
o 
are at a grid interval of 1 A; this is too coarse to allow 
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Fig. 3. Polarization energies of a point unit charge (q = 1) interacting 
with the charges of a model binding site, as a :function of the depth of the 
well, Z. Geometry ofthe charge in the well is identical to that of Fig. 2. 
The binding site is represented by a ring of uniform charge (q = -1) 
placed concentrically about he point charge. Three energy components 
are shown. Wl: the interaction ofthe point charge with its own polariza- 
tion potential; w2: the interaction energy of the point charge with the 
polarization potential of the ring charge; w3: interaction fthe ring charge 
with the polarization potential of the point charge, w 1 is positive and 
independent of ring diameter; the solid circles indicate -w  r Electro- 
static reciprocity requires w 2 = w3, so differences between these indicate 
the magnitude of the numerical errors in our method. Two cases are 
treated, one with a ring radius of 2.5 ~, (w2: solid triangles; w3: open 
squares; the difference between these is about 10%), and the other with a 
ring radius of 2.0 ~, (w2: open triangles; w3: open diamonds, which 
coincide almost exactly with the open triangles). 
accurate calculation of the ring-induced polarization charge 
when the ring charge is only 0.5 A from the edge of the 
well, so w 2 is in error. If the radius of the ring is reduced 
to 2.0 A, however, the difference between w 2 and w 3 is 
less than 0.1% and the reciprocity relationship holds, as 
required. 
The insensitivity of w 3 to ring size (Fig. 3) is due to the 
fact that the cation is far enough from the walls of the well 
that the 1 ,& grid is sufficiently fine to accurately deter- 
mine the polarization charge induced by the cation. We 
take advantage of the reciprocity relationship and the 
greater accuracy of w 3 than w 2 when calculating the 
contributions of polarization to the ion binding energy, 
which is 
Aw=w l+w 2+w 3=w l+2w 3 
w I and w 3 are very similar in magnitude, but opposite in 
sign (Fig. 3), so the binding energy curve zlw(Z) has 
essentially the same shape as the curve for w 3 (or -w l ) .  
In the case of Fig. 3, the maximum value of lawl is 12.9 
RT, when the depth of the binding site is about 3 /5  of the 
total thickness of the membrane. This energy is larger in 
magnitude than the energy barrier for ion transport across 
a membrane of similar thickness through an aqueous pore 
of radius 3 ,~ [13]. This is because removal of the ion from 
the binding site leaves a ring of negative charge buried in a 
deep well, which is a very high energy configuration. Ion 
binding represents the approximate neutralization of the 
ring charge. 
The energy profile here shows a characteristic asymme- 
try with respect o the distance of the binding site from the 
surfaces of the membrane, because the well is open to only 
one side of the membrane. If the ion and the charged ring 
were located completely outside the membrane, and if the 
membrane is flat without any cavity, the polarization en- 
ergy could be simply calculated by the image charge 
method: 
Aw=(q2/ ,a ) (1 / (2d) - ( r2+(2d)2)  -1/2) (9) 
where d is the distance of the ion to the surface of the 
membrane and r the radius of the ring charge with the ion 
located at the center of the ring. If the excluded volume 
requirement is met (d is larger than 2r), then Aw will 
remain negative whether the complex is inside the well or 
outside the membrane. In our more detailed model (Fig. 3), 
the magnitude of the polarization energy increases mono- 
tonically as the well depth increases, until the well is deep 
enough that polarization effects on the other face of the 
membrane begin to take effect. Beyond that point, the 
magnitude of the polarization energy again drops. One 
purpose of this paper is to show the asymmetry in this 
curve, whose inflection point is well past the midpoint of 
the membrane. 
The polarization energy depends on the radius of the 
binding cavity. Fig. 4 compares the polarization energies 
foroion binding inothe cavity with three different well radii: 
3 A, 4 A, and 5 A. Again, the ion is a monovalent cation, 
and the binding group charge is -1 .  It is observed that 
when the channel radius increases from 3 A to 5 ,& while 
the thickness of the membrane remains unchanged, the 
magnitude of the maximum polarization energy decreases 
0 '  
A -3 '  
I-- -6 .  
9 
-12 - 
-15  
0 ,'0 2'0 3'o ;o so 
z(A) 
Fig. 4. Comparison ofbinding energies of a monovalent ion in binding 
wells of different radii, as a function of well depth. The thickness of the 
membrane is 50 .~. 
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from 12.9 RT to 7.4 RT. The latter would predict a 
binding constant of 1.6 • 103. Note that in all these energy 
profiles, similar asymmetric patterns with respect o the 
depth of the binding site are observed. 
Since the actual structure of the membrane with trans- 
port proteins embedded inside is not a uniform flat struc- 
ture, we have examined more realistic models. It has been 
known for some time that the SR Ca 2÷ pump embeds in 
the membrane in an asymmetric fashion, with a mush- 
room-like stalk and head on the cytoplasmic (uptake) side 
of the membrane, Cryo-electron microscopy has recently 
shown that this shape re:~embles the head and neck of a 
bird [22]. We have examined various model geometries, 
finding that the most important parameter is the total 
length of the protein; if the stalk is at least 10 ,~ in 
diameter, variations in radius and exact shape of the stalk 
and head have little influence, and a simple cylindrical 
model for the protein rep:roduces the energetics with small 
error. We have thus examined such a model in some detail. 
We have chosen to model the known geometry of the 
stalk and transmembrane regions of the SR Ca2+-ATPase 
[22]. We have not included the head, to allow for the 
possibility that the channel does not pass through the entire 
protein, but that the entrance is near the junction of the 
stalk and head. (The effects of binding site asymmetry 
become ven greater if we consider the total height of the 
protein, so these calculations are a conservative estimate of 
the contributions of asymmetry.) 
Our model consists of a cylindrical protein with one end 
flush with the discharge face of the membrane, while the 
other end protrudes 20 A above the membrane surface on 
the uptake side (see the inset of Fig. 5). The inside radius 
of the well for ion binding is chosen to be 3 A, and the 
outside radius of the cylindrical protein, R, is examined 
for three different values: R = 5, 10, and 20 A,. These 
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Fig. 5. Dependence of bindi:ag energy on the geometry of transport 
protein. The structure is shown schematically in the inset of the figure. 
The inner radius of the binding cavity is 3 A, and R is the outside radius 
of the cylindrical protein. The top of the protein is 20 .~ above the rest of 
the membrane surface. The membrane thickness is 30 ,~. 
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Fig. 6. Dependence of polarization binding energy on the depth of the 
well for the case where the dielectric onstant inside the binding cavity is 
40. The geometric parameters are identical to those of Fig. 2, except hat 
two different values are considered for the radius of the binding cavity, 3 
and 4 A (compare to Fig. 4). 
values span the range that would be appropriate for the 
stalk of the SR Ca2+-ATPase [22]. The calculated polariza- 
tion energy of a point charge, W, is shown as a function of 
the location of the binding site in Fig. 5. Compared with 
the results shown in Fig. 3, it is seen that if the outside 
radius of the protein is small (e.g., R = 5 A), the variation 
of polarization energy with the depth of the binding site 
can be significantly modified. However, if R is larger than 
o 
10 A, the polarization energy in such structures becomes 
close to that of the structures with a uniform thickness of 
50 ,~. In fact, when R = 20 .~, the two models are almost 
identical. It is concluded that, as long as the outside radius 
of the stalk portion of the transport protein is not too thin, 
protein protrusions on either side of the membrane simply 
increase the effective membrane thickness. The depth of 
the binding site can be taken as the distance from the site 
to the face of the intake channel, not the distance measured 
from the surface of the membrane. 
Finally we consider the effect of variations in the 
dielectric constant inside the well. Due to the highly 
constrained nature of water molecules inside the channel, 
the dielectric onstant inside the channel may be substan- 
tially smaller than that of bulk water. As a test, we have 
considered the dielectric onstant inside the binding cavity, 
ec, as 40, which is between the dielectric onstant of the 
membrane and that of bulk water. The system then consists 
of three dielectric domains. The calculated binding polar- 
ization energy for such a system is shown in Fig. 6. The 
thickness of the membrane is 50 ,~,. The minima of the 
polarization energies for r = 3 ,~ and 4 .~ are -9 .3  RT 
and -7 .0  RT, respectively. It is observed that if the 
dielectric constant inside the cavity is reduced by 50% 
with respect o that of bulk water, the polarization energy 
drops by about 20-30%. 
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3.2. Difference of polarization energy between two trans- 
port states 
The above calculations how the characteristic asym- 
metric profile of the polarization energy with respect o the 
binding site location in the membrane. If access to the 
binding site is switched from one face of the membrane to 
the other while the location of the charges is not changed 
during the conformational transition (Fig. 1), it is expected 
that the binding energy will jump to a different value. The 
energy of ATP hydrolysis would drive this transition. The 
difference of polarization energies between the two states 
determines the relative binding affinity of the ion in the 
uptake and discharge states. The magnitude of the polariza- 
tion energy difference between the two conformations i
determined by the location of the binding sites. We define 
h i as the distance from the binding site to the membrane 
surface on the uptake side, and h o as the distance from the 
binding site to the other surface of the membrane (Fig. 1). 
We assume that the location of the binding site is not 
appreciably changed during the conformational transition 
from the E 1 state to the E 2 state, so that H = h i + h o. The 
asymmetry of the two binding conformations i  measured 
by the ratio h = hi/H. A = 0.5 represents a site located 
equidistant from the two sides of the membrane. A > 0.5 
indicates that the site is closer to the discharge side of the 
membrane. The difference of polarization energy is calcu- 
lated as 
/tAw =/tw(ho) - Aw(hi) (10) 
Fig. 7 shows the calculated ifference of polarization 
energies for a monovalent cation at the binding site in the 
uptake and discharge conformation, as a function of the 
asymmetry factor A. The total charge of the binding groups 
is again taken to be -1 .  The thickness of the protein- 
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membrane is taken as 50 .~. We have examined ifferent 
possible cases. Curves 1 and 2 in the figure are for the 
cases where the dielectric onstant of the binding cavity is 
identical to that of bulk water, and the radius of the well is 
3 ,~ and 4 ,~, respectively. Curves 3 and 4 are for a 
dielectric onstant of 40 inside the binding cavity, and the 
radius of the well is 3 ,~ and 4 .~, respectively. 
The results of this model show that: (1) there is a 
directional increase in the difference of the binding free 
energy with the asymmetry ratio. For A < 0.9, the variation 
of AAw with A is nearly linear: /lAw =B (A -  0.5), 
where B is a constant. For the series of curves 1 to 4 in 
Fig. 7, the constant B is 14.9 RT, 11.8 RT, 8.5 RT and 
7.5 RT, respectively. (2) The difference of binding energy 
between two transport states is less dependent on the 
radius of the binding well than is the polarization energy 
of single conformations. (Compare curves 1 and 2 with 
Fig. 4.) For example, when )t < 0.7, AAw changes less 
than 0.3 RT as the radius of the binding cavity increases 
from 3 ,~ to 4 ,~; the binding polarization energies, on the 
other hand, decrease more than 3 RT at Z ~ 30 for both 
cases of e c = 40 and 80. (3) Decreasing the dielectric 
constant inside the binding cavity reduces the difference of 
binding energy between two transport states. The maxima 
of the binding energy difference for curves 1 to 4 are 5.6 
RT, 4.4 RT, 3.5 RT and 2.9 RT, respectively. The binding 
free energy difference is about 2 RT for a channel radius 
of 3 A and % = 20, and about RT for the same channel 
radius and ec = 10. (4) The binding free energy difference 
is somewhat less sensitive to the dielectric onstant inside 
the well than is the binding free energy to a single site. 
(Compare curves 1 and 3 of Fig. 7 with the curves for 
r = 3 A in Figs. 4 and 6.) (5) The maximum binding free 
energy difference is found if the binding site is very 
asymmetrically ocated, about 90% of the way through the 
membrane. 
The above calculations have been for the case of a 
monovalent cation and a charge of - 1 on the binding site. 
If we assume that the total charge of the binding groups 
are equal and opposite to the charge of the bound ion, i.e., 
the overall charge in the complex is zero, then for an ion 
of valence q, the difference of binding free energy would 
be q2~Aw, where AAw is the binding free energy differ- 
ence for a monovalent ion. This indicates that transport 
proteins can produce larger free energy differences by 
binding site asymmetry for multivalent ions than for mono- 
valent species. 
4. Discussion 
Fig. 7. The difference of polarization energy of ion binding in the two 
states of transport as a function of the binding site asymmetry factor, 
)t = h i /H .  Curves.1 and 2, dielectric constant inside binding cavity is 80, 
well radius is 3 A and 4 A, respectively. Curves 3 and 4, dielectric 
constant inthe cavity is 40, well radius is 3 .~ and 4/~, respectively. 
The main result of these calculations i  the demonstra- 
tion that an asymmetric location for an ion binding site in 
a membrane can produce a substantial free energy differ- 
ence for binding to the uptake and discharge states. Experi- 
mentally, it has been determined that the binding free 
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energy difference between the uptake and discharge states 
in the sarcoplasmic reticulum Ca2+-ATPase is about 5 
kcal/mol (,--8 RT) [2,4,6]. ATP-driven Na ÷ and K + 
pumps have similar uptake and discharge states, and the 
experimentally estimated binding free energy difference 
for the two states is about 2-4 kcal/mol (3-7 RT) [6]. To 
see how the polarization energy alone can match the 
observed free energy difference, consider the following 
example: assume that the membrane thickness is 50 A, the 
o 
radius of the binding cavity is about 3-4 A, and the 
dielectric constant inside the well is identical to that of 
bulk water. From the resalts shown in Fig. 7, it is found 
that an asymmetry factor of 0.7 would generate a binding 
energy difference of 10 RT between the two transport 
states for q---2. This is sufficient to account for the 
observed ifference in binding affinities for the E 1 and E 2 
states of the SR Ca 2+ pump. For the case of the Na ÷ and 
K ÷ pumps, the experimentally observed free energy differ- 
ence in the two transport conformations can be matched 
for a monovalent ion by ~tn asymmetry factor of about 0.8. 
Even if the dielectric constant is only half that of bulk 
water (e c = 40), the binding energy difference produced by 
binding site asymmetry would still be quite close to the 
experimentally observed values. 
The sources that produce the above differences in bind- 
ing affinities are similar to those that create a barrier to ion 
transport through ion channels, i.e., the polarization energy 
of the ion charge interacting with the membrane [12-14]. 
However, in the case of active transport, polarization 
energy differences are used to promote ion transport, while 
in the case of ion channels, the polarization produces an 
energy barrier to ion movement. 
In the above calculations, the positions of the bound ion 
and the coordinating charged groups on the protein are 
assumed not to change as the protein moves from the 
uptake to the discharge conformation. This assumption 
allows us to calculate the free energy difference available 
from electrostatic asymmetry alone. We do not mean to 
imply, however, that polarization energies alone determine 
the binding affinities in active transport. Specific binding 
interactions must, of coulse, be involved in allowing active 
transport systems to discriminate between different ions. 
Changes in these interactions could also be important for 
the transport process [6]. Clearly, both binding site asym- 
metry and changes in coordination geometry might play 
roles in active transport. 
As mentioned in the introduction and reviewed by 
Liiuger [3], there are two classes of models for active 
transport, based on whether the conductance and dielectric 
constant of the entrance channel are high, like water at 
physiological ionic strength (low field models), or whether 
they are low, like lipids and proteins (high field models). 
Our model lies between these extremes. By varying the 
width and dielectric cortstant of the access channel, our 
model can be shifted toward the low or high field models. 
Our investigations are aimed at a different issue, however, 
namely determining the possible contribution of the polar- 
ization energy to the difference in binding constants be- 
tween the uptake and discharge conformations. We find 
that this contribution is maximized in a narrow channel 
(which is like high field models) and when the dielectric 
constant in the channel is high (which is like low field 
models). 
There is one significant experimentally testable predic- 
tion that follows from this work: if polarization effects are 
indeed a major factor in the efficient coupling of ATP 
hydrolysis to active transport, he uptake channel must be 
considerably deeper than the discharge channel. When the 
three dimensional structure of a transmembrane pump is 
finally determined at atomic resolution, detailed electro- 
static calculations using standard methods [25-28] can be 
used to more accurately determine the contributions of 
polarization effects to binding free energy differences. 
Such calculations would also allow the possible genetic 
engineering of pumps with altered properties. In this re- 
gard, it has recently been shown that such design efforts 
can actually increase the activity of a 'perfect' enzyme 
whose reaction rate was known to be diffusion limited 
[30]. 
MacLennan [18] has reported that, in the calcium ATP- 
ase of sarcoplasmic reticulum, the sites of high affinity 
calcium binding are located in the center of the transmem- 
brane domain. This molecule has a large headpiece pro- 
truding into the cytoplasm on the uptake side [1,18,22]. A
similar structure is observed for the plasma membrane 
calcium ATPase [19]. Thus, the uptake channel may be 
much deeper than the discharge channel. If so, electrostatic 
asymmetry could play an important role in the rate of 
transport. We would suggest hat such asymmetry may be 
a common, if not universal, feature for electrogenic on 
transport systems. 
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