Goal: estimate θ = E F m h(X), U-statistic: the minimal variance unbiased estimator of θ.
Empirical Likelihood (EL)
Since Owen (1988) , EL has gained increasing popularity: wide range of applications, simplicity to use, incorporate side information. Side infor. be incorporated into EL through a d-dimensional known function g(x) = (g 1 (x), ..., g d (x)) ′ with
Denote w i = F ({X i }). EL subject to the side information constraints: Let t = (t 1 , ..., t d ) ′ : Lagrange multipliers, then
Existence of t as solution to the above equation can be found, eg. Owen.
Empirical Weights for U-statistic
Define EL subject to side infor. constraints as max w i∈D n,m w i subject to i∈D n,m
Similarly as before, we get
U-statistic with Side Information
With w i 's given in (2) and (3), we define the U-statistic with side infor. given by the constraints g as
Comparison: commonly used U-statistic U n has weight (C m n ) −1 at each observation h(X i ), with side infor., the weights are w i .
Asymptotic Properties ofŨ n

Notations
As in Hoeffding (1948) , for kernel h(·) with E F m (h(X)) < ∞,
, (Korolyuk and Borovskich, 1994) .
When k > 1 we have θ = 0, and U n (or h) called degenerate.
Similarly, for g, define
and canonical forms for g,
Likewise, let q c be the canonical forms of
}, andF nm be the empirical distribution with mass w i at the observation x i .
Regularity Conditions
Note: (C2) with α ≥ 4 and (C4) implies (C5). 
(log log n)
where,
(ii)
The O p (·) terms above are uniformly for all the x i 's and i's.
Strong consistency ofŨ n
Theorem 1. (i). Assume the conditions in the Lemma and (C3) and
(ii) Assume conditions in the Lemma and (C4) and (C5), if r > 1, then
(iii) Assume (C4) and conditions of Lemma (i) 
2 log log n n
Asymptotic distribution ofŨ n W (A): Gaussian random measure, J r (h): Wiener-Itô integral of order r (Koroljuk and Borovskich, 1994 ).
Theorem 2. (i) Assume (C4) and conditions of the Lemma
(ii) Assume (C4), conditions of Lemma (ii) and r > 1, then
From Theorem 2 we see that the most interesting case is r = r o = r 1 = 1, in which √ n(Ũ n − θ) is asymptotic non-degenerate normal, with asymptotic variance being smaller than that of √ n(U n − θ). σ 2 is the same as that of U n either when r 1 > 1, A = 0, or when r o > 1, A 1 = 0 and Ω 1 = 0. Thus, for the side information to be of practical meaning, we need r = r o = r 1 = 1.
An optimality property ofŨ n f (·|θ): density of X given θ, θ n = θ + n −1/2 b for some b ∈ C. An estimator T n = T n (X 1 , ..., X n ) is regular, if under f (·|θ n ),
Fisher infor at θ, and Z ∼ N (0, I −1 (θ)). Convolution Theorem (Hájek, 1970) : for any regular T n with weak limit W , there is a U such that
The optimal weak limit: a normal random variable with mean zero and variance I −1 (θ). Now let I(θ|g): infor. bound for estimating θ given side infor. 
(ii) Assume further that f (·|θ) has second order continuous partial derivative with respect to θ, then for any regular estimator T n with weak limit W of W n := √ n(T n − θ), W can be decomposed as, for some U ,
U-statistic with side information of the formŨ n is regular, thus is optimal in the sense of convolution under the conditions of Theorem 3. Without side infor, asymptotic variance of √ n(U n − θ) is η 2 1 ; with side infor, asymptotic variance of Uniform SLLN and CLT ofŨ n -processes LetP n,m , P n,m , P m and P be the (random) probability measures induced byF n,m , F n,m , F m and F respectively. For a function h, denoteP n,m h = i∈D n,m w i h(X i ),
For fixed h and g, we have
shown that, under suitable conditions,
In contrast, G n,m h D → N (0, η 2 1 ) with η 2 1 = Ph 2 1 . So incorporating the side information g reduces the asymptotic variance by the amount P (g ′ 1h 1 )Ω −1
It is of interest to have a uniformly version of the above SLLN and CLT over a class of functions H. (
ii) Under the conditions of Theorem 3(ii), and further conditions, theñ
where G is a Gaussian process indexed by H, with E P (Gh) = 0 and
Empirical Likelihood Ratio for U-stat. with Side Infor.
We define the empirical log likelihood ratio of θ with presence of side infor by
where
and denote
and Λ 1 = Cov(G 1 ),G 1 the first canonical form (vector) of G. Without side infor, G(·|θ) reduces to h(·) − θ, and t is a scalar determined by i∈D n,m (h(
The corresponding log-likelihood ratio is
Theorem 5. (i) Under conditions of Theorem 2(i) or Theorem 3(i) and
assume Λ to be positive definite, then
When m = 1, Λ 1/2 1 = Λ 1/2 and the above result for U-statistic automatically reduces to that for the common EL ratio, and the right hand side in Theorem 5(i) is χ 2 d+1 .
(ii) Under conditions of Theorem 2(i),
Examples
Example 1 θ(F ) = (x − µ) 2 dF (x) be the variance, µ the mean. Let
Without side infor, the asymptotic variance of U n based on kernel h(x 1 , x 2 ) is σ 2 0 = 4η 2 1 = µ 4 − θ 2 , the same as that for the sample variance
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If we know that F has median at 0: F (0) = 1/2, we take
and Ω 1 = E(g 2 1 ) = 1/16. So by Theorem 3(i), the asymptotic variance ofŨ n is now
If we know the distribution is symmetric about a > 0:
, and the deduction of asymptotic variance is A 2 1 Ω −1 .
Gini difference: θ(F ) = E F |x 1 − x 2 |. corresponding kernel for U-stat.: h(x 1 , x 2 ) = |x 1 − x 2 |. Theñ
xdF (x) − If we know the distribution mean µ, and take g(x 1 , x 2 ) = (x 1 + x 2 )/2 − µ, theng 1 (x 1 ) = (x 1 − µ)/2, Ω 1 = (x − µ) 2 dF (x),
−∞ xdF (x)]dF (x 1 ) − θ}/2, and the deduction of asymptotic variance is A 2 1 Ω −1 .
Simulation Studies
Consider Examples 1 and 2 above.
Example 1 
