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Abstract
We show that the Bellman operator underlying the options framework leads to a
matrix splitting, an approach traditionally used to speed up convergence of itera-
tive solvers for large linear systems of equations. Based on standard comparison
theorems for matrix splittings, we then show how the asymptotic rate of conver-
gence varies as a function of the inherent timescales of the options. This new
perspective highlights a trade-off between asymptotic performance and the cost of
computation associated with building a good set of options.
1 Introduction
The ability to represent and plan with temporally extended actions has long been recognized as
an essential component for scaling up reinforcement learning systems. The options framework
[Sutton et al., 1999; Precup, 2000] formalized this idea and showed how temporally extended ac-
tions can be used for learning and planning in reinforcement learning. Options can sometimes lead to
better and faster exploration, learning, planning and transfer [Sutton et al., 1999] while being robust
to model misspecifications and uncertainty [He et al., 2011]. While efficient algorithms for learning
options have recently been proposed [Bacon et al., 2016; Mankowitz et al., 2016; Vezhnevets et al.,
2016; Daniel et al., 2016], there is still no consensus on what constitute good options.
In this paper, we show that a choice of options is equivalent to a choice of iterative algorithm for
solvingMarkov decision problems. We reach this conclusion by noting that the generalized Bellman
operator underlying options and their models admits a linear representation as a matrix splitting
[Varga, 1962; Young and Rheinboldt, 1971; Puterman, 1994], a notion which comes in pair with
that of matrix preconditioning. As with options, the goal of these methods is to transform a linear
system into one with the same solution but which is easier to solve. With this new perspective, the
answer to what good options are becomes clearer while offering new theoretical tools to analyze
them.
2 Background and Notation
We restrict our attention to the class of discounted Markovian decision problems with finite state
and action spaces. A discounted Markov Decision Process is specified by a finite set of states S,
a finite set of actions A, a reward function r : S ˆ A Ñ R, a transition function P : S ˆ A Ñ
pS Ñ r0, 1sq and a discount factor γ P r0, 1q. We write pi pa | sq to denote the probability of taking
action a in state s under the stochastic policy pi: that is
ř
aPA pi pa | sq “ 1, @s P S. The value
function vpi : S Ñ R represents the expected sum of discounted rewards encountered along the
trajectories induced by the MDP and policy: vpipsq 9“E
“ř
k“0 γ
krpSk, Akq
ˇˇ
S0 “ s, pi
‰
. We also
write rpipsq 9“
ř
aPA pi pa | sq rps, aq and Ppips, s
1q 9“
ř
aPA pi pa | sqP ps
1 | s, aq. The spectral radius
of a nˆ n matrix A with eigenvalues λi, i P r0, ns is ρpAq 9“max1ďiďn |λi|.
An option w P W is a triple pIw , piw, βwq where Iw Ď S is the initiation set of w, piw is its
policy, and βw : S Ñ r0, 1s is its termination function. In addition, there is a policy over options
µ : S Ñ pW Ñ r0, 1sq whose role is to select an option whenever a termination event is sampled
from the termination function of the current option. In the call-and-return model of execution, µ
picks among tw P W : s P Iwu in state s and executes the policy of the selected option irrevocably
until termination. We distinguish the call-and-return model from what we call gating execution, in
which the choice of option is reconsidered at every step. The results in sections 3 and 4 apply only
to the gating model. However, we also show in section 5 that the call-and-return execution model
can be studied in the matrix splitting framework. For simplicity, we finally assume that options are
available everywhere, that is : Iw “ S, @w P W .
3 Generalized Bellman Equations for Gating Execution
Planning with the value iteration algorithm over primitive actions usually involves a Bellman op-
erator T of the form: pTvqpsq “ rpipsq ` γ
ř
s1PS Ppips, s
1qvps1q. Rather than backing up values
for only one step ahead, Sutton [1995] showed that multi-steps backups can equally be used for
planning as long as the corresponding generalized Bellman operators satisfy the Bellman equations.
We can extend this idea [Precup and Sutton, 1998] by making the number of Bellman backups a
random variable which is determined by the termination events of an options-based process. Let K
be a random variable representing the number of backups performed per iteration, we then define
our generalized Bellman operator as follows:
pLvqpsq 9“E
«
K´1ÿ
k“0
γkrpSk, Akq ` γ
KvpSKq
ˇˇˇˇ
ˇ S0 “ s,W , µ, v
ff
. (1)
By linearity and with Markov options, we can decompose L into a reward and a transition part. The
reward model b : S Ñ R underlying L is the discounted sum of rewards until termination, averaged
over all options:
bpsq 9“E
«
K´1ÿ
k“0
γkrpSk, Akq
ˇˇˇˇ
ˇ S0 “ s, v
ff
“ rσpsq ` γ
ÿ
s1
P7ps, s
1qbps1q , (2)
where σ and P7 are defined as follows:
σ pa | sq 9“
ÿ
w
µ pw | sqpiw pa | sq , P7ps, s
1q 9“
ÿ
w
µ pw | sq
ÿ
a
piw pa | sqP
`
s1
ˇˇ
s, a
˘
p1´ βwps
1qq .
The sharp 7 symbol here stands for “continuation”. Likewise, the transition model F : S Ñ pS Ñ
r0, 1sq has the following recursive form:
F ps, s1q 9“γPKps, s
1q ` γ
ÿ
s¯
P7ps, s¯qF ps¯, s
1q . (3)
where PKps, s
1q 9“
ř
w µ pw | sq
ř
a piw pa | sqP ps
1 | s, aqβwps
1q and K stands for “termination”.
The linear system of equations corresponding to the reward and transition models admits a solu-
tion given that the matrix I ´ γP7 is nonsingular (which we prove below):
b “ pI ´ γP7q
´1rσ, F “ pI ´ γP7q
´1pγPKq . (4)
The generalized Bellman operator L then becomes:
Lv “ b` Fv “ pI ´ γP7q
´1rσ ` γpI ´ γP7q
´1PKv . (5)
van Nunen and Wessels [1976] showed that the basic iterative methods such as the Gauss-Seidel,
Jacobi, Successive Overrelaxation, or Richardson’s variants [Puterman, 1994] of value iteration can
be obtained through different stopping time functions in an operator of the same form as (1), or
equivalently, as a linear transformation of an MDP into an equivalent one. This perspective was
leveraged by Porteus [1975] to derive better bounds by transforming an MDP into one which has
the same optimal policy but whose spectral radius is smaller. The idea that stopping time functions
(termination functions) lead to a transformation of an MDP is also what we just found by writing (1)
as (5). Using Porteus’ terminology, (5) in fact corresponds a pre-inverse transformation through the
reward and transition models b and F . The pre-inverse transform as well as the basic iterative meth-
ods can also be studied more generally via the notion of matrix splittings [Varga, 1962] developed
in the context of matrix iterative analysis.
2
4 Matrix Splitting
For A “ M ´ N P Rnˆn and provided that A and M are nonsingular, Varga [1962] showed
that the iterates xk`1 “ M
´1Nxk `M
´1b converge to the unique solution of the linear system
of equation Ax “ b. In the policy evaluation problem, we are working with the linear system of
equations pI ´ γPσqv “ rσ where σ is the target policy to evaluate. We now show that the reward
and transition models (4) precisely corresponds to the notion of a matrix splitting for the matrix
I ´ γPσ .
Theorem 1 (Matrix Splitting in the Gating Model). Let A 9“I ´ γPσ, M 9“I ´ γP7 and N 9“γPK,
then A “M ´N is a regular splitting.
Proof: M is an “M-matrix” (see chapter 6 of Berman and Plemmons [1979]). M-matrices have
the property of being inverse-positive, that is M´1 exists with M ě 0, fulfilling the definition of a
regular splitting (see def. 3.5 of Varga [1962])
Corollary 1. For the regular splitting of theorem 1,
1. ρpγpI ´ γP7q
´1PKq ă 1
2. The successive approximation method based on the generalized Bellman operator (5) con-
verges for any initial vector v0.
Proof: This follows directly from the fact that options induce a regular splitting through the operator
L in the gating model. See [Varga, 1962, Theorem 3.13] for a general proof.
Since a set of options and the policy over them induce a matrix splitting, a choice of options is in
fact a choice of algorithm for solving MDPs. An important property of an iterative solver, besides its
computational efficiency, is that it should converge to a solution of the original problem. We should
therefore ask ourselves whether the iterates corresponding to (5) converge to the true value function
underlying a given target policy. Theorem 2 shows that the successive approximation method in-
duced by a set of options and policy over them is consistent [Young and Rheinboldt, 1971] given
that the marginal action probabilities is equal to the target policy.
Theorem 2 (Consistency of Policy Evaluation in the Gating Model). The iterative method associ-
ated with the splitting (5)
vk`1 “ pI ´ γP7q
´1rσ ` γpI ´ γP7q
´1PKvk, k ě 0
is a consistent policy evaluation method in the gating model if the set of options and policy over
them is such that σ pa | sq “
ř
w µ pw | sqpiw pa | sq @a P A, s P S where σ is the target policy to
be evaluated.
Proof: Let vW,µ be the unique solution to the generalized Bellman equations (5), we have:
vW,µ “
`
I ´ γpI ´ γP7q
´1PK
˘´1
pI ´ γP7q
´1rσ
“
`
pI ´ γP7q
´1 ppI ´ γP7q ´ γPKq
˘´1
pI ´ γP7q
´1rσ
“ pI ´ γPσq
´1
rσ “ vσ
Therefore vW,µ is also the solution to the policy evaluation problem for the policy σ.
While many set of options can satisfy the marginal condition in the gating model, not all of them
would converge equally fast. Using comparison theorems for regular matrix splittings [Varga, 1962]
we can better understand the effect of modelling the world at different timescales on the asymptotic
performance of the induced algorithms.
Theorem 3 (Predict further, plan faster). In the gating model, if a set of options ĂW has the same
intra-option policies and policy over options with some other setW but whose termination functions
are such that β rwpsq ď βwpsq @w PW , s P S, then 0 ď ρpĂM´1 rNq ď ρpM´1Nq ă 1.
Proof: By theorem 1, the two sets of options induce a corresponding regular splitting. The claim
then follows from [Varga, 1962, Theorem 3.32] since rN ď N (componentwise):rNps, s1q ď γÿ
w
µ pw | sq
ÿ
a
piw pa | sq
ÿ
s1
P
`
s1
ˇˇ
s, a
˘
βwps
1q “ N .
3
Theorem 3 consolidates the idea that modelling the world over longer time horizons increases the
asymptotic rate of convergence. This also becomes apparent when writing (5) in the following form:
pI ´ γP7qv “ pI ´ γP7qv ` prσ ´ pI ´ γPσqvq
v “ v ` pI ´ γP7q
´1prσ ´ pI ´ γPσqvq (6)
Therefore, options enter the linear system of equations pI´γPσqv “ rσ through the preconditioning
matrixM [Saad, 2003] and yield the following transformed linear system of equations:
pI ´ γP7q
´1pI ´ γPσqv “ pI ´ γP7q
´1rσ (7)
As the options timescales increase and βwpsq “ 0 @w P W , s P S, then P7 “ Pσ and the solution
is obtained directly on the right hand side of (7). The corresponding generalized Bellman operator
also becomes Lp8qv 9“pI ´ γPσq
´1rσ and solves the original system in one iteration. On the other
hand, if the termination functions are such that the options terminate after only one step, we get
Lp0qv 9“rσ ` γPσv, the usual one-step Bellman operator T of the value iteration algorithm. Since
the spectral radius associated with matrix splitting methods is given by ρpM´1Nq, we also have the
following:
ρpM´1Nq “ ρpM´1pM ´Aqq “ ρ
`
I ´ pI ´ γP7q
´1pI ´ γPσq
˘
ď }I ´ pI ´ γP7q
´1pI ´ γPσq} .
This suggests that in terms of asymptotic performances, a good set of options should be such that it
induces a preconditioning matrixM that is close to I ´ γPσ in some sense but whose inverseM
´1
is easier to compute.
5 Call-and-Return Execution Model
The gating execution model assumed so far does not account for the notion of temporal commitment
provided by the call-and-return model. Since a choice of option is made at every step in the gating
model, the policy over option can be decoupled from the termination functions. This gives us the
ability to express the value function as the solution of a matrix splitting over states. However, it is
known [Sutton et al., 1999] that a set of options with call-and-return execution and an MDP induce
a semi-Markov Decision Process (SMDP), even in the case of Markov options. This means that
the trajectories over state and actions generated with options might no longer correspond to the
dynamics of a Markov process. Hence, the existence of an equivalent marginal policy σpa|sq in
theorem 2 cannot be guaranteed under the call-and-return model.
To restore the Markov property with call-and-return execution, the choice of option must be remem-
bered as part of the state. The resulting process defines a Markov chain in an augmented state space
over state-option pairs [Bacon et al., 2017]. This conditioning on both states and options is key to
the derivation of the Bellman-like expressions of Sutton et al. [1999] for the reward and transition
models of options. In the following, we show that the solution to these equations also yields a matrix
splitting.
Sutton et al. [1999] showed that the reward model of an option can be written recursively as:
bwpsq “
ÿ
a
piw pa | sq
«
rps, aq ` γ
ÿ
s1
P
`
s1
ˇˇ
s, a
˘
βwps
1qbwps
1q
ff
.
If we define rwpsq 9“
ř
a piw pa | sq rps, aq and Pw,7,ps, s
1q 9“
ř
a piw pa | sqP ps
1 | s, aq p1 ´ βwps
1q,
we can see that the fixed point of these equations is :
bw “
8ÿ
t“0
pγPw,7q
t
rw “ pI ´ γPw,7q
´1
rw .
Similarly, the transition model of an option also admits a set of Bellman-like equations of the form:
Fwps, s
1q “ γ
ÿ
a
piw pa | sq
ÿ
s¯
P ps¯ | s, aq
“
βwps¯qδs¯“s1 ` p1 ´ βwps¯qqFwps¯, s
1q
‰
,
whose fixed point can be written using the termination operator
Pw,Kps, s
1q 9“
ř
a piw pa | sqP ps
1 | s, aqβwpsq:
Fw “
8ÿ
t“0
pγPw,7q
t
pγPw,Kq “ pI ´ γPw,7q
´1
pγPw,Kq .
Therefore, withMw 9“I ´ γPw,7 and Nw 9“γPw,K we haveMw ´Nw “ I ´ γPpiw as a splitting.
4
6 Implications
Given the interpretation of options in terms of matrix splittings, and consequently as preconditioners,
it comes as no surprise that preconditioning methods share the same goals as options. Indeed in
both cases we seek a representation of the problem which is easier to solve than the original one.
As Herbert Simon wrote in his Sciences of the Artificial: “[...] solving a problem simply means
representing it so as to make the solution transparent” [Simon, 1969]. Hence, the problem of finding
good options or preconditioners is closely related to the representation learning problem [Minsky,
1961].
As with options, the design of general and fast preconditioners is a longstanding problem of numer-
ical analysis. In some cases, good preconditioners can be found when problem-specific knowledge
is available. However, manual design of preconditioners, and of options, quickly become a tedious
process for large problems or when only partial knowledge about the domain is available. This is
especially true in the context of reinforcement learning where the MDP is assumed to be unknown or
too large to manipulate directly. When solving a single problemwith options, it is also clear from the
connection with preconditioners that the initial setup cost and subsequent cost per preconditioned
iteration should not outweigh the cost associated with the original problem. This leads to a funda-
mental tension between the improvement effort per iteration and the number of overall iterations. In
our framework, this tension exists between the two poles Lp0q and Lp8q. While Lp8q has the fastest
convergence, it also is just as expensive as solving the original problem directly. This is a reminder
that modelling far comes with a cost: computational here but also statistical in the learning case. In
fact, the choice of timescale for options also falls under the same bias-variance tradeoff as for the
λ-operator [Kearns and Singh, 2000] with Lp0q mirroring the choice λ “ 0 and λ “ 1 for Lp8q.
Computational expenses associated with building preconditioners can be amortized throughout re-
lated problems. With options, this would corresponds to the typical case in which options are reused
to speed up learning and planning in a transfer or continual learning setting. Reusability of options
can take place for example when the transition structure remains fixed but the reward function on
the right-hand side of (7) changes. The accounting exercise necessary to justify the use of options in
a transfer setting was considered by Solway et al. [2014]. From a Bayesian perspective, the authors
showed that a particular kind of bottleneck options is in fact optimal when a learning system must
solve a series of related tasks. The idea of adapting the options structure to minimize the compu-
tational effort associated with solving a single task was also explored in Bacon and Precup [2015].
Using the bounded rationality framework, it was argued that options should primarily help compu-
tationally restricted adaptive systems: an idea which naturally fits with the preconditioning point of
view.
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