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F -STRUCTURES AND INTEGRAL POINTS ON SEMIABELIAN
VARIETIES OVER FINITE FIELDS
RAHIM MOOSA AND THOMAS SCANLON
Abstract. Motivated by the problem of determining the structure of inte-
gral points on subvarieties of semiabelian varieties defined over finite fields,
we prove a quantifier elimination result for certain modules over finite sim-
ple extensions of the integers given together with predicates for orbits of the
distinguished generator of the ring.
1. introduction
The Mordell-Lang conjecture asserts that for G a semiabelian variety over the
complex numbers, X ⊂ G a subvariety, and Γ ≤ G(C) a finitely generated subgroup
of the complex points, the set of points X(C) ∩ Γ is a finite union of cosets of
subgroups of Γ. This fails when C is replaced by a field of positive characteristic.
For example, suppose that X and G are defined over a finite field Fq and that
F : G → G is the corresponding Frobenius morphism. Let K := Fq(X) and let
Γ ≤ G(K) be the Z[F ]-submodule generated by γ := idX : X → X thought of as
an element of X(K). Then X(K)∩Γ contains the infinite set {Fnγ : n ∈ N}. If X
contains no translates of algebraic subgroups of G, then this fact already contradicts
the na¨ıve translation of the Mordell-Lang conjecture to positive characteristic.
Hrushovski salvages the Mordell-Lang conjecture in positive characteristic by
proving a function field version in which varieties defined over finite fields are treated
as exceptions to the general rule [2]. In this paper we generalize the rule so that
these varieties are no longer exceptional.
In the case that X is a curve, these Frobenius orbits are the only obstruction
to a clean statement of Mordell’s conjecture. Samuel showed that if C is a curve
of geometric genus at least two defined over a finite field, then for any finitely
generated field K extending the field of definition of C, the set of K-rational points
on C is a finite set of Frobenius orbits [4]. Continuing with the example at the
end of the first paragraph, suppose that Y = X +X also contains no translates
of infinite algebraic subgroups of G. This is the case, for example, when X is a
curve of genus at least three embedded into its Jacobian G = JX . Then Y (K) ∩ Γ
contains the set {Fmγ+Fnγ : n,m ∈ N}. We show in Section 7 of this paper that
to handle the general case of the Mordell-Lang problem for G defined over a finite
field we need only permit such sums of finitely many Frobenius orbits (together
with groups) into the description of X(K) ∩ Γ. It seems that the main step in
proving this result was to recognize the correct form of these intersections.
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The Mordell-Lang conjecture and related statements have model theoretic inter-
pretations. On the face of it, the Mordell-Lang conjecture in its original form may
be rephrased as The structure induced on a finitely generated subgroup of a semi-
abelian variety of the complex numbers from the field structure is weakly normal.
Moreover, as Pillay showed, the finitely generated group is actually stably embed-
ded. More precisely, if K is an algebraically closed field of characteristic zero and
Γ is a finitely generated subgroup of the K-points of some semiabelian variety over
K, then the theory of the structure (K,+,×,Γ) is stable and the formula “x ∈ Γ”
is weaky normal [3]. As observed by the second author in [6] this result implies a
version of uniformity for the Mordell-Lang conjecture.
The present paper addresses the question of determining the model theoretic
properties of the structure induced on Γ by (K,+,×,Γ), when K is an algebraically
closed field of positive characteristic and Γ is a finitely generated Frobenius submod-
ule of a semiabelian variety defined over a finite field. As certain infinite Frobenius
orbits may be definable in Γ, the induced structure cannot be weakly normal. How-
ever, we show that it is stable, and hence, as in Pillay [3], (K,+,×,Γ) is stable.
As a consequence of this analysis we obtain a uniform version of the Mordell-Lang
conjecture for semiabelian varieties over a finite field.
While the structure of integral points on semiabelian varieties defined over finite
fields serves as motivation, we perform our technical work in the abstract setting
of F -spaces. We work with a fixed finite simple extension R of Z, which we denote
by Z[F ], and a class of finitely generated R-modules which we call F -spaces (see
Section 2 for the formal definitions). For an F -space M , an F -subspace N ≤ M ,
a finite tuple a1, . . . , an ∈M , and positive integers δ1, . . . , δn; we associate the set
S(a, δ,H) := {
∑n
i=1 F
miδiai} +H . We call such sets F -sets, and prove quantifier
elimination and stability for F -spaces with predicates for these F -sets. The key
is a translation between properties of F -sets and of sets definable in the trivial,
strongly minimal structure (N, σ, 0) where σ is the successor operation.
Our collaboration on this paper began during the MSRI Model Theory of Fields
program during the Spring of 1998. Both authors thank MSRI for providing excel-
lent working conditions.
2. Set-Up and Statement of Results
Fix a unital ring R that is generated by a single distinguished element F ∈ R,
over the integers Z. We write R = Z[F ].
Definition 2.1. An F -space is a finitely generated R-module, M , such that
F∞M =
∞⋂
n=0
FnM
is finite. By an F -subspace of M , we mean an R-submodule H ⊂M , such that the
quotient module M/H is again an F -space.
Remark 2.2. For fixed R = Z[F ], the following observations are immediate con-
sequences of the definitions:
• The class of F -spaces is closed under taking products and passing to quotients
by F -subspaces.
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• The class of F -subspaces is closed under taking intersections, and products.
• The diagonal ∆ ⊂M2, and the graph of addition Σ ⊂M3, are F -subspaces.
• If H ⊂M is an F -subspace and π : M →M/H is the quotient map, then the
class of F -subspaces (of M and M/H) are closed under π and π−1.
Example 2.3. We describe our intended example. Fix G a semiabelian variety
over a finite field Fq of characteristic p > 0. The group variety G admits an
algebraic endomorphism F : G → G induced from the q-power Frobenius. Let
R = Z[F ] be the subring of the endomorphism ring of G generated by F . Now, let
K be a finitely generated regular extension field of Fq. If Γ ⊂ G(K) is a finitely
generated R-submodule of G(K), then as
F∞G(K) =
∞⋂
n=0
FnG(K) =
∞⋂
n=0
G(Kq
n
) = G(Fq),
we see that Γ is an F -space.
A particularly relevant case is when Γ is the set of rational or integral points on
G. More precisely, if G is an abelian variety, then G(K) is itself a finitely generated
group, and hence a finitely generated R-module. We could take Γ to be G(K). More
generally, for semiabelian varieties, we could take Γ to be G(R), where R ⊂ K is a
finitely generated ring extension of Fq.
The rather forced notion of an F -subspace in Definition 2.1 requires some expla-
nation. The problem is that a quotient of an F -space by an arbitrary submodule
need not be an F -space – we may lose control over the infinitely F -divisible points.
The following observation, however, gives us a class of examples (including our in-
tended example 2.3 above) where every finitely generated R-module is an F -space.
It is not hard to see that in this case, every R-submodule of an F -space will be an
F -subspace.
Proposition 2.4. Suppose R = Z[F ] is a finite extension of Z, F is not a zero-
divisor, and
⋂
n≥0
FnR = 0. Then every finitely generated R-module is an F -space.
Proof. Let M be a finitely generated R-module, and let N = F∞M . We wish
to show that N is finite. Let (F ) be the ideal in R generated by F , and let
π : R → R/(F ) be the quotient map. As N is finitely generated, and FN = N ,
Nakayama’s Lemma implies that there is an r ∈ R with rN = 0 and π(r) = 1.
We claim that r is not a zero-divisor. Indeed, suppose sr = 0 for some s 6= 0
in R. Then 0 = π(sr) = π(s)π(r) = π(s). Hence, s ∈ (F ). On the other hand, as
F∞R = 0, s = Fnt for some n ≥ 0 and t ∈ R \ (F ). Hence, Fntr = 0, and as F is
not a zero divisor, tr = 0. But then, as before, π(t) = 0, implying that t ∈ (F ) –
which is a contradiction.
It follows that I = (r) ∩ Z is a nonzero ideal of Z. Indeed, as R is a finite
extension of Z, r is integral over Z. The minimal polynomial of r over Z must have
a nonzero constant term, since r is not a zero-divisor. This constant term is visibly
in (r) ∩ Z. Hence Z/I is a finite ring, and R/(r), being a finitely generated Z/I-
module, is also finite. Finally, as r kills N , N is a finitely generated R/(r)-module
– and hence is itself finite.
Remark 2.5. If G and R = Z[F ] are as in Example 2.3, then R and F ∈ R satisfy
the conditions of Proposition 2.4. Indeed, the endomorphism ring of G, and hence
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R, is a finite extension of Z. Since F is injective on G it is not a zero-divisor.
Moreover, the only infinitely F -divisible element of R is the zero map. To see this,
choose a finitely generated field extending Fq, L, such that G(L) is Zariski dense
in G. Note that every endomorphism in R is defined over Fq, and hence over L. If
α ∈ F∞R, then αG(L) ⊂
⋂
n>0
FnG(L) = G(k), where k =
⋂
n>0
Lq
n
is a finite field.
Hence α takes a Zariski dense subgroup of G to a finite group, which implies that
α must be the zero map.
Fix R = Z[F ] and an F -space M . We are interested in subsets of M that are
obtained as sums of orbits of points under powers of F . In order to include 0 in
any such orbit, we let N∗ = N∪ {−∞}, and use the convention that F−∞a = 0 for
all a ∈M .
Definition 2.6. Suppose M is an F -space, a = (a1, . . . , an) is a tuple from M ,
and δ = (δ1, . . . , δn) is a tuple from N with each δi > 0.
1. A set of the form S(a; δ) = {
n∑
i=1
F δimiai : (m1, . . . ,mn) ∈ N
n
∗} is called a basic
groupless F -set.
2. A basic F -set is a set of the form S(a; δ)+H where S(a; δ) is a basic groupless
F -set in M and H is an F -subspace of M .
A groupless F -set is a finite union of translates of basic groupless F -sets. An F -set
is a finite union of translates of basic F -sets.
Remark 2.7. If a ∈M and δ ∈ N, then S(a; δ) is just the F δ-orbit of a in M . In
the case that δ1 = · · · = δn = δ, we use the abbreviation S(a; δ) instead of S(a; δ).
Notice that in general, if S(a; (δ1, . . . , δn)) is a basic groupless F -set, then by taking
δ to be the least common multiple of the δ′is, we get that S(a; (δ1, . . . , δn)) is a finite
union of basic groupless F -sets of the form S(a′; δ). That is, up to finite unions,
we can take all the δ′is to be the same.
Definition 2.8. An F -structure is a pair (M,S) where M is an F -space and S =⋃
n≥0 Sn, where Sn is the collection of all F -sets in M
n. We view (M,S) as a first
order structure in the language of F -sets – that is, where there is a predicate for
each member of S.
Here are the main results of this paper:
Theorem A. The theory of an F -structure admits quantifier elimination and is
stable (Theorems 5.14 and 6.6, respectively).
Based on an argument of the second author, we obtain the following version of
Mordell-Lang for semiabelian varieties over finite fields (this is Theorem 7.9). Fix
Γ ⊂ G(K) as in Example 2.3.
Theorem B. If X ⊆ G is a closed subvariety, then X ∩ Γ is an F -set. The basic
F -sets that appear have the form S(a1, . . . , an; 1) + (H ∩ Γ) for some algebraic
subgroup H ≤ G over Fq and points a1, . . . , an ∈ Γ.
Combining these, we are able to conclude (this is Corollary 7.10):
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Theorem C. If U is an algebraically closed field extending K, then the theory of
(U ,+,×,Γ) is stable.
As an application of our analysis, we also obtain the following uniform version
version of Theorem B (this is Corollary 7.11):
Theorem D. Suppose {Xb}b∈B is an algebraic family of closed subvarieties of G.
Then there are basic groupless F -sets T1, . . . , Tm ⊆ Γ and algebraic subgroups
H1, . . . , Hm ≤ G over Fq, such that for any b ∈ B there is an I ⊆ {1, . . . ,m}
and points (γi)i∈I from Γ, such that
Xb ∩ Γ =
⋃
i∈I
γi + Ti + (Hi ∩ Γ).
One final comment. A careful inspection of the proof of Theorem A would yield
quantifier elimination and stability in certain restricted languages. For example,
suppose A =
⋃
n≥0
An, where An is a collection of F -subspaces of Mn, such that
(M,A) is an abelian structure admitting quantifier elimination. That is, A contains
0, M , the diagonal ∆ ⊂ M2, and the graph of addition Σ ⊂ M3; and A is closed
under taking products, intersection, and coordinate projections. For each n ≥ 0,
denote by SAn the set of all F -sets in Mn where the F -subspaces that appear
come from An; and let SA =
⋃
n≥0
SAn. We say that (M,SA) is the F -structure on
(M,A). It will follow from our proofs of Theorems 5.14 and 6.6, that Th(M,SA)
admits quantifier elimination and is stable.
Example 2.9. Let Γ ≤ G(K) be as in Example 2.3. We may regard Γ as an
abelian structure by taking as basic definable subgroups of Γn those groups of the
form H ∩ Γn for H ≤ Gn an algebraic subgroup. As H ∩ Γn = (H ∩ Γn) ∩ Γn, we
need only consider those algebraic subgroups which are defined over K. As every
algebraic subgroup of Gn is defined over Falgq and as K ∩ F
alg
q = Fq, we need only
consider those algebraic subgroups which are defined over Fq. As such, we see that
these basic definable groups are Z[F ]-submodules of Γn. By Proposition 2.4 and
Remark 2.5, they are in fact F -subspaces of Γn. We obtain An by closing off under
coordinate projections Γm+n → Γn. Thus An is a collection of F -subspaces of Γn,
and letting A =
⋃
n≥0
An, we have that (Γ,A) is an abelian structure that admits
quantifier elimination. The F -structure (Γ,SA) on (Γ,A), will then also admit
quantifier elimination and be stable.
3. Definability in N∗ and Groupless F -sets
Recall that N∗ = N ∪ {−∞}. We also declare: for all m ∈ N∗ and δ ∈ N,
m(−∞) = m+ (−∞) = −∞; −∞ < δ, and −∞ ≡ mmod δ.
We view N∗ as a structure in the language L∗ where there are constant symbols
for 0 and −∞, a function symbol σ for the successor function, and unary predicates
Pδ(x) that signify “x ≡ 0mod δ”, for each 0 < δ ∈ N. When working with groupless
F -sets, one is lead to consider certain distinguished classes of definable sets in the
structure (N∗, σ, 0,−∞, (Pδ)δ>0).
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Definition 3.1. By an equation in L∗ we mean a formula of the form X = σr(Y ),
X = p, or X = qmod δ; where X and Y are (singleton) variables, r ∈ N, p, q ∈ N∗,
and δ ∈ N is positive.
• A variety in Nn∗ , is a solution set to finitely many equation in the variables
X1, . . . Xn.
• A translate of a variety is called a basic set.
• A closed set is a finite union of basic sets.
Remark 3.2. Note that while varieties are closed under taking intersections, they
are not closed under projections. The class of basic sets, on the other hand, is
closed under intersections, translations, and projections. The closed sets can also
be described as the projections of positive quantifier-free definable sets.
It is convenient to work with a single congruence predicate at a time. Given
δ > 0, we let Lδ ⊂ L∗ be the finite sublanguage consisting of Pδ(x) together with
σ, 0, and −∞. We say that B ⊂ Nn∗ is a δ-variety if it is a variety given by equations
only involving congruence modulo δ. Similarly for δ-basic and δ-closed sets. We
gather some facts about definable sets in (N∗, σ, 0,−∞, Pδ), for future use.
Lemma 3.3. Fix a positive integer δ.
(a) The structure (N∗, σ, 0,−∞, Pδ) is of Morley rank one.
(b) Every Lδ-definable set is a finite boolean combination of δ-varieties.
(c) If B and C are δ-varieties, with C a proper subset of B, then either RM(C) <
RM(B) or dM(C) < dM(B).
(d) Suppose {Xr : r ∈ N
m
∗ } is a uniformly L
δ-definable family of definable subsets
of Nn∗ . There is a finite union of δ-varieties, B ⊂ N
m+n
∗ , such that for all
r ∈ Nm∗ for which Xr is nonempty, Xr ⊂ Br, RM(Xr) = RM(Br), and
dM(Xr) = dM(Br).
Proof. First of all, we deal with the case of δ = 1. Part (a) follows from the fact
that (N, σ, 0) is strongly minimal; and part (b) from the fact that (N, σ, 0) admits
quantifier elimination even when the function σ is replaced by its graph. For part
(c), notice that every variety in (N∗, σ, 0,−∞) is of Morley degree 1, and that a
proper subvariety is of strictly smaller Morley rank.
Consider part (d) (still in the case of δ = 1)). Suppose φ(x, y) is a formula
such that for all r ∈ Nm∗ , φ(r, y) defines Xr. Using part (b), φ(x, y) is a boolean
combination of equations. Putting this in normal form, and then working with each
disjunct at a time, we may assume that φ(x, y) is a conjunction of equations and
inequations. That is, φ(x, y) defines a set of the form B \C, where B ⊂ Nm+n∗ is a
variety and C ⊂ Y is a finite union of varieties. For each r ∈ Nm∗ , Xr = Br \ Cr.
Visibly, Br is again a variety, and so, as we pointed out above, Cr is of strictly
smaller Morley rank than that of Br (assuming that Xr is nonempty). Hence,
RM(Xr) = RM(Br), and they are both of degree 1. This completes the proof of
the lemma in the case of δ = 1.
Now suppose that δ > 0 is arbitrary. For each 0 ≤ i < δ, let ∆i ⊂ N∗ be
the set of points that are equivalent to imod δ. Then N∗ =
⋃
i∆i, and by our
conventions, ∆i ∩ ∆j = {−∞} for i 6= j. Moreover, each ∆i is a δ-variety. The
induced Lδ-structure on ∆i is exactly (∆i, σδ, i,−∞) – which is a definable copy
of (N∗, σ, 0,−∞). It is now not hard to see that the lemma follows from the case
of (N∗, σ, 0,−∞) dealt with above.
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For the rest of this section, we fix an F -space M .
Definition 3.4. Fix a = (a1, . . . , an) ∈Mn. We will use the following notation:
1. For B ⊂ Nn∗ ,
FBa = {
n∑
i=1
F biai : (b1, . . . , bn) ∈ B} ⊂M.
2. For r = (r1, . . . , rn) ∈ Nn∗ ,
F ra =
n∑
i=1
F riai ∈M.
3. For r, s ∈ Nn∗ , r is a-equivalent to s, written r ∼a s, if F
ra = F sa.
4. For b ∈M ,
loga b = {r : b = F
ra} ⊂ Nn∗ .
Remark 3.5. The set loga b describes the ways in which b can be written as sums
of iterates of F applied to a1, . . . , an. Note that ∼a is an equivalence relation and
that B ⊂ Nn∗ is an a-equivalence class if and only if B = loga b for some b ∈M .
It is not hard to see that if B is closed, then FBa is a groupless F -set. For
example, suppose B is a variety of one of the following forms:
I Nt∗ × {p} × N
n−t−1
∗ , for some p ∈ N∗.
II {(m1, . . . ,mn) ∈ Nn∗ : ms = σ
r(mt)}, for some r ∈ N.
III {(m1, . . . ,mn) ∈ Nn∗ : mt ≡ qmod δ}, for some q ∈ N∗ and δ ∈ N positive.
Then FBa is a translate of a basic groupless F -set of the form (respectively):
I F pat + S((a1, . . . , at−1, at+1, . . . , an); 1)
II S((a1, . . . , as−1, F
ras + at, as+1, . . . , at−1, at+1, . . . , an); 1)
III S((a1, . . . , at−1, F
qat, at+1, . . . , an); (1, . . . , δ, . . . , 1))
Moreover, if B2 = r +B1 then
FB2(a1, . . . , an) = F
B1(F r1a1, . . . , F
rnan).
Finally, if B =
l⋃
i=1
Bi ⊂ N
n
∗ , then F
Ba =
l⋃
i=1
FBia. In fact we have:
Lemma 3.6. A subset S ⊂ M is a groupless F -set if and only if it is of the form
FBa for some tuple a ∈Mn and closed B ⊂ Nn∗ .
Proof. It is clear from the above discussion, that if B is closed then FBa is a
groupless F -set. Now suppose S ⊂ M is a groupless F -set. If it is a basic
groupless F -set of the form S(a; δ), then S = FBa, where B is the variety set
{(r1, . . . , rn) : ri ≡ 0mod δi}. If S = c+ FBa, with B closed, then we can write S
as F (0×B)(c, a). Finally, suppose S = FB1a ∪ FB2b. Let
B′1 = B1 × {−∞}× · · · × {−∞}
and
B′2 = {−∞}× · · · × {−∞}×B2,
where the number of −∞’s that we have attached corresponds to the arity of a and
b respectively. Let c be the concatenation of a and b. Then S = F (B
′
1∪B
′
2)c, and we
see that every groupless F -set is of this form.
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As in the case of closed sets, there is a relationship between arbitrary definable
sets in N∗ and finite boolean combination of groupless F -sets in M . However, in
order to see this correspondence, we need to consider a-equivalence.
Proposition 3.7. Suppose a ∈Mn. For all b ∈M , loga b ⊂ N
n
∗ is closed.
The proof of Proposition 3.7 is somewhat technical and we delay it for the time
being. In Theorem 4.3 below, we will not only prove that loga b is closed, but we
will also describe how the set varies with b.
Corollary 3.8. Suppose a ∈Mn. Then a-equivalence is a (closed) definable equiv-
alence relation in N∗.
Proof. Notice that r ∼a s if and only if F ra − F sa = 0. Letting a
′ ∈ M2n be the
tuple (a,−a), this is equivalent to (r, s) ∈ loga′ 0. By Proposition 3.7, loga′ 0 is a
closed set.
Proposition 3.9. Suppose M is an F -space, a ∈ Mn, and Y ⊂ Nn∗ is definable.
Then FY a is a finite boolean combination of groupless F -sets. Conversely, if U is
a finite boolean combination of groupless F -sets, then for some tuple a ∈Mn, and
definable Y ⊂ Nn∗ , U = F
Y a.
Proof. Suppose Y ⊂ Nn∗ is definable and let δ > 0 be such that Y and ∼a are
Lδ-definable. Working in the language Lδ, we proceed by induction on the Morley
rank of Y . The case of RMY = 0 is trivial. Let r = RMY > 0. Taking finite
unions we may assume that the Morley degree of Y is 1. By Lemma 3.3, Y is
contained in a δ-closed set B of Morley rank r and Morley degree 1. (In fact, this
is a special case of part (d) of that lemma; we are considering a single definable
set rather than a family of them.) It follows that Y = B \ C, where C ⊂ B is an
Lδ-definable set of Morley rank strictly less than r.
Let D ⊂ C be the set of all r ∈ C such that if s ∈ B with s ∼a r, then s ∈ C.
Then FY a = FBa \ FDa. Note that D is Lδ-definable, and as it is contained in
C, it is also of Morley rank strictly less than r. By induction, FDa is a boolean
combination of groupless F -sets. As B is δ-closed, we already know that FBa is a
groupless F -set. Hence, FY a is a boolean combination of groupless F -sets.
For the converse, it is suffcient to show that if a ∈Mn and C ⊂ B are closed sets
in Nn∗ , then F
Ba \ FCa = FY a for some definable set Y ⊂ Nn∗ . Indeed, Y will be
the set of all r ∈ B such that for no s ∈ C is r ∼a s. This is visibly definable.
Suppose G ⊂M is an F -subspace and π : M →M/G is the quotient map. From
the definition of F -sets it is clear that the image or preimage of an F -set under
π is again an F -set. Moreover, as π−1 respects boolean operations, finite boolean
combinations of F -sets are also preserved under π−1. To show that such boolean
combinations are preserved under π amounts to quantifier elimination for (M,S),
and will take some work. However, for groupless F -sets, the situation is now much
easier:
Corollary 3.10. Suppose G ⊂ M is an F -subspace and π : M → M/G is the
quotient map. The image under π of a boolean combination of groupless F -sets is
again a boolean combination of groupless F -sets.
Proof. By Proposition 3.9, U = FY a where a ∈Mn and Y ⊂ Nn∗ is definable. But
then, πU = FY (πa), which, by the proposition again, is a boolean combination of
groupless F -sets.
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We introduce a usefull subclass of the quantifier-free definable sets that behave
very much like F -sets but give us greater flexibility.
Definition 3.11. Suppose M is an F -space. A generalised F -set is a finite union
of sets of the form V + G where V is a boolean combination of groupless F -sets
and G is an F -subspace of M .
Remark 3.12. Generalised F -sets are quantifier-free definable – that is, they are
boolean combinations of F -sets. Indeed, if V + G ⊂ M is as above, and π is
reduction modulo G, then V + G = π−1(πV ). Now by Corollary 3.10, πV is a
boolean combination of groupless F -sets. Hence V + G is a boolean combination
of F -sets.
Proposition 3.13. The class of generalised F -sets is preserved under taking unions,
intersections, and images/preimages of quotient maps.
Proof. For unions, this is part of the definition. Let us deal with images and
preimages of projections. Suppose π : M → M/G is the quotient map where G is
an F -subspace ofM . Since π and π−1 commute with unions, and as the class of F -
subspaces is closed under π and π−1, we need only consider boolean combinations
of groupless F -sets. But by Corollary 3.10, if V ⊂ M is such, then πV is again
a boolean combination of groupless F -sets. On the other hand if V ⊂ M/G is a
boolean combination of groupless F -sets, then write V = FY a, with a a tuple from
M/G and Y a definable set from N∗. Then π
−1(V ) = FY b+G, for any b from M
whose reduction modulo G is a. This is a generalised F -set.
Now for intersections. Given tuples a, b from M , definable sets X,Y from N∗,
and F -subspacesH,G, we need to show that (FXa+G)∩(FY b+H) is a generalised
F -set. We deal with cases seperately:
Case 1: G = 0 and FY b = 0. In this case we have that FXa ∩H = FZa where
Z = logπa 0∩X , where π denotes reduction modulo H . As Z is definable, F
Xa∩H
is a boolean combination of groupless F -sets.
Case 2: FY b = 0. Letting π be the reduction modulo G ∩ H map, we see
that (FXa + G) ∩ H = π−1[(π(FXa) + πG) ∩ πH ]. Hence we may assume that
G ∩H = 0. Moreover, (FXa+G) ∩H = [(FXa ∩ (G +H)) +G] ∩H . By case 1,
FXa∩ (G+H) is a boolean combination of groupless F -sets. Hence, we may work
entirely inside G + H – that is, we may assume that M = G + H . But by these
reductions, G+H = G⊕H , so we have a projection map η : G+H → H . Moreover,
(FXa + G) ∩ H = η(FXa), which we already know is a boolean combination of
groupless F -sets.
Case 3: The general case. Note that (FXa+G) ∩ (FY b+H) is the projection
onto the first coordinate of [(FXa+G)× (FY b+H)]∩∆ where ∆ is the diagonal.
On the other hand, it is not hard to see that (FXa + G) × (FY b +H) is again a
generalised F -set. Intersecting with the diagonal – which is an F -subspace – gives
us another generalised F -set, by case 2. So (FXa+G)∩(FY b+H) is the projection
of a generalised F -set and hence is also a generalised F -set.
Remark 3.14. The above arguments also show that the class of F -sets is preserved
under intersections (we already know that they are preserved under unions and
images/preimages of quotient maps). Indeed, an F -set is a union of sets of the
form FBa + G where B is a closed set from N∗ and G is an F -subspace of M .
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Using the fact that the log sets are closed (and not just definable), it is not hard
to see that the proof of the above proposition also works for this class.
4. Uniform Definability of Logarithmic Equivalence
Fix an F -spaceM . In this section, we aim to give a uniform description of sets in
N∗ of the form loga b, which will in particular prove Proposition 3.7. In order to do
so, it is convenient to introduce additional terminology that distinguishes certain
kinds of translates of basic sets in N∗:
Definition 4.1. Suppose B ⊂ Nn∗ is closed. A tuple r ∈ N
n is called disjoint from
B if for all i ≤ n, if the ith coordinate of r is nonzero then every element of B has
zero as its ith coordinate. In this case, we write r⊕B to mean the translate r+B.
We call r ⊕B a disjoint translate of B.
The purpose of introducing disjoint translates is that if B ⊂ Nn∗ is closed and
r ⊕ B is a disjoint translate of B, then we have a particularly simple description
of F (r⊕B)a in terms of FBa. Let IB ⊂ {1, . . . n} be the set of indices i such that
some element of B has a nonzero ith coordinate. We associated to B a canonical
contraction, denoted by B◦, that is obtained from B by replacing the jth coordinate
of every element of B with −∞, for all j /∈ IB . Let r
◦ be obtained from r by
replacing the ith coordinate of r with −∞ for all i ∈ IB . It is not hard to see that
F (r⊕B)a = F r
◦
a+ FB
◦
a.
Notice that FB
◦
a does not depend on r, only the point by which FB
◦
a is being
translated does. That is, as you disjoint translate a closed set, the groupless F -sets
you obtained only vary by translation.
Another advantage of disjoint translates is that they form a uniformly definable
family of sets. Suppose B ⊂ Nn∗ is definable. Let C be the set of r ∈ N
n
∗ such that
r is disjoint from B. Then,
{r ⊕B : r ∈ C}
is a uniformly definable family of basic sets parameterised by C. Notice that since
we do not have “+” in our language L∗, arbitrary translations of a definable set
do not form a uniformly definable family. The following lemma says that every
unformly definable family of varieties is essentially of this form.
Lemma 4.2. Suppose V ⊂ Nm+n∗ is a variety. There is a variety W ⊂ N
n
∗ such
that for all r ∈ Nm∗ , Vr is either empty or a disjoint translate of W .
Proof. Let us useX1, . . . , Xm, Y1, . . . , Yn as coordinate variables for N
m+n
∗ . Arrange
the variables so that for some 1 ≤ ℓ ≤ n the equations defining V imply a condition
of the form Yi = σ
t(Xj) or Xj = σ
t(Yi) for some j ≤ m, if and only if i ≤ ℓ. It
follows that as r ∈ Nm∗ varies the last n− ℓ coordinates of Vr remain fixed. Indeed,
we have that Vr = s×W
′, where s ∈ Nm+ℓ∗ varies with r and W
′ ⊂ Nn−ℓ∗ is a fixed
variety. Then W = {0}m+ℓ ×W ′ satisfies the conclusion of part (d).
In any case, we aim to prove the following:
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Theorem 4.3. Suppose a = (a1, . . . , an) ∈ Mn. There exist basic sets B1, . . . , Bl
in Nn∗ , such that for all b ∈ M , there is some J ⊂ {1, . . . , l}, and for each j ∈ J
there is some rj ∈ Nn∗ disjoint from Bj, such that
loga b =
⋃
j∈J
(rj ⊕Bj).
We will proceed via a series of lemmas. The main technical tool will be the
following valuation on M . Let M◦ =
⋃
n kerF
n. Note that since M is finitely
generated as an R-module, so is M◦, and hence M◦ = kerFN for some N ≥ 0.
For each i ≥ 0, let Mi = M◦ + F iM . These are the points that are F i divisible
modulo M◦. We obtain a filtration of M , and define Mω to be the intersection of
this descending chain of R-submodules:
M0 =M ⊃M1 ⊃M2 ⊃ · · · ⊃Mω =
∞⋂
n=0
Mn
This in turn induces a valuation on M , v : M → ω + 1, given by v(x) ≥ n if and
only if x ∈Mn.
Lemma 4.4. For all x ∈M , v(Fx) = 1 + v(x).
Proof. This is clear if v(x) = ω (i.e., if x ∈ Mω). Assume v(x) = m < ω. Let
y ∈M and δ ∈M◦ be such that x = Fmy+ δ. Then Fx = Fm+1y+Fδ, and hence
v(Fx) ≥ m+1. Now suppose that v(Fx) > m+1. That is, there exists z ∈M and
γ ∈ M◦, such that Fx = Fm+2z + γ. Hence Fm+1y + Fδ = Fm+2z + γ, and so
Fm+1(y−Fz) ∈M◦. Clearly, this implies that y−Fz ∈M◦. That is, y = Fz+α
for some α ∈M◦. It follows that x = Fm+1z + δ + Fα ∈Mm+1, contradicting the
fact that v(x) = m.
Lemma 4.5. Suppose a1, . . . , an ∈ M \Mω. If k1, . . . , kn ∈ N satisfy kj − k1 >
v(a1) for all j > 1; then, v(
∑n
i=1 F
kiai) = k1 + v(a1).
Proof. Notice that for each j > 1,
v(F kjaj) = kj + v(aj) > k1 + v(a1) + v(aj) ≥ k1 + v(a1) = v(F
k1a1).
The lemma now follows from the fact that the valuation of a sum is the unique
minimum valuation of the summands (if such a unique minimum exists).
The following lemma is the main technical step toward proving Theorem 4.3.
Lemma 4.6. Suppose a1, . . . , an ∈ M \Mω. There exists N > 0 such that for all
p ≤ n, k1 < · · · < kn, and l1, . . . , lp from N satisfying
(a) k1 > N and ki − ki−1 > N for all 1 < i ≤ n; and,
(b) li > N , and |li − lj| > N for all i 6= j from {1, . . . , p};
if
n∑
i=1
F kiai = (
p∑
i=1
F liai)modMω,
then for some permutation σ of {1, . . . , p}, and for each i ≤ p,
F lσ(i)aσ(i) − F
kiai ∈Mω.
In particular, p = n and ki + v(ai) = lσ(i) + v(aσ(i)) for all i ≤ n.
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Proof. We first explain how the “in particular” clause follows from the main con-
clusion of the lemma. By the hypothesis of the lemma,
n∑
i=p+1
F kiai =
p∑
i=1
(F lσ(i)aσ(i) − F
kiai)modMω.
The main conclusion of the lemma thus implies that
∑n
i=p+1 F
kiai ∈ Mω. By
Lemma 4.5, if p < n then this sum has value kp+1 + v(ap+1), and hence cannot be
inMω. It must therefore be that p = n. Also, F
lσ(i)aσ(i)−F
kiai ∈Mω implies that
the two summands must have the same value, that is ki + v(ai) = lσ(i) + v(aσ(i)).
We now begin to prove the lemma itself. Let m = max{v(ai) : i ≤ n} and
N = max{m, v(Fm−v(ai)ai − F
m−v(aj)aj) : F
m−v(ai)ai − F
m−v(aj)aj /∈Mω}.
Suppose k1, . . . , kn, l1, . . . , lp satisfy the hypotheses of the Lemma, and let σ be a
permutation of {1, . . . , p} so that lσ(1) < · · · < lσ(p).
We proceed by induction on i ≤ p, dealing first with the case of i = 1. Assume
F lσ(1)aσ(1) − F
k1a1 /∈ Mω and seek a contradiction. Note that by Lemma 4.5, our
choice of N , and our choice of σ, we already know that k1+v(a1) = lσ(1)+v(aσ(1)).
Using this we compute:
F lσ(1)aσ(1) − F
k1a1 = F
lσ(1)+v(aσ(1))−m(Fm−v(aσ(1))aσ(1))− F
k1a1
= F k1+v(a1)−m(Fm−v(aσ(1))aσ(1))− F
k1a1
= F k1+v(a1)−m(Fm−v(aσ(1))aσ(1) − F
m−v(a1)a1)
Evaluating both sides we get that
v(F lσ(1)aσ(1) − F
k1a1) = k1 + v(a1)−m+ v(F
m−v(aσ(1))aσ(1) − F
m−v(a1)a1).
Now, since we are assuming that F lσ(1)aσ(1) − F
k1a1 /∈Mω this gives
v(F lσ(1)aσ(1) − F
k1a1) ≤ k1 + v(a1)−m+N < k2 + v(a1)−m ≤ k2
If p = 1, then as
n∑
i=2
F kiai = (F
lσ(1)aσ(1) − F
k1a1)modMω, we have that
k2 + v(a2) = v(F
lσ(1)aσ(1) − F
k1a1) < k2,
which is a contradiction. So we may assume that p ≥ 2. In this case, we have that
k1 + v(a1)−m+N = lσ(1) + v(aσ(1))−m+N ≤ lσ(1) +N < lσ(2),
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and so v(F lσ(1)aσ(1) − F
k1a1) is also strictly bounded by lσ(2). On the other hand,
for some c ∈Mω
k2 + v(a2) = v(
n∑
j=2
F kjaj)
= v(−F k1a1 +
n∑
j=1
F kjaj)
= v(c− F k1a1 +
p∑
j=1
F lσ(j)aσ(j))
= v(c+ F lσ(1)aσ(1) − F
k1a1 +
p∑
j=2
F lσ(j)aσ(j))
By Lemma 4.5, v(
p∑
j=2
F lσ(j)aσ(j)) = lσ(2) + v(aσ(2)). As v(F
lσ(1)aσ(1) − F
k1a1) is
strictly less than lσ(2), we again have the contradiction
k2 + v(a2) = v(F
lσ(1)aσ(1) − F
k1a1) < k2.
This proves that F lσ(1)aσ(1) − F
k1a1 ∈ Mω. Moreover, if p ≥ 2 then we have
actually shown that k2 + v(a2) = lσ(2) + v(aσ(2)).
Fixing i ≤ p, our induction hypothesis is that (F lσ(s)aσ(s) − F
ksas) ∈ Mω, for
all s < i, and that ki + v(ai) = lσ(i) + v(aσ(i)). If p = i = n, then we are done.
Assuming (F lσ(i)aσ(i)−F
kiai) /∈Mω we get, using exactly the same computations
as for i = 1, that v(F lσ(i)aσ(i) − F
kiai) is strictly bounded by ki+1; and if p > i,
also by lσ(i+1). If p = i, then as
n∑
j=i+1
F kjaj =
p∑
s=i
(F lσ(s)aσ(s) − F
ksas)modMω,
and as (F lσ(s)aσ(s) − F
ksas) ∈Mω, for all s < i, we have the contradiction
ki+1 + v(ai+1) = v(F
lσ(i)aσ(i) − F
kiai) < ki+1.
So we may assume that p > i. Similarly to the i = 1 case, we have for some c ∈Mω,
ki+1 + v(ai+1) = v(c+
i∑
s=1
(F lσ(s)aσ(s) − F
ksas) +
p∑
j=i+1
F lσ(j)aσ(j))
By induction (F lσ(s)aσ(s) − F
ksas) ∈Mω, for all s < i. Since
v(F lσ(i)aσ(i) − F
kiai) < lσ(i+1) ≤ v(
p∑
j=i+1
F lσ(j)aσ(j))
we still have that ki+1 + v(ai+1) = v(F
lσ(i)aσ(i) − F
kiai) and the contradiction
ki+1 + v(ai+1) < ki+1 still follows. This proves Lemma 4.6.
The following lemma is a special case of Theorem 4.3.
Lemma 4.7. Suppose a1, . . . , an ∈Mω. Then there exists a finite sequence of basic
subsets of Nn∗ , B1, . . . , Bl, such that for all b ∈ M , there is some J ⊂ {1, . . . , l}
such that loga b =
⋃
j∈J Bj.
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Proof. Let us first deal with the case when each ai ∈ F∞M . Note that F is injective
on F∞M , since
⋃
i kerF
i is the kernel of some fixed power of F . Let δ > 0 be such
that F δai = ai for all i ≤ n (such a δ exists since F
∞M is finite). So for all m ∈ N∗,
Fmai = F
(m′δ+r)ai = F
rai where r ∈ N∗ is strictly less than δ and m′ ∈ N∗ (if
m = −∞ then set m′ = 0 and r = −∞). Hence, if m ∈ loga b, then there exists
r◦ ∈ loga b each of whose coordinates are strictly less than δ, and m
′ ∈ Nn∗ , such
that m = m′(δ, . . . , δ) + r◦. Moreover, for all m
′ ∈ Nn∗ , m
′(δ, . . . , δ) + r◦ ∈ loga b.
That is, B(r◦) = r◦ + {n ∈ Nn∗ : n ≡ 0mod δ} is contained in loga b. Note that
B(r◦) is a basic set. Now, the collection {B(r)} as r varies among all n-tuples
each of whose coordinates are strictly less than δ, is finite (independently of b) and
covers all of Nn. It folows that loga b is equal to the union of some of these B(r)’s;
and we have proved the lemma in this case.
Now consider the general case (where each ai is only assumed to be in Mω). Let
N1 ∈ N be such that M◦ = kerFN1 . Note that for all a ∈ Mω, FN1a ∈ F∞M .
Fixing i ≤ n and r < N1, the set of elements m ∈ loga b satisfying mi = r can be
described as the set of all
(m1, . . . ,mi−1, r,mi+1, . . . ,mn) ∈ N
n
∗
such that
(m1, . . . ,mi−1,mi+1, . . . ,mn) ∈ loga′(b− F
rai),
where a′ = (a1, . . . , ai−1, ai+1, . . . , an). For the case n = 1 this is just the singleton
{r} (a basic set). Otherwise, we proceed by induction. The induction hypothesis
applied to a′ describes loga′(b − F
rai) as a union of translates of basic subsets of
Nn−1∗ chosen from a finite collection that depends only on a
′ (and hence only on
a). It should be clear how we obtain the elements of loga b whose ith coordinates
are r as translates of copies of these sets in Nn∗ . Since there are only finitely many
possible values for i and for r – independent of b – we are left to consider only
those elements of loga b where mi ≥ N1 for all i ≤ n. But this latter set is equal to
(N1, . . . , N1) + loga′′ b, where a
′′ = (FN1a1, . . . , F
N1an). As each F
N1ai ∈ F∞M ,
we have already proved the desired conclusion for loga′′ b. This completes the proof
of Lemma 4.7.
Finally we are in a position to prove Theorem 4.3 itself (and hence, in particular,
Proposition 3.7). Let us restate the Theorem: Suppose a = (a1, . . . , an) ∈ Mn.
There exist basic sets B1, . . . , Bl in N
n
∗ , such that for all b ∈ M , there is some
J ⊂ {1, . . . , l}, and for each j ∈ J there is some rj ∈ Nn∗ disjoint from Bj, such
that
loga b =
⋃
j∈J
(rj ⊕Bj).
Proof. Arrange the indices so that a1, . . . , at /∈ Mω and at+1, . . . , an ∈ Mω. We
proceed by induction on t. The case t = 0 is taken care of by Lemma 4.7. Now
suppose that 0 < t ≤ n, and fix b ∈ M . We will describe loga b making sure that
the data that appears in this description are independent of b.
Let N be the bound given by Lemma 4.6 applied to a1, . . . , at. We can divide
loga b canonically into the following disjoint pieces:
1. loga b
♯: the set of those m ∈ loga b for which mi and |mi − mj | are either
greater than N or equal to −∞, for all i, j ≤ t.
2i,r. {m ∈ loga b : mi = r}, for fixed i ≤ t and 0 ≤ r ≤ N .
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3i,j,r. The set of tuples in {m ∈ loga b : mj = mi + r} all of whose coordinates are
greater than N , for fixed i < j ≤ t and 0 ≤ r ≤ N .
We will analyse these pieces of loga b separately, and in the order presented above.
Fixing m ∈ loga b
♯, we may rearrange indices so that m1, . . . ,mp are not −∞
and mp+1 = · · · = mt = −∞. We want to argue that there are only finiteley many
possible choices for (m1, . . .mt) in loga b
♯. Let m′ ∈ loga b
♯ be another element.
Notice that
t∑
i=1
Fm
′
iai = (
p∑
i=1
Fmiai)modMω.
Indeed, F−∞x = 0 for all x ∈ M , and at+1, . . . an ∈ Mω. Lemma 4.6 now ensures
that m′p+1 = · · · = m
′
t = −∞ as well, and that there is only one possible choice
of mi + v(ai) (and hence of mi), up to permutations of {1, . . . , p}. It follows that
among the tuples in loga b
♯ there are only finitely many choices for (m1, . . . ,mt);
where the number of possible choices is bounded independently of b.
Fixing any such choice of r1, . . . , rt, call the set of m ∈ loga b
♯ where mi = ri for
i ≤ t, loga b
♯(r). Then
loga b
♯(r) = (r1, . . . , rt, 0, . . . , 0)⊕ ({0} × · · · × {0} × loga′′(b −
t∑
i=1
F riai))
where a′′ = (at+1, . . . , an). Each of the coordinates of a
′′ are in Mω, and so Lemma
4.7 applies. This describes loga b
♯(r) in terms of unions of disjoint translates of
basic sets that come from a finite collection that does not depend on b. Ranging
over the possible choices of (r1, . . . , rt) – which recall is bounded independently of
b – we obtain the desired conclusions for loga b
♯.
Fix i ≤ t and 0 ≤ r < N , and consider case 2i,r. The set of elements m ∈ loga b
satisfying mi = r can be described as the set of all
(m1, . . . ,mi−1, r,mi+1, . . . ,mn) ∈ N
n
∗
such that
(m1, . . . ,mi−1,mi+1, . . . ,mn) ∈ loga′(b− F
rai),
where a′ = (a1, . . . , ai−1, ai+1, . . . , an). By the inductive hypothesis applied to a
′,
loga′(b−F
rai) =
⋃
j∈J (r
′
j⊕B
′
j), where the B
′
j ⊂ N
n−1
∗ come from a finite collection
of basic sets that depends only on a′, and hence only on a and i. For each j ∈ J ,
let rj ∈ Nn be the tuple obtained from r
′
j by plugging in 0 between the (i − 1)st
and ith coordinate; and let Bj ⊂ Nn∗ be the basic set obtained from B
′
j by plugging
in r between the (i − 1)st and ith coordinate of each element. It is then not hard
to see that
{m ∈ loga b : mi = r} =
⋃
j∈J
(rj ⊕Bj),
This gives us the desired description for {m ∈ loga b : mi = r}. Since there are only
finitely many choices for i ≤ t and r ≤ N (independently of b), this takes care of
case 2.
We are left to consider cases 3i,j,r for fixed i < j ≤ t and 0 ≤ r ≤ N . The set of
elements of loga b, for which mj = mi + r can be described as the set of all
(m1, . . . ,mj−1,mi + r,mj+1, . . . ,mn) ∈ N
n
∗
such that
(m1, . . . ,mj−1,mj+1, . . . ,mn) ∈ loga′(b),
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where now a′ = (a1, . . . , ai−1, ai + F
raj , ai+1, . . . , aj−1, aj+1, an). The inductive
hypothesis applied to a′ yields loga′ b =
⋃
l∈J (r
′
l ⊕B
′
l), where B
′
l ⊂ N
n−1
∗ are basic
sets that come from a finite collection that depends only on a′, and hence only on
a, i, j, and r. For each l ∈ J , we have two choices:
(1) If some element of B′l has nonzero ith coordinate then let
– rl ∈ Nn be the tuple obtained from r
′
l by plugging in 0 between the
(j − 1)st and jth coordinate;
– Bl ⊂ Nn∗ be the basic set obtained from B
′
l by plugging in the sum of the
ith coordinate and r between the (j − 1)st and jth coordinate of each
element.
(2) If the ith coordinate of every element of B′l is zero then let
– rl ∈ Nn be obtained from r
′
l by plugging in the sum of the ith coordinate
and r between the (j − 1)st and jth coordinate;
– Bl ⊂ Nn∗ be the basic set obtained from B
′
l by plugging in 0 between the
(j − 1)st and jth coordinate of each element.
It is then not hard to see that
{m ∈ loga b : mj = mi + r} =
⋃
l∈J
(rl ⊕Bl),
and the Bl’s come from a finite collection of basic sets that only depend on a, i, j,
and r. Ranging over the finitely many possibilities for i < j ≤ t and 0 ≤ r ≤ N ,
we complete the proof of Theorem 4.3 (and hence of Proposition 3.7).
5. Quantifier Elimination
Fix an F -structure (M,S). Our goal in this section is to prove that Th(M,S)
admits quantifier elimination. While we have already observed that F -sets are
closed under intersections (this is part of the remark after Proposition 3.13), we
want something more. In order to work in elementary extensions of M we will
need a uniform description of such intersections. This is where the uniformity in
Theorem 4.3 will be useful. We begin with the special case of the intersection of a
groupless F -set with a group:
Lemma 5.1. Suppose S ⊂ M is a groupless F -set and G is an F -subspace of M .
There is a finite sequence of groupless F -sets, R1, . . . , Rl ⊂ M , such that for any
c ∈M there is a subset J ⊂ {1, . . . , l} and points c1, . . . , cl ∈M , such that
(c+ S) ∩G =
⋃
j∈J
(cj +Rj).
Proof. Taking finite unions, and translating, we may assume that S = S(a; δ)
is a basic groupless F -set. We can write S = FBSa, where BS is the variety
{(m1, . . . ,mn) ∈ N
n
∗ : mi ≡ 0mod δi}. Let π denote reduction modulo G. Then,
(c+S)∩G = c+FBa where B = log(−πa) πc∩BS . We need to describe the set B.
Working in M/G and applying Theorem 4.3 to log(−πa) πc, we have that there
exist basic sets B1, . . . , Bl ⊂ Nn∗ (independent of c), a subset J ⊂ {1, . . . , l}, and
tuples rj for j ∈ J , such that
log(−πa) πc =
⋃
j∈J
(rj ⊕Bj).
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Since BS is given purely by congruence conditions, and because we are dealing with
disjoint translates, it is not hard to see that for each j ∈ J ,
(rj ⊕Bj) ∩BS = rj ⊕ (Bj ∩BS)
if rj ∈ BS , and is empty otherwise. For each i ≤ l, let Ci = Bi ∩ BS . Then
C1, . . . , Cl are basic sets that are still independent of c. Let J
′ be those j ∈ J such
that rj ∈ BS . We have
B = log(−πa) πc ∩BS =
⋃
j∈J′
(rj ⊕ Cj).
It follows that
FBa =
⋃
j∈J′
(F (rj⊕Cj)a) =
⋃
j∈J′
(F r
◦
j a+ FC
◦
j a)
where r◦j and C
◦
j are the canonical contractions associated to disjoint tranlsates.
Each FC
◦
j a is a basic groupless F -set, say Rj , that does not depend on c. Letting
cj = c+ F
r◦j a we obtain
(c+ S) ∩G =
⋃
j∈J
(cj +Rj),
as desired.
The following additional uniformity is inherent in the proof of the above lemma.
Corollary 5.2. Let S ⊂ M be a groupless F -set and G an F -subspace of M .
Then there exist groupless F -sets R1, . . . , Rl, and for each J ⊂ {1, . . . , l} there is
UJ ⊂M ×M
|J| such that
(i) UJ is a generalised F -set.
(ii) The (first coordinate) projections of the UJ ’s cover M .
(iii) For all (c, cj)j∈J ∈ UJ , (c+ S) ∩G =
⋃
j∈J
cj +Rj .
Proof. Let S = FBSa, and π the reduction modulo G map, as in the proof of
Lemma 5.1. We have that for all c ∈M , (c+ S) ∩G = c+ FBa, where B was the
closed set log(−πa) πc ∩BS . Moreover, we had that B =
⋃
j∈J
rj ⊕Cj , the Rj ’s were
obtained as FC
◦
j a, and the cj ’s were obtained as c+ F
r◦j a.
The main point is that the set
XJ = {(r, sj)j∈J : log(−πa) F
r(−πa) ∩BS =
⋃
j∈J
sj ⊕ Cj}
is definable in N∗. This is because log(−πa) F
r(−πa) is the (−πa)-equivalence class
of r, and hence, as r varies, is uniformly definable. Also, the sj⊕Cj ’s are uniformly
definable over the sj ’s.
It follows that,
VJ = {(−F
rπa, F s
◦
j a)j∈J : (r, sj)j∈J ∈ XJ}
is a boolean combination of groupless F -sets in M/G ×M |J|. Consider the map
fromM toM/G×M |J| given by (x, xj)j∈J 7→ (x/G, xj−x)j∈J . Then, the preimage
of VJ under this map, UJ , is a generalised F -set (by Proposition 3.13) and satisfies
the conclusion of the corollary.
18 RAHIM MOOSA AND THOMAS SCANLON
Proposition 5.3. Suppose S ⊂M is a groupless F -set, and H,G are F -subspaces
of M . Then there exist groupless F -sets R1, . . . , Rl, and for each J ⊂ {1, . . . , l}
there is UJ ⊂M ×M
|J| such that
(i) UJ is a generalised F -set.
(ii) The (first coordinate) projections of the UJ ’s cover M .
(iii) For all (c, cj)j∈J ∈ UJ , (c+ S +H) ∩G =
⋃
j∈J
cj +Rj + (H ∩G).
Proof. First of all, note that (c + S + H) ∩ G = [(c + S) ∩ (H + G) + H ] ∩ G.
Let S1, . . . Sl and {VJ : J ⊂ {1, . . . , l}} be the groupless F -sets and generalised
F -sets given by Corollary 5.2 applied to S and H + G. Then for some J and all
(c, dj)j∈J ∈ VJ we have
(c+ S) ∩ (H +G) =
⋃
j∈J
dj + Sj
where now, dj and Sj are in H +G. Let π denote reduction modulo H ∩G. Fixing
j ∈ J , note that
(dj + Sj +H) ∩G = π
−1[(πdj + πSj + πH) ∩ πG].
But as πH+πG = πH⊕πG, letting η : πH+πG→ πG be the direct sum coordinate
projection, we see that
(πdj + πSj + πH) ∩ πG = ηπdj + ηπSj .
Now, π−1(ηπSj) = Rj +H ∩G, where Rj is a groupless F -set. It follows that
(dj + Sj +H) ∩G = cj +Rj +H ∩G,
and this holds for any (d′j , c
′
j) ∈ (H +G)
2 such that πc′j = ηπd
′
j . Putting all this
together we obtain
(c+ S +H) ∩G = [(c+ S) ∩ (H +G) +H ] ∩G
=
⋃
j∈J
[(dj + Sj +H) ∩G]
=
⋃
j∈J
cj +Rj + (H ∩G)
Let UJ be the set of all (x, xj)j∈J such that for some (yj)j∈J , (x, yj)j∈J ∈ VJ and
πxj = ηπyj . Then UJ is also a generalised F -set, and the above equality holds for
all (c, cj)j∈J ∈ UJ . This completes the proof of the proposition.
Corollary 5.4. Suppose S, T ⊂ M are groupless F -sets, and H,G ⊂ M are F -
subspaces. Then there exist groupless F -sets R1, . . . , Rl such that for all c ∈ M
there is J ⊂ {1, . . . , l} and points (cj)j∈J from M , such that
(c+ S +H) ∩ (T +G) =
⋃
j∈J
cj +Rj + (H ∩G).
Proof. This follows from the main conclusion of Proposition 5.3 (ignoring the UJ ’s)
exactly as in case 3 of Proposition 3.13. That is, as (c + S + H) × (T + G) is
again an F -set, and as the diaogonal ∆ ⊂M2 is an F -suubspace, we get a uniform
description of [(c+ S +H)× (T +G)] ∩∆ by Proposition 5.3. Projecting back to
the first coordinate, we get a uniform description for (c + S + H) ∩ (T + G), as
desired.
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Remark 5.5. If ∗M is an elementary extension of M , then by an F -set (or F -
subspace) of ∗M we mean the interpretation in ∗M of an F -set (or F -subspace) in
M . The above corollary implies that if X,Y ⊂ ∗M are finite unions of translates
of F -sets, then so is X ∩Y . Moreover, the F -subspaces appearing in X ∩Y are the
intersections of F -subspaces appearing in X and in Y .
We have one other ingredient before we can address quantifier elimination. We
need to be able to describe when a given F -set is covered by a union of translates
of given F -sets. We begin, as usual, with the groupless case.
Proposition 5.6. Suppose T, S1, . . . , Sl ⊂M are groupless F -sets. Then the set
U = {(c1, . . . cl) ∈M
l : T ⊂
l⋃
i=1
(ci + Si)}
is a boolean combination of groupless F -sets.
Proof. There are closed sets B ⊂ Np∗ and C1, . . . , Cl ⊂ Nr∗, and tuples x ∈M
p and
z ∈ M r, such that T = FBx and Si = F
Ciz. Let U ′ be those (c1, . . . , cl) ∈ U ,
such that ci + Si has nonempty intersection with T for all i – that is, there are no
extraneous sets involved.
Note that if (c1, . . . , cl) ∈ U ′, then ci = F rix− F siz for some tuples ri ∈ B and
si ∈ Ci. Letting y = (x,−z) and q = p + r, we have that each ci is of the form
F riy for some ri ∈ N
q
∗. That is, letting
V = {(F r1y, . . . , F rly) : FBx ⊂
l⋃
i=1
F (ri×Ci)(y, z)},
we obtain U ′ ⊂ V ⊂ U . It is sufficient to prove that V is a finite boolean combina-
tion of groupless F -sets, since U will be a finite union of such U ′’s – and hence of
such V ’s – as we vary among the subsets of {1, . . . , l}.
Let w = (x, y, z), and let A ⊂ (Nq∗)l be those tuples (r1, . . . , rl) such that
B × {−∞}q+r ⊂
l⋃
i=1
({−∞}p × ri × Ci)mod ∼w .
Then,
V = {(F r1y, . . . , F rly) : (r1, . . . , rl) ∈ A}.
Since A is definable, V is a finite boolean combination of groupless F -sets.
Corollary 5.7. Suppose T, S1, . . . , Sl ⊂M are groupless F -sets. Then the set
V = {(c0, c1, . . . cl) ∈M
l+1 : c0 + T ⊂
l⋃
i=1
(ci + Si)}
is a generalised F -set.
Proof. Clearly,
c0 + T ⊂
l⋃
i=1
(ci + Si) ⇐⇒ T ⊂
l⋃
i=1
[(ci − c0) + Si]
Hence, if we let U be the boolean combination of groupless F -sets given by Propo-
sition 5.6 applied to T, S1, . . . Sl, and η : M
l+1 → M l the surjection given by
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η(a0, . . . al) = (a1 − a0, . . . , al − a0); then V = η−1(U). This is a generalised
F -set by Proposition 3.13.
We want to prove Corollary 5.7 with arbitrary F -sets replacing groupless F -sets.
We need several preliminary lemmas.
Lemma 5.8. If G is an infinite subgroup of M , then G is not a groupless F -set.
Proof. Suppose G is a groupless F -sets. Then for some a ∈ Nn∗ and closed B ⊂ N
n
∗ ,
G = FBa. Consider the relation P ⊂ B × B × B given by (r1, r2, r3) ∈ P if and
only if F r1a+ F r2a = F r3a. It is not hard to see that
P = {(r1, r2, r3) : (r1, r2) ∼(a,a) (r3,−∞)}.
Since (a, a)-equivalence is definable in N∗, P is a definable set. Now P defines a
group structure on B/ ∼(a,a) that is isomorphic to that of G. However, N∗ does
not interpret an infinite group.
Lemma 5.9. Suppose H1, . . . , Hn ≤ G are F -subspaces of M such that each Hi is
of infinite index in G, and S1, . . . , Sn ⊂M are groupless F -sets. Then
G 6=
n⋃
i=1
Si +Hi.
Proof. We proceed by induction on n. Consider the case of n = 1. Let π be the
reduction modulo H1 map. If G = S1 +H1, then πG = πS1. But as πG is infinite,
this would contradict Lemma 5.8.
Suppose n > 1. Define a quasiodering on 1, . . . , n by i ⊑ j if and only if Hi∩Hj
has finite index in Hi. We may assume that ⊑ is a partial ordering. If not, then it
must be the case that for some i 6= j, Hi ∩Hj is of finite index in both Hi and Hj .
But then, (Si +Hi)∪ (Sj +Hj) = S′+ (Hi ∩Hj) for some groupless F -set S′. But
by induction, G 6= [S′ + (Hi ∩Hj)] ∪
⋃
k 6=i,j
Sk +Hk.
After reordering, we may assume that H1 is ⊑-maximal. That is, for all i 6= 1,
Hi∩H1 is of infinite index in H1. Let π : G→ G/H1 be the quotient map restricted
to G. Now, as H1 has infinite index in G, X = π(S1 ∪ H1) = πS1 6= G/H1 by
Lemma 5.8. Let h ∈ (G/H1) \X . Then π−1(h) is disjoint from S1 +H1. Hence,
if G =
n⋃
i=1
Si +Hi then π
−1(h) is covered by
n⋃
i=2
Si +Hi. But π
−1{h} is a coset of
H1, say c+H1. So H1 =
n⋃
i=2
(c+Si+Hi)∩H1. Expressing the (c+Si+Hi)∩H1’s
as F -sets using Lemma 5.3, and recalling that for i 6= 1 H1 ∩Hi has infinite index
in H1; we see that this is impossible by induction.
Corollary 5.10. Suppose H1, . . . , Hn ≤ G are F -subspaces and S0, . . . , Sn ⊂ G
are groupless F -sets. Let I be the set of indices i ≤ n such that Hi has finite index
in G. If G = S0 ∪
n⋃
i=1
(Si +Hi), then G =
⋃
i∈I
(Si +Hi).
Proof. Let K =
⋂
i∈I
Hi, and J =
⋃
i∈I
Si+Hi. Then J is a finite union of cosets of K.
Suppose that G \J 6= ∅, and a ∈ G \ J . We would have a+K ⊆ S0 ∪
⋃
i/∈I Si+Hi,
so that K = [(S0− a)∩K]∪
⋃
i/∈I [(Si− a)+Hi]∩K contradicting Lemma 5.9.
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We are now able to extend Corollary 5.7 to arbitrary F -sets.
Proposition 5.11. Suppose G,H1, . . . , Hl are F -subspaces of M and T, S1, . . . , Sl
are groupless F -sets. Then the set
V = {(c0, c1, . . . cl) ∈M
l+1 : c0 + T +G ⊂
l⋃
i=1
(ci + Si +Hi)}
is a generalised F -set.
Proof. Clearly c0 + T + G is covered by the union on the righthand side of the
displayed inclusion if and only if c0 + t + G is covered for all t ∈ T . But by
Corollary 5.10, if this happens at all, it will already happen with those indices
i such that Hi ∩ G has finite index in G. Thus, we may and do assume that
Hi ∩ G is of finite index in G for each i. Let K :=
l⋂
i=1
(Hi ∩ G). Denote the
reduction modulo K by π. Then c0 + T + G ⊂
⋃l
i=1(ci + Si + Hi) if and only if
πc0 + πT + πG ⊂
⋃l
i=1(πci + πSi + πHi). Since πG and the πHi’s are finite sets,
we are in the groupless case. By Corollary 5.7, the set
U = {(d0, d1, . . . , dl) : d0 + πT + πG ⊂
l⋃
i=1
(di + πSi + πHi)} ⊂ (M/K)
l+1
is a generalised F -set. Hence,
V = {(c0, c1, . . . cl) ∈M
l+1 : c0 + T +G ⊂
l⋃
i=1
(ci + Si +Hi)} = π
−1(U)
is also a generalised F -set.
Remark 5.12. Note that if the F -subspaces that appear in the hypotheses of
Propositions 5.3 and 5.11 come from a class of F -subspaces A such that (M,A) is
an abelian structure admitting quantifier elimination, then the F -subspaces that
appear in the generalised F -sets of their respective conclusion also come from A.1
We have described, uniformly and in terms of generalised F -sets,
• how to write the intersection of a translate of an F -set with an F -subspace
as a union of translates of F -sets (this is Proposition 5.3), and
• when a translate of an F -set is covered by a union of translates of given F -sets
(this is Proposition 5.11).
We are now in a position to put these together to obtain:
Proposition 5.13. Given groupless F -sets T, S1, . . . Sl ⊂ M , and F -subspaces
L,G,H1, . . . , Hl,
V = {c ∈M : (c+ T +G) ∩ L ⊂
l⋃
i=1
[(c+ Si +Hi) ∩ L]}
is a generalised F -set.
1See the discussion at the end of Section 2.
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Proof. Let T1, . . . Tn be the groupless F -sets given by Proposition 5.3 applied to T ,
G, and L; and let Ri1, . . . Rimi be the groupless F -sets given by that Proposition
applied to Si, Hi, and L, for each i ≤ l. Then c ∈ V if and only if for some
J ⊂ {1, . . . n}, and Ji ⊂ {1, . . .mi},
(c+ T +G) ∩ L =
⋃
j∈J
(aj + Tj +G ∩ L),
and
(c+ Si +Hi) ∩ L =
⋃
j∈Ji
(aij +Rij +Hi ∩ L),
for each i ≤ l, and
⋃
j∈J
(aj + Tj +G ∩ L) ⊂
l⋃
i=1
⋃
j∈Ji
(aij +Rij +Hi ∩ L).
By Proposition 5.3 there are generalised F -sets UJ and UJi such that the first
two equalities hold for all (c, aj)j∈J ∈ UJ and (c, aij)j∈Ji ∈ UJi . By Proposition
5.11 for fixed j′ ∈ J , the set of (aj′ , aij)i≤l,j∈Ji ’s such that the final displayed
containment holds is also a generalised F -set. As generalised F -sets are closed
under intersections, unions, and projections, V is a generalised F -set.
Theorem 5.14. The theory of an F -structure admits quantifier elimination.
Proof. Suppose (M,S) is an F -structure. We need to show that the projection
of a boolean combination of F -sets is again a boolean combination of F -sets. As
F -sets are closed under intersections and union, and as projections commute with
intersections and unions, it is sufficient to show that π[(T + G) \
l⋃
i=1
(Si + Hi)] is
a boolean combination of F -sets; where T, S1, . . . Sl ⊂Mm+n are groupless F -sets,
G,H1, . . . Hl ≤ Mm+n are F -subspaces, and π : Mm+n → Mm is the projection
map. Now,
π[(T +G) \
l⋃
i=1
(Si +Hi)] = π(T +G) \ V
where
V = {c ∈Mm : (T +G)c ⊂
l⋃
i=1
(Si +Hi)c}.
Hence, the Theorem will follow once we know that V is a boolean combination of
F -sets. Notice that c ∈ V if and only if
(T +G) ∩ (c×Mn) ⊂
l⋃
i=1
(Si +Hi) ∩ (c×M
n)
if and only if
[(−c, 0) + T +G] ∩ (0×Mn) ⊂
l⋃
i=1
[(−c, 0) + Si +Hi] ∩ (0×M
n).
It follows from Proposition 5.13 that the set of (−c, 0)’s for which this occurs is
a generalised F -set. Hence, V is a generalised F -set, and so, in particular, is a
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boolean combination of F -sets (see Remark 3.12). This completes the proof of
quantifier elimination.
Remark 5.15. If A is a collection of F -subspaces of cartesian powers of M such
that (M,A) is an abelian structure admitting quantifier elimination, then Th(M,SA)
– that is, the theory of the F -structure on (M,A) – also admits quantifier elimi-
nation. Indeed, the quantifier elimination process presented here does not produce
any new F -subspaces (see Remark 5.12).
6. Stability
The goal of this section is to use quantifier elimination to show that the theory
of an F -structure is stable. Fix an F -space M . We introduce a stratification by
complexity of the groupless F -sets of M :
Definition 6.1. Suppose δ ∈ N with δ > 0. We define the class of groupless F -sets
in M of order δ, denoted by O(δ) to be those F -sets that are obtained as finite
unions of translates of basic groupless F -sets of the form S(a1, . . . , an; δ1, . . . , δn),
where each δi divides δ.
The point here is that any groupless F -set in O(δ) can be written as a finite union
of groupless F -sets that only involve δ. The relationship between Lδ-definable sets
and groupless F -sets is enhanced if we restrict our attention to fixed strata. Let
us fix some further notation that is convenient for discussing this relationship. For
any set Y from N∗ and any tuple a from M , we will use [Y ]a to denote the quotient
of Y by a-equivalence.
Definition 6.2. If S ⊂M is any groupless F -set and a is an n-tuple fromM , then
we say that a sees S if S = FBa for some closed B ⊂ Nn∗ . In this case we use the
notation:
loga S = {r ∈ N
n
∗ : F
ma ∈ S}.
Note that loga S is just the saturation of B by a-equivalence, and (as a-equivalence
is a closed relation) is also a witness to the fact that a sees S. That is, loga S is
closed and [loga S]a = [B]a.
Recall that for any tuple a from M , a-equivalence is a definable relation in N∗
(this is Corollary 3.8 and follows from Theorem 4.3). In fact, if δ0 > 0 is such that
F δ0 fixes F∞M , then for all tuples a fromM , a-equivalence is a δ0-closed relation.
2
That is, these equivalence relations are all definable in the fragment Lδ0 of L∗. For
the rest of this section we fix such a δ0.
Lemma 6.3. Suppose δ is a multiple of δ0, and S ∈ O(δ). There is a tuple a
from M that sees S, such that loga S is L
δ-definable. Moreover, if b is any other
tuple that sees S, then logb S is L
δ-definable and there is an Lδ-definable bijection
between [loga S]a and [logb S]b.
2Congruence conditions only entered into the description of log
a
b in Theorem 4.3 in the base
case dealt with by Lemma 4.7 – where one worked with a power of F that fixes F∞M .
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Proof. By Lemma 3.6, every groupless F -set is seen by some tuple from M . Hence
S = FBa for some a ∈ Mm and some closed B ⊂ Nm∗ . It is not hard to see (from
the proof of Lemma 3.6, for example), that a and B can be chosen so that B is in
fact δ-closed. Since δ0 divides δ, a-equivalence is Lδ-definable. Hence, loga S, being
the saturation of B with respect to a-equivalence, is also Lδ-definable.
Now suppose that b ∈ Mn also sees S. We need to show that logb S is L
δ-
definable and that there is an Lδ-definable bijection between [loga S]a and [logb S]b.
Consider the relation
X = {(r, s) : r ∈ Nm∗ , s ∈ N
n
∗ , F
ra = F sb}.
We claim that X is Lδ-definable. Indeed, let c ∈ Mm+n be the concatenation of
a and b. Now (r, s) ∈ X if and only if F (r,−∞)c = F (−∞,s)c. But c-equivalence is
Lδ-definable.
Observe that s ∈ logb S if and only if for some r ∈ loga S, (r, s) ∈ X . Since loga S
and X are Lδ-definable, this shows that logb S is also L
δ-definable. Finally, it is
not hard to see that X descends and restricts to the graph of a bijection between
[loga S]a and [logb S]b. Hence [loga S]a and [logb S]b are L
δ-definably isomorphic.
For groupless F -sets restricted to a given stratum, we can now use Morley rank
in N∗ to define a dimension. The following notions of δ-dimension and δ-degree are
well defined by Lemma 6.3
Definition 6.4. Fix δ a multiple of δ0. Let S ⊂ M be a groupless F -set in O(δ).
The δ-dimension of S (respectively, δ-degree of S), denoted by dimδ S (respectively
degδ S), is the Morley rank (respectively Morley degree) of [loga S]a, in the sense
of Lδ, for any a that sees S.
That this notion of dimension is well behaved, even in elementary extensions, is
exemplified in the following proposition:
Proposition 6.5. Let δ be a multiple of δ0. Suppose S and T are groupless F -
sets in O(δ) with dimδ S = dimδ T . Then there are groupless F -sets R1, . . . , Rl in
O(δ), such that for all i, dimδ Ri < dimδ T or degδ Ri < degδ T ; and such that the
following holds: for all c ∈M , if c+ S ⊂ T then there is I ⊂ {1, . . . , l} and (bi)i∈I
such that [T \ (c+ S)] ⊂
⋃
i∈I
bi +Ri.
Proof. We first claim that there is a unifomly definable family of Lδ-definable sets,
{Yr ⊂ Nn∗ : r ∈ N
m
∗ }, such that if c ∈ M with c + S ⊂ T , then for some r,
T \ (c+ S) = FYr(a), and either the Morley rank or Morley degree of Yr is strictly
less than dimδ T or degδ T (respectively). Indeed, write T = F
Ba, where a ∈ Mn
and B ⊂ Nn∗ is δ-closed. We may assume that B = loga T , that is, B is saturated
for a-equivalence. Using arguments by now familiar, there is a uniformly definable
family of δ-closed sets, {Dr ⊂ Nn∗ : r ∈ N
m
∗ }, such that if c ∈ M with c + S ⊂ T ,
then for some r, c + S = FDr (a). We may assume that the Dr are also saturated
for a-equivalence. Hence, [B]a \ [Dr]a = [B \Dr]a. Letting Xr = B \Dr, it folows
that either the Morley rank or Morley degree of [Xr]a is strictly less than dimδ T
or degδ T , respectively. Moreover, T \ (c + S) = F
Xr (a). Using the existence of
definable Skolem functions in (N∗, σ, 0,−∞, Pδ), we find definable Yr ⊂ Xr such
that RM(Yr) = RM[Xr]a, dM(Yr) = dM[Xr]a, and T \ (c+ S) = F
Yr (a).
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Using part (d) of Lemma 3.3, we obtain a finite union of δ-varieties Z ⊂ Nm+n∗
with Yr ⊂ Zr, RM(Zr) = RM(Yr), and dM(Zr) = dM(Yr). It follows that for each
c such that c + S ⊂ T , there is an r such that T \ (c + S) ⊂ FZr (a) and either
RMZr < dimδ T or dMZr < degδ T . By Lemma 4.2, {Zr} is a uniform family
of disjoint translates of a fixed δ-closed set. It follows that {FZr (a)} is a uniform
family of unions of translates of fixed groupless F -sets in O(δ). These groupless
F -sets will have either δ-dimension or δ-degree strictly less than that of T .
We are now in a position to prove the stability of F -structures.
Theorem 6.6. Let (M,S) be an F -structure Let N M be an elementary exten-
sion as F -structures. If p(x) ∈ S(N) is a type over N , then p is N -definable. That
is, the theory of (M,S) is stable.
Proof. By quantifier elimination, every definable set in N is a boolean combination
of fibres of F -sets from the ground model. Such fibres can be expressed as intersec-
tions of translates of F -sets. It follows that every definable set in N is a boolean
combination of translates of F -sets (see Remark 5.5).
Let S be a groupless F -set and G an F -subspace (in the sense of the ground
model (M,S)). Consider the set
DS,G(p) := {b ∈ N : p(x) ⊢ x ∈ b+ S +G}.
By quantifier elimination, it suffices to show that DS,G(p) is N -definable for all
such S and G. If p = tp(α/N), then we set p/G := tp([α/G]/N). Let π denote
reduction modulo G. If we know that Dπ(S),0(p/G) is N/G-definable, then DS,G(p)
is N -definable. Thus it suffices to show that for any groupless F -set S and any type
p ∈ S(N) the set
DS(p) := {b ∈ N : p(x) ⊢ x ∈ b+ S}.
is N -definable. Clearly, it is sufficient to show this for every groupless F -set in
O(δ), for all δ a multiple of δ0. Fix such a δ.
If for all T in O(δ) the sets DT (p) are empty, then they are certainly N -definable.
So, we may assume that some DT (p) 6= ∅. Let T ∈ O(δ) have minimal δ-dimension
and then minimal δ-degree, such that for some b ∈ N , p(x) ⊢ x ∈ b + T . Fix such
a choice of b. We will prove that for all S ∈ O(δ), DS(p) is b-definable, and hence
N -definable as desired.
Let S be any groupless F -set in O(δ). Let R1, . . . , Rm be a groupless F -sets in
O(δ) such that for any x and y we have (x + S) ∩ (y + T ) =
⋃
i∈I
xi + Ri for some
I ⊆ {1, . . . ,m} and x1, . . . , xm. Let J := {i ≤ m : dimδ Ri = dimδ T }. We claim
that
DS(p) = {a : (∃y)
∨
j∈J
y +Rj ⊆ (a+ S) ∩ (b+ T )}.
This would prove that DS(p) is b-definable, as desired. For one direction, suppose
that a ∈ DS(p). Than p(x) ⊢ x ∈ (a+ S) ∩ (b+ T ). We write
(a+ S) ∩ (b+ T ) =
⋃
i∈I
ci +Ri
for some c1, . . . , cm ∈ N and I ⊆ {1, . . . ,m}. As p(x) is consistent, I 6= ∅. As p is
complete, p(x) ⊢ x ∈ ci+Ri for some i. By minimality of dimδ T , dimδ Ri = dimδ T .
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Conversely, suppose that c + Rj ⊆ (a + S) ∩ (b + T ), for some some c ∈ N
and some j ∈ J . If a /∈ DS(p), then p(x) ⊢ x ∈ b + (T \ [(c − b) + Rj ]). By
Proposition 6.5, there are d1, . . . , dℓ ∈ N and groupless F -sets U1, . . . , Uℓ in O(δ),
such that (T \[(c−b)+Rj]) ⊂
ℓ⋃
i=1
di+Ui, and for each i ≤ ℓ, either dimδ Ui < dimδ T
or degδ Ui < degδ T . Indeed, Proposition 6.5 tells us this for the ground model in
a uniform manner, and hence it holds in the elementary extension. Now for some
i ≤ ℓ, p(x) ⊢ x ∈ di + Ui, contradiciting the minimal choice of T . This completes
the proof of the theorem.
7. Mordell-Lang for Isotrivial Semiabelian Varieties
In this section we prove a version of the absolute Mordell-Lang conjecture for
isotrivial semiabelian varieties in terms of F -sets. Using the theory of F -structures
developed in the previous sections, we can deduce from this a description of the
definable sets in the structure induced on a finitely generated F -submodule of a
semiabelian variety over a finite field. In particular we obtain stability, which in
turn implies uniformity in the Mordell-Lang statement.
Recall the context of Example 2.3: G is a semiabelian variety over the finite
field Fq of characteristic p > 0, F : G→ G is the algebraic endomorphism induced
from the q-power Frobenius, and R = Z[F ] is the subring of the endomorphism ring
of G generated by F . Let K be a finitely generated regular extension field of Fq,
Γ ≤ G(K) a finitely generated R-submodule. Recall that Γ is an F space and and
every R-submodule of Γ is an F -subspace. We consider the F -structure (Γ,S). Our
first goal is to show that the intersection of Γn with a subvariety of Gn is an F -set
in S. Indeed, we will show that these intersections are F -sets of an even simpler
form. We begin with several preliminary lemmas about the nature of F -sets in this
particular context.
Lemma 7.1. The Zariski closure of a basic F -set in Γ is defined over Fq.
Proof. Suppose U = S(a; δ)+HΓ, whereHΓ is an F -submodule of Γ, a = (a1, . . . an)
is a tuple of points from Γ, and δ = (δ1, . . . , δn) ∈ Nn. Let δ = δ1 · · · δn. For each
i > 0, let Ui = F
iδU , and let Xi be the Zariski closure of Ui. Then Ui+1 ⊂ Ui, and
so Xi+1 ⊂ Xi. Hence, for some N > 0, XN+1 = XN . But then,
F δXN = F δUN = UN+1 = XN+1 = XN .
That is, XN is fixed by F
δ, and so is defined over a finite field. Moreover,
U = F−NδUN = F
−NδXN = XN .
Hence U is defined over a finite field. But, as it is the Zariski closure of some points
of G(K), it is also defined over K. It follows that U is defined over K ∩ Falgq = Fq,
as desired.
Lemma 7.2. Suppose U = b + S(a; δ) + HΓ is a translate of a basic F -set in Γ.
Let H ≤ G be the Zariski closure of HΓ. Then b + S(a; 1) + (H ∩ Γ) is contained
in the Zariski closure of U .
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Proof. We proceed by induction on the arity of a. Suppose U = b+S(a; δ)+HΓ. For
any c ∈ S(a; 1) there is some r ≤ 0 such that F rc ∈ S(a; δ). As HΓ is closed under
F , F r(c+HΓ) ⊂ S(a; δ)+HΓ. Let Y be the Zariski closure of S(a; δ)+HΓ. It follows
that F r(c+HΓ) ⊂ Y . As Y is defined over Fq (Lemma 7.1), c+H = (c+HΓ) ⊂ Y ,
and so c+ (H ∩ Γ) ⊂ Y . We have shown that c+ (H ∩ Γ) ⊂ S(a; δ) +HΓ, for all c
in S(a; 1). This in turn implies that
b+ S(a; 1) + (H ∩ Γ) ⊂ b + S(a; δ) +HΓ = U.
Now suppose that U = b+ S(a0, a; δ0, δ) +HΓ, and let X be the Zariski closure
of U . Note that U = b+ S(a0; δ0) + S(a; δ) +HΓ. For all c ∈ S(a0; δ0),
b+ c+ S(a; δ) +HΓ ⊂ X.
By induction, b+ c+ S(a; 1) + (H ∩ Γ) ⊂ X . Hence,
b+ S(a0; δ0) + S(a; 1) + (H ∩ Γ) ⊂ X.
Similarly, for all d ∈ S(a; 1), b + S(a0; δ0) + d+HΓ is contained in X – and so by
induction again, b+ S(a0; 1) + d+ (H ∩ Γ) ⊂ X . We have shown that
b+ S(a0, a; 1) + (H ∩ Γ) = b+ S(a0; 1) + S(a; 1) + (H ∩ Γ) ⊂ X,
as desired.
Corollary 7.3. Suppose X ⊂ G is a subvariety such that X ∩Γ is an F -set. Then
X ∩Γ can be expressed as an F -set where the basic groupless F -sets that appear do
not involve congruence conditions, and the groups that appear are intersections of
algebraic subgroups of G over Fq with Γ.
Proof. Suppose X ∩ Γ =
l⋃
i=1
bi + Si(ai; δi) +H
i
Γ. For each i, let H
i be the Zariski
closure of HiΓ in G. Note that H
i is over Fq as it is over F
alg
q (being an algebraic
subgroup of G) and over K (having a Zariski dense set of points in Γ ⊂ G(K)).
By Lemma 7.2, for each i ≤ l, we have that, bi + Si(ai; 1) + (Hi ∩ Γ) ⊂ X . On the
other hand, it is clear that
bi + Si(ai; δi) +H
i
Γ ⊂ bi + Si(ai; 1) + (H
i ∩ Γ).
Hence, X ∩ Γ =
l⋃
i=1
bi + Si(ai; 1) + (H
i ∩ Γ), as desired.
Next we deal with F -orbits of F -sets. If U is an F -set, then by the F -orbit of
U , we mean the set
⋃
n≥0
FnU . Note that F -sets are not themselves closed under
taking F -orbits. Nevertheless, we have:
Lemma 7.4. Suppose U = b + S(a; δ) + HΓ is a translate of a basic F -set in Γ.
Let H be the Zariski closure of HΓ. Then
S(b, a; 1) + (H ∩ Γ) ⊂
⋃
n≥0
FnU.
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Proof. Note that for all i ≤ 0
F ib+ S(a; 1) + (H ∩ Γ) ⊂ F ib+ S(a; 1) + (H ∩ Γ)
= F ib+ F i[S(a; 1) + (H ∩ Γ)]
= F i[b+ S(a; 1) + (H ∩ Γ)]
= F i(b+ S(a; δ) +HΓ)
⊂
⋃
n≥0
FnU
where the first equality is because S(a; 1) +HΓ is defined over Fq by Lemma 7.1;
and the third equality is by Lemma 7.2. Hence, S(b, a; 1) + (H ∩ Γ) ⊂
⋃
n≥0
FnU , as
desired.
Corollary 7.5. Suppose X ⊂ G is a subvariety such that X ∩ Γ is a finite union
of F -sets and F -orbits of F -sets. Then X ∩ Γ is in fact an F -set.
Proof. Suppose Σ is the F -orbit of an F -set U , that appear in X ∩ Γ. We wish
to replace Σ by an F -set. Taking finite unions, we may assume that U is of the
form b + S(a; δ) + HΓ. By Lemma 7.4, S(b, a; 1) + (H ∩ Γ) ⊂ Σ ⊂ X . On the
other hand, it is clear that Σ ⊂ S(b, a; 1) + (H ∩ Γ). Hence we may replace Σ with
S(b, a; 1) + (H ∩ Γ) in the expression of X ∩ Γ.
Having understood some particular properties of F -sets in Γ, we now work to-
ward showing that X ∩ Γ is indeed an F -set for every subvariety X ⊂ G. First a
preliminary lemma:
Lemma 7.6. 1. The F -pure hull of Γ in G(K) – i.e., the set of g ∈ G(K) such
that Fng ∈ Γ for some n – is a finitely generated group.
2. For all n ≥ 0, Γ/FnΓ is finite.
3. For some m > 0, Γ \ FΓ ⊂ G(K) \G(Kq
m
).
Proof. Part 1 is clear in the case when G is an abelian variety, since in that case
G(K) is itself a finitely generated group. For the general case, we can chooseR ⊂ K
an integrally closed ring that is finitely genrated over Fq (as a ring), and such that
Γ ≤ G(R). Now G(R) is a finitely generated group, and since Kq ∩ R = Rq, it is
F -pure in G(K). Hence the F -pure hull of Γ in G(K), Γ′, is a subgroup of G(R).
It follows that Γ′ is itself a finitely generated group.
Recall that the multiplication by qn map on G(K) is equal to Fn ◦ V n, where
V : G(K) → G(K) is the Verschiebung map. As Γ′ is F -pure in G(K), it follows
that V restricts to an endomorphism of Γ′, and that qnΓ′ ⊂ FnΓ′. Now Γ′/qnΓ′,
being a finitely generated Z/qnZ-module, is finite. Hence Γ′/FnΓ′ is finite for all n.
Now consider Γ itself, and let n be arbitrary. As Γ′ is a finitely generated group, for
some N > 0, FNΓ′ ⊂ Γ. So Γ′/FnΓ is a quotient of the finite group Γ′/Fn+NΓ′.
Hence Γ/FnΓ is finite, establishing 2.
Finally, for 3, let N > 0 again be such that FNΓ′ ⊂ Γ, and let m = N +1. Then
Γ ∩G(Kq
m
) ⊂ FmΓ′ ⊂ FΓ. It follows that Γ \ FΓ ⊂ G(K) \G(Kq
m
).
Remark 7.7. In what follows we will implicitly use the following fact: Let L be
a field possible equipped with additional structure. Suppose Y is a variety defined
over L, Υ ⊆ Y (L) is a set definable in L, and {Xb}b∈B is an algebraic family of
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subvarieties of Y defined over L. Then the condition that Xb ∩ Υ is Zariski dense
in Xb is a type-definable condition on b. Indeed, if Xb ∩ Υ is not Zariski dense
in Xb, then its Zariski closure V ( Xb, is over L, and V (L) contains Xb ∩Υ. The
existence of such a V may be expressed as a countable disjuntion of formulas, hence
the negation is type definable. Indeed, that V is contained in Xb can be expressed
by saying that a given set of polynomials defining Xb is contained in the radical of
the ideal generated by a given set of polynomials defining V . That the containment
is proper is equivalent to there being some natural number d, and an extension
L′/L of degree d, for which V (L′) 6= Xb(L′). As the extensions of degree d may be
uniformly encoded in L, this too can be expressed using countable many formulas.
The following proposition was shown in [1] using a Hilbert scheme argument3;
and also follows from Hrushovski’s proof of the function field Mordell-Lang con-
jecture in positive characteristic [2]. We present an elementary model-theoretic
argument based on one that appeared in unpublished notes of the first author.
Proposition 7.8. Suppose X ⊂ G is a subvariety such that X ∩Γ is Zariski dense
in X. Then for some γ ∈ G(Kalg), γ +X is defined over Falgq .
Proof. Note that X is defined over K, since it has a dense intersection with G(K).
Let L denote the separable closure of K. Since K is a finitely generated extension
of Fq, we have that
⋂
n≥0
Lq
n
= Falgq .
Let ∗L be an ω1-saturated elementary extension of L, and let k =
⋂
n≥0
(∗L)q
n
.
Note that L is linearly disjoint from k over Falgq . Hence, L
alg = Kalg is algebraically
disjoint from k over Falgq . It follows that (K
alg,Falgq )  ((
∗L)alg, k).
Fix a natural number n. As Γ is a finite union of cosets of FnΓ, and X ∩ Γ is
Zariski dense inX ; for some γn ∈ Γ, (γn+X)∩FnΓ is Zariski dense in γn+X . Hence
(γn +X) ∩G(Lq
n
) is Zariski dense in γn +X . As this is a type-definable property
of γn, and by saturation of
∗L, there is ∗γ ∈ G(∗L) such that (∗γ+X)∩G(∗Lq
n
) is
Zariski dense in ∗γ +X , for all n. By saturation again, (∗γ +X) ∩G(k) is Zariski
dense in ∗γ +X . It follows that ∗γ +X is defined over k.
In particular, we have shown that some translate ofX by an element ofG((∗L)alg)
is defined over k. This can be witnessed by a first order sentence with parameters
from L, true of ((∗L)alg, k). By tranfer, it is true of (Kalg,Falgq ).
We are now ready to prove the main result of this section: a version of the
absolute Mordell-Lang conjecture for finitely generated Z[F ]-submodules of semia-
belian varieties over finite fields. This proof is based on an argument that was first
presented by the second author in the e-print [5].
Theorem 7.9. If X ⊆ G is any closed subvariety, then X ∩ Γ is an F -set. The
basic F -sets that appear have the form S(a1, . . . , an; 1)+(H∩Γ) for some algebraic
subgroup H ≤ G over Fq and points a1, . . . , an ∈ Γ.
Proof. First of all, by Corollary 7.3, it is sufficient to show that X ∩ Γ is an F -set.
We proceed by induction on the dimension of X . When X is a finite set of points,
the theorem is trivially true.
3This was their “warm-up case”.
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As the class of F -sets is closed under finite unions, we may assume that X is
irreducible. We may also assume that X has a trivial stabilizer. Let H = StabG(X)
be the stabilizer of X in G as an algebraic group. Then H is defined over K and
also Falgq (as every algebraic subgroup of G is defined over F
alg
q ), and therefore over
Fq. Let π : G → G/H =: G be the quotient map. Set Γ := π(Γ) and X := π(X).
Then, StabG(X) is trivial. Assuming the result in the case of X, we have that
X ∩ Γ is an F -set. Using the fact that the kernel of π ↾Γ stabilizes X , we have
X ∩ Γ = π ↾−1Γ (X ∩ Γ). So, X ∩ Γ is an F -set as long as the same is true of X ∩Γ.
Using Proposition 7.8 we see that there is some γ ∈ G(Kalg) such that γ +X is
defined over Falgq . Let K
′ = K(γ). Note that γ+X is defined over K ′ ∩ Falgq = Fqr
for some r > 0. Let Γ′ = Γ < γ >, be the Z[F ]-submodule of G(K ′) generated
by Γ and γ. We view Γ′ as an F r-space. Now Γ is an Z[F r]-submodule of Γ′; and
hence an F r-subspace of Γ′ (using Proposition 2.4). It follows that if X ∩ Γ′ is an
F r-set, then so is X ∩Γ = (X ∩Γ′)∩Γ. Being contained in Γ, X ∩Γ would then be
an F -set in the sense of Γ itself – and we would be done. That is, we may assume
that K ′ = K, r = 1, and Γ′ = Γ. In other words, we may assume that for some
γ ∈ Γ, γ +X is defined over Fq. Translating by −γ, we may assume that X itself
is defined over Fq.
We now claim that for some N > 0, if ξ ∈ Γ \ FΓ, then (ξ + X) ∩ G(Kq
N
) is
not Zariski dense in ξ +X . Suppose this were false, and let (ξi)i∈ω be a sequence
of points in Γ \ FΓ, and (ni)i∈ω a strictly increasing sequence of positive integers,
such that (ξi+X)∩G(Kq
ni
) is Zariski dense in ξi+X . Using part 3 of Lemma 7.6,
choosem > 0 such that Γ\FΓ ⊂ G(K)\G(Kq
m
). Hence, each ξi ∈ G(K)\G(Kq
m
).
Let ∗K be an ω1-saturated elementary extension of K. For each i ∈ ω, we have
that ξi ∈ G(∗K) \ G(∗Kq
m
), and (ξi +X) ∩ G(∗Kq
ni
) is Zariski dense in ξi +X .
This being a type-definable property of ξi, and by saturation of
∗K, we obtain
∗ξ ∈ G(∗K) \G(∗Kq
m
) such that (∗ξ +X) ∩G(∗Kq
ni
) is Zariski dense in ∗ξ +X ,
for all i. By saturation again, (∗ξ +X) ∩ G(k) is Zariski dense in ∗ξ +X , where
k =
⋂
n≥0
∗Kq
n
. It follows that ∗ξ + X is defined over k. But as X is defined
over Fq ⊂ k, we obtain that for all σ ∈ Aut((∗Kalg)/k), σ(∗ξ) − ∗ξ stabilises
X . As StabX is trivial (even in (∗K)alg), this means that σ fixes ∗ξ. Hence,
∗ξ ∈ G(k) ⊂ G(∗Kq
m
), which is a contradiction.
Now let ξ ∈ Γ \ FΓ, and choose coset representative η1, . . . ηl for FNΓ in FΓ.
Then each of (ξ+ ηi+X)∩FNΓ is not Zariski dense in (ξ+ ηi+X). Let Zi be the
Zariski closure of (ξ+ ηi+X)∩FNΓ. As X is irreducible, this means that each Zi
has dimension strictly less than that of X . But
dim (ξ +X) ∩ FΓ = dim(
l⋃
i=1
(ξ + ηi +X) ∩ FNΓ) = dim(
l⋃
i=1
Zi) < dimX.
We have shown that for all ξ ∈ Γ \ FΓ, the Zariski closure of (ξ +X) ∩ FΓ is of
strictly smaller dimension than that of X .
We are now ready to finish the proof of the theorem. Note that Γ can be written
as (G(Fq)∩Γ)∪
⋃
n≥0
Fn(Γ\FΓ). Fix coset representatives γ1, . . . , γℓ for the nonzero
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cosets of FΓ in Γ. We have,
X ∩ Γ = X ∩ [(G(Fq) ∩ Γ) ∪
⋃
n≥0
Fn(Γ \ FΓ)]
= (X(Fq) ∩ Γ) ∪
⋃
n≥0
Fn(X ∩ (Γ \ FΓ))
= (X(Fq) ∩ Γ) ∪
ℓ⋃
i=1
⋃
n≥0
Fn(γi + [(X − γi) ∩ FΓ])
where the second equality uses the fact that X is defined over Fq, and hence is fixed
by powers of F . For each i ≤ ℓ, γi ∈ Γ \ FΓ. We have already pointed out that in
this case the dimension of the Zariski closure of (X − γi) ∩ FΓ is strictly less than
that of X . Hence by induction, γi + [(X − γi) ∩ FΓ] is an F -set for each i ≤ ℓ. So
the above equation displays X ∩Γ as the union of a finite set with a finite union of
F -orbits of F -sets. By Corollary 7.5, we obtain that X ∩ Γ is an F -set.
Corollary 7.10. Suppose U is an algebraically closed field extending K. Then
Th(U ,+,×,Γ) is stable.
Proof. Theorem 7.9 implies that the structure induced on Γ by (U ,+,×,Γ) is a
fragment of (Γ,S). More precisely, denote by Γind the structure whose universe is
Γ and whose relations are sets of the form D ∩ Γn, where D ⊂ G(U)n is definable
with parameters in (U ,+,×). Then every definable set in Γind is definable in (Γ,S).
Indeed, by Theorem 7.9, D∩Γn is an F -set when D ⊂ G(U)n is a closed subvariety;
and as every setD ⊂ G(U)n definable in (U ,+,×) is a boolean combination of closed
sets, D ∩ Γn is a boolean combination of F -sets. By Theorem 6.6, Γind is stable.
By a result of Pillay’s from [3], (U ,+,×,Γ) is stable.
We also obtain a uniform version of Theorem 7.9.
Corollary 7.11. Suppose {Xb}b∈B is an algebraic family of closed subvarieties of
G. Then there are basic groupless F -sets T1, . . . , Tm ⊆ Γ and algebraic subgroups
H1, . . . , Hm ≤ G over Fq, such that for any b ∈ B there is an I ⊆ {1, . . . ,m} and
points (γi)i∈I from Γ, such that
Xb ∩ Γ =
⋃
i∈I
γi + Ti + (Hi ∩ Γ)
.
Proof. Let U be an algebraically closed field extending K, over which the family
{Xb}b∈B is defined. Let (∗U ,+,×, ∗Γ, ∗S) be a sufficiently saturated elementary
extension of (U ,+,×,Γ,S). By saturation it suffices to prove that for every closed
subvariety X ⊂ G (over ∗U), X ∩ ∗Γ is a finite union of translates of sets of the
form T + (H ∩ ∗Γ), where T ∈ ∗S is the interpretation of a groupless F -set, and
H is an algebraic subgroup of G over Fq. As in Theorem 7.9, we may assume that
X is irreducible, that X ∩ ∗Γ is Zariski dense in X , and that the stabiliser of X
is trivial. We will actually show that X is a translate (by an element of ∗Γ) of a
subvariety defined over Falgq ⊂ U . This is sufficient, as by Theorem 7.9 and transfer,
the intersection of a subvariety over U with ∗Γ is of the required form.
We obtain an induced structure ∗Γind on
∗Γ, which is an elementary extension
Γind. Namely, the relations are sets of the form D ∩
∗Γn where D ⊂ G(∗U)n is
32 RAHIM MOOSA AND THOMAS SCANLON
definable in (∗U ,+,×) with paramters from U . Note that ∗Γind is a fragment of
(∗Γ, ∗S). Moreover, the stability of Γind implies that every set in ∗Γ definable
in (∗U ,+,×, ∗Γ) is already definable in ∗Γind.4 Hence X ∩ ∗Γ is a finite boolean
combination of translates of sets from ∗S by elements of ∗Γ. Possibly translating
X by an element of ∗Γ, and using the irreducibility of X , we have that there
are basic groupless S, T1, . . . Tn ∈ ∗S, F -subspaces H,L1, . . . Ln ∈ ∗S, and points
a1, . . . an ∈ ∗Γ, such that (S +H) \ (
n⋃
i=1
(ai + Ti + Li)) is a Zariski dense subset of
X . Let U = S +H and V =
n⋃
i=1
(ai + Ti + Li). Intersecting, we may assume that
V ⊂ U and that each Li is a subgroup of H . We begin with some reductions.
We may assume that each Li has finite index in H. Let V
′ ⊂ V be the sub-union
involoving only those Li which are of infinite index in H . By Lemma 5.9, H is not
contained in V ′ − V ′. Hence, for some h ∈ H , V ′ ∩ (h + V ′) is empty. It follows
that
(U \ V ) ∪ (h+ [U \ V ]) = U \W,
for some W a finite union of translates of F -sets, where the subgroups involved are
of finite index inH . Suppose we knew the result for U\W ; that is, its Zariski closure
is a finite union of translates of subvarieties over Falgq . Taking Zariski closures of
both sides, we would have that this is true of X ∪ (h+X). As X is irreducible, it
would itself be a translate of a subvariety over Falgq , as desired.
The groups H and Li are finite. Let L be the intersection of the Li’s. Then L
is of finite index in H and in each Li. Moreover, L stabilises U and V , and hence
X . Since X has trivial stabiliser, L = 0, and H as well as the Li’s must be finite.
It follows that U and V are finite unions of translates of basic groupless F -sets.
We have thus reduced the corollary to the following lemma (where we are renaming
the symbols S and T ):
Lemma 7.12. If T ⊂ S are finite unions of translates of basic groupless F -sets in
∗Γ, then the Zariski closure of S \ T is a finite union of translates of subvarieties
defined over Falgq .
Proof. We fix δ such that the basic groupless F -sets involved in S are from O(δ),
and we proceed by induction on the maximal δ-dimension of the basic groupless
F -sets involved in S. The case when this dimension is 0 is trivial.
We begin with a few reductions. Suppose Z is an irreducible component of the
Zariski closure of S \ T . Then (S \ T ) ∩ Z is Zariski dense in Z. As Z ∩ ∗Γ is a
boolean combination of translates of basic F -sets, (S \T )∩Z = (S \T )∩Z ∩ ∗Γ is
again of the form S′ \T ′, where S′ and T ′ are still unions of translates of groupless
F -sets, and S′ ⊂ S. Hence we may assume that the Zariski closure of S \ T , Z, is
irreducible. Moreover, taking finite unions and translating, we may assume that S
is a basic groupless F -set of δ-degree 1. Finally, by induction, and Proposition 6.5,
we may assume that the basic groupless F -sets involved in T have δ-dimension
strictly less than that of S.
Now, F (S \T ) = FS \FT = [FS \ (T ∪FT )]∪ [T \FT ]. Taking Zariski closures,
and using the fact that Z is irreducible, we have that FZ is either the Zariski
4This follows from Pillay’s arguments in [3]; specifically from Lemma 2.9 and the discussion
surrounding it.
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closure of T \ FT , or of FS \ (T ∩ FT ). In the former case, by induction, FZ, and
hence Z is a translate of a subvariety defined over Falgq . In the latter case, we have
that
FZ = FS \ (T ∪ FT ) ⊂ S \ T = Z,
where we are using the fact that S is a basic groupless F -set, and hence FS ⊂ S.
It follows that Z is fixed by F , and hence is over Fq.
This completes the proof of the lemma and Corollary 7.11.
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