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Abstract
In many image deconvolution applications the nonnegativity of the
computed solution is required. Conjugate Gradient (CG), often used
as a reliable regularization tool, may give solutions with negative en-
tries, particularly evident when large nearly zero plateaus are present.
The active constrains set, detected by projection onto the nonnega-
tive quadrant, turns out to be largely incomplete and poor effects on
the accuracy of the reconstructed image may occur. In this paper an
inner-outer method based on CG is proposed to compute nonnegative
reconstructed images with a strategy which enlarges subsequently the
active constrains set. This method appears to be especially suitable for
the deconvolution of images having large nearly zero backgrounds. The
numerical experimentation validates the effectiveness of the proposed
method with respect to widely used classical algorithms for nonnega-
tive reconstruction.
Keywords: Image Deconvolution, Conjugate Gradient, Nonnegativity
Constraints.
1 Introduction
A Fredholm integral equation of the first kind
g(s) =
∫
K(s, t)f(t) dt (1)
is often used for modeling the image formation process, where f(t) and g(s)
represent a real object and its image, respectively. The kernel K(s, t), called
the point spread function (PSF) and assumed to be square integrable, rep-
resents the imaging system and is responsible for the blurring of the image.
In practical applications the blurred image g(s) is not available, being re-
placed by a finite set g of measured quantities, and is degraded by the noise
which affects the process of image recording. Hence the problem of restor-
ing f(t) from g is an ill-posed problem. The linear system obtained by the
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discretization of (1) inherits this feature, in the sense that the resulting ma-
trix is severely ill-conditioned, and regularization methods must be used to
solve it [2, 13]. This kind of problem arises for example in the deconvolution
of astronomical images taken by a telescope and medical and microscopy
images.
One of the main features of the problem is the nonnegativity of the
functions involved in (1). When discretized, the equation leads to a linear
problem whose solution is constrained to be nonnegative. Iterative methods,
often applied as regularization techniques, may give solutions with negative
entries. A projection onto the nonnegative quadrant may have poor effects
on the accuracy of the reconstructed image.
The outline of the paper is the following: first, in Section 2 the prob-
lem under consideration is introduced and in Section 3 the main classical
strategies for nonnegative regularization are recalled. Then in Section 4 the
proposed inner-outer algorithm is motivated and described. In Section 5 the
results of the numerical experiments are presented.
Notation: Throughout the paper, ‖v‖ denotes the Euclidean norm of a
vector v, i.e. ‖v‖2 = vTv. The componentwise multiplication and division
between two vectors are denoted by ¯ and ®.
2 The problem
Let
b∗ = Ax∗
be the discretized version of equation (1). In image deconvolution problems
the N -vector x∗ stores columnwise the pixels of an n× n object, with N =
n2, and b∗ stores analogously the blurred image. The imaging system is
represented by a large matrix A, often severely ill-conditioned with singular
values decaying to zero without significant gap to indicate the numerical
rank. Due to the large size of the problem, some structure must be assumed
for A. In this paper we assume, as it occurs in many cases, that the PSF is
bandlimited space invariant, i.e. invariant with respect to translations and
with a bounded support. Then A is a 2-level Toeplitz matrix with a limited
bandwidth. If the image has sufficiently large zero background along the
boundary, A can be safely approximated by a 2-level circulant matrix.
Vector b∗ is not exactly known, due to the noise introduced by the record-
ing process and only the noisy image b = b∗+η is available. Thus the system
to be solved is
Ax = b. (2)
In the examples considered in the introduction, the ith component of the
vectors x∗, b∗ and b represents respectively the light intensity or the ra-
diation emitted by the ith pixel of the object, arriving at the ith pixel of
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the blurred image and recorded in the ith pixel of the noisy image and the
component aij of matrix A measures the fraction of the light or of the rays
emitted by the ith pixel of the object which arrives at the jth pixel of the
image.
This model takes into account both the noise due to the fluctuations in
the counting process of the acquisition of the image which obeys to Pois-
son statistics, and the readout noise, due to imperfections of the record-
ing device, which is Gaussian distributed. In this paper we refer to the
Poissonian-Gaussian noise modeling described in [10], i.e.
η = ηP (b
∗) + ηG, (3)
where the Poissonian component is such that χ (b∗+ηP (b
∗)) ∼ Poisson(χ b∗)
and the Gaussian component is given by ηG ∼ σN (0, I), depending on the
two parameters χ and σ. Then the variance of the ith entry bi of b results
to be χ−1 b∗i +σ
2. Actually, even if the blurred image b∗ is nonnegative, the
previous noise model can give a recorded image b with negative entries, due
to the Gaussian component. In order to simulate the behavior of the real
digital imaging acquisition process, a clipping of b is performed, replacing
it by b = max{0, b}. For simplicity of notation, from now on the overline
on b is dropped, implying that b ≥ 0. The noise level is measured by
η = ‖b− b∗‖/‖b∗‖.
Because of the ill-conditioning of A and of the presence of the noise,
the vector A† b, solution of the system Ax = b, may differ much from x∗.
Moreover, all the quantities involved in the problem, i.e. A, x∗, b∗ and b,
are assumed componentwise nonnegative, hence it is reasonable to expect
the computed approximation of x∗ to be nonnegative. Hence regularization
is required, coupled with suitable strategies for enforcing nonnegativity.
The least squares approximation x̂ to x∗ is the one that minimizes the
function
φ(x) =
1
2
‖Ax− b‖2. (4)
The problem to be solved is set in the following form{
min φ(x),
x ≥ 0. (5)
The gradient and the Hessian of φ(x) are
gradx φ(x) = A
TAx−ATb, H(φ(x)) = ATA.
Since H(φ(x)) is positive semidefinite, φ(x) is convex. Its minimum points
are found by solving the system gradx φ(x) = 0, i.e. the so-called normal
equations
ATAx = ATb. (6)
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Due to the large dimension of system (6) and to the presence of the noise
η, a regularization iterative method should be employed. This means that
the method should enjoy the semiconvergence property. According to this
property, an integer K exists such that the vectors xk computed in the first
K iterations are minimally affected by the noise and approach solution x∗.
After the Kth iteration, the vectors xk are progressively contaminated by
the noise and move away from x∗ toward A†b which can be largely different
from A†b∗. A good terminating procedure is hence needed to detect the
correct K where to stop the iteration.
In the following we assume that both Ax > 0 and ATx > 0 for any
x ≥ 0 with x 6= 0. In particular, Ae > 0 and ATe > 0, where e is the
vector of all ones (i.e. the sums by rows and columns of A are all nonzero).
3 Nonnegativity strategies for descent methods
Two widely used fixed point methods which enjoy nonnegativity feature in
a natural way when x0 > 0 are the “Expectation Maximization” method
(EM) and the “Iterative Space Reconstruction Algorithm”(ISRA). EM was
introduced by Richardson [19] and Lucy [16] for the deconvolution of as-
tronomical images and later applied by Shepp and Vardi [21] to emission
tomography. It is also known as “Lucy-Richardson” (LR). ISRA was first
proposed by Daube-Witherspoon and Muehllehner [5]. The two methods
have the form
xk+1 = xk ¯m(xk), where m(x) =
{
AT (b®Ax)® (ATe) for EM,
(ATb)® (ATAx) for ISRA,
(for a convergence proof of EM see [4], of ISRA see [6]). Both methods enjoy
the property that the zero components of xk produced at kth iteration are
kept at all the subsequent iterations.
Also descent methods can be applied. They have the form
xk+1 = xk + αkpk, (7)
where the direction pk satisfies pTk gk < 0, with gk = gradx φ(xk), and the
step size αk is chosen in such a way that φ(xk+1) < φ(xk). In particular,
the step size αk = −gTk pk / ‖Apk‖2 satisfies the minimum problem
φ(xk + αkpk) = minα φ(xk + αpk).
Generally the vectors xk have some negative components even if x∗ is non-
negative, so techniques to enforce nonnegativity must be employed. Projec-
tions onto the nonnegative quadrant by setting to zero the negative com-
ponents are mostly used. The projection can be applied to either the final
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iteration xK , or to each computed vector xk. In the first case the con-
vergence rate of the original descent method is maintained and the global
error is reduced, giving acceptable results with normal photographs. But in
astronomical imaging, where most of the background is zero, it might yield
restored images with missing details and with artifacts. In the second case
the projection at each iteration step may alter the behavior of the descent
method.
In this paper we consider the Conjugate Gradient method (CG) which
has the form (7) with directions pk that are ATA-conjugate. It has a very
good convergence rate and its regularizing properties are well known (see for
example [12, 13, 18]). Unfortunately, if nearly zero plateaus are present in
x∗, CG produces in the neighborhood of these areas many negative compo-
nents. If the projection is applied at each step, the directions pk stop being
ATA-conjugate, i.e. the method loses its most important feature, which is
the basis of its success.
To see what happens, we apply the projection technique to one of the
problems considered in Section 5, namely the reconstruction of the Hoff-
man phantom image, blurred with a Gaussian PSF and contaminated by a
Poissonian-Gaussian noise η of level η ∼ 1.8%. The original image has size
of 64 × 64, 1054 positive pixels and 3042 zero pixels. Figure 1 shows the
log-plot of the history of the relative errors ²k = ‖x∗ − xk‖/‖x∗‖ obtained
by applying CG for 44 iterations with projection at the final iteration (CG-
final, continuous line) and at each iteration (CG-all, dashed line). In the
first case 47% of the zero pixels have been recognized, in the second case
only 13%.
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Figure 1: History of the relative errors obtained by applying CG with
the projection at the final iteration (continuous line) and at each iteration
(dashed line). The fall down of the continuous line at the last iteration is
due to the final projection.
The projection is used also in the “Scaled Gradient Projection Methods”
(SGP) which are a generalization of the steepest descent (for a general de-
scription see [3]). The methods of this class depend on different choices of
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the diagonal scaling matrices and of two scalar parameters. Their perfor-
mances have been analyzed in [7]). In particular, one of the most effective
methods is the one which generalizes ISRA and is identified by the acronym
SGP-GcB in [7]) (for simplicity we call it here just SGP). The projected
direction is computed in the following way. Denoting dk = xk ® (ATAxk),
sk = xk − xk−1 and zk = dk ¯ (gk − gk−1), the vector
uk = xk − θ dk ¯ gk, where θ = sTk zk / ‖zk‖2,
is computed. Let uk be its projection. The direction and step size at the
kth step are
pk = uk − xk, αk = max {δ,min {1,− gTk pk / ‖Apk‖2}},
where δ > 0 is a bound for αk from below. The bounds on αk guarantee
that xk+1 ≥ 0 if xk ≥ 0.
Another technique for enforcing nonnegativity, which avoids the projec-
tion at the kth step of (7), consists in choosing a reduced step size αk such
that 0 < αk ≤ minJ {− (xk)i/(pk)i}, where J = {i : (pk)i < 0}. If xk ≥ 0,
the bound on αk guarantees that xk+1 ≥ 0. Of course pk must be chosen in
such a way that its components corresponding to zero components of xk are
nonnegative. This technique is implemented in MRNSD, which is a modi-
fied version of the “Residual Norm Steepest Descent” method (RNSD), for
details see [1, 17]. The direction is pk = −xk ¯ gk and the step size αk is
αk = min
{
− g
T
k p
(k)
‖Ap(k)‖2 ,
1
maxi∈J (gk)i
}
, where J = {i : (gk)i > 0}.
In this way a smaller number of zero components of xk+1 are produced than
with the simple projection. From the point of view of the visual perception,
the modification is considered more efficacious because more positive com-
ponents allow more detailed images when the numbers are converted into
gray levels. But a small αk may occur, inducing a near stall situation. It
follows that this strategy may become very slow.
In the case above considered of the phantom reconstruction, the best
errors obtained by the previous methods are shown in Table 1.
CG-final CG-all SGP EM ISRA MRNSD
K 44 44 40 1228 3055 1551
²K 0.401 0.412 0.418 0.392 0.383 0.391
Table 1: Performance of the methods.
The table shows that SGP is fast, but gives a poorer reconstruction than
EM, ISRA and MRNSD, which on the other hand are much slower. CG-
final, which appears to be sufficiently effective and fast, lends itself to a
possible improvement, as shown in the following Section.
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4 The algorithm
In this paper we propose an algorithm based on restarted CG, coupled with
a projection technique which exploits both the regularizing properties and
the good convergence rate of CG. The algorithm detects a sequence of pro-
gressively enlarged sets A(h), h = 0, 1, . . . , H of active constraints for the
solution. On each set A(h) the algorithm computes a regularized solution
y(h) with the components belonging to A(h) fixed to zero. To ensure con-
vergence, no previously detected active constraint is deleted in a later step.
First we show the basic error properties on which the scheme of the
algorithm relies. In the following formulas a permutation matrix Π appears,
having only the descriptive role of shifting the zeros upward, in order to
simplify the notation. Since its use is irrelevant, no reference to Π will
appear in the codes of the proposed algorithms.
Given a vector v of nv components, let p = Dv be its projection onto
the nonnegative quadrant, where D is the projection matrix, i.e. a diagonal
matrix of zeros and ones. The vector p and the diagonal d of D can be
constructed as follows.
function [p,d] = project(v)
p = d = zeros(nv, 1);
for i = 1 : nv
if vi > 0, pi = vi; di = 1; end
end
Let xk, k = 1, 2, . . ., be the sequence of vectors obtained by applying CG
to the normal equations (6), starting with the vector x0. Because of the
semiconvergence property an optimal index K exists such that
‖x∗ − xK‖ ≤ ‖x∗ − xk‖, for any k.
If xK ≥ 0, then it is accepted as the regularized solution of (5). Otherwise,
let x̂K = DxK be its projection onto the nonnegative quadrant. We assume
x̂K 6= 0 and obviously it is
‖x∗ − x̂K‖ < ‖x∗ − xK‖.
Let Π be a permutation matrix such that
Πx̂K =
[
0
xK
]
, with xK > 0.
Applying the same projection and permutation to x∗ and to c∗ = ATb∗ we
have
ΠDx∗ =
[
0
x∗
]
, Πx∗ =
[
x ∗
x∗
]
and Πc∗ =
[
c ∗
c∗
]
.
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Then
‖x∗ − x̂K‖2 = ‖Πx∗ −Πx̂K‖2 = ‖x ∗‖2 + ‖x∗ − xK‖2.
If the negative components of xK correspond to nearly zero components of
x∗, then δ = ‖x ∗‖ is small, i.e. x̂K is close to x∗. So it seems reasonable to
assume that the zero components of x̂K have been correctly set and can be
placed in the active constraints set A of xK .
Now consider the matrix ADΠT = [O |A ], obtained by zeroing the
columns with the indices in A and shifting them to the left. Then
ΠDATADΠT =
[
O O
O ATA
]
,
and system (6) becomes ΠDATADΠTy = ΠDATb, where x = DΠTy.
Setting
y =
[
y
y
]
and ΠDATb =
[
0
c
]
,
we get
ATAy = c. (8)
The smallness of δ monitors the effectiveness of the approximationATAx∗ ≈
c∗. If we apply CG to system (8) starting with y
0
= xK , the semiconver-
gence will push the iterates y
k
toward x∗. Then we can assume that after
K ′ iterations a vector y
K′ is obtained such that ‖x∗ − yK′‖ ≤ ‖x∗ − yk‖,
for any k. The vector
yK′ =
[
0
y
K′
]
verifies
‖Πx∗ − yK′‖ ≤ ‖Πx∗ −Πx̂K‖ = ‖x∗ − x̂K‖.
If also y
K′ has negative components, the previous arguments can be applied
to further improve the approximation of x∗ starting from yK′ .
These considerations suggest an algorithm of inner-outer type for find-
ing a regularized nonnegative solution of problem (5), which appears to be
especially suitable for the deconvolution of images having large nearly zero
backgrounds. The algorithm consists of two loops:
(a) in the outer loop a sequence of projection matricesD(h), h = 0, 1, . . . , H,
is generated, starting with D(0) = I,
(b) in the inner loop the sequence x(h)k , k = 0, 1, . . . ,Kh is computed by
applying CG to the system
A(h)TA(h) x = A(h)Tb, where A(h) = AD(h). (9)
At the first step of the outer loop (i.e. when h = 0), the inner loop starts
with an initial vector x(0)0 ≥ 0 and is stopped at index K0 according to a
8
suitable stopping rule. The vector y(0) = x(0)K0 is assumed as the regularized
solution of (9) for h = 0.
If y(0) has negative components, a new inner loop starts: the vector y(0)
is projected onto the nonnegative quadrant and the corresponding projection
matrix D(1) is constructed. The starting vector for the new inner loop is
x
(1)
0 = D
(1)y(0) and a new regularized solution y(1) = x(1)K1 of (9) is computed
for h = 1, and so on.
As the outer loop goes on, the hth initial vector x(h)0 has more zeros
than the previous initial vector x(h−1)0 . The stopping condition for the outer
loop is satisfied by the first h, denoted H, such that y(h) has all nonnegative
components. The vector y(H) is assumed as the regularized solution xreg of
problem (2).
Due to the presence of the zeros introduced by the matrix D(h), system
(9) has an effective size smaller than the size N of system (6). This fact
could be exploited to reduce the computational cost of CG at the hth inner
loop. However, in many cases of image deconvolution like the one we have
considered in Section 2, matrix A has a structure that can be exploited to
reduce the cost of the product matrix-vector (which accounts for the greatest
part of the computational cost of the method). The structure is generally
lost by A(h) and the reduction of the size of the problem could turn out into
an increased cost of the method. For this reason it can be more advantageous
to keep the matrix A unchanged and to transfer the effect of D(h) to the
vectors, as shown in the following code for system (9). By effect of the
recursion the vectors x(h)k , p
(h)
k and q
(h)
k have zero in the positions indicated
by the diagonal d(h) of D(h) for any k if this holds for k = 0.
For the sake of simplicity, in the codes the superscript (h) is omitted
from the vectors of the hth inner loop.
function CGstep (h, k)
if k == 0, pk = qk = d¯AT (b−Axk); end
zk = Apk;
αk = ‖qk‖2 / ‖zk‖2 ;
xk+1 = xk + αk pk;
qk+1 = d¯AT (b− Axk+1);
βk = ‖qk+1‖2 / ‖qk‖2;
pk+1 = qk+1 + βkpk;
The direct computation rk+1 = b− Axk+1 of the residual vector is preferred
to the commonly used recursive version rk+1 = rk−αkzk for stability reason.
The regular behavior of the CG should be monitored by checking break-
9
downs and evident instability. To simplify the code, these controls have
not been included, and to avoid long lists of arguments, all the constructed
vectors are assumed to belong to a global working space.
The choice of the index at which the inner loop should be stopped is crit-
ical. In an ideal version of the algorithm, called IOCG-ideal, the inner loop
is stopped when the relative error ²(h)k = ‖x∗−x(h)k ‖/‖x∗‖ starts increasing.
function xreg = IOCG-ideal(A, b);
h = 0;
outer stop cond = true;
while outer stop cond
if h == 0
x0 = ATb; d = ones(N, 1);
else
[x0, d] = project(y);
end
inner (h);
h = h+ 1;
outer stop cond = min(y) < 0;
end
xreg = y;
function inner(h);
k = 0;
inner stop cond = true;
while inner stop cond
if k == 0, ²0 = ‖x∗ − x0‖/‖x∗‖; end
CGstep(h, k);
k = k + 1;
²k = ‖x∗ − xk‖/‖x∗‖;
inner stop cond = (²k < ²k−1) & (k < kmax);
end
y = xk−1;
We note that:
(a) Although no reason exists against the use of the null vector as the
starting point of the method, the vector x(0)0 = A
Tb is chosen in order to
compare the performance of this method with that of the other methods
listed in Section 3 which cannot start with the null vector.
(b) Besides the stopping condition based on the behavior of ²(h)k , in the
function inner the number of iterations is kept under control by means
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of the condition k < kmax, where kmax is a given constant. In this ideal
version, no such control is required for the outer loop because the condition
min(y) ≥ 0 is certainly verified by an index h ≤ N .
Of course, a stopping condition which monitors the error ²k can be ex-
ploited only in a simulated context where the exact solution x∗ is known.
Thus we will use IOCG-ideal only for pointing out the potentialities of this
strategy.
To devise a more realistic version of the algorithm, a practical stopping
condition should be implemented. For an acceptable approximation of the
optimal index we suggest using the Generalized Cross Validation method
(GCV) described in [11, 23]. The performance of GCV has been tested in
[9] when applied to CG and in [8] when applied to other iterative methods.
Given a sequence xk generated by an iterative method applied to solve
system (2), let Ak be the influence matrix such that Akb = Axk. The GCV
functional is defined as
Vk =
N ‖rk‖2
tr2 (I −Ak) , (10)
where tr( · ) indicates the trace of a matrix, rk = Axk − b is the residual
vector of xk, and the minimizer of Vk can be taken as an estimate for the
optimal index.
To exploit (10) in a practical version of the algorithm, at the hth inner
loop the sequence Vk should be computed and the stopping condition should
monitor when the sequence Vk starts increasing.
Since, in the case of CG, the matrix Ak depends on b, an approximated
estimate of the trace of Ak must be provided. Following [20], the approxi-
mation
xk ≈ Jk b,
where Jk is the Jacobian matrix of xk with respect to b should be considered.
With this approximation it results
Ak ≈ AJk. (11)
In literature tr(AJk) is approximated by using techniques (see [20, 9]) based
on the Trace Lemma [22]. Note that at the hth outer loop with h > 0 of
our method, the approximation (11) of Ak is a nonsymmetric matrix and
the use of the Trace Lemma does not produce reliable estimates of tr(Ak).
For this reason we suggest a different heuristic to approximate tr(Ak) which
exploits the structural properties of the coefficient matrix. We have assumed
that A has a 2-level Toeplitz structure and that it can be sufficiently well
approximated by a 2-level circulant. Thus we look for an approximation of
Ak belonging to the class of 2-level circulant matrices.
A 2-level circulant matrix C of size N = n2, whose first row is cT , can be
diagonalized by the 2-level Fourier matrix F , i.e. C = F diag(t)F∗, where
t = nFc. The tr(C) is given by the trace of diag(t), i.e. by the sum of the
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components of t. Then, in order to find an approximation of tr(Ak), at the
kth step of CG we look for a 2-level circulant Ck such that Axk ≈ Ck b. We
have Axk ≈ Ck b = F diag(tk)F∗b, hence
tk ≈ F∗(Axk)® b˜, where b˜ = F∗b, and tr (Ak) ≈
∑
i(tk)i.
The computation is simply implemented in the following way.
function CGVstep (h, k)
if k == 0
t0 = F∗(Ax0)® b˜;
r0 = Ax0 − b;
V0 = N‖r0‖2/(N − sum (t0))2;
end
tk+1 = F∗(Axk+1)® b˜;
rk+1 = Axk+1 − b;
Vk+1 = N‖rk+1‖2/(N − sum (tk+1))2;
The code for a possible practical algorithm, called IOCG-practical, follows.
The control h < hmax on the number of the outer loop iterations which is
not present in the ideal version has been added only to avoid too long runs.
function xreg =IOCG-practical(A, b);
b˜ = F∗b;
h = 0;
outer stop cond = true;
while outer stop cond
if h == 0
x0 = ATb; d = ones(N, 1);
else
[x0, d] = project(y);
end
inner(h);
h = h+ 1;
outer stop cond = (min(y) < 0) & (h < hmax);
end
xreg = y;
function inner(h);
k = 0;
inner stop cond = true;
while inner stop cond
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CGstep (h, k);
CGVstep (h, k);
k = k + 1;
inner stop cond = (Vk < Vk−1) & (k < kmax);
end
y = xk−1;
5 Numerical experiments
The numerical experimentation has been conducted in Mathematica with
machine-epsilon 2−53 arithmetic. We consider two reference objects, namely
the satellite image [15] and a Hoffman phantom [14], widely used in the
literature for testing image deconvolution algorithms. Both images are of
size N = 2562.
The matrix A which performs the blur is a 2-level Toeplitz matrix gen-
erated by a positive space invariant bandlimited PSF with a bandwidth
ν = 15, normalized in such a way that the sum of the elements is equal to 1.
For the astronomical image (Problem 1 in the following), we consider a PSF,
which simulates the one taken by the ground-based telescope, represented
by the following mask:
mi,j = exp(−α(i+ j)2 − β(i− j)2), −ν ≤ i, j ≤ ν, α = 0.02, β = 0.01.
For the image of medical interest (Problem 2), we consider a Gaussian PSF
represented by the following mask:
mi,j = exp(−α i2 − βj2), −ν ≤ i, j ≤ ν, α = β = 0.1.
Since the images have sufficiently large zero background along the bound-
ary, the coefficient matrix can be safely approximated by a 2-level circulant
matrix. In this way the matrix-vector product can be easily computed by
means of FFT.
For each problem, different noisy images b are generated from the vector
b∗ = Ax∗ according to (3), varying χ and σ. The samples so obtained have
a relative noise level η ranging from 0.9% to 9% for both problems. The
ratio ‖ηP ‖/‖ηG‖ between the two types of noises (Poisson and Gaussian)
varies from 0.04 to 4.5.
Each sample is solved using both IOCG-ideal and IOCG-practical al-
gorithms. At the h-th inner loop denote by
mh = min
1≤k≤Kh
min
1≤i≤N
(x(h)k )i
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the minimum value assumed by the components of x(h)k during the Kh it-
erations. Since the experimental results obtained by IOCG-ideal typically
show a monotone decreasing of Kh and a monotone increasing of mh when
h increases, we force similar monotone behaviors of Kh and mh also in
IOCG-practical by modifying the inner stop condition. The classical meth-
ods considered in Section 3, i.e. SGP, EM, ISRA and MRNSD, have been
considered for comparison purpose.
Tables 2 and 3 show the results corresponding to five different levels of
noise for Problem 1 and Problem 2. The maximum number of allowable
iterations is 512. For IOCG-ideal and IOCG-practical the relative errors
‖x∗−xreg‖/‖x∗‖ and the corresponding total number of iterations are listed.
For the other methods, in order to avoid dealing with the choice of suitable
stopping rules, we show the optimal indices and the corresponding optimal
relative errors.
IOCG-id IOCG-pr SGP EM ISRA MRNSD
η it err it err it err it err it err it err
1.62% 302 0.251 353 0.253 512 0.254 512 0.264 512 0.267 512 0.271
4.17% 148 0.262 121 0.262 158 0.269 395 0.277 512 0.272 512 0.276
5.93% 96 0.274 87 0.273 57 0.276 285 0.280 512 0.277 354 0.285
7.80% 73 0.280 80 0.280 63 0.287 196 0.292 402 0.288 376 0.289
8.95% 67 0.284 64 0.287 59 0.290 179 0.293 353 0.291 288 0.293
Table 2: Results corresponding to five levels of noise for Problem 1.
IOCG-id IOCG-pr SGP EM ISRA MRNSD
η it err it err it err it err it err it err
0.91% 219 0.282 237 0.283 512 0.286 512 0.299 512 0.298 512 0.295
1.58% 108 0.294 101 0.293 251 0.297 512 0.302 512 0.301 510 0.302
4.03% 52 0.304 51 0.305 60 0.311 229 0.316 395 0.311 240 0.312
5.87% 28 0.316 32 0.316 33 0.321 125 0.324 149 0.322 94 0.326
8.01% 23 0.320 20 0.321 26 0.327 81 0.331 105 0.328 96 0.326
Table 3: Results corresponding to five levels of noise for Problem 2.
Results of tables 2 and 3 suggest the following considerations:
(1) By comparing each other the columns corresponding to IOCG-ideal
and IOCG-practical, it appears that the stopping rule based on GCV is
reliable. Sometimes IOCG-practical works even better than IOCG-ideal,
taking advantage of the stopping indices estimated by GCV.
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(2) Bounding at 512 the number of iterations, EM, ISRA and MRNSD
produce always approximations with relative errors greater than those ob-
tained by SGP and IOCG methods.
(3) IOCG-practical outperforms SGP from the accuracy point of view
with a comparable number of iterations. Note that the accuracy of SGP
shown in the tables is the best one the method can give, and its performance
may worsen in a practical setting.
Figures 2 and 3 show the logplot of the relative error histories ²k obtained
by applying IOCG-practical, SGP, EM, ISRA and MRNSD to Problem 1
with η = 7.80% and to Problem 2 with η = 4.03%.
IOCG
SGP
EM
ISRA
MRNSD
0 50 100 150
-0.55
-0.50
-0.45
-0.40
-0.35
²k
k
Figure 2: History of the relative errors for Problem 1 with η = 7.80%.
IOCG
SGP
EM
ISRA
MRNSD
0 50 100 150
-0.50
-0.45
-0.40
-0.35
²k
k
Figure 3: History of the relative errors for Problem 2 with η = 4.03%.
It appears that IOCG-practical outperforms SGP in terms of accuracy
and the other methods in terms of both the accuracy and the number of
iterations.
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6 Conclusions
An inner-outer method based on CG has been proposed for the deconvolu-
tion of images having large nearly zero backgrounds. The proposed method,
tested on ill-posed problems, appears to be more reliable than well estab-
lished regularization methods at a lower computational cost.
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