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Abstract. The asymptotic behaviour for t - co of lo” exp[tz-c(z)] dt is studied. The function 
c is positive and c’(z) + 00 (z + oo). Sufkient conditions on c are given in order that the 
method of Laplace is applicable. 
1. INTRODUCTION 
In [l, 2, 31, the authors are confronted with an asymptotic problem of the following kind: 
What is the asymptotic behavior for t --* 00 of 
/ 
00 
F(t) := F(t; c) := exp(tz - c(2)) dt, (1) 
0 
where 
c E C([O, co) : R), c E C2([a, m)) for some a 2 0, (2) 
c”(t) >0 (~2 a) and C’(Z) + w (t-+ w). 
The asymptotic behaviour of F depends strongly on the behaviour of c”. We impose an 
extra condition on c” in order to apply the method of Laplace ([4], Ch.4). 
There is a positive function a on [b, 00) for some b 2 0 such that 
(a) ~(Z)(C”(Z))‘/2 --) w (z - w), 
(b) a(z) I t (z L b), (3) 
(c) ~r>O~A>O~z~A~y~O [I!/ --I 5 a(+> * k"(Y) - c"(d 5 &co(~)]. 
In section 2, we formulate the main result. In section 3, we give a proof under some 
simplifying assumptions of which we will get rid in section 4. In [l] and [2], the result is 
applied in the study of Hilbert spaces of Pn-periodic entire functions which satisfy a certain 
growth behaviour. In [3] the result is used in characterizing the ranges of the propagator of 
the fractional spherical diffusion equation as weighted Hilbert spaces of harmonic functions. 
2. RESULT 
If c satisfies conditions (2) and (3), then 
F(t) - d%(c”(tO))-1/2 exp(tzo - c(t0)) (1 + w), (4) 
where 20 = to(t) is defined for t sufficiently large by 
c’(20) = t. (5) 
3. PROOF 
We shall prove (4) under a stronger version of condition (2): 
c E C2([0, w) : R), c”(2) > 0 (z > O), C’(f) --f w (z - w). (6) 
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Without loss of generality, we may and do assume that 
c(0) = c’(0) = 0. (7) 
Indeed, F has the transformation property 
F(t; c) = e -mqt - c’(0); c’), (8) 
where 
E(z) := C(Z) - c(0) - X’(O) (z 1 0). (9) 
Clearly c’ satisfies condition (7). Moreover, formulas (4) and (5) are invariant under trans- 
formations of the kind (8), (9). 
Now we will prove (4) under conditions (3), (6), and (7). The integrand of (1) reaches 
its maximum M(t) := exp(tzs - ~(20)) at z = to defined by (5). Therefore, we substitute 
z = ze + s in (1) and find 
Oa F(2) = M(t) J exp(h(s, a)) d (10) -00 
where 
h(s) := h(s,zo) := c’(t*)s + C(Q) - c(+o + s) (s 1 -x0). (11) 
The function h reaches its maximum value 0 at s = 0. We will prove that the contribution 
of the interval [-o(tc),o(tc)] to the integral in (12) is asymptotically equivalent with the 
whole integral. 
We infer from (3) (c) that for ze sufficiently large 
1 
c”(l0 + 5) 1 -C”(ZO) 
2 
(ISI 5 a(zo)). (12) 
Since h”(s) < 0 (s 2 -20) the graph of h lies below all tangents to this graph, especially 
the tangent at s = a(~), i.e., 
h(s) 5 h(a(+o)) +(s - a(zdh’(4~0)) (8 1 -to>. (13) 
F’rom (ll), the mean value theorem and (12), we infer that for tc sufficiently large 
h’(a(zo)) = C’(Q) - c’(zo + I) <, -~ct(z*)c”(r*). (14) 
Using (13) and (14) we get 
J aLoj exp(h(s))ds 5 Ih’(a(+o))l -I exp[h(a(+c))] I 2(o(to)c”(+o))-i. (15) 
@)(a) 
J ds = (20 -m). 
Similarly -a(z0) 
exp(h(s)) = o((c”(zo))-+) -L co). 
The contribution the remaining [-o(zc), a(+~)] be shown be 
(16) 
~(c”(+o))-f(l$ o(1)) - co). 
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Let 0 < E < 3. Then, by (3)(c), th ere is a number A > 0 such that for zc 2 A 
(1 - &)C”(ZO) 5 c”(Z0 + s) < (1 + h)C”(ZO) (ISI 5 o(q)). 
From Taylor’s formula and (la), it follows that for zc 3 A 




= 8(c”(~o)4~0)) -1 exp -fc”(xo)a2(xo) = 
1 
o(cylo))-+ (X0 - cQ>, 
Jm exp [-:(I * c)ctt(zc)ss] ds = &(I zt E)-+(c~~(ro))-b, 
--oo 
and (19) we get 
J 
420) 
exp(h(s))ds $ &(l f ~)-~(c”(zo))-~(l+ o(l)) (20 - co). (20) 
-u(zo) 
Combining (24), (lo), (16), (17), we get (4). 
4. CONTINUATION OF THE PROOF 
We have proved (4) under the simplifying conditions (6). Now we shall complete the proof 
of (4) using only the more general restriction (2) instead of (6). 
Let a > 0 be such that c”(z) exists and c”(z) > 0 if L 2 a. According to condition (2) 
such a number a exists. Then, we split the integral (1) into two integrals as follows: 
F(t; c) = Fl@) + Fz(t>, 
where 0 00 
FL(t) := J exp(t+ - c(z)) dz, F*(t) := J exp(tt - c(z)) dt. 0 
Now Fz(t) can be treated as F in section 3 since Fz(t; = e”F(t; Z), where E defined by 
E(x) := c(z + a) (x 2 0) satisfies (2) and (6). Doing so we get 
F*(t) N &(c”(xo))-~ exp(tto - c(xc)) (t -* m) (21) 
where xc is defined by ~‘($0) = t. Obviously, we only have to prove that Fl(t) = o(Fz(t)) 
(t + 00). Clearly Fl(t) = O(t”e”‘) (t + cm). We shall even prove that 
Vsbc ep’ = o(Fz(t)) (t -* co). (22) 
We need some formulas. 
xc’(t) - c(x) * 00 (x + oo). (23) 
Proof. Let al > a. Then 
J 
t 
xc’(x) - c(x) = alc’(a1) - c(a1) + SC”(S) ds 
01 
J 
* 2 alc’(al) - c(a1) + 01 c”(s) ds 
Ql 
= ale’(x) - c(a1) -b co (z - co). 
c’(x) = O(XC’(X) - c(x)) (x - 00). (‘24) 
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Proof. Let d > a be such that de’(d) - c(d) > 0. Such a number d exists according to (23). 
Let 0 < E < 2d-I. Let x1 > 2~ 1 be such that c’(x) > 2c’(2e-‘) (x 2 21). Then 
xc’(x) - c(x) = w4 - 44 + J, 
I 
0 




> 2s” c”(s) ds 
Ic-’ 
SC”(S) ds 
= 2e-‘(c’(2) - C’(2C1)) 
> E%‘(Z) (x 1 Ii). 
(c”(x)+ = “(C’(X)) (x - co). (25) 
Proof. Without loss of generality, we may and do assume that a(x) 5 ix (x > b). Indeed, if 
a meets the requirements of condition (3), then also 30. Then by (3)(c), there is a number 
22 > 0 such that c/($x) > 0 and c”(s) > &z”(x) (x - o(x) 5 s _< x) for x > x2. Then 
c’(x) > C’(X - o(x)) + &x)c~~(x) > ;a(x)c”(x) (x > x2). 
Using now (3)(a), we infer (25). 
Vp>c exp(pc’(x)) = c((c”(x))-3 exp(xc’(x) - c(x))) (x - co). (26) 
Proof. For z sufficiently large, say x 2 x3, the following inequalities hold: 0 < loge’(x) < 
c’(x) and, by (25), (c”(x))* < c’(x). Then 
(c”(x))-” exp[xc’(x) - c(x)] > (c’(x))-’ exp[xc’(x) - c(x)] 
= exp[xc’(x) - c(x) - log c’(x)] 
> exp[(x - l)c’(x) - c(x)] (x > x3). 
Now (26) follows from (24). 
The proof of (22) is now completed by substituting x = x0 and then c’(xc) = t in (26). 
Remark.The extra condition (3) is not superfluous. It can be shown that c(x) := x2 + 
x - sin x, satisfying (2) but not (3) gives an asymptotic behaviour different from (4). See 
[51. 
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