ABSTRACT: Sensitivity analysis has been primarily defined for static systems, i.e. systems described by combinatorial reliability models (fault or event trees). Several structural and probabilistic measures have been proposed to assess the components importance.
Introduction
The sensitivity analysis of the results of a system reliability study (i.e. reliability importance analysis) helps to identify which components contribute the most to system (un)performance (reliability, maintainability, safety, or any other performance measure).
Hence, the reliability sensitivity analysis provides fruitful insight into the system behavior, helps to find design weaknesses or operation bottlenecks and to suggest optimal modifications for system upgrade (improved design, better maintenance, ...). To take full advantage of reliability studies, it is thus of great importance to have at one's disposal efficient sensitivity analysis methods which can be implemented on industrial systems, without oversimplifying assumptions.
Sensitivity analysis has been well defined and investigated for static systems, i.e. systems with independent components described by combinatorial reliability models (fault or event trees). Several structural and probabilistic measures have been proposed to assess components' importance [17, 19] . Most of these measures are linked to each other and the Birnbaum importance, defined as the partial derivative of the system availability with respect to the availability of its components is one of the most widely used. A well established methodology exists to compute the sensitivity measures, the most efficient being based on binary decision diagrams (BDD), [11] .
For dynamic systems including inter-component and functional dependencies (cold spare, shared load, shared resources, ....), and described by Markov models or, more generally, by discrete events dynamic systems models, the problem of sensitivity analysis remains widely open. The primary objective of this paper is thus to propose, in the context of Markov process modelling and stationary performance measure, an importance measure based on partial derivative with respect to a parameter, rather than to the availability of a component. This measure (called multi-directional sensitivity measure) can be an efficient of the change of one parameter, the size of the system can be quite considerable. Hence the present work relies on the joint use of the multi-directional sensitivity measure as an importance factor and Perturbation Realization as an estimation method for this factor.
The paper is organized as follows: section 2 presents the main issue of the paper, that is the problem of importance reliability analysis in case of inter-dependent components, the proposition of a new importance measure in the context of Markov process at steady state, and the study of its properties. Section 3 is devoted to the evaluation of this importance measure by the use of Perturbation Realization approach. At last, two specific numerical examples are provided in section 4 to show why this method offers a promising tool for steady state sensitivity analysis of Markov processes in reliability studies. Finally, section 5 presents the conclusions drawn from this work. Take for example a system consisting of two independent units C 1 and C 2 in a parallel structure with constant failure rates λ 1 , λ 2 and constant repair rates µ 1 , µ 2 (see Figure   1 ). The transition matrix of this system is given by:
Notation list
The system availability at steady state equals:
where a i is the steady state availability of component i, and it is written as:
In this case, the traditional importance measures as Birnbaum's importance measures [23] , defined as the derivative of the system availability with respect to the availability of a given component in the context of independent components system, are directly calculable:
Next assume that dependencies exist between the components. It is the case for example when in a two-unit system C 2 is in cold redundancy with C 1 , or when the failure rate of C 2 (resp. C 1 ) is switched to a higher value when C 1 (resp. C 2 ) fails, because of a shared load (Figures 2 and 3 ). Then the definition of an importance factor as the partial derivative of the system availability with respect to a component availability may become questionable. Indeed, the availability of a component does not depend only on Figure 2 : Cold redundancy structure its characteristics but also on other system parameters, and its availability in the system can be different from its availability out of the system [20] . In this context, the partial derivative with respect to a set of parameters, rather than to the availability of a component, appears to be more relevant. The aim of this work is to propose an importance measure (called multi-directional sensitivity measure) that offers an interesting (and gen- 
Proposition for the multi-directional sensitivity measure
The multi-directional sensitivity measure is proposed in this paper to study the sensitivity of the performance of Markovian systems at steady state. The first step is to define the performance criterion. In the previous example, it is equal to the availability of the system. In the following, a more general type of performance criterion is considered that corresponds to a linear function of the steady state probabilities.
Performance function
Consider an irreducible homogeneous Markov process with a finite state space. This process is, as a consequence, ergodic and a single stationary distribution exists [24] . This
Markov process denoted X l t is characterized by:
• a finite state space S = 1, 2, ..., m ,
• an initial state l ∈ S,
• a set of parameters denoted θ which represents the transition rates, and determines the transition rates matrix denoted M (M does not depend on time since X l t is an homogeneous Markov process),
The considered performance functions associate a state or a group of states with a real number. They are denoted η t (θ, X l t ) = η t (M, X l t , ) and can be written as:
where α k is a real number. The stationary performance measure of the Markov process is often defined as the limit of the expected performance function:
Taking the chosen performance function: 
Multi-directional sensitivity measure (MDSM) Definition
Consider now a perturbation on one or more parameters of a Markov process that is equivalent to a perturbation in the transition rates matrix M . Hence, the transition matrix M changes to:
where δ is a real number and Q = [q ij ] is a matrix representing the direction of perturbation: q ij equals 0 indicates that the matrix entry M i,j is not perturbed and a number β different from 0 indicates that the matrix entry M i,j is perturbed by an amount βδ. The only condition on the structure of Q is that the matrix M δ is also a transition matrix i.e.
the sum of each row equals 0. According to Chapman-Kolmogorov equations, at steady state:
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The stationary performance measure of the perturbed Markov process (that is the Markov process with transition matrix M δ ) is denoted η(M δ ) = π δ f . Consequently, the derivative of η(M ) in the direction of Q can be defined as:
The aim is to propose the use of the system performance derivative with respect to Q as an importance factor. It is called multi-directional sensitivity measure (MDSM) in the following and denoted I Q : Figure 4 sketches the Markov graph with a perturbation on one specific parameter, namely λ 2 , which corresponds to the directional perturbation matrix Q 1 : rates of one specific state, namely state number 3. This perturbation corresponds to the directional perturbation matrix Q 2 :
The sensitivity measure I Q 1 quantifies the importance of the parameter λ 2 , which is the failure rate of a specific component. It gives the impact of a component failure on the system performance and:
More generally, the partial derivative of η(M ) with respect to parameter λ i corresponds to a particular I Q(λ i ) calculated with the perturbation matrix Q(λ i ) = [q kj ] where q kj equals 1 if the parameter λ i appears in the matrix entry M kj , and q kj equals 0 otherwise.
In this way, the MDSM is close to the usual importance measures such as Birnbaum's, which are built with partial derivatives.
On the contrary, the sensitivity measure I Q 2 quantifies the importance of a transition rate from one state to another one. It is a kind of conditional importance factor that quantifies the sensitivity to component C 2 failure rate, knowing that the system is in state 3. It is more connected to an importance measure at the system states level than at the components level. In this case, there is no direct connection with traditional importance measures.
In the following, if necessary, I C Q refers to MDSM at the components level, and I S Q to MDSM at the system states level. In particular, I C Q(λ i ) refers to the partial derivative of the performance function with respect to parameter λ i .
Properties of the MDSM 2.3.1 MDSM and classical importance factor
Consider the example in Figure 1 and take as performance function η(M ) = A, the system availability. I Q 1 = I C Q(λ 2 ) corresponds to ∂A/∂λ 2 , i.e. the partial derivative of the system availability with respect to λ 2 . In this case, the link with the Birnbaum's importance measure is directly established using the chain rule:
In the case of a system with inter-dependent components as in Figure 2 , the link between MDSM and Birnbaum's importance measure cannot be directly established since the latter is no longer defined. However, a MDSM of I C Q type gives the same kind of information as a Birnbaum factor, since it can provide partial derivatives with respect to any system parameters.
Relation with the transition matrix
The particular structure of the Chapman-Kolmogorov equations and the linearity of the performance measure lead to the following expression of the measure derivatives [4] :
where M * is the inverse group of M defined as:
where e is a column vector of size (n, 1) with e i,1 = 1 for any i.
Joint sensitivity
Because of the linear structure of Equation 6 , if a perturbation matrix Q is a linear function of elementary perturbation matrixes Q i , it is possible to evaluate the multidirectional importance measure related to Q on the basis of the elementary perturbation measures related to the Q i . For instance in the case of the system in Figure 1 , for the joint sensitivity of the group of parameters (λ 1 , λ 2 ) , it is possible to define a joint perturbation matrix:
where the matrix entry q i,j (λ k ) equals 1 if the parameter λ k is in the matrix entry M i,j and q i,j (λ k ) equals 0 otherwise. Then:
In this way, the joint sensitivity to a group of parameters can be the sum of the sensitivity measures to each parameter of the group. More generally, if a joint perturbation matrix with a different derivative direction for each parameter of a group of n parameters is defined as:
then:
This property of the joint sensitivity cannot directly be connected to the additivity property of the differential importance measure presented by Borgonovo & al. in [1, 2] :
it concerns perturbation directions but not the components. In some particular cases, i.e. when the sensitivity measure related to one component can be defined by only one perturbation direction, the joint sensitivity to a group of components can be expressed as the sum of the sensitivity to the components. But it is not true as a rule and especially for system under consideration in this paper, i.e. with stochastic dependences.
As a conclusion, if the MDSM related to elementary perturbation directions are calculated, the joint MDSM related to any linear combination of these directions requires no additional calculations.
3 Multi-directional sensitivity measure calculation Many solutions have been proposed in literature to evaluate sensitivity measures corresponding to partial derivatives. Exact solutions rely on Frank's approach in [12] : the classical set of differential equations is extended to a bigger set of equations including the sensitivity factor equations. However, this approach is computationally burdensome and almost unusable or highly inefficient on realistic-size systems because the state space dimension is too great. To cope with this problem, some approximate solutions have been proposed but they are often only applicable to a limited class of systems (e.g. acyclic
Markov models with no repair), [20] .
Many simulation methods have been also proposed to estimate derivative measure.
The simplest methods rely on the use of finite differences (FD) [8] , and simultaneous perturbation (SP) [25] . These methods imply the change of the parameters for each simulation, which can be numerically burdensome and unfeasible for many real world systems, especially for those that need to be reliable. Methods based on common random numbers [8] offer a solution to this problem but if the value of the perturbation is too small, the resulting difference estimator could be severely affected by interference. The derivative estimation based on likelihood ratios (LR) has been proposed in [16, 14] , and weak derivatives (WD) was introduced by Pflug [21, 22] . These methods provide an unbiased estimator, which leads to faster convergence rates when implemented in a simulation optimization algorithm, e.g., stochastic approximation [14] .
In the framework of reliability studies, the perturbation analysis (PA) [3] and its variants, infinitesimal perturbation analysis (IPA), smoothed perturbation analysis (SPA) [13] , structural IPA [9] , Perturbation Realization [4] seem to be much promising. These meth-ods are based on the use of the stochastic gradient that can be estimated from one single sample path (i.e. without any change of the model parameters) [15] . Concerning Markov process modelling and stationary performance measure, Perturbation Realization is particularly well adapted [6, 7] . It allows for:
• the evaluation of multi-directional sensitivity measures at the component level (I C Q ),
• the evaluation of multi-directional sensitivity measures at the system level (I S Q ),
• the evaluation of these sensitivity measures with operating feedback data, without any change of parameters, and without any knowledge of the infinitesimal generator of the Markov process.
Introduction
In the following, the main idea and the main steps of Perturbation Realization are presented. If:
• X i t , is a Markov process with transition matrix M and initial state i,
, is a Markov process with transition matrix M and initial state j,
and:
then the realization factor d ij related to states i and j equals: 
The derivative dη(M )/dQ is estimated on the basis of this equality. 
Perturbation Realization factor
In order to give an interpretation of the realization factor d ij , consider the quantity
with:
t k = the time upon which a perturbation occurs,
, a Markov process with transition matrix M δ , initial state j and initial time t k , , t k . First, there is a Markov process X l t , with initial state l and transition matrix M . If, when the system is in state k, the transition rates λ kj is perturbed by an amount +δ, it is possible that at the next transition time denoted t k , the resulting perturbed Markov process X j t−t k goes from state k to state j (perturbed sample path) instead of going from state k to state i as X l t would do. In this case, the perturbation is "realized". If this is the only realized perturbation, then the impact of the perturbation on the performance measure is quantified by d ij (δ, ∞). Then, since the Markov process is homogeneous: At the limit when δ approaches zero, (if the expectation and the limit can be permuted) : 
Since the Markov process is homogeneous: 
Derivatives estimate Perturbation Realization factor estimate
Cao showed in [4] that the Perturbation Realization factors can be estimated from a single sample path. Actually, if Γ j (i) is the first time upon which a Markov process with initial state j arrives in state i, that is:
The first passage time Γ j (i) and the stationary probability vector π (and consequently η(M )) can be estimated from X j = (X j t , t ≥ 0) as follows. A Markov process X l t (initial state l and transition matrix M ) is observed with the two time sequences {j s } and {i s } so that:
• j s = is the time upon which X l t is in state j for the first time after time i s−1 ,
• i s = is the time upon which X l t is in state i for the first time after time j s , • L j s (i) = i s − j s for s ≥ 1 (independent and identically distributed),
• R s = is−1 k=js η t (X l k )dt (independent and identically distributed).
Then Γ j (i),
, and η(M ) are estimated byΓ j (i),Î, andη(M ) respectively :Γ
where n is the number of observed sequences from j to i, N is the total number of observed sequences and t k is the k-th transition time. Consequently:
The convergence of these estimators based on the realization matrix has been studied and proved by Cao in [4] .
The estimation of the matrix D can also be computationally burdensome because it must be made for each couple (i, j) (complexity of order O(m 2 )). That is why an approximate estimate (with potential vector) is proposed in [5] which reduces the complexity of the calculation to the order O(m).
Hence, thanks to the ergodicity of the process under consideration, the Perturbation
Realization concept gives an estimate of the MDSM that:
• can be evaluated from a single sample path. This is very interesting from a prac-tical point of view for on-line performance optimization, when the parameters are impossible to change intentionally, or when the simulation of each perturbed path is computationally burdensome;
• can be evaluated without knowing the infinitesimal generator M of the Markov process;
• can be evaluated in any direction by changing only the directional matrix Q.
Application to reliability studies: numerical experiments
The numerical results presented in this section are obtained with simulated operating feedback data. The aim is to show how the joint use of multi-directional sensitivity measure and the realization factors for their estimation can help in the sensitivity analysis of stationary performance in reliability studies. A first simple case is studied to make a connection between usual analytical results and estimation results with Perturbation Analysis in the case of Birnbaum's importance measure. Then, a more complex system is presented to enhance the advantages of multi directional sensitivity measure with Perturbation analysis. In both cases, the transition rate matrix is assumed to be unknown for the estimation, and the data set is made of the transition dates from one state to another.
The performance measure is the asymptotic availability and the simulations are made for 100000 transitions.
Binary-state systems with independent components 4.1.1 Expression of the performance function
For binary-state systems, a performance function η(M ) at steady state can be the availability, expressed as:
with π i is the stationary probability of state i, and Ω o is the set of the running states of the system.
Comparison of analytical and estimated results
Consider first the two-unit system sketched in Figure 4 . The availability of units C 1 , C 2 at steady state are written as:
The asymptotic availability of the system can be obviously calculated with Kolmogorov equations at steady state:
By solving these equations, the availability of the system is finally obtained:
The derivative of A with respect to λ i , µ i (i = 1, 2), can be obtained easily from this formula.
To Consider now the perturbation on a parameter level, more precisely on λ 2 , corresponding to the directional matrix Q 1 given in section 2.2.2. Then, using the estimatorsD and π, Equation 8 gives: (λ 2 +µ 2 ) 2 , the estimated Birnbaum's importance measure equals:
In comparison, using the analytical expression of the partial derivative ∂A/∂λ 2 , and Equations 4, one gets: For the case with the directional matrix Q 2 given in section 2.2.2, the perturbation corresponds to the perturbation on one specific state (state 3) and no more on one parameter. The sensitivity of the system availability in the direction Q 2 is obtained by using the same estimatorsD, andπ:
This derivative means that if the repair rate µ 2 on state 3 is increased by an amount 3δ, and at the same time, the failure rate λ 1 on state 3 is decreased by an amount 2δ, then the system availability will increase by an amount 3.2815δ. This value quantifies the gain for the system availability if the probability of being in state 3 is perturbed.
Since state 3 is a running state and since the perturbation in the direction Q 2 increases the probability of in staying state 3, the availability increases andÎ S Q 2
indicates at which speed. To obtain the analytical result in this case, it would be necessary to rewrite the system of differential equations by distinguishing all transition rates between all states, for example to distinguish the parameter λ 1 representing the transition rate from state 1 towards state 2, from the parameter λ 1 representing the transition rate from state 3 towards state 4.
Multi-state systems with dependent components 4.2.1 Presentation of the system
This section concerns a more complex system. Figure 9 represents a part of a power system with 4 units divided into 2 groups:
• Generator group: units C 1 and C 2 are two generators, their capacities are 50 MW (for normal operation state), 0 (for failed state). When C 2 is failed, the capacity of unit C 1 can increase by 20%;
• Transformer group: units C 3 and C 4 are identical transformers, C 4 is in cold redundancy with C 3 . As soon as C 3 is repaired, C 4 stops, and C 3 is the main operating unit. This means that when both units have failed, C 3 is repaired first. The nominal capacity values of C 3 and C 4 are 100 MW and it can be changed synchronously with the power capacity from the generator group.
The operational mode of the system is described in Table 1 where "O" denotes operating state, "S" denotes standby state, and "F" denotes failed state. The corresponding Markov process and the distribution of the production capacity are drawn in Figure 10 . Figure 9 : A part of power system Table 2 gives the values of the repair rates µ i , the failure rates λ i , i = 1, ..., 4, as well as the production capacity. λ i corresponds to failure rate in shared resource/load case.
Performance function
The multi-state systems (MSS), such as e.g. manufacturing, production lines, give different levels of performance that can settle on different values (e.g. 100%, 90%, 80%, ... of the nominal capacity) depending on the operative conditions of the constitutive multi-state components. The availability is considered to be a measurement of the ability of the system to meet the demand (required performance level), and the general definition of a multi-state system availability is [18] :
where W (t) is the output performance of the MSS at time t, and W * is required MSS output performance. For renewable MSS, the stationary distribution of state probabilities is:
where W i is the performance output of state i with i = 1, 2, ..., S (S represents the total number of possible system states). Then the steady state availability equals: where Ω W * is a set of states j whose performance output W j ≥ W * (j = 1, 2, ..., S) [26] .
A M SS is a function of the required performance level W * which is an additional indicator that has a strong impact on the importance of elements in multi-state systems. The availability of a certain component may be very important for one required performance level and less important for another [18] .
Numerical results
In this case, the analytical calculation is long, thus, only the estimate results are presented.
The data are simulated with parameter values given in Table 2 . The realization matrix D and the steady state vector π have been estimated once and all the results presented in Tables 3, 4 , 5, 6, 7, are obtained by changing only the directional matrix Q in Equation
8
.
Sensitivity analysis to a parameter -I C Q
First, the sensitivity of system availability with respect to the failure rates λ i , λ i , and the repair rates µ i (i = 1, ..., 4) is studied. This corresponds to MDSM at the component level and to the specific directions Q(λ i ), Q(λ i ), Q(µ i ). The results in Tables 3, and 4 show that an increase of failure rate leads to a decrease in system availability, and on the contrary, an increase in repair rate leads to an increase in availability. The sensitivity of system availability to the failure of C j (j = 1, 3, 4) is shared between its sensitivity to λ j and to λ j , thus, the impact of the failure rate of C j on system sensitivity can be defined as: Table 3 shows the results in the case with the required performance level 0 < W * ≤ 50MW. Considering the impact of component failure rate on system availability, C 3 is the most critical component, and the component importance ranking is:
This ranking is also true considering the impact of component repair rate on the system availability. It can be partially explained by the system structure: C 3 is the main operating item of a generator group, therefore C 3 is more important than C 4 . C 1 and C 2 are in a parallel structure, and C 4 is in a series structure (when C 4 is functioning, C 3 has already 
3.1516 3 
1.2707 4 failed) so the impact of C 4 on system availability behavior is more important than C 1 and
The results of sensitivity analysis in the case of the required performance level 50 < W * ≤ 60MW are presented in Table 4 . In this case, the set of functioning states of system is Ω W * = {1, 3, 4, 5, 9, 10} (see Figure 10 ). According to the results of importance measures showed in Table 4 , the new components importance ranking related to failure rates is: C 2 < C 4 < C 3 < C 1 . The maximum capacity of C 2 is only 50MW, hence if C 1 fails the system is unable to supply the demand W * and it is considered as failed.
Consequently, component C 1 ranks first and C 2 becomes the least important one. C 3 is still more important than C 4 since C 3 is the main operating unit of the standby structure.
The results in Tables 3 and 4 show that the component importance ranking of multi- Sensitivity analysis to a group of parameters -I
C Q
Here, the perturbations on a group of parameters are studied. The sensitivity level in these directions can be used to identify the importance of components in a group. In Table 5 , directions Q(λ i , λ j ) with i, j = 1, .., 4 are denoted to indicate that the failure rate of both different components C i , C j are perturbed by the same small amount δ (i.e.
Q(λ i , λ j ) = Q(λ i ) + Q(λ j )). The multi-directional sensitivity measure I C Q(λ i ,λ j ) gives an indicator of the system availability sensitivity to a group of components (C i , C j ).
• Application for groups importance ranking:
According to these results in Table 5 , the groups/components importance ranking can be identified. When the required performance level is 0 < W * ≤ 50, the most important group of 2 components is (C 3 , C 4 ) and the group (C 1 , C 2 ) is the least important one. When the required performance level is 50 < W * ≤ 60, the most important group is (C 1 , C 3 ) and the (C 2 , C 4 ) is the least important group. These rankings can be also verified by adding the results showing in Tables 3, 4 .
• Application to maintenance optimization: When one parameter of the system is changed (increased failure rate, component degradation, for example), the system availability deteriorates. This variation can be compensated completely or partially if at the same time, other parameters of the system (repair rates, for example) can be perturbed to compensate for this change. This action can be performed by choosing a suitable direction of perturbation Q. More precisely, now assume that the failure rate of C 2 is increased by an amount δ (degradation of component 2), and at the same time, the repair rate of C 2 , µ 2 , is perturbed by an amount αδ (reduction of the maintenance time of C 2 ) . A sensitivity close to zero in a direction of the form (λ 2 , αµ 2 ) indicates that the change on µ 2 almost balances the effect of the change on λ 2 . Herein, for the case 0 < W * ≤ 50: I C Q(λ 2 ,7.45µ 2 ) = −0.0042, and when 50 < W * ≤ 60: I C Q(λ 2 ,10.88µ 2 ) = 0.0016. From a practical point of view, this can be seen as a means to tune the maintenance parameters, such in a way that a perturbation on the failure rate has no impact on system availability. Maintenance policy parameters can then be optimally tuned in this way and the optimal solution can also depend on other criteria (maintenance cost, for example).
Sensitivity analysis to failure rates in a system state -I
S Q
In this paragraph, composite directions of sensitivity are considered, i.e. the perturbation is not limited to a single specific parameter or group parameters. Instead, perturbations on the failure rates of a given state are considered. In Table 6 , the direction denoted Q Si indicates that all failure rate transitions out from the operational state i (i = 1, 2, 3, 4, 5, 7, 8, 9, 10) are simultaneously perturbed by the same amount. The sensitivity in these directions can help to identify the importance of a given state. According to these sensitivities with the different required performance levels, the different state importance rankings are drawn. It is shown that , for both cases: 0 < W * ≤ 50 and 50 < W * ≤ 60, the most important state is state number 1 and state 10 is the least important one. This paragraph explores the sensitivity of the failure rates of a group of sates. In Table 7, the direction denoted Q (C i C j ) (i, j = 1, 2, 3, 4) indicates that when the system is in operational state where both C i , C j are functioning, the failure rates of C i , C j are simultaneously perturbed by the same amount. From a practical point of view, this perturbation could be caused by, for example, electrical shock, changing environmental conditions, etc.
The sensitivity of system availability in this direction gives impact of the operational components group on system availability.
The results in Table 7 show that with the different required performance levels, the sensitivity of system availability to operational component groups is different. When the required performance level is 0 < W * ≤ 50, the most important group of 2 operational components is (C 2 , C 3 ) and the group (C 1 , C 2 ) is the least important one. And if the required performance level is 50 < W * ≤ 60, the most important group is (C 1 , C 3 ) and the group (C 2 , C 4 ) is the least important one.
Conclusions
The results presented in this paper are a natural extension of the classical methods of sensitivity analysis developed for "static systems". The main idea is to obtain the derivatives of a performance measure without using exact or approximate methods which are burdensome, neither FD/SP methods which require data from both the nominal and the perturbed system behaviour. In fact, the data of the perturbed system can be unavailable in many real-life cases when the parameters cannot be intentionally modified (for economic or safety reasons for example).
With PA and IPA, methods have been developed to estimate the sensitivity measure of discrete event dynamic system models on the basis of nominal system behavior only. In the framework of Markov process modeling, the Perturbation Realization approach based on a single sample path is particularly well formalized. From a practical point of view, it allows the estimation of sensitivity measures on the basis of operating feedback data in nominal conditions, without knowing the generator of the underlying Markov process.
The present work shows that after one Perturbation Realization matrix estimation, many different sensitivity measures, sensitivity to one or more parameters with any directional derivative, sensitivity to the transition rates, can be led with no additional calculations and can be used in many reliability studies: identification of a group of critical compo- 
