For many random constraint satisfaction problems such as random satisfiability or random graph or hypergraph coloring, the best current estimates of the threshold for the existence of solutions are based on the first and the second moment method. However, in most cases these techniques do not yield matching upper and lower bounds. Sophisticated but non-rigorous arguments from statistical mechanics have ascribed this discrepancy to the existence of a phase transition called condensation that occurs shortly before the actual threshold for the existence of solutions and that affects the combinatorial nature of the problem (Krzakala, Montanari, RicciTersenghi, Semerjian, Zdeborová: PNAS 2007). In this paper we prove for the first time that a condensation transition exists in a natural random CSP, namely in random hypergraph 2-coloring. Perhaps surprisingly, we find that the second moment method applied to the number of 2-colorings breaks down strictly before the condensation transition. Our proof also yields slightly improved bounds on the threshold for random hypergraph 2-colorability.
Introduction and results
For many random constraint satisfaction problems such as random k-SAT, random graph coloring, or random hypergraph coloring the best current bounds on the thresholds for the existence of solutions derive from the first and the second moment method. However, in most cases these basic techniques do not yield matching upper and lower bounds. In effect, for most random CSPs the precise threshold for the existence of solutions remains elusive. Examples of this include random k-SAT, random graph k-coloring, and the 2-coloring problem in random k-uniform hypergraphs (with k ≥ 3 each time).
In this paper we investigate the origin of this discrepancy with the example of the random hypergraph 2-coloring problem, in which the second moment analysis is technically relatively simple. First, we present an approach to improve slightly over the naive second moment argument. But more importantly, we establish the existence of a further phase transition below the threshold for the existence of solutions. At this so-called condensation transition, whose existence was predicted on grounds of sophisticated but non-rigorous statistical mechanics arguments [10, 18] , the combinatorial nature of a 'typical' solution becomes significantly more difficult to analyze. Arguably, beyond the condensation transition it is conceptually more difficult to prove that solutions exist, and indeed in several random CSPs condensation seems to pose the key obstacle to determining the precise threshold for the existence of solutions. Here we prove rigorously for the first time that a condensation transition indeed exists in a natural random CSP.
To define the random hypergraph 2-coloring problem, let V = {1, . . . , n} be a set of vertices, let k ≥ 3, and let H k (n, m) be a random k-uniform hypergraph on V obtained by inserting a random set of m edges out of the n k possible edges. A 2-coloring of H is a map σ : V → {0, 1} such that no edge e of H is monochromatic. Throughout the paper, we will let r = m/n denote the density of the random hypergraph. An event E occurs with high probability ('w.h.p.') if its probability tends to one as n → ∞. We let S(H) denote the set of all 2-colorings of the hypergraph H, and we let Z(H) = |S(H)|.
Friedgut's sharp threshold theorem implies that for any k ≥ 3 there exists a threshold r col = r col (k, n) such that for any ε > 0 the random hypergraph H k (n, m) of density r = m/n < (1−ε)r col is 2-colorable w.h.p., while for r > (1 + ε)r col it is w.h.p. not [13, 14] .
1 Although the precise threshold r col is not known for any k ≥ 3, the first and the second moment methods can be used to derive upper and lower bounds. To put our results in perspective, let us briefly recap these techniques.
The first and the second moment method. The first moment method yields an upper bound on r col . More precisely, by Markov's inequality,
Hence, if for some density r the first moment E [Z] satisfies E [Z] = o(1), then r col ≤ r. Indeed, it is easy to compute E [Z] explicitly, and to verify that there is a critical density r f irst = 2
Even though E [Z] = exp(Ω(n)) is exponentially large in n for r < r f irst , this does, of course, not imply that H k (n, m) is 2-colorable with high probability: it could simply be that a tiny number of hypergraphs drive up the expected number of 2-colorings because they possess excessively many of them. The purpose of the second moment method is to rule this possibility out. More precisely, the second moment argument is based on the Paley-Zygmund inequality
Hence, if for some density r < r f irst we can show that
with C = C(k, r) > 0 independent of n, then P [H k (n, m) is 2-colorable] ≥ 1/C. That is, the probability of 2-colorability is bounded away from 0 as n → ∞. Therefore, the sharp threshold theorem implies that r col ≥ r. Indeed, Achlioptas and Moore [4] proved that there is a critical density r second = 2 k−1 ln 2 − (1 + ln 2)/2 + o k (1) such that (1.1) holds for all r < r second but is violated for r > r second . In summary, the first/second moment arguments yield the bounds
An enhanced second moment argument. How could we improve the lower bound on r col ? The second moment analysis in [4] is tight, and thus simply performing a better calculation will not suffice. Indeed, as observed in [4] , for r > r second we have E
2 , i.e., the second moment method fails dramatically. But why? One possibility could be that the expectation E [Z] is driven up by a tiny minority of hypergraphs with excessively many 2-colorings, i.e., that Z ≤ exp(−Ω(n))E [Z] w.h.p. In this case (1.1) would fail to hold because the second moment E Z 2 would exaggerate the contribution of the few 'rich' hypergraphs even more than the first moment. A second possibility is that Z is 'close' to E [Z] w.h.p., but without being sufficiently concentrated for (1.1) to hold. The following theorem, which improves the lower bound in (1.2) by an additive (1 − ln(2))/2 ≈ 0.153, shows that up to r cond = 2 k−1 ln 2 − ln 2 > r second , the second scenario is true. Theorem 1.1. There is a constant k 0 ≥ 3 such that for all k ≥ k 0 and r < r cond the random hypergraph H k (n, m) is 2-colorable w.h.p. and the number Z of 2-colorings satisfies
For r < r cond the expected number E [Z] of 2-colorings is exponentially large in n. Hence, (1.3) shows that for r < r cond w.h.p. Z is exponentially large as it coincides with E [Z] up to sub-exponential terms.
The proof of Theorem 1.1 is based on an enhanced second moment argument that takes the 'geometry' of the set S(H k (n, m)) of 2-colorings of the random hypergraph into account. As a corollary of this argument, we can extend up to r cond results from [1] on the 'shape' of the set S(H k (n, m)), viewed as a subset of the ndimensional Hamming cube {0, 1} n equipped with the Hamming distance. To state this result, let us say that a 2-coloring σ of a hypergraph H on n vertices is (α, β, γ)-shattered for α, γ > 0 and β > α if the following is true.
SH1.
There is no 2-coloring τ ∈ S(H) with αn < dist(σ, τ ) < βn.
Intuitively, this means that σ is part of a 'cluster' C α (σ) of 2-colorings, whose size is exponentially smaller than the total number Z(H) of 2-colorings. Furthermore, there is a 'gap' of size (β − α)n between this cluster and the remaining 2-colorings of H.
There is a constant k 0 ≥ 3 such that for any k ≥ k 0 there is γ k > 0 such that for r second ≤ r < r cond all 2-colorings of the random hypergraph H k (n, m) are (0.01, 0.49, γ k )-shattered w.h.p.
Corollary 1.1 implies that w.h.p. the set of 2-colorings of H = H k (n, m) has a decomposition S(H) = mutually at Hamming distance at least 0.48n. (Indeed, inductively choose S i to be the local cluster C 0.01 (σ) of some 2-coloring σ ∈ j<i S j .) This decomposition allows us to explicate why the 'vanilla' second moment argument fails for r second < r < r cond . In fact, we can write
To estimate the expectation of this quantity, we need to bound on the number N of components and their sizes |S i |. As we will see in Section 3, the naive second moment argument overestimates the 'cluster sizes' |S i | grossly in the regime r second < r < r col . We overcome this problem by investigating the internal structure of the 'clusters' S i . We expect that this approach extends to other problems such as random k-SAT or random graph k-coloring, although the technical details will be far more intricate. Into the condensation phase. As observed nonrigorously in [10, 18] , the decomposition of the set S(H) into 'clusters' holds the key to the combinatorial phenomenon that we call "condensation". As we increase the density r = m/n of H = H k (n, m) from r second to r cond , the number Z of 2-colorings decreases. So does the 'typical' cluster size, i.e., the median size |C 0.01 (σ)| of the local cluster of a random σ ∈ S(H). Indeed, Theorem 1.1 and our calculations in Sections 3 and 4 show that for r second < r < r cond w.h.p.
The issue with (1.4) and (1.5) is that for r > r cond + o k (1), we have
In effect, we cannot extrapolate the evolution of the total number Z of 2-colorings and the median cluster size from (1.4) and (1.5) to the regime r > r cond , because then (1.6) would lead to the absurd conclusion that the size of a typical cluster is greater than the total number of 2-colorings. Hence, it can't be that ln Z and the median cluster size trace the functions on the r.h.s. of (1.4) and (1.5) beyond r cond + o k (1).
As our next theorem will show, it is indeed the case that ln Z follows a different trajectory than (1.4) beyond r cond + o k (1). This means that for r > r cond + o k (1) it will not be true anymore that ln Z ∼ ln E [Z] w.h.p. In other words, beyond r cond + o k (1), the expected number E [Z] of 2-colorings is indeed driven up excessively by a tiny minority of hypergraphs with an abundance of 2-colorings. Theorem 1.2. There exist a constant k 0 ≥ 3 and a sequence ε k → 0 such that for any k ≥ k 0 there are δ k > 0, ζ k > 0 such that the following two statements are true.
2. For any density r with r cond + ε k < r < r col we have
The second statement asserts that for densities between r cond +ε k and the actual (unknown) 2-colorability threshold r col , the expected number E [Z] of 2-colorings exceeds the actual number Z by an exponential factor exp(ζ k n) w.h.p. This contrasts with Theorem 1.1, which shows that below r cond , Z is of the same exponential order as E [Z] w.h.p. Furthermore, the first part of Theorem 1.2 ensures that the regime of densities where (1.7) holds is non-empty, as the true threshold r col is indeed strictly greater than r cond + ε k .
In mathematical physics, the term 'phase transition' is usually defined as a point where the function
is non-analytic. With Z the number of 2-colorings of H k (n, m), it is not currently known whether the limit F (r) exists.
2 But if it does, then Theorems 1.1 and 1.2 imply that around some r = r cond + o k (1), the function F is non-analytic (because for r < r cond , F (r) coincides with the linear function lim n→∞
In any case, what we see is that the sequence of functions r → 1 n E [ln(1 + Z)] does not converge to an analytic limit in an interval of length o k (1) around r cond . In this sense, Theorem 1.2 establishes the existence of a phase transition "near" r cond , which we call the condensation transition. Its existence was predicted on the basis of non-rigorous statistical mechanics arguments [10, 18] . We emphasize that the existence of the limit F (r) for r cond < r < r col remains an important open problem.
The term 'condensation' is meant to express that w.h.p. the set S(H k (n, m)) of all 2-colorings has a drastically different shape than in the 'shattered' regime of Corollary 1.1. To spell this out, let us call a 2-coloring of a hypergraph H on n vertices (α, β, γ)-condensed if CO1. There is no 2-coloring τ ∈ S(H) with αn < dist(σ, τ ) < βn.
(The difference between SH1-SH2 and the above is that CO2 imposes a lower bound on |C α (σ)|.)
There exist a constant k 0 ≥ 3 and a sequence ε k → 0 such that for any k ≥ k 0 there exist a sequence r(n) of densities satisfying |r(n) − r cond | ≤ ε k such that H k (n, m) with m = r(n) · n has the following two properties w.h.p.
This means that at a particular density r(n) the size of the local cluster of a 'typical' 2-coloring σ of H k (n, m) satisfies ln |C 0.01 (σ)| ∼ ln Z w.h.p. In other words, the size of the cluster of a 'typical' 2-coloring has the same exponential order as the set of all 2-colorings. This contrasts with the 'shattered' scenario of Corollary 1.1, where w.h.p. all clusters only comprise an exponentially small fraction of the entire set S(H k (n, m)). The (nonrigorous) statistical physics work [10, 18] predicts that the conclusions of Corollary 1.2 should hold in the entire regime between the condensation transition and r col .
Discussion. The significance of the slightly better lower bound on the threshold for hypergraph 2-colorability provided by Theorem 1.1 is that it allows us to prove the existence of the condensation transition. Beyond the condensation transition, the combinatorial nature of the problem seem to become more complicated. To see why, consider the following random experiment with r < r col (so that H k (n, m) is 2-colorable w.h.p.).
G1. Choose a random hypergraph
conditional on H being 2-colorable.
G2. Choose a 2-coloring σ ∈ S(H) uniformly at random and output (H, σ).
The above experiment induces a probability distribution g k,n,m on the set Λ k (n, m) of hypergraph/2-coloring pairs that we call the Gibbs distribution. For r < r col the experiment corresponds to sampling a random 2-coloring of a random hypergraph, and thus understanding the above experiment is key to studying the combinatorial nature of the hypergraph 2-colorability problem. But the experiment seems genuinely difficult to analyze. In fact, even for densities r = O(2 k−1 /k) far below the threshold for 2-colorability, it is not currently known how to efficiently construct, let alone sample, a 2-coloring of a random hypergraph [3] .
But there is a related experiment called the planted model that is rather easy to implement and to study.
P1. Choose σ ∈ {0, 1}
n uniformly at random.
P2
. Choose a hypergraph H = H k (n, m, σ) with m edges uniformly at random among all hypergraphs for which σ is a 2-coloring, and output (H, σ).
. It is not difficult to show that prior to the condensation phase, the distributions induced by the two experiments are 'close'.
for any event B.
The relationship (1.8) allows us to bound the probability of some 'bad' event B in the Gibbs distribution by estimating its probability in the planted distribution. Indeed, Proposition 1.1 was used in [1] to study various properties of 'typical' 2-colorings of H k (n, m). In combination with Theorem 1.1 and the methods of [1] , Proposition 1.1 can be used to get a pretty good idea what a 2-coloring of the random hypergraph H k (n, m) "typically looks like" before the condensation transition.
But beyond the condensation transition, matters appear to be more complicated. As Theorem 1.2 shows, in the condensed regime we have ln Z < ln E [Z] − Ω(n) w.h.p., i.e., the assumption of Proposition 1.1 is violated. Roughly speaking, the gap ln Z < ln E [Z] − Ω(n) implies that a pair chosen from the planted distribution P1-P2 corresponds to a pair chosen from the Gibbs distribution only with exponentially small probability. In fact, for densities beyond the condensation transition our proof of Theorem 1.2 exhibits an event B for which (1.8) is violated, i.e., the planted model is no longer a good approximation to the Gibbs distribution. Furthermore, the statistical mechanics cavity technique suggests that getting a handle on the Gibbs measure (or other related measures) is far more complicated in the condensation phase. Overcoming this obstacle appears to be the remaining challenge to obtain the precise threshold for hypergraph 2-colorability. The statistical mechanics reasoning [10, 18] 
Related work
The two inequalities in (1.2) state the best previous bounds on the threshold for hypergraph 2-colorability from the paper of Achlioptas and Moore [4] , which provided the prototype for the second moment analyses in other sparse random CSPs (e.g., [5, 6] ). Since the second moment method is non-constructive, there is the separate algorithmic question: for what densities can a 2-coloring of a random hypergraph be constructed in polynomial time w.h.p.? The best current algorithm is known to succeed up to r = c · 2 k−1 /k for some constant c > 0, i.e., up to a factor of about k below the 2-colorability threshold [3] .
In [1] the geometry of the set S(H k (n, m)) of 2-colorings of the random hypergraph was investigated (among other things). It was shown that S(H k (n, m)) shatters into exponentially small well-separated 'clusters' for densities (1 + ε k )2 k−1 ln(k)/k < r < r second . Corollary 1.1 extends this picture up to r cond . In addition, [1] also proved that in the regime (1 + ε k )2 k−1 ln(k)/k < r < r second a typical 2-coloring σ of H k (n, m) is rigid w.h.p. in the sense that for most vertices v any 2-coloring τ with σ(v) = τ (v) has Hamming distance Ω(n) from σ. Our analysis, most notably the study of the structure of a typical 'local cluster' in Section 4, builds substantially on the concepts of shattering and rigidity from [1] , but we elaborate them in considerably more detail to get close quantitative estimates.
In many random CSPs other than random hypergraph 2-coloring the best current bounds on the thresholds for the existence of solutions derive from the second moment method as well. The most prominent examples are random graph k-coloring [5] and random k-SAT [6] . But the second moment argument extends naturally to a range of 'symmetric' random CSPs [19] . It would be interesting to see if/how our techniques can be generalized in order to prove the existence of a condensation phase in these other problems, particularly random graph k-coloring. However, since even the standard second moment analysis is quite involved in random graph k-coloring, such a generalization will be technically challenging.
The random k-SAT problem is conceptually different because it is not 'symmetric'. More precisely, in random hypergraph 2-coloring the inverse 1 − σ of a 2-coloring σ is a 2-coloring as well. This symmetry, which greatly simplifies the second moment argument, is absent in random k-SAT. As a consequence, as elaborated in [4, 6] 
2 ) does not hold for any density. Roughly speaking, to overcome this problem [6] focuses on a special type of satisfying assignments ("balanced" ones), whose number
2 ). Technically, this is accomplished by weighting satisfying assignments cleverly. While our techniques can be extended easily to establish the existence of a condensation phase for these balanced satisfying assignments in random k-SAT, this does not imply that condensation occurs with respect to the bigger set of all satisfying assignments. This would require a new approach for the direct analysis of the total number of satisfying assignments in random k-SAT.
We emphasize that our techniques are quite different from the 'weighted' second moment method in [6] . Indeed, the 'asymmetry' that motivated the weighting scheme in [6] is absent in random hypergraph 2-coloring. Instead of weighting, we employ a new idea that exploits the combinatorial structure of the 'clusters' into which the set S(H k (n, m)) of 2-colorings decomposes.
An example of a random CSP in which the precise threshold for the existence of solutions is known is random k-XORSAT. In this problem a second moment argument yields the precise thresholds (after 'pruning' the underlying hypergraph) [12, 21] . The explanation for this success is that random k-XORSAT does not have a condensation phase due to the algebraic nature of the problem. Similarly, in random k-SAT with k > log 2 n (i.e., the clause length is growing with n) there is no condensation phase and, in effect, the second moment method yields the precise satisfiability threshold [9, 15] . A further class of problems where the condensed phase is conjectured to be empty are the 'locked' problems of [24] .
In statistical mechanics the condensation transition was first predicted (using non-rigorous techniques) for the random k-SAT and the random graph k-coloring problems [18] . For random hypergraph 2-coloring the statistical mechanics prediction for the condensation threshold was derived in [10] . The structure of the condensed phase is described using a non-rigorous frame-work called one-step replica symmetry breaking. Interestingly, it was also conjectured that the structure of the condensed phase for large k is very similar to the structure of the random subcube model [20] 3 . Our proofs verify this for random hypergraph 2-coloring, see Section 4 for more details.
Random CSPs, including random hypergraph 2-coloring, have been studied in statistical mechanics as models of disordered systems (such as glasses) under the name 'diluted mean field models'. In this context the condensation transition corresponds to the so-called Kauzmann transition [17] . The present paper provides the first rigorous proof that this phase transition actually exists in a 'diluted mean field model'.
3 Reaching the condensation transition: proof of Theorem 1.1
In the rest of this paper, we assume that k ≥ k 0 for some large enough constant k 0 . Moreover, to avoid floor and ceiling signs, we assume that n is even. The vanilla second moment argument. We begin by briefly reviewing the 'vanilla' second moment method from [4] . This will provide the background for the enhanced the second moment argument that yields Theorem 1.1. As a first step, we need to work out the expected number E [Z] of 2-colorings. Using the linearity of the expectation, it is easy to obtain
Our goal is to identify the regime of densities r where E Z
= O(E [Z]
2 ), i.e., where the second moment method 'works'. A technical issue is that Z includes 2-colorings σ whose color classes have (very) different sizes. To simplify our calculations we are going to confine ourselves to colorings σ whose color classes σ −1 (0), σ −1 (1) have the same size. More precisely, let us call σ : V → {0, 1} equitable if |σ −1 (0)| = |σ −1 (1)| = n 2 , and let Z e be the number of equitable 2-colorings of H k (n, m). Using Stirling's formula and, once more, the linearity of the expectation, it is not difficult to compute E [Z e ]: we have
Now, for what r do we have E Z Thus, we need to compute E [Z e |σ is 2-col]. In other words, for a fixed equitable σ ∈ {0, 1} n we need to study the random hypergraph H k (n, m) given that σ is a 2-coloring. This conditional distribution can be expressed easily: just choose a set of m edges uniformly at random from all edges that are bichromatic under σ (cf. step P2 of the 'planted model' above). Let H k (n, m, σ) denote the resulting random hypergraph. Furthermore, given σ, let Z e (d) be the number of equitable 2-colorings τ with Hamming distance dist(σ, τ ) = d. Similarly, let Z(d) be the total number of 2-colorings τ with dist(σ, τ ) = d. Then
Fact 3.2 and (3.10) reduce the problem of computing E [Z e |σ is a 2-coloring] (and thus E Z 2 e )) to an exercise in calculus: we just need to study the function ψ.
2. if there is some x ∈ (0, 1) with ψ(x) > ψ(1/2), then
Lemma 3.2 shows that the second moment method 'works' if and only if r is such that the function ψ takes its global maximum at 1 2 . Thus, let r second be the supremum of all r > 0 with this property. Using basic calculus, one verifies that r second = 2 k−1 ln 2 − 1 2 (1 + ln 2) + o k (1) (see [4, Section 7] ), and that for r > r second the function ψ attains its maximum, strictly greater than ψ(1/2), in the interval (0, 2 −k/2 ). In effect, the second part of Lemma 3.2 shows that
for r > r second , i.e., the 'vanilla' second moment argument breaks beyond r second . The enhanced second moment argument. To improve over the naive second moment argument, we take another look at the function ψ. Let α = 2 −k/2 . Once more using basic calculus, we find Lemma 3.3. Suppose that r second < r < r f irst .
1. We have sup 0<x<α ψ(x) > ψ(1/2) > 0.
For all
3. In the interval [α, 1 − α] the function ψ attains its unique maximum at 1/2. Lemma 3.3 allows us to deduce important information on the geometry of the set S(H k (n, m, σ)) of 2-colorings (similar arguments as the following have been used in [1, 2, 11] to prove that the set of all 2-colorings of H k (n, m) shatters into exponentially many well-separated pieces for certain r, resp. to prove such a statement for random k-SAT). Indeed, combining Fact 3.2 and Lemma 3.3, we see that for distances αn < d ≤ ( 1 2 − α)n, the expected number of 2-colorings at distance d from σ is exponentially small:
Hence, H k (n, m, σ) does not have any 2-coloring τ such that dist(σ, τ ) ∈ (αn, ( 1 2 − α)n) w.h.p. Similarly, w.h.p. there is no 2-coloring τ with dist(σ, τ ) ∈ (( 1 2 + α)n, (1 − α)n). Thus, w.h.p. the set of 2-colorings of H k (n, m, σ) decomposes into the 'local cluster'
of colorings 'close' to σ, the corresponding inverse colorings {1 − τ : τ ∈ C(σ)}, and the remaining colorings τ with
With this picture in mind, we can interpret the maximum of ψ in (0, α) as the expected size of the local cluster. More precisely, by Fact 3.2,
Hence, the 'vanilla' second moment argument breaks down for r > r second because the expected size of the local cluster in H k (n, m, σ) exceeds the expected number E [Z] of 2-colorings in H k (n, m).
The crucial observation on which the proof of Theorem 1.1 rests is that for r second < r < r cond , w.h.p. the actual size |C(σ)| of the local cluster is much smaller than its expectation. Indeed, in Section 4 below we will investigate the combinatorial structure of C(σ) closely to prove the following key fact.
Proposition 3.1. Let σ ∈ {0, 1} n be equitable. If r < r cond = 2 k−1 ln 2 − ln 2, then w.h.p.
Fix a density r < r cond . Motivated by Proposition 3.1, we call a 2-coloring σ of a hypergraph H good if σ is equitable and |C(σ)| ≤ E [Z e ]. Let Z g be the number of good 2-colorings of H k (n, m).
Corollary 3.1. For any r < r cond we have
Proof. Let H be the set of all k-uniform hypergraphs on V = {1, . . . , n} with precisely m edges. Let Λ e be the set of all pairs (H, σ) such that σ is an equitable 2-coloring of H. Furthermore, let Λ g be the set of all pairs (H, σ) with H ∈ H and σ a good 2-coloring of
Hence, it suffices to show that |Λ e | ∼ |Λ g |. But this is evident from Proposition 3.1, which shows that |{H ∈ H : (H, σ) ∈ Λ g }| ∼ |{H ∈ H : (H, σ) ∈ Λ e }| for all equitable σ.
2
We are going to compute the second moment E Z 2 g . Just as in the case of the 'vanilla' second moment argument (cf. Fact 3.1) we see that for any equitable σ ∈ {0, 1} n ,
Thus, we are left to bound E [Z g |σ is a good 2-coloring] .
Letting Z g (d) denote the number of good 2-colorings at Hamming distance d from σ, we obtain
The last inequality is crucial. It holds because if σ is good, then |C(σ)| ≤ E [Z e ] with certainty, by the very definition of 'good'. Furthermore,
2) and because for r < r cond the function ψ(x) attains its maximum in the interval (α, 1−α) at x = 1/2, it is not difficult to show that (cf. Lemma 3.2) 
2 ) for any r < r cond . Therefore, the (strong version of the) PaleyZygmund inequality shows that for r < r cond ,
≥ Ω(1), (3.16) i.e., the probability that H k (n, m) is 2-colorable is bounded away from 0. In particular, the threshold r col for 2-colorability cannot be smaller than r cond , whence indeed H k (n, m) is 2-colorable w.h.p. for any r < r cond .
The second claim (1.3) follows from (3.16) together with a sharp threshold result for the number of 2-colorings of H k (n, m). Indeed, adapting arguments from [14, Section 3.3] , it is not difficult to show that ln Z ∼ E [ln(1 + Z)] w.h.p. for all r < r cond (with the logarithm inside the expectation). Moreover, (3. Fix an equitable σ ∈ {0, 1} n . To prove Proposition 3.1, we analyze the size of the local cluster C(σ) in H k (n, m, σ). The result of this is as follows.
Comparing the estimate (4.17) with the expectation E [Z] yields Proposition 3.1. Here we will sketch the proof of Proposition 4.1. For the purpose of presentation, we will only indicate how to show that w.h.p.
with λ = kr/(2 k−1 − 1). Where does (4.18) come from? Let H be a hypergraph for which σ is a 2-coloring. We call an edge e of H critical if k − 1 of its vertices have the same color under σ. Let us also say that a vertex v ∈ e supports e if σ(w) = σ(v) for all w ∈ e \ {v}. Thus, if v supports e, then v cannot just unilaterally 'flip' its color because that would render e monochromatic. But if v does not support any edges, we are free to invert its color. To obtain (4.18), we will show that the local cluster C(σ) of H = H k (n, m, σ) is almost identical to the sub-cube of {0, 1} n consisting of all τ ∈ {0, 1} n such that τ (v) = σ(v) for all v that support at least one edge. In other words, while we can basically recolor all the non-supporting vertices freely, (virtually) none of the vertices that support an edge can be recolored without leaving C(σ).
The expected number of edges that any v supports in
For there are m edges in total, and the probability that any one of them contains v is ∼ k/n. Given that, the probability that the other k − 1 vertices have the opposite color as v, conditioned on the edge being bichromatic under σ, equals 1/(2 k−1 − 1). Indeed, by standard arguments the number of edges supported by v is asymptotically Poisson with mean λ. Hence, the probability that v supports no clause at all is ∼ exp(−λ), and the expected number of non-supporting vertices is ∼ n exp(−λ). This motivates (4.18).
To turn the above intuition into a proof, we construct a sub-hypergraph core(H) of H = H k (n, m, σ):
CR1. Initially, let S contain all v ∈ V that support at least 3 edges.
CR2. While there is v ∈ S that supports < 3 edges consisting of vertices of S only, remove v from S.
Let core(H) = S be the final outcome of this process. Standard random graphs arguments yield
The vertices v ∈ core(H) are difficult to recolor. Indeed, flipping the color of v necessitates recoloring at least one more vertex in each of the ≥ 3 edges that v supports and that consist of vertices in core(H) only. This triggers an avalanche of recolorings that will only stop after a substantial fraction of all vertices have been recolored. More precisely, using expansion properties of the random hypergraph, we can show Lemma 4.2. W.h.p. H = H k (n, m, σ) does not have a 2-coloring τ such that 0 < |{v ∈ core(H) : σ(v) = τ (v)}| < n/k 3 .
In particular, w.h.p. there is no 2-coloring τ ∈ C(σ) that disagrees with σ on a vertex in core(H).
To complete the proof of (4.18), we call a vertex v attached if v supports an edge e such that all other vertices of e belong to core(H). (In particular, all vertices in the core are attached.) Thus, to change the color of an attached vertex it is necessary to also alter the color of a vertex in the core. Hence, Lemma 4.2 entails that w.h.p. for all τ ∈ C(σ) and all attached v we have τ (v) = σ(v). Remark 1. The above sketch leaves out many details of the proof, which will be contained in the full version of this work. Since some of these details may be of independent interest, we give a brief summary. If we let Q be the set of vertices that are neither in the core nor attached to it, then our methods allow us
• to obtain the asymptotically size |Q| (up to o(n) vertices) by tracing the construction of the core and the attachment property via the method of differential equations [23] , and
• to describe the distribution of the non-uniform hypergraph H Q with vertex set Q and edge set {e ∩ Q : e ∈ H}.
In combination with results from [22] , this description shows that w.h.p. all but o(n) vertices of H Q form a hyperforest with all components of size O(1).
Lemma 5.1. There exist r > r crit and β = β(k) > 0 such that E [Z g,1+β ] ∼ E [Z 1+β ] ≥ exp(Ω(n)).
From this point, the proof of Proposition 5.1 continues much like the enhanced second moment argument in Section 3. A similar argument also yields Corollary 1.2. More precisely, the proof of Corollary 1.2 is based on a second moment analysis right at the critical density r = r(n) where the typical size of the local cluster in H k (n, m, σ) equals the expected number E [Z] of 2-colorings in H k (n, m).
In summary, we have shown that the 'vanilla' second moment argument breaks at density r second because beyond r second the expected size of the local cluster C(σ) in H k (n, m, σ) exceeds the expected number E [Z] of 2-colorings in H k (n, m). However, the condensation transition occurs only at density r cond > r second , where the typical size of C(σ) in H k (n, m, σ) exceeds E [Z] . Finally, to show that the condensation phase is nonempty, we performed a second moment argument for 2-colorings σ whose local clusters C(σ) are much smaller than a typical cluster in H k (n, m, σ) by conditioning on a larger number of critical edges.
