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Abstract—This paper presents an approach using range me-
asurement through homography calculation to build 2D visual
occupancy grid and control the robot through monocular vision.
This approach is designed for a Cellbot architecture. The robot
is equipped with wall following behavior to explore the environ-
ment, which enables the robot to trail objects contours, residing
in the fuzzy control the responsibility to provide commands for
the correct execution of the robot movements while facing the
adversities in the environment. In this approach the Cellbot
camera works as a sensor capable of correlating the images
elements to the real world, thus the system is capable of finding
the distances of the obstacles and that information is used
for the occupancy grid mapping and for fuzzy control input.
Experimental results with V-REP simulator are presented to
validate the proposal, and the results were favorable to the use
in robotics and in acceptable computing time.
Index Terms—Occupancy-Grid Mapping, Wall-Following,
Fuzzy System, Monocular Vision.
I. INTRODUÇÃO
Robótica móvel é um importante tópico de pesquisa por
muitas razões. Entre elas, o surgimento de propostas de solu-
ções para diversas tarefas do dia-a-dia, sejam elas domésticas
(aspiradores de pó e cortadores de grama), industriais (Trans-
porte automatizado e veículos de carga autônoma), militares
(sistemas de monitoramento aéreo remoto - VANTs, transporte
de suprimentos e de armazenamento de zonas de guerra,
sistemas táticos de guerra) e segurança pública (controle e pa-
trulhamento de ambientes, resgates e exploração em ambientes
hostis).
Um dos grandes desafios enfrentados pela robótica é a
autonomia. Um sistema robótico é considerado autônomo se
é capaz de reconhecer o ambiente na qual está inserido,
inferir informações a partir dele, mover-se independentemente,
adaptar-se às suas condições, além de ter habilidades de
planejamento e raciocínio. Outro grande desafio da robótica é
o custo de aquisição tanto dos robôs quanto de seus sensores.
Atualmente estão sendo propostas soluções mais baratas de
construção de robôs, de forma a popularizar o estudo da
robótica. Uma dessas soluções é o cellbot [1], que basicamente
consiste em um robô móvel que se utiliza de um dispositivo
móvel como ambiente de execução ou fonte de sensoriamento.
A grande vantagem do uso dos cellbots é a popularização dos
smartphones na sociedade, a gama de sensores que disponibili-
zam e o poder de processamento comparável a um computador
pessoal.
Para que um robô possa navegar de formar autônoma pelo
ambiente, é necessário que ele seja capaz de construir um
mapa usando seus sensores. O Mapeamento de Ambientes con-
siste em um conjunto de dados coletados através de sensores
com o objetivo de gerar, a partir de características do ambiente,
um modelo computacional levando em consideração o método
de aquisição, o tipo de armazenamento e a estrutura na qual os
dados serão armazenados. Dentro desse conceito, os sensores
são determinantes na formulação do problema.
As primeiras implementações de mapeamento utilizavam
sensores de alcance, que fornecem informação de distância e
orientação entre o robô e o obstáculo. Com o tempo outras
formas de aquisição foram sendo exploradas, um exemplo
são os sensores visuais. No campo da Robótica, esse tipo de
sensor vem se tornando comum, pois, segundo [2], possuem
a vantagem de serem mais baratos e permitirem trabalhar
com uma gama maior de informações quando comparados
com sensores de alcance. Além do mapeamento outro fator
importante é a navegação de ambientes, uma técnica utilizada
para este fim é o comportamento de seguidor de parede. Esse
comportamento habilita o robô seguir contornos de objetos,
como por exemplo, paredes e obstáculos em um ambiente
e também pode ser combinado com outros comportamentos
inteligentes para alcançar tarefas de alta complexidade [3] .
Um problema relevante, e que deve ser levado em conside-
ração em navegação autônoma, é lidar com uma grande quan-
tidade de incertezas [4]. O problema se torna mais complexo
quando, além da tarefa da navegação, o robô deve atuar no
ambiente lidando com incertezas inerentes a leitura do sensor,
sendo que muitas dessas leituras influenciam o desempenho978-1-5386-3057-0/17/$31.00 c©2017 IEEE
do sistema de navegação autônoma.
Para superar o problema das leituras incertas realizadas
pelos sensores, soluções baseadas em Sistemas de Inferência
fuzzy têm sido apresentadas como uma abordagem robusta,
flexível e capaz de lidar com navegação em tempo real. Isso
por que a lógica fuzzy ao contrário da lógica clássica é tolerante
a imprecisões, incertezas e verdades parciais [5] [6] [7].
Este artigo apresenta uma abordagem de mapeamento de
ambientes em grade de ocupação e um sistema de controle
baseado na logica fuzzy(CLF), para a navegação de um robô
seguidor de parede em um ambiente estático. Para o ma-
peamento e controle do robô é utilizado um sistema visual
monocular baseado em homografia, que fornece a distância do
robô em relação aos obstáculos que se encontram no ambiente.
A distância fornecida pelo sistema visual monocular é usada
como entrada tanto para o controlador fuzzy como também
para o algoritmo mapeamento.
As contribuições deste trabalho são o uso de um único
sensor, a câmera do cellbot, para realização do mapeamento
e navegação do ambiente, proporcionando assim uma di-
minuição no custo computacional quando comparado com
sistemas que utilizam sensores diferentes para o mapeamento
do ambiente e controle do robô. Além disso, outra grande
contribuição é utilização de uma proposta robótica, o cellbot,
capaz de processar tarefas robóticas com eficiência comparável
a um computador pessoal a um custo monetário menor e com
potencial de realizar tarefas ainda mais complexas.
II. FUNDAMENTAÇÃO TEÓRICA
A teoria de conjuntos fuzzy foi concebida por L.A. Zadeh
com o objetivo de fornecer um ferramental matemático para o
tratamento de informações de caráter impreciso ou vago [8].
Foi desenvolvida e inspirada na capacidade humana de tomar
decisões diante de processos indecisos e ambíguos. Dentre as
principais características dos controladores baseados na lógica
fuzzy, está sua habilidade de tomar decisões adequadas para
um processo de inferência linguística [9]. Os processos de
inferência linguística são baseados em regras do formato se-
então baseado em experiencia, heurística e conhecimento for-
necido por um especialista ou extraído por dados numéricos.
Sistemas baseados em lógica fuzzy para a navegação autô-
noma de robôs móveis têm sido desenvolvidos por muitos
pesquisadores, que utilizam diferentes tipos de sensores para
mensurar as distancias dos obstáculos existentes no ambiente.
[3], [5] e [10] propõem controladores, dentre eles, o controla-
dor baseado em lógica fuzzy para um robô seguidor de parede
que usa rodas com o acionamento diferencial. Em [3] e [5] são
usados sensores ultrassônicos, onde em [3] o controlador foi
testado em ambiente real, validando assim a proposta. Já em
[5] os controladores foram testados em ambiente simulado e
todos obtiveram resultados satisfatórios, resultando em uma
análise crítica dos controladores usados. [10] propõem um
sistema de navegação visual baseado na lógica fuzzy, utilizando
como sensor uma câmera para detectar obstáculos na frente, na
esquerda e na direita do robô, os resultados dos experimentos
mostram que o controlador tem um bom desempenho na
navegação robótica.
As informações obtidas pelos sensores são de extrema
importância para o mapeamento de ambientes, dentre os tipos
mais comuns de mapeamento está a grade de ocupação.
Esse tipo de mapeamento é baseado na discretização dos
espaços contínuos do ambiente de maneira que este possa ser
representado em uma matriz multi-dimensional. Nessa matriz,
cada elemento é conhecido como célula onde é guardado
informações probabilísticas de ocupação.
A formulação clássica para este modelo é representada pela
Equação (1) [11] [12]. Esse cálculo pressupõe que a pose do
robô e as medições do sensor são conhecidas, sendo mx,y uma
célula do mapa, z1:t, o conjunto de medidas do sensor até o
instante t, e x1:t, o caminho do robô definido através de todas
as suas poses durante o processo de mapeamento.
P (mx,y|z1:t, x1:t) (1)
Para todas as células que caem dentro do alcance dos
sensores são atualizadas as suas probabilidades através da
modelagem inversa das medidas dos sensores representada
pela Equação (2):
P (zt|z1:t−1,mx,y) (2)
Com isso o valor de probabilidade pode ser estimado a
qualquer instante t por meio da regra de Bayes aplicada a
Equação (1), como demonstrado pela Equação (3):
P (mx,y|z1:t, x1:t) = P (zt|z1:t−1,m)P (mx,y|z1:t−1, x1:t)
P (zt|z1:t, x1:t)
(3)
P (mx,y|z1:t−1, x1:t) representa a probabilidade de ocupa-
ção da célula até o instante t−1 e P (zt|z1:t, x1:t) o valor real
medido pelo sensor.
Alguns trabalhos recentes como [13] [14], propõem uma
nova modelagem de sensor que melhor se adapta as novas
tecnologias de sensores de alcance existentes, bem como
oferece um conjunto de dados maior para o mapeamento. Ou-
tras abordagens [15] [16] [17] visam o SLAM(Simultaneous
Localization and Mapping) e utilizam a modelagem clássica
de sensores de alcance para laser 2D.
No contexto de visão monocular como sensor para ma-
peamento, o trabalho de [18] utiliza visão monocular para
mapeamento 2D aplicado a robôs móveis. Nesta abordagem
é feita a segmentação da imagem para classificação em cé-
lulas livres e ocupadas, onde o mapeamento dos obstáculos
é feito com valores do plano real obtidos pelo cálculo da
matriz homografia. Em [2], é apresentado uma proposta de
mapeamento 2,5D em grade de ocupação e elevação utilizando
visão estéreo para obtenção de informações, onde cada célula
no mapa armazena uma probabilidade de ocupação, a altura do
espaço mapeado e a variância do valor da altura. O trabalho de
[19], baseia-se em mapeamento utilizando visão estéreo com
objetivo de encontrar cantos, saídas e obstáculos de maneira a
criar uma navegação local segura e planejamento de caminho
para robôs com rodas. Em [20] é usado visão monocular para
encontrar ponto de interesse nas imagens e estimar a pose da
câmera. Os pontos encontrados são reconstruídos a partir de
duas imagens sequenciais para realização do mapeamento e
localização 3D. [21] traz uma abordagem de visão monocular
onde informações de distância são obtidas das imagens e é
feita uma relação entre essas medidas de maneira que se
assemelhem a sensores de alcance. Essas informações servem
de entrada para um esquema de mapeamento em grade de
ocupação com o objetivo de obter atualizações mais precisas
para o mapa criado.
O grande diferencial da abordagem proposta neste trabalho
com as demais exemplificadas, é o fato de ser voltado para
uso em cellbot. O sistema de sensoriamento é provido pelo
smartphone acoplado ao cellbot, sendo a câmera o sensor
utilizado. As imagens capturadas pela câmera sofrem um
processo de extração de informações de distâncias de maneira
semelhante a sensores de alcance. Essas informações servem
de entrada para um sistema de controle e mapeamento. A
vantagem desse modelo é o uso de apenas um sensor para
realização de dois processos independentes, o que gera uma
economia no processamento total.
III. ABORDAGEM
Este trabalho propõe uma abordagem que transforma infor-
mação visual recebida por uma câmera monocular em infor-
mação de distância. Essa informação é usada como entrada
em um sistema de controle fuzzy para um robô seguidor de
parede e para o algoritmo de mapeamento. Para isso, a imagem
provinda da câmera sofre projeção para o plano real com
dimensão 2D por meio da matriz de homografia. Depois disso,
a imagem sofre uma segmentação que separa o que é ou não
obstáculo. Logo em seguida, as distâncias entre o robô e as
células oclusas são extraídas e usadas como entrada para o
CLF.
Figura 1. Passos da abordagem.
Esta seção está dividida em 5 etapas: Projeção da Homo-
grafia, Segmentação, Extração da Distância, Mapeamento em
Grade de Ocupação e Controlador Fuzzy. Figura 1 ilustra as
etapas da abordagem.
A. Projeção da Homografia
Inicialmente, a localização do robô e as imagens do am-
biente são extraída do simulador V-REP [22]. Depois disso,
as imagens recebidas do sensor visual são projetadas em
Figura 2. Exemplo de projeção de homografia. Imagem à esquerda representa
a captura feita pela câmera e a da direita, o resultado da projeção.
um plano 2D utilizando a matriz de homografia como pode
ser visto na Figura 2. Este procedimento é realizado de tal
forma que os pixels da imagem sejam representados como
medidas do mundo real. A projeção da imagem pode então
ser computada como uma aproximação da distância do robô
ao obstáculo. Esse processo pode ser obtido através da seguinte
formulação matemática:
si
⎡
⎣x
′
i
y′i
1
⎤
⎦ ∼ H
⎡
⎣xiyi
1
⎤
⎦ (4)
Como o sistema desenvolvido é voltado para o plano 2D, os
pontos analisadas são representados em coordenadas homogê-
neas. Pela Equação (4), si representa um fator de escala, x′i, y
′
i
representam os pontos no plano real obtidos pela multiplicação
de uma matriz Homografia representada por H (matriz 3X3
com informações de projeção imagem-mundo) pelos pontos
xi, yi que representam as coordenadas dos pontos no plano
da imagem.
B. Segmentação
Figura 3. Área de atuação do Mean shift.
Na etapa de segmentação, a imagem é dividida em células
com um tamanho predeterminado, como pode ser visto na
Figura 3. As células são classificadas utilizando o componente
de cor RGB da imagem, assim como em [18]. Por meio
desse processamento cada célula é classificada em oclusa ou
livre. Portanto, é utilizada a área mais próxima do robô como
padrão de espaço vazio. A Figura 3 mostra a área padrão
predeterminada.
Uma vez computada a média e variância dos componentes
R, G e B da área padrão utilizando o algoritmo Mean Shift,
Figura 4. A imagem da direita é resultado do processo de segmentação da
imagem da esquerda, onde a área branca representa uma área de oclusão, a
área cinza representa espaço livre e a área preta representa área fora do campo
de visão do robô.
estes valores são utilizados para comparar cada célula, afim
de determinar quais células são caracterizadas como oclusas.
A Figura 4 mostra o resultado da segmentação da imagem
projetada em 2D.
C. Extração da distância
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Figura 5. Ilustração do vetor de ângulos.
Esta fase ocorre durante a segmentação. Inicialmente, de-
finimos quantos sensores serão usados no experimento. Em
seguida, criamos um vetor de ângulos correspondente a cada
sensor, como é ilustrador na figura 5. Durante a fase de
segmentação, cada bloco rotulado como ocupado é mapeado
em um dos ângulos. Como a segmentação ocorre de cima
para baixo, os últimos blocos marcados corresponderão aos
obstáculos mais próximos associados a cada ângulo como pode
ser visto na Figura 6, onde a distância de cada bloco ao centro
de visão é mapeado no vetor de ângulos.
Figura 6. A imagem da direita representa o resultado da interpretação de
sensores de alcance, onde de Ns = 15, da imagem segmentada da esquerda.
D. Mapeamento em Grade de Ocupação
Depois de obter a lista de ângulos e as distâncias re-
lacionadas durante a extração do sensor, é dado início ao
mapeamento. Como as informações da imagem foram conver-
tidas de maneira a se comportar como sensores de alcance, a
formulação probabilística clássica proposta por [11] é utilizada
sem grandes modificações. O que é uma vantagem dessa
abordagem, considerando a sua adaptabilidade a um modelo
já vigente e de fácil implementação. Assim, a modelagem
do sensor dos sensores de alcance podem ser dadas por uma
função Gaussiana, como demonstrado pela Equação (2):
P (r|dx,y) = 1√
2πσr
exp
[
− 12 ( (r−dx,y)σ2r )
]
(5)
Onde r é a distância medida pelo sensor, dx,y é a distância
euclidiana entre a célula em que o sensor se encontra e a
célula mx,y que está sendo analisada e σ2r é a variância que
representa a imprecisão do sensor. O cálculo da variância pode
ser obtido pela Equação (6). Os valores das constantes a e b
foram calculadas por experimentação.
σ2r = a.e
b.r (6)
Figura 7. Exemplo de mapeamento dos dados apresentados na Figura 6
A Figura 7 apresenta o mapeamento da leitura dos sensores
de alcance extraídos na Figura 6. Nela, pode-se observar que
a área cinzenta representa uma área não explorada, a branca
representa uma área livre e a preta representa uma área de
obstáculos.
E. Controlador Fuzzy
A lista de sensores e a distância relacionada com cada um
dos ângulos foi usado para obter a distância da frente, da
esquerda e da direita do robô. A figura 8 ilustra como a lista
de sensores foram distribuídas, as linhas em vermelho, verde
e azul representam os sensores da direita, frente e da esquerda
do robô, respectivamente. O CLF proposto foi modelado com
base em conhecimento heurístico baseado no erro entre um
referencial, que é a distancia que o robô deve se locomover
em relação a parede (fixado em 0.5), e a distância mensurada
pelo sensor lateral(que é a distancia mensurada pelo sensor da
Figura 8. Ilustração da distribuição da lista de ângulos com Ns= 30 sensores.
direita ou da esquerda dependendo do lado que o robô está
seguindo a parede).
[
wd
we
]
=
[
1/rd b/(2rd)
1/re −b/(2re)
] [
V
W
]
(7)
• V - Velocidade linear do robô
• W - Velocidade angular do robô
• rd - Raio da roda direita
• re - Raio da roda esquerda
• we - Velocidade angular da roda esquerda
• wd - Velocidade angular da roda direita
• b - Diâmetro da roda do robô
O objetivo é modelar um CLF que forneça como saída V e
W, com a finalidade de encontrar os valores para we e wd de
acordo com a formulação mostrada na equação matricial 7.
Figura 9. Sistemas de controle Fuzzy: 2 entradas, 2 saídas,9 regras.
Para o controle da distancia do robô em relação a parede
foram necessárias duas variáveis linguísticas para representar
as entrada, são elas: o erro lateral, que é a diferença entre
o referencial e a distância medida pelo sensor lateral e a
distância frontal, que é a distância medida pelo sensor frontal.
O erro lateral possui três funções de pertinência: negativo,
zero e positivo, que indicam o resultado da subtração entre o
Tabela I
REGRAS FUZZY
Erro
Lateral
Distância
Frontal
Velocidade
Linear
Velocidade
Angular
Negativo Baixo Baixo Positivo
Negativo Médio Médio Negativo
Negativo Alto Médio Negativo
Zero Baixo Baixo Positivo
Zero Médio Alto Zero
Zero Alto Alto Zero
Positivo Baixo Baixo Positivo
Positivo Médio Médio Positivo
Positivo Alto Médio Positivo
referencial e medida mensurada pelo sensor lateral. O sensor
frontal também possui três funções de pertinência: baixo,
médio e alto, que indicam a proximidade de algum obstaculo
a frente do robô.
As variáveis linguísticas que representam as saídas do CLF
são a velocidade linear, que possui 3 funções de pertinência
(baixo, médio e alto) e a velocidade angular do robô que
também possui 3 funções de pertinência (negativo, zero e
positivo). O CLF proposto resultou em um total de 9 regras
fuzzy, que são listadas na Tabela I. A estrutura do CLF
proposto é mostrada na figura 9.
IV. RESULTADOS E DISCUSSÕES
Para validar o sistema foram feitos testes com dados ge-
rados pelo simulador V-REP, tendo como cenário simulado
do Departamento de Computação da Universidade Federal do
Piauí como demonstrado na Figura 10.
Figura 10. Cenário 1 utilizado nos experimentos.
Para implementação do sistema foram utilizadas a lin-
guagem C++, a biblioteca de visão computacional OpenCV
[23](Opensource Computer Vision library) versão 3.1 para
Android e a eFLL - uma biblioteca fuzzy para arduino e
sistemas embarcados [24]. Os testes foram feitos em um
smartphone LG Nexus 5 Quad-Core 2.3 GHz com 2GB de
RAM e Android 6.1 [25]. Foram utilizadas 25880 amostras de
imagens com resolução 512x512, com discretizações de 10, 5,
2.5 e 1 centímetros e uma lista de 30 sensores de alcance. Os
gráficos da Figura 11, mostram o resultado em relação a tempo
de execução. Para efeito de comparação, as mesmas amostras
de imagens, submetidas às mesmas condições de discretização,
foram testadas em uma implementação de mapeamento visual
proposta por [18].
(a)
(b)
Figura 11. Gráficos com Tempos de Execução do Cenário 1: (a) Mapeamento
em Grade com extração de Sensor de Alcance , (b) Mapeamento Visual em
Grade Ocupação 2D
Como pode ser observado nos gráficos da Figura 11, os
tempos de execução de ambas implementações se assemelham
nas discretizações testadas. Durante a execução, há diversas
variações no tempo de processamento representadas por picos
e vales. Essas variações se devem à fase de cálculo dos
sensores de alcance que, dependendo da quantidade de obstá-
culos encontrados, podem retornar mais ou menos leituras de
sensores dentre a quantidade estabelecida, e isso pode pesar ou
não no processamento total do sistema. Além disso, o tempo de
processamento do controlador também influi nesses resultados.
Com isso, pode-se afirmar, tomando como base a afirmação
de [18] sobre sua abordagem de Mapeamento Visual, que
os resultados são satisfatórios com funcionamento em tempo
computacional aceitável para aplicações robóticas.
Além do tempo de execução, foram consideradas a discre-
tização do mapa. A discretização diz respeito a quanto do
(a) (b)
(c) (d)
Figura 12. Mapas com diferentes discretizações: (a) Discretização de 1 cm,
(b) Discretização de 2,5 cm (c) Discretização de 5 cm (d) Discretização de
10 cm. Essas imagens demonstram os efeitos da discretização na qualidade
do mapa gerado
espaço do mundo real uma célula representa. Como o mapa
resultante é uma imagem com informações de probabilidade,
uma célula do mapa corresponde a um pixel da imagem.
Assim, quando um mapa apresenta discretização de 1 cm,
isso significa que cada pixel da imagem representa 1 cm do
mundo. As discretizações são fatores importantes a serem
considerados no mapeamento pois influenciam diretamente
na qualidade dos mapas criados. Isso pode ser comprovado
com os resultados da Figura 12, onde é possível observar
que conforme a discretização da imagem aumenta, menos
detalhado é o mapa e por consequência mais impreciso ele é.
Porém, o tempo necessário para processar uma leitura para um
mapa de 10 cm de discretização é bem menor do que a de um
mapa de 1 cm, isso pode ser observado na Figura 11(a), onde o
tempo para processar a leitura mais custosa (representada pelo
terceiro pico) levou mais de 0.8 segundos com discretização
de 1 cm e menos de 0.1 segundos com discretização 10 cm.
Diante desses fatos, é possível concluir que o grande desafio,
em se tratando de mapeamento em grade de ocupação, é aliar
precisão com eficiência em relação a tempo processamento.
A Tabela II apresenta um conjuntos de métricas que avaliam
o CLF. Dentre as métricas avalidas estão a velocidade linear
média(VLM), velocidade angular média (VAM) e a distância
média em relação a parede (DMRP). Neste trabalho a DMRP
foi usado com o propósito de verificar a proximidade em que
o robô se locomove em relação a parede, ou seja, quanto
maior o DMRP maior é o risco do robô colidir com alguma
parede. Para essa métrica o robô obteve uma boa avaliação
Tabela II
MÉTRICAS DE AVALIAÇÃO
DISCRETIZAÇÃO DMRP VLM VAM
1 0, 788305± 0, 474917 0, 217253± 0, 052613 −0, 009731± 0, 09752
2,5 0, 836973± 0, 560512 0, 190484± 0, 070336 0, 001832± 0, 117782
5 0, 865524± 0, 523841 0, 171744± 0, 072716 −0, 008012± 0, 135449
10 0, 787821± 0, 643775 0, 175454± 0, 080704 0, 032451± 0, 133655
(a)
(b)
(c)
(d)
Figura 13. Parte do trajeto percorrido pelo robô com a discretização: a)
discretização 1 b) discretização 2.5 c) discretização 5 d)discretização 10
pois o mesmo consegue se estabilizar em uma distancia segura
em relação a parede. A VAM tem o proposito de avaliar
a suavidade com que o robô consegue executar a trajetória,
verificando também a suavidade em que o robô percorre as
curvas. Nessa métrica, quanto mais próximo de zero, significa
que o robô se estabiliza mais rápido em um posição segura em
relação a parede, voltando a seguir a parede de forma linear.
A VLM é uma métrica usada para avaliar a velocidade em
que o robô percorreu a trajetória. Diante dos dados expostas
na Tabela II e do que foi explanado sobre as métricas, nota-se
que o CLF conseguiu obter resultados desejados para todos
os valores de discretização, seguindo a parede do cenário pro-
posto sem colidir com nenhum obstáculo. Para um resultado
visual é mostrado na Figura 13 parte do trajeto executado pelo
robô, com diferentes tamanhos de discretização, nota-se que
quanto maior for o tamanho da discretização maior será a
dificuldade para controlar o robô de forma suave e estável
para o comportamento de seguidor de parede.
V. CONCLUSÃO
Este artigo apresentou uma nova abordagem de senso-
riamento utilizando somente uma câmera como sensor, a
partir das imagens coletadas foi desenvolvido uma técnica de
extração de informações de distâncias de maneira que elas se
comportassem como sensores de alcance. Essas informações
são utilizadas como entrada para um controlador baseado em
lógica fuzzy e para mapeamento em grade de ocupação. O
sistema foi implementado para um cellbot, com o objetivo de
apresentá-lo como uma ferramenta científica e demonstrar suas
potencialidades para ensino e desenvolvimento de aplicações
robóticas de fácil implementação e baixo custo.
De acordo com os resultados apresentados, pôde-se ob-
servar que o uso das informações das imagens em forma
de sensores de alcance apresentou resultados satisfatórios
quando comparado com outras técnicas que utilizam visão
monocular para mapeamento e navegação. A grande vantagem
dessa abordagem para o mapeamento visual é a facilidade de
implementação, pois o uso de sensores de alcance extraídos da
imagem permite utilizar o algoritmo clássico de mapeamento
em grade de ocupação sem grandes modificações. A utilização
das distancias extraídas da imagem também têm como van-
tagem a economia no uso de sensores, pois essas distancias
são usadas tanto para o mapeamento quanto para o controle,
resultando também em um baixo custo computacional.
Como trabalhos futuros temos, a realização de testes em
um ambiente real e comparação com outros tipos de contro-
lador como por exemplo o controlador fuzzy hierárquico e o
controlador proporcional integral derivativo.
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