Abstract. The set covering problem is an N P-hard combinatorial optimization problem that arises in applications ranging from crew scheduling in airlines to driver scheduling in public mass transport. In this paper we analyze search space characteristics of a widely used set of benchmark instances through an analysis of the fitness-distance correlation. This analysis shows that there exist several classes of set covering instances that show a largely different behavior. For instances with high fitness distance correlation, we propose new ways of generating core problems and analyze the performance of algorithms exploiting these core problems.
Introduction
The set covering problem (SCP) is a well-known N P-hard combinatorial optimization problem. Its importance lies in the large number of real applications ranging from crew scheduling in airlines [1] , driver scheduling in public transportation [2] , and scheduling and production planning in several industries [3] that can be modeled as SCPs.
The SCP consists in finding a subset of columns of a zero-one m × n matrix such that it covers all the rows of the matrix at minimum cost. Let M = {1, 2, .., m} and N = {1, 2, .., n} be, respectively, the set of rows and the set of columns. Let A = (a ji ) be a zero-one matrix and c = (c i ) be a n-dimensional integer vector that represents the cost of column i. We say that a column i covers a row j if a ji = 1. The problem can be formally stated as
a ji x i ≥ 1, j = 1, ..., m, x i ∈ {0, 1} , i = 1, ..., n, where x i = 1 if the column is in the solution, and x i = 0, otherwise. Because of ist enormous practical relevance, a large number of solution approaches, including exact and approximate algorithms, were proposed. Exact algorithms can solve instances with up to a few hundred rows and few thousand columns; a comparison of exact algorithms can be found in [4] . Because of the large size of SCP instances, for which exact algorithms are not anymore feasible, a large number of approximate algorithms was proposed. While pure greedy construction heuristics perform rather poorly, Lagrangian-based heuristics are very popular with the most efficient ones being the approach by Ceria, Nobili and Sassano [5] and the CFT heuristic by Caprara, Fischetti and Toth [6] . Since a few years, also applications of metaheuristics to the SCP have increased. So far, the best results are mainly due to Genetic Algorithms [7, 8] , Simulated Annealing algorithms, the most recent being by Brusco, Jacobs and Thompson [9] , and the very high performing iterated local search [10] algorithms by Marchiori and Steenbeck [11] and by Yagiura, Kishida and Ibaraki [12] . These latter two algorithms iteratively move through construction/destruction phases and local search phases.
Despite the many algorithmic approaches to the SCP, no insights into the search space characteristics of the SCP for approximate algorithms have been obtained. Yet, such insights are valuable to understand algorithm behavior as well as they may propose new ways of attacking a problem. In this article, we analyze search space characteristics of the SCP by analyzing the fitness distance correlation [13] and show that very strong differences among the search space characteristics exist between different types of instances. Based on our insights from the analysis, we propose new ways of generating core problems, that is a much smaller SCP containing a subset of the columns that are most likely to appear in optimal solutions. Experimental results with a known SA algorithm [9] that was modified to work on our core problems proves the viability of our approach leading to results competitive to other codes.
The paper is organized as follows. The next section presents the details of the fitness-distance analysis, Section 3 gives computational results for an algorithm using a new definition of core problems and we conclude in Section 4.
Fitness Distance Analysis
Central to the search space analysis of combinatorial optimization problems is the notion of fitness landscape [14, 15] . Intuitively, the fitness landscape can be imagined as a mountainous region with hills, craters, and valleys. The performance of metaheuristics strongly depends on the shape of this search space and, in particular, on the ruggedness of the landscape, the distribution of the valleys, craters and the local minima in the search space, and the overall number of the local minima.
Formally, the fitness landscape is defined by (i) the set of all possible solutions S, (ii) an objective function that assigns to every s ∈ S a fitness value f (s), and (iii) a distance measure d(s, s ) which gives the distance between solutions s and s . The fitness landscape determines the shape of the search space as encountered by a local search algorithm.
For the investigation of the suitability of a fitness landscape for adaptive multi-start algorithms like the best performing metaheuristics for the SCP [9] , [11] , [12] , the analysis of the correlation between solution costs and the distance between solutions or to globally optimal solutions has proved to be a useful tool [16, 13] . The fitness distance correlation (FDC) [13] 
wherec,d are the average cost and the average distance, s C and s D are the standard deviations of the costs and distances, respectively. One difficulty for applying the FDC analysis to the SCP is that no straightforward distance measure exists, because of the SCP being a sub-set problem. Therefore, we rather use the closeness between solutions (based on the closeness, also a measure for the distance between solutions may be defined): As a first step, we generated a number of best-known solutions for all the instances under concern using a variant of the SA of Brusco, Jacobs, and Thompson [9] . For instances where optimal solutions are not available, it is conjectured that the best-known solutions are actually optimal. In a second step, we generated 1000 locally optimal solutions, starting from random initial solutions, using the local search algorithm given in Figure 1 . The function SN 1 (s, j) performs the following steps: (i) it removes the column j from the current solution s, (ii) it completes s by iteratively choosing randomly a still uncovered row and adding a column with best value of c i /cv(i), where cv(i) is the cover value of column i, that is, the number of still uncovered rows that is covered by column i, and (iii) it removes redundant columns.
For the fitness distance analysis we focused on two sets of benchmark instances. The first set, available from ORLIB at http://mscmga.ms.ic.ac.uk/ info.html, is composed of randomly generated instances with varying density and size. Here, we only present results for the instances classes C-H, where classes C, D have m = 400, n = 4000 and a matrix density of 2% and 5%, respectively; classes E, F have m = 500, n = 5000 and a matrix density of 10% and 20%, respectively; and classes G, H have m = 1000, n = 10000 and a matrix density of 2% and 5%, respectively. Each class contains five instances. In these instances the column costs are uniformly distributed in the interval [1, 100] , each column covers at least one row, and each row is covered by at least two columns.
The second set with instances aa03-aa06 and aa11-aa20 stems from the paper of Balas and Carrera [17] . There are 14 instances with m varying from 105 to 272 and n varying from 3095 to 8661; the density of these instances are around 4% for instances aa03-aa06 and around 2.6% for instances aa11-aa20; additionally, the instances differ in the range of the column weights, where weigths are either in a range from 91-3619 (instances aa03-aa06) or in the range of 35-2966.
Results on ORLIB Instances
Results on the FDC analysis are plotted in Figure 2 and detailed results are available in Table 1 . In the plots the points are stratified according to the solution quality. The reason is that only few different values are possible for the solution quality. For example, the instance E4 has an optimal solution of 28 and therefore, a solution of 29 has a deviation of around 3.5% from the optimal solution.
The high values for the correlation coefficient (see Table 1 ) confirm the observation of a high, positive correlation between the solution quality and the closeness to optimal solutions in the plots in Figure 2 . Only for one instance (C.3) the correlation coefficient is below 0.25. The solution quality of the local optima is relatively high and for some of the instances, the best local optima among the 1000 generated even matched the best known solutions. Particularly interesting are two observations. First, the average percentage closeness between the local optima and the total number of all different columns in the 1000 local optima depends strongly on the size of the instance as well as their densities: the larger the density the smaller is the average closeness among local optima, the less columns are in local optima and the less is the number of distinct columns in the 1000 local optima. Second, there is a direct relationship between problem size and local optima statistics: The larger the instance, the more distinct columns are encountered in the local optima (compare instance classes C and G and instance classes D and H-they have the same densities). Interestingly, for some instance classes (with same density) the average closeness of the local optima actually increases, like it is the case for C and G. This may indicate that these problem do not really become intrinsically harder with instance size. 
Results on Instances from Balas and Carrera
The FDC plots of some instances from Balas and Carrera (BC) are given in Figure 3 , detailed results are given in Table 2 . The search space analysis of these instances shows a very different behavior. First, the closeness of the instances to the best known solutions is very low; this can be seen when inspecting the plots: all points are in the range of a closeness between 0-35%; whereas for the ORLIB instances the closeness was mostly larger than 0.5. Second, there is only a very small correlation between fitness and closeness to the best known solutions, showing that the objective function value provides much less guidance towards the global optima than on the ORLIB instances. Third, the average closeness of the local optima is very low, leading to the fact that the overall number of distinct columns in the local optima is extremely high.
These results suggest that the BC instances are much harder to solve for local search than the ORLIB instances because less guidance is given by the objective function and a much larger number of columns actually appear in good solutions, leading to a larger effective search space.
Core Problems
The results of the search space analysis can be exploited to find systematic and well justified ways for reducing instance size by defining small core problems: generate local optima according to the algorithm of Figure 1 and define the core problem as the union of the columns contained in the local optima. Such an approach is interesting in a situation as observed for ORLIB problems, where the structure of local optima correlates strongly with that of global optima. In such a case, the columns of global optima are very likely to occur in many of the local optima. Table 1 . Results of the FDC analysis of ORLIB instances. Given are the instance identifier (PI), the best known solutions, the correlation coefficient r, the number of distinct local optima, the best, average, and worst solution found, the average closeness, the number of different columns in the 1000 local optima, and the number of best known solutions (GO) used in the FDC analysis. For the generation of core problems two issues are important: First, a sufficient number of different local optima has to be generated. Second, the overall time of generating core problems and subsequently solving an instance should be smaller than solving an instance without using core problems.
We tested this idea using a variant of the Simulated Annealing algorithm by Brusco et al. [9] on the ORLIB instances which is run on the initial problem (SA) and on the core problems SA core . For the generation of the core problems, we construct 25 starting solutions for the local search in Figure 1 but starting from solutions generated by a randomized greedy construction heuristic instead of random initital solutions and the core problem then contains all columns member of any of the 25 local optima. The greedy construction heuristic iteratively selects first an still uncovered row and in a second step it chooses randomly among the five highest ranked columns, where the rank of a column is determined by its cost divided by the cover value. (The use of a greedy algorithm has the advantage that the subsequent local search is much faster than from random starting solutions.)
The results of SA core are in Table 4 , the results of SA together with a tabu search variant (IVT b N1 ) and a zero temperature SA algorithm (SA T0 ) are in Table 3 . All results in Tables 3 and 4 are based on 25 independent trials; in the case of the results on the core problems, for each trial a new core problem 
Conclusions
We have analyzed some search space characteristics of the SCP and, based in this analysis we proposed new, systematic ways of generating core problems for the SCP. Computational results on the SCP instances from ORLIB showed that the resulting core problems are very small, but for the ORLIB instances they often contain all columns necessary to find the best-known solutions. In fact, some of the core problems were solved using an exact algorithm and we could verify, that the best solutions found by an Simulated Annealing algorithm working on core problems, identified consistently the optimal solutions for the core problems. There are several ways how this work can be extended. First, we could extend our analysis to other instances from real applications. Second, faster ways of identifying core problems would be interesting, because this task consumes the largest part of the computation time of SA core . Third, our approach could be enhanced by dynamically changing the core problems during the run of the algorithm as done in [6, 11] . Fourth, the same ideas of generating core problems could also be applied to other problems that show significant fitness distance correlation. The results on the SCP suggest that this last idea is very promising for a number of combinatorial problems where similar high fitness distance correlations are observed.
