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Abstract. Multi-agent interacting systems are prevalent in the world,
from pure physical systems to complicated social dynamic systems. In
many applications, effective understanding of the environment and accu-
rate trajectory prediction of interactive agents play a significant role in
downstream tasks, such as decision and planning. In this paper, we pro-
pose a generic trajectory forecasting framework (named EvolveGraph)
with explicit interaction modeling via a latent interaction graph among
multiple heterogeneous, interactive agents. Considering the uncertainty
and the possibility of different future behaviors, the model is designed to
provide multi-modal prediction hypotheses. Since the interactions may
be time-varying even with abrupt changes, and different modalities may
have different interactions, we address the necessity and effectiveness
of adaptively evolving the interaction graph and provide an effective
solution. We also introduce a double-stage training pipeline which not
only improves training efficiency and accelerates convergence, but also
enhances model performance in terms of prediction error. The proposed
framework is evaluated on multiple public benchmark datasets in various
areas for trajectory prediction, where the agents cover on-road vehicles,
pedestrians, cyclists and sports players. The experimental results illus-
trate that our approach achieves state-of-the-art performance in terms
of prediction accuracy.
Keywords: Trajectory prediction, interaction modeling, evolving graph,
graph neural network, multi-modality
1 Introduction
Multi-agent trajectory prediction is critical in many real-world applications, such
as autonomous driving, mobile robot navigation and other areas where a group of
entities interact with each other, giving rise to complicated behavior patterns at
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the level of both individuals and the multi-agent system as a whole. Since usually
only the trajectories of individual entities are available without any knowledge
of the underlying interaction patterns, and there are usually multiple possible
modalities for each agent, it is challenging to model such dynamics and forecast
their future behaviors.
There have been a number of existing works trying to provide a systematic
solution to multi-agent interaction modeling. Some related techniques include,
but not limited to social pooling layers [1], attention mechanisms [10,13,31,32],
message passing over fully-connected graphs [6, 28]. These techniques can be
summarized as implicit interaction modeling by information aggregation. An-
other line of research is to explicitly perform inference over the structure of the
latent interaction graph, which allows for a static discrete structure with mul-
tiple interaction types [12]. Our proposed approach falls into this category but
with significant extension and performance enhancement over existing methods.
The most related work is NRI [12], in which the interaction graph is static
during training with homogeneous nodes. This is sufficient for the systems with
fixed interaction patterns, which involve homogeneous type of agents. However,
in many real-world applications, the interactions are time-varying even with
abrupt changes (e.g. basketball players). There may be heterogeneous types of
agents (e.g. cars, pedestrians, cyclists, etc.) involved in the system, while NRI
does not distinguish them explicitly. Moreover, NRI only outputs single Gaussian
distribution which cannot capture the multi-modality in the future. In this work,
therefore, we address the problem of 1) extracting the underlying interaction
patterns with a graph structure which is able to handle different types of agents
in a unified way and evolve along time, 2) predicting future trajectories based on
the history information and extracted interaction graph. The model can capture
the dynamics of interaction graph evolution, and 3) capturing the multi-modality
of future trajectories.
The main contributions of this paper are summarized as:
• We propose a generic trajectory forecasting framework with explicit inter-
action modeling via a latent graph among multiple heterogeneous, interactive
agents. The framework can incorporate both trajectory information and context
information (e.g. scene images, point cloud density maps).
• We propose a dynamic mechanism to evolve the underlying interaction
graph adaptively along time, which captures the dynamics of interaction pat-
terns among multiple agents. We also introduce a double-stage training pipeline
which not only improves training efficiency and accelerates convergence, but also
enhances model performance in terms of prediction error.
• The proposed framework is designed to capture the uncertainty and multi-
modality of future trajectories in nature, which is more informed than single-
modal prediction and thus more beneficial to potential downstream tasks such
as decision and planning. The proposed graph evolution mechanism can enhance
multi-modality.
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• We validate the proposed framework on multiple trajectory forecasting
benchmarks in different areas and the method achieves the state-of-the-art per-
formance. Detailed experimental results and analysis are provided.
2 Related Work
2.1 Trajectory and Behavior Prediction
The problem of trajectory prediction has been considered as modeling behav-
iors among a group of interactive agents. Earlier work in [8] introduced social
forces to model the attractive and repulsive motion of humans with respect to
the neighborhoods. Some other learning-based approaches were proposed, such
as hidden Markov models [18, 33], dynamic Bayesian networks [11], inverse re-
inforcement learning [30,37]. In recent years, the conceptual extension has been
made to better model social behavior with supplemental cues such as motion pat-
terns [36,39] and group attributes [21,35]. Such social models have motivated the
recent data-driven methods in [1,2,4,5,7,9,14–16,19,23,25,26,29,34,38,40]. They
encode the motion history of individual entities using the recurrent operation of
neural networks. However, these methods are susceptible to find acceptable fu-
ture motions in heterogeneous environments, partly due to their heuristic feature
pooling for interaction modeling.
2.2 Interaction Modeling and Graph Networks
Interaction modeling and relational reasoning have been widely studied in vari-
ous fields. Recently, deep neural networks applied to graph structures have been
employed to formulate a connection between interactive agents [13, 17, 19, 32].
These methods introduce nodes to represent interactive agents and edges to
express their interactions with each other. They directly learn the evolving dy-
namics of node attributes (agents’ states) and/or edge attributes (relations be-
tween agents) by constructing spatio-temporal graphs. However, their models
have no explicit knowledge about the underlying interaction patterns. Some ex-
isting works (e.g. NRI [12]) have taken a step forward towards explicit relational
reasoning by inferring a latent interaction graph. However, it is nontrivial for
NRI to deal with heterogeneous agents, context information and the systems
with time-varying interactions. In this work, we present an effective solution to
handle aforementioned issues.
3 Problem Formulation
The objective of this work is to forecast future trajectories for multiple hetero-
geneous, interactive agents based on historical state information and/or context
information. Without loss of generality, we assume there are N heterogeneous
agents in the scene, which belongs to M categories (e.g. cars, cyclists, pedes-
trians). The number of agents may vary in different cases. We denote a set
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<latexit sha1_base64="ajqj8USN1Mf/HTXfg0C0Qsri8vw=">AAAB+Hi cbVDLSsNAFL2pr1ofjbp0M1jEuilJEXRZdKHLCvYBbSiT6aQdOpmEmYlQQ7/EjQtF3Pop7vwbJ20W2npg4HDOvdwzx485U9pxvq3C2vrG5lZxu7Szu7dft g8O2ypKJKEtEvFIdn2sKGeCtjTTnHZjSXHoc9rxJzeZ33mkUrFIPOhpTL0QjwQLGMHaSAO73A+xHhPM09vZWbV+PrArTs2ZA60SNycVyNEc2F/9YUSSkA pNOFaq5zqx9lIsNSOczkr9RNEYkwke0Z6hAodUeek8+AydGmWIgkiaJzSaq783UhwqNQ19M5nFVMteJv7n9RIdXHkpE3GiqSCLQ0HCkY5Q1gIaMkmJ5lND MJHMZEVkjCUm2nRVMiW4y19eJe16zTX8/qLSuM7rKMIxnEAVXLiEBtxBE1pAIIFneIU368l6sd6tj8Vowcp3juAPrM8fmaCSYA==</latexit><latexit sha1_base64="ajqj8USN1Mf/HTXfg0C0Qsri8vw=">AAAB+Hi cbVDLSsNAFL2pr1ofjbp0M1jEuilJEXRZdKHLCvYBbSiT6aQdOpmEmYlQQ7/EjQtF3Pop7vwbJ20W2npg4HDOvdwzx485U9pxvq3C2vrG5lZxu7Szu7dft g8O2ypKJKEtEvFIdn2sKGeCtjTTnHZjSXHoc9rxJzeZ33mkUrFIPOhpTL0QjwQLGMHaSAO73A+xHhPM09vZWbV+PrArTs2ZA60SNycVyNEc2F/9YUSSkA pNOFaq5zqx9lIsNSOczkr9RNEYkwke0Z6hAodUeek8+AydGmWIgkiaJzSaq783UhwqNQ19M5nFVMteJv7n9RIdXHkpE3GiqSCLQ0HCkY5Q1gIaMkmJ5lND MJHMZEVkjCUm2nRVMiW4y19eJe16zTX8/qLSuM7rKMIxnEAVXLiEBtxBE1pAIIFneIU368l6sd6tj8Vowcp3juAPrM8fmaCSYA==</latexit><latexit sha1_base64="ajqj8USN1Mf/HTXfg0C0Qsri8vw=">AAAB+Hi cbVDLSsNAFL2pr1ofjbp0M1jEuilJEXRZdKHLCvYBbSiT6aQdOpmEmYlQQ7/EjQtF3Pop7vwbJ20W2npg4HDOvdwzx485U9pxvq3C2vrG5lZxu7Szu7dft g8O2ypKJKEtEvFIdn2sKGeCtjTTnHZjSXHoc9rxJzeZ33mkUrFIPOhpTL0QjwQLGMHaSAO73A+xHhPM09vZWbV+PrArTs2ZA60SNycVyNEc2F/9YUSSkA pNOFaq5zqx9lIsNSOczkr9RNEYkwke0Z6hAodUeek8+AydGmWIgkiaJzSaq783UhwqNQ19M5nFVMteJv7n9RIdXHkpE3GiqSCLQ0HCkY5Q1gIaMkmJ5lND MJHMZEVkjCUm2nRVMiW4y19eJe16zTX8/qLSuM7rKMIxnEAVXLiEBtxBE1pAIIFneIU368l6sd6tj8Vowcp3juAPrM8fmaCSYA==</latexit><latexit sha1_base64="ajqj8USN1Mf/HTXfg0C0Qsri8vw=">AAAB+Hi cbVDLSsNAFL2pr1ofjbp0M1jEuilJEXRZdKHLCvYBbSiT6aQdOpmEmYlQQ7/EjQtF3Pop7vwbJ20W2npg4HDOvdwzx485U9pxvq3C2vrG5lZxu7Szu7dft g8O2ypKJKEtEvFIdn2sKGeCtjTTnHZjSXHoc9rxJzeZ33mkUrFIPOhpTL0QjwQLGMHaSAO73A+xHhPM09vZWbV+PrArTs2ZA60SNycVyNEc2F/9YUSSkA pNOFaq5zqx9lIsNSOczkr9RNEYkwke0Z6hAodUeek8+AydGmWIgkiaJzSaq783UhwqNQ19M5nFVMteJv7n9RIdXHkpE3GiqSCLQ0HCkY5Q1gIaMkmJ5lND MJHMZEVkjCUm2nRVMiW4y19eJe16zTX8/qLSuM7rKMIxnEAVXLiEBtxBE1pAIIFneIU368l6sd6tj8Vowcp3juAPrM8fmaCSYA==</latexit>
G0(1)
<latexit sha1_base64="mJDRPzmG iqlKVZKjsF14P3Q/TCo=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1jEuilJE XRZdKHLCvYBbSiT6aQdOpmEmYlQQ7/EjQtF3Pop7vwbJ20W2npg4HDOvdw zx485U9pxvq3C2vrG5lZxu7Szu7dftg8O2ypKJKEtEvFIdn2sKGeCtjTTnH ZjSXHoc9rxJzeZ33mkUrFIPOhpTL0QjwQLGMHaSAO73A+xHhPM09vZWdU9H 9gVp+bMgVaJm5MK5GgO7K/+MCJJSIUmHCvVc51YeymWmhFOZ6V+omiMyQS PaM9QgUOqvHQefIZOjTJEQSTNExrN1d8bKQ6Vmoa+mcxiqmUvE//zeokOrr yUiTjRVJDFoSDhSEcoawENmaRE86khmEhmsiIyxhITbboqmRLc5S+vkna95 hp+f1FpXOd1FOEYTqAKLlxCA+6gCS0gkMAzvMKb9WS9WO/Wx2K0YOU7R/AH 1ucPmBuSXw==</latexit><latexit sha1_base64="mJDRPzmG iqlKVZKjsF14P3Q/TCo=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1jEuilJE XRZdKHLCvYBbSiT6aQdOpmEmYlQQ7/EjQtF3Pop7vwbJ20W2npg4HDOvdw zx485U9pxvq3C2vrG5lZxu7Szu7dftg8O2ypKJKEtEvFIdn2sKGeCtjTTnH ZjSXHoc9rxJzeZ33mkUrFIPOhpTL0QjwQLGMHaSAO73A+xHhPM09vZWdU9H 9gVp+bMgVaJm5MK5GgO7K/+MCJJSIUmHCvVc51YeymWmhFOZ6V+omiMyQS PaM9QgUOqvHQefIZOjTJEQSTNExrN1d8bKQ6Vmoa+mcxiqmUvE//zeokOrr yUiTjRVJDFoSDhSEcoawENmaRE86khmEhmsiIyxhITbboqmRLc5S+vkna95 hp+f1FpXOd1FOEYTqAKLlxCA+6gCS0gkMAzvMKb9WS9WO/Wx2K0YOU7R/AH 1ucPmBuSXw==</latexit><latexit sha1_base64="mJDRPzmG iqlKVZKjsF14P3Q/TCo=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1jEuilJE XRZdKHLCvYBbSiT6aQdOpmEmYlQQ7/EjQtF3Pop7vwbJ20W2npg4HDOvdw zx485U9pxvq3C2vrG5lZxu7Szu7dftg8O2ypKJKEtEvFIdn2sKGeCtjTTnH ZjSXHoc9rxJzeZ33mkUrFIPOhpTL0QjwQLGMHaSAO73A+xHhPM09vZWdU9H 9gVp+bMgVaJm5MK5GgO7K/+MCJJSIUmHCvVc51YeymWmhFOZ6V+omiMyQS PaM9QgUOqvHQefIZOjTJEQSTNExrN1d8bKQ6Vmoa+mcxiqmUvE//zeokOrr yUiTjRVJDFoSDhSEcoawENmaRE86khmEhmsiIyxhITbboqmRLc5S+vkna95 hp+f1FpXOd1FOEYTqAKLlxCA+6gCS0gkMAzvMKb9WS9WO/Wx2K0YOU7R/AH 1ucPmBuSXw==</latexit><latexit sha1_base64="mJDRPzmG iqlKVZKjsF14P3Q/TCo=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1jEuilJE XRZdKHLCvYBbSiT6aQdOpmEmYlQQ7/EjQtF3Pop7vwbJ20W2npg4HDOvdw zx485U9pxvq3C2vrG5lZxu7Szu7dftg8O2ypKJKEtEvFIdn2sKGeCtjTTnH ZjSXHoc9rxJzeZ33mkUrFIPOhpTL0QjwQLGMHaSAO73A+xHhPM09vZWdU9H 9gVp+bMgVaJm5MK5GgO7K/+MCJJSIUmHCvVc51YeymWmhFOZ6V+omiMyQS PaM9QgUOqvHQefIZOjTJEQSTNExrN1d8bKQ6Vmoa+mcxiqmUvE//zeokOrr yUiTjRVJDFoSDhSEcoawENmaRE86khmEhmsiIyxhITbboqmRLc5S+vkna95 hp+f1FpXOd1FOEYTqAKLlxCA+6gCS0gkMAzvMKb9WS9WO/Wx2K0YOU7R/AH 1ucPmBuSXw==</latexit>
x1
<latexit sh a1_base64="XKRpkkbtZ tFMa4xQyLBNO+caSI4=" >AAAB83icbVDLSsNAFL2p r1pfVZduBovgqiQi6LLo xmUF+4CmlMl00g6dTMLMj VhCf8ONC0Xc+jPu/Bsnb RbaemDgcM693DMnSKQw6 LrfTmltfWNzq7xd2dnd2z +oHh61TZxqxlsslrHuBt RwKRRvoUDJu4nmNAok7wS T29zvPHJtRKwecJrwfkR HSoSCUbSS70cUx0GYPc0 G3qBac+vuHGSVeAWpQYHm oPrlD2OWRlwhk9SYnucm 2M+oRsEkn1X81PCEsgkd 8Z6likbc9LN55hk5s8qQh LG2TyGZq783MhoZM40CO 5lnNMteLv7n9VIMr/uZUE mKXLHFoTCVBGOSF0CGQn OGcmoJZVrYrISNqaYMbU 0VW4K3/OVV0r6oe5bfX9Y aN0UdZTiBUzgHD66gAXf QhBYwSOAZXuHNSZ0X5935 WIyWnGLnGP7A+fwBKmKR wA==</latexit><latexit sh a1_base64="XKRpkkbtZ tFMa4xQyLBNO+caSI4=" >AAAB83icbVDLSsNAFL2p r1pfVZduBovgqiQi6LLo xmUF+4CmlMl00g6dTMLMj VhCf8ONC0Xc+jPu/Bsnb RbaemDgcM693DMnSKQw6 LrfTmltfWNzq7xd2dnd2z +oHh61TZxqxlsslrHuBt RwKRRvoUDJu4nmNAok7wS T29zvPHJtRKwecJrwfkR HSoSCUbSS70cUx0GYPc0 G3qBac+vuHGSVeAWpQYHm oPrlD2OWRlwhk9SYnucm 2M+oRsEkn1X81PCEsgkd 8Z6likbc9LN55hk5s8qQh LG2TyGZq783MhoZM40CO 5lnNMteLv7n9VIMr/uZUE mKXLHFoTCVBGOSF0CGQn OGcmoJZVrYrISNqaYMbU 0VW4K3/OVV0r6oe5bfX9Y aN0UdZTiBUzgHD66gAXf QhBYwSOAZXuHNSZ0X5935 WIyWnGLnGP7A+fwBKmKR wA==</latexit><latexit sh a1_base64="XKRpkkbtZ tFMa4xQyLBNO+caSI4=" >AAAB83icbVDLSsNAFL2p r1pfVZduBovgqiQi6LLo xmUF+4CmlMl00g6dTMLMj VhCf8ONC0Xc+jPu/Bsnb RbaemDgcM693DMnSKQw6 LrfTmltfWNzq7xd2dnd2z +oHh61TZxqxlsslrHuBt RwKRRvoUDJu4nmNAok7wS T29zvPHJtRKwecJrwfkR HSoSCUbSS70cUx0GYPc0 G3qBac+vuHGSVeAWpQYHm oPrlD2OWRlwhk9SYnucm 2M+oRsEkn1X81PCEsgkd 8Z6likbc9LN55hk5s8qQh LG2TyGZq783MhoZM40CO 5lnNMteLv7n9VIMr/uZUE mKXLHFoTCVBGOSF0CGQn OGcmoJZVrYrISNqaYMbU 0VW4K3/OVV0r6oe5bfX9Y aN0UdZTiBUzgHD66gAXf QhBYwSOAZXuHNSZ0X5935 WIyWnGLnGP7A+fwBKmKR wA==</latexit><latexit sh a1_base64="XKRpkkbtZ tFMa4xQyLBNO+caSI4=" >AAAB83icbVDLSsNAFL2p r1pfVZduBovgqiQi6LLo xmUF+4CmlMl00g6dTMLMj VhCf8ONC0Xc+jPu/Bsnb RbaemDgcM693DMnSKQw6 LrfTmltfWNzq7xd2dnd2z +oHh61TZxqxlsslrHuBt RwKRRvoUDJu4nmNAok7wS T29zvPHJtRKwecJrwfkR HSoSCUbSS70cUx0GYPc0 G3qBac+vuHGSVeAWpQYHm oPrlD2OWRlwhk9SYnucm 2M+oRsEkn1X81PCEsgkd 8Z6likbc9LN55hk5s8qQh LG2TyGZq783MhoZM40CO 5lnNMteLv7n9VIMr/uZUE mKXLHFoTCVBGOSF0CGQn OGcmoJZVrYrISNqaYMbU 0VW4K3/OVV0r6oe5bfX9Y aN0UdZTiBUzgHD66gAXf QhBYwSOAZXuHNSZ0X5935 WIyWnGLnGP7A+fwBKmKR wA==</latexit>
x2
<latexit sha1_base64= "+fmTm2ZVR20F4bY6bvBdYsdn+/4=">AAAB83icbV DLSsNAFL3xWeur6tLNYBFclaQIuiy6cVnBPqApZTK dtEMnkzBzI5bQ33DjQhG3/ow7/8ZJm4W2Hhg4nHMv 98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414 y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJbe53Hrk2Il YPOE14P6IjJULBKFrJ9yOK4yDMnmaD+qBSdWvuHG SVeAWpQoHmoPLlD2OWRlwhk9SYnucm2M+oRsEkn5X 91PCEsgkd8Z6likbc9LN55hk5t8qQhLG2TyGZq783 MhoZM40CO5lnNMteLv7n9VIMr/uZUEmKXLHFoTCVB GOSF0CGQnOGcmoJZVrYrISNqaYMbU1lW4K3/OVV0q 7XPMvvL6uNm6KOEpzCGVyAB1fQgDtoQgsYJPAMr/D mpM6L8+58LEbXnGLnBP7A+fwBK+aRwQ==</latexi t><latexit sha1_base64= "+fmTm2ZVR20F4bY6bvBdYsdn+/4=">AAAB83icbV DLSsNAFL3xWeur6tLNYBFclaQIuiy6cVnBPqApZTK dtEMnkzBzI5bQ33DjQhG3/ow7/8ZJm4W2Hhg4nHMv 98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414 y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJbe53Hrk2Il YPOE14P6IjJULBKFrJ9yOK4yDMnmaD+qBSdWvuHG SVeAWpQoHmoPLlD2OWRlwhk9SYnucm2M+oRsEkn5X 91PCEsgkd8Z6likbc9LN55hk5t8qQhLG2TyGZq783 MhoZM40CO5lnNMteLv7n9VIMr/uZUEmKXLHFoTCVB GOSF0CGQnOGcmoJZVrYrISNqaYMbU1lW4K3/OVV0q 7XPMvvL6uNm6KOEpzCGVyAB1fQgDtoQgsYJPAMr/D mpM6L8+58LEbXnGLnBP7A+fwBK+aRwQ==</latexi t><latexit sha1_base64= "+fmTm2ZVR20F4bY6bvBdYsdn+/4=">AAAB83icbV DLSsNAFL3xWeur6tLNYBFclaQIuiy6cVnBPqApZTK dtEMnkzBzI5bQ33DjQhG3/ow7/8ZJm4W2Hhg4nHMv 98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414 y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJbe53Hrk2Il YPOE14P6IjJULBKFrJ9yOK4yDMnmaD+qBSdWvuHG SVeAWpQoHmoPLlD2OWRlwhk9SYnucm2M+oRsEkn5X 91PCEsgkd8Z6likbc9LN55hk5t8qQhLG2TyGZq783 MhoZM40CO5lnNMteLv7n9VIMr/uZUEmKXLHFoTCVB GOSF0CGQnOGcmoJZVrYrISNqaYMbU1lW4K3/OVV0q 7XPMvvL6uNm6KOEpzCGVyAB1fQgDtoQgsYJPAMr/D mpM6L8+58LEbXnGLnBP7A+fwBK+aRwQ==</latexi t><latexit sha1_base64= "+fmTm2ZVR20F4bY6bvBdYsdn+/4=">AAAB83icbV DLSsNAFL3xWeur6tLNYBFclaQIuiy6cVnBPqApZTK dtEMnkzBzI5bQ33DjQhG3/ow7/8ZJm4W2Hhg4nHMv 98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414 y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJbe53Hrk2Il YPOE14P6IjJULBKFrJ9yOK4yDMnmaD+qBSdWvuHG SVeAWpQoHmoPLlD2OWRlwhk9SYnucm2M+oRsEkn5X 91PCEsgkd8Z6likbc9LN55hk5t8qQhLG2TyGZq783 MhoZM40CO5lnNMteLv7n9VIMr/uZUEmKXLHFoTCVB GOSF0CGQnOGcmoJZVrYrISNqaYMbU1lW4K3/OVV0q 7XPMvvL6uNm6KOEpzCGVyAB1fQgDtoQgsYJPAMr/D mpM6L8+58LEbXnGLnBP7A+fwBK+aRwQ==</latexi t>
x3
<latexit sha1_base64= "DE7HZy/Y/WsTkHYvl1VXiR6eZ7k=">AAAB83icbV BNS8NAFHypX7V+VT16WSyCp5KooMeiF48VbC00oWy 2m3bpZhN2X8QS+je8eFDEq3/Gm//GbZuDtg4sDDPv 8WYnTKUw6LrfTmlldW19o7xZ2dre2d2r7h+0TZJpx lsskYnuhNRwKRRvoUDJO6nmNA4lfwhHN1P/4ZFrIx J1j+OUBzEdKBEJRtFKvh9THIZR/jTpnfeqNbfuzk CWiVeQGhRo9qpffj9hWcwVMkmN6XpuikFONQom+aT iZ4anlI3ogHctVTTmJshnmSfkxCp9EiXaPoVkpv7e yGlszDgO7eQ0o1n0puJ/XjfD6CrIhUoz5IrND0WZJ JiQaQGkLzRnKMeWUKaFzUrYkGrK0NZUsSV4i19eJu 2zumf53UWtcV3UUYYjOIZT8OASGnALTWgBgxSe4RX enMx5cd6dj/loySl2DuEPnM8fLWqRwg==</latexi t><latexit sha1_base64= "DE7HZy/Y/WsTkHYvl1VXiR6eZ7k=">AAAB83icbV BNS8NAFHypX7V+VT16WSyCp5KooMeiF48VbC00oWy 2m3bpZhN2X8QS+je8eFDEq3/Gm//GbZuDtg4sDDPv 8WYnTKUw6LrfTmlldW19o7xZ2dre2d2r7h+0TZJpx lsskYnuhNRwKRRvoUDJO6nmNA4lfwhHN1P/4ZFrIx J1j+OUBzEdKBEJRtFKvh9THIZR/jTpnfeqNbfuzk CWiVeQGhRo9qpffj9hWcwVMkmN6XpuikFONQom+aT iZ4anlI3ogHctVTTmJshnmSfkxCp9EiXaPoVkpv7e yGlszDgO7eQ0o1n0puJ/XjfD6CrIhUoz5IrND0WZJ JiQaQGkLzRnKMeWUKaFzUrYkGrK0NZUsSV4i19eJu 2zumf53UWtcV3UUYYjOIZT8OASGnALTWgBgxSe4RX enMx5cd6dj/loySl2DuEPnM8fLWqRwg==</latexi t><latexit sha1_base64= "DE7HZy/Y/WsTkHYvl1VXiR6eZ7k=">AAAB83icbV BNS8NAFHypX7V+VT16WSyCp5KooMeiF48VbC00oWy 2m3bpZhN2X8QS+je8eFDEq3/Gm//GbZuDtg4sDDPv 8WYnTKUw6LrfTmlldW19o7xZ2dre2d2r7h+0TZJpx lsskYnuhNRwKRRvoUDJO6nmNA4lfwhHN1P/4ZFrIx J1j+OUBzEdKBEJRtFKvh9THIZR/jTpnfeqNbfuzk CWiVeQGhRo9qpffj9hWcwVMkmN6XpuikFONQom+aT iZ4anlI3ogHctVTTmJshnmSfkxCp9EiXaPoVkpv7e yGlszDgO7eQ0o1n0puJ/XjfD6CrIhUoz5IrND0WZJ JiQaQGkLzRnKMeWUKaFzUrYkGrK0NZUsSV4i19eJu 2zumf53UWtcV3UUYYjOIZT8OASGnALTWgBgxSe4RX enMx5cd6dj/loySl2DuEPnM8fLWqRwg==</latexi t><latexit sha1_base64= "DE7HZy/Y/WsTkHYvl1VXiR6eZ7k=">AAAB83icbV BNS8NAFHypX7V+VT16WSyCp5KooMeiF48VbC00oWy 2m3bpZhN2X8QS+je8eFDEq3/Gm//GbZuDtg4sDDPv 8WYnTKUw6LrfTmlldW19o7xZ2dre2d2r7h+0TZJpx lsskYnuhNRwKRRvoUDJO6nmNA4lfwhHN1P/4ZFrIx J1j+OUBzEdKBEJRtFKvh9THIZR/jTpnfeqNbfuzk CWiVeQGhRo9qpffj9hWcwVMkmN6XpuikFONQom+aT iZ4anlI3ogHctVTTmJshnmSfkxCp9EiXaPoVkpv7e yGlszDgO7eQ0o1n0puJ/XjfD6CrIhUoz5IrND0WZJ JiQaQGkLzRnKMeWUKaFzUrYkGrK0NZUsSV4i19eJu 2zumf53UWtcV3UUYYjOIZT8OASGnALTWgBgxSe4RX enMx5cd6dj/loySl2DuEPnM8fLWqRwg==</latexi t>
x4
<latexit sha1_base64= "qc7OfeDbdyWGiU0mB5lC3ORGAOM=">AAAB83icbV DLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl 00g6dTMLMjVhCf8ONC0Xc+jPu/BsnbRbaemDgcM69 3DMnSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqx lsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRK wecJrwfkRHSoSCUbSS70cUx0GYPc0Gl4Nqza27c5 BV4hWkBgWag+qXP4xZGnGFTFJjep6bYD+jGgWTfFb xU8MTyiZ0xHuWKhpx08/mmWfkzCpDEsbaPoVkrv7e yGhkzDQK7GSe0Sx7ufif10sxvO5nQiUpcsUWh8JUE oxJXgAZCs0ZyqkllGlhsxI2ppoytDVVbAne8pdXSf ui7ll+f1lr3BR1lOEETuEcPLiCBtxBE1rAIIFneIU 3J3VenHfnYzFacoqdY/gD5/MHLu6Rww==</latexi t><latexit sha1_base64= "qc7OfeDbdyWGiU0mB5lC3ORGAOM=">AAAB83icbV DLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl 00g6dTMLMjVhCf8ONC0Xc+jPu/BsnbRbaemDgcM69 3DMnSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqx lsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRK wecJrwfkRHSoSCUbSS70cUx0GYPc0Gl4Nqza27c5 BV4hWkBgWag+qXP4xZGnGFTFJjep6bYD+jGgWTfFb xU8MTyiZ0xHuWKhpx08/mmWfkzCpDEsbaPoVkrv7e yGhkzDQK7GSe0Sx7ufif10sxvO5nQiUpcsUWh8JUE oxJXgAZCs0ZyqkllGlhsxI2ppoytDVVbAne8pdXSf ui7ll+f1lr3BR1lOEETuEcPLiCBtxBE1rAIIFneIU 3J3VenHfnYzFacoqdY/gD5/MHLu6Rww==</latexi t><latexit sha1_base64= "qc7OfeDbdyWGiU0mB5lC3ORGAOM=">AAAB83icbV DLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl 00g6dTMLMjVhCf8ONC0Xc+jPu/BsnbRbaemDgcM69 3DMnSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqx lsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRK wecJrwfkRHSoSCUbSS70cUx0GYPc0Gl4Nqza27c5 BV4hWkBgWag+qXP4xZGnGFTFJjep6bYD+jGgWTfFb xU8MTyiZ0xHuWKhpx08/mmWfkzCpDEsbaPoVkrv7e yGhkzDQK7GSe0Sx7ufif10sxvO5nQiUpcsUWh8JUE oxJXgAZCs0ZyqkllGlhsxI2ppoytDVVbAne8pdXSf ui7ll+f1lr3BR1lOEETuEcPLiCBtxBE1rAIIFneIU 3J3VenHfnYzFacoqdY/gD5/MHLu6Rww==</latexi t><latexit sha1_base64= "qc7OfeDbdyWGiU0mB5lC3ORGAOM=">AAAB83icbV DLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl 00g6dTMLMjVhCf8ONC0Xc+jPu/BsnbRbaemDgcM69 3DMnSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqx lsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRK wecJrwfkRHSoSCUbSS70cUx0GYPc0Gl4Nqza27c5 BV4hWkBgWag+qXP4xZGnGFTFJjep6bYD+jGgWTfFb xU8MTyiZ0xHuWKhpx08/mmWfkzCpDEsbaPoVkrv7e yGhkzDQK7GSe0Sx7ufif10sxvO5nQiUpcsUWh8JUE oxJXgAZCs0ZyqkllGlhsxI2ppoytDVVbAne8pdXSf ui7ll+f1lr3BR1lOEETuEcPLiCBtxBE1rAIIFneIU 3J3VenHfnYzFacoqdY/gD5/MHLu6Rww==</latexi t>
x5
<latexit sha1_base64="U/2VDLbJONqAoQShn+P lqRR8mfg=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoseiF48VbC00oWy2m3bpZhN2X8QS+je8eFD Eq3/Gm//GbZuDtg4sDDPv8WYnTKUw6LrfTmlldW19o7xZ2dre2d2r7h+0TZJpxlsskYnuhNRwKRRvoUDJO 6nmNA4lfwhHN1P/4ZFrIxJ1j+OUBzEdKBEJRtFKvh9THIZR/jTpXfSqNbfuzkCWiVeQGhRo9qpffj9hWcw VMkmN6XpuikFONQom+aTiZ4anlI3ogHctVTTmJshnmSfkxCp9EiXaPoVkpv7eyGlszDgO7eQ0o1n0puJ/X jfD6CrIhUoz5IrND0WZJJiQaQGkLzRnKMeWUKaFzUrYkGrK0NZUsSV4i19eJu2zumf53XmtcV3UUYYjOIZ T8OASGnALTWgBgxSe4RXenMx5cd6dj/loySl2DuEPnM8fMHKRxA==</latexit><latexit sha1_base64="U/2VDLbJONqAoQShn+P lqRR8mfg=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoseiF48VbC00oWy2m3bpZhN2X8QS+je8eFD Eq3/Gm//GbZuDtg4sDDPv8WYnTKUw6LrfTmlldW19o7xZ2dre2d2r7h+0TZJpxlsskYnuhNRwKRRvoUDJO 6nmNA4lfwhHN1P/4ZFrIxJ1j+OUBzEdKBEJRtFKvh9THIZR/jTpXfSqNbfuzkCWiVeQGhRo9qpffj9hWcw VMkmN6XpuikFONQom+aTiZ4anlI3ogHctVTTmJshnmSfkxCp9EiXaPoVkpv7eyGlszDgO7eQ0o1n0puJ/X jfD6CrIhUoz5IrND0WZJJiQaQGkLzRnKMeWUKaFzUrYkGrK0NZUsSV4i19eJu2zumf53XmtcV3UUYYjOIZ T8OASGnALTWgBgxSe4RXenMx5cd6dj/loySl2DuEPnM8fMHKRxA==</latexit><latexit sha1_base64="U/2VDLbJONqAoQShn+P lqRR8mfg=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoseiF48VbC00oWy2m3bpZhN2X8QS+je8eFD Eq3/Gm//GbZuDtg4sDDPv8WYnTKUw6LrfTmlldW19o7xZ2dre2d2r7h+0TZJpxlsskYnuhNRwKRRvoUDJO 6nmNA4lfwhHN1P/4ZFrIxJ1j+OUBzEdKBEJRtFKvh9THIZR/jTpXfSqNbfuzkCWiVeQGhRo9qpffj9hWcw VMkmN6XpuikFONQom+aTiZ4anlI3ogHctVTTmJshnmSfkxCp9EiXaPoVkpv7eyGlszDgO7eQ0o1n0puJ/X jfD6CrIhUoz5IrND0WZJJiQaQGkLzRnKMeWUKaFzUrYkGrK0NZUsSV4i19eJu2zumf53XmtcV3UUYYjOIZ T8OASGnALTWgBgxSe4RXenMx5cd6dj/loySl2DuEPnM8fMHKRxA==</latexit><latexit sha1_base64="U/2VDLbJONqAoQShn+P lqRR8mfg=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoseiF48VbC00oWy2m3bpZhN2X8QS+je8eFD Eq3/Gm//GbZuDtg4sDDPv8WYnTKUw6LrfTmlldW19o7xZ2dre2d2r7h+0TZJpxlsskYnuhNRwKRRvoUDJO 6nmNA4lfwhHN1P/4ZFrIxJ1j+OUBzEdKBEJRtFKvh9THIZR/jTpXfSqNbfuzkCWiVeQGhRo9qpffj9hWcw VMkmN6XpuikFONQom+aTiZ4anlI3ogHctVTTmJshnmSfkxCp9EiXaPoVkpv7eyGlszDgO7eQ0o1n0puJ/X jfD6CrIhUoz5IrND0WZJJiQaQGkLzRnKMeWUKaFzUrYkGrK0NZUsSV4i19eJu2zumf53XmtcV3UUYYjOIZ T8OASGnALTWgBgxSe4RXenMx5cd6dj/loySl2DuEPnM8fMHKRxA==</latexit>
x6
<latexit sha1_base64="eYuEHETGeUdl+0KjVQt j0fw7570=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIqMeiF48VbC00oWy2m3bpZhN2X8QS+je8eFD Eq3/Gm//GbZuDtg4sDDPv8WYnTKUw6LrfTmlldW19o7xZ2dre2d2r7h+0TZJpxlsskYnuhNRwKRRvoUDJO 6nmNA4lfwhHN1P/4ZFrIxJ1j+OUBzEdKBEJRtFKvh9THIZR/jTpXfSqNbfuzkCWiVeQGhRo9qpffj9hWcw VMkmN6XpuikFONQom+aTiZ4anlI3ogHctVTTmJshnmSfkxCp9EiXaPoVkpv7eyGlszDgO7eQ0o1n0puJ/X jfD6CrIhUoz5IrND0WZJJiQaQGkLzRnKMeWUKaFzUrYkGrK0NZUsSV4i19eJu2zumf53XmtcV3UUYYjOIZ T8OASGnALTWgBgxSe4RXenMx5cd6dj/loySl2DuEPnM8fMfaRxQ==</latexit><latexit sha1_base64="eYuEHETGeUdl+0KjVQt j0fw7570=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIqMeiF48VbC00oWy2m3bpZhN2X8QS+je8eFD Eq3/Gm//GbZuDtg4sDDPv8WYnTKUw6LrfTmlldW19o7xZ2dre2d2r7h+0TZJpxlsskYnuhNRwKRRvoUDJO 6nmNA4lfwhHN1P/4ZFrIxJ1j+OUBzEdKBEJRtFKvh9THIZR/jTpXfSqNbfuzkCWiVeQGhRo9qpffj9hWcw VMkmN6XpuikFONQom+aTiZ4anlI3ogHctVTTmJshnmSfkxCp9EiXaPoVkpv7eyGlszDgO7eQ0o1n0puJ/X jfD6CrIhUoz5IrND0WZJJiQaQGkLzRnKMeWUKaFzUrYkGrK0NZUsSV4i19eJu2zumf53XmtcV3UUYYjOIZ T8OASGnALTWgBgxSe4RXenMx5cd6dj/loySl2DuEPnM8fMfaRxQ==</latexit><latexit sha1_base64="eYuEHETGeUdl+0KjVQt j0fw7570=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIqMeiF48VbC00oWy2m3bpZhN2X8QS+je8eFD Eq3/Gm//GbZuDtg4sDDPv8WYnTKUw6LrfTmlldW19o7xZ2dre2d2r7h+0TZJpxlsskYnuhNRwKRRvoUDJO 6nmNA4lfwhHN1P/4ZFrIxJ1j+OUBzEdKBEJRtFKvh9THIZR/jTpXfSqNbfuzkCWiVeQGhRo9qpffj9hWcw VMkmN6XpuikFONQom+aTiZ4anlI3ogHctVTTmJshnmSfkxCp9EiXaPoVkpv7eyGlszDgO7eQ0o1n0puJ/X jfD6CrIhUoz5IrND0WZJJiQaQGkLzRnKMeWUKaFzUrYkGrK0NZUsSV4i19eJu2zumf53XmtcV3UUYYjOIZ T8OASGnALTWgBgxSe4RXenMx5cd6dj/loySl2DuEPnM8fMfaRxQ==</latexit><latexit sha1_base64="eYuEHETGeUdl+0KjVQt j0fw7570=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIqMeiF48VbC00oWy2m3bpZhN2X8QS+je8eFD Eq3/Gm//GbZuDtg4sDDPv8WYnTKUw6LrfTmlldW19o7xZ2dre2d2r7h+0TZJpxlsskYnuhNRwKRRvoUDJO 6nmNA4lfwhHN1P/4ZFrIxJ1j+OUBzEdKBEJRtFKvh9THIZR/jTpXfSqNbfuzkCWiVeQGhRo9qpffj9hWcw VMkmN6XpuikFONQom+aTiZ4anlI3ogHctVTTmJshnmSfkxCp9EiXaPoVkpv7eyGlszDgO7eQ0o1n0puJ/X jfD6CrIhUoz5IrND0WZJJiQaQGkLzRnKMeWUKaFzUrYkGrK0NZUsSV4i19eJu2zumf53XmtcV3UUYYjOIZ T8OASGnALTWgBgxSe4RXenMx5cd6dj/loySl2DuEPnM8fMfaRxQ==</latexit>
x7
<latexit sha1_base64="+iS/qk8tkn91fu8aTSp g9TSjdUI=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclUSEuiy6cVnBPqApZTKdtEMnkzBzI5bQ33DjQhG 3/ow7/8ZJm4W2Hhg4nHMv98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3 URzGgWSd4LJbe53Hrk2IlYPOE14P6IjJULBKFrJ9yOK4yDMnmaD+qBSdWvuHGSVeAWpQoHmoPLlD2OWRlw hk9SYnucm2M+oRsEkn5X91PCEsgkd8Z6likbc9LN55hk5t8qQhLG2TyGZq783MhoZM40CO5lnNMteLv7n9 VIMr/uZUEmKXLHFoTCVBGOSF0CGQnOGcmoJZVrYrISNqaYMbU1lW4K3/OVV0r6seZbfX1UbN0UdJTiFM7g AD+rQgDtoQgsYJPAMr/DmpM6L8+58LEbXnGLnBP7A+fwBM3qRxg==</latexit><latexit sha1_base64="+iS/qk8tkn91fu8aTSp g9TSjdUI=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclUSEuiy6cVnBPqApZTKdtEMnkzBzI5bQ33DjQhG 3/ow7/8ZJm4W2Hhg4nHMv98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3 URzGgWSd4LJbe53Hrk2IlYPOE14P6IjJULBKFrJ9yOK4yDMnmaD+qBSdWvuHGSVeAWpQoHmoPLlD2OWRlw hk9SYnucm2M+oRsEkn5X91PCEsgkd8Z6likbc9LN55hk5t8qQhLG2TyGZq783MhoZM40CO5lnNMteLv7n9 VIMr/uZUEmKXLHFoTCVBGOSF0CGQnOGcmoJZVrYrISNqaYMbU1lW4K3/OVV0r6seZbfX1UbN0UdJTiFM7g AD+rQgDtoQgsYJPAMr/DmpM6L8+58LEbXnGLnBP7A+fwBM3qRxg==</latexit><latexit sha1_base64="+iS/qk8tkn91fu8aTSp g9TSjdUI=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclUSEuiy6cVnBPqApZTKdtEMnkzBzI5bQ33DjQhG 3/ow7/8ZJm4W2Hhg4nHMv98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3 URzGgWSd4LJbe53Hrk2IlYPOE14P6IjJULBKFrJ9yOK4yDMnmaD+qBSdWvuHGSVeAWpQoHmoPLlD2OWRlw hk9SYnucm2M+oRsEkn5X91PCEsgkd8Z6likbc9LN55hk5t8qQhLG2TyGZq783MhoZM40CO5lnNMteLv7n9 VIMr/uZUEmKXLHFoTCVBGOSF0CGQnOGcmoJZVrYrISNqaYMbU1lW4K3/OVV0r6seZbfX1UbN0UdJTiFM7g AD+rQgDtoQgsYJPAMr/DmpM6L8+58LEbXnGLnBP7A+fwBM3qRxg==</latexit><latexit sha1_base64="+iS/qk8tkn91fu8aTSp g9TSjdUI=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclUSEuiy6cVnBPqApZTKdtEMnkzBzI5bQ33DjQhG 3/ow7/8ZJm4W2Hhg4nHMv98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3 URzGgWSd4LJbe53Hrk2IlYPOE14P6IjJULBKFrJ9yOK4yDMnmaD+qBSdWvuHGSVeAWpQoHmoPLlD2OWRlw hk9SYnucm2M+oRsEkn5X91PCEsgkd8Z6likbc9LN55hk5t8qQhLG2TyGZq783MhoZM40CO5lnNMteLv7n9 VIMr/uZUEmKXLHFoTCVBGOSF0CGQnOGcmoJZVrYrISNqaYMbU1lW4K3/OVV0r6seZbfX1UbN0UdJTiFM7g AD+rQgDtoQgsYJPAMr/DmpM6L8+58LEbXnGLnBP7A+fwBM3qRxg==</latexit>
x8
<latexit sha1_base64="obRHu59mh7tZtdMMq71 8041E5XM=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclUQEuyy6cVnBPqApZTK9aYdOJmFmIpbQ33DjQhG 3/ow7/8ZJm4W2Hhg4nHMv98wJEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43Ab qKQRoHATjC5zf3OIyrNY/lgpgn2IzqSPOSMGiv5fkTNOAizp9mgPqhU3Zo7B1klXkGqUKA5qHz5w5ilEUr DBNW657mJ6WdUGc4Ezsp+qjGhbEJH2LNU0gh1P5tnnpFzqwxJGCv7pCFz9fdGRiOtp1FgJ/OMetnLxf+8X mrCej/jMkkNSrY4FKaCmJjkBZAhV8iMmFpCmeI2K2FjqigztqayLcFb/vIqaV/WPMvvr6qNm6KOEpzCGVy AB9fQgDtoQgsYJPAMr/DmpM6L8+58LEbXnGLnBP7A+fwBNP6Rxw==</latexit><latexit sha1_base64="obRHu59mh7tZtdMMq71 8041E5XM=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclUQEuyy6cVnBPqApZTK9aYdOJmFmIpbQ33DjQhG 3/ow7/8ZJm4W2Hhg4nHMv98wJEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43Ab qKQRoHATjC5zf3OIyrNY/lgpgn2IzqSPOSMGiv5fkTNOAizp9mgPqhU3Zo7B1klXkGqUKA5qHz5w5ilEUr DBNW657mJ6WdUGc4Ezsp+qjGhbEJH2LNU0gh1P5tnnpFzqwxJGCv7pCFz9fdGRiOtp1FgJ/OMetnLxf+8X mrCej/jMkkNSrY4FKaCmJjkBZAhV8iMmFpCmeI2K2FjqigztqayLcFb/vIqaV/WPMvvr6qNm6KOEpzCGVy AB9fQgDtoQgsYJPAMr/DmpM6L8+58LEbXnGLnBP7A+fwBNP6Rxw==</latexit><latexit sha1_base64="obRHu59mh7tZtdMMq71 8041E5XM=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclUQEuyy6cVnBPqApZTK9aYdOJmFmIpbQ33DjQhG 3/ow7/8ZJm4W2Hhg4nHMv98wJEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43Ab qKQRoHATjC5zf3OIyrNY/lgpgn2IzqSPOSMGiv5fkTNOAizp9mgPqhU3Zo7B1klXkGqUKA5qHz5w5ilEUr DBNW657mJ6WdUGc4Ezsp+qjGhbEJH2LNU0gh1P5tnnpFzqwxJGCv7pCFz9fdGRiOtp1FgJ/OMetnLxf+8X mrCej/jMkkNSrY4FKaCmJjkBZAhV8iMmFpCmeI2K2FjqigztqayLcFb/vIqaV/WPMvvr6qNm6KOEpzCGVy AB9fQgDtoQgsYJPAMr/DmpM6L8+58LEbXnGLnBP7A+fwBNP6Rxw==</latexit><latexit sha1_base64="obRHu59mh7tZtdMMq71 8041E5XM=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclUQEuyy6cVnBPqApZTK9aYdOJmFmIpbQ33DjQhG 3/ow7/8ZJm4W2Hhg4nHMv98wJEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43Ab qKQRoHATjC5zf3OIyrNY/lgpgn2IzqSPOSMGiv5fkTNOAizp9mgPqhU3Zo7B1klXkGqUKA5qHz5w5ilEUr DBNW657mJ6WdUGc4Ezsp+qjGhbEJH2LNU0gh1P5tnnpFzqwxJGCv7pCFz9fdGRiOtp1FgJ/OMetnLxf+8X mrCej/jMkkNSrY4FKaCmJjkBZAhV8iMmFpCmeI2K2FjqigztqayLcFb/vIqaV/WPMvvr6qNm6KOEpzCGVy AB9fQgDtoQgsYJPAMr/DmpM6L8+58LEbXnGLnBP7A+fwBNP6Rxw==</latexit>
x9
<latexit sha1_base64="cmtH59zfjVmOUE8xtQw 8Ma3rxMA=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoN6KXjxWsLXQhLLZbtqlm03YfRFL6N/w4kE Rr/4Zb/4bt20O2jqwMMy8x5udMJXCoOt+O6WV1bX1jfJmZWt7Z3evun/QNkmmGW+xRCa6E1LDpVC8hQIl7 6Sa0ziU/CEc3Uz9h0eujUjUPY5THsR0oEQkGEUr+X5McRhG+dOkd9Wr1ty6OwNZJl5BalCg2at++f2EZTF XyCQ1puu5KQY51SiY5JOKnxmeUjaiA961VNGYmyCfZZ6QE6v0SZRo+xSSmfp7I6exMeM4tJPTjGbRm4r/e d0Mo8sgFyrNkCs2PxRlkmBCpgWQvtCcoRxbQpkWNithQ6opQ1tTxZbgLX55mbTP6p7ld+e1xnVRRxmO4Bh OwYMLaMAtNKEFDFJ4hld4czLnxXl3PuajJafYOYQ/cD5/ADaCkcg=</latexit><latexit sha1_base64="cmtH59zfjVmOUE8xtQw 8Ma3rxMA=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoN6KXjxWsLXQhLLZbtqlm03YfRFL6N/w4kE Rr/4Zb/4bt20O2jqwMMy8x5udMJXCoOt+O6WV1bX1jfJmZWt7Z3evun/QNkmmGW+xRCa6E1LDpVC8hQIl7 6Sa0ziU/CEc3Uz9h0eujUjUPY5THsR0oEQkGEUr+X5McRhG+dOkd9Wr1ty6OwNZJl5BalCg2at++f2EZTF XyCQ1puu5KQY51SiY5JOKnxmeUjaiA961VNGYmyCfZZ6QE6v0SZRo+xSSmfp7I6exMeM4tJPTjGbRm4r/e d0Mo8sgFyrNkCs2PxRlkmBCpgWQvtCcoRxbQpkWNithQ6opQ1tTxZbgLX55mbTP6p7ld+e1xnVRRxmO4Bh OwYMLaMAtNKEFDFJ4hld4czLnxXl3PuajJafYOYQ/cD5/ADaCkcg=</latexit><latexit sha1_base64="cmtH59zfjVmOUE8xtQw 8Ma3rxMA=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoN6KXjxWsLXQhLLZbtqlm03YfRFL6N/w4kE Rr/4Zb/4bt20O2jqwMMy8x5udMJXCoOt+O6WV1bX1jfJmZWt7Z3evun/QNkmmGW+xRCa6E1LDpVC8hQIl7 6Sa0ziU/CEc3Uz9h0eujUjUPY5THsR0oEQkGEUr+X5McRhG+dOkd9Wr1ty6OwNZJl5BalCg2at++f2EZTF XyCQ1puu5KQY51SiY5JOKnxmeUjaiA961VNGYmyCfZZ6QE6v0SZRo+xSSmfp7I6exMeM4tJPTjGbRm4r/e d0Mo8sgFyrNkCs2PxRlkmBCpgWQvtCcoRxbQpkWNithQ6opQ1tTxZbgLX55mbTP6p7ld+e1xnVRRxmO4Bh OwYMLaMAtNKEFDFJ4hld4czLnxXl3PuajJafYOYQ/cD5/ADaCkcg=</latexit><latexit sha1_base64="cmtH59zfjVmOUE8xtQw 8Ma3rxMA=">AAAB83icbVBNS8NAFHypX7V+VT16WSyCp5KIoN6KXjxWsLXQhLLZbtqlm03YfRFL6N/w4kE Rr/4Zb/4bt20O2jqwMMy8x5udMJXCoOt+O6WV1bX1jfJmZWt7Z3evun/QNkmmGW+xRCa6E1LDpVC8hQIl7 6Sa0ziU/CEc3Uz9h0eujUjUPY5THsR0oEQkGEUr+X5McRhG+dOkd9Wr1ty6OwNZJl5BalCg2at++f2EZTF XyCQ1puu5KQY51SiY5JOKnxmeUjaiA961VNGYmyCfZZ6QE6v0SZRo+xSSmfp7I6exMeM4tJPTjGbRm4r/e d0Mo8sgFyrNkCs2PxRlkmBCpgWQvtCcoRxbQpkWNithQ6opQ1tTxZbgLX55mbTP6p7ld+e1xnVRRxmO4Bh OwYMLaMAtNKEFDFJ4hld4czLnxXl3PuajJafYOYQ/cD5/ADaCkcg=</latexit>
x10
<latexit sha1_base64="dfJYfNtw+iUouHekiRXczx0bgZM=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1 gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFMacf5tipr6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+X Z9GGE9CcLsMfcz18l9u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhm AimcmKyARLTLTpqmZKcJe/vEq6503X8LuLRuu6rKMKx3ACZ+DCJbTgFtrQAQIpPMMrvFlP1ov1bn0sRitWuXMEf2B9/gDho5M3</latexit><latexit sha1_base64="dfJYfNtw+iUouHekiRXczx0bgZM=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1 gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFMacf5tipr6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+X Z9GGE9CcLsMfcz18l9u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhm AimcmKyARLTLTpqmZKcJe/vEq6503X8LuLRuu6rKMKx3ACZ+DCJbTgFtrQAQIpPMMrvFlP1ov1bn0sRitWuXMEf2B9/gDho5M3</latexit><latexit sha1_base64="dfJYfNtw+iUouHekiRXczx0bgZM=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1 gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFMacf5tipr6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+X Z9GGE9CcLsMfcz18l9u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhm AimcmKyARLTLTpqmZKcJe/vEq6503X8LuLRuu6rKMKx3ACZ+DCJbTgFtrQAQIpPMMrvFlP1ov1bn0sRitWuXMEf2B9/gDho5M3</latexit><latexit sha1_base64="dfJYfNtw+iUouHekiRXczx0bgZM=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1 gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFMacf5tipr6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+X Z9GGE9CcLsMfcz18l9u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhm AimcmKyARLTLTpqmZKcJe/vEq6503X8LuLRuu6rKMKx3ACZ+DCJbTgFtrQAQIpPMMrvFlP1ov1bn0sRitWuXMEf2B9/gDho5M3</latexit>
x11
<latexit sha1_base64="A+ePz4DZf5p1g1K6OBJnpBk9zLA=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1 gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFMacf5tipr6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+X Z9GGE9CcLsMfcz1819u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhm AimcmKyARLTLTpqmZKcJe/vEq6503X8LuLRuu6rKMKx3ACZ+DCJbTgFtrQAQIpPMMrvFlP1ov1bn0sRitWuXMEf2B9/gDjKJM4</latexit><latexit sha1_base64="A+ePz4DZf5p1g1K6OBJnpBk9zLA=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1 gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFMacf5tipr6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+X Z9GGE9CcLsMfcz1819u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhm AimcmKyARLTLTpqmZKcJe/vEq6503X8LuLRuu6rKMKx3ACZ+DCJbTgFtrQAQIpPMMrvFlP1ov1bn0sRitWuXMEf2B9/gDjKJM4</latexit><latexit sha1_base64="A+ePz4DZf5p1g1K6OBJnpBk9zLA=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1 gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFMacf5tipr6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+X Z9GGE9CcLsMfcz1819u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhm AimcmKyARLTLTpqmZKcJe/vEq6503X8LuLRuu6rKMKx3ACZ+DCJbTgFtrQAQIpPMMrvFlP1ov1bn0sRitWuXMEf2B9/gDjKJM4</latexit><latexit sha1_base64="A+ePz4DZf5p1g1K6OBJnpBk9zLA=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1 gEVyURQZdFNy4r2Ae0IUymk3boZBJmJmIN+RI3LhRx66e482+ctFlo64GBwzn3cs+cIOFMacf5tipr6xubW9Xt2s7u3n7dPjjsqjiVhHZIzGPZD7CinAna0Uxz2k8kxVHAaS+Y3hR+74FKxWJxr2cJ9SI8FixkBGsj+X Z9GGE9CcLsMfcz1819u+E0nTnQKnFL0oASbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDVNFE0ymeEwHhgocUeVl8+A5OjXKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhm AimcmKyARLTLTpqmZKcJe/vEq6503X8LuLRuu6rKMKx3ACZ+DCJbTgFtrQAQIpPMMrvFlP1ov1bn0sRitWuXMEf2B9/gDjKJM4</latexit>
x12
<latexit sha1_base64="64C7OEgpw0633L0fypYCApAM+Nw=">AAAB+HicbVDLSsNAFL3xWeujUZduBo vgqiRF0GXRjcsK9gFtCJPppB06mYSZiVhDvsSNC0Xc+inu/BsnbRbaemDgcM693DMnSDhT2nG+rbX1jc2t7cpOdXdv/6BmHx51VZxKQjsk5rHsB1hRzgTtaKY57SeS4ijgtBdMbwq/90ClYrG417OEehEeCxYygrWRfL s2jLCeBGH2mPuZ28x9u+40nDnQKnFLUocSbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDlNFE0ymeEwHhgocUeVl8+A5OjPKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhm AimcmKyARLTLTpqmpKcJe/vEq6zYZr+N1FvXVd1lGBEziFc3DhElpwC23oAIEUnuEV3qwn68V6tz4Wo2tWuXMMf2B9/gDkrZM5</latexit><latexit sha1_base64="64C7OEgpw0633L0fypYCApAM+Nw=">AAAB+HicbVDLSsNAFL3xWeujUZduBo vgqiRF0GXRjcsK9gFtCJPppB06mYSZiVhDvsSNC0Xc+inu/BsnbRbaemDgcM693DMnSDhT2nG+rbX1jc2t7cpOdXdv/6BmHx51VZxKQjsk5rHsB1hRzgTtaKY57SeS4ijgtBdMbwq/90ClYrG417OEehEeCxYygrWRfL s2jLCeBGH2mPuZ28x9u+40nDnQKnFLUocSbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDlNFE0ymeEwHhgocUeVl8+A5OjPKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhm AimcmKyARLTLTpqmpKcJe/vEq6zYZr+N1FvXVd1lGBEziFc3DhElpwC23oAIEUnuEV3qwn68V6tz4Wo2tWuXMMf2B9/gDkrZM5</latexit><latexit sha1_base64="64C7OEgpw0633L0fypYCApAM+Nw=">AAAB+HicbVDLSsNAFL3xWeujUZduBo vgqiRF0GXRjcsK9gFtCJPppB06mYSZiVhDvsSNC0Xc+inu/BsnbRbaemDgcM693DMnSDhT2nG+rbX1jc2t7cpOdXdv/6BmHx51VZxKQjsk5rHsB1hRzgTtaKY57SeS4ijgtBdMbwq/90ClYrG417OEehEeCxYygrWRfL s2jLCeBGH2mPuZ28x9u+40nDnQKnFLUocSbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDlNFE0ymeEwHhgocUeVl8+A5OjPKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhm AimcmKyARLTLTpqmpKcJe/vEq6zYZr+N1FvXVd1lGBEziFc3DhElpwC23oAIEUnuEV3qwn68V6tz4Wo2tWuXMMf2B9/gDkrZM5</latexit><latexit sha1_base64="64C7OEgpw0633L0fypYCApAM+Nw=">AAAB+HicbVDLSsNAFL3xWeujUZduBo vgqiRF0GXRjcsK9gFtCJPppB06mYSZiVhDvsSNC0Xc+inu/BsnbRbaemDgcM693DMnSDhT2nG+rbX1jc2t7cpOdXdv/6BmHx51VZxKQjsk5rHsB1hRzgTtaKY57SeS4ijgtBdMbwq/90ClYrG417OEehEeCxYygrWRfL s2jLCeBGH2mPuZ28x9u+40nDnQKnFLUocSbd/+Go5ikkZUaMKxUgPXSbSXYakZ4TSvDlNFE0ymeEwHhgocUeVl8+A5OjPKCIWxNE9oNFd/b2Q4UmoWBWayiKmWvUL8zxukOrzyMiaSVFNBFofClCMdo6IFNGKSEs1nhm AimcmKyARLTLTpqmpKcJe/vEq6zYZr+N1FvXVd1lGBEziFc3DhElpwC23oAIEUnuEV3qwn68V6tz4Wo2tWuXMMf2B9/gDkrZM5</latexit>
 x5:9
<latexit sha1_base64="1mi8K9qBBG4b29OqfcQEgw1peNA=">AAAB/3i cbVDLSsNAFJ34rPUVFdy4GSyCq5KI4mNV1IXLCvYBTQiT6U07dPJgZiKWmIW/4saFIm79DXf+jZO2C209MHA4517umeMnnEllWd/G3PzC4tJyaaW8ura+s WlubTdlnAoKDRrzWLR9IoGzCBqKKQ7tRAAJfQ4tf3BV+K17EJLF0Z0aJuCGpBexgFGitOSZu841cEWckKi+H2QPuZedXJznnlmxqtYIeJbYE1JBE9Q988 vpxjQNIVKUEyk7tpUoNyNCMcohLzuphITQAelBR9OIhCDdbJQ/xwda6eIgFvpFCo/U3xsZCaUchr6eLHLKaa8Q//M6qQrO3IxFSaogouNDQcqxinFRBu4 yAVTxoSaECqazYtonglClKyvrEuzpL8+S5lHV1vz2uFK7nNRRQntoHx0iG52iGrpBddRAFD2iZ/SK3own48V4Nz7Go3PGZGcH/YHx+QPzLpYK</latexit ><latexit sha1_base64="1mi8K9qBBG4b29OqfcQEgw1peNA=">AAAB/3i cbVDLSsNAFJ34rPUVFdy4GSyCq5KI4mNV1IXLCvYBTQiT6U07dPJgZiKWmIW/4saFIm79DXf+jZO2C209MHA4517umeMnnEllWd/G3PzC4tJyaaW8ura+s WlubTdlnAoKDRrzWLR9IoGzCBqKKQ7tRAAJfQ4tf3BV+K17EJLF0Z0aJuCGpBexgFGitOSZu841cEWckKi+H2QPuZedXJznnlmxqtYIeJbYE1JBE9Q988 vpxjQNIVKUEyk7tpUoNyNCMcohLzuphITQAelBR9OIhCDdbJQ/xwda6eIgFvpFCo/U3xsZCaUchr6eLHLKaa8Q//M6qQrO3IxFSaogouNDQcqxinFRBu4 yAVTxoSaECqazYtonglClKyvrEuzpL8+S5lHV1vz2uFK7nNRRQntoHx0iG52iGrpBddRAFD2iZ/SK3own48V4Nz7Go3PGZGcH/YHx+QPzLpYK</latexit ><latexit sha1_base64="1mi8K9qBBG4b29OqfcQEgw1peNA=">AAAB/3i cbVDLSsNAFJ34rPUVFdy4GSyCq5KI4mNV1IXLCvYBTQiT6U07dPJgZiKWmIW/4saFIm79DXf+jZO2C209MHA4517umeMnnEllWd/G3PzC4tJyaaW8ura+s WlubTdlnAoKDRrzWLR9IoGzCBqKKQ7tRAAJfQ4tf3BV+K17EJLF0Z0aJuCGpBexgFGitOSZu841cEWckKi+H2QPuZedXJznnlmxqtYIeJbYE1JBE9Q988 vpxjQNIVKUEyk7tpUoNyNCMcohLzuphITQAelBR9OIhCDdbJQ/xwda6eIgFvpFCo/U3xsZCaUchr6eLHLKaa8Q//M6qQrO3IxFSaogouNDQcqxinFRBu4 yAVTxoSaECqazYtonglClKyvrEuzpL8+S5lHV1vz2uFK7nNRRQntoHx0iG52iGrpBddRAFD2iZ/SK3own48V4Nz7Go3PGZGcH/YHx+QPzLpYK</latexit ><latexit sha1_base64="1mi8K9qBBG4b29OqfcQEgw1peNA=">AAAB/3i cbVDLSsNAFJ34rPUVFdy4GSyCq5KI4mNV1IXLCvYBTQiT6U07dPJgZiKWmIW/4saFIm79DXf+jZO2C209MHA4517umeMnnEllWd/G3PzC4tJyaaW8ura+s WlubTdlnAoKDRrzWLR9IoGzCBqKKQ7tRAAJfQ4tf3BV+K17EJLF0Z0aJuCGpBexgFGitOSZu841cEWckKi+H2QPuZedXJznnlmxqtYIeJbYE1JBE9Q988 vpxjQNIVKUEyk7tpUoNyNCMcohLzuphITQAelBR9OIhCDdbJQ/xwda6eIgFvpFCo/U3xsZCaUchr6eLHLKaa8Q//M6qQrO3IxFSaogouNDQcqxinFRBu4 yAVTxoSaECqazYtonglClKyvrEuzpL8+S5lHV1vz2uFK7nNRRQntoHx0iG52iGrpBddRAFD2iZ/SK3own48V4Nz7Go3PGZGcH/YHx+QPzLpYK</latexit >
 x10:14
<latexit sha1_base64="wxN+9tIP00urK5AUsjT+6L0L+lE=">AAACAXicbZDLSsNAFIYn9VbrLepGcBMsgquSSEFxVdSFywr2Ak0ok+lJO3QyCTMTsY S48VXcuFDErW/hzrdx0mahrT8MfPznHOac348Zlcq2v43S0vLK6lp5vbKxubW9Y+7utWWUCAItErFIdH0sgVEOLUUVg24sAIc+g44/vsrrnXsQkkb8Tk1i8EI85DSgBCtt9c0D9xqYwm6I1cgP0oesnzr2hVPP+mbVrtlTWYvgFFBFhZp988sdRCQJgSvCsJQ9x46Vl2KhKGGQVdxEQozJGA+hp5HjEKSXTi/IrGPtD KwgEvpxZU3d3xMpDqWchL7uzDeV87Xc/K/WS1Rw7qWUx4kCTmYfBQmzVGTlcVgDKoAoNtGAiaB6V4uMsMBE6dAqOgRn/uRFaJ/WHM239WrjsoijjA7RETpBDjpDDXSDmqiFCHpEz+gVvRlPxovxbnzMWktGMbOP/sj4/AHTYpZ2</latexit><latexit sha1_base64="wxN+9tIP00urK5AUsjT+6L0L+lE=">AAACAXicbZDLSsNAFIYn9VbrLepGcBMsgquSSEFxVdSFywr2Ak0ok+lJO3QyCTMTsY S48VXcuFDErW/hzrdx0mahrT8MfPznHOac348Zlcq2v43S0vLK6lp5vbKxubW9Y+7utWWUCAItErFIdH0sgVEOLUUVg24sAIc+g44/vsrrnXsQkkb8Tk1i8EI85DSgBCtt9c0D9xqYwm6I1cgP0oesnzr2hVPP+mbVrtlTWYvgFFBFhZp988sdRCQJgSvCsJQ9x46Vl2KhKGGQVdxEQozJGA+hp5HjEKSXTi/IrGPtD KwgEvpxZU3d3xMpDqWchL7uzDeV87Xc/K/WS1Rw7qWUx4kCTmYfBQmzVGTlcVgDKoAoNtGAiaB6V4uMsMBE6dAqOgRn/uRFaJ/WHM239WrjsoijjA7RETpBDjpDDXSDmqiFCHpEz+gVvRlPxovxbnzMWktGMbOP/sj4/AHTYpZ2</latexit><latexit sha1_base64="wxN+9tIP00urK5AUsjT+6L0L+lE=">AAACAXicbZDLSsNAFIYn9VbrLepGcBMsgquSSEFxVdSFywr2Ak0ok+lJO3QyCTMTsY S48VXcuFDErW/hzrdx0mahrT8MfPznHOac348Zlcq2v43S0vLK6lp5vbKxubW9Y+7utWWUCAItErFIdH0sgVEOLUUVg24sAIc+g44/vsrrnXsQkkb8Tk1i8EI85DSgBCtt9c0D9xqYwm6I1cgP0oesnzr2hVPP+mbVrtlTWYvgFFBFhZp988sdRCQJgSvCsJQ9x46Vl2KhKGGQVdxEQozJGA+hp5HjEKSXTi/IrGPtD KwgEvpxZU3d3xMpDqWchL7uzDeV87Xc/K/WS1Rw7qWUx4kCTmYfBQmzVGTlcVgDKoAoNtGAiaB6V4uMsMBE6dAqOgRn/uRFaJ/WHM239WrjsoijjA7RETpBDjpDDXSDmqiFCHpEz+gVvRlPxovxbnzMWktGMbOP/sj4/AHTYpZ2</latexit><latexit sha1_base64="wxN+9tIP00urK5AUsjT+6L0L+lE=">AAACAXicbZDLSsNAFIYn9VbrLepGcBMsgquSSEFxVdSFywr2Ak0ok+lJO3QyCTMTsY S48VXcuFDErW/hzrdx0mahrT8MfPznHOac348Zlcq2v43S0vLK6lp5vbKxubW9Y+7utWWUCAItErFIdH0sgVEOLUUVg24sAIc+g44/vsrrnXsQkkb8Tk1i8EI85DSgBCtt9c0D9xqYwm6I1cgP0oesnzr2hVPP+mbVrtlTWYvgFFBFhZp988sdRCQJgSvCsJQ9x46Vl2KhKGGQVdxEQozJGA+hp5HjEKSXTi/IrGPtD KwgEvpxZU3d3xMpDqWchL7uzDeV87Xc/K/WS1Rw7qWUx4kCTmYfBQmzVGTlcVgDKoAoNtGAiaB6V4uMsMBE6dAqOgRn/uRFaJ/WHM239WrjsoijjA7RETpBDjpDDXSDmqiFCHpEz+gVvRlPxovxbnzMWktGMbOP/sj4/AHTYpZ2</latexit>
H1
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Fig. 1. A high-level graphical illustration of the proposed approach, where the encoding
and decoding horizons (re-encoding gap) are both set to 5 without loss of generality. xt
denotes the state at time step t, ∆xt denotes the change in state, and c denotes context
information. G(·) denotes the latent interaction graph obtained from the static encoding
process, and G′(·) denotes the adjusted interaction graph with time dependence which
is the output of the recurrent network with hidden state H. At each encoding-decoding
iteration, G(·) is obtained through the encoding of previous trajectories and context
information, which goes through a recurrent unit to get the adjusted interaction graph
G(·). The previous trajectories and G′(·) are combined as the input of the decoding
process, which generates distributions of future trajectories.
of trajectories covering the historical and forecasting horizons (Th and Tf ) as
X1:T = {xi1:T |xit = (xit, yit), T = Th + Tf , i = 1, ..., N}, where (x, y) is the 2D
coordinate in the world space or image pixel space in the scope of this paper.
We also denote a sequence of historical context information (images or tensors)
as C1:Th = {c1:Th} for dynamic scenes or fixed context information C for static
scenes. For simplicity, we use C when referring to the context information in
the equations. The future information is accessible during the training stage.
We aim to estimate the conditional distribution p(XTh+1:Th+Tf |X1:Th ,C1:Th)
for dynamic scenes or p(XTh+1:Th+Tf |X1:Th ,C) for static scenes. The predicted
distribution is desired to be multi-modal to represent uncertainty.
4 Method
4.1 Framework Overview
An illustrative graphical model is shown in Fig. 1 to demonstrate the essential
procedures of the prediction framework. Instead of end-to-end training in a single
pipeline, our training process contains two consecutive stages: • Static interaction
graph learning : An encoder is trained to extract interaction patterns from the
observed trajectories and context information and generate a distribution of
static latent interaction graphs. A decoder is trained to recurrently generate
multi-modal distributions of future states.
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• Dynamic interaction graph learning : The well-trained encoder and decoder
during the first stage are utilized as an initialization, which are finetuned to-
gether with the training of a recurrent network which captures the dynamics
of interaction graph evolution. The recurrent unit can be treated as a highly
flexible integration which takes past graphs into consideration.
The number of agents can be flexible in different cases without changing the
model complexity, due to the function sharing and the property of permutation
invariance of graph representation.
4.2 Static Interaction Graph
In this stage, the goal is to simultaneously learn an encoder that extracts the
underlying interaction patterns as a distribution of latent graphs from the his-
torical information, and a decoder that outputs a sequence of multi-modal dis-
tributions of future states based on the encoded interaction graph and historical
information. We introduce the details of the encoding / decoding processes in
the following.
Observation Graph A fully-connected graph without self-loops is constructed
to represent the observed information with node/edge attributes, which is called
observation graph. Assume that there are N heterogeneous agents in the scene,
which belongs to M categories. Then the observation graph consists of N agent
nodes and one context node. Agent nodes are bidirectionally connected to each
other, and the context node only have outgoing edges to each agent node. We
denote an observation graph as Gobs = {Vobs, Eobs}, where Vobs = {{vi,vc}, i ∈
{1, ..., N}} and Eobs = {{eij , ecj}, i, j ∈ {1, ..., N}}. vi, vc and eij , ecj denote
agent node attribute, context node attribute and agent-agent, context-agent edge
attribute, respectively. Each agent node has two types of attributes: self-attribute
and social-attribute. The former only contains the node’s own state information,
while the latter only contains other nodes’ state information. The calculations
of node/edge attributes are given by
vselfi = f
m
a (x
i
1:Th
), i ∈ {1, ..., N}, m ∈ {1, ...,M}, (1)
vc = fc(c1:Th) or vc = fc(c), (2)
e1ij = f
1
e ([v
self
i , v
self
j ]), e
1
ic = f
1
ec([v
selfi , vc]) (3)
vsocial-1i = f
1
v ([
∑
i 6=j αije
1
ij , e
1
ic]),
∑
i 6=j αij = 1, (4)
v1i = [v
self
i , v
social-1
i ], e
2
ij = f
2
e ([v
1
i , v
1
j ]), (5)
where αij are learnable attention coefficients, f
m
a (·), fc(·) are agent, context node
embedding functions, and fe(·), fec(·) and fv(·) are agent-agent edge, agent-
context edge, and agent node update functions, respectively. Different types
of nodes (agents) use different embedding functions. Note that the attributes
of the context node are never updated and the edge attributes only serve as
intermediates for the update of agent node attributes. These f(·) functions are
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implemented by deep networks with proper architectures, which are multi-layer
perceptrons (MLPs) in our experiments. At this stage, we obtain a complete
set of node/edge attributes which include the information of direct (first-order)
interaction. The higher-order interactions can be modeled by multiple loops of
equations (4)-(5), in which the social node attributes and edge attributes are
updated by turns.
Interaction Graph The interaction graph is not node/edge attributed, which
represents interaction patterns with a distribution of edge types for each edge. We
set a hyperparameter L to denote the number of possible edge types (interaction
types) between pairwise agent nodes to model agent-agent interactions. Also,
there is another edge type that is shared between the context node and all agent
nodes to model agent-context interactions. Note that “no edge” can also be
treated as a special edge type, which implies that there is no message passing
along such edges. More formally, the interaction graph is a discrete probability
distribution q(G|X1:Th ,C1:Th) or q(G|X1:Th ,C), where G = {{zij , zcj}, i, j ∈
{1, ..., N}} is a set of discrete random variables to indicate pairwise interaction
types.
Encoding The goal of the encoding process is to infer a latent interaction
graph from the observation graph, which is essentially a multi-class edge classi-
fication task. We employ a softmax function with a continuous approximation of
the discrete distribution [20] on the last updated edge attributes to obtain the
probability of each edge type, which is given by
q(zij |X1:Th ,C) = Softmax((e2ij + g)/τ), i, j ∈ {1, ..., N}, (6)
where g is a vector of i.i.d. samples drawn from Gumbel(0, 1) distribution and τ
is the Softmax temperature, which controls the sample smoothness. We also use
the repramatrization trick to obtain gradients for backpropagation. The edge
type between agent nodes and context node is hard-coded with probability one.
For simplicity, we summarize all the operations in the observation graph and the
encoding process as q(z|X1:Th ,C) = fenc(X1:Th ,C).
Decoding Since in many real-world applications the state of agents has long-
term dependence, a recurrent decoding process is applied to the interaction graph
and observation graph to approximate the distribution of future trajectories
p(XTh+1:Th+Tf |G,X1:Th ,C). The output of each time step is K possible Gaussian
distributions and their corresponding weights. The detailed operations in the
decoding process consists of two stages: burn-in stage (1 ≤ t ≤ Th) and prediction
stage (Th + 1 ≤ t ≤ Th + Tf ), which are given by
e˜ijt =
∑L
l=1
zij,lf˜
l
e([h˜
i
t, h˜
j
t ]), MSG
j
t =
∑
i6=j e˜
ij
t , (7)
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• 1 ≤ t ≤ Th (Burn-in stage):
h˜jt+1 = GRU
j([MSGjt ,x
j
t ,vc], h˜
j
t ), (8)
wj,kt+1 = f
k
weight(h˜
j
t+1), (9)
µj,kt+1 = x
j
t + f
k
out(h˜
j
t+1), (10)
p(xˆjt+1|z,xj1:t, c) =
∑K
k=1
wj,kt+1N (µj,kt+1, σ2I), (11)
• Th + 1 ≤ t ≤ Th + Tf (Prediction stage):
h˜jt+1 = GRU
j([MSGjt , xˆ
j
t ,vc], h˜
j
t ), (12)
wj,kt+1 = f
k
weight(h˜
j
t+1), (13)
µj,kt+1 = xˆ
j
t + f
k
out(h˜
j
t+1), (14)
p(xˆjt+1|z, xˆjTh+1:t,x
j
1:Th
, c) =
∑K
k=1
wj,kt+1N (µj,kt+1, σ2I), (15)
Draw samples from categorical distribution p(wjt+1|z, xˆjTh+1:t,x
j
1:Th
, c), (16)
where h˜jt is the hidden state of GRU
j , wj,kt+1 is the weight of the kth Gaussian
distribution at time step t + 1 for agent j. f˜ le(·) is the edge update function
of edge type l, fkweight(·) is a mapping function to get the weight of the kth
Gaussian distribution, and fkout(·) is a mapping function to get the mean of the
kth Gaussian component. We should notice that in equation (12), xˆjt is needed
while in the previous decoder step, we only have its corresponding distribution
p(xˆjt+1|z, xˆjTh+1:t−1,x
j
1:Th
, c) from the previous step. We first sample the desired
Gaussian distribution from the categorical distribution p(wjt+1|z, xˆjTh+1:t,x
j
1:Th
, c).
Say we get the kth one, then we use µj,kt as xˆ
j
t , which means the most likely
posterior trajectory in this situation. The nodes (agents) of the same type share
the same GRU decoder. During the burn-in stage, the ground-truth states are
used; while during the prediction stage, the state prediction hypotheses are used
as the input at the next time step iteratively. For simplicity, the whole decoding
process is summarized as p(XTh:Th+Tf |G,X1:Th ,C) = fdec(G,X1:Th ,C).
4.3 Dynamic Interaction Graph
In many applications, the interaction patterns computed from the past time
steps are likely not static in the future. Instead, they are rather dynamic evolving
throughout the future time steps. A single static interaction graph is not suffi-
cient to model such situations, especially those with abrupt changes. Moreover,
many interaction systems have multi-modal properties in its nature. Different
modalities afterwards are likely to represent different interaction patterns. Using
only a single interaction pattern is not appropriate to predict all the modalities.
Therefore, we introduce an effective dynamic mechanism to evolve the interac-
tion graph.
The encoding process is repeated every τ (re-encoding gap) time steps to
obtain the latent interaction graph based on the latest observation graph. Since
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the new interaction graph also has dependence on previous ones, we also need to
consider their effects. Therefore, a recurrent unit (GRU) is utilized to maintain
and propagate the history information, as well as adjust the prior interaction
graphs. More formally, the calculations are given by
q(z(β)|X1+βτ :Th+βτ ,C) = fenc(X1+βτ :Th+βτ ,C), (17)
q(z′(β)|X1+βτ :Th+βτ ,C) = GRU(q(z(β)|X1+βτ :Th+βτ ,C),Hβ) (18)
where β is the re-encoding index starting from 0, z(β) is the interaction graph
obtained from the static encoding process, z′(β) is the adjusted interaction graph
with time dependence, and Hβ is the hidden state of GRU.
After obtaining G′(β) = {z′(β)}, the decoding process is applied to get the
states of the next τ time steps,
p(XTh+βτ+1:Th+(β+1)τ |G′(β),X1:Th , XˆTh+1:Th+βτ ,C)
= fdec(G′(β),X1:Th , XˆTh+1:Th+βτ ,C).
(19)
The decoding and re-encoding processes are iterated to obtain the distribution
of future trajectories.
4.4 Diverse Trajectory Generation
Due to the uncertainty of human intention and interaction outcomes, the pre-
diction model is desired to capture the multi-modality of human behaviors and
generate diverse prediction hypotheses which represent various possible behavior
patterns. Therefore, in our decoding process, instead of outputting a determinis-
tic trajectory at every step, we output several Gaussian distributionsN (µj,kt ,σ2)
and their corresponding weights wj,kt , indicating that we have several possible
modalities for the next step output. We only choose a single Gaussian distri-
bution as the next step output. The choice is based on wj,kt , which means the
probability of the next step in each modality respectively. This is slightly differ-
ent from a traditional mixture density network, since we set a fixed variance and
use a slightly modified loss function definition instead of a traditional negative
log-likelihood function in our training process, which is shown in section 4.5.
However, directly training such a model tends to collapse to a single mode.
Therefore, we introduce an effective mechanism to mitigate the mode collapse
issue and encourage diverse trajectory generation. We sample the Gaussian dis-
tribution from K Gaussian distribution candidates and we use it for iterative
decoding in the current decoding step. Using different Gaussian distributions
and locations leads to different trajectories afterwards, which enables our model
to generate multiple trajectories. Therefore, in our training process, we run our
model d times, after which we generate d possible trajectories for each agent un-
der every specific scenarios. We only choose the trajectory with the minimal loss
to back propagate. Since the one with the minimal loss is the most likely to be in
the same mode as the ground truth. The predicted other trajectories may have
much higher loss, but it doesn’t necessarily mean that they are wrong. It’s still
possible that they represent some potentially plausible modalities. If we compute
their loss, they may have a very large loss though. Thus back-propagating their
loss is not appropriate.
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4.5 Loss Function and Training
Loss Function In our training process, we are trying to maximize the condi-
tional posterior likelihood. Our loss function is defined as follows:
L = −Eqφ(z(β(t))|X1:Th ,C)
 N∑
j=1
Th+Tf∑
t=Th+1
K∑
k=1
wj,kt log p
j,k
t (xt|z(β(t)))
 , (20)
where qφ denotes the encoding and re-encoding operations, which return a factor-
ized distribution of zij . p
j,k
t (xt|z(β(t))) denotes a certain Gaussian distribution.
Training In our experiments, we first train the encoding/decoding functions
using a static interaction graph. Then in the process of training dynamic inter-
action graph, we use the well-trained encoding/decoding functions at the first
stage to initialize the parameters of the modules used in the dynamic training.
This step is reasonable since the encoding/decoding functions used in these two
training process play the same role and their optima are supposed to be close.
And if we train dynamic graphs directly, it will lead to longer convergence time
and is likely to be trapped into some bad local optima due to large number of
learnable parameters. It is possible that this method may accelerate the whole
training process and avoid some bad local optima.
5 Experiments
5.1 Datasets
In this paper, we used three benchmark datasets: Honda 3D Dataset (H3D) [22],
NBA SportVU Dataset (NBA), and Stanford Drone Dataset (SDD) [24]. H3D is
a large scale full-surround 3D multi-object detection and tracking dataset, which
provides point cloud information and trajectory annotations for heterogeneous
traffic participants (e.g. cars, trucks, cyclists and pedestrians). NBA dataset
was collected by NBA with the SportVU tracking system, which contains the
trajectory information of all the ten players and the ball in real games. SDD
contains a set of top-down-view images and the corresponding trajectories of
involved entities, which was collected in multiple scenarios in a university campus
full of interactive pedestrians, cyclists and vehicles.
5.2 Evaluation Metrics and Baselines
We evaluate the model performance in terms of average displacement error
(ADE) defined as the average distance between the predicted trajectories and
the ground truth over all the involved entities within the prediction horizon, as
well as final displacement error (FDE) defined as the deviated distance at the
last predicted time step. For the H3D and NBA dataset, we predicted the future
10 time steps (4.0s) based on the historical 5 time steps (2.0s). For the SDD
dataset, we predicted the future 12 time steps (4.8s) based on the historical 8
time steps (3.2s). We compared the performance of our proposed approach with
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Table 1. ADE / FDE (Meters) of Trajectory Prediction (H3D dataset).
Baseline Methods
Time
CVM S-ATT S-LSTM S-GAN Gated-RN Trajectron++ NRI
1.0s 0.18 / 0.26 0.29 / 0.45 0.26 / 0.41 0.27 / 0.37 0.18 / 0.32 0.21 / 0.34 0.24 / 0.30
2.0s 0.34 / 0.60 0.53 / 0.96 0.49 / 0.92 0.45 / 0.77 0.32 / 0.64 0.33 / 0.62 0.32 / 0.60
3.0s 0.52 / 1.03 0.87 / 1.62 0.72 / 1.53 0.68 / 1.29 0.49 / 1.03 0.46 / 0.93 0.48 / 0.94
4.0s 0.74 / 1.54 1.21 / 2.56 1.01 / 2.32 0.94 / 1.91 0.69 / 1.56 0.71 / 1.63 0.73 / 1.56
EvolveGraph (Ours)
Time
Static Graph (same
node type)
Static Graph Re-encodingw/o GRU
Dynamic Graph
(single stage)
Dynamic Graph
(double stage)
1.0s 0.28 / 0.37 0.27 / 0.35 0.25 / 0.32 0.24 / 0.31 0.23 / 0.29
2.0s 0.40 / 0.58 0.38 / 0.55 0.35 / 0.50 0.33 / 0.46 0.31 / 0.44
3.0s 0.51 / 0.80 0.48 / 0.76 0.44 / 0.70 0.40 / 0.60 0.39 / 0.58
4.0s 0.64 / 1.21 0.61 / 1.14 0.57 / 1.07 0.50 / 0.90 0.48 / 0.86
the following baseline approaches: Constant Velocity Model (CVM), Probabilis-
tic LSTM (P-LSTM) [15], Social LSTM (S-LSTM) [1], Social GAN (S-GAN) [5],
Social Attention (S-ATT) [32], DESIRE [14], Gated-RN [3], Trajectron++ [27]
and NRI [12]. Please refer to the reference papers for more details.
5.3 Implementation Details
A batch size of 32 was used and the models were trained for up to 10 epochs
during the static graph learning stage and up to 50 epochs during the dynamic
graph learning stage with early stopping. We used Adam optimizer with an
initial learning rate of 0.001. The models were trained on a single TITAN X
GPU. We used a split of 65%, 10%, 25% as training, validation and testing data.
5.4 Quantitative Analysis
We provide quantitative analysis for each dataset in the following.
• H3D Dataset: The comparison of results is shown in Table 1, where the
unit of reported ADE and FDE is meters in the world coordinates. Note that
we included cars, trucks, cyclists and pedestrians in the experiments. It is shown
that the CVM performs the best in short-term prediction (1.0s), which is rea-
sonable since the change of velocity can be ignored during a short interval. But
learning-based models may sacrifice the short-term performance a little for bet-
ter long-term prediction. Another potential reason is that learning-based models
may capture some subtle patterns from data, which complicates short-term be-
haviors. All the other baseline methods consider the relations and interactions
among agents. The S-LSTM uses social pooling layers to fuse the information
of different agents.The S-ATT employs spatial attention mechanisms, while the
S-GAN demonstrates a generative model which learns the data distribution.The
Gated-RN and Trajectron++ both leverage spatio-temporal information to in-
volve relational reasoning, which leads to smaller prediction error. The NRI in-
fers a latent interaction graph and learns the dynamics of agents, which achieves
similar performance to Trajectron++. Our proposed method achieves the best
performance, which implies the advantages of explicit interaction modeling via
evolving interaction graphs. The 4.0s ADE/FDE are significantly reduced by
30.4%/44.9% compared to the best baseline approach (Gated-RN).
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Table 2. ADE / FDE (Meters) of Trajectory Prediction (NBA dataset).
Baseline Methods
Time
CVM P-LSTM S-ATT S-LSTM S-GAN Trajectron++ NRI
1.0s 1.47 / 2.72 1.40 / 2.32 1.28 / 2.00 1.36 / 2.00 1.20 / 1.84 1.12 / 1.60 1.04 / 1.52
2.0s 2.72 / 4.12 2.48 / 3.88 2.16 / 3.44 2.24 / 3.76 2.08 / 3.36 1.76 / 2.96 1.68 / 2.80
3.0s 4.01 / 6.44 3.56 / 6.04 2.96 / 4.96 3.12 / 5.36 2.80 / 4.80 2.48 / 4.24 2.32 / 4.00
4.0s 5.40 / 9.04 4.88 / 7.72 3.76 / 6.64 4.00 / 7.12 3.60 / 6.24 3.12 / 5.60 2.96 / 5.12
EvolveGraph (Ours)
Time
Static Graph (same
node type)
Static Graph Re-encodingw/o GRU
Dynamic Graph
(single stage)
Dynamic Graph
(double stage)
1.0s 1.04 / 1.60 0.88 / 1.36 0.96 / 1.36 0.72 / 1.12 0.56 / 0.80
2.0s 1.84 / 2.88 1.44 / 2.40 1.44 / 2.32 1.04 / 1.76 0.80 / 1.20
3.0s 2.24 / 3.76 2.00 / 3.44 2.00 / 3.36 1.52 / 2.80 1.20 / 1.92
4.0s 2.80 / 4.88 2.56 / 4.56 2.48 / 4.08 2.16 / 3.76 1.76 / 3.04
Table 3. ADE / FDE (Pixels) of Trajectory Prediction (SDD dataset).
S-LSTM S-GAN S-ATT DESIRE Gated-RN Trajectron++ NRI EvolveGraph
33.2 / 56.4 28.7 / 44.4 33.3 / 55.9 35.4 / 57.6 27.0 / 43.9 24.3 / 40.1 25.6 / 43.7 15.3 / 27.9
• NBA Dataset: The comparison of results is shown in Table 2, where the
unit of reported ADE and FDE is meters in the world coordinates. Note that we
included both players and the basketball in the experiments. Since basketball
players are highly interactive and behaviors often change suddenly due to the
reaction to other players, the CVM performs much worse than learning-based
baselines. The P-LSTM has better performance than CVM since it learns from
data to predict future trajectories based on each agent’s history information
independently. The other baselines all consider the relations and interactions
among agents with different strategies, such as soft attention mechanisms, social
pooling layers, and graph-based representation. Owing to the dynamic interac-
tion modeling by evolving interaction graph, our method achieves significantly
better performance than state-of-the-art, which reduces the 4.0s ADE/FDE by
40.5%/42.2% (4.0s FDE) with respect to the best baseline (NRI).
• SDD Dataset: The comparison of results is shown in Table 3, where
the unit of reported ADE and FDE is pixels in the image coordinates. Note
that we included all types of agents in the experiments, although most of them
are pedestrians. Our proposed method achieves the best performance. The 4.8s
ADE/FDE are reduced by 37.0%/30.4% compared to the best baseline approach
(Trajectron++).
• Analysis on Edge Types and Re-encoding Gap: We also provide
a comparison of ADE/FDE (in meters) and testing running time on the NBA
dataset to demonstrate the effect of different numbers of edge types and re-
encoding gaps. In Fig. 3(a), it is shown that as the number of edge type increases,
the prediction error first decreases to a minimum and then increases, which
implies too many edge types may lead to overfitting issues, since some edge types
may capture subtle patterns from data which reduces generalization ability. The
cross-validation is needed to determine the number of edge types. In Fig. 3(b), it
is illustrated that the prediction error increases consistently as the re-encoding
gap raises, which implies more frequent re-identification of underlying interaction
pattern indeed helps when it evolves along time. However, we need to trade off
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Fig. 2. Visualization of results of typical testing cases. Dashed lines are historical
trajectories, solid lines with dots are ground truth, and dash-dotted lines with crosses
are prediction hypothesis. We predicted multiple possible trajectories and chose the one
with minimum ADE as the prediction hypothesis, and we use all of them to generate
the heatmap to represent the distributions. For (c) and (d), the line colors indicate
teams and blue lines are the trajectories of basketball. (a)(b)H3D dataset; (c)(d) NBA
dataset.
between the prediction error and testing running time if online prediction is
required. The variance of ADE / FDE in both figures are small, which implies
the model performance is stable with random initialization and various settings
in multiple experiments.
5.5 Qualitative Analysis
We qualitatively evaluated on prediction hypotheses of typical testing cases on
H3D and NBA datasets in Fig. 2.
•H3D Dataset: Fig. 2(a) and Fig.2(b) show two random samples from H3D
results. We can tell from it that our framework can generate accurate trajecto-
ries. More specifically, in Fig.2(a), for the blue prediction hypothesis at the right
bottom, we can tell that there is an abrupt change at the fifth step. This is be-
cause the interaction graph evolved at this step (Our re-encoding gap τ was set
to be 5 in this case). Moreover, in the heatmap, we can see that there are multi-
ple possible trajectories starting from this point, which means multiple possible
modalities. These results show that the evolving interaction graph can reinforce
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Fig. 3. The comparison of ADE/FDE (in meters) and testing running time of different
model settings on the NBA dataset. We trained three models for each setting to illus-
trate the robustness of the method. (a) Different numbers of edge types; (b) Different
re-encoding gaps. The testing running time is re-scaled to [0,1] for better illustration.
the multi-modal property of our model, since different samples of trajectories
at the previous steps lead to different directions of graph evolution, which sig-
nificantly influences the prediction afterwards. In Fig.2(b), it is a roundabout
scenario. Intuitively, each car is likely to exit the roundabout at any possible
exit. Our model can successfully show the modalities of exiting the roundabout
and staying in it. Moreover, if exiting the roundabout, the cars are predicted to
exit on their right in most cases, which shows that the modalities predicted by
our model are not arbitrary, but plausible and reasonable.
• NBA Dataset: Fig. 2(c), Fig. 2(d) show two random samples from our
results. First, we tell that in such cases the ball follows a player at most times,
which implies that the predicted results represent plausible situations. Second,
most prediction hypotheses are very close to the ground truth, even if some pre-
dictions are not similar to the ground truth, they represent a plausible behavior.
Third, the heatmaps show that our model can successfully predict most reason-
able future trajectories and their multi-modal distributions. More specifically in
Fig. 2(c), for the player of the green team in the middle, the historical steps
move forward quickly, while our model can successfully predict that the player
will suddenly stop, since he is surrounded by many opponents and he is not
carrying the ball. In Fig. 2(d), our model shows that three pairs of players from
different teams competing against each other for chances. the defensing team is
closer to the basket. and the player carrying the ball is running quickly towards
the basket. Two opponents are trying to defend him. Such case is a very common
situation in basketball games. In general, not only does our model achieve high
accuracy, it can also understand and predict most moving, stopping, offending
and defensing behaviors in basketball games.
5.6 Ablative Analysis
We conducted ablative analysis on the H3D and NBA datasets to demonstrate
the effectiveness of heterogeneous node types, dynamic interaction graph and
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two-stage graph learning. The best ADE / FDE of each model setting are shown
in the lower parts of Table 1 and Table 2. We first introduce the five ablative
model settings and provide a detailed analysis afterwards.
– Static Graph (same agent node type): This is the simplest model setting,
where only a single interaction graph is extracted based on the history infor-
mation. The same node embedding function is shared among all the nodes.
– Static Graph: This setting is similar to the last one, except that different
node embedding functions are applied to different types of agent nodes.
– Re-encoding w/o GRU : The interaction graph is re-encoded every τ time
steps only using the static encoding process without recurrent units.
– Dynamic Graph (single stage): This is our whole model, where the encoding,
decoding functions and the graph evolving GRU are all trained from scratch.
– Dynamic Graph (double stage): This is our whole model with double stage
interaction graph learning, where the encoding, decoding functions obtained
from the first stage are employed as an initialization in the second stage.
• Static Graph (same agent node type) v.s. Static Graph: We show
the effectiveness of the distinction of agent node types. According to the pre-
diction results in Table 1 and Table 2, utilizing distinct agent-node embedding
functions for different agent types achieves consistently smaller ADE/FDE than
a universal embedding function. The reason is that different types of agents
have distinct behavior patterns or feasibility constraints. For example, the tra-
jectories of on-road vehicles are restricted by roadways, traffic rules and physical
constraints, while the restrictions on pedestrian behaviors are much fewer. More-
over, since vehicles usually have to yield pedestrians at intersections, it is helpful
to indicate agent types explicitly in the model. The 4.0s ADE/FDE are reduced
by 4.7%/5.8% on the H3D dataset and 8.6%/6.6% on the NBA dataset.
• Static Graph v.s. Re-encoding w/o GRU: It is shown that the two
settings achieve very similar performance, which is reasonable since they share
the same data information and model architecture with identical amount of
parameters. Although the re-encoding process is applied during the prediction,
it cannot capture the dynamics of graph evolution, so the improvement of model
performance is quite limited.
•Dynamic Graph (single stage) v.s. Dynamic Graph (double stage):
We show the effectiveness and necessity of double-stage dynamic graph learning.
It is shown that the double-stage training scheme leads to remarkable improve-
ment in terms of ADE/FDE on both datasets. During the first training stage, the
encoding/decoding functions are well trained to a local optimum, which is able
to extract a proper static interaction graph. According to empirical findings, the
encoding / decoding functions are sufficiently good as an initialization for the
second stage training after a several epochs’ training. During the second training
stage, the encoding/decoding functions are initialized from the first stage and
finetuned, along with the training of graph evolution GRU. This leads to faster
convergence and better performance, since it may help avoid some bad local op-
tima at which the loss function may be stuck if all the components are randomly
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initialized. With the same hyperparameters, the single-stage/double-stage train-
ing took about 25/14 epochs to reach their smallest validation loss on the NBA
dataset and 41/26 epochs on the H3D dataset. Compared to single-stage train-
ing, the 4.0s ADE/FDE of double-stage training are reduced by 18.5%/19.2%
on the NBA dataset and 9.4%/12.2% on the H3D dataset.
6 Conclusions
In this paper, we present a generic trajectory forecasting framework with ex-
plicit interaction modeling among multiple heterogeneous, interactive agents
with a graph representation. Multiple types of context information (e.g. static
/ dynamic, scene images / point cloud density maps) can be incorporated in
the framework together with the trajectory information. In order to capture
the underlying dynamics of the evolution of interaction patterns, we propose
a dynamic mechanism to evolve the interaction graph, which is trained in two
consecutive stages. The double-stage training mechanism can speed up conver-
gence as well as enhance prediction performance. The method is able to capture
the multi-modality of future behaviors. The proposed framework is validated
by multiple trajectory forecasting benchmarks for different applications, which
achieves state-of-the-art performance in terms of prediction accuracy. For the
future work, we will handle the prediction task which involves a time-varying
number of agents with an extended adaptive framework.
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7 Illustrative Diagram of the Decoding Process
We provide an illustrative diagram of the decoding process, which is shown in
Fig. 4. In this figure, without loss of generality we demonstrate the decoding
process for only one node in a five-node observation graph to illustrate how the
decoding process works. Fig. 4(a) shows the observation graph, we choose the
node on the right as an example. Fig. 4(b) shows the process of using MLPs to
process a specific edge, where zij,l, l = 1, 2, ..., L denotes the probability of the
edge belonging to a certain edge type l. The processed edges are shown in red.
Fig. 4(c) shows the sum over every incoming edge attribute of this node. Then
we input the result into the decoding GRU. The decoding GRU outputs several
Gaussian distributions and their corresponding weights. We sample one specific
Gaussian distribution based on the weights. Then we use the µ of the sampled
Gaussian distribution as the output state at this step. µ is used as the input
into the next decoding step (if it’s not the burn-in step). We iterate the decoding
process several times until the desired prediction horizon is reached.
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Fig. 4. An illustrative diagram of the decoding process.
8 Additional Framework Details
Multi-layer perceptron (MLP) is a very frequently used building block in our
model. Every MLP used in our model is a three-layer MLP with ELU as the
activation function. More specifically, the hidden size of node MLPs was 256
and that of edge MLPs was 512. We also employed GRU units in our decoding
and re-encoding process. The hidden size of both GRUs was 256.
