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Prediction and Compensation of Contour Error of
CNC Systems Based on LSTM Neural-Network
Jiangang Li, Senior Member, IEEE, Changgui Qi, Yanan Li∗, Senior Member, IEEE, and Zenghao Wu
Abstract—This paper proposes a contour error estimation and
compensation method for computer numerical control (CNC)
systems based on the long short-term memory neural network
(LSTM-NN). This is achieved by performing modeling of each
axis to predict the tracking error, calculating the actual trajec-
tory, estimating the contour error, and modifying the reference
trajectory. First, linear feature selection based on a simplified
single-axis model and nonlinear feature selection based on a
circular test are performed to achieve tracking error prediction.
Then, a spline-approximation-based contour error estimation
method is proposed to estimate the contour error between the
reference trajectory and the predicted trajectory. Finally, contour
error compensation is performed on the reference trajectory
before it is run on CNC systems. The proposed method is
validated through experiments on a three-axis CNC system.
Index Terms—CNC systems, Contour error, Neural network
I. INTRODUCTION
THe objective of high-speed and high-precision computernumerical control (CNC) machining is usually achieved
through two main approaches, i.e. trajectory tracking control
[1], [2] and contouring control [3]. Tracking control aims to
improve the trajectory tracking performance of CNC systems
and has been extensively studied in the early literature [4],
[5]. In comparison, contouring control aims to improve the
contouring performance of CNC systems. Since the machining
performance is usually evaluated based on the contour error,
contouring control has been mainly focused on in the latest
literature of CNC [6], [7]. The contour error is defined as
the shortest distance between the reference trajectory and the
actual trajectory [8], [9]. Many research works indicate that
the contour error is closely related to the mismatch between
different axes [10], [11], [12], so contouring control should
be designed to compensate for this mismatch. Therefore, two
aspects need to be considered while performing contouring
control: contour error estimation (CEE) and contour error
control (CEC).
On the one hand, many methods have been developed to
accurately estimate the contour error over the past years. In
[13], an approach was proposed to find the closest reference
sampling position to the actual sampling position by circle-
approximation, and the distance between them is defined as
the contour error at this sampling instant. In [14], the tangent
vector on the reference trajectory was used to approximate
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the reference trajectory so that the distance from the actual
sampling position to the tangent vector could be used to
estimate the contour error. In [15], Hermite-spline was used to
approximate actual sampling positions, and the distance from
the reference sampling position to the spline was defined as the
contour error. These methods perform well when the sampling
frequency is high, but suffer from large estimation errors at a
low sampling frequency.
On the other hand, most of contouring control methods are
based on the cross-coupling control (CCC) or iterative learning
control (ILC). The main idea of CCC is that individual axis
controller considers not only the error of a single axis but
also the errors of other axes, ensuring coordination between
these axes [8], [9], [14], [16]. CCC has limited performance
for high-speed, large-curvature trajectories due to the time-
consuming contour error estimation algorithm and low robust-
ness. ILC has been studied for contouring control in many
research works [15], [17], which works well in repetitive tasks
with iterative modification of the reference trajectory or the
control input according to the contour error. In general, CCC
and ILC belong to post-compensation algorithms as the error
compensation is performed after the contour error has been
generated. In this paper, we study pre-compensation for the
contour error, which relies on the contour error prediction to
be discussed in the following.
Artificial neural networks (ANNs) are widely used in var-
ious learning systems and can approximate any continuous
function in a compact set. In [18], to achieve a quadcopter’s
trajectory tracking, deep neural networks (DNNs) were used
to fit the inverse model of the dynamic quadcopter system.
The desired trajectory was used as the input of the fitted
inverse model and the reference trajectory was obtained as the
model output. In [19], an approach combining ANNs and ILC
was proposed to improve tracking performance of multi-axis
industrial robots. For a given desired trajectory, a high-fidelity
dynamic simulator was used to iteratively refine the external
instructions to compensate for the robot’s inner-loop dynamics.
The desired trajectories and the corresponding refined input
trajectories were used to train a multi-layer neural network to
approximate the nonlinear inner-loop inverse dynamics model.
In [20], a nonlinear autoregressive network with exogenous
inputs (NARX) was used for real-time contour error estimation
and compensation of CNC systems. The well-trained single-
axis NARX model was used to predict the output position at
the next sampling instant and the predicted output position
was used to estimate the contour error. According to the
estimated contour error, the error compensation was performed
on the reference position to reduce the contour error in the
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next sampling instant. In [21], a feedforward input generation
scheme based on neural network prediction was proposed for
six-degree-of-freedom industrial robots, which was shown to
have superior performance in position tracking and residual
vibration suppression. In [22], a deep gated recurrent unit
(GRU) neural network was adopted to predict the contour error
of the multi-axis motion system, and the predicted contour
error was used as pre-compensation. The neural network
feature selection in these studies mainly adopts a heuristic
approach and only considers linear features, such as velocity
or acceleration, leading to low prediction accuracy.
Based on the above discussions, this paper will intro-
duce a contour error prediction and compensation method,
which includes LSTM-NN-based tracking error prediction and
spline-interpolation-based contour error estimation. First of
all, modelling of the CNC system is conducted to select
appropriate linear features for the LSTM-NN while circular
test is performed to select appropriate nonlinear features.
Then, LSTM-NN training is performed to obtain the predicted
tracking error of each axis. A contour error estimation and
compensation algorithm is developed and performed on the
reference trajectory. Two comparative experiments are carried
out to compare several contour error estimation methods and
different features of LSTM-NN, respectively.
The main contributions of this paper lie in two aspects. On
the one hand, we introduce a new contour error estimation
method based on spline approximation, which will be shown
to perform better than other methods in [13], [14], [15] for
low-sampling-frequency trajectories. On the other hand, we
develop a neural network that includes nonlinear features in
its inputs, which will be shown to improve the trajectory
prediction accuracy and eventually improve the contour error
compensation performance.
The rest of this paper is organized as follows. Single-axis
model analysis is performed in Section II and LSTM-NN off-
line training is explained in Section III. Section IV introduces
the contour error estimation and compensation algorithm.
Section V presents results of experiments. At last, we draw
the conclusions of this paper.
II. SYSTEM MODELLING
First, we need to analyze the main factors affecting the
tracking error by building a simplified model of a single-axis
servo system for the linear feature selection. As shown in
Fig. 1, a single-axis servo system can be generally divided
into three parts: servo drive, servo motor and mechanical
transmission, for which the modeling will be respectively
introduced.
A. Mechanical transmission
The dynamics equation of the mechanical transmission part
is
JL
d2θS(t)
dt2 +BL
dθS(t)
dt + TS(t) = TL(t) = KL[θM (t)− θS(t)]
(1)
where JL is the total moment of inertia, BL is the total
damping factor, KL is the total stiffness, θS is the output angle,
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Fig. 1: A single-axis servo system
θM is the desired angle, TS is the disturbance and TL is the
total torque.
For analysis convenience, we consider TS = 0 and convert
rotational motion into linear motion, and then perform a
Laplace transformation to obtain the transfer function of the
mechanical transmission part:
Gs(s) =
x(s)
θM (s)
=
l
2π
kL
JLs2 +BLs+ kL
(2)
where x(s) = iSθS(s) with iS = l/2π and l lead of screw.
B. Servo motor
Servo motors are usually permanent magnet synchronous
motors. With the d − q coordinate system, we use the fol-
lowing four equations to establish the mathematical model of
permanent magnet synchronous motors:
1) voltage equation:{
Uq = Riq +
dψq
dt + wψd
Ud = Rid +
dψd
dt − wψq
(3)
where Ud and Uq are respectively the voltages of axes d and
q, R is the stator resistance, ψd and ψq are respectively the
magnetic flux of axes d and q, id and iq are respectively the
currents of axes d and q, and w is angular velocity of the rotor.
2) magnetic chain equation:{
ψq = Lqiq
ψd = Ldid + ψf
(4)
where Ld and Lq are respectively the equivalent inductances
of axes d and q, and ψf is the magnetic field of the permanent
magnet across the magnetic chain of the stator winding.
3) electromagnetic torque equation:
Te = Kciq (5)
where Kc = npψf with Te as the electromagnetic torque and
np the polar logarithm of the stator.
4) motion equation:
Te = TL + J
dwr
dt
+Dwr (6)
where TL is the motor’s load torque, J is the rotational inertia,
D is the motor’s damping coefficient and wr is the motor’s
angular velocity wr = wnp .
Based on the above four equations and considering Lq =
Ld = L, D = 0, and id = 0, we can obtain a simplified model
of a permanent magnet synchronous motor as below:[
i̇q
ẇr
]
=
[
−R/L −npwr/L
npψf/J 0
] [
iq
wr
]
+
[
Uq/L
−TL/J
]
(7)
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C. Servo drive
The servo drive includes an inverter, a low-pass filter,
a current loop controller, a velocity loop controller and a
position loop controller, for which the modelling will be
carried out respectively.
The inverter can be modeled as GPWM=
kpwm
τpwms+1
where
kpwm and τpwm are gain and time constant of the inverter
respectively [23], while the low-pass filter 11+τcs where τc is
a time constant. By performing a three-loop rectification, we
can obtain the following three controllers:
1) current loop controller KCP (TCIs+1TCIs ) where KCP and
TCI are the proportional and integral gains of the current
loop controller respectively;
2) velocity loop controller KV P TV Is+1TV Is where KV P and
TV I are the proportional and integral gains of the velocity
loop controller respectively;
3) position loop controller KPP where KPP is the propor-
tional gain of the position loop controller.
By combining these models, we obtain a 6th order transfer
function in Fig. 2, where K = KV PKCP 30npTV IJπ , τ = TV I ,
T= TCIKCP , and v is the control input.
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Fig. 2: Servo system’s simplified block diagram
Moreover, we obtain the tracking error transfer function as
φe(s) =
s6 + b5s
5 + b4s
4 + b3s
3 + b2s
2 + b1s
s6 + a5s5 + a4s4 + a3s3 + a2s2 + a1s+ a0
(8)
where
a5 = b5 =
JL+TBL
TJL
, a4 = b4 =
BL+TKL+JLKτ
TJL
,
a3 = b3 =
KJL+KL+BLKτ
TJL
, a2 = b2 =
BKL+KLKτ
TJL
,
a1 =
2πKKL+KKPPKLlτ
2πTJL
, a0 =
KKPPKLl
2πTJL
, b1 =
KKL
TJL
.
III. CONSTRUCTION AND TRAINING OF LSTM-NN
The modelling in the previous section lays the foundation of
the analysis of the single-axis tracking error, based on which
we will select neural network for the prediction and determine
features for training of the neural network.
A. Feature selection
1) Linear feature selection based on simplified mathemat-
ical model: By performing inverse Laplace transformation
on Eq. (8), we obtain the complete model of the single-axis
system:
e(t) =
1
a0
[
6∑
i=1
bix
(i)(t)−
6∑
j=1
aje
(j)(t)] (9)
where x(i)(t) denotes the ith-order derivative of x with ref-
erence to time t and e(j)(t) the jth-order derivative of e. By
converting Eq. (9) from continuous time domain to discrete
time domain with sampling instant k, we obtain
e(k) =
6∑
i=−6
Biẋ(k + i) +
6∑
j=−6
Aj ė(k + j) (10)
where Bi and Aj are modulus calculated from Eq. (9). This
equation indicates that the tracking error e at sampling instant
k is a result of ẋ(k + i), i = −6,−5 . . . 6 and ė(k + j), j =
−6,−5 . . . 6. Therefore, ẋ(k+ i), i = −6,−5 . . . 6 are used as
the linear features of the neural network while ė(k + j), j =
−6,−5 . . . 6 will be fitted by long-term memory and short-
term memory of LSTM-NN.
2) Nonlinear feature selection based on circular test: A
large overshoot will lead to tracking error due to backlash or
dynamic response of a motor when it starts moving, which
can be identified in a circular motion [24], [25] (see Fig. 3).
Therefore, we perform a circular test to identify the backlash
and dynamic response, which will be considered as nonlinear
features of the LSTM-NN.
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Fig. 3: Tracking error caused by overshoot
As shown in Fig. 3(a), the reference velocity passes zero
when the actual position is in reverse direction. According to
this phenomenon, we use the reference velocity to mark the
backlash interval:

ch1(k : k + n1) = 1, if vk+1 × vk < 0 and vk+1 > 0;
ch1(k : k + n1) = −1, if vk+1 × vk < 0 and vk+1 < 0;
ch1(k) = 0, otherwise.
(11)
where k represents the sampling instant, vk is the reference
velocity at instant k, k : k+n1 represents the interval from k
to k + n1, and n1 is the window size of backlash.
The overshoot due to the motor’s dynamic response is
illustrated in Fig. 3(b), showing that the reference velocity
starts from zero when the motor starts moving. According to
this phenomenon, we use the reference velocity again to mark
4
the motor-starting interval:
ch2(k : k + n2) = 1, if
{
vk+1 × vk = 0, vk+1 > 0
1
n2
∑n2
i=0 |ai| <=
1
4
|amax|
ch2(k : k + n2) = −1, if
{
vk+1 × vk = 0, vk+1 < 0
1
n2
∑n2
i=0 |ai| <=
1
4
|amax|
ch2(k : k + n2) = 2, if
{
vk+1 × vk = 0, vk+1 > 0
1
n2
∑n2
i=0 |ai| >
1
4
|amax|
ch2(k : k + n2) = −2, if
{
vk+1 × vk = 0, vk+1 < 0
1
n2
∑n2
i=0 |ai| >
1
4
|amax|
ch2(k) = 0, otherwise.
(12)
where ai is the reference acceleration at time i, |amax| is the
maximum acceleration of the reference trajectory, and n2 is
the window size of motor-starting interval.
According to the above analysis, we select linear features
ẋ(k + i), i = −6,−5 . . . 6 and nonlinear features {ch1, ch2}
for training of the LSTM-NN.
B. Training of LSTM-NN
Recurrent neural network (RNN) has excellent performance
in model fitting of sequence-to-sequence responses but suffers
from long-dependency problems. To address this issue, the
LSTM-NN was proposed in [26], as a special RNN that
accommodates both long-term and short-term memories by
adding sequences of long-term memories to the standard RNN.
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Fig. 4: Training set generation
The training set preparation is summarized in Fig. 4. First,
we generate random NURBS geometric paths with random
control points [22], which are composed of the independent
variable vector ~t and the dependent variable vector ~y, described
as follows:
~t = [t0, t0 +4t1, · · · , t0 +
n∑
i=0
4ti]
~y ∼ N(µ, σ2)
(13)
where 4ti = 0.04 + rand(0.04, 0.08), and rand(0.04, 0.08)
represents a random number between 0.04 ∼ 0.08, µ = 0 and
σ = 18.
Five NURBS spline interpolations are performed on the
control point sequence f(~y,~t), followed by 500Hz sampling
to obtain the reference trajectory, which is used to calculate
the training inputs. Simultaneously, the reference trajectory
is also sent to the CNC system so we can get the actual
positions. These reference positions and actual positions are
used to calculate the tracking error, which will be considered
as the training outputs. Finally we get the data set contains
30,106 data points, of which the first 75% for the training set
and 25% for the validation set.
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Fig. 5: Weight update
As shown in Fig. 5, the training of the LSTM-NN is to find
W f , W i, W c and W o that minimize the loss function
J〈t〉 =
1
2
∥∥∥Y 〈t〉 − Yd〈t〉∥∥∥2 (14)
where ‖•‖ denotes the norm and Yd〈t〉 is the desired output
at time t. By denoting the total loss function in time duration
T as J =
∑T
t J
〈t〉, the gradient of the output gate at time t
is given by
∂J
∂(W ojk)
〈t〉 =
∂J
∂o
〈t〉
j
∂o
〈t〉
j
∂aoj
∂aoj
∂(W ojk)
〈t〉 (15)
=
∂J
∂H
〈t〉
j
 tanh(C〈t〉j ) o
〈t〉
j (1− o
〈t〉
j )(Z
〈t〉
k )
T
where (W ojk)
〈t〉 is the element of (W o)〈t〉 in j-th row and k-th
column.
The gradient of the input gate at time t is
∂J
∂(W ijk)
〈t〉 =
∂J
∂C
〈t〉
j
∂C
〈t〉
j
∂i
〈t〉
j
∂i
〈t〉
j
∂aoj
∂aoj
∂(W ijk)
〈t〉 (16)
=
∂J
∂C
〈t〉
j
 C̃〈t〉j  i
〈t〉
j (1− i
〈t〉
j )(Z
〈t〉
k )
T
where (W ijk)
〈t〉 is the element of (W i)〈t〉 in j-th row and k-th
column.
The gradient of cell state at time t is
∂J
∂(W cjk)
〈t〉 =
∂J
∂C
〈t〉
j
∂C
〈t〉
j
∂C̃
〈t〉
j
∂C̃
〈t〉
j
∂acj
∂acj
∂(W cjk)
〈t〉 (17)
=
∂J
∂C
〈t〉
j
 i〈t〉j  (1− (C̃
〈t〉
j )
2
)(Z
〈t〉
k )
T
where (W cjk)
〈t〉 is the element of (W c)〈t〉 in j-th row and k-th
column.
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The gradient of forget gate in time t is
∂J
∂(W fjk)
〈t〉
=
∂J
∂C
〈t〉
j
∂C
〈t〉
j
∂C̃
〈t〉
j
∂C̃
〈t〉
j
∂acjk
∂acjk
∂(W fjk)
〈t〉
(18)
=
∂J
∂o
〈t〉
j
 C〈t−1〉j  f
〈t〉
j (1− f
〈t〉
j )(Z
〈t〉
k )
T
where (W fjk)
〈t〉 is the element of (W f )〈t〉 in j-th row and k-th
column.
In the total time duration T , we have
∂J
∂W o
=
T∑
t
∂J
∂(W o)〈t〉
,
∂J
∂W i
=
T∑
t
∂J
∂(W i)〈t〉
∂J
∂W c
=
T∑
t
∂J
∂(W c)〈t〉
,
∂J
∂W f
=
T∑
t
∂J
∂(W f )〈t〉
(19)
Thus, the weights can be updated as
W o =W o − α ∂J
∂W o
,W i =W i − α ∂J
∂W i
W c =W c − α ∂J
∂W c
,W f =W f − α ∂J
∂W f
(20)
where α is a positive learning rate.
IV. CONTOURING CONTROL
With the trained LSTM-NN model of each axis in the
previous section, the tracking error can be predicted, which
will be further used to calculate the contour error as detailed
in this section.
A. Contour error estimation and compensation
The relationship between tracking error and contour error is
illustrated in Fig. 6, where Pk is the reference position, Qk is
the actual position and εk is the actual contour error. Suppose
êyk and ê
x
k are the predicted tracking errors on axes X and Y
at instant k, then we can calculate the predicted position Q̂k
with the reference position, and further calculate the predicted
contour error ε̂k to be explained in the following.
ˆ
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1
ˆ
k +kP
1kP +
1
ˆ
kQ +
ˆ
kQ
k
1k +
1kQ +
kQ
1
ˆx
ke +
1
ˆ y
ke +
ˆ y
ke
ˆx
ke
Actual PredictedReference
Fig. 6: The relationship between tracking error and contour
error
The accuracy of contour error estimation methods in [13],
[14], [15] would decrease if the sampling frequency is low, and
cubic spline interpolation can effectively address this issue.
Therefore, a spline-approximation-based contour error estima-
tion method is developed to interpolate the discrete points to
obtain the approximate continuous trajectory. As shown in Fig.
7, for each reference position point Pk (k = 1, 2, 3...), the
nearest actual position point {Qw} is searched among the next
σ + 1 points Qk+i (i = 0, 1, 2, 3...σ), and σ varies according
to reference velocity vk and tracking error ek:
σ =
⌈
ek
vkT
⌉
=
 ek∥∥∥−−−−−→PkPk−1∥∥∥
 (21)
where T is sampling period.
Then the three points {Qw−1, Qw, Qw+1} are used to
perform spline interpolation, generating 10 position points.
In particular, we perform Hermite cubic spline interpolation
among Qw−1, Qw and Qw+1, with the cubic spline expression
F (t) = At3 +Bt2 + Ct+D (22)
where t ∈ [0, 1]. In the following, we take the cubic spline in-
terpolation between Qw−1 and Qw as an example. According
to the four boundary conditions with endpoints Qw−1, Qw
and endpoint tangent vectors Q′w−1, Q
′
w, the cubic spline
expression between Qw−1 and Qw can be determined:
F (t) = (2t3 − 3t2 + 1))Qw−1 + (−2t3 + 3t2))Qw
+ (t3 − 2t2 + t)Q′w−1 + (t3 − t2))Q′w
(23)
With interval of 4t = 0.2, we obtain 5 cubic
spline interpolation points between Qw−1 and Qw, i.e.
{Si | i ∈ [1, 5] ∩ i ∈ Z∗}. Similarly, we obtain 5 cubic
spline interpolation points between Qw and Qw+1 as
{Si | i ∈ [6, 10] ∩ i ∈ Z∗}. The shortest distance between
each interpolation point and Pk is denoted as
ε̂k = min
{∥∥∥−−→PkSi∥∥∥} , i ∈ [1, 10] ∩ i ∈ Z∗ (24)
The point closest to Pk is denoted as Rk, whose coordinates
can be obtained.
1kP − k
P
2kP +
3kP −
2kP −
1kQ −
kQ
1kQ +
2kQ +
3kQ +
2kQ − Search
1kP +
kR
kQ +
kP +
1( )wQ −
( )wQ
1( )wQ +
ke ˆ
k
Fig. 7: Contour error estimation
With the estimated contour error, compensation at each
original reference position point Pk (k = 1, 2, 3...) can be
performed to obtain a new reference position point Pnewk (k =
1, 2, 3...), as illustrated in Fig. 8. In particular, the original ref-
erence position point is shifted by ηε̂k in the direction opposite
to Rk to obtain Pnewk , forming the reference trajectory of the
CNC system after compensation.
B. Control strategy
The overall contouring control strategy is summarized in
Fig. 9, which shows that the contouring control is achieved
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Fig. 8: Contour error compensation
by modifying the CNC system’s reference trajectory generated
by a trajectory planning algorithm. In particular, the control
system includes two parts: controller and servo, between which
there is a buffer used to store the reference position points.
The method in this paper is mainly achieved by updating
this buffer. First, the model of the CNC system’s each axis
is trained using training input and output as described in
Section III-A. Then, for any given reference position point, this
model will predict tracking error. The contour error estimation
method in the previous subsection is used to calculate the
predicted contour error, which is further used for compensation
of the original reference position illustrated in Fig. 8 to obtain
the new reference position. Finally, the new reference position
is written into the reference position buffer to reduce the
contour error.
V. EXPERIMENTS
Experiments are carried out to verify the validity of the
proposed contour error control method. In the experiment, we
use a three-axis CNC machine tool as shown in Fig. 10, which
consists of a mechanical body, three GTHD servo drives and
a GSN motion control card. The sampling frequency of GSN
motion control card is 500Hz. The control program is written
by MFC and the controller PC has a processor of Intel i5-
9400@2.9GHz.
3-axis motion platform
GSN motion control 
card
Expanding board
PC
GTHD drive
Fig. 10: Three-axis CNC machine tool based on GSN motion
control card
After tuning the neural network parameters, we determine
the neural network structure as shown in Figure 11, which
cotains three hidden layers with 128 neurons. The solver
is Adam, the dropout parameter is set as 0.2, the preset
maximum epoch number is 1000, the minimum batch size is
128, the learning rate α is initialized to 0.01 and it is updated
according to the piecewise constant attenuation. The descent
factors are 125 and 0.1, respectively, the gradient threshold
is 1, the verification frequency is once per 10 epochs, and
the training cut-off condition is that the number of times that
the verification loss is greater than or equal to the previous
minimum loss is 6. The compensation gain η in Fig. 8 is set
as 1.
Four typical reference curves, i.e. Crown Curve, Spiral
Curve, Flower Curve and Random NURBS Curve are con-
sidered, as shown in Fig. 12. To generate reference position
points, we use a trajectory planning method in [27], with the
maximum velocity as 80mm/s and maximum acceleration as
800mm/s2.
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Fig. 9: The block diagram of overall control strategy
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Fig. 11: The layer structure of LSTM-NN
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Fig. 12: The reference trajectories used in experiments
A. Comparison of different contour error estimation methods
In order to demonstrate the advantages of the proposed
contour error estimation method, we compare the accuracy
and efficiency of different contour error estimation methods
in this subsection. The test curve is a flower curve described
as 
r(t) = a+ bcos(ct)
X(t) = r(t)cos(t)
Y (t) = r(t)sin(t)
(25)
where a = 30, b = 25, c = 6.
The optimization method can be used to calculate the actual
value of contour error if the estimated curve has a mathemat-
ical expression. In the experiment, constrained optimization
function fmincon is used to calculate the actual value of the
contour error for comparison. We calculate the distance from
actual point Qk (k = 1, 2, 3...) to the reference trajectory as
the objective function, i.e.
f(t) =
√
|X(t)−Qk(x)|2 + |Y (t)−Qk(y)|2
=
√
|r(t)cost−Qk(x)|2 + |r(t)sint−Qk(y)|2
(26)
where Qk(x) and Qk(y) represent X-axis and Y-axis position
components of the actual point Qk. In addition, the initial
value t0 of the optimization method is determined according
to the parameter t corresponding to the reference point Pk,
which is
t0 =

arccos(
−−→
OPk·
−→
i∥∥∥−−→OPk∥∥∥∥∥∥−→i ∥∥∥ ), if Pk(y) > 0
2π − arccos(
−−→
OPk·
−→
i∥∥∥−−→OPk∥∥∥∥∥∥−→i ∥∥∥ ), otherwise.
(27)
where
−→
i is the unit vector in the positive direction of the X
axis. Finally, we set constraint condition as 2π > t > 0.
Table I shows that the efficiency of the proposed contour
error estimation method is comparable to other methods in
[13], [14], [15] and its accuracy is higher.
TABLE I: Estimation performance under different contour
error estimation methods
method max estimate error (µm) time (s)
proposed 4.9 4.833
optimization method - 603.7451
spline approximation [15] 14.1 3.0313
circle approximation [14] 7.5 7.1875
tangent approximation [13] 12.9 12.3281
B. Comparison of different neural network features and dif-
ferent neural networks
In this subsection, we compare different neural network
features and different neural networks for trajectory prediction.
1) different neural network features: We consider the pro-
posed feature and others in the literature, including:
i) reference velocities at the current instant and at the
previous instants [28];
ii) reference position, velocity, and acceleration at the cur-
rent instant [22];
iii) reference velocities at the current instant, at the previous
and at the next instants, and the non-linear features
(proposed).
TABLE II: Errors of X-axis tracking error predictions for a
butterfly curve using different features
feature MAX(µm) RMS(µm)
i) 9.003 1.014
ii) 5.777 0.782
iii) 5.256 0.613
The comparative results for a butterfly curve are given in
Fig. 13 and Table II. When feature i) is used, as the future
information is not included, the red elliptical box in Fig. 13a)
shows a large prediction error with the maximum (MAX) of
9.003µm and root mean square (RMS) of 1.014µm. When
feature ii) is used with the future information, the prediction
error is slightly reduced, as shown in the green solid rectan-
gular box in Fig. 13b), with the MAX of 5.777µm and RMS
of 0.782µm. When the nonlinear features are considered and
the proposed feature iii) is used, the green dashed rectangular
box in Fig. 13c) shows the smallest error with the MAX of
5.256µm and RMS of 0.613µm.
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(a) feature: {ẋ(k + i), i = −6,−5 . . . 0} [28] (b) feature: {x(k), ẋ(k), ẍ(k)} [22] (c) feature: {ẋ(k + i), i = −6,−5 . . . 6} &
{ch1, ch2}
Fig. 13: Comparison of X-axis tracking error predictions for a butterfly curve using different features
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Fig. 14: The prediction and compensation of the contour error for a random NURBS curve
2) different neural networks: The neural networks cur-
rently used for time series prediction include NARX, GRU,
and LSTM. We perform comparison experiments using these
neural networks with the same parameters. The results in
Table III show that the LSTM-NN achieves the most accurate
prediction.
TABLE III: Errors of X-axis tracking error predictions for a
butterfly curve using different neural networks
neural network MAX(µm) RMS(µm)
NARX 18.52 5.262
GRU 5.811 0.709
LSTM 5.256 0.613
C. Experimental results of prediction and compensation
In this section, we show the experimental results of predic-
tion and compensation in Fig. 14 and Tables IV & V with the
following definitions. e is the tracking error, ê is the predicted
tracking error, and ẽ is the prediction error of the tracking
error, i.e.
ẽ = |e− ê| (28)
The maximum (MAX) and root mean square (RMS) values of
the tracking error are defined as
ẽmax = max |e− ê| , ẽrms =
√
1
n
∑
|e− ê|2 (29)
ε is the contour error, ε̂ is the predicted contour error, and ε̃
is the prediction error of the contour error, i.e.
ε̃ = |ε− ε̂| (30)
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The MAX and RMS values of the contour error are defined
as
ε̃max = max |ε− ε̂| , ε̃rms =
√
1
n
∑
|ε− ε̂|2 (31)
We can see from Figs. 14(a)-(c) that the MAX tracking error
of each axis is more than 80µm while from Figs. 14(d)-(f) that
the MAX prediction error is less than 5µm, indicating that the
prediction of the single-axis tracking error produces excellent
results in the experiment. Similar performance is achieved for
the contour error prediction, with the MAX contour error of
about 9µm and the MAX prediction error of less than 3µm,
as shown in Figs. 14(g),(h). As a result, Fig. 14(i) shows that
the contour error has been effectively reduced.
Tables IV & V also indicate good performance of the predic-
tion and compensation of contour error. For all tested reference
trajectories, the prediction errors of the tracking errors are
much less than the tracking errors themselves, and it is the
same case for the contour error. In terms of compensation,
again taking the random NRBUS curve as an example, we
find that the proposed method reduces the MAX contour error
from 9.435µm to 2.209µm and the RMS contour error from
5.172µm to 0.497µm. Overall, the proposed method reduces
the MAX contour error by more than 70% and the RMS
contour error by at least 85%.
TABLE IV: Prediction performance for different trajectories
Crown
Curve
Spiral
Curve
Flower
Curve
Random
NURBS
Curve
ẽmax,x(µm) 4.668 3.264 4.424 3.104
ẽrms,x(µm) 0.623 0.398 0.504 0.396
ẽmax,y(µm) 4.729 3.071 4.346 4.051
ẽrms,y(µm) 0.788 0.450 0.617 0.479
ẽmax,z(µm) 5.262 2.958 4.905 3.543
ẽrms,z(µm) 0.963 0.455 0.721 0.434
ε̃max(µm) 3.553 1.982 3.644 2.640
ε̃rms(µm) 0.651 0.388 0.524 0.365
TABLE V: Compensation performance for different trajecto-
ries with and without compensation
Crown
Curve
Spiral
Curve
Flower
Curve
Random
NURBS
Curve
without εmax(µm) 11.894 9.734 11.135 9.435
εrms(µm) 7.361 5.994 5.401 5.172
with εmax(µm) 2.354 2.004 2.919 2.209
εrms(µm) 0.527 0.399 0.544 0.497
D. Comparison of different CEC methods
At last, we perform a comparison with the ILC contour
control, which is a popular method for CEC. The results in Fig.
15 and Table VI show that similar performance is achieved by
ILC and the proposed method. However, it is noticed that the
ILC method requires several iterations to achieve good control,
and it needs to repeat the learning process when the machining
trajectory changes. In comparison, the proposed method can
be used for new trajectories after offline training.
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Fig. 15: The compensation of different CEC methods for a
Random NURBS Curve
TABLE VI: Compensation performance of different CEC
methods
CEC εmax(µm) εrms(µm)
without 9.435 5.172
proposed 2.209 0.497
ILC 1.701 0.384
VI. CONCLUSION
This paper proposes a method for contour error prediction
and compensation based on the LSTM-NN. This method is
implemented by predicting the tracking error of each axis,
then estimating the contour error, and finally performing
compensation on the reference trajectory. On the one hand,
both linear and nonlinear features are considered to improve
the NN prediction performance. On the other hand, a novel
contour error estimation method is developed to improve
estimation performance for complex low-sampling-frequency
trajectories. Comparative experiments have been carried out
on typical testing trajectories to demonstrate the effectiveness
and advantages of the proposed method.
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