In this paper we obtain new results on Filon-type methods for computing oscillatory integrals of the form
Introduction
In this note we consider the evaluation of integrals of the form
f (s) exp(iks) ds (1) for k ranging over all positive real values. All the results presented and proven in this paper can be extended for negative values of k in a straighforward way.
We propose rules I k,N (f ) which compute I k (f ) using N + 1 evaluations of the function f and which enjoy an error estimate of the form (see Corollary 2.3):
where C r (f ) depends only on r and on a suitable Sobolev norm of f . Our rules are eective both when k is large relative to N and when N is large relative to k. In particular, since in general I k (f ) ≈ O(k −1 ), our method even has a relative error which decays as O(k −1 N −r ) uniformly in k → ∞, N → ∞, for all r, provided f is suciently smooth.
We shall use a Filon-like approach, based on replacing f by its degree N polynomial interpolant Q N f at the Clenshaw-Curtis points t j,N := cos(jπ/N ) , j = 0, . . . , N , yielding the Filon-Clenshaw-Curtis quadrature rule: (Q N f )(s) exp(iks) ds. (3) Since Q N f may be expressed (using FFT) as a linear combination of the Chebyshev polynomials of the rst kind {T n : n = 0, . . . , N }, the implementation of (3) T n (s) exp(iks) ds , n = 0, . . . , N , (4) and the cost of the implementation is O(N log N ) (see Remark 5.4) .
A standard recursive algorithm for computing ω n (k), for n = 0, 1, . . . may be based on three term recurrence relations for orthogonal polynomials. However this algorithm is only stable when N ≤ k and it is inappropriate for evaluating (4) when N > k. However in this case the required additional values {ω n (k) : k < n ≤ N } may be computed by adding a second phase to the algorithm in which a tridiagonal system of size about N − k is solved. The right-hand side of this tridiagonal system is determined by an asymptotic argument and the resulting composite algorithm is accurate and stable for all N and k.
Our algorithm may be found in the classical literature on Clenshaw-Curtis rules (where it is referred to as a modied Clenshaw-Curtis or product-integration rule [31, 18, 7, 6] )
However, while the classical literature contains remarks about the stability (or lack of it) of these rules, there seems no proof of stability for the composite algorithm proposed here. Additional novel results in the present paper are (i) the rigorous justication of the asymptotic argument (previously used heuristically) in the second phase of the algorithm and (ii) the proof of the error estimate (2) , which also seems to be a new result. We remark that our algorithm for computing (4) may be more generally useful. For example, if one wants to compute the rst K Fourier coecients of the rst N Chebyshev polynomials, it could be applied.
A particular attraction of rules based on Clenshaw-Curtis points (and one reason for their historical popularity) is the fact that they are nested: If I k,N (f ) has been computed, then computation of I k,2N (f ) requires only N additional evaluations of f . Thus an inexpensive adaptive procedure can be based on comparing I k,2N (f ) and I k,N (f ).
The easy implementation of the rule (3) and its good stability and convergence properties for a wide range of N and k make it particularly well-suited for the implementation of boundary integral equation methods in high-frequency scattering, which is our main target application see, e.g. [9, 17] . In that application, integrals of the form f (s) exp(iδks) ds (6) where f (s) = δ exp(ikα)g(α + δ s) , s ∈ [−1, 1]. If f is complicated, then N may need to be taken fairly large in (3) . If in addition δ is small then the case N > δk may well arise and so the stability theory of our algorithm for all N becomes relevant. The Clenshaw-Curtis rule in its original form, for integrating a function f without a weight (i.e. (1) in the case k = 0) dates back to [5] . Because of its high rate of convergence for smooth f , the fact that its points are nested and its weights can be computed by FFT, the method quickly gained popularity and many subsequent papers were devoted to its practical implementation, e.g. [10] . Surveys of these results may be found in text books such as [7, 18, 6] . Subsequent attention focussed on adapting the Clenshaw-Curtis method for the computation of integrals of the general form:
where f is a possibly complicated (but relatively smooth) function and w is a simple function with some sort of dicult behaviour (e.g. containing singularities or oscillations). These modied Clenshaw-Curtis rules (or product integration rules with Clenshaw-Curtis points)
were developed for example in [26, 23, 24, 31 ] (see also [22] for a more recent survey). These papers developed methods for computing the weights ∫ 1 −1 T n (s)w(s) ds (analogous to (4)) and were included in the Fortran quadrature toolbox Quadpack [25] . However when we examine how these results apply to (3) (i.e. w(s) = exp(iks)) they neither yield error estimates for (3) which are explicit in both k and the regularity of f nor prove stability of the method for computing the weights for all N and k.
More recently, the question of computing highly oscillatory integrals has enjoyed a substantial renaissance and a number of authors have been concerned in particular with identifying quadrature rules for (1) with error which decays with high negative powers of k. The pioneering paper [13] analysed particular types of Filon approach based on replacing f (x) with an interpolating polynomial for a general class of oscillatory integrals, including (1). For (3), the results in [13] imply that the error will decay like O(k −2 ) as k → ∞ provided the interpolation points include the endpoints ±1. Our convergence theorem, Theorem 2.2 below, provides more detailed information for the particular rule (3), in that it provides error bounds which are explicit in N (the number of interpolation points) and k (and also in the Sobolev regularity of f ), and is valid for all N ≥ 2 and k ≥ k 0 . Such estimates are useful since they indicate explicitly how the rate of convergence depends on the amount of computational work.
The renewed recent interest in oscillatory integration sparked a number of subsequent papers.
For example [14] concerned (among other things) the case when the oscillatory factor in (1) is replaced with exp(ikh(x)), while [15] obtained methods which converged with higher negative powers of k by using interpolation of derivatives at the end points of the domain of integration.
Related methods with the same property and again using higher order derivative information were obtained by [34] . Methods with high order error decay as k → ∞ were also considered in [28, 30] , which concerned oscillatory factors of the form exp(ik h(s)), where h is allowed to have stationary points inside the interval of integration. Moreover [29] concerned the application of modern Krylov subspace methods for computing an antiderivative of a given function. Such techniques lead to ecient methods for oscillatory integration, as was originally pointed out in Levin's work [19] .
In [11] , generalisations of the method of steepest descent are employed, which allow the fast evaluation of (1) by converting it to an integral in the complex plane. These methods were applied in the context of boundary integral equation methods in scattering in [12] . Another paper concerned with the solution of boundary integral equations is [4] . This includes a way to compute (4) (which is dierent from the one proposed in this paper), by expanding in a truncated series of Bessel funtions and then approximating these by a combination of recurrence relations and asymptotic approximation. (The same expansion appears also in [26] ).
The plan of this paper is as follows. In 2 we give some more details of the basic properties of I k,N (f ) and prove (2) . In 3 we present the composite algorithm for computing the weights. In particular the proof of stability for large N requires an asymptotic expansion for (4) for large values of n. This asymptotic expansion is proved in 4. We will prove the stability of the algorithm in 5 and we nish by showing in 6 some numerical experiments to show the stability of the algorithm and the sharpness of the error estimate (2) . A public domain Matlab code which implements the algorithm is available at [8].
Remark 1.1 We end this section by giving a little more detail of boundary integral equation methods for wave scattering problems, and explaining why the Clenshaw-Curtis rules are wellsuited to implementing these.
Let Ω be a bounded obstacle with boundary Γ and let Ω = R 2 \Ω. Consider the computation of the scattered wave which results when a plane wave exp(ikx. a), x ∈ Ω is incident on Γ. Here the unit vector a ∈ R 2 species the incidence direction. Under the assumption that the total wave (which is the sum of the incident and scattered waves) vanishes on Γ (i.e. the scatterer is sound-soft), this problem can be formulated as a boundary integral equation
where H 
where F is complicated (and also depends on k) but is non-oscillatory. Discretizations of this problem (e.g. via the Galerkin method) commonly require computation of integrals of the form
where Γ 0 is some subinterval of Γ and P is some polynomial on Γ 0 . If x = γ(s) and y = γ(t), where γ denotes arclength parametrization of Γ then I has the form (10) where γ(t) ). a and G is non-oscillatory with respect to k but may be complicated and contain a relatively high degree polynomial factor in t.
When (5) . The Filon-Clenshaw-Curtis rule is then particularly appropriate for these integrals since only point values and not derivatives of the complicated function G(s, ·) are needed and also the error can be controlled explicitly with respect to both k, N , and some Sobolev norm of G(s, ·), allowing estimates which are uniform over all polynomials P in some suitable basis. This is particularly important when performing an error analysis of the boundary integral methods with quadrature. This is done by analysing the semi-discrete method (e.g. the Galerkin method without quadrature) and then incorporating errors due to quadrature as perturbations via the the Strang Lemma [16] . (Additional techniques to handle the occurrence of stationary points in (10) and the case when G contains the log singularity of the Hankel function are described in [16] .) In [12] methods for computing these boundary integrals via the method of steepest descent were used. While these give very good results they do not permit the explicit rigorous error estimates which the Filon-Clenshaw-Curtis rules allow. A rather dierent approach was taken in the earlier work [3, 2] , where quadrature rules for (8) were directly developed by localisation with respect to each x around singular and stationary points and then suitable extensions of the method of stationary phase and local mesh renement were applied. Since this Nyström-type method is not based on a Galerkin formulation, the analysis of its k-robustness is a challenging open problem. The methods we have developed here permit a full error analysis.
2 Basic properties and error estimate Let P N denote the algebraic polynomials of degree N and dene the polynomial interpolation operator Q N :
Using the well-known trigonometric identity
∑ means that the rst and the last terms in the sum are to be halved), it can be seen that (11) where T n (s) = cos(n arccos(s)) are the Chebyshev polynomials of the rst kind, and
In view of (3) and (11), we may write the rule (3) as
where the weights
have to be computed.
Remark 2.1 Let C be the (N + 1) × (N + 1) matrix with entries
and introduce the column vectors
Then, we may write (12) in compact form as α N (f ) = C N f N . This is a discrete cosine transform (of type I), see for instance [6, 4.7.25] , and it can be computed by FFT in O(N log N ) time. Moreover, since C N is symmetric, we may write
Thus if we precompute C N ω N , we can apply the rule (3) to many dierent f without needing further calls to FFT.
To obtain an error estimate for (3), for a function f on [−1, 1], we introduce its cosine transform which is the even 2π-periodic function
From (11) we see that (Q N f ) c ∈ span {1, cos θ, cos 2θ, . . . , cos N θ} is the even trigonometric polynomial of degree N which interpolates f c at the N + 1 equally spaced points jπ/N , j = 0, . . . , N . There is a beautiful error analysis for such interpolants (see [27, (8.11) 
where
(Trivially 
Besides, (17) holds also for ν = r = 1.
Proof. Given f , introduce the even 2π−periodic error function e N := f c − (Q N f ) c . Because the Chebyshev points include the end points ±1, we have e N (0) = e N (π) = 0 . (18) Now using the cosine transform, integrating by parts and using (18), we have
The estimate (17) for r = 0 and r = 1 and ν ≥ ν 0 > max{1/2, ρ(r)} now follows from (15) and (19) and (20) respectively. The estimate when ν = r = 1 also follows similarly. For r = 2 a bit more work is required. First observe that e N (θ) = −(f − Q N f ) (cos θ) sin θ, so e N (θ) also vanishes at 0 and π. Hence we can introduce the function (20) and then perform another integration by parts to obtain
L'Hopital's rule shows that ϕ N (0) = e N (0) and ϕ N (π) = −e N (π) and so, using the Sobolev embedding theorem and (15) again, (22) for all ν ≥ ν 0 ≥ 3. To estimate E 2 , we write e N as a cosine series
Then with σ denoting the bounded
for some constant C. Moreover, writing sin mθ
allows us to extend (24) 
To complete the estimate on E 2 , we recall the elementary estimates
Then, splitting the sum (25) for m ≤ N and m ≥ N + 1, using the Cauchy-Schwarz inequality, (15) and (16), we deduce for all ν ≥ ν 0 > 7/2
with C denoting a generic constant. Combining the estimates for E 1 and E 2 yields the result.
Minor adjustments can be introduced in the proof above to prove exponential convergence for analytic functions f . In this case f c is also analytic which ensures that the trigonometric interpolation converges exponentially cf. [27, 10.1] . As a byproduct, so does the quadrature rule (see also [32] ). We refer also to [20] where a general theory of Filon quadrature rules for analytic functions is presented covering as a particular case the Clenshaw-Curtis rule studied in this paper. On the other hand, [31] contains a study of the convergence of the quadrature rule for less smooth functions f . Neither [31] or [32] contains the results given here. 
Proof. The result is clear from Theorem 2.2 when k ≥ 1. When k < 1, it follows from (19) that
which yields the result.
What it is clear at this point is that an ecient implementation of the rule (13) requires a fast and accurate computation of the weights ω n (k) given in (14) . This is studied in the next section.
Accurate computation of the weights
To briey review the classical the recurrence relation for ω n (k), recall the identity
, where
is the nth Chebyshev polynomial of the second kind. Thus
On the other hand, integrating the formula (14) for ω n (k) by parts, we obtain,
where (see [1, eq. (22.4.4 
Combining (27) and (29) we obtain the recurrence relation
Moreover, since U 0 (s) = 1, and U 1 (s) = 2s, we have
The algorithm to evaluate {ω n (k)} for n ≤ k uses (30) (32) as a forward recurrence for ρ n (k) . Then we obtain {ω n (k)} via (29) .
Algorithm: for n ≤ min{N, k} (rst phase)
n = 2, . . . , min{N, k} − 1 .
The restriction n ≤ k stated in the algorithm has to be imposed because the forward recurrence becomes unstable when n ≥ k. We give in Theorem 5.1 and Corollary 5.2 the proof of the stability for n ≤ N ≤ k. If N > k, an additional phase of the algorithm must be added.
In this case we introduce the integers n 0 = k and M ≥ n 0 , the tridiagonal matrix and the right-hand side vector
Clearly,
is a solution of
and therefore the required coecients can be computed by solving a tridiagonal system once the right-hand side b M is known. (This is known as Oliver's algorithm [21] .) The coecients γ n (k) are dened above, and ρ n 0 −1 (k) can be obtained by the rst phase algorithm. The value of ρ 2M (k) is a priori unknown, but if we take 2M suciently large we can approximate it accurately using an asymptotic expansion as shown in the next result. The proof is left for the next section.
and C J is independent of M and k.
Algorithm: for k < n ≤ N (second phase) Set n 0 = k .
• Take M ≥ max{n 0 /2, N/2} suciently large and compute ρ 2M (k) using (36).
•
Remark 3.2 Note that U n−1 is even (respectively odd) when n is odd (respectively even) and so by denition of ρ n (k) in (28), ρ n (k) is real for odd n and purely imaginary for even n. Hence, deningρ n = Reρ n + Imρ n we can rewrite (30) in real arithmetic,
(γ n (k) is dened accordingly). The same can be said for the asymptotic expansion stated in Theorem 3.1. Hence, the algorithms can be set up and implemented in real arithmetic such as it has been done in [8] . We prefer however to write the algorithm in complex arithmetic to simplify both the exposition of the method and its analysis.
The rst seven coecients in the asymptotic expansion (36) are given by
We point out that a similar asymptotic expansion can be proved for ρ 2M +1 (k). Finally, for N > k, one question which may naturally arise is why not just apply the second phase of the algorithm for computing all the weights ρ n (k), instead of combining both parts, as has been proposed in this paper. One of the reasons is that the rst phase of the algorithm is faster than the second because the second involves solving a tridiagonal system. Of course this is not a very signicant dierence in practice. The other reason is that in the proof of the stability of the second phase of the algorithm it is essential for the matrix A M (k) to be diagonally dominant (see Proposition 5.3). This property holds only if the second phase of the algorithm is restricted to computing the coecients ρ n (k) for n ≥ k.
An asymptotic expansion
The aim of this section is to prove Theorem 3.1. First, note that, after applying the change of variables s = cos θ in (28) 
where we have used the fact that U n (cos θ) = sin(n + 1)θ sin θ .
(We hide the dependence of S ± on M and k to simplify forthcoming expressions).
The two following families of smooth functions will be relevant in the sequel
Note that p ± r (θ) is real for odd r and purely imaginary for even r.
where q ± r (θ) is a trigonometric polynomial in θ dened recursively by
Besides
Proof. Equation (40) is clearly true for r = 0. Assume that it has been proved up to r. Then,
and the rst assertion of the Lemma is proved.
To obtain relations (42) note that
Then, (42) follows easily provided we prove that
To prove (44a) we proceed by induction on (41). For r = 0, (44a) is clear since q ± 0 ≡ 1. If (44a) holds for some r, then by (41) and (43),
Similarly, (44b) holds for r = 0. Assuming that (44b) holds for r, we observe
and the proof is nished. 
Proof. Note that since q ± 1 (θ) = k cos θ, one can check easily from (41) that k is a common factor in q ± r for all r ≥ 1. Moreover, for xed θ, q ± r (θ) is a polynomial in M and k of (total) degree r and its coecients are continuous in θ (this can be easily veried from its denition in (41)). Hence there exist constants C r such that
where the sum is over all p ≥ 1, q ≥ 0 such that p + q ≤ r. Hence, since M > k,
On the other hand,
Collecting both bounds, we conclude
Proof. Integrating I ± k (M ) twice by parts,
Repeating the same argument and using that S ± (0) = k, S ± (π) = ±2M π − k , we nally obtain
where we have applied now (42a). Thus, from (38),
[ dp
where we are applied (42b) in the last step. If we now dene
and nally use Corollary 4.2 we obtain
with a suitable constant C independent of M and k. The result is now proven.
Proof of Theorem 3.1. It is now a simple consequence of Theorem 4.3, since by (39)
5 Proofs of the stability of the algorithm 
Then for all 2 < n < k
Proof. Setting δ n := ρ n (k) − ρ n (k), we see that
Introducing the notation
] , for n = 3, 4, . . .
and the matrix
It is then easily proved by induction that
where the sum on the right-hand side vanishes for n = 2 and
For each j = 2, 3, . . . consider the sequence {δ
Then clearly,
Now we dene
n } ∞ n=j satises the following dierence equation with respect to n:
with starting conditions
Consider now the closely related dierence equation a n − 2(n − 1) x a n−1 + a n−2 = 0,
and let J n , Y n be the Bessel functions of rst and second kind respectively. Then, since {J n (x), Y n (x)} n≥1 is a fundamental system of solutions for (50) cf. [1, Ch 9], the functions
are independent solutions for (48). Hence, for j ≥ 3, the solution of (48) may be written
where, via (49), (α (j) , β (j) ) has to satisfy
Therefore for j ≥ 3 and for all n ≥ j + 1,
(The derivation of (51) uses the assumption that n ≥ 3.) Now, since (k 2 − x 2 ) −1/4 is an increasing function for x ∈ [0, k), the Riemann sum in (52) can be bounded as
Using this bound in (52), we nish the proof.
Notice that for k >> n, we derive from this result that | ρ n (k) − ρ n (k)| nε, i.e., the computation of these coecients is stable. The worst case occurs when n is taken close (or equal) to k. The following result gives a bound on the error in this case.
Corollary 5.2 Under the same asssumptions as Theorem 5.1, for all 2 < n ≤ k we have
Proof. For n ≤ k − 1, Theorem 5.1 implies
For k − 1 < n ≤ k we simply notice that
from where the result follows.
The proof of the Corollary suggests that the recurrence may become unstable when n > k.
This has been observed by other authors and we illustrate this phenomenon numerically in the nal section. Hence the second phase is introduced to avoid this instability.
Proof. Note that
and the proof reduces to bounding A −1
where I M is the identity matrix of order 2M − n 0 and
and the result is proven.
Collecting Corollary 5.2 and Proposition 5.3 we deduce that for the second phase algorithm we can expect in the worst case that | ρ n (k) − ρ n (k)| k 9/4 ε for all n > k. Since the second phase algorithm is only used for moderate values of k (the greater is k, the greater has to be N to make the second phase of the algorithm necessary), this bound implies the stability of the algorithm for practical computations. 
Numerical Experiments
In this section we present some numerical experiments to illustrate the theoretical results presented in this paper.
Experiment 1
In this experiment we study the rate of decay of the error in the Filon-Clenshaw-Curtis rule for xed N , as k → ∞, and in particular we study its dependence on the regularity of f , as characterised by the Sobolev norm appearing on the right hand side of (17) . To do this, for
We compute the error in (17) with N = 24 (a 25-point rule):
To check convergence rates we give also the quantities:
In Table 1 we tabulate these results for k = k i = 100 × 2 i , i = 0, . . . , 9 . It is easy to see that for non integers β > 0, (f β ) c ∈ H 2β+1/2−ε for all ε > 0. In this experiment we study the behaviour of the Filon-Clenshaw-Curtis rule when f has a singularity in the interior of (−1, 1). We see that the rule may perform rather badly in this case.
We consider the function
The exact value of the integral (1) was computed using a composite application of the Filon- Table 2 with e.c.r. denoting the estimated convergence rate. Here the error exhibits a more chaotic behaviour due to the singularity of f in the interior of the domain. In fact for large k the method is already extremely accurate even for small N and convergence with respect to N is not noticeable until N is suciently large. Even the relative error -i.e. the error scaled by multiplication by k is of the order or 10 −6 for k = 6400 and all N considered. This is not a contradiction to Theorem 2.2 which is an upper bound on the error. We then repeated the experiment, but this time applied the rule in a Table 3 show very clearly that the quadrature rule converges faster than in Table 2 and illustrates the importance of having the singularity at the end points. (This phenomenon is of course well known for non-oscillatory integrals but shows up even more forcefully in the oscillatory case.) Experiment 3 In this experiment we illustrate the stability of the method of evaluation of the weights ω n (k) dened in (14) . Exact values for these were rst computed using the sofware package Mathematica using analytic formulae and evaluation in high-precision arithmetic.
As an illustration of the importance of the second phase of the algorithm, the forward recurrence (33)(34) was rst used to compute ω n (k) without switching to Phase 2 of the algorithm even for n > k. We observe clearly in Table 4 that the computed weights for n ≤ k enjoy a very small error, but the accuracy deteriorates very fast as n increases relative to k. In fact, for n ≥ 2k the values returned are useless. Note that there is relatively little deterioration when n ≈ k indicating that the estimate in Theorem 5.2 may not be sharp. The results are even worse if the relative errors are considered (see Table 5 ).
If the second phase algorithm is used for computing ω n (k) for n > k, we can see (Tables 6   and 7 ) that the instability has (almost) completely dissapeared.
Recall that one of the key steps of the second phase of the algorithm is computing ρ 2M (k) with M > max{ k , N/2} by using the asymptotic expansion in Theorem 3.1. In our implementation, this expansion is used in an adaptive way: Taking seven terms in the expansion, the approximation returned by the asymptotic expansion is accepted if the last term is less than 10 −15 . If this requirement is not satised, we replace M by 3M/2 and repeat this process until a valid M is found. The values of M used in the algorithm (notice that we compute ω n (k) until n = 4k) were M = 68 for k = 10 and n = 20, M = 90, for k = 20 and n = 40, and M = 120 for k = 80 and n = 160. In other words, the size of the tridiagonal matrix in the second phase of the algorithm, which is roughly of size (2M − k), is in the worst case of size 160 × 160. Having in mind that the system is tridiagonal, this part of the algorithm is also computationally very cheap. k = 10 k = 20 k = 40 k = 80 n = k/2 0 5.5E−17 2.78E−17 1.73E−17 n = k 3.33E−16 3.33E−16 3.33E−16 4.44E−16 n = 3k/2 8.07E−15 2.36E−13 1.20E−10 1.52E−05 n = 2k 2.70E−12 2.54E−08 1.31E+00 1.71E+15 and repeat the same argument until the dierence between two consecutive approximations is less than TOL or the maximum number of points (65) is attained. In any case, no more that 65 evalutions are used in each subinterval.
In Table 8 we can see the results obtained for dierent tolerances and values of k. We observe that the number of evaluations used in the algorithm remains almost unchanged as k → ∞. Moreover, the true error cf. Table 9 is always well below the prescribed values for tolerances.
