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THE CLIFFORD ALGEBRA OF A FINITE MORPHISM
DANIEL KRASHEN AND MAX LIEBLICH
Abstract. We develop a general theory of Clifford algebras for finite mor-
phisms of schemes and describe several applications to the theory of Ulrich
bundles and connections to period-index problems for curves of genus 1.
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1. Introduction
The goal of this paper is to develop a general theory of Clifford algebras for
finite morphisms of schemes, with a view toward the theory of Ulrich bundles and
period-index theorems for genus 1 curves.
A construction of Roby [Rob69], defines a Clifford algebra, denoted C(f), as-
sociated to a homogeneous form f of degree d in n variables on a vector space V
(the classical Clifford algebra arising in the case that d = 2). The behavior of this
algebra is intimately connected with the geometry of the hypersurface X defined
by the equation xd0 − f(x1, . . . , xn) in P
n. The classical results leads one to believe
that perhaps the Clifford algebra of the form f is intrinsic to the variety X .
As we explain here, the Clifford algebra of a form is really a structure associated
not to a scheme X , but to a finite morphism φ : X → Y , designed to (co)represent
a functor on the category of locally free algebras over the base scheme S. Roughly
speaking, the Clifford algebra of φ is a locally free sheaf C of (not necessarily
1
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commutative) OS-algebras such that maps from C into any locally free OS-algebra
B are the same as maps from φ∗OX into B|Y . Taking B to be a matrix algebra,
we see that the representations of such a C parametrize sheaves on X with trivial
pushforward to Y , yielding a connection to Ulrich bundles. Making this idea work
is somewhat delicate and requires various hypotheses on X and Y that we describe
in the text.
In the case of the classical Clifford algebra of a form described above, if one
takes Y to be the projective space Pn−1 and the morphism φ : X → Pn−1 to
be given by dropping the x0-coordinate, then one obtains a natural identification
C(φ) ∼= C(f). Our construction also generalizes other constructions of Clifford
algebras recently introduced, as in [HH07, Kuo11, CK15] which do not come directly
from a homogeneous form.
1.1. Structure of paper. In Section 2, we construct the Clifford algebra of a
morphism satisfying certain conditions (see Definition 2.3.12, Theorem 2.2.3). In
Section 3 we study the representations of the Clifford algebra and their relations to
Ulrich bundles in a general context. In particular, we show that a natural quotient of
the Clifford algebra (the so-called “reduced Clifford algebra,” of Definition 3.0.26)
is Azumaya, and its center is the coordinate ring for the coarse moduli space of
its representations of minimal degree (see Theorem 3.0.27), generalizing results of
Haile and Kulkarni [Hai84, Kul03]. Sections 2 and 3 work over an arbitrary base
scheme S. In Section 4 we specialize to the case of a finite morphism from a curve
to the projective line, extending results of [Cos11, Kul03] and relating the Clifford
algebra and its structure to the period-index problem for genus 1 curves. Finally,
in Appendix A, we give more explicit constructions in the case of morphisms of
subvarieties of weighted projective varieties, relating our construction to the more
classical perspective of Clifford algebras associated to forms.
2. General definition and existence
2.1. Notation. Fix throughout the section a base scheme S. For an S-scheme X ,
we will write πX : X → S for the structure morphism, or simply write π = πX
if the context is clear. We write Shv/S for the category of sheaves of sets on S.
For a sheaf of unital OS-algebras A , we write ǫA : OS → A for the OS-algebra
structure map. We assume that all algebras (and sheaves of algebras) are unital
and associative. We do, however, allow the possibility of the 0-ring, containing a
single element in which the elements 0 and 1 coincide.
Let LF/OS denote the category of locally free quasi-coherent sheaves of OS mod-
ules (with arbitrary, possibly infinite, local rank) and FLF/OS the category of finite
locally free sheaves (i.e., those with rank an element of Γ(S,Z)). Let Alg/OS denote
the category of quasi-coherent sheaves of OS-algebras, and LFAlg/OS denote the
full subcategory of those which are locally free as OS-modules.
2.2. The Clifford functor and Clifford algebra. Associated to a morphism φ
of S schemes, we will define a Clifford functor CFφ, and under certain assumptions
show that it is representable by an algebra which we refer to as the Clifford algebra
Cφ of the morphism φ.
Definition 2.2.1. Let φ : X → Y be a morphism of S-schemes. We define the
Clifford functor of φ
CFφ : LFAlg/OS → Shv/S
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by the formula
CFφ(B) = HomAlg/OY(φ∗OX , π
∗
Y B)
This functor is not representable in general, but it is with a few hypotheses that
occur often in nature.
Notation 2.2.2 (Property (C)). Let φ : X → Y be a morphism of S-schemes. We
say “φ has property (C)” if
(1) πY is proper, flat, and of finite presentation;
(2) φ is finite locally free and surjective;
(3) π∗ ((φ∗OX)∨) ∈ FLF/OS and is of formation compatible with arbitrary
base change on S.
For a morphism φ with property (C) the Clifford algebra Cφ is described in
Definition 2.3.12. Note that if S is the spectrum of a field, condition (C) simply
requires φ to be a finite locally free morphism.
Our main result concerning the representability of the Clifford functor is as
follows.
Theorem 2.2.3. If φ : X → Y satisfies condition (C) then there is a sheaf of
OS-algebras Cφ and an isomorphism of functors
HomAlg/OS(Cφ, ∗)
∼= CFφ.
The proof of Theorem 2.2.3 is constructive and occupies Section 2.3 below. In
particular, for a morphism φ with property (C) the Clifford algebra Cφ is (relatively)
explicitly described in Definition 2.3.12 below.
Remark 2.2.4. In particular, if Cφ is itself locally free (for example, in the case
S is the spectrum of a field), then it represents the functor CFφ, and is the unique
algebra (up to canonical isomorphism) that does so.
2.3. Construction of the Clifford algebra. To define the Clifford algebra, we
first describe a construction on quasi-coherent sheaves, having a somewhat analo-
gous property.
Notation 2.3.1. Given an S-scheme π : Y → S, and N a sheaf of OY -modules,
let
Nπ = (π∗ (N
∨))
∨
.
The association N 7→ Nπ defines a covariant functor from OY -modules to OS-
modules. In general, this functor has no good properties (e.g., it rarely sends
quasi-coherent sheaves to quasi-coherent sheaves). We will show that, under cer-
tain assumptions, this construction has a universal property and behaves well with
respect to base change.
Notation 2.3.2. Given a morphism π : Y → S and a sheaf F on Y , we will say
that F is friendly with an S-scheme f : S′ → S if the base change map
f∗π∗F → π
′
∗f
∗
Y F
associated to the diagram
Y ′
π′ 
fY
// Y
π

S′
f
// S
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is an isomorphism.
Proposition 2.3.3. Suppose that π : Y → S is a proper morphism of finite pre-
sentation, and N ∈ FLF/OY. Then
1. Given a pullback square
Y ′
π′ 
fY
// Y
π

S′
f
// S
for which N ∨ is friendly with S′, we have f∗(Nπ) = (f∗Y (N ))π′ .
2. If π∗(N ∨) ∈ FLF/OS and the base change map associated to N ∨ is always
an isomorphism then there is a canonical natural isomorphism of functors (in
M ∈ LF/OX)
Ξ : π∗HomOY (N , π
∗M )→ HomOS (Nπ,M ).
In particular, there is a canonical arrow η : N → π∗Nπ such that Ξ sends an
arrow Nπ → M to the composition
N
η
→ π∗Nπ → π
∗M .
Before proving Proposition 2.3.3 we require several lemmas.
Lemma 2.3.4. Let X be a quasi-compact topological space, Λ a cofiltered category,
and F• : Λ→ AbX a cofiltered system of Abelian sheaves on X. Set F = lim
→
Fλ.
Then Γ(F , X) = lim
→
Γ(Fλ, X).
Proof. By definition, we have that F is the sheafification of the presheaf which
associates to each open set U , the set lim
→
Fλ. Let X be the category whose
elements are open covers of X , and with morphisms {Ui ⊂ X}i∈I → {Vj ⊂ X}j∈J
given by refinements – that is by maps of sets φ : I → J such that we have inclusions
Ui → Vφ(i). This is a filtered category, via common refinements. By definition of
the sheafification, writing U for a cover {Ui}i∈I , we have:
F (X) = lim
→
U∈X
ker

∏
i∈I
lim
→
λ
Fλ(Ui)→
∏
i,j∈I2
lim
→
λ
Fλ(Ui ∩ Uj)

 .
Since X is quasi-compact, if we set X ′ to be the subcategory of X consisting
of finite coverings, we find that X ′ is coinitial in X , and so we can take limits
over X ′ instead of X . In particular, we find that for a cover U = {Ui} in X
′,
products and coproducts (direct sums) coincide over the finite index sets I and I2.
Therefore, we have:
F (X) = lim
→
U∈X ′
ker

⊕
i∈I
lim
→
λ
Fλ(Ui)→
⊕
i,j∈I2
lim
→
λ
Fλ(Ui ∩ Uj)

 .
In particular, since the direct sum is a colimit, it commutes with the colimit
taken over λ ∈ Λ. Since the kernel is a finite limit, it also commutes with the
cofiltered colimit in λ, and finally, the two colimits described by U and λ commute.
We therefore have
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F (X) = lim
→
λ∈Λ
lim
→
U∈X ′
ker

⊕
i∈I
Fλ(Ui)→
⊕
i,j∈I2
Fλ(Ui ∩ Uj)


= lim
→
λ∈Λ
lim
→
U∈X ′
ker

∏
i∈I
Fλ(Ui)→
∏
i,j∈I2
Fλ(Ui ∩ Uj)


= lim
→
λ∈Λ
lim
→
U∈X
ker

∏
i∈I
Fλ(Ui)→
∏
i,j∈I2
Fλ(Ui ∩ Uj)


= lim
→
λ∈Λ
Fλ(X)
where the last equality follows from the fact that Fλ is a sheaf. 
Lemma 2.3.5. Let π : Y → S be a quasi-compact morphism, F a quasi-coherent
sheaf of OY -modules, and G ∈ LF/OS. Then the natural morphism of sheaves of
OS-modules:
π∗(F )⊗OS G → π∗(F ⊗OY π
∗G )
is an isomorphism.
Proof. Since tensor product and pushforward commute with flat base change, we
may work locally on S and assume that
G = O⊕IS
for some index set I (the exponent indicating direct sum indexed by the elements
of I). We have
π∗(F )⊗OS G = π∗(F ) ⊗OS O
⊕I
S = π∗(F )
⊕I
On the other hand, we have:
π∗(F ⊗OY π
∗G ) = π∗(F ⊗OY π
∗O⊕IS )
Since tensor and direct sum commute, we have
π∗(F ⊗OY π
∗O⊕IS ) = π∗(F ⊗OY O
⊕I
Y ) = π∗(F
⊕I)
But since we can write the direct sum as a cofiltered colimit of finite direct sums,
by Lemma 2.3.4 we can identify π∗(F )⊕I with π∗(F⊕I), completing the proof.

Proof of Proposition 2.3.3. For part 1, we compute
f∗π∗ (N
∨) ∼= π′∗fY
∗ (N ∨)
∼= π′∗fY
∗HomOY (N ,OY )
and since N is finite locally free, we have
π′∗fY
∗HomOY (N ,OY ) ∼= π
′
∗HomOY ′ (f
∗
Y N ,OY ′)
= π′∗ (f
∗
Y (N )
∨) .
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Since π∗(N∨) is of finite presentation (Y being proper over S),
f∗(Nπ) = f
∗ (π∗(N
∨))
∨
= f∗HomOS (π∗(N
∨),OS)
= HomOS′ (f
∗(π∗(N
∨)),OS′)
= HomOS′ (π
′
∗((f
∗
Y (N ))
∨),OS′)
= π′∗ ((f
∗
Y N )
∨)
∨
= (f∗Y N )π′
as claimed.
For part 2, using the fact that N is finite locally free, we have
π∗HomOY (N , π
∗M ) ∼= π∗HomOY (OY ,N
∨ ⊗OY π
∗M )
∼= π∗ (N
∨ ⊗OY π
∗M )
and, since M is locally free, we have, by Lemma 2.3.5 that
π∗ (N
∨ ⊗OY π
∗M ) ∼= π∗(N
∨)⊗OS M .
Finally, since π∗(N ∨) is finite locally free, we have
π∗(N
∨)⊗OS M
∼= HomOS (OS , π∗(N
∨)⊗OS M )
∼= HomOS ((π∗(N
∨))∨,M )
∼= HomOS (Nπ,M ),
as desired. 
To use this module in the construction of the Clifford algebra, we first introduce
a “relative free algebra construction:”
Definition 2.3.6. A unital OS-module is a quasi-coherent sheaf of OS-modules
N , together with a OS-module morphism ǫN : OS → N , referred to as the unit
morphism. A morphism of unital OS-modules is simply an OS-module morphism
which commutes with the unit morphisms. We let UQC/OS denote the category of
unital OS-modules.
Notation 2.3.7. For any scheme Z, let
Un : Alg/OZ → UQC/OZ
denote the canonical forgetful functor that sends an OZ -algebra A to the unital
module given by the underlying OZ -module of A together with the identity element
OZ → A .
The functor Un has a left adjoint. We note that there is a forgetful map from
the category of quasi-coherent sheaves of OS-algebras to the category of unital
OS-modules. The left adjoint to this is constructed as follows:
Lemma 2.3.8. Let S be a scheme. There is a “free algebra” functor
N , ǫ 7→ F〈N , ǫ〉 : UQC/OS → Alg/OS
that is left adjoint to Un. Moreover, for a morphism f : T → S, we have
f∗ F〈N , ǫ〉 = F〈f∗N , f∗ǫ〉 .
We will usually omit ǫ from the notation and write F〈N 〉.
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Remark 2.3.9. The counit of the adjunction yields a canonical morphism
ξ : N → UnF〈N 〉
of unital OS-modules such that a morphism of OS-algebras F〈N 〉 → B is associated
to the composition of OS-module maps N → UnF〈N 〉 → UnB.
Proof. We construct F〈N 〉 as the sheafification of a presheaf as follows. For an
affine open set U = SpecR ⊂ S, write N (U) = N , and ι(U) = i : R → N . We
consider the algebra F〈N〉 to be the free associative R-algebra R 〈N〉 (the tensor
algebra) modulo the ideal I generated by the expressions of the form i(r)− r where
r ∈ R, the element r being viewed on the right as taken from the coefficients of the
tensor algebra. It is clear that this presheaf of algebras has the corresponding uni-
versal property among presheaves of algebras, and hence by the universal property
of sheafification the resulting sheafified algebra has the correct universal property
as well.
The assertion concerning the behavior under pullback will follows from the fact
that, on the level of affine schemes, this description is preserved by tensor products
with respect to a homomorphism of rings R→ R′ and the construction of the tensor
algebra commutes with base change to R′.

In classical constructions of the Clifford algebra of a homogeneous form (see, for
example Appendix A), the Clifford algebra is defined as a free associative algebra,
generated by an underlying vector space of the form, modulo a certain ideal. The
construction above gives an analog of this free algebra; we will now describe the
construction of the corresponding ideal in the relative case.
Definition 2.3.10. Let π : Y → S be a morphism of schemes, A a quasi-coherent
sheaf of OY -algebras. An agreeable algebra for A is a quasi-coherent sheaf of OS-
algebras B together with a morphism υB : A → π∗B of unital OY -modules in
the sense of Definition 2.3.6. A morphism of agreeable algebras is a morphism of
sheaves of algebras f : B → D such that
(1) the diagram
π∗B
π∗f

A
υB
33❤❤❤❤❤❤❤❤❤❤❤❤
υD ++❱❱❱
❱❱❱
❱❱❱
❱❱❱
π∗D
commutes;
(2) the morphism υD = π
∗f ◦ υB is an OY -algebra homomorphism.
We let Agree/A denote the category of agreeable algebras for A .
Lemma 2.3.11. Let π : Y → S be a morphism of schemes, open as a map of
topological spaces, A a locally free sheaf of OS-algebras, B, υ : A → π∗B an
agreeable algebra for A . Then there is a sheaf of ideals I (υ) ⊳B such that
1. the morphism B → B/I (υ) is agreeable,
2. for any other quasi-coherent sheaf of ideals J ⊳ B such that B → B/J is
agreeable, we have I (υ) ⊂ J ,
3. for any quasi-coherent sheaf of OS-algebras D , we have a natural bijection
HomAgree/A (B,D) = HomAlg/OS(B/I (υ),D)
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4. for f : T → S a morphism of schemes, we have f∗ (B/I (υ)) ∼= (f∗B)/I (f∗υ)
Proof of Lemma 2.3.11. Since π is open, it follows that if we let P be the collec-
tion of pairs of affine open sets (U, V ) with U ⊂ S, V ⊂ Y, π(V ) = U , and set
Pi = pri(P), then P1,P2 are bases for the topologies of S and Y respectively. In
particular, it follows that sheaves and sheafifications can be determined by values
on the sets Pi (via hypercovers with objects in these respective subcategories of
open sets).
The sheaf of ideals I (υ) is defined as follows. For a pair of open sets (U, V ) ∈ P ,
consider all pairs of elements a, b ∈ A (V ), and the images υ(a), υ(b) ∈ π∗B(V ) =
(OY ⊗OS(U) π
−1B)(V ). By passing to a possibly smaller pair of open sets, we
may assume that A|V is locally free and that υ(a)υ(b), υ(ab) are in the image of
OY (V )⊗OS(U) B(U). We can then choose a basis {ei}i∈I for A (V ) over OY , and
write, for some finite subset I ′ ⊂ I:
υ(ab) =
∑
i∈I′
ci ⊗ ei, υ(a)υ(b) =
∑
i∈I′
di ⊗ ei
for some elements ci, di ∈ B(V ). We now observe that a morphism B → B/J is
agreeable for A if and only if all the expressions of the form ci−di are in J (U) for
U as above. Consequently, we see that if we define I (υ) to be the sheaf of ideals
generated by all the expressions of the form ci − di ∈ B(U), then parts 1 and 2
follow immediately.
For part 3, suppose we have a sheaf of OS-algebras D . By the above, a morphism
ψ : B → D is agreeable if and only if I (υ) < kerψ, or equivalently, if ψ corresponds
to a morphism B/I (υ)→ D .
For part 4, let f : T → S be a morphism, and fY : YT → Y its pullback. Write
P be as before, and set
f∗P = {(f−1U, f−1Y V )|(U, V ) ∈ P}.
We note that the sheaf of algebras f∗B and f∗Y A are generated by their sections
on the open sets described in f∗P. Consequently, if D is a quasi-coherent sheaf
of OT -algebras, then a morphism of T -algebra f∗B → D is agreeable for f∗Y A
exactly when the sections f∗ci − f
∗di map to zero in D . It follows that f∗I (υ)
maps surjectively onto I (υT ). We therefore have a diagram of exact sequences
f∗I (υ) //

f∗B // f∗ (B/I (υ))

// 0
0 // I (υ) // f∗B // f∗B/I (f∗υ) // 0
and we conclude that f∗ (B/I (υ)) ∼= (f∗B)/I (f∗υ) as claimed. 
We are now prepared to give the definition of the Clifford algebra.
Definition 2.3.12. Let φ : X → Y be a morphism of S-schemes satisfying condi-
tion (C)(see Notation 2.2.2). By Proposition 2.3.3(2), we have a morphism
η : φ∗OX → π
∗ ((φ∗OX)π) .
Consider the counit map
ξ : π∗ ((φ∗OX)π) ⊂ F〈π
∗ ((φ∗OX)π)〉 = π
∗ F〈(φ∗OX)π〉
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of Remark 2.3.9, and let υφ be the composition:
φ∗OX η
//
υφ
**
π∗ (φ∗OX)π ξ
// π∗ F〈(φ∗OX)π〉
Letting I (υφ)⊳F〈(φ∗OX)π〉 be the ideal as defined in Lemma 2.3.11, we then define
the Clifford algebra Cφ to be the sheaf of OS-algebras given by
Cφ = F〈(φ∗OX)π〉 /I (υφ)
We now show that this construction behaves well with respect to pullbacks.
Lemma 2.3.13. Let φ : X → Y be a morphism of S-schemes satisfying condition
(C). If f : T → S is any morphism, and φT : XT → YT the pullback morphism,
then there is a natural isomorphism of sheaves of algebras
f∗Cφ ∼= CφT .
Proof. By Lemma 2.3.8, we have
f∗ F〈(φ∗OX)π〉 = F〈f
∗ ((φ∗OX)π)〉 .
Since the hypotheses imply that (φ∗OX)π is finite and locally free, it follows from
Proposition 2.3.3(1) that
f∗ F〈(φ∗OX)π〉 = F〈((φT )∗OXT )〉 .
The result now follows from Lemma 2.3.11(4). 
We now prove that the algebra constructed above has the desired properties.
Proof of Theorem 2.2.3. Without loss of generality, via changing the base (via
Lemma 2.3.13), we may reduce to the case S is affine and hence check this by
simply comparing global sections on each side. We have
HomOY -alg(φ∗OX , π
∗B) = {φ ∈ HomOY (φ∗OX , π
∗B) | φ an alg. hom.}
and using Proposition 2.3.3(2), this is identified with
{ψ ∈ HomOS ((φ∗OX)π ,B) | φ∗OX
η
→ π∗((φ∗OX)π)
ψ
→ π∗B an alg. hom.}
using Lemma 2.3.8, this is in bijection with
{ψ˜ ∈ HomOS-alg(F〈(φ∗OX)π〉 ,B) | φ∗OX
υφ
→ F〈π∗((φ∗OX)π)〉
ψ
→ π∗B an alg. hom.}
Finally, by Lemma 2.3.11(3), this is in bijection with
HomOS-alg(F〈π
∗((φ∗OX)π)〉 /Iυφ ,B) = HomOS-alg(Cφ,B)
as desired. 
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3. Representations and Ulrich bundles
Having discussed the Clifford algebra, in this section we describe its represen-
tations. Since we will be considering a morphism of S-schemes φ : X → Y and
representations on sheaves of OS-modules, there are pullback functors on categories
of representations induced by base changes T → S. Consequently, the various cat-
egories of representations, as the base changes, will fit together into a stack, and
this will be the natural way to describe the arithmetic and geometry of these rep-
resentations.
For considering representations of Clifford algebras, again we fix a base scheme
S, and it will be useful to restrict to only certain morphisms φ : X → Y of S-
schemes. We strengthen property (C) to also require our base variety to be proper
and have connected fibers:
Definition 3.0.14. Let φ : X → Y be a morphism of S-schemes. We say that φ
has property (C⋆) if
1. πY is proper, flat, and of finite presentation and cohomologically flat in di-
mension 0;
2. φ is finite locally free and surjective;
3. π∗ ((φ∗OX)
∨) is in FLF/OS and is of formation compatible with arbitrary
base change on S.
In applications, S will often be the spectrum of a field and Y will be a geomet-
rically integral proper variety over S.
Definition 3.0.15. Let S be a scheme, and A a sheaf of OS-algebras. We define
RepA to be the category whose objects are pairs (f,W ) where W is a locally free
sheaf of OS-modules of finite rank, and where f : A → EndOS(W ) is a homomor-
phism of OS-algebras. A morphism (f,W ) → (g, U) in RepA is a morphism of
OS-modules W → U such that the diagram
EndOS(W )

A
f 33❢❢❢❢❢❢❢❢❢❢❢❢
g ++❳❳
❳❳❳❳
❳❳❳❳
❳❳
EndOS(U)
commutes. We let RepnA denote the subcategory of pairs (f,W ) where W has rank
n over OS .
From these, we obtain stacksRep
A
(respectivelyRepn
A
) defined over S which as-
sociates to U → S the (isomorphisms in the) category RepAU (respectively Rep
n
AU
).
In the case of a morphism φ : X → Y of S-schemes, we simply write Repφ and
Repnφ to denote RepCφ and Rep
n
Cφ
respectively.
Definition 3.0.16. Let φ : X → Y be a morphism of S-schemes. We say that a
coherent sheaf V of OX -modules is Ulrich for φ if there is an fppf covering S′ → S
and a section r ∈ H0(S′,Z) such that
φ∗VS′ ∼= πYS′O
⊕r
S′ .
The Ulrich sheaves (respectively, the Ulrich sheaves with pushforward of rank m
for a fixed integer m) form a full subcategory of the category of coherent sheaves
on X , which we denote by Ulrφ (respectively Ulr
m
φ ).
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Ulrich sheaves form a substack U lrφ of the S-stack of coherent sheaves on X by
setting U lrφ(U) = UlrφU , for U an S-scheme. (Of course, one should add additional
hypotheses, such as flatness over the base, if one hopes to produce an algebraic stack
but this is inessential here.)
The following proposition is a generalization of [VdB87, Proposition 1].
Proposition 3.0.17. Let φ : X → Y be a morphism satisfying condition (C⋆).
Then there is an isomorphism of stacks θ : Rep
φ
→ U lrφ, inducing equivalences
of categories Repφ
∼= Ulrφ. In the case that φ has constant degree d, this gives
for every positive integer m an equivalence Repdmφ
∼= Ulr
m
φ . In particular, every
representation of the Clifford algebra has rank a multiple of d.
Lemma 3.0.18. Suppose that π : Y → S is a morphism of schemes such that the
natural map
OS → π∗OY
is an isomorphism. Given an affine morphism H → S, the natural map
HomS(S,H) = HomS(Y,H)
is bijective.
Proof. This is an immediate consequence of [Gro60, Ch. I, Prop. 2.2.4]. 
Proof of Proposition 3.0.17. By the universal property of the Clifford algebra, it
is easy to see that Rep
φ
is equivalent to the stack whose objects over T consist
of pairs (W,ψ) where W is a finite locally free sheaf of OT -modules, and where
ψ : π∗OXT → EndOYT (π
∗W ) is a φ∗OXT -module structure on π
∗W , and where
morphisms must preserve the π∗OXT -module structure. This in turn, is equivalent
to the stack whose objects over T consist of triples (W,V, f), where
• W is a finite locally free sheaf of OT -modules,
• V is a coherent sheaf of OXT -modules,
• f : φ∗V → π
∗W is an isomorphism of OYT -modules, and
• morphisms (W,V, f) → (W ′, V ′, f ′) are given by maps α : W → W ′ and
β : V → V ′ such that the diagram
φ∗V
f

φ∗β
// φ∗V
′
f ′

π∗W
π∗α
// π∗W ′
commutes.
We define θ : Rep
φ
→ U lrφ by sending (W,V, f) to V . Essential surjectivity of
θ follows from the definition of the Ulrich stack.
Now consider Rep
φ
as a fibered category over U lrφ. To see that we have an
equivalence of stacks, it suffices to show that, for an object V ∈ Rep
φ
, that the
fiber category over V is a groupoid such that for every pair of objects a, b ∈ Rep
φ
,
the morphism set HomRep
φ
(V )(a, b) consists of a single element. To verify this, we
choose a = (V,W1, α1), b = (V,W2, α2). Define γ : π
∗W1 → π
∗W2 as the unique
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isomorphism of OY -modules making the diagram
V
α1
||②②
②②
②②
②②
α2
""❊
❊❊
❊❊
❊❊
❊
π∗W1 γ
// π∗W2
commute. We claim that the map γ comes from a unique isomorphism γ˜ : W1 →
W2. To do this, we consider the sheaf H = HomOS (W1,W2). Local freeness of
the Wis implies that we have π
∗H = H omOY (π
∗W1, π
∗W2). Setting H → S to
be the underlying affine scheme of the vector bundle H , we then have H ×S Y is
the underlying affine scheme of the vector bundle π∗H . We would like to show
that a given section γ : Y → H ×S Y comes via pullback from a unique section
γ˜ : S → H . But this is exactly Lemma 3.0.18 
We can similarly define projectively Ulrich bundles and Azumaya representations
as follows.
Definition 3.0.19. Let S be a scheme, and A a sheaf of OS-algebras. The category
of Azumaya representations , denoted AzRepA (respectively, Azumaya representa-
tions of degree n, denoted AzRepnA ) is the category whose objects are pairs (f,B)
where B is a sheaf of Azumaya algebras over S (respectively, Azumaya algebras
over S of degree n) , and where f : A → B is an isomorphism of OS-algebras. A
morphism (f,B)→ (g, C) will be a morphism of OS-algebras B → C such that the
diagram
B

A
f 33❣❣❣❣❣❣❣❣❣❣❣❣
g ++❲❲❲
❲❲❲
❲❲❲
❲❲❲
C
As before, we obtain a stack AzRep
A
(respectively AzRepn
A
) defined over S
which associates to U → S the category AzRepAU (respectively AzRep
n
A
). This
stack carries a universal sheaf of Azumaya algebras AA and a universal repre-
sentation AAzRep
A
→ AA . We note that there is a natural morphism of stacks
Rep
A
→ AzRep
A
which gives Rep
A
the structure of a Gm-gerbe over AzRep
A
,
whose class over an object (f,B) is precisely the Brauer class of B. In particular,
the global class of the gerbe is given by the algebra AA .
Definition 3.0.20. Let φ : X → Y be morphisms of S-schemes. The category of
projectively Ulrich bundles PrUlrφ is the category of sheaves of modules V on X
such that the projective bundle P(φ∗V )→ Y is isomorphic over Y to P ×S Y → Y ,
where P → S is a Brauer-Severi scheme.
This is to say, we require that P is isomorphic fppf-locally on S to PnS .
Comparing automorphism groups, for a morphism φ : X → Y satisfying condi-
tion (C⋆), we have a diagram of stacks that commutes up to 2-isomorphism
Repmd
φ
//

AzRepmd
φ

U lrmφ
// PrU lrmφ
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in which the vertical arrows are equivalences.
Remark 3.0.21. Note that the horizontal arrows in the above diagram are Gm-
gerbes, so the stacks in each row of the diagram have isomorphic sheafifications.
Definition 3.0.22. We say that a representation (f,W ) ∈ Repφ is a specialization
if f : Cφ → End(W ) is surjective (and similarly for objects in AzRepφ).
Recall that a vector bundle V/X is called simple if its automorphism sheaf over
S is Gm.
Definition 3.0.23. Let SplUlrφ,PrSplUlrφ denote the categories of simple Ulrich
bundles and projectively bundles respectively. Let SplU lr
φ
,PrSplU lr
φ
denote the
associated substacks of U lrφ,PrU lrφ.
Remark 3.0.24. If a representation (f,W ) is a specialization, then it follows that
its associated Ulrich bundle is simple (from the fact that any automorphism of a
vector space which commutes with every linear transformation must be central and
hence scalar multiplication).
Remark 3.0.25. Since the objects of SplUlrφ have automorphism group Gm, it
follows that we can identify PrSplUlrφ with the sheafification of SplUlrφ.
Definition 3.0.26. Let φ : X → Y be a morphism of S-schemes satisfying con-
dition (C⋆), with φ constant rank d. We let the reduced Clifford algebra,
denoted C redφ , be the quotient of Cφ by the sheaf of ideals generated locally by all
the identities of d× d matrices.
Theorem 3.0.27. Let φ : X → Y be a morphism of S-schemes satisfying condition
(C⋆), with φ of constant degree d. Let C = C redφ , and Z = Z(C ) its center. Then
(1) there is an equivalence of categories Repdφ
∼= RepdC that is functorial with
respect to base change on S, inducing an isomorphism of stacks Repd
φ
∼=
Repd
C
.
When S = Spec k is the spectrum of a field, we have in addition that
(2) C is Azumaya over Z of rank d;
(3) there is a natural isomorphism Spec(Z ) ∼= AzRepd
φ
, and every Azumaya
representation of degree d is a specialization;
(4) if v ∈ AzRepd
φ
then the class of the gerbe Repd
φ
→ AzRepd
φ
lying over v is
exactly C ⊗Z k(v), where k(v) is the residue field of v.
Proof. Part 1 follow immediately from the fact that any d × d identities are auto-
matically in the kernel of these representations.
For part 2 the result is a consequence of Artin’s characterization of Azumaya
algebras via identities in [Art69, Theorem 8.3], since by Proposition 3.0.17, no
homomorphic image of C can lie inside a matrix algebra of degree smaller than d.
For parts 3 and 4, we construct mutually inverse morphisms AzRepd
φ
→ SpecZ ,
and show that the universal Azumaya algebras on the left coincides with the Azu-
maya algebra C on the right.
Note that as in 3.0.25, since the Ulrich bundles under consideration are line
bundles (via the numerology of Proposition 3.0.17), the representations of degree d
have automorphism group Gm.
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Let SpecR be a k-algebra, and consider an object of AzRepd
φ
(R) described as a
representation C → B where B is a degree d Azumaya algebra over an k-algebra
R. This gives a homomorphism of commutative k-algebras Z → R and hence an
object of SpecZ (R). Since by part 2, C is Azumaya of degree d, it follows that
C ⊗Z R → B is a homomorphism of Azumaya algebras over R of the same rank,
and hence must be an isomorphism. Therefore the Azumaya algebra C on SpecZ
pulls back to the canonical Azumaya algebra on AzRepd
φ
.
In the other direction, since a homomorphism Z → R yields a representation
C → C ⊗Z R which is a rank d Azumaya algebra over R, we obtain an inverse
morphism SpecZ → AzRepd
φ
as desired. 
Corollary 3.0.28. Let k be a field and φ : X → Y a finite faithfully flat degree
d morphism of proper integral k-schemes of finite type. Then C redφ is an Azumaya
algebra of degree d over its center. In particular any k-linear map Cφ → D for a
central simple k-algebra D of degree d must coincide with a (surjective) specializa-
tion of the Azumaya algebra C redφ with respect to a k point of SpecZ .
Proof. Note that since k is a field, the condition above ensures that φ will satisfy
condition (C⋆). This is then an immediate consequence of Theorem 3.0.27. 
4. Clifford algebras for curves
In this section, we specialize to the case that S = Spec k is the spectrum of the
field, X is a smooth projective k-curve Y = P1. In this case, we will find that
the Clifford algebra is in some sense not sensitive to the choice of the particular
morphism, but only on its degree (see Corollary 4.0.33), and that the period-index
obstruction for the curve gives some structural information about the Clifford al-
gebra (see Corollary 4.2.4).
Let us begin with some preliminary concepts and language. LetX/k be a smooth,
projective, geometrically connected curve. We recall that the index of X , denoted
indX is the minimal degree of a k-divisor on X . Let PicX denote the Picard
group of X , PicX the Picard stack of line bundles on X , and PicX its coarse
moduli space. Write PicnX , Pic
n
X for the components of line bundles of degree n.
The Jacobian variety J(X) = Pic0X has the structure of an Abelian variety under
which the spaces PicnX are principal homogeneous spaces. The period of X , perX ,
is the order of Pic1X , considered as a principal homogeneous space over the Jacobian
of X . The index can be considered as the minimal n such that PicnX has a rational
point.
We recall that we have a natural map from the k-rational points on the Picard
scheme of X to the Brauer group of k, giving us an exact sequence
PicX → PicX(k)→ Br(k)→ Br(k(X))
and identifying the image of the Picard scheme with the relative Brauer group
Br(k(X)/k) defined simply as the kernel of the map above on the right (see, for
example [Cla05, Section 3] or [CK, Theorem 2.1]). This map can be describe as be-
ing obtained from specializing a Brauer class αX ∈ Br(PicX) ([CK, Theorem 3.5]).
We define the subgroup Br0(k(X)/k) ⊂ Br(k(X)/k) to be those elements which
are images of degree 0 classes, i.e. k-points of the Jacobian of X . From [CK,
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Theorem 2.1], we have an isomorphism
Br(k(X)/k)
Br0(k(X)/k)
∼=
Z
(indX/ perX)Z
Definition 4.0.29. Suppose that α ∈ Br(k) which represents a nontrivial element
of the cyclic group Br(k(X)/k)/Br0(k(X)/k). Then, following [O’N02] we call α
an (period-index) obstruction class for X .
Remark 4.0.30. Let m be the period of X . If p ∈ PicmX(k) and q ∈ Pic
rm
X (k),
then it follows that
αX |q = αX |rp + αX |q−rp = rαX |p + αX |q−rp,
and so the class of αX |q is equal to the class of αX |rp in Br(X/k)/Br0(X/k), and
consequently the image of any point in PicmX(k) is a period-index obstruction class.
4.0.1. Relation between the universal Clifford representation space and the universal
gerbe. Note that since the leftmost map PicX → PicX(k) can be identified with
the sheafification/coarse moduli map of stacks PicX → PicX on objects defined
over k (a Gm-gerbe, as in Remark 3.0.25), the Brauer class αx corresponding to
a k-point x ∈ PicX(k) is split if and only if the Gm-gerbe on x obtained by
pullback is split. By a result of Amitsur ([Ami55, Theorem 9.3]), it follows that
the Brauer class corresponding to the gerbe PicX → PicX and the Brauer class
αX defining the obstruction map generate the same cyclic subgroup in the Brauer
group of each component of PicX . If X → Y is a finite morphism of degree d,
then via the identification of the gerbe PicX → PicX with the restriction of the
gerbe Repd
φ
→ AzRepd
φ
of rank d representations of the Clifford algebra, which
are necessarily specializations (see Corollary 3.0.28) and the algebra C redφ , we find
that the degree d specializations of the Clifford algebra consists exactly of those
central simple algebras of degree d which are obstruction classes for some Ulrich
line bundle on X with respect to the k-morphism φ : X → Y .
4.0.2. Stability and semistability. For a X a smooth projective curve over a field
k and a coherent sheaf V/X , we write degV = deg c1(V ) =
∫
c1(V ) and µV =
degV/ rankV . Recall that a coherent sheaf is called semistable if for every sub-
sheaf W ≤ V , we have µW ≤ µV and stable if for every proper subsheaf W < V ,
we have µW < µV .
We would like to characterize in a natural way, which coherent sheaves on X will
be Ulrich with respect to a finite morphism φ : X → P1. To do this, we have the
following fact, closely following [VdB87, Sections 2.1, 2.2] and [Cos11].
Proposition 4.0.31. Let X be a smooth projective geometrically connected curve
of genus g over a field k. If φ : X → P1 is a finite morphism of degree d, then a
coherent sheaf V/X is Ulrich with respect to φ if and only if
(1) V is a semistable vector bundle on X of slope µV = d+ g − 1,
(2) H0(X,V (−1)) = 0.
Remark 4.0.32. We note that the conditionH0(X,V (−1)) = 0 can be interpreted
as saying that the vector bundle V (−1), which has slope g−1, lies in the complement
of a “generalized Θ-divisor,” (see for example [Cos11, Kul03]). Recall for example,
that in the classical case, the Θ-divisor is the subvariety of Picg−1X whose k-points
correspond to classes of effective divisors, and hence those for whichH0 is nontrivial.
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Proof of Proposition 4.0.31. First, suppose that V/X is Ulrich with respect to φ.
Since X and P1 are regular of dimension 1 and φ is flat, the sheaf V is locally
free if and only if φ∗V is locally free. (Indeed, the torsion subsheaf would have
torsion pushforward.) The fact that V must be semistable is a consequence of
[VdB87, Lemma 1]. Now, supposing that V is rank r so that φ∗V ∼= O
rd
P1
, we use
Hirzebruch-Riemann-Roch to see
χ(V ) = h0V − h1V = deg V − r(g − 1)
and using the fact that χ(V ) = χ(φ∗V ), and h
0φ∗V = h
0Ord
P1
= rd, and h1φ∗V = 0,
we find χ(V ) = rd. Consequently, we have
degV = rd+ r(g − 1) = r(d+ g − 1)
and so µ(V ) = d+ g − 1, as claimed. For the other condition, we note that
H0(X,V (−1)) = H0(P1, φ∗V (−1)) = H
0(P1,O(−1)rd) = 0.
For the converse, let us assume that V/X has slope d+g−1 andH0(X,V (−1)) =
0. By the result of Birkhoff-Grothendieck-Hazewinkel-Martin [HM82, Theorem 4.1],
we can write
φ∗V ∼= ⊕O(ni)
for some collection of integers ni. We claim that all the ni are equal to 0, which
would imply the result.
The condition that H0(X,V (−1)) = 0 tells us that all the ni are nonpositive. It
therefore follows that we have h0(V ) is precisely the number of indices i such that
ni is equal to 0. It follows from Hirzebruch-Riemann-Roch that
χ(V ) = deg−r(g − 1) = rd + r(g − 1)− r(g − 1) = rd,
and therefore h0V = rd+h1V , which implies that h0V ≥ rd. But this implies that
at least rd of the integers ni are nonnegative, and therefore all are 0, as claimed. 
Corollary 4.0.33. Suppose that φ, φ′ : X → P1 are two degree d morphisms of
curves. Then there exists a line bundle N on X such that tensoring by N gives
a equivalence between the Ulrich bundles with respect to φ and the Ulrich bundles
with respect to φ′.
Proof. Let L ,L ′ be the pullbacks of OP1(−1) under φ and φ
′ respectively. Since
these are both degree d line bundles, we can write L ⊗ N = L ′ for some line
bundle N of degree 0. By Proposition 4.0.31, we then find that a coherent sheaf
V/X is Ulrich with respect to φ if and only if H0(X,V ⊗L ∨) = 0. But this is the
same as saying
0 = H0(X,V ⊗ L′∨ ⊗N) = H0 (X, (N ⊗ V )⊗ L′∨)
and so we see that V/X is Ulrich with respect to φ if and only if N ⊗ V is Ulrich
with respect to φ′. 
It follows that the the stack of Ulrich bundles is independent of the specific
morphism φ, and only depends on its degree d. In particular, by Theorem 3.0.27(4),
the center of the reduced Clifford algebra C redφ and its Brauer class over its center
only depend on d and not on the specific choice of φ.
The relative Brauer map and related period-index obstruction (Definition 4.0.29)
have been the subject of a great deal of arithmetic investigations (see, for example
[LT58, Saf61, CK, Cla05, Lic68, Roq76]). An interesting aspect of the study of the
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Clifford algebra is that it gives another concrete interpretation of this morphism,
and understanding its specializations can yield nontrivial arithmetic information
about a curve.
In this direction we give a result on the specializations of the Clifford algebra
of a curve. In [HH07] and [Hai84], it is shown that in certain cases of a Clifford
algebra associated to a genus 1 hyperelliptic or plane cubic curve, the Clifford
algebra specializes to any division algebra of degree 2 or 3 respectively, which is
split by the function field of the genus 1 curve. The following result gives a natural
generalization of this result for general curves.
Proposition 4.0.34. Let X/k be a geometrically integral smooth projective curve
of index d over k, which admits a degree d morphism φ : X → P1, and suppose D is
a division algebra of degree d such that Dk(X) is split. Then there is a specialization
Cφ → D.
Remark 4.0.35. It follows from 4.0.31 that such a class [D] must arise as the
obstruction class for the gerbe Picd+g−1X → Pic
d+g−1
X .
Proof of Proposition 4.0.34. Let G → Spec k be a µd-gerbe representing the Brauer
class of D, and write D = End(W ) for a G -twisted sheafW of rank d. Let P → P1
and X → X be the pullbacks of G to P1 and X . Let L be a X -twisted invertible
sheaf, and let V := φ∗L be the pushforward P-twisted sheaf.
Claim. There is an integer n and an isomorphism V (n)
∼
→WP .
Note that V is naturally a φ∗OX -module, giving a map φ∗OX → End(W ). The
claim thus yields a map φ∗OX → End(WP) = DP. Since both sheaves have
trivial inertial action, this is the pullback of a unique map φ∗OX → DP1 , which by
Corollary 3.0.28, comes from a specialization of the Clifford algebra CX/P1 → D.
It remains to prove the claim. For this, note that V is a P-twisted sheaf of
minimal rank (as the index of P is equal to d, which is the rank of V ). In particular,
it follows that V must be stable of some slope µ, since otherwise the Jordan-Ho¨lder
filtration will yield a twisted sheaf of smaller rank. Further, it follows by the same
reasoning that Vk must be equal to its µ-socle, the sum of its µ-stable subsheaves.
Hence, V must be geometricaly polystable, which, implies that W ⊗ k = L (m)d
for some fixed m and an invertible P ⊗ k-twisted sheaf L of degree 0.
On the other hand,WP is also a locally free P-twisted sheaf of rank d, hence also
geometrically polystable. It follows that there is an integer n such that V (n) ⊗ k
and WP ⊗ k are isomorphic over P ⊗ k. The space I := Isom(V (n),WP) is
thus a right Aut(W )-torsor which is open in the (positive-dimensional) affine space
Hom(V (n),W ). If k is infinite, it follows that I has a rational point (as the rational
points are dense in any open subset of an affine space); if k is finite, then I has
a rational point because any torsor under a smooth connected k-group scheme of
finite type is split by Lang’s theorem [Lan56, Theorem 2]. In either case, we see
that V (n) and WP are isomorphic, verifying the claim. 
4.1. Genus 1 curves. For the remainder, we will focus on the case where X is a
curve of genus 1 over k. Let us begin with the following theorem, which illustrated
the connection between our Clifford algebras and the arithmetic of genus 1 curves:
Theorem 4.1.1. Suppose that X/k is a genus 1 curve of index d > 1. Then
1. X admits a degree d finite morphism φ : X → P1.
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2. For such a morphism, the Ulrich locus of PicX lies within the component Pic
d
X .
3. We have an equivalence of stacks PicdX
∼= Pic0X .
4. No specialization of the Clifford algebra is a period-index obstruction algebra
for X (as in Definition 4.0.29).
Proof. For part 1, we note that for such a curve, if we choose a divisor D of degree
d, then by Riemann-Roch, h0(D) = degD ≥ 2, and so we see that we can find a
pencil of effective divisors providing a degree d morphism φ : X → P1.
Part 2 follows from Proposition 4.0.31(1).
For part 3 observe that, since X has a effective divisor of degree d defined
over k, by adding and subtracting that point, we obtain an equivalence of stacks
PicdX
∼= Pic0X .
Finally, part 4 is now a consequence of Remark 4.0.35. 
4.2. Decomposability of the period-index obstruction. We consider now the
concept of decomposability of algebras. We recall that a central simple algebra A
is decomposable if it can be written as A ∼= B ⊗ C for two nontrivial algebras
B,C. Circumstantial evidence would seem to suggest that algebras which have
index “maximally different” from the period should be decomposable. Results of
this type have been obtained by Suresh ([Sur10, Theorem 2.4], see also [BMT11,
Remark 4.5]), over fields such asQp(t). We begin by giving the following weakening
of the standard notion of decomposability:
Definition 4.2.1. We say that a central simple algebra A is weakly decompos-
able if there exist central simple algebras B,C of degree greater than 1, such that
degB, degC divide but are strictly less than degA and A is Brauer equivalent to
B ⊗ C.
Remark 4.2.2. We note that in the case that A is a weakly decomposable algebra
of degree p2, then A is in fact decomposable.
Proposition 4.2.3. Let X/k be a smooth genus 1 curve. Then every class in the
relative Brauer group Br(k(X)/k) can be written as [B⊗D] where indB, indD|perX.
In particular, if indX 6= perX, and A is a division algebra of index d whose class
is in Br(k(X)/k), then A is weakly decomposable.
Proof. If A is a central simple algebra of degree d which is not division then the
result is immediate. Therefore we may assume that A is a central division algebra
of degree d, and let D be any obstruction class for X . By Proposition 4.0.34, A is
a specialization of the Clifford algebra, and hence by Theorem 4.1.1 its class must
lie in Br0(X/k) (see the discussion at the beginning of Section 4), and therefore
A⊗Dop must be a period-index obstruction class. By [O’N02, Proposition 2.3], we
find that indD, indA⊗Dop| perX < d. Setting B to be a division algebra Brauer
equivalent to A⊗Dop, we find A ∼ D⊗B, showing that A is weakly decomposable
as desired. 
Using this, we find that the Clifford algebra is also weakly decomposable in this
situation.
Corollary 4.2.4. Let X/k be a smooth genus 1 curve, and let φ : X → P1 be
a morphism of degree indX. Let C be the specialization of the reduced Clifford
algebra C redφ to the generic point of Pic
indX
X . If perX 6= indX then C is weakly
decomposable.
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Proof. Let L = k(PicindXX ) be the function field of Pic
indX
X , and let η ∈ Pic
indX
X (L)
be the generic point. Regarding C as the specialization of C redφL to η ∈ Pic
indX
X (L) =
PicindXXL (L), it follows from Section 4.0.1 that C ∈ Br(XL/L), and the result now
follows from Proposition 4.2.3. 
Appendix A. Explicit constructions
In this appendix, we relate our Clifford algebra functor (and therefore our con-
structed Clifford algebras) to the more classical constructions in the literature and
their natural generalizations. With this in mind, we present Clifford algebras in
a number of generalizations of previously seen contexts, each time showing how
previous constructions fit within this description. It turns out that all the exist-
ing descriptions of Clifford algebras can be all seen as particular examples of the
Clifford algebra associated to projection of a hypersurfaces in certain weighted pro-
jective spaces. We finish by giving an explicit version of the general existence proof
for such Clifford algebras, giving an explicit presentation for such Clifford algebras.
To set notational conventions, we will assume that all rings and algebras as-
sociative and unital and their homomorphism are unital. For a ring R, we let
R〈x1, . . . , xn〉 denote the free associative algebra over R generated by the xi.
A.1. The Clifford algebra of a homogeneous polynomial. Recall, if f is a
degree d homogeneous polynomial in the variables x1, . . . , xn, following [Rob69], we
define the Clifford algebra of f , denoted C(f) by
C(f) = k〈a1, . . . , an〉/I
where I is the ideal generated by the coefficients of the variables xi in the ex-
pression
(a1x1 + · · ·+ anxn)
d − f(x1, . . . , xn) ∈ k〈a1, . . . , an〉[x1, . . . , xn].
Proposition A.1.1. Suppose f is a degree d homogeneous polynomial in the vari-
ables x1, . . . , xn. Let X be the hypersurface defined by the equation x
d
0−f(x1, . . . , xn),
and let φ : X → Pn−1 be the degree d morphism given by dropping the x0-coordinate.
Then CFφ is represented by the algbra C(f).
Proof. This follows from Theorem A.4.1 
A.2. Weighted Clifford algebras of homogeneous polynomials. This con-
struction is a generalization of the hyperelliptic Clifford algebras introduced by
Haile and Han in [HH07].
For positive integers m, d, let f is a degree md homogeneous polynomial in the
variables x1, . . . , xn. We define the Clifford algebra of f , weighted by m denoted
Cm(f) by
Cm(f) = k〈a1, . . . , an〉/I
where I is the ideal generated by the coefficients of the variables xi in the expression
 ∑
|J|=m
aJx
J


d
− f(x1, . . . , xn) ∈ k〈aJ〉|J|=m[x1, . . . , xn],
where xJ = xj11 · · ·x
jn
n ranges through all monomials of degree m.
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Proposition A.2.1. Suppose f is a degree md homogeneous polynomial in the
variables x1, . . . , xn, and let d be a positive integer. Consider P = Pm,1,...,1, a
weighted projective n space. Let X be the hypersurface defined by the equation
xd0 − f(x1, . . . , xn), and let φ : X → P
n−1 be the degree d morphism given by
dropping the x0-coordinate. Then C (φ) is represented by the algbra Cm(f).
Proof. This follows from Theorem A.4.1 
A.3. Non-diagonal Clifford algebras of homogeneous polynomials. This
version of a Clifford algebra construction is due to Pappacena [Pap00]. Particularly
interesting case are the non-diagonal Clifford algebras of a binary cubic form, stud-
ied by Kuo in [Kuo11], and in somewhat more generality by Chapman and Kuo in
[CK15].
For a positive integer d, suppose that we are given f1, f2, . . . , fd ∈ k[x1, . . . , xn]
where fi is homogeneous of degree i. We define C(f1, . . . , fn) to be the associative
k-algebra given by
C(f1, . . . , fn) = k〈a1, . . . , an〉/I
where I is the ideal generated by the coefficients of the variables xi in the expression
(a1x1 + · · ·+ anxn)
d − (a1x1 + · · ·+ anxn)
d−1f1(x1, . . . , xn)
−(a1x1+· · ·+anxn)
d−2f2(x1, . . . , xn)−· · ·−fd(x1, . . . , xn) ∈ k〈a1, . . . , an〉[x1, . . . , xn].
Proposition A.3.1. Suppose we are given polynomials f1, . . . , fn in the variables
x1, . . . , xn, where fi is homogeneous of degree i. Let X be the hypersurface in P
n
defined by the equation
xd0 = x
d−1
0 f1 + x
d−2
0 f2 + · · ·+ fd,
and let φ : X → Pn−1 be the degree d morphism given by dropping the x0-coordinate.
Then CFφ is represented by the algbra C(f1, . . . , fd). In particular, C(f1, . . . , fd) ∼=
Cφ.
Proof. This follows from Theorem A.4.1 
A.4. Weighted non-diagonal Clifford algebras of homogeneous polynomi-
als. This construction is a common generalization of the previous constructions.
Suppose that we are given fm, f2m, . . . , fdm ∈ k[x1, . . . , xn] where fi is homoge-
neous of degree i. We define C(fm, . . . , fdm) to be the associative k-algebra given
by
C(fm, . . . , fdm) = k〈aJ〉|J|=m/I
where I is the ideal generated by the coefficients of the variables xi in the expression
(1)
 ∑
|J|=m
aJx
J


d
=
m∑
ℓ=1



 ∑
|J|=m
aJx
J


d−ℓ
fℓm(x1, . . . , xn)

 ∈ k〈aJ〉|J|=m[x1, . . . , xn].
Theorem A.4.1. Suppose that we are given fm, f2m, . . . , fdm ∈ k[x1, . . . , xn] where
fi is homogeneous of degree i. Let X be the hypersurface in the weighted projective
space P = Pm,1,...,1 defined by the degree md homogeneous equation
xd0 = x
d−1
0 fm + x
d−2
0 f2m + · · ·+ fdm,
and let φ : X → Pn−1 be the degree d morphism given by dropping the x0-coordinate.
Then CFφ is represented by the algbra C(fm, . . . , fmd).
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Proof. To begin, let us examine the morphism φ in local coordinates. Let Ui ∼=
An−1 be the affine open set of Pn−1 defined by the nonvanishing of the coordinate
xi, so that Ui = Spec(Ri) where Ri = k[x1/xi, . . . , xn/xi] ⊂ k(P
n−1). Similarly,
let Vi ⊂ P be defined by the nonvanishing of the xi coordinate on P. If we write
Vi = Spec(Si) then we have
S0 = k[x
J/x0]|J|=m
where xJ = xj11 · · ·x
jn
n is a monomial of degree |J | = m. For i 6= 0, we have
Si = k[x0/x
m
i , x1/xi, . . . , xn/xi]
which we note is just a polynomial ring in one variable, represented by x0/x
m
i over
the ring Ri. If we let Xi = X ∩ Vi, then we see that (via homogenization) X0 is
cut out by the equation
1 = fm/x0 + f2m/x
2
0 + · · ·+ fdm/x
d
0.
We claim that in fact X0 ⊂ ∪
n
i=1Xi, or in other words, X is contained in the union
of the open sets V1, . . . , Vn. To see this, suppose that p ∈ X0(L) is a point for some
field extension L/F . It follows that for some J with |J | = m, we have xJ/x0(p) 6= 0,
since otherwise we would have fℓm/x
ℓ
0(p) = 0 for each ℓ contradicting the equation
above. Now, we can choose i with ji 6= 0 — i.e., so that xi appears with a nonzero
multiplicity in the monomial xJ . We claim that p ∈ Xi. But this follows by
construction: p does not lie in the zero set of the homogeneous polynomial xi, the
ideal of which on the affine set Vi contains the term x
J/xm0 .
For i 6= 0, in the affine set Vi = Spec(Si) = Spec(k[x0/x
m
i , x1/xi, . . . , xn/xi]),
the closed subscheme Xi is cut out by the equation
(x0/x
m
i )
d = (x0/x
m
i )
d−1fm(x1/xi, . . . , xn/xi) + · · ·+ fdm(x1/xi, . . . , xn/xi).
Let A = k〈a1, . . . , an〉/I, where the ideal I is as described above. We will show
that A represents the functor C (φ). For the first direction, note that we have a
homomorphisms of sheaves of OPn−1-algebras φ∗OX → A ⊗k OPn−1 given on the
open set Ui by the inclusion
Si → A⊗k Ri
defined by sending x0/x
m
i to
∑
|J|=m aJ ⊗ x
J . It follows from multiplying the
defining equation (1) by x−mdi that this defines a homomorphism of Ri-algebras.
Conversely, suppose that B is any k-algebra, and that we have a homomorphism
of sheaves of OPn−1-algebras φ∗OX → B ⊗k OPn−1 . Over the open set Ui write bi
for the image of x0/x
m
i ∈ Si in B⊗kRi, we see that since bix
m
i /x
m
j = bj ∈ B⊗Rj,
it follows that bi, considered as a polynomial in x1/xi, . . . , xn/xi can have degree
no larger than m. In particular, we may write
bix
m
i =
∑
|J|=m
βJ,ix
J
and using the identity bix
m
i = bjx
m
j , it follows that the elements βJ,i = βJ ∈ B do
not in fact depend on i. But now, aJ 7→ βJ defines a homomorphism A→ B such
that Si → B ⊗Ri factors as
Si → A⊗Ri → B ⊗Ri
as desired.

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