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CORRELATIONS OF MULTIPLICATIVE FUNCTIONS IN FUNCTION
FIELDS
OLEKSIY KLURMAN, ALEXANDER P. MANGEREL, AND JONI TERA¨VA¨INEN
Abstract. We develop an approach to study character sums, weighted by a multiplicative
function f : Fq[t]→ S
1, of the form
∑
G∈MN
f(G)χ(G)ξ(G),
where χ is a Dirichlet character and ξ is a short interval character over Fq [t]. We then
deduce versions of the Matoma¨ki–Radziwi l l theorem and Tao’s two-point logarithmic Elliott
conjecture over function fields Fq[t], where q is fixed. The former of these improves on work
of Gorodetsky, and the latter extends the work of Sawin–Shusterman on correlations of the
Mo¨bius function for various values of q.
Compared with the integer setting, we encounter some different phenomena, specifically
a low characteristic issue in the case that q is a power of 2, as well as the need for a wider
class of “pretentious” functions called Hayes characters.
As an application of our results, we give a short proof of the function field version of a
conjecture of Ka´tai on classifying multiplicative functions with small increments, with the
classification obtained and the proof being different from the integer case.
In a companion paper, we will use these results to characterize the limiting behavior
of partial sums of multiplicative functions in function fields and in particular to solve the
“corrected” form of the Erdo˝s discrepancy problem over Fq[t].
1. Introduction and Results
In the integer setting, there has been a lot of progress in understanding short sums∑
x≤n≤x+H
f(n), with 1 ≤ H ≤ x(1)
of multiplicative functions f : N→ C, as well as their correlations
1
x
∑
n≤x
f1(n)f2(n+ h), for h ≥ 1.(2)
See [20], [22, Theorem A.1], [21] for some papers dealing with (1) and [22], [27], [16], [29]
for some papers dealing with the latter problem. These results have also led to a number of
applications, including a solution by Tao [26] to the famous Erdo˝s discrepancy problem.
Let q be a fixed prime power and denote by Fq[t] the ring of polynomials in t over Fq. Our
focus in this paper is on analogues of (1) and (2) over Fq[t]. These results have applications,
in particular to the Erdo˝s discrepancy problem over Fq[t] (which turns out to be, in a sense,
more delicate than its counterpart in the integer setting). In the course of the proofs, we will
need a larger class of characters to formulate our results about (2) than what is needed in the
integer setting. To this end, we develop a substantial amount of pretentious number theory
over Fq[t].
Let M denote the set of monic polynomials in Fq[t]. Also, denote by M≤N and MN the
sets of monic polynomials of degree ≤ N or = N , respectively. Let P be the set of irreducible
monic polynomials in Fq[t]. Again, define P≤N and PN similarly. Finally, let U stand for the
unit disc of the complex plane.
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By a Dirichlet character χ : Fq[t] → C modulo M ∈ M we mean a multiplicative homo-
morhism χ : (Fq[t]/MFq[t])
× → C\{0}, extended to all of Fq[t] by setting χ(G) = 0 whenever
G and M are not coprime.
We first describe our result on short sums of multiplicative functions. This provides an
analogue of the celebrated Matoma¨ki–Radziwi l l theorem [20] in function fields.
Matoma¨ki and Radziwi l l showed that, for any bounded, real-valued multiplicative function
f : N→ [−1, 1], one has
1
X
∫ 2X
X
∣∣∣ 1
H
∑
x<n≤x+H
f(n)− 1
X
∑
X<n≤2X
f(n)
∣∣∣2 dx = o(1),
as soon as H = H(X) → ∞ with X. Thus the short sums of f over [x, x + H] are almost
always asymptotic to the corresponding long sum of f over [X, 2X], whose behavior is well-
understood by Hala´sz’s theorem.
In function fields, the role of a short interval is played by
IH(G0) := {G ∈ M : deg(G−G0) < H}.
We prove a function field version of the aforementioned result for sums over such short
intervals, following a line of approach which differs somewhat from the result over the integers.
We state this as follows.
Theorem 1.1 (Matoma¨ki–Radziwi l l Theorem for Function Fields, Real Case). Let f :M→
[−1, 1] be a multiplicative function on Fq[t]. Let N be large and let H = H(N)→∞ with N .
Then
(i) If q is odd, we have
q−N
∑
G0∈MN
∣∣∣q−H ∑
G∈MN
deg(G−G0)<H
f(G)− q−N
∑
G∈MN
f(G)
∣∣∣2 ≪ logH
H
+N−1/36+o(1).
(ii) If q is even, we have
q−N
∑
G0∈MN
∣∣∣q−H ∑
G∈MN
deg(G−G0)<H
f(G)− q−N
∑
G∈MN
f(G)χ∗1(G)
∣∣∣2 ≪ logH
H
+N−1/36+o(1),
for some real character χ1 (mod t
N−H−1), and with χ∗1 the completely multiplicative function
satisfying χ∗1(t) = 1 and χ
∗
1(G) := χ1(t
deg(G)G(1/t)) for all G coprime to t.
Remarks.
• The long sum∑G∈MN f(G) appearing in Theorem 1.1 is very well-understood, as in
the integer setting. This is thanks to a version of Hala´sz’ theorem over function fields,
established by Granville, Harper and Soundararajan [6].
• Note that, interestingly, a low-characteristic issue emerges in the Matoma¨ki–Radziwi l l
theorem: in F2[t], for instance, a non-principal real Dirichlet character can indeed
have different mean values on short and long intervals. This is the reason why we
have stated the cases of q odd and even separately in Theorem 1.1. Functions of the
form χ∗1, where χ1 is a character modulo a power of t, are examples of short interval
characters; see Definition 1.3 below, as well as Subsections 3.3 and 3.4 for further
details relating to the transformation χ1 7→ χ∗1.
• Theorem 1.1 can be viewed as generalizing and strengthening the work of Gorodet-
sky [5, Theorem 1.3], who proved that for any factorization function1 f and for
1A function f(G) is called a factorization function if it only depends on the values of deg(P ) and vP (G),
where P runs through the irreducible divisors of G, and vP (G) denotes the largest integer k with P
k | G.
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H log logN/ logN →∞, the sum of f over a short interval {G ∈MN : deg(G−G0) <
H} is almost always asymptotic to the corresponding long sum. Neither the class of
factorization functions nor the class of multiplicative functions contains the other, but
they have a substantial intersection; for example, one of the most important functions
in both classes is the Mo¨bius function µ : Fq[t] → {1,+1}. In Theorem 1.1, we do
not have any restriction on the growth of the length H of the interval, which is vital
when we use this result to deduce Theorem 1.5.
We in fact establish a slightly more general version of Theorem 1.1 (namely, Theorem 6.1)
that applies to bounded complex-valued multiplicative functions as well, but omit the more
complicated statement here for the sake of simplicity.
It is also natural to study the variance of multiplicative functions in arithmetic progres-
sions; see [10], [7] for some works on this topic. In the integer setting, an estimate for the
variance of a multiplicative function in arithmetic progressions that is of comparable strength
to the Matoma¨ki–Radziwi l l theorem was established in [18]. Here, we generalize this result to
function fields, obtaining in fact a stronger version that does not involve exceptional moduli.
Theorem 1.2 (Variance of Multiplicative Functions in Arithmetic Progressions). Let 1 ≤
H ≤ N , such that H,N −H →∞ as N →∞. Let f : M→ U be a multiplicative function.
For every Q ∈ MN−H there is a character χ1 modulo Q such that∑∗
A (mod Q)
∣∣∣ ∑
G∈MN
G≡A (mod Q)
f(G)−χ1(A)
φ(Q)
∑
G∈MN
f(G)χ1(G)
∣∣∣2 ≪ ( logH
H
+N−1/18+o(1)
)
q2N−deg(Q).
Precisely, χ1 is any character modulo Q that minimizes the map
χ 7→ min
θ∈[0,1]
∑
P∈P≤N
q−deg(P )
(
1−Re(f(P )χ(P )e−2πiθdeg(P ))
)
.
Next, we turn to our result on two-point correlations of multiplicative functions in function
fields, which is the analogue of Tao’s groundbreaking work in [27]. Tao’s result states that if
f1, f2 : N → U are multiplicative functions such that one of f1 and f2, say f1, satisfies the
non-pretentiousness assumption
inf
|t|≤x
∑
p≤x
1− Re(f1(p)χ(p)pit)
p
→∞ as x→∞
for any fixed Dirichlet character χ, then we have
1
log x
∑
n≤x
f1(n)f2(n+ h)
n
= o(1)
for any fixed h 6= 0. The analogue of the logarithmic weight n 7→ 1/n in function fields is
G 7→ q−deg(G).
Tao’s result implies that if f1 does not pretend to be a twisted Dirichlet character n 7→
χ(n)nit, then the autocorrelations of f1 are small. It turns out that one key difference in the
function field setting compared to the integer setting is that, besides functions pretending
to be Dirichlet characters χ or Archimedean characters G 7→ e2πiθdeg(G) (or their products),
there are other obstructions to f1 : M → U having small autocorrelations. We introduce
these short interval characters below.
Definition 1.3. A multiplicative function ξ :M→ C which is not identically zero is called
a short interval character if there exists ν such that ξ(A) = ξ(B) whenever the ν +1 highest
degree coefficients of A and B agree (that is, A/tdeg(A) − B/tdeg(B) is a rational function of
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degree < −ν). If ν is the smallest positive integer with this property then we refer to ν as
the length of ξ, and write len(ξ) = ν.
Remark 1.4. We discuss the construction of the group of such characters in Section 3. It
follows from this that the characters all take values on the unit circle.
Theorem 1.5 (Two-point logarithmic Elliott conjecture in function fields). Let B ∈ Fq[t]\{0}
be fixed. Let f1, f2 : M → U be multiplicative functions. Assume that f1 satisfies the non-
pretentiousness assumption
min
M∈M≤W
min
ψ (mod M)
min
ξ short
len(ξ)≤N minθ∈[0,1]
∑
P∈P≤N
1− Re(f1(P )ψ(P )ξ(P )e−2πiθdeg(P ))
qdeg(P )
→∞,(3)
as N →∞ for every fixed W ≥ 1. Then
1
N
∑
G∈M≤N
q−deg(G)f1(G)f2(G+B) = o(1).
as N →∞.
Remark 1.6. Observe that if ξ is a short interval character of length ν, m > 2ν and
deg(B) < ν then ξ(G+B) = ξ(G) for any G ∈ Mm. It follows that as N →∞,∣∣∣ 1
N
∑
G∈M≤N
q−deg(G)ξ(G)ξ(G+B)
∣∣∣ ≥ 1− ν/N,
so short interval characters clearly present a class of functions with large two-point cor-
relations. This explains why our non-pretentiousness assumption must rule out significant
correlations of f1 with such characters.
Since the Mo¨bius function µ : Fq[t] → {−1, 0,+1} (defined as µ(G) := (−1)s if G is
squarefree and has s irreducible factors, and µ(G) := 0 otherwise) is non-pretentious in the
sense of (3) (by an application of Lemma 3.1 below), this result has the following corollary
regarding Chowla’s conjecture in function fields.
Corollary 1.7 (Two-point logarithmic Chowla conjecture in function fields). Let B ∈ Fq[t]\{0}
be fixed. Let µ : Fq[t]→ {−1, 0,+1} be the Mo¨bius function. Then
1
N
∑
G∈M≤N
q−deg(G)µ(G)µ(G +B) = o(1).
Remarks.
• Theorem 1.5 indicates that functions f that pretend to be twisted products of Dirich-
let and short interval characters χξeθ(G) (where eθ(P ) := e
2πiθdeg(P )) are obstructions
to the autocorrelations of f being small. This shows a different phenomenon compared
to mean values of multiplicative functions in function fields, wherein the only obstruc-
tions to the mean value being small are functions pretending to be eθ (see for instance
Lemma 3.5 below).
• Theorem 1.5 and Corollary 1.7 compare to previous results as follows. A recent
groundbreaking result of Sawin and Shusterman [25] established the Chowla con-
jecture in function fields in the form
1
qN
∑
G∈M≤N
µ(G+B1) · · ·µ(G+Bk) = o(1).
for any k ≥ 1 and any distinct B1, . . . , Bk ∈ Fq[t] in the large field case q > p2k2e2,
where p = char(Fq). In particular, if q = p
a, then we must have a ≥ 3 for this condition
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to hold. Theorem 1.5 is somewhat orthogonal to this result in the sense that, despite
being limited to two-point correlations, it works for any non-pretentious multiplicative
functions, unlike the theorem in [25] which is specific to the Mo¨bius function, and
Theorem 1.5 works in any finite field Fq, which will be important for us. We also
point out that the 1-point case (f2 ≡ 1) of Theorem 1.5 is (a logarithmic version of)
Hala´sz’s theorem in function fields, proved by Granville, Harper and Soundararajan
in [6].
Lastly, we describe a short application of our results on Elliott’s conjecture to the function
field analogue of a question of Ka´tai. Ka´tai [12] conjectured in 1983 that if f : N → S1 is
completely multiplicative and the consecutive values of f are close to each other in the sense
that ∑
n≤x
|f(n+ 1)− f(n)| = o(x),(4)
then f(n) = nit for some real number t. This was proved in [16]. Later, the result was gener-
alized by Ka´tai and Phong [13] who proved that if f, g : N→ S1 are completely multiplicative
and ∑
n≤x
|g(2n + 1)− zf(n)| = o(x)(5)
for some complex number z, then f(n) = g(n) = nit. Interestingly, in the function field setting
the Archimedean characters eθ are not the only functions satisfying (4): indeed, the short
interval characters satisfy it as well. Our classification of completely multiplicative functions
satisfying (4) (and in fact more generally (5)) in function fields takes the following slightly
different form.
Theorem 1.8 (Ka´tai’s conjecture in function fields). Let f : M→ S1 be completely multi-
plicative, and let Q ∈ M. Let z ∈ S1. Suppose that∑
G∈M≤N
|f(QG+ 1) + zf(G)| = o(qN )(6)
as N →∞. Then there exists θ ∈ [0, 1) and a short interval character ξ : M→ U such that
f(G) = ξ(G)e2πiθdeg(G). Conversely, any function of this form satisfies (6) for some z.
We note that the proof we give for this result is different from the proof in the integer
setting in [16], and thus it would give a new argument in that case as well.
1.1. Proof ideas. The proof of Matoma¨ki and Radziwi l l [20] in the integer setting uses
harmonic analysis methods that do not translate directly to function fields. In particular, the
characters that control the short sum behavior in function fields are not the Archimedean
characters nit as in the integer setting, but rather the short interval characters from Definition
1.3. For our result on the variance in arithmetic progressions, in turn, the set of characters
that controls it are the Dirichlet characters. Thus, in order to deal with both theorems
simultaneously, we study character sums weighted by f of the form∑
G∈MN
f(G)χ(G)ξ(G),(7)
where χ is a Dirichlet character and ξ is a short interval character. Products of Dirichlet
characters and short interval characters are called Hayes characters (the same terminology
is used in [5] and stems from the fact that Hayes introduced these characters in [8]). Roughly
speaking, we are able to follow the proof strategy of [18] with this set of characters rather
than Dirichlet characters alone. In [18], however, our results only applied to characters whose
modulus lies outside a small set of exceptional moduli, because of the fact that GRH is
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not known in number fields. In the function field setting, however, we can make use of a
generalization of Weil’s Riemann hypothesis due to Rhin [24] that shows that the L-functions
corresponding to Hayes characters satisfy GRH.
A further trick that we need to pass between the physical space and Fourier space versions
of the problem is applying an involution (which we learned from the work of Keating and
Rudnick [14], [15]) that relates short interval sums to sums over arithmetic progressions, that
is, ∑
deg(G)=N
deg(G−G0)<H
f(G)↔
∑
deg(G)=N
G≡A(G0) (mod tN−H+1)
f∗(G),
where A(G0) is a residue class modulo t
N−H+1 determined by G0, and f∗ is a kind of dual
to f under the correspondence2, see Subsection 3.3 for further details (as well as [14, Section
5] for a nice exposition of this idea).
For proving our two-point Elliott result, we in fact need a generalized version of our
Matoma¨ki–Radziwi l l theorem in function fields, where we twist the multiplicative function
by an additive character, thus looking at the short exponential sum∑
G∈MN
deg(G−G0)<H
f(G)eF(αG)(8)
for almost all G0. This exponential sum is analyzed by adapting the approach of Matoma¨ki–
Radziwi l l–Tao from [22] to function fields (see Theorem 7.1). In particular, this involves
performing the circle method in function fields, which is somewhat more complicated and
less known than in the integer setting and is perhaps of independent interest.
To complete the proof, we develop a version of Tao’s entropy decrement argument from [27,
Section 3] that allows us to express the two-point correlation as a two-dimensional correlation.
By a bit of Fourier analysis, we can reduce the necessary estimate for this two-variable
correlation sum to the estimate for (8) that we proved.
1.2. Structure of the Paper. The paper is organized as follows. In Section 3, we present
some preliminary lemmas on the pretentious distance, the involution mentioned above, and
Hayes characters. In Section 4 we introduce the remaining relevant preliminaries relating
especially to mean square and pointwise estimates for character sums that will be needed
in the proofs of Theorems 1.2, 6.1 and 1.5. In Section 5, we prove Theorem 1.2 using these
lemmas. The proof of the Matoma¨ki–Radziwi l l theorem (Theorem 1.1) proceeds completely
analogously (thanks to an analogy between Dirichlet and short interval characters supplied
by the involution) and is described in Section 6. In Section 7, we establish cancellation in
exponential sums over short intervals weighted by any non-pretentious multiplicative function.
Finally, in Section 8 we adapt the entropy decrement argument of [27] to the function field
setting and apply the short exponential sum estimate for multiplicative functions from Section
7 to finally establish Theorem 1.5. Section 9 is then devoted to the proof of our application,
Theorem 6, on Ka´tai’s conjecture.
1.3. Acknowledgments. This work began when the authors were in residence for the “Prob-
ability in Number Theory” Workshop at CRM in the spring of 2018, and continued in par-
ticular at the “Sarnak’s Conjecture” workshop at AIM that winter. We would like to thank
both institutions for their hospitality and for excellent working conditions. We would also
like to thank Andrew Granville and Maksym Radziwi l l for their encouragement. The third
author was supported by a Titchmarsh Fellowship.
2Strictly speaking, one needs to restrict to G with G(0) = 1 for this to work.
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2. Notation
Throughout the paper, p is the characteristic of Fq, and q = p
k for some k ≥ 1.
We denote byM the space of monic polynomials in Fq[t] (we do not denote q dependence
in M, since it will always be clear from the context), and P the space of monic irreducible
(prime) polynomials in Fq[t]. For N ∈ N, we write MN , M≤N and M<N to denote, respec-
tively, the set of monic polynomials of degree exactly N , less than or equal N and strictly
less than N . Analogously, we define PN , P≤N and P<N to be the corresponding sets of monic
irreducible polynomials. We denote the degree of M ∈ Fq[t] by deg(M).
Given two polynomials F,G ∈ M, not both zero, we define their greatest common divisor
(F,G) as the unique polynomial D ∈ M such that D | F,D | G and such that for any D′ ∈ M
satisfying D′ | F,D′ | G we have D′ | D. The least common multiple [F,G] of F and G is in
turn defined by [F,G] := FG/(F,G).
Typically, G will be used to denote an element of M, whereas R or P denotes an element
of P and M denotes an element of Fq[t], monic or otherwise.
Given two polynomials G0, G ∈ M and a parameter H ≥ 1, we write
IH(G0) := {G ∈ M : deg(G−G0) < H}
to denote the short interval centred at G0 of size H.
As usual, given t ∈ R we write e(t) := e2πit. Given a parameter θ ∈ [0, 1] and a polynomial
G ∈ Fq[t], we also write eθ(G) := e(θdeg(G)). Finally, given an element α ∈ K∞(t) (see Section
7) with formal Laurent series α =
∑∞
k=N ak(α)t
−k, we define eF(α) := e(trFq/Fpa−1(α)/p),
where trFq/Fp denotes the usual field trace. We also define 〈α〉 := q−N .
Throughout the paper, we write U := {z ∈ C : |z| ≤ 1} and S1 := {z ∈ U : |z| = 1}.
We say that f : M → C is multiplicative if f(G1G2) = f(G1)f(G2) whenever G1, G2 are
coprime. Given multiplicative functions f, g : M → U, we define the pretentious distance
between them by
D(f, g;N) :=
( ∑
P∈P≤N
q−deg(P )(1− Re(f(P )g(P )))
)1/2
,(9)
and define D(f, g;M,N) similarly, but with the summation being over P ∈ P≤N \ P<M . We
also set
Df (N) := min
θ∈[0,1]
D(f, eθ;N)
2.
Given a monic polynomial G ∈ M with G(0) = 1, we put G∗(t) := tdeg(G)G(1/t) (see
Subsection 3.3 for further discussion). For a multiplicative function f : M → U, we define
the associated multiplicative function f∗ : M→ U as f∗(G) := f(G∗), whenever G(0) = 1,
and set f∗(G) = 0 otherwise.
Given a Dirichlet character χ modulo Q (defined above), we define its conductor as
cond(χ) := deg(Q′) if Q′ | Q is such that χ(M) agrees with a primitive Dirichlet charac-
ter χ′ (mod Q′) for all M coprime to Q. In this case, we say that χ′ induces χ. We write XQ
to denote the set of Dirichlet characters modulo Q.
A Hayes character is a character of the form χ˜ = ψQξν , where ψQ is a Dirichlet character
to modulus Q induced by a primitive character to some modulus Q′ and ξν is a length ν short
interval character for some ν ≥ 0 (in Section 3 we first give a different definition and then note
that it is equivalent to this one). We define the conductor of χ˜ by condH(χ˜) := deg(Q
′) + ν.
We say that χ˜ is non-principal if condH(χ˜) > 1. We further say that χ˜
′ induces χ˜ if χ˜′ = χ′ξ′
and χ˜ = χξ, with the Dirichlet character χ′ inducing χ and ξ′ = ξ. We also write XQ,ν to
denote the collection of Hayes characters of the form ψQξν, where ψ has modulus Q and ξ
has length ν. See Subsection 3.4 for further discussion.
We will sometimes write µk to denote the set of kth order roots of unity, where k ∈ N.
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The functions Λ, ω, λ, µ, φ, rad and νP , defined on M, are the analogues of the corre-
sponding arithmetic functions in the number field setting. Thus
• Λ(G) = deg(P ) if G = P k for some k ≥ 1 and P ∈ P and Λ(G) = 0 otherwise.
• ω(G) is the number of distinct irreducible divisors of G.
• λ : M→ {−1,+1} is the completely multiplicative function with λ(P ) = −1 for all
P ∈ P.
• µ : M→ {−1, 0,+1} is given by µ(G) = (−1)ω(G) for G not divisible by P 2 for any
P ∈ P, and µ(G) = 0 otherwise.
• φ(G) is the size of the finite multiplicative group (Fq[t]/GFq[t])×.
• rad(G) = 1 if G = 1 and rad(G) = P1 · · ·Pk if P1, . . . , Pk are the distinct irreducible
factors of G.
• νP (G), for P ∈ P, is the largest integer k such that P k | G.
Throughout this paper, the cardinality q of the underlying finite field Fq is fixed. For the
sake of convenience we have chosen to omit mention of dependencies of implicit constants in
our estimates on q. In particular, the implicit constants in any estimate may depend on q
throughout this paper.
3. Preliminaries I: Multiplicative Functions and Hayes Characters
In this section we establish some auxiliary lemmas, specifically related to multiplicative
functions, that will be necessary in the proofs of Theorems 1.1 and 1.5. Recall the definition
of Hayes characters from Section 2.
3.1. Lemmas on character sums. When working over Fq[t], we have the generalized Rie-
mann hypothesis at our disposal, arising from an application of Weil’s Riemann hypothesis
for curves over finite fields (see [31, p. 134]).3
Lemma 3.1 (Rhin). Let N ≥ 1. Let χ˜ be a non-principal Hayes character. Then
(10)
∑
G∈MN
χ˜(G)Λ(G) ≪ condH(χ˜)qN/2.
Proof. This is [24, Theorem 3]. 
A useful corollary of Theorem 3.1 is the following.
Lemma 3.2 (A pretentious distance bound). Let N ≥ 1, A ≥ 1. Let χ˜ be a non-principal
Hayes character of conductor ≤ NA. Then
max
θ∈[0,1]
∣∣∣ ∑
P∈P≤N
χ˜(P )eθ(P )q
−deg(P )
∣∣∣≪A log logN.
Proof. Fix A ≥ 1. Splitting the sum according to degree, then separating the contribution of
deg(P ) ≤ 10A logN from its complement, we get∑
P∈P≤N
χ˜(P )eθ(P )q
−deg(P )
=
∑
d≤10A logN
e(θd)q−d
∑
P∈Pd
χ˜(P ) +
∑
10A logN<d≤N
e(θd)q−d
∑
P∈Pd
χ˜(P ) =: T1 + T2.
We bound the first sum trivially using the prime polynomial theorem, yielding
T1 ≪
∑
d≤10A logN
q−d|Pd| ≪
∑
d≤10A logN
1
d
= log logN +O(1).
3Even though GRH is useful for us in certain parts of our arguments, we point out that it is not the main
driving force behind the proofs of our results.
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We now consider T2. Inserting a weight of Λ(G)/d in the inner sum over primes in T2 incurs
an error of size O(
∑
d≤N q
−d/2) = O(1) from terms P k with k ≥ 2. This sum can thus be
expressed as
T2 =
∑
10A logN<d≤N
e(θd)
dqd
∑
G∈Md
Λ(G)χ˜(G) +O(1).
By Theorem 3.1, we can bound this as
|T2| ≤
∑
10A logN<d≤N
1
qdd
∣∣∣ ∑
G∈Md
Λ(G)χ˜(G)
∣∣∣+O(1)≪ ∑
10A logN<d≤N
NA
dqd/2
≪ NA · 2−5A logN ≪ N−1.
Combining the contributions from T1 and T2, we obtain the claim. 
We will also need a bound on sums of Hayes characters over M (as opposed to P).
Lemma 3.3 (Pointwise bound for character sums over monics). LetM,N ≥ 1. Let χ˜ be either
a non-principal Dirichlet character or a non-principal short interval character of conductor
M . Then we have ∑
G∈MN
χ˜(G)≪ qN/2
(
condH(χ˜)− 1
N
)
.(11)
Remark 3.4. In the case of Dirichlet characters, the Po´lya–Vinogradov inequality in Fq[t]
(see [11, Proposition 2.1]), would readily produce a sharper bound. However, we will only be
concerned with the case condH(χ˜) ≤ (1+ o(1))N in the proof of Theorem 6.1, and hence the
binomial factor will be essentially harmless.
Proof. Let q := condH(χ˜). By the GRH for L-functions corresponding to Hayes characters
([24]), we can write the L-function
L(z, χ˜) =
∑
G∈M
χ˜(G)zdeg(G)
as
L(z, χ˜) =
q−1∏
j=1
(1− αiz)(12)
for some αi = αi(χ˜) that all have modulus either 1 or q
1/2. Now, the sum in question is the
coefficient of zN on the right of (12), and by Vieta’s formulas this is∑
S⊂[1,q−1]∩N
|S|=N
∏
j∈S
(−αj),
and this is trivially bounded in absolute value by qN/2
(
q−1
N
)
. 
3.2. Multiplicative Functions in Function Fields. Let f : M → U be a 1-bounded
multiplicative function. Define the Dirichlet series corresponding to f by
L(s, f) :=
∑
N≥0
∑
G∈MN
f(G)q−deg(G)s =
∏
P∈P
∑
k≥0
f(P k)q−kdeg(P )s,(13)
for Re(s) > 1; in this region both expressions converge absolutely.
Recall the pretentious distance
D(f, g;N) :=
( ∑
P∈P≤N
q−deg(P )
(
1− Re(f(P )g(P ))
)) 1
2
.
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One can show [17] that D satisfies a triangle inequality of the shape
D(f, h;N) ≤ D(f, g;N) + D(g, h;N),
for any f, g, h :M→ U multiplicative. Define also
Df (N) := min
θ∈[0,1]
D(f, eθ;N)
2.
The following variant of Hala´sz’s theorem then holds:
Theorem 3.5 (Hala´sz’s Theorem in Function Fields). Let N ≥ 1. Let f : M → U be
multiplicative. Then
1
qN
∑
G∈MN
f(G)≪ (1 +Df (N))e−Df (N).
Proof. We will reduce this to the Granville–Harper–Soundararajan formulation of Hala´sz’s
inequality in [6]. Define the multiplicative function f˜N on prime powers by
4
f˜N (p
k) :=
{
f(pk) if kdeg(P ) ≤ N
0 otherwise.
Then, [6, Corollary 1.2] (in the case κ = 1) shows that
1
qN
∑
G∈MN
f(G)≪ (1 +M)e−M ,
where M := minRe(s)=1 log
(
2N/|L(s, f˜N )|
)
. Now, the prime polynomial theorem gives
∑
P∈P≤N
q−deg(P ) =
∑
d≤N
q−d|Pd| =
∑
d≤N
q−d
(qd
d
+O(qd/2)
)
=
∑
d≤N
1
d
+O
(∑
d≤N
q−d/2
)
= logN +O(1).
Moreover, if s0 maximizes |L(s, f˜N )| on Re(s) = 1 and q−s0 = e(θ)/q, then
log |L(s0, f˜N )| = log
∣∣∣ ∏
P∈P≤N
(
1 + f(P )e(θdeg(P ))q−deg(P ) +O
(∑
k≥2
q−kdeg(P )
))∣∣∣
=
∑
P∈P≤N
Re(f(P )eθ(P ))q
−deg(P ) +O(1).
It follows that
M = min
Re(s)=1
log(2N/|L(s, f˜N )|) = min
θ∈[0,1]
∑
P∈P≤N
q−deg(P )
(
1− Re(f(P )eθ(P ))
)
+O(1)
= Df (N) +O(1).
The claim follows immediately. 
Using Theorem 3.1, we can also show that for any Q ∈ M, there is at most one Hayes
character χ˜ for which Dfχ(N) can be “small” in some sense. In what follows, we denote
χ˜1 ∼ χ˜2 if χ˜1 and χ˜2 are induced by the same Hayes character, and otherwise write χ˜1 ≁ χ˜2.
4This is technically different from the definition of f⊥ used in [6]. However, it is always true that, in the
notation there, Λf˜N (P ) = Λf⊥(P ), and the difference lies only in values at powers P
k with k ≥ 2. It is easy
to check, then, that |L(s, f⊥)| and |L(s, f˜N )| differ in at most an absolute constant whenever f is 1-bounded
and Re(s) = 1.
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Lemma 3.6 (Repulsion of pretentious distance). Let N ≥ 1. Let f : M→ U be multiplica-
tive. Let χ˜1 6= χ˜2 be two Hayes characters of conductors ≤ 2N . Then
max{Dfχ˜1(N),Dfχ˜2(N)} ≥
(1
4
− o(1)
)
logN.
Proof. For each j = 1, 2, let θj be the angle for which Dfχ˜j(N) = D(f, χ˜jeθj ;N)2. Suppose
first that f is unimodular. Then, by the triangle inequality, we have
(14)
2max{Dfχ˜1(N)
1/2,Dfχ˜2(N)
1/2} ≥ D(fχ˜1, eθ1 ;N) + D(fχ˜2, eθ2 ;N) ≥ D(χ˜1, χ˜2eθ2−θ1 ;N).
Now, by definition we have
D(χ˜1, χ˜2eθ2−θ1 ;N)
2 = logN −Re
( ∑
P∈P≤N
χ˜1χ˜2(P )e((θ2 − θ1)deg(P ))q−deg(P )
)
+O(1).
Since χ˜1χ˜2 has conductor ≤ 4N2 and it is non-principal, Lemma 3.2 (with θ := θ2 − θ1
and χ˜ := χ˜1χ˜2) yields
Re
( ∑
P∈P≤N
χ˜1χ˜2(P )e((θ2 − θ1)deg(P ))q−deg(P )
)
≪ log logN,
and so it follows that
D(χ˜1, χ˜2eθ2−θ1 ;N)
2 ≥ logN −O(log logN).(15)
Squaring both sides of (14), then inserting this last estimate into the result yields
max{Dfχ˜1(N),Dfχ˜2(N)} ≥
(1
4
− o(1)
)
logN.
Suppose then that f is not unimodular. Define a stochastic completely multiplicative function
f : M → S1 (on some associated probability space) at irreducibles P in such a way that
f(P ) = Ef(P ) for every irreducible P . By linearity of expectation it follows that for any
multiplicative function g, we have
(16) D(f, g;N)2 = ED(f , g;N)2.
It follows from this and (15) that for any θ ∈ [0, 1], we have
2max{Dfχ˜1(N),Dfχ˜2(N)} ≥ D(fχ˜1, eθ1 ;N)
2 + D(fχ˜2, eθ2 ;N)
2
≥ 1
2
(D(fχ˜1, eθ1 ;N) + D(fχ˜2, eθ2 ;N))
2
=
1
2
(E(D(f χ˜1, eθ1 ;N) + D(f χ˜2, eθ2 ;N)))
2
≥
(1
2
− o(1)
)
logN,
which was the claim. 
Combining Theorem 3.5 with Lemma 3.6 immediately produces the following.
Corollary 3.7 (Sup norm estimate for weighted character sums). Let N ≥ 1. Let f :M→ U
be multiplicative. Let χ˜1 be the Hayes character of conductor ≤ 2N that minimizes5 the map
χ˜ 7→ Dfχ˜(N). Then
(17) max
condH(χ˜)≤N
χ˜≁χ˜1
∣∣∣ 1
qN
∑
G∈MN
f(G)χ˜(G)
∣∣∣≪ N−1/4+o(1).
5If there are several minimizers, we choose one of them arbitrarily.
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Lastly, we will need the following simple upper bound estimate for non-negative multi-
plicative functions later in this paper.
Lemma 3.8 (Shiu’s bound in function fields). Let g : M → [0,∞) be multiplicative, and
let N ≥ 1. Let κ > 0, and assume that for all P ∈ P and k ≥ 1 we have g(P ) ≤ κ and
g(P k)≪ε qkεdeg(P ) for any ε > 0. Then
1
|MN |
∑
G∈MN
g(G)≪ (κ+ 1)
N
exp
( ∑
P∈P≤N
g(P )q−deg(P )
)
.
Proof. Observe that for any G ∈ MN we have N =
∑
P k||G
P∈P
kdeg(P ) (where P k||B means
P k | B and P k+1 ∤ B), and thus∑
G∈MN
g(G) =
1
N
∑
P kB∈MN
(P,B)=1
P∈P
g(P k)g(B)kdeg(P )
≤ 1
N
∑
B∈M≤N
g(B)
∑
P∈PN−deg(B)
g(P )deg(P ) +
1
N
∑
P kB∈MN
k≥2
g(P k)g(B)kdeg(P )
=: S1 +S2.
Consider S1 first. Bounding g(P ) ≤ κ for each P ∈ PN−deg(B) and then using the prime
polynomial theorem, we have∑
P∈PN−deg(B)
g(P )deg(P ) ≤ κ
∑
P∈MN−deg(B)
Λ(P )≪ κqN−deg(B),
for every B ∈ M≤N . Summing over such B now gives
S1 ≪ κq
N
N
∑
B∈M≤N
g(B)q−deg(B) ≤ κq
N
N
∏
P∈P≤N
(∑
k≥0
g(P k)q−kdeg(P )
)
.
Using the condition g(P k)≪ q 14kdeg(P ) for k ≥ 2, we get∑
P∈P≤N
∑
k≥2
g(P k)q−kdeg(P ) ≪
∑
P∈P≤N
q−
3
2
deg(P ) ≤
∑
d≤N
q−d/2 ≪ 1.
Thus, rewriting the product over P ∈ P≤N as an exponential, we get∏
P∈P≤N
(
1 + g(P )q−deg(P ) +
∑
k≥2
g(P k)q−kdeg(P )
)
≤
∏
P∈P≤N
(
1 + g(P )q−deg(P )
)(
1 +
∑
k≥2
g(P k)q−kdeg(P )
)
≪ exp
( ∑
P∈P≤N
g(P )q−deg(P )
)
(18)
Inserting this into our bound for S1 yields
S1 ≪ κq
N
N
exp
( ∑
P∈P≤N
g(P )q−deg(P )
)
.
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To boundS2, we use the identity 1 = q
N/qdeg(B)+kdeg(P ) and the upper bound kdeg(P )g(P k)≪
qkdeg(P )/3 to get
S2 =
qN
N
∑
B∈M≤N
g(B)q−deg(B)
∑
P k∈MN−deg(B)
k≥2
kdeg(P )g(P k)q−kdeg(P )
≪ q
N
N
( ∏
P1∈P≤N
∑
ℓ≥0
g(P ℓ1 )q
−ℓdeg(P1)
)∑
k≥2
∑
P2∈P
q−2kdeg(P2)/3.
The sum over P2 can be bounded by∑
d≥1
|Pd|
∑
k≥2
q−2kd/3 ≪
∑
d≥1
q−d/3 ≪ 1.
Bounding the product in P1 as in (18), we obtain
S2 ≪ q
N
N
exp
( ∑
P∈P≤N
g(P )q−deg(P )
)
.
Combining this with the bound for S1 proves the claim. 
3.3. An Involution for Monic Polynomials. Let G ∈ M, and assume that (G, t) = 1.
Following Keating and Rudnick (see [14, Section 5]), we define6
G∗(t) := tdeg(G)G(1/t).
The coefficients of G∗ are the same as those of G, but in reverse order. One can easily check
that when (G, t) = 1 and G(0) = 1, G∗ is monic and (G∗)∗ = G. Since deg(G∗) = deg(G),
the ∗-map is an involution on the set of monic degree N polynomials with G(0) = 1, for each
N ≥ 1.
We observe, furthermore, that this involution is a multiplicative homomorphism on M.
Indeed, if (FG, t) = 1 then
(FG)∗(t) = tdeg(FG)FG(1/t) = tdeg(F )F (1/t) · tdeg(G)G(1/t) = F ∗(t)G∗(t).
In light of this, we can define a corresponding involution on the space of multiplicative
functions. That is, suppose that f : M→ U is multiplicative. We define a map f 7→ f∗ via
f∗(G) := f(G∗) for all (G, t) = 1, and f∗(t) = 0. Then f∗ acts as a multiplicative function
on M, and if g :M→ U is a second such multiplicative function then (fg)∗ = f∗g∗.
The next result, which is essentially contained in [14], shows essentially that the ∗-
operation maps short intervals to arithmetic progressions modulo a power of t.
Lemma 3.9. Let 1 ≤ H ≤ N and G0 ∈ MN . There is a reduced residue class A modulo
tN−H+1 for which we have a bijection
{G ∈ MN : G ∈ IH(G0), (G, t) = 1} ↔ {deg(F ) = N : F ≡ A (mod tN+1−H), F (0) = 1};
the bijection is furnished by the map G 7→ G∗. Moreover, the class A = A(G0) depends at
most on the first N −H coefficients of G0 after the leading coefficient.
Proof. This is implied by [14, Lemma 5.1], using the fact that IH(G0) = IH(t
HG′0) whenever
deg(G0 − tHG′0) < H. 
6We could extend this definition to other polynomials by writing G∗ = tν(G)(G/tν(G))∗, where ν(G) denotes
the order of vanishing of G at t = 0. We could also modify the definition here when G(0) 6= 0 to give
G∗ = G(0)−1tdeg(G)G(1/t), thus ensuring that G∗ is monic whenever G is; however, we will not need this
variant of the involution here.
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The following lemma shows how the pretentious distance is affected by replacing a mul-
tiplicative function f (whose behavior on F×q is fixed) by its involution f∗. In the following,
we fix a generator ρ for F×q and write νc to be the minimal non-negative integer such that
ρνc = c.
Lemma 3.10. Let f :M→ U be a multiplicative function, and let χ be a Dirichlet character
modulo tm, for m ≥ 1. Extend f to Fq[t] by setting f(cF ) = χ(c)f(F ) for all c ∈ F×q . Then
for θ ∈ [0, 1] we have D(f∗, χeθ;N) = D(f, χ∗eθ;N) +O(1).
Remark 3.11. Note that even though we are only concerned with the values of f on M, in
order to define f∗ we need to choose an extension of f to F×q .
Proof. First, note that if R ∈ P, R 6= t, then R∗/R(0) ∈ P. For if R∗ = AB with
deg(A)deg(B) > 0 then as (R∗, t) = 1 we have R = A∗B∗, with deg(A∗) = deg(A) and
deg(B∗) = deg(B), a contradiction to the irreducibility of R. In particular, for each c ∈ F×q
and d ≥ 2 we have a bijection
{R ∈ Pd : R(0) = c} ↔ {R′ ∈ Pd : R′(0) = c−1},
implied by the map R 7→ R′ := R∗/R(0). Thus, we have
D(f∗, χeθ;N)2 = logN − Re
( ∑
2≤d≤N
q−de(−θd)
∑
c∈F×q
∑
R∈Pd
R(0)=c
f∗(R)χ(R)
)
+O(1)
= logN − Re
( ∑
2≤d≤N
q−de(−θd)
∑
c∈F×q
∑
R′∈Pd
R′(0)=c−1
f(cR′)χ∗(cR′)
)
+O(1).
Since R′(0) = c−1 iff R′ ≡ c−1 (mod t), we get
1R′(0)=c−1 =
1
φ(t)
∑
ψ1 (mod t)
ψ1(c)ψ1(R
′),
and thus for each 2 ≤ d ≤ N we obtain∑
c∈F×q
∑
R′∈Pd
R′(0)=c−1
f(cR′)χ∗(cR′) =
1
φ(t)
∑
ψ1 (mod t)
( ∑
c∈F×q
ψ1(c)
) ∑
R′∈Pd
f(R′)ψ1(R′)χ∗(R′)
=
∑
R′∈Pd
f(R′)ψ0(R′)χ∗(R′),
where ψ0 is the principal character modulo t, and we used the assumption that f(c) = χ(c) =
χ∗(c). It follows then that
D(f∗, χeθ;N)2 = logN − Re
( ∑
2≤d≤N
q−de(−θd)
∑
R′∈Pd
f(R′)ψ0(R′)χ∗(R′)
)
+O(1)
= D(fψ0, χ
∗eθ;N)2 +O(1),
which gives the claim. 
3.4. Hayes Characters. We introduce here the following notation. Let F,G ∈ Fq[t], with
G 6= 0, and consider F/G ∈ Fq(t). Any rational function admits a finite Laurent polynomial
representation (in 1/t)
(F/G)(t) =
m2∑
j=m1
ajt
−j,
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where m1 ≤ m2 are integers and aj ∈ Fq for all j with am1 6= 0. We set 〈F/G〉 := q−m1 . We
note that this satisfies the ultrametric inequality 〈f1 − f2〉 ≤ max{〈f1〉 , 〈f2〉}, with equality
if 〈f1〉 6= 〈f2〉.
Let ν ≥ 1 and M ∈ M. We define a relation RM,ν on M as follows: if A,B ∈ M then we
say that
A ≡ B (mod RM,ν) if, and only if, A ≡ B (mod M) and
〈
At−deg(A) −Bt−deg(B)
〉
< q−ν ;
This latter condition says that the leading ν + 1 coefficients of A and B are the same; in the
particular case where A,B ∈ MN for some N , it is equivalent to deg(A−B) < N − ν.
It turns out that this defines an equivalence relation, and quotienting M by this relation
yields a monoid whose multiplicative group of invertible elements is abelian. It thus admits
a set of characters, which we call Hayes characters. We will denote by XM,ν the collection of
all Hayes characters associated with the pair (M,ν). A Hayes character χ˜ is characterized by
the property that it is constant on sets of the form
{G ∈ M : G ≡ C (mod M)} ∩ {G ∈ M :
〈
Gt−deg(G) −Dt−deg(D)
〉
< q−ν},
where C is a reduced residue class modulo M , and D ∈ M≤ν . Any Hayes character in
XM,ν can be uniquely decomposed as a product ψMξν , where ψM is a Dirichlet character
modulo M , and ξν is a short interval character of length len(ξν) := ν, i.e., for ℓ = ν the
multiplicative function ξν fixes the interval {G ∈ MN :
〈
Gt−deg(M) −Dt−deg(D)〉 < q−ℓ} for
all D, and the same does not hold for any ℓ < ν (see, e.g., [8, Theorem 8.6]). Thus this
definition agrees with the one given in Section 2. We say that χ˜ ∈ XM,ν is primitive if both
ψM and ξν are primitive
7, and imprimitive otherwise. Likewise, a Hayes character is non-
principal if it is either non-principal in the Dirichlet character aspect or if the length of its
short interval character is non-zero. We define the Hayes conductor of χ = ψξ ∈ XM,ν by
condH(χ) := cond(ψ) + len(ξ) := deg(M) + ν.
The group XM,ν has size φ(M)qν , and the orthogonality relations are given by
1
φ(Q)qν
∑
A (mod RQ,ν)
χ˜1(A)χ˜2(A) = 1χ˜1=χ˜2(19)
and
1
φ(Q)qν
∑
χ˜∈XQ,ν
χ˜(A)χ˜(B) = 1A≡B (mod RQ,ν);(20)
these are proved in [8].
An important fact about the relationship between Hayes characters and the ∗-involution
from the previous subsection is the following.
Lemma 3.12. Let n ≥ 2 and k ≥ 2. Let χ be a Dirichlet character modulo tk. Then there is
a short interval character ψ of length k − 1 such that χ∗(G) = ψ(G) for all G coprime to t.
Moreover, if χ is non-principal then ψ is also non-principal.
Proof. It is enough to show that if G1, G2 ∈ Fq[t] satisfy (G1G2, t) = 1 and are close to each
other in the sense that
〈
G1t
−deg(G1) −G2t−deg(G2)
〉 ≤ q−k, then χ∗(G1) = χ∗(G2).
Without loss of generality suppose that m1 := deg(G1) ≥ deg(G2) =: m2. Then we can
write G1 = t
m1−m2G2 +M , where r := deg(M) ≤ m1 − k. Writing G2(t) =
∑
0≤j≤m2 bjt
j
7We say that the short interval character ξν is primitive if it is not equal to a short interval character of
length strictly larger than ν.
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and M(t) =
∑
0≤j≤r ajt
j (with a0bm2 6= 0 by assumption) we find
G∗1 =
( ∑
m1−m2≤j≤m1
bm2−(m1−j)t
j +
∑
0≤j≤r
ajt
j
)∗
= tm1
( ∑
m1−m2≤j≤m1
bm2−(m1−j)t
−j +
∑
0≤j≤r
ajt
−j
)
= tm1−r
∑
0≤j≤r
ar−jtj +
∑
0≤l≤m2
bm2−lt
l ≡
∑
0≤l≤m2
bm2−lt
l (mod tm1−r)
≡ G∗2 (mod tm1−r) ≡ G∗2 (mod tk),
since k ≤ m1 − r. Thus, χ∗(G1)− χ∗(G2) = χ(G∗1)− χ(G∗2) = 0, as claimed.
For the second claim, if ψ were principal then χ(G∗) = 1 for all (G∗, t) = 1. The set
{G ∈ Fq[t] : G(0) 6= 0} is invariant under the involution, so this would imply that χ(G) = 1
whenever G(0) 6= 0; but since χ(G) = 0 whenever G(0) = 0, this implies that χ(G) =
1(G,tk)=1, which implies that χ is principal, and the claim follows. 
Remark 3.13. Note that if χ is a character modulo tk then the previous lemma does not
prescribe a value for χ∗(t). However, since χ∗ is equal to a short interval character ψ for
(G, t) = 1, we genuinely have χ∗ = ψ if, and only if, χ∗(t) = ψ(t) = ψ(1) = 1 (if ψ is principal
this is simply because ψ is equal to 1 everywhere, and if ψ is non-principal then its length is
> 0, and t and 1 have the same string of coefficients). Our convention throughout the paper
is thus that χ∗(t) = 1 for any character χ modulo a power of t.
We shall distinguish between the following notions of non-pretentiousness.
Definition 3.14. Let N ≥ 1. Let f : M → U be multiplicative. We say that f is Hayes
non-pretentious to level W =W (N) if
min
w≤W
min
ψ (mod M)
M∈Mw
min
ξ short
len(ξ)≤N
Dfχξ(N)→∞.
We say that f is Dirichlet non-pretentious to level W =W (N) if
min
w≤W
min
ψ (mod M)
M∈Mw
Dfχ(N)→∞.
An immediate corollary of Lemma 3.12 relating to Hayes non-pretentiousness (and utilized
in Section 7) is the following.
Corollary 3.15 (Hayes non-pretentiousness implies Dirichlet non-pretentiousness of dual).
Let N ≥ 1, and let W = W (N) ≤ N . Let f : Fq[t] → U be multiplicative and even, i.e.,
f(cG) = f(G) for all c ∈ F×q . Then
min
ψ (mod M)
M∈M≤W (N)+1
min
ξ short
len(ξ)≤N
Dfψξ(N) ≤ minM∈M≤W (N) minψ (mod M) minχ (mod tν)
1≤ν≤N
D(fψ)∗χ(N) +O(1).
In particular, if f is Hayes non-pretentious to level W then
lim
N→∞
min
ψ (mod M)
M∈M≤W (N)
min
χ (mod tν)
1≤ν≤N
D(fψ)∗χ(N) =∞.
Proof. Let N be large and let ψ (mod M) with deg(M) ≤ W (N) and χ (mod tν) with
1 ≤ ν ≤ N be chosen such that
D(fψ)∗χ(N) = min
M ′∈M≤W (N)
min
ψ′ (mod M ′)
min
χ′ (mod tν
′
)
1≤ν′≤N
D(fψ′)∗χ′(N).
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Since f is even and ψ(c) ∈ µq−1 for all c ∈ µq−1 we may apply Lemma 3.10 to conclude that
there is a character ξ (mod t) such that
Dfψξχ∗(N) ≤ D(fψ)∗χ(N) +O(1).
By Lemma 3.12, χ∗ coincides with a short interval character of length ν − 1, so that ψξχ∗
coincides at all P ∈ P\{t} with a Hayes character whose Dirichlet part has conductor ≤
deg(Mt) ≤ W (N) + 1 and whose short character part has conductor at most N . It follows
then that
min
M∈M≤W (N)+1
min
ψ (mod M)
min
ξ short
len(ξ)≤N
Dfχξ(N) ≤ Dfψξχ∗(N) +O(1) ≤ D(fψ)∗χ(N) +O(1).
This implies the first claim. The second claim follows upon taking N → ∞ and using the
definition of Hayes non-pretentiousness. 
4. Preliminaries II: Character sums and Sieve Estimates
Beginning in this section we set out to prove (a generalization of) Theorem 1.1, as well
as Theorem 1.5. We collect together the main general results we shall use for this purpose.
Most of these are simple translations of the corresponding result in the number field setting,
but we have not managed to locate such translations in the literature.
Remark 4.1. For brevity and to simplify notation, all of the lemmas below are stated for
sums of Dirichlet characters, but as we will note in Section 6, all of them work equally well if
χ (mod Q) is replaced with χ ∈ X1,ν (that is, we are summing over short interval characters
of length ν), and deg(Q) is replaced with ν and φ(Q) is replaced with qν .
4.1. Large Sieve Estimates in Function Fields.
Lemma 4.2 (L2 Mean Value Theorem). Let N ≥ 1. Let {aG}G∈MN ⊂ C, and let Q ∈ M.
Then ∑
χ (mod Q)
∣∣∣ ∑
G∈MN
aGχ(G)
∣∣∣2 ≤ (2φ(Q)qN−deg(Q) + φ(Q)) ∑
G∈MN
(G,Q)=1
|aG|2.
Remark 4.3. The short interval analogue of this lemma reads as∑
ξ∈X1,ν
∣∣∣ ∑
G∈MN
aGξ(G)
∣∣∣2 ≤ (2qνqN−ν + qν) ∑
G∈MN
|aG|2.
All the lemmas that follow in this section have short interval formulations in a completely
analogous fashion.
Proof. Denote the left-hand side by Σ. Expanding the square and swapping orders of sum-
mation yields
Σ =
∑
G,G′∈MN
aGaG′
∑
χ (mod Q)
χ(G)χ(G′) = φ(Q)
( ∑
G∈MN
(G,Q)=1
|aG|2 +
∑
G,G′∈MN
G≡G′ (mod Q)
G 6=G′,(GG′,Q)=1
aGaG′
)
.
Bounding the second sum trivially, using the AM-GM inequality in the form |aGaG′ | ≤
1
2
(
|aG|2 + |aG′ |2
)
and invoking symmetry in G and G′, we get
Σ ≤ φ(Q)
∑
G∈MN
(G,Q)=1
|aG|2
(
1 +
∑
G′∈MN
Q|(G′−G)
1
)
.
18 OLEKSIY KLURMAN, ALEXANDER P. MANGEREL, AND JONI TERA¨VA¨INEN
Since deg(G′ − G) ≤ N , and the set of polynomials in M≤N divisible by Q is precisely
M≤N−deg(Q) for each G ∈ MN , it follows that
Σ ≤
(
φ(Q) + φ(Q)|M≤N−deg(Q)|
) ∑
G∈MN
(G,Q)=1
|aG|2 ≤
(
φ(Q) + 2φ(Q)qN−deg(Q)
) ∑
G∈MN
(G,Q)=1
|aG|2,
as claimed. 
Lemma 4.4 (Hala´sz–Montgomery Lemma). Let N ≥ 1. Let {aG}G∈MN ⊂ C, and let Q ∈M,
deg(Q) ≤ (1 + o(1))N . Let Ξ ⊆ XQ. Then∑
χ∈Ξ
∣∣∣ ∑
G∈MN
aGχ(G)
∣∣∣2 ≪ (φ(Q)qN−deg(Q) + |Ξ|q(1/2+o(1))N) ∑
G∈MN
(G,Q)=1
|aG|2.
Proof. We may obviously assume that Ξ 6= ∅, since otherwise the claim is trivial. Moreover,
by duality (see e.g., [20, Lemma 10]), it suffices to show that for any set of coefficients
{cχ}χ∈Ξ ⊂ C we have∑
G∈MN
∣∣∣∑
χ∈Ξ
cχχ(G)
∣∣∣2 ≪ (φ(Q)qN−deg(Q) + |Ξ|qdeg(Q)/2)∑
χ∈Ξ
|cχ|2.
Expanding the square in the left-hand side and swapping the order of summations, we get∑
χ1,χ2∈Ξ
cχ1cχ2
∑
G∈MN
χ1χ2(G).
The diagonal contribution with χ1 = χ2 yields
|{G ∈ MN : (G,Q) = 1}|
∑
χ∈Ξ
|cχ|2 ≪ φ(Q)qN−deg(Q)
∑
χ∈Ξ
|cχ|2.
When χ1 6= χ2, χ1χ2 is non-principal, so by Lemma 3.3 we have8∑
χ1,χ2∈Ξ
χ1 6=χ2
|cχ1cχ2 |
∣∣∣ ∑
G∈MN
χ1χ2(G)
∣∣∣≪ q(1/2+o(1))N ∑
χ1,χ2∈Ξ
χ1 6=χ2
|cχ1 ||cχ2 |.
Applying AM-GM as in the proof of the previous lemma, the sum above is bounded by
|Ξ|∑χ∈Ξ |cχ|2. Putting everything together, this proves the claim. 
Lemma 4.5 (Hala´sz–Montgomery Lemma for Primes). Let N ≥ 1. Let {aP }P∈PN ⊂ C, and
let Q ∈ M. For any Ξ ⊆ XQ we have∑
χ∈Ξ
∣∣∣ ∑
P∈PN
aPχ(P )
∣∣∣2 ≪ (qN
N
+ deg(Q)
qN/2
N
|Ξ|
) ∑
P∈PN
|aP |2.
Proof. We recall that the von Mangoldt function is defined on M via
Λ(G) :=
{
deg(P ) if G = P k, k ≥ 1
0 otherwise.
We apply duality, as in the proof of Lemma 4.5. Given a sequence {cχ}χ∈Ξ ⊂ C, we bound
1P∈PN ≤ N−1Λ(G) to obtain∑
P∈PN
∣∣∣∑
χ∈Ξ
cχχ(P )
∣∣∣2 ≤ ∑
G∈MN
Λ(G)
N
∣∣∣∑
χ∈Ξ
cχχ(G)
∣∣∣2 = 1
N
∑
χ1,χ2∈Ξ
cχ1cχ2
∑
G∈MN
Λ(G)χ1χ2(G).
8Here we could alternatively use the Po´lya–Vinogradov inequality Fq[t]. However, it seems that the analogue
of that has not been proved in the literature for general Hayes characters.
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When χ1 = χ2, the prime polynomial theorem gives
∑
G∈MN Λ(G) ≪ qN , whence the diag-
onal contribution to the sum becomes (qN/N)
∑
χ∈Ξ |cχ|2.
When χ1 6= χ2, we may apply Theorem 3.1 to give∑
G∈MN
Λ(G)χ1χ2(G)≪ deg(Q)qN/2.
It follows that ∑
χ1,χ2∈Ξ
χ1 6=χ2
|cχ1 ||cχ2 |
∣∣∣ ∑
G∈MN
Λ(G)χ1χ2(G)
∣∣∣≪ deg(Q)qN/2|Ξ|∑
χ∈Ξ
|cχ|2,
upon applying AM-GM and using symmetry, as before.
Combined with the diagonal contribution, we get
∑
P∈PN
∣∣∣∑
χ∈Ξ
cχχ(P )
∣∣∣2 ≪ (qN
N
+ deg(Q)
qN/2
N
|Ξ|
)∑
χ∈Ξ
|cχ|2.
Invoking duality as discussed above, the claim follows. 
Lemma 4.6 (A large values estimate). Let N,Z ≥ 1. Let {aP }P∈PN ⊂ U, and let Q ∈ M,
with φ(Q) ≥ qN . Then∣∣∣{{χ (mod Q) : 1
qN
∣∣∣ ∑
P∈PN
apχ(P )
∣∣∣ ≥ 1
Z
}∣∣∣ ≤ exp (2log φ(Q)
N log q
(
log
( log φ(Q)
N log q
)
+log
(Z2
N
)))
.
Proof. The proof is essentially the same as in the number fields case [20, Lemma 8]. Let
k :=
⌊
log φ(Q)
N log q
⌋
+ 1. Let N denote the cardinality of the set of characters on the left-hand
side. By Chebyshev’s inequality, we have
N ≤
( Z
qN
)2k ∑
χ (mod Q)
∣∣∣ ∑
P∈PN
aPχ(P )
∣∣∣2k = ( Z
qN
)2k ∑
χ (mod Q)
∣∣∣( ∑
P∈PN
aPχ(P )
)k∣∣∣2
=
( Z
qN
)2k ∑
χ (mod Q)
∣∣∣ ∑
G∈MkN
bGχ(G)
∣∣∣2,(21)
where we have defined
bG :=
∑
P1···Pk=G
Pj∈PN ∀j
aP1 · · · aPk .
Applying Lemma 4.2, we get∑
χ (mod Q)
∣∣∣ ∑
G∈MkN
bGχ(G)
∣∣∣2 ≪ (φ(Q) + qkN) ∑
G∈MkN
|bG|2
≪ qkN
∑
P1···Pk=Q1···Qk
Pi,Qj∈PN
aP1 · · · aPkaQ1 · · · aQk ,
according to our choice of k. Since the Pi and Qj are irreducible, up to permutation we have
Pi = Qi for all 1 ≤ i ≤ k, and thus by the prime polynomial theorem∑
P1···Pk=Q1···Qk
Pi,Qj∈PN aP1 ···aPkaQ1 ···aQk
≤ (k!)2
( ∑
P∈PN
|aP |2
)k ≪ (k!)2(1.1qN/N)k.
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Inserting this into our mean value estimate, we get that∑
χ (mod Q)
∣∣∣ ∑
P∈PN
aPχ(P )
∣∣∣2k ≪ (q2N
N
)k
1.1k(k!)2.
Combining this with (21), we find that
N ≪ 1.1k(k!)2(Z2/N)k ≪ exp
(
2
log φ(Q)
N log q
(
log
( log φ(Q)
N log q
)
+ log(Z2/N)
))
.
This completes the proof. 
Lemma 4.7 (A moment computation). Let 1 ≤ d ≤ m ≤ N . Let {aP }P∈Pd , {bG}G∈MN−m ⊂
U. Set
U(χ) :=
1
d|Pd|
∑
P∈Pd
aPχ(P ),
V (χ) :=
1
|MN−m|
∑
G∈MN−m
bGχ(G).
Set ℓ := ⌈m/d⌉. Then for any Q ∈ M, we have∑
χ (mod Q)
|U(χ)ℓV (χ)|2 ≪
(
φ(Q)q−N + φ(Q)q−deg(Q)
)
ℓ2ℓ.
Proof. This is similar to [20, Lemma 13]. Expanding out the product for each χ, we have
U(χ)ℓV (χ) =
1
dℓ|Pd|ℓ|MN−m|
∑
M∈MN−m+ℓd
χ(M)
( ∑
GR1···Rℓ=M
Rj∈Pd ∀j
aR1 · · · aRℓbG
)
.
We denote by g(M) the bracketed sum on the right-hand side. Taking squares, summing over
χ (mod Q) and then applying Lemma 4.2 (and the prime polynomial theorem) yields∑
χ (mod Q)
|U(χ)ℓV (χ)|2 ≪ φ(Q)
(
1 + qN−deg(Q)−m+ℓd
) 1
d2ℓ|Pd|2ℓ|MN−m|2
∑
M∈MN−m+ℓd
g(M)2
≪
(
φ(Q)q−N + φ(Q)q−deg(Q)
) 1.1ℓ
|MN−m+ℓd|
∑
M∈MN−m+ℓd
g(M)2.
Now, we can bound g as
g(M) =
∑
GR1···Rℓ=M
Rj∈Pd∀j
1 ≤ (ℓ!)1 ∗ γ(M) =: (ℓ!)g˜(M),
where γ is the indicator function of monic polynomials all of whose prime factors belong to
Pd; note that on prime powers, g˜(Rk) = 1+k1Pd(R), which is≪ε qεkdeg(R) for any ε > 0 and
k ≥ 1, and g˜(R) ≤ 2 for all irreducibles R. We may thus apply Lemma 3.8 to get that
1
|MN−m+dℓ|
∑
M∈MN−m+ℓd
g˜(M)2 ≪ 1
N −m+ ℓd exp
( ∑
R∈P≤N+ℓ
(g˜(R)−1)2q−deg(R)
)
≪ exp
( ∑
R∈Pd
(22 − 1)q−deg(R)
)
≪ 1.
Inserting this into the above estimate, we get∑
χ (mod Q)
|U(χ)ℓV (χ)|2 ≪
(
φ(Q)q−N + φ(Q)q−deg(Q)
)
ℓ2ℓ,
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as claimed. 
4.2. Sieve Bounds in Function Fields. Our next result shows that most monics have
irreducible factors whose degrees belong to prescribed ranges, provided these ranges are large
enough.
Lemma 4.8. Let P < Q. Then
|{G ∈ MN : R ∈ P such that R|G⇒ deg(R) /∈ [P,Q]}| ≪ P
Q
qN .
Proof. Let g denote the indicator function for the set on the left-hand side. Then 0 ≤ g ≤ 1
and g is multiplicative. By Lemma 3.8, the left-hand side is∑
G∈MN
g(G)≪ q
N
N
exp
( ∑
R∈P≤N
deg(R)/∈[P,Q]
q−d
)
≪ qN exp
(
−
∑
P≤d≤Q
q−d|Pd|
)
≪ P
Q
qN ,
as claimed. 
Definition 4.9. Let J ≥ 1, and let P := {Pj}j≤J and let Q := {Qj}j≤J be collections
of parameters satisfying Pj < Pj+1, Qj < Qj+1 and Pj < Qj for all j. We define the set
SP ,Q(N) by
SP ,Q := {G ∈ M : ∀ 1 ≤ j ≤ J ∃ d ∈ [Pj , Qj ], R ∈ Pd such that R|G}.
We will be able to restrict character-twisted sums over monic polynomials to monics
belonging to sets of the form SP ,Q(N), on average.
Lemma 4.10. Let N ≥ 1, and let M ∈ M. Let Ξ ⊆ XQ be a set of characters modulo M ,
and let f :M→ U be multiplicative. Then∑
χ∈Ξ
∣∣∣ 1|MN |
∑
G∈MN
f(G)χ(G)
∣∣∣2 ≪∑
χ∈Ξ
∣∣∣ 1|MN |
∑
G∈MN
G∈SP ,Q
f(G)χ(G)
∣∣∣2 + φ(Q)q−deg(Q) ∑
1≤j≤J
Pj
Qj
.
Proof. Given a map g : Fq[t] → C, set Mg(N) := 1|MN |
∑
G∈MN g(G). For each χ (mod M)
we have
|Mfχ(N)|2 ≤ 2|Mfχ1SP ,Q (N)|
2 + 2|Mfχ1Sc
P ,Q
(N)|2.
Summing the first of these terms over χ ∈ Ξ gives the first term in the estimate. Summing
the second term over χ and applying Lemma 4.2 gives∑
χ∈Ξ
|Mfχ1Sc
P ,Q
(N)|2 ≤
∑
χ (mod M)
|Mfχ1Sc
P ,Q
(N)|2 ≪ φ(M)
(
qN−deg(M) + 1
) 1
|MN |2
∑
G∈MN
G/∈SP ,Q
1.
By the union bound and Lemma 4.8, we have
1
|MN |
∑
G∈MN
1Sc
P ,Q
(G) ≤
∑
1≤j≤J
1
|MN | |{G ∈ MN : R ∈ P, R|G⇒ deg(R) /∈ [Pj , Qj ]}|
≪ φ(Q)q−deg(Q)
∑
1≤j≤J
Pj
Qj
.
This implies the claim. 
We will also need the following estimate for smooth polynomials (i.e., polynomials with
no irreducible factors of large degree). For 1 ≤M ≤ N , we write
S(N,M) := {G ∈ MN : R ∈ P and R|G⇒ deg(R) ≤M}.
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Theorem 4.11. Let 1 ≤M ≤ N . Then
|S(N,M)| = qNρ(N/M)
(
1 +O
( logN
M
))
,
where ρ(u) denotes the Dickman–de Bruijn function.
Proof. This is [23, Theorem 1]. 
Lemma 4.12 (Selberg upper bound sieve in function fields). Let 1 ≤ z,H ≤ N and let
A ⊆MN . Put
Pz =
∏
Q∈P≤z
Q.
Suppose g is a multiplicative function supported on squarefree monic polynomials such that
for each D ∈ M squarefree with D ∈M≤H ,
(22)
∑
G∈A
D|G
1 = g(D)|A|+ rD(A).
Put J = J(H) =
∑
D|Pz
deg(D)≤H
∏
R|D g(R)/(1 − g(R)). Then
∑
G∈A
(G,Pz)=1
1 ≤ |A|J−1 +
∑
deg(D)≤H
τ3(D)|rD(A)|,
where τ3(D) =
∑
ABC=D 1.
Proof. This follows from [30, Theorem 1] (take P := P≤z and D := {D ∈ D : deg(D) ≤ H},
which is divisor closed, as needed according to the hypotheses there). 
We have the following useful corollary.
Corollary 4.13 (Additive energy of irreducible polynomials). Let H ≥ 1. If M ∈ Fq[t] has
deg(M) < H then
|{(P1, P2, P3, P4) ∈ P4H : P1 + P2 − P3 − P4 =M}| ≪ q3H/H4.
Proof. We begin by considering the caseM = 0. Given G ∈ Fq[t] of degree H, let r(G) denote
the number of representations of G as a sum of two irreducible polynomials of degree H. We
have ∑
P1,P2,P3,P4∈PH
P1+P2=P3+P4
1 =
∑
deg(G)=H
r(G)2.
Let z := H/2 and Pz :=
∏
P∈P≤z P as in the previous lemma. We then have
r(G) ≤
∑
M∈MH
(M(G−M),Pz)=1
G−M∈MH
1 =
∑
F∈M2H
(F,Pz)=1
1A(F ),
where A = {B(G−B) : B ∈ MH} ⊂ M2H ; note that |A| ≍ qH .
Note that for D|Pz with deg(D) ≤ H∑
F∈M2H
D|F
1A(F ) = g(D)|MH |,
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where g is the multiplicative function supported on squarefree polynomials and defined at
irreducibles via g(P ) = 2q−deg(P ) if P ∤ G and g(P ) = q−deg(P ) otherwise. By Lemma 4.12,
we deduce∑
F∈M2H
(F,Pz)=1
1A(F )≪ qH
( ∑
D|Pz
deg(D)≤H
∏
P |D
g(P )
1− g(P )
)−1 ≪ qH( ∑
D|Pz
g(D) −
∑
D|Pz
deg(D)>H
g(D)
)−1
.
Note that the full bracketed sum over D|Pz has order of magnitude
=
∏
R∈P≤z
(
1 + g(R)
)
≤ exp
(
2
∑
R∈P≤z
q−deg(R) −
∑
R∈P
R|G q−deg(R)
)
≍ φ(G)
qdeg(G)
z2.
The remaining sum over D|Pz with deg(D) > H can be bounded above as
≤
∑
k>H
q−k
∑
D|Pz
deg(D)=k
2ω(D) =
∑
k>H
q−k
∑
a1+2a2+···+zaz=k
0≤aj≤|Pj |
∏
1≤j≤z
2aj
≤
∑
k>H
q−k
∑
a1+2a2+···+zaz=k
0≤aj≤|Pj |
2q+
1
2
(2a2+···+zaz)
≪
∑
k>H
(
√
2/q)k|{a ∈ N ∪ {0} : a1 + 2a2 + · · ·+ zaz = k}|.
Using standard results on partitions (see e.g., [4]), the cardinality above is ≪ ec
√
k, for some
c > 0 absolute. Thus, as q ≥ 2 the series over k converges, and in fact∑
D|Pz
deg(D)>H
g(D)≪ e−c′H ,
for a suitable absolute c′ > 0.
It follows that for large H,
r(G)≪ q
deg(G)
φ(G)
qH
z2
≪ q
deg(G)
φ(G)
qH
H2
.
Squaring this bound and summing over G ∈ MH , we get that
|{(P1, P2, P3, P4) ∈ PH : P1 + P2 = P3 + P4}| ≤
∑
deg(G)=H
r(G)2 ≪ q
2H
H4
∑
deg(G)=H
(qdeg(G)
φ(G)
)2
.
We claim that the sum over G is ≪ qH , which will then imply the claim for M = 0. To see
this, write h(G) := (qdeg(G)/φ(G))2; note that h is independent of the leading coefficient of G,
and so we may replace G by G/G(0) and assume G is monic (this changes the sum by at most
a factor depending only on q). Note that for any k ≥ 1, h(Rk) = h(R) = (1− q−deg(R))−2 ≤ 4
uniformly over R ∈ P. Hence, we may apply Lemma 3.8 to get∑
G∈MH
g(G)≪ q
H
H
exp
( ∑
R∈P≤H
g(R)q−deg(R)
)
.
We may directly evaluate the sum here by the prime polynomial theorem, getting∑
R∈P≤H
g(R)q−deg(R) =
∑
k≤H
q−k
(1− q−k)2 |Pk| =
∑
k≤H
(1
k
(1−q−k)−2+O(q−k/2)
)
= logH+O(1),
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which leads to ∑
G∈MH
g(G)≪ qH ,
as required. Next, let M ∈M<H . Then
|{(P1, P2, P3, P4) ∈ P4H : P1 + P2 − P3 − P4 =M}| =
∑
deg(G)=H
r(G)r(M +G) ≤
∑
deg(G)=H
r(G)2,
by the AM-GM inequality and the fact that deg(G +M) = deg(G). The second claim now
follows from the first. 
4.3. Dirichlet Polynomial Decompositions. Let Q > P ≥ 1. Recall that SP,Q denotes
the set of monic G that have an irreducible factor R satisfying deg(R) ∈ [P,Q].
Lemma 4.14 (Ramare´’s identity). Let P < Q. Let f : M→ U be multiplicative. Then for
any G ∈ SP,Q,
f(G) =
∑
RM=G
R∈P
deg(R)∈[P,Q]
f(RM)
1(R,M)=1 + ω[P,Q](M)
,
where ω[P,Q](M) := |{R ∈ P : deg(R) ∈ [P,Q], R|M}|.
Proof. Since ω[P,Q](G) ≥ 1 by assumption we have
1 =
∑
R|G
deg(R)∈[P,Q]
1
ω[P,Q](G)
=
∑
RM=G
deg(R)∈[P,Q]
1
ω[P,Q](RM)
=
∑
RM=G
deg(R)∈[P,Q]
1
1(R,M)=1 + ω[P,Q](M)
.
This implies the claim. 
Lemma 4.15. Let N ≥ 1. Let L ∈ M≤N and suppose Ξ ⊆ XL. Lastly, let f : M → U be
multiplicative. Then for any 1 ≤ P < Q ≤ N ,
∑
χ∈Ξ
∣∣∣q−N ∑
G∈MN
f(G)χ(G)1SP,Q(G)
∣∣∣2 ≪ (Q− P + 1) ∑
P≤d≤Q
∑
χ∈Ξ
|Ad(χ)|2|BN−d(χ)|2
+ φ(L)(q−N + q−deg(L))q−Nq−P ,
where for d ≥ 1 and a character χ modulo L, we set
Ad(χ) := q
−d ∑
R∈Pd
f(R)χ(R).
BN−d(χ) := q−N+d
∑
D∈MN−d
f(D)χ(D)
1 + ω[P,Q](D)
.
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Proof. This is analogous to [20, Lemma 12]. By Lemma 4.14, for any χ ∈ Ξ we have
q−N
∑
G∈MN
f(G)χ(G)1SP,Q(G)
= q−N
∑
RM∈MN
fχ(R)fχ(M)
1 + ω[P,Q](M)
+ q−N
∑
RM∈MN
(f(RM)− f(R)f(M))χ(RM)
1 + ω[P,Q](M)
+ q−N
∑
RM∈MN
f(RM)χ(RM)
( 1
1(R,M)=1 + ω[P,Q](M)
− 1
1 + ω[P,Q](M)
)
=
∑
P≤d≤Q
(
q−d
∑
R∈Pd
f(R)χ(R)
)(
q−N+d
∑
M∈MN−d
f(M)χ(M)
1 + ω[P,Q](M)
)
+R1,χ +R2,χ
=
∑
P≤d≤Q
Ad(χ)BN−d(χ) +R1,χ +R2,χ.(23)
Note that for each χ ∈ Ξ, both of R1,χ and R2,χ are supported on polynomials M such that
R|M for some R ∈ P, deg(R) ∈ [P,Q]. We now take squares and sum the whole expression
over all χ ∈ Ξ to see that the mean square of (23) is
≪
∑
χ∈Ξ
∣∣∣ ∑
P≤d≤Q
Ad(χ)BN−d(χ)
∣∣∣2 +∑
χ∈Ξ
|R1,χ|2 +
∑
χ∈Ξ
|R2,χ|2.
To treat the first term, we use Cauchy–Schwarz to get∑
χ∈Ξ
∣∣∣ ∑
P≤d≤Q
Ad(χ)BN−d(χ)
∣∣∣2 ≤ (Q− P + 1) ∑
P≤d≤Q
∑
χ∈Ξ
|Ad(χ)|2|BN−d(χ)|2.
To treat
∑
χ∈Ξ |Rj,χ|2 for j = 1, 2 we use Lemma 4.2; since the arguments are similar we
shall restrict ourselves to proving the bound for R1,χ. By Lemma 4.2,∑
χ∈Ξ
|R1,χ|2 ≪ φ(L)
(
q−N + q−deg(L)
)
q−N
∑
G∈MN
∣∣∣ ∑
RM=G
R|M
deg(R)∈[P,Q]
(f(RM)− f(R)f(M))
1 + ω[P,Q](M)
∣∣∣2.
Expanding the square and bounding the summands trivially, we bound the sum on the right-
hand side as∑
R1,R2∈P
deg(Rj)∈[P,Q]
∑
G∈MN
[R1,R2]2|G
1≪ qN
( ∑
P≤d≤Q
|Pd|q−2d +
∑
P≤d1,d2≤Q
|Pd1 ||Pd2 |q−2(d1+d2)
)
≪ qN
∑
P≤d≤Q
q−d ≪ qN−P ,
which implies the claim. 
Lemma 4.16 (Pointwise bound with Ramare´ weight). Let 1 ≤ P < Q < N . Let f :M→ U
be multiplicative. There is an absolute constant c > 0 and a Hayes character χ˜1 of conductor
≤ N such that
max
condH (χ˜)≤N
χ˜ 6∼χ˜1
1
|MN |
∣∣∣ ∑
G∈MN
f(G)χ˜(G)
1 + ω[P,Q](G)
∣∣∣≪ (Q/P )3N−1/4+o(1) +N exp(− cN
Q
log(N/Q)
)
.
Moreover, we can take χ˜1 to be the Hayes character of conductor ≤ N that minimizes
χ 7→ Dfχ˜(N).
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Proof. Let χ˜1 be the character that minimizes Dfχ(N) among all χ˜ of conductor ≤ N , and
let χ˜ 6= χ˜1. Write I := [P,Q]. We can express f = fI ∗ fIc, where for J ∈ {I,Ic} we define
the multiplicative function fJ at powers of irreducibles via
fJ (P k) :=
{
f(P k) if deg(P ) ∈ J
0 otherwise.
Let N ′ = ⌊N/2⌋. By the hyperbola method,
∑
G∈MN
f(G)χ˜(G)
1 + ωI(G)
=
∑
AB∈MN
fI(A)fIc(B)χ˜(AB)
1 + ωI(A)
=
∑
A∈M≤N′
fI(A)χ˜(A)
1 + ωI(A)
∑
B∈MN−deg(A)
fIc(B)χ˜(B) +
∑
B∈M≤N−N′
fIc(B)χ˜(B)
∑
A∈MN−deg(B)
fI(A)χ˜(A)
1 + ωI(A)
−
( ∑
A∈MN′
fI(A)χ˜(A)
1 + ωI(A)
)( ∑
B∈MN−N′
fIc(B)χ˜(B)
)
=: T1 + T2 − T3.
We first treat T1. Let 1 ≤ K ≤ N ′. Since χ˜ 6∼ χ˜1, Lemma 3.6 implies that
DfIc χ˜(N −K) = DfIc χ˜(N)−O(1) ≥ Dfχ˜(N)− 2
∑
P≤d≤Q
q−d|Pd|
≥
(1
4
− o(1)
)
logN − 2 log(Q/P ).
Combining this with Theorem 3.5, we obtain
∑
G∈MN−K
fIc(G)χ˜(G)≪ qN−KDfIc χ˜(N−K) exp
(
−DfIc χ˜(N−K)
)
= qN−K(Q/P )2N−1/4+o(1).
Applying this with K = deg(A) in T1 and summing over A ∈ M≤N ′ yields
T1 ≪ qN (Q/P )2N−1/4+o(1)
∑
A∈M≤N′
R|A⇒deg(R)∈[P,Q]
q−deg(A)
≪ qN (Q/P )2N−1/4+o(1) exp
( ∑
R∈P
P≤deg(R)≤Q
q−deg(R)
)
≪ qN (Q/P )3N−1/4+o(1).
We next consider T2. Using Theorem 4.11, for every 1 ≤ K ≤ N −N ′ ≤ N/2 + 1 we have∣∣∣ ∑
A∈MN−K
fI(A)
1 + ωI(A)
∣∣∣ ≤ |{A ∈ MN−K : R|A,R ∈ P ⇒ deg(R) ≤ Q}| ≪ qN−Kρ((N−K)/Q),
where ρ denotes the Dickman–deBruijn function. Since ρ(u)≪ u−u/2 for u sufficiently large,
it follows that for large N we get
ρ((N −K)/Q)≪ exp
(
− N
4Q
log(N/2Q)
)
≪ exp
(
− N
5Q
log(N/Q)
)
.
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Applying this with K = deg(B), then summing over B in T2 yields
T2 ≪
∑
B∈M≤N−N′
∣∣∣ ∑
A∈MN−deg(B)
fI(A)
1 + ωI(A)
∣∣∣≪ qN exp(− N
5Q
log(N/Q)
) ∑
B∈M≤N−N′
q−deg(B)
≪ qNN exp
(
− N
5Q
log(N/Q)
)
.
Finally, consider T3. Using the estimates for T1 and T2 (with N replaced by N
′ and N −N ′,
respectively) yields
T3 ≪ qN exp
(
− N
10Q
log(N/2Q)
)
(Q/P )2N−1/4+o(1)
≪ qN (Q/P )2N−1/4+o(1) + exp
(
− N
11Q
log(N/Q)
)
.
Combining the estimates for T1, T2 and T3 establishes the claim with c = 1/11. 
5. Variance of Multiplicative Functions in Progressions to Large Degree
Moduli
In this section, we will prove Theorem 1.2. In the next section, we will apply a very similar
argument to deduce the Matoma¨ki–Radziwi l l theorem that we shall need.
Let 1 ≤ H ≤ N with H,N−H →∞ as N →∞. Let f :M→ U be multiplicative, and let
Q ∈ MN−H . Let χ1 ∈ XQ be the Dirichlet character (mod Q) that minimizes χ 7→ Dfχ(N).
By orthogonality,
(24)∑∗
A (mod Q)
∣∣∣ ∑
G∈MN
G≡A (mod Q)
f(G)− χ1(A)
φ(Q)
∑
G∈MN
f(G)χ1(G)
∣∣∣2 = 1
φ(Q)
∑
χ 6=χ1
∣∣∣ ∑
G∈MN
f(G)χ(G)
∣∣∣2.
Let η ∈ (0, 1/6) be fixed, set
Q1 := H and P1 :=
6
η log q
logH.
Fix J ≥ 1 to be the least integer such that J4J+2QJ1 ≥ N1/2, and if J ≥ 2 set
Pj := j
4jQj−11 P1 and Qj := j
4j+2Qj1
for each 2 ≤ j ≤ J . We define SP ,Q as in Definition 4.9 with these collections of parameters
Pj and Qj. By Lemma 4.10, we have
1
φ(Q)
∑
χ 6=χ1
∣∣∣ ∑
G∈MN
f(G)χ(G)
∣∣∣2 ≪ 1
φ(Q)
∑
χ 6=χ1
∣∣∣ ∑
G∈MN
G∈SP ,Q
f(G)χ(G)
∣∣∣2 + q2N−deg(Q) ∑
1≤j≤J
Pj
Qj
≪ 1
φ(Q)
∑
χ 6=χ1
∣∣∣ ∑
G∈MN
G∈SP ,Q
f(G)χ(G)
∣∣∣2 + q2N−deg(Q) P1
Q1
.(25)
Now for 1 ≤ j ≤ J , we let S(j)P ,Q denote the set of G ∈ M with an irreducible factor R with
deg(R) ∈ [Pi, Qi] for all i 6= j. Furthermore, for each j, 1 ≤ d ≤ N and a character χ modulo
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Q, set
Aj,d(χ) :=
1[Pj ,Qj](d)
d|Pd|
∑
R∈Pd
f(R)χ(R).
Bj,d(χ) :=
1
|Md|
∑
D∈Md
D∈S(j)
P ,Q
f(D)χ(D)
1 + ω[Pj ,Qj](D)
.
Thus, Aj,d(χ) = 0 except when d ∈ [Pj , Qj ]. Following [20] (see also [18, Section 5.2]), we
split the set Ξ := XQ\{χ1} into the following sets.
Definition 5.1. For j ≥ 1 put βj := 14 − η2 (1 + 1/j). Define
X1 := {χ ∈ Ξ : |Aj,d(χ)| ≤ q−β1d ∀P1 ≤ d ≤ Q1}
Xj := {χ ∈ Ξ : |Aj,d(χ)| ≤ q−βjd ∀Pj ≤ d ≤ Qj}\
⋃
1≤i≤j−1
Xi (∀2 ≤ j ≤ J)
U := Ξ\
⋃
1≤j≤J
Xj.
We shall bound the contribution of the characters from each of Xj and U using the lemmata
from the previous sections.
For each χ ∈ Ξ, write
F (χ) :=
1
|MN |
∑
G∈MN
G∈SP ,Q
f(G)χ(G).
We apply Lemma 4.15 for each 1 ≤ j ≤ J (with P = Pj and Q = Qj in the notation there)
to get∑
χ∈Xj
|F (χ)|2 ≪ (Qj − Pj + 1)
∑
Pj≤d≤Qj
∑
χ∈Xj
|Aj,d(χ)|2|Bj,N−d(χ)|2 + φ(Q)q−deg(Q)q−Pj
=: Mj +Rj .
Summing the error terms arising from the terms 1 ≤ j ≤ J yields∑
1≤j≤J
Rj ≪ φ(Q)q−deg(Q) · q−P1 ≪ H−10φ(Q)/qdeg(Q),(26)
using the definitions of Pj and Qj above. We thus focus on the main terms arising in the
above estimate.
Case 1: j = 1. In this case we bound |A1,d(χ)| ≤ q−β1d for each χ ∈ X1 and then apply
Lemma 4.2 to get
M1 ≪ (Q1 − P1 + 1)
∑
P1≤d≤Q1
q−2β1d
∑
χ (mod Q)
|B1,N−d(χ)|2
≤ Q1
(
φ(Q)qQ1−N + φ(Q)q−deg(Q)
) ∑
P1≤d≤Q1
q−2β1d
≪ φ(Q)q−deg(Q) ·Q1q−2β1P1 ≪ φ(Q)q−deg(Q) ·Q1q−P1/6,
since β1 = 1/4− η ≥ 1/12. Thus,
M1 ≪ H−5φ(Q)/qdeg(Q).(27)
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Case 2: 2 ≤ j ≤ J. We know that for each χ ∈ Xj we can find a dχ ∈ [Pj−1, Qj−1] for which
|Aj−1,dχ(χ)| ≥ q−βj−1dχ . Thus, similarly as in [20], we can estimate
Mj ≪ (Qj − Pj + 1)
∑
Pj−1≤r≤Qj−1
∑
χ∈Xj
dχ=r
∑
Pj≤d≤Qj
|Aj,d(χ)|2|Bj,N−d(χ)|2
≤ (Qj − Pj + 1)(Qj−1 − Pj−1 + 1) max
Pj−1≤r≤Qj−1
∑
χ∈Xj
dχ=r
∑
Pj≤d≤Qj
q−2βjd|BN−d(χ)|2
≤ Q2j
∑
Pj≤d≤Qj
q−2βjdq2ℓdr0βj−1
∑
χ (mod Q)
|Aj−1,r0(χ)ℓdBj,N−d(χ)|2,
for some r0 ∈ [Pj−1, Qj−1], with ℓd := ⌈d/r0⌉. Applying Lemma 4.7, we have∑
χ (mod Q)
|Aj−1,r0(χ)ℓdBj,N−d(χ)|2 ≪ φ(Q)q−deg(Q)ℓ2ℓdd .
Combining this with the estimates from the previous line, we get
Mj ≪ φ(Q)q−deg(Q) ·Q2j
∑
Pj≤d≤Qj
q2(ℓdr0βj−1−dβj)ℓ2ℓdd .
By definition, ℓd ≤ d/r0 + 1, so that since r0 ≤ Qj−1,
ℓdr0βj−1 − dβj ≤ d(βj−1 − βj) + r0βj−1 ≤ − ηd
2j2
+Qj−1βj−1.
Furthermore, we have
ℓd log ℓd ≤ d log d
r0
+ log d ≤ (logQj)(d/Pj−1 + 1).
We thus may bound Mj as
Mj ≪ φ(Q)q−deg(Q) ·Q4jq2Qj−1βj−1
∑
Pj≤d≤Qj
q−2d(η/(2j
2)−(logQj)/(Pj−1 log q)).
We record the following easy-to-check bounds, contingent on Q1 = H being sufficiently large
and j ≥ 2:
(i)
logQj
Pj−1
≤ j(logQ1+5 log j)
j4j−4Qj−21 P1
≤ logQ1P1 · 1j2 ≤
η log q
4j2
(ii) Q4jq
2βj−1Qj−1 ≤ qQj−1/2.
(iii) Qj−1 ≤ j4j−2Qj−11 ≤ Pj/(j2P1).
Using these bounds, we get
Mj ≪ φ(Q)q−deg(Q) · qQj−1/2
∑
Pj≤d≤Qj
q−ηd/(2j
2) ≪ φ(Q)q−deg(Q) · j2η−1qPj/(2j2P1)q−ηPj/(2j2)
≪η φ(Q)q−deg(Q) · j2q−ηPj/(4j2) ≤ φ(Q)q−deg(Q) · j−2q−ηQ1P1/4.
Summing over 2 ≤ j ≤ J , we get∑
2≤j≤J
Mj ≪η φ(Q)q−deg(Q) · q−ηQ1P1/4 ≪ q−ηHφ(Q)q−deg(Q).(28)
30 OLEKSIY KLURMAN, ALEXANDER P. MANGEREL, AND JONI TERA¨VA¨INEN
Case 3: U . We now treat the remaining characters χ ∈ U . We make an additional choice of
parameters P˜ := N2/3, Q˜ := N13/18. Using Lemma 4.15, we find P˜ ≤ d0 ≤ Q˜ such that∑
χ∈U
|F (χ)|2 ≪ (Q˜− P˜ + 1)
∑
P˜≤d≤Q˜
∑
χ∈U
|Ad(χ)|2|BN−d(χ)|2 + φ(Q)q−deg(Q)
(
q−P˜ +
P˜
Q˜
)
≪ Q˜2
∑
χ∈U
|Ad0(χ)|2|BN−d0(χ)|2 + φ(Q)q−deg(Q)
(
q−P˜ +
P˜
Q˜
)
,
where Ad0 and BN−d0 are defined as in Lemma 4.15 with respect to the parameters P˜ and
Q˜. We now split the set U further. Following [20], we define the subsets
US := {χ ∈ U : |Ad0(χ)| ≤ N−10}
UL := {χ ∈ U : |Ad0(χ)| > N−10}.
We begin by treating the contribution from US . By Lemma 4.4 and the fact that d0 = o(N),
we have ∑
χ∈US
|Ad0(χ)|2|BN−d0(χ)|2 ≤ N−20
∑
χ∈US
|BN−d0(χ)|2
≪ N−20φ(Q)q−deg(Q)
(
1 + |US |q(1/2+o(1))N−N+d0
)
≪ N−20φ(Q)q−deg(Q)
(
1 + q(−1/2+o(1))N+Q˜|U|
)
.(29)
To estimate the size of U , we note that whenever χ ∈ U there is dJ ∈ [PJ , QJ ] such that
|AdJ (χ)| ≥ q−βJdJ . By choice, we have that QJ ≥ N1/2, so that from (i) above we have
PJ ≫ J2 logQJ+1 ≫ logN . Hence, (log log φ(Q))/PJ < 12η log q for N large enough, and by
Lemma 4.6,
|U| ≤ QJ exp
(
2
log φ(Q)
dJ log q
(
log
( log φ(Q)
dJ log q
)
+ log(q2βJdJ/dJ )
))
≤ φ(Q) 12−η/2.
Inserting this into (29), the off-diagonal term becomes O(q(−η/2+o(1))N+Q˜) = o(1). Thus, we
find that ∑
χ∈US
|Ad(χ)|2|BN−d(χ)|2 ≪ φ(Q)q−deg(Q) ·N−20.
We now consider the contribution from UL. Since χ1 /∈ U , and since 2(N − d0) > N , we may
apply Corollary 3.7 to obtain
BN−d0(χ)≪ (Q˜/P˜ )3(N − d0)−1/4+o(1) ≪ φ(Q)q−deg(Q) · (Q˜/P˜ )3N−1/4+o(1),
since d0 ≤ QJ = o(N) and φ(Q)q−deg(Q) ≫ (logN)−1. It follows that∑
χ∈UL
|Ad0(χ)|2|BN−d0(χ)|2 ≪ φ(Q)q−deg(Q)(Q˜/P˜ )6N−1/2+o(1)
∑
χ∈UL
|Ad0(χ)|2.
Applying Lemma 4.5, we deduce that∑
χ∈UL
|Ad0(χ)|2 ≪
( 1
d20
+ deg(Q)d−10 q
−d0/2|UL|
)
≪ P˜−2
(
1 + deg(Q)Q˜|UL|q−P˜ /2 log(Q˜/P˜ )
)
.
Appealing once again to Lemma 4.6, this time with Z = N10, we get
|UL| ≪ exp
( log φ(Q)
d0 log q
(
2 log
( log φ(Q)
d0 log q
)
+ 20 logN
))
= eN
1+o(1)/P˜ .
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Inserting this into the previous bound and using the fact that P˜ = N2/3 ≥ 2N1.01/P˜ yields∑
χ∈UL
|Ad0(χ)|2 ≪ P˜−2 + deg(Q)Q˜P˜−2q−P˜ /2eN
1+o(1)/P˜ ≪ P˜−2.
It follows that ∑
χ∈UL
|Ad0(χ)|2|BN−d0(χ)|2 ≪ φ(Q)q−deg(Q) ·N−1/2+o(1)Q˜6P˜−8.
Combined with the bounds for US, we get∑
χ∈U
|F (χ)|2 ≪ φ(Q)q−deg(Q) · Q˜2
(
N−20 + Q˜6P˜−8N−1/2+o(1) + P˜ /Q˜+ q−P˜
)
≪ φ(Q)q−deg(Q) ·
(
N−1/2+o(1)
(
Q˜/P˜
)8
+ P˜ /Q˜
)
≪ (H−5 +N−1/18+o(1))φ(Q)q−deg(Q).(30)
Lastly, putting (26), (27), (28) and (30) together with (24), Theorem 1.2 follows.
Remark 5.2. Note that if we began by assuming that the sums in the variable G in (24)
are supported on SP ,Q then the same proof would give the sharper estimate∑∗
A (mod Q)
∣∣∣ ∑
G∈MN
G≡A (mod Q)
f1SP ,Q(G)−
χ1(A)
φ(Q)
∑
G∈MN
f1SP ,Qχ1(G)
∣∣∣2
≪ q2N−deg(Q)
(
Q1q
−P1/6 +N−1/18+o(1)
)
.(31)
We will use this sharper version of the theorem in Section 6.
6. Matoma¨ki–Radziwi l l Theorem in Function Fields
In this section, we prove the following analogue of the main result in [20] (see Section 3.3
for the definition of f∗).
Theorem 6.1 (Matoma¨ki–Radziwi l l Theorem in Function Fields). Let f : M → U be a
multiplicative function and let 1 ≤ H < N , with H = H(N) tending to infinity with N . Then
1
|MN |
∑
G0∈MN
∣∣∣ 1|M<H |
∑
G∈MN
G∈IH (G0)
f(G)− 1|MN |
∑
G∈MN
f(G)χ∗1(G)
∣∣∣2(32)
≪ (logH)/H +N−1/36+o(1),
where χ1 is the Dirichlet character modulo t
N−H+1 that minimizes the map χ 7→ Dfχ∗(N).
Theorem 1.1 will follow as a special case, as we will see later in this section.
Remark 6.2. In light of Remark 5.2, if we replace f by f1SP ,Q , with the choice of parameters
P1, Q1, Pj = j
4jP1Q
j−1
1 and Qj = j
4j+2Qj1 for j ≥ 2 then the bound in Theorem 6.1 improves
to≪ Q1/21 q−P1/12+N−1/36+o(1). The additional flexibility in choosing P1 and Q1 will be used
in the next section.
Remark 6.3. We can obtain the same estimate as in Theorem (6.1) if (32) is replaced with
1
|MN |
∑
G0∈MN
∣∣∣ 1|M<H |
∑
G∈MN
G∈IH (G0)
f(G)− 1|MN |
∑
G∈MN
f(G)− 1χ1 6=χ0|MN |
∑
G∈MN
f(G)χ∗1(G)
∣∣∣2.
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The proof is the same, and in fact it will be clear from the application of orthogonality
relations in the proof that this quantity is never larger than (32).
Proof of Theorem 6.1. The proof is very similar to the proof of Theorem 1.2, just with a
different set of characters.
By the orthogonality relation (20), we can write (32) as
1
q2N
∑
ξ∈X1,N−H
ξ 6=χ∗1
∣∣∣ ∑
G∈MN
f(G)ξ(G)
∣∣∣2.
This is analogous to (24), just with a different group of characters (see also [5, (2.12)]). Now
the rest of the proof follows precisely as the proof of Theorem 1.2 up to notation. Indeed, the
only properties of the Dirichlet characters used in the proof of Theorem 1.2 were the lemmas
from Sections 3 and 4. In Section 3, all the lemmas are readily stated for Hayes characters,
which includes both short interval characters and Dirichlet characters as special cases. Also
in Section 4, all the mean value estimates have perfect analogues for short interval characters,
and the proofs are identical, as noted in Remark 4.1. Moreover, the pointwise bound offered
by Lemma 4.16 is written for more general Hayes characters, and we can take χ˜1 there to
be the short interval character of length N −H that minimizes χ˜ 7→ Dfχ˜(N). Hence, all the
steps in the proof of Theorem 1.2 work in the same way. 
To deduce the real-valued case of the Matoma¨ki–Radziwi l l theorem from this, we will
need the following variant of Corollary 3.7, applicable to real-valued multiplicative functions
twisted by Dirichlet characters modulo powers tm, m ≥ 2.
Lemma 6.4 (Sup norm estimate for weighted Dirichlet character sums). Assume char(Fq) 6=
2. Let N ≥ 1 and 2 ≤ k ≤ N . Let f :M→ [−1, 1] be multiplicative. Let 2 ≤ k ≤ N . Then
max
χ (mod tk)
χ 6=χ0
1
qN
∣∣∣ ∑
G∈MN
f(G)χ(G)
∣∣∣≪ N−1/4+o(1).
Proof. In light of Theorem 3.5, it suffices to show that
min
χ (mod tk)
χ 6=χ0
Dfχ(N) ≥
(
1/4− o(1)
)
logN.
Note that if χ is a character modulo tk and χ′ is the primitive character inducing χ then
Dfχ′(N) = Dfχ′(N) +O(1),
so it suffices to consider primitive characters modulo tk. Now, suppose χ is a primitive char-
acter that is not real. Since χ2 is not principal, arguing precisely as in the proof of Lemma 3.6
we obtain
D(f, χeθ;N)
2 ≥ (1/4 − o(1)) logN
(for instance, when f takes values in S1 the triangle inequality immediately yields D(f, χeθ;N) ≥
1
2D(1, χ
2e2θ;N), and the general case follows from this as above). Thus we may conclude that
for any primitive non-quadratic character modulo tk we have
Dfχ(N) ≥
(1
4
− o(1)
)
logN.
Furthermore, it is easy to see that there are no quadratic primitive non-principal characters
modulo tk for any k ≥ 2. Indeed, suppose χ is real and primitive modulo tk. Setm := ⌈k/2⌉ <
k. Since q ≥ 3 is odd, χ is real, and mq > k, for any A,B ∈ Fq[t] we have
χ(B +Atm) = χ(B +Atm)q = χ
(
(B +Atm)q
)
= χ(Bq + qABq−1tm) = χ(B)q = χ(B),
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so that, in fact, χ is periodic modulo tm, contradicting our primitivity assumption.
Therefore, we obtain
min
χ (mod tk)
χ 6=χ0
Dfχ(N) = min
χ (mod tk)
χ2 6=χ0
χ primitive
Dfχ(N) +O(1) ≥ (1/4 − o(1)) logN,
as claimed. 
Proof of Theorem 1.1. Assume that f : M → [−1, 1]. We extend f to a map on Fq[t] by
requiring that f(c) = χ1(c) for all c ∈ F×q , where χ1 is given by Theorem 6.1. Since IH(G0) =
MN whenever H ≥ N and G0 ∈ MN , the left-hand side vanishes when H = N , so we may
assume that H < N .
Theorem 1.1 follows immediately from Theorem 6.1 when q is even. Note that by Lemma 6.4,
we may assume that χ1 is real since otherwise the mean value of fχ1 contributes≪ N−1/4+o(1),
which dwarfs the error term in the statement of the theorem.
When q is odd, it suffices to show that if χ1 6= χ0 then Dfχ∗1(N) ≥
(
1/4− o(1)
)
logN , so
that once again the sum in fχ∗1 contributes negligibly.
Lemma 3.10 thus shows that we have
D(f∗, χ1eθ;N)2 = D(f, χ∗1eθ;N)
2 +O(1),
for all θ ∈ [0, 1]. In particular, by taking θ = θ0 that minimizes θ 7→ D(f, χ∗1eθ;N)2, we find
that
Dfχ1∗(N) = Df∗χ1(N) +O(1) ≥
(1
4
− o(1)
)
logN,
the inequality being a consequence of Lemma 6.4 when χ1 6= χ0. This completes the proof. 
7. Short Exponential Sums of Non-Pretentious Functions
In this section, we shall apply the results of the previous section to derive two function
field analogues of estimates for short exponential sums weighted by a multiplicative function,
due to Matoma¨ki, Radziwi l l and Tao [22]. To explain the formulation of our results, we pause
to record some of the relevant definitions.
We write Fq(t) to denote the field of rational functions of t. This comes equipped with the
non-archimedean valuation 〈·〉 such that if G =∑Mj=N ajt−j for some M > N ∈ Z and with
aN 6= 0, then 〈G〉 = qN . The completion of Fq(t) ∼= Fq(1/t) with respect to this valuation is
the set K∞(t) := Fq((1/t)) of formal Laurent series in 1/t with a finite number of non-negative
power terms. We define T to be the unit ball of K∞(t) with respect to 〈·〉, i.e.,
T := K∞(t)/Fq[t] = {α ∈ K∞(t) : 〈α〉 < 1}.
That is, T is the set of formal power series in 1/t. This set forms a compact abelian group
under addition, and thus comes equipped with a normalized Haar measure, which we shall
denote by dα. The Pontryagin dual group consists of the characters {α 7→ eF(Gα)}G∈Fq [t],
where, given α ∈ K∞(t), we have written
eF(α) := e
(trFq/Fp(a−1(α))
p
)
,
writing a−1(α) to denote the coefficient of the term t−1 in the expansion of α. An important
feature of these characters is that∫
T
eF(Gα)dα =
{
1 if G = 0
0 otherwise,
in analogy to the orthogonality of additive characters on R/Z.
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Our goal in this section will be to prove the following two results. The first is an estimate for
exponential sums over short intervals that work for complex-valued multiplicative functions
f in general, at the expense of requiring that f be Hayes non-pretentious. The second result
concerns such exponential sums with real-valued functions f , for which only the usual notion
of (Dirichlet) non-pretentiousness needs to be assumed. The first of these theorems will be of
relevance in proving the logarithmically averaged binary Chowla conjecture in this context.
In the theorems below, given 1 ≤ H ≤ N and f :M→ U a multiplicative function, set
MHayes(f ;N,H) := min
M∈M≤H
min
ψ (mod M)
min
ξ short
len(ξ)≤N
Dfψξ(N)
MDir(f ;N,H) := min
M∈M≤H
min
ψ (mod M)
Dfψ(N).
It is clear from the definitions that MHayes(f ;N,H) ≤MDir(f ;N,H).
Theorem 7.1. Let 1 ≤ H ≤ N . Let f :M→ U be multiplicative. Then
sup
α∈T
1
|MN |
∑
G0∈MN
1
|M<H |
∣∣∣ ∑
G∈MN
G∈IH (G0)
f(G)eF(Gα)
∣∣∣≪ logH
H
+N−1/(2000 log q) +Me−M/100,
where M := 1 +MHayes(f ;N,H).
Theorem 7.2. Assume q is odd. Let 1 ≤ H ≤ N . Let f : M → [−1, 1] be a multiplicative
function. Then
sup
α∈T
1
|MN |
∑
G0∈MN
1
|M<H |
∣∣∣ ∑
G∈MN
G∈IH (G0)
f(G)eF(Gα)
∣∣∣≪ logH
H
+N−1/(2000 log q) +Me−M/100,
(33)
where M := 1 +MDir(f ;N,H)
We will deduce both of these results from the following result, proved specifically for
completely multiplicative functions.
Theorem 7.3. Let 1 ≤ H ≤ N . Let f :M→ U be completely multiplicative. Then Theorem
7.1 holds for f . Moreover, if f is real-valued and q is odd then Theorem 7.2 holds for f .
We will begin by proving Theorem 7.3, the deduction of Theorems 7.1 and 7.2 for a
general multiplicative function f being completed at the end of this section. The proofs of
the complex and real cases begin the same way. We shall thus begin both simultaneously,
then highlight where the differences arise below.
We shall proceed via the circle method, as in [22], splitting into cases according to whether
α lies in a major or minor arc (to be defined momentarily). In the function field setting, arcs
can be determined via the following form of Dirichlet’s theorem.
Lemma 7.4 (Dirichlet’s Theorem in Function Fields). Suppose α ∈ T. Given M ≥ 1 we can
find g ∈ M≤M and a ∈ Fq[t] coprime to g with deg(a) < deg(g) such that 〈gα− a〉 ≤ q−M .
Proof. This follows from the pigeonhole principle, just as in the integer setting. 
We are now ready to embark on the proof of Theorem 7.3. We will first prove the following
closely related statement.
Proposition 7.5. Let 1 ≤ H ≤ N . Let f : M → U be completely multiplicative. Suppose
that
10 logH ≤ min{(logN)/(100 log q),H/10,M∗(f ;N,H)/100},(34)
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where M∗(f ;N,H) := 1+MDir(f ;N,H) if f is real-valued and q is odd, and M∗(f ;N,H) :=
1 +MHayes(f ;N,H) otherwise. Then
sup
α∈T
1
|MN |
∑
G0∈MN
1
|M<H |
∣∣∣ ∑
G∈MN
G∈IH(G0)
f(G)eF(Gα)
∣∣∣≪ (logH)/H +N−1/40 + e−MHayes(f ;N,H)/20.
Moreover, if f is real-valued and q is odd, we can replace MHayes with MDir.
By (34), we can choose 1 ≤W ≤ X ≤ H such that
10 logH ≤W ≤ min{(logN)/(100 log q),H/10,M∗(f ;N,H)/10}.
We also let X = H −W (so that W ≤ X/2). In general, we define arcs of the form
Ma,g(X) := {α ∈ T : 〈gα − a〉 ≤ q−X}.
The major arcs of length X and degree W are defined by
M(X,W ) :=
⋃
deg(g)≤W
⋃
a (mod g)
(a,g)=1
Ma,g(X),
and the minor arcs are then defined by
m = m(X,W ) := T\M(X,W ).
Let P1 := 100W and Q1 := H/3, and let S = SP ,Q, with Pj , Qj defined in terms of P1
and Q1 as in Section 5. For the same reason as in Section 5, it will be advantageous to replace
the expression in (33) by
(35) sup
α∈T
1
|MN |
∑
G0∈MN
1
|M<H |
∣∣∣ ∑
G∈MN
G∈IH(G0)
f1S(G)eF(Gα)
∣∣∣.
By Lemma 4.8, the difference between this latter expression and the one in (33) is O(P1/Q1).
We will thus focus our attention mostly on the estimation of (35).
As mentioned, the expression in (35) will be treated differently according to whether α lies
in a major arc or a minor arc. We start with the minor arc case, where the argument has some
resemblance to the derivation of the orthogonality criterion for multiplicative functions [2],
and which can be derived independently of the results of the last two sections.
7.1. The Minor Arcs. We fix α ∈ m. In order to proceed in estimating (35), we shall need
the following basic result.
Lemma 7.6. Let α ∈ K(t) and H ≥ 1. Then∑
deg(F )<H
eF(Fα) = q
H1〈α (mod 1)〉≤q−H−1 .
Proof. This is standard, see e.g. [19, Lemma 7]. 
We will also need the following estimate, connected with Lemma 7.6.
Lemma 7.7. Let α ∈ Ma,g(X), where W < deg(g) ≤ X and (a, g) = 1. Let 100W ≤ k ≤
H/3. Then
|{deg(F ) < k : 〈Fα (mod 1)〉 < q−H+k−1}| ≪ qk−W .
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Proof. Write β := α−a/g. By assumption, we have 〈β〉 ≤ q−X−deg(g). Since (A,B) 7→ 〈A−B〉
is an ultrametric, for any F ∈ Fq[t] we have
〈Fα (mod 1)〉 ≤ max{〈Fa/g (mod 1)〉 , 〈Fβ (mod 1)〉},
with equality whenever the two valuations on the right-hand side differ.
Note that if g ∤ F then as (a, g) = 1, we can write Fa =Mg+L with L 6≡ 0 (mod g) and
hence
〈Fa/g (mod 1)〉 = qdeg(L)−deg(g) ≥ q−deg(g) ≥ qdeg(F )−X−deg(g) > 〈Fβ (mod 1)〉 ,
using X ≥ H/2 > k ≥ deg(F ). On the other hand, if g|F then 〈Fa/g (mod 1)〉 = 0 ≤
〈Fβ (mod 1)〉. In particular, we have
〈Fα (mod 1)〉
{
= 〈Fa/g (mod 1)〉 if g ∤ F
≤ 〈Fβ (mod 1)〉 if g|F .
Let E := {deg(F ) < k : 〈Fα (mod 1)〉 < q−H+k−1}. Consider separately the number of F ∈ E
with g | F and g ∤ F . Note that
|{F ∈ E : g|F}| ≤ |{deg(F ) < k : g|F}| ≤ 1 + qk−deg(g) ≪ qk−W .
Next, consider the contribution to E from F that are not divisible by g. We claim first
that there are no F ∈ E with deg(F ) ≥ deg(g). Suppose otherwise. We of course have
〈Fα (mod 1)〉 = 〈Fa/g (mod 1)〉 ≥ q−deg(g). This implies the chain of inequalities
q−k ≤ q−deg(F ) ≤ q−deg(g) ≤ 〈Fα (mod 1)〉 ≤ q−H+k−1,
which are conflicting since k ≤ H/3.
We may therefore assume that deg(F ) < deg(g). Suppose next that deg(Fa) < deg(g) as
well. Then
〈Fα (mod 1)〉 = 〈Fa/g (mod 1)〉 = qdeg(Fa)−deg(g) ≥ qdeg(F )−deg(g).
Thus, if F ∈ E then we must have deg(F ) ≤ deg(g) + k −H − 1 ≤ k −H +X − 1 < k −W ,
since W = H −X. Hence,
|{F ∈ E : g ∤ F, and deg(F ) ≥ deg(g) or deg(Fa) < deg(g)}| ≤ |{deg(F ) < k−W}| ≪ qk−W .
It remains to consider those F with deg(F ) < deg(g) ≤ deg(Fa). Observe that
|{F ∈ E : g ∤ F,deg(F ) < deg(g) ≤ deg(Fa)}|
=
∑
0≤m<deg(g)
∑
deg(B)=m
|{F : deg(g) − deg(a) ≤ deg(F ) < min{k,deg(g)} : Fa ≡ B (mod g)
and 〈Fa/g (mod 1)〉 < q−H+k−1}|.
Note that 〈Fa/g (mod 1)〉 = 〈B/g〉 = qm−deg(g) whenever deg(B) = m and Fa ≡ B (mod g),
and so F ∈ E under these conditions only if 0 ≤ m < deg(g) −H + k − 1. This condition is
empty if deg(g) ≤ H − k + 1 so we assume otherwise (and hence deg(g) > k). We may thus
bound the above by
≤
∑
0≤m<deg(g)−H+k−1
∑
deg(B)=m
|{deg(g) − deg(a) ≤ deg(F ) < k : F ≡ aB (mod g)}|,
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where a is the inverse of a (mod g). Since deg(F ) < deg(g), the cardinality above is ≤ 1, and
thus
|{F ∈ E : g ∤ F,deg(F ) < deg(g) ≤ deg(Fa)}| ≤ 1 +
∑
0≤m<deg(g)−H+k−1
∑
deg(B)=m
1
≤ 1 + q
∑
0≤m<deg(g)−H+k−1
qm ≪ 1 + qdeg(g)−H+k−1
≪ qk+X−H = qk−W .
It follows that
|E| ≤ |{F ∈ E : g|F}| + |{F ∈ E : g ∤ F,deg(F ) ≥ deg(g) or deg(Fa) < deg(g)}|
+ |{F ∈ E : deg(F ) < deg(g) ≤ deg(Fa)}| ≪ qk−W ,
as claimed. 
Let α ∈ m. For each G0 ∈ MN let θ(G0) ∈ S1 be chosen so as to write (35) as
ΣS(α) :=
1
|MN |
∑
G0∈MN
θ(G0)
|M<H |
∑
G∈MN
G∈IH(G0)
f1S(G)eF(αG).(36)
Applying Lemma 4.14, we can then write
ΣS(α)
=
1
|MN |
∑
G0∈MN
θ(G0)
|M<H |
∑
G′∈M≤N
f(G′)
1 + ω[P1,Q1](G
′)
∑
P1≤deg(R)≤min{Q1,N−deg(G′)}
RG′∈IH (G0)
deg(RG′)=N
f(R)eF(RG
′α)
+O
(
q−N−H
∑
G0∈MN
∑
P1≤d≤Q1
∑
R∈Pd
|{G ∈ IH(G0) : R2|G}|
)
=
1
|MN |
∑
G0∈MN
θ(G0)
|M<H |
∑
G′∈M≤N
f(G′)
1 + ω[P1,Q1](G
′)
∑
P1≤deg(R)≤min{Q1,N−deg(G′)}
RG′∈IH (G0)
deg(RG′)=N
f(R)eF(RG
′α)
+O(q−P1).
We pull the summation over G′ out, split the sum over R according to degree and apply the
triangle inequality to get
|ΣS(α)| ≤
∑
P1≤k≤Q1
1
|MN |
∑
G′∈MN−k
∣∣∣ ∑
R∈Pk
f(R)e(G′Rα)
1
|M<H |
∑
G0∈MN
G′R∈IH (G0)
θ(G0)
∣∣∣+O(H−50)
We apply Ho¨lder’s inequality to the sum over G′, getting
|ΣS(α)| ≪ q−N/4−H
∑
P1≤k≤Q1
q−3k/4T 1/4k +H−50,(37)
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where for each P1 ≤ k ≤ Q1 we define
Tk : =
∑
R1,R2,R3,R4∈Pk
f(R1)f(R2)f(R3)f(R4)
∑
G1,G2,G3,G4∈MN
θ(G1)θ(G2)θ(G3)θ(G4)
∑
G′∈MN−k
G′Rj∈IH (Gj) ∀j
eF(G
′α(R1 +R2 −R3 −R4)).
Fix P1 ≤ k ≤ Q1 for the time being. Split the sums over Gj according to their residue
classes Aj (mod Rj). Writing Gj = DjRj + Aj , we know that IH(Gj) = IH(DjRj) since
deg(Aj) < deg(Rj) ≤ Q1 < H. Thus, we can rewrite Tk as
Tk =
∑
R1,R2,R3,R4∈Pk
1≤j≤4
f(R1)f(R2)f(R3)f(R4)
∑
A1,A2,A3,A4
Aj (mod Rj) ∀1≤j≤4
∑
D1∈MN−k
θ(D1R1 +A1)
·
∑
D2,D3,D4∈MN−k
θ(D2R2 +A2)θ(D3R3 +A3)θ(D4R4 +A4)
·
∑
G′∈MN−k
G′∈IH−k(Dj) ∀1≤j≤4
eF(G
′α(R1 +R2 −R3 −R4)).
We observe now that
G′ ∈
⋂
1≤j≤4
IH−k(Dj)⇐⇒ G′ ∈ IH−k(D1) and deg(Dj −D1) < H − k for all 1 ≤ j ≤ 4.
Hence, making the change of variables L := G′ −D1, we can recast the above expression for
Tk as∑
Rj∈Pk
1≤j≤4
f(R1)f(R2)f(R3)f(R4)
∑
D1∈MN−k
∑
Aj (mod Rj)
1≤j≤4
θ(D1R1 +A1)eF(D1α(R1 +R2 −R3 −R4))
·
∑
D2,D3,D4∈MN−k
deg(Dj−D1)<H−k ∀j
θ(D2R2 +A2)θ(D3R3 +A3)θ(D4R4 +A4)
·
∑
deg(L)<H−k
eF(Lα(R1 +R2 −R3 −R4)).
Note that now the inner sum over L is decoupled from the sums over Aj and Dj . Given
D1 ∈ MN−k fixed, there are ≪ qH−k choices of each of D2, D3 and D4 to satisfy the
condition deg(Dj −D1) < H − k. Furthermore, there are ≪ q4k choices of 4-tuples of residue
classes A1, A2, A3, A4 to their respective moduli R1, R2, R3 and R4. Recalling that θ(·) is
unimodular and bounding trivially in D1 ∈MN−k, it follows that
Tk ≪ q4k · q3(H−k) · qN−k
∑
R1,R2,R3,R4∈Pk
∣∣∣ ∑
deg(L)<H−k
eF(Lα(R1 +R2 −R3 −R4))
∣∣∣
≪ q3H+N
∑
R1,R2,R3,R4∈Pk
∣∣∣ ∑
deg(L)<H−k
eF(Lα(R1 +R2 −R3 −R4))
∣∣∣
We arrange the 4-tuples (R1, R2, R3, R4) ∈ P4k according to the values of F := R1 + R2 −
R3−R4 ∈ Fq[t]; note that since the Rj are all monic, deg(F ) < k. By Lemma 4.13, there are
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≪ q3k/k4 such representations of F in terms of irreducibles Rj . It follows that
Tk ≪ q
3(H+k)+N
k4
∑
deg(F )<k
∣∣∣ ∑
deg(L)<H−k
eF(LFα)
∣∣∣.
By Lemma 7.6, we can evaluate the exponential sum to yield
Tk ≪ q
3(H+k)+N
k4
∑
deg(F )<k
qH−k1〈Fα (mod 1)〉<q−H+k−1
=
q4H+2k+N
k4
|{deg(F ) < k : 〈Fα (mod 1)〉 < q−H+k−1}|.
By Lemma 7.7, for α ∈ m we have
|{deg(F ) < k : 〈Fα (mod 1)〉 < q−H+k−1}| ≪ qk−W ,
so that we finally obtain the estimate
Tk ≪ q
3k+4H+N
k4
q−W .
Taking fourth roots of both sides and inserting this into (37), we get
|ΣS(α)| ≪ q−N/4−H
∑
P1≤k≤Q1
q−3k/4
(
q3k+4H+N−W/k4
)1/4
+H−50 ≪ q−W/4
∑
P1≤k≤Q1
1/k +H−50
≪ log(Q1/P1)q−W/4 +H−50.
In light of the choices W ≥ 10 logH, P1 = 100W , Q1 = H/3, this leads, finally, to the bound
max
α∈m(X,W )
1
|MN |
∑
G0∈MN
∣∣∣ 1|M<H |
∑
G∈MN
G∈IH(G0)
f(G)eF(Gα)
∣∣∣ ≪ max
α∈m(X,W )
|ΣS(α)| + P1
Q1
≪ log(Q1/P1)q−W/4 + P1
Q1
≪ P1
Q1
.
7.2. The Major Arcs. Next, we turn to the estimation of the major arcs, where the
Matoma¨ki–Radziwi l l theorem in function fields will be put into use. Fix g ∈ M≤W and
a reduced residue class a modulo g coprime to g. Suppose that α ∈ Ma,g(X). We shall
estimate ΣS(α) (given by (36)) in this case as well.
Write eF(Gα) = eF(Ga/g)eF(Gβ), and set γ := deg(g) − 1. Since X + γ < H, for each
G0 ∈ MN we may decompose
IH(G0) =
⊔
deg(G′)<H−X−γ
IX+γ(G0 + t
X+γG′).
As β =
∑
j≤−(X+γ) bjt
j , it follows that eF(βG) is constant on IX+γ(G0 + t
X+γG′), for each
G′ in the union. Splitting the inner sum over G in ΣS(α) into pieces supported on each of
these shorter intervals and applying the triangle inequality, we obtain
|ΣS(α)| ≤ 1|MN |
∑
G0∈MN
1
|M<H |
∑
deg(G′)<H−X−γ
∣∣∣ ∑
G∈MN
G∈IX+γ(G0+tX+γG′)
f1S(G)eF(Ga/g)
∣∣∣.
=:
1
|MN |
∑
G0∈MN
1
|M<H |
∑
deg(G′)<H−X−γ
|ΣS(α;G0, G′)|.
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Expanding eF(Ga/g) in terms of Dirichlet characters (mod g), and making use of the Gauss
sum τ(ψ), we can rewrite
ΣS(α;G0, G′) =
∑
G∈MN
G∈IX+γ(G0+tX+γG′)
f1S(G)eF(Ga/g)
=
∑
D|g
f(D)
φ(g/D)
∑
ψ (mod g/D)
ψ(a)τ(ψ)
∑
G∈MN−deg(D)
GD∈IX+γ(G0+tX+γG′)
f1S(G)ψ(G)
for each G0, G
′ in their respective ranges.
As in the minor arc case, we separate G0 and G
′ according to residue classes modulo D.
Write G0 = DG
′
0 +A and G
′ = DG′′ +B and tX+γ = DT + C, so that
tX+γG′ = D(DG′′T + CG′′ +BT ) +BC.
Then as deg(D) ≤ deg(g) ≤W < X/2, we have deg(A),deg(BC) < X + γ and thus
IX+γ(G0 + t
X+γG′) = IX+γ(D(G′0 +DG
′′T +BT +CG′′)) = IX+γ(D(G′0 + t
X+γG′′ +BT )).
Hence, we see that GD ∈ IX+γ(G0+ tX+γG′) if and only if G ∈ IX+γ−deg(D)(G′0+ tX+γG′′+
BT ). It follows, using the triangle inequality and the bound |τ(ψ)| ≤ qdeg(g/D)/2 (which is
proved in the same way as in the integer setting), that
|ΣS(α)|
≪
∑
D|g
q
1
2
deg(g/D)
φ(g/D)
∑
ψ (mod g/D)
∑
A,B (mod D)
1
|MN |
∑
DG′0+A∈MN
|M<X+γ−deg(D)||M<H−X−γ−deg(D)|
|M<H |
· 1|M<H−X−γ−deg(D)|
∑
deg(DG′′+B)<H−X−γ
∣∣∣ 1|M<X+γ−deg(D)|
∑
G∈MN−deg(D)
G∈IX+γ−deg(D)(G′0+tX+γG′′+BT )
f1S(G)ψ(G)
∣∣∣
≪ q 12deg(g)
∑
D|g
q−
1
2
deg(D) max
ψ (mod g/D)
max
deg(G′′)<H−X−γ−deg(D)
max
B (mod D)
· 1|MN−deg(D)|
∑
G′0∈MN−deg(D)
∣∣∣ 1|M<X+γ−deg(D)|
∑
G∈MN−deg(D)
G∈IX+γ−deg(D)(G′0+tX+γG′′+BT )
f1S(G)ψ(G)
∣∣∣.
Since deg(G′′tX+γ+BT ) < max{H−deg(D),X+γ} ≤ N−deg(D), we can make the change
of variables G′′0 := G
′
0 +G
′′tX+γ +BT to finally yield
|ΣS(α)| ≪ q
1
2
deg(g) max
D|g
ψ (mod g/D)
1
|MN−deg(D)|
·
∑
G′′0∈MN−deg(D)
∣∣∣ 1|M<X+γ−deg(D)|
∑
G∈MN−deg(D)
G∈IX+γ−deg(D)(G′′0 )
f1S(G)ψ(G)
∣∣∣.
LetD1 be the divisor of g such that some character ψ1 (mod D1) yields the maximal contribu-
tion among the characters whose modulus divides g. Put d := deg(D1), so that d ≤W < N/2.
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By Theorem 3.5 and Lemma 4.8, we get
1
|MN−d|
∣∣∣ ∑
G∈MN−d
f1S(G)ψ1(G)
∣∣∣
≤ 1|MN−d|
∣∣∣ ∑
G∈MN−d
f(G)ψ1(G)
∣∣∣ + 1|MN−d|
∣∣∣ ∑
G∈MN−d
f(G)ψ1(G)1Sc(G)
∣∣∣
≪ (1 +Dfψ1(N))e
−Dfψ1 (N) +min
{
P1
Q1
, (1 +Dfψ11Sc (N))e
−Dfψ11Sc (N)
}
≪ (1 +Dfψ1(N))e
−Dfψ1 (N) +
P1
Q1
min
{
1, (Q1/P1)
3(1 +Dfψ1(N))e
−Dfψ1 (N)
}
.
By the triangle inequality and the assumption deg(g) ≤W , we thus have
|ΣS(α)|
≪ q
W
2
|MN−d|
∑
G′′0∈MN−d
∣∣∣ 1|M<X+γ−d|
∑
G∈MN−d
G∈IX+γ−d(G′′0 )
f1Sψ1(G)−
1
|MN−d|
∑
G∈MN−d
f1S(G)ψ1(G)
∣∣∣
+ q
W
2
(
Dfψ1(N)e
−Dfψ1 (N) +
P1
Q1
min
{
1, (Q1/P1)
3(1 +Dfψ1(N))e
−Dfψ1 (N)
})
.
Applying Theorem 6.1 (in the form given in Remarks 6.2 and 6.3), the first expression above
is
≪ qW/2
(
Q
1
2
1 q
− 1
12
P1 +N−1/36+o(1) + 1fψ1 not real
or 2|q
1χ1 6=χ0(1 +D(fψ1)∗χ1(N))e
−D(fψ1)∗χ1 (N)
)
,
where χ1 denotes the character modulo t
N−X−γ+1 such that χ 7→ D(fψ1)∗χ(N) is minimal
(and χ0 is the principal character to the same modulus). Recalling that P1 = 100W and
Q1 = H/3, it follows that
max
α∈M(X,W )
|ΣS(α)| ≪ qW/2(H1/2q−8W +N−1/36+o(1) + max
M∈M≤W
ψ (mod M)
(
(1 +Dfψ(N))e−Dfψ(N)
+ (P1/Q1)min{1, (Q1/P1)3(1 +Dfψ(N))e−Dfψ(N)})
)(38)
+ qW/2 max
M∈M≤W
max
ψ (mod M)
fψ not real
if 2 ∤ q
max
X<j≤H
χ 6=χ0 (mod tN−j )
(1 +D(fψ)∗χ(N))e−D(fψ)∗χ(N).
(39)
In order to estimate this quantity further and to prove Proposition 7.5, we split into two
cases.
Case 1: f is not real-valued or q is even. By Corollary 3.15, we have
MHayes(f ;N,H) ≤ min
M∈M≤X
min
ψ (mod M)
fψ not real
min
X<j≤H
min
χ (mod tN−j )χ 6=χ0
D(fψ)∗χ(N) +O(1).
Of course, we also have
MHayes(f ;N,H) ≤MDir(f ;N,H) ≤ min
M∈M≤X
min
ψ (mod M)
Dfψ(N).
42 OLEKSIY KLURMAN, ALEXANDER P. MANGEREL, AND JONI TERA¨VA¨INEN
Inserting these bounds into (39) and using 10 logH ≤W ≤ (logN)/(100 log q), we get
max
α∈M(X,W )
|ΣS(α)|
≪ logH
H
+N−1/40
+ qW/2
(
e−MDir(f ;N,H)/2 + (P1/Q1)min{1, (Q1/P1)3e−MDir(f ;N,H)/2}+ e−MHayes(f ;N,H)/2
)
.
By assumption, we also have W ≤ MHayes(f ;N,H)/10 ≤MDir(f ;N,H)/10. Furthermore, if
Q1/P1 ≥ eMDir(f ;N,H)/5 then
qW/2P1/Q1 ≤ eMDir(f ;N,H)/20−MDir(f ;N,H)/5 ≤ e−MDir(f ;N,H)/10,
whereas if Q1/P1 < e
MDir(f ;N,H)/5 then
qW/2(Q1/P1)
2e−MDir(f ;N,H)/2 < eMDir(f ;N,H)(1/20+2/5−1/2) = e−MDir(f ;N,H)/20.
Thus, we deduce the bound
max
α∈M(X,W )
|ΣS(α)| ≪ (logH)H−1 +N−1/40 + e−MDir(f ;N,H)/20 + e−MHayes(f ;N,H)/2qW/2
≪ (logH)H−1 +N−1/40 + e−MHayes(f ;N,H)/20,
since 10 logH ≤W ≤ min{H/10, (logN)/(100 log q),MHayes(f ;N,H)/10}.
Case 2: f is real-valued and q odd. We claim that
(40) max
M∈M≤W
max
ψ (mod M)
fψ not real
max
X<j≤H
χ 6=χ0 (mod tN−j)
D(fψ)∗χ(N)e−D(fψ)∗χ(N) ≪ N−1/4+o(1).
Inserting this into (39) and then repeating the arguments in Case 1 to simplify the terms in
(38), we obtain
max
α∈M(X,W )
|ΣS(α)| ≪ (logH)H−1 +N−1/40 + e−MDir(f ;N,H)/20.
Let ψ be a character of modulus M with deg(M) ≤ W ≤ logN for which fψ is not real-
valued. Since f is real-valued it follows that ψ is not, nor is (fψ)∗. Put M = M˜tr, where
(M˜, t) = 1, and write ψ = ψM˜ψtr . We consider two subcases, depending on whether or not
ψM˜ is real-valued.
Case 2.1. Suppose first that ψM˜ is real. Since ψ
2 is non-principal, it follows that ψ2tr is
non-principal. Applying the triangle inequality as in the proof of Lemma 6.4, we can show
that
D(fψ)∗χ(N) ≥
1
4
D(ψ2
tr
)∗χ2(N).
By Lemma 3.12, (ψ2tr )
∗ is a non-principal short interval character of length ≤ r, so that
(ψ2tr )
∗χ2 is a non-principal Hayes character of conductor ≤ r+cond(χ2) ≤W +N −H < N .
Lemma 3.2 now implies that
D(ψ2
tr
)∗χ2(N) = logN − Re
(∑
d≤N
e(−θ0d)
dqd
∑
G∈Md
(ψ2tr )
∗χ2(G)Λ(G)
)
+O(1)
= (1− o(1)) logN.
In particular, we find that
D(fψ)∗χ(N) ≥ (1/4 − o(1)) logN,
which implies (40) in this case.
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Case 2.2. Next, suppose ψM˜ is not real, so that ψ
2
M˜
is non-principal. Without loss of
generality, we may assume that f is extended to Fq[t] by f(c)ψ(c) = χ(c). By Lemma 3.10,
we see that
D(fψ)∗χ(N) ≥ DfψM˜ψtrχ∗(N) +O(1).
Applying a similar argument as in the previous subcase, we have then that
D(fψ)∗χ(N) ≥
1
4
Dψ2
M˜
(ψtr )2(χ2)∗
(N) +O(1).
Since (M˜ , t) = 1, ψ2
M˜
(ψtr )
2(χ2)∗ is a non-principal Hayes character. Similarly as in the
previous subcase, we obtain
D(fψ)∗χ(N) ≥ (1/4 − o(1)) logN.
Thus, (40) is valid in this case as well, and thus in all cases in which f is real-valued. This
completes the proof of Proposition 7.5.
Proof of Theorem 7.3. Let 1 ≤ W,H ′ ≤ N , and put P1 := 100W and Q1 := H ′/3. If we
assume the condition
(41) 10 logH ′ ≤W ≤ min{M∗(f ;N,H ′)/10, (logN)/(100 log q),H ′/10},
where we recall that M∗ = MHayes unless f is real and q is odd in which case M∗ = MDir,
then we have
max
α∈T
1
|MN |
∑
G0∈MN
∣∣∣ ∑
G∈MN
G∈IH′(G0)
f(G)eF(Gα)
∣∣∣
≪ qH′
(
(logH ′)(H ′)−1 + P1/Q1 +N−1/40 + e−M∗(f ;N,H
′)/20
)
.
Suppose now that 1 ≤ H ≤ N , and define 1 ≤ H0 ≤ N by
logH0 := min{M∗(f ;N,H)/100, (logN)/(1000 log q),H/100}.
We will make a choice of W that suits our current choice of H.
If H ≤ H0 thenW := 10 logH is admissible in (41) with H ′ = H, and Theorem 7.3 is verified
in this case (here P1 ≪ logH, so P1/Q1 ≪ (logH)H−1).
Next, suppose H > H0. For each G0 ∈ MN we can split IH(G0) into ≪ qH−H0 short
intervals IH0(G0 + t
H0M), where deg(M) < H −H0. We then have
max
α∈T
1
|MN |
∑
G0∈MN
∣∣∣ ∑
G∈MN
G∈IH (G0)
f(G)eF(Gα)
∣∣∣
≪ qH−H0 max
deg(M)<H−H0
max
α∈T
1
|MN |
∑
G0∈MN
∣∣∣ ∑
G∈MN
G∈IH0 (G0+tH0M)
f(G)eF(Gα)
∣∣∣
= qH−H0 max
α∈T
1
|MN |
∑
G′0∈MN
∣∣∣ ∑
G∈MN
G∈IH0(G′0)
f(G)eF(Gα)
∣∣∣.
We have thus reduced matters to the case H = H0, which was addressed previously. Since
H 7→M∗(f ;N,H) is non-increasing, we see that
logH0 ≤ min{M∗(f ;N,H0)/100, (logN)/(1000 log q),H0/100}
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when N (and therefore H) is large enough. Selecting W := 10 logH0 gives an admissible
choice in relation to (41) with H = H0, and in this case with P1/Q1 ≪ (logH0)/H0. We thus
have
max
α∈T
1
|MN |
∑
G0∈MN
∣∣∣ ∑
G∈MN
G∈IH (G0)
f(G)eF(Gα)
∣∣∣
≪ qH−H0 · qH0
(
(logH0)H
−1
0 +N
−1/40 + e−M∗(f ;N,H0)/20
)
≪ qH
(
N−1/(2000 log q) +M∗(f ;N,H)e−M∗(f ;N,H)/100
)
,
again using the fact that H ′ 7→M∗(f ;N,H ′) is non-increasing, and Theorem 7.3 then follows
in this case as well. 
Proof of Theorems 7.1 and 7.2. We will only prove Theorem 7.1 from the first statement
in Theorem 7.3, as Theorem 7.2 follows in the same way from the second statement in
Theorem 7.3.
Let f :M→ U be a multiplicative function. Define f˜ to be the completely multiplicative
function such that f˜(P ) = f(P ) for all P ∈ P. We may thus find a multiplicative function
h : M → U, supported on squarefull monic polynomials (i.e., if h(P k) 6= 0 for P ∈ P and
k ∈ N then k ≥ 2) such that f = f˜ ∗ h; in particular, h is bounded by a divisor function, and
hence |h(G)| ≪ε qεdeg(G) for any G ∈ M. We thus have
sup
α∈T
1
|MN |
∑
G0∈MN
1
|M<H |
∣∣∣ ∑
G∈MN
G∈IH(G0)
f(G)eF(Gα)
∣∣∣
≤
∑
D∈M≤N
|h(D)| sup
α∈T
1
|MN |
∑
G0∈MN
1
|M<H |
∣∣∣ ∑
G′∈MN−deg(D)
DG′∈IH (G0)
f˜(G′)eF(G′Dα)
∣∣∣
=: T<H + T≥H .
We first estimate T≥H , which corresponds to the terms with deg(D) ≥ H above. If deg(D) ≥
H then if G0 ∈ MN is such that IH(G0) ∩ DMN−deg(D) 6= ∅ then in fact |IH(G0) ∩
DMN−deg(D)| = 1 and G0 lies in one of at most ≪ qH residue classes modulo D. It fol-
lows that
T≥H ≪
∑
D∈M
deg(D)≥H
|h(D)| · 1|MN ||M<H | · q
N+H−deg(D) ≪
∑
D∈M
deg(D)>H
|h(D)|q−deg(D).
Since h is supported on squarefull polynomials, all of which are of the form A2B3 for some
A,B ∈ M, and moreover |h(D)| ≪ qdeg(D)/5 for all D, we obtain
(42) T≥H ≪
∑
D∈M
deg(D)≥H
|h(D)|q−deg(D) ≪ q−H/5
∑
A2B3∈M
q−0.6(2deg(A)+3deg(B)) ≪ q−H/5.
Next, we estimate T<H . Writing G0 = DG′0+B for some B (mod D), this can be written as
T<H =
∑
D∈M<H
|h(D)| sup
α∈T
1
|MN |
∑
B (mod D)
∑
G′0∈MN−deg(D)
1
|M<H |
∣∣∣ ∑
G′∈MN−deg(D)
DG′∈IH (DG′0+B)
f˜(G′)eF(G′Dα)
∣∣∣.
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Since deg(B) < deg(D) < H, we see that IH(DG
′
0 + B) = IH(DG
′
0) for all B (mod D).
Moreover, we also have that DG′ ∈ IH(DG′0) if and only if G′ ∈ IH−deg(D)(G′0). Thus,
T<H =
∑
D∈M<H
|h(D)| sup
α∈T
qdeg(D)
|MN |
∑
G′0∈MN−deg(D)
1
|M<H |
∣∣∣ ∑
G′∈MN−deg(D)
G′∈IH−deg(D)(G′0)
f˜(G′)eF(G′Dα)
∣∣∣
≪
∑
D∈M<H
|h(D)|
qdeg(D)
sup
α∈T
1
|MN−deg(D)|
∑
G′0∈MN−deg(D)
1
|M<H−deg(D)|
∣∣∣ ∑
G′∈MN−deg(D)
G′∈IH−deg(D)(G′0)
f˜(G′)eF(G′Dα)
∣∣∣
≤
∑
D∈M<H
|h(D)|
qdeg(D)
sup
β∈T
1
|MN−deg(D)|
∑
G′0∈MN−deg(D)
1
|M<H−deg(D)|
∣∣∣ ∑
G′∈MN−deg(D)
G′∈IH−deg(D)(G′0)
f˜(G′)eF(G′β)
∣∣∣.
Since the supremum over β is ≤ 1 for all D ∈ M<H , we may further bound the contri-
bution from deg(D) ≥ H/2 (as in (42), with H replaced by H/2) by O(q−H/10). Applying
Theorem 7.3 for each D ∈ M<H/2, we find
T<H ≪ q−H/10 +
∑
D∈M<H/2
|h(D)|q−deg(D)
( log(H − deg(D))
H − deg(D)
+ (N − deg(D))−1/(2000 log q) +MDe−MD/100
)
,
(43)
where we have setMD :=MHayes(f˜ ;N−deg(D),H−deg(D))+1. We note from its definition
that MHayes is non-increasing in H, and since f˜ takes the same values as f on primes we get
MD ≥MHayes(f˜ ;N − deg(D),H) =MHayes(f ;N − deg(D),H).
Finally, as Dg(N−deg(D)) ≥ Dg(N/2) = Dg(N)−O(1) for any 1-bounded function g :M→
U, it follows that
MD ≥MHayes(f ;N,H)−O(1) =:M − 1−O(1)
for all D ∈ M<H/2. Invoking this in (43), we obtain the bound
T<H ≪ q−H/10 +
( logH
H
+N−1/(2000 log q) +Me−M/100
) ∑
D∈M
|h(D)|q−deg(D)
≪ logH
H
+N−1/(2000 log q) +Me−M/100.
Combining this with our earlier estimate for T≥H , the proof of Theorem 7.1 follows. 
8. Elliott’s Conjecture
In this section, we shall prove the two-point case of the logarithmically averaged Elliott’s
conjecture on correlations of non-pretentious multiplicative functions in function fields. Our
main result in this section is the following (Theorem 1.5).
Theorem 1.5 also admits the following simpler corollary for real-valued functions that is
closer in spirit to the corresponding statement over number fields.
Theorem 8.1. Suppose q is an odd prime power. Let B ∈ Fq[t]\{0} be fixed. Let f1, f2 :
M→ [−1, 1] be multiplicative functions. Assume that f1 is Dirichlet non-pretentious in the
sense that
min
M∈M≤W
ψ (mod M)
min
θ∈[0,1]
D(f1, ψeθ;N)
2 →∞,
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as N →∞ for every fixed W ≥ 1. Then
1
N
∑
G∈M≤N
q−deg(G)f1(G)f2(G+B) = o(1).
The estimate implicitly depends on B and, as usual, on q; we make no effort to determine
this dependence explicitly since this is not our point of interest.
In the sequel, we will adopt the following notational conventions: if S ⊂ Fq[t] and g :
Fq[t]→ C then
EG∈Sg(G) := |S|−1
∑
G∈S
g(G),
ElogG∈Sg(G) :=
(∑
G∈S
q−deg(G)
)−1 ∑
G∈S
g(G)q−deg(G) if 0 6∈ S.
To prove Theorem 1.5, we will combine the exponential sum estimate of Theorem 7.2 with
a function field version of the entropy decrement argument that Tao developed in [27] for
the corresponding problem in the integer setting. The key proposition arising from this is the
following.
Proposition 8.2 (Introducing an extra averaging variable). Let N ≥ 100, and let B ∈
Fq[t]\{0} be fixed. For any 1 ≤ K ≤ log log logN , there exists H ∈ [K, exp(exp(10K))] such
that the following is true. Suppose that f1, f2 satisfy the hypotheses of Theorem 1.5. For each
R ∈ PH set cR := f1(R)f2(R). Then
ElogG∈M≤N q
−deg(G)f1(G)f2(G+B)
= EP∈PH cPE
log
G∈M≤Nf1(G)f2(G+ PB) +O(K
−0.1).
Proposition 8.2 will be deduced from the following proposition, which is based on the
entropy decrement argument.
Proposition 8.3 (Entropy decrement argument in function fields). Let k ≥ 1, and let
a1, . . . , ak : Fq[t] → U be arbitrary 1-bounded functions. Also let B1, . . . , Bk ∈ Fq[t] be any
fixed polynomials. Then for any large enough N and for 1 ≤ K ≤ log log logN there exists
H ∈ [K, exp(exp(10K))] such that
ElogG∈M≤N |EP∈PHa1(G+ PB1) · · · ak(G+ PBk)(qdeg(P )1P |G − 1)| ≪ K−0.1.
Proof of Proposition 8.2 assuming Proposition 8.3. Let H ∈ [K, exp(exp(10K))] be a slowly
growing function of N . By multiplicativity, for each P ∈ PH we have
f1(G)f2(G+B) = cP f1(GP )f2(PG+BP ),
unless P |G or P |(G+B). Averaging over P ∈ PH , for a suitable choice of H we have
ElogG∈M≤Nf1(G)f2(G+B)
= EP∈PHcPE
log
G∈M≤N f1(G)f2(G+ PB)q
deg(P )1P |G +O(q−H +N−1),
since
EP∈PHE
log
G∈M≤N 1G≡0 or −B (mod P ) ≪ q−H .
By Proposition 8.3 with ai = fi and the triangle inequality, we have
EP∈PH cPE
log
G∈M≤Nf1(G)f2(G+ PB)q
deg(P )1P |G
= EP∈PH cPE
log
G∈M≤Nf1(G)f2(G+ PB) +O(K
−0.1),
and the claim follows. 
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In the next subsection, we will establish Proposition 8.3.
8.1. The Entropy Decrement Argument in Function Fields.
Definition 8.4. Let X ,Y be random variables on a probability space (Ω,P) with finite
ranges X ,Y, respectively. We define the entropy
H(X) :=
∑
x∈X
P(X = x) log
1
P(X = x)
and the joint entropy
H(X,Y ) :=
∑
x∈X ,y∈Y
P(X = x,Y = y) log
1
P(X = x,Y = y)
.
Let E ⊂ Ω. We define the conditional entropy of X with respect to the event E by
H(X|E) =
∑
x∈X
P(X = x | E) log 1
P(X = x | E)
and further define the conditional entropy of X given Y by
H(X |Y ) =
∑
y∈Y
H(X|Y = y)P(Y = y)
Note that this satisfies the identity
H(X,Y ) = H(X|Y ) +H(Y ).
Finally, we define the mutual information between X and Y by
I(X ,Y ) := H(X) +H(Y )−H(X,Y )
The nonnegativity of I(X ,Y ) follows from the following lemma.
Lemma 8.5 (Shannon inequalities). Let X,Y be random variables on a probability space
(Ω,P) with finite ranges X ,Y. Then we have the bounds
0 ≤ H(X) ≤ log |X |
and
H(X) ≤ H(X,Y ) ≤ H(X) +H(Y ).
Proof. These inequalities are proved by applying Jensen’s inequality to the concave function
x 7→ x log 1x ; see [1] for the details. 
Proof of Proposition 8.3. We may assume that K (and thus N) are sufficiently large, since
otherwise the claim of the proposition is trivial. We adapt Tao’s proof in [27] to the function
field setting. Let ε = K−0.1. It suffices to show that there exists H ∈ [K, exp(exp(10K))] for
which
|ElogG∈M≤NEP∈PHcP a1(G+ PB1) · · · ak(G+ PBk)(qdeg(P )1P |G − 1)| ≪ ε
uniformly for all choices of cP ∈ U. We discretize the functions ai by defining a˜i(F ) for each
F ∈ Fq[t] to be ai(F ) rounded to the nearest element in the Gaussian lattice εZ[i], breaking
ties using the lexicographic ordering, say. Then it suffices to prove
|ElogP∈PHEG∈M≤N cP a˜1(G+ PB1) · · · a˜k(G+ PBk)(qdeg(P )1P |G − 1)| ≪ ε(44)
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for some H as above and for any cP ∈ U. Since each polynomial G ∈ M≤N of degree ≥ H
belongs to the same number of short intervals IH(G0), where G0 ranges through M≤N , and
H/N ≪ ε, the left-hand side of (44) can be rewritten as
|ElogG0∈M≤NE G∈M≤N
G∈IH(G0)
EP∈PH cP a˜1(G+ PB1) · · · a˜k(G+ PBk)(qdeg(P )1P |G − 1)| +O(ε).(45)
Let (Ω,P) be the probability space where Ω =M≤N and P is the probability measure
P(A) := ElogG∈M≤N1A(G).
for any A ⊂ Ω. Then (45) can be bounded trivially by
≪ ε+ P(G0 ∈ M≤N : |E G∈M≤N
G∈IH(G0)
EP∈PH cP a˜1(G+ PB1) · · · a˜k(G+ PBk)(qdeg(P )1P |G − 1)| ≥ ε).
(46)
Let b := maxj≤k deg(Bj). Introduce the random variables XH and Y H defined on Ω and
given by
XH(G0) := (a˜1(F ), . . . , a˜k(F ))F∈IH+b(G0), Y H(G0) := (G0 (mod P ))P∈PH , G0 ∈ Ω.
Then there is a deterministic function F such that we can write the probability in (46) as
P(G0 ∈ M≤N : |F(XH(G0),Y H(G0))| ≥ ε);
more precisely, F is of the form
F(x, y) = EP∈PH cPZP (x, y) := EP∈PHcPEdeg(J)<H+bφJ(x, P )(qdeg(P )1P |y+J − 1)(47)
for some 1-bounded functions φJ and for x ∈ XH , y ∈ YH , where XH ,YH are the ranges of
XH ,Y H , respectively. Therefore, by the triangle inequality we have the bound |ZP (x, y)| ≤ 2
for all x ∈ XH , y ∈ YH .
It suffices to show that P(|F(XH ,Y H)| ≥ ε) ≪ ε, for some H ∈ [K, exp(exp(10K))]. To
do this, we start by bounding the probabilities P(|F(x,Y H)| ≥ ε) without conditioning and
then we will deduce a bound on the corresponding conditional probabilities with XH = x.
By the Chinese remainder theorem, Y H(F ) = y for any y ∈ YH corresponds to a unique
congruence for F modulo
∏
P∈PH P . Thus, this happens with probability exactly equal to
q
−∑P∈PH deg(P ) as long as ∑
P∈PH
deg(P ) < N,
which by the prime polynomial theorem holds whenever H < logN4 log q for N large enough.
Hence, Y H is a uniform random variable on YH under the aforementioned condition. In
particular, all the random variables G0 7→ G0 (mod P ) for P ∈ PH are jointly independent
of each other. By (47), we may write
F(x,Y H) = EP∈PHcPZP (x,Y H),
and the random variables {ZP (x,Y H) : P ∈ PH} are jointly independent, all having mean
0. Moreover, the number of different P here is ≥ 12qH/H, say, again by the prime polynomial
theorem. By Hoeffding’s inequality [9], there is an absolute constant C > 0 such that
P(|F(x,Y H)| ≥ ε) = P(|EP∈PH cPZP (x,Y H)| ≥ ε) ≤ exp(−Cε2qH/H)(48)
for any x ∈ XH .
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To bound the conditional probability P(|F(x,Y H)| ≥ ε|XH = x), we use a Pinsker-type
inequality from [28]. This is applicable since Y H is a uniform random variable. We get
P(|F(x,Y H)| ≥ ε|XH = x) ≤ H(Y H)−H(Y H |XH = x) + log 2
log 1P(|F(x,Y H )|≥ε)
.
Since H ≥ K and K is large, we may bound this from above using (48) and the prime
polynomial theorem, obtaining
≤ ε+ C−1ε−2H(Y H)−H(Y H |XH = x)
qH/H
.(49)
Recalling that
P(|F(XH ,Y H)| ≥ ε) =
∑
x∈XH
P(|F(x,Y H)| ≥ ε|XH = x)P(XH = x),
we multiply the bound in (49) by P(XH = x) and sum over x ∈ XH to get
P(|F(XH ,Y H)| ≥ ε) ≤ ε+ C−1ε−2H(Y H)−H(Y H |XH)
qH/H
= ε+ C−1ε−2
I(XH ,Y H)
qH/H
by the definition of mutual information I(XH ,Y H) from Definition 8.4. Now what remains
to be shown is that
I(XH ,Y H) ≤ ε3 q
H
H
(50)
holds for some H satisfying the conditions in Proposition 8.3. We will prove (50) by appealing
to Shannon’s inequality (Lemma 8.5) and pigeonholing in the parameter H.
Consider the conditional entropy
H(XH+j|Y H)
for H, j ≤ 14 logNlog q , say. We may write
XH+j =
⊗
deg(M)≤j
X
(M)
H ,
where each X
(M)
H is a shifted copy of XH given by
X
(M)
H (G0) := XH(G0 +Mt
H+b).
Define also
Y
(M)
H (G0) := Y H(G0 +Mt
H+b).
Then by Shannon’s inequality
H(XH+j|Y H) ≤
∑
deg(M)≤j
H(X
(M)
H |Y H).
Since the sigma algebra given by Y H is shift-invariant and P is almost shift-invariant in the
sense that
sup
A⊂M≤N
|P(G ∈ A)− P(G+ J ∈ A)| ≤ deg(J)/N
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we obtain
H(XH+j|Y H) ≤
∑
deg(M)≤j
H(X
(M)
H |Y (M)H ) + εqj
≪ qjH(XH | Y H) + εqj
= qjH(XH ,Y H)− qjH(Y H) + εqj
= qjH(XH)− qjI(XH ,Y H) + εqj .
On the other hand, from Shannon’s inequality we also have the lower bound
H(XH+j|Y H) = H(XH+j,Y H)−H(Y H) ≥ H(XH+j)−H(Y H).
Comparing the upper and lower bounds for H(XH+j|Y H), we now have
I(XH ,Y H)
qH
≤ H(XH)
qH
− H(XH+j)
qH+j
+
H(Y H) + εq
j
qH+j
.(51)
Since Y H is a uniform random variable, we have H(Y H) = log |YH | ≤ 2qH by the prime
polynomial theorem. Since XH has kq
H+b components, each taking values in εZ[i] ∩ U,
we have H(XH) ≤ 10(log 1ε )kqH+b ≤ Ck,bε−1qH for some Ck,b > 0. Now, if we denote
wH := H(XH)/q
H , then from (51) we have the information bound
I(XH ,Y H)
qH
≤ wH − wH+j + ε
qH
.
and wH ∈ [0, ε−1Ck,b]. Suppose that (50) failed for all H ∈ [K, exp(exp(K/2))]. Then we
would have
ε3
H
≤ wH − wH+j + ε
qH
(52)
for all H ∈ [K, exp(exp(K/2))], j ≤ logN4 log q . Define H1,H2, . . . recursively by H1 = ⌈K⌉ and
Hr+1 := Hr + 2 logHr + 1000 log
1
ε . Then Hr ≤ exp(exp(K/2)) for r ≤ exp(exp(K/3)), say.
Telescoping (52) with H = Hr and j = Hr+1 −Hr then yields∑
r≤exp(exp(K/3))
ε3
2Hr
≤
∑
r≤exp(exp(K/3))
(wHr − wHr+1 +
ε
qHr
) ≤ ε−1Ck,b + 1.
By induction on r we see that Hr ≤ C0(r log r + r log 1ε ) for some absolute constant C0 > 0,
so
ε4
∑
log 1
ε
≤r≤exp(exp(K/3))
1
10C0r log r
≤ Ck,b + ε.
However, given our choice ε = K−0.1, the left-hand side is
≫ K−0.4(K −O(logK)),
which is a contradiction for K large enough. This completes the proof. 
Now that we have established Proposition, which relates one-variable correlations to two-
variable ones, we can apply the circle method to complete the proof of Theorem 1.5.
Proposition 8.6. Assume the hypotheses of Proposition 8.2 and let H be chosen as in the
conclusion of that proposition. Let f1, f2 : M → U be multiplicative functions such that
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MHayes(f1;N,W )→ ∞ as N →∞ for every fixed W ≥ 1. Set H ′ := H + deg(B). Then for
any ε > 0,
ElogG∈M≤N
∣∣∣EP∈PH cPEdeg(J)<H′f1(G+ J)f2(G+ J + PB)∣∣∣(53)
≪ ε−8
(
(logH)H−1 +N−1/(100 log q) + e−MHayes(f1;N/H,H
′)/20
)
+ ε2.
Proof. Let T denote (53). Fix G ∈ M≤N , for the time being. For each j = 1, 2, define the
sequence xj,J := fj(G + J) for all deg(J) < H + deg(B). For each G ∈ M≤N , consider the
double sum
TG := EP∈PHcPEdeg(J)<H′x1,Jx2,J+PB,
noting that T = ElogG∈M≤N |TG|. We may view the set of polynomials J with deg(J) < H ′ as
the representatives of residue classes modulo tH
′
, and thus extending the sequences {x1,J}J
and {x2,J}J periodically modulo tH′ , we can consider them as maps on Fq[t]/(tH′Fq[t]). We
may thus expand these sequences in the corresponding Fourier basis, giving in the inner sum
over J :
Edeg(J)<H′x1,Jx2,J+PB
=
∑
ξ1,ξ2 (mod tH
′)
xˆ1(ξ1)xˆ2(ξ2)eF(−ξ2PB/tH′)EJ (mod tH′)eF
( J
tH′
(ξ1 − ξ2)
)
=
∑
ξ (mod tH′)
xˆ1(ξ)xˆ2(ξ)eF(−ξPB/tH′),
where we have defined
xˆj(ξ) := q
−H′ ∑
J (mod tH′ )
xj,JeF(−Jξ/tH′).
Inserting this into the definition of TG thus gives
TG =
∑
ξ (mod tH′ )
xˆ1(ξ)xˆ2(ξ) · EP∈PHcP eF(−ξPB/tH
′
).
Now, define the large spectrum set
ΞH := {ξ (mod tH′) :
∣∣∣EP∈PHcP eF(−ξPB/tH′)∣∣∣ ≥ ε2}.
We decompose TG = TG,s + TG,l, where
TG,s :=
∑
ξ /∈ΞH
xˆ1(ξ)xˆ2(ξ) · EP∈PHcP eF(−ξPB/tH
′
)
TG,l :=
∑
ξ∈ΞH
xˆ1(ξ)xˆ2(ξ) · EP∈PHcP eF(−ξPB/tH
′
).
If ξ /∈ ΞH then we can bound the inner sum over P by ε2. It follows from the Cauchy–Schwarz
inequality and Plancherel’s theorem that
|TG,s| ≪ ε2
∑
ξ /∈ΞH
|xˆ1(ξ)||xˆ2(ξ)| ≤ ε2
2∏
j=1
( ∑
ξ (mod tH′ )
|xˆj(ξ)|2
) 1
2
= ε2
2∏
j=1
(
q−H
′
∑
J (mod tH′)
|xj,J |2
) 1
2 ≪ ε2.
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It remains to consider the case ξ ∈ ΞH . In this case, bounding the exponential sum in P
trivially, this contribution is
|TG,l| ≪
∑
ξ∈ΞH
|xˆ1(ξ)||xˆ2(ξ)|.
Note that ‖xˆj‖∞ ≤ 1 for j = 1, 2. Summing over G ∈ M≤N yields
T ≪ ε2 +
∑
ξ∈ΞH
ElogG∈M≤N q
−H′
∣∣∣ ∑
deg(J)<H′
f1(G + J)eF(−ξJ/tH′)
∣∣∣
≤ ε2 + |ΞH |max
α∈T
ElogG0∈M≤N
∣∣∣q−H′ ∑
G∈Mdeg(G0)
G∈IH′(G0)
f1(G)eF(Gα)
∣∣∣.
To estimate |ΞH |, we can use a 4th moment estimate. Indeed,
|ΞH | ≤ ε
−8
|PH |4
∑
ξ (mod tH′ )
∣∣∣ ∑
P∈PH
cP e(−PBξ/tH′)
∣∣∣4
≪ ε−8H4q−4H
∣∣∣ ∑
P1,P2,P3,P4∈PH
cP1cP2cP3cP4
∑
ξ (mod tH′)
eF(−B(P1 + P2 − P3 − P4)ξ/tH′)
∣∣∣
≪ ε−8H4q−3H
∑
P1,P2,P3,P4∈PH
P1+P2=P3+P4
1,
since deg(B(P1+P2−P3−P4)) < H ′. By Lemma 4.13, the sum over Pi above is bounded by
O(q3H/H4), and hence |ΞH | ≪ ε−8. Splitting the average in G ∈ M≤N according to degree,
we get
T ≪ ε2 + ε−8 1
N
∑
k≤N
max
α∈T
q−k
∑
G0∈Mk
∣∣∣q−H′ ∑
G∈Mk
G∈IH′(G0)
fj0(G)eF(Gα)
∣∣∣.
The inner sum is trivially bounded as ≪ 1 for 1 ≤ k ≤ N/H, which contributes a term of
size ≪ H−1. Since H < N1/4, for each N/H < k ≤ N we may apply Theorem 7.2 to get
q−k
∑
G0∈Mk
∣∣∣q−H′ ∑
G∈Mk
G∈IH′(G0)
fj0(G)eF(Gα)
∣∣∣≪ (logH)H−1+N−1/(2000 log q)+e−MHayes(f1;N/H,H′)/100
in this range. Averaging this estimate over N/H < k ≤ N gives
T ≪ ε2 + ε−8
(
(logH)H−1 +N−1/(2000 log q) + e−MHayes(f1;N/H,H
′)/100
)
.
This implies the claim. 
Proof of Theorem 1.5. Let W be fixed but large, and let K =W/100. Set
ε := min{e−MHayes(fj0 ;N/H,H+deg(B))/400,K−0.1},
where H is chosen as in Proposition 8.2. Combining Propositions 8.2 and 8.6, we find∣∣∣ 1
N
∑
G∈M≤N
q−deg(G)f1(G)f2(G+B)
∣∣∣≪ K0.8(N−1/(2000 log q) + (logH)H−1)
+ e−MHayes(f1;N/H,H+deg(B))/100 +K−0.2,
where H ∈ [K, exp(exp(10K)))] is chosen as in Proposition 8.2. Since f1 is Hayes non-
pretentious to level W and H + deg(B) ≤ 2H < (logN)/(2 log q) ≤ logN , it follows that
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MHayes(f1;N/H,H+deg(B))→∞ as N →∞. SinceH ≥ K ≥W/100 the above is oW→∞(1)
as N →∞, and lettingW tend to infinity very slowly in terms of N , Theorem 1.5 follows. 
Proof of Corollary 8.1. The proof of Corollary 8.1 is the same as that of Theorem 1.5, save
that MHayes is replaced in every instance by MDir when q is odd, which means that we may
apply Theorem 7.2. 
9. A conjecture of Ka´tai in function fields
In this section, we establish Theorem 1.8 as an application of our two-point Elliott con-
jecture result (Theorem 1.5). Since short interval characters and Archimedean characters
satisfy
ξ(QG+ 1) = ξ(QG) = ξ(Q)ξ(G) and eθ(QG+ 1) = eθ(Q)eθ(G)(54)
whenever QG is non-constant, the function f = ξeθ clearly obeys (6) for suitably chosen
z ∈ S1. Thus, the essence of Theorem 1.8 lies in showing that there are no other such
functions.
Before beginning with the proof of Theorem 1.8, we state the following useful lemma.
Lemma 9.1 (Concentration inequality for multiplicative functions). Let N ≥ 1, M ≥ 1, and
let f : M→ U be multiplicative. Let W ∈ M satisfy P | W for all P ∈ P≤M . Then for any
B coprime to W and of degree < deg(W ), and for N large enough as a function of M , we
have ∑
G∈M≤N
|f(WG+B)− 1| ≪ qND(f, 1;M,∞) + oM→∞(qN ).
Proof. Let h : M → C be the additive function given by h(Pα) = f(Pα) − 1. Then using
z = ez−1 + O(|z − 1|2) for |z| ≤ 1 and |z1 · · · zn − w1 · · ·wn| ≤ |z1 − w1|+ · · · + |zn − wn| for
|zi|, |wi| ≤ 1, we have
f(WG+B) =
∏
Pα||G
f(Pα) = exp(h(WG+B)) +O
( ∑
Pα||WG+B
|h(Pα)|2
)
.
Now the claim follows from the Tura´n–Kubilius inequality for h (see [3, Lemma 7] for the
function field version of this9). 
Proof of Theorem 1.8. By partial summation, if (Sn) is a non-negative sequence for which
(1/qN )
∑
n≤N Sn = o(1), then
1
N
∑
n≤N Sn/q
n = o(1). Thus, (6) implies∑
G∈M≤N
|f(QG+ 1) + zf(G)|/qdeg(G) = o(N).
Since |f(QG+ 1) + zf(G)| ≤ 2, this further gives∑
G∈M≤N
|f(QG+ 1) + zf(G)|2/qdeg(G) = o(N),
which by expanding the modulus squared and recalling that f is unimodular gives∑
G∈M≤N
f(G)f(QG+ 1)/qdeg(G) = (−z + o(1))N.(55)
9In [3], the Tura´n–Kubilius inequality was stated for the linear forms G 7→ G + B, but the same proof
works for any linear forms G 7→WG+B.
54 OLEKSIY KLURMAN, ALEXANDER P. MANGEREL, AND JONI TERA¨VA¨INEN
By the triangle inequality, this implies that for logarithmic proportion 1− o(1) of G ∈ M we
have
f(G)f(QG+ 1) = −z + o(1).(56)
By Theorem 1.5, (55) implies that for every N ≥ 1 there exists a Dirichlet character χN of
bounded conductor, a short interval character ξN of bounded length and an angle θN ∈ [0, 1]
such that
D(f, χNξNeθN ;N)≪ 1.
By pigeonholing, we may assume that χN = χ and ξN = ξ for some fixed Dirichlet character
χ, short interval character ξ and for an infinite sequence of integers N . Since the interval [0, 1]
is compact, we may find an infinite strictly increasing subsequence (Nj) and a fixed θ ∈ [0, 1)
such that limj→∞ θNj = θ exists and
D(f, χξeθNj ;Nj)≪ 1.(57)
By the triangle inequality and the fact that Nj < Nj+k, from (57) we see that
D(eθNj , eθNj+k ;Nj)≪ 1
uniformly for k ≥ 1. Letting k →∞ yields
D(eθNj , eθ;Nj)≪ 1,
and hence
D(f, χξeθ;Nj) ≤ D(f, χξeθNj ;Nj) + D(eθ, eθNj ;Nj)≪ 1.
Since every N belongs to some interval [Nj , Nj+1), we finally see that
D(f, χξeθ;N)≪ 1
uniformly in N .
Let us now write
f(G) = χ1(G)ξ(G)f1(G),(58)
where χ1 is the completely multiplicative function given at irreducibles P by χ1(P ) = χ(P )
if P ∤ cond(χ) and χ1(P ) = 1 otherwise, and where f1 satisfies D(f1, 1;N)≪ 1.
Recalling (54), formula (56) gives
χ1f1(G)χ1f1(QG+ 1) = z
′ + o(1).(59)
for logarithmic proportion 1− o(1) of G ∈ M for some complex number z′ ∈ S1.
Suppose first that {P ∈ P : f1(P ) 6= χ1f1(Q+1)} is infinite. Let P0 be an element of this
set of degree > max{cond(χ),deg(Q)}, and let η > 0 be such that |f1(P0)−χ1f1(Q+1)| > η.
Let w be a large enough integer (in particular, w > deg(Q)cond(χ)). Consider the infinite
arithmetic progression
A := {G ∈ M : G ≡ 1 (mod
∏
P∈P≤w\{P0}
Pw), G ≡ P0 (mod P 20 )}.
For G ∈ A, we have χ1(G) = 1, χ1(QG + 1) = χ1(Q + 1), and G/P0 ∈ M and (QG +
1)/(Q+1) ∈ M are both coprime to (mod ∏P∈P≤w P ). Hence, Lemma 9.1 implies that for
proportion 1− ow→∞(1) of G ∈ A ∩M≤N we have
|f1(G)− f1(P0)| < η/10, |f1(QG+ 1)− f1(Q+ 1)| < η/10.
Combined with (59) restricted to G ∈ A, we see that |f1(P0) − χ1f1(Q + 1)| < η. However,
this is a contradiction to our assumption, so {P ∈ P : f1(P ) 6= χ1f1(Q+ 1)} must be finite.
Now, since f1 pretends to be 1, we must have χ1f1(Q+ 1) = 1.
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Now, let N0 be such that f1(P ) = 1 whenever P ∈ P, deg(P ) ≥ N0. Let M be the
modulus of χ. Let w′ be large enough in terms of the aforementioned quantities, and set
W ′ =
∏
P∈P≤w′ P
max{1,vP (M)}. Let C be arbitrary, subject to (C,W ′) = 1. By the Chinese
remainder theorem, there exists a residue class G0 (mod W
′) such that G ≡ G0 (mod W ′)
implies G ≡ C (mod M) and G ≡ 1 (mod W ′/M). Thus if G = W ′F , for any F ≡ G0
(mod W ′) we have
χ1(G)f1(G) = χ1(W
′)f1(W ′)χ(C), χ1(QG+ 1)f1(QG+ 1) = f1(QG+ 1) = 1.
By (59) restricted to such G, we conclude that
χ1(W
′)f1(W ′)χ(C) = z′ + o(1).
But this implies that χ is constant on residue classes coprime to M , so χ is principal.
Now, (59) simplifies to
f1(G) = z
′f1(QG+ 1) + o(1)
for logarithmic proportion 1−o(1) ofG. Let us restrict to polynomialsG of the formG =W ′F ,
where W ′ is as above (in particular, P | W ′ for P ∈ P≤N0). Since (QW ′F + 1,W ′) = 1, we
deduce that f1(W )f1(F ) = z
′+o(1) for logarithmic proportion 1−o(1) of F ∈M. Thus there
exists a constant c such that f1(G) = c + o(1) log-almost everywhere. But now if P0 ∈ P is
arbitrary, we can find an infinite sequence of polynomials G for which f1(P0G) = f1(G)+o(1),
so f1(P0) = 1 + o(1), which means that f1(P0) = 1. Thus f1 ≡ 1, and so f = ξeθ. 
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