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Abstract
Motivation: In forensic or medico-legal investigation as well as in anthropology the gender determination
of the subject (hit by a disastrous or any kind of traumatic situation) is mostly the first step. In state-of-the-art
techniques the gender is determined by examining dimensions of the bones of skull and the pelvis area. In
worse situations when there is only a small portion of the human remains to be investigated and the subject
is a child, we need alternative techniques to determine the gender of the subject. In this work we propose
a technique called GDCNN (Gender Determination with Convolutional Neural Networks), where the left
hand radio-graphs of the children between a wide range of ages in 1 month to 18 years are examined to
determine the gender. To our knowledge this technique is first of its kind. Further to identify the area of
the attention we used Class Activation Mapping (CAM).
Results: The results suggest the accuracy of the model is as high as 98%, which is very convincing
by taking into account the incompletely grown skeleton of the children. The attention observed with
CAM discovers that the lower part of the hand around carpals (wrist) is more important for child gender
determination.
Availability:
Contact: mumtaz.ali@iba-suk.edu.pk, brooklet60@hust.edu.cn,
Supplementary information: Supplementary data will be available on Github soon.
1 Introduction
Anthropometry is the scientific approach to measure and quantify the
human body. The measurements can be carried out on a living person,
a skeleton or a dead body of a human being. In forensic investigation the
identity of the deceased becomes a huge challenge when the subject is
not only a minor but also a victim of a disastrous situation. The incidents
which occur due to a criminal and deliberate act, in such situations usually
the remains of the victims are destroyed by the culprits to mislead the
forensic investigators in identification of the deceased. To deal with such
situations there is need of a largely automated mechanism. Most common
situations for instance aircraft and car crashes, bomb blasts, chemical
explosions, and other fatalities like fire eruptions may worsen the job for
forensic investigators. Therefore automation of the forensic investigation
systems is an ultimate and absolute goal of the modern world forensics.
During the forensic investigation mostly the gender, age, race and stature
are examined to identify the victim at initial stage (David B. Larson
et al., 2017). Determination of the gender by incorporating anthropometric
measurements is a research area which involves the measurements of
hands, feet, and measurements of the extremities (upper, lower and long
bones) in the body (Aboul Hagag et al., 2011), (Ibrahim et al., 2016).
The gender determination based on human remains usually finds its
foundations in sexual dimorphism and most of the bones in human body
may contain its presence up to a certain degree. However this method is not
always suitable mainly due to the possibility of certain significant chemical
and physical damage to the remains of the subject. In second approach the
most common and popular parts of human body for gender determination
are skull and the pelvis area (S. C. D. Pinto et al., 2016).
1.1 Previous Work of Gender Determination
Before this research a number of researchers have tried different
techniques to determine the gender (mostly the gender of adults). For
instance (Ibrahim et al., 2016) investigated the hand dimensions of 600
individuals. They used length, breadth and hand dimensions. They also
investigated the ratio between index and ring fingers. They claimed in
their results that the ratio of index and ring finger is higher in females as
compared to males. (Aboul Hagag et al., 2011) also determined the gender
by calculating hand dimensions, index finger and ring finger ratio in upper
Egyptians. Their dataset consisted of 250 males and 250 females. All the
subjects were adults over 18 years old. They claimed in their results that
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the average male hands are 1.3 cm larger than females. They also suggested
thresholds for index and ring finger lengths to determine the gender.
(Thomas Radulesco et al., 2018) investigated how to determine the
gender of individuals by Maxillary Sinus Volumes (MSV). They used one
hundred and three CT scan images. They determined the MSV by 3D
reconstructions. They by their results suggested that MSV establishment
can be useful to determine the gender of individuals. (F. Giurazza et al.,
2013) used the CT scans of the skulls of 200 patients for estimating
the scapular diameters. They carried out their estimation by analyzing
scapulae of each patient after 3D post processing reconstructions. They
claimed to achieve accuracy of 88% on the calibration sample, and their
system correctly identified 9 out of 10 in testing samples. (Edwards et al.,
2013) presented a method to investigate the values of measurements of
the foramen magnum in relation to the determination of biological gender.
They investigated a sample of 250 adults by obtaining CT scans.
Fig. 1. Bones in Human hand, their names and classification.
(Afifi et al., 2017) used Convolutional Neural Networks to determine
gender of the individuals by biometric tracts found in hands. They used the
images of hands on both sides (Palm and Dorsal). They claim to achieve a
good accuracy not only on palm side but also on dorsal side of the hand.
(M. F. Darmawan et al., 2015) used a Hybrid Particle Swarm Artificial
Neural Network technique to determine the gender of individuals which is
most relevant work to our research. They used a dataset of left hand X-ray
images of Asian population. Their results suggest a different accuracy for
different age group. Their dataset was small and they never mentioned the
area of attention in their research work.
(S. C. D. Pinto et al., 2016) introduced a method for objective
quantification of sexually dimorphic features using wavelet transform on
the images of skull and pelvis. They claimed that their method had been
successfully applied for gender determination of pilot sample of 3D meshes
which are a kind of digital record of supraorbital morphology.
(H. Abdullah et al., 2017) used micro structural image processing
to identify gender from a sample of bones. They divided their detection
system into two parts. In the first part they manually analyzed and observed
the differences in the parameters of male and female samples of bones.
In the second part of their system they applied the image processing
techniques to identify the gender.
(Garvin et al., 2012) presented a technique for quantification of
morphological variation using three-dimensional surface lasers in the
skeletal brow ridge and chin. They isolated the chin and brow ridge regions
on objectively defined planes and landmarks. Authors used volumes and
region areas to quantify relative and absolute sizes. The authors also
considered the semi landmarks for further morph metric analysis. They
claimed by their results that their technique can quantify chin and brow
ridge morphologies which can easily be analyzed using statistical methods.
The techniques used previously mainly focus the gender determination
of adults. The body of an adult is mature enough to point out significant
clues which can help to distinguish the gender related features in a male or
a female. But the approaches of gender determination for adults may not
be suitable for gender determination of children, therefore this research
is focused on gender determination of the children using only the radio-
graphs of their left hand.
2 Preliminary
2.1 Problem and Motivation
In ideal situation the techniques used by the previous researchers may be
suitable to be used for gender determination. But these techniques may
fail in scenarios where there is only a small portion of the body (without or
with damaged skull and pelvis area). If there is a huge chance of physical,
biological or a chemical damage to the remains of the subject the previous
techniques may also fail. Specially the chemical reactions to body are
mostly irreversible and they can make a forensic investigation impossible
to determine the gender. In such a situation bones in the hand of a subject
as shown in Figure 1 may play a crucial role in forensic investigation
to determine the gender. With age the bones in the human body grow
proportionally to each other and growth is also gender specific.Therefore
bones in the hand of a child have different stature as compared to an adult.
In case the subject is a child it is very difficult to differentiate between
the hand of a male and female child only by looking with naked eye. The
manual measurements or physical examinations of the hand (which may
be burned due to a disaster) is very complex. In most of the cases the
physical examination is not possible or may produce inaccurate results.
In recent years deep learning has become a standard in almost all
the fields of computer vision and related problems (B. Wang et al., 2017),
(David B. Larson et al., 2017). In challenging fields such as bioinformatics
and medical imaging the deep learning models has a huge role (K. S.
Kurachka et al., 2017), (B. Zhu et al.,, 2016), (D. Bardou et al., 2018).
Deep learning not only requires a huge amount of training data but also a
reasonable memory size and sufficient computational resources to acquire
acceptable accuracy, it was very difficult in past to meet such a challenge
(M. Hu et al., 2011), (S. Akcay et al., 2018). But recently this challenge has
been neutralized thanks to high performance GPUs and big data generating
digital platforms (F. S. Khan et al., 2014), (I. N. Yulita et al., 2017). A
number of architectures and models have been devised to achieve accuracy
of almost one hundred percent (J. Zhou et al., 2017). ConvNets or CNNs
(Convolutional Neural Networks) as depicted in Figure 2 have proved
to be one of the main concepts in deep learning. Convolutional neural
networks usually consist of many layers (David B. Larson et al., 2017). The
layers can be convolutional layers, maxpooling layers and fully or densely
connected layers. Broadly speaking there are two major concepts called
as forward propagation and backward propagation. In both the concepts
the working principle for the inner layers will be different. In this research
we propose to use CNNs in order to determine the gender of the subjects.
The objective of the proposed technique is to classify the X-ray images of
the left hands of children in the age of one month to 18 years old.
As visualizing the network during and after training is very important in
order to recognize the patterns the network is learning or have learned.
One of the techniques is the procedure of generating class activation maps
(CAM) (B. Zhu et al.,, 2016) using global average pooling (GAP) (B.
Zhu et al.,, 2016) in convolutional neural networks. A CAM indicates the
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Fig. 2. The architecture/layout of the proposed CNN model.
Fig. 3. Class Activation Mapping of the proposed model.
descriminative regions of an image for a dedicated class used by a CNN in
order to identify the class. Figure 3 illustrates the procedure of the CAM.
The network based on convolutional layers is very much suitable for
class activation mapping .In such a network exactly before the softmax
layer if it is a classification problem, a method called as global average
pooling (GAP)(B. Zhu et al.,, 2016) is performed. The convolutional
feature maps are used by the GAP and then the desired output is produced
using such features in fully-connected layer. With this straightforward
connectivity structure, the weights are projected back on the convolutional
feature maps to identify the important image regions. It can be seen in
Figure 3, that the GAP is producing the spatial average which is calculated
over the feature maps on each unit of the final convolutional layer.
To generate the final output by using the weighted sum of the computed
values. A weighted sum of the feature maps of the final convolutional
layer is computed to acquire a class activation map (CAM). For an input
image X, we consider the activations of the last convolutional layer in
the network. For each featuremap k, let fk(x, y) be the activation value
at spatial point (x, y), we perform GAP to get the summation of all the
values on featuremap k,Fk = Σx,yfk(x, y), as the output of the network.
Then we connect the output of GAP to the final class layer. Let wck be the
weight connecting unit k to class c. Then Sc = ΣkwckFk is the input to
the softmax for class c as shown in Figure 3, and finally Pc =
exp(Sc)
Σcexp(Sc)
is the output of the softmax layer for class c. Bias term is ignored as it has
no impact.
Sc = Σkw
c
kΣx,y fk(x, y) = Σx,y Σkw
c
kfk(x, y) (1)
The class activation map for class c is defined as Mc, and each spatial
point is given by
Mc(x, y) = Σkw
c
kfk(x, y) (2)
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Therefore, Sc = Σx,yMc(x, y) and Mc(x, y) directly points out
the significance of the activation map at spatial point (x, y) which leads
to classify the input image for the class c. Each unit is activated because
of some pattern within its attentive region. Hence fk presents the map of
the pattern. The CAM is basically a weighted linear sum of visual patterns
at different spatial locations. Relevant image regions can be identified
on input image by simply up sampling the class activation maps. By up
sampling the class activation map to the size of the input image, image
regions most relevant to the particular class can be identified.
2.2 Anatomy of Human Hand
Literature suggests that a human hand have significant clues to identify
the gender of the subject comprehensively (David B. Larson et al., 2017).
Therefore this research is focused on the gender determination based on
X-ray images of the hands of children. From Figure 1 it can be seen
that a human hand has different kinds of bones at different levels. There
are three major portions mainly Phalanges (Fingers), Metacarpals (Palm)
and Carpals (Wrist). The two bones connecting the arm with hand are
called Ulna and Radius. The phalanges area has three bones named as
Proximal, Middle and Distal respectively. The Metacarpals area has bones
which are not only stronger but they also serve as a foundation and bridge
between Phalanges and Carpals (Edwards et al., 2013). The carpals area
contains eight bones Hammate, Pisiform, Triquetral, Lunate, Trapezoid,
Trapezium, Scaphoid, and Capitate. These bones make a grid around wrist
area to facilitate the free movement of the hand. This anatomy of human
hand may be different in a male child as compared to a female child.
3 Gender Determination with CNN
The main component of every deep learning model is usually the
dataset.The dataset has been taken from the web resource provided by the
Stanford Center for Artificial Intelligence in Medicine & Imaging (David
B. Larson et al., 2017). The major contributors in this dataset are Stanford
University, the University of California - Los Angeles and the University
of Colorado. This dataset was used in the Pediatric Bone Age Challenge
Competition (David B. Larson et al., 2017). The details about the dataset
are given in Figure 4. As most of the deep learning models require huge
number of training images to produce desirable results, we applied data
augmentation technique by adding Gaussian noise (R.M. Zur et al., 2009)
to augment the dataset. The increased dataset has a total of 25000 images
as depicted in Figure 4. The dataset consists of high resolution gray scale
images.
Before training the network the data has been preprocessed using
openCV with python in order to make the dataset big enough that can help
to achieve optimal results. The testing images has been selected randomly
for both the genders. As the ages of the subjects are between one month
and 18 years, therefore dataset covers almost all the age groups for both
the genders. After selecting the test dataset the rest of the images have
been preprocessed by adding Gaussian noise (R.M. Zur et al., 2009). The
reason for preprocessing was to avoid over-fitting of the model.
3.1 Network Architecture
Architecture of the proposed GDCNN model is based on deep
convolutional neural networks, the block diagram of the model is depicted
in Figure 2. Following is the summary of the model.
• There are four convloutional layers, the size of the input image is (137,
137), kernel size is (3, 3), activation function is Relu, a filter of (2, 2)
filter has been used for maxpooling after every convolutional layer.
• There are two dense layers, the first dense layer uses Relu as activation
function and last dense layer uses Sigmoid as activation function
Fig. 4. Training and testing set creation and distribution.
• Dropout ratio of 0.8 has been used to avoid over-fitting
• Adams algorithm has been used as an optimizer and binary cross
entropy has been used as a loss function.
3.2 Training and Validating the Network
The network has been implemented using TensorFlow 1.7 on a Ubuntu
16.04 powered with 3 GPU (Geforce GTX TitanX) CUDA 8 cudNN 5.1,
having RAM of 62.8 GB. All the data pre-processing tasks were performed
using Python 3.6. The proposed model consists of two major parts as
illustrated in Figure 2 and Figure 3. The first part has the goal of training
and validation, and the second part uses class activation mapping (CAM)
to identify the area of attention. In this research we use TensorFlow 1.7
to train the network, therefore it is very important to reshape the data
into a tensor so that it may be used to train the network. Data is usually
fed in batches to train the network in order to avoid any system crashes
or decreased performance.While training we used comparatively larger
image size so the batch size is set to only 50 images and step size is
5000.The number of epochs to train the network has been set to 40. As it
is evident from Figure 5 the model has a reasonable training accuracy and
validation accuracy which can be observed from the graphs of accuracy
and loss. After the final epoch the training accuracy has been noted as
0.979, validation accuracy as 0.918, the training loss as 0.055 and the
validation loss as 0.465. The accuracy of the model is very important to
make correct predictions later on the test dataset.
4 Experiments and Analysis
We implemented the model to test in a real world scenario in order to check
its feasibility to deploy. The test images were already selected before any
prepossessing, as depicted in Figure 4. The test images have never been
used in training and validation process.
4.1 Evaluation Metrics
To evaluate the model with standard procedure the true positive (TP), true
negative (TN), false positive (FN) and false negative (FN) values were
determined. On the basis of these values accuracy, precision, recall and
F1-score (K. S. Kurachka et al., 2017) were calculated.
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Fig. 5. Graphs showing training accuracy and validation accuracy of the model. The training loss and validation loss are also depicted (Here TL= Training Loss, VL= Validation Loss,
TA=Training Accuracy, VA=Validation Accuracy).
Table 1. Results obtained after making predictions on the trained
model,
Class TP FP FN TN A P R F1
Male 1455 30 45 1470 0.975 0.979 0.970 0.974
Female 1467 47 33 1453 0.973 0.968 0.978 0.972
A=Accuracy, P=Precision, R=Recall, F1=F1 Score
Accuracy is the most intuitive performance measure and it is simply
a ratio of correctly predicted observation to the total observations. The
accuracy of the model on the basis of TP, TN, FP and FN is calculated
using ratio as given in Equation 3.
accuracy =
TP + TN
TP + FP + TN + FN
(3)
Recall is the ratio of correctly predicted positive observations to the all
observations in actual class - yes. The ratio is given in Equation 5.
recall =
TP
TP + FN
(4)
Precision is the ratio of correctly predicted positive observations to the
total predicted positive observations as given in Equation 4.
precision =
TP
TP + FP
(5)
F1-Score is the weighted average of Precision and Recall. The ratio is
given in Equation 6.
F1 =
precision
recall + precision
(6)
4.2 Computing and Comparing the Results
There are 3000 images in the test dataset which have equal number of male
and female samples (1500 for each class). The trained model was tested
for predictions on the test dataset. As depicted in Table 1 the model has
a high number of True Positives and True Negatives for both classes. It
indicates the model has generalized well to make correct predictions. On
the basis of TP, FP, FN and TN , the accuracy, precision, recall and F1
scores have been calculated. The results show a satisfactory performance
as compared to previous techniques. Table 2 shows the most recent work
for gender determination. It can be seen that the proposed model performs
better than state-of-the-art techniques.
Table 2. Accuracy of the previous techniques
compared with proposed technique
Author Male Female
(Ibrahim et al., 2016) 0.960 0.940
(Aboul Hagag et al., 2011) 0.888 0.804
(Thomas Radulesco et al., 2018) 0.680 0.680
(F. Giurazza et al., 2013) 0.890 0.870
(Edwards et al., 2013) 0.660 0.680
(Afifi et al., 2017)P 0.912 0.835
(Afifi et al., 2017)D 0.919 0.898
(M. F. Darmawan et al., 2015) 0.722 0.694
(Garvin et al., 2012)B 0.818∗ 0.967∗
(Garvin et al., 2012)B 0.967+ 0.923+
(Garvin et al., 2012)C 0.818∗ 0.667∗
(Garvin et al., 2012)C 0.767+ 0.731+
Proposed Model 0.975 0.973
The accuracy of the previous techniques lower as
compared to the proposed model, P=Palm Side of hand
has been used, D=Dorsal Side of hand has been used,
B=Brow Ridge, C= Chin, *= Samples of Black People,
+= Sample of White People
4.3 Further Exploration of Area of Attention
To identify the area of attention the class activation mapping (CAM) has
been used, which highlights the area where the feature maps are focused.
The area of attention for all the test images has been determined by
observing heatmaps generated for each of the input test image. As depicted
in Figure 6 and Figure 7, most of the attention of the model in both cases
(males and females) is around Carpals (wrist) area, which is a junction
between bones of Ulna, Radius, and Metacarpals. As Carpals is a small gird
of bones (Hammate, Pisiform, Triquetral, Lunate, Trapezoid, Trapezium,
Scaphoid and Capitate), the network has learned much of the gender based
features from this area.
Figure 8 shows the network is more focused around lower part of
the hand. For almost all the test images the focus is around the Carpals.
Figure 8 depicts that more than 1400 test images for both male and females
share an attention around Carpals and Radius, more than 1200 test images
has attention around Ulna, Carpals and Radius, more than 1000 images
share an attention around Ulna, Carpals, Radius and Metacarpals. Only
about 400 images share attention around all the regions of the hand. This
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Fig. 6. The original input image correctly predicted as a female child’s hand and resultant output image is clearly depicting the area under attention.
Fig. 7. The original input image correctly predicted as a male child’s hand and resultant output image is clearly depicting the area under attention.
is a clear indication that the learned model is more focused around the
Carpals region. The results indicate that Carpals region and Radius bones
are more important to determine the gender of the children. In younger
age the bones in the upper parts of the hands may be identical in both
genders, therefore more focus is around lower part of the hand. Another
important pattern has been noted that the bones in Carpals region of the
males are thicker and are very close to each other while in females the
bones look thinner and there are visible gaps between the bones around
this area. This can be clearly observed from the heatmap generated with
CAM as shown in Figure 6 and Figure 7. The fingers (Phalanges) in the
hands of children play a very little role in gender determination. Table 2
shows that the proposed model has a higher accuracy to predict the gender
even if the subject is a child. Though most of the previous techniques were
applied to determine the gender of adults, they still have a lower accuracy
as compared to the proposed model.
5 Conclusion
We proposed a deep learning based model which can determine the gender
of a child simply with a hand radio-graph. The proposed model can
also identify the area of attention which can further confirm the correct
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Fig. 8. Area of attention for test dataset. It can be clearly seen that most of the attention is around carpals, ulna and radius for both the genders.
prediction. The previous techniques were lacking not only in terms of
accuracy but also in terms of authenticity. The proposed model can identify
the gender of a child even with a half portion of lower part of the hand
(Carpals). But the previous techniques may not perform well with a half
sample.
The deep learning techniques are very much suitable for digital image
forensics, especially when there is a reasonable dataset available to train,
validate and test the network. In this paper we successfully trained and
tested the network with a high accuracy on child gender determination
only on left hand radio-graphs. The network predicted the gender with an
acceptable accuracy. It was also observed with class activation mapping
(CAM) that the bones at carpals, ulna and radius are more important to
determine the gender of the children using left hand radio-graphs. We used
left hand radio-graphs as only such dataset is available on the website. In
future the model may also be trained using not only left hand images of the
children but it can also be trained with the X-ray images of right hands, to
find a definite connection or differences in the bone structure in the hands
of children, which may further help the forensic investigators in gender
determination. Further the hand radio-graphs of adults can also be used to
train a network to test its efficacy in gender determination.
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