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DISKUSSION 
Einige Bemerkungen zur statistischen Kausalitiitstheorie von P. Suppes 
ANSGAR BECKERMANN 
Zusammenfassung 
In einer Kritik der Hempelschen Erkl~rungstheorie hat W. Stegmiiller gezeigt, dab zur 
Erkl~Lrung nut die ,,wirklichen Realgrfinde", also die Ursachen eines Ereignisses herange- 
gezogen werden k6nnen, und W. C. Salmon hat darauf aufmerksam gemacht, dab in 
ErklArungen ur (statistisch) retevante Faktoren angefiihrt werden diirfen. Ffir die Theorie 
der wissenschaftlichen Erkl~ruiig ist daher heute die probabilistische Kausalit~tstheorie 
yon P. Suppes besonders interessant; denn Siippes versucht, den Begriff der Ursache sta- 
tistisch zu iassen und auf den Begfiff der (positiven) statisfischeii Relevanz zurflckzu- 
fiihren. In diesem Aufsatz werden'deshalb dieGruiidzf~ge der Kausalitgtstheorie yon Suppes 
dargestellt uiid diskufiert. Dabel ergibt sich zun~chst, dab Suppes' eigene Formulierung 
dieser Theorie nicht adAquat ist, da in ihr die Carnapsche Forderung des Gesamtdatums 
nicht hinreichend beriicksichtigt wird. Diese Schwierigkeit kann jedoch iiberwunden 
werden, wenn man den Begriff der ,,kausaten Abschirmung" bzw. der ,,nur scheinbarea 
Ursache" -- in engerer Anlehnung an die Y3berlegungen Salmoiis -- etwas anders definiert 
als Suppes und wenn man dariiberhinaus bei der Beiirteitung der statistischen Relevanz 
einzelner Faktorea jeweils die Menge aller fiir ein gegebenes Ereignis statistisch relevanteii 
Ereignisse beriicksichtigt. Zum AbschluB wird kurz die Frage aufgeworfen, inwieweit 
es iiberhaupt sinnvoll seiii kann, den Begriff der Kausalit~t statistisch zu definieren. Es 
wird argumentiert, dab sich diese Frage nicht definitiv beantworten l~Bt, da in diesem 
Zusammenhang Konventioneii eine entscheidende Rolle spielen, daf3 es jedoch einige 
wenn auch eher intuitive --  Argumente gegen statistische Kausalit~tstheorien gibt, die s 
wahrscheinlich machen, dab z.B. die ~3berlegungen J. L. Mackies zum Begriff der Kausali- 
t~t unserem alltagssprachlichen Begriff der Verursachung sehr viel mehr gerecht werdeii 
als die ~berlegungeii yon Suppes. 
In den letzten Jahren ist die -- zuvor fast allgemein akzepfierte -- Er- 
kl~rungstheofie von C. G. Hempel yon zwei Seiten her auf besonders 
heftige Kritik gestol3en. Auf der einen Seite ist zun~chst yon prononcier- 
ten Gegnern der Hempelschen Theorie -- wie etwa M. Scriven und W. 
Dray --, dann aber auch von eigentlichen Parteig~ngern Hempels -- 
so z. ]3. von W. Stegmfiller -- gegen dessen Theorie eingewandt worden, 
dal3 sie keine ausreichende Unterscheidung zwischen Erkltirungen und 
Begr~ndungen rlaube, d.h. zwischen der Angabe wirklicher Realgr~nde 
und der Angabe blol3er Vernunftgri~nde ~. Die Hauptursache dieser Schwie- 
figkeit liegt sicher darin, dab Hempel den Zusammenhang zwischen Er- 
klArungen und Voraussagen zu eng sieht, wenn er etwa schreibt: 
x Diese Terminologie geht auf Stegmiiller zuriick (vgI. ,Erklgrung', S. 171); die ent- 
sprechende Unterscheidung liege jedoch schor~ den A_rbeiten et-wa Scriveiis und Drays zu- 
grunde (vgl. Scriven, Explalmtion' und Dray, ,Laws', ch. IV). 
Zeitsdafift P,tr atlgemeine Wissensdaaftstheorie VIl2 (1975) 
~) Franz Steinex Verlag GmbH, Wiesbaden, BRD
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,,Eine Erkl~rung kann als ein Argument aufgefaBt werden, aus dem 
hervorgeht, dab das zu erkliirende Ereignis aufgrund bestimmter er- 
kl~irender Tatsachen zu erwarten war". (,Explanation', S. 10). 
Es gibt n~mlich genfigend Beispiele, die zeigen, dab durchaus nicht alle 
Argumente, die vor dem Eintreffen des zu erkl~renden Ereignisses le- 
gitimerweise zu Voraussagezwecken h~tten verwendet werden k6nnen, 
nach dessen Eintreten auch gute ErklArungen abgeben. Zwei seien bier 
erw~hnt. Als erstes das Barometer-Beispiel Scrivens (vgl. ,Explanation'), 
das in der Literatur eine grol3e Rolle gespielt hat. Scriven argumentiert, 
dab es durchaus ehr wahrscheinlich sein kann, dab es Sturm geben wird 
(S), wenn das Barometer sehr fief steht (B), d.h. dab das statistische Ge- 
setz p (S/B) ~ 1 wahr ist und dab daher das Argument 
Immer wenn das Barometer sehr fief steht, wird es sehr wahr- 
scheinlich einen Sturm geben 
Vorgestern stand das Barometer sehr fief 
[~1] 
Gestern gab es einen Sturm 
ein gfiltiges induktives Argument darstellt, das uns vorgestern zu der 
legitimen Voraussage rm~ehtigt h~tte, dab es gestern ein Sturm geben 
wfirde. Doch dieses Argument ist auch dann, wenn es gestern wirklich 
einen Sturm gab, niemals eine akzeptable Erkl~rung dieser Tatsache. 
Denn der Tiefstand eines Barometers i t zwar ein Symptom daffir, dab es 
Sturm geben wird, ein Ereignis, aus dem wir deshalb auf das Eintreffen 
eines Sturmes sehlieBen k6nnen; aber er ist nicht die Ursache dieses 
Sturms und kann ihn daher aueh nicht erkl~ren. 
Das zweite Beispiel stammt yon Stegmfiller, der ~hnlich wie Scriven 
argumentiert: auch dann, wenn es wahr ist, dab jedermann stirbt, dem 
ein zwei Tonnen schwerer Meteor auf den Kopf f~llt, ist das Argument 
Immer wenn jemandem ein zwei Tonnen sehwerer Meteor auf den 
Kopf f~illt, stirbt er 
Herr X.Y. ist am 22. 4. 1965 nicht gestorben 
Herr X.Y. ist am 22. 4. 1965 kein zwei Tonnen schwerer Meteor 
auf den Kopf gefallen 
niemals eine korrekte Erklfirung daffir, dab ibm am 22.4. 1965 kein zwei 
Tonnen schwerer Meteor auf den Kopf gefallen ist. Und zwar selbst dann 
nicht, wenn dieses Argument alien Bedingungen des Hempelschen Modells 
der deduktiv-nomologischen Erkl~rung genfigen sollte. Denn aus der 
Tatsache, daB Herr X.Y. am 22.4. 1965 nicht gestorben ist, kann man 
mit Hilfe des genannten Gesetzes zwar wiederum erschlieBen (dieses Mal 
sogar mit deduktiver Sicherheit), dab Herrn X.Y. an diesem Tag kein 
zwei Tonnen schwerer Meteor anf den Kopf gefallen ist. Doch auch sie ist 
nicht die Ursache dieses Ereignisses. Ffir das Stegmtillersche B ispiel- 
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Argument gilt insofern dasselbe wie ffir das Argument Scrivens: in beiden 
werden nut Vernunftgriinde ffir das zu erklArende Ereignis angefiihrt 
und nicht die Realgrfinde, d.h. die Ursachen dieses Ereignisses. Aus der 
Tatsache, dab wir diese beiden Beispiel-Argumente nicht als korrekte 
Erklilamgen akzeptieren, geht also hervor, dab die wirkliche Erklirung 
eines Ereignisses nut in der Angabe der Ursachen dieses Ereignisses be- 
stehen kann und dab die Bedingungen der Hempelschen Erkl~rungs- 
modelle daher insofern nicht adiquat sind, als diesen Bedingungen zu- 
folge auch Argumente Ms korrekte Erkl~rungen akzept~ert werden m/is- 
sen, in dellen nur etwas fiber die Vernunftgrfinde ausgesagt wird, die ffir 
das Eintreffen des zu erkl~renden Ereignisses prechen, aber nichts fiber 
die wirklichen Realgrfinde dieses Ereignisses. 
Die zweite Linie der Kritik an der ErklArungstheorie Hempels, die ich 
erwMmt hatte, ist erst in den letzten ffinf Jahren und zwar besonders yon 
W. C. Salmon, R. C. Jeffrey und J. G. Greeno 2entwickelt worden. Sie 
beruht im wesentlichen auf dem Argument, dab zur Erkl~rung eines Er- 
eignisses nur die ~fir dieses Ereignis relevanten Tatsachen herangezogen 
werden dfirfen, dab die Bedingungen der Hempelschen Theorie jedoch 
auch ,,Erkl~rungen" durch irrelevante Faktoren zulassen. SMmon de- 
monstriert dies an einigen Beispiel-Erklirungen, die -- so seine Voraus- 
setzung -- alle den Bedingungen der Hempelschen Erkl~irungsmodelle 
genfigen soUen: 
(1) John Jones hat sich innerhalb einer Woche yon seiner Erk~iltung 
erholt, well er Vitamin C genommen hat und weil fast alle Er- 
k/iltungen innerhalb einer Woche zur~ckgehen, wenn sie mit Vi- 
tamin C behandelt werden; 
(2) Das Tafelsalz hier auf dem Tisch hat sich im Wasser aufgelSst, 
well es behext wurde und weil alles Tafelsalz, das behext wird, 
sich im Wasser auflSst; 
(3) Herr X.Y. ist nicht schwanger geworden, weft er regelm~il3ig die 
PiUe genommen hat nnd well kein Mann, der regelm~il3ig die Pille 
nimmt, schwanger wird; 
(4) Ein LSD-Freak hockt am Times Square und stShnt und jammert. 
Jemand kommt vorbei nnd fragt: ,,Hey, warum jammerst Du 
denn so ?" Und der Freak antwortet: ,,Mann, ich halte die wilden 
Tiger hier yore Platz fern". Der Passant darauf: ,,Abet hier gibt 
es gar keine wilden Tiger". Der Freak: ,,Da kannst Du real sehen, 
wie gut ich das mache". (Moderne amerikanische Folklore). 
Es ist klar, dab alle diese Beispiel-Erkl~irungen inad~quat sein miissen, 
da in ihnen ,zur Erkl~irung des Explanandums jeweils auf Tatsachen 
Bezug genommen wird, die ffir dieses Ereignis irrelevant sind: 
Vgl. bes. W. C. SMmon (Hrsg.), St~tisticM :Explalmtion', Pittsburgh 1970. 
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,,Tafelsalz 16st sich in Wasser auf, auch wenn es nicht behext wird, 
fast aUe ErkMtungen gehen innerhalb einer Woche zurfick, ob sie nun mit 
Vitamin C behandelt werden oder nicht, M~nner werden nicht schwanger 
auch wenn sie nicht die Pille nehmen,. . ,  und es gibt keine wilden Tiger, 
am Times Square, auch wenn niemand st6hnt und jammert". (,,Statistical 
Explanation", S. 36). 
Auch die Salmonschen Beispiele zeigen also, dab die Bedingungen 
der Hempelschen Erkl~irungstheorie zu welt sin& Ffir Salmon zeigen sie je- 
doch noch mehr; ftir ihn sind sie ein Indiz daftir, dab die Hempetsche Theorie 
schon yon der Grundidee her falsch ist. Denn wenn eine ErktArung darin 
besteht, dab man die ffir das zu erkl~rende Ereignis relevanten Tatsachen 
(und nur diese) anftihrt, dann k6nnen seines Erachtens Erkl~rungen keine 
Argumente sein, weder induktive noch deduktive: 
,,Unsere Beispiele zeigen, dab es nicht einmal in einer vorl~iufigen und 
ungenauen Weise richtig ist, Erkl~irungen als Argumente zu charakteri- 
sieren. Richtiger w~ire schon, wenn man sagen wiirde, dab erkl~irende 
Argumente zeigen, dab die Wahrscheinlichkeit des zu erkl~irenden Ereig- 
hisses relativ zu den erkl~renden Fakten grSl3er war als seine Ausgangs- 
wahrscheinlichkeit". (eb.) 
Denn -- so k6nnte man hinzuffigen -- ein Ereignis B ist Salmon zufolge 
ftir das Ereignis A genau dann relevant, wenn die Wahrscheinlichkeit, 
die A relativ zu B hat (p (A/B)), signifikant gr613er ist als die Ausgangs- 
wahrscheinlichkeit von A (p (A)). 
Es ist interessant zu sehen, dab die beiden Linien der Kritik gegen die 
Hempelsche Erkt~irungstheorie, die ich gerade kurz referiert habe, im 
Hinblick auf die Frage nach der MSglichkeit s atistischer E kl~irungen zu 
v611ig entgegengesetzten Positionen gefiihrt haben. Die Vertreter des 
ersten Arguments ind einhellig der Meinung, dab es statistische Erkli~- 
rungen nicht geben kann, da die in induktiven Argumenten angeffihrten 
Anfangsbedingungen immer nur Vernunft- und niemals Realgrtinde ftir 
das zu erkl~rende Ereignis sein k6nnen ~. Ftir Salmon gilt dagegen: alle 
wirklichen Erkl~irungen haben statistischen Charakter, wenn sie auctl 
keine induktiven Argumente sin& Denn Erkl~irungen bestehen i  der An- 
gabe der fiir das zu erkl~rende Ereignis relevanten Tatsachen, und re- 
levant ist die Tatsache B ftir das Ereignis A, wie gesagt, genau dann, wenn 
die bedingte Wahrscheinlichkeit p (A/B) signifikant gr6Ber ist ats die ein- 
fache Wahrscheinlichkeit p (A). 
Damit ist klar, worin die unterschiedlichen Auffassungen sagen wir 
von Stegmtiller und Salmon begrtindet sind: ffir Stegmtiller bestehen Er- 
kl~irungen i  der Angabe der Realgrtinde (d. h. der Ursachen) des zu er- 
kl~irenden Ereignisses und fiir ihn scheint ausgemacht zu sein, dab Ur- 
sachen immer auch hinreichende Bedingungen fiir ihre Wirknngen sind. 
Ftir Salmon ist demgegentiber eine Erkl~irung die Angabe tier fiir das zu 
3 VgL hierzu A. Beckermanrl, ,Mentale Erkl~runger~', Kap. 4. 
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erklArende Ereignis relevanten Tatsachen, und Relevanz ist ffir ihn ein 
wesentlich statistischer Begriff. 
Als einen Versuch, die Diskrepanz zwischen der Auffassung Steg- 
mfillers und der Auffassung Salmons zu fiberwinden, k6nnte man aller- 
dings die Kausalit~tstheorie yon P. Suppes verstehen. Denn Suppes geht 
von der These aus, dab die Annahme, die Ursache A eines Ereignisses B
sei immer auch eine ffir B hinreichende Bedingung oder doch zumindest 
Element einer Menge von ft~r B hinreichenden Bedingungen, unserem All- 
tagsverstandnis yon Kausalitat nicht entspricht; da~ diesem AUtagsver- 
st~ndnis zufolge vielmehr die Ursachen eines Ereignisses genau die ffir 
dieses Ereignis statistisch ~ositiv relevanten Faktoren sind 4. Suppes zu- 
folge ist die Differenz wischen Stegmfiller und Suppes also nur scheinbar; 
denn in Wirklichkeit -- so lautet seine These -- sind die relevanten Be- 
dingungen Salmons gerade die Realgrfinde Stegmfillers. Sicherlich ver- 
client diese These, die ffir den Begriff der Kausalit~t offensichtlich ebenso 
relevant ist wie ffir die Theorie wissenschaftlicher Erkl~rung, eine aus- 
ffihrlichere Diskussion, als sie mir hier mSglich ist. Ich kann an dieser 
Stelle im Rahmen einer Diskussionsbemerkung jedoch nur versuchen, 
zun~chst die Grundzfige der Kausalit~tstheorie von Suppes kurz zu er- 
l~utern und einige kritische Anmerkungen zu den grundlegenden Defini- 
tionen dieser Theorie zu machen, um dann -- allerdings auch nur in sehr 
vorl~ufiger Weise und ebenso kurz -- auf die Frage einzugehen, ob es 
fiberhaupt sinnvoll ist, den Begriff der Ursache in der yon Suppes vorge- 
schlagenen Weise statistisch zu definieren. 
II 
Seiner Grundthese ntsprechend lautet die grundlegende Definition 
der Suppesschen Theorie: 
(D 1) Ein Ereignis Bt, ist eine prima facie Ursache des Ereignisses At 
genau dann, wenn gilt: 
(i) t' < t 
p(Bt,) >0 
(iii) p (At/Bt,) > p (At). (,Causality', S. 12) 
Die erste Bedingung dieser Definition besagt, dab Bt' zeitlich vor At 
liegen mug 5. Die zweite Bedingung ist eher technischer Natur; sie ist not- 
wendig, da ffir den Fall p (Bv)=0 die bedingte Wahrscheinlichkeit 
p (At/Bt,) nicht definiert ist. Den Kern der Definition (D 1) macht somit 
die Bedingung (iii) arts, mit der Suppes -- zun~ichst allerdings nut vorl~ufig 
- -  versucht, den Begriff der positiven statistischen Relevanz zu pr~izi- 
sieren. Kurz gesagt bedeutet diese Bedingung anz im Sinne Salmons, 
4 S. P, Suppes, Causality'. 
:Die zeitliche Asymmetrie der Kausalrelation wird also schon in die Definition aufge- 
nommen ! 
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dab By --prima fac ie  - -  ffir A, genau dann positiv relevant ist, wenn die 
bedingte Wahrscheinlichkeit p (A,/Bt,) gr6Ber ist Ms die einfache Wahr- 
scheinlichkeit p (At). Suppes erl~iutert diese Bedingnng u.a. m folgenden 
Beispiel einer medizinischen Untersuchung. 
Von 818 beobachteten Personen wurden 279 gegen Cholera geimpft, 
539 nicht; von dell Geimpften erkrankten drei an Cholera, yon den nicht 
Geimpften 66. 
nicht erkrankt erkrankt Gesamt 
geimpft 276 3 279 
nicht geimpft 473 66 539 
Gesamt 749 69 818 
Suppes zufolge zeigen diese Zahlen deutlich die kausale Relevanz yon 
Impfungen ftir das Nicht-Erkranken an Cholera. Denn aus ihnen ergibt 
sich, dab die einfache Wahrscheinlichkeit, nicht an Cholera zu erkranken 
p(C) =749/818=0,912 ist, w~hrend die bedingte Wahrscheinlichkeit, 
nicht an Cholera zu erkranken, wenn man geimpft wird, p (C/I) = 276/279 
=0,989 ist; dab die bedingte Wahrscheinlichkeit p (C/I) also deutlich 
grSBer ist als die einfache Wahrscheinlichkeit p (C). 
Am Barometer-Beispiel Scrivens kann man sich jedoch leicht klar 
machen, dab die Definition (D 1) den Begriff der positiven statistischen 
Relevanz nicht ganz korrekt pr~zisiert und dab sie daher tats~ichlich nur 
eine Explikation des Begriffs ,,prima facie Ursache" sein kann. Scrivens 
Argument war, dab das Tiefstehen eines Barometers auch dann, wenn 
die Wahrscheinlichkeit, dab ein Sturm ausbricht, wenn das Barometer 
sehr tief steht, sehr grol3 sein sollte, niemals den Ansbruch eines Sturmes 
erkl~ren kann, welt der Barometertiefstand nur ein Symptom, aber nicht 
die Ursache daffir ist, dab ein Sturm ausbricht. 
Der Punkt dieses Arguments i t, dal3 die hohe Korrelation zwischen dem 
Tiefstand des Barometers (B) nnd dem Ausbrechen eines Sturmes (S) 
nicht darauf zurtickzuffihren ist, dab B die Ursache von S ist, sondern 
darauf, dab S und B Wirkungen derselben Ursache, des Vorliegens eines 
starken Tiefdruckgebietes (T), sind. B kann S nicht erkl~ren, weil trotz 
der hohen Korrelation zwischen B und S die tats~ichlichen Kausalzu- 
sammenh~inge nicht durch das Diagramm 
B-~S,  
sondern durch das Diagramm 
~S 
T 
wiedergegeben werden. 
Diese Uberlegung ist nicht nur ftir die Erkl~rungstheorie H mpels 
relevant, sondern auch ftir die Kausalit~itstheorie Snppes'. Wenn wir 
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namlich mit Scriven annehmen, dab die bedingte WahrscheinHchkeit 
p (S/B) relativ groB ist -- sagen wir p (S/B) =0,8 --, dann gilt sicher 
(a) p (S/B) > p (S); 
denn die Wahrscheinlichkeit, dab fiberhaupt ein Sturm ausbricht, ist 
sicher eher gering -- sagen wir p (S) ----0,1. Sicher ist jedoch auch die Wahr- 
scheinlichkeit, dal3 ein Sturm ausbricht, wenn ein kr~ftiges Tief vorliegt, 
relativ groB, sogar gr6J3er ats die Wahrscheinlichkeit p (S/B). Nehmen wir 
also an, p(S/T)----0,85, dann gilt auch 
(b) p (S/T) > p (S). 
W~re die Definition (D1) sehon eine korrekte Definition des Begriffs 
,,statistisch positiv relevante Bedingung" bzw. des Begriffs ,,Ursache", 
mfiBten wir also den Tiefstand des Barometers ebenso ffir eine Ursache 
ffir das Ausbrechen des Sturmes halten wie das Vorliegen eines kr~ftigen 
Tiefs 6. Das w~re aber, wie Scriven zurecht betont, gegen jede Intuition. 
Denn die Ursache ffir das Ausbrechen des Sturms ist nur das Vorliegen 
des Tiefdruckgebiets; der Barometertiefstand ist nur ein Symptom. 
Tats~chlich l~Bt sich der Unterschied zwischen diesen beiden Bedin- 
gungen aber auch statistisch belegen. Denn auf der einen Seite gilt sicher: 
(c) p (S/T) : p (S/TB) = p (S/TB), 
d.h. wenn ein kr£ftiges Tief vorliegt, ist es ffir das Ausbrechen eines 
Sturmes tatistisch irrelevant, ob auch noch das Barometer tier steht oder 
nicht. Auf der anderen Seite gilt jedoch: 
(d) p (S/BT) < p (S/B) < p (S/BT). 
Wenn das Barometer tiefsteht, ist es also ffir das Ausbrechen eines Sturms 
durchaus nicht irrelevant, ob auBerdem auch ein Tiefdruckgebiet vor- 
liegt. Denn die Wahrscheinlichkeit, dab ein Sturm ausbricht, wenn das 
Barometer tiefsteht, aber kein Tief vorliegt, ist sicher sehr gering (wenn 
nicht sogar gleich Null), wAhrend die Wahrscheiulichkeit, dab es Sturm 
gibt, wenn das Barometer tiefsteht und ein Tier vorliegt (p (S/BT) : p (S/T) 
----0,85), zumindest etwas grSBer ist als die Wahrscheinlichkeit p(S/B) 
(----0,8). Der Tiefstand des Barometers wird also in seiner statistischen 
Relevanz for das Ausbrechen eines Sturmes durch das Vorliegen eines 
Tiers -- wie Salmon sagt -- ,,abgeschirmt", w~hrend as Umgekehrte 
nicht gilt. Und daher kann man sagen, dab der Tiefstand es Barometers 
nicht wirklich, sondern nur scheinbar eine statistisch positiv relevante 
Bedingung und deshalb auch keine Ursache ffir das Ausbrechen eines 
Sturmes ist. 
e Die Erffillung tier Bedingungen (i) und (ii) der Definition (D 1) sei hier vorausgesetzt. 
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Suppes definiert daher unter Berfieksichtigung yon (c) und (d): 
(D2) Ein Ereignis Bt, ist dann und nut dann eine nut scheinbare bzw. 
unechte Ursache des Ereignisses A,, wenn By eine prima fade 
Ursache yon A, ist und wenn es ein Ereignis Ct* gibt mit t ~ < t', 
so dab gilt: 
(i) p(BvC,~) > 0 
(ii) p (At/By Ct,) = p (At/Cry) 
(iii) p (At/Bt, Ct-) >~ p (At/Bt,). 
(,Causality', S. 23) 
DaB diese Definition nicht ganz unproblematisch ist, zeigt sich jedoch 
sofort, wenn man die Formulierung der Bedingung (iii) dieser Definition 
mit dem Salmonschen i)berlegungen zum Begriff der Abschirmung ver- 
gleicht. Salmon zufolge schirmt ein Ereignis C die Relevanz des Ereignis- 
ses B ffir das Ereignis A n~tmlich genau dann ab, wenn gilt: 
(e) p (A/BC) = p (A/C) # p (A/B). 
Nach Salmon mfigte die Bedingung (iii) der Definition (D2) daher so 
formuliert werden: 
(iii') p(A,/Bt,C,-) # p(A,/Bt,). 
Der Unterschied zwischen der Formuliernng (iii) und der Formulierung 
(iii') bzw. zwischen der Auffassung Suppes' und der Auffassung Salmons 
l~gt sich inhaltlich so Iassen: 
1. Ffir Suppes ist das Ereignis B dann eine unechte Ursache yon A, 
wenn die Bedingungen (i) und (ii) der Definition (D2) erftiUt sind und 
wenn gilt: 
p (A/BC) = p (A/B) ; 
ffir Salmon ist jedoch B in diesem Fall keine nur scheinbare Ursache von 
A 7 . 
2. Ffir Suppes ist das Ereignis B dann keine nur scheinbare Ursache yon 
A, wenn auger den Bedingungen (i) und (ii) der Definition (1)2) gilt: 
p (A/BC) < p (A/B), 
w~hrend ftir Salmon wieder das Gegenteil gilt: ffir ihn ist 13 in diesem Fall 
nut eine scheinbare Ursache yon A. 
Im 1. Fall ist die Auffassung Suppes' vielleicht nicht falsch, aber doch 
etwas fragwfirdig. Denn wenn gilt: 
p (At/Bt, C,,,) = p (At/Cry) = p (At/Bt,), 
7 Ich werde im ~olgendei~ der E infachheit  hatber fiberall dort, wo das ohrm weiteres 
m6glich ist, auf  Zeitindizes verzichten. 
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dann 1ABt sich die Relevanz von Bt, ffir At vonder  Relevanz yon Ct- 
ffir A, statistisch nicht mehr unterscheiden; der einzige Unterschied zwi- 
schen den beiden Ereignissen Bt, und Ct- ist in diesem Fall ihr Zeitindex. 
Die Frage ist jedoch, ob die Tatsache, dab C,- zeitlich frfiher ist als B,,, 
tatsAchlich ausreicht, um By als eine nut scheinbare Ursache von At 
zu qualifizieren. M.E. ist das etwas fragwfirdig; denn soweit ich sehen 
kann, entspricht der Fall p (A/BC) = p (A/C) = p (A/B) ziemlich genau dem 
Fall der ~3berdetermination in deterministischen ZusammenhAngen. Falls 
ein Ereignis A nicht nur eine, sondern zwei Ursachen hat B und B', 
reicht nAmlich auch die Tatsache, dab z. B. B vor B' stattgefunden hat, nicht 
aus, urn 13 als die eigentliche und B' als eine nur unechte Ursache von A 
zu qualifizieren. 
Interessanter als der 1. Fall ist jedoch der Fall 2., d.h. der Fall p (A/C) 
= p (A/BC) <p (A/B). In diesem Fall wird ffir Salmon die kausale Rele- 
vanz yon B ffir A durch C abgeschirmt. Suppes chreibt jedoch: 
,,Es scheint wenig vernfinftig zu sein, Bt, eine nur scheinbare Ursache 
zu nennen, wenn B,, allein das Auftreten yon At mit einer gr6Beren Wahr- 
scheinlichkeit voraussagt als das Gemeinschaftsereignis Bt, aCt-." 
(,Causality', S. 23). 
Dieses Argument Suppes' ist aber nicht sehr fiberzeugend; denn in ihm 
wird der in statistischen Zusammenh~ingen fundamentale Grundsatz 
auBer acht getassen, dab man bei der Anwendung statistischer 13ber- 
legungen zu Erkl~irungs- oder Prognosezwecken immer alle relevanten 
statistischen Daten berficksichtigen rout3 (die Carnapsche Forderung des 
Gesamtdatums bzw. alas Hempelsche Prinzip der maximalen Bestimmt- 
heit). Dies zeigt sich ganz deutlich, wenn man die Argumentation Suppes' 
mit dem Streptokokken-Beispiel H mpels konfrontiert. 
Hempel konstruiert dieses Beispiel zunAchst so: die Wahrscheinlichkeit, 
dab jemand, der an einer Streptokokkeninfektion erkrankt ist, wieder 
gesund wird, wenn er mit Penicillin behandelt wird, sei sehr grog, d.h. 
p (SG/P) sei fast gleich 1; auf der anderen Seite sei aber die Wahrschein- 
lichkeit, dab ein an einer Streptokokkeninfektion Erkrankter wieder ge- 
sund wird, wenn er fiber achtzig Jahre alt ist, sehr gering, also p (SG/A) 
fast gleich Null. Dann lassen sich ffir den Fall, dab ein tiber achtzig Jahre 
alter Mann an einer Streptokokkeninfektion erkrankt und dann mit 
Penicillin behandelt wird, zwei gleich starke induktive Argumente an- 
geben, die jedoch zu einander entgegengesetzten Ko klusionen fiihren. 
Ffir unseren Zusammenhang mfissen wir die Angaben Hempels etwas 
prAzisieren: nehmen wir an, die Wahrscheinlichkeit p (SG/P) sei gleich 
0,9; die Wahrscheinlichkeit p (SG) sei gleich 0,4, und die Wahrschein- 
lichkeit p (SG/A) sei gleich 0,1. AuBerdem gelte, dab die Wahrscheinlich- 
keit, dab ein fiber AchtzigjAhriger wieder gesund wird, der an einer Strep- 
tokokkeninfektion erkrankt ist, auch dann nicht grSl3er als 0,1 ist, wenn 
er mit Penicillin behandelt wird. Auch p (SG/AP) sei also gleich 0,1. 
Dann ware der Definition Suppes' zufolge die Behandlung mit Pe- 
nicillin auch dann ein positiv relevanter Faktor ffir das Gesundwerden 
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eines an einer Streptokokkeninfektion Erkrankten, wenn dieser ~lter 
als aehtzig Jahre ist. Denn es gilt zwar 
t. p(SG/P) >p(SG)  und 
2. p (SG/AP) = p (SG/A) ; aber auch 
a. p (SG/AP) < p(SG/P). 
Aus den gegebenen Daten geht aber doch eindeutig hervor, dab die 
Einnahme yon Penicillin auf die Chancen, dab ein Mensch, der an einer 
Streptokokkeninfektion erkrankt und fiber achtzig Jahre alt ist, wieder 
gesund wird, keinerlei EinfluB hat. Das Suppessche Argument ist also 
Iaisch. Wenn man weiB, dab jelnand, der an einer Streptokokkeninfektion 
erkrankt ist, mit Penicillin behandelt wurde und dab er fiber achtzig 
Jahre alt ist, dann hat es keinen Sinn mehr sich auf die Wahrscheinlich- 
keit p (SG/P) zu berufen, so grol3 sie auch sein mag. Denn aus der Tat- 
sache, dab p(SG/P) gr6Ber ist als p(SG/AP), folgt nicht, wie Suppes 
glaubt, dab die Einnahme yon Penicillin auch ffir das Gesundwerden ines 
fiber Achtzigj~hrigen, der an einer Streptokokkeninfektion erkrankte, 
von positiver statistischer Relevanz ist. Vielmehr folgt aus der Tatsache 
p(SG/AP) =p(SG/A), dab es bei fiber Achtzigjahrigen an einer Strep- 
tokokkeninfektion Erkrankten gleichgfiltig ist, ob man sie mit Penicillin 
behandelt oder nicht, dab A -- wie man sagen k6nnte -- also die kausale 
Relevanz von P ffir SG neutralisiert. 
Salmon hat Suppes gegenfiber also recht, wenn er definiert : 
(D3) Das Ereignis C schirmt die Relevanz des Ereignisses B ffir das 
Ereignis A genau dann ab, wenn gilt: 
p (A/BC) = p(A/C) # p (A/B). (Vgl. ,,Statistical Explanation", 
s. s5) 
Der Genauigkeit halber sollte man aber vielleicht unterscheiden zwi- 
schen den beiden F~llen, dab gilt: 
(1) p(A/BC) = p(A/C) > p(a/B), 
und dab gilt: 
(2) p(A/BC) = p(A/C) < p(A/B), 
nnd sagen, dag C im Fall (1) die kausale Relevanz yon B ffir A abschirmt 
und im Fall (2) die kausale Relevanz yon B ffir A neutralisiert. 
Aus der Carnapschen Forderung des Gesamtdatums folgt jedoch nicht 
nur, dab die Definition (D 2) der Theorie von Suppes in der angegebenen 
Formulierung nicht korrekt ist, sondern auch, dab diese Definition auch 
dann nicht korrekt wird, wenn man in ihr die Bedingung (iii) durch die 
Bedingung (iii') ersetzt. Denn wenn die Bedingungen (i), (ii) und (iii') der 
Definition (D 2) erffillt sind und wenn z.B. gilt 
p (At /Bt 'C t ' )  > p (At /By)  , 
20* 
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ist ja immer noch nicht ausgeschlossen, dab es ein Ereignis Dr,,, gibt, far 
das gilt : 
p (At/Bt'Dt") > p (At/C,-) und 
p (At/Bt'Dt"Ct") = p (At/Bt'Dt') 
In diesem Falle wfirde jedoch nicht nut Ct~ die kausale Relevanz von 
Bt, f/Jr At abschirmen, sondern auch das Gemeinschaftsereignis By c~ D,,~ 
die kausale Relevanz von Ct,, far Av Dann w~re also zwar nicht Bt, 
allein, aber doch das Gemeinschaftsereignis Bt, c~ Dt~ far A, statistisch 
positiv relevant, und man w/ire geneigt zu sagen, Bt, sei als Tea yon 
Bt, n Dr,,, zumindest eine Teflursache von At. Doch auch das ist nicht sicher. 
Denn vielleicht wird ja auch die positive Relevanz von Bt, n D,,,, far 
At dutch ein weiteres Ereignis Et .... abgeschirmt oder neutralisiert. 
Ich hoffe, diese kurzen Andeutungen reichen aus, urn dentlich zu ma- 
chen, dab die Definitionen (D 1) und (D2) der Suppesschen Kausalit~ts- 
theorie in der bier referierten Form nicht ad~quat sein k6nnen, da in 
ihnen auBer acht gelassen wird, dab man bei der Beantwortung der 
Frage, ob ein bestimmtes Ereignis B far ein vorgegebenes Ereignis A 
statistisch (positiv) relevant ist, nicht darum herumkommt, alle air A 
statistisch relevanten Ereignisse zu beracksichtigen, und dab eine adlt- 
quate statistische Definition des Begriffs ,,Ursache" nur m6glich ist, wenn 
zuvor der Begriff ,,alle far das Ereignis A statistisch relevanten Ereig- 
nisse" geklArt werden kann. 
Zur Kl~trung dieses Begriffs kann man aber offenbar vonder folgenden 
Llberlegung ausgehen: wenn die Ereignisse A1, . . . ,  An alle far A sta- 
tistisch relevanten Ereignisse sind, dann ist jedes weitere Ereignis B far 
A bzgl. A 1, • •., An irrelevant, d.h. es gilt : 
p (A/A1...An) = p (A/A1.. .  AnB) 
far jedes weitere Ereignis B. Der Begriff ,,alle far das Ereignis A sta- 
tistisch relevanten Ereignisse" steht also offensichtlich in einem engen 
Zusammenhang mit dem Begriff der homogenen Bezugsklasse, den Salmon 
so definiert: 
Zun/ichst schreibt er: 
,,Eine Eigenschaft C hei]3e statistisch relevant far B in A genau dann, 
wenn gilt: p (B/AC) # p (B/A)". (,,Statistical Explanation", S. 42) 
Und dann zu definieren: 
,,Wenn jede Eigenschaft, die eine Steltenauswahl bestimmt, f~r B in A 
statistisch irrelevant ist, dann nenne ich A eine homogene Bezugsklasse 
far B". (op. cit., S. 43). 
Ich will bier auf die technischen Details dieser Definition nicht weiter 
eingehen s. Abet mir scheint klar zu sein, wie man yon dieser Definition 
zu einer Bestimmung der Menge aller f~r ein Ereignis A statistisch rele- 
s Vgl. dazu Stegmfiller, ,Wahrscheinlichkeit It ' ,  S. 342ff. 
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vanten Ereignisse kommen kann. Denn die Menge {A 1 . . . .  , An } ist often- 
bar genau dann die Menge aller ffir A statistisch relevanten Ereignisse, 
wenn die Ereignisse A1 . . . . .  An stattgefunden haben und das Ereignis 
A 1 . . .  An eine minimale homogene Bezugsklasse ffir A ist. Ich m6ehte 
deshalb die folgende Definition vorschlagen: 
(D4) Die Ereignisse A1 . . . . .  An sind genau dann alle fOr das Ereignis 
A statistisch relevanten Ereignisse, wenn sie stattgefunden haben 
und wenn das Ereignis A1 . . .  An eine minimale homogene Be- 
zugsklasse for A ist. 
Urn einen probabilistischen Verursachungsbegriff im Sinne von Suppes 
definieren zu k6nnen, brauchen wit jedoch nicht nur die Menge aller ffir 
ein Ereignis A statistisch relevanten Ereignisse; wir ben6tigen auch eine 
Methode, die es uns erlaubt herauszufinden, ob ein einzelnes Ereignis 
B ffir A statistisch positiv relevant war oder nicht. 
Klar ist zun~chst, dab nicht alle Ereignisse der Menge {A i . . . . .  An} 
ffir A statistisch positiv relevant sein mfissen; denn diese Menge kann 
auch for A statistisch negativ relevante Faktoren enthalten. Zur Identi- 
fizierung der for A statistisch positiv relevanten Bedingungen kann je- 
doch die Uberlegung verwendet werden, dab B oftenbar genau dann ffir 
A statistisch positiv relevant war, wenn A unwahrscheinlicher gewesen 
ware, falls B nicht stattgefunden hi~tte. Jedenfalls kann man, wenn man 
diese 13berlegung akzeptiert, den Begriff der positiven statistischen Re- 
levanz bzw. einen entsprechenden Kausalit/itsbegriff unter Bezugnahme 
auf die Menge aller ffir das Ereignis A relevanten Bedingungen folgender- 
mal3en definieren: 
(D5) B ist genau dann ffir A statistisch positiv relevant bzw. B ist 
genau dann eine Ursache yon A, wenn B Element der Menge 
{A1, . . . ,  An} Mler for A statistisch relevanten Ereignisse ist 
(d. h. B = Al ffiz ein i = 1, . .., n) und wenn gilt: 
p (A /A1 . . .An)  > p (A/A1...Ai-lAi+~. •.An) 
bzw. 
p (A /A I . . .  An) > p (A /A1 , . .  A i - l -~ iA l+ l . . .  An) 9 10 
Soweit ich sehen kann w/ire diese Definition jedenfalls eine vollst/indige 
Definition des Begriffs der probabilistischen Ursache und eine Definition, 
die nicht mehr den Einw/inden ausgesetzt ist, die ich gegen die Defini- 
tionen Suppes' erhoben habe. 
9 Diese beiden Bedingungen siI~d gleichwertig wegen p (A]BC) > p (A/B) gdw p (A/BC) 
> p (A]BC). 
10 Es is~ sicher nicht unproblematisch, dab ich in dieser Definition und in den vorher- 
gehenden ~berlegungen auf Zeifindizes verzichtet babe. Auf die Komplika~:ionen, die sich 
bei der ]Beliicksichtigung yon Zeitindizes ergeben wiirden, kann ich jedoch hier nicht ein- 
gehen. 
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Im letzten Abschnitt habe ich versucht, die Grundziige der statisti- 
schen KausalitAtstheorie yon Suppes zu skizzieren, kurz auf einige kri- 
tische Punkte aufmerksam zu machen und eine Alternative zu den zen- 
tralen Definitionen der Suppesschen Theorie anznbieten. In diesem Ab- 
schnitt mSchte ich j etzt noch einmal auf die grundlegendere Frage zu- 
rfickkommen, inwieweit es tiberhaupt einen Sinn haben kann, den Be- 
griff ,,Ursache" mit Hilfe statistischer Mittel zu definieren. Erinnern 
wit uns zunAchst noch einmal an die vier Beispiete Salmons (das Pitlen- 
Beispiel, das Times-Sqnare-Beispiel, das Vitamin C-Beispiel und das Salz- 
Beispiel) und an den Kommentar, den Salmon selbst zu diesen Beispie- 
len gegeben hat: 
,,Der offensichtliche Defekt dieser schrecklichen Beispiele ist, daB. . .  
die zur ErklArung herangezogenen Fakten ffir das Explanandum-Ereig- 
nis irrelevant sind, obwohl alas Explanandnm (deduktiv oder induktiv) 
aus ihnen folgt. Tafetsalz 16st sich in Wasser auf, auch wenn es nicht be- 
hext wird, fast alle ErkAltungen gehen i nerhalb einer Woche zurfick, 
ob sie behandelt werden oder nicht, MAnner werden nicht schwanger, 
auch wenn sie die PiUe nicht nehmen . . . .  und es gibt keine Tiger am 
Times Square, auch wenn unser Freund nicht st6hnt und jammert. Atle 
diese Explanandum-Ereignisse haben eine hohe Ansgangswahrscheinlich- 
keit, unabhAngig yon den zur ErklArung herangezogenen Fakten, und 
die Wahrscheinlichkeit, die sie relativ zu diesen Fakten haben, ist genan 
gleich der Ausgangswahrscheinlichkeit. In diesem Sinne sind die zur Er- 
klArung herangezogenen Fakten fiir die zu erklArenden Ereignisse ir- 
relevant". (,,Statistical Explanation", S. 36; die Hervorhebung stammt 
von mir -- A.B.) 
Sicher hat Salmon Recht, wenn er schreibt, der Defekt der Beispiel- 
Erkl~trungen l~ige darin, dab in ihnen auf ffir die zu erklArenden Ereignisse 
irrelevanten Fakten Bezug genommen wird. Die Frage ist jedoch: was 
heil3t bier Relevanz bzw. Irrelevanz? Kann man Relevanz, wie Salmon 
es am Ende der zitierten Passage tut, einfach mit statistischer Relevanz 
gleichsetzen ? Und kann man, wie Suppes es anf dem Hintergrund ieser 
Gleichsetzung tut, die Ursachen eines Ereignisses A einfach mit den fiir 
A statistisch positiv relevanten Bedingungen identifizieren ? 
M.E. ist das nicht ganz unproblematisch. Denn was ist eigentlich der 
Grund daffir, dab wit das Behexen des Salzes oder die Einnahme yon 
Vitamin C im Hinblick auf die zu erklArenden Ereignisse fiir irrelevant 
halten? M.E. zunAchst nicht die Tatsache, dab die Wahrscheinlichkeit 
dieser Explananda relativ zu den genannten Fakten nieht gr6Ber ist als 
ihre Ausgangswahrscheinlichkeit, sondern die Tatsache, da~ die #weiligen 
Ereignisse auch dann stattgefunden h~tten, wenn die zur Erkltirung heran- 
gezogenen Fakten nicht der Fall gewesen w;iren. Dies wird sogar an Salmons 
eigenen Formulierungen deutlich, wenn er schreibt : M~nner werden nicht 
schwanger, auch wenn sie nicht die Pille nehmen ; Salz 16st sich in Wasser 
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auf, auch wenn es nicht behext wird, usw. Wenn man prfifen will, ob das 
Ereignis A ftir das Ereignis t3 relevant war oder nicht, ist daher zun~chst 
offenbar die Frage ,,HAtte B auch dann stattgefunden, wenn A nicht der 
Fall gewesen wAre ?" von gr6i3erer Bedeutung als die Frage ,,W~re B un- 
wahrscheinlicher gewesen, wenn A nicht stattgefunden hAtte ?" 
Ich glaube, dab sich dies ogar an Beispielen zeigen 1ABt, die normaler- 
weise statistisch interpretiert werden. Nehmen wir etwa das in der Li- 
teratur h~ufig diskutierte Lungenkrebs-Beispiel. Unter der Annahme, 
dab die Wahrscheinlichkeit, dab jemand an Lungenkrebs erkrankt (L), 
der sein Leben lang mehr als 20 Zigaretten am Tag geraucht hat (R), 
sehr groB ist (sagen wit p (L/R)=0,6) und dab die Wahrscheinlichkeit, 
~iberhaupt an Lungenkrebs zu erkranken, deutlich geringer ist (z.B. 
p(L) =0,1), ist exzessives Rauchen offenbar eine starke prima facie 
Ursache ftir die Entstehung yon Lungenkrebs. In einem bestimm~en Ein- 
zelfall, in dem ein starker Raucher an Lungenkrebs erkrankt, k6nnten wir 
aus dieser Tatsache jedoch nicht schlieBen, dab auch in diesem Einzelfall 
das starke Rauchen des Erkrankten die Ursache ftir sein Krankwerden 
war. Denn es ist immerhin m6glich, dab in diesem Fall, obwohl der Er- 
krankte ein starker Raucher war, die Entstehung des Lungenkrebses 
nicht auf sein Rauchen, sondern auf etwas anderes zurfickzuftihren ist: 
vielleicht eine erbliche Disposition, jahrelanges Wohnen in der NAhe 
eines Chemiewerkes, oder eine Ahnliche Bedingung. Urn herauszufinden, 
was denn nun wirklich die Ursache dieser Erkrankung war, ob es das 
starke Rauchen war, das zu diesem Krebs ffihrte, oder eine andere Be- 
dingung, wiirden wir daher die Frage stellen ,,WAre dieser Patient auch 
dann an Lungenkrebs erkrankt, wenn er nicht oder weniger geraucht 
h~itte?" Falls wir diese Frage mit ,,Ja" beantworten mtissen, wtirden 
wir schlieBen, dab das Rauchen keine Ursache war; wenn die Antwort auf 
diese Frage jedoch ,,Nein" lautet, wfirden wit das Rauchen zumindest 
fiir eine Teilursache dieses Krebses halten. 
Wenn ,~dr eine Antwort auf die Frage, ob A eine Ursache von B war, 
yon einer klaren Antwort auf die Frage abhAngig machen ,,H~tte B aueh 
dann stattgefunden, wenn A nicht der Fall gewesen ware ?", scheinen 
jedoch die ~'berlegungen Mackies zum Begriff der Kausalit~tt n ad~iquater 
zu sein als die KausalitAtstheorie Suppes'. Denn Mackie schreibt u.a. : 
,,Ich denke, dab eine Aussage... der Art ,A verursachte B' oft -- 
implizit -- die folgenden Behauptungen th~lt: 
(i) A ist wenigstens eine INUS-Bedingung von B -- d.h. es gibt eine 
notwendige und hinreichende Bedingung fiir B, die entweder die 
Form hat (AX oder Y) oder die Form (A oder Y) oder die Form 
AX oder die Form A. 
(ii) A war in der zur Debatte stehenden Situation der Fall. 
11 S. lViackie, ,Causes'. 
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(iii) Die Faktoren, die durch das ,X' in der Formel ffir die notwendige 
und hinreichende Bedingung repr~isentiert werden, waren, falls 
es welche gab, in der zur Debatte stehenden Situation der Fall. 
(iv) Jedes Disjunktionsglied yon ,Y', das ,A' nicht als Konjunktions- 
glied enthAlt, war in der zur Debatte stehenden Situation nicht 
der Fall." (,Causes', S. 247) 
(Ich werde im folgenden in F~illen, in denen die Bedingungen (i)--(iv) 
erffillt sind, sagen: A war eine Mackie-Bedingung ftir B). 
Der in der zitierten Passage vertretenen These Mackies liegt folgende 
~berlegung zugrunde: Wenn Experten, die die Ursachen eines Brandes 
untersuchen, zu der SchluBfolgerung kommen ,,Die Ursache dieses Bran- 
des war ein KurzschluB in einem Fernseher", dann sagen sie damit -- 
im Gegensatz u einer verbreiteten Auffassung -- nicht, dab dieserKurz- 
schluB eine notwendige und hinreichende Bedingung ffir das Ausbrechen 
des Brandes war. Denn sie wissen sehr wohl, dab auch andere Ursachen 
zu diesem Brand hAtten ftihren k6nnen, dab der Kurzschlul3 also keine 
notwendige Bedingung ffir das Ausbrechen des Brandes war; und sie 
wissen auch, dab er ffir sich genommen keine hinreichende Bedingung 
ftir diesen Brand war; denn wenn z.B. der KurzschluB in einem Raum 
stattgefunden hAtte, dessen Luft keine brennbaren Gase enthielt, ware 
es nicht zu diesem Brand gekommen. Wenn die Aussage der Experten 
,,Die Ursache dieses Brandes war ein KurzschluB in einem Fernseher" 
aber nicht bedeutet, dab dieser KurzschluB eine notwendige und hin- 
reichende Bedingung ftir das Ausbrechen des Brandes war, was bedeutet 
sie dann ? Auf diese Frage gibt Mackie folgende Antwort :
,,At least part of the answer is that there is a set of conditions (of which 
some are positive and some are negative), including the presence of in- 
flammable material, the absence of a suitably placed sprinkler, and no 
doubt quite a number of others, which combined with tile short-circuit 
constituted a complex condition that was sufficient for the house's 
catching fire -- sufficient, but not necessary, for the fire could have 
started in other ways. Also, of this complex condition, the short-circuit 
was an indispensable part: the other parts of this condition, conjoined 
with one another in the absence of the short-circuit, would not have 
produced the fire. The short-circuit which is said to have caused the 
fire is thus all indispensable part of a complex sufficient (but not neces- 
sary) condition of the fire. In this case, then, the so-called cause is, and 
is known to be, an insufficient but necessary part of a condition which is 
itself unnecessary but sufficient for the result. The experts are saying, in 
effect, that tile short-circuit was a condition of this sort, that it occured, 
that tile other conditions which conjoined with it form a sufficient con- 
dition were also present, and that no other sufficient condition of the 
house's catching fire was present on this occasion . . . .  let us call such a 
condition (from the initial letters of tile words italicized above) an INUS 
condition". (,Causes', S. 245). 
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Den Ausdruck INUS-Bedingung definiert Mackie an spAterer Stelle 
noch genauer, indem er schreibt: 
,,A is an INUS condition of a result P if and only if, for some X and 
some Y, (AX or Y) is a necessary and sufficient condition of P, but A is 
not a sufficient condition of P and X is not a sufficient condition of P". 
(op. cit., S. 246). 
Ich kann auf die t3berlegungen Mackies bier nicht genauer eingehen, 
obwohl das sicher wfinschenswert ware. Doch es sollte klar geworden 
sein, dab die Thesen und Definitionen Mackies in diesem Zusammenhang 
von groBer Bedeutung sind. Wenn nAmlich ein Ereignis A im Sinne 
Mackies die Ursache eines Ereignisses B war, wenn also -- wie ich sagen 
wfirde -- A eine Mackie-Bedingung von B war, dann ist sicher, dab B nicht 
stattgefunden hAtte, wenn A nicht der Fall gewesen ware. Der Defnition 
Mackies zufolge war A in diesem Fall nAmlich eine unter den gegebenen 
Umst~nden -- der Abwesenheit der durch Y repr~sentierten Faktoren -- 
notwendige Bedingung ffir B. Wenn A eine Mackie-Bedingung ffir B war, 
muB man auf die Frage ,,HAtte B auch dann stattgefunden, wenn A nicht 
der Fall gewesen ware ?" also mit einem klaren Nein antworten. Und ent- 
sprechend gilt auch, daB, wenn man auf die Frage ,,H~tte B auch dann 
stattgefunden, wenn A icht der Fall gewesen ware ?" mit Ja  antworten 
muB, A keine Mackie-Bedingung ffir B war. Denn aus dieser positiven 
Antwort geht ktar hervor, dab A unter den gegebenen UmstAnden keine 
notwendige Bedingung ffir B war, da es nicht zu der Menge yon hinrei- 
chenden Bedingungen ffir B geh6rte, die dazu ffihrte, dab B stattfand. 
Falls wir A nur dann eine Ursache yon B nennen wotlen, wenn wir auf 
die Frage ,,HAtte B auch dann stattgefunden, wenn A nicht der Fall 
gewesen ware?" eine klare negative Antwort geben k6nnen, scheinen 
die t3berlegungen Mackies 1~ also zu einer adAquateren Explikation des 
Begriffs ,,Ursache" zu ffihren als die KausalitAtstheorie Suppes'. 
Die Frage ist jedoch, ob wir diese Voraussetzung tatsAchlich machen 
wollen bzw. machen sollen; d.h. ob wir A erst dann eine Ursache yon B 
nennen wollen, wenn A eine Mackie-Bedingung von B ist, oder auch schon 
dann, wenn A ,,nur" statistisch positiv relevant ffir B ist. Um klar zu 
machen, vor welche Alternative uns diese Frage stellt, mSchte ich zu- 
zunAchst zwei Dinge hervorheben: 
(1) Wenn wir eine Antwort auf die Frage, ob A eine Ursache von B war, 
yon einer klaren Antwort auf die Frage abhAngig machen, ob B auch dann 
stattgefunden hatte, wenn A nicht der Fall gewesen ware, dann beschr~n- 
ken wir damit den Begriff der Ursache in seiner Anwendung auf deter- 
ministische FAlle -- d.h. auf FAlle, in denen es eine notwendige und hin- 
reichende Bedingung im Sinne Mackies ffir B gab. Denn nut in solchen 
FMlen ist eine eindeutige Antwort auf die Frage ,,HAtte B auch dann 
stattgefunden, wenn A nicht der Fall gewesen w~re ?'" m6glich. Ein klares 
Ja als Antwort auf diese Frage setzt nAmlich voraus, dab es eine Menge 
lz Vgl. neuerdings auch Maclde, ,Cement'. 
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von hinreichenden Bedingungen f/ir B gab, zu der A nicht geh6rte, dab 
B also eintreten ,,muBte", ganz unabh~ngig davon, ob A der Fall war 
oder nicht. Und ein klares Nein als Antwort setzt voraus, dab A zwar 
nicht eine notwendige, aber doch eine unter den gegebenen Umsti~nden 
notwendige --  in der Terminologie Nagels: eine unerl~131iche (,,indispen- 
sable") ~a _ Bedingung ffir B war; d.h. etwas formaler ausgedrfickt, dab 
es eine Menge von Bedingungen A 1 . . . . .  An gab, zu der A geh6rte (A = Ai 
ffir ein i = 1 . . . . .  n), dab die Disjunktion dieser Bedingungen A 1 v A 2 
v . . .  v An eine notwendige Bedingung ffir B war und dab A der Fall war, 
die fibrigen A~ (J # i) aber nicht. 
(2) In deterministischen FXllen unterscheiden sich Mackie-Bedingnngen 
nicht yon statistisch positiv relevanten Bedingungen; in diesen F~Ilen 
gilt niimlich, dal3 A genau dann eine Mackie-Bedingung ffir B ist, wenn A 
ffir B statisfisch positiv relevant ist 1~. 
Die Frage, ob wir die ~berlegungen Mackies oder die Theorie yon Sup- 
pes ffir die ad~tquatere Explikation des Begriffs der KausalitAt halten 
wollen, l~iuft wegen (1) und (2) also im Grunde auf die Frage hinaus: 
wollen wir, indem wir A nur dann eine Ursache yon B nennen, wenn wir 
auf die Frage ,,HAtte B auch dann stattgefunden, , wenn A nicht der Fall 
gewesen ware ?" mit einem klaren ,,Nein" antworten kSnnen, den Begriff 
der Ursaehe in seiner Anwendung auf deterministische FMle beschr~nken 
18 VgL z.B. ,Structure', S. 559. 
1~ Dies ergibt sich aus der folgende~ ()berlegung: 
Nehmen wir zunAchst an, dab A eine ~Iackie-Bedingung far B ist, dann liegt l~fl~ckie 
zufolge einer der folgenden vier F~dle vor: 
1. Fall: (AX v Y) ist eine notwendige und hinreichende Bedingung ffir B; 
2. Fall: (A v Y) ist eine notwendige und hinreichende Bedingung ffir B; 
3. Fall: AX ist eine notwendige und hinreichende Bedingung ffir B; 
4. Fall: A ist eine notwendige und hinreichende Bedingung fiir ]3. 
Im 1. Fall gilt offensichflich: p (B/AXY) = 1 undp (B/_~XY) = 0 und im 2. Fall: p (B/AY) 
= 1 undp (B/A~) -- 0; im 3. Fall: p (B/AX) = 1 undp (B/.~X) = 0 und im 4. Fall: p (B/A) = 1 
und p (B/~) = 0. In  allen vier FAllen ist A also auch eine statistisch positiv relevante Be- 
dingung fiir B. 
Nehmen wir null zweitens an, A ist in einem deterministischen Fall eine statistisch positiv 
relevante Bedingung ffir B, dann bedeutet das Vorliegen eines deterministischen Falls zu- 
nXchst, dab es eine Reihe yon hinreichenden Bedingungen X 1 . . . .  , Xm ffir B gibt, derem 
Disjunktion (X 1 v X~ v . . .  v Xm) eine notwendige Bedingung ffir B ist. Wenn wit den Fall 
der (~berdetermination ausschlieBen (in fiberdeterminierten F~llen gibt es keine statistisch 
positiv relevanten Bedingungen), ist also, da Bder  Fall ist, genau eille der Bedingungen 
X1 . . . . .  Xm gegeben, w~hrend alle anderen icht der Fall sind. Nehmen wir o. B.d.A. an, 
dab es sich dabei um die Bedingung X l handelt und dab X 1 die I{onjulxktion der Bedingun- 
gen A 1 . . . . .  An ist, dann is t  klar, dab gilt: 
p(B/A 1 . , .  An) = 1 und 
P(B/A1 - . -  A l - l~iAi+l  . - -  AnX~ . . .  -'~m) = 0 
ffir alle i = t, . . . ,  n. Undes  ist auch ktar, dab die Bedingungen A x . . . .  , An alle fiir B sta- 
tistisch relevanten Bedingungen sind. A mul3 also als statistisch positiv retevante Bedin- 
gung ~t~r ]3 zur Menge dieser Bedingungen geh6ren, d.h. es gilt A ~ A t ifir ein i = 1, . . . ,  n. 
Damit  ist aber klar, dab A auch eine Mackie-Bedingung far B ist; denn offensichtlich gibt 
es ein X und ein Y - -  n~mllch A1 . . . Ai-xAi+l • . • An und (X 2 v . . . v Xn) --, so dM3 fiir A, 
X und Y die Bedingungen (i) -- (iv) der Uberlegungen Mackles erfl~llt sind. 
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oder wollen wir auch in nicht deterministischen Fallen von Ursachen 
reden. Im letzteren Fall ware der Begriff der statistisch positiv relevanten 
Bedingung sicher die geeignete Erweiterung des Begriffs der Mackie- 
Bedingung. 
M.E. ist die so formulierte Frage nur sehr schwer entscheidbar; viet- 
leicht handelt es sich sogar im wesentlichen um eine Frage der Konven- 
tion. DaB wir aber zumindest einige Schwierigkeiten haben, in rein sta- 
tistischen Fallen (Fallen, in denen es weder eine hinreichende noch eine 
notwendige Bedingung ffir das zu erklarende Ereignis gab) yon Ursachen 
und Wirkungen zu reden, Schwierigkeiten, die gerade darauf zurtick- 
gehen, dab wir in diesen Fallen aut die Frage ,,Hatte B auch dann statt- 
gefunden, wenn A nicht der Fall gewesen ware ?" keine klare Antwort 
geben kSnnen, will ich zum Abschlug noch kurz an zwei Beispielen zu 
verdeutlichen versuchen. 
Nehmen wir zunachst noch einmal ein Beispiel von Salmon. Vor uns 
liege eine Legierung aus Uran 238 und Polonium 214, wobei die Halb- 
wertszeit ffir Uran 238 4,5 × 10 9 Jahre, die Halbwertzeit Iiir Polo- 
nium 214 aber nut 1,6 x 10 -4 Sekunden betragt. Wenn wir nun von 
einem einzelnen Atom, das nach 40 Sekunden zerfallt, feststellen, dab es 
ein Polonium-Atom war, dann wfirden wir sicher sagen: das war zu er- 
warten, dab dieses Atom innerhalb von 40 Sekunden zerfallen wfirde. 
Wtirden wir aber auch sagen, dieses Atom zerfiel innerhalb yon 40 Se- 
kunden, weil es ein Polonium Atom war ? Ich glaube, nicht unbedingt. 
Denn auch ein Uran Atom hatte in dieser Zeitspanne zerfallen kSnnen; 
auch das ware mSglich gewesen. 
Der Punkt, um den es mir hier geht, wird an dem folgenden zwar 
fiktiven, aber doch ahnlich konstruierten Beispiel vielleicht noeh deut- 
licher. Nehmen wir an, in einer bestimmten Versuchsanordnung wird ein 
Elektronenstrahl erzeugt, ffir den folgendes gilt: wenn das Ereignis A 
eintritt (wenn z.B. ein bestimmter Magnet eingeschaltet wird), werden 
75% der emittierten Elektronen naeh oben abgelenkt und 25% nach 
unten; wenn das Ereignis A nieht eintritt (wenn also z.B. der Magnet 
abgeschaltet ist), ist es genau umgekehrt, dann werden 25~o der Elek- 
tronen nach oben abgelenkt und 75~o nach unten. 
Wenn wir nun den Fall untersuchen, dab ein bestimmtes Elektron nach 
oben abgelenkt wurde, w~thrend A der Fall war (also z.B. der Magnet 
eingeschaltet war), wtirden wir dann sagen, dab A die Urseche daffir war, 
dab dieses Elektron nach oben und nicht nach unten abgelenkt wurde, 
bzw. dab dieses Elektron nach oben abgelenkt wurde, weil A der Fall war. 
Ich glaube, wir waren zumindest unsicher dabei. Denn dieses Elektron 
h~itte aueh nach oben abgelenkt werden k6nnen, wenn A nicht der Fall ge- 
wesen ware, wit kSnnen also auf die Frage ,,Ware dieses Elektron auch 
dann nach oben abgelenkt worden, wenn A nicht der Fall gewesen ware ?" 
nicht mit einem klaren ,,Nein" antworten. Mit Sicherheit k6nnen wir 
nur sagen: das ware weniger wahrscheinlich gewesen; aber aus dieser 
Aussage scheint ffir den Einzelfall nur wenig zu Iolgen. Denn auch wenn 
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es weniger wahrscheinlich gewesen ware, dab dieses Elektron nach oben 
abgelenkt worden ware, wenn A nicht der Fall gewesen ware, scheint es 
ja nicht sinnvoll zu sein zu sagen, es ware weniger mSglich gewesen. Es 
war einfach mSglich, dab das Elektron auch dann nach oben abgelenkt 
worden ware, wenn A nicht der Fall gewesen ware; ebenso wie es einfach 
m5glich war, dab es nach unten abgelenkt worden ware, obwohl A der 
Fall. Wir wissen also nicht, was passiert ware, wenn A nicht der Fall 
gewesen ware, und das macht es uns unm6glich auf die Frage ,,WAre 
dieses Elektron auch dann nach oben abgelenkt worden, wenn A nicht 
der Fall gewesen ware ?" eine klare Antwort zu geben. Wit k6nnen deshalb 
die Relevanz, die das Ereignis A in dieseln Einzelfall daffir hatte, dab 
dieses Elektron nach oben abgelenkt wurde, nicht einschAtzen; und darin 
scheint mir der Grund daffir zu liegen, dab wit zumindest zSgern wfirden 
bei der Aussage ,,A war die Ursache daffir, dab dieses Elektron nach oben 
abgelenkt wurde". 
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