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We propose a new approach to calculate current and current correlations in a ballistic quantum
point contact interacting with a classical field. The approach is based on the concept of scattering
states for a time dependent Hamiltonian neglecting electron-electron interaction. Using this approach
we calculated the spectra of the current noise in a biased point contact irradiated by a weak random
field. For typical radiation frequencies ν less than the temperature T and the bias voltage V we find
a narrow peak of width ν on top of a broad background of width max(T, eV ).
Current fluctuations in ballistic quantum point con-
tacts (PC) attract now much attention, both in theory
[1–7] and experiment [8–10] partly because of the as-
sumed possibility to measure fractional charges in shot-
noise [11] and to probe other non Fermi liquid proper-
ties [12]. We are interested in current fluctuations in a
ballistic PC biased by applied voltage and irradiated by
external field. Time averaged current in microstructures
under such conditions (photon-assisted current) was in-
vestigated experimentally in point contacts [13,14] and
quantum dots [15–18].
Current in a PC irradiated by a monochromatic a.c.
field was discussed in [19–23]. Current fluctuations un-
der such an irradiation where discussed in [24,25].
We consider a classical field which can be coherent (e.g.
microwave radiation) or incoherent (e.g. representing
the environment at high enough temperature or a heat
phonon pulse). We assume that the field does not irradi-
ate the leads between which the bias is applied. [Which
means e.g. modulated gate voltage, not modulated bias
voltage.] We model this situation considering a 1D chan-
nel with a time-dependent barrier potential U(x, t). The
d.c. part of the potential U0(x) is due to the squeezing
of the PC while the a.c. part δU(x, t) is due to the field.
Consider the 1D Schro¨dinger equation i(∂/∂t)ψ = Hψ
for one particle with a time dependent Hamiltonian
H = −∇2/2m + U(x, t), where the barrier potential
U(x, t) = 0 at x → ±∞ for all t. For any energy
ǫk ≡ k
2/2m > 0 (with k > 0) we define time depen-
dent scattering states χσk(x, t), σ = ±, as solutions of the
Schro¨dinger equation with the following boundary con-
ditions. At x→ −∞
χ+k (x, t) = L
−1/2
[
e−iǫkt+ikx +
∑
k′
rkk′e
−iǫ
k′
t−ik′x
]
, (1)
χ−k (x, t) = L
−1/2
∑
k′
t˜kk′e
−iǫ
k′
t−ik′x,
and at x→ +∞
χ−k (x, t) = L
−1/2
[
e−iǫkt−ikx +
∑
k′
r˜kk′e
−iǫ
k′
t+ik′x
]
, (2)
χ+k (x, t) = L
−1/2
∑
k′
tkk′e
−iǫ
k′
t+ik′x,
where L is the normalization length. One obtains time
independent reflection and transmission coefficients rkk′
and tkk′ for inelastic scattering since U(x) = 0 for
x → ±∞ and any outgoing wave can be presented as
a superposition of time dependent plane waves with time
independent coefficients. For any fixed time t, the states
χσk(x, t) form an orthonomal and complete basis since
the states χ±k can be obtained from a complete set of the
functions L−1/2e±ikx by the unitary transformation cor-
responding to time evolution with Hamiltonian H(x, t)
from t = −∞. The solutions are labeled according to the
energy of the incoming wave. The sums over k′ represent
inelastic scattering in transmission and reflection by the
a.c. barrier. They are restricted to a k′ interval defined
by |ǫk′ − ǫk| <∼ ν, where ν is the typical frequency of the
barrier variation. For harmonic oscillations of the barrier
these scattering states reduce to those used in [24–26].
For a d.c. barrier the reflection and transmission co-
efficients are diagonal rkk′ = rkδkk′ , r˜kk′ = r˜kδkk′ , tkk′ =
t˜kk′ = tkδkk′ and the time dependent scattering states are
reduced to the usual ones, i.e. χσk(x, t) = e
−iǫktχσk (x).
The many-particle wave functions of the system, ne-
glecting electron-electron interactions are given by Slater
determinants of the scattering states χσk (x, t). We define
creation (annihilation) operators a+kσ(akσ) for electrons in
scattering states χσk (x, t). Employing the usual interpre-
tation of the scattering states as describing the transition
amplitudes for a wavepacket approaching the interaction
zone from the far left side (χ+k ) or far right side (χ
−
k ) to
be transmitted or reflected, we may interprete the oper-
ators a+k+ and a
+
k− as creating electrons in the left and
right leads a and b, respectively. Assuming the electron
system in the leads to be modelled by a free Fermi gas
in equilibrium at temperature T and chemical potentials
µa and µb, the average occupation numbers of the states
χσk are given by 〈a
+
kσak′σ′〉 = δkk′δσσ′nkσ , with nk± be-
ing the respective Fermi functions. The bias voltage V
1
applied to the point contact between the leads a and b is
eV = −(µa − µb) with e > 0.
The time-dependent electron field operator can then
be represented in the following way
Ψ(x, t) =
∑
kσ
akσχ
σ
k (x, t). (3)
The representation Eq.(3) assumes that the leads are
“black bodies” and do not reflect incoming electron waves
[27]. Our presentation of the electron field can be consid-
ered as a formalization of the wave-packet approach used
in [7] and is similar to that used in [6] for a d.c. barrier.
The time-dependent current operator is
j(x, t) = (ie/2m)Ψ(x, t)+∇Ψ(x, t) + h.c.. (4)
Introducing here the field operator from Eq.(3) we have
j(x, t) =
∑
kk′σσ′
a+k′σ′akσA
σ′σ
k′k (x, t), (5)
where the partial currents are bilinear combinations of
scattering states and depend on x, t
Aσ
′σ
k′k (x, t) = (ie/2m)(χ
σ′∗
k′ ∇χ
σ
k − χ
σ
k∇χ
σ′∗
k′ ) = (A
σσ′
kk′ )
∗
(6)
Using the properties of the Fermi operators one can
perform the quantum averaging and obtain an average
current (which is space and time dependent)
〈j(x, t)〉 =
∑
k,σ
nkσA
σσ
kk (x, t). (7)
For a d.c. barrier one can see from Eq.(6) that the diag-
onal combinations Aσσkk and hence the current Eq.(7) do
not depend on x and t.
In what follows we will concentrate on the case when
the time dependent part of the barrier δU(x, t) is a sta-
tionary random function of t, defined by a correlator
δU(x, t)δU(x′, t′), (assuming δU(x, t) = 0), where (...)
means statistical averaging.
For a randomly fluctuating barrier the current given
by Eq.(7) has to be also statistically averaged, giving
〈j〉 =
∑
kσ
nkσAσσkk . (8)
In the stationary case this current does not depend on
t and hence on x. Note that for an asymmetric barrier
and/or asymmetric irradiation 〈j〉 6= 0 for V = 0, in
general.
The current correlator is defined using full averaging
K(1, 2) =
1
2
〈j(1)j(2) + j(2)j(1)〉 − 〈j(1)〉 〈j(2)〉, (9)
where the short notation means 1 ≡ x1, t1 and 2 ≡ x2, t2.
It is convenient to representK = Kq+Ks, where the first
term is the statistically averaged quantum-mechanical
correlator
Kq(1, 2) =
1
2
〈j(1)j(2) + j(2)j(1)〉 − 〈j(1)〉〈j(2)〉, (10)
while the second term is the statistical correlator of the
quantum-mechanical current,
Ks(1, 2) = 〈j(1)〉〈j(2)〉 − 〈j(1)〉 〈j(2)〉. (11)
Note that Kq = 0 if the current is classical, while Ks = 0
for a d.c. barrier.
Introducing in Eq.(10) and Eq.(11) the current opera-
tor from Eq.(5) one finds
Kq(1, 2) =
1
2
∑
kk′σσ′
[
nkσ(1− nk′σ′ )Aσ
′σ
k′k (1)
∗Aσ
′σ
k′k (2) + c.c.
]
Ks(1, 2) =
∑
kk′σσ′
nkσnk′σ′δAσσkk (1)δA
σ′σ′
k′k′ (2), (12)
where δAσσkk = A
σσ
kk −A
σσ
kk . For a stationary random bar-
rier both correlators Kq and Ks depend on t1 − t2 and
on x1, x2.
We will be interested in low-frequency ”quasistation-
ary” current fluctuations for which the correlator does
not depend on x1, x2. To understand when this situation
occurs consider first a d.c. barrier. We assume the barrier
is “simple”, i.e. its height is of the order of Fermi energy
ǫF and its length d is of the order of the Fermi wave
length 2π/kF and there are no other energy or length
scales, as e.g. in a double barrier potential. In this sim-
ple case the energy scale for tk, rk, r˜k is ǫF . The scale for
Aσσ
′
is the same as if these quantities are calculated for
x <∼ d. At x ≫ d a new smaller scale appears. To see
it we calculate Aσσ
′
using the Eq.(2) for the scattering
states, giving at x≫ d, for example
A+−k′k = −(e/2mL)e
i(ǫ
k′
−ǫk)t · (13)
t∗k′
[
(k + k′)r˜ke
−i(k′−k)x − (k − k′)e+i(k
′+k)x
]
.
As we will see later the relevant momenta k, k′ corre-
spond to energies ǫk, ǫk′ within the exchange window be-
tween the Fermi distributions in both leads |ǫk − ǫF | <∼
max(eV, T ) which is assumed to be narrow compared to
ǫF . Hence for a simple barrier one can put k = k
′ = kF
everywhere except in the exponentials (since x and t can
be large). As a result the fast oscillating exponentials
(of Friedel type) e±i(k
′+k)x disappear. The slow oscillat-
ing exponentials e±i(k
′
−k)x introduce a new energy scale
vF /x which is smaller than ǫF if x ≫ d. This scale cor-
responds to the inverse time of flight from the barrier to
the point where current correlations are measured.
The correlations are quasistationary if (k − k′)x ≪ 1.
Since the relevant energy transfers are ǫk′ − ǫk ≃ ω,
where ω is the current fluctuation frequency, the relevant
2
k−k′ ≃ ω/vF . If ω ≪ ǫF we can satisfy the quasistation-
arity condition choosing x in the interval d≪ x≪ vF /ω.
As a result we see that if the current correlations at fre-
quencies ω are measured not too far from the barrier, at
x ≪ vF /ω, the current fluctuations are quasistationary
and are the same in all crossections of the PC.
With these assumptions one can put k = k′ = kF
everywhere except in the time exponentials yielding the
much simpler expressions
Aσ
′σ
k′k (1)
∗Aσ
′σ
k′k (2) = Ωk′k(t1 − t2)A
σ′σ
F (14)
where Ωk′k(t) = (evF /L)
2 exp[i(ǫk′ − ǫk)t], AσσF =| tF |
4,
A−σσF =| tF |
2| rF |2, and tF , rF are the transmission
and reflection amplitudes tk, rk at ǫk = ǫF . Using this
result in Eq.(12) one obtains the current correlator for
a static barrier, calculated in [2], which we quote in the
time domain for later comparison:
K(0)(t) = (e2/4π2)F (t)[|tF |
2 + |tF |
2|rF |
2(cos(eV t)− 1)],
(15)
where
F (t) = 2
∫
dǫ
∫
dǫ′n(ǫ)[1− n(ǫ)] cos[(ǫ− ǫ′)t]. (16)
One can see from Eq.(15) that F (t) is (up to a factor) the
correlator of equilibrium noise in a non biased PC with
V = 0.
In the case of a time-dependent barrier fluctuating with
frequencies ν the exchange window is max(eV, T, ν). In
case the barrier fluctuations are slow, i.e ν ≪ ǫF , the
quasistationarity conditions of the current fluctuations
are the same as for a d.c. barrier. (For fast barrier fluc-
tuations these conditions can not be satisfied.)
In what follows we consider the case when the radi-
ation field is weak, which means in our model that the
fluctuating part of the barrier is small compared to the
d.c. part, i.e. δU(x, t) ≪ ǫF . In the lowest order the
field induced current noise is proportional to δU2.
The time-dependent scattering states can be expanded
in powers of δU as χσk (x, t) = e
−iǫkt
[
χσk(x)+χ
σ(1)
k (x, t)+
χ
σ(2)
k (x, t) + ...]. Here χ
σ
k (x) are the scattering states for
the Hamiltonian H0 with the average barrier U0, while
χ(1), χ(2) are slow functions of t. These functions contain
only outgoing waves and can be calculated in the Born
approximation using the retarded Green function given
by [28]
G(x, x′, t) =
1
2π
∫
dǫke
−iǫkt
mL
iktk
χ+k (x>)χ
−
k (x<), (17)
where x> and x< are the larger and smaller of x and x
′.
Using the above expansion one can expand the aver-
ages entering Eq.(12) and find after lengthy but straight-
forward calculation the field induced parts of these av-
erages. Having in mind quasistationary frequencies and
a simple barrier one obtains using the properties of the
scattering states for a d.c. barrier
[
Aσ
′σ
k′k (1)
∗Aσ
′σ
k′k (2)
](2)
= Ωk′k(t1 − t2)Ψσ′σ(t1 − t2),[
δAσσkk (1)δA
σ′σ′
k′k′ (2)
](2)
= (ev/L)2Ψσσ′(t1 − t2), (18)
where
Ψσ′σ(t) = (L/vF )
2δUσ′σ(t)∗δUσ′σ(0), (19)
and the effective matrix elements are
δUσσ(t) =
∫
dxδU(x, t)[rF t
∗
Fχ
−
F (x)χ
+
F (x)
∗ − c.c],
δU−σσ(t) =
∫
dxδU(x, t)[rF t
∗
F (| χ
+
F (x) |
2 −
| χ−F (x) |
2) + χ−F (x)
∗χ+F (x)(| tF |
2 − | rF |
2)]. (20)
For later use we define Ψ(t) ≡ Ψσσ(t) = Ψ∗(t) and
Φ(t) = Ψ−σσ(t) = Φ(−t)∗.
Now we introduce Eqs.(18) into Eqs.(12) and find the
field induced correlator,
K(2)q (t) =
1
2
∑
kk′σσ′
[
Ωk′k(t)nkσ(1− nk′σ′)Ψσ′σ(t) + c.c.
]
K(2)s (t) =
(evF
L
)2 [∑
k
(nk+ − nk−)
]2
Ψ(t). (21)
To simplify the expressions we replace
∑
k by
(L/2πvF )
∫
dǫ and shift the arguments in the distribu-
tion functions. Using Eq.(16) we find
K(2)q (t) = (e
2/8π2)F (t)[Φ(t)eieV t +Ψ(t) + c.c.] (22)
and
K(2)s (t) = (e
2/8π2)(eV )2Ψ(t). (23)
It is obvious from the above derivation that the results
Eqs.(22), (23) and (15) are valid only for t ≫ ǫ−1F , i.e.
for Fourier components ω ≪ ǫF . The spectra Φ(ω) and
Ψ(ω) of the functions Φ(t) and Ψ(t) contain only such
frequencies, but this is not the case for F (t) which has a
singularity t−2 at t → 0. The Fourier transform of this
function can be presented as F (ω) = 2|ω|
[
N (|ω|) + 12
]
,
where N (ω) = [exp(ω/T )− 1]−1 is the Planck distribu-
tion. Because of the zero-point fluctuations F (ω) has no
natural cutoff below ǫF . (A cutoff at ǫF exists because
of fast oscillations of the partial currents Eq.(6) when
|ǫk − ǫk′ | >∼ ǫF .)
The zero-point fluctuations disappear if one calculates
the “shot noise” contributions, i.e. subtracts from all
correlators the values at V = 0. For a static PC the shot
noise is
3
K
(0)
V (t) ≡ K
(0)(t)−K(0)(t)|V =0 = (24)
(e2/4π2)|tF |
2|rF |
2F (t)(cos eV t− 1),
while the shot-noise induced by a time-dependent field is
given by
K
(2)
V (t) ≡ K
(2)(t)−K(2)(t)|V=0 = (25)
(e2/8π2)[F (t)(eieV t − 1)Φ(t) + (eV )2Ψ(t) + c.c.].
In Eq.(24) the singularity of F (t) is compensated by the
factor (cos eV t− 1). The same happens in Eq.(25) since
Φ(t) is real at small t.
The spectra S
(2)
V (ω) of the correlator K
(2)
V (t) contain
two different contributions. One, due to Kq, is a convo-
lution of S
(0)
V (ω), the shot noise spectrum in a static PC,
with Φ(ω). The presence of such a contribution which
containes frequencies ω ≃ T ± eV ± ν, is almost obvious.
The less obvious result is the second contribution due to
Ks, which is proportional to Ψ(ω) and contains only fre-
quecies ν of the radiation field. This contribution can be
easily separated from the first one, since it is temperature
independent and proportional to V 2. This contribution
allows for a spectral resolution of a narrow-band radia-
tion by a device having broad band noise.
To understand more about the nature of the field in-
duced current fluctuations consider some specific cases.
First consider a symmetric barrier U0(−x) = U0(x)
exposed to symmetric irradiation δU(−x, t) = δU(x, t).
Using χ−k (x) = χ
+
k (−x) we find from Eqs.(22), (23)
K(2)q (t) = (e
2/4π2)F (t)Ξ(t) · (26)
{(|tF |
2 − |rF |
2)2 cos eV t+ 4|tF |
2|rF |
2},
K(2)s (t) = (e
2/4π2)(eV )2|tF |
2|rF |
2Ξ(t). (27)
Here Ξ(t) = (L/vF )
2g(t)g(0) with g(t) =∫
dxδU(x, t)χ+F (x)χ
+
F (−x)
∗ = g(t)∗. For V = 0 one finds
the total correlator to be
K(2)(t) = (e2/4π2)F (t)Ξ(t). (28)
It means that symmetric irradiation in a non biased PC
creates nonequilibrium current noise (even in a symmet-
ric PC where average current 〈j〉 is not created), while
applying symmetrically a voltage to both leads leaves the
PC in equilibrium and no additional noise is created.
As a second example consider a PC exposed to irradia-
tion localized to the left of the barrier at |x| ≫ d assum-
ing δU(x, t) to be a smooth function of x. In this case
one can use the Eqs.(2) calculating the matrix elements
Eq.(20) and neglect terms containing Friedel oscillations.
As a result
K(2)(t) = (e2/4π2)F (t)|tF |
2|rF |
2Ξ(t) cos eV t. (29)
Taking here V = 0 we can compare the nonequilibrium
noise in a asymmetrically irradiated non biased PC with
the nonequilibrium noise in a biased non irradiated PC
given by Eq.(24). One can see that “one side excita-
tion” of the PC does not simulate a bias voltage. Even if
we choose the excitation to be quasimonochromatic with
frequency ν = eV , in which case Ξ(t) ∼ cos eV t, the
nonequilibrium noise due to irradiation contains the field
amplitude.
Both considered examples demonstrate that the
nonequilibrium noise excited by irradiation differs essen-
tially from nonequilibrium noise excited by bias.
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