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СИСТЕМНЕ КОНСТРУЮВАННЯ ТА МОДЕЛЬ РОЗГОРТАННЯ  
РОЗПОДІЛЕНОЇ СИСТЕМИ УПРАВЛІННЯ ІНВЕСТИЦІЙНИМ ПОРТФЕЛЕМ  
 
В роботі представлена модель розгортання розподіленої системи управління інвестиційним порт-
фелем цінних паперів з використанням розподіленої нереляційної бази данних Cassandra. Проаналі-
зовані переваги використання розподілених баз у порівнянні з реляційними базами даних.    
   
In this paper deployment model of distributed investment portfolio management system is presented with 
application of distributed non-relational database Cassandra. Benefits of distributed databases are analyzed in 
comparison with relational databases.  
 
Вступ  
Застосування прикладного системного 
аналізу і системної інженерії проектів інфор-
матизації організаційних систем дозволяє 
суттєво вдосконалити процес створення сис-
тем фінансово-інвестиційної діяльності. Зав-
дяки формалізації бізнес процесів та засто-
суванню компонентного процесу розробки 
вдається суттєво підвищити ефективність 
бізнес процесів управління інвестиційним 
портфелем, знизити ризики і зменшити пов-
ну вартість володіння системою [1].  
З метою залучення закордонного капіталу 
в Україні з’явилась потреба створювати сис-
теми управління інвестиційним портфелем 
цінних паперів, які відповідають міжна-
родним стандартам: BASEL II, Sarbanes-
Oxley та IFRS [2,3]. Створення подібних сис-
тем потребує строго формалізованого під-
ходу до аналізу, проектування, конструю-
вання та впровадження системи, який би 
відповідав би міжнародним вимогам. Ком-
понентний процес розробки, що використо-
вують автори, відповідає міжнародних нор-
мам  в області software engineering та system 
engineering [4]. 
В роботах [5-7] запропонована компо-
нентна модель системи управління фінан-
сово-інвестиційною діяльністю, що розроб-
лена у відповідності міжнародним стандар-
там з використанням компонентного процесу 
розробки.  
В цій роботі досліджується проблема сис-
темного впровадження системи управління 
інвестиційним портфелем [5-7] у корпо-
ративній гетерогенній мережі банку UBS, що 
входить до п’ятірки найбільших банків світу. 
Пропонується метод системного впровад-
ження у вигляді розподіленої системи.  
Розподілені системи у фінансово-інвести-
ційній сфері дозволяють підвищити надій-
ність та продуктивність, забезпечити мас-
штабованість та розширюваність, саме тому 
впровадження розподілених систем є над-
звичайно актуальною проблемою для 
підвищення ефективності функціонування 




Мета дослідження полягає в застосуванні 
системної інженерії проектів інформатизації 
організаційних систем для реалізації фази 
системного конструювання розподіленої си-
стеми управління інвестиційним портфелем і 
пошуку ефективних методів системного 
впровадження.  
Об’єкт дослідження – розподілені обчи-
слення, як метод впровадження системи 
управління інвестиційним портфелем цінних 
паперів. 
Предмет дослідження – системна інжене-
рія фінансово-інвестиційної діяльності. 
 
Системне конструювання  
розподіленої системи управління  
інвестиційним портфелем 
Ідея застосування розподілених систем у 
фінансово-інвестиційній та банківській сфері 
досліджується вже доволі давно. Результати 
багаточисельних досліджень підсумовані у 
[8,9]. Розподілені системи останні 10 років 
вважаються перспективним напрямком дос-
ліджень у фінансовому секторі економіки, 
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але їх впровадження у корпоративних мере-
жах просувається дуже повільно.  
Розподілені системи мають ряд переваг: 
масштабованість, підвищена надійність, за-
міна апаратного забезпечення без зупинки 
надання сервісів, можливість використання 
обчислювальних потужностей вже закупле-
них серверів, які, як показує статистика 
задіяні менш ніж на 10%, тим самим змен-
шити витрати на апаратне забезпечення та 
багато інших. 
Але розподілені системи мають також ряд 
недоліків. Не кожну задачу можна ефективно 
вирішувати за допомогою розподілених об-
числень. Задача повинна піддаватись розпа-
ралелюванню, тобто містити в собі окремі 
функціональні блоки, що можуть виконува-
тись незалежно на різних апаратних вузлах. 
Розробка ефективних розподілених алго-
ритмів це складна та трудомістка задача [10]. 
Існуюче програмне забезпечення має бути 
переписаним з використання розподілених 
технологій, що потребує значний коштів та 
часу, саме тому компанії не квапляться уп-
роваджувати нові розподілені технології. 
Математичні методи управління ризика-
ми, що використовуються в UBS, детально 
описані у [11]. Проаналізувавши математи-
чні методи моделювання можна зробити 
висновок, що вони є сильно зв’язаною зада-
чею, що погано піддається розпаралелю-
ванню. Тому впровадження розподілених 
обчислень у системі управління інвестицій-
ним портфелем спіткає ряд серьозних труд-
нощів. Тим не менш, навіть в таких умовах 
розподілені обчислення можуть привнести 
додаткові переваги.  
Стандартний метод впровадження, що 
найбільш поширений серед фінансових ком-
паній – це трьох рівнева архітектура (кліент, 
сервер, база даних). В такій архітектурі 
доволі часта саме база данних стає вузьким 
місцем. Реляційні БД погано масштабують-
ся, тому саме вони часто стають причиною 
низької швидкодії та точкою единого виходу 
з ладу. 
Автори пронуються використати розподі-
лену базу данних заміст реляційної БД з ме-
тою підвищення надійності, швидкодіїї та 
відходу від реляційної моделі пердставлення 
інформаціїї. 
Компонента модель системи управління 
інвестиційним портфелем 
Компонентна модель системи управління 
інвестиційним портфелем та її специфікація 
представлена у [5] та розширена в роботах 
[6,7]. Система складається з наступних 
компонентів (рис. 1): оптимізація інвестицій-
ного портфеля, управління ризиками, про-
гнозування, оцінка вартості похідних 
фінансових інструментів, сек’юритизація, 
алгоритмічний трейдинг, арбітраж, стати-
стичний арбітраж, фінансова інженерія, 
прийняття стратегічних рішень. Основне 
призначення системи – надати  інвестицій-
ним компаніям інтегровану систему управ-
ління, що дозволить проводити моделювання 
інвестиційного портфеля для сформування 
портфеля з оптимальними характеристика-
ми, прискорення прийняття інвестиційного 
рішення, ідентифікації та оцінки ризиків. 
На рис. 2 наведено суперклас системи, що 
є структурним мета-представленням сутно-
стей розподіленої системи управління інвес-
тиційним портфелем. Суперклас представле-
ний у нотації UML [12] і визначає сутність 
проблеми управління інвестиційний портфе-
лем, його інтеграцію з зовнішніми система-
ми. Таке представлення системи управління 
дозволяє на етапі аналізу виділити задіяні 
зовнішні системи та інтерфейси їх взаємодії. 
Система управління інвестиційним портфе-
лем спрямована на використання 
інституційними інвесторами для управління 
великими портфелями цінним паперів. 
Клієнтам, які бажають приймати участь у 
управлінні їхньої частини портфеля 
надається інтерфейс користувача. Система 
повинна оперувати як на біржовому ринку, 
так і на позабіржовому ринку (Over-the-
counter), який по об’єму торгів значно 
перевищує біржовий. Також, до класу 
позабіржових систем входить важливий тип 
ринків “Чорні пули ліквідності” [13], який 
став грати важливу роль з зниженням 
ліквідності на світових інвестиційних рин-
ках, що викликано фінансовою кризою. 
Інформаційні агенції надають інформа-
цію, яка необхідна для прийняття інвестицій-
ного рішення. Інформаційні агенції можна 
умовно розділити на три групи: провайдери 
фінансових нових, такі як Reuters, 
Bloomberg; провайдери фінансових звітів 
емітентів, наприклад Bloomberg, FSA та про-
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вайдери аналітичних звітів, наприклад  
JPMorgan Chase, Morgan Stanley. 
 
Засоби реалізації  
На рис. 3 наведено пакет засобів реалізації 
системи управління інвестиційним портфе-
лем у профілі Еріксона-Пенкера [14]. Засоби 
реалізації розподілені на програмі та апа-
ратні.  
До апаратних відносять елементи корпо-
ративної мережі: сервери додатків, сервери 
баз даних, маршрутизатори та мережеве об-
ладнення. Згідно з внутрішніми корпоратив-
ними стандартами UBS, в якості серверів баз 
даних використовуються сервери SUN з 
процесорами UltraSparc. Для серверів 
додатків був зроблений виняток – викори-
стовуються сервери SUN з процесорами 
AMD Opteron. 
Згідно з внутрьошнімі стандартми UBS до 
програмних засобів відносять: операційну 
систему – Solaris 10, файлову систему – ZFS, 
реляційну базу даних – Oracle 10g. 
Взаємодія з зовнішніми системами угод 
відбувається за стандартним протоколом FIX 
(Financial Information eXchange). Для систем 
з підвищеними вимогами до продуктивності 
застосовується протокол FAST (FIX Adapted 
for STreaming). Для котирувань складних 
похідних фінансових інструментів викори-
стовується додаткові протоколи: MDDL 
(Market Data Description Language) та FpML 
(Financial Products Markup Language). З 
зовнішніми інформаційними системами 
взаємодія відбувається за стандартними про-
токолами, що базуються на XML: для обміну 
фінансовими новинам  – NewsML (News 
Markup Language), фінансовою звітністю 
емітентів цінних паперів  – XBRL (eXtensible 
Business Reporting Language), аналітичними 
звітами – RIXML (Research Information 
eXchange Markup Language) [15]. 
 
Системне розгортання  
розподіленої системи управління 
 інвестиційним портфелем 
На рис. 4 наведена модель розгортання 
системи управління інвестиційним портфе-
лем. Система включає в себе: основну та ре-
зервну реляційні бази даних, що виконують 
роль центрального сховища для обробки 
аналітичних запитів, розподілювач наванта-
ження з фільтрацією запитів. Для збережен-
ня критично важливої бізнес інформації 
забезпечується її архівація на магнітну 
стрічку. Загрузка даних із зовнішніх джерел 
реалізована окремими компонентами, які  за-
вантажують інформацію у реляційну БД. 
Система складається з необхідної кілько-
сті типових обчислювальних вузлів з типо-
вим програмним забезпеченням (рис. 4). 
Апаратна реалізація вузлів може бути різ-
ною.  
В якості розподіленої БД використову-
ється нереляційна БД – Сassandra. Кожен об-
числювальних вузол має свій екземпляр 
розподіленої БД. База даних Cassandra 
поєднує масштабованість, надмірність та 
надійність такої повністю розподіленої бази 
данних, як Dynamo [16] та баз данних 
розділенних таблиць (partitioned table) BigT-
able і Hadoop [17]. Cassandra не підтримує 
мови запитів SQL, так як вона не є реля-
ційною базою данних. Замість SQL вико-
ристовується мова запитів, що схожа на Ma-
pReduce [18]. Сховище Cassandra орієн-
товано на зберігання масивів (column-
oriented storage) [19,20], що має кращу 
швидкодію у порівнянні зі зберіганням ок-
ремих значень (value-oriented storage), таких 
розподілених БД, як Memcache та Dynamo; 
та row-oriented storage реляційних БД. 
База даних Сassandra забезпечує надій-
ність завдяки автоматичній реплікації розпо-
ділених БД, а також підтримує прозоре вве-
дення нових обчислювальних вузлів у кла-
стер без зупинки обслуговування. Нереля-
ційна БД Сassandrа, на відміну від реляційної 
БД, забезпечує значне підвищення продук-
тивності обчислень та дозволяє ефективно 
оперувати різними типами фінансових ін-
струментів, які не можна ефективно предста-
вили у реляційній алгебрі. Погана струк-
турованість фінансових інструментів та дуже 
великі їх відмінності один від одного не доз-
воляють спроектувати ефективну БД фі-
нансових інструментів у реляційній алгебрі.  
Обчислювальні задачі виконуються на 
тому вузлі, який має необхідну інформацію у 
власному екземплярі БД, що суттєво знижує 
навантаження на комунікаційну мережу. Ре-
зультати обчислень спочатку зберігаються в 
нереляційній БД, а потім в асинхронному 
режимі передаються в реляційну БД. 
Для прискорення обчислювально-склад-
них алгоритмів в системі задіяні відеокарти. 
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Сучасні відеокарти мають від 500-1200 
процесорів обробки чисел з плаваючою 
крапкою одинарної точності. Це величезна 
обчислювальна потужність, яку можна 
задіяти, якщо алгоритм піддається розпара-
лелюванню. Для цього застосовуються 
GPGPU бібліотеки [21], які дозволяють ви-
користовувати відеокарти в тому числі і для 
математичних обчислень.   
 
Висновки 
Застосування системної інженерії для ре-
алізації фази системного конструювання си-
стем управління інвестиційним портфелем 
цінних паперів забезпечує необхідні значен-
ня ключових властивостей ІКС, а саме: про-
дуктивності, масштабованості, розширюва-
ності, надійності, безпеки, прозорості, низь-
кої повної вартості володіння системою.  
Необхідні значення ключових властиво-
стей ІКС досягаються завдяки використанню 
розподіленої нереляційної БД Cassandra. 
Крім цього, відмова від реляційного принци-
пу представлення даних, дозволило ефекти-
вно оперувати фінансовими інструментами 
максимально наблизити їх використання до 
реального масштабу часу.  
Використання процесорів відео карт та 
GPGPU бібліотек [21] дозволило суттєво 
підвищити ефективність використання наяв-
них обчислювальних ресурсів для складних 
алгоритмів, наприклад непараметричне 
Монте Карло [7], генерація багатовимірних 
випадкових чисел [22] та генетичного алго-
ритму оптимізації [23]. 
 
      
 
Рис. 4. Модель системи управління фінансово-інвестиційною діяльністю.  
Діаграма компонентів в нотації UML 
 




Рис. 2. Суперклас системи управління інвестиційним портфелем.  
Діаграма класів  у нотації UML 
 
 
Рис. 3. Засоби реалізації системи управління інвестиційним портфелем.  
Пакет класів у профілі Еріксона-Пенкера 




Рис. 4. Модель розгортання системи управління інвестиційним портфелем. 
 Діаграма впровадження у нотації UML  
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