A unified treatment of parameters relevant to factoring polynomials over finite fields is given. The framework is based on generating functions for describing parameters of interest and on singularity analysis for extracting asymptotic values. An outcome is a complete analysis of the standard polynomial factorization chain that is based on elimination of repeated factors, distinct degree factorization, and equal degree separation. Several basic statistics on polynomials over finite fields are obtained in the course of the analysis.
INTRODUCTION
Factoring polynomials over finite fields intervenes in many areas of computer science and computational mathematics like symbolic computation at large [24] , polynomial factorization over the integers [12, 40] , cryptography [10, 44, 48] , number theory [5] , or coding theory [4] . The implications include finding complete ´Ü · µ ´Ü · µ´Ü · ¿Ü · ¾Ü · Ü · Ü · Ü ¿ · Ü · µ (1) The next phase of distinct-degree factorization (DDF) then uncovers a partial factorization of the eighth degree factor as There, in two successive steps, the groups of factors of degree 1 (there must be two such factors) and of degree 2 (there must be three such factors) have been isolated. Finally, the second and sixth degree polynomials are split by two separate calls to the equal-degree factorization (EDF) algorithm into their linear and quadratic factors:
½ ´Ü · ¿µ´Ü · µ ¾ ´Ü ¾ · Ü · ½µ´Ü ¾ · Ü · ¾µ´Ü ¾ · Ü · ½µ (3) In this way, the complete factorization of modulo 5 is obtained from (1), (2) , (3):
´Ü · ¿µ´Ü · µ ¾´Ü¾ · Ü · ½µ´Ü ¾ · Ü · ¾µ´Ü ¾ · Ü · ½µ
Various methods, not discussed in this paper, then permit one to lift the factorization to the integers; see [24, Ch. 15] . Here, this eventually produces the complete factorization over Ü℄, ´Ü ½µ ¾´Ü¾ Ü · ½µ´Ü ¾ · Ü · ½µ´Ü ¿ Ü ¾ · ½µ
In this case, the squarefree factorization (SFF) approach would only lead to extracting the repeated factor´Ü ½µ ¾ , or´Ü · µ ¾ ÑÓ , at an early stage.
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Computational model. We fix a finite field Õ with Õ Ô Ñ (Ô prime) and consider the ring of polynomials Õ Ü℄; see [4, 24, 28, 40, 45] for background. The probabilistic model assumes all Õ Ò monic polynomials of degree Ò to be equally likely and all average-case analyses are expressed as asymptotic forms in Ò, the degree of the polynomial to be factored. The complexity model assumes that a basic field operation has cost Ç´½µ, the cost of a sum is Ç´Òµ, and the cost of a product, a division or a gcd is Ç´Ò ¾ µ, when applied to polynomials of degree Ò. For dominant asymptotics, we can freely restrict our attention to polynomial products and gcds. We take as Å´Òµ ½ Ò ¾ the cost of multiplying two polynomials of degree less than Ò modulo a polynomial of degree Ò, and as ´Òµ ¾ Ò ¾ the cost of a gcd between a polynomial of degree Ò and a polynomial of degree at most Ò. (There, ½ and ¾ are system and implementation dependent constants.) What we have in mind is a general purpose factorization algorithm typically applied to polynomials of moderate size and degree, where operations are often implemented by quadratic algorithms. Similar studies could be conducted using FFT (fast Fourier transform) based algorithms. Figure 2 summarizes the interplay between probabilistic properties of random polynomials and polynomial factorization. We offer here a few comments.
Summary of results.
A random polynomial of degree Ò is irreducible with a small probability of about ½ Ò and has close to ÐÓ Ò factors on average and with a high probability (Section 1). Thus, the factorization of a random polynomial over a finite field is almost surely nontrivial. Each of the various phases of polynomial factorization has its own "physics" with implications on the corresponding costs. Here is a brief summary.
ERF: The first phase of the factorization is the elimination of repeated factors, ERF. It is deterministic and described in Section 2. This ERF stage returns the squarefree part of the original polynomial in which each irreducible factor of the original polynomial appears exactly once (the remaining factors form the non-squarefree part). In fact, the squarefree polynomials have a positive density (asymptotically) and the non-squarefree part of a random polynomial is with high probability of degree Ç´½µ as expressed by Theorem 2.1. In a precise technical sense, the cost of the ERF phase is asymptotically that of a single gcd (Theorem 2.2), so that most of the factorization cost results from the subsequent phases, namely, DDF and EDF.
DDF: The second phase DDF, also deterministic and described in Section 3, splits the squarefree part of the polynomial to be factored into a product ½ ¡ ¾ ¡ ¡ ¡ Ò , where is formed by the product of all the irreducible factors of Thm 3.1; [30, 50] Modified Dickman laws hold for two largest degrees.
Thm 3.2; [30, 50] Algorithmic cost of DDF is Ç´ÒÅ´Òµ ÐÓ Õµ; three stopping rules are compared.
Thm 3.3; [18] (Sec. 4) DDF yields a complete factorization with probability close to .
Thm 4.1; [18, 32, 38] Total degree of unfactored part after DDF has mean Ç´ÐÓ Òµ, but "soft" distribution tails and standard deviation Ç´ÔÒµ. that have degree . A random polynomial has with high probability several large factors, that is, of degrees ¢´Òµ. This is quantified by Theorems 3.1 and 3.2 where the Dickman function and some of its relatives serve to express the corresponding probability distributions. Such estimates form the basis of a precise comparison of three stopping rules: the "naïve" rule, the "half-degree" rule and the "early abort" rule whose costs are found to be in the approximate proportion ½ ¿ ¾ ¿ ; see Theorem 3.3. At the end of the DDF phase, the factorization is complete with a probability ranging asymptotically between ¼ and ¼ (Theorem 4.1). In addition, the number of degree values such that more than one irreducible factor ANALYSIS OF POLYNOMIAL FACTORIZATION 7 of that degree occurs is typically Ç´½µ, and the total degree passed to EDF is Ç´ÐÓ Òµ on average, though it has a large variability (Theorem 4.2).
EDF: The third phase, EDF, is a randomized procedure described in Section 5. It involves a recursive refinement process based on randomized splittings that turns out to be closely related to digital trees, also known as "tries", see [41] . The analysis combines properties of polynomials (Theorem 5.1) with properties of the splitting process (Lemma 5.1). As a consequence, the expected cost of EDF is proved to be comparatively small, being Ç´Ò ¾ ÐÓ Õµ (Theorem 5.2).
Precise statements are given in the next sections with an explicit dependence on the field cardinality Õ. (Some of them involve number-theoretic functions that can be both evaluated and estimated easily.) A simplified picture is as follows. The ERF phase involves with high probability little more than a single polynomial gcd, so that its expected cost is Ç´Ò ¾ µ. The DDF phase of cost Ç´Ò ¿ ÐÓ Õµ (both on average and in the worst-case) is the one that is most intensive computationally, where control by the "early-abort" strategy is expected to bring gains close to 36%. The last phase of EDF is typically executed less than 50% of the time and its cost, Ç´Ò ¾ ÐÓ Õµ on average, is again small compared to that of DDF. A comparison between worst-case costs and average-case costs for each phase is drawn in Section 6.
Note on methodology. An earlier but almost identical version of this paper submitted to another journal dedicated to computing was met with sharp criticism from two referees. One criticism had to do with the asymptotically suboptimal character of the algorithms that we analyse. However, record-breaking computations are only one facet of the story and, from the authors' experience with computer algebra systems, much usage involves polynomials of moderate degree having moderately large coefficients. For this, good implementations are definitely wanted; thus, we claim some justification for interest in algorithms that are suboptimal in the strict asymptotic sense but may very well turn out in many practical contexts to perform better than asymptotically optimal algorithms.
Another criticism had to do with the model of random polynomials that we adopt, namely the uniform distribution over the Õ Ò polynomials of degree Ò. One referee said: "most polynomials are not sampled at random over the set of all polynomials". This is certainly true in a narrow-minded perspective. However, we make the following observations:´ µ a large body of algorithms building on top of factorization over finite fields do already involve a randomization that is expected to "propagate", see for example Ben-Or's construction of irreducible polynomials [3] or the index calculus method described in [48] ;´ µ no one is aware of any explicit construction law that would bias polynomials towards being more likely to be irreducible than factorizable [47, Problem 27 ]-indeed such a law would be a major 8 P. FLAJOLET, X. GOURDON, D. PANARIO discovery!-so that the randomness assumption, even if somewhat heuristic 1 , is one decent way of coping with the current lack of our knowledge;´ µ simulations amply confirm that many varieties of polynomials produced by all sorts of processes behave "as expected" with respect to factorization (see below for a striking example);´ Úµ accordingly, there exist several theoretical results demonstrating rigorously the fact that various systematic "laws" produce polynomials whose behaviour with respect to factorization is just as predicted by the uniform randomness model. As a typical illustration of the latter point, Hensley [33] has established a "Dirichlet's theorem" for the ring of polynomials over a finite field to the effect that the distribution of irreducibles in any arithmetic progression (i.e., a sequence ´ÜµÒ´Üµ · ´Üµ with fixed) conforms to "normality". To demonstrate our point, here is an easily reproducible experiment. We build quite specific polynomials by a deterministic process and examine the mean number of irreducible factors that they contain. Let We purposely took here a small sample of special polynomials (characteristic polynomials) associated with structured matrices (of Hankel type) built on particular coefficients (here the prime numbers). We indeed verify that the empirical data conform quite well to what the uniform randomness model predicts.
This paper constitutes the journal version of an extended abstract presented at the ICALP'96 Conference [18] . It is also organized as a survey of major probabilistic properties of polynomials that are relevant to basic factorization algorithms.
ANALYTIC-COMBINATORIAL METHODS
½ For instance the design of Pollard's "rho method" for integer factoring is entirely based on similar heuristics regarding integers; these were later largely vindicated by Bach [2] .
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This section gathers basic tools needed to analyse properties of random polynomials. It centres around the use of generating functions, either univariate or multivariate, whose functional relations reflect the algebraic decompositions of various classes of polynomials. The asymptotic analysis of coefficients of generating functions is then attained by means of singularities. The results in this section are classical, but they are needed to set the stage for subsequent analyses. General references for this section are Chapter 3 of Berlekamp's book [4] , the exercise section 4.6.2 of Knuth's book [40] , the paper [19] or Odlyzko's survey [49] for asymptotic techniques, and the book [20] for the interplay between combinatorial and analytic methods.
Generating functions
We present first a few general principles that enable one to set up "symbolically" equations for generating functions starting from combinatorial specifications. Given a combinatorial object , the formal identity where Á Ò is the number of polynomials in Á having degree Ò. Similarly, the generating functions of É and È are obtained as reflexes of the decompositions (4):
The coefficients É Ò Þ Ò ℄É´Þµ and È Ò Þ Ò ℄È´Þµ evaluate to the number of monic squarefree polynomials of degree Ò, and to the number of monic polynomials of degree Ò, respectively. Obviously, È Ò Õ Ò , and therefore we have a priori È´Þµ ½ ½ ÕÞ (6) In other words, we know È´Þµ elementarily while Á´Þµ and É´Þµ are bound by their relations to È´Þµ.
First and foremost, the number of irreducible polynomials, Á Ò , is determined implicitly from the second equation of (5) 
Thus, a fraction very close to ½ Ò of the polynomials of degree Ò is irreducible.
This theorem is an analogue of the prime number theorem for integers. As an aside, it was first proven by Gauss in the case of prime fields and it appeared in his posthumous opus [27] ; see also [15, 53] for early references.
Next the number É Ò of squarefree polynomials is entirely determined by the knowledge of Á Ò , given Equation (5 
This result seems to have appeared for the first time in Carlitz's study [9] .
Parameters
We need extensions of the symbolic method in order to take care of characteristic parameters of polynomial factorization. Let¨be a class of monic polynomials, and some integer-valued parameter on¨. Then, the bivariate generating function 
Much use is made of this technique in the next four sections.
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A graphical rendering of the factorization types of 5 polynomials of degree 100 over :
Each circle represents the degree of an irreducible factor with the circle areas being proportional to degrees. On this experiment, the 5 factorization types found are
This illustrates the property that factorizations over finite fields are usually nontrivial and that there tends to be one or a few irreducible factors of comparatively large degree (Theorems 3.1 and 3.2).
FIG. 3.
Simulations of random polynomial factorizations.
Asymptotic analysis
Generating functions encode complete information on their coefficients. Furthermore, the behaviour of a generating function near its dominant positive singularity ("dominant" means in this context "of smallest modulus") is an important source of coefficient asymptotics.
The generating functions ´Þµ to be studied in this paper are singular at Þ ½ Õ and most have there an isolated singularity. Consequently, their coefficients Ò Þ Ò ℄ ´Þµ satisfy an estimate of the form Ò Õ Ò ´Òµ, where Ð Ñ ×ÙÔ ´Òµ ½ Ò ½ is a subexponential factor that reflects the nature of the singularity at Þ ½ Õ. In particular, an expansion near Þ ½ Õ of the form
translates into coefficients by the method known as singularity analysis [19, 49] :
The transition from (11) to (12) is ensured by transfer theorems that require analytic continuation of ´Þµ outside its circle of convergence, a condition that is verified by inspection in most cases considered here. A typical instance is the analysis of the number of irreducible factors in a random polynomial of degree Ò. The bivariate generating function appears already in (10) . Differentiating with respect to Ù, setting Ù ½ and then analysing the singularity at Ù ½ provides moment estimates [40, Ex. 4.6.2.5]; methods that build further on singularity analysis even give access to a limiting distribution [7, 21] .
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Øº Let Ò be the random variable that represents the number of irreducible factors in a random polynomial of degree Ò. Then the mean ´ Ò µ and variance Î Ö´ Ò µ satisfy
Thus, the factorization of a polynomial is with high probability nontrivial; see Figure 3 for a graphic illustration.
Another useful asymptotic coefficient extraction method is Darboux's method [13, 32] whose principle is as follows: if an analytic function ´Þµ defined in the closed disk Þ 1 is times continuously differentiable ( ) on Þ ½, then its coefficients satisfy
A recourse to Darboux's method is needed in Section 4, given the existence of natural boundaries for generating functions that occur specifically there.
The permutation model and large fields
The following fact is well-known: As the cardinality Õ of the field Õ goes to infinity (Ò staying fixed!), the joint distribution of the degrees of the irreducible factors in a random polynomial of degree Ò converges to the joint distribution of the lengths of cycles in a random permutation of size Ò. (10) between È´Þµ and Á´Þµ that expresses the unique factorization property for poly- which is well-kknown to express the unique decomposition of permutations into cycles; see [20, 29] for background.
This gives rise to a useful heuristic: probabilistic properties of polynomial factorization are expected to have a shape resembling that of corresponding properties of the cycle decomposition of permutations 3 . A precise instance of this fact is mentioned by Greene and Knuth [32] in connection with the probability that a random polynomial admits factors of distinct degrees, which, for large Õ and large Ò is found to approach . Such phenomena are clearly useful in understanding the behaviour of polynomial factorizations in fields of "large" cardinalities-the case of "small" fields then appearing as a "Õ-deformation" with a typically mild effect. Section 4 provides several examples related to quantifying the output of the DDF factorization.
ELIMINATION OF REPEATED FACTORS (ERF)
The first step in the factorization chain summarized in Figure 4 is the elimination of its repeated factors. In characteristic zero, this is achieved thanks to the following property: A gcd between a polynomial and its derivative ¼ extracts all the repeated factors of .
In Õ with Õ Ô Ñ and Ô a prime number, additional control is needed in order to deal with Ôth powers whose derivatives are identically 0. The first line of the algorithm in Figure 4 collects in one copy of each of the irreducible factors of , except the ones whose multiplicity is a multiple of Ô. The while ¿ There is a similar "resemblance" between properties of natural numbers whose representation in base Õ has length Ò and polynomials of degree Ò in Õ Ü℄. For additive properties, this corresponds to a rough equivalence between additions with or without carries; for mixed additive-multiplicative properties, the analogy lies however far deeper and is accordingly much less understood.
loop stores in the factors whose multiplicity is a power of Ô, without eliminating their repetitions. The last part of the algorithm adds to the factors in with repetitions eliminated. The auxiliary computation of Ôth roots, ½ Ô , is performed in the classical way [28, p. 344] , using the identity´ Ô · Ô µ ½ Ô ´ · µ.
There exist alternative algorithms giving the full squarefree factorization (see [40] , Ex. 4.6.2.36); however, as Theorem 2.1 below shows, the reduction of degree induced by the additional computational effort is only Ç´½µ. We have opted for the elimination of repeated factors by ERF (rather than the more common squarefree factorization SFF) as the analysis develops more transparently while the overall costs of the complete factorization chain are only very marginally affected by the algorithm chosen for the first stage. Ì ÓÖ Ñ ¾º½º´ µ A random polynomial of degree Ò ¾ in Õ Ü℄ has a probability ½ ½ Õ to be squarefree.
µ The total degree of the non-squarefree part of a random polynomial of degree Ò has an expected value that tends to the limit
µ The tail probabilities of decay exponentially fast:
Proof. Part´ µ is a classical result that we have already derived in (9) . As for part´ µ, the bivariate generating function of the degree of the non-squarefree part of monic polynomials in Õ Ü℄ is, by the symbolic method of Section 1,
The mean degree of the non-squarefree part is obtained by setting Ù ½ in the derivative of È´Þ Ùµ with respect to Ù and the asymptotic estimate follows by singularity analysis,
hence the stated value of Õ . The asymptotic limit of Õ as Õ ½ is obtained from there by the expansion Á Õ · Ç´Õ ¾ µ. 
DISTINCT-DEGREE FACTORIZATION (DDF)
The second stage of the factorization chain is the distinct-degree factorization and it involves splitting a squarefree polynomial into polynomials whose irreducible factors all have the same degree. This means expressing the squarefree polynomial in the form ½ ¡ ¾ ¡ ¡ ¡ Ò where is the product of all the irreducible factors of degree that figure in (assumed to be squarefree). The basic algorithm is described in Fig. 5 and its design relies on the following property (see, e.g., [45] , -The half-degree strategy consists in stopping the DDF loop when Ò ¾, since at that moment the remaining factor is either ½ or irreducible.
-The early-abort strategy stops the main loop of DDF as soon as ¾ exceeds the degree of the remaining factor . In this case, the remaining factor is by necessity irreducible.
The first rule is too naïve to be of algorithmic interest but it serves the purpose of introducing the basic methods needed. The analyses are carried out in Subsection 3.2. They benefit from informations regarding the two largest irreducible factors of a random polynomial, a topic that we address first in Subsection 3.1. See Figures 6 and 7 for numerical data.
Distribution of largest degrees of factors
A random polynomial has with high probability several irreducible factors whose degree is of the order of Ò. The distribution of the largest degree among the irreducible factors of a random polynomial over Õ underlies many problems dealing with polynomials over finite fields. For instance, information on this distribution is useful when computing discrete logarithms in order to discard polynomials that cannot be written in terms of smooth ones [48] .
Specifically, we consider the two largest degrees This function is a classical number-theoretic function that was originally introduced to describe the distribution of the largest prime divisor of a random integer. We refer to [14, 16, 41, 43, 57] as general references to the Dickman function in relation to arithmetic problems, especially Tenebaum's analytic treatment of the Dickman function [57] , the paper of Knuth and Trabb Pardo on integer factorization [43] , and Knuth's account in [ 
In other words, the largest degree is on average Ç´Òµ, and the probability that its value equals Ñ is about ½ Ñ with a modulation factor that involves the Dickman function. (It can be verified by direct Laplace transform calculations that ´ µ ´½ ½µ, with the Dickman function as defined by (15) .) The next theorem shows that similar estimates involving "Dickman-like" functions hold if a gap is imposed or if one considers the joint distribution of the two largest factors. where ½´ µ is defined by the inverse Laplace integral,
where ¾´ ½ ¾ µ is defined by Figure 7 exemplifies the phenomena at stake by means of simulations. Estimates similar to Theorems 3.1 and 3.2 hold for largest cycles in permutations [54] (this is in agreement with the earlier discussion of the random permutation model of Section 1.4) and for integers as shown by Knuth and Trabb Pardo in [43] . Arratia, Barbour, and Tavaré [1] present an interesting asymptotic model, the PoissonDirichlet process, that puts these facts in perspective and covers random mappings, integer partitions, permutations, integers, as well as polynomials.
Analysis of the distinct-degree factorization
The main result of this section, Theorem 3.3, provides a quantitative comparison of the three stopping rules for the DDF algorithm. It is based on three lemmas, one for each of the strategies to be analysed.
We first fix some notation. The DDF algorithm in its basic version is specified in Fig. 5 . The computation in Step 1 is done by means of the classical binary powering method [40, p. 441-442 ] that leads to introducing two number-theoretic functions.
Ò Ø ÓÒ ¿º½º
The function ´Õµ is the number of ones in the binary representation of Õ. The function ´Õµ is defined as ´Õµ ÐÓ ¾ Õ · ´Õµ ½ (17) and it represents the number of products needed to compute Õ ÑÓ by binary powering.
By the exponential tail result of Theorem 2.1, we need only consider the cost of DDF applied to the squarefree part of the input polynomial , and our subsequent analyses are all relative to the statistics induced by a random input of degree Ò. with AE the stopping value for the DDF loop. We have AE Ò for the basic strategy, AE Ò ¾ for the half degree rule, AE Ñ Ü ½ ¾ ¾ for the early abort strategy, where ½ , ¾ are the largest and second largest degree of the distinct irreducible factors of the polynomial. The theorem follows from the three lemmas below.
By (18) taken with AE Ò, the analysis of the basic strategy only involves an additive parameter of polynomial factorizations. It is thus dealt with directly by bivariate generating functions and singularity analysis, as summarized in Section 1. The estimate also serves (by difference) in the analysis of the other two strategies. 
The early-abort strategy needs to be handled in a more technical way. There is a striking parallel with the analysis of integer factoring by trial divisions, as given by Knuth and Trabb-Pardo [43] . The joint distribution of ½ ¾ stated in Proof.´ µ Algebra. As above, we denote by ½ the degree of the largest irreducible factor of , and by ¾ the degree of the second largest irreducible factor of (set ¾ ¼ if is irreducible). The iteration is now aborted at step 
When Þ Ø Õ with Ø ¼, the evaluation (27) together with the expressions (24) and (25) 
though it does not imply it. Indeed, an asymptotic estimate like (28) is confined to the vicinity of the real line, since it can be proved that the function ©´Þµ admits its
circle of convergence as a natural boundary. Thus singularity analysis cannot be applied. (A Tauberian theorem could be tried, but Tauberian side conditions appear to be delicate to establish.) We then proceed instead by an Abelian argument that is based on a direct proof of existence of the limit° (30) Indeed, Theorem 3.2 applied to Formula (23) guarantees the existence of the limit in (30) since
where, in the second line, Riemann sums have been approximated by integrals. This is sufficient to conclude on the existence of°in (30) . This value must then be identical to in accordance with (28) and (29) . The constant AE in the above proof is a close relative of the famous Golomb constant that intervenes in the expectation of the longest cycle in a random permutation [54] . The global savings of the early abort strategy is thus of 36% compared to the basic strategy, and of 15% compared to the half-degree rule. The expected cost of DDF is Ç´Ò ¿ ÐÓ Õµ and this cost dominates in the whole factorization chain.
THE OUTPUT CONFIGURATION OF DDF
The DDF procedure does not completely factor a polynomial that has different irreducible factors of the same degree. However, as shown by the following results, "most" of the factoring has been completed after DDF. First, the DDF procedure produces a complete factorization with asymptotic probability greater than ½ ¾ (Theorem 4.1). Next, the number of calls to the subsequent phase of EDF, that is to say the number of degree values for which more than one factor occurs, is only Ç´½µ, and the sum of the degrees where this happens (the total degree of the fragments passed to EDF) is Ç´ÐÓ Òµ. However, this total degree has a fairly large variability so that the cost of EDF (to be analysed in the next section) 28 P. FLAJOLET, X. GOURDON, D. PANARIO is comparatively small but not entirely negligible. Theorem 4.2 quantifies some of these phenomena. They are established here by means of a hybridization of singularity analysis and Darboux's method, a general technique that we explain in some detail when we first encounter it in the next theorem.
Ì ÓÖ Ñ º½º
The asymptotic probability for the distinct-degree factorization to be the complete factorization is 
Here Li ¾´Þ µ È ½ Þ ¾ is the classical dilogarithm function. The first factor, Ë´Þµ, in the bottom equality of (31) satisfies the conditions of singularity analysis, while the second one, Ê´Þµ is continuously differentiable (of class ½ ) on the closed unit disc , since it is of the form Ö´Þµ where the coefficient Þ Ò ℄Ö´Þµ is Ç´Ò ¿ µ.
We thus have a situation where the generating function of interest is the product of a singular part Ë´Þµ that satisfies strong analyticity properties outside of Þ ¦½, and of a function Ê´Þµ of the Darboux type that is smooth on the closed unit disc .
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We only need to justify the fact that dominant asymptotics of the coefficients Þ Ò ℄ ´Þµ can be extracted "as though" Ê´Þµ were itself analytic on . ´Þµ (see the discussion relative to Equation (14) in Section 1.3), and one has
This finally simplifies using the infinite product formula for ´½µ:
This last estimate has been already established by Greene and Knuth [32] by means of a Tauberian argument combined with bootstrapping. The method used here is in contrast a hybrid of singularity analysis and of Darboux's method. It can be employed to derive complete asymptotic expansions, with roots of unity that intervene in successive asymptotic terms corresponding to smaller and smaller singularity weights. 
which, by (34) , is our statement.
Theorem 4.1 was obtained by Knopfmacher and Warlimont [38] and independently by the authors in [18] . The methods used in [18] as well as in the present paper are however rather different from those of [38] . The paper [38] uses elementary techniques and derives constructive bounds. The methods developed here are geared towards full asymptotic expansions and have been successfully used by Gourdon [30] 
By our general discussion of the hybrid singularity analysis and Darboux method, the quantity AE ¼ has an expectation that is asymptotic to the limit ¼ of È ¼ ¼´Þ ½µ È ¼´Þ ½µ as Þ ½ Õ. This quantity is thus nothing but the value of the right hand side of (36) at Þ ½ Õ.
For the sum AE ½ of the degrees of these polynomials, an adaptation of (35) The analysis of AE ½ in Theorem 4.2 was given in [18] and Knopfmacher [35] has independently obtained an estimate of the first two moments of AE ¼ .
It should be clear that the hybrid asymptotic method has great flexibility. As a final illustration, we discuss a question of von zur Gathen and consider the quantity AE that is the largest degree for which two or more factors occur. The generating function of polynomials such that AE Ö is in this case
Thus, the probability of AE Ö is, for large degree Ò and fixed Ö, asymptotic to ´Ö µ Õ Ö´½ Õ µ Á ½ · Á Õ ½ Õ (37) and for large field cardinalities, these constants have a limit,
We have ½ ´Ö µ Õ Ç´½ Öµ for all fixed Õ, some representative values with Õ ½ being:
Thus, (37) and (38) give the following simplified picture in the asymptotic limit (Ò and Õ large).
Øº
A random polynomial has a small number, Ç´½µ, of "colliding" degrees; the largest colliding degree has a probability distribution tail that decays like Ç´½ Ö ¾ µ (for Ö Ò ¾). Because of this slow tail decay, the largest colliding degree alone has a first moment that is Ç´È Ö Ö ½ µ Ç´ÐÓ Òµ, but a second moment that is Ç´È Ö ½µ Ç´Òµ.
These observations are seen to be consistent with what Theorem 4.2 asserts.
EQUAL-DEGREE FACTORIZATION (EDF)
After the first two stages of the general algorithm, the factorization problem has been eventually reduced to factoring a collection of monic squarefree polynomials all of whose irreducible factors have the same (known) degree . The third step in the factorization process, the equal-degree factorization algorithm (EDF), focuses on polynomials with this special form. Our reference chain uses the classical Cantor-Zassenhaus algorithm [6] for this purpose. The analysis combines a recursive partitioning problem akin to digital trees -also known as "tries" [41, 46] -together with estimates on the degrees of irreducible factors of random polynomials [37] . The net result is that the global cost of EDF is quadratic, a sharp contrast with the cubic cost of DDF. For convenience, we first assume that Õ is odd, and relegate to Section 5.4 the case of a characteristic equal to 2. The EDF algorithm is described in Fig. 8 , and we briefly recall the principle here. The following splitting principle makes it possible to isolate the various . Since each is irreducible, the multiplicative group of each component Õ Ü℄ ´ µ is a field isomorphic to Õ . Such a group being cyclic, there are the same number´Õ ½µ ¾ of squares and nonsquares. The test ´Õ ½µ ¾ ½ discriminates the squares in this multiplicative group. Thus, taking a random and computing ´Õ ½µ ¾ ½ ÑÓ , we have that ´ µ "extracts" the product of all the for which is a square in Õ Ü℄ ´ µ.
From the algorithmic standpoint, taking random polynomials , leads to successive refinements of each factor known to be composed solely of irreducible polynomials of degree . The computation develops as a tree ( Figure 9 ). From the probabilistic point of view, each component that is random in Õ Ü℄ ´ µ has probability « ½ ¾ ½ ¾Õ of being discriminated by the gcd test and the dual probability, ¬ ½ ¾ · ½ ¾Õ of being a nonsquare-the (small) difference between « and ¬ is accounted for by the possibility of having noninvertible components.
Then, the analysis of the complete EDF phase (Section 5.3) requires a purely combinatorial analysis of what takes place at each degree (Section 5.2) combined with an estimate of the probability that there are irreducible factors of degree in a random polynomial of degree Ò. These probabilities give interesting information on random polynomials and have been obtained by Knopfmacher and Knopfmacher [37] whose results we recall in Section 5.1.
Irreducible factors of each degree
Let Ò´ µ be the random variable counting the number of distinct irreducible factors of degree in a random polynomial of degree Ò. We consider here as fixed. The corresponding probability distribution was given in [37] . It can be easily computed by the decomposition techniques of Section 1, as we now show. The asymptotics as Ò ½ are derived from the polar singularity at Þ ½ Õ: the probability generating function of the distribution is in the limit Ò ½, ½ ·´Ù ½µÕ µ Á that is to say, the probability generating function of a binomial distribution ´Á Õ µ.
As is easily observed, this asymptotic formula is even exact as soon as Ò Á .
Since a binomial distribution corresponding to rare events converges to a Poisson distribution, one has: Clearly, any such recursive execution is described by a binary tree ( Figure 9 ). The corresponding randomness model
EDF and splitting trees
that is induced by independent splittings then coincides with the one underlying digital trees. Given the importance of the digital tree in the design and analysis of algorithms many properties are known. We cite here:
Øº
The expectation of the number of binary nodes in a splitting tree, [41] ) involves the entropy function À; the height estimate first appeared in [22] (a paper already motivated by polynomial factorization) and it involves the "coincidence probability" « ¾ · ¬ ¾ . Nowadays, these results are best understood in the context of Vallée's general theory of dynamical sources; see [11, 58] . As a consequence of these estimates, splitting trees tend to be fairly well balanced so that the cost of an EDF phase is expected to be close to that of a perfect splitting. The lemma below provides an explicit expression for the costs induced by the computational model at hand. For all practical purposes, we may safely regard Ò as being asymptotic to 0.
Equal-degree factorization in characteristic 2
In the previous sections, we have analysed in detail the equal-degree factorization over finite fields with odd characteristic. For these cases, we have followed the algorithm by Cantor and Zassenhaus [6] who also provide a solution for the even case that relies on factoring the polynomial in a quadratic extension. Ben-Or [3] showed that this detour is not needed while proposing a method based on trace computations.
Trace computations introduce only a small change in the EDF algorithm of We observe that the analysis for the odd case is valid for the even case. First, the splitting process is the same (with probabilities « ¬ ½ ¾). Then, the cost of computing line ½³ is the same as the cost of computing line ½ in Fig. 8 . Indeed, the trace computations can be determined using basically Ñ products of a polynomial containing factors of degree . This costs essentially Ñ´ µ ¾ ¿ ¾ ÐÓ Õ, the same cost as in the odd case. The number of products needed to compute Õ mod is ´Õµ ÐÓ ¾ Õ · ´Õµ ½.)
CONCLUSIONS
In this paper we have shown how analytic combinatorics adapts well to the case of polynomials over finite fields. A systematic usage of this methodology leads not only to the derivation of basic probabilistic properties of random polynomials over finite fields but also to the average-case analysis of a complete polynomial factoring algorithm. Figure 10 summarizes the main results of the paper in terms of the average-case analysis of the factoring algorithm and it provides a comparison with worst-case behaviour.
It should be clear that a large number of variants of the factorization chain can be analysed by our methods. For instance, specifics of the elimination of repeated factors stage are largely immaterial from the expected complexity standpoint, since they lead to identical results in asymptotic terms. A radical possibility is then to bypass completely the first stage. In this variant, DDF not only produces the polynomials for the EDF part but also returns a polynomial containing the nonsquarefree part of the original polynomial. Once more, there is no difference in asymptotic terms.
