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 The ability to recognize human activity, especially air-writing, is an interesting challenge 
as one could identify any letter from many languages. I intend to investigate this problem of air-
writing, but with the added twist of including the following letters from the Spanish alphabet: Á, 
É, Í, Ó, Ú, Ü, and Ñ. With this new alphabet, I set out to see what kinds of classifiers work best 
and on what kinds of data, since letters can be represented in multiple ways. 
 My tracking system will consist of a regular camera and a subject who will draw with a 
brightly colored marker (green in my experiments). The tracker will track the marker via the hue, 
saturation, and intensity (HSI) color space, threshold the HSI image on a certain hue range, 
identify the edges from the threshold or mask image, and get the minimum enclosing circle of 
the set of edges. With this the subject can draw letters, pressing a key to draw one letter at a time. 
I used the Python programming language, as well as the OpenCV library, to implement my 
design. 
 The classifiers I employed are dynamic time warping, k-nearest neighbors, nearest 
centroid, and support vector machine. Dynamic time warping classifies letters based on the time 
series representations of the letters. k-nearest neighbors and nearest centroid classify letters based 
on the means of each x and y component time series. While the support vector machine classifies 
letters based on their 28x28 image representations. My total dataset size was 3,630 samples, 
where 2,640 were used for training and 990 for testing. After testing, dynamic time warping 
achieved 58.69% accuracy, k-nearest neighbors had 48.79% accuracy, nearest centroid had 
47.98% accuracy, and the support vector machine had 97.17% accuracy. The accuracies when 
considering only the English letters improved the accuracies by about 2%. Although I believe 
more data and analysis is needed for a better conclusion, classifying a vast array of letters on the 
images seems like a good characteristic to consider when classifying letters and potentially other 
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 For my undergraduate honors thesis I decided to explore the problem of recognizing air-
written letters. Specifically, I want to evaluate what classification methods, and on what kind of 
data that have been used on the English alphabet, work best or seem to have promise for the 
letters in the Spanish alphabet. This data includes the time series representations of the letters. 
These contain the x and y values for a letter (which has seen use in gesture recognition) and the 
image representations. This problem of classification from an image or related data falls into the 
field of computer vision. With the knowledge obtained from this research, I hope to have a better 
understanding of the field going into research for a Master’s thesis. I believe that it is important 
to be able to recognize letters that are not just written in one language, but that these classifiers 
consider other types of letters as well. 
1.2 Background 
 Much of the research I have read from the past couple of decades has involved 
recognizing text or air-writing digits on the letters A through Z or the Arabic digits. My unique 
“spin” to this classification problem is to add letters from the Spanish alphabet and then evaluate 
how accurate several methods of classification perform with this new alphabet compared to 
English. To simplify our problem, I will only be looking at capitalized letters, and thus, the new 
letters to be added to our alphabet will be: Á, É, Í, Ó, Ú, Ü, and Ñ. This increases the alphabet 
size from 26 letters to 33.  
As I was conducting my literature review, I had originally wanted to track the subject’s 
hand or the like with a Kinect depth camera. Using depth allows for easy hand tracking and thus 
writing letters. However, I came across several difficulties in setting up this tracking system. 
Given my timeline of just one semester of implementation and testing, I had to build my tracking 
system with alternative means. That is when I decided to use a more computer vision-based 
approach with OpenCV [19], an open-source computer vision library. Now, instead of tracking 
the user’s hand, I decided that, for the sake of time constraints, I would track a specially colored 
marker. 
My overall timeline included two semesters’ worth of research. My first semester 
included a literature review as well as the planning phase. The second semester included 
implementation, testing, and the writing of this thesis paper. 
1.3 Terminology and Formatting 
 In this section I will define several key terms and introduce text formatting that I used. 
First, my definition of air-writing is not identical but similar in how Chen et al. [13] defined it; it 
is the writing of linguistic characters in a free space by hand or finger or other marker 
movements. A drawing will be referred to the image of the letter that has just been air-written 
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and captured by the tracking system. I will sometimes mention that a letter is drawn, this is the 
same as it being air-written (the choice of wording will depend on the context). A sample is an 
individual captured letter, this could either imply that I am discussing its time series or image 
representation. Each letter sample will fall into two categories: training or test data. A training 
sample is used either to directly classify an air-written letter or to train a classifier. A test sample 
is used to verify the accuracy of each classifier. Each letter has its own label or name or class, 
which is the true value of the letter as well as the sample number (e.g. A1, B42, M77, etc.). A 
subject is a person who interacts with the tracking system, while a user is someone who interacts 
with the project code. 
 At times, especially in Chapter 5, I will refer to the Spanish and English sets of letters. 
The Spanish training set contains the accented letters, while the English training set does not. I 
will only refer to the English set for comparison purposes and its use will be clearly stated. 
 In this thesis paper I will also use certain text formatting. Italicized letters (e.g. x) will 
denote mathematical variables. Words or characters written in Courier New size 12 will be used 
to refer to variables and data structures in pseudocode (e.g. some_var). 
1.4 Thesis organization 
 The rest of this honors thesis paper is organized as follows. Chapter 2 discusses related 
works, this includes interesting material that I read, as well as important information that I will 
use in my own tracking system and classification. Chapter 3 discusses my procedures to track the 
marker, draw a letter, and classify said letter. This chapter also describes what kinds of post-
processing operations I perform on the time series after recording a single sample. Finally, I 
discuss what classifier procedures I will be using. Chapter 4 explains my implementations and 
every file I have created in my project. Chapter 5 discusses the entire testing phase, from data 
capture to results to analysis. Chapter 6 discusses which possible directions this work could go if 
I were to have more time to fine-tune or add to it. Finally, Chapter 7 closes this paper with a 
summary of every chapter and further remarks. Appendix A contains more information about the 
set of letters I worked with. This includes the drawing guide (how I wrote each letter), cluster 
figures, and an extensive table which contains how accurate each classifier was for each letter for 
the Spanish and English sets of letters. Appendix B contains several figures that show how many 
of the letter clusters overlap with each other. 
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2 Related Work 
2.1 Tracking 
 There are many ways of tracking the hand or tracking objects in general in a scene. The 
methods I researched included using depth cameras like the Microsoft Kinect [1, 7, 8, 9, 11, 13] 
and other depth cameras [9, 13] to isolate the hand. By using depth, it is relatively easy to isolate 
the hand or the entire human body and construct a skeletal model like Kinect has done for a 
decade. Other older, but simpler methods involved simply relying on color for tracking [18]. 
Given an image, it can be converted from the RGB color space to the Hue, Space, and Intensity 
(HSI) color space. Moeslund [4] discussed using a colored glove as a tracking strategy, and it 
would not be a difficult task to instead use another object of interest to track. With the image in 
the HSI color space, we can threshold it by some minimum and maximum hue, saturation, and 
intensity values to track the object of interest. 
2.2 Recognition 
As mentioned previously, I intend to capture air-written letters. Writing in the air is a 
simpler task than identifying complex hand or face gestures. There are several ways to represent 
these air-written letters. As suggested by Dr. Gauch, one such method is to represent each letter 
with a time series for the x and y components. These time series can then be analyzed to classify 
the letter they represent. Another method of representation Dr. Gauch discussed with me was 
creating data points for every letter sample. Let these points be represented by (xc, yc), where xc 
and yc are the means of all the values in the x and y time series, respectively. By representing 
data this way, we have clusters for each letter label, and we can employ several more classifiers. 
Another method of representing the air-written letters is obviously using the image of the air-
written letter. The images can be thought of as two-dimensional arrays of some reasonable size; 
if they are too big then processing a large array will impact running time. Then the classifier can 
process the intensity values of each element in the image array. 
2.3 Letter Writing 
 Next is the problem of distinguishing when a single letter sample begins and ends in a 
continuous stream of letter inputs. One simple method is to use a physical button or switch to 
turn tracking on and off as mentioned in [1] and [13] and thus the program will receive one air-
written character at a time. There are also other ways to tell continuously drawn letters apart. 
Finally, after we have captured the drawing hand or object, tracked it, and have created a 






Many research papers have employed a wide variety of classifiers over the years. Among 
the more common ones or most mentioned were dynamic time warping [6, 7, 9, 12], k-nearest 
neighbors [8, 11], nearest centroid [2], support vector machines [8], and neural networks [8]. 
Each of the above methods have their own advantages and disadvantages, like time or space 
complexity, difficulty of implementation, and amount of training data needed for satisfactory 
accuracy. 
 In my literature review, I have not seen any paper that investigates the classification over 
the set of letters that include the accented letters Á, É, Í, Ó, Ú, Ü, and Ñ that have been drawn by 
a subject. I have also not seen databases that include images of the Spanish letters as well as the 
corresponding time series representations. Because of this, I will use these classifiers on data that 
I have created myself. I want to see which classifiers are better suited for classifying a set of 
letters in which several letters are written in almost the same way (such as the letters and their 
accented counterparts). At the least, I want to see what shows promise. 
  The ability to identify air-written or “paper-written” letters with accent marks is 
important as many people around the world use languages whose letters have many accents. 
These accent marks are subtle additions to the non-accented counterparts, but they can carry a 
very different meaning. It is thus important to classify them as best as we can. 
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3 System Design 
3.1 Tracking 
In order to begin making air-written letters, the first task that must be addressed is the 
ability to track something--an object of interest, to write with. We need a tracking system that is 
reliable enough to allow us to write letters in the air. Moeslund [4] described the use of a marker-
based system for tracking, and the textbook by Gonzalez and Woods [18] suggested using the 
HSI (Hue, Saturation, and Intensity or Value) color space in order to segment colors from a 
given image. With the advice of Dr. Gauch I decided a simple way to solve the tracking problem 
would be to use a marker whose color was vastly different to that of the background.  
 The advantage of using the HSI color space is that color is represented by only one 
values--hue--as opposed to the red, green, and blue values in the RGB color space. The hue value 
allows for thresholding an image on a given color. We can take advantage of this and set the hue 
to some uncommon color (like a neon-like green) and track a marker whose color is the same 
specified color. The saturation and intensity values can then be used to better account for a 
greater variety of lighting conditions than RGB, and this will help make the HSI color-space 
tracker be more reliable.  
 Of course, switching to the HSI color space for tracking still forces some assumptions 
upon the design as discussed in [4]. These assumptions are that the lighting of the scene is still 
ideal--not too dark and not too bright; we may have more range in lighting than RGB, but HSI 
still has its limits. There is also the problem of the background of the image, if there are also 
similarly-colored objects present the tracker may also include them in the threshold image; or the 
tracker may simply misidentify other locations in the image due to other factors. That is why I 
decided to capture data on a simple background to remove the possibility of too much noise 
interfering with the air writing. Sclaroff et al. [6] note that color tracking often selects incorrect 
candidates. Given these assumptions, we have a decent tracking system that will suit the needs of 
this research. 
 With this tracking system, we can now recognize the colored marker and get a threshold 
image. Ideally the subject will hold the marker as if they are writing on paper but hold the 
writing tip pointed towards the camera. Thus, the threshold image will contain a circle, a top-
down view of the marker (with the top being the writing tip) will show as a circle. The next step 
is to identify the contours, or edges, of the marker shape. This will allow us to identify the center 
of the marker shape (which will be a circle) at some location and draw with respect to that 
center. In order to get the contours of the threshold or mask image, I will use the algorithm 
defined by Suzuki and Abe [15].  
Getting the contours for our marker will give us a finite set of points. We can then use the 
algorithm to find the minimum enclosing circle as described by Welzl [16]. What is more 
important, however, is that we can get the center (xc, yc) of this minimum enclosing circle. This 
center point will be used as the center of the drawing circles when the subject is air-writing.  
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3.2 Writing in the air 
We now have a satisfactory computer vision-based tracking system for our purposes of 
air-writing. This system will consist of a camera, which will face towards the subject, who will 
have in their hand some marker whose cap will be colored a specific color such that the tracking 
system will be able to recognize it. To air-write, the subject must stand a distance away from the 
camera and hold the marker so that the writing tip faces towards the lens. In my trails of 
improving the performance of the tracking system, I have found that, like Moeslund [4], there are 
certain assumptions that must be made for the tracking to work at its best.  
Moeslund describes assumptions related to appearance (of the environment and the 
subject) and movements. The first assumption related to the appearance of the environment is 
that there must be constant lighting. Through trial and error, I have found that my tracker works 
best if a strong light source shines light behind the camera. If a strong-enough light source is 
emitting light behind the subject, however, I have found that the color thresholding is not as 
accurate, and the drawings are noisier. The second assumption is that the background is static--it 
does not involve too many moving objects. This increases the chances of the tracker 
misidentifying contours and thus erroneously drawing circles. Thus, the best type of background 
is one that is plainly colored, which is suitable for our purposes. Also related to the color issue is 






The air-writing marker in 
drawing position (with the top 




The first assumption related to movement was that the subject must remain in the 
workspace, i.e., the marker should stay within view of the frame and not air-write out of bounds 
from the perspective of the camera. The second assumption related to movement is the camera 
must remain stationary (in my case). It cannot move because this will disrupt the air-writing 
process and therefore the accuracy of the classifiers. The third assumption related to movement 
is that there is no occlusion. The marker must always be visible otherwise the tracking system 
will either simply not draw or misidentify other objects in the background. The last assumption 
related to movement is that the subject must air-write with slow and continuous movement. If the 
subject writes too quickly, the drawing circles would be too spread out and the time series would 
not be representative of the intended air-written letter.  
In terms of air-writing the letters, I have added my own assumption that each letter will 
be written a certain way. With respect to the drawing guide in Appendix A, each letter that I 
drew has a specific starting point, path of motion, and stopping point. Assuming the camera’s 
resolution is 640x480, air-writing any letter will not take up that much space. Thus, we must 
only air-write in a certain region of the camera’s view. That is why I decided to create a 299x299 
region of interest where the subject will air-write their letter. Each letter will be represented as a 
299x299 grayscale image taken from the region of interest. Time series lists X and Y will also 
store the time series for the x and y coordinates, respectively, for all letter samples. 
The final step is to be able to distinguish the starts and ends of letters when air-writing. 
My simple solution to distinguish the start and end of letters is to have the user press a physical 
i.        ii. 
Subfigure i shows how other similarly colored objects interfere with the tracker, 
while ii shows how clothing can also affect this. The point in the red circle is a 
misidentified corner, but it should have appeared on the marker (inside the cyan 
circle). 
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key to begin and end air-writing a letter. Since segmenting letters from a continuous stream of 
writings is not my research objective, this is a reasonable solution for now. 
3.3 Post-processing 
After a letter has been written and its data saved, there are certain variations between 
each sample that must be accounted for. This is what I will refer to as post-processing, 
specifically, the following procedures discussed in this section will be applied to the time series 
of a letter sample after it has been air-written by the subject.  
 
The first variation is that the starting point (x0, y0) and therefore the position for each air-
written letter will be different. The solution for this simple variation is to translate every letter to 
start at (0, 0). For every coordinate xi ∈ X and yi ∈ Y, we simply compute xi =xi -x0 for all xi’s, 
and yi =yi -y0 for all yi’s.  
 
The results of applying the post-processing operations on some time series. 
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The second variation to account for is the scale of each letter. Some letters will be smaller 
or bigger than others. To remedy this, we squeeze whatever range [a...b] the input letter may be 









Where p and p’ represent the original and scaled points, respectively. To get our scaled 
coordinate, we solve for p’. 
 
𝑝′ =




 The third variation is that sometimes the subject will take different amounts of time to 
write any letter. Sometimes they may write a letter more quickly and at other times more slowly. 
This affects the length of the time series. Thus, I decided to adjust the size of the time series to be 
175 elements long, which was an arbitrary choice influenced by [1]. There are two cases to 











With respect to the pseudocode in the above figure, the procedure for increasing the 
length called INCREASE-LENGTH of time series t is as follows. The procedure will take 
inputs t and new_length, where t is the time series we want to lengthen and new_length 
is our desired length. The goal of this procedure, as well as the shortening counterpart, is to insert 
interpolated values evenly throughout the new time series. Line 1 will initialize a new array or 
list s with the first element of t. The difference between the desired length and the length of t 
will be stored in diff, which will dictate how many times we must keep inserting new 
elements. Line 3 will calculate the number of elements to jump in order to insert a new 
interpolated element, and this step will be the ratio of the desired length and the difference. Lines 
4 and 5 check that the step size is at least two. The procedure enters a while loop at line 6. The 
for loop that executes from line 7 to line 13 inserts the interpolated value if the current index is a 
multiple of the step size, else the elements of t are copied into s. After executing the for loop 
the length of s may not be of length new_length, and two cases must be addressed: i. there is 
only one more element to insert, and ii. diff is greater than 1. For case i., the procedure simply 
adds an interpolated element between the first and second elements of s, and we exit the while 
Procedure that increases the length of a time series. 
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loop. Otherwise, lines 18 to 21 recalculate the difference and the step size, as well as create a 
new time series s, where the old s will now be referred to as t. After the exit condition, where 
diff is zero, the procedure returns s, now of length 175. 
 
 The procedure DECREASE-LENGTH that decreases the length of a time series is very 
similar to that of INCREASE-LENGTH. Specifically, lines 2,3, 9, and 10 are the only 
differences. Line 2 calculates the difference to instead be the length of the longer time series and 
the desired length. Line 3 calculates the step size differently, where now we get the ratio between 
the length of t and diff. Lines 9 and 10 essentially replace the last element with the 
interpolated value in order to maintain length. After the while loop is finished executing, we 
again have a new list of length 175.  
 There are other variations to the time series to consider that I did not have enough time to 
address. One such variation was identifying where in the time series corresponds to “noise.” 
These are points in the time series that are irrelevant to the air-writing, and this occurs when the 
subject stays in a certain point for several consecutive frames. A solution to this problem, as 
suggested by Dr. Guach is to ignore most of the points that hover around a certain point. I also 
Procedure that shortens the length of a time series. 
16 
considered noise to be the “pen-up” gestures, in other words, these are the points associated with 
strokes the subject would make when lifting their pen if they were writing on paper. 
The pen-up strokes are also related to writing velocity. Velocity when writing the actual 
letter will be significantly slower compared to pen-up movement, which will normally be faster. 
One solution Dr. Gauch suggested was calculating a unit speed and then threshold velocities 
between consecutive points.  
The final variation that I did not address was to account for the rotation of the letter. My 
solution to this problem was to ignore this and assume the subject will write letters upright and 
small angles will be negligible. 
3.4 Classifiers 
 For my honors research I decided to employ four classifiers: dynamic time warping 
(DTW), k-nearest neighbors (KNN), nearest centroid (NC), and support vector machine (SVM). 
The DTW, KNN, and NC classifiers utilize the time series while the SVM classifier trains on the 
image data. For every classifier procedure, I will return the best match between one input test 
sample and the queried training sample(s). 
 
The procedure for DTW is as follows. Lines 1 and 2 define the lengths n and m of the 
time series T1 and T2, respectively, for convenience. The 2-dimensional array R, declared in 
line 3, will hold all the edit costs between the subsequences of T1 and T2, and R[n][m] will 
contain the total edit distance between the two time series. Lines 4-6 set the initial values in R 
for the dynamic programming strategy to work. The for loop in lines 8 to 14 computes the rest of 
the elements in R up to index i=n and j=m. After the for-loop finishes executing, all the 
elements R will be filled, and line 14 will return the edit distance between T1 and T2. Since all 
Procedure for dynamic time warping. 
t 
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the time series will be the same length, let this length be n, the total run time will be O(n2). 
Running this against every training sample for a single label will be a rather time-consuming 
process. That is why I decided to only check against the first training sample for each letter label, 
which I will consider to be my “ideal” letters. The best match is decided by which training time 
series has the least edit distance with the test sample. 
 
 The procedure for KNN is as follows. The procedure will take in inputs X, which is the x-
component time series for the test sample, Y is the y-component time series for the test letter, 
letters contains all the labels for the letters of my Spanish alphabet, and n is the number of 
training samples. Line 1 computes the k value to simply be the square root of the product of the 
number of letter labels l (33) and the number of samples per letter label n (80). 
 
𝑘 = √𝑙 ⋅ 𝑛 = √33 ⋅ 80 = √2640 ≈ 51 
 
In order to store the distances between each training sample and the test sample, the KNN 
procedure stores the letter names (e.g. A1, B42, etc.) as the keys, while the values are the 
Euclidean distances between the training sample centroid and the test sample centroid. To 
compute the centroid (or mean) of a certain sample, I simply take the average of the x and y time 
series to make the centroid point (x, y). Line 3 computes the test sample centroid. The for loop in 
lines 4 to 9 stores the Euclidean distances between each training sample and the test sample. Line 
10 sorts these distances. With the sorted list, get the first k elements (we call this list K) and 
Procedure for k-nearest neighbors. 
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return the first mode encountered. Picking the first mode encountered solves the possible 
problem of there being multiple modes. 
 
  The nearest centroid procedure is as follows. Like for KNN, the procedure will take in 
inputs X, which is the x-component time series for the test sample, Y is the y-component time 
series for the test letter, letters contains all the labels for the letters of my Spanish alphabet, 
and n is the number of training samples. Line 1 creates a hash map C, where the key is the letter 
label, and the key is the centroid point. Lines 2 to 9 compute the centroids for each letter label. 
The arrays aX and aY will hold the x and y means, respectively. The inner for loop from line 4 
to 8 will compute the individual means for the x and y components for every training sample for 
the current letter label. Once the for loop is done, the means of aX and aY will be stored in a 
two-element array to represent the centroid point in C. Lines 10 and 11 compute the means for 
arrays X and Y. Next, lines 12 to 18 are concerned with getting the minimum distance in C. 








Procedure for nearest centroid. 
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The SVM classifier will be based on the libsvm [17] implementation of a support vector 
machine classifier. I will use this implementation in order to train the classifier on the images 
instead of the time series. For the kernel I will use the radial basis function in order to separate 






where 𝜎2 is the variance of the entire training set and n is the number of features each image 
contains. Given the 2,640 training samples, the SVM calculated the variance to be approximately 
0.078891. Since each image the svm will train on and classify will be 28x28 and in grayscale, n 
will be 282=784. The gamma will thus be equal to 0.016168. By default, the SVM’s decision 
function is one-vs-rest (‘ovr’ as it is referred to) which is recommended by the documentation. 
Scikit-learn’s implementation of fitting a test sample will return the best matching letter like my 




4 System Implementation 
4.1 Programming Language and Libraries 
To implement my design, my programming language of choice was Python (version 
3.8.1). I chose this language specifically because Python is easy and quick to implement with, it 
has many tools built-in as well as external libraries, and I have had much experience using it in 
the past. One notable library is called Numpy, which allows the user to easily work with 
multidimensional arrays, which is what the programs are going to use in order to store time 
series data and images.  
One notable library available to me is OpenCV [19] (version 4.1.2), an open-source 
computer vision library. Among the many image processing and computer vision functions 
OpenCV provides, I use it to convert video frames to the HSI color space (or the HSV color 
space as it likes to call it), get the threshold image contours, minimum enclosing circle, and 
finally, the final air-written letter. In addition, I used other image processing functions in order to 
show the subject what they are drawing on the camera feed. I will go into further detail with 
respect to the implementation in section 4.3. 
Given the amount of time I had to complete my honors thesis, I decided to use the SVM 
classifier already implemented by the scikit-learn library [20] (version 0.22), an easy-to-use 
machine learning library. 
My final project and all the files I have created in the process are stored in my GitHub 
repository. The link is reference [22] in the References section. 
4.2 Project Structure 
In this section I elaborate on how I organized my directories, programs, data, and other 
files. The directory of focus of the project is the project directory, and in it are subdirectories, 
Python modules, Python programs, and the Bash script run.sh that interacts with all the 
previous items. Each Python file contains a description at the top that briefly describes its 
purpose. Each function in each Python file has its own description of what it does, what its inputs 
are, and what it returns (if anything). 
In the project directory there are three subdirectories: demos, letters, and old. 
All the demos subdirectory contains are the videos of myself testing my tracker from its 
infancy to the one I have now. The letters directory contains the testing and training data. In 
each directory are identical subdirectories: images, modified_ts, and original_ts. The 
images subdirectory contains 33 more subdirectories that each contain the 30 299x299 PNG 
images of the drawings. The other two subdirectories: modified_ts and original_ts, 
store the modified and original time series for each letter sample, respectively. These files are 
.JSON files, each contain a JSON object that contains two lists: the first one is the x time series, 
and the second the y time series. 
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4.3 Python Modules 
 The first programs I created are Python modules, which are .py files that only contain 
functions. These files are: file_io.py, time_series.py, capture.py, dtw.py, 
knn.py, nc.py, svm.py, capture.py, and plot.py. The module file_io.py handles 
the reading and writing of the image (as PNG files) and time series data (as JSON files which 
store JSON objects for the x and y time series). The module time_series.py implements the 
three time series modifications described in section 3.3. For convenience, only the function call 
to apply_all(t) is necessary to apply all the modifications on a time series t.  
 
How the subject will initially view the frame. They will 
draw within the red rectangle. 
The image stored in A1.png 
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The most essential module is capture.py. This module implements my tracking 
system described in sections 3.1 and 3.2. The only function the user has to call from this module 
is capture(letter, training, testing, video). The user must pass the 
parameters: letter, which is the true label of the sample being recorded; training, this is a 
flag that specifies whether the user is recording training data, and is defaulted to false; 
testing, this is a flag that specifies whether the user is recording testing data, and is defaulted 
to true; finally, video is another flag that enables the recording of the data collecting session. 
When capture is called, it starts by initializing various variables. It initializes a counter 
variable counter to zero to keep track of the number of samples recorded. The draw flag is 
initialized to false as the user starts the program not drawing. Next, the multidimensional numpy 
array drawing of dimensions (480, 640, 3) is declared to store the final air-written letter. The 
next several lines declare the boundaries of the region of interest, which will be a 300x300 
window whose center is on the center of the 640x480 frame. The empty Python lists are then 
created in order to store the x and y time series. Next, I create a video capture object that 
OpenCV provides and this will provide video feed at 30 frames per second from the camera. The 
program then enters an infinite while(true) loop to continuously record data. 
The loop takes in a frame from the video capture object (which is simply a (480, 640, 3) 
numpy array) just like our array for the captured letter. We then draw a red rectangle whose 
center corresponds to the center of the frame so the subject can visualize where they should air-
write. Next, we call the function process_frame in order to perform the image processing 
and computer vision procedures discussed earlier. 
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The function process_frame takes in the draw Boolean flag, the drawing array, the 
current video frame, and the two time series x and y. First, the frame is flipped horizontally with 
cv2.flip so the air-written letter does not appear mirrored to the subject. Next, the frame is copied 
and converted to the HSI color space by calling cv2.cvtColor. Next, call the function 
get_hsv_color, which returns the lower and upper thresholds. In OpenCV, the hue is in the range 
[0...179], while saturation and intensity fall in the range [0...255]. After several trials, I have 
found that the hue value of 60 degrees works best for the marker I have. The lower and upper 
values for the hue vary by ±10 degrees. To get the upper and lower saturation and intensity 
values I based my numbers off the OpenCV documentation (there is a sample program for 
tracking). With these threshold values, the program thresholds the HSI image and gets a mask 
with cv2.inRange. Ideally, this will only contain our marker which should resemble a circle. 
With this mask, we get its contours with cv2.findContours (which implements the 
algorithm in [15]) and save the contour information into an array called contours. Each 
element contains (in a numpy array) the x and y coordinates of an individual contour. In addition 
to the parameters of the process_frame, we pass the array of contours to the next function--
draw_contours. 
The function draw_contours first iterates over the contours array and draws the 
contours using cv2.drawContours. Next, I call cv2.minEnclosingCircle to get the 
minimum enclosing circle as described by the algorithm in [16]. I use the center point (u, v) to 
The RGB, HSI, and the mask (threshold) image of the same 
frame. 
24 
draw the circle on the frame for the user to see if the marker has been identified and update the 
drawing that contains the air-written letter. The image and frame updating are done in the 
function update_drawing. The function update_drawing updates the image containing 
the air-written letter itself as well as the current frame drawing. When draw is true, a white 
circle of radius 7 will be added to the air-written letter image, and the x and y components of the 
minimum enclosing circle will be added to the x and y coordinate time series, respectively. To 
help the subject keep track of what they are drawing, the function overlay adds the drawing 
and frame images together.  
The function overlay draws only the white circles from the drawing onto the region of 
interest in the frame (which is the entire frame itself in this case). This procedure begins by 
taking the grayscale image of the drawing using cv2.cvtColor, which is used to get the mask 
of the drawing. With this mask, we can get the inverse of the mask with the bitwise NOT 
operation with the frame. This allows us to impose a black-colored version of our drawing onto 
the frame. Next, we simply add the drawing and the modified frame (with the blacked-out 
drawing) and return the frame. 
In summary, the user calls capture to begin the capture process for one letter sample. 
This function calls process_frame which: gets the HSI image in order to better track the 
marker, get the contours of the mask image, and calls draw_contours. From the contours the 
function gets and draws the minimum enclosing circle. From this draw_contours calls 
update_drawing which draws the air-written letter and then adds it to the current video 
frame. After these processes, I use the function cv2.imshow to output the modified video 
frames.  
After processing the current frame, the loop considers keyboard events. If the subject 
presses the ‘D’ key, draw is set to true and the user begins air-writing with their marker. Once 
the subject presses the ‘D’ key again, draw is set to false and the program saves the drawing 
The air-written letter A from the perspective of the subject and the image that will be saved 
within the red rectangle. 
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array, as well as the modified and unmodified time series to the appropriate directory (whether 
collecting training or test data). Next, the drawing array is zero-reset, and the data collection 
process starts again until the user presses the ‘esc’ key to stop. 
The files dtw.py, knn.py, and nc.py all implement my procedures for DTW, KNN, 
and NC, respectively. The file svm.py uses the scikit-learn library [20] to train a support vector 
machine classifier. This library’s SVM classifier implementation is based on libsvm [17]. The 
first function that must be called is initialize(n, letters), where n is the number of 
training samples per letter (which is 80) and letters is the list of letters from the Spanish 
alphabet. This function gets the image training data, scales each image to be 28x28 images for 
faster processing. With the images the SVM classifier object is initialized and returned. For letter 
classification, the function classify is called. This uses the .fit method in the classifier 
object to classify the input test image. All four of the classifier module classification functions 
return the best match  
The module plot.py is a collection of functions that plot time series data. I used this 
program to help me visualize the data. 
4.4 Python Programs 
The program record_data.py allows the user to either record training or test data. I 
pass a command line argument, if it is ‘1,’ the program will record training data, and it will 
record testing data if the argument is ‘2.’ The program plot_data.py plots the time series for 
any two letters from the training set. It takes in four command line arguments, the first two to 
identify the file name for the first letter and the last two for the second file name. In order to get 
my scatter plots, I created the visual_letters.py program. It will either plot all the 
samples or centroids depending on the command line argument (‘d’ for all samples or ‘c’ for 
centroids). 
The program that outputs all the classifier accuracies for all letters is 
classify_data.py. This program starts by initializing the SVM classifier object. It then 
enters a for loop which iterates for all the Spanish letters. For every letter testing sample (30 
letters total), I query the current test letter, and then have all four classifier functions return their 
best matches. These matches for every classifier are stored in the array matches, where indices 
0, 1 2, and 3 correspond to the DTW, KNN, NC, and SVM matches, respectively. After the best 
matches for the current test letter are returned 30 times, the accuracies, which I defined to be the 
following. 
𝑛𝑢𝑚𝑏𝑒𝑟 𝑐𝑜𝑟𝑟𝑒𝑐𝑡
𝑡𝑜𝑡𝑎𝑙 𝑡𝑒𝑠𝑡 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 = 30
 
Thus, the accuracy will be between 0.0 and 1.0. I then store the accuracies for each classifier for 
each letter in a Python dictionary called results where the key is the current letter and the value is 
another dictionary where its key is the classifier abbreviation and the value the accuracy. 
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After iterating across all of the 33 letters, I store the results dictionary into a JSON file called 
results.json.  
The program demo.py allows the user to use the capture module and immediately use 
the four classifiers to try to classify the data. 
 
4.5 Putting it all together 
 To put all these modules and files together, I had to execute any of the programs from 
one program. I thus decided to use a Bash script called run.sh to run the Python programs. 
This script gives the subject seven different options: 1) enter training data, 2) plot training data 
time series, 3) plot (training) data in a scatter plot, 4) enter test data, 5) classify all test data, 6) 
demo the tracker and classifiers, or 7) exit. Having this script allows me to easily perform any of 
the tasks mentioned above. 
 
  




5.1 Data Collection 
The first task in the testing phase is collecting training data. There are 2,640 total training 
samples. Given that there are 33 labels, each letter has 80 individual samples. This data will 
specifically serve to train the KNN, NC, and SVM classifiers. The first sample (e.g. “A1,” “B1,” 
“C1,” etc.) for every letter will serve as the “ideal image” that DTW will use to compare any 
incoming time series with. After collecting training data, I recorded the testing data, and this will 
serve to evaluate the accuracy of each classifier as I have described them. For this set I collected 
30 samples for each letter. This means there are a total of 33*30 = 990 test samples. This brings 
the total number of samples to 2,640+990 = 3,630. I manually recorded each of these samples 
with my tracking program, which took considerable time. 
5.2 Classifier Configurations 
 In this section I will describe what specific configurations and parameters I used for 
every classifier. With respect to the DTW implementation, I decided that the number of times I 
should compare the test letter with training data would just be the first letter--the “ideal” letter--
for every set. This is by far the slowest classifier due its n2 run time when only looking at the 
ideal letters. If DTW considers all the training samples, then it would be far more accurate, 
however, the constants in the time complexity would skyrocket. The actual running time to 
classify one test sample is approximately between 2.7 and 2.9 seconds (to compare the x and y 
component time series). 
 With respect to the KNN implementation, there are two issues that I needed to resolve: 
multimodal sets of k-nearest neighbors and choosing k. Given the time I had to implement the 
classifier procedures my simple solution was to allow the program to return the first mode 
encountered in the list of k-nearest neighbors. Next is the issue of wisely choosing k. If I choose 
a k that is too low, then noise (letter samples that are outliers in their cluster) will have too much 
weight in the best match decision. If k is too large, then there is a higher chance that we consider 
entire clusters and get more multimodal sets. From the testing I have conducted, I believe taking 
the k as defined in section 3.4 (the square root of the variance times the number of features in a 
sample). With the 2,640 training samples, KNN takes approximately 2 seconds to return a match. 
The NC implementation I coded does not have adjustable parameters, since the module 
function only takes in the time series, list of all letters, and the number of total training samples. 
It takes approximately 0.6 seconds to return a match. 
For SciKit’s SVM implementation, I used the default parameters. The default parameters 
of interest are the kernel type and the kernel coefficient (or gamma). The classifier object can be 
trained with linear, a polynomial of different degrees, the radial basis function, or the sigmoid 
functions. The default function is the radial basis function. With this kernel, the default gamma, 








where features is the total number of pixels in the 28x28 training images (282=784) and var is 
the variance across the training images, and this value is 0.078891. This means the gamma value 
is 0.016168. Recall that the default decision function is one-vs-rest/one-vs-many. The actual 
running time to train the model is approximately 7.1 seconds, while classifying a single test 
sample takes approximately 0.3 seconds. 
5.3 Results 
Overall, the results for each classifier varied from inconsistent to promising. The column 
charts below are all based on the individual accuracies for each letter for all four of the classifiers 
on the set of Spanish letters. In the discussion following each figure, I compare the accuracy of 
each classifier with the results I achieved on the set of English letters. Comparing the results of 
the Spanish and English sets would have resulted in many columns being the same height. Thus, 
I did not add the column charts from the English set to the figures. Finally, I then mention, for 
the letters with the lowest accuracy percentages, what each letter was mistaken with. It turns out 
there is a pattern with the misclassifications. I will discuss this in the analysis in section 5.4. 
Recall Appendix A contains a table that show these results as percentages for each letter 
and for each classifier on Spanish and English. It also contains figures on the clusters and 
centroids for each letter. In my project repository [22], I have a JSON file called 




The DTW classification method was very inconsistent on the Spanish training set. For 11 
letters: A, C, D, F, G, K, M, P, V, W, and X, one third of the Spanish alphabet, the accuracy was 
90% or higher. For the rest of the letters, the accuracy ranged anywhere from 0% (Z) up to 80% 
(Ü). When considering the Spanish letters, DTW’s overall accuracy is 58.69%. The accuracy 
when identifying letters from the English alphabet increased by 2.08%. The accuracy of DTW on 
the set of English letters was 60.77%. While the letter A was correctly identified 100% of the 
time, its accented counterpart Á was mistaken with Ó most of the time (only one instance was it 
mistaken for an A). The letter B was confused with D and sometimes X. The letter E was 
confused with several letters: I, L, R, and Z. É was mistaken with other accented letters: Í, Ó, and 
Ú. H was confused with C and L most often. Í was mistaken for Ú the most often, and sometimes 
with Ó. L was mistaken with C. Ñ was oddly mistaken for A most of the time. O was mistaken 
for D most of the time. Q was mistaken for G most often. The letters S was mistaken with D. The 
letter T was often mistaken for D and Y. The letter U was mistaken for C and L most of the time. 
Strangely, Z had no correct classifications, and it was mistaken for the letters U and L most 
often. 
  
Column chart for the accuracy of the DTW classifier for all letters. 
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 The KNN classifier fared much worse compared to DTW. For É, J, K, L, T, and Ü, just 
six letters of the alphabet, the accuracy was 90% or higher. The accuracies for the rest of the 
letters ranged from 0% (Z) up to 83.3% (A). When considering the Spanish letters, KNN’s 
overall accuracy is 48.79%. The accuracy when identifying letters from the English alphabet 
increased by 2.62%. The accuracy for KNN on the set of English letters was 51.41%. As it 
turned out, most of the clusters overlapped with one another. This explains the very low accuracy 
of KNN and consequently NC. Refer to Appendix A to see how each cluster overlapped, and 
refer to Appendix B for more specific examples of clusters either almost completely overlapping 
or significantly overlapping. 
  
Column chart for the accuracy of the KNN classifier for all letters. 
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 The NC classifier was by far the worst-performing classifier out of the four. Only five 
letters: É, J, K, L, and T were classified correctly 90% of the time or higher. The accuracies for 
the rest of the letters vary from 3.3% (S) up to 83.3% (Ú and Ü). When considering the Spanish 
letters, NC’s overall accuracy is 47.98%. For NC, the accuracy when identifying letters from the 
English alphabet increased by 4.20%. The accuracy on the set of English letters was 52.18%. 
  
Column chart for the accuracy of the NC classifier for all letters. 
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 By far the best-performing classifier was the image-based SVM. Out of the 33 letters 
from my Spanish alphabet, all but two (I and Q) were classified with an accuracy of 90% or 
higher. Furthermore, the letters B, C, D, É, G, H, J, K, L, M, N, O, Ó, P, S, U, X, Y, and Z were 
all classified with 100% accuracy. The considering the Spanish letters, SVM’s overall accuracy 
is 97.17%. For SVM, the accuracy when identifying letters from the English alphabet increased 
by 1.03%. The accuracy of SVM on the set of English letters was 98.21%. The letter I was 
somewhat confused with its accented counterpart Í. The letter Q was also somewhat mistaken for 
Ó and sometimes Ú. 
  
Column chart for the accuracy of the SVM classifier for all letters. 
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5.4 Analysis 
The DTW classifier in theory should have performed well, however, even with the post-
processing of the time series its accuracy across many test samples was the most inconsistent. 
One of the flaws in the DTW classification procedure is that I only compare the test samples 
with only one “ideal” letter. Comparing with only one letter is problematic because letters can 
always be written in different ways, and thus the representative time series will differ enough 
such that the minimum distance will be too great. This “ideal” letter is not general enough for 
practical situations. A possible solution to this will be to compare the test samples with more 
than one ideal letter, however, this will eventually take more time such that it would not be 
practical. DTW is already the slowest classifier, thus, there is a tradeoff between speed and 
accuracy. Another possible solution is to average all the training data and output a general letter. 
Another potential issue is that the only way to assign a best match is for the x and y edit 
distances to both be the minimum distances. There could be situations where the x component 
better defines the letter or the y component, and the other dimension is too general. In general, 
for DTW, accented letters were mistaken for one another while non-accented letters were 
mistaken with one another. For example, B was often confused with D. This also applies to the 
accented letters, e.g. the letter É and Í being confused in the case of É. This explains why the 
accuracies for Spanish and English are the same, at least for 30 tests. Of course, better time series 
a processing and more test data is needed to better understand the patterns. 
The KNN classifier’s accuracy suffers in various ways. The most obvious is that most of 
the letter clusters experience at least some overlap with other letter clusters and this will 
significantly affect the list of k-nearest neighbors. Recall Appendix B shows several of these 
significantly overlapping clusters. Every letter that was classified correctly less than 90% of time 
suffered from this problem. One simple but time-consuming solution is to record much more 
training data but given the time I had this was simply not possible. There is also the issue of 
choosing the right k value given this situation of many overlapping clusters, but as to how one 
would derive this value I do not know. For some letters, like A, the accuracy increased slightly 
(by 3.33%). For others, the accuracy decreased like B (by 3.33%). Like with DTW, non-accented 
letters were often mistaken with other non-accented letters, and the same applies to the accented 
letters. 
The accuracies of KNN and NC are closely tied. The NC classifier also suffers from 
cluster centroid overlapping and close proximities. Many letters experienced a higher 
classification rate (A jumped from 23.33% to 60.00%). Several non-accented letters (like A and 
Y) were indeed confused with accented letters. As shown in the centroid figure in Appendix A, 
the close proximities of many of the centroids, particularly towards the center of the scatter plot, 
mean that accurate classification will be difficult. 
In contrast to the time series representations of the letters, the image representations for 
each letter are mostly distinguishable from each other. As in the case of I, it was mostly 
misclassified as Í. This indicates that I needed to write my Í’s more clearly and that since there 
are not many intensity values to distinguish I and Í, it is rather difficult to tell them apart. This is 
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especially true when the images are downscaled from 299x299 to 28x28 images, there is much 
data loss in the downscaling process. Of course, there is a tradeoff in speed and accuracy, and I 
preferred speed. One solution I have to this problem is to record more training data and retrain 
the SVM classifier. With respect to the set of English letters, the accuracy for several letters 
benefited from not having accented letters (like A and E). Now, only eight letters do not have 
100% accuracy. Again, strangely, the letter Q has the lowest accuracy (76.67%). Wherein the 
Spanish set it was confused with letters Ó and Ú most often, in the English set, it was instead 
confused with G. I wrote the two letters in a way that their general features are rather similar, 
which would explain the misclassifications. 
Based on the above analyses, cluster-based (on the time series) approaches do not seem 
to offer promise. There are too many overlapping clusters that interfere with the classification, 
and more training data would be needed in order to confirm this. As for considering the time 
series themselves, I suggest more work be done in order to investigate common writing 
trajectories for letters and their accented counterparts. As for image-based approaches, drawing 
subtle accents can be tricky as misclassifications among accented letters can occur rather easily. 
An obvious solution is to make the accents sufficiently large, but pragmatically speaking this 
would be difficult. The biggest remedy that all the classifiers need is more training and testing 
data, which unfortunately due to time constraints I could not provide myself. Nevertheless, the 
results from these tests offer interesting insight as how to best approach the classification 














6 Future Work 
This chapter will discuss several “stretch” goals I had when working on my honors thesis. 
Among these goals are modifications or additions I would like to have done on my current 
project. I will also discuss alternative approaches I would have preferred to use. Finally, I will 
briefly discuss more practical objectives beyond classifying any air-written letter. 
6.1 Tracking 
 The first component of the project I would like to have changed is the tracking system. I 
would have liked to have used other methods of tracking. One such tracking algorithm of interest 
is the Lucas-Kanade algorithm I learned about in my computer vision course; I think it would 
have been a great learning experience to implement this kind of tracker and other similar 
algorithms. Another method of tracking was instead of getting the contours of the marker, I 
wanted to instead get the contours of the hand. This would involve thresholding the camera 
frame based on the subject’s skin color, and I briefly tried to implement this using OpenCV. 
However, the threshold/mask images OpenCV returned were too noisy and there was also the 
problem of ignoring other skin-colored parts of the image like similarly painted walls, my arm, 
and my face. 
Another, hardware-based, method of tracking was using the Microsoft Kinect and taking 
advantage of depth images. At first this was my intended tracking solution, however, getting the 
hardware to work with my computer proved to be too time-consuming. Additionally, ordering an 
Azure Kinect would have necessitated more time dedicated to overcoming the learning curve. 
Using depth instead of 2D images would have greatly reduced the impact of the appearance and 
environment assumptions. With the time I had for my honors thesis, I chose to use OpenCV 
instead as previously mentioned. 
Since tracking was not my main objective, I had to implement a quick tracking method 
that, while not greatly robust, worked well enough for my purposes.  
6.2 Classification 
 There are also many changes I wanted to make regarding the classification. In my 
literature review I have read that there have been several optimizations made to make dynamic 
time warping much faster. As for k-nearest neighbors, I wanted to more directly address the issue 
of having multimodal k-nearest neighbors sets. I was not able to research methods of returning 
the best mode should this situation occur. Another issue is of course choosing a good k, I would 
have liked to experiment more and compare accuracies across different k’s. For the sake of k-
nearest neighbors and nearest centroid I would have liked to have also recorded much more 
training and testing data. I feel only having 80 training samples per letter is too little, and only 
testing on 30 letters is too little to compute good accuracy numbers. However, due to many of 
the letter data clusters overlapping, k-nearest neighbors would still suffer considerably. Again, 
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given the time I had, this was the best that I could do. As for the support vector machine, I of 
course would have liked to implement despite its reputation for being difficult to implement. 
 As for additional classifiers, since the support vector machine that trained on the 28x28-
sized images performed very well, I would have liked to include other image-based classifiers. 
The most attractive addition would be more machine learning based approaches, particularly 
neural networks. I am familiar that convolutional neural networks in deep learning is a popular 
method of classifying images. I have worked with Keras [21], a machine learning library, before 
in the past but the Python versioning made including it a more difficult task than I wanted to deal 
with at the time. Moving on from machine learning, in my literature review, Hidden Markov 
Models have been used to identify gestures [2, 3, 4, 8, 12, 13] and could be applied to identify 
letters as they were being written. Due to time constraints I could not use this method as a 
classifier. 
6.3 Data 
 The classifiers are only as good as the data I give them. One big limitation to my 
classifiers is that I drew every single letter in a very specific way. In the real world, different 
people will write letters differently. The starting position, letter size, writing speed, and 
trajectories will certainly differ, and if I want a robust system, I must take each of these factors 
into account. That is why the image-based classifiers are fundamentally better than time series 
based classifiers as letters can be written in different ways, but we know each of these variations 
(e.g. the many ways people can write the letter A, or B, etc.).  
 Another interesting challenge would be to include more accented letters from other Latin 
languages. By comparison, the French language includes far more accent marks (e.g. the grave 
accent like in È and the cedilla like in Ç), which can change many more meanings than in 
Spanish. We could certainly investigate other languages that fall outside the Romance languages 
and into other groups of languages. It would be interesting to see how different classifiers would 
react to these many characters. 
6.4 Beyond air-written letters 
  Of course, the classification of human-written letters is a well-studied topic along with 
digit recognition. A more practical objective I had in mind should this evolve into a more 
sophisticated thesis was to identify any text, typed or hand-written, in various scenarios. These 
scenarios could be identifying text on billboards, hand-written notices, etc. Having a system that 
could track and identify text like this would be a great tool for travelers (like to identify text in 





7.1 Research Summary 
 I investigated how different classifiers would perform in the attempt to classify letters 
from the Spanish alphabet and compare these results to letters from the English alphabet. What 
makes this problem interesting is that the letters A, E, I, O, U, and N each have accented 
counterparts (U has two). These accents are small additions to the letters; however, these marks 
change the meaning of the letter and thus the meaning of the word they might be in.  
To solve this problem, I created a simple tracking system that looks for a bright-green 
object by thresholding the image frame using the HSI color space. When it identifies the object, 
the tracking system then finds the contours and then the minimum enclosing circle, whose center 
point allows us to update the final sample letter image. To implement my design I utilized 
Python, and especially taking advantage of the OpenCV and scikit-learn libraries.  
 I utilized four classifiers: dynamic time warping, k-nearest neighbors, nearest centroid, 
and support vector machine. After classifying 990 test samples, the best classifier was the 
support vector machine which was the only classifier to train on the image data. The worst-
performing classifier was nearest centroid as many of the letter clusters almost completely 
overlapped. Of course, there are certain flaws associated with each of the classifiers I used, and I 
did not account for all of them in the most robust manner. For now, I would recommend 
classifying accented letters (at least for Spanish) using the training image data. In many cases, 
accented letters with confused with each other while non-accented letters were often confused 
with each other. 
7.2 Suggestions for the Future 
 For future studies, it would be important to optimize and fully test each classifier with the 
best parameters that can be derived. Another classifier that is currently very popular are neural 
networks, specifically those that deal with images like convolutional neural networks. The next 
step is to add much more data. If I have enough time, I would have liked to have other subjects 
record their own letters. Having this diversity in terms of how many ways the letters are drawn I 
think will help us understand if time series, graphical, or some other representation is better 
suited for identifying letters. 
 Going beyond my tracking system, being able to recognize letters with accent marks on 
them reliably will be a key step in recognizing foreign writing not just on paper, but also on any 
kind of surface. This could potentially lead the way towards a single system that is able to 
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This appendix contains large figures that convey information about the letter data. The first 
figure shows how I wrote each letter. The next two figures show the letter clusters and the cluster 
centroids, respectively. Finally, the fourth figure shows all the classifiers’ accuracies across all 
letters for English and Spanish as well as the overall classifier accuracies. 
  
Guide to air-write all letters. The red dot is the general starting point for the subject, and they 
write along the line, pressing the ‘D’ key when they reach the arrow. The top row contains the 
air-written letters (in order) A, B, C, D, E, F, G, H, I, and J. The second row shows the air-
written K, L, M, N, O, P, Q, R, S, and T. The third row shows U, V, W, X, Y, and Z. Finally, 
the fourth and bottom row shows Á, É, Í, Ó, Ú, Ü, and Ñ. 
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Scatter plot that displays all samples. The x-axis represents the mean for each x-component time 
series for all individual samples, while the y-axis represents the mean for each y-component time 
series for all individual samples. 
Scatter plot that shows all letter centroids. The x-axis represents the mean for all the x time series for 
each letter label, while the y-axis represents the mean for all the y time series for each letter label. 
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Accuracy as a percentage for each letter and each classifier (on the Spanish and English 
training sets). On the second to ninth columns, there are Spanish (SPAN) and English (ENG) 
trained DTW, KNN, NC, and SVM classifiers. At each row from A to Z, we have the 
accuracies for the individual letters. The average of each of the columns gives us the 
accuracy for the classifier overall (on the bottom-most row). 
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Appendix B 
This appendix contains ten figures which show different clusters (from two up to four) that have 
significant overlap. 
Clusters for B, D, E, and R. 
Clusters for C, N, M, and V. 
Clusters for Á, Í, and Ó. 
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Clusters for G, Í, and Ú. 
Clusters for H, I, Ñ, and S. 
Clusters for É, Í, Ó, and Q. 
45 
   
Clusters for R, D, and K. 
Clusters for U and X. 
Clusters for W, É, and O. 
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Clusters for Z, S, I, H, and M. 
