After defining and exploring some of the properties of Ihara zeta functions of digraphs, we improve upon Kotani and Sunada's bounds on the poles of Ihara zeta functions of undirected graphs by considering digraphs whose adjacency matrices are directed edge matrices.
Introduction
We will assume, except where otherwise noted, that our graphs are finite, connected, simple, and without vertices of degree one. Except for the requirement that our graphs be finite, all of these simplifying assumptions can be easily overcome but allow for cleaner proofs and statements of results.
We begin by defining what we mean by a prime [C] of an undirected graph G. Let C be a closed walk {v 0 , e 1 , v 1 , e 2 , v 2 , . . . , e n , v n = v 0 } in G such that C 2 (that is, the product CC where the product of walks is achieved by concatenation) contains no backtracks and C is not C {{v n , e 1 We will now give a preliminary definition of the Ihara zeta function: Definition 1. The Ihara zeta function of an undirected graph G is defined (for sufficiently small values of the complex number u) to be ζ G (u) = [C] (1 − u ν(C) ) −1 , where the product is over the primes [C] of G and ν(C) is the length of C.
Note that the product in the definition of the Ihara zeta function is a finite one if and only if the graph G is a cycle graph. (Note also that, for example, there are two equivalence classes of primes in a cycle graph, one for each direction the cycle may be traversed.) Since the product is infinite except for the set of cycle graphs, we must of course be concerned about convergence issues, which is the reason for the requirement of a sufficiently small u in the definition. However, since "sufficiently small" for very large graphs may be very small indeed, we extend our definition of the Ihara zeta function of a graph to its analytic continuation with the following theorem: The fundamental group π 1 (G, v) of a connected graph G is the free group consisting of all closed walks starting and ending at the vertex v together with the operation which concatenates walks. The rank r of the fundamental group π 1 (G, v) of a connected graph G is the number of elements in a minimal generating set of p 1 (G, v) which is also the number of edges left out of a spanning tree of G. Thus, r = |E| − |V | + 1. The theorem still holds for graphs which are not connected if we simply take this as our definition of r.
Note that, by Theorem 2, the Ihara zeta function of a graph is the reciprocal of a degree 2|E| polynomial with integer coefficients. Since the reciprocal of this polynomial agrees with our original definition of the Ihara zeta function within a small circle about zero in the complex plane and is analytic everywhere but at the isolated zeros of the polynomial, we take this analytic continuation as our new definition of the Ihara zeta function of a graph. Now we will present an alternate formulation of the Ihara zeta function which requires us to define a directed edge matrix of a graph G. We use s(e), t (e) to denote the starting and terminal vertices respectively of a directed edge e. 
The formulation in Theorem 4 allows us to identify the poles of the Ihara zeta function as the reciprocals of the eigenvalues of the matrix M. Also, as we shall soon see, this formulation is also readily extendable to digraphs. Properties (i) and (ii) are contained in Lemma 4 of Stark and Terras [7] . Property (iv) is a consequence of (i). Properties (iii) and (v) follow easily from the definition of M.
Ihara zeta functions of digraphs
In [8] 
Definition 8.
The multiedge zeta function of a graph G is
As noted in Stark and Terras [8] , in the special case where each of the variables w ij is u, the multiedge zeta function reduces to the Ihara zeta function. Also, when each of the variables w ij is 1, the multiedge zeta function is the directed edge matrix of the graph G.
In [4] , Kotani and Sunada define the Ihara zeta function of a digraph and then define the Ihara zeta function of an undirected graph as the Ihara zeta function of its oriented line graph (which is itself a digraph). The multiedge zeta function can also be specialized (as in [6] ) to produce the Ihara zeta functions of digraphs which are not necessarily the oriented line graphs of undirected graphs.
We begin by extending what we mean by a prime [C] . Let G be a directed graph and let C be a closed walk {e 1 , e 2 , . . . , e n } in G such that C 2 (that is, the product CC) contains no backtracks and C is not C Note that if we think of an undirected graph as a directed graph by replacing each of its undirected edges with a bidirected edge, then the primes in this extended definition correspond to primes of the same length under the original definition. So, as our preliminary extended definition of the Ihara zeta function, we simply use the product in Definition 1. Now we will extend our definition of a directed edge matrix:
Definition 9. Let G be a directed graph with underlying graph H (that is, H is the undirected graph obtained by replacing every directed edge in the graph G with an undirected edge). Let W be the multiedge zeta function matrix of H . Let E d (G) be the set of directed edges of G. Then the directed edge matrix M of G is the matrix W where we take
i and e i , e j ∈ E d (G), 0 otherwise.
Note that all directed edge matrices under the original definition are still directed edge matrices of their corresponding undirected graphs (when these graphs are viewed as directed graphs). However, for directed graphs in general, we have lost some of the symmetry of the sub-matrices.
We also need to revisit the simplifying assumption that our graphs contain no vertices of degree one. Our new requirement (which agrees with the original when restricted to undirected graphs) is that every directed edge in a digraph is contained in some prime. This is equivalent to requiring that for each directed edge e ∈ E d (G), there is a directed walk from the terminal vertex of e to the start vertex of e which neither starts nor ends with e −1 .
As with the Ihara zeta functions of undirected graphs, we would like something other than the (usually poorly behaved and infinite) product in our preliminary definition to work with.
Fortunately, by Stark and Terras (see comment on page 134 of [8] referring to proof in [7] ), Theorem 4 holds for both directed and undirected graphs with our new definitions. We simply specialize the variables in the multiedge zeta function matrix W so that W = Mu (where M, formed from W as indicated above, is a directed edge matrix of a directed or undirected graph G with underlying graph H ) and note, for any prime [C] in the underlying graph H ,
That is, the norm selects for primes in the underlying graph H in which edges are traversed in accordance with the directions of the directed edges of G. So,
Thus, the preliminary product definition of the Ihara zeta function of a directed or undirected graph is equal to det(I − Mu) −1 for u sufficiently small. Therefore, we will define the Ihara zeta function of a directed or undirected graph to be det(I − Mu) −1 .
Unfortunately, for digraphs in general, we do not have anything like Theorem 2 (which holds for undirected graphs or, equivalently, directed graphs in which every edge is bidirected). By Mizuno and Sato [5] however, in the special case in which G is a directed graph with no bidirected edges, ζ G (u) −1 = det(I − Au) where A is the adjacency matrix of G. Here is an alternate proof of this result:
Proof. Let G be a directed graph with no bidirected edges. Let H be the graph underlying G. 
Proof. Note that degree of the polynomial det(I
The girth as the lower bound is a consequence of the following result. = lim
and so g = k as desired. Fig. 1 shows that the bounds given in the theorem are achievable.
Pole bounds for digraphs
In this section, we will use the singular value decomposition of the directed edge matrix of a digraph to find bounds on the poles of the digraph's Ihara zeta function where the singular value decomposition of a square matrix with real entries is defined as follows: Non-square matrices also have singular value decompositions, but the definition above suffices for our purposes.
The singular values of the directed edge matrix of a digraph turn out to be surprisingly nice as revealed by the following theorem: Proof. Let G be as in the theorem. Let {e 1 , e 2 , . . . , e 2m } be the directed edges of H where H is the graph underlying G. Choose the indexing of the e i such that edges ending at the same vertex are listed together. That is, if t (e i ) = t (e j ) for some i < j then t (e k ) = t (e i ) for all k, i < k < j. Let M be the 2m × 2m matrix defined by
Theorem 13. Suppose G is a digraph which satisfies our simplifying assumptions and also contains no bidirected edges. Then the singular values of a directed edge matrix M of G are
( M) ij = 1
if t (e i ) = s(e j ) and s(e i ) /
= t (e j ), 0 otherwise.
Then for each i and j , ( M M T ) ij is a count of the number of edges in E d (G) − {e −1
i , e −1 j } whose start vertex is the end vertex of both e i and e j . So, 1 , α 2 , . . . , α n } such that 1 α 1 < α 2 < · · · < α n 2m and t α i = v i for each i,
od(t (e i )) if t (e i ) = t (e j ).

Now choose {α
each of which is nonsingular, and
. . . , B n ). Note X is nonsingular and
( M M T )X = diag(A 1 , A 2 , . . . , A n ) · diag(B 1 , B 2 , . . . , B n ) = diag(B 1 , B 2 , . . . , B n ) · diag(C 1 , C 2 , . . . , C n ) = X · diag(C 1 , C 2 ,
. . . , C n ).
Thus, the columns of X are eigenvectors of M M T with corresponding eigenvalues appearing on the diagonal of the matrix diag (C 1 , C 2 
T is an SVD of M.
As illustrated by the following corollary, this provides us with a pole-free region about the origin: In the following section, we will introduce directed edge matrix-induced graphs which will allow us to improve upon this corollary both by extending the set of graphs to which it applies and (in some cases) by expanding the pole-free region. We will then be able to compare the bound given by this corollary to Kotani and Sunada's [4] (that is, q −1 max where q max is one less than the largest vertex degree).
Directed edge matrix-induced graphs
If G is a directed or undirected graph, then the directed edge matrix of G is an adjacency matrix of a directed graph. We will call the graph created in this way (less any isolated vertices) the directed edge matrix-induced graph of G and denote this graph by 
Theorem 15. Let G be a directed or undirected graph. Then ζ G (u) = ζ L k (G) (u) for all nonnegative integers k.
Remark 16. The case in which G is undirected and k = 1 is contained in Kotani and Sunada [4] .
Proof. Let G be a directed or undirected graph. Let P, P L be the set of primes in G, L(G) respectively. We will prove the theorem by showing that we can define a one-to-one mapping from P onto P L which preserves lengths of primes.
Label the vertices of L(G) with the directed edges of G they correspond to according to the directed edge matrix of G. Note then that by the relationship between the directed edge matrix of G and the adjacency matrix of L(G), directed edge e feeds into directed edge f in G if and only if the directed edge e 2 ), (e 2 , e 3 ) , . . . , (e j , e 1 )}, where the e i are directed edges of G such that C 0 = {e 1 , e 2 , . . . , e j }. We will show that φ is well defined. Since [C 0 ] is a prime in G, e i feeds into e i+1 for i, 1 i < j, and e j feeds into e 1 . Thus, the directed edges (e j , e 1 ) and (e i , e i+1 ) for i,
. Now we will show φ(C 0 ) is backtrackless. Suppose φ(C 0 ) contains a backtrack and, without loss of generality, assume this backtrack is (e 1 , e 2 )(e 2 , e 1 ) . Then e 1 feeds into e 2 and e 2 feeds into e 1 which implies e 1 = e −1 2 . This is a contradiction since C 0 = {e 1 , e 2 , . . . , e j } and C 0 is backtrackless. So, φ(C 0 ) too is backtrackless. A similar argument shows φ(C 0 ) is also tailless. Now suppose there exists some integer k 2 which divides j and { (e 1 , e 2 ), (e 2 , e 3 ), . . . , (e j , e 1 )} = {(e 1 , e 2 ), (e 2 , e 3 ), . . . , (e j/k , e 1 
We can show that
is one-to-one, onto, and length preserving. Therefore, for u sufficiently small,
Since G was an arbitrary directed or undirected graph, the result holds by induction.
The following results tell us how large we can expect the graph L k (G) to be.
Theorem 17. Let G be a directed or undirected graph with a directed edge matrix
be the one-to-one mapping from backtrackless directed walks of length at least one in L k (G) onto backtrackless directed walks (of length greater than or equal to zero) in L k+1 (G) as defined in the lemma. Recall that ν(
Now define ψ k to be the one-to-one mapping from backtrackless directed walks of length k + 1 in G onto the directed edges of L k (G) (which are the walks of length one in (M k ) ij for all positive integers k. (G) )| for all positive integers k and apply the theorem.
Corollary 18. Let G be a directed or undirected graph with a directed edge matrix
Remark 19. If we allow our simplifying assumption that every directed edge be contained in some prime to be violated, then the equality in the corollary must be replaced by |V (L k+1 (G))| i,j (M k ) ij . This is due to our elimination of isolated vertices when forming L k+1 (G).
Indegree/outdegree bound on the poles
As promised, we will now reexamine Corollary 14 in light of what we have learned about directed edge matrix-induced graphs to obtain the following result: 
So, we need only show that for each k 0,
For any directed walk W, define s(W), t (W) to be the start and terminal vertices respectively of W. (L k (G) ) and the vertices connected to v by a directed edge terminating at the vertex v in L k+1 (G) are in one-to-one correspondence with the edges feeding into the edge v in L k (G) 
Now let ψ k be the one-to-one mapping defined in the proof of Theorem 17 from backtrackless directed walks of length k
Also, define ψ 0 to be the identity mapping on E d (G) which we will think of as a mapping from the set of backtrackless directed walks of length one in (v) . This is just due to the fact that if for example ψ
and so
Thus, for each k 0,
as desired.
Note that Corollary 20 also holds if G contains bidirected edges (due to the relation between the in/outdegrees of G and L(G) and the fact that L(G) is a directed graph with no bidirected edges even if G itself contains bidirected edges). Also note however that in the case where G is an undirected graph, id At worst, Corollary 21 will just give us the lower bound on the poles guaranteed by Kotani and Sunada [4] . The set of graphs for which this occurs is B = {X : for all k, there exists a (not necessarily closed) backtrackless walk of length k in the graph X which begins and ends with a vertex of degree max v∈V (G) (deg(v) )}.
At best, Corollary 21 will give us a lower bound which is the square root of Kotani and Sunada's. Call the set of graphs for which this occurs G. A necessary but not sufficient condition for a graph X to be in G is that there exists an integer k such that every backtrackless walk of length k in the graph X which begins with a vertex of degree max v∈V (X) (deg(v) ) ends with a vertex of degree 2.
The application of Corollary 21 to a small yet interesting and instructive set of graphs is presented in Table 1 . Note that the first graph is neither in G nor B, the second is in G, and the third is in B. Also, note that the first graph demonstrates that the necessary condition given above for a graph to be in G is not sufficient.
There are classes of graphs for which the pole-free neighborhood of the origin given in Corollary 21 is the largest possible (that is, c −1 is the radius of convergence of ζ ). Regular graphs, for instance, have this property. More interestingly, so do bi-regular bipartite graphs (since by Hashimoto [3] the radius of convergence of the Ihara zeta function of a bi-regular bipartite graph G is √ pq where p + 1, q + 1 are the two degrees of the vertices of G).
