Abstract: We develop a lattice diagrammatic technique for calculating the chiral condensate of QCD at infinite coupling inspired by recent work of Tomboulis and earlier work from the 80's. The technique involves calculating the contribution of gauge link diagrams formed from all possible combinations of a number of sub-diagram types. This is achieved by performing a resummation, using a truncated number of sub-diagram types. We show how to calculate the relevant sub-diagrams, including a new technique for evaluating group integrals with arbitrary number of gauge link elements, using Young Projectors. Including up to four different diagram types we calculate the chiral condensate as a function of N f , and show that two real solutions result, which are non-zero for all integer N f . We analyse these solutions and find signs of convergence of the expansion at small N f . We discuss sources of error associated with this approach in detail and implement a technique to reduce over-counting of diagrams.
Introduction
Until recently, it was thought that the chiral condensate of QCD at infinite coupling would remain non-zero for any number of fundamental fermion flavours N f . This is in contrast to the restoration of chiral symmetry which is observed at some critical N f for more moderate couplings, resulting in the appearance of a conformal window (see for example [1] [2] [3] [4] [5] [6] for a selection of lattice simulation results with fundamental representation fermions). The belief that the chiral symmetry remains broken for g = ∞ is based on the results of a few studies in the 80's. Among these is the work of [7] , in which the authors calculate the normalized chiral condensate 1 N f Nc ψ ψ from a 1/d expansion. They obtain a non-zero result which is independent of N f for the first two orders in the expansion.
The approach in [7] is considered to be reliable. In the limit N f → 0 the normalized chiral condensate approaches the result in [8] , which employed a quite different analytic lattice diagrammatic approach, up to O(1/d) corrections. Subsequently, the diagrammatic lattice approach of [8] was extended in [9] by systematically removing certain diagrams which lead to over-counting. In this way the authors in [9] obtain a result for 1 N f Nc ψ ψ as N f → 0, which is equivalent to that in [7] , including the O(1/d) corrections.
More recently, lattice simulations have been performed with g = ∞ and the chiral condensate was obtained as a function of N f [10] . Surprisingly these simulations on 4 4 and 6 4 lattices indicate that the chiral condensate drops discontinuously to a value close to zero at a critical value of N f ∼ 13 staggered flavours. These results are clearly in contrast with the results in [7] from the 1/d expansion. Moreover, the authors of [10] also show that in contrast to their simulation results, a mean field calculation [11] of the critical temperature T c , above which chiral symmetry is expected to be restored, gives a non-zero result for all N f .
Shortly after the simulation results in [10] appeared, the presence of a possible transition in the chiral condensate at some critical N f at infinite coupling was also indicated using a lattice diagrammatic approach in [12] . The approach used in [12] is an extension of the earlier works [8, 9] , to the case of N f = 0, by including in the resummation a second type of "mesonic" graph (each bond in the diagram contains one gauge link U and one gauge link U † ), which contains a closed loop, contributing an N f -dependence. The result is that the normalized chiral condensate is non-zero up to a critical value of N f ∼ 10.7 staggered flavours, beyond which only complex-valued solutions exist.
The motivation of this work is to examine the effect on 1 N f Nc ψ ψ of including various different types of diagrams in an approach which is inspired by [12] , and is also an extension of [8, 9] . Focussing specifically on generalising [9] , the different types of base diagrams are resummed in a hopping expansion, to form all possible diagrams made out of these building blocks, and from these obtain the chiral condensate. Our results indicate that, up to the order at which we work, there are multiple solutions for the normalized chiral condensate as a function of N f . Only one of these solutions has a sensible N f → 0 limit, matching onto the results of [7, 9] . This solution for the chiral condensate approaches zero extremely slowly as a function of N f , and there is no sign of any discontinuity, or of chiral symmetry restoration at any finite N f . However, one can show that there is a second solution for the chiral condensate which is much larger at small N f , and decreases more rapidly towards zero as N f increases. There is also no discontinuity or chiral symmetry restoration at any N f for the second solution. However, it cannot be ruled out that the chiral condensate jumps from one of these solutions to the other at some critical N f .
As a technical by-product of this work, we will present a technique for evaluating group integrals, using Young projectors. Indeed, in order to calculate higher order diagrams with multiple overlapping gauge links U and U † , it becomes necessary to evaluate SU(N c ) group integrals of the form We propose a simplified technique for evaluating this type of integral, using Young projectors. We comment on how this technique is related to previous approaches that appeared in [13] [14] [15] [16] .
The outline of this paper is as follows. In Section 2, we will review how the chiral condensate at infinite coupling can be obtained from a lattice diagrammatic expansion [12] . In Section 3, we will explain how the diagrammatic expansion can be resummed in a hopping expansion, that allows one to calculate the normalized chiral condensate from irreducible diagrams. Here, we generalize the analysis of [9] , that only included N f -independent tree graph contributions (that enclose zero area), to include irreducible diagrams that are built out of N f -dependent base sub-diagrams that no longer lead to tree graphs. The relevant fundamental base sub-diagrams are given and calculated in Section 4. In Section 5 we comment on various techniques to calculate SU(N c ) group integrals and explain a technique to evaluate these integrals in terms of Young projectors. In Section 6, we discuss sources of error that are associated with our techniques and we show how over-counting of diagrams can be reduced. Our results are contained in Section 7, where we also compare our methods with the ones used in [12] . We conclude in Section 8.
2 Expansion of ψ ψ at g = ∞ Our objective is to investigate the behaviour of the chiral condensate as a function of the number of fermion flavours N f . To extend the procedure of obtaining 1 N f Nc ψ ψ in [8, 9] , for N f → 0, and in [12] for N f = 0, to systematically account for the contributions which dominate in a diagrammatic expansion, order by order, it is necessary to understand how the diagrams contribute mathematically. Using the notation in [12] , the chiral condensate ψ ψ is obtained from
where the partition function Z (after integrating out the fermion fields) is given by
with
3)
for µ = 1, ..., d, including N f fermion flavours, and N c colours. The chiral condensate is thus given by [12] ψ (x)ψ(x) = − lim
where
Expanding in powers of K −1 M (U ) one obtains
Note that tr [odd # of γ µ 's] = 0 implies that only contributions from (K −1 M ) n with n even contribute to the integrals in (2.6). The trace in (2.7) (and (2.5)) extends over colour, flavour, and spinor degrees of freedom. For example, 9) and so on. In general, the trace in (2.7) leads to a closed loop of link variables, because the first and last lattice site are identified. Each loop also comes with a factor of N f . The traces over the gamma matrices can be determined from 10) where γ µ are the Euclidean gamma matrices and N s denotes the number of spinor degrees of freedom.
It is also useful to notice that certain types of contributions will lead to cancellations with the denominator in (2.6). Since all diagrams resulting from the determinant are closed loops, the contributions to ψ ψ which cancel are closed loop diagrams which can be disconnected from the path of gauge links beginning and ending at x. For example, in the diagram , (2.11) the closed loops on the right cancel with a contribution from the denominator. Note that this would even be true when there is partial overlap with links coming from 12) where the second equality is obtained by using 13) due to the unitarity of the U 's. So one sees that, even in this case, where there is partial overlap, the integrations can be separated.
Building ψ ψ from irreducible diagrams
To generalise the diagram building procedure of [9] we calculate the chiral condensate obtained (from ψ ψ = − lim m→0 tr[G(x, x)]) by performing a hopping expansion, summing over gauge links order by order in the number of links
where A(L) is the contribution from all graphs with 2L links which start and end at some site x. A general graph can be obtained by combining irreducible graphs I(l) of 2l links which start and end at x, where an irreducible graph is defined as one that cannot be separated into smaller segments which start and end at x.
x Irreducible x
Reducible
The contribution A(L) obeys the recursion relation
where the irreducible graphs are built iteratively out of all possible combinations of smaller segments
with I(0) = 0, and the quantity F n (L) represents all possible graphs of length 2L which start and end on a site on a sub-diagram of area n. It is given by
with F n (0) = 1. In this formula, I a refers to irreducible graphs which begin with an 'atype' sub-diagram, , and I b refers to irreducible graphs which begin with a L = 4 box, that is a 'b-type' sub-diagram,
. Further types of sub-diagrams that can appear at larger L will be denoted by 'c-type', 'd-type', ... and will be defined later on in Section 4. In (3.4), we have also introduced the notation x n ≡ xn dx
, where x n is the dimensionality of an attachment of type x to an area n diagram, and d x is the total dimensionality of a type x diagram. These are catalogued in Appendix A. For example,
In particular, an a-type sub-diagram, attaches with dimensionality 2d a n , to a graph of area n. All "tree" graphs are of this type (tree graphs don't include internal plaquettes).
A b-type sub-diagram, attaches with dimensionality 4d(d − 1) b n , to a graph of area n, such as b-type diagrams attached to a-type diagrams or other area 1 diagrams. The specific forms of a n , b n , ... have been determined to avoid over-counting of graphs 1 .
As an illustration of (3.3) and (3.4), we note that the irreducible graphs I(L) have the following form
1 Regardless, there is some over-counting of attachments to certain winding diagrams, which will be discussed later.
I(4)
, (3.10) ... . The generating function, which gives the total contribution of all irreducible graphs including the mass dependence, is
Using (3.3) for the I(l) and defining x = − 1 4m 2 results in
where W a is all irreducible graphs starting with an a-type base diagram . W b is all irreducible graphs starting with a b-type base diagram , etc. These take the form
14)
... . (3.16) where the "..." include higher order (in x) base diagrams. The normalized chiral condensate is obtained by adding all possible combinations of irreducible graphs, such that
In order to take the massless limit it is convenient to introduce the variables
.., such that the chiral condensate can be obtained from 18) with, taking m → 0,
21)
... ,
We derive the pre-factors x n in (3.19) -(3.22) in Section 6.2. What we find is that the contributions to g from the g x in general decrease in magnitude with increasing number of links in the base diagram (See Figure 5 in Section 7). Thus it appears that the series in (3.18) tends towards convergence.
A few comments are in order. First, it is useful to notice that for all N f , diagram contributions with unit area will dominate over contributions with higher areas n. Since at leading order in d, the x n are the same for all n and equivalent to d x , then at this order the quantity a n g a +b n g b +... is independent of n and equivalent to d a g a +d b g b +.... In general the results in Section 7 indicate that
This is already true at N f → 0, and the magnitude of d a g a +d b g b +... grows as a function of N f , causing the magnitude of the chiral condensate to decrease. This implies that diagrams with a higher power of (a n g a + b n g b + ...) −1 are suppressed at a fixed order in N f . However, for sufficiently large N f , diagrams which are higher order in N f will dominate regardless of whether they have higher powers of (a n g a + b n g b + ...) −1 . Therefore since larger areas result in more powers of (a n g a + b n g b + ...)
−1 , at each order in N f , the diagrams with the smallest area dominate.
In addition, the prefactors x n in the system of equations in (3.19) -(3.22) can be adjusted to reduce over-counting resulting from certain types of diagram attachments. The prefactors x n are derived in Section 6.2, and tabulated in Appendix A. These considerations are taken into account in the results for the normalized chiral condensate in Section 7.
Fundamental base diagrams
In this section we calculate the leading order fundamental base diagrams, from which irreducible graphs can be built. The contributions can be categorised based on the information in Sections 2, 3. The calculations include the following components:
i , for a number i, of overlapping closed internal loops,
• A mass factor − 1 4m 2 n , for n pairs of links,
, containing the result obtained by performing the group integrations,
• {...}, containing the dimensionality of the graph.
The group integrations can be performed using the techniques described in the next section (based on e.g. [13] [14] [15] [16] ). For this section, we will in particular need the expressions (5.7) and (5.14), that we repeat here for convenience:
These integrals are sufficient to calculate diagrams with up to 4 overlapping links. In the next section, we will explain in more generality how group integrals can be calculated. The techniques explained there will enable us to also calculate diagrams that contain more than 4 overlapping links.
In the case of finite N c , it is necessary to include additional 'baryonic' contributions, arising from integrals (5.25)
In the following, we will list such contributions explicitly for the case N c = 3. We will moreover also restrict ourselves to the case of staggered fermions, for which N s = 1 and for which backtracking of the gauge links results in non-zero contributions.
The base diagrams up to order L = 9 are as follows, where we also indicate the type the diagram belongs to. dU U
Moreover, since we are interested in the case N c = 3, the following integrals also give a non-zero contribution at this order
In this section, we will explain how integrals of this type can be calculated in full generality. Methods to calculate integrals of this type have appeared in the literature at various occasions (see e.g. [13] [14] [15] [16] ). In this section, we will employ a method that is loosely based on techniques that appeared in [15] and that, to our knowledge, has not yet appeared in the literature. It uses tensor product decompositions to write the required integrals in terms of Young projectors. It has the advantage that it can easily be implemented using a symbolic computer algebra system. This method, that we will explain in Section 5.1 can be used to perform the group integrations associated to general diagrams. Diagrammatic methods to do these group integrations are given in [14] . For more complicated diagrams, these can quickly become cumbersome. For relatively simple diagrams, they can however be quick and useful, so we will give a brief summary of these techniques in Section 5.2.
General procedure
In order to calculate the diagrams considered in this work, we need to evaluate various integrals of products of matrix elements of SU(N c ) group elements. Let us first focus on integrals of the form
where U represents a SU(N c ) group element in the fundamental representation. Integrals of this form were calculated in an implicit manner in [13] , where an iterative way of calculating the quantities
for an arbitrary, constant matrix A, was given. In particular, it was argued that
and that the coefficients of the linear combination can be obtained from knowledge of
Once such an expression for F m (A) is obtained, it can be used to extract the integral (5.3), by writing out all traces explicitly in terms of matrix elements and Kronecker delta symbols. The integral (5.3) can then be found in terms of Kronecker delta symbols as the coefficient of A
cm dm , as can be seen by writing
Note that in extracting the integral (5.3) in this way, care has to be taken of making sure that the result has the correct symmetry properties for the indices. In particular, various symmetrizations have to be performed by hand. While in principle this gives a straightforward way to calculate the integrals (5.3), calculating the F m (A) and extracting the wanted integrals from it can be cumbersome, especially as m gets larger. For the purpose of this paper, we will therefore use a different method, that allows one to directly and explicitly construct the integrals I m , in a way that can be easily implemented using a symbolic computer program. We have explicitly checked that the results we get for I m agree with the results one can get from the formulas of [13] for m = 1, · · · , 4. We will now outline our method and illustrate it in two examples.
The general procedure to evaluate I m consists of the following steps:
1. First, one writes the decomposition of m fundamental representations. This decomposition is given by the sum of all standard Young tableaux with m entries.
2. Next, one constructs the Young projectors associated with the standard Young tableaux that appear in this decomposition. These Young projectors can be constructed by symmetrizing the expression δ
in the a i -indices of the first row of the Young tableau. The resulting expression is then symmetrized in the a i -indices appearing in the second row of the Young tableau and one continues this symmetrization procedure for all rows (from top to bottom). The result of this symmetrization is then antisymmetrized in the a i -indices that appear in the first column of the tableau and similarly for all columns (from left to right). The Young projector is given by the result of these consecutive symmetrizations and antisymmetrizations, multiplied by a factor that is the inverse of the product of all hook lengths of the tableau. This factor guarantees that the Young projector squares to itself.
3. Using the decomposition of step 1, the integral (5.3) can be turned into a sum of integrals that are schematically of the form [15] SU(Nc)
In this formula R and S are irreducible representations, that correspond to standard Young tableaux in the tensor product of m fundamental representations. The dimension of R has been denoted by d R , while P R α β corresponds to the Young projector that picks out the representation R in the tensor product. The δ R,S indicates that the above integral is only non-zero when R, S correspond to representations with the same Young tableau shape. Note that we have used a schematic notation for the indices α, β, γ, δ of the matrix elements of R and S. These indices are composite and consist of m indices in the fundamental representation, with symmetry properties indicated by the standard Young tableau that corresponds to R or S. Note that in (5.6), the composite index δ has symmetry properties indicated by the Young tableau corresponding to S, whereas it has to appear in the Young projector corresponding to R. In case R and S correspond to different standard Young tableaux, one must reorder the indices that make up the composite index δ in such a way that the reordered collection, indicated byδ in (5.6), has symmetry properties of the Young tableau that corresponds to R. Such a reordering is possible for Young tableaux with the same shape. An analogous remark holds for the composite index β.
All integrals I m can be calculated along the lines described above. The simplest integral is of course I 1 , which by directly applying (5.6) is given by
Let us now illustrate the above procedure via the calculation of I 2 and I 3 .
Consider first the integral I 2
(5.8)
acts in the tensor product of two fundamental representations ( a 1 ⊗ a 2 ) and since
we can write U . The symmetric and antisymmetric representation matrices S
where the Young projectors P
on the symmetric and anti-symmetric representations are given by
Using the decomposition (5.10), the integral (5.8) can be written as a sum of four terms
(5.13)
The last two terms involve an integral of a product of two representations with different Young tableau shape and are therefore zero according to (5.6). The first two terms can be evaluated using the same rule, resulting in
(5.14)
As a slightly more involved example, let us also consider the integral
(5.15)
In this case, we can use the decomposition
where in brackets we have given a shorthand notation to denote the corresponding tableaux, to write
where S
act in the representations indicated by the Young tableaux on the right-hand-side of eq. (5.16). They are explicitly obtained by acting with the appropriate Young projectors 18) where the Young projectors are given by
Using the decomposition (5.17), the integral (5.15) can be written as a sum of integrals of the form (5.6)
where we have not written down the integrals involving representations with different Young tableau shape, as they are zero. The above integrals can be evaluated using the rule (5.6), with the understanding that for the two integrals on the last line, proper care should be taken of the correct placement of the indices. Specifically, in the integral 
The last term of (5.20) can be evaluated from analogous considerations. One then finds the following results for the integral (5.15)
The other I m can be calculated in a similar manner. We have given the result for I 4 in Appendix B.
Using the above results, other non-zero integrals can be derived by making use of the SU(N c ) identities
(5.24)
These identities often allow one to reduce group integrals to integrals of the form of I m , that can be calculated according to the method outlined above. In this way, one can for instance calculate the baryonic integral
Moreover, the calculation of (5.2) can now be reduced to the calculation of (5.1)
(5.26)
Finally, let us note for the sake of completeness that an expression for integrals of the type
is known in terms of -symbols (see e.g. [14] for a derivation). In particular, the result is given by 
Given the number of permutations one has to add by hand in (5.28), extracting the integrals (5.3) in this way can however be rather cumbersome.
Diagrammatic techniques
The technique described in the above section is general and can be used to calculate any type of non-zero SU(N c ) integral. Since a diagram consists of a number of links attached to each other, the group integrals associated to a diagram can be obtained by multiplying the integrals corresponding to the links and by properly contracting their group indices. These contractions can easily be carried out by a symbolic computer program. For simple diagrams, the contractions can also be easily done using diagrammatic techniques explained in reference [14, 16] , to which we refer for diagrammatic notations and conventions. For example the result for the integral SU(Nc) dU U Carefully identifying the links which are connected it is possible to calculate any of the diagrams in Section 4 diagrammatically using the appropriate integral equations in Section 5. As a simple example consider the diagram in (4.5). This can be evaluated as
Similarly the result for SU(Nc) dU U
(given in (5.14)) can be written as
which can be used to calculate diagrams with four overlapping links, and so on.
Diagrams of one-tile area, that are open in one corner, can also be easily integrated. Since such diagrams have only two free indices, the final result must be given by a constant C times a Kronecker delta for the two indices In order to determine the constant C we multiply by δ ab . This leads to a closed diagram. By calculating this closed diagram in two different ways, the constant C can be calculated, as illustrated in the following diagrammatic equation:
The I in the upper equation on the r.h.s. is the value of the integrated closed diagram, while the lower equation is obtained from (5.34), and using that δ aa = N c for the fundamental representation. Equating these two different ways of calculating the same diagram, we can thus write
where the integrand indicated by · · · depends on the diagram under consideration.
Since I corresponds to a closed one-tile diagram, there can be no free indices and the integrand indicated by · · · is given entirely in terms of traces of powers of U and U † . As a rule of thumb that can be used to write this integrand down, one can use that for every loop in the diagram that winds around n times in one direction, one should include a factor of tr U n in the integrand. Likewise a factor of tr U † n should be included in the integrand for every loop that winds around n times in the other direction. These one-tile closed diagram integrals can then be evaluated very easily using the Young projector formulas of the previous section, or using the diagrammatic techniques of [14] . In this way, the calculation of this type of diagrams can be reduced to calculating a single group integral, instead of calculating four group integrals (one for every link) and multiplying and contracting the results.
As an illustrative example we calculate the value of the diagram 
where the integral corresponds to the value of the closed diagram (5.38). The integrand is determined using the above stated rule of thumb, by noting that the closed diagram consists of three loops : the outer two winding one time in one direction, while the inner loop winds two times in the other direction. This integral can be very easily evaluated using e.g. the Young projector formula (5.14) as
where the last equation is obtained by plugging the indices in in (5.14) and evaluating the resulting formula explicitly. We thus find that the diagram (5.37) evaluates to zero.
6 Sources of error
Mis-counting of overlapping graphs
One of the potentially problematic aspects of our approach is that since each diagram type can be placed at a site x, any number of times, in any possible direction, overcounting will result from contributions with overlapping diagrams 3 . This is a problem which arises at N f = 0 due to the link integrations. It is in principle possible to systematically account for mis-counted graphs order by order by adding the appropriate counter term. However, practically speaking, it is difficult to do this within the formulation we are using. Here are some examples of mis-counted overlapping graphs.
however, it gets counted as
To account for the above mis-counting, it is necessary to add a counter term at L = 8 of the form c.t
. However, in either case it gets counted as
The difficulties in adding counter terms are 1.) it is difficult to determine where exactly to add them within our formulation, and 2.) the counter terms lead to miscounting at higher orders, requiring the addition of even more counter terms. Since the second issue can be resolved order by order, the first issue is the most critical. If one naively adds the counter term (6.3) as a base diagram at order L = 8, then indeed the wrong contributions obtained with two overlapping b-type diagrams can be cancelled off. However, in addition, new diagrams would be created with both contributions from overlapping b-type diagrams, and counter terms of the form (6.3). These mixed diagrams should not be included and would introduce a different, difficult to quantify source of error. Therefore, at this point, we don't attempt to correct for errors resulting from overlapping diagrams. A proper treatment of the issue of overlapping diagrams is left for future research.
Avoiding over-counting of graphs
Another source of error results from over-counting or under-counting of graphs. This happens, for example, when attaching a trunk, (a-type), to either of two adjacent corners of a box, (b-type) diagram. This results in graphs of the form [12] , (6.5) which are identical since the same sequence of links,
µ (x) (outside, plus inside plaquette), appears in both diagrams. To deal with this issue we follow [12] and subtract off one possible direction when attaching a trunk (a-type) to a box (b-type) diagram. At one corner it is necessary to subtract off two directions to avoid over-counting either of , (6.6) which also appear by attaching both an a-type and b-type diagram directly at x (when irreducible diagrams are combined). That is, they correspond to
respectively. This result can be generalised for attachment of an a-type diagram to any area 1-type diagram. Therefore, the dimensionalities are
, where a 1 corresponds to attachment at one (outer) corner of an area 1 diagram, and a 1 corresponds to attachment at any of the other 6 possible locations. For example, one can choose the outer corner farthest from x, ,
where the blue leaf corresponds to an a 1 attachment site and the green leaves correspond to an a 1 attachment site.
Overlapping of b-type graphs
In the calculation of the dimensionality for attaching b-type graphs one can also make improvements by removing contributions which lead to over-counting. One example results from allowing b-type diagrams to overlap. For example,
The first graph is already counted as it corresponds to × .
(6.10)
Since it factorises into a separately integrable contribution from the correlator (left) and a contribution from the determinant (right), the contribution from the determinant cancels against the denominator, resulting in a contribution already contained in
The second graph is not already included so one could allow for it. However, performing the group integrations, the contribution from this graph is = 0 .
(6.12)
Since this graph would be counted incorrectly by multiplying the separate contributions of the two b-type graphs we should disallow it as well. The same arguments can be used to justify disallowing overlapping b-type diagrams of the form
Allowing b-type graphs to overlap as in the first diagram would result in over-counting due to factorisation. Allowing them to overlap as in the second diagram would also result in mis-counting, since the diagram evaluates to zero.
Avoiding over-counting of b-type graphs
To improve the dimensionality b 1 , for attaching b-type graphs to area 1 type graphs, it is useful to subtract off dimensions which lead to over-counting. For example, attaching a b-type graph to the leaf in , (6.14)
could result (among others) in diagrams of the form , where the attachment is at the lower right internal corner. It is therefore important, when attaching a neighbouring area 1-diagram, to remove the contributions to the dimensionality from re-tracing along the internal plaquette. There are 2(d − 1) ways to attach in this way from one of the internal corners, and we need to remove an additional contribution from direct overlap of area 1-diagrams by backtracking along a link. The remaining contribution is
Finally consider attachment to the far external corner . Including all possible ways of folding the diagram which would lead to double counting, the contribution to subtract off the dimensionality is 2(d − 1). Since an area-1 diagram can also neighbour the top link in the same way this amount needs to be subtracted twice. The total dimensionality at the external corner is therefore b 1 = 4(d − 1) 2 .
Over-counting resulting from symmetries
In this section we examine diagrams with symmetries. In the first case, this symmetry leads to over-counting, and in the second case it does not.
Consider a graph of the form (4.10), , (6.24) which contains a gauge field loop that winds twice before closing on itself. The graphs in (4.14), (4.15) also belong to this category. One source of over-counting comes about when asymmetric attachments are made to the multiply-wound loop. In this case, the over-counting results due to symmetry under rotations by 4 lattice sites of the internal loop. For example, consider two different attachments, represented by the green and blue leaves in
Since these are both attached to the same loop in the same corner it makes no difference if one attaches at the green leaf or the blue one. Such attachments result in identical diagrams which can be transformed into each other under rotations by 4 lattice sites. Therefore if attachment at both sites is allowed with the same dimensionality then there will be over-counting. Over-counting also results when the attachments are made in two different corners on the same loop, since the attachments can be shifted 4 sites along the loop to give an identical diagram, which gets counted separately. Notice that, if identical attachments are made at both the green and blue attachment sites simultaneously then there is no over-counting. We have not yet accounted for this effect in our calculations, so it is a source of error.
It is important to note that not all symmetries lead to over-counting. There also exists a symmetry in diagrams of the form , (6.26) with respect to interchange of the two internal loops (also true in L = 8 diagrams of the form (4.13)). In this case there is no over-counting when making asymmetric attachments to the internal loops. The contributions from the internal loops come down from the exponential in (2.7), so if one of the loops takes a different shape, then it is necessary to count it twice.
Results
Using the procedure outlined in Section 3, and the considerations outlined in the previous section for reducing over-counting, it is possible to obtain the chiral condensate to some order by solving the appropriate truncated system of equations. In what follows we present results including area 0 and 1 diagrams up to order L = 8.
Asymptotic solutions for large
First consider the contributions up to L = 4, that is all possible diagrams formed from type a (4.4) and type b (4.5) sub-diagrams. The system of equations, using (3.19), (3.20) , and the considerations in Section 6.2, is
where the dimensionalities x n are given in Appendix A. The chiral condensate as a function of N f can be obtained from (3.18) and (3.23).
We are interested in finding real roots of the set of self-consistent equations for large N f /N c , where we will take d = 4 in what follows. Solving (7.1) for g b and plugging this solution in (7.2), we find that solutions for g a are determined by the roots of the polynomial equation Once real solutions for g a of the above polynomial have been found, the corresponding real solutions for g b are found from (7.1)
The number of real roots of (7.3) in a certain interval can be found by applying Sturm's theorem. For generic 4 values of N f /N c , one finds that the number of real roots in the interval (0, +∞) is given by 2. Since the polynomial (7.3) is even in g a , the negatives of these roots are also roots and hence there are four real roots in total.
Here, we are interested in finding asymptotic expansions for the roots of (7.3) [17, 18] . In particular, one looks for roots of the form g a = P w( ) , (7.6) where w( ) is regular in the limit → 0 and lim →0 w( ) is assumed to be non-zero. The exponent P can be determined via singular perturbation theory to be either −1/4 or 1/8. Let us focus on solutions with P = −1/4 first. Plugging g a = −1/4 w( ) in (7.5) One can then propose an ordinary series solution for w(β)
The coefficients ω i can be solved for by plugging (7.9) in (7.8) Asymptotic expansions for g b can then be found by using these expansions for g a in (7.4). The expansions for g a and g b can be used to obtain approximate solutions for the chiral condensate, that are valid for N f /N c 1. In particular, one obtains two positive solutions for the chiral condensate lim m→0 tr [G( Figure 1 . Plots of the two (positive) approximate solutions for the chiral condensate, for large N f /N c . The left figure represents the solution of (7.12), the right figure the solution of (7.13).
Numerical results for N c = 3
Consider again the contributions up to L = 4, formed from type a (4.4) and type b (4.5) sub-diagrams. The system of equations for g a and g b is as in the previous subsection given by (7.1), (7.2), including the considerations in Section 6.2, such that the chiral condensate as a function of N f can be obtained from (3.18) and (3.23) by solving the system of equations numerically. Figure 2 (left). As in the previous section, solving the system of equations results in two solutions. One of these, solution 1, approaches the result of [7, 9] as N f → 0. For the other, solution 2, both solutions approach zero, solution 2 falling off more quickly. There is no sign of a discontinuity, at any N f , for either of the solutions.
To determine the effect of including higher order diagrams consider the contributions of area 1 diagrams up to L = 6, formed from type a, b, and d (4.7) -(4.10) sub-diagrams. The system of equations is
15) equations is
18)
(7.20)
The results for 1 N f Nc ψ ψ as a function of N f are given in Figure 3 . While the data points haven't shifted so much from the L = 6 results, one notable difference is the absence of real solutions for Figure 4 , along with those from the L = 6 truncation in (7.14) -(7.16), and from the L = 4 truncation in (7.1) -(7.2), showing how the solutions change as a function of the truncation order L. In both cases the solution appears to be converging, at least for the smaller values of N f . Figure 5 . g x vs. N f including area 1 diagrams up to order L = 8 for solution 1 (left), and solution 2 (right).
Finally, to check convergence, the values of each contribution (3.18) , that solve the system of equations in (7.17) - (7.20) , are plotted in Figure 5 . While in both solutions the higher order contributions from d d g d and d g g g are smaller in magnitude, the contributions have the potential to become more significant at larger values of N f , since g d goes like N 2 f (7.19), and g g goes like N 3 f (7.20).
Restricting to reduced graphs
In order to compare with [12] we now examine the effects of allowing only reduced graphs, i.e. graphs where each closed loop is separated from all other closed loops as well as the origin by at least one double link. The set of reduced graphs can be Figure 6 . Lowest order diagrams used for constructing the set of reduced graphs.
obtained by modifying the diagrams used in the construction by inserting extra double links separating the loops. Since reduced graphs are already included in the building of graphs, there is no reason to discard the unreduced graphs in our approach. Furthermore, due to the extra double links the reduced diagrams will have higher powers of (a n g a + b n g b + ...) −1 and could as such be subdominant compared to the corresponding unreduced diagrams, by the arguments at the end of Section 3. Regardless of this we will calculate the chiral condensate with a restriction to reduced graphs in order to compare with the results of [12] . The lowest order base diagrams in Section 4 are modified as shown in Figure 6 . These imply the following set of equations for the set of reduced graphs (where g d = 0
for N c = 3).
and ψ ψ
is the dimensionality of a flag type diagram (Figures 6b-6f ). Solving these equations for N c = 3 and d = 4 we find the chiral condensate for reduced graphs as shown in Figure 7 compared to the condensate including the (partially) unreduced graphs built from the base diagrams of Section 4 5 . We see that the N f → 0 limit is unchanged, as expected since the only diagrams that have been changed are those that depend on N f . What is different is that when excluding unreduced graphs, the chiral condensate increases with N f , and at N f > ∼ 8 staggered flavours it turns complex.
In order to examine closer the effects of excluding graphs in the recursive building we define a doubly (triply) reduced graph as a graph where each closed loop is separated from any other closed loop and the origin by at least two (three) tree segments and so on. Now if reduced graphs were in fact dominant, then by the same arguments, doubly reduced graphs (which are clearly also reduced) would be dominant among the reduced graphs. The set of doubly reduced graphs is generated by attaching an extra double link on the diagrams in Figures 6b-6f , which leads to a change of the sign in equations 7.22 and 7.23 as well as an increase in the dimensionality d F → 16d 3 (d − 1). Restricting to doubly reduced graphs results in
25)
26)
The chiral condensate including only doubly reduced graphs (see Figure 7) is again a decreasing function of N f , which is real for all values of N f , as was the case including unreduced diagrams, built from the base diagrams in Section 4.
Going one step further and restricting to triply reduced graphs, the sign of g b and g d changes again,
28)
29)
. As shown in Figure 7 , the chiral condensate becomes an increasing function of N f turning complex already for N f ≥ 5. This trend continues, such that for graphs reduced any even number of times we obtain a real decreasing condensate for all N f , while for any odd number of double links separating the loops, the condensate turns complex at some critical N f . This critical value of N f decreases with the number of required links, such that for quintuply reduced graphs and beyond the condensate is complex for all N f > ∼ 1.
This suggests that the existence of a critical N f above which the chiral condensate is complex as found in [12] is a direct consequence of the reduced approximation due to the change of sign in the equations for the N f -dependent g x for type x-diagrams with an uneven number of double links attached to the loop diagrams. This is further supported by including (partially) unreduced graphs in the recursive building formulated instead as in [12] . This leads to a normalized chiral condensate that decreases with N f and remains real for all numbers of flavours.
Discussion and conclusions
Overall, what we can conclude from our results for 1 N f Nc ψ ψ is that the diagrammatic expansion appears to converge at smaller values of N f , giving two real solutions in which the chiral condensate slowly approaches zero as a function of N f , but does not exhibit discontinuities, other than the non-existence of solutions for non-integer N f in the L = 8 truncation. At each order, the contributions from new sub-diagrams come with the same sign 6 . Our results indicate that the chiral condensate always decreases when more contributions are included, such that the solutions obtained appear to provide an upper bound.
We have dealt with various sources of error resulting from over-counting, however certain errors remain difficult to avoid. In particular, we note that the contribution of mistakes due to non-factorisation of integrations of overlapping diagrams could be important (see Section 6.1) and we have not accounted for this effect in these results. In addition the effect of over-counting resulting from symmetries in winding diagrams (see Section 6.3) should be investigated more thoroughly. This effect comes in at L = 6 for N c = 3 and at L = 8 for N c > 3. Finally, higher order graphs can become important at larger N f so there is still room for interesting behaviour in this regime. We leave the precise quantification of these errors for future research.
We believe the differences from [12] are as follows. The most clear difference is that we have included more contributions. Our calculations include higher order contributions up to L = 8, [12] includes contributions up to L = 4. Another difference is that we allow area 1 diagrams to attach directly to each other, resulting in "unreduced" and "partially reduced" graphs, using the terminology in [12] . Another notable difference is that the type of attachments we use all come with a negative sign. We note, however, that additional counter-diagrams could be added to correct for mis-counted overlapping diagrams and some of these would come in with a positive sign.
Higher dimensional representation fermions such as the symmetric, antisymmetric, and adjoint can also be considered however the calculations of diagrams with gauge fields in higher dimensional representations is not simply a replacement of all instances of N c with d R . This is an interesting topic which we are currently investigating.
A Dimensionalities
The dimensionalities x n are the number of ways to attach a diagram of type x to a graph with area n where the appropriate dimensionality is subtracted off d x to prevent over-counting, as explained in Section 6.2. The dimensionalities in this section are relevant for the diagrams obtained in Section 4.
The dimensional prefactors, d x , correspond to the total number of ways an x-type diagram can be placed on the lattice. These are listed in the following table:
The integral I 4
can be calculated as explained in section 5. One makes use of the decomposition
In the following, the representations that appear in the right hand side of this equation will be denoted by the symbols in brackets (following their respective Young tableaux).
We can then define the Young projectors, that project onto the standard Young tableaux in the right hand side of the above equation. They are explicitly given by The final result for I 4 is then given by the sum of all the above terms.
