The cyber security is the challenging job in present network system. There are number of existing Intrusion Detection Systems are available to overcome the issues, in this paper we proposed the linear regression and random forest technique is used. The latest UNSW-NB15 dataset is used for analyzing the proposed methods. Selecting significant features and removing irrelevant features by using proposed learning methods as well as identifying the best method by evaluating the results obtained.
Introduction
Nowadays enhancement of network system leads to increase of cyber attacks. In early days, the intrusion detection is done by administrator manually. At present the large in network system, it is very difficult of using traditional method [1] . To avoid the complexity of manual monitoring, the machine leaning algorithms are implemented in Intrusion Detection System. First the supervised learning method is implemented in IDS and it gives the best result of identify the known attacks with low false positive rate, but it is restricted on detecting only known attacks. Then the unsupervised learning method is used to detect the unknown attacks but increase in false positive rate [2] . To overcome the issues, the new method of Hybrid is introduced. Hybrid method is the combination of supervised and unsupervised learning technique and it gives the best result of high detection rate and low false positive rate [1, 4] .
Architecture classification
The architecture of IDS is important factor in every organization. The performance of IDS enhance based on the architecture of the system. It mainly categorized into three: (i) Centralized, (ii) Decentralized and (iii) Distributed.
i) Centralized IDS is the multiple systems connected into a central processing unit, in which multiple system behavior is monitored by a central processing unit. Due to the large number of systems connected, the central analysis unit is overloaded with data and Single Point of Failure (SPof). ii) Decentralized means multiple system and multiple processing units are connected using a hierarchical structure. In this structure the main processing unit at the top, in which the preprocessing of data is done by nearest processing unit and send back to the top of the main processing unit. iii) Distributed structure is designed in basis of Peer to peer (P2P) architecture. In this structure there is no main processing unit, every system has own processing unit and work is assigned to the agents in distributed method.
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Figure 1. Overview of IDS
Data Collection
In this phase the data is collected to analyze the best proposed method. UNSW-NB15 dataset is used in our research for identifying the performance of proposed methods. This dataset consists of 49 features and nine attack types.
Data Preprocessing
The collected data is preprocessed in this phase. 3) Feature Selection is the method of identifying the significant features and removing the unwanted features in order to increase the speed of the process.
Classifier Training
The supervised learning classifier method is used in our research. After selecting the relevant features the proposed classifiers are implemented to identify the anomalies. The proposed linear regression and random forest classifiers are used.
Attack Recognition
In this phase the normal and attack type are identified using trained classifiers and also testing data is processed to identify the attacks.
Proposed methodology i) UNSW-NB15 Dataset
The UNSW-NB15 dataset was latest published dataset in 2015 which consists of 45 features and nine attack types. 
iii) Random Forest Method
Random Forest is the supervised machine learning algorithm, in which the number of trees created to predicts the results with high accuracy. This method is used in both classification and regression problems. The main advantage in this model is handle the missing values as well as it would not overfit the model.
Experiment and analysis
The proposed algorithms Random Forest and Linear Regression are implemented in UNSW-NB15 dataset for selecting the relevant features in order to get accurate detection rate. The results obtained by running the proposed machine learning algorithm using Weka are shown in table 1. In order to find the best proposed method in weka, the attribute evaluator CfsSubsetEvaluator and BestFirst method is selected and get the 11 significant features in Random Forest and Linear regression Method. By comparing the metrics of mean absolute, root mean squared, relative absolute, root relative squared as shown in Table 1 and Figure 2 , Correlation coefficient is 0.999 and 0.731, Mean absolute error 0.0003 and 0.2144, Root mean squared error is 0.0078 and 0.3181, Relative absolute error 0.067% and 49.3157% Root relative squared error is 1.5705% and 68.2274%. We suggested the Random Forest method is performed better than compared to linear regression method.
Conclusion
In this method, the UNSW-NB15 dataset is used to analyze the best supervised learning method by comparing Random Forest and Linear Regression Algorithm. The Significant features are selected by implementing the proposed learning method using the Weka tool. By evaluating the results we conclude that the Random Forest Method is provided the better performance. 
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