Modern high-resolution PET is now more than ever in need of scrutiny into the nature and limitations of the imaging modality itself as well as image reconstruction techniques. In this work, we have reviewed, analysed and addressed the following three considerations within the particular context of state-of-the-art dynamic PET imaging: (i) the typical average numbers of events per line-of-response (LOR) are now (much) less than unity, (ii) due to the physical and biological decay of the activity distribution, one requires robust and efficient reconstruction algorithms applicable to a wide range of statistics and (iii) the computational considerations in dynamic imaging are much enhanced (i.e., more frames to be stored and reconstructed). Within the framework of statistical image reconstruction, we have argued theoretically and shown experimentally that the sinogram non-negativity constraint (when using the delayed-coincidence and/or scatter-subtraction techniques) is especially expected to result in an overestimation bias. Subsequently, two schemes are considered: (a) subtraction techniques in which an image non-negativity constraint has been imposed and (b) implementation of random and scatter estimates inside the reconstruction algorithms, thus enabling direct processing of Poisson-distributed prompts. Both techniques are able to remove the aforementioned bias, while the latter, being better conditioned theoretically, is able to exhibit superior noise characteristics. We have also elaborated upon and verified the applicability of the accelerated list-mode image reconstruction method as a powerful solution for accurate, robust and efficient dynamic reconstructions of high-resolution data (as well as a number of additional benefits in the context of state-of-the-art PET).
Introduction
In positron emission tomography (PET) systems, there is a continuous effort to increase sensitivity and to improve spatial resolution. State-of-the-art high-resolution PET, particularly in the dynamic imaging modality, is now more than ever in need of scrutiny into the nature and limitations of PET imaging and image reconstruction techniques. As a first observation, we note that the increasing number of crystals, and therefore the number of lines-of-response (LORs), in modern tomographs is now beginning to pose challenges from the data storage point of view (as further elaborated upon later). Moreover, time-complexity of image reconstruction can become particularly problematic as a consequence.
To better exemplify this, one may make the following interesting observation (Nutt 2003) : the number of individual crystals in PET tomographs has doubled approximately every 2 years for the past 25 years. The corresponding number of LORs (measured by the square of the number of detector elements) has therefore grown faster compared to the available computing power as given by Moore's Law (the number of transistors in an integrated circuit doubles every 18 months). One is therefore prompted to take into consideration novel and innovative image reconstruction techniques which enable feasible processing of the full information available from state-of-the-art and next-generation scanners.
With increasing interest in dynamic PET imaging, as a powerful technique providing in vivo quantitative information of dynamic physiological and biochemical processes, and usually achieved via storage and reconstruction of multiple acquisition frames, two important considerations naturally arise: (i) the aforementioned storage and computational considerations are only further enhanced (i.e., more frames to be stored and reconstructed); (ii) due to the physical and biological decay of the activity distribution, the dynamic frames may span a wide range of total-count and count-rate statistics. The latter concern necessitates consideration of the robustness of the reconstruction algorithms in a wide range of statistics, especially in the context of corrections for random coincidences and scattered events, as elaborated in sections 2 and 3.
Regarding the first consideration, the introduction of the list-mode acquisition modality has proven particularly convenient and useful. List-mode acquisition is achieved by storing information regarding the acquired events as they are detected one-by-one in the form of a list. The recorded information, or attributes of the list-mode events, typically consist of coordinates of the two detectors along which the photons are detected in coincidence, together with the time-of-detection. It is also possible to store further attributes for each event in the list-mode data, such as information about the time-of-flight, depth-of-interaction and energy. Once the list-mode data are acquired, they can be binned and sub-divided into multiple frames of desired durations, and therefore greater utility is gained by removing the need to specify the frames in advance prior to the scan. Furthermore, in terms of the storage demand, the list-mode acquisition is particularly useful, as demonstrated below.
As a notable example, we shall focus on the high-resolution research tomograph (HRRT): a state-of-the-art octagonal-design depth-of-interaction (DOI) encoding (dual layer LSO/LYSO), 3D-only dedicated PET scanner containing a total of 119,808 detector crystals. The total number of possible LORs in the HRRT is nearly 4.5 billion, exceeding most PET scanners by 2-3 orders of magnitude. With no LOR mashing (i.e., no compression of neighbouring LORs), the data set for a single frame contains 10 816 sinograms (each containing 256 radial and 288 azimuthal bins) corresponding to ∼0.8 G sinogram bins (∼1.6 GB of data). Application of data mashing, on the other hand, has been shown to adversely affect image resolution, especially as one moves away from the centre of the field-ofview (FoV) (Wienhard et al 2002) . With no data mashing in a typical histogram-mode-acquired C-11 dynamic study, wherein the scan duration is divided into, say, 18 dynamic frames, one would obtain 18 × 1.6 GB = 29 GB of data, whereas one typically collects only around ∼5-6 GB of list-mode data.
The following important observation can be subsequently raised: in modern PET scanners, the average number of events per LOR is no longer significantly above unity. In the case of the HRRT, one typically observes 10-200M counts per frame, corresponding to only ∼0.012-0.25 average counts per sinogram bin, which remarkably emphasizes the count-limited nature of PET imaging. In other words, the (vast) majority of bins in histogrammed PET data are likely not to measure any counts. This is particularly going to be the case with next-generation time-of-flight (TOF) PET scanners (see section 4). Three important observations can be made from this:
(i) The Gaussian approximation to the Poisson nature of the detection process is very inaccurate in these scanners. This rules out (weighted) least squares image reconstruction techniques (Fessler 1994) , which in the past have only been of concern in low-count studies, whereas they become categorically non-valid in state-of-the-art PET. (ii) Correction of measured events for random coincidences and/or scattered events (via subtraction of delayed coincidences and/or estimated scatter counts) can commonly yield negative sinogram bins, which needs to be critically considered. This is elaborated in sections 2 and 3. (iii) The sparseness of the sinogram data sets can point to an intrinsic advantage in application of list-mode image reconstruction techniques (i.e., direct processing of the list-modeacquired events). Section 4 discusses this in detail.
It is the very aim of this work to investigate the applicabilities and limitations of various image reconstruction techniques, within the context of state-of-the-art high-resolution PET imaging. Sections 2 and 3 outline accuracy considerations for several random and scatter correction techniques in the aforementioned context of high-resolution state-of-the-art PET imaging. Sinogram versus image non-negativity constraints have meanwhile been discussed. Section 4 introduces the list-mode image reconstruction method as a technique highly suitable for state-of-the-art PET imaging, and discussed a number of variations to the list-mode technique. Details of implementation of quantitative dynamic image reconstruction, along with the study of various list-mode projection methods, have been elaborated in section 5, with the experimental methods and results presented in sections 6 and 7.
Random correction techniques

Subtraction of delayed coincidences
The most common technique to correct for random coincidences (randoms) is to acquire events (delays) arriving within a delayed-coincidence window, such that the probability of a true coincidence is zero (this acquisition mode is available in most modern PET scanners). The delays are similarly distributed compared to the actual randoms acquired within the true coincidence window. Thus, subtraction of the delays from the events measured within the coincidence window (prompts) effectively corrects (in average) for the bias introduced by the randoms. In many existing PET scanners, the prompts data are precorrected for the detection of randoms by real-time subtraction of the delayed coincidences prior to the reconstruction step, intended to minimize data transfer and processing times. In scanners in which the prompts and delayed coincidences are separately measured, still, a similar subtraction is commonly performed inside the reconstruction schemes. Nevertheless, the subtraction technique can be problematic and can introduce challenges to the accuracy of the image reconstruction tasks, as we discuss next. 
T , the Poisson log-likelihood function
is the sum of the expected number of truesn i and scattered eventss i along the LOR i. As a first observation, we note that y i can exhibit a negative value. In other words, taking the variable Y i to denote the precorrected counts along a particular LOR i, and definingȳ =n i +s i andr as the expected number of randoms-corrected prompts (trues + scatter) and randoms, respectively, Y i has a distribution given by
Clearly, while E{Y i } =ȳ i is non-negative, the Poisson nature of the individual prompts and delayed measurements can result in negative y i values. We next note that in the simple case wheres i has a value of 0, negative y i values could cause a reconstruction algorithm that maximizes the likelihood function (1) to diverge, since l( λ) = +∞ for y i < 0 andn i = 0. Conventionally, zero thresholding has been used (Michel et al 1998 (Michel et al , 1999 to address this problem, wherein one maximizes the following log-likelihood function:
where [y i ] + = y i if y i > 0 and is 0 otherwise. The function can for instance be maximized using the EM algorithm (incorporating sinogram non-negativity):
where λ m j denotes the image intensity in voxel j (j = 1, . . . , J ) at the mth iteration and p ij is the probability of an emission from voxel j being detected along LOR i (i = 1, . . . , I ).
Nevertheless, this approach is bound to result in a positive systematic bias (Ahn and Fessler 2004, Bélanger et al 2004) , especially in high-resolution tomographs. To see this more elaborately, we note that Y can be shown (Yavuz 1999) to have a probability mass function given by
where J n (·) is the Bessel function of the first kind of order n and i = √ −1. Examples of this (ȳ = 0.1, 1.0, 10 withr = 20%) are depicted in figure 1(a) . Clearly, with a scanner exhibiting average-counts-per-LOR of ∼1 (and less), one would expect significant bias to be observed if a sinogram non-negativity constraint is imposed. More quantitatively, let us define the percentage bias (PB) as
Figure 1(b) shows plots of the calculated PB for a wide range of random fractions. Clearly, for average-counts-per-LOR lower than 10, the zero-thresholding effect becomes noticeable. For the typical range of average-counts-per-LOR encountered in a state-of-the-art scanner such as the HRRT (as indicated in the plot), the sinogram non-negativity constraint is then clearly expected to result in an overestimation bias.
Sinogram versus image non-negativity constraints
In order to reduce the aforementioned systematic bias, one may replace the sinogram nonnegativity constraint in the EM algorithm (5) with a milder image non-negativity constraint :
To see how this latter algorithm can significantly reduce the positive bias, let us consider the example of a sphere of diameter D. Using a tube-intersection model for the system matrix P = (p ij ) I ×J , a single back-projection will typically contribute to a small cylindrical collection of voxels, volume of which (inside the object) is approximately given by π(d/2) 2 D (d being the diameter of the tube). This means that in an image update (with N measured events), a voxel inside the object receives of the order of M contributions:
As a simplified example for the HRRT scanner, using D = 15 cm and d = 2.5 mm, in a typical accelerated EM reconstruction process, wherein of the order of ∼10 6 counts are back-projected per subset, a voxel inside the object is expected to receive M ∼ 400 contributions. This is >3 orders of magnitude larger than the typical average number of counts acquired per sinogram bin in the HRRT, and is expected (figure 1) to nearly eliminate the positive systematic bias. In other words, the fact that an LOR back-projection is most typically mapped onto many voxels, as well as the smaller size of the image space compared to the projection space (e.g., in the HRRT one has ∼14M image voxels compared to ∼0.8 G sinogram bins), imply that the image voxels can receive orders of magnitude larger number of back-projected counts, and are therefore not likely to exhibit an overestimation bias when using an image non-negativity constraint. We have also experimentally validated this to be the case, as shown in section 7.
In Ahn and Fessler (2004) , Ahn and Fessler have derived a separable paraboloidal surrogates (SPS) algorithm as well an EM-ML algorithm, both of which monotonically maximize the Poisson likelihood function (1) allowing negative sinogram values. However, both algorithms can be very expensive to implement. For instance, the proposed ML-EM algorithm is given by
where
Note that for a scan in which y i 0 for all i, the above algorithm simplifies to the regular EM algorithm in which s j = I i=1 p ij . Otherwise, we note that the sensitivity correction factor s j ( λ m ) depends on the image estimate, and therefore needs to be updated after every subset. This can especially prove very time-consuming in dynamic studies (wherein by comparison the regular EM algorithm calculates s j values only once for the entire scan and uses them subsequently in all the subsets of all the dynamic frames).
There exist a number of other approaches in the literature developed to reconstruct randoms-precorrected data. These include: 
where the exact probability function is given by equation (6). The reader is referred to Snyder et al (1995) and Yavuz and Fessler (1998) for more detail. According to Ahn and Fessler (2004) , to date, the saddle-point approach has been able to outperform other approaches to reconstruction of randoms-precorrected data.
The two aforementioned techniques are particularly suited for scanners in which randoms-precorrection is automatically performed and they require calculation of the expected random countsr i for all the LORs (e.g., using the measured singles rates). As such, they are not optimal for reconstruction of data from scanners in which the prompts and delayed coincidences are recorded separately; they do not pose a computational advantage over the ordinary Poisson (OP) modelling of the prompts data (discussed in section 2.3), while also keeping in mind that they are approximate techniques and may require non-negativity constraints 4 .
(iii) The AB-EMML algorithm. Developed by Byrne (1998) , this algorithm is an extension of EM-ML allowing the user to include prior information about the lower and upper bounds for the image values (A and B in AB-EMML stand for these bounds). The AB-EMML algorithm has previously been applied to SPECT imaging 5 . The algorithm converges to the solution of y = P λ while satisfying the vector inequalities A λ i B, when such a solution exists (consistent case). In the realistic (inconsistent) case, the algorithm converges to a solution which minimizes a cost function related to the so-called Kullback-Leibler (KL) cross-entropy 6 . Considering a negative lower bound only (i.e., setting B = +∞), it is possible to show that the AB-EMML algorithm can be re-written in the form
whereȳ i ( λ m ) is the expected number of (randoms-precorrected) counts, given by equation (2). The algorithm can be shown to converge to a minimizer of the cost function KL( y + |P A|, P λ + |P A|), which is equivalent to maximizing the log-likelihood function
This technique (compared to the aforementioned two methods) does not require measurement/calculation of the expected random countsr i . Yet, it effectively assumes Y i = Y i + |P A| i to be Poisson distributed, and in this sense, is a less accurate model than, for instance, the shifted-Poisson approximation which is specifically tuned to match the mean and variance of the randoms-precorrected data (using the variable
Direct reconstruction from prompts data
There are two important advantages in avoiding altogether the delayed-coincidence subtraction technique:
(i) As already noted, the subtraction technique, while compensating in mean for the presence of randoms, increases the variance of the data. This is the very reason why the noise equivalent count (NEC) rate, as a function of the true, scatter and random event rates (R t , R s and R r ) is given by Daube-Witherspoon et al
5 Erlandsson et al (2000) use the AB-EMML (with A < 0) in order to allow for negative image values in low-statistic (dynamic) SPECT, which can yield negative projections after correction for scatter. In a different context, Narayanan et al (1999) use this algorithm (A < 0) in an application of the Karhunen-Loeve (KL) transform to 4D reconstruction of cardiac gated SPECT images (thus accounting for negative values in the KL space). On the other hand, Kohli et al (1999) use positive lower and upper bounds, to accelerate resolution recovery in cardiac SPECT. 6 The cross-entropy or KL distance between two i-dimensional vectors is given by
When minimizing, for instance, KL( y, P λ) with respect to λ (first term independent of the parameter being estimated), the task can be seen to be equivalent to maximizing the Poisson log-likelihood function
wherein it is implicitly noted that the subtraction of delayed coincidences degrades the signal-to-noise ratio. (ii) All the aforementioned algorithms, which have been developed to tackle data that are precorrected using the delayed-coincidence events, are approximate in nature (with the exception of the computationally expensive equation (10)). In contrast, the direct reconstruction of the prompts data does not require such approximations. To see this we note that the prompts data y p i are themselves Poisson distributed, having an exact ordinary Poisson (OP) log-likelihood objective function:
Application of expectation maximization, for instance, yields the following OP-EM algorithm (Politte and Snyder 1991) :
In this approach, one does require knowledge of the expected random rates (which was also the case for the shifted-Poisson and saddle-point approximations). To address this issue, two approaches are possible: (i) using singles measurements at the detectors (Rokitta et al 2000) to calculate the expected randoms contribution or (ii) variance reduction (smoothing) for the measured delayed events (Casey and Hoffman 1986 , Mumcuoglu et al 1996a , Badawi et al 1999 .
The first approach has the advantage of utilizing high statistics singles measurements. At the same time, it increases the 'bandwidth' of the scanner, since delayed time windows need not be imposed for delayed-coincidence measurements, and thus less saturation of counts would occur especially for studies involving high count rates. In the particular case of the HRRT scanner, however, the singles rates can only be measured at the block level and not for the individual crystals. This can result in a relatively coarse estimation of the random rates at the individual crystals. One possible approach is to introduce and measure relative efficiency factors for the individual crystals within a block; however, these factors are found to be count-rate dependent (Barker et al 2004) .
An alternative approach, currently available for the HRRT scanners and used in this work, involves a generalization of the Casey 3D random-smoothing technique (Casey and Hoffman 1986) and estimates the crystal singles rates from the delayed-coincidence measurements (inherently including the effect of dead time) followed by a standard calculation of the random rates from the singles.
Calculation of scattered events
Of the various scatter-correction techniques (e.g., convolution-subtraction Jones 1994, Reader et al 2001) , comparison of 2D and 3D distributions (Cherry et al 1993) , dual energy-window acquisition methods (Grootoonk et al 1996) and direct calculation of the scatter distribution using the Klein-Nishina formula (Ollinger 1996) ), the latter type of calculation is attractive since it treats the scatter using basic physical principles and is gradually becoming a practical alternative due to increasing computing power. In the present study, we have used the Watson single scatter simulation (SSS) technique (Watson 2000) . The original implementation of the algorithm was purely image based (i.e., would compute the scatter contribution using only an initial image estimate, followed by a subtraction in image space). More recent versions (Watson 2003) utilize the histogrammed data additionally to scale the calculated scattering components in order to compensate for external scatter.
The nonlinearity of statistical reconstruction methods such as the EM algorithm, as opposed to the analytic techniques, implies that the subtraction of scatter in image space is not an accurate approach. Alternatively, in the present context of dynamic high-resolution PET imaging, we have investigated quantitative accuracies associated with two commonly employed scatter-correction schemes.
(i) Subtraction of scatter in projection space. This method involves the subtraction of estimated scattered eventss i from the measured events along each LOR i. The approach has a potential limitation: it can be seen to be problematic in a very similar sense to the subtraction technique for the delayed coincidences. To see this, let us neglect random events momentarily and choose the variable Y i to denote the measured counts along an LOR i:
One may then note that this distribution (i) does not follow Poisson statistics (e.g., note the inequality of mean and variance: E{Y } =n, Var{Y } =n +s) and (ii) may result in negative values, the former challenging the accuracy of the EM reconstruction task and the latter forcing the introduction of non-negativity constraints (and the various complications, as discussed in section 2.2).
(ii) Inclusion of scatter inside the reconstruction algorithm. Considering the OP-EM algorithm (19), the calculateds i values are used in the denominator of the EM algorithm, along with the expected trues and randoms, to provide an expected value for the number of prompts measured along an LOR i (in the numerator). This approach, unlike the scatter precorrection method, maintains the Poisson nature of the data and does not require application of non-negativity constraints 7 . It must be noted here that the aforementioned scatter-correction techniques, though very commonly employed in the literature, are technically not exact, since strictly speaking they require access to the true image (which is the very task at hand) in order to calculate the estimated scattered events. In practice, this is achieved by an initial fast reconstruction of the image.
An alternate technique involves inclusion of the effect of scatter directly into the system matrix P = (p ij ) I ×J . In this way, one would be computing the probability that an annihilation generated in a voxel j would be detected along an LOR i, including the effect of scatter. This technique therefore only requires access to the attenuation data, and is independent of the emission image, and is in this sense exact as it does not require an initial estimate for the emission image. However, the extension of this technique from 2D to 3D PET, especially in state-of-the-art PET, is very complex as it renders the system matrix very non-sparse (highly complicating on-the-fly calculations) and scanspecific (not allowing pre-calculation of a look-up table), and remains to be investigated in future studies.
List-mode image reconstruction
As elaborated in section 1, state-of-the-art high resolution PET imaging, particularly in the dynamic imaging modality, can require processing of very large data sets. As we describe below, the list-mode image reconstruction method provides a very practical solution for efficient and accurate reconstructions. These, in addition to other advantages of the technique, are discussed below.
The technique and its benefits
Conventional image reconstruction techniques histogram the collected data into sinogram bins. This can be achieved by (i) direct histogram-mode data acquisition or (ii) by histogramming data initially collected in the list-mode acquisition modality (as introduced in section 1). Nevertheless, we elaborate on several benefits that can be gained by direct reconstruction of the individual list-mode data events (i.e., bypassing the histogramming step).
(i) Faster reconstruction. As elaborated in section 1, in modern PET imaging, the average number of events measured per LOR is becoming (much) less than unity. List-mode reconstruction techniques implicitly ignore LORs along which counts are not recorded (Reader et al 1998) and can therefore (considerably) improve the reconstruction speed.
(ii) Preservation of maximum sampling frequency. When histogram-mode reconstruction methods are used, the data are often mashed, i.e. certain 'nearby' LORs are histogrammed into the same sinogram bin in order to reduce the size of the sinogram data. Application of data mashing, however, degrades the image resolution, especially away from the centre of the FoV (Wienhard et al 2002) . In the case of list-mode reconstruction, since events are considered one-by-one, sinogram data compression is in principle not needed, thus resulting in preservation of maximum sampling frequency at no extra cost.
(iii) Time-of-flight PET. With the continuous improvements in the technology of PET imaging (e.g., faster electronics, discovery of the scintillator LSO), time-of-flight (TOF) PET is now being actively reconsidered (Moses 2003) . TOF PET, especially in whole body scanning, is expected to considerably improve image noise behaviour (Kimdon et al 2003) . The important observation is that with the added attribute of TOF measured for the acquired events, increasingly more sinogram bins will be required to take into account the measured TOF information along each LOR. In contrast, with list-mode reconstruction, one does not require the use of sinogram bins and instead processes the events one-by-one, conveniently including the TOF information for each event.
(iv) Accuracy and convenience of motion correction. High resolution clinical imaging may only be achieved after implementation of accurate and practical motion compensation methods, for which the list-mode approach is particularly suited. In histogram-mode reconstruction, a motion-corrected LOR will not typically correspond exactly to the centre of a sinogram bin and therefore an interpolation needs to be performed ( figure 2(a) ). In list-mode reconstruction, however, motion-corrected list-mode event coordinates can be maintained as continuous variables , thus preserving a higher degree of accuracy in the reconstruction task. This points to a potential advantage in terms of better sampling of the motioncorrected data in list-mode reconstruction. Furthermore, in histogram-mode reconstruction, the regularly employed sinogram space has to be extended in order to allow histogramming of all motion-compensated LORs including those that do not correspond to existing detector pairs ( figure 2(b) ), a problem again not encountered in list-mode reconstruction . (v) Spatio-temporal reconstruction. Another interesting possibility with list-mode data is that of truly 4D image reconstruction. This approach would not consist of dividing the data into multiple frames (activities within which are assumed to be static). Rather, it would involve the use of temporal basis function to represent the activity in each voxel and estimating the coefficients of the basis functions by the collective use of the data. We plan to explore and investigate this exciting possibility in future works. A possible approach has already been presented by Nichols et al (2002) .
List-mode EM reconstruction
The list-mode expectation maximization (LMEM) reconstruction algorithm has been elaborated elsewhere (see, e.g., Parra and Barrett (1998), Reader et al (2002) , ). Here, we briefly summarize the EM schemes that have been investigated in this work. The general LMEM algorithm can be written as
where i k refers to the LOR along which the kth list-mode event is detected and n is the number of measured events. Including the effects of randoms and scattered events, the random subtraction RS-LMEM algorithm (including an image non-negativity constraint) can be written as
which can be seen to be equivalent to the histogram-mode algorithm (8). As noted at the beginning of section 3, this work uses the single scatter simulation (SSS) method to create an estimated scatter sinogram used in both histogram-mode and listmode techniques. In list-mode reconstruction, once processing a given event k, the scatter contribution is looked up from the scatter sinogram bin corresponding to LOR i k . Similarly, the ordinary Poisson OP-LMEM algorithm has the form
and requires, in contrast to the RS-LMEM scheme, access to the estimated randoms for the LORs.
Accelerated list-mode reconstruction
The use of subsets, as originally employed by Hudson and Larkin (1994) in the histogrammode ordinary subset EM (OSEM) algorithm, is similarly applicable to list-mode image reconstruction (Reader et al 1998) : in this case, the subsets are event based (instead of LOR based) and are obtained by sub-dividing the list-mode data into segments that span a fraction of the total duration. We shall use S l to denote the lth list-mode subset ( 
wherein random and scatter-correction factors can be easily incorporated (RS-and OP-LMEM).
It must be noted that the regularly subsetized EM algorithm (histogram mode or list mode) is not a mathematically convergent algorithm and can result in limit cycles , though in practice it is seen to perform considerably faster than the non-subsetized algorithm. We have therefore additionally considered a convergent subsetized list-mode EM (CS-LMEM) algorithm (Khurd and Gindi 2003, Rahmim et al 2004) , which follows very similarly the convergent C-OSEM approach by Hsiao et al (2002a Hsiao et al ( , 2002b . It can be written asλ It must however be noted that the additive nature of the algorithm makes the update scheme rather conservative and can yield considerably slow convergence rates compared to the ordinary subsetized technique. A hybrid method, starting with the ordinary subsetized algorithm and subsequently switching to the convergent algorithm, was suggested in Rahmim et al (2004) . However, in the current work, as demonstrated in section 7, we have observed the convergence rate to be sufficiently slow even in the ordinary subsetized algorithm such that, given the practical consideration of performing less than ten iterations per frame, using the convergent algorithm was not perceived to be of much advantage. 
Details of implementation
Quantitative dynamic image reconstruction
Our dynamic image reconstruction scheme consists of dividing the list-mode-acquired data set into specified dynamic frames, with the activities within each separately reconstructed. It must be noted here that the activity distribution (within the duration of each frame) is likely not to remain entirely static, and thus use of sequential time subsets is not desirable. In other words, one wishes to minimize differences between the maximum likelihood estimators for the various subsets by minimizing inconsistencies between the activity distributions for the subsets. We have thus used an alternative scheme for the definition of the subsets (refer to figure 3) in which each frame is divided into a number of segments, each of which is in part divided into L portions (L being the number of data subsets).
The estimated randomr and scatters contributions were calculated using the generalized Casey random-smoothing and the Watson single scatter simulation (SSS) methods, respectively, as described at the end of section 2.3 and beginning of section 3.
It must be noted here that statistical image reconstruction allows the modelling and incorporation of various physical effects into the system-matrix formulation, including effects of detector normalization and attenuation (Hebert and Leahy 1990 ) (included in this work) as well as positron range, non-collinearity of the annihilation photons, detector blurring and crystal penetration (e.g., see Mumcuoglu et al (1996b) and Leahy and Qi (2000) ). The latter effects have not been fully incorporated in this work yet, as the enormous size of the HRRT's system matrix has prompted us to adapt the approach of calculating the required systemmatrix elements on-the-fly. A possible approach in the list-mode scheme has been presented by Reader et al (2002) but the authors model detector blurring/penetration effects in the image domain, which is not an accurate approach in space-variant scanners.
In the current implementation, the sensitivity correction factors, though computationally complex as they require back-projection of all possible LORs (along with normalization and attenuation factors), need only be calculated once for the entire dynamic image reconstruction task. This is because the sensitivity factors are independent of the emission scan. In the context of motion-correction EM algorithm for the HRRT, Carson et al (2003) have suggested sampling of a randomized portion of the LOR space for the calculation of the sensitivity factors. It remains to investigate the presence of reconstruction artefacts in this approach, especially as it has been shown (Qi and Huesman 2003) that errors in the sensitivity image can be highly propagated into the reconstruction task 8 .
List-mode projection techniques
In general, forward-and back-projection schemes can be performed using two main approaches: voxel 9 -driven and LOR-driven. It has been suggested (Egger 1996 , Wallis and Miller 1997 , Reader 1999 ) that best results may be obtained when the back-and forwardprojection operations are output-driven, i.e. if back-projecting, the process should be voxeldriven and if forward-projecting, the process should be LOR-driven. A hand-waiving argument has been put forth (Wallis and Miller 1997) : if a projection is output-driven, the operation would be a 'many-to-one' operation rather than a 'one-to-many' value operation. For instance, when back-projecting, an LOR-driven approach measures how each LOR contributes to all the voxels ('one-to-many'), whereas in the voxel-driven approach, one would be measuring the contributions of all the LORs to a given voxel at a time ('many-to-one'). However, within the HRRT reconstruction framework, we have not seen this argument (which does not involve a proof) to actualize in experimental tests. We have in fact observed nearly similar results independent of whether the back-projection procedure is voxel-driven or LOR-driven, as elaborated shortly.
Due to the intrinsically LOR-based nature of list-mode reconstruction, only the LORdriven projection operations may be utilized. This is one limitation of list-mode reconstruction, and is in a sense acquired due to the fact that one does not need to access the entire projection space in list-mode reconstruction (which is one important potential advantage of the technique in the first place, especially for low-statistic frames). In our reconstructions, as stated above and shown later, we have not observed a degradation in image quality when switching from voxel-driven back-projection (used in histogram mode) to LOR-driven back-projection.
In this work, three existing projection techniques were implemented and compared for use in list-mode reconstructions:
(1) The Siddon method. Following the work of Siddon (1985) , this technique is based on calculating the path length of intersection of a given LOR along each voxel, as depicted in figure 4(a) . However, we have experimentally demonstrated in this work that this technique, though very efficient in implementation, is considerably inferior in accuracy to the following two methods. (2) Trilinear interpolation. To understand this technique, let us consider an image grid with voxels of unit length in all directions. Trilinear interpolation works by stepping through a given LOR with increments of unit length, as shown in figure 4(b) for the 2D case. For back-projection then one distributes the LOR value between the nearest voxels (four in 2D, eight in 3D). In forward-projection, similarly, the LOR value is obtained from the nearest eight (four) voxels in 3D (2D). (3) Bilinear interpolation. In bilinear interpolation, the length of increments on a given LOR is chosen so as to ensure that the sampled points lie along the centres of the voxels in one direction, in order to eliminate interpolation in that direction. In our case, the dimension along which interpolation is eliminated is the transaxial (X or Y ) direction along which the given LOR increases faster; e.g., Y direction for the LOR shown in figure 4(c). This method is potentially less accurate (which we have not observed to be the case, as shown later) than the trilinear counter-part since it makes the lengths of the increments LOR dependent. However, the technique is faster since: (i) interpolation along one direction is eliminated; i.e. for each point on the LOR, an interpolation is performed over only four (two) nearest voxels in 3D (2D) and (ii) for oblique LORs, fewer samples per LOR are considered.
The current implementation of the trilinear interpolation technique is ∼4 times slower than the Siddon method, while Bilinear interpolation is comparable (only ∼20% slower). Figure 5 shows images obtained by back-projection of constant values along a projection direction at an oblique transaxial angle φ = 30. Results are shown for the three aforementioned projection techniques. Horizontal profiles across these images can be used to compare the back-projection artefacts, as shown in figure 6(a) . We have observed that the artefacts vary according to the projection angle, yet typically, the artefacts are seen to be stronger in the Siddon case as compared to the bilinear and trilinear interpolation techniques 10 . We shall also demonstrate in section 7.1 that (i) reconstructed image quality is manifestly superior when performing trilinear and bilinear interpolations, compared to the Siddon technique, while the two former techniques perform comparably and (ii) output-driven histogram-mode reconstruction yields nearly similar image qualities compared to LOR-driven list-mode reconstruction. 
Methods
Algorithms explored in this work
In this work, we implemented random-and scatter-corrected list-mode EM (LMEM) reconstructions, and investigated quantitative accuracy of these algorithms as well as the standard histogram-mode EM (HMEM) reconstruction schemes for state-of-the-art highresolution dynamic PET imaging. Random (and scatter) subtraction techniques employing (i) sinogram non-negativity (SN) and (ii) image non-negativity (IN) constraints, as well as the OP-EM algorithm, were applied to data sets spanning a wide range of statistics. The algorithms considered can be summarized as follows: The analytic FORE+2D-FBP reconstructions were used as gold standards for quantitative accuracy in dynamic reconstructions (due to the linearity property).
Tomograph: the HRRT
Data were acquired on the second generation of the high-resolution research tomographs (HRRT) (Wienhard et al 2002) . This HRRT scanner has an octagonal design, with the detector heads consisting of a double 10 mm layer of LSO/LYSO for a total of 119 808 detector crystals (crystal size 2.1 × 2.1 × 10 mm 3 ). The total number of possible LORs is 4.486 × 10 9 .
Experiment 1-radioactive paper source
This experiment was performed to study resolution and noise properties of the various projection techniques discussed in section (5.2). Using the technique presented in (Sossi et al 2005) , which allows printing of radioactive patterns using a modified standard ink-jet printer, we imaged radioactive ( 18 F) point sources of size 0.7 mm placed at X = 0, 1, 2, 3, 4, 5 and 6 cm radially away from the centre of the FoV. The sample also included a 1 × 7 cm 2 rectangular area of uniform activity created for the purpose of monitoring noise behaviour. For better visualization, a sample reconstructed image of the radioactive paper source is shown in figure 7(a) . The middle row of point sources (which were printed over a background) were not utilized for analysis in this work.
The overall FWHM for any given point was measured by calculation of the rootmean-squared value of the measured point widths in the transaxial (X, Y ) and axial (Z) directions. The percentage noise (standard deviation/mean) for a given reconstructed image was calculated in two ways:
(1) Voxel noise. In which percentage variation of the individual voxels along the entire rectangle was measured. (2) ROI noise. In which the activity rectangle was sub-divided into eight small rectangular ROIs and the percentage variation of the sum of counts in the ROIs was measured.
As elaborated in section 5.2, three LOR-driven projection methods were considered and implemented for performance of back-and forward-projection on the HRRT: (a) the Siddon method as well as (b) trilinear and (c) bilinear interpolation techniques. The data were subsequently reconstructed using the aforementioned projection methods (3 iterations and 16 subsets of the RS-IN list-mode algorithm were applied). Histogram-mode EM reconstruction was also applied to the data, wherein projection algorithms used bilinear interpolation and were output-driven (i.e., voxel-driven back-projection and LOR-driven forward-projection) as discussed in section 5.2. Subsequently, the resolution (FWHM) and noise properties of the reconstructed images were compared.
Experiment 2--contrast phantom
Phantom study. A 20 cm long, 10 cm radius phantom was used. The phantom had two 5 cm diameter cylindrical inserts, as depicted in figure 7(b), one was a 'cold' Teflon insert, and other was filled with a 11 C radioactivity concentration of 59.4 kBq ml −1 ('hot' insert). The phantom itself was filled with a 11 C concentration of 11.5 kBq ml −1 ('background'), yielding a hot insert to background ratio of 5.2. Eighteen dynamic frames (5 min each) were considered. The measurement thus covered 4.4 radioisotope half-lives. The random fraction was 25% in the first frame and 5% in the last frame.
Comparison schemes. The following comparisons were performed: Figure 8 shows measured resolution values for the various points across the FoV 12 , upon application of 3 iterations and 16 subsets of S-LMEM algorithm to the data. For comparison, results of application of histogram-mode EM reconstruction are also shown, wherein voxel-driven back-projection and LOR-driven forward-projection (referred to as outputdriven projection) were used, as recommended by previous investigators (see discussion in section 5.2).
Results
Experiment 1-radioactive paper source
Similarly, noise versus iteration plots are shown in figure 9 for the aforementioned reconstruction algorithms, wherein (a) voxel noise and (b) ROI noise were considered, as described in section 6. Three main observations can be made with respect to these figures:
(1) Clearly, the Siddon technique performs noticeably poorly compared to the other interpolation methods (especially in terms of resolution). (2) Trilinear and bilinear interpolation techniques perform nearly similarly. (3) Histogram-mode reconstruction with output-driven projections does not perform better than list-mode reconstruction with LOR-driven projections.
Given the aforementioned observations, and the fact that the current implementation of the trilinear interpolation technique is ∼4 times more expensive than the Siddon method, whereas bilinear interpolation is only around 20% slower, we are therefore prompted to select the bilinear technique as our method of choice in subsequent reconstructions.
Experiment 2-contrast phantom
TAC and axial profile comparisons. Figure 10 shows images of time-activity curves obtained for the three reconstruction schemes: (a) FORE+2D-FBP, (b) RS-IN and (c) RS-SN. The RS-IN algorithm is seen to yield a relatively flat TAC, similar to the FORE+2D-FBP case. However, the RS-SN scheme yields time-activity curves which (especially for the cold and background regions) increase with higher count-rate frames. This is attributed to the increasing overestimation bias (when using SN constraint) with frames with higher random fractions (initial frames in the dynamic study). Axial profiles of the mean ROI activity have been depicted in figure 11 for the hot (top), cold (bottom) and background (middle) regions. The profiles for the 18 frames have been drawn overlaying one another. The RS-IN algorithm is clearly seen to outperform the FORE+2D-FBP algorithm in terms of noise (especially in the background and cold regions). Furthermore, due to the aforementioned zero-thresholding bias, the RS-SN scheme does not yield overlapping axial profiles for the various frames and performs poorly. Figures 12(a)-(c) show plots of percentage noise, as well as hot and cold contrasts for the OP-S-LMEM (with and without scatter correction) and the convergent OP-CS-LMEM algorithms. Clearly, even though the latter scheme relatively suppresses noise, it exhibits a very slow convergence rate in the cold region. We attribute this to the additive nature of the convergent algorithm resulting in a relatively slow update scheme. Furthermore, we observe the convergence rate to be relatively slow even in the ordinary subsetized algorithm such that using the hybrid ordinary/convergent algorithm will not noticeably improve the reconstruction task. Subsequently, we have chosen to use the S-LMEM approach (where applicable) in the rest of this work.
Comparison of accelerated list-mode algorithms.
Comparison of non-negativity constraints and the OP method. Figure 13 (a) shows transaxial profiles through first frame of the data (161M total counts, 25% random fraction), reconstructed without scatter correction for the RS-SN, RS-IN and OP-LMEM schemes. Clearly, the sinogram non-negativity constraint (in RS-SN) results in an overestimation bias. On the other hand, use of image non-negativity (in RS-IN) removes this bias with respect to the OP-LMEM technique. In the case when scatter correction is applied, figure 13 (b) shows similar profiles through images reconstructed using the scattered-corrected RSS-SN-SC, RS-IN-SC and OP-LMEM-SC algorithms. The histogram-mode OP-HMEM-SC algorithm (not shown) was also observed to nearly coincide with the latter two schemes. Here again, we note that the sinogram non-negativity constraint produces an overestimation bias with respect to the other methods and clearly exhibits degradation of contrast between the active and cold regions. OP technique produces nearly uniform and non-biased TAC curves for a very wide range of statistics (TAC uniformity was also observed for the random-subtraction RS-IN method in figure 10(b). Figure 14 (c) compares the noise properties of the RS-IN-SC and OP-LMEM-SC algorithms. Clearly, while we have seen the IN constraint to remove the overestimation bias observed when using the SN constraint, it is seen here to exhibit a higher degree of noise compared to the OP-LMEM-SC scheme. This is attributed the exact Poisson nature of the prompts which are directly reconstructed using the OP approach.
As a last remark, we note that implementation of early termination of the iterative tasks in this work has been mainly for (i) computational complexity considerations as well as (ii) to suppress noise growth. The number of iterations used in the aforementioned studies may not be indicative of what will be required in actual animal and patient scans. In future works, we shall determine optimal stopping criteria by studying the convergence of measured counts in regions-of-interest used in modelling tasks.
Conclusion
High-resolution PET imaging imposes a number of challenges to the image reconstruction task, including that of increasingly large and sparse data sets. In this work, we have analysed and addressed quantitative accuracy considerations in the particular context of state-of-the-art dynamic imaging: (i) We have argued theoretically and shown experimentally that with the typical average number of events per LOR now (much) less than unity, the sinogram non-negativity constraint (when using the delayed-coincidence and/or scatter-subtraction techniques) is expected to result in considerable overestimation biases. This has been shown to particularly degrade contrast recovery and to adversely affect time-activity curves. (ii) By contrast, techniques employing the milder image non-negativity constraints, as well as methods including the expected random and scatter estimates inside the reconstruction algorithms, are shown to resolve the bias, with the latter exhibiting preferable noise properties. (iii) We have demonstrated that the accelerated list-mode image reconstruction method provides a very practical solution for efficient and quantitatively accurate reconstructions across a wide range of statistics for the HRRT scanner, rendering the technique very suitable for dynamic (4D) imaging in state-of-the-art high-resolution tomographs.
