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Chapitre 1
Introduction
1.1 Concepts
1.1.1 La physique quantique
La physique quantique a connu de profonds changements au cours de ces dernie`res anne´es.
Elle a d’abord permis une compre´hension de la matie`re qui a donne´ lieu a` de nombreuses applica-
tions technologiques, qui sont aujourd’hui devenues indispensables. L’exemple le plus important
est sans doute celui du laser, omnipre´sent, dont le principe de fonctionnement est intrinse`que-
ment quantique. Les semi-conducteurs ont e´galement e´te´ fortement de´veloppe´s graˆce a` la phy-
sique quantique, permettant la miniaturisation et le de´veloppement des ordinateurs a` grande
e´chelle. Toutes ces applications sont base´es sur une compre´hension des phe´nome`nes d’interac-
tions complexes qui ope`rent entre les atomes, et e´galement avec la lumie`re.
La physique quantique est base´e sur des concepts pour lesquels nous n’avons que peu d’in-
tuition. A une particule, on ne peut associer qu’une probabilite´ de pre´sence a` un certain endroit
de l’espace. Certaines grandeurs physiques, telles que la position et l’impulsion, ne peuvent
pas eˆtre de´termine´es en meˆme temps. Parmi les nombreuses proprie´te´s propres aux syste`mes
quantiques, deux peuvent eˆtre conside´re´es comme les plus repre´sentatives des di↵e´rences avec le
monde macroscopique : la premie`re est le principe de superposition. Un syste`me quantique peut
eˆtre dans une superposition de plusieurs e´tats quantiques a` la fois, cette superposition n’e´tant
leve´e que lorsque qu’une mesure est e↵ectue´e sur le syste`me. Plusieurs expe´riences ont confirme´
ce phe´nome`ne surprenant, dont la ce´le`bre expe´rience des fentes d’Young, re´alise´e en envoyant
une seule particule, ou meˆme un seul photon. La seconde proprie´te´ est la possibilite´ d’avoir des
corre´lations quantiques non locales entre deux syste`mes, l’intrication, a` la base de nombreux
protocoles d’information quantique.
1.1.2 L’information quantique
La the´orie de l’information remonte aux anne´es cinquante, avec la contribution majeure
de Claude Shannon [Shannon48] qui introduisit les outils ne´cessaires pour quantifier la notion
d’information, et de ce fait les ressources ne´cessaires a` sa manipulation et a` son stockage. Il a
e´galement pose´ les bases the´oriques de la compression des donne´es, et des codes correcteurs d’er-
reurs. L’information est encode´e en utilisant les symboles d’un alphabet, pouvant eˆtre compose´
d’un ensemble d’e´le´ments discret, c’est le cas du codage nume´rique prenant les valeurs 0 ou 1,
ou d’un ensemble d’e´le´ments continu, comme pour le codage analogique. Dans les deux cas, les
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e´le´ments de l’alphabet peuvent correspondre a` di↵e´rents e´tats d’un syste`me physique. Les e´tats
0 et 1 peuvent par exemple eˆtre stocke´s dans une me´moire en utilisant deux e´tats d’aimantation
d’un mate´riau, et le codage analogique peut correspondre a` l’amplitude d’une tension ou d’un
champ e´lectromagne´tique. Tous ces syste`mes ont la particularite´ d’eˆtre de´crits par les lois de la
physique classique, du fait de leur taille macroscopique.
En revanche, depuis quelques de´cennies il a e´te´ re´alise´ que les proprie´te´s de base des syste`mes
quantiques pouvaient eˆtre utilise´es comme des ressources fondamentales pour traiter et commu-
niquer de l’information, donnant naissance a` un domaine en plein de´veloppement : l’information
quantique. En codant un bit sur deux e´tats |0i et |1i d’un syste`me physique obe´issant aux lois
de la physique quantique – niveaux d’e´nergie d’un atome, e´tats de vibration dans un pie`ge,
polarisation d’un photon, etc...– le bit quantique, ou qubit, peut se trouver dans une superposi-
tion arbitraire c0|0i+c1|1i alors que le bit classique ne peut eˆtre que dans l’e´tat 0 ou 1. Cette
superposition est a` la base du calcul quantique, qui l’exploite afin de pouvoir re´soudre certains
proble`mes exponentiellement plus rapidement qu’avec un ordinateur classique. De nombreux
syste`mes physiques font l’objet de recherches actives : atomes, ions, photons, supraconducteurs,
etc. . . Chacun de ces syste`mes posse`de ses propres avantages et ses limites pour une mise en
œuvre e cace. Exploiter ces proprie´te´s quantiques reste un formidable de´fi technologique, tant
elles sont fragiles et tendent a` eˆtre estompe´es par l’environnement externe et les imperfections
expe´rimentales. Beaucoup de recherches sont e↵ectue´es en vue de trouver des imple´mentations
robustes et utilisables a` grande e´chelle.
Les corre´lations quantiques, ainsi que le principe d’incertitude de Heisenberg – selon lequel
certaines grandeurs quantiques ne peuvent pas eˆtre de´termine´es en meˆme temps – ont permis
de de´velopper les communications quantiques, dont l’exemple le plus avance´ est la cryptographie
quantique, qui commence a` atteindre un stade commercial. La cryptographie quantique, plus
pre´cise´ment la distribution quantique de cle´, consiste a` transmettre une chaine de bits entre
deux partenaires, a` travers un environnement sous le controˆle d’un espion tentant d’intercepter
la communication. L’information est le plus souvent transmise en utilisant de la lumie`re envoye´e
dans une fibre optique, ou se propageant a` l’air libre. Sa grande force est de garantir que la
cle´ extraite en e↵ectuant un certain nombre de manipulations sur les donne´es sera parfaitement
secre`te, quelles que soient les ressources physiques dont dispose l’espion. Elle peut ensuite eˆtre
utilise´e pour coder un message, soit avec des algorithmes utilisant des cle´s plus courtes que le
message a` transmettre, soit en utilisant une cle´ de la meˆme longueur que le message, ce qui rend ce
dernier parfaitement inde´chi↵rable. Ce secret est cependant obtenu au prix de de´bits pouvant eˆtre
tre`s faibles compare´s a` ceux atteints aujourd’hui par les communications classiques standards.
Ce taux de cle´ secre`te est d’autant plus faible que le canal quantique introduit des pertes et
du bruit, et peut meˆme devenir nul si les conditions de la transmission sont trop de´favorables.
Les recherches sur les di↵e´rents protocoles de cryptographie quantique visent a` ame´liorer ces
performances, tout en ne´cessitant un dispositif expe´rimental le plus simple possible, voire afin
de pouvoir utiliser les technologies telecom tre`s avance´es.
L’information quantique ne se limite toutefois pas au calcul quantique et a` la cryptographie
quantique. De nombreux autres protocoles permettent d’utiliser les ressources quantiques pour
le traitement de l’information.
Enfin, deux domaines, plus ou moins disjoints, peuvent eˆtre di↵e´rencie´s : celui ou` l’informa-
tion est code´e sur un ensemble d’e´tats discret. On parle alors de variables discre`tes ; et celui ou`
l’information est code´e sur un ensemble d’e´tats continu, comme l’amplitude du champ e´lectrique.
On parle alors de variables continues. Certains syste`mes physiques sont naturellement de´crits
par des variables discre`tes ou continues : les niveaux d’e´nergie d’un atome sont discrets, tout
comme les e´tats d’excitation d’un oscillateur harmonique, alors que la position ou l’impulsion
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d’un e´lectron sont continues. D’autres syste`mes, comme le champ e´lectromagne´tique quantique,
peuvent eˆtre aussi bien de´crits par des variables discre`tes que par des variables continues. Le
photon, quantum d’e´nergie par nature indivisible, semble eˆtre naturellement de´crit par des va-
riables discre`tes, toutefois, le champ e´lectromagne´tique qui lui correspond prend des valeurs
continues.
1.2 Travail de the`se
L’information quantique est une discipline donnant lieu a` de nombreuses the´matiques. Sur
le plan the´orique, il est ne´cessaire de de´velopper de nouveaux outils et de nouveaux protocoles
utilisant les ressources de la physique quantique. Sur le plan expe´rimental, le principal enjeu
est la mise en œuvre de ces protocoles, compte tenu des imperfections limitant grandement les
performances. Il est ne´cessaire de pouvoir caracte´riser les imperfections, et de disposer d’outils
de diagnostic utilisant au mieux les ressources expe´rimentales disponibles.
Ce travail de the`se s’inscrit dans le cadre de l’information quantique avec des variables conti-
nues du champ e´lectromagne´tique, et pre´sente des contributions aux proble´matiques the´oriques
et expe´rimentales. Il est axe´ autour des deux the´matiques que nous avons pre´sente´ dans les
paragraphes pre´ce´dents : le calcul quantique, et les communications quantiques.
1.2.1 Premie`re partie : les outils the´oriques et expe´rimentaux
Ce manuscrit est organise´ de la manie`re suivante : dans une premie`re partie, nous pre´sen-
terons les outils de base, a` la fois the´oriques et expe´rimentaux, utilise´s pour de´crire, produire,
et mesurer les e´tats quantiques. Nous de´taillerons le formalisme de base et les e´tats quantiques
typiques dans le chapitre 2, puis le dispositif expe´rimental utilise´ pour les produire et les analyser
sera pre´sente´ dans le chapitre 3. Enfin, le chapitre 4 nous permettra d’introduire les notions fon-
damentales de la the´orie de l’information. Les outils propres aux autres chapitres seront ensuite
pre´sente´s lorsqu’ils seront ne´cessaires.
1.2.2 Deuxie`me partie : re´sultats expe´rimentaux
La deuxie`me partie regroupe les re´sultats expe´rimentaux obtenus au cours de cette the`se. Le
chapitre 5 est a` la frontie`re des communications quantiques et du calcul quantique. Il est consacre´
a` l’estimation expe´rimentale de la discorde quantique pour un e´tat bipartite de type EPR. La
discorde est une mesure des corre´lations d’origine purement quantique. Elle peut eˆtre non nulle
pour des e´tats qui ne sont pas intrique´s, mais qui posse`dent ne´anmoins des corre´lations supe´-
rieures a` ce qu’il est possible d’avoir classiquement. Elle fait actuellement l’objet de recherches
tre`s actives, en particulier car de nombreuses e´tudes laissent penser qu’elle pourrait eˆtre une
ressource fondamentale et que l’intrication ne serait pas toujours ne´cessaire pour surpasser les
protocoles classiques. Afin de poursuivre ces investigations, son estimation expe´rimentale est
donc un enjeu particulie`rement important.
Nous pre´senterons une me´thode d’estimation de la discorde quantique pour un e´tat EPR.
Nous montrerons qu’elle permet d’obtenir une pre´cision proche des valeurs minimales donne´es
par les bornes de Crame´r-Rao classiques et quantiques, tout en utilisant des outils expe´rimen-
taux maintenant standards en optique quantique. Nous verrons e´galement l’ame´lioration que
peut apporter une estimation baye´sienne.
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Le chapitre 6 est consacre´ au calcul quantique avec des variables continues. Nous y pre´sen-
terons une me´thode de caracte´risation de la qualite´ d’une porte quantique, afin de la comparer
a` l’ope´ration the´orique que l’on cherche a` imple´menter. Le qubit est encode´ dans deux e´tats
cohe´rents |↵i et | ↵i du champ e´lectrique, de meˆme amplitude et de phases oppose´es. Il est
ensuite possible, graˆce a` des ope´rations non de´terministes, de re´aliser des portes quantiques. Un
nombre restreint de portes di↵e´rentes permet de re´aliser n’importe quelle ope´ration sur un ou
plusieurs qubits. La plus simple d’entre elle est une porte introduisant un facteur de phase '
dans une superposition quantique : c1|↵i+c2| ↵i!c1|↵i+ei'c2| ↵i. En particulier, une phase
 =⇡ peut eˆtre introduite en appliquant l’ope´rateur de destruction d’un photon aˆ.
La caracte´risation de la qualite´ de la re´alisation expe´rimentale est une e´tape ne´cessaire en
vue d’une inte´gration a` plus grande e´chelle. Nous pre´senterons une me´thode semi-empirique,
base´e sur une mode´lisation analytique et sur des re´sultats expe´rimentaux : en utilisant un mode`le
de´taille´ du dispositif expe´rimental dont les parame`tres sont extraits a` partir d’un jeu de mesures,
les imperfections du qubit sont se´pare´es des imperfections de la porte de phase elle meˆme. La
porte de phase “expe´rimentale” est ensuite nume´riquement applique´e a` un qubit parfait, et l’e´tat
obtenu est compare´ a` celui produit par une porte parfaite.
1.2.3 Troisie`me partie : e´tude the´orique d’un amplificateur sans bruit
Enfin, la troisie`me partie regroupe les re´sultats the´oriques obtenus dans le cadre des com-
munications quantiques. Nous y pre´senterons une application the´orique d’un amplificateur sans
bruit non de´terministe en cryptographie quantique, dont les principes seront introduits dans le
chapitre 7.
Un tel amplificateur posse`de la proprie´te´ surprenante de pouvoir amplifier uniquement le
signal, sans en amplifier le bruit quantique, comme nous le verrons dans le chapitre 8. Une telle
ope´ration ne peut toutefois pas eˆtre re´alise´e de manie`re de´terministe, mais avec une certaine
probabilite´ de succe`s. Pre´sente´ il y a seulement quelques anne´es, cet amplificateur a fait l’objet
de recherches intenses par la communaute´ scientifique. Plusieurs versions approche´es ont e´te´
expe´rimentalement re´alise´es afin d’apporter des de´monstrations de principe de sa faisabilite´.
En revanche, les applications potentielles font toujours l’objet de nombreuses recherches
the´oriques. Dans le chapitre 9, nous montrerons comment borner la probabilite´ de succe`s de
cet amplificateur, puis nous nous inte´resserons a` une des applications les plus prometteuses : la
possibilite´ de compenser les imperfections d’un canal de transmission.
Nous utiliserons ces re´sultats dans le chapitre 10, afin de montrer que cette proprie´te´ permet
d’ame´liorer les performances d’une distribution quantique de cle´ avec des variables continues.
Nous de´taillerons en particulier comment la distance maximale de transmission peut eˆtre aug-
mente´e, ainsi que la re´sistance au bruit ajoute´ par le canal de transmission.
Premie`re partie
Outils the´oriques et expe´rimentaux
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Ce chapitre introduit les outils the´oriques ne´cessaires a` la description et a` la manipulation
des e´tats quantiques du champ lumineux. Nous de´velopperons en particulier des concepts par-
ticulie`rement utiles en optique quantique avec des variables continues, qui seront utilise´s dans
tout le reste de ce manuscrit.
2.1 Champ quantique
Nous allons commencer par pre´senter les grandes lignes de la quantification du champ e´lec-
tromagne´tique. Apre`s un bref rappel des solutions classiques des e´quations de Maxwell, nous in-
troduirons les ope´rateurs quantiques associe´s au champ, en soulignant l’analogie entre le champ
et une collection d’oscillateurs harmoniques. Nous verrons que les e´tats du champ peuvent eˆtre
de´crits de manie`re e´quivalente par des e´tats discrets, les photons, ou continus, les quadratures.
2.1.1 Quantification du champ
Equations classiques
La the´orie de l’e´lectromagne´tisme classique est donne´e par les e´quations de Maxwell, que l’on
peut reformuler en introduisant le potentiel e´lectrique et le potentiel vecteur 1 A(r, t) [Jackson98].
Parmi les di↵e´rents choix de jauges possible, la jauge de Coulomb r·A(r, t)=0 est particulie`re-
ment bien adapte´e a` l’e´lectrodynamique quantique non relativiste, puisqu’elle rend le potentiel
vecteur transverse, se´parant ainsi clairement les composantes longitudinales et transverses du
champ e´lectromagne´tique. En l’absence de charge, le potentiel e´lectrique est nul dans cette jauge,
et l’on a
E(r, t) =   @
@t
A(r, t), (2.1a)
B(r, t) = r^A(r, t), (2.1b)
ou` A ve´rifie l’e´quation de d’Alembert. L’approche usuelle consiste a` conside´rer que le syste`me
physique peut eˆtre englobe´ dans un volume V=L3 de taille arbitraire, afin d’avoir un ensemble
discret de modes du champ e´lectromagne´tique [Grynberg10] :
A(r, t) =
X
l
El
!l
✏l
⇣
↵l(t)e
ikl·r + ↵⇤l (t)e
 ikl·r
⌘
(2.2)
ou` l=(nx, ny, nz, ) regroupe tous les indices d’un mode, kl a pour composantes (kl)j=2⇡nj/L,
✏l est le vecteur de polarisation orthogonal a` kl et indexe´ par   2 {1, 2}, !l=ckklk, et El est une
constante re´elle que l’on pose e´gale a`
q
~!l
2✏0L3
.
On montre ensuite a` partir des e´quations de Maxwell que
↵l(t) = ↵le
 i!lt, avec ↵l 2 C. (2.3)
Les di↵e´rents modes l ne sont donc pas couple´s entre eux lors d’une e´volution libre, et e´voluent
ainsi de manie`re inde´pendante. En utilisant (2.3) et (2.2) dans (2.1a), on obtient la de´composition
1. Dans tout ce manuscrit, les grandeurs vectorielles sont e´crites en gras.
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du champ E(r, t) en modes normaux :
E(r, t) =
X
l
✏lEl
⇥
i↵le
ikl·r i!lt   i↵⇤l e ikl·r+i!lt
⇤
(2.4)
On peut alors montrer que l’hamiltonien total H= ✏02
R
V d
3r
 kE2(r, t)k+c2kB2(r, t)k  peut se
mettre sous la forme H=PlHl, avec
Hl = ~!l|↵l|2. (2.5)
L’e´nergie totale est donc la somme des e´nergies Hl associe´es a` chaque mode l. L’hamiltonien
peut s’interpre´ter comme une somme d’oscillateurs harmoniques inde´pendants, de´crits par les
variables conjugue´es ql et pl, de´finies pour chaque mode par :
ql(t) =
p
2~ <{↵l(t)} (2.6a)
pl(t) =
p
2~ ={↵l(t)} (2.6b)
En e↵et, on peut alors e´crire les hamiltoniens partiels sous la forme
Hl = !l2
 
q2l + p
2
l
 
, (2.7)
et il apparaˆıt clairement que ces variables obe´issent aux e´quations de Hamilton [Landau12] :
d
dt
ql =
@
@pl
H (2.8a)
d
dt
pl =   @@qlH (2.8b)
Ainsi, les parties re´elles et imaginaires des amplitudes ↵l de chaque mode du champ de´finissent
des variables conjugue´es, similaires aux variables position et impulsion en me´canique, auxquelles
on va pouvoir appliquer la proce´dure de quantification canonique.
Ope´rateur champ quantique
La quantification du champ e´lectromagne´tique est un proble`me particulie`rement ardu lors-
qu’elle est faite rigoureusement, et de´pend en particulier de la jauge utilise´e [Cohen-Tannoudji01].
Parmi les di↵e´rentes me´thodes, la quantification canonique est celle usuellement utilise´e en phy-
sique quantique. Aux grandeurs ql(t) et pl(t) d’un mode l, on associe des ope´rateurs hermitiens
qˆl et pˆl, inde´pendants du temps, ve´rifiant :
[qˆl, pˆl] = i~ (2.9)
avec [qˆl, pˆl] :=qˆlpˆl pˆlqˆl. Ces ope´rateurs sont analogues aux ope´rateurs position xˆ et impulsion pˆ
d’une particule mate´rielle, qui ve´rifient la meˆme relation de commutation. Puisque deux modes l
etm di↵e´rents sont inde´pendants l’un de l’autre, les ope´rateurs associe´s aux grandeurs conjugue´es
de ces deux modes doivent commuter :
[qˆl, pˆm] = [pˆl, pˆm] = [qˆl, qˆm] = 0 (2.10)
Par de´finition (2.6), l’amplitude classique ↵l(t) est e´gale a`
 
ql(t)+iql(t)
 
/
p
2~. Sa “transcrip-
tion” quantique est donc e´galement un ope´rateur, note´ aˆl, et de´fini par
aˆl =
1p
2~
 
qˆl + ipˆl
 
. (2.11)
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Le complexe conjugue´ ↵⇤l (t) est quand a` lui e´gal a`
 
ql(t) iql(t)
 
/
p
2~. L’ope´rateur quantique
associe´ est donc
 
qˆl ipˆl
 
/
p
2~, qui n’est autre que aˆ†l , puisque qˆl et pˆl sont hermitiens. Le
processus de quantification revient donc en fin de compte a` remplacer les amplitudes ↵l(t) et
↵⇤l (t) respectivement par les ope´rateurs aˆl et aˆ
†
l . En proce´dant de la sorte dans (2.4), on obtient
l’ope´rateur champ e´lectrique Eˆ(r) :
Eˆ(r) =
X
l
i✏lEl
⇣
aˆle
ikl·r   aˆ†l e ikl·r
⌘
(2.12)
Les ope´rateurs aˆl et aˆ
†
m de deux modes l et m quelconques sont entie`rement de´finis par leurs
commutateurs, calculables a` partir des relations de commutation (2.9) 2 :h
aˆl, aˆ
†
m
i
=  lm, [aˆl, aˆm] = 0. (2.13)
Les ope´rateurs aˆl ve´rifient donc des relations de commutations bosoniques, desquelles de´-
coulent tout un ensemble de proprie´te´s fondamentales pour ces ope´rateurs [Cohen-Tannoudji97c].
La premie`re est que les ope´rateurs nˆl=aˆ
†
l aˆl posse`dent des valeurs propres entie`res positives nl,
associe´es a` leurs vecteurs propres |nli 3. Ensuite, les ope´rateurs aˆl et aˆ†l transforment un e´tat
|nli en
aˆ†l |nli =
p
nl+1|nl+1i, (2.14)
aˆl|nli = pnl|nl 1i. (2.15)
Pour cette raison, les ope´rateurs aˆ†l et aˆl sont respectivement appele´s ope´rateurs de cre´ation et
de destruction.
L’hamiltonien donne´ par l’e´quation (2.7) s’e´crit quantiquement
Hˆl = !l2
 
qˆ2l + pˆ
2
l
 
. (2.16)
En injectant dans cette expression les ope´rateurs qˆl =
p
~
 
aˆl+aˆ
† /p2 et pˆl=ip~ aˆ†l aˆ)/p2
donne´s par (2.11), on obtient finalement
Hˆl = ~!l
⇣
nˆl +
1
2
⌘
. (2.17)
Un mode du champ est donc bien analogue avec un oscillateur harmonique mate´riel. La
relation (2.17) montre que les e´tats propres de Hˆl sont les meˆmes que ceux de nˆl : il s’agit
des e´tats |nli, appele´s e´tats de Fock pour le mode l. On voit e´galement que deux e´tats |nli et
|nl 1i ont une di↵e´rence d’e´nergie de ~!l. Un e´tat |nli est donc interpre´te´ comme contenant
nl quanta d’e´nergie ~!l, les photons. Un e´tat du rayonnement peut dans une certaine mesure
eˆtre interpre´te´ comme un flux de particules ayant chacune une e´nergie ~!l, ce qui permet par
exemple d’expliquer l’e↵et photo-e´lectrique [Einstein05].
2. En posant l=(nx, ny, nz, 1) et m=(mx,my,mz, 2), le symbole  l,m est a` interpre´ter comme
 nxmx nymy nzmz  1 2 .
3. La positivite´ des valeurs propres de nˆl est en fait une simple conse´quence de la positivite´ de la norme d’un
e´tat, puisque hnl|nˆl|nli=nlhnl|nli=nl=hnl|aˆ†l aˆl|nli=kaˆl|nlik 0. Les relations de commutations (2.13) imposent
ensuite que ces valeurs propres soient entie`res.
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L’action re´pe´te´e de aˆl de´croit la valeur de nl, qui finit ine´vitablement par devenir nulle.
L’e´tat propre |0li associe´ a` nl=0 est appele´ le vide quantique pour le mode l. Il peut eˆtre de´fini
par
aˆl|0li = 0. (2.18)
Le vide est un e´tat quantique a` part entie`re, qui occupe une place importante en optique quan-
tique. Nous e´tudierons plus pre´cise´ment ses proprie´te´s dans la suite de ce chapitre. L’e´tat vide |0i
pour tous les modes est simplement le produit tensoriel du vide pour chaque mode : |0i=Nl |0li.
A l’e´nergie des photons s’ajoute le terme constant ~!l/2, correspondant a` l’e´nergie du vide.
Ce terme provient du fait qu’il s’agit de l’e´tat fondamental de l’hamiltonien Hˆl, ne contenant
certes aucune excitation, mais pour lequel nous verrons que la variance de l’amplitude du champ
e´lectrique n’est pas nulle. Ce sont e´galement les fluctuations du vide qui sont responsables de la
de´sexcitation des niveaux atomiques par e´mission spontane´e [Cohen-Tannoudji96].
Nous n’avons jusqu’a` pre´sent conside´re´ qu’un seul mode du champ l. Le traitementmultimode
se ge´ne´ralise sans di culte´ par produit tensoriel, puisque le hamiltonien quantique total
est toujours Hˆ=Pl Hˆl. Par exemple, pour des modes l1, . . ., lN excite´s de respectivement
nl1 , . . . , nlN photons, l’e´tat correspondant est |nl1i⌦. . .⌦|nlN i. Notons que lorsque tous les
modes sont conside´re´s, le terme
P
l ~!l/2 tend bien sur vers l’infini. En revanche, puisqu’il
est constant et n’influe pas sur la dynamique des e´tats quantiques, il est souvent simplement
“oublie´” en optique quantique. Le lecteur de´sirant davantage de pre´cisions pourra se reporter
a` un ouvrage de the´orie quantique des champs [Peskin95, Greiner96].
Cette section sera uniquement consacre´e aux deux descriptions du champ quantifie´. L’appli-
cation a` l’information quantique, avec en particulier l’utilisation de di↵e´rents e´tats pour former
un qubit, sera approfondie a` la fin de ce chapitre, lorsque nous aurons pre´sente´ tous les outils
ne´cessaires, ainsi que les e´tats “typiques” du champ.
2.1.2 Variables discre`tes & e´tats de Fock
La quantification du champ nous a de´ja` amene´ a` introduire les e´tats de Fock, e´tats propres de
l’ope´rateur nombre. Cet ope´rateur e´tant une observable, les e´tats de Fock forment donc une base
de l’espace de Hilbert, qui est de plus non de´ge´ne´re´e [Cohen-Tannoudji97c]. Un e´tat quelconque
du champ | i dans un mode donne´ 4 se de´compose selon
| i =
X
n
cn|ni, avec cn = hn| i. (2.19)
Le champ est ici de´crit en termes de photons, correspondant a` l’aspect corpusculaire. A partir
de la relation (2.14), on voit qu’un e´tat |ni peut eˆtre cre´e´ en appliquant n fois l’ope´rateur de
cre´ation sur le vide :
|ni = 1p
n!
 
aˆ†
 n|0i (2.20)
Notons que compte tenu des pre´ce´dents commentaires, les e´tats de Fock ve´rifient bien suˆr une
relation de fermeture discre`te : X
n
|nihn| = I (2.21)
4. Nous ne pre´ciserons plus les modes lorsqu’un seul d’entre eux est utilise´.
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2.1.3 Variables continues & quadratures du champ
Afin de faire ressortir l’aspect ondulatoire du champ, introduisons les ope´rateurs de quadra-
tures Xˆ l et Pˆ l, de´finis par
Xˆ l = qˆl
r
2N0
~ , (2.22a)
Pˆ l = pˆl
r
2N0
~ , (2.22b)
avec N0 une constante re´elle et positive, ge´ne´ralement e´gale a` 1 ou 1/2. Ils ve´rifient une relation
de commutation similaire a` (2.9) : h
Xˆ l, Pˆm
i
= 2iN0 lm (2.23)
N0 peut donc eˆtre vu comme une “rede´finition” de ~ : on aurait pu s’en passer en posant
directement ~=2 ou ~=1 dans (2.9). En utilisant les notations (2.22a) et (2.22b), les ope´rateurs
cre´ation et destruction s’e´crivent maintenant :
aˆl =
1
2
p
N0
 
Xˆ l + iPˆ l
 
, (2.24a)
aˆ†l =
1
2
p
N0
 
Xˆ l   iPˆ l
 
, (2.24b)
et re´ciproquement,
Xˆ l =
 
aˆl + aˆ
†
l
 p
N0, (2.25a)
Pˆ l =
 
aˆ†l   aˆl
 
i
p
N0. (2.25b)
L’ope´rateur champ Eˆ(r) donne´ par (2.12) se re´e´crit alors
Eˆ(r) =  
X
l
✏l
Elp
N0
⇣
Xˆ l sinkl·r+ Pˆ l coskl·r
⌘
. (2.26)
Les spectres des ope´rateurs de quadratures sont ne´cessairement continus du fait de la relation
de commutation (2.23) [Cohen-Tannoudji97a]. On notera |xi (resp. |pi) l’e´tat propre de Xˆ (resp.
Pˆ ) associe´ a` la valeur propre x (resp. p), pour un mode donne´. Ces e´tats propres forment chacun
une base de l’espace de Hilbert associe´e a` ce mode :Z
dx |xihx| =
Z
dp |pihp| = I (2.27)
Un e´tat quantique quelconque | i d’un mode du champ pourra donc eˆtre de´compose´ sur ces
e´tats propres selon
| i =
Z
dx  (x)|xi =
Z
dp  (p)|pi, (2.28)
ou` les coe cients  (x)=hx| i et  (p)=hp| i sont les fonctions d’ondes de l’e´tat quantique ex-
prime´es respectivement dans les bases {|xi} et {|pi}. Notons que le terme de “fonction d’onde”
peut eˆtre trompeur, car bien qu’elles posse`dent les meˆmes proprie´te´s que celles d’une particule
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mate´rielle, ces fonctions d’ondes ne correspondent pas a` une position ou a` une impulsion du pho-
ton. Remarquons e´galement que les e´tats propres des quadratures sont des e´tats non physiques
car ils correspondent a` une e´nergie infinie, au meˆme titre que les e´tats propres de la position ou
de l’impulsion pour une particule mate´rielle. Seules des superpositions de ces e´tats donnent des
e´tats physiques.
Remarquons enfin qu’un e´tat propre de quadrature peut e´galement se de´composer sur les
e´tats de Fock,
|xi=
X
n
cn|ni, avec cn = hn|xi, (2.29)
et qu’un e´tat de Fock se de´compose sur les quadratures selon |ni= R dx ⇥hx|ni⇤|xi.
Puisque les ope´rateurs de quadratures ne commutent pas, il n’est pas possible de leur trouver
une base commune qui les diagonalise, et ils ve´rifient une relation d’incertitude de Heisenberg :
 Xl Pm   12 |h[Xˆ l, Pˆm]i| (2.30)
ou` h.i de´signe la valeur moyenne, et  A=
q
hAˆ2i hAˆi2 l’e´cart type. Pour un mode l, cette
relation devient :
 Xl Pl   N0 (2.31)
Cette relation fondamentale est a` la base de nombreux phe´nome`nes d’optique quantique, et
d’applications en information quantique. Nous verrons plusieurs e´tats pour lesquels elle est une
e´galite´. C’est en particulier le cas du vide |0i, et plus ge´ne´ralement pour les e´tats purs ayant
une fonction d’onde gaussienne 5. La convention N0=1 permet donc d’avoir une variance du
vide e´gale a` 1, ce qui facilite les calibrations lors des mesures expe´rimentales des ope´rateurs
quadratures : il su t de diviser toutes les mesures par celle correspondant a` l’e´cart-type mesure´
pour le vide.
On peut enfin de´finir des quadratures de´phase´es d’un angle ✓, qui ve´rifient bien entendu les
meˆmes relations de commutation que Xˆ et Pˆ :
Xˆ✓ = Xˆ cos ✓ + Pˆ sin ✓ (2.32a)
Pˆ ✓ =  Xˆ sin ✓ + Pˆ cos ✓ (2.32b)
2.1.4 Lien entre les descriptions discre`tes et continues
En conclusion, nous de´signerons par variables discre`tes des e´tats propres associe´s a` un ope´-
rateur a` spectre discret, par opposition aux variables continues, e´tats propres associe´s a` un ope´-
rateur a` spectre continu. Chacune des deux descriptions contient la meˆme information sur l’e´tat
quantique conside´re´ : on peut former des variables discre`tes en formant un “paquet d’onde” avec
des variables continues, et inversement obtenir un continuum d’e´tats en superposant de manie`re
ade´quat des e´tats discrets.
Le me´lange des descriptions discre`tes et continues est au cœur de ce travail de the`se. Nous
verrons que les outils naturellement adapte´s aux variables discre`tes peuvent eˆtre utilise´s pour des
e´tats de´crits par des variables continues, et vice versa, produisant ainsi des e´tats particulie`rement
inte´ressants pour l’information quantique.
5. Puisque les deux repre´sentations sont lie´es par une transforme´e de Fourier, eˆtre gaussien pour une repre´-
sentation assure que l’autre l’est e´galement.
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2.2 Evolution temporelle et modes du champ
2.2.1 Evolution temporelle - repre´sentation d’interaction
En optique quantique, de nombreuses transformations sont obtenues en e´changeant des pho-
tons entre di↵e´rents modes : une lame se´paratrice e´change des photons de meˆme e´nergie entre
deux modes spatiaux di↵e´rents ; les milieux non line´aires peuvent transformer un photon pompe
en plusieurs photons d’e´nergie di↵e´rente. Nous reviendrons en de´tail sur ces transformations
dans la suite de ce manuscrit. Remarquons simplement pour l’instant que pour une interaction
re´sonante (c’est-a`-dire assurant la conservation de l’e´nergie), l’hamiltonien de couplage est de la
forme
Wˆ =
X
p 6=q
!p=!q
 p,qaˆ
†
paˆq +
X
p,q,m
!p+!q=!m
⇣p,q,maˆ
†
paˆ
†
qaˆm + h.c. + . . . , (2.33)
ou` les indices p, q,m, . . . des sommes contiennent tous les indices de´crivant un mode. On ve´rifie
que la re´sonance de l’interaction conduit a` la relation 6h
Hˆ0,Wˆ
i
= 0, (2.34)
ou` Hˆ0 = Pm ~!maˆ†maˆm est l’hamiltonien libre. On pourra donc se´parer l’e´volution totale
Uˆ(t)= exp[  i~ t(Hˆ0+Wˆ)] contenant un couplage (2.33) en une e´volution libre Uˆ0(t)= exp[  i~ tHˆ0],
et une e´volution Uˆ
†
0(t)Uˆ(t)= exp[  i~ tWˆ ] due au couplage seul.
Dans ce manuscrit, nous serons de ce fait toujours en repre´sentation d’interaction, en appli-
quant l’e´volution libre a` l’ope´rateur champ :
Eˆ(r, t) = Uˆ
†
0(t)Eˆ(r)Uˆ0(t) (2.35a)
=
X
l
i✏lEl
⇣
aˆle
ikl·r i!lt   aˆ†l e ikl·r+i!lt
⌘
(2.35b)
=  
X
l
✏l
Elp
N0
⇣
Xˆ l sin
 
kl·r !lt
 
+ Pˆ l cos
 
kl·r !lt
 ⌘
(2.35c)
Les e´tats quantiques e´voluent alors selon :
| (t1)i = e  i~Wˆ(t1 t0)| (t0)i (2.36)
En fonction des situations, on pourra plutoˆt faire e´voluer les ope´rateurs cre´ation ou destruc-
tion, en gardant les e´tats quantiques inde´pendants du temps. Dans ce cas, on aura par exemple
aˆ(t1) = e
+ i~Wˆ(t1 t0)aˆ(t0)e 
i
~Wˆ(t1 t0). (2.37)
2.2.2 Modes du champ
Limite continue
La boˆıte dans laquelle l’expe´rience est “enferme´e” n’e´tant que virtuelle, les re´sultats phy-
siques ne doivent bien entendu pas en de´pendre. Nous pourrions nous contenter de garder une
6. Graˆce a` la condition de re´sonance, l’e´volution libre de Wˆ introduit des facteurs de phases qui sont tous
compense´s : Uˆ
†
0(t)WˆUˆ0(t)=Wˆ . On en de´duit donc que
h
Hˆ0,Wˆ
i
=0.
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sommation discre`te, toutefois il est inte´ressant, dans le cas d’un champ en re´gime impulsionnel,
de s’a↵ranchir de cette boˆıte en faisant tendre son volume vers l’infini. Repartons pour cela de
l’expression de l’ope´rateur Eˆ(r) obtenue en (2.12) :
Eˆ(r) =
X
l
i✏l
r
~!l
2✏0
1p
L3
⇣
aˆle
ikl·r   aˆ†l e ikl·r
⌘
(2.38)
Le volume e´le´mentaire  kj dans l’espace des k est de 2⇡/L par degre´ de liberte´ j. En posant
 3k= kx ky ky, on a donc 1/
p
L3=
⇥
 3k/(2⇡)
⇤3/2
. On peut alors e´crire
Eˆ(r) =
X
l
i✏l
r
~!l
16✏0⇡3
⇣ aˆlp
 3k
eikl·r   aˆ
†
lp
 3k
e ikl·r
⌘
 3k. (2.39)
Lorsque L!1,  3k!0, et on peut donc remplacer la somme par une inte´grale sur k :
Eˆ(r) =
X
 =1,2
Z
d3k i✏ (k)
s
~ckkk)
16✏0⇡3
⇣
aˆ (k)e
ik·r   aˆ† (k)e ik·r
⌘
(2.40)
ou` ✏ (k) est le vecteur polarisation associe´ au vecteur k et a` la polarisation  , et ou` l’on a pose´
aˆ (k)= lim
 3k!0
aˆlp
 3k
. (2.41)
Les commutateurs du champ (2.13) sont e´galement transforme´s lors du passage a` la limite
continue [Cohen-Tannoudji01] :h
aˆ 1(k), aˆ
†
 2
(q)
i
=   1 2 (k q) (2.42)
Les commutateurs associe´s a` deux ope´rateurs de destruction ou de cre´ation ne sont quant a`
eux pas change´s, ils sont toujours nuls.
Modes impulsionnels
L’expression (2.40), de´compose le champ Eˆ(r) dans la “base” des ondes planes exp(ik·r). Un
e´tat de Fock associe´ a` ces modes correspond donc a` un nombre de quanta d’e´nergie pre´sents
dans une onde d’extensions spatiale et temporelle infinies. La base des ondes planes n’est pas
force´ment la plus pertinente, et il peut eˆtre inte´ressant de de´composer le champ sur d’autres
bases de modes pour de´crire nos expe´riences, qui utilisent des impulsions temporelles associe´es
a` un profil spatial d’extension fini.
Conside´rons donc une famille de fonctions { m(k, )}, avec m un indice discret, ve´rifiant les
deux proprie´te´s suivantes :X
 
Z
d3k  ⇤m(k, ) n(k, ) =  mn (2.43)X
m
 ⇤m(k, ) m(q, ) =     (k q) (2.44)
Ces deux relations, respectivement dites d’orthogonalite´ et de fermeture, assurent que les fonc-
tions { m(k, )} constituent bien une base orthonorme´e sur laquelle on peut de´composer les
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modes du champ. Dans cette nouvelle base, on peut ensuite de´finir des ope´rateurs cˆm associe´s
aux modes m :
cˆm =
X
 
Z
d3k  ⇤m(k, )aˆ (k) (2.45)
Ces ope´rateurs ve´rifient des relations de commutation bosonique, compte tenu de (2.43) :h
cˆm, cˆ
†
n
i
=
X
 
X
 
Z
d3k d3q  ⇤m(k, ) n(q, )
h
aˆ (k), aˆ
†
 (q)
i
(2.46a)
=
X
 
Z
d3k  ⇤m(k, ) n(k, ) (2.46b)
=  mn (2.46c)
On pourra donc de´finir des e´tats nombres |nmi associe´s aux modes m, meˆme si dans le cas
ge´ne´ral ces e´tats ne sont plus e´tats propres de l’hamiltonien.
Les ope´rateurs aˆ (k) peuvent facilement s’exprimer en fonction des nouveaux modes, compte
tenu de (2.44) : X
m
cˆm m(k, ) =
X
m
⇣X
 
Z
d3q  ⇤m(q, )aˆ (q)
⌘
 m(k, ) (2.47a)
=
X
 
Z
d3q
⇣X
m
 ⇤m(q, ) m(k, )
⌘
aˆ (q) (2.47b)
= aˆ (k) (2.47c)
Inse´rons maintenant cette de´composition dans l’expression du champ Eˆ(r, t) (2.35), en posantp
~ckkk)/16✏0⇡3=N(k) :
Eˆ(r, t) =
X
 
Z
d3k N(k)i✏ (k)
⇣X
m
cˆm m(k, )
⌘
eik·r i!kt + h.c (2.48a)
=
X
m
cˆm
⇣X
 
Z
d3k N(k)i✏ (k) m(k, )e
ik·r i!kt
| {z }
um(r,t)
⌘
+ h.c (2.48b)
=
X
m
cˆmum(r, t) + h.c (2.48c)
Notons que puisque ! 0, la fonction vectorielle um ne contient que des fre´quences positives,
et correspond donc a` une repre´sentation analytique. Ainsi, meˆme lorsque le champ n’est pas
quantifie´ dans une boˆıte, on peut le de´composer sur un ensemble discret de modes spatio-
temporels, que l’on peut choisir en fonction du proble`me que l’on conside`re. Cette de´composition
est particulie`rement utile lorsque seuls quelques modes sont peuple´s, ce qui permet de simplifier
l’expression du champ en laissant de coˆte´ les autres modes. Lorsque le champ est de´crit par un
mode spatio-temporel donne´, on pourra en particulier toujours l’inclure dans une base, en vertu
du proce´de´ d’orthonormalisation de Gram-Schmidt [Warusfel04].
On peut naturellement de´finir des ope´rateurs de quadratures pour un mode impulsionnel.
Conside´rons par exemple un mode spatio-temporel 7 u0 dont le spectre temporel est centre´ autour
7. Nous avons montre´ avec (2.48) qu’il faut travailler avec la repre´sentation analytique du mode. Ceci justifie
que nous prenions directement e i!0t et non cos!0t.
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d’une fre´quence !0 : u0(r, t)=A(r, t)e i!0t. Supposons maintenant que l’enveloppeA prenne des
valeurs re´elles. L’ope´rateur champ correspondant a` ce mode s’e´crit alors :
Eˆ0(r, t) = A(r, t)
⇣
cˆ0e
 i!0t + cˆ†0e
+i!0t
⌘
(2.49)
En posant comme pre´ce´demment
Xˆ0 =
 
cˆ0 + cˆ
†
0
 p
N0, (2.50a)
Pˆ 0 =
 
cˆ†0   cˆ0
 
i
p
N0, (2.50b)
on retrouve une description du mode u0 en termes de quadratures :
Eˆ0(r, t) =
1p
N0
A(r, t)
⇣
Xˆ0 cos!0t+ Pˆ 0 sin!0t
⌘
(2.51)
Puisque les ope´rateurs Xˆ0 et Pˆ 0 ont e´galement un commutateur e´gal a` 2iN0, toutes les conclu-
sions pre´ce´dentes s’appliquent.
L’expression (2.48) a e´te´ obtenu sans hypothe`se particulie`re sur la forme du champ. En conse´-
quence, elle s’ave`re peu maniable pour de´crire de manie`re quantitative un mode du champ.
Plusieurs simplifications sont fre´quemment trouve´es dans la litte´rature (voir par exemple
[Chiao08]) : la premie`re est celle d’un champ scalaire, permettant de sortir le vecteur polari-
sation ✏ (k) de l’inte´grale sur k. Elle est valable dans le cadre de l’approximation paraxiale,
selon laquelle le faisceau diverge peu par rapport a` l’axe optique. On peut e´galement conserver
le caracte`re vectoriel du champ, en gardant l’approximation paraxiale. L’expression de´taille´e
du champ dans ce cadre peut eˆtre trouve´e dans [Aiello05, Calvo05]. Enfin, lorsque le mode
est centre´ sur une fre´quence centrale, on peut faire l’hypothe`se de l’enveloppe lentement va-
riable. Toutes ces hypothe`ses sont bien suˆr relie´es, et le lecteur trouvera davantage de de´tails
dans le cadre de l’optique classique dans [Saleh91].
En conclusion, les modes discrets cˆm de´finis par (2.45) ont des proprie´te´s analogues aux modes
normaux associe´s aux ondes planes. A chaque mode est associe´ un ope´rateur de cre´ation et de
destruction bosoniques correspondant a` un nombre d’excitations dans ce mode. Dans la suite de
ce manuscrit, nous utiliserons des ope´rateurs similaires associe´s a` des modes impulsionnels, sauf
mention contraire explicite.
2.3 Descriptions et proprie´te´s des e´tats quantiques
Nous avons de´ja` pre´sente´ au cours de la section pre´ce´dente deux repre´sentations possibles du
champ : la description en termes de variables discre`tes, qui est une suite infinie de coe cients
(c0, . . ., cn, . . .) correspondant a` la de´composition du champ dans la base de Fock ; et la descrip-
tion en termes de variables continues, qui est une fonction  (x)
 
ou  (p)
 
correspondant a` la
de´composition du champ dans une base de quadratures. Ces deux descriptions e´quivalentes sont
toutefois limite´es : elles ne permettent de de´crire qu’un e´tat quantique qui est pur.
Dans de tre`s nombreux cas expe´rimentaux, il manque cependant une information de nature
classique sur l’e´tat quantique. Si l’appareil de mesure ne nous donne qu’une information partielle
sur le re´sultat, s’il y a un couplage incontroˆle´ avec l’environnement, ou encore si une partie du
syste`me n’est pas observe´e, on ne pourra associer qu’une probabilite´ pk d’eˆtre dans un e´tat pur
appartenant a` un ensemble d’e´tats {| ki}. L’e´tat est alors dans un me´lange statistique.
Les descriptions que nous allons rappeler maintenant permettent de tenir compte de cette
incertitude classique en de´crivant des me´langes statistiques. La matrice densite´ est une extension
des variables discre`tes, alors que la fonction de Wigner est une extension des variables continues.
18 CHAPITRE 2
2.3.1 Matrice densite´
De´finition et proprie´te´s
Rappelons le formalisme de la matrice densite´ en conside´rant un syste`me quantique dans
un me´lange statistique : son e´tat est un e´tat pur | ki, avec une certaine probabilite´ pk (avecP
k pk=1). Dans ce cas, il est facile de se convaincre que la valeur moyenne d’une observable Aˆ
dans cet e´tat doit eˆtre e´gale a` la somme ponde´re´e des valeurs moyennes de Aˆ dans chacun des
e´tats | ki :
hAˆi =
X
k
pkh k|Aˆ| ki (2.52)
Puisque h k|Aˆ| ki=Tr{Aˆ| kih k|}, on obtient :
hAˆi =
X
k
pk Tr{Aˆ| kih k|} (2.53a)
= Tr{Aˆ
⇣X
k
pk| kih k|
⌘
} (2.53b)
La valeur moyenne de Aˆ est ainsi entie`rement de´finie par l’ope´rateur ⇢ˆ=
P
k pk| kih k|, qui
est par de´finition la matrice densite´ du syste`me. On montre ensuite que la matrice densite´ est
hermitienne et de trace unite´ :
⇢ˆ† = ⇢ˆ et Tr{⇢ˆ} = 1 (2.54)
Elle est e´galement positive, c’est-a`-dire que ses termes diagonaux sont positifs pour un e´tat |ui
quelconque :
hu|⇢ˆ|ui   0 (2.55)
Elle peut donc toujours eˆtre diagonalise´e, avec des valeurs propres positives. D’une manie`re
ge´ne´rale, les termes diagonaux – les populations – correspondent aux probabilite´s de mesurer les
di↵e´rents e´tats de la base dans laquelle la matrice densite´ est e´crite. Les termes hors diagonale
– les cohe´rences – te´moignent d’une cohe´rence quantique due a` une superposition des di↵e´rents
e´tats de base. Lorsque les cohe´rences sont toutes nulles, la matrice densite´ est sous forme dia-
gonale : l’e´tat est dans un me´lange statistique des e´tats de base. Dans le cas ou l’e´tat est pur,
un seul terme diagonal doit donc eˆtre non nul lorsque la matrice densite´ est diagonalise´e. La
matrice densite´ est dans ce cas un projecteur sur le sous-espace engendre´ par l’e´tat propre | i :
⇢ˆ=| ih |. Cette proprie´te´ n’est en revanche plus vraie pour un me´lange statistique : ⇢ˆ2 6=⇢ˆ. La
grandeur
P = Tr{⇢ˆ2} (2.56)
de´finit alors la purete´ de l’e´tat. Elle vaut 1 si et seulement si l’e´tat est pur, et est infe´rieure a` 1
dans le cas d’un me´lange statistique. C’est donc un moyen tre`s rapide afin de ve´rifier un calcul
nume´rique, lorsque l’on sait par exemple que l’e´tat final doit rester pur.
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Trace partielle et purification
Trace partielle Supposons que le syste`me soit constitue´ de deux modes 1 et 2 ayant pour
espaces de Hilbert H1 et H2, de bases respectives {|umi} et {|vki}. Ces deux modes peuvent
correspondre par exemple a` deux directions de propagation d’une impulsion lumineuse. L’espace
de Hilbert total est donc H=H1⌦H2, de base {|umi⌦|vki}. Un e´tat quelconque de ce syste`me
sera de´crit par une matrice densite´
⇢ˆ=
X
m,m0
k,k0
⇢m,m0,k,k0 |umihum0 |⌦|vkihvk0 |. (2.57)
Conside´rons maintenant un ope´rateur ⇧ˆ1 agissant sur H1, et son extension ⇧ˆ=⇧ˆ1⌦I2 agis-
sant sur l’espace total H. La valeur moyenne de ⇧ˆ est comme pre´ce´demment donne´e par :
h⇧ˆi = Tr{⇧ˆ⇢ˆ} (2.58a)
=
X
p,q
hup|⌦hvq|
⇣ X
m,m0,k,k0
⇢m,m0,k,k0
 
⇧ˆ1|umi
 hum0 |⌦|vkihvk0 |⌘|upi⌦|vqi (2.58b)
=
X
p
hup|⇧ˆ1
⇣ X
m,m0
 X
q
⇢m,m0,q,q
 |umihum0 |⌘|upi (2.58c)
= Tr1{⇧ˆ1⇢ˆ1} (2.58d)
ou` l’on a pose´ ⇢ˆ1=
P
m,m0
 P
q ⇢m,m0,q,q
 |umihum0 |, et ou` Tr1{.} de´signe la trace sur H1.
La matrice densite´ ⇢ˆ1 permet donc de caracte´riser l’e´tat du syste`me restreint a` H1, en
“oubliant” le mode 2. Elle est obtenue en prenant la trace partielle de la matrice densite´ totale
sur H2,
⇢ˆ1 = Tr2{⇢ˆ}, (2.59)
et il est facile de se convaincre qu’elle est e´galement hermitienne, et de trace unite´.
Notons enfin que les matrices densite´ re´duites d’un e´tat pur bipartite intrique´ seront force´-
ment des me´langes statistiques, car sinon il serait possible d’assigner un vecteur d’e´tat a` chaque
mode, et l’e´tat ne serait donc pas intrique´.
Purification La purification d’un syste`me [Nielsen00] est en quelque sorte l’ope´ration inverse
de la trace partielle. Un e´tat me´lange statistique peut en e↵et toujours eˆtre interpre´te´ comme la
trace partielle d’un e´tat pur contenant d’autres modes, pouvant eˆtre “fictifs”. Prenons l’exemple
d’un spin 1/2 de´polarise´, de matrice densite´
⇢ˆ =
1
2
✓
1 0
0 1
◆
. (2.60)
Son espace de Hilbert Hs est de dimension 2. Etendons le avec un autre espace Hp de meˆme
dimension, et de base {|Ai, |Bi}, afin de former un espace total H=Hs⌦Hp. La matrice densite´
donne´e par (2.60) peut alors eˆtre obtenue en prenant la trace partielle sur Hp de l’e´tat pur
| i= 1p
2
(|+zi⌦|Ai+| zi⌦|Bi :
⇢ˆ = TrHp{| ih |} (2.61)
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L’e´tat | i est une purification de ⇢ˆ. Il s’agit d’une purification et non de la purification, car
on aurait tout aussi bien pu utiliser par exemple
| ˜i= 1p
2
|+zi ⌦
⇣ |Ai+|Bip
2
⌘
+
1p
2
| zi ⌦
⇣ |Ai |Bip
2
⌘
, (2.62)
qui redonne la meˆme matrice densite´ ⇢ˆ apre`s trace partielle. En fait, toutes les purifications d’un
me´lange statistique donne´ ne di↵e`rent que d’une transformation unitaire applique´e sur l’espace
ajoute´ pour la purification [Nielsen00].
2.3.2 Fonction de Wigner
De´finition
La matrice densite´ est une description bien adapte´e pour les e´tats naturellement de´crits
en base de Fock, et pour lesquels on peut se restreindre a` un sous-espace ne contenant que
quelques photons. Elle devient en revanche assez peu pratique lorsque les e´tats sont plutoˆt
de´crits en termes de variables continues. On peut alors eˆtre tente´ d’introduire une distribution
dans un espace des phases comme on le fait classiquement. Seulement, puisque l’on ne peut
pas de´finir en meˆme temps les deux quadratures avec une pre´cision arbitraire, contrairement a`
une description classique, on pressent que l’on risque de se heurter a` quelques di culte´s afin de
de´finir et interpre´ter physiquement un tel objet.
La fonction de Wigner W (x, p), pour un mode donne´, n’est donc pas de´finie comme e´tant
une distribution de probabilite´, mais selon un crite`re moins fort. La seule proprie´te´ qu’il lui est
demande´e est de pouvoir obtenir la distribution de probabilite´ pour une quadrature quelconque
Xˆ✓, en inte´grant selon l’autre quadrature [Leonhardt97] :
pr(x✓, ✓) = hx✓|⇢ˆ|x✓i (2.63a)
=
Z
dp✓ W (x✓ cos ✓   p✓ sin ✓, x✓ sin ✓ + p✓ cos ✓) (2.63b)
ou` les e´tats |x✓i sont e´tats propres des quadratures (2.32) Pour ✓=0 cette formule se simplifie
en
pr(x✓=x) =
Z
dp✓ W (x, p✓) =
Z
dp W (x, p) = hx|⇢ˆ|xi, (2.64)
et pour ✓=⇡/2,
pr(x✓=p) =
Z
dp✓ W ( p✓, p) =
Z
dx W (x, p) = hp|⇢ˆ|pi. (2.65)
Il est remarquable que le lien avec la matrice densite´ puisse ensuite eˆtre e´tabli uniquement
graˆce a` la de´finition (2.63). On peut en e↵et montrer [Leonhardt97] que la fonction caracte´ristique
W[u, v], de´finie comme la transforme´e de Fourier de la fonction de Wigner,
W[u, v] =
Z
dx dp W (x, p)e iux ivp, (2.66)
est relie´e a` la matrice densite´ par la relation :
W[u, v] = Tr{⇢ˆ exp( iuXˆ ivPˆ )} (2.67a)
= hexp( iuXˆ ivPˆ )i (2.67b)
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La transforme´e de Fourier de la fonction de Wigner est donc l’e´quivalent quantique de la
fonction caracte´ristique d’une distribution de probabilite´, pre´sente´e par exemple dans [Appel08].
Apre`s quelques e´tapes de calculs, on en de´duit enfin la formule de Wigner, donnant l’expression
explicite de la fonction de Wigner a` partir de la matrice densite´ :
W (x, p) =
1
2N0
1
2⇡
Z
d⌫ e
i ⌫p2N0 hx ⌫
2
|⇢ˆ|x+⌫
2
i (2.68)
Pour un e´tat multimode ⇢ˆ=⇢ˆ1⌦ . . .⌦⇢ˆN , la fonction de Wigner totale est simplement le produit
des fonctions de chaque mode :
W (x1, p1; . . . ;xN , pN ) =W1(x1, p1) . . .WN (xN , pN ) (2.69)
Enfin, si les quadratures de N modes sont transforme´es line´airement en x0=Mx, ou` x := 
x1, p1, . . . , xN , pN
 T
est un vecteur regroupant les quadratures avant la transformation et x0 est
de´fini de la meˆme manie`re pour les quadratures apre`s la transformation, la nouvelle fonction de
Wigner W 0 ve´rifie
W 0(x0) =W (M 1x). (2.70)
Proprie´te´s
La fonction de Wigner posse`de de nombreuses proprie´te´s. Nous n’allons pre´senter ici que les
plus importantes sans les de´montrer, les de´monstrations pouvant eˆtre trouve´es dans [Leonhardt97].
On montre tout d’abord que puisque les distributions de probabilite´ des quadratures sont nor-
malise´es, la fonction de Wigner doit l’eˆtre e´galement :Z
dx dp W (x, p) = 1 (2.71)
La ge´ne´ralisation de la fonction de Wigner pour un ope´rateur monomode Aˆ quelconque se
fait de manie`re e´quivalente a` la de´finition (2.68) [Leonhardt97] :
WA(x, p) =
1
2N0
1
2⇡
Z
d⌫ e
i ⌫p2N0 hx ⌫
2
|Aˆ|x+⌫
2
i (2.72)
Ceci permet de calculer la trace d’un produit d’ope´rateurs a` partir de leurs fonctions de Wigner :
Tr{AˆBˆ} = 2⇡2N0
Z
dx dp WA(x, p)WB(x, p) (2.73)
Cette formule est sans doute une des plus importantes, car elle permet d’obtenir plusieurs gran-
deurs. On peut calculer la valeur moyenne d’un ope´rateur,
hAˆi = Tr{⇢ˆAˆ} = 2⇡2N0
Z
dx dp W (x, p)WA(x, p), (2.74)
et la fide´lite´ entre un e´tat ⇢ˆ quelconque et un e´tat pur | i quelconque :
h |⇢ˆ| i = 2⇡2N0
Z
dx dp W (x, p)W| ih |(x, p) (2.75)
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Pour des e´tats ayant une fide´lite´ e´gale a` ze´ro, l’inte´grale ne peut eˆtre nulle que s’il existe des
zones ou` une des deux fonctions de Wigner est ne´gative. Nous avons donc un argument simple
pour justifier que la fonction de Wigner ne peut pas eˆtre positive pour tous les e´tats, et que de
ce fait elle ne peut pas eˆtre interpre´te´e comme une distribution de probabilite´. La ne´gativite´ de
la fonction de Wigner est d’ailleurs un outils extreˆmement important pour quantifier le degre´
“quantique” d’un e´tat. Selon le the´ore`me de Hudson-Piquet, la fonction de Wigner d’un e´tat pur
est partout positive si et seulement si elle est gaussienne [Hudson74].
La pure´te´ d’un e´tat s’obtient avec :
P = 2⇡2N0
Z
dx dp W 2(x, p) (2.76)
Enfin, on peut obtenir les e´le´ments de matrice dans n’importe quelle base, ce qui montre
bien que la fonction de Wigner de´termine entie`rement l’e´tat quantique et que sa donne´e est
comple`tement e´quivalente a` celle de la matrice densite´ :
ha|⇢ˆ|bi = 2⇡2N0
Z
dx dp W (x, p)W|aihb|(x, p) (2.77)
Fonction P
Si l’on cherche a` de´finir une repre´sentation en prenant un analogue quantique de la fonction
caracte´ristique tel que (2.67), la fonction de Wigner n’est pas la seule possibilite´. En fait, puisque
Xˆ et Pˆ ne commutent pas, l’exponentielle classique e iux iup peut eˆtre “quantifie´e” de plusieurs
fac¸ons. La fonction P est la distribution de fonction caracte´ristique e´gale a` [Leonhardt97] :
P[u, v] = Tr{⇢ˆ exp( i↵aˆ†) exp( i↵⇤aˆ)} (2.78)
avec la convention N0=1/2 et ↵=(u + iv)/
p
2. Cette fonction caracte´ristique est simplement
relie´e a` celle de la fonction de Wigner par
P[u, v] =W[u, v]e+ 14 (u2+v2). (2.79)
En prenant la transforme´e de Fourier inverse, nous voyons que la fonction de Wigner est e´gale
a` la convolution de la fonction P avec une gaussienne.
La fonction P est particulie`rement inte´ressante d’un point de vue the´orique car elle permet
de “diagonaliser” la matrice densite´ sur un ensemble d’e´tats cohe´rents 8 9 :
⇢ˆ =
Z
d2↵ P (↵)|↵ih↵| (2.80)
avec
P (↵) =
e|↵|2
⇡2
Z
d2  e| |
2h  |⇢ˆ| ie ⇤↵  ↵⇤ . (2.81)
8. Nous introduirons les e´tats cohe´rents dans la section 2.5.3. Ces e´tats sont le pendant quantique des e´tats
classiques des modes du champ e´lectromagne´tique d’amplitudes normales ↵.
9. Cette de´finition est en fait le´ge`rement di↵e´rente de (2.78). Dans(2.81), la fonction P prend comme argument
l’amplitude ↵ d’un e´tat cohe´rent, alors que la de´finition (2.78) conduit a` prendre comme arguments les quadratures
x=2
p
N0<(↵) et p=2
p
N0=(↵). Dans tous les calculs ou` nous utiliserons la fonction P , c’est la convention (2.81)
qui sera utilise´e, qui ne de´pend pas du choix de N0.
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Cette formule est valable meˆme si l’e´tat est pur, pourtant elle n’utilise que des e´tats {|↵ih↵|}
et fait penser a` un me´lange statistique. Cette de´composition contre intuitive s’explique en fait
en se souvenant que d’une part les e´tats cohe´rents ne sont pas orthogonaux entre eux, et en
remarquant d’autre part que la fonction P peut eˆtre un objet mathe´matique plus de´licat qu’une
simple fonction. Par exemple, pour un e´tat cohe´rent ⇢ˆ=| ih |, qui est pourtant un e´tat tout a`
fait physique, h  |⇢ˆ| i = e | |2 | |2e ⇤   ⇤  , et donc :
P (↵) = e|↵|
2 | |2 1
⇡2
Z
d2  e 
⇤(↵  )  (↵⇤  ⇤) =  2(↵  ) (2.82)
Pour des e´tats non classiques, elle peut meˆme ne pas exister en tant que distribution tempe´re´e
[Leonhardt97]. C’est d’ailleurs une raison pour laquelle elle est di cile a` reconstruire expe´rimen-
talement, contrairement a` la fonction de Wigner qui peut l’eˆtre e cacement par tomographie
quantique [Leonhardt97].
La fonction P nous sera tre`s utile lorsque nous e´tudierons l’utilisation d’un amplificateur
sans bruit en cryptographie quantique, aux chapitres 9 et 10.
Autres repre´sentations
La fonction P n’est qu’une des autres repre´sentations possibles, mais il en existe en fait une
infinite´, en ge´ne´ralisant la formule (2.79) en :
W[u, v, s] =W[u, v]e s4 (u2+v2) (2.83)
Une telle repre´sentation s posse`de des proprie´te´s tre`s proches de celles de la fonction de Wigner.
La fonction de Wigner correspond donc a` s=0, et la fonction P a` s=1. Nous renvoyons le lecteur
a` la re´fe´rence [Leonhardt97] pour une pre´sentation plus comple`te.
Enfin, une autre fonction couramment utilise´e est la fonction Q, pour laquelle s= 1. Elle
est de´finie par :
Q(q, p) =
1
2⇡
Tr{⇢ˆ|↵ih↵|} = 1
2⇡
h↵|⇢ˆ|↵i (2.84)
avec ↵=(q+ip)/
p
2 et la convention N0=1/2. Ses de´tails sont fortement estompe´s par rapport a`
la fonction de Wigner, car le terme exponentiel dans sa transforme´e de Fourier agit comme un
filtre coupant les hautes fre´quences.
En fonction des situations, on pourra privile´gier une des trois repre´sentations pre´sente´es
dans cette section. Pour certains proble`mes the´oriques, la fonction P ou la fonction Q peuvent
eˆtre plus adapte´es. En revanche d’un point de vue expe´rimental, la fonction de Wigner apparaˆıt
comme le meilleur compromis entre un comportement proche d’une distribution de probabilite´,
et la capacite´ a` pouvoir facilement distinguer les e´tats quantiques.
2.3.3 Quelle description choisir ?
Nous venons de voir qu’un e´tat quantique peut eˆtre de´crit de plusieurs manie`res e´quivalentes.
Y en a t-il une a` privile´gier ? D’un point de vue pratique, la matrice densite´ posse`de un certain
nombre d’inconve´nients : il est tout d’abord assez di cile d’identifier les e´tats quantiques “a`
l’œil”, a` part pour les e´tats de Fock ou quelques e´tats bien connus. Il faut ensuite pouvoir de´crire
correctement l’e´tat du champ : si la dimension du sous-espace n’est pas su samment grande, des
termes seront oublie´s et les autres coe cients seront mal normalise´s. Ce proble`me de dimensions
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devient critique lorsque l’on conside`re plusieurs modes du champ : pour M modes repre´sente´s
dans un espace de dimension N , il faut une matrice densite´ de dimension (NM)2. Lorsque l’on
connaˆıt une purification de l’e´tat, une astuce consiste a` garder les ope´rations de trace partielle
pour la fin du calcul et a` travailler avec un vecteur d’e´tat correspondant a` la purification, plutoˆt
qu’avec une matrice densite´. Ceci permet de diminuer la dimension des objets a` manipuler
nume´riquement.
En revanche, le gros avantage d’une repre´sentation en matrice densite´ est de pouvoir simuler
directement diverses ope´rations quantiques applique´es sur un e´tat, avec un formalisme matriciel.
Il existe un package pour Matlab, appele´ Quantum Optics Toolbox, permettant d’utiliser un tel
formalisme tre`s e cacement, en de´finissant par exemple des ope´rateurs de cre´ation et de des-
truction, ou des ope´rateurs associe´s aux di↵e´rents outils que nous pre´senterons dans ce chapitre :
lame se´paratrice, squeezing, de´placement... C’est donc tout le dispositif expe´rimental qui peut
eˆtre simule´ simplement avec ces outils, qu’il convient ne´anmoins de manier avec pre´caution pour
s’assurer de la pertinence physique des re´sultats. Nous utiliserons souvent cette description pour
les diverses simulations pre´sente´es dans ce manuscrit.
La fonction de Wigner permet de re´soudre certains des proble`mes pose´s par le formalisme
de la matrice densite´, au prix toutefois de calculs bien plus lourds. Elle est a` privile´gier pour
obtenir des re´sultats analytiques, car dans ce cas un travail en base de Fock conduit tre`s vite a`
une quantite´ de se´ries di ciles a` manipuler et a` interpre´ter.
Nous combinerons souvent les deux approches pour les simulations nume´riques de ce manus-
crit, en faisant des calculs a` l’aide de la matrice densite´, puis en repre´sentant l’e´tat final a` l’aide
de sa fonction de Wigner.
2.3.4 Distance entre e´tats quantiques : la fide´lite´
Lorsqu’un des e´tats est pur, par exemple  ˆ=| ih |, la fide´lite´ s’e´crit simplement :
F(⇢ˆ,  ˆ)=h |⇢ˆ| i=Tr{⇢ˆ ˆ} (2.85)
Lorsque ⇢ˆ et  ˆ sont tous les deux des me´langes statistiques, l’expression pre´ce´dente n’est plus
valable car elle ne permet pas de satisfaire tous les axiomes requis pour une bonne mesure de
fide´lite´ [Jozsa94]. En particulier, si ⇢ˆ=1/2, on a Tr{⇢ˆ⇢ˆ}=1/2 alors que l’on souhaite que la
fide´lite´ soit e´gale a` 1 pour deux e´tats identiques.
On peut ne´anmoins trouver une formule valable pour des me´langes statistiques, et qui satisfait
tous les axiomes [Jozsa94, Nielsen00] :
F(⇢ˆ,  ˆ)=
✓
Tr
nqp
⇢ˆ  ˆ
p
⇢ˆ
o◆2
(2.86)
Cette de´finition de la fide´lite´ redonne bien suˆr la formule (2.85) lorsqu’un des deux e´tats
est pur. Le proble`me qui se pose maintenant est que le calcul analytique des racines carre´es de
matrices n’est pas facile (voire impossible ?), et qu’il faut souvent avoir recourt a` des re´sultats
nume´riques. Cette mesure de la fide´lite´ pour des me´langes statistiques est e´gale a` la fide´lite´
maximale que l’on peut obtenir avec des purifications des e´tats [Nielsen00] :
F(⇢ˆ,  ˆ) = max
| 1i,| 2i
|h 1| 2i|2 (2.87)
ou` | 1i et | 2i sont des purifications respectives de ⇢ˆ1 et ⇢ˆ2.
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2.3.5 Mesures et POVM
En physique quantique, les mesures sont ge´ne´ralement associe´es a` des observables, et de´crites
par un ensemble de projecteurs orthogonaux. Il existe cependant des mesures plus ge´ne´rales, pour
lesquelles la condition d’orthogonalite´ peut eˆtre relaˆche´e. Dans le cas ge´ne´ral, une mesure peut
eˆtre de´crite par un ensemble d’ope´rateurs {Mˆn}, ve´rifiant simplementX
n
Mˆ
†
nMˆn=I. (2.88)
Cette condition assure que la somme des probabilite´s des di↵e´rentes mesures soit e´gale a` 1.
Lorsque le re´sultat d’une mesure sur | i est m, l’e´tat est projete´ sur 1ppmMˆm| i, ou` la quantite´
pm=h |Mˆ †mMˆm| i (2.89)
est e´gale a` la probabilite´ de succe`s d’obtenir m. Lorsque seules les probabilite´s de succe`s in-
terviennent dans un proble`me, ou lorsque la mesure est e↵ectue´e sur un mode auxiliaire qui
est ensuite trace´, seuls les e´le´ments {Mˆ †nMˆn:=Eˆm} interviennent : ils de´finissent alors un
POVM (Positive Operator-Valued Measure). Le lecteur pourra consulter les re´fe´rences [Paris12],
[Nielsen00], et [Preskill98] pour davantage de de´tails sur ces mesures ge´ne´ralise´es.
2.4 Quelques transformations unitaires
2.4.1 Le de´phasage
Un de´phasage |ni!e i |ni est obtenu a` l’aide d’un ope´rateur
Uˆ(✓) = exp[ i✓aˆ†aˆ] (2.90)
qui est e´quivalent a` une e´volution libre pendant un temps t=~✓. Cet ope´rateur transforme
l’ope´rateur destruction en
ei aˆ
†aˆ aˆ e i aˆ
†aˆ = aˆe i , (2.91)
et les quadratures en
Xˆ
0
= Xˆ cos ✓ + Pˆ sin ✓, (2.92a)
Pˆ
0
=  Xˆ sin ✓ + Pˆ cos ✓. (2.92b)
Remarque Une rotation d’un angle ✓>0, fait “tourner” l’e´tat quantique dans le sens horaire.
Une manie`re de s’en convaincre est de regarder l’e´volution d’un e´tat cohe´rent : Uˆ(✓)|↵i=|↵e i✓i.
En revanche, pour une meˆme rotation, les quadratures tournent dans le sens trigonome´trique,
comme le montre (2.92).
L’explication est simple : afin de donner les meˆmes valeurs moyennes, l’angle (alge´brique)
doit eˆtre le meˆme entre l’e´tat et les quadratures apre`s la rotation (Fig. 2.1).
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Θ
Rotation de l’état 
dans le sens horaire
Θ
Rotation des quadratures 
dans le sens trigonométrique
Figure 2.1 – Action d’une rotation sur un e´tat cohe´rent (gauche), et sur les ope´rateurs de
quadratures (droite).
2.4.2 La lame se´paratrice
Une lame se´paratrice est de´crite par l’ope´rateur UˆBS(✓) :
UˆBS(✓)= exp
h
✓(aˆ†bˆ aˆbˆ†)
i
(2.93)
ou` cos2 ✓=T , et ou` les ope´rateurs aˆ et bˆ correspondent aux deux modes de la lame se´para-
trice. Sous l’action de UˆBS, les ope´rateurs aˆ(✓)=Uˆ
†
BS(✓)aˆUˆBS(✓) et bˆ(✓)=Uˆ
†
BS(✓)bˆUˆBS(✓) se
transforment selon
d
d✓
aˆ(✓) = Uˆ
†
BS(✓)
h
aˆ, aˆ†bˆ aˆbˆ†
i
UˆBS(✓) = bˆ(✓), (2.94a)
d
d✓
bˆ(✓) = Uˆ
†
BS(✓)
h
bˆ, aˆ†bˆ aˆbˆ†
i
UˆBS(✓) =  aˆ(✓), (2.94b)
dont les solutions sont :
aˆ(✓) = aˆ cos ✓ + bˆ sin ✓
bˆ(✓) =  aˆ sin ✓ + bˆ cos ✓ (2.95)
Les quadratures e´voluent selon :
Uˆ
†
BS(✓)QˆaUˆBS(✓) = Qˆa cos ✓ + Qˆb sin ✓ (2.96a)
Uˆ
†
BS(✓)QˆbUˆBS(✓) =  Qˆa sin ✓ + Qˆb cos ✓ (2.96b)
avec Qˆ=Xˆ ou Pˆ .
Transformation de la fonction de Wigner En utilisant (2.70) et (2.96), on voit que la
fonction de Wigner W 0 de deux modes couple´s par une lame se´paratrice vaut
W 0(xa, pa, xb, pb) =W (txa rxb, tpa rpb, txb+rxa, tpb+rpa), (2.97)
avec t=
p
T et r=
p
1 T .
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2.5 Les e´tats gaussiens
Les e´tats gaussiens sont des e´tats naturellement de´crits par des variables continues, et pour
lesquels la fonction de Wigner est gaussienne. Ils sont entie`rement caracte´rise´s par un vecteur
regroupant leurs valeurs moyennes, et par leurs matrices de covariances.
Matrice de covariance
Les quadratures d’un e´tat a` N modes peuvent eˆtre regroupe´es dans un vecteur
xˆ :=
⇣
Xˆ1, Pˆ 1, . . . , XˆN , PˆN
⌘T
, (2.98)
dont les 2N e´le´ments ve´rifient
[xˆi, xˆj ] = 2iN0⌦ij , (2.99)
avec ⌦ij=
LN
k=1
✓
0 1
 1 0
◆
. En pratique, nous nous inte´resserons principalement aux quadra-
tures d’e´tats a` un ou deux modes.
Les valeurs moyennes sont regroupe´es dans le vecteur
d := hxˆi = Tr{⇢ˆ xˆ}, (2.100)
qui sera nul pour la plupart de nos e´tats. La matrice de covariance   est de´finie par 10 :
 ij =
1
2N0
h{xˆi hxˆii, xˆj hxˆji}i (2.101)
=
1
2N0
h{xˆi, xˆj}i   hxˆiihxˆji (2.102)
avec {Cˆ, Dˆ}=CˆDˆ+DˆCˆ. Les relations de Heisenberg entre les di↵e´rents modes se traduisent
alors par [Simon94]
 + i⌦   0. (2.103)
Un e´tat gaussien quelconque a` N modes a une fonction de Wigner
W (x1, p1, . . ., xN , pN ) =
1
(2⇡N0)N
p
det 
e
  12N0 (x d)
T
  1(x d). (2.104)
De nombreuses autres proprie´te´s des e´tats gaussiens pourront eˆtre trouve´es dans les re´fe´rences
[Ferraro05, Weedbrook12]. La premie`re est particulie`rement comple`te, alors que la deuxie`me est
relativement plus facile d’acce`s.
10. On peut aussi trouver une convention di↵e´rente, avec  ij = 12 h{xˆi   hxˆii, xˆj   hxˆji}i, ce qui conduit a`
 +iN0⌦ 0.
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2.5.1 Etats d’incertitude minimale
Relation d’incertitude pour des me´langes statistiques
Revenons sur la relation d’incertitude (2.31) : quels sont les e´tats qui saturent cette ine´galite´ ?
Nous allons voir que de tels e´tats doivent eˆtre purs et gaussiens. La plupart des ouvrages de´rivent
cette relation d’incertitude en raisonnant sur un e´tat pur [Leonhardt97, Cohen-Tannoudji97c].
Nous allons plutoˆt suivre une autre approche, tire´e de [Stoler72], permettant de traiter le cas
plus ge´ne´ral d’un me´lange statistique.
Conside´rons pour commencer un e´tat ⇢ˆ quelconque, que l’on pourra e´crire sous forme dia-
gonale ⇢ˆ=
P
m pm| mih m|. On forme les ope´rateurs
Xˆ = Xˆ hXˆi, et Pˆ = Pˆ hPˆ i, (2.105)
avec comme d’habitude hXˆi=Tr{⇢ˆXˆ} et hPˆ i=Tr{⇢ˆPˆ }. Les variances sont obtenues naturelle-
ment graˆce a` ces ope´rateurs :
 2X = Tr{⇢ˆXˆ 2} et  2P=Tr{⇢ˆPˆ2} (2.106)
De´finissons ensuite l’ope´rateur Tˆ   = Xˆ i Pˆ , avec  2R. La positivite´ de ⇢ˆ assure que :
Tr{⇢ˆTˆ  Tˆ † } = Tr{Tˆ † ⇢ˆTˆ  } =
X
k
hk|Tˆ † ⇢ˆTˆ  |ki =
X
k
hk˜|⇢ˆ|k˜i   0 (2.107)
avec |k˜i=Tˆ  |ki, puisque chaque terme hk˜|⇢ˆ|k˜i est positif. On a donc :
Tr{⇢ˆTˆ  Tˆ † } = Tr{⇢ˆ
 Xˆ 2+ 2Pˆ2 2N0  } (2.108a)
=  X2+ 2 P 2 2N0  (2.108b)
  0 (2.108c)
C’est une e´quation du second degre´ en   en tout point similaire a` celle que l’on peut habi-
tuellement obtenir en traitant un e´tat pur et en utilisant la positivite´ de la norme. Pour pouvoir
satisfaire l’ine´galite´, le discriminant 4N20 4 2X 2P doit eˆtre positif ou nul, ce qui nous donne
la relation d’incertitude (2.31) :
 X P N0 (2.109)
Etats d’incertitude minimale
L’e´galite´  X P=N0 n’est possible que si le discriminant est nul. La solution  =s corres-
pondante qui annule (2.108) est alors s= 2N02 2P=N0/ 
2P . On a alors
Tr{⇢ˆTˆ sTˆ †s} =
X
m
pm k Tˆ †s| mi k2= 0, (2.110)
ce qui, vu que les pm sont par de´finition strictement positifs, implique que l’on a pour tout m :
Tˆ
†
m| mi = 0 (2.111)
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Cette dernie`re e´quation forme une e´quation di↵e´rentielle dont la solution est unique [Leonhardt97,
Cohen-Tannoudji97c] : il s’agit d’un e´tat gaussien dont la fonction de Wigner est
W (x, p) =
1
2⇡N0
e 
x hXi
2 X2 e 
p hP i
2 P2 , (2.112)
avec  2X=sN0 et  2P=
1
sN0.
Les | mi sont donc tous identiques, et un e´tat saturant la relation d’incertitude est donc
ne´cessairement un e´tat pur. En revanche, les deux quadratures ne sont pas oblige´es d’avoir la
meˆme variance pour saturer l’ine´galite´ de Heisenberg. On parlera d’e´tats comprime´s lorsque les
fluctuations d’une quadrature sont re´duites d’un facteur s, alors que celles de l’autre quadrature
sont augmente´es d’un facteur 1/s.
2.5.2 Le vide quantique
Le vide quantique |0i est l’e´tat fondamental du champ, lorsqu’il n’y a aucune excitation
(n=0). Comme nous le verrons, c’est le seul e´tat de Fock qui soit gaussien. Il joue un roˆle
fondamental en optique quantique, car il est justement pre´sent chaque fois qu’un mode d’une
transformation est “vide”.
La valeur moyenne des quadratures est nulle, car h0|aˆ|0i=h0|aˆ†|0i=0. En revanche, ce n’est
pas le cas de leur variance, puisque
h0|Xˆ2|0i = N0h0|(aˆ+ aˆ†)2|0i=N0 (2.113)
On montre de meˆme que h0|Pˆ 2|0i=N0. Ainsi la variance des quadratures du vide est e´gale a`
N0. Elle est connue sous de nombreuses appellations : “shot noise”, “bruit de photon”, “bruit
quantique standard” ou encore “bruit de grenaille”. En conclusion, la matrice de covariance et le
vecteur de´placement sont donne´s par :
d =
✓
0
0
◆
  =
✓
1 0
0 1
◆
(2.114)
La fonction de Wigner du vide est (Fig. 2.2) :
W|0i(x, p) =
1
2⇡N0
e
  12N0 (x
2+p2)
(2.115)
2.5.3 Les e´tats cohe´rents
De´finition
La nature e´tant intrinse`quement quantique, la description classique du champ (2.4) doit
pouvoir eˆtre retrouve´e a` partir des valeurs moyennes de l’ope´rateur champ (2.12). Les e´tats
cohe´rents [Loudon00, Leonhardt97], ou e´tats quasi-classiques, sont les e´tats |↵i pour lesquels,
en valeur moyenne et pour un mode normal donne´, l’amplitude et l’e´nergie du champ quantique
sont e´gales a` celles du champ classique. Ces conditions se traduisent par :
h↵|
⇣
aˆeik·r i!t   aˆ†e ik·r+i!t
⌘
|↵i = ↵eik·r i!t   ↵⇤e ik·r+i!t (2.116)
~!h↵|nˆ|↵i = ~!|↵|2 (2.117)
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Figure 2.2 – Fonction de Wigner du vide, et densite´ de probabilite´ des quadratures Xˆ et Pˆ .
Elle sont su santes pour de´finir les e´tats |↵i, qui doivent eˆtre e´tats propres de l’ope´rateur aˆ
[Cohen-Tannoudji97b] :
aˆ|↵i = ↵|↵i, ↵ 2 C (2.118)
Rappelons nous que l’ope´rateur aˆ a e´te´ introduit a` la place des amplitudes normales classiques.
On peut donc l’interpre´ter comme un ope´rateur donnant l’amplitude complexe du champ, en
gardant a` l’esprit qu’il n’est pas une observable car il n’est pas hermitien, et que ses valeurs
propres ↵ peuvent eˆtre complexes.
Afin de de´montrer la relation (2.118), calculons la norme de l’ope´rateur bˆ=aˆ ↵ applique´ sur
↵ [Cohen-Tannoudji97b] :
h↵|bˆ†bˆ|↵i = h↵|aˆ†aˆ|↵i ↵h↵|aˆ†|↵i ↵⇤h↵|aˆ|↵i+ |↵|2 (2.119)
Les conditions (2.116) et (2.117) impliquent que
h↵|bˆ†bˆ|↵i = 0, (2.120)
et donc que aˆ|↵i=↵|↵i.
Les e´tats cohe´rents sont les e´tats qui se rapprochent le plus de l’image classique d’une onde
plane monochromatique. Ils peuvent eˆtre produits par un laser tre`s au dessus du seuil [Chiao08,
Loudon00].
Ope´rateur de´placement
De´finition L’ope´rateur de´placement Dˆ(↵) est de´fini par
Dˆ(↵) = exp
h
↵aˆ†   ↵⇤aˆ
i
(2.121a)
= exp

ip
N0
[=(↵)Xˆ  <(↵)Pˆ ]
 
(2.121b)
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On voit imme´diatement que Dˆ
†
(↵)=Dˆ( ↵), et que Dˆ†(↵)Dˆ(↵)=I. Cet ope´rateur se de´compose
graˆce a` la formule de Baker-Haussdorf (annexe A) :
Dˆ(↵) = e 
1
2 |↵|2e↵aˆ
†
e ↵
⇤aˆ (2.122a)
= e+
1
2 |↵|2e ↵
⇤aˆe↵aˆ
†
(2.122b)
Transformation des ope´rateurs Sous l’action de l’ope´rateur de´placement, les ope´rateurs
destruction et cre´ation sont transforme´s en (annexe A.2)
Dˆ
†
(↵) aˆ Dˆ(↵) = aˆ+ ↵, (2.123a)
Dˆ
†
(↵) aˆ† Dˆ(↵) = aˆ† + ↵⇤, (2.123b)
ce qui implique que les quadratures sont transforme´es en
Dˆ
†
(↵)XˆDˆ(↵) = Xˆ + 2
p
N0<(↵), (2.124a)
Dˆ
†
(↵)Pˆ Dˆ(↵) = Pˆ + 2
p
N0=(↵). (2.124b)
Elles sont donc simplement de´place´es d’une valeur constante par rapport aux quadratures du
vide. La variance d’une variable ale´atoire ne changeant pas avec l’ajout d’une constante, les
quadratures de´place´es ont toujours une variance e´gale a` N0. La de´finition (2.118) implique e´ga-
lement que les quadratures Xˆ et Pˆ ont des valeurs moyennes respectivement e´gales a` 2
p
N0<(↵)
et 2
p
N0=(↵), et une variance e´gale a` N0. On peut alors en conclure qu’un e´tat cohe´rent est un
vide de´place´ :
|↵i=Dˆ(↵)|0i = exp
h
↵aˆ† ↵⇤aˆ
i
|0i (2.125)
De plus, aˆ
⇣
Dˆ(↵)|0i
⌘
=Dˆ(↵)Dˆ
†
(↵)aˆDˆ(↵)|0i=Dˆ(↵)[aˆ+↵]|0i=↵
⇣
Dˆ(↵)|0i
⌘
. L’e´tat Dˆ(↵)|0i ve´-
rifie donc bien la de´finition (2.118).
Moments et fonction de Wigner
Les conclusions pre´ce´dentes nous montrent que la matrice de covariance d’un e´tat cohe´rent
est la meˆme que celle du vide :
d = 2
p
N0
✓ <(↵)
=(↵)
◆
  =
✓
1 0
0 1
◆
(2.126)
Sa fonction de Wigner est donc identique a` celle du vide centre´e en 2
p
N0↵. Remarquons que le
vide est d’ailleurs un e´tat cohe´rent d’amplitude ↵=0.
La phase de ↵ correspond simplement a` une rotation dans l’espace des phases. Ainsi, lorsqu’un
seul mode entre en jeu, on peut la plupart du temps supposer ↵ re´el sans perte de ge´ne´ralite´. En
revanche lorsque plusieurs modes sont concerne´s, la phase relative est importante et doit eˆtre
conserve´e.
La fonction de Wigner d’un e´tat cohe´rent est (Fig. 2.3) :
W↵(x, p) =
1
2⇡N0
e
  12N0 ((x 2
p
N0↵x)2+(p 2
p
N0↵p)2) (2.127)
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Figure 2.3 – Fonction de Wigner d’un e´tat cohe´rent ↵=1.5 1.2i, et densite´ de probabilite´ des
quadratures Xˆ et Pˆ .
De´composition en base de Fock
Les coe cients de la de´composition d’un e´tat cohe´rent en base de Fock sont la plupart du
temps trouve´s par re´currence, en utilisant les proprie´te´s des ope´rateurs destruction et cre´ation.
On peut e´galement les trouver facilement en utilisant (2.122a) et le fait que exp[ ↵aˆ]|0i=|0i :
|↵i = e  12 |↵|2e↵aˆ† |0i (2.128a)
= e 
1
2 |↵|2
X
n
(↵aˆ†)n
n!
|0i (2.128b)
= e 
1
2 |↵|2
X
n
↵np
n!
|ni (2.128c)
Proprie´te´s e´le´mentaires
Les e´tats cohe´rents ne sont pas orthogonaux entre eux, car leur produit scalaire
h↵| i = e  12 |↵|2e  12 | |2e↵⇤  = e  12 |↵  |2+ 12 (↵⇤  ↵ ⇤) (2.129)
n’est jamais strictement nul. En revanche, lorsque |↵  |2 est grand, on pourra faire l’approxi-
mation qu’ils le sont. Ils forment e´galement une re´solution de l’unite´
1
⇡
Z
d2↵ |↵ih↵| = I, (2.130)
et constituent pour cette raison une base sur-comple`te. Cette formule peut eˆtre utilise´e pour
calculer la trace d’un ope´rateur [Chiao08] :
Tr{Aˆ} = 1
⇡
Z
d2↵ h↵|Aˆ|↵i (2.131)
Ces proprie´te´s peuvent eˆtre ge´ne´ralise´es pour des e´tats cohe´rents multimodes [Chiao08, Blow90,
Loudon00]. Enfin, comme indique´ dans la section 2.3.2 et avec l’e´quation (2.80), les e´tats cohe´-
rents peuvent eˆtre utilise´s pour de´composer un e´tat quantique ⇢ˆ a` l’aide de la fonction P :
⇢ˆ =
Z
d2↵ P (↵)|↵ih↵| (2.132)
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Figure 2.4 – Fonction de Wigner d’un e´tat comprime´ selon Xˆ, de parame`tre s=0.45, et densite´
de probabilite´ des quadratures Xˆ et Pˆ .
2.5.4 Le vide comprime´ monomode
De´finition
Le vide comprime´ monomode | sqzi est un e´tat de moyenne nulle et d’incertitude minimale,
dont une des quadratures est comprime´e d’un facteur s, alors que l’autre est amplifie´e d’un
facteur 1/s. Si la compression est faite selon Xˆ, on a :
 2X = sN0 (2.133a)
 2P =
1
s
N0 (2.133b)
Nous verrons que contrairement au vide, | sqzi contient des photons. Il peut eˆtre obtenu par
amplification parame´trique du vide, avec un amplificateur de´ge´ne´re´, comme nous le de´taillerons
dans le chapitre 3.
Moments et fonction de Wigner
La de´finition du vide comprime´ (2.133) su t a` obtenir ses moments
d =
✓
0
0
◆
  =
✓
s 0
0 1/s
◆
(2.134)
et sa fonction de Wigner (Fig. 2.4) :
Wsqz(x, p) =
1
2⇡N0
e
  12N0
✓
x2
s +
p2
1/s
◆
(2.135)
Elle a bien l’allure de celle du vide que l’on aurait comprime´ dans une direction et e´tendue dans
l’autre.
Ope´rateur de squeezing
De´finition L’ope´rateur de squeezing monomode est de´fini par :
Sˆ(r) = exp
hr
2
aˆ2 r
2
(aˆ†)2
i
(2.136)
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C’est un ope´rateur qui ve´rifie Sˆ
†
(r)=Sˆ( r) et Sˆ†(r)Sˆ(r)=I. On montre en annexe A.3 que Sˆ(r)
peut s’e´crire comme :
Sˆ(r) = exp

 1
2
(aˆ†)2 tanh r
 
exp

 1
2
(2aˆ†aˆ+1) ln(cosh r)
 
exp

+
1
2
aˆ2 tanh r
 
(2.137)
Transformation des ope´rateurs L’ope´rateur aˆ(r)=Sˆ
†
(r)aˆSˆ(r) e´volue selon l’e´quation
d
dr
aˆ(r) =
1
2
Sˆ(r)†
h
aˆ, aˆ2 aˆ†2
i
Sˆ(r) =  aˆ†, (2.138)
dont la solution est
aˆ(r) = aˆ cosh r   aˆ† sinh r. (2.139)
Les quadratures sont donc transforme´es en :
Xˆ(r) = e rXˆ (2.140)
Pˆ (r) = e+rPˆ (2.141)
Ces transformations correspondent a` une amplification de´pendante de la phase, ce qui conduit
bien a` la de´finition (2.133), en posant s=e 2r. Le vide comprime´ est donc obtenu en appliquant
Sˆ(r) sur le vide :
| sqzi = Sˆ(r)|0i = exp
hr
2
aˆ2 r
2
(aˆ†)2
i
|0i (2.142)
De´composition en base de Fock
Elle est facilement obtenue en utilisant la de´composition (2.137), comme montre´ en annexe
A.3 :
| sqzi= 1p
cosh r
1X
n=0
1
n!
p
(2n)!
✓
 1
2
tanh r
◆n
|2ni (2.143)
On remarque que le vide comprime´ ne contient que des nombres pairs de photons.
Remarque : Le vide comprime´ n’est d’incertitude minimale que pour les quadratures selon
lesquelles il est comprime´. Si la compression est selon une quadrature Xˆ✓, telle que
Xˆ✓(r) = e
 rXˆ✓, (2.144a)
Pˆ ✓(r) = e
+rPˆ ✓, (2.144b)
on peut obtenir les variances Xˆ et Pˆ en utilisant les expressions (2.32) :
 X2 = cosh 2r   sinh 2r cos 2✓ (2.145a)
 P 2 = cosh 2r + sinh 2r cos 2✓ (2.145b)
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2.5.5 Le vide comprime´ bimode, ou e´tat EPR
De´finition
Le vide comprime´ bimode | EPRi est un e´tat de moyenne nulle, dont les quadratures sont
intrique´es entre elles. Deux modes optiques aˆ et bˆ entrent en jeux, avec des ope´rateurs de
quadratures Xˆ1 et Pˆ 1 pour le premier mode, et Xˆ2 et Pˆ 2 pour le second. Regarde´ inde´pendam-
ment, chaque mode ne comporte pas de compression. En revanche, les fluctuations de Xˆ1+Xˆ2
et Pˆ 1 Pˆ 2 sont comprime´es, alors que celles de Xˆ1 Xˆ2 et Pˆ 1+Pˆ 2 sont amplifie´es :
 2X+ = sN0  
2P  = sN0 (2.146a)
 2X  =
1
s
N0  
2P+ =
1
s
N0 (2.146b)
ou` 2Q± est la variance de la quadrature Qˆ±= 1p2
 
Qˆ1±Qˆ2
 
, avec Qˆ=Xˆ ou Pˆ . Le vide comprime´
bimode est une re´alisation physique de l’e´tat utilise´ par Einstein, Podolsky et Rosen pour leur
fameux paradoxe [Einstein35], qui est obtenu avec s!0. Pour cette raison et par abus de langage,
il est appele´ e´tat EPR, meˆme lorsque s>0.
Il peut eˆtre obtenu par amplification parame´trique du vide, avec un amplificateur non de´ge´-
ne´re´ [Ou92, Zhang00], ou en combinant deux vides comprime´s dans des directions orthogonales
sur une lame se´paratrice 50/50 [Bowen03, Bowen04, Mizuno05, Furusawa98].
Bien que le vide comprime´ bimode fasse partie des e´tats intrique´s les “plus simples”, il n’en
reste pas moins l’e´tat maximalement intrique´ pour une e´nergie donne´e [Barnett89, Barnett91],
car c’est un e´tat pur dont chaque mode re´duit est dans un e´tat thermique.
Moments et fonction de Wigner
Comme pre´ce´demment, on peut obtenir les moments du vide comprime´ bimode
d =
✓
0
0
◆
  =
✓
cosh 2rI   sinh 2rZ
  sinh 2rZ cosh 2rI
◆
(2.147)
avec I=diag(1, 1) et Z=diag(1, 1), et sa fonction de Wigner a` partir de sa de´finition (2.146) :
WEPR(x1, p1, x2, p2) =
1
(2⇡N0)2
e
  12N0
⇣
1
2s (x1+x2)
2+ 12s (p1 p2)2+ 12/s (x1 x2)2+ 12/s (p1+p2)2
⌘
(2.148)
Ope´rateur de squeezing bimode
De´finition L’ope´rateur de squeezing bimode est de´fini par :
Sˆ2(r) = exp
h
raˆbˆ raˆ†bˆ†
i
(2.149)
Il ve´rifie Sˆ
†
2(r)=Sˆ2( r) et Sˆ†2(r)Sˆ2(r)=I, et on montre en annexe A.3 qu’il peut s’e´crire comme :
Sˆ2(r) = exp
h
 aˆ†bˆ† tanh r
i
exp
h
 (aˆ†aˆ+bˆ†bˆ+1) ln(cosh r)
i
exp
h
+aˆbˆ tanh r
i
(2.150)
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Transformation des ope´rateurs Les ope´rateurs aˆ(r)=Sˆ
†
2(r)aˆSˆ2(r) et bˆ(r)=Sˆ
†
2(r)bˆSˆ2(r)
e´voluent selon
d
dr
aˆ(r) = Sˆ2(r)
h
aˆ, aˆbˆ aˆ†bˆ†
i
Sˆ2(r) =  bˆ†, (2.151a)
d
dr
bˆ(r) = Sˆ2(r)
h
bˆ, aˆbˆ aˆ†bˆ†
i
Sˆ2(r) =  aˆ†, (2.151b)
dont les solutions sont :
aˆ(r) = aˆ cosh r   bˆ† sinh r
bˆ(r) = bˆ cosh r   aˆ† sinh r
(2.152)
Les quadratures des modes 1 et 2 sont donc me´lange´es entre elles sous l’action de la com-
pression :
Xˆ1(r) = Xˆ1 cosh r   Xˆ2 sinh r Xˆ2(r) = Xˆ2 cosh r   Xˆ1 sinh r (2.153a)
Pˆ 1(r) = Pˆ 1 cosh r + Pˆ 2 sinh r Pˆ 2(r) = Pˆ 2 cosh r + Pˆ 1 sinh r (2.153b)
En revanche, les di↵e´rences et les sommes des quadratures sont bien comprime´es ou amplifie´es :
Xˆ1(r)+Xˆ2(r) = e
 r Xˆ1+Xˆ2  Pˆ 1(r) Pˆ 2(r) = e r Pˆ 1 Pˆ 2  (2.154a)
Xˆ1(r) Xˆ2(r) = e+r
 
Xˆ1 Xˆ2
 
Pˆ 1(r)+Pˆ 2(r) = e
+r
 
Pˆ 1+Pˆ 2
 
(2.154b)
Ces transformations correspondent a` la de´finition du vide comprime´ bimode (2.146), ce qui
montre que :
| EPRi = Sˆ2(r)|0abi = exp
h
raˆbˆ raˆ†bˆ†
i
|0abi (2.155)
De´composition en base de Fock
Puisque le vide comprime´ bimode est intrique´ en quadratures, il doit l’eˆtre e´galement en
base de Fock. Comme montre´ en annexe A.3 en utilisant l’expansion de l’ope´rateur de squeezing
(2.150), sa de´composition en base de Fock est
| EPRi =
p
1  2
1X
n=0
(  )n|ni|ni, (2.156)
avec  =tanh r. Les deux modes contiennent donc exactement le meˆme nombre de photons. Cette
proprie´te´ est couramment utilise´e pour pre´parer des e´tats de Fock de manie`re probabiliste : une
mesure de n photons dans un mode projette l’autre mode dans l’e´tat |ni.
Afin de simplifier les notations et de s’a↵ranchir du terme ( 1)n dans (2.156), nous note-
rons souvent un e´tat EPR | EPRi=
p
1  2P1n=0  n|ni|ni, ce qui correspond simplement a` une
rotation dans l’espace des phases.
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Obtention avec deux vides comprime´s monomodes
On peut obtenir un vide comprime´ bimode a` partir d’un vide comprime´ monomode selon
Pˆ (donc de parame`tre  r), et d’un vide comprime´ monomode selon Xˆ (donc de parame`tre
r). Ecrivons pour cela l’e´tat re´sultant du me´lange de ces deux vides comprime´s avec une lame
se´paratrice 50/50, de´crite par l’ope´rateur UˆBS :
UˆBSSˆa( r)⌦Sˆb(r)|0abi = UˆBSSˆa( r)Uˆ †BSUˆBSSˆb(r)Uˆ †BS|0abi (2.157)
On utilise ensuite la relation (A.1) pour obtenir :
UˆBSSˆa( r)Uˆ †BS = exp
"
 r
2
⇣ aˆ bˆp
2
⌘2
+
r
2
⇣ aˆ† bˆ†p
2
⌘2#
(2.158a)
UˆBSSˆb(+r)Uˆ
†
BS = exp
"
+
r
2
⇣ aˆ+bˆp
2
⌘2 r
2
⇣ aˆ†+bˆ†p
2
⌘2#
(2.158b)
Enfin, on ve´rifie que les termes des deux exponentielles commutent entre eux, ce qui permet de
les regrouper dans une seule exponentielle et d’obtenir :
UˆBSSˆa( r)⌦Sˆb(r)|0i = exp
h
raˆbˆ raˆ†bˆ†
i
|0i = Sˆ2(r)|0i (2.159a)
Notons que l’on peut e´galement retrouver ce re´sultat en utilisant les fonctions de Wigner et la
relation (2.97).
2.5.6 Les e´tats thermiques
De´finition
Comme son nom l’indique, un e´tat thermique correspond a` l’e´tat du rayonnement lorsqu’il
est en e´quilibre avec un re´servoir de tempe´rature T [Chiao08, Loudon00] :
⇢ˆth =
e  Hˆ
Tr{e  Hˆ} (2.160)
Avec  =1/kBT et Hˆ l’hamiltonien libre. Le nombre moyen de photons n¯=Tr{⇢ˆthaˆ†aˆ} est e´gal
a` (e~!/kBT 1) 1. En posant n¯=sinh2 r et  =tanh r, l’e´tat (2.160) s’e´crit :
⇢ˆth = (1  2)
1X
n=0
 2n|nihn| (2.161)
On reconnait la trace partielle sur un mode d’un e´tat EPR de parame`tre r :
⇢ˆth = Tra{| EPRih EPR|} = Trb{| EPRih EPR|} (2.162)
Un e´tat thermique a donc pour purification un e´tat EPR.
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Figure 2.5 – Fonction de Wigner d’un e´tat thermique de variance V=2, et densite´ de probabilite´
des quadratures Xˆ et Pˆ .
Quelques proprie´te´s
Les e´tats thermiques maximisent l’entropie de von Neumann S(⇢ˆ)= Tr{⇢ˆ log ⇢ˆ} pour une
e´nergie (donc n¯ et  ) donne´e [Wehrl78]. Cette proprie´te´, associe´e a` (2.162), fait que les e´tats
EPR sont des e´tats maximalement intrique´s pour une e´nergie donne´e [Barnett89, Barnett91],
comme mentionne´ pre´ce´demment.
Pour toutes les quadratures Xˆ✓, on montre que leur variance est e´gale a`
V=
1+ 2
1  2N0=cosh(2r)N0 = (2n¯+1)N0, (2.163)
et que leur valeur moyenne est nulle. Les e´tats thermiques ressemblent donc au vide mais avec
une variance e´largie. Utilise´s dans un mode d’une lame se´paratrice, ces fluctuations s’ajoutent a`
celles du signal injecte´ dans l’autre mode et correspondent a` un ajout de bruit gaussien.
Moments et fonction de Wigner
Les moments d’un e´tat thermique sont
d =
✓
0
0
◆
  =
✓
V 0
0 V
◆
(2.164)
ce qui correspond a` une fonction de Wigner e´gale a` (Fig. 2.5)
Wth(x, p) =
1
2⇡N0V
e
  12N0
x2+p2
V . (2.165)
De´composition sur des e´tats cohe´rents
Nous aurons besoin de la fonction P d’un e´tat thermique lorsque nous e´tudierons l’utilisation
d’un amplificateur sans bruit en cryptographie quantique. On peut l’obtenir en utilisant la
de´finition (2.81), mais cette approche est tre`s calculatoire. Une me´thode plus simple est de
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remarquer qu’un e´tat thermique se de´compose sur des e´tats cohe´rents, en utilisant (2.155) et
(2.150) (voir aussi (A.28a)) :
⇢ˆth( ) = (1  2) Trb{e  aˆ
†bˆ† |0abih0ab|e aˆbˆ} (2.166a)
=
1
⇡
(1  2)
Z
d2  h b|e  aˆ†bˆ† |0abih0ab|e aˆbˆ| bi (2.166b)
=
1
⇡
(1  2)
Z
d2  |h b|0bi|2e   ⇤aˆ† |0aih0a|e  aˆ (2.166c)
=
1
⇡
(1  2)
Z
d2  e | |
2
e   
⇤aˆ† |0aih0a|e  aˆ (2.166d)
Compte tenu de (2.122a), e   ⇤aˆ† |0ai=e 12 |  |2 |   ⇤i, et on a donc
⇢ˆth( ) =
1
⇡
(1  2)
Z
d2  e| |
2( 2 1)|   ⇤ih   ⇤|. (2.167)
Ensuite, on fait le changement de variable    ⇤=↵, ce qui implique d2 =  d2↵/ 2, et on
obtient finalement :
⇢ˆth( ) =
1
⇡n¯
Z
d2↵ e 
1
n¯ |↵|2 |↵ih↵| (2.168)
ou` n¯=  
2
1  2 est le nombre moyen de photons. On reconnaˆıt imme´diatement une de´composition
qui permet d’identifier la fonction P :
P (↵) =
1
⇡n¯
e 
1
n¯ |↵|2 (2.169)
Ainsi, contrairement au cas ge´ne´ral, pour un e´tat thermique la fonction P est bien e´gale a` une
distribution de probabilite´. Un e´tat thermique est un me´lange d’e´tats cohe´rents de phases ale´a-
toires, dont les amplitudes suivent une distribution de moyenne nulle, et de variance de´pendant
de n¯.
On montre par un calcul similaire que la fonction P d’un e´tat thermique de´place´ de   est
e´gale a` P (↵  ) :
Dˆ( )⇢ˆth( )Dˆ
†
( ) =
1
⇡n¯
Z
d2↵ e 
1
n¯ |↵  |2 |↵ih↵| (2.170)
2.6 Etats non gaussiens
Les e´tats pre´sente´s jusqu’a` maintenant posse´daient une fonction de Wigner gaussienne. Meˆme
si l’on peut combiner les di↵e´rentes ope´rations de de´placement, squeezing, rotation, ou ajout de
bruit thermique pour former toute une classe d’e´tats gaussiens, cela ne su t pas a` de´crire tous
les e´tats quantiques possibles. Comme indique´ dans la section pre´sentant la fonction de Wigner,
il existe ne´cessairement des e´tats non gaussiens, qui devront donc avoir des fonctions de Wigner
prenant des valeurs ne´gatives [Hudson74].
Ces e´tats sont extreˆmement importants en information quantique, car un tre`s grand nombre
de protocoles en ont besoin pour s’ave´rer e caces. Par exemple, le calcul quantique avec des
variables continues ne´cessite une ope´ration non gaussienne pour eˆtre plus e cace qu’un ordina-
teur classique [Bartlett02]. La pre´sence d’un e´le´ment non gaussien est indispensable, que ce soit
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Figure 2.6 – Fonction de Wigner d’un e´tat de Fock n=1, et densite´ de probabilite´ des quadra-
tures Xˆ et Pˆ .
Figure 2.7 – Fonction de Wigner d’un e´tat de Fock n=2, et densite´ de probabilite´ des quadra-
tures Xˆ et Pˆ .
par une e´volution non line´aire de type Kerr, l’utilisation de mesures non gaussiennes, ou d’e´tats
non gaussiens [Marek09, Braunstein05]. La distillation d’intrication pour des e´tats gaussiens est
e´galement impossible sans e´le´ments non gaussiens [Eisert02, Fiura´sˇek02, Giedke02], tout comme
la correction d’erreurs [Niset09].
Parmi tous les e´tats non gaussiens imaginables, certains se re´ve`lent particulie`rement utiles.
C’est le cas des e´tats de Fock, et des superpositions d’e´tats cohe´rents, que nous de´taillons main-
tenant.
2.6.1 Les e´tats de Fock
Nous les avons de´ja` rencontre´ lors de la quantification du champ. Ces e´tats peuvent eˆtre
utilise´s en tant que tels pour coder de l’information (voir section 2.7.1), mais ils sont aussi
couramment utilise´s en tant que ressources pour imple´menter des ope´rations quantiques.
Etudions maintenant quelques unes de leurs proprie´te´s plus en de´tail. La fonction de Wigner
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d’un e´tat de Fock |ni est
W|ni(x, p) =
( 1)n
2⇡N0
e
  12N0 (x
2+p2)
Ln
✓
x2+p2
N0
◆
, (2.171)
avec Ln le nie`me polynoˆme de Laguerre :
Ln(x) =
nX
k=0
Ckn
( x)k
k!
(2.172)
A part pour le vide |0i qui est gaussien, elle prend toujours des valeurs ne´gatives. L’e´tat a` un
photon, qui est sans doute l’e´tat de Fock le plus utilise´ comme ressource, a une fonction de
Wigner e´gale a`
W|1i(x, p) =
1
2⇡N0
✓
x2+p2
N0
 1
◆
e
  12N0 (x
2+p2)
. (2.173)
Elle est ne´gative pour un rayon
p
x2+p2<
p
N0. Cette ne´gativite´ disparaˆıt pour des pertes su-
pe´rieures a` 3 dB (voir par exemple [Grosshans02a] pour un calcul de´taille´).
Les fonctions de Wigner des e´tats |1i et |2i sont repre´sente´es sur les figures 2.6 et 2.7. Les
e´tats de Fock n’ont pas de phase de´finie : ils sont syme´triques et leurs fonctions de Wigner sont
invariantes par rotation. Une mesure d’une quadrature quelconque donnera toujours la meˆme
distribution, quelle que soit la quadrature choisie.
2.6.2 Les superpositions d’e´tats cohe´rents, ou “chats de Schro¨dinger”
Dans sa ce´le`bre expe´rience de pense´e [Schro¨dinger35], E. Schro¨dinger s’interrogeait sur la
possibilite´ de mettre un chat dans une superposition quantique d’e´tats “mort” et “vivant”, en
l’enfermant dans une boˆıte contenant un atome instable, relie´ a` une fiole de poison. En cas de
de´sinte´gration de l’atome, la fiole se brise et fait tre´passer le chat. Puisque l’atome peut eˆtre
dans une superposition quantique d’un e´tat non de´sinte´gre´ et de´sinte´gre´, le chat devrait pouvoir
e´galement se retrouver a` la fois mort et vivant. Le chat est-il dans cet e´tat tant que l’on n’a pas
ouvert la boˆıte ?
Utiliser un chat n’est bien suˆr pas essentiel. Le point crucial est d’avoir un syste`me suf-
fisamment macroscopique pour que nous puissions en avoir une expe´rience dans notre monde
classique. Le paradoxe souleve´ par Schro¨dinger concerne davantage la possibilite´ de mettre des
e´tats macroscopiques“classiques ”dans des superpositions quantiques. Nous avons de´ja` rencontre´
de tels e´tats, il s’agit des e´tats cohe´rents. C’est donc naturellement qu’une superposition d’e´tats
cohe´rents est appele´e, par analogie, un “chat de Schro¨dinger”.
Une telle superposition est de´finie par
| chati = N
⇣
|↵i+ei | ↵i
⌘
, (2.174)
avec N=1/
p
2(1+e 2|↵|2 cos ). Les e´tats sont pris de meˆme amplitude, car on peut toujours s’y
ramener pour des e´tats d’amplitudes quelconques avec un de´placement. La fonction de Wigner
associe´e a` | chati s’e´crit
Wchat(x, p) =
e
  12N0 (x
2+p2)
2⇡N0
⇣
1+e 2|↵|2 cos 
⌘ ✓e 2|↵|2 cosh⇣ 2↵xp
N0
⌘
+cos
⇣ 2↵pp
N0
  
⌘◆
. (2.175)
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Figure 2.8 – Fonction de Wigner d’un chat impair, ↵=3.5, et distribution de probabilite´ des
quadratures Xˆ et Pˆ .
Ces e´tats n’ont pas qu’un inte´reˆt fondamental, ils sont aussi particulie`rement utiles en infor-
mation quantique [Gilchrist04, Lund08]. Deux superpositions particulie`res sont souvent utilise´es,
les chats pairs | chat+i et impairs | chat i, appele´s ainsi en raison de leurs distributions de pho-
tons :
| chat+i = N+
⇣
|↵i+| ↵i
⌘
=
p
2e |↵|2/2p
1+e 2|↵|2
1X
k=0
↵2kp
(2k)!
|2ki (2.176)
| chat i = N 
⇣
|↵i | ↵i
⌘
=
p
2e |↵|2/2p
1 e 2|↵|2
1X
k=0
↵2k+1p
(2k+1)!
|2k+1i (2.177)
Un chat pair (resp. impair) ne contient donc qu’un nombre pair (resp. impair) de photons. Leurs
fonctions de Wigner sont repre´sente´es sur les figures 2.8 et 2.9. Ces deux e´tats sont de plus
strictement orthogonaux entre eux quel que soit ↵, ce qui n’est pas le cas de |↵i et | ↵i.
2.7 Application a` l’information quantique
L’utilisation des proprie´te´s quantiques pour le traitement de l’information est un domaine
relativement re´cent, qui a commence´ a` re´ellement se de´velopper vers la fin des anne´es 1990. On
peut distinguer deux grands domaines : le calcul quantique, et les communications quantiques.
Le calcul quantique [DiVincenzo95] exploite certaines proprie´te´s quantiques fondamentales,
tel que le principe de superposition, afin de re´soudre certaines taˆches exponentiellement plus
rapidement qu’avec un ordinateur classique. Parmi les protocoles les plus courants, citons par
exemple l’algorithme de Shor [Shor97] pour la factorisation en nombres premiers, l’algorithme de
Grover [Grover96] pour la recherche dans une base de donne´es non trie´e, ou encore l’algorithme
de Deutsch-Jozsa [Deutsch92, Cleve98].
Les communications quantiques, de manie`re ge´ne´rale, sont “l’art de transfe´rer un e´tat quan-
tique d’un endroit a` l’autre” [Gisin07]. La te´le´portation quantique [Bennett93, Bouwmeester97,
Braunstein98, Furusawa98] en est un parfait exemple. Le principe est de transfe´rer l’e´tat quan-
tique d’une particule (atome, photon, ...) a` une autre particule similaire situe´e a` un autre
endroit, en utilisant un e´tat intrique´ comme ressource et en faisant des mesures de Bell. La
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Figure 2.9 – Fonction de Wigner d’un chat pair, ↵=3.5, et distribution de probabilite´ des
quadratures Xˆ et Pˆ . On note que les oscillations ont une phase di↵e´rente de celles d’un chat
impair.
cryptographie quantique est e´galement une branche importante des communications quantiques
[Bennett84, Scarani09]. Le principe commun a` tous les protocoles est d’e´changer des e´tats quan-
tiques entre deux partenaires, traditionnellement appele´s Alice et Bob, afin de pouvoir e´tablir
une cle´ secre`te graˆce aux mesures e↵ectue´es sur ces e´tats. Nous aurons l’occasion de revenir plus
en de´tail sur les principes de cryptographie quantique au cours du chapitre 7.
Dans tous ces di↵e´rents domaines de l’information quantique, il existe ne´anmoins un de´no-
minateur commun : la manie`re d’encoder l’information, qui peut eˆtre discre`te, ou continue.
2.7.1 Variables discre`tes
On parle ge´ne´ralement de variables discre`tes lorsque l’information est encode´e dans un sous
espace de dimension finie, associe´ a` un spectre discret. Le codage utilise deux e´tats quantiques
orthogonaux pour former un qubit, ge´ne´ralisant ainsi la notion de bit classique. Ces deux e´tats,
traditionnellement de´nomme´s |0i et |1i, correspondent aux deux valeurs 0 et 1 d’un bit classique.
Alors que classiquement un bit ne peut prendre qu’une seule de ces deux valeurs a` la fois, la
physique quantique autorise une superposition quelconque ↵|0i+ |1i, avec |↵|2+| |2=1. Cette
possibilite´ de superposition est au cœur des algorithmes de calculs quantiques surpassant leurs
homologues classiques. Les qubits peuvent eˆtre forme´s a` l’aide d’une multitude de syste`mes
physiques : niveaux atomiques dans des ions ou des atomes neutres, mate´riaux supraconducteurs,
mole´cules, ... et bien suˆr avec les e´tats du champ lumineux.
Les e´tats de Fock, discrets par natures, peuvent eˆtre utilise´s pour former un qubit en utilisant
simplement les e´tats |0i et |1i, contenant respectivement ze´ro et un photon. Cet encodage pose
toutefois de nombreux proble`mes technologiques (e cacite´ des de´tecteurs pour de´tecter le vide,
e↵et des pertes, ...) qui peuvent eˆtre en partie contourne´s en utilisant un encodage avec un
photon dans deux modes di↵e´rents, par exemple deux e´tats de polarisation |Hi et |Vi.
Pour le calcul quantique, cet encodage permet de re´aliser tre`s simplement les portes quan-
tiques a` un qubit (par exemple les rotations, la porte de Hadamard) a` l’aide de lames se´paratrices
et de lames a` retards. Nous reviendrons plus en de´tail sur ces portes dans le chapitre 6 concer-
nant la caracte´risation d’une porte de phase. Les photons uniques ont de plus l’avantage d’eˆtre
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relativement re´sistants au bruit, et de permettre des transformations donnant une tre`s bonne
fide´lite´ [Loock11]. L’inconve´nient majeur est par contre la di culte´ a` faire interagir les photons
pour former des portes a` deux qubits. Les mate´riaux non line´aires ne pre´sentent pas une e cacite´
su sante pour assurer un couplage entre deux photons uniques, si bien que d’autres alternatives
doivent eˆtre utilise´es. L’une d’entre elles est par exemple l’utilisation de non line´arite´s ge´antes
dans les atomes de Rydberg [Peyronel12, Sa↵man10]. Une autre approche tre`s prometteuse est
d’utiliser des non line´arite´s induites par des mesures [Knill01, O’Brien03, O’Brien07], associe´es
avec le principe de la “te´le´portation de portes quantiques” [Gottesman99]. Une ope´ration quan-
tique arbitraire peut alors eˆtre re´alise´e avec de l’optique line´aire et des compteurs de photons,
mais de manie`re probabiliste. Un fonctionnement “quasi de´terministe” est en the´orie possible,
mais ne´cessite une quantite´ de ressources di cilement inte´grable a` grande e´chelle, meˆme si des
ame´liorations du protocole existent [Kok07].
De nombreux protocoles de communications quantiques utilisent un encodage discret sous
forme de qubit. Outre les protocoles de te´le´portation quantique [Bennett93, Bouwmeester97], ci-
tons par exemple le fameux protocole de cryptographie quantique BB84 [Bennett84]. Le principe
est relativement simple : Alice choisit ale´atoirement un des quatre e´tats |0i, |1i, |+i= 1p
2
( |0i+ |1i),
ou | i= 1p
2
( |0i  |1i), qu’elle envoie ensuite a` Bob. Ce dernier choisi ale´atoirement une base de
mesure { |0i, |1i} ou {| i, |+i}, qu’il re´ve`le ensuite a` Alice, en gardant le re´sultat de sa mesure
secret. Tout un ensemble d’algorithmes classiques permettent ensuite d’extraire une cle´ parfaite-
ment secre`te d’un e´ventuel espion, dont la taille de´pend bien suˆr des conditions expe´rimentales.
En plus de la faible interaction entre photons uniques, les variables discre`tes posent un certain
nombre de de´fis technologiques qui ne sont pour l’instant pas comple`tement surmonte´s. Un des
plus importants est que les photons uniques sont di ciles a` produire de manie`re de´terministe
dans un mode pre´cis. De nombreuses sources de photons existent [Grangier04], mais en ge´ne´ral
le photon est soit e´mis de manie`re de´terministe mais dans un mode ale´atoire (par exemple
avec des atomes pie´ge´s [McKeever04, Darquie´05, Hijlkema07], ou les centres NV du diamant
[Kurtsiefer00, Brouri00]), soit e´mis dans un mode pre´cis mais de manie`re non de´terministe (par
exemple avec la fluorescence parame´trique).
La de´tection est un autre facteur limitant des variables discre`tes. Le de´tecteur le plus courant
est la photodiode a` avalanche (APD), qui indique plutoˆt la pre´sence “d’au moins un photon”
sans en pre´ciser le nombre, avec une e cacite´ d’environ 50 %. D’autres syste`mes permettent de
re´soudre le nombre de photons avec une meilleure e cacite´, mais au prix d’une mise en œuvre
technique contraignante et/ou d’une plus grande lenteur (par exemple les de´tecteurs de types
VLPC [Waks03], ou supraconducteurs [Rosenberg05]).
2.7.2 Variables continues
Les variables continues comprennent les e´tats naturellement associe´s a` un spectre continu.
Nous en avons pre´sente´ plusieurs, pour la plupart gaussiens, et qui pre´sentent l’avantage de pou-
voir eˆtre facilement produits expe´rimentalement. Les mesures associe´es sont e´galement beaucoup
plus simples que pour les variables discre`tes, puisque de simples photodiodes su sent pour me-
surer leurs quadratures avec une de´tection homodyne (dont nous pre´senterons le principe dans
le chapitre suivant). Le codage de l’information est ici analogue au codage analogique classique.
Comme ce dernier en revanche, le bruit et les pertes sont plus di ciles a` contrer, car les e´tats y
sont beaucoup plus sensibles.
Il existe de nombreux protocoles base´s sur les variables continues : la te´le´portation quantique
[Braunstein98, Furusawa98], mais aussi la cryptographique quantique, dont un des protocoles
ne ne´cessite que des e´tats cohe´rents [Grosshans03b, Scarani09], et bien suˆr, le calcul quantique
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[Lloyd99, Braunstein05].
Le calcul quantique avec des variables continues est une ge´ne´ralisation d’un “ordinateur ana-
logique” classique. La re´alisation d’un hamiltonien arbitraire, ne´cessite au moins une ope´ration
non line´aire [Lloyd99], par exemple de type Kerr, qui ne pre´serve pas la structure gaussienne des
e´tats. En contrepartie, un ordinateur “gaussien”, comportant des e´tats gaussiens et des trans-
formations gaussiennes n’apporte pas d’ame´lioration sur le temps de calcul car peut eˆtre simule´
sur un ordinateur classique [Bartlett02]. Cet e´le´ment peut eˆtre un hamiltonien d’ordre supe´-
rieur a` un quadratique, l’utilisation de mesures non gaussiennes, ou encore d’e´tats non gaussiens
[Marek09]. C’est dans une certaine mesure le pendant en variable continue du the´ore`me de
Gottesman-Knill [Nielsen00], selon lequel un calcul limite´ a` des transformations du groupe de
Cli↵ord sur des qubits peut eˆtre simule´ classiquement.
Afin d’utiliser les avantages des variables continues, tout en be´ne´ficiant des avantages d’un
codage avec des variables discre`tes, des approches hybrides se sont de´veloppe´es [Loock11]. Le
principe est d’encoder un qubit dans deux e´tats de´crits par des variables continues, tel que
des superpositions d’e´tats comprime´s [Gottesman01], ou des superpositions d’e´tats cohe´rents
[Ralph02, Ralph03, Lund08], avec |0i=| ↵i et |1i=|↵i. Cette dernie`re me´thode sera e´tudie´e
plus en de´tail dans le chapitre sur la caracte´risation de la porte de phase. Ces approches hy-
brides ne sont toutefois pas sans poser quelques di culte´s, notamment pour re´aliser des portes
a` plusieurs qubits ou pour pre´parer les ressources ne´cessaires.
2.8 Conclusion
Dans ce chapitre, nous avons pre´sente´ les outils the´oriques de base ne´cessaires a` la description
du champ, a` la fois en termes de variables discre`tes, qu’en termes de variables continues. Nous
verrons dans le reste de ce manuscrit comment les deux approches peuvent eˆtre combine´es, afin
d’ouvrir de nouvelles perspectives en information quantique.
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Chapitre 3
Le dispositif expe´rimental
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3.1 Pre´sentation du dispositif
3.1.1 Introduction
Nous avons vu dans le chapitre pre´ce´dent plusieurs exemples d’e´tats quantiques, parmi les-
quels les e´tats non gaussiens qui sont essentiels en information quantique. Voyons maintenant
comment les produire expe´rimentalement, et les caracte´riser.
La production d’e´tats non gaussiens peut eˆtre re´alise´e de plusieurs manie`res. La premie`re
serait d’utiliser une source qui les produit directement. Si cela peut eˆtre envisageable pour des
e´tats de Fock, cette me´thode reste toutefois limite´e pour la production d’e´tats plus “exotiques”,
tels que les chats de Schro¨dinger, ou d’autres superpositions. La seconde manie`re, plus couram-
ment utilise´e, est d’utiliser un e´le´ment non gaussien induisant une e´volution non gaussienne. On
peut alors partir d’un e´tat gaussien, facile a` produire, et le faire e´voluer jusqu’a` l’e´tat recherche´.
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Une e´volution non gaussienne de´terministe requiert de fortes non line´arite´s. Un couplage
d’ordre deux pre´servant la structure gaussienne, il est ne´cessaire d’utiliser au moins un couplage
d’ordre trois tel que l’e↵et Kerr. Malheureusement, il n’existe pas pour l’instant de technique
permettant d’avoir un tel couplage de manie`re su sante. L’autre solution consiste alors a` utili-
ser des mesures non gaussiennes pour induire les transformations recherche´es. Cette technique,
non de´terministe, o↵re de plus une grande versatilite´ puisque l’on peut appliquer di↵e´rentes
transformations en changeant simplement les mesures e↵ectue´es.
Il reste alors a` partir d’un e´tat gaussien. Si les e´tats cohe´rents sont les e´tats les plus simples
a` produire, ils n’ont pas non plus un potentiel tre`s important pour pouvoir y appliquer des
transformations induites par des mesures non gaussiennes. Si l’on pre´le`ve une partie du faisceau
a` l’aide d’une lame se´paratrice, les deux modes de sortie ne sont pas intrique´s, et un condition-
nement sur un des modes n’aura aucun e↵et sur le second. Apre`s les e´tats cohe´rents, les e´tats
purs gaussiens les plus simples sont les e´tats comprime´s, monomodes ou bimodes, et sont utilise´s
dans la plupart des expe´riences d’optique quantique.
La production de ces e´tats se fait le plus simplement par amplification parame´trique optique
[Ou92, Zhang00, Loudon00], en utilisant un couplage non line´aire du second ordre. Afin d’obtenir
des non line´arite´s su santes, deux me´thodes sont utilise´es. La premie`re est d’utiliser un laser
continu, et de placer les cristaux dans des cavite´s pour multiplier le nombre de passages. Les e´tats
produits sont de tre`s bonnes qualite´s, mais cette me´thode pre´sente plusieurs inconve´nients. Les
di↵e´rentes cavite´s doivent eˆtre verrouille´es entre elles, et les modes quantiques sont fre´quentiels,
ce qui ne´cessite d’appliquer un filtrage sur les donne´es.
La seconde me´thode est d’utiliser des impulsions laser tre`s courtes (femto ou picoseconde)
avec de tre`s fortes puissances instantane´es, su santes pour n’e↵ectuer qu’un seul passage. Outre
le fait de ne plus avoir besoin de cavite´s, cette me´thode procure e´galement un e´chantillonnage
temporel naturel, bien adapte´ pour les communications quantiques.
Notre dispositif expe´rimental est base´ sur la production d’e´tats comprime´s monomodes et
bimodes en re´gime impulsionnel. Les e´tats quantiques sont ensuite produits graˆce a` des mesures
non gaussiennes, applique´es par exemple sur un des modes du vide comprime´, ou en pre´levant
une partie du faisceau. Nous de´taillerons chacun de ces e´le´ments dans la suite de ce chapitre.
3.1.2 Le dispositif expe´rimental
L’outil de base de notre dispositif est le laser impulsionnel. Les impulsions femtosecondes (de
longueur d’onde 850 nm) sont cre´es dans une cavite´ contenant un cristal de titane-saphir, puis
extraites a` l’aide d’une cellule de Bragg. Elles ont ensuite plusieurs utilite´s. La majeure partie de
la puissance sert a` produire un faisceau bleu a` 425 nm par doublage de fre´quence (SHG) dans un
premier cristal non line´aire d’ordre deux. Ce faisceau bleu joue ensuite le roˆle de pompe pour le
deuxie`me cristal non line´aire servant d’amplificateur parame´trique optique (OPA), utilise´ dans
toutes nos expe´riences jusqu’a` pre´sent.
L’OPA est l’outil de base pour la production des e´tats. En configuration de´ge´ne´re´e, il produit
un vide comprime´ monomode, et en configuration non de´ge´ne´re´e, un e´tat EPR. Le dispositif apre`s
l’OPA est adapte´ en fonction des expe´riences, en utilisant principalement des miroirs, des lames
a` retard, et des cubes se´parateurs de polarisation pour se´parer ou recombiner les faisceaux.
Nous disposons de deux syste`mes de photodiodes a` avalanche (APD), qui se comportent comme
des “de´tecteurs” de photons, et permettent d’appliquer les transformations non gaussiennes. Ces
transformations sont destructives, puisque les photons sont absorbe´s.
Une petite partie du faisceau pre´leve´e en amont sert a` la caracte´risation du laser : puissance,
spectre, profil temporel, et e´ventuellement profil spatial. Une autre partie sert de sonde pour les
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re´glages et les alignements, et peut, selon les expe´riences, servir d’e´tat cohe´rent (passant dans
l’OPA, ou utilise´ apre`s). Enfin, environ 5% sert d’oscillateur local pour mesurer les e´tats avec les
de´tections homodynes. Selon les expe´riences, une seule ou deux de´tections peuvent eˆtre utilise´es.
Nous disposons donc d’un dispositif complet pour produire des e´tats non classiques, et les
analyser.
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Figure 3.1 – Sche´ma du dispositif expe´rimental.
3.1.3 La source laser
Le laser impulsionnel
Nous utilisons un laser impulsionnel Coherent Mira 900, en configuration femtoseconde,
pompe´ par un laser Coherent Verdi V5, a` une puissance d’environ 4.2 W (Fig. 3.2).
Le laser fonctionne normalement a` une cadence de 76 MHz. Pour augmenter la puissance des
impulsions, la cavite´ est e´tendue avec un cavity dumper Pulse Switch de la socie´te´ APE Gmbh,
qui permet aux impulsions de faire plusieurs passages avant d’eˆtre extraites avec une cellule
de Bragg. Un boitier externe permet de controˆler l’extraction, en jouant principalement sur la
puissance, la dure´e, et la phase de l’onde RF venant moduler l’indice de re´fraction de la cellule
de Bragg par e↵et acousto-optique.
L’impulsion se forme en verrouillant les di↵e´rents modes longitudinaux de la cavite´ par e↵et
Kerr : lorsque tous les modes sont en phase, l’intensite´ creˆte est plus importante et le passage
dans le cristal de titane-saphir induit une auto-focalisation du faisceau. En plac¸ant une fente de
largeur re´glable dans la cavite´, on favorise ainsi la formation d’une impulsion, qui est ensuite re´-
amplifie´e a` chaque passage, et davantage focalise´e. Un me´canisme de de´marrage permet d’initier
automatiquement ce verrouillage de modes : en changeant l’orientation d’une petite plaque de
verre place´e dans la cavite´, on change sa longueur e↵ective, et on favorise l’apparition de plusieurs
modes longitudinaux, qui permettent ensuite d’avoir su samment de puissance pour l’e↵et Kerr.
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Figure 3.2 – Sche´ma de la cavite´ du Mira 900, tire´ de sa documentation technique.
Longueur d’onde 850 nm (re´glable)
Largeur spectrale entre 3 et 4 nm
Dure´e des impulsions environ 200 fs (auto-corre´lation)
Puissance moyenne entre 33 et 38 mW
Cadence de re´pe´tition 800 kHz (re´glable)
Puissance creˆte ⇠ 250 kW
Energie par impulsion ⇠ 40 nJ
Table 3.1 – Caracte´ristiques du laser MIRA 900.
Un syste`me de filtrage permet de se´lectionner la longueur d’onde centrale des impulsions,
re´gle´e pour nous a` 850 nm. La dispersion est compense´e par un train de prismes re´glables.
Les principales caracte´ristiques du laser sont donne´es dans la table 3.1.
Spectre des impulsions
Le spectre est controˆle´ a` l’aide d’un spectrome`tre optique Advantest Q8384 avec une re´so-
lution de l’ordre de 50 pm. La longueur d’onde centrale est re´gle´e sur 850 nm en utilisant le
syste`me de filtrage du laser. Elle peut le´ge`rement de´vier de temps en temps, mais elle est en
ge´ne´ral tre`s stable. La forme du spectre de´pend en revanche beaucoup du re´glage de l’onde RF
pour l’extraction de l’impulsion. La figure 3.3 montre un profil typique que l’on peut obtenir.
Lorsque la puissance de sortie du laser est trop importante, la forme gaussienne peut devenir
plus aplatie sur sa partie supe´rieure avec un profil plus en dents de scie. Dans ce cas, il faut
ajuster la phase de l’onde, et/ou jouer sur l’ouverture de la fente.
Auto-corre´lateur
Nous utilisons un auto-corre´lateur PulseCheck 15 de la socie´te´ APE Gmbh pour controˆler
la dure´e des impulsions. Le principe de fonctionnement est sche´matise´ sur la figure 3.5. Le
faisceau est d’abord se´pare´ a` l’aide d’une lame semi-re´fle´chissante. Un des bras introduit un
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Figure 3.3 – Spectre du laser femtoseconde.
de´calage temporel ⌧ et un de´calage spatial. Les deux bras sont ensuite superpose´s de fac¸on
non-coline´aire dans un cristal non line´aire du second ordre, qui produit un faisceau double´
d’intensite´ I2!(⌧) =
R
dtI!(t)I!(t+⌧), mesure´ par un photo-multiplicateur. On reconstruit le
signal en balayant le de´calage ⌧ .
L’auto-corre´lateur ne donne pas directement acce`s au profil temporel, mais permet quand
meˆme d’obtenir une information sur la dure´e de l’impulsion. En faisant l’hypothe`se d’un pro-
fil en se´cante hyperbolique sech2 = cosh 2, on montre que la largeur a` mi-hauteur mesure´e
par l’auto-corre´lateur  ⌧FWHM,AC et celle de l’impulsion  ⌧FWHM sont relie´es par  ⌧FWHM =
 ⌧FWHM,AC/1.543.
L’auto-corre´lateur permet e´galement de de´tecter d’e´ventuelles doubles impulsions, re´sultant
d’un mauvais re´glage du laser. Pour cela, on peut balayer manuellement le de´lai ⌧ sur une plage
de 100 ps.
Profil spatial
Le profil spatial est controˆle´ a` l’aide d’un profilome`tre BP109-UV de la socie´te´ Thorlabs,
qui donne le profil selon deux axes orthogonaux. Un profil typique est montre´ sur la figure 3.6.
Une de´gradation peut eˆtre due a` un mauvais re´glage de la cellule de Bragg. En particulier,
lorsque qu’une double bosse apparaˆıt, c’est en ge´ne´ral parce que les impulsions ne sont pas bien
superpose´es dans la cavite´ du laser. Il peut aussi arriver que le faisceau soit le´ge`rement coupe´
car trop proche du bord d’un miroir. On peut alors jouer sur la hauteur et l’angle du cristal
pour ame´liorer le profil, voire sur les miroirs de fin de cavite´.
Un mauvais alignement sur les optiques peut aussi eˆtre la cause d’un mauvais profil spatial.
Il faut en particulier controˆler la sortie de chaque te´lescope utilise´ pour modifier la taille du
faisceau.
On peut aussi controˆler le faisceau a` l’œil avec un viseur infrarouge, lorsque sa puissance
n’est pas su sante pour utiliser le profilome`tre. C’est le cas par exemple pour le faisceau sonde
servant a` l’alignement.
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Figure 3.4 – Signal de l’auto-corre´lateur.
Detector
Angular
Drive
Filter
Aperture
Crystal
Focussing
Mirror
Input
Mirror
Input
Aperture
Control Window
Beam Splitter
Delay Drive
Position
Sensor
Retroreflector
Retroreflector
B
ea
m
D
is
ta
nc
e
(v
a r
ia
bl
e)
to Control Electronics
Figure 3.5 – Sche´ma du fonctionnement de l’auto-corre´lateur.
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Figure 3.6 – Profil spatial des impulsions.
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3.2 Transformations unitaires : optique line´raire
Nous pre´sentons ici les principales transformations unitaires utilise´es dans notre expe´rience.
Certaines ont de´ja` e´te´ aborde´es dans le chapitre de´crivant les outils the´oriques. Nous donnons
ici une description plus expe´rimentale.
3.2.1 De´phasage
Un de´phasage est obtenu tre`s simplement en modifiant la longueur parcourue par le faisceau.
Plusieurs platines de translation permettent d’introduire des de´phasages dus a` plusieurs centi-
me`tres, ce qui nous donne une plage su sante pour pouvoir re´ussir a` superposer temporellement
les di↵e´rents faisceaux utilise´s dans notre dispositif. Pour une longueur L, le de´phasage introduit
est ✓=2⇡  L, et les quadratures se transforment selon l’ope´rateur Uˆ(✓) de´fini en (2.90) :
Xˆ
0
= Xˆ cos ✓ + Pˆ sin ✓ (3.1a)
Pˆ
0
=  Xˆ sin ✓ + Pˆ cos ✓ (3.1b)
Plusieurs cales pie´zo-e´lectriques permettent de balayer la phase du faisceau, pour les re´glages
des interfe´rences, des cristaux non line´aires, ou pour les mesures homodynes.
3.2.2 Lame se´paratrice
Figure 3.7 – Lame se´paratrice.
Elle est constitue´e d’une lame de verre traite´e pour re´fle´chir une fraction R de l’inten-
site´ du faisceau. Son action est de´crite par l’ope´rateur UˆBS(✓)= exp[✓(aˆ
†bˆ aˆbˆ†)] (2.93), avec
✓=arcos
p
T, qui transforme les quadratures selon :
Qˆ
0
a = Qˆa
p
T + Qˆb
p
R (3.2a)
Qˆ
0
b =  Qˆa
p
R+ Qˆb
p
T (3.2b)
avec Qˆ=Xˆ ou Pˆ . Les quadratures Xˆ et Pˆ ne sont pas couple´es entre elles. En l’absence de
pertes, on a T+R=1. En pratique, les pertes sont faibles (< 0.25%), et les lames sont traite´es
afin de minimiser la dispersion des impulsions.
Lorsque qu’un des modes d’entre´e de la se´paratrice est vide et que l’on oublie la partie
re´fle´chie du faisceau, on mode´lise des pertes pour le faisceau transmis. Cette mode´lisation est
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extreˆmement ge´ne´rale, et peut eˆtre utilise´e chaque fois que des pertes a↵ectent un e´tat ou une
mesure. Pour un signal de´crit par un ope´rateur aˆ, les pertes se traduisent donc par
aˆ0 =
p
T aˆ+
p
1 T aˆ0, (3.3)
ou` aˆ0 est un mode vide entrant dans la deuxie`me voie de la se´paratrice.
Pour justifier cette mode´lisation des pertes, l’approche suivie par la re´fe´rence [Leonhardt97]
est particulie`rement simple et e´le´gante. Il su t de postuler qu’un e´tat cohe´rent |↵i est trans-
forme´ en un e´tat cohe´rent |pT↵i comme on peut s’y attendre classiquement. La line´arite´
des pertes et la de´composition d’un e´tat quelconque avec la fonction P su sent ensuite a`
montrer l’analogie avec une lame se´paratrice.
3.2.3 Lames demi-onde  /2 et quart-d’onde  /4
Ce sont des lames bire´fringentes, qui de´phasent les composantes de polarisation selon l’axe
rapide et l’axe lent. Pour un angle   entre la verticale et l’axe lent, la lame demi-onde ( /2)
ajoute une phase de ⇡, et re´alise la transformation
Qˆ
0
H = QˆH cos 2 + QˆV sin 2  (3.4a)
Qˆ
0
V =  QˆH sin 2 + QˆV cos 2  (3.4b)
avec Qˆ=Xˆ ou Pˆ . Cette transformation est tre`s similaire a` celle re´alise´e par une lame se´para-
trice (3.2). La seule di↵e´rence est que les modes sont se´pare´s en polarisation, au lieu de l’eˆtre
spatialement.
Une lame quart-d’onde ( /4) ajoute une phase de ⇡/2 entre l’axe rapide et l’axe lent, trans-
formant une polarisation line´aire en une polarisation elliptique, et vice versa. La transformation
des quadratures est0BBB@
Xˆ
0
H
Pˆ
0
H
Xˆ
0
V
Pˆ
0
V
1CCCA =
0BB@
1 cos 2  0 sin 2 
  cos 2  1   sin 2  0
0 sin 2  1   cos 2 
  sin 2  0 cos 2  1
1CCA
0BB@
XˆH
PˆH
XˆV
Pˆ V
1CCA (3.5)
3.2.4 Cube se´parateur de polarisation (PBS)
Figure 3.8 – Cube se´parateur de polarisation.
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Il s’agit d’un cube forme´ de deux prismes accole´s, qui sont se´pare´s par un traitement di-
e´lectrique. La polarisation verticale est re´fle´chie, alors que la polarisation horizontale, qui arrive
sous une incidence proche de Brewster, est transmise. Le principe meˆme de son fonctionnement
empeˆche d’avoir a` la fois une bonne transmission et un bon taux de re´jection des polarisations.
La transmission est typiquement de 95-98%, et les taux de re´jection de 1/100 a` 1/1000.
Utilise´ avec une lame  /2, l’ensemble se comporte comme une lame se´paratrice, dont on
peut re´gler la transmission en tournant la  /2. Les faisceaux peuvent e´galement suivre le meˆme
chemin optique avant d’interfe´rer, ce qui leur permet de subir les meˆmes fluctuations de phase.
Pour les calculs, un ensemble  /2 + PBS sera traite´ comme une lame se´paratrice, et de´crit par
un ope´rateur similaire a` (2.93).
3.3 Transformations unitaires : optique non line´aire
Afin de produire nos e´tats gaussiens comprime´s, nous avons besoin d’un cristal non line´aire du
deuxie`me ordre. Ce cristal est lui meˆme pompe´ par un faisceau a` 425 nm, obtenu par doublement
de fre´quence du faisceau laser infrarouge a` l’aide d’un premier cristal non line´aire d’ordre deux. A
chaque fois, ces cristaux servent de me´diateurs pour e´changer de l’e´nergie entre le faisceau pompe,
et deux modes, appele´s signal et idler (comple´mentaire). Pour assurer une bonne conversion,
il faut pouvoir satisfaire deux conditions e´le´mentaires : la conservation de l’e´nergie !p=!s+!i,
et l’accord de phase kp=ks+ki. Pour cela, on utilise des cristaux bire´fringents, pour lesquels
on modifie l’orientation et / ou la tempe´rature. En fonction des conditions permettant l’accord
de phase, on favorisera ainsi un fonctionnement de´ge´ne´re´, ou les modes signal et idler sont
identiques, ou non de´ge´ne´re´, ou` ils sont se´pare´s spatialement.
Nous utilisons deux cristaux de niobate de potassium KNbO3 de 100 µm d’e´paisseur, de la
socie´te´ FFEGmbh. Ils pre´sentent des caracte´ristiques inte´ressantes pour nos applications (table
3.2), avec un fort coe cient non line´aire, et une absence totale de walk o↵ (accord de phase
non critique). Ces cristaux sont bire´fringents biaxiaux et traite´s antireflets pour nos longueurs
d’ondes. Ils sont coupe´s perpendiculairement a` l’axe a. Leur accord de phase est coline´aire de
type I (ooe) : les faisceaux signal et idler sont polarise´s selon l’axe ordinaire b, et le faisceau
pompe selon l’axe extaordinaire c.
L’accord de phase est obtenu en re´glant la tempe´rature du cristal (Fig. 3.9 (b)). Les cristaux
sont place´s dans des enceintes a` vide pour e´viter la condensation (Fig. 3.9 (a)), et sont refroidis
par e↵et Peltier.
Coe cient non line´aire de↵=12 pm/V
Indice de re´fraction nb,!=nc,2!=2.281
GVD 0.38 fs2/µm
GVM 1.2 ps/mm
Seuil de dommage 2 GW/cm2
Table 3.2 – Caracte´ristiques des cristaux de KNbO3. La GVD (Group Velocity Dispersion)
de´crit l’e´talement de l’impulsion duˆ a` la dispersion ; la GVM (Group Velocity Mismatch) rend
compte de la di↵e´rence des vitesses de propagation des ondes pompe et signal/idler de par leurs
fre´quences di↵e´rentes.
Les tailles des faisceaux peuvent eˆtre ajuste´es a` l’aide de plusieurs te´lescopes de la socie´te´
Thorlabs, mode`le BE02-05-A pour le bleu et BE02-05-B pour le rouge (zoom ⇥2 a` ⇥5).
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Figure 3.9 – (a) Enceinte a` vide contenant le cristal de KNbO3 ; (b) Tempe´rature d’accord de
phase en fonction de la longueur d’onde [Zysset92].
Une e´tude de´taille´e des montages pre´sente´s ci dessous peut eˆtre trouve´e dans les the`ses de
Je´roˆme Wenger [Wenger04a] et Alexei Ourjoumtsev [Ourjoumtsev07a].
3.3.1 Ge´ne´ration de seconde harmonique (GSH)
La ge´ne´ration de seconde harmonique permet de cre´er le faisceau bleu a` 425 nm. Le cristal
est dans une configuration d’accord de phase de´ge´ne´re´, afin de convertir deux photons infra-
rouge en un photon bleu. The´oriquement, l’e cacite´ de cette conversion devrait atteindre 90%
[Wenger04a]. En pratique, l’e cacite´ maximale observe´e a e´te´ de 32% pour un waist de 16
µm. Cette limitation est due a` plusieurs e↵ets parasites, tel que l’absorption a` deux photons,
qui diminue l’e cacite´ de conversion lorsque la focalisation dans le cristal est trop importante
(Fig. 3.10) [Wenger04a, Ourjoumtsev07a, Ferreyrol11a]. Les e↵ets photo-refractifs [Reeves91]
sont e´galement responsables d’une de´gradation du mode spatial due a` une modification locale
de l’indice de re´fraction. Pour limiter ces e↵ets, il peut eˆtre ne´cessaire de de´focaliser le faisceau,
et de translater transversalement le cristal afin d’utiliser une autre zone.
Apre`s avoir e↵ectue´ plusieurs essais, un waist !0=20 µm dans le cristal, correspondant a` une
e cacite´ de conversion d’environ 20%, donne un bon compromis entre la puissance et la qualite´
du profil spatial obtenues pour le faisceau bleu. Afin d’e´liminer les photons infrarouges re´siduels
qui pourraient aller vers l’OPA, on utilise une se´rie de filtres laissant passer le bleu avec une
e cacite´ de 80%, et bloquant l’infrarouge avec une transmission de 10 16. Au final, la puissance
de bleu disponible se situe aux alentours de 4 mW.
3.3.2 Amplification parame´trique optique (OPA)
L’amplification parame´trique optique correspond a` la conversion d’un photon pompe en
deux photons infrarouges. Comme pour la GSH, en fonction des conditions d’accord de phase,
on privile´gie soit un re´gime de´ge´ne´re´ ou` les photons sont e´mis par paires dans le meˆme mode,
soit un re´gime non de´ge´ne´re´ ou` les photons sont e´mis par paires dans deux modes di↵e´rents.
Lorsque le mode signal ou idler n’est pas vide, l’OPA produit une amplification de´pendante de
la phase en configuration de´ge´ne´re´e, et inde´pendante de la phase en configuration non de´ge´ne´re´e.
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Figure 3.10 – (a) E cacite´ de conversion en fonction de la puissance moyenne incidente ; (b)
E cacite´ de conversion en fonction de la de´focalisation. Les ronds et les carre´s correspondent
respectivement a` des waists 8µm et 16µm dans le cristal. Donne´es tire´es de [Wenger04a].
En sortie du cristal, le faisceau amplifie´ a la meˆme fre´quence !s que le signal, et l’idler a une
fre´quence !i=!p !s. L’utilisation d’un faisceau sonde classique permet de re´gler le dispositif et
l’alignement avec la pompe.
Le cristal est place´ dans un montage identique a` celui du GSH. Le rapport des waists entre
la pompe et le signal est un compromis entre la qualite´ du mode de sortie, et le gain de l’am-
plification. Si le rapport est trop grand, le gain sera trop faible. En revanche, s’il est trop petit,
les bords du faisceau ne voient pas la meˆme intensite´ de pompe, et sont donc amplifie´s di↵e´-
remment (phe´nome`ne de gain induced di↵raction [La Porta91]). Un rapport empirique d’environ
!p=
p
2!s donne un bon compromis [Wenger04c]. Pour nos expe´riences, nous serons dans des
conditions similaires, avec un waist de pompe !p=15 µm et un waist signal !s=12 µm.
On peut raisonnablement faire l’hypothe`se d’une pompe classique et non de´ple´te´e, et l’hamil-
tonien d’interaction s’e´crit dans ce cas, avec un traitement multimode [Hong85, Ghosh86, Ou97] :
Wˆ =  i~
Z
d3k1 d
3k2  (k1,k2)aˆ
†(k1)aˆ†(k2) + h.c (3.6)
Le terme  (k1,k1) tient compte de tous les parame`tres de l’interaction : puissance de la pompe,
caracte´ristiques du cristal, accord de phase, ... Un traitement multimode complet permet une mo-
de´lisation tre`s fine des imperfections expe´rimentales, mais devient vite fort complexe. La plupart
du temps cependant on pourra avec une bonne approximation faire un traitement “monomode”,
en couplant seulement deux modes impulsionnels aˆs et aˆi. On a alors l’hamiltonien
WˆND = i~⇣˜ND
⇣
aˆsaˆi   aˆ†saˆ†i
⌘
(3.7)
pour la configuration non de´ge´ne´re´e, et
WˆD = i~⇣˜D
⇣
aˆ2s   aˆ†2s
⌘
(3.8)
pour la configuration de´ge´ne´re´e. Pour une longueur d’interaction L, en posant r=⇣˜NDL ou
r/2=⇣˜DL, les ope´rateurs d’e´volution en repre´sentation d’interaction prennent respectivement
la forme des ope´rateurs de squeezing monomode (2.136), ou bimode (2.149). On rappelle que
pour un squeezing monomode, les quadratures se transforment en 
Xˆ
0
s
Pˆ
0
s
!
=
✓
e r 0
0 e+r
◆✓
Xˆs
Pˆ s
◆
, (3.9)
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et pour un squeezing bimode, elles se transforment en0BBB@
Xˆ
0
s Xˆ 0i
Pˆ
0
s Pˆ 0i
Xˆ
0
s+Xˆ
0
i
Pˆ
0
s+Pˆ
0
i
1CCCA =
0BB@
e+r 0 0 0
0 e r 0 0
0 0 e r 0
0 0 0 e+r
1CCA
0BB@
Xˆs Xˆi
Pˆ s Pˆ i
Xˆs+Xˆi
Pˆ s+Pˆ i
1CCA (3.10)
Lorsque les modes signal et idler sont vides, les e´tats produits par fluorescence parame´trique
correspondent donc a` des vides comprime´s dans le cas de´ge´ne´re´, et a` des e´tats EPR dans le cas
non de´ge´ne´re´. L’e´mission est ici fortement multimode, puisqu’il n’y a pas de fre´quence particulie`re
du mode signal stimulant l’e´mission. Nous verrons que l’on peut malgre´ tout se ramener a` un
traitement monomode mode´lisant e cacement les imperfections.
Mode´lisation des imperfections
Plusieurs imperfections expe´rimentales font que l’e´tat produit par l’OPA ne correspond pas
tout fait a` (3.9) ou (3.10). Une des contributions majeures provient d’un mauvais recouvrement
de la pompe et du signal, produisant des photons “solitaires” au lieu d’eˆtre par paires, qui se
comportent comme du bruit. Une autre contribution importante vient e´galement du caracte`re
fortement multimode de la fluorescence parame´trique, qui fait que la compression n’est pas
de´finie pour un seul mode, mais pour tout une se´rie de modes di↵e´rents du mode se´lectionne´
par la de´tection homodyne.
Un mode`le empirique donnant de tre`s bons re´sultats consiste a` mode´liser l’OPA re´el par un
OPA parfait “monomode” de parame`tre r, suivi d’une amplification parfaite de gain h=cosh2  r
inde´pendante de la phase. Les mode`les associe´s aux configurations de´ge´ne´re´es et non de´ge´ne´re´es
sont sche´matise´s sur les figures 3.11 et 3.12. Nous verrons au chapitre 8 qu’une amplification
inde´pendante de la phase ajoute ne´cessairement du bruit, meˆme si elle est parfaite. Dans une
certaine mesure, elle permet donc de mode´liser les photons solitaires dont nous avons parle´.
On peut donc se ramener a` un traitement monomode en mode´lisant donc l’e´tat produit par
l’OPA parfait en configuration de´ge´ne´re´e par un vide comprime´ exp
⇥
r
2 aˆ
2  r2 aˆ†2
⇤ |0i, et l’e´tat
produit en configuration non de´ge´ne´re´e par un e´tat EPR exp
h
raˆbˆ raˆ†bˆ†
i
|0i. Le mode aˆ n’est
pas une proprie´te´ de l’OPA en soit, mais de´pend du mode homodyne. L’amplification parasite
se fait ensuite en appliquant un OPA non de´ge´ne´re´ exp[ r(aˆcˆ aˆ†cˆ†)] sur chacun des modes de
sortie (un ou deux) de l’OPA parfait, et en trac¸ant sur le mode fictif cˆ.
Nous pre´sentons un mode`le simplifie´ de traitement multimode en annexe B.1, qui permet
de comprendre l’origine de r, et  . La re´fe´rence [Tualle-Brouri09] fournit un mode`le multimode
plus complet, permettant de justifier rigoureusement la validite´ de ce mode`le empirique .
Configuration de´ge´ne´re´e
La configuration de´ge´ne´re´e correspond aux meˆmes conditions d’accord de phase que pour la
GSH. On peut acce´der aux parame`tres de l’amplification r et   en utilisant une sonde classique,
qui permet d’optimiser les re´glages et l’alignement avec la pompe. En balayant la phase de la
sonde avec une cale pie´zoe´lectrique module´e a` environ 80 Hz, on mesure le gain maximal gmin et
minimal gmax de l’amplification a` l’aide d’un oscilloscope. En l’absence d’amplification parasite,
on devrait avoir gmin=e 2r=s et gmax=e2r=1/s, et donc un produit gmingmax=1. En pratique,
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Figure 3.11 – Mode´lisation de l’OPA imparfait en configuration de´ge´ne´re´e.
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Figure 3.12 – Mode´lisation de l’OPA imparfait en configuration non de´ge´ne´re´e.
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on a plutoˆt gmingmax ' 1.03. En utilisant le mode`le de la figure 3.11, ces gains valent :
gmin = e
 2r cosh2  r = hs (3.11a)
gmax = e
+2r cosh2  r =
h
s
(3.11b)
En inversant ces e´quations, on obtient r et   :
r =
1
4
ln
gmax
gmin
(3.12a)
  =
1
r
arcosh
⇣
(gmingmax)
1
4
⌘
(3.12b)
Ces gains gmin et gmax sont montre´s sur la figure 3.13 (a) en fonction de la puissance de
pompe. Ils donnent ici un parame`tre  =0.6 relativement constant, traduisant le fait que le
recouvrement entre la pompe et le signal de´pend peu de la puissance de pompe. La figure 3.13
(b) montre le parame`tre r en fonction de la racine carre´e de la puissance de pompe. Le fait qu’il
passe en dessous de la droite the´orique est la signature d’e↵ets parasites, principalement une
absorption multiphotonique [Ourjoumtsev07a].
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Figure 3.13 – (a) Gains gmin et gmax en fonction de la puissance de pompe [Ourjoumtsev07a].
La pente de 0.26 mW 1/2 est obtenue a` partir des 6 premiers points ; (b) Parame`tre r en fonction
de la racine carre´e de la puissance de pompe [Ourjoumtsev07a].
Configuration non de´ge´ne´re´e
La configuration non de´ge´ne´re´e s’obtient en modifiant l’accord de phase, en abaissant la
tempe´rature d’environ 6˚ C et en translatant le faisceau pour avoir un angle d’environ 5˚ avec la
pompe. En pratique, on part de la configuration de´ge´ne´re´e, puis on translate le faisceau jusqu’a`
ce que les oscillations de l’amplification de´pendante de la phase disparaissent.
Le gain parame´trique vautG=gh=cosh2 r cosh2  r. Sa variation est line´aire avec la puissance
de pompe : G'1+r2(1+ 2)=1+↵2Ppompe, avec ↵=0.21 mW 1/2, comme le montre la figure 3.14.
The´oriquement, les variances des quadratures Xˆ0+Xˆ1 et Pˆ 0  Pˆ 1 sont comprime´es avec un
gain gmin=s, alors que les variances des quadratures Xˆ0   Xˆ1 et Pˆ 0 + Pˆ 1 sont anticomprime´es
avec un gain gmax=1/s. En pratique, on montre que l’amplification parasite h modifie ces gains
selon [Ourjoumtsev07a] :
gmin = hs+ h  1 (3.13a)
gmax =
h
s
+ h  1 (3.13b)
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Enfin, la table 3.3 montre des valeurs typiques obtenues pour les caracte´ristiques de l’OPA.
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Figure 3.14 – Gain parame´trique en fonction de la puissance de pompe [Ourjoumtsev07a].
Parame`tre Valeur typique
Puissance de pompe '4 mW
Gain parame´trique (non de´ge´ne´re´) G'1.05  1.20
Gain minimum (de´ge´ne´re´) gmin'0.51  0.59
Gain maximum (de´ge´ne´re´) gmax'1.96  2.07
Produit des gains gmingmax'1.03
Compression r'0.3  0.35
Gain parasite   = 0.5  0.9
Table 3.3 – Valeurs typiques des caracte´ristiques de l’OPA.
3.4 De´tection et mesures projectives
Nous pre´sentons maintenant les mesures que nous pouvons e↵ectuer sur nos e´tats quantiques.
Elles sont de deux natures : les mesures non gaussiennes sont utilise´es pour pre´parer des e´tats
quantiques a` partir des e´tats de l’OPA. Nous disposons pour cela de deux APD, servant de
de´tecteurs de photons. Les mesures gaussiennes servent ensuite a` caracte´riser les e´tats produits.
Elles sont re´alise´es avec une ou deux de´tections homodynes.
3.4.1 De´tection homodyne
Principe
A l’heure actuelle, il n’existe pas de technologie permettant de mesurer l’amplitude d’un
champ e´lectromagne´tique aux fre´quences optiques. En revanche, des me´thodes interfe´rome´triques
permettent de mesurer l’amplitude d’une enveloppe e´voluant moins rapidement. Pour nos e´tats
quantiques, cette enveloppe correspond aux quadratures, et on peut les mesurer en utilisant une
de´tection homodyne.
Elle permet de mesurer les quadratures du champ graˆce a` une interfe´rence avec un faisceau
intense de re´fe´rence, appele´ oscillateur local. Le signal a` mesurer et l’oscillateur local interfe`rent
sur une lame se´paratrice 50/50 me´langeant leurs quadratures, qui sont mesure´es a` l’aide de
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photodiodes. En mesurant les deux intensite´s dans les deux voies de sortie de la se´paratrice, on
obtient deux photocourants
iˆ± / 1
2
IOL +
1
2
aˆ†saˆs ±
1
2
r
IOL
N0
Xˆs|OL, (3.14)
ou` aˆs correspond au mode du signal. La di↵e´rence de ces photocourants est donc proportionnelle
a` la quadrature Xˆs|OL du signal dans le mode de la de´tection homodyne, de´finie par la phase
de l’oscillateur local. En balayant celle-ci, on peut mesurer n’importe quelle quadrature Xˆs,✓ du
signal.
Ainsi, les quadratures peuvent eˆtre mesure´es avec des composants optiques standards, et de
simples photodiodes. C’est un inte´reˆt majeur par rapport a` la mesure du nombre de photons, qui
a beaucoup contribue´ au de´veloppement des variables continues. Contrairement a` un fonctionne-
ment en re´gime fre´quentiel [Yuen83, Slusher87], on ne peut pas s’a↵ranchir des bruits techniques
a` basses fre´quences en filtrant les mesures. Notre fonctionnement impulsionnel requiert de tra-
vailler dans le domaine temporel avec des de´tecteurs larges bandes, et bien suˆr de minimiser le
bruit et les pertes.
Mode´lisation the´orique
Commenc¸ons par donner quelques justifications permettant d’aboutir a` l’e´quation (3.14) en
re´gime impulsionnel. Nous mettrons ainsi en lumie`re une proprie´te´ fondamentale d’une de´tection
homodyne : elle n’est sensible qu’aux composantes du signal dans le meˆme mode que l’oscillateur
local, en agissant comme un filtre.
L’oscillateur local est d’abord me´lange´ avec le signal sur une lame se´paratrice 50/50, ce qui
transforme les ope´rateurs de leurs modes selon⇢
aˆs(k)
aˆOL(k)
!
8<: aˆ+(k) =
1p
2
⇣
aˆs(k) + aˆOL(k)
⌘
aˆ (k) = 1p2
⇣
aˆs(k)  aˆOL(k)
⌘ (3.15)
On mesure ensuite l’intensite´ dans les deux voies de sortie. Sous certaines approximations, on
montre en annexe C qu’un photocourant est proportionnel au nombre total de photons dans les
modes excite´s. Les photocourants dans les deux voies de sorties sont donc donne´s par
iˆ± /
Z
d3k aˆ†±(k)aˆ±(k), (3.16)
dont la di↵e´rence correspond au signal de la de´tection homodyne :
iˆDH = iˆ+   iˆ  (3.17a)
/
Z
d3k aˆ†+(k)aˆ+(k) 
Z
d3k aˆ† (k)aˆ (k) (3.17b)
=
Z
d3k
⇣
aˆ†s(k)aˆOL(k) + aˆ
†
OL(k)aˆs(k)
⌘
(3.17c)
Un filtre pour le mode du signal Puisque nous sommes en re´gime impulsionnel, on peut
de´finir un ope´rateur destruction aˆOL lie´ au mode de l’oscillateur local,
aˆOL =
Z
d3k ↵⇤OL(k)aˆOL(k), (3.18)
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ou` ↵OL correspond a` l’enveloppe normalise´e du mode. Si l’oscillateur local est su samment in-
tense, d’intensite´ 1 IOL, on peut remplacer aˆOL(k) par sa valeur moyenne haˆOL(k)i=
p
IOL↵OL(k).
La di↵e´rence des photocourants (3.17c) devient alors e´gale a`
iˆDH =
p
IOL
Z
d3k
⇣
↵OL(k)aˆ
†
s(k) + ↵
⇤
OL(k)aˆs(k)
⌘
. (3.19)
C’est donc un ope´rateur proportionnel a` l’ope´rateur de quadrature Xˆ=(dˆ
†
+dˆ)
p
N0 du signal
dans le mode de l’oscillateur local de´fini, par
dˆ =
Z
d3k ↵⇤OL(k)aˆs(k). (3.20)
La de´tection homodyne agit donc comme un filtre qui ne se´lectionne que la composante du
signal qui est dans le mode spatiotemporel de l’oscillateur local. En de´phasant l’oscillateur local
de  ✓, haˆOL(k)i est transforme´ en
p
IOL↵OL(k)e+i✓, et la di↵e´rence des photocourants devient
proportionnelle a`
iˆDH /
r
IOL
N0
Xˆ✓. (3.21)
Une de´tection homodyne permet donc de mesurer n’importe quelle quadrature Xˆ✓.
Imperfections
Pertes Les pertes sont mode´lise´es par une lame se´paratrice de transmission
p
⌘. Au total, elles
peuvent provenir de quatre contributions :
– Les pertes optiques (⌘opt'0.87), dues aux imperfections des traitements anti-reflets, aux
pertes dans les cubes se´parateurs de polarisation, ...
– L’e cacite´ quantique des photodiodes (⌘quant'0.95), correspondant a` la probabilite´ qu’un
photon incident cre´e un porteur de charge.
– L’adaptation des modes ou mode matching (⌘mod'0.83), due a` un recouvrement imparfait
entre le mode du signal et le mode de l’oscillateur local. Elle peut eˆtre mesure´e avec les
interfe´rences de deux e´tats cohe´rents de meˆme amplitude : le contraste donne directementp
⌘mod [Grosshans01].
Voyons comment un recouvrement imparfait se traduit par des pertes. Supposons que
le mode signal s’e´crive
cˆ =
Z
d3k  ⇤s (k)aˆs(k), (3.22)
et utilisons une identite´ triviale afin de de´composer le mode de l’oscillateur local sur
celui ci 2 :
↵OL = h s|↵OLi s +
⇣
↵OL h s|↵OLi s
⌘
(3.23)
Puisque c’est le mode oscillateur local qui est mesure´, c’est bien lui qui doit eˆtre de´-
compose´ sur le mode signal, et non l’inverse. On ve´rifie facilement que les deux vecteurs
1. En toute rigueur, on devrait plutoˆt parler de nombre de photons.
2. Le recouvrement entre les modes est note´ h s|↵OLi par abus de notation. Il est de´fini par
R
d3k ⇤s(k)↵OL(k).
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de la deuxie`me partie de (3.23) sont orthogonaux. Supposons maintenant que h s|↵OLi
soit re´el et positif, de manie`re a` pouvoir poser
p
⌘mod=h s|↵OLi. (3.24)
On peut e´crire le deuxie`me membre de (3.23) en fonction d’une fonction  ?s normalise´e
et orthogonale a`  s,
↵OL h s|↵OLi s = k↵OL h s|↵OLi sk  ?s , (3.25)
dont la norme s’exprime tre`s simplement en fonction de ⌘mod :
k↵OL h s|↵OLi sk2 = 1  ⌘mod (3.26)
Le mode oscillateur local s’exprime donc en fonction du mode signal selon
↵OL =
p
⌘mod  s +
p
1 ⌘mod  ?s , (3.27)
ce qui se traduit par
dˆ =
p
⌘mod cˆ+
p
1 ⌘mod cˆ? (3.28)
avec cˆ?=
R
d3k  ⇤?s (k)aˆ(k).
Puisque tout le signal est par de´finition dans le mode cˆ, le mode cˆ? est vide. On
reconnaˆıt la transformation associe´e a` une lame se´paratrice de transmission ⌘mod, qui
est donc e´quivalente a` un mauvais recouvrement de modes.
– Le bruit e´lectronique (⌘elec'0.99), que l’on peut mode´liser par des pertes lorsque l’on uti-
lise les mesures homodynes du vide pour normaliser les donne´es [Ferreyrol11a, Appel07].
Au final, nous obtenons une e cacite´ d’environ ⌘=⌘opt⌘quant⌘mod⌘elec'0.68±0.04, qui peut fluc-
tuer selon les expe´riences, principalement a` cause du mode matching, tre`s sensible a` la superpo-
sition spatiale et temporelle du signal et de l’oscillateur local.
Bruit de l’oscillateur local Pour un oscillateur local bruite´ IOL+ IOL, l’e´quation (3.14)
donne une mesure proportionnelle a`
p
IOL+ IOLXˆs|OL. On pourra donc ne´gliger les fluctuations
si elles sont faibles devant l’intensite´ moyenne.
Mauvais e´quilibrage Le principe interfe´rome´trique de la de´tection homodyne ne´cessite que
les intensite´s de l’oscillateur local soient e´gales dans les deux voies de sortie de la se´paratrice pour
pouvoir s’annuler. Si celle ci n’est pas re´ellement 50/50, mais a une transmission T=12+✏, la di↵e´-
rence des photocourants devient proportionnelle a`
q
IOL
N0
Xˆ✓+2✏(IOL+aˆ
†
saˆs) '
q
IOL
N0
Xˆ✓+2✏IOL.
Puisque Xˆ✓ prend des valeurs de l’ordre de
p
N0, l’e↵et du de´se´quilibre sera ne´gligeable si
✏<< 1
2
p
IOL
. Dans notre cas, la puissance de l’oscillateur local est d’environ 20 µW, ce qui e´qui-
vaut a` ⇠108 photons par impulsion. L’e´quilibrage doit donc eˆtre meilleur que 10 4.
Montage
Montage optique Nous disposons de deux de´tections homodynes, dont le sche´ma du montage
optique est pre´sente´ sur la figure 3.15. Un premier cube se´parateur de polarisation permet de
diriger le signal et l’oscillateur local vers les deux de´tections. Il permet e´galement de se´parer les
composantes du signal dans les polarisations H et V , ce qui nous sera utile pour mesurer les
quadratures d’un e´tat EPR. L’OPA en configuration non de´ge´ne´re´e produit un e´tat dont les deux
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Figure 3.15 – Sche´ma du montage optique des deux de´tections homodynes. Illustration tire´e de
[Ferreyrol11a].
modes sont se´pare´s spatialement, mais de meˆme polarisation. En tournant l’une d’entre elles de
90˚ , on peut superposer les faisceaux sans qu’ils interfe`rent, et les diriger vers les de´tections
homodynes avec le meˆme chemin optique, avant lesquels ils sont se´pare´s a` nouveau. Un couple
de lames  /2 et  /4 permet de re´gler la proportion et le de´phasage de l’oscillateur local allant
vers les deux de´tections, qui peut eˆtre re´gle´ en mesurant un e´tat cohe´rent de faible amplitude.
Pour chaque de´tection homodyne, les interfe´rences avec l’oscillateur local sont e↵ectue´es avec
un couple  /2 - cube se´parateur de polarisation, afin de pouvoir e´quilibrer pre´cise´ment les voies.
La polarisation du faisceau transmis est remise a` la verticale afin de limiter les pertes, et les
re´flexions sur les photodiodes sont re´cupe´re´es par un jeu de deux miroirs qui les renvoient sur
celles-ci.
Acquisition Les faisceaux sont mesure´s par des photodiodes Hamamatsu S3883, ayant une
bonne e cacite´ quantique (94.5%), et un faible courant d’obscurite´ (28 pA). Elles sont polari-
se´es en inverse a` ±6 V. Ces tensions sont re´glables afin d’e´galiser les capacite´s parasites. Les
photocourants sont directement soustraits par une loi des nœuds, puis amplifie´s par le circuit
pre´sente´ sur la figure 3.16. Il est conc¸u pour avoir une bande passante su sante pour re´soudre
les impulsions individuelles a` 800 kHz, tout en ayant un bruit su samment bas pour ne pas
perturber les mesures (2.5 mV en e´cart-type).
L’acquisition des donne´es est e↵ectue´e avec une carte National Instrument PCI-6110, dispo-
sant de 4 voies analogiques, auxquelles les APD sont e´galement branche´es. Elle permet d’acque´rir
jusqu’a` 5 millions de points par seconde, avec un bruit ne´gligeable de 0.1 mV en e´cart-type. Un
signal TTL provenant du laser et synchronise´ avec les impulsions a` l’aide d’une ligne a` retard
permet de de´clencher l’acquisition.
Les mesures sont ensuite controˆle´es par des programmes spe´cifiques a` chaque expe´rience,
e´crits en C++. Pour les re´glages du dispositif, on utilise le logiciel Igor.
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Figure 3.16 – Sche´ma du circuit e´lectrique de la de´tection homodyne.
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Figure 3.17 – (a) De´tection homodyne e´quilibre´e (e´chelle : 50 ns/div et 50 mV/div). (b) De´-
tection homodyne de´se´quilibre´e (e´chelle : 200 ns/div et 500 mV/div).
Equilibrage L’e´quilibrage de la de´tection doit eˆtre pre´cise´ment re´gle´ avant les expe´riences.
Pour cela, on e´galise l’intensite´ des deux voies avant les photodiodes avec la  /2, de manie`re a`
ramener a` ze´ro la valeur moyenne du signal observe´ sur un oscilloscope (Fig. 3.17). On ve´rifie
ensuite que le signal ne pre´sente pas trop de bruit technique provenant du laser en e↵ectuant une
transforme´e de Fourier du signal avec Igor. Le cas e´che´ant, ce bruit peut eˆtre re´duit en modifiant
les re´glages de la cavite´, ou en ajustant la position des faisceaux sur les photodiodes. L’e´quilibrage
est ensuite teste´ en ve´rifiant que la variance du vide mesure´e augmente bien line´airement avec
la puissance de l’oscillateur local (Fig. 3.18).
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Figure 3.18 – Test de calibration : variance du vide en fonction de la puissance de l’oscillateur
local.
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3.4.2 Photodiode a` avalanche
Les photodiodes a` avanlanche (APD) se comportent comme des de´tecteurs de photons, sans
toutefois pouvoir les compter : un clic traduit la pre´sence d’au moins un photon, sans en indiquer
le nombre. Leur fonctionnement est base´ sur un principe d’avalanche : un photon cre´e une paire
e´lectron-trou, qui est ensuite acce´le´re´e par une tension de polarisation inverse. Cette paire peut
a` son tour cre´er d’autres paires qui sont e´galement acce´le´re´es, et qui, par e↵et d’avalanche, pro-
duisent un courant macroscopique qui est ensuite converti en une impulsion TTL. Les avalanches
n’e´tant pas controˆle´es, il n’est pas possible de distinguer les contributions de plusieurs photons.
Cette incapacite´ a` compter n’a pas e´te´ proble´matique pour les expe´riences re´alise´es avec notre
dispositif. Au besoin, un multiplexage spatial avec deux APD permet de de´tecter la pre´sence
d’au moins deux photons, ce qui est su sant pour la plupart des e´tats produits. Les APD sont de
plus tre`s simples a` mettre en œuvre et ne ne´cessitent pas de cryostat, contrairement a` d’autres
dispositifs plus sophistique´s (tels que les VLPC [Waks03], ou utilisant des supraconducteurs
[Rosenberg05]).
Nos expe´riences utilisent deux APD Perkin Elmer SPCM-AQR-13, d’e cacite´ quantique
'45%. Leur courant d’obscurite´ (dark count) d’environ 200 coups par seconde, est ramene´ a`
environ 10-15 coups par seconde par synchronisation avec un signal TTL provenant du laser.
Elles ont un temps mort de 50 ns, ce qui ne nous pose pas de proble`me puisque nos impulsions
sont se´pare´es de 1.25 µs.
Bien que la fluorescence parame´trique soit fortement multimode, nous avons vu que la de´-
tection homodyne permet de se ramener a` un mode`le monomode graˆce au filtrage qu’elle re´alise.
Ce filtrage n’est en revanche pas pre´sent pour les APD, qui peuvent eˆtre de´clenche´es par des
photons provenant de tous les modes. Afin de re´aliser un conditionnement dans le mode de la
de´tection homodyne, il est ne´cessaire d’utiliser un dispositif de filtrage, spatial et fre´quentiel. Le
filtrage spatial est re´alise´ a` l’aide d’une fibre optique monomode de 2 me`tres, se´lectionnant le
mode TEM00. Un re´seau de di↵raction (e cacite´ 90%) couple´ a` une fente de largeur re´glable
place´e au foyer d’une lentille de focale 100 mm (transmission globale ' 30%) permet ensuite
d’appliquer un filtrage fre´quentiel d’environ 1 nm de largeur spectrale, centre´ autour de la fre´-
quence d’une sonde dans le meˆme mode que l’oscillateur local. Au final, l’e cacite´ globale est
d’environ 10%.
Malgre´ le syste`me de filtrage, le conditionnement peut quand meˆme eˆtre de´clenche´ par des
photons non corre´le´s, ou provenant d’autres modes. Cet e↵et sera mode´lise´ en supposant que
le conditionnement provient du bon mode avec une probabilite´ ⇠, qui peut eˆtre interpre´te´e
comme une purete´ modale, et qu’il provient d’autres modes avec une probabilite´ 1 ⇠. Si un
conditionnement APD dans le bon mode induit une transformation E3(⇢ˆ), alors qu’une absence
de conditionnement est de´crite par E7(⇢ˆ), la transformation totale avec un filtrage imparfait
sera
⇢ˆ0 = ⇠E3(⇢ˆ) + (1 ⇠)E7(⇢ˆ). (3.29)
Une APD parfaite est mode´lise´e par un POVM contenant deux e´le´ments ⇧ˆ1 et ⇧ˆ0, qui
correspondent respectivement a` la pre´sence d’au moins un photon, et a` une absence de condi-
tionnement :
⇧ˆ1 = I  |0ih0| =
1X
n=1
|nihn| (3.30a)
⇧ˆ0 = |0ih0| (3.30b)
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Pour une e cacite´ de de´tection  , un conditionnement est re´ussi si au moins un photon
parvient jusqu’a` l’APD. Pour un e´tat |ni, la probabilite´ qu’au moins un photon soit de´tecte´ est
1 (1  )n. Le POVM associe´ au conditionnement est alors :
⇧ˆ1 =
1X
n=1
[1 (1  )n] |nihn| (3.31)
⇧ˆ0 = I  ⇧ˆ1 (3.32)
L’e cacite´ des APD a` tre`s peu d’influence sur la qualite´ des e´tats produits par conditionne-
ment : elle influe principalement sur le taux de succe`s. De toute manie`re, nos e´tats ne contiennent
que tre`s peu de photons, et on s’arrange en ge´ne´ral pour que la probabilite´ que plus d’un photon
arrive sur l’APD soit ne´gligeable. Ainsi, pour une faible e cacite´, le photon ne sera tout simple-
ment pas de´tecte´. En revanche, il nous est impossible de faire un conditionnement sur l’absence
de photon.
3.4.3 Soustraction de photon
Les ope´rateurs destruction aˆ et cre´ation aˆ† ne sont pas que de simples outils the´oriques : ils
peuvent eˆtre applique´s expe´rimentalement sur un e´tat quantique. Les bases de notre expe´rience
ont e´te´ pose´es au cours de la the`se de J. Wenger, avec l’obtention d’une statistique non gaussienne
en soustrayant un photon du vide comprime´ monomode [Wenger04b]. Le dispositif a ensuite e´te´
optimise´ lors de la the`se d’A. Ourjoumtsev qui a obtenu des fonctions de Wigner ne´gatives,
produisant ainsi des “chatons de Schro¨dinger” [Ourjoumtsev06b], et qui a e´galement de´mon-
tre´ une augmentation d’intrication en utilisant une soustraction de photon [Ourjoumtsev07b].
J. Neergaard-Nielsen et al. ont e´galement pre´pare´ des superpositions de vide comprime´ et de
vide comprime´ soustrait d’un photon [Neergaard-Nielsen10], en utilisant une combinaison de
soustraction et de de´placement. Citons e´galement V. Parigi et al., qui ont de´montre´ expe´rimen-
talement les relations de commutation bosoniques [aˆ, aˆ†]=1 en utilisant une combinaison de
soustraction et d’addition de photon [Parigi07]. L’addition de photon a e´galement e´te´ utilise´e
dans notre groupe, afin d’e´tudier la non gaussianite´ d’un e´tat cohe´rent auquel on a ajoute´ un
photon [Barbieri10, Ferreyrol11a].
Montrons maintenant comment re´aliser une soustraction de photon avec une lame se´paratrice
et une APD. Nous utiliserons ce principe pour la caracte´risation expe´rimentale de la porte de
phase, au chapitre 6. Le principe consiste a` pre´lever une tre`s faible partie du signal a` l’aide
d’une lame se´paratrice ayant une transmission proche de 1, et a` de´tecter un photon dans le
mode re´fle´chi. Si la re´flectivite´ est su samment faible, l’e´tat re´sultant est soustrait d’un photon.
On rappelle que l’ope´rateur associe´ a` la lame se´paratrice est UˆBS=exp
⇥
✓(aˆ†bˆ aˆbˆ†)⇤, ou` aˆ
est le mode de l’e´tat ⇢ˆ auquel on veut soustraire un photon, et bˆ est un mode vide. L’application
de UˆBS, suivie de la de´tection d’au moins un photon sur la voie APD (mode bˆ) avec l’ope´rateur
Mˆ b = Ib |0bih0b|, donne un e´tat
Mˆ bUˆBS
⇣
⇢ˆ⌦ |0bih0b|
⌘
Uˆ
†
BSMˆ b =
⇣
Mˆ bUˆBS|0bi
⌘
⇢ˆ
⇣
h0b|Uˆ †BSMˆ b
⌘
. (3.33)
Pour T'1, on peut de´velopper UˆBS au premier ordre :
UˆBS ' I+ ✓(aˆ†bˆ aˆbˆ†) (3.34)
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On a donc :
Mˆ bUˆBS|0bi '
⇣
Ib |0bih0b|
⌘⇣
I+ ✓(aˆ†bˆ aˆbˆ†)
⌘
|0bi (3.35a)
=
⇣
Ib |0bih0b|
⌘⇣
|0bi ✓aˆ|1bi
⌘
(3.35b)
=  ✓aˆ|1bi (3.35c)
Avec ce de´veloppement, l’e´quation(3.33) devient alors e´gale a`
✓2aˆ⇢ˆaˆ† ⌦ |1bih1b|. (3.36)
Apre`s trace partielle sur le mode bˆ, l’e´tat du mode aˆ est donc finalement proportionnel a` aˆ⇢ˆaˆ†.
La qualite´ de la soustraction de´pend de la validite´ du de´veloppement : si T est trop faible, il
faut prendre en compte les termes d’ordres supe´rieurs en ✓. Nous avons e´galement conside´re´ une
APD parfaite. Une e cacite´ de de´tection infe´rieure a` un ne change pratiquement que le taux
de succe`s, du moment que T est su samment proche de 1. On pourra consulter la re´fe´rence
[Kim08] pour un calcul plus de´taille´.
On peut aussi se convaincre tre`s facilement du principe de la soustraction de photon en
regardant l’action de UˆBS sur un e´tat |ni|0i [Leonhardt97] :
UˆBS|nai|0bi =
nX
k=0
q
Cknt
k( r)n k|kai|n kbi (3.37)
avec t=
p
T et r=
p
1 T . Lorsque t'1, le terme d’ordre un en r (re´flexion d’un photon) corres-
pond a` k=n 1. Si r est su samment petit pour que l’on puisse ne´gliger les termes d’ordres
supe´rieurs, et que l’on conditionne sur la de´tection d’un photon dans le mode re´fle´chi, l’e´tat final
est
h1b|UˆBS
h
|ni|0i
i
=  pn tn 1r|n 1ai, (3.38)
puisque Cn 1n =n. Si on a tn 1'1, on retrouve le fait que |ni est transforme´ proportionnellement
a`
p
n|n 1i, ce qui correspond bien a` l’application de aˆ.
En pratique, une transmission T=0.9 assure un bon compromis entre le taux de succe`s et la
qualite´ des e´tats produits.
3.5 Conclusion
Nous disposons a` pre´sent d’un dispositif permettant de pre´parer et de mesurer une grande
varie´te´ d’e´tats quantiques, utilisant a` la fois les outils des variables discre`tes et continues. Nos
e´tats de base sont gaussiens : il peut s’agir d’e´tats cohe´rents, provenant du laser fortement
atte´nue´, de vides comprime´s monomodes, ou d’e´tats EPR, produits par l’OPA.
De nombreux protocoles d’information quantique font appel a` des e´tats non gaussiens. Notre
dispositif a permis d’en produire un certain nombre, graˆce a` des mesures non gaussiennes
imple´mente´es par nos APD [Wenger04b, Ourjoumtsev06a, Ourjoumtsev06b, Ourjoumtsev07c,
Ourjoumtsev09]. Fort de ces pre´parations, nous pouvons e´galement utiliser ces e´tats comme res-
sources, afin de re´aliser des protocoles e´le´mentaires d’information quantique [Ourjoumtsev07b,
Ferreyrol10], ou encore pour e´tudier et caracte´riser certaines proprie´te´s quantiques [Barbieri10,
Blandino12a, Blandino12b].
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Nous disposons e´galement d’un ensemble d’outils the´oriques nous permettant de mode´liser
nos e´tats et les imperfections de notre dispositif. De ce fait, nous pouvons d’abord simuler une
expe´rience afin d’en estimer la faisabilite´, puis de´terminer les parame`tres cle´s a` optimiser pour
le re´glage du dispositif, et enfin comprendre l’origine des imperfections.
Chapitre 4
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4.1 Introduction
Conside´rons une pie`ce de monnaie un peu spe´ciale : lorsqu’on la lance, elle retombe sur le
coˆte´ pile avec une probabilite´ p, et sur le coˆte´ face avec une probabilite´ 1 p. Dans le cas extreˆme
ou` p=1, la pie`ce retombera a` chaque fois sur le coˆte´ pile, et un lancer ne nous apprendra rien
puisque nous connaissons son re´sultat a` l’avance. En revanche, lorsque p=1/2, nous n’avons plus
aucune information. A chaque fois, nous obtenons un des deux re´sultats possibles avec la meˆme
probabilite´. Si l’on associe la valeur 0 au re´sultat pile, et 1 au re´sultat face, chaque lancer nous
apprend un bit d’information. Intuitivement, lorsque p=0 ou p=1, nous n’obtenons aucun bit
d’information, et pour une valeur interme´diaire de p, nous obtiendrons une information comprise
entre 0 et 1 bit.
A travers cet exemple, nous avons vu que l’incertitude associe´e au tirage d’une variable
ale´atoire peut eˆtre quantifie´e en terme de bits d’information. La the´orie de l’information classique
formalise ces notions, et permet aussi de de´crire les corre´lations entre deux variables ale´atoires
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et de calculer l’information maximale qu’il est possible d’en extraire. En se basant sur les meˆmes
concepts, la the´orie de l’information quantique ge´ne´ralise la notion d’information a` des e´tats
quantiques.
Dans ce chapitre, nous pre´sentons les concepts principaux de ces deux the´ories de l’infor-
mation. Une tre`s bonne introduction de´taille´e peut eˆtre trouve´e dans le livre e´crit par Nielsen
et Chuang [Nielsen00]. Le lecteur pourra e´galement consulter l’ouvrage de Vedral [Vedral07],
qui fournit une approche plus concise, ou encore le cours de Preskill [Preskill98], un peu plus
technique.
4.2 Information classique
4.2.1 Entropie de Shannon
Conside´rons une variable ale´atoire classique X donnant les re´sultats {xi} avec des proba-
bilite´s {pi}. On dit aussi que chaque valeur xi est un symbole, appartenant a` l’alphabet {xi}.
L’entropie caracte´rise l’incertitude ou l’impre´visibilite´ avant le tirage, ou de manie`re e´quivalente,
l’information apporte´e par le re´sultat du tirage. Elle est de´finie par [Shannon48]
H(X) =  
X
i
pi log2 pi. (4.1)
L’unite´ de cette mesure est le bit, binary unit. Cette de´finition provient de quelques proprie´te´s
que l’on demande a` une mesure de l’incertitude. On veut en particulier que la mesure de l’incer-
titude de deux variables ale´atoires inde´pendantes soit additive, ce qui justifie l’utilisation d’un
logarithme.
L’entropie est relie´e aux ressources physiques ne´cessaires pour stocker ou transmettre un
message. Asymptotiquement, il est possible de stocker un message de N symboles en utilisant
NH(X) bits physiques, avec une erreur tendant vers 0 lorsque N tend vers l’infini [Shannon48].
Chaque symbole de l’alphabet apporte donc en moyenne H(X) bits d’information.
4.2.2 Entropie de deux variables ale´atoires
Pour deux variables ale´atoires X et Y , on de´finit l’entropie conjointe
H(X,Y ) =  
X
x,y
p(x, y) log2 p(x, y). (4.2)
C’est une mesure de l’incertitude totale pour le couple de variables ale´atoires (X,Y ). Lorsqu’elles
sont inde´pendantes, on a H(X,Y )=H(X)+H(Y ).
Lorsque X et Y sont corre´le´es, la connaissance de l’une d’entre elles, Y par exemple, re´duit
l’incertitude qu’il reste sur X. L’incertitude restante sur X, connaissant l’information apporte´e
par Y , est donne´e pas l’entropie conditionnelle
H(X|Y ) = H(X,Y ) H(Y ). (4.3)
Elle est nulle quand X et Y sont parfaitement corre´le´es. C’est en moyenne la quantite´ de bits
par symbole manquante avec un code optimal pour parfaitement de´crire une chaine de symboles
de X sachant Y [Preskill98].
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4.2.3 Information mutuelle
Conside´rons un couple de variables ale´atoires (X,Y ). Nous avons vu que l’entropie condi-
tionnelle de X sachant Y correspond a` l’incertitude restant sur X, connaissant Y . Plutoˆt que
de conside´rer l’incertitude, on peut e´galement s’inte´resser a` l’information que X apporte sur Y .
Cette information correspond a` l’incertitude sur X, moins l’incertitude restante sur X connais-
sant Y , et de´finit l’information mutuelle :
I(X:Y ) = H(X) H(X|Y ) (4.4a)
= H(Y ) H(Y |X) (4.4b)
= H(X) +H(Y ) H(X,Y ) (4.4c)
C’est le nombre de bits par symbole appris sur X en connaissant Y . Inversement, c’est aussi ce
que l’on sait de Y connaissant X. C’est une mesure de leurs corre´lations, syme´trique en X et
Y , correspondant a` la quantite´ maximale de bits que l’on peut en extraire.
4.2.4 Quelques proprie´te´s de base de l’entropie
Les di↵e´rentes entropies posse`dent de nombreuses proprie´te´s que l’on peut trouver par
exemple dans la re´fe´rence [Nielsen00]. Nous en indiquons quelques unes parmi les plus impor-
tantes :
⌅ H(X|Y ), H(Y |X)   0, ce qui implique I(X:Y )  H(X), H(Y )
⌅ H(X), H(Y )  H(X,Y )
⌅ H(X,Y )  H(X) +H(Y ) (sous-additivite´)
Toutes ces di↵e´rentes mesures sont re´sume´es sur la figure 4.1.
Figure 4.1 – Les di↵e´rentes entropies et mesures des corre´lations.
Pour une variable continue gaussienne de variance V , l’entropie est e´gale a` [Shannon48]
H(X) =
1
2
log2 V + C, (4.5)
ou` C est une constante.
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4.3 Information quantique
4.3.1 Entropie de von Neumann
L’entropie de von Neumann ge´ne´ralise la notion d’entropie a` des e´tats quantiques, en rem-
plac¸ant la distribution de probabilite´ par une matrice densite´. Elle est de´finie par
S(⇢ˆ) =  Tr{⇢ˆ log2 ⇢ˆ}. (4.6)
En e´crivant la matrice densite´ sous forme diagonale, ⇢ˆ=
P
i  i|iihi|, l’entropie de von Neumann
devient
S(⇢ˆ) =  
X
i
 i log2  i. (4.7)
Elle correspond donc a` l’entropie de Shannon pour la distribution de probabilite´ associe´e a` la
diagonalisation de ⇢ˆ.
Comme l’entropie de Shannon, l’entropie de von Neumann a une interpre´tation en termes de
ressources ne´cessaires pour coder l’information a` la limite asymptotique [Nielsen00, Preskill98].
Supposons qu’Alice forme un message en choisissant pour symboles des e´tats {| xi} avec une
probabilite´ px, parmi un alphabet {| xi, px}. Avant d’eˆtre choisi, chaque symbole a pour matrice
densite´ ⇢ˆ=
P
x px| xih x|. Un message forme´ de N symboles est donc de´crit par ⇢ˆ⌦N . L’entropie
de von Neumann S(⇢ˆ) correspond alors au nombre de qubits par symbole ne´cessaires pour coder
le message, a` la limite asymptotique. En d’autres termes, un message de N symboles ⇢ˆ⌦N aura
un support presque entie`rement contenu dans un espace de dimension 2NS(⇢ˆ), pour N grand.
L’entropie de von Neumann est e´galement relie´e a` l’information classique. Elle correspond au
nombre maximal de bits classiques que l’on peut obtenir d’un me´lange statistique d’e´tats purs
en faisant une mesure optimale [Nielsen00, Preskill98].
4.3.2 Entropie et corre´lations pour des syste`mes bipartites
Entropie jointe et entropie conditionnelle
Pour un e´tat bipartite ⇢ˆAB, on de´finit l’entropie jointe
S(A,B) :=  Tr{⇢ˆAB log2 ⇢ˆAB}, (4.8)
et l’entropie conditionnelle
S(A|B) = S(A,B)  S(B), (4.9)
ou` S(B) := S(⇢ˆB). Par la suite, nous utiliserons de manie`re e´quivalente la notation S(A,B) ou
S(⇢ˆAB) pour l’entropie d’un syste`me bipartite.
Information mutuelle
Les corre´lations totales pre´sentes dans le syste`me sont mesure´es par l’information mutuelle
quantique, de´finie d’une manie`re similaire a` l’information mutuelle classique [Modi12, Vedral02]. :
S(A:B) = S(A) + S(B)  S(A,B) (4.10)
Comme l’information mutuelle classique, cette quantite´ est syme´trique : S(A:B)=S(B:A). Ces
corre´lations peuvent eˆtre se´pare´es en une partie contenant des corre´lations classiques, et une par-
tie contenant des corre´lations purement quantiques [Modi12]. Nous reviendrons sur ces notions
dans le chapitre 5 consacre´ a` l’estimation de la discorde quantique.
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Entropie relative
L’entropie relative est de´finie par
S(⇢ˆ|| ˆ) = Tr{⇢ˆ log2 ⇢ˆ}  Tr{⇢ˆ log2  ˆ} =  S(⇢ˆ)  Tr{⇢ˆ log2  ˆ}. (4.11)
Elle est tre`s souvent utilise´e comme une mesure de distance entre e´tats quantiques, bien que
son asyme´trie n’en fasse pas rigoureusement une norme, et elle joue un roˆle tre`s important en
information quantique. Le lecteur pourra consulter l’article [Vedral02] qui lui est entie`rement
consacre´ pour une pre´sentation de´taille´e.
L’information mutuelle est e´gale a` l’entropie relative entre l’e´tat bipartite et le produit ten-
soriel des deux e´tats re´duits :
S(⇢ˆAB||⇢ˆA⌦⇢ˆB) = S(⇢ˆA) + S(⇢ˆB)  S(⇢ˆAB). (4.12)
De meˆme, pour un e´tat bipartite classique
⇢ˆAB =
X
xy
pxy|xihx|⌦|yihy|, (4.13)
ou` {|xi} et {|yi} sont des e´tats orthogonaux, l’information mutuelle classique I(X,Y ) correspond
a` l’entropie relative avec ⇢ˆA⌦⇢ˆB. Les corre´lations ont donc une interpre´tation ge´ome´trique, en
terme de distance par rapport a` un e´tat ⇢ˆA⌦⇢ˆB totalement de´pourvu de corre´lations.
Entropie d’un e´tat gaussien
Pour un e´tat gaussien ⇢ˆ a` N modes, l’entropie de von Neumann est e´gale a` [Weedbrook12]
S(⇢ˆ) =
NX
k=1
g
✓
⌫k 1
2
◆
, (4.14)
ou` {⌫k} sont les valeurs propres symplectiques 1 de la matrice de covariance de ⇢ˆ, et
g(x) = (x+1) log2(x+1)  x log2 x. (4.15)
Quelques proprie´te´s
Encore une fois, nous renvoyons le lecteur aux re´fe´rences [Nielsen00] ou [Preskill98] pour une
liste de´taille´e des proprie´te´s de l’entropie de von Neumann. Nous en pre´sentons quelques unes
ci-dessous :
⌅ S(⇢ˆ)=0 si ⇢ˆ est un e´tat pur.
⌅ Pour un e´tat ⇢ˆAB pur, S(⇢ˆA)=S(⇢ˆB).
⌅ S(⇢ˆAB)  S(⇢ˆA) + S(⇢ˆB) (sous-additivite´) avec e´galite´ si ⇢ˆAB=⇢ˆA⌦⇢ˆB.
⌅ S(⇢ˆAB)   |S(⇢ˆA) S(⇢ˆB)| (ine´galite´ du triangle). Ainsi, lorsque ⇢ˆAB est pur, l’entropie du
syste`me bipartite est nulle, mais ce n’est pas force´ment le cas de celle des sous syste`mes.
Ceci contraste avec le cas classique, ou` l’entropie de Shannon de deux variables est toujours
supe´rieure ou e´gale a` celle d’une seule des variables.
1. Le the´ore`me de Williamson [Weedbrook12] assure que toute matrice de covariance   peut eˆtre mise sous
forme diagonale a` l’aide de transformations symplectiques, c’est a` dire line´aires en les ope´rateurs cre´ation et
destruction, et pre´servant les relations de commutation. La forme diagonale de   s’e´crit
LN
k=1 ⌫kI2. Les {⌫k} sont
les valeurs propres symplectiques.
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4.3.3 Etats classiques-quantiques
En cryptographie quantique, Alice et Bob cherchent a` cre´er des corre´lations classiques en
utilisant des e´tats quantiques. Pour la plupart des protocoles, Alice pre´pare un e´tat parmi un
ensemble {| xi, px}, qu’elle envoie ensuite a` Bob a` travers un canal quantique. Les e´tats {| xi}
ne sont pas tous orthogonaux afin d’assurer la se´curite´ du protocole, comme nous le verrons
dans le chapitre 7. Sous l’e↵et des pertes, du bruit, ou d’autres imperfections, un e´tat pur | xi
est transforme´ en un me´lange statistique ⇢ˆx. Bob cherche ensuite a` de´terminer l’e´tat envoye´ par
Alice.
Cette pre´paration d’e´tat par Alice, suivie d’un envoi a` Bob, est e´quivalente au partage d’un
e´tat classique-quantique
⇢ˆAB =
X
x
px|ixihix|⌦⇢ˆx, (4.16)
classique pour Alice et quantique pour Bob. Les e´tats {|ixi} sont des e´tats fictifs orthogonaux,
te´moignant du fait qu’Alice sait quel e´tat elle a pre´pare´. En revanche, les e´tats {⇢ˆx} peuvent
eˆtre quelconques.
Pour un e´tat classique-quantique de la forme (4.16), l’entropie de von Neumann posse`de
quelques proprie´te´s importantes [Nielsen00] :
S(A) = H(pX) (4.17a)
S(B) = S
 
⇢ˆB
 
, avec ⇢ˆB =
X
x
px⇢ˆx (4.17b)
S(A,B) = H(pX) +
X
x
pxS(⇢ˆx) (4.17c)
En utilisant les relations (4.17), on montre que l’information mutuelle est donne´e par
S(A:B) = S(⇢ˆB) 
X
x
pxS(⇢ˆx). (4.18)
Lorsque les e´tats {⇢ˆx} sont purs, l’expression (4.18) se re´duit donc a` S(A:B) = S(⇢ˆB).
4.3.4 Borne de Holevo
Supposons qu’Alice pre´pare des e´tats parmi un ensemble {⇢ˆx, px}, suivant le re´sultat d’une
variable ale´atoire X. Bob re´alise des mesures a` l’aide d’un POVM {Eˆy}={Eˆ0, . . ., Eˆm}, donnant
un re´sultat Y . Quelle que soit la mesure e↵ectue´e par Bob, l’information mutuelle classique
I(X:Y ) entre X et Y ve´rifie [Nielsen00]
I(X:Y )  S(⇢ˆ) 
X
x
pxS(⇢ˆx), (4.19)
avec ⇢ˆ=
P
x px⇢ˆx. Cette borne supe´rieure est la borne de Holevo. Pour eˆtre atteinte, elle ne´cessite
en ge´ne´ral que Bob puisse e↵ectuer des mesures collectives. Cette borne correspond e´galement
a` l’information mutuelle quantique (4.18) de l’e´tat classique-quantique e´quivalent pour Alice et
Bob [Cerf96, Vedral07].
Cette borne sera utile, sous une forme le´ge`rement di↵e´rente, afin de borner l’information
qu’Eve peut obtenir durant un protocole de cryptographie quantique.
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Figure 4.2 – Mode´lisation d’un canal quantique de transmission T par une lame se´paratrice.
4.4 Mode`le du canal gaussien
4.4.1 Canal sans bruit
Un canal line´aire et syme´trique, de transmission T , peut eˆtre mode´lise´ simplement par une
lame se´paratrice [Leonhardt97, Weedbrook12], dont le deuxie`me mode d’entre´e bˆ est vide (Fig.
4.2). Nous avons vu avec l’e´quation (2.96) que dans ce cas, les ope´rateurs de quadrature sont
transforme´s en
Xˆout =
p
TXˆ +
p
1 TXˆb, (4.20a)
Pˆ out =
p
T Pˆ +
p
1 T Pˆ b. (4.20b)
Les quadratures ne sont pas seulement atte´nue´es, elles sont aussi “contamine´es” par le vide. Ce
bruit n’aura pas d’influence sur les valeurs moyennes. En revanche, il compense d’une certaine
manie`re la diminution du bruit initial afin de pre´server le commutateur 2 de Xˆ et Pˆ . Les variances
sont donc transforme´es en
 2Qout = T 
2Q+ (1 T ) 2Qb, (4.21a)
= T 2Q+ (1 T )N0, (4.21b)
= T
⇣
 2Q+
1 T
T
N0
⌘
, (4.21c)
avec Q=X ou P . La deuxie`me partie de la troisie`me ligne fait intervenir la notion de bruit ajoute´
ramene´ a` l’entre´e, e´gal a` 1 TT N0 pour les pertes.
4.4.2 Canal avec bruit thermique
Le bruit ajoute´ par un canal quantique peut eˆtre caracte´rise´ par son e´quivalent ramene´ a`
l’entre´e. Par de´finition, l’exce`s de bruit ✏ sera le bruit ajoute´ en plus de la contribution due aux
pertes, en unite´ de bruit de photon 3. Un canal ajoutant un exce`s de bruit gaussien ✏ transforme
donc les variances des quadratures en
 2Qout = T
⇣
 2Q+
1 T
T
N0 + ✏N0
⌘
= T 2Q+ (1 T )

T
1 T
⇣1 T
T
N0 + ✏N0
⌘ 
. (4.22)
On reconnaˆıt une forme similaire a` la deuxie`me partie de l’expression (4.21a), avec cette fois
ci  2Qb=
T
1 T
⇣
1 T
T N0 + ✏N0
⌘
:=Vth. Puisque l’on a toujours hQˆbi=0, le canal peut donc eˆtre
mode´lise´ en injectant un e´tat thermique de variance Vth dans le mode bˆ (Fig. 4.3).
2. Nous reviendrons sur ce point dans le chapitre pre´sentant l’amplificateur sans bruit.
3. Par abus de langage, on appellera parfois la quantite´ ✏ simplement bruit ajoute´ ou exce`s de bruit, au lieu
d’exce`s de bruit ramene´ a` l’entre´e.
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(a) (b)
Figure 4.3 – Mode´lisation d’un canal quantique de transmission T et d’exce`s de bruit ✏ : (a)
avec un e´tat thermique ⇢ˆth ; (b) avec un e´tat EPR | thi purifiant ⇢ˆth (voir section 2.3.1 pour un
rappel de la purification). Les deux syste`mes ne sont pas discernables par Alice ou Bob.
En posant
 line =
1 T
T
+ ✏, (4.23)
qui est e´gal au bruit total ajoute´ par le canal ramene´ a` l’entre´e, en unite´ de bruit de photon, on
de´finit les parame`tres  th et rth de l’e´tat thermique tels que
1
N0
Vth=cosh 2rth=
1+ 2th
1  2th
=
T
1 T  line. (4.24)
Puisqu’un e´tat thermique peut eˆtre obtenu en prenant la trace d’un e´tat EPR, les deux
sche´mas de la figure 4.3 sont e´quivalents du point de vue d’Alice et de Bob. Si Eve remplace
le dispositif de gauche par le dispositif de droite, elle peut acque´rir de l’information sur l’e´tat
transmis dans le canal en e↵ectuant des mesures sur son e´tat EPR. Ce dispositif est connu sous
le nom de “cloneuse intriquante” [Grosshans03b, Grosshans02a].
De´tection homodyne imparfaite Une de´tection homodyne d’e cacite´ ⌫ et de bruit e´lec-
tronique  peut se mode´liser comme une de´tection homodyne parfaite apre`s un canal virtuel de
transmission ⌫ et de bruit ajoute´ ramene´ en entre´e de ce canal [Lodewyck07]
 hom =
1 ⌫
⌫
+

⌫
, (4.25)
en suivant une mode´lisation similaire a` la figure 4.3. Une de´tection homodyne imparfaite apre`s
un canal de transmission T et de bruit ajoute´  line est donc e´quivalente, pour Alice et Bob, a`
une de´tection homodyne parfaite apre`s un canal de transmission G=⌫T , et de bruit ajoute´ total
ramene´ a` l’entre´e
 tot =  line +
 hom
T
. (4.26)
De manie`re ge´ne´rale, on peut conside´rer qu’un bruit ramene´ a` l’entre´e  tot correspond a` la
variance d’une quadrature Xˆtot qui serait ajoute´e a` celle du signal avant le canal de transmission
G,
Xˆout =
p
G
 
Xˆ + Xˆtot
 
, (4.27)
avec  2Xtot= totN0. Le bruit est par hypothe`se inde´pendant du signal.
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4.4.3 Information mutuelle
Anticipons un peu sur le protocole de cryptographie quantique utilisant des e´tats cohe´rents,
que nous pre´senterons dans le chapitre 7. Supposons qu’Alice choisisse deux variables xA et pA
selon une distribution gaussienne de moyenne nulle et de variance VAN0. Elle pre´pare ensuite un
e´tat cohe´rent centre´ en (xA, pA), qu’elle envoie a` Bob a` travers un canal quantique gaussien. On
suppose que Bob mesure la quadrature XˆB. Avant le canal quantique, cette quadrature s’e´crit
Xˆ in = xA + Xˆ0, (4.28)
ou` Xˆ0 correspond a` la quadrature du vide. Le canal quantique transforme ensuite Xˆ in en
XˆB =
p
G
 
Xˆ in + Xˆtot
 
=
p
G
 
xA + XˆN
 
, (4.29)
ou` l’on a introduit XˆN=Xˆ0+Xˆtot. La variance  2XN=(1+ tot)N0 correspond au bruit total
ajoute´ sur la quadrature d’Alice xA. Pour chaque quadrature, on peut adopter une mode´lisation
classique, selon laquelle Alice fait le tirage d’une variable ale´atoire 4 XA de variance VAN0 et de
moyenne nulle, alors que Bob rec¸oit une variable ale´atoire XB de variance G(VA+1+ tot)N0,
e´galement de moyenne nulle.
L’information qu’ils pourront extraire de leur communication de´pend naturellement du bruit
ajoute´ par le canal, et de son amplitude par rapport a` la modulation d’Alice. Ces deux grandeurs
sont compare´es par le rapport signal-a`-bruit (SNR), de´fini par
SNR =
hX2Ai
hX2N i
. (4.30)
L’information mutuelle entre les variables XA et XB s’obtient en utilisant l’entropie d’une
variable gaussienne (4.5), et l’additivite´ des entropies entre XA et XN . Puisque le signal et le
bruit ne sont pas corre´le´s, on a H(XA, XB)=H(XA)+H(GXN ), et par conse´quent :
I(A:B) = H(XA) +H(XB) H(XA, XB) (4.31a)
= H(XB) H(GXN ) (4.31b)
=
1
2
log2
hX2Bi
GhX2N i
(4.31c)
Cette information mutuelle peut e´galement s’e´crire en fonction du rapport signal-a`-bruit :
puisque hXAXN i=0, on a hX2Bi=G(hX2Ai+hX2N i). On obtient alors la formule de Shannon :
I(A:B) =
1
2
log2 [1 + SNR] (4.32)
Cette formule nous sera utile pour le calcul des taux secrets en cryptographie quantique,
dans le chapitre 7.
4. Nous notons X une variable ale´atoire classique, et x un tirage de cette variable ale´atoire.
80 CHAPITRE 4
4.5 Conclusion
La the´orie de l’information permet de re´pondre a` deux proble´matiques. La premie`re concerne
les ressources ne´cessaires pour stocker un message constitue´ de symboles, tire´s selon une certaine
loi de probabilite´. Puisque les symboles n’ont pas tous la meˆme probabilite´ d’eˆtre choisis, certains
sont moins probables que d’autres, et apportent ainsi plus d’information. L’entropie permet de
quantifier cette notion, ainsi que les ressources ne´cessaires pour stocker une suite de symboles
sans perte d’information a` la limite asymptotique.
La seconde proble´matique concerne les communications, qu’elles soient classiques ou quan-
tiques. Toujours en choisissant des symboles parmi un certain alphabet, quelle est la quantite´
d’information qui peut eˆtre extraite de l’envoi d’un message dans un canal de transmission im-
parfait ? La re´ponse a cette deuxie`me question a permis le de´veloppement de la cryptographie
quantique, que nous pre´senterons dans le chapitre 7.
Deuxie`me partie
Re´sultats expe´rimentaux
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Chapitre 5
Estimation de la discorde quantique
pour un e´tat EPR
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5.1 Introduction
L’intrication a longtemps e´te´ conside´re´e comme un e´le´ment essentiel en information quan-
tique, et synonyme de corre´lations quantiques. Elle n’est pourtant pas la seule proprie´te´ te´-
moignant du caracte`re quantique des corre´lations. De manie`re surprenante, certains me´langes
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d’e´tats non intrique´s peuvent quand meˆme pre´senter des corre´lations supe´rieures aux corre´lations
classiques.
Plutoˆt que de mesurer l’intrication, on peut donc mesurer les corre´lations quantiques, dont la
de´finition est plus large. Une possibilite´ est de comparer les corre´lations quantiques totales d’un
e´tat, que l’on peut obtenir en utilisant l’entropie de von Neumann, et les corre´lations classiques
que l’on a suite a` une mesure quelconque d’un sous syste`me. La di↵e´rence de ces deux quantite´s
correspond alors aux corre´lations d’origine purement quantique, et de´finit la discorde quantique 1
[Ollivier01, Henderson01, Modi12].
La discorde inclut les corre´lations dues a` de l’intrication, mais sa de´finition est plus large
puisque des me´langes d’e´tats non intrique´s peuvent quand meˆme avoir une discorde non nulle.
Introduite en 2001, elle a re´cemment fait l’objet de recherches intenses, lorsque la communaute´
scientifique a re´alise´ qu’elle pourrait eˆtre une ressource utile en information quantique. L’avan-
tage, par rapport a` l’intrication, est qu’elle est beaucoup moins “fragile”, et beaucoup plus facile
a` produire expe´rimentalement. Meˆme s’il n’y a pas encore de consensus sur son roˆle pre´cis par
rapport a` l’intrication, de nombreuses e´tudes ont montre´ un lien e´troit entre la pre´sence de dis-
corde et certains protocoles d’information quantique. Nous en pre´senterons quelques-uns dans
la section suivante.
Il n’existe pas d’observable associe´e a` la discorde. Expe´rimentalement, la capacite´ a` l’estimer
pre´cise´ment est maintenant un enjeu majeur, afin de pouvoir continuer l’investigation de son
potentiel en information quantique. Dans ce chapitre, nous pre´sentons l’e´valuation expe´rimentale
de la discorde pour des e´tats appartenant a` la classe des e´tats thermiques comprime´s, tels
que ceux produits par notre OPA en configuration non de´ge´ne´re´e pour di↵e´rentes puissances
de pompe. Les deux modes sont mesure´s avec deux de´tections homodynes, nous permettant
d’acce´der aux caracte´ristiques des e´tats sans passer par une tomographie quantique comple`te.
Nous comparons ensuite la pre´cision de notre estimation a` la borne de Crame´r-Rao classique,
correspondant aux mesures homodynes, et a` la borne de Crame´r-Rao quantique [Helstrom76,
Paris09, Braunstein94].
Ces bornes sont des limites fondamentales sur la variance minimale que doit avoir un esti-
mateur. Nous montrons que notre estimateur de la discorde est presque optimal pour la borne
classique, et qu’il pre´sente un niveau de bruit raisonnable de 10 dB par rapport a` la borne quan-
tique. Nous montrons e´galement qu’une me´thode d’estimation baye´sienne ame´liore la pre´cision
pour de faibles puissances de pompe. Ces travaux ont fait l’objet de la publication [Blandino12b],
en collaboration avec Marco Genoni et Matteo Paris.
L’optimalite´ d’une estimation expe´rimentale de l’intrication a fait l’objet de travaux the´o-
riques [Genoni08], et d’une de´monstration expe´rimentale pour des variables discre`tes [Brida10].
Cependant, les pre´ce´dentes expe´riences concernant la discorde se basent sur une tomographie
quantique ou une reconstruction indirecte de la matrice densite´ [Lanyon08, Chiuri11, Gu12,
Madsen12, Dakic´12, Passante11], sans e´tude pre´cise sur l’optimalite´ des me´thodes utilise´es.
5.2 La discorde quantique
5.2.1 Une mesure des corre´lations quantiques
Etats factorisables, classiques, se´parables, et intrique´s
Commenc¸ons par de´finir les e´tats quantiques associe´s aux di↵e´rentes corre´lations possibles.
Le premier cas est lorsqu’un e´tat ⇡ˆ ne pre´sente aucune corre´lation entre ses N modes. Il s’agit
1. Nous ne pre´ciserons plus le terme “quantique” sauf quand cela sera ne´cessaire.
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d’un e´tat factorisable
⇡ˆ = ⇡ˆ1⌦. . .⌦ ⇡ˆN , (5.1)
pour lequel chaque mode est comple`tement de´corre´le´ des autres. Une mesure sur un des modes
n’apprend donc rien sur les autres modes.
Le premier “degre´” de corre´lation correspond ensuite aux corre´lations classiques, de´crites par
la the´orie classique de l’information de Shannon. Un e´tat classique est tel qu’il n’est pas perturbe´
par une mesure locale [Luo08], et doit donc s’e´crire comme
 ˆ =
X
{kn}
pk1,...,kn |k1ihk1|⌦. . .⌦|kN ihkN |, (5.2)
ou` les e´tats {|kni} forment une base orthonormale.
Un me´lange d’e´tats classiques ne reste pas force´ment classique, si les bases ne sont plus
orthogonales. On obtient dans le cas ge´ne´ral un e´tat se´parable
 ˆ =
X
i
pi⇡ˆ
(i)
1 ⌦. . .⌦ ⇡ˆ(i)N , (5.3)
qui peut eˆtre vu comme la re´duction d’un e´tat classique appartenant a` un espace plus grand
[Li08]. Un e´tat se´parable n’est pas intrique´, mais il peut pourtant avoir des corre´lations supe´-
rieures aux corre´lations classiques, et c’est ce que mesure la discorde.
Enfin, un e´tat intrique´ est un e´tat qui n’appartient pas a` l’ensemble des e´tats se´parables. La
discorde inclut e´galement les corre´lations lie´es a` l’intrication.
De´finition de la discorde quantique
Rappelons quelques re´sultats du chapitre 4. Pour deux variables ale´atoires classiques A et
B, l’information mutuelle
I(A:B) = H(A) +H(B) H(A,B) (5.4)
est une mesure de leurs corre´lations. La ge´ne´ralisation quantique s’obtient naturellement avec
l’entropie de von Neumann (4.10),
I(⇢ˆAB) = S(⇢ˆA) + S(⇢ˆB)  S(⇢ˆAB) (5.5)
qui capture toutes les corre´lations pre´sentes dans ⇢ˆAB, qu’elles soient d’origine classique et/ou
quantique [Cerf97, Adami97, Modi12, Vedral02].
Puisqu’un e´tat classique n’est pas perturbe´ par une mesure d’un des sous-syste`mes, (5.4)
s’e´crit e´galement sous la forme
I(A:B) = H(A) H(A|B) = H(B) H(B|A), (5.6)
qui correspond a` l’information gagne´e sur A suite a` la mesure de B, et vice versa. La ge´ne´-
ralisation quantique de (5.6) n’est en revanche pas imme´diate, puisqu’en ge´ne´ral une mesure
perturbe un e´tat quantique. En conse´quence, la syme´trie entre les deux sous-syste`mes est rom-
pue, la quantite´ obtenue de´pend du type de mesure, et elle peut eˆtre di↵e´rente de (5.5). C’est
pre´cise´ment cette di↵e´rence que mesure la discorde.
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Supposons que Bob fasse une mesure a` l’aide d’un POVM {Ek}. Pour un re´sultat de mesure
k, la matrice densite´ d’Alice est
⇢ˆA|k =
TrB{Ek⇢ˆAB}
pB(k)
, (5.7)
avec pB(k)=TrAB{Ek⇢ˆAB}. On peut alors de´finir une version quantique de (5.6) comme
J(A|{Ek}) = S(⇢ˆA) 
X
k
pB(k)S(⇢ˆA|k), (5.8)
qui correspond a` l’information mutuelle classique obtenue avec le POVM {Ek} [Henderson01].
Les corre´lations classiques totales de ⇢ˆAB sont obtenues en maximisant J(A|{Ek}) sur tous les
POVM {Ek} :
J(A|B) = sup{Ek} J(A|{Ek}) (5.9)
La discorde quantique est alors de´finie comme la di↵e´rence entre les corre´lations totales
I(⇢ˆAB) et les corre´lations classiques J(A|B) :
D(A|B) = I(⇢ˆAB)  J(A|B) (5.10)
Elle correspond donc aux corre´lations d’origine purement quantique. Elle est toujours positive
ou nulle, et dans le cas ge´ne´ral, elle peut eˆtre asyme´trique. Cette asyme´trie refle`te une asyme´trie
dans la re´partition des corre´lations classiques et quantiques, pour Alice et Bob, bien que les
corre´lations totales soient syme´triques. Notons que presque tous les e´tats quantiques ont une
discorde non nulle [Ferraro10].
Pour un e´tat bipartite pur, la discorde est e´gale a` l’intrication, mesure´e par l’entropie d’un des
e´tats re´duits [Modi12], qui est d’ailleurs la seule mesure d’intrication dans ce cas [Horodecki09].
La di↵e´rence entre l’intrication et la discorde apparaˆıt pour les e´tats impurs. S’ils contiennent de
l’intrication, celle ci est d’une certaine manie`re contenue dans la discorde, bien qu’une relation
directe entre ces deux grandeurs ne soit pas imme´diate. La raison est que l’intrication peut
eˆtre mesure´e de plusieurs fac¸ons pour un me´lange statistique, chacune ayant une interpre´tation
ope´rationnelle di↵e´rente [Horodecki09].
Une solution possible afin d’unifier discorde et intrication est par exemple d’adopter une de´fi-
nition di↵e´rente de la discorde, en utilisant une interpre´tation ge´ome´trique, avec comme mesure
de distance l’entropie relative [Modi10], ou la norme de Hilbert Schmidt [Dakic´10, Bellomo12].
Chaque proprie´te´, corre´lations totales, discorde, intrication, est alors mesure´e par la distance
entre l’e´tat quantique, et un e´tat ne posse´dant pas la proprie´te´ en question. Cette de´finition
conduit a` une mesure des corre´lations quantiques di↵e´rente de (5.10), bien que le concept reste
similaire.
Par exemple, la re´fe´rence [Modi10] de´finit l’entropie relative de discorde d’un e´tat ⇢ˆ comme
e´tant la distance minimale entre cet e´tat et un e´tat classique  ˆ de´fini par (5.2) :Drel=min ˆ S(⇢ˆk ˆ),
ou` S(·k·) est l’entropie relative de´finie par (4.11). L’intrication est quantifie´e avec une mesure
similaire, l’entropie relative d’intrication [Plenio05, Horodecki09] : Erel=min ˆ S(⇢ˆk ˆ), ou`  ˆ est
un e´tat se´parable de´fini par (5.3). Enfin les corre´lations totales C mesure´es par l’entropie de
von Neumann peuvent aussi s’exprimer en fonction de l’entropie relative, C=S(⇢ˆk⇢ˆ1⌦. . .⌦⇢ˆN ),
comme nous l’avons vu avec (4.12).
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Il existe encore d’autres fac¸ons de de´finir les corre´lations quantiques, et nous renvoyons le
lecteur a` la re´fe´rence [Modi12] pour une pre´sentation plus comple`te. Dans tout ce chapitre, la
discorde conside´re´e 2 sera bien celle de´finie par (5.10).
Exemple
Illustrons maintenant le concept de discorde quantique et son asyme´trie par un exemple
simple. L’e´tat
⇢ˆAB = p|0ih0|⌦|0ih0|+ (1 p)|+ih+|⌦|1ih1| (5.11)
est se´parable, et donc non intrique´. En revanche, D(A|B)=0 et D(B|A) 6=0. Pour le montrer,
supposons pour commencer que Bob fasse une mesure dans la base {|0i, |1i}. Avec une probabilite´
p il obtient |0i, et il sait que l’e´tat d’Alice est |0i, ou bien avec une probabilite´ 1 p il obtient |1i
et il sait que l’e´tat d’Alice est |+i. L’information conditionnelle donne´e par (5.8), associe´e aux
projecteurs E0=|0ih0| et E1=|1ih1|, est donc
J(A|{Ek}) = S(⇢ˆA), (5.12)
puisque S(⇢ˆA0=|0ih0|)=S(⇢ˆA1=|+ih+|)=0. Puisque selon la relation (4.18) on a I(⇢ˆAB)=S(⇢ˆA),
la discorde D(A|B) est donc nulle. Bob peut acce´der a` toute l’information localement, sans
perturber l’e´tat, ce qui est d’ailleurs une conse´quence de la relation
E0⇢ˆABE0 + E1⇢ˆABE1 = ⇢ˆAB. (5.13)
Dans le cas ou` la mesure est faite par Alice, les choses sont di↵e´rentes, puisqu’elle ne pourra
pas discerner avec certitude ses deux e´tats |0i et |+i, et obtiendra donc moins d’information
que Bob. Supposons par exemple qu’elle fasse une mesure projective dans la base {|0i, |1i}.
Si elle obtient |1i, elle sait que l’e´tat de Bob est e´galement |1i. Mais si elle obtient |0i, de
son point de vue l’e´tat de Bob est (sans normaliser) p|0ih0| + (1 p)/2|1ih1|. Elle a donc plus
d’incertitude concernant l’e´tat de Bob apre`s sa mesure que Bob n’en avait a propos de son e´tat.
Elle pourrait e´galement utiliser un POVM distinguant |0i et |+i avec certitude, mais de manie`re
non de´terministe [Nielsen00]. Pour une mesure dans la base {|0i, |1i},
J(B|{Ek}) = S(⇢ˆB) 
X
a
pa⇢ˆB|a = H(P ) 
1+p
2
S(⇢ˆB|0) 
1 p
2
S(⇢ˆB|1), (5.14)
avec H(P ) l’entropie binaire de Shannon, ⇢ˆB|0=
2p
1+p |0ih0|+ 1 p1+p |1ih1| et ⇢ˆB|1=|1ih1|. En prenant
par exemple p=0.3, on a H(P )'0.72, S(⇢ˆA)'0.43, S(⇢ˆB|0)'0.92 et bien suˆr S(⇢ˆB|1)=0. On a
donc J(B|{Ek}) ' 0.72 0.6⇥0.92=0.17, qui est infe´rieur a` 0.43. Pour cette mesure, la discorde
(non optimise´e) vaut donc 0.43 0.17=0.26. En optimisant, la discorde finale sera peut eˆtre plus
faible, mais non nulle [Modi12].
Dans un cas un peu plus ge´ne´ral, on montre que la discorde D(A|B) est toujours nulle pour
un e´tat quantique-classique [Modi12] :
⇢ˆAB =
X
b
pb⇢ˆA|b⌦|kbihkb|, D(A|B)=0 (5.15)
2. En fait, nous utiliserons la discorde gaussienne [Giorda10, Adesso10], pour laquelle l’optimisation porte
uniquement sur des POVM gaussiens. Nous reviendrons sur ce point plus loin dans ce chapitre.
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ou` {|kbi} forme une base orthonormale. La` encore, la raison est que Bob peut acce´der localement
a` l’information sans perturber le syste`me, contrairement a` Alice.
Contrairement a` l’intrication, tre`s fragile, la discorde est plus robuste, et peut meˆme aug-
menter par un couplage avec un environnement, ce qui en fait une ressource particulie`rement
inte´ressante d’un point de vue expe´rimental [Ciccarello12a, Ciccarello12b].
5.2.2 La discorde en information quantique
La discorde est activement e´tudie´e en raison de son roˆle potentiel dans plusieurs protocole
d’information quantique. Nous en pre´sentons quelques-uns, en renvoyant encore une fois le lecteur
a` la re´fe´rence [Modi12] pour une liste plus de´taille´e.
Protocole DQC1 En 1998, E. Knill et R. Laflamme re´alise`rent que certaines taˆches peuvent
eˆtre re´alise´es exponentiellement plus rapidement qu’avec un ordinateur classique [Knill98], sans
toutefois ne´cessiter d’intrication. Leur protocole de calcul quantique DQC1 utilise un seul qubit
de purete´ non nulle, couple´ a` un ensemble de qubits dans des e´tats comple`tement de´polarise´s.
C’est un mode`le non universel car il ne peut pas imple´menter n’importe quel algorithme, mais
il permet par exemple de calculer la trace (normalise´e par 2n) d’un ope´rateur unitaire Uˆn a` n
qubits.
A. Datta et al. ont montre´ que l’intrication e´tait exponentiellement petite [Datta05, Datta07],
et que la discorde pouvait eˆtre a` l’origine de l’e cacite´ du protocole [Datta08, Merali11], bien
que certains contre exemples aillent a` l’encontre de cette interpre´tation [Dakic´10]. Ce protocole
a fait l’objet de plusieurs e´tudes expe´rimentales [Lanyon08, Passante11].
Intrication La discorde peut eˆtre “convertie” en intrication. M. Piani et al. ont montre´ que la
discorde, mesure´e par l’entropie relative, peut eˆtre utilise´e pour la cre´ation d’intrication multipar-
tite [Piani11]. A. Streltsov et al. ont e´galement montre´ un lien entre la discorde et la ge´ne´ration
d’intrication par une mesure [Streltsov11].
State merging Le“state merging”est le transfert de l’e´tat d’Alice a` Bob, gardant la cohe´rence
avec un syste`me auxiliaire C [Horodecki05]. Cette tache requiert l’utilisation de S(A|B) ebits
(e´tats maximalement intrique´s) d’information. V. Madhok et al. ont montre´ que la discorde
est lie´e a` la di↵e´rence de quantite´ d’intrication ne´cessaire suivant que Bob garde ou non ses
corre´lations avec le syste`me C [Madhok11]. Un protocole similaire, “l’extended state merging”,
inclut de plus la quantite´ d’intrication ne´cessaire pour la formation de l’e´tat AB : la discorde
D(A|C) est alors relie´e a` la quantite´ d’intrication ne´cessaire pour la formation de l’e´tat et le
state merging [Cavalcanti11].
Complete positivity La discorde peut eˆtre relie´e a` l’e´volution d’un syste`me : l’e´volution d’un
syste`me couple´ a` un environnement est de´crite par ope´ration comple`tement positive si le sys-
te`me et l’environnement sont initialement dans un e´tat de discorde nulle [Rodr´ıguez-Rosario08,
Shabani09]. Un article re´cent semble toutefois indiquer que cette condition ne serait pas toujours
ne´cessaire [Brodutch12].
Autre e´tudes expe´rimentales Citons pour finir quelques autres e´tudes expe´rimentales. Dans
la re´fe´rence [Chiuri11], A. Chiuri et al. ont produit et analyse´ di↵e´rents types d’e´tats posse´dant
des corre´lations non classiques. M. Gu et al. ont montre´ the´oriquement et expe´rimentalement
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que l’on peut relier la discorde d’un e´tat bipartite au gain d’information apporte´ par des mesures
globales, plutoˆt que par des mesures locales sur chacun des modes [Gu12]. Citons enfin B. Dakic´ et
al. [Dakic´12], qui interpre`tent une mesure ge´ome´trique de la discorde [Dakic´10] comme ressource
pour la “remote state preparation” [Bennett01], dont le principe est similaire a` une te´le´portation
ou` Alice connaˆıt l’e´tat a` te´le´porter.
5.3 Protocole expe´rimental
5.3.1 Principe
Notre e´tude a pour but d’estimer expe´rimentalement la discorde avec des mesures homo-
dynes pour des e´tats gaussiens [Giorda10, Adesso10], et de comparer son incertitude aux limites
fondamentales donne´es par les bornes de Crame´r-Rao. Nous avons choisi d’utiliser des e´tats
comprime´s bimodes produits par notre OPA en configuration non de´ge´ne´re´e, a` la base de nom-
breuses expe´riences d’optique quantique avec des variables continues. En fonction de leur purete´,
ces e´tats peuvent pre´senter ou non de l’intrication, mais en revanche ils pre´sentent toujours de
la discorde, sauf s’il n’y a pas de compression et qu’ils sont factorisables [Giorda10].
Le dispositif expe´rimental est sche´matise´ sur la figure 5.1. En faisant varier l’angle de la lame
 /2 devant le premier cristal doubleur de la SHG, on fait varier la puissance de la pompe, et
donc le facteur de compression du vide. La puissance maximale de 4.3 mW est obtenue pour un
angle de 60˚ . On modifie ensuite cet angle par pas de 2˚ , modifiant le facteur de compression de
l’OPA selon la relation
r(✓) = r60 cos
2
⇣ ⇡
90
[60 ✓]
⌘
, (5.16)
ou` ✓ est l’angle de la  /2, et r60 est le facteur de compression pour ✓=60˚ (estime´ a` environ 0.32,
comme explique´ plus loin dans ce chapitre). Lorsque r(✓) est trop faible, les caracte´ristiques de
l’e´tat sont plus di ciles a` estimer a` partir des mesures : on se limite donc a` ✓=32˚ , correspondant
a` r'0.1.
Nous utilisons deux de´tections homodynes pour estimer les variances comprime´es et anti-
comprime´es. Prise se´pare´ment, chaque de´tection mesure un e´tat thermique. En revanche, les
corre´lations apparaissent lorsqu’on s’inte´resse a` la variance de la di↵e´rence des quadratures,
comme nous l’avons vu dans les sections 3.3.2 et 2.5.5. Plus pre´cise´ment, les quadratures 3
Qˆ
(1)
=
Xˆ0 + Xˆ1p
2
, Qˆ
(4)
=
Pˆ 0   Pˆ 1p
2
, (5.17)
sont comprime´es avec une variance  2(Qsq), alors que les quadratures
Qˆ
(2)
=
Xˆ0   Xˆ1p
2
, Qˆ
(3)
=
Pˆ 0 + Pˆ 1p
2
, (5.18)
sont anticomprime´es avec une variance  2(Qasq).
Ces variances sont mesure´es expe´rimentalement, et constituent le point de de´part de notre
me´thode d’estimation de la discorde.
3. La notation Qˆ sera re´serve´e aux quadratures qui sont des combinaisons des quadratures des deux de´tections
homodynes. Lorsque nous parlerons de la mesure d’une quadrature Qˆ, il sera sous entendu que cette mesure est
e↵ectue´e avec les deux de´tections homodynes.
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Figure 5.1 – Principe de l’expe´rience. ⌫ˆ correspond a` un e´tat thermique fictif utilise´ pour
mode´liser l’OPA, comme explique´ dans la section 5.4.1.
5.3.2 Tri des quadratures et estimation des variances comprime´es et anti-
comprime´es
Tri des quadratures
Pour chaque angle de la  /2, on enregistre 1.6⇥106 mesures pour chacune des deux de´tections
homodynes (que nous appelons DH0 et DH1), en balayant la phase de l’oscillateur local a` une
fre´quence de l’ordre d’une dizaine de Hz, avant sa se´paration vers les deux de´tections. En utilisant
une  /2 apre`s l’OPA, on rend les polarisations des deux modes de l’e´tat EPR orthogonales, de
manie`re a` eˆtre se´pare´es par un PBS avant les deux de´tections homodynes.
Les e´tats EPR posse`dent une proprie´te´ fort inte´ressante : ils sont invariants vis-a`-vis d’un
de´phasage relatif 2' entre leurs deux modes aˆ et bˆ (correspondant aux quadratures indice´es 0
et 1). En e↵et, en se souvenant qu’ils sont obtenus avec l’ope´rateur Sˆ2(r) (2.149), on voit qu’un
de´phasage Uˆa(') applique´ sur le mode aˆ, et Uˆ b( ') applique´ sur le mode bˆ, se traduit par
Uˆa(')Uˆ b( ')Sˆ2(r)|0i = Uˆa(')Uˆ b( ')Sˆ2(r)Uˆ †a(')Uˆ †b( ')|0i. (5.19)
En utilisant la formule (A.1), on peut inclure ces de´phasages dans l’expression de Sˆ2(r). Puisque
aˆ est transforme´ en aˆe+i' et bˆ est transforme´ en bˆe i', ces termes de phases se compensent et
on a finalement
Uˆa(')Uˆ b( ')Sˆ2(r)|0i = Sˆ2(r)|0i (5.20)
La variance de Xˆ0(')+Xˆ1( ') sera donc e´gale a` celle de Xˆ0+Xˆ1, et de meˆme pour les autres
quadratures Qˆ
(k)
de´finies en (5.17) et (5.18). Si les deux modes sont de´phase´s de deux quantite´s
di↵e´rentes '0 et '1, on peut se ramener au cas pre´ce´dent en introduisant un de´phasage commun
de ('0+'1)/2, et un de´phasage relatif de ±('0 '1)/2. Ce de´phasage commun correspond a` une
simple e´volution libre. En fin de compte, nous n’avons pas besoin de controˆler la phase relative
des deux oscillateurs locaux. On conside´rera simplement que le minimum de variance pour la
di↵e´rence des mesures correspond a` la mesure Qˆ
(4)
.
La me´thode utilise´e pour extraire les mesures des quadratures Xˆ0, Pˆ 0, Xˆ1, Pˆ 1 des donne´es
brutes, pour chaque angle de la  /2, est de´crite ci dessous :
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Figure 5.2 – Variance normalise´e de 1p
2
(Xˆ✓,1 Xˆ✓,2), calcule´e par blocs de 5000 points, pour
un angle de la  /2 de 60˚ donnant la puissance de pompe maximale. Les donne´es correspondant
aux blocs 105 a` 160 ne sont pas prises en compte pour l’estimation de la discorde.
– Afin de limiter les de´rives, on regroupe les donne´es en blocs de 1000 points, et on calcule
la moyenne de chaque bloc qui est ensuite soustraite du bloc. Les donne´es sont ensuite
de´groupe´es pour eˆtre traite´es comme des donne´es brutes.
– Les quadratures des deux de´tections homodynes sont normalise´es en les divisant par l’e´cart-
type mesure´ pour le vide. Ce choix correspond a` N0=1.
– On calcule ensuite la variance par blocs de 5000 points de la di↵e´rence des quadratures
mesure´es par les deux de´tections homodynes. En trac¸ant ces variances, des oscillations
apparaissent : les minimums correspondent aux valeurs de Qˆ
(4)
et les maximums aux
valeurs de Qˆ
(2)
. Un exemple est donne´e sur la figure 5.2.
– On se´lectionne ensuite graphiquement et manuellement les zones ou` les oscillations sont
re´gulie`res. Les zones “chaotiques” correspondent a` des e↵ets parasites duˆs a` la cale pie´-
zoe´lectrique, et les mesures correspondantes sont supprime´es. On supprime e´galement les
10000 premie`res mesures afin d’e´viter les re´gimes transitoires.
– Un programme sous Matlab repe`re ensuite les positions des blocs associe´es aux minimums
et aux maximums. Ces positions sont utilise´es afin d’extraire les blocs correspondant aux
quadratures Xˆ0, Pˆ 0, Xˆ1 et Pˆ 1 des donne´es brutes. La taille de bloc de 5000 points est
un compromis entre une taille su samment grande pour limiter les fluctuations statis-
tiques lors du calcul de la variance, tout en e´tant su samment petite afin que l’on puisse
conside´rer que la phase de l’oscillateur local varie peu, et que toutes les mesures du bloc
correspondent a` une meˆme quadrature.
– Les di↵e´rents blocs des quatre quadratures sont regroupe´s en quatre ensembles, qui cor-
respondent aux mesures de Xˆ0, Pˆ 0, Xˆ1, Pˆ 1.
Estimation des variances comprime´es et anticomprime´es
Les quadratures trie´es sont ensuite utilise´es pour calculer les variances comprime´es et anti-
comprime´es. Nous noterons respectivement Vsq et Vasq les estimateurs de  2(Qsq) et  2(Qasq).
La me´thode utilise´e est la suivante :
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Angle Vsq Vasq
60 0.768 1.698
58 0.763 1.681
56 0.760 1.645
54 0.757 1.610
52 0.784 1.605
50 0.791 1.561
48 0.789 1.521
46 0.793 1.466
44 0.786 1.415
42 0.806 1.378
40 0.828 1.323
38 0.824 1.262
36 0.851 1.198
34 0.8761 1.174
32 0.895 1.127
Table 5.1 – Variances Vsq et Vasq normalise´es, avec N0=1.
– Pour des raisons de temps de calcul avec la me´thode bayesienne que nous de´taillerons
plus loin, on ne garde que les Mq=2⇥104 premie`res mesures pour chaque quadrature
Xˆ0, Pˆ 0, Xˆ1, Pˆ 1, que l’on regroupe respectivement dans des ensembles x0={x01, . . ., x0Mq},
p0={p01, . . ., p0Mq}, x1={x11, . . ., x1Mq} et p1={p11, . . ., p1Mq}.
– On forme ensuite les ensembles q(k) contenant les donne´es des quadratures Qˆ
(k)
, en utili-
sant les donne´es pre´ce´dentes. On note :
q(1) =
x0+x1p
2
q(4) =
p0 p1p
2
(5.21a)
q(2) =
x0 x1p
2
q(3) =
p0+p1p
2
(5.21b)
– On regroupe ensuite les donne´es q(1) et q(4) des quadratures comprime´es dans un ensemble
qsq={q(1)1 , . . ., q(1)Mq , q
(4)
1 , . . ., q
(4)
Mq
}, (5.22)
et les donne´es q(2) et q(3) des quadratures anticomprime´es dans un ensemble
qasq={q(2)1 , . . ., q(2)Mq , q
(3)
1 , . . ., q
(3)
Mq
}. (5.23)
Chacun de ces deux ensembles contient donc 2⇥Mq = 4⇥104 mesures.
– On calcule ensuite les variances Vsq et Vasq a` partir de qsq et qasq :
Vsq = Var
 
qsq
 
(5.24a)
Vsq = Var
 
qasq
 
(5.24b)
Les variances obtenues sont donne´es dans la table 5.1.
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5.3.3 Estimation des incertitudes sur les variances comprime´es et anticom-
prime´es
Fluctuations statistiques d’une variable ale´atoire gaussienne
Afin de calculer l’incertitude sur l’estimation de la discorde, nous avons besoin de connaˆıtre
l’incertitude sur notre estimation de Vsq et Vasq. Pour cela, commenc¸ons par rappeler quelques
re´sultats de statistiques. Conside´rons une variable ale´atoire X suivant une distribution normale,
de variance  2 et de moyenne µ. On re´alise N tirages inde´pendants de X, donnant les re´sultats
x:={x1, . . ., xN}, et on cherche a` estimer  2 a` partir de ces mesures. Un estimateur sans biais
est donne´ par  ⇤2= 1n 1
PN
k=1(xk x¯)2, avec x¯= 1n
PN
k=1 xk la moyenne de l’e´chantillon. On peut
alors montrer [Knight99] que la variable ale´atoirePN
k=1(Xk   x¯)2
 2
= (n 1) 
⇤2
 2
(5.25)
suit une loi du  2 a` (n 1) degre´s de liberte´ 4. Il en re´sulte qu’elle a une variance e´gale a` 2(n 1),
et donc que  ⇤2 a une variance e´gale a`
Var
 
 ⇤2
 
=
 4
(n 1)2 2(n 1) =
2
n 1 
4. (5.26)
De plus, pour un nombre de degre´s de liberte´ n!1 (ce qui sera largement ve´rifie´ pour
n=2Mq), une distribution  2 tend vers une distribution gaussienne de moyenne n et de variance
2n. On peut donc e´crire
n
 ⇤2
 2
= n+ U
p
2n, (5.27)
ou` U est une variable normale centre´e re´duite, et ou` l’on a suppose´ n 1'n. Conside´rons main-
tenant la valeur up, telle que U ve´rifie  upUup avec une probabilite´ p. On a alors la relation
1  up
r
2
n
  
⇤2
 2
 1 + up
r
2
n
(5.28)
avec une probabilite´ p, ce qui donne
 ⇤2
1 + up
q
2
n
  2   
⇤2
1  up
q
2
n
. (5.29)
Pour n grand, un de´veloppement des de´nominateurs donne
 ⇤2
 
1  up
r
2
n
!
  2   ⇤2
 
1 + up
r
2
n
!
. (5.30)
Cela correspond au meˆme intervalle de confiance qu’en faisant l’hypothe`se que la variance  2
suit une loi normale de moyenne  ⇤2 et de variance 2 ⇤4/n. Nous utiliserons donc cette approche
pour estimer les incertitudes sur les variances mesure´es Vsq et Vasq.
4. Soient U1, . . ., Uk, k variables ale´atoires inde´pendantes qui suivent chacune une loi normale centre´e re´duite.
On rappelle que par de´finition, la variable  2k=U
2
1+. . .+U
2
k suit une une loi du  
2 a` k degre´s de liberte´s. Sa
moyenne et sa variance valent respectivement k et 2k.
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Application a` nos mesures
Les deux ensembles qsq et qasq contenant chacun 2Mq=4⇥104 mesures, les conditions de
validite´ du paragraphe pre´ce´dent sont bien ve´rifie´es. L’hypothe`se selon laquelle Vsq et Vsq suivent
des lois gaussiennes est e´galement bien ve´rifie´e pour deux raisons. La premie`re est que les mesures
de chaque quadrature, pour chaque puissance de pompe, sont de´ja` tre`s proches de distributions
gaussiennes. La seconde est que le nombre de mesures est su samment grand pour utiliser le
the´ore`me central limite.
On conside`re donc que les variances mesure´es Vsq et Vasq proviennent respectivement de la
re´alisation de deux variables ale´atoires V˜sq et V˜asq, de moyennes Vsq et Vasq et de variances
 2(Vsq) =
2V 2sq
2Mq
, (5.31a)
 2(Vasq) =
2V 2asq
2Mq
. (5.31b)
On peut donc e´crire formellement V˜sq et V˜asq comme
V˜sq = Vsq + Usq (Vsq), (5.32a)
V˜asq = Vasq + Uasq (Vasq), (5.32b)
ou` Usq et Usq sont deux variables normales centre´es re´duites. Cette mode´lisation nous sera utile
pour propager les incertitudes jusqu’a` l’e´valuation de la discorde, comme nous le montrerons
plus loin dans ce chapitre.
5.4 Mode´lisation
5.4.1 Etat produit par l’OPA
Nous avons vu au chapitre pre´sentant les outils expe´rimentaux que l’e´tat produit par l’OPA
peut eˆtre mode´lise´ avec deux parame`tres r et  , relie´s respectivement a` la compression et au
gain parasite. De manie`re plus ge´ne´rale, cet e´tat appartient a` la classe des e´tats thermiques
comprime´s. Il peut eˆtre de´crit par la compression de deux e´tats thermiques ⌫ˆ(Nt) fictifs en
entre´e d’un OPA parfait de parame`tre de compression ⇣ :
⇢ˆ = Sˆ2(⇣)
h
⌫ˆ(Nt)⌦⌫ˆ(Nt)
i
Sˆ
†
2(⇣) (5.33)
avec Sˆ2(⇣)= exp[⇣(aˆbˆ aˆ†bˆ†)]. Les nombres Ns=sinh2 ⇣ et Nt, sont respectivement le nombre
de photons comprime´s et de photons thermiques. Les photons thermiques viennent des imper-
fections expe´rimentales qui se traduisent par une de´gradation des corre´lations.
Ces deux parame`tres peuvent inclure le gain parasite duˆ a`  , mais aussi l’e cacite´ homodyne
⌘. Ils parame´trisent entie`rement l’e´tat mesure´, dont la matrice de covariance s’e´crit [Ferraro05]
  =
✓
AI  CZ
 CZ AI
◆
, (5.34)
ou` l’on rappelle que Z=diag(1, 1), et avec
A = (1 + 2Ns)(1 + 2Nt), (5.35a)
C = 2(1 + 2Nt)
p
Ns(1 +Ns). (5.35b)
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Les variances des quadratures comprime´es et anticomprime´es s’expriment ensuite en fonction de
Ns et Nt :
 2(Qsq) =
h
1 + 2Ns   2
p
Ns(1 +Ns)
i
(1 + 2Nt) (5.36a)
 2(Qasq) =
h
1 + 2Ns + 2
p
Ns(1 +Ns)
i
(1 + 2Nt) (5.36b)
En inversant les formules (5.36a) et (5.36b), on obtient les expressions de Ns et Nt en fonction
de  2(Qsq) et  2(Qasq) :
Ns =
1
4
 s
 2(Qsq)
 2(Qasq)
+
s
 2(Qasq)
 2(Qsq)
  2
!
(5.37a)
Nt =
p
 2(Qsq) 2(Qasq)  1
2
(5.37b)
5.4.2 Estimation de Ns, Nt et de leurs incertitudes, par inversion
Ayant obtenu les variances Vsq et Vsq, et leurs incertitudes, nous pouvons maintenant utiliser
ces re´sultats afin d’obtenir une estimation de Ns, Nt et de leurs incertitudes. La me´thode d’es-
timation par inversion utilise directement les valeurs Vsq et Vasq pour calculer Ns et Nt a` l’aide
des formules (5.37a) et (5.37b), et des re´sultats des sections 5.3.2 et 5.3.3. Nous avons choisi une
me´thode nume´rique de type Monte Carlo afin de propager les incertitudes sur Vsq et Vasq, dont
le principe est de´crit ci-dessous :
– On commence par tirer n=106 valeurs de V˜sq et V˜asq en utilisant les formules (5.32a) et
(5.32b). Ce nombre assure un bon compromis entre le temps de calcul ne´cessaire et la
pre´cision obtenue.
– Pour chaque tirage k, avec k=1, . . ., n, on calcule ensuite Nks et N
k
t en utilisant les formules
(5.37a) et (5.37b). On obtient ainsi deux ensemblesNs={N1s , . . ., Nns } etNt={N1t , . . ., Nnt }
de valeurs de Ns et Nt.
– On calcule ensuite les valeurs moyennes de Ns et Nt
N invs = hNsi, (5.38a)
N invt = hNti, (5.38b)
et leurs variances
 2(N invs ) = Var(Ns), (5.39a)
 2(N invt ) = Var(Nt). (5.39b)
Cette me´thode nume´rique pre´sente l’avantage de ne pas introduire une line´arisation par
rapport aux variables comme cela est souvent le cas pour un calcul d’erreur analytique. Ceci sera
particulie`rement important dans le cas du calcul de la discorde, dont les de´rive´es pre´sentent des
divergences pour les petites valeurs de Ns et Nt. Elle nous fournit ainsi une meilleure propagation
des erreurs, tout en e´tant plus simple a` mettre en œuvre.
5.5 Estimation de la discorde et de son incertitude
5.5.1 Discorde gaussienne pour un e´tat thermique comprime´
La de´finition de la discorde ne´cessite une optimisation sur tous les POVM, qui se re´ve`le
eˆtre une taˆche extreˆmement complexe pour des variables continues. On peut toutefois obtenir
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des re´sultats analytiques en se restreignant a` des mesures gaussiennes [Giorda10, Adesso10]. La
discorde obtenue correspond alors a` la discorde gaussienne. Elle peut en the´orie di↵e´rer de la
discorde optimise´e sur des POVM quelconques, bien qu’il semblerait que les mesures gaussiennes
soient optimales pour les e´tats gaussiens [Giorda12]. Meˆme si cela n’e´tait pas le cas, il a quand
meˆme e´te´ montre´ que les e´tats gaussiens avec une discorde gaussienne non nulle posse`dent
e´galement une discorde quantique non nulle [Rahimi-Keshari13]. Il n’y a donc pas de risque
qu’un e´tat soit classique s’il posse`de une discorde gaussienne non nulle. Notons enfin que cette
restriction a` des mesures gaussiennes est aussi justifie´e d’un point de vue expe´rimental, ou` des
mesures non gaussiennes ne sont pas toujours utilise´es.
La discorde gaussienne 5 a e´te´ calcule´e explicitement pour un e´tat thermique comprime´ tel
que (5.33) dans la re´fe´rence [Giorda10]. Exprime´e en fonction de Ns et Nt, elle vaut
D(Ns, Nt)=2Nt log2(Nt) 2(Nt+1) log2(Nt+1) A log2A B log2 B+C log2 C+D log2D, (5.40)
avec
A = Ns+Nt+2NsNt C = 1+Ns+Nt+2NsNt (5.41a)
B = Nt(Nt+1)
1+Ns+Nt+2NsNt
D = Ns+2NsNt+(1+Nt)
2
1+Ns+Nt+2NsNt
. (5.41b)
Puisqu’un e´tat thermique comprime´ peut s’e´crire de manie`re e´quivalente en fonction des
parame`tres r,   et ⌘ introduits au chapitre 3, on peut obtenir l’expression de Ns et Nt en
fonction de ces parame`tres, en comparant les matrices de covariances obtenues avec les deux
parame´trisations :
Ns =
1
2
0@ 1+ A(r,  , ⌘)q
⌘2 cosh4 r cosh2(2r )+B(r, ⌘)2+2⌘ cosh2 r( 2⌘ cosh4(r ) sinh2 r+cosh(2r )B(r, ⌘))
1A
(5.42a)
Nt =
1
2
✓
 1+
q
(A(r,  , ⌘) ⌘ cosh2(r ) sinh 2r)(A(r,  , ⌘)+⌘ cosh2(r ) sinh 2r)
◆
(5.42b)
avec
A(r,  , ⌘) = 1  ⌘ + ⌘ cosh2 r cosh 2r  + ⌘ sinh2 r, (5.43a)
B(r, ⌘) = 1  ⌘ + ⌘ sinh2 r. (5.43b)
On pourra ainsi utiliser ces expressions dans la formule (5.40), afin d’obtenir la discorde en
fonction de r,   et ⌘. Comme nous le verrons, cela nous sera utile pour calculer les bornes de
Crame´r-Rao.
Nous avons utilise´ deux me´thodes pour l’estimation de la discorde a` partir des re´sultats de
la section 5.4.2. La premie`re est une me´thode directe par inversion. La seconde, plus complexe
a` mettre en œuvre, utilise une analyse baye´sienne. Nous verrons qu’elle ame´liore l’estimation de
la discorde pour de faibles puissances de pompe.
5. Dans la suite de ce chapitre, nous ne ferons plus la distinction entre la discorde et la discorde gaussienne,
e´tant entendu que c’est toujours de la seconde qu’il s’agit.
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5.5.2 Estimation par inversion
Avec cette me´thode, on calcule directement la discorde avec la formule (5.40) et les valeurs
N invs et N
inv
t . Les incertitudes sont propage´es par une me´thode Monte Carlo, en supposant que
N invs et N
inv
t sont la re´alisation de deux variables normales N˜
inv
s et N˜
inv
t , respectivement de
moyennes N invs et N
inv
t et de variances  
2(N invs ) et  
2(N invt ) :
N˜ invs = N
inv
s + Us (N
inv
s ) (5.44a)
N˜ invt = N
inv
t + Ut (N
inv
t ) (5.44b)
ou` Us et Ut sont deux variables normales centre´es re´duites. On re´alise 106 tirages de N˜ invs et
N˜ invt , en calculant a` chaque fois la discorde D
inv(N˜ invs , N˜
inv
t ) correspondante.
Il faut noter ici que, pour les faibles valeurs de N invs et N
inv
t , certains tirages de (5.44) peuvent
donner des valeurs ne´gatives, non physiques, qui ne permettent pas une estimation de la discorde
par (5.40). Ceci est en fait un proble`me central, et nous allons le ge´rer ici en ne prenant tout
simplement pas en compte ces valeurs ne´gatives. Nous conside´rons donc, au lieu de (5.44), des
distributions gaussiennes tronque´es aux valeurs positives. Nous allons cependant voir a` la section
suivante que l’estimation baye´sienne permet de mieux ge´rer cette information a priori qu’est la
positivite´ de parame`tres Ns et Nt.
On calcule enfin la valeur moyenne et la variance des 106 valeurs de discorde obtenues.
On obtient ainsi l’estimation de la discorde Dinv et sa variance  2(Dinv), avec la me´thode par
inversion.
5.5.3 Estimation baye´sienne
La seconde me´thode utilise´e fait appel a` une analyse baye´sienne. Elle est plus longue a`
mettre en œuvre, mais permet une meilleure exploitation des donne´es. Son principe est en
the´orie tre`s simple : supposons que nous ayons mesure´ un ensemble de donne´es D. Nous savons
que ces donne´es ont une distribution de probabilite´ qui de´pend de parame`tres H, qui nous sont
inconnus, et que nous cherchons a` estimer. Nous avons aussi une certaine information I a priori
sur ces parame`tres. On peut alors relier, graˆce au the´ore`me de Bayes, la probabilite´ P (H|D, I)
que les parame`tres aient une valeur H, e´tant donne´es les mesures D et l’information I, a` la
probabilite´ P (D|H, I) d’obtenir les mesures D a` partir de parame`tres H et de l’information I,
et a` la probabilite´ que les parame`tres aient une valeur H compte tenu de l’information I :
p(H|D, I) = p(D|H, I)⇥p(H|I)
p(D|I) (5.45)
On obtient ensuite la valeur moyenne de H avec H¯ =
R
dH H p(H|D, I), et sa variance avec
 2(H) =
R
dH (H H¯)2 p(H|D, I).
Le lecteur pourra trouver une tre`s bonne introduction a` l’estimation baye´sienne et a` l’esti-
mation de parame`tres dans les ouvrages [Sivia06] et [Knight99], et dans l’article [Toussaint11]
pour des exemples d’applications concre`tes en physique.
Application a` l’estimation de la discorde
Voyons maintenant comment utiliser cette analyse baye´sienne avec nos mesures. Pour des
raisons de puissance de calcul qui seront plus claires par la suite, on commence par de´couper les
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mesures de chaque quadrature Qˆ
(k)
en Nb=102 blocs de K=200 points. Puis pour chaque bloc
m=0, . . .Nb 1 , on regroupe les 4K mesures dans un ensemble
Xm = {q(1)mK+1, .., q(1)mK+K , q(2)mK+1, .., q(2)mK+K , q(3)mK+1, .., q(3)mK+K , q(4)mK+1, .., q(4)mK+K}. (5.46)
Conside´rons maintenant un bloc m. Pour des valeurs Ns et Nt donne´es, la densite´ de probabilite´
d’obtenir une mesure homodyne q(k) pour une quadrature Qˆ
(k)
est donne´e par
pk(q
(k)|Ns, Nt) = 1q
2⇡ 2k
exp
 
 (q
(k))2
2 2k
!
, (5.47)
ou`  2k est donne´ par (5.36a) pour k={1, 4}, et par (5.36b) pour k={2, 3}. Puisque les mesures
homodynes sont inde´pendantes entre elles, la probabilite´ d’obtenir l’ensemble de re´sultats Xm
est e´gale a`
p(Xm|Ns, Nt) =
4Y
k=1
KY
j=1
pk(q
(k)
mK+j |Ns, Nt). (5.48)
Le calcul de cette probabilite´ ne´cessite la multiplication d’un grand nombre de valeurs proches
de ze´ro, et reste possible jusqu’a` 4K'800. Au dela`, un ordinateur standard n’a pas la puissance
de calcul ne´cessaire pour manipuler le re´sultat correctement. C’est la raison pour laquelle les
donne´es de chaque quadrature sont de´coupe´es en blocs de 200 points.
En utilisant ensuite le the´ore`me de Bayes, on obtient la probabilite´ a posteriori que l’ensemble
Xm soit duˆ a` des valeurs Ns et Nt,
p(Ns, Nt|Xm) = 1N p(Xm|Ns, Nt)p0(Ns)p0(Nt), (5.49)
ou` p0(Ns) and p0(Nt) sont les probabilite´s dites a priori, et
N =
Z
dNs dNt p(Xm|Ns, Nt)p0(Ns)p0(Nt). (5.50)
est un terme de normalisation. Les probabilite´s a priori refle`tent une connaissance pre´alable
sur les distributions de Ns et Nt avant d’e↵ectuer les mesures du bloc m. Dans notre cas, une
telle connaissance nous est donne´e par les re´sultats de l’analyse par inversion. On peut en e↵et
conside´rer que p0(Ns) et p0(Nt) suivent des lois normales, de moyennes respectivement e´gales a`
N invs et N
inv
t , et de variances  
2(N invs ) et  
2(N invt ), tronque´es aux valeurs positives :
p0(Nj) =
8<: 1q2⇡ 2(N invj ) exp
✓
  (Nj N
inv
j )
2
2 2(N invj )
◆
si Nj > 0,
= 0 si Nj0
(5.51)
avec j=s, t.
On pourrait arguer qu’un tel choix de distribution ne refle`te pas vraiment un savoir avant
les mesures, puisque celle-ci a e´te´ e´tablie avec toutes les mesures, dont celles du bloc m. Tou-
tefois, nous ferons l’hypothe`se que les contributions de chaque bloc restent faibles, compte tenu
du nombre total de mesures. Autrement dit, nous supposons que les valeurs N invj et  
2(N invj )
de´pendent peu des mesures du bloc m, et que les distributions p0 refle`tent bien un savoir a
priori pour chaque bloc. La distribution (5.51) apporte e´galement une information a priori sur
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la positivite´ des parame`tres, qui est prise en compte de manie`re plus rigoureuse avec l’approche
baye´sienne. Cette dernie`re information contribue e´galement a` a ner notre connaissance des
distributions de Ns et Nt, puisque la positivite´ des Nj dans les distributions (5.51) implique
notamment celle des Nj dans (5.49). Nous verrons d’ailleurs que c’est pour les petites valeurs
de Ns et de Nt, lorsque se pose ce proble`me de positivite´, que l’approche baye´sienne di↵e`re de
l’approche par inversion plus classique.
On utilise ensuite la distribution a posteriori (5.49) afin d’obtenir une estimation des deux
parame`tres Nbay,ms et N
bay,m
t et de leurs variances pour le bloc m :
Nbay,mj =
Z
dNs dNt Nj p(Ns, Nt|Xm) (5.52)
 2(Nbay,mj ) =
Z
dNs dNt (Nj Nbay,mj )2 p(Ns, Nt|Xm) (5.53)
Finalement, on moyenne les quantite´s obtenues pour chaque bloc selon
Nbayj =
hPNb 1
m=0 N
bay,m
j / 
2(Nbay,mj )
i
hPNb 1
m=0 1/ 
2(Nbay,mj )
i , (5.54)
Ce type de ponde´ration est optimal afin d’estimer une quantite´ a` partir de plusieurs e´chantillons
ayant des variances di↵e´rentes [Sivia06]. La variance de cette estimation est donne´e par
 2(Nbayj ) =
"
Nb 1X
m=0
1/ 2(Nbay,mj )
# 1
. (5.55)
La discorde est ensuite calcule´e a` partir de ces valeurs, en utilisant une me´thode Monte Carlo
similaire aux pre´ce´dentes. On note Dbay et  2(Dbay) les valeurs obtenues par cette me´thode
baye´sienne.
5.5.4 Re´sultats expe´rimentaux
Les valeurs de discordeDbay obtenues avec la me´thode baye´sienne sont pre´sente´es sur la figure
5.3, en fonction du parame`tre de compression r. Les deux me´thodes d’estimation donnent des
valeurs tre`s proches, contenues dans la largeur des points du graphique comme les incertitudes
statistiques qui leur sont lie´es. Le plus gros e´cart obtenu entre les deux me´thodes est infe´rieur
a` 0.5⇥ (Dinv) pour les faibles compressions, et il est de l’ordre de grandeur de 0.05⇥ (Dinv)
pour les plus grandes valeurs de r (figure 5.4). Nous verrons en revanche que les incertitudes
sont di↵e´rentes, et que la me´thode baye´sienne s’ave`re plus pre´cise pour une faible compression.
L’e cacite´ homodyne est estime´e a` ⌘=0.62. En inversant les e´quations (5.42), on peut obtenir
les valeurs de r et   correspondant a` chaque puissance de pompe. Ceci nous permet de tracer
les valeurs de discordes estime´es en fonction de r. On peut ensuite raisonnablement conside´rer
que seul le parame`tre r varie avec la puissance de la pompe, alors que   et ⌘ gardent une
valeur constante, comme explique´ dans la section 3.3.2. Afin de ve´rifier cette hypothe`se, et pour
obtenir une valeur moyenne de   pour toutes les puissances de pompe, on fait un fit de la courbe
the´orique de la discorde (5.40), calcule´e a` partir des valeurs de r obtenues, et en prenant ⌘=0.62,
ce qui nous donne  =0.73.
On voit que l’accord entre les valeurs expe´rimentales et la courbe the´orique est tre`s bon,
ce qui confirme la validite´ de notre mode´lisation. On pourra donc conside´rer que les bornes
de Crame´r-Rao the´oriques de´criront bien les limites fondamentales pour la pre´cision de nos
estimateurs de la discorde.
100 CHAPITRE 5
0.05 0.10 0.15 0.20 0.25 0.30
r
0.02
0.04
0.06
0.08
0.10
D
Figure 5.3 – Discorde Dbay estime´e par la me´thode baye´sienne. Les points sont les valeurs
estime´es a` partir des donne´es expe´rimentales, et la ligne correspond au mode`le the´orique, pour
⌘=0.62, et  =0.73 obtenu par un fit. Les incertitudes expe´rimentales sont contenues dans les
points : l’e´cart par rapport a` la courbe the´orique s’explique par le fait que l’on cherche ici une
valeur de   “moyenne” pour tous les points.
r
Figure 5.4 – Comparaison des valeurs de discorde obtenues avec les deux me´thodes : nombre
d’e´cart-types  (Dinv) se´parant les estimations Dinv et Dbay, en fonction de la compression r.
5.6 Comparaison avec les bornes de Crame´r-Rao
L’incertitude sur la valeur d’une grandeur estime´e statistiquement de´pend naturellement du
nombre de mesures utilise´es. Il est par exemple bien connu que l’incertitude sur la moyenne d’un
e´chantillon de N mesures varie en 1/
p
N , et on comprend intuitivement que dans la plupart des
cas on ne peut pas estimer une grandeur avec une pre´cision parfaite, si le nombre de mesures
est fini.
Etant donne´ un nombre de mesures donne´, quelle est donc la limite fondamentale sur la
pre´cision d’un estimateur d’un parame`tre ? Dans notre cas, notre estimation de la discorde est
elle une “bonne” estimation ? Afin de re´pondre a` ces questions, faisons maintenant un petit
de´tour par la the´orie de l’estimation de parame`tres, afin d’introduire les bornes de Crame´r-Rao,
pour une variable classique, et pour un e´tat quantique. Le lecteur pourra consulter [Helstrom76,
Knight99, Braunstein94, Hayashi06] et [Paris09] pour une pre´sentation plus de´taille´e.
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5.6.1 Information de Fisher et borne de Crame´r-Rao classique
Information de Fisher
Conside´rons une variable ale´atoire classique X prenant des valeurs x, avec une densite´ de
probabilite´ p(x| ) de´pendant d’un ensemble de n parame`tres  ={ 1, . . ., n}, que l’on cherche
a` estimer. La forme de la distribution est en ge´ne´rale connue, graˆce a` une mode´lisation de la
grandeur mesure´e, ou graˆce a` certaines proprie´te´s statistiques (par exemple le the´ore`me central
limite). En mesurant M fois X, on obtient un ensemble de re´sultats x={x1, . . ., xM} a` partir
duquel on construit un estimateur  ¯(x) de  .
La matrice d’information de Fisher 6 F ( ) est une mesure de l’information que la loi de
probabilite´ de X apporte sur   [Hayashi06]. Ses termes sont de´finis par
F ( )µ⌫ =
Z
dx p(x| )@ ln p(x| )
@ µ
@ ln p(x| )
@ ⌫
(5.56)
avec µ, ⌫=1, . . ., n. Elle de´pend donc uniquement de la loi de probabilite´, et non d’un tirage
particulier. On montre sans di culte´ que pourM re´alisations inde´pendantes de X, l’information
de Fisher est additive. Cette proprie´te´ est, comme pour l’entropie, assez intuitive : on s’attend a`
ce que l’information apporte´e parM variables inde´pendantes soit bien la somme de l’information
des M variables.
Ce sont les termes diagonaux F ( )µµ qui vont nous inte´resser pour notre e´tude de la discorde.
Comme nous allons maintenant le montrer, ils permettent d’e´tablir la borne de Crame´r-Rao.
Borne de Crame´r-Rao
Conside´rons un estimateur  ¯µ(x) de l’un des parame`tres  µ, que l’on suppose non biaise´ (sa
valeur moyenne E[ ¯µ(x)] est e´gale a`  µ), et fonction des M re´alisations inde´pendantes de X.
Puisque le nombre de mesures est fini, on s’attend, au moins a` cause des fluctuations statistiques,
a` ce que la variance de  ¯µ(x) soit non nulle.
La borne de Crame´r-Rao fixe une limite fondamentale sur la variance de  ¯µ(x), propor-
tionnelle a` l’inverse de l’information de Fisher [Knight99, Hayashi06]. La raisonnement est le
suivant : puisque l’estimateur est sans biais, on a E( ¯µ(x)  µ)=0. On peut donc e´crireZ
dx
 
 ¯µ(x)   µ
 
p(x| ) = 0, (5.57)
avec x=(x1, . . . , xM ), dx=dx1 . . . dxM et p(x| )=p(x1| ) . . . p(xM | ). On de´rive ensuite l’e´qua-
tion (5.57) par rapport a`  µ :
@
@ µ
Z
dx
 
 ¯µ(x)  µ
 
p(x| ) =  
Z
dx p(x| )| {z }
=1
+
Z
dx
 
 ¯µ(x)  µ
  @
@ µ
p(x| ) (5.58a)
)
Z
dx
 
 ¯µ(x)  µ
 
p(x| ) @
@ µ
ln p(x| ) = 1 (5.58b)
6. Nous parlerons simplement de l’information de Fisher lorsque nous conside´rerons un terme diagonal de la
matrice d’information de Fisher.
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En utilisant l’ine´galite´ de Cauchy-Schwarz, on peut ensuite e´crire :    Z dx   ¯µ(x)  µ pp(x| )pp(x| ) @@ µ ln p(x| )
    2

Z
dx
 
 ¯µ(x)  µ
 2
p(x| )
 
| {z }
 2( ¯µ)
"Z
dx
✓
@
@ µ
ln p(x| )
◆2
p(x| )
#
| {z }
MF ( )µµ
(5.59)
Puisque la premie`re ligne est e´gale a` 1, on obtient finalement la borne de Crame´r-Rao :
 2( ¯µ)   1
MF ( )µµ
(5.60)
Cette borne fixe une limite sur la pre´cision que peut avoir un estimateur, quelle que soit la
manie`re dont il est construit. Lorsqu’elle est atteinte pour toutes valeurs de  , l’estimateur est
dit e cace. Lorsque cela n’est pas le cas, ce qui arrive la plupart du temps, la comparaison de la
variance de l’estimateur avec cette borne permet de juger de la pre´cision de l’estimateur. Notons
que l’on peut relier d’une fac¸on similaire les termes non diagonaux F ( )µ⌫ et les covariances
entre les estimations des parame`tres  µ et  ⌫ .
5.6.2 De l’information de Fisher classique a` l’information de Fisher quantique
Borne de Crame´r-Rao quantique
Jusqu’a` maintenant, nous avons conside´re´ l’estimation de parame`tres pour une variable ale´a-
toire classique. Autrement dit, une variable ayant une certaine loi de probabilite´ p(x| ) bien
de´finie, qui de´pend des parame`tres   a` estimer. C’est ce que l’on obtient en mesurant un e´tat
quantique ⇢ˆ  de´pendant des parame`tres  , avec un POVM {⇧ˆx} tel que
p(x| ) = Tr{⇢ˆ ⇧ˆx}. (5.61)
En introduisant la de´rive´e logarithmique syme´trique Lˆµ comme e´tant un ope´rateur hermitien
ve´rifiant
@⇢ˆ 
@ µ
=
Lˆµ⇢ˆ  + ⇢ˆ Lˆµ
2
, (5.62)
et en remarquant 7 que @ µp(x| )=Tr{@ µ⇢ˆ ⇧ˆx}=<(Tr{⇢ˆ ⇧ˆxLˆµ}), l’information de Fisher
F {⇧ˆx}( )µµ de´finie par (5.56) et relative a` {⇧ˆx} s’e´crit [Paris09]
F {⇧ˆx}( )µµ =
Z
dx
<(Tr{⇢ˆ ⇧ˆxLˆµ})2
Tr{⇢ˆ ⇧ˆx}
. (5.63)
Lorsque l’on cherche a` estimer les parame`tres d’un e´tat quantique, la borne de Crame´r-Rao
(5.60) de´pend donc du type de mesure e↵ectue´e, ici le POVM {⇧ˆx}. En optimisant sur tous les
7. On ve´rifie que Tr{⇢ˆLˆµ⇧ˆx}=(Tr{⇢ˆ⇧ˆxLˆµ})⇤ en e´crivant les de´compositions ⇢ˆ=Pn an| nih n| et
Lˆµ=
P
m cm| mµ ih mµ |.
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POVM, on peut ensuite borner (5.63) par une limite quantique fondamentale, inde´pendante du
type de mesure. On a en e↵et [Paris09, Braunstein94] :
F {⇧ˆx}( )µµ 
Z
dx
      Tr{⇢ˆ ⇧ˆxLˆµ}qTr{⇢ˆ ⇧ˆx}
      
2
(5.64a)
=
Z
dx
      Tr
8<:
p
⇢ˆ 
p
⇧ˆxq
Tr{⇢ˆ ⇧ˆx}
q
⇧ˆxLˆµ
p
⇢ˆ 
9=;
      
2
(5.64b)
En utilisant ensuite l’ine´galite´ de Cauchy-Schwarz |Tr{Aˆ†Bˆ}|2Tr{Aˆ†Aˆ}Tr{Bˆ†Bˆ} pour (5.64b),
on majore a` nouveau l’information de Fisher :
F {⇧ˆx}( )µµ 
Z
dx Tr{⇧ˆxLˆµ⇢ˆ Lˆµ} (5.65)
Enfin, en utilisant le fait que
R
dx⇧ˆx=I, on obtient
F {⇧ˆx}( )µµ  Tr
n
⇢ˆ Lˆ
2
µ
o
(5.66)
Cette dernie`re quantite´ est appele´e information de Fisher quantique :
H( )µµ = Tr
n
⇢ˆ Lˆ
2
µ
o
(5.67)
Elle ne de´pend pas du type de mesure e↵ectue´e. C’est une borne supe´rieure pour l’information
de Fisher F {⇧ˆx}( )µµ que l’on peut obtenir avec n’importe quel POVM. Compte tenu de (5.66)
et de (5.60), on obtient la borne de Crame´r-Rao quantique :
 2( ¯µ)   1
MF {⇧ˆx}( )µµ
  1
MH( )µµ
(5.68)
Cette borne de´finie une limite quantique fondamentale pour la variance de tout estimateur  ¯µ.
Dans la de´monstration pre´ce´dente, nous n’avons conside´re´ que les termes diagonaux de la
matrice d’information de Fisher quantique H( ). Les autres termes sont de´finis d’une manie`re
similaire [Paris09]
H( )µ⌫ = Tr
(
⇢ˆ 
LˆµLˆ⌫ + Lˆ⌫Lˆµ
2
)
. (5.69)
En e´crivant ⇢ˆ  sous sa forme diagonale, ⇢ˆ =
P
n an| nih n|, on montre que H( )µ⌫ s’e´crit
explicitement [Paris09]
H( )µ⌫ =
X
n
(@µan)(@⌫an)
an
+
X
n 6=m
(an am)2
an+am
⇣
h n|@µ mih@⌫ m| ni+h n|@⌫ mih@µ m| ni
⌘
,
(5.70)
ou` on a pose´ @µ:=@ µ . La matrice densite´ ⇢ˆ  peut de´pendre de   a` travers ses valeurs propres,
mais aussi a` travers ses vecteurs propres. Les termes tels que |@µ ni sont donc a` interpre´ter
comme |@µ ni=
P
k @µ nk|ki, ou` | ni=
P
k  nk|ki est une de´composition de | ni dans une base
{|ki} ne de´pendant pas de  .
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5.6.3 Application a` l’e´valuation de la discorde
Calcul de l’information de Fisher quantique
Le calcul de la matrice d’information de Fisher quantique ne´cessite de connaˆıtre la fac¸on dont
l’e´tat quantique de´pend du parame`tre a` estimer, ici la discorde. Nous avons vu sur la figure 5.3
que nos donne´es expe´rimentales sont bien mode´lise´es par un e´tat thermique comprime´ (5.33),
et nous pourrons donc conside´rer que la borne de Crame´r-Rao calcule´e a` partir de ce mode`le
correspond bien a` la pre´cision maximale qu’il est possible d’obtenir.
L’e´tat (5.33) est parame´tre´ le plus simplement par les nombres Ns et Nt. Une application
directe de la formule (5.70) permet donc de calculer la matrice d’information de Fisher quantique
H(1) pour le couple de parame`tre  1={Ns, Nt} :
H(1) = diag
✓
(1 + 2Nt)2
Ns(1 +Ns)(1 + 2Nt + 2N2t )
,
1
Nt(1 +Nt
◆
. (5.71)
Les termes diagonaux de H(1) permettraient ensuite d’e´tablir des bornes de Crame´r-Rao pour
l’estimation de Ns et Nt. Pour calculer la borne de Crame´r-Rao relative a` la discorde, deux
approches sont possibles. La premie`re serait d’e´crire explicitement la de´pendance de l’e´tat (5.33)
en fonction de la discorde et d’un autre parame`tre  X , par exemple Ns, Nt ou   (en supposant
⌘ constant), et d’utiliser la formule (5.70). Si elle est la plus directe, cette me´thode n’en est pas
moins fort complexe. La seconde me´thode, qui est celle que nous utiliserons, est en revanche
beaucoup plus simple. On peut en e↵et obtenir tre`s facilement la matrice d’information fH pour
un ensemble de parame`tres  ˜ = { ˜⌫( )} fonctions de parame`tres  , a` partir de la matrice
d’information H pour les parame`tres  . Puisque @˜µ =
P
µBµ⌫@⌫ avec Bµ⌫ = @ ⌫/@ ˜µ, on a
eLµ =X
µ
Bµ⌫L⌫ , (5.72)
et il est facile de se convaincre que fH = BHBT . (5.73)
Pour des raisons de simplicite´ de calcul, on obtient d’abord la matrice d’information H(2)
correspondant a` un premier changement de variable  1! 2={r,  } :
H(2) = B12H
(1)BT12, (5.74)
avec
B12 =
 
@Ns
@r
@Nt
@r
@Ns
@ 
@Nt
@ 
!
. (5.75)
On e↵ectue ensuite un dernier changement de variable  2! 3 = {D,  }, nous permettant d’ob-
tenir une matrice d’information contenant la discorde :
H(3) = B23H
(2)BT23 (5.76)
avec
B23 =
 
@r
@D
@ 
@D
@r
@ 
@ 
@ 
!
=
✓ @r
@D 0
@r
@  1
◆
. (5.77)
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L’expression obtenue est une fonction beaucoup trop longue pour eˆtre exprime´e ici, mais elle ne
pre´sente pas de di culte´ particulie`re.
En utilisant (5.68), on obtient ensuite la borne de Crame´r-Rao quantique pour un estimateur
D˜ de la discorde :
 2(D˜)   1
MH( 3)DD
(5.78)
Cette borne, comme la borne de Crame´r-Rao classique, de´pend de la vraie valeur des para-
me`tres  3, ici la discorde et  . Bien suˆr, nous n’avons pas acce`s a` ces vraies valeurs, puisque
nous cherchons justement a` les estimer. Cependant, compte tenu des re´sultats de la section 5.5.4,
nous pouvons conside´rer que l’expression the´orique de la discorde D(r,  , ⌘) en fonction de r,  ,
et ⌘, permet quand meˆme d’obtenir une borne de Crame´r-Rao pertinente a` laquelle on pourra
comparer notre estimation expe´rimentale.
Calcul de l’information de Fisher pour la de´tection homodyne
La borne de Crame´r Rao quantique (5.78) est une borne optimise´e sur tous les POVM pos-
sibles. Il est fort probable que la mesure que nous utilisons – la mesure homodyne des quadratures
comprime´es et anticomprime´es – ne permette pas de saturer cette borne. Par contre, il est e´ga-
lement inte´ressant de comparer notre estimateur de la discorde avec la borne de Crame´r-Rao
classique associe´e aux mesures homodynes.
La matrice d’information de Fisher pour l’e´tat (5.33) et des mesures homodynes se calcule
avec un changement de parame`tre similaire au paragraphe pre´ce´dent. On commence avec un pre-
mier ensemble de parame`tres  1={Ns, Nt}. Pour une quadrature Qˆ(k), la densite´ de probabilite´
de mesurer une valeur q(k) avec une de´tection homodyne est simplement une fonction gaussienne
de moyenne nulle et de variance  2(Q(k)). En utilisant la formule (5.56), on montre alors que
F µ⌫ =
1
2[ 2(Q(k))]2
@ 2(Q(k))
@ µ
@ 2(Q(k))
@ ⌫
, (5.79)
avec { µ}=Ns, Nt. On utilise ensuite les expressions (5.36a) et (5.36b) des variances des qua-
dratures en fonction de  1 pour obtenir explicitement la matrice d’information de Fisher, pour
les quadratures comprime´es (F sq), et anticomprime´es (F asq) :
F sq/asq =
0@ 12Ns+2N2s ⌥ 1pNs(1+Ns)(1+2Nt)⌥ 1p
Ns(1+Ns)(1+2Nt)
2
(1+2Nt)2
1A (5.80)
Puisque l’information de Fisher est additive, et que la moitie´ de nos mesures portent sur des
quadratures comprime´es, alors que l’autre moitie´ porte sur les quadratures anticomprime´es, la
matrice d’information moyenne pour les parame`tres  1 est finalement
F (1) =
F sq + F asq
2
=
 
1
2Ns+2N2s
0
0 2(1+2Nt)2
!
. (5.81)
Afin d’obtenir la matrice d’information de Fisher pour l’estimation de la discorde, on proce`de
ensuite de la meˆme manie`re que nous l’avons fait pour H. On fait un premier changement de
variable  1! 2={r,  }, pour lequel la nouvelle matrice d’information est F (2) = B12F (1)BT12,
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avec B12 de´finie par (5.75). Puis on fait le changement de variable  2! 3={D,  }, pour lequel
la nouvelle matrice d’information est F (3) = B23F
(2)BT23, avec B23 de´finie par (5.77).
On obtient alors la borne de Crame´r-Rao associe´e a` la mesure homodyne, pour un estimateur
D˜ de la discorde :
 2(D˜)   1
MF ( 3)DD
(5.82)
5.6.4 Re´sultats expe´rimentaux
Discussion sur les ressources utilise´es
Les bornes de Crame´r-Rao (5.78) et (5.82) font intervenir le nombre de mesures M utilise´es
pour construire l’estimateur D˜. Nous avons introduit deux estimateurs di↵e´rents dans la section
5.5. Le premier, Dinv, est base´ sur une me´thode d’inversion. Pour cette estimation, on utilise les
Mq=2⇥104 mesures homodynes de chacune des quadratures Qˆ(k). Le nombre total de mesures
intervenant dans les bornes de Crame´r-Rao est donc
M inv=MT=4Mq=8⇥104. (5.83)
En revanche, pour le second estimateur Dbay base´ sur une analyse baye´sienne, le nombre de
mesures a` conside´rer est di↵e´rent. En e↵et, nous avons d’abord regroupe´ les mesures homodynes
en Nb blocs de 4⇥200 points (200 points par quadrature). Puis, pour chacun de ces blocs, notre
analyse baye´sienne a ne´cessite´ des probabilite´s a priori utilisant les re´sultats de l’analyse par
inversion, pour N invj et  
2(N invj ) (avec j=s, t), obtenus avec MT mesures. Au final, tout se passe
donc comme si nous avions utilise´ Nb⇥MT mesures, au lieu deMT . Pour l’estimation baye´sienne,
il faudra donc prendre
Mbay=Nb⇥MT (5.84)
pour les bornes de Crame´r-Rao.
Pre´cision de notre estimateur de la discorde
Les bornes de Crame´r-Rao sont calcule´es en prenant ⌘=0.62, et avec les valeurs de r et
  obtenues en inversant les formules (5.42), pour chaque puissance de pompe. Notons que la
valeurs moyenne  =0.73 obtenue pour le fit de la figure 5.3 n’est pas utilise´e ici. Nos re´sultats
expe´rimentaux sont pre´sente´s sur la figure 5.5. Pour les deux me´thodes d’estimation, on trace le
rapport (exprime´ en dB) entre la variance obtenue expe´rimentalement et la borne de Crame´r-Rao
classique et quantique :
KHM =
 2(D˜)
1/[MH(3)( 3)DD]
(5.85)
KFM =
 2(D˜)
1/[MF (3)( 3)DD]
(5.86)
avec D˜=Dinv, Dbay et M=M inv,Mbay. Un rapport e´gal a` 1 (ou 0 dB) signifie que l’estimation
est optimale, et que la borne de Crame´r-Rao correspondante est sature´e.
Commenc¸ons par analyser la comparaison avec la borne de Crame´r-Rao pour la de´tection ho-
modyne, donne´e par le rapport KFM . Pour de faibles valeurs de discorde, l’estimation baye´sienne
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Figure 5.5 – Rapports KHM et K
F
M pour l’estimation par inversion, et l’estimation baye´sienne,
en fonction de la discorde. Les cercles bleus (resp. triangles rouges) correspondent a` la borne de
Crame´r-Rao quantique KHM (resp. classique K
F
M ). Les marqueurs pleins correspondent a` l’esti-
mation baye´sienne, et les marqueurs vides a` l’estimation par inversion.
est pratiquement optimale, alors que l’estimation par inversion est un peu plus bruite´e, avec un
rapport plus important. Pour le point correspondant a` la valeur de discorde la plus faible, on
remarque que le rapport est le´ge`rement infe´rieur a` 0 dB. Nous attribuons ce comportement a`
une moins bonne ade´quation de notre mode´lisation pour de faibles valeurs de pompe. On voit
ensuite que pour de plus fortes valeurs de pompes, les variances s’e´cartent un peu plus des va-
leurs optimales, tout en restant proches. Cela peut s’expliquer par des variations de la discorde
au cours de l’expe´rience due a` diverses fluctuations, supe´rieures aux fluctuations statistiques.
Concernant la borne de Crame´r-Rao quantique, comme on pouvait le supposer notre es-
timation n’est pas optimale, le rapport e´tant d’environ 10 dB. C’est le prix a` payer – assez
raisonnable– pour sa simplicite´. La` encore, l’estimation baye´sienne procure de meilleurs re´sul-
tats pour de faibles valeurs de discorde, tout en donnant des performances comparables pour
des puissances de pompe plus importantes.
5.7 Conclusion
La discorde quantique est une mesure des corre´lations d’origine purement quantiques, que
peuvent posse´der des e´tats qui ne sont pas intrique´s. De nombreuses e´tudes laissent supposer
qu’elle pourrait jouer un roˆle important en information quantique, et surtout que l’intrication
pourrait ne pas toujours eˆtre indispensable pour surpasser les protocoles classiques. Un des
principaux inte´reˆts de ces travaux est bien suˆr expe´rimental, puisque la discorde est une proprie´te´
beaucoup moins fragile que l’intrication, et beaucoup plus facile a` produire.
Dans ce chapitre, nous avons estime´ la discorde gaussienne pour une classe d’e´tats particu-
lie`rement importants en optique quantique avec des variables continues : les e´tats thermiques
comprime´s, correspondant par exemple aux e´tats produits par un OPA imparfait. En utilisant
uniquement des mesures homodynes, parmi les plus courantes, mais e´galement parmi les plus
simples pour des e´tats gaussiens, nous avons montre´ que notre estimation baye´sienne est prati-
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quement optimale pour la borne de Crame´r-Rao associe´e a` ces mesures, pour de faibles valeurs
de compression. Nous avons e´galement montre´ qu’elle ajoute environ 10 dB de bruit par rapport
a` la limite quantique fondamentale donne´e par la borne de Crame´r-Rao quantique, ce qui reste
raisonnable e´tant donne´e sa simplicite´.
La capacite´ a` pouvoir caracte´riser pre´cise´ment la discorde d’un e´tat est un e´le´ment indis-
pensable pour pouvoir analyser le roˆle de la discorde en information quantique. Ces travaux
s’inscrivent dans ce cadre, en proposant une me´thode simple et e cace.
Chapitre 6
Caracte´risation d’une porte de phase
quantique
Sommaire
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.2 Pre´sentation de la porte de phase . . . . . . . . . . . . . . . . . . . . 111
6.2.1 Calcul quantique avec des e´tats cohe´rents . . . . . . . . . . . . . . . . . 111
6.2.2 La porte de phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.3 Re´alisation expe´rimentale d’une porte de phase ⇡ . . . . . . . . . . . 113
6.3.1 Me´thode et dispositif expe´rimental . . . . . . . . . . . . . . . . . . . . . 113
6.3.2 Mode´lisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.3.3 Extraction des parame`tres expe´rimentaux . . . . . . . . . . . . . . . . . 116
6.3.4 Re´sultats expe´rimentaux . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.3.5 Test du mode`le de la porte . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.3.6 Incertitude sur l’estimation de ⇠ . . . . . . . . . . . . . . . . . . . . . . 119
6.4 Comment caracte´riser la porte ? . . . . . . . . . . . . . . . . . . . . . 120
6.4.1 Ressemblance des e´tats expe´rimentaux avec des chats parfaits . . . . . . 120
6.4.2 Tomographie de processus quantique . . . . . . . . . . . . . . . . . . . . 121
6.4.3 Utilisation de la mode´lisation de la porte . . . . . . . . . . . . . . . . . 123
6.5 Fide´lite´ pour un qubit initial parfait . . . . . . . . . . . . . . . . . . . 125
6.5.1 Porte expe´rimentale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.5.2 Mode`le de porte simplifie´ . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.5.3 Fide´lite´s pour des superpositions de meˆme poids . . . . . . . . . . . . . 127
6.5.4 Quelques calculs de fide´lite´ . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.6 Fide´lite´ avec une porte ide´ale . . . . . . . . . . . . . . . . . . . . . . . 133
6.6.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.6.2 Simulations pour la porte de phase . . . . . . . . . . . . . . . . . . . . . 134
6.6.3 Invariance du choix de l’e´tat maximalement intrique´ . . . . . . . . . . . 135
6.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.1 Introduction
Un des de´fis a` relever afin de pouvoir utiliser les proprie´te´s quantiques fondamentales pour
le traitement de l’information est de controˆler la de´cohe´rence due au couplage avec l’environ-
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nement. Pour cela, les imple´mentations optiques o↵rent des solutions inte´ressantes, puisque la
lumie`re interagit peu avec l’environnement. Historiquement, les recherches se sont principale-
ment axe´es sur l’utilisation de variables discre`tes [Kok07], ou continues [Lloyd99, Braunstein05],
ayant chacune leurs avantages et inconve´nients d’un point de vue expe´rimental. Ainsi, les va-
riables discre`tes o↵rent un encodage de type “nume´rique”, plus re´sistant aux pertes et au bruit,
mais ne´cessitent de produire et de de´tecter des photons uniques. Les variables continues, en
revanche, posse`dent un certain nombre d’avantages expe´rimentaux, tels que l’utilisation d’e´tats
plus faciles a` produire, mais sou↵rent des proble`mes d’un encodage “analogique”. Afin de com-
biner les forces de ces deux approches, des protocoles hybrides se sont de´veloppe´s au cours de
ces dernie`res anne´es [Loock11].
L’un d’entre eux consiste a` encoder un qubit dans une superposition de deux e´tats cohe´rents
| ↵i et |↵i, formant respectivement les deux e´tats de base |0i et |1i [Ralph02, Ralph03]. Bien
que ces deux e´tats ne soient pas strictement orthogonaux, une amplitude ↵=1.5 rend de´ja` leur
recouvrement assez faible, |h↵| ↵i|2'10 4, ce qui rend le protocole compatible avec des proto-
coles de corrections d’erreurs [Lund08]. La comparaison avec d’autres me´thodes en termes de
ressources pour une inte´gration a` grande e´chelle semble e´galement favorable [Lund08, Dawson06].
Ce type d’encodage est e´galement avantageux en terme de correction d’erreurs lorsque le qubit
est envoye´ dans un canal quantique imparfait [Glancy04].
Expe´rimentalement, les ope´rations re´alise´es sont ine´vitablement des versions approche´es des
ope´rations parfaites, dont le degre´ de ressemblance ne´cessaire est de´termine´ par l’e cacite´ des
codes correcteurs d’erreurs [Devitt09]. La caracte´risation des ope´rations e↵ectivement re´alise´es
est donc une e´tape indispensable afin de pouvoir accroitre la complexite´ des circuits quantiques.
Dans ce chapitre, nous nous inte´ressons a` la caracte´risation d’une porte quantique agissant
sur des superpositions d’e´tats cohe´rents, en introduisant une phase ' :
x|↵i+ y| ↵i ! x|↵i+ ei'y| ↵i (6.1)
Malgre´ sa simplicite´, cette porte joue un roˆle important, car elle peut faire partie d’un ensemble
universel permettant de de´composer une ope´ration arbitraire [Nielsen00]. La porte de phase ⇡
est imple´mente´e tre`s simplement [Marek10b], en se souvenant que les e´tats cohe´rents sont des
e´tats propres de l’ope´rateur destruction : aˆ|±↵i=±↵|±↵i. Une phase di↵e´rente de ⇡ peut eˆtre
inse´re´e en utilisant en plus un de´placement, comme nous le de´taillerons plus loin.
Nous caracte´risons expe´rimentalement une porte de phase ⇡ [Blandino12a], en nous basant
sur une mode´lisation de son fonctionnement, plutoˆt que sur une approche de type boˆıte noire
[Chuang97]. La porte est d’abord imple´mente´e expe´rimentalement sur le vide comprime´ produit
par l’OPA, afin d’extraire les parame`tres expe´rimentaux du mode`le. Nous ve´rifions ensuite la
consistance du mode`le en appliquant la porte sur un autre e´tat test, obtenu en soustrayant un
photon du vide comprime´. Cette mode´lisation permet de simuler l’action de la porte expe´rimen-
tale sur un e´tat initial parfait, nous permettant ainsi de se´parer les imperfections de la porte
de celles des e´tats produits expe´rimentalement. Ce mode`le nous permet e´galement d’e´tendre la
caracte´risation a` d’autres phases '. Nous obtenons ensuite des crite`res caracte´risant la porte en
calculant la fide´lite´ avec des e´tats cibles, produits par une porte parfaite.
Notre me´thode permet de caracte´riser la porte pour la zone ou` elle est e↵ective, et est avant
tout oriente´e vers une simplicite´ expe´rimentale. Elle o↵re un bon compromis par rapport a` une
tomographie de processus quantique [O’Brien04, Lobino08], plus couˆteuse expe´rimentalement,
dont nous montrerons qu’elle serait de toute fac¸on di cilement utilisable.
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6.2 Pre´sentation de la porte de phase
Commenc¸ons par pre´senter brie`vement quelques particularite´s du calcul quantique avec des
e´tats cohe´rents. Nous de´taillerons ensuite comment imple´menter expe´rimentalement la porte de
phase propose´e par P. Marek et J. Fiura´sˇek [Marek10b].
6.2.1 Calcul quantique avec des e´tats cohe´rents
Un ordinateur quantique est dit universel s’il peut imple´menter une ope´ration unitaire ar-
bitraire sur ses variables [DiVincenzo95]. Pour cela, il su t de disposer d’un ensemble restreint
de portes quantiques agissant sur un ou deux qubits [Nielsen00]. Plusieurs ensembles peuvent
eˆtre utilise´s, compose´s d’une porte “intriquante” a` deux qubits, et de rotations a` un qubit. En
particulier, un ensemble constitue´ d’une porte de phase (e´quivalente a` une rotation autour de
Z), d’une porte C-phase, et d’une porte de Hadamard, est universel.
Si le principe du calcul quantique a` e´tat cohe´rent est se´duisant, la manipulation e cace
d’un qubit x|↵i+ y| ↵i fait toujours l’objet de recherches afin de re´duire les ressources expe´ri-
mentales ne´cessaires. Plusieurs me´thodes ont e´te´ propose´es ces dernie`res anne´es, toutes base´es
sur l’utilisation d’e´tats cohe´rents pour former un qubit, mais imple´mentant les portes de di↵e´-
rentes manie`res. La premie`re me´thode utilisant des e´tats cohe´rents faisait appel a` un encodage
dans les e´tats |↵i+| ↵i et |↵i | ↵i, et ne´cessitait des fortes non line´arite´s [Cochrane99], ce
qui la rendait peu exploitable. H. Jeong et al. ont ensuite propose´ l’utilisation de |↵i et | ↵i
comme e´tats de base [Jeong02], mais leur me´thode ne´cessitait toujours des interactions non li-
ne´aires. T. Ralph et al. ont pu contourner ce proble`me, en proposant l’utilisation de chats de
Shro¨dinger comme ressource non classique [Ralph02]. Ces e´tats peuvent en the´orie eˆtre pre´pare´s
de manie`re probabiliste avant l’e´tape de calcul et stocke´s dans une me´moire quantique. Plu-
sieurs ame´liorations du protocole ont ensuite permis de diminuer l’amplitude des e´tats a` ↵>2
[Ralph03], puis ↵>1.2 [Lund08], ce qui le rend davantage compatible avec les e´tats chats pro-
duits expe´rimentalement [Ourjoumtsev06b, Neergaard-Nielsen06, Ourjoumtsev07c, Takahashi08,
Neergaard-Nielsen10, Gerrits10].
Enfin, une dernie`re me´thode propose´e par P. Marek et J. Fiura´sˇek apporte une simplification
supple´mentaire du dispositif expe´rimental [Marek10b], en contrepartie d’un fonctionnement da-
vantage non de´terministe. En e↵et, dans les re´fe´rences [Ralph03, Lund08] les portes sont re´alise´es
a` l’aide de te´le´portations - pouvant eˆtre rendues quasi-de´terministes-, qui ne´cessitent entre autre
l’utilisation d’un ou plusieurs chats pour former les e´tats de Bell. Le protocole de P. Marek
et J. Fiura´sˇek ne ne´cessite un chat que pour imple´menter la porte de Hadamard. Les autres
portes (la porte de phase, et la porte C-phase), n’utilisent que des soustractions de photon,
des de´placements, et des mesures APD, ce qui rend ce protocole plus adapte´ a` une faisabilite´
expe´rimentale. Le groupe d’U. Andersen a d’ailleurs re´alise´ une de´monstration de principe de la
porte de Hadamard, en la testant pour les deux e´tats logiques |↵i et | ↵i [Tipsmark11].
6.2.2 La porte de phase
Principe
Une porte de phase ' re´alise la transformation :
x|↵i+ y| ↵i ! x|↵i+ yei'| ↵i (6.2)
La porte de phase ⇡ est imple´mente´e tre`s simplement, en appliquant l’ope´rateur aˆ
aˆ
 
x|↵i+ y| ↵i  = ↵ x|↵i   y| ↵i , (6.3)
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qui correspond bien a` l’introduction d’une phase ⇡ apre`s normalisation. On ve´rifie sans di culte´
qu’une phase ' peut eˆtre introduite par l’action d’un ope´rateur aˆ+   :
[aˆ+ ]
 
x|↵i+ y| ↵i  / x|↵i+ ei'y| ↵i (6.4)
avec   qui satisfait :
    ↵
  + ↵
= ei' )   = i ↵
tan('/2)
(6.5)
L’ope´rateur aˆ+   peut eˆtre imple´mente´ en utilisant deux de´placements et la soustraction d’un
photon du fait de la relation suivante :
Dˆ
†
( )aˆDˆ( ) = aˆ+   (6.6)
Du fait de la soustraction de photon, le fonctionnement de cette porte est donc probabi-
liste. En plus de la probabilite´ de succe`s de la soustraction, notons qu’il y a e´galement une
contrainte fondamentale empeˆchant un fonctionnement de´terministe, lie´e a` la non orthogonalite´
des e´tats coherents. Par exemple, une transformation de Hadamard |±↵i!|±i=N± (|↵i±| ↵i)
ne conserve pas le produit scalaire, puisque h↵| ↵i6=0, alors que h+| i=0. Elle ne peut donc pas
eˆtre unitaire, meˆme si elle peut assez rapidement tendre vers une transformation unitaire pour
↵ su samment grand. Les portes a` e´tats cohe´rents sont donc au mieux quasi-de´terministes.
Imple´mentation expe´rimentale
On peut en fait obtenir la meˆme transformation que (6.6) en utilisant un seul de´placement
applique´ avant l’APD, tel que sche´matise´ sur la figure 6.1. La soustraction de photon est e↵ectue´e
en pre´levant R'10% du faisceau avec une lame se´paratrice (combinaison  /2+PBS). Nous avons
montre´ dans la section 3.4.3 que l’e´tat apre`s la lame se´paratrice est approximativement
UˆBS| ini⌦|0i ' | ini⌦|0i   ✓
⇥
aˆ| ini
⇤⌦|1i, (6.7)
ou` le deuxie`me mode est dirige´ vers l’APD. En appliquant un de´placement Dˆ(⇣) juste avant
l’APD, l’e´tat total devient
| Di = | ini⌦|⇣i   ✓
⇥
aˆ| ini
⇤⌦⇥Dˆ(⇣)|1i⇤. (6.8)
Or, puisque Dˆ(⇣)bˆ
†
Dˆ
†
(⇣)=bˆ
† ⇣⇤, on a Dˆ(⇣)|1i=Dˆ(⇣)bˆ†Dˆ†(⇣)Dˆ(⇣)|0i= bˆ† ⇣⇤ |⇣i. L’e´quation
(6.8) s’e´crit donc
| Di = | ini⌦|⇣i   ✓
⇥
aˆ| ini
⇤⌦⇥ bˆ† ⇣⇤ |⇣i⇤. (6.9)
En mode´lisant le conditionnement re´ussi par l’APD par un projecteur |1ih1|, l’e´tat total devient :
| totouti =
⇣
1⌦|1ih1|
⌘
| Di (6.10a)
= e 
|⇣|2
2
h
⇣| ini⌦|1i   ✓
⇥
aˆ| ini
⇤⌦ 1 |⇣|2 |1ii (6.10b)
= e 
|⇣|2
2
h
⇣   ✓ 1 |⇣|2 aˆi| ini⌦|1i (6.10c)
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APD
Figure 6.1 – Sche´ma de l’imple´mentation expe´rimentale de la porte de phase.
Apre`s normalisation et trace partielle sur le mode de l’APD, l’e´tat final est bien
| outi = (aˆ+ ) | ini, (6.11)
avec  = ⇣
✓
 
|⇣|2 1
  .
Le de´placement Dˆ(⇣) peut eˆtre imple´mente´ avec une lame se´paratrice de transmission Tdep'1,
et un e´tat cohe´rent intense d’amplitude ↵dep [Paris96]. En e↵et, dans ce cas |↵depi est e´tat propre
de bˆ, mais aussi approximativement de bˆ
†
avec la valeur propre ↵⇤dep, et donc
exp
h
✓(aˆ†bˆ aˆbˆ†)
i
|↵depib ' exp
h
✓(aˆ†↵dep aˆ↵⇤dep)
i
|↵depib (6.12)
correspond a` un de´placement d’amplitude ✓↵dep pour le mode aˆ, apre`s trace partielle sur le
mode bˆ. Pour T'1, ✓ ' p1 T , et on re´alise donc un de´placement de ⇣ en utilisant un e´tat
cohe´rent d’amplitude ↵dep=⇣/
p
1 T .
La soustraction de photon a de´ja` e´te´ re´alise´e expe´rimentalement par plusieurs groupes. En
revanche, son utilite´ en tant que porte n’avait pas e´te´ re´alise´e avant la re´fe´rence [Marek10b], et
elle n’avait pas fait l’objet d’une caracte´risation en tant que telle.
6.3 Re´alisation expe´rimentale d’une porte de phase ⇡
6.3.1 Me´thode et dispositif expe´rimental
Nous avons re´alise´ expe´rimentalement la porte de phase ⇡ a` l’aide du dispositif expe´rimental
pre´sente´ sur la figure 6.2. Nous pouvons imple´menter deux soustractions de photon. L’une d’entre
elle est interpre´te´e comme la porte de phase que nous cherchons a` caracte´riser ( indice 1). L’autre
nous sert a` la pre´paration d’un e´tat quantique de test (indice 0). Notre me´thode est re´sume´e
ci-dessous, et de´taille´e dans les paragraphes suivants.
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Figure 6.2 – Sche´ma du dispositif expe´rimental
Nous disposons d’un mode`le du fonctionnement de la porte dont on cherche a` estimer ex-
pe´rimentalement les parame`tres. La premie`re e´tape est donc d’appliquer la porte sur un e´tat
quantique que l’on sait e´galement mode´liser, puis d’extraire tous les di↵e´rents parame`tres a` par-
tir des mesures homodynes. Parmi les e´tats candidats, les e´tats cohe´rents n’apparaissent pas tre`s
adapte´s, puisqu’il ne sont pas modifie´s par une soustraction de photon. La porte agissant sur des
superpositions d’e´tats cohe´rents, il est pre´fe´rable d’utiliser une telle superposition pour la tester.
On peut pour cela utiliser le vide comprime´ produit par l’OPA en configuration de´ge´ne´re´e, qui
est une approximation raisonnable d’un chaton pair pour une faible compression. Cette approxi-
mation n’est valable que pour de faibles amplitudes, car le vide comprime´ est un e´tat gaussien,
contrairement a` un chat pair. On peut s’en convaincre en comparant la de´composition d’un chat
pair (2.176) |+i/|0i+ ↵2p
2
|2i et d’un vide comprime´ (2.143) | sqzi/|0i 
p
2
 
1
2 tanh r
 |2i, en ne
gardant que les deux premiers termes. On peut s’attendre a` une bonne fide´lite´ si ↵2=  tanh r, ce
qui correspond a` |↵|=0.54 pour r=0.3. Nume´riquement, on trouve que l’e´tat sortant de l’OPA
avec nos parame`tres expe´rimentaux a une fide´lite´ maximale e´gale a` 0.98 pour une amplitude
↵=0.55. Insistons sur le fait que pour cette estimation des parame`tres expe´rimentaux, l’APD
d’indice 0 n’est pas utilise´e.
Afin de tester la qualite´ de notre mode´lisation, nous appliquons ensuite la porte sur un
autre e´tat test, et nous comparons les histogrammes obtenus expe´rimentalement avec ceux
pre´dits par le mode`le utilisant les parame`tres expe´rimentaux. L’e´tat test est obtenu en sous-
trayant un photon du vide comprime´ avec l’APD d’indice 0 (figure 6.2). On peut voir que
c’est une relativement bonne approximation d’un chat impair, en comparant | i/|1i+ ↵2p
6
|3i et
aˆ| sqzi/|1i+
  12 tanh r p6|3i. On peut s’attendre a une bonne fide´lite´ si ↵2= 3 tanh r, ce qui
donne |↵|=0.93 pour r=0.3. Apre`s avoir applique´ la porte sur le vide comprime´, nous verrons
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Figure 6.3 – Sche´ma du mode`le utilise´ pour l’extraction des parame`tres expe´rimentaux.
que la fide´lite´ maximale avec un chat impair est de 0.58 pour ↵=0.92.
Nous utilisons donc en fait deux soustractions de photon : une interpre´te´e en tant que porte,
que l’on cherche a` caracte´riser, et l’autre servant a` pre´parer un chat impair utilise´ pour tester
le mode`le. Nous verrons que ce dernier est en tre`s bon accord avec les re´sultats expe´rimentaux,
ce qui nous permettra de l’utiliser pour simuler l’action de la porte sur d’autres e´tats.
6.3.2 Mode´lisation
Mode´lisation de la porte
De´taillons maintenant le mode`le du fonctionnement de la porte, associe´ a` un mode aˆ (fi-
gure 6.3). Expe´rimentalement, elle est re´alise´e en utilisant une lame se´paratrice ( /2 + PBS)
de transmission T=10%, mesure´e inde´pendamment. Le faisceau re´fle´chi est ensuite dirige´ vers
l’APD (associe´e a` un mode bˆ). Nous cherchons a` imple´menter une porte de phase avec '=⇡,
et n’avons donc pas besoin d’un de´placement. Ce de´placement rajouterait comme principaux
parame`tres : la transmission de la lame se´paratrice supple´mentaire, la qualite´ de l’interfe´rence
avec le faisceau a` de´placer, l’incertitude sur la phase de l’e´tat cohe´rent utilise´ pour le de´place-
ment et e´ventuellement les fluctuations d’intensite´ du laser, se traduisant par des fluctuations
d’amplitude.
Le faisceau passe ensuite par le syste`me de filtrage d’e cacite´ globale  '10%, comprenant
l’e cacite´ quantique de l’APD. A la limite ou`  !0, le conditionnement correspond a` une sous-
traction de photon sur le mode bˆ. On peut s’en convaincre en remarquant que cela correspond a`
la soustraction de photon pre´sente´e dans la section 3.4.3, avec le mode de conditionnement dans
le mode faiblement transmis, alors que presque tout le faisceau est re´fle´chi. On peut aussi le voir
imme´diatement en faisant un de´veloppement du POVM de l’APD (3.31) au premier ordre en
 . Dans ce cas, ⇧ˆ1' 
P
n n|nibhn|b= nˆb. Si ⇢ˆ est l’e´tat quantique total, comprenant le mode
du signal aˆ et le mode du conditionnement bˆ, on a bien Tr{⇧ˆ1⇢ˆ}' Tr{nˆb⇢ˆ}/Tr{bˆ⇢ˆbˆ†}. Cette
mode´lisation de l’APD permet de simplifier les calculs analytiques, tout en donnant des re´sul-
tats tre`s proches de ceux obtenus avec ⇧ˆ1. Elle permet e´galement de s’a↵ranchir de certains
proble`mes nume´riques lorsque l’on utilise des fonctions de Wigner, dus a` de petites di↵e´rences
de grands nombres [Ourjoumtsev07a].
Le syste`me de filtrage permet de se´lectionner un mode adapte´ a` la de´tection homodyne,
mais il n’est pas parfait. Plusieurs sources peuvent de´clencher l’APD sans que cela n’induise de
transformation sur l’e´tat : le conditionnement peut provenir de photons de´corre´le´s dus aux im-
perfections de l’OPA ou a` son caracte`re multimode, de photons dans un mode orthogonal a` celui
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de la de´tection homodyne, ou de toute autre source de bruit. On conside`re qu’une fraction (1 ⇠)
des conditionnements provient de ces diverses sources, ce qui n’induit pas de soustraction pour
l’e´tat mesure´ par la de´tection homodyne, mais seulement des pertes lie´es a` la lame se´paratrice
de pre´le`vement. Pour une fraction ⇠, le conditionnement a bien lieu dans le bon mode.
Les photons de´corre´le´s susceptibles d’induire un mauvais conditionnement de´pendent de
l’e´tat initial. Pour un e´tat ne contenant que des photons dans le mode de la de´tection homodyne,
et sans autre source de bruit, on aurait ⇠=1. Malgre´ cela, nous avons choisi d’inclure la purete´
modale ⇠ comme un parame`tre propre a` la porte, en l’interpre´tant comme une capacite´ a` filtrer
les photons dans les mauvais modes. De ce fait, nous conside´rons une caracte´risation de la porte
de phase pour une technologie expe´rimentale donne´e, pour laquelle les e´tats quantiques sont
“entoure´s” de bruit multimode.
Mode´lisation de l’e´tat utilise´ pour tester la porte
Comme nous l’avons vu dans la section 3.3.2, l’OPA est mode´lise´e par un OPA de´ge´ne´re´
parfait de compression s=e 2r, suivi d’un amplificateur inde´pendant de la phase, introduisant
un gain parasite h=cosh2  r.
6.3.3 Extraction des parame`tres expe´rimentaux
L’application de la porte de phase ⇡ sur le vide comprime´ produit un e´tat proche d’un cha-
ton de Schro¨dinger, a` partir duquel on peut extraire les parame`tres du mode`le avec des mesures
homodynes. Aux 3 parame`tres, ⇠, h, et s a` estimer, il faut rajouter l’e cacite´ homodyne ⌘, qui
est estime´e inde´pendamment a` la valeur de ⌘=0.68. A. Ourjoumtsev a de´veloppe´ un mode`le
analytique permettant d’extraire ces parame`tres a` partir des moments des donne´es expe´rimen-
tales [Ourjoumtsev07a], que nous de´taillons brie`vement. Le calcul analytique de la fonction de
Wigner du chaton produit conduit a` la de´finition de quatre variables a, b, a0, et b0 :
a = 1+⌘T (h/s+h 2) b = 1+⌘T (hs+h 2) (6.13a)
a0 =
⌘⇠T (h/s+h 2)2
h(s+1/s)+2h 4 b
0 =
⌘⇠T (hs+h 2)2
h(s+1/s)+2h 4 (6.13b)
qui de´pendent des parame`tres du mode`le a` estimer. Le principe est d’obtenir des valeurs a⇤, b⇤,
a0⇤ et b0⇤ de ces variables a` partir des donne´es expe´rimentales, ce qui donne ensuite acce`s aux
parame`tres recherche´s par un fit.
Pour une quadrature Xˆ✓, on montre que la distribution de probabilite´ P✓(x✓) ne de´pend que
de deux parame`tres c et c0, donne´s par
c = a cos2 ✓ + b sin2 ✓, et c0 = a0 cos2 ✓ + b0 sin2 ✓. (6.14)
Ces parame`tres s’expriment e´galement en fonction des moments d’ordres deux et quatre, res-
pectivement note´s µ2 et µ4 :
c = 2
✓
µ2 
q
µ22 µ4/3
◆
c0 =
q
µ22 µ4/3 (6.15)
On peut donc en obtenir des estimations c¯ et c¯0 a` partir des estimations V2 et V4 de µ2 et µ4,
c¯ = 2
✓
V¯2 
q
V¯2
2 V¯4/3
◆
, c¯0 =
q
V¯2
2 V¯4/3. (6.16)
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En utilisant plusieurs phases ✓, on peut obtenir a⇤, b⇤, a0⇤ et b0⇤ par re´gression line´aire, en
posant c¯=a⇤y+b⇤(1 y) et c¯0=a0⇤y+b0⇤(1 y), avec y=cos2 ✓. Enfin, on de´termine les valeurs de
⇠, h et s en minimisant la fonction
L = (a a⇤)2 + (b b⇤)2 + (a0 a0⇤)2 + (b0 b0⇤)2 (6.17)
par rapport a` ces parame`tres.
6.3.4 Re´sultats expe´rimentaux
Nous avons d’abord applique´ la porte de phase ⇡ sur le vide comprime´ monomode produit
par l’OPA afin d’extraire les parame`tres du mode`le. Nous avons acquis 400 000 mesures de
quadratures, avec un taux d’environ 6000 conditionnements par seconde. La phase de l’oscillateur
local n’e´tant pas controˆle´e, on re´partit les mesures en 6 intervalles de phase en utilisant la variance
du vide comprime´ mesure´e sur 1000 points juste apre`s chaque conditionnement. La variance la
plus faible correspond a` la quadrature Xˆ, et la variance la plus e´leve´e a` la quadrature Pˆ . Notons
que ce choix est purement conventionnel et de´pend de la convention utilise´e pour l’ope´rateur de
squeezing mode´lisant l’OPA. Si on utilise une convention Sˆ=exp[ r2(aˆ
†2 aˆ2)], c’est la quadrature
Pˆ qui est comprime´e. Cette me´thode de tri suppose de plus que l’e´tat est syme´trique, puisque
nous ne pouvons pas distinguer un e´tat comprime´ selon Xˆ✓ d’un e´tat comprime´ selon Xˆ⇡ ✓.
Les donne´es ordonne´es sont ensuite divise´es en 6 blocs de 6.6⇥104 points et regroupe´es en
histogrammes de 64 bins. Chaque bloc k correspond a` une phase [k⇡/12, (k + 1)⇡/12], k allant
de 0 a` 5. A partir de ces donne´es, on calcule ensuite les moments V2 et V4 pour chaque phase,
ce qui nous permet ensuite d’extraire les parame`tres du mode`le.
Les re´sultats sont pre´sente´s sur la figure 6.4, qui montre un tre`s bon accord entre ce mode`le
analytique et les donne´es expe´rimentales brutes. Les tables 6.1 et 6.2 regroupent respectivement
les parame`tres du fit et les estimations des parame`tres expe´rimentaux.
a⇤ a0⇤ b⇤ b0⇤
1.54 0.86 0.74 0.19
Table 6.1 – Parame`tres du fit.
r   s = exp( 2r) h = cosh2( r) ⌘ ⇠ T
0.30 0.46 0.54 1.02 0.68 0.83 0.9
Table 6.2 – Estimations des parame`tres expe´rimentaux.
Le parame`tre le plus important est ⇠, car c’est le seul – avec la transmission T de la se´paratrice
– dont de´pend la porte expe´rimentale. Les parame`tres s et h de l’OPA caracte´risent la qualite´
du chaton initial, et l’e cacite´ homodyne ⌘ n’est pas une caracte´ristique de l’e´tat obtenu par la
porte.
6.3.5 Test du mode`le de la porte
Afin de ve´rifier la consistance de ce mode`le, on l’utilise maintenant pour pre´dire le fonction-
nement de la porte sur un autre e´tat test, en gardant les parame`tres estime´s. Cet autre e´tat est
obtenu en soustrayant un photon du vide comprime´. Avec l’action de la porte, nous avons donc
une double soustraction, produite avec un taux d’environ 6 conditionnements par seconde.
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Figure 6.4 – Mesures de quadratures pour la porte de phase ⇡ applique´e sur le vide comprime´.
Les traits pleins correspondent au fit du mode`le analytique. Notons que la convention choisie
pour de´finir les quadratures comprime´es est di↵e´rente de [Blandino12a].
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Figure 6.5 – Mesures de quadratures pour l’application de la porte de phase ⇡ sur le vide
comprime´ soustrait d’un photon (double soustraction). Les lignes sont les pre´visions du mode`le
avec les parame`tres pre´ce´demment estime´s, sans fit pour cet e´tat.
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Nous mesurons 60 000 points, avec deux mesures de 15 000 points et une de 30 000 points.
Le dispositif expe´rimental est controˆle´ et au besoin re´aligne´ entre chaque mesure afin de limiter
les de´rives.
Les re´sultats expe´rimentaux sont montre´s sur la figure 6.5. Les traits pleins correspondent
aux pre´visions du mode`le utilisant les parame`tres pre´ce´demment obtenus. Il ne s’agit donc pas
d’un fit pour cet e´tat. Nous faisons l’hypothe`se que le parame`tre ⇠ est le meˆme pour les deux
APD, ce qui a e´te´ confirme´ par plusieurs tests. Ceci nous permet d’utiliser le meˆme mode`le pour
les deux soustractions.
Le bon accord avec les mesures nous permet de valider la consistance de notre mode`le, que
nous pouvons maintenant utiliser pour caracte´riser la porte de phase.
6.3.6 Incertitude sur l’estimation de ⇠
Nous verrons que le parame`tre ⇠ est d’une grande influence sur la qualite´ de la porte, il
est donc ne´cessaire de quantifier nos incertitudes sur son estimation. Celles ci proviennent des
erreurs statistiques lors du calcul des moments V2 et V4, et de l’estimation de la phase lors du
tri des donne´es.
Incertitudes statistiques Pour chaque intervalle de phase, les N=6.6⇥104 mesures homo-
dynes sont inde´pendantes et de´corre´le´es, et on suppose qu’elles proviennent d’une meˆme variable
ale´atoire X, non gaussienne pour l’e´tat conditionne´. On note Vk=
1
N
Pk
i=1 x
k
i le moment d’ordre
k estime´ a` partir des mesures. En conside´rant Xk comme une variable ale´atoire, sa moyenne est
e´gale a` µk=hXki, et sa variance est e´gale a`  2(Xk)=hX2ki hXki2=µ2k µ2k.
On suppose que N est su samment grand pour que le the´ore`me central limite s’applique.
Par conse´quent, Vk suit une loi normale de moyenne µk et de variance  2(Xk)/N . On peut donc
former la variable
U =
Vk µkp
 2(Xk)/N
, (6.18)
qui suit une loi normale centre´e re´duite. Nous avons rappele´ au chapitre sur l’estimation de la
discorde (cf. 5.3.3) que l’estimation de la variance d’une variable ale´atoire gaussienne de variance
 2, suit e´galement une loi normale de variance 2 4/N et de moyenne  2. En conse´quence,
l’estimation de la variance de Xk
 2(Xk) =
1
N
NX
i=1
(xki   Vk)2=V2k   V 2k (6.19)
suit e´galement une loi normale de moyenne  2(Xk) et de variance 2[ 2(Xk)]2/N . Ainsi, on peut
former une variable ale´atoire
 2N = N
 2(Xk)
 2(Xk)
, (6.20)
qui est gaussienne, de moyenne N et de variance 2N . On peut donc l’interpre´ter comme une loi
du  2 a` un nombre infini de degre´s de liberte´. Par conse´quent, la variable
Uq
 2N/N
=
Vk µkp
 2(Xk)/N
s
 2(Xk)
 2(Xk)
=
Vk µkp
 2(Xk)/N
(6.21)
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suit une loi de Student 1 a` un nombre infini de degre´s de liberte´, qui est e´gale a` une loi normale
centre´e re´duite .
En conclusion, on a donc montre´ que les estimations des moments µ2 et µ4 suivent des lois
normales respectivement de moyenne V2 et V4, et de variances
 2V2 =
V4   V 22
N
, (6.22)
 2V4 =
V8   V 24
N
. (6.23)
Incertitudes sur la phase Compte tenu de la me´thode de tri des donne´es, on conside`re que la
phase n’est pas connue a` mieux que ⇡/12. Nous faisons l’hypothe`se d’une distribution uniforme
a` l’inte´rieur de chaque intervalle de phase.
Propagation des incertitudes
Les incertitudes sont propage´es par une me´thode Monte Carlo similaire a` celle utilise´e pour la
discorde, afin d’obtenir les incertitudes sur ⇠. On simule un grand nombre de fois les parame`tres
expe´rimentaux en prenant en compte leurs incertitudes : pour V2 (resp. V4), cela revient a`
ajouter un terme tire´ selon une loi normale de moyenne 0 et d’e´cart-type  V2 (resp.  V4). Pour
la phase, on tire une variable ale´atoire uniforme´ment re´partie sur [0,⇡/12], que l’on ajoute a`
la borne infe´rieure de l’intervalle conside´re´. Pour chaque tirage de ces variables ale´atoires, on
calcule ensuite la valeur de ⇠ correspondante.
On re´pe`te cette proce´dure 50 000 fois, afin d’acque´rir un nombre de points su sant. On ob-
tient alors une distribution des valeurs de ⇠, dont l’e´cart-type  ⇠ correspond a` notre incertitude.
Le nombre de tirage est ici infe´rieur a` celui de la discorde, pour des raisons de temps de calcul.
Cela ne pose pas de proble`me particulier, car 50 000 tirages assurent de´ja` une bonne pre´cision.
De plus, nous ne cherchons qu’un ordre de grandeur, sans vouloir faire une comparaison pre´cise
avec une borne de Crame´r-Rao.
Pour les donne´es expe´rimentales, on obtient
 ⇠ = 0.04. (6.24)
6.4 Comment caracte´riser la porte ?
6.4.1 Ressemblance des e´tats expe´rimentaux avec des chats parfaits
Les e´tats produits expe´rimentalement pre´sentent une certaine ressemblance avec des super-
positions d’e´tats cohe´rents ide´ales, mais ils n’en restent cependant que des approximations, dont
les imperfections sont di ciles a` se´parer de celles de la porte. La comparaison avec des chats
parfaits 2 |↵i+ei | ↵i est montre´e sur les figures 6.6, 6.7, et 6.8, respectivement pour le vide
comprime´, l’e´tat test (vide comprime´ soustrait d’un photon), et l’e´tat obtenu en appliquant la
porte sur cet e´tat test (avec donc deux soustractions).
1. Soient U et  2⌫ des variables inde´pendantes qui suivent respectivement une loi normale centre´e re´duite et
une loi du  2 a` ⌫ degre´s de liberte´. On rappelle que par de´finition, une variable T= Up
 2⌫/⌫
suit une loi de Student
a` ⌫ degre´s de liberte´. Pour ⌫!1, la loi de Student tend vers une loi normale centre´e re´duite .
2. En fait, un chat pair de faible amplitude est proche d’un vide comprime´ selon la quadrature Pˆ , alors qu’avec
notre convention pour l’ope´rateur de squeezing, l’e´tat de l’OPA est comprime´ selon Xˆ. Il faut donc appliquer une
rotation de ⇡/2 a` l’un des deux e´tats pour pouvoir les comparer entre eux.
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Deux proble´matiques expe´rimentales sont donc a` distinguer : d’une part, la qualite´ du chaton
produit et la ressemblance par rapport a` un vrai chaton, et d’autre part la re´alisation expe´ri-
mentale de la porte seule, et sa di↵e´rence par rapport a` la porte ide´ale, inde´pendamment de
l’e´tat initial utilise´.
6.4.2 Tomographie de processus quantique
Principe L’action d’un processus quantique peut eˆtre entie`rement caracte´rise´e par une tomo-
graphie de processus quantique (QPT) [Mohseni08, Chuang97, Poyatos97], toutefois nous allons
voir que cette me´thode n’est pas adapte´e a` la caracte´risation de la porte. En appliquant le proces-
sus sur un ensemble d’e´tats quantiques servant de sondes, on peut en de´duire la transformation
d’un e´tat quelconque, sans recourir a` une quelconque mode´lisation. Il n’est donc pas ne´cessaire
d’avoir une connaissance a priori du processus, qui peut eˆtre une “boˆıte noire”.
Plus pre´cise´ment, conside´rons un processus quantique E agissant sur une matrice densite´
quelconque ⇢ˆ, qui s’e´crit sous la forme ⇢ˆ=
P
n,m ⇢nm|nihm|. La line´arite´ de E implique que
E(⇢ˆ) =
X
nm
⇢nmE(|nihm|). (6.25)
En de´composant E(|nihm|)=Pi,j Enmij |iihj| sur la meˆme base {|iihj|} que ⇢ˆ, on a
E(⇢ˆ) =
X
i,j,n,m
Enmij ⇢nm|iihj|. (6.26)
La connaissance des coe cients Enmij caracte´rise donc comple`tement le processus E , et permet
de pre´dire son action sur un e´tat quelconque. La QPT a pour objet de de´terminer expe´rimenta-
lement ces coe cients : pour un espace de dimension d, on applique E sur d2 e´tats line´airement
inde´pendants, et on mesure les e´tats produits par tomographie quantique. Plusieurs strate´-
gies existent afin d’adopter la me´thode la plus optimale en fonction du processus conside´re´
[Mohseni08]. Graˆce a` la line´arite´ de E , on peut e´galement obtenir l’e´volution des cohe´rences
E(|nihm|), avec n 6=m, en combinant plusieurs mesures de populations E(|kihk|).
Plusieurs expe´riences ont montre´ la faisabilite´ de la QPT pour des ope´rations simples a`
un ou deux qubits [O’Brien04, Mitchell03]. Cette me´thode est e´galement ge´ne´ralisable a` des
processus non de´terministes, en tenant compte des probabilite´s de succe`s pour chaque e´tat
sonde [Bongioanni10].
La pre´paration expe´rimentale d’e´tats de Fock est pour l’instant limite´e a` quelques photons,
et ne permet donc pas de caracte´riser des processus agissant sur des espaces de plus grande
dimension. Pour cela, il existe une autre approche, plus complexe, utilisant un ensemble d’e´tats
cohe´rents pour obtenir les coe cients Enmij [Lobino08, Anis12, Rahimi-Keshari11]. En utilisant
la de´composition des ope´rateurs |nihm| sur les e´tats cohe´rents avec la fonction P ,
|nihm| =
Z
d2↵ Pnm(↵)|↵ih↵|, (6.27)
on peut obtenir les coe cients Enmij en mesurant E(|↵ih↵|) :
Enmij =
Z
d2↵ Pnm(↵)hi|E(|↵ih↵|)|ji (6.28)
La plupart des e´tats quantiques posse`dent une fonction P hautement singulie`re qui ne permet
pas d’utiliser directement la relation (6.27). Afin de contourner cette di culte´, il est possible de
122 CHAPITRE 6
Angle      
(a) (b)
Figure 6.6 – (a) Fide´lite´ entre le vide comprime´ ⇢ˆopa produit par l’OPA et une superposition
N⇡
2 , 
(|↵i+ei | ↵i) ; (b) fonction de Wigner de ⇢ˆopa (gauche), et du chat pair maximisant la
fide´lite´ (0.98), d’amplitude ↵=0.55 (droite).
Angle      
(a) (b)
Figure 6.7 – (a) Fide´lite´ entre le vide comprime´ soustrait d’un photon ⇢ˆ1out et une superposition
N⇡
2 , 
(|↵i+ei | ↵i) ; (b) fonction de Wigner de ⇢ˆ1out (gauche), et du chat impair maximisant la
fide´lite´ (0.58), d’amplitude ↵=0.92 (droite).
Angle      
(a) (b)
Figure 6.8 – (a) Fide´lite´ entre le vide comprime´ soustrait de deux photons ⇢ˆ2out et une superpo-
sition N⇡
2 , 
(|↵i+ei | ↵i) ; (b) fonction de Wigner de ⇢ˆ2out (gauche), et du chat pair maximisant
la fide´lite´ (0.73), d’amplitude ↵=0.87 (droite).
Caracte´risation d’une porte de phase quantique 123
reconstruire une fonction P sur laquelle on applique un filtrage ne conservant que les basses fre´-
quences de se transforme´e de Fourier [Lobino08], ou bien d’utiliser des relations supple´mentaires
afin de ne pas avoir explicitement besoin de Pnm(↵) [Rahimi-Keshari11].
Cette technique de tomographie peut e´galement s’utiliser pour des processus non de´termi-
nistes. Meˆme si les e´tats cohe´rents sont extreˆmement faciles a` produire, elle pre´sente quand meˆme
un inconve´nient. Les di↵e´rentes e´tapes de reconstruction nume´rique utilise´es dans [Lobino08,
Rahimi-Keshari11] ne garantissent pas que le processus obtenu soit physique (c’est-a`-dire com-
ple`tement positif et qui n’augmente pas la trace) [Anis12]. Ce proble`me peut eˆtre re´solu en uti-
lisant une reconstruction par maximum de vraisemblance, ne´cessitant une information a priori
[Anis12], mais qui ne permet plus de caracte´riser une boˆıte noire.
Limitations Dans notre cas, plusieurs contraintes limitent se´rieusement les possibilite´s d’une
tomographie de processus quantique pour caracte´riser la porte. D’une part, on ne peut pas
utiliser une approche de type qubit, ou` l’on conside`re que l’e´tat quantique appartient a` un
espace de dimension deux. En e↵et, meˆme si seulement deux e´tats |↵i et | ↵i sont utilise´s
en the´orie pour former un qubit, en pratique les imperfections de la porte font “sortir” l’e´tat
de ce sous-espace. De plus, une tomographie limite´e a` ce sous espace ne´cessiterait de pouvoir
pre´parer des superpositions parfaites d’e´tats cohe´rents, ce qui n’est pas du ressort des possibilite´s
expe´rimentales actuelles.
Une tomographie avec des e´tats cohe´rents pourrait eˆtre envisageable afin de surmonter ce
proble`me. Elle a d’ailleurs re´cemment e´te´ utilise´e pour la tomographie d’une soustraction photon
[Kumar12]. En revanche, comme montre´ dans l’annexe D, la prise en compte du filtrage de la
porte, non conside´re´e dans [Kumar12], ne´cessiterait d’e↵ectuer une tomographie multimode, qui
ne soit pas seulement limite´e au mode spatio-temporel de l’oscillateur local. Cela serait possible
en the´orie [Rahimi-Keshari11], mais outre les di culte´s expe´rimentales pour la mettre en œuvre,
il se pose le proble`me de savoir quels sont les modes qui devraient eˆtre utilise´s.
En fin de compte, une tomographie de processus quantique serait donc extreˆmement dif-
ficile a` re´aliser expe´rimentalement, et apporterait e´galement beaucoup plus d’information que
ne´cessaire, puisqu’elle ne´cessite de sonder une plus grande partie de l’espace des phases que celle
qui nous concerne. La me´thode que nous pre´sentons o↵re alors une alternative beaucoup plus
simple, en utilisant la mode´lisation de la porte que nous avons pre´sente´.
6.4.3 Utilisation de la mode´lisation de la porte
Puisque nous ne cherchons pas a` caracte´riser une boˆıte noire, mais bien l’action de la porte de
phase, nous pouvons utiliser une approche plus simple qu’une tomographie de processus quan-
tique, en utilisant notre mode´lisation de la porte pour simuler son action sur une superposition
initiale parfaite d’e´tats cohe´rents.
De cette manie`re, on peut s’a↵ranchir des imperfections dues au fait que l’e´tat initial n’est
pas parfaitement dans le sous espace {|↵i, | ↵i}. Puisque notre caracte´risation est oriente´e vers
une re´alisation expe´rimentale de la porte, nous conside´rons que le qubit initial peut quand meˆme
eˆtre “entoure´” de photons dans des modes non corre´le´s, qui de´clenchent l’APD pour une fraction
1 ⇠ des conditionnements. Le mode`le pre´sente´ dans l’annexe D montre comment relier ⇠ a` un
e´tat ⇢ˆdh⌦⇢ˆN, compose´ du qubit parfait ⇢ˆdh dans le mode de la de´tection homodyne, et de
photons non corre´le´s ⇢ˆN dans d’autres modes.
Nous utiliserons deux me´thodes pour caracte´riser la porte : la premie`re est un calcul de fide´lite´
pour chaque superposition initiale possible. Cette me´thode nous permet d’e´tudier la de´pendance
du fonctionnement de la porte par rapport a` l’e´tat initial utilise´. La seconde me´thode est base´e
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sur l’isomorphisme de Jamio lkowski [Jamiolkowski72], qui permet d’associer un e´tat quantique
a` un processus quantique, et d’utiliser une mesure de distances habituelle, telle que la fide´lite´,
pour comparer la re´alisation expe´rimentale au processus ide´al [Gilchrist05].
Mode´lisation nume´rique
Pour les deux me´thodes, nous aurons recours a` une mode´lisation nume´rique plutoˆt qu’a` un
calcul analytique. L’extraction des parame`tres expe´rimentaux a e´te´ faite en utilisant le mode`le
analytique simplifie´ pour l’e cacite´ du conditionnement, remplac¸ant l’APD par un ope´rateur
bˆ, donnant ne´anmoins de tre`s bons re´sultats. Cependant, afin d’e´tudier le comportement de la
porte et l’influence des di↵e´rents parame`tres, il est souhaitable de pouvoir changer le type de
de´tecteur en prenant en compte une e cacite´  , ou un compteur parfait |1ih1|. On veut aussi
pouvoir rajouter un de´placement pour simuler l’action d’une porte avec une phase di↵e´rente
de ⇡. Une e´tude nume´rique permet donc plus de souplesse, en utilisant la Quantum Optics
Toolbox pour Matlab, qui permet d’utiliser directement un formalisme d’ope´rateurs sur des
e´tats quantiques. Elle est de ce fait comple´mentaire et inde´pendante des calculs analytiques. De
cette manie`re, on peut tre`s facilement choisir le type d’e´tat initial ⇢ˆ, qui est selon les cas l’e´tat
produit par l’OPA, l’e´tat produit par l’OPA soustrait d’un photon, ou une superposition d’e´tats
cohe´rents parfaite. On peut ensuite choisir le type de de´tecteur utilise´ pour le conditionnement,
et calculer la fide´lite´ avec un e´tat cible.
Les di↵e´rents e´le´ments de la simulation sont re´sume´s ci-dessous.
– On fixe une dimension de l’espace de Hilbert N su samment grande pour ne´gliger les
e↵ets dus a` la troncature. En raison des nombreuses traces partielles, N=12 assure un
temps de calcul raisonnable avec des e↵ets de troncature ne´gligeables.
– Etat produit par l’OPA : l’e´tat produit par l’OPA avant trace partielle sur le mode
fictif de l’amplificateur parasite est
| opai = e r(aˆ⌦aˆ aˆ†⌦aˆ†)
h
e
r
2 (aˆ
2 aˆ†2)⌦I
i
|0i⌦|0i, (6.29)
ou` le deuxie`me mode correspond au mode fictif cˆ dans la description de la section
3.3.2. L’e´tat produit par l’OPA s’obtient en faisant la trace partielle sur le deuxie`me
mode :
⇢ˆopa = Tr2{| opaih opa|} (6.30)
– Superposition parfaite d’e´tats cohe´rents : un e´tat | ✓, i est obtenu tre`s facilement
avec
| ✓, i = N✓, 
h
cos(✓/2)Dˆ(↵)+ei  sin(✓/2)Dˆ( ↵)
i
|0i. (6.31)
– Ope´rateurs utilise´s pour le conditionnement : Une lame se´paratrice de transmission T
pour le premier mode est mode´lise´e par un ope´rateur
UˆBS(T ) = e
acos[
p
T ](aˆ†⌦aˆ aˆ⌦aˆ†). (6.32)
Le projecteur Pˆ de la de´tection est, selon les cas, soit
P
n[1 (1  )n]|nihn| pour une
APD avec une e cacite´  <1, soit I |0ih0| pour une APD parfaite, soit |1ih1| pour un
compteur de photon parfait.
Pour le de´placement, on utilise une lame se´paratrice de transmission Tdep et un e´tat
cohe´rent d’amplitude ↵dep=⇣/
p
1 Tdep, avec ⇣=  (1 
p
1+(✓ )2)/(2✓ ).
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– Conditionnement dans le bon mode : un conditionnement dans le bon mode est fina-
lement mode´lise´ par un ope´rateur
Eˆ =
h
I⌦Pˆ ⌦ I
i h
I⌦UˆBS(Tdep)
i h
UˆBS(T )⌦I
i
, (6.33)
ou` les modes correspondent respectivement au signal, a` la voie de conditionnement, et
a` l’e´tat de de´placement. En posant ⇢ˆtot=⇢ˆ⌦|0ih0|⌦|↵depih↵dep|, l’e´tat re´sultant de ce
bon conditionnement est
⇢ˆ3out =
Tr2,3{Eˆ⇢ˆtotEˆ
†}
Tr{Eˆ⇢ˆtotEˆ
†}
. (6.34)
– Conditionnement dans le mauvais mode : lorsque le conditionnement provient d’un
photon de´corre´le´ de ⇢ˆ, la transformation est simplement due au passage dans la pre-
mie`re lame se´paratrice de transmission T :
⇢ˆ7out = Tr2{UˆBS(T )[⇢ˆ⌦|0ih0|]Uˆ
†
BS(T )} (6.35)
– Etat total apre`s le conditionnement : on suppose qu’une fraction ⇠ est due a` un condi-
tionnement dans le bon mode, et qu’une fraction (1 ⇠) est due a` un conditionnement
dans un mauvais mode. L’e´tat total apre`s le conditionnement est donc
⇢ˆout = ⇠⇢ˆ
3
out + (1 ⇠)⇢ˆ7out (6.36)
Lorsque l’on applique la porte sur l’e´tat de l’OPA soustrait d’un photon, cela revient
a` appliquer ce conditionnement deux fois sur l’e´tat de l’OPA.
Notons que la quantum optics toolbox est un outils tre`s pratique, mais qui posse`de quelques
inconve´nients : lors d’une trace partielle, le re´sultat est le complexe conjugue´ du re´sultat
attendu. Il su t d’en tenir compte pour la phase de l’e´tat cohe´rent de de´placement.
6.5 Fide´lite´ pour un qubit initial parfait
6.5.1 Porte expe´rimentale
Avec cette premie`re me´thode de caracte´risation, on applique la mode´lisation de la porte
expe´rimentale sur un qubit initial parfait
| ✓, i = N✓, 
 
cos(✓/2)|↵i+ ei  sin(✓/2)| ↵i , (6.37)
avec N✓, =1/
p
1 + e 2|↵|2 sin ✓ cos . On note ⇢ˆout✓,  l’e´tat obtenu. La porte parfaite ajoute une
phase ', et transforme donc | ✓, i en | ✓, +'i. On calcule ensuite la fide´lite´ entre les deux e´tats,
en faisant varier ✓ et   :
F✓,  = h ✓, +'|⇢ˆout✓,  | ✓, +'i (6.38)
La figure 6.9 montre F✓,  pour une porte de phase '=⇡, en faisant varier T et ⇠ afin de voir
l’influence de ces parame`tres. La figure 6.10 montre les meˆmes calculs, pour une porte de phase
'=⇡/3. Dans tous les cas, le chaton initial a une taille ↵=0.92.
La fide´lite´ est tre`s proche de 1 aux poˆles, puisqu’on a des e´tats cohe´rents qui ne sont pas
transforme´s sous l’action de aˆ. La purete´ modale ⇠ n’a donc pas d’influence pour ces e´tats, qui
sont simplement le´ge`rement atte´nue´s par la transmission T . La fide´lite´ de´croˆıt ensuite a` mesure
que ✓ augmente, et est minimale pour ✓=⇡/2. Pour T=0.9, on remarque une forte directivite´ en
fonction de  , qui n’est pas la meˆme pour les deux valeurs de '. Pour une phase '=⇡, la fide´lite´
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Figure 6.9 – Fide´lite´ F✓, , pour une porte de phase '=⇡. Le de´tecteur est mode´lise´ par une
APD d’e cacite´  =0.1.
Figure 6.10 – Fide´lite´ F✓, , pour une porte de phase '=⇡/3. Le de´tecteur est mode´lise´ par une
APD d’e cacite´  =0.1.
est minimale lorsque l’e´tat initial est un chat pair ( =0), avec une valeur d’environ 0.75 pour
nos parame`tres expe´rimentaux. Pour '=⇡/3, c’est pour une phase   comprise entre ⇡/2 et ⇡,
qui de´pend des parame`tres de la porte. Cette directivite´ diminue ne´anmoins tre`s fortement pour
T=0.99.
On voit enfin que la purete´ modale ⇠ influe de manie`re importante sur la fide´lite´, sans toutefois
en changer la directivite´. Pour une purete´ modale de ⇠=1 et une forte transmission T=0.99, la
porte expe´rimentale donne des re´sultats tre`s proches de ceux de la porte ide´ale, avec une fide´lite´
proche de 1 pour toutes les superpositions.
6.5.2 Mode`le de porte simplifie´
Afin d’illustrer l’importance de ⇠ et d’expliquer une partie de la de´pendance en  , conside´rons
un mode`le de porte de phase ' simplifie´, agissant toujours sur une superposition initiale parfaite
| ✓, i. Avec une probabilite´ ⇠, la transformation re´alise´e est celle de la porte ide´ale donnant
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(a) (b) (c)
Figure 6.11 – Fide´lite´ entre une superposition | ⇡
2 , 
i et | ⇡
2 , +'
i (a) ↵=0.5 ; (b) ↵=0.92 ; (c)
↵=1.5.
| ✓, +'i, et avec une probabilite´ (1 ⇠) la transformation est l’identite´ :
⇢ˆth✓,  = ⇠| ✓, +'ih ✓, +'|+ (1 ⇠)| ✓, ih ✓, | (6.39)
Ce mode`le constitue un cas limite ide´al, en ne conservant que la purete´ modale comme imper-
fection. Prenons maintenant ✓=⇡/2, puisque nous avons vu que c’est la` ou` la porte est la moins
e cace. Le calcul de la fide´lite´ avec l’e´tat cible donne donc
h ⇡
2 , +'
|⇢ˆth⇡
2 , 
| ⇡
2 , +'
i = ⇠ + (1 ⇠)|h ⇡
2 , 
| ⇡
2 , +'
i|2 = F th ,'. (6.40)
Selon ce mode`le, la de´pendance selon   vient donc du recouvrement h ⇡
2 , 
| ⇡
2 , +'
i, et la
fide´lite´ est une fonction a ne de ⇠. Une plus grande valeur de ⇠ rehausse la fide´lite´, mais ne
modifie pas intrinse`quement sa de´pendance par rapport a`  , qui est juste amortie d’un facteur
1 ⇠. Lorsque ce recouvrement est ne´gligeable, ce qui n’est pas tout a` fait le cas pour ↵=0.92,
la fide´lite´ devient e´gale a` ⇠. Nous expliquons ainsi pourquoi elle est borne´e sur les figures 6.9 et
6.10 lorsque ⇠<1, meˆme en augmentant T .
Le recouvrement h ⇡
2 , 
| ⇡
2 , +'
i est montre´ sur la 6.11, pour plusieurs valeurs de ↵. Pour
↵=0.5, on note une tre`s forte de´pendance en  , provenant du recouvrement h↵| ↵i non ne´gli-
geable. A mesure que ↵ augmente, cette de´pendance disparaˆıt, et on peut tre`s facilement ve´rifier
que deux superpositions | ⇡
2 , 
i et | ⇡
2 , +'
i sont orthogonales pour '=⇡ quelle que soit   lorsque
l’on peut ne´gliger le recouvrement h↵| ↵i.
La figure 6.12 montre la fide´lite´ F th ,' pour plusieurs valeurs de ', pour ⇠=0.83, correspondant
a` des coupes de la figure 6.11 (b) et (c). C’est pour '=⇡ que la fide´lite´ |h ⇡
2 , 
| ⇡
2 , +'
i|2 est la
plus faible. Pour une phase de la porte ' plus faible, cette fide´lite´ est plus importante, et par
conse´quent F th ,' augmente aussi.
6.5.3 Fide´lite´s pour des superpositions de meˆme poids
Les figures 6.9 et 6.10 donnent une bonne repre´sentation du comportement ge´ne´ral d’une
porte de phase. Nous avons vu que c’est pour ✓=⇡/2 que la fide´lite´ est la moins bonne et qu’elle
est le plus sensible aux parame`tres de la porte. Afin d’e´tudier en de´tail leur influence, la figure
6.13 montre maintenant F⇡
2 , 
en fonction de  , pour plusieurs valeurs de ', T , ⇠, pour plusieurs
types de de´tecteurs, et pour le mode`le simplifie´ (6.40).
Pour chaque phase ', on retrouve le fait que la directivite´ est plus forte pour une plus
faible valeur de T . Cet e↵et est d’autant plus marque´ que le de´tecteur s’e´loigne d’un compteur
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Figure 6.12 – Fide´lite´ F th ,' pour plusieurs valeurs de ', pour ⇠=0.83 et (a) ↵=0.92 ; (b) ↵=1.5.
de photon, en e´tant maximal pour une APD imparfaite. Un compteur de photon, beaucoup
plus contraignant expe´rimentalement, n’est pourtant pas force´ment ne´cessaire, puisqu’il su t
d’avoir T=0.99 pour eˆtre tre`s proche de la mode´lisation (6.40). Le seul inconve´nient est que la
probabilite´ de succe`s diminue en 1 T .
Comme nous l’avons vu avec le mode`le simplifie´ (6.40), la purete´ modale ⇠ agit principalement
comme un facteur d’e´chelle sur la fide´lite´. Elle impose une borne supe´rieure, meˆme lorsque la
soustraction de photon est parfaite.
Ces observations s’appliquent e´galement pour les autres valeurs de ', pour lesquelles la
directivite´ est davantage lie´e au recouvrement h↵| ↵i6=0 (cf. Fig. 6.12).
La figure 6.14 montre ces meˆmes simulations pour ↵=1.5. On voit que la directivite´ par
rapport a`   a tre`s fortement diminue´, ce qui montre qu’elle provient bien principalement du
recouvrement h↵| ↵i. Les autres conclusions sur l’e↵et des di↵e´rents parame`tres sont similaires :
l’utilisation d’un compteur permet d’augmenter la fide´lite´, mais l’augmentation de T donne des
re´sultats comparables. On note par contre un plus grand e´cart entre les fide´lite´s obtenues avec
une APD imparfaite et un compteur lorsque T=0.9.
En conclusion, lorsque ↵ est trop faible pour pouvoir conside´rer que |↵i et | ↵i sont ortho-
gonaux, la directivite´ selon   provient de deux sources : la transmission T , et le recouvrement
h↵| ↵i. L’utilisation d’un compteur de photon permet de re´duire la directivite´ due a` T , mais
pas celle due au recouvrement, qui peut eˆtre importante selon '. Meˆme en utilisant une APD
imparfaite, on peut s’approcher tre`s vite du cas ide´al (6.40) en augmentant T . Lorsque ↵ aug-
mente, la directivite´ en   est nettement moins importante, et T agit davantage sur la valeur de
la fide´lite´.
6.5.4 Quelques calculs de fide´lite´
Nous avons compare´ l’action de la porte expe´rimentale et de la porte parfaite sur une su-
perposition initiale parfaite. Qu’en est-il lorsque l’on utilise nos e´tats expe´rimentaux ? Meˆme
si, comme nous l’avons de´ja` souligne´, cette comparaison est de´grade´e par les imperfections des
e´tats, elle nous permettra ne´anmoins de montrer quelques proprie´te´s inte´ressantes.
Pour le vide comprime´ expe´rimental La table 6.3 regroupe des valeurs de fide´lite´ entre
l’e´tat ⇢ˆ1out obtenu en appliquant la porte de phase ⇡ expe´rimentale sur le vide comprime´, et entre
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Figure 6.13 – Fide´lite´ F⇡
2 , 
en fonction de  , pour ↵=0.92 et de gauche a` droite pour chaque
sous-figure : ⇠=0.83 et T=0.9 ; ⇠=0.83 et T=0.99 ; ⇠=1 et T=0.9 ; ⇠=1 et T=0.99, pour plu-
sieurs parame`tres de la porte : APD avec une e cacite´  =0.1 (noir), APD avec une e cacite´
 =1 (bleu), compteur de photon parfait |1ih1| (jaune), porte the´orique mode´lise´e par (6.40),
correspondant a` la figure 6.12 (rose), et pour (a) '=⇡ ; (b) '=⇡/2 ; (c) '=⇡/3.
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Figure 6.14 – Fide´lite´ F⇡
2 , 
en fonction de  , pour ↵=1.5 et de gauche a` droite pour chaque
sous-figure : ⇠=0.83 et T=0.9 ; ⇠=0.83 et T=0.99 ; ⇠=1 et T=0.9 ; ⇠=1 et T=0.99, pour plu-
sieurs parame`tres de la porte : APD avec une e cacite´  =0.1 (noir), APD avec une e cacite´
 =1 (bleu), compteur de photon parfait |1ih1| (jaune), porte the´orique mode´lise´e par (6.40),
correspondant a` la figure 6.12 (rose), et pour (a) '=⇡ ; (b) '=⇡/2 ; (c) '=⇡/3.
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l’e´tat aˆ⇢ˆopaaˆ
† obtenu en appliquant une soustraction parfaite aˆ, qui est bien suˆr normalise´ pour
le calcul. Comme pre´ce´demment, on fait varier les trois parame`tres de la porte : T , ⇠, et le type
de de´tecteur. A chaque fois, on calcule aussi le chat parfait le plus ressemblant avec ⇢ˆ1out.
On voit que le type de de´tecteur influe tre`s peu sur la fide´lite´ avec aˆ⇢ˆopaaˆ
†. La faible di↵e´rence
observe´e pour T=0.9 et ⇠=0.83 devient insignifiante en augmentant T , ce qui revient a` re´duire
la probabilite´ que plus d’un photon soit re´fle´chi vers l’APD. Ceci nous confirme qu’une APD
imparfaite est su sante compte tenu de la qualite´ de nos e´tats produits. En revanche, le type
de de´tecteur influe un peu plus sur la fide´lite´ de l’e´tat produit avec un chat parfait, de manie`re
plus importante quand T=0.9 et ⇠=1.
On voit ensuite que la transmission T a surtout une influence sur la fide´lite´ avec un chat
parfait, davantage lorsque l’on utilise une APD avec  =0.1, mais qu’elle a tre`s peu d’influence
sur la fide´lite´ avec aˆ⇢ˆopaaˆ
†. Enfin, la` encore on retrouve le fait que le parame`tre ⇠ a le plus
d’influence, tant sur la fide´lite´ avec un chat parfait que sur la fide´lite´ avec aˆ⇢ˆopaaˆ
†, quel que soit
le type de de´tecteur utilise´.
Porte expe´rimentale Fide´lite´ Fide´lite´ maximale
applique´e sur ⇢ˆopa avec avec un chat parfait
T ⇠ Me´thode aˆ⇢ˆopaaˆ
† Fide´lite´ max ↵max
0.9 0.83 APD  =0.1 0.94 0.58 0.92
0.9 0.83 APD  =1 0.95 0.60 0.92
0.9 0.83 Compteur 0.96 0.63 0.92
0.9 1 APD  =0.1 0.99 0.69 0.92
0.9 1 APD  =1 0.99 0.72 0.92
0.9 1 Compteur 0.99 0.76 0.92
0.99 0.83 APD  =0.1 0.96 0.64 0.96
0.99 0.83 APD  =1 0.96 0.64 0.96
0.99 0.83 Compteur 0.96 0.64 0.96
0.99 1 APD  =0.1 0.99 0.76 0.96
0.99 1 APD  =1 ⇠1 0.76 0.96
0.99 1 Compteur ⇠1 0.77 0.96
Porte the´orique aˆ 1 0.77 0.96
Table 6.3 – Calculs de fide´lite´ pour l’action de la porte de phase ⇡ expe´rimentale sur le vide
comprime´ produit par l’OPA.
Influence de  
Ces calculs de fide´lite´ peuvent paraitre un peu contradictoires, e´tant donne´s les re´sultats de
la section 6.5.1 avec des superpositions parfaites en entre´e de la porte. Par exemple, pour ⇠=0.83
et T=0.9, la fide´lite´ avec aˆ⇢ˆopaaˆ
† est de 0.94, alors qu’elle est d’environ 0.74 lorsqu’on applique
la meˆme porte expe´rimentale sur une superposition parfaite |+i/|↵i+| ↵i (cf. Fig. 6.9).
De manie`re un peu surprenante, ce comportement peut eˆtre impute´ au bruit rajoute´ par  .
Deux tests permettent de s’en assurer : le premier est de rajouter ce bruit a` une superposition
initiale parfaite |+i en utilisant l’ope´rateur Sˆ2( r) de´finit par (2.149), donnant un e´tat initial
⇢ˆ  . Les fide´lite´s obtenues sont pre´sente´es sur la figure 6.15. On remarque par exemple que pour
des parame`tres T=0.9, ⇠=0.83, et une APD avec  =0.1 :
– Sans ajout de bruit, la fide´lite´ entre l’e´tat de sortie de la porte et aˆ|+i vaut 0.74, comme
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Figure 6.15 – Premier exemple illustrant l’e↵et de   sur l’action de la porte.. L’e´tat ⇢ˆ  est
obtenu en utilisant l’ope´rateur Sˆ2( r) de´finit par (2.149), avec  r=0.3⇥0.46.Les fle`ches oranges
correspondent a` la fide´lite´ entre les deux e´tats pointe´s, dont la valeur est donne´e pour deux
re´alisations expe´rimentales de la porte : T=0.9 et ⇠=0.83 (noir), et T=0.99 et ⇠=1 (violet).
Dans les deux cas, l’APD est d’e cacite´  =0.1. L’amplitude des e´tats |+i et | i est ↵=0.92.
le montre la figure 6.9.
– Avec  r=0.46⇥0.3, la fide´lite´ entre l’e´tat de sortie de la porte et aˆ|+i diminue et vaut
maintenant 0.68. En revanche, la fide´lite´ avec aˆ⇢ˆ aˆ
† vaut 0.88.
Le second exemple est donne´ par la table 6.4, ou` l’on calcule la fide´lite´ avec aˆ⇢ˆopaaˆ
† pour
la porte expe´rimentale applique´e sur ⇢ˆopa, et le chat parfait maximisant la fide´lite´ avec l’e´tat de
sortie. En diminuant  , on observe que la fide´lite´ avec aˆ⇢ˆopaaˆ
† diminue, et atteint une valeur
de 0.73 pour  =0, comparable a` celle obtenue pour un e´tat initial |+i. Dans ce cas, le vide
comprime´ a une fide´lite´ de 0.999 avec un |+i d’amplitude ↵=0.55. Il est donc normal que les
re´sultats soient comparables a` ceux utilisant une superposition initiale parfaite. On remarque
e´galement que l’e´tat de sortie est plus proche d’un e´tat | i quand   diminue.
Porte expe´rimentale Fide´lite´ Fide´lite´ maximale
applique´e sur ⇢ˆopa avec avec un chat parfait
T ⇠ Me´thode   aˆ⇢ˆopaaˆ
† Fide´lite´ max ↵max
0.9 0.83 APD  =0.1 0.46 0.94 0.58 0.92
0.30 0.91 0.66 0.92
0.20 0.87 0.70 0.92
0.1 0.82 0.72 0.92
0 0.73 0.73 0.92
Table 6.4 – Deuxie`me exemple illustrant l’e↵et de   sur l’action de la porte.
En conclusion, ces deux exemples illustrent le fait que   re´duit la fide´lite´ avec l’e´tat cible
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de la porte, qui est | i/aˆ|+i, mais il augmente la fide´lite´ avec l’e´tat produit par l’action de
l’ope´rateur aˆ sur l’e´tat initial. Dans ce cas, la porte remplit moins bien son roˆle de porte de
phase, puisque l’e´tat soustrait d’un photon correspond moins a` l’e´tat | i.
La qualite´ de la soustraction de photon n’est donc pas toujours lie´e a` la qualite´ de la re´a-
lisation de la porte de phase, sauf quand l’e´tat initial est une superposition d’e´tats cohe´rents
parfaite.
6.6 Fide´lite´ avec une porte ide´ale
6.6.1 Principe
Associer un e´tat quantique a` un processus quantique
La me´thode de´crite dans la section 6.5 permet de comparer l’action de la porte expe´rimentale
et de la porte the´orique, pour un qubit initial donne´. Voyons maintenant comment caracte´riser
la porte avec un seul nombre, nous renseignant sur sa qualite´ globale, inde´pendamment de l’e´tat
initial.
Selon l’isomorphisme de Jamio lkowski [Jamiolkowski72], un processus quantique E agissant
dans un espace de dimension d, peut eˆtre associe´ a` un e´tat quantique ⇢ˆE , de´fini par
⇢ˆE = [I⌦E ](| ih |), (6.41)
ou` | i= 1p
d
Pd
j=1 |ji|ji est un e´tat maximalement intrique´, associe´ a` une base {|ji}. Illustrons
cette proprie´te´ avec l’exemple d’un processus agissant sur un qubit, dans un espace de dimension
deux. Un choix possible d’e´tat maximalement intrique´ est | +i= 1p
2
(|+i|+i+| i| i). En notant
|µih⌫|=⇢ˆµ⌫ , avec µ, ⌫=+ ou  , l’e´tat ⇢ˆE est alors e´gal a`
⇢ˆE =
1
2
⇥
⇢ˆ++⌦E(⇢ˆ++) + ⇢ˆ  ⌦E(⇢ˆ  ) + ⇢ˆ+ ⌦E(⇢ˆ+ ) + ⇢ˆ +⌦E(⇢ˆ +)
⇤
(6.42)
On peut ensuite retrouver l’e´volution d’un e´tat quelconque | i=x|+i+y| i, en calculant la
fide´lite´ entre ⇢ˆE et | ⇤i=x⇤|+i+y⇤| i :
h ⇤|⇢ˆE | ⇤i / |x|2E(⇢ˆ++) + |y|2E(⇢ˆ  ) + xy⇤E(⇢ˆ+ ) + yx⇤E(⇢ˆ +) (6.43)
L’isomorphisme de Jamio lkowski est en quelque sorte une application du paralle´lisme quan-
tique, ou` ⇢ˆE contient l’e´volution de tous les e´tats a` la fois. On peut ensuite de´finir une mesure
de distance entre deux processus quantiques E1 et E2, en calculant la fide´lite´ entre leurs e´tats
correspondant [Gilchrist05] :
 (E1, E2) = F(⇢ˆE1 , ⇢ˆE2) (6.44)
Application a` la porte de phase
Dans notre cas, on peut de´finir une action similaire a` cet isomorphisme, en se restreignant
au sous espace du qubit pour l’e´tat initial. En d’autres termes, meˆme s’il faudrait prendre en
compte tout l’espace des phases pour associer un e´tat ⇢ˆE a` la porte de phase, la restriction a` un
e´tat initial contenu dans le sous espace ge´ne´re´ par |↵i et | ↵i nous permet de caracte´riser la
porte la` ou` elle est cense´e fonctionner.
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Les e´tats |+i=N+(|↵i+| ↵i) et | i=N (|↵i | ↵i) constituent une base orthogonale de ce
sous espace, sur laquelle on peut de´composer l’e´tat d’un qubit quelconque
x|↵i+ y| ↵i = a|+i+ b| i. (6.45)
Nous pouvons donc “sonder” la porte expe´rimentale en l’appliquant sur un mode de | +i. Le
choix de cet e´tat en particulier n’a pas d’influence, car nous montrerons dans la section suivante
que les re´sultats sont inde´pendants de l’e´tat maximalement intrique´ utilise´. Nous noterons ⌅ˆ
l’e´tat obtenu.
La porte ide´ale transforme | +i en
|⌦i= [I⌦aˆ+ )]| 
+i
k [I⌦(aˆ+ )]| +i k . (6.46)
ou`   fixe la phase ' de la porte, comme montre´ dans la section 6.2.2. Remarquons que pour
'=⇡ (et donc  =0), cet e´tat di↵e`re de | +i= 1p
2
(|+i| i+| i|+i), car |↵i+| ↵i et |↵i | ↵i
ont des coe cients de normalisation di↵e´rents. On montre en e↵et que leur fide´lite´ est donne´e
par
F = |h⌦| +i|2 = 1
2
(1+ tanh(2↵2)) (6.47)
Pour notre valeur ↵=0.92, F=0.967 (figure 6.16).
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Figure 6.16 – Fide´lite´ F entre |⌦i et | +i.
La fide´lite´ “de processus” entre la porte expe´rimentale et la porte the´orique s’obtient finale-
ment avec
F=h⌦|⌅ˆ|⌦i. (6.48)
6.6.2 Simulations pour la porte de phase
Pour nos valeurs expe´rimentales de la porte de phase ⇡ (T=0.9, ⇠=0.83, APD avec  =0.1),
nous trouvons une fide´lite´ F=0.78±0.04. La figure 6.17 montre les re´sultats obtenus pour d’autres
valeurs de ⇠, en conside´rant plusieurs configurations expe´rimentales.
Pour le mode`le simplifie´ (6.40), on voit imme´diatement que la fide´lite´ est e´gale a`
h⌦|
⇣
⇠|⌦ih⌦|+ (1 ⇠)| +ih +|
⌘
|⌦i = ⇠ + (1 ⇠)|h⌦| +i|2, (6.49)
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qui est e´gale a` ⇠ pour '=⇡ car h⌦| +i=0. La purete´ modale ⇠ apparaˆıt donc comme une carac-
te´ristique fondamentale de la porte, en s’interpre´tant comme la fide´lite´ entre la porte parfaite,
et la “meilleure porte expe´rimentale possible”, compte tenu du filtrage imparfait. La figure 6.17
montre qu’une transmission T=0.99 permet quasiment d’atteindre cette borne supe´rieure.
Les figures 6.18 et 6.19 montrent le calcul de F pour deux autres phases ', respectivement
e´gales a` ⇡/2 et ⇡/3. Pour une valeur de ⇠ infe´rieure a` 1, il existe toujours une borne supe´rieure
pour F , mais qui est cette fois supe´rieure a` ⇠, puisque h⌦| +i6=0 si ' 6=⇡.
On s’attend donc a` ce que, pour une une valeur de ⇠ donne´e, la borne supe´rieure de F
augmente quand ' diminue. C’est bien ce qui est observe´ sur la figure 6.20. On remarque
e´galement qu’une valeur de T trop faible peut re´duire la fide´lite´ pour de faibles valeurs de '.
En e↵et, lorsque ' est faible, l’e´tat en sortie de la porte parfaite est peu di↵e´rent de celui en
entre´e, et peut meˆme lui ressembler davantage que celui produit par une soustraction avec une
valeur de T trop faible. Dans ce cas, la contribution du bon conditionnement a` F diminue. En
augmentant T et la qualite´ de la soustraction, on ame´liore la qualite´ de l’e´tat conditionne´ et on
retrouve bien une fide´lite´ F qui tend vers 1 pour '!0.
6.6.3 Invariance du choix de l’e´tat maximalement intrique´
Montrons maintenant que le calcul de F ne de´pend pas du choix de l’e´tat maximalement
intrique´ que l’on utilise. Conside´rons pour cela un e´tat plus ge´ne´ral
| i= 1p
2
⇣
|+i|µi+ ei | i|⌫i
⌘
, (6.50)
ou` |µi correspond a` |+i ou | i, alors que |⌫i correspond a` l’e´tat oppose´ : |⌫i=| µi. L’action
de la porte E de´crivant l’action de la porte peut eˆtre de´compose´e en deux parties non line´aires
(annexe D), correspondant au bon et au mauvais conditionnement
E = ⇠E3 + (1  ⇠)E7 (6.51)
Conside´rons maintenant le bon conditionnement E3, le raisonnement e´tant similaire pour
E7. Pour un e´tat initial ⇢ˆ=Px,y=+,  cxy|xihy|, la non line´arite´ de E3 ne provient que de la
normalisation, qui de´pend de ⇢ˆ. On peut en revanche conside´rer une action non normalise´e E˜3,
produisant un e´tat E˜3(⇢ˆ) qui est ensuite normalise´ par sa trace :
E3(⇢ˆ)= E˜
3(⇢ˆ)
Tr{E˜3(⇢ˆ)} (6.52)
Appelons ⇣xy l’action de E˜3 sur l’ope´rateur |xihy|. Sous l’action de I⌦E˜3, l’e´tat | ih | est
transforme´ en :
 ˜ =
1
2
 |+ih+|⌦⇣µµ + | ih |⌦⇣⌫⌫ + ei | ih+|⌦⇣⌫µ + e i |+ih |⌦⇣µ⌫  (6.53)
En remarquant ensuite que (aˆ+ )|µi=(↵+ ) NµNµ,' |µ,'i, avec |+,'i=N+'(|↵i+ei'| ↵i) et
| ,'i=N '(|↵i ei'| ↵i), et en introduisant cµ'=( NµNµ,' )2, l’e´tat produit par la porte ide´ale
s’e´crit :
|⌦i = [I⌦ (aˆ+ )]| ik [I⌦ (aˆ+ )]| i k (6.54a)
=
1p
cµ'+c⌫'
 p
cµ'|+i|µ,'i+ ei pc⌫'| i|⌫,'i
 
(6.54b)
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Figure 6.17 – Fide´lite´ F pour une porte de phase '=⇡, en fonction de ⇠, pour T=0.9 (noir),
T=0.99 (bleu) et la porte mode´lise´e par (6.40). ↵=0.92. Le point rouge correspond a` nos para-
me`tres, et le point noir a` la limite atteignable pour notre valeur de ⇠.
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Figure 6.18 – Fide´lite´ F pour une porte de phase '=⇡/2, en fonction de ⇠, pour T=0.9 (noir),
T=0.99 (bleu) et la porte mode´lise´e par (6.40) (violet). ↵=0.92.
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Figure 6.19 – Fide´lite´ F pour une porte de phase '=⇡/3, en fonction de ⇠, pour T=0.9 (noir),
T=0.99 (bleu) et la porte mode´lise´e par (6.40) (violet). ↵=0.92.
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Figure 6.20 – Fide´lite´ F en fonction de ', pour T=0.9 (noir), T=0.99 (bleu) et la porte
mode´lise´e par (6.40) (violet). ↵=0.92 et ⇠=0.83.
On conside`re ensuite la fide´lite´ entre l’e´tat normalise´  = ˜/Tr{ ˜} et |⌦i, qui s’e´crit :
h⌦| |⌦i = (6.55a)
1
2Tr{ ˜}(cµ'+c⌫')
 
cµ'hµ,'|⇣µµ|µ,'i+c⌫'h⌫,'|⇣⌫⌫ |⌫,'i+pcµ'c⌫'[h⌫,'|⇣⌫µ|µ,'i+hµ,'|⇣µ⌫ |⌫,'i]
 
(6.55b)
Cette expression est syme´trique en µ et ⌫, et ne de´pend pas de  . Le meˆme raisonnement avec
E˜7 permet de conclure que l’expression (6.48) est bien inde´pendante du choix de | i.
6.7 Conclusion
Le calcul quantique avec des superpositions d’e´tats cohe´rents est une technique prometteuse,
puisqu’elle associe des avantages propres aux variables discre`tes et continues. Dans un circuit
quantique, les algorithmes sont de´compose´s en portes quantiques e´le´mentaires agissant sur un
ou deux qubits. Une condition ne´cessaire pour pouvoir imple´menter plusieurs portes est qu’elles
pre´sentent peu de de´fauts par rapport a` la porte ide´ale.
Dans ce chapitre, nous avons pre´sente´ une me´thode simple afin de caracte´riser une porte
de phase. Nous l’avons imple´mente´ expe´rimentalement pour une phase ⇡, ce qui nous a permis
d’extraire les parame`tres d’un mode`le donnant de tre`s bons re´sultats. Nous avons ensuite utilise´
ce mode`le afin de simuler l’action de la porte sur un qubit initial parfait, de manie`re a` se´parer
les imperfections propres a` la porte des imperfections du qubit initial. Cette me´thode empirique
pre´sente l’avantage de ne pas ne´cessiter une tomographie de processus quantique, lourde a` mettre
en œuvre, et qui de plus est di cilement compatible avec le mauvais filtrage des APD. Elle est
e´galement relativement inde´pendante de la qualite´ des e´tats utilise´s pour tester la porte, du
moment que l’on dispose d’une mode´lisation ade´quate.
Nous avons caracte´rise´ la porte de deux manie`res : en calculant la fide´lite´ entre les e´tats
produits par la porte mode´lise´e et par la porte the´orique, pour une superposition initiale quel-
conque ; et en conside´rant l’action de la porte sur une moitie´ d’e´tat intrique´, afin de lui associer
un seul nombre caracte´risant sa qualite´ globale. Nous obtenons une valeur F=0.78.
Notre e´tude a permis de souligner l’importance de la purete´ modale ⇠, qui apparaˆıt comme
le principal facteur limitant la fide´lite´, et la qualite´ de la porte. Pour la porte de phase ⇡, nous
avons vu que c’est une borne supe´rieure pour F .
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Son ame´lioration passe par un syste`me de filtrage plus e cace, ou une diminution des photons
“parasites” en ame´liorant les e´tats produits par l’OPA.
Troisie`me partie
Re´sultats the´oriques : amplificateur
sans bruit en cryptographie
quantique
139
140
Chapitre 7
Cryptographie quantique
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7.1 Introduction
La cryptographie quantique, ou distribution quantique de cle´ (QKD), fait certainement partie
des applications les plus abouties en information quantique. Le principe est de distribuer une
chaˆıne de bits secre`te entre deux acteurs – Alice et Bob – en utilisant un canal quantique controˆle´
par un espion – Eve – et des communications classiques [Scarani09, Gisin02]. Depuis le fameux
protocole BB84 [Bennett84], de nombreux protocoles ont vu le jour et ont fait l’objet d’e´tudes
approfondies, a` la fois the´oriques afin d’estimer les taux secrets accessibles, et expe´rimentales,
conduisant aux premie`res applications commerciales de l’information quantique.
Tous ces protocoles, base´s sur des variables discre`tes ou continues, sont fonde´s sur une ide´e
commune particulie`rement simple et e´le´gante. En vertu du the´ore`me de non clonage [Wootters82]
et/ou des relations d’incertitude de Heisenberg, Eve ne peut pas intercepter la communication
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quantique sans introduire un minimum de bruit sur les mesures d’Alice ou de Bob. De ce fait,
l’information qu’elle acquiert peut eˆtre estime´e et prise en compte pour extraire une cle´ secre`te.
Ce chapitre pre´sente les principes ge´ne´raux de la distribution quantique de cle´, en se concen-
trant sur le protocole introduit par F. Grosshans et P. Grangier (GG02) [Grosshans02b], pour
lequel nous e´tudierons l’utilisation d’un amplificateur sans bruit dans le chapitre 10. Nous
pre´senterons e´galement quelques autres protocoles de QKD, sans toutefois pre´tendre a` l’ex-
haustivite´. Le lecteur de´sirant une introduction plus comple`te pourra consulter les re´fe´rences
[Scarani09, Gisin02, Cerf07, Nielsen00].
7.1.1 La cryptographie classique
Principe
La cryptographie est l’art de coder un message de manie`re a` ce qu’il ne soit de´chi↵rable
que par les personnes auxquelles il est destine´. Elle fait partie de la cryptologie, qui comprend
aussi la cryptanalyse, l’art de de´chi↵rer un message code´. Si son utilisation remonte a` plusieurs
mille´naires, les me´thodes ont naturellement beaucoup e´volue´es avec les technologies disponibles.
Les premie`res techniques ancestrales de codage reposaient pour la plupart sur le secret de la
me´thode utilise´e. Par exemple, le code de Ce´sar consistait a` de´caler les lettres du message d’un
pas fixe. Si le meˆme pas est toujours utilise´, il su t d’avoir une table de correspondance entre
les di↵e´rents caracte`res pour de´chi↵rer le message code´. Une telle me´thode montre toutefois vite
ses limites : lorsque la technique de codage est de´couverte, il devient facile de de´chi↵rer tous les
anciens messages.
De nos jours, les me´thodes de cryptographie ne se basent plus sur le secret de la me´thode de
cryptage, et sont pour la plupart publiques 1 afin de pouvoir en de´celer les limites graˆce au travail
de la communaute´ scientifique. Le message est crypte´ en lui appliquant des modifications qui
de´pendent d’une cle´ secre`te, produisant un cryptogramme. La se´curite´ du cryptage repose alors
sur l’impossibilite´, ou du moins la di culte´, a` de´chi↵rer le cryptogramme sans avoir connaissance
de la cle´ utilise´e. On parle de se´curite´ inconditionnelle lorsque le cryptogramme est impossible a`
de´chi↵rer sans la cle´, quelle que soit la technologie disponible. Dans le cas contraire, le de´chi↵rage
n’est pas impossible, mais seulement “tre`s di cile”, compte tenu de la technologie mate´rielle
et/ou algorithmique disponible. On distingue deux grandes familles de codage, dites syme´trique
et asyme´trique, en fonction du type de cle´ utilise´.
Codage syme´trique et asyme´trique
Le codage syme´trique utilise une cle´ secre`te identique pour l’e´metteur et le destinataire. Le
code de Vernam (ou code a` masque jetable, One time pad) en est un exemple tre`s simple, tout
en e´tant inconditionnellement suˆr. La cle´ consiste en une chaine de bits de la meˆme longueur que
le message a` transmettre, ge´ne´re´s ale´atoirement. Les bits du message et de la cle´ sont ensuite
additionne´s (modulo 2) a` l’aide d’un XOR pour former le cryptogramme. Le de´chi↵rage se fait
de la meˆme manie`re, en additionnant le cryptogramme et la cle´. Il est assez intuitif que ce code
soit parfaitement inde´chi↵rable : puisque chaque bit de la cle´ est ale´atoire, chaque bit du message
chi↵re´ l’est e´galement, a` condition que la cle´ ne soit utilise´e qu’une seule fois. De manie`re plus
ge´ne´rale, C. Shannon a montre´ qu’un cryptage ne peut eˆtre inconditionnellement suˆr que si
la cle´ est au moins aussi longue que le message [Shannon49]. Lorsque cela n’est pas le cas, la
se´curite´ repose sur des limitations technologiques, mais de tre`s bons niveaux de se´curite´ peuvent
1. Seuls certains protocoles militaires ne sont pas rendus publiques.
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eˆtre atteints avec les me´thodes les plus re´centes. Par exemple un cryptage syme´trique de type
AES [NIST01] avec une cle´ de 128 bits ne´cessiterait de´ja` des milliards d’anne´es de calcul avec
la puissance des ordinateurs actuels, en utilisant une me´thode de type force brute ou` chaque cle´
possible est teste´e.
Un des inconve´nients majeur du cryptage syme´trique est que la cle´ doit eˆtre au pre´alable
connue de l’e´metteur et du destinataire. Des solutions existent : pour les donne´es sensibles
exigeant un secret absolu, les cle´s peuvent par exemple eˆtre e´change´es par valise diplomatique.
Mais il est e´vident que ce dispositif n’est pas le plus e cace pour e↵ectuer ses achats sur internet !
Le codage asyme´trique permet de s’a↵ranchir de ce dernier point. Supposons qu’Alice sou-
haite envoyer un message a` Bob. Bob va alors ge´ne´rer deux cle´s : une premie`re qu’il garde
secre`tement pour lui, et une seconde qu’il di↵use publiquement. Alice utilise ensuite la cle´ pu-
blique pour crypter son message, qu’elle envoie a` Bob. Ce dernier le de´chi↵re enfin en utilisant
sa cle´ secre`te. Graˆce a` cette me´thode, il n’est plus ne´cessaire de partager une cle´ secre`te au
pre´alable. Le chi↵rement asyme´trique est couramment utilise´ sur internet, avec par exemple le
codage RSA [Rivest78].
L’inconve´nient du codage RSA est que sa se´curite´ n’est pas re´ellement prouve´e. Elle repose
principalement sur une conjecture mathe´matique, selon laquelle il ne serait pas possible de
factoriser un nombre en un temps polynomial. Mais, contrairement au codage syme´trique, une
avance´e mathe´matique majeure pourrait mettre a` plat sa se´curite´. Celle ci serait e´galement
fortement compromise si le de´veloppement des ordinateurs quantiques atteint un stade leur
permettant d’imple´menter l’algorithme de Shor [Shor97]. Notons e´galement que le chi↵rement
asyme´trique ne´cessite des cle´s plus grandes que le chi↵rement syme´trique.
7.1.2 La cryptographie quantique
Principe
La cryptographie quantique, ou distribution quantique de cle´ (QKD), consiste a` utiliser les
proprie´te´s de la physique quantique pour e´changer une cle´ secre`te entre deux acteurs distants,
traditionnellement appele´s Alice et Bob, dans un environnement controˆle´ par un Espion, Eve.
Par hypothe`se, Eve n’est limite´e que par les lois de la physique, et dispose de tout l’arsenal
technologique qu’il puisse eˆtre possible de concevoir, en particulier des me´moires quantiques,
des amplificateurs limite´s au bruit de photon, des de´tecteurs parfaits, etc... Cette hypothe`se,
suˆrement tre`s pessimiste pour Alice et Bob compte tenu de la technologie actuelle, permet de
s’assurer que le secret de la cle´ n’est pas duˆ a` une quelconque limitation technologique qui puisse
eˆtre surmonte´e dans le futur.
Tout protocole de cryptographie quantique peut se de´composer en deux e´tapes (Fig. 7.1).
La premie`re est l’e´tape “quantique”, ou` Alice et Bob s’e´changent et mesurent des e´tats quan-
tiques a` travers un canal quantique, afin de cre´er des donne´es corre´le´es. Ces e´tats ne doivent
pas tous eˆtre orthogonaux entre eux, afin qu’Eve ne puisse pas les mesurer sans introduire de
bruit, ou les discriminer parfaitement. En ge´ne´ral, Alice choisit ale´atoirement des e´tats parmi
un ensemble discret (par exemple, BB84 quatre e´tats de polarisation [Bennett84]) ou continu
(par exemple, GG02 utilise une modulation gaussienne d’e´tats cohe´rents [Grosshans02b]). Cette
premie`re e´tape quantique peut eˆtre re´alise´e en utilisant di↵e´rentes proprie´te´s du champ e´lectro-
magne´tique, comme son amplitude, sa polarisation, ou encore le nombre de photons, donnant
lieu aux di↵e´rents protocoles.
La seconde e´tape est une e´tape purement classique. Alice et Bob e´changent des informations a`
propos de leurs donne´es a` travers un canal de communication classique, afin de les transformer en
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Figure 7.1 – Sche´ma ge´ne´ral d’un protocole de QKD.
une chaˆıne de bits parfaitement secre`te et inconnue d’Eve. Le canal classique doit eˆtre authentifie´,
ce qui signifie qu’Eve peut seulement e´couter la conversation, mais ne peut pas se faire passer
pour Alice ou Bob.
Terminons cette introduction par une remarque importante. Un protocole de QKD n’est
utilise´ que pour transmettre une cle´, servant ensuite a` coder le message, mais la cle´ en elle
meˆme ne contient pas d’information. Un protocole inconditionnellement suˆr signifie que l’espion
n’a aucune information sur cette cle´, mais cela ne garantit pas une se´curite´ inconditionnelle du
cryptage, qui ne sera atteinte que si la cle´ est aussi longue que le message, et n’est utilise´e qu’une
seule fois.
7.2 Principes ge´ne´raux de cryptographie quantique
Afin de pouvoir estimer les taux de cle´s qu’il est possible de transmettre, il est ne´cessaire de
formaliser les actions potentielles d’Eve. Ces hypothe`ses sont communes a` tous les protocoles de
QKD.
7.2.1 Hypothe`ses sur le controˆle de l’environnement
Les premie`res hypothe`ses concernent le controˆle de l’environnement utilise´ par Alice et Bob :
– Controˆle complet du canal quantique : Eve peut par exemple remplacer le canal quantique
imparfait (avec des pertes, du bruit, etc...) par un canal quantique parfait. Elle peut
ensuite e↵ectuer des ope´rations (interaction avec les e´tats envoye´s par Alice, mesures,...)
qui introduirons les meˆmes imperfections que le canal quantique imparfait du point de vue
d’Alice et Bob, mais qui lui fourniront des informations sur la communication quantique.
Pour cette raison, les imperfections du canal sont par hypothe`se toujours a` l’avantage
d’Eve.
– Pas de limite sur les capacite´s de calcul : Eve peut extraire le maximum d’information de
ses mesures sans eˆtre limite´e par l’e cacite´ d’algorithmes ou par la puissance de calcul
pour y parvenir.
– Espionnage du canal classique sans modifier les messages : Eve e´coute la communication
classique, mais ne peut pas la modifier. Cette hypothe`se est indispensable et ne pose
aucun proble`me, il su t qu’Alice et Bob disposent d’une petite cle´ secre`te au pre´alable
pour l’authentification [Renner05b, Weedbrook12].
– Pas d’acce`s aux installations d’Alice et de Bob : naturellement, si Eve peut acce´der a` l’or-
dinateur d’Alice ou de Bob, toute communication crypte´e devient inutile car il n’y a plus
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rien a` cacher. Moins na¨ıvement, cela signifie aussi que les imperfections des de´tecteurs
d’Alice et de Bob ne sont pas attribue´es a` Eve. Cette hypothe`se, relativement raisonnable
permet meˆme d’augmenter le taux secret en ajoutant du bruit chez Bob [Garc´ıa-Patro´n09].
Notons cependant qu’en pratique, il est possible qu’Eve utilise des imperfections technolo-
giques pour acque´rir de l’information. Elle peut par exemple endommager le de´tecteur de
Bob [Gerhardt11], ou surveiller le re´seau e´lectrique pour y de´celer l’action d’un composant
e´lectronique re´ve´lant des informations sur la communication quantique. Ces “side chan-
nels” peuvent eˆtre pris en compte dans les preuves de se´curite´, mais leur diversite´ rend la
taˆche particulie`rement complexe.
7.2.2 Types d’attaques
Les autres hypothe`ses concernent le type d’attaques qu’Eve peut imple´menter. On en dis-
tingue trois :
– Attaques individuelles : ce sont les attaques les plus simples. Eve interagit avec chaque e´tat
envoye´ par Alice, et dispose d’une me´moire quantique pour stocker ses e´tats et les mesurer
individuellement. Cette me´moire permet d’attendre que bob re´ve`le le type de mesure qu’il
a e↵ectue´ si le protocole de QKD le ne´cessite.
– Attaques collectives : Eve interagit toujours individuellement avec chaque e´tat envoye´ par
Alice, mais peut attendre que le post-processing classique soit termine´ pour faire des
mesures collectives sur ses e´tats stocke´s dans une me´moire quantique.
– Attaques cohe´rentes : ce sont les attaques les plus puissantes, ou` Eve n’est limite´e que par
les lois de la physique quantique. Elle peut pre´parer un ensemble de ressources intrique´es
stocke´es dans une me´moire quantique, qu’elle fait interagir avec chaque e´tat envoye´ par
Alice, et ensuite attendre que le post-processing soit termine´ et faire des mesures collectives.
La se´curite´ contre ce type d’attaques garantit une se´curite´ inconditionnelle du protocole
de QKD. Dans ce cas, on dit aussi qu’un protocole est inconditionnellement suˆr.
Nous de´taillerons le calcul du taux secret pour le protocole GG02 dans la section suivante.
Pour les autres protocoles, le lecteur pourra consulter les re´fe´rences [Scarani09, Weedbrook12,
Garc´ıa-Patro´n07] pour une pre´sentation plus de´taille´e des protocoles gaussiens.
7.3 Quelques protocoles
7.3.1 Variables discre`tes
Les protocoles avec des variables discre`tes o↵rent en ge´ne´ral de meilleures performances que
les protocoles a` variables continues que nous pre´sentons ci-dessous, car ils sont moins sensibles
au bruit. Lorsqu’un photon est perdu a` cause des pertes, il ne va simplement pas contribuer
a` e´tablir la cle´, alors que pour les variables continues, les pertes se traduisent par une contri-
bution du vide lors des mesures homodynes. De ce fait, un e´change de cle´ est possible pour
des distances de l’ordre de la centaine de kilome`tres. Les protocoles les plus connus sont par
exemple BB84 [Bennett84], ou E91 base´ sur une distribution d’intrication [Ekert91]. Pour BB84,
Alice envoie ale´atoirement a` Bob un photon dans un des quatre e´tats de polarisation |Hi, |V i,
|+i= 1p
2
(|Hi+|V i), ou | i= 1p
2
(|Hi |V i). Ce dernier choisit ale´atoirement une base de mesure
{|Hi, |V i} ou {| i, |+i}, qu’il re´ve`le ensuite a` Alice, en gardant le re´sultat de sa mesure secret.
Les communications classiques permettent ensuite d’e´tablir la cle´ secre`te. Citons e´galement le
protocole SARG04 [Scarani04], d’un principe similaire, mais qui est plus re´sistant a` certains
types d’attaques. Ces protocoles sont prouve´s inconditionnellement suˆrs [Scarani09].
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7.3.2 Variables continues & protocoles gaussiens
Comme pour la plupart de leurs utilisations en information quantique, les variables discre`tes
posent de nombreux proble`mes expe´rimentaux, pour produire et de´tecter les photons uniques.
L’utilisation de variables continues permet de simplifier grandement le dispositif expe´rimental,
en particulier la de´tection, ou` les compteurs de photons sont remplace´s par des de´tections ho-
modynes ou he´te´rodynes. En contrepartie, le vide n’est plus filtre´ et les imperfections re´duisent
davantage les corre´lations entre Alice et Bob. L’e´tape de post-processing classique est plus lourde
a` mettre en oeuvre, tant du point de vue logiciel que mate´riel, et constitue un des principaux
facteurs limitant les performances. Des distances de 80 km ont e´te´ atteintes pour le protocole
GG02 que nous pre´senterons plus loin en de´tail [Jouguet12c].
Les premiers protocoles a` variables continues utilisaient une modulation discre`te d’e´tats gaus-
siens ge´ne´ralisant BB84 [Ralph99, Hillery00], ou des e´tats EPR [Reid00]. Puis plusieurs proto-
coles utilisant une modulation continue et gaussienne ont e´te´ propose´s, d’abord avec des e´tats
comprime´s [Cerf01], puis avec des e´tats cohe´rents (protocole GG02) [Grosshans02b, Grosshans03b],
conjointement avec une de´tection homodyne chez Bob mesurant ale´atoirement la quadrature Xˆ
ou Pˆ . Pour ces deux types d’e´tats utilise´s par Alice, Bob peut e´galement utiliser une de´tec-
tion he´te´rodyne. D’un point de vue pratique, cela e´vite l’utilisation d’un ge´ne´rateur de nombres
ale´atoires pour choisir la quadrature qu’il mesure, mais ne´cessite en contrepartie deux de´tec-
tions homodynes. Par rapport a` leurs homologues avec de´tection homodyne, les performances
sont relativement comparables avec des e´tats cohe´rents [Weedbrook04, Weedbrook06, Lance05].
Pour des e´tats comprime´s en revanche, les performances peuvent eˆtre supe´rieures, notamment en
terme de tole´rance au bruit [Garc´ıa-Patro´n09]. La production d’e´tats comprime´s reste toutefois
plus complexe que la production d’e´tats cohe´rents.
7.3.3 Autres protocoles
“Distributed phase reference” QKD Pour ces protocoles, la cle´ est e´tablie a` partir d’une
variable discre`te, et encode´e dans une se´quence d’impulsions atte´nue´es |µi. Pour le protocole
“Di↵erential Phase Shift” [Inoue02, Wang12], Alice encode l’information dans la di↵e´rence de
phase  k (0 ou ⇡) de deux impulsions successives, en envoyant un e´tat
| i = . . .|ei k 1µi|ei kµi|ei k+1µi. . . (7.1)
Pour l’impulsion k, le bit vaut 0 si ei k=ei k+1 , et 1 autrement. Pour l’autre protocole appele´
“Coherent One Way” [Stucki05, Stucki09], chaque bit est encode´ dans une se´quence de deux
impulsions successives contenant ou non des photons :
|0ki = |µi2k 1|0i2k et |1ki = |0i2k 1|µi2k (7.2)
Un des inconve´nients de ces protocoles est que les preuves de se´curite´ sont particulie`rement
di ciles a` e´tablir [Scarani09], avec toutefois des avance´es re´centes [Moroder12].
“Device-Independant” QKD Les protocoles pre´sente´s jusqu’a` maintenant ne´cessitent une
prise en compte exhaustive de toutes les imperfections expe´rimentales afin de re´ellement ga-
rantir leur se´curite´. Cette tache peut s’ave´rer di cile, tant pour le calcul du taux secret, que
pour garantir que toutes les imperfections ont bien e´te´ prises en compte. Une solution consiste
a` utiliser des protocoles qui ne de´pendent pas explicitement du fonctionnement des appareils
utilise´s, en se basant par exemple sur la violation d’une ine´galite´ de Bell (“Device Independant”
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QKD)[Ac´ın06, Ac´ın07, Gisin10]. Une telle violation est toutefois assez exigeante expe´rimentale-
ment : elle requiert notamment des de´tecteurs de tre`s forte e cacite´ et des faibles pertes afin de
ne pas introduire de detection loophole [Scarani09].
Protocoles a` variables continues avec une modulation non gaussienne Afin de simpli-
fier le post-processing classique tout en be´ne´ficiant des avantages des variables continues, certains
protocoles proposent d’utiliser une modulation non gaussienne d’e´tats cohe´rents [Leverrier09,
Leverrier11, Sych10], qui peuvent o↵rir de meilleures performances qu’avec une modulation
gaussienne, mais pour lesquels les preuves de se´curite´ sont plus di ciles a` e´tablir.
7.3.4 Re´seaux et applications commerciales
La QKD commence a` atteindre un stade commercial depuis quelques anne´es. Plusieurs entre-
prises 2 proposent des modules en ge´ne´ral base´s sur BB84 ou GG02, pouvant aussi eˆtre couple´s a`
des syste`mes de cryptographie classique de type AES. En 2008, le projet international SECOQC
[Peev09] a permis de de´montrer la faisabilite´ d’un re´seau de QKD a` plusieurs noeuds, pour la
plupart distants de plus de 20 km. Plusieurs protocoles furent utilise´s : BB84 et sa version avec
e´tats intrique´s BBM92 [Bennett92], SARG04, le protocole “Coherent One Way”, et le protocole a
e´tats cohe´rents GG02. Tous les noeuds e´taient relie´s par des fibres optiques, sauf un qui e´tait en
espace libre. Un autre projet de de´monstration est en cours a` Tokyo [Sasaki11], utilisant BB84
et BBM92, SARG04, et le protocole “Di↵erential Phase Shift”.
7.4 Le protocole GG02 : de la QKD avec des e´tats “classiques”
Nous de´taillons maintenant plus en de´tail le protocole GG02 qui posse`de de nombreux avan-
tages techniques en faveur d’un de´veloppement commercial, comme une mise en œuvre avec
des composants telecom standards, ou la compatibilite´ avec le multiplexage en longueur d’onde
[Qi10].
7.4.1 Principe
Dans la description “Prepare & Measure” (P&M), Alice utilise les quadratures d’e´tats cohe´-
rents pour encoder l’information. Comme tout protocole de QKD, GG02 comporte une partie
quantique et une partie classique. Les e´tapes de la partie quantique sont les suivantes :
– Pre´paration des e´tats quantiques : Alice choisit deux nombres xA et pA selon une modula-
tion gaussienne de variance 3 VA et de moyenne nulle, et pre´pare ensuite un e´tat cohe´rent
centre´ en (xA, pA). Elle re´pe`te cette proce´dure autant de fois que ne´cessaire.
– Transmission des e´tats quantiques : Alice envoie ses e´tats cohe´rents a` Bob a` travers le
canal quantique. Pour des raisons qui seront plus claires par la suite, on suppose que le
canal est gaussien. Il est de´crit par une transmission T et un exce`s de bruit ramene´ a`
l’entre´e ✏.
– Mesure des e´tats quantiques : pour chaque e´tat rec¸u, Bob choisit ale´atoirement de mesurer
la quadrature Xˆ ou Pˆ avec sa de´tection homodyne. Il obtient une valeur xB ou pB corre´le´e
avec la quadrature d’Alice correspondante. Le degre´ de corre´lation de´pend de la variance
de modulation VA et des caracte´ristiques du canal quantique.
2. Par exemple ID Quantique (idquantique.com), MagiQ (magiqtech.com/MagiQ/), Quintessence Labs
(qlabsusa.com) ou SeQureNet (sequrenet.fr).
3. Dans ce chapitre, nous utilisons la convention N0=1.
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Alice et Bob utilisent ensuite des communications et des algorithmes classiques pour extraire
une cle´, si les conditions le permettent. Les e´tapes de cette partie classique sont re´sume´es ci
dessous :
– “Sifting” : pour chaque e´tat envoye´, Alice posse`de deux valeurs xA et pA mais Bob n’en
mesure qu’une. Bob communique donc a` Alice les quadratures qu’il a mesure´ (sans re´ve´ler
les re´sultats de ses mesures), qui ne garde que les quadratures correspondantes.
– Estimation des parame`tres : une partie ale´atoire des donne´es est utilise´e pour estimer les
parame`tres du canal quantique et borner l’information qu’Eve a pu obtenir.
– Re´conciliation et correction d’erreurs : Alice et Bob communiquent des syndromes d’erreur
pour obtenir la meˆme se´quence de bits, qui n’est a ce stade pas secre`te. Cette e´tape est un
des facteurs limitant de la QKD avec des variables continues. Lorsque les donne´es d’Alice
servent de re´fe´rence et que Bob corrige les siennes, on parle de re´conciliation directe. Dans
le cas contraire, lorsque ce sont les donne´es de Bob qui servent de re´fe´rence et qu’Alice
corrige les siennes, on parle de re´conciliation inverse.
– Amplification de confidentialite´ : la se´quence de bits est transforme´e en une cle´ secre`te
plus petite, mais inconnue d’Eve.
Le protocole GG02 permet une mise en oeuvre expe´rimentale relativement simple. Il fonc-
tionne maintenant de manie`re entie`rement fibre´e [Lodewyck07, Fossier09b], avec une bonne fia-
bilite´ sur une longue dure´e [Jouguet12b]. Re´cemment, P. Jouguet et al. ont re´ussi a` transmettre
une cle´ secre`te pour une distance de 80 km avec un de´bit d’environ 1 kbit/s [Jouguet12c], en se
basant sur une ame´lioration des algorithmes de re´conciliation [Jouguet11].
7.4.2 Mode´lisation a` intrication virtuelle
Ce protocole peut eˆtre reformule´ en une description a` intrication virtuelle, dite“Entanglement-
Based” (EB), comple`tement e´quivalente a` la version P&M, mais pour laquelle les preuves de
se´curite´ sont plus faciles a` e´tablir [Grosshans03a, Weedbrook12].
Au lieu de pre´parer et d’envoyer des e´tats cohe´rents, Alice e↵ectue une mesure he´te´rodyne
sur un mode d’un e´tat EPR | i=p1  2Pn  n|ni|ni, alors que l’autre mode est envoye´ a` Bob
(Fig. 7.2). Comme nous le montrons en annexe I, cette mesure projette le mode de Bob sur un
e´tat cohe´rent, avec une amplitude proportionnelle au re´sultat de la mesure d’Alice, et avec une
variance de modulation VA e´gale a`
VA = V 1, (7.3)
ou` V=1+ 
2
1  2 est la variance de l’e´tat thermique obtenu en trac¸ant un des modes de | i. Meˆme
si l’imple´mentation expe´rimentale n’utilise pas d’intrication, les taux secrets sont les meˆmes
dans les descriptions P&M et EB. L’avantage de la description EB est que l’on peut simplifier
the´oriquement la mode´lisation du protocole en“retardant” la mesure he´te´rodyne d’Alice, puisque
cette dernie`re commute avec l’action du canal quantique et la mesure de Bob. Nous montrerons
alors que l’on peut obtenir une borne sur le taux secret qui ne de´pend que de la matrice de
covariance entre Alice et Bob (A et B sur la figure 7.2) avant leurs de´tecteurs.
7.4.3 Preuves de se´curite´
En estimant l’information qu’Eve peut acque´rir au cours de la communication, il est possible
de calculer le taux de cle´ secre`te the´oriquement accessible pour un protocole donne´. Nous indi-
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Figure 7.2 – Mode´lisation a` intrication virtuelle pour le protocole GG02. Pour Bob, la lame
se´paratrice ⌫ et l’e´tat EPR |homi mode´lisent respectivement l’e cacite´ et le bruit e´lectronique
de la de´tection homodyne.
querons seulement les principales e´tapes permettant de calculer le taux secret pour le protocole
GG02, sans de´tailler toutes les e´tapes de calcul. Pour obtenir plus de de´tails sur ce protocole, ou
pour un protocole quelconque, le lecteur pourra notamment consulter les re´fe´rences [Scarani09]
et [Weedbrook12], la the`se de R. Garc´ıa-Patro´n [Garc´ıa-Patro´n07] ou encore la the`se de R. Ren-
ner [Renner05a]. Le calcul du taux secret se fait en deux e´tapes. La premie`re est de calculer
l’information mutuelle entre Alice et Bob. La seconde est d’estimer l’information qu’Eve a pu
acque´rir, en fonction du type d’attaque. Le taux secret est ensuite simplement la di↵e´rence de
ces deux quantite´s.
Optimalite´ des attaques gaussiennes
Pour des protocoles gaussiens, la se´curite´ contre des attaques collectives su t a` garantir la
se´curite´ contre des attaques arbitraires a` la limite asymptotique [Renner09], c’est a` dire lorsque
le nombre de mesures tend vers l’infini. Ce re´sultat simplifie conside´rablement l’analyse, car les
attaques gaussiennes sont optimales parmi les attaques collectives pour les protocoles gaussiens
[Garc´ıa-Patro´n06, Navascues06, Pirandola08, Leverrier10a].
De plus, si jamais l’e´tat rec¸u par Bob n’est pas parfaitement gaussien, le taux secret est
minimise´ en conside´rant l’e´tat gaussien de meˆme matrice de covariance. Ainsi, on peut conside´rer
que le canal et l’e´tat rec¸u par Bob sont gaussiens pour estimer une borne infe´rieure du taux secret.
Pour un canal line´aire, syme´trique et sans me´moire, le cas le plus courant expe´rimentalement,
deux parame`tres sont ne´cessaires pour le caracte´riser : sa transmission T et son exce`s de bruit
✏, comme nous l’avons vu dans la section 4.4.
Afin de calculer l’information de l’espion, les parame`tres du canal et la matrice de covariance
doivent eˆtre estime´s a` partir d’un e´chantillon des donne´es partage´es par Bob et Alice. A la limite
asymptotique, ces parame`tres peuvent eˆtre parfaitement estime´s. Pour un nombre de mesures
fini en revanche, les incertitudes statistiques doivent eˆtre prises en compte dans les preuves de
se´curite´ et compliquent conside´rablement la taˆche. Il a e´te´ de´montre´ que le protocole GG02
est suˆr contre les attaques collectives pour un nombre fini de mesures en supposant que l’e´tat
est gaussien [Leverrier10b], et que la se´curite´ contre les attaques collectives implique la se´curite´
contre les attaques cohe´rentes sans faire d’hypothe`se sur l’e´tat [Leverrier13].
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E cacite´ de re´conciliation
L’information mutuelle donne´e par la the´orie de Shannon est une limite the´orique qu’il est
di cile d’atteindre, car elle ne´cessite des algorithmes extreˆmement performants et d’importantes
ressources mate´rielles pour les imple´menter. En pratique, Alice et Bob ne disposent alors pas
d’une information mutuelle I(A:B), mais de  I(A:B), ou` 0< <1 est l’e cacite´ de re´conciliation.
Obtenir une bonne e cacite´ de re´conciliation est un des challenges de la QKD avec des
variables continues. De nombreux progre`s ont e´te´ faits ces dernie`res anne´es [Bloch06, Leverrier08,
Jouguet12a] et les proce´dures actuelles permettent d’obtenir   ⇡ 95% pour une grande plage de
rapport signal-a`-bruit [Jouguet11].
7.4.4 Expression des taux secrets
Nous nous plac¸ons dans le cas ge´ne´ral d’une de´tection homodyne imparfaite, avec une e -
cacite´ ⌫ et un bruit e´lectronique  (sur les mesures). Le canal quantique gaussien est caracte´rise´
par sa transmission T , et un exce`s de bruit ramene´ a` l’entre´e ✏. Rappelons les notations utilise´es
dans la section 4.4 :  line=
1 T
T +✏ est le bruit ajoute´ par le canal ramene´ a` l’entre´e incluant
l’e↵et des pertes,  hom=
1 ⌫
⌫ +

⌫ est le bruit ajoute´ par la de´tection homodyne ramene´ a` l’entre´e
de celle ci, et  tot= line+
 hom
T est le bruit ajoute´ total ramene´ a` l’entre´e du canal.
Pour un tel canal, la matrice de covariance d’Alice et Bob avant leurs de´tections est donne´e
par [Weedbrook12]
 AB =
✓
V ( )I2
p
T (V ( )2 1)Zp
T (V ( )2 1)Z T (V ( ) +  tot)I2
◆
, (7.4)
avec I2=diag(1, 1), Z=diag(1, 1), et V ( )=1+ 21  2 est la variance de l’e´tat thermique TrA | ih |.
Information mutuelle entre Alice et Bob
En utilisant (4.32) avec hX2Ai=V 1 et hX2N i=1+ tot, l’information mutuelle IAB := I(A:B)
entre Alice est Bob est donne´e par :
IAB =
1
2
log2

V+ tot
1+ tot
 
(7.5a)
=
1
2
log2

1+
2T⌫ 2
(1  2) (1+T⌫✏+)
 
(7.5b)
Attaques individuelles
Lorsqu’Eve est limite´e aux attaques individuelles, l’information qu’elle peut acque´rir est
donne´e par l’information mutuelle de Shannon. Si la re´conciliation est directe, elle acquiert
IBA:=I(E:A) bits d’information sur les donne´es d’Alice. Si la re´conciliation est inverse, elle
acquiert IBE :=I(E:B) bits d’information sur les mesures de Bob. Nous ne conside´rerons que
ce dernier cas dans la suite de ce manuscrit. Dans ce cas IBE est donne´e par [Lodewyck07,
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Garc´ıa-Patro´n07] :
IBE =
1
2
log2
VB
VB|E
(7.6a)
=
1
2
log2
"
T 2 (V+ tot)
 
1
V + line
 
1+T hom
 
1
V + line
  # (7.6b)
=
1
2
log2
" 
 2+T
⇥
 2(✏ 2)+✏⇤+1   [1+] ⇥ 2 1⇤+⌫T ⇥ 2(✏ 2) ✏⇤ 
( 2 1) ([+1] [ 2+1]+T [ ⌫+1] [ 2(✏ 2)+✏])
#
(7.6c)
Le taux secret contre les attaques individuelles est finalement e´gal a` :
 IInd =  IAB   IBE (7.7)
Attaques collectives
Lorsqu’Eve peut faire des attaques collectives, l’information qu’elle peut acque´rir n’est plus
donne´e par la the´orie de Shannon, mais par la borne de Holevo. Plus pre´cise´ment, si Bob fait une
mesure donnant une valeur xB avec une densite´ de probabilite´ p(xB), l’information accessible a`
Eve est borne´e supe´rieurement par [Devetak05, Scarani09]
S(E:B)   BE = S(⇢ˆE) 
Z
dxB p(xB)S(⇢ˆ
xB
E ), (7.8)
ou` ⇢ˆxBE est l’e´tat de Eve conditionne´ par la mesure xB de Bob. Cette borne peut se simplifier afin
d’obtenir une expression analytique. Par hypothe`se, Eve purifie l’e´tat d’Alice et Bob avant leurs
de´tections : l’e´tat ⇢ˆABE est pur. Comme montre´ dans la section 4.3.2, on a alors S(⇢ˆE)=S(⇢ˆAB).
De plus, apre`s la mesure de Bob, l’e´tat ⇢ˆAEFG est e´galement pur, et donc S(⇢ˆ
xB
E ) = S(⇢ˆ
xB
AFG)
(voir la figure 7.2). On montre ensuite que la matrice de covariance d’un e´tat suite a` une mesure
homodyne ne de´pend pas du re´sultat de la mesure [Eisert02]. Puisque l’entropie d’un e´tat gaus-
sien, donne´e par (4.14), ne de´pend que de sa matrice de covariance, ceci implique que S(⇢ˆxBAFG)
est inde´pendant de xB, et peut eˆtre sorti de l’inte´grale dans (7.9), qui devient alors
 BE = S(⇢ˆAB)  S(⇢ˆxiAFG). (7.9)
Cette expression ne de´pend donc que de la matrice de covariance d’Alice et Bob et des
parame`tres de la de´tection homodyne de Bob. Elle est donne´e par [Lodewyck07] :
 BE = G

µ1 1
2
 
+G

µ2 1
2
 
 G

µ3 1
2
 
 G

µ4 1
2
 
(7.10)
avec
G[x] = (x+ 1) log2[x+1]  x log2 x si x 6=0, et G[0] = 0 (7.11a)
µ21,2 =
1
2
⇣
A±
p
A2 4E
⌘
µ23,4 =
1
2
⇣
C±
p
C2 4D
⌘
(7.11b)
A = V 2(1 2T )+2T+T 2(V+ line)2 E = T 2(V  line+1)2 (7.11c)
C =
V
p
E+T (V+ line)+A hom
T (V+ tot)
D =
p
E
V+
p
E hom
T (V+ tot)
(7.11d)
Le taux secret contre les attaques collectives est finalement donne´ par :
 IH =  IAB    BE (7.12)
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7.5 Conclusion
Dans ce chapitre, nous avons pre´sente´ les principes ge´ne´raux de la distribution quantique
de cle´, et les principaux protocoles utilise´s. Nous avons e´galement pre´sente´ les principaux ou-
tils permettant de calculer le taux de cle´ secret qu’il est possible d’atteindre, selon di↵e´rentes
hypothe`ses sur les capacite´s d’un espion tentant d’acque´rir de l’information sur la cle´.
Le protocole GG02 utilisant des e´tats cohe´rents pre´sente l’avantage d’eˆtre l’un des plus
simples a` re´aliser expe´rimentalement, tout en o↵rant des performances inte´ressantes. Cependant,
compare´es a` d’autres protocoles, les distances atteignables restent encore un peu plus faibles,
principalement en raison d’un traitement classique qui ne´cessite des algorithmes tre`s e caces.
L’ame´lioration de cette distance maximale de transmission fait l’objet des deux chapitres
suivants, ou` l’on montrera l’utilite´ d’un amplificateur quantique spe´cial, capable d’amplifier un
signal sans en amplifier le bruit quantique.
Chapitre 8
L’amplificateur sans bruit non
de´terministe
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8.1 Introduction
Les communications quantiques sont en plein essor et commencent meˆme a` eˆtre technologi-
quement re´alisables pour des syste`mes simples. De manie`re ge´ne´rale, l’information est encode´e
sur un e´tat quantique, qui est ensuite envoye´ dans un canal quantique a` un destinataire. Le
canal de transmission est “quantique”, dans le sens ou` il pre´serve les superpositions quantiques
de l’e´tat envoye´. En optique quantique, il peut s’agir d’une fibre optique, ou voir simplement
de l’espace libre. En pratique cependant, des pertes et/ou du bruit vont contribuer a` de´grader
l’e´tat et donc l’information encode´e. Un amplificateur quantique, agissant directement sur les
e´tats quantiques, peut alors eˆtre ne´cessaire de manie`re a` amplifier les composantes de l’e´tat
quantique codant l’information.
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Lorsque les e´tats quantiques sont de faibles amplitudes, la qualite´ des appareils de mesure
est extreˆmement importante. Si le signal mesure´ par une de´tection homodyne est entache´ d’un
bruit e´lectronique du meˆme ordre de grandeur, l’information sera tre`s di cile a` extraire, meˆme
en utilisant un amplificateur classique apre`s la mesure, puisque le signal sera “noye´” dans le
bruit.
Un amplificateur quantique peut donc eˆtre particulie`rement utile pour pallier les de´fauts des
appareils de mesure ou du canal de transmission, en agissant directement sur les e´tats quan-
tiques avant que les mesures ne soient e↵ectue´es. Encore faut-il que cet amplificateur pre´serve les
cohe´rences quantiques, et qu’il n’introduise pas trop de bruit sur les e´tats en les amplifiant. Mal-
heureusement, une proprie´te´ fondamentale impose´e par les lois de la physique quantique limite
fortement ce dernier point : un amplificateur quantique line´aire et de´terministe, fonctionnant
inde´pendamment de la phase de l’e´tat d’entre´e, doit ajouter une quantite´ minimale de bruit,
quelle que soit la technologie utilise´e [Caves82, Clerk10]. L’e´tat amplifie´ est alors bruite´ selon
deux contributions : le bruit initial amplifie´, et le bruit ajoute´ par l’amplificateur.
En renonc¸ant a` un fonctionnement de´terministe, T. Ralph et A. Lund ont propose´ un nou-
veau type d’amplificateur quantique posse´dant des proprie´te´s bien particulie`res [Ralph08], connu
sous le nom d’amplificateur sans bruit non de´terministe (ou heralded noiseless linear amplifier,
que nous abre´gerons par NLA) : sans bruit car non seulement il n’ajoute pas de bruit bien
qu’e´tant inde´pendant de la phase, mais il est de plus capable d’amplifier un e´tat sans ampli-
fier le bruit quantique associe´, en transformant un e´tat cohe´rent |↵i en un e´tat amplifie´ |g↵i ;
non de´terministe car cette amplification ne peut eˆtre re´alise´e qu’avec une probabilite´ de succe`s
infe´rieure a` 1.
Ce chapitre est consacre´ a` la pre´sentation de´taille´e de cet amplificateur non de´terministe,
de ses proprie´te´s et des imple´mentations expe´rimentales re´alise´es par plusieurs groupes. Nous
commencerons par montrer les limites d’une amplification de´terministe, qu’elle soit de´pendante
ou inde´pendante de la phase. Puis nous introduirons ensuite le NLA d’un point de vue the´orique,
en e´tudiant ses proprie´te´s de base et la transformation de quelques e´tats courants. Nous passe-
rons ensuite en revue plusieurs me´thodes d’imple´mentations approche´es du NLA ainsi que les
re´alisations expe´rimentales associe´es. Enfin, nous terminerons ce chapitre en pre´sentant quelques
applications de cet amplificateur dans des domaines varie´s.
Son utilisation en cryptographie quantique fera l’objet d’une e´tude de´taille´e dans le chapitre
10.
8.2 Amplificateurs de´terministes
8.2.1 Bruit minimal ajoute´ par un amplificateur de´terministe
Conside´rons un amplificateur quantique, line´aire, et unitaire (donc de´terministe). Dans le
cas ge´ne´ral, son fonctionnement peut de´pendre de la phase, si bien que les quadratures Xˆ et Pˆ
peuvent eˆtre amplifie´es avec des gains di↵e´rents gX et gP. Si on suppose que l’amplificateur ne
couple pas les quadratures entre elles, leurs valeurs moyennes sont transforme´es en :
hXˆi ! gXhXˆi (8.1a)
hPˆ i ! gPhPˆ i (8.1b)
On pourrait alors eˆtre tente´ d’e´crire la transformation des ope´rateurs selon Xˆout=gXXˆ in et
Pˆ out=gPPˆ in. Un rapide calcul montre cependant qu’une telle transformation ne pre´serverait pas
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le commutateur de Xˆout et Pˆ out, alors que cela est requis par l’unitarite´. Il est donc ne´cessaire
d’introduire des ope´rateurs BˆX et BˆP tels que :
Xˆout = gXXˆ in + BˆX (8.2a)
Pˆ out = gPPˆ in + BˆP (8.2b)
Les ope´rateurs BˆX et BˆP doivent eˆtre de moyenne nulle afin que l’on puisse avoir la trans-
formation (8.1). La relation de commutation [Xˆout, Pˆ out] = 2iN0 peut maintenant eˆtre ve´rifie´e
si h
BˆX, BˆP
i
= (1  gXgP)2iN0. (8.3)
Ce commutateur entraˆıne alors une relation d’incertitude de Heisenberg
 BX BP   |gXgP 1|N0. (8.4)
Si gP 6= 1/gX, les ope´rateurs BˆX et BˆP ne peuvent pas avoir simultane´ment une variance
nulle : ils vont donc ne´cessairement ajouter du bruit sur le signal quantique.
8.2.2 Amplificateur inde´pendant de la phase
Un tel amplificateur agit de la meˆme fac¸on sur les quadratures Xˆ et Pˆ : gP=gX. Selon la
relation (8.4), on a alors  BX BP |g2 1|N0. On peut raisonnablement supposer que l’ampli-
ficateur introduit un bruit identique sur les deux quadratures, avec  BX= BP. On a donc :
 2BX   |g2 1|N0 et  2BP   |g2 1|N0 (8.5)
Le bruit ajoute´ par l’amplificateur aura une variance au moins e´gale a` |g2 1|N0. L’ine´galite´ est
sature´e pour un amplificateur ide´al. Un tel amplificateur transforme donc une quadrature Qˆin
en
Qˆout = g
2Qˆin + |g2 1|Qˆ0, (8.6)
ou` Qˆ0 est la quadrature d’un mode vide. En termes d’amplitude et de variance, cette transfor-
mation est e´quivalente a`
hQouti = ghQini
 2Qout = g
2 2Qin + |g2 1|N0
(8.7)
Pour un e´tat cohe´rent |↵i, l’e´tat amplifie´ aura donc une variance g2N0 due a` l’amplification du
bruit initial, plus la contribution minimale |g2 1|N0 de l’amplificateur (Fig. 8.1). Le bruit ajoute´
ramene´ a` l’entre´e a` une variance de |1  1g2 |N0. Un amplificateur de grand gain va donc ajouter une
unite´ de bruit de photon a` l’e´tat initial. Pour des e´tats cohe´rents de grandes amplitudes devant
la variance du vide, cette contribution sera toutefois ne´gligeable : on retrouve la possibilite´
d’amplifier un champ lumineux classique sans ajouter de bruit. En revanche, pour nos e´tats
quantiques de faibles amplitudes, cet ajout de bruit pourra s’ave´rer proble´matique et limiter
l’utilite´ d’un tel amplificateur.
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Figure 8.1 – Principe d’un amplificateur de´terministe inde´pendant de la phase.
Nous avons garde´ les valeurs absolues dans (8.5) afin de pouvoir traiter le cas d’un amplifi-
cateur de gain infe´rieur a` 1, correspondant a` un canal a` pertes, de´ja` traite´ dans la section 4.4.
Le bruit ajoute´ sur l’e´tat amplifie´ est dans ce cas (1 g2)N0. Pour un e´tat cohe´rent, le bruit
total (1 g2)N0+g2N0=N0 reste e´gal au bruit de photon : on retrouve le fait qu’un e´tat cohe´rent
atte´nue´ reste un e´tat cohe´rent.
De nombreux syste`mes physiques permettent de re´aliser un amplificateur de´terministe in-
de´pendant de la phase (voir la re´fe´rence [Caves12] pour quelques exemples). Il est possible de
se passer d’une interaction non line´aire en utilisant un e´tat comprime´ pre´pare´ o↵-line, une de´-
tection homodyne et un de´placement [Filip05], ou simplement une de´tection he´te´rodyne et un
de´placement [Josse06]. Toutes les diverses imple´mentations, saturant ou non (8.5), sont e´qui-
valentes a` un squeezer bimode dont un des modes d’entre´e est un e´tat  ˆ qui de´pend du bruit
ajoute´ par l’amplificateur [Caves12, Jiang12].
8.2.3 Amplificateur de´pendant de la phase
Tous les amplificateurs quantiques ne rajoutent pas force´ment du bruit. Si l’on renonce a`
un fonctionnement inde´pendant de la phase, en amplifiant une quadrature avec un gain g et en
atte´nuant l’autre avec un gain 1/g, comme montre´ sur la figure 8.2, les ope´rateurs Bˆ ne sont plus
ne´cessaires car le commutateur de Xˆout et Pˆ out est bien conserve´ 1. Un amplificateur de´pendant
de la phase est par exemple re´alise´ en utilisant un squeezer monomode, avec un gain g=er pour
une quadrature et 1/g=e r pour l’autre. Seul le bruit initial est amplifie´ pour une quadrature
et atte´nue´ pour l’autre : l’e´tat amplifie´ sera donc comprime´. Puisque le bruit et l’amplitude
du signal sont amplifie´s de la meˆme fac¸on, le rapport signal-a`-bruit est conserve´, pour les deux
quadratures.
On comprend intuitivement que ce type d’amplificateur, bien que plus performant que l’am-
plificateur inde´pendant de la phase, ne trouve qu’un inte´reˆt limite´ lorsque l’on e↵ectue une
mesure avec un de´tecteur parfait, suppose´ pouvoir mesurer des amplitudes avec une pre´cision ar-
bitraire. En revanche, il peut eˆtre utile lorsque les appareils sont imparfaits, notamment en cryp-
tographie quantique afin de compenser les imperfections de la de´tection homodyne [Fossier09a].
1. Un tel amplificateur est pour cette raison quelquefois appele´ “amplificateur sans bruit” dans la litte´rature,
mais nous garderons cette de´nomination pour le ve´ritable amplificateur sans bruit pre´sente´ dans la prochaine
section.
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Figure 8.2 – Principe d’un amplificateur de´terministe de´pendant de la phase.
8.3 Principe et proprie´te´s de base de l’amplificateur sans bruit
non de´terministe
Nous avons vu qu’une amplification unitaire ajoute toujours un minimum de bruit si elle est
inde´pendante de la phase. Au mieux, elle n’amplifie que le bruit de l’e´tat initial en e´tant de´pen-
dante de la phase. Il est meˆme assez di cile d’imaginer comment il pourrait en eˆtre autrement :
il faudrait que l’amplificateur puisse “distinguer” le bruit du signal pour faire une amplification
se´lective. C’est pourtant une ope´ration surprenante qu’il est possible de faire en renonc¸ant a`
l’unitarite´, avec l’amplificateur sans bruit non de´terministe.
8.3.1 Principe
Cet amplificateur, introduit par T. Ralph et A. Lund [Ralph08], est inde´pendant de la phase
et re´alise la transformation :
|↵i ! |g↵i (8.8)
Un e´tat cohe´rent est amplifie´ en un autre e´tat cohe´rent, en restant au bruit de photon (Fig. 8.3).
Cette transformation est di↵e´rente d’un de´placement car elle fonctionne sans que l’on ait besoin
de connaˆıtre ↵.
Un amplificateur non unitaire
En vertu de (8.3), nous savons de´ja` que cette ope´ration ne peut pas eˆtre unitaire. On peut e´ga-
lement de´montrer cette impossibilite´ en invoquant le violation de plusieurs proprie´te´s fondamen-
tales. Il serait par exemple possible de violer le the´ore`me de non clonage [Scarani05, Wootters82],
en transformant un e´tat |↵i en |p2↵i puis en le se´parant sur une lame se´paratrice. Un autre
argument a e´te´ propose´ dans la re´fe´rence [Ralph08] : supposons qu’il existe un ope´rateur unitaire
Tˆ permettant de re´aliser la transformation Tˆ |↵i = ei✓|g↵i, ou` ✓ est une phase quelconque et
g>1. On a donc :
Tˆ aˆ|↵i = Tˆ aˆTˆ †Tˆ |↵i = Tˆ aˆTˆ †ei✓|g↵i = ↵ei✓|g↵i (8.9)
|g↵i est donc vecteur propre de l’ope´rateur bˆ:=Tˆ aˆTˆ † avec la valeur propre ↵. On doit alors avoir
bˆ=(1/g)aˆ. Puisque [aˆ, aˆ†]=1, ceci implique que [bˆ, bˆ†]=1/g2. Mais on a aussi [bˆ, bˆ†]=Tˆ [aˆ, aˆ†]Tˆ †=1.
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Figure 8.3 – Principe de l’amplificateur sans bruit non de´terministe.
Il y a donc une contradiction, et on doit renoncer a` l’unitarite´ de Tˆ , qui ne peut donc eˆtre qu’une
ope´ration non de´terministe.
D’autres ope´rations, comme le clonage, impossibles a` re´aliser de manie`re de´terministe, peuvent
e´galement l’eˆtre approximativement de manie`re probabiliste [Fiura´sˇek04]. Le lien entre l’ampli-
fication sans bruit et le clonage est meˆme direct : le clonage probabiliste |↵i!|↵i⌦M , suivi
d’une transformation unitaire de |↵i⌦M en |pM↵i⌦⇥|0i⌦M 1⇤ [Fiura´sˇek01] correspondrait a`
l’amplification sans bruit (8.8).
Ope´rateur de´crivant l’amplification et probabilite´ de succe`s
Quel ope´rateur peut-on associer a` la transformation (8.8), pour les cas ou` l’amplification est
re´ussie ? Puisque l’e´tat final doit eˆtre normalise´, on pourrait imaginer qu’il existe une certaine
liberte´ sur l’ope´rateur lie´ au NLA. Par exemple, une transformation Eˆ(|↵ih↵|)=|g↵ihg↵| su rait
a` remplir le cahier des charges de´fini a` partir de l’amplification d’un e´tat cohe´rent. En fait,
les imple´mentations que nous de´taillerons par la suite re´alisent – approximativement – une
transformation Tˆ un peu di↵e´rente, transformant un e´tat de Fock |ni en Tˆ |ni=gn|ni, et qui
peut eˆtre de´crite par :
Tˆ = gnˆ (8.10)
Comme attendu, cet ope´rateur n’est pas unitaire, puisque Tˆ
†
=Tˆ et Tˆ
 1
=(1/g)nˆ. Une certaine
attention est ne´cessaire lors de l’utilisation de Tˆ , car c’est un ope´rateur non borne´ qui peut, pour
certains e´tats, conduire a` des e´tats amplifie´s divergents. Nous aurons l’occasion de revenir sur ce
point dans la suite de ce chapitre. Il ne conserve pas non plus la trace, qui peut augmenter : la
probabilite´ de succe`s ne peut pas eˆtre obtenue en prenant simplement la norme de l’e´tat amplifie´.
Alors, avec quelle probabilite´ de succe`s peut-on re´aliser une amplification sans bruit ? Tout
de´pend du degre´ de perfection que l’on cherche a` obtenir...car strictement parlant, il n’est pos-
sible d’imple´menter parfaitement Tˆ qu’avec une probabilite´ de succe`s nulle [Menzies09] ! Cette
conclusion se retrouve d’ailleurs dans la re´fe´rence [Fiura´sˇek04], puisqu’un clonage parfait n’est
lui aussi possible qu’avec une probabilite´ de succe`s nulle. Toutefois, cela ne rend pas le NLA in-
utile pour autant : la probabilite´ de succe`s n’est nulle que si l’on veut pouvoir amplifier n’importe
quel e´tat, avec une amplitude arbitrairement grande. Si l’on se restreint a` des e´tats correctement
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de´crits par un espace de Hilbert de dimension finie limite´ a` N photons, les conditions sont moins
drastiques.
Dans ces conditions, il est possible de mode´liser le NLA par un POVM agissant dans un
espace de Hilbert tronque´ a` N photons, d’e´le´ments {MˆN†sucMˆNsuc,MˆN†failMˆNfail}. L’ope´rateur MˆNsuc
est associe´ a` une amplification re´ussie, et est de´fini par :
Mˆ
N
suc =
1
gN
NX
n=0
gn|nihn| (8.11)
Une amplification “rate´e” est alors mode´lise´e par l’ope´rateur Mˆ
N
fail, de´fini de telle sorte que
Mˆ
N†
sucMˆ
N
suc+Mˆ
N†
failMˆ
N
fail=I.
Si l’espace n’est pas limite´ a`N photons, on peut de´finir un ope´rateur similaire sans troncature
qui de´forme moins l’e´tat que (8.11) [Leverrier12] :
Eˆ
N
suc =
1
gN
NX
n=0
gn|nihn|+
1X
k=N+1
|kihk| (8.12)
L’ope´rateur Eˆfail associe´ a` une mauvaise amplification est ensuite de´fini de manie`re a` ve´rifier
Eˆ
N†
sucEˆ
N
suc+Eˆ
N†
failEˆ
N
fail=I.
Lorsque N est fini mais su samment grand pour que la troncature introduite sur un e´tat
de´crit par des variables continues soit ne´gligeable, on peut raisonnablement supposer que l’am-
plification correspondant a` l’un de ces deux POVM produit la transformation (8.8). Nous consi-
de´rerons donc, comme tre`s souvent dans la litte´rature, que le NLA est parfait et de´crit par Tˆ ,
avec toutefois une probabilite´ de succe`s non nulle. Nous montrerons au chapitre suivant que dans
ce cas, plusieurs arguments permettent de borner supe´rieurement la probabilite´ de succe`s par
1/g2.
Enfin, puisque le NLA est une ope´ration principalement destine´e aux e´tats de´crits par des
variables continues, on peut se demander comment en re´aliser une imple´mentation avec une
description elle meˆme continue. Nous montrons dans l’annexe E que l’on peut de´finir une version
approche´e de Mˆ
N
suc en utilisant une de´composition sur les ope´rateurs de de´placement :
Mˆ
N,↵m
suc =
1
gN
NX
n=0
"
NX
k=0
gk
Z ↵2m
0
dz e zLk(z)Ln(z)
#
|nihn| (8.13a)
=
1
⇡gN
NX
k=0
gk
Z
|↵|↵m
d2↵ e 
1
2 |↵|2Lk(|↵|2)Dˆ†(↵) (8.13b)
Cette me´thode semble toutefois loin d’eˆtre envisageable expe´rimentalement.
8.3.2 Transformation de quelques e´tats gaussiens
Ve´rifions pour commencer que Tˆ , de´fini par (8.10), e↵ectue bien l’amplification recherche´e
sur un e´tat cohe´rent :
Tˆ |↵i = e  |↵|
2
2
1X
n=0
↵np
n!
gn|ni = e |↵|
2
2 (g
2 1)|g↵i (8.14)
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Il s’agit bien d’un e´tat cohe´rent d’amplitude plus grande, avec un facteur e
|↵|2
2 (g
2 1) supe´rieur a`
1 (puisque g 1). Notons que Tˆ transforme toujours un e´tat cohe´rent en un autre e´tat cohe´rent
physique, sans restriction sur g.
Etat gaussien quelconque
Le NLA est une transformation gaussienne : un e´tat gaussien est toujours transforme´ en un
e´tat gaussien, si la transformation reste physique. En utilisant la fonction P , l’amplification d’un
e´tat gaussien ⇢ˆ quelconque, s’e´crit :
Tˆ ⇢ˆTˆ =
Z
d2↵ e|↵|
2(g2 1)P (↵)|g↵ihg↵| (8.15)
Le changement de variable u=g↵=ux+iuy donne ensuite d2↵=d2u/g2, et
Tˆ ⇢ˆTˆ =
1
g2
Z
d2u P (u/g)e
g2 1
g2
|u|2 |uihu| (8.16)
La transformation (8.16) nous permet de de´gager plusieurs proprie´te´s ge´ne´rales du NLA : l’am-
plification est non seulement inde´pendante de la phase, mais e´galement du signe de u. Ainsi, un
e´tat de moyenne nulle reste de moyenne nulle, et le NLA ne peut pas comprimer un e´tat initial
qui ne le serait pas initialement, ou transformer un e´tat comprime´ en un e´tat non comprime´.
Nous voyons donc qu’un e´tat thermique ou un e´tat comprime´ seront transforme´s en des e´tats
de meˆme nature.
Pour un e´tat gaussien quelconque en revanche, la transformation est beaucoup moins in-
tuitive. L’e´tat initial et l’e´tat amplifie´ doivent chacun pouvoir s’e´crire comme des e´tats ther-
miques comprime´s et de´place´s puisqu’ils sont gaussiens [Ferraro05], mais chacun des nouveaux
parame`tres de l’e´tat amplifie´ (compression, de´placement,...) de´pend tre`s souvent de tous les
parame`tres de l’e´tat initial d’une fac¸on non triviale.
Etat EPR
Un e´tat EPR de parame`tre   est transforme´ en un autre e´tat EPR de parame`tre g  lorsque
le NLA est utilise´ sur un des modes :
(I⌦ Tˆ )| i = (Tˆ ⌦ I)| i =
p
1  2
1X
n=0
 ngn|n, ni =
s
1  2
1 g2 2 |g i (8.17)
Afin que |g i ne diverge pas, il est ne´cessaire que g <1. Dans le cas contraire, le fait que Tˆ soit
non borne´ se manifeste et rend la transformation impossible.
Etat thermique
Un e´tat thermique ⇢ˆth( ) est transforme´ en un autre e´tat thermique de parame`tre g  :
Tˆ ⇢ˆth( )Tˆ = (1  2)
1X
n=0
g2n 2n|nihn| = 1  
2
1 g2 2 ⇢ˆth(g ) (8.18)
La` encore, il faut que g < 1 pour que l’e´tat ne diverge pas. Nous voyons ici que la variance
des quadratures, donc le bruit, est augmente´e pour un e´tat thermique. Une amplification “sans
bruit” ne sera possible que si l’e´tat initial est limite´ au bruit de photon.
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Etat comprime´
Un e´tat comprime´ |ri est transforme´ en un autre e´tat comprime´ de parame`tre r0, avec
tanh r0=g2 tanh r [Gagatsos12] :
Tˆ |ri= 1p
cosh r
1X
n=0
1
n!
p
(2n)!
✓
 1
2
tanh r
◆n
g2n|2ni =
r
cosh r0
cosh r
|r0i (8.19)
Pour que l’e´tat amplifie´ reste physique, il faut que g2 tanh r<1.
8.4 Imple´mentations the´oriques et re´alisations expe´rimentales
Le NLA a fait l’objet de nombreuses recherches dans la communaute´ scientifique ces dernie`res
anne´es. Plusieurs propositions the´oriques permettent d’en imple´menter une version approche´e,
en utilisant des techniques di↵e´rentes [Ralph08, Fiura´sˇek09, Marek10a, Menzies09]. Elles ont
pour la plupart e´te´ re´alise´es expe´rimentalement par plusieurs groupes, dont le notre a` Palaiseau
au cours de ma premie`re anne´e de the`se [Ferreyrol10, Ferreyrol11b, Ferreyrol11a, Zavatta11,
Xiang10, Usuga10].
Dans cette section nous de´taillons ces di↵e´rentes re´alisations dans les grandes lignes. Le
lecteur pourra e´galement consulter la re´fe´rence [Barbieri11] pour une comparaison des di↵e´rentes
expe´riences.
8.4.1 Les ciseaux quantiques
La premie`re imple´mentation propose´e par T. Ralph et A. Lund dans l’article qui a introduit
le NLA [Ralph08] est base´e sur les “ciseaux quantiques” [Pegg98, Babichev03]. L’ide´e est de
de´composer un e´tat cohe´rent |↵i quelconque en N e´tats cohe´rents |↵/pNi de plus faible ampli-
tude. Une telle transformation (N-splitter) peut eˆtre re´alise´e unitairement [Fiura´sˇek01]. Chaque
e´tat |↵/pNi subit ensuite la transformation de´crite par la figure 8.4, constituant un e´tage de
l’amplificateur, qui le transforme approximativement en un e´tat amplifie´ |g↵/pNi. Puis les e´tats
de sortie sont ensuite recombine´s de manie`re probabiliste dans une seule voie de sortie (Fig. 8.5).
Le N-splitter est certes une ope´ration unitaire, donc re´versible, et redonnerait le vide sur (N 1)
ports de sortie avec N e´tats cohe´rents en entre´e. Ici cependant, les e´tats amplifie´s ne sont pas
rigoureusement cohe´rents et il faut s’assurer par une mesure que l’on a bien le vide sur (N 1)
ports de sortie pour reconstituer e↵ectivement un e´tat cohe´rent, d’ou` l’aspect probabiliste de la
recombinaison.
Un e´tage
Commenc¸ons par e´tudier le montage de´crit par la figure 8.4. Chaque e´tage est compose´ de
deux lames se´paratrices, l’une e´tant asyme´trique (A-BS), de reflectivite´ r en amplitude, et l’autre
e´tant syme´trique (S-BS), de transmission 1/
p
2 en amplitude. Un e´tat de Fock |1i est ne´cessaire
comme ressource dans un des modes d’entre´e de A-BS. L’autre mode est vide. La partie re´fle´chie
du photon unique va ensuite interfe´rer avec l’e´tat cohe´rent a` amplifier au niveau de S-BS. Le
conditionnement est ensuite re´ussi lorsque le compteur de photon D2 ou D1 de´tecte un photon,
alors que l’autre n’en de´tecte pas. Dans ce cas, l’e´tat de sortie est proportionnel a`
e 
|↵|2
2
r
r2
2
 
|0i±
r
1  r2
r2
↵|1i
!
. (8.20)
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Implementation of a Nondeterministic Optical Noiseless Amplifier
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Groupe d’Optique Quantique, Laboratoire Charles Fabry, Institut d’Optique, CNRS, Universite´ Paris-Sud, Campus Polytechnique,
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Quantum mechanics imposes that any amplifier that works independently on the phase of the input
signal has to introduce some excess noise. The impossibility of such a noiseless amplifier is rooted in the
unitarity and linearity of quantum evolution. A possible way to circumvent this limitation is to interrupt
such evolution via a measurement, providing a random outcome able to herald a successful—and
noiseless—amplification event. Here we show a successful realization of such an approach; we perform
a full characterization of an amplified coherent state using quantum homodyne tomography, and observe a
strong heralded amplification, with about a 6 dB gain and a noise level significantly smaller than the
minimal allowed for any ordinary phase-independent device.
DOI: 10.1103/PhysRevLett.104.123603 PACS numbers: 42.50.Dv, 03.67.Hk, 42.50.Ex, 42.50.Xa
Quantum optical detection techniques are so advanced
that quantum fluctuations are the main source of noise.
Therefore, when amplifying optical signals, one has to
look at the intrinsic limitations of the process: any ampli-
fier cannot work independently on the phase of the input
unless some additional noise is added [1]. The origin of this
limitation is that adding extra noise is needed for the output
field to obey Heisenberg’s uncertainty relation. Also, it is
connected to the impossibility of realizing arbitrarily faith-
ful copies of a quantum signal [2,3], and it is thus deeply
rooted in the linear and unitary evolution of quantum
mechanical systems.
Various aspects of this limitation have been studied by
using optical parametric amplifiers [4–7]. For instance, a
nondegenerate optical parametric amplifier amplifies all
input phases, and introduces the minimal level of added
noise, which degrades the signal-to-noise ratio [1]. The
same process, driven in the degenerate regime, may pro-
vide amplification preserving the signal-to-noise ratio.
However, this occurs in a phase-dependent fashion: only
the part of the signal in phase with the pump light will be
amplified, while the part which is 90! out of phase with the
pump will be deamplified [4,5].
Amore intriguing idea is to find a way to tamper with the
linear evolution of quantum mechanics; this is actually
possible, though nondeterministically, by conditioning
our observation upon the result of a measurement [8].
Noiseless amplification can then take place, but only a
fraction of the times, and the correct operation is heralded
[9,10]. This strategy is commonly adopted for building
effective nonlinearities in linear quantum optical gates
[11–13].
Here we follow the proposal of Ralph and Lund [9] to
demonstrate experimentally that heralded nondeterministic
amplification can realize processes which would be impos-
sible for usual amplifiers. Unlike another realization [14],
we have direct access to the output state via state tomog-
raphy, so we can provide a complete description of the
process, and analyze the limitations arising from nonideal
components. Our study is relevant in the long-term view of
the integration of amplifiers in quantum communication
lines [15].
The conceptual layout of the noiseless amplifier is pre-
sented in Fig. 1. The operating principle is closely related
to quantum teleportation [16–19], and is actually a varia-
tion of the quantum scissors protocol [20,21]: the phase
and amplitude information of the input are transferred via a
generalized teleportation onto a superposition of the vac-
uum and a single photon. If the input is not too large, such
superposition is still adequate to describe a coherent state
with a good fidelity. The amplification is allowed by the
use of a nonmaximally entangled resource [9].
More in detail, a coherent state j!i is fed into the input
mode of the amplifier; at the same time an auxiliary single-
FIG. 1 (color online). Conceptual layout of the noiseless am-
plifier. A single photon is split on an asymmetric beam splitter
(A-BS). The input state j!i is superposed with reflected output
of the A-BS on asymmetric beam splitter (S-BS). A successful
run of the amplifier is flagged by a single-photon event on
detector D1 and no photons on detector D2. The transmitted
mode constitutes the output mode of the amplifier, and is
approximately in an amplified state jg!i, conditioned on the
right detection events, as described by Eq. (1).
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g =
p
1 r2
r
|↵i ' |0i+ ↵|1i
|0i+ g↵|1i
' |g↵i|1i
h0|
h1|
Figure 8.4 – Imple´mentation d’une version approche´e de l’amplificateur sans bruit base´e sur
les “cisea x quantiques” [Pegg98, Ralph08].
Le signe ± de´pend du comp ur ay t de´tecte´ le photon, et on p ut sans perte de ge´ne´ralite´
ne garder que le signe + en utilisant une transformation de phase si ne´cessaire. En de´finissant
le gain g=
q
1 r2
r2 , l’e´tat de sortie est donc proportionnel a`
|0i+ g↵|1i, (8.21)
qui est le de´veloppement d’un e´tat cohe´rent amplifie´ |g↵i tronque´ a` 1 photon. Si g↵<<1, on peut
ne´gliger les termes d’ordres supe´rieurs et on a bien obtenu l’amplification recherche´e |↵i!|g↵i.
L’appellation “ciseaux quantiques”, originellement introduite dans la re´fe´rence [Pegg98], est due
au fait que pour r=1/
p
2, et donc g=1, l’e´tat de sortie est une re´plique de l’e´tat d’entre´e tronque´e
a` au plus 1 photon, comme si le reste de l’e´tat avait e´te´ “coupe´”. Notons que le fonctionnement
de cet e´tage est tre`s similaire a` une te´le´portation quantique.
N e´tages
L’amplification d’un e´tat |↵i d’amplitude quelconque est possible en le divisant en N e´tats
d’amplitudes su samment faibles pour que g↵/
p
N<<1. Les e´tats sont chacun amplifie´s a` l’aide
d’un e´tage, et sont recombine´s, lorsque toutes les amplifications ont simultane´ment re´ussies, en
un e´tat
e 
|↵|2
2 rN
⇣
1+
g↵
N
aˆ†
⌘N |0i, (8.22)
ou` aˆ est l’ope´rateur de destruction du mode de sortie de l’amplificateur. En base de Fock, cette
transformation correspond a` [Ralph08]
|ni ! rN N !
(N n)!Nn g
n|ni. (8.23)
Lorsque le nombre d’e´tages N est grand, N !(N n)!Nn ' 1, et (8.23) tend donc vers |ni!rNgn|ni.
Le dispositif a` N e´tages permet d’obtenir une bonne approximation de l’ope´rateur Tˆ lorsque N
augmente, mais au prix d’une probabilite´ de succe`s de plus en plus faible a` cause du terme rN .
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Nondeterministic Noiseless Linear Amplification of Quantum Systems
T.C.Ralph1 and A.P.Lund1,2,
1Department of Physics, University of Queensland, Brisbane 4072, QLD, Australia,
2Centre for Quantum Computer Technology, School of Science, Gri th University, QLD, Australia,
(Dated: September 1, 2008)
We introduce the concept of non-deterministic noiseless linear amplification. We propose a linear
optical realization of this transformation that could be built with current technology. We discuss
two applications; ideal probabilistic cloning of coherent states and distillation of continuous variable
entanglement. For the latter example we demonstrate that highly pure entanglement can be distilled
from transmission over a lossy channel.
It is well known that a linear or phase insensitive ampli-
fier acting on a quantum optical field, or more generally
on any harmonic oscillator state, must introduce noise [1].
This noise enforces the no-cloning principle [2], the uncer-
tainty principle for simultaneous measurements [3] and
limits signal to noise in quantum limited communication
and metrology protocols [4] as well as guaranteeing secu-
rity in continuous variable quantum key distribution [5].
Never-the-less, we show here that a non-deterministic,
but heralded, noiseless linear amplifier is possible.
The argument against a noiseless linear amplifier can
be made succinctly as follows. Suppose that we had a
unitary operation Tˆ that could produce the transforma-
tion
Tˆ |↵i = c|g↵i (1)
where g is a real number obeying |g| > 1, |↵i is a coherent
state of the field or oscillator with complex amplitude ↵,
and c is a complex number obeying |c| = 1. Now consider
Tˆ aˆ|↵i = Tˆ aˆTˆ †Tˆ |↵i
= Tˆ aˆTˆ †|g↵i
= ↵|g↵i (2)
where aˆ is the annihilation operator for the field or os-
cillator with commutator [aˆ, aˆ†] = 1. The second and
third lines of Eq.2 say that the coherent state |g↵i is an
eigenstate of the annihilation operator bˆ = Tˆ aˆTˆ † with
eigenvalue ↵, however this implies that bˆ = 1/gaˆ, which
is a contradiction because this means [bˆ, bˆ†] = 1/g2, but
[bˆ, bˆ†] = Tˆ [aˆ, aˆ†]Tˆ † = Tˆ Tˆ † = 1. The usual conclusion
is that an additional noise operator must be added to
retrieve the correct commutator and hence linear ampli-
fication inevitably takes a pure state to a mixed state,
i.e. the transformation of Eq.1 is not possible.
An alternative is that the transformation of Eq.1 is
valid but with Tˆ a non-deterministic (non-unitary) trans-
formation. This will be physically allowed provided, on
average, the distinguishability of the amplified states is
not increased. This in turn implies |c|  1/g [6]. Such a
transformation, if heralded, might still be very useful. In
the following we propose an explicit construction of such
a non-deterministic, noiseless linear amplifier (NLA) us-
ing current quantum optics technology and discuss appli-
cations and the limits to the fidelity of the device under
practical conditions.
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FIG. 1: Schematic of the noiseless linear amplifier. The N-
splitter is an array of beamsplitters that evenly divides the
input beam. The second N-splitter coherently recombines the
beams and is considered to have succeeded if no light exits
through the other ports, as determined by photon counters.
The interaction labelled ”A” interacts a single photon ancilla
with an input beam as shown in the gray inset. The upper
beamsplitter is 50:50 whilst the lower beamsplitter has trans-
mission   as shown. The interaction succeeds if a single count
is recorded at a0 and no count at a00, or vice versa.
The NLA is shown schematically in Fig.1. The opti-
cal mode to be amplified is divided evenly between N
di↵erent paths using beamsplitters. Each path is then
interacted with a single photon ancilla as shown in the
inset to Fig.1. This interaction is a generalization of the
quantum scissors introduced by Pegg et al [7]. The inter-
action is successful if one and only one photon is counted
at the indicated ports. The paths are then recombined
interferometrically with the inverse to the arrangement
of beamsplitters used to split up the original mode. In
the absence of the single photon interactions all the light
would emerge in the original mode. Photon counters are
placed at all the other outputs. Successful operation of
the device is heralded when all these photon counters
| outi!gnˆ| i
Figure 8.5 – Imple´mention de l’amplificateur sans bruit base´e sur un grand nombre d’e´tages.
Chaque e´le´ment A correspond a` un e´tage de la figure 8.4. L’illustration est tire´e de la re´fe´rence
[Ralph08].
photon beam is provided, and split onto an asymmetric
beam splitter (A-BS) with reflectivity r; this prepares the
two-mode entangled state
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1! r2p j1iTj0iR þ rj0iTj1iR,
where T, R denote the output modes of the A-BS. We
perform a collective measurement on the input state and
part of the entangled state, in our case the R mode; this
consists in superposing them on a symmetric beam splitter
(S-BS), and performing photon counting at the outputs. A
successful event is flagged by a single-photon detection by
the detector D1, a d no ph tons detected by the detector
D2; conditioned on this event, the (non normalized) state of
the T mode, which represents the output of our amplifier, is
[9]
e!ðk!2kÞ=2
rffiffiffi
2
p
"
j0iþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1! r2p
r
!j1i
#
: (1)
The output is thus prepared approximately in the coher-
ent state jg!i, with g ¼
ffiffiffiffiffiffiffiffi
1!r2p
r ; the probability of this event
is given by the squared norm of the state (1): P ¼
e!k!2k r22 ð1þ g2k!2kÞ. Events where D2 detects one pho-
ton and D1 detects none can still be accepted by using an
active phase modulation [9]. Such conditioning is respon-
sible for the dependence of the output beam on the input. In
fact, if we observe the output unconditionally, we would
find a mixture of the vacuum and the one-photon states
carrying no information about j!i.
The main limitation of the amplifier is the size of input
state: for its correct operation it is necessary that
g2k!2k& 1. Larger coherent states can be amplified by
splitting the input into several modes, each one with an
acceptable size for the amplifier. These modes are then
amplified individually, and finally recombined nondeter-
ministically on a single mode [9]. Here we will focus on
small values of k!2k, which are relevant for continuous-
variable quantum cryptography [22].
Single photons are produced by using spontaneous para-
metric down-conversion in a nonlinear crystal. This pro-
cess generates photon pairs in two correlated modes; the
presence of a single photon on one mode is inferred by a
click on a single-photon detector D0 placed on the other
twin mode [23]. Our down-conversion source is based on a
100 "m thick KNbO3 slab, pumped by doubled Ti:sap-
phire laser pulses (Pmax ¼ 3:3 mW, #p ¼ 423:5 nm,!t ¼
220 fs, repetition frequency !$ ¼ 800 kHz). Phase
matching is temperature-tuned to obtain frequency degen-
erate emission at an angle'3(. The amplifier works condi-
tionally on a coincidence count between D0 and D1.
Because of the limited efficiency of our single-photon
detection, D2 can be dropped from the actual implementa-
tion without significantly affecting the performance of the
amplifier.
We used homodyne detection and a maximum-
likelihood reconstruction algorithm [24] to determine the
Wigner quasiprobability distribution of the output of our
amplifier for several values of k!2k. A nominal value g ¼
2 corresponding to a 6 dB gain in intensity was set by
adjusting the A-BS. Each state tomography is recon-
structed from a set of 200 000 points divided into 12 histo-
grams according to the measured quadrature. The
measured success rates depend on the amplitude, and
ranges from '1% for k!k ’ 0:1 up to '6% for k!k ’ 1.
The Wigner functions shown in Fig. 2 summarize the
behavior of the amplifier for growing input amplitudes:
even for small amplitudes, k!k ¼ 0:1, one can observe
FIG. 2 (colo online). Experimental results for the Wigner function illustrati g the evolution of the output state. For each value of
k!k we show a 3D and a contour plot of the Wigner function. These results are obtained directly from raw homodyne data, without
corrections for the detection efficiency. The value of ! is arbitrarily chosen to be real and positive, but the results would be the same for
any other choice, since the amplifier gain is phase independent.
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Figure 8.6 – Fonction de Wigner d’un e´tat amplifie´, obtenue avec notre montage expe´rimental
[Fer eyr l10, Ferreyrol11b].
Expe´rience de Palaiseau
L’expe´rience re´alise´e dans notre groupe [Ferreyrol10, Ferreyrol11b, Ferreyrol11a] est une re´a-
lisation directe d’un e´tage de l’amplificateur base´ sur les ciseaux quantiques. Nous avons amplifie´
des e´tats cohe´rents de faible amplitude ↵0.5 pour un gain g=2, puis reconstruit les fonctions
de Wigner des e´tats amplifie´s par tomographie quantique (Fig. 8.6). L’e´tat amplifie´ est tre`s
proche d’un e´tat gaussien jusqu’a` une amplitude d’environ ↵=0.1. Des distorsions apparaissent
ensuite rapidement pour des valeurs plus grandes dues au caracte`re non gaussien de l’e´tat pro-
duit. Le caracte`re “sans bruit” de l’amplificateur a e´galement pu eˆtre ve´rifie´ en comparant le
bruit e´quivalent ramene´ a` l’entre´e de l’e´tat amplifie´ a` la quantite´ minimale (8.5) impose´e par un
amplificateur de´terministe.
Enfin, une mode´lisation analytique comple`te de´veloppe´e par F. Ferreyrol a permis de retrou-
ver nos re´sultats expe´rimentaux avec un tre`s bon accord [Ferreyrol11b, Ferreyrol11a], et sera
certainement utile afin d’e´tudier l’inte´gration de ce montage dans un dispositif plus complexe.
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Expe´rience de Brisbane
L’expe´rience re´alise´e a` Brisbane dans le groupe de G. Pryde [Xiang10] est e´galement base´e
sur les ciseaux quantiques. Elle re´alise l’amplification d’un me´lange statistique d’e´tats cohe´rents
d’amplitude fixe´e, mais de phases ale´atoires, qui peut s’approximer par un me´lange statistique de
vide et d’un photon unique. L’e´tat amplifie´ est ensuite caracte´rise´ par interfe´rome´trie, en utilisant
une APD au lieu d’une de´tection homodyne. Ce montage permet entre autre une meilleure
caracte´risation de la line´arite´ du gain, mais au prix d’une caracte´risation limite´e de l’e´tat produit.
8.4.2 Autres re´alisations
Expansion polynomiale
Il s’agit d’une me´thode introduite par J. Fiura´sˇek [Fiura´sˇek09], di↵e´rente de celle base´e sur
les ciseaux quantiques. L’ide´e est d’approximer Tˆ par une se´rie tronque´e a` un certain ordre N :
Tˆ=enˆ ln g '
NX
k=0
(ln g)k
k!
nˆk (8.24)
Cette de´composition polynomiale en nˆ=aˆ†aˆ peut eˆtre imple´mente´e a` l’aide de soustractions et
d’additions de photons. Des conside´rations sur le gain e↵ectivement obtenu ame`nent a` utiliser
une de´composition le´ge`rement di↵e´rente, qui donne pour N=1, Tˆ'(g 1)nˆ+1. Pour un gain
g=2, cette superposition se re´duit alors simplement a` aˆaˆ†. Une mise en oeuvre expe´rimentale a
e´te´ re´alise´e dans le groupe de M. Bellini [Zavatta11], qui avait de´ja` re´alise´ des combinaisons de
soustractions et d’additions de photons [Parigi07, Zavatta09].
Compare´e aux ciseaux quantiques, cette me´thode posse`de l’avantage de ne pas tronquer l’e´tat
amplifie´, estompant un peu les e↵ets de la non gaussianite´ introduite par une petite valeur de
N . Il en re´sulte une plus grande zone de fonctionnement pour un gain donne´ avant l’apparition
des distorsions.
Une technique relativement similaire a e´te´ propose´e par M. Partanen et al. [Partanen12],
exploitant le fait qu’un e´tat cohe´rent est e´tat propre de aˆ, de manie`re a` remplacer aˆaˆ† par aˆaˆ†aˆ.
En re´alisant la premie`re soustraction avec une mesure non destructive [Grangier98, Munro05]
|1ih1| plutoˆt qu’avec une APD, le photon peut ensuite eˆtre re´utilise´ pour imple´menter aˆ†. De ce
fait, il n’y a pas besoin d’un photon unique comme ressource comme c’est le cas pour les autres
imple´mentations, mais cette technique semble quand meˆme limite´e : il faut re´aliser une mesure
non destructive, faire un conditionnement sur l’absence de photon, et de plus la soustraction
supple´mentaire pourrait biaiser une superposition d’e´tats cohe´rents d’amplitudes di↵e´rentes, et
ainsi produire une transformation di↵e´rente de Tˆ .
Concentration de phase
Les imple´mentations pre´sente´es jusqu’ici sont toutes relativement couteuses en ressources
expe´rimentales. Le protocole propose´ par P. Marek et R. Filip [Marek10a], et de´montre´ expe´ri-
mentalement dans le groupe d’U. Andersen [Usuga10], permet d’utiliser un montage plus simple,
en remplac¸ant l’ajout de photon de [Zavatta11, Fiura´sˇek09] par un ajout de bruit thermique.
Le fonctionnement est le suivant [Marek10a] : supposons que l’e´tat initial soit un e´tat cohe´rent
↵. L’ajout de bruit thermique produit alors un e´tat thermique de´place´ de ↵. Or puisqu’un e´tat
thermique correspond a` un me´lange statistique d’e´tats cohe´rents de moyenne nulle (cf. (2.168)),
cet e´tat thermique de´place´ correspond a` un me´lange statistique d’e´tats cohe´rents, distribue´s
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autour de |↵i avec une certaine variance. La soustraction de photon, de par son coe cient  
lorsqu’elle est applique´e sur un e´tat cohe´rent | i, va alors agir comme un filtre en “favorisant”
les e´tats de plus grandes amplitudes dans le me´lange statistique.
Meˆme si l’e´tat re´sultant est relativement de´forme´ et ne correspond pas vraiment a` un e´tat
cohe´rent amplifie´, il posse`de une phase moyenne identique a` celle de ↵, mais dont l’incertitude est
re´duite, d’ou` le terme“concentration de phase”. Ce type d’amplification permet donc d’ame´liorer
l’estimation de la phase d’un e´tat, et pourrait trouver des applications en me´trologie.
Ce dispositif a e´galement e´te´ utilise´ pour faire une approximation expe´rimentale de clonage
quantique sans ne´cessiter de re´fe´rence de phase, en se´parant l’e´tat amplifie´ en deux e´tats avec
une lame se´paratrice [Mu¨ller12].
L’ajout de bruit peut aussi eˆtre remplace´ par un amplificateur de´terministe inde´pendant de
la phase : nous avons vu qu’un tel amplificateur ajoute lui aussi du bruit, mais il amplifie en plus
le signal. Ainsi, J. Je↵ers a montre´ que cette modification o↵re des performances supe´rieures au
protocole de P. Marek et R. Filip en termes de concentration de phase [Je↵ers11].
Amplification base´e sur la discrimination d’e´tats quantiques
Si une amplification sans bruit parfaite fonctionnant pour un e´tat d’entre´e quelconque est im-
possible a` re´aliser, cela n’est plus le cas lorsque l’e´tat provient d’un ensemble fini et connu, comme
re´cemment montre´ dans la re´fe´rence [Dunjko12]. La connaissance a priori permet d’adapter le
processus d’amplification afin de pouvoir obtenir une amplification parfaite avec une probabilite´
non nulle. Le principe est en fait relie´ a` la discrimination d’e´tats quantiques [Barnett09], qui
peut eˆtre parfaite et avec une probabilite´ non nulle si l’e´tat a` estimer appartient a` un ensemble
fini et connu d’e´tats line´airement inde´pendants [Chefles98]. Cette possibilite´ existe aussi pour le
clonage quantique [Duan98].
Ces conditions de fonctionnement assez restrictives sont ne´anmoins respecte´es pour certains
protocoles, tel que le protocole de cryptographie quantique utilisant quatre e´tats cohe´rents mo-
dule´s en phase [Leverrier11], pour lequel cet amplificateur pourrait trouver une utilite´.
8.5 Applications
L’amplificateur sans bruit est maintenant passe´ du stade de curiosite´ the´orique a` celui de ve´ri-
table outils pouvant trouver de nombreuses applications en information quantique. Ses proprie´te´s
le rendent particulie`rement utile pour deux applications : la pre´paration d’e´tats quantiques, et
les communications quantiques.
8.5.1 Pre´paration d’e´tats quantiques
Le NLA pourrait eˆtre utile pour amplifier des e´tats di ciles a` produire expe´rimentalement.
C’est le cas des e´tats chats de Schro¨dinger du type |↵i+| ↵i, dont la re´alisation expe´rimen-
tale est pour l’instant limite´e a` de faibles amplitudes [Ourjoumtsev06b, Ourjoumtsev07c]. Le
NLA pourrait donc permettre de produire un chat de plus grande amplitude |g↵i+| g↵i. Il
pourrait bien suˆr eˆtre utile pour amplifier des superpositions de plus de deux e´tats cohe´rents, a`
condition toutefois que les e´tats aient tous une amplitude de meˆme module, pour ne pas que la
superposition devienne biaise´e par le facteur exp[(g2 1)|↵|2/2] (cf. e´quation (8.14)).
Comme nous l’avons vu avec l’e´quation (8.17), il est possible d’augmenter l’intrication d’un
e´tat EPR [Ralph08, Yang12]. Cette application est e´galement inte´ressante d’un point de vue
expe´rimental car de fortes compressions ne´cessitent de fortes non line´arite´s qui sont di ciles
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a` obtenir. Toujours dans l’augmentation de la compression d’un e´tat, le NLA peut e´galement
servir de squeezer monomode inde´pendant de la phase de l’e´tat a` amplifier [Gagatsos12]. Un
e´tat avec une compression selon une direction quelconque s’en trouvera davantage comprime´,
alors qu’un squeezer traditionnel ne peut comprimer que selon une direction donne´e.
Enfin, l’approximation du NLA a` un e´tage pourrait eˆtre utilise´e pour un test des ine´galite´s
de Bell sans e´chappatoire [Brask12], ainsi que pour transfe´rer l’e´tat d’un qubit encode´ sur e´tats
chats pairs et impairs a` un qubit encode´ en polarisation [Ferreyrol11a].
8.5.2 Communications quantiques
L’autre domaine d’application du NLA concerne les communications quantiques, ou` il permet
notamment de diminuer les pertes e↵ectives subies par un e´tat EPR amplifie´ [Ralph08] : un e´tat
EPR, dont un des modes est envoye´ dans un canal de transmission T , puis amplifie´, est e´quivalent
a` un e´tat EPR initial davantage comprime´, envoye´ dans un canal de transmission T 0 supe´rieure
a` T , sans utiliser de NLA. En utilisant cette proprie´te´, T. Ralph a propose´ un protocole de
correction d’erreur pour des e´tats gaussiens [Ralph11]. Nous de´velopperons cette e´quivalence en
de´tail dans le chapitre 9, en prenant en compte l’e↵et du bruit introduit par le canal, et en
montrant une e´quivalence avec un syste`me e↵ectif simplifiant les calculs.
Combine´ avec un atte´nuateur sans bruit, re´alisant une amplification sans bruit avec un gain
infe´rieur a` 1, M. Micˇuda et al. ont montre´ qu’il est possible de transformer un canal introduisant
des pertes en un canal d’une transmission aussi proche de 1 que l’on veut [Micˇuda12], au prix
bien suˆr d’une probabilite´ de succe`s de plus en plus faible. Nous reviendrons e´galement sur ce
re´sultat au cours du chapitre 9.
Enfin, la cryptographie quantique est certainement le premier domaine ou` l’amplificateur sans
bruit est utilise´ en tant qu’outil permettant une ame´lioration des performances [Blandino12c,
Fiura´sˇek12, Walk13]. Avec des protocoles a` variables continues, nous verrons dans le chapitre
10 qu’il permet d’augmenter la distance maximale de transmission d’une cle´ secre`te, ainsi que
la re´sistance au bruit.
La version a` un e´tage du NLA trouve e´galement une utilite´ en cryptographie quantique avec
des variables discre`tes, ou` la` encore il permet d’e↵ectuer une compensation des pertes subies par
l’e´tat distribue´ dans le canal quantique [Gisin10, Kocsis13, Osorio12].
8.6 Conclusion
Dans ce chapitre, nous avons pre´sente´ les principales proprie´te´s d’un amplificateur sans bruit
non de´terministe. Nous avons vu que cet amplificateur permet de re´aliser des transformations
impossibles de manie`re de´terministe, qui ouvrent la voie a` de nombreuses applications en infor-
mation quantique.
Chapitre 9
Proprie´te´s de l’amplificateur sans
bruit non de´terministe
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9.1 Introduction
L’amplificateur sans bruit est sans conteste un outil prometteur afin d’ame´liorer les perfor-
mances des communications quantiques. De nouvelles possibilite´s d’applications sont re´gulie`re-
ment de´couvertes, en conside´rant aussi bien une imple´mentation re´aliste avec quelques e´tages
ainsi que les imperfections expe´rimentales associe´es, ou un amplificateur parfait de´crit par gnˆ.
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Dans le deuxie`me cas, au moins deux proble´matiques se posent : quelle probabilite´ de succe`s
attribuer a` l’amplification, et comment calculer simplement l’e´tat amplifie´.
Ce chapitre est consacre´ a` l’e´tude de ces deux questions, en vue d’une application en crypto-
graphie quantique. Nous verrons que meˆme si un NLA parfait doit en the´orie avoir une probabilite´
de succe`s nulle, plusieurs arguments permettent quand meˆme de conside´rer une imple´mentation
“optimiste”, de´crite par un NLA parfait, et avec une probabilite´ de succe`s e´gale a` 1/g2 lorsque
l’e´tat a` amplifier est un e´tat thermique. Cette probabilite´ nous sera utile au chapitre 10 afin de
borner les be´ne´fices apporte´s par le NLA en termes de taux secrets.
Le NLA posse`de sans doute un fort potentiel pour compenser les pertes subies dans un ca-
nal quantique. Nous avons pre´sente´ plusieurs applications base´es sur cette proprie´te´ au chapitre
pre´ce´dent. Cependant, bien que certains e´tats gaussiens se transforment simplement, l’amplifi-
cation d’un e´tat quelconque en sortie d’un canal ajoutant du bruit n’est pas triviale a` calculer.
Dans cette optique, nous montrerons un re´sultat qui simplifie conside´rablement cette taˆche : la
combinaison d’un canal quantique suivi d’un NLA est e´quivalente a` un NLA de gain di↵e´rent,
place´ en amont d’un canal ayant une transmission plus grande et ajoutant davantage de bruit.
En n’e´tant pas limite´s aux e´tats gaussiens, cette e´quivalence est donc potentiellement utilisable
avec n’importe quel protocole d’information quantique.
Nous utiliserons ensuite ces re´sultats dans le chapitre 10, afin de montrer l’inte´reˆt d’un NLA
en cryptographie quantique avec des variables continues.
9.2 Bornes supe´rieures pour la probabilite´ de succe`s
9.2.1 NLA parfait et probabilite´ de succe`s non nulle
La question de la probabilite´ de succe`s d’un NLA parfait est un sujet de´licat. Strictement
parlant, nous avons de´ja` vu au chapitre pre´ce´dent que la transformation parfaite gnˆ ne peut avoir
qu’une probabilite´ de succe`s nulle. Un tel amplificateur est non physique car il doit fonctionner
pour un e´tat d’entre´e quelconque, quelle que soit son amplitude, ce qui conduit a` des e´nergies
infinies et des divergences. Si les protocoles de QKD a` variables continues tels que GG02 utilisent
une modulation qui, en the´orie, posse`de un support non borne´, toute re´alisation expe´rimentale
introduit quand meˆme ne´cessairement une coupure dans la modulation. Pour un NLA tronque´
a` un ordre su samment e´leve´, correspondant par exemple a` (8.11), nous pouvons donc suppo-
ser que l’e´tat amplifie´ reste raisonnablement gaussien. Pour une e´tude plus oriente´e vers une
re´alisation expe´rimentale, avec une troncature a` quelques photons, on pourra si besoin adapter
les re´sultats que nous pre´senterons dans la section 9.4, et utiliser le the´ore`me d’optimalite´ gaus-
sienne [Garc´ıa-Patro´n06, Navascues06, Pirandola08, Leverrier10a]. Sous ces hypothe`ses, un NLA
“presque parfait” pour une certaine zone de fonctionnement peut donc avoir une probabilite´ de
succe`s non nulle.
Nous pouvons alors chercher une borne supe´rieure pour la probabilite´ de succe`s, base´e uni-
quement sur des contraintes the´oriques, et qui nous permettra de nous placer dans un re´gime de
fonctionnement tre`s optimiste. En ge´ne´ral, on peut distinguer deux re´gimes d’utilisation du NLA
pour un protocole quantique : le premier est un re´gime ou` il permet au protocole de fonctionner,
alors que cela n’est pas le cas sans lui. Cela sera par exemple le cas en cryptographie quantique,
ou` nous montrerons qu’un taux secret ne´gatif (i.e. inexploitable, puisqu’il n’y a aucune informa-
tion secre`te) peut eˆtre rendu positif en utilisant un NLA. Dans ce cas, la probabilite´ de succe`s
n’agit que comme un facteur multiplicatif qui influe sur le taux secret, mais pas sur la distance
de transmission ou la re´sistance au bruit.
Le deuxie`me re´gime d’utilisation est lorsque le protocole fonctionne sans NLA. Dans ce cas,
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le NLA peut apporter une ame´lioration, mais qui est naturellement ponde´re´e par la probabilite´
de succe`s, laquelle de´pend de son imple´mentation expe´rimentale. Une borne supe´rieure permet
alors d’e´tudier le fonctionnement le plus optimiste qui soit : si meˆme dans ces conditions le NLA
n’apporte pas d’ame´lioration, on pourra en conclure que toute imple´mentation plus re´aliste ne
sera pas plus utile. Ainsi, nous verrons au chapitre 10 qu’un NLA donne toujours un taux secret
infe´rieur au taux obtenu sans NLA, lorsque qu’Eve est restreinte a` des attaques individuelles.
Nous pre´sentons maintenant deux bornes obtenues par des conside´rations di↵e´rentes : une
borne supe´rieure obtenue par non diminution de la fide´lite´ entre deux e´tats quantiques, et une
borne the´oriquement atteignable, base´e sur la me´thode de G. Vidal [Vidal99]. La condition de
non diminution de la fide´lite´ va conduire a` une borne supe´rieure constante, e´gale a` 1/g2. Nous
l’obtiendrons analytiquement en conside´rant la fide´lite´ entre un e´tat thermique et le vide, et
nume´riquement en conside´rant la fide´lite´ entre deux e´tats cohe´rents dont l’un tend vers l’autre.
La borne de Vidal est une borne supe´rieure atteignable valable pour des e´tats bimodes pris dans
un espace de Hilbert de dimension finie. Nous la comparerons ensuite a` la borne obtenue par
non diminution de la fide´lite´ pour des e´tats tronque´s, et nous verrons que cette dernie`re est,
comme il se doit, toujours supe´rieure a` la borne de Vidal.
9.2.2 Bornes obtenues par non diminution de la fide´lite´
Principe
Deux e´tats quelconques ⇢ˆ et  ˆ ne peuvent pas devenir plus discernables sous l’action d’une
ope´ration quantique T qui pre´serve la trace [Nielsen00] 1. Ceci se traduit par une non diminution
de la fide´lite´ (de´finie par (2.86)) :
F(⇢ˆ,  ˆ)  F T [⇢ˆ], T [ ˆ]  (9.1)
L’ope´rateur Tˆ n’est bien suˆr pas une ope´ration qui pre´serve la trace, en revanche on peut
en former une en ne faisant pas de post-selection et en tenant compte des amplifications non
re´ussies. Conside´rons que le NLA produit un e´tat amplifie´ Tˆ ⇢ˆTˆ /Tr{Tˆ ⇢ˆTˆ } avec une probabilite´
de succe`s P (⇢ˆ), ou` ⇢ˆ est un e´tat quelconque. On peut sans perte de ge´ne´ralite´ supposer que
l’e´tat produit est le vide lorsque l’amplification ne marche pas (il su t de bloquer le faisceau
lorsque le conditionnement n’est pas bon). Sans post-selection, le NLA peut donc eˆtre repre´sente´
par une ope´ration T qui pre´serve la trace :
T [⇢ˆ] = P (⇢ˆ) Tˆ ⇢ˆTˆ
Tr{Tˆ ⇢ˆTˆ } + [1 P (⇢ˆ)]|0ih0| (9.2)
On montre dans l’annexe F comment relier la de´finition (9.2) a` une ope´ration quantique “phy-
sique”, afin de s’a↵ranchir en particulier de la non line´arite´ due au de´nominateur.
Il nous faut maintenant un deuxie`me e´tat quantique  ˆ afin de pouvoir utiliser l’ine´galite´ (9.1).
Le vide est particulie`rement inte´ressant car il n’est pas transforme´ par le NLA : T [|0ih0|]=|0ih0|.
On obtient ainsi :
F(⇢ˆ, |0ih0|)  F T [⇢ˆ], |0ih0|  (9.3)
1. Voir notamment le the´ore`me 9.6 page 414.
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Puisque F(Aˆ, |0ih0|)=h0|Aˆ|0i, l’ine´galite´ (9.3) peut s’e´crire
h0|⇢ˆ|0i  P (⇢ˆ)h0| Tˆ ⇢ˆTˆ
Tr{Tˆ ⇢ˆTˆ }|0i+ 1 P (⇢ˆ), (9.4)
ce qui implique :
Pmax(⇢ˆ) =
1 h0|⇢ˆ|0i
1 h0| Tˆ ⇢ˆTˆ
Tr{Tˆ ⇢ˆTˆ }
|0i
(9.5)
Cette borne est une borne the´orique supe´rieure : rien ne nous garanti qu’il soit e↵ectivement
possible de l’atteindre. En fonction du type d’e´tat initial (e´tat thermique, e´tat EPR, ou e´tat
cohe´rent), nous pourrons trouver di↵e´rentes valeurs ainsi que di↵e´rents comportements : il n’y a
pas d’incompatibilite´ entre les re´sultats, les bornes plus grandes que la plus petite borne obtenue
sont simplement plus optimistes.
Notre borne de probabilite´ de succe`s est inde´pendante de la re´alisation explicite de T . D’une
certaine manie`re, nous maximisons la probabilite´ de succe`s sur les di↵e´rentes re´alisations, sans
garantir toutefois qu’elles soient toutes e↵ectivement re´alisables.
Borne pour des e´tats thermiques
Dans le protocole GG02, Bob n’a aucune information sur l’e´tat qu’a envoye´ Alice. De son
point de vue, il rec¸oit donc un e´tat thermique
⇢ˆB( 
?)=[1 ( ?)2]
1X
n=0
( ?)2n|nihn|, (9.6)
ou`  ? de´pend des parame`tres du canal, et de la variance de modulation d’Alice (voir l’annexe
H). C’est donc l’e´tat le plus le´gitime que l’on puisse utiliser pour une utilisation du NLA avec
le protocole GG02. En utilisant le fait que h0|⇢ˆ( ?)|0i=1 ( ?)2, la borne supe´rieure (9.5) est :
Pmaxth =
1
g2
(9.7)
Cette borne est inde´pendante de  ? et des parame`tres du canal quantique. Elle est particu-
lie`rement inte´ressante car nous verrons que c’est la limite a` partir de laquelle le NLA pourrait
the´oriquement donner un meilleur taux secret en conside´rant les attaques individuelles. Puis-
qu’elle est constante, elle rend e´galement les calculs plus simples. C’est elle qui sera utilise´e
par la suite, en pre´cisant encore une fois qu’elle est extreˆmement optimiste. Remarquons que
l’on obtient la meˆme borne en utilisant un e´tat EPR | ?i=p1 ( ?)2P1n=0( ?)n|ni|ni purifiant
⇢ˆB( 
?), car h0|⇢ˆ( ?)|0i=h0| ?ih ?|0i.
Borne pour des e´tats cohe´rents
Plutoˆt que de conside´rer un e´tat thermique, on peut e´galement calculer la borne (9.5) pour
des e´tats cohe´rents. A de´faut de pouvoir l’utiliser directement en cryptographie quantique, on
peut toutefois ve´rifier qu’elle n’est pas incompatible avec (9.7). En utilisant |h0|↵i|2=e |↵|2 et
|h0|g↵i|2=e |g↵|2 , on obtient :
Pmax↵ =
1  e |↵|2
1  e g2|↵|2 (9.8)
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Cette borne tend vers 1/g2 lorsque ↵ tend vers 0, et vers 1 lorsque ↵ tend vers l’infini.
Elle vaut e´galement 1 lorsque g=1, et tend vers 1   e |↵|2 lorsque g!1. Elle n’est donc pas
incompatible avec Pmaxth , mais simplement plus optimiste pour les grandes valeurs de ↵ et de
g. En fait, au lieu de prendre  ˆ=|0ih0|, on peut calculer nume´riquement avec Matlab la borne
obtenue pour  ˆ=|a↵iha↵|, ou` a est un parame`tre re´el variant entre 0 est 1 (Fig. 9.1). Lorsque
a=0 on retrouve la borne (9.8), en revanche lorsque a!1 on obtient a` nouveau 1/g2 quelle que
soit la valeur de ↵, ce qui confirme les re´sultats obtenus pour les e´tats e´tats thermiques.
Simulation nume´rique
– Les e´tats sont ge´ne´re´s a` l’aide de la Quantum Optics Toolbox, en prenant un espace
de Hilbert su samment grand (N=30).
– On suppose que la probabilite´ de succe`s P est la meˆme pour les deux e´tats d’entre´e
⇢ˆ=|↵ih↵| et  ˆ=|a↵iha↵|. Cette hypothe`se est peut eˆtre discutable pour une valeur de
a quelconque, en revanche elle est raisonnable pour les deux cas qui nous inte´ressent,
a=0 et a!1. Les e´tats produits par le NLA sont :
ˆ˜⇢(P )=P |g↵ihg↵|+ (1 P )|0ih0| et ˆ˜ (P )=P |ag↵ihag↵|+ (1 P )|0ih0| (9.9)
– On calcule ensuite la fide´lite´ entre ⇢ˆ et  ˆ, et entre ˆ˜⇢(P ) et ˆ˜ (P ) :
Fa↵ = |ha↵|↵i|2 et Fa↵,NLA(P ) = F(⇢¯(P ),  ¯(P )) (9.10)
– La borne de probabilite´ Pmax↵,opt est atteinte lorsque Fa↵=Fa↵,NLA(Pmax↵,opt). Pour trouver
cette valeur, on recherche le minimum de la fonction L(P )=|Fa↵,NLA(P ) Fa↵|, sous la
contrainte Fa↵Fa↵,NLA(P ).
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Figure 9.1 – Pmax calcule´e avec la non augmentation de fide´lite´ pour deux e´tats cohe´rents |↵i
et |a↵i, avec ↵=1.5, g=1.5 et a variant entre 0 et 1.
9.2.3 Borne de Vidal en dimension finie
Borne de Vidal
G. Vidal a propose´ un protocole [Vidal99] permettant de calculer la probabilite´ maximale
avec laquelle on peut transformer un e´tat pur bipartite | i de dimension finie en un autre
e´tat pur bipartite | i en utilisant seulement des communications classiques et des ope´rations
locales (LOCC, Local Operations Classical Communications). Cette borne a la particularite´
d’eˆtre atteignable par un protocole explicitement donne´.
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Conside´rons un e´tat EPR parfait | i=p1  2P1n=0  n|ni|ni. Cet e´tat appartient a` un espace
de Hilbert de dimension infinie, mais nous pouvons de´finir l’e´tat tronque´ dans un espace de
dimension N contenant au plus N 1 photons :
| N i =
r
1  2
1  2N
N 1X
n=0
 n|ni|ni :=
N 1X
n=0
p
↵n|ni|ni (9.11)
On cherche ensuite la probabilite´ maximale avec laquelle on peut transformer l’e´tat | N i en un
e´tat amplifie´
|g N i=
s
1 (g )2
1 (g )2N
N 1X
n=0
(g )n|ni|ni:=
N 1X
n=0
p
 n|ni|ni, (9.12)
en utilisant seulement des LOCC. G. Vidal a` montre´ que la probabilite´ maximale P ( ! ) avec
laquelle on peut transformer un e´tat | i=PN 1n=0 p↵n|ni|ni en | i=PN 1n=0 p n|ni|ni est e´gale
a` :
P ( ! ) = min
l2 [0, N 1]
PN 1
i=l ↵iPN 1
i=l  i
(9.13)
Pour la transformation | N i!|g N i, cette probabilite´ vaut :
P ( !g ) = 1  
2
1 (g )2
1 (g )2N
1  2N minl2 [0, N 1]
PN 1
i=l  
2iPN 1
i=l (g )
2i
(9.14)
On montre facilement que le minimum de
PN 1
i=l  
2iPN 1
i=l (g )
2i
est atteint pour l=N 1. En e↵et :
PN 1
i=l  
2iPN 1
i=l (g )
2i
=
1
g2l
 2l
 2l
PN 1 l
i=0  
2iPN 1 l
i=0 (g )
2i
(9.15)
=
1
g2(N 1)
g2(N 1 l)
PN 1 l
i=0  
2iPN 1 l
i=0 (g )
2i
(9.16)
Or g 1, donc g2(N 1 l)   g2i pour i 2 [0, N 1 l]. Donc g2(N 1 l)PN 1 li=0  2i PN 1 li=0 (g )2i.
Cette ine´galite´ est sature´e pour l=N 1, ce qui correspond donc au minimum recherche´.
On a donc finalement, PN 1
i=l  
2iPN 1
i=l (g )
2i
  1
g2(N 1)
, (9.17)
ce qui donne la valeur maximale de P ( !g ) :
P ( !g ) = 1
g2(N 1)
1  2
1 (g )2
1 (g )2N
1  2N (9.18)
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Figure 9.2 – Comparaison entre la borne de Vidal et la borne obtenue pour un e´tat EPR tronque´.
g=2 et  =0.3.
Comparaison avec la borne obtenue pour les e´tats thermiques
On peut comparer la borne de Vidal (9.18) et la borne PmaxN ( ) obtenue par un raisonnement
similaire a` la section 9.2.2 en utilisant la formule (9.5) pour un EPR tronque´ 2 (9.11) :
PmaxN ( ) =
1
g2
1  2(N 1)
1 (g )2(N 1)
1 (g )2N
1  2N (9.19)
Ces deux bornes sont trace´es sur la figure 9.2 en fonction de la dimension de l’espace de
Hilbert. La borne de Vidal de´croit tre`s rapidement et tend vers 0 quand N augmente, alors
PmaxN tend vers 1/g
2. Comme on pouvait s’y attendre, alors que PmaxN est toujours supe´rieure a`
la borne de Vidal quelle que soit la dimension N .
En conclusion, plusieurs me´thodes nous ont montre´ que la probabilite´ de succe`s du NLA
peut eˆtre borne´e supe´rieurement par 1/g2. Bien que cette borne soit extreˆmement optimiste, elle
pre´sente le tre`s gros avantage d’eˆtre constante et inde´pendante de l’e´tat a` amplifier. De ce fait
elle n’aura qu’un roˆle secondaire dans nos calculs, en e´tant simplement un facteur multiplicatif.
Parmi toutes les bornes qu’il est possible d’obtenir, il n’y a pas d’incompatibilite´ entre elles. A
part la borne de Vidal, toutes sont des bornes supe´rieures qui ne sont pas force´ment atteignables.
La plus faible est simplement la plus restrictive, les autres e´tant trop optimistes. D’ailleurs, il
est tout a` fait envisageable de pouvoir trouver une borne infe´rieure a` 1/g2.
9.3 Amplication apre`s un canal quantique : syste`me e↵ectif e´qui-
valent
Inte´ressons nous maintenant a` l’amplification d’un e´tat apre`s un canal quantique. Nous allons
montrer qu’un canal quantique gaussien suivi d’un NLA est e´quivalent a` un NLA de gain di↵e´rent
place´ en amont d’un canal quantique e↵ectif ayant lui aussi des parame`tres di↵e´rents (Fig. 9.3).
Pour cela, nous calculerons les deux e´tats obtenus avec les deux configurations, pour un e´tat
initial quelconque, et nous obtiendrons les valeurs des parame`tres e↵ectifs qui permettent de
les e´galiser. Cette e´quivalence simplifiera grandement les calculs puisque l’amplification d’un
e´tat pur est relativement facile a` calculer. Elle l’est d’autant plus lorsque l’e´tat est gaussien,
2. Compte tenu de la remarque a` la fin de la section 9.2.2, on obtient le meˆme re´sultat qu’en conside´rant l’e´tat
thermique tronque´ ⇢ˆN=
1  2.
1  2N
PN 1
n=0  
n|nihn|
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Figure 9.3 – Equivalence qui sera de´montre´e dans ce chapitre : un canal quantique L de trans-
mission T , et d’exce`s de bruit ✏, suivi d’un NLA de gain g, est e´quivalent a` un NLA de gain
gin place´ en amont d’un canal quantique Ce↵ constitue´ d’un exce`s de bruit  , d’un amplificateur
de´terministe inde´pendant de la phase de gain G en intensite´, et de pertes ⌧ . µ est un facteur
global constant de´pendant uniquement de g, T et de ✏, disparaissant lors de la normalisation.
comme c’est le cas pour les protocoles de QKD conside´re´s dans ce manuscrit. Nous analyserons
ensuite en de´tail sous quelles conditions ces nouveaux parame`tres e↵ectifs prennent des valeurs
physiques.
Remarquons que N. Walk et al. ont re´cemment de´veloppe´ un formalisme permettant de
calculer l’amplification d’un e´tat gaussien quelconque [Walk12]. Outre le fait que ces re´sultats
n’e´taient pas encore e´tablis lors de notre e´tude, ils sont limite´s aux e´tats gaussiens, et font appel
a` un arsenal mathe´matique relativement complexe.
9.3.1 Amplificateur sans bruit apre`s un canal quantique
Commenc¸ons par e´tudier l’action d’un NLA place´ apre`s un canal L introduisant du bruit
thermique et des pertes, tel que sche´matise´ sur la figure 9.3. Nous supposons que ce canal est
gaussien, line´aire, et syme´trique, de transmission T , et d’exce`s de bruit e´quivalent a` l’entre´e ✏
(que nous appellerons par abus de langage le “bruit ajoute´”). Un e´tat initial de variance V est
donc transforme´ en un e´tat de variance 3 T (V+✏)+1 T (cf. (8.7)).
Nous associons a` ce canal un ope´rateur L. Puisque l’amplification d’un e´tat cohe´rent est
particulie`rement simple, la fonction P (cf. section 2.3.2) est l’outil naturel a` utiliser afin de
calculer l’action du NLA en sortie du canal.
Action du canal L
Conside´rons un e´tat ⇢ˆin quelconque, pas force´ment gaussien, envoye´ dans le canal. Cet e´tat
se de´compose selon
⇢ˆin =
Z
d2  Pin( )| ih |. (9.20)
3. Sauf mention contraire, nous utiliserons N0=1.
Proprie´te´s de l’amplificateur sans bruit non de´terministe 175
En utilisant la line´arite´ de L, l’e´tat en sortie du canal s’e´crit
⇢ˆout=L[⇢ˆin]=
Z
d2  Pin( )L[| ih |]. (9.21)
On applique ensuite le NLA pour produire l’e´tat amplifie´ ⇢ˆNLAout (non normalise´) :
⇢ˆNLAout = Tˆ ⇢ˆoutTˆ (9.22a)
=
Z
d2  Pin( )TˆL[| ih |]Tˆ (9.22b)
Ainsi, graˆce a` la line´arite´ du canal et a` celle du NLA, nous n’avons besoin que de connaˆıtre
la transformation que subit chaque e´tat cohe´rent | ih |. L’e´volution due au canal est particu-
lie`rement intuitive : en premier lieu, les pertes ont pour e↵et de transformer l’amplitude   enp
T . Ensuite, la variance des quadratures est transforme´e en T (1+✏)+1 T=1+T ✏. Puisque le
canal est gaussien, l’e´tat L [| ih |] est donc un e´tat thermique ⇢ˆth( ch) de´place´ de
p
T  :
L [| ih |] = Dˆ(pT )⇢ˆth( ch)Dˆ†(
p
T ) (9.23)
Le parame`tre  ch est tel que la variance de ⇢ˆth( ch) soit e´gale a` 1+T ✏, ce qui donne
 2ch =
T ✏
2+T ✏
. (9.24)
Amplification d’un e´tat thermique de´place´
Afin de calculer l’action du NLA, il est utile de recourir a` nouveau a` une de´composition
utilisant la fonction P pour l’e´tat thermique de´place´ L [| ih |] :
L [| ih |] =
Z
d2↵ P (↵)|↵ih↵| (9.25)
Nous avons de´ja` calcule´ la fonction P d’un e´tat thermique de´place´ au chapitre 2. Elle est donne´e
par l’e´quation (2.170), que l’on rappelle ici :
P (↵) =
1
⇡n¯
e 
1
n¯ |↵ 
p
T |2 (9.26)
ou` n¯ est le nombre moyen de photons de l’e´tat thermique, ve´rifiant 2n¯+1=
1+ 2ch
1  2ch
, ce qui implique
que 1n¯=
1  2ch
 2ch
. En posant ↵=↵x+i↵y, l’expression (9.26) se de´compose donc en un produit de
deux fonctions,
P (↵) = P x(↵x)P y(↵y), (9.27)
avec
P x(↵x) =
1p
⇡
s
1  2ch
 2ch
e
  1  
2
ch
 2
ch
(↵x 
p
T x)2
, (9.28a)
P y(↵y) =
1p
⇡
s
1  2ch
 2ch
e
  1  
2
ch
 2
ch
(↵y 
p
T y)2
. (9.28b)
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En utilisant a` nouveau la line´arite´ du NLA, l’amplification d’un e´tat thermique de´place´ est
donne´e par :
TˆL[| ih |]Tˆ =
Z
d2↵ P (↵)Tˆ |↵ih↵|Tˆ (9.29a)
=
Z
d2↵ P (↵)e
(g2 1)|↵|2 |g↵ihg↵| (9.29b)
Le changement de variable u=g↵=ux+iuy donne ensuite d2↵=d2u/g2, et
TˆL[| ih |]Tˆ =
Z
1
g2
d2u P (u/g)e
g2 1
g2
|u|2 |uihu| (9.30)
Comme pre´ce´demment, on voit sans di culte´ que l’on peut se´parer les composantes selon ux et
uy. Inte´ressons nous maintenant a` la variable ux, le raisonnement e´tant identique pour uy. Afin
d’identifier l’e´tat amplifie´, on remarque que
1
g
P x(ux/g)e
g2 1
g2
u2x =
1
g
1p
⇡
s
1  2ch
 2ch
e
  1  
2
ch
 2
ch
(uxg  
p
T x)2+
g2 1
g2
u2x
(9.31a)
=
s
1  2ch
1 g2 2ch
1p
⇡
s
1 g2 2ch
g2 2ch
e
  1  
2
ch
 2
ch
(uxg  
p
T x)2+
g2 1
g2
u2x
. (9.31b)
On peut ensuite re´e´crire le terme de l’exponentielle comme
 1  
2
ch
 2ch
⇣ux
g
 pT x
⌘2
+
g2 1
g2
u2x =  
1 g2 2ch
g2 2ch| {z }
Etat thermique
de parame`tre g ch
⇣
ux 
p
T x g
1  2ch
1 g2 2ch| {z }
Gain e↵ectif
⌘2
+ T 2x
(g2 1)(1  2ch)
1 g2 2ch| {z }
Terme de normalisation
inde´pendant de ux
.
(9.32)
Mis a` part le terme de normalisation, nous reconnaissons donc la signature d’un e´tat ther-
mique de parame`tre g ch et de variance
1 + g2 2ch
1  g2 2ch
=
2 + T ✏(1+g2)
2 + T ✏(1 g2) , (9.33)
de´place´ de g
1  2ch
1 g2 2ch
p
T x. Le NLA amplifie donc l’amplitude moyenne de l’e´tat avec un gain
g˜ = g
1  2ch
1 g2 2ch
(9.34)
supe´rieur a` g, puisque g ch doit rester infe´rieur a` 1 pour que l’e´tat amplifie´ soit physique.
En conclusion, l’amplification (non normalise´e) d’un e´tat thermique de´place´ est donc donne´e
par :
TˆL[| ih |]Tˆ = Dˆ
⇣
g˜
p
T 
⌘
⇢ˆth(g ch)Dˆ
†⇣
g˜
p
T 
⌘
⇥
✓
1  2ch
1 g2 2ch
◆
e
T | |2 (g
2 1)(1  2ch)
1 g2 2
ch (9.35)
Remarquons que comme mentionne´ pre´ce´demment, les nouveaux parame`tres de l’e´tat amplifie´
(amplitude moyenne et variance) de´pendent de fac¸on peu intuitive des anciens.
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Figure 9.4 – Le canal quantique e↵ectif Ce↵ .
Etat amplifie´
En injectant (9.35) dans (9.22b), on obtient finalement l’e´tat (non normalise´) amplifie´ apre`s
le canal quantique, pour l’e´tat d’entre´e ⇢ˆin :
⇢ˆNLAout =
✓
1  2ch
1 g2 2ch
◆Z
d2  Pin( )Dˆ
⇣
g˜
p
T 
⌘
⇢ˆth(g ch)Dˆ
†⇣
g˜
p
T 
⌘
e
T | |2 (g
2 1)(1  2ch)
1 g2 2
ch (9.36)
9.3.2 Amplificateur sans bruit en amont d’un canal quantique e↵ectif
Canal quantique e↵ectif
Dans l’expression (9.36), les e´tats cohe´rents   de grandes amplitudes sont favorise´s a` cause
du facteur exponentiel de´pendant de leur valeur absolue. Ce comportement est en tout point
similaire a` l’amplification d’un e´tat gaussien quelconque (8.15), ce qui laisse supposer que l’on
pourrait obtenir le terme exponentiel de (9.36) en appliquant un NLA e↵ectif de gain gin direc-
tement sur l’e´tat initial ⇢ˆin, avec
g2in 1 = T
(g2 1)(1  2ch)
1 g2 2ch
. (9.37)
Ce NLA modifie e´galement l’amplitude des e´tats cohe´rents dans la de´composition (9.20) : afin
de retrouver (9.36), on s’attend donc a` ce que le canal quantique qui le succe`de soit di↵e´rent du
canal L de transmission T et de bruit ajoute´ ✏.
Raisonnons maintenant plus quantitativement : on cherche donc a` obtenir le meˆme e´tat
(9.36) en amplifiant d’abord l’e´tat initial avec un NLA e↵ectif de gain gin, puis en envoyant
l’e´tat amplifie´ dans un canal e↵ectif Ce↵ de´crit par un ope´rateur Lg. Pour se placer dans le cas
le plus ge´ne´ral, on suppose que Ce↵ est constitue´ des trois e´le´ments de´crits sur la figure 9.3, que
l’on rappelle sur la figure 9.4 :
– Ajout d’un bruit gaussien de moyenne nulle et de variance   en entre´e du canal.
– Amplificateur de´terministe inde´pendant de la phase, de gain G   1 en intensite´, sans exce`s
de bruit.
– Canal de transmission ⌧  1 en intensite´, sans exce`s de bruit.
Intuitivement, les valeurs moyennes des quadratures de l’e´tat avant le canal Ce↵ sont ampli-
fie´es d’un facteur
p
⌧G, qui peut eˆtre infe´rieur, e´gal, ou supe´rieur a` 1. Une variance e´gale a` V
en entre´e de ce canal est quand a` elle transforme´e selon :
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V )
Ajout de
bruit thermique
V+  )
Amplification
de´terministe
G(V+ ) +G 1 )
Pertes
Vout = ⌧
h
G(V+ )+G 1
i
+ 1 ⌧ (9.38)
Calcul de l’e´tat amplifie´
On cherche donc les parame`tres gin,  , G, et ⌧ donnant l’e´quivalence
TˆL[⇢ˆin]Tˆ = µ Lg[Tˆ in⇢ˆinTˆ in], (9.39)
ou` µ est un facteur constant, inde´pendant de ⇢ˆin, que l’on s’autorise a` avoir car il est sans
conse´quences physiques, et ou` Tˆ in=gnˆin est l’ope´rateur du NLA e↵ectif. Commenc¸ons par e´crire
l’amplification de ⇢ˆin :
Tˆ in⇢ˆinTˆ in =
Z
d2  Pin( )Tˆ in| ih |Tˆ in (9.40a)
=
Z
d2  Pin( )|gin ihgin |e(g2in 1)| |2 (9.40b)
Puisque Ce↵ est un canal gaussien et syme´trique, un e´tat cohe´rent |gin i est simplement
transforme´ en un e´tat de moyenne gin
p
⌧G , et de variance Vout=1+⌧G +2⌧(G 1) : il peut
donc e´galement s’e´crire comme un e´tat thermique de´place´ Dˆ(gin
p
⌧G )⇢ˆth( 
g
ch)Dˆ
†
(gin
p
⌧G ),
ou`  gch est tel que
1+( gch)
2
1 ( gch)2
= 1+⌧G +2⌧(G 1))  gch=
s
⌧( G+2G 2)
 ⌧G+2⌧G+2(1 ⌧) . (9.41)
Apre`s le canal e↵ectif Ce↵ , (9.40b) devient donc :
Lg[Tˆ in⇢ˆinTˆ in] =
Z
d2  Pin( )Dˆ
⇣
gin
p
⌧G 
⌘
⇢ˆth( 
g
ch)Dˆ
†⇣
gin
p
⌧G 
⌘
e(g
2
in 1)| |2 (9.42)
9.3.3 Parame`tres e↵ectifs
Conditions a` respecter
Il ne reste plus qu’a` trouver les expressions des parame`tres permettant de satisfaire l’e´galite´
(9.39). En comparant (9.36) et (9.42), on obtient imme´diatement trois e´quations :
gin
p
⌧G = g˜
p
T (9.43a)
 gch = g ch (9.43b)
g2in 1 = T
(g2 1)(1  2ch)
1 g2 2ch
(9.43c)
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La re´solution de ce syste`me se fait sans di culte´, et nous obtenons ainsi les parame`tres recher-
che´s :
gin =
s
2 + (g2 1) (2 ✏)T
2  (g2 1) ✏T
⌧G =
g2T
1 + (g2 1)T [14 (g2 1) (✏ 2) ✏T ✏+1]
:= ⌘
  =
2
G
+
2 ✏
2
⇥ 
g2 1 T ✏ 2⇤
(9.44)
On obtient e´galement
µ=
1  2ch
1 g2 2ch
, (9.45)
qui est bien inde´pendant de ⇢ˆin et qui disparaˆıt lors de la normalisation finale.
De´ge´ne´rescence du canal e↵ectif
Les conditions (9.43a) et (9.43b) de´terminent le canal e↵ectif Ce↵ , en fixant le gain en am-
plitude et le bruit ajoute´ en sortie du canal. Il y a donc une certaine de´ge´ne´rescence : plusieurs
combinaisons ( , G, ⌘) peuvent permettre de satisfaire ces conditions. Ainsi, c’est pourquoi (9.44)
de´termine seulement l’expression de ⌧G:=⌘, et d’un bruit e↵ectif   qui de´pend de G. Cette de´-
pendance est en fait tout a` fait normale : puisque l’amplificateur de´terministe introduit du bruit,
l’exce`s de bruit   est d’autant plus faible que G est grand, pour une valeur de ⌘ et un bruit
total en sortie fixe´s.
En remarquant que la variance (9.38) peut e´galement se mettre sous la forme
Vout = ⌧
h
G(V+ ) + (G 1)
i
+ 1 ⌧ (9.46a)
= ⌧G
✓
V + +
G 1
G
+
1 ⌧
⌧G
◆
, (9.46b)
on peut donc de´finir un bruit ajoute´ total ramene´ a` l’entre´e
 tot =  +  ch, (9.47)
compose´ du bruit  , et du bruit duˆ a` l’amplification de´terministe et aux pertes
 ch =
G 1
G
+
1 ⌧
⌧G
=
⌧(G 2)+1
⌧G
. (9.48)
Enfin, insistons sur le fait que le gain gin defini par (9.44) ne de´pend pas du choix de Ce↵ .
9.3.4 Trois types de canaux e↵ectifs
En fonction de la valeur de la transmission globale ⌘ (fixe´e par T , ✏ et g), on peut utiliser la
de´ge´ne´rescence afin de simplifier le canal e↵ectif Ce↵ , en posant ⌧=1 ou G=1 :
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Figure 9.5 – Re´alisations e´quivalentes du canal e↵ectif Ce↵ lorsque ⌧G  1.
– si ⌘  1 : on peut poser G=1, et ⌧=⌘. Dans ce cas,
 ch=
1 ⌘
⌘
, (9.49)
et le canal Ce↵ est donc e´quivalent a` un canal de transmission ⌘, avec un exce`s de bruit
✏g :=  G=1 (Fig. 9.5).
– si ⌘ = 1 : on peut poser G=⌧=1. Dans ce cas  ch=0, et le canal Ce↵ est donc simplement
e´quivalent a` un ajout de bruit  G=1.
– si ⌘   1 : on peut poser ⌧=1, et G=⌘. Dans ce cas,
 ch=
⌘ 1
⌘
, (9.50)
et le canal Ce↵ est e´quivalent a` un amplificateur de´terministe de gain ⌘, avec un exce`s de
bruit  .
Soulignons le fait que   n’a pas la meˆme valeur dans ces trois cas, puisqu’il de´pend en
particulier de G. Remarquons e´galement que l’on pourrait e´tendre notre e´tude au cas ou` le canal
L pre´ce´dant le NLA est constitue´ d’un amplificateur de´terministe a` la place de pertes, en suivant
exactement la meˆme de´marche que celle que nous avons pre´sente´ ci-dessus.
Enfin, l’e´quivalence que nous avons montre´ est tout a` fait ge´ne´rale, et n’a pas fait intervenir
de normalisation a` aucune e´tape. Puisque toutes les transformations sont line´aires, nos re´sultats
s’appliquent e´galement pour un e´tat multimode dont un des modes est envoye´ dans le canal L
suivi du NLA.
9.4 Application aux protocoles de cryptographie quantique
Pour notre application en cryptographie quantique, nous pouvons nous limiter au cas ou`
⌘1. Nous verrons en e↵et au chapitre suivant qu’un NLA n’apporte une ame´lioration que
pour une certaine plage de gains, pour laquelle ⌘ est infe´rieur a` 1. Comme nous l’avons indique´
pre´ce´demment, le canal e↵ectif Ce↵ peut alors se mettre sous la forme d’un canal compose´ d’un
ajout de bruit ✏g, et de pertes ⌘, en posant G=1 (Fig. 9.5).
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Figure 9.6 – Application a` la cryptographie quantique a` variables continues : syste`me e↵ectif
pour la repre´sentation a` intrication virtuelle.
9.4.1 Simplification du syste`me e↵ectif pour ⌘1
Pour les protocoles de cryptographie quantique gaussiens mode´lise´s par une intrication vir-
tuelle, l’e´tat initial envoye´ dans le canal est toujours un e´tat EPR | i. Le NLA e↵ectif en amont
du canal transforme alors simplement cet e´tat en un autre e´tat EPR |⇣i=|gin i en vertu de la
transformation (8.17). Nous retrouvons finalement les conclusions de [Blandino12c] : l’amplifi-
cation sans bruit chez Bob d’un mode d’un e´tat EPR   envoye´ dans un canal de transmission
T et de bruit ajoute´ ✏, produit un e´tat identique a` un e´tat EPR e↵ectif
|⇣i = |gin i, (9.51)
envoye´ a` dans un canal quantique e↵ectif de transmission ⌘ et de bruit ajoute´ ✏g, de´finis par
⌘ =
g2T
1 + (g2 1)T [14 (g2 1) (✏ 2) ✏T ✏+1]
(9.52a)
✏g = ✏+
1
2
 
g2 1  (2 ✏) ✏T (9.52b)
comme montre´ sur la figure 9.6.
Les re´sultats pre´sente´s dans ce chapitre pre´sentent l’avantage d’eˆtre plus ge´ne´raux que nos
premiers re´sultats [Blandino12c], que nous avions obtenu avec une me´thode di↵e´rente de´crite
dans l’annexe H. Ici nous ne faisons pas d’hypothe`se sur ⇢ˆin afin de montrer l’e´quivalence de la
figure 9.3. En revanche, nous supposons dans [Blandino12c] que l’e´tat initial est un e´tat EPR | i,
et nous cherchons un syste`me e↵ectif constitue´ d’un e´tat EPR e↵ectif |⇣i envoye´ dans un canal
e↵ectif (⌘, ✏g). La pre´sence du NLA e↵ectif en amont est donc masque´e, puisque directement
inte´gre´e dans l’expression de ⇣, et on ne pouvait pas directement conclure que le canal e↵ectif
e´tait bien inde´pendant de  , bien que l’on pouvait de´ja` s’en douter puisque ⌘ et ✏g n’en de´pendent
pas.
9.4.2 Allure des parame`tres e↵ectifs
Les parame`tres e↵ectifs sont montre´s sur les figures 9.7, 9.8, et 9.9, correspondant respecti-
vement a` ⌘, ✏g et gin.
De manie`re qualitative, on peut conclure que tous les parame`tres e↵ectifs augmentent avec
T , ✏, et g.
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Transmission e↵ective ⌘
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Figure 9.7 – Transmission e↵ective ⌘ : (a) en fonction du bruit ✏, pour T=0.5 (gauche) et g=1.5
(droite) ; (b) en fonction du gain g, pour T=0.5 (gauche) et ✏=0.1 (droite) ; (c) en fonction de
la transmission T , pour g=1.5 (gauche) et ✏=0.1 (droite).
La transmission e↵ective ⌘ est montre´e sur la figure 9.7. On voit qu’elle est relativement peu
sensible au bruit ✏ pour de faibles gains. Elle est toujours supe´rieure a` T , et ce d’autant plus que
g est important. D’ailleurs de`s que ✏>0, ⌘ devient e´gale a` 1 pour un gain fini gmax qui de´pend
de T et de ✏g. Ce gain est d’autant plus petit que ✏ est grand : pour un gain g donne´, on peut
ainsi diminuer les pertes e↵ectives en ajoutant du bruit a` l’entre´e du canal. Nous reviendrons
sur ce point dans la section 9.5.1.
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Bruit e↵ectif ✏g
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Figure 9.8 – Bruit e↵ectif ✏g : (a) en fonction du bruit ✏, pour T=0.5 (gauche) et g=1.5
(droite) ; (b) en fonction du gain g, pour T=0.5 (gauche) et ✏=0.1 (droite) ; (c) en fonction de
la transmission T , pour g=1.5 (gauche) et ✏=0.1 (droite).
Le bruit e↵ectif ✏g est montre´ sur la figure 9.8. Comme on peut le constater depuis l’expression
(9.52), la de´pendance est line´aire en T , et l’est quasiment pour de faibles valeurs de ✏. Il n’y a
pas de comportement proble´matique, retenons simplement que c’est le gain g qui influe le plus
sur l’augmentation de ✏g, puisque la de´pendance est quadratique.
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Gain e↵ectif gin
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Figure 9.9 – Gain e↵ectif gin : (a) en fonction du bruit ✏, pour T=0.5 (gauche) et g=1.5
(droite) ; (b) en fonction du gain g, pour T=0.5 (gauche) et ✏=0.1 (droite) ; (c) en fonction de
la transmission T , pour g=2 (gauche) et ✏=0.1 (droite).
Le gain e↵ectif est montre´ sur la figure 9.9. Pour de petits gains g, il de´pend relativement peu
du bruit ✏. La de´pendance en T est en revanche beaucoup plus forte. On peut dire qualitativement
que gin est plus petit que g lorsque le bruit est petit, mais peut devenir supe´rieur lorsque le bruit
✏ augmente.
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9.4.3 Sens physique des parame`tres e↵ectifs
Les parame`tres e↵ectifs (9.51) et (9.52) ont e´te´ introduits dans le but de pouvoir utiliser un
syste`me physique e´quivalent sans NLA en cryptographie quantique, ou` le canal e↵ectif est de
transmission ⌘1. Plusieurs conditions sont a` respecter afin que cette interpre´tation soit valable
et que le canal e↵ectif puisse avoir une interpretation physique.
Contrainte lie´e au bruit du canal
Les e´tats thermiques de´place´s (9.35) ont une variance
1+g2 2ch
1 g2 2ch
. Afin que ces e´tats ne divergent
pas, il est donc ne´cessaire que g ch< 1. Cette condition est ve´rifie´e si
g <
r
1 +
2
T ✏
. (9.53)
On obtient e´galement la meˆme condition sur g afin que gin soit re´el, i.e. que (g2 1)T ✏<2, et
e´galement afin que ⌘ ne diverge pas.
Contrainte sur  
Pour que l’e´tat EPR e↵ectif |⇣i soit physique, ⇣ doit ve´rifier 0⇣<1. Puisque Alice optimise
sa variance de modulation, on peut en fait supposer que   est toujours choisi de telle sorte que
⇣ ait une valeur physique
0  ⇣ < 1) 0    < 1
gin
, (9.54)
ce qui est possible tant que (9.53) est ve´rifie´e.
Contrainte sur ⌘ - gain maximal gmax
Le parame`tre ⌘ peut quant a` lui eˆtre interpre´te´ comme une transmission e↵ective si 0⌘1.
Cette condition est respecte´e tant que le gain reste infe´rieur a` une valeur limite gmax que nous
avons de´ja` e´voque´ :
gmax(T, ✏) =
vuut✏[T (✏ 4)+2]+4qT (✏ 2)+2✏  2p✏[T (✏ 2)+2]+4T 4
T (✏ 2) 2 (9.55)
Remarquablement, la condition (9.53) est toujours ve´rifie´e lorsque ggmax. En e↵et, on peut
montrer que l’on a toujours la relation
gmax <
r
1 +
2
T ✏
. (9.56)
Cette relation est d’ailleurs assez intuitive : lorsque g!
q
1+ 2T ✏ , ⌘ diverge vers +1, et est donc
ne´cessairement supe´rieur a` 1. g est donc supe´rieur a` gmax, qui est par de´finition le gain tel que
⌘=1.
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Figure 9.10 – Gain maximal gmax : (a) en fonction du bruit ✏ ; (b) en fonction de la transmission
T ; (c) Courbes gmax ayant une valeur donne´e en fonction de la transmission T et du bruit ✏.
Contrainte sur ✏g et  
✏g et   doivent rester positifs pour correspondre a` des bruits ajoute´s. En ce qui concerne ✏g,
de´fini pour ⌘1, on peut montrer que
g  gmax ) ✏g   0, (9.57)
l’e´galite´ e´tant atteinte seulement si ✏=0. Concernant  , on peut poser G=⌘ lorsque ⌘ 1. On
montre alors que
  > 0) g <
r
1 +
2
T ✏
. (9.58)
Inte´reˆt de gmax
Ainsi, en nous assurant que le gain du NLA utilise´ est infe´rieur a` gmax, nous sommes certains
que le canal e↵ectif correspond bien a` un canal introduisant des pertes, que le NLA e↵ectif
posse`de un gain re´el, et plus ge´ne´ralement que le canal e↵ectif ne “diverge” pas.
La figure 9.10 montre ce gain maximal en fonction de T et ✏. Globalement, on peut dire qu’il
augmente quand T ou ✏ diminuent. A la limite ou` ✏!0, gmax!+1 : comme nous le verrons, ⌘
prend une expression simple dans ce cas et garde toujours une valeur physique (et infe´rieure a` 1)
quel que soit g. Puisque ⌘ augmente lorsque ✏ augmente (Fig. 9.7), on comprend intuitivement
qu’une valeur de 1 sera atteinte pour un gain plus faible, et donc que le gain maximal doit
diminuer.
Enfin, limT!1
✏>0
gmax = 1 : si T=1 et ✏>0, un gain supe´rieur a` 1 conduit e´galement a` une
valeur de ⌘ supe´rieure a` 1.
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9.4.4 Comportements limites des parame`tres e↵ectifs
Sans bruit thermique (T1, ✏=0)
Plusieurs tests permettent de s’assurer de la validite´ des parame`tres e↵ectifs (9.51) et (9.52).
A la limite ou` il n’y a pas de bruit thermique (✏=0) :
✏=0)
8><>:
⇣ =  
p
1 + (g2 1)T
⌘ = g
2T
1+(g2 1)T
✏g = 0
(9.59)
On retrouve ainsi les expressions pre´ce´demment obtenues par la re´fe´rence [Ralph08]. Re-
marquons que lorsque ✏=0, le gain e↵ectif gin=⇣/  est toujours infe´rieur a` g. De meˆme, la
transmission e↵ective est toujours supe´rieure a` T , et infe´rieure a` 1 (Fig. 9.11). C’est seulement
lorsque g tend vers l’infini qu’elle tend vers 1. Lorsque ✏=0 et que g est fini, le canal e↵ectif ne
peut donc pas eˆtre un canal sans pertes.
La me´thode initialement propose´e dans [Ralph08] permet de trouver l’expression des
parame`tres e↵ectifs (9.59) en travaillant en base de Fock a` partir de l’e´tat EPR initial | i.
Apre`s le passage dans le canal quantique, mode´lise´ par une lame se´paratrice, cet e´tat est
transforme´ en
| , T i =
p
1  2
1X
n=0
nX
k=0
 n
q
CknT
k
2 (1 T )n k2 |niA|kiB |n kiE , (9.60)
ou` A,B et E correspondent respectivement aux modes d’Alice, Bob et Eve. Bob applique
ensuite le NLA sur son mode :
| , T, gi = (I⌦ Tˆ ⌦ I)| , T i (9.61a)
=
p
1  2
1X
n=0
nX
k=0
q
Ckn 
nT
k
2 (1 T )n k2 gk|niA|kiB |n kiE (9.61b)
En posant ensuite ⇣= 
p
1+(g2 1)T et ⌘= g2T1+(g2 1)T , on voit que
⇣n⌘
k
2 (1 ⌘)n k2 =  nT k2 (1 T )n k2 gk. (9.62)
On retrouve bien l’e´quivalence entre un syste`me e↵ectif et le syste`me re´el avec le NLA.
g=1
g=1.5
g=2
g=3
g=4
T
(a)
g=1
g=1.5
g=2
g=3
g=4
g=20
(b)
Figure 9.11 – Parame`tres e↵ectifs pour un canal sans bruit ajoute´ : (a) ⇣ en fonction de la
transmission T , pour  =0.2 ; (b) ⌘ en fonction de la transmission T .
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Sans NLA (g=1)
Lorsque g=1, on retrouve naturellement les parame`tres initiaux :
g=1)
8<: ⇣ =  ⌘ = T
✏g = ✏
(9.63)
9.4.5 Ve´rification nume´rique
La validite´ des parame`tres (9.52) a e´galement e´te´ ve´rifie´e nume´riquement avec des simulations
utilisant Matlab et la Quantum Optics Toolbox. Le principe de la simulation est de calculer
directement l’e´tat amplifie´ apre`s le canal quantique (T, ✏), et de le comparer a` l’e´tat obtenu en
utilisant un NLA de gain gin avant un canal quantique (⌘, ✏g).
On peut re´pe´ter cette proce´dure pour di↵e´rents e´tats initiaux, et a` chaque fois l’accord avec
le calcul analytique est excellent, ce qui valide l’expression des parame`tres e↵ectifs et la de´marche
globale du calcul.
Les e´tapes de la simulation sont re´sume´es ci-dessous. On commence par calculer directement
l’e´tat amplifie´ apre`s le canal quantique (T, ✏) :
– On fixe une dimension de l’espace de Hilbert N su samment grande pour ne´gliger les
e↵ets dus a` la troncature. Pour des e´tats contenants quelques photons, N=25 donne
en ge´ne´ral de bons re´sultats.
– On cre´e un e´tat quantique quelconque | ini. Afin de re´duire la dimension du proble`me,
il est pre´fe´rable de travailler avec un vecteur plutoˆt qu’avec une matrice densite´. En
pratique, on peut par exemple prendre | ini=Dˆ(1)|0i ou | ini= 1p2 (|0i+|1i).
– On cre´e un ope´rateur UˆBS associe´ a` la lame se´paratrice mode´lisant les pertes du canal
UˆBS(T ) = e
acos
p
T(aˆ†⌦aˆ aˆ⌦aˆ†). (9.64)
Le deuxie`me mode correspond au mode de l’environnement (Eve).
– On cre´e un e´tat EPR | evei=Sˆ2(reve)|0i⌦|0i correspondant aux deux modes de l’e´tat
EPR utilise´ pour mode´liser le bruit thermique. Le parame`tre reve est tel que
cosh 2reve=
T
1 T
✓
1 T
T
+ ✏
◆
. (9.65)
Un des modes est injecte´ dans la se´paratrice mode´lisant les pertes du canal afin d’intro-
duire le bruit thermique, l’autre est trace´. La` encore, on aurait pu travailler directement
avec un e´tat thermique, mais cela augmente la dimension du proble`me et ralenti donc
les calculs. On peut e´ventuellement utiliser une dimension di↵e´rente de N pour de´finir
| evei.
– On calcule l’e´tat pur tripartite apre`s la se´paratrice
| outi =
⇣
UˆBS(T )⌦I
⌘
| ini⌦| evei, (9.66)
puis on trace sur les deux modes de l’environnement
⇢ˆout = Treve{| outih out|}. (9.67)
– On applique le NLA de gain g (naturellement tronque´ a` N 1 photons puisque l’on
travail dans un espace de dimension N)
⇢ˆNLAout = e
aˆ†aˆ ln g⇢ˆoute
aˆ†aˆ ln g. (9.68)
L’e´tat ⇢ˆNLAout n’est pas normalise´, mais nous pouvons le garder tel quel.
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On re´pe`te ensuite cette proce´dure, mais en appliquant d’abord le NLA e↵ectif avant le canal
e↵ectif :
– On part du meˆme e´tat initial | ini.
– On applique le NLA e↵ectif de gain gin sur l’e´tat initial,
| NLAi = eaˆ†aˆ ln gin | ini. (9.69)
– On cre´e un ope´rateur UˆBS mode´lisant les pertes du canal e↵ectif
UˆBS(⌘) = e
acos
p
⌘(aˆ†⌦aˆ aˆ⌦aˆ†). (9.70)
– On cre´e un e´tat EPR | NLAeve i=Sˆ2(rNLAeve )|0i⌦|0i correspondant aux deux modes de
l’environnement. Le parame`tre rNLAeve est tel que
cosh 2rNLAeve =
⌘
1 ⌘
✓
1 ⌘
⌘
+ ✏g
◆
. (9.71)
– On calcule l’e´tat pur tripartite apre`s la lame se´paratrice
| e↵outi =
⇣
UˆBS(⌘)⌦I
⌘
| NLAin i⌦| NLAeve i, (9.72)
puis on trace sur les deux modes de l’environnement
⇢ˆe↵out = Treve{| e↵outih e↵out|}. (9.73)
On compare ensuite les deux e´tats obtenus ⇢ˆNLAout et ⇢ˆ
e↵
out, en tenant compte du coe cient
de normalisation µ (9.45). Tant que la valeurN est su samment grande, ils sont parfaitement
identiques. Nous avons e´galement e↵ectue´ ce test en utilisant des me´langes statistiques a` la
place de | ini, ou encore des ope´rateurs du type |nihm|, avec m 6=n.
9.4.6 Prise en compte d’une troncature
Dans ce chapitre, ainsi que dans le chapitre 10, nous conside´rons une version ide´ale du NLA
de´crite par Tˆ=gnˆ. La restriction a` un NLA tronque´ tel que Mˆ
N
suc de´fini par (8.11) peut en fait
se faire assez simplement. En e↵et, on remarque que
Mˆ
N
suc =
1
gN
NX
n=0
gn|nihn| (9.74a)
=
1
gN
"
NX
k=0
|nihn|
#
Tˆ . (9.74b)
Voyons maintenant comment utiliser cette proprie´te´ : supposons que l’on envoie un e´tat ⇢ˆin
dans le canal (T, ✏), produisant un e´tat ⇢ˆout (9.21). On applique ensuite soit le NLA de´crit par
Tˆ , soit le NLA de´crit par Mˆ
N
suc. Dans le premier cas, on obtient l’e´tat ⇢ˆ
NLA
out (9.36), et on peut
utiliser l’e´quivalence avec le syste`me e↵ectif que nous avons montre´. Dans le second cas, on
obtient un e´tat non gaussien ⇢ˆMout, qui peut eˆtre calcule´ a` partir de ⇢ˆ
NLA
out :
⇢ˆMout =
1
g2N
⇧ˆ⇢ˆNLAout ⇧ˆ
1
g2N
Tr{⇧ˆ⇢ˆNLAout ⇧ˆ}
=
⇧ˆ⇢ˆNLAout ⇧ˆ
Tr{⇧ˆ⇢ˆNLAout }
(9.75)
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avec ⇧ˆ=
PN
k=0 |nihn|, et en utilisant le fait que ⇧ˆ
2
=⇧ˆ. Ainsi, on peut utiliser le syste`me e↵ectif,
et simplement projeter l’e´tat en sortie du canal e↵ectif sur le sous-espace contenant N photons
au maximum.
Si l’on cherche a` calculer l’e´tat gaussien de meˆme matrice de covariance que ⇢ˆNLAout , cette
ope´ration n’est en fait meˆme pas ne´cessaire. En e↵et, la valeur moyenne d’un ope´rateur Aˆ est
donne´e par :
Tr{Aˆ ⇢ˆMout} =
1
Tr{⇧ˆ⇢ˆNLAout }
Tr{Aˆ ⇧ˆ⇢ˆNLAout ⇧ˆ} (9.76a)
=
1
Tr{⇧ˆ⇢ˆNLAout }
Tr{⇧ˆAˆ⇧ˆ ⇢ˆNLAout } (9.76b)
Ainsi, la valeur moyenne de Aˆ pour l’e´tat ⇢ˆMout est donc e´gale (au facteur 1/Tr{⇧ˆ⇢ˆNLAout } pre`s) a`
la valeur moyenne de ⇧ˆAˆ⇧ˆ pour l’e´tat ⇢ˆNLAout . Celle-ci peut se calculer en utilisant les fonctions
de Wigner et la formule (2.73) :
Tr{⇧ˆAˆ⇧ˆ ⇢ˆNLAout } = 4⇡
Z
dx dp W⇧ˆAˆ⇧ˆ(x, p)W⇢ˆNLAout (x, p) (9.77)
De cette manie`re, on peut donc calculer les valeurs moyennes et les moments des quadratures
de ⇢ˆMout, en remplac¸ant Aˆ par Xˆ, Pˆ , Xˆ
2
ou Pˆ
2
.
9.5 Application aux communications quantiques
9.5.1 Suppression des pertes et atte´nuateur sans bruit
Principe
M. Micˇuda et al. ont introduit le concept d’atte´nuateur sans bruit afin de re´duire les pertes
e↵ectives d’un canal [Micˇuda12]. Cet atte´nuateur est un amplificateur sans bruit de gain ⌫<1,
qui peut eˆtre simplement imple´mente´ en envoyant l’e´tat a` atte´nuer sur une lame se´paratrice
de transmission en amplitude ⌫, dont l’autre mode d’entre´e est vide, et en conditionnant a` la
mesure du vide sur la sortie du mode re´fle´chi.
Le principe de leur protocole est le suivant : l’e´tat initial est d’abord atte´nue´ d’un facteur
⌫. Puis il est envoye´ dans le canal quantique, suppose´ sans bruit, de transmission en amplitudep
T . Enfin, il est amplifie´ avec un NLA de gain g= 1
⌫
p
T
. Les auteurs parlent de “suppression des
pertes” : leur combinaison d’atte´nuateur et d’amplificateur re´duit e cacement les de´gradations
dues aux pertes, en produisant un e´tat final qui est un me´lange de l’e´tat initial non de´grade´ et
de termes d’autant plus faibles que ⌫ est faible. A la limite ou` ⌫!0, tout se passe comme si le
canal n’introduisait plus de pertes, et se comportait comme l’ope´rateur identite´, sans modifier
l’e´tat initial d’aucune fac¸on [Micˇuda12].
Outre le fait que cette limite correspond a` une probabilite´ de succe`s nulle, le canal e↵ectif de
[Micˇuda12] ne prend pas une forme simple lorsque ⌫ 6=0. De plus, le cas d’un canal bruite´ semble
de´licat a` ge´ne´raliser car les calculs en base de Fock deviennent vite assez complexes.
En utilisant les re´sultats de la section 9.3, la ge´ne´ralisation de cette notion de suppression
des pertes est en revanche imme´diate. Nous avons montre´ qu’un NLA de gain g place´ apre`s le
canal est e´quivalent a` un NLA e↵ectif de gain gin place´ avant le canal e↵ectif. De`s lors, il su t
d’utiliser un atte´nuateur de gain 1/gin pour compenser l’e↵et du NLA e↵ectif, puisque
(1/gin)
nˆ gnˆin = I. (9.78)
Il ne reste alors plus que le canal e↵ectif, comme illustre´ sur la figure 9.12.
Proprie´te´s de l’amplificateur sans bruit non de´terministe 191
gnˆ
Bruit&thermique& Pertes&
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NLA de gain  
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=!
Figure 9.12 – Canal e´quivalent en utilisant un atte´nuateur de gain ⌫=1/gin. Le facteur de
normalisation µ n’est pas repre´sente´.
Canal sans bruit
Lorsque le canal n’est pas bruite´ (✏=0), les parame`tres e↵ectifs prennent la forme (9.59). On
peut donc rigoureusement obtenir un canal e↵ectif de transmission ⌘ en utilisant un atte´nuateur
de gain
⌫ =
1
gin
=
1p
1+(g2 1)T . (9.79)
Comme nous l’avons vu pre´ce´demment, pour un gain fini, le canal e↵ectif a une transmission
⌘ supe´rieure a` T , mais qui reste infe´rieure a` 1. Pour un gain g>>1, (9.79) devient
⌫ ' 1
g
p
T
. (9.80)
Nous retombons alors sur les valeurs d’atte´nuation et de gain conside´re´es dans [Micˇuda12]. A
la limite ou` g!+1, la transmission e↵ective tend vers 1 et on obtient un canal sans pertes.
L’avantage de notre me´thode est de pouvoir rigoureusement obtenir un canal de transmission ⌘,
quelle que soit la valeur de g.
Ainsi, une amplification sans bruit de faible gain ne permettra pas de comple`tement suppri-
mer les pertes, mais pourra quand meˆme les re´duire, lorsqu’elle est associe´e a` un atte´nuateur de
gain adapte´.
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Suppression totale des pertes d’un canal bruite´, avec un gain fini
La meˆme me´thode nous permet d’obtenir le canal quantique e↵ectif Ce↵ dans le cas ge´ne´ral
d’un canal avec un bruit thermique ✏. L’e´tude des parame`tres e↵ectifs dans la section 9.3 a
montre´ que, sous l’e↵et du bruit, ⌘ peut devenir e´gal a` 1 pour une valeur de gain gmax qui est
cette fois finie.
Nous pouvons donc en tirer deux conclusions : la premie`re est qu’il est possible de supprimer
totalement les pertes d’un canal bruite´ avec un NLA de gain fini et un atte´nuateur de gain 1/gin
non nul. Le gain ne´cessaire est d’autant plus faible que le canal est bruite´ (cf. Fig. 9.10 (c)).
La seconde conclusion est que l’on peut ajouter volontairement du bruit thermique a` l’entre´e
d’un canal afin d’augmenter la transmission e↵ective, pour un NLA de gain donne´. De ce fait, un
canal sans bruit introduisant des pertes T peut eˆtre converti en canal sans pertes, introduisant
un bruit   (lorsque l’on ajoute un bruit ✏).
Un atte´nuateur est-il toujours be´ne´fique ?
Il existe au moins deux types d’e´tats pour lesquels un atte´nuateur sans bruit n’est pas
force´ment ne´cessaire : les e´tats de Fock et les e´tats cohe´rents. Tous deux ne sont pas “de´forme´s”
par un NLA, et acquie`rent un coe cient global qui disparait lors de la normalisation. Ainsi,
un e´tat de Fock |ni ne sera simplement pas a↵ecte´ par le NLA e↵ectif gnˆin, ni par un e´ventuel
atte´nuateur sans bruit. Pour ce type d’e´tat, l’amplification de gain g apre`s le canal (T, ✏) est
donc directement e´quivalente au canal e↵ectif Ce↵ , sans avoir besoin d’un atte´nuateur.
Un e´tat cohe´rent |↵i sera quand a` lui amplifie´ par le NLA e↵ectif gnˆin, mais puisque cette
amplification est sans bruit, elle est be´ne´fique ! L’amplitude moyenne de l’e´tat en sortie du canal
e↵ectif e´tant e´gale a` gin
p
⌘↵, et sa variance a` 1+⌘ =1+g2in⌘(
 
g2in
), on peut de´finir une “trans-
mission e↵ective e´quivalente” ⌘˜=g2in⌘ supe´rieure a` ⌘, et un “bruit e↵ectif e´quivalent”  ˜= /g
2
in
infe´rieur a`  .
Bien suˆr, lorsque l’e´tat initial est compose´ d’une superposition de ces e´tats, l’atte´nuateur
sans bruit retrouve son inte´reˆt afin de ne pas biaiser la superposition sous l’action de gnˆin.
9.5.2 “Concentration de phase”
Nous avons vu qu’un e´tat cohe´rent |↵i envoye´ dans le canal (T, ✏) et amplifie´ avec un NLA
de gain g est transforme´ en un e´tat thermique de´place´, de valeur moyenne g˜
p
T↵, et de variance
1+g2 2ch
1 g2 2ch
. Rappelons les expressions de g˜ et  ch, respectivement donne´es par (9.34) et (9.24) :
g˜ = g
1  2ch
1 g2 2ch
et  2ch =
T ✏
2+T ✏
(9.81)
Ce re´sultat permet de calculer simplement l’amplification d’un e´tat cohe´rent auquel on aurait
ajoute´ volontairement du bruit ✏ : il su t de poser T=1. Comme nous l’avions de´ja` indique´,
g˜ est supe´rieur a` g, et ce d’autant plus que le canal est bruite´, i.e. que le bruit ajoute´ ✏ est
grand. Ce phe´nome`ne semble en tout point similaire a` celui de la “concentration de phase”
[Marek10a, Usuga10], pre´sente´e au chapitre 8 : le bruit ajoute´ est e´quivalent a` un de´placement
ale´atoire autour de ↵. L’amplificateur sans bruit favorise ensuite les e´tats cohe´rents | ih | de
grandes amplitudes dans le me´lange statistique, graˆce au facteur exp[(g2 1)| |2] qu’il introduit.
Ce facteur de´pend exponentiellement de  , alors qu’une ou plusieurs soustractions de photons
introduisent un coe cient polynomial : on s’attend donc a` ce qu’un petit ajout de bruit avant
le NLA puisse conduire a` une grande “concentration de phase”.
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(a) (b)
Figure 9.13 – Concentration de phase en ajoutant du bruit avant un NLA de gain donne´ : (a)
fonction de wigner (repre´sente´e avec un e´cart-type de rayon) de l’e´tat initial ↵=1 (en gris), de
l’e´tat amplifie´ avec un NLA de gain g=1.5 (en bleu), et de l’e´tat amplifie´ apre`s ajout d’un bruit
✏ (en rose) ; (b) angle   de l’e´tat cohe´rent ↵=1 amplifie´ avec un NLA de gain g=1.5 fixe´, sans
ajout de bruit (en bleu), et en ajoutant un bruit ✏ ve´rifiant  2ch=
✏
2+✏ (en rose).
La figure 9.13 montre qu’il semble eˆtre e↵ectivement possible d’utiliser cet ajout de bruit
afin d’ame´liorer l’estimation de la phase d’un e´tat cohe´rent, pour un NLA de gain donne´. Le
crite`re utilise´ est cependant assez qualitatif : on de´finit l’incertitude de phase   par 4
tan
 
2
=
Ecart-type
Amplitude moyenne
=
r
1+g2 2ch
1 g2 2ch
2g˜↵
, (9.82)
comme montre´ sur la figure 9.13 (a). La figure 9.13 (b) compare l’angle   obtenu avec et sans
ajout de bruit : on constate clairement une ame´lioration lorsque l’ajout de bruit est su samment
important. Soulignons que la divergence observe´e survient lorsque le bruit ajoute´ ne permet plus
de satisfaire la condition g<
q
1 + 2T ✏ (avec T=1, et 1+✏=
1+ 2ch
1  2ch
).
Cette ame´lioration sur l’estimation de la phase serait a` comparer plus pre´cise´ment avec les
autres protocoles tels que [Marek10a, Usuga10] utilisant une soustraction de photon, afin de voir
si l’utilisation d’un NLA est re´ellement avantageuse compte tenu des di culte´s expe´rimentales
pour l’imple´menter. Il faudrait e´galement comparer l’inte´reˆt expe´rimental de cet ajout de bruit,
par rapport a` simplement augmenter le gain du NLA.
9.6 Conclusion
Ce chapitre nous a permis d’e´tudier plusieurs proprie´te´s ge´ne´rales d’un amplificateur sans
bruit. Nous avons d’abord montre´ que la probabilite´ de succe`s peut eˆtre borne´e supe´rieurement
par une valeur constante e´gale a` 1/g2, lorsque le NLA est utilise´ avec des e´tats thermiques.
Nous avons ensuite montre´ l’e´quivalence entre un canal introduisant des pertes et du bruit
thermique suivi d’un amplificateur sans bruit, et un amplificateur sans bruit e↵ectif place´ en
amont d’un canal e↵ectif. Outre les applications potentielles que nous avons pre´sente´, dont la
suppression des pertes d’un canal, cette e´quivalence nous permettra d’e´tudier l’utilisation d’un
NLA en cryptographie quantique, qui fait l’objet du chapitre suivant.
4. Le facteur 2 pour l’amplitude moyenne provient de la convention N0=1.
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Chapitre 10
L’amplificateur sans bruit non
de´terministe en cryptographie
quantique
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10.1 Introduction
Les protocoles de cryptographie quantique ne permettent d’e´changer une cle´ secre`te que
si les conditions ne sont pas trop favorables pour Eve : toutes les imperfections du canal de
transmission sont a` son avantage, si bien que si les pertes ou le bruit sont trop importants, elle
finit par obtenir plus d’information qu’Alice sur les donne´es de Bob. Le taux secret de´croit donc
a` mesure que les pertes ou le bruit augmentent, et peut devenir nul pour une certaine distance
de transmission.
Puisqu’un amplificateur sans bruit non de´terministe permet de re´duire les pertes e↵ectives
d’un canal, il apparaˆıt alors comme un outil potentiel pour ame´liorer les performances d’un
protocole de QKD a` variables continues.
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Ce chapitre est consacre´ a` cette application de l’amplificateur sans bruit, en se focalisant sur le
protocole GG02. Nous de´taillerons explicitement les ame´liorations apporte´es pour un protocole
se´curise´ contre les attaques collectives, en montrant qu’il est possible d’ame´liorer la distance
maximale de transmission, ainsi que la tole´rance face au bruit ajoute´. Puis nous montrerons que
de manie`re peut eˆtre un peu surprenante, le NLA n’ame´liore jamais le taux secret contre les
attaques individuelles.
Ce chapitre est en partie base´ sur les re´sultats qui ont donne´ lieu a` la publication [Blandino12c].
10.2 Calcul des taux secrets
Le calcul des taux secrets contre les attaques individuelles et collectives a e´te´ pre´sente´ dans
la section 7.4.4. Rappelons en ici les principaux e´le´ments : le canal quantique est mode´lise´ par
une transmission T , et un bruit ajoute´ e´quivalent en entre´e ✏. Nous nous plac¸ons dans le cas
ge´ne´ral d’une de´tection homodyne imparfaite, avec une e cacite´ ⌫ et un bruit e´lectronique (sur
les mesures) . V=1+ 
2
1  2=VA+1 est la variance de l’e´tat thermique d’Alice
1,  line=
1 T
T +✏ est le
bruit ajoute´ par le canal ramene´ a` l’entre´e incluant l’e↵et des pertes,  hom=
1 ⌫
⌫ +

⌫ est le bruit
ajoute´ par la de´tection homodyne ramene´ a` l’entre´e de celle ci, et  tot= line+
 hom
T est le bruit
total ramene´ a` l’entre´e du canal.
Information mutuelle entre Alice et Bob
L’information mutuelle entre Alice est Bob est :
IAB =
1
2
log2

V+ tot
1+ tot
 
(10.1)
Information mutuelle entre Bob et Eve - attaques individuelles
Lorsque Eve est restreinte a` des attaques individuelles, l’information mutuelle avec Bob est
donne´e par :
IBE =
1
2
log2
"
T 2 (V+ tot)
 
1
V + line
 
1+T hom
 
1
V + line
  # (10.2)
Information mutuelle entre Bob et Eve - attaques individuelles
Lorsque Eve peut imple´menter des attaques collectives, l’information mutuelle avec Bob est
borne´e par la borne de Holevo  BE, de´finie par (7.9).
10.2.1 Taux secrets sans le NLA
Le taux secret contre les attaques individuelles, sans le NLA, est donne´ par :
 IInd( , T, ✏) =  IAB( , T, ✏)  IBE( , T, ✏) (10.3)
Le taux secret contre les attaques collectives, sans le NLA, est donne´ par :
 IH( , T, ✏) =  IAB( , T, ✏)   BE( , T, ✏) (10.4)
1. Dans ce chapitre, nous utilisons la convention N0=1.
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La de´pendance par rapport a`  , T et ✏ est souligne´e car ces formules seront utilise´es avec les
parame`tres e↵ectifs pour calculer le taux secret avec le NLA. En revanche, les autres parame`tres
ne sont pas transforme´s, et leur de´pendance est implicite.
10.2.2 Taux secrets avec le NLA
Avec le NLA, le taux est obtenu en utilisant (10.3) ou (10.4) avec les parame`tres e↵ectifs,
ponde´re´ par la probabilite´ de succe`s Psuc de l’amplification :
 INLAInd ( , T, ✏) = Psuc IInd(⇣, ⌘, ✏
g) (10.5)
 INLAH ( , T, ✏) = Psuc IH(⇣, ⌘, ✏
g) (10.6)
Puisque ⇣ de´pend line´airement de   et que le canal quantique e↵ectif en est inde´pendant,
nous pouvons le conside´rer comme un parame`tre libre, optimise´ pour maximiser le taux secret.
Ceci fixe ensuite la valeur de  =⇣/gin. Cette modulation de l’e´tat EPR envoye´ par Alice est
en fait e´quivalente a` l’utilisation d’un atte´nuateur quantique pre´sente´ dans la section 9.5 : un
atte´nuateur de gain 1/gin transforme simplement un e´tat EPR de parame`tre ⇣ en un e´tat EPR
de parame`tre ⇣/gin. Ainsi, avec un atte´nuateur avant le canal, Alice enverrait un e´tat EPR |⇣i,
alors que sans atte´nuateur elle envoie un e´tat |⇣/gini.
Nous attribuerons a` Psuc la borne 1/g2 obtenue dans la section 9.2, en gardant a` l’esprit
que les valeurs des taux secrets seront tre`s optimistes, mais que cela n’a pas d’incidence sur
l’ame´lioration des performances que nous allons de´tailler : seul le taux secret sera diminue´, mais
les ame´liorations de la distance maximale de transmission et des autres performances seront
inchange´es. La probabilite´ de succe`s agit simplement comme un facteur de proportionnalite´ qui
ne change pas le fait qu’un taux secret soit positif ou ne´gatif. Avec une probabilite´ de succe`s trop
optimiste, le seul inconve´nient est de ne pas pouvoir donner une estimation nume´rique pre´cise
du taux secret.
10.3 Ame´lioration des performances - attaques collectives
Nous avons maintenant tous les outils pour attaquer le cœur du proble`me, et e´tudier l’utilite´
du NLA en cryptographie quantique. Notre e´tude combinera autant que possible des re´sultats
nume´riques exacts, et des de´veloppements perturbatifs au premier ordre en T , valables pour
de fortes pertes. Ces de´veloppements nous permettrons d’obtenir des re´sultats analytiques qui
seront fort utiles pour comprendre les modifications apporte´es par le NLA, et qui sont de plus
en tre`s bon accord avec les re´sultats nume´riques. Nous attacherons d’ailleurs une importance
certaine a` e´tudier et ve´rifier leurs conditions de validite´.
Nous commencerons par une e´tude du de´veloppement perturbatif du taux secret avec le
NLA  INLAH , ce qui nous permettra d’obtenir une formule analytique de la distance maximale
de transmission permettant l’e´change d’une cle´ secre`te. En la comparant avec la distance maxi-
male de transmission sans NLA, nous montrerons un re´sultat important : les pertes admissibles
sont augmente´es de 20 log10 g dB avec le NLA. Nous montrerons e´galement que le NLA ame´-
liore la re´sistance au bruit, en permettant un e´change de cle´ pour un canal davantage bruite´.
Nous illustrerons ces re´sultats par plusieurs exemples. Puis nous verrons comment prolonger
arbitrairement la distance de transmission en adaptant le gain en fonction des pertes.
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10.3.1 Conside´rations pre´liminaires
De´veloppement perturbatif du taux secret avec le NLA
La complexite´ de la formule (10.4) rend l’obtention de re´sultats analytiques extreˆmement
di cile sans faire d’approximations. Heureusement, dans la plupart des cas le taux secret est
encore positif pour de petites valeurs de transmission T , permettant ainsi d’e↵ectuer un de´ve-
loppement au premier ordre. Le calcul de´taille´ est e↵ectue´ en annexe G, dans le cas ge´ne´ral d’un
canal bruite´ et d’une de´tection homodyne imparfaite :
 INLAH ' Psuc
g2T
(1  2)2 (1+)2 ln 2
n 
1  2 2 (1+)✏ ln ✏
2
+
 
1  2 2 ⌫✏ ln ⇥g2T ⇤+⌫ 4 ln 4+
 
 2 1 ✓⌫  ✏  2(2 +✏) +   2 1  ✏(⌫  1) ln ✏(1+ ⌫)
2(1+)
 ◆ 
(10.7)
La plupart du temps, nous supposerons que la de´tection homodyne est parfaite (⌫=1,=0),
afin de simplifier les calculs. Dans ce cas, (10.7) devient :
 INLAH ' Psuc
g2T
(1  2)2 2 ln 2
n
 4 ln 4+
 
 2 1  h  2(2 +✏)+   2 1  ✏⇣ln ✏
2
+ ln[g2T ]
⌘
+✏
io
(10.8)
Cette formule, bien qu’e´crite sous une forme di↵e´rente, est identique a` celle pre´sente´e dans
[Blandino12c]. Enfin, il pourra e´galement eˆtre utile de conside´rer le cas d’un canal n’ajoutant
pas de bruit (✏=0), afin de montrer que dans ce cas le NLA n’apporte pas d’ame´liorations.
Toujours en supposant la de´tection homodyne parfaite, (10.8) devient :
 INLAH ' Psuc
 2g2T
(1  2)2 ln 2
⇥
 (1  2)+ 2 ln 2⇤ (10.9)
Optimisation de la variance de modulation
Puisque nous autorisons toujours Alice a` optimiser sa variance de modulation, et donc  , on
peut chercher la valeur optimale  opt qui maximise le taux secret. On montre sans di culte´ que
la de´rive´e de (10.7) par rapport a`   est annule´e lorsque la condition suivante est ve´rifie´e (Fig.
10.1) :
 2opt
1  2opt
 
 2opt 4 ln opt 1
 
=   (10.10)
La variance optimale ne de´pend donc que de l’e cacite´ de re´conciliation  , quel que soit le bruit
ajoute´, la transmission et les imperfections de la de´tection homodyne – lorsque le de´veloppement
au premier ordre en T est valide –.
Cette optimisation permet de supprimer une variable de (10.7). En pratique, plutoˆt que de
chercher  opt pour une valeur de   donne´e, il est plus simple de faire la de´marche inverse en
conside´rant que (10.10) donne la valeur optimale de   pour une valeur  opt donne´e. On peut ainsi
directement utiliser cette expression de   dans les formules des de´veloppements pour obtenir les
taux secrets maximise´s sur  , en se souvenant que  opt n’est plus un parame`tre libre, mais
prend une valeur qui de´pend de  . Afin de simplifier les notations, nous continuerons d’utiliser
la notation   pour lorsque la variance de modulation est optimise´e, e´tant sous-entendu qu’il
s’agit de  opt.
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Figure 10.1 –  opt en fonction de  , donne´ par l’e´quation 10.10.  =0.95 correspond a`
 opt'0.8065.
Pour une de´tection homodyne imparfaite, la maximisation de (10.7) donne :
 INLAH 'Psuc
g2T
(1  2)2(1+)2 ln 2
n
(1+)
 
1  2 2 ✏ ln ✏
2
+
 
1  2 2 ⌫✏ ln ⇥g2T ⇤+⌫ 4 ln 4+
⌫
⇥ 
 2 1   2 4  2✏+✏  2 4 ln 4⇤+  1  2 2 ✏(⌫  1) ln ✏(1+ ⌫)
2(1+)
  
(10.11)
Pour une de´tection homodyne parfaite, ce taux devient :
 INLAH '
Psuc
g2T
(1  2)2 2 ln 2
n 
1  2 2 ✏⇣ln ✏
2
+ ln
⇥
g2T
⇤⌘  4 ln 4+   2 1   2 4  2✏+✏ o (10.12)
Enfin, pour une de´tection homodyne parfaite et en l’absence de bruit :
 INLAH ' Psuc
g2 4T
(1  2)2 ln 2
 
 2  ln 2 1  (10.13)
Puisque que  2  ln 2 1>0 pour toute valeur de   comprise entre 0 et 1, on voit tout de suite
qu’il n’y a pas de distance maximale de transmission lorsqu’il n’y a pas de bruit, meˆme pour
 <1. Nous reviendrons sur ce point dans le paragraphe suivant.
Par la suite, le de´veloppement perturbatif du taux secret sera toujours utilise´ avec la va-
riance optimale, si bien que sauf mention contraire nous n’utiliserons plus que les expressions
(10.11), (10.12) et (10.13) pour les calculs analytiques. Ces formules permettent aussi d’obtenir
le de´veloppement du taux secret sans NLA en prenant simplement g=1 et Psuc=1.
Distance maximale de transmission
La relative simplicite´ des formules pre´ce´dentes permet de calculer analytiquement la trans-
mission limite TNLAlim du canal re´el en dessous de laquelle le taux secret s’annule. Dans le cas
ge´ne´ral avec une variance de modulation non optimise´e, on trouve a` partir de (10.7) que :
TNLAlim =
1
g2
2
✏
(1+)
⌫  1
⌫ (1+ ⌫) 1+⌫  1  
4 4
(1  2)2✏ e
 2(2 +✏) ✏
( 2 1)✏ (10.14)
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Cette formule est donne´e a` titre informatif, puisque nous utiliserons plutoˆt les taux maximi-
se´s. Pour une de´tection homodyne imparfaite avec la variance de modulation optimale, (10.11)
donne :
TNLAlim =
1
g2
2
✏
(1+)
⌫  1
⌫ (1+ ⌫) 1+⌫  1 
4 4
(1  2)2✏ e
2 4  2✏+✏
✏  2✏ (10.15)
Et enfin, pour une de´tection homodyne parfaite avec la variance optimale, (10.12) donne :
TNLAlim =
1
g2
2
✏
exp

2 4  2✏+✏
✏(1  2) +
4 4
✏ (1  2)2 ln 
 
(10.16)
Ces trois expressions tendent toutes vers 0 lorsque le bruit tend vers 0,
lim
✏!0T
NLA
lim = 0 (10.17)
ce qui montre qu’il n’y a pas de distance maximale en l’absence de bruit, meˆme si  <1. En
revanche la distance de transmission est toujours limite´e en pre´sence de bruit, meˆme lorsque
 =1. Le fait que la transmission intervienne a` l’inte´rieur de l’expression (10.11) explique qu’il
puisse y avoir une distance maximale, puisque si elle n’est qu’en facteur global, elle a pour seul
e↵et de diminuer le taux mais sans jamais strictement l’annuler. Comme on pouvait intuitivement
s’en douter, ces transmissions limites ne de´pendent pas de la probabilite´ de succe`s Psuc.
Remarquons enfin que (10.14), (10.15) et (10.16) sont en ge´ne´ral en excellent accord avec les
courbes nume´riques, mais il peut arriver que cela ne soit plus le cas si ✏ ou   (et donc  opt) sont
trop grands. Il convient donc de toujours ve´rifier leur validite´ en les comparant nume´riquement
a` (10.6).
10.3.2 Une distance de transmission augmente´e, et une plus grande tole´rance
au bruit
Augmentation de la distance maximale de transmission
Dans toutes les expressions de TNLAlim , le gain du NLA n’intervient qu’a` travers le facteur
1
g2 .
Puisque la transmission limite Tlim sans NLA est obtenue en prenant simplement g=1, on peut
relier les transmissions limites avec et sans NLA par la relation suivante :
TNLAlim =
1
g2
Tlim (10.18)
Le NLA permet donc de diminuer la transmission limite, ce qui revient a` augmenter la distance
de transmission 2. En exprimant les pertes en dB, une transmission diminue´e d’un facteur g2
correspond a` une augmentation des pertes de :
 P = 20 log10 g dB (10.19)
En d’autres termes, le protocole de QKD fonctionne pour un canal ayant  P dB de pertes
supple´mentaires, en utilisant un NLA. Soulignons encore une fois que cette ame´lioration ne
2. Nous parlerons selon les cas d’une augmentation de la distance maximale de transmission, d’une diminution
de la transmission minimale, ou d’une augmentation des pertes maximales admissibles. Ces trois formulations
sont bien suˆr e´quivalentes.
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Figure 10.2 – Comparaison de  IH et  INLAH et de leurs de´veloppements perturbatifs, en fonc-
tion des pertes en dB, pour  =0.95 et ✏=0.05. Les courbes nume´riques sont obtenues avec les
formules (10.4) et (10.6) en utilisant Psuc=1/g2, maximise´es nume´riquement sur   ou ⇣ pour
chaque valeur de pertes. Les de´veloppements analytiques correspondent a` la formule (10.12)
(avec Psuc=1 et g=1 sans NLA), en utilisant  opt=0.8065. La de´tection homodyne est suppose´e
parfaite.
de´pend pas des autres parame`tres, i.e. de  , de la variance de modulation, du bruit thermique,
ou des imperfections de la de´tection homodyne.
On peut comprendre l’e´quation (10.18) de manie`re intuitive, en regardant le de´veloppement
des parame`tres e↵ectifs au premier ordre en T :
⌘ ' g2T ✏g = ✏+ 1
2
(g2 1)(2 ✏)✏T ⇣ '  + 1
2
(g2 1) T (10.20)
Il ne peut pas y avoir de termes d’ordre 0 en T dans le de´veloppement du taux secret, car sinon
ce dernier ne serait pas nul pour une transmission nulle. Il doit donc force´ment y avoir T en
facteur global. Pour que l’expression totale soit du premier ordre en T , les de´veloppements de ✏g
et de ⇣ doivent donc eˆtre restreints a` l’ordre 0. Tout se passe donc comme si le NLA transformait
T en ⌘=g2T , sans modifier les autres parame`tres. La transmission limite TNLAlim sera donc telle
que g2TNLAlim =Tlim, ce qui redonne la formule (10.18).
Par souci de simplicite´, nous supposerons maintenant que la de´tection homodyne est parfaite.
Les re´sultats pre´ce´dents sont illustre´s sur la figure 10.2, ou` l’on compare d’une part le taux obtenu
avec un NLA de gain g=4 et Psuc=1/g2 au taux obtenu sans NLA, et d’autre part l’accord
entre les de´veloppements perturbatifs et les expressions nume´riques. On voit tout d’abord que
ce dernier est tre`s bon lorsque les pertes deviennent su samment importantes. Les valeurs des
pertes maximales donne´es par l’e´quation (10.16), pour des gains g=1 et g=4 sont respectivement
de 28.1 et 40.1 dB, ce qui correspond parfaitement aux pertes maximales admissibles observe´es
nume´riquement. Ceci confirme une tole´rance a` 20 log10 g=12 dB de pertes supple´mentaires avec
le NLA.
On ve´rifie sur la figure 10.3 que g=4 est infe´rieur au gain maximal autorise´ gmax lorsque les
pertes sont supe´rieures a` environ 5 dB, pour ✏=0.05. La figure 10.2, avec des pertes commenc¸ant
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Figure 10.3 – Gain maximal gmax donne´ par (9.55) en fonction des pertes en dB, pour plusieurs
valeurs de ✏.
a` 10 dB, correspond donc a` un re´gime autorise´ garantissant que ⌘<1.
Ame´lioration de la tole´rance au bruit
La distance maximale de transmission de´pend du bruit ajoute´ par le canal. Plus celui-ci est
important, et plus la distance maximale est faible. Pour des pertes donne´es, on peut de´finir le
bruit maximal ✏max tole´rable au dela` duquel le taux secret devient nul. La figure 10.4 montre sa
de´pendance en fonction de la transmission T , sans utiliser de NLA. On voit que ✏max de´pend de
  de manie`re cruciale : lorsque   diminue, la forme de la courbe reste globalement inchange´e,
mais diminue´e d’un facteur supe´rieur a` 2 lorsque   passe de 1 a` 0.85.
Cette figure peut en fait eˆtre lue de deux manie`res : elle donne soit la transmission minimale
Tlim pour une valeur de ✏, soit le bruit maximal ✏max pour une valeur de T . Comme toutes les
autres figures de ce type que nous utiliserons, elle est obtenue en calculant nume´riquement le taux
secret pour une table de valeurs de T et ✏ s’e´tendant sur une plage assez grande, pour lequel le
taux prend des valeurs positives et ne´gatives. Ces valeurs sont ensuite interpole´es par une fonction
polynomiale f(T, ✏) a` deux parame`tres, beaucoup plus facile a` manipuler nume´riquement que
(10.4). On peut en particulier tracer la courbe f(T, ✏)=0 en fonction de T et ✏, afin d’obtenir la
figure 10.4.
Β"#
Β"$%&'
Β"$%($
Β"$%('
Figure 10.4 – Bruit ✏max a` partir duquel le taux secret sans NLA s’annule, en fonction de la
transmission T . Le taux est calcule´ avec (10.4) et maximise´ nume´riquement sur   pour chaque
valeur de T .
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Figure 10.5 – Bruit a` partir duquel le taux secret est nul, en fonction des pertes en dB, sans
NLA et pour un NLA de gain g=4. Les tirets correspondent aux de´veloppements perturbatifs,
et les traits pleins aux expressions nume´riques. Les courbes nume´riques sont obtenues avec les
formules (10.4) et (10.6), maximise´es nume´riquement sur   ou ⇣ pour chaque valeur de pertes.
Les de´veloppements analytiques correspondent a` la formule (10.12) (avec Psuc=1 et g=1 sans
NLA), en utilisant  opt=0.8065. La de´tection homodyne est suppose´e parfaite, et  =0.95.
Notons e´galement que meˆme pour  =1, la distance de transmission est toujours finie de`s que
✏>0, comme indique´ par (10.16).
La figure 10.5 montre ✏max en fonction des pertes re´elles en dB, sans NLA et pour un NLA de
gain g=4. Par re´elles nous entendons pertes du canal physiquement utilise´, dues a` la transmission
T . Cette pre´cision est importante, comme nous le verrons par la suite. On compare e´galement
l’accord entre les expressions nume´riques et les de´veloppements perturbatifs. Ce dernier est
excellent a` partir d’environ 25 dB de pertes. En revanche, la tole´rance au bruit est tre`s optimiste
pour le de´veloppement perturbatif avec le NLA pour de faibles pertes.
Pour une valeur de bruit fixe´e, on retrouve l’ame´lioration de 20 log10 g dB de pertes tole´rables
en pre´sence du NLA de`s que le de´veloppement perturbatif est valide. On voit clairement que
cette ame´lioration ne de´pend pas des pertes, comme nous l’avions vu analytiquement.
Pour une valeur de pertes fixe´es, on voit que le NLA augmente la tole´rance au bruit (zone
en violet). Cette ame´lioration n’est pas constante et de´pend des pertes, mais elle peut eˆtre
significative. Nous verrons en revanche qu’elle est limite´e : il n’est pas toujours possible d’obtenir
un taux secret positif lorsque le bruit est trop important, meˆme en augmentant le gain.
La forme particulie`re de la courbe de ✏max avec le NLA peut eˆtre comprise en s’aidant de la
figure 10.6. Sur cette figure, la courbe ✏max correspond au bruit maximal tole´rable en fonction
de la transmission re´elle T (c’est une des courbes de la figure 10.4). Les courbes en tirets sont
des courbes parame´triques du couple (⌘[T, ✏], ✏g[T, ✏]), obtenues en faisant varier T et en gardant
✏ constant : l’axe des abscisses correspond a` la transmission e↵ective ⌘[T, ✏], alors que celui des
ordonne´es au bruit e↵ectif ✏g[T, ✏]. Pour cette raison, les axes portent l’appellation “re´elle” ou
“e↵ective”, selon la courbe qui est regarde´e. En vertu de
 INLAH ( , T, ✏) 0()  IH(⇣, ⌘, ✏g) 0, (10.21)
on peut en de´duire graphiquement les zones pour lesquelles le taux secret sera positif avec le
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Figure 10.6 – Courbes parame´triques du couple (⌘[T, ✏], ✏g[T, ✏]) en faisant varier les pertes
re´elles, et en fixant le bruit re´el ✏, pour un NLA de gain g=4. Les pertes re´elles varient de la
valeur correspondant a` gmax=4, jusqu’a` 50 dB. Les fle`ches indiquent leur sens d’augmentation.
Les valeurs indique´es en dB correspondent aux pertes re´elles donnant la valeur des parame`tres
e↵ectifs pointe´e par la fle`che. Le trait plein correspond au bruit maximal ✏max sans NLA, pour
la transmission re´elle et pour  =0.95.
NLA : il su t que ✏g soit infe´rieur au ✏max sans NLA correspondant a` ⌘. En d’autres termes, il
faut que la courbe (⌘, ✏g) soit en dessous de ✏max.
Remarquons que ✏max est obtenu en optimisant  , or c’est ⇣ qui intervient dans (10.21). En
fait, puisque l’on peut conside´rer que ⇣ est un parame`tre libre, il est identique d’optimiser   afin
de maximiser  INLAH ( , T, ✏), ou bien d’optimiser ⇣ afin de maximiser  IH(⇣, ⌘, ✏
g). En e↵et,
seul ⇣ de´pend de  , et en vertu de (10.6) et (9.51),
max
 
 INLAH ( , T, ✏) = Psucmax
 
 IH(⇣=gin , ⌘, ✏
g) (10.22a)
= Psucmax
⇣
 IH(⇣, ⌘, ✏
g). (10.22b)
On peut donc bien directement comparer la courbe (⌘, ✏g) a` la courbe (⌘, ✏max[⌘]) pour de´terminer
si le taux secret est positif avec le NLA. Lorsque ✏g>✏max, le bruit e↵ectif est trop important,
compte tenu de la transmission e↵ective, pour donner un taux positif.
Voyons maintenant ce qu’il se passe en fonction du bruit ✏ : si ✏ est trop important, on voit
que quelles que soient les pertes, les parame`tres e↵ectifs de´crivent une trajectoire qui ne passe
jamais dans une zone de taux positif (voir par exemple la courbe correspondant a` ✏=0.12). Pour
des valeurs de bruit plus faibles (par exemple ✏=0.10), il peut arriver que les parame`tres e↵ectifs
rentrent dans une zone de taux positif a` partir d’une certaine valeur de pertes (12 dB), puis en
ressortent (16.5 dB), ce qui correspond exactement au comportement observe´ sur la figure 10.5.
Enfin, pour un faible bruit (par exemple ✏=0.05), les parame`tres e↵ectifs peuvent de´ja` se trouver
dans une zone de taux positifs pour de faibles pertes. Dans tous les cas, ils finissent toujours
par en ressortir : la valeur des pertes re´elles correspondant a` l’intersection avec ✏max correspond
alors a` TNLAlim . Par exemple pour ✏=0.05, les courbes s’intersectent pour environ 40 dB de pertes
re´elles, comme on s’y attendait selon la figure 10.2.
Les pertes re´elles indique´es sur la figure 10.6 peuvent eˆtre obtenues facilement en utilisant
la figure 10.7 : les pertes re´elles y sont repre´sente´es en fonction de la transmission e↵ective,
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Figure 10.7 – Pertes re´elles en dB permettant d’obtenir la transmission e↵ective ⌘, pour g=4
et pour plusieurs valeurs de bruit.
pour plusieurs valeurs de bruit. Il su t donc de repe´rer la transmission e↵ective correspondant
a` l’intersection entre la courbe parame´trique et ✏max sur la figure 10.6, pour en de´duire les pertes
re´elles correspondantes. Notons que le bruit n’a que tre`s peu d’e↵et sur cette courbe, car on est
tre`s vite dans un re´gime ou` ⌘ ' g2T .
Validite´ du de´veloppement perturbatif
Revenons sur les conditions de validite´ du de´veloppement perturbatif. La formule (10.18)
n’impose pas de condition sur la valeur du gain, et permet donc en the´orie d’augmenter arbitrai-
rement la distance maximale de transmission. Bien que cette formule soit valable uniquement
dans le cadre du de´veloppement au premier ordre en T , l’accord est en fait toujours ve´rifie´ avec
la valeur nume´rique, meˆme pour de tre`s grands gains (Fig. 10.8). Un grand gain n’est de toute
fac¸on utilisable que pour des pertes su samment importantes de manie`re a` assurer qu’il soit
infe´rieur gmax, et de ce fait la transmission est donc toujours su samment faible pour garder
le de´veloppement perturbatif valide. La figure 10.8 montre que la distance maximale de trans-
mission donne´e par le de´veloppement perturbatif est toujours valable, meˆme pour un gain tre`s
important. En revanche, il y a une zone de “transition” pour laquelle l’expression nume´rique et
le de´veloppement ne sont pas en bon accord. En dessous d’environ 55 dB, le fait que le bruit ef-
fectif est trop important et ne permet pas d’avoir un taux positif pour ces valeurs de parame`tres
n’apparaˆıt pas dans le de´veloppement perturbatif.
Analytique
Numérique
Pertes réelles (dB)
Figure 10.8 – Comparaison entre le de´veloppement perturbatif et l’expression nume´rique du taux
secret, pour un gain g=1000 et ✏=0.05. Ce gain est autorise´ car gmax=1000 a` partir d’environ
52.6 dB, et est supe´rieur a` 1000 pour des pertes plus importantes. Sans NLA  =0.8065, et avec
le NLA ⇣=0.8065.
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Enfin, la figure 10.9 montre le type de de´saccord qu’il peut y avoir entre le de´veloppement
perturbatif et l’expression nume´rique lorsque les pertes limites sont trop faibles. Elles sont dans
ce cas plus petites que les pertes a` partir desquelles le de´veloppement devient valide.
Numérique
Analytique
Pertes réelles (dB)
Figure 10.9 – Limite de validite´ du de´veloppement perturbatif, sans NLA. Pour  =0.8065,
✏=0.0865 et  =0.95.
10.3.3 Que se passe t’il quand le gain augmente trop ?
Que se passe t’il lorsque, pour des pertes et un bruit fixe´s, on augmente le gain ? Le taux
secret augmente t’il inde´finiment ? La re´ponse est ne´gative. Une augmentation du gain conduit
toujours a` une de´croissance du taux secret qui finit par le rendre ne´gatif – sauf e´ventuellement
pour certains cas ou` gmax est atteint avant –.
Conside´rons par exemple le cas de la figure 10.10, pour lequel les pertes et le bruit sont fixe´s.
Pour g=1, le taux secret est ne´gatif. Compte tenu des conclusions des paragraphes pre´ce´dents,
si le bruit n’est pas trop important, un gain g prolonge les pertes admissibles de 20 log10 g dB.
On s’attend donc a` obtenir un taux secret positif a` partir d’une certaine valeur du gain, ici e´gale
a` 1.62. En revanche, lorsque le gain est supe´rieur a` 28, le taux redevient ne´gatif.
Figure 10.10 – Non augmentation arbitraire du taux secret en augmentant le gain. Le taux est
calcule´ nume´riquement avec (10.6) en prenant ⇣=0.8065, 25 dB de pertes, ✏=0.06, et  =0.95.
Une maximisation sur   changerait simplement l’allure de la courbe et les valeurs de gain pour
lesquels le taux secret est positif, mais l’interpre´tation physique est identique. La probabilite´ de
succe`s n’est pas prise en compte pour ne pas modifier l’allure de la courbe par le facteur 1g2 , mais
de toute fac¸on cela ne changerait pas le comportement pour g=1.67 et g=28.
Un coup d’oeil a` la figure 10.11 nous fournit l’explication. Cette figure repre´sente la courbe
parame´trique du couple (⌘, ✏g) en fonction du gain, ainsi que ✏max pour  =0.95. Comme pour la
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Figure 10.11 – Courbe parame´trique du couple (⌘, ✏g) en faisant varier le gain, et en fixant le
bruit re´el ✏=0.06 et les pertes re´elles a` 25 dB. Les fle`ches indiquent le sens d’augmentation du
gain. ✏max est obtenu pour  =0.8065 et  =0.95.
figure 10.6, le taux secret avec le NLA est positif si les parame`tres e↵ectifs se trouvent en dessous
de la courbe de ✏max. Pour g=1, l’encadre´ nous montre que cela n’est pas le cas, comme observe´
sur la figure 10.10. Puis les parame`tres e↵ectifs intersectent ✏max pour g=1.26, donnant un taux
secret positif. Ils restent en dessous de ✏max pour une certaine plage de gains, mais intersectent
a` nouveau sa courbe pour g=28.
Autrement dit, lorsque le gain est trop grand, le bruit e↵ectif ne permet pas d’avoir un taux
secret positif pour la transmission e↵ective correspondante. Les valeurs pre´cises des parame`tres
e↵ectifs sont donne´es dans la table 10.1. Notons que ce phe´nome`ne n’apparait pas avec les
de´veloppements perturbatifs.
g=1.62 g=28
⌘ 0.00826 0.787
✏g 0.0603 0.204
Table 10.1 – Gain et parame`tres e↵ectifs associe´s donnant un taux secret nul, pour la figure
10.10.
10.3.4 Augmentation arbitraire de la distance maximale de transmission
Nous avons vu qu’il est toujours possible de prolonger la distance maximale de transmission,
a` la condition toutefois que le bruit ne soit pas trop important. Nous avons vu e´galement que si le
gain est trop important, le bruit e↵ectif peut eˆtre trop grand pour avoir un taux secret positif. Le
gain a` utiliser de´pend donc des pertes re´elles : nous allons maintenant voir comment l’adapter
simplement afin d’e´liminer ce proble`me. Ceci nous permettra en plus d’avoir une de´marche
inde´pendante de (10.18).
Commenc¸ons par e´tudier la forme des parame`tres e↵ectifs en supposant que g>>1 et ✏<<1.
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Pour la transmission e↵ective ⌘ :
⌘ =
g2T
1 + (g2 1)T [14 (g2 1) (✏ 2) ✏T ✏+1]
' g
2T
1 + g2T [1 12g2T ✏]
(10.23)
Si l’on suppose que g2T'1, on peut ne´gliger le terme g2T ✏/2 devant 1, et on obtient ⌘ ' 12 . En
proce´dant de meˆme pour ✏g, et en supposant de plus que ✏<<1 :
✏g = ✏+
1
2
 
g2 1  (2 ✏) ✏T ' ✏(1+g2T ) ' 2✏ (10.24)
En conclusion, nous voyons, de manie`re certes tre`s qualitative, que lorsque g2T'1 la transmission
e↵ective tend vers 1/2, alors que le bruit e↵ectif tend vers deux fois le bruit initial. Et ceci, quelles
que soient les pertes : il peut donc ne plus y avoir de distance maximale de transmission si le
bruit e↵ectif n’est pas trop important.
Raisonnons maintenant de manie`re plus pre´cise. On utilise un gain g= 1p
T
(Fig. 10.12) dans
les expressions comple`tes de ⌘ et de ✏g, puis on fait tendre T vers 0 pour avoir une limite valable
pour de fortes pertes :
⌘⇤ = lim
g= 1p
T
,T!0
⌘ =
1
2
1
1  34✏+ 18✏2
✏g⇤ = lim
g= 1p
T
,T!0
✏g =
⇣
2  ✏
2
⌘
✏
(10.25)
Ces expressions ne supposent pas de condition particulie`re sur le bruit ✏. Dans le cas ou` il
est petit devant 1, on retrouve bien suˆr les re´sultats obtenus qualitativement. La transmission
e↵ective tend donc vers une valeur proche de 1/2, alors que le bruit e↵ectif est proche du bruit
initial multiplie´ par 2. Si, pour une transmission ⌘⇤ et un bruit ✏g⇤, le taux secret sans NLA est
positif, il n’y a alors pas de distance maximale de transmission.
(a)
T
(b)
Figure 10.12 – Gain variable g= 1p
T
en fonction des pertes en dB (a) et de la transmission T
(b).
La figure 10.13 illustre ce re´sultat. Elle repre´sente le taux secret obtenu nume´riquement sans
NLA, avec un NLA de gain 4, et avec un NLA de gain variable. On y voit clairement une
disparition de la distance maximale de transmission. Le taux secret de´croit ne´anmoins avec le
gain variable, en raison de la probabilite´ de succe`s 1/g2=T de plus en plus faible a` mesure que
les pertes augmentent.
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Figure 10.13 – Taux secret calcule´ nume´riquement avec (10.4) et (10.6), maximise´ nume´rique-
ment sur   ou ⇣. ✏=0.05 et  =0.95. La de´tection homodyne est suppose´e parfaite.
La figure 10.14 montre ✏max pour le gain variable, en reprenant e´galement les courbes nume´-
riques sans NLA et pour un NLA de gain g=4 de la figure 10.5. Avec le gain variable, le taux
secret reste positif quelles que soient les pertes si ✏0.0965. Le gain variable n’est pas force´ment
le gain maximisant la tole´rance au bruit, comme on le voit pour des pertes d’environ 15 dB, pour
lesquelles g=4 donne de meilleurs re´sultats. En revanche, il a l’avantage de donner des re´sultats
facilement compre´hensibles, et il est de plus toujours infe´rieur a` gmax pour les valeurs de bruit
conside´re´es (Fig. 10.15).
Le bruit maximal admissible avec le NLA de gain variable est facilement obtenu en s’aidant
de la figure 10.16. Le taux secret est positif tant que ✏g⇤ est infe´rieur a` ✏max. On trouve la
transmission e↵ective limite ⌘⇤ correspondant a` l’intersection de ✏g⇤ et ✏max, puis le bruit re´el
✏ correspondant. Pour  =0.95, le bruit e↵ectif maximal est ✏g⇤=0.188, ce qui correspond a`
✏=0.0965 (en utilisant (10.25) , comme observe´ sur la figure 10.14).
Notons pour finir que le de´veloppement perturbatif ne donne pas de bons re´sultats lorsque
l’on utilise le gain variable. Pour une raison quelque peu fortuite, le taux secret avec le gain
variable correspond toujours a` la “zone de transition” ou` les pertes sont trop faibles pour assurer
une bonne validite´ du de´veloppement (Fig. 10.17).
Pertes réelles (dB)
NLA
NLA
Figure 10.14 – Bruit a` partir duquel le taux secret est nul, en fonction des pertes en dB, pour
 =0.95. Les courbes nume´riques sont obtenues avec les formules (10.4) et (10.6), maximise´es
nume´riquement sur   ou ⇣ pour chaque valeur de pertes. La de´tection homodyne est suppose´e
parfaite.
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Pertes réelles (dB)
Figure 10.15 – Comparaison entre le le gain variable g=1/
p
T et le gain maximal gmax pour
di↵e´rentes valeurs de ✏.
Transmission 
Bruit réel maximal
avec le NLA 
Bruit réel maximal 
en fonction de la transmission )fitceffe uo leér( tiurB
réelle T
Bruit effectif        en fonction
de la transmission effective  
Bruit réel     en fonction
de la transmission effective  
Figure 10.16 – Bruit maximal avec un NLA de gain variable : le bruit e↵ectif maximal corres-
pond a` l’intersection de la courbe parame´trique du couple (⌘⇤, ✏g⇤) en fonction de ✏ et de ✏max
(emprunte´e a` la figure 10.4 pour  =0.95). La courbe parame´trique du couple (⌘⇤, ✏) en fonction
de ✏ donne alors le bruit re´el ✏ correspondant. Les fle`ches donnent le sens d’augmentation de ✏.
Analytique
Numérique
Zone correspondant au gain 
variable pour 40 dB de pertes 
(g=100)
Pertes réelles (dB)
Figure 10.17 – Comparaison entre l’expression nume´rique et le de´veloppement perturbatif du
taux secret dans la zone correspondant au gain variable (pour 40 dB de pertes). Pour ✏=0.05 et
 =0.95.
L’amplificateur sans bruit non de´terministe en cryptographie quantique 211
10.4 Attaques individuelles et non ame´lioration des performances
avec le NLA
Notre e´tude de l’utilisation du NLA en cryptographie quantique avait initialement commence´
en conside´rant le cas le plus simple : le taux secret contre les attaques individuelles, pour un
canal qui n’ajoute pas de bruit. L’objectif e´tait de voir dans un premier temps si le NLA pouvait,
the´oriquement, augmenter le taux secret. Les conclusions se sont vite re´ve´le´es ne´gatives : non
seulement il n’y a pas de distance maximale de transmission dans ces conditions, et donc pas
d’ame´lioration possible de ce coˆte´ la`, mais en plus le NLA donne toujours un taux secret infe´rieur,
meˆme en prenant en compte la probabilite´ de succe`s maximale Psuc=1/g2.
La conclusion se re´ve`le identique lorsque le canal introduit du bruit : le NLA ne permet pas
d’augmenter le taux secret contre les attaques individuelles. Cette section pre´sente ces re´sultats,
de manie`re nume´rique pour un canal avec bruit, et de manie`re analytique sans de´veloppement
perturbatif pour un canal sans bruit.
10.4.1 De´monstration pour un canal ajoutant du bruit
Re´gime de fortes pertes
Un de´veloppement perturbatif du taux secret (10.5) au premier ordre en T donne :
 INLAInd ' Psucg2T⌫
  2+( 2+ +✏) 4 ✏
(1+)(1  4) ln 2 (10.26)
La variance de modulation optimale (i.e. le parame`tre   optimal) est obtenue en cherchant la
valeur  Indopt qui annule la de´rive´e de (10.26) par rapport a`   :
 Indopt =
s
2     2p1  
 
= tanh

1
2
sech 1
hp
1  
i 
(10.27)
Comme pour les attaques collectives,  Indopt ne de´pend que de  . Il est repre´sente´ sur la figure
10.18.
En injectant  Indopt dans le de´veloppement du taux secret (10.26), on obtient la formule ana-
lytique du de´veloppement optimise´ :
 IInd ' g
2⌫T
(1+)2 ln 2
h
2
⇣
1 ✏ 
p
1  
⌘
  
i
(10.28)
Ce taux reste positif tant que 2
 
1 ✏ p1     >0, ce qui est satisfait pour :
✏ < ✏Indmax = 1 
p
1    
2
(10.29)
Ce bruit maximal est repre´sente´ sur la figure 10.19. Il vaut environ 0.3 pour  =0.95.
En conclusion, cette e´tude perturbative nous montre que d’une part il n’y a pas de distance
maximale de transmission lorsque ✏<✏Indmax, meˆme lorsque la de´tection homodyne est imparfaite,
et d’autre part que le taux secret est simplement multiplie´ par g2 en utilisant le NLA. Une
probabilite´ de succe`s infe´rieure a` 1/g2 ne pourra donc pas conduire a` une augmentation du
taux. Cette e´tude pre´liminaire n’e´tant valable que pour des fortes pertes, il reste a` e´tudier l’e↵et
du NLA pour des pertes plus faibles. Nous verrons que les conclusions seront toutefois identiques.
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Figure 10.18 –  Indopt en fonction de  , donne´ par (10.27).  =0.95 correspond a`  opt'0.7965.
Figure 10.19 – Bruit maximal admissible ✏max, donne´ par (10.29).
Pertes quelconques
Un bruit supe´rieur a` ✏Indmax induit une distance maximale de transmission. De`s lors, il serait
envisageable que le NLA soit be´ne´fique dans ce re´gime. Comme observe´ sur la figure 10.20, il
n’en est rien : contrairement au cas des attaques collectives, le NLA induit soit une baisse de la
tole´rance au bruit, soit au mieux aucune ame´lioration. Plus le gain et faible, et plus la courbe
de ✏Indmax avec le NLA “suivra” celle de ✏
Ind
max sans le NL A.
On peut comprendre ce phe´nome`ne en s’aidant de la figure 10.21, qui se base sur un raison-
nement similaire a` celui de la figure 10.11. Des courbes parame´triques du couple (⌘, ✏g) y sont
repre´sente´es en fonction du gain, pour un exemple de 7.5 dB de pertes re´elles et plusieurs valeurs
de bruit. Pour g=1, la valeur maximale admissible de ✏ est e´gale a` ✏Indmax ' 0.35 sans NLA. Pour
un bruit infe´rieur, le taux secret est positif, comme observe´ sur la figure 10.20 pour 7.5 dB de
pertes, sur la courbe sans NLA. On distingue ensuite deux comportements lorsque le gain aug-
mente : si ✏ e´tait infe´rieur a` ✏Indmax, une augmentation du gain finit par rendre ✏
g supe´rieur a` ✏Indmax.
La valeur du gain correspondant peut eˆtre obtenue en s’aidant de la figure 10.22. Dans ce cas, le
NLA n’est non seulement d’aucune utilite´, mais il est meˆme de´savantageux. Si ✏ e´tait supe´rieur
a` ✏Indmax, la courbe parame´trique de (⌘, ✏
g) n’intersecte jamais celle de ✏Indmax : le NLA ne permet
donc pas de se ramener dans une zone de taux positif. Nous en concluons que le NLA n’ame´liore
pas la re´sistance au bruit, quelles que soient les pertes, pour le cas des attaques individuelles.
On peut trouver le gain correspondant a` un bruit maximal donne´ en s’aidant de la figure
10.22. Supposons par exemple que l’on veuille connaˆıtre le gain pour lequel ✏Indmax=0.252. Sur
la figure 10.21, on trouve la transmission e↵ective ⌘=0.73 correspondant a` l’intersection de la
courbe parame´trique pour ✏=0.252 et la courbe ✏Indmax. On regarde ensuite le gain correspondant
a` cette transmission e↵ective sur la figure 10.22, et on trouve g=2.6. Ceci est bien cohe´rent avec
la figure 10.20, puisque ✏Indmax=0.252 pour 7.5 dB de pertes et g=2.6.
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Pertes réelles (dB)
NLA
NLA
Figure 10.20 – Bruit a` partir duquel le taux secret est nul, en fonction des pertes en dB, sans
NLA, pour un NLA de gain g=1.5, et pour un NLA de gain g=4. Les courbes nume´riques sont
obtenues avec (10.3) et (10.5), et maximise´es nume´riquement sur   ou ⇣ pour chaque valeur de
pertes. La de´tection homodyne est suppose´e parfaite, et  =0.95.
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Br
uit
 (r
ée
l o
u e
ffe
cif
)
Εmax
Figure 10.21 – Courbe parame´trique du couple (⌘, ✏g) en fonction de g pour 7.5 dB de pertes
et di↵e´rentes valeurs de ✏, et comparaison avec ✏Indmax sans NLA. Les fle`ches donnent le sens
d’augmentation de g. ✏Indmax est obtenu en maximisant nume´riquement sur   pour chaque valeur
de T , avec  =0.95.
Transmission effective Η
Ga
in
Figure 10.22 – Gain permettant d’obtenir la transmission e↵ective ⌘, pour 7.5 dB de pertes
re´elles et plusieurs valeurs de bruit.
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10.4.2 De´monstration exacte pour tout T , pour un canal sans bruit
Meˆme si le NLA n’ame´liore pas la re´sistance au bruit, pourrait-il augmenter la valeur du
taux secret, pour un canal sans bruit ? Ou plutoˆt, y serait-il the´oriquement autorise´ ? Car il est
clair qu’une imple´mentation expe´rimentale aura suˆrement une probabilite´ de succe`s infe´rieure a`
la borne maximale 1/g2. Comme on peut s’en douter compte tenu des conclusions pre´ce´dentes,
la re´ponse est e´galement ne´gative.
Dans ce qui suit, nous allons de´montrer analytiquement, sans approximation ni de´veloppe-
ment perturbatif, que cette borne 1/g2 garantit que le taux secret avec une variance de mo-
dulation optimale ne puisse pas eˆtre augmente´, quel que soit le gain et quelles que soient les
pertes.
Maximisation du taux secret
Commenc¸ons par re´e´crire le taux secret sans NLA, donne´ par (10.3) pour ✏=0 et une de´tection
homodyne parfaite, en gardant cette fois ci la variance de modulation V plutoˆt que le parame`tre
  :
 IInd =
1
2
log2
"
(V+B1+B )
 
T 2(V+B)( 1V +B)
#
=
1
2
log2
"
V
⇥
1+(V 1)T ⇤  1
V+T (1 V )
#
(10.30)
avec B=1 TT . De´rivons maintenant l’expression dans le logarithme par rapport a` V, afin de
trouver la variance qui la maximise :
@
@V
"
V
⇥
1+(V 1)T ⇤  1
V+T (1 V )
#
=  T
⇥
(V 1)T+1⇤  2 ⇥V 2(  1)(T 1)+T (1  V ) 1⇤⇥
V+T (1 V )⇤2 (10.31)
Cette de´rive´e s’annule lorsque V 2(  1)(T 1)+T (1  V ) 1=0. On trouve les solutions de ce
polynoˆme sans di culte´ :
V± =
 T±p 2T 2 4(T 1)( T   T+1)
2( T   T+1) (10.32)
Il est facile de ve´rifier que V  peut prendre des valeurs ne´gatives, et ne correspond pas a` une
solution physique. Notons Vmax=V+=
1+ 2max
1  2max la variance de modulation optimale.
On peut e´galement e´crire  max en fonction de Vmax, et faire un de´veloppement a` l’ordre le
plus faible en T ,
 DLmax ' tanh

1
2
sech 1
hp
1  
i 
, (10.33)
ce qui correspond exactement a` (10.27), et confirme donc la validite´ de V+. On note  ImaxInd (T )
le taux secret maximise´ sans NLA :
 ImaxInd (T ) = max
 
 IInd( , T ) =  IInd( max, T ) (10.34)
La de´pendance de  max en T et   est sous entendue, et nous e´crirons  max[T ] lorsque cela sera
ne´cessaire.
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Le taux secret avec le NLA est maximise´ lorsque ⇣= max[⌘]. Compte tenu de l’expression
(9.59) selon laquelle ⇣= 
p
1+(g2 1)T , le parame`tre  NLAmax est donc
 NLAmax [T, g] =
 max[⌘]p
1+(g2 1)T . (10.35)
Le taux secret maximise´ avec le NLA s’e´crit alors
 INLA,maxInd (T )= I
NLA
Ind ( 
NLA
max , T )=Psuc IInd( max[⌘], ⌘). (10.36)
Comparaison des taux secrets
Il reste enfin a` comparer les taux secrets avec et sans NLA. Nous allons montrer que (10.34)
est toujours supe´rieur a` (10.36), meˆme en utilisant la probabilite´ de succe`s la plus optimiste
Psuc=1/g2. On pose pour cela
⌅ =
1
g2
 IInd( max[⌘], ⌘)  IInd( max[T ], T ), (10.37)
afin de montrer que ⌅0. Pour ce faire, on commence par calculer la de´rive´e seconde de ⌅ par
rapport a`   :
@2
@ 2
⌅ =   T
(1  ) ln 4
✓
1
b
  1
a
◆
(10.38)
avec a=
p 4 (T 1)2+ 2g4T 2+4(T 1)2 et b=p(  2)2T 2+8(  1)T 4 +4. On ve´rifie ensuite
que cette de´rive´e seconde est toujours ne´gative : comme  <1, son signe de´pend uniquement de
a b. Puisque a2 b2 =  2T 2(g4 1) 0, on en de´duit que la de´rive´e seconde (10.38) est donc
toujours ne´gative.
Ceci implique que la de´rive´e premie`re de ⌅ est de´croissante avec  . Cette de´rive´e s’e´crit :
@
@ 
⌅ =
1
g2 ln 4
ln
24T
⇣
 
⇥ 
g4 2 T+2⇤+g2p8(  1)T 4 +T 2 (  ( g4 4)+4)+4+2T 2⌘+ 2(  1)(T 1)
2 ([g2 1]T+1) (  1)(T 1)
35
  1
g2 ln 4
g2 ln
24T
⇣p
(  2)2T 2+8(  1)T 4 +4+ T
⌘
2(  1)(T 1) +1 T
35 (10.39)
On montre sans di culte´ que lim !0 @@ ⌅=0. Or comme la de´rive´e premie`re est de´croissante,
on en conclut qu’elle est toujours ne´gative. Finalement, on peut conclure que ⌅ est une fonction
monotone et de´croissante de  . Comme lim !0 ⌅=0, on en conclut que ⌅0, pour toutes valeurs
de  , g, et T .
Le taux secret contre les attaques individuelles pour un canal sans bruit est donc toujours
infe´rieur en utilisant le NLA, meˆme dans les conditions les plus optimistes.
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10.5 Conclusion
Nous avons montre´ qu’un amplificateur sans bruit permet d’ame´liorer deux crite`res impor-
tants en cryptographie quantique : la distance maximale de transmission, et la tole´rance au bruit
introduit par le canal. Notre e´tude s’est concentre´e sur le protocole GG02, un des plus simples
a` mettre en œuvre expe´rimentalement. Puisque tous les protocoles gaussiens sont unifie´s dans
une meˆme repre´sentation a` intrication virtuelle ou` seules les mesures e↵ectue´es par Alice et Bob
di↵e`rent [Weedbrook12], les parame`tres e↵ectifs sont bien suˆr toujours les meˆmes. Il en re´sulte
alors des conclusions similaires concernant l’ame´lioration de la tole´rance face aux pertes et au
bruit.
Nous avons ici conside´re´ un amplificateur parfait. Bien qu’impossible a` re´aliser strictement,
il est quand meˆme possible de s’en rapprocher autant que voulu. Notre e´tude constitue donc
un cas limite a` ce que l’on peut obtenir avec un amplificateur sans bruit. Toute imple´mentation
plus re´aliste donnera des ame´liorations de´pendant du degre´ de ressemblance avec l’amplificateur
parfait. Pour les types de modulations utilise´es en cryptographie quantique, les ressources ne´ces-
saires a` une bonne approximation ne semblent toutefois pas si de´raisonnables : des simulations
nume´riques montrent que, avec le the´ore`me d’optimalite´ gaussienne et seulement 7 ou 8 e´tages
dans le protocole a` ciseaux quantiques, on peut obtenir un taux secret presque e´gal a` celui obtenu
avec l’amplificateur parfait.
Une imple´mentation physique de l’amplificateur ne semble d’ailleurs pas indispensable pour
les protocoles a` e´tats cohe´rents, comme re´cemment introduit dans les re´fe´rences [Fiura´sˇek12] et
[Walk13]. Ces deux articles montrent que l’on peut reproduire l’action de l’amplificateur sans
bruit virtuellement par post-selection, en attribuant un certain poids aux donne´es mesure´es par
Bob. Dans la re´fe´rence [Fiura´sˇek12], J. Fiura´sˇek et N. Cerf se sont inte´resse´s au cas ou` Bob utilise
une de´tection he´te´rodyne. Le NLA est virtuellement reproduit en ponde´rant les mesures par une
fonction gaussienne due au facteur exp[(g2 1)|↵|2/2] lors de l’amplification d’un e´tat cohe´rent.
Dans la re´fe´rence [Walk13], N. Walk et al. ont conside´re´ le cas ou` Bob utilise une de´tection
homodyne. Leur me´thode de post-selection est le´ge`rement di↵e´rente : le principe est de modifier
la distribution (gaussienne) des mesures homodynes, afin d’obtenir une variance di↵e´rente. Cette
post-selection permet de reproduire l’action d’un amplificateur sans bruit, mais contrairement
a` [Fiura´sˇek12], il doit eˆtre suivi d’une amplification de´terministe inde´pendante de la phase, et
d’un ajout de bruit thermique avec une lame se´paratrice : cette configuration est extreˆmement
proche de l’e´quivalence avec un NLA e↵ectif suivi du canal e↵ectif que nous avons de´veloppe´ au
chapitre 9. Il semble donc que nos re´sultats puissent eˆtre utiles pour ce type d’imple´mentation
virtuelle, et c’est sans doute une direction qui me´rite une e´tude plus approfondie. Pour les deux
imple´mentations [Fiura´sˇek12] et [Walk13], une ame´lioration des performances similaire a` celle
montre´e dans ce chapitre a e´te´ observe´e.
L’avantage de ces imple´mentations virtuelles est e´vident en terme de possibilite´ d’imple´men-
tation. Notons toutefois que [Fiura´sˇek12] et [Walk13] conside`rent une de´tection he´te´rodyne ou
homodyne parfaite. Afin de pouvoir mettre en œuvre concre`tement ces imple´mentations vir-
tuelles, il serait ne´cessaire de savoir comment les imperfections modifient, le cas e´che´ant, la
fonction de filtrage a` utiliser. Enfin, ces me´thodes reproduisent des distributions gaussiennes
a` la limite ou` aucune mesure n’est conserve´e. Une imple´mentation re´aliste introduira une non
gaussianite´, qui meˆme faible, devra eˆtre prise en compte dans les preuves de se´curite´.
Chapitre 11
Conclusion et perspectives
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11.1 Conclusion
Au cours de cette the`se, nous avons pu aborder plusieurs domaines varie´s de l’information
quantique avec des variables continues.
Nous avons d’abord e´tudie´ la discorde quantique, qui permet de quantifier les corre´lations
de nature quantique dans un syste`me. Nous avons de´montre´ qu’il e´tait possible d’obtenir une
estimation proche des limites fondamentales donne´es par les bornes de Crame´r-Rao, en utilisant
des mesures homodynes, qui sont parmi les plus simples que nous ayons a` notre disposition.
Nous nous sommes ensuite inte´resse´s au calcul quantique, en re´alisant et en caracte´risant
une porte de phase. Nous avons propose´ une me´thode de caracte´risation avant tout axe´e vers
une faisabilite´ expe´rimentale, en combinant e cacement un mode`le analytique et des tests ex-
pe´rimentaux. Nous avons ainsi pu souligner l’importance de la qualite´ des e´tats utilise´s en tant
que qubits.
Enfin, nous avons mene´ une e´tude the´orique sur les potentialite´s o↵ertes par l’amplificateur
sans bruit en information quantique. Nous avons d’abord de´montre´ une e´quivalence avec un
syste`me e↵ectif ouvrant la voie a` de nombreuses applications, en n’e´tant pas limite´ au cadre des
variables continues. Nous avons pu en mettre certaines en lumie`re, pour lesquelles une e´tude
plus approfondie serait inte´ressante.
Nous avons ensuite utilise´ nos re´sultats afin d’e´tudier l’inte´reˆt de cet amplificateur en cryp-
tographie quantique. Nous avons pu montrer qu’il permet d’accroitre la distance de transmis-
sion, et d’extraire une cle´ secre`te dans des conditions qui ne le permettaient pas sans lui. Ces
ame´liorations ont quand meˆme un couˆt : la probabilite´ de succe`s de l’amplification, qui limite
drastiquement le taux secret que l’on peut obtenir. Cette probabilite´ de succe`s est meˆme telle-
ment faible que l’utilisation de l’amplificateur sans bruit n’est pas avantageuse lorsque l’on peut
s’en passer pour avoir un taux secret positif.
Le taux secret est d’ailleurs un des freins au de´veloppement de la cryptographie quantique,
qui peine a` se´duire en proposant une se´curite´ inconditionnelle a` des de´bits de plusieurs ordres
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de grandeurs infe´rieurs a` ceux auxquels nous sommes habitue´s pour transfe´rer des donne´es dont
le cryptage est certes, en the´orie, de´chi↵rable, mais qui procure quand meˆme une tre`s bonne
se´curite´ dans l’e´tat actuel de la technologie. Pour contourner ce proble`me tout en profitant des
avantages de pouvoir cre´er une cle´ secre`te a` distance, des utilisations hybrides se de´veloppent :
la cle´ n’est plus utilise´e pour un codage parfaitement suˆr, mais dans des algorithmes de chi↵rage
syme´trique. Le taux secret devient alors moins crucial, puisque la taille des cle´s ne´cessaires
est beaucoup plus faible. En revanche, la distance maximale de transmission reste toujours un
proble`me. Et c’est justement ce crite`re que l’amplificateur sans bruit permet d’ame´liorer.
11.2 Perspectives
Le dispositif expe´rimental est actuellement en cours de modification afin d’ame´liorer la qualite´
des e´tats produits, et de pouvoir les utiliser pour des ope´rations plus complexes. Un amplificateur
optique – de´terministe – utilisant un laser de pompe est a` l’e´tude, et pourra sans doute eˆtre utilise´
afin d’augmenter la puissance de nos impulsions, ce qui permettra de diminuer les focalisations
dans les cristaux et d’ame´liorer la purete´ des e´tats.
Une autre perspective concerne bien suˆr l’amplificateur sans bruit. De nombreuses applica-
tions restent sans doute a` de´couvrir, tant son potentiel apparaˆıt important. Peut-eˆtre permettra-
t-il d’ame´liorer d’autres protocoles, voire de re´aliser certaines expe´riences pour la premie`re fois,
comme un test des ine´galite´s de Bell sans e´chappatoire. Plusieurs protocoles ont e´te´ propose´s a`
cette fin, et c’est sans doute une piste prometteuse.
Un autre axe de recherche concerne la faisabilite´ expe´rimentale des diverses applications
de l’amplificateur sans bruit. Meˆme s’il peut eˆtre utile dans sa version ide´ale, il est ne´cessaire
d’e´tudier si ces be´ne´fices sont toujours pre´sents avec une version “expe´rimentale”, tronque´e a`
quelques e´tages pour l’imple´mentation avec les ciseaux quantiques, ou limite´e a` quelques addi-
tions et soustractions pour l’approximation polynomiale, et en prenant en compte les diverses
imperfections.
Peu d’expe´riences ont e´te´ faites dans le cadre d’une utilisation du NLA. La plupart des
expe´riences ont e´te´ des de´monstrations de sa faisabilite´, qui e´taient ne´cessaires e´tant donne´ ses
proprie´te´s surprenantes. L’imple´mentation virtuelle semble tout a` fait re´alisable puisqu’elle ne
ne´cessite qu’un traitement des donne´es ade´quat, mais a` condition de savoir comment prendre en
compte les imperfections de la de´tection homodyne ou he´terodyne.
D’autres expe´riences simples, telles que la suppression des pertes en ajoutant du bruit ther-
mique comme nous l’avons propose´ dans ce manuscrit, semblent tout a` fait re´alisables avec notre
dispositif expe´rimental, et pourraient e´galement constituer un axe de recherche inte´ressant.
Quatrie`me partie
Annexes
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Annexe A
Quelques proprie´te´s ope´ratorielles
bien utiles
A.1 Evolution d’une fonction d’ope´rateurs
Soit Aˆ un ope´rateur quelconque et Sˆ un ope´rateur inversible, qui ne soit pas force´ment
unitaire. Pour une fonction d’ope´rateur f de´composable en se´rie, on a la relation 1 [Puri01] :
Sˆf
h
Aˆ
i
Sˆ
 1
= f
h
SˆAˆSˆ
 1i
(A.1)
Cette relation est fondamentale. Elle permet par exemple de calculer la transformation des
ope´rateurs couramment utilise´s (de´placement, squeezing,...) sous l’action d’une e´volution libre
ou d’une lame se´paratrice.
La de´monstration est relativement simple. En de´composant f [A] en se´rie, Sˆf
⇥
Aˆ
⇤
Sˆ
 1
sera
compose´ de termes du type SˆAˆ
m
Sˆ
 1
. En introduisant l’identite´ I=SˆSˆ 1 entre chaque pro-
duit de Aˆ, on obtient SˆAˆ
m
Sˆ
 1
=
⇥
SˆAˆSˆ
 1⇤m
. La se´rie donne ensuite f
⇥
SˆAˆSˆ
 1⇤
.
A.2 Evolution des ope´rateurs aˆ et aˆ† sous l’action d’un hamil-
tonien quadratique
Afin de de´montrer simplement (2.123a), on peut utiliser une technique inspire´e de la re´fe´-
rence 2 [Puri01]. De´finissons l’ope´rateur Fˆ=↵1aˆ+↵2aˆ
†+↵3aˆ†aˆ, et cherchons l’ope´rateur aˆ(✓) tel
que
aˆ(✓) = exp( ✓Fˆ )aˆ exp(✓Fˆ ). (A.2)
Pour cela, de´rivons l’expression pre´ce´dente par rapport a` ✓ :
d
d✓
aˆ(✓) =   exp( ✓Fˆ )Fˆ aˆ exp(✓Fˆ ) + exp( ✓Fˆ )aˆFˆ exp(✓Fˆ ) (A.3a)
= exp( ✓Fˆ )[aˆ, Fˆ ] exp(✓Fˆ ) (A.3b)
= exp( ✓Fˆ ) (↵2 + ↵3aˆ) exp(✓Fˆ ) (A.3c)
= ↵2 + ↵3aˆ(✓) (A.3d)
1. Voir en particulier page 39.
2. Voir en particulier page 41 .
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La solution de cette e´quation, compte tenu de aˆ(✓=0)=aˆ, est :
aˆ(✓) = aˆ exp(✓↵3) +
↵2
↵3
⇥
exp(↵3✓)  1
⇤
(A.4)
On pourrait eˆtre tente´ de prendre directement l’hermitique conjugue´ de (A.4) afin d’obtenir
l’e´volution de aˆ†. Ceci n’est malheureusement pas possible, car dans le cas ge´ne´ral [exp(✓Fˆ )]†
n’est pas force´ment e´gal a` [exp(✓Fˆ )] 1=exp( ✓Fˆ ). En appliquant la meˆme me´thode, on montre
que pour
aˆ†(✓) = exp( ✓Fˆ )aˆ† exp(✓Fˆ ), (A.5)
on a
d
d✓
aˆ†(✓) =  ↵1   ↵3aˆ†(✓), (A.6)
dont la solution est donne´e par
aˆ†(✓) = aˆ† exp( ✓↵3) + ↵1
↵3
⇥
exp( ↵3✓)  1
⇤
. (A.7)
Application a` une rotation
Pour une e´volution libre ou une rotation d’un angle  , on a Fˆ= i aˆ†aˆ. En posant ✓=1,↵3= 
i  et ↵1=↵2=0, on obtient :
ei aˆ
†aˆ aˆ e i aˆ
†aˆ = aˆe i  (A.8a)
ei aˆ
†aˆ aˆ† e i aˆ
†aˆ = aˆ†e+i  (A.8b)
Application a` un de´placement
Pour un de´placement de ↵, on a Fˆ=↵aˆ† ↵⇤aˆ. En posant ✓=1, ↵1=   ↵⇤, ↵2=↵ et ↵3=0,
on obtient (2.123a) et (2.123b) :
Dˆ
†
(↵)aˆDˆ(↵) = aˆ+ ↵ (A.9a)
Dˆ
†
(↵)aˆ†Dˆ(↵) = aˆ† + ↵⇤ (A.9b)
A.3 “De´sintriquer” une exponentielle
A.3.1 Formule de Baker-Haussdor↵
Lorsque deux ope´rateurs Aˆ et Bˆ commutent avec leur commutateur Cˆ=[Aˆ, Bˆ], on a la
relation [Cohen-Tannoudji97c] :
exp(✓[Aˆ+ Bˆ]) = exp(✓Bˆ) exp(✓Aˆ) exp(✓2Cˆ/2) (A.10a)
= exp(✓Aˆ) exp(✓Bˆ) exp( ✓2Cˆ/2) (A.10b)
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Application a` l’ope´rateur de de´placement
Pour l’ope´rateur de de´placement Dˆ(↵)= exp[↵aˆ† ↵⇤aˆ], on identifie ✓=1, Aˆ=↵aˆ†, Bˆ= ↵⇤aˆ,
et Cˆ=|↵|2. La formule (A.10) donne donc :
Dˆ(↵) = e 
1
2 |↵|2e↵aˆ
†
e ↵
⇤aˆ (A.11a)
= e+
1
2 |↵|2e ↵
⇤aˆe↵aˆ
†
(A.11b)
A.3.2 Relations de commutation de SU(2) et lame se´paratrice
Soient Jˆ+, Jˆ  et Jˆ3 trois ope´rateurs qui ve´rifient les relations de commutation de SU(2),
correspondant a` un moment cine´tique :h
Jˆ3, Jˆ±
i
= ±Jˆ± (A.12)h
Jˆ+, Jˆ 
i
= 2Jˆ3 (A.13)
On a alors la relation [Barnett03, Truax85] :
exp
h
 +Jˆ+ +   Jˆ  +  3Jˆ3
i
= exp
h
⇤+Jˆ+
i
exp
h
ln(⇤3)Jˆ3
i
exp
h
⇤ Jˆ 
i
(A.14a)
= exp
h
⇤ Jˆ 
i
exp
h
  ln(⇤3)Jˆ3
i
exp
h
⇤+Jˆ+
i
(A.14b)
avec
⇤3 =
✓
cosh↵  3
2↵
sinh↵
◆ 2
(A.15)
⇤± =
2 ± sinh↵
2↵ cosh↵  3 sinh↵ (A.16)
↵2 =
1
4
 23+ +   (A.17)
Application a` la lame se´paratrice
L’ope´rateur UˆBS(✓)= exp
h
✓(aˆ†bˆ aˆbˆ†)
i
associe´ a` une lame se´paratrice peut eˆtre de´compose´
en utilisant ces relations, en identifiant Jˆ+=aˆ
†bˆ, Jˆ =Jˆ
†
+ et Jˆ3=
1
2(aˆ
†aˆ bˆ†bˆ). On a  3=0,  ±=±
✓, et donc ↵=± i✓, ⇤3=cos 2 ✓ et ⇤±=± tan ✓. On peut donc e´crire :
exp
h
✓(aˆ†bˆ aˆbˆ†)
i
= exp
h
aˆ†bˆ tan ✓
i
exp
h
 (aˆ†aˆ bˆ†bˆ) ln(cos ✓)
i
exp
h
 aˆbˆ† tan ✓
i
(A.18a)
= exp
h
 aˆbˆ† tan ✓
i
exp
h
(aˆ†aˆ bˆ†bˆ) ln(cos ✓)
i
exp
h
aˆ†bˆ tan ✓
i
(A.18b)
A.3.3 Relations de commutation de SU(1,1) et ope´rateurs de squeezing
Soient Kˆ+, Kˆ  et Kˆ3 trois ope´rateurs qui satisfont les relations de commutation de SU(1,1) :h
Kˆ3, Kˆ±
i
= ±Kˆ± (A.19)h
Kˆ+, Kˆ 
i
=  2Kˆ3 (A.20)
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On a alors la relation [Barnett03, Truax85] :
exp
h
 +Kˆ+ +   Kˆ  +  3Kˆ3
i
= exp
h
 +Kˆ+
i
exp
h
ln( 3)Kˆ3
i
exp
h
  Kˆ 
i
(A.21a)
= exp
h
  Kˆ 
i
exp
h
  ln( 3)Kˆ3
i
exp
h
 +Kˆ+
i
(A.21b)
avec
 3 =
✓
cosh    3
2 
sinh 
◆ 2
(A.22)
 ± =
2 ± sinh 
2  cosh   3 sinh  (A.23)
 2 =
1
4
 23  +   (A.24)
Ces relations permettent de de´composer les ope´rateurs de squeezing monomode et bimode,
qui sont tous les deux constitue´s d’ope´rateurs ve´rifiant les relations (A.19) et (A.20).
Application au squeezing monomode
Pour l’ope´rateur de squeezing monomode Sˆ(r)= exp
⇥
r
2 aˆ
2  r2(aˆ†)2
⇤
, on identifie Kˆ+=
1
2(aˆ
†)2,
Kˆ =Kˆ
†
+, et Kˆ3=
1
4(2aˆ
†aˆ+1). On a de plus  3=0, ±=⌥r, et donc  =r,  3=(cosh r) 2, et  ±=⌥
tanh r. On peut donc e´crire :
exp
hr
2
aˆ2 r
2
(aˆ†)2
i
= exp

 1
2
(aˆ†)2 tanh r
 
exp

 1
2
(2aˆ†aˆ+1) ln(cosh r)
 
exp

+
1
2
aˆ2 tanh r
 
(A.25)
L’application sur le vide permet plusieurs simplifications, car exp
⇥
+12(tanh r)aˆ
2
⇤ |0i=|0i et
exp
⇥ 12 ln(cosh r)(2aˆ†aˆ+1)⇤ |0i= 1pcosh r |0i. On obtient finalement la de´composition du vide com-
prime´ Sˆ(r)|0i en base de Fock :
exp
hr
2
aˆ2 r
2
(aˆ†)2
i
|0i = 1p
cosh r
exp

 1
2
tanh r(aˆ†)2
 
|0i (A.26a)
=
1p
cosh r
1X
n=0
1
n!
p
(2n)!
✓
 1
2
tanh r
◆n
|2ni (A.26b)
Application au squeezing bimode
Pour l’ope´rateur de squeezing bimode Sˆ2(r)= exp
h
raˆbˆ raˆ†bˆ†
i
, on identifie Kˆ+=aˆ
†bˆ†, Kˆ =Kˆ
†
+,
et Kˆ3=
1
2(aˆ
†aˆ+bˆ†bˆ+1). On a e´galement  3=0, ±=⌥r, et donc  =r,  3=(cosh r) 2, et  ±= ⌥
tanh r.
On peut donc e´crire :
exp
h
raˆbˆ raˆ†bˆ†
i
= exp
h
 aˆ†bˆ† tanh r
i
exp
h
 (aˆ†aˆ+bˆ†bˆ+1) ln(cosh r)
i
exp
h
+aˆbˆ tanh r
i
(A.27)
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On obtient facilement la de´composition du vide comprime´ bimode en base de Fock, compte
tenu de exp
h
+aˆbˆ tanh r
i
|0i|0i=|0i|0i, et exp
h
 (aˆ†aˆ+bˆ†bˆ+1) ln(cosh r)
i
|0i|0i= 1cosh r |0i|0i :
exp
h
raˆbˆ raˆ†bˆ†
i
|0i|0i = 1
cosh r
exp
h
 aˆ†bˆ† tanh r
i
|0i|0i (A.28a)
=
1
cosh r
1X
n=0
(  tanh r)n |ni|ni (A.28b)
=
p
1  2
1X
n=0
(  )n|ni|ni (A.28c)
avec  =tanh r.
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Annexe B
Mode`le multimode simplifie´ de
l’OPA
B.1 Mode´lisation multimode et lien avec le mode`le empirique
Le mode`le empirique de l’OPA imparfait se justifie bien d’un point de vue expe´rimental,
puisqu’il donne un tre`s bon accord avec les mesures. Afin de comprendre l’origine physique
de ses parame`tres, nous de´veloppons dans cette annexe un traitement multimode simplifie´ de
l’OPA, que nous relions ensuite au mode`le empirique.
Reprenons l’hamiltonien d’interaction multimode (3.6), en ne conside´rant qu’un traitement
fre´quentiel en configuration de´ge´ne´re´e pour simplifier, et en ne prenant en compte qu’un seul
mode spatial transverse. On obtient dans ce cas [Rohde07] :
Wˆ =  i~
Z
d!1 d!2  (!1,!2)aˆ
†(!1)aˆ†(!2) + h.c. (B.1)
Sous cette forme, le squeezing n’apparaˆıt pas clairement a` cause des corre´lations entre les termes
a` di↵e´rentes fre´quences. Une re´e´criture tre`s utile fait appel a` la de´composition de Schmidt
[Parker00, Law00, Lamata05]. On montre en e↵et que toute fonction de deux variables  (!1,!2)
su samment re´gulie`re peut se de´composer sur deux bases de fonctions orthonormales a` une
variable :
 (!1,!2) =
X
k
ck k(!1)'k(!2) (B.2)
Pour une configuration de´ge´ne´re´e, les deux bases de fonctions sont identiques,  (!1,!2) =P
k ck k(!1) k(!2) [Christ11]. On peut donc re´e´crire
1
 
Z
d!1 d!2  (!1,!2)aˆ
†(!1)aˆ†(!2) =
X
k
1
2
⇣⇤kAˆ
†2
k , (B.3)
avec Aˆ
†
k=
R
d!k (!)aˆ
†(!), et   la dure´e d’interaction. Puisque les fonctions { k} sont orthogo-
nales, les modes {Aˆk} le sont e´galement et ve´rifient [Aˆk, Aˆ†m]= km. On peut donc re´e´crire l’e´vo-
lution due a` Wˆ comme un produit tensoriel de squeezers monomodes [Wasilewski06, Christ11,
1. Jusqu’a` maintenant, nous n’avions conside´re´ qu’un parame`tre de compression re´el. Un facteur de phase
correspond simplement a` une rotation dans l’espace des phases. Par exemple, pour ⇠=re 2i✓, on reconnait une
rotation d’un angle ✓ (puisque aˆ e´volue en aˆe i✓). L’e´tat obtenu est donc comprime´ selon Xˆ✓.
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Blow90]
exp[  i~ Wˆ ] =
O
k
exp[
1
2
⇣kAˆ
2
k  
1
2
⇣⇤kAˆ
†2
k ] (B.4)
transformant les modes {Aˆk} selon (2.139)
Aˆ
0
k = Aˆk cosh ⇣k   Aˆ†k sinh ⇣k. (B.5)
Nous avons vu dans la section 3.4.1 qu’une de´tection homodyne ne voit que la composante
du champ dans le mode de l’oscillateur local dˆ =
R
d! ↵⇤OL(!)aˆ(!). On peut de´composer ce
mode dans la base { k} : ↵OL(!) =
P
kMke
 i✓k k(!), avec Mk re´el, ce qui permet d’e´crire
dˆ =
X
k
Mke
i✓kAˆk. (B.6)
B.1.1 E cacite´ homodyne parfaite
Raisonnons maintenant en suivant une de´marche similaire a` [Tualle-Brouri09]. Sous l’action
de la transformation (B.4), le mode dˆ se transforme en
dˆ
0
=
X
k
Mke
i✓k
⇣
Aˆk cosh ⇣k   Aˆ†k sinh ⇣k
⌘
. (B.7)
Afin de pouvoir justifier le mode`le empirique pre´sente´ dans le chapitre 3, on introduit un
mode aˆ, d’abord amplifie´ par un OPA de´ge´ne´re´ de parame`tre R, puis par un OPA non de´ge´ne´re´
de parame`tre  R. On montre sans di culte´ que ces deux amplifications transforment le mode
aˆ en
aˆ0 = aˆ cosh R coshR  aˆ† cosh R sinhR  cˆ† sinh R (B.8)
ou` cˆ est le mode fictif de l’OPA non de´ge´ne´re´. En comparant les expressions (B.7) et (B.8), on
voit que l’on peut identifier aˆ0 et dˆ0 a` condition que :
aˆ cosh R coshR =
X
k
Mke
i✓kAˆk cosh ⇣k (B.9a)
aˆ† cosh R sinhR+ cˆ† sinh R =
X
k
Mke
i✓kAˆ
†
k sinh ⇣k (B.9b)
On trouve les valeurs de R et   permettant de satisfaire ces conditions sans proble`me : puisque
[aˆ, aˆ†]=1 et [Aˆk, Aˆ
†
m]= km, il su t de poser
cosh R coshR =
sX
k
M2k cosh
2 ⇣k. (B.10)
Pour la deuxie`me condition, on calcule le commutateur entre (B.9a) et (B.9b) :
cosh2  R coshR sinhR =
X
k
M2ke
2i✓k cosh ⇣k sinh ⇣k (B.11)
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En divisant cette e´quation par le carre´ de (B.10), on obtient la valeur 2 de R :
R = arctanh
"P
kM
2
ke
2i✓k cosh ⇣k sinh ⇣kP
kM
2
k cosh
2 ⇣k
#
(B.12)
On obtient ensuite la valeur de   en utilisant (B.10) :
  =
1
R
arcosh
24 1
coshR
sX
k
M2k cosh
2 ⇣k
35 (B.13)
Enfin, on peut ve´rifier que le coe cient de cˆ† est cohe´rent avec ces expressions en utilisant le
fait que [aˆ0, aˆ
0†]=[dˆ0, dˆ
0†
]=1. Naturellement, lorsque seul un coe cient Mk est non nul, le mode
de la de´tection homodyne correspond a` un mode de Schmidt. On ve´rifie alors que R=⇣k et  =0,
comme on pouvait s’y attendre.
B.1.2 Prise en compte de l’e cacite´ homodyne
Les parame`tres R et   introduits dans cette annexe permettent de mode´liser les donne´es
mesure´es par une de´tection homodyne parfaite. Afin de tenir compte de l’e cacite´ ⌘<1, on peut
introduire deux autres parame`tres r et  , correspondant a` ceux pre´sente´s dans le chapitre 3 et
dans le reste de ce manuscrit, tels que :
⌘
⇣h
s
+ h  1
⌘
+ 1 ⌘ = H
S
+H (B.14a)
⌘
⇣
hs+ h  1
⌘
+ 1 ⌘ = HS +H   1 (B.14b)
2. On peut supposer que R est re´el. Sinon, on peut modifier les e´quations (B.9a) et (B.9b) pour tenir compte
du facteur de phase.
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Annexe C
Ele´ments de photode´tection
L’expression du champ quantique (2.40), obtenue dans le chapitre 2 a e´te´ obtenue sans ap-
proximation. Malheureusement, cette forme pre´sente deux di culte´s qui compliquent fortement
les calculs : le facteur E(k)=
p
~ckkk)/ 16✏0⇡3  et le vecteur polarisation ✏ (k) de´pendent de
la variable inte´gre´e k. Une approximation fort utile consiste donc a` supposer que ces termes
peuvent eˆtre sortis de l’inte´grale : c’est heureusement une approximation qui ne sera pas trop
ille´gitime dans notre cas. Sortir le facteur E(k) consiste a` supposer que le mode du champ excite´
est de faible largeur spectrale par rapport a` la fre´quence centrale, ce qui sera le cas pour nos
impulsions femto-secondes. Enfin, le vecteur polarisation peut eˆtre conside´re´ constant dans une
certaine mesure sous l’approximation paraxiale, que nous ferons e´galement ici.
Sous ces approximations et pour une polarisation donne´e, e´crivons donc l’ope´rateur champ
scalaire, en incluant l’e´volution libre :
Eˆ(r, t) = E(k0)
Z
d3k i
⇣
aˆ(k)eik·r ickkkt   aˆ†(k)e ik·r+ickkkt
⌘
(C.1)
avec k0 est le vecteur d’onde correspondant a` la fre´quence centrale !0. Remarquons que le facteur
e ickkkt ne peut pas eˆtre sorti de l’inte´grale car il oscille rapidement en fonction du temps.
Le signal de photode´tection est proportionnel a` l’ope´rateur Eˆ
( )
Eˆ
(+)
[Cohen-Tannoudji01].
Pour une photodiode place´e en z, de surface D mesurant pendant un temps T , le courant produit
sera proportionnel a`
iˆ =
Z
S
d2S
Z T
0
dt Eˆ
( )
(r, t)Eˆ
(+)
(r, t) (C.2a)
' E2(k0)
Z
S
Z T
0
d2S dt
Z
d3k d3q aˆ†(q)aˆ(k)ei
 
k q
 
·r ic
 
kkk kqk
 
t (C.2b)
Si la surface de la photodiode est largement supe´rieure a` l’e´tendue spatiale des modes du champ
excite´s, et que le temps d’inte´gration est lui aussi tre`s supe´rieur a` la dure´e des impulsions,
on peut raisonnablement e´tendre les domaines d’inte´gration a` l’infini. On peut alors utiliser la
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relation
R +1
 1 dx e
 ixy = 2⇡ (y) :
iˆ ' E2(k0)
Z
d2S dt
Z
d3k d3q aˆ†(q)aˆ(k)ei
 
k q
 
·r ic
 
kkk kqk
 
t (C.3a)
= E2(k0)
Z
d3k d3q aˆ†(q)aˆ(k)
Z
d2S dt ei
 
k q
 
·r ic
 
kkk kqk
 
t| {z }
/ 
 
k q
  (C.3b)
= N (k0)
Z
d3k aˆ†(k)aˆ(k) (C.3c)
ou` N (k0) inclut tous les facteurs de proportionnalite´ que nous n’avons pas besoin d’expliciter.
Le signal de photode´tection est donc proportionnel au nombre total de photons.
Annexe D
Mode`le simplifie´ de l’origine de ⇠
On conside`re que l’e´tat en sortie de l’OPA peut eˆtre de´compose´ sur deux sous-espaces de
Hilbert, l’un correspondant au mode spatio-temporel vu par la de´tection homodyne (dh), et
l’autre a` un mode spatio-temporel orthogonal (N), peuple´ par du bruit qui pourra de´clencher
l’APD. Une matrice densite´ ⇢ˆin peut donc s’e´crire comme :
⇢ˆin = ⇢ˆdh ⌦ ⇢ˆN (D.1)
L’hypothe`se faite ici est que les deux modes sont peuple´s de fac¸on inde´pendante, et que l’e´tat
initial n’est pas dans une superposition cohe´rente de ces deux modes. On peut aussi conside´rer
que l’on a laisse´ tomber la partie orthogonale filtre´e par l’APD, car elle ne contribuera pas au
conditionnement.
Appelons UˆBS = Uˆdh⌦UˆN l’ope´rateur de la lame se´paratrice utilise´ pour la soustraction de
photon, et agissant sur ⇢ˆin. La matrice densite´ apre`s cet ope´rateur est donc
ˆ¯⇢ = UˆBS (⇢ˆin ⌦ |0c, 0dih0c, 0d|) Uˆ †BS (D.2a)
= ˆ¯⇢dh,c ⌦ ˆ¯⇢N,d (D.2b)
avec c et d les modes vides de la lame se´paratrice correspondant respectivement aux modes dh
et N. Conside´rons maintenant l’action de l’APD sur les modes c et d. On appelle C l’e´ve`nement
“de´tection de au moins un photon dans le mode c”, et D “de´tection de au moins un photon dans
le mode d”. On conside`re que le conditionnement est re´ussi si l’e´ve`nement C [D est re´alise´, le
[ pouvant eˆtre exclusif ou non. Nous le conside´rerons exclusif, ce qui signifie que l’on conside`re
que l’APD de´tecte dans un mode ou dans l’autre, mais pas dans les deux a` la fois. L’e´ve`nement
associe´ est donc C \ D¯ + C¯ \D.
L’ope´rateur associe´ a` l’e´ve`nement C, agissant sur le mode c de ˆ¯⇢, est Ic  |0ih0|c. L’ope´rateur
associe´ a` l’e´ve`nement C \ D¯, agissant sur ˆ¯⇢, s’e´crit alors :
⇧ˆC = (Ic   |0ih0|c)⌦ |0ih0|d ⌦ Idh ⌦ IN (D.3)
De meˆme, l’ope´rateur associe´ a` l’e´ve`nement C¯ \D s’e´crit :
⇧ˆD = |0ih0|c ⌦ (Id   |0ih0|d)⌦ Idh ⌦ IN (D.4)
L’ope´rateur associe´ au conditionnement s’e´crit alors :
⇧ˆ = ⇧ˆC + ⇧ˆD (D.5)
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L’e´tat final non normalise´ produit lorsque l’APD donne un clic est donc :
ˆ˜⇢out = Trc,d{⇧ˆ ˆ¯⇢⇧ˆ†} (D.6a)
= Trc,d{⇧ˆC ˆ¯⇢⇧ˆ†C + ⇧ˆD ˆ¯⇢⇧ˆ†D + ⇧ˆC ˆ¯⇢⇧ˆ†D + ⇧ˆD ˆ¯⇢⇧ˆ†C} (D.6b)
= Trc,d{⇧ˆC ˆ¯⇢⇧ˆ†C}+Trc,d{⇧ˆD ˆ¯⇢⇧ˆ†D} (D.6c)
= ˆ˜⇢out,C + ˆ˜⇢out,D (D.6d)
En e↵et, voit sans di culte´ que Trc,d{⇧ˆC ˆ¯⇢⇧ˆ†D}=Trc,d{⇧ˆD ˆ¯⇢⇧ˆ†C}=0 car pour les deux modes c
et d, on projette sur “au moins un photon” d’un coˆte´ et “0 photon” de l’autre.
En posant enfin
⇠ =
Tr{ ˆ˜⇢out,C}
Tr{ ˆ˜⇢out,C + ˆ˜⇢out,D}
et 1  ⇠ = Tr{
ˆ˜⇢out,D}
Tr{ ˆ˜⇢out,C + ˆ˜⇢out,D}
, (D.7)
et en se souvenant que la trace d’un produit tensoriel est e´gale au produit des traces, l’e´tat final
“physique” normalise´ ⇢ˆout = ˆ˜⇢out/Tr{ ˆ˜⇢out} peut s’e´crire :
⇢ˆout =
ˆ˜⇢out,C + ˆ˜⇢out,D
Tr{ ˆ˜⇢out,C + ˆ˜⇢out,D}
(D.8a)
= ⇠
ˆ˜⇢out,C
Tr{ ˆ˜⇢out,C}
+ (1 ⇠)
ˆ˜⇢out,D
Tr{ ˆ˜⇢out,D}
(D.8b)
L’e´quation (D.8a) peut eˆtre interpre´te´e comme la somme de deux processus F˜3 et F˜7 pro-
babilistes et line´aires, qui est ensuite normalise´e :
⇢ˆout =
F˜3(⇢ˆin) + F˜7(⇢ˆin)
Tr{F˜3(⇢ˆin) + F˜7(⇢ˆin)}
(D.9)
avec F˜3(⇢ˆin)= ˆ˜⇢out,C et F˜7(⇢ˆin)= ˆ˜⇢out,D. Une tomographie quantique multimode de F˜3+F˜7
serait en the´orie possible, mais expe´rimentalement tre`s de´licate a` mettre en œuvre, puisqu’elle
devrait inclure les modes du bruit comme explique´ dans la section 6.4.2.
A aucune e´tape de la transformation, les modes dh et N ne sont couple´s entre eux. On peut
donc e´crire
F˜3(⇢ˆin) = F˜3dh(⇢ˆdh)⌦F˜3N(⇢ˆN), et F˜7(⇢ˆin) = F˜7dh(⇢ˆdh)⌦F˜7N(⇢ˆN). (D.10)
En notant c3N=Tr{F˜3N(⇢ˆN)} et c7N=Tr{F˜7N(⇢ˆN)}, apre`s trace partielle sur le mode du bruit,
l’e´tat dans le mode de la de´tection homodyne s’e´crit
⇢ˆout,dh =
c3NF˜3(⇢ˆdh) + c7NF˜7(⇢ˆdh)
Tr{c3NF˜3(⇢ˆdh) + c7NF˜7(⇢ˆdh)}
(D.11a)
= ⇠E3(⇢ˆin) + (1 ⇠)E7(⇢ˆin). (D.11b)
Puisque la probabilite´ de succe`s de´pend de l’e´tat initial du bruit ⇢ˆN de part les coe cients c
3
N
et c7N, on ne peut faire de tomographie de processus quantique en conside´rant uniquement le
mode de la de´tection homodyne. Les transformations E3 et E7 produisent des e´tats normalise´s,
et sont non line´aires.
Annexe E
Une autre imple´mentation approche´e
du NLA
Cette annexe s’inte´resse a` la transcription en variable continue d’une imple´mentation “phy-
sique” de l’amplificateur sans bruit, du type TˆN=
PN
k=0 g
k|kihk|, telle que mode´lise´e par (8.11).
E.1 Re´sultat pre´liminaire sur les e´tats de Fock
Commenc¸ons par de´montrer un re´sultat pre´liminaire. Soit Uˆ( )= exp[ i nˆ] l’ope´rateur de
rotation. De´finissons l’ope´rateur non unitaire ⇧ˆn cre´ant une “superposition circulaire” :
⇧ˆn =
1
2⇡
Z 2⇡
0
d  Uˆ( )ei n (E.1)
Regardons maintenant l’action de ⇧ˆn sur un e´tat | i=
P
k ck|ki quelconque :
⇧ˆn| i =

1
2⇡
Z 2⇡
0
d  Uˆ( )ei n
  "X
k
ck|ki
#
(E.2a)
=
X
k
ck
1
2⇡
Z 2⇡
0
d  ei (n k)| {z }
 n,k
|ki (E.2b)
= cn|ni (E.2c)
On en conclut que ⇧ˆn est e´gal au projecteur sur |ni :
1
2⇡
Z 2⇡
0
d  Uˆ( )ei n = |nihn| (E.3)
En particulier, la superposition circulaire pour n=0 d’un e´tat quelconque produit toujours
le vide. Cette conclusion peut sembler quelque peu curieuse. Les chats de Schro¨dinger pairs sont
en e↵et obtenus avec une version discre`te de ⇧ˆn=0, en superposant l’e´tat initial et un de´phasage
de ⇡ :
|↵i+| ↵i =
⇣
Uˆ(0)+Uˆ(⇡)
⌘
|↵i (E.4)
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De meˆme, un “chat a` N pattes” s’obtient en superposant N phases :
N 1X
k=0
|↵e2i k⇡N i =
"
N 1X
k=0
Uˆ(2i
k⇡
N
)
#
|↵i (E.5)
On pourrait donc s’attendre a` ce que l’action de ⇧ˆn=0 produise e´galement un e´tat hautement
non classique. Il n’en est rien, puisque l’e´tat obtenu sera toujours le vide :
⇧ˆn=0|↵i =
 h0|↵i |0i (E.6)
E.2 De´composition de TˆN sur la base des de´placements
E.2.1 Sans coupure d’inte´gration
Les ope´rateurs de de´placements constituent une base sur laquelle on peut de´composer n’im-
porte quel ope´rateur Oˆ [Ferraro05] :
Oˆ =
1
⇡
Z
d2↵ Tr{OˆDˆ(↵)}Dˆ†(↵) (E.7)
Pour Tˆ qui est non borne´, une telle de´composition risque fortement de ne pas converger. Par
contre, il ne doit pas y avoir de proble`me pour TˆN qui est un ope´rateur bien physique. Calculons
les coe cients de la de´composition :
Tr{TˆNDˆ(↵)} =
1X
k=0
hk|
"
NX
m=0
gm|mihm|
#
Dˆ(↵)|ki (E.8a)
=
NX
k=0
gkhk|Dˆ(↵)|ki (E.8b)
=
NX
k=0
gke 
1
2 |↵|2Lk(|↵|2) (E.8c)
ou` Lk est le k-ie`me polynoˆme de Laguerre. On a donc :
TˆN =
1
⇡
NX
k=0
gk
Z
d2↵ e 
1
2 |↵|2Lk(|↵|2)Dˆ†(↵) (E.9)
Remarquons que l’on peut faire le changement de variable ↵! ↵ et donc remplacer Dˆ†(↵) par
Dˆ(↵). Nous n’avons pour l’instant pas fait d’approximation : notre objectif sera de montrer que
l’on peut obtenir TˆN avec une bonne pre´cision en limitant le domaine d’inte´gration, en inte´grant
jusqu’a` un rayon maximal ↵m.
Passons maintenant en coordonne´es polaires en posant ↵= e i  avec   re´el, et appliquons
TˆN sur un e´tat de Fock |ni :
TˆN |ni = 1
⇡
NX
k=0
gk
Z 1
0
Z 2⇡
0
  d  d  e 
1
2 
2
Lk( 
2)Dˆ( e i )|ni (E.10)
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Puisque Dˆ( e i )=Uˆ( )Dˆ( )Uˆ(  ), on a Dˆ( e i )|ni=ei nUˆ( )Dˆ( )|ni, et donc :
TˆN |ni = 1
⇡
NX
k=0
gk
Z 1
0
  d  e 
1
2 
2
Lk( 
2)
Z 2⇡
0
d  ei nUˆ( )
 
Dˆ( )|ni (E.11)
On utilise maintenant le re´sultat pre´liminaire (E.3) pour remplacer le terme entre crochets :
TˆN |ni = 1
⇡
NX
k=0
gk
Z 1
0
  d  e 
1
2 
2
Lk( 
2)2⇡|nihn|Dˆ( )|ni (E.12a)
=
NX
k=0
gk
Z 1
0
2  d  e  
2
Lk( 
2)Ln( 
2)|ni (E.12b)
En posant z= 2, on obtient finalement :
TˆN |ni =
"
NX
k=0
gk
Z 1
0
dz e zLk(z)Ln(z)
#
|ni (E.13)
Puisque les polynoˆmes de Laguerre sont orthogonaux avec la me´trique e x dx,Z 1
0
dz e zLk(z)Ln(z) =  k,n, (E.14)
on retrouve finalement que TˆN |ni=
PN
k=0 g
k k,m|ni=gn|ni lorsque n  N .
E.2.2 Avec une coupure d’inte´gration
Le calcul pre´ce´dant nous confirme en premier lieu que (E.9) est correcte. Ecrit de la sorte, il
peut sembler n’eˆtre qu’un de´tour peu commode pour retrouver l’action de Tˆ en base de Fock.
Cependant, tout l’inte´reˆt provient de l’interpre´tation que l’on peut en faire : si l’on e´tait capable
d’imple´menter expe´rimentalement une superposition de de´placements quelconques Dˆ(↵), il serait
alors possible d’imple´menter TˆN en ponde´rant ces de´placements avec des coe cients donne´s par
(E.8).
L’amplitude maximale des de´placements sera toutefois force´ment limite´e par les ressources
expe´rimentales. En appelant ↵m le rayon d’inte´gration maximal, on de´finit
Tˆ
↵m
N =
1
⇡
NX
k=0
gk
Z
|↵|↵m
d2↵ e 
1
2 |↵|2Lk(|↵|2)Dˆ†(↵) (E.15)
L’expression (E.13) nous permet de de´terminer pre´cise´ment l’e↵et de cette coupure, en rempla-
c¸ant la borne infinie par ↵2m (ne pas oublier qu’il y a eu un changement de variable). L’action
de Tˆ
↵m
N sur un e´tat de Fock s’e´crit alors :
Tˆ
↵m
N |ni =
"
NX
k=0
gk
Z ↵2m
0
dz e zLk(z)Ln(z)
#
|ni (E.16)
L’ope´rateur Tˆ
↵m
N peut donc e´galement s’e´crire comme
Tˆ
↵m
N =
NX
n=0
"
NX
k=0
gk
Z ↵2m
0
dz e zLk(z)Ln(z)
#
|nihn|. (E.17)
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Cette expression permet de de´finir les e´le´ments d’un POVM associe´ a` cette imple´mentation
approche´e du NLA, de´finis de manie`re similaire a` (8.11) :
Mˆ
N,↵m
suc =
1
gN
Tˆ
↵m
N (E.18)
L’ope´rateur Mˆ
N,↵m
suc est de´fini de telle sorte que Mˆ
N,↵m†
suc Mˆ
N,↵m
suc +Mˆ
N,↵m†
fail Mˆ
N,↵m
fail =I.
Finalement, cette coupure aura pour e↵et de ne pas strictement annuler l’inte´grale de recou-
vrement E.14 pour k 6=n, et de ne pas la rendre strictement e´gale a` 1 pour k=n. On peut donc
comparer le coe cient total obtenu devant chaque e´tat |ni a` gn afin de de´terminer une valeur
de coupure qui lui procure la pre´cision voulue. Un exemple est donne´ dans la table E.1, ou` une
amplitude de ↵m=6 permet d’obtenir des coe cients pre´cis a` un minimum d’environ 2% pour
N=8, avec une tre`s bonne pre´cision pour les premiers e´tats de Fock.
Etat de Fock n=0 n=1 n=2 n=3 n=4 n=5 n=6 n=7 n=8
gn 1 3 9 27 81 243 729 2187 6561
Coe cient avec la coupure 0.999 3.000 8.992 27.08 80.36 246.6 713.5 2239 6425
Ecart relatif absolu (%) 0.001 0.015 0.086 0.3 0.8 1.5 2.1 2.4 2.1
Table E.1 – Comparaison des coe cients de TˆN et Tˆ
↵m
N pour les e´tats de Fock |ni, pour N=8,
g=3, et ↵m=6.
L’amplitude ↵m donnant une bonne pre´cision augmente d’autant plus que N augmente,
principalement en raison du facteur gk dans (E.16) qui augmente plus vite avec k que l’inte´grale
de recouvrement ne de´croˆıt, pour un n fixe´.
E.3 Imple´mentation “physique” d’une superposition de de´pla-
cements
Dans cette section, nous esquissons les grandes lignes d’un raisonnement qui semble permettre
d’imple´menter une superposition de de´placements quelconque
R
d2↵f(↵)Dˆ(↵), et qui semble
eˆtre relie´ a` [Clausen99]. Ce raisonnement est base´ sur l’imple´mentation d’un seul de´placement
a` partir d’une lame se´paratrice et d’un e´tat cohe´rent intense. On me´lange un e´tat | i servant
de ressource avec l’e´tat initial a` de´placer sur une se´paratrice de faible re´flectivite´ en amplitude
r. On fait ensuite une mesure h | sur le deuxie`me mode de sortie du BS qui va agir comme un
conditionnement. h | est associe´ a` une observable quelconque mais devant eˆtre choisie avant de
pre´parer | i.
L’e´tat de ressource | i est du type :
| i =
Z
d2  f( )
1
h | /ri | /ri, (E.19)
ou` | i est un e´tat cohe´rent. Le coe cient 1h | /ri sert a` ce que la superposition finale ne soit
pas modifie´e par le conditionnement sur h |.
Quelques simulations nume´riques avec Matlab pour une superposition discre`te de de´place-
ments ont donne´ des re´sultats encourageants, mais qui doivent encore eˆtre approfondis, notam-
ment pour voir les conditions de convergence vers la superposition de de´placements souhaite´e.
Remarquons que l’on peut choisir h | de manie`re a` maximiser la probabilite´ de succe`s du condi-
tionnement.
Annexe F
Comple´ments sur le NLA
Dans cette annexe, nous revenons sur la de´finition (9.2) de T , afin de voir sous quelles condi-
tions elle correspond bien a` la de´finition d’une ope´ration quantique, c’est-a`-dire une ope´ration
line´aire, comple`tement positive, et pour laquelle la trace de l’e´tat de sortie est infe´rieure ou e´gale
a` 1. Il su t pour cela qu’elle admette une de´composition de Kraus [Nielsen00]
T [⇢ˆ] =
X
n
Eˆn⇢ˆEˆ
†
n, (F.1)
avec
P
n Eˆ
†
nEˆnI. Il ne semble pas e´vident que la de´finition (9.2) ve´rifie ces proprie´te´s, puisque
la normalisation avec le de´nominateur Tr{Tˆ ⇢ˆTˆ } semble en particulier la rendre non line´aire.
Commenc¸ons par remarquer que chaque terme de la de´composition (F.1) peut e´galement s’e´crire :
Eˆn⇢ˆEˆ
†
n = Tr{Eˆn⇢ˆEˆ†n}| {z }
:=Pn
Eˆn⇢ˆEˆ
†
n
Tr{Eˆn⇢ˆEˆ†n}| {z }
:=⇢ˆn
(F.2)
L’e´tat ⇢ˆn est un e´tat physique de trace 1, obtenu avec la probabilite´ Pn. L’e´tat total
P
n Eˆn⇢ˆEˆ
†
n
peut eˆtre interpre´te´ comme un me´lange statistique d’e´tats ⇢ˆn avec des probabilite´ Pn. Puisque
Tˆ augmente la trace, il n’est pas possible de l’interpre´ter comme un ope´rateur Eˆ de la de´com-
position de Kraus, ni d’interpre´ter Tr{Tˆ ⇢ˆTˆ } comme une probabilite´ de succe`s.
En revanche, toute imple´mentation physique de Tˆ produisant un e´tat ⇢ˆout avec une proba-
bilite´ de succe`s Tr{⇢ˆout} doit ne´cessairement pouvoir s’e´crire comme re´sultant d’une e´volution
du syste`me avec un environnement exte´rieur, sur lequel on fait une mesure correspondant au
conditionnement [Nielsen00] :
⇢ˆout = h1E|Uˆ
 
⇢ˆ⌦|0Eih0E|
 
Uˆ
†|1Ei (F.3a)
= EˆNLA ⇢ˆ Eˆ
†
NLA (F.3b)
avec EˆNLA:=h1E|Uˆ |0Ei. Bien entendu, l’e´tat initial de l’environnement |0Ei, son e´tat de condi-
tionnement |1Ei, et l’e´volution unitaire Uˆ de´pendent de la fac¸on dont est imple´mente´ le NLA,
mais nous n’avons pas besoin de connaˆıtre leurs expressions exactes ici. Avec ce formalisme, la
probabilite´ de succe`s est :
P (⇢ˆ) = Tr{h1E|Uˆ
 
⇢ˆ⌦|0Eih0E|
 
Uˆ
†|1Ei} (F.4a)
= Tr{Eˆ†NLAEˆNLA⇢ˆ} (F.4b)
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Nous faisons ensuite l’hypothe`se que l’imple´mentation physique est su samment bonne pour
pouvoir assimiler l’e´tat physique normalise´ ⇢ˆout/Tr{⇢ˆout} a` l’e´tat produit par le NLA parfait
Tˆ :
EˆNLA⇢ˆEˆ
†
NLA
Tr{Eˆ†NLAEˆNLA⇢ˆ}
' Tˆ ⇢ˆTˆ
Tr{Tˆ ⇢ˆTˆ } (F.5)
Nous pouvons donc re´e´crire (9.2) sous la forme :
T [⇢ˆ] = Tr{Eˆ†NLAEˆNLA⇢ˆ}
Tˆ ⇢ˆTˆ
Tr{Tˆ ⇢ˆTˆ } +
 
1  Tr{Eˆ†NLAEˆNLA⇢ˆ}
 |0ih0| (F.6a)
= EˆNLA⇢ˆEˆ
†
NLA +
 
1  Tr{Eˆ†NLAEˆNLA⇢ˆ}
 |0ih0| (F.6b)
Sous cette forme, on voit sans di culte´ que T est bien line´aire :
T [p1⇢ˆ1+p2⇢ˆ2]=p1T [⇢ˆ1]+p2T [⇢ˆ2] (F.7)
Afin d’obtenir une de´composition de Kraus (F.1) il reste a` trouver un ope´rateur Bˆ tels que : 
1  Tr{Eˆ†NLAEˆNLA⇢ˆ}
 |0ih0| = Bˆ⇢ˆBˆ† (F.8)
Eˆ
†
NLAEˆNLA + Bˆ
†
Bˆ = I (F.9)
En combinant ces deux e´quations, on peut alors trouver une relation que doit satisfaire Bˆ : 
1  Tr{Eˆ†NLAEˆNLA⇢ˆ}
 |0ih0| =  Tr{⇢ˆ}  Tr{Eˆ†NLAEˆNLA⇢ˆ} |0ih0| (F.10a)
=
 
Tr{[I  Eˆ†NLAEˆNLA]⇢ˆ}
 |0ih0| (F.10b)
= Tr{Bˆ†Bˆ⇢ˆ}|0ih0| (F.10c)
= |0iTr{Bˆ⇢ˆBˆ†}h0| (F.10d)
=
X
m
|0ihm|Bˆ⇢ˆBˆ†|mih0| (F.10e)
= Bˆ⇢ˆBˆ
†
(F.10f)
Lorsque la condition (F.9) est ve´rifie´e, (F.8) est e´quivalente a`X
m
|0ihm|Bˆ = Bˆ. (F.11)
Un ope´rateur Bˆ qui satisfait ces conditions peut s’e´crire Bˆ=
P
m cm|0ihm|, ou` cm est de´fini a`
partir de (F.9).
Annexe G
De´veloppement perturbatif des taux
secrets
Dans cette annexe, nous de´taillons les calculs pour obtenir les de´veloppements perturbatifs
des taux secrets donne´s dans la section 7.4.4, et utilise´s dans la section 10.3. On conside`re
directement l’utilisation d’un NLA, en utilisant les parame`tres e↵ectifs.
G.1 De´veloppement de l’information de Holevo
Fonctions µ
La premie`re e´tape consiste a` de´velopper les fonctions µ de´finis par (7.11b) au premier ordre
en T , en utilisant les parame`tres e↵ectifs :
µ1 ' 1  
2
 
2g2T 1 
1  2 (G.1a)
µ2 ' 1+g2T ✏ (G.1b)
µ3 '
 
1  2 
( 2 1)3 (1+)
⇥ 
 4 1  (+1)+2 2g2T   2(⌫  1) + +1 ⇤ (G.1c)
µ4 ' g
2T ✏(1 ⌫+)++1
1+
(G.1d)
Fonctions G
On injecte ensuite ces de´veloppements dans la fonction G (7.11a), puis on fait a` nouveau un
de´veloppement au premier ordre en T :
G

µ1 1
2
 
' 1
ln 2
 
  
2 ln
⇥
 2
⇤
 2 1 + ln

1
1  2
 
+
 2g2T ln
⇥
 2
⇤
1  2
!
(G.2a)
G

µ2 1
2
 
' g
2T ✏
2 ln 2
⇣
1  ln ⇥g2T ⇤  ln h ✏
2
i⌘
(G.2b)
G

µ3 1
2
 
' 1
ln 2
 
  
2 ln
⇥
 2
⇤
 2 1 + ln

1
1  2
 
+
 2g2T ln
⇥
 2
⇤  
 2(⌫  1)++1 
( 2 1)2 (+1)
!
(G.2c)
G

µ4 1
2
 
' g
2T ✏(1 ⌫+)
(1+)2 ln 2
✓
1  ln ⇥g2T ⇤  ln ✏(1 ⌫+)
2(1+)
 ◆
(G.2d)
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Il ne reste plus qu’a` sommer ou soustraire ces fonctions selon la formule (7.10) pour obtenir
le de´veloppement de l’information de Holevo.
G.2 De´veloppement de Iab
L’information mutuelle entre Alice et Bob est de´veloppe´e sans di culte´ a` partir de (7.5) :
IAB ' g
2T⌫ 2
(1  2) (1+) ln 2 (G.3)
G.3 De´veloppement du taux secret contre les attaques collec-
tives
En utilisant les de´veloppements pre´ce´dents, on obtient le de´veloppement du taux secret au
premier ordre en T , pour un canal bruite´ et une de´tection homodyne imparfaite :
 INLAH ' Psuc
g2T
(1  2)2 (1+)2 ln 2
n 
1  2 2 (1+)✏ ln ✏
2
+
 
1  2 2 ⌫✏ ln ⇥g2T ⇤+⌫ 4 ln 4+
 
 2 1 ✓⌫  ✏  2(2 +✏) +   2 1  ✏(⌫  1) ln ✏(1+ ⌫)
2(1+)
 ◆ 
(G.4)
G.4 De´veloppement de IBE
On peut e´galement de´velopper l’information mutuelle entre Eve et Bob dans les cas des
attaques individuelles, a` partir de (7.6) :
IBE ' g
2T⌫
⇥
 4(✏ 2) ✏⇤
( 4 1) (+1) ln 2 (G.5)
Annexe H
Autre de´rivation des parame`tres
e↵ectifs
La premie`re me´thode que nous avons utilise´ pour de´river les parame`tres e↵ectifs e´tait uni-
quement base´e sur la matrice de covariance entre Alice et Bob [Blandino12c]. Le but e´tait de
trouver des parame`tres tels que la matrice de covariance de l’e´tat amplifie´ puisse eˆtre retrouve´e
en envoyant un e´tat EPR de parame`tre ⇣ a` travers un canal quantique de transmission ⌘ et
d’exce`s de bruit ✏g (Fig. H.1). Nous allons pre´senter cette me´thode, qui, bien que moins ge´ne´-
rale, peut quand meˆme eˆtre inte´ressante car elle utilise des arguments di↵e´rents. Nous verrons
que les parame`tres e↵ectifs ⌘ et ✏g sont identiques a` ceux trouve´s dans la section 9.3, et celui de
l’e´tat EPR correspond a` l’amplification de l’e´tat EPR initial avec un NLA de gain gin : ⇣=gin .
Etat$EPR$
| i
Canal$quan,que$
gnˆ
NLA$
= 
Etat$EPR$eﬀec,f$ Canal$quan,que$eﬀec,f$
|⇣iA B
BA T, ✏
⌘, ✏g
Figure H.1 – Syste`me e↵ectif e´quivalent pour le cas d’un e´tat EPR.
H.1 Obtention des parame`tres e↵ectifs
H.1.1 Conditions en utilisant un e´tat thermique de´place´
La matrice de covariance Alice Bob sans amplification est donne´e par :
 AB =
✓
V ( )I
p
T [V ( )2 1]Zp
T [V ( )2 1]Z T [V ( ) + 1 TT +✏]I
◆
(H.1)
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avec V ( )=VA+1=cosh(2r)=
1+ 2
1  2 , et ✏ le bruit thermique ajoute´ par le canal, ramene´ a` l’entre´e.
On note e´galement 1 que VB = 1+TVA+T ✏. Nous cherchons donc des parame`tres e↵ectifs de
manie`re a` exprimer la matrice de covariance de l’e´tat amplifie´ comme :
 gAB =
 
V (⇣)I
p
⌘[V (⇣)2 1]Zp
⌘[V (⇣)2 1]Z ⌘[V (⇣)+1 ⌘⌘ +✏g]I
!
(H.2)
La premie`re e´tape de la re´solution est identique a` celle pre´sente´e dans la section 9.3 : il s’agit
de conside´rer l’action du NLA sur un e´tat thermique de´place´. Lorsque la mesure he´te´rodyne
d’Alice est ↵A, le deuxie`me mode de l’e´tat EPR est projete´ sur un e´tat cohe´rent d’amplitude
proportionnelle a`  ↵A (annexe I).
Cet e´tat cohe´rent est ensuite envoye´ dans le canal bruite´ de transmission T , ce qui le trans-
forme en un e´tat thermique de´place´, de moyenne
p
T ↵A et de variance
1+ 2ch
1  2ch
= 1 + T ✏. (H.3)
L’amplification de cet e´tat est similaire a` (9.35), en ne tenant pas compte du facteur de norma-
lisation :
Tˆ
h
Dˆ(
p
T ↵A)⇢ˆth( ch)Dˆ
†
(
p
T ↵A)
i
Tˆ / Dˆ(g˜pT ↵A)⇢ˆth(g ch)Dˆ†(g˜
p
T ↵A) (H.4)
Ceci implique donc la transformation :
p
T ↵A !
NLA
g˜
p
T ↵A
 ch !
NLA
g ch
(H.5)
avec g˜=g
1  2ch
1 g 2ch
.
H.1.2 Conditions en utilisant un e´tat thermique non de´place´
Lorsque Bob n’a aucune information sur l’e´tat envoye´ par Alice (ou de manie`re e´quivalente,
avant qu’Alice ne fasse sa mesure), il rec¸oit un thermique non de´place´ ⇢ˆB, dont la variance est
donne´e par (H.1). On peut donc introduire un parame`tre  ?, tel que
⇢ˆB = (1  ?2)
1X
n=0
( ?)2n|nihn|. (H.6)
Le parame`tre  ? doit par de´finition ve´rifier 1+ 
?2
1  ?2=1+TVA+T ✏, ce qui donne
 ?2 =
T [ 2 (2 ✏)+✏]
2  2[2+T (✏ 2)]+T ✏ . (H.7)
Le NLA transforme ensuite cet e´tat en un autre e´tat thermique de parame`tre g ⇤, et de
variance 1+(g 
?)2
1 (g ?)2 . Compte tenu de (H.7), nous obtenons donc la transformation :
T [ 2 (2 ✏)+✏]
2  2[2+T (✏ 2)]+T ✏ !NLA g
2 T [ 
2 (2 ✏)+✏]
2  2[2+T (✏ 2)]+T ✏ (H.8)
1. On utilise la convention N0=1.
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H.1.3 Re´solution du syste`me
Nous pouvons maintenant chercher les parame`tres e↵ectifs qui permettent d’exprimer la
matrice de covariance sous la forme (H.2), en utilisant les e´quations (H.5) et (H.8) :
p
⌘⇣ = g˜
p
T  (H.9a)
 gch = g ch (H.9b)
⌘[⇣2 (2 ✏g)+✏g]
2 ⇣2[2+⌘ (✏g 2)]+⌘✏g = g
2 T [ 
2 (2 ✏)+✏]
2  2[2+T (✏ 2)]+T ✏ (H.9c)
Ici  gch est tel que
1+( gch)
2
1 ( gch)2
=1+⌘✏g. Les deux premie`res e´quations sont identiques a` (9.43a) et
(9.43b), avec G=1 et ⌧=⌘. Il su t ensuite de re´soudre le syste`me pour trouver ⇣, ⌘ et ✏g en
fonction de  , T , ✏ et g :
⇣ =  
s
2 + (g2 1) (2 ✏)T
2  (g2 1) ✏T
⌘ =
g2T
1 + (g2 1)T [14 (g2 1) (✏ 2) ✏T ✏+1]
✏g = ✏+
1
2
 
g2 1  (2 ✏) ✏T
(H.10)
Nous obtenons donc bien les meˆmes parame`tres e↵ectifs que dans la section 9.4, pour le cas
particulier ou` G=1 et ⌘1 .
H.2 Lien avec les parame`tres e↵ectifs dans le cas ge´ne´ral
Si cette me´thode de re´solution n’a une interpre´tation physique que lorsque ⌘1, les para-
me`tres (H.10) sont en re´alite´s toujours valables meˆme lorsque ⌘> 1, et sont tre`s simplement
relie´s aux parame`tres (9.44) obtenus dans le cas ge´ne´ral.
Conside´rons le cas ge´ne´ral ou` le canal e↵ectif Ce↵ est constitue´ d’un amplificateur de gain
G  1 et de pertes ⌧1. Nous avons montre´ (cf. (9.48)) que l’on peut de´finir
 ch =
G 1
G
+
1 ⌧
⌧G
=
⌧(G 2)+1
⌧G
(H.11)
comme e´tant le bruit ajoute´ par ce canal ramene´ a` l’entre´e. On remarque ensuite deux points :
d’une part  ch peut e´galement s’e´crire sous la forme
 ch =
1 ⌧G
⌧G
+
2(G 1)
G
, (H.12)
et d’autre part, l’e´galite´ suivante est toujours ve´rifie´e :
✏g= +
2(G 1)
G
(H.13)
ou`   est l’exce`s de bruit du canal e↵ectif dans le cas ge´ne´ral, de´fini par (9.44).
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Ainsi, le bruit total ramene´ a` l’entre´e  tot (cf. (9.47)) est e´gal a` :
 tot =  +
G 1
G
+
1 ⌧
⌧G
(H.14a)
=  +
1 ⌧G
⌧G
+
2(G 1)
G
(H.14b)
= ✏g +
1 ⌘
⌘
(H.14c)
avec ⌘ = ⌧G. De ce fait, un e´tat cohe´rent est donc toujours transforme´ en un e´tat thermique
de´place´, de variance
⌧G
⇣
1 +  tot
⌘
= ⌘
⇣
1+✏g +
1 ⌘
⌘
⌘
(H.15a)
= 1 + ⌘✏g. (H.15b)
Avec cette de´finition de ✏g, tout ce passe donc comme si le canal e↵ectif introduisait des
pertes, meˆme si ⌘>1. Dans ce cas, ✏g contient une contribution 2(G 1)G qui tient compte du bruit
ajoute´ par le fait que ⌘>1.
Finalement, l’expression des parame`tres obtenus avec la me´thode pre´sente´e dans cette annexe
est donc valable quel que soit ⌘. Lorsque ⌘>1, ✏g ne correspond pas simplement a` l’exce`s de
bruit du canal, mais contient une correction afin de tenir compte du bruit de l’amplification
de´terministe.
Annexe I
Mesure he´te´rodyne d’Alice
I.1 Mesure he´te´rodyne d’un mode d’un e´tat EPR
Dans ce manuscrit, nous avons souvent utilise´ le fait qu’une mesure he´te´rodyne sur un mode
d’un e´tat EPR projette l’autre mode sur un e´tat cohe´rent. Cette annexe montre ce re´sultat d’une
manie`re simple sans passer par les matrices de covariances. Une autre pre´sentation de´taille´e peut
eˆtre e´galement trouve´e dans [Grosshans03a].
Une mesure he´te´rodyne est mode´lise´e par un projecteur [Weedbrook12]
Eˆ(↵) =
1p
⇡
|↵ih↵|, (I.1)
et une mesure ↵ projette un e´tat ⇢ˆ sur l’e´tat
⇢ˆ↵ =
1
p↵
Eˆ(↵)⇢ˆEˆ
†
(↵), (I.2)
ou` p↵=Tr{Eˆ(↵)⇢ˆEˆ†(↵)} est e´gale a` la probabilite´ de succe`s. Puisque nous conside´rons ici un
e´tat EPR | i pur, nous pouvons travailler avec des kets :
Eˆ(↵)| i = 1p
⇡
p
1  2|↵i⌦
 1X
n=0
 nh↵|ni|ni
!
(I.3a)
=
1p
⇡
p
1  2|↵i⌦e  12 |↵|2
 1X
n=0
( ↵)np
n!
|ni
!
(I.3b)
=
1p
⇡
p
1  2e 12 |↵|2( 2 1)|↵i⌦| ↵i (I.3c)
Le deuxie`me mode est donc projete´ sur l’e´tat cohe´rent | ↵i. Le premier mode, toujours pre´sent
dans le calcul, est absorbe´ par la de´tection d’Alice.
La probabilite´ de succe`s est donne´e par :
p↵ =
1  2
⇡
e|↵|
2( 2 1) (I.4)
On ve´rifie que l’on a bien
R
d2↵ p↵=1 :Z
d2↵ p↵ =
1  2
⇡
✓Z
dx ex
2( 2 1)
◆2
= 1 (I.5)
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Le vecteur de´placement est quand a` lui e´gal a` 2
p
N0 (↵x,↵y). On ve´rifie enfin que l’on
retrouve la variance de modulation VAN0, pour la valeur moyenne de la quadrature Xˆ par
exemple. : Z
d↵x d↵y (2
p
N0 ↵x)
2p↵ =
r
1  2
⇡
Z
d↵x (2
p
N0 ↵x)
2e↵
2
x( 
2 1) (I.6a)
=
2 2
1  2N0 (I.6b)
=
✓
1+ 2
1  2 1
◆
N0 (I.6c)
= VAN0 (I.6d)
Remarque : VAN0 correspond a` la variance de modulation de l’amplitude des quadratures,
et non a` la variance de modulation de l’amplitude de l’e´tat cohe´rent. Il faut donc prendre en
compte le facteur 2
p
N0 dans (I.6a).
I.2 Mesure he´te´rodyne d’un e´tat cohe´rent
Montrons maintenant qu’une mesure he´te´rodyne introduit une unite´ de bruit de photon
supple´mentaire. Soit | i un e´tat cohe´rent que l’on souhaite mesurer. On suppose, sans perte de
ge´ne´ralite´, que   est re´el. On fait une mesure he´te´rodyne avec le projecteur (I.1). La probabilite´
de mesurer un e´tat |↵i est alors donne´e par
pcoh↵ = Tr{Eˆ(↵)| ih |Eˆ†(↵)} = e 
1
2 |↵  |2 = e 
1
2 (↵x  )2  12↵2y . (I.7)
La valeur moyenne de l’amplitude mesure´e est bien e´gale a` 2
p
N0  :Z
d2↵
1
⇡
2
p
N0 (↵x+i↵y) e
  12 (↵x  )2  12↵2y = 2
p
N0  (I.8)
En revanche, la variance de la quadrature Xˆ est e´gale a` :Z
d2↵
1
⇡
⇣
2
p
N0↵x
⌘2
e 
1
2 (↵x  )2  12↵2y  
⇣
2
p
N0 
⌘2
= 2N0 (I.9)
De meˆme pour la variance de la quadrature Pˆ :Z
d2↵
1
⇡
⇣
2
p
N0↵y
⌘2
e 
1
2 (↵x  )2  12↵2y = 2N0 (I.10)
La de´tection he´te´rodyne introduit bien une unite´ N0 de bruit supple´mentaire sur la variance
des quadratures.
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Re´sume´
Cette the`se s’inscrit dans le cadre de l’information quantique avec des variables continues, en
utilisant des e´tats quantiques du champ e´lectromagne´tique. En combinant les outils propres aux
variables discre`tes, ou` la lumie`re est de´crite en termes de photons, avec les outils des variables
continues, ou` la lumie`re est de´crite en termes de quadratures, nous pouvons e´tudier the´ori-
quement et produire expe´rimentalement des e´tats non-classiques, ainsi que des protocoles e´le´-
mentaires d’information quantique. Ainsi, nous avons produit expe´rimentalement un e´tat «chat
de Schro¨dinger», superposition quantique de deux e´tats lumineux quasi-classiques, sur lequel
nous avons applique´ une porte quantique introduisant une phase dans la superposition. Nous
avons ensuite analyse´ la qualite´ de cette porte en utilisant un mode`le simple de notre expe´rience.
Nous nous sommes ensuite inte´resse´s aux corre´lations quantiques, mesure´es par la discorde quan-
tique, pour une classe d’e´tats particulie`rement importants en information quantique. Nous avons
quantifie´ la pre´cision de nos mesures en les comparant aux bornes de Crame´r-Rao classique et
quantique. Enfin, nous avons e´tudie´ the´oriquement l’utilisation d’un amplificateur quantique
non-de´terministe en cryptographie quantique. Cet amplificateur posse`de la proprie´te´ de pouvoir
amplifier des e´tats quantiques sans en amplifier le bruit quantique associe´. Ainsi, nous avons
montre´ qu’il permet une ame´lioration de la distance maximale de transmission d’une cle´ secre`te,
ainsi qu’une ame´lioration de la re´sistance au bruit introduit par le canal quantique.
Mots-cle´s : optique quantique, information quantique, variables continues, e´tats non-gaussiens,
corre´lations quantiques, discorde quantique, cryptographie quantique, amplificateur sans bruit.
Abstract
This thesis is concerned with di↵erent aspects of quantum information with the continuous
variables of quantum states of light. Through the combination of the continuous and discrete
descriptions, where the light is either described in terms of quadratures or photons, non-classical
quantum states and elementary quantum information protocols have been theoretically studied
and experimentally implemented. We have experimentally implemented a quantum superposi-
tion of two quasi-classical states of light, a “Schro¨dinger cat state”, which was used to feed a
quantum phase gate. We have analysed the quality of this implementation by using a simple
model of the experiment. We have then studied quantum correlations, as captured by the quan-
tum discord, for an important class of states in quantum information. We have compared the
precision of our measurements by using the classical and quantum Crame´r-Rao bounds. Finally,
we have theoretically studied the use of a non-deterministic quantum amplifier in quantum cryp-
tography. This amplifier has the property to amplify quantum states without amplifying their
quantum noise. Using this property, we have shown that it is possible to increase the maximum
distance of transmission of a secret key, as well as the tolerance to the noise added by the quan-
tum channel.
Keywords : quantum optics, quantum information, continuous variables, non-Gaussian
states, quantum correlations, quantum discord, quantum cryptography, noiseless amplifier.
