Taguchi digital dynamic system are problems in which both the input signal and the output responses have values of either 0 or 1 with two misclassification probabilities. Taguchi proposed a two-step procedure for the digital dynamic system under an equalized error rates model and maximized the standardized SN ratio to achieve robust design. This paper proposes a quality loss model to determine the optimal threshold value of a digital dynamic system based on normally distributed data with unequal loss coefficients. We varied the variances of random variable X1 with increment of 0.10 using Excel software. The results are compared with the threshold values obtained by using Taguchi method. When the two loss coefficients and variances of two populations are equal, the optimal threshold value is the same as the threshold value provided by Taguchi method. The maximum error of optimal threshold value is 0.03 compared with actual threshold value.
Introduction
The Taguchi method [1] has been widely used successfully in various fields to optimize the design problems, which can be classified into static and dynamic problems depending upon the absence or presence of signal factors, respectively. The desired output of static system has a fixed target value and the desired output of dynamic system varies depending on the level of the signal factor set. Signal-to-noise (SN) ratio is proposed by Taguchi to be used to optimize the parameter settings, which is a statistic derived from the quality loss function. A higher SN ratio means a lower loss.
The dynamic systems can be divided into four classes: (1) Continuous-continuous; (2) Continuous-digital; (3) Digital-continuous; and (4) Digital-digital. In case of the digital dynamic system, both input signal and output response have values of either 0 or 1 with two misclassification probabilities occurring.
Many researchers have actively worked on the robust design of dynamic systems. Kapur and Chen [2] provided the equations for computing the SN ratio for either equispaced or non-equispaced levels for the signal factors. Phadke and Dehnad [3] presented a two-step optimization procedure independent of the chosen distribution. Miller and Wu [4] derived the response function modeling approach for a dynamic system. Wasserman [5] demonstrated Taguchi SN ratio with a linear statistical model. Lunani, Nair and Wasserman [6] developed two graphical methods for identifying appropriate measures of location and dispersion for dynamic experimental designs. McCaskey and Tsui [7] proposed a two-step procedure for dynamic systems under an additive model to reduce the dimension of the optimization problem. Su and Hsieh [8] used the neural network technique to optimize the robust design of dynamic system. Tsui [9] compared the effect estimates obtained using Taguchi loss model and response model approach for dynamic system. Li [10] established three models for achieving robust design of digital dynamic system by selecting the optimal threshold value. Chen [11] used a stochastic sequential quadratic programming to achieve robust design for dynamic systems. Wu, Wang and Fan [12] proposed an approach to obtain the cut-off point by minimizing quality loss for the digital dynamic systems where the output is classified into four classes under normally distributed data. Al-Refaie et al. [13] integrated the desirability function and data envelopment analysis for solving dynamic systems with multi-responses. Gauri and Pal [14] proposed a multiple regression-based weighted signal-to-noise ratio (MRWSN) to optimize the multi-response dynamic systems.
This paper develops a quality loss model to determine optimal threshold value for a digital dynamic system. The loss coefficients of error rates p and q in digital dynamic system are not equal.
Digital Dynamic System
The outcomes of a binary classification model for the digital dynamic system are labeled either as X0 and X1. The ideal function of digital dynamic system is that whenever an input signal is X0, the output should be X0, and whenever the input signal is X1, the output should be X1. The accurate outcomes for input signals X0 and X1 are n00 and n11 respectively, and the wrong outcomes for input signals X0 and X1 are n01 and n10 respectively. Hence, the number of responses for output signals X0 and X1 are r0 (r0= n00+ n10) and r1 (r1= n01+ n11) respectively. The observed frequencies of data can be tabulated the contingency table for a dynamic system as shown in Table 1 . Let the output be a continuous random variable affected by control factors Z and noise factors N. The threshold value R critically affects the judgement of output. If the output values, that are smaller than or equal to threshold R, are set as X0, otherwise they are X1. Fig. 1 shows the criterion of threshold R of digital dynamic system. nn ) presents the probability of wrongly classifying signal X0 as X1, and q (= 10 1 nn ) presents the probability of wrongly classifying signal X1 as X0. The data in Table 1 can be converted into those in Table 2 . 
Obviously, error rates p and q are inversely related and vary with the threshold R. Moving the threshold R to the left decreases the error rate q but also increases the error rate p. Vice versa, moving the threshold R to the right decreases the error rate p but also increases the error rate q. This means that p and q cannot be increased concomitantly. The value of threshold R is selected so that there is a trade-off between p and q. Fig.  2 shows the threshold R chosen to determine the error rates p and q. When the parameters of bi-normal distribution of output responses were unknown, Taguchi [1] used the following formula to calculate the equalized error rate based on the two error rates p and q with the same loss coefficient, which is denoted by p0.
The Threshold Value of Digital Dynamic System
The relationships between p and q depend on the distributions of output responses. Let the random variables X0 and X1 represent the results of output responses having independent normal distributions   where Ф(・) denotes the cumulative distribution function for the standard normal distribution.
According to (1) , the threshold RT of Taguchi method is obtained by 
Similarly, suppose that K2 is the cost of processing one accurate output for input signal as X1, the quality loss L2 is given by
Hence, the total quality loss (L) can be expressed as
The threshold R that achieves this minimum quality loss will be considered as the optimal threshold value R * .
Differentiating L(R) with respect to R and then setting the derivative be equal to zero, the optimal threshold value R * is obtained. Hector et al. [15] proposed a high accurate simple approximation of normal distribution integral, which is expressed as   Therefore, using (10), the optimal threshold value R * is given by
When K1 is equal to K2 and   HD , (11) is rewritten as
In this study, we propose a mixture model of (9) and (11) to calculate the optimal threshold value R * . The formula is expressed as
Analysis of Optimal Threshold Values
We analyzed the pairs of bi-normal distributions with equal and unequal variances. The distribution of X0
included standard normal distribution as N(0, 1 2 ) and X1 as N(1, 2  1 ) and N(2, 2  1 ). In one pair, ratio of cost coefficients K1:K2 was assigned as K1:K2 =1:1 and K1:K2 =1:2. The optimal threshold value derived for the Taguchi method and proposed method are listed in Table 3 and Table 4 . 
