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Abstract We consider the Lasso for a noiseless experiment where one has ob-
servations Xβ0 and uses the penalized version of basis pursuit. We compute for
some special designs the compatibility constant, a quantity closely related to
the restricted eigenvalue. We moreover show the dependence of the (penalized)
prediction error on this compatibility constant. This exercise illustrates that
compatibility is necessarily entering into the bounds for the (penalized) predic-
tion error and that the bounds in the literature therefore are - up to constants -
tight. We also give conditions that show that in the noisy case the dominating
term for the prediction error is given by the prediction error of the noiseless
case.
Keywords and phrases. compatibility, fair design, Lasso, linear model, lower
bound
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1 Introduction
Let X ∈ Rn×p be an n× p matrix and β0 ∈ Rp be a fixed vector. We consider
the Lasso for the noiseless case
β∗ := arg min
β∈Rp
L(β),
with1
L(β) := ‖X(β − β0)‖22 + 2λ‖β‖1.
Aim in this note is to show that the upper bounds for ‖X(β∗−β0)‖22 given in the
literature (see Section 3 for some references) are also lower bounds, in the sense
that there are designs where an upper bound is tight, possibly up to constants.
The upper bounds that we consider depend on the so-called compatibility con-
stant φˆ2(S) which we define in Definition 1.1 below. In Zhang et al. [2014] it
is shown that for a given sparsity level, there is a design and a lower bound for
the mean prediction error in the noisy case, that holds for any polynomial time
algorithm. This lower bound is close to the known upper bounds and in par-
ticular shows that compatibility conditions or restricted eigenvalue conditions
cannot be avoided. Our aim is to make this visible for the Lasso by presenting
some explicit expressions. This helps to understand why compatibility is play-
ing a crucial role and also to understand the concept itself. Our results follow
from straightforward computation for some special cases of design.
1In the noiseless case the results apply when ‖Xβ‖22 (β ∈ R
p) is replaced by any other
quadratic form βTΣβ (β ∈ Rp) with Σ a given p × p matrix. The “sample size” n is playing
the role of the rank of Σ.
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We will show that the upper bounds involving compatibility constants (here
given in Section 3) match the lower bounds “up to constants” or even “asymp-
totically exactly” for certain designs. The designs we consider are in our view
not atypical. Therefore, our conclusion is that there is not much space for
improvement of the existing upper bounds.
Note that we consider a noiseless version of the Lasso. When examining lower
bounds this is reasonable, as one may expect that adding noise will not improve
the performance of the Lasso. We will moreover show in Section 2 that for
certain designs, the “bias” ‖X(β∗ − β0)‖22 of the noisy Lasso is the dominating
term, so that bounds for the noiseless case immediately carry over to the noisy
case.
In order to be able to define the compatibility constant φˆ2(S) we introduce here
some notation. For S ⊂ {1, . . . , p} and a vector β ∈ Rp let βj,S := βj l{j ∈ S} ∈
R
p. We apply the same notation for the |S|-dimensional vector {βj}j∈S . We
moreover write β−S := βSc where S
c is the the complement of the set S. If S
consists of a single variable, say S = {j} we write β−S =: β−j.
Definition 1.1 The compatibility constant (see van de Geer [2007] or van de Geer
[2016] and its references) is
φˆ2(L,S) := min
{
|S|‖Xβ‖22 : ‖βS‖1 = 1, ‖β−S‖1 ≤ L
}
.
The constant L ≥ 1 is called a stretching factor. For L = 1 we write φˆ2(S) :=
φˆ2(1, S). When S = {1, . . . , p} we let φˆ2(S) := min{|S|‖XβS‖22 : ‖βS‖1 = 1}.
For S = ∅ we set |S|/φˆ2(S) = 0.
The compatibility constant φˆ2(L,S) with stretching constant L > 1 can play
a role when considering the noisy situation. In this paper however, we mainly
study the noiseless case and take L = 1. A noisy case where L can be taken
equal to 1 is considered in Section 2.
It is sometimes helpful to consider Γˆ2(S) := |S|/φˆ2(S) as the effective sparsity2
at the set S (van de Geer [2016]). Two sets should be compared in terms of
their effective sparsity rather than in terms of their compatibility constants, in
the sense that that we prefer sets S with Γˆ2(S) small.
The compatibility constant φˆ2(S) depends on the set S and clearly also on
the design X through the Gram matrix Σˆ := XTX. We express the latter
dependence in our notation by the “hat”. This is a habit coming from the case
of random design, where Σˆ is an estimator of IEΣˆ (in statistics, estimators are
commonly denoted with a “hat”). However, to avoid a cumbersome notation,
not all quantities depending on X with be furnished with a “hat”.
2A better terminology is perhaps to call Γˆ2(S) the effective non-sparsity
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1.1 Notation
Let Xj denote the j-th column of X (j = 1, . . . , p). The Gram matrix is
Σˆ := XTX.
The active set (or support set) of β0 is S0 := {j : β0j 6= 0}. If j ∈ S0 we call
j - or Xj - an active variable. When φˆ
2(S0) > 0 one says that the null space
property holds (Donoho and Tanner [2005]). The cardinality of S0 is denoted
by s0 := |S0|. We moreover write the cardinality of the set Sc0 of inactive
variables as m0 := p− s0.
1.2 Organization of the paper
Section 2 shows how the results for the noiseless case carry over to the noisy
case when the Gram matrix (or an approximation thereof) has bounded max-
imal eigenvalue and
√
nλ is large (
√
nλ → ∞). Such a choice for the tuning
parameter λ corresponds to p large, as can be the case in most of the following
sections (Sections 7, 8, 10, 11, 13, and the last result of Section 14). Section 3
states some upper bounds for the (penalized) prediction error of the noiseless
Lasso. These bounds are not novel, but as constants may now come into play,
we have re-derived them with an eye on the constants for the special situation
with no noise. Section 4 has some considerations about the design: we assume
it to be “fair” as defined there. Then, in the rest of the paper, we take the
first two variables as being among the active ones. In Section 5 we present
the structure (design and coefficients) for these first two variables. Section 6
considers the case p = s0 = 2: it has no inactive variables. This is extended
in Section 7 where p = s0 = 2N (for some N ∈ N) is even. The next step
is to start adding inactive variables. Section 8 contains a trivial case, where
the inactive variables are orthogonal to the active ones. Section 9 has s0 = 2
and m0 = 1 and the single inactive variable is a linear combination of the two
active ones plus an orthogonal term: the active variables are so to speak the
“parents” of the inactive one. Section 10 extends this to s0 = 2N even and
m0 = 1. Section 11 returns to the case s0 = 2, but now m0 is arbitrary. The
active variables are again “parents” of all the inactive ones. In Section 12 we
take s0 as well as m0 equal to 2, but now part of the correlation between the
two inactive variables is unique to those two, i.e., their correlation is not solely
due to having the active ones as common “parents”. Section 13 extends this to
s0 = m0 = 2N . In Section 14 the active variables are a linear combination of
the inactive ones plus orthogonal term: the inactive ones are now presented as
the “parents” of the active ones instead of the other way around. Section 15
contains the proofs.
For a symmetric matrix A we let Λmin(A) be its smallest and Λmax(A) be its
largest eigenvalue.
For two constants u and v we let u ∨ v := max{u, v} (and u ∧ v := min{u, v}).
For N ∈ N and a vector w ∈ RN and a real-valued function f we define the
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vector f(w) as f(w) := (f(w1), . . . , f(wN ))
T .
2 The noisy case
This section studies the noisy model
Y = Xβ0 + ǫ,
where Y is an n-vector of observations and with ǫ = (ǫ1, . . . , ǫn)
T containing
i.i.d. N (0, 1/n)-distributed noise variables. We will compare the noisy Lasso
βˆ := arg min
β∈Rp
{
‖Y −Xβ‖22 + 2λ‖β‖1
}
with the noiseless Lasso
β∗ := arg min
β∈Rp
{
‖X(β − β0)‖22 + 2λ‖β‖1
}
.
We show in the next two theorems that under certain conditions on the design
the “bias” ‖X(β∗ − β0)‖2 is of larger order (in probability) than the “estima-
tion error” ‖X(βˆ − β∗)‖2 (where “bias” and “estimation error” are here to be
understood in generic terms). By the triangle inequality
‖X(βˆ − β0)‖2 ≥ ‖X(β∗ − β0)‖2︸ ︷︷ ︸
“bias”
− ‖X(βˆ − β∗)‖2︸ ︷︷ ︸
“estimation error”
this implies a high probability lower bound for the prediction error ‖X(βˆ−β0)‖2
of the noisy Lasso in terms of the prediction error ‖X(β∗−β0)‖2 of the noiseless
Lasso.
Theorem 2.1 Let ‖Xj‖2 ≤ 1 for all j, and let 0 < α < 1 and 0 < α1 < 1 be
fixed and λ0 :=
√
2 log(2p/α)/n. Let ηλ > λ0 for some 0 ≤ η < 1. Then with
probability at least 1− α− α1
‖X(βˆ − β∗)‖2 ≤
√
Λmax(Σˆ)
nλ2(1− η)2 ‖X(β
∗ − β0)‖2 +
√
2 log(1/α1)
n
.
Asymptotics We see we may choose λ ≍ √log p/n. Then, for p → ∞ and
Λmax(Σˆ) = O(1) we get
‖X(βˆ − β∗)‖2 = oIP(1)‖X(β∗ − β0)‖2 +OIP(1/
√
n).
In general the largest eigenvalue Λmax(Σˆ) may be large, and may be hard to
control, for example when the Gram matrix Σˆ comes from random design. We
now let Σ0 be some approximation of Σˆ, for example a population version IEΣˆ
of Σ0 in the case of random design.
We use the notation ‖Σˆ− Σ0‖∞ := maxj,k |Σˆj,k − Σ0,j,k|.
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Theorem 2.2 Let ‖Xj‖2 ≤ 1 for all j, and let 0 < α < 1 and 0 < α1 < 1 be
fixed and λ0 :=
√
2 log(2p/α)/n. Let ηλ > λ0 for some 0 ≤ η < 1. Suppose
that
ξ := ‖Σˆ − Σ0‖∞‖β∗ − β0‖1 < λ(1− η). (1)
Then with probability at least 1− α− α1
‖X(βˆ−β∗)‖2 ≤
Λ
1/2
max(Σ0)
(
‖X(β∗ − β0)‖22 + ξ‖β∗ − β0‖1
)1/2
(
λ(1− η)− ξ
) +√2 log(1/α1)
n
.
Condition (1) is a condition requiring the ℓ1-error of β
∗ to be small. In an
asymptotic setup, it typically needs sparsity s0 of small order
√
n/ log p. How-
ever, in the case of Gaussian random design for example and Σ0 = IEΣˆ one may
apply more careful bounds to prove a result that does not require such sparsity
conditions.
3 Upper bounds
There are several upper bounds in the literature. The one we will mainly
apply is along the lines of Theorem 6.1 in Bu¨hlmann and van de Geer [2011],
with some refinements. The result is given in Lemma 3.1. There are how-
ever more general bounds in literature, in particular sharp oracle bounds as in
Koltchinskii et al. [2011] (see also Giraud [2014], Theorem 4.1 or van de Geer
[2016], Theorem 2.2). We present these in Lemma 3.2.
The upper bounds follow from the KKT (Karush-Kuhn-Tucker) conditions
Σˆ(β∗ − β0) + λz∗ = 0.
Here z∗ ∈ ∂‖β∗‖1 with ∂‖β‖1 the sub-differential of the mapping β 7→ ‖β‖1,
β ∈ Rp. In other words β∗T z∗ = ‖β∗‖1 and ‖z∗‖∞ ≤ 1.
Here are the upper bounds for the prediction error we will use. They include
upper bounds for ‖β∗‖1 and ‖β∗−S0‖1.
Lemma 3.1 It holds that
‖X(β∗ − β0)‖22 + λ‖β∗‖1 ≤ λ‖β0‖1,
and
‖X(β∗ − β0)‖22 + 2λ‖β∗−S0‖1 ≤
λ2s0
φˆ2(S0)
.
The next lemma contains the more general sharp oracle inequalities for the
prediction error.
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Lemma 3.2 The prediction error ‖X(β∗ − β0)‖22 satisfies the bound
‖X(β∗ − β0)‖22 ≤ Uˆ(β0),
where
Uˆ(β0) = min{UˆI(β0), UˆII(β0), UˆIII(β0)}
with
UˆI(β0) := λ
2s0
φˆ2(S0)
∧ λ‖β0‖1
UˆII(β0)
:= min
S
{(√
λ2|S|
4φˆ2(S)
+
√
λ2|S|
4φˆ2(S)
+ λ‖β0−S‖1
)2
∨ 2λ‖β0−S‖1
}
UˆIII(β0)
:= min
S
min
β
{(
‖X(β − β0)‖22 +
λ2|S|
φˆ2(S)
+ 2λ‖β−S‖1
)
∨ 4λ‖β−S‖1
}
.
Clearly, if
◦ the minimum over S in the definition of UˆII(β0) is attained in S0,
◦ the minimum over (S, β) in the definition of UˆIII(β0) is attained in (S0, β0),
and
◦ λ2s0/φˆ2(S0) ≤ λ‖β0‖1, then
UˆI(β0) = UˆII(β0) = UˆIII(β0) = λ
2s0
φˆ2(S0)
.
This will be the case in most of the examples we consider in this paper, that
is, we do not explore the power of the sharp oracle inequalities of Lemma 3.2.
Instead, we mainly compare exact results for the (penalized) prediction error
with the bounds of Lemma 3.1.
Remark 3.1 Clearly, Lemma 3.1 implies the bound UˆI(β0). Further, by re-
stricting S in the minimization giving UˆII(β0) to S ∈ {S0, ∅} one sees
UˆII(β0) ≤ λ
2s0
φˆ2(S0)
∨ 2λ‖β0‖1.
In other words, up to a factor “2”, the bound UˆII(β0) improves upon UˆI(β0).
Similarly, taking β = β0 in the minimization giving UˆIII(β0) one finds
UˆIII(β0) ≤
(
λ2|S|
φˆ2(S)
+ 2λ‖β0−S‖1
)
∨ 4λ‖β0−S‖1,
that is, up to a factor “2”, UˆIII(β0) improves upon UˆII(β0). Note also that
UˆIII(β0) ≤ min
S
{
‖X(bS − β0)‖22 +
λ2|S|
φˆ2(S)
}
(2)
where (for every set S) XbS is the projection of Xβ
0 on the space spanned by
{Xj}j∈S.
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4 Some considerations about the design
Definition 4.1 We say that X has normalized columns if for any j it holds
that ‖Xj‖2 = 1. We then call the design normalized.
Definition 4.2 We say that X has no aligned columns if for any j 6= k, and
any constant b it holds that Xj 6= bXk.
Definition 4.3 We say that X is a fair design if it is normalized and has no
aligned columns.
The reason for requiring normalized design is that when the columns in X have
different lengths, say the length of the first columnX1 is much smaller than that
of the others, then in effect the first variable gets a heavy penalty as compared
to the others. By taking ‖X1‖2 extremely small, one can force the Lasso to
choose β∗1 extremely small, thus creating an unfair situation.
With normalized design, no aligned columns means that Xj 6= ±Xk for all
j 6= k.
As we will see, one of the reasons why in the rest of the paper we assume that
there are at least two active variables is the following:
Lemma 4.1 There is no fair design such that φˆ({1}) = 0.
5 Assumption about the first two variables
In what follows we consider throughout the case where β01 ≥ β02 > 0 so that the
first two variables are among the active ones. Moreover, we assume
(X1,X2)
T (X1,X2) =
(
1 −ρˆ
−ρˆ 1
)
,
where 0 < ρˆ = −XTX2 < 1 is minus the inner product between X1 and X2.
Although we do not insist that X1 and/or X2 are centered, we sometimes refer
to −ρˆ as the correlation between X1 and X2. The negative correlation is to
be seen in relation with both β01 and β
0
2 positive. It is so to speak the more
difficult case for the Lasso.
Throughout the paper, we set
ϕˆ2 := 1− ρˆ.
Fair design as defined in the previous section is related to using the penalty
λ‖β|1 with equal weights for all coefficients. But linear combinations of the
columns in X are of course generally not normalized. We obviously have for
example ‖X1 +X2‖22 = 2ϕˆ2 which is less than 1 when φˆ2 < 1/2. As we will see
this is roughly the main ingredient when constructing exact results depending
on compatibility constants.
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6 Results for p = s0 = 2
In this section p equals 2 so that X = (X1,X2). One may argue that this is
not exactly a high-dimensional situation (for which the Lasso is designed) and
therefore of limited interest. However, lower bounds for the low-dimensional
situation can easily be extended to higher dimensions (trivially for example,
by adding inactive variables orthogonal to the active ones, see Section 8). If
the irrepresentable condition holds, the Lasso will not select inactive variables
(see Zhao and Yu [2006]) which brings us back in a lower-dimensional situation.
Lemmas 14.2 and 14.3 are examples where the Lasso ignores inactive variables
that are correlated with the active ones.
Lemma 6.1 We have
φˆ2({1}) = 1− ρˆ2 = ϕˆ2(2− ϕˆ2).
Moreover
φˆ2(S0) = ϕˆ
2, Γˆ2(S0) =
2
ϕˆ2
.
In the case considered here (p = 2) the minimal eigenvalue Λmin(Σˆ) of the Gram
matrix Σˆ is
Λmin(Σˆ) = 1− ρˆ = ϕˆ2.
Thus, the compatibility constant φˆ2(S0) is just another expression for this min-
imal eigenvalue. Lemma 7.1 gives an example in a higher-dimensional case,
where the compatibility constant can be (much) larger than Λmin(Σˆ), and in
fact also (much) larger than the restricted eigenvalue as defined in Bickel et al.
[2009].
Lemma 6.2 Consider the following three cases:
Case 1 : λ/ϕˆ2 ≤ β02
Case 2 : β02 ≤ λ/ϕˆ2 ≤ β02 + (β01 − β02)/ϕˆ2
Case 3 : λ/ϕˆ2 ≥ β02 + (β01 − β02)/ϕˆ2.
Then we have
‖X(β∗ − β0)‖22 =


2λ2/ϕˆ2 in Case 1
ϕˆ2(2− ϕˆ2)(β02 )2 + λ2 in Case 2
‖Xβ0‖22 in Case 3
and
β∗ =


(
β01 − λ/ϕˆ2
β02 − λ/ϕˆ2
)
in Case 1(
β01 − (1− ϕˆ2)β02 − λ
0
)
in Case 2(
0
0
)
in Case 3
.
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Corollary 6.1 Lemma 6.2 reveals that in Case 1
‖X(β∗ − β0)‖22 + λ‖β∗‖1 = λ‖β0‖1,
and, invoking Lemma 6.1,
‖X(β∗ − β0)‖22 =
λ2s0
φˆ2(S0)
.
This corresponds exactly to the bounds in Lemma 3.1.
Corollary 6.2 It may be of interest to consider the intersection of the cases in
Lemma 6.2. We see that
‖X(β∗ − β0)‖22
=
{
2λβ02 in Case 1 ∩ 2 : β02 = λ/ϕˆ2
2λβ01 − ((β01 )2 − (β02)2) in Case 2 ∩ 3 : λ/ϕˆ2 = β02 + (β01 − β02)/ϕˆ2
.
Thus, the bound UˆII(β0) in Lemma 3.2 is tight in Case 1 ∩ 2.
Corollary 6.3 When β01 = β
0
2 , the union of cases gives
‖X(β∗ − β0)‖22 =
{
2λ2/ϕˆ2 in Case 1 ∪ 2 : λ/ϕˆ2 ≤ β02
2ϕˆ2(β02)
2 in Case 2 ∪ 3 : λ/ϕˆ2 ≥ β02
.
Remark 6.1 On may verify that Case 2 has
‖X(β∗ − β0)‖22 = ‖X(b{1} − β0)‖22 + λ2,
where Xb{1} is the projection of Xβ
0 on X1. This can be compared with (2)
(following from UIII(β0) defined in Lemma 3.2) in Remark 3.1.
Remark 6.2 In Case 3, we have (λ− (β01 − β02))/ϕˆ2 ≥ β02 > 0. This implies
β01 − β02 < λ. Note moreover that this case illustrates that the bound (2) in
Remark 3.1 (and hence UIII(β0) defined in Lemma 3.2) can be tight.
Remark 6.3 The case ρˆ = 1 is not treated in Lemma 6.2. It corresponds to
Case 2 with ϕˆ2 ↓ 0.
7 Results for p = s0 = 2N
The results of the previous section are easily extended to a larger active set S0.
We assume S0 = {1, 2, . . . , s0} with s0 even, say s0 = 2N (with N ∈ N and
2N ≤ n). Moreover we again assume p = s0. Then
X = (X1,X2, . . . ,X2N−1,X2N ).
We split the design into N matrices of dimension n× 2.
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Lemma 7.1 Consider fair design with (for k ∈ {1, . . . , N}) (X2k−1,X2k) or-
thogonal to the space spanned by the remaining columns. Assume that ρˆk :=
−XT
2k−1X2k > 0 and write ϕˆ
2
k := 1− ρˆk for all k ∈ {1, . . . , N}. Then
Λmin(Σˆ) = min
k
ϕˆ2k
and
φˆ2(S0) =
N
‖1/ϕˆ2‖1 ≥ Λmin(Σˆ), Γˆ
2(S0) = 2‖1/ϕˆ2‖1.
Moreover, for S = {2, 4, . . . , 2N}
φˆ2(S) = N‖(1− ρˆ2)−1‖1 .
Remark 7.1 The restricted eigenvalue (Bickel et al. [2009]) is defined as
κˆ2(S) = min
{‖XβS −Xβ−S‖22
‖βS‖22
: ‖β−S‖1 ≤ ‖βS‖1
}
.
In the case we are considering in this section, where S0 = {1, . . . , p}, one
obviously has κˆ2(S0) = Λmin(Σˆ). Therefore, in the situation of Lemma 7.1
κˆ2(S0) ≤ φˆ2(S0) and the difference can be substantial.
The next lemma is again an illustration of the tightness of the upper bounds in
Lemma 3.1.
Lemma 7.2 Consider design as in Lemma 7.1. Suppose that for all k, β0
2k−1 ≥
β0
2k ≥ λ/ϕˆ2k. Then
‖X(β∗ − β0)‖22 =
λ2s0
φˆ2(S0)
= 2λ2‖1/ϕˆ2‖1
and
‖X(β∗ − β0)‖22 + λ‖β∗‖1 = λ‖β0‖1.
Remark 7.2 For the special case of Lemma 7.2 with equality β0
2k = λ/ϕˆ
2
k for
all k, have for S := {2, 4, . . . , 2N}
‖X(β∗ − β0)‖22 = 2λ‖β−S‖1,
showing tightness of UˆII(β0).
8 A trivial extension to m0 > 0
Recall that X−S0 contains the m0 := |Sc0| inactive variables. If these are or-
thogonal to the active ones the results are trivially as for the case m0 = 0. As
an example, let us take s0 = 2.
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Lemma 8.1 Let again S0 = {1, 2} and suppose that XTS0X−S0 = 0. Then
φˆ2(S0) = ϕˆ
2
and for β01 ≥ β02 ≥ λ/ϕˆ2,
‖X(β∗ − β0)‖22 + λ‖β∗‖1 = λ‖β0‖1
and
‖X(β∗ − β0)‖22 =
λ2s0
φˆ2(S0)
=
2λ2
ϕˆ2
.
By the same argument, one may always extend in what follows the non-active
set with variables that are orthogonal the ones considered.
9 A result for s0 = 2, m0 = 1
We now add one inactive variable, that is we take S0 = {1, 2} and Sc0 = {3}.
Lemma 9.1 Suppose that
X3 = C(X1 +X2)/2 + U
where C is a constant satisfying C > 1 and C2ϕˆ2/2 < 1, and U is a vector with
UT (X1,X2) = 0. Define
τˆ2 := 1− C2ϕˆ2/2.
Then
φˆ2(S0) = ϕˆ
2τˆ2, Γˆ2(S0) :=
s0
φˆ2(S0)
=
2
ϕˆ2
+
C2
τˆ2
.
For β01 ≥ β02 ≥ λ/ϕˆ2 + λC(C − 1)/(2τˆ2) we have
‖X(β∗ − β0)‖22 + 2λ‖β∗−S0‖1 =
λ2s0
φˆ2(S0)
− λ
2
τˆ2
.
The above lemma shows that the second upper bound of Lemma 3.1 is a term
λ2/τˆ2 too large. However, this term can be small. An example is given in the
next corollary.
Corollary 9.1 Take in Lemma 9.1 the constant C = 2. Then for ϕˆ2 < 1/2
φˆ2(S0) = ϕˆ
2(1− 2ϕˆ2),
and so
Γˆ2(S0) =
2
ϕˆ2
+
4
1− 2ϕˆ2 ,
and for β01 > β
0
2 ≥ λ(1 − ϕˆ2)/(ϕˆ2(1− 2ϕˆ2) we have
‖X(β∗ − β0)‖22 + 2λ‖β∗−S0‖1 =
2λ2
ϕˆ2
+
3λ2
1− 2ϕˆ2 .
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In other words, the bound in lemma 3.1 has a factor “4” whereas the exact result
has a factor “3”. For ϕˆ2 ↓ 0 we see that the upper bound is asymptotically tight,
as then 2λ2/ϕˆ2 is the leading term. Conversely, for ϕˆ2 ↑ 1/2 the upper bound
is asymptotically a factor 4/3 too large.
10 A result for s0 = 2N , m0 = 1
We have seen in the previous section that the upper bound of Lemma 3.1 can
be off, for example by a factor 4/3 asymptotically. The question arises whether
in a generalized setting this factor increases when s0 increases. If this is not
the case, the non-tightness of the bound is really only a matter of constants. In
this section we show in an example that the gap between the upper bounds of
Lemma 3.1 and the exact bound does not depend on s0.
Lemma 10.1 Let S0 = {1, . . . , 2N}, Sc0 = {2N + 1} and
(X2k−1,X2k)
T (X2k−1,X2k) :=
(
1 −ρˆk
−ρˆk 1
)
, k = 1, . . . , N,
where each ρˆk is between 0 and 1. Then we define ϕˆ
2
k := 1− ρˆk, k = 1, . . . , N .
Further, assume that (X2k−1,X2k) is orthogonal to {Xj}j∈S0\{2k−1,2k}, for all
k. Let
X2N+1 = C
2N∑
j=1
Xj/s0 + U
where C > 1, C2
∑N
k=1 2ϕˆ
2
k/s
2
0 < 1 and U is orthogonal to {Xj}j∈S0 . Write
τˆ2 := 1−C2∑Nk=1 2ϕˆ2k/s20. Then for ϕˆ2 = (ϕˆ21, · · · , ϕˆ2k)
Γˆ2(S0) = 2‖1/ϕˆ2‖1 + C
2
τˆ2
.
Moreover, for β0
2k−1 ≥ β02k ≥ λ/ϕˆ2k + λC(C − 1)/(s0τˆ2), k = 1, . . . , N , we have
‖X(β∗ − β0)‖22 + 2λ‖β∗−S0‖1 = λ2Γˆ2(S0)− λ2/τˆ2.
Corollary 10.1 When ϕˆ21 = · · · = ϕˆ2N := ϕˆ20 (say) in Lemma 10.1 and C = 2
one gets
Γˆ2(S0) =
s0
ϕˆ20
+
4
τˆ2
,
with τˆ2 = 1− 4ϕˆ20/s0. For β02k−1 ≥ β02k ≥ λ/ϕˆ2k + 2λ/(τˆ2s0) for all k, we get
‖X(β∗ − β0)‖22 + 2λ‖β∗−S0‖1 =
λ2s0
ϕˆ20
− λ
2
τˆ2
.
So with ϕˆ20 kept fixed the gap of Lemma 3.1 decreases with s0.
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11 A result for s0 = 2 and m0 possibly large
We now set S0 = {1, 2} and Sc0 := {3, . . . , 2 +m0} where m0 is possibly large
(in an asymptotic sense it may be of order 1/λ say).
Lemma 11.1 Suppose
X2+k = Ck(X1 +X2)/2 + Uk, k = 1, . . . ,m0,
where, for k = 1, . . . ,m0, the constant Ck has Ck > 1 but C
2
k ϕˆ
2/2 < 1, and
where the vector Uk is orthogonal to {X1,X2, {Uj}j 6=k}.
Let for each k ∈ {1, . . . ,m0}, the constant τˆ2k be given by τˆ2k = 1 − C2k ϕˆ2/2.
Then
Γˆ2(S0) =
2
ϕˆ2
+
m0∑
k=1
C2k
τˆ2k
.
Moreover, if β01 ≥ β02 ≥ λ/ϕˆ2 + λ
∑m0
k=1Ck(Ck − 1)/(2τˆ2k ), it holds that
‖X(β∗ − β0)‖22 + 2λ‖β∗−S0‖1 = λ2Γˆ(S0)− λ2‖1/τˆ2‖1
Corollary 11.1 If we take Ck = 2 for all k ∈ {1, . . . ,m0} we obtain
Γˆ2(S0) =
2
ϕˆ2
+
4m0
1− 2ϕˆ2 ,
and
‖X(β∗ − β0)‖22 + 2λ‖β−S0‖1 =
2λ2
ϕˆ2
+
3λ2m0
1− 2ϕˆ2 .
The upper bound of Lemma 3.1 is off no more than a factor 4/3.
12 Some results for s0 = m0 = 2
In this section, the active set is again S0 = {1, 2} and the non-active one is
Sc0 = {3, 4}. Thus, both s0 and m0 := p− s0 are equal to 2.
In Section 9, we have seen that the upper bound of Lemma 3.1 can be too
large, but that the gap is small when the main term is due to highly negatively
correlated active variables. In this section, we consider first a setup similar to
the one in Section 9. Again, the upper bounds are not tight but the gap can be
small. Unlike the previous section, the main terms in the bound in this section
are now not necessarily determined by the negative correlations in the active
set.
Lemma 12.1 Let
X3 = C(X1 +X2)/2 + U + V, X4 = C(X1 +X2)/2 + U − V,
where C > 1, C2ϕˆ2/2 < 1, UTXS0 = V
TXS0 = 0 and U
TV = 0. Set
τˆ2 := UTU
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where 0 < τˆ2 < 1− C2ϕˆ2/2. Then
φˆ2(S0) =
ϕˆ2τˆ2
C2ϕˆ2/2 + τˆ2
, Γˆ2(S0) =
2
ϕˆ2
+
C2
τˆ2
.
Let β01 ≥ β02 ≥ λ/ϕˆ2 + λC(C − 1)/(2τˆ2). Then
‖X(β∗ − β0)‖22 + 2λ‖β−S∗0 ‖1 = λ2Γˆ2(S0)−
λ2
τˆ2
.
We can also have a look what happens if in the above lemma, we let τˆ2 = 0
instead of > 0. Then the compatibility constant φˆ2(S0) is zero. In this case, the
prediction error ‖X(β∗−β0)‖22 is in a sense still under control, but the penalized
prediction error ‖X(β∗ − β0)‖22 + 2λ‖β−S0‖1 can show the “slow rate”.
Lemma 12.2 Let
X3 = C(X1 +X2)/2 + V, X4 = C(X1 +X2)/2 − V,
where C > 1, C2ϕˆ2/2 < 1 and V TXS0 = 0. Then
φˆ2(S0) = 0.
Moreover when β01 ≥ β02 ≥ λ/ϕˆ2 we find
‖X(β∗ − β0)‖22 =
2λ2
ϕˆ2
,
‖X(β∗ − β0)‖22 + 2λ‖β∗−S0‖1 =
4λβ02
C
− 2λ
2
ϕˆ2
(
2
C
− 1
)
.
Note that if in the above lemma C = 2 we arrive at the bound
‖X(β∗ − β0)‖22 + 2λ‖β∗−S0‖1 = 2λβ02
and with C = 4 we get
‖X(β∗ − β0)‖22 + 2λ‖β∗−S0‖1 = λβ02 +
λ2
ϕˆ2
.
The next lemma has the situation of Lemma 12.2 but now with C = 1 instead
of C > 1. This is an example where the minimizer of L(·) is not unique.
Lemma 12.3 Let
X3 = (X1 +X2)/2 + V, X4 = (X1 +X2)/2− V,
where V TXS0 = 0. Then
φˆ2(S0) = 0.
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Moreover when β01 ≥ β02 ≥ λ/ϕˆ2, we find that the vector
β∗ =


β01 − λ/ϕˆ2 − β∗3
β02 − λ/ϕˆ2 − β∗3
β∗3
β∗3


is for all 0 ≤ β∗3 ≤ β02 − λ/ϕˆ2 a minimizer of L(·) and we have
‖X(β∗ − β0)‖22 =
2λ2
ϕˆ2
.
‖X(β∗ − β0)‖22 + 2λ‖β∗−S0‖1 ≤ 4λβ02 −
2λ2
ϕˆ2
.
13 The case s0 = m0 = 2N
Suppose S0 = {1, . . . , 2N} and Sc0 = {2N + 1, . . . , 4N}. We can easily extend
the situation of Section 12, where N = 1, to N > 1 by assuming N mutually
orthogonal blocks of variables. This extension is trivial but nevertheless useful
as it moves us away from a very low-dimensional situation.
Lemma 13.1 Set for k = 1, . . . , N
(X2k−1,X2k)
T (X2k−1,X2k) =
(
1 −ρˆk
−ρˆk 1
)
, ϕˆk := 1− ρˆk,
and (X2k−1,X2k) orthogonal to {Xj}j∈S0\{2k−1,2k}. Let for k = 1, . . . , N
X2N+2k−1 = Ck(X2k−1+X2k)+Uk+Vk,X2N+2k = Ck(X2k−1+X2k)+Uk−Vk,
where Ck > 1 and C
2
k ϕˆ
2/2 < 1, (Uk, Vk) orthogonal to {Xj}j∈S0\{2k−1,2k} as well
as to {(Uj , Vj)}j 6=k , and UTk Vk = 0. Let τˆ2k := UTk Uk with 0 < τˆ2k < 1− C2k ϕˆ2k.
Then
Γˆ2(S0) = 2
N∑
k=1
1/ϕˆ2k +
N∑
k=1
C2k/τˆ
2
k .
If, for k = 1, . . . , N , β0
2k−1 ≥ β02k ≥ λ/ϕˆ2 + λCk(Ck − 1)/(2τˆ2) we obtain
‖X(β∗ − β0)‖22 + 2λ‖β∗−S0‖1 = λ2Γˆ2(S0)− λ2‖1/τˆ2‖1.
14 Further results with s0 = 2
In the previous sections with S0 = {1, 2} we assume that each inactive variable
is a given a linear combination of the active ones plus an orthogonal term.
In this section, we assume the situation is the other way around: each active
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variable is a given linear combination of the inactive ones plus an orthogonal
term.
We first examine a case where the compatibility constant is zero, and the pres-
ence of non-active variables has big impact on the prediction error, even when
the negative correlation ρˆ between active variables is small. Afterwards, this
situation is slightly adjusted to one with positive compatibility constant, but
the upper bounds are then a factor too large.
The next lemma has compatibility constant φˆ2(S0) equal to zero.
Lemma 14.1 Let Sc0 = {3, 4} (m0 = 2) and
(X3,X4)
T (X3,X4) =
(
1 −θˆ
−θˆ 1
)
.
Assume that for some vector (γ3, γ4)
T = γ−S0 ∈ R2 with 1/2 < γ3 < 1 and
γ4 = 1− γ3.
X1 = X−S0γ + V, X2 = X−S0γ − V,
where X−S0 := {Xj}j /∈S0 and where V TX−S0 = 0. Then
φˆ2(S0) = 0
and
ϕˆ2 = 2(1− 4γ3(1− γ3)) + 4γ3(1− γ3)ψˆ2,
where ψˆ2 := 1− θˆ.
Furthermore, if 2γ4β
0
2 ≥ λ/ψˆ2 we have
‖X(β∗ − β0)‖22 =
2λ2
ψˆ2
and
‖X(β∗ − β0)‖22 + 2λ‖β∗−S0‖1 = 4λβ02 −
2λ2
ψˆ2
≥ 4λγ3β02 .
The above lemma illustrates that when the compatibility condition fails, the
prediction error ‖X(β∗−β0)‖22 can be as large as 4λγ4β02 where γ4 < 1/2, even
when the correlation −ρˆ between X1 and X2 is not close to −1, i.e., even when
ϕˆ2 is not close to zero (as ϕˆ2 > 2(1 − 4γ3(1− γ3))).
We now consider two situations where the compatibility constant is positive.
Moreover, there are no false positives, i.e. ‖β∗−S0‖1 = 0. Indeed, in the two
Lemmas 14.2 and 14.3 the irrepresentable condition (Zhao and Yu [2006]) holds.
Lemma 14.2 Let Sc0 : {3, 4} (m0 = 2) and
(X3,X4)
T (X3,X4) =
(
1 −θˆ
−θˆ 1
)
and write ψˆ2 := 1− θˆ. Assume that
X1 = C(X3 +X4)/2 + V, X2 = C(X3 +X4)/2 − V,
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where V TX−S0 = 0 and C > 1, C
2ψˆ2/2 < 1. Then
φˆ2(S0) = (C − 1)2ψˆ2, Γˆ2(S0) = 2
(C − 1)2ψˆ2 .
Moreover, ϕˆ2 = C2ψˆ2, and for β02 ≥ λ/ϕˆ2,
‖X(β∗ − β0)‖22 =
2λ2
ϕˆ2
= λ2Γˆ2(S0)
(C − 1)2
C2
and ‖β∗−S0‖1 = 0.
In other words, the upper bound λ2|S0|/φˆ2(S0) is a factor C2/(C−1)2 too large
in this case.
In the last result of this paper, we again let s0 = 2 but now m0 is arbitrary.
Moreover, we assume that the inactive variables are orthogonal to each other.
Lemma 14.3 Let S0 = {1, 2}, Σˆ−S0,−S0 = I and
X1 = CX−S0γ−S0 + V, X2 = X−S0γ−S0 − V,
where X−S0 := {Xj}j /∈S0 and where V TX−S0 = 0. Assume moreover ‖γ−S0‖1 =
1, 2C2‖γ−S0‖22 < 1 and ‖γ−S0‖∞ ≤ C‖γ−S0‖22. Then
φˆ2(S0) = 2 min
‖β−S0‖1≤1
‖Cγ−S0 − β−S0‖22, ϕˆ2 = 2C2‖γ−S0‖22,
and moreover for β01 ≥ β02 ≥ λ/ϕˆ2
‖X(β∗ − β0)‖22 =
2λ2
ϕˆ2
.
⊔⊓
Corollary 14.1 An example of a vector γ−S0 and constant C in Lemma 14.3
is
γ−S0 = (1/m0, · · · , 1/m0︸ ︷︷ ︸
m0 ×
)T ,
and 1 < C2 < m0/2. Then
φˆ2(S0) = 2(C − 1)2/m0, Γˆ2(S0) = m0
(C − 1)2
and
‖X(β∗ − β0)‖22 =
λ2m0
C2
= λ2Γˆ2(S0)
(C − 1)2
C2
.
So again there is a gap with Lemma 3.1, but it is small for C large.
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15 Proofs
In the proofs, we sometimes use the following notation. The matrix with
columns in S ⊂ {1, . . . , p} is written as XS := {Xj}j∈S and X−S := {Xj}j /∈S
has its columns in Sc. The order in the columns is taken increasing in the index
(i.e., we remove some columns and otherwise keep the original ordering). We
write
ΣˆS,S := X
T
SXS , Σˆ−S,S := X
T
−SXS ,
ΣˆS,−S := X
T
SX−S , Σˆ−S,−S := X
T
−SX−S.
In the proofs of results from Section 6 and onwards we present explicit expres-
sions for the minimizer β∗ showing it is the solution of the KKT conditions.
One may check that the solution is unique in each case except for Lemma 12.3.
15.1 Proof of the results in Section 2
Theorem 2.1 and its proof are stated as Problem 2.4 in van de Geer [2016].
Here, we present a complete proof. For this we need some auxiliary lemmas.
Lemma 15.1 It holds that
‖X(βˆ − β∗)‖22 + λ‖βˆ‖1 − λβˆT z∗ ≤ (βˆ − β∗)TXT ǫ.
Proof of Lemma 15.1. By the KKT conditions for βˆ
−XT (Y −Xβˆ) + λzˆ = 0,
where zˆ ∈ ∂‖βˆ‖1. In other words
Σˆ(βˆ − β0) + λzˆ = XT ǫ.
By the KKT conditions for β∗
Σˆ(β∗ − β0) + λz∗ = 0.
Hence, taking the difference
Σˆ(βˆ − β∗) + λ(zˆ − z∗) = XT ǫ.
Multiply by (βˆ − β∗)T to find
‖X(βˆ − β∗)‖22 + λ(βˆ − β∗)T (zˆ − z∗) = (βˆ − β∗)TXT ǫ.
But
(βˆ − β∗)T (zˆ − z∗) = βˆT (zˆ − z∗) + β∗T (z∗ − zˆ).
Both terms are non-negative: since βˆT z∗ ≤ ‖βˆ‖1‖z∗‖∞ ≤ ‖βˆ‖1 we have
βˆT (zˆ − z∗) = ‖βˆ‖1 − βˆT z∗ ≥ 0
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and by the same argument
β∗T (z∗ − zˆ) = ‖β∗‖1 − β∗T zˆ ≥ 0.
Dropping the term ‖β∗‖1 − β∗T zˆ therefore yields
‖X(βˆ − β∗)‖22 + λ‖βˆ‖1 − λβˆT z∗ ≤ (βˆ − β∗)TXT ǫ.
⊔⊓
Recall that the vector β∗ satisfies the KKT conditions
Σˆ(β∗ − β0) + λz∗ = 0,
where z∗ ∈ ∂‖β∗‖1.
Define
S¯∗ := {j : |z∗j | ≥ 1− η}.
Note that S¯∗ ⊃ S∗ where S∗ is the active set of β∗. We write s¯∗ := |S¯∗|.
Lemma 15.2 It holds that
s¯∗ ≤ Λmax(Σˆ)
λ2(1− η)2 ‖X(β
∗ − β0)‖22.
Proof of Lemma 15.2. By the KKT conditions for β∗ it is true that
λ2‖z∗‖22 = (β∗ − β0)T Σˆ2(β∗ − β0) ≤ Λmax(Σˆ)‖X(β∗ − β0)‖22.
On the other hand
‖z∗‖22 ≥ ‖z∗S¯∗‖22 ≥ (1− η)2s¯∗.
Hence
s¯∗ ≤ Λmax(Σˆ)
λ2(1− η)2 ‖X(β
∗ − β0)‖22.
⊔⊓
Define the random variable
V2(S¯∗) := max
‖XβS¯∗‖2=1
|βTS¯∗XT ǫ|.
Define moreover the vector XS¯∗ γˆS¯∗ as the projection ofXβˆ on the space spanned
by the columns of XS¯∗ and let w be the random variable
w :=
∥∥∥∥
[
Xβˆ −XS¯∗ γˆS¯∗
]T
ǫ
∥∥∥∥
∞
/ ‖βˆ−S¯∗‖1.
Lemma 15.3 We have
‖X(βˆ − β∗)‖22 + 2(ηλ −w)‖βˆ−S¯∗‖1 ≤ V2(S¯∗).
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Proof of Lemma 15.3. By Pythagoras’ theorem, and using that S∗ ⊂ S¯∗
‖X(βˆ − β∗)‖22 = ‖XS¯∗ γˆS¯∗ −Xβ∗‖22 + ‖Xβˆ −XS¯∗ γˆS¯∗‖22.
Therefore, in view of Lemma 15.3,
‖XS¯∗ γˆS¯∗ −Xβ∗‖22 + ‖Xβˆ −XS¯∗ γˆS¯∗‖22 + λ‖βˆ‖1 − λβT z∗
≤
[
XS¯∗ γˆS¯∗ −Xβ∗
]T
ǫ+
[
Xβˆ −XS¯∗ γˆS¯∗
]T
ǫ.
By the Cauchy-Schwarz inequality[
XS¯∗ γˆS¯∗ −Xβ∗
]T
ǫ ≤ V(S¯∗)‖XS¯∗ γˆS¯∗ −Xβ∗‖2.
Moreover, by the definition of w[
Xβˆ −XS¯∗ γˆS¯∗
]T
ǫ ≤ w‖βˆ−S¯∗‖1.
On the other hand, |z∗j | ≤ 1− η for all j /∈ S¯∗ and hence
‖βˆ−S¯∗‖1 − z∗T−S¯∗ βˆ−S¯∗ ≥ η‖βˆ−S¯∗‖1.
We thus arrive at
‖XS¯∗ γˆS¯∗ −Xβ∗‖22 + ‖Xβˆ −XS¯∗ γˆS¯∗‖22 + ηλ‖βˆ−S¯∗‖1
≤ V(S¯∗)‖XS¯∗ γˆS¯∗ −Xβ∗‖2 +w‖βˆ−S¯∗‖1
≤ V2(S¯∗)/2 + ‖XS¯∗ γˆS¯∗ −Xβ∗‖22/2 +w‖βˆ−S¯∗‖1
or
‖XS¯∗ γˆS¯∗ −Xβ∗‖22 + 2‖Xβˆ −XS¯∗ γˆS¯∗‖22 + 2(ηλ −w)‖βˆ−S¯∗‖1 ≤ V2(S¯∗).
But then also
‖X(βˆ − β∗)‖22 + 2(ηλ −w)‖βˆ−S¯∗‖1 ≤ V2(S¯∗).
⊔⊓
Lemma 15.4 Let λ0 :=
√
2 log(2p/α)/n. It holds that with probability at least
1− α that
w ≤ λ0.
Proof of Lemma 15.4. Write the singular value decomposition of XS¯∗ as
XS¯∗ = P¯∗Λ¯
1/2
∗ Q¯∗
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where P¯ T∗ P¯∗ = I, Q¯
T
∗ Q¯∗ = I and Λ¯∗ the diagonal matrix of eigenvalues of
XT
S¯∗
XS¯∗ . Since Xβˆ = XS¯∗ βˆS¯∗ +X−S¯∗ βˆ−S¯∗ , we see that
Xβˆ −XS¯∗ γˆS¯∗ = (I − P¯∗P¯ T∗ )X−S¯∗ βˆ−S¯∗ .
Hence [
Xβˆ −XS¯∗ γˆS¯∗
]T
ǫ = (X−S¯∗ βˆ−S¯∗)
T (I − P¯∗P¯ T∗ )ǫ.
Thus
w ≤ ‖XT−S¯∗(I − P¯∗P¯ T∗ )ǫ‖∞.
The diagonal elements of the matrix
XT−S¯∗(I − P¯∗P¯ T∗ )X−S¯∗
are projected versions of the columns ofX−S¯∗ and hence at most maxj∈S¯∗ ‖Xj‖22,
which is by assumption at most 1. It follows that each element of the vector√
nXT
−S¯∗
(I − P¯∗P¯ T∗ )ǫ is normally distributed with mean zero and variance at
most 1. The dimension of this vector is at most p. Now use that for standard
normal random variables W1, . . . ,Wp, and for any t > 0,
IP( max
1≤j≤p
|Wj| >
√
2(log(2p) + t)) ≤ pIP(|W1| ≥
√
2(log(2p) + t))
≤ 2p exp[−(log(2p + t)] = exp[−t].
Apply this with t = log(1/α). ⊔⊓
Lemma 15.5 We have
IP(V(S¯∗) ≥
√
s¯∗/n+
√
2 log(1/α1)/n) ≤ α1.
Proof of Lemma 15.5. Let χ2T be chi-squared random variable with T degrees
of freedom. Lemma 1 in Laurent and Massart [2000] says that for all t > 0
IP(χ2T ≥ T + 2
√
T t+ 2t) ≤ exp[−t].
Since T + 2
√
T t+ 2t ≤ (√T +√2t)2 we find
IP(χT ≥
√
T +
√
2t) ≤ exp[−t].
Apply this with t = log(1/α1). ⊔⊓
Proof of Theorem 2.1. We know by Lemma 15.4 that with probability at
least 1− α
w ≤ λ0
and from Lemma 15.5, with probability at least 1− α1
V(S¯∗) ≤
√
s¯∗
n
+
√
2 log(1/α1)
n
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By Lemma 15.2
s¯∗ ≤ Λmax(Σˆ)
λ2(1− η)2 ‖X(β
∗ − β0)‖22.
Hence with probability at least 1− α1
V(S¯∗) ≤
√
Λmax(Σˆ)
nλ2(1− η)‖X(β
∗ − β0)‖2 +
√
2 log(1/α1)
n
.
Combine this with Lemmas 15.1 and 15.3 and invoke the condition ηλ > λ0 to
complete the proof. ⊔⊓
Lemma 15.6 Suppose that
‖Σˆ − Σ0‖∞‖β∗ − β0‖1 < λ(1− η).
Then
s¯∗ ≤
Λmax(Σ0)
(
‖X(β∗ − β0)‖22 + ‖Σˆ− Σ0‖∞‖β∗ − β0‖21
)
(
λ(1− η)− ‖Σˆ− Σ0‖∞‖β∗ − β0‖1
)2 .
Proof of Lemma 15.6. We start again with the KKT conditions for β∗
Σˆ(β∗ − β0) + λz∗ = 0.
Then
Σ0(β
∗ − β0) + (Σˆ− Σ0)(β∗ − β0) = −λz∗.
But for all j
|((Σˆ− Σ0)(β∗ − β0))j | ≤ ‖Σˆ −Σ0‖∞‖β∗ − β0‖1
so
|(Σ0(β∗ − β0))j | ≥ λ|z∗j | − ‖Σˆ− Σ0‖∞‖β∗ − β0‖1.
If |z∗j | > (1− η) we get
λ|z∗j | − ‖Σˆ − Σ0‖∞‖β∗ − β0‖1 > λ(1− η)− ‖Σˆ− Σ0‖∞‖β∗ − β0‖1 > 0.
Thus
∑
j∈S¯∗
(
λzj −‖Σˆ−Σ0‖∞‖β∗ − β0‖1
)2
≥ s¯∗
(
λ(1− η)−‖Σˆ−Σ0‖∞‖β∗− β0‖1
)2
.
On the other hand∑
j∈S¯∗
|(Σ0(β∗ − β0))j |2 ≤ Λmax(Σ0)(β∗ − β0)TΣ0(β∗ − β0).
≤ Λmax(Σ0)
(
‖X(β∗ − β0)‖22 + ‖Σˆ− Σ0‖∞‖β∗ − β0‖21
)
.
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Hence
s¯∗ ≤
Λmax(Σ0)
(
‖X(β∗ − β0)‖22 + ‖Σˆ− Σ0‖∞‖β∗ − β0‖21
)
(
λ(1− η)− ‖Σˆ− Σ0‖∞‖β∗ − β0‖1
)2 .
⊔⊓
Proof of Theorem 2.2. We have by Lemma 15.6
s¯∗ ≤
Λmax(Σ0)
(
‖X(β∗ − β0)‖22 + ‖Σˆ− Σ0‖∞‖β∗ − β0‖21
)
(
λ(1− η)− ‖Σˆ− Σ0‖∞‖β∗ − β0‖1
)2 .
So with probability at least 1− α1,
V(S¯∗) ≤
Λ
1/2
max(Σ0)
(
‖X(β∗ − β0)‖22 + ‖Σˆ− Σ0‖∞‖β∗ − β0‖21
)1/2
(
λ(1− η)− ‖Σˆ − Σ0‖∞‖β∗ − β0‖1
)
+
√
2 log(1/α1)
n
.
The proof can be completed along the same lines as the proof of Theorem 2.1.
⊔⊓
15.2 Proofs for Section 3
Proof of Lemma 3.1. By the KKT conditions
Σˆ(β∗ − β0) + λz∗ = 0, z∗ ∈ ∂‖β∗‖1.
Hence
0 ≤ ‖X(β∗ − β0)‖22 = (β∗ − β0)T Σˆ(β∗ − β0)
= λ(β0 − β∗)T z∗
≤ λ‖β0‖1 − λ‖β∗‖1.
Therefore the first bound of the lemma holds. Continuing with (3) and applying
the definition of the compatibility constant φˆ2(S0) one finds
0 ≤ ‖X(β∗ − β0)‖22 ≤ λ‖β0‖1 − λ‖β∗‖1
≤ λ‖β0 − β∗S0‖1 − λ‖β∗−S0‖1
≤ λ√s0‖X(β∗ − β0)‖2φˆ(S0)− λ‖β∗−S0‖1
≤ λ2s0/(2φˆ2(S0)) + ‖X(β∗ − β0)‖22/2− λ‖β∗−S0‖1.
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This yields the second bound of the lemma. ⊔⊓
Proof of Lemma 3.2. The first minimum UˆI(β0) for the prediction error
follows from Lemma 3.1.
We recall the KKT conditions
Σˆ(β∗ − β0) + λz∗ = 0, z∗ ∈ ∂‖β∗‖1.
For the second minimum UˆII(β0), let S ⊂ {1, . . . , p} be arbitrary. We note that
when ‖X(β∗ − β0)‖22 − 2λ‖β0−S‖1 ≤ 0 there is nothing to prove here. So let us
assume ‖X(β∗ − β0)‖22 − 2λ‖β0−S‖1 ≥ 0. Then we have by the KKT conditions
0 ≤ ‖X(β∗ − β0)‖22 − 2λ‖β0−S‖1
≤ λ‖β0‖1 − λ‖β∗‖1 − 2λ‖β0−S‖1
≤ λ‖β∗S − β0S‖1 − λ‖β∗−S‖1 − λ‖β0−S‖1
≤ λ‖β∗S − β0S‖1 − λ‖β∗−S − β0−S‖1.
By the definition of the compatibility constant we now find
‖X(β∗ − β0)‖22 − 2λ‖β0−S‖1
≤ λ
√
|S|‖X(β∗ − β0)‖2/φˆ(S)− λ‖β∗−S‖1 − λ‖β0−S‖1
≤ λ
√
|S|‖X(β∗ − β0)‖2/φˆ(S)− λ‖β0−S‖1.
It follows that (
‖X(β∗ − β0)‖2 − λ
√
|S|/(2φˆ(S))
)2
≤ λ2|S|/(4φˆ2(S)) + λ‖β−S‖1.
We now turn to the third minimum UˆIII(β0). For any β
(β∗ − β)T Σˆ(β∗ − β0) + (β∗ − β)T z∗ = 0.
We have
(β∗ − β)T Σˆ(β∗ − β0) = ‖X(β∗ − β0)‖22/2 −‖X(β − β0)‖22/2
+ ‖X(β∗ − β)‖22/2 .
Let S ⊂ {1, . . . , p}. If (β∗ − β)T Σˆ(β∗ − β0) − 2λ‖β−S‖1 ≤ 0 we are done. On
the other hand, if (β∗ − β)T Σˆ(β∗ − β0)− 2λ‖β−S‖1 ≥ 0 we get
0 ≤ (β∗ − β)T Σˆ(β∗ − β0)− 2λ‖β−S‖1
≤ λ‖βS‖1 − λ‖β∗‖1 − λ‖β−S‖1
≤ λ‖β∗S − βS‖1 − λ‖β∗−S‖1 − λ‖β−S‖1
≤ λ‖β∗S − βS‖1 − λ‖β∗−S − β−S‖1.
We can apply the definition of the compatibility constant to find
(β∗ − β)T Σˆ(β∗ − β0) ≤ λ
√
|S|‖X(β∗ − β)‖2/φˆ(S) + λ‖β−S‖1
≤ λ2|S|/(2φˆ2(S)) + ‖X(β∗ − β)‖22/2 + λ‖β−S‖1,
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which gives
‖X(β∗ − β0)‖22/2− ‖X(β − β0)‖22/2 + ‖X(β∗ − β)‖22/2
≤ λ2|S|/(2φˆ2(S)) + ‖X(β∗ − β)‖22/2 + λ‖β−S‖1.
⊔⊓
15.3 Proof of the lemma in Section 4
Proof of Lemma 4.1. Suppose on the contrary that φˆ({1}) = 0. Then there
exists a γ−1 with ‖γ−1‖1 = 1 such that X1 = X−1γ−1. This gives
1 = ‖X1‖22 = ‖X−1γ−1‖22.
We show that this is not possible. We let X−1 be an n×m0-matrix and prove
the result by induction in m0.
◦ m0 = 1: Trivial.
◦ m0 = 2: Let ϑˆ := XT2 X3. Assume without loss of generality that γT−1 =
(γ2, γ3) has both its components non-negative. Then γ3 = 1− γ2 and
‖X−1γ−1‖22 = γ22 + (1− γ2)2 + 2γ2(1− γ2)ϑˆ
= 1 + 2γ2(1− γ2)ϑˆ
This can only be equal to 1 if γ2 = 0 or γ2 = 1 or ϑˆ = −1, all cases which we
excluded.
◦ Induction step: suppose it is true for the value m0−1: for all γ˜−1 with γ˜j0 = 0
for some j0 ∈ {2, . . . ,m0 + 1} and with ‖γ˜‖1 = 1 it holds that ‖X−1γ˜−1‖22 < 1.
Let γT−1 = (γ2, . . . , γm0+1) be a vector with ‖γ−1‖1 = 1 and with |γm0+1| < 1.
Then we know by induction that either ‖X−1γ−1 − Xm0+1γm0+1‖2/ < (1 −
|γm0+1|) or there is a j0 ∈ {2, . . . ,m0} such that |γj0 | = 1− |γm0+1|. In the last
case all values j ∈ {2, . . . ,m0} other than j0 must be zero so it brings us back
to the case m0 = 2. In the first case we have by the triangle inequality
‖X−1γ−1‖2 ≤ ‖X−1γ−1 −Xm0+1γm0+1‖2 + |γm0+1|
< (1− |γm0+1|) + |γm0+1| = 1.
⊔⊓
15.4 Proofs for Section 6
Proof of Lemma 6.1. The coefficient of the projection of X1 on X2 is
arg min
β2∈R
‖X1 −X2β2‖22 = −ρˆ.
Since 0 < ρˆ < 1 we thus find
φˆ2({1}) := min
|β2|≤1
‖X1 −X2β2‖22 = ‖X1 + ρˆX2‖22 = 1− ρˆ2.
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As ϕˆ2 = (1− ρˆ) we have
1− ρˆ2 = (1− ρˆ)(1 + ρˆ)
= (1− ρˆ)(2− (1− ρˆ))
= ϕˆ2(2− ϕˆ2).
The second result follows from symmetry arguments: the minimum of ‖X1β1+
X2β2 over |β1|+ |β2| = 1 is reached at equal values for β1 and β2. ⊔⊓
Proof of Lemma 6.2. One readily verifies that 0 ≤ β∗1 ≤ β01 and 0 ≤ β∗2 ≤ β02 .
Let ∆1 := β
0
1 − β∗1 and ∆2 := β02 − β∗2 . Recall the KKT conditions
Σˆ∆ = λz∗, z∗ ∈ ∂‖β∗‖1.
◦ Case 1: λ/ϕˆ2 ≤ β02 . For ∆1 = ∆1 = λ/ϕˆ2
Σˆ∆ = λ
(
1
1
)
.
Since (
β∗1
β∗2
)
=
(
β01 −∆1
β02 −∆2
)
has both its components non-negative, it is a solution of the KKT conditions,
in fact it is the unique solution.
◦ Case 2: β02 < λ/ϕˆ2 ≤ β02 + (β01 − β02)/ϕˆ2 . With ∆1 = λ + (1 − ϕˆ2)β02 =
λ+ ρˆβ02 and ∆2 = β
0
2 we obtain
Σˆ∆ =
(
1 −ρˆ
−ρˆ 1
)(
λ+ ρˆβ02
β02
)
= λ
(
1
z∗2
)
with z∗2 = −ρˆ + (1 − ρˆ2)β02/λ. As |z∗2 | ≤ 1 and β∗1 = β01 −∆1 ≥ 0, β∗2 = 0, we
see that indeed β∗ is the solution of the KKT conditions.
◦ Case 3: λ/ϕˆ2 > β02 + (β01 − β02)/ϕˆ2 . With ∆1 = β01 and ∆2 = β02 we obtain
Σˆ∆ =
(
β01 − ρˆβ02
−ρˆβ01 + β02
)
= λ
(
z∗1
z∗2
)
where 0 < z∗1 = (β
0
1−β02+ϕˆ2β02)/λ ≤ 1 and λz∗2 =≤ (−ρˆβ02+β02)/λ = ϕˆ2β02/λ ≤
λ and λz∗2 = (ϕˆ
2β01 − (β01 − β02))/λ ≥ −(β01 − β02)/λ ≥ −1 + ϕˆ2β02/λ ≥ −λ.
Hence the KKT conditions hold for β∗1 = β
∗
2 = 0. ⊓⊔
15.5 Proofs for Section 7
Proof of Lemma 7.1. The expression for the minimal eigenvalue Λmin(Σˆ) is
trivial. Then, by orthogonality
‖Xβ‖22 =
N∑
k=1
‖Xβ2k−1 +Xβ2k‖22
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and by the arguments of Lemma 6.1 for all k
min
|β2k−1|+|β2k|=1
‖Xβ2k−1 +Xβ2k‖22 = ϕˆ2k/2.
For any vector v ∈ RN
‖v‖21 =
( N∑
k=1
|vk|ϕˆk
ϕˆk
)
≤
( N∑
k=1
v2kϕˆ
2
k
)( N∑
k=1
1/ϕˆ2k
)
and this gives
min
‖v‖1=1
N∑
k=1
v2kϕˆ
2
k =
( N∑
k=1
1/ϕˆ2k
)−1
= ‖1/ϕˆ2‖−11 .
So
min
‖β‖1=1
‖Xβ‖22 = min
‖v‖1=1
N∑
k=1
min
|β2k−1|+|β2k|=vk
‖Xβ2k−1 +Xβ2k‖22
= min
‖v‖1=1
N∑
k=1
v2kϕˆ
2
k/2 = ‖1/ϕˆ‖−11 /2.
The expression for φˆ2(S) follows by similar arguments. ⊔⊓
Proof of Lemma 7.2. By Lemma 7.1 the compatibility constant is
φˆ2(S0) = N‖1/ϕˆ2‖−11 .
This gives by Lemma 3.1 (recall |S0| = 2N)
‖X(β∗ − β0)‖22 ≤ 2λ2‖1/ϕˆ2‖1.
On the other hand, by the orthogonality and the decomposability of the ℓ1-
norm, the Lasso problem can also be decomposed, giving in view of Lemma
6.2, for each k,
‖X2k−1(β∗2k−1 − β02k−1) +X2k(β∗2k − β02k)‖22 =
2λ2
ϕˆ2k
and
‖X2k−1(β∗2k−1 − β02k−1) +X2k(β∗2k − β02k)‖22
+ λ(|β∗2k−1|+ |β∗2k|)
= λ(|β02k−1|+ |β02k|)
where we used the assumption λ/ϕˆ2k ≤ β02k ≤ β02k−1. Thus
‖X(β∗ − β0)‖22 = 2λ2
N∑
k=1
1/ϕˆ2k = 2λ
2‖1/ϕˆ2‖1
and
‖X(β∗ − β0)‖22 + λ‖β∗‖1 = λ‖β0‖1.
⊔⊓
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15.6 Proof of the lemma in Section 8
Proof of Lemma 8.1. Obviously for all βS0
argmin
{
‖XβS0 −Xβ−S0‖22 : ‖β−S0‖1 ≤ 1
}
= 0.
So the result of the lemma follows immediately from Lemmas 6.1 and 6.2. ⊔⊓
15.7 Proof of the lemma in Section 9
Proof of Lemma 9.1. It holds by symmetry arguments that for all β3 ∈ R
min
|β1|+|β2|=1
‖X1β1 +X2β2 −X3β3‖22 = ‖(X1 +X2)/2−X3β3‖22.
Moreover
γ3 := argmin
β3∈R
‖(X1 +X2)/2 −X3β3‖22
= argmin
β3∈R
‖X1 +X2 − 2X3β3‖22
= argmin
β3∈R
‖(X1 +X2)(1− Cβ3)− 2Uβ3‖22
= argmin
β3∈R
{
2ϕˆ2(1− Cβ3)2 + 4τ2β23
}
=
C(2ϕˆ2)
4τˆ2 + C2(2ϕˆ2)
.
Since |γ3| < 1, we conclude that
φˆ2(S0)/s0 = ‖(X1 +X2)/2−X3γ3‖22/n
=
1
4
× (2ϕˆ
2)(4τˆ2)
4τˆ2 + C2(2ϕˆ2)
=
1
4
× (2ϕˆ
2)τˆ2
τˆ2 +C2ϕˆ2/2
= ϕˆ2τˆ2/2
where in the last step we used that τˆ2+C2ϕˆ2/2 = 1. Since s0 = 2 we conclude
that φˆ2(S0) = ϕˆ
2τˆ2.
To arrive at the second result, we write β∗1 = β
0
1 −∆1 and β∗2 = β02 −∆2. We
have
Σˆ =

 1 −ρˆ Cϕˆ2/2−ρˆ 1 Cϕˆ2/2
Cϕˆ2/2 Cϕˆ2/2 1

 .
For β∗3 = λ(2C − 1)/τˆ2, ∆1 = ∆2 = Cβ∗3 + λ/ϕˆ2 we find
Σˆ

 ∆1∆2
−β∗3

 =

ϕˆ2∆1 − Cϕˆ2β∗3/2ϕˆ2∆1 − Cϕˆ2β∗3/2
Cϕˆ2∆1 − β∗3

 = λ

11
1

 .
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Since 0 ≤ β∗1 ≤ β01 and 0 ≤ β∗2 ≤ β02 and β∗3 > 0, the vector β∗ is indeed the
solution of the KKT conditions. ⊔⊓
15.8 Proof of the lemma in Section 10
Proof of Lemma 10.1. Let
γ := argmin
{
‖XβS0 −X2N+1β2N+1‖22 : ‖β−S0‖1 = 1, |β2N+1| ≤ 1
}
.
By straightforward computations in a spirit similar to the one used in the proof
of Lemma 9.1, one finds for k = 1, . . . , N
γ2k−1 = γ2k =
C2/(N‖1/ϕˆ2‖1) + 2τˆ2ϕˆ2k/‖1/ϕˆ2‖1
2C2/‖1/ϕˆ2‖1 + 4τˆ2
and moreover
γ2N+1 =
2C‖1/ϕˆ2‖1
2C2‖1/ϕˆ2‖1 + 4τˆ2 .
Inserting these values one sees
φˆ2(S0)/s0 = ‖XγS0 −X2N+1γ2N+1‖22
=
τˆ2/‖1/ϕˆ2‖1
2τˆ2 + C2/‖1/ϕˆ2‖1 .
The second result of the lemma also follows from similar arguments as used in
the proof of Lemma 9.1. The minimizing values are
β∗2N+1 = λ(C − 1)/τˆ2
and for k = 1, . . . , N
β02k−1 − β∗2k−1 − Cβ∗2N+1/2 = β02k − β∗2k − Cβ∗2N+1/2 = λ/ϕˆ2k.
⊔⊓
15.9 Proof of the lemma in Section 11
Proof of Lemma 11.1. This follows by similar arguments as used in the proof
of Lemma 9.1. ⊔⊓
15.10 Proofs for Section 12
Proof of Lemma 12.1. We minimize
‖X1β1 +X2β2 −X3β3 −X4β4‖22
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over |β1|+ |β2| = 1 and |β3|+ |β4| ≤ 1. It holds that
‖X1β1 +X2β2 −X3β3 −X4β4‖22
= ‖X1(β1 − C(β3 + β4)/2) +X2(β2 − C(β3 + β4)/2)‖22
+ (β3 − β4)2(1− C2ϕˆ2/2− τˆ2) + (β3 + β4)2τˆ2
This implies β3 = β4. So we minimize
‖X1(β1 − Cβ3) +X2(β2 − Cβ3)‖22 + (2β3)2τˆ2.
By symmetry arguments, we know β1 = β2 say both +1/2. Then we need to
minimize
‖(X1 +X2)(1/2 − Cβ3)‖22 + (2β3)2τˆ2 = (1/2 − Cβ3)22ϕˆ2 + (2β3)2τˆ2.
The minimizing value for 2β3 is
2γ3 =
1
2
2C(2ϕˆ2)
C2(2ϕˆ2) + 4τˆ2
.
In other words
min
{
‖Xβ‖22 : ‖βS0‖1 = 1, ‖β−S0‖1 ≤ 1
}
=
1
4
2ϕˆ2τˆ2
C2(2ϕˆ2) + τˆ2
.
Hence
φˆ2(S0) =
1
2
2ϕˆ2τˆ2
C2(2ϕˆ2) + τˆ2
.
For the second result, we check the KKT conditions with β∗3 = β
∗
4 and ∆1 −
Cβ∗3 = ∆2 −Cβ∗3 = λ/ϕˆ2 where ∆1 = β01 − β∗1 and ∆2 = β02 − β∗2 . It holds that
Σˆ =


1 −ρˆ Cϕˆ2/2 Cϕˆ2/2
−ρˆ 1 Cϕˆ2/2 Cϕˆ2/2
Cϕˆ2/2 Cϕˆ2/2 1 C2ϕˆ2 + 2τˆ2 − 1
Cϕˆ2/2 Cϕˆ2/2 C2ϕˆ2 + 2τˆ2 − 1 1

 .
Hence
Σˆ


∆1
∆2
−β3
−β4

 =


Cϕˆ2∆1/2− Cϕˆ2β3
Cϕˆ2∆1/2− Cϕˆ2β3
Cϕˆ2∆1 − (C2ϕˆ2 + 2τˆ2)β3
Cϕˆ2∆1 − (C2ϕˆ2 + 2τˆ2)β3


=


Cϕˆ2(λ/ϕˆ2 + Cβ3)/2− Cϕˆ2β3
Cϕˆ2(λ/ϕˆ2 + Cβ3)/2− Cϕˆ2β3
Cϕˆ2(λ/ϕˆ2 + Cβ3)− (C2ϕˆ2 + 2τˆ2)β3
Cϕˆ2(λ/ϕˆ2 + Cβ3)− (C2ϕˆ2 + 2τˆ2)β3


=


λ
λ
Cλ− 2τˆ2β3
Cλ− 2τˆ2β3

 = λ


1
1
1
1

 .
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Thus β∗ is the solution of the KKT conditions. ⊔⊓
Proof of Lemma 12.2. Along similar lines as in the proof of Lemma 12.1,
one finds β∗3 = β
∗
4 and
β02 − β∗2 − Cβ∗3 = β01 − β∗1 − Cβ∗3 = λ/ϕˆ2
but now β∗3 is the largest possible value such that β
0
2 − β∗2 ≤ β02 . It follows that
β∗1 = β
0
1 − β02 , β∗2 = 0, β∗3 = (β02 − λ/ϕˆ2)/C. ⊔⊓
Proof of Lemma 12.3. The Gram matrix is now
Σˆ =


1 −ρˆ ϕˆ2/2 ϕˆ2/2
−ρˆ 1 ϕˆ2/2 ϕˆ2/2
ϕˆ2/2 ϕˆ2/2 1 ϕˆ2 − 1
ϕˆ2/2 ϕˆ2/2 ϕˆ2 − 1 1

 .
Hence, with ∆1 = ∆2 = β
∗
3 + λ/ϕˆ
2 we find
Σˆ


∆1
∆2
−β∗3
−β∗3

 =


ϕˆ2(β∗3 + λ/ϕˆ
2)− ϕˆ2β∗3
ϕˆ2(β∗3 + λ/ϕˆ
2)− ϕˆ2β∗3
ϕˆ2(β∗3 + λ/ϕ
2)− β∗3 − (ϕˆ2 − 1)β∗3
ϕˆ2(β∗3 + λ/ϕ
2)− β∗3 − (ϕˆ2 − 1)β∗3


= λ


1
1
1
1

 .
Since for 0 ≤ β∗3 ≤ β02 − λ/ϕˆ2 it holds that β∗1 = β01 − β∗3 − λ/ϕˆ2 ≥ 0, β∗2 =
β02−β∗3−λ/ϕˆ2 ≥ 0 and β∗3 ≥ 0, the vector β∗ is indeed the solution of the KKT
conditions. With this value one finds the result for the prediction error and the
bound for ‖β∗−S0‖1. ⊔⊓
15.11 Proof of the lemma in Section 13
Proof of Lemma 13.1. This follows from the same arguments as used in the
proofs of Lemmas 7.1 and 12.1. ⊔⊓
15.12 Proofs for Section 14
Proof of Lemma 14.1. Observe first that
ρˆ = 1− 2γT−S0Σˆ−S0,−S0γ−S0
= 1− 2
(
γ23 + (1− γ3)2 − 2γ3(1− γ3)θˆ
)
= 1− 2
(
1− 2γ3(1− γ3)(1 + θˆ)
)
= = −1 + 4γ3(1− γ3)(1 + θˆ).
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Therefore
ϕˆ2 = 1− ρˆ
= 2− 4γ3(1− γ3)(1 + θˆ)
= 2(1− 4γ3(1− γ3)) + 4γ3(1− γ3)ψˆ2.
So ϕˆ2 > ψˆ2.
The Gram matrix is now
Σˆ =


1 −ρˆ ˆ̺3 ˆ̺4
−ρˆ 1 ˆ̺3 ˆ̺4
ˆ̺3 ˆ̺3 1 −θˆ
ˆ̺4 ˆ̺4 −θˆ 1


where ˆ̺3 := γ3 − (1− γ3)θˆ and ˆ̺4 = (1− γ3)− γ3θˆ. Then for β∗1 = β01 −∆1 :=
β01 − β02 , β∗2 = β2 −∆2 := 0, β∗3 = 2γ3β02 − λ/ψˆ2 and β∗4 = 2(1 − γ3)β02 − λ/ψˆ2
we get
Σˆ


∆1
∆2
−β∗3
−β∗4

 =


ϕˆ2β02 − ˆ̺3β∗3 + ˆ̺4β∗4
ϕˆ2β02 − ˆ̺3β∗3 + ˆ̺4β∗4
2β02 ˆ̺3 + β
∗
3 − θˆβ∗4
2β02 ˆ̺4 − θˆβ∗3 + β∗4

 = λ


1
1
1
1

 .
So β∗ is the solution of the KKT conditions. ⊔⊓
Proof of Lemma 14.2. It is straightforward to calculate
ϕˆ2 = C2ψˆ2.
To find φˆ2(S0) we minimize
‖X1β1 +X2β2 −X−S0β−S0‖22
over 0 < β1 = 1β2 < 1 and ‖β−S0‖1 ≤ 1. Symmetry arguments yield β1 = 1/2.
We then minimize
‖X3 +X4 −XS0β−S0)‖22
over ‖β−S0‖1 ≤ 1. This gives that the entries in β−S0 are equal to 1/2 and
hence φˆ2(S0) = (C − 1)2ψˆ2.
In view of Lemmas 6.2 and 14.2, it suffices to show that β∗−S0 = 0 corresponds
to the unique solution of the KKT conditions. We have with ∆1 = ∆2 = λ/ϕˆ
2
Σˆ−S0,S0
(
∆1
∆2
)
=
(
Cψˆ2/2 Cψˆ2/2
Cψˆ2/2 Cψˆ2/2
)(
λ/ϕˆ2
λ/ϕˆ2
)
=
(
Cλψˆ2/ϕˆ2
Cλψˆ2/ϕˆ2
)
= λ
(
1/C
1/C
)
,
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since ϕˆ2 = C2ψˆ2. So the KKT conditions are satisfied, with z∗−S0 = 1/C. The
solution is unique because for γ−S0 = (C,C)
T /2 it holds that ‖γ−S0‖1 > 1. ⊔⊓
Proof of Lemma 14.3. Note first that indeed ρˆ = 1− 2C2‖γ−S0‖22 > 0 since
2C2‖γ−S0‖22 < 1. It follows that ϕˆ2 = 2C2‖γ−S0‖22. We have
‖β1X1 + β2X2 −X−S0β−S0‖22
is minimized over |β1|+ |β2| = 1 at β1 = β2 = 1/2 and
‖X−S0(Cγ−S0 − β−S0)‖22 = ‖Cγ−S0 − β−S0‖22.
To obtain the prediction error, in view of Lemmas 6.2 and 14.2, it suffices to
show that β∗−S0 = 0 and ∆1 = β
0
1 − β∗1 = λ/ϕˆ2, ∆2 = β01 − β∗1 = λ/ϕˆ2 is the
unique solution of the KKT conditions. We have
Σˆ−S0,S0
(
∆1
∆2
)
= Cγ−S0(∆1+∆2) = 2Cλγ−S0/ϕˆ
2 = λγ−S0/C‖γ−S0‖22 = λz∗−S0 ,
where ‖z∗−S0‖∞ = ‖γ−S0‖∞/(C‖γ−S0‖22) ≤ 1. The solution is unique because‖γ−S0‖1 > 1. Another way to see it is by noting that for any ‖zS0‖∞ ≤ 1
‖Σˆ−S0,S0Σˆ−1S0,S0zS0‖∞ = ‖γ−S0(z1 + z2)‖∞/ϕˆ2 = ‖γ−S0‖∞/(C‖γ−S0‖22) < 1
i.e., the irrepresentable condition holds.
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