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Abstract
We present a method in nonlinear elliptic systems to study curvature decays
on asymptotically locally Euclidean (ALE) manifolds. In particular, we show that
scalar flat Kahler ALE metrics of real dimension n are of order (n−2). The analysis
can also apply to study removable point singularity problem.
Let (M, g) be a Riemannian manifold of dimension n ≥ 4. We denote the Riemannian
curvature, Ricci curvature, the scalar curvature and Weyl curvature by Rm,Rc,R and
W, respectively.
Definition 1. A complete Riemannian manifold (Mn, g) is called asymptotically locally
Euclidean (ALE) of order τ > 0 if there exists a compact subset K ⊂ M such that (each
component of) M \K is diffeomorphic to (Rn \Br0)/Γ, where Γ ⊂ SO(n) is a finite group
acting freely on (Rn \Br0). Moreover, under this identification
gij − δij = O(|x|−τ),
∂kgij = O(|x|−τ−k)
as |x| → ∞. (Mn, g) is called ALE of order 0 if under the above identification, gij − δij =
o(1) and ∂kgij = o(|x|−k) as |x| → ∞.
A classical work by Bando-Kasue-Nakajima [2] asserts that for Kahler Ricci-flat ALE
metrics there exist coordinates of order n, and for Ricci-flat metrics, there exist coordinates
of order n− 1. Cheeger-Tian [8] improved the result to order n and generalized to other
cone-like Ricci-flat metrics. For non Ricci-flat metrics, Tian-Viaclovsky [26] proved in
dimension 4 that scalar flat (anti-)self-dual and harmonic metrics are of order 2 − ǫ.
Streets [24] proved that scalar flat Bach-flat metrics are of order 2− ǫ.
We study under what conditions, (M, g) is ALE of order n− 2. This (optimal) order
is the borderline case when the mass is finite but not necessary zero; see Bartnik [3]. The
problem of getting the decay order n− 2 is especially delicate, as we need to exclude the
possibility of the decay |x|−(n−2) ln |x|; this ln |x| term does not occur in other orders.
∗The author was supported by the Miller Institute for Basic Research in Science.
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To be more precise, we denote by r the distance function from a fixed point o. In
Theorem 1 below, by using the curvature equation ∆Rm = ∇δRm+Rm ∗Rm, we show
that the size of (δRm)jkl = ∇iRijkl basically controls the decay of the metric. However,
when |δRm| is asymptotic to r−(n+1), |Rm| is asymptotic to r−n ln r. To eliminate the
ln r term, we show that under a stronger condition |∇Rc| = O(r−(n+1)) (this is stronger
because (δRm)jkl = ∇kRjl −∇lRjk), the metric has the decay rate n− 2.
We denote by Cs the Sobolev constant, the best constant such that ‖f‖
L
2n
n−2 (M)
≤
Cs‖∇f‖L2(M) for f ∈ C0,1c (M).
Theorem 1. Let (M, g) be ALE of order 0 with Cs <∞. Suppose |Rm| ∈ Ln2 (M).
(a) If ∇kδRm = O(r−(k+s+3)) with s > min{0, n−6
2
}, then (M, g) is ALE of order
α = min{n−2, s} when s 6= n−2, and (M, g) is ALE of order α < n−2 when s = n−2.
(b) If ∇kRc = O(r−(k+n)), then (M, g) is ALE of order α = n− 2.
In the definition of ALE metrics, if we only require the decay in lower derivatives, then
in Theorem 1 only smaller k′s are needed.
The next result concerns special metrics whose curvatures satisfy a coupled system,
{
∆Rc = Rc ∗Rm
∆Rm = ∇δRm+Rm ∗Rm.
This allows us to estimate Rc first and then use Theorem 1 to obtain the decay rate.
Let K be a compact subset in M. A metric is harmonic if δRm = 0. In dimension 4,
a metric is (anti-)self-dual if W− = 0 (W+ = 0).
Theorem 2. Let (M, g) be a complete noncompact Riemannian manifold with R = 0 in
M \K. Suppose |Rm| ∈ Ln2 (M) and Cs <∞.
(a) If (M, g) is Kahler, then (M, g) is ALE of order n− 2 with finitely many ends.
(b) If (M, g) is harmonic, then (M, g) is ALE of order n− 2 with finitely many ends.
(c) If n = 4 and (M, g) is (anti-)self-dual, then (M, g) is ALE of order 2 with finitely
many ends.
In dimension 4, case (a) belongs to case (c); see [16].
Remark: After the current work has been completed, the author was notified that
by a different geometry argument, case (c) in Theorem 2 was proved in a recent work
by Chen-Lebrun-Weber [10]. Also, Ricci decay problem for extreme Kahler metrics was
considered in [11].
We give the outline of proofs. To fix the notation, we denote by dV the volume element
in M , and by dσ the area element of a hypersurface in M. Let Br(x) and Sr(x) be the
geodesic ball of radius r and the geodesic sphere of radius r centered at x, respectively.
When x is at o, we simply denote by Br and Sr.
The idea of the proof of Theorem 1 is to compare the size of
∫
M\Br |∇Rm|2dV (as
a function of r) and its derivative − ∫
Sr
|∇Rm|2dσ. Then by ordinary differential in-
equality lemma (see Lemma 5), we obtain the the decay of |∇Rm| and hence the decay
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of |Rm|; this is where ln r term might occur. Then by a classical result in [2], there
exist coordinates of the desired order. To relate above two integrands, we apply Po-
hozaev’s trick to the system ∆Rm = Rm ∗ Rm + ∇2Rc in the exterior domain to get∫
M\Br |∇Rm|2dV ≤ 2n−2r
∫
Sr
(|∇νRm|2 − 12 |∇Rm|2)dσ + lower order terms, where ν is
the unit outer normal on Sr. Finally, we apply algebraic inequalities sup|v|=1 |∇vRm|2 ≤
n
n+2
|∇Rm|2 + Cn|δRm||∇Rm|+ Cn|δRm|2 and sup|v|=1 |∇vRm|2 ≤ n−1n+1 |∇Rm|2
+Cn|∇Rc||∇Rm| + Cn|∇Rc|2 to obtain the sharp comparison between |∇νRm|2 and
|∇Rm|2 for cases (a) and (b), respectively. It turns out that the method of using Po-
hozaev’s trick is flexible and can be applied to more general non-variational elliptic sys-
tems; see [9].
For Theorem 2, by a regularity result by Chen-Weber [11] and a work by Tian-
Viaclovsky [25], the manifold is ALE of order zero. To improve the order, we apply Po-
hozaev’s trick to the equation ∆Rc = Rm∗Rc to get ∫
M\Br |∇Rc|2dV ≤ 2n−2r
∫
Sr
(|∇νRc|2−
1
2
|∇Rc|2)dσ + lower order terms. Then we apply an inequality sup|v|=1 |∇vRc|2 ≤
n
n+2
|∇Rc|2, which holds for scalar flat Kahler and (anti-) self-dual metrics, to obtain the
sharp comparison between |∇νRc|2 and |∇Rc|2 and the right fall-off rate of |Rc|. Finally,
applying Theorem 1 (b), we find coordinates of the desired order.
The inequality sup|v|=1 |∇vRc|2 ≤ nn+2 |∇Rc|2 is stronger than |∇|Rc||2 ≤ nn+2 |∇Rc|2.
The latter is called the Kato inequality. A general theory on the Kato inequality can be
found in [5] and [7] by using the representation theory. We refer the reader to [21], [2],
[19], [13] for related results in the literature.
Now we discuss explicit examples of metrics with the optimal order. The Schwarzchild
metric (1 + µ
rn−2
)
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n−2dx2 defined on Rn \ {0} is an example of scalar flat harmonic ALE
manifolds of order n − 2. For scalar flat Kahler ALE manifolds, for n = 4, Lebrun [16]
constructed examples of order 2. In higher dimensions, the problem was studied by Rollin-
Singer [20] by using the momentum construction. Let n = 2m.
Proposition 1. [20] There exist scalar-flat Kahler ALE manifolds on a complex line
bundle over CPm−1 of order n− 2 with Γ = Zp for all p ≥ 1.
We reconstruct the metrics for n = 2m by generalizing the method by LeBrun [16]
to higher dimensions. The advantage of this approach is that we are able to express the
metrics explicitly. The metrics are of the form
ds2 = (1 + αρ−2(m−1) + βρ−2m)−1dρ2 + ρ2(1 + αρ−2(m−1) + βρ−2m)h0 + ρ2g0.
Metrics of this form were studied by Simanca [23] and Pedersen-Poon [18]. Explicit
examples of scalar flat ALE manifolds were used in the problem of desingularization; see
e.g., Arezzo-Pacard [1].
A by-product of the analysis we used in proving Theorem 1 and 2 is the following
removable point singularity result. We show that if the curvatures satisfy a coupled
system in a punctured ball, then g is smooth across the origin. The result is a direct
analytic consequence, and holds on more general orbifolds.
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Definition 2. A Riemannian orbifold (Mn, g) is a smooth Riemannian manifold away
from finite singular points xi. At each point xi, there is a neighborhood Br(xi) such that
Br(xi) \ {xi} is diffeomorphic to a cone on Sn−1/Γ, where Γ ⊂ SO(n) is a finite group
acting freely on Sn−1. Moreover, if g is lifted to B1 \ {0} via Γ, then g (under a Γ-
equivariant diffeomorphism) extends to a smooth Riemannian metric on B1.
A C0 orbifold (Mn, g) is a smooth Riemannian manifold away from finite singular
points with above structure. At each singular point, the lift of g extends to a C0 metric
on B1.
Corollary 1. Let n ≥ 5. Let (B1, g) be a C0 orbifold. Suppose (B1 \ {0}, g) is a smooth
n-dimensional Riemannian manifold satisfying{
∆Rc = Rc ∗Rm
∆Rm = ∇δRm+Rm ∗Rm
on B1 \{0} with |Rm| ∈ Ln2 (B1) and Cs <∞. Then g extends to a smooth orbifold metric
on B1.
Remark: Corollary 1 can be viewed as a Riemannian analogue of Sibner’s [22] result
for coupled Yang-Mills systems. The argument we used here was applied to extreme
Kahler metrics by Chen-Weber [11].
Manifolds satisfying the system in Corollary 1 include constant scalar curvature Kahler
metrics and harmonic metrics.
At the end of the introduction, we state the geometrical Pohozaev’s identity for an
independent interest. Let Γ be the Christoffel symbol.
Proposition 2. Let Ω be a domain in M and T be a tensor. Suppose the coordinate
vector X = X i∇i is defined in Ω. Then∫
Ω
〈∆T,X i∇iT 〉dV =
∫
Ω
(
n− 2
2
|∇T |2 +∇T ∗ ∇T ∗ Γ ∗X +∇T ∗ T ∗Rm ∗X
)
dV
+
∫
∂Ω
〈∇νT,X i∇iT 〉dσ −
∫
∂Ω
1
2
〈X, ν〉|∇T |2dσ,
where ν is the unit outward normal on ∂Ω.
The Pohozaev’s identity was used in the literature for the Yamabe equation [15].
The organization of the paper is as follows. In Section 1, we collect some standard
regularity results and review background materials. In Section 2, we construct scalar-flat
Kahler metrics. We prove algbraic inequalities in Section 3, and Theorem 1 and 2 in
Sections 4. Finally, we prove Corollary 1 in Section 5
Acknowledgments: The author would like to thank Alice Chang and Paul Yang for
stimulating discussions which initiated the present work. She appreciates Jeff Viaclovsky
for helpful discussions and especially for explaining his work to her. The author is grateful
to Rick Schoen for helpful suggestions, which result in Theorem 1. The author thanks
Claude LeBrun, Frank Pacard and Jian Song for useful discussions, and Gang Tian for
interests. Finally, the author thanks Claude LeBrun for pointing out the article [10] to
her and Peter Petersen for providing a reference.
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1 Preliminaries
We collect some standard results in elliptic regularity theory and ordinary differential
equations. Then we review Kahler, harmonic and (anti-)self-dual metrics.
Let Dr be the complement of the geodesic ball of radius r.
Lemma 1. [2] Let p > 1. Suppose u, f ≥ 0 and u ∈ Lp(Dr) satisfies ∆u ≥ −fu in Dr.
(a) Suppose f ∈ Lq(Dr) satisfies
∫
Dr
f qdV ≤ C0r−(2q−n) for some q > n2 . Then
supD2r u ≤ Cr−
n
p ‖u‖Lp(Dr), where C = C(n, p, C0, Cs)
(b) Assume the conditions in (a) and in addition that f ∈ Ln2 (Dr) and V olBr(x) ≤
Crn. Then u = O(|x|−α) for all α < n− 2 as |x| → ∞.
Next lemma is an analogue of Lemma 1 for inhomogeneous equations. The proof
follows by an argument similar to [2], section 4. Let γ = n
n−2 .
Lemma 2. Let u, f, h ≥ 0. Suppose u satisfies ∆u ≥ −fu−h in Dr and V olBr(x) ≤ C1rn.
(a) Suppose f ∈ Lq(Dr) satisfies
∫
Dr
f qdV ≤ C0r−(2q−n) for some q > n2 . Assume
that u ∈ Lp(Dr) for some p > 1 and h ∈ Lq(Dr). Then supD2r u ≤ Cr−
n
p ‖u‖Lp(Dr) +
Cr
2q−n
q ‖h‖Lq(Dr), where C = C(n, p, C0, C1, Cs).
(b) Let q1 =
pγ
pγ−p+1 =
pn
2p+n−2 and p > 1. Suppose h ∈ Lq1(Dr) satisfies ‖h‖Lq1 (Dr) <
Cr−δ1 for some δ1 > 0. Assume u ∈ Lpγ(Dr) and f ∈ Ln2 (Dr). Then there exists ǫ1 > 0
such that if ‖f‖
L
n
2 (Dr)
< ǫ1, then
∫
Dr
upγdV = O(r−ǫ) for some ǫ > 0 as r →∞.
Moreover, under the same assumptions as above but u ∈ Lp(Dr) for p > 1, it holds(∫
D2r
upγdV
) 1
γ
≤ Cr−2
∫
Dr
updV + C
(∫
Dr
hq1dV
) p
q1
.
(c) Assume the conditions in (a) and in addition that f ∈ Ln2 (Dr) and ‖h‖Lq(Dr) ≤
Cr−(s+4−
n
q
). Then u = O(|x|−α) for all α < min{n− 2, s+ 2} as |x| → ∞.
Proof. (a) is by standard elliptic regularity; see [17]
(b) Let 0 ≤ φ ≤ 1 be a cutoff function such that φ = 0 on Br ∪ D2r′ and φ = 1 on
Br′ \B2r with |∇φ| ≤ Cr′−1 on B2r′ \Br′ and |∇φ| ≤ Cr−1 on B2r \Br. r′ will be chosen
large. Applying φ2up−1 to the equation and following the computations in [2] p332, we
get
(∫ |φu p2 |2γdV )1/γ ≤ C ∫ (fφ2up + φ2up−1h+ |∇φ|2up) dV. Since ‖f‖
L
n
2
is small, we
can absorb the term
∫
fφ2updV to the left and get
(∫
|φu p2 |2γdV
)1/γ
≤
(∫
φ2q
′
upγdV
)1/q′ (∫
suppφ
hq1dV
)1/q1
+ C
∫
|∇φ|2updV,
where q′ = pγ
p−1 satisfies
1
q1
+ 1
q′
= 1. Note that q
′
γ
= p
p−1 . We use Yang’s inequality
ab ≤ (a/ǫ)p
p
+ p−1
p
(ǫb)
p
p−1 to lift the power 1
q′
to 1
γ
and absorb the term to the left to obtain
(∫
|φu p2 |2γdV
)1/γ
≤ C
(∫
suppφ
hq1dV
)p/q1
+ C
∫
|∇φ|2updV. (1)
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Using Holder inequality for the second term, we get(∫
|φu p2 |2γdV
) 1
γ
≤ C
(∫
suppφ
hq1dV
) p
q1
+ C
(∫
|∇φ|ndV
) 2
n
(∫
supp|∇φ|
upγdV
) 1
γ
. (2)
Note that
∫
Dr′\D2r′ u
pγdV → 0 because u ∈ Lpγ . Letting r′ → ∞, we have ∫
D2r
upγdV ≤
Cr−δ1pγ + C
∫
Dr\D2r u
pγdV. Therefore,
∫
Dr
upγdV = O(r−ǫ) for some ǫ > 0.
For the second claim, we go back to (1). Letting r′ →∞ gives the inequality.
(c) Let α¯ = sup{α : u = O(|x|−α)}. Suppose α¯ < min{n − 2, s + 2}. Let p˜ (= pγ) >
n
α¯
> γ be close to n
α¯
. Then u ∈ Lp˜. We have q1 = pγpγ−p+1 < n2 < q. Therefore, ‖h‖Lq1 (Dr) ≤
Cr
−n
q
+ n
q1 ‖h‖Lq(Dr) ≤ Cr−(s+4)+
n
q1 . Since n
q1
is close to n(γ−1)+γα¯
γ
= 2 + α¯ < s + 4, by (b)
we get
∫
Dr
up˜ = O(r−ǫ) for some ǫ > 0. By (a), it follows sup2Dr u ≤ Cr−n/p˜‖u‖Lp˜(Dr) +
Cr−(s+2) = O(r−
n+ǫ
p˜ + r−(s+2)). This gives a contradiction as n+ǫ
p˜
, s+ 2 > α¯.
We turn to consider the punctured ball B1\{0} and study the blow-up rate of solutions
near the origin. Let Ar = {x : r2 < |x| < 3r2 } be an annulus.
Lemma 3. Let n ≥ 5. Suppose that u, f ≥ 0 are in Ln2 (B1) and u satisfies ∆u ≥ −fu
in B1 \ {0}. Assume V olBr(x) ≤ Crn and in addition
∫
Ar
f qdV ≤ Cr−(2q−n) for some
q > n
2
. Then there exists ǫ0 > 0 such that if (
∫
Br0
f
n
2 dV )
2
n ≤ ǫ0, then
∫
Br
u
n
2 dV =
O(rǫ) for some ǫ > 0 as r → 0.
Moreover, u = O(|x|−α) for all α > 0 as |x| → 0.
Proof. We again follow the computations in [2] p332. Let q¯ = pγ > γ. Suppose u ∈
Lq¯(B1). Let 0 ≤ φ ≤ 1 be a cutoff function such that φ = 0 on Br′ ∪ (B1 \B2r) and φ = 1
on Br \ B2r′ with |∇φ| ≤ Cr′−1 on B2r′ \ Br′ and |∇φ| ≤ Cr−1 on B2r \ Br. r′ is chosen
to be small. Then by (
∫
Br0
fn/2dV )2/n ≤ ǫ0, we have (by (2))
(∫
|φu p2 |2γdV
) 1
γ
≤ C
(∫
|∇φ|ndV
) 2
n
(∫
supp|∇φ|
upγdV
) 1
γ
≤ C
(∫
supp|∇φ|
upγdV
) 1
γ
.
Letting r′ → 0 (and noting u ∈ Lq¯), we get ∫
Br
uq¯dV ≤ C ∫
B2r\Br u
q¯dV. Therefore,∫
Br
uq¯dV = O(rǫ) for some ǫ > 0. Now let q¯ = n/2. We obtain the first part of the lemma.
By standard regularity, sup|x|=r u(x) ≤ Cr−n/p(
∫
Ar
updV )1/p if u ∈ Lp(B1). Since u ∈
L
n
2 (B1), we have u = O(|x|−2) near the origin. Let α¯ = inf{α > 0 : u = O(|x|−α)}. If
α¯ > 0, then γ = n
n−2 <
n
2
≤ n
α¯
. Let γ < q¯ < n
α¯
be close to n
α¯
. Then u ∈ Lq¯(B1). By
the computation in the previous paragraph, we get
∫
Br
uq¯dV = O(rǫ) for some ǫ > 0.
Hence, sup|x|=r u(x) ≤ Cr−n/q¯(
∫
Ar
uq¯dV )1/q¯ = O(r−
n
q¯
+ ǫ
q¯ ). Since n
q¯
− ǫ
q¯
< α¯, we get a
contradiction.
Lemma 4. Let n ≥ 5. Suppose h ≥ 0 satisfies ‖h‖Lq(Ar) ≤ Cr−2−δ+
n
q for some q > n
2
and
for all δ > 0. Suppose u, f ≥ 0 are in Ln2 (B1) and u satisfies ∆u ≥ −fu− h in B1 \ {0}.
Assume V olBr(x) ≤ Crn and in addition
∫
Ar
f qdV ≤ Cr−(2q−n). Then there exists ǫ0 > 0
such that if (
∫
Br0
f
n
2 dV )
2
n ≤ ǫ0, then u = O(|x|−α) for all α > 0 as |x| → 0.
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Proof. The proof is similar to Lemma 2. Let q¯ = pγ > γ. Suppose u ∈ Lq¯(B1). Let
0 ≤ φ ≤ 1 be a cutoff function as in Lemma 3. By (∫
Br0
fn/2dV )2/n ≤ ǫ0, the formula (2)
holds. Letting r′ → 0 in (2) and noting that u ∈ Lq¯, we get
(∫
Br
uq¯dV
)1/γ
≤ C
(∫
B2r
hq1dV
)p/q1
+ C
(∫
B2r\Br
uq¯dV
)1/γ
. (3)
By standard regularity, sup|x|=r u(x) ≤ Cr−n/p(
∫
Ar
updV )1/p + Cr
2q−n
q ‖h‖Lq(Ar) if u ∈
Lp(B1). Since u ∈ Ln/2(B1), we get u = O(|x|−2) near the origin. Let α¯ = inf{α > 0 : u =
O(|x|−α)}. If α¯ > 0, then γ < n
2
≤ n
α¯
. Let γ < q¯ < n
α¯
be close to n
α¯
. Then u ∈ Lq¯(B1). Since
q1 =
pγ
pγ−p+1 < n/2 < q, we have ‖h‖Lq1 (Ar) ≤ Cr
−n
q
+ n
q1 ‖h‖Lq(Ar) ≤ Cr−2−δ+
n
q1 . Since q¯ is
close to n
α¯
, then n
q1
is close to 2+α¯.We obtain−2−δ+ n
q1
> 0. As a result, ‖h‖Lq1 (Ar) ≤ Crǫ1
for some ǫ1 > 0. By (3),
∫
Br
uq¯dV ≤ Crǫ1q+C ∫
B2r\Br u
q¯dV. Therefore,
∫
Br
uq¯dV = O(rǫ2)
for some ǫ2 > 0. Hence, sup|x|=r u(x) ≤ Cr−n/q¯(
∫
Ar
uq¯dV )1/q¯ + Cr−δ = O(r−
n
q¯
+
ǫ2
q¯ + r−δ).
Since n
q¯
− ǫ2
q¯
, δ < α¯, we get a contradiction.
Now we apply Lemma 2 to the curvature equation derived by Lichnerowicz in 1950:
∆Rm = ∇δRm+Rm ∗Rm. (4)
Proposition 3. Let n ≥ 4. Suppose ∇kδRm = O(r−(k+s+3)) and V olBr(x) ≤ C1rn. Then
there exists ǫ > 0 such that if ‖Rm‖Ln/2(Dr) < ǫ,
sup
D2r
|∇kRm| ≤ Cr−(k+2)‖Rm‖
L
n
2 (Dr)
+ Cr−(k+s+2),
where C = C(n, k, C1, Cs).
Proof. By (4), ∆|Rm| ≥ −C|Rm||Rm| − C|∇δRm|. By Lemma 2, the case k = 0 holds.
Inductively we have
∆∇iRm = Rm ∗ ∇iRm+ (∇i+1δRm+
i−1∑
l=1
∇lRm ∗ ∇i−lRm), (5)
∆|∇iRm| ≥ −C|Rm||∇iRm| − C(|∇i+1δRm|+
i−1∑
l=1
|∇lRm||∇i−lRm|). (6)
Assume for 0 ≤ i ≤ k− 1 we have pointwise bounds. Let φ be a cutoff function such that
φ = 1 on B2r \ Br and φ = 0 on Br/2 ∪ D5r/2 with |∇φ| ≤ Cr−1. Multiplying (5) with
i = k − 1 by φ2∇k−1Rm, we get (after applying Schwarz inequality for the cross term)∫
|φ∇kRm|2 ≤
∫
φ2|Rm||∇k−1Rm|2 +
∫
|∇φ|2|∇k−1Rm|2
+
∫
φ2|∇k−1Rm|(|∇kδRm|+
k−2∑
l=1
|∇lRm||∇k−1−lRm|).
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By induction hypothesis and the assumption on ∇k+1δRm, we have
∫
B2r\Br
|∇kRm|2 ≤ Cr−2(k+2)+n(
∫
Dr
|Rm|n2 ) 4n + Cr−2(k+s+2)+n.
Hence, applying Lemma 2 (a) to the equation (6) with i = k and p = 2 (which is also
true if we consider the domain B2r \Br instead of Dr), we get
sup
|x|= 3r
2
|∇kRm| ≤ Cr−n2 ‖∇kRm‖L2(B2r\Br)+Cr−(k+s+2) ≤ Cr−(k+2)‖Rm‖Ln2 (Dr)+Cr
−(k+s+2).
Hence, supD2r |∇kRm| ≤ Cr−(k+2)‖Rm‖Ln2 (Dr) + Cr−(k+s+2).
The following ordinary differential inequality lemma will play an important role in
proving Theorem 1 and 2.
Lemma 5. Suppose f(r) ≥ 0 satisfies f(r) ≤ − r
a
f ′(r) + C0r−b for some a, b > 0.
(a) a 6= b. Then there exists C1 > 0 such that f(r) ≤ C1r−a + aC0a−b r−b. Therefore,
f(r) = O(r−min{a,b}) as r →∞.
(b) a = b. Then there exists C1 > 0 such that f(r) ≤ C1r−a + aC0r−a ln r. Therefore,
f(r) = O(r−a ln r) as r →∞.
Proof. By the equation, we have (f(r)ra)′ = raf ′(r)+ara−1f(r) ≤ aC0r−b−1+a. Therefore,
f(r)ra ≤ C1+ aC0
∫
s−b−1+ads. If a 6= b, we obtain f(r)ra ≤ C1+ aC0a−br−b+a. If a = b, then
we get f(r)ra ≤ C1 + aC0 ln r. Multiplying by r−a gives the result.
We review some basic facts about Kahler, harmonic and (anti-)self-dual metrics.
Let (M, g) be a Kahler manifold with coordinates Z1, ..., Zm and an associated complex
structure J. Then ∂Zi =
1√
2
(ei−
√−1 eJi) and {e1, · · · , em, eJ1, · · · , eJm} is a basis in real
coordinates. We give the relation of curvatures between real and complex coordinates; see
[14]. For 1 ≤ i, j ≤ m, we have that Rij = RJiJj is symmetric and RiJj = −RJi j is skew-
symmetric (but note that RiJj = RJj i). Therefore, R = 2 trRij. The Ricci curvatures
in complex coordinates are RZiZ¯j = Rij +
√−1RiJj , which satisfy the Bianchi relation
RZiZ¯j ,Zk = RZkZ¯j ,Zi. Hence,
RZiZ¯j ,ZkZ¯k = RZkZ¯j ,ZiZ¯k = RZkZ¯k,Z¯jZi +Rc(Z, Z¯) ∗R(Z, Z¯, Z, Z¯).
If R is constant, then RZkZ¯k,Z¯jZi =
1
2
R,Z¯jZi = 0. In real coordinates, we get ∆Rc =
Rc ∗Rm. (To be more precise, ∆Rij comes from the real part and ∆RiJj comes from the
imaginary part.) Moreover,
RZiZ¯j ,Zk =
1√
2
(Rij,k +RiJj,Jk +
√−1RiJj,k −
√−1Rij,Jk). (7)
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Let (M, g) be harmonic, i.e. Rijkl,i = 0. By Bianchi identity this gives Rjl,k = Rjk,l
and R is constant. Therefore, Rij,kk = Rik,jk = Rkk,ij + Rc ∗ Rm = Rc ∗ Rm. Hence, we
have ∆Rc = Rc ∗ Rm. Examples of harmonic metrics include Einstein, constant scalar
curvature locally conformally flat and parallel Ricci curvature (i.e., ∇Rc = 0) metrics.
We turn to (anti-)self-dual metrics. In dimension 4, two forms can be decomposed
into Λ2 = Λ2+ ⊕ Λ2−, where Λ2+(Λ2−) is the eigenspace of eigenvalue +1(−1) of the Hodge
operator. Correspondingly, W is decomposed into W+ and W− called self-dual and anti-
self-dual part. If W− = 0 (W+ = 0), we call it a self-dual (anti-self-dual) metric. It
can be shown [4] that if W− = 0 (or W+ = 0), then Bij := Wikjl,lk + 12RklWikjl =
∆Rij +∇2R +Rc ∗Rm = 0. Hence, if R is constant, we have ∆Rc = Rc ∗Rm.
Since every metric satisfies (4), the above examples satisfy the following system:{
∆Rc = Rc ∗Rm
∆Rm = ∇δRm+Rm ∗Rm = ∇2Rc+Rm ∗Rm. (8)
The ǫ-regularity result for (8) was proved by Chen-Weber [11].
Theorem 3. [11] Let n ≥ 4. Suppose (M, g) satisfies (8). Let q > n/2 and k be a
nonnegative integer. Then there exists ǫ > 0 such that if
∫
Br
|Rm|n/2 < ǫ, we have
(
∫
Br/2
|∇kRc|q) 1q ≤ C1r−k−2+
n
q (
∫
Br
|Rc|n2 ) 2n , (9)
(
∫
Br/2
|∇kRm|q) 1q ≤ C1r−k−2+
n
q (
∫
Br
|Rm|n2 ) 2n , (10)
sup
Br/2
|∇kRm| ≤ C2r−k−2‖Rm‖Ln2 (Br), (11)
where C1 = C1(Cs, k, q, n) and C2 = C2(Cs, k, n).
2 Scalar flat Kahler ALE manifolds
We construct one parameter family of scalar flat Kahler metrics on the blow up of Cm
modulo Zp, which is a complex line bundle over CP
m−1. The construction bases on an
idea by LeBrun [16] for n = 4. Let n = 2m.
Proof of Proposition 1. Let φ(u) be a Kahler potential, where u =
∑m
i=1 |zi|2. Thus, ω =
1
2
√−1∂∂¯φ(u) = 1
2
√−1gij¯dzi ∧ dzj¯ and gij¯ = φ′(u)δij + φ′′(u)zi¯zj. Let ψ = ln det gij¯. We
have ψ = ln (φ′(u)m−1(φ′(u) + φ′′(u)u)) . Then the scalar-flat equation becomes
0 = gij¯ψij¯ = g
ij¯(ψ′(u)δij + ψ′′(u)zi¯zj) = φ
′(u)m−1(mψ′(u) +
φ′(u)ψ′′(u)− φ′′(u)ψ′(u)
φ′(u) + φ′′(u)u
u).
In other words, we plan to solve
mφ′(u)ψ′(u) + (m− 1)φ′′(u)ψ′(u)u+ φ′(u)ψ′′(u)u = 0 (12)
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together with ψ = ln (φ′(u)m−1(φ′(u) + φ′′(u)u)) .
We observe that
[φ′(u)m−1umψ′(u)]′ = um−1φ′(u)m−2[mφ′(u)ψ′(u) + (m− 1)φ′′(u)ψ′(u)u+ φ′(u)ψ′′(u)u].
Hence, (12) is equivalent to
φ′(u)m−1ψ′(u)um = α
with ψ = ln (φ′(u)m−1(φ′(u) + φ′′(u)u)) , where α is a constant. Let y(u) = uφ′(u). Then
ψ = ln y
m−1y′
um−1
and ψ′ = m−1
y
y′ + y′′(y′)−1 − m−1
u
. The equation becomes
αy′ = (m− 1)uym−2(y′)2 + ym−1uy′′ − (m− 1)ym−1y′ = (uym−1y′ − ym)′.
Thus,
ym + αy + β = uym−1y′. (13)
Formally, we get
ln u =
∫
ym−1dy
ym + αy + β
. (14)
To express the metric, note that the standard metric on S2m−1 is decomposed into g0,
the standard metric on CPm−1, and h0, the metric along the fiber (the Hopf map). Hence,
ds2 = y′[(d
√
u)2 + uh] + yg0. Let y = ρ
2. By (13), we have y′(d
√
u)2 = y′(4u)−1du2 =
y
uy′
dρ2 = (1 + αρ−2(m−1) + βρ−2m)dρ2 and y′u = ρ2(1 + αρ−2(m−1) + βρ−2m). Thus,
ds2 = (1 + αρ−2(m−1) + βρ−2m)−1dρ2 + ρ2(1 + αρ−2(m−1) + βρ−2m)h0 + ρ2g0. (15)
We exhibit some special solutions which give complete metrics. Let α = (p−m)a2(m−1)
and β = (m − 1 − p)a2m. The metric in (15) is defined for ρ2 ≥ a2. When m = 2, they
coincide with the metrics in [16]. We have
ym + αy + β = (y − a2)(ym−1 + a2ym−2 + · · ·+ a2(m−2)y + (p+ 1−m)a2(m−1)).
Therefore, y
m−1
ym+αy+β
> 0 and (14) is invertible for y ∈ (a2,∞) (and u ∈ (0,∞)), which
gives implicitly φ′(u) = u−1y(u) and φ(u). We show that the metric is complete on the
blow up of Cm module Zp. Denote h0 = dθ
2. Introducing the coordinates rˆ2 = ρ2−a2 and
θˆ = pθ. We get dρ2 = rˆ
2
rˆ2+a2
drˆ2 and
ds2|fiber = (1− (a
ρ
)2)−1(1 + (
a
ρ
)2 + · · ·+ (a
ρ
)2(m−2) + (p+ 1−m)(a
ρ
)2(m−1))−1dρ2
+ρ2(1− (a
ρ
)2)(1 + (
a
ρ
)2 + · · ·+ (a
ρ
)2(m−2) + (p+ 1−m)(a
ρ
)2(m−1))dθ2
= (1 +
a2
rˆ2 + a2
+ · · ·+ ( a
2
rˆ2 + a2
)(m−2) + (p+ 1−m)( a
2
rˆ2 + a2
)(m−1))−1drˆ2
+
rˆ2
p2
(1 +
a2
rˆ2 + a2
+ · · ·+ ( a
2
rˆ2 + a2
)(m−2) + (p + 1−m)( a
2
rˆ2 + a2
)(m−1))dθˆ2.
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When rˆ → 0 , (1 + a2
rˆ2+a2
+ · · ·+ ( a2
rˆ2+a2
)(m−2) + (p + 1−m)( a2
rˆ2+a2
)(m−1))→ p. Therefore,
ds2|fiber → p−1(drˆ2+ rˆ2dθˆ2). The metric restricted to the fiber is smooth across the origin.
Thus, the metric is complete.
This process is compatible with the complex structure. We identify the complex
plane with the quotient of a fiber through ζ → ( c1√P
c2i
, · · · , cm√P
c2i
)ζ
1
p . Since y
m−1
ym+αy+β
=
1
p
(y−a2)−1+ l.o.t., by (14), u = C(y−a2) 1p + l.o.t. = rˆ 2p + l.o.t. Hence, |ζ | = u p2 = rˆ+ l.o.t.
Since the Kahler condition is a closed condition, the metric is a complete Kahler metric.
In special cases when p = m− 1 or m, φ(u) can be explicitly written down.
p = m. The formula (13) becomes ym − a2m = ym−1uy′. Therefore, u = (ym − a2m) 1m
and hence y = (a2m + um)
1
m . We have φ′(u) = (1 + a2mu−m)
1
m . The Kahler potential φ is
the Calabi’s solution [6] : φc,m(u) = a
2(a−2mum+1)
1
m+ a
2
m
∑m−1
j=0 ln((a
−2mum+1)
1
m−ηj)ηj,
where η = e2πi/m is the m-th unit root.
p = m− 1. The formula (13) becomes ym−1 − a2(m−1)y = ym−2uy′. Therefore, u =
(ym−1−a2(m−1)) 1m−1 and hence y = (a2(m−1)+um−1) 1m−1 .We have φ′(u) = (1+(a2u−1)m−1) 1m−1 .
The Kahler potential is φc,m−1(u), the Calabi’s solution in dimension m− 1:
φ(u) = φc,m−1 = a2(a−2(m−1)u(m−1)+1)
1
m−1+ a
2
m−1
∑m−2
j=0 ln((a
−2(m−1)u(m−1)+1)
1
m−1−ηj)ηj,
where η = e2πi/(m−1) is the (m− 1)-th unit root.
Finally, we remark on the volume expansion of the metrics constructed. When r →∞,
V ol(ρ ≤ r) =
∫
(1 + (m− 3
2
)αρ−2(m−1))ρ2m−1dρ dΩS2m−1 + l.o.t.
= |S2m−1|( 1
2m
ρ2m +
1
2
(m− 3
2
)αρ2 + l.o.t.),
where m ≥ 2. The coefficient in front of ρ2 changes sign (depending on p). This is related
to the fact that the mass for scalar flat ALE manifolds is not nonnegative [16].
3 Algebraic inequalities for curvature tensors
We derive two general algebraic inequalities for Riemannian curvature tensors. Then we
prove special inequalities for Ricci curvatures of constant scalar curvature Kahler and
(anti-)self-dual metrics.
In this section, the letters {i, j, k, l} are indices from 1 to n and {a, b, c, d} are from 2
to n unless otherwise noted.
Lemma 6. Let n ≥ 3. There exists C = C(n) such that for any metric,
sup
|v|=1
|∇vRm|2 ≤ n
n+ 2
|∇Rm|2 + C|δRm||∇Rm|+ C|δRm|2.
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Proof. Let {e1 = v, · · · , en} be an orthonormal basis at the point. The curvatures Rijkl,1
consists of three different kinds: I = {R1a1b,1, R1ab1,1, · · · }, II = {R1abc,1, Ra1bc,1, · · · } and
III = {Rabcd,1, · · · }, where Rijkl has 2, 1 and 0 indices of 1 respectively. Note that
|∇1Rm|2 =
∑
a,b,c
4|R1abc,1|2 +
∑
a,b,c,d
|Rabcd,1|2 +
∑
a,b
4|R1a1b,1|2.
For II, by R1abc,1 +R1a1b,c +R1ac1,b = 0 and R1abc,1 +
∑
dRdabc,d = δRm, we get∑
a,b,c
4|R1abc,1|2 ≤ 8
∑
a,b,c
(|R1a1b,c|2 + |R1ab1,c|2) = 4
∑
a,b,c
4|R1a1b,c|2,
∑
a,b,c
4|R1abc,1|2 ≤ 4
∑
a,b,c
|
∑
d
Rdabc,d|2 + C|δRm||∇Rm|+ C|δRm|2
≤ 4(n− 2)
∑
a,b,c,d
|Rdabc,d|2 + C|δRm||∇Rm|+ C|δRm|2.
Therefore,∑
a,b,c
4|R1abc,1|2 ≤ 3n− 8
4n− 84
∑
a,b,c
4|R1a1b,c|2 + n
4n− 84(n− 2)
∑
a,b,c,d
|Rdabc,d|2
+ C|δRm||∇Rm|+ C|δRm|2
≤ n
2
(
∑
a,b,c
4|R1a1b,c|2 +
∑
a,b,c,d
2|Rdabc,d|2) + C|δRm||∇Rm|+ C|δRm|2,
where we use that 3n−8
n−2 ≤ n2 . Since
∑
a,b,c,d 2|Rdabc,d|2 ≤
∑
a,b,c,d,e |Rabcd,e|2, we get∑
a,b,c
4|R1abc,1|2 ≤ n
2
(
∑
a,b,c
4|R1a1b,c|2 +
∑
a,b,c,d,e
|Rabcd,e|2) + C|δRm||∇Rm|+ C|δRm|2.
For I and III, by Rabcd,1 + Rab1c,d + Rabd1,c = 0 and R1a1b,1 +
∑
cRca1b,c = δRm, we
have ∑
a,b,c,d
|Rabcd,1|2 ≤ 2
∑
a,b,c,d
(|Rab1c,d|2 + |Rabd1,c|2) =
∑
a,b,c,d
4|R1abc,d|2,
∑
a,b
4|R1a1b,1|2 ≤ 4
∑
a,b
|
∑
c
Rca1b,c|2 + C|δRm||∇Rm|+ C|δRm|2
≤ 4(n− 2)
∑
a,b,c
|Rca1b,c|2 + C|δRm||∇Rm|+ C|δRm|2.
Since
∑
a,b,c |Rca1b,c|2 ≤ 12
∑
a,b,c,d |R1abc,d|2, we get∑
a,b,c,d
|Rabcd,1|2 +
∑
a,b
4|R1a1b,1|2 ≤ n
2
∑
a,b,c,d
4|R1abc,d|2 + C|δRm||∇Rm|+ C|δRm|2.
Combing inequalities of I, II and III and noting that
∑
a |∇aRm|2 =
∑
a,b,c 4|R1a1b,c|2+∑
a,b,c,d,e |Rabcd,e|2 +
∑
a,b,c,d 4|R1abc,d|2, we obtain |∇1Rm|2 ≤ n2
∑
a |∇aRm|2
+C|δRm||∇Rm|+ C|δRm|2. Adding n
2
|∇1Rm|2 on both sides gives the inequality.
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Lemma 7. Let n ≥ 4. There exists C = C(n) such that for any metric,
sup
|v|=1
|∇vW |2 ≤ n− 1
n+ 1
|∇W |2 + C|δW ||∇W |+ C|δW |2,
and therefore,
sup
|v|=1
|∇vRm|2 ≤ n− 1
n + 1
|∇Rm|2 + C|∇Rc||∇Rm|+ C|∇Rc|2.
Proof. We recall some basic facts about curvatures. Let A = 1
n−2(Rc − R2(n−1)g). Then
Rijkl =Wijkl+Aikgjl+Ajlgik−Ailgjk−Ajkgil. In a short hand, we write Rm =W+A⊙g. It
is known that |Rm|2 = |W |2+|A⊙g|2.Moreover, (δW )jkl = ∇iWijkl = (n−3)(Ajl,k−Ajk,l).
Using the second Bianchi, we have
0 = Wijkl,m +Wijmk,l +Wijlm,k + dA⊗ g =Wijkl,m +Wijmk,l +Wijlm,k + δW ⊗ g,
where (dA)jkl = Ajl,k − Ajk,l and dA⊗ g represents tensor products of dA and g.
Let {e1 = v, · · · , en} be an orthonormal basis at the point. Wijkl,1 consists of three
kinds: I = {W1a1b,1,W1ab1,1, · · · }, II = {W1abc,1,Wa1bc,1, · · · } and III = {Wabcd,1, · · · },
where Wijkl has 2, 1 and 0 indices of 1 respectively. Without loss of generality, we may
assume W1a1b,1 is diagonal. Note that |∇1W |2 =
∑
a,b,c 4|W1abc,1|2 +
∑
a,b,c,d |Wabcd,1|2 +∑
a,b 4|W1a1b,1|2.
In what follows, the summation over {a 6= b 6= c} represents the summation over
distinct a, b, c and the summation over {a, b, c} represents the summation over all triples
{a, b, c} (without the order).
For II, note that
∑
a,b,c 4|W1abc,1|2 =
∑
a6=b6=c 4|W1abc,1|2 +
∑
a6=b 8|W1aba,1|2. Since
W1abc,1 +W1a1b,c +W1ac1,b = δW ⊗ g and W1abc,1 +
∑
dWdabc,d = δW, we get∑
a6=b6=c
4|W1abc,1|2 ≤
∑
a6=b6=c
4|W1a1b,c −W1a1c,b|2 + C|δW ||∇W |+ C|δW |2
=
∑
{a,b,c}
8(|W1a1b,c −W1a1c,b|2 + |W1b1a,c −W1b1c,a|2 + |W1c1a,b −W1c1b,a|2)
+C|δW ||∇W |+ C|δW |2.
Therefore,∑
a6=b6=c
4|W1abc,1|2 ≤ 24
∑
{a,b,c}
(|W1a1b,c|2 + |W1a1c,b|2 + |W1b1c,a|2) + C|δW ||∇W |+ C|δW |2
= 3
∑
a6=b6=c
4|W1a1b,c|2 + C|δW ||∇W |+ C|δW |2.
On the other hand, for n ≥ 5∑
a6=b6=c
4|W1abc,1|2 ≤
∑
a6=b6=c
4|
∑
d
Wdabc,d|2 + C|δW ||∇W |+ C|δW |2
≤ 2(n− 2)
∑
a6=b6=c,d
2|Wdabc,d|2 + C|δW ||∇W |+ C|δW |2.
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Hence,
∑
a6=b6=c
4|W1abc,1|2 ≤ 3n− 7
4n− 8 3
∑
a6=b6=c
4|W1a1b,c|2 + n− 1
4n− 82(n− 2)
∑
a6=b6=c,d
2|Wdabc,d|2
+ C|δW ||∇W |+ C|δW |2
≤ n− 1
2
(
∑
a6=b6=c
4|W1a1b,c|2 +
∑
a6=b6=c,d
2|Wdabc,d|2) + C|δW ||∇W |+ C|δW |2,
(16)
where we use 3n−7
4n−8 · 3 ≤ n−12 for n ≥ 5. For n = 4,∑
a6=b6=c
4|W1abc,1|2 ≤ 3
∑
a6=b6=c
4|W1a1b,c|2 + C|δW ||∇W |+ C|δW |2
≤ 3
∑
a6=b6=c,d
4|Wdadb,c|2 + C|δW ||∇W |+ C|δW |2.
Therefore,
∑
a6=b6=c
4|W1abc,1|2 ≤ 3
2
(
∑
a6=b6=c
4|W1a1b,c|2+
∑
a6=b6=c,d
4|Wdadb,c|2)+C|δW ||∇W |+C|δW |2. (17)
For
∑
a6=b 8|W1aba,1|2, by Cauchy inequality we have∑
a6=b
8|W1aba,1|2 ≤
∑
a6=b
4|W1a1b,a −W1a1a,b|2 +
∑
a6=b
4|Wbaba,b +
∑
d6=b
Wdaba,d|2
+ C|δW ||∇W |+ C|δW |2
≤ 4
∑
a6=b
(
n− 1
n− 3(|W1a1b,a|
2 + |
∑
d6=b
Wdaba,d|2) + n− 1
2
(|W1a1a,b|2 + |Wbaba,b|2))
+ C|δW ||∇W |+ C|δW |2.
Thus,
∑
a6=b
8|W1aba,1|2 ≤ n− 1
2
∑
a6=b
(8|W1a1b,a|2 + 4|W1a1a,b|2 + 4|Wbaba,b|2) + n− 1
2
∑
d6=b6=a
8|Wdaba,d|2
+ C|δW ||∇W |+ C|δW |2. (18)
Combing (16), (17) and (18), we get
∑
a,b,c
4|W1abc,1|2 ≤ n− 1
2
(
∑
a,b,c,d,e
|Wabcd,e|2 +
∑
a,b,c
4|W1a1b,c|2) + C|δW ||∇W |+ C|δW |2.
For I and III, we separate the terms into two types. By
Wabcd,1 +Wab1c,d +Wabd1,c = δW ⊗ g, and W1a1a,1 +
∑
c
Wca1a,c = δW,
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we first have that
∑
{a,b}6={c,d}
|Wabcd,1|2 ≤ 2
∑
{a,b}6={c,d}
(|Wab1c,d|2 + |Wabd1,c|2) =
∑
{a,b}6={c,d}
4|W1cab,d|2.
The remaining terms in III plus the terms in I are
∑
a
4|W1a1a,1|2 +
∑
{a,b}={c,d}
|Wabcd,1|2
≤ 4
∑
a
|
∑
c
Wca1a,c|2 + 4
∑
a<b
|Wabab,1|2 + C|δW ||∇W |+ C|δW |2
≤ 4
∑
a
|
∑
c
Wca1a,c|2 + 4
∑
a<b
|Wba1a,b +Wab1b,a|2 + C|δW ||∇W |+ C|δW |2.
Define an (n − 1) × (n − 1) matrix by Mab = Wab1b,a. Then Mab = 0 when a = b and∑
bMab = 0 for all a.
Claim:
∑
a |
∑
cMca|2 +
∑
a<b |Mba +Mab|2 ≤ (n− 1)
∑
a,b |Mab|2.
Assuming the claim, we get that
4
∑
a
|
∑
c
Wca1a,c|2 + 4
∑
a<b
|Wba1a,b +Wab1b,a|2 ≤ n− 1
2
∑
a,b
8|W1bab,a|2.
Note that
∑
a |∇aW |2 =
∑
a,b,c 4|W1a1b,c|2 +
∑
a,b,c,d,e |Wabcd,e|2 +
∑
a,b,c,d 4|W1abc,d|2 and∑
{a,b}6={c,d} 4|W1cab,d|2+
∑
a,b 8|W1bab,a|2 ≤
∑
a,b,c,d 4|W1abc,d|2. Now combing inequalities of
I, II and III, we obtain |∇1W |2 ≤ n−12
∑
a |∇aW |2+C|δW ||∇W |+C|δW |2, which proves
the first part of the lemma. The second part follows by the curvature decomposition
|∇Rm|2 = |∇W |2 + |∇A⊙ g|2.
It remains to prove the Claim. We use Lagrange multiplier to estimate the maximum
of F =
∑
a |
∑
cMca|2+
∑
a<b |Mba+Mab|2 under the constraints H0 =
∑
a,b |Mab|2−1 = 0
and Ha =
∑
bMab = 0 for (n− 1)× (n− 1) matrices Mab satisfying Mab = 0 when a = b.
At a critical point, we have ∇F = λ0∇H0 +
∑
a λa∇Ha. Therefore,
Mab +Mba +
∑
c
Mcb = λ0Mab +
λa
2
. (19)
Fixing a and using Hc = 0, we get
∑
bMab+
∑
bMba+
∑
b6=a
∑
cMcb =
∑
bMba−
∑
cMca =
(n − 1)λa
2
. Hence, λa = 0 for all a. Thus, ∇F = λ0∇H0. This is the equation for the
quadratic polynomial F under the constraint H0 = 0. Therefore, the maximum of F is
the maximum of λ0. Going back to (19), we have
∑
aMab +
∑
aMba +
∑
a6=b
∑
cMcb =
(n − 1)∑aMab = λ0∑aMab. Hence, either λ0 = n − 1 or ∑aMab = 0 for all b. If∑
aMab = 0 for all b, then F =
∑
a<b |Mba+Mab|2 ≤ 2
∑
a,b |Mab|2 = 2 < n− 1. Thus, we
conclude that F ≤ n− 1.
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We remark that for Ricci flat manifolds, it was shown in [2], [5] that |∇|W ||2 ≤
n−1
n+1
|∇W |2.
Now we study special cases when g is Kahler or self-dual with constant R. We will
show that sup|v|=1 |∇vRc|2 ≤ nn+2 |∇Rc|2, which is stronger than |∇|Rc||2 ≤ nn+2 |∇Rc|2.
It was shown in [26] that in dimension 4 for metrics satisfying δW+ = 0 with constant R,
it holds |∇|Rc||2 ≤ 2
3
|∇Rc|2.
Lemma 8. Let n = 2m ≥ 4. Suppose g is Kahler and R is constant. Then
sup
|v|=1
|∇vRc|2 ≤ n
n+ 2
|∇Rc|2.
Proof. Let {e1 = v, · · · , em, Je1, · · · , Jem} be an orthonormal basis at the point. The
letters i, j, k, l are indices from 1 to m and a, b, c, d are from 2 to m. The curvatures ∇1Rc
consists of three different kinds (if m ≥ 3 only the first two kinds): I = {Rii,1}, II =
{R1a,1, R1Ja,1}, and III = {Rab,1, RaJb,1, for a < b}. Note that |∇Rc|2 =
∑
i |∇iRc|2 +∑
Ji |∇JiRc|2 and
|∇1Rc|2 =
∑
ij
2(|Rij,1|2 + |RiJj,1|2) =
∑
i
2|Rii,1|2 +
∑
1≤i<b
4(|Rib,1|2 + |RiJb,1|2).
For I, by (7) and RZaZ¯a,Z1 = RZ1Z¯a,Za , we get
Raa,1 = R1a,a +R1Ja,Ja, and Raa,J1 = R1a,Ja − R1Ja.a.
Therefore, using
∑
iRii is constant we have∑
i
2|Rii,1|2 = 2|
∑
a
Raa,1|2 + 2
∑
a
|Raa,1|2 ≤ 2m
∑
a
|Raa,1|2
= 2m
∑
a
|R1a,a +R1Ja,Ja|2 ≤ m
∑
a
4(|R1a,a|2 + |R1Ja,Ja|2).
For II and III, let 1 ≤ i < b ≤ m. By (7) and RZbZ¯i,Z1 = RZ1Z¯i,Zb, we get
Rib,1 = RiJb,J1 +R1i,b +R1Ji,Jb, and RiJb,1 = −Rib,J1 −R1Ji,b +R1i,Jb.
Therefore,
R1b,1 = R1Jb,J1 +R11,b, and R1Jb,1 = −R1b,J1 +R11,Jb.
Using |R11,b|2 ≤ (m− 1)
∑
a |Raa,b|2 and 8m−1m ≤ 2m, II becomes∑
a
4(|R1a,1|2 + |R1Ja,1|2) ≤ 8
∑
a
(|R11,a|2 + |R11,Ja|2 + |R1Ja,J1|2 + |R1a,J1|2)
≤ 8m− 1
m
∑
i,a
(|Rii,a|2 + |Rii,Ja|2) + 8
∑
a
(|R1Ja,J1|2 + |R1a,J1|2)
≤ m
∑
i,a
2(|Rii,a|2 + |Rii,Ja|2) +m
∑
a
4(|R1Ja,J1|2 + |R1a,J1|2).
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Similarly, for 1 < a < b ≤ m,
Rab,1 = RaJb,J1 +R1a,b +R1Ja,Jb, and RaJb,1 = −Rab,J1 − R1Ja,b +R1a,Jb.
And III becomes∑
a<b
4(|Rab,1|2 + |RaJb,1|2) =
∑
a<b
4(|RaJb,J1 +R1a,b +R1Ja,Jb|2 + |Rab,J1 +R1Ja,b −R1a,Jb|2)
≤ m
∑
a<b
4(|RaJb,J1|2 + |Rab,J1|2 + |R1a,b|2 + |R1Ja,b|2 + |R1Ja,Jb|2 + |R1a,Jb|2),
where we use m ≥ 3. (Note that when m = 2, there is no terms in III.)
Combining I, II and III (when m = 2, combining only I and II),
|∇1Rc|2 ≤ m(
∑
i,a
2(|Rii,a|2 + |Rii,Ja|2) +
∑
a,b
4(|R1a,b|2 + |R1Ja,b|2)
+
∑
1≤i<b,j
4(|Rib,Jj|2 + |RiJb,Jj|2)) ≤ m(
∑
a
|∇aRc|2 +
∑
i
|∇JiRc|2).
Adding m|∇1Rc|2 on both sides gives the inequality.
We consider a weaker condition δW− = 0 (δW+ = 0) than (anti-)self-dual.
Lemma 9. Let n = 4. Suppose δW+ = 0 (or δW− = 0), and R is constant. Then
sup
|v|=1
|∇vRc|2 ≤ 2
3
|∇Rc|2.
Proof. We will prove the case when δW+ = 0. The proof for the case δW− = 0 is similar.
Let {e1 = v, e2, e3, e4} be an orthonormal basis at the point. The indices i, j, k are from
1 to 4 and a, b, c are from 2 to 4. Without loss of generality, we may assume Rab,1 is
diagonal. Hence, Rij,1 consists of two different kinds: I = {Rii,1} and II = {R1a,1, Ra1,1}.
Since δW+ = 0, we have 1
2
dRc = dA = δW = δW− ∈ T ∗M ⊗ Λ2−. Therefore, dRc is
perpendicular to Λ2+. Recall that a basis for Λ
2
+ is { 1√2(e1 ∧ e2+ e3 ∧ e4), 1√2(e1 ∧ e3− e2 ∧
e4),
1√
2
(e1 ∧ e4 + e2 ∧ e3)}. Hence, we obtain the following twelve equations:


Ri2,1 = Ri1,2 +Ri3,4 − Ri4,3,
Ri3,1 = Ri1,3 +Ri4,2 − Ri2,4,
Ri4,1 = Ri1,4 +Ri2,3 − Ri3,2,
(20)
for i = 1, · · · , 4.
For terms in I, by (20) we get
R22,1 = R12,2 +R23,4 − R24,3,
R33,1 = R13,3 +R34,2 − R32,4,
R44,1 = R14,4 +R42,3 − R43,2,
R11,1 = −R22,1 −R33,1 − R44,1 = −R12,2 −R13,3 − R14,4.
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Therefore,
|R11,1|2 + |R22,1|2 + |R33,1|2 + |R44,1|2
= 4(|R12,2|2 + |R13,3|2 + |R14,4|2 + |R23,4|2 + |R24,3|2 + |R34,2|2)− (R23,4 +R24,3 +R34,2)2
−(R12,2 − R13,3 −R23,4)2 − (R13,3 − R14,4 −R34,2)2 − (R14,4 − R12,2 − R24,3)2
≤ 4(|R12,2|2 + |R13,3|2 + |R14,4|2 + |R23,4|2 + |R24,3|2 + |R34,2|2).
For II, using (20) again and the Bianchi identity R21,1 = −R22,2−R23,3−R24,4, we get
|R12,1|2 + |R21,1|2 = |R11,2 +R13,4 − R14,3|2 + |R22,2 +R23,3 + R24,4|2
= 2(|R11,2|2 + |R22,2|2) + 4(|R13,4|2 + |R14,3|2 + |R23,3|2 + |R24,4|2)− 2(R13,4 +R14,3)2
−2(R23,3 − R24,2)2 − (R11,2 +R14,3 − R13,4)2 − (R22,2 − R23,3 −R24,4)2
≤ 2(|R11,2|2 + |R22,2|2) + 4(|R13,4|2 + |R14,3|2 + |R23,3|2 + |R24,4|2).
Similarly, we also have
|R13,1|2 + |R31,1|2 ≤ 2(|R11,3|2 + |R33,3|2) + 4(|R12,4|2 + |R14,2|2 + |R32,2|2 + |R34,4|2),
|R14,1|2 + |R41,1|2 ≤ 2(|R11,4|2 + |R44,4|2) + 4(|R12,3|2 + |R13,2|2 + |R42,2|2 + |R43,3|2).
Adding the above three inequalities and the one from I together, we get |∇1Rc|2 ≤
2
∑
a |∇aRc|2. Therefore, |∇1Rc|2 ≤ 23 |∇Rc|2.
4 Proofs of Theorem 1, 2 and Proposition 2
Proof of Proposition 2. Note that ∇iXj = δij + Γ ∗X. We compute
∫
Ω
〈∆T,X i∇iT 〉dV = −
∫
Ω
〈∇jT,∇j(X i∇iT )〉dV +
∫
∂Ω
〈∇νT,X i∇iT 〉dσ
= −
∫
Ω
〈∇jT,∇jT + Γ ∗X ∗ ∇T +X i∇j∇iT 〉dV +
∫
∂Ω
〈∇νT,X i∇iT 〉dσ,
where ν is the unit outer normal. Exchanging the derivatives, we get
∫
Ω
〈∆T,X i∇iT 〉dV ≤ −
∫
Ω
〈∇jT,∇jT + Γ ∗X ∗ ∇T +X i∇i∇jT +X ∗Rm ∗ T 〉dV
+
∫
∂Ω
〈∇νT,X i∇iT 〉dσ
=
∫
Ω
(−|∇T |2 − 1
2
X i∇i|T |2 +∇T ∗ ∇T ∗ Γ ∗X
+ ∇T ∗ T ∗X ∗Rm)dV +
∫
∂Ω
〈∇νT,X i∇iT 〉dσ.
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Therefore,∫
Ω
〈∆T,X i∇iT 〉dV =
∫
Ω
(
n− 2
2
|∇T |2 +∇T ∗ ∇T ∗ Γ ∗X +∇T ∗ T ∗Rm ∗X
)
dV
+
∫
∂Ω
〈∇νT,X i∇iT 〉dσ −
∫
∂Ω
1
2
〈X, ν〉|∇T |2dσ.
Now we are ready to prove the main theorems.
Proof of Theorem 1. By Bando-Kasue-Nakajima [2], if |Rm| = O(r−(2+α)), then there
exist coordinates of order α. The problem boils down to estimating the decay of |Rm|.
Let Dr be the complement of the geodesic ball of radius r. Applying Lemma 2 to (4)
we have |Rm| ∈ Ln2 γ.Moreover, by Lemma 2 (a) with p = 2n
n−2 and the Sobolev inequality,
sup
D2r
|Rm| ≤ Cr−n−22 ‖Rm‖
L
2n
n−2 (Dr)
+ Cr−(s+2) ≤ Cr−n−22 ‖∇Rm‖L2(Dr) + Cr−(s+2). (21)
The formula (21) passes the decay of
∫
Dr
|∇Rm|2dV to that of |Rm|. We will use Po-
hozaev’s identity and apply ODE estimates (Lemma 5) to f(r) =
∫
Dr
|∇Rm|2dV to get
the decay of f(r). Then apply the above regularity.
(a) Case 1. n ≥ 5.
By Lemma 2, we get that |Rm| = O(r−α0) for all α0 < min{n− 2, s+ 2}. Therefore,
α0 > 0. By Proposition 3, we have |∇kRm| = O(r−(α0+k)). By [2], there exist coordinates
x and 0 < δ0 < 1 such that C
−1r ≤ |x| ≤ Cr, |g − δ| = O(|x|−δ0) = O(r−δ0) and
|∂g| = O(|x|−δ0−1) = O(r−δ0−1), where δ is the standard metric on the Euclidean space.
Since distances |x| and r are equivalent, we will still denote |x| by r and denote by Dr
the complement of the coordinates ball of radius r and by Sr the coordinates sphere of
radius r.
Applying Proposition 2 with T = Rm and Ω = Dr and using (4), we obtain∫
Dr
(∇δRm ∗X ∗ ∇Rm+Rm ∗Rm ∗X ∗ ∇Rm)dV =
∫
Dr
∆RijklXpRijkl,pdV
≥
∫
Dr
(
n− 2
2
|∇Rm|2 − C|∇Rm|2|Γ||X| − C|∇Rm||Rm|2|X|)dV
+
∫
Sr
νpRijkl,pXqRijkl,qdσ −
∫
Sr
1
2
Xkνk|∇Rm|2dσ,
where ν is the unit outward normal. Note that ν = −X
r
+O(r−δ0). Hence,∫
Dr
n− 2
2
|∇Rm|2dV ≤
∫
Dr
C(|∇Rm|2|Γ||X|+ |∇Rm||Rm|2|X|+ |∇δRm||X||∇Rm|)dV
+ r
∫
Sr
|∇νRm|2dσ − r
∫
Sr
1
2
|∇Rm|2dσ + C
∫
Sr
|∇Rm|2r1−δ0dσ.
(22)
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By Lemma 6, the above formula becomes
∫
Dr
n− 2
2
|∇Rm|2dV ≤
∫
Dr
C(|∇Rm|2|Γ||X|+ |∇Rm||Rm|2|X|+ |∇δRm||X||∇Rm|)dV
+
(
n
n + 2
− 1
2
+ Cr−δ0
)
r
∫
Sr
|∇Rm|2dσ + r
∫
Sr
C(|δRm|2 + |δRm||∇Rm|)dσ. (23)
Using |∇kδRm| = O(r−(k+s+3)) and |∇Rm| = O(r−(α0+1)), we have
∫
Dr
(
n− 2
2
− ǫ
)
|∇Rm|2dV ≤
(
n− 2
2(n+ 2)
+ ǫ
)
r
∫
Sr
|∇Rm|2dσ
+ O(r−(2s+6−n) + r−(4α0−2−n) + r−(2α0+2−n+δ0)).
Hence, for some ǫ′ small
∫
Dr
|∇Rm|2dV ≤ (n+2−ǫ′)−1r
∫
Sr
|∇Rm|2dσ+O(r−(2s+6−n)+r−(4α0−2−n)+r−(2α0+2−n+δ0)).
(24)
When s ≥ n − 2, we have 2α0 + 2 − n + δ0 > 2s + 6 − n ≥ n + 2. If n ≥ 6, then
4α0 − 2 − n = 3n − 10 − ǫ˜ > n + 2 − ǫ′ by choosing ǫ˜ ≪ ǫ′. Hence, by Lemma 5 with
f(r) =
∫
Dr
|∇Rm|2dV, we have ∫
Dr
|∇Rm|2dV = O(r−(n+2−ǫ′)). Since |x| and the geodesic
distance are equivalent, we can apply (21) to the complement of the coordinates ball Dr.
Thus, |Rm| = O(r−(n− ǫ′2 ) + r−(s+2)) = O(r−(n− ǫ′2 )). Therefore, |Rm| = O(r−α) for all
α < n. If n = 5, 4α0 − 2 − n = 5 − ǫ˜ < n + 2 − ǫ′ = 7 − ǫ′. Again, by Lemma 5 we
get
∫
Dr
|∇Rm|2dV = O(r−(5−ǫ˜)). By (21), |Rm| = O(r−(4− ǫ˜2 )). Go back to (24) now with
α0 = 4 − ǫ˜2 . Then 4α0 − 2− n = 9 − 2ǫ˜ > n + 2− ǫ′ = 7− ǫ′. By Lemma 5 and (21), we
finally obtain |Rm| = O(r−(5− ǫ′2 )) and hence |Rm| = O(r−α) for all α < 5. This completes
the proof for s = n− 2.
When s > n− 2, by (23) with |Rm| = O(r−α) and |∇Rm| = O(r−(α+1)) (by Proposi-
tion 3), we have
∫
Dr
n− 2
2
|∇Rm|2dV ≤
(
n
n+ 2
− 1
2
)
r
∫
Sr
|∇Rm|2dσ
+ O(r−(2α+2+δ0−n) + r−(2s+6−n) + r−(α+s+4−n) + r−(3α−n)).
Let α = n− ǫ˜ be close to n. Then 2α+2+ δ0−n, 2s+6−n, α+ s+4−n and 3α−n are
all strictly larger than n+2. Hence,
∫
Dr
|∇Rm|2dV ≤ (n+2)−1r ∫
Sr
|∇Rm|2dσ+O(r−β)
for some β > n + 2. By Lemma 5 and (21) again, |Rm| = O(r−n).
When n − 4 ≤ s < n − 2, we have 2α0 + 2 − n + δ0, n + 2 − ǫ′ > 2s + 6 − n. If
n ≥ 6, then 4α0 − 2 − n = 3n − 10 − ǫ˜ > 2s + 6 − n. Applying Lemma 5 to (24) gives∫
Dr
|∇Rm|2dV = O(r−(2s+6−n)). Thus, |Rm| = O(r−(s+2)). If n = 5 and 2s + 1 < 5, then
2s+6− n < 4α0− 2− n = 5− ǫ˜. By Lemma 5, (24) and (21), we get |Rm| = O(r−(s+2)).
If n = 5 and 2s + 1 ≥ 5, then 2s + 6 − n > 4α0 − 2 − n = 5 − ǫ˜. Hence, |Rm| =
20
O(r−(4−
ǫ˜
2
)). Applying the same argument to (24) with α0 = 4 − ǫ˜2 , we finally arrive at
|Rm| = O(r−(s+2)).
When s < n− 4, we have n+ 2− ǫ′, 2α0 + 2− n+ δ0 > 2s+ 6− n and 4α0 − 2− n =
4s+ 6− n− ǫ˜ > 2s+ 6− n. By Lemma 5, (24) and (21), we get |Rm| = O(r−(s+2)).
Case 2. n = 4.
Consider the equation (4). By Lemma 2 (a) and Proposition 3, we have
|Rm| ≤ Cr−4/p‖Rm‖Lp + Cr−(2+s),∫
Br
|∇Rm|2dV ≤ Cr−2
∫
B2r
|Rm|2dV + Cr−2(s+1), (25)
for p > 1. Since |Rm|2 is integrable, let ∫
Dr
|Rm|2dV = ǫ0(r)2, where ǫ0(r)→ 0 when r →
∞. Therefore, by [25], we have |g − δ| ≤ Cǫ0(r), |∂g| ≤ Cǫ0(r)/r and |Rm| ≤ Cǫ0(r)/r2.
By (23), (noting that ν = −X
r
+ o(1), then r−δ0 becomes ǫ0(r) in (23))
∫
Dr
|∇Rm|2dV ≤
∫
Dr
C(|∇Rm|2|Γ||X|+ |∇Rm||Rm|2|X|+ |∇δRm||X||∇Rm|)dV
+ (
1
6
+ Cǫ0(r))r
∫
Sr
|∇Rm|2dσ + r
∫
Sr
C(|δRm|2 + |δRm||∇Rm|)dσ. (26)
Let Ar = {x : r/2 < |x| < 3r/2}. By (25) and Sobolev inequality,∫
Ar
|∇Rm||Rm|2rdV ≤ Cr‖∇Rm‖L2(Ar)‖Rm‖2L4(Ar) ≤ Cr‖∇Rm‖3L2(Ar)
≤ C(‖Rm‖L2(Ar) + r−s)‖∇Rm‖2L2(Ar).
Hence, ∫
Dr
|∇Rm||Rm|2|X|dV ≤ C(ǫ0(r) + r−s)‖∇Rm‖2L2(Dr).
Now (26) becomes
(1− ǫ0(r)− ǫ)
∫
Dr
|∇Rm|2dV ≤ C
∫
Dr
|∇δRm|2|X|2dV
+ (ǫ+
1
6
+ Cǫ0(r))r
∫
Sr
|∇Rm|2dσ + r
∫
Sr
C|δRm|2dσ
for some ǫ > 0 small. Thus, by |∇kδRm| = O(r−(s+3+k)) for some ǫ′ small
∫
Dr
|∇Rm|2dV ≤ (6− ǫ′)−1r
∫
Sr
|∇Rm|2dσ +O(r−(2s+2)). (27)
When s ≥ 2, we have 2s + 2 ≥ 6. Hence, by Lemma 5, we have ∫
Dr
|∇Rm|2dV =
O(r−(6−ǫ
′)). By (21), |Rm| = O(r−(4− ǫ′2 )). Therefore, |Rm| = O(r−α) for all α < 4. This
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completes the proof for s = 2 case. When s > 2, now |Rm| = O(r−α) for α = 4− ǫ˜. Thus,
by [2] there exist coordinates such that |g − δ| = O(r−δ0) and |∂g| = O(r−δ0−1) for some
fixed δ0. The rest of the argument is exactly the same as in Case 1 (n ≥ 5), s > n − 2.
We have∫
Dr
|∇Rm|2dV ≤ 1
6
r
∫
Sr
|∇Rm|2dσ +O(r−(2α−2+δ0) + r−(2s+2) + r−(α+s) + r−(3α−4)).
We can check that 2α − 2 + δ0, 2s + 2, α + s and 3α − 4 are all strictly larger than 6.
Hence, By Lemma 5 and (21), |Rm| = O(r−4).
When s < 2, we have 2s+2 < 6−ǫ′. Applying Lemma 5 to (27) gives ∫
Dr
|∇Rm|2dV =
O(r−(2s+2)). Thus, |Rm| = O(r−(s+2)).
(b) Since δRm = dRc, |∇kδRm| ≤ |∇k+1Rc|. And by (a) we already know that
|g − δ| = O(r−δ0), |∂g| = O(r−δ0−1) and |Rm| = O(r−α) for all α < n. We will prove
that under assumptions |∇Rc| = O(r−(n+1)) and ∫
Dr
|∇2Rc|2dV = O(r−(n+4)) we have
|Rm| = O(r−n).
By (22) and Lemma 7,
∫
Dr
n− 2
2
|∇Rm|2dV ≤
∫
Dr
C(|∇Rm|2|Γ||X|+ |∇Rm||Rm|2|X|+ |∇2Rc||X||∇Rm|)dV
+
(
n− 1
n + 1
− 1
2
+ Cr−δ0
)
r
∫
Sr
|∇Rm|2dσ + r
∫
Sr
C(|∇Rc|2 + |∇Rc||∇Rm|)dσ.
Therefore,
∫
Dr
(
n− 2
2
− ǫ
)
|∇Rm|2dV ≤
∫
Dr
C(|Rm|4|X|2 + |∇2Rc|2|X|2)dV
+
(
n− 1
n+ 1
− 1
2
+ ǫ
)
r
∫
Sr
|∇Rm|2dσ + r
∫
Sr
C|∇Rc|2dσ (28)
for some ǫ > 0 small. Hence, for some ǫ′ > 0 small.
∫
Dr
|∇Rm|2dV ≤
(
(n+ 1)(n− 2)
n− 3 − ǫ
′
)−1
r
∫
Sr
|∇Rm|2dσ +O(r−(n+2) + r−(4α−2−n)).
Since 4α − 2 − n = 3n− 2 − ǫ˜ and (n+1)(n−2)
n−3 − ǫ′ are both strictly larger than n + 2, by
Lemma 5 we have
∫
Dr
|∇Rm|2dV = O(r−(n+2)). Finally, by (21), |Rm| = O(r−n).
Proof of Theorem 2. We will use the coupled system (8). By (11) and the work by Tian-
Viaclovsky [25], we first get that (M, g) has the maximum volume growth and is ALE
of order zero. Then harmonic metrics case follows by Theorem 1 by letting s → ∞. It
remains to prove the case of Kahler metrics and (anti-)self-dual metrics.
Since Rc satisfies ∆Rc = Rc ∗Rm, we have
∆|Rc| ≥ −C|Rc||Rm|.
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By Lemma 8 and 9,
∆|Rc|1− 2n ≥ −C|Rc|1− 2n |Rm|.
By Lemma 1 (b), we have |Rc|1− 2n = O(r−α0) for all α0 < n− 2. Thus |Rc| = O(r−α1) for
all α1 < n. By Lemma 1 (a) and the Sobolev inequality.
sup
D2r
|Rc| ≤ Cr−n−22 ‖Rc‖
L
2n
n−2 (Dr)
≤ Cr−n−22 ‖∇Rc‖L2(Dr). (29)
Let γ = n
n−2 > 1.
Case 1. n ≥ 5.
Applying Lemma 2 (c) to the equation ∆|Rm| ≤ −C|Rm|2 − C|∇2Rc| and using (9)
with q = n
2
γ, we get that |Rm| = O(r−α2) for all α2 < n− 2. Therefore, α2 > 2. By (11),
we have |∇kRm| = O(r−(α2+k)). Hence, by [2], there exist coordinates x and 0 < δ0 < 1
such that C−1r ≤ |x| ≤ Cr, |g − δ| = O(r−δ0) and |∂g| = O(r−δ0−1). Since distances |x|
and r are equivalent, we will still denote |x| by r and denote by Dr the complement of
the coordinates ball of radius r and by Sr the coordinates sphere of radius r.
Applying Proposition 2 with T = Rc and Ω = Dr and using (8), we obtain∫
Dr
Rc ∗Rm ∗X ∗ ∇Rc dV =
∫
Dr
∆RijXkRij,kdV
≥
∫
Dr
(
n− 2
2
|∇Rc|2 − C|∇Rc|2|Γ||X| − C|∇Rc||Rc||Rm||X|
)
dV
+
∫
Sr
νlRij,lXkRij,kdσ −
∫
Sr
1
2
Xkνk|∇Rc|2dσ,
where ν is the unit outward normal. Note that ν = −X
r
+ O(r−δ0). By Lemma 8 and 9
again, the above formula becomes
∫
Dr
n− 2
2
|∇Rc|2dV ≤
(
n
n+ 2
− 1
2
)
r
∫
Sr
|∇Rc|2dσ + C
∫
Sr
|∇Rc|2r1−δ0dσ
+ C
∫
Dr
(|∇Rc|2|Γ||X|+ |∇Rc||Rc||Rm||X|)dV.
Since |x| and the geodesic distance are equivalent, we can apply (9), (10) and (11) on Dr,
the complement of coordinates ball. Use (9) to get that ‖∇Rc‖L2(D2r) ≤
Cr−
2
γ
+n
2 ‖∇Rc‖
L
n
2
γ(D2r)
≤ Cr−3+n2 ‖Rc‖
L
n
2 (Dr)
= O(r−(α1+1−
n
2
)). Observe that ∇Rc satis-
fies ∆∇Rc = Rm ∗ ∇Rc +∇Rm ∗Rc. Thus, ∆|∇Rc| ≥ −C|Rm||∇Rc| − C|∇Rm ∗Rc|.
Applying Lemma 2 (a) to the above equation with p = 2 and q = n
2
γ, and using
sup|x|=r |∇Rm| = O(r−(α2+1)) we get
sup
D2r
|∇Rc| ≤ Cr−n2 ‖∇Rc‖L2(Dr) + Cr2 sup
Dr
|∇Rm||Rc|
= O(r−(α1+1) + r−(α2+α1−1)) = O(r−(α1+1)). (30)
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Therefore,∫
Dr
|∇Rc|2dV ≤ 1
n + 2
r
∫
Sr
|∇Rc|2dσ +O(r−(2α1+2+δ0−n + r−(2α1+α2−n)).
Since 2α1 + α2 − n > 2α1 + 2 + δ0 − n > n + 2, by Lemma 5 with f =
∫
Dr
|∇Rc|2dV,
we have
∫
Dr
|∇Rc|2dV = O(r−(n+2)) and by (29), |Rc| = O(r−n). (Since |x| and the
geodesic distance are equivalent, we can apply (29) on Dr, the complement of coordinates
ball.) Note that the above Rc estimates are independent of the dimensions once we have
|g − δ| = O(r−δ0).
Now we prove that |Rm| = O(r−n). Similar as before, we have sup|x|=r |∇Rc| =
O(r−(n+1)) by (30) with α1 = n now. By (9), we also have
‖∇2Rc‖L2(D2r) ≤ Cr−
2
γ
+n
2 ‖∇2Rc‖
L
n
2
γ(D2r)
≤ Cr−4+n2 ‖Rc‖
L
n
2 (Dr)
= O(r−(
n
2
+2)). (31)
By (28), we obtain∫
Dr
(
n− 2
2
− ǫ
)
|∇Rm|2dV ≤
(
n− 1
n+ 1
− 1
2
+ ǫ
)
r
∫
Sr
|∇Rm|2dσ
+ O(r−(n+2) + r−(4α2−2−n)).
Therefore,
∫
Dr
|∇Rm|2dV ≤
(
(n + 1)(n− 2)
n− 3 − ǫ
′
)−1
r
∫
Sr
|∇Rm|2dσ +O(r−(n+2) + r−(4α2−2−n))
(32)
for ǫ′ small. Note that (n+1)(n−2)
n−3 − ǫ′ > n+ 2.
When n ≥ 7, 4α2 − 2− n = 3n− 10− ǫ˜ > n+ 2. By Lemma 5, we get
∫
Dr
|∇Rm|2 =
O(r−(n+2)). Applying Lemma 2 (a) to ∆|Rm| ≥ −C|Rm|2 − C|∇2Rc| with p = 2n
n−2 and
q = n
2
γ, we have
sup
D2r
|Rm| ≤ Cr−n−22 ‖Rm‖
L
2n
n−2 (Dr)
+ Cr−n ≤ Cr−n−22 ‖∇Rm‖L2(Dr) + Cr−n. (33)
Therefore, |Rm| = O(r−n).
When n = 5 and 6, 4α2 − 2 − n = 3n − 10 − ǫ˜ < n + 2. By Lemma 5 and (33),∫
Dr
|∇Rm|2 = O(r−(3n−10−ǫ˜)) and |Rm| = O(r−(2n−6−ǫ˜)). Now going back to (32) with
α2 = 2n − 6 − ǫ˜, we have 4α2 − 2 − n = 7n − 26 − 4ǫ˜ > n + 2. Thus, by Lemma 5 and
(33) |Rm| = O(r−n).
Case 2. n = 4.
Consider the equation ∆|Rm| ≥ −C|Rm|2 − C|∇2Rc|. By (31), ‖∇2Rc‖L2(D2r) ≤
Cr−2‖Rc‖
L
n
2 (Dr)
= O(r−α1). Therefore, by Lemma 2 (a) and (10), we have
sup
D2r
|Rm| ≤ Cr−4/p‖Rm‖Lp(Dr) + Cr−α1,
‖∇Rm‖L2(Br/2(x)) ≤ Cr‖∇Rm‖L4(Br/2(x)) ≤ Cr−1‖Rm‖L2(Br(x)), (34)
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for p > 1. Since |Rm|2 is integrable, let ∫
Dr
|Rm|2dV = ǫ0(r)2, where ǫ0(r)→ 0 when r →
∞. Therefore, by [25] we have |g − δ| ≤ Cǫ0(r), |∂g| ≤ Cǫ0(r)/r and |Rm| ≤ Cǫ0(r)/r2.
By (26),∫
Dr
|∇Rm|2dV ≤
∫
Dr
C(|∇Rm|2|Γ||X|+ |∇Rm||Rm|2|X|+ |∇δRm||X||∇Rm|)dV
+ (
1
6
+ Cǫ0(r))r
∫
Sr
|∇Rm|2dσ + r
∫
Sr
C(|δRm|2 + |δRm||∇Rm|)dσ. (35)
Let Ar = {x : r/2 < |x| < 3r/2}. By (34) and Sobolev inequality,∫
Ar
|∇Rm||Rm|2rdV ≤ Cr‖∇Rm‖L2(Ar)‖Rm‖2L4(Ar) ≤ Cr‖∇Rm‖3L2(Ar)
≤ C‖Rm‖L2(B 5
4
r
\B 3
4
r
)‖∇Rm‖2L2(Ar).
Hence, ∫
Dr
|∇Rm||Rm|2|X|dV ≤ Cǫ0(r)‖∇Rm‖2L2(Dr).
Now (35) becomes
(1− ǫ0(r)− ǫ)
∫
Dr
|∇Rm|2dV ≤ C
∫
Dr
|∇δRm|2|X|2dV
+ (ǫ+
1
6
)r
∫
Sr
|∇Rm|2dσ + r
∫
Sr
C|δRm|2dσ (36)
for some ǫ > 0 small. To compute the above formula, by (9), ‖∇Rc‖L2(D2r) ≤
Cr‖∇Rc‖L4(D2r) ≤ Cr−1‖Rc‖L2(Dr) = O(r−(α1−1)). By (30) and |∇Rm| ≤ Cǫ0(r)/r3, we
get
sup
D2r
|∇Rc| ≤ Cr−2‖∇Rc‖L2(Dr) + Cr2 sup
Dr
|∇Rm||Rc|
= O((1 + ǫ0(r))r
−(α1+1))) = O(r−(α1+1)). (37)
Go back to (36). Noting that |δRm| ≤ |∇Rc|, |∇δRm| ≤ |∇2Rc| and using (37) and
‖∇2Rc‖L2(Dr) = O(r−α1) we obtain∫
Dr
|∇Rm|2dV ≤ (6− ǫ′)−1r
∫
Sr
|∇Rm|2dσ +O(r−(2α1−2))
for ǫ′ small. Since 2α1 − 2 = 6 − ǫ˜ > 6 − ǫ′ by choosing ǫ˜ ≪ ǫ′, by Lemma 5 and (33),
|Rm| = O(r−(4− ǫ′2 )). Hence, |Rm| = O(r−α) for all α < 4.
By [2], there exist coordinates x and 0 < δ0 < 1 such that C
−1r ≤ |x| ≤ Cr, |g − δ| =
O(r−δ0) and |∂g| = O(r−δ0−1). Now by the same argument as in Case 1 (n ≥ 5), (the
Rc estimates are independent of the dimensions once we have |g − δ| = O(r−δ0)) we get
|Rc| = O(r−4), |∇Rc| = O(r−5) and ‖∇2Rc‖L2 = O(r−4). Then by the same proof as in
Theorem 1 (b), we get |Rm| = O(r−4).
Finally, for both Cases 1 and 2 by [2] there exist coordinates of order n− 2.
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5 Proof of Corollary 1
Proof of Corollary 1. By going to the universal cover, we may assume the group Γ = {e}.
Since g is of C0, in particular det g is of C0 and thus V olBr ≤ Crn. Choose r small such
that (
∫
Br
|Rm|n/2dV )2/n < ǫ0, where ǫ0 is as in Lemma 3 and 4. Applying Lemma 3 to
the equation
∆|Rc| ≥ −C|Rm||Rc|
gives |Rc| = O(r−α) for all α > 0. Let Ar = {x : r/2 < |x| < 3r/2}. Let q > n/2. By (9)
‖∇2Rc‖Lq(Ar) ≤ Cr−4+
n
q ‖Rc‖
L
n
2 (B2r\B r
4
)
≤ Cr−2−α+nq
for all α > 0. Now applying Lemma 4 to the equation
∆|Rm| ≥ −C|Rm||Rm| − C|∇2Rc|
produces |Rm| = O(r−α) for all α > 0. Therefore, by [2] P342 (replacing |x|2 by |x|2−α
in our case) there exists a diffeomorphism φ of Br such that φ
∗g − δ = O(r−α+2) and
∂ φ∗g = O(r−α+1). Hence, g ∈ C1,β for some 0 < β < 1. By DeTurck-Kazdan [12], there
exist harmonic coordinates around the origin. Now apply standard regularity to
∆g = −2Rc +Q(g, ∂g)
∆Rc = Rm ∗Rc
for g in harmonic coordinates. We first have that Rc ∈ Lp(B1) for all p. By the second
equation, Rc ∈ W 2,p(B1). Going back to the first equation, the right hand side is in W 1,p.
Thus, g ∈ W 3,p(B1). Bootstrapping in this manner, we finally get that g extends to a
smooth Riemannian metric across the origin.
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