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Abstract
For any field K and directed graph E, we completely describe the elements of the
Leavitt path algebra LK(E) which lie in the commutator subspace [LK(E), LK(E)].
We then use this result to classify all Leavitt path algebras LK(E) that satisfy LK(E) =
[LK(E), LK(E)]. We also show that these Leavitt path algebras have the additional
(unusual) property that all their Lie ideals are (ring-theoretic) ideals, and construct
examples of such rings with various ideal structures.
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1 Introduction
In 2005 Abrams and Aranda Pino [1] introduced the Leavitt path algebras, which general-
ize a class of algebras universal with respect to an isomorphism property between finite-rank
free modules, studied by Leavitt [19], and provide algebraic analogues of graph C∗-algebras
(see [22]). Subsequently, Leavitt path algebras have become a lively research subject.
Let K be a field, E a directed graph, and LK(E) the associated Leavitt path algebra
(described in detail in Definition 2). In this paper we build on work began in [3] and [4],
investigating the structure of the Lie algebra, or commutator subspace, [LK(E), LK(E)] (con-
sisting all K-linear combinations of elements of the form xy − yx, for x, y ∈ LK(E)) arising
from LK(E). More specifically, in those two papers it is determined when [LK(E), LK(E)]
is simple as a Lie algebra, for certain simple Leavitt path algebras LK(E). Along the way,
a necessary and sufficient condition is given in [4] for an arbitrary linear combination of
vertices of the graph E to lie in [LK(E), LK(E)].
Here we extend the above result, to produce a complete classification of the elements of
LK(E) that lie in [LK(E), LK(E)] (Theorem 15), for arbitrary K and E. Since any full d×d
matrix ring Md(K) over a field K can be expressed as a Leavitt path algebra (as discussed in
the next section), our result can also be viewed as a generalization of the classical theorem
of Albert/Muckenhoupt [5] and Shoda [23] showing that a matrix in Md(K) is a sum of
commutators if and only if it has trace zero. (For a generalization in a different direction
see [21].)
In Theorem 24 we use the above classification to completely describe the Leavitt path al-
gebras that satisfy LK(E) = [LK(E), LK(E)]. We also give many examples, having different
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ideal structures, of Leavitt path algebras with this property. Rings R satisfying R = [R,R]
(the additive subgroup of R generated by the commutators), or commutator rings, are rather
rare beasts–the few previously known examples are discussed in [21], and the aforementioned
Leavitt path algebras significantly expand this class. The study of commutator rings dates
back to at least 1956, when Kaplansky [16] asked, along with eleven other ring-theoretic
questions, whether there is a division ring in which every element is a sum of commutators.
(This was answered in the affirmative two years later by Harris [12].) Lie algebras L (gener-
ally, not arising from associative rings) with the property L = [L, L] have also been studied
in the literature (e.g., see [15], [8], and [20]), and are known as perfect Lie algebras.
It turns out that all the commutator Leavitt path algebras LK(E) have the further
property that a subset U ⊆ LK(E) is an ideal if and only if it is a Lie ideal (i.e., aK-subspace
U of LK(E) satisfying [U, LK(E)] ⊆ U), and in this case [U, LK(E)] = U (Theorem 27). The
author is not aware of any other (necessarily nonunital) rings with this property in the
literature. That the ideals and Lie ideals coincide in commutator Leavitt path algebras is
particularly interesting, since in general it seems to be difficult to describe the Lie ideal
structure of a ring. While this subject has been studied extensively (e.g., see [9], [10], [13],
[14], and [18]), a complete classification of the Lie ideals seems to be available only for simple
rings.
In the final section of this paper we note that commutator Leavitt path algebras actually
belong to a broader class of commutator rings which arise as direct limits. It is hard, however,
to say much about this more general class. For more on Leavitt path algebras as direct limits
see [11].
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2 Definitions and Notation
We begin by recalling some notions from the Lie theory of associative rings, defining the
Leavitt path algebra of a graph, and establishing notation that will be used throughout the
paper.
Let R be an associative (but not necessarily unital) ring. Given two elements x, y ∈ R,
we let [x, y] denote the commutator xy − yx, and let [R,R] denote the additive subgroup
of R generated by the commutators. Then both R and [R,R] become (non-associative) Lie
rings, with operation x ∗ y = [x, y]. If R is in addition an algebra over a field K, then [R,R]
is a K-subspace of R (since k[x, y] = [kx, y] for all k ∈ K and x, y ∈ R), and so R and
[R,R] are also Lie K-algebras. If R = [R,R], then R is said to be commutator ring, or to
be perfect as a Lie ring. A subset U of a Lie ring (respectively, Lie K-algebra) L is called a
Lie ideal if U is an additive subgroup (respectively, K-subspace) of L and [L, U ] ⊆ U (that
is, [l, u] ∈ U for all l ∈ L and u ∈ U). Also, given a set I, we let R(I) denote the direct sum
of copies of R indexed by I. The sets of all integers, natural numbers, and positive integers
will be denoted by Z, N, and Z+, respectively.
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2.1 Graphs
A directed graph E = (E0, E1, r, s) consists of two sets E0, E1 (the elements of which are
called vertices and edges, respectively), together with functions s, r : E1 → E0, called source
and range, respectively. The word graph will always mean directed graph. A path p in E is
a finite sequence of (not necessarily distinct) edges p = e1 . . . en such that r(ei) = s(ei+1)
for i = 1, . . . , n − 1. Here we define s(p) := s(e1) to be the source of p, r(p) := r(en) to be
the range of p, and |p| := n to be the length of p. We view the elements of E0 as paths of
length 0, and denote by Path(E) the set of all paths in E. A path p = e1 . . . en ∈ Path(E)
(e1, . . . , en ∈ E
1) is said to be closed if s(p) = r(p). Such a path is said to be a cycle if in
addition s(ei) 6= s(ej) for every i 6= j. A cycle consisting of just one edge is called a loop.
We denote the set of all closed paths in Path(E) by ClPath(E). A graph which contains no
cycles is called acyclic.
Given two vertices u, v ∈ E0 such that there is a path p ∈ Path(E) satisfying s(p) = u
and r(p) = v, we let d(u, v) be the length of a shortest such path p. (In particular, we have
d(u, u) = 0.) If no such path p exists, we set d(u, v) =∞. Also, for each u ∈ E0 and m ∈ N
let D(u,m) = {v ∈ E0 | d(u, v) ≤ m}. A subset H ⊆ E0 is said to be hereditary if v ∈ H
whenever u ∈ H and d(u, v) <∞. Also, H is saturated if v ∈ H whenever 0 < |s−1(v)| <∞
and {r(e) | e ∈ E1 and s(e) = v} ⊆ H .
A vertex v ∈ E0 for which the set {e ∈ E1 | s(e) = v} is finite is said to have finite
out-degree. The graph E is said to have finite out-degree, or to be row-finite, if every vertex
of E has finite out-degree. A graph E where both E0 and E1 are finite sets is called a finite
graph. A vertex v ∈ E0 which is the source vertex of no edges of E is called a sink, while a
vertex having finite out-degree which is not a sink is called a regular vertex.
Definition 1. Let E be a graph, and for each v ∈ E0 let ǫv ∈ Z
(E0) denote the element with
1 in the v-th coordinate and zeros elsewhere. If v ∈ E0 is a regular vertex, for all u ∈ E0 let
avu denote the number of edges e ∈ E
1 such that s(e) = v and r(e) = u. In this situation,
define
Bv = (avu)u∈E0 − ǫv ∈ Z
(E0).
On the other hand, let
Bv = (0)u∈E0 ∈ Z
(E0),
if v is not a regular vertex. 
2.2 Path Algebras
Definition 2. Let K be a field, and let E be a graph. The Cohn path K-algebra CK(E) of
E with coefficients in K is the K-algebra generated by the set {v | v ∈ E0}∪{e, e∗ | e ∈ E1},
which satisfies the following relations:
(V) vw = δv,wv for all v, w ∈ E
0 (i.e., {v | v ∈ E0} is a set of orthogonal idempotents),
(E1) s(e)e = er(e) = e for all e ∈ E1,
(E2) r(e)e∗ = e∗s(e) = e∗ for all e ∈ E1,
(CK1) e∗f = δe,fr(e) for all e, f ∈ E
1.
Let N denote the ideal of CK(E) generated by elements of the form v −
∑
{e∈E1|s(e)=v} ee
∗,
where v ∈ E0 is a regular vertex. Then a K-algebra of the form CK(E)/N is called a Leavitt
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path K-algebra LK(E) of E with coefficients in K. Equivalently, LK(E) is the K-algebra
generated by the set {v | v ∈ E0} ∪ {e, e∗ | e ∈ E1}, which satisfies the relations (V), (E1),
(E2), and (CK1) above, together with the relation
(CK2) v =
∑
{e∈E1|s(e)=v} ee
∗ for every regular vertex v ∈ E0. 
If p = e1 . . . en ∈ Path(E) (e1, . . . , en ∈ E
1) is a path, then we set p∗ := e∗n . . . e
∗
1. An
expression of this form is called a ghost path. Given p ∈ Path(E), we let r(p∗) denote s(p),
and we let s(p∗) denote r(p). Setting v∗ := v for each v ∈ E0, one can show that
{pq∗ | p, q ∈ Path(E) such that r(p) = r(q)}
is a basis for CK(E) as a K-vector space, and hence this set also generates LK(E) as a K-
vector space. It is possible to define the operation ()∗ on all elements of CK(E) and LK(E)
by setting (pq∗)∗ = qp∗ for all p, q ∈ Path(E), and then extending linearly. Thus, CK(E)
and LK(E) can be equipped with an involution. (See [1] for more details.) It is also easy to
see that CK(E) and LK(E) are unital precisely when E has finitely many vertices, in which
case 1 =
∑
v∈E0 v.
Many well-known rings arise as Leavitt path algebras. For example, the classical Leavitt
K-algebra LK(n) for n ≥ 2 (see [19]) can be expressed as the Leavitt path algebra of the
“rose with n petals” graph pictured below.
•v e1gg
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The full d×d matrix algebra Md(K) over a field K is isomorphic to the Leavitt path algebra
of the oriented line graph having d vertices, shown below.
•v1
e1 // •v2 •vd−1
ed−1 // •vd
Also, the Laurent polynomial algebra K[x, x−1] can be identified with the Leavitt path
algebra of the following “one vertex, one loop” graph.
•v xgg
3 Arbitrary Commutators
In this section we shall describe all the elements of the commutator subspace of an
arbitrary Leavitt path algebra. First let us recall some results from [4].
Lemma 3 (Lemma 9 in [4]). Let v ∈ E0 be a regular vertex, and let y denote the element
v −
∑
{e∈E1|s(e)=v} ee
∗ of the ideal N of CK(E), described in Definition 2. Then for all
p ∈ Path(E) \ E0 we have yp = 0 = p∗y.
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Definition 4. Let K be a field, and let E be a graph. For each v ∈ E0, let ǫv ∈ K
(E0) denote
the element with 1 ∈ K in the v-th coordinate and zeros elsewhere. Let T : CK(E)→ K
(E0)
be the K-linear map which acts as
T (pq∗) =
{
ǫv if q
∗p = v
0 otherwise
on the aforementioned basis of CK(E). 
Lemma 5 (Lemmas 11 and 13 in [4]). Let K be a field, and let E be graph. Then the
following hold.
(1) For all x, y ∈ CK(E) we have T (xy) = T (yx).
(2) For all w ∈ N ⊆ CK(E) we have T (w) ∈ spanK{Bv | v ∈ E
0} ⊆ K(E
0).
Theorem 6 (Theorem 14 in [4]). Let K be a field, let E be a graph, and let {kv | v ∈ E
0} ⊆
K be a set of scalars where kv = 0 for all but finitely many v ∈ E
0. Then
∑
v∈E0
kvv ∈ [LK(E), LK(E)] if and only if (kv)v∈E0 ∈ spanK{Bv | v ∈ E
0}.
Lemma 7 (Lemma 15 in [4]). Let K be a field, E a graph, and p, q ∈ Path(E) \ E0 any
paths.
(1) If s(p) 6= r(p), then p, p∗ ∈ [LK(E), LK(E)].
(2) If p 6= qx and q 6= px for all x ∈ ClPath(E), then pq∗ ∈ [LK(E), LK(E)].
Our goal for the rest of the section is to generalize Theorem 6 by describing all the
elements in an arbitrary Leavitt path algebra that can be expressed as sums of commutators.
The argument proceeds through five lemmas.
Lemma 8. Let K be a field, E a graph, k1, . . . , kn ∈ K, and p1, . . . , pn ∈ Path(E). Then
n∑
i=1
kipip
∗
i ∈ [LK(E), LK(E)] if and only if
n∑
i=1
kir(pi) ∈ [LK(E), LK(E)].
Proof. We have
n∑
i=1
kipip
∗
i =
n∑
i=1
ki([pi, p
∗
i ] + r(pi)) =
n∑
i=1
kir(pi) +
n∑
i=1
ki[pi, p
∗
i ],
from which the lemma follows.
Lemma 9. Let K be a field, E a graph, a1, . . . , an, b1, . . . , bm ∈ K, and
p1, . . . , pn, q1, . . . , qm, t1, . . . , tm ∈ Path(E),
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where qi 6= ti for all i ∈ {1, . . . , m}. Then
n∑
i=1
aipip
∗
i +
m∑
i=1
biqit
∗
i ∈ [LK(E), LK(E)]
if and only if
n∑
i=1
aipip
∗
i ∈ [LK(E), LK(E)] and
m∑
i=1
biqit
∗
i ∈ [LK(E), LK(E)].
Proof. The “if” direction is clear. For the converse, viewing LK(E) as CK(E)/N , we shall
show that if
n∑
i=1
aipip
∗
i +
m∑
i=1
biqit
∗
i +N ∈ [LK(E), LK(E)]
for some ai, bi ∈ K and pi, qi, ti ∈ Path(E) satisfying qi 6= ti for all i ∈ {1, . . . , m}, then
n∑
i=1
aipip
∗
i +N ∈ [LK(E), LK(E)] and
m∑
i=1
biqit
∗
i +N ∈ [LK(E), LK(E)].
Now, if
n∑
i=1
aipip
∗
i +
m∑
i=1
biqit
∗
i +N ∈ [LK(E), LK(E)],
then there are elements xj , yj ∈ CK(E) and w ∈ N such that
n∑
i=1
aipip
∗
i +
m∑
i=1
biqit
∗
i =
∑
j
[xj , yj] + w.
By Definition 4 and Lemma 5(1), we have
n∑
i=1
aiT (r(pi)) = T (
n∑
i=1
aipip
∗
i +
m∑
i=1
biqit
∗
i ) = T (
∑
j
[xj , yj]) + T (w) = 0 + T (w) = T (w).
By Theorem 6 and Lemma 5(2), this implies that
n∑
i=1
air(pi) +N ∈ [LK(E), LK(E)].
Hence, by Lemma 8,
n∑
i=1
aipip
∗
i +N ∈ [LK(E), LK(E)],
and therefore also
m∑
i=1
biqit
∗
i +N ∈ [LK(E), LK(E)],
as desired.
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Lemma 10. Let K be a field, E a graph, and a1, . . . , an, b1, . . . , bm ∈ K. Also let
p1, . . . , pn, x1, . . . , xn, q1, . . . , qm, t1, . . . , tm ∈ Path(E)
be such that pixi 6= 0 6= qit
∗
i for all i. Then
n∑
i=1
aipixip
∗
i +
m∑
i=1
biqit
∗
i q
∗
i ∈ [LK(E), LK(E)]
if and only if
n∑
i=1
aixi +
m∑
i=1
bit
∗
i ∈ [LK(E), LK(E)].
Proof. We have
n∑
i=1
aipixip
∗
i +
m∑
i=1
biqit
∗
i q
∗
i =
n∑
i=1
ai([pixi, p
∗
i ] + xi) +
m∑
i=1
bi([qit
∗
i , q
∗
i ] + t
∗
i )
=
n∑
i=1
aixi +
m∑
i=1
bit
∗
i +
n∑
i=1
ai[pixi, p
∗
i ] +
m∑
i=1
bi[qit
∗
i , q
∗
i ],
from which the lemma follows.
Definition 11. Let E be a graph and p, q ∈ ClPath(E). We write p ∼ q if there exist paths
x, y ∈ Path(E) such that p = xy and q = yx. 
Lemma 12. For any graph E, ∼ is an equivalence relation on the elements of ClPath(E).
Proof. Let p, q ∈ ClPath(E). Then clearly, p ∼ q if and only if q ∼ p. Also p ∼ p, since
r(p) = s(p), and hence p = pr(p) = r(p)p. Now, let p, q, t ∈ ClPath(E) be such that p ∼ q
and q ∼ t. Then there are w, x, y, z ∈ Path(E) such that p = wx, q = xw = yz, and t = zy.
Since xw = yz, there must be some u ∈ Path(E) such that either y = xu or x = yu. In the
first case, w = uz, and so p = u(zx) and t = (zx)u. While in the second case, z = uw, and
so p = (wy)u and t = u(wy). Either way, p ∼ t.
Given an element t ∈ ClPath(E), we shall denote by [t] the ∼-equivalence class of t. Note
that if t ∈ E0, then [t] = {t}.
Let us next define analogues of the trace function T from Definition 4 for real and ghost
closed paths that are not vertices. We shall use them to describe when linear combinations
of such paths can be expressed as sums of commutators.
Definition 13. Let K be a field, let E be a graph, and denote by S the set of all ∼-
equivalence classes of elements of ClPath(E) \ E0. For each s ∈ S, let ǫs ∈ K
(S) denote the
element with 1 ∈ K in the s-th coordinate and zeros elsewhere. Let TS : CK(E)→ K
(S) be
the K-linear map which acts as
TS(pq
∗) =
{
ǫ[t] if q
∗p = t for some t ∈ ClPath(E) \E0
0 otherwise
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on the basis of CK(E) described in Section 2. Also, let TS∗ : CK(E)→ K
(S) be the K-linear
map which acts as
TS∗(pq
∗) =
{
ǫ[t] if q
∗p = t∗ for some t ∈ ClPath(E) \ E0
0 otherwise
on the same basis. 
We note that for all p, q ∈ Path(E), we have TS(pq
∗) = TS∗(qp
∗), and hence TS(µ) =
TS∗(µ
∗) for all µ ∈ LK(E).
The next lemma is an analogue of Lemma 5 for TS and TS∗ .
Lemma 14. Let K be a field, and let E be graph. Then the following hold.
(1) For all x, y ∈ CK(E) we have TS(xy) = TS(yx) and TS∗(xy) = TS∗(yx).
(2) For all w ∈ N ⊆ CK(E) we have TS(w) = 0 = TS∗(w).
Proof. (1) Since TS and TS∗ are K-linear, it is enough to establish the claim for x and y that
are elements of the basis for CK(E) described above. That is, we may assume that x = pq
∗
and y = tz∗, for some p, q, t, z ∈ Path(E). Further, by the above observation, it is enough
to prove the statement for TS, since TS∗(xy) = TS(y
∗x∗) and TS(x
∗y∗) = TS∗(yx).
Now, suppose that TS(pq
∗tz∗) 6= 0. Then pq∗tz∗ = ghg∗ for some g ∈ Path(E) and
h ∈ ClPath(E) \ E0. Thus, there must be some u, v ∈ Path(E) such that either t = qu,
p = zv, h = vu (and z = g), or q = tu, p = zuh (and g = zu). In the first case, we have
TS(pq
∗tz∗) = TS(zvq
∗quz∗) = TS(zvuz
∗) = ǫ[vu]
= ǫ[uv] = TS(quvq
∗) = TS(quz
∗zvq∗) = TS(tz
∗pq∗).
Similarly, in the second case we have
TS(pq
∗tz∗) = TS(zuhu
∗t∗tz∗) = TS(zuhu
∗z∗) = ǫ[h]
= TS(tuhu
∗t∗) = TS(tz
∗zuhu∗t∗) = TS(tz
∗pq∗).
By a similar argument, it also follows that if TS(tz
∗pq∗) 6= 0, then TS(pq
∗tz∗) = TS(tz
∗pq∗).
Hence, TS(pq
∗tz∗) = TS(tz
∗pq∗) for all values of TS(pq
∗tz∗) and TS(tz
∗pq∗).
(2) Again, using the above observation (and the fact that N is closed under the operation
()∗), along with the K-linearity of TS, it is sufficient to show that for any generator
y = v −
∑
{e∈E1|s(e)=v}
ee∗
of N and any two elements c, c′ of CK(E), we have TS(cyic
′) = 0. But, by (1), TS(cyic
′) =
TS(c
′cyi), and hence we only need to show that TS(cyi) = 0 for any c ∈ CK(E). Further, since
TS is K-linear, we may assume that c = pq
∗ belongs to the basis for CK(E) described above.
Again, by (1), we have TS(cy) = TS(pq
∗y) = TS(q
∗yp). But, by Lemma 3, the expression
q∗yp is zero unless q∗ = v = p. So it is enough to show that TS(y) = 0. But clearly,
TS(y) = TS(v −
∑
{e∈E1|s(e)=v}
ee∗) = TS(v)−
∑
{e∈E1|s(e)=v}
TS(ee
∗) = 0,
concluding the proof.
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We are now ready for our main result about commutators in an arbitrary Leavitt path
algebra.
Theorem 15. Let K be a field, let E be a graph, and let µ ∈ LK(E) be an arbitrary element.
Write
µ =
k∑
i=1
aipip
∗
i +
l∑
i=1
biqit
∗
i +
m∑
i=1
mi∑
j=1
cijxijyijx
∗
ij +
n∑
i=1
ni∑
j=1
dijzijw
∗
ijz
∗
ij
for some k, l,m,mi, n, ni ∈ Z+, ai, bi, cij, dij ∈ K, pi, qi, ti, xij , zij ∈ Path(E), and yij , wij ∈
ClPath(E) \ E0, where for each i and u ∈ ClPath(E), qi 6= tiu and ti 6= qiu, and where
yij ∼ yi′j′ if and only if i = i
′ if and only if wij ∼ wi′j′. Also, for each v ∈ E
0 let Bv and ǫv
be as in Definition 1.
Then µ ∈ [LK(E), LK(E)] if and only if the following conditions are satisfied:
(1)
∑k
i=1 aiǫr(pi) ∈ spanK{Bv | v ∈ E
0},
(2)
∑mi
j=1 cij = 0 for each i ∈ {1, . . . , m},
(3)
∑ni
j=1 dij = 0 for each i ∈ {1, . . . , n}.
Proof. By Lemma 7,
∑l
i=1 biqit
∗
i ∈ [LK(E), LK(E)], and so Lemma 9 implies that µ ∈
[LK(E), LK(E)] if and only if
k∑
i=1
aipip
∗
i ∈ [LK(E), LK(E)] and
m∑
i=1
mi∑
j=1
cijxijyijx
∗
ij+
n∑
i=1
ni∑
j=1
dijzijw
∗
ijz
∗
ij ∈ [LK(E), LK(E)].
By Lemma 8 and Theorem 6,
∑k
i=1 aipip
∗
i ∈ [LK(E), LK(E)] if and only if (1) holds. Hence,
by Lemma 10, it is enough to show that
m∑
i=1
mi∑
j=1
cijyij +
n∑
i=1
ni∑
j=1
dijw
∗
ij ∈ [LK(E), LK(E)]
if and only if (2) and (3) hold.
Suppose that (2) and (3) hold. We may then assume that each mi > 1 and each ni > 1.
Since for each i ∈ {1, . . . , m} and j ∈ {1, . . . , mi − 1}, yij ∼ yimi , we can find uij, vij ∈
Path(E) be such that yij = uijvij and yimi = vijuij. Then, by (2),
m∑
i=1
mi∑
j=1
cijyij =
m∑
i=1
(mi−1∑
j=1
cijyij −
mi−1∑
j=1
cijyimi
)
=
m∑
i=1
mi−1∑
j=1
cij(yij − yimi)
=
m∑
i=1
mi−1∑
j=1
cij(uijvij − vijuij) ∈ [LK(E), LK(E)].
Similarly, for each i ∈ {1, . . . , n} and j ∈ {1, . . . , ni − 1}, letting gij , hij ∈ Path(E) be such
that wij = gijhij and wini = hijgij, we have, by (3),
n∑
i=1
ni∑
j=1
dijw
∗
ij =
n∑
i=1
ni−1∑
j=1
dij(h
∗
ijg
∗
ij − g
∗
ijh
∗
ij) ∈ [LK(E), LK(E)].
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Hence,
m∑
i=1
mi∑
j=1
cijyij +
n∑
i=1
ni∑
j=1
dijw
∗
ij ∈ [LK(E), LK(E)],
as desired.
For the converse, viewing LK(E) as CK(E)/N , we shall show that if
m∑
i=1
mi∑
j=1
cijyij +
n∑
i=1
ni∑
j=1
dijw
∗
ij +N ∈ [LK(E), LK(E)]
for some m,mi, n, ni ∈ Z+, cij, dij ∈ K, and yij, wij ∈ ClPath(E) \ E
0 as in the statement,
then (2) and (3) hold. Write
m∑
i=1
mi∑
j=1
cijyij +
n∑
i=1
ni∑
j=1
dijw
∗
ij =
k′∑
i=1
[gi, hi] + v
for some k′ ∈ Z+, gi, hi ∈ CK(E), and v ∈ N . Then, by Lemma 14,
0 = TS
( m∑
i=1
mi∑
j=1
cijyij +
n∑
i=1
ni∑
j=1
dijw
∗
ij
)
=
m∑
i=1
mi∑
j=1
cijTS(yij) =
m∑
i=1
mi∑
j=1
cijǫ[yi1],
from which (2) follows. Similarly,
0 = TS∗
( m∑
i=1
mi∑
j=1
cijyij +
n∑
i=1
ni∑
j=1
dijw
∗
ij
)
=
n∑
i=1
ni∑
j=1
dijTS∗(w
∗
ij) =
n∑
i=1
ni∑
j=1
dijǫ[wi1]
implies (3).
Corollary 16. Let K be a field, let E be a graph, and let µ ∈ Path(E)\E0 be a cycle. Then
µ /∈ [LK(E), LK(E)].
Proof. Using the notation of Theorem 15, we have ai = 0, bi = 0, and dij = 0 for all i and
j. Moreover, exactly one of the cij is equal to 1, and the others are zero. Hence, condition
(2) in the theorem is not satisfied, and therefore µ /∈ [LK(E), LK(E)].
4 Commutator Rings
As discussed in the Introduction, few examples of commutator rings are known (i.e., rings
R satisfying R = [R,R]). The goal of this section is to construct new such examples using
Leavitt path algebras. The following consequence of Theorem 15 will help us identify the
Leavitt path algebras having this property.
Proposition 17. Let K be a field, and let E be a graph. Also, for each v ∈ E0 let Bv and
ǫv be as in Definition 1. Then the following are equivalent.
(1) LK(E) = [LK(E), LK(E)].
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(2) E is acyclic, and for all u ∈ E0 we have u ∈ [LK(E), LK(E)].
(3) E is acyclic, and for all u ∈ E0 we have ǫu ∈ spanK{Bv | v ∈ E
0}.
Proof. Corollary 16 implies that if LK(E) is a commutator ring, then E must be acyclic.
Now suppose that LK(E) is acyclic. Then any element µ ∈ LK(E) can be written in the
form
µ =
k∑
i=1
aipip
∗
i +
l∑
i=1
biqit
∗
i
for some k, l ∈ Z+, ai, bi ∈ K, and pi, qi, ti ∈ Path(E), where for each i and u ∈ ClPath(E) (=
E0), qi 6= tiu and ti 6= qiu. Hence, by Theorem 15, µ ∈ [LK(E), LK(E)] if and only if∑k
i=1 aiǫr(pi) ∈ spanK{Bv | v ∈ E
0}. It follows that LK(E) = [LK(E), LK(E)] if and only if
for all u ∈ E0 we have ǫu ∈ spanK{Bv | v ∈ E
0}, showing that (1) and (3) are equivalent.
The equivalence of (2) and (3) follows from Theorem 6 (or Theorem 15).
The following lemma will be useful throughout the rest of the paper. (See Section 2 for
the relevant notation.)
Lemma 18. Let E be an acyclic graph, and let u ∈ E0.
(1) Suppose that E is finite, assume that u is not a sink, and let q1, . . . , ql ∈ Path(E) be
all the paths such that s(qi) = u and r(qi) is a sink. Then u = q1q
∗
1 + · · ·+ qlq
∗
l .
(2) Suppose that E has only regular vertices, let m ∈ N, and let q1, . . . , ql ∈ Path(E) be all
the paths qi = e1 . . . ek (e1, . . . , ek ∈ E
1) such that s(qi) = u, d(u, r(qi)) = m + 1, and
s(e2), . . . , s(ek) ∈ D(u,m). Then u = q1q
∗
1 + · · ·+ qlq
∗
l .
Proof. (1) We proceed by induction on σ = |q1|+ · · ·+ |ql|. If σ = 1, then l = 1, and q1 ∈ E
1
is the only edge that has source u. Thus u = q1q
∗
1, by the (CK2) relation (Definition 2). Let
us therefore assume that the statement holds for all u ∈ E such that σ = |q1|+ · · ·+ |ql| ≤ a
(a ≥ 1), and prove it for u having σ = a+ 1.
Let v1, . . . , vn ∈ E
0 be all the vertices such that d(u, vi) = 1, where v1, . . . , vm−1 are
sinks, and vm, . . . , vn are not sinks (for some 1 ≤ m ≤ n). Also, for each i ∈ {1, . . . , n} let
ei,1, . . . , ei,ni ∈ E
1 be all the edges having source u and range vi, and for each i ∈ {m, . . . , n}
let pi,1, . . . , pi,mi ∈ Path(E) be all the paths having source vi and range that is a sink. We
have
l∑
i=1
qiq
∗
i =
m−1∑
i=1
ni∑
j=1
ei,je
∗
i,j +
n∑
i=m
ni∑
j=1
mi∑
k=1
ei,jpi,kp
∗
i,ke
∗
i,j .
Since E is acyclic, for each i ∈ {m, . . . , n} we have
|pi,1|+ · · ·+ |pi,mi| < |q1|+ · · ·+ |ql| = a+ 1,
and thus, by the inductive hypothesis, vi =
∑mi
k=1 pi,kp
∗
i,k. Therefore,
l∑
i=1
qiq
∗
i =
m−1∑
i=1
ni∑
j=1
ei,je
∗
i,j +
n∑
i=m
ni∑
j=1
ei,jvie
∗
i,j =
m−1∑
i=1
ni∑
j=1
ei,je
∗
i,j +
n∑
i=m
ni∑
j=1
ei,je
∗
i,j ,
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which is u, by the (CK2) relation. (Since E is acyclic, these are all the edges with source u.)
Thus, u = q1q
∗
1 + · · ·+ qlq
∗
l in LK(E).
(2) Let F be the finite graph obtained from E by setting F 0 = D(u,m+ 1) and letting
F 1 consist of all the edges e ∈ E1 such that s(e) ∈ D(u,m). Then, since E has only regular
vertices, the qi will be precisely all the paths in F having source u and range that is a sink.
By (1), u = q1q
∗
1 + · · · + qlq
∗
l , as an expression in LK(F ). It follows that the equality also
holds as an expression in LK(E).
We are now ready to give a sufficient condition (which will also turn out to be necessary)
for a Leavitt path algebra to be a commutator ring.
Proposition 19. Let K be a field having characteristic p > 0, and let E be an acyclic graph
having only regular vertices. Suppose that for each u ∈ E0 there is an mu ∈ N such that
for all w ∈ E0 satisfying d(u, w) = mu + 1, the number of paths q = e1 . . . ek ∈ Path(E)
(e1, . . . , ek ∈ E
1) such that s(q) = u, r(q) = w, and s(e2), . . . , s(ek) ∈ D(u,mu) is a multiple
of p. Then LK(E) = [LK(E), LK(E)].
Proof. By Proposition 17, it is enough to show that u ∈ [LK(E), LK(E)], for each u ∈ E
0.
Thus, let u ∈ E0 be any vertex, and let mu ∈ N be as in the statement. Let v1, . . . , vn ∈ E
0
be all the vertices such that d(u, vi) = mu+1. (We note that there is a finite number of such
vertices, by our assumptions on E.) Also, for each i ∈ {1, . . . , n} let qi,1, . . . , qi,ni ∈ Path(E)
be all the paths q = e1 . . . ek ∈ Path(E) (e1, . . . , ek ∈ E
1) such that s(q) = u, r(q) = vi, and
s(e2), . . . , s(ek) ∈ D(u,mu). Then
n∑
i=1
ni∑
j=1
[qi,j , q
∗
i,j] =
n∑
i=1
ni∑
j=1
qi,jq
∗
i,j −
n∑
i=1
ni∑
j=1
q∗i,jqi,j =
n∑
i=1
ni∑
j=1
qi,jq
∗
i,j −
n∑
i=1
nivi =
n∑
i=1
ni∑
j=1
qi,jq
∗
i,j,
since, by hypothesis, each ni is a multiple of p. But, by Lemma 18(2), the resulting sum
equals u, showing that u ∈ [LK(E), LK(E)].
It is easy to construct graphs E satisfying the conditions of Proposition 19; below are
three examples, where for each u ∈ E0 we take mu = 0, 1, and 2, respectively. We also take
n1, n2, . . . to be an arbitrary sequence of positive integers, and use (n) above an arrow to
mean that there are n edges connecting the relevant vertices.
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••
(n3p)
??⑦⑦⑦⑦⑦⑦⑦
(n4p) ❅
❅❅
❅❅
❅❅
•
(n1p)
??⑦⑦⑦⑦⑦⑦⑦
(n2p) ❅
❅❅
❅❅
❅❅
•
•
(n5p)
??⑦⑦⑦⑦⑦⑦⑦
(n6p) ❅
❅❅
❅❅
❅❅
•
(n5p) // •
(n3) // •
(n1p) // •
(n2) // •
(n4p) //
• //

• //

•
(p)

•
??⑦⑦⑦⑦⑦⑦⑦
•
(p) // • //

• //

•
(p)

•
??⑦⑦⑦⑦⑦⑦⑦
•
(p) // •
We note that the commutator rings resulting from the above class of graphs are fun-
damentally different from all the examples discussed in [21]. (All of the latter are unital,
among other things.) Moreover, using the graphs above one can clearly obtain infinitely
many non-isomorphic commutator Leavitt path algebras LK(E) by varying the character-
istic of K. Similarly, one can construct non-isomorphic commutator Leavitt path algebras
LK(E) by varying the cardinality of E
0. For instance, let κ be an arbitrary infinite cardinal,
and let E be the graph pictured below, where E0 = {vi}
∞
i=1 ∪ {ui}i∈κ.
•u1
(p)
✷
✷
✷
✷
✷
✷
✷
✷
✷
✷
✷
✷
✷
✷
✷
•u2
(p) ""❉
❉❉
❉❉
❉❉
❉
•ui
(p)
// •v1
(p) // •v2
(p) // •v3
(p) //
Then E0 has cardinality κ, and by Proposition 19 (with mu = 0 for each u ∈ E
0), LK(E) is
a commutator ring, whenever K is a field having characteristic p.
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Additionally, for a fixed field K of characteristic p > 0 one can construct an infinite
class of graphs En (n ∈ Z+), all of the same cardinality, such that the resulting Leavitt
path algebras LK(En) are pairwise non-isomorphic commutator rings. We shall give such a
construction in the next section, in Proposition 31.
The rest of this section is devoted to showing that all the commutator Leavitt path
algebras are of the form given in Proposition 19. We begin be recalling a result due to
Abrams, Aranda Pino, and Siles Molina.
Proposition 20 (Proposition 3.5 in [2]). Let K be a field, let E be a finite acyclic graph,
and let v1, . . . , vt ∈ E
0 be the sinks in E. Then LK(E) is isomorphic to a direct sum of full
matrix rings over K. More specifically,
LK(E) ∼=
t⊕
i=1
Mn(vi)(K),
where n(vi) is the cardinality of the set {p ∈ Path(E) | r(p) = vi}.
We note, that in the proof of the above result, each sink vi ∈ E
0 is mapped by the dis-
played isomorphism to a matrix in Mn(vi)(K) having one 1 somewhere on the main diagonal
and zeros elsewhere. More generally, given a vertex v ∈ E0, the projection of the image of
v, under the isomorphism above, onto any direct summand is a matrix whose only nonzero
entries are 1s appearing somewhere on the main diagonal.
Lemma 21. Let K be a field, let E be a finite acyclic graph, and let u ∈ E0. If either u is
a sink or K has characteristic 0, then u /∈ [LK(E), LK(E)].
Proof. It is well known that in a full matrix ring over a field only matrices having trace
zero can be expressed as sums of commutators (e.g., see [21, Corollary 17]). The result now
follows from the above comment.
Lemma 22. Suppose that K is a field and E is an acyclic graph such that LK(E) is a
commutator ring. Then the following hold.
(1) The characteristic of K is not 0.
(2) E0 contains only regular vertices.
(3) E0 is infinite.
Proof. Let F be the graph obtained from E by removing all the edges whose source does
not have finite out-degree. (So we turn each vertex with infinite out-degree in E into a sink
in F .) Then, by Definition 1, {Bv | v ∈ E
0} = {Bv | v ∈ F
0}. Hence, by Proposition 17,
LK(E) is a commutator ring if and only if LK(F ) is a commutator ring.
Now, suppose that u ∈ E0, and write u =
∑n
i=1[µi, νi] ∈ [LK(E), LK(E)] for some
µi, νi ∈ LK(E). Since the terms of this sum involve only finitely many vertices and edges of
E, there must be some finite subgraph G of E, such that u =
∑n
i=1[µi, νi] ∈ [LK(G), LK(G)]
for some µi, νi ∈ LK(G). Thus, by Lemma 21, it cannot be the case that u is a sink or that
K has characteristic 0 (in particular, proving (1)). It follows that E0 cannot contain any
sinks, and hence, by the previous paragraph, E0 cannot contain any vertices having infinite
out-degree either, concluding the proof of (2).
Clearly no acyclic graph without sinks can be finite, showing that (3) holds.
14
Lemma 23. Let E be an acyclic graph having only regular vertices, p a prime number,
K a field having characteristic p, and u ∈ E0. Suppose that u ∈ [LK(E), LK(E)]. Then
ǫu =
∑n
i=0 aiBvi (mod p) for some ai ∈ Z and vi ∈ E
0 which satisfy the following conditions:
(1) there is an m ∈ N such that {v1, . . . , vn} = D(u,m);
(2) v0 = u and a0 = −1;
(3) for all 0 ≤ i < j ≤ n, we have d(vj, vi) =∞;
(4) for all 1 ≤ i ≤ n, −ai is the number of paths q = e1 . . . ek ∈ Path(E) (e1, . . . , ek ∈ E
1)
such that s(q) = u, r(q) = vi, and s(e2), . . . , s(ek) ∈ {v1, . . . , vn}.
Moreover, if w ∈ E0 is a vertex such that d(u, w) = m + 1, then the number of paths
q = e1 . . . ek ∈ Path(E) (e1, . . . , ek ∈ E
1) such that s(q) = u, r(q) = w, and s(e2), . . . , s(ek) ∈
D(u,m) is a multiple of p.
Proof. By Theorem 6 (or Theorem 15), u ∈ [LK(E), LK(E)] implies that ǫu =
∑n
i=0 aiBvi
for some ai ∈ K and vi ∈ E
0. But, since the entries in each Bvi and in ǫu are integers, we
may assume that each ai is in the prime subfield of K (see [4, Remark 34]), or, equivalently,
that each ai is an integer, and ǫu =
∑n
i=0 aiBvi holds modulo p.
Suppose that for some vj we have d(u, vj) = ∞. Upon replacing vj with a different
vertex having the same property from {v0, . . . , vn}, if necessary, we may assume that for all
w ∈ {u, v0, . . . , vn} \ {vj} we have d(w, vj) =∞ (since E is acyclic). Let πvj : Z
(E0) → Z be
the natural projection onto the coordinate indexed by vj . Then πvj (
∑n
i=0 aiBvi) = −aj , by
the definition of Bvi , which can only happen if aj = 0 (mod p), since ǫu =
∑n
i=0 aiBvi and
vj 6= u. Thus, we may remove any such vj and assume that for all w ∈ {v0, . . . , vn} we have
d(u, w) ∈ N.
Letting m ∈ N be the largest value of d(u, vi) (i ∈ {0, . . . , n}), we see that {v0, . . . , vn} ⊆
D(u,m). Since E has only regular vertices, by adding vertices vi to the set {v0, . . . , vn}, if
necessary, and setting ai = p, we may assume that {v0, . . . , vn} = D(u,m). We note that
since E is acyclic, it must be the case that for all vj ∈ {v0, . . . , vn}\{u} we have d(vj, u) =∞.
Next, let us reindex v1, . . . , vn (and a0, . . . , an correspondingly) in any way so that v0 = u
and condition (3) above is satisfied. This must be possible, since E is acyclic, and since
for all vj ∈ {v0, . . . , vn} \ {u} we have d(vj, u) = ∞. It remains to show that a0 = −1 and
condition (4) is satisfied.
Since for each 0 ≤ i ≤ n, Bvi has only finitely many nonzero entries, upon projecting
onto finitely many coordinates, we may identify Bvi with (bi0, . . . , bil), for some l ∈ N (l ≥ n)
and bij ∈ N, where the first n+1 coordinates correspond to v0, . . . , vn when Bvi is viewed as
an element of Z(E
0). By the definition of Bvi , we have bii = −1 for each i. Also, by condition
(3), we have bij = 0 whenever i > j. Thus,
Bv0 = (−1, b01, b02, . . . . . . . . . . . . , b0l)
Bv1 = ( 0,−1, b12, . . . . . . . . . . . . , b1l)
...
Bvn = ( 0, . . . , 0,−1, bn,n+1, . . . , bnl).
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In particular, we must have a0 = −1. Let us now prove that (4) can be assumed to hold, by
induction on i. We have
0 = πv1(
n∑
i=0
aiBvi) = −1 · a1 + b01 · a0 = −a1 − b01 (mod p),
and hence replacing ai if necessary, we may assume that −a1 = b01 (as integers), which, by
the definition of Bv0 , is the number of edges e ∈ E
1 such that s(e) = v0 = u and r(e) = v1.
But, by (1) and (3), the only paths from u to v1 that go through the vertices v1, . . . , vn are
edges, proving the claim for a1. Let us therefore assume that (4) holds for 1 ≤ j < n, and
prove it for aj+1. Now
0 = πvj+1(
n∑
i=0
aiBvi) = −1 · aj+1 +
j∑
i=0
aibi,j+1 (mod p),
and hence we may assume that −aj+1 =
∑j
i=0(−ai)bi,j+1 (as integers). Since for each
0 ≤ i ≤ j, bi,j+1 is the number of edges e ∈ E
1 such that s(e) = vi and r(e) = vj+1, the
inductive hypothesis and (3) imply that −aj+1 is the number of paths q ∈ Path(E) that go
only through {v0, . . . , vn}, such that s(q) = u and r(q) = vj+1, as desired.
For the final claim, let w ∈ E0 is a vertex such that d(u, w) = m + 1. Then there must
be an edge e ∈ E1 such that r(e) = w and s(e) = vj for some j ∈ {0, . . . , n}. Hence, there
must be some n < k ≤ l such that for all i ∈ {0, . . . , n}, bik is the number of edges having
source vi and range w (where Bvi = (bi1, . . . , bil)). Letting πk : Z
(E0) → Z be the natural
projection onto the coordinate corresponding to k, we have
0 = −πk(
n∑
i=0
aiBvi) =
n∑
i=0
(−ai)bik (mod p).
By (4), the last sum is the number of paths q ∈ Path(E) that go only through {v0, . . . , vn},
such that s(q) = u and r(q) = w. By (1), this sum is the desired number.
We can now prove our main result about commutator Leavitt path algebras.
Theorem 24. Let K be a field, and let E be a graph. Then LK(E) = [LK(E), LK(E)] if
and only if the following conditions hold.
(1) E is acyclic.
(2) E0 contains only regular vertices.
(3) The characteristic p of K is not 0.
(4) For each u ∈ E0 there is an m ∈ N such that for all w ∈ E0 satisfying d(u, w) = m+1,
the number of paths q = e1 . . . ek ∈ Path(E) (e1, . . . , ek ∈ E
1) such that s(q) = u,
r(q) = w, and s(e2), . . . , s(ek) ∈ D(u,m) is a multiple of p.
Proof. By Proposition 19, if conditions (1) through (4) hold, then LK(E) = [LK(E), LK(E)].
The converse follows from Proposition 17, Lemma 22, and Lemma 23.
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5 Connections Between Ideals and Lie Ideals
The goal of this section is to show that the commutator Leavitt path algebras (described
in Theorem 24) actually have the additional property that all their Lie ideals coincide with
the ideals they generate. We begin with two lemmas.
Lemma 25. Let K be a field, let E be an acyclic graph, let µ ∈ LK(E) be an arbitrary
nonzero element, and let U ⊆ LK(E) be the Lie ideal generated by µ. Write µ =
∑n
i=1 aipiq
∗
i
for some ai ∈ K \ {0} and pi, qi ∈ Path(E) (where r(pi) = r(qi)). Then the following hold.
(1) Let l ∈ {1, . . . , n} be such that ql has maximal length among the qi satisfying s(qi) =
s(ql). Then for all t ∈ Path(E) \E
0 such that s(t) = r(pl) = r(ql) and r(t) 6= s(pi) for
all i ∈ {1, . . . , n}, we have t ∈ U .
(2) Let l ∈ {1, . . . , n} be such that pl has maximal length among the pi satisfying s(pi) =
s(pl). Then for all t ∈ Path(E) \E
0 such that s(t) = r(pl) = r(ql) and r(t) 6= s(qi) for
all i ∈ {1, . . . , n}, we have t∗ ∈ U .
Proof. (1) Note that
[µ, qlt] =
n∑
i=1
aipiq
∗
i (qlt)−
n∑
i=1
ai(qlt)piq
∗
i =
n∑
i=1
aipiq
∗
i qlt− 0 =
m∑
i=1
biuit,
for some bi ∈ K \ {0} and distinct ui ∈ Path(E) satisfying r(ui) = s(t). It could not be the
case that r(ui) = r(t) for some i ∈ {1, . . . , m}, since E is acyclic and t /∈ E
0. Thus, letting
k ∈ {1, . . . , m} be such that the length of uk is maximal, we have
[u∗k,
m∑
i=1
biuit] =
m∑
i=1
biu
∗
kuit−
m∑
i=1
biuitu
∗
k =
m∑
i=1
biu
∗
kuit.
Since r(ui) = s(t) = r(uk) for all i ∈ {1, . . . , m}, and since E is acyclic, it cannot be
the case that uk = uiz for some i ∈ {1, . . . , m} and z ∈ Path(E) \ E
0. Therefore, by the
maximality of the length of uk, if i 6= k, we have u
∗
kui = 0. Hence [u
∗
k, [µ, qlt]] = bkt, and
therefore t ∈ U .
(2) The proof is entirely analogous to that of (1), but we include the details for the
convenience of the reader. We have
[t∗p∗l , µ] =
n∑
i=1
ai(t
∗p∗l )piq
∗
i −
n∑
i=1
aipiq
∗
i (t
∗p∗l ) =
n∑
i=1
ait
∗p∗l piq
∗
i − 0 =
m∑
i=1
bit
∗u∗i ,
for some bi ∈ K \ {0} and distinct ui ∈ Path(E) satisfying r(ui) = s(t). As before, it could
not be the case that r(ui) = r(t) for some i ∈ {1, . . . , m}, since E is acyclic and t /∈ E
0.
Thus, letting k ∈ {1, . . . , m} be such that the length of uk is maximal, we have
[
m∑
i=1
bit
∗u∗i , uk] =
m∑
i=1
bit
∗u∗iuk −
m∑
i=1
biukt
∗u∗i =
m∑
i=1
bit
∗u∗iuk.
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Since r(ui) = s(t) = r(uk) for all i ∈ {1, . . . , m}, and since E is acyclic, it cannot be
the case that uk = uiz for some i ∈ {1, . . . , m} and z ∈ Path(E) \ E
0. Therefore, by the
maximality of the length of uk, if i 6= k, we have u
∗
iuk = 0. Hence [[t
∗p∗l , µ], uk] = bkt
∗, and
therefore t∗ ∈ U .
Lemma 26. Let K be a field having characteristic p > 0, and let E be an acyclic graph
having only regular vertices. Suppose that for each u ∈ E0 there is an mu ∈ N such that
for all w ∈ E0 satisfying d(u, w) = mu + 1, the number of paths q = e1 . . . ek ∈ Path(E)
(e1, . . . , ek ∈ E
1) such that s(q) = u, r(q) = w, and s(e2), . . . , s(ek) ∈ D(u,mu) is a multiple
of p. Then the following hold.
(1) Let v, u ∈ E0, and let U ⊆ LK(E) be the Lie ideal generated by v. If there exists
t ∈ Path(E) \ E0 such that s(t) = v and r(t) = u, then u ∈ U .
(2) Let v ∈ E0, and let U ⊆ LK(E) be the Lie ideal generated by v. Then for all t, q ∈
Path(E) such that s(t) = v, s(q) = v, or r(t) = v = r(q), we have tq∗ ∈ U .
(3) Let µ =
∑n
i=1 aitiq
∗
i ∈ LK(E) \ {0} be an arbitrary element (where ai ∈ K \ {0} and
ti, qi ∈ Path(E)), and let U ⊆ LK(E) be the Lie ideal generated by µ. Then r(ti) ∈ U
for all i ∈ {1, . . . , n}.
Proof. (1) We have [t∗, v] = t∗v − vt∗ = t∗ ∈ U (vt∗ = 0, since E is acyclic). Now, let
mu ∈ N be as in the statement, and let q1, . . . , qn ∈ Path(E) be all the paths through
D(u,mu) such that d(u, r(qi)) = mu + 1 and s(qi) = u. Then for all i ∈ {1, . . . , n} we have
[t∗, tqi] = qi − tqit
∗ = qi ∈ U (again qit
∗ = 0, since E is acyclic, and so r(t) = s(qi) 6= r(qi)).
Thus, by Lemma 18(2),
n∑
i=1
[qi, q
∗
i ] =
n∑
i=1
qiq
∗
i −
n∑
i=1
q∗i qi = u−
n∑
i=1
q∗i qi ∈ U.
By hypothesis, the final sum in the above display consists of vertices, each appearing some
number of times that is divisible by p, and therefore this implies that u ∈ U .
(2) We may assume that r(t) = r(q), since otherwise tq∗ = 0 and there is nothing to
prove.
If s(t) = v and t /∈ E0, then by Lemma 25(1), t ∈ U . Hence [t, q∗] = tq∗− q∗t ∈ U . Now,
suppose that q∗t 6= 0. Then s(q) = s(t), and since r(q) = r(t) and E is acyclic, this implies
that q = t, and hence q∗t = r(t). Thus either [t, q∗] = tq∗ or [t, q∗] = tq∗ − r(t). By (1), it
follows that tq∗ ∈ U in either case.
If s(q) = v and q /∈ E0, then by Lemma 25(2), q∗ ∈ U . Hence [t, q∗] = tq∗ − q∗t ∈ U .
Again q∗t is either 0 or r(q), and in either case we have tq∗ ∈ U .
Next, suppose that r(t) = v = r(q) and t /∈ E0. Then [t, v] = t ∈ U , and hence
[t, q∗] = tq∗ − q∗t ∈ U . As before, this implies that tq∗ ∈ U (since r(t) = v ∈ U).
If r(t) = v = r(q) and q /∈ E0. Then [v, q∗] = q∗ ∈ U , and hence [t, q∗] = tq∗ − q∗t ∈ U .
As usual, it follows that tq∗ ∈ U .
Finally, if t = v = q, then tq∗ = v ∈ U .
(3) Let l ∈ {1, . . . , n} be such that ql has maximal length among the qi having the same
source, and let mr(tl) ∈ N be as in the statement of this lemma. By increasing mr(tl), if
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necessary, we may assume that for all paths z ∈ Path(E) through D(r(tl), mr(tl)) such that
d(r(tl), r(z)) = mr(tl) + 1 and s(z) = r(tl), we have r(z) 6= s(ti) for all i ∈ {1, . . . , n}. (It is
easy to see, by induction, for every u ∈ E0 and m > mu, that m also satisfies the hypotheses
of the lemma, in place of mu.) Let z1, . . . , zk ∈ Path(E) be all the paths zi ∈ Path(E)
through D(r(tl), mr(tl)) such that d(r(tl), r(zi)) = mr(tl) + 1 and s(zi) = r(tl). Then, by
Lemma 25(1), for each i ∈ {1, . . . , k}, we have zi ∈ U . Therefore, by Lemma 18(2),
k∑
i=1
[zi, z
∗
i ] =
k∑
i=1
ziz
∗
i −
k∑
i=1
z∗i zi = r(tl)−
k∑
i=1
z∗i zi ∈ U.
Again, the final sum in the above display consists of vertices, each appearing some number
of times that is divisible by p, and therefore this implies that r(tl) ∈ U .
Now, by (2), we have tlq
∗
l ∈ U , and hence µ − tlq
∗
l ∈ U , from which one can conclude
that r(ti) ∈ U whenever s(qi) = s(ql) (by repeating the entire procedure above on µ − tlq
∗
l ,
and so on). It follows that r(ti) ∈ U for all i ∈ {1, . . . , n}.
We are now ready for the main result of this section.
Theorem 27. Let K be a field having characteristic p > 0, and let E be an acyclic graph
having only regular vertices. Suppose that for each u ∈ E0 there is an mu ∈ N such that
for all w ∈ E0 satisfying d(u, w) = mu + 1, the number of paths q = e1 . . . ek ∈ Path(E)
(e1, . . . , ek ∈ E
1) such that s(q) = u, r(q) = w, and s(e2), . . . , s(ek) ∈ D(u,mu) is a multiple
of p.
Then a subset U ⊆ LK(E) is an ideal if and only if it is a Lie ideal. Moreover, if
U ⊆ LK(E) is an ideal, then [U, LK(E)] = U .
Proof. In any ring, every ideal is a Lie ideal, and so we need only prove that if U is a Lie ideal,
then it is also an ideal. Furthermore, since in this case U is a K-subspace of LK(E), we need
only show that for all µ ∈ U \ {0} and w, u ∈ Path(E) we have µwu∗, wu∗µ ∈ U . (Elements
of the form wu∗ generate LK(E) as a K-vector space.) But, [wu
∗, µ] = wu∗µ − µwu∗ ∈ U ,
and hence µwu∗ ∈ U if and only if wu∗µ ∈ U . Thus, it suffices to show that µwu∗ ∈ U .
Write µ =
∑n
i=1 aitiq
∗
i for some ai ∈ K \ {0} and ti, qi ∈ Path(E). By Lemma 26(2,3),
tiq
∗
i ∈ U for all i ∈ {1, . . . , n}, and hence we may assume that µ = tq
∗ for some t, q ∈
Path(E). Now, if µwu∗ = 0, then we are done. So let us assume that µwu∗ 6= 0. This can
happen only if there is some z ∈ Path(E) such that either q = wz or w = qz. Thus, either
tq∗wu∗ = tz∗u∗ or tq∗wu∗ = tzu∗. Now, by Lemma 26(3), r(t) ∈ U , and by part (2) of the
same lemma, tz∗u∗ ∈ U . Let us therefore suppose that tq∗wu∗ = tzu∗ and that z /∈ E0
(for otherwise tq∗wu∗ = tz∗u∗). By Lemma 26(2), we still have t ∈ U . If t ∈ E0, then
the same lemma implies that tzu∗ = zu∗ ∈ U . So let us also suppose that t /∈ E0. Then
[t, z] = tz − zt = tz − 0 = tz ∈ U (zt = 0, since E is acyclic). Finally, this implies that
tzu∗ ∈ U , by Lemma 26(2,3). Thus, in all cases, µwu∗ ∈ U , as desired.
For the final claim, let µ =
∑n
i=1 aitiq
∗
i ∈ U \ {0} (for some ai ∈ K \ {0} and ti, qi ∈
Path(E)). We wish to show that µ ∈ [U, LK(E)]. Again, by Lemma 26(2,3), tiq
∗
i ∈ U for
all i ∈ {1, . . . , n}, and hence we may assume that µ = tq∗ for some t, q ∈ Path(E) satisfying
r(t) = r(q). By the same lemma, we have t ∈ U . If t 6= q, since E is acyclic, we have
tq∗ = tq∗ − q∗t = [t, q∗] ∈ [U, LK(E)]. Let us therefore suppose that t = q, let mr(t) ∈ N
19
be as in the statement, and let z1, . . . , zn ∈ Path(E) be all the paths zi ∈ Path(E) through
D(r(t), mr(t)) such that d(r(t), r(zi)) = mr(t) + 1 and s(zi) = r(t). Then, by Lemma 18(2)
and our hypotheses, using the usual argument, we have
tq∗ = tt∗ − r(t) + r(t) = [t, t∗] + r(t) = [t, t∗] +
n∑
i=1
ziz
∗
i = [t, t
∗] +
n∑
i=1
[zi, z
∗
i ].
Now, each zi ∈ U , by Lemma 26(2), and hence the above display implies that tq
∗ ∈
[U, LK(E)].
Not all commutator rings have the property that the ideals and Lie ideals coincide. For
instance, if R is a commutator ring with nonzero center, then any additive subgroup of the
center is a Lie ideal, but certainly is not always an ideal. Less trivially, let K be a field and
let R = EndR(
⊕∞
i=1K) be the ring of row-finite matrices over K. Then R = [R,R], by [21,
Theorem 13]. It is well known that R has exactly three ideals, namely 0, R, and the ideal I
consisting of the endomorphisms having finite rank, i.e. the matrices having nonzero entries
in only finitely many columns (e.g., see [17, Exercises 3.14-3.16]). It is easy to show that
the Lie ideal [I, R] consists of the elements of I that have trace zero (each matrix in I has
only finitely many nonzero entries on the main diagonal, and so it makes sense to compute
its trace), and hence is not an ideal of R.
The rest of the section is devoted to building examples commutator Leavitt path algebras
with various (Lie) ideal structures. We first recall some known results and a previously-
defined notion.
Definition 28. A graph E is said to satisfy condition (K) if for each vertex v ∈ E0 such
that there is a simple closed path based at v (i.e., there is a path p = e1 . . . en ∈ Path(E)\E
0,
for some e1, . . . , en ∈ E
1, such that s(p) = v = r(p) and s(ei) 6= v for i > 1), there are at
least two distinct closed simple paths based at v. 
The following statement is a combination of a theorem due to Ara, Moreno, and Pardo
with a theorem of Aranda Pino, Pardo, and Siles Molina. (See Section 2 for the definitions
of hereditary and saturated.)
Theorem 29 (Theorem 5.3 in [6] and Theorem 4.5(3,4) in [7]). Let K be a field, and let
E be a row-finite graph. We let H denote the lattice of all subsets of E0 that are hereditary
and saturated, let L(LK(E)) denote the lattice of all ideals of LK(E), and let Lgr(LK(E))
denote the lattice of all graded ideals of LK(E). Then the following hold.
(1) There is an order-isomorphism between H and Lgr(LK(E)).
(2) L(LK(E)) = Lgr(LK(E)) if and only if E satisfies condition (K).
Corollary 30. Let K be a field, and let E be an acyclic row-finite graph. Then there is an
order isomorphism between the lattice of all hereditary saturated subsets of E0 and the lattice
of all ideals of LK(E).
In particular, there is such an order isomorphism whenever LK(E) = [LK(E), LK(E)].
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Proof. This follows from Theorem 29, since an acyclic graph E satisfies condition (K) vacu-
ously. The last claim follows from Theorem 24, which implies that if LK(E) = [LK(E), LK(E)],
then E must be acyclic and row-finite.
With the help of the above corollary we can now construct an infinite class of pairwise
non-isomorphic commutator Leavitt path algebras, where the field is fixed, and all the graphs
have the same cardinality (as promised in the previous section).
Proposition 31. Let K be a field having characteristic p > 0, and for each n ∈ Z+ let En
be the graph pictured below.
•v11
(p) //
(p)

•v12
(p) //
(p)

•v13
(p) //
(p)

•v21
(p) //
(p)

•v22
(p) //
(p)

•v23
(p) //
(p)

•v31
(p) //
(p)

•v32
(p) //
(p)

•v33
(p) //
(p)

•vn1
(p) // •vn2
(p) // •vn3
(p) //
Then for each n ∈ Z+, LK(En) = [LK(En), LK(En)], and LK(E) has precisely n + 1 ideals,
which form a chain. In particular, LK(En) 6∼= LK(Em) if n 6= m.
Proof. By Proposition 19 (withmu = 0 for all u ∈ E
0), we have LK(En) = [LK(En), LK(En)].
We note that for each k ∈ {1, . . . , n}, the set
⋃n
i=k(
⋃∞
j=1{vij}) ⊆ E
0 is hereditary and sat-
urated. On the other hand, suppose that H ⊆ E0n is a nonempty hereditary saturated
subset, and let vkl ∈ H be a vertex with k minimal. Since H is hereditary, we must have
vnl ∈ H . Since H is saturated, we must then have vn1, . . . , vn,l−1 ∈ H , and hence also
vij ∈ H for i ≥ k and j ≤ l. Using the assumption that H is hereditary again, it follows
that H =
⋃n
i=k(
⋃∞
j=1{vij}). Thus, these, together with the empty set, are precisely the
hereditary saturated subsets of E0. Since these subsets form a chain, the desired conclusion
follows from Corollary 30.
The final claim is immediate.
Using a similar approach, one can construct commutator Leavitt path algebras with
infinitely many ideals.
Example 32. Let K be a field having characteristic p > 0, and let E∞ be the graph pictured
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below.
•v11
(p) //
(p)

•v12
(p) //
(p)

•v13
(p) //
(p)

•v21
(p) //
(p)

•v22
(p) //
(p)

•v23
(p) //
(p)

•v31
(p) //
(p)

•v32
(p) //
(p)

•v33
(p) //
(p)

By the same argument as in Proposition 31, LK(E∞) = [LK(E∞), LK(E∞)]. It is also easy
to see that the hereditary saturated subsets of E0∞ are of the form {vij | i ≥ k, j ≥ l}
(k, l ∈ Z+). Thus, by Corollary 30, LK(E∞) has infinitely many ideals, and they do not
form a chain. 
We mention in passing that the rings LK(En) and LK(E∞) constructed above are prime,
by [7, Proposition 5.6].
6 Direct Limits
We conclude by briefly noting that the commutator rings produced in the previous two
sections are actually special cases of a more general construction described below, though it
is not always informative to view the commutator Leavitt path algebras as such.
Lemma 33. Let (I,≤) be a directed set, let {Ri}i∈I be a family of (not necessarily unital)
rings, and let {fij | i, j ∈ I, i ≤ j} be a family of injective ring homomorphisms fij : Ri →
Rj, such that ((Ri)i∈I , (fij)i≤j) forms a directed system. Also, let D be the direct limit of
this system. If for each i ∈ I there is a j ∈ I with i < j, such that fij(Ri) ⊆ [Rj , Rj], then
D = [D,D] 6= 0.
Proof. Let x ∈ D be any element. Then x ∈ Ri for some i ∈ I. Let j ∈ I be such that i < j
and fij(x) ∈ [Rj , Rj ]. Then x = fij(x) as elements of D, and hence x ∈ [D,D]. That D 6= 0
follows from the injectivity of the transition maps fij.
Corollary 34. Let 1 < n ≤ m be integers, and let R be a unital ring having characteristic
n. For each i ∈ N, let fi : Mmi(R) → Mmi+1(R) be the map that inflates each entry r ∈ R
to the corresponding m × m matrix that has r as each of the first n entries on the main
diagonal and zeros elsewhere. Let D be the direct limit of the resulting directed system. Then
D = [D,D].
Proof. It is easy to verify that each fi is an injective ring homomorphism. Also, for any i
and A ∈Mmi(R), fi(A) ∈Mmi+1(R) is a matrix having trace 0 (since this trace is a multiple
of n). Hence fi(A) ∈ [Mmi+1(R),Mmi+1(R)] (e.g., by [21, Corollary 17]). It now follows from
Lemma 33 that D = [D,D].
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Some of the commutator Leavitt path algebras constructed above are of the form D in
Corollary 34. For instance, let E1 be as in Proposition 31. Then taking R = K, n = p,
and m = p + 1, and letting D be the corresponding direct limit, it is not hard to show that
LK(E) ∼= D.
Others among our commutator Leavitt path algebras are more difficult to recognize as
direct limits of the sort presented in Lemma 33, but this can be accomplished using a more
complicated version of the construction in Corollary 34. We leave the details to the interested
reader.
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