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Abstract
In this paper, we study the stability of a single transonic shock wave solution to the hyperbolic conser-
vation laws with a resonant moving source. Compared with the previous results [W.-C. Lien, Hyperbolic
conservation laws with a moving source, Comm. Pure Appl. Math. 52 (9) (1999) 1075–1098; T.P. Liu,
Nonlinear stability and instability of transonic flows through a nozzle, Comm. Math. Phys. 83 (2) (1982)
243–260] on this stability problem, in this paper, the transonic ith shock is assumed to be relatively strong
and stable in the sense of Majda. Then the framework of [M. Lewicka, L1 stability of patterns of non-
interacting large shock waves, Indiana Univ. Math. J. 49 (4) (2000) 1515–1537; M. Lewicka, Stability
conditions for patterns of noninteracting large shock waves, SIAM J. Math. Anal. 32 (5) (2001) 1094–1116
(electronic)] can be applied. A new criterion is obtained to test whether such a shock is time asymptotically
stable or not. And by constructing the Liu–Yang functional, one can prove the L1 stability of the shock
under the stability condition. This is an extension of the result [S.-Y. Ha, T. Yang, L1 stability for systems
of hyperbolic conservation laws with a resonant moving source, SIAM J. Math. Anal. 34 (5) (2003) 1226–
1251 (electronic); W.-C. Lien, Hyperbolic conservation laws with a moving source, Comm. Pure Appl.
Math. 52 (9) (1999) 1075–1098] to a more general case.
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Consider the following systems of hyperbolic conservation laws with a moving source
{
ut + f (u)x = g(x − ct, u), (x, t) ∈ R×R+,
u(x,0)= u0(x), x ∈ R.
Here u belongs to some open set Ω ⊂ Rn and f is a smooth mapping from Ω to Rn. And the
system
ut + f (u)x = 0 (1.1)
is assumed to be strictly hyperbolic with each characteristic field genuinely nonlinear or linearly
degenerate. It can be seen from the equation that the source is moving with velocity c. Let λi(u)
be the ith eigenvalue of A(u) ≡ Df (u). The system is resonant with the source in the sense that
for some fixed i = 1,2, . . . , n, λi(u) is close to c and the ith characteristic field is genuinely
nonlinear.
In the following, for simplicity, we assume that c = 0. If this is not the case, one can apply the
change of variables x − ct → x,f → f − cu. Then the problem is reduced to
{
ut + f (u)x = g(x,u), (x, t) ∈ R×R+,
u(x,0)= u0(x), x ∈ R. (1.2)
And for some fixed i = 1,2, . . . , n, λi(u) is close to 0. Also, the source term g is assumed to be
small and supported in [0,1].
One example of such a system is the following quasi-one-dimensional model of gas flows
through a nozzle:
∂ρ
∂t
+ ∂(ρu)
∂x
= −a
′(x)
a(x)
ρu,
∂(ρu)
∂t
+ ∂(ρu
2 + p)
∂x
= −a
′(x)
a(x)
ρu2,
∂(ρE)
∂t
+ ∂(ρuE + pu)
∂x
= −a
′(x)
a(x)
(ρuE + pu),
where a(x) is the cross-sectional area of the duct and ρ,u,p,E are the density, velocity, pres-
sure, total energy of the gas. There has been some works on this model, cf. [18–20] and the
references therein.
In the paper [17], the BV stability of system (1.2) with a nonresonant source is studied. The
weak solution to (1.2) can be constructed if the total variation of the initial data is sufficiently
small and λj (u) (j = 1,2, . . . , n) are bounded away from 0. The construction of the approximate
solution is based on a modified Glimm scheme, which is possible under the assumption that g
is sufficiently small in some norm. Also the time asymptotic behaviour of the solution is investi-
gated in this paper. The solution tends to a noninteracting wave pattern as t tends to infinity. And
this noninteracting wave pattern is determined by the far field of the initial data, which is similar
to the Cauchy problem of (1.1).
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laws with a nonresonant source is established. The proof follows the argument in [3,21–23]. The
idea is to construct the Liu–Yang functional for two approximate solutions, which is equivalent
to the L1 distance between them. Then the L1 continuous dependency of the solution on the
initial data is proved by a careful estimate of the time evolution of the Liu–Yang functional.
There are some other works on the well-posedness of hyperbolic conservation laws under
different settings, where some dissipation mechanism is introduced in the source, cf. [1,2,4–7].
For the resonant case, in [15], the time asymptotic behaviour of a single transonic shock is
studied. In this case, the stability depends on the source term g. This can be seen from the study
of the quasi-one-dimensional model of gas flows through a nozzle [18–20]. In such systems,
the sign of a
′(x)
a(x)
determines the stability of the transonic shock. As for systems (1.2) with more
general source term, the following stability criterion is given in [15]:
li
∂g
∂u
ri < 0 for nonlinear stability,
li
∂g
∂u
ri > 0 for nonlinear instability, (1.3)
where li and ri are the ith left and right eigenvectors of A after the usual renormalization. Under
the same settings, the L1 stability for the stable case is given in the paper [10].
However, the above stability criterion (1.3) works only for sufficiently weak shocks, since the
estimate in [15] depends on the smallness assumption of the shock.
In this paper, the stability of relatively strong transonic shock in the framework of [11] is
studied. More precisely, the following problem is studied.
Let u∗ = u∗(x) be a solution to
ut + f (u)x = g(x,u), (1.4)
which satisfies
u∗(x)=
⎧⎪⎨
⎪⎩
u1(0), x < 0,
u1(x), 0 x  x∗,
u2(x), x∗  x  1,
u2(1), x > 1.
(1.5)
Here u1(x), u2(x) are solutions of
df (u)
dx
= g(x,u), (1.6)
in 0  x  x∗ and x∗  x  1, respectively. The discontinuity (u1(x∗), u2(x∗)) = (u¯l, u¯r ) is an
ith shock wave with velocity
σ(u¯l, u¯r )= 0.
And it satisfies the Lax entropy condition
λi(u¯l) > 0 > λi(u¯r ).
In addition, minx∈[0,1]{|λi(u1(x))|, |λi(u2(x))|} λ∗ > 0.
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r1(u¯l), . . . , ri−1(u¯l), u¯r − u¯l , ri+1(u¯r ), . . . , rn(u¯r ) are linearly independent.
If we define v(u¯l, u¯r )= u¯r−u¯l‖u¯r−u¯l‖ , then the above condition is equivalent to
r1(u¯l), . . . , ri−1(u¯l), v(u¯l, u¯r ), ri+1(u¯r ), . . . , rn(u¯r ) are linearly independent. (1.7)
Thus for x ∈ [0,1], there exist n continuous functions kj (x, u¯l, u¯r ), j = 1,2, . . . , n, such that
g(x, u¯r )− g(x, u¯l)=
i−1∑
j=1
kj (x, u¯l, u¯r )rj (u¯l)+
n∑
j=i+1
kj (x, u¯l, u¯r )rj (u¯r )
+ ki(x, u¯l , u¯r )v(u¯l, u¯r ). (1.8)
To study the well-posedness of the wave patterns containing such a relatively strong shock,
the following condition is also imposed for the ith relatively strong shock as in [11]: there exist
a constant θ ∈ (0,1) and positive weights wq1 ,wq2 , . . . ,wqn (q = 0,1) such that
i−1∑
s=1
w0s
w1k
∣∣∣∣ ∂∂ink
(
outs (λ
out
s −Λ)
(λink −Λ)
)∣∣∣∣+
n∑
s=i+1
w1s
w1k
∣∣∣∣ ∂∂ink
(
outs (λ
out
s −Λ)
(λink −Λ)
)∣∣∣∣< θ, (1.9)
at in1 = · · · = inn = 0, for k  i, and
i−1∑
s=1
w0s
w0k
∣∣∣∣ ∂∂ink
(
outs (λ
out
s −Λ)
(λink −Λ)
)∣∣∣∣+
n∑
s=i+1
w1s
w0k
∣∣∣∣ ∂∂ink
(
outs (λ
out
s −Λ)
(λink −Λ)
)∣∣∣∣< θ, (1.10)
at in1 = · · · = inn = 0, for k  i. Here Λ is the speed of the relatively strong i shock. ink and
outk are the strength of kth incoming and outgoing waves, respectively. λink and λ
out
k are the
corresponding wave speeds. With this condition, the BV stability and the L1 stability of the
system (1.1) are guaranteed. For details, readers are referred to [11,12].
As in [15,17], we define
G(x)= max
{
max
u∈Ω0∪Ω1
{∥∥g(x,u)∥∥,∥∥∥∥∂g∂u(x,u)
∥∥∥∥
}}
, (1.11)
where Ω0 and Ω1 are small neighbourhoods of u¯l and u¯r , respectively. Here ‖ · ‖ is any vector
or matrix norm, say l∞ norm.
Then the stability of this standing shock is summarized in the following theorem.
Theorem 1. Suppose that u0 is a small perturbation of u∗, in the sense that the total variation
of (u0 − u∗(x)) is sufficiently small. And the ith shock (u−, u+) in u0 is located at x = x∗ with
λi(u+) < 0 < λi(u−).
Assume that σ(u−, u+) is sufficiently close to zero and G(x) is small in L1 and L∞ norm
compared to the strength of the relatively strong shock (u−, u+).
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pattern both in the position and strength as in [15] when t → ∞, if
ki(x, u¯l, u¯r ) < 0, 0 x  1. (1.12)
And it is asymptotically unstable in the sense [17], that is, the solution tends to an asymptotic
state containing no standing shock, if
ki(x, u¯l, u¯r ) > 0, 0 x  1. (1.13)
Remark 2. It can be seen easily that when the shock (u¯l, u¯r ) is sufficiently weak, (1.12)
and (1.13) are implied by (1.3). Therefore the above theorem gives an extension of the crite-
rion (1.3) to a more general case. And the verification of the conditions (1.12) and (1.13) only
involves the left and right states of the relatively strong shock, while the condition (1.3) involves
all the intermediate states. This is an advantage even for weak shocks.
As for the L1 stability, we have the following result.
Theorem 3. Suppose that u0 satisfies the same assumption as the above theorem. Let u(x, t) be
a weak solution to (1.2) obtained by the Glimm scheme corresponding to u0. Under the assump-
tion (1.12), the steady transonic ith shock wave solution is uniformly L1 stable, i.e.
∥∥u(·, t)− u∗(·)∥∥L1(R) O(1)∥∥u0(·)− u∗(·)∥∥L1(R). (1.14)
Here O(1) is a positive constant.
The remaining sections of the paper are organized as follows. Section 2 is devoted to the BV
stability estimate. In this procedure, our stability criterion (1.12) and (1.13) is derived. Section 3
is on the L1 stability. When (1.12) holds, a Liu–Yang functional is applied to prove Theorem 3.
2. BV stability estimates
In this section, we prove Theorem 1. To begin with, some estimates on wave interactions
between elementary waves and steady waves are given. Then a key lemma is proved which
leads to our stability criterion (1.12) and (1.13). In the stable case, the approximate solution is
constructed by a modified Glimm scheme and a Glimm functional is defined. Finally, we end this
section by showing that the Glimm functional is non-increasing.
First, the well-known interaction estimate for (1.1) is quoted.
Lemma 4. (See [8].) Suppose that ul, um,and ur are three states, which are resolved by small
waves j , γj , δj (j = 1, . . . , n), respectively, i.e.
(ul, ur)=
[
(u0, u1, . . . , uN)/(1, 2, . . . , N)
]
,
(ul, um)=
[(
u′0, u′1, . . . , u′N
)
/(γ1, γ2, . . . , γN)
]
,
(um,ur)=
[(
u′′, u′′, . . . , u′′
)
/(δ1, δ2, . . . , δN )
]
.0 1 N
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then
j = γj + δj +Q(γ, δ)O(1), as |γ | + |δ| → 0, (2.1)
where Q(γ, δ)=∑ |γj ||δk|, the sum is over all pairs j and k for which the j -wave γj on the left
and k-wave δk on the right are approaching, i.e.
• j > k,
• or, j = k, and either γj < 0 or δk < 0.
Since f and g are smooth, (1.12) or (1.13) implies that there exists some positive constant C
such that ∣∣ki(x, u¯l, u¯r )∣∣C, for x ∈ [0,1]. (2.2)
By the Majda stability condition, the Riemann problem containing such a relatively strong shock
can be uniquely solved in a small neighbourhood of the left and right states and the Majda
stability condition remains true for these solutions [14]. So ki can also be defined in such a
neighbourhood. Furthermore, there exists some 0 positive such that, for any states ul, ur satis-
fying
‖ur − u¯r‖ + ‖ul − u¯l‖< 0, (2.3)
ki(x,ul, ur) can be defined and
C1ki(x, u¯l, u¯r ) ki(x,ul, ur) C2ki(x, u¯l, u¯r ), for some C1,C2 > 0. (2.4)
In the following, we shall use these quantities to estimate the time evolution of the speed of the
relatively strong shock.
As in [15,17], we shall employ the following estimate of the error introduced by the source
term.
Lemma 5. Let u1 and u2 be two states both contained in Ω0 or Ω1. Suppose that uj (x), j = 1,2,
are the steady wave solutions corresponding to u1 and u2 such that{
f
(
uj (x)
)
x
= g(x,uj (x)), for x > x0 or x < x0,
uj (x0)= uj .
And |λi(uj (x))| λ∗ > 0. Then
uj (x)− uj (x0)=O(1) 1
λ∗
x∫
x0
G(s)ds, (2.5)
u2(x)− u1(x) = u2(x0)− u1(x0)+O(1) 1
λ2∗
x∫
x0
G(s)ds
∣∣u2(x0)− u1(x0)∣∣, (2.6)
provided that |x − x0| is sufficiently small.
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as the following form
f
(
ui(x)
)− f (ui(x0))=
x∫
x0
g
(
s, ui(s)
)
ds, i = 1,2.
Thus,
A
(
ui(x), ui(x0)
)(
ui(x)− ui(x0)
)=
x∫
x0
g
(
s, ui(s)
)
ds, i = 1,2,
where A(ui(x), ui(x0))=
∫ 1
0 Df (θui(x), (1 − θ)ui(x0))dθ .
From the strict hyperbolicity and the entropy condition for the relatively strong shocks, the
matrix A(ui(x), ui(x0)) is invertible if ui(x) and ui(x0) are close to each other. This is true
provided that |x − x0| is sufficiently small. Then
(
ui(x)− ui(x0)
)=A(ui(x), ui(x0))−1
x∫
x0
g
(
s, ui(s)
)
ds =O(1) 1
λ∗
x∫
x0
G(s)ds.
Therefore
u2(x)− u1(x)= u2(x0)− u1(x0)+A
(
u2(x), u2(x0)
)−1 x∫
x0
g
(
s, u2(s)
)
ds
−A(u1(x), u1(x0))−1
x∫
x0
g
(
s, u1(s)
)
ds
= u2(x0)− u1(x0)+A
(
u2(x), u2(x0)
)−1 x∫
x0
[
g
(
s, u2(s)
)− g(s, u1(s))]ds
+ (A(u2(x), u2(x0))−1 −A(u1(x), u1(x0))−1)
x∫
x0
g
(
s, u1(s)
)
ds
= u2(x0)− u1(x0)+O(1) 1
λ2∗
x∫
x0
G(s)ds
∣∣u2(x0)− u1(x0)∣∣.
In the last estimate, we have used
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(
u2(x), u2(x0)
)−1 x∫
x0
[
g
(
s, u2(s)
)− g(s, u1(s))]ds
=O(1) 1
λ∗
∣∣u2(x0)− u1(x0)∣∣
x∫
x0
sup
u
∥∥∥∥∂g∂u
∥∥∥∥ds,
(
A
(
u2(x), u2(x0)
)−1 −A(u1(x), u1(x0))−1)
x∫
x0
g
(
s, u1(s)
)
ds
=O(1) 1
λ2∗
∣∣u2(x0)− u1(x0)∣∣
x∫
x0
sup
u
‖g‖ds. 
We apply the same modified Glimm scheme in [15] to construct approximate solutions. In
this scheme, to reduce the error, the position of the relatively strong shock is not affected by the
random choice. Then it is important to understand the time evolution caused by the source term.
Let (ul, ur) be an i-shock which is a small perturbation of a standing relatively strong shock
with speed σ , located at x = x0. And (ul, uˆl) and (ur , uˆr ) are two steady waves. By the Majda
stability condition, for any uˆl and uˆr in a neighbourhood of the states ul and ur , the Riemann
problem (uˆl, uˆr ) can be solved uniquely with one admissible relatively strong shock and several
small waves. Suppose that the intermediate states are w0 = uˆl ,w1, . . . ,wn = uˆr , satisfying
wj+1 = Ψ (j+1)(wj ), j = 0,1, . . . , n, (2.7)
with
wi = uir , wi−1 = uil . (2.8)
Here Ψ ()(u0) is the admissible wave curve starting from u0 with parameter . Denote the
i-wave in (uˆl, uˆr ) located at x = x1 by (uil, uir ). Then we have the following estimate.
Theorem 6. Suppose that σ and |x1 − x0| are sufficiently small.
Then there exists κ > 0 such that (uil, uir ) is a shock with velocity σˆ satisfying
1
2
κ
x1∫
x0
ki(x)dx  (σˆ − σ)‖ur − ul‖ 2κ
x1∫
x0
ki(x)dx,
provided that ki(x)= ki(x,ul, ur) = 0, x ∈ [x0, x1].
Moreover,
∑
j =i
|j | +
∣∣‖ur − ul‖ − ‖uir − uil‖∣∣ C
∣∣∣∣∣
x1∫
x0
G(x)dx
∣∣∣∣∣ or
∑
j =i
|j | +
∣∣‖ur − ul‖ − ‖uir − uil‖∣∣ C′‖ur − ul‖
∣∣∣∣∣
x1∫
G(x)dx
∣∣∣∣∣, (2.9)
x0
J. Hua / J. Differential Equations 245 (2008) 337–358 345where C is a constant depending on (1.1) and λ∗. And C′ is a constant depending on (1.1),
λ∗ and ϑ .
Proof. Without loss of generality, assume that σ > 0 and x0 < x1. By the Rankine–Hugoniot
condition,
f (ul)− f (ur)= σ(ul − ur),
f (uil)− f (uir )= σˆ (uil − uir ).
On the other hand, we have
f (uˆl)− f (ul)=
x1∫
x0
g
(
x,u(x)
)
dx,
f (uˆr )− f (ur)=
x1∫
x0
g
(
x,w(x)
)
dx.
Then
(
f (uˆr )− f (uˆl)
)− (f (ur)− f (ul))
= f (uˆr )− f (uir )+ f (uil)− f (uˆl)+ f (uir )− f (uil)−
(
f (ur)− f (ul)
)
= f (uˆr )− f (uir )+ f (uil)− f (uˆl)+ σˆ (uir − uil)− σ(ur − ul)
= f (uˆr )− f (uir )+ f (uil)− f (uˆl)+ (σˆ − σ)(ur − ul)+ σˆ
[
(uir − uil)− (ur − ul)
]
= f (uˆr )− f (uir )+ f (uil)− f (uˆl)+ (σˆ − σ)‖ur − ul‖v(ul, ur )
+ σˆ [(uir − uil)− (ur − ul)].
On the other hand,
(
f (uˆr )− f (uˆl)
)− (f (ur)− f (ul))=
x1∫
x0
g
(
x,w(x)
)
dx −
x1∫
x0
g
(
x,u(x)
)
dx
=
x1∫
x0
(
g(x,ur)− g(x,ul)
)
dx +O(1)
( x1∫
x0
Gdx
)2
.
Therefore,
f (uˆr )− f (uir )+ f (uil)− f (uˆl)+ (σˆ − σ)‖ur − ul‖v(ul, ur)
=
x1∫ (
g(x,ur)− g(x,ul)
)
dx + σˆ [(uir − uil)− (ur − ul)]+O(1)
( x1∫
Gdx
)2
. (2.10)
x0 x0
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∫ x1
x0
Gdx, by the Lipschitz dependency of the Riemann
problem on its states, we have
σˆ
[
(uir − uil)− (ur − ul)
]=O(1)σ
x1∫
x0
Gdx. (2.11)
From the fact that the shock wave and rarefaction wave issuing from the same state are contact
up to the second order derivatives, we then deduce that
f (wj )− f (wj−1)= j rj (wj−1)+O(1)|j |2
=
{
λj (ul)j rj (ul)+O(1){|j |2 + |j |‖wj−1 − ul‖}, j = 1, . . . , i − 1,
λj (ur)j rj (ur)+O(1){|j |2 + |j |‖wj−1 − ur‖}, j = i + 1, . . . , n,
=
{
λj (ul)j rj (ul)+O(1)(
∫ x1
x0
Gdx)2, j = 1, . . . , i − 1,
λj (ur)j rj (ur )+O(1)(
∫ x1
x0
Gdx)2, j = i + 1, . . . , n.
Thus,
f (uˆr )− f (uir )=
n∑
j=i+1
(
f (wj )− f (wj−1)
)
=
n∑
j=i+1
λj (ur)j rj (ur)+O(1)
( x1∫
x0
Gdx
)2
,
f (uil)− f (uˆl)=
i−1∑
j=1
(
f (wj )− f (wj−1)
)
=
i−1∑
j=1
λj (ul)j rj (ul)+O(1)
( x1∫
x0
Gdx
)2
. (2.12)
Substitute (2.11) and (2.12) into (2.10), then it follows that
n∑
j=i+1
λj (ur)j rj (ur )+
i−1∑
j=1
λj (ul)j rj (ul)+ (σˆ − σ)‖ur − ul‖v(ul, ur)
=
x1∫
x0
(
g(x,ur)− g(x,ul)
)
dx +O(1)
( x1∫
x0
Gdx
)2
+O(1)σ
x1∫
x0
Gdx. (2.13)
Then compare (2.13) and (1.8), we have
(σˆ − σ)‖ur − ul‖ =
x1∫
ki(x,ul, ur)dx +O(1)
( x1∫
Gdx
)2
+O(1)σ
x1∫
Gdx.x0 x0 x0
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(σˆ − σ)‖ur − ul‖ =O(1)
x1∫
x0
ki(x)dx, (2.14)
where O(1) is some positive constant.
The estimates (2.9) hold trivially if the strength of the large shock ‖ur − ul‖  ϑ . Then
Lemma 4 implies that
∑
j =i
|j | +
∣∣‖ur − ul‖ − ‖uir − uil‖∣∣C‖ur − ul‖
∣∣∣∣∣
x1∫
x0
G(x)dx
∣∣∣∣∣.
When ‖ur − ul‖ is so large that Lemma 4 cannot be applied, from the Lipschitz dependence
of the solution to Riemann problem on its states, it holds that
∑
j =i
|j | +
∣∣‖ur − ul‖ − ‖uir − uil‖∣∣C
∣∣∣∣∣
x1∫
x0
G(x)dx
∣∣∣∣∣,
since the perturbation (ul, uˆl) and (ur , uˆr ) are of the order
∫ x1
x0
Gdx. Then replace C by C
ϑ
, it
follows that
∑
j =i
|j | +
∣∣‖ur − ul‖ − ‖uir − uil‖∣∣ C′‖ur − ul‖
∣∣∣∣∣
x1∫
x0
G(x)dx
∣∣∣∣∣. 
As in [15,16], we construct the approximate solutions by a modified Glimm scheme. Denote r ,
s and {an}∞n=0 as the mesh sizes in x, t and the equidistributed random sequence in [0,1], respec-
tively. Here we use a random sequence in [0,1], which is possible after some renormalization
of the characteristic speed. This will not change the construction essentially. The approximate
solution u(x, t) is defined inductively. Suppose that u(x, t) is defined for 0 < t < ks, k ∈ N and
the relatively strong shock is located at x = xf (ks) at t = ks. Define
jf (k)=
[
xf (ks)
r
]
.
For those x /∈ ((jf − 1)r, (jf + 2)r), the usual random choice is applied. Then u(x, ks+) is
the steady wave solution satisfying
{
f
(
u(x)
)
x
= g(x,u(x)), for x ∈ (hr, (h+ 1)r),
u
(
(h+ ak)r
)= u((h+ ak)r, ks−).
The discontinuity at x = hr is resolved by solving the Riemann problem of (1.1) in {(x, t) | x ∈
((h− 1)r, (h+ 1)r), t ∈ (ks, (k + 1)s)} with initial condition
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{
u(hr+, ks+), x > hr,
u(hr−, ks+), x < hr. (2.15)
To define the approximate solution in ks < t < (k + 1)s for the system (1.4), the adjoint waves
constructed in the above Riemann problem are connected by the steady waves, instead of constant
states for system (1.1). And the left and right states related by the shock waves are also defined
by the steady waves. More precisely, suppose that (ul, ur) is a shock in the solution to the above
Riemann problem with speed σ . Define the steady wave in x < hr with initial value ul by ul(x).
Similarly, ur(x) is the steady wave in x > hr . Then the approximate solution u(x, t) contains a
discontinuity with constant speed but variant end states:
u(x, t)=
{
ul(x), x < hr + σ(t − ks),
ur(x), x > hr + σ(t − ks).
Similarly, the rarefaction wave constructed in the Riemann problem (2.15) is modified to give an
approximate solution. The details can be found in [17].
For x ∈ ((jf − 1)r, (jf + 2)r), which is called the front region at t = ks, the steady waves in
(jf − 1)r < x < xf and xf < x < (jf + 2)r are defined with the initial values
u
(
(jf − 1 + ak)r
)= u((jf − 1 + ak)r, ks−),
u
(
(jf + 1 + ak)r
)= u((jf + 1 + ak)r, ks−),
respectively. Then as in the previous case, the Riemann problem is solved at x = xf (ks). Gener-
ally speaking, there are n waves in the solution to this Riemann problem. But only the relatively
strong ith shock is kept. The approximate solution in the front region is defined in the same way
as before, by regarding the relatively strong ith shock as the only wave in the solution to the
above Riemann problem. Furthermore, for ks < t < (k + 1)s,
xf (t)= σ(t − ks)+ xf (ks),
where σ is the speed of the relatively strong shock. And the Riemann problems are solved at
x = (jf − 1)r or x = (jf + 2)r as the previous case so as to resolve the discontinuities. Thus,
roughly speaking, we move the weak waves at x = xf (ks) to x = (jf − 1)r or x = (jf + 2)r .
By the above construction, it can be seen that, different from the usual Glimm scheme, the
position of the relatively strong shock is not randomly chosen. Indeed, xf ((k + 1)s) = xf (ks)+
σs. Thus, the relatively strong shock moves faster and faster when (1.13) holds, provided that
Theorem 6 can apply. And it slows down when (1.12) holds. This is the key observation for the
stability of the standing shock.
Now assume that (1.12) holds. We apply the above modified Glimm scheme to construct
approximate solution. Then the perturbed steady wave may stay in the region x ∈ [0,1]. This
implies that it tends to a nearby noninteracting wave pattern as t → ∞, if such an approximate
solution can really be defined. To achieve this, we need the BV stability estimate.
To define Glimm functional, we adopt the same definition in [11] of approaching waves.
Definition 7. (i) We say two small wave fronts α and β , located at xα < xβ and belonging to
characteristic families kα and kβ , respectively, are approaching each other if the following two
conditions hold:
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(b) Either kα > kβ or kα = kβ , and at least one of the waves is a genuinely nonlinear shock.
In this case, we write (α,β) ∈ A.
(ii) We say that a small wave α of the characteristic family kα located at xα approaches a
strong shock of the family kβ = i located at a point xβ if one of the following holds:
(1) The states u−, u+ joined by the small wave both belong to Ω0 and kα  i.
(2) The states u−, u+ belong to Ω1 and kα  i.
In this case, we write (α,β) ∈ Ai .
Consider the following functional:
F(J ) = F1(J )+ F2(J ), (2.16)
where
F1(J )=
∑
j =i
L¯j (J )+M1L¯i(J )+M2Q0(J ),
F2(J )=M3|σJ | +M4Q1(J ),
L¯j =
∑{|α|: α is a small j -wave which crosses J},
σJ , |βJ | are the speed and strength of the strong shock which crosses J,
Q(J ) =Q0(J )+Q1(J ),
Q0(J ) = kQA(J )+Q0i (J ),
QA(J )=
∑
(α,β)∈A
|αβ|, Q0i (J )=
∑
α∈Ai
|α|,
Q1(J )=
n∑
j=1
Q1j (J ).
For j < i,
Q1j (J )=
∑{ |α|
λ2∗
xα∫
−∞
G(x)dx: α is the strength of j -wave which crosses J
}
.
For j > i,
Q1j (J )=
∑{ |α|
λ2∗
∞∫
xα
G(x)dx: α is the strength of j -wave which crosses J
}
.
And
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∑{ |α|
λ2∗
∞∫
xα
G(x)dx: α is the strength of i-wave which crosses J with xα < xJ
}
+
∑{ |α|
λ2∗
xα∫
xJ
G(x)dx + |α|
λ2∗
∞∫
xJ
G(x)dx: α is the strength of
i-wave which crosses J with xα > xJ
}
.
We can combine the BV estimates in [14] and [10,15] to find out the time evolution of F . Suppose
that J1 and J2 are two spaced-like curves and J2 is the immediate successor of J1.
Lemma 8. Suppose that (2.3) holds and F(J1) is sufficiently small, then the following estimates
hold.
(1) If the diamond =(J1, J2) does not contain the relatively strong ith shock,
F(J2)− F(J1)−12Q(). (2.17)
(2) If the diamond =(J1, J2) contains the relatively strong ith shock,
F(J2)− F(J1)−12Q()−
C0
2
∣∣∣∣∣
xJ2∫
xJ1
ki dx
∣∣∣∣∣, (2.18)
provided that the mesh sizes r, s are small enough.
Proof. Case 1: There is no relatively strong i-shock. Observe that in the definition of F(J ),
F1(J ) is the same as the Glimm functional for (1.1) except for some weights. If there is no source
term, i.e. g = 0, the standard interaction estimates for (1.1) implies that F1(J ) decreases. But the
source term may produce some additional error terms which can be estimated by Lemma 5.
Similar to the estimate in [9,17], this can be compensated by the decay of Q1. Thus
|σJ2 | = |σJ1 |,
F1(J2)+M4Q1(J2)−
[
F1(J1)+M4Q1(J1)
]
−1
2
(
Q0()+Q1()
)
,
if k,M1,M2,M4 are suitably chosen and F(J1) is sufficiently small. Then (2.17) follows.
Case 2: There is a relatively strong i-shock. Observe that in the definition of F(J ), F1(J ) is
the same as the Glimm functional in [14]. By Proposition 3.4 in [14], F1(J ) decreases if g = 0.
Similar to the above case, combined with the estimates in [9] and Lemma 5, we have
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[
F1(J1)+M4Q1(J1)
]
−1
2
(
Q0()+Q1()
)+O(1)
∣∣∣∣∣
xJ2∫
xJ1
G(x)dx
∣∣∣∣∣, (2.19)
if k,M1,M2,M4 are suitably chosen and F(J1) is sufficiently small.
However, if the mesh size is chosen sufficiently small, Theorem 6 applies, since xJ2 − xJ1 =
σJ1t . Furthermore, (2.3) is satisfied, which implies that
|σJ2 | − |σJ1 | = −O(1)
1
|αJ1 |
∣∣∣∣∣
xJ2∫
xJ1
ki dx
∣∣∣∣∣−C1
∣∣∣∣∣
xJ2∫
xJ1
ki(x, , u¯l , u¯r )dx
∣∣∣∣∣. (2.20)
Here, C1 is a positive constant which may depend on 0 and u¯l , u¯r . But since u¯l , u¯r is prescribed,
C1 is always bounded. Therefore, choose M3 sufficiently large, (2.18) follows. 
By applying the above lemma successively to any space liked curve J , we may have
F(J ) F(0)− 1
2
Q(ΛJ )− C02
kJ∑
k=1
∣∣∣∣∣
xJk∫
xJk−1
ki dx
∣∣∣∣∣, (2.21)
provided that F(0) is sufficiently small. This in turn guarantees the condition (2.3). Thus, we
have the uniform bound of the total strength of the small waves. The first part of Theorem 1
follows.
As for the case (1.13), similar BV estimate holds if we replace Q1i by Q1 as defined in The-
orem 6.2 of [15]. The proof is similar to the above case, so it is omitted here. And in this case,
the perturbed large shock accelerates as explained before. Then it leaves the region x ∈ [0,1] in
finite time. Thus the second part of Theorem 1 follows.
3. L1 stability estimates
To prove the L1 stability of the standing transonic shock, we use the Liu–Yang’s approach.
As usual, consider two Glimm solutions of (1.2) u(x, t) and v(x, t). We resolve (u(x, t), v(x, t))
by n Hugoniot curves, i.e.
w0(x, t)= u(x, t), wn(x, t)= v(x, t), wi(x, t) ∈Hi
(
wi−1(x, t)
)
, i = 1,2, . . . , n.
As in [13], we define the weighted strength |bk| as follows:
|bk| =wqk |αk|, for k = 1,2, . . . , n, q = 0,1, (3.1)
where the weights wqk ’s satisfy the condition (1.9) and (1.10). And w0k is used when the two states
related by the wave αk are both contained in Ω0. Similar definition for w1k . For the relatively
strong shock, we rescale it to some large number that is strictly larger than the strength of any
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In the following, we shall take v = u∗(x).
Same as [9], we partition the elementary waves in the approximate solutions constructed by
the modified Glimm scheme so that a rarefaction wave is partitioned into rarefaction shocks with
maximal strength . And define a simplified wave pattern in every time strip
Λp =
{
(x, t); −∞ < x <∞, (p − 1)Ns < t < pNs}, p = 1, . . . ,M,
where M,N are large integers. Then in the time strip, only finite number of waves that can be
traced back are kept in the simplified wave pattern. And they propagate with constant speed. And
those new generated or cancelled waves in Λp are put back at t = pNs+.
Similar to [10] and [11], define the following Liu–Yang functional:
Φ˜(u, v)(t) =
n∑
k=1
∞∫
−∞
∣∣q˜k(x, t)∣∣W˜k(x, t)dx,
for (p − 1)Ns < t < pNs, p = 1, . . . ,M, (3.2)
where
W˜k(x, t)=Wk(x, t)+K0A˜k(x, t),
Wk(x, t)=
[
1 +K1F
(
(p − 1)Ns)]+K2Ak(x)+K3[Q(u)+Q(v)],
Ak(x) is the same as [11],
A˜k(x, t)=
{∫∞
x
G(ξ)dξ, for k  i + 1,∫ x
−∞ G(ξ)dξ, for k  i − 1,
A˜i(x, t)= χ(−∞,xf (t))
∞∫
x
G(ξ)dξ + χ(xf (t),∞)
( x∫
xf (t)
G(ξ)dξ +
∞∫
xf (t)
G(ξ)dξ
)
.
Here xf (t) is the position of the relatively strong shock in u at time t and χE is the characteristic
function of a set E. F is the functional defined in (2.16).
Observe that Wk(x, t) is almost the same as the one Wk(x) used in [11]. The main difference
is that now Wk(x, t) depends on t , since the strength of the waves α in u and v may depend on
t due to the source term. And we just add one more constant term K1F((p − 1)Ns) in it, which
will not change the estimate essentially.
Let J be the set of discontinuities in u. Suppose that there are P such discontinuities and they
are denoted as α1, . . . , αP located at x(α1) < · · ·< x(αP ). For convenience, also define
x(α0)= −∞, x(αP+1)= ∞.
When there is no interaction happening, the functional is differentiable in t . Thus in Λp , we
consider
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Φ˜(u, v)= d
dt
n∑
k=1
∞∫
−∞
∣∣q˜k(x, t)∣∣W˜k(x, t)dx
= d
dt
n∑
k=1
∞∫
−∞
∣∣q˜k(x, t)∣∣Wk(x, t)dx +K0 d
dt
n∑
k=1
∞∫
−∞
∣∣q˜k(x, t)∣∣A˜k(x, t)dx. (3.3)
The second part of (3.3) is exactly the same as d
dt
Qso(t) in [10], which can be summarized in the
following lemma.
Lemma 9. The following estimate holds:
d
dt
n∑
k=1
∞∫
−∞
∣∣q˜k(x, t)∣∣A˜k(x, t)dx
−c˜Γso + 2
(
d
dt
∞∫
xf (t)
G(ξ)dξ
) ∞∫
xf (t)
∣∣qi(x, t)∣∣dx + Γ, (3.4)
where
Γso =
n∑
j=1
1∫
0
G(x)
∣∣qj (x, t)∣∣dx,
Γ =
n∑
k=1
P∑
j=1
[∣∣q˜−k (αj )∣∣− ∣∣q˜+k (αj )∣∣]x˙(αj )A˜k(x(αj ), t),
G0 =
∥∥G(·)∥∥
L∞ , G1 =
∥∥G(·)∥∥
L1 .
Proof. The proof is similar to the one in [9,10].
d
dt
n∑
k=1
∞∫
−∞
∣∣q˜k(x, t)∣∣A˜k(x, t)dx = d
dt
n∑
k=1
P+1∑
j=1
x(αj )∫
x(αj−1)
∣∣q˜k(x, t)∣∣A˜k(x, t)dx
=
n∑
k=1
P∑
j=1
[∣∣q˜−k (αj )∣∣− ∣∣q˜+k (αj )∣∣]x˙(αj )A˜k(x(αj ), t)
+
n∑
k=1
P+1∑
j=1
x(αj )∫
x(αj−1)
∣∣q˜k(x, t)∣∣ d
dt
A˜k(x, t)dx.
And
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k=1
P+1∑
j=1
x(αj )∫
x(αj−1)
∣∣q˜k(x, t)∣∣ d
dt
A˜k(x, t)dx
−c˜Γso + 2
(
d
dt
∞∫
xf (t)
G(ξ)dξ
) ∞∫
xf (t)
∣∣qi(x, t)∣∣dx.
This can be proved by straightforward computation. 
As for the first part of (3.3), we have
d
dt
n∑
k=1
∞∫
−∞
∣∣q˜k(x, t)∣∣Wk(x, t)dx +K0Γ
= d
dt
n∑
k=1
P+1∑
j=1
x(αj )∫
x(αj−1)
∣∣q˜k(x, t)∣∣Wk(x, t)dx +K0Γ
=
n∑
k=1
P+1∑
j=1
{∣∣q˜−k (αj )∣∣W˜−k (αj )x˙(αj )− ∣∣q˜+k (αj−1)∣∣W˜+k (αj−1)x˙(αj−1)}
+
n∑
k=1
P+1∑
j=1
x(αj )∫
x(αj−1)
∣∣q˜k(x, t)∣∣ d
dt
[
Wk(x, t)
]
dx
= I1 + I2 + I3, (3.5)
where
I2 =
n∑
k=1
P+1∑
j=1
x(αj )∫
x(αj−1)
∣∣q˜k(x, t)∣∣ d
dt
[
Wk(x, t)
]
dx,
I3 =
n∑
k=1
P+1∑
j=1
{∣∣q˜−k (αj )∣∣W˜−k (αj )λ−k (αj )− ∣∣q˜+k (αj−1)∣∣W˜+k (αj−1)λ+k (αj−1)},
and
I1 =
n∑
k=1
P+1∑
j=1
{∣∣q˜+k (αj−1)∣∣W˜+k (αj−1)(λ+k (αj−1)− x˙(αj−1))
− ∣∣q˜−k (αj )∣∣W˜−k (αj )(λ−k (αj )− x˙(αj ))}.
Here denote q˜±(αj )= q˜k(x(αj )±, t), λ±(αj )= λk(wk−1(x(αj )±, t),wk(x(αj )±, t)).k k
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x(αj )). In fact, this is not true in general. Since it is possible that q˜k(x, t) changes its sign
in (x(αj−1), x(αj )), Wk(x, t) may also change its value. However, q˜k(x, t) is continuous in
(x(αj−1), x(αj )). Suppose that at x = x¯, q˜k(x, t) changes sign. Then q˜k(x¯, t) = 0. By divid-
ing (x(αj−1), x(αj )) into (x(αj−1), x¯) and (x¯, x(αj )), the same argument applies. So one can
assume without loss of generality that Wk(x, t) remains to be a constant in (x(αj−1), x(αj )).
Under assumption (1.9) and (1.10) and observe that A˜+k (x(αj )) = A˜−k (x(αj )), the estimate
of I1 is the same as [11]. Therefore,
I1 O(1). (3.6)
The estimate is now reduced to I2 and I3.
Lemma 10. The following estimate for I2 holds:
I2 O(1)
∑
α
G
(
x(α)
)|α| n∑
k=1
∞∫
−∞
∣∣q˜k(x, t)∣∣dx. (3.7)
Proof. This is the simple consequence of the following simple estimate in [9,10]:
d
dt
|α| =O(1)G(x(α))|α|,
which can be proved by (2.5). 
As for I3, it is possible that q˜k(x, t) changes its sign at x¯ ∈ (x(αj−1), x(αj )). Again by insert-
ing into I3
∣∣q˜−k (x¯)∣∣W˜−k (x¯)λ−k (x¯)− ∣∣q˜+k (x¯)∣∣W˜+k (x¯)λ+k (x¯)= 0,
when necessary, one can assume without loss of generality that W˜k(x, t) remains to be a constant
in (x(αj−1), x(αj )). Then
I3 =
n∑
k=1
P+1∑
j=1
{
W˜+k (αj−1)
(∣∣q˜−k (αj )∣∣λ−k (αj )− ∣∣q˜+k (αj−1)∣∣λ+k (αj−1))}.
Then we can estimate it as follows.
Lemma 11. The following estimate for I3 holds:
I3 O(1)
n∑
k=1
∞∫
−∞
G(x)
∣∣qk(x, t)∣∣dx. (3.8)
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large enough and divide (x(αj−1), x(αj )) into M subintervals with length x = (x(αj ) −
x(αj−1))/M . Denote xl = x(αj−1)+ lx, l = 0,1, . . . ,M . Then
Πk(αj−1, αj )=
M−1∑
l=0
λ
(
qk(xl+1, t)
)∣∣qk(xl+1, t)∣∣− λ(qk(xl, t))∣∣qk(xl, t)∣∣
=
M−1∑
l=0
[
λ
(
qk(xl+1, t)
)− λ(qk(xl, t))]∣∣qk(xl+1, t)∣∣
+ [∣∣qk(xl+1, t)∣∣− ∣∣qk(xl, t)∣∣]λ(qk(xl, t)). (3.9)
Suppose that the states joined by qk(xl, t) are u−k , u+k and u−k (x), u+k (x) are corresponding steady
wave solutions. First solve the Riemann problem of (1.1) with states (u−k (xl+1), u+k (xl+1)) by
Hugoniot curves. From Lemma 5 and Theorem 6, the new generated waves and the difference of
the kth wave in (u−k (xl+1), u
+
k (xl+1)) are of order
O(1)
∣∣qk(xl, t)∣∣
xl+1∫
xl
G(x)dx
for |qk(xl, t)| small or
O(1)
xl+1∫
xl
G(x)dx
for |qk(xl, t)| relatively strong. Then q1(xl+1, t), . . . , qn(xl+1, t), the Hugoniot waves to re-
late the states (u−1 (xl+1), u+n (xl+1)), can be regarded as the interactions of all these waves in
(u−k (xl+1), u
+
k (xl+1)) (k = 1, . . . , n). By the standard interaction estimate for (1.1), we have
n∑
k=1
Πk(αj−1, αj )=O(1)
M−1∑
l=0
n∑
k=1
∣∣qk(xl, t)∣∣
xl+1∫
xl
G(x)dx
=O(1)
x(αi+1)∫
x(αi )
n∑
k=1
∣∣qk(x, t)∣∣G(x)dx.
Here the constant O(1) may depend on ϑ in Lemma 4 so that for relatively strong shock
with strength larger than ϑ , the quantity
∫ xl+1
xl
G(x)dx can be bounded by O(1)|qk(xl, t)| ×∫ xl+1
xl
G(x)dx.
Then (3.8) follows immediately. 
To summarize, we have the following estimate.
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as follows:
Φ˜(u, v)(pNs+)− Φ˜(u, v)(p(N − 1)s+)O(1)
(
e(Λp)+
xf (pNs)∫
xf ((p−1)Ns)
G(ξ)dξ
)
Ns. (3.10)
Here e(Λp)=Q(Λp)+C(Λp)+  +NsG0.
Proof. First integrate d
dt
Φ˜(u, v) from (p − 1)Ns to pNs, and choose K0 sufficiently large, we
get
Φ˜(u, v)(pNs−)− Φ˜(u, v)(p(N − 1)s+)
O(1)
(
e(Λp)+
xf (pNs)∫
xf ((p−1)Ns)
G(ξ)dξ
)(
Ns +L(pNs−)), (3.11)
where L(t)=∑nk=1 ∫∞−∞ |q˜k(x, t)|dx. And we have used the fact that
L(t)O(1)Ns +L(pNs−),∫ ∑
α
G
(
x(α)
)|α|dt =O(1)Q(Λp),
as in [9].
To complete the proof, one need to estimate Φ˜(u, v)(pNs+) − Φ˜(u, v)(pNs−). Similar
to [10], by applying the estimate (2.21), one have
Φ˜(u, v)(pNs+)− Φ˜(u, v)(pNs−)
−K1
2
Q(Λp)L(pNs−)− K1C04
pN∑
k=(p−1)N
∣∣∣∣∣
xf ((k+1)s)∫
xf (ks)
ki dx
∣∣∣∣∣L(pNs−)
+O(1)e(Λp)Ns. (3.12)
Thus choose K1 sufficiently large, (3.10) follows. 
Finally as in [9,10], Theorem 3 can be proved by standard argument. Choose (M − 1)Ns <
T MNs and sum (3.10) for p = 1, . . . ,M , we have
Φ˜(u, v)(T )− Φ˜(u, v)(0)
O(1)
(
Q(ΛT )+C(ΛT )+
xf (T )∫
x
G(ξ)dξ
)
Ns +O(1)( +NsG0)T ,f (0)
358 J. Hua / J. Differential Equations 245 (2008) 337–358where ΛT = {(x, t); −∞ < x < ∞, 0 < t < T }. Since Φ˜(u, v) is equivalent to the L1 distance
between u and v, Theorem 3 follows by letting M → ∞,  → 0.
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