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ABSTRACT 
Let m and n be positive integers, and let R = (rl,. . . , r,) and S = (an.. . ,sn) be 
nonnegative integral vectors. We survey the combinatorial properties of the set of all 
m x n matrices of O’s and l’s having ri l’s in row i and si I’s in column i. A number of 
new results are proved. The results can also be formulated in terms of the set of 
bipartite graphs with a bipartition into m and n vertices having degree sequence R 
and S, respectively. They can also be formulated in terms of the set of hypergraphs 
with m vertices having degree sequence R and n edges whose cardinalities are given 
by S. 
1. INTRODUCTION 
Letmandnbepositiveintegers,andletR=(r1,...,r,)andS=(s,,...,s,) 
be nonnegative integral vectors. Denote by %( R, S) the set of all m x n 
matrices A = [a i i ] satisfying 
ajj=O or 1 for i=l,..., m and i=l,..., n; (1.1) 
i: aii=rj for i=l,...,m; 
j=l 
(1.2) 
g aii=si for j=l,...,n. 
i=l 
(1.3) 
Thus a matrix of O’s and l’s belongs to %( R, S) provided its row sum vector is 
R and its column sum vector is S. This set ‘%( R, S) was the subject of 
intensive study during the late 1950s and early 1969s by H. J. Ryser, D. Ft. 
Fulkerson, R. M. Haber, and D. Gale, and many remarkable theorems were 
proved. The purpose of this article is to survey the combinatorial properties 
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of Fu(R,S) . 1 d’ g mc u m some recent results. In doing so, we present in some 
cases new proofs of theorems which may be more transparent than those in 
the literature. Also there appear here for the first time a number of new 
results, notably the solution (Theorem 6.8) of a problem posed by Ryser [56, 
p. 761 in 1963. Other new results include Theorems 3.10, 4.2, 4.4, 5.8, 5.9, 
6.8, 6.10, 7.3, 8.3, and 8.13, and Corollaries 5.6 and 8.6. Over twenty 
problems are proposed. 
Before proceeding we give two alternative interpretations of 8(R, S). Let 
X=(x,,..., xm} and Y={ yr,..., y,} be disjoint sets of m and n elements, 
respectively. Let BG(R,S) d enote the collection of all bipartite graphs G 
with the following properties: 
(BGl) The vertices of G are xi,. . . , x,, yl,. . . , y,,. 
(BG2) Each edge of G joins a vertex in X to a vertex in Y. 
(BG3) The degree (or valency) of xi is r, for i = 1,. . . , m, and the degree of 
yj is si for j=l,...,n. 
Then there is a one-to-one correspondence between the matrices in ‘%(R,S) 
and the bipartite graphs in BG(R, S), determined as follows. If A =[a,] E 
%(R, S), there corresponds the bipartite graph G EBG(R, S) wherein there is 
an edge joining xi to yi if and only if uij=l (l<i<m, l<j<n). To 
G EBG(R, S) there corresponds the matrix A = [uii] E%(R, S) wherein uq = 1 
if and only if there is an edge in G joining xi and yi (1 < i <m, 1< i < n). Thus 
A is the incidence matrix of G. It follows that each of our theorems 
concerning ‘iX(R, S) can be formulated as a theorem about the set BG(R,S) 
of bipartite graphs. 
Now let E={e,,..., e,} be a set of m elements, and let %(R,S) denote 
the collection of families H = (F,, . . . , F,) of subsets of E satisfying 
&I=+ for j=l,...,n, (1.4) 
I{ i:eiEq, l<i<n}]=q for i=l,...,m. (1.5) 
In words, the jth set contains si elements and the ith element is contained in 
ri sets. There is a one-to-one correspondence between the matrices in %(R, S) 
and the families in %(R, S), determined in the following way. To A = [ay] E 
‘%(R, S) there corresponds the family H=(F,, . . . ,F,) in ‘%(R,S) wherein 
eiEFi if and only if uii=l (i=l,..., m, i=l,..., n). To the family H= 
(F,,...,F,) in S(R, S) there corresponds the matrix A = [uv] E 9l(R, S) where 
air=1 if and only if eiEFi (i=l,...,m, j=l,...,n). Thus the matrix A is the 
incidence matrix of the family H of subsets of E. A family in y(R, S) can be 
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regarded as a hypergraph [4] which has m vertices and n edges, where the 
degrees of vertices are ri,. ..,r,,, and the cardinalities of the edges are 
S,,...,S”. Thus each of our theorems about rU(R, S) can be regarded as a 
theorem about a collection of hypergraphs. When S is the n-tuple (2,. . . ,2), 
then a hypergraph in 9(&S) is just an ordinary graph. Hence each of our 
theorems about rU(R, S) can be interpreted as a theorem about the collection 
of graphs with n edges and with the degree sequence of its vertices equal to 
R. 
2. EXISTENCE 
In 1957 Gale [26] and Ryser [52] independently obtained necessary and 
sufficient conditions for the set %( R, S) to be nonempty. Gale’s derivation 
was based on his supply-demand theorem for network flows, while Ryser 
used an inductive construction to produce a matrix in %(R, S). Fulkerson 
and Ryser [24] gave a construction for a matrix in a nonempty %(R, S) with 
some special properties, and this matrix was later used by Ryser [56, pp. 
63-641 to streamline his proof of the criterion for 8 (R, S) to be nonempty. 
Using an alternative form of Gale’s network flow theorem, Ford and Fulker- 
son [19, p. 821 obtained a criterion for the nonemptiness of %( R, S) in terms 
of the so-called “structure matrix” introduced by Ryser [54] and shown to 
be so important in the evaluation of certain parameters associated with 
%(R, S). In order to proceed we need to introduce some terminology. 
Let U=(u,,..., u”) be a vector with real coordinates. Then U is called 
monotone provided ui > . . . > u,. In general, there exists a vector u’= 
(&..., uk) obtained from U by a rearrangement of coordinates such that U 
is monotone. We call u’ the monotone rearrangement of U. Now let 
v= (Vi,. . . , u,) be another vector with n coordinates, and let V’ = (u;, . . . , u:) 
be the monotone rearrangement of V. Then U is said to be majcnized by V 
(or V majorizes U), written U-K V, provided 
u;+**. +u;<u;+--- +u; for l,...,n, (2.1) 
with equality holding when i = n. This definition is due to Muirhead and is 
known to be important in the study of symmetric means [33, pp. 45-641. The 
relation < is a reflexive, transitive relation on the set of vectors with n real 
coordinates, but it is not a partial order unless one identifies all rearrange- 
ments of a vector (or restricts oneself to monotone vectors). 
Now let R = (ri, . . . , T,) be a vector whose components are integers 
satisfying O<r,<n for i=l,...,m. Let r=ri+... +r,, so that R is an 
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ordered partition of 7. Define A(R; n) to be the m X n matrix of O’s and l’s 
where for i = 1 , . . . , m row i consists of ri l’s followed by n - ri 0’s. Let the 
column sum vector of A(R; n) be the monotone vector R * = (r:, . . . , r,*). It 
follows that 
ri*=l{i:ri >j, i=l,...,m}l for j=l,...,n, (2.2) 
r=rf+... + r,*, and R and R* are conjugate partitions of r. 
Let m and n be positive integers, and let R = (r,, . . . ,r,J and S = (si, . . . ,s,,) 
be vectors. Let IL(l)..., m} andJc{l,..., n}. We define 
(2.3) 
Since R and S are usually fixed, we shall write t( Z,Z) in place of tR, s(Z,J). Let 
A be an m X n matrix. Then A [Z,_Z] denotes the submatrix of A whose rows 
are indexed by Z and whose columns are indexed by J. If Z= { 1,. . . , m} - Z 
andj={l ,...,n}-J, thenA(Z,Z)=A[Z,j]. ForamatrixXofO’sand l’s, we 
write u,(X) for the number of O’s of X and al(X) for the number of l’s of X. 
We now state and prove the main theorem for the existence of a matrix 
in %(R, S). The matrix constructed in the proof will play an important role in 
subsequent sections. 
THEOREM 2.1 (Gale [26], Ry ser [52; 56, pp. 63-651, Ford and Fulkerson 
[19, pp. 79-821). Let R = (r,, . . . , r,,J and S = (sl,. . . ,s,) be nonnegative 
integral vectors. Then the following three statements are equivalent: 
(2.1.1) There exists a matrix in %(R,S); 
(2.1.2) t(Z,J)>O for all ZC{l,..., m} and _ZC{l,..., n}, and rI 
+... +r,=sl+ . . . +s,; 
(2.1.3) S<R*, and rk<n for k=l,..., m. 
Proof. First suppose that (2.1.1) is satisfied, and let A E ‘B( R, S). An easy 
calculation then shows that for I C { 1,. . . ,m} and J c { 1,. . . , n}, 
t(ZJ) = q,(A[ &.I])+ u,(A(Z,J)). 
It now follows that (2.1.2) holds. 
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Now suppose that (2.1.2) holds. Let 1~ k Gn, and let J & { 1,. . . , n} with 
IJI=k. Define Z={i:ri>k, i=l,..., m}. Then it follows from (2.1.2) that 
= izlmin{r+k} 
It now follows that S<R*. 
Let kE{l,..., m}, and let Z=(k) and J={l,..., n}. Then using (2.1.2) 
we obtain 
O<n+ x ri- 2 +=n-rk, 
iGL1 i=l 
Thus (2.1.3) holds. 
Finally, we suppose that (2.1.3) is satisfied and prove by induction on n 
that %(R,S) is nonempty. There is no loss of generality in assuming that R 
and S are monotone, and we make this assumption now. For n = 1, A(R; 1) E 
%(R,S), and so we suppose that n>l. Consider the matrix A(R;~)E 
%(R,R*), where R* =(r:, . . ., r,*). From (2.1.3) it follows that 
s,+ . . . +s,_,<rf+*-* +r,*_p 
and hence that 
7-z Gs,. 
The equation above and the monotonicity of S and R* now imply 
r: > s,. 
(2.4 
(2.5) 
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It now follows from (2.4) and (2.5) that we may shift the final 1 in some of 
the rows of A(R; n) so that the last column of the resulting matrix B contains 
exactly s,, 1’s. We may choose the l’s to shift in such a way that they occur 
in those rows corresponding to the largest s,, coordinates of R, giving 
preference to the lowest rows in case of ties. Thus the matrix obtained from 
B by deleting column n has a monotone row sum vector C = (ci, . . . , c,,,) and 
is the matrix A(C,n - 1). Let the column sum vector of A(C,n - 1) be 
c*=(c~‘...’ c,*_i) so that C and C* are conjugate partitions. We now show 
that 
(S l,.*.,sn-J<c*. (2.6) 
Let l<k<n-1. Then 
= $ min{k,ri-1}+ 5 min{k, ri}. (2.7) 
i=l i=s,+l 
Suppose first that rk*+ i > s,. Since R is monotone, we conclude that ri > k+ 1 
for i=l,...,s,. It then follows that for i=I,...,s,, min{k,ri-l}=k= 
min{k, q} and hence 
Now suppose that rz+ i < s,. Then 
q>k+l, min{k,q-l}=k=min{k,q} for i=l,...,r,*,,; 
ri<k, min{k,q-l}=min{k,ri}-1 for i=rk*,i+l,..., s,. 
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It now follows from (2.7) and (2.1.3) that 
k+l 
> 2 si- s, 
j=l 
Since si + . . . +q_i=c:+... +c,*_1, we conclude that (2.6) holds. It now 
follows by induction on n that (2.1.1) holds, and the proof of the theorem is 
complete. n 
The inductive proof given above furnishes a simple column-by-column 
construction for a matrix in 9l(R,S) w h en S-CR* (when S is not majorized 
by R*, the construction must fail at some stage). This same construction was 
used by both Ryser [52] and Gale [26] in their original proofs, except that 
both proceeded by constructing the columns in order of decreasing column 
sums. While Gale placed the l’s in each column in those positions corre- 
sponding to the largest row sums at each stage (giving preference to the 
topmost positions in case of ties), it was Fulkerson and Ryser [24] who 
recognized that giving preference to the lower positions in case of ties leads 
to the construction of a matrix in %(R,S) with some special properties. As 
shown in [24], the columns can be constructed in any order. The matrix 
constructed by carrying out the steps in the inductive proof above is denoted 
by x and will be further investigated in Sec. 7. We sometimes refer to it as 
the ca7wnicaZ matrix of B(R, S). It follows from the construction that for 
each j=l,...,n, 
A”[{1 ,..., m},{l,...,j}] 
has a monotone row sum vector (and, of course, a monotone column sum 
vector). An example of such a matrix A” is the following. Let m= 5, n = 6, 
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R = (5, 4, 3, 3, 2), and S = (4, 4, 3, 2, 2, 2). Then 
111011 
110101 
x=1 10 10 0. 
101010 
011000 
Suppose R = ( rl,. . . , r,) and S = ( sl,. . . , sn) are both monotone, nonnega- 
tive integral vectors with rr + . . * + rm=sl + . * * +s,. It then follows that for 
k=O,l,..., mandl=O I , >...,, 
t,l=min{t(Z,J):Z~{l ,..., m},(Z]=k, 
JC{l,..., n},lJI=Z}> 
where 
tw= kl+ c ri- 2 si. 
i>k i<l 
Using Theorem 2.1, we conclude that %(R, S) is nonempty if and only if the 
(m+l)X(n+l) matrix T= [ tii] is a nonnegative matrix (all entries are 
nonnegative). This matrix was introduced by Ryser [54] in his study of 
%(R,S) and is called the structure matrix for %(R,S). The structure matrix 
will be examined further in Sec. 4, and is important in the determination of 
several parameters associated with %(R, S). 
We conclude this section with some additional comments on Theorem 
2.1 and some generalizations. A proof of the equivalence of (2.1.1) and (2.1.3) 
using results of transversal theory can be found in Mirsky [48; 49, pp. 76-78, 
206-2091 along with a direct proof of the equivalence of (2.1.2) and (2.1.3) 
[49, p. 2071. As noted by Anstee [l], the equivalence of (2.1.2) and (2.1.3) 
follows from the relation 
Mirsky [48; 49, pp. 205-2061 obtained the more general result concerning 
the existence of an integral matrix whose entries, row sums, and column 
sums all lie within prescribed bounds: 
THEOREM 2.2. Let R = ( rlr . . . , rm) and S= (sl,. . . , sn) be nonnegative 
integral vectors. Let C= [cji] be an m x n matrix of O’s and 1’s. Then there 
MATRICES OF ZEROS AND ONES 167 
exists an integral matrix A = [aii] with row sum vector R and column sum 
vector S such that O<aii<cii (i=l,...,m, j=l,...,n) if and only if rl 
+ . . . +r,=s,+--- +s, and 
for all IC{l,..., m} andJC{l,..., n}. 
Let R and S be monotone integral vectors. As noted by Mirsky [49, p. 
2131, Fulkerson’s theorem [21; 19, pp. g-871, which gives necessary and 
sufficient conditions for the existence of a matrix in VI(R, S) with zero trace, 
can be derived from Theorem 2.2. Recently, Anstee [l] has generalized 
Fulkerson’s theorem (and the Gale-Ryser theorem) by obtaining necessary 
and sufficient conditions for the existence of a matrix in B(R,S) which has 
zeros in a prescribed set of positions consisting of at most one position per 
column. Let P be a set of positions for an m x n matrix such that the number 
of positions of P in row i is ci for i = 1,. . . , m and the number of positions of P 
in column j is di for j=l,..., n. Suppose that dj < 1 and si <m - di for 
i=l ,...,nandthatri~n-cifori=1,...,m.LetB(R;n)bethemxnmatrix 
of O’s and l’s with row sum vector R such that the l’s of B(R; n) are as far to 
the left as possible subject to the restriction that they do not occupy any of 
the positions of P. Let R ** be the column sum vector of B(R;n). Then 
assuming R and S are monotone, Anstee [l] proved that there is a matrix in 
%(R, S) which has O’s in all positions in P if and only if S< R **. Fulkerson’s 
theorem is the special case which results when m = n and P = 
{ (1, I), . . . , (m,m)}. All of the theorems cited can be regarded as special cases 
of the integral version of the supply-demand theorem of Gale [26] (see also 
119, pp. 38-391) and consequently can be derived from it. A transfinite 
extension of the matrix results above is derived in [8]. 
3. INTERCHANGES 
We first introduce some notions of graph theory. We shall not be 
complete; the uninitiated reader can find more details in [4] or [32]. Let D 
be a directed graph. An elementary circuit y (of length p) of D is a sequence 
(+a,,..., zP,zl) of vertices of D such that zi, z,, . . . ,z,, are distinct and 
(Y(Y) = { (Zi+J’ . . . > (z~_~,zJ, (zP,zl)} is a set of arcs of D. We call a(y) the 
(set of) arcs of y. If the directed graph D has the property that for each 
vertex z the number of arcs entering z equals the number of arcs exiting z, 
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then it follows by an easy induction that there exist elementary circuits 
yl,. . . , y, of D such that a(yJ, a(~~),. . . , a(~,) is a partition of the set of arcs 
of D. Neither the elementary circuits Yi,. . . , y, nor their number q is 
uniquely determined by D. An example will be given below. The largest 
such q will be called the circuit packing number of D and will be denoted by 
cp(D). 
NowletX={x,,...,r,} and Y={y,,...,y,} bedisjointsetsofmandn 
elements, respectively. To each m X n matrix C= [ cii] with entries from the 
set { - l,O, l} we associate a directed bipartite graph l?(C) with vertices 
x1,. * * 3 x,, y1, * * *, yn as follows. In I(C) there is an arc (xi, yi) from xi to yi if 
cii= 1, and an arc (yj, xi) from yj to xi if cjj= - 1. There are no other arcs in 
P(C)* Let %%,* denote the set of all mXn matrices with entries from 
{ - l,O, l} with each row and column sum equal to 0. Let CEE&, n. Then for 
each vertex z of I(C) the number of arcs entering z equals the number of 
arcs exiting Z. Thus there exist elementary circuits Yi,. . . , y, (necessarily of 
even length) such that a( vi), . . . , a(~,) is a partition of the set of arcs of r(c). 
If we regard yi as a directed graph with vertices xi,. . . , x,, yl,. . . , y, and 
arcs o( y,), then there exists a matrix Ci E e,, n such that I(Ci) = yi (i = 1,. . . , q). 
Since yj is an elementary circuit, each Ci has either no or two nonzero entries 
in each row and column; in particular C has an even number of nonzero 
entries. Since o( yl ), . . . , a(~,) is a partition of the arcs of r(c), it follows that 
c=c,+... + C4. Moreover, if i #i, then Ci and Cj do not have nonzero 
entries in the same position. We call the matrices C,, . . . , Cq elementary 
circuit matrices and refer to them as pairwise position disjoint. For an 
example, let 
c= I -1 1 -1 1 -1 1 -1 1 1 * (3.1) 
We can find 4 elementary circuits of length 4 in I(C) whose arcs partition 
the set of arcs of r(C), and 2 elementary circuits of length 8 with the same 
property. These lead to the following representations of C as sums of 
elementary matrices: 
C=E,+E,+E,+E,, 
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where 
and 
where 
E,= 
169 
I 00-l 0 1-1’ 0 1 
1 
To 0 0 01 (3*2) 
E,= I 1 0 0 
000 
-100 
-1 I 
0’ 
E4rlO 1 
=I0 0 
-1 01 
0 01; 
1 Lo -1 1 o] 
c=c,+c,, 
i 
1 -1 0 0 
I 
0 o-1 1 
c,= ; l 0 -: _y ) c,= _; y ; -l . 
0 
-1 0 0 1 
1 
0 -1 1 0 
1 
Now let R=(rr ,..., r,) and S=(s, ,..., s,,) be nonnegative integral vec- 
tors such that a(R,S)#0. Let B, AE’%(R,S), and define C to be the 
matrix B-A. Then CE(?, “. Hence to the ordered pair of matrices B, A E 
%(R, S) we can associate a directed bipartite graph T(B, A) =l?(C). From 
our previous discussion it follows that there exist pairwise position disjoint, 
elementary circuit matrices C,, . . . , Cq such that 
B=A+C,+..e +C 
9’ 
For example, let R = S = (2,2,2,2), and let 
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Then C=B-A is the matrix defined by (3.1), and B=A+E,+E,+E,+E,, 
where E,, E,, I&, E, are defined by (3.2). Also B =A + C, + C,, where C, and 
C, are defined by (3.3). 
Ryser [52] has defined an interchange to be a transformation which 
replaces the 2 X 2 submatrix 
1 0 
[ 1 0 1 
of a matrix A of O’s and l’s with the 2 X 2 submatrix 
0 1 
[ 1 1 0’ 
(3.5) 
(3.6) 
or vice versa. If the submatrix (3.5) [or (3.6)] lies in rows k,Z and columns 
U, u, then we call the interchange a (k, 1; U, u)-interchunge. Clearly an inter- 
change (and hence any finite sequences of interchanges) does not alter the 
row and column sum vectors of a matrix, and therefore transforms a matrix 
in %(R, S) into another matrix in %(R, S). Ryser [52] has proved the converse 
of this result by inductively showing that given A, B E’%(R, S) there is a 
sequence of interchanges which transforms A into B. In [56, p. 681 this same 
result is obtained by showing that given a matrix A E %(R, S ), there exists a 
sequence of interchanges which transforms A into the canonical matrix A” of 
%(R, S). We give a direct constructive proof of Ryser’s result below. 
Let A be an m X n matrix of O’s and l’s, and let B be obtained from A by 
an interchange. Let this interchange be a (k, 1; U, v)-interchange, and let 
E(k, 2; u,u) = [eii] be the matrix in e,,, defined by 
eke =e,= -1, 
eii = 0 otherwise. 
Then it follows that B = A + E(k, I; u, u). The matrix E(k, I; u, u) is an elemen- 
tary circuit matrix corresponding to an elementary circuit of length 4. We 
refer to such matrices as interchange matrices. It follows that given a 
sequence of t interchanges which transforms a matrix A into a matrix B, 
there exists a sequence of t interchange matrices (not necessarily pairwise 
disjoint) E,, , . . , Et such that B=A+E,+... +E,, where A+E,,...,A+E, 
+ . . . + Et are matrices of O’s and 1’s. The converse also holds. For example, 
if A and B are the matrices of (3.4), then E,, E2, E,, E,, where these matrices 
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are defined in (3.2), is a sequence of interchange matrices corresponding to a 
sequence of interchanges transforming A into B. 
THEOREM 3.1. Let A = [uii] and B = [ bii] be matrices in %( R, S ), and let 
B=A+C,+... +C4, where C,,..., C4 are pairwise disjoint, elementary 
circuit matrices. Suppose C, has 2k rwnzero entries. Then there exists a 
sequence of k - 1 interchanges which tran.sfoms A into A + C,. 
Proof. Let C, = [ cii]. There is no loss of generality in assuming that 
cii=. . . ZCkkC - 1, cis= . . . =c~_~,~=c~~= 1, and cii=O otherwise. This is 
because we may apply the same row and column permutations to A and B, 
and change the order of the coordinates of R and S accordingly. Thus 
a ll= “. =‘kk- -l=b,,=... =bk_l,k=bkl, while ais=... =uk_l,k=akl 
=O=bll=... =b,,. Define an integer p by ail=. . . =u~_~,~= 1, a,,=O. 
Since ukl =0, p exists and satisfies 2 < p < k. Then the sequence of p- 1 
interchanges with labels 
(p-Lp;Lp)> (p-%p-kl,p-q,..., (1AU) 
transforms A into a matrix A’ such that B = A’ + C; + C, + * * * + C4, where 
C;,C,,...,C, are pairwise disjoint, elementary circuit matrices and Cl has 
length 2( k - p + 1). W e may replace C, by C; and A by A’ in the above 
argument and inductively obtain a sequence of k-p interchanges which 
transforms A’ into A’ + C;. Hence there exists a sequence of k - 1 inter- 
changeswhichtransformsAintoA’+C;=B-(Cz+...+C,)=A+C,.This 
completes the proof of the theorem. n 
Informally, the theorem says that if A and B differ by an elementary 
circuit of length 2k plus possibly some other positions, then there is a 
sequence of k - 1 interchanges which transforms A into a matrix A* that 
agrees with B at the positions of the circuit and with A at all other positions. 
THEOREM 3.2. Let A and B be matrices in ‘%(R, S), and let B-A=C, 
+ . . . +C,,whereC,,..., Cq are pairwise disjoint, elementary circuit matrices. 
Let the number of rwnzero entries of Ci be 2ki (1 < i < q). Then there exists a 
sequence of k, + . . . + k, - q interchanges which tran-sfnms A into B. 
Proof. The theorem follows from Theorem 3.1 by induction on q. n 
Ryser’s theorem [52] that a matrix in ‘ZT(R, S) can be transformed into 
any other by a sequence of interchanges follows from Theorem 3.2. The 
proof of Theorem 3.1 furnishes an algorithm for transforming A E X( R, S) 
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into BE %( R, S). The elementary circuit matrices C,, . . . , C4 are easily found 
by a row and column scanning procedure applied to B-A, and the inter- 
changes were constructed in the proof of Theorem 3.1. As already pointed 
out, the matrices C,,..., C4 in Theorem 3.2 are not uniquely determined; 
more importantly, the lengths of the resulting sequences of interchanges may 
differ. For example, let A and B be the matrices defined in (3.4). Using 
B=A+E,+E,+E,+E,, where E,, E,, E,, E, are the pairwise disjoint, 
elementary circuit matrices defined in (3.2), we have a sequence of 4 
interchanges which transforms A to B (since E,, E,, E,, E, are actually 
interchange matrices). Using B = A+ C, + C,, where C, and C, are defined in 
(3.3), we obtain a sequence of 6 interchanges which transforms A into B. 
Suppose A and B differ in 2d positions. Then if B-A can be written as a 
sum of 9 pairwise disjoint, elementary circuit matrices, then by Theorem 3.2 
there exists a sequence of d-q interchanges which transforms A into B. It 
follows that larger values of 4 give smaller sequences of interchanges 
transforming A into B. Let i(A, B) equal the minimum length of a sequence 
of interchanges which transforms A into B, let d(A, B) equal the number of 
positions in which A and B differ, and let q( A, B) equal the largest number 
of pairwise disjoint, elementary circuit matrices whose sum equals B -A. We 
then have the following. 
COROLLARY 3.3. 
i(A,B)&+(A,B). 
In particular, since q(A, B) > 1, we obtain i(A, B) < d(A, B)/2- 1, an 
inequality also noted by Anstee [l]. We now prove that equality holds in 
Corollary 3.3. (We are indebted to H. J. Ryser for pointing out that this 
theorem had previously been obtained by Walkup [65].) 
THEOREM 3.4. Let A, BE‘iX(R, S). Then 
d(A, B) i(A,B)= 2 -q(A, B). (3.7) 
Proof. We prove the theorem by using induction on t= i(A, B). If t= 1, 
then d(A, B)=4, q(A, B)=l, and (3.7) holds. Let t > 1. Then there exist 
matrices A,=A, A, ,..., A,=B in IZI(R, S) such that for i=l,..., t, Ai can be 
obtained from Ai_1 by an interchange. Since i(A, B) = t, it follows that 
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i( A,, B) = t- 1. Thus by the inductive assumption, 
d(A, 1 B) 
t-l=i(A,, B)= 2 -4(A,, B). 
Let qr =q(A,, B), and let C,, . . . , CyI be pairwise disjoint, elementary circuit 
matrices such that B-A,=C,+ . . . +Cq,. Let E=A,-A, so that E is an 
interchange matrix. We now distinguish five cases according to the number k 
of matrices C1,...,Cq, which have a nonzero entry in the same position as a 
nonzero entry of E. We note that since (B - A) = (B-A 1) + E, where each of 
the three matrices has entries taken from { - l,O, l}, nonzero entries of 
B -A 1 and E in the same position have opposite signs. 
Case k=O. We then have d(A,B)=4+d(A,,B) and q(A,B)Zq(A,,B) 
+ 1. Hence 
+LB) 
~ - q(A,B) Q 
4+d(A,,B) 
2 2 - q(A,,B) - 1 
=2+(t-l)-l=t. 
Case k=l. It follows that d(A,B)<d(A,,B)+2 and q(A,B)>q(A,,B), 
or d(A,B)=d(A,,B)-4 and q(A,B)>q(A,,B)-1. In the former case, 
d(A,B) ~ -&LB) G 
d(A,,B)+2 
2 2 - q(A,,B) 
=(t-1)+1=t; 
in the latter case, 
d(A,B) 
~ -q(A,B) G 
d&B)-4 
2 
2 +q(A,,B)+l 
=1-l-2+1=t--2<t. 
Case k=2. We have d(A,B)<d(A,,B) and q(A,B)>q(A,,B)-1. Thus 
d&B) ___ -q&B) < d(A,,B) 2 2 - q(A,,B) + 1 
=t-1+1=t. 
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Case k=3. It follows that d(A,B) <d(A,,B)-2 and q(A,B) >q(A,,B) 
-2. Thus 
d(A,B) -- -q(A,B) < 
d&B)-2 
2 
2 -q(A,,B)+2 
=(t-l)-1+2=t. 
Case k=4. We then have d(A,B)=d(A,,B)-4 and q(A,B)>q(A,,B) 
-3. Hence 
d&B) 
~ -q(A,B) Q 
d&B) -4 
2 
2 -q(A,,B)+3 
=(t-l)-2+3=t. 
In each case we have found that 
i(A,B) > v -q(A,B). 
It now follows from Corollary 3.3 that (3.7) holds, and the theorem follows 
by induction. q 
Theorem 3.4 provides a formula of sorts for the minimum number i(A,B) 
of interchanges required to transform a given matrix A E X(R, S) to another 
matrix B E%(R,S). In [56, p. 661 i(A, B) is described as “apparently a 
hopelessly complicated function” of A and B. As to whether (3.7) is a 
formula for i(A,B) is a matter of interpretation, since it replaces the 
determination of a minimum (number of interchanges) by the determination 
of a maximum (number of pair-wise disjoint elementary circuits in the graph 
I’(B,A)). 
We note the following corollary to Theorem 3.4. 
COROLLARY 3.5. Let A,B l ‘?l(fi,S), and suppose B-A is an elemen- 
tay circuit matrix with 2k rwnzero entries. Then i(A,B)= k- 1. 
Let R = (ri,. . . ,rm) and S = (si, . . . , s,,) be nonnegative integral vectors such 
that %(R, S) is nonempty. We then define a graph G(R,S), called the 
interchange graph of X(R,S), as follows. The vertices of G(R,S) are the 
matrices in 8(R, S). For A, B E ‘iX(R, S), there is an edge joining A and B if 
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and only if B can be obtained from A by a single interchange (B - A is an 
interchange matrix). The fact that a matrix in %(R,S) can be transformed 
into any other by a sequence of interchanges is equivalent to the statement 
that G(R,S) is a connected graph. In a graph G an elementary chain (of 
length p) joining vertices x and y is a sequence x = x1,x,, , . . , xP+ i = y of p + 1 
distinct vertices such that xi is joined to xi + 1 by an edge for i = 1,. . . , p. The 
distance between two vertices in a connected graph is the length of the 
shortest elementary chain joining the two vertices; it follows that for 
A,B E%(R,S) the distance between A and B in G(R,S) is given by i(A,B). 
We know very little about this graph apart from its connectedness and its 
distance function given by Theorem (3.4). 
For an example let R = S = (2,2,1). Th en 9l(R, S) consists of the following 
5 matrices: 
It is then easy to verify that G(R, S) is the graph drawn in Fig. 1. 
We now pose some questions concerning interchange graphs which seem 
particularly interesting. The diameter of a graph is the greatest distance 
between a pair of vertices of the graph. 
PROBLEM 3.6. Investigate the diameter max{i(A, B): A, BE%(R, S)} of 
G( R, S). In particular, find a tight upper bound on the diameter depending 
only on the size m of R and size n of S. It follows easily from (3.7) that the 
diameter cannot exceed mn/Z- 1. We conjecture that it cannot exceed 
FIG. 1. An interchange graph. 
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mn/4 but are unable to prove this. If true, the diameter when m = n=2k 
and R=S=(k,..., k) would equal mn/4, since there are matrices A and B in 
Ql(R, S) with d( A, B) =mn. The diameter of the interchange graph of Fig. 1 
is 2. 
The eccentricity of a vertex x of a graph is the maximum of the distances 
from x to each vertex of the graph. The mdius of a graph is the minimum of 
the eccentricities of its vertices. A vertex is called central if its eccentricity 
equals the radius of the graph. 
PROBLEM 3.6. Znvestigate the radius of G(R, S) and determine a matrix 
in %(R, S) which is central. For the interchange graph of Fig. 1, the radius 
is 1 and the only central vertex is A r. The canonical matrix A” for 9l(R, S) 
when R = S = (2,2,1) is the matrix A,, and it follows that A” need not be 
central. 
PROBLEM 3.7. Does the interchange graph G(R,S) have a hamiltonian 
cycle? That is, is it possible to order the matrices in B(R, S) as A,, A,, . . . ,AP 
[ p equals the number of matrices in %( R, S )] so that Ai+ r is obtainable from 
Ai by an interchange (i = 1,. . . , p - 1) and is obtainable from by an 
interchange? If there no hamiltonian does there exist hamiltonian 
chain the above do not that A, from Ar, an 
interchange)? If there no hamiltonian does there exist matrix 
A %(R, S) chains of S) such A is initial 
of each these chains and every other in %(R, is a of 
exactly of these 
The above questions all to generating the in S) with 
little redundancy as possible. 
The connectivity of a graph is the number of whose 
(with incident edges) leaves a nonconnected graph or graph 
with vertex. The the graph Fig. 1 readily seen to 
3. A graph more than vertex is connected if only if 
at least Thus it from 3.2 the 
the interchange graph at least 1 if %( R, S) contains at least 
two matrices. If 9l( R, S) contains only two matrices, the connectivity of 
G(R, S) is 1. 
PROBLEM 3.8. Determine the connectivity of the interchange graph 
G(R, S). 
As a partial solution to the above problem we establish the following. 
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THEOREM 3.9. Suppose %(R,S) contains at least three matrices. Then 
the connectivity of G(R,S) is at least 2. 
Proof. Let A,B,C be three distinct matrices in %(R,S). We need to 
show that A can be transformed to B by a sequence of interchanges where 
none of the matrices intermediary to A and B equals C. Consider an 
elementarychainA=A,,A,,..., A, = B joining A and B, where A,, . . . , A, are 
distinct matrices and Ai+ 1 is obtainable from Ai by an interchange for 
i=l , . . . , k - 1. If none of A,, . . . ,A,_ i equals C, there is nothing more to 
prove. Suppose 4 = C where 1 < t <k. We show that there is an elementary 
chain joining A, _ i and A, + r of length 1 or 2 which avoids C, and hence an 
elementary chain joining A and B avoiding C. 
Let A, be obtained from A,_ i by the interchange Z( p, 4; r, s) and let A,, i 
be obtained from A, by the interchange Z(a, b; u,u). Suppose first that 
x={~,~}X{r,s} and Y={a,b}x{ , > u v are disjoint. Let A; be the matrix 
obtained from A_ i by the interchange Z(a, b; u,v). Then A,+i is obtained 
from A; by the interchange Z( p, 4; T, s). Thus A,_ i,Ai,A,+ I is an elementary 
chain avoiding C. If X and Y are not disjoint, then they have either 1 or 2 
elements in common. First consider the case of 2 elements in common. The 
two interchanges then affect only the entries in a 2 X3 or 3 X2 matrix. It 
suffices to consider the first possibility. There is essentially only one possibil- 
ity for the corresponding 2 ~3 submatrices of A,_r,A,,A,+i and these are 
indicated below: 
Since the third of these is obtainable directly from the first by an inter- 
change, the conclusion follows. We now consider the case where X and Y 
have only one element in common. The two interchanges then effect only 
the entries in a 3x3 submatrix. There is essentially only one possibility for 
the corresponding 3 x 3 submatrices of A,_ i, A,, A,, 1 as indicated below: 
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Since e and f may be 0 or 1, there are four possible cases. Each leads to an 
elementary chain A,_ i,Ai,A,+ i where Aj #C as shown below: 
The theorem now follows. n 
While there are a number of other questions that one might ask about 
the interchange graph G(R,S) (th e maximum degree of a vertex, chromatic 
index, characterization of graphs that are isomorphic to interchange graphs), 
the above seem most intriguing, and while probably hard, some progress can 
perhaps be made. In addition, their resolution should shed some light on 
B(R, S). 
4. THE STRUCTURE MATRIX 
ThroughoutthissectionweassumethatR=(r,,...,r,)undS=(s,,...,s,) 
are monotone, nonnegative integral vectors with r1 + * * . + rm = s1 + 1 - * + s,, 
this common value being designated by r. The structure matrix T= [tk.] for 
a( R, S) was defined in Sec. 2 by 
tkl = kl+ z ri - 2 si (k=O ,..., m, Z=O ,..., n). (4.1) 
i>k j<Z 
In particular, its entries are determined by R and S. It follows from Theorem 
2.1 that %(R, S) is nonempty if and only if T is a nonnegative matrix. We 
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note that the entries of row 0 and column 0 of T are given by 
t,, = 7 - 2 sj (Z=O,...,n), 
i<l 
(J-2) 
tko= x ri=7- x rj (k=O,...,m). 
i>k i<k 
Thus too=r, ton=tmO=O, t,,l-tO,l+l=sr+l (Z=O,...,n-1), andtm-tk+i,,,= 
rk+l(k=O,..., m - 1). So to prescribe R and S is tantamount to prescribing 
the m+ n+ 1 entries of row 0 and column 0 of T from which the other 
entries of T are uniquely determined, The following recursive formulas of 
Ryser [54] follow easily from (4.1): 
tk,l+l=tkl+k-SI+l (k=O ,..., m;Z=O ,..., n-l), (4.3) 
t k+l,l=tkl+z-rk+l (k=O,..., m-l;Z=O,...,n). (4.4) 
From (4.3) or (4.4) we obtain for k=O ,..., m-l and I=0 ,..., n-l that 
which can also be written as 
(4.5) 
Thus consecutive differences of corresponding entries in a pair of adjacent 
columns of the structure matrix T themselves differ by 1. A similar statement 
applies to rows. Using either of these two relations, we obtain a quick way to 
determine the entries of T when the entries of row 0 and column 0 are given. 
A sequence co, cr, . . . , cp of real numbers is called cortex provided 
cj+ci+z>2ci+i (i=O,...,p-2). 
Since this inequality can be rewritten as 
ci-ci+ldci+l-ci+2 (i=o,...,p-2), 
a sequence is convex if and only if its difference sequence is nonincreasing. 
It follows that a convex sequence ca, ci, . . . , cp is unimocibl, that is, there exists 
qwithO<q<psuchthatc,>**’ >cp,cq<... <cP. 
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LEMMA 4.1. The entries of each row and of each column of the 
structure matrix T= [tkl] for %(A, S) form a conuex sequence. 
Proof. Let 0 <e <m and 0 < f < n -2. It follows from (4.3) that 
t,f+t,,f+2=(te,f+1-e+sf+1)+(t,,f+1+e--f+2) 
= 2t,,f+ 1 +(9+1-9+2 1 
Thus the entries in row e of T form a convex sequence. Similarly, by using 
(4.4) we find that t++ te+2,f > 2te+l,f forO<e<m-2andO<f<n,andthe 
entries in column f also form a convex sequence. n 
THEOREM 4.2. Let f be an integer with 1 < f <n. Then the smallest 
entry in column f of the structure mutrix T= [ tii] for %(R, S) occurs in row rf* 
of T, where R* = (r:, . . . ,r,*) is conjugate to R. 
Proof. Let q = v . * By Lemma 4.1 the entries of column f of T form a 
convex and hence unimodal sequence. Thus it suffices to show that 
t+f-t,f>O, > * $f - Q+Lf CO* (4.6) 
It follows from (4.4) that 
t,-lf-tqf=ry-f, tqf- tg+l,f=rq+l-f. (4.7) 
But q, being F*, equals the number of terms of ri, r2,. . . r” which are at least 
f. Since R is monotone, it follows that rs > f and r4+ i Cf. Hence (4.6) follows 
from (4.7). W 
Note that in the proof above we have shown that the last occurrence of 
the smallest entry in column f of T is in row q =rf*. Using (4.1), we calculate 
that 
tqf=rr*f+(rq+l+-.- +rm)-((sl+~~- +sf) 
= r:+... ( +rr*)- (sl+ * * * +sf), 
a relation noted by Anstee [l]. H ence it follows from Theorem 4.2 that T is a 
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nonnegative matrix if and only if s1 + . . . + sf< r: + . . . + q for f= 1,. . . , n. 
Since rr+“. +r,=sr+... +s”, the latter is equivalent to S<R*, thus 
yielding a direct proof of the equivalence of (2.1.2) and (2.1.3). 
Let U= {u,,, u1 ,..., u,,} and V= {ua, or ,..., u,} be disjoint sets of m+ 1 
and n+ 1 elements, respectively. Let K,+r, “+ 1 be the complete bipartite 
graph whose set of vertices is UU V and whose set of edges consists of all 
edges joining a vertex in U and a vertex in V. We regard the vertices of U as 
corresponding to the rows, the vertices of V as corresponding to the columns, 
and the edges of K,, r, “+ r as corresponding to the positions of an (m + 1) X 
(n+l)matrix.Thu~fori=O,...,mandi=O,...,n,theedgejoiningu~andv~ 
corresponds to the position (i, j). A spanning tree r of K,+r, ,,+ 1 is a 
connected subgraph of K,, r, ,,+ r, consisting of all of the vertices and some 
of the edges of Km+l,n+l, and having no cycles. Thus a spanning tree has 
m + n + 1 edges, and these correspond to a set of m+ n + 1 rookwise con- 
nected positions of an (m+ 1) X (n + 1) matrix with no cycles. A particular 
spanning tree of K, + r, n + 1 is the spanning tree To whose edges correspond to 
the positions in row 0 and column 0. Thus to prescribe the entries of row 0 
and column 0 of the structure matrix T is to prescribe the entries of T at the 
positions corresponding to a particular spanning tree of K,,,, l,n+ r. We show 
that the entries of the structure matrix Tare determined by the entries at the 
positions corresponding to the edges of any spanning tree. To do this we first 
establish the following. 
LEMMA 4.3. Let P= {(ir, iI), (ir, ja), (ia, ia),. ..,($, &J, (i,, jl)} be the 
set of positions of the structure matrix T= [ tij] corresponding to the edges of 
an elementary cycle of Km+l,n+l. Then 
2 (-l)“+‘(t,,-i,i,)=O. 
(ikil)EP 
Proof. By (4.1), 
tiks--ikjl= 2 ri- z si 
i>i; i< il 
(4.8) 
(4.9) 
Since each row (and column) index either does not appear in P or 
it follows of (4.9) 
in (4.8), 
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THEOREM 4.4. The entries of the structure matrix T= [ ti,] for %(R, S) are 
determined by the entries of T at the positions corresponding to the edges of 
a spanning tree of &+l,n+l. Specifically, let Q be the set of positions of T 
corresponding to the edges of a spanning tree I? of K,,,+ l,n+ 1. Let (i, i) be a 
position of T not in Q so that there exists a unique set of positions 
P={(i,i)=(i,,j,), (i,,j2),...,(i~,jl)} corresponding to the edges of an elemen- 
tay cycle of r such that P’= P- {(i,i)} c Q. Then 
i& = ii - x (-l)k+z(tGli-ikjl). 
(&if) EP’ 
(4.10) 
Proof. We apply Lemma 4.3 to P to obtain (4.8), which we then solve 
for tii. n 
The recurrence formulas (4.3) and (4.4) can be regarded as a special case 
of (4.10), obtained by choosing for r the spanning tree with edges corre- 
sponding to {(O,l),. . . ,(O,n), (1,0) ,..., (m,O), (k,Z)}. We note also that apply- 
ing (4.10) to the spanning tree r, and using (4.2), we obtain (4.1) for 
k=l,..., m and Z=l,...,n. 
Let lY be the spanning tree of K,, 1, n+l whose edges correspond to a set 
Q of positions of an (m+ 1) X (n+ 1) matrix. For each (k, I) E Q let ck, be a 
nonnegative integer. Then Theorem 4.4 can be used to obtain necessary and 
sufficient conditions for there to exist monotone, nonnegative integral vec- 
tors R=(r, ,..., rm) and S=(s, ,..., s,) such that X(R,S) is nonempty and the 
structure matrix T = [ tjf] for %(R, S) satisfies tkl = ckl for (k, I) E Q. Using the 
notation of that theorem, we obtain the conditions that for each position (i, i) 
of T not in Q, cii > 0, where 
cii = ii - 2 (-l)k+‘($,-ikjl)T 
(ik,jl)‘P’ 
(4.11) 
~,,,=O=C,~, and coo-col>~~+ >c~_~-c+,,, coo-clo>~~~ >c~_~~---c~ 
Some simplification occurs for special spanning trees, and we discuss briefly 
two instances, the first of which is a generalization of the spanning tree r,. 
Let e and f be integers with O<e<m and O<f<n, and let r be the 
spanning tree of K, + l,n + 1 whose edges correspond to the following set Q of 
positions of an (m + 1) X (n + 1) matrix: 
Q={(e,O),...,(e,n)}u{(O,f),...,(m,f)}. 
For each (k, I) E Q let c, be a nonnegative integer, and define a, = C, _ l,f - cif 
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for i=l ,..., m and b,=c,,+_,--c,,~ for j=l,..., n. Defining cii by (4.11) for 
each (i,j)@Q with O<i<m, O<j<n, we see that 
coo - co1 = b, e, . . . , Co,n-l-%n = b,, + e, 
coo - Cl0 =a,+f,..., Co,m-l-Com =u,+f. 
Thus an %(R, S) with structure matrix T= [tii] satisfying tkl = c, for all 
(k, I) E Q must satisfy 
~=(~,+f,...,~,+f), S=(b,+e,...,b,,+e). - 
It follows that there exist monotone R and S such that 9l(R, S)#0 with 
structure matrix T = [tii] satisfying tkr = c,, for all (k, I) E Q if and only if 
a, > . . . >a,, b,>... >b,,, 
(b,+e,..., b,+e)~(a,+f,...,a,+f), 
cof - %?f + Ct?” =e(n-f), ceo-cef+cmf=(m-e)f. 
The last condition is to assure co, = 0, cm0 = 0. 
Now let m = n, and let I be the spanning tree of K,, r, ,,+ i whose edges 
correspond to the following set Q of positions of an (n + 1) X (n+ 1) matrix: 
For each (k, 1) E Q let ckl be a nonnegative integer where co, = cno =O. 
Suppose there exists nonnegative integral vectors R = (ri, . . . , r,) and S= 
(s i,. . . , sn) such that the structure matrix T= [tii] for %(R, S) satisfies 
t,,=c,, for all (k, Z)EQ. Let a,=~,,--c,,,..., u~=c~_~,~--c~~, and let 
b,=c,,O-c,l,..., b,,=cl n_-l-~ln. Then using (4.11) we obtain 
t o,n--l-tOn=bn+l, to n-2-to n_-l=bn_-1+2 ,..., t,-to,=b,+n, 
tn_l,O-t”O=un+l, tn-20-tn_~,0=an_1+2,.... too- t,,=a,+n. 
Thus R=(a,+n,..., u,+l) and S=(b,+n,..., b, + 1). It follows that there 
exist monotone R and S with ‘%(R,S)#0 such that the structure matrix 
T= [ti,] satisfies tkl = c, for all (k, I) E Q if and only if 
u,+n> *** >ua,+lao, 
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and 
(b,+n,..., b,+l)<(a,+fl,...,a,+l)*. 
We conclude this section by mentioning two problems about which we 
have essentially no information. 
PROBLEM 4.5. Determine the rank of the structure matrix T for ‘%( R, S). 
Does it have some combinatorial significance? 
PROBLEM 4.6. Determine the eigenvalues of the structure matrix T for 
%(R, S) in case m = n. Are they of some combinatorial significance? 
5. INVARIANT SETS 
Throughout this section R=(rl,...,r,) and S=(s,,..., s,,) are nonnega- 
tive integral vectors such that %( R, S) # 0. They are not assumed to be 
monotone, although at times we shall make this assumption. We say that 
rU(R,S) is column compound if there exists Z with @#Zc{l,...,m} such 
that the column sum vector of A[Z, { 1,. . . , n}] does nor depend on the 
particular choice of A E 8 (R, S). Similarly, 2l( R, S) is row compound if there 
exists J with 0#_/~{1,..., n} such that the row sum vector of 
A[{I,..., m},J] does not depend on the particular choice of A E%(R, S). We 
say that ‘%(R, S) is compound if it is either row or column compound, and 
elementary otherwise. A simple example of a compound %(R, S) is obtained 
by choosing R = S = (3,2,2). Th en %(R, S) contains only the two matrices 
I 1 1 0 1 0, 1 1 1 1 1 1 0 1 1 1 0 Ii 
hence %(R,S) is row compound (J= (1): la tnd column compound (I = { l} ). 
Suppose %(R, S) is both row and column compound. It then follows that 
there exist nonempty Z 5 { 1,. . . ,m} and nonempty J 2 (1,. . . ,n} such that 
the row sum vector and column sum vector of A[Z,J] do not depend on the 
particular choice of A E’%(R, S). In particular it follows that al(AIZ,J]) is an 
invariant for %(R,S). For K C{l,..., m} and Lc{l,..., n}, we say that 
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K x L is an invariant set [17] for %( R, S) provided 
dA[ KL]) =q(B[ K,L]) 
for all A, BE%(R,S). If KXL is an invariant set for %(R,S), then so are 
Kxi, KxL, and Kxi, where K=(l)..,, m}-K, i={l,..., n}-L. 
Whenever K=0, K=(l)..., m}, L=0, or L=(l)..., n}, then KXL is an 
invariant set called a trivial invariant set; all other invariant sets are 
nontrivial. From the discussion above it follows that an 2X( R, S) which is 
both row and column compound has a nontrivial invariant set (cf. Theorem 
5.5 and Corollary 5.6). An invariant position is an invariant set of cardinality 
1. Thus the position (k, 1) is invariant provided all or none of the matrices in 
%(R,S) have their (k,Z)-entry equal to 1. Suppose A=[aii]~%(R,S) and 
a kl=l, where (k, I) is an invariant position of 9X( R, S). Then no sequence of 
interchanges applied to A can move the 1 in the (k, I)-position, yet every 
matrix in %(R, S) results from A by a sequence of interchanges. Ryser [53] 
has then called the 1 in the (k, I)-position an invariant 1 of Yl(R, S). An 
invariant 0 is defined similarly. We refer to these as an invariant l-position 
and invariant O-position, respectively. 
LEMMA 5.1. Suppose ‘%( R, S) is TOW compound, and let I1 and I2 be 
minimal rwnempty subsets of {l,..., n} such that the row sum vector of 
4{1,..., m},_lk] is the same for each AE’%(R,S) (k=1,2). Then either 
Il=Jz or JlnJ,=O. 
Proof. Suppose J = .Zi n .I2 ~0. Suppose there exist A = [aii] and B = [b,] 
in %(R,S) and i with l<i<m such that row i of A[{l,...,m},J] contains 
more l’s than row i of B[{l,..., m},J]. Thus there exists Z’ EJ such that aq = 1 
while bii=O. Since A[{1 ,..., m},J,] and B[{l,..., m},JJ have the same 
number of l’s in row i, there exists ii EJ, - J such that aii, = 0 while bii, = 1. 
The matrix C = B - A has a - 1 in the (i, j)-position and a 1 in the (i, ii)-posi- 
tion. It follows that there exist pairwise disjoint, elementary circuit matrices 
c i,...,C, such that C=C,+.* . + C4 and such that the (i, i) entry of C, is 
- 1 and the (i, ii) entry of C, is 1. It now follows that D = A + C, E %(R, S), 
and row i of D [{ 1, . . . , m}, J2] contains fewer l’s than row i of 
A[{l,..., m},J,]. This is a contradiction, and the lemma is proved. n 
From Lemma 5.1 and its analogue for columns we obtain the following. 
Suppose I,, . . . , $ are the minimal nonempty subsets of { 1,. . . , m} such that 
for i=l , . . . , p the column sum vector of A[Z,, { 1,. . . , n}] is the same for all 
A E%(R,S). Suppose Ji,. ..,I, are the minimal nonempty subsets of { 1,. . . ,n} 
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such that for i = 1,. . . , qtherowsumvectorofA[{l,...,m},.ZJisthesamefor 
all AE%(R,S). Then I, ,..., ZP is a partition of {l,..., m} and J, ,..., Jq a 
partition of {l,...,n}. 
R (1) ,..., R(p) and SC’) ,..., 
Thus there exist nonnegative integral vectors 
%(R (‘) S(i)) for i = 1 
S(9) such that for all A EIU(R, S), we have A[Zi,_$] E 
,..., p and I= I ,..., q. 
We call I,, . . . ,Zp the row components and Ji,. . . , J9 the column compo- 
nents of %(R,S). The sets Z,X_Zi (i=l,..., p, j=l,..., q) are called the 
c~mpments of %(R,S). It follows that %(R,S) is row compound (column 
compound) if and only if it has at least two column components (row 
components) and is compound if and only if it has at least two components. 
The following theorem, due to Haber [28], is an improvement of a 
theorem of Ryser [53]. Haber’s proof is given in [56, pp. 69-701. 
THEOREM 5.2. Assume R and S are monotone. Suppose (i. i) is an 
invariant l-position of IZI(R, S). Then there exist integers e, f with i <e < m, 
J Al 
A= ef 
[ 1 A, 0 ’ (5.1) 
where .Jef is the e X f matrix all of whose entries equal 1, and 0 is the 
(m-e)X(n-f) zero matrix. 
A similar result holds for invariant O-positions: if (i,i) is an invariant 
O-position, then there exist integers e,f with 0 <e <i, 0 < f <i such that 
every matrix A E’%(R,S) has the form (5.1). 
If some matrix A E (%(R, S) has the form (5.1) where e, f are integers with 
O<e <m, O< f <n, then every matrix in 9l(R,S) has the form (5.1), and it 
follows that each position (i, j) with 1 < i < e, 1 < i < f is an invariant l-posi- 
tion, while each position (i, i) with e <i <m, f < i < n is an invariant O-posi- 
tion. We also note that since for A E %(R, S) 
one and hence all matrices A E %(R, S) have the form (5.1) if and only if 
tti = 0. Finally note that in (5.1) both _Zef and 0 are vacuous if and only if e = 0 
and f = n, or e = m and f = 0. The following corollaries of Theorem 5.2 are 
now clear. 
COROLLARY 5.3. Let mn > 1. Zf B(R, S) has an invariant position, then 
8(R,S) is compound. 
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COROLLARY 5.4. Assume R and S are monotone. Then %(R,S) has an 
invariant position if and only if t+= 0 for some pair of integers e, f with 
O<e<m, 0-G f <n, and (e,f) different from (0,n) and (m,O). 
Finally we note that if ter=O [the form (5.1) holds], then rf* >e and 
t ri,f= 0, or equivalently 
s,+.- . +sf=T:+- +rr*. (5.2) 
Conversely, if (5.2) holds, then every matrix A E%(R, S) has the form (5.1) 
where e = rf*. 
While invariant positions are special invariant sets, the following theorem 
of Brualdi and Ross [17] shows that invariant sets are closely tied to invariant 
positions. 
THEOREM 5.5. 9l( R, S) has a nontrivial invariant set if and only if it has 
an invariant position. 
Suppose %(R,S) is row compound, so that there exists J with 0#Jg 
{I,..., n} such that the row sum vector of A[{ 1,. . . ,m},J] is the same for all 
A E %( R, S]. It then follows that {(i, i) : j E J} is a nontrivial invariant set for 
each i with 1 <i <m. Similarly, if %(R, S) is column compound, it has a 
nontrivial invariant set. Hence we have the following corollary, which 
strengthens Corollary 5.3. 
COROLLARY 5.6. Let mn > 1. 2X( R, S) is compound if and only if it has 
an invariant position. 
We are now in a position to obtain the row and column components of 
9l (R, S) from the structure matrix. We assume without loss of generality that 
R and S are monotone. We first prove the following. 
THEOREM 5.7. 
mutrix for %(R, S). 
Let R and S be monotone and let T= [tij] be the structure 
Th en 
some integers e, f with 
%( R, S) is row compound if and only if tef=O for 
O<e<m and O<f<n. 
Proof. Suppose tef= 0, where 0 < e < m, O< f < n. Then every matrix 
AE%(R, S) has the form (5.1). Let K=(l)..., f}. Then @#KS{1 ,..., n}, 
and the row sum vector of A[{l,..., m}, K] is the same for each matrix 
A E a( R, S). Now suppose that ‘%( R, S) is row compound. Then n > 2 and 
B (R, S) has a nontrivial invariant set and hence by Theorem 5.5 an invariant 
position. Applying Corollary 5.4, we obtain a pair of integers e, f with te,=O 
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where (e,f)#(O,n),(m,O). If O<f < n, the proof is complete. Suppose first 
that f = n, so that 1 <e <m. Then the first e rows of each matrix in X(R, S) 
contain only 1’s. If e= m, then t,i = 0 and the proof is complete. Now let 
l<e<m. Let R’=(r,+i ,..., r,,,) and S’=(ai-e ,..., s,-e). Then %(R’,S’) is 
row compound, and we may argue by induction on the number of rows that 
there exist integers e’,f’ with 0 <e’ <m - e and 0 <f’ <n such that the 
structure matrix T’ = [ tii] of 2l( R ‘, S’) satisfies tir = 0. But then t,_,+ e,,f’ = 0, 
and the proof is complete in this case. The case f=O can be argued in a 
similar way to complete the proof of the theorem. 
We note that in a similar way one proves that 
compound if and only if tef= 0 for some integers e, f 
O<f<n. 
THEOREM 5.8. Let R and S be monotone, and 
structure matrix for %(R,S). Define 
I 
%(R,S) is column 
with O<e<m and 
let T= [tii] be the 
F={f:O<f<n,Q=O forsome e with O<e<m}, 
and let the integers in F be arranged in increasing order as fi <fi < . . . < 
fq_1. Then the column components of %(R,S) are J1={l,....fi}, Jz={fi+ 
l,...,fi>,..., I,={ fq_l+l,...,n}. 
Proof. We first define f0 = 0, fq = n. Let I<i<q-1, and let e, be an 
integer such that ted =O. Then every AE’~(R,S) has the form 
J 4 
A= ‘d.6 
[ 1 A, 0 ’ 
Hence the row sum vector of A[{ 1,. . . ,m}, { 1,. . . ,&}I is the same for each 
A E %(R, S). Since this is true for each i with 1 <i <q - 1, it now follows that 
for i = 1,. . . , q, the row sum vector of A[{l,...,m},Ji] is the same for each 
A E 8(R, S). 
Let 1 < i < q, and suppose that there exists a nonempty set K with K 5 J1 
such that the row sum vector R’ of A[{l,...,m},K] is the same for each 
A E ‘2X( R, S). Let er be the maximum integer such that te4 = 0, and let ei_ i be 
the maximum integer such that tq_l-_l=O. Then ei_i>ei. If ei_,=ef, then 
te,f=O for each f with &l<f<fi and we have a contradiction. Suppose 
er_i>ei. Let S’=(si-ei:jEJi) andlet R’=(rj-f;._,:eI+l<i<ei_,). It then 
follows that ‘%( R ‘, S’) is row compound, and it follows by applying Theorem 
5.7 to %(R ‘, S’) that there exists e and f with 0 < e <m, A_ 1 <f <$ such that 
MATRICES OF ZEROS AND ONES 189 
$=O. This contradicts the definition of F. Hence _Zi, . . . ,I4 are the column 
components of %I( R, S). 
THEOREM 5.9. Let R and S be monotone, and let T= [ tij] be the 
structure matrix for %( R, S). Define 
E= {e:O<e<m, tef =OforsomefwithO<f<n}, 
and bt the integers in E be arranged in increasing order as e, <e, < - * . < 
ep_l. Then the row components of %(R,S) are Z,={l,...,e,}, Za={e,+ 
1 ,...,e,>,..., Z,={e,_,+l,...,m}. 
Once again we assume that R and S are monotone and that T = [ $1 is the 
structure matrix for %(R,S). Since the entries in each column of T form a 
convex sequence, the zeros in each column of T occur consecutively. 
Likewise the zeros in each row of T occur consecutively. Suppose i, j, k, 1 are 
integers with 0 < i <k <m and 0 < j <I <n. Then it follows from the defini- 
tion of T that not both tii = 0 and tu = 0. From this we obtain that the zero 
positions of T can be partitioned into maximal rook paths of the type 
indicated below: 
(*) 
Suppose the initial and terminal positions (from right to left) of these paths of 
type (*) are 
i,=O, io=n and Zc,,,Z,, 
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Then i,<k,,<il-2, i,<k,<i,-2,...,i,+l<k,+, and j,,>l,>j,+2, jl>ll 
>jz+2,...,j,+lZl,+1. Moreover it follows that all positions (i, j) with 
1 < i Q m, 1 Q i < n are invariant positions of %(R, S) except the positions in 
the sets K,XL, ,..., &XL,, where 
K,={k,_,+l,..., i,}, u=l ,...,a, 
L,={L,,...,j,+l}, u=l ,...,a. 
Moreover, the latter sets are invariant sets with no invariant positions. Let 
u=l,..., a, and let i E K,. Then each of the positions (i, i) with j 4 L, is an 
invariant position of %(R, S), so that {i} XL, is an invariant set and hence a 
minimal invariant set by Theorem 5.5. Likewise for u = 1,. . . , a and i E L,, 
K, X {j} is a minimal invariant set. 
In particular we have proved the following: 
THEOREM 5.10. Let R and S be monotone. Then there exist pairwise 
disjoint subsets K,, . . . , K, of { 1,. . . , m} and pairwise disjoint subsets 
L I,..., L, of {I,... > n} such that the minimal invariant sets of %( R, S) are 
01 XL” foreach iEK, (u=l,...,a), (5.3) 
KP Ii> for each jEL, (u=l,..., a), (5.4) 
Hi, i)l foreach (i,j)4(K,XL,)u*** u(K,XL,). (5.5) 
In particular the invariant sets in (5.3) and (5.5) partition {l,..., m} X 
{l,..., n}, as do the invariant sets in (5.4) and (5.5). 
WecallthesetsK,xL,,..., K, X L, the nontrivial components of % ( R , S ). 
It follows from Theorems 5.8 and 5.9 that the nontrivial components are 
indeed components of 2l( R, S) as defined earlier. The nontrivial components 
contain no invariant positions of ‘u( R, S), while each position not in a 
nontrivial component is an invariant position. Let A E IQ (R, S), and suppose 
therowandcolumnsumvectorsofA[K,,L,]areR(’)andS(‘)fori=l,...,a. 
Then R(‘) and Sci) are independent of A E!ll(R, S), and 9l(R(‘), S”)) has no 
invariant positions. Moreover, given Ai Ea( R(‘), SC’)) for i = 1,. . , , a, there is 
auniquematrixAE‘2l(R,S)withA[K,,L,]=A,fori=l,...,a. 
We conclude with an example illustrating the above ideas. Let m = n = 
11 and R = (10, 10,9,7,6,6,5,5,2,2,1) and S = (11,9,9,8,8,5,5,3,3,1,1). 
Using R and S, we construct row 0 and column 0 of the structure matrix 
T = [ tJ, and then using (4.5) we determine the other entries of T column by 
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column to obtain (5.6). 
T= 
63 52 43 34 26 18 13 
53 43 35 27 20 13 9 
43 34 27 20 14 8 5 
34 26 20 14 9 4 2 
27 20 15 10 6 2 1 
21 15 11 7 4 1 1 
15 10 7 4 2 0 1 
10 6 4 2 1 0 2 
5 2 1 0 0 0 3 
3 1 1 1 2 3 7 
1 0 1 2 4 6 11 
0 0 2 4 7 10 16 
8 
5 
2 
0 
0 
1 
2 
4 
6 
11 
16 
22 
5 2 1 0 
3 1 1 1 
1 0 1 2 
0 0 2 4 
1 2 5 8 
3 5 9 13 
5 8 13 18 
8 12 18 24 
11 16 23 30 
17 23 31 39 
23 30 39 48 
30 38 46 58 
191 
The zero positions of T partition themselves into 4 maximal rook paths with 
3 “gaps.” Hence %(R, S) has 3 nontrivial components, namely, 
{1,2)x(10,11}, {5,6)x(6,7 }, (9, lo} x {2,3 > 
Every matrix in %(R, S) then takes the form 
1 1 1 1 1 1 1 1 1 A 
111111111 3 
11111111 1 0 0 
1 1 1 1 1 1 1 0 000 
11111 A 0 000 
1 1 1 1 1 
2 
0000 
1111100 0000 
11111000 0 0 0 
’ A 0 0 0 0 0000 
1 l 0 0 0 0 0000 
1000000 0 0 0 0 
The matrices A,, A,, A, are 2 X 2 matrices with row and column sum vector 
(1, 1). 
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6. 
k l’s of A are termed 
ind&pendent provided no two of them are in the same row or column of A. 
The term rank of A, denoted by p(A), equals the maximum integer k for 
which there exists k independent l’s of A. According to the K&rig-Egervary 
theorem (see [56, p. 551) p(A) also equals the minimum number of rows and 
columns of A which together contain all the l’s of A. The term rank of a 
matrix is not altered when the rows and the columns are permuted. 
Throughout this section we let R=(r,,...,r,) and S=(S~,...,S,) be 
nonnegative integral vectors such that ‘21( R, S) #0, and we discuss the term 
rank of matrices in %(R, S). It is a consequence of the discussion of the 
previous paragraph that there is no loss in generality in assuming that R and 
S are monotone. Hence we assume R and S are monotone throughout this 
section. Let T= [tij] denote the structure matrix for ‘U(R, S) so that T is a 
nonnegative matrix. The maximum term rank of the matrices in %(R, S) is 
denoted by p( R, S), while the minimum term rank is denoted by fi( R, S): 
p(R,S)=max{p(A):AE%(R,S)}, 
fi(R,S)=min{p(A):AE%(R,S)}. 
Formulas for both p(R,S) and fi(R, S) are available, and we shall discuss 
these. But first we note that it follows from the Konig-Egervary theorem 
quoted above that an interchange can alter the term rank by at most 1. 
Hence if B and C are matrices in %(R, S) with p(B) = fi(R, S) and p(C) = 
p(R,S),andifB=A,,A, ,..., Ap=C is a sequence of matrices in %( R, S) such 
that Aj+, is obtainable from A, by an interchange (i = 0,. . . , p - l), then for 
each k between fi(R, S) and jS(R, S) there is a matrix A, in the sequence with 
p(A,) = k. ?‘hus all integral values intermediate to fi(R, S) and $R, S) are 
attained by the term rank of matrices in B(R,S) [54; 56, p. 701. 
The formula below for the maximum term rank is due to Ryser [53; 54; 
56, p. 751. 
THEOREM 6.1. ~(R,S)=min{tk.+k+Z:k=O,l ,..., m; Z=O,l,..., n}. 
The proof of Theorem 6.1 given by Ryser [56, p. 751 is based on two 
other results that can be found in [56]. The first of these is due to Haber [ZB]. 
THEOREM 6.2. Let P=F(R,S). Then there i.s a matrix A,E%(R,S) with 
l’s in the positions (1, p), (2,p - l), . . . , (6, 1). 
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The second result is a decomposition theorem for matrices in %(R, S) and 
is proved in [56, pp. 72-741. 
THEOREM 6.3. Let R and S be monotone. Then there exist integers e 
and f with O<e&m, O< f <n such that for each AE%(R,S), 
A= 
A, A, 
[ 1 4 4 ’ 
where A, is exf, and a,(A,)+a,(Aa)=~-(e+f). 
Of course, Theorem 6.3 follows from Theorem 6.1 by taking e and f such 
that $R, S) = tef+ e + f. If A is the matrix A, of Theorem 6.2, then A, is the 
e X f matrix of all 1’s. Recently Bruakii and Ross [16] have given a much 
different and somewhat more transparent proof of Theorem 6.1. This proof is 
based on the following [16]. 
THEOREM 6.4. Let R=(rl ,,.., r,) and S=(s, ,..., s,), and let R= 
(i,,..., F,,,), where Ti=ri orri-1 (i=l,..., m) and %=(S, ,..., S,) with Si=si or 
si-1 (i=l,..., n). Then there exists a matrix A E%(R,S) and a matrix -- 
BE%(R,S) such that B<A if and only if both %(R,S) and %(R,S) are 
nonempty. 
-- 
Suppose AElX(R,S) and BE%(R,S), where B<A. Then the matrix 
A - B is a matrix of O’s and l’s whose l’s form an independent set. Hence 
p(A) > a,(A -B). Conversely, if A E %(R, S) and p(A) = p, then there exists 
R= (F i ,..., T,) with Ti=ri or ri-1 (i=l,..., m), S=(S, ,..., S,) with .Fj=si or -- 
+-l (i=l,..., n), and a matrix B E %(R, S) such that B <A, a,(A - B) = p, 
and the l’s of A - B form an independent set. A simple argument using 
interchanges (see the first paragraph of the proof of our Theorem 6.2 in [56, 
pp. 70-711) shows that if R and S are monotone, there exists a matrix A in 
%(R,S) such that p(A[(l,..., p},(l)..., p}]) = 5. It follows that for monotone 
vectors R=(r, ,..., r,) and S=(s, ,..., s,,), p(R, S) equals the maximum integer 
9 such that !.?I( R,, S,) #!.3, where R, = (rl - 1,. . . , rq - 1, rq+ 1,. . . , r,,,) and S4 = 
(sl-1 ,..., sp-l’sq+l )..., s,,). Unfortunately the vectors R, and Sg need not 
be monotone. If they were, Theorem 6.1 would then follow directly from the 
equivalence of the nonemptiness of X( Rq, S,) and the nonnegativity of the 
structure matrix for %(R,, S,). It seems that a more indirect proof like that 
given in [16] is required. 
Haber [29] obtained a formula for the minimum term rank fi(R, S). Both 
his formula and proof are quite complicated. Recently we obtained [12] a 
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simpler formula with a proof relying on the supply-demand theorem of 
network flow theory. Let T= [t,] be the structure matrix for %(R, S). For 
integers e and f with 0 < e < m and 0 < f < n define 
G(e,f)=min{ 4,,f+1,+ G+k,,t,+(e- kJ(f-4)}9 
where the minimum is taken over all integers k,, k,, I,, 1, such that 
O<k,<ede+k,<m, 
THEOREM 6.5. $,R,S)=min{e+f:+(e,f)>t+ 
X n matrix A of O’s and l’s, then the formulas given in 
Theorems 6.1 and 6.5 provide upper and lower bounds on the term rank of A 
in terms of its row and column sum vector. 
Algorithms for the construction of matrices in %(R,S) having term rank 
,(R,S) and fi(R,S), respectively, have been proposed by Haber [28], and we 
discuss such algorithms briefly. We continue to assume that R and S are 
monotone. 
Let P=$R,S). According to Theorem 6.2 there is a matrix in ‘%(R, S) 
having l’s in positions (l,p), (2,G - l), . . . , (5, 1). Let R = (r,, . . . ,r,,J, S = 
(S 1,. . . ,s,), and let R’(r, - 1,. . . ,T~ - l,~?+~, . . . ,r,,), S’(s, - 1,. . . ,sp - 
1 s- , p + Ir.. . , s,). It suffices to construct a matrix A’ E %(R ‘, S’) with O’s in 
positions (1, j$ (2, F - I), . . . , (5, 1). The matrix A E%(R,S) obtained from A’ 
by replacing the O’s in these positions with l’s has term rank at least 5 and 
hence equal to p. The matrix A’ can be constructed by using algorithms for 
the construction of feasible flows in supply-demand networks [19]. One sets 
up a network of sources x1,. . . , x, with “supplies” given by the vector R ’ and 
sinks with “demands” given by the vector S’. We have an arc from xi to yi of 
capacity 0 if (i, i) E { (1, p), . . . , (5, 1)) and 1 otherwise. A feasible flow in this 
network corresponds to a matrix A’ E ‘U(R ‘, S ‘). Haver [28] has shown that 
the following algorithm always leads to a matrix B in %(R, S) with term rank 
equal to c. Let R, = R. For this construction we regard R as a column vector 
and S as a row vector. Suppose 6 <n. Let E,, be a column vector of s,, l’s and 
m - s,, O’s whose l’s are placed as high up as possible consistent with R,, - E,, 
having nonincreasing components. Let R,_ r = R,, - E,,. We construct E,_ r 
and R, _-2 in a similar way from R, _ 1 and continue until we obtain 
E “,..., E~+~, and R,. The column vectors Ed ,..., ep+r are columns n ,..., p+l 
of the matrix B. Let Sm=(slr..., sp), Assuming p <m, we apply a similar 
procedure using the components rti+ r, . . . , r, of R and S, to obtain S p, and 
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6 m,...Jp+p which are rows m , . . . , p + 1 of B. We are left with constructing 
the leading p x i3 submatrix C of B, which has row sum vector R, and column 
sum vector S,. To construct C we put a 1 in position (l,$. The remaining l’s 
in row 1 of C are placed as far to the left as possible and the remaining l’s of 
C in column 6 as high up as possible, consistent with the statement that the 
matrix obtained from C by deleting row 1 and column 5 has a monotone row 
and column sum vector. We continue like this to construct a row and 
column at each step until C is determined. An example of the result of this 
construction is the matrix 
Here R=(5,3,3,2) and S=(3,3,2,2,2,1); 5(R,S)=4. 
Let fi=F(R,S). The proof of Theorem 6.5 given in [12] begins by 
showing that T, equals the minimum of the quantity e +f taken over all pairs 
e,f such that there exists a matrix AEB(R,S) with A[{e-tl,...,m},{f+ 
1 , . . . ,n}] = 0. Then it is proved that such a matrix exists if and only if 
+(e,f) > te, Thus let e, f be integers with 0 < e Gm, 0 < f <n such that 
+(e,f)>t+ and 5(R,S)=e+f. A matrix A in %(R,S) with term rank T, 
corresponds to a feasible flow in the following supply-demand network: 
there are sources xi,.. .,x~ with “supplies” given by R = (r,, . . . , r,), sinks 
y19. * *, yn with “demands” given by S = (si, . . . , s,), and arcs from the X, to the 
yi with capacity 0 if e + 1 < i < m and f + 1 < i <n and capacity 1 otherwise. 
Such a feasible flow can be constructed using the algorithms described in 
P91* 
We now turn to the investigation of those R and S for which every 
matrix in %(R, S) has the same term rank, that is, for which $(R, S) =p(R, S). 
Let k be an integer with 1 &k <n. If R = S = K,,, where K,, is the n-tuple 
(k, . . . , k), then it follows from the Konig-Egervary theorem that every matrix 
in %(R, S) has term rank equal to n. If S is conjugate to R, then ‘%(R,S) 
contains only one matrix and thus fi( R, S) = p( R, S). These two examples 
show that neither of the two assumptions in the following theorem of Ryser 
[53] can be dropped. We include the simple proof. 
THEOREM 6.5. Suppose R and S are positive integral vectors, %( R, S) 
has no invariant l-positions, and p(R,S)<min{m,n}. Then F(R,S)< 
P(R, S). 
Proof. By Theorem 6.1 there exist integers e and f with 0 Q e < m, 
O<f<n such that j5(R,S)=tef+e+f. Since p(R,S)<m,n, we have e<m 
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andf<n; since R and S are positive, e>O andf>O. Let AE%(R,S) have 
term rank p(R, S). Then it follows that A[ { 1,. . . , e}, { 1,. . . ,f}] is a matrix of 
all l’s, while A[{e+l,..., m},{f+l,..., n}] has exactly b 1’s. Since the 
(1, 1)-position is not an invariant l-position, there exists a matrix B = [b,] E 
%(R,S) with b,,=O, so that B[{e+l,..., m},{f+l,..., n}] contains fewer 
than tef 1’s. It follows from the KGnig-Egbrvary theorem that fi(R, S) <p(B) 
<P(R,S). n 
Ryser [56, p. 761 has asked for a classification of all %(R,S) for which 
fi(R, S) =p(R, S). The next theorem gives an answer to this question. First we 
prove the following. 
” 
LEMMA 6.7. Suppose the m X n matrix A of O’s and l’s has the fbrm 
A= 
Jw XI 
[ 1 x, 0 ’ 
where .lkl is the k x 1 matrix of all 1’s. Then p(A) = min{ k + &X2), Z + p(XJ}. 
Let AEB(R,S), X,EYI(R(‘),S(‘)), and X2E’%(R(2),S(2)). Then 
Proof. It follows easily that p(A) > p(X,)+p(X,)+min{ k-p(X,),Z- 
p( X2)} = min{ k + p( X2), 1 + p( X,) } . By the K&rig-Egervary theorem equality 
holds. The lemma now follows. W 
THEOREM 6.8. Let T=[tir] be the structure matrix for %(R,S). Then 
fi(R,S)=p(R,S) if and only if there exist integers e,f with 0 <e <m, 
0 C; f < n such that the following hold: 
(i) Q=O. 
(ii) Let Rcl)=(rl-f ,..., r,-f), S(‘)=(S~+~ ,..., s,,), R(2)=(r,+1 ,..., T,), 
and S (2)=($-e , . . . , .sf - e). Then j5(R @), S (l)) = e and fi( R c2), S c2)) =f. 
Proof. First suppose there exist integers e, f satisfying (i) and (ii). Then 
every matrix A E’%(R,S) has the form 
J A, 
A= ef 
[ 1 A, 0 ’ 
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where Jer is the e Xf matrix of a.ll l’s, A, E’%(R(‘), SC”), and A, E%(R@), Sc2)). 
Since $(R cl), SC’)) = e and fi(R c2), S”) = f, it follows that p(A,) = e and p(A,) 
=f and hence p(A)=e+f. Hence fi(R,S)=p(R,S)=e+f. 
Now suppose that p(R, S) = p(R, S). We prove that there exist e, f such 
that (i) and (ii) are satisfied by induction on m+ n. The case m+ n=2 is 
easy, so we assume m+ rr >2. First assume that %(R, S) has no invariant 
l-positions. Let m’ be the number of positive coordinates of R, and n’ the 
number of positive coordinates of S. Then it follows from Theorem 6.6 that 
fi(R,S)=$R,S)=min(m’,n’). If m’<n’, then (i) and (ii) hold for e=m’, 
f = 0; if n’ < m’, then (i) and (ii) hold for e = 0, f = n’. We now assume that 
i?l(R,S) has an invariant l-position. It follows from Theorem 5.2 that there 
exist positive integers k and I such that tkl =O, so that every matrix A E 
%(R,S) has the form 
A= Jkl Xl 
[ 1 x2 0 ’ 
where &.. is the k x I matrix of all 1’s. Let & and fii denote the maximum and 
minimum term rank for matrices of O’s and l’s having the same row and 
column sum vector as Xi (i = 1,2). By Lemma 6.7, p(R, S) = min{ k + ,E2, Z + 
&} and fi(R,S)= min{ k + fi2,Z+ fi,}. There are four possibilities depending 
on the values of these two minimums. 
First let p(R,S)=k+&<Z+j!i, and fi(R,S)=k+fi,<Z+fi,. Since $,R,S) 
=fi(R,S), p2 =$2. By induction it follows that there exist integers p and q 
such that every matrix A E ‘%(R, S) has the form 
Jkl Xl 
A= I, X3 H-1 0 ’ x4 0 
where fis = p and fi4= q, and hence fi2= p + q. Here fi3 and fi4 are the 
minimal term ranks for matrices of O’s and l’s having the same row and 
column sum vector as X3 and X4 respectively. Let e = k + p and f = q. Then 
ter = 0. Moreover fi(R, S) = k + fiz = k + p + q. It follows that the minimal term 
rank for matrices of O’s and l’s having the same row and column sum vector 
as 
equals k + p. Hence (i) and (ii) hold in this case. 
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Now let p(R,S)=k+p,<Z+& and F(R,S)=~+&<k+&. Then 
Hence & =& An application of the inductive hypothesis completes the 
proof as above. The remaining two possibilities are handled in a similar way. 
The theorem now follows. n 
We note that in Theorem 6.8, %(R, S) has invariant positions unless e = 0, 
f=nore=m,f=O.Ife=O,f=n,then17(R,S)=p(R,S)=n.Ife=m,f=O, 
then fi(R, S) = jj(R, S) = m. Thus Theorem 6.8 contains Theorem 6.6. 
We now consider the following question. Let m and n be positive 
integers, and let k and 1 be positive integers with k < 1. When do there exist 
nonnegative integral vectors R =(rr,. . .,r,) and S=(s,,. . . ,s,,) such that 
fi(R,S) = k and j$R,S)= I? A complete answer to this question is given by 
the next two theorems. 
THEOREM 6.9. If @(R, S) is even, then 
p(R,S)</tqR,S)+ + . rR “‘I 
2 
Zf F(R,S) is odd, then 
F(R,S)-1 F(R,S)-tl 
j5(R,S)G(R,S)+ 2 2 * 
Proof. As already remarked (and an elementary argument with inter- 
changes shows), there exist nonnegative integers e and f with e+ f =5(R, S) 
and a matrix A E%(R, S) all of whose l’s are contained in the first e rows 
and first f columns. Let T= [tii] be the structure matrix for %(R,S). Then 
tef=ao(A[{l ,..., e},(l)..., f}])+a,(A[(e+l,...,m},{f+I,...,n)]) 
<ef+O=ef. 
By (the easy part of) Theorem 6.1 
The theorem now follows. 
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THEOREM 6.10. Let m and n be positive integers, and let k and 1 be 
integers. Then there exist nonnegative integral vectors R, S with %( R, S) #0 
such that fi(R,S)= k and jS(R,S)= 1 if and only if 
O<k<l< (6.1) 
Proof. Since the term rank of an m X n matrix cannot exceed m or n, it 
follows from Theorem 6.9 that for given R, S with $(R, S) = k and fi(R, S) = 1, 
(6.1) holds. Now suppose (6.1) holds. First assume that k is even, say k =2p. 
Let 9=1-k, so that q<min{p’,m-k,n-k}. Let u=m-k-9 and u=n 
- k - 9, so that u > 0 and u > 0. Consider the matrix 
(6.2) 
where I, is the identity matrix of order 9, the matrices Jii are i Xi matrices of 
all l’s, X is a px9 matrix with exactly one 0 in each column and at most p 
O’s in each row, and Y is a 9 X p matrix with exactly one 0 in each row and at 
most p O’s in each column. Let R and S be the monotone row and column 
sum vectors of A, and let T= [ tij] be the structure matrix for a( R, S). 
Clearly there is a set of 2p + 9 = 1 l’s of A with no two from the same row or 
column, and it follows from the Konig-Egervary theorem that p(A) = 1. We 
also note from A that 
t,,+p+p=9+2p=l. 
Hence it follows from Theorem 6.1 that j5( R, S) = 1. 
Suppose there exists a matrix B E%( R, S) with o(B) <k. Hence there 
exist e rows and f columns of B which together contain all the l’s of B where 
e+f < k=2p. We may suppose that e <p. Since each column sum of B is at 
least p, it follows that f= n, which contradicts k < n. It follows that p(B) > k 
and hence j5( R, S) > k. But there exists a sequence of interchanges which 
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transforms the matrix A of (6.2) into a matrix C of the form 
By the Konig-Egervary theorem, p(C) G 2p = k and hence p(C) = k. It 
follows that fi(R, S) = k. 
The case k odd can be handled in a similar way, and the theorem follows. 
n 
We conclude this section with some questions. The first part of the first 
question is due to Haber [28]. 
PROBLEM 6.10. What is the term rank of the Tecial matrix A” 
of %(R, S)? Do, there exist integers e and f with e + f = p(A) such that e of 
the rows of A with largest row sym and f of the columns with largest 
column sum contain all the l’s of A? 
We note that p(x) need not be fi(R,S) or $R, S). For example, let 
R = S = (2,1,1). Then 
1 
A”=1 I 
0 1 
0 0, 
0 1 0 I 
so that p(k) =3. The matrix A E’%(R, S) given by 
shows p(R,S)=2. Now let R=(5,5,2,2,2,2) ad S=(5,3,3,3,2,2). Then 
rl 10 1 1 1 
110111 
A”= 1 0 1 0 0 0 
101000’ 
101000 
010100 
Then p(i) = 5. However, the matrix A obtained from A” by the (2,3; 2,3)- 
interchange’satisfies p(A) = 6, so that p( R, S) = 6. 
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If R=(r,,..., r,), and S=(s,,..., sn) is conjugate to R, then %I(?, S) 
contains only one matrix, which must then be the special matrix A for 
9l(R, S). In this case it is not difficult to show by induction the following: 
Let the distinct components of R be a,, us,. . . , up, where a, > * * * >a, and 
ui occurs e, times in R (i=l,..., p). Then 
p(A”)=min{e,+*** +ei+ui+,:i=O,l,...,p}. 
PROBLEM 6.11. Let G(R, S) be the interchange gruph of Pl(R,S). Zn- 
uestigute the distance from a matrix A E %(R, S) to one of muximm (respec- 
tively, minimum) term rank. If A,BEIU(R,S) have term rank equal to 
p(R, S) [respectively, fi(R, S)], is th ere a chain joining A and B such that each 
vertex of the chain is a matrix with term rank equal to ,5(R,S) [respectively, 
$(R, S)]? This last question can be rephrased as: Do the matrices of maxi- 
mum term rank generate a connected subgraph of G(R, S)? 
7. WIDTHS 
We assume throughout this section that R = (ri, . . . , r,) and S = (sl.. . . ,s,) 
are monotone, nonnegative integral vectors such that ‘%(R, S) #0. Let a be 
an integer with I < (Y Q T,, and let A = [uij] E rU(R, S). The a-width e,(A) of A 
is the smallest number E of columns that can be selected from A so that the 
resulting m x E submatrix has at least (Y l’s in each row. Clearly, e,(A) is an 
integer with (r < E,(A) <n. The a-width has the following interpretation. Let 
Y={ Yl,..., y,,} be a set of n elements, and let % = (Xi,. . . , X,J be a family 
of subsets of Y such that yi E Xi if and only if uii = 1 (i = 1,. . . , m, i = 1, , . . , n). 
Thus A is an incidence matrix for the family % of subsets of Y. The a-width 
of A equals the smallest cardinality of a subset 2 of Y such that 2 contains at 
least (Y elements of each set X i, . . . ,&. When (Y = 1, we have the smallest 
number of elements in a set of representatives for 5%. More specific 
interpretations of the a-width can be found in [23]. 
Now let E be an integer with 1 GE <n. Then the pair (Y, E is a compatible 
pair for %(R,S) provided there exists an A E%(R,S) which has an rn~ E 
submatrix all of whose row sums are at least (Y. The minimum a-width of the 
matrices in %(R,S) is denoted by &(R,S), while the muximum a-width is 
denoted by E,(R, S): 
&,(R,S )=min{e,(A):AE%(R,S)}, 
i,(R, S )=max{&,(A):AE’%(R,S)}. 
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The integer Za(R, S) equals the smallest integer E such that (Y,E is a compati- 
ble pair for ‘%(R, S). A formula for the minimum a-width has been obtained 
by Fulkerson and Ryser [23, 241 (see Theorem 6.7). However, no formula for 
the maximum a-width is known, and for good reason. Ryser [56, pp. 
126-1271 has shown that a solution of the maximum l-width problem would 
settle the existence question for finite projective planes. Specifically, let n be 
an integer at least 2, and let 9l denote the collection of all ( n2 + n + 1) x ( n2 
+ n + 1) matrices of O’s and l’s with row and column sums all equal to n2. 
Then the maximum l-width is 3 or 2 depending on whether or not there 
exists a projective plane of order n. 
Let a, E be a compatible pair for %(R, S), and consider all matrices 
A E %( R, S) with EJ A) < E. For each such A we consider the collection of all 
m X E submatrices X with row sums at least (Y. We define S,,,(A) to be the 
smallest integer k such that some submatrix X of A has exactly k row sums 
equal to (r. We call a,, ,( A) the multiplicity of a with respect to E for A. 
Clearly, S,,,(A) = 0 if and only if E~( A) <E. The multiplicity of a with respect 
to E for %(R, S) is th e minimum value S,, ,( R, S) of S,,,(A) taken over all 
AE%(R, S) with s,(A)<&. It follows that &,(R,S)=O if and only if 
&(R, S)<E. 
The canonical matrix A” E ‘%(R, S) defined in Sec. 2 plays a special role in 
the determination of the minimum a-width, so that we first obtain a 
characterization of it. Let A E %(R, S) and for each i = 1,. . . , n let Z$ be the 
row sum vector, written as a column vector, of the submatrix formed by the 
first i columns. The m x n matrix M(A) = [R, . * * R,] is called the partial row 
sum matrix of A. Note that x = R. We let i$= M(A”) = [R”,. - * k]. It follows 
from the constructive definition of A that q is monotone for i = 1,. . . , n. 
An inductive proof of the following lemma can be found in [23]. 
LEMMA 7.1. Let U=(u, ,..., urn) and V=(v, ,..., v,,,) be monotone, non- 
negative integral vectors such that U<V. Let u’ be obtained from U by 
reducing by 1 the k positive components in positions i,, . , . , i,. Let V’ be 
obtained from V by reducing by 1 the k positive components in positions 
jl ,..., jk. Zf i,<j, ,.,., i,<i,, then U’<V’. 
The next lemma is readily proved. 
LEMMA 7.2. Let U=(u,, . . . , u,,,) and V=(v,, . . . , v,) be nonnegative 
real vectors such that U< V and V< U. Then there exists a permutation o of 
{I,..., m} such that U= (v,,,,, . . . , voc,,). Zf, in addition, U and V are both 
monotone, then U= V. 
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It follows from the above lemma that the relation i of majorization is a 
partial order on the set of monotone, nonnegative vectors U = (u,, . . . , urn). 
One direction of the following theorem is proved in [24]. 
THEOREM 7.3. Let A* E%(R, S) have partial row sum matrix M(A*)= 
[Rf **a RJ, where R:, . . . , R,* are monotone. Let A E%(R, S) have partial 
row sum matrix M(A)=[R, ..; R,]. Then R:<Ri (i=l,...,n) f~ all 
AE’%(R,S) ifand only ifA*=A. 
Proof. We first show by induction that &;.iq for i = 1,. . . , n. Since 
R * = R,, = R,,, this is clearly true for i = n. Suppose 2 <i <n, and assume 
&<Ri. The vector Ri_, is o_btained from Ri by reducing si components by 1, 
while a rearrangement of Ri_ 1 is obtai_ned by reducing the_ first si corngo- 
nents of Ri by 1. Thus by Lemma 7.1, &_,lRi_,, so that R,iR,,...,R,i 
RW 
Now suppose that q -C Ri (i = 1,. ,’ , n) for each matrix A E %(R,_S). By 
taking A = A” we conclude that RF < Ri (i = 1,. . . , n). By the above, Rii RT 
(i = 1,. . . , n). Since c and ii are both monoton_e, it follows by Lemma 6.2 
thatR,*=Rifori=l,...,nandhencethatA*=A. n 
LEMMA 7.4. Suppose a, E is a compatible pair for %(R,S). Then there 
exists a matrix B E %(R, S) such that the submatrix fnmed by its first E 
column-s has at least a l’s in each row and exactly S,,,(R,S) rows with 
precisely (Y 1’s. 
Proof. Since a, E is a compatible pair for %(R, S), there exists a matrix 
A=[~JE%(R,S) having an rnX& submatrix E=A[{l,...,m}, {k,,...,k,}] 
all of whose row sums are at least a. We choose A and E so that E has 
exactly 6&R, S) rows with cx 1’s. Suppose there is a i with 1 < i <E such that 
ie{kr,..., k,}, Then there exists a k with e<k<n such that kE{kl,...,k,}. 
If for each i=l ,. ..,m, a,,= 1 implies aii = 1, then in E we may replace 
column k of A by column i. Suppose p,, . . . ,p, are those integers such that 
AI=0 while apt,=1 (i=l,..., t). Since S is monotone, there exist integers 
41, * * * 9 qt such that a4,i = 1 while a4,rc = 0 (i = 1,. . . , t). Replacing O’s by l’s and 
l’s by O’s in rows p,, . . . ,p,,q,, . . . , qt of columns i and k, we obtain a matrix 
A’Ea(R,S) such that the mXe submatrix F=A’[{l,..., m}, {k, ,..., k,,j}- 
{k}] has at least (Y l’s in each row. Moreover, since sj > s,, the number of 
rows of F with precisely (Y l’s is at most &(R,S), and hence equals 
6,,,(R,S). We may repeat until we obtain a matrix B with the desired 
properties. H 
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LEMMA 7.5. Let a, E 
submutrix E of A” fanned 
be a compatible pair for %(R, S). Then the m X E 
by the first E columns has at least a l’s in each 
row and exactly 6,,,(R,S) rows with precisely a 1’s. 
Proof. Let B be the matrix of Lemma 7.4, and let the row sum vector of 
the first E columns be RE=(ul,. . . , u,)~. By Theorem 7.3, R”,<R,, where 
RE=(ol,..., ~,)~.Henceu,+*** +u,=u,+*.. +u,_andu,++.. +u,,,_r< 
u,+.. . +u*-l, so that u,,, > u,. Since u,>(Y and R, is monotone, vi>cu 
for i=l,..., m. Suppose E had t > 13,. ,( R, S) rows with exactly (Y 1’s. Let 
(G,..., uz)’ be R, rearranged in nonincreasing order. Then by Theorem 7.3, 
vi+.. * +v,_,<u:+*.. +u:_~, so that 
ta=um_,+l+*~- +vmm>U;_t+l+-” +uz>ta. 
It follows that uz_,+r + f . . + uz = a. Hence the submatrix of B formed by 
the first E columns has t rows with exactly (Y l’s, contradicting Lemma 7.4. n 
The following theorem is by Fulkerson and Ryser [24]. 
THEOREM 7.6. Let a be an integer with 1 < (Y < r,,,. Then 
&(R,S) = e,(x). 
Moreover, the cuth 1 in row m of A” occurs i? column k= &(R, S), and 
Q,,(R,S) equals th e number of components of R, equal to a. 
Proof. The theorem is a direct_consequence of Lemma 7.5 and the fact 
that the partial row sum vectors of A are monotone. n 
Theorem 7.6 affords a simple procedure to determine the minimum 
a-width of %( R, S). Once the matrix A” is constructed the minimum a-width 
can be determined from its last row. 
Let e,f,E be integers with 0 <e <m and 0 <e <f <n, and let 
N(e,e,f)=(r,+l+**. +r,)-(s,+l+**. +sf)+e(f-8). 
Let A E X(R, S), and suppose that 
(7.1) 
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where X has size (m - e) X E and Y has size e X (f- E). Then 
N(e,e,f)= q(X) + uo( Y) + o,(Z). 
If T= [$I is the structure matrix for %(R,S), then it is easily verified that 
Thus the numbers (7.1) are generalizations of the invariants tii for %(R, S). 
The following formula is due to Fulkerson and Ryser [23]. 
THEOREM 7.7. The a-width &(R, S) of %(R, S) equals the smallest 
nonnegative integer E such that N( E, e, f) > a( m - e) for all integers e, f with 
O<e<m, E<f<n. 
We observe the following consequence of Theorems 7.6 and 7.7. The 
matrix A was defined by indicating how to construct its columns in sequence, 
beginning with the last column and ending with the first. By using Theorems 
7.6 and 7.7 we can also construct in sequence the rows of i, beginning with 
the last row and ending with the first. Let R = (r,, . . . , T,), and let 1 <(Y <r,,,. 
Then the r, l’s in row m of A occur in columns .Ca(R, S), (Y = 1,. . . ,r,. We 
may now repeat on row m - 1 and in this way construct all of A”. 
The final theorem of Fulkerson and Ryser [23] follows, since an inter- 
change cannot alter the width of a matrix by more than one. 
THEOREM 7.8. Let E be an integer with &(R, S) <E <E,(R, S). Then 
there exists a matrix A E %(R, S) with e,(A) = E. 
Further information on widths and multiplicities can be found in [23, 24, 
251. In particular Theorem 4.4 of [23] (cf. (2.13) of [24]) furnishes a formula 
for the multiplicities 6&R, S). An upper bound for the l-width of an m X n 
matrix of O’s and l’s with row sums at least r and column sums at most c was 
obtained by Stein [60]. Tarakanov [61] obtained a bound for square matrices 
with constant row and column sums. Tarakanov’s method was later used by 
Henderson and Dean [38,39] to obtain improved bounds in terms of r and c. 
Information on the l-width of incidence matrices of Steiner triple systems is 
obtained in [22] and [25]. 
Finally we note the following concerning Theorem 7.3. Let A, BE 
%( R, S), and suppose the partial row sum matrices of A and B are, respec- 
tively, [R, *.. R,] and [R; ... R’,]. We say that A is majoked by B, 
denoted A <B, provided R,<Ri for i = 1,. . . , n. This relation on the matrices 
in % (R, S) is, in general, only a quasi partial order, since we may have A iB 
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and B<A for distinct A and B. For instance, if 
then A < B and B< A. According to Theorem 6.3 the matrix i is a minimal 
element of this partial order and is the unique minimal element each of 
whose partial row sum vectors is monotone. In contrast, there need not be a 
unique maximal element each of whose partial row sum vectors is monotone. 
To obtain an example, let R = (3, 3, 3, 2, 1) and S=(4, 2, 2, 2, 2). Consider 
the matrices in %(R, S) 
1 1 1 0 0 
11, 1 : 
1 1 1 0 0 
1 1 1 0 0 1 1 0 1 0 
A,= 1 o o A,= 1 o 1 1 o 
1 0 0 1 0 1 0 0 0 1 
0 0 0 0 1 0 0 0 0 1 
whose partial row sum matrices are, respectively, 
1 2 3 3 3 1 2 3 3 3 
1 2 3 3 3 1 2 2 3 3 
M,=l 11 2 3, M,=l 12 3 3. 
1 1 1 2 2 1 1 1 1 2 
0 0 0 0 1 Lo 0 0 0 1 
Suppose B E%(R, S) and A,<B. Using the third column of M,, we conclude 
that the third partial row sum vector of B has at least two components equal 
to 3. Hence without loss of generality we may assume B has the form 
1 1 1 0 0 
1 1 1 0 0 
B=* 0 0 * 
* 0 0 * * 
* 0 0 * * 
Since the sum of the elements of row 3 of B is 3, the third row of B is 
determined. Since the fourth partial row sum vector of B majorizes the 
fourth column of M,, we now conclude that B=A,. Hence A, is a maximal 
element and each of its partial row sum vectors is monotone. In a similar 
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way one proves A, is maximal, and each partial row sum vector of A, is 
monotone. 
We conclude with some problems. 
PROBLEM 7.9. Investigate the maximal elements of %(R,S) each of 
whose partial row sum vectors are monotone. 
PROBLEM 7.10. Suppose A,B E%(R,S) have the property that for each 
i=l , . . . , n the ith partial row sum vector of B is a rearrangement of the ith 
partial row sum vector of A. Is there a sequence of interchanges that 
transforms A to B such that each intermediary matrix also has this property? 
How do the combinatorial invariants of A compare to those of B? For 
example, does p(A) = p(B)? 
PROBLEM 7.11. For which R and S does k,(R,S)=E,(R,S) for a= 
1 ,...,I+,? 
8. IRREDUCIBLE AND FULLY INDECOMPOSABLE MATRICES 
In this section we shall be dealing almost exclusively with square 
matrices. Let R = (ri, . . . , r,) and S = (si, . . . , s,,) be nonnegative integral vec- 
tors with %(R,S)#0, and let A = [aJ E‘i?I(R, S). We now associate with A a 
directed graph T(A). We take X = {xi,. . .,x,,} to be a set of n distinct 
elements which are the vertices of J?(A). There is an arc (xi, xi) from x, to xi if 
and only if aii=l (i,j=l,..., n). Since there may be l’s on the main diagonal 
of A, r(A) may have loops, arcs joining a vertex to itself. The number of arcs 
from vertex xi, the outokgree of xi, equals ri, while the number of arcs to xr, 
the indegree of xi, equals si. Thus R and S are, respectively, the outdegree 
and indegree sequences of the vertices of l?(A). Conversely, given a directed 
graph I with vertex set X whose outdegree sequence is R and whose 
indegree sequence is S, we can reverse the above steps to construct a matrix 
A(r)E%(R,S). We note that A(I’(A))=A and I’(A(r))=r. 
A directed graph I is strongly connected provided for each ordered pair 
of vertices x, y there is a directed path from x to y. It is well known [5, p. 30; 
31; 63, p. 201 that I is strongly connected if and only if the matrix A(P) is 
irreducible. Recall that a square matrix A is reducible if there is a permuta- 
tion matrix P such that PAP’ has the form 
Xl 0 
[ I x2., x2 ’ (8.1) 
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where X, and X, are square, nonvacuous matrices. A matrix is irreducible if 
it is not reducible. Irreducible matrices are of fundamental importance in the 
spectral theory of nonnegative matrices [5,83]. Given a square matrix A, 
there exists a permutation matrix Q and an integer t > 1 such that QAQ’ has 
the form 
(8.2) 
where A,, . . . , A, are irreducible matrices. The matrices A,, . . . ,A, are unique 
up to simultaneous row and column permutations and are called the irreduc- 
ible components of A [they correspond to the strongly connected compo- 
nents of IT(A)]. A property more restrictive than that of irreducibility is that 
of full indecomposability. The n x n matrix A is called partly okwmposable if 
either n = 1 and A = [0], or n > 1 and there exist permutation matrices P and 
Q such that PAQ has the form (8.1). A matrix is fully indeconposable if it is 
not partly decomposable. Fully indecomposable matrices are of primary 
importance in the study of doubly stochastic matrices. This is because the 
zero-nonzero pattern of a doubly stochastic matrix is that of a direct sum of 
fully indecomposable matrices. In general, given an rr X n matrix A with term 
rank p(A) equal to n, there exist permutation matrices U and V such that 
UAV has the form (8.2) where A,, . . .,A, are fully indecomposable. The 
matrices A i, . . . ,A, are then unique up to row and column permutations and 
are called the fully indecomposable components of A. The matrix A has total 
support provided that in (8.2), Aii = 0 whenever 1 < j <i < t. Clearly, a fully 
indecomposable matrix is irreducible but the converse need not hold. How- 
ever the following is true. Let A be a fully indecomposable matrix of order n. 
Then it follows from the Kdnig-Egervary theorem that n(A) = n. Hence there 
exists a permutation matrix P such that PA has only l’s on its main diagonal. 
Then [15, Lemma 2.3; 10, Lemma 2.41 A is fully indecomposable if and only 
if PA (or PA -I,) is irreducible. 
The property of irreducibility is not invariant under row and column 
permutations. Consequently we cannot assume that R and S are monotone 
without losing some generality. But we can assume that one of R and S is 
monotone without loss of generality. This is because for a permutation matrix 
Q, A is irreducible if and only if QAQ’ is. The property of full indecomposa- 
bility is invariant under arbitrary row and column permutations, SO that 
when considering this property we may assume without loss of generality 
that both R and S are monotone. 
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Beineke and Harary [2] have obtained necessary and sufficient conditions 
for nonnegative integral vectors R and S to be the indegree and outdegree 
sequence of a strongly connected directed graph with no loops-equiva- 
lently, an irreducible matrix in %(R, S) with trace zero. Brualdi [ll] has 
obtained necessary and sufficient conditions for the existence of a fully 
indecomposable matrix in %(R,S). Below we prove one theorem part of 
which is a direct generalization of the Beineke-Harary theorem and obtain it 
along with the theorem on fully indecomposable matrices. Since the main 
part of the proof of the theorem [that (8.3.3) implies (8.3.2)] parallels that 
given for fully indecomposable matrices in [ 111, we shall be somewhat brief. 
We require the following two lemmas, which are readily proved in terms 
of the strong connectivity of the corresponding directed graphs. 
LEMMA 8.1. Let C and D be irreducible matrices of O’s and l’s, and let 
B = C @ D. Then the matrix obtained from B by a ( p,q; u, v)-interchange 
where p(q) corresponds to a row of C(D) and u(v) corresponds to a column 
of C(D) is irreducible. 
LEMMA 8.2. Let C and D be irreducible matrices of O’s and l’s, and let 
B = [ bji] be the matrix 
c 0 
[ 1 X D’ 
where column q of X is not zero. Suppose bW = 1 is an entry of C and bF = 0 
is an entry of 0. Then the matrix obtained from B by changing b, to 0 and 
bp/ to 1 is irreducible. 
We denote by 6(R, S) the smallest trace of a matrix in ‘%(R, S). 
THEOREM 8.3. Let n > 2, and let R =(T~,.. . ,T,) and S=(s,,.. . ,s,) be 
nonnegative integral vectors such that S is monotone and %(R, S)#0. Then 
the following are equivalent: 
6(1 
(8.3.1) There exists an irreducible matrix in Z(R,S). 
(8.3.2) There exists an irreducible matrix in ‘%(R, S) having trace equal to 
S,S). 
(8.3.3) 1;:>0 and s,>O for i=l,..., n, and for k=l,..., n-l, 
(8.3.4) ri > 0 and si > 0 fm i = 1,. . . , n, and t(K, L) >0 whenever K and L 
are pairwise disjoint, twnempty subsets of {l,...,n}. 
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Proof Trivially, (8.3.2) implies (8.3.1). Suppose (8.3.1) holds, and let 
A E %(R, S) be irreducible. Since an irreducible matrix of order n > 2 has no 
row or column of all O’s, ri>O and s,>O for i=l,...,n. Let K and L be 
pairwise disjoint nonempty subsets of { 1,. . . , n}. If t(K, L) = 0, then there 
exists a permutation matrix P such that PAP’ has the form 
L 
- 
++I 
I 
0 0 
where J is a matrix of all l’s, and hence A is reducible. Hence t(K, L) >0 and 
(8.3.4) holds. 
Now assume (8.3.4) holds and let 1 <k d n - 1. Suppose that 
k k 
x sj= x ri+ 5 min(k,rj}. 
i=l i-l i=k+l 
Considering a matrix A E%(R, S), we see that ri <k for i = 1,. . . , k. Let 
K={i:rj>k and k<i<n}. Then since s,>O, it follows that K#(ZI and 
t(K,L)=Owhere L={l,..., k}. This contradicts (8.3.4), so that (8.3.3) holds. 
It remains to show that (8.3.3) implies (8.3.2). 
Assume (8.3.3) holds. Let A be a matrix in %(R,S) with trace equal to 
&(R, S), and having the smallest number t of irreducible components of all 
matrices in 9l(R,S) with trace 6(R,S). If t=l, then (8.3.2) holds. So we 
suppose that t> 1. Let Q be a permutation matrix so that QAQ’ has the 
form (8.2), where A, ,..., A, are irreducible matrices of orders nr,. . . ,n,, 
respectively. We call 4 a trivial component of A if n, = 1, and 4 = [0] and a 
nontrivial component otherwise (i = 1,. . . , t). Since ri > 0 and si > 0 for i = 
1 , . . . , n, it follows that A, and A, are nontrivial components. We note that it 
follows from Lemma 8.1 that if Ai and Ai are nontrivial where i <i, then A, 
is a matrix of all 1’s. First suppose that A has no trivial components. Then 
QAQ’ has the form 
Al 0 
[ 1 J A;’ 
and hence (8.3.3) is contradicted when k = n,. Thus we may suppose that A 
has at least one trivial component. We assume that A has been chosen to 
have the additional property that the trivial components occur as early as 
possible in the sequence A,, . . ., A,. Let i> 1 be the integer such that 
A r, . . . ,Ai _ i are nontrivial and Ai is trivial. Let k <t be the largest integer 
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such that Ai,..., A, are trivial and 
Let X be the matrix 
(8.3) 
If X is a matrix of all l’s, then we contradict (8.3.3) when k = n, + . . . + q_ I. 
Thus we may suppose that X has at least one zero. Consider the first row of 
X that contains a zero. It must be part of a row of A which contains a trivial 
component Aj of A. Let the zero occur in a column of A which meets a 
column of A,. Suppose Aip contains a 1 for some p with r <p <i or k <p <i. 
Then it follows from Lemma 8.2 that we may apply an interchange to 
combine A, and Ar into a single irreducible component without Increasing 
the trace, contradicting our choice of t. Hence we may assume that 4 is a 
zero matrix for each p with T <p <i or k <p <i. It follows that we may 
assume that i= k+ 1. 
Now by repeated use of Lemma 8.2, it follows that there is a sequence of 
interchanges which does not increase the trace and which brings A to the 
form 
B 0 0 0 
CD00 
E F 0 0 
JIGH 
where the diagonal blocks are square, D has zero trace, and J denotes a 
matrix of all 1’s. If B is UX u and D is u X u, we contradict (8.3.3) with 
k = u + u. Hence (8.3.2) holds and the proof of the theorem is complete. n 
COROLLARY 8.4. Suppose there does not exist and irreducible matrix in 
%(R,S). Then there exists a fixed integer k with 1 Q k <n - 1 and a fixed 
permutation matrix P such that fm all A EZ(R, S), PAP’ has the form 
where A, is a kx k matrix. 
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CoRoLmRY 8.5. Suppose 
tone, positive integral vectors 
irreducible matrix in %(R, S). 
R=(rl,..., r,) and S= (sl,. . . ,s,,) are mono- 
such that %(R,S)#@. Then there exists an 
Proof Let 1 < k < n - 1. Suppose 
k k n 
2 sj= x ri+ 2 min{k,ri}. 
i=l i=l i=k+l 
(8.5) 
Let A E’%(R,S). Then it follows from (8.5) that r1 <k and hence, since R is 
monotone, that ri < k for i = 1,. . . , n. But then by (8.5), Z:, isi =Ey_lri, so 
that s, = 0, a contradiction, Hence (8.3.3) is satisfied, and by Theorem 8.3 
B(R, S) contains an irreducible matrix. W 
COROLLARY 8.6. Suppose R =(rI,. . . ,r”) and S=(s,, . . . ,s,) are mono- 
tone, nonnegative integral vectors such that %( R, S) #0. Let T= [ tii] be the 
structure matrix for ‘%(R, S). Then the following are equivalent: 
(8.6.1) There exists an irreducible matrix in 9I(R*,S) where R*= 
(m, .. . , rl). 
(8.6.2) There exists an irreducible matrix in %(R’,S) for each 
ment R’ of R. 
(8.6.3) r,>O and s,>O for i=l,...,n, and t,>O for positive 
and 1 with k+Z<n. 
rearrange- 
integers k 
Proof. Clearly (8.6.2) implies (8.6.1). Let K and L be pairwise disjoint, 
nonempty subsets of {l,...,n} with IK/=k and ]L]=Z. Thus k and I are 
positive integers with k + I <n. Let R ’ = (r;, . . . , r;) be a rearrangement of R, 
and let R*=(r; ,..., rz)=(r “,..., rJ be the nondecreasing rearrangement of 
R. Then 
2 r,‘- j~LSf+lKIILI~ i=F+lri- j~lsj+kz=tkb 
iBK 
where the inequality is equality when R ’ = R*, and K = {n - k + 1,. . . , n}, 
L={l,..., I }. Hence it follows from Theorem 8.3 that (8.6.3) implies both 
(8.6.1) and (8.6.2). It also follows from Theorem 8.3 and the above that 
(8.6.1) implies (8.6.3). This proves the corollary. W 
In connection with the above results, we remark that it has been proved 
in [lo] that if A is an n X n matrix of O’s and l’s with positive row and 
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column sum vectors, then there is a permutation matrix P such that PA is 
irreducible. 
The following result, when restricted to condition (8.3.3), is proved by 
Beineke and Harary [2] in the context of directed graphs. It is an immediate 
consequence of Theorem 8.3. Let %a(R, S) denote the subset of matrices in 
%(R,S) having only O’s on the main diagonal. 
THEOREM 8.7. Let n > 2, and let R = (rl, . . . , r,,) and S = (sl,. . . , s,) be 
nonnegative integral vectors such that S is monotone and there exists a 
matrix in ‘U,(R, S). Then there exists an irreducible matrix in a&R, S) if and 
only if (8.3.3) or (8.3.4) holds. 
COROLLARY 8.8. Suppose R =(rl,. . .,I+,,) and S= (sl,. . . ,s,,) are mono- 
tone, nonnegative integral vectors. Let T= [tit] be the structure matrix for 
%(R, S), and let R* = (r,, . . . , rl). Suppose %,(R*,S)#(ZI. Then there exists an 
irreducible matrix in X,,(R*,S) if and only if r,>O and s,>O for i=l,...,n, 
and tkl > 0 for positive integers k and 1 with k + 1 G n. 
The proof is basically the same as that of Corollary 8.6 with condition 
(8.6.2) omitted. 
Necessary and sufficient conditions for &JR, S) to be nonempty have 
been obtained by Fulkerson [21; 19, pp. 85-861. In case R and S are both 
monotone, these conditions simplify to O<r,,s,<n-1 (i=l,...,n), Xy_lr,= 
IX;_ 1si, and 
&G i$rmin{k-l,rJ+ i: min{ k,rj} for k=l,...,n-1. 
i=k+l 
We now turn to fully indecomposable matrices. The following theorem is 
proved’ in [ll]. We obtain it here from Corollary 8.8. 
THEOREM 8.9. Let n>2, and let R=(rl ,..., r”) and S=(s, ,..., s,,) be 
monotone, nonnegative integral vectors such that %(R, S) #a. Let T= [tit] be 
the structure matrix for %(R,S). Th en there exists a fully indecomposable 
matrix in %(R,S) if and only if 
ri>2 and si>2 for i=l,...,n (8.6a) 
and 
t,,+k+l >n (k,Z=O,l,..., n), (8.6b) 
with equality only if k = 0 or 1 = 0. 
‘In Lemma 2 of [Ill one needs column q of X to be nonzero. The last two paragraphs of 
the proof of ‘theorem 1 of [II] need to be restructured as in the proof of Theorem 8.3 here. 
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Proof Suppose there exists a fully indecomposable matrix in IZI(R, S). 
Then using Theorem 6.1 and the Konig-Egervary theorem, one readily 
verifies (8.6) (see [ll]). Conversely, suppose (8.6) holds. From Theorem 6.1 it 
follows that p(R, S) = n, and then from Theorem 6.2 it follows that there 
exists a matrix A E %(R*, S) with all l’s on the main diagonal, where 
R*=(r,,..., ri). Let U=(r,--l,..., r,-1) and V=(s,-l,..., s,,-1), and let 
T’ = [ t,!J be the structure matrix for a( U, V). Let U* = (r” - 1,. . . , rl - 1). It 
then follows from the above that %n( U*, V)#0, and an easy calculation 
shows that 
t& = tk. + k + I - n (k,Z=O,l,..., n). 
It now follows from Corollary 8.8 that there exists an irreducible matrix B in 
%a( U*,V). The matrix B + Z,, is then a fully indecomposable matrix in 
%(R*, S). The theorem now follows. n 
The following corollary [ll] is a consequence of Theorem 8.9. 
COROLLARY 8.10. Let R ’ = ( rl,. . . , r,J and S’ = (sl,. . . , s,) be integral 
vectors with r,> . . . >r,,>l=r,,+l= . . . =r,,, and s,> . . . >s~>~=s~+~ 
= . . . =s,, and suppose %(R’,S’)#0. Then there exist-s a matrix with total 
support in %(R’,S’) if and only if n=p, and R=(rI,...,r,,) and S= 
(s 1,.. .,s,) satisfy (8.6). 
Using Corollary 8.4 and the proof of Theorem 8.9, we obtain the 
following. 
COROLLARY 8.11. Suppose there does not exist a fully indecomposable 
matrix in B(R,S). Then there exists a fixed integer k with 1 <k <n - 1 and 
fixed pemutation matrices P and Q such that for all A E %(R, S), PAQ has 
the form (8.4) where A, is a k x k matrix. 
We now consider when %(R, S) contains a partly decomposable matrix. 
The following lemma is easily proved using interchanges. 
LEMMA 8.12. Let R=(r, ,..., r,,,) and S=(s, ,..,, s,) be monotone, non- 
negative integral vectors, and suppose for some positive integers k and 1 there 
exists a matrix in %(R, S) having a k X 1 zero s&matrix. Then there exists a 
matrixAE%(R,S)such thatA[{m-k+l,..., m},{n-Z+l,..., n}]=O. 
THEOREM 8.13. Let R = (ri, . . . , r,,) and S = (sl,. . . , s,,) be monotone, non- 
negative integral vectors such that %( R, S) #0. Let T = [t,,] be the structure 
matrix for %(R,S). Th en evey matrix in %(R,S) is fully indecomposable if 
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and only if 
dn- kk) <tn-,,, (k=l,...,n-1). (8.7) 
Proof. The function +(. , -) was defined in Sec. 6. According to the 
proof of Theorem 6.5 given in [ 121, if e and f are integers with 0 < e < n and 
O<f<n, there exists a matrix AE%(R,S) such that A[{n-e+l,...,n}, 
{n-f+l,..., n}] = 0 if and only if +(e, f) > tef. From this fact and Lemma 
8.12, the theorem follows. n 
It is possible to obtain an analogue of Theorem 8.13 for irreducible 
matrices, for in the manner of the proof of Theorem 6.5 in [12] one can 
obtain necessary and sufficient conditions in order that there exist a matrix in 
%(R, S) for which a specified submatrix is a zero matrix. Such conditions are 
rather complicated due to a lack of monotonicity. However, if there is a 
compatible rearrangement of the row sum vector and column sum vector so 
that the components of one are increasing while those of the other are 
decreasing, simplification occurs. 
THEOREM 8.14. Let R = (rl,. . . , r,,) and S = (sl,. . . ,s,,) be monotone, non- 
negative integral vectors such that %(R, S) #0, and let T = [tii] be the 
structure mutrir for %(R, S). Let R ’ = (r,, . . . , rl). Then euey matrix in 
%(R ‘, S) is irreducible if and only if (8.14) holds. 
Proof. It follows from Lemma 8.12 that there exists a reducible matrix 
in a( R ‘, S) if and only if there exists a partly decomposable matrix in 
9l(R, S). The theorem now follows from Theorem 8.13. n 
Our final result in this section concerns rectangular matrices. An m X n 
matrix A is called decomposable if there exist permutation matrices P and Q 
and integers k and 1 with 0 < k + 1 <m + n such that PAQ has the form 
4 0 
[ 1 0 A,' (8.8) 
where A, is a kXZ matrix. Thus in (8.8) A, or A, may be vacuous but must 
have at least one row or at least one column. The matrix A is indecomposable 
if it is not decomposable. It follows readily that A is indecomposable if and 
only if the bipartite graph associated with A is connected. 
THEOREM 8.15. Let R = ( rl, . . . , r,) and S = (sl,. . . , s,,) be nonnegative 
integral vectors such that ‘%(R, S)#0. There exists an indecomposable 
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matrix in 8(R,S) if and only if 
ri>O (i=l,...,m), Sj>O (j=l,...,n), 
m 
x r,>m+n-1. 
i=l 
(8.9) 
Proof. Suppose A E X(R, S) is indecomposable. Then the associated 
bipartite graph G is connected. Hence every vertex of G has degree at least 
1, and G has at least m + n - 1 edges, (the number of edges of a tree with 
m + n vertices [32, pp. 32-331). Hence (8.9) is satisfied. Now suppose (8.9) 
holds. Let A be a matrix in B(R, S) whose corresponding bipartite graph has 
the smallest number t of connected components. If t = 1, A is indecompos- 
able. Thus suppose t > 1. It follows that there exist permutation matrices P 
and Q such that 
(8.10) 
where 4 is a (nonvacuous) mi x ni indecomposable matrix for i = 1,. . . , t. We 
obtain from (8.9) that a(AJ >mi + ni for at least one i. Without loss of 
generality we may take i = 1. Then A, contains a 1 whose replacement by 0 
leaves an indecomposable matrix. An interchange involving this 1 of A, and 
any 1 of A, results in a matrix in which the matrix 
is replaced by a matrix of the form 
B= 
A; E 
[ 1 F A;’ 
where the bipartite graph associated with A; is connected and that 
associated with Ai has at most two connected components, and E and F 
each contain exactly one 1. One readily checks that the bipartite graph 
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associated with B is connected. This contradicts the minimality of t, and the 
theorem is proved. n 
We conclude this section with three problems. 
PROBLEM 8.15. Let iF(R, S) be the largest trace of a matrix in %(R, S). 
When does there exist an irreducible matrix in ‘2X( R, S) with trace equal to 
a( R, S)? 
PROBLEM 8.16. An n x n fully indecomposable (irreducible) matrix A is 
called nearly decomposable (nearly reducible) if each matrix obtained from A 
by replacing a 1 with a 0 is partly decomposable (reducible). When does 
%?l (R, S) contain a nearly decomposable (nearly reducible) matrix? 
PROBLEM 8.17. Let R=(r, ,..., r,) and S=(s, ,..., sn) be monotone, 
nonnegative integral vectors such that a( R, S)#0. Let A E%( R, S), and let 
A(i, j) be the matrix obtained from A by eliminating row i and column i 
(i= l,..., m, i= l,..., n). When does there exist a matrix in %(R, S) such 
that A( i, j) is indecomposable for each i = 1,. . . , m and i = 1,. . . , n? It is easy 
to see that the following are necessary conditions: q > 2 (i = 1,. . . , m), si > 2 
(i=l,..., n), and t,, > m+n- 3, where T= [tij] is the structure matrix for 
9l (R, S). Are these conditions sufficient? 
9. PERMANENT 
Let A = [aii] be an n X n matrix. The permanent of A is defined by 
perA=x ali,---anb, 
where the summation extends over all permutations (iI,. . . , i,,) of 1,2,. . . ,n. 
The permanent has been the subject of a recent book [471, and as a result we 
shall not discuss its properties or applications here. Our interest lies in 
certain inequalities for the permanent which are of particular significance to 
%(R, S). Throughout we assume that R = (r,,. . .,r,,) and S= (sI,. . . ,s,,) are 
nonnegative integral vectors such that 8(R, S) #a, and since the permanent 
is invariant under arbitrary row and column permutations of a matrix, we 
also assume that both R and S are monotone. We record the following 
observation. 
THEOREM 9.1. There exists A E%(R, S) with perA >O if and only if 
p(R,S)=n.Moreouer,perA>OforaZZAEB(R,S)ifaandonlyif~(R,S)=n. 
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We first discuss some lower bounds for the permanent of matrices in 
%(R,S). The first inequality was first proved by Jurkat and Ryser [41] and 
later independently by Ostrand [50] in the context of the number of systems 
of distinct representatives of a family of sets. The criterion for equality is due 
to Mint [44]. 
THEOREM 9.2. Suppose A is a matrix in %(R, S) with perA >O. Then 
perA> kermax{I,rk+k-n). (9.1) 
Equality occurs if and only if there is a permutation matrix P such that 
AP=A(R;n). 
A special case of (9.1) is the following inequality of Hall [30]: if ri >r for 
i=l , . . . , n, then perA > T!. Rado [51] also proved an inequality weaker than 
that of (9.1) but which contains the above inequality of Hall. 
A matrix A E%(R, S) may have l’s which do not contribute to its 
permanent, that is there may be l’s whose replacement by O’s does not 
decrease the permanent. For such matrices inequalities involving the compo- 
nents of R and S cannot be sharp. It follows from the K&g-Egervary 
theorem that every 1 of A contributes to its permanent if and only if A is a 
matrix with total support. Since a nonzero matrix with total support, after 
row and column permutations, is a direct sum of one or more fully indecom- 
posable, and since the permanent of a direct sum of matrices is the product 
of their permanents, one often considers only fully indecomposable matrices. 
The following inequality was first proved by Mint [45]. The criterion for 
equality is due to Brualdi and Gibson [14], who also gave a geometric 
interpretation and proof. 
THEOREM 9.3. Let A E %(R, S) be fully indecomposable. Then 
(94 
Equality occurs in (9.2) if and only if there exist permutation matrices P and 
Q and an integer p with 0 < p <n - 1 such that PAQ has the fm 
X A, 
[ 1 A, 0 ’ (94 
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where X is an (n - p) x ( p + 1) matrix, and A, and A,’ have exactly two l’s 
in each column. 
A special case of (9.2) is the following. The criterion for equality is due to 
Mint [46]. It can be obtained as a special case of the equality criterion in 
Theorem 9.3. 
COROLLARY 9.4. Let A E %(R, S) be fully indecomposabb. Then perA 
> ri, with equality if and only if rz = . . . = r,, = 2. 
An improvement of (9.2) is due to Gibson [27] and Hartifiel [35]. The 
preceding inequalities are all in terms of the components of the row sum 
vector R. There are, of course, corresponding inequalities in terms of the 
column sum vector S. 
We now turn to a brief description of upper bounds. Let A = [aJ E 
8(R, S). Since 
=perA + (other nonnegative terms), 
it follows the perA < II;, iri. Likewise perA < fly= isi, SO that 
The following inequality, due to Jurkat and Ryser [42], improves (9.4). 
THEOREM 9.5. Let A E%(R, S). Then 
perA< fi min{ri,si}. 
i=l 
(9.5) 
Letkbeapositiveintegerwith1~k(n.Ifri=si=kfori=1,...,n,then 
we denote Ql(R, S) by %(k,n). Thus %(k, n) consists of all n X n matrices of 
O’s and l’s with exactly k l’s in each row and column. Each matrix in %(k,n) 
has a positive permanent, indeed by (9.1) a permanent of at least k!. Ryser 
[SS] raised the question of determining the maximum permanent of a matrix 
in %(k, n) and conjectured that if k is a divisor of n, then the maximum 
permanent is (k!) *lk This number is the permanent of the matrix in %(k,n) . 
which is the direct sum of n/k k x k matrices of all 1’s. Ryser’s conjecture is 
an immediate consequence of the following inequality, conjectured by Mint 
[43] and proved first by Bregman [6] and then by Schrijver [Ss]. 
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THEOREM 9.6. For A E%(R,S), 
perA < fi (ri!)“‘. 
i-1 
For k = 1 or 2, the matrices in %(k,n) have a very simple structure. 
Hence the first case of interest occurs when k =3. The problem of good 
lower bounds for the permanent of matrices in !X(3,n) has interested a 
number of people [13,34,36,37]. Recently, Voorhoeve [64] obtained by 
elementary means the following exponential lower bound. 
THEOREM 9.7. Let A ~%(3,n). Then 
per A > 6( 5)“-“. (9.6) 
An upper bound of a nature quite different from that of Theorem 9.6 has 
been obtained by Foregger [20]. 
THEOREM 9.8. Let n>2, and let AE%(R,S) be fully indecomposable. 
Then 
perA < 2P + 1, (9.7) 
where 
(9.8) 
Equality occurs in (9.7) if and only if there exist an integer r >p and 
permutation matrices P and Q such that PAQ has the fbrrn 
where fm i = 1,. . . , T, Ei is a matrix with exactly one 1, and where p of the 
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Ai’s are matrices of order ni > 2 of the form 
1. 6 1 . 0  1 . **. - . - 0 1 . 0 1 *> .   (9.9) 
and the other r - p A,‘s equal the 1 X 1 matrix [I]. 
For arbitrary matrices in %(R,S) we have the following result of Brualdi 
and Gibson [14]. 
THEOREM 9.9. Let A E %(R, S) have total support with t fully indecom- 
posable components. Then 
perA < 29, (9.10) 
where q = 2y,lri - 2n + t. Equality occurs in (9.10) if and only if q of the 
fully indecomposable components of A are matrices of order at least 2 of the 
fnm (9.9) and the other t - q equal the 1 X 1 matrix [ 11. 
Geometric interpretations of Theorems 9.8 and 9.9 can be found in [14]. 
We conclude with some problems. 
PROBLEM 9.10. Determine when equality holds in (9.5). 
PROBLEM 9.11. Suppose k is not a divisor of n. What is the maximum 
permunent of a matrix in %(k, n)? 
PROBLEM 9.12. Since for every matrix A in %(4, n) there i.s a matrix 
BE %(3, n) fm which B <A, the inequality (9.6) also applies to matrices in 
%(4, n). Find an improved exponential bound fol the permanent of mutrice-s 
in 8(4, n). 
We refer to [47] for the connection between Problem 9.12 and the van 
der Waerden conjecture for the minimum of the permanent of doubly 
stochastic matrices. 
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10. OTHER RESULTS AND PROBLEMS 
In this final section we discuss a variety of results and problems. We 
assume that R = ( rl,. . . , rm) and S= (sl,. . . , s,,) are monotone, nonnegative 
integral vectors such that %(R, S)#0, and we let T= [tii] be the structure 
matrix for %(R, S). For A=[aji] E%(R, S) we define the trace of A by 
min(m, n) 
tr(A)= x aii. 
Extending the notation introduced in Sec. 8, we let 
and 
a(R, S)=max{tr(A): AE%(R, S)}. 
The following result of Ryser [54] evaluates 6( R, S) and ir( R, S) in terms 
of the structure matrix T. 
THEOREM 10.1. The minimum and maximum trace for matrices in 
%(R,S) are given by 
r?(R,S)=max{min{k,I}-tkl:k=O ,..., m,Z=O ,..., n}, (10.1) 
6(R,S)=min{max{k,Z}+tkl:k=0 ,..., m,Z=O ,..., n}. (10.2) 
It is easy to show the expression maximized in (10.1) is a lower bound for 
6(R, S), and the expression minimized in (10.2) is an upper bound for Z(R, S). 
Since the trace of a matrix is not invariant under arbitrary row and column 
permutations, the assumption that R and S are monotone implies some loss 
of generality. But this assumption is necessary in order that the formulas in 
Theorem 10.1 be in terms of the structure matrix for 8(R, S). In addition, 
Ryser [54] has shown that given an integer p with G(R, S) < p < C(R, S), there 
exists a matrix A E’%(R,S) with tr(A)=p except in two quite specific 
circumstances; the only omitted traces are d(R, S) + 1 and C(R, S) - 1. 
Now let e and f be integers with 0 < e < m and 0 < f < n, and let H,,(e,f) 
equal the maximum number of O’s which a matrix in %(R,S) can have in its 
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leading e X f submatrix: 
H,(e,f)=max{o,,(A[ {l,..., e},{l,..., f}]):AE%(R,S)}. 
Haber [29] has evaluated &(e,f) in the following way. Let 
~(e,f)=min{tii:e(i~m,f~j<n}, 
and recall the numbers +(e,f) defined in Sec. 6. 
THEOREM 10.2. For 0 < e <m and 0 G f < n, 
H,(e,f)=min{9(e,f),IC/(e,f)). 
Let A E%(R,S). Th en orintegerse,fwithO<e<mandO<f<n, f 
t +=ua(A[{l,..., e},{l,...,f}])+a,(A[{e+l, . . . . m},{f+l,...,n>]) 
and 
5 rj-ef+q,(A[{l ,... ,e},{l,...,f}]) 
i=l 
=q(A[{l,...,e},{f+l,...,n}]). 
Hence from Theorem 10.2 one obtains formulas for 
min{u,(A[ {e+l,..., m},{f+l,..., n}]): AE%(A, S)} 
and 
mu{ c,(A [{L.., e},{f+L...,n}]) : AE’%(R, S)}. 
Moreover, since 
q,(A[{l,...,e},{l,..., f}])+oI(A[{l,...,e},{l,..., f}])=ef, 
one also obtains a formula for 
min{u,(A[ {l,..., e},(l)..., f}]): AE%(R,S)}. 
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H,(e,f)=max{u,(A : AE%(R,S)}. ,[{l,...,e},{l,...,f}]) 
PROBLEM 10.3. Find a formula for H,(e, f ). 
We note that 
I e f 
H,(e, f)<min \ E min{rj,f}, E min{si,e)]. (10.3) 
i=l i=l 
Concerning the preceding problem, one can say the following: There is 
no matrix BE%(R, S) such that 
H,(e,f)=a,(B[{l,...,e},{l,...,f}]) (10.4) 
for all e=O ,..., mandallf=O ,..., n. To see this we take R = (3,3,3,2,1) and 
S=(4,2,2,2,2). Let the matrix AE’%(R, S) be defined by 
1 
1 
A= I 1 
1 1 0 0 
1 1 0 0 
o 0 1 1 . 
1 0 0 1 0 
0 0 0 0 1 
Using (10.3) one readily checks that 
H,(e,f)=q(A[ {l,...,e},{l,...,f}]) 
for all pairs (e, f ) except (3,4). Let A’ E YI (R, S) be defined by 
1 
1 
A’=1 i 
1 1 0 0 
1 0 1 0 
o 11 
1 0 0 0 1 
0 0 0 0 o. 1 1 
It follows from (10.3) that 
H,(3,4) = q(A’[ { 1,2,3}, { 1,2,3,4}]) =9. 
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Suppose there were a matrix B E%(R, S) such that (10.4) held for e,f = 
0 , . . . ,5. Then it follows from the above remarks that B would have the form 
1 1 1 0 0 
1 1 1 0 0 
1 0 0 
1 0 0 
0 0 0 
and hence a,(B [ { 1,2,3}, { 1,2,3,4}]) < 8. Hence no such B exists. Perhaps, 
however, the following is true. 
PROBLEM 10.4. Given Z(R, S) and an integer f with 0 < f < n, does there 
exist a matrix B E‘%(R,S) such that (10.4) holds fw all e=O ,..., m? 
Let A =[a,JE%(R,S), and let R be an integer with 1 <R <r,. The 
/Ccolumn matching number pp(A) of A is defined to be the maximum 
number /J of columns of A that can be selected so that the resulting m X y 
submatrix has at most R l’s in each row. Clearly, pfl(A) is an integer with 
R < pop(A) <n. There is the following important interpretation. Let E = 
{e,,..., e,} be a set of m elements and consider the collection ??(R,S) of 
families (or hypergraphs) H = (F,, . . . , F,) of subsets (or edges) of E such that 
q contains sj elements (i = 1,. . . , n) and e, is a member of ri sets of H 
(i = 1,. . . , m). Let H=(F,,..., F,) be the family corresponding to A so that 
(cf. Sec. 1) ai1 = 1 if and only if e, E I$ (i = 1,. . . , m; i = 1,. . . , n). Then pB(A) 
equals the maximum number of sets of the family H which can be selected so 
that each element of E occurs in at most R sets. In particular, pi(A) equals 
the maximum number of paiTwise dis/oint sets of H. In the terminology of 
hypergraphs [4], a collection of pairwise disjoint edges of H is called a 
matching of H, and the maximum number of edges in a matching is its 
matching number T(H). Thus T(H) = pi(A). For 1 < R < ri, we let 
&(R,S)=min{ pD(A):AE%(RS)} 
and 
&(R,S)=max{ I~,(A):AE%(R,S)}. 
A particular case of interest occurs when S is the n-tuple (2,. . . ,2). Then 
‘??(R, S) becomes the collection of graphs with degree sequence R and n 
edges. In this case ,k,(R, S) equals the maximum matching number of all such 
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eO(A) to be 0. Let RC=(n-rr,...,n--r,,) and S’=(m 
--s r,“‘, m-s,,). Since the components of R and S are not increasing, the 
components of R” and SC are not decreasing. Let O”= 1 and l”= 0. Then 
there is a one-to-one correspondence between matrices in % (R, S) and those 
in X(R”,S”) given by A++A’ where A=[aji]E%(R,S) and A”=[u:~]E 
%(R”, SC). Under this correspondence, the following is readily verified [24]: 
THEOREM 10.5. LetAE%(R,S)andlet/3beanintegerwithO<~<r,. 
If a is the largest integer such that 0 Q a < n - rl and &,(AC) -_(y < & then 
pLp( A) = (Y + /3. Conversely, if pLp( A) = (Y + fi, then a is the largest integer such 
that O<a<n-r, and e,(AC)-a<~. 
Similarly, let A ErU(R, S), andletabeanintegerwithO<a<n-rl.If/3 
is the smallest integer such that 0 < P & rl and yp( A) - p > CY, then ea( A”) = (Y 
+P. Conversely, if EJ A”) =CY + /3, then P is the smallest integer such that 
O<p<r, and pLa(A)-/3>a. 
COROLLARY 10.6. Let /3 be an integer with O<p < rl. Let a be the 
largest integer such that O<a<n-r, and E,(RC,SC)-a</?. Then ,ilp(R,S) 
=a+p. 
From Theorems 7.6 and 10.5 one obtains the following. 
COROLLARY 10.7. Let p be an integer with 0 < fl <rl. For the canonical 
matrix A” of %(R ‘, SC), the following hold: 
(10.7.1) &(R,S)= p&P). 
(10.7.2) Zf the (p+ 1) t s zero of the last row of i occurs in column j, then 
E_is(R,S)=j-1. 
We now make some comments concerning Theorem 6.4. Anstee [l] has 
observed that the technique of proof of that theorem [16] can be used to 
obtain the following interesting result. 
THEOREM 10.8. Let R = (rl,. . . , r,,,) and S = (sl,. . . , s,,) and bt k be a 
nonnegative integer. Let R= (Tl,. . . , T,) and s= (cl,. . . , S,) where ?, = ri - k or 
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ri-k-lfor i=l,..., m and where $<sifqr j=l,...,n. Then there exists a 
matrix A E’%(R,S) and a matrix B E%(R,S) such that B<A if and only if -- 
both %(R,S) and %(R,S) are nonempty. 
In connection with Theorems 6.4 and 10.8, the following has been 
conjectured independently by the author and Anstee [l]. 
CONJECTURE 10.9. Let R, E, S, S be nonnegative integral vectors. Then 
there exists a matrix A E X(R, S) and a matrix B E %(I?, S) such that A + B E 
B(R+E,S+ s) if and only if %(R,S), %(E,$), and VI(R+E,S+ S) are all 
nonempty. 
Although there are general conditions for the existence of a matrix in 
%(R,S) with O’s in prescribed places (cf. Sec. 2), for certain patterns of O’s 
these conditions simplify. Such is the case for the following theorem of 
Anstee [l]. 
THEOREM 10.10. Let R = (rl ,..., T,) and S=(s,,.. .,s,,) be monotone, 
nonnegative integral vectors. Then there exists a triangular matrix in %(R, S) 
of the form 
* * . . . * * 
* * . . . * 0 
* . . . 
. . . . 
. . 
* * . . . i 0 
* 0 *.. 0 0 
if and only if %(R,S)#GY, and r,,s,<n-i+l for i=l,..., n. 
We now discuss another natural parameter. We denote the rank of a 
matrix A by V(A). If %(R,S)#@, then we define 
G(R,S)=min{v(A):AE%(R,S)} 
and 
Y(R,S)=max{v(A):AE%(R,S)}. 
In a private communication, Ryser has posed the following. 
PROBLEM 10.11. Find a general formula for P( R, S). 
We may also pose the following problem, which, however, does not seem 
tractable. 
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PROBLEM 10.12. Find a general formula for ii(R, S). 
Let k be an integer with 1~ k <n, and let R and S both equal the n-tuple 
(k,. . . , k). Let G(k,n)=P(R,S) and f(k,n)=E(R,S). Thentheresuhs of Houck 
and Paul [40] are equivalent to the following. 
THEOREM 10.13. For 1 Q k G n, 
if k=n, 
if k=2 and n=4, 
otherwise. 
A less ambitious problem than Problem 10.12 is the following. 
PROBLEM 10.14. Find a formula fw i;(k, n). 
Some progress on Problems 10.11 and 10.12 perhaps can be made by 
finding good bounds for F(R, S) and F(R, S). As Ryser has observed, it is not 
difficult to show that given an integer t with F( R, S) < t < C(R, S), there 
exists a matrixAEZ(R,S) with y(A)=t. 
Now let A = [adi] be an n X n nonnegative matrix, and let A,,,, i) = [b,] be 
the n x n matrix of O’s and l’s where bii = 1 if and only if aii > 0. If A has ri 
positive entries in row i and si positive entries in column i (i = 1,. . . , n), then 
A(,,,) E’%(R, S) where R = (ri,. . . ,T,,) and S = (sl,. . . ,s,,). Sinkhorn and Knopp 
[59] have proved the following theorem. Another proof and a generalization 
were obtained by Engel and Schneider [18]. 
THEOREM 10.14. Let A= [aii] be an nXn fully indecomposable, rwn- 
negative matrix. Then there exist diagonal matrices D, and D, with positive 
main diagonals such that D,ADz =A(,,,, if and only if there exists a positive 
number c such that ali,. * . a,i =0 or c for each permutation iI,...,& of n 
1 ,...,n. 
To conclude we mention that for given R and S, %(R, S) can be enlarged 
to include all m X n nonnegative matrices with row sum vector R and column 
sum vector S. The resulting collection %*( R, S) of matrices (there is no need 
to assume R and S are integral now) is a convex subset of Euclidean 
mn-space and has been extensively investigated. One reason for interest in 
?.!I*( R, S) is that it forms the domain for the important Hitchcock transpor- 
tation problem [ 19, p. 95- 1111. A special case of great interest is the set of 
nXn doubly stochastic matrices which results when both R and S equal the 
n-tuple (I,..., 1). We shall not include an extensive bibliography but mention 
the articles [7], [9], [14], [42] and Chapter 4 of the recent book [5]. 
Additional references can be found in these sources. 
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