Abstract
Introduction
Mining association rules or patterns has attracted much research interest for a past decade. The main purposes of association rules mining are to find out the interesting correlations, associations or casual structures among sets of items in the data repositories. It was first introduced by Agrawal et al. [1] and still attracts many attentions from knowledge discovery community [2] [3] [4] [5] [6] . In association rules, a set of item is defined as an itemset. The itemset is said to be frequent, if it occurs more than a predefined minimum support. Besides that, confidence is another alternative measurement used in pair in association rules. The association rules are said to be strong if it meets the minimum confidence. Least itemset is a set of item that is rarely found in the database but may produce an interesting result for certain domain applications such as to detect the air pollution [7] , serious diseases [8] , educational decision support [9] [10] [11] [12] and many more. Normally, the low minimum support can be set to capture the least itemset. The trade off is it may generate the huge number of association rules.
As a result, it is enormously difficult to identify which association rules are most significant and critical. In addition, the low minimum support will also proportionally increase the computational performance and its complexity.
Currently, we have proposed the Critical Least Association Rules (CLAR) model in [13] to extract the significant rules. CLAR model contains enhanced version of existing
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An ordered items transaction will be used in constructing the proposed model, so-called LP-Tree. CRS value is in a range of 0 and 1, and is determined by multiplying the highest value either supports of antecedent divide by consequence or in another way around with their Jaccard similarity coefficient. It is a measurement to show the level of CRS between combination of the both Least Items and Frequent Items either as antecedent or consequence, respectively.
Definition 5. (Significant Least Data

Model
There are five major components involved in visualizing the critical least association rules (CLAR). All these components are closely interrelated and the process flow is moving in one-way direction. A complete overview model of visualizing the critical least association rules is shown in Figure 1 .
Dataset. All datasets used in this model are in a flat file format. Each record (or transaction) is written in a line in the file and stored separately from others. The flat file takes up much less space than the structure file. , and D is a database of transactions where each T is a set of items such that I T  . An itemset is a set of item. A k-itemset is an itemset that contains k items. From Definition 3, an itemset is said to be least if it has a support count within a range of  and  , respectively. In brevity, a least item is an itemset that satisfies the predefined Interval Least Support (ILSupp).
Construct LP-Tree. A Least Pattern Tree (LP-Tree) is a compressed representation of the least itemset. It is constructed by scanning the dataset of single transaction at a time and then mapping onto a new or existing path in the LP-Tree. Items that satisfy the ILSupp are only captured and used in constructing the LP-Tree.
Mining LP-Tree. Once the LP-Tree is fully constructed, the mining process will begin using bottom-up strategy. Hybrid 'Divide and conquer' method is employed to decompose the tasks of mining desired pattern. LP-Tree utilizes the strength of hash-based method during 
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Copyright ⓒ 2014 SERSC constructing itemset in descending order. Intersection technique from definition 4 is employed to increase the computational performance and reduce the complexity.
Construct Critical Least Association Rules (CLAR)
. The rule is classified as critical least association rules (CLAR) if it fulfilled two conditions. First, CRS of association rule must be greater than predefined minimum CRS. The range of min-CRS is in between 0 and 1. Second, the antecedent and consequence of association rule must be either Least Items or Frequent Items, respectively. The computation of CRS of each association rule is employed from Definition 6. Figure 2 shows a complete procedure to construct the CLAR algorithm. 
Experimental Results
A Dataset from [7]
We evaluate the proposed visualization model to air pollution data taken in Kuala Lumpur on July 2002 as presented and used in [7] . The ARs of the presented results are based on a set of air pollution data items, i.e.,   . The data were taken for every one-hour every day. The actual data is presented as the average amount of each data item per day. For brevity, each data item is mapped to parameters 4 , 3 , 2 , 1 and 5 respectively, as shown in Table 1 . Table 2 shows selected 20 least association rules with different type of measurements. For simplicity, all of these rules are sorted in CRS descending order. 
Student Examination Dataset
In this experiment, we assess our proposed visualization model to student examination result in computer science program for intake July 2007/2008. This program has 30 subjects in computer science and the period of study is 3 years. There were 80 students involved and their identities were removed due to the confidentiality agreement. The data was obtained from IT Centre, Universiti Malaysia Terengganu in Microsoft excel format. The original data was given in the horizontal format which is only suitable for reporting purposes. It consists of 12 attributes: student status, metric number, name (first name, middle name and last name), session (July or December), result (pass or fail), CGPA, GPA, course code, course name, credit hour, level (elective or compulsory) and grade. Due to the confidentiality matters, the data were converted into a new representation. Table 3 shows the mapping between the courses' grade and a new suggested code. The mapping between a part of course code and a new recommended code is presented in Table 4 . A new set of data was generated based on the combinations of a new course code and a new grade code. For example, if the student obtained B+ for course code TMK3101, therefore the item 112 will be appeared in the new dataset. The first 2 number is corresponding to a new course code and the last number is for a new grade code. Association rules were generated in a form of many-to-one cardinality relationship and the maximum number of antecedents was set to four. Table 5 . As similar to above experiment, these rules are sorted in CRS descending order. Figure 3 visualizes top 20 least association rules in 3-Dimensional Bar Form. 
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Conclusion
The current approaches for visualizing association rules are still focusing on common association rules. From our knowledge, no research has been carried out to visualize least association rules. In this paper, we have proposed CLAR-Viz (Critical Least Association Rules Visualization), an approach for visualizing significant and critical least association rules using Critical Relative Support (CRS) measurement.
We elaborate the proposed approach through two transactional data sets; a data set of air pollution in Kuala Lumpur on July 2002 and Student Examination Result inr computer science programme for intake July 2007/2008. The results show that using 3-Dimensional Bar form, it provides useful analysis in comparing different types of measurements in association rules. With this approach, we believe that our proposed approach can be used to capture critical least association rules in other domain application. 
