Conditional Kendall's tau is a measure of dependence between two random variables, conditionally on some covariates. We assume a regression-type relationship between conditional Kendall's tau and some covariates, in a parametric setting with a large number of transformations of a small number of regressors.
Introduction
In dependence modeling, it is common to work with scalar dependence measures which are margin-free. They can be used to quantify the positive or negative relationship between two random variables X 1 and X 2 . One of the most popular of them is Kendall's tau, a dependence measure defined by τ 1,2 := IP (X 1,1 − X 2,1 )(X 1,2 − X 2,2 ) > 0 − IP (X 1,1 − X 2,1 )(X 1,2 − X 2,2 ) < 0 , where (X i,1 , X i,2 ), i = 1, 2 are i.i.d. copies of (X 1 , X 2 ), see Nelsen (2007) . When a covariate Z is available, it is natural to work with the conditional version of this, i.e. the conditional Kendall's tau. It is defined as τ 1,2|Z=z := IP (X 1,1 − X 2,1 )(X 1,2 − X 2,2 ) > 0 Z 1 = Z 2 = z − IP (X 1,1 − X 2,1 )(X 1,2 − X 2,2 ) < 0 Z 1 = Z 2 = z , where (X i,1 , X i,2 , Z i ), i = 1, 2 are i.i.d. copies of (X 1 , X 2 , Z). In such a model, the goal is to study to what extent a p-dimensional covariate z can affect the dependence between the two variables of interest X 1 and X 2 .
Most often, it is difficult to have a clear intuition about the functional link between some measure of dependence and the underlying explanatory variables. Sometimes, it is even unclear whether the covariates have an influence on the dependence between the variables of interest. This is the so-called "simplifying assumption", well-known in the world of copula modeling (see Derumigny and Fermanian (2017) and the references therein). This issue is particularly crucial with pair-copula constructions, as pointed out in Hobaek Haff et al.
(2010), Acar et al. (2012) , Kurz and Spanhel (2017) , among others. In our case, we will evaluate an explicit and flexible link between some dependence measure, the Kendall's tau, and the vector of covariates. As a sub-product of our model, we will be able to provide a test of the "simplifying assumption". Given a dataset (X i,1 , X i,2 , Z i ), i = 1, . . . , n, we will focus on the function z → τ 1,2|Z=z for z ∈ Z, where Z denotes a compact subset of R p . This Z represents a set of "reasonable" values for z, so that the density f Z is bounded from below on Z. In order to simplify notations, the reference to the conditioning event Z ∈ Z will be omitted. A first natural choice would be to invoke a nonparametric estimator of τ 1,2|Z=z as in Gijbels et al. (2011 ), Veraverbeke et al. (2011 and Derumigny and Fermanian (2018a) . Here, we prefer to obtain parameters that can be interpreted and that would sum up the information about the conditional Kendall's tau. Moreover, kernel-based estimation can be very costly under a computational point of view:
for m values of z, the prediction of all these conditional Kendall's taus has a total cost of O(mn 2 ), that
can be large if a large number m is required. Other estimators of the conditional Kendall's tau, based on classification methods, are proposed in Derumigny and Fermanian (2018b) .
In this paper, our idea is to decompose the function z → τ 1,2|Z=z on some functional basis (ψ i ) i≥1 , as any element of a space of functions from Z to R. (the Fisher transform) or Λ(τ ) = log(− log((1 − τ )/2)). We will assume that only a finite number of elements are necessary to represent this function. This means that we have
for all z ∈ Z, with p ′ > 0 and a "true" unknown parameter β * ∈ R p ′ . The function ψ(·) := ψ 1 (·), . . . , ψ p ′ (·)
T from R p to R p ′ is known and corresponds to deterministic transformations of the covariates z. In practice, it is not easy to have intuition about which kind of basis to use, especially in our framework of conditional dependence measurement. Therefore, the most simple solution is the use of a lot of different functions :
polynomials, exponentials, sinuses and cosinuses, indicator functions, etc... They allow to take into account potential non-linearities and even discontinuities of conditional Kendall's taus with respect to z. For the sake of identifiability, we only require their linear independence, as seen in the following proposition (whose straightforward proof is omitted).
Proposition 1. The parameter β * in Model (1) is identifiable if and only if the functions (ψ 1 , . . . , ψ p ′ ) are linearly independent IP Z -a.e. in the sense that, for any given vector t = (t 1 , . . . , t p ′ ) ∈ R p ′ , IP Z ψ(Z) T t = 0 = 1 implies t = 0.
With such a large choice among flexible classes of functions, it is unlikely we will be able to guess the right ones ex ante. Therefore, it will be necessary to consider a large number of functions ψ i under a sparsity constraint: the cardinality of S, the set of non-zero components of β * , is less than some s ∈ {1, . . . , p ′ }. It is denoted by |S| = |β * | 0 , where | · | 0 yields the number of non-zero components of any vector in R p ′ . Note that, in this framework, p ′ can be moderately large, for example 10 or 30 while the original dimension p is small, for example p = 1 or 2. This corresponds to the decomposition of a function, defined on a small-dimension domain, in a mildly large basis.
Once an estimatorβ of β * has been computed, the prediction of all the conditional Kendall's tau's for m values of z, which is just the computation of Λ (−1) ψ(z) Tβ can be done in O(ms), that is much faster than what was previously required with a kernel-based estimator for large m, as soon as s ≤ n 2 (see Section 4.1 for a discussion).
Estimating Model (1) not only provides an estimator of the conditional Kendall's tau τ 1,2|Z=z , but also easily provides estimators of the marginal effects of z as by-product. For example, given z ∈ Z, the marginal effect of z 1 , i.e. ∂τ 1,2|Z=z (z)/∂z 1 , can be directly estimated by ∂ z1 ψ(z) Tβ · Λ (−1)′ ψ(z) Tβ , assuming that ψ and Λ (−1) are differentiable respectively at z and ψ(z) Tβ . Such sensitivities can be useful in many applications.
A desirable empirical feature of Model (1) would be the possibility of obtaining very high/low levels of dependence between X 1 and X 2 , for some Z values, i.e. Λ (−1) (ψ(z) T β * ) should be close (or even equal) to 1 or −1 for some z. This can be the case even if Z is compact, that is here required for theoretical reasons.
Indeed, the image of {τ 1,2|z |z ∈ Z} = [τ min , τ max ] through Λ is an interval [Λ min , Λ max ]. If ψ(z) T β * ≥ Λ max (resp. ψ(z) T β * ≤ Λ min ), then simply set τ 1,2|Z=z = τ max or even one (resp. τ 1,2|Z=z = τ min or even (−1)).
Contrary to more usual models, the "explained variable" -the conditional Kendall's tau τ 1,2|Z=z -is not observed in (1). Therefore, a direct estimation of the parameter β * (for example, by the ordinary least squares, or by the Lasso) is unfeasible. In other words, even if the function z → Λ τ 1,2|Z=z is deterministic, finding the best β in Model (1) is far from being just a numerical analysis problem since the function to be decomposed is unknown. Nevertheless, we will replace τ 1,2|Z=z by a nonparametric estimateτ 1,2|Z=z , and use it as an approximation of the explained variable. More precisely, we fix a finite collection of points
n ′ and we estimateτ 1,2|Z=z for each of these points. Then,β is estimated as the minimizer of the l 1 -penalized criteriaβ := arg min
where λ is a positive tuning parameter (that may depend on n and n ′ ), and | · | q denotes the l q norm, for 1 ≤ q ≤ ∞. This procedure is summed up in the following Algorithm 1. Note that even if we study the general case with any λ ≥ 0, the properties of the unpenalized estimator can be derived by choosing the particular case λ = 0.
Algorithm 1: Two-step estimation of β
Input: A finite collection of points z (2018a) for a detailed analysis of their statistical properties. They are of the form
where g * is a bounded function, X i := (X i,1 , X i,2 ) for i = 1, . . . , n and w i,n (z) :
, h = h(n) > 0 denoting the bandwidth sequence. In the same way, the conditional Kendall's tau can be rewritten as τ 1,2|Z=z = IE[g * (X 1 , X 2 )|Z 1 = Z 2 = z] for the same choices of g * . Possible choices of g * are given in Section D.
In Section 2, we state non-asymptotic results for the our estimatorβ that hold with high probability. In Section 3, its asymptotic properties are stated. In particular, we will study the cases when n ′ is fixed and n → ∞, and when both indices tend to the infinity. We also give some oracle properties and suggest a related adaptive estimator. Sections 4 and 5 illustrate respectively the numerical performances ofβ on simulated and real data. All proofs and two supplementary figures have been postponed into the supplementary material.
Remark 2. At first sight, in Model (1), there seems to be no noise perturbing the variable of interest. In fact, this is a simple consequence of our formulation of the model. In the same way, a classical linear model
is a deterministic function of a given x. In our case, Λ τ 1,2|Z=z is a deterministic function of the variable z. This means that we cannot formally write a model with noise, such as Λ τ 1,2|Z=z = ψ(z) T β * + ε where ε is independent of the choice of z. Indeed, the left-hand side of the latter equality is a z-mesurable quantity, unless ε is constant almost surely.
Remark 3. Note that the conditioning event of Model (1) is unusual: usual regression models consider IE[g(X)|Z = z] as a function of the conditioning variable z. Here, the probabilities of concordant/discordant pairs are made conditionally on Z 1 = Z 2 = z. This unusual conditioning event will necessitate some peculiar theoretical treatments.
Remark 4. Instead of a fixed design setting (z
..,n ′ in the optimization program, it would be possible to consider a random design: simply draw n ′ realizations of Z, independently of the n-sample that has been used for the estimation of the conditional Kendall's taus. The differences between fixed and random designs are mainly a matter of presentation and the reader could easily rewrite our results in a random design setting.
We have preferred the former one to study the finite distance properties and asymptotics when n ′ is fixed (Section 3.1). When n and n ′ will tend to the infinity (Section 3.3), both designs are encompassed de facto because we will assume the weak convergence of the empirical distribution associated to the sample (z
2 Finite-distance bounds onβ
Our first goal is to prove finite-distance bounds in probability for the estimatorβ. Let Z ′ be the matrix of
. . , n ′ , and let Y ∈ R n ′ be the column vector whose components
We can then rewrite the criterion (2) asβ := arg min β∈R
, where Y and Z ′ may be considered as "observed", so that the practical problem is reduced to a standard Lasso estimation procedure.
Define some "residuals" by ξ i,n := Λ(τ 1,2|Z=z
Note that these ξ i,n are not "true residuals" in the sense that they do not depend on the estimatorβ, but on the true parameter β * . We also emphasized the dependence on n in the notation ξ i,n , which is a consequence of the estimated conditional Kendall's tau.
To get non-asymptotic bounds onβ, assume the Restricted Eigenvalue (RE) condition, introduced by Bickel et al. (2009) . For c 0 > 0 and s ∈ {1, . . . , p}, assume
Note that this condition is very mild, and is satisfied with a high probability for a large class of random matrices: see Bellec et al. (2016, Section 8 .1) for references and a discussion.
On an open neighborhood of T , the derivative of Λ(·) is bounded by a constant C Λ ′ .
Theorem 5 (Fixed design case). Suppose that Assumptions D.1-D.4 and 2.1 hold and that the design matrix Z ′ satisfies the RE(s, 3) condition. Choose the tuning parameter as λ = γt, with γ ≥ 4 and t > 0, and assume that we choose h small enough such that
Then, we have
and |β − β * | q ≤ 4 2/q (γ + 1)ts
where
This theorem, proved in Section A.2, yields some bounds that hold in probability for the prediction error ||Z ′ (β − β * )|| n ′ and for the estimation error |β − β * | q , 1 ≤ q ≤ 2, under the specification (1). Note that the influence of n ′ and p ′ is hidden through the Restricted Eigenvalue number κ(s, 3). The result depends on three parameters γ, t and h. Apparently, the choice of γ seems to be easy, as a larger γ deteriorates the upper bounds. Nonetheless, it is a bit misleading becauseβ implicitly depends on λ and then on γ (for a fixed t). Nonetheless, choosing γ = 4 is a reasonable "by default" choice. Moreover, a lower t provides a smaller upper bound, but at the same time the probability of this event is lowered. This induces a trade-off between the probability of the desired event and the size of the bound, as we want the smallest possible bound with the highest probability. Moreover, we cannot choose a too small t, because of the lower bound (4): t is limited by a value proportional to h α . The latter h cannot be chosen as too small, otherwise the probability in Equation (5) will decrease. To be short: low values of h and t yield a sharper upper bound with a lower probability, and the opposite. Therefore, a trade-off has to be found, depending of the kind of result we are interested in.
Clearly, we would like to exhibit the sharpest upper bounds in (5), with the "highest probabilities". Let us look for parameters of the form t ∝ n −a and h ∝ n −b , with a, b > 0. The assumptions of Theorem 5 imply bα ≥ a (to satisfy (4)) and 1 − 2a − 2pb > 0 (so that the right-hand side of (5) tends to 1 as n → ∞, i.e. In particular, choosing the neighborhood of B, i.e. a = α(1 − ǫ)/(2p + 2α) and b = 1/(2p + 2α) for some (small) ǫ > 0, will be nice because the upper bounds will be minimized.
Corollary 6. For 0 < ǫ < 1, choosing the parameters λ = 4t, t = (n − 1) −α(1−ǫ)/(2α+2p) and
we have, if n is sufficiently large so that (4) is satisfied,
3 Asymptotic behavior ofβ 3.1 Asymptotic properties ofβ when n → ∞ and for fixed n ′ In this part, n ′ is still supposed to be fixed and we state the consistency and the asymptotic normality ofβ as n → ∞. As above, we adopt a fixed design: the z ′ i are arbitrarily fixed or, equivalently, our reasonings are made conditionally on the second sample.
For n, n ′ > 0, denote byβ n,n ′ the estimator (2) with h = h n and λ = λ n,n ′ . The following lemma, proved in Section B.1, provides another representation of this estimatorβ n,n ′ that will be useful hereafter.
Lemma 7. We haveβ n,n ′ = arg min β∈R p ′ G n,n ′ (β), where
We will invoke a convexity argument : "Let g n and g ∞ be random convex functions taking minimum values at x n and x ∞ , respectively. If all finite dimensional distributions of g n converge weakly to those of g ∞ and x ∞ is the unique minimum point of g ∞ with probability one, then x n converges weakly to x ∞ " (see Kato (2009), e.g).
Theorem 8 (Consistency ofβ). Under the assumptions of Lemma 23, if n ′ is fixed and λ = λ n,n ′ → λ 0 , then, given z ′ 1 , . . . , z ′ n ′ and as n tends to the infinity,β n,
Proof : By Lemma 23, the first term in the r.h.s. of (6) converges to 0 as n → ∞. The third term in the r.h.s. of (6) converges to λ 0 |β| 1 by assumption. We have just proven that G n,n ′ → G ∞,n ′ pointwise as n → ∞. We can now apply the convexity argument, because G n,n ′ and G ∞,n ′ are convex functions. As a consequence, arg min β G n,n ′ (β) → arg min β G ∞,n ′ (β) in law. Since we have adopted a fixed design setting,
The convergence in law towards a deterministic quantity implies convergence in probability, which concludes the proof. Moreover, when λ 0 = 0, β * is the minimum of G ∞,n ′ because the vectors ψ(z ′ i ), i = 1, . . . , p ′ generate the space R p ′ . Therefore, this implies the consistency of β n,n ′ .
To evaluate the limiting behavior ofβ n,n ′ , we need the joint asymptotic normality of (ξ 1,n , . . . , ξ n ′ ,n ), when n → ∞ and given z ′ 1 , . . . , z ′ n ′ . By applying the Delta-method to the function Λ( · ) component-wise, this is given by the following corollary of Lemma 24.
Corollary 9. Under the assumptions of Lemma 24, (nh
T tends in law towards a random
Theorem 10 (Asymptotic law of the estimator). Under the assumptions of Lemma 24, and if λ n,n ′ (nh
tends to ℓ when n → ∞, we have (nh
This theorem is proved in Section B.2. When ℓ = 0, we can say more about the limiting law in general.
Indeed, in such a case, u * = arg min
is the solution of the first order conditions ∇F ∞,n ′ (u) = 0, that are written as
T is invertible. Then, the limiting law of (nh
and its asymptotic covariance is
The previous results on the asymptotic normality ofβ n,n ′ − β * can be used to test H 0 : β * = 0 against the opposite. As said in the introduction, this would constitute a test of the "simplifying assumption", i.e.
the fact that the conditional copula of (X 1 , X 2 ) given Z does not depend on this covariate. Some tests of significance of β * would be significantly simpler than most of the tests of the simplifying assumption that have been proposed in the literature until now. Indeed, the latter ones have been built on nonparametric estimates of conditional copulas and, as sub-products of the weak convergence of the associated processes, the test statistics behaviors are obtained. Therefore, such statistics depend on a preliminary non-parametric estimation of conditional marginal distributions (see Veraverbeke et al. (2011), Derumigny and Fermanian (2017), e.g.), a source of complexities and statistical noise. At the opposite, some tests of H 0 based onβ n,n ′ do not require this stage, at the cost of a (probably small) loss of power. For instance, in the case of ℓ = 0, we propose the Wald-type test statistics
respectively. Under H 0 , W n tends to a chi-square distribution with n ′ degrees of freedom. For instance, with the notations of Section 1, we propose
Note that if there is an intercept, i.e. if one of the functions in ψ (say, ψ 1 ) is constant to 1, it should be removed in the statistics above. The corresponding coefficients ofβ should be removed as well. Indeed, in this case the simplifying assumption does not correspond to β * = 0, but rather to β * −1 = 0 where β * −i denotes the vector β * where the i-th coefficient has been removed.
Oracle property and a related adaptive procedure
Let remember that S := {j : β * j = 0} and assume that |S| = s < p so that the true model depends on a subset of predictors. In the same spirit as Fan and Li (2001), we say that an estimatorβ satisfies the oracle property if
• v n (β S − β * S ) converges in law towards a continuous random vector, for some conveniently chosen rate of convergence (v n ), and
• we identify the nonzero components of the true parameter β * with probability one when the sample size n is large, i.e. the probability of the event {j :β j = 0} = S tends to one.
As above, let us fix n ′ and n will tend to the infinity. Then, denote {j :β j = 0} by S n , that will implicitly depend on n ′ . It is well-known that the usual Lasso estimator does not fulfill the oracle property, see Zou (2006) . Here, this is still the case. The following proposition is proved in Section B.3.
Proposition 11. Under the assumptions of Theorem 10, lim sup n IP (S n = S) = c < 1.
A usual way of obtaining the oracle property is to modify our estimator in an "adaptive" way. Following Zou (2006), consider a preliminary "rough" estimator of β * , denoted byβ n , or more simplyβ. Moreover ν n (β n − β * ) is assumed to be asymptotically normal, for some deterministic sequence (ν n ) that tends to the infinity. Now, let us consider the same optimization program as in (2) but with a random tuning parameter
given by λ n,n ′ := µ n,n ′ /|β n | δ , for some constant δ > 0 and some positive deterministic sequence (µ n,n ′ ). The corresponding adaptive estimator (solution of the modified Equation (2)) will be denoted byβ n,n ′ , or simply β. Hereafter, we still set S n = {j :β j = 0}. The following theorem is proved in Section B.4.
Theorem 12 (Asymptotic law of the adaptive estimator of β). Under the assumptions of Lemma 24, if
with W = (W 1 , . . . , W n ′ ) ∼ N 0,H . Moreover, when ℓ = 0, the oracle property is fulfilled: IP (S n = S) → n 1.
3.3 Asymptotic properties ofβ when n and n ′ jointly tend to +∞ Now, we consider a framework in which both n and n ′ are going to the infinity, while the dimensions p and p ′ stay fixed. To be specific, n and n ′ will not be allowed to independently go to the infinity. In particular, for a given n, the other size n ′ (n) (simply denoted as n ′ ) will be constrained, as detailed in the assumptions below. In this section, we still work conditionally on z
. .. The latter vectors are considered as "fixed", inducing a deterministic sequence. Alternatively, we could consider randomly drawn z ′ i from a given law. The latter case can easily been stated from the results below but its specific statement is left to the reader.
Theorem 13 (Consistency ofβ n,n ′ , jointly in (n, n ′ )). Assume that Assumptions D.1-D.4 and 2.1 are satisfied. Assume that
invertible, thenβ n,n ′ is consistent and tends to the true value β * .
Proof of this theorem is provided in the Supplementary Material, Section B.5. Note that, since the se-
) is deterministic, we just assume the usual convergence of
..,n ′ were a random sample (drawn along the law IP Z ), the latter convergence would be understood "in probability". And if IP Z satisfies the identifiability condition (Proposition 1), then M ψ,z ′ would be invertible andβ n,n ′ → β * in probability. Now, we want to go one step further and derive the asymptotic law of the estimatorβ n,n ′ .
Moreover, for all n, n ′ and
with a density f z ′ ,∞ with respect to the p-dimensional Lebesgue measure.
(iv) The matrix
(v) Λ(·) is two times continuously differentiable. Let T be the range of z → τ 1,2|Z=z , from Z towards
On an open neighborhood of T , the second derivative of Λ(·) is bounded by a constant C Λ ′′ .
Part (i) of the latter assumption forbids the design points (z ′ i ) i≥1 from being too close to each other and too fast, with respect to the rate of convergence (h n,n ′ ) to 0. This can be guaranteed by choosing an appropriate design. For example, if p = 1 and Z = [0, 1], choose the dyadic sequence 1/2, 1/4, 3/4, 1/8, 3/8, 5/8, 7/8, . . . Part (ii) can be ensured by first choosing a slowly growing sequence n ′ (n), and then by choosing h that would tend to 0 fast enough. Note that a compromise has to be found concerning these two rates. The sequence λ n,n ′ should be chosen at last, so that (b) is satisfied. Interestingly, it is always possible to choose the asymptotically optimal bandwidth, i.e. h ∝ n −1/(2α+p) . In this case, we can set n ′ = n a , with any a ∈]0, 2α/(2α + p)[ and the constraints are satisfied.
The design points z ′ i are deterministic, similarly to all results in the present paper. For a given n ′ , we can invoke the non-random measure IP z ′ ,n ′ := n
. Equivalently, all results can be seen as given conditionally on the sample (z ′ i ) i≥1 . In (iii), we impose the weak convergence of IP z ′ ,n ′ to a measure with density w.r.t. the Lebesgue measure. Intuitively, this means we do not want to observe some design points that would be repeated infinitely often (this would result in a Dirac component in IP z ′ ,∞ ). An optimal choice of the density f z ′ ,∞ is not an easy task. Indeed, even if we knew exactly the true density f Z , there is no obvious reasons why we should select the z ′ i along f Z (at least in the limit). If we want a small asymptotic variancẽ V as (see below), the distribution of the design should concentrate the z ′ i in the regions where
is small and where
Part (iv) of the assumption is usual, and ensure that the design is somehow "asymptotically full rank".
This matrix V 1 will also appear in the asymptotic variance ofβ n,n ′ .
Part (v) allow us to control a remainder term in a Taylor expansion of Λ. Notice that this technical assumption was not necessary in the previous section, where we used the Delta-method on the vector
But when the number of terms n ′ tends to infinity, we have to invoke second derivatives to control remainder terms.
The proof of the next theorem is provided in Section C.
Theorem 14 (Asymptotic law ofβ n,n ′ , jointly in (n, n ′ )). Under Assumptions 3.1 and D.1-D.4, we have
1 , V 1 is the matrix defined in Assumption 3.1(iv), and
Simulations 4.1 Numerical complexity
Let us take a short numerical application to compare the complexity of our new estimator with the kernelbased ones. Assume that the size of our dataset is n = 1.000, with a fixed small p, and p ′ = 100. We want to estimate the conditional Kendall's tau on m = 10.000 given points z 1 , . . . , z m . Using simple kernel-based estimation, the total number of operations is of the order of n 2 × m = 1.000 2 × 10.000 = 10 10 . On the contrary, using our new parametric estimators, the cost can be decomposed in the following way:
1. We choose the design points z
2. We estimate the kernel-based estimator on these n ′ points (cost: n 2 × n ′ = 1.000 2 × 100 = 10 8 ).
3. We run the Lasso optimization, which is a convex program, so its computation time is linear in n ′ and
4. Finally, for each z i , we compute the prediction Λ (−1) βT z i , and let us assume that s = 50 (cost:
m × s = 10.000 × 50 = 5 × 10 5 ).
Summing up, the computational cost of this realistic experiment is around 10 8 , which is 100 times faster than the kernel-based estimator. Moreover, each new point z m+1 will result in a marginal supplementary cost of 50 operations, compared with a marginal cost of n 2 = 1.000 2 = 10 6 for the kernel-based estimator. Such a huge difference is due to the fact that we have transformed what was previously available as U-statistic of order 2 with a O(n 2 ) computational cost for each prediction, into a linear parametric model with s non-zero parameters, giving a cost of O(s) operations for each prediction.
Choice of tuning parameters and estimation of the components of β
Now, we evaluate the numerical performance of our estimates through a simulation study. In this subsection,
we have chosen n = 3000, n ′ = 100 and p = 1. The univariate covariate Z follows a uniform distribution between 0 and 1. The marginals X 1 |Z = z and X 2 |Z = z follow some Gaussian distributions N (z, 1).
The conditional copula of (X 1 , X 2 )|Z = z belongs to the Gaussian copula family. Therefore, it will be parameterized by its (conditional) Kendall's tau τ 1,2|Z=z , and is denoted by C τ 1,2|Z=z . Obviously, τ 1,2|Z=z is given by Model (1). The dependence between X 1 and X 2 , given Z = z, is specified by τ 1,2|Z=z := 3z(1
We will choose Λ as the identity function and the z 
and ψ 6+2i (z) = sin(2iπz) for i = 1, 2, ψ 11 (z) = ½{z ≤ 0.4}, ψ 12 (z) = ½{z ≤ 0.6}. They cover a mix of polynomial, trigonometric and step-functions. Then, the true parameter is β * = (3/4, 0, −3/4, 0 9 ), where 0 9
is the null vector of size 9.
Our reference value of the tuning parameter h is given by the usual rule-of-thumb, i.e. h =σ(Z)n −1/5 , whereσ is the estimated standard deviation of Z. Data-driven choices of the bandwidth h of the first estimator are presented in Derumigny and Fermanian (2018a) . Moreover, we designed a cross validation procedure (see Algorithm 2) whose output is a data-driven choice for the tuning parameterλ cv . Finally, we perform the convex optimization of the Lasso criterion using the R package glmnet by Friedman et al.
(2017).
In our simulations, we observed that the estimation ofβ is not very satisfying if the family of function ψ i is far too large. Indeed, our model will "learn the noise" produced by the kernel estimation, and there will be "overfitting" in the sense that the function Λ (−1) ψ(·) Tβ will be very close toτ 1,2|Z=· , but not to the target τ 1,2|Z=· . Therefore, we have to find a compromise between misspecification (to choose a family of ψ i that is not rich enough), and over-fitting (to choose a family of ψ i that is too rich).
We have led 100 simulations for couples of tuning parameters (λ, h), where λ ∝λ cv , and h ∝σ(Z)n −1/5 .
The results in term of empirical bias and standard deviation ofβ are displayed in Figure 1 . Empirically, Algorithm 2: Cross-validation algorithm for choosing λ.
Estimate the conditional Kendall's taus τ
by Equation (2) on the dataset D\D k using the tuning parameter λ ; 
Comparison between parametric and nonparametric estimators of the conditional Kendall's tau
We will now compare our estimator of the conditional Kendall's tau, i.e. z → Λ (−1) ψ(z) Tβ with the kernel-based estimator, i.e. the first-step estimator. For this, we will consider six different settings: Table 1 : Estimated bias, standard deviation and probability of being non-null for each estimated component of β (h = 0.25σ(Z)n −1/5 and λ = 2λ cv ).
1. as previously, a Gaussian copula parameterized by its conditional Kendall's tau, given by τ 1,2|Z=z := 3z(1 − z) = 3/4 − (3/4)(z − 1/2) 2 (well-specified model) ;
2. a badly-specified model, with a Frank copula whose parameter is given by θ(z) = tan(πz/2). Note that the parameter θ of the Frank family belongs to R\{0} and that its Kendall's tau is not written in terms of standard functions of its parameter θ, see (Nelsen, 2007, p.171 5. a Gaussian copula with a conditional Kendall's tau constant equal to 0.5 ;
6. a Frank copula with a conditional Kendall's tau constant equal to 0.5.
This setting will allows to see the effect of good/bad specifications and of changes in terms of copula families.
In Table 2 , for each setting, we provide five numerical measures of performance of a given estimator:
• the integrated bias:
• the integrated variance:
• the integrated standard deviation:
• the integrated mean square-error: IM SE := z IE τ 1,2|Z=z − τ 1,2|Z=z 2 dz ;
• the CPU time used for the computation.
Note that integrals have been approximately computed using a discrete grid {0.0005 × i, i = 0, . . . , 2000}.
Globally, in terms of IMSE, the parametric estimator of τ 1,2|z is doing a better work than a kernel estimator almost systematically (with the single exception of setting 3) and not only in terms of computation time.
Surprisingly, even under mis-specification, this conclusion applies whatever the sample size. The differences are particularly striking when the conditional Kendall's tau is a constant function (i.e. under the simplifying assumption).
Comparison with the tests of the simplifying assumption
Now, under the six previous settings, we compare the test of the simplifying assumption H 0 developed in Section 3.1 with some of the bootstrapped-based tests of the latter assumption that has been introduced in Derumigny and Fermanian (2017) . In particular, they propose a nonparametric test, using the statistic
whereĈ 1,2|Z=z is a kernel-based nonparametric estimator of the conditional copula of (X 1 , X 2 )|Z = z and C s,1,2|Z (u 1 , u 2 ) := n −1 n i=1Ĉ 1,2|Z=Zi (u 1 , u 2 ). We will also invoke their parametric test statistic
whereθ(z) estimates the parameter of the Gaussian (resp. Frank) copula given Z = z, assuming we know the right family of conditional copula, andθ consistently estimates the parameter of the corresponding simplified copula (under the null). Moreover,F −1 Z denotes the empirical quantile function that is associated to the Z-sample. The latter test statistics depends on an a priori chosen parametric copula family. To evaluate the risk of mis-specification, we also include in our table the parametric test T c 2 assuming that the data come from a Clayton copula, whereas the true copula is Gaussian or Frank. For these three tests, p-values are computed by the usual nonparametric bootstrap, with 100 resampling: see 
Dimension 2 and choice of ψ
In this section, we will fix the sample size n = 3000 and the dimension p = 2. The random vector Z will
conditional copula of X 1 and X 2 is Gaussian. We consider three different choices for the functional form of its conditional Kendall's tau :
Setting 2. τ 1,2|Z=z = (4/8) × cos(2πz 1 ) + (2/8) × sin(2πz 2 ) ; Setting 3. τ 1,2|Z=z = (3/4) × tanh(z 1 /z 2 ), where z = (z 1 , z 2 ). We try different choices of dictionaries ψ. For convenience, define p 0 (x) := 1, p i (x) := 2 −i (x − 0.5) i , trig 0 (x) := 1, and trig i (x) := cos(2iπx), sin(2iπx) , for x ∈ R and i ∈ N * . We will use the notation (g 1 , g 2 ) ⊗ (g 3 , g 4 ) := (g 1 g 3 , g 1 g 4 , g 2 g 3 , g 2 g 4 ). We are interested in the following functions ψ, that are defined for every z ∈ R p by
where in the last 4 dictionaries, we count the function constant to 1 only once. We choose n ′ = 400 and the design points z ′ i are chosen as an equispaced grid on [0.1, 0.9] 2 . We consider similar measures of performance for our estimators as in Section 4.3. The only difference is that the integration in z is now done on the unit square [0, 1] 2 . In practice, integrals are discretized, and estimated by a sum over the points
Results are displayed in the following We note that the size of the family ψ seems to have a tiny influence on the computation time, which lies always between 6 and 8 seconds. In all settings, polynomial families (ψ (1) to ψ (4) ) give the best IM SE, even when the true function is trigonometric (Setting 2) or under misspecification (Setting 3). Nevertheless, using trigonometric functions can help to reduce the integrated biais and standard deviation. Indeed, in Setting 2, trigonometric families (ψ (5) to ψ (8) ) do a fair job according to these two measures of performance. Similarly, in Setting 3, mixed families (ψ (9) to ψ (12) ) achieve an acceptable performance. In Settings 1 and 2, they often yield improvement other a msispecified family, especially in terms of integrated standard deviation.
Comparisons between three indicators IM SE, IBias and ISd may be surprising at first sight, but there is no direct link between their values. Indeed, for every point z, M SE(z) = Bias(z) 2 + Sd(z) 2 , while IM SE = M SE(z)dz, IBias = Bias(z)dz and ISd = Sd(z)dz. Therefore, a procedure that minimize both Ibias and ISd still may not minimize IM SE, and conversely. This is due to the non-linearity of the square function, combined with the integration.
Real data application
Now, we apply the model given by (1) As expected, the levels of conditional dependence between male and female expectancies are strong overall.
Many poor countries suffer from epidemics, malnutrition or even wars. In such cases, life expectancies of both genders are exposed to the same "exogenous" factors, inducing high Kendall's taus. Logically, we observe a monotonic decrease of such Kendall's taus when Z is larger, up to Z ≃ 4.5, as already noticed
by Gijbels et al. (2011) . Indeed, when countries become richer, more developed and safe, men and women less and less depend on their environment (and on its risks of death, potentially). Nonetheless, when Z become even larger (the richest countries in the world), conditional dependencies between male and female life expectancies interestingly increase again, because men and women behave similarly in terms of way of life. In particular, they can benefit from the same levels of security and health and are exposed to the same lethal risks.
Supplementary material
Proofs of the theoretical results in "About Kendall's regression": In this supplementary material, we detail the proofs for all the results in this paper. We also recall some useful lemmas from Derumigny and Fermanian (2018a) .
Supplementary figures on a simulated sample: To give a more precise picture of our estimators, two supplementary figures are given to illustrate their behavior on a typical sample. Proofs of the theoretical results in "About Kendall's regression"
Alexis Derumigny 1 and Jean-David Fermanian 1
A Proofs of finite-distance results forβ
In this section, we will use the notation u :=β − β
A.1 Technical lemmas
Lemma 15. We have
Proof : Asβ is optimal, through the Karush-Kuhn-Tucker conditions, we have ( 
T v = 0, and finally
Proof : By definition,β is a minimizer of ||Y − Z ′ β|| 2 n ′ + λ|β| 1 . Therefore, we have
After some algebra, we derive ||Y − Z ′β ||
Combining the two previous equations, we get
Lemma 17. Assume that max j=1,...,p ′ 1
satisfied, and that the tuning parameter is given by λ = γt, with γ ≥ 4. Then,
, for every 1 ≤ q ≤ 2.
Proof : Under the first assumption, we have the upper bound
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We first show that u belongs to the cone δ ∈ R p ′ : |δ S C | 1 ≤ 3|δ S | 1 , Card(S) ≤ s , so that we will be able to use the RE(s, 3) assumption with J 0 = S. From Lemma 16, |u S C | 1 ≤ |u S | 1 + 2t|u| 1 /λ. With our choice of λ, we deduce |u S C | 1 ≤ |u S | 1 + 2|u| 1 /γ. Using the decomposition |u| 1 = |u S C | 1 + |u S | 1 , we get |u S C | 1 ≤ |u S | 1 (γ + 2)/(γ − 2) ≤ 3|u S | 1 . As a consequence, we have
By Lemma 15,
We can now simplify and we get
Now, we compute a general bound for |u| q , with 1 ≤ q ≤ 2, using the Hölder norm interpolation inequality:
A.2 Proof of Theorem 5
Using Lemma 21, for every t 1 , t 2 > 0 such that C K,α h α /α! + t 1 ≤ f Z,min /2, with probability greater than
We choose t 1 := f Z,min /4 so that, because of Condition (4), we get C K,α h α /α! + t 1 ≤ f Z,min /2. Now we
As a consequence, we obtain that
and we can apply Lemma 17 to get the claimed result.
B Proofs of asymptotic results forβ n,n ′
B.1 Proof of Lemma 7
Using the definition (2) ofβ n,n ′ , we get β n,n ′ := arg min
B.2 Proof of Theorem 10
Let us define r n,n ′ := (nh
Note that, by Corollary 9, we have
We also have, for any (fixed) u and when n is large enough,
We have shown that F n,n ′ (u)
. Those functions are convex, hence the conclusion follows from the convexity argument.
B.3 Proof of Proposition 11
The proof closely follows Proposition 1 in Zou (2006) . It starts by noting that IP (S n = S) ≤ IP β j = 0, ∀j ∈ S .
Because of the weak limit ofβ (Theorem 10 and the notations therein), this implies lim sup
If ℓ = 0, then u * is asymptotically normal, and the latter probability is zero. Otherwise, ℓ = 0 and define the Gaussian random vector
for some vector v * ∈ R p whose components v * j are less than one in absolute value when j ∈ S, and v * j = sign(β * j ) when j ∈ S. If u * j = 0 for all j ∈ S, we deduce
componentwise and with obvious notations. Combining the two latter equations provides
componentwise. Since the latter event is of probability strictly lower than one, this is still the case for the event u * j = 0, ∀j ∈ S .
B.4 Proof of Theorem 12
The beginning of the proof is similar to the proof of Theorem 10. With obvious notations,ǔ n,n ′ = arg min
By assumption ν nβi = O p (1), and the latter term tends to the infinity in probability iff u i = 0. As a consequence, if there exists some i ∈ S s.t. u i = 0, thenF n,n ′ (u) tends to the infinity. Otherwise, u i = 0 when i ∈ S andF n,n ′ (u) →F ∞,n ′ (u S ). SinceF ∞,n ′ is convex, we deduce (Kato, 2009) thatǔ S → u * S , anď u S c → 0 S c , proving the asymptotic normality ofβ n,n ′ ,S . Now, let us prove the oracle property. If j ∈ S, thenβ j tends to β j in probability and IP(j ∈ S n ) → 1. It suffices to show that IP(j ∈ S n ) → 0 when j ∈ S. If j ∈ S and j ∈ S n , the KKT conditions onF n,n ′ provide
Due to the asymptotic normality ofβ (that implies the one ofǔ n,n ′ ), the left hand side of the previous equation is asymptotically normal, when ℓ = 0. On the other side, the r.h.s. tends to the infinity in probability because ν nβj = O P (1). Therefore, the probability of the latter event tends to zero when n → ∞.
B.5 Proof of Theorem 13
By Lemma 7, we haveβ n,n ′ = arg min β∈R p ′ G n,n ′ (β), where
By assumption, the second term on the r.h.s. converges to 0. We now show that the first term on the r.h.s.
is negligible. Indeed, for every ǫ > 0,
where Cst is the constant ( C Λ ′ × C ψ ) −1 . Apply Lemma 21 with the t = f Z,min /4 and t ′ /ǫ is a sufficiently small constant. When n is sufficiently large, we get
. By the convexity argument, we deduce that arg min β G n,n ′ (β) weakly converges to arg min β G ∞,∞ (β). Since the latter minimizer is non random, the same convergence is true in probability.
C Proof of Theorem 14
We start as in the proof of Theorem 10. Definer n,n ′ := (nn ′ h p n,n ′ ) 1/2 , u :=r n,n ′ (β − β * ) andû n,n ′ := r n,n ′ (β n,n ′ − β * ), so thatβ n,n ′ = β * +û n,n ′ /r n,n ′ . We define for every u ∈ R p ′ ,
and we obtainû n,n ′ = arg min
Lemma 18. Under the same assumptions as in Theorem 14,
This lemma is proved in Section C.1. It will help to control the first term of Equation (S4), which is
Concerning the second term of Equation (S4), using Assumption 3.1(iii), we have for every u ∈ R
This has to be read as a convergence of a sequence of real numbers indexed by u, because the design points z ′ i are deterministic. We also have, for any u ∈ R p ′ and when n is large enough,
when (n, n ′ ) tends to the infinity. Combining Lemma 18 and Equations (S4-S6), and defining the function
, we obtain that every finite-dimensional margin of F n,n ′ converges weakly to the corresponding margin of F ∞,∞ . Now, applying the convexity lemma, we get
Since F ∞,∞ (u) is a continuously differentiable convex function, we apply the first-order condition ∇F ∞,∞ (u) = 0, which yields 2W+2 ψ(z
1W ∼ N (0,Ṽ as ), using Assumption 3.1(iv). We finally obtainr n,n ′ β n,n ′ − β * D −→ N 0,Ṽ as , as claimed.
C.1 Proof of Lemma 18 : convergence of T 1
Using a Taylor expansion, we have
where the main term is
and the remainder is
Using the definition (3) ofτ 1,2|Z=z , the definition of the weights w i,n (z) and the notation ψ(z) := Λ ′ τ 1,2|Z=z ψ(z), we rewrite T 2 =: T 4 + T 5 , where
Note that we can put together the terms (j 1 , j 2 ) and (j 2 , j 1 ). This corresponds to the substitution of g * by its symmetrized versiong. In the following, we will therefore assume that g * has been symmetrized without loss of generality. The random variable T 4 can be seen (see Equation (S7)) as a sum of (indexed by i) U-statistics of order 2. Its Hájek projection will yield the asymptotically normal dominant term of T 2 .
To lighten notations, we denote
Implicitly, all the expectations we will consider are expectations conditionally on the sequence of z
First note that, by usual α-order limited expansions, we have
under Assumption 3.1 (ii). Above, we have denoted by z * i some vectors in R p s.t.
Moreover, set
Otherwise, assume that j 1 = j 3 = j and there are no other identities among the four indices (j 1 , j 2 , j 3 , j 4 ).
Then,
By assumption, ζ i1,j,j2,i2,j,j4 is zero when i 1 = i 2 . Otherwise, when i 1 = i 2 = i,
It is easy to check that the terms with other identities among the four indices j k , as ζ i,j,j2,i,j,j2 or ζ i,j,j2,i,j,j will induce negligible remainder terms. Therefore, we get
Concerning the terms induced by the product of two ζ i , note that, by limited expansions,
with the same notations as above. As a consequence, sup i ζ i = O(h 2α ) and
Therefore, we obtainr
], there are three other similar terms, that respectively correspond to the cases j 1 = j 4 , j 2 = j 3 or j 2 = j 4 . Therefore, we deduce
that is equal to the so-called variance-covariance matrix V 2 . Now assume that
. This result will be proved in Subsection C.2.
Let us decompose the term T 5 , as defined in Equation (S8). For every i = 1, . . . , n ′ , a usual Taylor
. Therefore, we obtain the decomposition T 5 = −2 T 6 + T 7 , where
Summing up all the previous equations, we get
Afterwards, we will prove that all the remainders terms T 6 , T 7 and T 3 are negligible, i.e. they tend to zero in probability. These results are respectively proved in Subsections C.3, C.4 and C.5. Combining all these elements with the asymptotic normality of T 4 (proved in Subsection C.2), we get
C.2 Proof of the asymptotic normality of T 4
We will lead the usual Hájek projection of T 4 . To weaken notations, denote IE[
Then, recalling (S9), we can write
IE[ζ i,j,j |j], and
We will prove that T 4,2 and T 4,3 are o P (1). Therefore, the asymptotic normality of T 4 reduces to the one of
Note that nT 4,1 /2(n − 1) = n j=1 β j,n,n ′ , where
by formally considering a random vector Z 0 that is independent of the other Z j , j ≥ 1. Therefore, we get a triangular array of random vectors (β j,n,n ′ ) j=1,...,n , s.t., for a fixed n, the variables β j,n,n ′ are mutually independent given the vectors z ′ i , i ≥ 1. Let us check Lyapunov's sufficient condition, that will imply the asymptotic normality of T 4,1 . In other words, it is sufficient to prove that
when n and n ′ tend to the infinity. Recalling (S10), we can rewrite
where sup i ζ i := O(h 2α ). Note that
The terms that that involve some products by the means ζ i k , k = 1, 2, 3, are negligible and they may be forgotten here. For some constants Cst, this provides 
By some now usual changes of variables, the latter expectations are zero when one of the three indices i 1 , i 2 and i 3 is different from the others. Thus, the non-zero expectations are obtained when i 1 = i 2 = i 3 . In the latter case, we get 
The expectations on the latter r.h.s. are zero when {j 1 , j 2 } ∩ {j 3 , j 4 } = ∅ due to independence and the fact that the terms ζ i,j,j ′ are centered. Otherwise, there is at least an identity among the indices j k , k = 1, . . . , 4.
For instance, assume j 1 = j 3 = j and j = j 2 = j 4 . Due to the symmetry of the latter cross-products, all cases of a single identity among the j k , k = 1, . . . , 4, yield the same result. Therefore, we need (at least) two identities among them to obtain non zero covariances in the calculation of IE[T 4,3 T T 4,3 ]. Thus, let us assume that j 1 = j 3 and j 2 = j 4 . Then, the corresponding terms in (S13) is IE ζ i,j1,j2 ζ T i,j1,j2
Moreover, 
Another case of two identities occurs when j 1 = j 4 and j 2 = j 3 , but it can be dealt similarly. Then, we have proved that IE[T 4,3 T C.3 Convergence of T 6 to 0
Replacingf Z in the definition of T 6 above by the normalized sum of the kernels, we get
Supplementary figures on a simulated sample The non-zero coefficients are β 1 = 3/4 and β 3 = 3/4. Note that the coefficientsβ 2 ,β 5 andβ 9 coefficients are always zero (and are not displayed).
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This research has been supported by the Labex Ecodec. (red curve), and prediction Λ (−1) ψ(z) Tβ (blue curve) as a function of z. For the blue curve, the regularization parameter is 2λ cv ≃ 0.034 whereλ cv is selected by Algorithm 2.
