Behavior relies on the ability of sensory systems to infer properties of the environment from incoming stimuli. The accuracy of inference depends on the fidelity with which behaviorally-relevant properties of stimuli are encoded in neural responses. High-fidelity encodings can be metabolically costly, but low-fidelity encodings can cause errors in inference. Here, we discuss general principles that underlie the tradeoff between encoding cost and inference error. We then derive adaptive encoding schemes that dynamically navigate this tradeoff. These optimal encodings tend to increase the fidelity of the neural representation following a change in the stimulus distribution, and reduce fidelity for stimuli that originate from a known distribution. We predict dynamical signatures of such encoding schemes and demonstrate how known phenomena, such as burst coding and firing rate adaptation, can be understood as hallmarks of optimal coding for accurate inference.
We consider a framework in which a sensory system infers the state of a dynamic environment at minimal metabolic cost. The state of the environment (θ t ) is signaled by sensory stimuli (x t ) that are encoded in neural responses (y t ). To infer this state, the system must decode stimuli from neural responses and use them to update an internal model of the environment (consisting of an estimatê θ t and a prediction θ t+1 ). This internal model can then be used to adapt the encoding at earlier stages. (B) Incoming stimuli can have varying impact on the observer's estimate of the environmental state depending on the relationship between the observer's uncertainty and the surprise of the stimulus (heat map). We use the example of Bayesian estimation of the mean of a stationary Gaussian distribution [33] to demonstrate that when the observer is uncertain (wide prior p(θ t−1 |x τ <t )) and the stimulus x * t is surprising (x * t falls on the edge of the distribution p(x t | θ t )), the stimulus has high impact and causes a large shift in the posterior p(θ t |x * t , x τ <t ) (schematic (1)). In contrast, when the observer is certain and the stimulus is expected, the stimulus has a small impact on the observer's estimate (schematic (2) ). We quantify impact by the squared difference (θ(x * t ) −θ t−1 ) 2 between the estimate before and after incorporating the stimulus (Methods). (Computed usingθ t−1 = 0, for which impact spans the interval [0,0.7]). (C) When the observer is certain, a large number of stimuli can be mapped onto the same neural response without inducing error into the observer's estimate (orange panel). When the observer is uncertain, the same mapping from stimulus to response induces higher error (red panel). Error is highest when mapping a surprising stimulus onto an expected neural response, or vice versa. We quantify error by the squared difference (θ(x t ) −θ t (y t )) 2 between the estimate constructed with the stimulus versus the response (Methods). Shown for uncertainty values of 0.1 (orange) and 0.6 (red). Pairs of colored dotted lines superimposed on the heatmap indicate contours of constant error tolerance E tol = 0.05 (whose value is also marked by the vertical dotted line in the colorbar). Colored horizontal bars indicate the set of stimuli {x t } that can be mapped to the same neural response y t = 0 with an error less than E tol . (D) Qualitatively similar results to those shown in panels B-C are observed for estimating the location and scale of a stationary generalized Gaussian distribution. Stimuli have a larger impact on the observer's estimate when the observer is uncertain and when stimuli are unexpected (quantified by surprise in the case of location estimation, and centered surprise in the case of scale estimation; see main text). The error induced by mapping a stimulus onto a response grows with the surprise of the stimulus. For the case of scale estimation, this error is symmetric to exchanging +x and −x, because positive and negative deviations from the mean (taken here to be 0) exert similar influence on the estimation of scale. 3 We consider a specific implementation of our general framework in which an environmental state θ t switches between two values with fixed probability. This state parameterizes the mean or variance of a Gaussian stimulus distribution. Stimuli x t are drawn from this distribution and encoded in neural responses y t . We consider three encoding schemes that perform discretization (panels B-D), temporal filtering (panels E-G), or stimulus selection (panels H-J) on incoming stimuli. (B) (Schematic) At each timestep, an incoming stimulus x t (black dot) is mapped onto a discrete neural response level y i t (solid blue rectangle) chosen from a set {y i t } (dotted rectangles). (C-D) The predicted inference error induced by mapping a stimulus x t onto a neural response y t varies as a function of the observer's belief P L t about the state of the environment (shown for P L t = 0.12, left column; P L t = 0.88, right column). At each timestep, the optimal response levels {y 1 , y 2 , y 3 } (solid lines) are chosen to minimize this error when averaged over the predicted stimulus distribution. See The average predicted inference error (left column) depends on the filter coefficient α t and on the observer's belief P L t about the state of the environment. At each timestep, the optimal filter coefficient (blue dot) is found by balancing error and entropy given a prediction of the environmental state (α t and α t are shown for P L t = .9 and P L t = .5, respectively). See Figure 2 -figure supplement 1B for numerical values of color scale. (H) (Schematic) At each timestep, the encoder computes the misalignment M t between the predicted and measured surprise of incoming stimuli. If the misalignment exceeds a threshold V , the stimulus is encoded with perfect fidelity; otherwise, the stimulus is not encoded. (I-J) The misalignment signal (computed here analytically; see Methods) depends on the relationship between the predicted and true state of the environment. When the mean is changing over time (panel I), the misalignment depends only on the absolute difference between the true and predicted mean. When the variance is changing over time (panel J), the misalignment also depends on the true variance of the environment. The entropy rate of the encoding is found by partitioning the true stimulus distribution (heatmap in panel A) based on the optimal response levels (dotted lines in panels B-C). Abrupt changes in the environment induce large changes in entropy rate that are symmetric for mean estimation (left) but asymmetric for variance estimation (right). Apparent differences in the baseline entropy rate for low-versus high-mean states arise from numerical instabilities. (E) Encoding induces error in the estimateθ t . Errors are larger if the encoding is optimized for stimulus reconstruction than for inference. The error induced by upward and downward switches is symmetric for mean estimation (left) but asymmetric for variance estimation (right). In the latter case, errors are larger when inferring upward switches in variance. (F) Increasing the number of response levels decreases the average inference error but increases the cost of encoding. Across all numbers of response levels, an encoding optimized for inference (blue) achieves lower error at lower cost than an encoding optimized for stimulus reconstruction (green). All results in panels A-C and E are averaged over 500 cycles of the probe environment. Results in panel D were computed using the average response levels shown in panels B-C. Results in panel F were determined by computing time-averages of the results in panels D-E.
When the mean of the stimulus distribution is changing over time, we define these levels with respect 184 to the raw stimulus value x t . When the variance is changing, we define these levels with respect to the 185 absolute deviation from the mean, |x t − µ| (where we take µ = 0). is largest when the environment is changing. The predicted stimulus variance (a proxy for both the predicted magnitude of the stimulus distribution, and the predicted surprise of incoming stimuli) is constant in a mean-switching environment (left) but variable in a variance-switching environment (right) (computed using a filter coefficient optimized for inference with a weak entropy constraint, corresponding to the lightest blue curves in panel B). (B, C) Optimal values of the filter coefficient α t are chosen at each timestep to minimize error in inference (blue) or stimulus reconstruction (green), subject to a constraint on predicted entropy. Darker colors indicate stronger constraints. (B) Filters optimized for inference devote high fidelity at times when the observer is uncertain and stimuli are predicted to be surprising. Shown for β = 0.02, 0.1, 1 (left) and β = 0.01, 0.1, 1 (right). (C) Filters optimized for reconstruction devote fidelity at times when the magnitude of the stimulus is predicted to be high. Shown for β = 0.01, 0.1, 1. (D) Filtering induces error into the estimateθ t . Strong filtering has minimal impact on mean estimation (left), but induces large errors in the estimation of high variances (right). All results in panels A-D are averaged over 800 cycles of the probe environment.
Here, we consider an encoder that implements a very simple temporal filter ( Fig. 2E) :
where α t ∈ [0.5, 1] is a coefficient that specifies the shape of the filter and controls the instantaneous 233 fidelity of the encoding. When α t = 0.5, the encoder computes the average of current and previous 234 stimuli by combining them with equal weighting, and the fidelity is minimal. When α t = 1, the encoder 235 transmits the current stimulus with perfect fidelity (i.e., y t = x t ). In addition to introducing temporal 236 correlations, the filtering coefficient changes the gain of the response y t by rescaling the inputs {x t , x t−1 }.
237
The encoder can adapt α t in order to manipulate the instantaneous fidelity of the encoding ( Fig. 2E ).
238
We again consider an optimal strategy in which the value of α t is chosen at each timestep to minimize 239 the predicted inference error, subject to a constraint on the predicted entropy rate of the encoding: . At times when the mean of the stimulus distribution is stable, very few stimuli are encoded, and the mean of the neural response drops to zero. Right: When the variance is low, very few stimuli are encoded. When the variance increases, the average surprise of incoming stimuli increases, and a large proportion of stimuli are encoded. The envelope of the neural response expands and approaches the envelope of the stimulus distribution. Insets: At times when the environment is changing (shown for t = 105), the distribution of responses (blue) is sparser than the distribution of stimuli (gray), due to the large proportion of stimuli that are not encoded (indicated by the large peak in probability mass at 0). Shown for V = 0.5. (C) Higher thresholds slow the observer's detection of changes in the mean (left), and cause the observer to underestimate high variances (right). Threshold values are scaled relative to the maximum analytical value of the misalignment signal in the mean-and variance-switching environment (shown in Fig. 2I and J, respectively). Results in panels B and C are averaged over 800 cycles of the probe environment.
Here, we consider an encoder that selectively transmits only those stimuli that are surprising and are 
281
In practice, however, the encoder does not have access to the entropy of the true stimulus distribution.
282
Instead, it must measure surprise directly from incoming stimulus samples. The measured surprise of each incoming stimulus sample is given by its negative log-likelihood, − log[p(x t | θ t )]. We consider an 284 encoder that compares the predicted surprise to a running average of the measured surprise. In this 285 way, the encoder can heuristically assess whether a change in the stimulus distribution had occurred by 286 computing the "misalignment" M t between the predicted and measured stimulus distributions:
The misalignment is computed over a time window T , which ensures that the observer's prediction 
310
When the variance changes in time, the average surprise of incoming stimuli also changes in time.
311
When the variance abruptly increases, the misalignment signal grows both because the observer's pre-312 diction is no longer accurate, and because the average surprise of the incoming stimulus distribution 313 increases. A large proportion of stimuli are transmitted, and the observer quickly adapts to the change.
314
If the threshold is sufficiently high, however, the observer's prediction never fully aligns with the true 315 state. When the variance abruptly decreases, the incoming stimulus distribution is less surprising on 316 average, and therefore a greater number of stimulus samples is needed before the misalignment signal 317 exceeds threshold. As a result, observer is slower to detect decreases in variance than increases ( Fig. 5C , 318 right).
319
Dynamical signatures of adaptive coding 320
The preceding sections examined the dynamics of optimal encoding strategies as seen through the internal 321 parameters of the encoder itself. The alignment between these internal parameters and the external 322 dynamics of the environment determine the output response properties of each encoder. It is these 323 output response properties that would give experimental access to the underlying encoding scheme, 324 and that could potentially be used to distinguish an encoding scheme optimized for inference from one 325 optimized for stimulus reconstruction.
326
To illustrate this, we simulate output responses of each encoder to repeated presentations of the probe 327 environment. In the case of discretization, we use a simple entropy coding procedure to map each of four We find that encodings optimized for inference typically show transient changes in neural response 333 properties after a switch in the environment, followed by a return to baseline. This is manifested in a burst intrinsically favor encodings optimized for inference; we therefore restrict our comparison to this set of 351 encodings. We find that both the speed and accuracy of inference are symmetric to changes in the mean 352 of the stimulus distribution, but asymmetric to changes in variance. This is qualitatively consistent with 353 the optimal Bayesian observer in the absence of encoding [11] . We find that encoding schemes optimized 354 for inference have a more significant impact on the speed and accuracy of variance estimation than of 355 mean estimation. Interestingly, the speed of variance adaptation deviates from optimality in a manner 356 that could potentially be used to distinguish between encoding strategies. In the absence of encoding, the 357 ideal observer is faster to respond to increases than to decreases in variance. We find that encoding via 358 stimulus selection increases this asymmetry, encoding via discretization nearly removes this asymmetry, 359 and encoding via stimulus selection reverses this asymmetry.
360
Together, these observations suggest that both the dynamics of the neural response and the patterns of 361 deviation from optimal inference could be used to infer features of the underlying sensory coding scheme.
362
Moreover, these results suggest that an efficient system could prioritize some encoding schemes over 363 others, depending on whether the goal is to reconstruct the stimulus or infer its underlying properties, 364 and if the latter, whether this goal hinges on speed, accuracy, or both.
365
Adaptive coding for inference under natural conditions 366 The simplified task used in previous sections allowed us to explore the dynamic interplay between en-367 coding and inference. To illustrate how this behavior might generalize to more naturalistic settings, we 368 consider a visual inference task with natural stimuli (Fig. 7A, Methods) . In particular, we model the The system can modulate the sparsity of the population response based on surprise and uncertainty.
To illustrate this, we simulated neural population activity in response to a change in each of these respond to environmental changes on multiple timescales.
530
In all such cases, we expect the dimensionality of the latent variable space to determine the lower 531 bound on coding costs for inference. Even in the limit of highly complex models, however, we expect 532 accurate inference and reconstruction to impose qualitatively different constraints on neural response 533 properties.
534
Diversity of sensory encoding schemes 535 We considered three encoding schemes that approximate known features of neural responses, and as such 536 could be implemented broadly across the brain. Discretization is a non-linear encoding scheme that strongly active or completely silent), and we would therefore expect such a mechanism to be useful when 547 transmitting signals over long distances. This scheme can also be viewed as implementing a partitioning 548 of the stimulus space into surprising and unsurprising stimuli, similar to discretization.
549
In order to achieve optimal bounds on performance, the parameters of each encoding scheme were 550 computed and updated on each timestep. While it is known that neural systems can adapt on timescales 551 approaching physical limits [31], it is possible that more complex neural circuits might implement a 552 heuristic version of this adaptation that operates on slower timescales.
553
Together, these approaches provide a framework for studying adaptive coding across a broad class 554 of neural encoding schemes. This framework can be implemented with other encoding schemes, such as 555 population or spike-time coding. In such cases, we expect that the principles identified here, including increased coding fidelity during periods of uncertainty or surprise, will generalize across encoding schemes to determine optimal strategies of adaptation. ence tasks considered here. To examine its impact on optimal inference, we injected additive Gaussian 568 noise into the neural response transmitted from the encoder to the observer. We found that the accuracy 569 of inference was robust to low levels of noise, but degraded quickly once the noise variance approached 570 the degree of separation between environmental states ( Fig. 3-figure supplement 2 to the encoding step, as they can guarantee that metabolic resources are not wasted in the process of 576 representing noise fluctuations.
577
Ultimately, the source and degree of noise can impact both the goal of the system and the underlying 578 coding strategies. Here, we considered the goal of optimally inferring changes in environmental states.
579
However, in noisy environments where the separation between latent environmental states is low, a system 580 might need to remain stable in the presence of noise, rather than flexible to environmental changes. We 581 expect that the optimal balance between stability and flexibility to be modulated by the spread of the 582 stimulus distribution relative to the separation between environmental states. A thorough investigation 583 of potential sources of noise, and their impact on the balance between efficient coding and optimal 584 inference, is the subject of future work.
585
Measures of optimal performance 586 To measure the optimal bound on inference error, we used the mean-squared difference between point 
METHODS
We describe a class of discrete-time environmental stimuli x t whose statistics are completely characterized 637 by a single time-varying environmental state variable θ t .
638
We then consider the scenario in which these stimuli are encoded in neural responses, and it is these 639 neural responses that must be used to construct the posterior probability over environmental states. In 640 what follows, we derive the optimal Bayesian observer for computing this posterior given the history of 641 neural responses. The steps of this estimation process are summarized in Fig. 1-figure supplement 1 . In a full Bayesian setting, the observer should construct an estimate of the stimulus distribution, p(x t ), 643 by marginalizing over its uncertainty in the estimate of the environmental state θ t (i.e., by computing 644 p(x t ) = dθ t p(x t |θ t )p(θ t )). For simplicity, we avoid this marginalization by assuming that the observer's 645 belief is well-summarized by the average of the posterior, which is captured by the point valueθ t = 646 dθ t θ t p(θ t ) for estimation, and θ t+1 = dθ t+1 θ t+1 p(θ t+1 ) for prediction. The average of the posterior 647 is an optimal scalar estimate that minimizes the mean-squared-error between the estimated and true 648 states of the environment, and is known to provide a good description of both neural [11] and perceptual 649 [12] dynamics. The observer then uses these point values to condition its prediction of the stimulus 650 distribution, p(x t | θ t ). Conditioning on a point estimate guarantees that the observer's prediction of the 651 environment belongs to the same family of distributions as the true environment. This is not guaranteed 652 to be the case when marginalizing over uncertainty in θ t . For example, if the posterior assigns non-zero 653 probability mass to two different mean values of a unimodal stimulus distribution, the predicted stimulus 654 distribution could be bimodal, even if the true stimulus distribution is always unimodal. We verified 655 numerically that the key results of this work are not affected by approximating the full marginalization 656 with point estimates.
657
When the timescale of the environment dynamics is sufficiently slow, the point prediction θ t+1 can be 658 approximated by the point estimateθ t . In the two-state environments considered here, the probability 659 that the environment remains in the low state from time t to time t + 1 is equal to
where h is the hazard rate [11] . For the small hazard rate used here (h = 0.01),
, and the estimateθ t is therefore a very close approximation of the 662 prediction θ t+1 . All results presented in the main text were computed using this approximation (i.e.,
A.3 Decoder
Because the observer does not have direct access to the stimulus, it must first decode the stimulus from 702 the neural response. We assume that the decoder has access to the instantaneous neural response y t 703 and this history of past estimatesθ τ <t . The decoder must use these signals to marginalize over past 704 stimuli x τ <t and compute the likelihood of the response y t conditioned on the current stimulus x t (this 705 likelihood will later be used to update the observer's posterior):
The decoder must then invert this distribution (using Bayes' rule) to estimate the probability of the 707 stimulus x t given the response y t and past estimatesθ τ <t :
where we have written the distribution in the denominator as a normalization constant obtained by 709 integrating the numerator: 710 Z(y t ,θ τ <t ) = dx t p(y t |x t ,θ τ <t )p(x t |θ t−1 )
In what follows, we refer to p(x t |y t ,θ τ <t ) (defined in Eq. 6) as the "decoding distribution".
711

A.4 Observer
712
The optimal observer should use the decoding distribution to marginalize over its uncertainty about the 713 true value of the stimulus x t and thereby obtain the posterior probability of θ t given past stimuli y τ ≤t 714 and past estimatesθ τ <t . To do this, we first write an expression for the probability of θ t given all data 715 up to (but not including) the current timestep:
where the prior is taken to be the posterior from the last timestep, and the distribution p(θ t |θ t−1 ) governs 717 the dynamics of the environment.
718
This distribution can then be combined with a new stimulus x t : 719 p(θ t |x t , y τ <t ,θ τ <t−1 ) = p(x t |θ t , y τ <t ,θ τ <t−1 )p(θ t |y τ <t ,θ τ <t−1 )
p(x t |y τ <t ,θ τ <t−1 ) = p(x t |θ t )p(θ t |y τ <t ,θ τ <t−1 )
Ω(x t , y τ <t ,θ τ <t−1 ) .
23
As before, we have written the distribution in the denominator as a normalization constant obtained by 720 integrating the numerator:
721 Ω(x t , y τ <t ,θ τ <t−1 ) = dθ t p(x t |θ t )p(θ t |y τ <t ,θ τ <t−1 ) (10)
Finally, we marginalize over the unknown value of the signal x t using the decoding distribution p(x t |y t ,θ τ <t ) 722 to obtain the updated posterior distribution:
To form a prediction about the future state of the environment, the observer should combine its be- The posterior can be used to compute a point estimateθ t and prediction θ t+1 of the environmental state:
The point estimate given in Eq. 12 is referred to in the main text as "θ y,t ". We distinguish this from the 729 point estimate "θ x,t ", which was derived in [11] in the absence of encoding/decoding. We consider a two-state environment in which the state θ t can take one of two values, θ L and θ H . At 733 each timestep, the environment can switch states with a constant probability h, referred to as the "hazard 734 rate". The hazard rate fully specifies the dynamics of the environment:
where z t is a binary random variable equal to 1 with probability h and 0 with probability 1 − h. 736 We take θ t to parametrize either the mean µ or the standard deviation σ of a Gaussian stimulus distri-737 bution: In a two-state environment, the posterior distribution p(θ t |y τ ≤t ,θ τ <t ) can be summarized by a single 740 value P L t = p(θ t = θ L |y τ ≤t ,θ τ <t ), which is the probability that the environment is in the low state at 741 time t.
742
Given the posterior P L t−1 at the previous timestep, the distribution for θ t given all past data is given by:
where h is the a priori probability that a switch occurred at the current timestep. This distribution can 744 then be combined with a new stimulus x t :
The variables (µ L , σ L ) and (µ H , σ H ) correspond to mean and standard deviation of the stimulus dis-746 tribution in the low and high states, respectively, and their values vary depending on the type of the 747 environment (mean-switching versus variance-switching).
748
To obtain the updated posterior P L t , we marginalize over the decoding distribution p(x t |y t ,θ τ <t ):
The posterior can be used to construct a new point-estimateθ t of the environmental state:
where 1 − P L t = P H t is the probability that the environment is in the high state at time t. Note that 751 although the environmental states are discrete, the optimal Bayesian observer maintains a continuous 752 estimateθ t .
753
To form a prediction about the future state of the environment, the observer first combines the posterior 754 P L t with knowledge of environment dynamics (in a manner analogous to Eq. 16), and then computes a 755 point prediction (in a manner analogous to Eq. 19):
For small hazard rates (as considered here), the predicted value θ t+1 is very close to the current estimate 757θ t . For simplicity, we approximate the prediction θ t+1 by the estimateθ t . This estimate is then fed back 758 upstream and used to update the encoder. In the general case, however, one should compute the full 759 predicted posterior via Eq. 20, and use this full prediction to optimize the encoder. 
We can therefore write the encoding distribution as a delta function:
where the set of response levels {y i t } implicitly contains the dependence onθ t−1 .
781
B.4.2 Decoder
782
The decoder must estimate the probability of a stimulus x t , given that the observed response was y i t . In principle, the response y i where Z(y i,L t , y i,H t ,θ t−1 ) is a normalization constant. For simplicity, we approximated this truncated 787 Gaussian distribution with a delta function:
We verified numerically that this approximation did not impact our results. In this encoding scheme, we consider a simple temporal filter parameterized by the coefficient α t . This 800 filter linearly combines current (x t ) and past (x t−1 ) stimuli:
The encoding distribution is then given by:
where the filtering coefficient α t implicitly contains the dependence onθ t−1 .
803
B.5.2 Decoder
804
The encoding is a function of both current and past stimuli. The decoder, however, only has access to 805 the current response y t . In order to estimate the probability that this response was generated by the 806 stimulus x t , the decoder must first use the internal estimatesθ τ <t to marginalize over uncertainty in 807 past stimuli x τ <t . This was first outlined in Eq. 5, which reduces here to: 808 27 p(y t |x t ,θ τ <t ) = dx τ <t p(y t |x t , x τ <t ,θ τ <t )p(x τ <t |θ τ <t )
The decoder can then use Bayes' rule to invert this distribution and determine the probability of the 809 stimulus x t given the response y t :
In its current form, this decoding distribution is written as a Gaussian over the variable y t . Ultimately, 811 the observer must use this decoding distribution to marginalize over uncertainty in x t . In Appendix I, 812 we walk through the algebra needed to rewrite this distribution as Gaussian over x t . The final form of 813 this distribution in given by: The optimal filtering coefficient α * t was found by minimizing the following equation:
The error term, E(x t , y t ) , was computed numerically; see Section C.3.2. The entropy term, H(y t , y t+1 |θ τ <t ), 817 can be computed analytically (see Appendix II for details):
818 H(y t , y t+1 |θ τ <t ) = H(y t+1 |y t ,θ τ <t ) + H(y t |θ τ <t ) = 1 2 log e 4π 2 e 2 α 2 In this encoding scheme, the encoder uses the misalignment signal M t to determine whether or not to 821 encode and transmit the stimulus x t . If the magnitude of the misalignment signal exceeds the threshold 822 28 V , the stimulus is encoded and transmitted. Otherwise, the stimulus is not encoded, and a "null symbol" is transmitted to the observer. For the purposes of computing the encoding and decoding distributions, 824 we use y t = 0 to denote the null symbol (in the main text, we denoted the null symbol by y t = ∅).
825
This encoding is a deterministic mapping of the stimulus x t onto the response y t , dependent upon the 826 misalignment signal M t . The encoding distribution can thus be written in a probabilistic form as a 827 mixture of two delta functions:
where M t implicitly contains the dependence onθ t−1 . In this scheme, the form of the decoding distribution depends on whether or not the encoder transmits 831 the stimulus x t . If the stimulus was encoded and transmitted, there is no uncertainty in its value, 832 and the decoding distribution is a delta function about y t . If the stimulus was not encoded and the null 833 symbol was instead transmitted, the decoder can only assume that the stimulus came from the estimated 834 stimulus distribution p(x t |θ t−1 ).
835
The decoding distribution therefore takes the following form: In defining this encoding scheme, our aim was to construct a heuristic "misalignment" signal that would 838 alert the encoder to a change in the stimulus distribution. One candidate is a signal that tracks the 839 average surprise of incoming stimuli, given the internal estimate of the environmental state.
840
The surprise associated with a single stimulus x t is equal to the negative log-likelihood of the stimulus 841 given the estimateθ t−1 :
The average surprise of incoming stimuli, obtained by averaging over the true stimulus distribution 843 p(x t |θ t ), is equal to cross-entropy between the true and estimated stimulus distributions:
where the second term in Eq. 39 is the Kullback-Leibler divergence of the estimated stimulus distribution 845 from the true stimulus distribution.
846
The cross-entropy is equal to the entropy of the true stimulus distribution when the observer's estimate is 847 accurate (i.e., whenθ t−1 = θ t ), and increases with the inaccuracy of the observer's estimate. To construct 848 a signal that deviates from zero (rather than from the entropy of the stimulus distribution) whenever 849 29 observer's estimate is inaccurate, we subtract the estimated entropy H(x t ;θ t−1 ) from the cross-entropy to define the "misalignment signal":
The magnitude of this signal is large whenever the average surprise of incoming stimuli differs from the 852 estimated surprise, and monotonically increases as a function of the difference between the true and 853 estimated states of the environment. In the case of a Gaussian distribution, the misalignment signal 854 reduces to:
where µ t and σ t are the mean and standard deviation of the true stimulus distribution, respectively, In the main text, we averaged results over multiple cycles of the probe environment.
868
For the mean-switching environment, the state θ t parametrized the mean of the stimulus distribution On each timestep, a single stimulus x t was drawn randomly from p(x t |θ t ). The stimulus was encoded, 874 decoded, and used to update the posterior P L t . Updating the posterior requires marginalizing over 875 the decoding distribution p(x t |y t ,θ τ <t ) (as given by Eq. 11). We approximated this marginalization used, provided that this number exceeded 50. In the case of encoding via discretization, we found that 881 results were not sensitive to the inclusion of this marginalization step. We therefore computed all results 882 for the discretization encoding scheme in the absence of marginalization by using the neural response y t 883 to directly update the posterior. This posterior forms the basis of all estimatesθ t and predictions θ t+1 . 
C.3 Optimizing the encoding
For two of the three encoding schemes (discretization and temporal filtering), the estimateθ t−1 was used to optimize a set of encoding parameters (the set of neural response levels {y i t } in the case of discretization, 887 and the filtering coefficient α t in the case of temporal filtering). To perform these optimizations, we 888 discretized the posterior P L t into 100 values equally spaced between 0 and 1. This resulted in a set of 100 889 discretized values of the estimate stateθ bin . We found the optimal encoding parameters for each value 890 ofθ bin (described in detail in the following sections); this resulted in 100 sets of optimal response levels 891 (given a fixed number of levels), and 100 values of the filtering coefficient α (given a fixed constraint 892 strength β). On each timestep of the simulation, the true estimateθ t was mapped onto the closest 893 discretized valueθ bin . The corresponding encoding parameters were then used to encode the incoming 894 stimulus x t . Additional details of each optimization procedure are described in the following sections. Response levels were chosen to optimize the following objective function:
The optimal set of response levels {y i t } * was found numerically using Lloyd's algorithm [34] (often referred 897 to as K-means clustering). The algorithm takes the following as inputs: a set of points to be clustered {x} 898 (corresponding to stimulus samples), a number of quantization levels N (corresponding to the number 899 of neural response levels), and a distortion measure d(x, y) (corresponding to the error function E(x, y)).
900
The goal of the algorithm is to find a quantization (what we referred to as a discretization of the stimulus 901 space) that minimizes the average value of the distortion.
902
The values of the quantization levels, y 1 , . . . , y N , are first randomly initialized. The algorithm then 903 proceeds in two steps:
Each point x is assigned to a quantization level y i that yields the smallest distortion d(x, y i ). 905 2. Each quantization level is replaced by the average value of the points assigned to it. 906 
31
The two steps are iterated until convergence. 907 We computed a set of optimal quantization levels (optimal response levels) for each of the 100 discretized 908 values ofθ bin (described in Section C.2). For each value ofθ bin , we generated a training dataset {x} 909 consisting of 50000 values drawn from the estimated stimulus distribution p(x t |θ bin ). We determined 910 the boundaries of each quantization level (i.e., the values y i,L and y i,H that bounded the set of stimuli 911 that were mapped to the same quantization level) by assigning points in the training dataset to the 912 quantization level y i that minimized d(x, y i ).
913
To compute optimal quantization levels for stimulus reconstruction, we used the standard distortion 914 measure d(x, y) = (x − y) 2 ; in this case, the algorithm is guaranteed to converge to the global optimum.
915
To compute optimal quantization levels for inference, we defined the distortion measure to be d(x, y) =
916
(θ x −θ y ) 2 . The algorithm is not guaranteed to converge to a global optimum in this case, but we found 917 empirically that the algorithm converged to a local optimum ( Fig. 3-figure supplement 1) . Moreover, 918 the two distortion measures did not produce equivalent results. The optimal filtering coefficient was chosen to minimize the following objective function:
where as before, we choose E(x, y) = (θ x −θ y ) 2 when optimizing for inference, and E(x, y) = (x − y) 2 922 when optimizing for reconstruction.
where T specifies the number of timebins used to estimate the average surprise. All results in the main 941 text were generated using T = 10 timebins. 
946
To illustrate this, we considered optimal Bayesian estimation of the location µ and scale α 2 /2 of a 947 generalized Gaussian stimulus distribution:
Our derivation is analogous to that outlined in [33] for estimating the mean of a Gaussian stimulus 949 distribution. 950 We consider a snapshot of the inference process, when the observer's prior is centered around a fixed 951 estimate of the location (μ = 0) or scale (α 2 /2 = 1). When estimating location, we fix the scale parameter 952 to be α = √ 2 (corresponding to a Gaussian distribution with variance σ 2 = α 2 /2 = 1 when β = 2).
953
When estimating scale, we fix the location parameter to be µ = 0. In both cases, we consider three 954 different values of the shape parameter: β = 1, 2, 10.
955
The surprise of a single stimulus observation is quantified by the negative log-likelihood of the stimulus 956 value given the observer's estimate. We consider 100 evenly-spaced values of surprise between 1 and 10.
957
For each value of surprise, we compute the value of the stimulus x * t that elicits a given surprise. 958 
33
The observer's uncertainty is captured by the entropy of the prior distribution. When estimating the location parameter, the natural conjugate prior is the Gaussian distribution N (µ; µ 0 , σ 2 0 ) with mean 960 µ 0 =μ (we take this mean to be the observer's point estimate of the environmental state before observing 961 a stimulus sample x * t , i.e.θ t−1 =μ). The entropy of the prior distribution depends only on its variance: 962 H = 1 2 log 2πeσ 2 0 . We consider 100 evenly-spaced values of the entropy between 0 and 0.7. For each value 963 of entropy, we compute the value σ 2 0 = exp(2H)/2πe that elicits a given entropy.
964
When estimating the scale parameter, the natural conjugate prior is the inverse gamma function p(α; α 0 , β 0 ) 965 with meanα = β 0 /(α 0 − 1) (we takeθ t−1 =α 2 /2 to be the observer's estimate of the environ-966 mental state before observing x * t ). The entropy of the prior depends on both α 0 and β 0 : H = 967 α 0 + log(β 0 Γ(α 0 )) − (1 + α 0 )Ψ(α 0 ). We fix β 0 =α(α 0 − 1). We note that the entropy is non-monotonic 968 in α 0 ; we restrict our analysis to values α 0 > 2 where both the mean and the variance of the prior are 969 well-defined, and the entropy is monotonic. We again consider 100 evenly-spaced values of the entropy 970 between 0 and 0.7. For each value of entropy, we compute the value α 0 that elicits a given entropy.
971
For each combination of prior uncertainty and surprise, we computed the posterior either over the 972 location parameter, or over the scale parameter. We then computed the squared difference between the 973 average value of the prior and the average value of the posterior ((μ t−1 −μ t (x * t )) 2 in the case of location they are indistinguishable to the observer) if in the process of encoding they become mapped on the same 995 neural response level y M (i.e., y 1 t = y 2 t = y M ). The probability of a metamer, p(y 1 t = y 2 t |θ t ,θ t−1 ), depends 996 on both the true and predicted states of the environment. We numerically estimated this probability 997 for a mean-switching environment in the low state (θ = θ L ). We generated 100 values ofθ t−1 , evenly 998 spaced between θ L and θ H . For each value ofθ t−1 , we drew 100000 pairs of samples from the stimulus 999 distribution p(x t |θ t = θ L ). We encoded each stimulus by mapping it onto the corresponding response 1000 level y t (using an encoder with 8 response levels, optimized as described in Section C.3.1). If both 1001 stimuli in the pair were mapped on the same response level, we counted the trial as a metamer. The 1002 total probability of a metamer was computed as the proportion of all trials that resulted in metamers. with the true state of the environment, the stimuli that are most likely to occur in the environment are mapped onto different neural responses. The probability of a metamer-defined by the set of stimuli that give rise to the same neural response-is low. Conversely, when the prediction is closely aligned with the environment, the probability of a metamer is high. (B) When an encoding is optimized for inference, the probability of a metamer increases as the observer's prediction aligns with the environment, because an increasing fraction of stimuli are mapped onto the same neural response. The opposite trend is observed when the encoding is optimized for stimulus reconstruction (illustrated for a discretized encoder with eight response levels operating in a mean-switching environment).
C.7 The role of transmission noise 1004
To better understand the influence of noise on the inference process, we analyzed the behavior of the 1005 discretization encoding scheme in the presence of noise. Gaussian noise with variance σ 2 n was added basis functions were chosen to minimize the following cost function:
where x t is an image patch, and y i are the responses of neurons in a population. The first terms imposes 1034 a cost on reconstruction error between the image patch x t and the reconstructed patchx t = y i,t φ i .
H[p(v j,t |θ t−1 )] + log p(v j,t |θ t−1 )
where H(v j,t |θ t−1 ) = 1 2 log(2πeθ 2 t−1 ) is the entropy of the Gaussian distribution of curvature coefficients given the prior estimateθ t−1 .
in Section B.5.2).
We can now pull out the factor of α t (again, for notational simplicity, we will write µ = y t −(1−α t )μ t−1 ):
where µ = µ /α t = (y t − (1 − α t )μ t−1 ))/α t and σ 2 = σ 2 /α 2 t = (1 − α t ) 2σ2 t−1 /α 2 t . Eq. 49 can now be 1293 written as a Gaussian over x t :
This allows us to combine the two distributions in Eq. 31:
p(x t |y t , θ t ) = 1 Z(y t ,θ τ <t )
where:
over x t (as given by Eq. 7): 1296 Z(y t ,θ τ <t ) = dx t p(y t |x t ,θ τ <t )p(x t |θ τ <t ) = f (y t ,θ τ <t ) dx t N x t ;
The remaining terms in Eq. 52 are given by:
Putting everything together, the final form of Eq. 31 becomes: 1298 p(x t |y t ,θ τ <t ) = N x t ; α t y t − (1 − α t )(2α t − 1)μ t−1 1 − 2α t + 2α 2 t ,
(1 − α t ) 2 1 − 2α t + 2α 2 t σ 2 t−1 (56) For 1 2 ≤ α t ≤ 1, we can see that: 0 ≤ (1 − α t )(2α t − 1) ≤ 1 8 and 1 2 ≤ (1 − 2α t + 2α 2 t ) ≤ 1.
1299
APPENDIX II
1300
Here we provide a detailed derivation of the entropy of the output of filtering encoder (described in 1301 Section B.5.3).
1302
To compute H(y t , y t+1 |θ τ <t ), we assume that the encoder has access to the history of estimatesθ τ <t , 1303 and that it uses the most recent estimateθ t−1 as an approximate prediction of future states (i.e.,θ t−1 ≈ 1304 θ t ≈ θ t+1 ).
1305
For reference, the entropy of a normal distribution is: 
We want to compute H(y t , y t+1 |θ τ <t ):
where y t = α t x t + (1 − α t )x t−1 is the output of the encoder, and α t ∈ [0.5, 1] is the filtering coefficient.
1308
To compute each of the terms in Eq. 58, we need to compute p(y t |θ τ <t ) and p(y t+1 |y t ,θ τ <t ). The first 1309 of these distributions is given by: 1310 p(y t |θ τ <t ) = N y t ; α tμt−1 + (1 − α t )μ t−1 , α 2
whose entropy is given by: 1311 H(y t |θ τ <t ) = 1 2 log e 2πe(α 2
The second of these distributions can be written as: 1312 p(y t+1 |y t ,θ τ <t ) = dx t p(y t+1 |x t ,θ τ <t )p(x t |y t ,θ τ <t )
Noting that p(y t+1 |x t+1 , x t ,θ τ <t ) = δ(y t+1 − (α t x t+1 + (1 − α t )x t )), the first term in the integral in Eq. 1313 61 is given by:
The second term in the integral in Eq. 61 is given by: 1315 p(x t |y t ,θ τ <t ) = N x t ; α t y t − (1 − α t )(2α t − 1)μ t−1
Combining the two terms, we have: 1316 p(y t+1 |x t ,θ τ <t )p(x t |y t ,θ τ <t ) = 1
Putting these terms back into the integral in Eq. 61 gives:
The conditional entropy H(y t+1 |y t ,θ τ <t ) is determined by the variance in this distribution: 
