ABSTRACT As valuable as the Internet of Things (IoT) has been to explore and monitor the land surface of the earth, the Internet of Underwater Things (IoUT) has been crucial to the investigation of the underwater environment. Due to the unique characteristics of the IoUT, such as long propagation delays, high bit error rates, and limited bandwidth, acoustic sensors that use sound waves are preferred for deployment. Consequently, it is difficult to apply the medium access control (MAC) protocol designed for the IoT sensors that use radio frequencies (RFs) in the IoUT. Particularly for densely populated sensor networks, the challenging and dynamic underwater environment leads to the loss of control and data packets, resulting in energy waste and unreliable connections. In addition to a sensor being constrained by energy, replacing its battery is infeasible. Therefore, packet loss and energy conservation should be handled at the MAC layer in order to improve the throughput and longevity of the network. In this paper, we propose a REceiver-Initiated MAC based on Energy-efficient Duty cycling called REMEDY-MAC. Using autonomous underwater vehicles (AUV) for data collection, REMEDY allows a group of nodes to conserve energy by announcing the duty cycling schedule until an AUV arrives at a certain location. Once an AUV reaches a location, it receives data according to a pre-established schedule managed by the active sender node and moves to the next set of nodes after completion of its tasks. The simulation results indicate that the proposed REMEDY protocol significantly outperforms other MAC schemes with respect to network parameters such as energy efficiency.
I. INTRODUCTION
With nearly 71% of the Earth's surface covered with water and our daily dependence on this water, researchers have been investigating the underwater environment for several years. Some of the state of art surveys on underwater wireless communication are [1] - [6] . The successes of Wireless Sensor Networks (WSNs) for the exploration and monitoring of the terrestrial environment created the Internet of Things (IoT) [7] , [8] . These developments have prompted interest in both academia and industry in the use of acoustic sensors to monitor and explore the underwater environment [9] - [12] . Such sensors can form Underwater Wireless Sensor Networks (UWSN), which will be part of the Internet of Underwater Things (IoUT) [13] , [14] .
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Like terrestrial IoT, IoUT enables a system of autonomous sensor nodes to communicate and forward the collected underwater data to the control center located on the surface. Due to different practical conditions of underwater environment in IoUT, the well tested and established concepts of IoT communication exhibit poor performance. These challenges include high attenuation of high frequency signals making communication short ranged, high cost of sensor nodes deployment along with strong chemical and UV radiation resistant hardware devices.
The IoUT can be utilized in applications such as intrusion detection, surveillance, military applications, multimedia, oil and gas exploration, and pollution monitoring. The IoUT, an interconnected network of UWSNs as illustrated in Fig. 1 , is a network of millions of low cost, low power sensor nodes which are deployed for collecting and providing sensing information over selected areas of interest using underwater acoustic links. Due to the lossy nature of the underwater environment, acoustic waves are a better choice for underwater wireless communication than radio or light waves. In spite of technological advances in acoustic communications, an acoustic channel's salient features such as time-dependent propagation, high energy consumption, variable carrier throughput and limited bandwidth pose delay limitations that must be addressed [6] , [15] , [16] . The limited bandwidth is further constrained by factors such as path loss, noise, high delay variance, multi-path propagation, and Doppler spread [17] .
The energy of battery-powered underwater wireless sensor nodes is limited. In addition, recharging the batteries of those sensors is not cost effective. Some research has been carried out on ways in which to conserve node energy by controlling energy waste. Sources of energy waste include, but are not limited to, overhearing, idle listening, collision and control packet overheads. Owing to the channel characteristics of the underwater channel coupled with the aforementioned sources of energy waste, duty cycle Medium Access Control (MAC) protocols defined for terrestrial networks cannot be directly applied to the underwater environment.
Duty-cycle based MAC protocols have gained the interest of researchers for use in underwater wireless sensor networks. The benefit of the duty cycling technique is that it saves energy by alternating nodes between sleep and wake up modes [18] . With this approach, each node operates in a low duty cycle mode. That is, nodes spend most of the time in a sleep state, but periodically wake up for packet transmission and reception. Energy is therefore saved and the life of the node is extended. MAC protocols with duty cycles can be synchronous as described in [19] , [20] or asynchronous as in [21] , [22] . Asynchronous communications can further be categorized as either sender-initiated [21] or receiver-initiated [22] . The latter offers better performance as it utilizes the full bandwidth of an underwater channel [23] .
In this paper, we present a receiver-initiated REMEDY MAC. 1 An AUV traverses the network to receive data from each node and arrives at a specific location. However, due to the limited energy of acoustic sensors, the lifetime of the network will be short if all nodes are always in idle listening mode to receive the AUV's arrival message. 1 The preliminary results of the scheme have already been published in MTS/IEEE OCEANS 2018 held in Kobe, Japan.
Therefore, we propose a mechanism for the sender node to perform an additional task to maintain the wake up schedule of its neighbors and report it on the AUV's arrival. The schedule receiver node (SRN) is the node that keeps the schedule and looks for the AUV. The node that collects data is called the data receiver node (DRN) 2 . The scheduling allows the DRN to determine when the AUV should move to another location and the neighbors of the SRN can sleep to save energy.
When a node wakes up, it scans the channels for any transmissions. If a channel is idle, the node offers to become the SRN for its one-hop neighbors, by broadcasting a packet that contains the amount of data it has for DRN and its current residual energy information. If there is an SRN or another node that has woken up before this node and has more energy, this node will get a reply as to when to next wake up. However, if the SRN or another node has less energy than the sender node, it will receive a reply nominating it to be the next SRN, and those nodes go to sleep. In the case of the SRN, it includes the current schedule in the reply.
The contribution of this paper is as follows:
• The proposed scheme adopts the receiver-initiated approach which deals well with addressing idle listening and overhearing. Thus, REMEDY-MAC achieves very high energy efficiency.
• We present an efficient data transmission and scheduling mechanism which avoids packet collisions, which reduces retransmission. Throughput and energy efficiency are therefore improved.
• We present and evaluate REMEDY-MAC and compare it with traditional RI-MAC, along with the recently published RidE-MAC and NeWT-MAC [24] . The proposed protocol outperforms others, having a more stable network and an extended lifetime. The remainder of this paper is structured as follows. In Section II, we review related work on underwater MAC. In Section III we describe the proposed network model. Section IV, describes REMEDY-MAC protocol in detail. In Section IV-C, a detail demonstration of REMEDY-MAC has been provided. Packet Loss Management in REMEDY-MAC is explained in IV-D. The performance evaluation of REMEDY-MAC is presented in Section V. Finally, Section VI concludes the paper.
II. RELATED WORKS
Multiple nodes should share a broadcast channel efficiently and fairly, so Underwater MAC is an important component of UWSN. Focusing on the need to achieve energy efficiency and high throughput, MAC protocols that handle large propagation delays must be considered [25] , [26] . Recently, substantial efforts have been made in the design and analysis of receiver-initiated UWSN MAC schemes. These schemes are classified into two types: receiver-initiated and senderinitiated MAC protocols. In sender-initiated MAC schemes, sender nodes agree upon when to start the data communication. For example, in [27] - [30] , the authors designed various sender-initiated protocols that handle collisions amongst handshaking, propagation delays, and collision avoidance, and which achieve high channel utilization. However, a major disadvantage of these techniques is that they are susceptible to high overheads and significant energy consumption [31] .
In contrast, duty cycle receiver-initiated MAC protocols, also a core focus of this paper, attempt to alleviate the high overhead and energy consumption by using the receiver to initiate handshaking and data communications. Duty cycle MAC protocols are categorized with respect to their synchronization requirements. There are asynchronous and synchronous duty cycle MAC protocols. Asynchronous duty cycle protocols have the benefit of using the full bandwidth of the UWSN channel and are usually preferred [23] . However, idle listening, as mentioned earlier, remains a primary contributor to energy consumption in such schemes, and as a result, various techniques based on duty cycles have been proposed in an attempt to address this challenge.
In the synchronous duty cycle MAC, the authors in [32] designed a variant of the traditional TDMA protocol that aims to achieve a higher channel utilization than that of contemporary TDMA approaches. A different approach, ST-MAC [33] , employs the use of a Spatial Conflict Graph (STCG) to avoid delays brought about by the exposed node problem. In STUMP [34] , the authors proposed another TDMA-like approach, which uses propagation delay information to prioritize conflicting packet transmissions. Centralized and distributed algorithms, along with a set of TDMA scheduling constraints, were introduced to solve the scheduling problem. Transmission order between conflicting nodes is then defined. After the order is fixed, the scheduling conflict is solved by employing the Bellman-Ford algorithm. In [35] , the same authors improved their scheme by adding routing capabilities. Typically, TDMA is used in a centralized manner and is not resilient to failures. Scheduling using distributed algorithms requires a network-wide overhead in the UWSNs.
A duty cycling based graph coloring mechanism named an efficient collision-free graph coloring MAC protocol (GC-MAC) was introduced in [36] . Sensor nodes are associated with different colors such that the nodes with the same color can undergo concurrent transmission. Fixed time slots are associated with the individual color in which nodes wake up and transmit and receive data while remaining asleep in other slots. In addition, a conflict detection algorithm is also proposed to resolve conflicts along with the near-far effect, spatial-temporal uncertainty, and hidden/exposed node problems. Distributed TDMA based MAC scheduling protocol (DL-MAC) for underwater sensor networks was proposed in [37] . In DL-MAC clustering approach with depth based multilayering technique mitigates the media access collision while assigning dedicated time slots to every individual sensor node. Operating two sensor nodes can utilize the same time slot while confirming the concurrent communication will not interfere with each other based on the node to node distance.
The work in [31] , compares the performance between receiver and sender initiated MAC. The work investigated these two types of MAC over different scenario of single and multi-hop network architectures. In terms of delay and throughput, the authors found that receiver initiated MAC is suitable for light traffic whereas sender based protocol performs better as the number of nodes in the network increases. However, the sender initiated MAC consumes significantly higher energy as nodes in the network increase. In addition, the paper concluded sender initiated protocols may still suffer from collision.Another approach is to combine duty cycling with slot based approach as in [38] . Each node wakes up in some slot and sleeps for the rest. Within each slot, there are sub-slots, selected by a node randomly to avoid the collision. However, synchronization in UWSN, due to propagation delay, is a difficult task that would make such an approach hard to implement.
Based on state-of-the art-architectures reported in the literature, a distributed multimedia monitoring system was introduced in [39] . Once data is delivered using underwater acoustic communications from the sensor nodes placed at some depth, standard Zigbee and WiFi technologies are used for surface communications. A three-tier integrated application-driven communications architecture was introduced that used standard Charge-Coupled Device (CCD) cameras for underwater monitoring. T-Lohi-MAC [40] was used to dissipate the information underwater towards the surface sink. For wireless mesh networks, an energy-saving mechanism was introduced in [41] in which the nodes that do not participate in the communication turn off their wireless interfaces. As a result, the nodes save energy while causing less interference for the neighboring sensing nodes.
In the asynchronous category, the authors of [42] proposed RIPT, in which the receiver exploits the propagation delay to produce a transmission schedule for its neighbors. However, periodic packet transfers mean that the receiver node must anticipate when to start packet transmissions. This is difficult under changing network traffic conditions. The prediction of all neighbor nodes also results in unpredictable collisions in a circle around the anticipated nodes. The authors of [43] proposed a technique which permits two or more nodes to communicate with the receiver using only one handshake. In [44] the sender nodes that have data packets to be transmitted first reserve a channel, after which an order list is generated. The data packets of these nodes are transmitted according to the order list. To improve channel utilization and avoid collisions, propagation delay information is used to adjust the times of control packet transmissions.
As in some of the aforementioned MAC protocols, REMEDY-MAC aims to improve channel utilization, network throughput and network lifetime by employing a receiver-initiated handshake. Sender nodes with dynamic duty cycles manage their wake up times based upon the level of residual energy and form a Schedule receiver node uses to collect data packets, thus alleviating packet collisions.
III. NETWORK MODEL
In our network model, after a huge number of sensors are deployed, we assume that the deployment area is divided into sectors during network planning and management phase. In each sector, nodes are either planted on the ground or anchored, as shown in Fig. 2 . Although anchored nodes swing, creating movement, communication within the sector can still be maintained. Nodes that belong to the same sector can directly communicate with each other. The DRN has full knowledge of the network, and it visits each sector in order to collect data. DRNs path planning, which decides the next sector to be visited, is out of the scope of this work. This and other network architecture models for IoUT are described in [13] , [45] . In the real world, these approaches have been deployed in oil exploration, seismic monitoring, oil and gas pipe leak monitoring and optical fiber monitoring. The sensor nodes are assumed to maintain their deployment positions using a winch-based approach [46] .
While waiting for the arrival of a DRN, nodes exchange scheduling information on a duty cycle, to reduce energy consumption. An SRN maintains a schedule table (ST ) containing this information. When a node with more energy than the current SRN is available, the ST is passed to this node, which will become the new SRN. Finally, upon the arrival of the DRN, the current SRN passes the ST to the DRN. Note that the ST is used by the DRN to determine the wake up time of nodes which have data to transmit, which means that the AUV will also know when it has completed collecting data from this sector and can move to the next.
All message exchange, except for data, is done using a beacon frame (Fig. 3) . Every frame contains the fields indicated by solid lines, whereas the fields indicated by dashed rectangles are optional, and depend on the message type. The BT field determines whether 7this beacon is scheduling a request or a reply, and a data transmission request or acknowledgment. Table 1 shows the values and meanings of the BT field.
IV. REMEDY-MAC
Here we present the design of the proposed communication protocol REMEDY. Communication in REMEDY has two phases: the Scheduling Phase and the Data Delivery Phase.
A. SCHEDULING PHASE (NO DRN)
In the Scheduling Phase, the nodes that reside in the same sector communicate with each other. The Scheduling Phase begins when a sender node wakes up to find out whether the DRN is available, with an intention to forward its data. However, before transmitting any data, a node that wakes up keeps on listening to the channel for a short time and is termed the waiting data receiver (W ). The purpose of waiting in the W is to determine if there is another transmission in this sector such that collision is avoided. The duration of the W is calculated as
where; P max is the maximum propagation delay, R tr is the time required to transmit the DRN or SRN Request beacon, and G t is the random guard time.
At the end of a W if the node does not receive anything it broadcasts a beacon with 00 in the BT ( Table 1 ). The purpose of this beacon is to inquire whether there is any SRN available in the network, and is termed the SRN Request beacon. The transmitted control beacon contains information about Source ID, Destination ID, Residual Energy, and size of data available for transmission, along with other fields. After broadcasting the SRN Request beacon, the sender node goes into a listening mode for a predefined amount of time termed the waiting time (Wt), which is defined as; Wt = 2 × (R tr + Rr tr + P max ) + G t where; Rr tr is the time required to transmit the DRN Reply beacon. If Wt expires and the sender node does not receive any SRN Reply beacon, it assumes that it is the only node that is awake at the current time, and takes on the role of SRN. The responsibilities of the SRN are to manage the network within one-hop communication range while being awake and listening to the channel for the designated time. The SRN also maintains the ST containing the Node ID and the next wake up time (N ) information of the nodes that went to sleep after communicating with the SRN. Every time a new node wakes up and broadcasts its SRN Request, SRN receives the request, extract the residual energy of the sending node from RE field, and then compares it with its own residual energy. If the residual energy of the sender is higher then the task of the SRN will be transferred to the sender node by transmitting a SRN Reply beacon in response, and waking up later at a calculated N. Otherwise, the sender node is instructed using the SRN Reply beacon to wake up later at a specific N . The SRN Reply beacon contains 01 in the BT. The SRN calculates the N for i th sleeping node as;
where; N o is fixed wake up time of the first sleeping node. D is the data delivery duration during which a node can deliver the data to the DRN. Dt tr is the time requires to transmit the data packet. When the SRN responsibility is passed to another node than the ST is also included in the SRN Reply beacon. Algorithm 1 shows the pseudo code of the procedure stated above.
B. DATA DELIVERY PHASE (WHEN DRN ARRIVES)
This phase is initiated when the DRN arrives and transmits a request beacon to announce its presence so that the SRN delivers its data along with the ST. The request beacon contains the value 10 in the BT field and is termed the DRN Request beacon. Once the SRN receives the DRN Request beacon, it transmits its data along with the ST. The ST is used by the DRN to determine the wake up time of nodes that have data to transmit. Upon successful reception of the data, the DRN transmits a DRN Reply beacon with 11 in the BT field to acknowledge, and to invite the other nodes to transmit the data if any other node is in active listening mode. With the help of the ST, the DRN will know when it has completed collecting data from this sector and will move to the next sector accordingly. Algorithm 2 shows the pseudo code for the procedure.
C. DEMONSTRATION
In this section, we discuss the working principles of REMEDY. For the sake of simplicity, we assume three nodes for the scheduling phase and add an AUV for the data delivery phase. As illustrated in Fig. 4 , node A first transmits a Request beacon after listening to the channel for a fixed W time. Node A then starts listening to the channel for a fixed Waiting Time. By the end of WT , A announces itself as an SRN by the transmission of an SRN Reply beacon. Following the same procedure, consider when another node, C, that has higher residual energy, wakes up and transmits an SRN Request beacon. A will determine that C has better energy, so it hands the role of SRN to C.
Then node A transmits an SRN Response beacon announcing node C as the next SRN and turns its transceiver to the idle state after including the next wake up time of itself in the ST and sends an SRN Response beacon to C. Next, when 19 Move towards next destination means, node C will direct node B to go to sleep by assigning the next wake up time to node B, while the SRN continues to listen to the channel.
As shown in Fig. 5 , after receiving the DRN request, node C, the current SRN, transmits its data along with the ST that contains the next wake up time information for the nodes in the network. After receiving an acknowledgement, the SRN node C turns its transceiver to the idle state. The DRN follows the mechanism of ending DRN request beacons one by one to every node that wakes up based upon the ST received by the SRN. After successful reception of a data packet, the DRN transmits a DRN Response beacon that can perform the dual functions of acknowledging the sent data as well as inviting another available node to send the data, as illustrated in case of node B.
D. PACKET LOSS MANAGEMENT
REMEDY-MAC operates using a one-hop communication distance, which means all the sensor nodes can listen to each other. The DRN arrives in the one-hop transmission vicinity for that sector when it arrives for data collection, and packet errors due to collision and packet loss can occur in both phases. REMEDY-MAC provides a basic packet retransmission mechanism in case of packet error. Sensor nodes always stay in an active state, listening to the channel, unless they get some confirmation from the neighboring nodes before going to sleep. This continuous listening and simple packet retransmission mechanism can effectively reduce the probability of packet loss. The design of the protocol can manage packet losses as illustrated in Fig. 6 . Suppose an SRN (Node A) misses the SRN request beacon from a node that just woke up (Node C). This means C will assume the SRN, which is bad as we already have A as SRN. According to the schedule, phase C has to send a Reply beacon, which is now detected by A. At this moment, on the residual energy principle, Node A will either instruct Node C to go to sleep or will itself go to sleep after announcing the NWT in the SRN reply beacon. In the example illustrated in Fig. 6 , Node A goes to sleep, whereas Node C performs the function of the SRN. Every beacon transmitted contains residual energy information. Irrespective of the number of active nodes, after the exchange of some messages, there will only be one active SRN in the network.
Similarly, in the data collection phase, due to the harsh underwater environment, some packet errors can also occur. This situation is illustrated in Fig. 7 , where the network has Node C as the SRN that loses the DRN request beacon. In that case, the DRN will keep retransmitting the DRN request beacon after some time to collect a data packet in response. In Fig. 7 , the SRN successfully receives the second DRN request beacon and in response forwards the data packet, which was also lost by the DRN. The DRN once again retransmits the DRN request beacon, addressing the SRN. In the third try, the data packet is successfully delivered to the DRN. Meanwhile, Node A also woke up, however it kept itself in the listening mode unless it receives a DRN request beacon to send the collected data packet. 
V. PERFORMANCE EVALUATION AND DISCUSSIONS
In this section, we describe the simulation analysis of the proposed REMEDY-MAC. The performance of REMEDY-MAC was evaluated and compared with the closely related recently published algorithms RidE-MAC and NeWT-MAC protocols [24] along with conventional RI-MAC [22] . In RidE-MAC protocol, among the sensor nodes that have some data to be sent to the intended receiver, the sensor node that wakes up first remains awake and manages the network by scheduling the next wake up time of the sender nodes that wake up later. Once the receiver node is available, the first awake sender node sends its collected data along with next awake time schedule of the sender nodes that went to asleep. Whereas in NeWT-MAC among the two awake sender nodes, the sender nodes that wakes up last manages the network by making early awake sender node to go to sleep and keeping schedule of it. Following this mechanism, once the receiver node is available, the last awake sender node forwards the next awake time schedule of the sender nodes that earlier went to sleep along with the data is sensed.
To evaluate the schemes, we adopted and used the default underwater communication models introduced in aquasim-ng [47] . One sector was created in which the sensor nodes were placed in grid form consisting of two layers at depths of 2-2.15 km. The node-to-node distance in the grid was kept fixed at 150 meters while all sensor nodes were at one hop from each other. The data collection point was kept fixed for the DRN to arrive and collect data from at the center of the grid at a depth of 1.85 km. In the simulation, the G t was fixed at 1 × 10 −3 seconds. For the first time of every cycle, the sensor nodes wake up randomly within 40 minutes, in search of DRN to deliver the data packet. The DRN arrives at the data collection point randomly while the minimum and maximum difference between two consecutive trips was kept to 20 and 40 minutes respectively, and leaves after collecting data from all of the nodes in the network. The reception power and idle listening power is same and are set to 0.024 watts, and the transmission power of the nodes is set to 0.203 watts [24] .
With the increase in data size, data sender node active service time percentage was evaluated in Fig. 8 . The trend showed that the increase in the size of a data packet does not have a significant impact on the active service time. However, when the schemes are compared, it is very clear that the presented REMEDY-MAC had the least node active service time percentage due to sleep and wake up scheduling. The evaluation result also showed that NeWT-MAC had close resemblance to the trend observed for the REMEDY-MAC. For RidEMAC, sensor nodes were in the active state for about 25% of the time. In the case of RI-MAC, the sensor nodes remained awake for almost the whole time because of the absence of a sleep and wake up mechanism.
The effect of the number of the sensor nodes in the network on residual energy was evaluated in Fig. 9 . The plot showed that the mean residual energy of the sensor nodes in the network increased with the increase of a number of nodes for the proposed REMEDY. Due to the increase in the number of nodes, the responsibility acting as SRN node is shared by different sensor nodes, which resulted with an increase of the mean residual energy in the network nodes. In case of RI-MAC and RidE, the residual energy of the sensor network decreases with the increase in the number of nodes subjected to the number of packets collided in the network due to multiple transmissions at the same time. Again, when compared, the performance of REMEDY was better than that of the other protocols.
Node active service time of sender node during one successful data transmission between a sender and receiver node was presented in Fig. 10 . The trend showed that for the proposed REMEDY-MAC an increase in the number of nodes in the network for a fixed time leads to decreases in the active of the sensor nodes because of the availability of more neighbor nodes. The nodes can sleep for a longer time, which is less than that of NeWT-MAC. REMEDY-MAC also outperformed RidE and RI-MAC, in which, due to the absence of a sleep mechanism, nodes remain awake constantly. The residual energy of the sensor nodes was evaluated against data packet size, as shown in Fig. 11 . Simulation results indicated that with an increase in data packet size, the mean residual energy slightly decreases for all schemes. However, the decrease for RI-MAC was significantly higher than that of REMEDY, NeWT-MAC and RidE-MAC. Due to efficient energy management, REMEDY performed best while consuming the least energy in comparison with the other protocols. Network lifetime was evaluated by the passage of time in terms of the time of death of the first node, half of the nodes and the last node of the network, as shown in Fig. 12 . Due to continuous energy consumption and high energy decay rate, nodes in RI-MAC die earlier. However, nodes in REMEDY had the longest survival time for the first node, half nodes and last node death. It was clear that the proposed scheme outperforms the NeWT-MAC and RidE-MAC protocols.
Latency in terms of time difference when a node intends to send data and the time when the node receives the acknowledgement of sent data and was evaluated as shown in Fig. 13 . It was observed that latency increased with the increase in the number of nodes in a network. However, the cost of the sleep and wake up mechanism was prominent in REMEDY in the form of high latency that increases with the increase in the number of nodes in a network, in the same way as in NeWT. Due to random backoffs in RI-MAC due to packet loss, its latency was also found to be high. However, in the case of RidE-MAC, the end to end latency was found to be least. The continuous wake up mechanism had a significant effect.
Network lifetime in term of residual energy was evaluated as shown in Fig. 14 . The performance showed that with the passage of time, residual energy decreased for all MAC protocols, however the rate of energy decay was found least for the proposed REMEDY protocol. The energy decay rate of NeWT-MAC was higher than that of the proposed REMEDY because of its energy-efficient sleep and wake up scheduling mechanism. In RidE-MAC energy decay rate was higher than REMEDY-MAC. In RI-MAC, the rate of energy consumption rate was very steep over time. Fig. 14 also showed that the proposed REMEDY resulted in an extension of the network lifetime because of the low energy decay.
VI. CONCLUSION
In this paper, we propose a Receiver-initiated MAC based on energy-efficient duty cycling that reduces packet loss and idle listening and improves energy efficiency and network throughput. In REMEDY-MAC sender nodes that wake up before the receiver node (AUV) arrives take turns to listen to the channel based on their residual energy and form a Schedule Table of their next wake up times. When the AUV arrives, it uses this Schedule Table to collect the data packets without any collisions. In addition, we have provided a mechanism that caters for the sender nodes that are not included in the Schedule Table. Simulation results demonstrate that REMEDY-MAC reduces the overhead cost, packet loss, and overall duty cycle, and thus improves energy efficiency compared to the RI-MAC, RidE-MAC and NeWT-MAC protocols. In future work, we will attempt to make the proposed REMEDY-MAC protocol more general in nature, to efficiently support other types of network models.
