A new generalized hyper-parallel tempering Monte Carlo simulation method is presented. The method is particularly useful for simulation of many-molecule complex systems, where rough energy landscapes and inherently long characteristic relaxation times can pose formidable obstacles to effective sampling of relevant regions of configuration space. In this paper, we demonstrate the effectiveness of the new method by implementing it in a grand canonical ensemble for the Lennard-Jones fluid and the restricted primitive model. Coexistence curves and critical behavior have been explored by the new method. Our numerical results indicate that the new algorithm can be orders of magnitude more efficient than previously available techniques.
I. INTRODUCTION
Molecular simulations of complex systems are difficult, particularly at low temperatures, because configurations can get easily trapped in local energy minima, thereby precluding sampling of other, relevant regions of phase space. The inherently long characteristic relaxation times that often prevail in complex fluids further aggravate matters. Over the last few years several, powerful methods have been proposed to overcome the first difficulty; some examples are provided by multicanonical sampling, 1,2 1/k sampling, 3 simple tempering, 4 ,5 expanded ensembles, 6 J-walking, 7, 8 and parallel tempering. [9] [10] [11] While these methods are relatively effective at overcoming high-energy barriers, they do little to ''accelerate'' the slow relaxation of complex, many-molecule systems at low temperatures.
It has been increasingly recognized that open ensembles provide an effective means for overcoming slow-relaxation problems; molecules can get in and out of a system, thereby circumventing diffusional bottlenecks. In this paper we draw elements from simple and parallel tempering, J-walking, expanded ensembles, and histogram reweighting to propose a new, powerful Monte Carlo method for simulation of manymolecule systems. In doing so we combine the proven benefits of tempering or extended ensemble techniques with those of open-ensemble simulations. In this new method, configurations can hop simultaneously along several intensive variables. Furthermore, our formulation is well-suited for further combinations of expanded ensemble ͑or ''simple tempering''͒ with parallel tempering. To distinguish our more general formulation from conventional ͑one-variable͒ parallel tempering, throughout this manuscript we refer to the new method as ''hyper-parallel tempering Monte Carlo'' ͑HPTMC͒. As shown in this manuscript, hyper-parallel tempering is significantly more efficient than existing methods for simulation of phase transitions. The new algorithm is relatively simple, and has the added benefit of being easily incorporated into molecular-dynamics or Monte Carlo simulation programs with minor modifications to existing codes.
In order to demonstrate the usefulness of HPTMC, in this paper, we have chosen to work with two systems: The Lennard-Jones fluid and the restricted primitive model of electrolyte solutions. On the one hand, the Lennard-Jones fluid has generally been adopted as a benchmark system on which to test new algorithms. Extensive studies of its phase behavior facilitate significantly comparisons to literature data and to existing algorithms. On the other hand, the restricted primitive model has attracted considerable interest over this past decade; its liquid-liquid phase transition at low temperatures has posed a challenge to theoreticians, and literature data have often been called into question. We use HPTMC to study that phase transition.
The paper is organized as follows. We begin by describing in detail how hyper-parallel tempering works. We then define the models and give a brief description of methodological technicalities used in our work, such as histogram reweighting and finite-size scaling techniques. We then present the results for the Lennard-Jones fluid and the restricted primitive model, and we compare these to available data. We conclude the paper by discussing the advantages and disadvantages of the new method, and by outlining some of its possible future applications.
II. HYPER-PARALLEL TEMPERING MONTE CARLO
For the sake of generality, we consider an arbitrary ensemble whose partition function is given by
where x denotes the state of the system, ⍀(x) is the density of states, w(x) is an arbitrary weighting function for state x, f j 's are generalized forces or potentials, and the q j 's are the corresponding conjugate generalized coordinates of the system. A grand canonical ensemble can thus be recovered by setting
where ␤ϭ1/k B T, T is temperature, U(x) is the potential energy corresponding to configuration x, is the specified chemical potential, and N(x) is the number of particles in configuration x. Alternatively, an isobaric-isothermal NPT ensemble can be recovered by setting
where V(x) is the volume that corresponds to configuration x. We now consider a composite ensemble consisting of M, noninteracting replicas of the above mentioned ensemble, each at a different set of generalized forces and weighting function. The complete state of the composite ensemble is specified through xϭ(x 1 , x 2 , . . . , x M ) T , where x i denotes the state of the ith replica. We define the partition function of the composite ensemble according to
The un-normalized probability density of the composite state x is given by
To sample configurations from the composite ensemble, a Markov chain is constructed in such a way as to asymptotically generate configurations according to the limiting distribution function appearing in Eq. ͑5͒. Two types of trial moves are used to realize that Markov chain:
͑1͒ Standard Monte Carlo trial moves are used to locally update each of the replicas of the system. Since replicas do not interact with each other, standard Metropolis acceptance-rejection criteria ͑for the underlying ensemble͒ are employed within each replica. ͑2͒ Configuration swaps are proposed between pairs of replicas i and iϩ1, so that
To enforce a detailed-balance condition, the pair of replicas to be swapped is selected at random, and the trial swap is accepted with probability:
͑7͒
where ⌬ f j ϭ f j,iϩ1 Ϫ f j,i is the difference in generalized force f j between the two replicas, and ⌬q j ϭq j (x iϩ1 )Ϫq j (x i ) is the difference of the corresponding conjugate generalized coordinates.
So far tempering has been discussed for the case in which several fields are sampled at the same time. A further generalization is to now couple the technique to that of expanded ensembles ͑or ''simple tempering''͒, so one can simulate long polymer chains at high densities more efficiently. In this latter generalization, the whole simulation system consists of several expanded grand canonical ensembles. Each replica includes a tagged chain, whose length fluctuates during the simulation. When a swap trial move is attempted, these tagged chains are also switched. The corresponding acceptance criterion can be obtained by following a development analogous to the one presented above. More details of the generalization and its application are given elsewhere.
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III. MODELS AND SIMULATION METHODS
A. Models
In this work, we apply the hyper-parallel tempering method to two different molecular models. The first is the Lennard-Jones fluid. The potential energy between a pair of particle i and j, separated by a distance r i j , is defined by
͑8͒
where ⑀ is the depth of the attractive well, and is a parameter that controls the size of the particles. In this work, the Lennard-Jones potential-energy function is truncated at a cutoff distance r c . To be consistent with previous studies, we choose r c ϭ2.5, and the potential is left unshifted.
The restricted primitive model ͑RPM͒ of an ionic solution consists of 2N hard spheres of diameter , half of them carrying a negative charge and the other half carrying a positive charge. A solvent is not modeled explicitly; instead, it is simply considered as a dielectric continuum with dielectric constant D. The charged spheres interact via a Coulomb potential,
where z i e and z j e are the charges carried by ions i and j, respectively, e is the charge of the electron eϭ1.602 ϫ10 Ϫ19 C, and D 0 is the dielectric permeability of vacuum,
Note that the restricted primitive model requires that ͉z i ͉ϭ͉z j ͉.
Throughout this work results are reported in reduced units. For the Lennard-Jones fluid, the reduced temperature is defined as T*ϭk B T/⑀, where k B is Boltzmann's constant. The reduced density is defined as *ϭN 3 /V, with N being the number of particles and V the volume of the simulation box. For the restricted primitive model, the reduced temperature is defined as T*ϭ4DD 0 k B T/e 2 , and the reduced density is given by *ϭ2N 3 /V.
B. Simulation details
In this work, the hyper-parallel tempering method is implemented in the grand canonical ensemble. By substituting Eq. ͑2͒ into Eq. ͑7͒, we arrive at the following acceptance criteria for swapping two replicas:
where
Two kinds of trial moves are employed, namely, trial displacements of particles and trial creations or destructions of particles. The relative frequency of these two kinds of trial moves is set to be unity. For the restricted primitive model, the conventional Ewald sum method is used to calculate long-range contributions to the energy arising from the slowdecaying Coulomb potential. Conducting boundary conditions are employed in our calculations; It has been pointed out in the literature that such a boundary condition is essential for simulations of ionic systems. 20, 21 Particle creations and destructions are conducted in pairs to preserve electroneutrality. A distance-bias Monte Carlo scheme is also employed to further facilitate particle transfer moves. 23 During the simulation, the number of particles N and the total potential-energy U of each replica is recorded. The joint distributions p(N,U) are accumulated in the form of a histogram. Note that for the restricted primitive model, N is the number of particle pairs ͑the chemical potential is defined as the total chemical potential per ion pair͒.
C. Histogram reweighting technique
The histogram reweighting technique [12] [13] [14] is designed to extract a maximal amount of information from the results of a set of molecular simulations. It has been widely used to determine the near-critical and sub-critical coexistence properties of fluids. For completeness, in this work we provide a brief description of its implementation; for additional details, readers are referred to the original publications. In a grand canonical simulation, the relevant thermodynamic variables are the temperature T and the chemical potential . A simple grand canonical simulation can be conducted at TϭT 0 and ϭ 0 , and a two-dimensional histogram of energy and number of molecules can be constructed. The entries to such a histogram H(N,U) represent the number of times that the system is observed with N particles and potential-energy U. If the total number of realizations of the system is denoted by K, the probability P(N,U,T 0 , 0 ) that the system has N particles and energy U at T 0 and 0 is given by
The probability distribution for a grand canonical ensemble is given by
where ⍀(N,V,U) is the microcanonical partition function ͑density of states at N and U), and ⌶ is the grand partition function, given by
͑13͒
Combination of Eqs. ͑11͒ and ͑12͒ provides a Monte Carlo estimate of ⍀(N,V,U), given by
where wϭ⌶(,V,T)/K is a proportionality constant. Because ⍀(N,V,U) is independent of T and , the probability that the system has N particles and energy U at a different state point T and can be estimated according to
͑15͒
The average value of any function of N and U can therefore be estimated from
In practice, the extrapolation scheme provided by Eq. 15 is only useful if the distance between (T 0 , p ) and (T,) is not too large. The range of energy and number of particles covered by a single histogram is limited, and extrapolations beyond that range are unfounded. In order to expand the applicability of the histogram reweighting technique, several simulations can be carried out at different state points. Such simulations have traditionally been conducted independently of each other, i.e., in series. In this work, such simulations are conducted in parallel according to our tempering scheme; each replica corresponds to a different state point, and the resulting histograms are combined to generate thermodynamic predictions over a wide range of conditions.
The underlying bridge to combine multiple histograms is the fact that the microcanonical partition function ⍀(N,V,U) is independent of temperature and chemical potential. Estimates of ⍀(N,V,U) by Eq. ͑14͒ from different simulations should be consistent with each other ͑within the statistical uncertainty of the calculations͒. If histograms from different runs overlap sufficiently, it is possible to find a set of proportionality constants ͕w͖ so that this requirement is fulfilled. An optimal estimate of ⍀(N,V,U) can then be determined as a weighted average of ⍀'s extracted from different runs. Ferrenberg and Swendsen proposed an efficient method to determine the sought-after proportionality constants and the weighting factors: for R simulation runs, the optimal ͑unnormalized͒ probability distribution is given by In this work, we use a quasi-Newton method to solve the nonlinear equations ͓Eqs. ͑17͒ and ͑18͔͒.
At sub-critical temperatures, the grand canonical density distribution is characterized by a double peaked structure, provided the chemical potential is close to the coexistence value. If the so-called ''two-state'' approximation is adopted, 19 the criteria for phase equilibrium are equivalent to requiring that the areas under the two peaks be equal. The determination of the precise location of a coexistence point can, therefore, be achieved by simply tuning the chemical potential at any given temperature, until the areas under the two peaks become the same; the coexisting densities of the two coexisting phases then correspond to the mean densities under these two peaks.
D. Mixed-field finite-size scaling
The periodic boundary conditions generally employed in molecular simulations suppress long-range fluctuations; near a critical point, thermodynamic properties calculated by simulation are, therefore, different from those corresponding to the thermodynamic limit. However, it is possible to estimate with high accuracy the coordinates of the critical point by resorting to finite-size scaling techniques. 15, 16 For the systems studied here, the relevant scaling fields consist of combinations of the temperature and chemical potential and are given by
where is the thermal scaling field, h is the ordering scaling field, and subscript c serves to denote a quantity evaluated at the critical point. Parameters s and r, which control the degree or extent of field mixing, are system specific. Conjugate to the two scaling fields are two scaling operators, namely, the ordering operator M and an energy-like operator E. They consist of linear combinations of the particle density and the energy density uϭU/V
For the simple case of models with Ising symmetry ͑where sϭrϭ0), M is simply the magnetization and E is just the energy density.
In the critical region, the probability distributions of M and E exhibit a scaling behavior of the form
where ␣, ␤, and are universal critical point exponents. the fixed point limiting operator distributions P M * and P E * are also universal for all systems of a given universality class.
The quantities ␦M and ␦E measure deviations from criticality; ␦MϭMϪM c , ␦EϭEϪE c ; A and B are systemspecific constants. For the Ising universality class, the universal distribution functions mentioned above can be estimated from highresolution Monte Carlo simulations. 17 To estimate the critical point of an Ising-class fluid, the temperature, chemical potential and the mixing parameters are tuned so that the resulting distributions P L (M) and P L (E) collapse onto those of the Ising model. Values corresponding to the thermodynamic limit can be estimated by extrapolating finite-size values according to the scaling behavior
where ␣, , and are universal exponents. For the 3D ͑three-dimensional͒ Ising universality class, ␣Ϸ0.11, Ϸ0.54, ␤Ϸ0.312, and Ϸ0.629.
IV. RESULTS AND DISCUSSION
A. Results for Lennard-Jones fluids
In our calculations for Lennard-Jones fluids, we used 18 replicas, each having a box size Lϭ7. The temperature and chemical potential of each replica are reported in Table I . These values were selected to guarantee frequent swaps between replicas. Configuration swaps were attempted every 10 Monte Carlo steps; a total of 10 6 Monte Carlo steps were performed to generate the energy and density histograms required to construct joint (N,U) distributions for each replica.
During a simulation, we keep track of ''physical'' replicas as well as ''logical'' replicas. A physical replica is an actual collection of atoms that we follow throughout the course of the simulation. A logical replica is whatever configuration happens to visit a specific box at some specified conditions of temperature and chemical potential ͑e.g., box i, at i and T i ). Figure 1 shows the evolution of a logical replica at T*ϭ0.73 and ␤ϭϪ5.30, as a function of Monte Carlo steps; the ordinate axis indicates which physical replica happens to be visiting the logical replica at T*ϭ0.73 at any given time during the simulation. This serves to illustrate how configurations are swapped during the course of the simulation. As can be inferred from Fig. 1 , a physical replica visits each logical replica relatively frequently and uniformly. After a successful configuration swap, two logical replicas adopt a completely new configuration. Further, configurations corresponding to logical replicas at low temperatures and high densities are ''passed'' over to logical replicas at higher temperatures and lower densities; such configurations can then relax more expeditiously and then be passed back to lower temperature replicas. This process greatly ac- celerates the relaxation of the global system and facilitates sampling of phase space under adverse conditions of temperature and chemical potential. Figure 2 shows the probability density of the marginal distribution for the number of particles in the logical replica at T*ϭ0.73 and ␤ϭϪ5.30. The chemical potential of that replica corresponds to a thermodynamic state slightly off the saturated liquid line. We would like to emphasize the occurrence of two distinct peaks in that density distribution. Given the fact that the temperature is well below the critical temperature, the observed ''tunneling'' behavior between a condensed phase and its vapor indicates that the large freeenergy barrier associated with the vapor-liquid phase transition can be overcome by the hyper-parallel tempering method. Such a crossing of high-energy barriers greatly facilitates the simulation of phase transitions. In contrast to a multicanonical sampling method, this tunneling is achieved by simple configuration swaps, rather than by artificial, trialand-error flattening of free energy barriers; intermediate samples in unstable regimes are not necessary in this algorithm.
To demonstrate how accurately the new method can sample the relative weights of the two peaks, we also show in the figure the ''real'' density probability distribution corresponding the same thermodynamic conditions; the latter was calculated from histogram reweighting of data obtained from all 18 boxes. For clarity, that distribution is shifted by 0.05. Figure 3 shows the phase diagram calculated from histograms corresponding to all 18 logical replicas. Also shown are literature data for the same fluid. 18 As expected from a correct algorithm, the agreement between the two sets of data is satisfactory. The slight discrepancies at high temperatures are due to different definitions of the equilibrium saturated density. In this work we regard the mean density corresponding to a peak of the distribution as the equilibrium value; Wilding defines it as the peak value of the distribution. As can be seen in Fig. 3 , the proposed method is able to generate phase equilibrium data at temperatures and densities in the near vicinity of the triple point of the truncated LennardJones fluid ͑e.g., T*ϭ0.60 and *ϭ0.86). A simple Gibbs ensemble method or conventional grand canonical simulations would be difficult and unreasonably demanding under such conditions. As a measure of the efficiency of the new method, we show in Fig. 4 the autocorrelation function of the average potential energy per atom, evaluated at the lowest temperature replica studied here (T*ϭ0.60 and *ϭ0.86). As can be seen in the figure, for hyper-parallel tempering the energy autocorrelation function decays to zero after about 2000 Monte Carlo ͑MC͒ steps. For a conventional grand canonical simulation, it decays to zero after about 20 000 steps. From an energy autocorrelation point of view, hyper-parallel tempering is about one order of magnitude more efficient than the conventional method. Note, however, that for simulations of phase transitions, a more appropriate measure of efficiency is provided by the ''tunneling time,'' i.e., the time required to observe a jump from a vapor-like phase to a liquidlike phase during a simulation. A conventional method is unable to produce such jumps, at least not in a reasonable amount of time; hyper-parallel tempering routinely gives rise to such jumps. In this regard, the new method is considerably more efficient than existing algorithms for open ensembles: Difficult simulations that were not possible with previously available techniques could become feasible with HPTMC.
B. Results for the restricted primitive model
In this work, four different box sizes are used for the restricted primitive model: Lϭ13, 15, 16, and 17. The length of the runs is about 1 to 2ϫ10 6 MC steps, depending on the box size. For the Lϭ13 box, 13 replicas are used to get the coexistence curve. For other box sizes, 3-6 replicas are used, mainly to explore the behavior of the model near the critical point. The coexistence curve near the critical point, of course, can also be obtained by these runs. Again, the values of temperature and chemical potential of these replicas are chosen close enough to each other so that configuration swaps can occur frequently. Also, they are chosen to be in the neighborhood of the coexistence curve. Table II reports the values for Lϭ13. We estimated the critical point of the restricted primitive model by matching the order parameter distribution onto the Ising universal form.
17 Figure 5 shows the result of such matching. As the runs are not too long ͑only 1 to 2ϫ10 6 MC steps͒, the quality of the matching is not perfect, but it is still satisfactory. We also observed that for the smaller boxes, there are not enough data points on the low-density side; for the largest box size, however, the situation is much better. The box-size dependence of the critical temperature and critical density is shown in Figs. 6 and 7, respectively. Our estimates of critical temperature and density for infinite box size, along with those reported by earlier researchers, are summarized in Table III . Within the uncertainty of the calculations, our results are consistent with those reported by earlier researchers. 23, 24 Note, however, that our simulations and extrapolations to infinite size suggest that the precise value of c * is slightly lower than that reported in previous studies. In addition, Figs. 6 and 7 also show that the slopes of the linear relationship between the critical parameters and system size are quite different from those reported by Orkoulas et al. 23 The coexistence curve of the restricted primitive model is shown in Fig. 8 . Our results are compared with earlier data reported by Panagiotopoulos, 25 Caillol, 26 and Orkoulas and Panagiotopoulos. 22, 23 Our results exhibit small but systematic deviations from the latest data reported by Orkoulas and Panagiotopoulos. 23 On the high-density side, our results are systematically smaller than the reported data, while on the low-density side, our results are slightly higher. At this point, the origin of such disagreement is uncertain. One possible origin could be that in our simulations, metal ͑conducting͒ boundary conditions are applied in the calculation of the Ewald sum, while in Orkoulas and Panagiotopoulos work, vacuum boundary conditions were employed. As mentioned earlier, it has been argued in the literature that conducting boundary conditions should be used for simulations of charged systems. The source of the discrepancy could also be that the simulation method employed here is more efficient than that of Orkoulas and Panagiotopoulos, and it therefore, permits simulations of larger systems with a smaller degree of correlation between successive configurations; our results correspond to systems that are generally much larger than those employed by Orkoulas and Panagiotopoulos. 23 In that regard, we would like to draw special attention to the computational effort required for our simulations. As mentioned above, 10 6 configurations were used to construct the coexistence curve. Multiplying by the number of boxes, a total of about 10 7 configurations were generated. Orkoulas and Panagiotopoulos report that, to obtain results of comparable accuracy using a grand canonical method, about 10 9 configurations are necessary. These numbers suggest that the new hyper-parallel tempering method is about two orders of magnitude faster than grand canonical ensemble simulations of comparable systems.
V. CONCLUSIONS
In this work, we have presented a new generalized hyper-parallel tempering Monte Carlo simulation method. The method has been shown to be superior to conventional simulation techniques for the study of phase transitions in fluids. The method has the added benefit of being remarkably simple to implement. While some preliminary trial and error runs is necessary to optimize the performance, we found that this could be done with relative ease. We demonstrated some of its advantages by applying it to the simulation of a simple truncated Lennard-Jones fluid, down to temperatures close to the triple point, and to the simulation of the restricted primitive model. Our results for the Lennard-Jones fluid are completely consistent with the literature. Our results for the PRM exhibit small but systematic deviations from those reported by previous authors for smaller systems. Our results also show that the new method is capable of overcoming the large free energy barrier associated with a vapor-liquid or liquidliquid phase transition, and that it is also capable of relaxing the system much faster than traditional grand canonical ensemble simulations.
One disadvantage of the method is that a good set of temperatures and chemical potentials must be chosen in order to maximize the efficiency of the method. This can be achieved by a few short test runs in small systems. Two major considerations must be taken into account for selection of appropriate simulation conditions: ͑1͒ For simulation of coexistence, the state points should be near the coexistence curve. For lower temperatures, it is better to be slightly off to the liquid side; since the vapor density is very small at low temperatures, simulations at such low densities usually do not provide much information. ͑2͒ The state points of neighboring replicas must be close to each other, so that enough configuration swaps can occur. As the box size becomes large, state points must be closer; this is a reflection of the fact that the relevant distribution functions become narrower as the system gets larger.
The first consideration is not unique to HPTMC, but it occurs whenever VT and histogram reweighting techniques are employed. Fortunately, the chemical potential can be manipulated with relative ease, particularly for small systems, to explore the phase behavior approximately. Our experience suggests that this preliminary search of phase space requires only a small fraction of the overall computer time requirements. The second consideration also arises whenever multihistogram reweighting techniques are employed to analyze data from a series of simulations. Unless the degree of overlap between histograms is sufficiently large, multihistogram reweighting techniques are not useful for calculating phase diagrams. By construction, if two histograms overlap sufficiently, the HPTMC method gives rise to a reasonable acceptance rate for swap trial moves. One could therefore argue that if a histogram reweighting technique is to be used, HPTMC does not incur in additional computational requirements and it improves efficiency significantly. In this work, our selection of state points led to an acceptance rate of ϳ20%-30% for configuration swap attempts. Note, however, that at these preliminary stages of our work we have not made any attempts to optimize the swapping rate and examine its effects on overall efficiency.
