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Abstract
Interest in continuous-time processes has increased rapidly in recent years, largely because
of high-frequency data available in many applications. We develop a method for estimating
the kernel function g of a second-order stationary Lévy-driven continuous-time moving av-
erage (CMA) process Y based on observations of the discrete-time process Y ∆ obtained by
sampling Y at ∆, 2∆, . . . , n∆ for small ∆. We approximate g by g∆ based on the Wold
representation and prove its pointwise convergence to g as ∆ → 0 for CARMA(p, q) pro-
cesses. Two non-parametric estimators of g∆, based on the innovations algorithm and the
Durbin-Levinson algorithm, are proposed to estimate g. For a Gaussian CARMA process we
give conditions on the sample size n and the grid-spacing ∆(n) under which the innovations
estimator is consistent and asymptotically normal as n → ∞. The estimators can be cal-
culated from sampled observations of any CMA process and simulations suggest that they
perform well even outside the class of CARMA processes. We illustrate their performance
for simulated data and apply them to the Brookhaven turbulent wind speed data. Finally
we extend results of Brockwell et al. (2012) for sampled CARMA processes to a much wider
class of CMA processes.
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1 Introduction
We are concerned in this paper with causal continuous-time moving averages of the form
Yt :=
∫ ∞
−∞
g(t− s)dLs, t ∈ R, (1.1)
where {Lt}t∈R is a Lévy process with EL1 = 0 and EL21 = σ2 < ∞. The kernel function g
is assumed to be square integrable, zero on (−∞, 0] (for causality) and such that the Fourier
transform g˜(ω) :=
∫∞
−∞ e
itωg(t)dt is non-zero if the imaginary part of ω is greater than or equal to
0. (This minimum phase property is the continuous-time analogue of the discrete-time notion of
invertibility.) The process Y defined by (1.1) is then a zero-mean strictly and weakly stationary
process. For the estimation of g discussed in Sections 4 and 5 we make the additional assumption
that L has been standardized so that σ2 = 1, since otherwise g is identifiable only to within
multiplication by a constant. In the special case when L is Brownian motion the process (1.1) is
Gaussian, but by allowing L to be a second-order Lévy process we greatly expand the class of
possible marginal distributions for Yt.
The integral in (1.1) is understood in the L2-sense and, since we use only second-order
properties in our analysis, the results apply more generally to processes defined by (1.1) when
L is a process with stationary orthogonal increments such that EL1 = 0 and EL21 = σ2 as in
Doob (1990) Ch. IX. It is important to note however that when L is a given Lévy process, Y is
completely characterized by g, while the spectral density of Y characterizes only the second-order
properties. Throughout this paper, stationarity will always mean weak stationarity.
Examples of CMA processes are the Ornstein-Uhlenbeck process, with g(t) = eλt1(0,∞)(t),
where λ < 0, and the more general class of continuous-time autoregressive moving average
(CARMA) processes studied by Doob (1944) for Gaussian L. State-space representations of
these processes were exploited by Jones (1981) and Jones and Ackerson (1990) for dealing with
missing values in time series, and by Brockwell (2001) for the study of Lévy-driven CARMA
processes. Long-memory versions have been developed by Brockwell and Marquardt (2005) and
Marquardt (2006). CMA processes, and in particular CARMA processes, constitute a very large
class of continuous-time stationary processes, the latter playing the same role in continuous time
as do the ARMA processes in discrete time. Estimation for continuous-time processes has been
considered from various points of view by many authors including Phillips (1959), Pham (1977),
Robinson (1977) and Bergstrom (1990).
The present paper was motivated by a study of the Brookhaven turbulence data (see Ferraz-
zano (2010) for a detailed description and further references). The data consist of twenty million
values, sampled at 5000Hz (i.e. 5000 values per second) over a time interval of 4000 seconds.
One of the goals was to estimate the kernel g in a model of the form (1.1) for the underlying
continuous-time process from which the observations were sampled. It is intuitively clear that
the kernel g should be closely related to the coefficients ψ∆j in the Wold representation,
Y ∆n =
∞∑
j=0
ψ∆j Z
∆
n−j , n ∈ Z, {Z∆n }n∈Z ∼WN(0, σ2∆), (1.2)
of the sampled process Y ∆ = {Yn∆}n∈Z when the temporal spacing ∆ of the observations is
very small. In Section 3 we make this connection precise for the class of CARMA processes by
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showing that, as ∆→ 0, the function
g∆(t) :=
∞∑
j=0
σ∆√
∆
ψ∆j 1[j∆,(j+1)∆)(t) (1.3)
converges pointwise to σg (or to g if L is standardized so that EL21 = 1). Proof of this result
requires a more precise analysis of the relation between the continuous-time process Y and the
sampled sequence Y ∆ than the one given in Brockwell et al. (2012). The proposed estimators of g
are non-parametric estimators of g∆ obtained by either Durbin-Levinson or innovations algorithm
estimation of ψ∆j and σ∆. In the important Gaussian case consistency of the innovations estimator
is established as Corollary 4.5 and a central limit theorem is given as Theorem 4.6.
Although our analysis focuses on CARMA processes, the estimation algorithms can be applied
to the sampled observations of any CMA process of the form (1.1) since they involve only
the estimation of ψ∆j and σ∆ with ∆ small. In Section 4 we illustrate the performance of the
estimators using simulated data and in Section 5 we apply them to the Brookhaven data discussed
above. The outcome of a detailed statistical analysis of turbulence data is presented in Ferrazzano
and Klüppelberg (2012).
In Section 6 we extend the asymptotic results of Brockwell et al. (2012) to a broader class
of CMA processes, which includes fractionally integrated CARMA processes, and discuss their
implications for local sample-path behaviour.
We use the following notation throughout: <(z) denotes the real part of the complex num-
ber z; B denotes the backward shift operator, BY ∆n := Y ∆n−1 for n ∈ Z. a(∆) ∼ b(∆) means
lim∆→0 a(∆)/b(∆) = 1;
2 The sampled sequence Y ∆ when Y is a CARMA(p, q) process
For non-negative integers p and q such that q < p, a CARMA(p, q) process Y = {Yt}t∈R, with
coefficients a1, . . . , ap, b0, . . . , bq ∈ R, and driving Lévy process L, is defined to be a strictly
stationary solution of the suitably interpreted formal equation,
a(D)Yt = b(D)DLt, t ∈ R, (2.1)
where D denotes differentiation with respect to t, a(·) and b(·) are the polynomials,
a(z) := zp + a1z
p−1 + · · ·+ ap and b(z) := b0 + b1z + · · ·+ bp−1zp−1,
and the coefficients bj satisfy bq = 1 and bj = 0 for q < j < p. The polynomials a(·) and b(·) are
assumed to have no common zeroes and, for Y to be causal and minimum phase, their zeroes
all lie in the open left half plane. The Lévy process L is assumed throughout to satisfy ELt = 0
and Var(Lt) = σ2|t| for all t ∈ R.
The kernel (see Brockwell and Lindner (2009)) is
g(t) =
1
2pii
∫
ρ
b(z)
a(z)
etzdz 1(0,∞)(t) =
∑
λ
Resz=λ
(
etz
b(z)
a(z)
)
1(0,∞)(t), (2.2)
where the integration is anticlockwise around any simple closed curve ρ in the interior of the left
half of the complex plane, encircling the distinct zeroes λ of a(z), and Resz=λ(f(z)) denotes the
residue of the function f at λ.
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The spectral density f∆ of the sampled process Y ∆ is (see Brockwell et al. (2012), Section 2)
f∆(ω) =
−σ2
4pi2i
∫
ρ
b(z)b(−z)
a(z)a(−z)
sinh(∆z)
cosh(∆z)− cos(ω)dz, −pi ≤ ω ≤ pi, (2.3)
where the integral, as in (2.2), is anticlockwise around any simple closed curve ρ in the interior of
the left half of the complex plane, enclosing the zeroes of a(z). It is well-known (see e.g. Brockwell
and Lindner (2009)) that the sampled process Y ∆ satisfies the ARMA equations,
φ∆(B)Y ∆n = θ
∆(B)Z∆n , n ∈ Z, (2.4)
where B is the backward shift operator, φ∆(z) is the polynomial,
φ∆(z) =
p∏
j=1
(1− eλj∆z), z ∈ C, (2.5)
λ1, . . . , λp are the zeroes of the polynomial a(z), θ∆(z) is a polynomial of degree less than p,
whose zeroes can be chosen, by the minimum-phase assumption on Y , to lie in the exterior of the
unit disc, and (Z∆n )n∈Z is an uncorrelated sequence of zero-mean random variables with variance
which we shall denote by σ2∆. The Wold representation of the sampled process is then given by
(1.2) with ψ∆j the coefficient of z
j in the power-series expansion,
ψ∆(z) :=
∞∑
j=0
ψ∆j z
j =
θ∆(z)
φ∆(z)
(2.6)
Although, for any given CARMA process it is a trivial matter to write down the autoregressive
polynomial φ∆(z), it is a much more difficult problem to determine θ∆(z). Although θ∆(z)
cannot be written down explicitly (except in the special case when Y is a CARMA(2,1) process)
its asymptotic behaviour, as ∆ → 0 is specified by the following theorem which is proved in
the Appendix. This theorem, with (2.5) and (2.6) will determine the asymptotic behaviour of
ψ∆j and σ∆ as ∆ → 0, thereby enabling us to establish the pointwise convergence of the Wold
approximation g∆ in (1.3) to the kernel g.
Before stating the theorem we need to introduce some notation. We first write the autore-
gressive and moving average CARMA polynomials in (2.1) as
a(z) =
p∏
i=1
(z − λi) and b(z) =
q∏
i=1
(z − µi), (2.7)
and define
ζk = 1 + µk∆, k = 1, . . . , q. (2.8)
The coefficients ξi, i = 1, . . . , p− q − 1, are defined to be the zeroes of the polynomial α(x), the
coefficient of z2(p−q)−1 in the expansion of sinh(z)/(cosh(z) − 1 + x) in powers of z. Finally we
define
η(ξi) := ξi − 1±
√
(ξi − 1)2 − 1, i = 1, . . . , p− q − 1, (2.9)
with the sign chosen so that |η(ξi)| < 1. We can now state the theorem.
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Theorem 2.1. The moving average process Xn := θ∆(B)Z∆n has the asymptotic representation,
as ∆→ 0,
Xn =
p−1−q∏
i=1
(1 + (η(ξi) + o(1))B)
q∏
k=1
(1− (ζk + o(∆))B)Z∆n , {Z∆n }n∈Z ∼WN(0, σ2∆), (2.10)
where
σ2∆ =
∆2(p−q)−1e−a1∆σ2
[2(p− q)− 1]!∏p−q−1i=1 η(ξi)∏qk=1 ζk (1 + o(1)), (2.11)
with ζk and η(ξi) defined as in (2.8) and (2.9).
Remark 2.2. (i) The parameters ζk and η(ξi) may be complex but the moving average operator
will have real coefficients because of the existence of corresponding complex conjugate parameters
in the product.
(ii) The representation in Theorem 2.1 is a substantial generalization of the one in Corollary 2 of
Brockwell et al. (2012), since it is not only of higher-order in ∆, but it applies to all CARMA(p, q)
processes, not only to those with p− q ≤ 3. 2
3 The convergence of g∆(t) to σg(t) for CARMA(p, q) processes
In this section we establish the pointwise convergence, as ∆ → 0, of the Wold approximation
g∆ to σg when Y is the CARMA(p, q) process (2.1). (This means that if L is standardized so
that σ2 := EL21 = 1 then g∆ converges to g.) Before stating the general result, we illustrate
the convergence in the simplest case, namely when Y is a CARMA(1,0) (or stationary Ornstein-
Uhlenbeck) process, for which the quantities ψ∆j and σ∆ can easily be found explicitly. The
example also illustrates the role of the scale factor σ∆/
√
∆ which multiplies the Wold coefficients,
ψ∆j in (1.3).
Example 3.1. [The CARMA(1,0) process] This a special case of (1.1) with kernel
g(t) = eλt1(0,∞)(t) where λ < 0.
The sampled process Y ∆ is the discrete-time AR(1) process satisfying
Y ∆n = e
λ∆Y ∆n−1 + Z
∆
n , n ∈ Z,
where (by Lemma 2.1 of Brockwell and Lindner (2009)) Z∆ =
{
Z∆n
}
n∈Z is the i.i.d. sequence
defined by
Z∆n =
∫ n∆
(n−1)∆
eλ(n∆−u)dLu, n ∈ Z.
In this case it is easy to write down the coefficients ψ∆j and the white noise variance σ
2
∆ in the
Wold representation of Y ∆. From well-known properties of discrete-time AR(1) processes, they
are ψ∆j = e
jλ∆, j = 0, 1, 2, . . ., and σ2∆ =
σ2
2λ(e
2λ∆−1). Substituting these values in the definition
(1.3) we find that
g∆(t) =
∞∑
j=0
σ
√
e2λ∆ − 1
2λ∆
ejλ∆1[j∆,(j+1)∆)(t),
which converges pointwise to σg as ∆→ 0. 2
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The function g∆ as specified in (1.3) is well-defined for any CMA process (1.1), and for
the corresponding sampled process Y ∆ there are standard methods for estimating the Wold
parameters ψ∆j and σ∆ and hence g
∆ itself. For such an estimator of g∆ to be useful there are
two issues to be considered. The first is that g∆ should be a close approximation to g when ∆
is sufficiently small and the second concerns the estimation of g∆ from observations of Y ∆. In
this section we deal with the first issue by showing that, at least for all CARMA processes, g∆
converges pointwise to σg as ∆ → 0. We give the proof under the assumption that the zeroes
λ1, . . . , λp of the autoregressive polynomial a(z) all have multiplicity one. Multiple roots can be
handled by supposing them to be separated and letting the separation(s) converge to zero.
The kernel (2.2) of a causal CARMA(p, q) process Y whose autoregressive roots each have
multiplicity one reduces (see e.g. Brockwell and Lindner (2009)) to
g(t) =
p∑
j=1
b(λj)
a′(λj)
eλjt1(0,∞)(t), (3.1)
where a(z) =
∏p
i=1(z − λi) and b(z) =
∏q
i=1(z − µi) are the autoregressive and moving av-
erage polynomials respectively and a′ denotes the derivative of the function a. The pointwise
convergence of g∆ to g is established in the following theorem.
Theorem 3.2. If Y is the CARMA(p, q) process with kernel (3.1),
(i) the Wold coefficients and white noise variance of the sampled process Y ∆ are
ψ∆j =
p∑
r=1
∏p−1−q
i=1 (1 + (η(ξi) + o(1))e
−λr∆)
∏q
k=1(1− (ζk + o(∆))e−λr∆)∏
m 6=r(1− e(λm−λr)∆)
ejλr∆, (3.2)
and
σ2∆ =
∆2(p−q)−1e−a1∆σ2
[2(p− q)− 1]!∏p−q−1i=1 η(ξi)∏qk=1 ζj (1 + o(1)), (3.3)
with ζk and η(ξi) as in (2.8) and (2.9) and
(ii) the approximation g∆ defined by (1.3) with ψ∆j and σ
2
∆ as in (3.2) and (3.3) converges
pointwise to σg with g as in (3.1).
Proof. (i) The expression for σ2∆ was found already as part of Theorem 2.1. The coefficient ψ
∆
j
is the coefficient of zj in the power series expansion,
∞∑
j=0
ψ∆j z
j =
∏p−1−q
i=1 (1 + (η(ξi) + o(1))z)
∏q
k=1(1− (ζk + o(∆))z)∏p
m=1(1− eλm∆z)
,
which can be seen, by partial fraction expansion, to be equal to (3.2).
(ii) The convergence of g∆ follows by substituting ψ∆j and σ
2
∆ from (3.2) and (3.3) into (1.3),
substituting for ζk from (2.8), letting ∆→ 0 and using the identities
a′(λr) =
∏
m6=r
(λr − λm)
and
p−q−1∏
i=1
(1 + η(ξi))
2
η(ξi)
=
p−q−1∏
i=1
ξi
2
= [2(p− q)− 1].
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Remark 3.3. Although we have established the convergence of g∆ only for CARMA processes,
we conjecture that it holds for all processes defined as in (1.1). In practice we have found that
estimation of g by non-parametric estimation of g∆ with ∆ small works well not only for CARMA
processes but also for simulated processes with non-rational spectral densities. 2
4 Estimation of g∆
Given observations of Y ∆ with ∆ small, we estimate the kernel g by estimating the approximation
g∆ defined in (1.3) which, as shown in the preceding section, converges pointwise to σg as ∆→ 0
for all CARMA(p, q) processes. If the driving Lévy process is standardized so that Var(L1)=1,
then g∆ converges pointwise to g. From now on we make this assumption since without it g is
identifiable only to within multiplication by a constant.
To estimate g∆ it suffices to estimate the coefficients and white noise variance in the Wold
representation (1.2) of Y ∆, for which standard non-parametric methods are available. Being non-
parametric they require no a priori knowledge of the order of the underlying CARMA process
and moreover they can be applied to the sampled observations of any CMA of the form (1.1).
The most direct estimator of the Wold parameters of a causal invertible ARMA process is based
on the innovations algorithm (see Brockwell and Davis (1991), Section 8.3). Noting that the
definition (1.3) is equivalent to
g∆(t) =
σ∆√
∆
ψ∆bt/∆c, (4.1)
where bt/∆c denotes the integer part of t/∆, we obtain the following asymptotic result for the
estimation of g∆(t) for fixed ∆ as n → ∞ in the important cases when Y is either a Gaussian
CARMA process of arbitrary order or a CARMA(1,0) process with arbitrary second-order driving
Lévy process. It follows directly from Theorem 2.1 of Brockwell and Davis (1988).
Theorem 4.1. Suppose that Y is a Gaussian CARMA(p, q) process or a general Lévy-driven
CARMA(1, 0) process observed at times k∆, k = 1, . . . , n. For any fixed t ≥ 0 and ∆ > 0, let
r = bt/∆c. Then the innovations estimators θˆm,r and vˆm of ψ∆bt/∆c and σ2∆, respectively, have
the following asymptotic properties. For any sequence of positive integers {m(n), n = 1, 2, . . .}
such that m < n, m → ∞ and m = o(n1/3) as n → ∞, θˆm(n),r is consistent for ψ∆bt/∆c and
asymptotically normal. More specifically,
√
n(θˆm(n),r − ψ∆bt/∆c) ⇒ N(0, a∆), (4.2)
where a∆ :=
r−1∑
j=0
(ψ∆j )
2, and
vˆm(n) →P σ2∆. (4.3)
Remark 4.2. (i) The restriction to either Gaussian or CARMA(1,0) processes stems from the
fact that in these cases the driving noise sequence {Z∆n }n∈Z is i.i.d. as required by Theorem 2.1
of Brockwell and Davis (1988). By Lemma 2.1 of Brockwell and Lindner (2009) the driving noise
sequence is in general uncorrelated but not i.i.d. For general Lévy-driven CARMA processes,
Ferrazzano and Fuchs (2012) show that the sequence Z∆, with appropriate normalisation, is a
consistent estimator, as ∆ → 0, of the increments of the driving Lévy process, suggesting that
the sequence {Z∆n }n∈Z is approximately i.i.d. for small ∆ even in the general case.
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(ii) In the following corollaries and in Theorem 4.6 we retain the assumptions on Y and the
sequence {m(n)} made in the statement of Theorem 4.1. 2
Corollary 4.3. In the notation of Theorem 4.1, the estimator,
ĝ∆(t) :=
√
vˆm(n)√
∆
θˆm(n),r, (4.4)
of g(t) has error,
ĝ∆(t)− g(t) = g∆(t)− g(t) + n(t), (4.5)
where n(t) is asymptotically normal as n → ∞, with asymptotic mean and variance, 0 and
a∆σ
2
∆/(n∆), respectively.
Proof. Using (4.1), (4.3) and (4.4) we deduce from (4.2) that, as n→∞,
√
n∆
σ∆
n(t) =
√
n∆
σ∆
(ĝ∆(t)− g∆(t)) ⇒ N(0, a∆), (4.6)
which is equivalent to the statement of the corollary.
Example 4.4. [The CARMA(1,0) process] Application of Corollary 4.2 to the CARMA(1, 0)
process using the results of Example 3.1 (with σ2 = 1) immediately yields the representation
ĝ∆(t)− g(t) = n(t) +
(√
e2λ∆ − 1
2λ∆
− 1
)
eλt, (4.7)
where, as n→∞, n(t) is asymptotically normal with mean 0 and variance (e2λt − 1)/(2λn∆).
The last term in (4.7) tends to zero as ∆→ 0 and n(t) converges in probability to 0 if we allow
∆ to depend on n in such a way that ∆(n)→ 0 and n∆(n)→∞ as n→∞. 2
In the following we shall suppose, as in Example 4.4, that ∆ depends on n in such a way that
∆(n)→ 0 and n∆(n)→∞ as n→∞ and study the asymptotic behaviour of ĝ∆(t) as n→∞.
Corollary 4.5. If ∆(n) → 0 and n → ∞ in such a way that n∆(n) → ∞ (i.e. such that the
time interval over which the observations are made goes to ∞) then ĝ∆(t) is consistent for g(t)
for each fixed t.
Proof. Under the conditions stated, the random variables n(t) in (4.5) converge in probability
to zero by Corollary 4.3 and the fact that a∆σ2∆ ≤ Var(Y (t)). The deterministic component of
(4.5), g∆(t)− g(t), converges to zero by Theorem 3.2.
If we impose an additional condition on the rate at which ∆(n) converges to zero we obtain
the following central limit theorem for our estimator ĝ∆(t). Its proof is given in the Appendix.
Theorem 4.6. Suppose that Y is a Gaussian CARMA(p, q) process or a general Lévy-driven
CARMA(1,0) process observed at times k∆(n), k = 1, . . . n. If ∆(n) → 0, n∆(n) → ∞ and
n(∆(n))3 → 0 as n→∞, then, for fixed t ≥ 0,
√
n∆(ĝ∆(t)− g(t)) ⇒ N(0,
∫ t
0
g2(u)du) as n→∞.
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Remark 4.7. We shall refer to the estimator (4.4) as the innovations estimator of g(t). Instead of
using the innovations estimates of ψ∆bt/∆c and σ
∆ as in (4.4), we could also use the coefficients and
white-noise standard deviation obtained by using the Durbin-Levinson algorithm to fit a high-
order causal AR process with white-noise variance τ2 to the observed values of Y ∆k , k = 1, . . . n,
and numerically inverting the fitted autoregressive polynomial φ(z) = 1 − φ1z − . . . − φpzp to
obtain the moving average representation
Y ∆n =
∞∑
j=0
βjZn−j , {Zn}n∈Z ∼WN(0, τ2).
where β(z) :=
∑∞
j=0 βjz
j = 1/φ(z), |z| ≤ 1. Substituting the estimators τ2 for vm and βr for
θm(n),r gives the Durbin-Levinson estimator (of order p) for g∆(t). Both of these estimators will
be used in the examples which follow. In practice it has been found that the Durbin-Levinson
algorithm gives better results except when the fitted autoregressive polynomial has zeroes very
close to the unit circle. 2
Example 4.8. [Simulation results] We now illustrate the performance of the estimators by
applying them to realizations of the Gaussian CMA process Y defined by (1.1) with gamma
kernel function,
g(t) = tν−1e−λt1(0,∞)(t), λ > 0, ν > 1/2, (4.8)
with standard Brownian motion as the driving Lévy process. The variance of Yt is
γY (0) = (2λ)
1−2νΓ(2ν − 1)
and the autocorrelation function is
ρY (h) =
23/2−ν
Γ(ν − 1/2) |λh|
ν−1/2Kν−1/2(|λh|), h ∈ R,
where the function Kν−1/2 is the modified Bessel function of the second kind with index ν − 1/2
(Abramowitz and Stegun (1974), Section 9.6). This is known as the Whittle-Matérn autocorre-
lation function (see Guttorp and Gneiting (2005)) with parameter ν − 1/2, evaluated at λh.
The simulations were carried out with λ = 1 and two values of ν, namely ν = 1.05 and
ν = 2. The kernel with ν = 2 is actually the kernel of the CARMA(2, 0) process (2.1) with
a(z) = (z + λ)2, b(z) = 1 and σ2 = 1. The gamma kernel with ν = 1.05 however is the kernel of
a CMA process but not of any CARMA process.
We first estimated ĝ∆ by applying both the Durbin-Levinson and innovations algorithms to
the true autocovariance functions which are known for the simulated processes. The purpose was
to assess the effect of the sampling error when the sample autocovariances of the data are used.
The estimated kernel functions are shown in the upper rows of Figures 1-4.
The continuous-time sample-paths of Y were simulated at the very finely-spaced times k∆
with ∆ = 10−6. The sequences Y ∆ used to estimate g were then sampled from these values using
two different spacings, ∆ = 0.25 and ∆ = 0.0625 We then estimated the kernel function g(·) up
to time T = 8, and plotted ĝ∆((j + 12)∆) for j = 0, . . . , N = 32 and for j = 0, . . . , N = 128,
respectively. In the case of the innovations algorithm, we used (for the true as well as for the
estimated autocovariances) values of the discrete autocovariance functions up to 3N , i.e. we chose
m in (4.4) to be 3N . We could equally well have plotted ĝ∆((j + h)∆) for any h ∈ [0, 1), where
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Figure 1: Estimation of the gamma kernel for ν = 1.05 and ∆ = 2−2.
the bias depends on h. However the variation becomes negligible as ∆→ 0. Some partial results
regarding the optimal choice of h are given in Ferrazzano and Fuchs (2012).
The results are shown in the bottom rows of Figures 1-4, where the squares denote the es-
timates from the innovations algorithm, and the circles denote those from the Durbin-Levinson
algorithm. For reference the true kernel function is plotted with a solid line. Comparing the top
and bottom rows of Figures 1-4 we find for the estimated autocovariance function an intrinsic
finite-sample error, which influences the kernel estimation. We notice that in all cases considered,
the Durbin-Levinson algorithm gives better estimates. Furthermore, as expected, the estimates
for both algorithms improve with decreasing grid spacing. The Durbin-Levinson algorithm pro-
vides estimates which are in good agreement with the original kernel function even for the coarse
grid with ∆ = 0.25. 2
5 An application to real data: mean flow turbulent velocities
We now apply the Durbin-Levinson algorithm of Section 4 to the Brookhaven turbulent wind-
speed data, which consists of 20× 106 measurements taken at 5000Hz (i.e. 5000 data points per
second). The series thus covers a total time interval of approximately 67 minutes and the sampling
interval ∆ is 2 × 10−4 seconds. This dataset displays a rather high Reynolds number (about
17000), typical of turbulent phenomena. A more detailed presentation of turbulence phenomena
and an application of the CMA model (1.1) in the context of turbulence modelling is given in
Ferrazzano and Klüppelberg (2012); moreover we refer to Drhuva (2000), Ferrazzano (2010) for
a precise description of the data, and to Pope (2000), Frisch (1996) for a comprehensive review
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Figure 2: Estimation of the gamma kernel for ν = 1.05 and ∆ = 2−4.
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Figure 3: Estimation of the gamma kernel for ν = 2 (CAR(2) process) and ∆ = 2−2.
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Figure 4: Estimation of the gamma kernel for ν = 2 (CAR(2) process) and ∆ = 2−4.
of turbulence theory. A CMA model (1.1) with a gamma kernel as in Example 6.10 has been
suggested as a parametric model in Barndorff-Nielsen and Schmiegel (2009).
Figure 5 a) shows the sample autocorrelation function up to 120 seconds, which appears to
be exponentially decreasing. In general, the data are not significantly correlated after a lag of
100 seconds.
The estimated spectral density f̂Y of Y ∆ is shown in Figure 5 b), plotted against the frequency
ϕ, measured in cycles per second (Hz). The estimates marked by circles were estimated by Welch’s
method (Welch (1967)) with segments of 222 data points (circa 14 minutes), windowed with a
Hamming window and using an overlapping factor of 50%. This method allows a significant
reduction of the variance of the estimate, sacrificing some resolution in frequency. In order to
have a better resolution near frequency zero, we estimated the spectral density for ϕ ≤ 10−3
Hz with the raw periodogram (Brockwell and Davis (1991), p. 322), which provides a better
resolution in frequency at cost of a larger variance. The results are plotted in the leftmost part
of Figure 5 b) with diamonds, and the two ranges of estimation are indicated by a vertical solid
line. The spectral density is plotted on a log-log scale, so that any power-law relationship will be
reflected by linearity of the graph. The spectral density in the neighborhood of zero appears to be
essentially constant, as is compatible with an exponentially decreasing autocorrelation function
(such as the gamma kernel function of Example 6.10).
For frequencies ϕ between 10−2 and 200Hz, log f̂Y decreases linearly with logϕ with a slope
of approximately −5/3, in accordance with Kolmogorov’s 5/3-law. For comparison, the solid line
corresponds to a spectral density proportional to ϕ−5/3. For ϕ larger than 200Hz, the spectral
density deviates from the 5/3-law, decaying with a steeper slope. We note that a spectral density
decaying as prescribed by Kolmogorov’s law in the neighborhood of ∞ would require a kernel
12
Figure 5: Estimates for the Brookhaven dataset: a) autocorrelation function b) spectral den-
sity (Welch estimator and periodogram) c) kernel function (linear-log scale) d) spectral density
computed using the estimated kernel.
behaving like t−1/6 near to the origin, according to Proposition 6.5 (see below).
The estimated kernel function ĝ∆(t) is plotted in Figure 5 c) on a log-linear scale in order to
highlight the behaviour of the kernel estimate at both very large and very small values of t. The
estimated g(t) decays rapidly with t, with small oscillations around zero for t > 100 seconds. As
t decreases from this value to roughly 10−3 seconds, the estimated kernel increases in accordance
with Kolmogorov’s 5/3-law, dropping off to zero as t decreases further, matching the steeper
decay of the spectral density at high frequencies evident in Figures 5 b) and 5 d).
Figure 6 d) shows the spectral density computed directly from the estimated kernel func-
tion ĝ∆. Its close resemblance to the spectral density calculated by Welch’s method provides
justification for our estimator of g even when there is no underlying parametric model.
6 Asymptotics for a class of sampled CMA processes as ∆→ 0
Brockwell et al. (2012) derived first-order asymptotic expressions, as ∆ → 0, for the spectral
density f∆(ω) of Y ∆, where ω denotes frequency in radians per unit time and Y is a CARMA(p, q)
process with p− q ≤ 3. Although, as pointed out in Section 2, these asymptotic expressions are
not sufficiently precise to establish the convergence of g∆ to g, they do reveal the local second-
order behaviour of the process Y . For example, if Y is a CARMA(p, p − 1) process driven by a
Lévy process L with Var(L1) = σ2, then equations (15) and (19) of Brockwell et al. (2012) give,
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as ∆→ 0,
f∆(ω) ∼ σ
2∆
4pi(1− cosω) , −pi ≤ ω ≤ pi,
showing that the spectral density of the normalized differenced sequence {(Yn∆−Y(n−1)∆)/
√
∆}n∈Z
converges to that of white noise with variance σ2 as ∆ → 0. In other words, for any fixed posi-
tive integer k, the sequence of observations Yn∆/
√
∆, n = 1, . . . , k, from a second-order point of
view, behaves as ∆→ 0 like a sequence of observations of integrated white noise with white-noise
variance σ2.
In this section we derive analogous asymptotic approximations for the spectral densities of
more general CMA processes and the implications for their local second-order behaviour. Since
we allow in this section for spectral densities with a singularity at zero we introduce the modified
spectral domains,
Ωd := [−pi, pi]\{0} and Ωc := (−∞,∞)\{0}.
We require the CMA processes to have spectral density satisfying a weak regularity condition at
infinity. To formulate this condition we first need a definition.
Definition 6.1 (Regularly varying function (cf. Bingham et al. (1987)). Let f be a positive,
measurable function defined on (0,∞). If there exists ρ ∈ R such that
lim
x→∞
f(λx)
f(x)
= λρ, for all λ > 0,
holds, f is called a regularly varying function of index ρ at ∞. The convergence is then auto-
matically locally uniform in λ. We shall denote this class of functions by Rρ(∞). Furthermore
we shall say that f(·) ∈ Rρ(0+) if and only if f(1/·) ∈ R−ρ(∞).
The characterization theorem for regularly varying functions (Theorem 1.4.1. in Bingham
et al. (1987)) tells us that f ∈ Rρ(∞) if and only if f(x) = xρ`(x), where ` ∈ R0(∞).
Theorem 6.2. Let Y be the CMA process (1.1) with strictly positive spectral density fY such
that fY ∈ R−α(∞), where α > 1, i.e., for ` ∈ R0(∞),
fY (ω) = |ω|−α`(|ω|), ω ∈ Ωc. (6.1)
Then the following assertions hold.
(a) The spectral density of the sampled process Y ∆ has for ∆→ 0 the asymptotic representation
f∆(ω) ∼ `(∆−1)∆α−1
[
|ω|−α + (2pi)−αζ
(
α, 1− ω
2pi
)
+ (2pi)−αζ
(
α, 1 +
ω
2pi
)]
, ω ∈ Ωd, (6.2)
where ζ(s, r) is the Hurwitz zeta function, defined as
ζ(s, r) :=
∞∑
k=0
1
(r + k)s
, <(s) > 1, r 6= 0,−1,−2, . . . .
(b) The right hand side of (6.2) is not integrable for any ∆ > 0. However, the corresponding
asymptotic spectral density of the differenced sequence (1− B)α/2Y ∆ is integrable for each fixed
∆ > 0 and the spectral density of
(1−B)α/2
`(∆−1)1/2∆(α−1)/2
Y ∆ (6.3)
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converges as ∆→ 0 to that of a short-memory stationary process, i.e. a stationary process with
spectral density bounded in a neighbourhood of the origin.
(c) The variance of the innovations {Z∆n }n∈Z in the Wold representation (1.2) of Y ∆ satisfies
σ2∆ ∼ 2piCα`
(
∆−1
)
∆α−1, ∆→ 0,
where
Cα = exp
{
1
2pi
∫ pi
−pi
log
[
|ω|−α + (2pi)−αζ
(
α, 1− ω
2pi
)
+ (2pi)−αζ
(
α, 1 +
ω
2pi
)]
dω
}
. (6.4)
Remark 6.3. (i) Theorem 6.2(b) means that, from a second-order point of view, a sample
{Y ∆n , n = 1, . . . , k} with k fixed and ∆ small resembles a sample from an (α/2)-times integrated
short-memory stationary sequence. If in (b) we replace (1−B)α/2 by (1−B)γ where γ > (α−1)/2,
then the conclusion holds for the overdifferenced process. If, for example, we difference at order
γ = b(α + 1)/2c (the smallest integer greater than (α − 1)/2) we get a stationary process. In
particular, if 1 < α < 3, then b(α+ 1)/2c = 1 and, by (6.2) and (7.20), the differenced sequence
(1−B)Y ∆ has the asymptotic spectral density, as ∆→ 0,
`(∆−1)∆α−12(1− cosω)
[
|ω|−α + (2pi)−αζ
(
α, 1− ω
2pi
)
+ (2pi)−αζ
(
α, 1 +
ω
2pi
)]
, ω ∈ Ωd.
This is the spectral density of the increment process of a self-similar process with self-similarity
parameter H = (α− 1)/2 (see Beran (1992), eq. (2)). In general, for α > 1 the asymptotic auto-
correlation function of the filtered sequence has unbounded support. The only notable exception
is when α is even, where the asymptotic autocorrelation sequence is the one of a moving-average
process with order α/2, as in Brockwell et al. (2012) or in Example 6.7.
(ii) The constant Cα of (6.4) is shown as a function of α in Figure 6. The values, when α is an
even positive integer, can be derived from (3.3) since CARMA processes constitute a subclass
of the processes covered by the theorem (see Example 6.7). It is clear from (6.4) that Cα is
exponentially bounded as α→∞. 2
Corollary 6.4. Let Y be a CMA process satisfying the assumptions of Theorem 6.2 with 1 <
α < 2p+ 1. Then as ∆→ 0,
E[((1−B)pY ∆n )2] ∼ 2pSp,α`(∆−1)∆α−1,
where
Sp,α =
∫ pi
−pi
(1− cosω)p
[
|ω|−α + (2pi)−αζ
(
α, 1− ω
2pi
)
+ (2pi)−αζ
(
α, 1 +
ω
2pi
)]
dω.
Proof. By stationarity we have E[(1−B)pY ∆n ] = 0 and, hence E[((1−B)pY ∆n )2] is the variance,
of ((1−B)pY ∆n ) which can be calculated as the integral of its spectral density. Thus
E[((1−B)pY ∆n )2] = 2p
∫ pi
−pi
(1− cosω)pf∆(ω)dω.
Using the inequalities (7.18) and Lebesgue’s dominated convergence theorem, we find that as
∆→ 0,
1
`(∆−1)∆α−1
∫ pi
−pi
(1− cosω)pf∆(ω)dω →
∫ pi
−pi
(1− cosω)p
∞∑
k=−∞
|2kpi + ω|−αdω,
which, with the previous equation and (7.19), gives the result.
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Figure 6: The constant Cα, as a function of the index of regular variation α, is shown on the
left using a linear scale and on the right using a logarithmic scale. From Corollary 3.4 (a) of
Brockwell et al. (2012) we know that C2 = 1. The horizontal line indicates the value 1.
The kernel of the CMA process (1.1) and its spectral density are linked by the formula,
fY (ω) =
1
2pi
∫ ∞
−∞
e−iωhγ(h)dh =
σ2
2pi
|g˜(ω)|2, ω ∈ Ωc, (6.5)
where
g˜(ω) :=
∫ ∞
−∞
eiωtg(t)dt,
Moreover, it has long been known that local properties of a function imply global properties of
its Fourier transform (see e.g. Titchmarsh (1948), Theorems 85 and 86).
An Abelian theorem of Cline (1991) allows us to show, under the conditions of the following
proposition, that CMA processes with regularly varying kernels at the origin have regularly
varying spectral densities at infinity.
Proposition 6.5. Let Y be a CMA process with kernel g ∈ Rν−1(0+) for ν > 1/2. Assume that
the derivatives in 0 satisfy the assumptions
(A1) g(bνc)(0+) 6= 0;
(A2) g(bν−1c) ∈ Rα(0+) for α ∈ [0, 1) (with g(−1) :=
∫ t
0 g(s)ds);
(A3) For some x0 > 0,
q(u) := sup
x≤x0
sup
0≤w≤v≤1
∣∣∣∣∣g(bν−1c)((u+ v + w)x)− g(bν−1c)((u+ v)x)− g(bν−1c)((u+ w)x) + g(bν−1c)(ux)g(bν−1c)(x)
∣∣∣∣∣ ,
is bounded and integrable on [1,∞).
Then
fY (| · |) ∈ R−2ν(∞).
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Proof. Under conditions (A1)-(A3) we can apply Theorem 2 of Cline (1991), which yields
g˜(|ω|) ∼ Γ(ν + 1)e±iνpi/2
∫ 1/|ω|
0
g(s)ds, ω → ±∞. (6.6)
Moreover, Karamata’s theorem (Theorem 1.5.11(ii) in Bingham et al. (1987)) gives∫ 1/|ω|
0
g(s)ds =
∫ ∞
|ω|
s−2g(1/s)ds ∼ |ω|−1g(1/|ω|)/ν, ω → ±∞
where we used the fact that g(·) ∈ Rν−1(0+) means g(1/·) ∈ R−ν+1(∞).
Substituting (6.6) into (6.5) and recalling that Γ(ν + 1) = νΓ(ν), we obtain
fY (|ω|) = 1
2pi
|F (g)|2(ω) ∼ Γ
2(ν)
2pi
|ω|−2g2(1/|ω|), ω → ±∞,
which gives the desired result.
Remark 6.6. Condition (A2 ) can be replaced by a monotonicity condition on the derivative
g(bνc)(·) near the origin, so that the monotone density theorem (Bingham et al. (1987), Theo-
rem 1.7.2.) can be applied. 2
Example 6.7. [The CARMA(p, q) process]
The CARMA(p, q) process Y defined by (2.1) has spectral density fY (ω) = σ2|b(iω)|2/(2pi|a(iω)|2),
which clearly has the form
fY (ω) = |ω|−α`(|ω|), ω ∈ R,
where α = 2(p − q) and limω→∞ `(|ω|) = σ2/(2pi). Hence, by Theorem 6.2(c), the white noise
variance in the Wold representation of Y ∆ satisfies as ∆→ 0,
σ2∆ ∼ σ2C2(p−q)∆2(p−q)−1, (6.7)
where C2(p−q) can be calculated from (6.4). However C2(p−q) can also be calculated from (3.3)
as C2(p−q) = [(2(p − q) − 1)!
∏p−q−1
i=1 η(ξi)]
−1, where η(ξi) was defined in (2.9). Theorem 6.2(b)
implies that the spectral density of ∆q−p+1/2(1−B)p−qY ∆ converges to that of a short memory
stationary process. From Theorem 2.1 we get the more precise result that the spectral density of
C
1/2
2(p−q)∆
q−p+1/2(1−B)p−q∏qi=1(1+η(ξi)B)−1Y ∆ converges to that of white noise with variance
σ2. 2
Example 6.8. [The FICARMA(p, d, q) process]
The fractionally integrated causal FICARMA(p, d, q) process (Brockwell and Marquardt (2005))
has spectral density
fY (ω) =
σ2
2pi
1
|ω|2d
∣∣∣∣ b(iω)a(iω)
∣∣∣∣2 , ω ∈ Ωc, (6.8)
with a(·) and b(·) as in (2.1) and 0 < d < 0.5. Hence
fY (ω) = |ω|−α`(|ω|), ω ∈ Ωc,
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where α = 2(p+d−q) and limω→∞ `(|ω|) = σ2/(2pi). The spectral density (6.8) has a singularity
at frequency 0 which gives rise to the slowly decaying autocorrelation function associated with
long memory. Applying Theorem 6.2(c) as in Example 6.7, the white noise variance in the Wold
representation of Y ∆ satisfies as ∆→ 0
σ2∆ ∼ σ2C2(p+d−q)∆2(p+d−q)−1, (6.9)
where C2(p+d−q) can be calculated from (6.4). As ∆ → 0, the asymptotic spectral density f∆
of Y ∆ is given by (6.2) with α = 2(p + d − q) > 1 and is therefore not integrable for any
∆ > 0. However Theorem 6.2(b) implies that the spectral density of ∆q−p−d+1/2(1−B)p+d−qY ∆
converges to that of a short memory stationary process. 2
Our next two examples are widely used in the modelling of turbulence. Kolmogorov’s famous
5/3 law (see Frisch (1996) Section 6.3.1, Pope (2000) Section 6.1.3) suggests a regularly varying
spectral density model for turbulent flows.
Example 6.9. [Two turbulence models]
Denote by U the mean flow velocity, with ` the integral scale parameter and define ` = `/U .
(i) The von Kármán (1948) spectrum models the isotropic energy spectrum. Its spectral density
is, for C, c` ∈ R, given by
fY (ω) = CU
−2/3|ω|−5/3
(
ω2
ω2 + c`/`
2
)17/6
, ω ∈ Ωc.
Moreover, fY ∈ R−5/3, so it has a representation (6.1) and the conclusions of Theorem 6.2 hold
with α = 5/3.
(ii) The Kaimal spectrum for the longitudinal component of the energy spectrum is the current
standard of the International Electrotechnical Commission; cf. IEC 61400-1 (1999). The spectral
density is given by
fY (ω) = v
4`
(1 + 6`ω)5/3
, ω ∈ Ωc, (6.10)
where v is the variance of Y . Moreover, fY ∈ R−5/3, so it has a representation (6.1) and the
conclusions of Theorem 6.2 hold with α = 5/3. 2
Example 6.10. [The gamma kernel]
The gamma kernel g defined in (4.3) belongs to Rν−1(0+) and satisfies the assumptions of
Proposition 6.5. Its Fourier transform is g˜(ω) = Γ(ν)(λ− iω)−ν . If Y has the kernel g, then from
(6.5) its spectral density is
fY (ω) =
σ2
2pi
|g˜(ω)|2 = σ
2
2pi
Γ2(ν)
(λ2 + ω2)ν
= ω−2ν
σ2Γ2(ν)
2pi ((λ/ω)2 + 1)ν
, ω ∈ Ωc.
which belongs to R−2ν(∞) with slowly varying function ` such that limω→∞ `(ω) = σ2Γ2(ν)/2pi.
Note that if ν = 5/6, then fY , like the von Kármán spectral density of Example 6.9 (i), decays
as ω−5/3 for ω →∞, in accordance with Kolmogorov’s 5/3 law.
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Theorem 6.2 gives the asymptotic form of the spectral density of the sequence {(1−B)νY ∆n }n∈Z
as ∆→ 0,
h∆(ω) ∼ σ2Γ2(ν)(2pi)−12ν∆2ν−1(1− cosω)ν ×[
|ω|−2ν + (2pi)−2νζ
(
2ν, 1− ω
2pi
)
+ (2pi)−2νζ
(
2ν, 1 +
ω
2pi
)]
, ω ∈ Ωd.
The second-order structure function, S2(∆) := E[(Y∆ − Y0)2] = 2γY (0)(1 − ρY (∆)), plays an
important role in the physics of turbulence. For the gamma kernel, γY (0) and ρY (h) were specified
in Example 6.10. Using those expressions and the asymptotic behaviour as ∆→ 0 of Kν−1/2(∆)
(see Abramowitz and Stegun (1974), Section 9.6), we obtain the asymptotic formulae,
S2(∆)
2γY (0)
=

21−2ν Γ(3/2− ν)
Γ(ν + 1/2)
(λ∆)2ν−1 +O(∆2), 1/2 < ν < 3/2,
1
2(λ∆)
2| log ∆|+O(∆3), ν = 3/2,
1
4(ν − 3/2)(λ∆)
2 +O(∆2ν−1), ν > 3/2,
which can be found in Pope (2000), Appendix G, and Barndorff-Nielsen et al. (2011). The first
of these formulae can also be obtained as a special case of Corollary 6.4 with p = 1. 2
7 Conclusions
We studied the behaviour of the sequence of observations Y ∆ obtained when a CMA process of
the form (1.1) is observed on a grid with spacing ∆ as ∆→ 0.
In the particular case when Y is a CARMA process we obtained a more refined asymptotic
representation of the sampled process than that found by Brockwell et al. (2012) and used it
to show the pointwise convergence as ∆ → 0 of a sequence of functions defined in terms of the
Wold representation of the sampled process to the kernel g. This suggested a non-parametric
approach to the estimation of g based on estimation of the coefficients and white noise variance
of the Wold representation of the sampled process.
For a larger class of CMA processes we found results analogous to those of Brockwell et al.
(2012) and examined their implications for the local second-order properties of such processes,
which include in particular fractionally integrated CARMA processes.
Finally we applied the non-parametric procedure for estimating g to simulated and real data
with positive results.
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Appendix
Proof of Theorem 2.1
It follows from (2.3) that the spectral density f∆(ω) of the sampled CARMA process Y ∆ is
−σ2/(2pi) times the sum of the residues at the singularities of the integrand in the left half-
plane, or more simply σ2/(4pi) times the residue of the integrand at ∞, which is much simpler
to calculate. Thus,
f∆(ω) =
σ2
4pi
Resz=∞
[
b(z)b(−z)
a(z)a(−z)
sinh(∆z)
cosh(∆z)− cos(ω)
]
, −pi ≤ ω ≤ pi.
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The spectral density can also be expressed as a power series,
f∆(ω) =
σ2
4pi
∞∑
j=0
σ2∆2j+1rjcj(ω), −pi ≤ ω ≤ pi, (7.1)
where ck(ω) is the coefficient of z2k+1 in
∞∑
k=0
ck(ω)z
2k+1 =
sinh z
cosh z − cosω ,
and
rj := Resz=∞
[
z2j+1
b(z)b(−z)
a(z)a(−z)
]
,
i.e. the coefficient of z2j in the power series expansion,
∞∑
j=0
rjz
2j = (−z2)p−q−1
∏q
i=1(1− µ2i z2)∏p
i=1(1− λ2i z2)
, (7.2)
where a(z) =
∏p
i=1(z − λi) and b(z) =
∏q
i=1(z − µi). Denoting by fMA the spectral density of
the moving average, Xn := θ∆(B)Z∆n , we find from (2.4) that
fMA(ω) = 2
pe−a1∆f∆(ω)
p∏
j=1
(cosh(λj∆)− cos(ω)), −pi ≤ ω ≤ pi
and hence, by (7.1),
fMA(ω) =
2pσ2e−a1∆
4pi
p∏
i=1
(
1− cosω +
∞∑
j=1
(λi∆)
2j
(2j)!
) ∞∑
k=0
rkck(ω)∆
2k+1, −pi ≤ ω ≤ pi.
This expression can be simplified by reexpressing it in terms of x := 1− cosω. Thus
fMA(ω) =
2pσ2e−a1∆
4pi
p∏
i=1
(
x+
∞∑
j=1
(λi∆)
2j
(2j)!
) ∞∑
k=0
rkαk(x)∆
2k+1, (7.3)
where αk(x) is the coefficient of z2k+1 in the expansion,
∞∑
k=0
αk(x)z
2k+1 =
sinh z
cosh z − 1 + x.
In particular α0(x) = 1/x, α1(x) = (x − 3)/(3!x2) and α2(x) = (x2 − 15x + 30)/(5!x3). More
generally, αk(x) has the form.
αk(x) =
1
(2k + 1)!xk+1
k∏
i=1
(x− ξk,i), (7.4)
where
k∏
i=1
ξk,i = (2k + 1)! 2
−k, (7.5)
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and the product, when k = 0, is defined to be 1. Since αp−q−1(x) plays a particularly important
role in what follows, we shall relabel it as α(x) and denote its zeroes more simply as
ξi := ξp−q−1,i, i = 1, . . . , p− q − 1.
From (7.3), with the aid of (7.2) and (7.4), we can now derive an asymptotic approximation to
and factorization of fMA(ω). Observe first that the expression on the right of (7.3), in spite of
its forbidding appearance, is in fact a polynomial in x of degree less than p. We therefore collect
together the coefficients of xp−1, xp−2, . . . , x0. This gives (using the identity (7.5)) the asymptotic
expression as ∆→ 0,
fMA(ω) =
2pσ2e−a1∆∆2(p−q)−1
4pi
[
xprp−q−1α(x) + o(1) +
q∑
j=1
ρjx
q−j∆2j
]
, (7.6)
with
ρj = (−2)−(p−q−1+j)
[
rp−q−1+j − rp−q−2+j
p∑
i=1
λ2i
]
+ o(1)
= 2−(p−q−1+j)
∑
µ2i1 . . . µ
2
ij + o(1),
where the second line follows from (7.2) and the sum on the second line is over all subsets of size
j of the q zeroes of the polynomial b(z). Replacing rp−q−1 in (7.6) by (−1)p−q−1, substituting for
α(x) = αp−q−1(x) from (7.4) and using the continuity of the zeroes of a polynomial as functions
of its coefficients, we can rewrite (7.6) (recalling that x := 1− cosω and ξi, i = 1, . . . , p− q − 1
are the zeroes of α(x)) as
fMA(ω) =
∆(−∆2)p−q−12pσ2e−a1∆
[2(p− q)− 1]!4pi
p−1−q∏
i=1
[x− ξi(1 + o(1))]
q∏
k=1
[
x+
µ2k∆
2
2
(1 + o(1))
]
. (7.7)
To complete the factorization of fMA(ω), observe that we can write
x+
µ2k∆
2
2
(1 + o(1)) =
1
2ζk
[1− (ζk + o(∆))e−iω][1− (ζk + o(∆)eiω], (7.8)
where
ζk = 1 + µk∆. (7.9)
Similarly we can write
x− ξi(1 + o(1)) = − 1
2η(ξi)
[1 + (η(ξi) + o(1))e
−iω][(1 + (η(ξi) + o(1))eiω], (7.10)
where
η(ξi) = ξi − 1±
√
(ξi − 1)2 − 1, (7.11)
and the sign is chosen so that |η(ξi)| < 1. Substituting (7.8) and (7.10) in (7.7) immediately
gives the corresponding asymptotic MA representation of Xn of Theorem 2.1. This completes
the proof. 2
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Proof of Theorem 4.6
Without loss of generality, we assume that ∆ < 1. We assume also, as in Section 4, that σ2 = 1.
Then the error of the innovations estimator, given by Corollary 4.3, is
ĝ∆(t)− g(t) = g∆(t)− g(t) + n(t).
We multiply both sides by
√
n∆, obtaining
√
n∆(ĝ∆(t)− g(t)) =
√
n∆(g∆(t)− g(t)) +
√
n∆n(t). (7.12)
In order to prove our result, we need to ensure that, as n→∞ with ∆(n) satisfying the conditions
specified in the statement of the theorem, (i) the first term on the right of (7.12) converges to
zero and (ii) the last term converges in distribution to a normal random variable with variance∫ t
0 g
2(u)du. The proofs follow.
(i) Note first that
g∆(t)− g(t) =
p∑
r=1
[
C(r,∆)− b(λr)
a′(λr)
]
eλrt, (7.13)
where C(r,∆) is the coefficient obtained plugging (3.2) and (3.3) into (4.1). The function C(r,∆)
is a rational bounded function, whose parameters depend continuously on ∆. Therefore we can
write the series expansion
C(r,∆) =
∞∑
k=0
c¯k(r)∆
k (7.14)
where, from Theorem 3.2(ii), c¯0(r) = b(λr)/a′(λr). This implies that
C(r, 1) = c¯0(r) +
∞∑
k=1
c¯k(r) <∞, 1 ≤ r ≤ p.
Then the deterministic part of (7.12) can be written as
√
n∆
∣∣g∆(t)− g(t)∣∣ = ∣∣∣∣∣
p∑
r=1
(
√
n
∞∑
k=1
c¯k(r)∆
k+1/2
)
eλrt
∣∣∣∣∣ .
≤
p∑
r=1
∣∣∣∣∣√n
∞∑
k=1
c¯k(r)∆
k+1/2
∣∣∣∣∣ ∣∣∣eλrt∣∣∣ .
Since ∆ < 1, for k ≥ 1
0 <
√
n∆k+1/2 = ∆k−1
√
n∆3/2 ≤ √n∆3/2.
Therefore,
0 <
√
n∆|g∆(t)− g(t)| ≤ ∆3/2√n
p∑
r=1
∣∣∣∣∣
∞∑
k=1
c¯k(r)
∣∣∣∣∣ ∣∣∣eλrt∣∣∣→ 0
if n(∆(n))3 → 0 as n→∞.
(ii) For fixed ∆ > 0 Corollary 4.3 implies that
√
n∆n(t)⇒ N(0, a∆σ2∆) as n→∞. We shall
show now that lim∆→0 a∆σ2∆ =
∫ t
0 g
2(u)du. Then it follows that if ∆ depends on n in such a way
that ∆(n)→ 0 and n∆(n)→∞ as n→∞, we have the convergence in distribution,√
n∆(n)n(t)⇒ N(0,
∫ t
0
g2(u)du), as n→∞,
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which, with (i), completes the proof of the theorem.
Now a∆σ2∆ is the mean squared error of the best linear predictor of Y∆bt/∆c based on Yk∆, k =
0,−1,−2, . . ., and ∫ ∆bt/∆c0 g2(u)du is the mean squared error of the best linear predictor of
Y∆bt/∆c based on Yt, t ∈ (−∞, 0]. The mean-square continuity of Y means that the difference
converges to zero as ∆→ 0, which in turn implies that
a∆σ
2
∆ −
∫ t
0
g2(u)du→ 0 as ∆→ 0.
2
Proof of Theorem 6.2
(a) If Y is the CMA process (1.1) then the spectral density of the sampled process Y ∆ is given
(Bloomfield (2000), p. 196, Eq. 9.17) by
f∆(ω) =
1
∆
∞∑
k=−∞
fY
(ω + 2kpi
∆
)
, ω ∈ Ωd. (7.15)
Since fY is positive, Eq. (7.15) can be rewritten as
f∆(ω) = ∆
−1fY (∆−1)
∞∑
k=−∞
fY (|ω + 2pik|∆−1)
fY (∆−1)
, ω ∈ Ωd. (7.16)
Each of the summands converges by regular variation to |ω + 2pik|−α. It remains to show that
we can interchange the infinite sum with this limit. Invoking the Potter bounds (Theorem 1.5.6
(iii) of Bingham et al. (1987)), for every  > 0 there exists a ∆, such that for all ∆ ≤ ∆ and
|2pik + ω| > 0
(1− )|2pik + ω|−α− < fY (|ω + 2pik|∆
−1)
fY (∆−1)
< (1 + )|2pik + ω|−α+. (7.17)
We take  > 0 such that α−  > 1. Then, using (7.17), we can bound (7.16) as follows:
(1− )fY (∆
−1)
∆
∞∑
k=−∞
|2pik + ω|−α− < f∆(ω) < (1 + )fY (∆
−1)
∆
∞∑
k=−∞
|2pik + ω|−α+, ω ∈ Ωd.
(7.18)
Since  can be chosen arbitrarily small, we conclude that as ∆→ 0
f∆(ω) ∼ fY (∆
−1)
∆
∞∑
k=−∞
|ω + 2kpi|−α, ω ∈ Ωd.
We can rewrite the sum above as
∞∑
k=−∞
|ω + 2kpi|−α = (2pi)−α
∞∑
k=−∞
∣∣∣ ω
2pi
+ k
∣∣∣−α
= |ω|−α + (2pi)−α
∞∑
k=0
[(
k + 1− ω
2pi
)−α
+
(
k + 1 +
ω
2pi
)−α]
, ω ∈ Ωd.
(7.19)
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From this and the definition of ζ we obtain (6.2).
(b) We first note that the Hurwitz zeta function ζ(−α, 1±ω/2pi) is bounded and strictly positive
for all ω ∈ Ωd, therefore, its integral over [−pi, pi] is positive and finite. On the other hand,
since α > 1, the term ω−α is not integrable over [−pi, pi]. However, the differenced sequence
(1−B)α/2Y ∆, has spectral density
h∆(ω) = 2α/2(1− cosω)α/2f∆(ω), ω ∈ Ωd. (7.20)
As ∆→ 0 we can write, for ω ∈ Ωd, by (6.2)
h∆(ω) ∼ 2α/2(1− cosω)α/2`(∆−1)∆α−1 ×[
|ω|−α + (2pi)−αζ
(
α, 1− ω
2pi
)
+ (2pi)−αζ
(
α, 1 +
ω
2pi
)]
.
The right hand side is integrable over [−pi, pi] and bounded in a neighbourhood of the origin,
since 2α/2(1 − cosω)α/2ω−α → 1 as ω → 0. Thus we conclude that the spectral density of the
rescaled differenced sequence (6.3) converges to that of a short-memory stationary process.
(c) It is easy to check that the sampled CMA process has a Wold representation of the form
(1.2) and that its one-step prediction mean-squared error based on the infinite past is σ2∆. Kol-
mogorov’s formula (see, e.g., Theorem 5.8.1 of Brockwell and Davis (1991)) states that the one-
step prediction mean-squared error for a discrete-time stationary process with spectral density
f is
τ2 = 2pi exp
{
1
2pi
∫ pi
−pi
log f(ω)dω
}
(7.21)
Applying it to the differenced process we find that its one-step prediction mean-squared error is
2pi exp
{
1
2pi
∫ pi
−pi
log h∆(ω)dω
}
= 2pi exp
{
α
4pi
∫ pi
−pi
log(2− 2 cosω)dω
}
× exp
{
1
2pi
∫ pi
−pi
log f∆(ω)dω
}
= σ2∆.
Hence the differenced sequence has the same one-step prediction mean-squared error as Y ∆ itself.
Since from (7.18), as ∆→ 0,
log f∆(ω)− log(`(∆−1)∆α−1)− log
[ ∞∑
−∞
|2pik + ω|−α
]
→ 0
pointwise on Ωd, and since the left side is dominated by an integrable function on Ωd, we conclude
from the dominated convergence theorem that, as ∆→ 0,
1
`(∆−1)∆α−1
exp
{
1
2pi
∫ pi
−pi
log f∆(ω)dω
}
→ exp
{
1
2pi
∫ pi
−pi
log
[ ∞∑
−∞
|2pik + ω|−αdω
]}
,
which, with (7.19) and (7.21), shows that as ∆→ 0,
σ2∆ ∼ 2piCα`
(
∆−1
)
∆α−1. (7.22)
This completes the proof. 2
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