Abstract The overall goal of this study is to introduce latent class analysis (LCA) as an alternative approach to latent subgroup analysis. Traditionally, subgroup analysis aims to determine whether individuals respond differently to a treatment based on one or more measured characteristics. LCA provides a way to identify a small set of underlying subgroups characterized by multiple dimensions which could, in turn, be used to examine differential treatment effects. This approach can help to address methodological challenges that arise in subgroup analysis, including a high Type I error rate, low statistical power, and limitations in examining higher-order interactions. An empirical example draws on N=1,900 adolescents from the National Longitudinal Survey of Adolescent Health. Six characteristics (household poverty, single-parent status, peer cigarette use, peer alcohol use, neighborhood unemployment, and neighborhood poverty) are used to identify five latent subgroups: Low Risk, Peer Risk, Economic Risk, Household & Peer Risk, and Multi-Contextual Risk. Two approaches for examining differential treatment effects are demonstrated using a simulated outcome: 1) a classifyanalyze approach and, 2) a model-based approach based on a reparameterization of the LCA with covariates model. Such approaches can facilitate targeting future intervention resources to subgroups that promise to show the maximum treatment response.
Keywords Latent class analysis . Subgroup analysis . Differential treatment effects . Adolescents . Multiple risks In social, behavioral, and health research, prevention and intervention programs are often administered to populations without consideration of individual characteristics that might predict treatment response. Recently, however, there has been growing interest in individualizing treatments in order to administer the right program to the right individuals, thereby maximizing treatment effectiveness. For example, the Fast Track program (Conduct Problems Prevention Research Group 1992) was designed to periodically evaluate the needs of participants so that the particular needs of each youth could be addressed. Adaptive treatment strategies such as this rely on the successful identification of individual characteristics, sometimes called tailoring variables, which predict treatment response (Collins et al. 2004 ).
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Although this traditional approach to subgroup analysis in evaluation studies can be informative, there are several methodological challenges. First, a study of heterogeneity in treatment effects can be vulnerable to high Type I error rates, particularly in exploratory studies when numerous characteristics are examined as moderators of the treatment effect. This issue of multiple comparisons is described in detail in a technical report by Schochet (2008) . Consider as an example pairwise tests for different effects in five race/ ethnicity subgroups within each gender, such as the difference in treatment effect between White females and Hispanic females. Based on the required 20 tests (10 pairwise tests within each gender), there is a 64% chance of a spurious finding. Unfortunately, the common Bonferroni correction to adjust the error rate for each test can be overly conservative, and results in a considerable loss of statistical power (Schochet 2008) . The second methodological challenge is that treatment effects estimated within each subgroup typically are based on different sample sizes. Thus, the statistical power available to detect a treatment effect will vary across the subgroups. The power to detect differences between subgroups is greater when the subgroups are of equal size (e.g., males versus females) as compared to subgroup variables with less balance (e.g., minorities versus non-minorities). Third, there may be important higher-order interactions in subgroup variables that often cannot be examined due to the aforementioned methodological challenges (i.e., statistical power issues). For example, the detection of differential treatment effects for older White males compared to younger White males would require the four-way interaction between treatment, gender, race/ethnicity, and age group. Along these same lines, it is unlikely that every possible combination of subgroup variable under consideration is an important or even real type of individual in the population. The consideration of every possible combination only makes sense if one can assume no measurement error in the observed variables.
Finite mixture models present an opportunity to approach subgroup analysis from a different perspective. These statistical models are appropriate when one posits that a population is comprised of two or more underlying, latent subgroups defined by the intersection of numerous individual characteristics (Everitt and Hand 1981; McLachlan and Peel 2000; Titterington et al. 1985) . In other words, particular combinations of responses to the set of characteristics define the latent subgroups. We suggest that a particular type of finite mixture model, latent class analysis (LCA), is a useful tool for identifying a set of underlying subgroups of individuals based on the intersection of multiple observed characteristics. These latent subgroups can comprise multiple dimensions. In the empirical demonstration presented below, six binary grouping variables are considered. If all possible patterns of responses to the six variables are considered there would be 2 6 =64 possible subgroups, resulting in C(64,2)=(64*63)/2=2016 pairwise tests. However, if the number of subgroups could be reduced substantially from 64 to represent only the key patterns of response across all six items, then pairwise comparisons may be feasible. In practice, it is unlikely that every observed response pattern actually reflects a unique and important type of individual; instead, it may be helpful to establish a smaller set of subgroups and assume that there is some level of measurement error in the items used to measure group membership. By reducing the number of subgroups in this way, a solution can more readily lend itself to drawing prevention and treatment implications.
The overall goal of this study is to introduce LCA as an effective approach to identifying a small set of underlying subgroups characterized by multiple dimensions, which may differ in their response to treatment. In the next section we present a brief introduction to LCA, followed by an empirical demonstration where latent subgroups are identified based on the intersection of six contextual characteristics. In order to demonstrate how latent subgroups can be used to examine differential treatment effects, the empirical data set was augmented with two simulated variables: randomized treatment condition and an outcome (Grade 9 binge drinking). The association between latent subgroup membership and treatment effect was examined using two strategies: 1) a classify-analyze approach involving logistic regression, and 2) a model-based approach to LCA with a distal outcome, based on a reparameterization of the LCA with covariates model. In the Discussion, we comment on implications that can be drawn from the empirical study, and draw more general conclusions about using LCA for subgroup analysis in prevention and treatment research.
Rationale for Modeling Risk Subgroups for Adolescent Substance Use
A risk-focused approach to problem behavior such as adolescent substance use provides an effective framework for targeting at-risk individuals and attempting to mitigate risk through prevention and treatment programs (Catalano and Hawkins 1996; Coie et al. 1993; Hawkins et al. 1992) . In addition to providing evidence for targeting individuals with the poorest outcomes, exposure to certain risk factors may be predictive of a stronger or weaker treatment response (Loeber 1990) . Previous research has identified a broad range of risk factors for adolescent substance use that can be sorted into five domains, or levels, of risk: neighborhood (e.g., neighborhood disorganization, laws and norms), school (e.g., academic expectations, school bonding), family (e.g., family structure, family management, parent education), peer (e.g., rejection, peer drug use), and individual (e.g., sensation seeking, early initiation of problem behavior) (Hawkins et al. 1992) . The various ecological domains, including family, peer, and neighborhood domains, often are considered to be particularly important areas to study in order to prioritize prevention and treatment efforts (e.g., Arthur et al. 2002) .
As is illustrated in traditional subgroups analyses, the notion of individualizing programs for the prevention and treatment of problem behaviors is critical because the greatest reduction will likely be realized only if the right program is offered to the right individuals. Additionally, preventive intervention resources can be leveraged more effectively by matching appropriate program components to the different subgroups or targeting resources to those highest-risk subgroups. Several recent studies have demonstrated that a latent subgroup perspective could be successfully applied to the study of multiple demographic and contextual risks (e.g., Coffman et al. 2007; Lanza et al. 2010b; Syvertsen et al. 2010) . In the present study, we apply this latent subgroups perspective to identify underlying subgroups of individuals who may respond differently to prevention and treatment programs due to their exposure to various combinations of contextual risk factors.
Latent Class Analysis
LCA Goodman 1974; Lazarsfeld and Henry 1968 ) is a mixture model that posits that there is an underlying unobserved categorical variable that divides a population into mutually exclusive and exhaustive latent classes. Class membership of individuals is unknown but can be inferred from a set of measured items. LCA has been used in several ways in past prevention research. Most notably, behavioral outcomes such as stage of substance use have been modeled with this approach (e.g., Anderson et al. 2010; Komro et al. 2010; Laska et al. 2009; Oxford et al. 2003; Scheier et al. 2008; Shin et al. 2010) . LCA also has been used to better understand profiles of risk and protection for specific behavioral outcomes (Coffman et al. 2007; Lanza et al. 2010b; Syvertsen et al. 2010 ). The present study proposes a new application of LCA, where latent subgroups are identified with the goal of examining differential treatment effects within each class.
The mathematical model for LCA can be expressed as follows. Let y j represent element j of a response pattern y. Let us establish an indicator function I(y j =r j ) that equals 1 when the response to variable j=r j , and equals 0 otherwise. Then the probability of observing a particular vector of responses is
where g c is the probability of membership in latent class c and r
is the probability of response r j to item j, conditional on membership in latent class c. The g parameters represent a vector of latent class membership probabilities that sum to 1. The r parameters represent a matrix of item-response probabilities conditional on latent class membership. The degrees of freedom are calculated as the number of possible response patterns (i.e., number of cells in the contingency table formed by crossing all observed items) minus the number of freely estimated parameters minus one. Parameter estimation is typically performed using an EM algorithm.
Model selection in LCA can involve both absolute fit of a particular model and relative fit of two or more competing models. A common measure of absolute model fit in categorical models is the G 2 likelihood-ratio chi-square statistic, which in our case tests the null hypothesis that the specified LCA model fits the data (Agresti 2002) . This statistic has an asymptotic chi-square distribution; thus, when the sample size is sufficient and the degrees of freedom are not too large, this value can be compared to the chi-square distribution with degrees of freedom given by the LCA model. A significant p-value indicates lack of model fit in absolute terms. It is also possible to empirically derive a p-value for this statistic using a parametric bootstrap (see, for example, Collins et al. 1993; Langeheine et al. 1996) . The AIC (Akaike 1974) , BIC (Schwarz 1978) , CAIC (Bozdogan 1987) , and aBIC (Sclove 1987) are information criteria that can be used to compare relative fit of models with different numbers of latent classes (for example, four versus five classes). For all of these information criteria, a lower value suggests a more optimal balance between model fit and parsimony. Other approaches for assessing relative fit include a parametric bootstrap of the log-likelihood difference statistic (McLachlan and Peel 2000; Nylund et al. 2007 ). Model selection is discussed in detail in Collins and Lanza (2010) .
Similar to more standard structural equation models, grouping variables such as gender, race/ethnicity, or treatment group can be included in LCA to examine whether measurement invariance of the latent variable holds across groups and, assuming that the same measurement model can be applied to all groups, to examine group differences in the latent class prevalences. To test for measurement invariance, the difference in the G 2 statistic between a model with item-response probabilities freely estimated within each group and a model where these probabilities are constrained to be equal across groups can be compared to the chi-square distribution for the difference in the models' degrees of freedom. A significant p-value indicates evidence for different measurement across groups.
Covariates can also be included in LCA to examine associations between the covariates and subgroup membership. These associations are modeled using a logistic link function, producing a set of logistic regression coefficients that show how different levels on the covariates predict subgroup membership (Dayton and Macready 1988) . When exponentiated, these coefficients are transformed into more easily interpreted odds ratios. If the 95% confidence interval for an odds ratio does not include the value 1.0, the covariate is significantly associated with an increase (or decrease) in odds of membership in a specified latent class relative to a reference latent class corresponding to a different level on the covariate. It is important to note that the latent class measurement model and the prediction model are estimated simultaneously. This is important since each individual's true subgroup membership is not known. Instead, each individual has a (typically nonzero) probability of belonging to each subgroup. See Lanza et al. (2007) and Collins and Lanza (2010) for technical details and empirical examples of multiple-groups LCA and LCA with covariates.
The statistical model used to include covariates in LCA is one of predicting latent class membership from one or more covariates. Therefore, the association is interpreted in a particular direction-in terms of the covariate predicting subgroup membership. Often, however, interest lies in the reverse interpretation. For example, in order to estimate the incidence of a behavioral outcome across the different subgroups, the logical interpretation would involve the latent class variable predicting the covariate. Because each individual's latent class membership is not known with certainty, however, a model-based approach to treating the latent class variable as the independent variable in predicting an outcome is statistically challenging. Fortunately, when the covariate is categorical (such as the behavioral outcomes examined in the present study), the behavior can simply be included as a covariate in the usual sense (i.e., as a predictor). The resultant logistic regression parameters, along with the known marginal frequencies of that behavior, can then be transformed to obtain the desired results. For example, instead of using binge drinking to predict latent class membership, we are able to use the latent classes to predict binge drinking. Further, by incorporating the treatment condition as a grouping variable, we can assess the differential treatment effect across latent classes. This model-based approach to LCA with a distal outcome is demonstrated in the empirical results below. In addition, step-by-step directions on how to reparameterize the LCA with covariates model in order to calculate the probability of an outcome given latent class membership using a model-based approach can be found at http:// methodology.psu.edu/. Included on this site is an Excelbased probability calculator that prevention scientists can modify to use in their own work.
A Note on Multiple Modes
For each LCA model under consideration, multiple sets of random starting values should be specified in order to confirm that a solution does not reflect suboptimal estimates caused by a local, as opposed to global, mode (maximum of the likelihood function). If one solution yielding the maximum value of the likelihood function is found for the majority of the sets of starting values, then one can have confidence that the maximum-likelihood solution has been identified. If instead the different random starting values all lead to different modes, the model is unidentified. Model fit should be assessed only for models where the maximum likelihood has been identified.
An Empirical Example: Differential Treatment Effect Across Latent Subgroups of Adolescents
Suppose we have a peer-based intervention program designed to reduce binge drinking that, in reality, is only effective for a subset of adolescents. After an initial examination of the intervention's impact, investigators discover no differences in binge drinking between treatment and control groups, suggesting that the intervention was ineffective. As a follow-up, they decide to conduct traditional moderation analyses to determine if the intervention had an impact on any specific subgroups. However, because the subgroups for which this intervention is most effective are characterized by multiple, interacting dimensions, the traditional approach to subgroup analysis, which has limited statistical power to uncover higher-order interactions, will be unable to tease out these subgroup effects. This is the hypothetical example upon which the present study is based.
Here, we use LCA to identify underlying subgroups of adolescents at risk for problem behavior using data from The National Longitudinal Study of Adolescent Health (Add Health; Harris et al. 2009 ). Six unique observed variables were used to measure risk exposure within the household, peer, and neighborhood contexts. Rather than conducting a subgroup analysis for each of the six variables, they are used together to measure underlying, latent subgroups that characterize higher-order interactions across the six different risks. By augmenting the empirical data with a simulated treatment and outcome variable, we then demonstrate how to examine differential treatment effects (i.e., treatment group differences in the rate of Grade 9 binge drinking) using two approaches: 1) a classifyanalyze approach involving logistic regression, and 2) a model-based approach to LCA with a distal outcome, based on a reparameterization of the LCA with covariates model.
Participants
Participants were drawn from Add Health. A sample of 80 high schools and 52 middle schools in the US was selected with unequal probability of selection. Incorporating systematic sampling methods and implicit stratification into the Add Health study design ensured this sample is representative of US schools with respect to region of country, urbanicity, school size, school type, and ethnicity. The current study included N=1,900 adolescents who were in eighth grade at Wave 1 (51% female; average age of 13.4 (SD=.76); 60% White, 21% Black, 12% Hispanic, 7% other).
Measures
Household Risk Two aspects of household risk were included: household poverty and single-parent household. For household poverty, youth were considered at-risk if their household income-to-needs ratio was below 1.85, as this is the threshold used to indicate qualification for WIC services, and has also been used to indicate "near poor" (Brooks-Gunn et al. 1997) . Income-to-needs ratio was calculated based on the total household income recorded during the parent interview. For single-parent household, youth were considered at-risk if they lived with a parent/ caregiver who at the time of interview was widowed, divorced, separated, or never married.
Peer Risk Two aspects of peer risk were included: peer cigarette use and peer alcohol use. For these risk factors, youth were considered at-risk if one or more of their three best friends smoke at least one cigarette per day or drink alcohol at least once a month, respectively.
Neighborhood Risk Two aspects of neighborhood risk were included: neighborhood unemployment and neighborhood poverty. For neighborhood unemployment, youth were considered at-risk if they lived in a neighborhood where the unemployment rate was 10% or greater within their census block. For neighborhood poverty, youth were considered at-risk if they lived in a neighborhood where the income-to-needs ratio was below 1.85 for at least 50% of the households within their census block.
Analytic Strategy
Identifying Latent Subgroups Using Empirical Data Using the empirical data from Add Health described above, we first examined models with one latent class, two latent classes, and so on. For each model we assessed the issue of multiple modes by generating ten sets of random starting values. In cases where at least 80% of the sets converged to the same solution, we concluded that the model was identified. When this was not the case, 100 sets of random starting values were used to determine the confidence with which we could identify the maximum-likelihood solution. If a clear mode in the distribution of log-likelihood values emerged at the lowest value, we concluded that the model was identified.
Fit of individual models to the data were examined based on the G 2 statistic (and corresponding degrees of freedom and p-value) when appropriate; selection from the set of models with different numbers of latent classes was conducted based on information criteria (AIC, BIC, CAIC, and aBIC). In selecting our final model, we also took into consideration how well a solution could be interpreted; that is, whether the latent subgroups in a solution showed logical patterns, were distinct from the other subgroups, and could readily be labeled.
Simulating Treatment and Outcome Variables Next, two simulated variables were created to represent treatment condition and Grade 9 binge drinking. Treatment condition was created by randomly assigning individuals, with equal probability, to a hypothetic peer-based intervention program (i.e., treatment) or treatment as usual (i.e., control group). The hypothetical intervention program was designed to reduce binge drinking and began implementation at the beginning of Grade 8 at the same time point when the risk factors were assessed (i.e., baseline).
Grade 9 binge drinking was randomly created as an outcome variable assessed 1 year after adolescents in the treatment group participated in the hypothetical peer-based intervention program. The outcome was simulated as follows. For adolescents in the control group, rates of Grade 9 binge drinking were simulated to be approximately 10% for adolescents in latent subgroups not characterized by peer-level risk and 50% for all others. (These rates were derived from reported rates of substance use from these participants at Wave 2.) For adolescents in the treatment group, rates of Grade 9 binge drinking among those in latent subgroups not characterized by peer-level risk were also simulated to be approximately 10%. Adolescents in a latent subgroup characterized by the intersection of risks across peer, household, and neighborhood levels were simulated to show no beneficial effects of the program; that is, their rate of binge drinking was simulated to be approximately 50% (just as in the control group). Data were simulated such that those in a latent subgroup characterized by peer and household risks, without neighborhood risks, exhibited about a 30% relative risk reduction due to the intervention, with approximately 35% (as opposed to 50% in the control group) engaging in Grade 9 binge drinking. Those in a latent subgroup characterized by only peer-level risk were simulated to exhibit about a 60% risk reduction due to the intervention, with approximately 20% (as opposed to 50% in the control group) engaging in binge drinking.
Examining Differential Treatment Effects Finally, by augmenting the empirical data with the simulated treatment and outcome variables described above, differential treatment effects were assessed using two different approaches: 1) a classify-analyze approach involving logistic regression, and 2) a model-based approach to LCA with a distal outcome based on a reparameterization of the LCA with covariates model that incorporates the simulated treatment group and outcome directly in the LCA model. For the classifyanalyze approach, we obtained each individual's posterior probability of membership in each latent class based on the model selected above. Individuals were then assigned to the latent class corresponding to their maximum probability (i.e., the "classify" part of this approach). Finally, a logistic model was specified to predict the log-odds of Grade 9 binge drinking from treatment group, assigned risk subgroup, and the interaction between treatment group and assigned risk subgroup (i.e., the "analyze" part of this approach). This is representative of a traditional regression/ ANOVA approach to testing for differential treatment effects across subgroups, but in this case the subgroups were derived from a latent class variable.
In the model-based approach, treatment group was incorporated in the model as a grouping variable so that baseline differences between the control and treatment groups in the prevalence of the risk subgroups could be examined. A formal hypothesis test of the equivalence of measurement (i.e., equal item-response probabilities for all item-latent class combinations) across treatment and control groups was conducted before group differences in the prevalences were examined. Next, the outcome variable was included as a covariate so that the associations between latent class membership and Grade 9 binge drinking could be estimated. Treatment group was included as a grouping variable in these models in order to allow the associations between risk subgroups and Grade 9 binge drinking to vary across treatment conditions (put another way, to allow the treatment effect to differ across latent risk subgroups). From this model, we obtained the logistic regression coefficients for adolescents in each treatment condition, and then used those parameter estimates, along with the known marginal distributions of the outcome in each treatment condition, to estimate the probability of Grade 9 binge drinking conditional on treatment condition and latent class membership.
All LCA models were estimated using PROC LCA Version 1.2.5 (Lanza et al. 2010a ), a SAS procedure for conducting LCA. PROC LCA is available for download free of charge at http://methodology.psu.edu/.
Descriptive Statistics Table 1 shows the proportion of adolescents in each (simulated) treatment condition who were exposed to each contextual risk factor. A similar proportion of adolescents in each group were exposed to all six risk factors (χ 2 <4 for 1 df, p>.05for each risk factor). Rates of exposure ranged from 21.0% to 42.2%. The table also shows the proportion of individuals in the control and treatment groups who reported (simulated) Grade 9 binge drinking. The rates differed significantly across the two groups (27.8% in the control group and 23.4% in the treatment group; χ 2 =4.7for 1 df, p=.03), suggesting a modest intervention effect overall (i.e., regardless of risk exposure). Table 2 shows the degrees of freedom and G 2 test statistic for each model, as well as the p-value showing the significance level of the test statistic. Models with one through five latent classes had significant test statistics (p<.0001 for one through four classes, p=.03 for five classes), suggesting that the latent classes in these models may not adequately account for heterogeneity in risk exposure across individuals in this sample. In addition, Table 2 shows values of the information criteria. The AIC suggested that the six-class model was slightly superior (AIC=112.8 for five latent classes v. AIC=110.0 for six latent classes), while the BIC, CAIC, and aBIC more clearly suggested the five-class model (BIC=301.4 for five latent classes v. BIC=337.6 for six latent classes; CAIC=335.4 for five latent classes v. CAIC= 378.6 for six latent classes; aBIC=193.4 for five latent classes v. aBIC=207.3 for six latent classes). A careful examination of both the five-and six-class model solutions led us to select the five-class model because it was more easily identified, had greater parsimony, and its parameter estimates presented a solution with a logical substantive interpretation.
Five Latent Subgroups
Each latent class corresponds to an underlying subgroup of adolescents characterized by a particular pattern of risk exposure; we will refer to these latent classes as risk subgroups. The parameter estimates depicted in Fig. 1 provide the necessary information for interpreting and labeling each risk subgroup. For example, the first latent class is characterized by a low probability of exposure to each of the six risk factors; thus we labeled this subgroup Low Risk. The second latent class is comprised of individuals who are likely to report peer cigarette use and peer alcohol use (.662 and .746, respectively), but are not likely to be exposed to any household or neighborhood risk factor as defined in this study. We labeled this subgroup Peer Risk. Youth in the third risk class were likely to report household poverty (.744) and resided in a neighborhood marked by high unemployment and high rates of poverty (.684 and .738, respectively; note that around half of adolescents in this latent class lived in a single-parent household). We labeled this subgroup Economic Risk. The fourth latent class was labeled Household & Peer Risk due to the high probability of adolescents in this subgroup reporting all four household and peer risk factors. This subgroup is characterized by the almost certain absence of neighborhood risk factors. Finally, the fifth latent class is characterized by a high probability of reporting exposure to each of the six risk factors; we labeled this subgroup Multi-Contextual Risk.
Measurement invariance held across (simulated) treatment groups, indicating that the same measurement model of risk applied to adolescents in the control and treatment groups (change in G 2 =24.2, df=30, p=.76). Figure 2 shows the class membership probabilities for each group. These parameter estimates show the distribution of adolescents in each treatment group across the five risk subgroups. Risk exposure did not vary across treatment conditions (an overall test of group differences in class membership probabilities yielded a change in G 2 =2.8, df=4, p=.60). Thirty-one percent of each treatment group were in the Low Risk subgroup, 28% of the control and 30% of the treatment group were in the Peer Risk subgroup, 20% of both the control and treatment group were in the Economic Risk subgroup, 12% of both the control and treatment group were in the Household and Peer Risk subgroup, and 8% of the control group and 6% of the treatment group were in the Multi-Contextual Risk subgroup.
Differential Treatment Effects Across Risk Subgroups
Classify-Analyze Approach First, individuals were classified in the subgroup that corresponded to their maximum posterior probability. Average posterior probabilities were .84 for Low Risk, .86 for Peer Risk, .87 for Economic Risk, .90 for Household and Peer Risk, and .80 for Multi-Contextual Risk, suggesting low classification error. A logistic regression model was specified to predict the log-odds of (simulated) Table 2 Indicators of fit for models with one through six latent classes
Grade 9 binge drinking from treatment group, assigned risk subgroup (with Low Risk as the reference group), and the interaction between treatment group and assigned risk subgroup (see Table 3 ). Results showed that the treatment effect was not significant for the Low Risk group (β=0.52, SE=0.27, p=.06), but that the effect was significantly different from this reference group for adolescents in the Peer Risk subgroup (β=−1.37, SE=0.32, p<.0001). In other words, the intervention was more effective at reducing Grade 9 binge drinking for those adolescents who had friends who used substances during Grade 8, but were not exposed to risk in the household or neighborhood. In order to interpret this effect for adolescents in the Peer Risk subgroup, the logistic regression coefficients can be transformed to odds ratios. Members of the Peer Risk subgroup assigned to the treatment group were e ð0:52À1:37Þ ¼ 0:43 times as likely to report Grade 9 binge drinking compared to their control group counterpart; thus, the program resulted in a risk reduction of more than 50%.
Model-Based Approach In addition, in order to better understand these associations, Fig. 3 presents the estimated probability of treatment and control participants in each risk subgroup engaging in binge drinking at Grade 9. These probabilities were obtained from the beta coefficient estimates in the LCA model that incorporated the treatment assignment as a grouping variable and Grade 9 binge drinking as a covariate. An overall test of differential treatment effects across risk subgroups provided evidence for important differences (change in twice the loglikelihood value=24.7, df=4, p=.0001). As described above, treatment effects were greatest for those adolescents in the Peer Risk subgroup (52% of the control group reported Grade 9 binge drinking, compared to just 7% of the treatment group). In addition, a modest reduction was Fig. 1 Item-response probabilities for five-class model (probability of reporting risk factor given latent class) Fig. 2 Class membership probabilities for each treatment condition found for the Household & Peer Risk subgroup (54% of the control group, compared to 32% of the treatment group).
Discussion
The prevention and treatment of drug abuse and related societal problems rests largely on the ability of scientists to understand risk factors that can inform intervention efforts. An examination of the complex interplay of multiple risk factors can provide a more thorough and meaningful picture of individuals' environment than that provided by studying risk factors in isolation (Cicchetti and Rogosch 1996) . Modeling the intersection of risks by organizing similar individuals into subgroups is conceptually appealing, as this approach lends itself to thinking about individuals more holistically (Bergman and Magnusson 1997; von Eye and Bergman 2003) . It is well documented that exposure to additional risk factors corresponds to worse outcomes (e.g., Gerard and Buehler 2004; Luthar 1993; Rutter 1979; Sameroff et al. 1993) . However, in much of this previous work risk factors were treated as interchangeable; thus, this work did not provide information about which specific combinations of risk corresponded to poor outcomes. In the current study, because we were able to describe which risk factors characterized the subgroups, we were able to draw conclusions about how multiple risks were organized within individuals. Finite mixture models provide a statistically sophisticated framework for identifying subgroups of individuals that are not directly observable. In recent years the application of mixture models in intervention research has been highly productive, particularly as applied to substance use research. For example, this framework has been used to identify common patterns of substance use behavior (e.g., Agrawal et al. 2007; Kessler et al. 2005 ) and common trajectories of use over time (e.g., Chassin et al. 2002; Chung et al. 2004; Colder et al. 2002) . This modeling framework also can be used to address many of the statistical challenges posed by more traditional subgroup analysis by modeling the subgroups as a latent categorical variable. These challenges include an inflated Type I error rate, issues of statistical power due to data sparseness, and the fact that traditional subgroup analysis may miss the detection of important subgroups defined by the higher-order intersection of subgroup variables. A latent subgroups perspective can provide important new information about key underlying population subgroups, which may illuminate subgroups that can be the target of tailored prevention and treatment programs and/or that may respond differently to a treatment program.
Several modern statistical programs are available to prevention scientists for conducting latent class analysis and related mixture models. These include the freelyavailable PROC LCA (Lanza et al. 2010a ) for conducting LCA within the SAS environment, and the stand-alone programs Latent Gold (Vermunt and Magidson 2005) , PANMARK , and Mplus Muthén 1998-2007) .
In the empirical study reported above, LCA allowed us to identify a finite set of latent subgroups, and to examine how treatment effects on Grade 9 binge drinking varied according to membership in these latent subgroups. In the latent class model, the intersection of six risk factors (yielding 2 6 =64 possible response patterns) was organized into five straightforward, meaningful subgroups. Approximately one-third of males and females belonged to the Low Risk subgroup and another onethird to the Peer Risk subgroup, with the remaining one-third distributed across the subgroups that conferred the intersection of risks across two or more ecological levels: the Economic Risk subgroup, the Household & Peer Risk subgroup, and the Multi-Contextual Risk subgroup. Table 3 and Fig. 3 demonstrate, based on simulated outcome data, how this approach could be applied to intervention data in order to obtain tangible evidence of how future intervention resources might best be targeted based on the set of characteristics used in the latent class model. Based on these results, for example, we found that among adolescents in the Peer Risk subgroup, the hypothetical intervention program mitigated risk for Grade 9 binge drinking. Among adolescents in the Household and Peer Risk and the Multi-Contextual Risk subgroups, however, the program had no effect. This indicates that the peer-based program hypothesized in this study should be implemented in lower-risk neighborhoods, but would not be expected to have an impact in higher-risk neighborhoods. These results suggest the need for an additional intervention component, or a program with a different contextual focus, in higher-risk neighborhoods. As demonstrated in the present empirical example, prevention scientists interested in evaluating differential effects of a randomized prevention or treatment program can use this framework to organize individuals according to an entire set of characteristics (including both individual and contextual factors). Once the latent subgroups have been identified, several techniques can be implemented to explore differential treatment effects. The classifyanalyze approach described here is perhaps the most simple one, but results about treatment effects will be biased to the extent that there is classification error. The amount of error is reflected in the degree to which each individual's posterior probabilities diverge from values of zero and one. When the treatment response is coded as a categorical variable, as was the case in this empirical demonstration, the probability of the event (in this case, simulated Grade 9 binge drinking) can be calculated for each latent subgroup using 1) the logistic regression estimates produced by including binge drinking as a covariate and 2) the marginal probabilities of the treatment response. Although the model-based approach demonstrated above (see Fig. 3 ) is not typically used in practice, it is always preferable to any classify-analyze approach. The model-based approach estimates the actual probability of an outcome conditional on latent class membership, whereas all classify-analyze approaches represent a computationally convenient way to approximate this result. The Excel-based LCA probability calculator, available at http://methodology.psu.edu/, will allow prevention scientists to adopt a model-based approach to LCA with a distal outcome in their own work.
When treatment response is continuous, however, obtaining mean differences in the treatment effect across the latent subgroups is more complicated. LCA is a probabilistic model, where each individual has a (typically nonzero) probability of membership in each latent subgroup. In other words, the true subgroup membership of each individual is unknown. Thus, there is no straightforward model-based approach to testing for mean differences across subgroups on an outcome variable. Although several different classify-analyze approaches have been proposed, including single or multiple pseudoclass draws based on posterior probabilities (Wang et al. 2005) and multiple imputation of the latent class variable using a Bayesian approach (Lanza et al. 2005) , future methodological work in this area is needed.
Limitations of Using LCA for Latent Subgroups Analysis
As with any statistical approach that uses categorical variables, careful consideration must be given to recoding continuous indicators in a way that results in meaningful categories and does not result in a substantial loss of information. It is possible to use continuous variables to measure the latent subgroups by conducting latent profile analysis, or even to use a mix of continuous and categorical variables. In the current study, many of the latent class indicators were categorical by nature (e.g., single-parent home, exposure to peer cigarette use, exposure to peer alcohol use). We did specify cutoffs for the neighborhood risks of greater or equal to 10% unemployment rate and greater or equal to 50% poverty rate in the census block. In some cases a sensitivity analysis may be helpful, where the effect of using different cutoffs is explored in the resulting latent class model.
In any latent class model, the issue of reification is of great importance. More than with traditional analytic approaches such as regression analysis, with LCA it can be easy to conclude that the set of latent classes identified in an analysis represent the actual types of individuals in the population. Instead, the latent classes provide a useful heuristic for representing heterogeneity across the dimensions included in the model. Implications of model misspecification may be important substantively when examining differential treatment effects across the latent classes, particularly if too few latent classes have been identified. In this case, a unique latent subgroup may get overlooked, precluding an examination of the subgroup-specific treatment effect. Cross-validation, where a training data set is used to estimate a model and then the fit of a model using those estimates and a validation data set is assessed, is one method that has been proposed for further confirming the validity of a particular solution (Collins et al. 1994) . A related issue is that little is known about the exact effect of sample size on the ability to identify the set of underlying latent classes; this is an important area of future research.
Conclusions
By using LCA, a finite set of latent subgroups characterized by the intersection of numerous characteristics was identified in the present analysis. This LCA perspective can provide important information about how programs may be targeted for or tailored to different population subgroups that are expected to show the strongest response. This study demonstrated how multiple characteristics can be used to identify meaningful latent subgroups, and then subsequently be used to examine differential treatment effects. Overall, this study demonstrated the promise that a latent subgroups perspective holds for advancing subgroup analyses in an effort to better inform prevention and treatment sciences.
