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Terms of Reference 
This thesis originated from low frequency electromechanical oscillations experienced on the 
Eskom network in the mid 1980's. The weakly damped oscillations were especially 
pronounced during the peak loading periods but occurred even under light loading 
conditions. However, the oscillation frequencies of the electromechanical modes changed 
sulistantially as the loading conditions changed. 
The University of Cape Town (UCT) was approached to investigate the origin of these 
oscillations as well as to develop techniques for damping the oscillations over a wide range 
of operating conditions. The idea proposed by Eskom was to investigate the possibility of 
detuning of the Automatic Voltage Regulators (AVR) for enhancing the small signal 
stability margin. However, in the early stages of the research, we found that detuning the 
A VR significantly deteriorates the transient stability margin of the Eskom network. 
Consequently, the research progressed to an investigation of supplementary excitation 
control using Power System Stabilizers (PSS). The results of the research on the use of 
PSS are contained in this thesis. 
The Ph.D. thesis was commissioned by Professor Alexander Petroianu of the Department 
of Electrical Engineering, UCT in March 1992. His specific instructions were: 
(1) To address the problems associated with the damping of electromechanical 
oscillations using PSS, namely determining the optimal locations of the PSS, 
determination of the control structure of the PSS and the design of robust PSS. 
(2) To develop theoretical foundations for addressing these problems. In this respect 
much of the value of the thesis should lie in the theoretical development. The 
focus of the thesis should not be detailed implementation of the methods 
developed As such, the methods developed in the thesis should form a sound 
foundation for more detailed investigation and implementation in the future. 
iii 
(3) To attempt to formulate the advances of modem control theory in a power 
systems framework. In doing so, the value of using advanced control techniques 
for control of power system can be assessed. 
iv 
Synopsis 
This thesis deals with the damping of electromechanical oscillations using Power System 
Stabilizers (PSS). The thesis focuses on three problems associated with the damping of 
these oscillations, namely the determination of the optimal locations of the PSS, the 
determination of the best control structure of the PSS and the design of robust PSS. 
We develop two new methods for determining the optimal locations of the PSS. These two 
methods are based on Total Modified Coupling Factors (TMC) and optimization by 
Simulated Annealing (SA). The TMC is a measure of the damping influence of each 
machine pair on several power system modes. The TMC incorporates the effect of the 
performance and the type of excitation system of the generator. The method based on TMC 
is tested on a nine-bus benchmark network. In the method based on SA, we formulate the 
PSS placement problem as a discrete nonlinear optimization problem. The objective 
function corresponds to the damping of the electromechanical modes of the system. In this 
method, the placement is performed simultaneously for all PSS. Using SA, we obtain a 
placement scheme which guarantees that the undesired poles can be controlled with finite 
control energy. As a result of the optimization formulation, the method based on SA is 
computationally more intensive than the method based on TMC. We demonstrate the 
method based on SA on two networks namely, a seven-bus network and a 35-bus 
equivalent of the Eskom network. 
The problem of determining the control structure for damping of the electromechanical 
oscillations is composed of three aspects namely, the type of feedback, the type of signal 
and the type of control. 
The type of feedback investigates the use of State Feedback and Output Feedback. We 
present a new method of determining the parameters of a fixed structure PSS by 
transforming the Dynamic Output Feedback problem into a Static Output Feedback 
problem. 
v 
The type of signal refers to the determination of the best output signals that are to be used 
for damping of the electromechanical oscillations. We develop two new methods for 
determining the best output signals. These methods are based on two measures of the 
contribution of the electromechanical oscillations to the outputs. The first measure, the 
Centralized Modal Observer Measure (CMOM), is based on the (centralized) observability 
of the electromechanical modes. The CMOM requires only the calculation of right and left 
eigenvectors and is therefore not computationally intensive. However, the CMOM does not 
take into account the existence of fixed modes in a system under decentralized control. The 
second measure, the Decentralized Modal Observer Measure (DMOM), takes into account 
the existence of decentralized fixed modes. The DMOM is based on the (decentralized) 
observability of the electromechanical modes. The methods based on CMOM and DMOM 
are tested on a seven-bus benchmark network. 
The type of control investigates the use of centralized, decentralized and hierarchical 
control for damping of the electromechanical oscillations. We develop a new approach for 
designing decentralized controllers. For this approach, we derive new sufficient conditions 
for ensuring that the system under decentralized control is globally stable. In addition, we 
present a novel approach for the hierarchical control of power systems. For this approach, 
we derive new sufficient conditions for ensuring that the time-varying power system 
remains globally stable. We also propose that these conditions be incorporated in the 
dynamic security assessment of the power system. 
The problem of designing robust PSS is addressed using two approaches. In the first 
approach, we develop methods of designing robust supplementary excitation controllers 
with structures which are different from the those of existing PSS. In the second approach, 
we develop methods to obtain robust tuning procedures for the existing PSS. 
In the first approach, we describe a new procedure for designing suboptimal H.,,-based 
controllers for damping electromechanical oscillations. The stability of the interconnected 
power system is ensured by incorporating global stability constraints in the design 
procedure. These constraints are used in a new two-stage method for designing 
decentralized controllers. 
vi 
In order to ensure low order controllers, the method of balanced truncation is used to 
reduce the order of the open loop plant. We make use of an existing Dynamic Output 
Feedback Ricatti-based method to synthesize the H= controllers. We apply a bilinear 
transformation to improve the damping of the electromechanical oscillations. The design 
procedure is tested on a nine-bus benchmark network. 
In the second approach, we address the problem of determining the parameters of fixed 
structure PSS. We propose two new methods to obtain the parameters of the PSS namely, 
tuning the PSS using numerical optimization and tuning the PSS using Static Output 
Feedback. The tuning by numerical optimization uses Sequential Quadratic Programming 
(SQP) to obtain the parameters of the PSS. The tuning by Static Output Feedback uses an 
existing Static Output Feedback control algorithm to obtain the static gain matrix. The 
method of tuning by numerical optimization is tested on a SMIB system. 
We recommend that, for future work, the design of robust PSS using an H 2 objective 
function with an H = constraint be investigated. 
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In this section, we present definitions and brief descriptions of concepts that will be 
required in the thesis. Some of the material in this section may be unfamiliar to power 
systems engineers since it is in the domain of the control theorist. Nevertheless, these 
concepts form the foundations of the methods developed in subsequent chapters and are 
essential for understanding of the thesis. For more details, the references at the end of the 
section should be consulted. 
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Section A: State Space Description 
Section B: Eigenstructure 
Section C: Transmission Zeros 
Section D: Singular Value Decomposition 
Section E: System Controllability 
Section E.1: Controllability Matrix 
Section E.2: Modal Decomposition 
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A. State Space Description [1] 
Consider a linear time invariant system (LTI) system of finite dimension with multiple 
inputs and multiple outputs. 
Assume that the system is under centralized control i.e. all the control signals are available 
for feedback to a single controller. The state space description of the system can be 





x ER n are the system states, u ER"' are the system inputs, y ERP· are the system 
outputs and A, B, C and Dare constant matrices of appropriate dimensions. 
Assume that the system is under decentralized control i.e. only local control signals are . 
available to each controller. The state space description of the system can be expressed as 
follows: 
11.{ }11.{x. -A..x. + .. I A..x. + B.u.} s s I ,Ill IJJ II, 
-, i - i-i I 
y.=C.x+D.u. · 





X; eRn; and u; ERm; are the state and input vectors respectively corresponding to 
subsystem Si of system S 
x is the state vector of system S 
Y; ER Pi is the output vector 
A;i ER"ix"i is the square diagonal block i of the nominal plant A matrix, which relates 
3 
A;j eR" i xn i is the off-diagonal block (i,j) of the nominal plant A matrix, which relates 
B; ER"ix"'i is the input coefficient vector 
C; ERp;xn; is a constant matrix relating system output Yi to states x 
D; ERp;xm; is the direct feedthrough term relating output Y; to input u; 
"' 
n; is the number of states in vector X; and ~ n; = n 
Pi is the number of outputs of subsystem Si 
~ is the number of inputs of subsystem Si 
Next we discuss some properties of the systems described by these state space equations. 
B. Eigenstructure [1] 
Eigenstructure refers to the properties of the system associated with its eigenvalues and 
eigenvectors. The eigenvalues of A are the roots of the characteristic polynomial 
det(sl -A). Let A; """cr; + jro; be an eigenvalue of A If Re(/...;)> 0 for any i -1, ... n, 
the system is unstable. If Re(/...;) < 0 for all i = 1, ... n, the system is said to be 
asymptotically stable. The system is marginally stable if Re(/...;) .. 0 for any i - 1, ... n. The 
damping t; ; of eigenvalue ~ is defined as: 
-CJ. 
t;. D I ' 
I .Jo ~ + (I) ~ 
I I 
(Bl) 
The nonzero vector v; such that Av; - A;V; is called the right eigenvector of mode A;. 
The right eigenvector v; gives the relative activity of the states when ')...; is excited The left 
eigenvector of ')... ,· is defined as the nonzero vector w. such that w! A .. ')... . w! . The left 
' ' ' ' 
eigenvector weighs the contribution of the state variables in mode ')...;. The left and right 
eigenvectors can be used for determining which state variables contribute most to a 
particular mode. The problem in using these vectors individually for determining state 





In order to solve this problem, the Participation Matrix P is defined as follows: 
P=[P1 P2 ... Pn] 
where 
vkh is the kth element of the right eigenvector vh 
whk is the kth element of the left eigenvector wh 
vkh whk is the participation factor 
Ph is the participation vector corresponding to mode h 
h is the mode of interest 
(B2) 
The participation factor combines the right and left eigenvector to obtain a scale-free 
measure of the relative participation of each state to the associated mode. 
C. Transmission Zeros [2] 
The transmission zeros of a multi-input, multi-output system is defined as the complex 
frequencies Z; such that: 
[z./-A -Bi Rank 'C D <Min(n+m,n+p) (Cl) 
For a square system i.e. number of inputs m equals the number of outputs p, the 
transmission zeros z, can be determined from the following: 
Det = O. [zJ -A -Bi C D (C2) 
If Re(z,) < 0 then z, is called a minimum-phase zero. Minimum-phase zeros pose no 
problems in control design. 
If Re(z,) ~ 0 then z, is called a non-minimum-phase zero. The control bandwidth (phase 
and gain margin) of the closed loop system is limited by non-minimum-phase zeros. This 
poses problems in control design. 
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D. Singular Value Decomposition [3] 
Let A ECmxn be a matrix. Then there always exists unitary matrices U ECmxm ahd 
V ECnxn such that: 
A=U~VH (Dl) 
where: 
CJ 1 0 0 0 0 
0 CJ 2 0 0 0 0 
~= if msn 
0 0 CJ m 0 0 0 0 
or 
CJ 1 0 0 
0 CJ 2 0 
~= 0 0 CJ n if nsm 
0 0 0 
0 0 0 
Let U =[u1 U2 ... um] and V =[v1 V2 ... vn] 
We define the diagonal elements of~ are the singular values of A. The singular values are 
arranged in decreasing order i.e. a 1 ::!: CJ 2 ::!:, •• a P ::!: 0 where p = min( m, n) . The minimum 
singular value gives a measure of how close the matrix is to singularity. The vectors 
U; (i = l..m) and vi (i = 1 .. n) are the left and right singular vectors of A respectively. 
E. System Controllability [1] 
A system is controllable if it is possible to reach any state x( t 1 ) at time tr from an initial 
state x(O) using a control input .function u(t) for 0 s ts t 1 . This is a property that relates 
the system inputs u(t) to the system states x(t). A system is said to be stabilizable if all 
uncontrollable modes are stable. 
We present three ways to check whether a system is controllable or not; namely 
Controllability Matrix, Modal Decomposition and Controllability Grammian. 
6 
E.1 Controllability Matrix 
The system given by (Al) is said to be completely controllable or equivalently, the pair 
(A,B) is completely controllable if and only if the rank of the controllability matrix. is n 
i.e.: 
rank(s(A,B)) = n (El) 
where s(A,B)=[B AB A 2B ··· An-1B]nxnm isthecontrollabilitymatrixofthepair 
(A,B). 
Thus we can check if a system is controllable or not by determining the rank of the 
controllability matrix. If therank(s(A,B)) = n then the system is completely controllable 
otherwise it is not completely controllable. If rank(s(A,B)) = q, q :s; n, then only a q-
dimensional subspace of the system is completely controllable, the rest of the system being 
uncontrollable. 
This method only provides information about whether a system is controllable or not. It 
does not provide information about which modes of the system are controllable or 
uncontrollable. 
E.2 Modal Decomposition 
The concepts of controllability can be formulated in the modal canonical form. In this 
form, the system described by (Al) can be expressed so that the transformed states are 
completely decoupled from each other. This can be achieved by applying a coordinate 
transformation to (Al) i.e.: 
let x = Tz 
where T is the matrix consisting of the eigenvectors 
z is the vector of the transformed modal canonical coordinates. 
Thus, in modal canonical form, system (Al) can be expressed as: 
z = Az+ r-1Bu 




A= diag(J... 1 A2 ··· A.n] 
Mode i is said to be uncontrollable if the ith row of r-1 B denoted by (T-1 B); is a row of 
zeros. Thus, using the method of modal decomposition, it is possible to determine directly 
which modes of the system are controllable or uncontrollable. 
E.3 Controllability Grammian 
The Controllability Grammian P for a stable system is defined as follows : 
ti T 
p = I eAt BBT eA t dt (E3) 
0 
where P is a symmetric positive semi-definite matrix. The matrix P satisfies the following 
steady-state Lyapunov matrix equation: 
AP+ PAT + BBT = 0. (E4) 
If rank(P) = k then there are (n - k) uncontrollable modes. However, it is not possible 
using this method, to determine directly which of the modes of the system are controllable 
or uncontrollable. 
F. System Observability [1] 
A system is observable if it is possible to determine the initial state x(O) based on a set of 
measurements y(t) for 0 st s t1 . This is a property that relates system outputs y(t) to 
system states x(t). 
We present three ways to check whether a system is observable or not, namely 
Observability Matrix, Modal Decomposition and Observability Grammian. 
F.1 Observability Matrix 
The system given by (Al) is said to be completely observable or equivalently, the pair 
(A, C) is completely observable if and only if the rank of the observability matrix is 
n i.e.: 
rank(tt(A,C)) = n (Fl) 
where: 
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of the pair (A, C) . 
Thus we can check if a system is observable or not by determining the rank of the 
observability matrix. If therank('fr(A,C)) - n then the system is completely observable. If 
rank(fr( A, C)) - q, q s n , then only a q-dimensional subspace of the system is 
completely observable, the rest of the system being unobservable. 
This method only provides information about whether a system is observable or not. It does 
not provide information about which modes of the system are observable or unobservable. 
F.2 Modal Decomposition [2] 
From the modal canonical form given by equation (El), the output equation is expressed 
as: 
y - CTz+Du (F2) 
It can be seen that mode j is unobservable if the jth . column of the, product CT is a column 
of zeros. Thus, using the method of modal decomposition, it is possible to determine 
directly which modes of the system are controllable or uncontrollable. 
F .3 Observability Grammian 
The Observability Grammian Q for a stable system is defined as follows : 
11 T 
Q- I eA tcT CeAtdt (F3) 
0 
where Q is a symmetric positive semi-definite matrix. The matrix Q satisfies the following 
steady-state Lyapunov matrix equation: 
AT Q +QA +CT C • 0. (F4) 
If rank(Q) - k then there are (n - k) unobservable modes. However, it is not possible 
using the Observability Grammian, to determine directly which modes are unobservable. 
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If a system has no uncontrollable or unobservable modes then it is said to be minimal. On 
the other hand if a system has uncontrollable or unobservable modes, it is said to be non-
minimal. 
G. Fixed Modes [4] 
In this section we define the concept of fixed modes for systems under centralized and 
decentralized control. The centralized fixed modes are equivalent to the uncontrollable 
modes of a system. Decentralized fixed modes are those modes which cannot be moved 
using decentralized control. Decentralized fixed modes may exist in a system which is 
completely controllable. We discuss these two concepts in more detail in the next section. 
G.1 Centralized Fixed Modes 
Suppose that the system given by (Al) is either not completely controllable or not 
completely observable. Then, no matter what feedback controller is connected to the 
system, the modes which are uncontrollable or unobservable in the open loop will remain 
unaffected by the feedback control. This means that the closed loop characteristic 
polynomial will have roots that are independent of the control. These roots identify the 
centralized fixed modes of the system. The centralized fixed modes are equivalent to the 
eigenvalues of the uncontrollable or unobservable part of the open loop system. If the 
centralized fixed modes are unstable, then it is not possible to stabilize the system by 
feedback control i.e. the system is said to be not stabilizable. 
The centralized fixed modes /..e"" can formally be expressed as follows: 
/..efm .. nA.(A + BkC) for all finite k. 
" 
where /...(") denotes the eigenvalues of {·) 




G.2 Decentralized Fixed Modes 
Consider a finite dimensional LTI system which is completely controllable and completely 
observable i.e. it has no centralized fixed modes. In addition, assume that the feedback 
controllers are finite dimensional, LTI and restricted to be decentralized. The system under 
decentralized control can be described by equation (A2). 
Since the system is completely obseryable and completely controllable, all the modes of the 
system can be freely controlled using centralized control. 
Under decentralized control, only feedback signals available at the subsystem are used for 
control. The feedback signals of each subsystem may not have sufficient information about 
the entire system in order to fully control the system. Thus, some modes will remain 
unaffected by decentralized feedback control. Those modes which cannot be affected by 
decentralized control but can be affected by centralized· control are called decentralized 
fixed modes. The set of decentralized fixed modes can be defined as: 
(Gl) 
A necessary and sufficient condition for the existence of decentralized fixed modes is that: 
rank~/< n-a 
where: 




. . 0' 
0 
a is the rank deficit of matrix A 
ik is the kth input of subsystem i 
im is the mth output of subsystem i 
Thus, if the rank of the matrix s' is less than n, the system contains decentralized fixed 
modes. If the rank of s' is equal to n, then the system contains no decentralized fixed 
modes. 
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H Norms [S] 
In the following section, we discuss three types of norms namely, vector norms, matrix 
norms and system norms. 
H.1 Vector Norms 
We define the p-norm of a vector as: 
1 
WP -(.~lfl)p 
The infinity norm of a vector is defined as : 
H.2 Matrix Norms 
The p norm of a matrix is defined in terms of vector norms as follows: 
AECmxn 
Some useful p-norms are: 
llAll1 = m~ .IIAijl (maximum column sum) 
J 1-1 
llAll2 =a max(A) (maximum singular value) 
The infinity norm of matrix A is defined as: 
llAll 00 = m!!X j IAijl (maximum row sum) 
l 1-1 
Let A ecmxn B ecnxm . Some useful properties of matrix norms: 
llABllP $ l~llPl~llP 







H.3 System Norms 
Given a transfer function matrix G(s) - C(sl - Ar1 B + D the H.,, norm of G(s) denoted by 
l!G(s)ll.,, is defined as follows: 
llG(s)ll.,, - sup(omax(G(jco))) (HS) 
w 
A physical interpretation of the ff.,, norm of G(s) can be given in terms of the RMS gain of 
the system as follows: 
/o' YT (t)y(t)dt $ llG(s)ll. .. /o' uT (t)u(t)dt for tr>O 
As t 1 -+ oo the H.,, norm is given by the following inequality: 




sin( cot) then: llG(s)ll - RMS(y(t)). 
"" RMS(u(t)) 
Thus, llG(s)ll.,, is simply the RMS gain of the system. 




Assume that matrix A has no purely imaginary eigenvalues and that the direct feedthrough 
term Dis zero. In optimal H.,, controller design, it is required that llG(s)ll.,, <y where y is a 
robust stability margin. Given y, the Hamiltonian matrix My is defined as: 
[ 
A y -1BBT] 
My ... -y-lCTC -AT (11) 
The condition llG(s)ll.,, < y is satisfied if and only if My has no purely imaginary 
eigenvalues. 
Hence, we can determine whether llG(s)ll.,, < y is satisfied by calculating the eigenvalues of 
Mr If none of the eigenvalues of My is purely imaginary, then the condition llG(s)ll.,, < y is 
satisfied. If any eigenvalue of My is purely imaginary then the condition fails. However, 
calculating all the eigenvalues of My is a computationally intensive procedure for very large 
systems. 
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Instead of performing the eigenvalue calculation, the condition that llG(s)ll. .. < y can be 
expressed in terms of a related Algebraic Riccati Equation (ARE) given by: 
AT x + XA + y -1 XBBT x + y -1cT c - o (12) 
The matrix solution X of the ARE is positive definite if and only if My has no imaginary 
eigenvalues. If the solution of the ARE is positive definite, then the condition llG(s)ll ... < y 
is satisfied Thus, we need to check only if the solution of X is positive definite. 
The solution to the ARE can be found by computing a matrix T such that My is in upper 
triangular form i.e.: 
(13) 
whereA11 is stable. 
T is then partitioned as follows: 
(14) 
The solution to the ARE is then given by X .. T21 T;.~
1 • 
J. Lyapunov Equations [7] 
A general form of the Lyapunov algebraic matrix equation is given by AX + XA H - C 
where A ecn•n . 
The necessary and sufficient condition for the existence of a unique solution is that 
A.; (A) + A. i (A) ;it 0 for i, j - 1, ... n which is automatically satisfied if A is stable. 
Consider the following time-varying Lyapunov matrix differential equation: 
X(t)-AX(t)+X(t)AT +BBT 
with X(O) = 0 
Then the solution of the matrix differential equation is given by: 




If A is stable, the unique steady state solution X ss = limX ( t) must exist and satisfies the ,_"" 
following steady state Lyapunov matrix equation: 
AXSS +XSSAT +BBT =0. (J3) 
K. Hankel Singular Values [6] 
Consider an LTI system described by equation (Al). For this system the Observability and 
Controllability Grammians are not invariant under a coordinate transformation. If we let 
x = Tz where T is nonsingular, then the controllability and observability Grammians in z 





From equations (Kl) and (K2), we can deduce that the eigenvalues of P' and Q' are not 
the same as those of P and Q. This means that a similarity transformation on system model 
alters the eigenvalues of the Grammians. On the other hand, the product P'Q' and PQ are 
related through a similarity transformation T as follows: 
P' Q' = (T-1 PT-T )(TT QT) = T-1 PQT (K3) 
From equation (K3) we can deduce that the eigenvalues of the product PQ are invariant 
i.e.: 
(K4) 
We define the Hankel Singular Values CJ~ as the square root of the eigenvalues of PQ i.e.: 
CJ~ = .Jt..( PQ) (K5) 
The Hankel Singular Values of (A,B,C,D) are invariant under coordinate transformations. 
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L. Balanced Realization [8] 
For a minimal stable model of a system, there exists a coordinate transformation such that 
the Controllability Grammian and observability Grammian are equal and diagonal. The state 
space model of the transformed model is called a balanced realization. The transformation 
to a balanced realization is not unique. However, in the case where the system is minimal, T 
is unique except for a sign matrix (a diagonal matrix whose diagonal elements are either 
plus or minus one). The transformation T can be determined from a stable and minimal 
state space model (A,B,C,D) using the following equation: 
T -[};-;UT R l -1 
where: 
RT R = Q is the Choleski Factorization of Q 
u "'iUT = RPRT 
UTU=l 
P is the Controllability Grammian 
Q is the Observability Grammian 
1 
~2 -d· J H H H] LJ - za5Lcr1 ,oz , ... ,an 
af ?!! a!f ?!!,, .. ,?!! a-f{ (i = l .. n) are the Hankel singular values 
(Ll) 
The Grammians P and Q are calculated from equations (E4) and (F4) respectively. The 
matrix R is solved using Choleski Factorization of Q. Once R is calculated, the matrix 
product RPRT can be computed. The matrices U and "'i are obtained from a singular value 
decomposition of RPRT. The transformation T can then be computed using equation (Ll). 
M. Controller Canonical Form [1] 
Consider the system described by (Al). The state space formulation can be expressed in 
controller canonical form by performing a coordinate transformation. Assume that the 
system is completely controllable i.e. the controllability matrix has rank n. 
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The characteristic polynomial CP(s) is defined as follows: 
CP(s) - det(sl -A) - Sn+ a1sn-
1+ ... +an_1s +an (Ml) 
We define a matrix W which is obtained from the 'above· characteristic polynomial as 
where the a; 's are coefficients of the characteristic polynomial. 
We define a coordinate transformation T given by: 
X-=Tz 
where T-~W 
~ is the controllability matrix ~ - ( B AB A 2 B . . . A 11- 1 B] 


















0 0 0 0 
(M3) 
(M4) 
The system given by equation (M4) is in the controller canonical form. Note that r-1 exists 
only if the system is completely controllable. 
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N. Synthesis of H2 and H ... -Based Optimal Controllers [6] 
In this section we present methods of obtaining controllers for problems with Hi and H ... 
norm objective function. We focus on the methods which rely on solutions;o Riccati 
equations. 
The Hi and H.., control problems can be formulated with the aid of the control system 




Figure Nl: Block Diagram of a Standard Control Problem 
The state space description of the control system in Figure Nl can be expressed as follows: 
x(t) ... Ax(t) + B1w(t) + B2u(t) 
z(t) .. C1x(t) + D11w(t) + D12u(t) 
y(t) = C2x(t) + D21w(t) + D22u(t) 
where: 
w(t) ER"'1 is the disturbance vector 
u( t) ER"'2 is the control input vector 
z( t) ERP• is the performance output vector 
y( t) ERP2 is the sensor output vector 
(Nl) 
A,B1,B2 ,C1,C2 ,D11,D12 ,D21 andD22 are constant matrices of appropriate dimensions. 
The design goal is to find a controller K(s) such that the closed loop is stable and that the 
influence of disturbance input w(t) to the performance outputs z(t) is minimized according 
to a system norm, for instance llTwzllz (2-norm) or llTwzlloo (co-norm). In the next section 
we describe a method of obtaining H2-based controllers. Both State and Output Feedback 
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control problems are considered. Thereafter, we describe a method of obtaining Hc.,-based 
controllers for both State and Output Feedback. 
N.1 Synthesis of H 2 Optimal Controller 
The problem is to determine a controller that minimizes the performance index. For the 
deterministic case (i.e. no noise) with random initial conditions the following objective 
function is sleeted as follows: 




z(t) = Q~y(t) 
-
R2u(t) 





Q is a symmetric positive semi-definite matrix 
R is a symmetric positive definite matrix. 
If white noise is taken into account, the objective function takes the following form: 
(N2) 
(N3) 
The H2 controller can be obtained from State Feedback or Output Feedback. In the next 
sections, we present a method of synthesizing the Hz-based controllers for State Feedback. 
Thereafter, we present a method of synthesizing the Output Feedback controllers. 
N.1.1 Synthesis of State Feedback H2 Optimal Controllers 
In the case of State Feedback, the measurement output vector is the state vector x(t) i.e. 
y(t) = x(t). This means that in equation (01), we set C2 = Inxn (identity) and 
D21 = D22 = 0. 
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The optimal State Feedback controller K can be found from the following feedback control 
law: 
u(t) = -Kx(t) = -R'-1 (D'T QC'+Bf S)x(t) (N4) 
where: 
R'= R +D'T QD' 
S satisfies the following Ricatti equation 
A'T S + SA'-SBfi'-1 B;s + C'T QC'-C'T QD'R'-1 D'r QC'= 0 
A'= A - B2R'-
1 D'r QC' 
Thus, the controller for State Feedback can be expressed as a constant gain matrix K 
N.1.2 Synthesis of Output FeedbackH2 Optimal Controllers 
The Output Feedback H2 optimal control is called Linear Quadratic Gaussian Control 
" (LQG). The noise is modeled as sensor noise and process noise. The disturbance vector 
w(t) and coefficient matrices B1 and 0 21 are partitioned as follows: 
w(t) = (NS) 
[
w1 (t) (process noise)] 
w2 (t) (sensornoise) 
~=~ aj ~~ 
D21 = [o I] (N7) 
where I is the identity matrix. 
The sensor noise w2 is modeled as zero-mean Gaussian white noise with covariance 
E[w2 (t+i:)w;(t) = V0b(i:). The process noise is modeled in the partition w1(t) as zero-
mean Gaussian white noise with covariance E[w1(t +i:)w[ (t)] = lfob(i:). We assume that 
the process and sensor noise are uncorrelated i.e. E[ w1 ( t)w; (i:)] = 0. 
The measurement output vector is then given by y(t) = C2x(t) + w2 (t). 
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The optimal LQG controller K(s) has the following LTI state space description: 
i(t) = Ax(t) + B2u(t) + H[y(t)- C1z(t)-D22u(t) 




p satisfies the Ricatti equation AP+ PAT - PC[vo-1C2P + rWorT = 0 
x is the vector of controller states. 
N.2 Synthesis of H.., Optimal Controller 
(N8) 
When we are dealing with the synthesis of Hao-based controllers, we are concerned with 
ensuring that the Hao-norm of the closed loop transfer function matrix T zw is less than a 
specified bound say y, i.e. 
(N9) 
As in the case of synthesizing H2 controllers, the Hao controller can be synthesized using 
State or Output Feedback control. In the next sections we present the methods of obtaining 
the controllers using State and Output Feedback respectively. 
N.2.1 Synthesis of State Feedback Hao Optimal Controllers 
As in the case of H2 State Feedback, the measurement output vector for Hao State Feedback 
is the state vector x(t) i.e. y(t) = x(t). This means that in equation (Nl), we set C2 = Inxn 
(identity) and D21 = D22 = 0. Furthermore, we assume that the white noise entering the 
system, does so through filters i.e. D11 = 0 . This allows us to express the performance 
output vector z(t) as follows: 
z(t) = C1x(t) + D12u(t) (NlO) 
The existence of a stabilizing controller which satisfies the condition in equation (NlO) is 
based on the existence of a positive semi-definite matrix P. This matrix P satisfies a matrix 
inequality together with two rank conditions. These conditions are expressed· in the 
following lemma: 
21 
Lemma Nl: Assume that the system (A,B2 , C1'D12 ) has no invariant zeros on the 
imaginary axis. Then the following statements are equivalent: 
(1) There is a State Feedback gain matrix K such that llTzwll
00 
< y and the closed-loop 
system is stable i.e. Re(J...(A + B2K)) < 0. 
(2) There exist a real symmetric positive definite solution P to the matrix inequality 
~ (P) :il!: 0 at the given value of y such that the following to rank conditions are 
where: 
satisfied: 
(2.1) rank(~ (P)) = normrank(Gzu(s)) 
(2.2) rank = n + normrank ( G zu) 
[
Ly (P)l 
F'., (P) . 
GZM(s) ... c1(sl -Ar1B2 +n12 
[
ArP+PA+y-2PB1B{ P+ c{c1 
FY (P) = 
B{P+D{iC1 
PB2 + C{D12 ] 
DTD 
12 12 (n+"'2)x(n+"'2) 
We can find a stabilizing State Feedback controller from the following control law: 
where: 




ATP+ PA+y -2PB1B{P+ c{c1 -(PB2 + c{n12 )(D{in12r1<B{P+n{ic1) = o (N14) 
The Hamiltonian matrix that corresponds to the solution of the Ricatti equation can be 
expressed as follows: 
[ 
A - B2 (D{iD12 )-
1 Dfi C1 
H(y)= 
-C{ [I - D12 (D{iD12 )-
1 D{i ]C1 
y -
2B1B{ - B2 (D{iD12 r 1B{1 · 
-(A - B2 (DfiD12 )-1 D{i C1 f 
(N15) 
The solution satisfying the Ricatti equation must produce a stable matrix 
A + y -2 B1B{ P - B2 (D{iD12 )-
1 (B{ P + D{i C1). This is equivalent to the condition that the 
Hamiltonian matrix does not have eigenvalues on the imaginary axis. 
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We next outline a procedure for the determination of a stabilizing State-Feedback law that 
results in llTzw (s)ll
00 
< y . Firstly, construct the Hamiltonian matrix given by equation (N15) 
and check if it has eigenvalues on the imaginary axis. If it has eigenvalues on the imaginary 
axis, then we cannot find a state feedback controller that meets the required specifications. 
If possible, relax the constraint llTzw (s)ll
00 
< y by gradually increasing the value of y until 
the Hamiltonian does not contain any imaginary axis eigenvalues. Secondly, solve the 
Ricatti equation given by equation (N14) for symmetric positive semi-definite matrix P. 
Finally, evaluate the required controller gain matrix K using equation (N13). 
N.2.2 Synthesis of Output Feedback Hoo Optimal Controllers 
In the case of Output Feedback Hoo controllers, we assume that y(t) = C2x(t) + D21 w(t) or 
D22 = 0. Furthermore, we assume that the performance output z(t) = C1x(t) + D12u(t) or 
D11 = 0. 
The existence of a stabilizing solution using Output Feedback is based on the existence of 
two positive semi-definite matrices P and Q. These matrices must satisfy two matrix 
inequality conditions and several rank conditions. Furthermore, the condition that PQ < y 2 
must be satisfied. These conditions are expressed in the following Lemma: 
Lemma N2: Assume that the systems (A,B2 ,CpD12 ) and (A,B1'C2 ,D21 ) have no 
invariant zeros on the imaginary axis. Then the following statements are equivalent: 
(1) There exist an LTI, finite dimensional dynamic compensator K(s) such that the closed 
loop system is internally stable and has Hoo norm llTzwll
00 
< y . 
(2) There exist positive semi-definite solutions P and Q of the inequality Fr (P) C!: 0 and 
GY (Q) ~ 0 such that the following conditions are met: 
(2.1) p(PQ) < y 2 
(2.2) rank(~ (P)) = normrank(Gzu(s)) 
(2.3) rank(Gr (Q)) = normrank(Gyw(s)) 
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ATP+ PA+y -Zp. 'B BTP+ ere 1 1 1 1 
B{P+D{iC1 
[
AQ +QA T + y -2QC{ ClQ + B1B{ 
GY (P) = 
. CzQ+D21B{ 
p(PQ) is the spectral radius of PQ. 
Matrix Q satisfies the following Ricatti equation: 









AQ +PAT +y -2Qcf c1Q +B1Bf - (Qc{ +B1Di1)<D21nf1r1<c2Q+ n21Bf) = o (N21) 
The state space description of the Output Feedback Hoo controller is given by the following: 
Xe (t) = Axe (t) + Bcy(t) 
u(t) = Ccxc (t) 
where: 
C =K c 
BC = -<1 -r -2QPrl n 
Ac =A+ BzCc -BcCz - (I -y -2QPr1Y -2 X 
X = QC;B{ P+ QC:Dfi(C1 +D12Cc) + QY +(I -y -
2QP)(BcD21 -B1 )B{ P 
y = -(PAc1 + A:,P+ c:,ccl +y -2PB1B{ P) > 0 
H =-(QC{ +B1D{i)(D21Diir1 
We define a Hamiltonian matrix G(y) corresponding to the matrix Q as follows: 
[ 
AT - c{ (D21niir1 n{iB{ 
G(y) = 










We next outline a procedure for the determination of a stabilizing Output-Feedback law 
that results in llT-(s)ll .. <y . The procedure is composed of four stages which are 
described as follows: 
Stage 1 
Construct the Hamiltonian matrix H(y) given by equation (N15) and check if it has 
eigenvalues on the imaginary axis. If it has eigenvalues on the imaginary axis, then we 
cannot find an Output Feedback controller that meets the required specifications. If 
possible, relax the constraint llT _ (s)ll .. < y by gradually increasing the value of y until the 
Hamiltonian does not contain any imaginary axis eigenvalues. Next, solve the Ricatti 
equation given by equation (N14) for symmetric positive semi-definite matrix P. Evaluate 
the required controller gain matrix K using equation (N13). 
Stage 2 
Construct the Hamiltonian matrix G(y) given by equation (N23) and check if it has 
eigenvalues on the imaginary axis. If it has eigenvalues on the imaginary axis, then we 
cannot find an Output Feedback controller that meets the required y specification. If 
possible, relax the constraint llT- (s)ll .. < y by gradually increasing the value of y until the 
Hamiltonian does not contain any imaginary axis eigenvalues. Next, solve the Ricatti 
equation given by equation (N21) for symmetric positive semi-definite matrix P. Evaluate 
the required gain matrix H using the following: 
H - -(QC~+ B1Dit)(D21Ditr
1 (N24) 
Stage 3 
Once P and Q have been calculated check whether p(PQ) < y 2 • If this condition is not 
satisfied then relax the constraint llT-(s)ll .. <y by gradually increasing the value of y. If 
the condition cannot be satisfied with a satisfactory value for y, then an output feedback 
controller cannot be found. 
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Stage 4 
Evaluate the controller state matrices Ac,Bc,Cc (De ... 0 for a strictly proper controller). 
0. Strongly Stabilizable [9] 
In this section, we state a necessary and sufficient conditions for stabilizing an LTI 
multivariable system with a stable single variable controller. 
Consider an LTI plant that is completely controllable and completely observable. Let the 
distinct zeros of G(s) in Re(s) ~ 0 (including zeros at infinity) be denoted by z1,z2 , ... z1• 
Let the total number of real poles of G(s) to the right of z; (each counted to its 
multiplicity), be denoted by v;, i - 1,2, ... I. Then we can state the following Lemma: 
Lemma OJ: The plant G(s) is strongly stabilizable if and only if the integers v1 , v2 , ••• v1 are 
either all even or all odd. 
From the Lemma 01 we can state that if G( s) is strictly proper ( G( co) - 0 ), then G( s) is 
strongly stabilizable if and only if every real zero of G(s) in Re(s) ~ 0 lies to the left of an 
even number of real poles of G(s), the poles counted according to their multiplicities. This 
property of the pole-zero pattern of a system is called the Parity Interlacing Principle 
(PIP). 
If we wish to find a dynamic controller K(s) for the plant G(s), the Parity Interlacing 
Principle determines whether it is possible to find a stable K(s) . There exist a stable K(s) 
which stabilizes G(s), if and only if G(s) satisfies the PIP. 
The PIP is relevant for systems which have both poles and zeros in the right half plane i.e. 
unstable, non-minimum phase systems. Thus, if we calculate the poles and zeros of the 
unstable non-minimum phase system, we can determine if it satisfies the PIP principle and 
consequently if it is possible to stabilize the system with a stable controller. 
If the PIP is not satisfied, then we can find only unstable controllers which will stabilize the 
input-output response of the system. As a special case, an unstable controller can eliminate the 
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poles and non-minimum phase zeros by pole-zero cancellation. This means that the unstable 
poles in the open loop plant will be made unobservable by the non-minimum phase zero of· 
the controller. Similarly, the unstable pole of the controller is made unobserv.able by the 
non-minimum phase zero of the plant. This means that even though the input-output 
response of the plant will be stable, the internal dynamics will be unstable. 
In addition, since the plant is stabilized by pole-zero cancellation in the right half plane, the 
closed loop system will be stable for only the operating point for which it was designed. If 
the plant dynamics change, the poles and zeros will move apart, thus destabilizing the 
system. Therefore the closed loop system possesses very weak robustness properties. 
P. Static Output Feedback [10] 
In this section, we describe a procedure for determining the stati~ gain matrix for a system 
under Output Feedback. The gain matrix is calculated by solving an H 00 norm constraint 
problem. 
Consider a system described by the following state space description: 
i = Ax + Bi w + Biu 
U=-Ky 
y = C2x 
z = C1x+Di_u 
where x ERn, u ERm, wER1, y ER',zERq. 






Define Matrix F ERpxp as follows: 
(P3) 
where p = n+m 
The closed loop transfer function from w and z is given by the following: 
A - 1 
Tzw(s)=(C1 -D1KC2)[sl -Ac1r B1 (P4) 
where Ac1 = A - B2KC2 
We wish to find an output feedback gain K ERpxm such that the closed loop transfer 
function Tzw(s) satisfies a pre-specified y > 0 attenuation level i.e. llTzw(s)llc)() :s: y . We 
define the following: 
[OJ G= I pxm 
R =[cf 0 l 
. 0 · D[D
1 pxp 
The matrices G, Q and R are obtained from the open loop plant given by (Pl) 
We further define a convex function 0 as follows: 
A 
e =FW + WFT +y -2wRw + Q 
where: 
W is positive semi-definite symmetric matrix 
Q is a positive definite matrix 







We further define the space C00 as follows: 
C00 ~{w = WT ~ 0 : VT 0v s 0 : 'Vv Enul/space( GT)} 
We partition the matrix Was follows: 
where: 
Wi is positive definite 
(P9) 
(PlO) 
Lemma Pl: The system described by (Ql) is stabilizable by a constant gain output feedback 
if and only if the following conditions exist. 
(Pll) 
(P12) 
Thus, if we can find a matrix E such that these two conditions are satisfied, then the· 
controller gain matrix is given by: 
K = KCz = wf cf (C2lfiCf)-1C2 
The closed loop of the system is given by: 
Ac1 =A- B2Wf Cf (C2lfiCf )-
1C2 
Q. Sequential Quadratic Programming [11] 
Consider an optimization problem of the following form: 
minimize f(x) 
xERn 
subject to the m constraints: 







f (x) is the nonlinear objective function 
g; (x) are the nonlinear constraints 
x1 and xu are the upper and lower bounds on x 
me is the number of equality constraints 
The necessary conditions for optimality of the constrained optimization problem are the 
Kuhn-Tucker equations which can be stated as follows: 
(Q3) 
A; 2= 0 i =me+ 1, ..• ,m 
where: 
x is the optimal solution 
Ai are the Lagrange multipliers at the optimal solution 
We define the Lagrangian function L(x,i..) as follows: 
m 
L(x,i..) = f(x) + 2,i..;g;(x) 
i-1 . 
(Q4) 
In Sequential Quadratic Programming (SQP) we obtain a second order approximation of 




subject to the linear constraints: 
Vg;(x)T d + g;(x) = 0 i = 1, ... ,me 
Vg;(xl d + g;(x) s 0 i =me+ 1,. . .,m 
where: 
k represents the kth iteration 




H k is the positive definite approximation of the Hessian matrix of the Lagrangian 
function 
Thus, SOP is composed of two loops, a minor loop which involves the solution of a OP 
problem and a major loop which involves the sequential formulation of OP subproblems. 
Minor Loop 
The solution of the OP sub-problem (minor loop) is obtained by using standard OP 
algorithms such as the projection method. The solution of the OP sub-problem is used to 
form an update as follows: 
Xk+1 - xk +akdk (07) 
where a k is obtained by a line search procedure. 
Major Loop 
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1.1 Statement of the Problem 
This thesis deals with the damping of electromechanical oscillations using Power System 
Stabilizers (PSS). Three aspects are addressed, namely the determination of the optimal 
locations of the PSS, the determination of the control structure of the PSS and the design 
of robust PSS. 
In the following sections, we give a brief overview of the concept of power system stability. 
A time-scale decomposition of power system dynamics based on the type of disturbances is 
presented. Thereafter, the evolution of the small signal stability problem and the need for 
PSS are described. The characteristics of a power system are then discussed. Finally, the 
outline of the thesis is presented. 
1.2 Power System Stability 
Power system stability is broadly defined as the condition of a power system that enables it 
to remain in a state of operating equilibrium and to settle to a possibly new state of 
operating equilibrium (in finite time) after being subjected to a finite disturbance. Power 
system instability is defined as the condition of a power system under which po~er system 
stability is not satisfied. 
In order for a power system to maintain stability, it must be able to withstand disturbances 
that perturb the system from its operating point. The dynamics of the power system 
resulting from these disturbances can conveniently be decomposed according to the time-
scale of the dynamics and the type of disturbance. 
Figure 1.1 illustrates the decomposition of power system dynamics based on the time-scale 















































































































































































































































































































































































































































































































In the period of microseconds to milliseconds, the dynamics are relevant to the 
electromagnetic time-frame of the power system. In order to study the effects of the 
disturbances in this time-frame, detailed modeling of the network transients, transmission line 
insulation properties, switching of circuit breakers, dynamics of fuses etc. are required. 
The stability of the power system in the time-frame greater than 10·2 seconds can be divided 
into two types, namely synchronous stability and voltage stability. Synchronous stability refers 
to the dynamics of the rotor angles of the generators while voltage stability is related to the 
dynamics of the loads. 
In the period 10·2 to 1 second, the dyn~fllics ~re rele_yant t() !4~ (rqnsie1Jt stab!f{Q'__pf the power 
system. The disturbances that are considered are large disturbances such as short circuits. Due 
~-·- -------· - - - - - - --
to the magnitude of the disturbances, the nonlinear behavior of the power system needs to be 
modeled. In addition, the generators need to be modeled to include the effects of the damper 
windings on the dynamics following the disturbance. 
In the period 1 to 10 seconds, the disturbances are relevant to the small signal stability of the ' 
power system. Th"' ~isturbances that are considered here are small disturbances such as load \ 
'changes. Since these disturbances perturb the system in a small region around the operating I 
point, we use the linearized model of the power system [2]. In addition, the generators need;' 
not be modeled with high accuracy since the time constants associated with the dampe.r / ~  _
7 
_{ <f 
windings are shorter than the small signal stability time-frame [3]. y 
The study of small signal stability can be decomposed into the study of three types of \ 
oscillations, namely interplant oscilla~ions, local oscillations and inter-area oscillations. Each , 
of these has a characteristic range of oscillation frequencies. The interplant oscillations occur 1 
in the frequency range between 2 to 3 hertz. These oscillations result from the exchange of 
power between generating units that are electrically close to each other. The local osctilations 
occur in the frequency range between 0. 8 to 2 hertz. These oscillations result from the 
exchange of power from a single machine to an electrically strong network. The inter-area 
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oscillations occur in the frequency range 0.1 to 0.8 Hertz. These oscillations result from the 
exchange of power from one group of machines to another group of machines via a tie-line. 
The study of the power system dynamics that involves both transient stability and small signal 
stability is referred to as synchronous stability or rotor angle stability. A power system is said 
to be synchronously stable if after a disturbance the rotor angles of the machines reach a new 
equilibrium point in finite time. 
Voltage stability can be conveniently divided into three areas namely, short-term, mid-term and 
• 
long-term voltage stability. Short-term voltage stability involves disturbances such as motor 
starting. Mid-term voltage stability involves disturbances such as tap movements and the 
complex behavior of dynamic loads. Long term voltage stability involves disturbances that can 
last over several hours. These disturbances include thermostatic loads and changes in the static 
component offoads. Note that this decomposition does not fully capture the complex dynamics 
associated with voltage stability which is not yet completely understood [4]. 
This thesis focuses on the area of small signal stability. This means that we use the linearized 
system of equations to develop a procedure for enhancing the damping of electromechanical 
oscillations using PSS. 
1.3 Evolution of the Small Signal Stability Problem 
Modem electric power systems are large scale interconnected systems that can stretch across 
entire continents. For this reason, power systems are regarded as among the largest and most 
complex systems ever created by humans [6]. Despite the accuracy of these grandiose 
accolades, the origin of modem interconnected power systems is rather humble. The first 
complete commercial power system was built by Thomas Edison in the early 1880's and 
consisted of a d.c. generator, a cable, fuses and loads. The loads consisted mainly of 
incandescent lamps which behaved like constant impedance loads. 
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.. Since the generator was d.c. and the loads were constant impedance loads, the first power system did not present any synchronous stability problems. However, the d.c. generator was 
soon replaced by a.c generators elsewhere in the world [4]. The power systems which 
consisted of an a.c. generator connected to a constant impedance load did not present any 
synchronous stability problems. However, with the introduction of electric motors as loads in 
the mid 1880's, the problem of synchronous stability began. These loads can behave like 
constant power loads which change the angle difference between the sending end and receiving 
end voltages. Thus the problem of small signal stability arose. 
The demand for electricity increased substantially in the early 1890's. The a.c. systems could 
deliver power at high voltages over longer distances while keeping the transmission losses and 
voltage drops to acceptable levels. The widespread acceptance of a.c. systems encouraged the 
growth of an electric grid (instead of a single generation center) supplying all the distributed 
loads. This meant that several distributed generating centers were interconnected via 
transmission lines to serve the distributed loads. Some of the advantages offered by the electric 









It allows the generating centers to be located close to the source of energy 
It increases the reliability of the system 
It permits the construction of larger and more economical generating units 
It permits reduced reserve requirements by sharing of capacity between areas 
It permits capacity savings from time-zone differences and random diversity of loads 
It facilitates the transmission of off-peak energy 
It provides flexibility to meet unforeseen emergency demands 
It allows some generating centers to be located in areas where the environmental impact 
can be controlled 
Despite all these advantages, the development of an electric grid makes the power system more 
difficult to monitor and control. Complex communication networks are required to transmit 
information about the power system from remote sources. Furthermore, the electric grid 
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compounds the problem of maintaining synchronous stability since it requires coordinated 
control of the angular difference between the generating centers. 
Recent advances in the manufacturing industry, have resulted in the sizes of generators 
decreasing and the reactances of the generators increasing significantly [ 4 ]. In addition, for 
economic reasons, the power systems are increasingly being operated closer to the maximum 
power ,transfer limits. These factors have further aggravated the problem of maintaining 
synchronous stability in power systems. 
In longitudinal power systems, such as the Eskom grid, the problem of maintaining 
synchronous stability is especially acute. In these networks, the equivalent reactance between 
two remote generating centers is very high. This reduces the maximum transfer capability 
between the two centers thus deteriorating the synchronous stability of the system. 
In order to maintain the voltage profile of power systems, high speed automatic voltage\ 
regulators (AVR) were introduced. By controlling the excitation current of the generator, the \ 
high gain AVR ensures fast recovery of the generator terminal voltage~\ The primary function <;;:' 
of the A VR is to maintain the voltage profile of the power system. By maintaining the voltage ~, 
profile of the power system during a disturbance, the A VR maintains the maximum power : 
transfer limit between two generating centers. Thus, the A VR have the secondary effect of ~\ 
improving the synchronous stability of the system. By increasing the gain of the A VR, the 
synchronous stability of the system can be enhanced [1 ]. 
It was soon discovered however, that the A VR did not present a satisfactory solution to the 
problem of maintaining the synchronous stability. In the seminal work by De Mello and 
Concordia [1 ], the deleterious effect of the high gain A VR were outlined The A VR, while1 
improving the transient stability margin of the system, deteriorates the small signal stabilit~ 
margin. By increasing the gain of the A VR, the damping of the electromechanical modes -is\\ 
reduced thus resulting in sustained low frequency oscillations. 
38 
-
It became clear that the problem of maintaining both transient stability and small signal stability 
involved satisfying two constraints namely, high A VR gains for _i~proving the transient 
. ' -· - ~ ~~ -~-- --- ' 
stability and low A VR gains for improving the small signal stability of the system. The 
authors -in [1] suggested that, instead of_9_e]!ningJh~~h_g~in AV~~ su~!~J!lent~!}'. siwials_~ 
the _voltage control loqp should be introdu_ced to ~mprove the damP,illg-_ of _the......systelJ!..:__ These 
" ~= - ·' ~ • - ' ,~ 
supplementary signa~s would proyide _a torq_ue compone.nt .in phas.e with the rotor speed thus 
enhancing the damping of the. electromechanical oscillatio1:1s. Thus the concept of Power 
System Stabilizers (PSS) was introduced. Since then, PSS have been implemented on power 
systems with varying success [ 4] 
Figure 1.2 illustrates the block diagram of a second order Conventional Power System 
Stabilizer (CPSS). The lead-lag circuit of the PSS is required for phase compensation at the 










Figure 1.2: Structure of a Second Order Conventional PSS 
PSS max 
PSS min 
Figure 1.3 illustrates the implementation of PSS in the two principal control loops of a 
generator control system. 
The transfer function G11 ( s) represents the open loop response of the terminal voltage & V r 
due to step in the reference voltage &Vref. The transfer function G12(s) represents the open 
loop response of the electrical power M'el due to step in the reference voltage ,I\ vref • The 





to step in the mechanical power M' mech. The transfer function G22 (s) represents the open 
loop response of the electrical power M'el due to step in the mechanical power M' mech . 
A Pmech 
i - - - - - - - - - - - - PSS 
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Figure 1.3: Implementation of PSS in the two Principal Control Loops of a Generator Control 
System 
Figure 1.4 illustrates the typical responses of AVr and M'el due to a step in AVref. These 
responses were obtained using the Power System Simulator for Engineers (PSS/E). The 
response of M'el is weakly damped with the oscillations persisting after eight seconds. 
The aim in this thesis is to damp the oscillations in M'el by using PSS. The PSS for each 
generator is connected between an output variable such Ab , Aco and Al!:i and the input A Vref . 
The desired closed loop response of the system is such that the oscillations in Al!:i must be 
well damped Thus, we wish to control the damping of the power loop by means of control 
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Figure 1.4: Step Responses of AVr and f)J'el for a Step in AVref 
1.4 Characteristics of Power Systems 
In this section, we outline the main characteristics of power systems. In doing so, we can 
determine the extent of modeling that is required as well as the nature of the control that needs 
to be employed. The characteristics of a power system are as follows: 
• Large Scale System - In the transmission of electrical energy from the generation centres to 
the load centres, the electrical grid can cover millions of square kilometres. In addition, 
power systems are becoming even larger due to the interconnection of neighbouring power 
systems. This makes it necessary to transmit signals for monitoring and control over long 
distances. Furthermore, the full mathematical model of the power system is typically 
composed of several thousand states. The methods developed in Chapter 2, Chapter 3 and 
Chapter 4 take into account the large-scale nature of the power system. 
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• Decentralized System: Due to the large-scale nature of the power system, the control 
needs to be decentralized. Decentralized. control reduces the cost and complexity of 
transmitting the signals over long distances. Furthermore, the reliability of the power 
system is increased by having several decentralized controllers instead of a single 
centralized controller. Decentralized control is however, a weaker form of control than 
centralized control. Fixed modes may exist in systems under decentralized control making 
these modes uncontrollable. An important focus of the thesis is to develop methods that 
take into account the decentralized nature of the power system. The methods developed in · 
Chapter 2, Chapter 3 and Chapter 4 emphasise the decentralized nature of the power 
system. 
• Nonlinear System: The power system is highly nonlinear due to nonlinear loads, saturation 
effects, limits on controllers, etc. For the study of disturbances that perturb the system far 
from the operating point, the nonlinearities of the power system need to be considered. On 
the other hand, when the disturbances perturb the system in a neighborhood of the 
operating point, the nonlinearities can be neglected [2]. In this thesis, we consider the 
linearized state space model of the power system. However, in Appendix C we incorporate 
an upper bound on the nonlinearities of the system when determining a robust stability 
margin. 
• Time Varying: The power system is constantly changing with time due to variations in 
loads, switching of lines, changes in generator scheduling, settings of control devices, etc. 
In Chapter 2 and Chapter 3, we model the power system as a linear time-invariant (LTI) 
system. In Chapter 4, we incorporate an upper bound on the time varying perturbations of 
the system when determining a robust stability margin. 
• Uncertain System: Due to limitations on the number of measurements that are performed, 
the full state vector of a power system can only be estimated. Furthermore, due to 
uncertainty in parameter values of the power system, only an approximate model can be 






Chapter 4, we consider two types of perturbations, namely structured and unstructured [ 
perturbations in the determination of a robust stability margin. 
• Disturbed System: The power system is subjected to two classes of disturbances, namely 
Gaussian white noise disturbances and finite energy disturbances. The Gaussian white noise 
\_ 
can take the form of process noise or sensor noise. In this thesis, we do not consider the' 
influence of Gaussian white noise on the power system. In synthesizing Hoo-based 
controllers we take into account disturbances that are finite energy signals. 
• Expanding System: The power system is constantly expanding due to increases in demand 
for electricity. This expansion can be incremental such as in the addition of a single power 
station or it could be more substantial such as when one large power system is 
interconnected with another. Thus, in designing controllers for an expanding system, we 
should ensure that the system is able to absorb such expansion. In this thesis, we do not 
consider the power system as an expanding system. 
Based on the outline of the characteristics of a power system, it is evident that a complete 
model of the power system is very complex. To obtain an accurate model incorporating all or 
most of these characteristics, would be a daunting task. Despite the complexities of the 
modeling problem, accurate models of power system components have been developed largely 
from physical laws. These include generator models, excitation system models, transmission 
line models, transformer models, etc. These models are widely accepted in industry for the 
analysis and design of power systems [4,8]. 
At this stage it is useful to identify two different approaches to modeling of a system for the ~ 
design of a controller. 
The first approach is. to place great emphasis on obtaining· an accurate model of the system. \\ 
The model is obtained from direct measurements of the system parameters and states as well as 
from physical laws. Once an accurate model of the system has been obtained, the design of the 
( 
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control is relatively simple. The emphasis is thus placed on the model accuracy at the expense J 
of the controller. Methods such as model reference adaptive control, internal model control, 
inverse model control, etc. are examples of this approach. 
The second approach is based on the viewpoint that imperfections in the model are not critical 
in design of the control system, since feedback reduces the effect of uncertainty. Instead of 
refining the model of the system, the emphasis is placed on developing a feedback design 
methodology that would yield a robust control system i.e. the controller is designed so that . 
uncertainties in the model can be absorbed. The emphasis is thus placed on the controller, at 
the expense of the model of the system. Robust control methods such as H00 control is an 
example of this approach. 
In this thesis, we recognize that successful treatment of the modeling problem requires a 
combination of the abovementioned viewpoints. In this respect, we use well-established 
existing models of the power system components to construct a nominal model of the power 
system. We obtain this nominal model from simulation software (such as PSS/E). In order to 
take into account inaccuracies in this model of the power system, we design controllers for 
robust closed loop performance. For instance, in designing supplementary excitation 
controllers, we model each generator with a high order (sixth order) model.. We use this model 
to synthesize controllers that maximize the robustness of the closed loop system. In this way, 
we ensure that the requirements for modeling the power system are not excessive while 









1.5 Outline of Thesis 
The thesis is divided into six chapters. Each chapter is meant to be treated as a self-contained 
unit. In this respect, each chapter has its own Reference section. Each of these chapters 
contains the minimum results which are required for understanding the chapter. 
The results in each chapter are supplemented with appendices at the end of the thesis. These 
appendices contain information that is required for detailed analysis of the contribution of each 
chapter. The appendices also deal with miscellaneous aspects that are relevant to all chapters in 
the thesis. 
We now provide a brief outline of the thesis. 
In Chapter 2, we address the problem of determining the optimal locations of the PSS. We 
provide a review of existing methods for determining the optimal PSS locations. We introduce 
two new methods for the determination of the optimal PSS locations. These two methods are 
based on Total Modified Coupling Factors (TMC) and optimization by Simulated Annealing 
(SA). Both of these methods have significant advantages over the existing PSS placement 
methods. 
f' The TMC is a measure of the damping influence of each machine pair on several power system 
mod~s. The TMC incorporates an.exciter penalty factor in order to take into account the effect 
of the performance and the type of excitation system. The method based on TMC is tested on a 
nine-bus benchmark network. 
In the method based on SA, we formulate the placement problem as a discrete nonlinear 
optimization problem. The objective function in the optimization problem is the minimum 
damping of the electromechanical modes. In this method, the PSS placement is performed 
simultaneously for all the PSS. In addition, only generators with acceptable excitation systems 
are included in the optimization search space, thus ensuring that the performance and the type 
of exciter is taken into account. Using the method based on SA, a placement scheme is 
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obtained which guarantees that the undesired poles can be controlled with the available finite 
control energy. Since we use a discrete nonlinear optimization formulation, the nonlinear 
nature of the placement problem is taken into account. However, as a result of the nonlinear 
formulation, the method is computationally more intensive than the method based on TMC. 
The method of SA is tested on two networks namely, a seven-bus network and a 35-bus 
equivalent of the Eskom network. 
In Chapter 3, we address the problem of determining the control structure of PSS. Three 
aspects of the control structure are addressed, namely the type of feedback, the type of signal 
and the type of control that is to be used for damping electromechanical oscillations. 
The type of feedback refers to whether State Feedback or Output Feedback is to be used. 
When using State Feedback, all the state variables need to be measured This makes State 
Feedback impractical. The use of Output Feedback requires only the output variables as 
feedback signals. For this reason, we use Output Feedback for damping electromechanical 
oscillations. However, Output Feedback requires that the controller be a dynamic controller. 
The order of the Dynamic Output Feedback controller is excessively high. In order to 
overcome this problem we present a new method of obtaining Output Feedback controllers of 
fixed structure. This is achieved by transforming the Dynamic Output Feedback problem into a 
Static Output Feedback problem. In this way, the synthesis of the Output Feedback PSS 
becomes a problem of tuning the parameters of e~isting PSS. 
The type of signal refers to the determination of the best output signals that are to be used for 
damping of the electromechanical oscillations. We present two new methods for determining 
the best output signals. These methods are based on two measures of the contribution of the 
electromechanical oscillations to the outputs. The first measure, the Centralized Modal 
Observer Measure (CMOM), is based on the centralized observability of the electromechanical 
modes. The CMOM is not computationally intensive since it requires only the calculation of the 
right and left eigenvectors. However, the CMOM does not take into account the existence of 








Modal Observer Measure (DMOM) takes into account the existence of decentralized fixed 
modes. The DMOM is based on the decentralized observability of the electromechanical 
modes. The CMOM and DMOM are tested on a seven-bus benchmark network. 
The third aspect of the control structure that is addressed is whether centralized, decentralized 
or hierarchical control is to be used. Centralized controllers are controllers that make use of 
local control signals as well as control signals from remote sources in order to effect control. 
Decentralized controllers make use of only locally measured signals. Hierarchical controllers 
.combine the concepts of decentralized and centralized control. We develop a new approach for 
designing decentralized controllers. For this approach, we derive new sufficient conditions for 
ensuring that the system under decentralized control is globally stable. In addition, we present 
a new approach for hierarchical control of power systems. For this approach, we derive new 
sufficient conditions for ensuring that the time-varying power system remains globally stable. 
We also propose that these conditions be incorporated in the dynamic security assessment of 
the power system. 
In Chapters 4 and 5 we address the problem of designing robust PSS for damping the 
electromechanical oscillations. Chapter 4 focuses on synthesizing H 00 -based controllers with 
structures which are different from those of existing PSS. On the other hand, Chapter 5 
focuses on the determination of the parameters of existing PSS. 
In Chapter 4, we describe a new procedure for designing suboptimal decentralized H«> -based 
controllers for damping electromechanical oscillations. The global stability of the 
interconnected power system is ensured by incorporating the sufficient conditions (derived in 
Chapter 3) in the design procedure. These sufficient conditions are used in a n_ew two-stage 
method for designing decentralized controllers. 
In order to evaluate the robustness of the H«> -based controllers, we introduce a Lyapunov-
based robust stability margin. We use this margin to compare the robustness of three 
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controllers, namely CPSS, optimal H,., and suboptimal H,., controllers. In order to ensure low 
order controllers, the method of balanced truncation is used to reduce the order of the open 
loop plant. The model reduction technique is applied to the generator subsystems which 
ensures that the order of the controllers is less than that of the open loop subsystems. We make 
use of an existing Dynamic Output Feedback Ricatti-based method to synthesize the H,., -based 
controllers. The chapter discusses the major shortcomings of the standard optimal H,., control 
algorithms as applied to power systems and presents techniques for overcoming these. We 
apply a bilinear transformation to the model of each generator subsystem in order to improve 
the damping of the electromechanical oscillations. The design procedure is tested on nine-bus 
benchmark network. 
In Chapter 5 we address the problem of determining the parameters of fixed structure PSS. 
The aim of this chapter is the robust tuning of existing PSS rather than the design of new 
supplementary· exeitation controllers. We propose two new methods to obtain the parameters 
of the CPSS, namely, PSS tuning using numerical optimization and PSS tuning using Static 
Output Feedback. The tuning by numerical optimization uses Sequential Quadratic 
Programming (SQP) to obtain the parameters of the PSS. The tuning by Static Output 
Feedback uses an existing Static Output Feedback control algorithm. The method of tuning by 
numerical optimization is tested on a SMIB system. 
Chapter 6 concludes the thesis. The chapter presents an overview of the thesis and dis~usses 
the contributions and shortcomings of the methods proposed in the thesis. The chapter ends 
with suggestions for future work. 
Appendix A discusses numerical problems associated with the linearized state space 
formulation of the power system. It is demonstrated that the state space description is ill-
conditioned for eigenvalue calculation. Due to limitations of finite precision arithmetic, the ill-
conditioned eigenvalues are calculated to be unstable even though the power system may be 
stable. We present two methods of addressing this problem The first method is an existing 














However, information about the absolute machine speed is lost by selecting one machine as a 
reference. The second method is a new method which adjusts the ill-conditioned state space 
description by making use of a bilinear transformation. 
Appendix B presents the procedure of obtaining the controller canonical form for first order 
and second order lead-lag circuits. The controller canonical form is used in transforming the 
Dynamic Output Feedback problem into a Static putput Feedback Problem. Appendix B is 
relevant to Section 3.2.3 and Section 5.2.1. 
Appendix Chas mainly theoretical value. We present a classification of the linear and nonlinear 
perturbations that can affect power systems as well as a novel procedure for obtaining upper 
bounds on perturbations. We also present new derivations of robust stability margins using the 
Lyapunov stability criteria. The concepts which are developed in Appendix C are used in 
Section 4.3.2.3 where the robust stability margins of different controllers are compared. 
Appendix D provides new sufficient conditions for ensuring global stability of an 
interconnected system while incorporating the influence of time-varying perturbations. The 
results of Appendix D are used in Section 3.4.3 for developing a conceptual hierarchical 
control scheme. 
Appendix E presents the state space models of the nine-bus system. The nine-bus system is 
used in Section 2.4 and Section 4.4. 
Appendix F presents the details of the model reduction technique described in Section 4.3.3. 
The network that is used in the model reduction is the nine-bus system described in Appendix 
E. 
Appendix G presents the state space models of the seven-bus system. The seven-bus system is 
used in Section 2.6 and Section 3.3.3. 
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Appendix H presents the details of the optimal H00 and suboptimal H00 controUers for the 
nine-bus system used in Section 4.4. 
Appendix I presents the state space models of the single machin~ infinite bus (SMIB) system 
I 
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. Chapter 2 
Determination of the Optimal Locations of Power 
System Stabilizers 
2.1. Introduction 
This chapter deals with the determination of the optimal locations of Power System 
Stabilizers (PSS) for damping electromechanical oscillations in power systems. We present 
two new methods for determining the optimal locations. The first method is based on the 
eigenstructure of the power system and uses the concept of Total Modified Coupling 
Factors (TMC). The second method is based on a discrete nonlinear programming 
' 
formulation of the placement problem and uses the method of Simulated Annealing (SA). 
Power System Stabilizers are decentralized controllers. This means that only local signals ( 
are used in the feedback path for control of the weakly damped modes. The local signals \ 
are sta_te variables or _output variables of the generator at which the PSS is placed. The 
~. -----
control signals from other generators 'are not included in the feedback path of the 
decentralized PSS because of the prohibitive cost of on-line information exchange. 
For damping electromechanical oscillations, PSS may be placed on several generators in a ·\ 
power system. Some of these generators contribute more to the damping of the 
electromechanical modes than others. The generators which contribute the most to the 
damping are the optimal locations for the placement of the PSS. 
The most widely used method for determining the optimal locations of PSS is based on 
Participation Factors [1,2,3]. The Participation Factors are calculated using the right and .------- - . . -- -. - ( 
left eigenvectors corresponding to the electromechanical mode. Participation Factors are . ' . 
scale"'.free __ measures of the sensitivity of the mode to each statei The procedure of 
calculating Participation Factors is provided in Section B of Preliminaries. 
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/ 
The use of Participation Factors for the optimal placement of PSS does have some \ · 
shortcomings. Firstly, the method can only be used for damping a single electromechanical 
mode at a time. If we wish to determine the optimal location of the PSS for simultaneous 
damping of several modes, Participation Factors cannot be used [4]. 
Secondly, the method based on Participation Factors does not take into account the 
per/ ormance of the excitation systems and the type of exciter present on the. generators. 
Due to factors such as ageing and wear of the excitation systems, the performance of 
exciters may deteriorate significantly. Placing a PSS on an exciter with a sluggish transient:f 
performance, will significantly reduce the effectiveness of the PSS for damping oscillations. j 
In addition, some exciter types (such as a.c. exciters) are less suitable for placement of PSS 
than other types (such as d.c. exciters). The method based on Participation Factors 
completely ignores these two aspects of the generator excitation system. In fact, by using 
Participation Factors, it is possible to obtain a placement scheme which includes generators 
with excitation systems that have unsatisfactory transient performance or even generators 
with a.c. exciters [4]. 
Thirdly, the method of Participation Factors can only be used for placement of one PSS at 
a time [3]. This means that the interactions between generator control systems are ignored 
in the placement problem. If several PSS need to be placed in a tightly connected power 
system, the interactions between generator control systems cannot be ignored. 
Fourthly, using Participation Factors for optimal placement of PSS does not guarantee that 
it will be possible to move the electromechanical modes using finite control energy. It is 
possible that, by using Participation Factors, an 'optimal' placement scheme is obtained that 
would require excessive (possibly infinite) control energy. This is due to the fact that the 
Participation Factors do not consider the controllability of the electromechanical modes and 
the pattern of the poles and zeros of system. This problem is highlighted in [2] where the 
authors use Participation Factors to optimally place the PSS one at a time. As a result of 
the existence of non-minimum-phase (right-half-plane) zeros, the network could ~ot be 
stabilized with the PSS placed at the generators corresponding · to the maximum 
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Participation Factors. Instead of using Participation Factors, the authors obtained the 
optimal locations of the PSS by trial and error.\ 
Finally, the use of Participation Factors does not take into account the nonlinear nature of 
the placement problem. The nonlinear nature is illustrated by investigating the trajectory of 
the electromechanical mode damping when the PSS location is changed from one generator 
to another. By changing the location of the PSS, the damping factor of the 
electromechanical mode changes in a nonlinear manner, despite the fact that a linearized \ 
state space description of the power system is used. Up to now, this nonlinear behavior of l 
the mode damping has been ignored in PSS placement. 
In order to address some of these problem, we have developed the concept of Total 
Modified Coupling Factors (TMC) for ,the optimal pl~cement of the PSS .. The TMC is a 
measure of the damping influence of the PSS on all power system modes of interest. In 
addition, by incorporating an exciter penalty factor, TMC includes the effect of the 
performance and type of excitation system. As such, the TMC addresses the first two 
problems associated with the use of Participation Factors for placem.ent of PSS. 
In order to address all five problems associa~ed with Participation Factors, we present a \ 
method based on discrete nonlinear optimization. The Solution of the optimization problem 
f -
is o~tained by means of the method of' Simulated AQnealing. The plac~ment is performed 
simultaneously for all. PS~. In addition, on_!y_g~e.rato_r~ ~WL a~c~Q~~le excitation. systems 
are incluqed in)!!!~1c_:i_P~Jl!ipition_sear~h sp_ac~ t!i_us~en~l!~ing that the performan~_and type 
•• ,.. • -.~. ~ 4 • ··-· 
of exciter is taken into account, Using the method of Simulated .Annealing, a placement ,-----------·------- ,, __ ~ . ' ----- ..... 
scheme is obtained which guftrantees that the undesired poles can be controlled with the 
available control energy. Finally, since the placement problem is formulated as a discrete ---
nonlinear optimization problem (with maximization of electromechanical mode damping as 
the objective), the nonlinear nature of the problem is taken into account. However, as a 
result of the nonlinear problem formulation, the method is computationally more intensive 






















Methods TMC SA 
I I 
Networks Case 1 Case2 Case3 
nine-bus seven-bus 35-bus 
Figure 2.1: Representation of the Case Studies in Chapter 2 
The method based on TMC was investigated on the nine-bus system described in Appendix 
E (Case 1). The method based on Simulated Annealing was investigated on two networks. 
The first network (Case 2) on which Simulated Annealing was applied, is the seven-bus 
system described in Appendix G. This system was chosen in order to compare the 
Simulated Annealing method with the Participation Factor method. The second network on 
which Simulated Annealing is applied, is a 35-bus equivalent of the South African grid 
(Case 3). The results for the three networks are presented and conclusions are drawn. 
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2.2. Mathematical Description of the Problem 
Consider an n-dimensional interconnected power system consisting of m generator 
subsystems. The linearized state space equations of the power system can be expressed as 
follows: 
"'{ }.i.{Xi -(A..)x. + ~(A..)x. +B.u.} s • s • • ll l j .. i I) } l l 
I 
~1• - C.x + D.u. l l l 
where all the variables are defined in (A2) of the Preliminaries. 
Assume that the plant is proper i.e. Di = 0. 
Consider feedback control of subsystem Si with a controller of the following form: 
Ki(s) = ki(l + sT;1)nc 
(1 + sT;2)nc 
where: 
ki, T;1, T;2 are parameters of the controller Ki 
nc is the order of the controller 
The state space description of the controller can be expressed as follows: 
i· = E··Z· + P.w-
' II I I I 
V· = G·Z· +H·W· I I I I I 
where: 
zi ERnc is the vector of states of controller Ki 
w; ER"'c is the vector of inputs of controller Ki 
vi ER Pc is the vector of outputs of controller Ki 
Pc is the number of outputs of the controller 
E ii ,F;, Gi ,H; are constant matrices of appropriate dimensions 
. The closed loop system can be obtained using the following equations: 
Yi= wi ... Cix 





The closed loop state equation then becomes: 
(2.4) 
Equation (2.4) gives the closed loop state coefficient matrix of the interconnected system 
when the ith generator subsystem has been fitted with a PSS. The damping of the 
electromechanical eigenvalues of the state coefficient matrix indicates the effectiveness of 
placing a PSS at the ith generator subsystem. If generator subsystem j is selected for PSS 
placement, the state coefficient matrix will change resulting in a different damping of the 
electromechanical mode. 
Assume that the number of PSS that we wish to place is a. We define G = {1,2, ... m} as a 
set containing all m generator subsystem numbers i.e. element i in G refers to the ith 
subsystem. We can construct a set ~ which consists of all possible combinations of a 
elements from the set G i.e.: 




~ i is the ith element in the set ~ 
card{} refers to the cardinality of {}(number of elements in the set {}) 
Thus ~; is a set containing a elements. These elements correspond to generator 
subsystem locations. We refer to the space which is composed of the elements of ~ as the 
configuration space. 
The problem that we wish to address in this paper is to find the optimal locations of PSS . .i\\ 
This means that we need to find the set ~; which correspond to the optimal locations of 
the PSS. The optimal locations of the PSS are the generator subsystems at which the \. 
damping of electromechanical modes are maximized. 
The two methods that we· propose to determine the optimal locations, require different ~ 
information about the generator control systems. In the TMC method, only the open loop ~ 
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generator control system is used. No information about the PSS is required. However, 
using the method of Simulated Annealing, more information about the generator control 1 
system is required. In addition to the open loop generator control system, nominal 
parameters of the PSS are required for each generator control system. These PSS are tested 
on candidate generator subsystems in order to determine the effectiveness of the location as 
a site for a PSS. The nominal PSS parameters which are required by the method of 
Simulated Annealing are calculated from standard phase compensation design methods [2]. 
Once the optimal locations of the PSS with nominal parameters are obtained, the methods 
described in Chapter 4 and Chapter 5 can be used to refine the tuning of the PSS 
parameters. 
We next present the method of Total Modified Coupling Factors and the method of 
Simulated Annealing. 
• 
2.3 Optimal Placement of PSS Using Total Modified Coupling 
Factors 
In this section, we present a technique for the optimal placement of PSS using Total 
Modified Coupling Factors (TMC). In order to present the method based on TMC, we 
need to describe the concepts of Participation Factors and Total Coupling Factors. 
In the next section, we describe the method of PSS placement based on Participation 
Factors. We then introduce the concepts of Total Coupling Factors and Total Modified 
Coupling Factors. 
2.3.1 Participation Factors 
Participation Factors provide a scale-free measure of the relative participation of each state 
to a particular mode. In the PSS placement problem, we are interested in investigating the 
relative participation of each state to the weakly damped electromechanical oscillations. 
Thus, we construct the Participation Vector (Ph) corresponding to the electromechanical ~ 






vkh is the kth element of the right eigenvector V; 
whk is the kth element of the left eigenvector W; 
h is the electromechanical mode of interest 
(2.6) 
I 
The Participation Vector provides information about which generators contribute the:: most 
to the damping of the electromechanical oscillation. The elements of the Participation 
Vector correspond to the states of the system. The structure of the Participation Vector is \ 
illustrated by the following equation: 
Geny, 




where Genih is the block vector. of Participation Vector elements corresponding to the \ 
states of the ith generator for mode h. I 
The elements of the Participation Vector which are of interest are those m elements that 
correspond to the rotor speed deviations Aro;, i = 1, ... m form generator subsystems. The 
elements which corresponds to Aro;, are proportional to the amount of damping torque in 
the system. Thus, we can select the optimal location of the PSS as the generator subsystem 
which corresponds to the maximum Aro element of the Participation Vector. 
The Participation Factors as defined in (2.6) are calculated for a particular mode only; 
usually the most weakly damped electromechanical mode. This means that the Participation 
Factors do not take into account the effect of the PSS placement on all power system 
modes. Therefore, if we wish to determine the optimal locations of PSS for damping 
several modes, the method of Participation Factors cannot be used. 
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Due to factors such as ageing and wear of the excitation systems, the performance of the 
exciters may deteriorate significantly. These factors affect the performance of a PSS placed 
on the generator. Furthermore, certain types of exciters, such as d.c. exciters, are more 
suitable for PSS placement than others. For instance, generators equipped with static 
exciters are better for PSS placement than a.c. exciters. The Participation Factors ignores 
these aspects of the generator excitation system at which the PSS is to be placed. 
In order to address these problems, we have developed a new method of PSS placement 
which takes into account the effect of a PSS on several modes as well as incorporating the 
effect of the type and performance of the excitation system. The method makes use of Total 
Modified Coupling Factors (TMC). The development of the TMC for optimal PSS 
placement is our main contribution in this section. 
2.3.2 Total Coupling Factors 
In this section, we develop a method which incorporates the effect of the PSS placement on 
several modes. In order to do this, we need to introduce the concept of Coupling Factors. 
Coupling Factors are defined as follows: 
where: 






vih and wih are the right and left eigenvector elements respectively of mode h 
corresponding to the ith generator 
M; is the inertia of the ith generator 
P;h is the element of Participation Factor of mode h corresponding to generator i. 
Note that Cij are defined in terms of a generator pair i and j. The Coupling Factors 
multiply the Participation Factors of the ith generator with the Participation Factor of the 
jth. This product is inversely weighted with the product of the generator inertias M; and 
Mi. Thus, the coupling factor C;i, weighs the influence of stabilisers over generators i andj 





In order to incorporate the effect of the stabilizers over several power system modes, we 
i 
introduce the concept of Total Coupling Factors. Total Coupli~g Factors are defined as t 
follows: 
(2.9) \ 
where r is the total number of modes of interest 
I 
Therefore, the Total Coupling Factors sum the influence of the! PSS under simultaneous 
excitation of several modes in the power system. Thus, by using TMC we can determine 
the optimal location of the PSS to maximise the damping of sever~l modes. 
In the next section, we modify the Total Coupling Factors to in~orporate the influence of 
I 
the exciter on the placement of PSS. 
; 
! 
2.3.3 Total Modified Coupling Factors 
In order to. take into account the influence of the performance1 and type of exciter, we I 
introduce the concept of exciter Penalty Factor (PF) in the fonhulation of the Coupling 
Factors .. The Penalty Factor incorporates an engineering judgenient of the effect that the 
excitation system will have on the performance of a PSS. The exact value of the Penalty \ 
Factor should be obtained from a practical knowledge of the excit~tion system. 
i 
! 
The Coupling Factors C;i are multiplied by the Penalty Factors ofithe generator pair i andj 
I 
to give the Modified Coupling Factors M~; . The Modified Coupling Factors are defined as 
follows: 
= P;hP jhPF;PF i 
M;Mj 
where: 
PF; is the Penalty Factor corresponding to the ith generator 
PFi is the Penalty Factor corrt:sponding to the jth generator 
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(2.10) 
The Total Modified Coupling Factors (TMC) sum the Modified Coupling Factors over all 
power system modes of interest as follows:. 
r 
T MC ii = ~ MC;Jh) (2.11) 
The TMC thus provides a scale-free measure of the contribution of each state to all power 
system modes of interest, while taking into account the influence of the excitation system. 
Therefore, we select the maximum value of the TMC in order to obtain the optimal PSS 
location. 
In the next section, we demonstrate the use of TMC on a benchmark network. 
2.4 Case Study Using Total Modified Coupling Factors 
Case 1 
The power system used in this section is a nine bus, three generator system. Appendix E 
contains the network parameters and load flow data for Case 1. Each generator was 
modeled with a sixth order model. The transmission network was modeled with algebraic 
equations i.e. the stator transients were neglected. The loads were modeled as static loads. 
Compared to constant current and constant power loads, the constant impedance load 
provides results which are conservative. For this reason, all three loads were modeled as 
constant impedance loads. The full description of the network can be obtained from [5]. 
In order to investigate the effect of the type of exciter on the PSS placement problem, we 
assume that generator 1 has an a.c. exciter whereas generators 2 and 3 have static exciters. 
Appendix E provides the state space model of the power system considered in Case 1. The 
model consists of 24 states. In order to eliminate the ill-conditioned eigenvalue, we select 
generator 1 as a reference (the procedure of eliminating the ill-conditioned eigenvalue is 
provided in Appendix A). Thus, we reduce the order of the state space model to 23. The 
reduced order model is also provided in Appendix E together with the eigenvalues and right 
and left eigenvectors. 
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We wish to improve the damping of all the weakly damped electromechanical modes while 
ensuring that no other modes are destabilized. For this purpose, we wish to place two PSS 
at the optimal locations. Note that we cannot use Participation Factors for determining the 
optimal locations since more than one mode needs to be controlled. 
From Table E2, we deduce that two electromechanical modes are weakly damped namely, 
A. 1 = -0.785 ± 7233i and A. 2 = -U76 ± 12.086i with damping factors of 0.108 and 
0.105 respectively. In addition, there exist a mode A. 3 = -03490 ± 0.4395i which has a 
real part close to the imaginary axis. Thus there is a danger that this mode will be 
destabilized by a PSS placement scheme. We consider these three modes as critical when 
determining the optimal location of the PSS. 
Figures 2.2 to 2.4 illustrate the response of the terminal voltage Vr due to a step in the 
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Figure 2.2: Response of Terminal Voltage at Generator 1 Due to a Step in the Reference 
Voltage 
Figure 2.2 illustrates that the terminal voltage of generator 1 has a slow first order response 
reaching the set point after three seconds. This is du~ to the presence of a slow a.c. exciter 
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Figure 2.4: Response of Terminal Voltage at Generator 3 Due to a Step in the Reference 
Voltage 
Figures 2.3 and 2.4 illustrate that the d.c. exciters on generators 2 and 3 result in fast 
second order responses of the terminal voltages. 
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Due to the poor performance of the excitation system of generator 1 as compared to 
generators 2 and 3, the penalty factor of the exciter on generator 1 was taken to be 0.5 ( a.c. 
exciter) while the penalty factor for the exciters on generators 2 and 3 were-taken to be 
equal to 1.0 ( d.c. exciter). We wish to illustrate that the performance and type of the 
excitation system is critical in the determination of the optimal locations of the PSS. 
From the right and left eigenvectors given in Appendix E, we calculate the Coupling 
Factors ( Cij) and Modified Coupling Factors using equation (2.8) and (2.10). These values 
are tabulated in Table 2.1. 
Table 2.1 illustrates that the C;j for mode 1 is the largest for generator pair 2 and 3 
(0.445>0.016>0.003). This means that mode 1 is mainly due to the interaction between 
generators 2 and 3. Thus, for damping mode 1, we should place a PSS on either generator 
2 or3. 
The value of Cij for mode 2 is the largest for generator pair 1 and 2 (0.243>0.137>0.050). 
This means that mode 2 is mainly due to the interaction of generators 1 and 2 . Thus, for 
damping mode 2, we should place a PSS on either generator 1 or 2. However, since 
generator 1 is equipped with an a.c. exciter (with a penalty faGtor of 0.5), the Modified 
Coupling Factors give a more realistic indication of the best location of the PSS. The 
Modified Coupling factors indicate that; for damping mode 2, the best location of the PSS 
is either generator 2 or 3 (0.137>0.122 >0.025). 
For damping mode 3, the Modified Coupling Factors indicate that the best location of the 
PSS is at either generator 2 or 3 (0.426>0.389>0.245). Thus, in order to damp mode 2 or 
mode 3, a PSS should be placed on either generator 2 or 3. 
However, in determining the optimal PSS locations, we wish to maximise the damping 
effect on modes 1 and 2 while ensuring that mode 3 is not destabilised. Thus we have to 
investigate the Total Coupling Factors and Total Modified Coupling Factors. 
65 
Mode No Generator Cu PF MCu 
Pair xl0"3 x10·3 
1 1,2 0.003 0.500 0.002 
1 1,3 0.016 0.500 0.008 
1 2,3 0.445 1.000 0.445 
2 1,2 0.243 0.500 0.122 
2 1,3 0.050 0.500 0.025 
2 2,3 0.137 1.000 0.137 
3 1,2 0.777 0.500 0.389 
3 1,3 0.491 0.500 0.245 
3 2,3 0.426 1.000 0.426 
Table 2.1: Values of Coupling Factors and Modified Coupling Factors 
Generator TCu TMCu 
No. x10·3 x10·3 
1 1.580 0.790 
2 2.030 1.519 
3 1.564 1.286 
Table 2.2: Values of Total Coupling Factors. and Total Modified Coupling Factors 
Table 2.2 provides the Total Coupling Factors (TC) and Total Modified Coupling Factors 
(TMC) corresponding to the three generators. Recall that we wish to place two PSS on 
the nine-bus system. Using the values of TMC from Table 2.2, we deduce that generator 2 
is the most effective in controlling all three modes since the TMC is the greatest for 
generator 2 (1.519>1.286>0.790). The TMC also indicates that generator 3 is more 
effective in controlling the three modes than generator 1 (1.286>0.790). Thus, using the 
TMC, we conclude that the optimal locations for the two PSS are at generators 2 and 3. 
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On the other hand, if we use the values of TC, we obtain different 'optimal' locations for 
the two PSS. We wish to show that the locations provided by the TMC are the optimal 
locations for PSS placement as opposed to the locations provided by the TC. 
From the TC values in Table 2.2, we deduce that generator 2 is the most effective in 
controlling all three modes since the TC is the greatest for generator 2 
(2.030>1.580>1.564). The TC also indicates that generator 1 can control the three modes 
more effectively than generator 3 (1.580> 1.564). This means that, by using TC, the 
'optimal' locations of the two PSS are at generators 1and2. 
However, we find that choosing generators 1 and 2 for placement of the two PSS is not 
optimal since the exciter on generator 1 is unable to provide adequate control of the three 
modes. This is illustrated in the simulation plots of Figures 2.5 and 2.6. Figure 2.5, 
illustrates the step response of the electrical power at generator 1 due to a step in the 
reference voltage Vref , with the two PSS placed at generators 1 and 2 (from TC). The 
oscillations in the electrical power have a large overshoot (0.55 p.u.) and persists after 6 
seconds. This is due to the poor performance of the excitation system on generator 1. 
Figure 2.6 illustrates the step response of the electrical power of generator 1 due to a step 
in Vref, with the two PSS placed at generators 2 and 3 (from TMC). The oscillations in the 
power loop have an overshoot of 0.31 p.u. and a settling time of less than 4 seconds. Thus, 
the locations provided by the TMC result in an improved damping of the oscillations in 
comparison to the locations provided by the TC. These simulation plots verify that the 
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Figure 2.6: Response of Electrical Power at Generator 2 Due to a Step in Vref 
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2.5 Optimal Placement of PSS Using Simulated Annealing 
In this section, we present a new method of optimal PSS placement using Simulated 
Annealing.(SA). The section begins by providing a brief background to optimization by 
Simulated Annealing. Next, the PSS placement problem is formulated in the Simulated 
Annealing framework. Thereafter, the details of the Simulated Annealing algorithm is 
provided. The method used for calculating the nominal parameters of the PSS is then 
presented. Finally, the method of Simulated Annealing is applied to two test cases (Case 2 
and Case 3) and the results are discussed. 
2.5.1 Optimization by Simulated Annealing 
Annealing is the physical process of heating· up a solid to its melting point followed by 
cooling it down until it crystallizes into a state with a stable lattice structure. In the cooling 
process the stable lattice structure is formed by minimizing the lattice energy of the crystal. 
Simulated annealing is a technique of combinatorial optimization which is based on the 
annealing process. As an optimization method, simulated annealing generates feasible 
solutions randomly and moves amongst these solutions using a strategy that has a high 
probability of leading to a global minimum. 
Ever since its introduction in 1983, the simulated annealing algorithm has been applied to a 
large number of different combinatorial optimization problems. These include areas as 
diverse as operations research, VLSI design, programming code design, image processing 
and molecular physics [11 ]. In power systems it has been successfully applied to problems 
such as network reconfigurations, least cost distribution planning, optimal capacitor 
placement and unit commitment [9,10]. 
y 
In the SA algorithm, all moves that reduce the objective function are accepted. Moves that 
increase the objective function are accepted with probability of e-M IT where Al is the 
increase in the objective function and T is the temperature. Thus the acceptance criteria 
allows for moves that increase the objective function. 
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2.5.2 Simulated Annealing for PSS Placement 
In this section, the PSS placement problem is formulated in the Simulated Annealing 
framework. 
Figure 2.7 illustrates an arbitrary configuration of the system to be optimized. The zeros 
indicate that no PSS is at the generator while ones indicate that a PSS is being tested at this 
location. The numbers above the rectangle indicate the generator number . 
1 2 3 4 5 
Figure 2.7: Arbitrary Configuration of the System Showing Trial Locations of PSS 
An algorithm for PSS placement based on the simulated annealing technique requires the 
appropriate choice of the following aspects: 
(a) A configuration space which is the set of allowable PSS placement configurations. 
(b) A set of feasible moves or a move set 
( c) A cost function 
(d) A cooling schedule 
Each of these will be briefly discussed in the following section. 
2.5.2.1 Configuration Space (CS) 
From Figure 2.7, we can deduce that, in order to define the configuration, it is necessary 
first to determine the number of PSS that need to be placed i.e. the number of ones in 
Figure 2.7. 
In order to determine the minimum number of PSS that are required, we state and prove 
following Lemma: 
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Lemma 2.1: Assume that (A;;,B;),(A;;.C;) are completely controllable and observable 
respectively. The minimum (integral) number of decentralized controllers 
required to move p poles freely in the complex plane is given by: 
2p 
a = sup(0 = --) 
l 2q+1 
where a is the integral number of controllers 
p is the number of poles that are to be moved 
q is the order of each controller. 
I is the set of integers 
6' is the possibly non-integral number of controllers 
(2.12a) 
Proof. Consider then-dimensional interconnected power system given by equation (2.1). 
. k.(1 + sT.1) Furthermore consider decentralized controllers of the form K.(s) = • • 
· • (1 + sT;
2
) 
The closed loop state space coefficient matrix is given by equation (2.4). The order of the 
closed loop is 0q + n; g where g is the total number of generators. Since only p of these 
poles need to be assigned, we know that p < 6q + n; g . The full state space description of 
the system can be written as: 
(2.12b) 
where [A] contains the unknown parameters k1 ... k q, T;1 ... Tiq 
Since p pole location are known, the following nonlinear system of equations results: 
det(A.;1-A) = 0 




The system of equations described by (2.13) has 2p equations with real coefficients. This 
system of equations can be solved using the Newton Raphson method. A necessary 
condition that the system can be solved is that the number of equations is equal to the 
number of unknown parameters. This condition is a necessary condition for the Jacobian 
matrix to be nonsingular i.e.: 
2p = (2q+1)8 (2.14) 
This completes the proof. 
Assume that (A;;, B;), (A;;, CJ are stabilizable and reachable respectively. Then it is clear 
from the preceding discussion that the (integral) number of controllers required for 
stabilizing the system is given by: 
( 2pu ) a =supe =--
1 2q+1 
(2.15) 
where Pu is the number of unstable poles. 
It is thus necessary to determine the number of poles which need to be damped from which 
the number of PSS required to stabilize the system can be calculated. 
The configuration space ~ is defined as the set of allowed network configurations over 
which the optimal system configuration is to be searched for. This would be all the 
generators on which it is feasible to place PSS. Only the generators which possess static 
exciters are thus included in the configuration space. 
2.5.2.2 Move Set 
When a change is applied to achieve a new system configuration, only one position of the 
PSS is altered i.e. both a zero and a one are changed in Figure 2.7. The placement or 
removal of a PSS would change the system A matrix and thus the resulting eigenvalues. 
Compound moves (moves that consider changing the location of more than one PSS at a< 
time) are not considered due to the complexities in calculating the new system 
configuration. 
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2.5.2:3 Objective Function 
The objective in the PSS placement problem is to maximize the damping of the 
electromechanical modes. Thus the objective function (which is to be maximized) for the 
optimal placement is defined as: 
J . ( -CJ; ) . 1 = m.m ~ , i = , .. • m 
' af + oof l l 
(2.16) 
where A; = a i + joo; denotes the ith eigenvalue 
This is the computationally intensive part of the problem as the objective function for each 
new configuration has to be computed. Thus for each iteration, the electromechanical 
modes need to be calculated in order to construct the new value of the objective function. 
2.5.2.4 Cooling Schedule 
The temperature parameter T has to be gradually lowered to zero asymptotically according 
to predefined cooling schedule. A geometric cooling schedule is used i.e. T,.1 = y T, where 
0 < y < 1 is a control parameter. We selected the value of y = 0.95. The initial temperature 
To should be chosen high so that the initial stabilizers are randomly placed The final 
temperature T1 has to be specified as a stopping criterion. The valueof T0 was selected as 
100 and the final value T1 was chosen as 10. In the PSS placement problem, the ' 
temperature relates to the sensitivity of the damping with respect to the placement of a PSS 
at each generator subsystem. As such, the temperature is a variable which isolates the 
machines that are significantly involved in the most weakly damped electromechanical 
mode. In this way the temperature acts as a 'filter' for rejecting generators which are not 
involved in the weakly damped mode. 
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2.5.3 The Simulated Annealing Algorithm 
The simulated annealing algorithm is illustrated in the flowchart of Figure 2.8. 
The SA algorithm is composed of two loops; an outer temperature loop and an inner 
Monte Carlo loop. In the outer loop, the system to be optimized starts at a high 
temperature which implies that all the particles of the system move around freely. The 
temperature is then gradually lowered by the factory until the system 'freezes' at which 
point all the particles are virtually fixed. The system is said to be 'frozen' at the final 
temperature Tr. This frozen configuration will be close to the optimal configuration of the 
system. The temperature stop criterion is determined by the maximum number of 
temperature loop iterations IM and the temperature decrement y. 
At each temperature, the Monte Carlo algorithm (inner loop) is used to simulate the 
system. The Monte Carlo loop allows the objective function to settle to a value at the fixed 
temperature. Each iteration in the Monte Carlo loop involves the selection of a move which 
alters the system from one configuration state to another. Moves are chosen as defined by 
the move set. 
The acceptance criteria of the loop is dependent on whether the objective function is 
increased or decreased. If the new configuration causes a decrease in the value of the 
objective function, the new configuration is accepted. If however the value of the objective 
function is increased, the new configuration is accepted/rejected using the following 
procedure: 
The Boltzmann factor e-Al IT is first calculated and a random number r uniformly 
distributed in the interval [0,1] is then chosen. If r < e-AllT, the uphill move is 
accepted; otherwise it is discarded and the configuration before t/:iis move is used for 
the next step. This means that the system will accept uphill moves with a reasonable 
probability as long as these moves do not increase the objective }Unction more than 
























Note that at very high temperatures, the SA algorithm accepts all moves and searches 
broadly in the configuration space. This means that even generators which have a small 
effect on the damping is selected i.e. the 'filter' acts as an all-pass filter. At- very low 
temperatures, the algorithm only accepts downhill moves and behaves like a greedy search 
algorithm. Thus at low temperatures, only the generators that are critically involved in the 
most weakly damped mode are selected i.e. the 'filter' acts as a band-pass filter. It is due to 
the probabilistic selection rule that the process can always get out of local minimum (where 
it could get trapped) and proceed to the desired global minimum. The inner loop is 
terminated by specifying a maximum number of loop iterations Im. 
2.S.4 Calculating the Nominal PSS Parameters 
At the end of section 2.2, we stated that the nominal parameters of the PSS are required. In 
this section we present the method that we have used in obtaining these parameters. 
In order to obtain the parameters of the PSS, the transfer function of each generator · 
control system has to be obtained This model is obtained by a procedure of model 
reduction. 
The reduced order model for generator i is obtained as follows. Consider the state space 
description of the system without control and output. In order to obtain the equivalent 
model for subsystem i, rearrange the A matrix so that the states corresponding to 
subsystem i appear first. This means that we divide the network into two sub-networks ) 
namely (1) generator subsystem i and (2) the rest of the network. Thus we can write the 
system as follows: 
where: 
x~ is the vector of states belonging to generator subsystem i. 
x; is the vector of states belonging to the rest of the system. 
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(2.17) \ 




In order to obtain the equivalent reduced model of the system, let all the states Xi • 0. ~ 
This means that we only consider the dynamics of subsystem i while ignoring the dynamics 
of all the other generator subsystems. This is equivalent to reducing every generator in the 
rest of the system to an infinite bus. 
Thus by algebraic rearrangement, the equivalent model of the generator can be obtained as 
follows: 
(2.18) \ 
This procedure is performed for all generator subsystems which results in m reduced 1 
models. Once the equivalent state space representations of each machine is obtained, single 
variable control theory can be used to calculate the nominal parameters of the PSS for each 
subsystem. 
2.6 Case Studies Using Simulated Annealing 
Two networks were used to investigate the effectiveness of using simulated annealing for 
optimal placement. The first network (Case 2) was a seven-bus four-generator network. 
The network configuration, network parameters and generator data are provided in 
Appendix G. Case 2 was chosen in order to demonstrate the advantages that the method of 
PSS placement using Simulated Annealing has over conventional methods. The second 
network (Case 3) was a 35-bus equivalent of the South African grid. This system consists 
of 65 transmission lines, 35 buses and 5 transformers. The aim of Case 3 was to investigate 
the computational feasibility of the proposed method on a large network. The results 
obtained for both networks will now be discussed: 
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Case2 
Appendix G gives the details of the seven-bus network used in Case 2. From Table GS we 
note that the network has an unstable pair of eigenvalues (A. - 054162 ± j55296) which is 
associated with the electromechanical oscillations. From Tables G6 and G7, we also note 
that the network has a pair of non-minimum-phase zeros for eight output signals. Thus, the 
open loop of the seven-bus network is an unstable, non-minimum phase system. This 
complicates the problem of damping the electromechanical modes since the right:-half plane 
zero attracts the unstable pole under feedback control. In [7], it was demonstra,ted that by 
using participation factors, it is not possible to obtain an optimal placement scheme which 
stabilizes the system. We will demonstrate that, by using Simulated Annealing, we can 
obtain a placement scheme which stabilizes the system and maximizes the damping of the 
electromechanical modes. 
In order to apply Simulated Annealing to the seven-bus system, we need to obtain the 
nominal parameters of PSS for each of the four generators. The nominal PSS parameters 
were obtained using phase-compensation tuning methods for the four generator subsystems 
as outlined in Section 2.5.4. We selected A(k1 as the feedback signal for all generators. In 
Chapter 3, we will demonstrate that &(k1 is in fact the best signal to use in this case. The 
nominal controller parameters are shown in Table 2.3. 
Gen. No. K T1 T2 
1 0.75 0.0080 0.53 
2 0.80 0.0075 0.60 
3 0.76 0.0072 0.55 
4 0.70 0.0071 0.55 
Table 2.3: Nominal PSS Parameters for Case 2 
We wish to find an optimal placement scheme which stabilizes the network, i.e. we wish to 
move the two unstable poles into the left half plane. Using equation (2.15) two of the four 
possible PSS are to be placed in order to stabilize the system (Pu - 2,0 -
4 
,a - 2). 
3 
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Using the method of simulated annealing, the PSS were placed at generators 3 and 4. The 
unstable eigenvalues was moved to a stable location at A. - -0356 ± j5.861. 
Figure 2.9 to 2.12 illustrate the closed loop response with :the two PSS placed at 
generators 3 and 4. 
Figure 2.9 is a plot of the electrical power ~1 of Generator I 1 due to a step in the 
reference voltage Vref" 
: 
We note that the system is stable but the oscillations are weakly 
damped and persist after 25 seconds. However, the damping CBQ be further improved by 
finer adjustment of the parameters using the methods in Chapter 4 and Chapter 5. 
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Figure 2.9: Plot of Electrical Power Pet of Generator 1 Due to a Step in the Reference 
Voltage Yref 
79 
Figure 2.10 is a plot of the electrical power ~1 of Generator 2 due to a step in the 
reference voltage Vref • We note that the system is stable with the oscillations are persisting 
after 15 seconds. However, the damping can be further improved by finer adjustment of the 
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Figure 2.10: Plot of the Electrical Power Per of Generator 2 Due to a Step in the 
Reference Voltage Vref 
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Figure 2.11 is a plot of the electrical power ~1 of Generator 3 due to a step in the 
reference voltage Vref. We note that the system is stable with the oscillations are persisting 
after 15 seconds. However, the damping can be further improved by finer adjustment of the 
parameters using the methods in Chapter 4 and Chapter 5. 
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Figure 2.11: Plot of the Electrical Power ~1 of Generator 3 Due to a Step in the 
Reference Voltage Vref 
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Figure 2.12 is a plot of the electrical power ~1 of Generator 4 due to a step in the 
reference voltage Vref. We note that the system is stable with the oscillations are persisting 
after 20 seconds. However, the damping can be further improved by finer adjustment of the 
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Figure 2.12: Plot of the Electrical Power ~l of Generator 4 Due to a Step in the 
Reference Voltage Vref 
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In order to verify that the results obtained from SA are indeed the optimal locations for the 
PSS, we perform an exhaustive search for all possible locations. Since there are four 
generators in the system and we wish to place two PSS, there are six possible--locations. 
From equation (2.5), we can obtain the configuration space f3 =[ {f3 1, f3 2 , f3 3 , f3 4 , f3 5 , f3 6 } 
i 
where f3 1 ={1,2}, f3 2 = {1, 3}, f3 3 = {1, 4}, 13 4 = {2, 3}, (3 5 + {3, 4} and f3 6 = {2, 4}. 
Figure 2.13 illustrates the values of the objective function over the elements of set f3 • The 
pair of numbers above the X's indicate the generator pair which corresponds to the value of 
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Figure 2.13: Values of Objective Function over the Elements in ~ 
Figure 2.13 illustrates that the objective function is a nonlinear function over the elements 
I 
of the configuration space f3. From Figure 2.13 we can deduce
1
that the optimal locations 
of the PSS is at generators 3 and 4 since the damping is maximized for these locations. 
83 
These locations correspond to the locations obtained from SA. Thus, the method based on 
SA provides the optimal solution. 
Case3 
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From Figure 2.14 we note that one pair of eigenvalues (A. - 0354 ± j9378) is in the right-
half plane (unstable) and several others are weakly damped. 
The nominal PSS parameters were obtained using phase-compensation tuningmethods for 
the ten generator subsystems as outlined in Section 2.5.4. Table 2.4 gives the values of the 
nominal PSS parameters. 
Gen. No. K Ti Tz 
140 4.3 0.135 0.05 
165 1.76 0.295 0.07 
' 
170 7.89 0.393 0.03 
190 5.67 0.233 0.04 
195 0.43 0.126 0.08 
200 0.67 0.205 0.06 
205 2.34 0.435 0.05 
220 4.1 0.123 0.04 
1180 3.5 0.245 0.07 
1325 0.45 0.200 0.08 
Table 2.4: Nominal PSS Parameters for Case 3 
Using equation (2.12a), we find that of the ten possible PSS, only five need to be placed 
14 . 
(p - 7,0 - -,a -5). From equation 2.5 we know that the set fl has 210 elements. 
3 
Therefore it is not feasible to perfonn an exhaustive search for this. network. 
The SA algorithm was applied to this system and the locations were at generators 165, 195, 200J 
205 and 220 {for propriety reasons, the details of these generator subsystems cannot be 
provided). The solution which was obtained required 65 iterations~ 
Figure 2.15 shows the closed loop eigenvalue plot of the system. It can be seen that the 
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Figures 2.16 to 2.19 are time domain simulation plots of the closed loop system. The plots 
illustrate the response of electrical power due to a step in the reference voltage for generators 
165, 195, 205, and 220 respectively. From the simulations it can be deduced that the system is 
stabilized with the PSS at these locations. The system damping can be further enhanced by 
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Figure 2.17: Response of Electrical Power Deviation of Generator 195 Due to a Step in 




~~1~n~~~~~ ...... ~~~~~...,..~~~~~--.~~~~~~.,...~~~~~'"T"~~~~~-. 
i 
I I • • i 
J ·············f ····················· 1······················i·····················f ....................... ····! ....................... .. 
: I I I I 
i i i i i 
I I I I I 
I I I I I 
·············t·····················i···················~··r·····················i·····················:···················· 
: I I I I 
II ! ! l ! , I I I I 
....................................... ~ ...................... j ........................... f ...................... 1 ................... . 
: I : t : 
I I I I I 
r 
I I I I I 
i i ; i i . . . . Pel • 
(p.u.) i I i i i i 
i I i i : ·········r····················r················ .. ···r····· ............... i ..................... r .................. . 
I I I I I 
................ 1 ..................... t.'······ .. ··············f ..................... i ..................... j ................... . 1 t I • 
I I I I I . . . . : I i : 
................ ,i ..................... l·····················.f·····················f·····················i···················· 
! I i i ! 
I I i ! 





I • 10 19 •• •• 
Time (seconds) 





I I . j I f 
j j j j I 
................... , ......................... 1······· .. ······· .. ········t··················· .... ·t .. ···············"'"'""""f "················· .. ··· 
i ; i i i 
1 
i i i i j 
i i i i ! 
... ··················=························-~························t························f ·························:······················· : : : : : 
a : : : : 
! : ! : ! 
Pel O,J 
(p.u.) 
f ! : i I ················:·························r························r························:·························:-····················· 
i : i i i 
I ! I i I 
i : I I . 
o !• . I i 
·-··········1 ......................... 1 ......................... ,._ ................... J. ........ _ ......... -... l ................. -... . 
I I I i I 
.................... ! ...................... -.J-········ ............... j················-·······'·······-············ .. ·r···--····· .......... . 




o S 10 11 al •• •D 
Time (seconds) 
Figure 2.19: Response of Electrical Power Deviation of Generator 220 Due to a Step in 
the Reference Voltage 
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2.6 Conclusions 
In this chapter, two methods for placement of PSS were presented. The first method was 
based on Total Modified Coupling Factors (TMC). The TMC is a measure of the damping 
influence of several PSS on all power system modes. The TMC takes into-account the 
effect of one PSS on another. By incorporating an exciter penalty factor, TMC includes the 
effect of the performance and type of excitation system which is present on each generator 
being considered for placement. 
The second method was based on formulating the PSS placement problem as a discrete 
nonlinear optimization problem. The solution of the optimization problem was obtained by 
means of the method of Simulated Annealing. The method of Simulated Annealing requires 
PSS with nomi~al parameters for determining the optimal locations of the PSS. The PSS 
placement is performed simultaneously for all PSS. Only generators with acceptable 
excitation systems are included in the optimization search space. Using the method of 
Simulated Annealing, a placement scheme is obtained which guarantees that the undesired 
poles can be controlled with the available finite control energy. Finally, since the placement 
problem is formulated as a discrete nonlinear optimization problem (with maximization of 
electromechanical mode damping as the objective), the nonlinear nature of the problem is 
taken into account. As a result of the nonlinear problem formulation however, the method 
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Determination of the Control Structure of Power_System 
Stabilizers 
3.1 Introduction 
This chapter deals with the control structure of Power System Stabilizers (PSS) for 
damping electromechanical oscillations. Figure 3.1 illustrates the aspects of the control 


























Figure 3.1 illustrates that three aspects of the control structure are addressed, namely the 
type of feedback ,the type of signal and the type of control used. The type of feedback 
refers to whether State Feedback or Output Feedback configuration is to be used. The type 
of signal refers to the selection of best feedback signals that are to be used for control. The 
type o.f control deals with the issue of whether centralized, decentralized or hierarchical 
control is to be used. 
The type of feedback compares the use of State Feedback and Output feedback control. 
State Feedback requires measurement of all states for control [1 ]. It is possible though, that 
all states are not directly measurable. Furthermore, for large scale systems, the number of 
states is very large thus increasing the cost and complexity of the communication network. 
Output Feedback requires measurement of only output signals for control [1 ]. Thus, by 
using Output Feedback, the abovementioned problems associated with measurement of the 
control signals are eliminated However, the controllers which are obtained from standard 
Output Feedback techniques are dynamic controllers of very high order; usually of the same 
order as the open loop plant [2]. This means that if PSS are designed using standard 
Dynamic Output Feedback techniques, the order of the PSS will be excessively high. 
In this chapter, we present a method to ensure that the simple lead/lag structure of the 
Conventional Power System Stabilizers (CPSS) is retained while making use of output 
feedback control. This is achieved by transforming the Dynamic Output Feedback problem 
into a Static Output Feedback problem. Standard Static Output Feedback Methods can 
then be used to obtain the PSS parameters. 
Once we have addressed the problem of the feedback type, the best signal for feedback 
needs to be determined. Typically, signals such as rotor speed deviation Ac.o, electrical 
power deviation ( ll.Pe1 ), accelerating power deviation ( ll.P
0
") and bus frequency deviation 
Af are used for damping of electromechanical oscillations. The state information contained 
in an output such as AP ace is different from the state information contained in a signal such 
as Aco . It is therefore conceivable that one signal will be more effective than another in 
damping the electromechanical oscillation. 
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In the past, various studies have been conducted to determine the best signal for damping 
of the electromechanical oscillations. These studies have concluded that two signals 
namely ll.Pe1 and ll.Pacc are the best signals to be used for power system stabilisation [3,4]. 
These two signals stabilise the power systems with higher gain margins as compared to that 
of L\oo . The PSS using L\oo as input signal, causes torsional oscillations which complicate 
the design of the PSS filters considerably. In the presence of rapid mechanical power 
swings, use of ll.Pe1 as stabilising signal results in undesirable voltage changes. For this 
reason, llP ace is presently considered a better signal than ll.Pe1 for stabilisation [5]. 
In the past, the best signals were determined by testing all the available signals on 
benchmark networks. For each signal, a PSS is designed and the effect on the damping of 
the electromechanical oscillations was investigated [5]. This approach is computationally 
intensive. There is thus need for a improved method of selecting the best signal for 
feedback. 
In order to. analyse the effectiveness of the signals in stabilisation of the power system, it is 
important to perform a thorough analysis of the structure of its state space. In the past, 
stabilisation was performed exclusively on the basis of the location of poles. However, the 
location of the zeros is decisive in determining whether the poles can be moved effectively 
to the desired position. A zero located close to a pole will make the pole almost 
uncontrollable, whereas a zero in the right half plane will tend to destabilize the poles. It is 
therefore necessary to assess the effectiveness of each PSS signal based on both pole and 
zero locations. 
In this chapter, we present two new methods of determining the best output signals for 
damping of electromechanical oscillations. These methods are based on two measures of 
the contribution of the electromechanical oscillations to the outputs. The first measure, the 
Centralized Modal Observer Measure (CMOM), is based on the observability of the 
electromechanical oscillations. The CMOM is not computationally intensive since it 
requires only the calculation of the right and left eigenvectors. However, the CMOM does 
not take into account the existence of fixed modes in a system under decentralized control. 
In order to take into account the existence of decentralized fixed modes, we develop the 
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second measure of the contribution of the electromechanical oscillation to the outputs, 
namely the Decentralized Modal Observer Measure (DMOM). This measure is based on 
the observability of the system under decentralized control. 
The final aspect of the control structure that is· addressed in this chapter is whether 
centralized or decentralized control is to be used. Centralized controllers are controllers 
that make use of local control signals as well as control signals from remote sources in 
order to effect control. Decentralised controllers use locally measured signals such as 
Aw;, !ll'~, !ll'~c, where i refers to the ith subsystem. No control signals from other 
subsystems are used to effect control. Hierarchical controllers combine the concepts of 
decentralized and centralized control. 
The use of decentralized control presents problems related to ,the global stability of the 
interconnected system. Under decentralized control, the subsystems are stabilized with the 
local control i.e. controller k; is designed so that subsystem i is stabilized. Thus, if all 
subsystems are under decentralized control, all the closed loop subsystems are stable. 
However, because of the interactions, the interconnected system may be unstable. This 
means that for a system under decentralized control, stabilizing the subsystems does not 
guarantee that the interconnected system is stable. 
In this chapter, we address the problem of stabilizing the interconnected system using only 
decentralized control. We present sufficient conditions, based on Lyapunov Stability 
Criterion, which guarantee global stability of the interconnected system. These conditions 
restrict the selection of the decentralized controllers to only those controllers satisfying an 
H 00 -norm inequality constraint. The global stability of the interconnected system is 
guaranteed if controllers which satisfy the inequality constraints are selected. We use these 
conditions in a conceptual hierarchical control structure for stabilization of large power 
system. 
The chapter begins by determining the type of feedback for damping of the 
electromechanical oscillations. The Dynamic Output Feedback problem is then converted 
into a Static Output Feedback problem. Thereafter, the problem of determining the best 
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feedback signal is addressed. The two new methods of selecting the best signals based on 
CMOM and DMOM are presented. Finally, the problem of determining whether centralized 
or decentralized control is to be used is addressed. The sufficient conditions for global 
stability of the interconnected system is derived and discussed. The use of this condition in 
a conceptual hierarchical control structure is discussed. 
3~2 Type of Feedback 




There are two different forms that the feedback control can take, namely State Feedback or 
Output Feedback. In this section, we discuss some features of State and Output Feedback. 
Thereafter, we present a technique to transform an Output Feedback problem into a State 
Feedback problem. 
3.2.1 State Feedback 
Figure 3.2 presents the control configuration of State Feedback control. 
Controller 
Gains 
. - - - - - - - - - - - - - - - - - - -: -K 
I 






Figure 3.2: Control Configuration for State Feedback 
c 
y(t) 
Figure 3.2 illustrates that State Feedback controllers make use of all the states x(t) of the 
system as feedback variables (dashed line in Figure 3.2) i.e.: 
U=-Kx (3.2) 
where K is the matrix of constant controller gains 
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x is the vector of states. 
u is the vector of inputs 
By substituting equation (3.2) into equation (3.1), the closed loop system state equation 
. can be expressed as follows: 
x = (A-BK)x (3.3) 
This is the standard form for the closed loop system under state feedback control. 
There are two advantages of using state feedback control which are of particular interest in 
this thesis. Firstly, by using State Feedback control, all controllable modes of the system 
can be moved to arbitrary locations in the complex plane i.e. we have complete control of 
the controllable part of the system. This is due to the fact that the states contain complete 
information about the system and this information is fed back to the controller. Secondly, 
the calculation of the constant gain matrix K for State Feedback has become standard in 
control system design software. As a result, the design of feedback controllers using State 
Feedback has become a matter of routine. 
The problem ·with using State Feedback control is that all the states of the system need to 
be measured. In large systems, the measurement of all the states becomes prohibitively 
expensive. Furthermore, not all the state variables are accessible for measurement as 
feedback signals. Thus the use of State Feedback for large systems becomes impractical. 
Instead of using State Feedback for large systems such as power systems, Output Feedback 
control is used. 
3.2.2 Output Feedback 
Figure 3.3 presents the configuration for Output Feedback control. Output Feedback 
controllers are controllers that make use of only the measurable outputs y( t) of the system 
as feedback signals (the dotted lines in Figure 3.3). In the Laplace domain, the Output 
Feedback can be expressed as follows: 
u(s) ... -K(s)y(s) = -K(s)Cx(s) (3.4) 
where 
K(s) is the feedback matrix of transfer functions. 
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Comparison of equation (3.2) with equation (3.4) illustrates that· the state feedback 
controller is a static controller (K is a constant matrix) whereas the output feedback 
controller is a dynamic controller (K(s) is a transfer functions matrix). 
From equation (3.1 ), if D = 0, the equation for the ith output can be expressed as follows: 
Y. =C.x ' ' 
i = l, ... p 
(3.5) 
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Figure 3.3: Control Configuration for Output Feedback 
The main advantage of using Output Feedback control is that only measurable outputs need 
to be used as feedback signals. All the states need not be measured as in State feedback. 
Thus, for large scale systems, the cost of transmitting the control signals is greatly reduced. 
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The use of Output Feedback does however, have some serious shortcomings. The output 
signals Yi do not contain complete information of the system since only some states of the 
system contribute to the output. From equation (3.5) we know that the information 
contained in an output signal Yi is dependent on the row vector Ci. Therefore, since only 
partial information about the system is fed to the controller, Output Feedback control 
presents a weaker form of control as compared to State Feedback control. 
From Figure 3.3 we can deduce that Output Feedback control requires the use of dynamic 
controllers (the integrator sign in the controller K(s)). These dynamic controllers are 
usually of the same order as that of the plant. This can be deduced from Figure 3.3 since 
matrix A of the plant is contained in the controller K( s ). This order is typically too high for 
practical implementation. Therefore, if PSS are designed using Dynamic Output Feedback 
techniques, then the order of the PSS would be unacceptably high. 
In the next section, we present a method of obtaining Output Feedback controllers of fixed 
structure. This method is based on transforming a Dynamic Output Feedback Problem into 
a Static Output Feedback problem. 
3.2.3 Transforming Dynamic Output Feedback to Static Output Feedback 
In this section, we present a method to obtain fixed structure Output Feedback controllers. 
This is achieved by transforming the Dynamic Output Feedback control problem into a 
Static Output Feedback control problem. In order to ensure that the structure of the 
controller remains fixed (e.g. lead/lag), the controller is augmented with the open loop 
plant. Once the problem has been converted into a Static Output Feedback problem, 
standard methods of constructing the gain matrix K can be used. The procedure of 
transforming a Dynamic Output Feedback problem into a Static Output Feedback problem 
will now be presented. 
The state space description of the open loop plant given by equation (3.1). We wish to 
augment the controller dynamics with that of the open loop plant. In order to do this, we 
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need to find the state space description of the controller. We restrict the controller to be 
strictly proper i.e. the number of poles is strictly greater than the number of zeros. 
The state space description of the controller can be expressed as follows: 
ic = Ezc +Fuc 
Ye= Gzc 
where: 
zc ERnc is the controller state vector 
Ye ERP is the controller outputs vector 
uc ERP is the controller inputs vector 
E, F, G are constant matrices of appropriate dimensions. 







Figure 3.4: Block Diagrams of Open Loop Plant and Controller 
We wish to transform the state space equations of the controller into the controller 
canonical form (see Section M of Preliminaries). The controller canonical form allows us 
to decompose the controller into a part that is completely known and another which 
contains the unknown parameters. Figure (3.5) illustrates this decomposition of the 
controller. 
UC 
>----1 Controller i-----1Controller .,.___---"',_ 
known) unknown 
Figure 3.5: Decomposition of the Controller 
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The controller dynamics (in controller canonical form) is expressed as follows: 
z=(P0 -PN°\--N°u c c r c 
Ye= -Hz 
where: 
z is the transformed controller state vector 
~o = Block Diag [P1° .. · P:] 
Using Figure 3.5, we can rewrite equation (3.4) as follows: 
. pO No No Z = c Z + Uco - Uc 





is a fictitious input of the unknown part of the controller. 
(3.7) 
(3.8) 
The unknown parameters of the controller are contained in ~ and H. All the other 
matrices are known. 
We wish to augment the controller dynamics with the dynamics of the open loop plant i.e. 
connect uc to y ( uc = y ). Thus we can rewrite the state space description of the controller 
in controller canonical form as follows: 
(3.9) 
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(3.10) 
In order to find the closed loop system, we need to connect the output of augmented 








By comparing equation (3.12) to equation (3.3) we can deduce that the closed loop 
dynamics of equation (3.6) is in the standard State Feedback form with G' C' = K. Since 
C' is obtained from the open. loop plant and is therefore completey known, matrix 
G' contains the unknown controller parameters. 
The controller transfer function Keo is then obtained from the following: 
Kc
0
(s) = H(sl - ~J-1 N° (3.13) 
where: 
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p =po -Nop 
co c c 
Thus the Dynamic Output Feedback problem has been converted into a Static Output 
Feedback problem. The procedure to convert the Dynamic Output: Feedback problem into a 
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Figure 3.6: Procedure for Converting from a Dynamic Output Feedback Problem to a 
Static Output Feedback Problem. 
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This procedure can be used to obtain the parameters of a lead-lag PSS for damping 
electromechanical osciUations. The state space descriptions of the open loop plant and 
controUer are first obtained using Power Application Software (PAS) such as PSS/E. The 
state space of the fixed structure controller is then transformed into the controller canonical 
form. The procedure for calculating the controller canonical form for a second order lead-
lag is given in Appendix B. The controller with unknown parameters is then augmented to 
the open loop plant Next, the closed loop system is expressed in the Static Output 
Feedback form. The constant Gain Matrix G is then calculated From G the parameters of 
the controller is extracted resulting in a fixed structure Output Feedback controUer. 
3.3 Type of Signal 
In this section, we develop methods to determine the best output signal to be used in the 
damping of the electromechanical oscillations. We present two new methods of determining 
the best output signal. These methods are based on two measures of the contribution of the 
electromechanical oscillation to the output signal. For an output to be effective as a control 
signal in supplementary excitation control, the electromechanical osciJJations must be 
prominent in that signal. If the electromechanical oscillations are not prominent in the 
candidate output, then the output cannot be an effective control signal. 
The first measure that we introduce is called the Centralized Modal Observer Measure 
(CMOM). This measure is based on centralized observability of the electromechanical 
oscillations. The CMOM requires calculation of only the left and right eigenvectors 
corresponding to the electromechanical oscillations. No knowledge about the feedback 
structures of other subsystems are required. This method, although computationally very 
simple, does not take into account the existence of decentralized fixed modes in the system. 
The second measure that we introduce is called the Decentralized Modal Observer Measure 
(DMOM) and it is based on the concept of decentralized fixed modes. The DMOM does 
require information about the feedback structures of the other subsystems in the 
interconnected system. As such, the DMOM takes into account the existence of 
decentralized fixed modes. Each of these measures will now be presented. 
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3.3.1 Centralized Modal Observer Measure (CMOM) 
In this section we present the first method of determining the best output signal. This 
method is based on the concept of (centralized) observability of the electromechanical 
oscillations .. 




Assume that matrix A has distinct eigenvalues. We can obtain the modal canonical form of 
the system by using the transformation x - rz where T is the nonsingular right eigenvector 
matrix and z is the vector of transformed states (see Section F2 of Preliminaries) 
Then the system described by (3.17) can be expressed in the new set of coordinates z as 
follows: 
i- AZ+ttu 
y ... ez+Du 
where 
A .. r-1 AT is the diagonal matrix of eigenvalues 
6- - r-1 B is the modal controller matrix 
9 - C · T is the modal observer matrix 
(3.18) 
Since the matrix A is diagonal, the ith eigenvalue of A is dependent on only the ith 
element in the state vector z. Thus the matrix e gives a measure of the contribution of 
each mode to the output. 
The matrix 9 .. C · T is not unique since the eigenvector matrix T is not unique. For this 
reason, matrix 9 does not provide a reliable means of determiniqg the modal content of 
the output signals. 
In order to overcome this difficulty, we use the left eigenvector matrix to scale the 
outputs in equation (3.18). Thus we define the scaled outputs Ys as follows: 
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Ys =0z+Du · 
(3.19) 
where: 
W is the left eigenvector matrix 
We designate the matrix 0 as the modal controller matrix. The element E>;; denotes the 
jth element of the modal controller matrix corresponding to output i. If e;; • 0, then mode 
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Figure 3.7: Interpretation of 0 
The rows of e correspond to the output signals whereas the columns correspond to the 
modes. Thus eii gives a measure of the contribution of mode i in output j. Since we are 
interested in damping the electromechanical modes, we select ~; as corresponding to these 
modes. 
We define the Centralized Modal Observability Measure (CMOM) as follows: 
(3.20) 
where nk is the number of output signals that are to be used 
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If only one output signal is to be used as a feedback signal, the CMOM reduces to the 
following: 
CMOMi. - maxlle··ll } • I} rxJ 
} 
(3.21) 
The CMOM assumes that the system is under centralized control. Thus we can use the 
CMOM as a measure of the effectiveness of an output signal if the system is under 
centralized control. Note that in order to calculate the best output signal using CMOM, we 
need to calculate only the electromechanical eigenvalues and the corresponding right and 
left eigenvectors. Due to its computational simplicity, we would like to use the CMOM for 
systems under decentralized control. However, it is important to note that the decentralized 
nature of the control is ignored in the CMOM. The most important consequence of this is 
that the possibility of fixed modes are not taken into account in the CMOM. Thus if a 
decentralized fixed mode does exist, the 'best' signal identified by the CMOM will be 
entirely ineffective in moving that mode. 
In the next, we present the second measure of determining the best output signal for 
damping electromechanical oscillations. This measure takes into account the existence of 
fixed modes in systems under decentralized control. 
3.3.2 Decentralized Modal Observer Measure 
Consider an LTI system described by equation (3.1) and assume that the pairs 
(A,B), (A,C) are controllable and observable respectively. Further assume that 
decentralized dynamic controllers are to be used. 
Figure 3.8 illustrates the decentralized control system configuration for an interconnected 
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Figure 3.8: Decentralized Control System Configuration of an Interconnected System 
Consisting of Two Subsystems 
For an interconnected system under decentralized control, there exists a decentralized fixed 
mode if and only if for some eigenvalue A. of A one of the following conditions apply (see 
Section G of Preliminaries): 
rank(tt;) < n - a 
for any i - l, ... k 
where: 
/..J -A B;,. 
C;,+1 0 
tt. -• 
C; -1 .. 0 
B. ., 
0 . . 
0 
n is the number of rows/columns in A 
ik is the kth input of subsystem i 
im is the mth output of subsystem i 
a is the rank deficiency of A i.e. a • n - rank( A) 
(3.21) 
We wish to use the condition in (3.21) to determine the best feedback signals for damping 
electromechanical oscillations. 
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Consider a power system with m generator subsystems. We define an index set 
I - {i, ... ,m}. We use the elements of I as indices to the subsystems. Set I can be 
partitioned into two disjoint subsets / 1 - {i1, ... ik} and / 2 - {ik+1,. .. im}· Since there are 
m elements in I , the number of such partitions equals m!. We define the set of all 
partitions as P. Thus each element in set P corresponds to a particular partitioning of set 
I. 
Let the set v; contain all the candidate output signals at subsystem i where the number of 
elements in v; equals q; i.e. we wish evaluate the effectiveness of q; signals at the ith 
subsystem. The total number of candidate output signals in the system is given by 
We construct a set µ which contains combinations of elements in v; with elements in 
v j i.e. each element in µ is a set containing one element from each V;. The number of 
m-1 
elements in µ is m n q; where n denotes the product of its arguments. 
i-1 
Using (3.21) we obtain m! matrices for each element in µ.For each matrix, we calculate 
its singular values and extract an-a, the (n - a )-est singular value. Thus, we obtain m! 
values of an-a for each element in µ . We extract the minimum an-a from these m! 
values. This value gives a measure of how observable the mode is in the output signals 
given by the element in µ . If the minimum an-a .. 0, the mode is uncontrollable by 
decentralized control. We define the DMOM as follows: 
DMOM,.. - mino n-a {'(}µ;} 






The best output signals µb is defined as the set of outputs which maximize the DMOM 
and is defined as follows: 
µb - maxDMOMµ. 
µ ' (3.23) 
Let A in equation (3.21) correspond to the weakly damped electromechanical oscillation. 
The singular values an-a are then calculated for each tt . The output signal corresponding 
to the maximum an-a is taken as the best signal for damping the electromechanical 
oscillations. 
Note that in order to determine the best output signal, we need to calculate the singular 
m-1 
values of m!m µ
1 
q; matrices. For systems consisting of a large number of subsystems, this 
I• 
calculation becomes costly. However, for systems under decentralized control, the DMOM 
provides a reliable measure of the effectiveness of an output as a control signal. We 
demonstrate this in the next section. 
It should be emphasised that the methods based on CMOM and DMOM are based only 
on the contribution of the electromechanical oscillations to the output signal. As such, 
these methods serve to provide a theoretical ranking of all the candidate output signals. 
They do not attempt to address practical issues relating to implementation of the 
control system. These practical issues may relate to measurement of the output signal, 
influence of unmodeled dynamics, filtering requirements etc. For instance, it is more 
difficult to measure the accelerating power signal than the speed and electrical power 
signals [3]. Furthermore, use of the speed signal or the electrical power signal may 
excite torsional oscillations or high frequency electrical oscillations respectively, thus 
necessitating complex filtering techniques [4]. Therefore, the ranking based on CMOM 
and DMOM should be used in conjunction with an analysis of the practical issues in 
determining the most appropriate feedback signal. 
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3.3.3 Case Study Using CMOM and DMOM 
In this section, we apply the CMOM and DMOM to obtain the best signal for damping 
electromechanical oscillations. We demonstrate that for a system under decentralized 
control, the CMOM can provide unreliable results. 
Appendix G provides the network diagram and eigenstructure of the seven-bus system. The 
system has a pair of unstable eigenvalues at I.. - 0.5416 ± 5.5296i and a p~ir of non-
minimum-phase zeros for control inputs at generators 3 and 4 (see Tables G6 and G7 in 
Appendix G). 
We wish to apply the CMOM and DMOM to this network. In Chapter 2, we demonstrated 
that the optimal locations of the PSS for the seven-bus network was at generator 3 and 
generator 4. The output signals that we used to stabilize the system were Qel at generator 
3 and Qe1 at generator 4. In this section, we demonstrate that these two signals are in fact 
the best signals for damping the electromechanical oscillations. 
We select eight candidate outputs namely, Pe1,Qe1,oo and Vr at generators 3 and 4. 
Before applying the CMOM and DMOM, we determine whether the unstable mode is 
controllable with respect to the two input variables v,ef at generator 3 and v,ef at 
generator 4. 
The product r·1 B (where T is the right eigenvector matrix) is given in Table 3.la. Since 
all elements in the matrix r-1 B are non-zero, all modes in the system are controllable. 
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Eigenvalue No. Vref (Gen 3) Vref (Gen 4) 
1 2.4312e+OOO- 6.1823e-014i -3.0706e-001- 4.1689e-014i 
2 3.3271e-001+ 3.8342e-014i . -4.2830e-001- 8.7550e-014i 
I 
3 -4.8398e+001- 1. 9503e-013i 2.6078e+OOO- 1.0365e-013i 
4 -2.9817e+002- 2.2670e-013i -1.6578e+OOO+ 3.4139e-013i 
5 1.2758e+001- 2.9013e+001i 2.3192e+OOO+ 4. 7136e+OOOi 
6 1.2758e+001+ 2.9013e+001i 2.3192e+OOO- 4. 7136e+OOOi 
7 4.4109e+002- 7.6285e-014i -9.0316e+001+ 1.7616e-014i 
8 4.2011e+OOO- 7.3767e-015i 5.4412e+002+ 7.9464e-014i 
9 -4.9101e-001 + 1.7165e+OOOi -5.0137e-002+ 1.8542e-001i 
10 -4.9101e-001- 1.7165e+OOOi . -5.0137e-002- 1.8542e-001i 
11 -4.5589e-001 + 2. 7832e+OOOi -2.0797e-002+ 9.3399e-002i 
12 -4.5589e-001- 2.7832e+OOOi -2.0797e-002- 9.3399e-002i 
13 -2.8136e-001 + 2. 705le+OOOi 2.3732e+001+ 8.0609e+OOOi 
14 -2.8136e-001- 2.705le+OOOi 2.3732e+001- 8.0609e+OOOi 
15 2.1660e+OOO- 5.3450e+OOOi -2.3858e+OOO+ 4.5328e+OOOi 
16 2.1660e+OOO+ 5.3450e+OOOi -2.3858e+OOO- 4.5328e+OOOi 
17 -1.6718e+002- 6.5302e+001i -9.9119e+001- 5.9677e+001i 
18 -1.6718e+002+ 6.5302e+001i -9.9119e+001+ 5.9677e+001i 
19 -4.3772e-002- 1.2018e-016i -1.9399e-002- 1.2409e-015i 
20 1.4676e+001- 2.4141e-015i 4.6631e-001- 1.8982e-014i 
21 8.9579e+OOO+ 3.2826e-014i -6.4662e+OOO- 4.6153e-014i 
22 2.0138e+001+ 2.2011e-014i 3.6563e-001- 1.0061e-013i 
23 6.1382e+OOO+ 1.2243e-014i 1.4124e+OOO- 1.3097e-015i 
24 -1.2084e+002+ 7 .5866e+OOOi 5.5948e+001+ 1.0838e+002i 
25 -1.2084e+002- 7 .5866e+OOOi 5.5948e+001- 1.0838e+002i 
26 -9.3942e+001- 2.8224e-014i 2.6490e+002- 1.6844e-013i 
27 1.8619e+001- 5.3854e+001i -3.2122e+002- 1.4179e+002i 
28 1.8619e+001 + 5.3854e+OO 1i -3.2122e+002+ 1.4179e+002i 
29 -5.9535e+OOO+ 3.2991e-014i -1.4386e+002+ 5.7586e-014i 
Table 3.la: Values of T-1 B for Vref at Generator 3 and Generator 4 
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In particular, the rows corresponding to the mode A.= 0.5416 ± 5.5296i (eigenvalues 13 
and 14 which are highlighted in Table3.la) are given in Table 3.lb. 
Eigenvalue No. Vref (Gen 3) Vref (Gen 4) 
13 -2.8136e-001+ 2.7051e+OOOi 2.3732e+001 + 8.0609e+OOOi 
14 -2.8136e-001- 2. 7051e+OOOi 2.3732e+001- 8.0609e+OOOi 
Table 3.lb: Values of T-1 B Corresponding to the Unstable Mode 
All the elements in these two rows are non-zero, therefore the mode is controllable-(if 
centralized control is used). 
We now determine the best output signal to stabilize the system. 
Calculating the CMOM 
In calculating the CMOM, we need the right and left eigenvectors. From these, we can 
calculate the Participation Vector. The right eigenvector, left eigevector and Participation 
Vector associated with the unstable eigenvalue A= 0.5416 + 5.5296i are given in Table 
3.2: 
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Right Eigenvector Left Eigenvector Participation Vector 
7.4688e-003- 5.6854e-003i 1.9182e-OOS+ 1.3838e-003i 8.0108e-006+ 1.0226e-00Si 
-2.0630e-003- 9.8901e-003i -1.8821e-004+ 7.658Se-005i 1.1457e-006+ 1. 7034e-006i 
-2.1688e-003+ 2.8005e-003i 1.6713e-005+ 9.3622e-005i -2.9843e-007- 1.5624e-007i 
-1.6908e-004+ 1.3312e-004i 2.5542e-002+ 2.0736e-002i -7.0789e-006- 1.0602e-007i 
8.7151e-002+ 4.3955e-002i -2.609Se-004+ 4.0971e-004i -4.0751e-OOS+ 2.4237e-00Si 
8.0776e-003- 7.2336e-003i 3.2747e-004+ 1.0661e-003i 1.0357e-005+ 6.2429e-006i 
-2.9907e-003- 1.1397e-002i -1.282Se-004+ 1.0179e-004i 1.5436e-006+ 1.1572e-006i 
-2.6250e-003+ 3.5113e-003i 1.192Se-OOS+ 1.1616e-004i -4.3917e-007- 2.6305e-007i 
-1.8197e-004+ 1.2821e-004i 1.863Se-002+ 1.3014e-002i -S.059Se-006+ 2.0987e-008i 
8.6735e-002+ 4.4793e-002i -1.5894e-004+ 2. 9564e-004i -2. 7028e-OOS+ 1.8523e-005i 
7.3061e-003- 4.7915e-003i -2.6397e-OOS+ 1.3628e-003i 6.3368e-006+ 1.0083e-005i 
-1.7811e-003- 8.7467e-003i -2.0992e-004+ 8.3108e-00Si 1.1008e-006+ 1.6881e-006i 
-1.9182e-003+ 2.1513e-003i 3.0057e-OOS+ 4.8025e-005i -1.6097e-007- 2.7461e-008i 
-1.5264e-004+ 1.3900e-004i 2.8280e-002+ 2.0081e-002i -7.1081e-006+ 8.6559e-007i 
8.7657e-002+ 4.2884e-002i -2.4738e-004+ 4.4830e-004i -4.0909e-005+ 2.8688e-00Si 
5.5670e-003-1.0222e-002i 1.8531e-002+ 4.5971e-003i 1.SOlSe-004- 1.6383e-004i 
-1.1644e-002- 4.4775e-003i 7.1622e-004+ 2.5617e-003i 3.1308e-006- 3.3035e-00Si 
-6.6941e-004- 3.6788e-003i -4. 7150e-003+ 7.5231e-004i S.9238e-006+ 1.6842e-005i 
2.8545e-004+ S.9794e-004i -2.4264e-001- 6.9952e-001i 3.4901e-004- 3.4476e-004i 
1.215Se-001 + 1.6336e-002i 9.8501e-003- 4.741Se-003i 1.2747e-003- 4.1540e-004i 
3.4454e-003- 1.2031e-002i 1.166Se-002+ 2.6026e-003i 7.1501e-005- 1.3137e-004i 
-2.0160e-002- S.5732e-003i 4.384Se-004+ 1.3064e-003i -1.5586e-006- 2.8781e-005i 
-1.2080e-002+ 5.4880e-003i S.4591e-003+ 1.069Se-003i -7.1818e-OOS+ 1.7040e-00Si 
3.5041e-004- 1.2083e-003i 1.8773e-001 + 6.4270e-001i 8.4235e-004- 1.6274e-006i 
2.0719e-001+ 1.9820e-001i 3.5559e-006+ 1.2516e-00Si -1. 7 439e-006+ 3.2980e-006i 
2.5591e-001+ 2.0961e-001i S.5783e-006+ 8.8785e-006i -4.3347e-007+ 3.4413e-006i 
1.8180e-001+ 1.9697e-001i 3.0907e-006+ 1.2436e-005i -1.8877e-006+ 2.8696e-006i 
5.0619e-001+ 1.770Se-001i 1.1807e-004- 2.3374e-006i 6.0182e-005+ 1.9722e-00Si 
6.2850e-OO 1 + 9.2700e-002i 1.2117e-004- 3.2697e-00Si 7.9184e-005- 9.3178e-006i 
Table 3.2: Right Eigenvector, Left Eigenvector and Participation Vector Corresponding 
to the Unstable Mode . 
114 
Multiplying matrix C with the participation vector gives the follo\\(ing values for e : 
Generator No. Output Signal ! e 
3 Pel [1.0228e-003+ 3.7128e-004i 
4 Pel 5.2397e-003- 2.7819e-003i 
3 Qel 4.3448e-004- 6.201 le-OOSi 
4 Qe1 5.0317e'"003- 2.2708e-003i 
3 (I) -2.3508e-005+ 5.7375e-006i 
4 (I) -1.2053e1004- 2.0936e-005 i 
3 VT -7.1081e~006+ 8.6559e-007i 
! 
4 VT 3.4901e+004- 3.44 76e-004i] 
; 
Table 3.3a: Values of e Corresponding to the Eight Output Sign.ls 
The magnitude of each element on e is given in Table 3.3b. 
Generator No. Output Signal ; lel=CMOM 
3 Pe1 1.0881e-003 
I 
4 Pel S.9324e-003 
/ 
3 Qel 4.3888e-004 
4 Qel 5.5203e-003 
3 (I) 2.4198e-005 
4 (I) 1.2234e-004 
3 VT 7 .1606e-006 
4 VT 4.9058e-004 
' 
Table 3.3b: Values of CMOM corresponding to the Eight Outpqt Signals 
I 
The maximum element in lel corresponding to machine 3 is 1.d;881e-003. The maximum 
element corresponding to machine 4 is 5.9324e-003. These two elements correspond to 
Pel at machine 3 and Pel at machine 4 respectively. Therefore, usfng the CMOM, we select 
Pel at machine 3 and Pel at machine 4 as feedback signals. 
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In the next section, we demonstrate that the signals obtained from CMOM, are not the best 
signal for controlling the unstable electromechanical mode. 
Calculating the DMOM 
For the seven-bus system, the number of states n = 29 and the rank deficiency of matrix A 
is a = 0. The index set I = {i,2}. The partition set P contains two element namely 
{ {i1} = {1} , {i2 } = {2} } and { {i1} = {2 }, {i2 = 1} } . The number of candidate output at 
subsystem 1 and 2 are q1 = q2 = 4 . Therefore, we need to calculate the eight matrices 
tt~, tt~, tt~, tt~, ttj, tt~, ttt, tt~ corresponding to A.= 0.5416 + 5.5296i. 
tti = [(c;): Bl l · ft~ - [(c:): Bl l · ft~ = [(c:/ Bl l · tti - [(c:/ Bl l · 
ttt = [(c:/ ~ l · t}: = [(c,-/ ~ l · ttt = [(c:/ ~ l · t}~ -[(c;f ~ l 
where: 
B3 corresponds to Vref at generator 3 
B4 corresponds to Vref at generator 4 
( C1 )r corresponds to Pel at Generator 3 
( c2 l corresponds to Pel at Generator 4 
( C3 )r corresponds to Qel at Generator 3 
( C 4 )r corresponds to Qe1 at Generator 4 
( C5 t corresponds to oo at Generator 3 
(c6 )r corresponds to oo at Generator 4 
(c7 )r corresponds to Vr at Generator 3 
(c8t corresponds to Vr at Generator 4 
The singular values of these matrices are given in Table 3.3a. The highlighted values in 

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































We can guarantee that no fixed modes exist by selecting the output signals such that: 
rank( fr j) ~ n - a 
where: 
n is the number of states 
a is the rank deficiency of the state coefficient matrix A 
In this case rank( A)= n, therefore of a is zero. 
Thus, we wish to choose the output signals which correspond to the ft j with the rank 
closest to n = 29 . 
From equation 3.23, we know that the larger the value of o 29 , the more effective will be 
the corresponding signal for damping of the electromechanical oscillation. Conversely, the 
smaller the value of o 29 the less effective will be the corresponding signal for damping of 
the electromechanical oscillation. If o 29 = 0, then the corresponding signal will be 
ineffective for moving the electromechanical mode since it is a decentralized fixed mode. 
If we select the signals obtained using CMOM (namely Pel) at generators 3 and 4, the 
singular values are 0 29 = 3.1527148e-003 and 0 29 = 4.6614171e-003 respectively. 
The best output signals using DMOM are Qel of generators 3 and 4. The corresponding 
singular values are o 29 ... 1.9077934e-002 o 29 .. 1.1476073e-002 respectively. 
The values of o 29 for the signals corresponding to DMOM are greater than those for the 
signals corresponding to DMOM (1.9077934e-002 > 3.1527148e-003 and 
1.1476073e-002 > 4.6614171e-003). Thus the output signals given by DMOM are 
better than those given by the CMOM for damping of the electromechanical mode. 
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Generator No. Output Signal DMOM(frj) 
3 Pel 3.1527148e-003 
3 Qel 1.9077934e-002 
3 00 ll1011921e-002 
I 
I 
3 Vr 2!8507469e-003 
i 
4 Pel 4!6614171e-003 
: 
4 Qel L1476073e-002 
4 00 9.9761264e-003 
4 Vr 7 ;8359929e-004 




In order to verify this, we compare the use of signals provided br CMOM and DMOM to 
stabilize the unstable electromechanical oscillations. In Section 2.$.5, we demonstrated that 
by using the signals obtained from DMOM (namely Qel ), the unstable niode 
I= 05416 ~ 55296i was moved to the stable locations /.. = -0.356 ± 5.861i. However, 
by using the signals obtained from CMOM (namely Pel), we can only move the unstable 
eigenvalue to the location /.. = 0.0115 ± 5.634i . Thus, by using th~ Pe1 on generators 3 and 
I 
4 we are unable to stabilize the electromechanical mode. This il~ustrates that the CMOM 
I 
can provide unreliable results for systems under decentralized control. · 
I 
3.4 Type of Control 
In this section, we briefly discuss the issues related to centralized :and decentralized control 
for large scale systems. The term large scale system can refer to systems that cover a large 
area or systems that have a mathematical model of large dimension. Power systems are 
large scale systems in both respects since the electrical grid can ~tretch over thousands of 
kilometres and the dimension of the mathematical model is typidany composed of several 
thousand states. In addition, power systems are becoming even larger due to power 
pooling. As a result of the large scale nature of power systems, the type of control 
(centralized or decentralized) needs to be investigated. 
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This section investigates issues related to the type of control for damping of 
electro_mechanical mode oscillations in power systems. The main advantages . and 
disadvantages of centralized and decentralized control are outlined. The problem of 
ensuring global stability of the interconnected system under decentralised control is 
addressed. Sufficient conditions which guarantee global stability are presented. 
3.4.1 Centralized Control 
Figure 3.9 is a diagrammatic representation of a large scale system consisting of four 
subsystems under centralized control. 
Subsystem 1 Subsystem 2 
Fntronef 
Subsystem 4 Subsystem 3 
Figure 3.9: Diagrammatic Representation of a System Under Centralized Control 
Centralized controllers make use of local control signals as well as control signals from 
remote sources in order to effect control. The main advantage of centralized control is that 
the controller receives information about all the subsystems of the network. Therefore, all 
the controllable modes of the system can be controlled. 
The main problem with the implementation of centralised controllers for large scale systems 
is that the control signals need to be transmitted over long distances. The long distances 
result in delays in transmitting the control signals. Furthermore, the high cost of the 
communication network for transmitting the control signals from all subsystems make the 
use of centralized control impractical. 
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Advances in the area of signal communication is however making the use of centralized 
control more attractive. The increased speed of transmission would eliminate the delays 
associated with conventional communication networks. Therefore subsystems which are 
close to each other can be linked together via dedicated lines. 
3.4.2 Decentralized Control 
Figure 3.10 is a diagrammatic representation of a large scale system under decentralized 
control. 
Subsystem 1 
Subsystem 4 Subsystem 3 
Figure 3.10: Diagrammatic Representation of a System Under Decentralized Control 
Figure 3.10 illustrates that decentralized controllers make use of only local control signals 
in the feedback path. No information about other subsystems is used by the controllers. The 
main advantage of using decentralized control is related to transmission of control signals. 
Since only local signals are required in the feedback path, the delay in transmission of the 
signals and the cost of the communication network is greatly reduced. 
The first problem associated with decentralized control is the possibility of the existence of 
decentralized fixed modes in the system. These fixed modes occur because the 
decentralised controller ki uses control signals from subsystem i only and therefore it lacks 
information about the other subsystems. If these decentralized fixed modes do occur, they 
cannot be moved (in the complex plane) by LTI decentralised control [12]. 
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The second problem associated with the use of· decentralized control is related to global 
stability of the interconnected system. A system is said to be globally stable if all the 
eigenvalues of the state coefficient matrix has negative real parts. Under dec--entralized 
control, the subsystems are stabilized with the local control i.e. controller k; is designed so 
that subsystem i is stabilized. Thus, if all subsystems are under decentralized control, all the 
closed loop subsystems are stable. However, even if all the subsystems are stable, the 
interconnected system may be globally unstable due to the interactions between subsystems. 
This means that for a system under decentralized control, stabilizing the subsystems does 
not guarantee that the interconnected system is stable. In the next section, we present a 
method to select decentralized controllers which guarantees the global stability of the 
interconnected system. 
3.4.2.1 Global Stability of the Interconnected System 
In this section we analyze the global stability aspects of the interconnected power system by 
taking into account the interactions between subsystems. We wish to select decentralized 
controllers that will absorb the interactions and ensure global stability. 
Consider the System S described by equation {A2) in the Preliminaries. Assume that there 
is no control on System S i.e. u; = 0, i = l, ... ,m. Further assume that the initial 
conditions of the system is such that x(O) = 0. We designate the system with the 
assumptions as System T. The state equations for the interconnected system is then given 
by the following: 
A{ }A{· 0 m Q } T= ~ = x; == A;;X; + + F~Aii xj 
' J•I 
(3.24) 
Equation (3.24) can be rewritten as follows: 
T !{i; }~ {x = (Aii + Aij )x} (3.25) 
where: 
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0 0 0 
A·= II 0 A· II 0 
0 0 0 nxn 
0 0 0 
A··== 0 0 A~ I) Ail un 
0 0. 0 nxn 
x =[xi ... xm] 
I 
Assume that the uncoupled and unperturbed subsystems are asymptotically stable i.e. 
! 
0 0 I 
Re(/... k (A;; ) ) < 0, k = 1,. . ., n for all k. If Re(/... k ( Aii ) ) :i!: 0 for ai;iy k, then we apply 
feedback control in order to stabilize A;?. 
We can now state the following Lemma: 
I 
Lemma 3.1: The interconnected system described by equation (3.i24) is globally 
I 
stabilizable by completely decentralized feedback if a max (A;j) :S: 1 for all 
1° max (P;i) 
. i=l, .. m 
where: I 
i 
p. is the solution to the Lyanunov equation (A~)P:· + p. ~A~)T == -2Q .. n 'r II II 11\! II II' 
! 
Qii is a positive semi-definite matrix 
a max denotes the maximum singular value 
Proof: i 
I 
Since Ail is asymptotically stable, it satisfies the following steady !state Lyapunov equation: 
(A~)P:· + p. (A~)T = -2Q .. II II II II II (3.26) 
The solution to equation (18), P;i , is a symmetric, positive semi-d~finite matrix i.e. 
R T R d T n 0 M · Q ' · ' d fi · · TQ; 0 ii = ii an X; riixi > . atnx ; ts positive e 1mte 1.e. xi , iix > . 
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Matrix P; is symmetric, positive semi-definite and satisfies the following Lyapunov 
equation: 
A! P: + P:A .. - -2Q· Ill 111 I (3.27) 
Matrix Q; is a positive semi-definite matrix 
We can choose a Lyapunov function for subsystem i as: 
~{x) - xT P;x (3.28) 
The system is stable where (a) V; (x) is positive semi-definite and (b) Vs 0. 
(a) V; (x) - x 7 P;x is positive semi-definite for all x sinceP; is positive semi-definite 
Thus, to obtain tire stability region we need to determine the region where: 
. T 
(b) V;(x) • i ~x+xT~i~O (3.29) 
Substituting equation (3.25) into (3.29) we obtain the following: 
· ( )T T V·(x)- {A· +A·)X P:x+x P:(A· +A·)X I II I) I Ill I) 
(3.30) 
Substituting equation (3.27) into equation (3.30) gives the following: 
• T T T V; (x) - x (-2Q; )x + x (A;j P; + P;A;j )x 
For stability, we need V(x) s 0 i.e.: 
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xT(Al P: + P:A·)x s xT(2Q·)X 1)1 II) I 
Since (A;j P; )T .. P;Aij we can rewrite equation (3.31) as follows: 
T T T ( n T )T T ( ) x P:A·· x+ x .r:A· x :!> x · 2Q· x II] II] I 
Thus the matrix (A;j P; + P;Aij) is symmetric. 
Thus we need to satisfy this inequality in order to guarantee stability. 
Now consider the following inequality: 
o (A·) :!> o min (Q;;) 
max IJ ( n ) 0 max r;; 





We wish to show that the inequality in equation (3.33b) satisfies the condition for stability 
given in equation (3.32), 
Since o max (P;;Aij) so max (P;; )o max (Aij) 
::::;. 0 max (P;;Aij) :!O 0 min (Qii) (3.34) 
We also know that the singular values of a matrix are the same as the singular values of its 
transpose. Thus, the following is true: 
O max { Aij P;) + O max { P; A;j) "' 2o max ( Aij P;) 
From (3.34) and (3.35) we obtain the following: 
T 
::::;. O max { Aij P;; + P;; Aij ) s 0 min {2Q;;) 




We know from Rayleigh's identity that, for a symmetric matrix (Aij.P;; + P;;A;j), the 
following: 
XT (AijP;; + P;;A;j)x so max(A;j.P;i + P;;A;j)xT x 
Similarly, 
XT 2Q;;X ~ 0 min (Q;; )xT x 
Thus, 




T( T) T => x A·P:· + .P:·A· x s x 2Q··X I) II II I) II (3.40) 
Thus the condition for stability is satisfied. This means that the global system is stable if 
a (A··) s a min (Qii) 
max 11 (P: ) a max ii 
If we choose Qii =I then equation (3.41) becomes: 
1 
a max (Aij) s ----
0' max (P;i) 
In alternative notation, the condition for stability can be expressed as follows: 
(3.41) 
This means that the subsystem i with all its interactions is stabilized. If all subsystems 
satisfy these conditions, the global system will be stable. 
J 
The conditions in Lemma 3.1 provide us with a method of designing decentralized 
controllers which guarantee global stability of the interconnected system. This method is 
illustrated in Figure 3.11. 
First, we obtain the models of the subsystem Ai~ . Once these models have been obtained, 
we need to obtain information about the interactions A3. The only information about A3 
that is required is an upper bound on the maximum singular value. This upper bound is 
much easier to obtain or to estimate than the exact model of A3. Once a max ( Aij) has 
been obtained, the controller k;(s) for subsystem i is calculated The closed loop state 
coefficient matrix of the system with k; (s) must satisfy the conditions of Lemma 3.1. If the 
condition is satisfied for the ith subsystem, the design procedure for this subsystem is 
complete. The same procedure is then applied to all other subsystem i + 1 . . m. Since all the 
subsystems plus interactions are stabilized, this procedure guarantees global stability of the 
interconnected system. 
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i = 1 
Obtain Subsystem 
0 Model ~ .. u 
j ;o! i 
Design Controller 
k i(s) Satisfying 
Lemma3.1 
No i = i + 1 
Figure 3.11: Procedure for Designing Decentralized Controllers; which Guarantee Global 
Stability 
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The conditions specified in Lemma 3.1 are only sufficient conditions. This means that the 
stability margins provided for the closed loop subsystems are conservative. The 
decentralized controllers that are obtained will therefore guarantee stability but-will not be 
optimal. 
It is important to note that the assumption that the subsystems AB are all asymptotically 
stable, implies that all fixed modes in the system are stable. If any fixed mode in the system 
is unstable, then the assumption that AB is stable cannot be satisfied. 
Example3.2 
Consider a following state coefficient matrix: 
-10000 0.1000 i ·a 0 
.~:~~~~ ..... ::-.?.·~.~~~.L ...... ~ ............... ~ ..... . 
0 b l -05000 0 A= 
0 0 i 0 -15000 
We wish to find values of a and b which would guarantee the stability of matrix A. 
Matrix A can be considered as the state coefficient matrix of a system consisting of two 
subsystems with: 
The matrices Af 2 and Ag1 can be interpreted as the interactions between subsystems 1 and 
2. 
The eigenvalues of Af1 are -1.0000 and -2.0000 and the eigenvalues of Af2 are -0.5000 
and -1.5000 i.e. matrices Af1 and Af2 are asymptotically stable. Thus we can find two 
symmetric, positive-definite matrices Pit and P22 satisfying the following Lyapunov 
equations: 
(Af1)P11 + Pi.1(A11l = -2Q11 
(A~2)P22 + P22(A22l = -2Q22 
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We make use of Matlab"' to solve for P11 andP22 which is given by the following: 
[
1.0759 0.7593] 
Pi 1 = 0.7593 12593 
[
2.0000 0 l 
Pzz = 0 0.6667 
CJ max (Jh) = 1.9324 
CJ max ( P22 ) = 2.0000 
Therefore, we know that the system will be stable if the following two conditions hold: 
CJ max(A12 ) s 05175 
where: 
0 Ola 0 
A12 - [ ~-Vi2 ]- ~-· ~..l.ii·· ·ii 
o olo o 
Az1 = [ ~ 0] = 
Az1 0 
0 OlO 0 
o ojo o ..................... 
o bjo o 
0 OlO 0 
Therefore, by Lemma 3.1, if !al s 05175 and ~I s 05000 we know that A will be stable. 
The eigenvalues of matrix A with a = 05175 and b = 05 are the following: 
[ 
-1.6828 + j0.1265 
A. = -1.6828 - j0.1265 
-0.1343 
-1.5000 
If b = 10000 then not all the conditions of Lemma 3 .1. are satisfied. In this case, we cannot 
say whether the system is stable or not since the conditions are only sufficient.. If we 
substitute b = 1000 into A we obtain the following eigenvalues. 
/.. ... -17696 - j0554 
[ 
-1.7696 + j05541 
+0.0393 
-1.5000 
Thus the system is unstable. 
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In order to show that these are not necessary conditions for stability, we let a - 05200. 
The eigenvalues of matrix A now becomes: 
[ 
-16834 + j01326 l 
A. _ -16834 - j01326 
-0.1333 
-15000 
Thus, despite the fact that the conditions in Lemma 3.1 are not satisfied if a - 052, matrix 
A is stable. This means that we can guarantee stability using the conditions in Lemma 3.1, 
but we cannot deduce anything about the instability of the system i.e. sufficient but not 
necessary conditions. 
3.4.3 Hierarchical Control 
The size of power systems is increasing rapidly due to the interconnection of power 
networks. This presents new challenges for the control of the system since the system that 
needs to be controlled may stretch over an entire continent. Figure 3.12 illustrates the 
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Figure 3.12: Diagrammatic Representation of a System Under Hierarchical Control 
Assume that subsystems 1 and 4 are located closed to each other and that subsystem 2 is 
close to subsystem 3. The generator subsystems which are close to each other are 
collectively controlled by k14 (s) and k23 (s) respectively. This forms the first level of 




level controller. The Level 2 controller can transmit signals bark to the first level controller 
by adjusting the parameters of the first level controller. 
i 
The strategy that we wish to employ for hierarchical control, depends on the operating 
I 
states of the power system. Figure 3.13 illustrates the operating states and the transitions 






Figure 3.13: Operating States of a Power System and Transitions Between States 
I 
In the normal state, all steady state variables are within the normal range and there are no 
equipment violations. The system is in a secure state and 'is able to withstand any 
contingency without violating these constraints, If the security 'level falls below a certain 
level, the system enters the alert state. In this state, the variables are within the acceptable 
range and all constraints are satisfied. However, the steady state ;security of the system has 
deteriorated to such an extent, that a contingency may cause violations of constraints or 
equipment overload. Thus the system will move into an emergency state. If the contingency 
is particularly severe, the system will enter the state of extreme emergency. In the 
restorative state control action is taken to improve the steady st~te security of the system 
to the normal or alert state. 
The above description of the operating states is provided in terms of steady state security 
analysis since all the violations and constraints are steady state quantities. In this section, 
we present a method of incorporating constraints for the dynamic security of the power 
system. 
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In Appendix D, we present conditions on the upper bound of time-varying perturbations 
such that stability of the system is guaranteed. The derivation of the sufficient conditions is 
the main contribution in this section of the thesis and can be stated as the following Lemma: 
Lemma 3.2: The interconnected system described by equation (DJ) in Appendix D is 
globally stabilizable by completely decentralized feedback ifthe following 
conditions are met: 
0 1 t 
a max ( Aij) + £ ija max (U ij) + £ iia max (U ii) :S = a ii 
a maxCP;i) 
for all i=l, .. m 
where: 
p. is the solution to the Lyanunov equation (A~)P:· + p. (A~)T = -2Q .. 11 r llll 1111 II 
Qii is a positive semi-definite matrix that we select 
a max denotes the maximum singular value 
a ~i is the global stability margin for the ith subsystem 
A8, U ii , U ij, e ij and e ii are defined in Appendix D 
(3.42) 
Lemma 3.2 states that if the inequalities in (3.42) are satisfied for all subsystems, the system 
will be globally stable. We wish to use Lemma 3.2 to control a time-varying plant. 
Since we are dealing with a time-varying plant, the variables A8, U ii , U ij, e ij, £ii, P;i and 
a~ in (3.42) could change as the model of the plant changes. We wish to ensure that if the 
plant model changes, the system remains globally stable i.e. all the conditions in (3.42) are 
satisfied. Note that we cannot directly control the variables A8, Uii, U ii' e ij, e ii since these 
are related to the perturbations (see Appendix D). However, we can directly control the 
variables P;i and e ~ by adjusting the parameters of the controller on the ith subsystem. If 
we adjust the controller parameters of the ith subsystem such that the corresponding 
condition in (3.42) is satisfied, then the ith subsystem is stable. If this adjustment of the 
controller parameters is applied to all subsystems, we can ensure global stability of the 
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interconnected time-varying system. Using this approach, we can formulate a strategy for 
hierarchical control for the damping of electromechanical oscillations. 
We regard variations in the operating states of the power system as time-varying 
perturbations (in Appendix C we categorise the different perturbations that a power system 
can be subjected to). Under normal operating conditions, the dyn.amics of the generator 
subsystems are regulated by the decentralized Level 1 controllers. The Level 2 controller 
receives information about the interactions between the subsystems but remains idle. The 
Level 2 controller monitors the upper bound on the interactions through on-line modelling. 
When the interactions between the subsystems increase to a value close to the margins 
given in (3.42), the global system may become unstable even though the local subsystems 
are stable. We regard this state as the alert state for dynamic security. Under the alert 
state, the Level 2 controller is activated. The Level 2 controller adjusts the parameters of 
the Level 1 controller in order to ensure that the system remains stable. The adjustments of 
th.e Level 1 controllers are performed using the stability margin given in Appendix D. Thus 
the system is moved from alert state to normal state by hierarchical control. 
We propose therefore that the conditions that we have developed in Lemma 3.2 be 
incorporated as constraints in dynamic security assessment. However, we emphasize that 
since the conditions in Lemma 3.2 are only sufficient conditions, they provides a 
conservative bound on the dynamic security of the system. 
3.5 Conclusions 
This chapter deals with the control structure for damping electromechanical oscillations 
using Power System Stabilizers (PSS). Three aspects of the control structure are addressed, 
namely the type of feedback, the type of signal and type of control. 
The type of feedback that was selected for damping of electromechanical oscillations was 
Dynamic Output Feedback. The Dynamic Output Feedback control problem was converted 
into a Static Output Feedback problem in order to ensure that a low order controller is 
obtained. 
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The selection of the type of signal for damping of the electromechanical mode oscillations 
was addressed using two methods. These two methods were based on two measures of the 
contribution of the electromechanical oscillation to the output signals. The first measure, 
the Centralized Modal Observer Measure (CMOM), is based on a centralized observability 
of the electromechanical modes. The second measure, the Decentralized Modal Observer 
Measure (DMOM), is based on the existence of decentralized fixed modes. The DMOM is 
a more realistic measure of the effectiveness of a signal for damping the electromechanical 
modes than the CMOM since it takes into account the decentralized nature of the control 
problem. However, the DMOM is computationally more intensive than CMOM. 
The issues related to the type of control were addressed by investigating the problems 
associated with the use of centralized, decentralized and hierarchical control. Sufficient 
conditions for global stability of the interconnected system were derived for systems under 
decentralized control. These conditions place inequality constraints on the H.,, norms of the 
closed loop subsystems. These constraints were incorporated in a conceptual hierarchical 
control structure for large power systems. 
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Design of Robust Hoo·Based Supplementary Excitation 
Controllers 
4.1. Introduction 
This chapter deals with the design of robust H. -based supplementary excitation controllers \ 
for damping electromechanical oscillations. The chapter focuses on the design of new 
controllers which will replace existing lead-lag PSS. 
Generator excitation control systems consist of Automatic Voltage Regulators (AVR) for 
transient voltage regulation and Conventional Power System Stabilizers (CPSS) for 
damping of the electromechanical oscillations. The design of CPSS is based on classical 
linear systems theory and is therefore valid for only a small region about the operating 
f 
point. 
There have been several reports demonstrating the poor performance of CPSS under \ 
changing operating conditions of the power system. The CPSS can cause large overshoot in ( 
terminal voltage after the removal of a fault. In addition, under light loading conditions, 
I 
CPSS can provide inadequate damping which results in sustained oscillations under even · 
l 
small disturbances [l,2,3]. This reflects a need for the design of control systems with robust I 
performance with respect to changes in the parameters of the power system. 
One method of addressing this need is to design controllers that minimize the sensitivity to' I 
changes in the model of the planL This chapter makes use of modem linear control theory 1 
in the form of Hao optimal control to design robust excitation controllers. 
Recently, there has been a growing interest in the application of H= control to power 
. systems. In [7] the authors use a state feedback H= algorithm on a single machine infinite 
bus (SMIB) system. In [9] the voltage loop is coupled to the power loop for multi-input, 
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multi output (MIMO) Hoo design and the closed loop performance is compared to that of/11 
Proportional Integral Differential (PID) controllers for a SMIB system. In [10], the author 
implements a Dynamic Output Feedback Hoo algorithm on a SMIB power system. Up to 
now however, issues concerning weakly damped modes, decentralized control, robustne/s 
margins and global stability of power systems under Hoo control have not been addressed./ 
In this chapter we present several contributions to the area of robust control of power 
systems. Firstly, we develop a new method for the design of completely decentralized H"' 
controllers . The method ensures stability of the interconnected multimachine power system 
by incorporating global stability constraints in the design procedure. 
Secondly, we introduce a Lyapunov-based robust stability index in order to evaluate the 
robustness of the closed loop generator subsystems. This index is used to compare the 
robust margins of three controllers, namely CPSS, optimal H.,, and suboptimal H.,, 
controllers. 
Thirdly, the method of balanced truncation is used to reduce the order of the open loop 
plant. The model reduction technique is applied to the generator subsystems which ensures 
that the order of the controllers is less than that of the open loop subsystems. 
Fourthly, we use an existing Ricatti-based Dynamic Output Feedback H"' algorithm to 
synthesize the controllers. 
Finally, the chapter discusses the major shortcomings of the standard optimal H"' control 
algorithms as applied to power systems and presents techniques for overcoming these. We 
compare the performance of three different types of controllers, namely CPSS, optimal H.,, 
and suboptimal H ~ over different operating conditions. 
The chapter begins by providing a brief description of the control requirements of an 
interconnected power system with time-varying perturbations. The design strategy used in 
the chapter is then presented. Next, the design strategy is applied to a nine-bus benchmark 
network. We apply the standard optimal Hoo method design controllers for the benchmark 
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network. The problems associated with this method are outlined and improvements in the 
form of suboptimal H"' controllers are presented. The time domain results are shown for 
different operating conditions. The performance of CPSS, optimal H,,, and suboptimal H"' 
controllers are compared. 
The results indicate that the system with the suboptimal Hoo controllers has satisfactory 
performance under a wide range of operating conditions. Furthermore, the results 
demonstrate that the suboptimal H"' controllers possess superior robustness properties 
compared to that of the CPSS and optimal Hrs> controllers. 
4.2 Problem Formulation 
Consider an n-dimensional interconnected power system S consisting of m generator 
subsystems. The linearized state _space equations can be expressed as follows: 
"'{ }"'{X· -(A~ + E .. (t))x. + I (A~ + E .. (t))x. + B.u.} 
S S I II II I I) I) J I I • i - j•i 
y. =C.x+D.u. 




x. ER ' and u; ER are the state and input vectors respectively corresponding to 
I 
subsystem Si 
x = [x1 • • • xm] is the state vector of S 
A8 ERn;xn; is the square diagonal block i of the nominal plant A matrix relating i; to 
x. 
I 
A3 ERnixni is the off-diagonal interaction block (i,j) of the nominal plant A matrix 
relating i; to x . 
J 
E;;(t) ERn;xn; is the linear time-varying perturbation matrix function relating i; to Xi 
Eij(t) ERnjxnj is the linear time-varying interaction perturbation matrix function 
relating i; to x; 
B; ERn;xl is the constant input coefficient vector relating i; to u; 
138 
c. ERp;xn; is the constant vector relating the output Y; to the state vector x 
I 
D· ER is the direct feedthrough term relating the output Yi to the input u; 
I 
m 
n. is the number of states in vector Xi and L n; = n 
I i•l 
System S describes the dynamics of the power system by taking into account (a) the 
decentralized nature of the power system (b) the interactions between subsystems and ( c) 
the time-varying perturbations. These aspects reflect the essence of the power system 
model used for damping electromechanical oscillations. As such, system S represents the 
most general description of the power system that we deal with in this chapter. 
By ignoring the interaction and/or perturbation terms in equation (4.1), Scan be reduced to 
less general descriptions of the power system. We define two systems .which are obtained 
from system S, namely systems R and V. 
By ignoring the interactions (A: = 0) as well as the perturbations (E;; = Eii = 0) in system 
S, we obtain system R which is defined as follows: 
6
{ }
6 {.t. = ~x. +B.u.} R == R. == ' ' ' ' 
' y . .. C.x + D.u. 
' ' ' ' 
(4.2) 
System R describes a fictitious power system where the subsystems are disconnected from 
each other i.e. there is no coupling between the generator subsyst~ms (A: = 0). 
Furthermore, the power system operating point is fixed and time-invariant (E;; == Eii = 0). 
By ignoring only the interactions (A: = 0) in system S, we obtain system V which is 
defined as follows: 
v = {v;}= {x;}=·{(A;? +E;;(t))x;(t)} 
Y; = C;x + D;u; 
(4.3) 
System V describes a fictitious power system where the subsystems are disconnected from 
each other i.e. there is no coupling between the generator subsystems (A: .. 0) . The power 






Assume that (AiUB;) is controllable and (A;0C;) observable for all i. In this chapter, we wish 
to improve the damping of the power system given by S. In addition to improving the 
damping of S, the following control requirements must be met: 
(1) Decentralized Dynamic Output Feedback control in order to. reduce the 
communication of control signals 
(2) Global stability of the interconnected system I 
(3) Robust closed loop performance in order to take into account changes in the plant 
~~ ' 
( 4) Low order controllers in order to simplify the implementation / 
(5) Satisfactory damping of the closed loop in order to damp the electromechanical/ 
oscillations. · { 
I 
The following section will present a brief description of the design strategy employed in th~ ( 
chapter to meet these requirements. 
4.3 DI1 sign Strategy 
In this ection we develop a design strategy to meet the requirements as listed in Section 
4.2. Fir t, we describe a new two-stage decentralized control approach. Stage one meets 
requirement (1) of the design strategy i.e. we design decentralized controllers using 
dynamic Output Feedback. Stage two meets requirement (2) of the design strategy i.e. we 
guarantee global stability of the interconnected system. Thereafter, we outline a method of 
obtaining controllers with robust closed loop performance thus addressing requirement (3). 
We also develop a new a robust stability margin for determining the robustness of a 
decentralized control system. Finally, we present a model reduction technique based on 




4.3.1 Design of Two-Stage Decentralized Control 
In this section, we address requirement (1) of the design strategy i.e. that decentralized 
control is to be used. This means that no signals from remote subsystems can be used for 
control. 
In the first stage of the design, the controllers are obtained for each subsystem as if these 
subsystems have no interactions (A: = 0) and are unperturbed (E;; = Eii = 0) . Therefore, 
in the first stage of the controller design, we make use of system R. 
The second stage of the design is concerned with ensuring global stability of the 
interconnected system i.e. we address requirement (2) of the design strategy. In this stage, 
the stability of the interconnected system is checked. If the controllers calculated in stage 
one result in a stable interconnected system, these controllers are accepted as feasible. 
However, if the controllers calculated in stage one result in an unstable interconnected 
system, these controllers are rejected. In this stage of the design, we require information 
about the interactions between subsystems. We do not consider the effect of the 
perturbations. 
There are two major advantages of this new two-stage decentralized design approach. 
Firstly, since we are making use of only the subsystem equations R; for the design of the 
decentralized controller kh the order of the open loop plant is low. The low order plant 
eases the computational burden in synthesizing each controller. Furthermore, a low order 
plant requires only a low order controller. Thus, by using the uncoupled, unperturbed 
subsystems for designing the controllers we reduce the computational requirements of the 
problem and we can obtain low order controllers. 
Secondly, the two-stage decentralized design procedure eliminates the need for on-line 
exchange of information between subsystems in order to stabilize the interconnected 
system. The second stage of the design procedure guarantees global stability of the 
interconnected system despite the use of fully decentralized control. Therefore, in order to 
control system S, we do not need to transmit signals from other subsystems to the 
decentralized controllers. 
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For Dynamic Output Feedback control, the following feedback control law is used for 
subsystem R;: 
(4.4) 
The output signal Y; which used in the control of subsystem i can be chosen using the 
methods described in Section 3.4 i.e. CMOM and DMOM. 
4.3.2 Obtaining Robust Controllers 
In this section, we address the problem of synthesizing controllers which will ensure robust 
performance of the closed loop. We also develop a method of determining the robust 
stability margin of the control system. 
4.3.2.1 Synthesizing Robust Controllers 
In the first stage of the design procedure, we were required to obtain a controller for each 
subsystem. In this section, we outline a method to obtain a controller that ensures robust 
performance of the closed loop. 
The decentralized controller k;(s) for the ith subsystem is obtained by using Hao control 
theory. We provide a brief description of the problem formulation in Hao control theory. (for 
clarity, subscripts and superscripts denoting subsystems will be omitted) 
To formulate the problem of Hao design, the reduced order nominal plant is arranged as 
shown in Figure 4.1. The transfer functions A A (s) and AM (s) are the additive and 
multiplicative uncertainties respectively. Let AA (s) = AM(s) = O: 
We define three transfer functions: 
e 1 
S(s) = - = -.---
u 1 + G(s)K(s) 
R(s) = "1 = . K(s) · = K(s)S(s) 
u l+G(s)K(s) 
T(s) = y = G(s)K(s) = 1- S(s) 





where S(s), R(s) and T(s) are the Sensitivity, Related Additive Robustness and 
Complimentary Sensitivity Transfer Functions respectively. 
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-----------;---, 
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Figure 4.1: Nominal Plant with Perturbations and Controller 
The closed loop performance· is specified by three frequency dependent weighting 
functions, Wl, W2, W3. In order to minimize the effects of disturbances on the plant 
output y, we specify that: 
a max(S(joo )) s lwr1(joo )I 
Furthermore, in order to ensure robust performance under plant variations, we specify that: 
amax(R(joo)) s IAA(joo)I = lw2-1(joo)I 
amax(T(joo)) s IAM(joo)I = jw3-1(joo)j 
where a max is the frequency dependent maximum singular value. 
These requirements are simultaneously satisfied by the following inequality: 
Wl(joo )S(joo) 






=sup( a max(G(joo )) denotes the H® norm ,of the system. Thus the 
ro 
weighting functions are used as constraints to guide the search for an appropriate 
controller. The actual values of the parameters of the weighting functions depend on the 
closed loop specifications of the plan:t. The weighting functions are adjusted by a parameter 
y w in order to obtain the optimal weighting function~. The controller which corresponds to 
143 
these weighting functions is the optimal H 00 controller. In this chapter we make use of the 
algorithm described in [16] to synthesize these optimal H00 controllers. 
4.3.2.2 Calculating the Robust Stability Margin 
Once the Hxo controller has been synthesized, the robust stability margin of the closed loop 
system needs to be investigated. The robust stability margin is a measure of the maximum 1 
amount of perturbation that a control system can be subjected to while still remaining · 
stable. 
In order to determine the robust stability margin we could make use of eigenvalue 
techniques [17]. By repeatedly varying the operating point of the plant and calculating the 
ei~envalues we can determine the operating point at which the system becomes unstable. 
The 'distance' between the initial operating point and the point at which instability occurs, 
would provide a measure of the robust stability margin. This approach is, however, 
computationally very intensive since it requires repeated calculation of the eigenvalues. 
In this section we present a new method to determine the robustness of a power system 
without requiring repeated eigenvalue calculations. The details of this method can be found ; 
in Section C.1 of Appendix C. (Appendix C also provides a detailed discussion of the ( 
classes of perturbation that a power system can be subjected to). 
0 . For calculating the robust stability margin for the ith subsystem, we require information 
about the perturbations E;;(t) only. Thus, we make use of system V which is given by: 
V = {v;}= {±;}={(A;? +E;;(t))x;(t)} 
Yi = C;x + D;u; 
(4.9) 
For determining the robust stability margin, we assume AH to be asymptotically stable. We 
further assume that the perturbations E;;(t) are structured (see Appendix C for a 
classification of perturbations). Since the perturbations are structured, we know the 
following: 




We can now state the following Lemma: 
The perturbed system is stable i.e. Re(A.;(~~ + E;;)) < 0, i = l, ... n if 
E < (PU ) = aii a .... max II II 
a . (Q .. ) mm 11 (4.10). 
where: 
(4.11) 
P.:z·i· satisfies the steady state Lyapunov equation (A~)T P. + p_( A~) + 2Q .. = O 
II 11 11\ II II 
Q;; is a positive definite matrix which we specify. 
From equation (4.11), we note that matrix Uii is obtained from a knowledge of each 
element in matrix E i.e. we assume that the perturbation is highly structured. In Appendix 
C we discuss ways of obtaining matrix U .. for highly structured and weakly structured 
II 
perturbations using power applications software (PAS). 
The value a;; is a measure of the amount of perturbation that the ith subsystem can be 
subjected to without becoming unstable. A large aii indicates that the subsystem has a large 
robust stability margin (it is difficult to destabilize the system), whereas a small a;; indicates 
that the subsystem has a small robust stability margin (it is easy to destabilize the system). 
We made use of a;; to compare the robust stability margins of suboptimal Hoc controllers 
with those of the CPSS and optimal Hex> controllers. The robust stability margins for the · 
case study is provided in Table 4.1 and will be discussed later. 
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4.3.3 Controller Order Reduction 
This section addresses requirement (4) of the design strategy namely, the need for low 
order controllers. 
Typically, the order of a generator subsystem, including AVR and governor modeling, is 
greater than eight [14]. The standard Hr» optimal control method is known to obtain 
controllers of the same order as that of the open loop plant [5]. Thus, if the full model of 
the generator is used, the controller order will be unacceptably high. 
In this section we obtain low order controllers by first reducing the order of the open loop 
system. The H,,, -based method of synthesizing the controllers is applied to the reduced 
model resulting in low order controllers. 
The model reduction is applied only to the generator subsystems. Since the interactions and 
perturbations are not used in the decentralized design, system R is used in this section. 
In order to reduce the order of the open loop system, we make use of the method of 
balanced truncation. In the following section, we describe this method for reducing the 
model of subsystem R;. Subsystem R; can be expressed as follows (for the sake of clarity 
the subscripts i and j are omitted): 
R.= "'{i =Ax +Bu} 
' y = Cx+Du 
(4.12) 
In model reduction, we would like to reduce the system order while preserving the input-
output behavior. The modes that are uncontrollable or unobservable affect only the internal 
· behavior of the system, not the input-output behavior. Therefore, the uncontrollable or 
unobservable modes can be removed without loss in modeling accuracy. The modes which 
are weakly controllable and weakly observable can be identified using a transformation for 
balanced realization. The method of obtaining this transformation is described in Section L 
of Preliminaries. 
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Assume that the ith subsystem is stable and that all uncontrollable and unobservable modes 
have been removed. 
The Controllability Grammian P and Observability Grammian Q are defined as follows: 
CID 
p = J eA' BBr eAr, dt 
0 
CID 
and Q = J eA1' er Ce A' dt 
0 
We calculate P and Q from the following Lyapunov equations: 




From P and Q, the Hankel singular values can be calculated The Hankel singular values L 
are defined as follows: 
L = .Jl..(PQ) (4.16) 
where /... (PQ) denotes the eigenvalues of PQ. 
Let x == Txb. (4.17) 
where Tis a transformation for balanced realization (see Section L of Preliminaries) 
Xb is the vector of transformed states (b denotes balanced). 
We substitute equation (4.17) into equation (4.12) which transform subsystem R; into the 
following balanced subsystem: 
xb = Abxb + Bbu 
Yb = Cbxb + Dbu 
(4.18) 
We use the transformation for balanced realization because the controllability and 
observability Grammians (P and Q) of the balanced system are equal and diagonal. 
Furthermore, the diagonal elements of P and Q are the Hankel singular values i.e. 
In the balanced form of equation (4.18), the last elements of the vector xb are associated 
with the least controllable or least observable modes in the system model for a given set of 
inputs u(t) and outputs y(t). 
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By partitioning the state vector Xb into two parts [ xb1 xb2 f, equation (4.18) becomes: 
' (4.19) . 
where xb2 contains the number of states that we wish to remove. 
The Controllability and Observability Grammians satisfy the following Lyapunov equations: 
[ A,,11 
~21 
A,,12 l }: + }: [ A,,11 
~22 ~21 
412 r + [ Bb1Bf 
~22 Bb2Bb1 
B61B~ ]- O 
Bb2Bb2 
(4.20) 
r·ll T A"' Hc~c., c[,c., ]- 0 A.,, l }: + L[ A.,, Ab21 Ab22 Ab21 Ab22 C:b2C:b1 c:;2c:b2 (4.21) 
where: 
}: = [}: 11 O ] is the matrix of Hankel singular values arranged in decreasing order 
0 }:22 
on the diagonal. 
The reduced model of subsystem R; is obtained by removing the state Xti-i from Xt,, thus 
removing the least controllable and/or observable modes of the system. The reduced model 
is given by: 
ib1 = Ai.11Xb1 + Bb1u 
Yb= C:b1Xb1 +Du 
The transfer function G, (s) of the reduced order model is given by the following: 
(4.22) 
(4.23) 
Once the reduced order model has been obtained by eliminating the least controllable and 
least observable modes of the system, the reduced model can be further adjusted to achieve 
improved model matching. We can obtain better matching between the reduced order 
model and the full order model by adjusting the direct feedthrough term D in the reduced-
148 
order model. For damping the electromechanical oscillations, it is important to obtain good 
model matching at discrete frequencies such as w = 0, w = oo, and co = w m where w m is 
the electromechanical oscillation. To obtain a good approximation over a discrete set of 
frequencies w;, the direct feedthrough term of the reduced system D is set to be equal to 





is the number of discrete frequencies. 
The error of the reduced order model has the following L., bound: 
(4.25) 
We apply the model reduction procedure to all the generator subsystems for R;. The results 
of the model reduction technique as applied to the nine-bus system is provided in Appendix 
F. 
4.3.4 Improving the Damping of Weakly Damped Modes 
In this section we address the requirement (5) as outlined in section 4.2, namely that the 
closed loop system should have satisfactory damping. We first discuss the effect of the 
standard optimal Hoo control on the damping. We outline the shortcomings of the standard 
optimal Hoo control methodology for damping electromechanical oscillations. Thereafter, 
we present a method of improving the damping of weakly damped modes by using a 
suboptimal Hoo algorithm. 
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4.3.4.1 Effect of Optimal Hm Control on Damping 
In this section we analyze the effect that the optimal Hm control methodology has on the 
damping of oscillations. The effect can be detennined by investigating the manner in which 
the optimal Hm control achieves its design objectives. 
The objective in optimal Hm control is to minimize the Hm nonn of a disturbance-related 
transfer function. For stable, minimum-phase systems, the optimal solution is found when 
the controller dynamics cancel the plant dynamics. For unstable, non-minimum-phase 
systems, the optimal solution is found by reflecting the unstable dynamics of the plant 
(about the joraxis) and then inverting the reflected unstable part of the open loop plant. 
Thus, the optimal Hm controller attempts to cancel undesirable plant dynamics by means of 
inverting the stable part of the open loop plant while inverting the reflected unstable part of 
the open loop plant. 
Stated differently, the optimal Hm method achieves its design objectives by affecting the 
observability of the open loop poles. However, it does not improve the damping factor of 
these poles. Thus, if the system operating point changes, the (initially unobservable) weakly 
damped poles will move away from the zeros. The weakly damped poles will therefore 
begin to dominate the perfonnance of the closed loop under such changing operating 
conditions. 
It may appear, therefore, that the Hm method of pole-zero cancellation explored above 
does not offer a solution to damping of power oscillations since only the observability of 
the voltage loop poles are affected The poles of the power loop remain unaffected. In the 
next section however, we describe a technique for improving the damping of the voltage 
and power loop while still making use of excitation control only. 
4.3.4.2 Effect of Suboptimal Hm Control on Damping 
In this section we describe a well-known method of improving the damping of weakly 
damped modes using Hm control [17]. In particular, we are concerned with damping the 
power oscillations while restricting the control to the voltage loop. We impose this 
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restriction because fast control through the power loop is m~hanically stressful on the 
valves and therefore undesirable. 
! 
i 
Figure 4.2 illustrates the procedure that was used to improve 1 the power loop damping 
through voltage loop control. The procedure is applied to the reduced order model of each 
subsystem. In Figure 4.2a the pole-zero plot of the generator subsystem voltage loop given 
by . Gi ( s) = Ci ( sl - Ag )-1 Bi + Di is shown (only weakly damped poles and critical zeros 
are shown). 
By means of a bilinear transformation, the open loop poles can be shifted past the axis of 
the electromechanical eigenvalues i.e. let s = s + p where p is the horizontal shift of the joo 
axis. The constant matrices of the transformed state space description of the system is given 
by the following: 
(4.26) 
where: 
A;u,, Bib, C ~, Dib are the matrices of transformed system 
If p is chosen such that p > Re{ max A.( A" )} , the transformation creates a fictitious 
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,Figure 4.2: Pole-Zero Plot Demonstrating the Shifting of the joo-Axis to Improve Damping 
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The zeros of the H"' controller ki(s) that correspond to the unstable poles of Gi'(s) are 
placed at the reflected positions about the joraxis (Figure 4.3c). The closed loop pole-zero 
plot (Figure 4.2d) shows the shift in the unstable eigenvalue past the joo axis oftil"'"(s). 
Thus, Gi'(s) is stabilized and the damping of the poles of Gi(s) is improved. The resulting 
controller is optimal for Gi'(s) but suboptimal for the actual generator subsystem Gi(s). 
Note that the robust stability margin of Gi(s) is improved by the suboptimal controller since 
the weakly damped poles are shifted away from the joo axis. Thus, by applying this simple 
technique to each subsystem, the damping of the electromechanical oscillations can be 
enhanced via excitation control. 
From Figure 4.2 it is observed that the amount of damping that can be achieved by shifting 
the axis is limited by the pole-zero pattern of the voltage loop. If the joo axis is shifted past 
the zeros, then Gi'(s) will become an unstable non-minimum-phase plant i.e. it will have 
poles and zeros in the right-half plane. For such plants, it is only possible to find a stable 
controller if the open loop plant is Strongly Stabilizable (SS), or equivalently, if the plant 
satisfies the Parity Interlacing Principle (PIP) (see Section 0 of Preliminaries). Briefly, PIP 
states that there exists a stable controller only if between all non-minimum-phase zeros, 
either all the (unstable) poles occur in odd numbers or they all occur in even numbers [12]. 
For unstable non-minimum-phase plants, the H"' algorithm often provides unstable 
controllers even in cases when the system is Strongly Stabilizable. However, it has been 
shown that the selection of high order weights together with a suboptimal y w search 
ensures a stable controller [8]. 
Figure 4.3 illustrates the overall design procedure which satisfies all the requirements 
outlined in Section 4.2. The dashed lines in Figure 4.3 illustrates the standard optimal H"' 
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Figure 4.3: Flowchart Showing the Suboptimal Design Procedure 
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First, a bilinear transformation is applied to the reduced order model. The resulting system 
is then tested to determine if it is Strongly Stabilizable. If it is not, additional 
transformations need to be applied in order to satisfy this condition. If the PIP condition is 
satisfied, the weights (Wl, W2 and W3) are selected based on desired closed loop 
performance and robustness characteristics. Then the optimal Hoo loop begins with the 
search for the optimal y w. Once an optimal controller has been found, the controller is 
checked for stability. [If it is unstable, higher order weights are selected. If the controller is 
t 
stable the global system stability is verified. If the system is not globally stable, the weights 
are adjusted and a new controller is calculated. If however, the global system is stable, the 
inverse bilin~ar transform is used to obtain the controller for the generator subsystem. The 
resulting controller is suboptimal. This procedure was applied to the nine-bus system which 
is investigated in the next section. 
4.4 Case Study 
Appendix E gives the impedance diagram and load flow diagram of the nine-bus system 
under investigation. The power system consists of three generators and three loads. Each 
generator control system is modeled with a 6th order generator model and a 2nd order 
excitation system model. The loads are modeled as constant impedance loads and the 
network is modeled by algebraic equations. The generator control system for each 
subsystem is of 8th order. We applied the method of balanced truncation to each of the 
three subsystems. The models for subsystems 1 and 2 were reduced to 5th order models. 
The model for subsystem 3 was reduced to a 6th order mod~i:-~e results of the model 
reduction procedure are given in Appendix F. 
We specify the required response of the voltage loop as follows: 
• The closed loop time constant must be equal to or slightly less than one second. 
• The bandwidth of the closed loop system should be limited so as to avoid amplification 
of high frequency noise signals. We select the frequency bandwidth as oobw :S 1000 
rad/sec. 
• The steady-state error must be less than two percent. 
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The voltage loop specifications can be translated into frequency domain constraints in the 
form of the weighting functions. The details of the choice of weighting functions are 
provided in Appendix H. 
The standard optimal H«> algorithm as outlined in Section 4.3.2 was used to synthesize 
controllers satisfying the constraints of the weighting functions. The optimal solution of the 
one;.parameter (y w) search was obtained by the method of bisection. The results obtained 
for the optimal ( y w) search for voltage loop control are shown in Appendix H. 
From inspection of the poles and zeros of the open loop system and the poles and zeros of 
the optimal H«> controllers, the following observations are made (see Appendix H): 
• The poles of the optimal H«> controllers are almost equal to· the minimum phase zeros 
of the open loop plant thus canceling the effect of the open loop zeros. 
• The zeros of the H«> controllers are almost equal to the stable poles of the open loop 
thus canceling the open loop poles. 
Table 4.1 shows a comparison of the robust stability margins a ii of the three control 
structures under investigation. The values in Table 4.1 were obtained using Lemma 4.1. 
These values were obtained for the closed loop system of each subsystem using CPSS, 
optimal Hro and suboptimal Hro controllers. Recall that the larger the value of a ii , the larger 
the robust stability margin. 
From column 1 of Table 4.1, we note that the suboptimal Hoo control system has the largest 
robust stability margin (2. 7> 1.8> 1.6). The optimal Hoo controller has a larger robustness 
margin than the CPSS (1.8>1.6) for subsystem 1. For subsystem 2 (column 2), the robust 
stability margin of the suboptimal control system is the largest (2.8) with the CPSS having 
the smallest value (1.4). For subsystem 3, the suboptimal Hro control system has the largest 
robust stability margin. In this case however, the closed loop with the CPSS has a larger 
robust stability margin than the optimal Hro control system (1.8> 1.2). This is due to the fact 
that the optimal Hoo controller relies on pole-zero cancellation whereas the CPSS improves 




Controller Genl Gen2 Gen3 
CPSS 1.6 1.4 1.8 
Opt. Hoo 1.8 1.7 1.2 
Subopt Hoo 2.7 2.8 2.9 
Table 4.1: Values of a;; for CPSS, Optimal Hoo Controller and Suboptimal Hoo Controller . 
Figures 4.4 to 4.10 illustrate the time domain performance for the closed loop system for 
different loading conditions. We consider three different loading conditions viz., nominal 
loading (Case A), high loading (Case B) and low loading (Case C). The loading conditions 
for Case A are those given in Figure E2 in Appendix E. The loading conditions for Case B 
is obtained by increasing the Case A loading by 20 percent for each load. The loading 
conditions for Case C is obtained by decreasing the nominal loading by 20 percent for each 
load. 
The controllers k;(s) were designed for the generator subsystems under Case A loading 
(Pn,,.,.). Once these controllers were obtained, the robustness of the closed loop was 
investigated. This was done by performing step tests on Case B and Case C using the same 
controllers k;(s) to obtain the closed loop. · 
156 
Figure 4.4 illustrates the step response of the generator tenninal voltage deviation 
(llVr -vr -VP) for Case A loading conditions. These oscillations are the deviations from the 
pre-disturbance tenninal voltage VP. Thus llVr represents the change in tenninal voltage of 
the generator after a step in Vref The closed loop with the optimal H= controller has the 
fastest response in the voltage loop with the smallest voltage overshoot. The CPSS 
controller causes a large overshoot in the tenninal voltage. The settling time of the optimal 
H= controller is less than one second. 
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Figure 4.4: Voltage Response of Generatorl For Case A Load (Step in V,e1) 
1 - Conventional Power System Stabilizers (CPSS) 
2 - Standard Optimal H= Controllers 
3 - Suboptimal H= Controllers 
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Figure 4.5 illustrates the step response of the electrical power deviations (ll.Pe1 - Pe1_Pn-) for 
Case A loading conditions. These oscillations are the deviations from t~5 Afiitial electrical 
power and thus represent the change in electrical power delivered by the generator after a 1 
p.u. step in mechanical power. The closed loop with the optimal H"" controller has very 
weak damping with the M>e1 oscillations persisting after seven seconds. The reason for the 
weak damping is . that in the optimal Hm methodology, the damping of the 
electromechanical mode in the power loop remains unaffected by the pole-zero cancellation 
in the voltage loop. On the other hand, both the CPSS and suboptimal H"" controllers add 
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Figure 4.5: Closed Loop Power Deviation of Generator 1 for Case A Load (Step in 
Mechanical Power) 
1 - Conventional Power System Stabilizers (CPSS) 
2 - Standard Optimal Hm Controllers 
3 - Suboptimal H"" Controllers 
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Figure 4.6 illustrates the M'e1 oscillations for Case B loading conditions after a step in 
mechanical power of generator 2. In this case, the closed loop with the CPSS has the 
weakest damping in M'e1. Thus, even though the CPSS provides adequate damping under 
nominal operating conditions, its performance drastically deteriorates when the operating 
point is changed i.e. the CPSS on generator 2 has weak robustness properties. The 
suboptimal H«> controller adds the largest damping to the M'e1 oscillations under Case B 
loading. Note that the damping provided by the optimal H«> controller in Case B has 
remained relatively constant compared to Case A. This means that the robustness of the 
optimal H= controller is better than that of CPSS. This substantiates the robustness values 
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Figure 4.6: Closed Loop Power Deviation of Generator 2 for Case B Load (Step in 
Mechanical Power). 
1 - Conventional Power System Stabilizers (CPSS) 
2 - Standard Optimal H= Controllers 
3 - Suboptimal H= Controllers 
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Figure 4.7 illustrates the t:J>.,1 oscillations for Case B loading conditions after a step in 
mechanical power of generator 3. In this case, the closed loop with the optimal Hao 
controller has the weakest damping in t:J>"'. The suboptimal Hao controller adds the largest 
damping to the t:J>.,1 oscillations under Case B loading. Note that the damping provided by 
the CPSS for generator 3 is larger than that of the optimal Ha. controller. This substantiates 
the smaller value obtained in Table 4.1 for the robustness of the optimal Ha. controller as 
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Figure 4.7: Closed Loop Power Deviation of Generator 3 for Case B Load (Step in 
Mechanical Power) 
1 - Conventional Power System Stabilizers (CPSS) 
2 - Standard Optimal Ha. Controllers 
3 - Suboptimal Ha. Controllers 
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Figure 4.8 illustrates the voltage response of generator 1 due to a step in Vref for Case B 
loading. The response indicates that the performance of the CPSS in the voltage loop has 
deteriorated as indicated by the large overshoot and long settling time as compared to 
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Figure 4.8: Closed Loop Voltage Deviation of Generator 1 for Case B Load (Step in Vref) 
1 - Conventional Power System Stabilizers (CPSS) 
2 - Standard Optimal Hm Controllers 
3 - Suboptimal n,., Controllers 
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Figure 4.9 illustrates the rotor angle oscillations for Case C loading conditions after a step 
in Vref of generator 3. The damping and overshoot of the closed loop with the suboptimal 
Hm is better than both CPSS and optimal Hm. However, the closed loop with the CPSS 
has better damping than that of the optimal Hm • Once again, this results from of the weaker 
robustness margin of the optimal Hm controller as compared to CPSS for Generator 3 
(1.8> 1.2 in column 3). In this case, since the plant model has changed, the weakly damped 
electromechanical modes move away from the zeros that made them unobservable in the 
nominal plant. Thus the electromechanical modes dominate the response in the system with 
the optimal Hm controller. The weak robustness properties of the optimal H 00 controller 
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Figure 4.9: Closed Loop Rotor Angle Oscillations of Generator 3 for Case C Loading 
(Step in Reference Voltage) 
1 - Conventional Power System Stabilizers (CPSS) 
2 - Standard Optimal Hm Controllers 
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Figure 4.10: Closed Loop Voltage Deviation for Generator 3 for Case C Load (Step in 
Reference Voltage) 
1 - Conventional Power System Stabilizers (CPSS) 
2 - Standard Optimal H= Controllers 
3 - Suboptimal H= Controllers 
From the simulation results, we can conc'lude that for the nominal plant, the optimal H= 
controller has better performance than the CPSS and the suboptimal H= controller in the 
voltage loop. However, due the pole-zero cancellation, the optimal H 00 controller does not 
improve the damping in the power ·loop. Furthermore, when the operating point changes, 
the performance of the optimal H= controller deteriorates drastically even in the voltage 
loop. In the case of generator 3, the optimal ~ controller has weaker damping than both 
the CPSS and the suboptimal ~ controllers. The overall performance of the suboptimal 
H= controllers is superior to that of both CPSS and optimal H= • The most significant 




hi· this chapter robust Hrs> controllers were designed for a multimachine system for damping 
electromechanical oscillations. The main features of the design are that the.control is 
completely decentralized and that low order Dynamic Output Feedback controllers are 
obtained In addition, stability of the interconnected power system is guaranteed by 
I 
incorporating global stability constraints in the Hrs> algorithm. In order to improve the 
damping and the robust stability margin of the closed loop, it was necessary to make use of 
a bilinear transformation. This, in tum, necessitated the use of higher order weights to 
ensure the existence of stable controllers. The resulting decentralized controllers are 
suboptimal Hrs> controllers. The suboptimal controllers are always stable and have increased 
robust stability margins as compared to the optimal Hrs> controllers. The suboptimal Hrs> 
controller response was shown to be superior to that of the CPSS and optimal Hoo under 
varying load conditions. 
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Determination of the Parameters of Fixed Structure 
Power System Stabilizers 
5.1 Introduction 
This chapter deals with the determination of the parameters of fixed structure Power 
System Stabilizers (PSS). Figure (5.1) illustrates the contents of this chapter. 
Determination of Parameters 
of Fixed Structure PSS 




Figure 5.1: Outline of the Contents in Chapter 5 
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In Chapter 4, we synthesized H"' controllers using an existing Dynamic Output Feedback 
Ricatti-based algorithm (see Section 4.3.2.1). It was demonstrated that these controllers 
achieve superior robustness properties as compared to conventional lead-lag PSS. The 
performance of the closed loop was constrained by using the weighting functions Wl, W2 
and W3. Using this method, we obtained Dynamic Output Feedback controllers which were 
of the same order as that of the reduced open loop subsystem model. 
In Chapter 4, we also described a two-stage procedure for designing robust decentralized 
controllers. In Stage 1, the controllers were designed for subsystems which were uncoupled 
and unperturbed. In this stage, the Dynamic Output Feedback Ricatti-based method was 
used to synthesize the controllers. In Stage 2, the global stability constraints were 
incorporated into the design procedure. In this chapter, we develop methods to tune the 
PSS for Stage 1 using a fixed structure PSS. This means that the methods developed in this 
chapter can replace the method described in Section 4.3.2.1 for each subsystem if we wish 
to retain the structure of existing PSS. Stage 2 in the design of robust decentralized 
controllers will follow the procedure outlined in Section 4.3.1. 
In this chapter, we address two problems associated with the Hrxi synthesis methodology 
presented in Section 4.3.2.1. 
The first problem relates to the high order of the controllers obtained using the methods 
described in Chapter 4. In power systems, the existing PSS are usually second order 
controllers [1 ]. Thus, if we wish to implement the H rxi controllers, we would need to 
replace all existing PSS with new high order supplementary excitation controllers. This is 
not a practical solution to the problem of damping electromechanical oscillations. We need 
to develop a method to determine the parameters of robust controllers whic_h have the 
existing PSS structure i.e. tuning existing PSS rather than designing new PSS. 
The second problem associated with the synthesis method described in Section 4.3.2.1 is 
the manner in which the method achieves the design objectives. The optimal H"' controllers 
cancel the undesirable plant dynamics by inverting the stable part of the plant while 
inverting the reflected unstable part of the plant. Therefore, these controllers affect the 
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observability of the open loop poles while leaving the damping of these poles unaffected. 
The pole-zero cancellation associated with the Ricatti-based synthesis method (described in 
Section 4.3.2.1) degrade the internal dynamics of the system. We need to develop a method 
of improving the damping of the electromechanical oscillations while ensuring-robust closed 
loop performance. 
In this chapter we address these two problems associated with the synthesis-method used in 
Chapter 4. We present two new methods of determining the parameters of the PSS, namely 
tuning of PSS using numerical optimiza,tion and tuning of PSS using Static Output 
Feedback. 
The tuning of PSS using numerical optimimtion is based on formulating the PSS tuning 
problem as an optimization problem. In this formulation, the controller with the unknown 
PSS parameters is placed in a feedback control path with the open loop plant. The resulting 
closed loop system contains the unknown PSS parameters. The objective function of the 
optimization problem is the Ha. norm of a closed loop disturbance-related transfer 
function. The constraints of the optimization problem are based on the stability of the 
controller, limits on the values of the parameters and the desired damping of the closed 
loop system. The PSS parameters are calculated using a numerical optimization technique 
based on a Sequential Quadratic Programming (SQP) algorithm (see Section Q of 
Preliminaries). 
The tuning of PSS using Static Output Feedback is based on transforming the Dynamic 
Output Feedback problem into a Static Output Feedback problem. The fixed structure PSS 
is expressed in the controller. canonical form. The PSS is augmented with the open loop 
plant such that the closed loop is in the form of a Static Output Feedback problem. The 
static gain matrix can be calculated using existing Static Output Feedback algorithms. The 
static gain matrix can then be used to obtain the parameters of the fixed structure PSS. 
The main contributions in this chapter are the formulations of the robust tuning problem as 
(a) a numerical optimization problem and (b) a Static Output Feedback problem, while 
retaining the structure of the existing PSS. Thus, by using the methods described in this 
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chapter, we can tune the parameters of the existing PSS for robust closed loop performance 
rather than replace the existing PSS with new high order supplementary excitation 
controllers. 
In this chapter we consider the following state space description of a power system: 
i(t) = Ax(t) + B1w(t) + B2u(t) 
;(t) = C1x(t) + D11w(t) + D12u(t) 
y(t) = Czx(t) + D21-w(t) + D22U(t) 
where: 
x(t) ERn is the state vector 
u(t) ER"'2 is the input vector 
y(t) ERP2 is the output vector 
w(t) ER"'1 is the disturbance input vector 
~(t) ERPl is the performance output vector 
n is the number of states of the plant 
mi is the number of control inputs 
tnz is the number of disturbance inputs 
p1 is the number of performance outputs 
p 2 is the number of sensor outputs 
(5.1) 
A,B1 ,B2 , Cl' C2 ,DwD12 ,D21 and D22 are constant matrices of appropriate 
dimensions. 
We call w(t) and ~(t) the disturbance-related variables. Both methods described in this 
chapter use the state space description given by equation (5.1). 
In the next section, we present the method of tuning the PSS using numerical optimization. 
This method is tested on a SMIB system and the results are presented. Thereafter, we 
outline the method of tuning the PSS by Static Output Feedback. This method is described 
without applying it to a power system model. 
170 
5.2 Tuning the PSS using Numerical Optimization 
In this section we present a new method of tuning existing PSS using numerical 
optimization for robust performance of the closed loop. The method ensures that the 
controllers have a fixed structure. In addition, the closed loop is guaranteed to have 
sufficient damping of the electromechanical oscillations. This means that robust damping of 
the electromechanical oscillations can be achieved without replacing the existing PSS 
hardware. 
We wish to damp the oscillations in the electrical power output of the generator using 
control through the voltage loop. Figure 5.2 illustrates the control configuration under 
voltage loop feedback control. 
w ~ 
_1 1 
w ~ 2 2 -
u = V ref G(s) y 1 = VT 1 -
' 
' u = P mech - -~ ~ = 
pct 
' - 2 - - - - - - - . 
' ' ' 
-----·----·-
' 
L. - - - ... ... - - - - - - ... .. -· PSS ' - ... .. - - - - - - - - - - - - ... .. -· 
' 
Figure 5.2: Control Configuration Under Voltage Loop Feedback Control. 
In Figure 5.2, V,.,1 is the generator reference voltage, Vr is the generator terminal voltage, 
P mech is the mechanical power and Pe1 the electrical power. The disturbance-related 
variables, (w1,;1) and (w2 ,; 2), correspond to the voltage loop and power loop, 
respectively. 
In the traditional formulation of the PSS tuning problem, we place a PSS between the 
output P.,1 and the input Vref such that the damping of the oscillations in P.,1 is improved 
(see Figure 5.2) [1 ]. However, we wish to extend the traditional formulation of the PSS 
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tuning problem. In addition to improving the damping, we wish to maximize the robustness 
of the multivariable system while using a PSS of fixed structure. 
For the 2-input, 2-output system illustrated in Figure (5.2), we rewrite the open loop state 
space description given by equation (5.1) as follows: 
i = Ax+[Bi Bt][:~] +B1w 
~ = C1x+[Df2 Df2 ][:~] +D11w (5.2) 
y-[~!Jx+D22u+D21W 
where: 
Bi is the coefficient vector associated with the reference voltage input Vref 
Bi is the coefficient vector associated with the mechanical power input P mech 
Ci is the coefficient (row) vector associated with the terminal voltage output 
ci is the coefficient (row) vector associated with the electrical power output Pei 
We make the assumption that the plant is strictly proper i.e. D22 = 0. 




z ERnc is the vector of controller states 
uc ERmc is the controller input 
Ye ERPc is the controller output 
nc is the number of states of the controller 
Pc is the number of outputs of the controller 
me is the number of inputs of the controller . 
E, F, G and H are constant matrices of appropriate dimensions 
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(5.3) 
The parameters of the controller are unknown and are contained in the matrices 
E,F,GandH. 
In order to obtain the closed loop description of the system we have to connect the output 
of the plant y to the input of the controller uc i.e.: 
y = C2x+D21w+D22 u = uc (5.4) 
Thereafter we connect the input of the plant u to the output of the controller i.e.: 
U =Ye= Gz+Huc. (5.5) 





B =[Bl B2]= [B1HD21 + B1] 1 . 1 1 . FD21 . 
- [Ci] [ 1 2 1 ] C1 = Cz = C1 + D12HC2 D12G 
- 1 D1 = (D12HD21 +Du) 
From the closed loop system given in equation (5.6), we define the transfer functions 
H(s), Tu (s), 7i2 (s), T21 (s), T22 (s) and 7i (s) as follows: 
2 - -H(s) = C2 (sf -A)B2 





(s)=C1(sl-A)- B1 +D1 (5.7) 
173 
-2 - 1-1 -2 1J.2 (s)=Twi_z2 (s)=C1 (sl-A)- B1 +D1 (5.8) 





(s) = C1 (sl-A)- B1 +D1 (5.9) 





(s)=C1 (s/-A)- B1 +D1 (5.10) 
(5.11) 
The transfer function T;j (s) (i = {1,2 }, j = {1,2}) gives the response of the performance 
variable s j due to changes in the disturb.ance variable w; . The; two variables s 1 and w1 
are associated with the voltage loop. The two variables s 2 and ~2 are associated with the 
power loop. 
The transfer function T1 ( s) gives the response of both performance variables s 1 and s 2 
due to changes in the disturbance variable w1• 
We wish to address the problem of maximizing the robustness of the closed loop system to 
changes in the plant parameters. We consider five formulations of the H.,, control problem. 
I 
These can be stated as follows: 
Case 1: Minimize(J1 =1111111 ) x 00 












Case 5: Minimize(] s = llT1 (s)ll00 = llT11 (s) 7i2 (s)ll 00 ) x 
Each objective function is subject to the following constraints: 
\J!;(H(s)) O!: w0 










x is the set of parameters of the controller 
Pi is the ith unknown parameter 
y ;nm is the lower limit of parameter Pi 
y ~ax is the upper limit of parameter Pi 
'P;(H(s)) is the damping factor of the ith mode of H(s) 
w0 is the minimum damping 
A.; (k( s)) denotes the ith eigenvalue of the controller k( s) 
By finding the optimal solution to each of these problems, we can obtain the optimal tuning 
of the PSS. 
In Cases 1 to 4, the optimal PSS maximizes the robustness of the SISO transfer functions 
between the inputs (Vref and Pmech) and the outputs (V1 and Pel) respectively. 
In Case 5, the robustness requirement is expressed in terms of the transfer function matrix 
71 (s). In this case, the optimal PSS maximizes the robustness of the multivariable system 
between the input Vref and the two outputs VT and Pel • Thus, in this case we wish to 
determine how much robustness we can obtain for the multivariable system by using 
feedback through Vref only. 
In the formulation given by equations (5.12) to (5.18), the controller with the unknown 
parameters has been connected to the open loop plant to form the closed loop system. This 
means that the objective functions J1 to J,, contain these unknown parameters. Thus, . 
(5.12) to (5.18) describe numerical optimization problems in the set of unknown PSS 
parameters. 
To solve for the unknown parameters we make use of a numerical optimization algorithm. 
This algorithm is based on Sequential Quadratic Programming (SQP). The algorithm for 
SQP is described in Section Q of Preliminaries. 
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For each of the five cases, we obtain an optimal PSS which maximizes the robustness of the 











• From these values, we need to determine the optimal 
robust excitation controller. We regard the optimal robust excitation controller as the one 
which minimizes the sensitivity of both output variables Vr and Pei to disturbances in the 
input variable vref . 
We define the sensitivity measure SM/ between input i and outputs 1 and 2 as follows: 
(5.19) 
The optimal robust excitation controller is taken as the one which minimizes the sensitivity 
measure SM/ i.e.: 
(5.20) 
where K is the set of controllers obtained from Case 1 to Case 5. 
In the next section, we apply this method of tuning PSS for a SMIB system. 
S.2.1 Case Study 
In this section, we apply the method of tuning the PSS using numerical optimization. The 
method is applied to the SMIB illustrated in Figure 5.3. 
p = 0.29 
Q = 0.36 
Xe 
j 0.4 





The state space formulation of the SMIB system can be expressed as follows: 
x(t) = Ax(t) + B1w(t) + B2u(t) 
;(t) = C1x(t) + D11w(t) + D12u(t) 
y(t) = C2x(t) + D21w(t) + D22u(t) 
(5.21) 
We wish to improve the damping of the electromechanical oscillations through 
supplementary excitation control using a fixed structure PSS. In order to do this, we need 
to determine the parameters of a 2nd order controller K(s) of the following structure: 
K(s) = a(s
2 
+ bs + c) 
(s2 +ds+e) 
where a,b,c,d and e are the unknown controller parameters. 
(5.22) 
The method proposed in Section 5.2 was applied to a SMIB subsystem. The minimum 
damping w0 was taken as 0.2. The PSS parameters were obtained for the objective 
functions J1 to J5 using the SQP algorithm. 
The PSS for Case 1 to Case 5 are as follows: 
Case l: PSSi(s) = 1000(s
2
+10.94s + 2.637) 
s2 +7509s+1229 
Case 2: PSSz(s) = 1.024(s
2 
-0.158s + 0.957) 









+ 0.99ls + 2.0078) 
s2 + l209s + 2292 
C 5 PSS ( ) 1.931(s
2 
+ 9.243s + 2.878) 






Table 5.1 provides the minimum Hrx:i norms of the transfer functions under investigation. 
The H rx:i norms obtained from the SQP algorithm are compared to the H rx:i norms of a PSS 
• 
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tuned using standard phase-compensation techniques [1 ]. The transfer function of the 
CPSS is given by: 
( ) 
2.180(s2 +11.760s + 34570) K s = __ ..;..._ _____ _ 
CPSS (s2 +20.001s+100.010) 
(5.22t) 
The highlighted values in Table 5.1 correspond to the optimal H00 norms of the transfer 
function that was optimized. For instance, in Case 1 the value of ll7i1ll
00 
is minimized to a 
value of 13.196. 
Case No llT11lloo llJizlloo llT21lloo llT22lloo 
1 13.196 2.406 7.206x10-10 44.160 
2 43.211 1.117 4.590xl0-10 44.160 
3 69.667 3.580 5.28x10·11 44.160 
4 52.160 4.546 5.66x10-10 44.160 
5 8.650 3.230 7.40x10-11 44.160 
CPSS 31.619 2.044 1.94xlff10 44.160 
Table 5.1: Values of Minimum H00 -Norms of the Transfer Functions Under Investigation. 
Note that for Case 1 to Case 4, the highlighted values are the smallest values in- each 
column since these are the values that are minimized in the corresponding objective 
function. For instance, in column 1, 13.196<43.211<52.160<69.667. This means that for 
Case 1, the robustness of the SISO transfer function T11 ( s) is maximized if we use the PSS 
given in equation (5.22a). For Case 2, the robustness of the SISO transfer function Ji2 (s) 
is maximized if we use the PSS in equation (5.22b). Similarly, for Case 3 and Case 4, the 
robustness of the SISO transfer functions T21 (s) and T22 (s) are maximized by selecting 
the PSS in equations (5.22c) and (5.22d), respectively. 
For Case 5 the value that is minimized is the H00 -norm of the one-input, 2-output transfer 
function T1 (s). In this case, the value of llT111l00 is less than the corresponding value of 
Case 1 (8.650 < 13.196). This means that the robustness in the voltage loop will be better if 
we use the PSS given by equation (5.22e) instead of the PSS given by equation (5.22a). On 
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the other hand, for Case 5, the value of the ll7J.2 ll 00 is greater than the value corresponding 
to Case 2 (3.230 > 1.117). This means that the robustness in Pel due to disturbances in 
Vref is maximized if we use the PSS given by equation (S.22c). 
We wish to select the controller which maximizes the robustness of the output variables VT 
and Pel due to disturbances in Vref . From the foregoing discussion, we deduce that by 
using the values in Table 5.1, we are unable to determine which PSS needs to be selected 
since the PSS in Case S is the best for minimizing llT11ll
00 
while the PSS in Case 2 is the 
best for minimizing 11112 11 00 • 
However, we can use equations (5.19) and (5.20) to select the controller which maximizes 
the robustness of the output variables VT and Pel due to disturbances in Vref. From 
equation (S.19), the sensitivity measures for Case 1 to Case S and CPSS are given in Table 
5.2. 
Case Sensitivity Measure 






Table 5.2: Sensitivity Measures for Case 1 to Case 6 Corresponding to Vref 
Using equation (5.20) we select the optimal controller K 0pt as the one which minimizes the 
sensitivity of Vr and Pel to disturbances in Vref (highlighted value in Table 5.2). Thus, the 
Optimal Robust PSS (RPSS) is chosen as the one corresponding to Case 5. 
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The results in Table 5.2 indicate that the controllers obtained using numerical optimization 
are effective for improving the robustness of the transfer functions between the input Vref 
and the outputs Vr and Pel. This can be deduced from the small values of KM i for Case 
1, Case 2 and Case 5 (15.602), (44.328) and (11.880). Thus, we can increase the 
robustness of the Vref - Vr and Vref - Pel loops by using feedback into Vref i.e. 
excitation control. 
From Table 5.1 we can deduce that the H 00 -norms of the transfer functions corresponding 
to Pmech - Vref and Pmech - Pel loops are not altered by excitation control. This is true 
even in Case 3 and Case 4 where the loops corresponding to Pmech -Vref and 
Pmech - Pel are minimized respectively. In both these cases, the H 00 -norms remain at 
approximately the same at -5xlff10 and 44.16. Thus, excitation control as illustrated in 
Figure 5 .2 does not affect the robustness of the P mech - VT and P mech - Pel loops. 
This means that we can use excitation control to damp the electromechanical oscillations in 
Pel as well as achieving robustness in VT and Pel with respect to disturbances in Vref • 
However, we cannot use supplementary excitation control to improve the robustness with 
respect to disturbances in Pmech. In order to achieve robustness with respect to 
disturbances in Pmech we would require power loop control through the governor [6]. 
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Figures 5.4 illustrates the response of Pel to a step in Vref for nominal loading conditions 
using the RPSS and the CPSS. From Figure 5.4 we note that the Pe1 oscillations for the 
open loop is weakly damped with oscillations persisting after 10 seconds. The closed loop 
system with the RPSS has significantly improved damping of the Pel oscillations. For the 
RPSS, the oscillations in Pel settle within 2 seconds as opposed to 3 seconds for the closed 
loop with the CPSS. 
+-Open Loop 
0.2 Closed Loop (with RPSS) 
0.1 
-0.1 
-0.2 Closed Loop (with CPSS) 
-0.3----~~~-------~~~__.,~~~~-'-~~~~--~~~~-' 
0 2 4 6 8 10 
Time (s) 
Figure 5.4: Responses of Pei Due to a Step in Vref (Nominal Loading) 
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Figure 5.5 illustrates the magnitude plots of the transfer function between the output Pe1 
and the input Vref for nominal loading condition. The plots for the open loop, RPSS and 
CPSS are given. The peak value of each plot corresponds to the H 00 norm of the transfer 
function between Pel and Vref. From Figure 5.5 we note that the RPSS reduces the peak 
. of the magnitude more than that of the CPSS. This means that the closed loop system with 
the RPSS has a lower H 00 norm than that of the closed loop with the CPSS. Thus, the 
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Figure 5.5: Magnitude Plots of the Transfer Function Between the Output Pel and the 
Input Vref (Nominal Loading) 
We wish to investigate the robustness properties of the RPSS and CPSS under different 
operating conditions. In order to do this, we change the loading conditions on the SMIB 
system and compare the responses of Pel due to a step in Vref • 
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Figure 5.6 illustrates the responses of Pel due to a step in Vref for the subsystem with a 20 
percent increased loading (i.e. heavy loading). In this case, the oscillations in Pel settle 
within two seconds for the closed loop with the RPSS. On the other hand, the oscillations 
of the closed loop system with the CPSS persist after 3.5 seconds 
-open Loop 











Figure 5.6: Responses of Pe1 Due to a Step in Vref (Heavy Loading) 
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Figure 5.7 illustrates the responses of Pel due to a step in Vref for the subsystem with a 20 
percent decreased loading (i.e. light loading). In this case, the oscillations in- Pel settle 
within two seconds for the closed loop with the RPSS. On the other hand, the oscillations 
of the closed loop system with the CPSS persist after 3.5 seconds 
-open Loop 
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Figure 5.7: Responses of Pel Due to a Step in Vref (Light Loading) 
These results indicate that the procedure of tuning the PSS using numerical optimization 
provides damping controllers with robust closed loop performance. 
In the next section we describe a procedure for tuning PSS using Static Output Feedback. 
5.3 Tuning of PSS Using Static Output Feedback 
In this section, we present a technique for determining the parameters of the PSS by 
making use of Static Output Feedback H,,, control. The inputs to the PSS are output 
variables of the generator. This means that the PSS is a Dynamic Output Feedback 
controller. However, we show in this section that the parameters of the PSS can be 
obtained using Static Output Feedback methods. Thus, we can 1 select the structure of the 
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controllers to correspond to existing PSS structures and obtain their optimal parameters for 
robust closed loop performance. 
We wish to convert a Dynamic Output Feedback control problem into a Static Output 
Feedback control problem by making use of the method described in Section 3.2.3. In this 
section however, we wish to incorporate the effect of the disturbance input vector w(t) and 
the performance output vector s(t). We make use of the lead-lag structure of the PSS. In 
doing so we are able to obtain robust controllers with a fixed structure. The development in 
this section is only conceptual. The method was not applied to a power system model. 
In Section P of Preliminaries we outline the necessary conditions for the existence of a 
Static Output Feedback controller. These conditions are generally very difficult to satisfy 
(see Section P of Preliminaries). Our main contribution in this section is to demonstrate 
that by expressing the controller in the Controller Canonical Form and properly augmenting 
the controller to the plant, the necessary conditions for the existence of a Static Output 
Feedback controller are greatly simplified. 
Assume that the structure of the controller is of the following form: 
, ( ) _ k(l + s7!)(1 + sT3 ) Keo S - -------
(1 + sT2 )(1 + sT4 ) 
where k, 71, T2 , T3 and T4 are unknown parameters. 
(5.25) 
Assume further that the controller makes use of only output signals in order to effect 
control i.e. we have an Output Feedback problem. The aim in this section is to determine 
the values of Ti_, T;, ~ and 4 such that the closed loop robustness is maximized. 
In order to determine the values of the unknown parameters, we transform the Dynamic 
Output Feedback problem into a Static Output Feedback problem using the technique 
described in Section (3.2.3). However, this technique requires that the controller be strictly 
proper i.e. that the number of poles must be strictly greater than the number of zeros. The 
lead-lag structure of the controller given by (5.25) does not satisfy this condition. In order 
to address this difficulty we let ~ = 0 . If ~ cannot be set to zero, then one numerator 
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; 
block can be absorbed into the plant, provided that the plant itself is strictly proper. This 
procedure is described in more detail in Appendix B. 
' 
Assume that the T3 has been set to zero. Then the strictly proper controller, whose 
parameters need to be determined, can be expressed as follows: 
Keo (s) = k(l + sT1) . (5.26) 
(1 + sT2 )(1 + sT4 ) 
I 
The controller dynamics (in controller canonical form) is then expressed as follows: 
. pO No No Z = c Z + Uco - Uc 
uco = -Pcz 
Ye= -Hz+Dcuc 
where: 
~o = [o 
0 :1 
N' - -[: :1 
D == [kI'i~l = 0 since T = 0 
c T-1'. 3 
2 4 
(5.27) 
The unknown parameters of the controller are contained in f'c and H. All the other 
I 
matrices are known. 
We wish to augment the controller dynamics with the dynamics'of the open loop plant i.e. 
connect uc to y ( uc = y ). Thus, we can rewrite the state space ~escription of the controller 
in controller canonical form as follows: 
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i = P 0z+ N°u -N°y c co 
(5.28) 
u=-Hz 
The dynamics of the plant with the augmented controller are given by the following state 
space description: 
i'= A'x'+B~w+ B;u• 
z = C~x + D11w + D~2u' 





[ B, B; = 
-NoD22 
c~ = [c1 o] 
c; =[o Jnc] 




In order to find the closed loop system, we need to connect the output of augmented 
system to its input i.e.: 
u'= -G'y' (5.31) 
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where: 
The state equation of the closed loop system is given by the following: 
i = (A'-B;a•c;)x (5.32) 
Matrix K = G' c; can be calculated from a Static Output Feedback Hoo algorithm. The 
Static Output Feedback Hoo problem can be formulated as follows (see Section P of 
Preliminaries). Reference [7] provides a more detailed discussion of the Static Output 
Feedback algorithm that we use in this section. 
Assume that (A,B2 ) is stabilizable and that the pair (A,C2) has no unobservable modes on 
the imaginary axis. Then we wish . to obtain a stabilizing controller K which can be 
expressed as a static gain matrix. In addition to stabilizing the closed loop, we require that 
the closed loop transfer function Tw; satisfies the following inequality: 
llrw;IL < Y (5.33) 
where y is a positive constant 
The gain matrix K can be calculated by using a Static Output Feedback technique. The 
background to this technique is provided in Section P of Preliminaries. 
The feedback law that we use is the following: 
u(t) = -Ky(t) 
where: 
K is a gain matrix 
K = w[ cf (C2WiCf )-1C2 = KC2 
A. 
0 =FW + wT +y -2wRW + Q 
W is positive semi-definite, symmetric matrix 





vT av is negative semi-definite 
v Enullspace(GT) 
UT ERnxn w ERnxm and w ERmxm 
rr1 ' 2 3 
Wi is positive definite 
The uncertain system described by (5.1) is stabilizable by Static Output Feedback if and 
only there exists a matrix E which satisfies the following conditions: 
(1) r![~~ ]eRnxn is full rank (5.37) 
(2) C00 (E) ! C00 n{w r; ~] W [!]- o} ¢ O (5.38) 
Thus, in order to guarantee that the constant gain matrix exists, we need to find matrix E 
which satisfies these conditions. The determination of matrix E is generally a difficult task. 
In this section, we present a method that allows us to evaluate matrix E, thus ensuring the 
existence of a stabilizing gain matrix K. The method makes use of the Controller Canonical 
Form of the augmented plant and controller. Using this formulation, the determination of 
matrix E is greatly simplified. 
We partition the matrices lfi, W2 and W3 as follows: 
























nc is the number of states of the controller 
Using the above partitioning of matrix W, we can find matrix E which satisfies the two 




to have full rank. 
By choosing matrix E to be the following: 
(5.43) 
we obtain the following for matrix T: 
(5.44) 
Thus, T is of full rank. 
Note that the simple structure of T is as a result of expressing the controller in the 




We need to ensure that: 
(5.45) 
I 
is a non-empty set. 
We consider the matrix equation: 
(5.46) 
Thus, in order to satisfy Condition 2 the following two equations must be satisfied: 
ETW2 =0 
From equation (5.47) we know that: 
Thus: 
2 ( 2)T Wi = Wi =0 
From equation (5.48) we require that: 




Thus, we require that: 
wf ... o 







The equations in (5.51) and (5.52) are restrictions on the choice of matrix W. In addition to 
these restrictions, we also require thatWi > 0 (positive definite) and W =WT (symmetric). 
A necessary eondition for the existence of Eis that (see Section P of Preliminaries): 
(5.53) 
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If we let W2 = 0, the conditions given by (5.52) are satisfied. Substituting W2 ... 0 into 
(5.53) gives the following: 
- (5.54) 
If we consider the case when A Wi + WiAT + B1B[ = 0, the inequality in (5.53) becomes 
the steady state Lyapunov equation. The matrix W can be obtained from a solution of the 
" 
Lyapunov matrix equation. ~f A is stable, the solution Wi is positive definite and symmetric 
as required. If we choose wJ = wl = 0 and ~ = I all the requirements for the existence 
of matrix K are met. 
A choice of matrix W which satisfies all the conditions is as follows: 
°Wi
1
ncxnc 0 0 




The controller transfer function Keo is then obtained from the following: 
(5.56) 
where: 
p =po -NoP 
co c c 
Thus, we can obtain the parameters of the PSS which will provide robust performance of 
the closed loop. 
S.4 Conclusions 
In this chapter two new methods for determining the parameters of fixed structure PSS 
were presented, namely tuning of PSS using numerical optimization and tuning of PSS 
using Static Output Feedback. The tuning of PSS using numerical optimization is based on 
formulating the PSS tuning problem as an optimization problem. The objective function 
was taken as the Hao norm of a closed loop disturbance-related transfer function. We 
demonstrated that the Hao controller obtained using the numerical optimization formulation 
has better robustness properties than that of a PSS tuned using standard phase-
compensation techniques. 
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The method based on Static Output Feedback made use of the transformation of a Dynamic 
Output Feedback problem into a Static Output Feedback problem. This was achieved by 
augmenting the controller (in Controller Canonical Form) to the open loop plant dynamics 
such that the resulting closed loop was in the form of a Static Output Feedback problem. 
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This thesis addressed the damping of electromechanical oscillations in electric power 
systems using Power System Stabilizers (PSS)'. We focused on three problems associated 
with damping the oscillations, namely the determination of the optimal locations of the 
PSS, the determination of the best control structure of the PSS and the design of robust 
PSS. 
In Chapter 2, we addressed the problem of determining the optimal locations of the PSS. 
We introduced two new methods for the determination of the optimal PSS locations. These 
two methods were based on Total Modified Coupling Factors (TMC) and optimization by 
Simulated Annealing (SA) respectiveky. 
The TMC is a measure of the damping influence of each machine pair on several power 
system modes. In order to take into account the effect of the performance and the type of 
excitation system, we incorporated an exciter penalty factor in the TMC. The method based 
on TMC was tested on a nine-bus benchmark network. 
In the method based on SA, we formulated the placement problem as a discrete nonlinear 
optimization problem. The objective function was taken as the minimum damping of the 
electromechanical modes. In this method,. the PSS placement can be performed 
simultaneously for all the PSS. In addition, only generators with acceptable excitation 
systems were included in the optimization search space, thus ensuring that the performance 
and the type of exciter is taken into account. Using the method based on SA, we obtained a 
placement scheme which ensured that the undesired poles were controlled with the 
available finite control energy. Since we used a discrete nonlinear optimization formulation, 
the nonlinear nature of the placement problem was taken into account. However, as a result 
of the nonlinear formulation, the method was computationally more intensive than the 
195 
method based on TMC. The method of SA was tested on two networks namely, a seven-
bus network and a 35-bus equivalent of the Eskom network. 
In Chapter 3, we addressed the problem of determining the control structure of PSS. Three 
aspects of the control structure were addressed, namely the type of feedback, the type of 
signal and the type of control to be used for damping electromechanical oscillations. 
The type of feedback refers to whether State Feedback or Output Feedback is to be used. 
We used Output Feedback for damping electromechanical oscillations so as to reduce the 
number of feedback signals ·that need to be measured for control. However, Output 
Feedback requires that the controller be a dynamic controller. The order of the Dynamic 
Output Feedback controller is usually excessively high. In order to overcome this problem, 
we presented a new method of obtaining Output Feedback controllers of fixed structure. 
We achieved this by transforming the Dynamic Output Feedback problem into a Static 
Output Feedback problem using the Controller Canonical Form of the controller. In this 
way we can obtain the parameters of the PSS for the damping electromechanical 
oscillations. 
The type of signal refers to the determination of the best output signals that are to be used 
for damping of the electromechanical oscillations. We presented two new methods for 
determining the best output signals. These methods were based on two measures of the 
contribution of the electromechanical oscillations to the outputs. The first measure, the 
Centralized Modal Observer Measure (CMOM), is based on the centralized observability 
of the electromechanical modes. The CMOM requir~s only the calculation of the right and 
left eigenvectors and is thus not computationally intensive. However, the CMOM does not 
take into account the existence of fixed modes in a system under decentralized control. The 
second measure, the Decentralized Modal Observer Measure (DMOM) takes into account 
the existence of decentralized fixed modes. The DMOM is based on the decentralized 
observability of the electromechanical modes. The CMOM and DMOM were tested on a 
seven-bus benchmark network. 
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The third aspect of the control structure that we addressed was whether centralized,· 
decentralized or hierarchical control is to be used. We developed a new approach for 
designing decentralized controllers. For this approach, we derived new sufficient conditions 
for ensuring that the system under decentralized control remains globally-stable. In 
addition, we presented an approach for the hierarchical control of power systems. For this 
approach, we derived new sufficient conditions for ensuring that the time-varying power 
system remains globally stable. We also proposed that these conditions be incorporated in 
the dynamic security assessment of the power system. 
In Chapters 4 and 5 we addressed the problem of designing robust PSS for damping the 
electromechanical oscillations. Chapter 4 focused on synthesizing H 00 -based controllers 
with structures which are different from those of existing PSS. On the other hand, Chapter 
5 focuses on the determination of the parameters of existing PSS. 
In Chapter 4, we developed a new procedure for designing suboptimal decentralized H= 
controllers for damping electromechanical oscillations. The global stability of the 
interconnected power system was guaranteed by incorporating the sufficient conditions 
(derived in Chapter 3) in the design procedure. These sufficient conditions were used in a 
new two-stage method for designing decentralized controllers. 
In order to evaluate the robustness of the controllers, we introduced a Lyapunov-based 
robust stability margin. We used this margin to compare the robustness of three controllers, 
namely Conventional PSS (CPSS), optimal H= and suboptimal H= controllers. In order to 
ensure that low order controllers are obtained, the method of balanced truncation was used 
to reduce the order of the open loop subsystems. The model reduction technique was 
applied to the generator subsystems which ensured that the order of the controllers was less 
than that of the open loop subsystems. We made use of an existing Dynamic Output 
Feedback Ricatti-based method to synthesize the H= controllers. In addition, we outlined 
the major shortcomings of the standard optimal H= control algorithms as applied to power 
systems and developed techniques for overcoming these. We used a bilinear transformation 
in order to improve the damping of the electromechanical oscillations. The design 
procedure was tested on nine-bus benchmark network. The results demonstrated that the 
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suboptimal H= controllers possess superior robustness properties as compared to the 
optimal H = and CPSS. 
In Chapter 5 we addressed the problem of determining the parameters of fixed structure 
PSS. We proposed two new methods for obtaining the parameters of the PSS, namely, 
tuning of PSS using numerical optimization and tuning of PSS tuning using Static Output 
Feedback. The tuning of PSS using numerical optimization was based on fromulating the 
tuning problem as an optimization problem. We calculated the PSS parameters for a SMIB 
system using a Sequential Quadratic Programming (SQP) algorithm. The tuning by Static 
Output Feedback was based on transforming the Dynamic Output Feedback problem into a 
Static Output Feedback problem. The static gain matrix can be calculated using an existing 
Static Output Feedback algorithm. The static gain matrix can then be used to calculate the 
parameters of the PSS. 
6.2 Contributions of the Thesis 
The thesis makes several contributions to the area of damping electromechanical 
oscillations using PSS. The following sections in the thesis are the major contributions: 
Section 2.3: 
Section 2.5: 
Placement of PSS using Total Modified Coupling Factors (TMC) 
TMC incorporates the influence of the type of exciter and the 
performance of the excitation system in the optimal placement of the PSS. 
The TMC also considers the damping effect of each PSS under 
simultaneous excitation of several modes. 
Application of Simulated Annealing to Optimal PSS Placement 
The PSS placement was formulated as a discrete nonlinear optimization 
problem. By doing this, the nonlinear nature of the placement problem is 
taken into account. Furthermore, simultaneous placement of PSS is 
obtained. The influence of non-minimum-phase zeros and uncontrollable 
modes are taken into account. No existing PSS placement method can 
achieve this. 
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Section 3.4.2.1: Global Stability of the Interconnected System 
In this section we obtained new sufficient conditions for global stability of 
an interconnected system. Using these conditions, we can design 
decentralized controllers (using the two-stage procedure) while ensuring 
global stability. Only an upper bound for the interactions are required in 
designing the decentralized controllers. This is an improvement over 
existing global stability conditions which require detailed on-line 
measurements of the interactions. 
Section 3.4.3: Hierarchical Control 
Chapter 4 
In this section, we proposed the use of hierarchical control for damping of 
electromechanical oscillations using PSS. The hierarchical control was 
composed of two levels of controllers. Level 1 consisted of the 
decentralized controllers which operate autonomously under normal 
operating condition. Under alert conditions, the Level 2 controller is 
acomes into play by adjusting the parameters of the Level 1 controllers. 
The Level 2 controller monitors the operating state of the power system 
from measurements of the upper bound of the interaction. We developed 
new sufficient conditions for ensuring that the global system under 
hierarchical control remains stable. This approach of hierarchical 
excitation control incorporating the global stability constraints has not 
been previously developed for power systems. 
Design of H .. -Based Robust Supplementary Excitation Controllers 
In this chapter we developed a procedure for· the design of decentralized 
robust supplementary excitation controllers. The procedure incorporated a 
model reduction technique, a Ricatti-based synthesis method and a bilinear 
transformation to improve the damping of the electromechanical modes. In 
addition, global stability constraints were incorporated into the design 
procedure. Such a coherent procedure for decentralized robust PSS design 
of multimachine power systems has not been developed up to now. 
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Chapter 5: Determination of Parameters of Fixed Structure PSS 
In this chapter we presented two new methods of tuning robust fixed structure 
PSS namely, tuning of PSS using numerical optimization and tuning of PSS 
using Static Output Feedback. Up to now these methdos have not been applied 
to power systems. 
'-
6.3 Limitations of the Thesis 
The major limitations of the thesis are: 
• 
• 
The procedures described in Chapter 4 and Chapter 5 do not i~corporate the effect of 
Gaussian noise in the controller design. 
The global stability margins derived in Appendix C are based on Lyapunov stability 
criteria and are thus conservative. This means that the controllers which ensure global 
stability of the interconnected system, are not optimal. 
• The method of tuning the PSS using numerical optimization was not tested on a 
multimachine power system model. 
• The Static Output Feedback technique described in Chapter 5 was not tested on a 
power system model. , 
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6.4 Future Work 
The following are suggestions for future work: 
• Develop a procedure for controllers based on a mixed H2 I HCllJ formulation to 
incorporate the influence of Gaussian white noise in robust control design. 
• Develop less conservative measures of robustness. 
• Develop less conservative conditions for global stability. 
• Implementation of hierarchical control structure on a power system modeled as a time-
varying system. 
• Develop a description of the power system based on Descriptor Systems to avoid the 
ill-condition state space formulation. 
• Develop and implement a fixed order Static Output Feedback H CllJ algorithm which can 
incorporate both an improper plant and an improper controller on a power system 
model. 
• Incorporate the governor in the optimization formulation for a coordinated robust 
tuning of both the power loop and the voltage loop. 
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Appendix A 
Numerical Problems Associated with the State Space 
Formulation of Power Systems 
In this section, we discuss the numerical problems associated with the state space 
formulation of power systems. We focus on the problems associated with the calculation of 
eigenvalues. The concepts developed in this Appendix are used throughout the thesis in 
obtaining a well-conditioned state space description. The new contribution in Appendix A 
is the development of a method of dealing with ill-conditioned eigenvalues by using a 
bilinear transformation. 
Consider an LTI system given by the following state space description: 
i= Ax+Bu 
y = Cx+Du 
(Al) 
The linearized system of equations allows the use of powerful techniques based on 
eigenvalue and frequency domain analysis. From these, a variety of system attributes such 
as modal frequencies, damping factors, residues, sensitivities and the time domain step 
response can readily be computed. These techniques are used extensively and are 
considered as indispensable in modem software packages for small signal analysis of power 
systems. 
The calculation of the eigenvalues of a system does, however, pose numerical difficulties. 
There are several very reliable routines for calculating the eigenvalues of a matrix A [1 ]. 
Due to the limitations of finite precision arithmetic, these routines cannot produce the exact 
eigenvalues of the given A matrix. However, the numbers which are computed by these 
routines are always very close to the eigenvalues of another matrix A., which is given by 
the following: 
A., -A+M (A2) 
where M is not unique 
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If some eigenvalues of A are very sensitive to changes in the elements of A, the 
corresponding eigenvalues of Ae will be very different from those of A. This means that the 
highly sensitive eigenvalues (or ill-conditioned eigenvalues) of A cannot be accurately 
approximated by these routines. 
The problems associated with ill--conditioned eigenvalues is particularly pronounced in the 
state space formulation of power systems. The calculation of the state space matrices for 
power systems is carried out in terms of absolute rotor speed and absolute rotor angle. 
However, if no infinite bus is modelled, the actual states of the power system is defined in 
terms of relative values of speed and angle rather than absolute values. The A-matrix (if 
exactly calculated) will possess a non-maximal rank. Therefore at least one eigenvalue of 
the exact A-matrix will be zero. 
Due to power flow mismatch errors, the A-matrix obtained by computer simulation 
software will be inexact i.e. we obtain matrix Ae instead of A. The eigenvalue(s) of Ae that 
corresponds to the zero eigenvalue(s) of matrix A, can now lie within an unacceptably large 
region around the complex plane origin. Thus a power system that is in fact stable may be 
calculated to have at least one eigenvalue with a positive real part. 
In general, near-singularity (ill-conditioning for inversion) of a matrix A does not imply that 
the eigenvalues will be very sensitive to changes in the elements of A. Therefore, the usual 
condition-number for matrix inversion cannot be used as an accurate index for measuring 
the conditioning of a matrix for eigenvalue calculations. In this section we present a method 
of calculating the ill-conditioning of the eigenvalues using the left and right eigenvectors of 
a real matrix A. Furthermore, we present two methods of dealing with the eigenvalue ill-
conditioning. The first method improves the eigenvalue conditioning by making use of a 
reference generator to express all absolute speed and angle quantities as relative speed and 
angle quantities. The second method retains the absolute speed and angle quantities by 
making use of a bilinear transformation to shift the jco axis. 
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Al Calculating the Condition Numbers of Eigenvalues 
Consider a matrix A ERnxn which has no repeated eigenvalues. For any eigenvalue A of A 
there exists a column vector x (right eigenvector) and a row vector yH (left eigenvector) 
such that: 
Ax=Ax 
YH A= f..yH 
where yH is the conjugate transpose of y. 
(A3) 
(A4) 
We define the condition number of eigenvalue A as the acute angle 8 between eigenvectors 
x and y i.e.: 
cond(f..) = secant8 = (llYll·llxlll 
lyHxl 
where IHI denotes the Euclidean norm. 
(AS) 
The condition number as defined in equation (AS) is invariant under a unitary 
transformation. This property can be formally stated in the following Lemma [2]: 
Lemma Al: If U is unitary then cond(f..,UAUH) = cond(f..,A) 
Proof: From equations (A3) and (A4): 
Ax=Ax 
yHA = f..yH 
Then 
(UAUH)(Ux) = f..(Ux) 







which giJes the result condCA.,UAU8 ) = cond(A.,A). 
( 
If the ei~envectors x and yn are nonnalized such that ~YH i a lxll - I then the condition 
number is given by: 
cond(I.) -(~!xi] (A8) 
This definition of the eigenvalue condition number in equation (A7) is given in terms of the 
right and left eigenvectors of matrix A. These eigenvectors can easily be calculated using 
the procedure illustrated in Figure Al. First, the matrix is transformed to matrix H in 
Hessenberg form via a unitary transformation. Thereafter, matrix H is transformed to 








Figure Al: Flowchart Showing the Procedure of Calculating the Eigenvectors 
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A2.1 Selecting a Reference Machine 
Consider an n-machine system in linearized state space form . Assume without loss of generality that the order of each generator is k. The state 
space description can be expressed in terms of absolute rotor angles and absolute rotor speeds given by equation (Al). 
The state equation can be expressed as follows: 
· l 1 1 Af2 1 X1 Au ... . .. Ain xl 
·1 41 
1 1 
Xz ... Azn xl . 2 . . .. : 




. 1 1 Al, 00 k Akl AK2 ... . .. ... . .. (l)l Ml 
: . 
xr I I = ... I I xr ·r ... Xz xr 2 




xi I I 
... xn 
1 
·n Xz xi . 
fin 
0 ... 
-~·I k l{)n . n Akt Ak2 ... 00 n I (A9) 00 k Mn 
207 
where: 
Di is the damping of machine i 
Mi is the inertia of machine i 
oo b is the synchronous speed 
bi is the rotor angle of machine i 
oo i is the rotor speed of machine i 
Di 
Consider the case where -. fl! D for all i = 1, .. .,n. The system of equations given by 
M' 
(A9) is expressed in terms of absolute rotor angles. The state coefficient matrix A of (A9) 
is non-minimal since all the power flow equations require only relative rotor angles with 
respect to a reference machine. Thus, the rank of the state coefficient matrix is n - 1 . This 
means that the state coefficient matrix contains a zero eigenvalue. This zero eigenvalue is 
ill-conditioned for eigenvalue calculation. 
The zero eigenvalue can be removed from the system by making the following substitution: 
Ab" =0 
where: 
b r is the reference machine rotor angle 
w r is the reference machine speed 
Consider the case where Di. = D for all i, then rank(A) = n- 2 
M' 
Abu- =Ab; - Ab" =Aro; - Aro" 
Ab'= 0 







The method of eliminating the ill-conditioning of the A-matrix is to select one machine as a 
reference and to express quantities in terms of relative angular position and relative speed 
[3]. This method has the drawback that information about the absolute angle and speed is 
lost. This poses problems in systems in which no infinite bus is modelled, especially when 
the governor control needs to be analysed. 
Using this technique, we also find that the eigenvalues change as the reference machine is 
changed [3]. This reflects a need to develop a satisfactory method of eliminating the ill-
conditioning of the A-matrix without the selection of a machine as reference. In the next 
section, we describe two methods of dealing with the numerical problems associated with 
the state space formulation of power systems. The first method makes use of a reference 
machine in order to eliminate the zero eigenvalue(s). By eliminating the zeros eigenvalue(s) 
the information about the absolute rotor angle and absolute speed deviations is lost. The 
second method retains the information absolute rotor angles and speed deviations. by 
making use of a bilinear transformation. 
Example Al 
Consider the nine-bus system described in Appendix E. We model the three generators with 
the second order swing equation i.e. each generator is modeled as a constant voltage 
behind a transient impedance. The state coefficient matrix A is given by the following. 
MATRIX A 
-.15480 -.08667 0.00000 0.04935 0.000000 0.03734 
314.160 0.00000 0.00000 0.00000 0.000000 0.00000 
0.00000 0.11000 -.29985 -.20268 0.000000 0.09286 
0.00000 0.00000 314.160 0.00000 0.000000 0.00000 
0.00000 0.18363 0.00000 0.20307 -0.41548 -.38654 
0.00000 0.00000 0.00000 0.00000 314.1600 0.00000 
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The eigenvalues are calculated to be as follows: 
A.1 = +0.0768 ' 
A.2 = -0.3032 
A.3 = -0.1268 + 8.1567i 
A.4 = -0.1268 - 8.1567i 
A.5 = -0.1951 + 12.0734i 
A.6 = -0.1951 -12.0734i 
The eigenvalue A. 1 has been calculated to have a positive real part, which suggests that the 
system is unstable. However, the system is not in fact unstable. Eigenvalue A. 1 has a 
positive real part because A. 1 is ill-conditioned. 
The left eigenvector y1 associate with A. 1 is: , 






The right eigenvector x1 associated with A. 1 is: 






The condition number associated with A.1 is equal to 966.2698. 
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By selecting machine 2 as a reference, we can eliminate the 'unstable' eigenvalue A. 1. 
We construct a matrix As given by the following: 


















Thus A + As equals the following: 
















































We now eliminate row 4 and column 4. This gives the following reduced matrix: 


























The eigenvalues of A,. are: 
l.1 = -0.2263 
1.2 = -0.1268 + 8.1588z 
I. 3 = -0.1268 - 8.1588i 
1.4 = -0.1951+12.0733i 
A. 5 = -0.1951-12.0733 
Thus the 'unstable' eigenvalue has been removed from the system by selecting the rotor 
angle of machine 2 as a reference. 
A2.2 Shifting the jco-Axis 
In this section we present a new method of dealing with the ill-conditioned eigenvalue while 
still retaining information about absolute speed and absolute rotor angle. If we wish to do 
this we cannot eliminate the zero eigenvalue(s). Instead of selecting a reference machine, 
we adjust the ill-conditioned eigenvalues by using a bilinear transformation. The bilinear 
transformation that we use shifts the jco axis so that the resulting system has the zero 
eigenvalue. 
The general bilinear transformation is given by the following: 
[~ 
Bbl = [ (JM-bi)(ai-yAr1 
Db C(al -yAr1 
(af:l -yb )(al -yAr
1 Bl 
D+yC(al -yAr1B 
For a shift in the Jco axis the following transformation is required: 
s=s+p 
where p = Re(E) > 0 
E = A.; (A) is the unstable ill-conditioned eigenvalue of A 
Thus the following values for the transform parameters need to be selected:: 
~ = l,b = p,a = l,y = 0 · 






where dim(Ai,) = n-l 
The procedure is described in Figure (A2). First we calculate the system eigenvalues and 
determine the amount of shift p that is required. Thereafter, we apply th--e- bilinear 
transformation to the state space description .. The resulting state space description contains 










Figure A2: Flowchart Showing the Procedure for Shifting the jro-axis 
We apply the method of shifting the jw -axis to the nine-bus system. 
The amount of shift in the jw -axis which is required in order to stabilize the system is 
given by the real part of /.... i.e. p = 0.0768 . 
By applying the bilinear transformation to the nine-bus system, we obtain the following 
state coefficient matrix. 
213 
An= [ -0.2316 -0.0867 0 
314.1600 -0.0768 0 
0 0.1100 -0.3767 
0 0 314.16 
0 0.1836 0 
0 0 0 
The eigenvalues of the transformed matrix are: 
"-1 =0.0000 
"-2 = -0.3800 
A. 3 = -0.2036 + 8.1~67i 
A. 4 = -0.2036 - 8.1567i 
A.5 =-0.2719 +12.0734i 
"-6 = -0.2719 -12.0734i 
0.0493 0 0.0373 
0 0 0 
-0.2027 0 0.09-29 
-0.0768 0 0 
0.2031 -0.4923 -0.3865 
0 314.1600 -0.0768 ] 
Therefore, the real part of all the eigenvalues are less than or equal to zero. Note the zero 
eigenvalue A. 1 has been retained in the transformed A matrix. 
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AppendixB 
Controller Canonical Form of Lead-Lag Controller 
In this section, we transform the state space description of a lead-lag controller to a 
controller canonical form. We consider only first and second order controllers. 
We recommend that this section should be read in conjunction with Section M of 
Preliminaries. The results of Appendix B are relevant to Section 3.2.3 and Section 5.3. 
First Order Lead/Lag 
Consider a first order lead-lag controller given by the following transfer function: 
K(s) = k(l + sli) 
l+sT2 
(Bl) 
We decompose the system into two parts; one part consisting of the denominator 
polynomial and the other consisting of the numerator polynomial. This decomposition is 
illustrated in Figure Bl. 
Figure Bl: Decomposition of Lead/Lag Transfer Function 
From Figure Bl, the following two equations can be obtained: 
Uc= X + T2X 
Ye= kx+ kX1i 
By rearranging equation (B2), we obtain the following state equation: 
. 1 1 
x=--. x+-u 




By substituting equation (B4) into equation (B3) we get the following output equation: 
1i kli 
Y = k(l--)x+-u (BS) 
c T2 T2c 
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Equations (B4) and (BS) are the equation for the state space description of the lead/lag 
controller. 
The characteristic polynomial D(s) of the system given by equations (B4) and (BS) is given 
by: 
1 
D(s) = det(s/ -A)= s+-
T2 
(B6) 
By applying the transformation T (such that x = Tz as described in Section M of 
Preliminaries), we can obtain the following controller canonical form for the first order 
lead-lag controller: 
. 1 1 
Z= --z+ U 
T2 c 
k(T2 - T1) kT1 Ye= 2 z+-uc 
T2 T2 
Second Order Lead-Lag 
Consider a second order lead-lag controller given by the following transfer function: 
K(s) = k(l + s71) (1 + sT3 ) 
(1 + sT2 ) (1 + sT4 ) 
(B7) 
(B8) 
We decompose the system into two first order lead/lag blocks. This decomposition is 
illustrated in Figure B2. 
Uc 
Block 1 Block 2 
r .................................................... , ....................................................... ... 
' 
' 1 X1 ' ... l+sT 'r' l+sT 1 
' 2 
' ' 
' ' .. 
y ''U 
1 ' ' 2 .. 
' ' 










We can express the state and output equations form each block as follows: 
Block 1 
. 1 1 










. 1 1 
x =--x +-u 




We wish to obtain the state space description in terms of input uc and Ye. only. In order to 
do this we substitute the equation y 1 == u2 into equations (B9) to (B12). This results in the 
following state space equations: 
. 1 1 
x =--x +-u 
i T i T c 
2 2 
(B13) 
. 1 1 {( Ti ) . Ti } x =--x +- 1-- x +-. u z T2 T Ti Tc 
2 4 2 2 
(B14) 
(B15) 
In matrix form, the state space equations (B13) to {BlS) can be rewritten as follows: 
(B16) 
(B17) · 
We wish to transform the system given by (B16) and {Bl 7) into the controller canonical 
form. In order to do this, we need to calculate the characteristic polynomial and the 
controllability matrix. 
The characteristic polynomial D(s) == det(s/ -A) can be expressed as follows: 
D(s) = s + -+- s+--2 (1 1) 1 . 
T4 T; TzT4 
(B18) 
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From the characteristic polynomial D(s) we construct matrix W (see Section M of 
Preliminaries) which can be expressed as follows: 
[ 
1 1 , l -+- 1 
W= ~ 1 T2 0 (B19) 





Ti I;, - i; + i;,i; 
T2 ~T23 
The transformation that we require is defined as the product of matrices W and ft i.e.: 
1 1 
T =ftW == T2~ i; 
'.fiT4 +T2 -Ti I;, 
~T22 T2 
The controller canonical form has the following state space description: 
Z = Acz+ Bcuc 
Ye= Cc +Dcuc 
where: 
A = 1 
[ 
0 
c - T2T4 
B. -[~] 
C == [k(1iT4 + Tz -11 -1iT3) (k1JT2-T31i+1i;2T4 - 7iT2T3)] 
c ~~ ~~ 
The controller canonical form can be rewritten in the following form: 
. pO No No 
Z = c Z + UCO - Uc 








H = -[k(JiT4 + T2 -T1 -JiT3) 
T2T4 
k(T3T2-T3Ji+1i[2T4 - JiT2T3)] 
T4T2 
Lead-lag controllers are not strictly proper since the number of zeros equals the number of 
poles. This poses some problems when using lead-lag controllers for controlling a plant that 
is also not strictly proper. 
The state space description of a strictly proper plant can be expressed as follows: 
i = Ax+Bu 
y = Cx+Du 
where D= 0 
(B24) 
If the plant is strictly proper (number of poles is greater than number of zeros or 
equivalently D = 0) then we can augment one zero block (1 + sT3 ) to the plant. This is 
illustrated in Figure (B3) for a second order lead lag block. The zero block (1 + sT3 ) is 
removed from the second order controller and augmented to the plant. 
u 
, __ P_la-nt_ .... I x ·----- y Iii.' • new , ,. . 1 +sT r - - - - • • 3 ' 
Figure B3: Augmenting a Zero Block to a Strictly Proper Plant 
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Note that the augmentation procedure requires that a value of ~ be selected before the 
block (1 + sT3 ) is augmented to the plant The augmentation does not affect the dimension 
of the plant or the controller. The resulting controller is strictly proper and of the following 
form: 
K(s) = k(l + sJi) 
(1 + sT2 )(1 + sT4 ) 
The dynamics of the plant and the zero block can be obtained as follows: 
Ynew = y+~y 
Since 
y = Ci= C(Ax +Bu) 
the expression for y new can be expressed as follows: 





The state space description of the plant with the augmented zero block then becomes: 
i = Ax+Bu 
Ynew = (C+~CA)x+~CBu 
(B29) 
(B30) 
Note that if ~ is chosen to be zero then the plant remains unaffected since the controller 
K(s) would then be strictly proper. 
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AppendixC 
Determination of the Robust Stability Margin 
In this section, we address the problem of determining the robust stability margin of 
systems described by state space models. We obtain upper bounds on the perturbations that 
asymptotically stable linear systems can withstand while maintaing stability. The results in 
this section are used in Section 4.3.2.2 in determining the robust stability margin. 
Consider the state equation of an LTI system which can be expressed as follows: 
i = Ax+E(x,t) +Bu 
where: 
A ERnxn is the unperturbed state coefficient matrix~ 
E(x, t): Rn - Rn is the nonlinear time-varying perturbation 
(Cl) 
We define the structure of a matrix as the pattern of zero and non-zero elements in the 
. F . h . J [0.12 -10] ·11 h f [x x] matnx. or mstance, t e matnx = 10 0 w1 ave a structure o x 0 . 
It is convenient to distinguish between different types of perturbations as.follows: 
(a) Structured Perturbations: These perturbations are of two types namely, highly 
structured perturbations and weakly structured perurbations. These are defined as 
follows: 
( a.1) Highly Structured Perturbations: 
These include perturbations for which both the structure of the perturbation 
matrix E and the bounds on each element Ei,j is known. This means that we 
know which elements in the perturbation matrix are affected and we know the 
upper bound on the value of each component in E. If two perturbation matrices 
E and E have the same perturbation matrix structure as well as the same 
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bounds on individual elements i.e. i.e. l~ij II :Sy h and l!Eij II :Sy h where /...h is 
the upper bound, then E and E are said to belong to the same class of highly 
structured perturbations. Highly structured perturbations define the smallest 
class of perturbations that we consider. 
( a.2) Weakly Structured Perturbations 
These include perturbations for which the structure of the perturbation is known 
but only a upper bound on the perturbation matrix E is known. The bounds on 
the individual elements need not be known.. If two perturbation matrices 
E and E have the same perturbation matrix structure as well as the same matrix 
bounds i.e. 11£11 :Sy w and llEJI :Sy w where /... w is the upper bound, then 
E and E are said to belong to the same class of weakly structured 
perturbations. Weakly structured perturbations define a broader class of 
perturbations than highly structured perturbations. 
(b) Unstructured Perturbations: These include perturbations for which both the structure 
of the perturbation and the bounds on individual elements are unknown. Only an upper 
bound on the total perturbation is known. If two perturbation matrices E and E' have 
the same matrix bounds CllEll :Sy u and llEJI :Sy") where y" is the upper bound, then 
E and E are said to belong to the same class of unstructured perturbations. 
Unstructured perturbations define the broadest class of perturbations that we consider. 
Figure Cl is a diagrammatic representation of a Single Machine Infinite Bus System 
(SMIB). The system consists of a generator connected to an infinite bus via two parallel 
transmission lines. The external impedance of the line Xe is an equivalent of an external 
network connected to the generator. The equivalent of the loads is obtained by modelling 








Figure Cl: Diagrammatic Representation of a SMIB System 
CB2 Infinite 
Bus 
The second order swing equation for the SMIB system can be expressed as follows: 
a2o EV . 
M-2- - Doo = , sm(o) - Pmech iJt Xe+ Xd 
where: 
M is the inertia constant of the generator 
D is the damping 
I 
. X d is the transient reactance of the generator 
(C2) 
By making use of Taylor series expansion,we can express the swing equation around an 
operating point [(I) 0 0 0 r as follows: 







0(w,b) are the higher order terms 















We now consider some of the perturbations that can influence the system in Figure Cl. 
Assume that we have a line outage on Line 1 (CBl and CB2 are open), possibly due to a 
short circuit. The external impedance will now have the value 2X e. Thus, the perturbation 
matrix will have the following structure. 
E = [8 ~] (C6) 
where x denotes a non-zero element 
Now assume that the load of the system is changed Since Xe is the equivalent impedance 
of the external system including the loads, the change in load results in a change in Xe . 
Thus, the structure of the perurbation matrix E will be the same as that given in equation 
(C6). 
Thus, for the system in Figure Cl, we can say that a loss of line and a change in load result 
in the same perturbation matrix structure. Furthermore, since we know the structure of the 
perturbation due to loss of a line and load changes, we consider such perturbations as 
structured. In power systems, the loss of a line and changes in load will be structured 
perturbations since the structure of the perturbation can be readily determined using 
simulation models. Structured perturbation also include uncertainty in the parameters of the 
' system. For instance, uncertainty in the values of the generator parameter X d and M will 
be considered as structured perturbations. 
Note however, that since the structured perturbations are defined in terms of the structure 
of perturbation matrix, it applies specifically to the linearized system of equations. 
In the case of unstructured perturbations, we only have knoweldge about an upper bound 
to the perturbation. Perturbations which result from complex modeling inaccuracies in the 
power system will be unstructured perturbations. These modelling inaccuracies could be 
due to: 
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• Simplification in the model of the system, such as modeling the generator by a 
second order model, modeling the transmission line by a lumped model and 
modeling the external system by an impedance and an infinite bus. 
• An unknown model of the system, such as in modeling the behaviour of 
dynamic loads. 
• Higher order effects being neglected in the linearization when the state space 
model is obtained 
• The influence of process noise (such as vibrations in a power plant) and sensor 
noise emanating from measurement devices. 
All the above unstructured perturbations influence the SMIB system of Figure Cl. We do 
not however, model these effects in the linearized state space model of the system. We 
consider these effects as perturbations on the linearized state space model in equation CS. 
We cannot obtain the exact structure of the perturbation matrix as in the case of structured 
perturbations. Since these perturbations are regarded as unstructured perturbations, we 
need to know only an upper bound µ to the perturbation i.e. llE(x, t)ll :s: µ. This is usually 
not difficult to estimate. For instance, in order to estimate the upper bound of the error 
associated with linearization we investigate the higher order terms E>(ro,b) in the Taylor 
series expansion. 
1 ( a a )
2 
E> = - ~ro-+ ~b - F(w 0 + e~w,b 0 + e~b ), (2)! aro ob 
(C7) 
From equation (C7) we can determine upper bound on the error in the linearization. 
In the next section we will develop robustness margins for a decentralized system under 
both structured and unstructured perturbations. 
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Cl. Robust Stability Margin For Highly Structured Perturbations · 
Consider the interconnected system described by the following: 
{ 
o m o } A A x· •(A·· +E··(t))x· +B·u· +~(A·· +E··(t))x 
{}
I u u 1 11 f" 1J 1J j 
S • S· • J•l I .. 
l"' 
Yi • C;x + D;u; 
In this section, we determine the robust stability margin for the uncoupled subsystems 
under the influence of structured perturbations: 
For calculating the robust stability margin for subsystem i, we require information about the 
uncoupled subsystems AH perturbations E;;(t) only. By ignoring the interactions (A: = 0) 
and the interaction perturbations (Eij = 0) in system S; we obtain system V which is 
defined as follows: 
v = {v;} =={±;}={<AH+ E;i(t))xi(t)} 
Yi = Cix + Diui 
(C8) 
System V describes a fictitious power system where the subsystems are disconnected from 
each other i.e. there is no coupling between the generator subsystems (A: = 0) . The power 
system is subjected to structured perturbations (Eii ;io! 0). 
For determining the robust stability margin, we assume AH to be asymptotically stable. 
Since the perturbations are highly structured, we assume that E;i(t) = Eii is a matrix of 
constants and the elements of E ii are bounded as follows: 
E k,l IEk,11 .. smax .. 
ii k I u 
' 
where (k,l) are matrix indices 
We define the following: 
£ ·· = maxlE~·'I 
II k,/ II 
(C9) 
(ClO) 
The value of Eii is the maximum element of the perturbation matrix Eii. We use Eii as a 
normalization constant to define matrix Uii as follows: 
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(Cll) 
where (k, l) are matrix indices 
We consider system V in terms of the normalized matrix U;; as follows: 
V {v} {. } {<A~+ E .. u .. )x·(t)} = . = X· = II II II l 
' ' y· = C·x+D·u· I I I I 
(C12) 
We can state the following lemma: 
Lemma Cl: The system described by equation (CS) is stable i.e. Re('A(A8 + E;; )) < 0 if 
where: 
P;; satisfies the following steady state Lyapunov equation: 
0 T 0 T (A .. ) P .. + P .. (A .. ) + 2Q .. = 0 
II U U II U 
a max denotes the maximum singular value 
Q;; is a positive definite matrix 
Proof. We choose a Lyapunov function for subsystem V; as: 
V.(x) = x! l':·X· I I II I 
The system is stable where V; > 0 and V; s 0 i.e.: 
(a) V;(x) = xf P;;x; is positive for all x ;ii! 0 since!';; is positive definite 
(b) Y·(x) ... :t! l':·X· + x! P:·i· s 0 I 1111 1111 
Substituting equation (C12) into (C16) we obtain the following: 
· (0 )T T 0 V·(x) = (A· +E .. U .. )x· l':·X· +x· !':·(A· +E .. U .. )x· I II 1111 I Ill 111 II 1111 I 
Y·(x) = x!(A~)T P:·x· + xT E .. u! P:·x· + x! P:·(A~)x· + x'! l':·E ··U··X· I I II Ill 1111111 111 II I 11111111 
Y·(x) = x!((A~)r !':· + P:·A~ \~. + x!(E .. u! p. + P:·E .. u .. )x· 









Substituting equation (C13) into equation (C19) gives the following: 
Vj(x) = xf (-2Q;;)X; + E;;Xf (Ul; P;; + P;;U;;)X; 
For stability we need V;(x) s 0 i.e.: 
x! £ .. (u! p. + P-U··)X· s x!(2Q··)X· Ill llll lllll l Ill 
Consider the following inequality: 






We wish to show that if the inequality in (C22) is satisfied, then the inequality in (C21) is 
satsified. 
From (C22), we know that: 
a max (2£ ii P;iUii) s a min (2Qii) (C23) 
Since we know that the singular values of a matrix and its transpose are equal we can 
rewrite equation (C23) as follows: 
a max (£ii P;iUii + £ii ( P;iUii) T) s a min (2Qii) 
From Rayleigh's principle, we know that: 
a min (2Qii )xf xi s xf (2Qii )xi 
Substituting equations (~5) and (C26) into equation (C24) gives the following: 
x!(£ .. p.u .. + £U! p!)x· s x!(2Q··)x· 
l llllll llll l I ll I 
Since P;i = P;f, we can rewrite (C27) as follows: 
x!£··(U!p. +P·U··)X· sx!(2Q··)x· Ill llll lllll I Ill 
which is the same as the inequality in (C21). 
Therefore the system described by (C12) is stable if the following condition holds: 
£ .. s a min(Q;) 






The matrix Qi can be selected to be any positive definite matrix. If we choose Qi = I, then 




11 a max(P;Uii) 
This means that the system described by equation (C12) is stable if the 
1 
£ .. :S =a·· 
II omaxCP;iUii) II 
(C30) 
(C31) 
The value a ii is a measure of the amount of perturbation Eii that the subsystem i can be 
subjected to without becoming unstable. A large a ii indicates that the subsystem has a 
large robust stability margin (it is difficult to destabilize the system), whereas a small a ii 
indicates that the system has a small robust stability margin (it is easy to destabilize the 
system). 
There are two problems associated with the use of a ii as a robust stability margin. 
Firstly, it can be seen from equation (Cl 1 ), that the robust stability margin a ii is dependent 
on the perturbation matrix of E ii of subsystem i. This means that we need to know E ii 
exactly in order to calculate a ii. For a different perturbation matrix E;i ¢ Eii, the robust 
stability margin a ~i will be different from a ii . Thus a ii, as defined in equation ( C11 ), is 
only a good measure of the robust stability margin for the specific perturbation E ii i.e. for 
highly structured perturbations. 
The second problem in using a ii is that the perturbation matrix applies only to a very 
narrow class of perturbations. In complex dynamical systems such as power systems, the 
exact values of the perturbation matrix is usually unknown. 
In the next section, develop a robust stability measure for a more general class of 
perturbations, namely weakly structured perturbations. 
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C2. Calculating the Robust Stability Margin for Weakly Structured Perturbations 
In order to develop a robust stability margin for a more general class of perturbations, we 
can modify the definition of matrix Uii in equation (Cll). Instead of making use of the 
actual values of Eii in calculating a i, we define the matrix W;i as follows: 
w~.1 = {o 
ll 1 
if U k,l } ii s eto/ 
U k,/ e ii > tol 
(C32) 
if 
where e101 is a tolerance value. 
Thus W;i is a boolean version of matrix Uii . Matrix W;i considers the family of 
perturbations which have a significant effect on the states which correspond to the ones in 
W;i • By using W;i instead of Uii , the robust stability margin for weakly structured 
perturbationsa ii becomes: 
1 
a~=-----
" a max(W;iP;i) 
(C33) 
The robust stability margin obtained when using W;i is more conservative than the robust 
stability margin obtained when using Uii i.e. a~ s a f; . However, a f represents the 
robust stability margin for a more general family of perturbations than a f .In order to 
calculate the robust stability margin for the most general class of perturbations, we let W;i 
equal a matrix of ones, i.e.: 
[
1 ... 1] 
W:. = : .. : II • • • 
1 ... 1 
(C34) 
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C3. Calculating the Robust Stability Margin for Unstructured Perturbations 
In this section we present a method of determining the robust stability margin for 
perturbation in which only an upper bound on the perturbation is known i.e. unstructured 
perturbations. 
We consider the system described by the following: 
v _ {vi}-{xi}-{<Ai~xi +Eii(x,t)} 
Y. - C·X + D·U· l l l l 
(C35) 
Note that the perturbation E ii ( t) can be a nonlinear time-varying function. 
Lemma C2: The system described by equation (C35) is stable if 
llEii(t)ll2 $CJ min(Qii) • aii 
CJ max(P;i) 
where: 
P;i satisfies the following steady state Lyapunov equation: 
CJ max denotes the maximum singular value 
Qii is a positive definite matrix 
We choose a Lyapunov ~nction for subsystem V; as: 
V.(x) - x! P:x· • l l l 
The system is stable where Vi > 0 and Vi $ 0 i.e.: 
(a) V;(x) - xl P;ixi is positive for all x ~ 0 sinceP is positive definite 
(b) V·(x) - x! P:·x· + x! P:·i· $ O I 1111 1111 
Substituting equation (C35) into (C37) we obtain the following: 
· (0 )T T 0 Vi(x) - (Aiixi + Eii(xi,t)) P;ixi +xi P;i(Aiix; + E;;(x;,t)) 






Substituting equation (C36) into equation (C39) gives the following: 
· T T T V·(x) - X· (-2Q·)X· + E .. (x· t)P·X· + X· p.£ .. (x· t) l l l l ll I' II I I II II I' 
For stability we need V(x) s 0 i.e.: 
E;f (xi,t)P;ixi +xf P;;E;;(x;,t) s x[ (2Qi)xi 
Consider the following inequality: 
l'
E .. (x. t)ll s a min (Q;;) 




We wish to show that if the inequality in (C42) is satisfied, then the inequality in (C41) is 
also satisfied. From (C42) we know that: 
2llE ii (Xi, t)jl2 a max ( P;i )x[ X; s o min (2Qii )xf Xi 
We know that: 
211Eii (xi, t)x;a max( P;; )II s jjE;; (x;, t)lp max (P;; )xf Xi 
Substituting (C44) into (C43) we obtain the following: 
2llE;i(X;,t)xio max(P;;)jl SO min(Q;; )xf Xi 
We also know that: 
E;f (x;,t)P;;x; +(ET (x;,t)P;;x;)7 s 2llE;;(x;,t)x;a max(.P;;)ll 
Substituting (C46) into (C45), we obtain the following: 
E;f (x; ,t)P;ixi +(ET (xi ,t)P;ixi )7 s 0 min (Q;; )xf X; 
From Rayleigh's principle, we know that: 
xf Q;;X; ~a min (Q;; )xf X; 
Substituting (C48) into (C47) we obtain the following: 
E;f (xi,t)(P;i)X; + xf (P;;)(E;;(X;,t)) s x 7 (2Qii )xi 







The matrix Q; can be selected to be any postive definite matrix. If we choose Q; - I, then 
o min (Q;) - 1. Therefore, the system given by (C35) is stable if the following condition is 
met: 




In the next section we present a procedure for calculating the perturbation matrix by using 
off-line Power System Application Software (PAS). 
C4. Obtaining the Perturbation Matrix 
In this section we present the procedure for determining the perturbation matrix E ii for 
structured perturbations. This procedure is illustrated in Figure C2: 




Using Off-line PAS 





Calculate P and a 
Figure C2: Procedure for Calculating the Robust Stability Margin for Perturbations in 
Power Systems. 
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First, the state coefficient matrix (A2) of the unperturbed and uncoupled subsystem is 
obtained Thereafter, the perturbation is simulated off-line using existing Power Application 
Software (PAS). This perturbation can be in the form of a loss of line, loss of generation, 
increase in load, etc.. From the (PAS) simulation, the state coefficient matrix of the 
perturbed plant (Al/) can be obtained The perturbation matrix E;; can then be calculated 
using E;; - A;f -A;?. Once matrix E;; has been calculated, the normalized matrix U;; can 
be constructed using equation (Cll). Thereafter, matrix P; and the robust stability index is 
calculated. 
Example Cl 
In this example, we apply the procedure for obtaining the perturbation matrix for a power 
system under perturbations of load changes. Figure C2 is a diagrammatic representation of 
a SMIB system. We make use of the Power System Simulator for Engineers (PSS/e) in 
order to obatin a state space model of the system in Figure C2 .. We model Generator 1 with 




Xe= 0.3 p.u. 
Infinite Bus 
ES - Excitation System 
Figure C3: Diagrammatic Representation of SMIB System 
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', 
The state coefficient matrix Ai for the system is given by the following: 
Ai= 
1.0e+003 * 
[-0.0036 0.0000 0.0031 -0.0001 0 0.0001 0 0.0002 
0.0002 -0.0013 -0.0007 0.0001 0 0.0000 0 0 
0.0199 0.0000 -0.0223 -0.0004 0 -0.0014 0 0 
-0.0004 0.0078 0.0014 -0.0149 0 0.0043 0 0 
0.0000 0.0000 -0.0002 0.0001 -0.0001 -0.0001 0 0 
0 0 0 0 0.3770 0 0 0 
0.0000 0.0000 -0.0001 0.0000 0 0.0000 -0.0001 0 
0.0509 0.0031 -0.1674 -0.0564 0 0.0161 2.0000 -0.0200) 
We perturb the system by increasing the load at generator 1 to 
P = 036 p.u., Q = 057 p.u. The state space model of the perturbed system is then 
obtained from PSS/E The state coefficient matrix of the perturbed system A 2 is given by: 
A2 = 
1.0e+003 * 
[-0.0036 0.0000 0.0031 -0.0001 0 0.0001 0 0.0002 
I 
0.0002 -0.0013 -0.0006 0.0001 0 0.0000 0 0 
0.0199 0.0000 -0.0224 -0.0004 0 -0.0014 0 0 
-0.0004 0.0078 0.0015 -0.0150 0 0.0044 0 0 
0.0000 0.0000 -0.0001 0.0001 -0.0001 -0.0001 0 0 
0 0 0 0 0.3770 0 0 0 
0.0000 0.0000 -0.0001 0.0000 0 0.0000 -0.0001 0 
0.0511 0.0029 0.1680 0.0530 0 0.0150 2.0000 -0.0200) 
The perturbation matrix E = Ai - A2 is given by the following; 
E= 
[-0.0081 0.0002 0.0269 -0.0036 0 0.0044 0 0 
0.0034 -0.0004 -0.0116 0.0061 0 0.0003 0 0 
-0.0140 -0.0021 0.0480 0.0192 0 -0.0754 0 0 
0.0232 -0.0097 -0.0770 0.1040 0 -0.0595 0 0 
0.0003 0.0001 -0.0010 -0.0008 0 0.0002 0 0 
0 0 0 0 0 0 0 0 
-0.0001 0.0001 0.0002 -0.0016 0 0.0005 0 0 
-0.1700 0.2354 0.5500 -3.4590 0 1.1040 0 OJ 
235 
The maximum -element in matrix IEI is 3.459. Thus, the normalized perturbation matrix 
U is given by: 
U= 
[ 0.0023 0.0001 0.0078 0.0010 0 0.0013 0 0 
0.0010 0.0001 0.0033 0.0017 0 0.0001 0 0 
0.0040 0.0006 0.0139 0.0055 0 0.0218 0 0 
0.0067 0.0028 0.0223 0.0301 0 0.0172 0 0 
0.0001 0.0000 0.0003 0.0002 0 0.0000 0 0 
0 0 0 0 0 0 0 0 
0.0000 0.0000 0.0001 0.0005 0 0.0001 0 0 
0.0491 0.0681 0.1590 1.0000 0 0.3192 0 0 ] 
If we choose a tolerance value of £ 101 = 0.005, we obtain a perturbation matrix for a more 










0 1 0 0 0 0 0 
0 1 1 0 0 0 0 
0 1 1 0 1 0 0 
1 1 1 0 1 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
1 1 1 0 1 0 0 
CS. Calculating the Structured Robust Stability Margin Including 
Interaction Perturbations 
In this section we obtain the robust stability margin for structured perturbator in a 
decentralized system. For calculating the robust stability margin for subsystem i, we require 
information about the uncoupled subsystems Ai~ and the perturbations E ii ( t) and E ij ( t) . 
By ignoring only the interactions (A~ = 0) in system S, we obtain system T which is 
defined as follows: 
T = {T;} ={xi}= {<AH+ Eii (t))xi(t)} 
Y . = C·x + D·u· I I . I I 
(C50) 
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System T describes a fictitious power system where the subsystems are disconnected from 
each other. The power system is subjected to time-varying perturbations (E;; ~ 0,Eii ~ 0) . 
System T can be rewritten as follows: 
r!{r}~{.t}= {A;; +E;; +Eij }x (C51) 
where: 
0 0 0 
' E;i 0 E;m· £ .. = I) 
0 0 0 nxn 
0 0 0 
' 0 £ .. 0 £ .. = ll ll 
0 0 0 nxn 
0 0 0 
. 
A .. = 0 0 0 A· II ll 
0 0 0 nxn 
x =[x; ... xm] 
Equation (C51) can be rewritten as follows: 
Ii Ii 






For determining the robust stability margin, we assume A;; to be stable. We further assume 
that the perturbation matrices E;; and Eij are bounded i.e: 
(C53) 
We define the following: 
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£. = maxlE~·1I 
I k [ I , 
(C54) 
The value of £; is the maximum element of the perturbation matrix E;. We us_e £; as a 
normalization constant to define matrix U;k,l as follows: 
IE~·/I u~.1 =-'-
' £· I 
where (k, I) are matrix indices 
We define system Tin terms of the normalized matrix U; as follows: 
T = {T;} = {x;} = {(A;? + £ ;U; )x; (t)} 
Y; = C;x + D;u; 
We can state the following lemma: 
(C55) 
(C56) 
Lemma C3: The system described by equation (C56) is stable i.e. Re(A.(A;; + E; )) < 0 if 
where 
P,·,· satisfies the steady state Lyapunov equation (A. )T P.. + P.. (A. / + 2Q .. = 0 
11 U U11 ll 
a max denotes the maximum singular value 
Q;; is a positive definite matrix 
Proof. 
Since A;i is asymptotically stable, it satisfies the following steady state Lyapunov equation: 
(A~)P· + p. (A~)T = -2Q·· II II II II II (C57) 
The solution to equation (C57), P;;, is a symmetric, positive semi-definite matrix i.e. 




Matrix P; is symmetric, positive semi-definite and satisfies the following Lyapunov 
equation: 
A! P: +PA· = -2Q· lll lll l (C60) 
Matrix Q; is a positive semi-definite matrix 
We choose a Lyapunov function for subsystem V; as: 
v. (x) = x! P:x· I l l l (C61) 
The system is stable where V; > 0 and V; s 0 i.e.: 
(a) V;(x) = xr P;x; is positive for all x ¢ 0 since!'; is positive semi-definite (C62) 
(b) V· (x) = x! P:x· + x! P:i· s 0 (C63) I I I I I I I 
Substituting equation (C56) into (C63) we obtain the following: 
· ( 0 )T T 0 V·(x) = (A· + e ·U·)X· P:x· + X· P:(A· + e ·U·)X· l II Ill II 1111 lll (C64) 
V·(x) = x!(A~)T P:x· + xT e .u! P:x· + x! P:(A~)x· + x! P:e ·U·X· 
l I II II 1111 II Ill lllll (C65) 
V· (x) = x!((A~)T P: + P:A~ L. + x!(e .u! P: + P:e .u. \~. 
I I ll I I II r1 I I l I I I I r1 
(C66) 
Substituting equation (C60) into equation (C66) gives the following: 
· T T T V·(x) = X· (-2Q·)X· + e ·X· (U· P: + P:U·)X· I l 11 ll ll Ill (C67) 
For stability we need V;(x) s 0 i.e.: 
x! £ ·(U! P: + P:U·)X· s x!(2Q·)X· ll 11 Ill Ill (C68) 
23.9 
Consider the following inequality: · 
E . :S a min (Q;;) 
' a max (P;; )a max (U;) 
(C69) 
We wish to show that if the inequality in (C69) is satisfied, then the inequality in (C68) is 
satsified. 
From (C69), we know that: 
a max (2E i P;; )o max (U i) :S a min (2Q;;) 
From the definition of P; and Q; in (C58), we know that: 
a max(2E;P;;) =a max(2E;P;) 
Furthermore we know that: 
a max(2e;P;)a max(U;) <!:a max(2E;P;U;) 
Substituting (C71) and (C72) into (C70) we get the following: 






Since we know that the singular values of a matrix and its transpose are equal we can 
rewrite equation (C73) as follows: 
a max(E ;P;U; + E ;(P;U; l) :Sa min (2Q;) 
From Rayleigh's principle, we know that: 
a min (2Q; )xf X; s xf (2Q; )x; 
Substituting equations (C75) and (C76) into equation (C74) gives the following: 
x!(e .pu. + eu! PT)x· s x!(2Q·)x· 
I Ill II I I II 
Since P; = P;T, we can rewrite (C77) as follows: 
x! E ·(U! P + PU·)X· s x!(2Q·)X· 1111 Ill I II 
which is the same as the inequality in (C68). 
Therefore the system described by (C56) is stable if the following condition holds: 
E . s . a min (Q;;) = a i 
1 








The matrix Q;; can be selected to be any positive definite matrix. If we choose Q;; ... I , 
then a min (Q;;) = 1. Therefore, (C79) becomes: 
1 
E. :S -------









Global Stability of the Interconnected System U nd_~r the 
Influence of Structured Perturbations 
In this section, we present a method to guarantee global stability of the interconnected 
system. The global stability is guaranteed for a family of perturbations. The results of this 
section are used in Section 3.4.3 in developing a hierarchical control strategy. 
When we investigate the global stability of the interconnected system, we consider 
information about the uncoupled subsystems AH , the interactions between subsystem A;7, 
as well as the perturbations Ej; (t) and E;j(t). Thus we consider system S which is 
expressed as follows: 
{ 
O m o } 
{ } {
.} (Au +E;;(t))x;(t)+ ~ (Aij +Eij(t))xj 
s = S· = X· = j•l I I • • . 
]"41 




xi ER 1 and u; ER are the state and input vectors respectively corresponding to 
subsystem Si 
x = [ x1 • , • xm] is the state vector of S 
A;? ERn;xn; is the square diagonal block i of the nominal plant A matrix relating :i; to 
x. 
I 
0 Rnjxnj . ff. ' .. Aij E 1s the o -diagonal interaction block (i,j) of the nominal plant A matrix 
relating :ii to x . 
J 
E;;(t) ERn;xn; is the linear time-varying perturbation matrix function relating ii to Xi 
El.IJ.(t) ERnjXnj . h l' . · • · b · · ' 1s t e mear ttme-varymg mteract1on pertur at10n matnx funct10n 
relating i; to xi 
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B; ERn;xl is the constant input coefficient vector relating X; to u; 
C; ERp;xn; is the constant vector relating the output Y; to the state vector x 
D; ER is the direct feedthrough term relating the .output Yi to the input u; 
m 
n. is the number of states in vector Xi and :L n; = n 
I i•l 
System S can be rewritten as follows: 
s~{s}~{x}= {A·+£:.+£:. +A·}x II II I) I) 
where: 
0 0 0 
A··= II 0 A· II 0 
0 0 0 
0 0 












We define matrix Aff, which constains the interaction and perturbation terms for 
subsystem i, as follows: 
0 0 0 
£ .. 0 
II A;m +E;m (03) . . . 
0 0 0 
243 
Equation (D2) can be rewritten as follows: 
s !{s }!{x }- {A;; + Af }x 
We consider the related system which has the following state space description_; ___ _ 
s !{s }!{x }- {A;; + Af }x 
0 
u 0 . 0 
Aij - Aij + e iju ij + e ;;U;; - Ail + ~ ;1U;1 . 
0 
where: 
e ·· -= maxlE~·'j 
II k/ II 
' 
e ·· = maxi£ ~,11 
'J k I 'l 
' 
k,I are matrix indices. 
0 
E··U·· II, II . . 
0 
0 





Assume that the uncoupled and unperturbed subsystems are asymptotically stable i.e. 
Re(A.k (A;?))< 0, k • l, ... ,n for all k. If Re(A.k (A;?))~ 0 for any k, then we apply 
feedback control in order to stabilize A;?. 
We can now state the following Lemma: 
Lemma DJ: The interconnected system described by equation (DJ) is globally stabilizab/e 
by completely decentralized feedback if the following condition is met: 




P:· is the solution to the Lvanunov equation (A!!)P:· + p .. (A!!)T • -2Q .. 11 ~ r · II II ti II: II 
Q;; is a positive semi-definite matrix 
a max denotes the maximum singular value 
Proof: Since A;i is asymptotically stable, it satisfies the following steady state Lyapunov 
equation: 
·(A!!)P:· + P:·(A!!)T • -2Q .. II II II II II (07) 
The solution to equation (D7), P;; , is a symmetric, positive semi-definite matrix i.e. 
P;f ... P;; and xf P;;x; :!!: 0. Matrix Q;; is positive definite i.e. xf Q;;X > 0. 
We construct two matrices P; and Q; as follows: 
0 0 
P: -l [P;;] 
0 0 nxn 
0 0 
I 
Q; - ! 
~ 
[Q;;] . . 
0 0 nxn 




A~ P: + P:A .. • -2Q· Ill Ill l (010) 
We can choose a Lyapunov function for subsystem i as: 
Y;(x) - xT P;x (011) 
The system is stable where (a) V; (x) is positive semi-definite and {b) V $ 0. 
(a) V;(x) - xT P;x is positive semi-definite for all xsinceP; is positive semi-definite 
Thus, to obtain the stability region we need to determine the region where: 
(012) 
Substituting equation (05) into (012) we obtain the following: 
· ( U)T T U V·(x) = (A·+ A· )x Px + x P(A· +A· )x l II 1.) I Ill I) (D13) 
· T )T T( U) T ) T U V·(x) = x (A· Px+x A .. Px+x P(A .. x+x PA· x l II l I) I l II llj (D14) 
V·(x) = xT((A·)T P +PA .. \~+ xT((AlJ)T P + PA1J\~ 
l II I 111r I) I lljr 
(D15) 
Substituting equation (DlO) into equation (015) gives the following: 
· ( ) T( zQ·) T(( U)TP nAU) V; x =X - i x+x Aij ;+.r; ij x (D16) 
For stability, we need V(x) :s 0 i.e.: 
T ( U T U) T( x ( Aij ) P; + P;A;; x :s x 2Q;)x (D17) 
Since ((A;f l P; )T = P;A;f we can rewrite equation (017) as follows: 
(D18) 
Consider the following inequality: 
(A o) (U ). (U ) cr max(Q;;) a max ij + E ija max ij + E ;;CJ max ii :S 
cr max (P;;) 
(D19) 
We need to show that if the inequality in (019) is satisfied, then the inequality in (D18) is 
satisfied. 
From (D19), we know that 
0 2cr max (P;; )(cr max (A;j) + E ;;cr max (U;j) + E ucr max(U;; )) :S cr max(2Q;;) 
2cr max (P;; (A3 + E ijU ij + E ;;U;;)) :s cr max(2Q;;) 
From the definition of Alf in equation (06), we can rewrite (D21) as follows: 
2cr max ( P;; Alf ) :S CJ max (2Q;;) 
Therefore: 







From Rayleigh's Principle we know that: 
U) T T(· U) CJ max(P;A;j x x <!:: x P;A;j x 
and 
CJ min (2Q; )xT x :S xT (2Q; )x 
Substituting (D25) and 0(26) into (D24) gives the following: 
xT( P;A;f + (P;Aff t)x :S XT (2Q;)x 
which is the inequality in (018) 
If we choose Q;; = I then condition for stability becomes: 
0 1 . 
CJ max (A;j) + £ ijCJ max(U;j) +£;;CJ max (U;;) :S ----






Equation (D28) gives us the condition which guarantees global stability with the 
contribution of the interaction terms AS, the interaction perturbation terms U ij and the 
diagonal perturbation terms U;; . 
If the values of CJ max ( A8) and the perturbations E ii and E ij are known, we can obtain 
decentralized controllers which, in addition to ensuring global stability, also ensure a robust 
stability margin of the closed loop. This is achieved by selecting controllers such that the 
state coefficient matrix of the closed loop At/ satisfies the Lyapunov equation: 
A~1p. +P·A~ +2Q· =0 
1111 1111 I (029) 
and P;; satisfies the inequality: 
0 1 
CJ max (A;j) + £ ijCJ max(U ij) +£;;CJ max (U;;) :S for i = 1, .. . ,m 




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Model Reduction Using Balanced Truncation 
In this section, we present the results of the model reduction procedure using the method of 
balanced truncation described in section 4.3.3. The reduced order models given in this 
appendix were used in Chapter 4 to design low order H~ ~based controllers. 
The model of the nine-bus system that we wish to reduce is given in Appendix E. The original 
system has 24 states. The system consists of three generator subsystems. Each generator 
subsystem has eight states. We apply the method of balanced truncation to each subsystem in 
order to obtain reduced models for the three subsystems. We demonstrate this procedure for 
each subsystem in the the next sections. 
Generator Subsystem 1 
The full-order model of subsystem 1 has eight states with the following state space description: 
A= 
1.0e+003 * 
[-0.0037 0.0000 0.0034 -0.0001 0 0.0001 0 0.0002 
0.0001 -0.0013 -0.0005 0.0004 0 0.0000 0 0 
0.0198 0.0000 -0.0219 -0.0005 0 -0.0012 0 0 
-0.0006 0.0078 0.0021 -0.0139 0 0.0046 0 0 
0.0000 0.0000 -0.0001 0.0001 0.0000 -0.0001 0 0 
0 0 0 0 0.3142 0 0 0 
0.0000 .0.0000 -0.0001 0.0000 0 0.0000 -0.0001 0 
0.0542 0.0036 -0.1783 -0.0650 0 0.0043 2.0000 -0.0200] 
269 








c = [ -0.2712 -0.01810.89130.3252 0 -0.0215 0 0 ] 
D= [ 0) 
The eigenvalues and damping of subsystem 1 are given in Table Fl. 
' 
Eigenvalue [ Damping 
-3. 7711e-001 + 4.8454e+OOOi J 7.7595e-002 
-3. 7711e-001- 4.8454e+OOOi 7.7595e-002 
' 
-6.4220e-001 + 5.8664e-001i ! 7.3832e-001 
-6.4220e-001- 5.8664e-001i I 7.3832e-001 
I 
-1.1117 e+OOO 1.0000e+OOO 
-1.3254e+001 ! 1.0000e+OOO 
' 
-1.6554e+001 , 1.0000e+OOO 
I 
-2.7941e+001 ! 1.0000e+OOO 
Table Fl: Eigenvalues and Damping of Subsystem 1 
From Table Fl, we note that there is a weakly damped mode /.. =l-3.7711e - 01 ± 4.8454 with 
a damping of7.7595e-002. This corresponds to the electromecha~ical mode of subsystem 1. 
270 
' } 




-0.4060 + 4.6718i 
-0.4060 - 4.6718i 
-0.8515 
-1.0000 
Table F2: Zeros of Subsystem 1 
Table F2 illustrates that subsystem 1 has a non-minimum-phase zero z = 43.1436. This zero in 
fact corresponds to a zero approaching infinity. The value of z = 43.1436 is obtained due to 
limitations in the algorithm used in calculating the zeros [1,2]. 
The transformation for balanced realization T is given by the following: 
T= 
1.8567 1.1113 -0.3566 -0.0612 0.4279 -1.0284 0.2930 0.2783 
-0.2978 -1.1280 -0.3635 -0.0072 0.3014 -0.1461 -0.7078 0.1472 
1.7351 1.4742 -0.5764 -0.6436 0.8494 0.1800 0.1735 0.7785 
-0.6166 -1.4400 -0.9433 2.0594 -0.7467 0.2693 -0.3988 -1.9629 
-0.0059' 0.0196 0.0785 0.0136 0.0848 -0.0020 0.0047 0.0129 
-2.0477 -2.6341 -0.5656 7.7999 -1.5906 0.6256 -0.4897 -0.1678 
0.0782 -0.0538 -0.0088 0.0020 0.0142 -0.0018 -0.0037 0.0002 
13.6893 -49.7137 88.4185 15.4943 -86.6276 114.0217 -14.9717 -45.7957 
271 
I 











Table F3: Hankel Singular Values fof Subsystem 1 
Removing three states from the system, we obtain the reducedj model of subsystem 1. The 

















Cr = [ 0.3396 -0.2509 -0.3721 -0.1552 -0.0183 ] 
272 






-8.7427 ! -6.5625] 
! 
Dr= [ 0] 
The £ 00 error in the reduced order model is equal to0.0083 
The poles of the reduced order model of subsystem 1 are: 
Eigenvalue Damping, 
-0.5606 + 4.8429i 0.1150 
-0.5606 - 4.8429i 0.1150 
-0.6485 + 0.4935i 0.7958 
-0.6485 - 0.4935i ·o.7958 
-7.8110 1.0000 
Table F4: Eigenvalues and Damping of Reduced Model for Subsystem 1 
The zeros of the reduced model are: 
Zeros 
33.6065 
-0.5693 + 4.5637i 
-0.5693 - 4.5637i 
-0.6149 
Table F5: Zeros of Reduced Model for Subsystem 1 
Table F4 illustrates that the stability of the system is retained by the method of balanced 
truncation. However, the eigenvalues of the reduced system is different from the full . order 
model. The damping of the electromechanical mode has been significantly increased in the 
reduced model; from 7.7595e-002 to 0.1150. Therefore, the reduced model would provide 
273 
results which are optimistic as compared to the full order model for the electromechanical 
mode damping. 
Table FS illustrates that the zeros of the reduced model is different from the zeros of the full 
model. However, the right-half-plane zero of the full model of subsystem 1 has been retained. 
Figure Fl illustrates that the singular value plots of the full model and the reduced model 
match closely over the fequency range 0.01 to 100 radians per second. The accuracy of the 














-40 ..__ __ .......................... .._.____..__._ ....................... ..___.__...__ ............... ......_____,___._----.,.........., 
10·a 10·1 100 101 10a 
F reciuencv in rad/sec 



















2 4 6 8 10 
Time in Seconds 
Figure F2: Step Response of Terminal Voltage After a Step in V,e1of Generator 1 
.. 
275 
Generator Subsystem 2 




























0.0007 -0.0001 0 
-0.0006 0.0044 0 
-0.0332 -0.0009 0 
0.0005 -0.0170 0 
-0.0001 0.0000 -0.0001 
0 0 0.3142 
0.0000 0:0000 0 
-0.0510 -0.0751 0 
C=[ 0.28870.12390.25520.3756 o -0.0512 o o) 
D= [O] 
The eigenvalues of the subsystem 2 are: 
Eigenvalue 
-0.4419 + 8.0545i 
-0.4419 - 8.0545i 
-0.4754 + 0.6215i 








o. 0029: 0 
-0.0002 0 
























From Table F6, we note that there is a weakly damped mode /... = -0.4419 ± 8.0545i with a 
damping of 0.0548. This corresponds to the electromechanical mode of subsystem 2. 




-0.7813 + 8.4365i 
-0.7813 - 8.4365i 
-2.8003 
-1.0000 
Table F7: Zeros of Subsystem 2 
Table F7 illustrates that subsystem 1 has a non-minimum-phase zero z = 57.0873. As in the 
case of subsystem 1, this zero corresponds to a zero approaching infinity. 
The transformation for balanced realization T is given by the following: 
T= 
2.1374 1.3102 -0.3175. -0.5067 1.7273 -0.9569 -1.0551 -0.7294 
-0.8123 -1.0547 -0.0839 1.0903 -0.6569 1.3944 0.1152 -0.9575 
2.1472 1.5572 -0.9749 -1.4057 1.7463 -1.3047 1.2557 -2.3218 
-0.8379 -1.0644 0.2057 1.5611 -0.4145 1.0719 0.3861 2.4831 
-0.0074 0.0157 0.0853 -0.1203 0.0483 0.0201 -0.0088 -0.0204 
-2.7368 -2.0270 4.6644 4.6088 0.8944. -0.1111 0.1013 0.3007 
0.0765 . -0.0649 -0.0005 0.0045 0.0004 0.0085 0.0006 0.0000 
12.8774 -28.1644 57.5111 20.6174 -200.8426 88.7029 115.9683 90.8592 
277 
I 






0.0586 ' I 
I 
0.0131 








Removing three states from the system, we obtain the reduced· model of subsystem 2. The 
reduced model of subsystem 2 is given by the following: 
Ar= 
[5.5580e+001 -9.7562e+OOO -1.1174e+002 6.9574e+OOO 7.5810e+OOO 
4.6639e+001 :.8.3517e+OOO -9.0230e+001 7.5830d+ooo 2.8435e+OOO 
I 
2.2804e+001 -3.8678e+OOO -4.5275e+001 3.2839e+OOO 2. 9789e+OOO 
2.6383e+OOO 9.1850e-001 -1.3436e+001 -4. 7713e+OOO 2.8294e+OOO 










Cr = [ 0.3508 -0.3933 0.0841 0.0165 -0.0060] 
The L 00 error in the reduced order model is equal to 0.0227 The poles of the reduced order 
model of subsystem 2 are given in Table FlO. 
Eigenvalue Damping 
-4.7311e-001+ 5.1281e-001i 6. 7808e-001 
-4.7311e-001- 5.1281e-001i 6. 7808e-001 
-5.1433e-001+ 7.7966e+OOOi 6.5825e-002 
-5.1433e-001- 7.7966e+OOOi 6.5825e-002 
-1.7976e+001 1.0000e+OOO 
Table F9: Eigenvalues and Damping of Reduced Model for Subsystem 2 
279 




-1.1858e+OOO+ 7.9644e+OOOi ! 
-1.1858e+OOO- 7. 9644e+OOOi 
-5.9327e-001 




Table F9 illustrates that the stability of the subsystem 2 is retaine~ by the method of balanced 
truncation. However, the eigenvalues of the reduced system is different from the full order 
model. The damping of the electromechanical mode has been increased only slightly in the 
reduced model; from 0.0548 to 0.0793. 
I 
Table FlO illustrates that the zeros of the reduced model is differ~nt from the zeros of the full 
model. However, the right-half-plane zero of the full model of sub~ystem 1 has been retained in 
the reduced model. l 
Figure F3 illustrates that the singular value plots of the full model and the reduced model 
match closely over the fequency range 0.01 to 100 radians per second. The accuracy of the 
















-40.___.__. __ ................. ~-------.................. ~----....-. .................. ~----.................... ~ 
10·2 10·1 10° 10' 102 
Freauencv in rad/sec 
Figure F3: Singular Value Plots for Subsystem 2 
'Q) 1 
$ 















2 4 6 8 
Time in Seconds 
Figure F4: Step Response of Terminal Voltage After a Step in V,e1of Generator 2 
281 
10 
Generator Subsystem 3 
The model reduction of subsystem 3 follows that of subsystems 1 and 2. We therefore present 
the results without comments. 
The full-order model of subsystem 3 has eight states with the following state space description: 
A= [ 
1.0e+003 * 
-0.0013 -0.0001 0.0006 -0.0001 0 -0.0002 0 0.0002 
-0.0007 -0.0090 -0.0005 0.0044 0 0.0011 0 0.0000 
0.0248 -0.0004 -0.0331 -0.0008 0 -0.0063 0 0.0000 
0.0005 0.0105 0.0004 -0.0164 0 0.0041 0 0.0000 
-0.0002 0.0001 -0.0002 0.0001 -0.0001 . -0.0005 0 0.0000 
0.0000 0.000 0.0000 0.0000 0.3142 0.0000 0 0.0000 
0.0000 0.0000 0.0000 0.0000 0 0.0000 -0.0001 0.0000 
.,;Q.0553 -0.0280 -0.0443 -0.0548 0 0.0035 2.0000 -0.0200] 









[ 0.2763 0.1398 0.2217 0.2742 0 -0.0177 0 OJ 
D = [ o] 
282 
The eigenvalues of the subsystem 3 are: 
Eigenvalue Damping -
-3.8925e-001+ 4.9850e-001i 6.1544e-001 
-3.8925e-001- 4.9850e-001i 6.1544e-001 
-9.0632e-001+ 1.1260e+OOli 8.0228e-002 
-9.0632e-001- 1.1260e+001i 8.0228e-002 




Table Fll: Eigenvalues and Damping for Subsystem 3 
From Table Fl l, we note that there is a pair of weakly damped eigenvalues at 
/.. = -9.0632e - 001 ± l1260e + OOli with a damping of 8.0228e-002. This corresponds to the 
electromechanical mode of subsystem 3. 








Table F12: Zeros of Subsystem 3 




2.6728 1.8443 -1.1067 -0.9559 0.7154 1.6991 1.0643 -0.9827 
-1.3828 -1.7809 2.0269 -0.0977 -1.0577 -1.0207 -0.1239 -1.7642 
2.6279 2.1165 -2.2846 -1.3134 0.2571 1.6895 -1.4280 -2.6433 
-1.4978 -1.8887 2.4785 -0.0196 -0.5331 -1.0148 -0.4075 4.0649 
-0.0064 0.0167 -0.0940 0.1089 -0.0569 0.1339 0.0182 -0.0443 
-3.2551 -2.8013 4.8336 3.0086 2.7126 0.5645 -0.4029 0.6847 
0.0896 -0.0700 0.0096 0.0007 -0.0066 -0.0013 -0.0005 0.0000 
14.2400 -26.139 78.616 125.578 -59.9114 -184.946 i -115.958 120.237 


















The reduced model of subsystem3 is given by the following: ! 
Ar= [ 
59.8871 22.0121 9.1893 19.0443 -119.7753 -9.1076 
-19.3132 -15.5290 2.3111 -15.8784 35.4588 2.0066 
-70.5357 -20.2531 -15.3047 -23.1445 140.8629 9.7505 
' 
. -19.1411 -9.7454 -3.0185 -14.6763 36.1104 3.1041 
21.3540 17.4347 -2.5638 19.1510 -39.1717 -3.1070 









[ 0.1124 0.3513 
Dr= [ 0] 
0.0494 -0.2655 
The L 00 error in the reduced order model is equal to 0.0005 
0.0344 
The poles of the reduced order model of subsystem 3 are given in Table F14. 
Eigenvalue Damping 
-0.3894 + 0.4956i 0.6179 
-0.3894 - 0.4956i 0.6179 
-0.8906 +11.1938i 0.0793 
-0.8906 -11.1938i 0.0793 
-5.6429 1.0000 
-12.8139 1.0000 
Table F14: Eigenvalues and Damping of Subsystem 3 
285 
0.0047] 
The zeros of the r educed model are given in Table F15. 
Zeros (xl.Oe+002) 
559.11 
-1.44 + 11.39i 
-1.44 - 11.39i 
I 
-2.32 I i 
-0.96 




















-40 ________ _._..._.. ______ ........... _____ .........____... _____ -...,.. ............... 
10·2 10·1 10° 101 
Frequency in rad/sec 




















2 4 6 
Time in Seconds 
; 











[1] Dongarra J. J., Moler C. B., Bunch J. R., Linpack User's Gui~, SIAM Philadelphia. 
I 
[2] Davidson E., "A Computational Method for Finding the z¢ros of a Multivariable LTI 











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Hoo Controllers for the Nine-Bus System 
In this section, we present the results of the H00 synthesis method applied in Chapter 4. 
Firstly, we give the frequency-dependent weighting functions that were selected for the 
generator subsystems. Thereafter, we present the controllers which are obtained froni the 
optimal H 00 and suboptimal H 00 synthesis methods. 
H.1 Optimal H 00 Controller Design 
For the optimal H 00 controller design, we used the· same weighting functions for all 
subsystems. 
Figure Hl illustrates the weighting functions (Wl, W3) that were selected for all three 













10·3 10·3 10·1 10° 101 103 103 
Frequency - Rad/Sec 
Figure Hl: Magnitude Plot for Sensitivity Specification (1/Wl) and Robustness 
Specification (1/W3). 
302 




W3 = (Ss+l) 
1000 
H.1.1 Subsystem 1 
The state space description of the open loop augmented plant can be expressed as follows: 
i = A0 z + B1u1 + B2Ui 
y 1 = C1z + D11u1 + D12u2 
Y2 = C2z + D21U2 + D22U2 
where the matrices A
0
, B 1, B 2 , C1, C2 , D 11, D12 , D 21 and D 22 are as follows: 
Aa=C 9.4836e-001 -1. 7417e+OOO -3.7456e+001 -2.0937e+OOO B.5774e+OOO 
8,9470e-001 -3.8829e+OOO -7.0649e+001 -1.2834e+001 1.2137e+001 
-6.7024e-001 1.0358e+OOO -2.7938e+OOO -1.2784e+OOO -l.528Se+OOO 
1.6710e-001 -4.1513e-002 1.3724e+001 2.0618e+OOO -1.lBSOe+OOO 
-3.1563e+OOO 2.5347e+OOO -1. 6313e+001 -8.7427e+OOO -6.562Se+OOO 
-3.3962e-001 2.S09le-001 3.7215e-001 1. 5524e-OO 1 l.833Se-002 













[ -3.3962e-03 2.509le-03 3. 7215e-03 l.5524e-03 l.8335e-04 










C2 = [ -3.3962e-01 2.5091e-Ol 3.7215e-01 1.5524e-01 1~8335e-02 O] 
Du = [ 1. OOOOe-002 
0 
D21 = [_ 1 1 
D22 = [ o 1 
0 
2.7820e-001 
The eigenvalues of the augmented system are: 
-1.0000e-002 
-7 .81 lOe+OOO 
-S.6057e-001 + 4.8429e+OOOi 
-S.6057e-001- 4.8429e+OOOi 
-6.4850e-001+ 4.9346e-001i 
-6.4850e-001- 4. 9346e-001 i 
The transmission zeros of the augmented system are: 
3.3606e+001 




Optimal H 00 Controller for Subsystem 1 
The state space description of the controller for subsystem 1 is given by the following: 




Columns 1 through 6 
-1.9368e+OOO -2.7822e-001 4.4078e-001 4.6304e+OOO -1.5524e+001 6.2697e+004 
1.6752e+OOO -1.9709e+OOO 2.3248e+OOO -2.8948e+OOO -1.1486e+001 -2.9039e+004 





7.2238e-001 -6.8303e-001 -1.6794e+OOO -S.~425e-001 -5.5281e+004 
8.7001e-001 6.3818e-001 S.7043e-001 -9.4390e-001 4.0738e+003 
3.5810e+003 -6.1761e+003 2.4737e+003 -2.1326e+003 -9.9714e+007 
Columns 7 through 9 
8.1588e-001 9.2608e-004 -4.8855e-004 
-1.3599e+001 -1.SOSOe-002 3.9982e-003 
-9.7831e+OOO -4.8820e-003 1.4341e-003 
3.4968e+OOO 2.8123e-003 -3.6729e-004 
-7.6302e+OOO -6.1372e-003 1.6362e-003 
1.3870e+OOO 3.5321e-003 -9.3285e-004 
-6.3255e-001 -3.5648e-004 9.9996e-OOS 
-3.5405e+001 -3.4596e-002 1.1853e-002 









Columns 1 through 6 





















The closed loop for subsystem 1 with the optimal H 00 controller has the following state 
space description: 
xc1 = Ac1xc1 + Bc1uc1 
Yc1 = Cc1xc1 + Dc1uc1 
where the matrices Ac1,Bc1,Ccl andDc1 are given by the following: 
Matrix Ac1 
Columns 1 through 6 
9.4836e-001 -1.7417e+OOO -3.7456e+001 -2.0937e+OOO 8,5774e+OOO 
8.9470e-001 -3.8829e+OOO -7.0649e+001 -1.2834e+001 1.2137e+001 
-6.7024e-001 1.0358e+OOO -2.7938e+OOO -l.2784e+OOO -l.528Se+OOO 
1.6710e-001 -4.1513e-002 1.3724e+001 2.0618e+OOO -1.1850e+OOO 






-3.3962e-001 2.S091e-001 3.7215e-001 1. 5524e-OO 1 l.833Se-002 -1.0000e-002 
1.8703e-003 -1.3817e-003 -2.0494e-003 -8.5492e-004 -l.0097e-004 0 
-1.0S46e-002 7.791Se-003 1.1556e-002 4.8208e-003 S.6937e-004 0 
3.4422e-002 -2.5431e-002 -3.7719e-002 -1.5735e-002 -l.8584e-003 0 
1.0562e-001 -7.8030e-002 -1.1573e-001 -4.8279e-002 -5.7021e-003 0 
-7. 5871e-002 S.6052e-002 8.3137e-002 3.4681e-002 4.096le-003 0 
-1.2742e+004 9.4136e+003 1.3962e+004 S.8245e+003 6.8791e+002 0 
Columns 7 through 12 
6.0451e-001 -5.0442e-001 -7.9634e-002 3.0208e-001 -l.2237e+OOO 1.3532e+004 
1.0075e-001 -8.4065e-002 -1.3271e-002 S.0343e-002 -2.0393e-001 2.2551e+003 

































Matrix Cc1 Columns 1through6 
-3.7974e-00l 1. 5383e+OOO -1. 70lle+004 
I 
1. 9214e+OOO -7.7834e+OOO 
I 
8.6069e+004 
0 ! 0 0 
4.6304e+OOO -i.ss24e+oo1 6.2697e+004 -
-2.8948e+OOO -l.1486e+001 -2.9039e+004 
8.3034e-001 -S.7800e+OOO -2.6024e+004 
-l.6794e+OOO -S.7425e-001 -5.528le+004 
S.7043e-001 -9.4390e-001 4.0738e+003 
2.4737e+003 -2. lJ26e+003 -9.9714e+007 
-l.1344e-002 8.3804e-003 l.2430e-002 S.1852e-003 6.~24le-004 3.3397e+OOO 
-l.OSlle-001 l.4010e-001 l.352le-001 -1.290le-001 -2.9058e-001 
Columns 7 through 12 
0 0 0 

















H.1.2 Subsystem 2 
The state space description of the open loop augmented plant can be expressed as follows: 
Aa = 
(S.5580e+001 -9.7562e+OOO -1.1174e+002 6.9574e+OOO 7.5810e+OOO 0 
4.6639e+001 -8.3517e+OOO -9.0230e+001 7.5830e+OOO 2.8435e+OOO 0 
2.2804e+001 -3.8678e+OOO -4.5275e+001 3.2839e+OOO 2.9789e+OOO 0 
2.6383e+OOO 9.lSSOe-001 -1.3436e+001 -4.7713e+OOO 2.8294e+OOO 0 
-2.4276e+001 -2.S646e+OOO 6.3504e+001 4.8262e+OOO -1. 7133e+001 0 
















[-3.SOSle-003 3.9332e-003 -8.4105e-004 -1. 64 79e-004 6.0284e-OOS 9.9990e-001 
-1. 7729e+OOO -5.7604e-002 4.1844e+OOO 9.3539e-002 -8.5613e-001 O] 
Cz = 








D21 = c 1 J 
D22 = c o J 













Optimal H 00 Controller for Subsystem 2 
Matrix Ac Columns 1 through 7 
-2.0497e+OOO 3.4200e+OOO 4.0398e+OOO 
-1.0403e-001 -3.3011e+OOO 4.7343e+OOO 
-1.4229e+OOO -1.4755e+OOO -1.1572e+OOO 
4.3553e-001 -1. SOlle+OOO 1.3510e-001 
-4.3729e-001 -7.8845e-001 -1.5606e+OOO 
-S.8632e+003 9.8739e+003 -3.0210e+003 


















-1. 6;184e+OOO -7.5652e+003 
1. 2:368e+004 -2.9420e+008 
[-1.5126e-001 1.8130e+OO -2.7049e-001 7,3851e-001 2.17~4e+OO -1.6350e+004 J 
Matrix Dc=C O ] 
309 
The eigenvalues of the controller for subsystem 2 are: 












The closed loop state space description for subsystem 2 with the Hoo 
follows: 
Matrix Ac1 
Columns 1 through 6 
s.ssaoe+oo1 -9.7562e+OOO -1.1174e+002 6.9574e+OOO 7.5810e+OOO 
4.6639e+001 -8.3517e+OOO -9.0230e+001 7.5830e+OOO 2.8435e+OOO 
2.2804e+001 -3.8678e+OOO -4.5275e+001 3.2839e+OOO 2.9789e+OOO 
2.6383e+OOO 9.lSSOe-001 -1.3436e+001 -4.7713e+OOO 2.8294e+OOO 
-2.4276e+001 -2.5646e+OOO 6.3504e+001 4.8262e+OOO -1. 7133e+001 
-3.SOSle-001 3.9332e-001 -8.4105e-002 -1.6479e-002 6.0284e-003 
-4.9622e-003 S.5634e-003 -1.1897e-003 -2.3309e-004 8. 5271e-005 
S.264le-003 -5.9019e-003 1.2620e-003 2.4727e-004 -9.0460e-005 
-4.4213e-003 4.9570e-003 -1.0600e-003 -2.0768e-004 7. 5977e-OOS 
7.0067e-002 -7.8556e-002 1.6798e-002 3.2912e-003 -1.204le-003 
-4.0727e-001 4.5662e-001 -9.7641e-002 -1.9131e-002 6.9987e-003 
1.8563e+004 -2.0812e+004 4.4504e+003 8.7196e+002 -3.1899e+002 
Columns 7 through 12 
-1.5591e-002 1.8688e-001 -2.7881e-002 7.6123e-002 2.2444e-001 
4.4059e-003 -5.2810e-002 7.8791e-003 -2.1512e-002 -6.3424e-002 
-3.5126e-002 4.2103e-001 -6.2816e-002 1. 7150e-001 S.0565e-001 
4.9193e-001 -5.8963e+OOO 8.7971e-001 -2.4018e+OOO -7.0813e+OOO 
-1.0850e+OOO 1.3005e+001 -1.9403e+OOO S.2975e+OOO 1. 5619e+001 
0 0 0 0 0 
-2.0497e+OOO 3.4200e+OOO 4.0398e+OOO 1.8255e+OOO 2.3619e+001 
-1.0403e-001 -3.301le+OOO 4.7343e+OOO 3.5345e+OOO 1. 060le+001 
-1.4229e+OOO -1.4755e+OOO -1.1572e+OOO -3.4104e-001 1.5689e+001 
4.3553e-001 -1. 50 lle+OOO 1.3510e-001 -1.8543e+OOO 3.5535e+OOO 
-4.3729e-001 -7.8845e-001 -1.5606e+OOO -2.7046e-001 -1.6184e+OOO 
-5.8632e+003 9.8739e+003 -3.0210e+003 S.5081e+003 1.2368e+004 
310 






































Matrix Cc1 Columns 1through7 
-1.395Be-002 1.5649e-002 -3.3463e-003 -6.5563e-004 2.3985e-004 3.9783e+OOO 
-1.7729e+OOO -5.7604e-002 4.1844e+OOO 9.3539e-002 -B.5613e-001 
Columns 7 through 12 
0 0 0 0 0 
0 
0 
-5.1396e-002 6.1604e-001 -9.1911e-002 2.S094e-001 7.3985e-001 -s.sssse+003 
Matrix Dc1 = [ 3. 9787e-002 
0 
H.1.3 Subsystem 3 
The state space description of the open loop augmented plant can be expressed as follows: 
A = a 
-7.1618e+OOO -1.1270e+001 7.9822e+OOO 7.3213e+OOO -1.11943e+OOO 0 
-2.8962e+OOO 1.0700e+001 -7.6788e+OOO -5.5210e+OOO -2.4164e+OOO 0 
2.6791e+OOO 4.1995e+001 -2.5204e+001 -2.8662e+001 -S.2030e+OOO 0 
-B.7179e+OOO -1.S730e+001 9.0191e+OOO 1.2163e+001 -B.4487e-001 0 
-1.3090e+001 -4. 7111e+001 3.1823e+001 2.899Se+001 3.6831e-001 0 
















[ 3.6262e-003 -2.2775e-003 l.1240e-003 -l.4668e-003 S.7533e-004 
-4.8339e-001 -2.288le+OOO l.362Se+OOO l.6133e+OOO l,5338e-001 
C2 = 
[ 3,6262e-001 -2.2775e-001 l.1240e-001 -l.4668e-001 5,7533e-002 




D21 = C 1 1 
D22= [OJ 

















Optimal H 00 Controller for Subsystem 3 
The controller for subsystem 3 has the following state space description: 

































[-l.8404e+OOO 7.0631e-001 -9.4227e-001 -1.061Se+OOO -2.9368e+OOO 7.0468e+003] 
Matrix De 
[ 0 ] 








The transmission zeros of the controller of subsystem 3 are: 





The closed loop of subsystem 3 with the optimal H00 controller has the following state 
space description: 
Matrix Ac1 Columns 1 through 6 
-7.1618e+OOO -1.1270e+001 7.9822e+OOO 7.3213e+OOO -l.1943e+OOO 0 
-2.8962e+OOO 1.0700e+001 -7.6788e+OOO -5.5210e+OOO -2.4164e+OOO 0 
2.6791e+OOO 4.1995e+001 -2.5204e+001 -2.8662e+001 -5.2030e+OOO 0 
-8.7179e+OOO -1.5730e+001 9.0191e+OOO 1.2163e+001 -8.4487e-001 0 
-l.3090e+001 -4. 7111e+001 3.1823e+001 2.8995e+001 3.6831e-001 0 
3.6262e-001 -2.2775e-001 1.1240e-001 -1.4668e-001 S.7533e-002 -1. OOOOe-002 
9.9022e-004 -6.2194e-004 3.0693e-004 -4.00SSe-004 l.5711e-004 0 
-l.8539e-004 1.1644e-004 -5.7464e-005 7.4992e-OOS -2.9414e.,..OOS 0 
-1.6376e-002 1.0285e-002 -5~0760e-003 6.6243e-003 -2.5982e-003 0 
-l.Ol77e-001 6.3920e-002 -3.1545e-002 4 .1167e-002 -l.6147e-002 0 
-2.SOSOe-001 1.5752e-001 -7.7738e-002 1.0145e-001 -3.9792e-002 0 
l.1000e+004 -6.9086e+003 3.4095e+003 -4.4494e+ooJ 1.7452e+003 0 
"' 
Columns 7 through 12 
-1.0975e+OOO 4.2122e-001 -5.6193e-001 -6.3305e-001 -1. 7514e+OOO 4.2024e+003 
-2.1925e+OOO 8.4144e-001 -1.1225e+OOO -1.2646e+OOO -3.4987e+OOO 8.3949e+003 
s.osooe-001 -3.lOlOe-001 4.1369e-001 4.6606e-001 l.2894e+OOO -3.0938e+003 
-3.6431e+OOO 1.3982e+OOO -1.8652e+OOO -2.1013e+OOO -5.8135e+OOO l.3949e+004 
-7.8340e+OOO 3.0066e+OOO -4. OllOe+OOO -4.5186e+OOO -l.2501e+001 2.9996e+004 
0 0 0 0 0 0 
-5.9873e+OOO 2.8878e+OOO -6.4513e+OOO -5.870le+OOO -6.8713e+OOO 1.1249e+004 
1.4657e+OOO -1.7597e+OOO 2.3429e+OOO -4.6684e+OOO 2.2479e+OOO -2. 4312e+004 
-1. 9201e-001 l.2698e+OOO -3.6344e+OOO 6.7996e+OOO 2.2701e+OOO 2. 7843e+004 · 
l.3106e+OOO 3.0286e-001 -3.0745e+OOO -2.8044e+OOO 8.3704e-002 -2.0838e+004 
-l.0025e-001 -l.2643e-002 -7.2313e-002 -7.9398e-002 -5.8750e-001 -l.8652e+002 
















Columns 1 through 6 
1.7423e-002 -l.0943e-002 5,4006e-003 -7.0479e-003 2.7644e-003 4.8044e+OOO 
-4.8339e-001 -2.2881e+OOO 1.3625e+OOO 1.6133e+OOO 1.5338e-001 0 
Columns 7 through 12 
0 0 0 0 0 0 





H.2 Suboptimal H 00 Controllers 
H.2.1 Subsystem 1 
The weighting functions that were selected for subsystem 1 are illustrated in Figure H2. 












-100.___._ ................. -...._._ .................. ___..~ .............. __._..._~~-........ ~ ....... ~~---......... -
10"3 10·2 10·1 10° 101 102 103 
Frequency - Rad/Sec 
Figure H2: Weighting Functions for Subsystem 1 
The weighting functions Wl and W3 can be expressed as follows: 
as3 +bs2 + c 
W1=-------





+ ks+ m 
1000 
where: 
a = 100x10-3 , b = 1.00 x 10-4, c = 2.10x103 , d = 1.00 x 10-1, e = 124 x 10-4, 
f = 2.13, g = 2.11x10-1, h = 3.0, k = 4.0,m = 4 
316 
The state space model of the open loop augmented plant is as follows: 
A = a 
Columns 1 through 6 
9.4836e-001 -1. 7417e+OOO 
8.9470e-001 -3.8829e+OOO 
-6.7024e-001 1.0358e+OOO 

































-3.7456e+001 -2.0937e+OOO 8.5774e+OOO 
-7.0649e+001 -1.2834e+001 1.2137e+001 
-2.7938e+OOO -1.2784e+OOO -1.5285e+OOO 
1.3724e+001 2.0618e+OOO -1.lSSOe+OOO 
-1.6313e+001 -8.7427e+OOO -6.5625e+OOO 
3.7215e-001 1.5524e-001 1.8335e-002 
0 0 0 











Columns 1 through 6 
.0 0 0 
2.4724e-002 -2.4614e-002 -1.0985e-001 




Columns 1 through 6 
0 0 
1.5174e-002 7.7954e-002 
-3~3962e-001 2.S091e-001 3.7215e-001 1.5524e-001 l.8335e-002 
Columns 7 through 8 
0 
D11 = c o 
0 ] 










-5.6057e-001+ 4.8429e+OOOi 1.1498e-001 
-5.6057e-001- 4.8429e+OOOi 1.1498e-001 
-5.6930e-001+ 4.5637e+OOOi 1.2378e-001 
-5.6930e-001- 4.5637e+OOOi 1.2378e-001 
-6.4850e-001+ 4.9346e-00li 7.9581e-001 
-6.4850e-001- 4.9346e-00li 7.9581e-001 
-7.SllOe+OOO 1.0000e+OOO 
Table Hl: Eigenvalues and Damping of the Augmented Plant 
318 
I , 












-9.1866e+OOO+ 1.2499e+001i 5.9223e-001 
-9.1866e+OOO - l.2499e+OOli 5.9223e-001 
-3.6233e+001 l.OOOOe+OOO 
-5.0000e+002 + 1. 3601e+003i 3.4503e-001 
-5.0000e+002 - l.360le+003i 3.450:3e-001 
Table H2: Eigenvalues and Damping of Controller for Sub$ystem 1 
i 
The transmission zeros of the controller are: 
-5.3347e-001 + 2.1875e+OOOi 
-5.3347e-001- 2.1875e+OOOi 
-6.4850e-001+ 4.9346e-001i 
-6.4850e-001- 4. 9346e-00li 
-7.8110e+OOO 
The closed loop eigenvalues and associated damping factors of. subsystem 1 are given in 
TableH3. 
Eigenvalue Damping 
-1. OOOOe-001 1. OOOOe+OOO 
-6.1487e-001 1.0000e+OOO 
-6.4850e-001+ 4.9346e-00li 7.958le-001 
-6.4850e-001- 4.9346e-00li 7.9581e-001 
-1. 24 76e+OOO+ 4.6484e+OOOi 2.5923e-00l 
-1. 24 76e+OOO- 4.6484e+OOOi 2.5923e-001 
-4.0717e+OOO+ 5.1636e+OOOi 6 .1919e-001'. 
-4.0717e+OOO- 5.1636e+OOOi 6 .1919e-0011 
-7.5860e+OOO l • OOOOe+OOO• 
-7.SllOe+OOO 1.0000e+OOO 
-3.3603e+001 l.OOOOe+OOO 
Table H3: Eigenvalues and Damping of the Closed Loop for Subsystem 1 
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H.2.2 Subsystem 2 













Figure H3: Weighting Functions for Subsystem 2 
The weighting functions Wl and W3 can be expressed as follows: 






+ 4s + 4 
10000 
The state space description of the augmented plant for subsystem 2 are as follows: 
Aa = 
s.sssoe+oo1 -9.7562e+OOO -1.1174e+002 6.9574e+OOO 7.5810e+OOO 
4.6639e+001 -8.3517e+OOO -9.0230e+001 7.5830e+OOO 2.8435e+OOO 
2,2804e+001 -3,8678e+OOO -4.5275e+001 3,2839e+OOO 2.9789e+OOO 
2.6383e+OOO 9.lSSOe-001 -1.3436e+001 -4.7713e+OOO 2.8294e+OOO 

























3.9332e-002 -8.4105e-003 -1.6479e-003 6.0284e-004 
1.4621e-002 -l.2591e-001 -1.3563e-002 4.6837e-002 
i 
i 


















-5.1433e-001+7.7966e+000i 6.5825e-002 I I 
' 
-5.1433e-001-7.7966e+000i 6.5825e-002 ' i 
-1. 7976e+001 l.OOOOe+OOO I 
Table H4: Eigenvalues and Damping of the Augmented Plant 







The eigenvalues and associated damping factors of the controller for subsystem 2 are given 






-4.8216e+001 1. OOOOe+OOO 
Table HS: Eigenvalues and Damping of Controller for Subsystem 2 






The eigenvalues and associated damping factors of the closed loop for subsystem 2 are 
given in Table H6. 
Eigenvalue Damping 
-1. OOOOe-001 l.OOOOe+OOO 
-4.73lle-001+ 5.128le-00li 6.7808e-001 
-4.73lle-001- 5.128le-00li 6.7808e-001 
-5.9327e-001 l.OOOOe+OOO 
-l.1846e+OOO+ 7.8459e+OOOi 1. 4929e-001 
-l.1846e+OOO- 7.8459e+OOOi l.4929e-001 
-l.5023e+OOO+ 7.906le+OOOi 1. 8667e-001 
-l.5023e+OOO- 7.906le+OOOi 1. 8667e-001 
-1. 7976e+001 l.OOOOe+OOO 
-2.0077e+001+ l.6660e+00li 7.6955e-001 
-2.0077e+001- l.6660e+00li 7.6955e-001 
Table H6: Eigenvalues and Damping of the Closed Loop for Subsystem 2 
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H.2.3 Subsystem 3 












Figure H4: Weighting Functions for Subsystem 3 
The weighting functions Wl and W3 can be expressed as follows: 






+ 4s + 4 
10000 
A = a 






-2. 7119e-019 4.2151e-018 
1. 897le-012 4 .3581e-012 
~'··----
-3.5289e+002 -2.0568e+003 B.4104e+003 
-2.1923e+001 -1.2773e+002 S.2222e+002 
S.1371e+OOO 3.0S02e+001 -1.2591e+002 
1.4749e+OOO 6.0984e+OOO -2.7661e+001 
-9.4309e-016 4,9585e+OOO -1.9587e+001 
2.5257e-017 -2.2518e-017 7.8643e-001 


































Columns 1 through 6 
l,8971e-013 4.3581e-013 6.1331e-012 1.4147e-011 l.1575e-011 -8.1123e+004 





Columns 1 through 6 
1.8971e-012 4.3581e-012 6.1331e-Oll 1.4147e-010 1.1575e-010 -8.1123e+OOS O 
D11 = c 1. ooooe-001 
0 
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D12 .,; c o 
-1.0626e-002 
D21 = c I 1 
D22 = c o 1 







-5.2313e+001 1. OOOOe+OOO 
Table H7: Eigenvalues and Damping of Controller for Subsystem 3 











-3.8945e-00l+ 4.9555e-00li 6.179le-001 
-3.8945e-001- 4.9555e-00li 6.1791e-001 
-6.2171e-00l+ 1.1146e+OOli 5.5693e-002 
-6.2171e-001- 1.1146e+00li 5.5693e-002 
-9.552le-001 1. OOOOe+OOO 
-l.4210e+OOO+ 1.1448e+001i 1.2318e-001 
-l.4210e+OOO- 1.1448e+001i 1.2318e-001 
-2.3241e+OOO i. o.oooe+ooo 
-5.6429e+OOO l.OOOOe+OOO 
-l.2814e+001 l. OOOOe+OOO 
-2.3989e+00l+ 1.9539e+OOli 7.7535e-001 
-2.3989e+001- l.9539e+001i 7.7535e-001 
Table H8: Eigenvalues and Damping of the Closed Loop for Subsystem 3 
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Appendix I 
State Space Formulation of the SMIB System 
In this section we present the state space matrices of the SMIB system used in Section 
5.2.1. The state space description can be expressed as follows: 
Consider the following state space description of a power system: 
i(t) = Ax(t) + B1w(t) + B2u(t) 
s(t) = C1x(t) + D11 w(t) + D12u(t) 
y(t) = C2x(t) + D21w(t) + D22u(t) 
where: 
x(t) ERn is the state vector 
u(t) ER"'2 is the input vector 
y(t) ERP2 is the output vector 
w(t) ERmi is the disturbance input vector 
s(t) ERPl is the performance output vector 
n is the number of states of the plant 
mi is the number of control inputs 
mi is the number of disturbance inputs 
p1 is the number of performance outputs 
p 2 is the number of sensor outputs . 
(1.1) 




Columns 1 through 6 
-3.6449e+OOO 6.S065e-003 3.1193e+OOO -1.1680e-001 0 8.3733e-002 
1.9651e-001 -1.2531e+OOO -6.5326e-001 1. 4284e-OO1 0 -1.9934e-002 
1. 9927e+001 1.8717e-002 -2.2343e+001 -3.5182e-001 0 -1.4401e+OOO 
-4.2633e-001 7.8217e+OOO l.3990e+OOO -1.4900e+001 0 4.3474e+OOO 
4. 5777e-002 -3.2881e-003 -1.S077e-001 S.9560e-002 -7.7400e-002 -1.1276e-001 
0 0 0 0 3. 7699e+00.2 0 
2.2924e-002 1.4013e-003 -7.5338e-002 -2.5395e-002 0 7.2423e-003 
S.0943e+001 3 .1140e+OOO -l.6742e+002 -S.6434e+001 0 1.6094e+001 
2.5471e-001 J.5570e-002 -8.3708e-001 -2.8216e-001 0 8.0470e-002 
0 0 0 0 0 0 
S.SSSBe-001 -4.2326e-002 -l.9287e+OOO 7.6187e-001 0 -1.4425e+OOO 
0 0 0 0 0 0 
-2.5471e-001 -1.5570e-002 B.3708e-001 2.8216e-001 0 -8.0470e-002 
0 0 0 0 0 0 
-s.sssse-001 4.2326e-002 l.9287e+OOO -7.6187e-001 0 1.4425e+OOO 
0 0 0 0 0 0 
Columns 7 through 12 
0 1.8553e-001 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
-1.0000e-001 0 0 0 0 0 
2.0000e+003 -2.0000e+OOl 0 0 0 0 
0 0 -4.3985e-001 -4. 83 67e-00.2 0 0 
0 0 1. OOOOe+OOO 0 0 0 
0 0 0 0 -4.3985e-001 -4.8367e-002 
0 0 0 0 1. OOOOe+OOO 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
327. 
Columns 13 through 16 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
-4.5351e+002 -5.1419e+004 0 0 
1.ooooe+ooo 0 0 0 
0 0 -4.5351e+002 -5.1419e+004 





































Columns 1 through 6 
2.5546e-003 1. 5616e-004 -8.3954e-003 -2.8299e-003 0 8.0707e-004 
S.8730e-003 -4.2450e-004 -l.9344e-002 7.6411e-003 0 -l.4467e-002 
0 0 0 0 0 0 
0 0 0 0 0 0 
-2.547le+001 -l.5570e+OOO 8.3708e+001 2.8216e+001 0 -8.0470e+OOO 
-5.8558e+001 4.2326e+OOO l.9287e+002 -7.6187e+001 0 1. 4425e+002 
Columns 7 through 12 
0 0 l.3886e+OOO 4.8367e+001 0 0 
0 0 0 0 l.3886e+OOO 4.8367e+001 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
Columns 13 through 16 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
-4.4898e+004 -5.1414e+006 0 0 




2.5471e-001 1.5570e-002 -B.3708e-001 -2.8216e-001 
5.BSSBe-001 -4.2326e-002 -1.9287e+OOO 7.6187e-001 







Columns 13 through 16 
0 
0 . 
Du= 
[ 1.0029e-002 
0 
0 
0 
0 
0 
0 1.0029e-002 
0 0 
0 0 
0 0 
0 0 
D12= 
0 0 
0 0 
1.0000e-003 0 
0 1.0000e-003 
0 0 
0 0 
D21 = 
1 0 
0 1 
D22= 
0 0 
0 0 
0 
0 
0 
0 
0 
0 
330 
0 
0 
O 8-.-0-470e-002 
0 -1.4425e+OOO 
