Abstract-The main aim of this paper is an improvement of the famous Scale Invariant Feature Transform ( SIFT) algorithm used in place categorization. Masking approach to reduce the computational complexity of SIFT have been proposed. Tradeoff between key points and processing time on feature extraction has been used. Selected parameters used in the experiment demonstrated that the computational cost of SIFT in feature extraction can be reduced to half. The categorization performance techniques of the masked image achieved good accuracy of more than 80% and further experimental results on classification using nearest neighbor achieved good results. The proposed method will help to minimize computation cost in SIFT thereby, improving the performance of robotic mapping, navigation, and matching.
I. INTRODUCTION
The use of autonomous robot has led to engaging robots in some various special tasks. These tasks need some kind of robot that could move in an area or document necessary information [1] [2] . In recent years there has been rising curiosity to develop a robot to meet these demands in static, dynamic and complex environment. The SIFT algorithm has dominated the robotic community as a descriptor for feature extraction. One of the major setbacks of this descriptor is the computational complexity [3] , which is of current research interest..
II. OVERVIEW OF SIFT
The SIFT [4] feature and descriptor were famous within the robotic group. Nevertheless, it also almost monopolizes the visual descriptor and recognition systems. SIFT options are sturdy to orientation changes and changeless to scale. The SIFT is a 128-dimensional vector with advanced selective power. SIFT descriptor considerably surpass edge points, element intensities, and manageable pyramids in recognizing places and scenes [5] . Several feature selection techniques have been used in the past for scene recognition and mapping. It is the most popular method used in the area of Robotic mapping and shown to be fairly sturdy [3] [4] [6] . Features extracted using SIFT are invariant to image scaling and orientation. The full description of SIFT is described in [7] and it has four dominant stages: Scale-space peak selection; keypoint localization; Orientation assignment and keypoint descriptor.
III. RELATED WORK
The main disadvantage of SIFT is high computational complexity, thus time consuming for real time application, such as Robot tracking, navigation and transportation in surveillance task. However, to overcome this limitation, efforts have been made by many researchers to improve on the computational complexity. PCA-SIFT was proposed by [8] to reduce the dimensionality of SIFT to 40 vectors using Principal Component Analysis (PCA). The work proposed smaller feature vector compared to the original SIFT, that improves matching computational time. Method proposed by [9] reduced the computational cost of SIFT features, while, making the feature to be effective in computation and matching using fixed view point with indoor arrangement and Difference of Gaussian (DoG) was replaced with Difference of Mean (DoM). Difference of Box (DoB) filter was proposed by [10] to be substituted with the DoG approximation to the LoG filter, using the integral image histogram producing acceleration by a factor of eight. Also, the introduction of the use of Gabor filter which allow analysis of local image parameters to be set as a function, the SIFT gradient computation is executed by pixel differences and that make it easily to be affected by noise. [11] proposed smooth derivative filter where the rate of smoothing can be tuned. The use of Hessian matrix was proposed by [12] to reduce the cost of matching build upon interest point. Recent work decreases the similarity measure computing time for matching to improve the SIFT matching ability, this proposed approach adopts a continuous combination of the city block distance rather than Euclidean distance [13] . The recent research work that led to 12.2% improvement in the processing time was using graphical processing time (GPU) with parallel implementation of the SIFT [14] . Masking approach to images was proposed, where low entropy values with less keypoints of an image are isolated, so that only areas having high entropy with large keypoints are extracted, thereby reducing the computational cost in the feature extraction process.
IV. METHODOLOGY

A. Database
The experiment was conducted on the KTH IDOL2 dataset (Image Database for robot Localization). The data set were obtained online and contains an image sequence acquired in the Computational Vision and Active Perception Laboratory at the Royal Institute of Technology, Sweden. It consist of 955 image sequence, 640x480 resolution [15] . The environment has uneven illumination and untiles floor to characterize the scene as shown in Figure 1 . The images were categorized into seven different locations (Printer area, one person office, two person office, kitchen, toilet and corridor divided as there is boundary in between). Figure 2(a) shows the entropy distribution of an image calculated using equation 1. Interestingly, the keypoints extracted from SIFT are concentrated in the region where the value of entropy is high. This gave the motivation for an investigation on how to reduce computation time.
Equation (1) is the entropy of the grayscale i that appear in the image, where L is the maximum gray value.
1) Thresholding:
Selecting a wrong threshold can affect the performance of a system, while suitable threshold value produces good object extraction. Employing entropy threshold as a criteria for masking and has been investigated under experimental test, with the selected threshold the number of keypoints to be extracted can be reduced. Hence, the study aim to find threshold value and window size that will assist to reduce processing time with sacrificing the performance.
B. Place categorization
Place categorization in indoor environments is an important capability as documented in [5] . However, environment and sensor performance limitation led categorization to a challenging task. In this study experiment was conducted to evaluate the classification performance of the masked SIFT keypoints based on nearest neighbor classifier. Next, the threshold for entropy has been varied from 0 to 1, where 0 indicate original SIFT. The numbers of keypoints, processing time and classification accuracy were recorded. Various window sizes of 9x9, 15x15, and 21x21 was experimented, to determine what window size the entropy operation could be conducted. The window size depends on the pixel neighborhood, and 15x15 produced the best result. The Matlab toolbox was used for calculating the categorization accuracy on a Dell laptop system, model N 4010, i3 CPU @2.53MHz. The average keypoint and processing were calculated from the keypoint produced in identifying various locations and time taken during categorization presented in Table 1 .
V. RESULT
As depicted in Table 1 , the categorization accuracy only started to degrade when the threshold for entropy is set more than 0.8. At 0.9 threshold, the accuracy is 71.55% while the original SIFT 85.15%. As a trade-off between accuracy and processing time, it is recommended to use 0.7 as the best threshold since, reduction of keypoints is not significant (consequently the categorization accuracy). However, the processing time is reduced by one-half. Figure 3 , presents masking process, where original image has 409 keypoints and processing time of 93.81 secs, However, the number of keypoints reduced to 381 and processing time to 49.56sec after masking. Finally, evaluation of the proposed approach was conducted using confusion matrix at different threshold to indicate predicated classification of the actual places. Confusion matrices for place categorization using nearest neighbor with tenfold cross validation (Table II) . There is a lot confusion in category C and G, this is because, in C the structures are similar difficult to distinguish the objects while in G there is poor illumination which is even difficult for human eye to distinguish the image.
VI. CONCLUSION
Masking approach has been proposed to reduce the computational complexity of SIFT. The recent research work by [14] has led to 12.2% improvement in the processing time was using graphical processing time (GPU) with parallel implementation of the SIFT. However, the proposed masking approach reduces the processing to approximately 50%. Classifications of indoor with the masked SIFT features. And using nearest neighbor classifier was implemented in classifying the images in the selected database with good performance accuracy. Future work will consider image matching and improvement on categorization accuracy of the database using 0.7 threshold values and 15x15 widow sizes.
