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Recent advances in robotics and enabling fields such as computer vision, deep learning, and low-
latency data passing offer significant potential for developing efficient and low-cost solutions for 
improved construction and operation of the built environment. Examples of such potential 
solutions include the introduction of automation in environment monitoring, infrastructure 
inspections, asset management, and building performance analyses. In an effort to advance the 
fundamental computational building blocks for such applications, this dissertation explored three 
categories of scene understanding capabilities: 1) Localization and mapping for geometric scene 
understanding that enables a mobile agent (e.g., robot) to locate itself in an environment, map the 
geometry of the environment, and navigate through it; 2) Object recognition for semantic scene 
understanding that allows for automatic asset information extraction for asset tracking and 
resource management; 3) Distributed coupling analysis for system-level scene understanding that 
allows for discovery of interdependencies between different built-environment processes for 
system-level performance analyses and response-planning. 
First, this dissertation advanced Simultaneous Localization and Mapping (SLAM) techniques for 
convenient and low-cost locating capabilities compared with previous work. To provide a versatile 
Real-Time Location System (RTLS), an occupancy grid mapping enhanced visual SLAM 
(vSLAM) was developed to support path planning and continuous navigation that cannot be 
implemented directly on vSLAM’s original feature map. The system’s localization accuracy was 
 xiii 
experimentally evaluated with a set of visual landmarks. The achieved marker position 
measurement accuracy ranges from 0.039m to 0.186m, proving the method’s feasibility and 
applicability in providing real-time localization for a wide range of applications. In addition, a 
Self-Adaptive Feature Transform (SAFT) was proposed to improve such an RTLS’s robustness in 
challenging environments. As an example implementation, the SAFT descriptor was implemented 
with a learning-based descriptor and integrated into a vSLAM for experimentation. The evaluation 
results on two public datasets proved the feasibility and effectiveness of SAFT in improving the 
matching performance of learning-based descriptors for locating applications. 
Second, this dissertation explored vision-based 1D barcode marker extraction for automated object 
recognition and asset tracking that is more convenient and efficient than the traditional methods of 
using barcode or asset scanners. As an example application in inventory management, a 1D 
barcode extraction framework was designed to extract 1D barcodes from video scan of a built 
environment. The performance of the framework was evaluated with video scan data collected 
from an active logistics warehouse near Detroit Metropolitan Airport (DTW), demonstrating its 
applicability in automating inventory tracking and management applications. 
Finally, this dissertation explored distributed coupling analysis for understanding 
interdependencies between processes affecting the built environment and its occupants, allowing 
for accurate performance and response analyses compared with previous research. In this research, 
a Lightweight Communications and Marshalling (LCM)-based distributed coupling analysis 
framework and a message wrapper were designed. This proposed framework and message wrapper 
were tested with analysis models from wind engineering and structural engineering, where they 
demonstrated the abilities to link analysis models from different domains and reveal key 





Human activity, safety, and quality of life are closely dependent upon the functionalities of built 
environments such as homes, workplaces, public infrastructure, and communities. In addition to 
the construction phase, the utilization and operation of such facilities can also substantially benefit 
from improved scene understanding methods that are enabled by techniques developed in robotics 
and enabling fields such as computer vision, deep learning, and inter-process communication. 
Some of these examples include construction robots [1,2], delivery robots [3], wheelchair robots 
[4], road crack detection [5], automatic bridge bearing inspection [6], asset and resource tracking 
[7], building performance modeling [8], and community resilience analysis [9]. 
With the aim of providing more efficient, accurate, and economical solutions, this dissertation 
explores and advances three categories of scene understanding capabilities that make up the 
fundamental building blocks of such applications. 
The first category is geometric scene understanding, which, in this dissertation, represents the 
capability to map the geometry of an environment and determine an agent’s (e.g. robot’s) pose 
relative to a map of the environment. Specifically, in this research, localization, mapping and 
navigation are explored to support automatic data collection and task execution by enabling an 
agent to localize itself, map, and navigate through an environment. 
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The second category is semantic scene understanding, which, in this dissertation, represents the 
capability to semantically recognize different objects in an environment for agent-environment 
interaction. Specifically, in this research, 1D barcode marker-based object recognition is explored 
to extract 1D barcodes from video scan data for efficient and scalable asset and resource tracking. 
The third category is system-level scene understanding, which, in this dissertation, represents the 
capability to systematically analyze interactions between different time-dependent and coupled 
built-environment processes that cannot be determined based on immediately perceived 
information. Specifically, in this research, inter-process communication-based distributed 
coupling analysis is explored to discover interdependencies between different analysis models for 
improved understanding of complex built-environment processes. 
An overview of the research is depicted in Figure 1.1. The proposed scene understanding 
algorithms are not application-oriented but are generic and can be applied for a variety of 
applications. The feasibility and effectiveness of these methods are demonstrated and proved with 
specific implementations for selected applications in the built environment. 
 
Figure 1.1 Research Overview 
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1.1    Importance of Research 
Autonomy on construction sites and in the built environment has significant potential to liberate 
people from some repetitive, time-consuming, or dangerous tasks, which will not only benefit 
human health and safety but also improve efficiency and decision making. As the essential building 
blocks for such autonomy, scene understanding could be substantially improved by recent 
advancement in robotics and some enabling fields such as computer vision and inter-process 
communication. 
Localization is an essential part of geometric scene understanding that allows an agent (e.g., 
person, or robot) to know its current pose (position and orientation) in an environment with 
reference to a map of that environment. This localization ability further allows an agent to 
incrementally update the map, navigate between different locations, and collect geo-tagged data 
for improved understanding of the environment and decision making. In Global Navigation 
Satellite System (GNSS)-denied environments, this technique is mostly integrated with mobile 
robots for a variety of indoor and outdoor applications. Such applications include delivery robots 
[3], wheelchair robots [4], vacuum cleaner robots [10], surveillance robots [11], robots for ambient 
data collection [12], robots for 3D point cloud modeling [13], tunnel inspection robots [14], bridge 
bearing inspection robots [6], and robots for inventory data collection [15]. Thus, this dissertation 
explores and provides a more economical and versatile locating solution that can benefit all the 
relevant applications, such as those enumerated above. 
Besides localization, agents also need the fundamental capability of object recognition to interact 
with ambient environments to complete specific tasks. This capability is especially beneficial in 
dealing with high-volume, repeatable tasks such as book finding and picking in a library [16], 
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building components assembly on construction sites [17], parcel sorting in logistics service centers 
[18], as well as item tracking, picking and delivery in warehouses [15]. Due to substantial 
appearance similarity, fiducial markers are generally utilized in well-organized environments for 
recognition purposes. In order to provide an economical and automatic marker reader to improve 
the above applications, this dissertation explores and designs a vision-based 1D barcode extraction 
framework and demonstrates its applicability and efficiency for automating inventory management 
in a warehouse. 
With the capabilities of localization and object recognition, an agent is able to move around in an 
environment, make decisions and interact with the environment adaptively with instant 
information perception, which is suitable for the applications described above in this section where 
decisions can be made only by relying on immediate scene perception. However, there is another 
category of tasks for which decision making is dependent on multiple time-dependent and coupled 
factors that interact with each other in a complex way and cannot be simply achieved from 
immediate scene perception. Such tasks include optimizing the energy usage of buildings [8], 
analyzing deterioration of community buildings [19], estimating damage to buildings under strong 
winds [20], understanding human evacuation behavior in fire emergencies [21], and evaluating a 
community’s resilience to natural hazards [22]. 
These processes usually include many elements and influencing factors, and it is too complex to 
be analyzed with a single analysis model (i.e., closed-from model, empirical model, or simulation-
based model). Instead, such problems are generally solved by integration and coupling of different 
analysis models that can capture the involved determining factors and allow for decision making 
based on more accurate analyses. In order to support such an understanding of interdependent 
built-environment processes, this dissertation develops a distributed coupling analysis framework 
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based on inter-process communication, which facilitates the development of complex coupling 
analyses and enables the discovery of interdependencies between involved factors for an improved 
understanding of the involved processes. 
In all, this research seeks to explore the three categories of scene understanding: localization, 
object recognition, and distributed coupling analysis that serve as the fundamental blocks needed 
for a wide range of automation applications on construction sites and in the built environment. By 
improving relevant building blocks, this work is a critical and significant step toward automation 
in construction and built environments for improved infrastructure utilization and maintenance, 
human health, work efficiency, building performance, and community resilience. 
1.2    Background and Literature Review 
Based on the discussion above, this section provides an overview of relevant studies and their 
limitations. The literature review is organized into three broad categories. The first category is 
about localization-related techniques, the second category is object recognition, and the third is 
distributed coupling analysis. More detailed review and comprehensive analyses of the 
corresponding studies can be found in the following chapters, where the proposed algorithms in 
this dissertation are discussed. 
1.2.1    Localization 
For an agent (e.g., human or robot), localization here is defined as the capability of determining 
the current location (position and orientation) with respect to a map [23]. With a map, a constraint-
based path planning algorithm (such as A* [24] or RRT [25]) can be used to calculate an optimal 
path from an agent’s current location to a destination considering both obstacle avoidance and 
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trajectory cost. With the localization ability and such a planned trajectory, an agent can avail of 
turn-by-turn instructions to follow the trajectory and navigate to the destination. Therefore, 
localization, path planning, and navigation are usually utilized together to enable an agent to 
navigate through an environment. 
In most outdoor environments, GNSS (Global Navigation Satellite System) solutions, such as 
GPS, GLONASS, Galileo, and Beidou, are widely available and used together with web mapping 
services such as Google Maps and Apple Maps for outdoor localization and navigation tasks. 
However, GNSS suffers from problems of signal loss and multipath signal and cannot provide 
accurate localization for robotic applications, especially in urban or indoor environments where 
GNSS signals are usually blocked or multi-reflected. 
Compared with outdoor environments, localization in GNSS-denied environments is much more 
challenging. The first attempts to achieve such localization are via wireless techniques, including 
Wireless Local Area Network (WLAN), radio frequency identification device (RFID), Ultra-
Wideband (UWB), Bluetooth, and ultrasound. By taking advantage of widespread existing WiFi 
Networks, WLAN is a relatively economical solution. However, the number, distribution, and 
quality of existing WiFi access points may not always satisfy the localization requirement [26,27] 
and still need additional deployment. Even though RFID is cost acceptable, it suffers from large 
errors in environments with commonly encountered metal or liquid materials that influence 
absorption and reflection of radio waves [28,29]. Both UWB and Bluetooth are very expensive for 
large-scale deployment because UWB requires extra hardware on different user devices [30], and 
Bluetooth requires a large number of pre-installed beacons [31,32]. The ultrasound is less affected 
by the environment, but its accuracy is seriously impacted by the placement of the emitter sensors 
[33]. Moreover, all these methods need labor-intensive and time-consuming work to deploy and 
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calibrate transmitters, which prevents them from being rapidly deployed and conveniently utilized 
in a large-scale environment. 
GNSS-denied localization can be also achieved without environment instrumentation. Fixed 
cameras were used in  [34-36] for 3D object localization, but these solutions are limited by the 
field of view and scene occlusions. Artificial fiducial markers [37] were also used for indoor 
localization, but this approach needs a dense marker network to guarantee the localization accuracy 
and cannot scale well to large-scale environments. Inertial sensors provide another alternative 
solution, but these dead-reckoning methods suffer from drift accumulation over time and distance 
[38]. By unifying the process of localization and map creation, Simultaneous Localization and 
Mapping (SLAM) techniques can simultaneously estimate the pose of the sensor and recover the 
structure of the environment in a map format. Compared with inertial sensors, SLAM allows for 
recognition of revisited places and correction of the drift introduced into pose estimation and the 
associated as-built map. Based on the types of sensors, SLAM can be classified into two categories, 
Lidar-based SLAM and visual SLAM (vSLAM). 
Lidar-based SLAM solutions, such as Hector SLAM [39], GMapping [40,41], and Cartographer 
[42], use Lidar sensors for environment sensing and are usually considered robust in most 
environments. The main limitation is that they rely on expensive Lidar sensors, which makes them 
unsuitable for widespread applications in built environments. Moreover, Lidar sensors cannot 
provide semantic information such as room number, words on a sign, semantic object recognition, 
or object color that are critical for objection recognition and interaction with the environment. 
Compared with Lidar-based SLAM, vSLAM only needs low-cost cameras and can achieve 
comparable localization performance when a deployment is suitable [43]. In vSLAM, feature-
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based SLAM methods [44-46] generally achieve higher localization accuracy than direct SLAM 
methods [47-50]. However, they can only provide a sparse point cloud map that is efficient for 
localization but does not include enough information to support path planning and navigation 
tasks. Moreover, vSLAM’s robustness varies in different environments and suffers from 
performance loss in challenging environments with motion blur, low structure, or low texture. 
In order to provide a non-intrusive, low-cost, and versatile localization system that can be rapidly 
deployed, this research seeks to advance vSLAM by addressing its two main limitations. 
1.2.2    Object Recognition 
In computer vision, object recognition, as a means of semantic scene understanding, is generally 
referred to as the combined tasks of object classification that decides the class label of a given 
object and object localization that identifies the location of one or more objects in an image and 
draws a bounding box around each object. 
Object recognition is generally achieved by feature-based methods or marker-based methods. As 
the state-of-the-art feature-based methods, with the development of neural networks, two deep 
learning model families (R-CNN family [51-53] and YOLO family [54-56]) have achieved very 
competitive accuracy on different image datasets. Such feature-based methods could be a 
promising direction leading to general object recognition. However, for now, most of them are still 
limited in two aspects. First these methods are good at classifying objects, but they cannot tell the 
real difference between the objects in one class. For example, it is easy for them to distinguish a 
book and a desk, but they will not discern the difference between two different books. Sometimes, 
this information is very important for asset management in environments such as libraries or 
warehouses. Moreover, it would take a significant amount of effort to allow them to distinguish 
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all the objects, even simply different books, because much more training data needs to be prepared 
to allow for such tasks. 
Object recognition can also be solved with marker-based methods in which the information 
attached with a marker can be retrieved when a marker is decoded. Many fiducial markers have 
been developed originally for determining the relative pose between a marker and a camera, and 
those makers can be also used for object recognition purposes. Among these fiducial markers, 
AprilTags [57] and ArUco libraries [58] are the most widely used. As such an example, AprilTags 
were used in [17] for recognizing building components. These markers allow for very accurate 
object recognition. However, in practical usage, it is very labor-intensive and time-consuming to 
attach such a marker to each object to be recognized. Compared to these additional markers, the 
1D barcodes printed on each product are specially designed for object recognition. 
In order to take advantage of such existing information, some vision-based barcode readers have 
been developed to replace barcode scanners to improve recognition efficiency. Initially, the 
barcode reading algorithms were mainly implemented based on domain transformation [59] or 
scanlines [60-62]. In addition, there are also some algorithms developed to read challenging 
barcodes caused by low resolution and blurring from motion or being out of focus [63,64]. 
However, most of these algorithms are only applicable to vertical or approximately vertical 
barcodes. Even though some commercialized algorithms, such as the ClearImage Barcode Reader 
SDK [65], provide certain abilities to read rotated barcodes from an image, their performance is 
significantly limited for blurred images. 
Instead of focusing on general object recognition, this research seeks to advance 1D barcode 
extraction methods for improved asset tracking or inventory management in large-scale 
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environments such as libraries, warehouses, and distribution centers. 
1.2.3    Distributed Coupling Analysis 
As an important tool for understanding complex processes in the built environment, different 
analysis models have been widely used in different fields. For example, in earthquake engineering, 
several models have been developed to model various effects of an earthquake on civil 
infrastructure [66,67]. Similarly, several models exist for power system [68], transportation [69], 
human response under disasters [21,70,71], evacuation plans [72], emergency response training 
[73], and post-disaster recovery [74]. However, these are all independent analysis models that 
cannot reveal complicated interdependencies between the built environment (e.g., buildings and 
bridges), critical infrastructure systems (e.g., lifelines and telecommunication), social and non-
physical systems (e.g., politics and economics). 
In order to interpret the deep interdependencies between involved factors and obtain more reliable 
results, it is necessary to consider the models’ coupling effects in an analysis. Due to the 
complexity of such an analysis, such problems are generally solved by distributed coupling 
analysis enabled by inter-process communication [75]. The widely used standards and platforms 
for distributed analysis include Distributed Interactive Simulation (DIS) [76], High Level 
Architecture (HLA) [77], Test and Training Enabling Architecture (TENA) [78] and DDS [79]. 
However, both DIS and TENA have to use pre-defined sets of messages, which is not flexible for 
exchanging messages that are not defined in the standards. Moreover, they can only build real-
time analyses that run in wall-clock time. Compared with DIS and TENA, HLA and DDS, are 
more flexible to use. However, it is still difficult for a novice to rapidly perform a functional 
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distributed analysis and, for experienced users, non-trivial to achieve desired efficiency 
performance. 
In the context of distributed coupling analysis-based system-level scene understanding, this 
research seeks to design an easy-to-use distributed coupling analysis framework based on inter-
process communication that enables users to easily integrate their domain analysis models with 
models from other domains for constructing more accurate and complex analyses to discover the 
complex interdependencies between involved processes. 
1.3    Objectives 
The overall objective of this research includes improving vSLAM for economical and versatile 
localization in built environments, designing a 1D barcode extraction framework for convenient 
and efficient asset tracking and inventory management, and designing a distributed coupling 
analysis framework for convenient and rapid coupling of interdependent process models to 
understand complex processes in built environments. The specific objectives of this research are 
organized into three categories as follows. 
1. Improved vSLAM algorithms for locating applications 
• Develop and evaluate a vSLAM-based locating system for path planning, navigation, geo-
tagged data collection, and 3D point cloud reconstruction in built environments 
• Develop and test a fiducial marker-based algorithm to evaluate the localization accuracy 
of a vSLAM without using a motion capture system 
• Test and characterize the localization performance of a proposed locating system to assess 
its applicability in GNSS-denied environments 
• Develop and evaluate a self-adaptive learning-based descriptor for the development of 
optimized descriptors for vSLAM applications 
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• Test and characterize a proposed self-adaptive descriptor in a vSLAM for robust feature 
matching for applications in challenging environments 
 
2. 1D barcode extraction for asset tracking 
• Design a drone-assisted asset scan framework for automatic asset tracking 
• Develop a 1D barcode extraction framework to extract 1D barcodes from video scan data 
collected in large-scale environments 
• Test and characterize a 1D barcode extraction framework to assess its applicability in a 
warehouse or a distribution center for inventory management 
 
3. Distributed coupling analysis for deep interdependency discovery 
• Review and investigate existing standards, platforms, and standalone data passing tools 
that can be used for distributed analyses of built-environment processes 
• Develop and evaluate a distributed coupling analysis framework and a message wrapper 
for domain users (such as researchers in resilience and disaster engineering) with limited 
background in distributed coupled analysis to conveniently integrate and couple their 
domain analysis models for complex built-environment analyses 
Together, these objectives contribute to geometric, semantic and system-level scene understanding 
and improve construction and the utilization, operation, maintenance, and understanding of built 
environments. 
1.4    Methodology 
The methodology adopted in this research is mainly based on techniques from robotics and 
computer vision, and existing methods are extended or improved by addressing the research gaps 
both in fundamental methods and in application domains. 
Even though some specific case studies and domain-specific applications are used to illustrate the 
technique details and demonstrate the effectiveness, the proposed algorithms and frameworks are 
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generic scene understanding solutions and can be utilized in relevant applications. For example, 
by using appropriate platforms,  the proposed localization system can be used for automatic joint 
filling on construction sites as discussed in [80], automatic point cloud registration for construction 
progress monitoring [13], automatic bridge bearing inspection [6], and automatic tunnel inspection 
[14], and so on. The designed barcode extraction framework can be also easily modified for 
applications such as book handling in a library [16], building components manipulation on 
construction site [17], and parcel sorting in a logistics center [18], even though inventory 
application in a warehouse is used as an example application. This also applies to the developed 
distributed coupling analysis framework, which can be used to link any domain analysis models 
even though analysis models in wind engineering and structural engineering are used to explain 
the detailed design. 
1.5    Dissertation Outline 
This dissertation is a compilation of peer-reviewed scientific manuscripts that explore three 
categories of scene understanding: localization, object recognition, and distributed coupling 
analysis. The remainder of the dissertation is organized as follows. 
Chapter 2 demonstrates the development of a locating system based on an occupancy grid mapping 
enhanced vSLAM that supports path planning and navigation for practical tasks. The proposed 
locating system is evaluated with a fiducial marker network, and three examples are given to 
illustrate its applications. 
Chapter 3 describes the development of a self-adaptive descriptor to improve the robustness of 
locating systems based on feature-based vSLAM. The proposed descriptor is tested offline and 
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integrated into a vSLAM by replacing its feature related parts. Two widely used public datasets 
are used to evaluate the modified vSLAM’s localization performance for locating applications. 
Chapter 4 describes the development of a barcode extraction framework that supports automatic 
1D barcode extraction for asset tracking. Inventory management in a warehouse is used as a case 
study to demonstrate the accuracy and efficiency of the proposed framework. 
Chapter 5 describes the development of a distributed coupling analysis framework and a message 
wrapper that support convenient integration of analysis models from different domains. Its 
application in wind engineering and structural engineering is used as a case study to demonstrate 
its convenience and effectiveness. 




An Occupancy Grid Mapping Enhanced Visual SLAM for Real-Time Locating 
Applications in GNSS-Denied Environments 
 
2.1    Introduction 
The burgeoning demand for robotic applications to support key construction and facility 
management functions is creating a strong need for deployable mobile robots that are capable of 
performing assigned tasks at specific locations automatically. Examples of such mobile agents 
include data collection robots [13,15,37,81], infrastructure inspection robots [6,14], indoor service 
robots [82-84], construction robots [1,17,85,86], or even some robots that can move in complex 
environments for versatile applications [87,88]. Among all the fundamental technical capabilities 
that make such autonomous robots possible, Real-Time Locating Systems (RTLS) are 
indispensable because they allow robots to estimate their own pose (position and orientation) with 
respect to maps of the environment. RTLS have been extensively utilized to facilitate and improve 
safety management [89-91], construction resource tracking [92,93], infrastructure inspection 
[14,94], and progress monitoring [13,95].  
Compared to outdoor localization systems that can take advantage of the widely available Global 
Positioning System (GPS), indoor localization in GPS-denied environments is relatively more 
challenging. Even though significant research efforts invested in wireless technologies-based 
indoor RTLS (e.g., Wireless Local Area Network (WLAN), radio frequency identification device 
(RFID), Ultra-Wideband (UWB), Bluetooth, and ultrasound), their requirements on dedicated 
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hardware and environment instrumentation inevitably prevent them from being widely deployed 
in large-scale indoor environments [96-98]. As a promising alternative, vision-based RTLS 
solutions have also been explored [34,99]. However, they either depend on pre-installed fixed 
cameras which cannot adequately handle inevitable occlusions that occur in typical indoor 
environments or need computation-intensive structure from motion (SfM) and thus cannot run in 
real time. More recently, 2D Lidar-based Simultaneous Localization and Mapping (SLAM) has 
started to receive attention from researchers studying RTLS for unstructured indoor environments 
such as construction sites, for mapping or navigation applications [13,14]. However, those 
methods typically need the user input of an initial pose estimation for them to start working 
correctly. This is inconvenient and often infeasible when such a prior pose estimation is not 
available. 
In order to overcome these limitations and provide a versatile indoor RTLS, this paper proposes a 
Visual SLAM (vSLAM)-based localization system that is suitable for a wide range of applications 
in indoor, GPS-denied environments. In this system, an additional OGM is built side by side with 
the sparse feature map of ORB2 RGBD and enables interaction with users and path planning that 
cannot be supported by ORB2 RGBD. In addition, the proposed RTLS does not need any 
environment instrumentation or rely on any existing artificial facilities, which makes its rapid 
deployment possible. More conveniently, it also provides visualization tools that allow users to 
monitor the pose of the tracked object and interact with the system intuitively. 
2.2    Review of Related Prior Research 
This section reviews three types of existing localization methods. 
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2.2.1    Wireless Technology-Based Localization Approaches 
The primary investigated and applied approaches in this category include WLAN, RFID, UWB, 
Bluetooth, and ultrasound. WLAN is a relatively economical solution since in most cases it can be 
directly built on widespread existing WiFi networks and WiFi access is readily available on most 
mobile devices today [100]. However, it is difficult to guarantee that the number, distribution, and 
quality of existing WiFi access points can always satisfy the localization requirement [26,27] and 
it cannot be applied in unprepared environments such as construction sites where WiFi is not 
typically available.  
Due to its wide acceptance in industry and its acceptable cost, RFID has gained significant 
attention for highly dynamic environments such as construction sites and has been adopted in 
multiple applications to improve the construction process [28,101-103]. However, RFID requires 
considerable effort to deploy a large number of tags in a large-scale environment. In addition, 
RFID readings are vulnerable to be influenced by absorption and reflection of radio waves by 
commonly encountered metal or liquid materials [28,29].  
Although UWB is more immune to signal interference compared with RFID, it requires extra 
hardware on different user devices that is too expensive for large-scale deployment [30]. For 
Bluetooth, there is a need to pre-install a large number of beacons, and the localization accuracy 
depends heavily on the number, sizes, and shapes of the localization cells [31,32]. The ultrasound 
has a negligible penetration of walls and is thus less affected by the environment [104]. However, 
its localization accuracy is highly dependent on the placement and position calibration of the 
emitter sensors [33].  
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Recent research has also attempted to integrate Building Information Modeling (BIM) with one or 
more of these wireless technologies to obtain better performance [105-107]. However, the 
limitation is that a prior BIM is not always available, and it is challenging to update a BIM in real-
time for localization purposes. In general, all of the reviewed wireless technology-based 
approaches need varying degrees of instrumentation of the environment and cannot be 
conveniently and rapidly deployed, especially in large-scale environments. 
2.2.2    Vision-Based and Inertial Sensor-Based Localization Approaches 
Compared with wireless technology-based approaches, vision-based methods only need to use 
common and economical cameras as perception sensors and require little instrumentation of the 
environment. The current 3D tracking solutions in dynamic environments such as construction 
sites were achieved by 2D tracking of the same objects of interest in two or more cameras and 3D 
triangulation of the tracked 2D observations [34-36]. However, such solutions depend on fixed 
cameras deployed in such environments with large baselines, which need complex camera 
calibration processes, have a fixed field of view, and suffer from inevitable occlusions caused by 
equipment or temporary structures. 
A mobile camera-based solution was proposed in [99], where a point cloud of a site was created 
by SfM with images collected by a drone and then the objects localized in a drone image could be 
found in the point cloud by feature matching. However, SfM itself and recovery of camera pose 
with a whole SfM image set are both time-consuming, and this solution cannot run in real time 
and provide as-is tracking for a site. Another alternative mobile camera solution that can run in 
real time is to use artificial fiducial markers [37]. The problem is that this approach needs a dense 
marker network to guarantee the localization accuracy and is difficult to be applied in large-scale 
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environments. Inertial sensors offer another economical and non-instrumented solution. However,  
such dead-reckoning methods suffer from drift error accumulation over time and distance [38]. 
2.2.3    SLAM-Based Localization Approaches 
Different from the above methods which need to rely on existing floor plans of a building or 
environment as a reference map, SLAM allows the incremental construction of a map of an 
unknown environment while simultaneously inferring an agent’s location within the as-built map 
[108,109]. After a complete map is built, localization-only algorithms can run on the map and the 
real-time pose of the agent can be determined with respect to the map. Based on the primary 
perception sensor, SLAM can be mainly divided into two categories, light detection and ranging 
(Lidar) based SLAM and vSLAM. 
2.2.3.1    Lidar-Based SLAM  
Due to its high accuracy and an ever-growing number of open-source implementations, Lidar-
based SLAM has gained increasing attention from researchers, particularly those focused on 
localization and mapping in dynamic indoor environments such as construction sites. In [13], an 
algorithm to determine good scan positions was developed on the Occupancy Grid Map (OGM) 
built by Hector SLAM [39]. The poses estimated by Hector SLAM at the chosen scan positions 
were used to align and register the corresponding laser scans. An OGM is a map of the environment 
represented as an evenly spaced field of binary variables each representing the presence of an 
obstacle at that location in the environment [110]. In [6], Hector SLAM was used to build an OGM 
and provide odometry input to the Adaptive Monte Carlo Localization (AMCL) algorithm for 
further localization and navigation.  
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Compared to GMapping [40,41] that needs additional odometry input, the advantage of Hector 
SLAM is that it only requires Lidar measurement and can also support the Inertial Measurement 
Unit (IMU) based tilt compensation. However, it does not detect loop closure and thus cannot 
reduce accumulated drift by loop closing. Another disadvantage is that further mapping cannot be 
performed incrementally on a map saved by a previous mapping process, which is inconvenient to 
map a large-scale environment.  
Cartographer is another Lidar-based SLAM solution that was developed based on [42] and made 
open source by Google in 2016. This solution supports both loop closure ability and IMU input. 
However, since it has many parameters that affect each other, it is usually difficult to tune the 
system to get acceptable performance. Despite its advantages, Lidar-based SLAM also suffers 
from certain limitations. The key limitation is that laser scanners are still cost-prohibitive today 
and that makes it infeasible for widespread deployment in near-term applications. Besides, 
although global localization (the task of estimating an agent’s pose without any prior knowledge) 
is possible with Markov Localization [111] or Monte Carlo Localization (MCL) [112], the 
localization error is inevitable in geometrically similar environments since such algorithms can 
only take advantage of unique geometry information in the environment.  
2.2.3.2    vSLAM-Based Localization Approaches  
vSLAM uses one or multiple cameras as primary perception sensors, which is generally 
economical compared to laser scanners, while also providing competitive localization performance 
on several datasets [113]. Another benefit is that vSLAM can run with only frame observations, 
even though additional odometry or IMU input can help further improve accuracy and robustness. 
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This implies that all the hardware preparation for using a vSLAM solution is simply to mount one 
or more ordinary cameras on an existing mobile platform or the objects to be tracked.  
However, there are some concerns about the use of vSLAM in complex environments, such as 
vulnerability to illumination variations, weather conditions and seasons, the difficulty of use in 
low texture/structure/dynamic environments, and challenges to work under motion blur. Upon 
comprehensive review, it was found that such issues have already been significantly improved and 
continue to be better solved with the ongoing development of new algorithms [114-119] and 
upgrades in new camera hardware [120,121].  
vSLAM falls into two categories, direct SLAM that tracks a new frame by directly optimizing over 
pixel intensities [48-50], and feature-based SLAM that infers the pose of a new frame by extracting 
sparse features from it, matching them to the features in the last frame or a local map, and 
optimizing reprojection errors [44-46]. Even though state-of-the-art feature-based methods have 
better localization performance than direct methods [46,122], the map they create is so sparse that 
it is only useful for localization but is unusable for path planning or interaction with users. 
ORB2 (Red-Green-Blue-Depth) RGB-D SLAM (ORB2 RGBD) [122] is a state-of-the-art feature-
based SLAM. By using ORB features that can be much more efficiently extracted and has 
comparative matching performance compared with SIFT or SURF [123], it can perform frame-
rate relocalization and loop detection. With a Kinect camera sensor, it can provide real-time 
tracking of the camera pose and compute a sparse 3D reconstruction of the environment with true 
scale.  The sparse 3D reconstruction is referred to as the sparse feature map and includes the 3D 
points corresponding to matched feature points and keyframe poses. Keyframes are the frames that 
are selected and used as reference frames to represent or localize the pose of other frames. ORB2 
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RGBD includes three threads, tracking, local mapping, and loop closing. These keyframes are first 
selected and inserted in the tracking thread, and then are culled in the mapping thread. In the 
tracking thread, the current frame would be inserted as a keyframe only if enough frames have 
passed since the last relocalization with the last keyframe, enough frames have passed since the 
last keyframe insertion, the current frame tracks enough points from the last frame but the tracked 
feature number is less than a certain percent of the feature number that it can track from its most 
recent keyframe. The specific thresholds can be found in [46], and this loose keyframe insertion 
strategy helps to improve tracking robustness. In the local mapping thread, a keyframe would be 
discarded if 90% of the map points that are observed in the keyframe can be observed by at least 
3 other keyframes. This culling strategy further culls redundant keyframes, maintains a sparser 
keyframe network, and improves the quality of map points and keyframe poses. ORB2 RGBD also 
supports loop closure (recognition of pre-visited places) that allows correcting the as-built sparse 
feature map and global re-localization that allows re-localizing the pose of the camera in the sparse 
feature map without any prior position information. This SLAM algorithm has been extensively 
tested on different datasets and has demonstrated promising localization results compared with 
other state-of-the-art direct SLAM and feature-based SLAM algorithms [122]. 
However, the sparse feature map built by ORB2 RGBD is not intuitive to users, does not support 
path planning for practical applications, and does not allow user interaction with the SLAM 
algorithm. To take advantage of its high localization accuracy while overcoming the drawbacks of 
its sparse feature map, this paper proposes an RTLS based on ORB2 RGBD that is able to build 
an additional OGM and localize the 2D the camera pose in that OGM. The availability of the built 
OGM further enables applications such as path planning, geo-tagged data collection, and location-
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aware 3D point cloud update, making the approach versatile for a variety of indoor RTLS 
applications. 
2.3    Research Objectives, Scope and Contribution 
The primary objective of this research is to design a vSLAM-based RTLS that can provide high 
localization accuracy and can be deployed quickly and conveniently. The designed RTLS should 
also overcome the main limitations faced by existing methods, such as the requirement of labor-
intensive and time-consuming environment instrumentation (wireless technology-based methods), 
fixed field of view (fixed cameras), trajectory drift over time and distance (inertial sensors), high 
cost (Lidar-based SLAM), and lack of necessary maps for path planning and interaction with users 
(feature-based SLAM). 
The scope of this research includes improvement of ORB2 RGBD with occupancy grid mapping, 
2D pose localization, visualization of real-time 2D camera pose and virtual laser scan on the built 
OGM for practical applications, and ROS [124]-based communication between different 
components in the localization system. This research also includes the design of a localization 
accuracy evaluation method based on fiducial markers. In the paper, only indoor RGB-D SLAM 
based on Kinect is discussed and evaluated in the paper even though the design of the system can 
be applied to other RGB-D or stereo cameras for outdoor applications.  
The specific contributions of this research are as follows: 
• A new RTLS is designed based on an OGM enhanced vSLAM algorithm, which can 
provide high-accuracy localization on the OGM and enable user interaction with the 
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localization system and practical applications, such as path planning, real-time navigation, 
geo-tagged data collection, and location-aware point-cloud update. 
• The proposed RTLS can work in two modes (SLAM mode and localization mode) and 
switch between the two modes flexibly as needed. This allows to update an existing map 
or incrementally build a larger map upon a map built previously. 
• The proposed RTLS uses jointly a sparse feature map and an occupancy grid map and 
capitalizes on their respective advantages. 
• A new fiducial landmark-based method is designed to evaluate the localization accuracy 
of the proposed system. 
• Three example applications are described to demonstrate the benefits of the proposed 
system. 
2.4    Technical Approach 
The proposed RTLS can work in two modes, SLAM mode and localization mode (Figure 2.1). For 
an environment in which there does not exist a map or the existing map is not proportionally 
accurate, or the map requires frequent update due to dynamic changes, the RTLS runs in the SLAM 
mode to creates a new map of the environment from the beginning or incrementally update the 
existing map.  
The map built in the SLAM mode includes a sparse feature map and an additional OGM. The 
sparse feature map is composed of the poses of the keyframes and the map points that can be 
observed by at least 3 keyframes [46].  It is built incrementally by ORB2 RGBD using an RGB 
frame and its corresponding depth image obtained from a Kinect sensor at the same time. However, 
the geometric information included in this sparse map is not adequate to be useful for path planning 
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or navigation purposes. In order to address such issues, the OGM is built at the same time and 
serves as an extension of the sparse map. Without using a laser scanner, this OGM is built with the 
pose estimated by ORB2 RGBD and the corresponding virtual laser scan created from the point 
cloud observed by the Kinect. The two maps are saved for localization in the same environment 
when the SLAM process completes. 
 
Figure 2.1 Overview of the proposed RTLS 
When working in the localization mode, the system loads both the sparse map and the OGM first. 
Then, ORB2 RGBD converts the descriptors of the key points extracted from the input RGB frame 
into their bag-of-words (BoW) representations [122,125] and queries the keyframe database for 
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the initial pose estimation of the RGB frame. This process continues until the pose of the current 
frame is initially estimated and finally optimized and global localization is successful. 
Subsequently, the 3D pose of a new frame in the sparse map can be tracked by tracking its previous 
frame (or the most recent reference frame) and its local map. Finally, the 2D pose in the OGM can 
be found by projecting the 3D pose onto the 2D plane and continuous 2D pose tracking can be 
achieved.  
It is worth noting that the system is designed to be able to switch between the two modes (SLAM 
mode and localization mode) at any time (Figure 2.1), which provides additional flexibility for a 
wide range of applications. As mentioned before, one key drawback of hector SLAM is that new 
map change cannot be updated directly on an old map. This issue can be easily resolved in the 
proposed system by first using localization mode to localize the current pose and then switching 
to SLAM mode for further expansion of the existing map.  
In addition, the system leverages the complementary advantages of the sparse map and the OGM 
by using them jointly. On one side, a sparse map is compact but not useful for path planning and 
user interaction, which can be complemented by an OGM which is well-suited for such tasks. On 
the other side, OGM based localization depends significantly on the map resolution (dimension of 
each grid) and therefore imposes a high memory cost for large-scale environments, which can be 
complemented by localizing with a sparse map that needs lesser memory for map storage. 
Therefore, the localization accuracy does not depend on the resolution of the OGM and grid size 
can be relaxed when the map scale goes up. With these features, the proposed system enables a 
broad range of applications in path planning, geo-tagged data collection, and location-aware 3D 
point cloud update that are discussed ahead in Section 2.6. The following subsections first describe 
the technical design of the system in detail. 
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2.4.1    SLAM Mode 
In order to promote maintainability, code re-use and extensibility of the system, ROS [124] is 
extensively used in the implementation for transferring data among different components where 
each component itself is designed to be an ROS package. As shown in Figure 2.2, there are mainly 
four components involved in the SLAM mode (“Kinect Driver”, “Point Cloud to Laser Scan”, 
“Modified ORB SLAM” and “Occupancy Grid Mapping”) and thus four ROS packages. Among 
these packages, the first two are existing ROS packages with some custom configuration, the third 
package is developed upon ORB SLAM [122], and the last package is implemented entirely in this 
research. After a SLAM process, the system saves both a sparse feature map and an OGM. The 
two maps are further reused for localization in the localization mode. The two maps shown in 
Figure 2.2 were built when the system ran in a typical university laboratory room. 
 
Figure 2.2 SLAM mode of the system 
2.4.1.1    Kinect Driver 
With some configuration changes, the ROS openni_launch package [126] is directly used here as 
the “Kinect Driver”. As an RGB-D sensor, Kinect can provide RGB images and corresponding 
depth images simultaneously. However, the RGB images and the depth images generally cannot 
 28 
overlap perfectly due to any existing offset between them. In the developed implementation, the 
ROS openni_launch package is configured to align the depth image to its RGB image, by setting 
the depth_registeration argument to true in the command line or enabling it via the ROS 
rqt_reconfigure tool. After the argument is set correctly, the depth of each pixel in the RGB image 
can be obtained by finding the value of its counterpart pixel in the registered depth image. 
Furthermore, a point cloud can be created by looping over all the color pixels to get their depth 
and unprojecting them from 2D space to 3D space. 
In this configuration, the driver automatically publishes different messages to their corresponding 
topics. Among these messages, only three are further used in the system, of which the RGB image 
message and the registered depth message are used subsequently by “Modified ORB SLAM” to 
track the Kinect’s pose in 3D space, and the point cloud message is used by “Point Cloud to Laser 
Scan” to create virtual laser scans. Instead of using the rectified color images provided by the 
driver, the unrectified images are input to the “Modified ORB SLAM” since ORB SLAM uses its 
built-in model to remove distortion from the original image based on camera calibration 
parameters.   
2.4.1.2    Point Cloud to Laser Scan 
In most Lidar-based SLAM algorithms, measurements from laser scanners are used alternately to 
update an OGM based on the tracked pose and to track the pose based on the as-built map 
[39,41,42]. The difference here is that only a Kinect sensor is adopted in the proposed system and 
the pose is localized in “Modified ORB SLAM” with color and depth images. There are therefore 
no direct laser scan measurements available to update the OGM. To address this issue, the 
pointcloud_to_laserscan ROS package [127] is adopted to convert the point cloud received from 
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“Kinect Driver” to its corresponding virtual laser scan by cutting out a horizontal slice of the point 
cloud in a certain height range and selecting the points that have the smallest depth in each column 
of the slice.  
The virtual laser scan created in this way allows the detection of all the obstacles appearing in a 
height range instead of only being able to detect the obstacles at a fixed height when a real 2D 
laser scanner is used. This benefit is critical in some situations where an obstacle can only be found 
by the laser scan at an appropriate height. For example, a desk with legs is very likely to be missed 
unless a laser scanner is installed at the same height as the desk surface, and this may cause 
potential collisions between the desk and a moving robot. However, this issue can be readily 
resolved with the virtual laser scan by setting appropriate min_height and max_height parameters 
for the node to specify the height range from which obstacles should be detected. There are some 
other parameters that can be set to control the generation of the virtual laser scan. Such parameter 
information is also included in the output laser scan message and can be retrieved when these 
messages are used to update the OGM in “Occupancy Grid Mapping”. 
It should also be noted that the accuracy of the virtual laser scan generally has poor quality 
compared to that from a laser scanner and may not be adequate to use in pure Lidar-based SLAM. 
However, in the proposed system, the achieved level of quality in the virtual laser scan is sufficient 
since it is only used for OGM mapping, and localization is achieved by ORB SLAM based on the 
as-built feature sparse map. 
2.4.1.3    Modified ORB SLAM 
This component is developed upon ORB2 RGBD [122] when it runs with both its mapping and 
localization functionalities. An RGB image and its depth map are all that ORB SLAM needs to 
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track the pose of the camera in which the captured scene is observed. Even though generally ORB 
SLAM can track current camera pose quickly, it still takes some time and the time it takes varies 
depending on how easily the initial pose can be estimated with feature matching between the 
current RGB frame and its immediate previous frame (or its keyframe when tracking sequential 
frames does not work). However, the quality of the OGM relies heavily on the synchronization of 
the camera pose and the laser scan associated with that pose. 
If the 3D pose and laser scan were sent separately to the “Occupancy Grid Mapping”, acceptable 
synchronization between them would not be guaranteed due to the time latency caused by pose 
tracking. In order to solve this issue, the RGB image, depth image, and laser scan data are instead 
synchronized by “Modified ORB SLAM” at an earlier stage and sent together to the “Occupancy 
Grid Mapping” in a single custom ROS message (Figure 2.2 and Figure 2.3). This message is 
named “PosesAndLaserScans” as shown in Figure 2.3 and defined to include a one-dimensional 
array of geometry_msgs/PoseStamped [128] to represent poses, and a one-dimensional array of 
sensor_msgs/LaserScan [129], with the same number of elements as the pose array, to represent 
the corresponding laser scans at those poses. 
As shown in Figure 2.3, after the current camera pose has been tracked, for occupancy grid 
mapping, all the necessary information is available about historical keyframes, their corresponding 
laser scans, as well as the current frame. However, additional strategic steps are necessary in order 
to use such information usefully in the implementation. Based on the features of the ORB SLAM, 
two special strategies are adopted to guarantee the quality of the OGM as introduced in [130]. 
First, instead of each frame pose, only the keyframe pose is used to determine the scan points in 
the OGM mapping process. It is worth noting that ORB SLAM is a keyframe-based method and 
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only a subset of frames are selected as keyframes to reduce the number of frames used to represent 
the camera’s motion while still being able to cover the whole scene visited by all the original 
frames. After initially being inserted by the tracking thread, the keyframe poses are further 
optimized in the mapping thread and in some cases even further, in the loop closing thread when 
a loop involving them is detected and corrected.  
 
Figure 2.3 Flowchart of the Modified ORB SLAM algorithm 
However, for each incoming frame, its pose is finally determined by tracking its local network of 
keyframes and presented as a relative pose to the keyframe that is nearest to it. Therefore, the 
estimated frame poses are not as accurate and stable as the keyframe poses. Moreover, compared 
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to the localization process, OGM mapping is much more sensitive to pose estimation. If all the 
frame poses contributed to building the OGM, then the estimation of every pose would have to be 
very accurate since even small inconsistencies or errors could potentially corrupt the OGM. 
Secondly, even though the initial estimation of the frame poses is not highly accurate, they still 
continue to be optimized with the optimization of the keyframe poses, and better estimation can 
be used to correct the corrupted map. A critical problem in this scenario is that the number of 
frames increases unlimitedly over time, so it is impractical, if not impossible, to track back and 
correct them all with newer results. 
Another adopted strategy is that besides publishing separate keyframe poses (and their laser scans) 
when they are first created (Publishing Current KF Pose in Figure 2.3), all historical keyframe 
poses (and their laser scans) are also published under certain conditions to help correct the OGM 
with better keyframe pose estimation that is only available later. The mapping thread keeps 
optimizing a newly inserted keyframe together with all the keyframes connected to it and culls 
redundant keyframes. This makes some of the keyframes whose poses have been used in OGM 
mapping invalid. The adopted solution involves publishing all historic keyframes every time after 
a fixed number of separate keyframes have been published to ensure that local error in the OGM 
can, to some extent, be fixed by using the valid keyframes with poses of higher accuracy 
(Publishing Historical KF Poses in Figure 2.3). Moreover, historical poses and their laser scans 
are also published after the pose of all the keyframes involved in a loop is corrected by a loop 
detection and correction step (Publishing Historical KF Poses in Figure 2.3). This allows OGM 
mapping to correct the drift accumulated in the OGM over a length of elapsed time and distance.  
When the SLAM process ends, this component saves the sparse features built by ORB SLAM. It 
should be noted that the original ORB SLAM does not support such map saving. In the 
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implementation, the feature map is serialized based on the idea described in [131]. The difference 
is that the proposed approach also serializes the laser scan data in addition to the feature map in 
order to ensure that “Occupancy Grid Mapping” will have access to all the historical data that has 
been used to build the OGM and is able to correct the OGM based on loop closure across different 
SLAM processes. 
2.4.1.4    Occupancy Grid Mapping 
Once a “PosesAndLaserScans” message arrives, the “Occupancy Grid Mapping” component will 
extract the pose and laser scan information from the received message and use them to update the 
OGM it is building and set ROS markers to visualize the camera’s pose in the as-built OGM 
(Figure 2.4). In the algorithm, the OGM is expressed with an ROS OccupancyGrid message [132], 
where occupancy probability is in [0, 100] and unknown probability is represented with -1. The 
log-odds values of all the cells are initialized with -1, and when a cell is explored for the first time, 
its log odds is first set to 50 for further update. 
For a received “PosesAndLaserScans” message, the algorithm first checks if it only includes one 
pair of pose and laser scan data. If so, the algorithm concludes that the message originates from 
publishing the current keyframe pose (Figure 2.3) and the pose and laser scan data pair can be 
directly used to update the OGM based on its current status. However, if the message includes 
multiple poses (and thus multiple pairs of pose and laser scan data), this indicates that the message 
is from publishing historical keyframe poses and includes all the further optimized poses of the 
keyframes that have been used to construct the OGM as of that time. In this case, in order to correct 
the error in the OGM introduced by the previous inferior estimation of the keyframe poses, the 
OGM will be completely erased and rebuilt entirely with the received poses. After this, the two 
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situations can be fit into a unified processing step. The primary idea is to process the pose and laser 
scan pair(s) one by one and only set visualization markers right after the last pair has been 
processed. 
 
Figure 2.4 Flowchart of the Occupancy Grid Mapping algorithm 
For each 3D pose taken out of the pose array in the message, it is first converted to its 2D pose. 
By default, in ORB SLAM, the coordinate frame attached to the Kinect is defined as shown in 
Figure 2.8 and the world frame is set with the pose of the camera frame where the tracking process 
is successfully initialized. In Figure 2.5, the left subfigure shows a visualization of a robot and 
corresponding laser scan beams in the world frame and in the map frame. The right subfigure 
shows a visualization of the robot, laser scan and as-built OGM in ROS. For a Kinect camera 
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mounted to a ground robot facing the front (Figure 2.5 Left), its 2D position on the ground plane 
can be easily obtained, by setting its X position with camera’s translation in X, and its Y position 
with camera’s translation in Z. Moreover, considering the inevitable noise in rotation estimation 
of the camera pose and existence of multiple Euler angle representations for the same quaternion 
representation, the camera’s rotation in quaternion (output format of ORB SLAM) in the message 
is converted to its axis-angle format and the rotation component is used as the camera’s orientation 
on the ground plane. 
 
Figure 2.5 Visualization of occupancy grid mapping with a single laser scan 
The obtained camera pose in 2D can be denoted as a 3D vector [𝑥𝑐 , 𝑦𝑐, 𝜃𝑐], where 𝑥𝑐  and 𝑦𝑐 
represent its position and 𝜃𝑐 represents its counterclockwise rotation with respect to the positive 
direction of the X axis. As shown in the left of Figure 2.5, the robot pose (with its center at the 
camera installation point) on the 2D ground plane [𝑥𝑟 , 𝑦𝑟 , 𝜃𝑟] equals to the camera pose [𝑥𝑐 , 𝑦𝑐, 𝜃𝑐]. 
On the other side, the laser scan associated with this pose is extracted as a ROS LaserScan message 
from the laser scan array. All the beams within the valid beam range in the scan are used to update 
the OGM and each of these beams is processed sequentially. For each beam, the coordinate of its 
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near end is the same as [𝑥𝑟 , 𝑦𝑟] and the coordinate of its far end can be calculated using the variable 
values in the LaserScan message (as defined here [129]). Therefore, for the ith beam, the 
coordinates of the beam beginning point and the beam end can be computed with Equation 2.1, 
2.2, and 2.3: 
 [𝑥𝑏𝑒𝑔𝑖𝑛, 𝑦𝑏𝑒𝑔𝑖𝑛] = [𝑥𝑟 , 𝑦𝑟]        (2.1) 
𝑥𝑒𝑛𝑑 = 𝑥𝑟 + 𝑟𝑎𝑛𝑔𝑒𝑠[𝑖] ∗ cos(𝜃𝑟 − 0.5(𝑎𝑛𝑔𝑙𝑒_𝑚𝑎𝑥 − 𝑎𝑛𝑔𝑙𝑒_𝑚𝑖𝑛) + 𝑖 ∗ 𝑎𝑛𝑔𝑙𝑒_𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡) 
(2.2) 
𝑦𝑒𝑛𝑑 = 𝑦𝑟 + 𝑟𝑎𝑛𝑔𝑒𝑠[𝑖] ∗ sin(𝜃𝑟 − 0.5(𝑎𝑛𝑔𝑙𝑒_𝑚𝑎𝑥 − 𝑎𝑛𝑔𝑙𝑒_𝑚𝑖𝑛) + 𝑖 ∗ 𝑎𝑛𝑔𝑙𝑒_𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡) 
(2.3) 
In the map frame, the corresponding coordinates are calculated with Equation 2.4 and 2.5: 
 [𝑥𝑏𝑒𝑔𝑖𝑛
𝑚𝑎𝑝 , 𝑦𝑏𝑒𝑔𝑖𝑛
𝑚𝑎𝑝 ] = [𝑥𝑏𝑒𝑔𝑖𝑛 + 𝑥𝑜𝑓𝑓𝑠𝑒𝑡, 𝑦𝑏𝑒𝑔𝑖𝑛 + 𝑦𝑜𝑓𝑓𝑠𝑒𝑡] (2.4) 
 [𝑥𝑒𝑛𝑑
𝑚𝑎𝑝, 𝑦𝑒𝑛𝑑
𝑚𝑎𝑝] = [𝑥𝑒𝑛𝑑 + 𝑥𝑜𝑓𝑓𝑠𝑒𝑡, 𝑦𝑒𝑛𝑑 + 𝑦𝑜𝑓𝑓𝑠𝑒𝑡] (2.5) 
Given the cell size 𝑘 (𝑚/𝑐𝑒𝑙𝑙), the cell coordinates on the OGM can be further expressed with 
Equation 2.6 and 2.7: 
 [𝑥𝑏𝑒𝑔𝑖𝑛
𝑐𝑒𝑙𝑙 , 𝑦𝑏𝑒𝑔𝑖𝑛





















With the cell coordinates determined, Bresenham’s line algorithm [133] is used to find the cells 
penetrated by the beam and the cell on which the beam end falls. In [110], the algorithm of inverse 
sensor model for range finders is used to find 𝑙𝑓𝑟𝑒𝑒, which is the amount of evidence that a grid is 
free based on a single beam measurement,  and 𝑙𝑜𝑐𝑐, which is the amount of evidence that a grid is 
occupied based on a single beam measurement. However, in this research, these values are set to 
5 and 15 empirically since the laser scan is converted from a point cloud without using a range 
finder. In the OGM update, for a single beam, the log odds is decreased by 𝑙𝑓𝑟𝑒𝑒 for each cell along 
the beam and increased by 𝑙𝑜𝑐𝑐  for the cell at the beam end. In the same way, the algorithm 
processes all the beams in the laser scan and finishes updating the OGM with the pair of pose and 
laser scan data. If there are multiple pose-laser scan pairs in the message, the algorithm will 
traverse the pairs and process them sequentially as described above.  
After processing all the pose-laser scan pairs in the message, the algorithm sets the ROS 
visualization markers that can be displayed in the ROS rviz tool [134]. In the implementation, the 
robot pose is expressed with a red isosceles triangle created by a Line-List Marker in ROS, with 
its apex representing the head of the robot (Figure 2.5 Right). In addition, the laser scan beams are 
shown as separate green lines with another Line-List Marker (Figure 2.5 Right). The setting of the 
laser scan marker is very straightforward since the coordinates of the two ends of each beam are 
already known and can be used directly. For the robot pose marker, the transformation matrix 
derived from [𝑥𝑟 , 𝑦𝑟 , 𝜃𝑟] can be used to transform the marker to the right position in the world 
coordinate. When the SLAM process ends, this component saves the built OGM. The OGM can 
be readily saved with the ROS map save tool since the OGM is represented with an OccupancyGrid 
message in the proposed implementation. 
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2.4.2    Localization Mode 
The localization mode (Figure 2.6) is used to localize the camera in the maps built in the SLAM 
mode, and this process has several similarities to the way the SLAM mode works. Therefore, 
instead of describing the localization mode in detail, only its differences from the SLAM mode are 
discussed in this section. In the localization mode, “Modified ORB SLAM” works only with its 
localization functionality. It loads (serializes) the saved sparse feature map and localizes the 3D 
pose of the camera in the feature map. In order to enable real-time visualization of the camera pose 
on the OGM, it publishes the pose of each frame and corresponding laser scan instead of keyframe 
pose and laser scan in the SLAM mode as shown in Figure 2.3. The process flowchart is simply 
replacing the “publishing historical keyframe poses” and the “publishing the current keyframe 
pose” in Figure 2.3 with publishing the pose of the current frame (and its laser scan). Even though 
it has all the historical keyframes available from the loaded feature map, ORB SLAM does not 
create new keyframes when it works for localization. 
The “OGM Localization” loads the OGM in the localization mode, and subsequently receives a 
single 3D pose-laser scan pair at a time representing the 3D pose and laser scan of the real-time 
frame, and then converts the 3D pose to its 2D pose and visualizes the 2D pose and laser scan on 
the OGM. The difference of “OGM Localization” from its counterpart “Occupancy Grid Mapping” 
in the SLAM mode is that the OGM is not updated when the system works only for localization. 
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Figure 2.6 Localization mode of the system 
As can be observed from this description, the “Point Cloud to Laser Scan” is conceptually not 
necessary since laser scan information is not used to update the OGM in the localization mode and 
is rather only used for sensing visualization. However, there are some key reasons for creating a 
laser scan. One reason is that visualization of laser scan data can help users recognize the scene 
that the camera is facing. This is very helpful to allow users to switch the system to its SLAM 
mode at the camera position to update only part of the OGM that is outdated due to changes in the 
physical world (e.g., obstructions added or removed). Another reason is that in some extreme 
environments for vSLAM, such as featureless locations or environments with highly repetitive 
features, the virtual laser scan can be potentially used by Lidar-based SLAM to help localize the 
camera in the OGM when vSLAM does not work well. This algorithm is planned to be integrated 
into this system later. 
Although the real-time requirement is not a problem for the original ORB SLAM when it is tested 
with image sequences, it is still important to evaluate the RTLS’s practical localization speed after 
improvement with OGM mapping and ROS-based integration. Similar to Figure 2.3, when the 
RTLS runs in the localization mode, it always attempts to grab the most current RGB-depth image 
pair from the ROS topics and process it to localize the camera pose. This means that the RTLS 
automatically downsamples the input streams of RGB image and depth image to the rate that it 
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can process instead of trying to process every RGB-depth pair. With the benefit of ROS, it is 
convenient to use the rostopic tool [135] to inspect the update frequency of the 2D pose shown on 
the occupancy map (as shown in the right-most subfigure in Figure 2.6). The frequency is 
equivalent to the frames that the system can process in one second. The localization speed of the 
system was evaluated on a laptop with an Intel Core i7-4940MX CPU@ 3.1GHz. As reported by 
ROS, with the image size of 640 x 480 for both the RGB image and the depth image (registered to 
the RGB image), the average speed is ~17.1 FPS (the maximum speed is ~24.4 FPS and the 
minimum speed is ~12.8 FPS). Although a decrease is observed compared with ORB SLAM, the 
average speed is still over 15 FPS and is considered as a real-time visual SLAM algorithm [136]. 
In [137], for construction equipment localization, tracking speed that is equivalent to or greater 
than 1 Hz is defined as real-time tracking. Therefore, the proposed RTLS achieves much faster 
tracking speed than that and should meet the real-time requirement for most applications in 
construction and other civil infrastructure systems. 
The maps and localization results shown in Figure 2.6 were from a laboratory room-scale 
environment. The proposed system was also tested in an entire building scale environment and the 
corresponding results are shown below in Figure 2.7. The left side of Figure 2.7 shows the sparse 
feature map built by ORB SLAM and 3D localization within it. Its subfigure on the right bottom 
corner shows the feature matching between the features in the current frame and the features in the 
sparse feature map. The right side of Figure 2.7 shows the built OGM and the corresponding 2D 
localization results within it. The next section characterizes the localization accuracy based on tests 
and analyses conducted with both these two maps.  
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Figure 2.7 Localization results on the maps in a building scale environment 
2.5    Experimental Verification 
The objective of the proposed RTLS is to obtain the 2D localization on the OGM built side by side 
with the ORB2 RGBD and enable practical applications that cannot be done only with ORB 
SLAM. In its implementation (Section 2. 4), the RTLS directly takes advantage of ORB2 RGBD’s 
localization accuracy instead of improving it, and thus it follows that the RTLS would achieve the 
same localization accuracy as ORB2 RGBD when it is tested on the datasets in [122]. However, 
since the proposed RTLS is aimed for practical applications on indoor construction sites, its 
location accuracy is tested additionally in two typical indoor construction environments in this 
section. The proposed evaluation method proposed in this section could also be used to evaluate 
other types of locating systems. 
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The evaluation of localization accuracy of a localization system in a large-scale environment is 
challenging to characterize [138]. In vSLAM, the localization accuracy is typically evaluated by 
the error between the estimated 3D pose of the camera and its true 3D pose that is generally 
provided by a motion capture system. Therefore, there are only a limited number of public datasets 
that can be used to evaluate the localization performance of vSLAM algorithms, and it is thus 
difficult to evaluate them in a custom environment. 
In order to overcome the inability of deploying a motion capture system in a large-scale custom 
environment, a marker-based evaluation was developed to evaluate the system’s localization 
accuracy. In this evaluation, the accuracy is evaluated by comparing the 2D positions of the 
markers deployed in the environment as estimated by the system, with their measured 2D true 
positions (i.e., ground truth). Since it is difficult to obtain the ground-truth pose of the camera in 
the 3D space, this method attempts to recast the challenging problem of measuring the 3D pose of 
the camera to the achievable problem of measuring the distance between markers that are randomly 
installed in the environment. 
This evaluation in effect measures the system’s 2D localization accuracy of the markers in the 
environment instead of measuring the 3D tracking accuracy of the camera, even though the 3D 
tracking accuracy can be implicitly characterized by the evaluated 2D accuracy. In fact, this is also 
the likely configuration for how the system can be used in practice to track static or dynamic 
construction assets or workers that can be recognized via attached markers or through deep 
learning methods. For example, a human or robot inspector can carry a camera with themselves. 
When they perform inspection, their global position can be located automatically in the OGM via 
the proposed RTLS, therefore the construction assets and workers observed by the camera can be 
also located in the OGM when they are recognized by the camera using some visual markers [86] 
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or objection recognition algorithms [139]. In practice, the human or the robot inspector usually 
need to make an additional movement to obtain a clear line of sight of the objects to be tracked. 
In the next subsections, the marker-based evaluation algorithm will first be introduced in detail 
and then the localization results will be presented and discussed for both the laboratory scale 
environment and the entire building scale environment (as shown in Section 2.4.2). 
2.5.1    Marker Pose Estimation 
The purpose of this algorithm is to estimate the marker’s 2D positions in the world frame with the 
proposed localization system, so the estimated 2D positions can be evaluated with the measured 
true 2D positions. As shown in Figure 2.8, the transformation from the world coordinate system 
(WCS) to the marker frame, 𝑇𝑤𝑔 can be calculated from the transformation chain 𝑇𝑤𝑐 and 𝑇𝑐𝑔. 𝑇𝑤𝑐 
is the transformation from the world frame to the camera frame and is the output of the localization 
system. 𝑇𝑐𝑔 is the transformation from the camera frame to the marker frame. AprilTag markers 
are used in the experiment and the transformation 𝑇𝑐𝑔 can be calculated by the marker detection 
algorithm [57]. Therefore, 𝑇𝑤𝑔 = 𝑇𝑤𝑐 ∗ 𝑇𝑐𝑔 and the 3D positon of a marker comprises only the 
translation part of the transformation matrix 𝑇𝑤𝑔. 
In the next section, the localization accuracy of the RTLS is tested when it runs in its localization 
mode by reusing the maps (the sparse feature map and the OGM map). In the localization mode, 
vSLAM only runs with its localization functionality. However, since the localization accuracy is 
impacted by both the map quality built in the SLAM mode and the localization performance of the 
localization mode, the localization accuracy results actually evaluate both of these two modes. 
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Figure 2.8 World frame, camera frame and marker frame and the transformations between them 
2.5.2    Experimental Results and Analysis 
2.5.2.1    Measurement of a Single Marker in a Laboratory Scale Environment 
This experiment was conducted to verify the robustness of the measurement of the system with 
the laboratory maps as shown in Figure 2.6. In this test, a marker was fixed on the ground and the 
3D position of the marker in the world frame was measured 100 times by the system at each of the 
six locations as shown in Figure 2.9. The difference in the camera’s position relative to the marker 
can be observed by the position of the door, the wood shelf and the chair in different frames. More 
specifically, each measurement was obtained with the algorithm explained in Section 2.5.1, and 
the result of each measurement is 𝑇𝑤𝑔, which is the transformation from ORB2 RGBD’s world 
frame to the frame attached at the center of the marker, as shown in Figure 2.8 and Figure 2.9. The 
detailed format of  𝑇𝑤𝑔 is as below, 





] (2. 8) 
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The vector 𝑡𝑤𝑔 in Equation 2.8 represents the marker’s position (x, y, z) in the world frame. At 
each of the six camera positions, the marker’s position was measured 100 times, therefore there 
are totally 600 measurements of the marker’s position (x, y, z), and thus 600 measurements of x, 
y, z, respectively. 
 
Figure 2.9 Measurements of a single marker at different locations 
However, since the marker is also fixed in the environment, the position measurement of the 
marker should ideally be the same even if the position is measured from different camera locations. 
In this regard, the standard deviation of these measurements can be used to measure the robustness 
of the estimated results. In the test, the standard deviation of the 𝑥, 𝑦, 𝑧 position of the marker is 
calculated from the 600 measurements for each of them, and the final results are 0.002m, 0.002m, 




∗ ∑ (𝑥𝑖 − 𝜇𝑥)2
600





𝑖=1 . It is the same for the calculation of 𝜎𝑦 and 𝜎𝑧. 
The standard deviation results indicate that the repeated measurement accuracy for a single marker 
is very high but does not necessarily mean that the measurement results are accurate. 
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This test demonstrates how robustly the position of the maker can be estimated from different 
observation locations. A similar situation generally arises when the same mobile asset has to been 
observed and localized from different locations. The marker pose estimation algorithm was 
implemented in ORB SLAM, so that the robot carrying the camera would not need to stop to 
collect data.  Therefore, the measurement location and the measurement times of each marker were 
not explicitly controlled in the following tests. 
2.5.2.2    Measurement of Multiple Pre-Deployed Markers in a Building Scale Environment 
In this section, the system’s localization accuracy is evaluated by measuring the position of 
multiple markers in a building scale environment. As shown in Figure 2.10, fifteen markers were 
pre-deployed on the ground along the corridor of a basement and formed a loop whose length was 
about 80m. The maps shown in Figure 2.7 were built in this environment and were used in this 
experiment for evaluating localization accuracy. 
In the experiment, a robotic wheelchair equipped with a Kinect was used as a mobile robotic 
platform to collect experimental data. The marker pose estimation algorithm can run side by side 
with the system, estimate the 3D position of the marker appearing in the camera color frame, and 
write the marker ID and corresponding estimated position to a text file that can be analyzed after 
the experiment is completed. In order to collect sufficient data to evaluate the localization 
accuracy, the wheelchair platform was moved along the corridor for five complete loops.  
The position of the marker estimated by the localization system is in 3D space, but the pose of the 
system’s world frame was not associated with the physical environment and was thus hard to find. 
However, it was possible to measure the distance between different markers and build a marker 
network frame to describe the marker position. In order to make it structured, this marker network 
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frame was set at the center of the #1 marker, with the 𝑥 axis pointing to the right, 𝑦 axis point 
upwards and 𝑧 axis pointing out of the plane of the screen, as shown in the right part of Figure 
2.10. 
 
Figure 2.10 Marker deployment in a basement corridor environment and localization results 
In order to evaluate the distance between a marker’s estimated position and its true position, the 
system’ world frame was first aligned to the marker network frame using a 3D transformation 
found by the 15 pairs of marker coordinates. Then, the estimated positions of the 15 markers could 
be projected to the marker network frame and compared directly with the true positions (Figure 
2.10 right side). Since the markers were attached to the ground, the 𝑧 coordinates were always 
zero. Therefore, only the 2D position of the marker was used for evaluation. 
After the coordinate frame alignment, the accuracy of the localization system was evaluated using 
two metrics, the marker position root-mean-square error (RMSE) and marker distance RMSE. The 
marker position RMSE represents the RMS of the distance between a marker’s estimated position 
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and its true position over multiple measurements. The corresponding results are shown in Table 
2.1 and Figure 2.11. It can be seen that the range of RMSE is 0.039m to 0.186m, which is very 
competitive compared with other indoor localization systems as shown in [140]. It can also be 
observed that the maximum measurement errors occurred at the #7 marker and the #9 marker, 
which are 0.186m and 0.185m respectively. The key reason for this observation is that the 
wheelchair went very close to the wall when the system observed and localized these two markers.  
Since only a small number of features could be extracted from the surface of the wall, the 
localization accuracy of the system was impacted in this situation.  










X (m) Y (m) X (m) Y (m) RMSE (m) 
#1 76 -0.095 0.004 0.000 0.000 0.098 
#2 54 0.147 3.031 0.000 3.050 0.151 
#3 63 -0.830 3.057 -0.917 3.050 0.088 
#4 54 -0.799 6.042 -0.917 6.100 0.135 
#5 42 -0.844 10.277 -0.917 10.370 0.121 
#6 50 -0.969 16.725 -0.917 16.778 0.075 
#7 50 -1.035 24.240 -0.917 24.097 0.186 
#8 64 6.887 24.207 6.816 24.097 0.133 
#9 80 14.720 24.090 14.539 24.097 0.185 
#10 68 13.640 20.296 13.729 20.412 0.149 
#11 53 13.630 12.907 13.729 12.788 0.155 
#12 57 13.695 5.547 13.729 5.470 0.088 
#13 30 13.764 -1.242 13.729 -1.239 0.039 
#14 93 7.146 -1.235 7.238 -1.239 0.094 




Figure 2.11 Visualization of marker position RMSE 
Another metric is the marker distance RMSE, which represents the RMS of the difference between 
the estimated value and the true value of the distance between markers. As shown in Table 2.2 and 
Figure 2.12, the distance between every two adjacent markers was estimated with the system and 
compared with the true values. The range of RMSE is 0.018m to 0.235m, which is apparently 
wider than the position RMSE. The reason is that the position measurement error can occur in any 
direction. The distance measurement error will be increased when the position errors in two 
adjacent markers occur in distinctly different directions, and it will be decreased when the position 
errors occur in a similar direction and counteract (i.e., cancel) each other. The described 
experiment is a very stringent evaluation of the system since it is a corridor environment devoid 
of many distinct features and is generally considered as one of the typical environments where 
vSLAM cannot work well [119,141]. Even though the proposed system can still achieve 
satisfactory performance in such a challenging environment, its performance was still impacted by 
the limited availability of features. In practice, such performance loss can be partially addressed 
by performing Lidar-based SLAM with the virtual laser scan. 
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#1-#2 3.037 3.050 0.018 
#2-#3 0.978 0.917 0.061 
#3-#4 2.984 3.050 0.067 
#4-#5 4.235 4.270 0.035 
#5-#6 6.449 6.409 0.041 
#6-#7 7.516 7.319 0.202 
#7-#8 7.922 7.733 0.193 
#8-#9 7.834 7.723 0.113 
#9-#10 3.945 3.773 0.177 
#10-#11 7.389 7.624 0.235 
#11-#12 7.360 7.318 0.045 
#12-#13 6.790 6.709 0.083 
#13-#14 6.618 6.491 0.132 
#14-#15 7.204 7.238 0.039 
#15-#1 1.221 1.239 0.019 
 
 
Figure 2.12 Visualization of marker distance RMSE 
2.6    Example Applications of the Proposed RTLS 
After discussing the implementation of the proposed system and testing its localization accuracy, 
this section provides three example applications to demonstrate its potential. Describing the 
implementation of these applications in detail is beyond the scope of this paper, and the examples 
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introduced here are only intended to highlight the capabilities of the developed RTLS in the 
specific deployments. 
2.6.1    Path Planning and Real-Time Navigation  
As noted before, it is significantly challenging and often impossible to perform path planning on 
the sparse feature map built by ORB2 RGBD. However, with the benefits of the proposed 
localization system, it is straightforward to implement path planning and real-time navigation 
algorithms with the OGM. An A* [24] based path planning algorithm was implemented as an 
example and the idea was demonstrated with a robotic powerchair, as shown in Figure 2.13. In the 
system’s localization mode, after it loads the sparse feature map and the OGM of the environment 
where the powerchair operates, the system localizes the pose of the powerchair in real time and 
visualizes the pose on the OGM as a triangle in ROS rviz [134]. 
In ROS rviz, a destination pose can be set with the “2D Navi Goal” and the corresponding ROS 
message can be captured by the implemented path planning algorithm (an independent ROS 
package). In the path planning algorithm, the shortest path is calculated from the powerchair’s 
current pose to the set goal position and visualized on the same OGM as shown in Figure 2.13. 
When the pose of the powerchair changes, the planned path is automatically recalculated and 
updated, such that the powerchair is able to navigate to the destination step by step in real time. 
By minimally changing the implementation, users can be allowed to choose their preferred paths 
by selecting a few navigation goals at a time. This is the basis of autonomous robots and has 
significant potential to be used for indoor navigation for individuals or to be deployed on indoor 
robots to enable them to automatically navigate to destinations to perform specific tasks. In the 
construction domain, this algorithm is also potentially used to extend many existing algorithms in 
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construction research by providing a compact and economic indoor localization solution. For 
example, the limitation of [1] is that the robot manipulator needs to be within the proximity of the 
scene for it to work properly. With this algorithm and an appropriate motion control algorithm, the 
robot manipulator could be navigated to any point of interest in a mapped environment to perform 
the scan and the following tasks. This could be also used to replace the localization system in [37] 
for the evaluation of building retrofit performance and the localization system in [13] for 
convenient registration of 3D point clouds for multiple construction applications. 
 
Figure 2.13 Testing results of path planning and real-time navigation on two maps 
2.6.2    Geo-Tagged Data Collection 
With the benefits of the proposed system, indoor geo-tagged data collection can become more 
convenient compared with previous algorithms [12,37,142]. Based on the motion planner 
implemented above, users only need to manually map the physical world to the OGM once (Figure 
2.14). Then they can set points of interest where data needs to be collected on the OGM. When the 
data collection platform (manual or automatic) is close enough to one of those data collection 
positions, sensors on the platform can be triggered automatically to collect the desired data. This 
process does not require the deployment of markers in the environment [12,37] nor the use of GPS 
that has limited performance in indoor environments [142]. 
 53 
 
Figure 2.14 Geo-tagged environmental data collection with a TurtleBot platform 
2.6.3    Localization-Aware Point Cloud Update 
Point cloud technique has been widely used in construction for construction management, 
construction project scheduling, infrastructure condition evaluation, and so on [13]. This example 
application provides a possible way to update the point cloud more efficiently for construction 
infrastructure geometric modeling. The key point is that the localization accuracy is sufficient to 
initially register point clouds and further update them, and the sensors used to construct the point 
clouds could be replaced with any other high precision sensors such as a laser scanner or a 
Velodyne. 
With the RGB images, depth images and corresponding estimated poses from ORB2 RGBD, 
colored point clouds of the environment can be built incrementally in real time (as shown in Figure 
2.15). However, it is difficult to simply update a specific part of the point cloud map with reference 
to the sparse feature map since it includes little semantic information. This issue is appropriately 
addressed by the proposed localization system. After labeling the real-world locations on the OGM 
(as done in Section 2.6.2), the area, of which the corresponding point cloud needs to be updated, 
can be selected on the OGM and the system can be programmed to run in localization mode when 
the robot is approaching this area and run in SLAM mode when the robot is in this area. Therefore, 
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with the proposed system, there is no need to update the whole point cloud if some changes only 
occur in a limited area of the environment. 
 
Figure 2.15 Point cloud maps of two environments created based on the proposed system 
2.7    Conclusions and Future Work 
This paper proposed a vSLAM-based localization system for indoor, GPS-denied environments 
by building an OGM alongside a sparse feature map. The system can work in SLAM mode to 
create the maps (sparse feature map and OGM) of the environment and in localization mode to 
localize the position of the camera in the built maps. The accuracy of the system was evaluated 
with a landmark-based evaluation method and the evaluation results showed its high localization 
accuracy and applicability for a broad range of indoor applications. Three examples were also 
demonstrated to show the potential applications of the system. 
However, since the RTLS was developed based on ORB2 RGBD that is a feature-based vSLAM 
algorithm, it is difficult to run in complex environments including severe illumination variations 
or highly repetitive features. In addition, ORB descriptors cannot recognize the feature points 
observed from viewpoints with large differences and it needs smooth rotation in the corridor 
environments. Therefore, a better feature detector and descriptor need to be developed to improve 
the system’s robustness and accuracy in such difficult environments. Considering that it is difficult 
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to obtain satisfactory feature performance for hand-crafted features, in our future work, learning 
based methods will be explored to extract robust features from the environment and describe them 
with improved descriptors that allow better feature matching performance. Besides since in 
featureless environments feature-based methods would never work, Lidar-based SLAM will be 
integrated into the system in the future. Finally, the designed system will also be extended and 





A Scene-Adaptive Descriptor for Visual SLAM-Based Locating Applications 
 
3.1    Introduction 
As a crucial aspect of context, location (including both position and orientation) is one of the most 
fundamental and valuable pieces of information that bridges local ambient sensing and global 
digital information in the cloud and allows for optimal decisions based on real-time location-aware 
information. Benefiting from the continuous advancement of location sensing techniques, 
location-aware computing has been extensively studied and applied in the built environment. For 
example, by referring to a BIM model for a robot’s current location and the workpieces the robot 
should be looking at, [80] proposed a framework to automatically make motion plans that can 
adapt to workpiece geometry and execute the planned tasks. Another example is [37], in which a 
designed data collection robotic platform can localize itself with a fiducial marker network pre-
deployed in the environment and automatically collect geo-tagged data that can be used for 
evaluating building retrofit performance. Besides these indoor robots, locating techniques can be 
also integrated into some multifunctional robotic platforms [87,88] for more complex tasks such 
as inspection and teleoperation in dangerous environments. For a more different application, in 
[143], localization was achieved by a particle filter that combines BLE beacon fingerprinting and 
pedestrian dead reckoning, and the localization information was used to give blind people turn-by-
turn navigation instructions. It is natural to extend such an application to wheelchair users with 
physical disabilities to improve their independent mobility in unfamiliar environments [144]. In 
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addition to the above applications, localization systems have also be extensively applied in 
construction for automatic data collection [15,145], construction management [146,147], 
construction site safety [148,149], and infrastructure inspection [6,150]. 
Among the locating techniques that are widely used in such environments, Simultaneous 
Localization and Mapping (SLAM) based methods can be rapidly and conveniently deployed due 
to their independence from environment instrumentation, and are thus ideal alternatives to 
infrastructure-based locating methods such as radio frequency identification device (RFID) 
[102,151], ultra-wideband (UWB) [90,152], wireless local area network (WLAN) [100], Bluetooth 
[153], and ultrasound [154] and marker-based methods that primarily use fiducial markers 
[57,155]. In the SLAM category, visual SLAM (vSLAM) using only camera sensors are 
significantly more economical compared with Lidar-based SLAM that needs to use 2D or 3D laser 
scanners. Therefore, vSLAM is generally preferable when the deployment environment is suitable 
[43]. 
Based on the method of tracking frames, most of the current vSLAM solutions fall into categories 
of feature-based method and direct method. The feature-based methods [44-46] track a new frame 
by matching features in the frame to created map points and minimizing reprojection error of the 
observed map points in the frame. Instead of tracking with hand-crafted features, direct methods 
[47-50] track a new frame by direct frame alignment and the camera pose is optimized over pixel 
intensities. Even though the state-of-the-art feature-based methods achieve better tracking and 
reconstruction performance than the state-of-the-art direct methods, they suffer from robustness 
issues in environments with motion blur, low structure or low texture. The main reason is that it is 
difficult to extract enough pre-designed key points and match them robustly in these situations 
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using either fixed hand-crafted descriptors [122,156,157] or fixed learning-based descriptors (this 
is proved in this paper). 
In order to improve feature-based vSLAM’s applicability under various conditions in practical 
applications, we propose and explore Deep SAFT, an online learning-based scene adaptive feature 
transform that is self-adaptive towards recently observed scenes. By taking advantage of the strong 
representation power of convolutional neural network (CNN), Deep SAFT can be used to replace 
its fixed counterpart in a feature-based vSLAM system (e.g., ORB-SLAM2 in this research) and 
fine-tune itself online using true feature correspondences obtained after a geometric verification 
step, and run in parallel to tracking and mapping threads. Moreover, the fine-tuning process is 
adjustable to balance the feature representation between general representation from offline trained 
weights and local presentation from updated weights. 
3.2    Review of Related Prior Research 
3.2.1    SLAM-Based Locating Solutions 
SLAM algorithms allow to track agent pose and recover observed environment simultaneously 
only using mobile sensors. As a promising alternative to traditional localization solutions (such as 
RFID, UWB, WLAN, Bluetooth, and ultrasound), it has gained increasing attention for a variety 
of applications in built environments [158]. In [159], a robotic system equipped with a monocular 
camera and a 2D laser scanner was developed to apply spray foam insulation to underfloor voids. 
The platform pose was initially estimated by feature matching using the input image and then 
finally determined by optimizing point cloud alignment using iterative closest point (ICP) [160]. 
In [13], Kim et al. demonstrated a robotic system that facilitated point cloud registration using the 
location information estimated by Hector SLAM [39]. In [6], Peel et al. proposed to combine 
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Adaptive Monte-Carlo Localization (AMCL) [161] and Hector SLAM [39] to improve localization 
performance for increasing autonomy in bridge bearing inspection. For autonomous tunnel 
inspection, [14] proposed a navigation strategy based on SLAM using a set of pre-deployed 
markers in a tunnel. SLAM-based localization was also utilized in [162] for collaborative 3D 
printing performed by a team of robots that could map the environment with GMapping [41] and 
then localize themselves in the map with AMCL. All the above solutions depend on Lidar-based 
SLAM. However, besides distance, Lidar sensors do not provide enough semantic information 
(room number, words on a sign, semantic object recognition, or object color). Moreover, cost-
prohibitive Lidar sensors limit their widespread deployment for applications in built environments 
or on construction sites, at least in the near term. 
Compared with Lidar-based SLAM, vSLAM only needs low-cost camera sensors and are more 
economical and favorable in the environments where it can meet the requirements for localization 
accuracy. In order to facilitate data collection on construction sites, Asadi et al. [163] proposed a 
mobile robotic platform that was equipped with a camera sensor and NVIDIA GPUs and suitable 
for monocular SLAM and deep learning-based scene understanding tasks. This work qualitatively 
proved vSLAM’s effectiveness for applications on construction sites but did not evaluate 
vSLAM’s accuracy quantitatively in custom environments. More recently, we proposed a real-
time locating system [158] built upon a state-of-the-art feature-based SLAM (ORB-SLAM2 
[122]). This locating system is suitable for construction-related applications such as path planning 
and real-time navigation, geo-tagged data collection and location-aware point cloud update. While 
taking advantage of high localization accuracy of ORB SLAM, like other feature-based vSLAM 
algorithms, this system also suffers from robustness issues in challenging environments (motion 
blur, low texture, low structure and so on). 
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3.2.2    Feature-Based vSLAM 
As an important refinement method in structure from motion (SFM) [164] solutions, real-time 
bundle adjustment (BA) [165] had long been considered computationally prohibitive and 
unachievable until the work of [166] solved this by optimizing over only selected keyframes (a 
subset of frames with enough overlapped observation that are selected to reduce optimization cost). 
Following this work, parallel tracking and mapping (PTAM) [45] proposed separate parallel 
tracking (initially estimating the pose of the current frame) and mapping (optimizing keyframe 
poses and updating world points in the map) threads to take advantage of the difference in their 
update frequency, which has been adopted by most modern vSLAM solutions. [167] and [168] 
were two early representative solutions of stereo SLAM, which integrated visual odometry, 
constant-time mapping, appearance-based loop closure detection and global map correction and 
can be used for real-time large-scale SLAM. Different from stereo SLAM that is easy to triangulate 
depth from one observation of a stereo camera, the lack of depth information makes monocular 
SLAM difficult to do map initialization and introduces the extra scale drift in the built map. The 
current common ways of map initialization are inverse depth parameterization [169] and camera 
pose recovery from a homography matrix [45] or a fundamental matrix [170] or an automatic 
selection from one of them [46]. To correct scale drift at loop closure, [171] proposed a pose-graph 
optimization [172] technique based on Lie group [173] that optimized 7 degrees of freedom (DoF) 
pose. With the advent of low-cost RGB-D sensors such as Microsoft Kinect and Asus Xtion PRO 
LIVE, depth information became easier to obtain and many RGB-D SLAM solutions have been 
proposed [174-176]. [177] proposed a method to synthesize the depth of a feature point into an 
additional pixel coordinate as if it was observed in another camera, and thus a SLAM system can 
treat input from a stereo camera or an RGB-D camera in the same way [122]. Besides, some other 
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recent efforts include appearance-based place recognition for real-time loop closure [123,178], and 
optimization with covisibility information [179] for efficient large-scale operation [122,177]. 
In continued efforts to improve vSLAM’s robustness and accuracy, the studies above mainly 
focused on vSLAM framework design and optimization strategies that are built on top of 
fundamental tracking quality. However, this research focuses its efforts on improving the tracking 
process itself from the aspect of robust and accurate feature representation and matching. The 
proposed SAFT descriptor in this work needs to learn from sequential frames. It is specially 
designed for vSLAM-based locating applications and must work together in vSLAM. It can be 
integrated into any of the above algorithms by replacing its feature-related part and take advantage 
of the corresponding optimization framework. As one of the most successful vSLAM algorithms, 
ORB-SLAM2 not only achieves state-of-the-art accuracy but also provides an open-source 
solution for monocular, stereo and RGB-D SLAM. Therefore, it is an ideal choice as a baseline 
algorithm. For the convenience of validating the proposed SAFT and providing an example 
integration implementation, we use the RGB-D part of ORB-SLAM2 for evaluation purposes. 
3.2.3    Feature Descriptors in vSLAM 
Distance between descriptors has been extensively used to measure the similarity between image 
patches. In vSLAM, traditional hand-crafted fixed feature descriptors such as SIFT [180], SURF 
[181], BRIEF [182], and ORB [123], are generally used for matching purpose and achieve 
satisfactory performance in most applications. However, their robustness and accuracy exhibit 
considerable degradation in applications involving especially motion blur [156], low structure 
[122] or low texture [157] that are quite common in practical applications. In order to address these 
limitations, some researchers have also dedicatedly designed some descriptors for specific 
 62 
challenging situations. [156] developed a blur-invariant descriptor by combing integral projection 
from four directions. Besides, [157,183] developed more robust descriptors to recognize texture-
less objects. However, for hand-crafted descriptors, it is difficult and requires significant effort to 
improve their matching robustness by characterizing diverse challenging conditions. As such, 
these dedicated designed descriptors were only focused on a specific challenging situation and it 
is difficult to continuously improve them. Moreover, improvement becomes even more difficult 
when it comes to balancing speed and accuracy requirements for vSLAM applications. 
Due to the above reasons, some researchers shifted their attention to learning-based methods. 
Compared with hand-crafted descriptors, without the need for explicit models, learning-based 
descriptors are much easier to design and improve by training learnable parameters. They can also 
learn from multiple hand-crafted descriptors to get better performance. Therefore, some learning-
based descriptors have already achieved better matching performance than the traditional hand-
crafted feature descriptors on different datasets [184-186]. MatchNet [184] and [185] trained a 
unified Siamese CNN for both feature presentation and feature comparison, and in [185] more 
different network structure variances were designed and tested. In [186], random sparse 
connections between network layers and hard negative mining [187] were introduced to increase 
speed and prediction accuracy. Following these works, [188] proposed to train a CNN with triplets 
of patches and significantly reduced training and execution time. After optimizing matching 
performance, computational efficiency can be further improved with network acceleration and 
compression techniques [189,190]. The key point to note is that with learning-based design, 
matching performance and efficiency can be optimized quite separately, which is much easier than 
optimizing them together in hand-crafted design. This ability thus offers a more feasible way to 
develop better descriptors for vSLAM applications.  
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However, all these learning-based descriptors were only trained and tested with some image patch 
datasets [191]. These datasets were prepared with images collected in a limited number of scenes 
and generally lack challenging samples. Even though some trained descriptors outperform the 
traditional hand-crafted descriptors on these datasets, as fixed descriptors, for applications in 
vSLAM they still suffer from generalization issues and performance degradation in blurred/low-
structured/low-textured scenes (as proved in evaluation results shown in Figure 3.8 and Figure 
3.9). 
With respect to generalization issues, given any learning-based descriptor, theoretically we can 
always improve it by training its network separately with images collected in different scenes and 
when we use it in a specific scene, we select to use the model previously trained in the same scene. 
This can be approximately achieved even though the process is time-consuming. However, it is 
very difficult to include in a dataset enough training samples characterizing feature matching under 
challenging conditions. 
In this study, we propose to solve the two categories of issues uniformly by designing a dynamic 
descriptor based on a CNN, which allows online training and prediction to obtain a better 
description of the current scenes. To the best of our knowledge, this paper is the first attempt to 
use an online training CNN descriptor for solving the vSLAM problem.  
3.3    Research Objective, Scope and Contribution 
With the goal of improving the robustness and accuracy of feature-based vSLAM algorithms in 
challenging environments for practical applications, the primary objective of this research is to 
explore the performance of a learning-based descriptor (Deep SAFT) in vSLAM and the potential 
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benefits of  online training that allows the descriptor to learn from the scenes that are recently 
visited.  
The scope of this research includes implementation of Deep SAFT by improving an existing 
descriptor network for online training and testing applications, integration of the designed Deep 
SAFT into ORB-SLAM2 for a demonstration implementation, and performance evaluation of the 
Deep SAFT embedded ORB-SLAM2 with two widely used public datasets. Even though SAFT is 
implemented with a descriptor network in the paper, its learning architecture does not necessarily 
have to be a neural network - it can be any descriptor model whose parameters can be tuned. Better 
computational and accuracy performance of SAFT embedded feature-based vSLAM can be 
achieved by implementing SAFT with some neural network acceleration techniques 
[189,190,192], or an optimized neural network, or a different learning architecture and integrating 
it into a vSLAM with an optimized design. It is worth noting that with the objective of exploring 
the feasibility and benefits of Deep SAFT, this work does not focus on optimal implementation of 
Deep SAFT and its integration with ORB-SLAM2, even though computational performance and 
some improvement strategies are discussed in Section 3.5.3. 
The specific contributions of this research are as follows: 
• A scene-adaptive feature transform (SAFT), which is self-adaptive to a better description 
of the currently observed scenes, is proposed to improve learning-based descriptors’ 
matching robustness for vSLAM applications. 
•  An integration framework is proposed to integrate the SAFT into a state-of-the-art feature-
based SLAM (ORB-SLAM2) and train it online. 
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• Better localization performance of SAFT compared with its offline model is demonstrated 
to verify the feasibility and effectiveness of SAFT for matching robustness improvement. 
• Localization performance of SAFT and a corresponding baseline algorithm is 
demonstrated to be comparable to prove that a vSLAM can be improved by SAFT 
implemented with a well pre-trained learning-based descriptor that is appropriately 
integrated into the vSLAM.  
3.4    Deep SAFT Embedded ORB-SLAM2 (RGB-D)  
Our SAFT embedded ORB-SLAM2 (RGB-D) system, as shown in Figure 3.1, includes a modified 
tracking thread, a new online learning thread and other threads (local mapping and loop closure 
from ORB-SLAM2 with minor modification) that run in parallel to do pose tracking with SAFT 
and train SAFT online with image patches obtained from observations of recently visited scenes. 
The proposed algorithm replaces the rotated BRIEF descriptor of ORB feature in the original 
ORB-SLAM2 with Deep SAFT descriptor, such that corresponding modifications are also made 
in the subroutine functions involved in the local mapping and loop closure threads. These changes 
are relatively straightforward compared with the implementation of the tracking and the online 
learning threads, such that they are not reflected in Figure 3.1. 
The tracking thread extracts SAFT features (FAST keypoints [193,194] + SAFT descriptor) from 
the input RGB frame with the updated prediction net. Then, it initially tracks the current frame by 
matching its SAFT features to the map points in the last frame or its reference frame [158]. If this 
is not successful, it would attempt to relocalize the current frame using a BoW vocabulary created 
with SAFT descriptors extracted from the dataset Bovisa 2008-09-01 [195] and SAFT descriptor 
matching. After initial pose estimation, this tracking thread also tracks the current pose in the local 
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map by finding the map points in the local map corresponding to the key points in the current 
frame and further refining the estimated pose, as done in ORB-SLAM2. In addition, it is also in 
charge of determining whether to prepare training data for the online learning thread. 
 
Figure 3.1 System overview of Deep SAFT embedded ORB-SLAM2 (RGB-D) 
The online learning thread keeps checking the training data queue, selects training data, augments 
the data and fine-tunes the train net to update its weights to reflect the recent observations. The 
weights of the prediction net are always updated with the newest weights of the train net to allow 
the tracking thread to use the most recently learned knowledge. More details about the design of 
the whole system will be discussed in the following subsections. 
Figure 3.2 shows the observation of weight updates for some selected convolutional filters during 
an online training process in our experiment. The first row shows the frames (frame number 
increases from left to right) from the officeroom3 (or3) sequence in the ICL-NUIM dataset [196]. 
These frames are the first frames that adopt newly updated CNN weights. Row 2/3/4 shows the 
weight differences (except for the first column that shows the initial weights) between successive 
CNN updates of a randomly selected kernel in each of the three convolution layers 
(Conv_1/Conv_7/Conv_13 in Figure 3.4). For example, the first image in Row 2 shows the 
original values of the 60th filter in the Conv_1 layer in Figure 3.4, and the 5th image in Row 2 
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shows the value difference between the filter weights for frames 333~417 and the filter weights 
for frames 267~332. For visualization, the values are normalized between [0,1] and darker colors 
represent smaller values. The weight updates of one filter depend on not only viewing angles but 
also updates of many other filters in the same layer and in other layers, change in observed scenes, 
scene scale, even motion blur, and many other factors. Considering such a complicated 
relationship, it is difficult to even qualitatively explain how weights are updated according to 
observed scenes.  
 
Figure 3.2 Visualization of Deep SAFT's weight updates as frame advances 
From another perspective, this is the main benefit of CNN representation that allows updating 
weights to fit this complex nonlinear relationship between weights and observed scenes without 
explicitly knowing the model. Therefore, instead of trying to show how Deep SAFT adapted to an 
environment, Figure 3.2 is mainly meant to show that a fixed descriptor is not always optimal for 
various scenes, and Deep SAFT can keep updating the weights to a customized representation of 
the current observation. Moreover, as proved by the evaluation results shown in Figure 3.8, this 
customized representation is a better presentation. 
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3.4.1    Learning-Based Descriptor 
Different from the traditional way of measuring descriptor distance, learning-based patch 
comparison can be done with or without a direct notion of patch descriptor. For feature matching 
in vSLAM, in order to avoid testing all combinations of image patches in a brute-force manner, it 
is preferred to provide similarity comparison based on explicit descriptor extraction. The most 
popular way of achieving this is by stacking a top Siamese network used for descriptor extraction 
and a bottom decision network used for similarity evaluation (Figure 3.3), as done in [184-186].  
 
Figure 3.3 A general Siamese neural network structure for a learning-based descriptor 
To demonstrate the feasibility and benefits of online descriptor learning, the Siamese architecture 
proposed in [185] is correspondingly implemented and customized in Caffe [197] for learning 
descriptor representation since this network has a simple structure and is easy to train for online 
training purpose. Figure 3.4 shows the training network architecture for the SAFT descriptor. For 
a convolutional layer, the three parameters in parentheses represent (filter number, filter size, stride 
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size). For a pooling layer, the two parameters in parentheses represent (filter size, stride size). For 
an inner product layer, the parameter in parentheses represents the output dimension. As shown in 
Figure 3.4, the network takes as input two 64 × 64 grayscale patches and a label that is +1 when 
the two patches are matched (describing the same point in the world) and -1 when they are not 
matched. 
 
Figure 3.4 The training network architecture for SAFT descriptor 
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Following a slice layer, the two image patches are separated and input into the two Siamese 
branches where two 256-dimensional descriptors are extracted and output at layers Flatten_17 and 
Flatten_18 (Figure 3.4). Using these two descriptors, the following decision network computes the 
similarity score of the two original image patches. The similarity score and the input label of the 
image patch pair are finally used to calculate the binary hinge loss at the custom BinaryHingeLoss 
layer and current learning accuracy at the custom BinaryAccuracy layer. While the loss is used to 
train parameters of the network, the accuracy provides a clue of training status and helps control 
the learning process. 
As with most other neural networks that are designed for offline applications where accuracy is 
much more important than efficiency, the original network proposed in [185] only supports reading 
input data from saved image data on the hard disk. Considering this is too time-consuming for 
SLAM applications, a MemoryData layer is utilized as the input layer to read image and label data 
directly from memory instead of from previously saved data (Figure 3.4). Moreover, the following 
binary hinge loss function is used to train the neural network. 
 𝐿(𝜔, 𝐼𝑖, 𝑦𝑖) = ∑ 𝑚𝑎𝑥 (0, 1 − 𝑦𝑖𝑜𝑖
𝐼𝑃_22)𝑁𝑖=1  (3.1) 
where 𝜔 is the network parameter, 𝐼𝑖 represents the 𝑖
𝑡ℎ input image patch pair, 𝑦𝑖 is the label of 𝐼𝑖. 
The term on the right-hand side is a binary hinge loss, in which 𝑜𝑖
𝐹𝐶_22 depends on 𝜔 and 𝐼𝑖 and 
represents the output at InnerProduct_22 in Figure 3.4. This is also the loss function used in [185]. 
The difference is that we implemented our custom BinaryLoss layer in Caffe to accommodate the 
use of the labels of -1 and +1. In the custom BinaryLoss Layer, for forward computation, Equation 
3.1 is directly used to update the loss. For back propagation, Equation 3.2, the derivative of 





𝐼𝑃_22 =  {
−𝑦𝑖             1 − 𝑦𝑖𝑜𝑖
𝐼𝑃_22 ≥ 0
0                        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (3.2) 
Equation 3.1 does not include the regularization term for the actual training process, since when 
regularization parameters are set properly in the network definition protobuf and solver protobuf 
file, Caffe processes the regularization term automatically and incorporates the results into the 
above forward computation and back propagation. In our implementation, we set regularization 
type to L2 and weight decay 𝜆 set to 0.0005. Correspondingly, a custom BinaryAccuracy layer 
was implemented to monitor the accuracy change while the training process is going on, which 
helps avoid overfitting in offline training. It is also a good indicator to decide when to stop training 
and share learned weights with the prediction net in an online training process. 
The prediction net (Figure 3.1) only includes one modified input layer from the training network 
on the top and one Siamese branch from it at the bottom. The modified input layer only takes in a 
single image patch from the memory, and the following Siamese branch computes its 256-
dimensional descriptor with shared weights from the training network. Considering that the 
decision network in the training network (Figure 3.4) is not efficient for online applications such 
as vSLAM, instead, L2 norm is used to measure descriptor distance. However, direct L2 norm 
matching suffered from lots of performance loss compared with the matching performance of the 
trained decision network (quantitative results will be shown later). This is solved by normalizing 
the learning-based descriptor first before they are used for feature matching. This normalized 
learning-based descriptor can be equivalently viewed as a hand-crafted descriptor and can be used 
in the same way for feature matching and bag-of-words (BoW) vocabulary creation in vSLAM. 
Different from the training parameters reported in [185], we trained our re-implemented network 
offline from scratch on the Liberty subset from [191] with the following parameters: SGD with 
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step-size learning rate, base learning rate 0.0001, gamma 0.1, step size 6000, momentum 0.9 and 
weight decay λ = 0.0005. Figure 3.5 (left) shows how the loss and accuracy changed during a 
training process in which the network was trained on Liberty subset from [191] and tested on Notre 
Dame subset from the same dataset. It can be observed that its performance became steady after 
about 10000 iterations. The right subfigure of Figure 3.5 shows the performance of the three above 
descriptor distance measurements (decision network, L2 norm with normalization and L2 norm 
without normalization) evaluated with receiver operating characteristic (ROC) curve and false 
positive rate at 95% recall (FPR95). In the right subfigure, the number at the end of each legend is 
the corresponding FPR95 value. 
 
Figure 3.5 Training results and evaluation of different descriptor distance measurements 
The results show that the performance of the decision network is quite comparable to the 
corresponding results in [67]. Without using exactly the same distance measurement (the decision 
network) that was used to train the network, it is no surprise that L2 norm suffered from some 
performance loss. For L2 norm without normalization, the performance becomes a lot worse (with 
FPR95 value 0.4101) than using the decision network. By normalizing the descriptor before taking 
L2 norm, the FPR95 value can be improved back up to about 0.1222 and is much closer to the 
performance of the trained decision network. Considering the significant difference in 
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performance loss, a reasonable conjecture is that the nonlinear model expressed by the decision 
network does some normalization implicitly. Even though L2 norm with normalization still suffers 
from some performance loss compared with the decision network, its performance is still better 
than SIFT (FPR95 0.2809 [80]) and ORB (FPR95 0.4803 [81]). Considering the tradeoff between 
matching efficiency and matching accuracy for vSLAM, L2 norm with normalization is used as 
the SAFT descriptor distance measurement in our modified vSLAM system. 
3.4.2    Tracking with SAFT  
In the baseline algorithm, a new incoming frame is first tracked with a constant motion model 
assumption. It assumes constant motion between sequential frames and uses the relative motion 
between the last two frames to infer a guess of the pose for the current frame. With this pose guess, 
each map point in the last frame is projected into the current frame and its matching key point in 
the current frame is searched for within a region around its projected point by measuring the 
Hamming distance between the ORB descriptors (rotated BRIEF) of the map point and all the key 
points in the region. Then the initial pose of the current frame can be estimated if enough 
correspondences are found. If tracking with motion model fails due to insufficient 
correspondences, the tracking thread then would attempt to estimate the current pose by tracking 
with the most recent reference keyframe or performing relocalization when the tracking is lost, 
both of which involve searching for correspondences with bags of words (BoW) vocabulary 
[122,125] created from ORB descriptors. 
In order to fully test the SAFT descriptor’s performance in a vSLAM system, the ORB descriptor 
in the baseline algorithm is completely replaced with the learning descriptor computed with the 
prediction network (Figure 3.1). In the detailed implementation, for each frame, FAST detector 
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[193,194] is first utilized to extract near-uniformly distributed key points at different pyramid 
levels. Then, in each pyramid level, 64 × 64 grayscale patches centered at the key points extracted 
from the same pyramid level are cropped and used as input into the prediction network. As 
discussed in Section 3.4.1, the prediction network with shared weights from the training network 
(Figure 3.4) computes the 256-dimensional float descriptors of the input single image patches. 
Correspondingly, Hamming distance used to measure the distance between ORB descriptors is 
replaced with L2 norm with normalization to measure the new learning descriptor’s distance. 
In ORB descriptor, the centroid of a circle patch centered at each key point needs to be computed 
to achieve good rotation invariance. However, it is found that this procedure can be just omitted 
since the learning descriptor is already invariant to rotation to some extent by being trained with 
image patches observed from variant viewpoints. However, the image pyramid is still necessary 
to improve robustness to motion blur and invariance to scale for the learning-based descriptor. 
Even though an improved network architecture and training data consisting of multi-scale image 
patches could further improve the learning descriptor and help remove the limitation, this is beyond 
the scope of this paper. 
As in ORB-SLAM2, after SAFT features are extracted, the distance between map point descriptor 
and keypoint descriptor is utilized both in tracking the initial pose of the current frame and in 
further optimizing its pose by tracking it in the local map. For a static descriptor model such as 
ORB descriptor, a map point descriptor can be set to the keypoint descriptor that has the least 
median distance to all the others among all the keypoint descriptors associated with the map point. 
However, for a dynamic descriptor model as we are using, changes in a landmark’s description 
result from not only new viewing angles or environment variations, but also model updates, which 
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further makes it less intuitive to define such a map point descriptor.  On the other side, noticing 
that the pre-trained model (Figure 3.1) is a training result on a large offline dataset (Liberty subset 
[191]), online SAFT learning with recent neighboring observations can be viewed as a process to 
fine-tune the weights of the pre-trained model (Figure 3.1) and such a map point descriptor might 
still work. Indeed, as proved by the evaluation results in Section 3.5, this map point descriptor 
works reasonably well with the dynamic feature transform adopted in the learning framework. 
In addition, the BoW vocabulary utilized in the original algorithm is replaced with a new BoW 
vocabulary created with the prediction network and DBoW2 library [125].  With the weights from 
the pre-trained model, the prediction network computes the learning descriptors at every key point 
detected by FAST detector in the images from the dataset Bovisa 2008-09-01 [195]. Then, all these 
descriptors are used to create the new BoW vocabulary. In order to be compatible with other parts 
of ORB-SLAM2, the new BoW vocabulary in text file format is created with 10-medians 
clustering, 6 vocabulary tree levels, term frequency-inverse document frequency (IF-IDF) 
weighting and L1 norm scoring [125]. Furthermore, the binary-based vocabulary storage algorithm 
in [198] is modified to deal with the float descriptor and the created BoW vocabulary is converted 
to its binary format for efficient vocabulary loading when the modified vSLAM algorithm starts 
running. 
3.4.3    Online SAFT Learning 
For online SAFT learning, the training network in Figure 3.4 is trained online with fixed learning 
rate 0.0001 and the same other training hyper-parameters used in offline training (Section 3.4.1). 
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3.4.3.1    Training Data Preparation 
Considering different ranges of local scenes to learn from, training image patches can be prepared 
in two different ways in the tracking thread. One way is to crop the patches only from the last 
frame and the current frame, which generally produces fewer training data and allows the training 
network weights to be updated quickly. However, since the matching patches prepared in this way 
are too close to each other in neighboring frames, it would actually take lots of effort and time for 
the training net to learn meaningful information and improve upon the pre-trained model. In order 
to address this learning issue, a better strategy is adopted in which learning patches are cropped 
from all the keyframes that share at least one map point with the current frame. Compared with 
image patches from sequential frames, these learning patches are much farther away from each 
other in terms of viewpoint and include more representative information of the observed 
environment. 
As discussed in Section 3.4.2, during the tracking process, matched feature points are initially 
found using SAFT’s offline trained model at the beginning of the tracking process or the most 
recently updated online trained model after online SAFT starts working. False matches are 
removed by optimizing reprojection error in “Track Initial Pose by SAFT” and “Track in Local 
Map by SAFT” as shown in Figure 3.1 and also in the mapping thread (not shown in Figure 3.1). 
The ground-truth matching and non-matching image patch pairs are found by only cropping around 
the inlier observations after these geometric verification steps. For ease of expression, we just use 
“observation” to represent “inlier observation” in the following part of this section. 
Figure 3.6 gives a visualization of training data preparation in the local map of the current frame, 
where MP is short for map point and 𝑃𝑖
𝑗
 represents the image patch associated with the observation 
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of the 𝑖𝑡ℎ map point in the 𝑗𝑡ℎ frame. Specifically, as shown in Figure 3.6, for each valid map point 
(MP #1, #2, #3, #4) observed in the current frame, first its observations in all the keyframes (KF 
#1 and #2) are searched for. With the benefit that in ORB-SLAM2 each map point stores the 
information about its observations from the keyframes in the keyframe database, this search can 
be done conveniently and efficiently. Then, for each map point that can be observed from at least 
one keyframe (such as MP #1, #2, #3 in Figure 3.6), the 64 × 64 image patches centered at its 
observations in the keyframes and the current frame are cropped and stored in a list associated to 







2] respectively), the list of MP #2 only has two image patches 
([𝑃2
0, 𝑃2
1]), and MP #4’s observation list is empty since it cannot be observed from any keyframes. 
 
Figure 3.6 Visualization of training data preparation in the local map of the current frame 
With the observation lists, a matching image pair with label 1 is created by randomly putting 
together two image patches in the same observation list. Similarly, a non-matching image patch 
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pair with label -1 is created by randomly sampling two image patches from two different 
observation lists. Moreover, in order to balance the number of positive and negative pairs for the 
training purpose, equal number of matching and non-matching patch pairs are prepared each time. 
When such a patch preparation process finishes, the prepared patch pairs are inserted into the 
training data queue (Figure 3.1) for further processing. Note that this step happens inside the 
tracking thread. 
3.4.3.2    Online SAFT Training 
In the online learning thread, when new learning patches are detected in the queue, it would always 
choose to use the most recent patch pair sets for training and clear the remaining data in the queue, 
i.e., the queue is last-in-first-out (LIFO). This is because the core idea of online training is to 
intentionally use the network’s strong representation power, or its “over-fitting'' ability, to obtain 
optimized descriptions of the recent scenes. Thus, the training data observed from the most recent 
scenes are always preferred. However, in order to make full use of the limited data, the training 
data is randomly shuffled, and each patch pair is randomly flipped horizontally or vertically or 
rotated 90, 180, or 270 degrees on the fly just before the data is fed into the training net.  
Compared with typical offline training, there are two key issues for online learning: 1) how to 
balance between the global, generic feature transform modeled as the pre-trained model and the 
more local, scene-specific ones modeled as the fine-tuned models; and 2) when to stop training 
and update the weights of the prediction net. For the former issue, since online learning is a fine-
tune process with a small amount of data, it does not affect the learned local transform to deviate 
significantly from the global one. In particular, it is found that the starting training accuracy rate 
for each separate training process is almost always above 0.95 except for the first training process 
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in our experiments. Therefore, there is no need to reset train net weights back to the pre-trained 
weights periodically to maintain a certain global feature transform. For the latter, if the training 
process can be done in real time, in order to obtain the best local descriptor, the ideal condition to 
stop ongoing training and share weights is when the training accuracy reaches 1.00 (intentionally 
utilizing overfitting). However, in practice, since the learning speed is relatively slow compared 
with the tracking speed, it results in discrete learning where big differences may exist between the 
scene to be described and the scene used for updating weights, and it is named discrete SAFT. A 
strategy to combat this delayed overfitting is to continuously update weights whenever the current 
learning data fed into the training net is completely consumed regardless of the current training 
accuracy, and this is named Continuous SAFT. We include a detailed comparison of the two 
methods (Discrete SAFT vs. Continuous SAFT) in the experiment section. 
3.5    Experiments and Evaluation 
It is challenging and labor-intensive to evaluate the performance of a vSLAM system in custom 
environments. On one side, this generally needs to deploy a motion capture system in a large-scale 
environment to get the ground-true pose of a camera. A high-accuracy motion capture system is 
usually quite expensive and not available. Moreover, it is also difficult to calibrate a motion capture 
system in a large-scale environment. On the other side, in order to fully evaluate a vSLAM’s 
performance, it needs to be tested in various environments including different patterns of motion, 
texture, and structure. This makes an evaluation in custom environments even more difficult and 
time-consuming. Therefore, with the aim to facilitate vSLAM’s evaluation and performance 
comparison, most researchers evaluate their vSLAM algorithms on public datasets that were 
collected in different types of practical or rendered environments. Even though we have proposed 
a marker-based vSLAM evaluation method in [158], we evaluated our algorithm on public datasets 
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so that other results evaluated on the same datasets can be conveniently compared with those 
presented in this paper. 
The proposed Deep SAFT is aimed to improve feature matching robustness and accuracy in 
feature-based vSLAM, and it works with monocular, stereo and RGB-D SLAM in ORB-SLAM2. 
Without loss of generality and for the sake of evaluation convenience, Deep SAFT is evaluated 
with RGB-D SLAM quantitatively and qualitatively against two baselines (handcrafted ORB 
descriptor, and offline trained static learning descriptor) on two popular public datasets (the TUM 
RGB-D dataset [138]  and the ICL-NUIM dataset [196]) that are widely used to compare all well-
known RGB-D vSLAM algorithms. 
3.5.1    Quantitative Results 
In order to analyze performance difference due to different modifications, ORB-SLAM2 RGBD 
(ORB2 RGBD), SAFT with pre-trained model without updating weights (Offline SAFT), SAFT 
with continuous learning strategy (Continuous SAFT), and SAFT with discrete learning strategy 
(Discrete SAFT) were evaluated quantitively on the same RGB-D SLAM benchmark datasets that 
provide trajectory ground truth, the TUM RGB-D dataset and the ICL-NUIM dataset. The TUM 
RGB-D dataset is one of the most widely used datasets for RGB-D SLAM evaluation. It includes 
various sequences collected by a handheld camera and a camera mounted on a robotic platform in 
practical environments such as office room, industrial hall, and some environments with dynamic 
objects or different structure and texture backgrounds. The sequences contain RGB images and 
depth images that were collected when a Kinect moved with different length of trajectories, 
average translational velocities and average angular velocities in different environments. The 
ground truth trajectory was obtained by a high-accuracy motion capture system that was deployed 
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in the environments where the sequences were collected. However, for the ICL-NUIM dataset, an 
estimated trajectory in a real-world living room obtained by running Kintinuous [85] was used as 
the ground trajectory and corresponding RGB and depth image sequences were obtained from 
rendered scenes in POVRay [86] based on this trajectory. This dataset only contains eight 
sequences, four were collected in a rendered living room and the other four were collected in a 
rendered office room. Figure 3.7 shows some challenging scenes from the two datasets. Figure 
3.7(A) is a motion-blurred scene caused by fast camera motion from fr1/room in the TUM RGB-
D dataset. Figure 3.7(B) is a low-structured scene with several posters attached to a plane from 
fr3/nst in the TUM RGB-D dataset. Figure 3.7(C) is a low-textured scene including clustered key 
points, and Figure 3.7(D) is a low-textured scene with very few key points from or3 and or1 in the 
ICL-NUIM dataset respectively. The environment where the last two sequences were collected 
can be viewed as an indoor construction site. 
 
Figure 3.7 Some challenging scenes from the evaluation datasets 
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For evaluation purposes, different algorithms were evaluated on seven typical sequences from the 
TUM RGB-D dataset where most RGB-D SLAM methods were evaluated and all the eight 
sequences in the ICL-NUIM dataset. In addition, the absolute translation error RMSE ( 𝑇𝑎𝑏𝑠 ), 
which measures the distance difference between an estimated trajectory and its ground true 
trajectory [138], was used as the evaluation metric in the evaluations. Moreover, in order to 
conquer the randomness introduced by the multiple threads in the framework, for any algorithm, 
it ran five times on a sequence from the datasets and the median performance of the five runs was 
used as its performance on the evaluation sequence [122]. 
The corresponding evaluation results on the two datasets are shown in Figure 3.8 and Figure 3.9, 
respectively. It can be observed that Offline SAFT that directly uses the pre-trained model for 
feature matching generally performs worse than the baseline algorithm ORB2-RGBD. It is slightly 
worse than ORB2 RGBD on the TUM RGB-D dataset since it only wins on three sequences 
(fr1/room, fr2/desk, and fr3/nst) but loses on four sequences (fr1/desk, fr1/desk2, fr2/xyz, and 
fr3/office). On the ICL-NUIM dataset, it only wins on two sequences (or0 and or2) but loses on 
the other six sequences. 
In addition, Offline SAFT loses too much on some sequences and thus cannot give robust and 
consistent performance in different situations. In fact, it failed to robustly track the camera pose 
for all its five runs on sequence or1 (office room 1). This indicates that the fixed pre-trained model 
cannot generalize well to the scenes in some sequences, even if the trained weights were tested 
with L2 norm with normalization and proved to outperform SIFT descriptor and ORB descriptor 
on the Notre Dame subset of [191]. The reason is that the image patches in the dataset [191] that 
were used to train the deep descriptor were almost always cropped around salient key points. 
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Figure 3.8 Performance evaluation on seven sequences from the TUM RGB-D dataset 
 
Figure 3.9 Performance evaluation on the ICL-NUIM dataset 
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However, in the Offline SAFT, the FAST key points extracted at different pyramid levels were not 
always very salient ones due to lack of features or motion blur caused by rapid motion. This 
deviation from the training set caused the descriptor performance loss on the vSLAM test 
sequences. In order to address this issue, a natural solution is to include in the training set a certain 
percent of image patch pairs obtained under these challenging conditions. However, the problem 
is that it is very difficult since under such conditions no known features can achieve satisfactory 
matching performance and be used to prepare training patch pairs. Moreover, such a solution 
would become more difficult when it comes to challenging situations such as varying illumination 
or nontextured environments. 
The online SAFT algorithms attempt to mitigate this problem in a different way. Considering that 
when a situation becomes challenging, it can be always viewed as a continuous process if the 
observed scene is perceived at a high frame rate. Therefore, if an algorithm can improve its own 
tracking performance with the perceived information before the situation becomes too challenging 
to deal with, such improvement should be able to help improve the algorithm’s performance when 
the situation becomes really challenging. This idea is proved by the evaluation results of 
Continuous SAFT, whose performance is better than Offline SAFT on most of the test sequences. 
Especially, while Offline SAFT cannot work properly on sequence or1, Continuous SAFT 
achieves 𝑇𝑎𝑏𝑠  as low as 57 𝑚𝑚  that is even better than ORB2-RGBD. However, it is not 
guaranteed that Continuous SAFT always achieves better performance than ORB2-RGBD. For 
example, if Offline SAFT loses too much to ORB2-RGBD on a sequence, with additional 
performance improvement, Continuous may still be worse than ORB2-RGBD. Considering the 
winning and losing times and the extent to which it wins or loses, Continuous SAFT’s overall 
accuracy is quite comparable with ORB2-RGBD on the test sequences. 
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It is also worth investigating Discrete SAFT’s performance. As observed in Figure 3.8 and Figure 
3.9, sometimes it outperforms Offline SAFT and sometimes performs worse, but its performance 
is almost always worse than Continuous SAFT. The underlying reason is that the weights used by 
the prediction network (Figure 3.1) to describe a scene are always trained with previous scenes 
that are a certain different, this delay makes the inconsistency in Discrete SAFT’s performance. It 
only works well when the scenes that are used to update the weights are close in appearance to the 
future scenes the updated model is used to describe. However, this is not the case most of the time, 
and it is difficult to determine whether a learned descriptor becomes obsolete or not. This 
concludes that training SAFT online with the most recent images observed from the scene is 
critical to the performance of the SAFT descriptor. 
3.5.2    Qualitative Results 
Figure 3.10 shows the ground-truth trajectory (blue) in fr1/room sequence from the TUM RGB-D 
dataset and the estimated trajectories (red) from ORB2-RGBD (top left), Offline SAFT (top right), 
Continuous SAFT (bottom left) and Discrete SAFT (bottom right). On this sequence, both Offline 
SAFT and Continuous SAFT outperform the baseline algorithm. As shown in the figure, since the 
pre-trained model generalizes well in this environment, Offline SAFT outperforms ORB2-RGBD 
at Place 1 and achieves better performance than ORB2-RGBD.  
In addition, with continuous weight update, Continuous SAFT further boosts the performance by 
enabling more accurate loop closure and improving the alignment at Place 2. However, for Discrete 
SAFT, compared to Offline SAFT, using delayed weights causes a larger deviation from the 
ground-truth trajectory at Place 3 and results in worse performance.  
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Figure 3.10 Evaluation results on the fr1/room sequence from the TUM RGB-D dataset 
Figure 3.11 shows the ground-truth trajectory (blue) in or3 sequence from the ICL-NUIM dataset 
and the estimated trajectories (red) from ORB2-RGBD (top left), Offline SAFT (top right), 
Continuous SAFT (bottom left) and Discrete SAFT (bottom right). As shown in Figure 3.11, it is 
particularly apparent that the online learning process can help improve the robustness and accuracy 
of feature tracking. Sequence or3 typically includes similar low-textured scenes to Figure 3.7(C). 
For such low-textured scenes, the algorithms can still extract tens of key points in each frame. 
However, these key points are mainly concentrated in several small areas in a frame (the two areas 
showing the lights on the ceiling for Figure 3.7(C)) and not well distributed. This clustered key 
point distribution decreased the algorithms’ accuracy [122]. Moreover, low texture with repeated 
patterns further increase feature matching difficulty and increase the rate of false matches. Due to 
the performance difference between ORB descriptor and Offline SAFT descriptor, ORB2-RGBD 
cannot track features robustly at the beginning and the end of the sequence, while the pre-trained 
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weights used by Offline SAFT works well most of the time but the tracking gets lost around the 
middle of the trajectory. By leveraging the perceived information, Continuous SAFT significantly 
improves the feature tracking performance and avoids this tracking loss.  
 
Figure 3.11 Evaluation results on the or3 sequence from the ICL-NUIM dataset 
However, due to its limitation by low weight update frequency (this will be analyzed in detail in 
Section 3.5.3), Continuous SAFT cannot achieve satisfactory performance in some sequences 
where challenging scenes appear fast. The sequence or1 is a good example of this situation. Figure 
3.12 shows the ground-truth trajectory (blue) in or1 sequence from the ICL-NUIM dataset and the 
estimated trajectories (red) from ORB2-RGBD (top left), Offline SAFT (top right), Continuous 
SAFT (bottom left) and Discrete SAFT (bottom right). As shown in Figure 3.12, even though 
Continuous SAFT achieves better tracking performance at the end of the sequence and thus gives 
a lower 𝑇𝑎𝑏𝑠  compared to ORB2-RGBD, it suffers from some tracking lost at the bottom-left 
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corner of the trajectory (Figure 3.12 bottom left). Around this place, the scene changes from a 
ceiling+wall+ground scene to a wall+ground scene (as shown in Figure 3.7(D)) in about twenty 
frames. From these frames, algorithms can only extract a limited number of key points and low 
texture makes it very difficult to match these key points, and the large error in feature matching 
corrupts the estimated trajectory for Offline SAFT. For continuous SAFT, since it lacks features 
on the wall, most key points were extracted from the ceiling at the beginning of this change and 
the Continuous SAFT weights were updated with these feature matching. At the end of this change, 
all the key points were from the ground plane, and the updated weights were used to match these 
key points. Notably, the key points from the ground plane are different from the key points from 
the ceiling and need a different descriptor. This further caused continuous SAFT’s performance 
loss at this place. 
 
Figure 3.12 Evaluation results on the or1 sequence from the ICL-NUIM dataset 
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Besides the overall trajectories, it is also interesting to think about how the online learning process 
improves the quality of feature matching when it works against its offline version. Due to the 
limitations on the scale, rotation and deformation invariance, the offline trained descriptors can be 
only used to match scenes that are close enough to give close descriptors. However, for SAFT, 
even if a pre-trained model may not work well for a specific scene, as mentioned in the method 
section, it actually learns from feature correspondences in a local map representing a local scene. 
These correspondences are more accurate and reliable since they are selected after being filtered 
by multiple steps of geometric verification (as discussed in Section 3.4.3.1). Moreover, besides 
close correspondences, they include some correspondences that are somewhat far away and cannot 
be recognized as correspondences directly by the offline descriptor. By learning from a local map, 
compared to Offline SAFT, Continuous SAFT should be able to recognize more correspondences 
in challenging situations where the features to be matched are further away from each other.  
To intuitively prove this, we tracked the inlier ratios after estimating initial pose and after tracking 
in local map in the tracking process for both Continuous SAFT and Offline SAFT and show the 
results in Figure 3.13. Figure 3.13 shows matching inlier ratios in the tracking process for 
Continuous SAFT and Offline SAFT on or3 sequence (first 1000 frames). It can be observed that 
for non-challenging scenes the inlier ratios of the two algorithms are very close. However, in some 
challenging frames that are marked with blue circles, Continuous SAFT achieves much higher 
inlier ratios for both initial pose estimation and further pose estimation after tracking in local map. 
This adds robustness and accuracy especially when the scene is challenging. 
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Figure 3.13 Matching inlier ratios in the tracking process on the or3 sequence 
3.5.3    Computational Performance 
One limitation of this implementation of deep SAFT is its reduced computational performance. 
Table 3.1 shows average time cost for descriptor computation (not including image patch 
preparation) and tracking process, which were evaluated on an Intel Core i7-4790K CPU@ 
4.00GHz and a GeForce GTX970 GPU. For the SAFT related algorithms, network training and 
descriptor computation were processed on GPU. In the training process, in order to use the training 
data efficiently, we always let the network forward a certain number of steps first to consume the 
data fed into the MemoryData input layer and then check the trained accuracy. In this process, the 
corresponding time cost is not well controlled, and it is difficult to measure the exact value, so we 
use weight update frequency instead to give a qualitative evaluation of the training part.  




 fps, and the performance reduces to 4 fps for Continuous SAFT and 3
1
3
 fps for Discrete 
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SAFT, which are both much slower than the baseline algorithm. For the SAFT, most time was 
spent on computing SAFT descriptors. Possible solutions to reduce this cost includes using lower-
dimensional descriptors by replacing the network in Figure 3.4 with a smaller one or with another 
learning architecture that can be updated more efficiently. Another way to increase the processing 
speed of SAFT embedded vSLAM is to separate “training data preparation” from the tracking 
thread and to put it in a separate thread. These are possible implementation strategies, and the main 
point highlighted here is that SAFT can bring accuracy and robust benefits to feature-based 
vSLAM. 
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3.6    Conclusions and Future Work 
This paper proposed a learning-based dynamic descriptor SAFT, which is a dynamic feature 
transform that can learn to achieve a better description of recently observed scenes. As a proof of 
concept, we chose to implement it using a deep neural network and integrated this deep SAFT into 
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a feature-based vSLAM (ORB SLAM2) by completely replacing its ORB features. The evaluation 
results demonstrated the feasibility of Deep SAFT, performance improvement compared with its 
offline trained version, and the comparable performance of Deep SAFT embedded ORB-SLAM2 
with the original ORB-SLAM2, which enables a further step towards improved vSLAM 
applications in challenging environments for real missions. 
The proposed SAFT can be conveniently implemented to work with existing feature-based 
vSLAM algorithms using monocular, stereo, or RGB-D cameras and allow for more economical 
and robust localization for applications in the built environment or on construction sites. Such 
applications include automatic joint filling on construction sites as discussed in [80], automatic 
point cloud registration for construction progress monitoring [13], automatic bridge bearing 
inspection [6], and automatic tunnel inspection [14]. 
Even though SAFT can be used to improve any learning-based descriptors, its practical 
performance depends on custom implementation. For the example implementation of SAFT in the 
paper, the computational efficiency of the descriptor network resulted in delayed scene description 
and is the main factor that limited its performance. This can be further improved by compressing 
and accelerating the present network [189,190] or replacing it with a more lightweight network 
that can be updated more efficiently. This will also help reduce the computational cost of the 
implemented SAFT embedded vSLAM. Its tracking cost can be also improved by separating the 
operation of preparing training data from tracking thread and making it a separate thread. 
Besides detailed implementation, another limitation is that the current version of SAFT is only 
trying to learn a better descriptor without putting efforts on dynamically adapting the feature 
detector. Thus, for the environments where it is difficult to extract key points, it can only make 
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better description of the limited key points. Our next step is to design a pipeline network to learn 




Automatic Extraction of 1D Barcodes from Video Scans for Drone-Assisted 
Inventory Management in Warehousing Applications 
 
4.1    Introduction 
One-dimensional (1D) barcodes are widely used for product identification and inventory 
management in supply chains and retail transactions. Compared to two-dimensional (2D) barcodes 
(e.g., Quick Response (QR) codes), even though 1D barcodes can only contain basic information, 
their redundant design provides improved readability in situations of partial tear or abrasion, 
making them robust and reliable in harsh industrial environments [199]. The utilization of 1D 
barcodes has thus represented a significant milestone in automated stock and inventory 
management. Notwithstanding, barcode scanning is largely a human effort-intensive process since 
a worker typically has to manually focus a barcode scanner (handheld or equipped on a forklift, 
Figure 4.1) on all codes to be read one by one, and from close proximity. This makes their 
application suitable to situations where relatively small numbers of barcodes must be scanned such 
as store checkout lanes, but not in situations where large numbers of laterally-distributed barcodes 
have to be regularly scanned for inventory management or stock-keeping in warehouses or 
distribution centers. 
Long-range barcode scanners offer a potential solution in such industrial environments. However, 
their applicability is limited due to several practical issues that include small viewing angles (i.e., 
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closely spaced racks result in too small viewing angles for reading barcodes at high places), and 
sight occlusion (i.e., product barcodes are occluded by other products or shelves and rack 
components). Thus, even with long-range barcode scanners, a barcode scanner has to get within 
close vicinity of all codes that need to be scanned, resulting in the more practical use of standard-
range barcode scanners having a range of 6 to 24 inches [200]. In addition to significant scanning 
workloads, workers in warehouse-like environments face several other challenges. For instance, 
for all products stored above ground level on racks or shelves, workers have to use ladders, lifts, 
or forklifts to visually access and scan barcodes (Figure 4.1), significantly increasing risks of falls 
or other injuries and causing general waste of energy in operating forklifts or other lift platforms. 
 
Figure 4.1 Manual barcode scanning in typical warehouse environments 
Besides such issues, the large scale of effort involved in barcode scanning in warehouses also 
presents a strong case for automation. For example, a typical warehouse supporting a 
manufacturing supply chain has hundreds of sections and thousands of racks, most of which hold 
high turnover products (i.e., products come in and go out quickly over a matter of hours or days). 
In this situation, inventory has to be scanned multiple times in a week or sometimes at least once 
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a day, which is a very laborious and time-consuming job demanding a team of employees. A 
promising idea towards automation of such inventory management is to mount a barcode scanner 
on a drone and manually fly the drone to scan barcodes. 
As is estimated in [201], in a warehouse environment, a drone operator can scan 119 times faster 
than a person using a handheld barcode scanner. This solution can not only greatly improve 
operation efficiency, but can also liberate workers from this laborious and dangerous work while 
also conserving energy (the energy consumed by a flying drone carrying a barcode scanner is much 
less than that needed for lifting a heavy forklift platform). However, the idea to scan barcodes with 
a drone-mounted barcode scanner is in essence still a line-of-sight scan, which requires the drone 
to pause momentarily in front of each barcode for reading [201]. On the one hand, this stop-and-
go scan pattern dictates that the drone has to fly at a very low speed making the scan process very 
time-consuming. In addition, the high positioning accuracy requirement for drone hovering 
presents a major challenge for current self-navigation algorithms and further limits its application 
in complete automatic scans. 
4.2    Technical Approach and Related Work 
To mitigate these issues, the proposed method scans barcodes with a video camera that can both 
enable area-of-sight scan and reduce the high requirement for positioning accuracy, making it 
suitable for a completely automatic scan at a relatively high speed. With the help of vision-based 
barcode reading and drone navigation algorithms, our overall solution is to automatically scan a 
warehouse with a drone-mounted camera and extract barcode information from the obtained video, 
while requiring little human assistance for monitoring, verification, and maintenance. Figure 4.2 
presents an overview of the whole system. In this overall automatic scan solution, to automate the 
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whole process, the barcode scanning task is divided into two low-level tasks of automatic video 
data collection and automatic barcode extraction that make up the task layer. These two tasks are 
further implemented and supported by the underlying algorithms listed in the algorithm layer. In 
addition, right above the task layer, humans are only responsible for high-level tasks of 
monitoring, evaluating, and maintaining the two low-level sub-tasks, such as drone state 
monitoring, barcode verification, and system maintenance that make up the human layer. 
 
Figure 4.2 Overview of the automatic scan solution 
This paper primarily focuses on techniques for extracting barcodes from arbitrary sequences of 
scanned video data (enclosed by the dashed box in Figure 4.2), and this is a key component of our 
overall solution. By building on existing well-developed barcode decoding methods, our 
algorithms focus on improving recognition rate and efficiency by developing methods for 
preparing easy-to-decode barcode regions. In particular, our method efficiently processes video 
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sequences containing an unspecified number of barcodes oriented in arbitrary directions and 
located in any part of the frames.  
The steps followed to obtain such ideal barcode regions from a video scan are shown in Figure 4.3. 
To efficiently process multiple frames with overlapping scenes, in the first step, fewer frames 
(called key frames here) that do not miss any barcode information need to be selected for further 
processing. Then the problem that remains is how to read multiple barcodes from a single key 
frame. This can be further solved by the following two steps: recognizing potential barcode regions 
in a frame and adjusting the direction of each of these barcode regions for decoding. In an effort 
to provide a clear description of this paper’s contributions, these three steps will be discussed in 
reverse order (also the order in which they were developed) compared to the sequence shown in 
Figure 4.3. 
 
Figure 4.3 Process of preparing barcode regions for existing decoding algorithms 
With the popularity of barcodes as a tagging system, significant prior work has been done on 
reading barcodes using computer vision-based methods. Initially, barcode reading algorithms were 
mainly implemented on desktop computers based on domain transformation, such as the Fourier 
transformation or the Hough transformation as proposed in [59]. Compared with domain 
transformation, reading algorithms using scanlines need less computational resources and can 
effectively run on mobile devices, which has resulted in their rapid development recently [60-62]. 
 99 
In addition, there also exist some algorithms for reading challenging barcodes caused by low 
resolution, motion blur or out of focus [63,64]. 
However, most of these algorithms are only applicable to vertical or approximately vertical 
barcodes (Figure 4.4A), which greatly limits their wide application in practice. In addition, even 
though some commercialized algorithms such as the ClearImage Barcode Reader SDK (referred 
to as ClearImage hereinafter) [65] already provide certain abilities to read rotated barcodes (Figure 
4.4B and Figure 4.4C) from an image, their performance is significantly limited for blurred images. 
Instead of focusing on decoding a barcode itself, this component of our proposed solution focuses 
on estimating barcode orientation in an image in an effort to make existing decoding algorithms 
more effective. 
Many methods have been developed to solve this problem. In [61,202], barcode direction was 
determined by the intersections of scan lines and bars. In [203], the main direction was estimated 
by using an orientation filter in four directions. Besides, Hough transformation has also been used 
[204,205]. However, these methods are either not robust enough to detect arbitrarily rotated 
barcodes, or are not time-efficient, or are too complicated to be implemented. Taking into 
consideration that Hough transformation alone does not work well in situations of complex spatial 
context or high image noise, we propose to use corner detection and Hough transform together to 
implement a robust, efficient, and easier solution. 
With the development of barcode reading techniques, barcode localization algorithms have also 
experienced significant progress. Compared with finding a single barcode in an image [206-209], 
we are more interested in the ability to simultaneously recognize multiple barcodes of any size and 
orientation, which is more suitable for the motivated application in warehouse settings. Based on 
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morphological operations, Lin et al. [210] implemented their barcode detection algorithm by 
background small cluster reduction. Other work such as Bodnar et al. [211] used image primitive 
operations and detected barcodes relying on distance transformation. Such algorithms rely on basic 
image operation, and their performance is sensitive to threshold parameters that are not easy to 
find. Besides, methods using machine learning [212] or Maximal Stable Extremal Region (MSER) 
[213] detection have also been proposed for this problem.  
All of these methods have either been tested with non-public image datasets or public image 
datasets where the barcodes take up a large portion of the whole image in each frame. In addition, 
the images used typically have a simple background and appear in specific patterns, thereby 
providing few insights about these methods’ performance in complex practical environments. In 
order to address this, we propose a barcode region detection algorithm based on connectivity and 
geometry properties of barcode areas, which can work effectively and efficiently on real 
warehouse videos as well as find potential barcode regions beyond the reading ability of 
subsequent decoding algorithms such as ClearImage that is chosen in this work for decoding 
barcodes. It should be noted that some primitive image operations are used in our method, but in 
our case, finding appropriate thresholds is easier for extracting barcodes from consecutive frames 
under similar illumination conditions. The difficulty is how to get rid of a large number of 
redundant frames to improve efficiency. This problem is addressed by the last technique 
introduced in this paper. 
Selecting fewer key frames that can represent the content of a video can not only help improve 
barcode reading efficiency but can also assist human verification. Such techniques are usually used 
for movie abstraction [214,215]. The difference and difficulty of our case are that there are lots of 
similar and repetitive scenes in a warehouse that makes a selection using features very difficult, 
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thereby rendering feature-based algorithms ineffective even if they work well for traditional movie 
abstraction purposes [216,217]. For applications in this challenging environment, we propose to 
choose key frames based on histogram difference. This algorithm enables the use of color 
information from the whole region of a frame, which makes it more robust compared with 
extracted features. In the next section, each of these three algorithms that help improve barcode 
extraction from video frames is discussed in detail. 
4.3    Technical Approach Details 
In this section, three algorithms are proposed to improve the process of extracting barcodes from 
arbitrary video frames corresponding to the three steps in Figure 4.3, i.e., barcode direction 
estimation, barcode region detection, and key frame selection. 
4.3.1    Barcode Direction Estimation 
General methods of decoding barcodes from images are based on the encoding rule to find the best 
representation of the binary patterns sampled along scanlines that move from top to bottom of 
barcode areas. To be able to read out barcode information, there has to exist at least a readable 
region in which a horizontal scanline intersects with all bars. In addition, since the scanline usually 
moves down with a fixed distance at each step, the larger the readable region is, the more chance 
that the barcode can be successfully read. For this reason, algorithms proposed in [200,218] are 
only limited to processing the situations where the bars of barcodes are close to the vertical 
direction. However, similar algorithms would become more valuable, and their applications would 
significantly broaden if, prior to decoding barcodes, the images could be preprocessed by an angle-
aware rotation through which they can be adjusted to bring them to the ideal state shown in Figure 
4.4A from prior states such as Figure 4.4B or Figure 4.4C. 
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In Figure 4.4, where solid blue lines represent the margin of readable regions, solid red lines 
represent valid scanlines, and red dash lines represent invalid scanlines. Figure 4.4A is the ideal 
state where the barcode can be read from any scanline between the top and the bottom of the 
barcode. Figure 4.4B is a suboptimal state where the readable region still exists but is really small. 
Figure 4.4C represents the worst situation where there is no readable region anymore and the 
barcode cannot be read out with any horizontal scanline. 
 
Figure 4.4 Readability of the same barcode in different angular states 
To estimate barcode direction, Hough transform is generally used to recognize bar features 
(straight lines) in an image [59,204]. Instead of traditional representation of straight lines, it uses 
the Hesse normal form 𝑟 = 𝑥𝑐𝑜𝑠𝜃 + 𝑦𝑠𝑖𝑛𝜃 [219] and thus associates each straight line with a 
parameter pair (𝑟, 𝜃), where 𝑟 is the distance from origin to the straight line to be represented and 
𝜃 is the angle between x axis and the line passing through the origin as well as perpendicular to 
the line. It follows that in the (𝑟, 𝜃) space, representation of all straight lines passing through point 
(𝑥, 𝑦) forms a sinusoidal curve and the intersection of such curves gives the (𝑟, 𝜃) parameter of 
the straight line connecting the points corresponding to the intersected curves. Intersection 
multiplicity values at different (𝑟, 𝜃) parameters form a parameter space matrix (also called Hough 
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space) whose rows and columns correspond to 𝑟 and 𝜃 values, and this matrix describes the voting 
scores for all (𝑟, 𝜃) values in the space [219]. 
With this benefit, straight lines can be found by selecting the parameter points in Hough space 
with big intersection multiplicity values. Since such intersection multiplicity values are found 
using a voting strategy, Hough transformation enables discontinuous lines (due to noise, reflection, 
etc.) to be recognized. However, it was found in our experimentation that Hough transform alone 
cannot work robustly if image noise is relatively large or repetitive patterns appear in a barcode’s 
background. In such situations, the barcode direction is usually drowned by noisy directions, 
making it hard to be distinguished. Some researchers recently proposed to identify a characteristic 
pattern in (𝑟, 𝜃)  space using machine learning [205,212], but such solutions need significant 
training data preparation effort. 
Noticing that a large number of corners exist at the bar ends, the idea here is to first recognize 
these corners and use Hough transformation on such corner features instead of on the original 
image. The main reason why this works is that the corners extracted at bar ends in most cases are 
arranged perfectly in straight lines with high density, which makes the straight lines passing 
through these points have the largest votes in Hough transform and can be easily and robustly 
found. From computer vision perspective, a corner point should be easily recognized by looking 
at intensity values within a small window, and a small shift of the window in any direction should 
yield a large change in appearance. To find those corners at the end of the bars, Harris corner 
detector is applied, which finds corner points by evaluating the weighted squared sum of intensity 
change in a small window and approximating the intensity change in the first order [220]. 
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The detailed results of estimating barcode direction are shown in Figure 4.5. It first converts an 
original RGB image in [221] (Figure 4.5A) to a grayscale image and finds corners with Harris 
corner detector (Figure 4.5B). In Figure 4.5B, it is clear that a large number of corner points at bar 
ends are detected as shown in the visualization in Figure 4.5C. Then Hough transform is applied 
on these corner points, and Hough peaks (limited to at most 20) are found in Hough space, i.e., 
(r, θ) space (𝜌 represents r)(Figure 4.5D). After that, the peaks are put into ten even spaced bins 
between the minimum and maximum value of the 𝜃 coordinate of the peaks, and the center of bins 
containing the maximum number of peak points is considered as the direction perpendicular to bar 
direction (Figure 4.5E). In addition, the barcode is also rotated to the ideal state by the 
corresponding angle (Figure 4.5F). 
 
Figure 4.5 Procedures for barcode direction estimation 
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This algorithm is straightforward to implement and works robustly with one single barcode. For 
images that include multiple barcodes, potential barcode regions have to be identified and selected 
first before this direction adjustment algorithm can be applied. This aspect of our proposed method 
is discussed next. 
4.3.2    Barcode Region Detection 
In the present time, there is little difficulty in recognizing a barcode with a mobile phone camera 
or reading barcodes from most public barcode datasets when barcodes are usually intentionally 
focused on and occupy a relatively large part of a whole image. Different from such situations, the 
difficulty in our situation arises mainly from multiple barcodes with unexpected direction existing 
in one frame and a much smaller portion of separate barcode regions. The fallout of this situation 
is that in the decoding phase, significant time has to be spent on searching recognizable barcodes 
in the whole image. Our proposed idea is to help find potential barcode regions for the decoding 
algorithm and thus save time by avoiding the processing of non-value-adding regions.  
To identify barcode regions in an image, the most intuitive idea is to see whether a certain number 
of parallel straight lines come together in a local region. However, detecting bars is very sensitive 
to image noise and similar line structures in the background, which makes it unreliable to use in 
practice. Instead of detecting straight lines, we propose to recognize barcode regions through their 
following properties: connectivity, quadrilateral contour as well as least area to be decoded, which 
is more robust, scale-invariant and applicable to find multiple barcodes. In order to better articulate 
how this process works, the flowchart of this barcode region detection algorithm and its results 
after key steps on a given image stitched by four different images from [221] are shown in Figure 
4.6 and Figure 4.7 respectively. 
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Figure 4.6 Algorithm for barcode region detection 
Figure 4.7A shows an original image including barcodes with different backgrounds. As is shown 
in the flowchart (Figure 4.6), the RGB image is first converted to a gray image and then edge 
detection (makes barcode regions convenient to be detected by highlighting their edges and bars 
included) and dilation (helps close some discontinuous parts in edges of barcode regions) are 
performed. This result is shown in Figure 4.7B, from which it can be observed that edges of 
barcode regions approximately emerge because of gray change from the background to barcode 
regions. Based on Figure 4.7B, all the contours and holes can be searched out (Figure 4.7C). 
Before discussing the core of the algorithm, some terms have to be explained first. If one region is 
entirely inside another region, this region is another region’s child, and another region is this 
region’s parent. According to this definition, one region can have multiple children or/and multiple 
parents. In order to select the most possible barcode regions from these contours, three steps are 
needed. The first step is to eliminate contours with no or a small number of children by setting a 
threshold of children's number of each contour (Figure 4.7D). The primary reason is that barcode 
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regions usually contain more children due to the multiple bars contained within. Then, considering 
that a barcode region is usually quadrilateral, if a polygon is used to approximate it with a certain 
accuracy, the polygon should not have many vertices, and this vertice number is limited by 
threshold2. After this step, only the contours that have relatively regular shapes or very small areas 
are left as shown in Figure 4.7E. At last, the final result (Figure 4.7F) is given by eliminating 
invalid barcode regions with the area less than threshold3 that makes it difficult to read by a 
decoding program. 
 
Figure 4.7 Visualization of barcode region detection 
For the specific example above, this algorithm works well to recognize all the barcode regions, but 
several points still need to be emphasized. One observation is that edge detection has to be applied 
here because backgrounds of different barcodes in the given image result from the combination of 
4 separate images. However, for real warehouse environments (e.g., Figure 4.11) where the 
background of barcode areas is relatively uniform, this operation can simply be replaced by a 
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binarization operation that uses less time. Another observation is that the processing above does 
not use any special features of barcodes and just identifies the regions meeting the three restrictions. 
As a result, the final regions may also include some redundant ones besides the real barcode 
regions (Figure 4.11). 
4.3.3    Fast Extraction 
The two parts introduced above together are sufficient to find multiple barcode areas in an image, 
adjust their direction, and read them one by one. The problem left here is that when they are utilized 
to process large volumes of video data containing thousands of frames, it will take a long time to 
extract all the barcodes since each frame has to be processed separately. However, it is clear that 
not all frames can provide new barcode information, especially when two or more sequential 
frames generally have a big overlap that contains redundant information. The motivation of our 
fast extraction algorithm is to use fewer frames (key frames) to identify and extract all barcodes of 
interest in a shorter time. 
Although from a human perspective, a warehouse is a simple repetitive environment that is well-
organized for management operations, its repetitive pattern of shelves, boxes, labels, and barcodes 
renders it difficult for algorithms to measure the difference between different or subsequent video 
frames. Therefore, instead of measuring overlap with commonly used features such as SIFT [216] 
and MOPs [217], histogram difference can utilize color information from a whole image and is 
used in our approach for measuring frame change. The procedure followed by our algorithm and 
the corresponding results on a video (the same one from Section 4.4 but only some front frames 
are used to explain frame selection results) are shown in Figure 4.8 and Figure 4.9, respectively. 
This algorithm works effectively mainly depending on two strategies. 
 109 
First considering different levels of histogram difference between sequential frames due to scene 
change or/and camera moving speed change, the concept of the virtual shot is introduced here to 
reflect this kind of frame change (even though the video is a one-take shot). Since generally the 
frames with larger histogram differences have less chance of being readable (due to more 
likelihood of being blurred), these different shots are considered to be divided by the frames with 
larger histogram differences. The threshold set here is usually determined by the camera moving 
patterns that can be easily measured using some consecutive frames. 
Another strategy used in this approach is that the final frames selected are not exactly the same as 
those found in step 3 (Figure 4.8) but rather are the frames that are immediately before them. The 
direct effect of this is that frames with smaller, medium or larger histogram differences all have a 
likelihood of being selected albeit with different probabilities, which makes the final frames 
manifest enough frame change while keeping a certain number of clearer images to ensure 
recognition rate (Figure 4.9). 
 
Figure 4.8 Algorithm for key frame selection based on histogram difference 
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Figure 4.9 Visualization of key frame selection 
4.4    Experimental Results and Analysis 
The previous sections have discussed all proposed techniques - barcode direction estimation, 
barcode region detection, and fast extraction – that together work effectively to extract barcodes 
from an arbitrary video scan. In this section, we test our algorithm using video scan data obtained 
from an active logistics warehouse supporting an automobile manufacturing supply chain located 
in the metro Detroit area. It should be noted that for testing the algorithm’s effectiveness and 
robustness, the video is taken by a handheld camera under normal illumination conditions (under 
which the warehouse is normally operated), and intentionally includes continuous left and right 
shaking of the camera, various shot angles, rapid change of camera moving speed as well as some 
re-visiting frames. All of these intentional artifacts help simulate the difficulties for barcode 
extraction that are likely to be bigger than that can be expected when a drone-mounted camera 
 111 
conducts automatic scans across the entire expanse of a warehouse (current commercial camera-
equipped drones, such as DJI Phantom 4 [222], can easily record video with much better frame 
stability).  
The entire technical approach including all the components (the three techniques proposed above 
as well as a chosen barcode decoding algorithm, ClearImage) is shown in Figure 4.10, and an 
example of processing a key frame is given in Figure 4.11. Figure 4.11 shows how a specific key 
frame is processed in practice. The blue arrow represents the process of barcode region detection. 
The red arrow represents the process of barcode direction adjustment. Failed/Successful represents 
whether a barcode is read out from the current state. 
In the complete solution, with video frame input, key frame selection first helps select fewer 
number of frames necessary to process (the main parameter is key frame selection threshold). Then 
in each selected frame, potential barcode regions are picked out by the barcode region detection 
algorithm (the main parameter is the threshold of binarization), as shown in Figure 4.11 (regions 
A, B, C, and D). In the following decoding procedure, ClearImage is selected for use due to its 
partial ability to read multiple rotated barcodes from an image. 
 
Figure 4.10 Complete algorithm for reading barcode from video scan data 
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Generally, most of the barcodes are already in the relatively ideal angular state for decoding and 
considering that an algorithm such as ClearImage can process some rotated barcodes, in order to 
save time by not rotating unnecessary barcodes, it is first directly used to decode barcodes from 
the identified regions (Figure 4.11, region B is successfully read). If this step fails (Figure 4.11, 
region A, C, and D), the direction adjustment algorithm is then applied to rotate the failed region 
to let ClearImage attempt the decode step again to determine if it can be successfully recognized 
(Figure 4.9, region A is finally successfully read, but regions C and D still fail).  
In practice application, it is usually not necessary to use all the components indicated by the greyed 
boxes in Figure 4.10. With the benefits of modular design, it is easy to just plug in different 
combinations of the components and they would be ready to work with other parts of the solution. 
The users would be expected to choose the best specific solution by testing different combinations 
of these components and different threshold parameters using some sample frames of the video 
scan data to be processed. 
 
Figure 4.11 Illustration of processing a specific key frame 
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In this experiment, we tested the performance of different combinations of the proposed techniques 
and analyzed how well each technique discussed in Section 4.3 performs to contribute to better 
performance of a complete solution. 
Different from the previous order used to describe the various components of the proposed 
algorithms, in this section, it is more convenient to test the barcode region detection algorithm first. 
For this purpose, only barcode region detection and barcode decoding algorithms are used (without 
key frame selection and barcode direction adjustment). This implies that in this special case, all 
the input frames will be used for barcode region detection and ClearImage only reads each detected 
region once without direction adjustment for a second attempt. 
The given video totally has 18 different location-identifying barcodes recorded in 1968 frames. 
Such barcodes are usually attached to storage racks to identify the location of goods stored in each 
cell of the rack (Figure 4.11). The corresponding experimental result is shown in Figure 4.12, 
CImg represents ClearImage, reg_dec represents our barcode region detection algorithm, and the 
number in the parentheses behind is the threshold used for binarization. The number on the right 
of each barcode is how many times the barcode is successfully read from all frames. Successful 
reads are calculated by adding up all the successful reading numbers in the corresponding column. 
The recognition rate is the percentage of the barcodes that are read successfully at least once (the 
total number is 18), which is equivalent to calculating the percentage of storage cell positions that 
can be successfully located out of 18 different cell positions. Such position information is very 




Figure 4.12 Evaluation of barcode region detection 
From Figure 4.12, it can be observed that in this illumination condition, region detection works 
best at the binarization threshold from 0.4 to 0.43, when it can help recognize two more barcodes 
than ClearImage alone and increase recognition rate from 77.78% to 89%. It also helps save time 
since ClearImage only needs to directly process useful areas of images instead of the whole images, 
which saves it about 40 seconds while processing this video. Besides, as the binarization threshold 
either decreases or increases, the recognition rate would always decrease even though it uses lesser 
time. The reason behind this is that for the specific illumination condition of the given video, the 
optimal binarization threshold is around the range from 0.4 to 0.43, which can give the richest 
counters. As the threshold goes up or down away from the optimal value, more and more counter 
details would be lost. Correspondingly, it takes more time to process richer counters and produces 
better recognition results, and vice versa. 
Another observation is that in most frames barcode regions can be identified correctly, but some 
of them would likely be omitted when the barcode labels do not have approximately uniform 
CImg(only) reg_dec(0.2)+CImg reg_dec(0.3)+CImg reg_dec(0.4)+CImg reg_dec(0.43)+CImg reg_dec(0.5)+CImg reg_dec(0.6)+CImg reg_dec(0.7)+CImg
Total frames 1968 1968 1968 1968 1968 1968 1968 1968
RM1401A 27 0 15 24 26 24 2 0
RM1402A 22 0 14 20 21 22 0 0
RM1401B 6 0 1 4 4 2 1 0
RM1402B 3 0 1 2 2 2 2 2
RM1401C 0 0 0 1 2 3 0 0
RM1402C 0 0 0 1 1 1 0 0
RM1501A 0 0 0 0 0 0 0 0
RM1502A 0 0 0 0 0 0 0 0
RM1501B 12 0 0 9 12 7 3 0
RM1502B 17 0 3 14 16 13 15 4
RM1501C 12 1 2 8 8 4 3 0
RM1502C 12 0 3 9 10 7 0 0
RM1601A 8 0 4 10 10 9 0 0
RM1602A 7 0 11 10 8 12 0 0
RM1601B 5 0 7 7 6 0 0 0
RM1602B 4 0 3 2 1 0 0 0
RM1601C 2 0 7 7 5 0 0 0
RM1602C 6 0 1 3 3 4 0 0
Successful reads 143 1 72 131 135 110 26 6
Recogniton rate 77.78% 6% 72% 89% 89% 72% 33% 11%
Time cost(sec) 473 308 345 427 433 390 306 239
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intensity especially due to shadow from surrounding objects (like the square wood beam in Figure 
4.11). However, ClearImage searches for all the valid barcodes in the whole image, such that using 
ClearImage alone recognized one barcode more times in the frames it appeared compared to other 
methods that did barcode region detection first (Figure 4.12). 
In order to evaluate the performance of barcode direction adjustment, Figure 4.13 shows barcode 
recognition results when the binarization threshold is set to 0.43. The left side of Figure 4.13 shows 
recognition results of all 18 barcodes in the video scan including 1968 frames, with CImg(only), 
reg_dec(0.43)+CImg and reg_dec+CImg+rot. rot represents additional rotation as shown in Figure 
4.10. All other abbreviations represent the same meaning as those in Figure 4.12. The right side 
shows several examples of barcodes whose directions have to be adjusted before they can be read. 
That is, they cannot be read out directly using ClearImage. 
For most clear images, ClearImage can work well to recognize barcodes in different directions. 
However, it suffers from performance loss when reading rotated blurred barcodes that frequently 
exist in a video scan (Figure 4.13, right side). The results in Figure 4.12 are thus expected to be 
improved by adding an extra barcode direction adjustment step to rotate the region to the near-
ideal state for another read (as shown in Figure 4.10, the only difference is that all the frames are 
used here). The left side of Figure 4.13 shows that the direction adjustment operation can enable 
14 more successful reads and makes its total number higher than using ClearImage alone. However, 
it needs significantly more time and does not further help increase the recognition rate compared 
to reg_dec(0.43)+CImg. In theory, there is a trade-off between how thoroughly barcodes need to 
be read and how much time can be afforded. 
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Figure 4.13 Evaluation of barcode direction adjustment 
Finally, the key frame selection component is evaluated with different parameter settings. Figure 
4.14 shows recognition results of all 18 barcodes in the video scan including1968 frames, with key 
frame selection+reg_dec(0.43)+CImg. Key frame represents key frame selection, and the number 
in the parentheses is the threshold to select histogram difference in procedure 3 (Figure 4.8). All 
other abbreviations represent the same meaning as those in Figure 4.12. 
As shown in Figure 4.14, as the selection threshold parameter increases, the number of frames 
selected and time cost both keep decreasing. Initially, for parameter 0.5mean, even though fewer 
frames (1540 out of 1968) are used for further processing, the recognition rate is maintained but 
the time cost is even higher (449 s > 433 s) than the case without using key frame selection (Figure 
4.12), since in this case time spent on selecting frames is more than the time saving it provides. 
Subsequently, when the parameter increases to 0.6mean, the algorithm can obtain almost the same 
performance in recognition rate and time cost as the case when key frame selection is not used. As 
the parameter further goes up to 0.7mean, much fewer frames (1350<1968) and time cost (409 s < 
433 s) are achieved while still maintaining the original recognition rate (89%). With this video, 
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the recognition rate starts to decrease as the parameter increases to 0.8mean, which means that 
accuracy has to be sacrificed if more time is desired to be saved. This is however unique to this 
specific video. 
 
Figure 4.14 Evaluation of key frame selection 
In fact, compared with the case of not using key frame selection, the new four barcodes that cannot 
be read after the parameter goes up to 1mean, RM1402B, RM1401C, RM1402C and RM1602B 
only appear a few times in the video and have been poorly recognized (successful reads are 2, 2, 
1 and 1 in Figure 4.12 even if all the frames are used. This observation suggests that these barcodes 
are very sensitive to key frame selection. In a real application, performance can be further 
improved if video scan data collection is carefully controlled to ensure that each barcode is 
captured a sufficient number of times in the video frames. 
In the experiment above, the optimized solution, keyframe(0.7mean)+barcode region 
detection(0.43)+ClearImage,  can process video data including 18 barcodes in about 400 seconds, 
with the efficiency of about 22 seconds for each barcode, which is still relatively lower than manual 
Key frame+reg_dec(0.43)+CImg Key frame(0.5mean) Key frame(0.6mean) Key frame(0.7mean) Key frame(0.8mean) Key frame(0.9mean) Key frame(1mean)
Selected frames 1540 1481 1350 1158 945 669
RM1401A 23 20 15 13 10 7
RM1402A 19 16 11 10 7 4
RM1401B 4 3 2 2 1 1
RM1402B 2 2 1 1 0 0
RM1401C 1 1 1 0 0 0
RM1402C 1 1 1 0 0 0
RM1501A 0 0 0 0 0 0
RM1502A 0 0 0 0 0 0
RM1501B 10 8 5 4 4 3
RM1502B 12 10 6 5 5 4
RM1501C 8 8 7 7 7 5
RM1502C 10 10 9 7 7 5
RM1601A 8 8 8 6 6 4
RM1602A 6 6 6 5 4 3
RM1601B 4 4 4 4 4 2
RM1602B 1 1 1 1 1 0
RM1601C 2 2 2 2 1 1
RM1602C 2 2 2 2 1 1
Successful reads 113 102 81 69 58 40
Recogniton rate 89% 89% 89% 78% 72% 67%
Time cost(sec) 449.048 433.745 409.315 384.01 327.127 273.407
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scan. However, this comparison is based on the situation of scanning barcodes at a lower position 
of storage racks within human reach. For those barcodes at higher places, this reading efficiency 
would be very competitive compared to manual scans, not to mention other benefits of automation, 
energy efficiency, and worker safety. In addition, the efficiency of the optimized solution can be 
further greatly improved by breaking down an original scan video into shorter pieces and 
processing the shorter videos in parallel. From this perspective, the method is very promising for 
deployment in practice, even if we have not yet integrated a drone platform and performed a scan 
test for a whole storage rack or a whole warehouse in the paper. 
4.5    Conclusions and Future Work 
Even though many algorithms have been developed to extract barcode information from images 
(as those listed in Section 4.2), they have primarily been tested only on non-public or public image 
datasets that were well prepared (with the barcodes being in the center area and taking up a large 
portion of each image). These tests do not adequately reflect their effectiveness or robustness for 
video data collected under more challenging conditions with drones. In addition, none of them 
have any intentional design features to reduce redundant information in a video to improve 
efficiency. 
In contrast, in an effort to enable drone-assisted inventory management in warehousing 
applications, we proposed three algorithms to correspondingly address the three key issues 
involved in the automatic extraction of 1D barcodes from arbitrary video scan data. In barcode 
direction adjustment, Harris corner detector and Hough transform work together to enable a fast 
and robust estimation of the direction of one single barcode. In addition, based on connectivity and 
geometry properties, barcode region detection helps to find all the potential barcode regions in one 
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frame. Finally, to deal with a large number of frames in a video, a fast extraction algorithm using 
histogram difference to select key frames is discussed to exploit effective information efficiently.  
Experiments conducted using video footage collected in an active warehouse show that the 
proposed algorithm components work effectively to read out and extract the majority of the 
location (i.e., cell) identifying barcodes robustly, given that the video was intentionally shot in 
challenging conditions. Another significance of this work is that each of the three techniques 
discussed above does not use specific information from other steps, which makes it easy to 
combine with other algorithms or computational sequences. 
These characteristics increase the prospects of their wide application, even though some technical 
challenges still remain for future work before their practical feasibility. The main limitation is that 
some thresholds, such as the threshold in binarization and selecting histogram difference, have to 
be chosen by analyzing a small part of a complete video first and needs human assistance. This 
step can benefit from automatically comparing the performance of different parameter settings and 
choosing the best combination of the threshold parameters. In order to further eliminate the step 
of choosing the binarization threshold, we plan to use deep learning methods to recognize barcode 
regions automatically, in which the labor-intensive task of preparing labeled data can be 
significantly alleviated by using the processing results of our current solution.  
Furthermore, the selection of the keyframe selection threshold can be conducted more effectively 
by integrating the pose estimation of the camera when it is available. Another limitation is that, 
besides location (i.e., cell) identifying barcodes, various other barcodes (e.g., manufacturer’s 
barcode, shipper’s barcode, recipient’s barcode) present on stored inventory products must also be 
simultaneously extracted and sorted for overall warehouse management and inventory control. Our 
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current algorithm has no difficulty in reading such barcodes if their size in the video is large enough 
to be readable. Since such barcode labels are usually significantly smaller compared to the 
location-identifying barcodes, to guarantee their size, a drone has to go closer when capturing them 
and the drone’s trajectory has to be carefully designed.  
The proposed method is scalable to video scans collected by any manual or automated means. 
Even though the overall methodology is proposed around video scans collected using drone-
mounted cameras, the algorithms themselves work effectively with other sources of video data 
such as hard hat cameras, or forklift mounted cameras that are also easy to deploy in warehouse 
environments. The research presented in this paper is complementary to the authors’ ongoing work 
on drone localization and control in GPS-denied environments. Ongoing work is also focused on 




Distributed Coupling Analysis for Modeling and Understanding Built-Environment 
Processes: Reviews, Limitations, and Recommendations 
 
5.1    Introduction 
As in many other fields, analysis models used in studying built-environment processes have 
primarily evolved along with separate disciplines. For example, in earthquake engineering, several 
models have been developed to analyze various effects of an earthquake on civil infrastructure 
[66,67]. Another example in the fire propagation area is NIST’s Fire Dynamics Simulator (FDS) 
and Smokeview [223]. Similarly, several models exist such as wind [9,20], tsunami [224], flood 
[225], power system [68], transportation [69], human response under disasters [21,70,71], and to 
a lesser extent, evacuation plans [72], emergency response training [73], and post-disaster recovery 
[74]. 
However, extreme complex processes, such as earthquakes, tornadoes, floods, and hurricanes, 
often induce complicated interdependencies between the built environment (e.g., buildings and 
bridges), critical infrastructure systems (e.g., lifelines and telecommunication), social and non-
physical systems (e.g., politics and economics). As such, the analysis for studying these complex 
processes, more broadly, is a highly multi-disciplinary research topic. Many US government 
documents [226-229] and researchers [230,231] have called for the development of comprehensive 
frameworks that can integrate the efforts from different sub-fields and enhance interdisciplinary 
collaborations between researchers from different fields. In order to deal with this lack of 
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compatibility, one promising and practical strategy is to modularize each discipline-specific 
computational model and then integrate them for coupling analysis with standards or standard-
based platforms such as Distributed Interactive Simulation (DIS) [76], High Level Architecture 
(HLA) [77], Test and Training Enabling Architecture (TENA) [78] and Distributed Data Services 
(DDS) [79], or data passing tools such as Robot Operation System (ROS) [232] and Lightweight 
Communication and Marshalling (LCM) [233]. An integrated analysis achieved with such an 
approach is referred to as a distributed coupling analysis in this paper. 
The current state of affairs in this field is that since each domain has been evolving separately, 
most of the existing integrated analyses are developed upon and limited to domain-specific 
development environments and lack the benefits of interoperability, reusability, and scalability 
provided by the generic distributed analysis platforms listed above. For example, in earthquake 
engineering, Integrated Earthquake Simulator (IES) [234,235] was originally developed to 
seamlessly integrate analysis models and simultaneously analyze almost all processes involved in 
earthquake events in Japan. However, even for a similar analysis, a new version of IES had to be 
developed separately for the Istanbul, Turkey earthquake due to differences in numerical analysis 
methods and available urban information [236].  Moreover, IES is sequential and thus inconvenient 
to be integrated with other models with different analysis resolutions such as dynamic debris and 
transportation systems for coupling analysis. Similarly, Miles and Chang studied the interactions 
that occur between various entities during emergent events [237,238]. However, the proposed 
approaches do not support model coupling, so they cannot analyze multiple events or even the 
same event that happens sequentially. In addition, without using distributed analysis, these analysis 
models need to run on a single host device with limited processing power, which usually limits the 
scale of the problem that can be analyzed. 
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Some researchers have realized the necessities and benefits of standards, platforms, or tools that 
can be used for distributed coupling analysis and started to use them in their own fields even though 
such efforts have been limited in scope and application. For example, Mandiak et al. developed a 
disaster monitoring interface and integrated it into an HLA-based earthquake model for post-
disaster data fusion [239]. Fiedrich proposed a distributed analysis system based on HLA that 
focused on resource management issues during emergent events [74], e.g. allocation of scarce 
resources. To improve people’s emergency response, Liu et al. demonstrated an emergency 
training analysis achieved by HLA [73]. Nan and Eusgeld developed an HLA-compliant analysis 
testbed and demonstrated that HLA is a viable option to analyze and capture interdependencies 
among different analysis models [240]. More recently, Lin et al. proposed to analyze 
interdependent effects with LCM and implemented an example application in wind engineering 
[9,20]. 
Due to the limitations in available tools for distributed analysis, the nontrivial gaps between data 
passing and domain knowledge, as well as the difficulty of handling multiple disciplines, most 
existing integrated analyses, as outlined above, have focused on the interactions that occur between 
two or, at most, three related process models. In practical processes, there are usually more factors 
that interact with each other and this coupling effect further impacts the final analysis results. In 
order to facilitate the development of compatible domain analysis models and the integrated 
analysis incorporating deep interdependencies between multiple analysis models, this paper 
surveys the main available solutions for interdependent study and complex process analyses in the 
built environment. These tools include standards and standard-based platforms (DIS, HLA, TENA, 
and DDS) and standalone data passing tools (ROS and LCM). 
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These solutions can also benefit various studies in civil engineering [241-245] by improving the 
scale and resolution of the analyses. The strengths and weaknesses of each representative 
distributed analysis solution are identified to guide researchers or users to choose the appropriate 
tools for their specific applications while being aware of the limitations. After the systematic 
review of the distributed analysis solutions, the key limitations to the existing solutions are 
summarized to highlight the specific needs for studying complex processes in the built 
environment. Finally, based on a synthesis of the gathered information, two platform design 
recommendations are provided, namely message exchange wrapper and hybrid communication, to 
help further improve distributed analysis capabilities in existing solutions and provide some 
guidance for the design of an improved distributed analysis platform. 
5.2    Existing Distributed Analysis Solutions 
Distributed computing emerged about forty years ago when the US Department of Defense (DoD) 
started developing communication protocols to enable interactive models involving various types 
of weapon systems. Among the platforms developed were Distributed Interactive Simulation (DIS) 
[76], High Level Architecture (HLA) [77], and Test and Training Enabling Architecture (TENA) 
[78]. Besides military training and simulation, they have also been utilized in marine analyses 
[246], space projects [247], infrastructure system analyses [248], and virtual tests [249].  
Independently driven by the challenges of conducting real-time sensing, information fusion, and 
control in robots, researchers in robotics engineering developed low-latency data passing solutions. 
For example, ROS [232] and LCM [233] have been developed and widely used in real-time 
robotics applications. Even though they were not originally developed as distributed analysis tools, 
due to their ease of use and high efficiency, researchers have started exploring their applications 
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in distributed analyses for modeling coupling interactions between building energy consumption 
and human comfort [8] and interdependent effects in wind-building interaction [9,20].  
In recent years, due to the rising interest in the extension of internet connectivity, many solutions 
have been proposed to address the emerging need for Internet-of-Things (IoT) applications. 
Among such work,  IoTivity [250], which uses a constrained application protocol (CoAP) as its 
software protocol, is mainly focused on device-to-device connection. Distributed Data Services 
(DDS) [79] is a more general data communication protocol and standard developed by the Object 
Management Group (OMG), which is suitable for all kinds of connections in IoT applications. 
Even though DDS was developed for real-time operations, it provides competitive features (such 
as API Standard, Data Modeling Standard, Quality of Service, and Time Management), as 
compared to HLA, and is also suitable for distributed analysis. 
The remainder of this section reviews the two categories of solutions for distributed analyses: 
standards and standards-based solutions and standalone tools. 
5.2.1    Standards and Standard-Based Solutions 
5.2.1.1    Distributed Interactive Simulation (DIS)  
The early efforts of the US Defense Community to address the need for networked multi-user 
simulation led to the SIMNET (Simulation Networking) project [251]. For about a decade, 
SIMNET formed the technological foundation for many of its descendants and was the origin of a 
sequence of IEEE standards. One of SIMNET’s derivatives, the DIS protocol, was published as an 
industry standard from 1993 to 1998 by IEEE [252]. The standard was considered dominant until 
a new standard (IEEE std 1278.1-2012 [76]) was released. It was planned to be used in a future 
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version of evacuation analysis in fire emergencies [21]. For legacy reasons, DIS is still used today 
in some modern studies. 
The DIS protocol is designed to be a message passing standard (not an existing software or 
package) that specifies message types and the procedures to transmit the messages across a 
network of different analysis models. If it is followed correctly, compliant analysis models are 
capable of sending and receiving messages to and from any other compliant model, even if the 
local DIS implementations that run on different hosts are diverse. More specifically, DIS adopts a 
communication pattern for message exchange with point-to-point communication via User 
Datagram Protocol (UDP) as shown in Figure 5.1. The message format is well specified and 
referred to as protocol data unit (PDU), which consists of an entity ID, entity type, and any 
expected values an analysis model requires to function, represented in binary format. The standard 
defines exactly what variables can be present. Values like “position,” “orientation” and “collision” 
all take a certain number of bits and have pre-defined limits to the range of values they can contain.  
It is presumed that each analysis model is capable of encoding and translating these values to 
binary format, knowing in advance the exact location and number of bits in which each value exists 
(as defined by the standard). Therefore, a set of PDUs used in different fields for different purposes 
are predefined in the standard and only these PDUs are available to model developers. Such an 
approach is very inflexible. If a custom type of PDU is required, it has to be included in the standard 
first and only then can it be used in analysis models. For example, in order to analyze wind’s effect 
on multiple buildings, a scenario model needs to be set up first to send scenario information to 
other models such as wind generator model, structure analysis model, and damage model. The 
scenario information needs to include building location and geometry and even their material types 
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and thus need a more complex data structure than what DIS provides in its PDUs. Therefore, it is 
very inconvenient to make such an integrated analysis with DIS. 
 
Figure 5.1 Point-to-point message exchange via UDP in DIS 
In point-to-point communication (Figure 5.1), there is no middleware or center server maintaining 
message exchange. Instead, each message sender would manually connect to its receivers using 
their network Internet Protocol (IP) addresses. This makes it only suitable for its original focus, 
i.e. individual weapon modeling for military training and real-time wargaming but not scale well 
for the aggregate level modeling of a battlefield. Another problem is that although the standard 
describes in great detail the format of data being sent over a network, it does not specify how 
exactly network communication should be implemented and is open to any implementation 
(typically hidden to an end user). This further leads to the following two disadvantages: 1) it is up 
to users to create their own communication tools by following the standard, and 2) users must be 
capable of creating the tool themselves or must be able to obtain a premade solution (open-source 
or commercial) such as Open DIS [253] and VR-Link [254]. 
Knowledge of the data format in advance is the most straightforward manner to maintain 
consistency across different analysis models. However, DIS puts full responsibility on the user to 
correctly implement its standard. Inflexibility in the data format and consequences for peer-to-peer 
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network connections make it scale poorly for different use cases and challenging to implement in 
the case scenarios involving multiple simultaneous analysis models that are quite common in an 
analysis in the built environment. DIS also does not encompass other important features, such as 
time management and network management that would be desirable when multiple analysis 
models are involved in an integrated analysis. Newer standards attempted to address these 
drawbacks. Among them are “Common Training Instrumentation Architecture” (CTIA), 
“Aggregate Level Simulation Protocol” (ALSP), “High Level Architecture” (HLA) and “Test and 
Training Enabling Architecture” (TENA). Among these, HLA and TENA are the most widely 
known. 
5.2.1.2    High Level Architecture (HLA) 
HLA was developed by the US Department of Defense (DoD) and the Defense Modeling and 
Simulation Office (DMSO) in 1995 [255] based on experience with DIS and the desire to develop 
a high-level architecture that would facilitate interoperability and reusability of components in an 
integrated analysis. It became a DoD standard in 1998 (The U.S. DoD HLA 1.3 specification) 
[256] and an IEEE standard in 2000 (IEEE 1516-2000 standard) [257], and then evolved again to 
its latest version in 2010 (IEEE 1516-2010 standard) [77], and continues to be an active standard 
as of 2019. HLA was once widely used in distributed analyses, where it was utilized to model 
interdependencies between critical. infrastructure systems [74,258,259] and interdependencies 
involved in disaster responses [73,260]. 
HLA has some advantages over DIS. First, HLA-compliant software uses an application 
programming interface (API), which in turn can be used by an analysis model, called a federate 
application in HLA. This design facilitates connections between federates. The API includes 
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functionality to control time management and to sync data exchange between different analysis 
models. Second, unlike DIS where the data structure has to be predefined in the standard, by 
invoking the HLA Object Model Template (OMT), a user is allowed to model data as an object 
instance or an interaction (also called HLA objects) which includes the data (attributes and 
parameters, separately) to be exchanged among the federates in a federation execution at design 
time. This is clearly more flexible than the DIS alternative for a complex analysis where an 
interaction instance can be conveniently used to model a fire event, an evacuation event, or a 
recovery event, and its effect can be reflected in some object instances used to model buildings or 
lifelines. Third, in terms of how data is exchanged, instead of using the point-to-point 
communication in DIS (Figure 5.1), HLA routes data as HLA objects via a middleware (called 
runtime infrastructure [RTI]) using a Publish/Subscribe (P/S) pattern (Figure 5.2). In this way, the 
sender and receiver federates just need to declare what data they need and what data they provide, 
without the requirement of knowing about other federates. This feature further improves the reuse 
of each federate by decreasing the coupling among the implementation of different federates in a 
federation, and makes it scale better for systems with a large number of analysis models. In other 
words, the federates each connects to a single point, rather than to each other.  
The process to use HLA is as follows: 1) Prepare or obtain an HLA-compliant solution, consisting 
of an RTI and a local-client library or API; 2) Prepare the expected data definition, in accordance 
with the HLA specification and according to what each federate in the system requires; 3) Compile 
the HLA software with the data format, such that the HLA solution now can expect the data in 
low-level bytecode; 4) Run the RTI on a local or remote machine; 5) Create or modify a federate 
to use the HLA solution’s client API to be able to connect to the RTI; 6) Run the integrated analysis 
to successfully connect to the RTI, and to send and receive data. 
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Figure 5.2 Mediator-based object exchange via UDP/TCP in HLA 
Although HLA is more general than DIS, it still suffers from multiple flaws. It acts as an 
architecture framework for distributed analysis [77], not a software or an implementation. 
Therefore, HLA software must be able to “connect” to the RTI. However, it does not specify how 
the connection works, leaving the implementation up to the creator of the HLA compliant software. 
Similarly, time-management is described as a function that must exist, but how it functions can be 
unique in many implementations. Indeed, its very existence is all that is needed to be compliant. 
For example, if the wind-building analysis mentioned in Section 5.2.1.1 is created in HLA with 
different RTIs, the analysis’s efficiency can be quite different depending on detailed RTI 
implementations. In practice, users usually have to try different RTIs to get satisfactory efficiency 
performance. Moreover, having to compile a data format allows efficiency to be maintained as to 
the number of bytes in each message but requiring compilation on a user’s local machine every 
time that the data format and content changes is onerous.  
Commercial HLA software packages available for use are CERTI [261], Portico [262],  MAK 
[263], and Pitch [264]. While there are multiple open-source solutions, as of 2019, many of them 
have been discontinued or are unobtainable, or they are not 100% compliant with HLA standards. 
It is not trivial to program HLA software from scratch, as there are six separate management 
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systems (federation, declaration, object, ownership, time, data distribution) [77] that have their 
own specification section, each lengthy, but lacking in the detail required for systematic 
implementation. The benefit of the standard is that a prepared analysis model can be compatible 
with any compliant HLA software. However, generally, only one vendor’s HLA software can be 
used in a federation to allow compatibility with the RTI and local federate’s API. In order to help 
ensure compliance and encourage adoption, the US DoD offered a public service to check if a new 
implementation met the HLA standard, but this service was later abandoned when the original 
website shifted domains [265].  
HLA is still in use, but interest in it has decreased since its inception. The standard’s ambiguity 
and a lack of easily available implementations have made it difficult for newcomers to utilize HLA 
in practice. 
5.2.1.3    Test and Training Enabling Architecture (TENA) 
TENA was introduced by the U.S. Department of Defense (DoD). Designed after HLA, TENA’s 
development traces as far back as 1998 [266] and continues to be maintained as of 2019. Similar 
to HLA, TENA allows for the development of individual analysis models interoperable with each 
other for distributed systems, saving time and money in the development process. As a tool, its 
functionality is revised based on early user feedback, but its core intentions drive its development.  
The architecture of TENA consists of TENA-compliant applications, TENA Middleware, and 
TENA Utilities, including a gateway accessible by non-TENA systems. The middleware acts as a 
communication channel, where data must be formatted according to a TENA Object Model. The 
Object Model is capable of evolving, which is different from HLA.  
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Different from HLA and other standards, TENA is not intended to act as a professional standard 
document [78], but as a standard tool. Monitored closely by its development group, access to 
TENA and its documentation requires applying for a free account through an online portal. While 
this process is open to all applicants, the existence of a screening process that asks for contact 
information, project intentions and grant usage makes it difficult for researchers to test TENA’s 
functionality to confirm it meets their requirements. Therefore, even though TENA was made 
explicitly to overcome the limitations of HLA, its inaccessibility, together with how its 
functionality and design are still in development, make TENA a difficult choice for practical use 
cases in the near future. 
5.2.1.4    Data Distribution Service (DDS) 
The DDS is a standard for data communication between distributed machines and software for 
real-time systems [79]. Unlike the previous solutions in this section that are oriented for distributed 
modeling and created by government entities, DDS was originally designed for real-time 
distributed operational systems and developed by a professional non-profit collective called Object 
Management Group since 2004 [267]. DDS is not a single tool or software solution, so users must 
utilize accessible documentation on the standard to prepare their own, or must use existing 
solutions, including RTI Connext [268] or OpenDDS [269]. The intention is that all DDS solutions 
follow the specification carefully, such that each user can use any vendor’s DDS solution and be 
interoperable with each other on the network. Professional demonstrations have been given to 
show this interoperability to be possible with DDS software from different vendors. It has been 
used for crisis management caused by natural hazards [270,271]. 
 133 
Best suited for Internet-of-Things (IoT) applications, DDS is flexible for use across a variety of 
domains jointly with HLA or as a replacement. In DDS, data is pre-defined as a message format 
in a struct-like file suffixed with .idl and compiled with the DDS software to make it recognizable 
when it is written to or retrieved from the DDS global data space with a DataWriter or a 
DataReader. Using a specially designed topic-based P/S mechanism to share data within a domain 
participant, DDS does not depend on any global knowledge and supports fully dynamic discovery 
and matching of different DataWriters and Data Readers, which is more flexible than HLA that 
still requires static declaration in FOM even though different publishers and subscribers can be 
matched dynamically. It also provides richer (22 versus 2 in HLA) quality of service (QoS) policies 
that help to control local and end-to-end properties of DDS entities. Conversely, since it was 
originally designed for real-time application in distributed operational systems, the main 
disadvantage of DDS is that it does not explicitly provide time management mechanisms for 
different types of time advancement controls as HLA does. 
While DDS is not as feature-complete as HLA for distributed analysis, its simplified standard 
makes it more accessible for users. Not requiring a single access point (like HLA’s RTI) makes it 
less prone to slow-down from the RTI’s perspective when adding more analysis models, and the 
complexity of connections is handled internally without the user’s concern. Compiling a data 
format ahead of time is still a limitation that TENA sought to overcome but doing so enables DDS 
to maintain optimal speed in data communication.  
With each of these solutions, the need to study lengthy standards and rules together with the need 
to deal with the compatibility of legacy standards, often make them difficult to use. However, these 
solutions provide instructions that others can follow, putting the responsibility on individual users 
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to ensure their own local analysis models are built correctly to be compliant without worrying 
about how other analysis models might function. 
5.2.2    Standalone Tools 
5.2.2.1    Robot Operation System (ROS) 
Unlike the approaches listed above that are either designed for distributed analyses or distributed 
operational systems, ROS is a robotics middleware that provides services including hardware 
abstraction, low-level device control, package management, and message passing  [232]. Such a 
design makes it possible for robotic engineers to quickly and conveniently build up a robot by 
taking advantage of many existing hardware drivers and implemented algorithms distributed as 
ROS packages [15,158,272].  
While ROS is best suited for applications in robotics, its message-passing design based on a 
Publish/Subscribe communication can be applied to distributed analysis applications in the built 
environment with some benefits. More specifically, the three different patterns of data exchange 
supported by ROS all have their corresponding applications in distributed analyses. In most cases, 
the output of one node needs to take as input the runtime outputs of some other nodes, and in turn, 
its output can be used as part of the input for other nodes. Such input and output information 
generally needs to be exchanged continuously with a small time step and can be modeled as 
messages in ROS. 
A message in ROS is a data structure that can be defined flexibly in a .msg file by following a 
syntax similar to C structs. Most messages have a header field that is filled with a timestamp by 
ROS and is used for time management. Once a message is compiled with ROS, by importing or 
including its bindings, a node can encode and retrieve information into and from the corresponding 
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message automatically with ROS. Another type of data exchange is conducted in the 
Request/Response way where the data structures in a request and a response are formatted together 
as service in ROS and are defined in a .srv file by following a similar syntax to ROS messages. In 
this pattern, by agreeing upon the same srv, a client provides the required input for the request and 
requests a server to give a response based on the request. The returned response depends on the 
implementation on the server side.  
For a distributed analysis, this is suitable for acquiring the global configuration (such as the 
scenario information in the wind-building example in Section 5.2.1.1) from a server or for 
commanding some other nodes to behave in a specific way. However, for the latter use, if the 
server takes a significant amount of time to perform the requested action or does not respond to 
the request, the client would not receive any feedback and thus know nothing about the status of 
the server. This lack of knowledge of the server statusr can be solved by using the actionlib pattern. 
This pattern specifies the formats of the goal (the result and the feedback message) in an action 
file in a similar way to ROS msg and ROS srv. In this way, after a client sends out an action request 
to a server, it can keep listening to the feedback from the server and make further decisions based 
on the feedback. This approach is beneficial for a distributed analysis whose nodes are modeling 
reality at different time scales (such as an earthquake node and a recovery node). Those nodes that 
run faster can request the others to catch up via an action request. 
For its wide use in the robotics community, ROS is well documented, and it is easy to access help 
from different technological forums. Despite the above advantages, it also has some drawbacks. 
Since it was not specially designed for distributed analysis purposes, it lacks implementation of 
time management and quality of service (QoS) policies compared to other distributed analysis-
oriented approaches. Besides, it does not provide a convenient way to set up connections among 
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different nodes. Each node needs to explicitly specify the topics the node subscribes to and the 
way the node wants to receive the messages on these topics. Therefore, when an analysis model is 
developed as a ROS node, the code for message communication is usually interspersed with the 
code for the analysis model function. This lack of convenient communication interface makes it 
scale poorly as the number of nodes increases, limiting its suitability for large-scale analysis. 
5.2.2.2    Lightweight Communication and Marshaling (LCM) 
LCM is another data passing tool oriented for real-time robotics applications [233]. It has been 
applied to distributed analyses [9,20] recently owing to its beneficial features including low-
latency, platform and language independence, and publish-subscribe data transmitting scheme. As 
a lightweight solution, it is mainly comprised of three functionalities, message type specification, 
message marshaling, message communication, and despite what its name suggests, some data 
analysis tools. In LCM, the data to be transmitted over a network need to be first structured as a 
message type, by following its specific type specification language whose syntax is very similar 
to C structs.  
After the message type is well defined, the provided lcm-gen tool is invoked to generate its 
language-specific bindings that can be further included or imported in a custom analysis model to 
use the corresponding message. Such bindings can be generated to support multiple languages (C, 
C++, C#/.NET, Java, Lua, and Python) on different platforms (Linux, OS X, Windows, and any 
POSIX-1.2001 system), which is very convenient for developers with different preferences. In the 
actual communication, a message is marshaled by attaching to it a fingerprint derived from its 
channel name and message type and routed from its sender to its receivers with a Publish/Subscribe 
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pattern. LCM uses multicast UDP based peer-to-peer communication, in which there is no 
mediator and each analysis model can be both a sender and a receiver.  
In LCM, messages are routed to all the LCM subscribers that are in the same multicast group and 
each subscriber further selects the messages it is expecting based on the channels to which it has 
subscribed. As shown in Figure 5.3, for any analysis model #𝑖 in the multicast UDP group, its 
LCM subscribers receive all the messages published within the same group. After receiving these 
messages, its subscribers automatically select the messages published to the channels that they 
have subscribed to by dropping all the other messages, such that the analysis model #𝑖 can work 
with the messages it is interested in by just subscribing to the appropriate channels.  
 
Figure 5.3 Message exchange via multicast UDP in LCM 
Besides, LCM also provides some useful tools (logging, replaying and inspecting traffic) to help 
with debugging during development as well as help inspect and analyze efficiency performance 
during testing. 
As a pure data passing tool, LCM provides great flexibility for further development of different 
features by users. However, as a robotics tool, it inevitably lacks the specific features dedicated to 
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distributed analysis, such as time management and QoS policies. Moreover, due to reasons similar 
to ROS, it does not scale well. 
Compared to the approaches in the last section, approaches from the robotics community include 
ready-to-use libraries and provide well-documented instructions, which make them easier to use 
for skilled programmers. The main problem with these methods is the lack of a systemic way to 
deal with scalability issues. It is the users’ responsibility to make sure that the connections among 
different analysis models and time management for each model are set up correctly by adding 
corresponding code to the models. This mixture of code for connection and model functionality 
makes it hard to manage the models when their numbers greatly increase and thus limits these 
approaches to small or medium-scale problems. 
5.3    Limitations  
5.3.1    Lack of Easy-to-use and Standard Solutions 
Among the standards and standard-based solutions, both DIS and TENA have to use pre-defined 
sets of messages, which is not flexible for information exchange between different analysis models 
(as explained in the wind-building example in Section 5.2.1.1). Moreover, they can only build real-
time distributed analyses that run in wall-clock time. This makes the analysis of a recovery process, 
a typical process after natural hazards involved in the built environment, very prolonged and 
inefficient. 
Compared with DIS and TENA, HLA and DDS, are more suitable for modeling complex 
processes. As standards, they levy many requirements on the design of API, and some 
implementations have been designed by following such specifications. However, it is still difficult 
for a novice to rapidly build a functional distributed analysis and, for experienced users, non-trivial 
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to achieve desired efficiency performance. On one side, with the aim of allowing an 
interoperability level of integration across areas in distributed analyses by defining common data 
types and specifying APIs, they have become formidably long standards that are quite hard to 
follow and adhere to. Therefore, it is common that some implementations just follow and support 
part of the API specifications and it is necessary for users to be aware of the deviations from the 
standards in addition to a basic understanding of HLA or DDS concepts. 
While HLA and DDS include the detailed requirement for API, they do not specify precisely what 
algorithms need to be used and how the API function should be implemented, which leaves the 
flexibility to API implementers. This flexibility for the implementers leads to diverse API 
implementations with different vendor-specific features and advantages, and it is important for 
users to be able to choose the appropriate implementations to achieve their custom efficiency 
performance goals. In practice, achieving efficiency performance goals requires the users to know 
about different implementations and the differences between them since these differences are 
generally non-trivial, and experience from one implementation cannot be directly applied to 
another. 
Unlike tools built on standards, ROS (and LCM) can be viewed of as a standalone tool providing 
much less, but necessary, APIs for data sharing, which is particularly well suited to users who need 
to quickly build up a small-scale application-specific analysis and distribute it over a network. 
While this approach provides a flexible and convenient way of constructing distributed analysis, 
the issue for this category of tools is that different analysis models have to agree on the structure 
of the shared message due to lack of standardization, even though it is not difficult to come up 
with simple specifications on the data structure for application-specific problems. 
 140 
5.3.2    Lack of Scalability and Extensibility for Building Large-Scale Analyses 
Generally, standards do not specify the scale of distributed analysis that an API needs to and should 
support, and in theory, users can try to connect as many analysis models as they want in one 
distributed analysis. However, in practice, the scalability of the standard-based methods is 
significantly impacted by the detailed API implementations, and the practical performance can 
vary greatly as the size of the distributed analysis changes. When the analysis scale is small, such 
as an analysis of interdependencies between wind and several buildings, peer-to-peer 
communication is preferred since mediator-based communication would need one extra message 
copy for each subscriber of a message and thus need more bandwidth and result in more latency.  
As the analysis scale increases to the middle scale, such as a city-scale analysis of wind-building 
interaction, mediator-based communication becomes preferable. The reason is that the overhead 
resulting from additional message copies becomes less critical compared to the total message 
routing time, and mediator-based communication also provides other benefits such as monitoring 
of individual analysis models and more flexible central time management. 
However, when the scale increases to a large scale, such as the same analysis as above in a country 
scale, the performance bottleneck of the analysis is usually the power of the device where the 
mediator is hosed since the mediator has to route a great number of different types of messages 
and conduct corresponding time management for a large number of analysis models. Therefore, it 
generally needs additional algorithms to distribute the work of the mediator over multiple host 
devices, which increases the complexity of the distributed analysis. Since both the standard-based 
tools and standalone tools reviewed above use a fixed message delivery method, it is difficult for 
them always to obtain the best performance for different analysis scales. 
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For extensibility, DIS and TENA are seriously limited since they can only use fixed sets of 
messages. Other standard-based tools such as HLA and DDS support custom messages, which 
make them convenient for extending the information shared between different analysis models. 
For standalone tools, new information to be shared has to be defined as new messages or added to 
the old message definitions, and the created or modified message definitions have to be recompiled 
to make sure different analysis models can recognize them. This process almost always includes 
modification of the relevant analysis models to make sure they can send and receive the pre-
compiled messages. This process is not convenient and sometimes even difficult for experienced 
users. 
5.3.3    Inability to Rapidly Build and Integrate Application-Specific Analysis Models 
The most important goals of standards and standards-based tools are to improve reusability and 
interoperability, and these make analysis models usable across different fields. The benefits are 
significant when users have easy access to many choices of models that have been developed by 
people from different fields for different purposes. However, in practice, these benefits are limited 
for two reasons. First, it is still challenging to integrate models developed by others without any 
knowledge of them, even if they are compatible with the same standard. Such knowledge includes 
model time resolution, model mode (time-driven, event-driven or hybrid) and time management 
option, which users may have to modify to make the models work correctly. Therefore, models’ 
reusability and interoperability are mainly achieved in some relevant distributed analyses that are 
developed by the same group of people who developed the models. 
The second reason is that the complexity of utilizing the distributed analysis tools to develop 
reusable and interoperable models limits the number of available compliant models. Skilled users 
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of distributed analysis tools are good at achieving the reusability and interoperability of models 
when they are given functional models from different domains. However, it is usually difficult for 
them to develop analysis models from scratch without enough domain knowledge. Instead, it is 
the people with good domain knowledge that are more suitable to develop domain-specific models 
for specific applications. However, the complexity of standards-based distributed analysis 
solutions creates a non-trivial gap between domain knowledge and an analysis model compatible 
with the same distributed analysis solutions.  
It is also difficult to rapidly get started with building a functional distributed analysis for domain 
expertise with limited background of distributed analysis tools. Users need to at least have some 
knowledge of the standard, the usage of the API implementation they have selected, and some 
programming skills to configure and compile the standard-based tool on their custom computers, 
which entails a steep learning curve. In this regard, standalone tools are also inappropriate. For 
these tools, time management has to be implemented additionally and it is difficult to separate 
message exchanging code and analysis model function code for scalability (domain users may care 
more about scalability than analysis efficiency). These are all challenging to achieve for users 
without much programming experience. 
5.4    Recommendations 
In a distributed analysis involving multiple analysis models, it is usually natural and 
straightforward to implement each analysis model as a separate model that interacts with other 
models and implement a sub-analysis model as a separate sub-model that interacts with other sub-
models within the same model. For example, in an analysis of interactions between sequential 
earthquakes and corresponding recovery processes, it is natural to define a seismic model 
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separately to model the earthquake and its impact on the infrastructure in the environment, and a 
recovery model to model the recovery effort and how infrastructure functionalities are recovered. 
The seismic model can include several sub-models that work together to complete its tasks, such 
as a sub-model to model the effect of the earthquake on the ground surface and other sub-models 
to model how such effects further interact with and damage buildings, transportation systems, and 
other infrastructure. Similarly, the recovery model can include a group of sub-models to model 
how the recovery process evolves with the interaction among resources such as first responders, 
equipment and material, recovery strategy and as-is recovery status. There can be any number of 
sub-models, and interactions between them depend on the analysis resolution. Correspondingly a 
varying number of messages need to be delivered and exchanged. 
In order to address the limitations discussed in the last section, a recommended distributed analysis 
platform is proposed for modeling complex processes in the built environment, which is depicted 
in Figure 5.4. The system design is proposed to take respective advantages of a standard-based 
method and a standalone tool (such as HLA and LCM). In the design, two main improvements are 
made to ensure its benefits. 
First, in order to make it easy to develop and convenient to extend a distributed analysis, a message 
wrapper is developed to receive and send out information for model functions. In this way, analysis 
models can be developed with only domain knowledge and, if necessary, some knowledge of the 
settings controlling the resolution of the analysis. The implementation of a message wrapper can 
be viewed as an improvement upon a standalone tool. 
Second, in order to improve scalability, an improvement is made in which mediator-based 
communication and peer-to-peer communication are jointly used to exchange messages between 
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models and sub-models via message wrappers. A distributed analysis platform based on a single 
communication approach does not adapt well with the scaling of the analysis in terms of efficiency 
and time management as discussed previously. The mediator-based communication between 
models allows for convenient time management and error recovery, and the peer-to-peer 
communication between sub-models can help reduce the load of the mediator and make the 
solution adapt well with analysis scale. This improvement can be viewed as an improvement on a 
standard-based tool such as the RTI of HLA. The following sections will discuss the design of the 
message wrapper and the data passing between such message wrappers in detail. 
 
Figure 5.4 A recommended design for a distributed analysis platform 
5.4.1    Proposed Design of a Message Wrapper 
LCM was previously used as a data passing platform in our previous modeling of wind-building 
interaction [9,20]. Here we standardize a distributed coupling analysis for general purposes and 
propose an LCM-based disturbed coupling analysis framework for distributed analyses. As shown 
in Figure 5.5, analysis model developers only need to follow a couple of fixed steps to create a 
complex coupling analysis involving multiple analysis models. With the benefit of LCM, different 
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models can be developed with different languages and run on different operating systems listed in 
Section 5.2.2.2. In this framework, different models can be developed separately and connected 
with LCM-based message passing. In each model, it first initializes LCM and subscribes to the 
message channels from which it can get the messages that the model depends on. LCM can help 
receive the available messages from the subscribed channels, and the current model needs to decide 
if a received message is one that is currently expected. 
 
Figure 5.5 An LCM-based distributed coupling analysis framework 
There are two things to check, message type and expected timestep for this type of message. After 
all the expected messages are received, this model will continue for one timestep, update model 
results, update expected timestep for each expected type of message, and update the current 
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timestep in the model. After getting new model results, the model will immediately publish it with 
the current timestep value. It should be noted that a model still needs to keep publishing model 
results even though when checking if a message is an expected message or if all the expected 
messages are received, results in failure. The reason is that the messages are live data on the 
channels, and the same message needs to be sent repeatedly in order to make sure the message can 
be received by the models that need it to proceed. Different models can be developed separately 
by following the same steps and then they will automatically work together to make up a complete 
distributed analysis. Compared with standards and standard-based solutions, this framework is 
more flexible and more convenient to quickly create a small-scale analysis with domain 
knowledge. 
In addition, as shown in our work in [9,20], even though models and sub-models were not 
differentiated from each other and all the separate components were implemented as separate 
models, LCM still worked efficiently to pass messages between different models benefiting from 
the fact that it uses UDP multicast as its transport and does not use a mediator to route the messages 
or broker connections between models. This LCM-based model communication scales well with 
the number of the involved models and is also extensible. However, the code dealing with 
receiving and sending messages was implemented together with the model functions, and thus it 
requires model developers to know basic usage of LCM. Moreover, this coding work becomes 
more complex and error-prone as the number of models increases and the interaction between 
models becomes complex. This drawback further limits scalability and extensibility in practice 
and makes it only suitable for relatively small-scale analyses. 
Ideally, analysis model developers should not be required to have deep knowledge about the 
distributed analysis platform being used. Instead, they should be able to focus their attention on 
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developing models in their domains and specifying how they want their models to communicate 
with each other. In order to achieve this benefit, a message wrapper design is proposed to work 
together with the model functions and receive and send messages from and to the channels for 
them. The term “channel” is inherited from LCM and is used to illustrate the new concept design. 
As shown in Figure 5.6, the proposed message wrapper acts as a bridge connecting message 
channels and a model function. It subscribes to the channels from which the model function gets 
input data, decodes messages when required messages are received, calls the model function to 
update the outputs of the model, encodes output messages and publishes them to the specified 
channels. 
 
Figure 5.6 Concept of a message wrapper 
Figure 5.7 shows the process of developing an analysis model with a message wrapper. This 
general design can work with any standalone data passing tools such as LCM, ROS, or other 
custom data passing platforms. For convenience, LCM is used as an example here to show the 
detailed implementation of the files in Figure 5.7. Model developers first need to prepare two files: 
a model configuration file and a message definition file. The model configuration file includes all 
the settings about the model, including model name, the channels this model needs to subscribe to, 
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the channels it needs to publish on, time step relationship between the current model and the 
messages it depends on, the model’s dependence on historical data, and whether the model needs 
to publish initial data for other models to start working. 
 
Figure 5.7 Procedures for developing an analysis model with a message wrapper 
The message definition file includes the names of the variables in each message and the 
corresponding data types. It should be noted that even though LCM can decode the message and 
its variable types automatically, these variables need to be stored as local variables in the wrapper 
and thus the variable types still have to be provided in the message definition file. In the case of 
LCM, it is straightforward to prepare these two files by drawing a communication network and 
referring to the LCM message definitions. When these two files are ready, a model function 
prototype generator (Figure 5.7) is used to generate the function prototype of the model function. 
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This function prototype generator is implemented in a simple way that all the variables included 
in the input messages are listed as input arguments, all the variables in the output messages are 
listed as return values and the model name is used as the function name. Therefore, only the 
information about model name, channels to subscribe to, and channels to publish on in the model 
configuration file are used to generate the function prototype. Then model developers need to 
complete the created model function with only domain knowledge. After completing the model 
function, the message wrapper can be run to handle message exchange when it works with the 
same model configuration file, the same message definition file, and the completed model 
function. 
Figure 5.8 shows how a message wrapper computes output messages based on the input messages 
and publishes the output messages on the specified channels. This process is very similar to that 
in the analysis models depicted in Figure 5.5. The only difference is that the model function and 
the code for message exchange are completely separated with the proposed message wrapper.  
 
Figure 5.8 An example implementation of the message wrapper for LCM 
Therefore, domain users just need a little effort to develop a model since all they need to know is 
the domain knowledge to complete the model function and the relationship between different 
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models. Besides, in the process of completing the model function, it is flexible for users to use any 
useful software and/or hardware to facilitate model development and/or accelerate the model. 
In order to demonstrate the effectiveness, besides the results in [9,20], the proposed LCM-based 
framework and an LCM version of the wrapper are also used to replicate the active control 
algorithm described in [273]. As shown in Figure 5.9, the active control system is formalized as 
three models, where 𝑃(𝑡) represents the force caused by a wind excitation at time 𝑡, 𝐷(𝑡), 𝑉(𝑡) 
and 𝐴(𝑡) represent structure displacement, velocity and acceleration at time 𝑡, and 𝑃𝑐(𝑡) is the 
active control force at time 𝑡. The wind excitation function implemented Equation (1-5) in [20], 
the structure dynamics function implemented Equation (8) in [273], and the adaptive control 
function implemented Equation (12) in [273] where either displacement, velocity or acceleration 
can be used as the variable to be controlled. Two analysis results with and without active control 
are shown in Figure 5.10 and Figure 5.11. It can be observed that with active control, acceleration 
was successfully limited to the range of [-1.5, +1.5] 𝑚/𝑠2, and the displacement and the velocity 
responses were impacted correspondingly. The results demonstrated that the framework and the 
wrapper help discover the interdependency between the structure dynamics model and the adaptive 
control model. With domain knowledge from wind engineering and structural engineering, this 
distributed analysis model can be constructed conveniently by following the above fixed steps 
without knowing how to use LCM to exchange messages. 
 
Figure 5.9 Distributed analysis design of an active control algorithm 
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Figure 5.10 Analysis results without active control 
 
Figure 5.11 Analysis results with active control of acceleration 
However, it should be noted that even though the message wrapper can be used as an extension to 
any data passing platform and help improve the scalability and extensibility in terms of 
implementation, current widely used mediator-based data passing platforms generally suffer from 
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scalability problems in message communication. For those that adapt well with the analysis scale, 
such as LCM, they still lack the necessary time management and error-recovery mechanism for 
robust analysis. This challenge leads to the second proposed improvement that jointly uses peer-
to-peer and mediator-based communication. 
5.4.2    Hybrid Data Passing Between Message Wrappers 
As shown in the recommended design in Figure 5.4, peer-to-peer communication is adopted to 
handle communication between different sub-models in each model and the model itself via 
message wrappers. This local communication generally needs more frequent and more extensive 
message exchange as compared to the model-model communication and is suggested to be 
implemented with UDP multicast that was also the transport utilized in LCM. The benefit to this 
approach is that there are no additional copies of messages that otherwise would increase linearly 
with the number of subscribers and result in a significant overhead if the number of subscribers is 
large. Moreover, even though LCM was originally designed for real-time robotic applications, 
based on previous experience [9,20], it was shown to work efficiently in timestep-based analyses. 
However, mediator-based communication between models is suggested to be implemented with 
TCP transport that provides reliable and ordered information delivery. 
For the two types of communication, different marshaling methods can be chosen according to the 
tradeoff between transmission efficiency and marshaling cost. The message wrapper of a model 
function can be designed to decode the marshaled messages from its sub-models and marshal them 
in a different way and communicate them via the mediator. Generally, in order to simplify the 
platform design, the same message marshaling format would be shared between the two ways of 
communication. LCM marshaling is a good example. With the benefit of UDP multicast in LCM, 
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the lcm-spy tool can be used to inspect traffic without additional cost. A similar traffic inspection 
tool can be developed for communication between local sub-models. However, for the inspection 
of communication between models, the inspection tool needs to be implemented as a separate 
inspection model that subscribes to all the channels and thus adds additional inspection cost. 
For a platform only based on mediator-based communication, the load of the mediator increases 
with the number of messages that need to be delivered at any time and is usually the bottleneck of 
a large-scale distributed analysis. With the proposed hybrid communication, this issue can be 
greatly improved since all the sub-models will be handled by peer-to-peer communication that 
does not need the mediator and can be implemented efficiently. In addition, the mediator in the 
proposed solution is no different from the mediator in an RTI for HLA and can easily take 
advantage of the time management methods in HLA. The platform can be also integrated with 
some error recovery mechanism by using a certain number of historical messages from the models 
kept in the mediator. In this regard, the hybrid communication design jointly uses the ideas of 
LCM and HLA and capitalizes on their respective advantages. 
5.5    Conclusions and Future Work 
Distributed coupling analysis enables coupling analysis to identify deep interdependencies among 
different processes in the built environment. This paper provides a systematic review of existing 
standards, platforms and standalone data passing tools for distributed analyses, identifies the 
limitations in the existing tools, and proposes two recommendations on improving the design of a 
distributed coupling analysis platform. This survey study offers a reference for researchers when 
selecting tools for distributed analyses. Moreover, this article serves as a guiding document 
towards developing an improved distributed coupling analysis platform for complex process 
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6.1    Significance of Research 
This research addresses three categories of scene understanding algorithms that make up 
fundamental building blocks for diverse potential applications either on construction sites or in 
operational buildings. It establishes a key step to improved construction and utilization and 
operation of the built environment. 
For example, localization ability is not only the essential requirement for a robot to automatically 
execute a task such as construction progress monitoring [13], bridge bearing inspection [6], and 
automatic tunnel inspection [14], but it also provides a useful tool for indoor navigation in a 
complex environment such as a big building, a hospital or a museum. This is especially useful to 
those people with physical disabilities (PPD), who usually have limited access to external 
information and have difficulties finding their way to their destinations. The proposed localization 
algorithm can be modified and run on a smartphone with a camera to provide such individuals 
turn-by-turn instructions to their destinations. This can significantly help improve their 
independence and quality of life. The localization algorithm can also run with a drone-mounted 
camera, and together with the proposed barcode extraction framework, items in a warehouse or a 
distribution center can be scanned much more efficiently. This will not only liberate workers from 
the repeated and time-consuming work of scanning tens of thousands of barcodes but also improve 
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their safety since they will not need to use a forklift to reach the vicinity of the barcodes at high 
locations to scan them manually. 
In addition, the proposed distributed coupling analysis framework can be used to analyze building 
energy usage and performance deterioration to optimize building retrofit plans, analyze people’s 
response in fire emergencies to improve evacuation training and optimize safety exit distribution, 
and estimate the damage to a community caused by a natural disaster to optimize recovery strategy 
and improve community resilience. 
6.2    Research Contributions 
In general, this research explores and advances three categories of scene understanding, 
localization, object recognition, and distributed coupling analysis. The specific contributions in 
each category are summarized below. 
1. Improved vSLAM algorithms for locating applications 
• A new RTLS was designed based on an OGM enhanced vSLAM algorithm, which 
provides high-accuracy localization and enables user interaction with the localization 
system for practical applications. 
• The proposed RTLS works in SLAM mode and localization mode and can switch between 
the two modes flexibly as needed to update or expand an existing map. 
• A sparse feature map and an occupancy grid map were used together to compensate each 
other. 
• A new fiducial landmark-based method was designed to evaluate the localization accuracy 
of a vSLAM system. 
• A scene-adaptive feature transform (SAFT), which self-adapts to currently observed 
scenes, was proposed to improve learning-based descriptors’ matching robustness for 
vSLAM applications. 
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• An integration framework was proposed to integrate the SAFT into a state-of-the-art 
feature-based SLAM and train it online. 
 
2. 1D barcode extraction for asset tracking 
• A drone-assisted asset scan framework was designed for automatic asset tracking. 
• A 1D barcode extraction framework was designed to automatically extract 1D barcodes 
from video scan data collected in large-scale environments. 
• The 1D barcode extraction framework was tested in a warehouse environment and proved 
applicable for inventory management. 
 
3. Distributed coupling analysis for deep interdependency discovery 
• Existing standards, platforms, and data passing tools were reviewed for distributed 
analyses, and limitations were summarized from the perspective of distributed analysis of 
built-environment processes. 
• An LCM-based distributed coupling analysis framework and a message wrapper were 
designed and tested with analysis models from wind engineering and structural 
engineering. 
• A hybrid data passing method was proposed to improve efficiency and time management 
for the design of an improved distributed analysis platform. 
6.3    Future Directions 
6.3.1    Localization 
In order to improve vSLAM’s robustness under motion blur, future research will explore the joint 
usage of IMU and camera, considering that IMU can provide pose estimation when vision cannot 
track features well and tracking results from vision can help eliminate the drift introduced into 
IMU-based pose estimation. Future research also includes direct SLAM and its integration with 
feature-based SLAM for robust pose estimation in challenging environments without sufficient 
features. For robot motion in 3D space, 3D occupancy grid mapping needs to be explored. 
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Topological maps also need to be explored for more efficient path planning in a large-scale 
environment. 
6.3.2    Object Recognition 
This research is limited to 1D barcode-based object recognition for applications in well-organized 
environments such as a warehouse or a distribution center. Future research will explore more 
general feature-based object recognition based on learning-based methods. This includes 
recognition of the objects that a robot needs to manipulate, human and static obstacles recognition 
and object velocity estimation for environment-aware path planning, and semantic segmentation 
of traversable area for more accurate local path planning. 
6.3.3    Distributed Coupling Analysis 
In order to further facilitate the usage of the proposed distributed coupling analysis framework for 
distributed analyses, future research includes implementation of different versions of the message 
wrapper to support different programming languages, development of a GUI for more convenient 
operation and visualization, implementation of more time management functionalities to support 
time-based, event-driven, and real-time analysis models, and dynamic distribution of the load of a 
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