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ABSTRACT—Data integrity and security are the main concerns 
in cloud..In this paper we propose an adequate and impressive 
scheme by using dynamic data support to ensure that the data in 
cloud is correct and errorless. The new scheme proposed in this 
paper supports modification, deletion and updating the data 
blocks present in the cloud server. The main problem is the 
efficiency and security to verify that the storage server is storing 
the client’s outsourced data. 
The necessary security and efficiency has to be provided to the 
server which can be small computing device with limited 
resources. 
 
Keywords: Outsourcing cloud storage, 
homomorphism token, cloud data. 
I INTRODUCTION 
Cloud storage is a networked storage model that represents the 
data of an enterprise or individual user data in which data is 
stored and maintained in virtualized pools of storage which 
are generally hosted by third parties. The cloud service 
providers operate on large volumes of data handled by data 
centres. The resource may be stored across multiple servers. 
File safety depends upon the hosting websites. The increasing 
network bandwidth and flexible network connections make it 
possible that users can subscribe high quality services from 
remote data centres. Early work on Cloud computing 
concentrated on data authentication and integrity, i.e., how to 
efficiently and securely ensure that the server returns correct 
and complete results in response to its clients‟ queries. Further 
the cloud service providers offer data integrity by Provable 
Data Possession (PDP). By this the service provider ensures 
that the client is not being cheated. In this context, cheating 
means that the server might delete some of the data or it might 
not store all data in fast storage recently, the importance of 
ensuring the remote data integrity has been highlighted by the 
following research works. 
II. CLOUD ARCHITECTURE 
At present the cloud storage technology involves virtualized 
infrastructure along with characteristics of agility, scalability, 
elasticity and multi-tenancy in handling the user data. Cloud 
storage services like Open Stack, cloud storage products like 
EMC Atmos and Hitachi Cloud Services, and distributed 
storage research projects like VISION Cloud are all examples 
of object storage and infer the following guidelines. 
Cloud storage is: 
• Made up of many distributed resources. 
• Highly fault tolerant through redundancy and distribution of 
data  
• Highly durable  
The two most significant components of cloud computing 
architecture are known as the front end and the back end. The 
front end is the part seen by the client. The web browser acts an 
API for the user. The back end of the cloud computing 
architecture is the cloud itself, comprising servers and data 
storage devices managed by cloud service providers. 
Representative network architecture for cloud data storage is 
illustrated in Figure1. Three different network entities form the 
cloud service: Users, who store data in the cloud and rely on the 
cloud for data computation. The user includes both individual 
consumers and organizations. A CSP has significant resources 
and expertise in managing distributed cloud storage servers, owns 
and operates live Cloud Computing system. The CSP is 
responsible for providing co-operation between user and the data 
retrieval. An optional TPA, is trustworthy and expertise in 
providing link between user and CSP and is capable to assess 
cloud storage services on behalf of the users upon request. Our 
scheme is based entirely on symmetric-key cryptography. The 
main idea is that, client uses a unique password and the hardware 
pre-computes a certain number of short possession verification 
tokens, each token covering some set of data blocks. The actual 
data is then handed over to SRV. Subsequently, when client 
wants to obtain a proof of data possession, it challenges SRV 
with a set of random-looking block indices. In turn, SRV must 
compute a short integrity check over the specified blocks 
(corresponding to the indices) and return it to client. For the 
proof to hold, the returned integrity check must match the 
corresponding value pre-computed on user‟s side network entities 
form the cloud service: Users, who store data in the cloud and 
rely on the cloud for data computation. The user includes both 
individual consumers and organizations. A CSP has significant 
resources and expertise in managing distributed cloud storage 
servers, owns and operates live Cloud Computing system. The 
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CSP is responsible for providing co-operation between user 
and the data retrieval. An optional TPA, is trustworthy and 
expertise in providing link between user and CSP and is 
capable to assess cloud storage services on behalf of the users 
upon request. Our scheme is based entirely on symmetric-key 
cryptography. The main idea is that, client uses a unique 
password and the hardware pre-computes a certain number of 
short possession verification tokens, each token covering 
some set of data blocks. The actual data is then handed over to 
SRV. Subsequently, when client wants to obtain a proof of 
data possession, it challenges SRV with a set of random-
looking block indices. In turn, SRV must compute a short 
integrity check over the specified blocks (corresponding to the 
indices) and return it to client. For the proof to hold, the 
returned integrity check must match the corresponding value 
pre-computed on user‟s side. 
 
However, the pre-computed tokens locally or outsourcing 
them – in encrypted form – to SRV 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 
 
 
A.  The Cloud Ecosystem 
Virtual infrastructure management tools for data centres have 
been around. These tools are fully functional with providing 
cloud-like Interfaces for security, Thus, an ecosystem of cloud 
tools is starting to from (Figure 2) where cloud toolkits 
attempt to span both cloud management and VI management. 
The focus of our work is, therefore, to produce a VI 
management solution with a flexible and open architecture 
that can be used to build private/hybrid clouds. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 
B. Verification Framework for Multi-Cloud 
DDR techniques are incapable of satisfying the requirements of 
multiple clouds in terms of communication and computation 
costs. To address this problem, we consider a multi-cloud storage 
service (Figure 1). In this architecture, a data storage service 
involves three different entities: Clients who have a large amount 
of data to be stored in multiple clouds , Cloud Service Providers 
(CSPs) who work together to provide data storage services and 
have enough storages and computation resources; and Trusted 
Third Party (TTP) who is trusted to store verification parameters. 
In this architecture, we consider the existence of multiple CSPs to 
maintain the clients data. The verification procedure is described 
as follows: 
Firstly, a client uses the secret key to pre-process a file which 
consists of a collection of blocks, generates a set of public 
verification information that is stored in TTP, transmits the file 
and some verification tags to CSPs, and may delete its local 
copy; Then, by using a verification protocol, the clients can issue 
a challenge for one CSP to check the integrity and availability of 
outsourced data with respect to public information stored in TTP. 
We neither assume that CSP is trust to guarantee the security of 
the stored data. To achieve this goal, a TTP server is constructed 
as a core trust base on the cloud for the sake of security we 
assume the TTP is reliable and independent and having the 
following functions: 
 
 To setup and maintain the CDDR cryptosystem. 
 To generate and store data owner’s public key.  
 To store the public parameters.  
C. Division of Data Blocks 
Let us consider a large database D: Let it be divided into d 
blocks. 
Let’t’ be the number of times the storage server is being 
accessed: It is similar to the encryption key generation used in 
AES, DES and BF. This algorithm uses two main function 
namely, pseudo-random function (PRF) f, and a pseudo-random 
permutation g defined as follows, 
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F={0,1}
C
X{0,1}
K
 
 
So f->{0,1}
L
 
 
g={0, 1}
l
 X {0, 1}
L
 −! {0, 1}
l
 
 
In our case l = log d, since we use g to permute indices. 
The output of „f‟ is used to generate the key for g and c = 
log t. 
 
In this case L = 128. We use the PRF f with two master 
secret keys W and Z, both of k bits. The key W is used to 
generate session permutation keys while Z is used to generate 
challenge nonce. 
 
ALGORITHM: 
 
The algorithm below describes the encrypted key 
generation from client side when user wants to access the 
data. 
 
Begin 
 
Choose parameters c,k,l and function f and g. w, x, k € {0, 
1}
k
for (i=0 to t) do  
Begin Round i; 
 
Generate ki=fw (i) and ci=fz 
 
Compute 
Vi=H (Ci , D[gkt(1)],.....,D[gkt(1)] 
Vi
’
 =AEk(i,vi); 
 
End; 
 
Send to SRV: (D, {[i, vi’] for 1 < i < t}) 
 
End; 
 
III. DESIGN METHODOLOGIES 
The data design transforms the information domain model 
created during analysis into the data structures that will be 
required to implement the software. The data objects and 
relationships defined in the entity relationship diagram and the 
detailed data content depicted in the data dictionary provide 
the basis for the data design activity. More detailed data 
design occurs as each software component is designed. The 
architectural design defines the relationship between major 
structural elements of the software, the design patterns that 
can be used to achieve the requirements the system 
architecture, the interface representation, and the component 
level detail. During each design activity, we apply basic 
concepts and principles that lead to high quality. 
We aim to design efficient mechanisms for dynamic data 
verification and operation and achieve the following goals: 
  Storage correctness  
 Fast localization of data error  
  Dynamic data support 
   Dependability 
 
IV. SECURITY ANALYSIS AND PERFORMANCE 
EVALUATION 
We evaluate the efficiency of this scheme via implementation of 
both file distribution preparation and verification token pre 
computation. The keys generated are unique and the 
duplication of keys is not possible. This algorithm paves way for 
the data possession only to the respective client. Thus the 
encrypted key generated will be true if it contains the data block 
segment. The service records provide a match key by which user 
can only access information. Even though along with the user, 
TTP has the security knowledge it can't access the user data 
because control access primarily depends on the user. The DNS 
in the service records only allow authenticated access and thus 
other hosts can't claim permission to user space even though 
multiple records of the users are maintained in the same server. 
V. EXPERIMENTAL RESULTS 
Client login 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Cloud Authentication Server 
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Resource availability 
 
 
 
 
 
 
 
 
 
Server login 
 
VI. CONCLUSION 
 
In this paper, we investigated the problem of data security in 
cloud data storage, which is essentially a distributed storage 
system. To ensure the correctness of users‟ data in cloud data 
storage, we proposed an effective and flexible distributed 
scheme with explicit dynamic data support, including block 
update, delete, and append. We rely on erasure-correcting 
code in the file distribution preparation to provide redundancy 
parity vectors and guarantee the data dependability. By 
utilizing the homomorphic token with distributed verification 
of erasure coded data, our scheme achieves the integration of 
storage correctness insurance and data error localization, 
Through detailed security and performance analysis, we show 
that our scheme is highly efficient and resilient to Byzantine 
failure, malicious data modification attack, and even server 
colluding attacks. 
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