Abstract. A full multigrid method with an overset-grid method is developed to get a fast convergence. The weight values for an overstet-grid interpolation of flow variables can be determined on the fine grid level of multigrid, however, the weight value might be difficult to determine on coarser grid level. Therefore, the receptor cell value on coarser grid level is set and kept by the interpolation and correction of the multigrid method. Then, the flow variables on the coarse grid is interpolated to the fine grid as initial flows of the full multigrid method. The present method is applied to steady and unsteady simulations. The elapased time of steady simulations with and without free surafce is reduced about 35% of the time without the full multigrid method. The present method also succeeds to reduce the computational time remarkably on the unsteady simulation.
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INTRODUCTION
An overset-grid method can treat complex geometries by assembling the computational grid around each geometry and generating the overset information to combine the all grids. Additionally, the overset-grid method has a lot of flexibility in design processes, various appended shapes can be computed without generating the all computational grid just by replacing the computational grid around an appendage and generating the overset information.
The overset relation is generally composed on the certain division number of grid points, and performance improvement method to reduce a computational time plays important role with increasing the number of grid points.
The full multigrid method(FMG) is efficient to get fast convergence. A flow computation is started from the coarsest grid on the multigrid level, then the flow variables are interpolated to the finer grid as the initial flow. The interpolation cycle is continued until the finest grid level.
The weight values for the overset-grid interpolation of flow variables can be determined on the finest grid of multigrid level, however, the weight value might be difficult to determine on coarser grid level. Therefore, the flow variables of the coarse grid are interpolated to the finest grid, then values are updated by using the overset interpolation on the finest grid. After the interpolation, the flow variables on the finest grid level are transformed to the coarser grid level and maintained the values. The computation on the coarse grid level is continued with using the overset interpolated values. Then, the flow variables on the coarse grid are interpolated to finer grid level as the initial flow of the full multigrid method.
The present method is applied to steady simulations w/ and w/o a free surface with several appendages to a ship hull. Then, the method is applied to an unsteady simulation including a body motion. Through the comparisons of results with and without FMG, the effectiveness of the present method is examined.
COMPUTATIONAL METHOD

Base solver
An in-house structured CFD solver [1] is employed. The governing equation is 3D RANS equation for incompressible flows. Artificial compressibility approach is used for the velocitypressure coupling. Spatial discretization is based on a finite-volume method. A cell centered layout is adopted in which flow variables are defined at the centroid of each cell and a control volume is a cell itself. Inviscid fluxes are evaluated by the third-order upwind scheme based on the flux-difference splitting of Roe. The evaluation of viscous fluxes is second-order accurate. For unsteady flow simulations, a dual time stepping approach is used in order to recover incompressibility at each time step. It is consisted from the second order two-step backward scheme for the physical time stepping and the first order Euler implicit scheme for the pseudo time. The linear equation system is solved by the symmetric Gauss-Seidel (SGS) method.
For free surface treatment, an interface capturing method with a single phase level set approach is employed.
Body motions are taken into account by a moving grid technique. Grid velocities are contained in the inviscid terms to satisfy the geometrical conservation law. The grid velocities are derived from the volume where an each cell face sweeps. The boundary condition on a body is given as the velocities of the body motion.
Overset-grid method
The weight values for the overset-grid interpolation are determined by an in-house system [2] . The detail of the system can be found on [2] , the summary is described.
1. The priority of the computational grid is set.
2. The cells of a lower priority grid and inside a body is identified (called as in-wall cell in here).
3. Receptors cells which the flow variables have to be interpolated from donor cells are defined. Two cells on a higher priority grid and facing to the outer boundary are set as receptor cells to satisfy the third order discretization of NS solver. Additionally, two cells neighborhood of in-wall cells, the cells of a lower priority grid and inside the domain of a higher priority grid are also set as the receptor cell.
4.
The weight values for the overset interpolation are determined by solving the inverse problem based on Ferguson spline interpolation.
Flow variables of the receptor cell are updated when the boundary condition is set. The forces and moments are integrated on the higher priority grid to eliminate the lapped region on body surfaces. At first, the cell face of the lower priority grid is divided into small pieces. Secondly, the small piece is projected to the cell face of the higher priority grid by using the normal vector of the higher priority face. Then the 2D solid angle is computed and the small piece is decided in or out of the higher priority face. Once the small piece is in the higher priority face, the area ratio of the piece is set to zero. Finally, the area ratio is integrated on the lower priority face, then we have the ratio to integrate the forces and moments on lower priority face.
Full multigrid method
The multigrid method can obtain a fast convergence by reducing the residual which has the large wave length on a coarse grid. The agglomerate type is applied to the present method. A coarse grid is defined two cells in each (i, j, k) direction, thus one cell on the coarse grid is constructed by eight cells on the fine grid.
The solution q l on the fine grid level(l) is transferred to the coarse grid level(l +1) as follows.
where
The equation to be solved on the coarse grid level is expressed as
where R l+1 is the residual on the coarse grid, and the forcing term P l+1 is given as follows.
where Q l+1 l is transfer operator for the residual and is defined by the sum of eight cells on the fine grid.
The solution on the coarse grid is expressed as q + l+1 , then the correction to the fine grid level is defined as q
where I l l+1 is an interpolation operator for a correction. The computation starts from the coarsest grid on FMG, then the the solution is interpolated to the finer grid as the initial flows, and FMG achieves the fast convergence. An overset relation can be determined on the finest grid, however the relation may be difficult to construct on a coarse grid level. An additional method is required to apply FMG for the overset-grid. While one solving the equation on a coarse grid level, the solution interpolation and transfer of multigrid method are made in a specific computational step. The receptor cell value is updated on the finest grid level, then transferred to coarser grid level. The present method can take account the receptor value on coarser grid level. The influence of a specific computational step(SCS) is also investigated in the present research.
The cell flag to be solved or unsolved on a coarse grid level is determined by using the cell flag on a fine grid level. An unsolved cell flag is included in the cell on a coarse grid, the cell is flagged as an unsolved cell (Fig.1) . And furthermore, a cell flag on the coarser grid level is determined in the same way. Once the receptor cell value on the finest grid is included in coarser grid level, the correction to the finer grid from a coarse grid is treated as zero. 
Steady double model flow
The FMG and overset-grid methods are applied to the flows around a main hull with several appendages. Reynolds number is 3.0 × 10 6 and EASM [3] is applied to compute Reynolds stresses. Table 1 shows the division number of computational grids in each direction. The grids are arranged with the priority of the overset interpolation. As appendages, two bilge keels, two aft hull fins, one duct which is situated just before a propeller, and a rudder are arranged with refined rectangular grids which resolve the flows around the aft fins and the rudder. The computational grid are consisted from 10 grids with about 3.0 millions cells. Three levels multigrid method is applied. Table 2 shows the total and solved cell number with the multigrid level. The cell number to be solved becomes zero on the refined rectangular grid at the coarse grid level, hence the full multigrid starts with the medium grid. Fig.2 shows the time history of L2-norm of the pressure with changing the SCS from 5 to 40. Fig.3, 4 show the comparisons of the total resistance coefficient and the elapsed time. The total resistance coefficient is non-dimensionalized by . The spikes of L2-norm are existed when the interpolation and the correction of the multigrid are made with SCS intervals. The difference of L2-norm between SCS=5 and 10 is small, while L2-norm becomes larger after 301 time steps where the computational grid changes to the fine grid with using SCS=20 and 40. The total resistance coefficient shows small difference with the SCS change until 300 time steps, while larger fluctuation with SCS=20 and 40 appears after 301 time steps. From the above results, SCS is determined as 10 from hereafter.
Step number Step number Total resistance coef. (Fig.5) . FMG takes few times until 300 time steps with the computation on the medium grid, then the slope of FMG becomes same as the result without FMG (Fig.7) . The steps from 500 to 800 where the total resistance coefficient almost converges are magnified in Fig.6 , and the elapsed time at 650 steps where the total resistance coefficient converges within ±0.5% from the averaged value is compared. FMG takes 3271 seconds, while the multigrid(without FMG) takes 5118 seconds, thus FMG succeeds to reduce the computational time about 37% in this case.
Step number 
Steady free surface flow
The FMG method is applied to the free surface flow with the overset-grid. The computational grid is consisted from 5.07 million cells with the hull grid, the rudder grid and two rectangular grids. Reynolds number is 1.074 × 10 7 , Froude number is 0.261 and k − ωSST [4] model is applied. Table 3 shows the division number of computational grids in each direction. Table 4 shows the total and solved cell number with the multigrid level. The cell number to be solved remains on the coarse grid level, hence FMG starts from the coarse grid level in this case. The computation on the coarse grid level continues until 500 steps, then the computation continues on the medium grid, finally the computation on the fine grid level starts from 1001 steps. Fig.8 shows the comparison of L2-norm with and without FMG. The time history of L2-norm of FMG has the spikes at 501 and 1001 time steps when the computational grid shifts from the coarse and medium grid levels to finer grid level. The total resistance coefficient also shows small diffraction when the grid level moves to finer grid level (Fig.9) , then converges rapidly. The elapsed time of FMG is relatively small until the grid level reaches the fine grid, then the slope becomes same as the result without FMG (Fig.10) . The steps from 1600 to 2300 where the total resistance coefficient almost converges are magnified in Fig.9 . The elapsed time at 2200 steps with FMG where the total resistance coefficient converges is compared with the elapsed time without FMG at 1800 steps. FMG takes 34142 seconds, while the multigrid(without FMG) takes 52624 seconds, thus FMG succeeds to reduce the computational time about 35%.
Step number L2 norm of p Table 5 shows the division number of computational grids in each direction. The computational grid is consisted from 2.09 million cells with the the five blade grids and the cylinder grid on the background. Table 6 shows the total and solved cell number with the multigrid level. The cell number to be solved remains on the coarse grid level, hence FMG starts from the coarse grid level. The computation on the coarse grid level continues until 500 steps, then the computation continues on the medium grid level, finally the computation on the fine grid level starts from 1001 steps. Fig.11 shows the comparison of L2-norm with and without FMG. The non-dimensionalized physical time step with FMG is 3.0 × 10 −4 , while the time step without FMG is 5.0 × 10 −5 , thus the time step with FMG takes larger on the present unsteady simulation. L2-norm with FMG is slightly reduced with the computational steps, while the gradient of L2-norm without FMG is comparatively small. The resistance coefficient with FMG converges rapidly, on the other hand, the resistance coefficient without FMG remains the fluctuation (Fig.12) . Fig.13 shows the comparison of the elapsed time with and without FMG. Due to the difference of the physical time step, the direct comparison is difficult but the elapsed time with FMG is remarkably reduced. Fig.14 shows the pressure distribution on the body surfaces and the velocity distribution with vectors just behind the blades. The back side of the blade surfaces becomes negative pressure values due to the angle of attack which is caused by the inflow to the blades. The axial velocity is accelerated by the blades, hence the variables are smoothly interpolated and computed in each computational grid. Thus it can be said the present overset grid-method and FMG work well.
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CONCLUSIONS
• The full multigrid method to the overset-grid method has been developed.
• Present method succeeds to reduce the computational time about 35% in the steady computations with and without the free surface.
• Present method also can be applied to the unsteady simulation, and the elapsed time of the computation is remarkably reduced.
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