It is often necessary in population biology to compare two sets of distance measures. These measures can be based on genetic markers, morphological traits, geographic separation, ecological divergence, and so on. The distance measures can take various forms and frequently have unknown distributional properties. Many different procedures have been developed to compare the correspondence of one set of distances with another set. Prominent among them are the: (1) matrix correlation techniques of Sokal and Rohlf (1962) , and Sneath and Sokal (1973) ; (2) networkmatching techniques of Spielman (1973) ; (3) matrix dilation and rotation techniques of Gower (1971) and of Schonemann and Carrol (1970) ; and (4) smallest-space techniques of Lingoes (1965) and Guttman (1968) . Each of these strategies has strong points, but all suffer from a difficulty in assessing the statistical significance of attained correspondence. The problem is that a set of all possible pairwise distances between k units (populations, taxa, habitats, etc. ) cannot be independent.
More recently, a test of matrix correspondence-originally developed by Mantel (1967) and widely applied in geography (Hubert and Golledge, 1982) and psychometrics (Hubert, 1979a, b) -has caught the attention of population biologists (Sokal, 1979; Sokal et al., 1980; Douglas and Endler, 1982; Dow and Cheverud, 1985; Schnell et al., 1985 Schnell et al., ,1986 Sokal et al., 1986 O'Brien, 1987; Smouse and Wood, 1987) . Attractions of the Mantel procedure are its wide applicability and computational simplicity. Mantel (1967) presented a formal analysis of matrix correspondence based on the assumption of asymptotic normality for a particular test criterion. Later workers (Mielke et al., 1981) developed more general procedures for Mantel statistics that assume a Pearson Type III distributional form. The most widely used evaluation procedure, however, involves the construction of a null distribution by Monte Carlo randomization, whereby one of the matrices is held rigid and the other has its rows and corresponding columns randomly permuted (Cliff and Ord, 1981) . Dietz (1983) evaluated the Mantel test as one of several permutational tests for association between distance matrices. When dimensions of two matrices are small (say K < 7), it is customary to evaluate the Mantel test criterion for all K\ equally likely permutations. If K is large, then a large number of random permutations are sampled with replacement.
Although the test has been useful in its present form, there are some simple modifications and extensions that would encourage even wider deployment in population work. Our purpose here is to sketch these changes and to illustrate them with an example drawn from the Yanomama Indians of lowland South America.
MODIFYING THE MANTEL TEST
Consider a pair of distance matrices X and Y. The elements of these matrices, X tj and Yij, represent types of contrasts between the ith and ;th units (populations, taxa, habitats, whatever) where 2,, symbolizes summation over all ij pairs other than i = ;', and "~" indicates the observed value. This test criterion is compared with the expected distribution of Z yx values obtained when the corresponding elements of the two matrices are not associated in any way. Then, using an empirical null distribution derived from Monte Carlo sampling, compute the probability of obtaining a value of Z yx at least as extreme as Z yx by chance alone. The alternative hypothesis is usually that there will be a positive association between the corresponding elements of the two matrices, and we compute the empirical probability of obtaining random Z yx in excess of Z yx , P = Pr(Z YX > Z yx ). Thus, P is the upper tail probability for the null distribution of Z yx .
While P is a useful measure of the statistical significance of a specified departure from randomness (Mantel, 1967) , Z YX will be an unfamiliar measure whose scale varies from problem to problem. Note, however, that barring a correction factor, Z yx is the sum of cross-products between X,, and Y,,. To see this, first compute the mean values of X tj and Y tj . Most applications employ matrices with zero diagonal elements, since the distance between any object and itself is zero. Moreover, because most distance matrices are also symmetric about this diagonal, there are only K(Kl)/2 distinct entries. To be general, however, we compute: (3) Corresponding to this corrected sum of products, we also have a pair of corrected sums of squares, one for the elements of each matrix:
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(4b) Note that while SP(X, y) will change if one of the matrices is permuted, both SS(X) and SS(y) are invariant under permutation. Combining (3) with (4a) and (4b), we obtain a regression coefficient
(5a) and a corresponding correlation coefficient r yx =sp(x,y)/[ss(x)-ss(y)f, (5b) showing that the Mantel treatment is really a regression analysis. As in standard regression analysis, we have a linear model of the simple form
The resulting measure of matrix correspondence (r yx ) is analogous to an autocorrelation coefficient, and is equivalent to a normalization of Z yx . Similar treatments are presented in Hubert and Baker (1978) , and Hubert and Subkoviak (1979) . Clearly, the translation of Z yx into b YX or r yx is a monotonic mapping in either direction. This normalization has been used in our own recent work (Salzano et al., 1986; Sokal et al., 1986 Smouse and Wood, 1987) and in that of O'Brien (1987) . Because the elements within either of the matrices X and Y are not independent among themselves, the usual significance tests are not valid; however, since we employ a Monte Carlo null distribution, lack of independence is not a problem.
EXTENSIONS
There are occasional situations for which it is helpful to use two or more distance matrices (X lr X 2 ,. . ., X H ) to predict the elements of a single "response" matrix (Y). In such situations, it will often be the case that the respective elements of the various X matrices are themselves correlated, so there is a certain redundancy of information. We need to be able to assess how well the individual X matrices predict the Y matrix, how much additional information is provided by the addition of a particular X matrix, given that others have already been included in the analysis, and so on. It is easy to extend the above regression procedures to the inclusion of several predictive X matrices.
We first consider the treatment for a pair of X matrices; the extension to more than two X matrices will then be obvious. For the expansion of the linear model to a pair of X variables, we replace (6) + fr y2 [X 2 2 iy " X 2 ] + e (j . (7) Given the three matrices, Y, X x and X 2 , we compute the sums of squares
and
and the sums of cross-products
where and
We next define a matrix X'X, describing variation within and covariation between the X matrices:
as well as a vector X'Y, describing the covariation between each of the X matrices and the Y matrix,
|_SP(X 2 , Y)J *
The regression coefficients are obtained from the vector equation
which is the analogue of (5a). We obtain the correlation coefficients r yi , r y2 , and r 12 by appropriate substitutions of the elements of equations (8a) Finally, the coefficient of multiple determination R 2 is given by R 2 = 1 -(1 -r yi 2 )(l -r y21 2 ) = 1 -(1 -r y2 2 )(l -r yi2 2 ). (16) These are the standard results for a pair of X variables, and are described more fully in Sokal and Rohlf (1981:chapter 16) . With three or more X variables, additional (but standard) matrix methods are required. The only tricky aspect is significance testing. The procedure of choice depends on whether Xj and X 2 are viewed as predictors of Y, or merely as correlated measures. For the usual regression treatment, the X matrices are treated as fixed and measured without error. The point of extending the analysis to a pair of X matrices, rather than treating each separately, is that the two X matrices are themselves not independent. The dependence between X t and X 2 is the important feature of the situation, and we need a permutational null distribution that treats this dependence as fixed. We accomplish this by permuting Y, holding both X x and X 2 constant, and recomputing any desired statistics each time. given Y*.. The significance of the coefficient can be evaluated by random permutation of one of the residual matrices, while holding the other constant. This approach can also be used to compute partial correlations in which more than one variable is kept constant (e.g., see Sokal and Thomson, 1987) .
The formulation employed above extracts only the linear component of the association between pairs of variables. Nonlinearities can be dealt with by means of suitable transformations, and some attention can profitably be directed toward the choice of input measures and their scaling. Given that the Mantel approach is frequently used when there is little a priori knowledge of the precise functional relations among variables, a certain amount of trial and error in the definition of variables is probably not out of place in most applications. One can always, of course, reduce the elements of the various distance matrices to ranks, thus estimating and testing a series of rank correlations. However, one is then implicitly extracting the linear component of the associations between two or more sets of ranks. The real value of the Mantel procedure is that it provides a useful and valid test, even when little is known about the elements of the distance matrices.
Two alternative extensions of the Mantel test to three matrices have recently been proposed. Based on earlier work by Hubert and Golledge (1981) , Dow and Cheverud (1985) computed a Mantel test for the matrices Y and (Xj -X 2 ), after first comparably scaling X! and X 2 . The sign of a statistically significant association demonstrates whether X x or X 2 has the greater influence on Y. In a second application, Hubert (1985) computed a Mantel test for the matrices Y and X^, where XjX 2 is the Hadamard (element-by-element) product of Xi and X 2 . The question posed by Hubert was whether Y is significantly influenced by the interaction of X x and X 2 . Since the alternative procedures discussed above address rather different questions, both can be viewed as complementary to the regression/correlation approach advocated here. Each reduces the problem of three matrices to that of a pair of matrices, using the traditional 2 measure. All three procedures can be extended to multiple matrices (see Hubert and Golledge, 1981) , although that extension is a bit cumbersome for either the Hubert (1985) or the Dow and Cheverud (1985) approach. By contrast, extension of the regression/correlation approach advocated here is both straightforward and familiar. Moreover, it can be extended to both multiple X and multiple Y matrices, capitalizing on the full panoply of traditional least squares methodology.
AN ILLUSTRATION WITH THE YANOMAMA
We have recently completed an analysis of the pattern of genetic distances among a set of 50 Yanomama villages from southern Venezuela and northern Brazil (Sokal et al., 1986) . As predictors of the genetic distance matrix Y, we used two different X matrices: the first based on geographic distances (XJ, the second based on linguistic affinity and fission history (X 2 ). An association between Y and X x is interpretable in terms of clinal patterns of gene flow among villages; an association between Y and X 2 is ascribable to the fission history of the tribe. The two X matrices are themselves strongly associated, by virtue of the fact that the fission history of the tribe has a marked geographic component. It is important to determine how much of the geographic pattern of the genetic distances is accounted for by fission history. Conversely, some of the current hierarchial subdivision within the tribe may be more a consequence of geographically structured gene flow than of fission history.
We discovered that both X matrices are useful predictors of the Y matrix, and that the pattern of genetic distance among villages has both clinal and fission components. The correlation coefficients show that geographic proximity (r Y1 = 0.415, P < 0.01) is more highly correlated with genetic distance than is fission history (r y2 = 0.365, P < 0.01). The interesting feature is that geographic distance and fission history distance are themselves highly correlated (r n = 0.773, P < 0.01). The partial correlation of geography and genetic distance is significant (r yi2 = 0.224, P < 0.05), while that of fission history and genetic distance is not (r Y21 = 0.077, P > 0.05). Once having fit geographic distance (R 2 = r 2 Yl = 0.172), there was almost nothing to be gained by adding fission distance, since the coefficient of multiple determination was only increased to R 2 = 0.177. On the other hand, having fit fission distance first (R 2 = r 2 Y2 = 0.133), some additional information was obtained by adding the geographic locations of the villages in question (R 2 = 0.177). These results stem from the fact that fission history is geographically structured. In an earlier analysis with log-linear regression procedures, Ward and Neel (1976) described clinal variation within the Yanomama and ascribed it to the geographic pattern of tribal fission and expansion. They did not test the hypothesis, but the results presented here and at greater length by Sokal et al. (1986) confirm that earlier conjecture.
