Decidability of infinite-state timed CCP processes and first-order LTL  by Valencia, Frank D.
Theoretical Computer Science 330 (2005) 577–607
www.elsevier.com/locate/tcs
Decidability of inﬁnite-state timed CCP processes
and ﬁrst-order LTL
Frank D. Valencia1
CNRS, LIX École Polytechnique de Paris, Rue de Saclay, 91128 Palaiseau Cedex, France
Abstract
The ntcc process calculus is a timed concurrent constraint programming (ccp) model equipped
with a ﬁrst-order linear-temporal logic (LTL) for expressing process speciﬁcations. A typical be-
havioral observation in ccp is the strongest postcondition (sp). The ntcc sp denotes the set of all
inﬁnite output sequences that a given process can exhibit. The veriﬁcation problem is then whether
the sequences in the sp of a given process satisfy a given ntcc LTL formula.
This paper presents new positive decidability results for timed ccp as well as for LTL. In particular,
we shall prove that the following problems are decidable: (1) the sp equivalence for the so-called
locally-independent ntcc fragment; unlike other fragments for which similar results have been
published, this fragment can specify inﬁnite-state systems, (2) veriﬁcation for locally-independent
processes and negation-free ﬁrst-order formulae of the ntcc LTL, (3) implication for such formulae,
(4) Satisﬁability for a ﬁrst-order fragment of Manna and Pnueli’s LTL. The purpose of the last result
is to illustrate the applicability of ccp to well-established formalisms for concurrency.
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1. Introduction
The notion of constraint is certainly not rare in concurrency. After all, concurrency is
about the interaction of agents and such an interaction often involves constraints of some
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sort (e.g., synchronization constraints, access-control, actions that must eventually happen,
actions that cannot happen, etc).
Saraswat’s concurrent constraint programming (ccp) [37] is awell-established formalism
for concurrency based upon the shared-variables communication model where interaction
arises via constraint-imposition over shared-variables. In ccp, agents can interact by adding
(or telling) partial information in a medium, a so-called store. Partial information is rep-
resented by constraints (i.e., ﬁrst-order formulae such as x > 42) on the shared variables
of the system. The other way in which agents can interact is by asking partial information
to the store. This provides the synchronization mechanism of the model; asking agents are
suspended until there is enough information in the store to answer their query.
As othermodels of concurrency, ccp has been extended to capture aspects such asmobility
[9,12,30], stochastic behavior [13], and most prominently time [5,14,33,35]. Timed ccp
extends ccpbyallowing agents to be constrainedby time requirements and it has been studied
extensively as a model for reactive systems [5,11,25–28,33,34,36,41]. A very distinctive
feature of timed ccp is that it combines in one framework an operational and algebraic
view based upon process calculi with a declarative view based upon temporal logic. So,
processes can be treated as computing agents, algebraic terms and temporal formulae. At
this point it is convenient to quote Robin Milner:
I make no claim that everything can be done by algebra ... It is perhaps equally true that
not everything can be done by logic; thus one of the outstanding challenges in
concurrency is to ﬁnd the right marriage between logic and behavioral approaches.
—Robin Milner, [20]
In this paper we shall see that the combination in one framework of the alternative
views of processes mentioned above allows timed ccp to beneﬁt from the large body of
techniques of well established theories used in the study of concurrency. For instance, we
shall work with ﬁnite-state automata representations; a classic technique used in temporal
logic. Furthermore, the combination may allow timed ccp to be used for proving new results
for these theories. In fact, by using results for timed ccp proved in this paper, we also prove
new decidability results for the standard linear-time temporal logic (LTL) [18].
1.1. Contributions
The ntcc process calculus [26] is a generalization of the timed ccp model tcc [33]. The
calculus can represent timed concepts such as unit delays, unbounded ﬁnite delays, time-
outs, pre-emption, synchrony and asynchrony. Furthermore, ntcc is equipped with an LTL
to specify timed properties and with an inference system for the veriﬁcation problem (i.e.,
for proving whether a given process fulﬁlls a given LTL speciﬁcation).
In this paper we shall present new decidability results for inﬁnite-state ntcc processes,
thentccLTL (here called constraintLTLorCLTL for short), and for the standardﬁrst-order
LTL (here called LTL for short) described by Manna and Pnueli in [18]. The description
and relevance of these results are outlined next:
• On the sp equivalence and veriﬁcation problem. The strongest-postcondition (sp) behav-
ior of a given ntcc processP denotes the set of all inﬁnite sequences of outputs thatP can
exhibit. Thus, P fulﬁlls a given speciﬁcation (i.e., a CLTL formula) F iff each sequence
in its sp satisﬁes F. In Section 4, we show that for a substantial fragment of ntcc and
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the negation-free ﬁrst-order fragment of CLTL: (1) the sp equivalence is decidable and
(2) the veriﬁcation problem is decidable.
◦ A noteworthy aspect of these two results is that the ntcc fragment above admits
inﬁnite-state processes. All other ntcc fragments for which similar results have
been published [25,27] are restricted to ﬁnite-state processes.
◦ Another noteworthy aspect is that CLTL is ﬁrst-order. Most ﬁrst-order LTLs in com-
puter science are not recursively axiomatizable let alone decidable [1].
• On the ntcc LTL. In Section 4 we prove that: (3) the validity of implication is decidable
for the negation-free ﬁrst-order fragment of CLTL.
◦ As forHoare logic, thentcc inference system [26]mentioned above has the so-called
consequence rule which queries an oracle about (CLTL) implication. This causes the
completeness of the system to be relative to the capability of determining the validity
of implication, thus making our third result of relevance to ntcc .
◦ As a corollary of this result, we obtain the decidability of satisﬁability for the negation-
free ﬁrst-order fragment of CLTL. This is relevant for speciﬁcation purposes since,
as remarked in [44], a speciﬁcation is “interesting” only if it is satisﬁable.
• On the standard ﬁrst-order LTL. In Section 5 we prove that: (4) the satisﬁability problem
in LTL is decidable for all negation-free ﬁrst-order formulae without rigid variables. This
result is obtained from a reduction to CLTL satisﬁability.
◦ Since ﬁrst-order LTL is not recursively axiomatizable [1], satisﬁability is undecidable
for the full language of LTL. Recent work [17] and also [19], however, have taken
up the task of identifying ﬁrst-order decidable fragments of LTL. Our fourth result
contributes to this task.
◦ The reduction from the standard LTL satisﬁability to CLTL satisﬁability also con-
tributes to the understanding of the relationship between (timed) ccp and (temporal)
classic logic.
In brief, this paper argues for timed ccp as a convenient framework for reactive systems
by providing positive decidability results for behavior, speciﬁcation and veriﬁcation (1–3),
and by illustrating its applicability to the well-established theory of LTL (4). This paper is
the extended and revised version of [43].
1.2. Organization
The paper is organized as follows. Section 2 gives a brief introduction to the basic princi-
ples and central developments of ccp and timed ccp. Section 3 describes in detail the timed
ccpmodel ntcc. Section 4 presents the decidability results for ntcc. Finally, as an application
of the results in Section 4, Section 5 shows the decidability result for LTL.
2. Background
2.1. Concurrent constraint programming
In his seminal PhD thesis [32], Saraswat proposed concurrent constraint programming
as a model of concurrency based on the shared-variables communication model and a few
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primitive ideas taking root in logic. As informally described in the next section, the ccp
model elegantly combines logic concepts and concurrency mechanisms.
Concurrent constraint programming traces its origins back to Montanari’s pioneering
work [23] leading to constraint programming and Shapiro’s concurrent logic programming
[38]. The ccp model has received a signiﬁcant theoretical and implementational attention:
The works in [37] and [6] gave a ﬁxed-point denotational semantics to ccp, whilst [29] gave
a (true-concurrent) Petri-Net semantics (using the formalism of contextual nets); in [7] the
authors developed an inference system for proving properties of ccp processes; Oz [40] as
well as AKL [16] programming languages are built upon ccp ideas.
The ccp model. A concurrent system is speciﬁed in the ccp model in terms of constraints
over the variables of the system. A constraint is a ﬁrst-order formula representing partial
information about the values of variables.As an example, for a systemwith variables x and y
taking natural numbers as values, the constraintx+y > 16 speciﬁes possible values for x and
y (those satisfying the inequation). The ccp model is parameterized by a constraint system,
which speciﬁes the constraints of relevance for the kind of system under consideration, and
an entailment relation  between constraints (e.g, x + y > 16x + y > 0).
During a ccp computation, the state of the system is speciﬁed by an entity called the store
in which information about the variables of the system resides. The store is represented as a
constraint, and thus it may provide only partial information about the variables. This differs
fundamentally from the traditional view of a store based on the Von Neumann memory
model, in which each variable is assigned a uniquely determined value (e.g., x = 16 and
y = 7), rather than a set of possible values.
The notion of store in ccp suggests a model of concurrency with a central memory. This
is, however, only an abstraction which simpliﬁes the presentation of the model. The store
may be distributed in several sites according to the sharing of variables (see [32] for further
discussions about this matter). Conceptually, the store in ccp is the medium through which
agents interact with each other.
A ccp process can update the state of the system only by adding (or telling) information
to the store. This is represented as the (logical) conjunction of the store representing the
previous state and the constraint being added. Hence, updating does not change the values
of the variables as such, but constrains further some of the previously possible values.
Furthermore, ccp processes can synchronize by querying (or asking) information from the
store. Asking is blocked until there is enough information in the store to entail (i.e., answer
positively) the query, i.e. the ask operation determines whether the constraint representing
the store entails the query.
A ccp computation terminates whenever it reaches a point, called a resting or a quiescent
point, inwhich nomore information can be added to the store. The output of the computation
is deﬁned to be the ﬁnal store, also called the quiescent store.
Example 2.1. Consider the simple ccp scenario illustrated in Fig. 1.We have four agents (or
processes) wishing to interact through an initially empty store. Let us name them, starting
from the upper leftmost agent in a clockwise fashion, A1, A2, A3 and A4, respectively.
In this scenario, A1 may move ﬁrst and tell the others through the store the (partial)
information that the temperature value is greater than 42◦. This causes the addition of the
item “temperature > 42” to the previously empty store.
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temperature=50?.Ptemperature>42
temperature<70 0<temperature<100?.Q
S T O R  E
(MEDIUM)
Figure 1. A simple ccp scenario.
Now A2 may ask whether the temperature is exactly 50◦, and if so it wishes to execute
a process P. From the current information in the store, however, the exact value of the
temperature cannot be entailed. Hence, the agentA2 is blocked, and so is the agentA3 since
from the store it cannot be determined either whether the temperature is between 0◦ and
100◦.
However, A4 may tell the information that the temperature is less than 70◦. The store
becomes “temperature > 42 ∧ temperature < 70”, and now process A3 can execute Q,
since its query is entailed by the information in the store . The 2 agent A2 is doomed to be
blocked forever unless Q adds enough information to the store to entail its query.
In the spirit of process calculi, the language of processes in the ccp model is given by a
small number of primitive operators or combinators.A typical ccp process language contains
the following operators:
• A tell operator, telling constraints (e.g., agent A1 above).
• An ask operator, preﬁxing another process, its continuation (e.g. the agent A2 above).
• Parallel composition, combining processes concurrently. For example the scenario in
Fig. 1 can be speciﬁed as the parallel composition of A1, A2, A3 and A4.
• Hiding (also called restriction or locality), introducing local variables, thus restricting the
interface through which a process can interact with others.
• Summation, expressing anondeterministic combinationof agents to allowalternate courses
of action.
• Recursion, deﬁning inﬁnite behavior.
It is worth pointing out that without summation, the ccp model is deterministic, in the sense
that the ﬁnal store is always the same, independently of the execution order (scheduling) of
the parallel components [37].
2.2. Timed concurrent constraint programming
The ﬁrst timed ccp model was introduced in [33] as an extension of ccp aimed at pro-
gramming and modeling timed, reactive systems. This tcc model elegantly combines ccp
with ideas from the paradigms of Synchronous Languages [2,15].
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The tcc model takes the view of reactive computation as proceeding deterministically
in discrete time units (or time intervals). In other words, time is conceptually divided into
discrete intervals. In each time interval, a deterministic ccp process receives a stimulus
(i.e. a constraint) from the environment, it executes with this stimulus as the initial store,
and when it reaches its resting point, it responds to the environment with the ﬁnal store.
Furthermore, the resting point determines a residual process, which is then executed in the
next time interval.
This view of reactive computation is particularly appropriate for programming reactive
systems such as robotic devices,micro-controllers, databases and reservation systems.These
systems typically operate in a cyclic fashion; in each cycle they receive and input from
the environment, compute on this input, and then return the corresponding output to the
environment.
The tccmodel extends the standard ccpwith fundamental operations for programming re-
active systems, e.g. delay and time-out operations. The delay operation forces the execution
of a process to be postponed to the next time interval. The time-out (or weak pre-emption)
operationwaits during the current time interval for a given piece of information to be present
and if it is not, triggers a process in the next time interval.
In spite of its simplicity, the tcc extension to ccp is far-reaching. Many interesting tem-
poral constructs can be expressed, see [33] for details, As an example, tcc allows pro-
cesses to be “clocked” by other processes. This provides meaningful pre-emption con-
structs and the ability of deﬁning multiple forms of time instead of only having a unique
global clock.
The tcc model has attracted a lot of attention recently. Several extensions have been in-
troduced and studied in the literature. One example can be found in [36], adding a notion
of strong pre-emption: the time-out operations can trigger activity in the current time in-
terval. Other extensions of tcc have been proposed in [14], in which processes can evolve
continuously as well as discretely.
The tccp framework, introduced in [5] is a fundamental representativemodel of nondeter-
ministic timed ccp. In [5] the authors advocate the need of nondeterminism in the context of
timed ccp. In fact, they use tccp tomodel interesting applications involving nondeterministic
timed systems (see [5]).
The ntcc process calculus [26] is a generalization of the tcc model. The calculus is
built upon few basic ideas but it captures several aspects of timed systems. As tcc, ntcc
can model unit delays, time-outs, pre-emption and synchrony. Additionally, it can model
unbounded but ﬁnite delays, bounded eventuality, asynchrony and nondeterminism. The
applicability of the calculus has been illustrated with several examples of discrete-time
systems involving mutable data structures, robotic devices, multi-agent systems [26] and
music applications [31].
The major difference between the tccp model from [5] and ntcc is that the former
extends the original ccp while the latter extends the tcc model. More precisely, in tccp the
information about the store is carried through the time units, thus the semantic setting is
completely different. The notion of time is also different; in tccp each time unit is identiﬁed
with the time needed to ask and tell information to the store. As for the constructs, unlike
the ntcc calculus, tccp provides for arbitrary recursion and does not have an operator for
specifying unbounded but ﬁnite delays.
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In this paper we shall work with the generalization of tcc, the ntcc calculus which is
described in detail in the next section.
3. The ntcc calculus: syntax and operational semantics
Inntcc , time is conceptually divided intodiscrete intervals (or timeunits). In a particular
timed interval, a process P gets an input (an item of information represented as a constraint)
c from the environment, it executes with this input as the initial store, and when it reaches its
resting point, it outputs the resulting store d to the environment. The resting point determines
a residual process Q, which is then executed in the next time interval. In the rest of this
section we shall recall ntcc concepts given in [26].
3.1. Constraint systems
The ntcc processes are parametric in a constraint system.A constraint system provides a
signature from which syntactically denotable objects called constraints can be constructed
and an entailment relation  specifying inter-dependencies between these constraints.
A constraint represents a piece of information (or partial information) upon which pro-
cesses may act. For instance, processes modeling temperature controllers may have to deal
with partial information such as 42 < tsensor < 100 expressing that the sensor reg-
isters an unknown (or not precisely determined) temperature value between 42 and 100.
The inter-dependency cd expresses that the information speciﬁed by d follows from the
information speciﬁed by c, e.g., (42 < tsensor < 100)(0 < tsensor < 120).
We can set up the notion of constraint system by using ﬁrst-order logic. Let us suppose
that is a signature (i.e., a set of constants, functions and predicate symbols) and that is a
consistent ﬁrst-order theory over (i.e., a set of sentences over having at least onemodel).
Constraints can be thought of as ﬁrst-order formulae over . We can then decree that cd
if the implication c ⇒ d is valid in . This gives us a simple and general formalization of
the notion of constraint system as a pair (,).
Deﬁnition 3.1 (constraint systems). A constraint system is a pair (,)where is a signa-
ture specifying constants, functions and predicate symbols, and  is a consistent ﬁrst-order
theory over  (i.e., a set of ﬁrst-order sentences over  having at least one model).
Given a constraint system (,), let L be the underlying ﬁrst-order language (,V,S).
HereV is a countable set of variables x, y, . . ., andS is the set of logic symbols¬,∧,∨,⇒,
∃,∀,true and false which denote logical negation, conjunction, disjunction, implica-
tion, existential and universal quantiﬁcation, and the always true and always false predicates,
respectively. Constraints, denoted by c, d, . . ., are ﬁrst-order formulae over L.We say that
c entails d in , written cd iff the formula c⇒ d is true in all models of . We write 
instead of  when  is unimportant or can be inferred from the context. For operational
reasons, we shall require  to be decidable. We say that c is equivalent to d, written c ≈ d,
iff cd and dc.
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Convention 3.2. Henceforth, C denotes the set of constraints modulo ≈ under consid-
eration in the underlying constraint system. So, we write c = d iff they have the same
representative in C.
The classical example of a constraint system is that of Herbrand (or ﬁnite trees) [32]:
Example 3.3 (Herbrand). The Herbrand constraint system is such that:
•  is the set with inﬁnitely many function symbols of each arity and equality =.
•  is given by Clark’s Equality Theory with the schemas
f (x1, . . . , xn)=f (y1, . . . , yn) ⇒ x1 = y1 ∧ . . . ∧ xn = yn
f (x1, . . . , xn)=g(y1, . . . , yn) ⇒ false, if f, g are distinct symbols
x = f (. . . x . . .) ⇒ false.
The importance of the Herbrand constraint system is that it underlies conventional logic
programming and most ﬁrst-order theorem provers. Its value lies in the Herbrand Theo-
rem, which reduces the problem of checking unsatisﬁability of a ﬁrst-order formula to the
unsatisﬁability of a quantiﬁer-free formula interpreted over ﬁnite trees.
3.2. Process syntax
The process constructions in the ntcc calculus are given by the following syntax:
Deﬁnition 3.4 (Processes, Proc). Processes P, Q, …∈ Proc are built from constraints
c ∈ C and variables x ∈ V in the underlying constraint system by:
P,Q, . . . ::= tell(c) |∑
i∈I
when ci do Pi | P ‖ Q | (local x) P
| next P | unless c next P |  P | !P | abort
Intuitively, tell(c) adds an item of information c to the store in the current time inter-
val. The guarded-choice summation
∑
i∈I when ci do Pi, where I is a ﬁnite set of in-
dexes, chooses in the current time interval one of the Pi’s whose ci is entailed by the
store. If no choice is possible, the summation is precluded from execution. We write
when ci1 do Pi1 + · · · + when cin do Pin if I = {i1, . . . , in} and, if no ambiguity arises,
omit the “when c do” when c = true. So,∑i∈I Pi denotes the blind-choice
∑
i∈I when
do truePi.We omit the “
∑
i∈I ” if |I | = 1 and use skip for
∑
i∈∅ Pi .
The process P ‖ Q represents the parallel execution of P and Q. The product∏i∈I Pi ,
where I = {i1, . . . , in}, denotes ((Pi1 ‖ Pi2) ‖ . . . Pin−1) ‖ Pin .
The process (local x) P declares an x local to P, and thus we say that it binds x in P.
The bound variables bv(Q) (free variables f v(Q)) are those with a bound (a not bound)
occurrence in Q.
The unit-delay process next P executes P in the next time interval. The time-out unlessc
nextP is also a unit-delay, but P will be executed only if c cannot eventually be en-
tailed by the store during the current time interval. Note that next P is not the same as
unless false next P since an inconsistent store entails false. We use nextn(P ) for
next(next(. . . (next P) . . . )), where next is repeated n times.
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The operator “” represents an arbitrary (or unknown) but ﬁnite delay (as “” in SCCS
[21]) and allows asynchronous behavior across the time intervals. Intuitively,  P means
P + next P + next2P + · · ·, i.e., an unbounded ﬁnite delay of P . The replication operator
“!” is a delayed version of that of the-calculus [22]: !P meansP ‖ next P ‖ next2P ‖ . . .,
i.e., unboundedly many copies of P but one at a time.
For technical and uniﬁcation purposes we add to the syntax of ntcc in [26] the tcc
process abort [33] which causes all interactions with the environment to cease.
We conclude our informal description of processes with a simple example.
Example 3.5. The following process repeatedly checks the state of motor1:
R = !when malfunction(motor1_status) do tell(motor1_speed = 0)
If a malfunction is reported, R tells that motor1 must stop. Thus, in R ‖ S, where
S =  tell(malfunction(motor1_status)), motor1 must eventually stop.
3.3. Structural operational semantics
The structural operational semantics (SOS) of ntcc considers transitions between
process-store conﬁgurations of the form 〈P, c〉 with stores represented as constraints and
processes quotiented by ≡ below.
Intuitively, the relation≡ describes irrelevant syntactic aspects of processes. Its deﬁnition
basically states that (P roc/ ≡, ‖, skip) is a commutative monoid.
Deﬁnition 3.6 (structural congruence). Let ≡ be the smallest congruence over processes
satisfying the following axioms:
(1) P ‖ skip ≡ P ,
(2) P ‖ Q ≡ Q ‖ P ,
(3) P ‖ (Q ‖ R) ≡ (P ‖ Q) ‖ R.
We extent ≡ to conﬁgurations by decreeing that 〈P, c〉 ≡ 〈Q, c〉 iff P ≡ Q.
Convention 3.7. We extend the syntax with a construct local (x, d) inP , to represent
the evolution of a process of the form local x inQ, where d is the local information (or
store) produced during this evolution. Initially d is “empty”, so we regard (local x) P as
(local x,true) P .
The transitions of the SOS are given by the relations −→ and ⇒ deﬁned in Table 1.
The internal transition 〈P, d〉 −→ 〈P ′, d ′〉 should be read as “P with store d reduces, in one
internal step, to P ′ with store d ′ ”. The observable transition P (c,d)===⇒ R should be read as
“P on input c , reduces in one time unit to R and outputs d ”.
Intuitively, the observable reduction is obtained from a sequence of internal reductions
starting in Pwith initial store c and terminating in a processQwith ﬁnal store d. The process
R, which is the one to be executed in the next time interval (or time unit), is obtained by
removing from Q what was meant to be executed only during the current time interval. The
store d is not automatically transferred to the next time interval. Information in d can only
be transfered to the next time unit by P itself.
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Table 1
Rules for internal reduction −→ (upper part) and observable reduction ⇒ (lower part). The assertion  −→ in
OBS holds iff for no ′,  −→ ′. The relation ≡ and F are given in Deﬁnitions 3.6 and 3.8, respectively
TELL
〈tell(c), d〉 −→ 〈skip, d ∧ c〉
SUM
dcj j ∈ I〈∑
i∈I when ci do Pi , d
〉 −→ 〈Pj , d
〉
PAR
〈P, c〉 −→ 〈P ′, d〉
〈P ‖ Q, c〉 −→ 〈P ′ ‖ Q, d〉 LOC
〈P, c ∧ ∃xd〉 −→
〈
P ′, c′ ∧ ∃xd
〉
〈(local x, c) P, d〉 −→ 〈(local x, c′) P ′, d ∧ ∃xc′
〉
UNL
〈unless c next P, d〉 −→ 〈skip, d〉
if dc
REP
〈!P, d〉 −→ 〈P ‖ next !P, d〉
STAR





if 1 ≡ ′1 and 2 ≡ ′2 ABORT 〈abort, d〉 −→ 〈abort, d〉
OBS
〈P, c〉 −→∗ 〈Q, d〉 −→
P
(c,d)===⇒ R
if R ≡ F(Q)
We shall only describe some of the rules in Table 1 (see [26] for further details). As
clariﬁed below, the seemingly missing cases for “next” and “unless” processes are given
by OBS. The rule STAR speciﬁes an arbitrary delay of P . REP says that !P creates a copy
of P and then persists in the next time unit. ABORT realizes the intuition of abort causing
the interactions with the environment to cease by generating inﬁnite sequences of internal
transitions.
Let us dwell a little upon the description of Rule LOC as it may seem somewhat complex.
Let us consider the process
Q = (local x, c) P
in Rule LOC. The global store is d and the local store is c. We distinguish between the
external (corresponding to Q) and the internal point of view (corresponding to P). From
the internal point of view, the information about x , possibly appearing in the “global” store
d , cannot be observed. Thus, before reducing P we should ﬁrst hide the information about
x that Q may have in d. We can do this by existentially quantifying x in d. Similarly, from
the external point of view, the new observable information about x that the reduction of
internal agent P may produce (i.e., c′) cannot be observed. Thus we hide it by existentially
quantifying x in c′ before adding it to the global store corresponding to the evolution of
Q. Additionally, we should make c′ the new private store of the evolution of the internal
process for its future reductions.
Rule OBS says that an observable transition from P labeled with (c, d) is obtained from
a terminating sequence of internal transitions from 〈P, c〉 to a 〈Q, d〉. The process R to be
executed in the next time interval is equivalent to F(Q) (the “future” of Q). The process
F(Q) is obtained by removing fromQ summations that did not trigger activity and any local
information which has been stored in Q, and by “unfolding” the sub-terms within “next”
and “unless” expressions.
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skip if Q =∑i∈I when ci do Qi
F(Q1) ‖ F(Q2) if Q = Q1 ‖ Q2
(local x) F (R) if Q = (local x, c) R
R if Q = nextR or Q = unless c nextR
Remark 3.9. Notice that F needs not to be a total since whenever we need to apply F to a
Q (OBS in Table 1), every process of the form tell(c), abort, R and !R in Q will occur
within a “next” or “unless” expression.
We conclude this section by revisiting our previous process example to illustrate a se-
quence of observable transitions.
Example 3.10. Recall Example 3.5.We had !when c do tell(e) in parallel with the process
 tell(c) where c = malfunction(motor1_status) and e = (motor1_speed =
0). For any arbitrary m > 0, the following is a valid sequence of observable transitions:
 tell(c) ‖!when c do tell(e) (c,c∧e)===⇒ nextmtell(c) ‖!when c do tell(e)




(true,true)===⇒ tell(c) ‖!when c do tell(e)




Intuitively, in the ﬁrst time interval the environment tells c, and thus the component
!when c do tell(e) tells e. The output is then c∧e. Furthermore, the other component  tell(c)
creates a process tell(c) which is to be triggered inm+ 1 times units, for some arbitrary m.
In the following time units the environment does not provide any input whatsoever. In the
m+ 1-th time unit c is told c and then !when c do tell(e) tells e again.
3.4. Observable behavior: the strongest postcondition
We now recall the notions of observable behavior for ntcc introduced in [27], in partic-
ular that of the strongest postcondition (sp), central to this paper.
Notation 3.11. Throughout this paper C denotes the set of inﬁnite (or ) sequences of
constraints in the underlying set of constraints C. We use , ′, . . . to range over C.
Let  = c1.c2. . . . and ′ = c′1.c′2. . . .. Suppose that P exhibits the following inﬁnite
sequence of observable transitions (or run): P = P1 (c1,c
′
1)===⇒ P2
(c2,c′2)===⇒ . . . . Given this run of
P, we shall use the notation P (,
′)===⇒.
IO and Output Behavior. Let  = c1.c2. . . . and ′ = c′1.c′2. . . . be inﬁnite sequences of
constraints. If P (,
′)===⇒, it means that at the time unit i , the environment inputs ci to Pi
which then responds with an output c′i . As observers, we can see that on , P responds with
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′. We refer to the set of all (, ′) such that P (,
′)===⇒ as the input–output (io) behavior of
P. Alternatively, if  = true, we interpret the run as an interaction among the parallel
components in P without the inﬂuence of any (external) environment; as observers what we
see is that P produces  on its own. We refer to the set of all ′ such that P (true
,′)===⇒  as
the output behavior of P.
Quiescent Sequences and SP.Another observation we can make of a process is its quies-
cent input sequences. These are sequences on input of which P can run without adding any
information; we observe whether  = ′ whenever P (,′)===⇒.
In [26] it is shown that the set of quiescent sequences of a given P can be alternatively
characterized as the set of inﬁnite sequences that P can possibly output under arbitrary
environments; the strongest postcondition (sp) of P.
Deﬁnition 3.12 (SP). The strongest postcondition ofP, sp(P ), is given by sp(P ) = {′ |P
(,′)⇒

for some } and its induced observational equivalence ∼sp is given by P ∼sp
Q iff sp(P ) = sp(Q).
The above-mentioned match between the set of quiescent sequences and the SP is stated
in the following theorem from [26].




We conclude this section by illustrating the difference between the sp and input–output
observables with the following example:
Example 3.14. Let P = tell(true) + tell(c) and Q = tell(true). Notice that they do
not exhibit the same input–output (or ouput) behaviour: Unlike P, process Q cannot ouput
c.true on input true. Nevertheless, the reader can verify that P and Q have the same
sp behavior. 
3.5. LTL speciﬁcation and veriﬁcation
We now look at the ntcc LTL [26]. This particular LTL expresses properties over se-
quences of constraints and we shall refer to it as CLTL. We begin by giving the syntax of
LTL formulae and then interpret them with the CLTL semantics.
Deﬁnition 3.15 (LTL syntax). The formulae F,G, ... ∈ F are built from constraints c ∈ C
and variables x ∈ V in the underlying constraint system by:
F,G, . . . := c | ˙true | ˙false | F ∧˙G | F ∨˙G | ¬˙F | ∃˙xF | ◦F | F | ♦F.
Here c is a constraint (i.e., a ﬁrst-order formula in the underlying constraint system) repre-
senting a state formula c. The symbols ˙true, ˙false, ∧˙, ∨˙, ¬˙, ∃˙ represent linear-temporal
logic true, false, conjunction, disjunction, negation and existential quantiﬁcation. As clari-
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ﬁed later, the dotted notation is needed as in CLTL these operators may have slight differ-
ences with the symbols true,false,∧,∨,¬, ∃ in the underlying constraint system. The
symbols◦,, and♦ denote the temporal operators next, always and sometime. Intuitively◦ F , ♦ F and  F means that the property F must hold next, eventually and always,
respectively. We use F⇒˙G for ¬˙F ∨˙G.
The standard interpretation structures of linear temporal logic are inﬁnite sequences of
states [18]. In the case of ntcc , it is natural to replace states by constraints, and consider
therefore as interpretations the elements of C.
The CLTL semantics of the ntcc logic is given in Deﬁnition 3.18. Following [18] we
introduce the notion of x-variant. But ﬁrst we need some little notation.
Notation 3.16. Given a sequence  = c1.c2. . . ., we use ∃x to denote the sequence
∃xc1∃xc2 . . . .We shall use (i) to denote the ith element of .
Deﬁnition 3.17 (x-variant). A constraint d is an x-variant of c iff ∃xc = ∃xd. Similarly ′
is an x-variant of  iff ∃x = ∃x′.
Intuitively, d and ′ are x-variants of  and c, respectively, if they are the same except for
the information about x. For example, x = 1 ∧ y = 0 is an x-variant of x = 42 ∧ y = 0.
We can now give the CLTL semantics of our ntcc logic.
Deﬁnition 3.18 (CLTL semantics). We say that  satisﬁes (or that it is a model of) F in
CLTL, written CLTLF , iff 〈, 1〉CLTLF , where:
〈, i〉CLTL ˙true
〈, i〉  CLTL ˙false
〈, i〉CLTLc iff (i)c
〈, i〉CLTL¬˙F iff 〈, i〉  CLTLF
〈, i〉CLTLF ∧˙G iff 〈, i〉CLTLF and 〈, i〉CLTLG
〈, i〉CLTLF ∨˙G iff 〈, i〉CLTLF or 〈, i〉CLTLG
〈, i〉CLTL◦F iff 〈, i + 1〉CLTLF
〈, i〉CLTLF iff for all j i 〈, j〉CLTLF
〈, i〉CLTL♦F iff there is a j i s.t. 〈, j〉CLTLF
〈, i〉CLTL∃˙xF iff there is an x-variant ′ of  s.t. 〈′, i〉CLTLF.
Deﬁne [[F ]]={ | CLTLF }.We say that F is CLTL valid iff [[F ]] = C, and that F is CLTL
satisﬁable iff [[F ]] = ∅.
State formulae as constraints.We ought to clarify the role of constraints as state formulae
in our logic to justify our dotted notation. A temporal formula F expresses properties over
sequences of constraints. As a state formula, c expresses a property which is satisﬁed only
by those e.′ such that ec holds. Therefore, the state formula false (and consequently
false) has at least one sequence that satisﬁes it (e.g. false). On the contrary the
temporal formula ˙false has no models whatsoever.
Similarly, the models of the temporal formula c∨˙d are those e.′ such that either ec or
ed holds. Therefore, the formula c∨˙d and the state formula (constraint) c ∨ d may have
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different models since ec ∨ d may hold while neither ec nor ed hold. Thus, in general
[[c∨˙d]] = [[c ∨ d]]. The same holds true for ¬c and ¬˙c.
Example 3.19. Let e = c ∨ d with c = (x = 42) and d = (x = 42). One can verify that
C = [[c ∨ d]] # e /∈ [[c∨˙d]] and also that [[¬c]] # false /∈ [[¬˙c]].
In contrast, the formula c∧˙d and the atomic proposition c ∧ d have the same models
since e(c ∧ d) holds if and only if both ec and ed hold.
The above discussion tells us that the operators of the constraint system should not be
confused with those of the temporal logic. In particular, the operators ∨ and ∨˙.
3.6. Process veriﬁcation
Let us now recall what it means for a process P to satisfy a speciﬁcation F.
Deﬁnition 3.20 (Veriﬁcation). We say that the process P satisﬁes the formula F, written
PCLTLF , iff sp(P ) ⊆ [[F ]].
The intended meaning of PCLTLF is that every sequence P can possibly output on
inputs from arbitrary environments satisﬁes the temporal formula F.
Example 3.21. Recall Example 3.5. We had a process R which was repeatedly checking
the state of motor1. If a malfunction is reported, R would tell that motor1 must stop. We
also had a process S stating that motor motor1 was doomed to malfunction. Intuitively, this
means that the parallel execution ofR and S satisﬁes the speciﬁcation♦(motor1_speed =
0) stating that motor1 must eventually stop. In other words,
R ‖ S CLTL ♦(motor1_speed = 0)
Remark 3.22. Notice that P = tell(c) + tell(d)CLTL(c∨˙d) as every constraint e output
by P entails either c or d. In contrast,Q = tell(c∨d)  (c∨˙d) in general sinceQ can output
a constraint e which certainly entails c ∨ d and still entails neither c nor d—e.g. consider
e = (x = 1 ∨ x = 2), c = (x = 1) and d = (x = 2). Notice, however, thatQ(c ∨ d). In
other words the formula c∨˙d distinguishes P from Q while the (state) formula c ∨ d does
not. The reader may now see why we distinguished the temporal formula c∨˙d from the
state formula (i.e., constraint) c ∨ d .
  
4. Decidability results for ntcc
We ﬁrst present our decidability result for the strongest-postcondition (sp) equivalence.
We then show, with the help of this ﬁrst result, our decidability result for the ntcc veriﬁ-
cation problem. Finally, we present the decidability results for validity and satisﬁability in
CLTL.
F.D. Valencia / Theoretical Computer Science 330 (2005) 577–607 591
The theory of Büchi FSA [3] is central to our results. These FSA are ordinary automata
with an acceptance condition for inﬁnite (or ) sequences: an  sequence is accepted iff
the automaton can read it from left to right while visiting a ﬁnal state inﬁnitely often. The
language recognized by a Büchi automaton A is denoted byL(A). Regular-languages are
those recognized by Büchi FSA.
4.1. Previous approaches
For a better exposition of our results, it is convenient to look ﬁrst into previous approaches
to the decidability of the ntcc observational equivalences. First, we need the following
deﬁnition.
Deﬁnition 4.1 (Derivatives). Deﬁne P =⇒ Q iff P (c,d)===⇒ Q for some c, d. A process Q is
a derivative of P iff P = P1 =⇒ . . . =⇒ Pn = Q for some P1, . . . , Pn.
Restricted nondeterminism: ﬁnitely many states. In [27] we show the decidability of out-
put equivalence for the restricted-nondeterministic fragment of ntcc which only allows
-free processes whose summations are not in the scope of local operators. First, the au-
thors show that each process in this fragment has a ﬁnite number of derivatives (up-to output
equivalence). Then, they show how to construct for any given restricted-nondeterministic
P, a Büchi automaton that recognizes P’s output behavior as an -language. Since lan-
guage equivalence for Büchi FSA is decidable [39] the decidability of output equivalence
follows. In his PhD dissertation [42] the author proved the decidability of the sp (and input–
output) equivalence for restricted-nondeterministic processes by a reduction to that of output
equivalence.
More liberal nondeterminism: inﬁnitely many states. The above-mentioned FSA have
states representing processes and transitions representing observable reductions. The au-
tomata are generated by an algorithm that uses the ntcc operational semantics to gen-
erate all possible observable reductions. Hence, the ﬁniteness of the set of derivatives
is crucial to guarantee termination. In fact, the algorithm may diverge if we allow ar-
bitrary  processes, or summations within local operators because, as illustrated
below, they can have inﬁnitely many derivatives each with different observable
behavior.
Example 4.2. (1) Notice that P has inﬁnitely many derivatives of the form next nP and
each of themmay exhibit different observable behavior. (2) LetR =!!P withP = when x =
1 do  tell(c). Notice that we could have the following sequence R =⇒!P ‖!!P =⇒!P ‖!P ‖
!!P =⇒ . . . . Now, for any n > 0, let Dn = ∏n!P ‖!!P (i.e., the nth derivative). One can
verify that on input (x = 1).true,Dk can tell c at k+1 different time units butDk−1 can
only do it at k different units. (3) A similar situation occurs if P = when x = 1 do tell(c)
where Q denotes an arbitrary possibly inﬁnite delay of Q. This delay operator can be
recursively deﬁned as Q def= Q+next Q and such a kind of deﬁnitions can be derived in
ntcc using replication together with blind choice summations within local processes [26].
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Table 2
A SP denotation
DABORT: [[abort]] = ∅
DTELL: [[tell(c)]] = {d. | dc}
DSUM: [[∑i∈I when ci do Pi ]] =
⋃
i∈I
{d. | dci and d. ∈ [[Pi ]]}
∪⋂
i∈I {d. | d  ci }
DPAR: [[P ‖ Q]] = [[P ]] ∩ [[Q]]
DLOC: [[(local x) P ]] = { | there exists ′ ∈ [[P ]] s.t. ∃x′ = ∃x}
DNEXT: [[next P ]] = {d. |  ∈ [[P ]]}
DUNL: [[unless c next P ]] = {d. | dc}
∪
{d. | d  c and  ∈ [[P ]]}
DREP: [[!P ]] = { | for all 	, ′ s.t.  = 	.′, we have ′ ∈ [[P ]]}
DSTAR: [[ P ]] = {	. |  ∈ [[P ]]}
Above 	.′ is the concatenation of the ﬁnite sequence 	 followed by ′. The sequence ∃x results from applying
∃x to each constraint in . In DSUM if I = ∅, the indexed union and intersection are taken to be ∅ and S,
respectively.
4.2. Decidability of SP equivalence: the approach
Weshall showaBüchi FSAcharacterization of the sp for processes that, unlike in previous
approaches, can exhibit inﬁnitely many, observationally different, derivatives—of the kind
illustrated in Example 4.2.Another differencewith the work previouslymentioned is that, to
get around the algorithmic problems illustrated above, the characterizations will be guided
by the sp denotational semantics of ntcc [25] rather than its operational semantics.
4.2.1. SP denotational representation
Table 2 shows an sp denotational semantics [[·]] : Proc → P(C) of ntcc . In fact,
this is simply the semantics of ntcc given in [28] extended to take into account the abort
construct.
Nevertheless, from [7] we know that there cannot be a f : Proc → P(C), com-
positionally deﬁned, such that f (P ) = sp(P ) for all P. In [28], however, we showed that
[[P ]] = sp(P ) for allP in the so-called locally-independent fragment. This fragment forbids
non-unary summations (and “unless” processes) whose guards depend on local variables.
Deﬁnition 4.3 (Locally-independent processes). A process P is said to be locally-
independent iff for every unless c nextQ and
∑
i∈I when ci do Qi (|I |2) in P, nei-
ther c nor the ci’s contain an occurrence of a variable bound by some local operator in P.
F.D. Valencia / Theoretical Computer Science 330 (2005) 577–607 593
Theorem 4.4 (Completeness). If P is locally-independent, [[P ]] = sp(P ).
Proof. By induction on structure of P. The case P = abort is straightforward. The other
cases follow as in the proof of Completeness in [28]. 
Expressiveness. The locally-independent fragment allows  processes and also blind-
choice within local operators which may exhibit inﬁnitely many observationally different
derivatives, as illustrated in Example 4.2. Furthermore, every summation whose guards
are either all equivalent or mutually exclusive can be encoded in this fragment [42]. The
applicability of this fragment is witnessed by the fact all the ntcc application the author
is aware of [26,27,42] can be model as locally-independent processes. Furthermore, the
(parameterless-recursion) tcc model [33] can be expressed in this fragment as, from the
expressiveness point of view, the local operator is redundant in tcc with parameterless-
recursion [25].
4.2.2. SP Büchi FSA representation.
We shall give a Büchi characterization of sp(P ) from its denotation [[P ]].We then beneﬁt
from the simple set-theoretical and compositional nature of [[·]] as well as the closure
properties of regular -languages.
A technical problem arises: There can be inﬁnitely many cs such that c. is in the sp of
a given P since C may be inﬁnite, but the alphabets of Büchi FSA are ﬁnite. To overcome
this problem we shall conﬁne the sp of P (or P) to a suitable ﬁnite set S ⊆ﬁn C including
the so-called relevant constraints of P. The intuition is that for each input c for P, we can
ﬁnd a constraint c′ in S entailed by c and build from the constraints in P, so that P behaves
on c′ as it behaves on c.We can then think of c′ as containing just the information of c that
is relevant to P.
Relevant Constraints. Before giving the actual deﬁnition of relevant constraints, let us
give some more intuition about this notion with an example.
Example 4.5. Let us consider the process
P = tell(0 < x ∧ x < y) ‖ when prime(x) do tell(z = 0)
where prime(x) holds iff x is a prime number. Note that P tells (0 < x ∧ x < y) no matter
what, and on input prime(x), which occurs as a constraint in P, it tells z = 0. But P can
also tell z = 0 on other inputs, e.g., y = 4 or x = 7; none of which appears in P.
Let c be an arbitrary constraint on input of which P tells z = 0. From the operational
semantics, we conclude that (c ∧ 0 < x ∧ x < y)prime(x) holds. But such an assertion
holds iff c(0 < x ∧ x < y)⇒ prime(x).
Let us then declare c′ = ((0 < x∧x < y)⇒ prime(x)).We notice that P on c′ can also
tell z = 0. So, c′ is of relevance for P as it characterizes P on every input c causing z = 0
to be told. Furthermore, it can be obtained from the constraints in P using implication.
Now, let Q = (local x) P . Notice, that like P, the process Q tells z = 0 on inputs such
as y = 4. But because x is a local variable, unlike P, Q does not tell z = 0 on inputs such
as prime(x). For the same reason, Q does not tell z = 0 on c′ above.
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So, let us deﬁne e = ∀xc′. Now Q on input e tells z = 0. Notice that e can be obtained
from the constraints in Q using implication and universal quantiﬁcation.
Furthermore, notice that tell(0 < x ∧ x < y) and (local z) tell(z < x) are equivalent to
tell(0 < x) ‖ tell(x < y) and tell(∃zz < x), respectively. So, we also need conjunction
and existential quantiﬁcation for obtaining the relevant constraints of a given process.
The above example illustrates how to obtain relevant constraints for processes using
implication, conjunction, and if local operators are involved, also universal and existential
quantiﬁcation. In the following we formalize the above intuition.
Deﬁnition 4.6 (Relevant constraints). GivenS ⊆ C, letS be the closure under conjunction





i∈I when ci do Pi) =
⋃
i∈I {ci} ∪ C(Pi)
C(unless c next P) = {c} ∪ C(P )
C(P ‖ Q) = C(P ) ∪ C(Q)
C(!P) = C(P ) = C(next P) = C(P )
C((local x) P ) = {∃xc,∀xc | c ∈ C(P )} ∪ C(P )
Deﬁne the relevant constraints of P as the set C(P ) = C(P ).
Clearly C(P ) is ﬁnite. Moreover, in what follows we shall show that C(P ) provides the
suitable ﬁnite set of constraints to characterize sp(P ). First, we need the following notation.
Deﬁnition 4.7 (Relevant constraint information). Let S ⊂ﬁn C. Deﬁne c(S) as the con-
junction of all e ∈ S entailed by c, i.e., c(S) =∧e∈S,ce e.
Intuitively, c(S) contains the necessary information about cw.r.t a ﬁnite restricted universe
of constraints S ⊂ C.
The next lemma states that to characterize the sp ofPwe can use any set that containing at
least its relevant constraints. Please recall that the sp of a given process can be equivalently
characterized by its set of quiescent sequences—see Theorem 3.13.
Lemma 4.8. Assume that S is such that C(P ) ⊆ S ⊂ﬁn C. Then
P
(c,c)===⇒ P ′ iff P (c(S),c(S))===⇒ P ′.
Let us illustrate how the above lemma applies to the previous example.
Example 4.9. Let P be deﬁned as in Example 4.5. Furthermore, suppose that S = C(P ) =
{0 < x ∧ x < y, prime(x), z = 0} and that cc′ = ((0 < x ∧ x < y)⇒ prime(x)).
Consider the “if” direction of the Lemma 4.8. Assume that
P
(c(S),c(S))===⇒ P ′.
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It must then be the case that c(S)(0 < x ∧ x < y), thus c(0 < x ∧ x < y). Then
cprime(x) and since prime(x) ∈ C(P ) then also c(s)prime(x). So, on input c(s),
process P must tell z = 0 and thus, from the assumption, c(s)z = 0. Therefore, cz = 0.
All in all, c(0 < x ∧ x < y) ∧ prime(x) ∧ z = 0. It is then is easy to check that
P
(c,c)===⇒ P ′.
The reader may care to apply the “only-if” direction of the lemma to our particular P. 
Proof of Lemma 4.8. From Rule OBS in Table 1, it sufﬁces to show that for every P,
i 〈P, c〉 −→∗ 〈Q, c〉 iff 〈P, c(S)〉 −→∗ 〈Q, c(S)〉, and
ii 〈P, c〉 −→ iff 〈P, c(S)〉 −→ .
To simplify the presentation, we assume that P contains no nesting of local operators. The
most interesting case is the “only if” direction of (i).
• The “only if” direction of (i). Assume the reduction sequence 〈P, c〉 −→∗ 〈Q, c〉. The
sequence can be represented as a sequence of the form
〈P0, c〉 −→∗ 〈P1, c〉 −→
〈
P ′1, c
〉 −→∗ . . . −→∗ 〈Pi, c〉
−→ 〈P ′i , c
〉 −→∗ 〈Pi+1, c〉 −→
〈
P ′i+1, c
〉 −→∗ . . . (1)
(with P = P0 andQ = Pn) satisfying the following: (1) The (zero or more) reductions
〈Pi, c〉 −→
〈
P ′i , c
〉
are obtained from derivations whose topmost (or root) rule is either
SUM or UNL—i.e. they represent the execution of either a summation or an unless
operator. (2) Each 〈Pi, c〉 −→∗ 〈Pi+1, c〉 involves no application of SUM or UNL.
Now let gi be the guard of the summation whose branch was selected (or the guard of the
unless operator) when deriving 〈Pi, c〉 −→
〈
P ′i , c
〉
. From Rules SUM,UNL and LOC we
must have:
ei ∧ ∃→x i cgi, (2)
where
→
x i is vector of at most one variable and ei represents local information possibly
introduced by rule LOC (the vector can be empty and ei can be true meaning that LOC
was not applied; see Convention 3.7).
By manipulating the assertion in Eq. (2) we obtain the following transformation central
to our proof:











(ei ⇒ gi). (3)
Then, let di = ∀→x i (ei ⇒ gi). From Deﬁnition 4.6, gi ∈ C(P ) because gi is a guard
in P. Since ei represents local information, using Rule LOC we can verify that it can
be constructed via conjunction and existential quantiﬁcation out of the constraints in tell
operators within the corresponding local process. So, ei ∈ C(P ) and hence, from Deﬁnition
4.6, di ∈ C(P ).
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Let c′ =∧i∈{1,...,n} di . From Eq. 3 cc′. Moreover, c′ ∈ C(P ) since each di ∈ C(P ) and
C(P ) is closed under conjunction. Thus,
c(S)c′. (4)
Claim 1. Given thePi’s and their primed versions inEq. (1),one can construct the sequence
of the form
〈P0, c(s)〉 −→∗ 〈P1, c(s)〉 −→
〈
P ′1, c(s)
〉 −→∗ . . . −→∗ 〈Pi, c(s)〉
−→ 〈P ′i , c(s)
〉 −→∗ 〈Pi+1, c(s)〉 −→
〈
P ′i+1, c(s)
〉 −→∗ . . .
satisfying conditions analogous to that of Eq. (1): Each 〈Pi, c(S)〉 −→
〈
P ′i , c(S)
〉
is obtained
from a derivation with topmost rule SUM or UNL, and each sequence 〈Pi, c(S)〉 −→∗
〈Pi+1, c(S)〉 involves no application of SUM or UNL. It then follows that 〈P, c(S)〉 −→∗
〈Q, c(S)〉 as wanted.
To prove the claim, let us ﬁrst show that 〈Pi, c(S)〉 −→
〈
P ′i , c(S)
〉
for each i > 1. Notice
that c(S)c′∀→
x i
(ei ⇒ gi) for each i (Eq. (4)). So, just like ei ∧∃→x i cgi (Eq. (2)), we get
ei ∧ ∃→x i c(S)ei ∧ ∃→x i∀→x i (ei ⇒ gi)ei ∧ ∀→x i (ei ⇒ gi)gi. (5)
With the help of Eq. (5), we conclude that 〈Pi, ci(S)〉 can execute the summation or unless
operation executed by 〈Pi, ci〉 .More precisely, we can obtain a derivation of 〈Pi, c(S)〉 −
→ 〈P ′i , c(S)
〉
by applying in the same order the rules used in 〈Pi, ci〉 −→
〈
P ′i , c′i
〉
and the
fact that ei ∧ ∃→x i c(S)gi (Eq. (5)).
Furthermore, the conjunction of all constraints told during 〈Pi, c〉 −→∗ 〈Pi+1, c〉 is en-
tailed by c and it must be in S, so it is entailed by c(S). From this we verify that 〈Pi, c(S)〉 −
→∗ 〈Pi+1, c(S)〉 (by using in same order the rules in 〈Pi, c〉 −→∗ 〈Pi+1, c〉), thus conclud-
ing the proof of the claim.
• The “if” direction of (i) is similar to the previous item; it uses the fact that cc(S).
• The ‘if” direction of (ii). By means of contradiction let us suppose we have 〈P, c(S)〉 −
→ and 〈P, c〉 −→ 〈P ′, c′〉. But then 〈P, c〉 −→ 〈P ′, c′〉 is obtained by a derivation
whose topmost rule is SUM or UNL (i.e., either a summation or an unless is executed)—
otherwise 〈P, c(S)〉 would reduce as well.
We now proceed as we did in the ﬁrst item of this proof. Let g be the guard of the
summation whose branch was selected (or the guard of the unless operator) when deriving






x is vector of at most one variable and e represents local information possibly
introduced by rule LOC. As in the ﬁrst item we conclude that cd = ∀→
x
(e ⇒ g) (see Eq.
(3)), and that d ∈ S. Then, c(S)d by deﬁnition.






(e ⇒ g)g.We can then
show that 〈P, c(S)〉 can execute the summation or unless operation executed by 〈P, c〉. I.e.,
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〈P, c(S)〉 −→ 〈P ′, c(S)〉 by using the fact that e ∧ ∃→
x
c(S)g and applying in the same
order the rules for deriving 〈P, c〉 −→ 〈P ′, c′〉. This contradicts our initial assumption.
• The ‘only if” direction of (ii) is similar to the “if” direction but using the fact
that cc(S).
Corollary 4.10 (Relevant SP). Assume that S is such that C(P ) ⊆ S ⊂ﬁn C. Then
c1.c2. . . . ∈ sp(P ) iff c1(S).c2(S). . . . ∈ sp(P ).
Proof. From Deﬁnition 3.12, c1.c2. . . . ∈ sp(P ) iff for some P1, P2, . . . we have P =
P0
(c1,c1)===⇒ P1 (c2,c2)===⇒ P2 (c3,c3)===⇒ . . .. By case analysis on the structure of Q, it is easy
to verify that if Q (c,d)===⇒ Q′, C(Q′) ⊆ C(Q). Hence C(Pi) ⊆ C(P ) ⊆ S for each i > 0.
The result follows by applying Lemma 4.8 to each Pi . 
Relevant-constraints denotational representation. In the previous section we proved that
we can restrict the sp of a given process to a ﬁnite set of constraints S. Therefore we can
restrict as well its denotational semantics [[P ]] to S.
Consequently, we shall work with a function [[·]]S : Proc → P(S) in Table 3 which is
meant to capture sp(P ) but restricted to a set of relevant constraints S. The idea is to think
that the underlying set of constraints C to be S. In fact, we can re-state the theorem in [28]
as follows:
Theorem 4.11 (Completeness revisited). Let P be local independent and S be such that
C(P ) ⊆ S ⊂ﬁn C. Then [[P ]]S = sp(P ) ∩ S.
Proof. The proof proceeds as the proof of Theorem 4.4 but taking the underlying set of
constraints C to be S. 
Now we have all what we need to reduce sp equivalence to the denotational equivalence
over a ﬁnite set of constraints.
Theorem 4.12 (Relevant characterization of SP equivalence). LetPandQbe locally-inde-
pendent and let S = C(P ) ∪ C(Q). Then
[[P ]]S = [[Q]]S iff P ∼sp Q.
Proof. From Corollary 4.10 and Theorem 4.11. 
Büchi Constructions. Having identiﬁed our ﬁnite set of relevant constraints for the sp
equivalence characterization, we now proceed to construct for each P and S ⊆ﬁn C, a
Büchi automaton ASP recognizing [[P ]]S . Each ASP will be compositionally constructed in
the sense that it will be built solely from information about FSA of the formASQ whereQ is
a subprocess of P.The most interesting case of this construction is replication, as described
in the proof of the lemma below.
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Table 3
The [[·]]S : Proc → P(S) SP denotation
DABORT: [[abort]]S = ∅
DTELL: [[tell(c)]]S = {d. ∈ S | dc}
DSUM: [[∑i∈I when ci do Pi ]]S =
⋃
i∈I
{d. | dci and d. ∈ [[Pi ]]S }
∪⋂
i∈I {d. ∈ S | d  ci }
DPAR: [[P ‖ Q]]S = [[P ]]S ∩ [[Q]]S
DLOC: [[(local x) P ]]S = { ∈ S | there is ′ ∈ [[P ]]S s.t. ∃x′ = ∃x}
DNEXT: [[next P ]]S = {d. ∈ S |  ∈ [[P ]]S }
DUNL: [[unless c next P ]]S = {d. ∈ S | dc}
∪
{d. ∈ S | d  c and  ∈ [[P ]]S }
DREP: [[!P ]]S = { ∈ S | for all 	, ′ if  = 	.′, ′ ∈ [[P ]]S }
DSTAR: [[ P ]]S = {	. ∈ S |  ∈ [[P ]]S }
Above S ⊆ C and 	.′ is the concatenation of the ﬁnite sequence 	 followed by ′. The sequence ∃x results
from applying ∃x to each constraint in . In DSUM if I = ∅, the indexed union and intersection are taken to be ∅
and S, respectively.
Lemma 4.13. Given P and S ⊆ﬁn C one can effectively construct a Büchi automaton ASP
over the alphabet S such that L(ASP ) = [[P ]]S.
Proof. Let us construct ASP by case analysis on P.
• Skip and Tell Automata. P = skip: ASskip has a single (initial, accepting) state, and for
each c ∈ S, there is a transition labeled with c from this single state to itself. P = tell(c):
AStell(c) has exactly two states: one is its initial state and the other is its accepting one: the
unique state of ASskip. The transitions of A
S
tell(c) are those of A
S
skip plus a transition from
the initial state to the state of ASskip labeled with d for each d ∈ S such that dc.
• Parallel Automaton. P = Q ‖ R: From the theory of Büchi FSA we know that givenASQ
and ASR one can construct an automaton for L(A
S
Q) ∩ L(ASR) [4]. Take ASQ‖R to be such
an automaton.
• Local Automaton. P = (local x)Q: The states of AS(local x)Q are those of ASQ. Its initial
and ﬁnal states are those of AQ. For each c ∈ S, AS(local x)Q has a transition from p to q
labeled with c iff ASQ has a transition from p to q labelled with d for some d ∈ S such
that ∃xd = ∃xe.
• Replication Automaton. P = !Q: We have  ∈ [[!Q]]S iff every sufﬁx of  is in [[Q]]S .
We then need to construct a AS!P that accepts an inﬁnite sequence  iff every sufﬁx of it
is accepted by ASQ.At ﬁrst, such a construction may seem somewhat complex to realize.
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Nevertheless, notice that the process !Q is dual to Q in the sense expressed in [28]:
[[!Q]] = 
X([[Q]] ∩ {d. |  ∈ X}) while [[Q]] = X([[Q]] ∪ {d. |  ∈ X})
where 
, are the greatest and least ﬁxpoint (resp.) in the lattice (P(C),⊆). In fact,
 ∈ [[Q]]S iff there is a sufﬁx of  in [[Q]]S . So, given an automaton B deﬁne B as the
automaton that accepts  iff there is a sufﬁx of  accepted by B. The construction of B is
simple and similar to that of ASQ below. Now, given A, one can construct the automaton




• Unbounded but Finite Delay Automaton. P = Q: The states of ASQ are those of ASQ
plus an additional state s0. Its ﬁnal states are those ofASQ. Its initial states are those ofA
S
Q
plus s0. The transitions are those of ASQ plus transitions labelled with c, for each c ∈ S,
from s0 to itself and from s0 to each initial state of ASQ. The transitions “looping” into
the initial state s0 model the “arbitrary but ﬁnite delay” of Q. Notice that any sequence
to be accepted for ASQ has to eventually leave the initial state s0.
The simple summation case is left for the reader. The correctness of ASP and its effective
construction can be easily veriﬁed by induction on P. 
We can now prove our decidability result for sp equivalence:
Theorem 4.14 (Decidability of ∼sp). Given the locally-independent processes P and Q,
the question whether P ∼sp Q is decidable.
Proof. From Theorem 4.12, Lemma 4.13 and the decidability of language equivalence for
Büchi FSA [39]. 
4.3. Decidability results for veriﬁcation and CLTL
Here we show the decidability results for the veriﬁcation problem (i.e., given P and F
whether PCLTLF , see Deﬁnition 3.20) as well as for CLTL (Deﬁnition 3.18).
Recall the CLTLmodels of a given formula F are in C. Thus, for our decidability results
we may attempt to give a Büchi characterization of CLTL formulae facing therefore the
problem pointed out in the previous section: C may be inﬁnite but Büchi FSA only have
ﬁnite alphabets. One could try to restrict [[F ]] to its “relevant” constraints as we did for
[[P ]]. This appears to be possible for negation-free formulae but we do not know yet how
to achieve this for the full language.
Nevertheless, for negation-free formulae there is an alternative to obtain the results by
appealing to Theorem 4.14 and the correspondence between processes and LTL formu-
lae. More precisely, we show that one can construct a locally-independent RF whose sp
corresponds to [[F ]] if F is a restricted-negation formula in the following sense:
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Deﬁnition 4.15 (Restricted-Negation LTL). A formula F is a restricted-negation formula
iff whenever ¬˙G appears in F then G is a state formula (i.e., G = c for some c).
Recall that in CLTL¬˙c and the state formula ¬c do not match (Example 3.19). In fact, we
need ¬˙c should we want to express the minimal implication form c⇒˙D = ¬˙c∨˙D.
Lemma 4.16. Let F be a restricted-negation formula. One can effectively construct a
locally-independent RF such that [[F ]] = sp(RF ).
Proof. Take RF = h(F ) where h is the map from restricted-negation formulae to locally-
independent processes given by
h( ˙true) = skip h( ˙false) = abort
h(c) = tell(c) h(¬˙c) = when c do abort
h(F ∧˙G)h(F ) ‖ h(G) h(F ∨˙G) = when true do h(F )
h(F ∨˙G)=+ when true do h(G)
h(∃˙xF) = (local x) h(F ) h(◦F) = next h(G)
h(F) = !h(F ) h(♦F) = h(F )
Obviously, h(F ) can be effectively constructed. One can verify that [[F ]] = [[h(F )]] by
induction on the structure of F. From Theorem 4.4 we obtain [[F ]] = sp(h(F )). 
Notice that the map h above reveals the close connection between ntcc and LTL. We
can now state the decidability of the veriﬁcation problem for ntcc .
Theorem 4.17 (Decidability of veriﬁcation). Thequestionwhether theassertionPCLTLF
holds is decidable for any given restricted-negation formula F and locally-independent pro-
cess P .
Proof. From Theorem 4.14 by using the following reduction to sp equivalence:
PCLTLF iff sp(P ) ⊆ [[F ]] (Deﬁnition 3.20)
iff sp(P ) ⊆ [[RF ]] (Lemma 4.16)
iff [[P ]] ⊆ [[RF ]] (Theorem 4.4)
iff [[P ]] = [[RF ]] ∩ [[P ]]
iff [[P ]] = [[RF ‖ P ]] (Deﬁnition of [[·]])
iff P ∼sp RF ‖ P (Theorem 4.12). 
We can reduce the validity of implication to the veriﬁcation problem. Therefore,
Theorem 4.18 (Decidability for validity of implication). LetFandGbe restricted-negation
formulae. The question of whether F⇒˙G is CLTL valid is decidable.
Proof. F⇒˙G iff [[F ]] = sp(RF ) ⊆ [[G]] by Deﬁnition 3.18 and Lemma 4.16. Then F⇒˙G
iff RFCLTLG by Deﬁnition 3.20. The result follows from Theorem 4.17. 
As an immediate consequence of the above theorem we obtain the following:
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Corollary 4.19. Given any restricted-negation formula F, the questions of whether F is
CLTL valid and whether F is CLTL satisﬁable are both decidable.
Proof.F is CLTLvalid iff ˙true⇒˙F is CLTLvalid, andF is CLTL satisﬁable iffF⇒˙ ˙false
is not CLTL valid. The result follows from Theorem 4.18. 
5. Application: Manna and Pnueli’s LTL
We now apply the previous results on our ntcc LTL (CLTL) to standard ﬁrst-order LTL,
henceforth called LTL, as presented by Manna and Pnueli in [18]. Namely, we obtain a new
positive decidability result on the satisﬁability of a ﬁrst-order fragment of LTLby a reduction
to that of CLTL. The relevance of our result is that LTL is not recursively axiomatizable
[1] and, therefore, the satisﬁability problem is undecidable for the full language of LTL.
We conﬁne ourselves to having ◦, , and ♦ as modalities. This is sufﬁcient for making a
recursive axiomatization impossible [19].
We shall recall brieﬂy some LTL notions given in [18]. We presuppose an underlying
ﬁrst-order language L (including equality) with its (non-logical) symbols interpreted over
some concrete countable domains such as the natural numbers. Furthermore, we assume
that for each v in the interpreting domain, L has a constant term v¯ whose interpretation is
v. For instance, as in [18], for the natural numbers we may have the constants 0, 1, . . . in
the language.
States and models. A state s is an interpretation that assigns to each variable x in L a
value s[x] over the appropriate domain. The interpretation is extended to L expressions in
the usual way. For example, if f is a function symbol of arity 1, s[f (x)] = f (s[x]). We
write sc iff c is true w.r.t. s in the given interpretation of the L symbols. For instance, if+
is interpreted as addition over the natural numbers and s[x] = 42 then s∃y(x = y + y).
We say that c is state valid iff sc for every state s.
A model is an inﬁnite sequence of states. We shall use  to range over models. The
variables of L are partitioned into rigid and ﬂexible variables. Each model  must satisfy
the rigidity condition: If x is rigid and s, s′ are two states in  then s[x] = s′[x]. In other
words ﬂexible variables are those, that unlike the rigid ones, can change their assignment
from one state to another.
LTL syntax and semantics. The syntax of LTL is that of CLTL given in Deﬁnition 3.15.
In this case, x is a variable in L and c represents a ﬁrst-order formula over L.
The semantics of LTL is similar that of CLTL (Deﬁnition 3.18) except that now the
formulae are satisﬁed by sequences of states.We then need to extend the notion of x-variant
(Deﬁnition 3.17) to states: s is x-variant of s′ iff s[y] = s′[y] for every variable y in L
different from x.
Deﬁnition 5.1 (LTL Semantics). A model  satisﬁes F in LTL, notation LTLF , iff 〈, 1〉
LTLF where 〈, i〉LTLF is obtained from Deﬁnition 3.18 by replacing  and CLTL with
 and LTL, respectively. We say that F is LTL satisﬁable iff LTLF for some , and that
F is LTL valid iff LTLF for all .
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5.1. LTL decidability
In order to prove our decidability result,we assume that state validity (the set of valid state
formulae) is decidable. From [17] we know that even under this assumption the LTL deﬁned
above is undecidable. In contrast, under the assumption, LTL satisﬁability is decidable for
the fragment in which temporal operators are not allowed within the scope of quantiﬁers as
it can be reduced to that of propositional LTL [1].
Example 5.2. Let us now illustrate the interaction between quantiﬁers, modalities, ﬂexible
and rigid variables in LTL. The formula∃˙u(x = u∧˙◦x = u+ 1), where x is ﬂexible and
u is rigid, speciﬁes sequences in which x increases by 1 from each state to the next. This
example also illustrates that existential quantiﬁcation over rigid variables provides for the
speciﬁcation of counter computations, so we may expect their absence to be important in
our decidability result. In fact, we shall state the LTL decidability for the restricted-negation
fragment (Deﬁnition 4.15) with ﬂexible variables only. 
Removing existential quantiﬁers. One might be tempted to think that, without universal
quantiﬁcation andwithout rigid variables, one could remove the existential quantiﬁers rather
easily: Pull them into outermost position with the appropriate -conversions to get a prenex
form, then remove them since ∃˙xF is LTL satisﬁable iff F is LTL satisﬁable. But this
procedure does not quite work; it does not preserve satisﬁability:
Example 5.3. Let F = (x = 42∧˙◦x = 42), G = ∃˙xF and H = ∃˙xF where x is
ﬂexible. One can verify that unlike H, F and thus G are not LTL satisﬁable. Getting rid
of existential quantiﬁers is not as obvious as it may seem.
Relating CLTL and LTL satisﬁability. Let us give some intuition on how to obtain a
reduction fromLTLsatisﬁability toCLTLsatisﬁability. Inwhat followswe conﬁneourselves
to restricted-negation formulae without rigid variables. One can verify that¬c and ¬˙c have
the same LTL models. So, in the reduction we can assume wlg that F has no ¬˙ symbols.
Notice that F = (x = 42∨˙x = 42) is LTL valid but not CLTL valid (Example 3.19).
However, F is satisﬁable in both logics.
In the general case, it is easy to see that if a temporal formula F is LTL satisﬁable then F
is CLTL satisﬁable. The idea is that an assignment s[x] = v can be represented by the cons-
traint x = v¯ where the term v¯ is interpreted as v-recall that from the assumptions about L
such a v¯ must exist. The other direction of the implication does not necessarily hold. For in-
stance,♦false is not LTL satisﬁable but it is CLTL satisﬁable-recall from Section 3.5 that
in CLTL false is not the same as ˙false. For example, falseCLTL♦false. Never-
theless, as shown in the next lemma, we can get around this mismatch by using¬˙false
to exclude CLTL models containing false—i.e., 	.false.  CLTL¬˙false for any
	 ∈ C∞ and  ∈ C.
Recall that (,) (Deﬁnition 3.1) denotes the underlying constraint systemandL denotes
the underlying ﬁrst-order language of state formulae. Also recall that both  and the set of
valid state formulae are required to be decidable. The next lemma reduces LTL satisﬁability
to that of CLTL.
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Lemma 5.4. Assume that (,) has L as ﬁrst-order language and  is the set of valid
state formulae. Then
F is LTL satisf iable iff F ∧˙¬˙false is CLTL satisf iable,
if F is a restricted-negation formula with no occurrences of ¬˙ and with no rigid variables.
Proof.
• “If” direction. Let  = c1.c2. . . . such that CLTLF ∧˙¬˙false. By using induction on
F one can verify that:
For every  = s1.s2. . . . such that sici, we have LTLF.
We show the case F = ∃˙xF ′; the others are easier. Let  = s1.s2. . . . be an arbitrary
sequence such that sici for each i > 0.
By the deﬁnition of CLTL, there must exist an x-variant ′ = c′1.c′2. . . . of  such that
′CLTLF ′. So, for each i > 0, ci and c′i must only differ in the information about x; i.e.∃xci = ∃xc′i . Thus, for each i > 0, there must be a s′ic′i that differs from si only in the
assignment to x; i.e., s′i is an x-variant of si . But from the induction we know that for any
′ = s′1.s′2. . . . such that s′ic′i (i1), we must have ′LTLF ′. From the deﬁnition of
LTL, it follows that F .
We still have to show that there must exist at least one  = s1.s2. . . . such that sici
for each i > 0. To see this, notice that since CLTL¬˙false then ci = false for
every i > 0. Thus, each ci must have at least a satisfying assignment. Hence, F is LTL
satisﬁable as wanted.
• The “only if” direction. Suppose that  = s1.s2 . . .LTLF. Let  = c1.c2... with each
ci = (x1 = v1 ∧ . . . ∧ xn = vn) where x1, . . . , xn are the free variables of F, and
si[x1] = v1, . . . , si[xn] = vn. It is easy to verify that CLTLF using induction on
the structure of F. Furthermore, each ci is clearly not equivalent to false, and hence,
CLTL¬˙false. Thus, F ∧˙¬˙false is satisﬁable. 
We can now state the decidability result we claimed for ﬁrst-order LTL.
Theorem 5.5 (Decidability of LTL satisfaction). Let F be a restricted-negation formula
without rigid variables. The question of whether F is LTL satisﬁable is decidable.
Proof. From Lemma 5.4 and Corollary 4.19, and the fact that one can freely replace ¬˙ by
¬ in F and the resulting formula will have the same LTL models than the original F. 
6. Concluding remarks
We presented positive decidability results for the sp behavioral equivalence, the ntcc
veriﬁcation problem, and the ntcc speciﬁcation ﬁrst-order temporal logic CLTL. These
results apply to inﬁnite-state processes.A somewhat interesting aspect is that for proving the
results it turned out to be convenient to work with the ntcc denotational semantics rather
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than with its operational counterpart. Also the use of Büchi automata-theoretic techniques
in these results highlights the automata-like ﬂavor of ntcc .
Furthermore, by using a reduction to CLTL satisﬁability, we identiﬁed a ﬁrst-order frag-
ment of the standard LTL [18] for which satisﬁability is decidable. The result contributes
to the understanding of the relation between (timed) ccp and (temporal) classic logic and
also illustrates the applicability of timed ccp to other theories of concurrency.
6.1. Related work
We already discussed previous related work in Section 4.1. The work in [25] proves the
decidability of the sp equivalence andother behavioral equivalences for several deterministic
timed ccp languages. Another work [27] shows that output equivalence is decidable for a
restricted nondeterministic ntcc fragment. The results in [25,27] are obtained by showing
that the processes in these languages are indeed ﬁnite-state. In contrast, in this paper we
dealt with inﬁnite-state processes.
Saraswat et al. [37] showed how to compile parameterless recursion tcc processes (ba-
sically ﬁnite-state deterministic ntcc processes) into FSA in a compositional way. Such
FSA provide a simple and useful execution model for tcc but not a direct way of verifying sp
(or input–output) equivalence. In fact, unlike our FSA constructions, the standard language
equivalence between these FSA does not necessarily imply sp equivalence (or input–output)
of the processes they represent.
Another interesting approach to timed ccp veriﬁcation is that in [11]. The authors show
how to construct structures (models) of tcc processes which then, by restricting the domains
of variables to be ﬁnite, can be used for model-checking. Notice that in our results we make
no assumptions about the domains of variables being ﬁnite.
The notion of constraint in other declarative formalisms such as constraint logic pro-
gramming (CLP) and constraint programming (CP) has also been used for the veriﬁcation
of inﬁnite-state systems. The work in [8] shows how to translate inﬁnite-state systems into
CLP programs to verify safety and liveness properties. Esparza and Melzer [10] used CP
in a semi-decision algorithm to verify 1-safe Petri Nets.
Merz [19] and Hodkinson et al. [17] identiﬁed interesting decidable ﬁrst-order fragments
of LTL. These fragments are all monadic and without equality. A difference with our work
is that these fragments do not restrict the use of negation or rigid variables, and our fragment
is not restricted to be monadic or equality-free.
6.2. Future work
The results in this paper depend on the translation from formulae into processes (which are
then translated into FSA), hence our restriction on the occurrences of negation.Nevertheless,
the author believes that we can dispense with this restriction in our decidability results. An
approach for proving this claim could be to ﬁnd a ﬁnite representation of the inﬁnitely many
constraints that may hold at any time unit for a given formula. If this can be done, we can
then translate formulae directly into FSA. If the claim is true, then the inference system
for ntcc [28] would be complete for locally-independent processes (and not just relative
complete). This is because we would be able to determine the validity of arbitrary ntcc
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LTL implication as required by the consequence rule. It will be, therefore, interesting to be
able to prove this claim.
Despite their theoretical interest, our Büchi constructions are very inefﬁcient—see the
complementation construction for the replication automaton in Section 4.2. For practi-
cal purposes, it is important to conduct studies to obtain more efﬁcient constructions. In
particular, preliminary studies indicate that by using alternating Büchi FSA [24] we can
avoid complementation when representing the sp of processes and obtain a much better
complexity.
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