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Seznam použitých zkratek 
 
ALU aritmetickologická jednotka 
BRAM bloková paměť RAM, Block RAM 
CLB Configurable Logical Block  
DCM Digital Clock Manager, obvod pro řízení hodinového signálu 
DSP Digitální Signálový Procesor 
FPGA programovatelné logické hradlové pole, Field Programable Gate Array 
IOB Input/Output Block 
LUT Look-Up Table, náhledová tabulka 
RAM Random Acces Meory, paměť s náhodným přístupem 
ROM Read Only Memory 




Umělé neuronové sítě (UNS) nacházejí uplatnění ve všech oborech lidské činnosti 
např. předpověď počasí, spotřební elektronika (detekce úsměvu nebo obličeje v digitálních 
fotoaparátech), řízení strojů a zařízení nebo detekce poruch. Jejich největší výhoda spočívá  
v možnosti učení podle příkladů, bez nutnosti znalosti matematického popisu systému. 
Nevýhodou při práci s UNS je nutnost provádět velké množství podobných operací (sčítání, 
násobení, přesuny bloků dat). Klasické programy vytvořené pro počítače nebo 
mikroprocesory, zpracovávají instrukce programu postupně (sériově), což velmi prodlužuje 
dobu potřebnou pro výpočet. 
 
 Kromě sériového přístupu, lze ale využít i přístup paralelní. Paralelní programy mohou 
provádět více operací najednou (počet proveditelných operací omezen hardwarovými 
možnostmi), z čehož vyplývá i  větší rychlost zpracování programu v porovnáním s programy 
sériovými. Pro práci s paralelními programy, je ale potřebné odpovídající hardwarové 
vybavení např. vícejádrový procesor, několik samostatných procesorů nebo vzájemně 
propojené počítače. Program pro takováto zařízení lze rozdělit na několik částí, ale příkazy 
jednotlivých částí budou zpracovávány sériově. 
  
 Efektivní implementace paralelního zpracování je možná pomocí speciálně 
navržených obvodů nebo programovatelných logických polí. 
 
 Jedním z problémů paralelního programování, je existence úloh, nebo jejich části, 
které není možné paralelizovat. Jednou z úloh kterou není téměř možné paralelizovat jsou 
rekurzivní funkce (funkce výsledek funkce závisí na jejím předchozím stavu). Některé 
výpočty prováděné v UNS lze jednoduše paralelizovat např. výpočet všech neuronů v jedné 
vrstvě. UNS jsou ale ve většině případů složeny z několika vrstev neuronů, kdy není možné 
provádět výpočet před dokončením výpočtu předchozí vrstvy.  
 
 Tato práce se zabývá možností propojení výpočetní síly obvodů FPGA  
a univerzálnosti UNS při řešení různých problémů. 
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2. Teoretická část 
2.1. Umělá neuronová síť 
 
Umělá neuronová síť (UNS) si bere vzor v biologické neuronové síti, kterou má každý 
živý organismus. Při návrhu UNS se vychází z neurofyziologických poznatků,  
jako je struktura, uspořádání, stavební elementy nebo funkce. UNS modelují chování  
a činnost  biologické neuronové sítě. 
 
Za počátek oboru umělých neuronových sítí je považován rok 1943, kdy Warren 
McCulloch a Walter Pittse vytvořili jednoduchý matematický model neuronu [1], [2].  
V roce 1949 navrhl Hebb učící proces při kterém dochází k modifikaci synaptických vah.  
V roce 1958 Rosenblatt vytvořil model perceptronu, jež je zobecněním McCullochova  
a Pittsova modelu. Roku 1986 byl nezávisle dvěma vědci Rumelhartnem a LeCunovem 
popsán nový učící algoritmus využívající zpětného šíření chyby v umělé neuronové síti  
tzv. Error Back Propagation Algorithm. Tento algoritmus je v současnosti nejpoužívanějším 
učícím algoritmem. Vývoj umělých neuronových sítí probíhá i v dnešní době, je hlavně 
soustředěn na vývoj rychlejších učících algoritmů a na využití umělých neuronových sítí  
v praxi. 
 
UNS lze použít v případech, kdy nelze matematicky popsat vztahy ovlivňující 
sledovaný proces, nebo kdy by byla algoritmizace nalezené funkce téměř nemožná. Využitím 
UNS bychom mohli v takovýchto případech snížit náklady na nalezení a vytvoření 
požadovaných algoritmů. 
 
Hlavní schopností UNS je zobecňování, tzn. že naučená UNS je schopná reagovat 
odpovídajícím způsobem i na události, které se mírně liší od událostí na které byla naučena. 
Velikost maximální odchylky vstupních dat, při které je UNS schopná správně reagovat,  
je závislá na velikosti UNS, počtu trénovacích množin a délce učení. 
 
UNS jsou využívány například pro predikci vývoje časových řad, čehož lze využít 
např. v energetice, předpovědi počasí, finančnictví nebo i dopravě. Dalším využitím  
je komprese a dekomprese dat. V medicíně se využívají pro vyhodnocování signálů EEG  
a EKG. UNS lze využít i pro převod signálů např. elektronického textu na mluvené slovo  
a naopak. 
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2.2. Neuron (perceprton) 
 
 Jedná se o základní stavební prvek biologických i umělých neuronových sítí. Složitější 
neuronové jsou vytvořeny vzájemným spojením těchto základních prvků [3], [4], [5]. 
 
 
Obrázek 1: Základní schéma neuronu 
 
 Vstupem každého neuronu je vektor hodnot X  obsahující hodnoty, ze vstupů 
neuronové sítě, nebo výstupů předcházejících neuronů. 
 
[ ]nxxxxX ,.....,,, 321=  ( 1) 
 
 Každému neuronu přísluší také množina synaptických vah W . Počet vah je stejný jako 
počet vstupů. 
 
[ ]nwwwwW ,.....,,, 321=  ( 2) 
 
 Každému vstupu náleží příslušný prvek z množiny vah. Velikost váhy určuje 
důležitost vstupu daného neuronu. Váhy bývají vyjádřeny reálnými čísly. Učení UNS  
je možné díky změně velikosti jednotlivých vah. 
 
 Do funkce neuronu se ještě promítá tzv. prahová hodnota definovaná vstupem  
x0 a váhovou hodnotou w0. Prahová hodnota se používá k posouvání vstupního potenciálu 
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před vstupem do aktivační funkce. Prahovou hodnotu si lze představit jako hranici,  
kterou musí signál převýšit, aby se mohl dále šířit. Lze ji také využít k vyjádření důležitosti 
jednotlivých neuronů. Využití prahových hodnot není bezpodmínečně nutné, ale jejich použití 
umožní rychlejší učení UNS a dosažení menší hodnoty chybové funkce. 
 
 Ze všech vstupních hodnot se vypočítá výstupní potenciál ay _  jak součet všech 








_  ( 3) 
kde N je počet vstupů neuronu. 
 
 Z výstupního potenciálu se pomocí aktivační funkce vypočítá příslušný výstupní 
signál )_( ayfy = . Aktivační funkce je funkce jejíž výstupní hodnoty se pohybují v rozmezí 
0,1∈y  
 
 V závislosti na použité aktivační funkci dostaneme odpovídající závislost výstupních 
hodnot na vstupních. 
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Obrázek 2: Průběh skokové aktivační funkce 
 








































Obrázek 3: Průběh saturované aktivační funkce 
































Obrázek 4: Průběh sigmoidální aktivační funkce 
 
 
2.3. Spojování neuronů v sítích 
 
 Pokud použijeme jeden neuron, můžeme tento využít k vytvoření základních 
logických funkcí (AND, OR, NOR, NAND a invertor). Samotný neuron může být učen,  
ale jeho praktické využití bude velmi omezené, neboť klasifikační schopnost jednoho neuronu 
je velmi malá. Jestliže ale začneme neurony spojovat do sítí, dostaneme nástroj,  
který nám umožní řešit i velmi složité problémy. Při spojování neuronů se obvykle řídíme 
zásadou, že výstup neuronu bývá připojen k jednomu nebo několika vstupům dalších neuronů.  
 
 Počet vrstev a neuronů v jednotlivých vrstvách, stejně jako vzájemné zapojení  
tvoří konfiguraci UNS. Neurony mohou být propojeny v rámci jedné vrstvy, ale i v rámci celé 
sítě. Speciálním případem je vytvoření zpětné vazby. Uspořádání neuronů má zásadní vliv  
na funkci UNS. Pro návrh UNS neexistuje přesný návod, jsou k dispozici pouze doporučení, 
kterými se můžeme řídit. Pro většinu aplikaci je potřeba stanovit počet vrstev a počet neuronů 




Spojené neurony vytvářejí vrstvy, které dělíme na: 
- vstupní vrstvu 
- skrytou vrstvu 
- výstupní vrstvu 
 
Vstupní vrstvu tvoří tzv. zdrojové uzly (vstupními terminály). Neurony v této vrstvě  
mají za úkol přijímat vnější signály a přerozdělovat je do dalších vrstev UNS.  
Neurony ve vstupní vrstvě jsou chápány jako prvky s jednotkovým přenosem s jedním stupem 
a mnoha výstupy. Nemají tedy vlastnosti klasického neuronu, vstupní signál nezpracovávají, 
nemají sumační část ani aktivační funkci. Tato vrstva se nezapočítává do celkového počtu 
vrstev, číslování vrstev začíná, až první skrytou vrstvou. 
 
Skrytou vrstvou označujeme všechny vrstvy mezi vstupní a výstupní vrstvou. Úkolem  
této vrstvy je zvýšit aproximační schopnosti UNS. Skrytých vrstev může být neomezený 
počet a každá vrstva může obsahovat 1 až n neuronů. Konkrétní počet závisí na řešené funkci. 
 
Výstupní vrstva je poslední vrstvou neuronové sítě, sloužící k předávání výstupního 
signálu do okolí. Narozdíl od vstupní vrstvy je výstupní vrstva tvořena plnohodnotnými 
neurony, takže dochází k výpočtu výstupního signálu v závislosti na hodnotách vstupů 
výstupních neuronů. 
 
Dělení UNS dle typu zpětné vazby: 
- dopředná - signál postupuje pouze od vstupu k výstupu 
- rekurentní (zpětnovazební) - signál se může pohybovat od výstupu ke vstupu i opačně  
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2.4. Typy neuronových sítí 
2.4.1. Neuronová síť typu perceptron 
 Síť může být tvořena jedním neuronem (jednoduchý perceptron), ale ve většině 
případů bývají tvořeny několika neurony spojenými do jedné vrstvy. Na každý neuron  




Obrázek 5: Neuronová síť typu perceptron 
 
2.4.2. Vícevrstvá neuronová síť 
 Nejznámější a nejpoužívanější typ neuronové sítě. Narozdíl od sítě typu perceptron, 
tvoří neurony vrstvy, kdy jsou na vstupy každého neuronu připojeny výstupy neuronů 
v předchozí vrstvě. 
 
Obrázek 6: Vícevrstvá neuronová síť 
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2.4.3. UNS s kaskádní architekturou 
 Strukturou se podobají vícevrstvé neuronové sítí. Rozdíl je ve způsobu propojení 
neuronů, kdy jsou vytvořeny i propojení mezi sousedícími neurony v rámci jedné vrstvy. 
Informace se mezi neurony v jedné vrstvě předává pouze jednosměrně (např. neuron  
2 má informaci o výstupu neuronu 1, ale neuron 1 nemá informaci o výstupu neuronu 2)  






Obrázek 7: UNS s kaskádní architekturou 
2.4.3.1. Hopfieldova umělá neuronová síť 
 Pracuje na principu asociativní paměti. Na základě vstupních hodnot dochází 
k vybavování naučených hodnot, které jsou co nejblíže vstupním hodnotám. Neurony v síti 
tohoto typu jsou propojeny principem „každý s každým včetně sebe sama“. Na vstupy 
každého neuronu jsou připojeny výstupy všech ostatních neuronů. UNS tohoto typu lze využít 




Obrázek 8: Hopfieldova umělá neuronová síť 
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2.5. Návrh umělé neuronové sítě 
 
 Pro návrh UNS neexistují žádné jednoznačné vzorce, podle kterých by bylo možné 
vypočítat počty neuronů a vrstev pro konkrétní aplikaci. Existují pouze doporučení,  
podle kterých je možné navrhnou UNS, ale po simulacích a testech je téměř vždy nutné 
doladění přesného počtu jednotlivých prvků. Pro dvouvrstvé UNS se uvádějí následující 
vzorce pro výpočet neuronů v jednotlivých vrstvách  
 
 nmp ⋅=  ( 7) 
 nmp +≥  ( 8) 
 
Pro dopřednou UNS lze použít následující vzorce 
 
 3 / mnr =  ( 9) 
 21 rmp ⋅=  ( 10) 
 rmp ⋅=2  ( 11) 
 






 Při návrhu je výhodnější, pokud je na počátku použit menší počet neuronů  
a a postupně je jejich počet dle potřeby zvyšován. V opačném případě by mohl nastat stav 
„přeučení sítě“, kdy chybová funkce bude velmi nízká, ale aproximace vstupních hodnot bude 












2.6. Učení umělé neuronové sítě 
 
 Možnost učení patří k nejdůležitější schopnosti neuronových sítí. Při učení dochází 
k modifikaci jednotlivých vah, cílem je naučit síť správně reagovat na vstupní hodnoty,  
tzn. dosažení shody mezi vstupem a požadovaným výstupem. Způsob, jakým bude docházet 
k modifikaci vah určuje učící algoritmus. 
 
 Při učení hledáme globální minimum n rozměrné energetické funkce E, kde 1+= xn  
rozměrů a x je počet vstupů UNS. 
 
 
Obrázek 9: Ukázkový průběh chybové funkce 
 
 Učení UNS spočívá v postupném opakovaném připojování trénovacích vzorů 
(trénovací množina) na vstupy sítě a hledá se nejmenší optimální nastavení vah tak,  
aby chybová funkce E byla co nejmenší. Trénovací množinu lze získat pomocí měření 
příslušných vstupních a výstupních hodnot, pomocí výpočtu matematického modelu systému 
nebo pomocí vybraných vzorových vstupů, ke kterým jsou známy i požadované výstupní 




 Jeden cyklus učení, při kterém postupně předložíme síti celou trénovací množinu  
je nazýván epocha. Obecně platí, že čím více prvků bude trénovací množina obsahovat, 




Obrázek 10: Závislost chybové funkce pro různý počet trénovacích vzorů 
 
 Pro ověření naučenosti sítě je využívána tzv. testovací množina, která se muší lišit  
od množiny trénovací, ale musí se řídit stejnými pravidly jako množina trénovací  
(vychází z množiny možných vstupů). Testovací množina je přiložena na vstup UNS  
a chybová funkce Etest je vypočítána jako součet rozdílů výstupů skutečných a požadovaných. 
Testování UNS je možné provádět po každé množině, po proběhnutí definovaného počtu 
epoch, nebo až po skončení učícího procesu. Při testu v průběhu učení je nutné zajistit,  
aby testovací množina nebyla použita pro učení, což by ovlivnilo výsledky testu.  
 
 Trénování UNS probíhá do splnění zvoleného parametru, podmínkou pro ukončení 
učení může být dosažení 
- předem zadané minimální hodnoty chybové funkce E 
- zadaného počtu trénovacích epoch 
- minimální hodnoty Etest 




- s učitelem 
- bez učitele 
2.6.1. Učení s učitelem 
 
 Nejpoužívanější způsob učení. Při učení jsou vždy k dispozici vstupní hodnoty  
a k nim odpovídající výstupní hodnoty, které jsou porovnávány se skutečným výstupem. 
Během učení dochází k modifikaci vah takovým způsobem, aby rozdíl požadovaného  
a skutečného výstupu byl co nejmenší. Způsob jakým jsou váhy měněny závisí na použitém 
učícím algoritmu a velikostí rozdílu požadovaného a skutečného výstupu. Během učení 








)(),()(  ( 12) 
kde s ...  pořadové číslo epochy trénování 
 M ... počet trénovacích vzorů 
 k  ... pořadové číslo vzoru v trénovací množině 
 ),( ksy ... požadovaný výstup 
 )(sy   ...   skutečný výstup 
 
2.6.2. Učení bez učitele 
 
 Princip je založen na schopnosti UNS rozeznávat stejné nebo podobné vlastnosti 
signálu na vstupech a třídit tak předkládané vektory podle těchto vlastností. Podobné vektory 
zapříčiní vytvoření tzv. shluků nebo map neuronů. Neuronová síť posuzuje pouze hodnoty 
vstupních proměnných. Principem je výpočet vzdálenosti mezi vzory a aktuálními hodnotami 
s cílem nalezení co nejmenších vzdáleností. Sítě využívající tohoto principu učení bývají 
nazývány samoorganizující se umělé neuronové sítě. 
 
 Výhodou učení bez učitele, je že princip lze využít pro aplikace, kdy předem neznáme 
učící množinu např. asociativní paměť. 
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2.6.3. Algoritmus Error Back Propagation 
 
 Algoritmus pracuje na principu zpětného šíření chyby při učení neuronové sítě.  
Jedná se o algoritmus učení s učitelem, využívaný u dopředných vícevrstvých UNS. 
  
 Během učení sítě počítáme chybovou funkci, která nám udává úroveň naučenosti sítě.  
Při výpočtu vyjdeme z rovnice (11), chybová funkce se vypočítá jako součet energetických 









)(   ( 13) 
 














 ( 14) 
 
jiy  ... požadovaná hodnota výstupu neuronu 
jiy  ... skutečná hodnota výstupu neuronu 
N ... počet vzorů trénovací množiny 
M ... počet výstupů neuronové sítě 
 
 Cílem je minimální chyba E. Aby bylo možné chybu zmenšit, je třeba zjistit, jaké části 
sítě se na této chybě podílí a jakým způsobem musí být modifikovány, aby došlo ke snížení 
chyby. 
 
Během učení jsou neustále opakovány dva kroky 
- dopředný krok (na vstupy je přiložen vzor a po průchodu signálu sítí vypočítáme E) 















 ( 15) 









ξ  ( 17) 
jiw  ... váha spoje mezi j neuronem současné vrstvy a i neuronem vrstvy předchozí 
jδ  ... chyba neuronu 







 ... derivace přenosové funkce )( jjf ξ  podle jξ  
yi ... výstup i-tého neuronu předchozí vrstvy 
N ... počet neuronů současné vrstvy 
  
 Při hledání minima chybové funkce lze v učícím procesu narazit na lokální minima, 
která mohou zdržet nebo znemožnit dosažení požadované hodnoty E. Tento problém lze 
minimalizovat rozšířením vzorce o setrvačný prvek s konstantou β , která pomůže  






jijiji wwwww βα  ( 18) 
 
t
jiw∆  ... aktuálně vypočítaná odchylka 
1−∆ tjiw ... odchylka vypočítaná v minulém kroku 
 
 Hodnoty α a β  je nutné určit až při testování sítě, jelikož neexistují žádné vzorce  
pro výpočet jejich velikosti. Doporučuje se volit tyto konstanty v rozsahu 5.0,5.0− ,  
je ale možné použít i hodnoty z rozsahu 1,1− . Pro dvouvrstvou neuronovou síť lze použít 
vzorec n p⋅= 7,0γ , kde p je počet neuronů ve skryté vrstvě a n je počet vzorů trénovací 
množiny. Hodnoty lze poté volit v rozsahu γγ ,− . Velikost koeficientů je velmi důležitá  
pro rychlost učení a dosažitelnou minimální chybu. Pokud použijeme velké koeficienty,  
bude učící proces probíhat rychle, ale za cenu větší chyby. Při použití malých koeficientů 
bude učení probíhat delší dobu a bude možné dosáhnou menší chyby. Nevýhodou je, že bude 
obtížnější překlenovat lokální minima. Pro zachování rychlého učícího procesu a dostatečně 
malé chybové funkce lze využít dynamickou i změnu koeficientů α a β  v závislosti  
na velikosti chybové funkce. Na počátku učení použijeme velké koeficienty,  
které se budou postupně snižovat, díky čemuž lze dosáhnou dosáhnout větší přesnosti. 
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2.6.4. Přeučení neuronové sítě 
 
 Při nesprávně zvolené topologii neuronové sítě (je použito příliš mnoho nebo málo 
neuronů pro řešení daného problému), nebo nedostatečném množství trénovacích vzorů, 
mohou nastat dva stavy. V prvním případě použijeme příliš málo neuronů jejichž společná 
výpočetní kapacita nebude stačit pro nalezení globálního minima a učení se zastaví v nějakém 
lokálním minimu. V druhém případě byl naopak zvolen příliš velký počet neuronů.  
Lokální minimum bude nalezeno velmi rychle, ale dojde k takovému přizpůsobení neuronové 
sítě, že téměř úplně ztratí schopnost zobecňovat. 
 
 
Obrázek 11: Průběh chyby testovací množiny Etest pro různý počet neuronů v UNS 
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2.7. Jazyk VHDL 
 
 Zkratka VHDL je akronym VHSIC (Very High Speed Integrated Circuits) Hardware 
Description Language (jazyk pro popis hardwaru velmi rychlých integrovaných obvodů). 
 
 Jazyk VHDL slouží k popisu struktury a chování digitálních integrovaných obvodů, 
jako jsou programovatelná logická pole nebo integrované obvody. Povodně byl vyvinut  
pro efektivní popis rozsáhlých integrovaných obvodů a vytváření přehledné dokumentace. 
Roku 1987 byla ve standardu IEEE 1076 přijata základní verze jazyka VHDL.  
Konstrukce vytvořené podle tohoto standardu se označují jako VHDL-87. V roce 1993 
standard aktualizován, konstrukce podle toho označovány jako WHDL-93. 
 
 Strukturu popisovanou v jazyku VHDL lze rozdělit na dvě základní části  
(entita a architektura). V entitě jsou popsány vstupní a výstupní porty pro komunikaci 
s okolím. Architektura popisuje chováni entity, jsou v ní definovány funkce, vnitřní signály,  
ale může obsahovat i použití jiných entit.  
 
 Výhodou jazyka VHDL je nezávislost na cílové realizaci nebo technologii výroby 
programovaného systému. V dnešní době se používá pro popis struktury a chování obvodů 
FPGA (Field Programable Gate Array) nebo zákaznických obvodů ASIC  
(Application-Specific Integrated Circuits). Další výhodou je možnost použít paralelní 
(souběžné příkazy) i sériový princip programování. 
 
 Kromě jazyka VHDL lze ještě využít jazyk Verilog, který má podobnou funkci  
i strukturu. Jazyk Verilog se syntaxí podobá jazyku C a je více rozšířen v asijských zemích, 
v Evropě se spíše používá VHDL, v Americe se používají oba jazyky. 
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2.8. Paralelní zpracování dat 
 
 Při běžném zpracování dat jsou tyto zpracovávány postupně (sériově). Naproti tomu 
v obvodech fpga lze implementovat obvody, které nám dovolí paralelní práci s daty. 
V běžných PC je zdání paralelního zpracování vytvořeno pomocí multitaskingu,  
kdy je výpočetní kapacita procesoru neustále přepínána mezi několika procesy.  
Při pozorování se sice zdá, že několik procesů běží najednou, ale ve skutečnosti je v každém 
časovém okamžiku vykonávána pouze jedna aplikace. Skutečné paralelní zpracování  
lze provádět pouze v případě, že máme  k dispozici procesor s více jádry, nebo máme 
k dispozici několik vzájemně propojených PC.  
 
 Při návrhu struktury realizující UNS je možné většinu operací paralelizovat.  
Při běžném výpočtu (např. v PC) neuronové sítě se postupně provede součet všech vstupů 
násobených vahami a poté se provede převod pomocí aktivační funkce. V případě sčítání  
je tedy možné provádět součet pouze jednoho vstupu jednoho neuronu. Paralelizace přináší 
možnost zrychlení v provedení operací např. součtu všech vstupů jednoho neuronu v jednom 
hodinovém cyklu. Toto je možné jen v případě, že signál se v UNS přenáší po vrstvách. 
Teoreticky by bylo možné provést výpočet pro celou jednu vrstvu v jednom hodinovém 
cyklu, výsledné řešení by ale bylo velmi náročné na potřebnou plochu obvodu na čipu. 
Výhodnější je rozložit výpočet na více cyklů s možností využití některých speciálních struktur 
integrovaných v čipu FPGA. 
 
 Další výhodou použití jazyka VHDL je, že při předání signálu do následující vrstvy 
UNS, může uvolněná vrstva ihned začít provádět výpočet pro nová vstupní data. 
 
22 
2.9. Obvody FPGA 
 
 Architektura obvodů FPGA vychází z architektury hradlových polí. Základní stuktura 
je tvořena konfigurovatelnými logickými bloky (CLB) umožňujícími vykonávat jednoduché 
logické operace, simulovat multiplexery nebo záchytné registry. Bloky CLB se v některých 
případech dělí na menší části označované jako logické buňky. Logická buňka obsahuje 
strukturu s jejíž pomočí, lze vytvořit klopné obvody nebo kombinační funkce.  
Kombinační struktura bývá založená na principu paměti PROM a bývá označována jako LUT 
(look-up table, náhledová tabuka). LUT umožňuje vytvořit jakoukoli funkci ze vstupních 
signálů. Počet vstupů LUT závisí na použitém typu obvodu např. Virtex-5 využívá  
6-ti vstupové LUT tabulky. Pro vytvoření funkcí s větším počtem vstupů musí být použit větší 
počet LUT. Vzájemné propojení bloků zajišťuje konfigurovatelná propojovací matice. 
Komunikaci s externími obvody nebo sběrnicemi zajišťují vstupně/výstupní bloky (IOB). 
Kromě výše zmíněných bloků, jsou v obvodu ještě přítomny bloky vykonávající speciální 
funkce jako Block RAM (BRAM), digitální manager hodinového signálu (DCM) nebo bloky 
digitálních signálových procesorů (DSP48E) [9], [11], [12]. 





























Obrázek 12: Základní blokové schéma obvodů FPGA 
 
 Obvody FPGA řady Virtex 5 jsou určeny pro výkonné aplikace. Mohou obsahovat  
až 330 000 logických bloků, maximální pracovní kmitočet je 550MHz, díky 65nm technologii 
a tříoxidové technologii spotřebují méně energie než starší Virtex 4. Řada je rozdělena  
na 5 řad LX (vysokovýkonové aplikace), SX (signálové a paměťové aplikace),  
FX (vícejádrové procesy) a TX (širokospektré aplikace) [7], [8].  
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2.9.1. Blok DSP48E 
 
 Jedná se o programovatelné rychlé výpočetní bloky, umožňující implementaci 
širokého spektra matematických funkcí [5], [10]. Použitím těchto bloků můžeme výrazně 
snížit množství logických buněk výsledného obvodu. Blok DSP48 (dále jen DSP blok) 
je tvořen násobičkou 25 x 18 bitů a programovatelnou 48 bit aritmetickologickou jednotkou 
(ALU) umožňující provádět základní logické operace, sčítání nebo odčítání.  
Pouhým nastavením ALU lze vytvořit mnoho dalších funkcí, jako je posuvný registr nebo 
akumulátor. Výhoda spočívá i v možnosti přiřazení výstupu zpět na vstup,  
bez nutnosti vytváření vnějších propojení. Pro zpracování větších čísel, je možné jednotlivé 
bloky zřetězovat. Zpoždění bloku je závislé na požadovaných operacích se signálem. 
Jeden DSP blok vyžaduje ke zpracování dat 2 - 4 hodinové cykly.  
 
 Obrázek 13 zobrazuje základní blokové schéma bloku DSP. Vstupy A, B a C  
jsou vstupní proměnné, přičemž vstupy A a B jsou připojeny do násobičky a vstup C  
je možné připojit až do ALU jednotky. Vstup A má šířku 30 bit, vstup B má šířku 18 bit  
a vstup C má šířku 48 bit. Do násobičky se přivádí dolních 25 bitů vstupu A a celý vstupu B. 
  
DSP blok je možné v kódu využít vhodně zapsanou syntaxí, kdy dojde 
k automatickému rozeznání kódu překladačem, který  provede definici potřebné funkce DSP, 
nebo lze použít předdefinované komponenty vývojového prostředí. 
 
 
Obrázek 13: Blokové schéma bloku DSP48E [5] 
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2.9.2. Block RAM 
 
Block RAM (BRAM) jsou konfigurovatelné paměťové moduly [6], [10].  
Každý BRAM má kapacitu 36 kbit, ale lze ho konfigurovat i jako dvě nezávislé 18 kbit RAM 
paměti s volitelnou šířkou vstupů. Obdobně lze ze 2 BRAM vytvořit jedinou 72 kbit paměť,  
bez nutnosti použití externích logických bloků. Dále lze BRAM využívat i jako paměti FIFO. 
Paměť BRAM je možné provozovat v dvouportovém nebo jednoportovém režimu. 
V dvouportovém režimu můžeme zapisovat a číst data z různých paměťových buněk, 
v jednoportovém režimu probíhá čtení a zápis pouze do jedné paměťové buňky.  
Jednoportový režim umožňuje nastavit 3 módy provozu write_first (nejdříve se čtou data  
a poté jsou nahrazena novými), write_first (data jsou nejdříve zapsána a poté jsou přečtena) 
nebo no_change (v závislosti na enable se provede čtení nebo zápis dat). Čtení i zápis 
vyžaduje jednu náběžnou hranu na hodinovém signálu. Vhodným nastavením, lze získat  
i paměť typu ROM (Read Only Memory)  
 
Obrázek 14 znázorňuje blokové schéma paměti BRAM. Samotná paměť je rozdělena 
na dvě tejné části (port A a B). Vstup dat (DI) má šířku 16 bit a slouží pro zápis dat  
do paměti. Vstup paritních dat (DIP) má šířku 2 bit a lze jej využít pro zápis parity.  
V případě potřeby lze kombinací datového a paritního vstupu zapsat do paměti proměnnou  
o šířce až 18 bit. Adresový vstup (ADDR) má šířku 14 bit. Dále lze v obvodu nalézt povolení 

















Obrázek 14: Blokové schéma paměti BRAM 
 
BRAM lze v kódu využít vhodně zapsanou syntaxí, kdy dojde k rozpoznání a definici 
potřebné RAM paměti překladačem, nebo použijeme předdefinované komponenty 
vývojového prostředí. 
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3. Praktická část 
 
 Úkolem této diplomové práce bylo navrhnout rychlou konfigurovatelnou neuronovou 
síť s co největším využitím možností paralelizace výpočtů. Funkce navržené UNS měla  
být demonstrována v jednoduché aplikaci. 
  
 Byl zvolen obvod Virtex 5 řady LX, konkrétně se jedná o obvod XC5VLX50.  
Tento obvod obsahuje 28800 ekvivalentních hradel, 48 DSP bloků a 48 x 32bit BRAM, 
maximální pracovní kmitočet je 550 MHz.  
 
 Vytvářená neuronová síť je koncipována jako třívrstvá s proměnným počtem neuronů 
v každé vrstvě. Maximální počet syntetizovatelných neuronů v UNS je omezen počtem DSP 
bloků, můžeme tedy syntetizovat maximálně 47 neuronů (jeden DSP blok je využit náhledové 
tabulce). 
3.1. Formát proměnných 
 
 Při návrhu UNS je důležité, abychom byli schopní vyjádřit co nejpřesněji veškeré 
proměnné, jelikož na přesnosti závisí výsledná funkčnost celé UNS.  
 
 V aplikacích pro PC není třeba se touto podmínkou zabývat, jelikož máme k dispozici 
dostatek i paměti pro uložení výsledků a mezivýsledků. 
 
 V případě snahy o implementaci výpočetních jader v obvodech FPGA je ale nutné 
počítat s omezenou velikostí paměti a omezenou plochou samotného obvodu. Při návrhu  
je potřebné volit dostatečnou šířku proměnných s ohledem na 2 faktory. Větší šířka 
proměnných umožňuje dosažení vysoké přesnosti, ale za cenu nutnosti rezervovat velkou 
plochu čipu pro výpočetní jádra a zpomalení celého výpočtu. Při využití malé šířky 
proměnných, ale dochází ke zhoršování funkce vlivem velké nepřesnosti. V druhém případě 
lze přesnost celé UNS zvýšit zařazením dalších neuronů nebo vrstev, které pomohou 
korigovat nedostatečnou šířku proměnných za cenu zvýšení celkové plochy potřebné  
pro realizaci UNS. 
 
 V této práci jsou použity proměnné s pevnou řádovou čárkou. Při volbě šířky 
proměnných bylo přihlíženo i k možnosti využití integrovaných bloků DSP a pamětí BRAM. 
Byla zvolena šířka 18bit z důvodu, že jeden ze vstupů DSP bloku má pouze tuto šířku 
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sběrnice a pro větší šířky proměnných by bylo potřeba spojení více bloků, což by omezilo 
počet integrovatelných neuronů. Navíc pro uložení řetězce o 18 bit, lze využít  
jeden paměťový blok paměti BRAM, kdy dva nejvyšší bity jsou uloženy jako parita. 
Samotná struktura řetězce je taková, že nejvyšší tři bity reprezentují celé číslo a zbylých 
15 bitů je použito pro vyjádření desetinného čísla viz. Obrázek 15. 
 
Bit 17:15 Bit 14:0
 
 
2122 20 2-1 2-2 2-3 2-4 2-5 2-6 2-7 2-8 2-9 2-10 2-11 2-12 2-13 2-14 2-15
 
Obrázek 15: Formát proměnných 
 
3.2. Nelineární funkce 
 
 Výstupní potenciál neuronu je převáděn pomocí nelineární funkce na výstupní signál. 
Nejlepších výsledků je dosahováno se sigmoidální funkcí. Jelikož by bylo velmi složité  
realizovat výpočet funkce sigmoida v obvodu FPGA, bylo zvoleno řešení pomocí náhledové 
tabulky (lookup table, LUT. Odezvy jsou vypočítány dopředu a jsou uloženy v paměti 
BRAM, podle výstupního potenciálu neuronu je poté na výstup přiřazen odpovídající 
výstupní signál. Nevýhodou tohoto řešení je, že pro každý stav vstupu je potřeba  
mít připravenou odpovídající hodnotu výstupu. Jelikož jsou použity proměnné o velikosti 
18bit, potřebovali bychom 218 řádků paměti, což přesahuje možnosti použitého obvodu PGA. 
 
 Řešení problému spočívá v převodu nelineární sigmoidální funkce na funkci  
po částech lineární. Nejdříve bylo provedeno vymezení funkce v rozsahu <-6;6>,  
mimo tento interval se průběh funkce již téměř nemění, takže jej lze nahradit konstantní 
hodnotou. Z průběhu funkce je vybráno 512 vzorků (absolutní hodnoty) tak,  
aby byla celá oblast rovnoměrně pokrytá, současně vypočítáme gradient mezi jednotlivými 
vzorky. Tyto dva soubory dat, každý o velikosti 512 vzorků, celková velikost dat  
je tedy 512 * 18 = 9216 = 9 kbit. Pro uložení obou množin vzorků, bude tedy stačit jedna 
paměť BRAM. 18bit vstupní proměnná je rozdělena na 2 části po 9 bitech.  
Horní polovina tvořená bity 9 až 17 (MSB) je použita pro volbu dat ze souboru absolutních  
a gradientních hodnot. Výsledný výstup je poté určen jako součet násobku hodnoty gradientu 
a dolní poloviny bitů 0 až 8 (LSB) a absolutní hodnoty viz. Obrázek 16. Operace násobení  









Obrázek 16: Princip výpočtu výstupního signálu neuronu 
 
 Při návrhu výpočtu nelineární funkce je třeba brát v potaz i zpoždění jenotlivých 
bloků. Do cesty signálu je tedy potřeba vložit zpožďovací prvky (záchytné registry). 
Teoreticky by bylo možné vytvořit zapojení bez zpoždění, ale výsledná struktura  
by byla velmi rozsáhlá s nízkou maximální frekvencí. Záchytné registry jsou nejčastěji 
vytvořeny pomocí klopných obvodů typu D. Umístění zpoždění a šířka jednotlivých vodičů 



















Obrázek 17: Blokové schéma obvodu realizujícího nelineární funkci 
 
 Zpožďovací člen na vstupu a výstupu se používá kvůli správné synchronizaci signálu 
mezi bloky, díky čemuž může syntetizátor provést lepší optimalizaci, což ve výsledku  
vede k větší výsledné frekvenci. Registr ve větvi LSB vyrovnává zpoždění potřebné  
pro načtení hodnot z paměti BRAM. Zpoždění ve větvi s absolutní hodnotou (Abs) vyrovnává 
zpoždění násobičky DSP bloku. Při programování, byly s výhodou využity vnitřní záchytné 
registry DSP bloku. 
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3.3. Struktura neuronů 
 
 Každý neuron v navrhnuté UNS je tvořen jedním DSP blokem a blokem pamětí 
BRAM pracující jako paměť ROM. Na vstup DSP se přivádí odezva z předchozích vrstev 
UNS a odpovídající váha načtená z BRAM. Sčítání je vytvořeno pomocí vhodně nastaveného 
DSP bloku, kdy je výstup použit současně jako vstup sčítacího bloku. Z blokového schématu 
viz. Obrázek 18 vyplývá, že výstup (součet) je 48 bitový. Pro další použití je nutné  













Obrázek 18: Blokové schéma zapojení DSP bloku jako násobičky a akumulátoru 
 
 Nevýhodou je, že výpočet N vstupů neuronu, bude trvat N + 2 hodinových cyklů  
(2 hodinové cykly je zpoždění přenosu DSP bloku). Výše zmíněná nevýhoda je ale vyvážena 
možností provádět výpočet pro všechny neurony v jedné vrstvě najednou. Výhodu tohoto 
principu lze ukázat na následujícím příkladu. 
  
 Př. 20 neuronů v jedné vrstvě, každý má 30 vstupů. Předpokládejme,  
že výpočet trvá jeden hodinový cyklus a zanedbáme čas potřebný pro přepis proměnných. 
Výpočet v PC bude trvat 600vstupů30neuronů20 =⋅  hodinových cyklů.  
Výpočet v FPGA bude trvat 32230 =+  hodinových cyklů. 
Pokud budeme uvažovat, že perioda hodinového signálu bude pro PC i FPGA stejná,  
bude FPGA výpočet provádět 18x rychleji. 
 
 Další výhoda spočívá v možnosti provádět výpočet vrstvy nezávisle na ostatních 
vrstvách. Pokud vrstva dokončí výpočet a signál je předán do vrstvy následující, můžeme 
ihned začít s výpočtem pro nová vstupní data (podmínkou je, že předchozí vrstva  
již dokončila výpočet). Při vícenásobném výpočtu budou data na výstupu přicházet  
se zpožděním, jež bude úměrné době výpočtu vrstvy s nejvíce vstupy. 
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 Př. Třívrstvá dopředná neuronová síť s 30 vstupy, v každé vrstvě je 20 neuronů, vstupy 
každého neuronu jsou připojeny na všechny výstupy neuronů v předchozí vrstvě, potřebujeme 
vyhodnotit 2 po sobě jdoucí stavy na vstupech. 
Výpočet v PC bude trvat 28002)220202030( =⋅⋅⋅+⋅  hodinových cyklů 
Výpočet v FPGA bude trvat 108832)22232( =+⋅+  hodinových cyklů 
Pokud budeme uvažovat stejné podmínky jako v předchozím příkladu, bude výpočet v FPGA 
26x rychlejší. 
 
3.4. Princip výpočtu 
 
 Samotný výpočet neuronu probíhá v několika opakujících se  krocích. V prvním kroku 
se provádí součet všech vstupů násobených příslušnými váhami. Součet je prováděn z důvodu 
menší náročnosti na vytvářené struktury, jelikož lze použít pouze jeden DSP blok.  
Výběr příslušného vstupu a váhy je prováděn pomocí čítače a multiplexeru.  
Násobek je přičítán k minulým výsledkům. Po sečtení všech vstupů je výsledek převeden 
pomocí lookup tabulku na odpovídající výstupní hodnotu. Jednotlivé vrstvy jsou mezi sebou 
odděleny záchytnými registry, takže po zapamatování dat a po resetu DSP bloků,  
lze začít s novým výpočetním cyklem s novými vstupními daty.  
 
InicializaceVýpočet Převod Uložení výsledků
 
Obrázek 19: Postup provádění výpočtů ve vrstvě 
 
3.5. Struktura UNS 
 Všechny neurony v UNS jsou uspořádány do tří vrstev. Díky paralelnímu zpracování 
lze provést výpočet pomocí menšího počtu hodinových cyklů, než při klasickém výpočtu  
„po jednom“.  
 Obrázek 20 zobrazuje základní blokové schéma navržené UNS. Síť obsahuje pouze 
jeden vstup z důvodu, že je počítáno, že data budou uložena v některé z pamětí BRAM 
nebo budou přímo zasílána na vstup UNS. Počet propojení mezi vrstvami a počet výstupů 
závisí na požadované konfiguraci. Všechny bloky jsou řízeny pomocí společných řídících 











Obrázek 20: Blokové schéma vytvořené UNS 
 
 Obrázek 21 zobrazuje blokové schéma druhé skryté vrstvy a výstupní vrstvy. Narozdíl 
od vrstvy vstupní, je na vstupu použit multiplexer, kterým jsou postupně vybírány data 




























Obrázek 21: Blokové schéma 2. skryté vrstvy a výstupní vrstvy 
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3.6. Způsoby učení 
  
 Jak již bylo popsáno výše, úkolem učení UNS je přizpůsobit její reakci na vstupní 
signál našim potřebám. Principy učení lze rozdělit do dvou kategorií. V prvním případě, 
provedeme výpočet vah v externí aplikaci a tyto pak již jen nahrajeme do paměti UNS. 
V druhém případě provedeme učící proces přímo v cílovém obvodu. Navrhované UNS bude 
učena pomocí externí aplikace. 
 
3.6.1. Externí aplikace 
 Jedná se o nejjednodušší způsob učení UNS. Všechny váhové hodnoty všech neuronů 
se vypočítají v externí aplikaci (Matlab, jednoúčelové programy,...) a poté se jen zapíší  
do BRAM pamětí v obvodu FPGA. Výhodou tohoto postupu je jednoduchost a nenáročnost 
na zvolený obvod, jelikož není třeba integrovat další struktury. Nevýhodou je horší 
modifikovatelnost, kdy při každé změně musíme změnit vstupní parametry učící aplikace, 
vypočítat nové hodnoty vah a provést přeprogramování obvodu FPGA. Rychlost učení 
ovlivňuje použitý hardware, na kterém provádíme výpočty a vlastní použitý program.  
Výhoda externích aplikací spočívá i v případě sériové výroby, kdy provedeme učení jen 
jednou a poté již nahráváme soubor vah do každého obvodu. 
 
 Program Matlab je možné využít hlavně pro jeho univerzálnost a jednoduché možnosti 
změn parametrů celé UNS (počet neuronů, šířka proměnných, počet vrstev...)  
a možnosti volby formátu dat. Nevýhodou je malá rychlost zpracování a nutnost mít tento 
program nainstalovaný na PC. 
 
 Externí aplikace umožňují výběr programovacího jazyka, kdy můžeme vhodně 
zvoleným jazykem (např. jazyk C) dosáhnout velké rychlosti výpočtů.  
Výhodou je i přenositelnost programu, kdy je možné vytvořený program spustit i na jiném PC 
bez nutnosti instalace dodatečných vývojových prostředí. Nevýhodou je složitá změna 
parametrů v případě nutnosti změny UNS nebo horší možnosti volby použitého formátu dat. 
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3.6.2. Učení uvnitř cílového obvodu 
 
 Při učení uvnitř cílového obvodu budou hodnoty jednotlivých vah budou počítány 
přímo v obvodu FPGA. Výhodou je možnost využít výpočetní výkon obvodu FPGA,  
díky čemuž lze dosáhnout větší rychlosti výpočtu a modifikace jednotlivých vah.  
Dále není nutné přeprogramování celého obvodu v případě změny vstupních dat  
za předpokladu, že mají stejný formát na jaký byla UNS v obovdu vytvořena.  
Nevýhoda spočívá ve větší velikosti výsledné struktury, čímž dochází k omezení celkového 
počtu integrovatelných neuronů. Tento způsob není vhodný pro sériově vyráběná zařízení 
využívající UNS, jelikož je nutné provést učící proces až po nahrání programu do čipu. 
Nutností je i ukládání vah do stálé paměti například typu flash. Po vypnutí napájení dojde  
ke ztrátě dat uložených v RAM paměti a po opětovném zapnutí by bylo nutné provést nový 
učící proces. V případě vícenásobného učení lze očekávat problém s omezeným počtem 
přepisů flash pamětí, kdy může začít docházet ke ztrátě uložených dat. 
 
3.6.3. Princip učení v obvodu FPGA 
 
 Princip učení je obdobný jako učení v PC. Přesný postup závisí na druhu použité UNS 
a zvoleném učícím algoritmu. Dále je popsán způsob učení dopředné UNS pomocí algoritmu 
Error Back Propagation. 
 
 Učení pomocí tohoto algoritmu probíhá ve dvou základních krocích. V prvním kroku 
prochází signál od vstupu k výstupu a ve druhém prochází chyba směrem od výstupu  
na vstup. Chyba je určena jako rozdíl očekávaného a skutečného výstupu UNS a jednotlivé 
váhy jsou modifikovány právě pomocí jim odpovídající chyby. 
 
 Při implementaci učícího algoritmu je potřebné přidat, k již existující struktuře,  
další bloky zajišťující zpětný přenos chyby od výstupu ke vstupu. Z důvodu potřeby 
modifikace jednotlivých vah, bude potřeba provést přenastavení BRAM tak, aby pracovaly 
jako paměti RAM místo paměti ROM. 
 
 Modifikace bude provedena pomocí rovnic (15), (16) a (17). Ke zjištění hodnoty 
derivace v rovnici (15) lze s výhodou použít převrácenou (změníme pořadí sloupců) 
náhledovou tabulku použitou pro výpočet nelineární funkce. Vzhledem k nutnosti provést 
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velké množství výpočtů, je vhodné vyčlenit pro tento účel dva DSP bloky a jednu paměť 




 Z důvodu širšího využití byl při návrhu dbán důraz na možnost nastavení pomocí 
vstupních parametrů před syntézou UNS. Z důvodu zjednodušení je UNS koncipovaná  
jako třívrstvá s nastavitelným počtem vstupů a neuronů v každé vrstvě.  
 
 Při návrhu vznikl problém s generováním potřebných signálů pro propojení 
jednotlivých bloků a potřebného množství vstupů a výstupů v jednotlivých blocích.  
Pro propojení bloků s dalšími bloky nebo výstupy se musí v každém bloku definovat  
tzv. porty, na které se připojují požadované signálové vodiče. Použitý syntetizátor umožňuje 
pouze manuální vytvoření jednotlivých portů o definované šířce. Kvůli využití parametrizace, 
ale předem neznáme přesný počet potřebných vstupů a výstupů. Tento problém byl vyřešen 
vytvořením vlastního datového typu. Byl vytvořen datový typ pole umožňující parametrické 
nastavení počtu 18bit řádků viz. příloha 1. Jednotlivé neurony a paměti jsou poté vytvořeny  
a propojeny pomocí generačního for cyklu viz. Příloha 2. 
 
3.8. Výsledky simulací 
 
 Pro simulaci byla zvolena UNS o konfiguraci 10 vstupních neuronů, 5 neuronů v první 
skryté vrstvě, 5 neuronů ve 2. skryté vrstvě a 1 výstupní neuron. Pro názornost byly všechny 
váhy nastaveny na hodnotu 1, jako nelineární funkce byla použita funkce y = x.  
Maximální frekvence pro tuto konfiguraci byla 357,1 MHz, perioda hodinového signálu  
tedy může být maximálně 2,8 ns. 
 
 Obrázek 22 zobrazuje výsledek simulace. Výpočet začíná resetem celé UNS,  
jež je viditelný jako pulz na vývodu rst_in. Dokončení výpočtu se projeví jako pulz na vývodu 
en_out, v ten samý okamžik jsou na výstup sit_out zapsána data z výstupního neuronu.  
Data zůstávají na výstupu až do doby, kdy je dokončeno zpracování dalších vstupních dat.  
Po resetu se může na výstupu objevit jakýkoliv výsledek o čemž nás simulátor informuje 
hodnotou signálu „U“ (unknown). Toto je způsobeno faktem, že probíhá první výpočet  




 Správnost výpočtu je možné díky jednoduché nelineární funkci a konstantním 
hodnotám vah lehce ověřit. Ověření bude provedeno pro vstup s hodnotou 1. První skrytá 
vrstva počítá svůj výstup jako součet všech vstupů násobených vahami (je použito  
10 vstupních neuronů). 
10110.1 =⋅= vstupůy skryta  
 
 Druhá skrytá vrstva počítá svůj výstup jako součet všech výstupů předchozí vrstvy  
(první skrytá vrstva obsahuje 5 neuronů). 
505105.1.2 =⋅=⋅= skrytáskrytá yy  
 
 Výstupní vrstva spočítá výstup obdobně jako druhá skrytá vrstva (druhá skrytá vrstva 
obsahuje 5 neuronů). 
2505505.2 =⋅=⋅= skrytávýstupní yy  
 
Jak je vidět vypočítaná výstupní hodnota odpovídá hodnotě vypočítané. 
 
 Obrázek 23 zobrazuje zpoždění náhledové tabulky. Převod je možný jen ve chvíli,  
kdy en = ‚1‘. Dále je z obrázku patrné, že zpoždění signálu je 4 hodinové cykly,  
což při periodě 2,8ns odpovídá zpoždění 11,2 ns. V simulaci je též vidět, že odezva na adresu 
0 je „000100000000000000“, což odpovídá číslu 0,5, odezva na adresu 1  













Obrázek 22: Simulace funkce neuronové sítě 
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Obrázek 23: Simulace náhledové tabulky
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3.9. Ověření výsledků v praktické aplikaci 
 
 Pro demonstraci funkce byla zvolena jednoduchá funkce rozpoznání určitého 
černobílého obrazce viz. Obrázek 24. Jako vstup byl použit černobílý obrázek o rozměrech  
10x10 prvků.  
 
 Pro ověření byla použita UNS o konfiguraci 5 neuronů v 1. skryté vrstvě, 5 neuronů  
ve 2. skryté vrstvě a 1 výstupní neuron.  
 
 Pro trénink UNS byla použita množina 18 obrázků (trénovací množina)  
viz. Obrázek 25. Testování bylo prováděno pomocí množiny 5-ti obrázků (testovací 
množina) viz. Obrázek 26. 
 
 




Obrázek 25: Trénovací množina 
 
 
Obrázek 26: Testovací množina 
 
 Aby bylo možné provést výpočet je nejdříve nutné převést obrazce na tvar vhodný 
pro výpočet v UNS. Obrazce byly převedeny tak, že byly rozřezány po řádcích a poté 
přededeny na číselné vyjádření v pevné řádové čárce.  Po převodu tedy Bílý bod odpovídá 
hodnotě 0 a černý hodnotě 1 vyjádřené v pevné řádové čárce. Takovýto způsob vyjádření 
je výhodný pro případ, že nebudou použity černobílé obrázky, ale například obrázky  
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ve stupních šedi, kdy je poté možné hodnotami v rozsahu <0;1> vyjádřit intenzitu 
jednotlivých bodů. 
 
 Jako učící algoritmus byl zvolen algoritmus Error Back Propagation. Vyžadovaná 
odezva byla 0 (neodpovídající symbol) nebo 1 (odpovídající symbol) vyjádřené pomocí 
pevné řádové čárky. UNS byla učena v programu Matlab, až do dosažení hodnoty chybové 
funkce E = 5. Následně byl proveden export váhy do souborů, ze kterých budou poté 
načteny při syntéze UNS pro obvod FPGA. 
 
 Vstupní data jsou uložena do paměti BRAM, odkud jsou pak postupně čtena  
a zapisována na vstup UNS.  
 
 Pro ověření byla provedena simulace se dvěma znaky, jeden znak byl zvolen z učící 
množiny a druhý znak byl vytvořen mírně deformovaný. Obrázek 27 zobrazuje znaky 
použité pro ověření funkce. 
 
  
Obrázek 27: Dvojice znaků použitých pro ověření funkčnosti UNS 
 
 Výsledky simulace názorně ukazuje Obrázek 28. Jako první byl UNS předložen 
obrázek z trénovací množiny. Výstup o hodnotě 1 v pevné řádové čárce odpovídá 
očekávanému výsledku. Poté byl na vstup UNS poslán na deformovaný obrázek. Odezva 
byla "000110011010010101", což odpovídá číslu 0,80142. Je tedy možné tvrdit,  
že deformovaný obrázek se na 80% podobá obrázku učícímu. Dále je z obrázky vidět, že 
celý výpočet trval 567 ns, při periodě hodinového signálu 3 ns, což odpovídá maximální 
pracovní frekvenci 333,3 MHz. Ke zvýšení periody signálu došlo vlivem zvětšení potřebné 





Obrázek 28: Simulace naučené UNS pro dva různé vstupy 
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3.10. Využití modulu při řešení praktických aplikací 
 
 Výpočetní výkon obvodu FPGA by bylo možné použít například pro rozpoznávání 
vodorovného dopravního značení v surových satelitních datech pro kontrolu nebo revizi 
map a mapových podkladů. Musela by být použita rozsáhlejší UNS např. 20 – 10 – 10 
(počet neuronů v 1. skryté vrstvě – 2. skryté vrstvě – výstupní vrstvě). Z obrázku by byly 
postupně vybírány výřez o rozměrech 100x100 pixel v nichž by byly vyhledávány 
požadované symboly. Pro správné rozlišení hledaných vzorů bude navíc potřeba provést 
rotaci o 360° po 1°. Pokud zanedbáme snižování frekvence při zvyšování velikosti UNS, 
výpočet jednoho výřezu bude trvat přibližně 30 us. 
 










Při výpočtu v PC vy bylo nutné provést  
20030010101020100100 =⋅+⋅+⋅  výpočetních operací.  
 






200300 ≈⋅=  
 




Fotka 1 MPx 3,8 s 1,3 s 
Fotka 10 MPx 38 s 11,4 s 
Mapa 1 GPx 1 h 19 min 
Mapa Brna 3,2 GPx 3,4 h 1 h 
Satelitní snímek 10 GPx 10,5 h 3,2 h 
 
 Z výsledků uvedených v tabulce 1 vyplívá, že výpočet v obvodu FPGA  
bude probíhat 3x rychleji. Dalšího zrychlení by bylo možné dosáhnout použitím  






 Tato diplomová práce se zabývá efektivním návrhem obvodu umělé neuronové sítě 
s důrazem na co největší využití paralelizace a výpočetního výkonu obvodu FPGA řady 
Virtex-5. 
 
 V teoretickém úvodu jsou uvedeny základní informace týkající se neuronových sítí, 
jejich struktury, způsobu propojení neuronů, princip funkce nebo možnosti učení.  
Dále je práce věnována základnímu popisu jazyka VHDL a obvodů FPGA včetně 
některých speciálních struktur. 
  
 Praktická část popisuje použitý formát proměnných, způsob vytváření nelineární 
funkce, princip výpočtu, návrh možností učení umělé neuronové sítě, princip a možnosti 
parametrizace. 
 
 V jazyce VHDL byl vytvořen popis umělé neuronové sítě se třemi vrstvami  
a proměnným počtem neuronů v každé vrstvě. Učení neuronové sítě lze provést v některém 
externím programu, který nám vygeneruje potřebné hodnoty vah a při syntéze budou tyto 
hodnoty pevně zapsány do paměti. K ověření funkčnosti bylo zvoleno jednoduché 
rozpoznávání symbolů pomocí UNS o konfiguraci 5 – 5 – 1 (počet neuronů v 1. skryté 
vrstě – 2. skryté vrstvě – výstupní vrstvě). 
 
 Výhody zjištěné rychlosti výpočtu byly poté ukázány i na příkladu s vyhledáváním 
a rozpoznáváním vodorovného značení na satelitních snímcích s vysokým rozlišením.  
Byl proveden kvalifikovaný odhad doby potřebné pro zpracování snímků o různém 
rozlišení v PC a v obvodu FPGA. Z výsledků vyplívá, že UNS implementovaná do obvodu 
FPGA Virtex-5 je schopna provádět výpočty 3x rychleji než běžné PC. Toto vede k úspoře 
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Příloha 1. Vytvořený typ parametricky nastavených proměnných 
Příloha 2. Ukázka způsobu parametrického generování neuronů a příslušné paměti vah 








package pArray is 
 subtype pole is std_logic_vector(17 downto 0) ; 
 type portArray is array (integer range <>) of pole ; 






  for n in 0 to (nmbr_neur - 1) generate 
 neuron : entity work.neur port         
 map(vaha_neur(n), vstup_in, clk,rst, en, en_out, out_s(n)); 
 pam_neur : component vahy  
  generic map(n, cnt_range, "init_skryt_1.data", nmbr_neur) 
  port map(cnt, rw, clk, vaha_neur(n)); 
 out1(n) <= out_s(n);  
  end generate gen_neuronu; 
 
