The rate of directional environmental change may have profound consequences for evolutionary dynamics and outcomes. Yet, most evolution experiments impose a sudden large change in the environment, after which the environment is kept constant. We previously cultured replicate Saccharomyces cerevisiae populations for 500 generations in the presence of either gradually increasing or constant high concentrations of the heavy metals cadmium, nickel, and zinc. Here, we investigate how each of these treatments affected genomic evolution. Whole-genome sequencing of evolved clones revealed that adaptation occurred via a combination of SNPs, small indels, and whole-genome duplications and other large-scale structural changes. In contrast to some theoretical predictions, gradual and abrupt environmental change caused similar numbers of genomic changes. For cadmium, which is toxic already at comparatively low concentrations, mutations in the same genes were used for adaptation to both gradual and abrupt increase in concentration. Conversely, for nickel and zinc, which are toxic at high concentrations only, mutations in different genes were used for adaptation depending on the rate of change. Moreover, evolution was more repeatable following a sudden change in the environment, particularly for nickel and zinc. Our results show that the rate of environmental change and the nature of the selection pressure are important drivers of evolutionary dynamics and outcomes, which has implications for a better understanding of societal problems such as climate change and pollution.
Introduction
In nature, organisms typically live in changing environments. Long-term population persistence in the face of such change requires either migration to more favorable habitats, or in situ phenotypic or genetic adaptation (Burger and Lynch 1995) . One specific scenario of environmental change that is of particular current relevance is directional environmental change, with global climate change and human-induced pollution as prominent examples. The rate of directional environmental change may have profound consequences for population persistence (Gonzalez and Bell 2013; Lindsey et al. 2013) , as well as for evolutionary dynamics and outcomes (Collins and de Meaux 2009; Toprak et al. 2012; Morley et al. 2015 ). Yet, most experimental evolution studies focus exclusively on how populations adapt to a sudden large change in the environment, after which the environment is kept constant (Collins 2011; Barrick and Lenski 2013) .
Several predictions exist about how different rates of environmental change affect the course and outcome of evolution. Most of these predictions fall within the framework of the so-called moving optimum model. This model regards adaptation to directionally changing environments as the evolution of a quantitative trait under stabilizing selection with a moving optimum (Kopp and Hermisson 2007 , 2009a , 2009b . The main prediction from this model is that adaptation to gradual change occurs through the repeated fixation of mutations of intermediate phenotypic effect, while adaptation to a sudden large change in the environment occurs through the fixation of fewer mutations of relatively large phenotypic effect. Because mutations of smaller phenotypic effect are more abundant, this would cause evolution to follow more diverse pathways under gradual change. Additionally, it has been suggested that because genetic interactions between mutations of smaller effect are weaker (Schenk et al. 2013; Schoustra et al. 2016 ), evolution will be less constrained under gradual change, so that under this regime populations will be able to reach higher fitness (Collins and de Meaux 2009) .
While the moving optimum model is useful from a conceptual perspective, it has the drawback of focusing on the relationship between an, often unknown, phenotype under selection and fitness. This makes it problematic to perform dedicated empirical tests. Furthermore, it ignores cases where the optimal phenotype does not change linearly with the intensity of the selection pressure (but note Matuszewski et al. [2014] ). To overcome these limitations, we recently proposed to consider evolution in directionally changing environments within a genotype-by-environment (GxE) framework (Gorter et al. 2016) . Specifically, we distinguished between two alternative scenarios, magnitude and re-ranking GxE. Under magnitude GxE, the same genotypes will be selected at different intensities of the selection pressure, but selection is stronger at higher intensities. This should cause evolution to use the same mutations for adaptation under gradual and abrupt change. Conversely, under re-ranking GxE, the fitness ranking of genotypes changes across environments, and hence different genotypes will be selected at different intensities of the selection pressure. This should cause different mutations to be used for adaptation under different rates of environmental change. Additionally, because under gradual change different mutations are selected at different periods during the adaptive process, the window of selection for each individual mutation will be smaller, thus leading to more diverse evolutionary outcomes. Which of these two scenarios applies, and to what extent, will depend on the nature of the selection pressure (Gorter et al. 2016) .
In the present study, we investigate how different rates of environmental change affect the genomics of adaptation in experimentally evolved populations of the baker's yeast Saccharomyces cerevisiae. We previously cultured replicate yeast populations for 500 generations in the presence of either gradually increasing or constant high concentrations of the heavy metals cadmium (Cd), nickel (Ni), and zinc (Zn; Gorter et al. 2016) . Heavy metals are important environmental contaminants that are required for the maintenance of protein structure and function, but they can also be highly toxic (Boyd 2010; Wysocki and Tamas 2010) . Cd is a nonessential heavy metal, not required for growth, which confers increasing toxicity symptoms at increasing concentrations. Conversely, Zn is an essential heavy metal: it is needed in small amounts, and becomes increasingly toxic only beyond an optimal concentration. Finally, Ni has an intermediate position: S. cerevisiae likely does not require appreciable quantities of this element for proper functioning (Bleackley and MacGillivray 2011) , but Ni becomes toxic at comparatively high concentrations only (Soares et al. 2003) . We suggested that these different biological properties of the metals would correspond with different types of GxE (Gorter et al. 2016) . That is, for Cd we predicted that magnitude GxE would be more important, because the same evolutionary solutionreduction of the internal Cd concentration-should be favored at all concentrations, but more strongly so at high concentrations. On the other hand, for Zn, we predicted that re-ranking GxE would be more important, because different evolutionary solutions are required at different external metal concentrations to maintain a low internal metal concentration. For Ni, predictions are less straightforward. However, because Ni is toxic at high concentrations only, different evolutionary solutions should be favored at different external concentrations. This led us to predict that re-ranking GxE would play a significant role for this metal as well.
Fitness assays on the evolved populations at different metal concentrations supported our predictions and provided evidence for magnitude GxE for Cd, and re-ranking GxE for Ni and Zn, respectively (Gorter et al. 2016) . Moreover, these assays showed that gradual and abrupt change led to similar fitness improvements at the final high metal concentration. Here, we analyze the genomes of single clones isolated at the final time point of our evolution experiment to test three specific predictions. First, we test the prediction following from the moving optimum model that gradual environmental change leads to the selection of more mutations (of presumably smaller phenotypic effect) than rapid change. Second, we test the prediction following from our GxE framework that mutations in the same genes are involved in adaptation to Cd under both regimes, while mutations in different genes are used for adaptation to Ni and Zn. Third, we test the prediction following from the GxE framework that gradual environmental change leads to less parallel evolution than rapid change in the case of Ni and Zn. To the best of our knowledge, our study provides the first direct test of the effect of different rates of environmental change on genomic evolution in a living organism.
Results
We previously evolved 42 haploid populations of the baker's yeast S. cerevisiae for $500 generations in the presence of either gradually increasing or constant high concentrations of the heavy metals Cd, Ni, or Zn (Gorter et al. 2016 ; see "Materials and Methods" section for details). Fitness assays of the evolved populations in the presence of different metal concentrations showed: 1) no effect of the rate of environmental change on total fitness improvement in the presence of the final high metal concentration, and 2) quantitative effects of metal concentration on fitness for Cd (magnitude GxE), but qualitative effects leading to fitness re-ranking for Ni and Zn (re-ranking GxE). At the final time point of this experiment, we isolated a single clone from each replicate population for genomic analysis.
Diploidization
A major change that is commonly observed in evolution experiments with haploid yeast strains is diploidization (Oud et al. 2013; Hong and Gresham 2014; Voordeckers et al. 2015) . To assess whether this occurred in our populations, we used flow cytometry, which indicated that indeed the majority of evolved clones had become diploid (supplementary fig. S1 , Supplementary Material online). Ploidy levels deviating from this general pattern were observed in the majority of the lines that had been exposed to high Zn, which remained haploid, and in a subset of the lines that had been exposed to increasing Cd concentrations, which attained an even higher ploidy level (figs. 1 and 2).
Number of Mutations
Next, we isolated genomic DNA from all evolved clones, as well as from the ancestral strains, and used paired-end wholegenome sequencing to identify additional genetic changes underlying adaptation to each of the selective environments. SNP and small indel calling revealed that evolved clones had acquired on average 5.1 such mutations: 2.1 homozygous and 3.0 heterozygous ones ( fig. 1 ). The number of SNPs and indels Gorter et al. . doi:10.1093/molbev/msx185 MBE per clone was affected by the metal used (v 2 ¼ 20.41, df ¼ 2, P < 0.0001), with Cd clones containing the highest and Zn clones containing the lowest number of such mutations (7.3 and 3.2 mutations on average, respectively). This finding may be explained by the relative mutagenic effect of each of these metals, which is highest for Cd and lowest for Zn (Leonard et al. 1986; Fletcher et al. 1994; Jin et al. 2003) . The rate of environmental change had no effect on the total number of SNPs and indels (v 2 ¼ 0.02, df ¼ 1, P ¼ 0.88),that is, we did not find support for the prediction from the moving optimum model that gradual environmental change leads to the selection of more mutations than abrupt change. Because we are dealing with low numbers of mutations, it is possible that we lack the statistical power to determine that more mutations were selected in response to gradual change. However, adding rate of change as a factor to the previous model shows that the number of mutations in clones from the gradual treatment is 0.98 times that of the number of mutations in clones from the sudden treatment, with a fairly narrow 95% confidence interval (0.73-1.32 times), indicating reasonable power.
Because the metals that we used have different mutagenic effects, it is possible that our treatments differentially affected the relative fraction of functional and nonfunctional mutations. If this were the case, our treatments may have had a different effect on the number of adaptive substitutions than on the total number of mutations. To assess this possibility, we tested whether the number of putatively functional (i.e., nonsynonymous and promoter) mutations depended on treatment as described above. This revealed that the qualitative effect for the total number of mutations also held for the number of putatively functional mutations: metal had a significant effect on this (v 2 ¼ 9.69, df ¼ 2, P ¼ 0.0079; Cd clones contained the highest and Zn clones contained the lowest number of such mutations), but rate of change did not (v 2 ¼ 1.20, df ¼ 1, P ¼ 0.27). The same was true for the total number of mutations when diploidization and other largescale chromosomal changes were included in the definition (see below for further discussion; effect of metal: v 2 ¼ 21.65, df ¼ 2, P < 0.0001; effect of rate of change: v 2 ¼ 2.78, df ¼ 1, P ¼ 0.10). In conclusion, we find a robust effect of only metal on the number of mutations.
Identity of SNPs and Small Indels
While all synonymous and promoter mutations occurred in unique genomic regions (i.e., never in the same gene, or in the same 500-bp region upstream of a gene), a substantial part of all nonsynonymous mutations occurred in genes that were mutated in two or more replicate lines ( fig. 2 ; supplementary table S1, Supplementary Material online). Such parallel evolution at the gene level is commonly observed in microbial experimental evolution studies and provides strong evidence Genomics of Adaptation in Experimental Yeast Populations . doi:10.1093/molbev/msx185 MBE for the adaptive benefit of these mutations (Barrick et al. 2009; Kvitek and Sherlock 2011; de Kok et al. 2012; Tenaillon et al. 2012 Tenaillon et al. , 2016 Toprak et al. 2012; Lang et al. 2013; Kryazhimskiy et al. 2014) . The majority of the mutations that we found in these multi-hit genes are loss-of-function mutations (i.e., stop codon or frameshift mutations), while the effect of all other mutations is predicted to be deleterious based on changes in sequence similarity to a set of homologous protein sequences (PROVEAN score < À2.5 in all cases [Choi et al. 2012 Gorter et al. . doi:10.1093/molbev/msx185 MBE to the metals that we used (Dsmf1/Dfet4: þ Cd resistance [Ruotolo et al. 2008] , Dvip1/Dbul1/Dvtc4: þ Ni resistance [Ruotolo et al. 2008; Arita et al. 2009]) or have increased overall performance in rich nutrient media similar to the medium that we used (Dwhi2; Qian et al. 2012) .
Based on our GxE framework, our second prediction was that the same mutations would be selected at increasing versus constant high concentrations of Cd, while different mutations would be selected at different rates of change for Ni and Zn. To assess this prediction, we determined the fraction of putatively functional (i.e., nonsynonymous or promoter) mutations that was in a gene that was also hit in the populations exposed to the other regime of change for the same metal. For Cd, this fraction was significantly larger than for both other metals ( fig. 2 ; F 2,33 ¼ 78.33, P < 0.0001). In fact, the majority of Cd lines had acquired mutations in the same two genes, SMF1 and FET4, irrespective of the rate of change, while lines exposed to increasing versus constant high concentrations of Ni and Zn did not share any mutations at the gene level. This same pattern also held at the functional level: while two out of the three top gene ontology (GO) Slim terms (ion transport and cellular ion homeostasis) were shared between increasing and constant high levels of Cd, none out of three were shared between increasing and constant high levels of Ni or Zn (supplementary table S3, Supplementary Material online).
Repeatability of Evolution
The third prediction we set out to test is that evolution is more repeatable at high concentrations of Ni and Zn than at increasing concentrations of these metals. For the Cd treatments, we had no clear a priori expectations about relative repeatability; that is, the same mutations are predicted to be selected under both rates of change for this metal, but the likelihood of their fixation depends on their relative benefit at different concentrations (Gillespie 1984) . To quantify repeatability, we used the fraction of putatively functional mutations that occurred in multi-hit genes. Neither the interaction between metal and rate of change (v 2 ¼ 1.31, df ¼ 2,
had a significant effect on repeatability. Conversely, rate of environmental change had a significant effect on repeatability across the three metals (v 2 ¼ 4.76, df ¼ 1, P ¼ 0.029), with more rapid change increasing the fraction of putatively functional mutations found in multi-hit genes. In line with our expectations, this increase was particularly pronounced in the case of Ni and Zn (fraction of putatively functional mutations in multi-hit genes at increasing versus constant high concentrations: Cd: 0.30 vs. 0.39; Ni: 0.08 vs. 0.30; Zn: 0.14 vs. 0.35). In fact, the difference in repeatability for the Cd lines appears to be driven almost entirely by several putative promoter mutations that were present in a single copy in poly A stretches in the triploid and tetraploid lines from the increasing treatment, which are unlikely to be functional mutations. Excluding these mutations from our analyses changes the fractions for increasing versus constant high Cd concentrations to 0.40 versus 0.39.
Large-Scale Copy Number Variations
Relative read depth analysis on mapped reads from ancestral and evolved clones revealed that, in addition to ploidy changes, several clones had acquired other large-scale structural changes ( fig. 3, supplementary fig. S2 and table S4, Supplementary Material online). CNV events comprising parts of chromosomes were generally bordered by retrotransposons (six out of seven times), suggesting that CNVs typically arose through homologous recombination between such elements (Dunham et al. 2002; Mieczkowski et al. 2006) . In fact, some of the specific breakpoints that we observed were previously identified as mitotic recombination hotspots (Lemoine et al. 2005) . Large-scale structural changes were most frequent in clones that had evolved in the presence of increasing levels of Cd: four out of six clones from this treatment had lost or gained (large parts of) entire chromosomes ( fig. 3 ). The same chromosomes (I, III, and XIV) repeatedly featured in these events, although the direction of change (loss or gain) was not always consistent. An interesting case in this respect is chromosome III: in two replicate lines, the leftmost part of this chromosome was present at a higher copy number than the rightmost part, while a copy of the entire chromosome was lost in another population. This raises the possibility that there is selection for a higher copy number of gene(s) residing on the left part of this chromosome, which is counteracted by selection for a lower copy number of gene(s) residing on the right part of this chromosome. We used the Yeastmine tool (Balakrishnan et al. 2012) to identify candidate genes matching these criteria. This revealed that the left part of chromosome III is home to GEX1, a gluthatione exchanger that increases Cd resistance upon overexpression (Dhaoui et al. 2011) . Conversely, there is no gene in the right part of chromosome III whose deletion is known to increase Cd resistance, although this region does contain several genes whose deletion increases resistance to other metals such as manganese, nickel, and zinc (Ruotolo et al. 2008; Dziedzic and Caplan 2011; Chesi et al. 2012) . Another potential explanation for the repeated loss of the right part of chromosome III is that it contains the mating type locus. Loss of this locus allows cells to mate with other cells of the same mating type (Lemoine et al. 2005 ) and thus increase in ploidy, which may be advantageous under certain environmental conditions. While CNVs were less common in the other treatments, one of the clones that evolved in the presence of increasing Ni concentrations acquired an extra copy of chromosome XII (supplementary table S4 and fig. S2 , Supplementary Material online). This chromosome contains the EMP70 gene, which increases Ni resistance when overexpressed (Hegelund et al. 2010) . Visual inspection of relative read depth plots pointed towards two additional putative cases of CNVs that were neglected by our stringent settings, but likely represent real events (clone CI3, chromosome IV 884000-981200 [loss]; clone ZI3, chromosome XII 594400-654000 [gain]). Consistent with previous studies (Kumaran et al. 2013) , we found that shorter chromosomes were more likely to feature in CNV events (v 2 ¼ 9.33, df ¼ 1, P ¼ 0.0022). This may be explained by the fact that the copy number change of a Genomics of Adaptation in Experimental Yeast Populations . doi:10.1093/molbev/msx185 MBE shorter region involves fewer genes and is thus less likely to confer antagonistic pleiotropic effects.
Mutant Reconstruction
Our results suggest that adaptation to the selective environments was mediated by a combination of SNPs, small indels, and whole-genome duplications and other large-scale structural changes. To investigate the role that each of these types of genetic change, as well as their interactions, play in adaptation, we focused on four genetic changes that occurred repeatedly in the Cd lines: loss-of-function mutations in the metal importers Smf1p and Fet4p, diploidization, and additional copies of the left arm of chromosome III. To approximate the effects of each of these four changes, we knocked out SMF1 and FET4 in the ancestral genetic background, mated MATa strains with their nearly isogenic MATa counterpart to create diploids, and used a centromeric-low copy number-plasmid to introduce extra copies of GEX1 under the control of its native promoter (pGEX; we confirmed that this specific gene was indeed present at a higher relative copy number in our evolved clones with the bioinformatics equivalent of a qPCR analysis (Gerstein et al. 2015 ; See "Materials and Methods" section for details). Additionally, we generated mutant strains in which these mutations were combined in the same way as in the evolved clones, plus several potential evolutionary intermediates, to assess whether the effect of each of the mutations depended on the presence of the other-relevant-mutations.
Competition assays with a differently marked ancestor revealed that, in the absence of Cd, neither of the knockout mutations had an effect on fitness ( fig. 4 , Dsmf1: F 1,29 ¼ 0.56, P ¼ 0.46; Dfet4: F 1,28 ¼ 0.12, P ¼ 0.73), while diploidization provided a fitness advantage (F 1,30 ¼ 34.20, P < 0.0001), and introduction of pGEX conferred a fitness disadvantage (F 1,30 ¼ 32.91, P < 0.0001). Conversely, in the presence of the final high concentration of Cd, Dsmf1 increased relative fitness ( fig. 4 ; F 1,28 ¼ 47.88, P < 0.0001), irrespective of the genetic background. This effect was codominant, that is, fitness increase in the heterozygous state was half of that in the homozygous state (an additive [continuous] model performed no worse than a model with separate factor levels). Conversely, we did not find a significant increase in fitness for the Dfet4 mutation (F 1,27 ¼ 3.12, P ¼ 0.089), which may be explained by its relatively subtle effect in combination with the large error in our measurements, or by the fact that the hygromycin marker that these mutants carry (nonsignificantly) reduces fitness in the presence of high concentrations of Cd (t ¼ À3.544, df ¼ 2, P ¼ 0.071; data not shown). The MBE effects of diploidization and pGEX1 introduction were mutually dependent (F 1,28 ¼ 11.44, P ¼ 0.0021): by itself, diploidization is neutral, and pGEX1 introduction detrimental, but the combination of these mutations provides a strong selective advantage in the presence of Cd.
Discussion
We studied how the rate of directional environmental change affects genomic evolution using experimental evolution of Cd, Ni, and Zn tolerance in S. cerevisiae. Whole-genome sequencing revealed that evolved clones carried combinations of SNPs, small indels, and whole-genome duplications and other large-scale structural changes. Based on previous analyses of evolved isolates and predictions from theory (Kopp and Hermisson 2007 , 2009a , 2009b Gorter et al. 2016) , we used this genomic information to test the following predictions: 1) Gradual environmental change leads to the selection of more mutations than sudden change, 2) different mutations are used for adaptation under different rates of environmental change for Ni and Zn, but not for Cd, and 3) evolution is more repeatable following sudden change for Ni and Zn. Our results do not support the first prediction, and instead show that gradual and abrupt change led to the substitution of similar numbers of mutations. In contrast, we did find support for our second prediction: mutations in the same genes were used for adaptation to both gradual and abrupt increase in concentration of Cd, while mutations in different genes were used for adaptation to different rates of change for Ni and Zn. Finally, in support of our third prediction, we found that evolution was more repeatable following a sudden change in the environment, particularly for Ni and Zn. These results are in line with our previous phenotypic results (Gorter et al. 2016) , and show that the rate of environmental change and the nature of the selection pressure are important determinants of evolutionary dynamics and outcomes.
Our results can be explained by the properties of the metals that we used. Cd is a nonessential metal, which is toxic already at comparatively low concentrations. Consequently, we predicted that for this metal the same evolutionary solution, reducing the internal metal concentration to a minimum, would be favored under both regimes of environmental change. Indeed, evolution of Cd tolerance repeatedly occurred through loss-of-function mutations in two of the main metal importers through which Cd can enter the cell, Smf1p and Fet4p (Wysocki and Tamas 2010) . While in theory upregulation of Cd export should confer the same phenotype, laboratory strains of S. cerevisiae carry a nonfunctional version of the Cd exporter Pca1p (Adle et al. 2007 ), which presumably constrains adaptation via this route. In our previous study, we found that fitness increase was delayed under gradual increase in Cd concentration (Gorter et al. 2016) . This implies that even if the same mutations were selected under both rates of change, this happened more slowly under gradual change, because selection is weaker at lower external metal concentrations.
In contrast to Cd, Ni and Zn are toxic for yeast at high concentrations only (Gadd 1993; Bleackley and MacGillivray 2011) . We thus hypothesized that different evolutionary solutions would be favored at different external concentrations (Samani and Bell 2010) . In line with this, for Ni and Zn we found no overlap between the mutations used for adaptation to gradual and abrupt change, when defined at either the gene or the functional (GO Slim) level. Furthermore, the function of the genes involved in adaptation to Ni and Zn was less directly related to metal transport and processing, but rather to processes such as vacuolar transport and ubiquitination. For Zn, this is consistent with the requirement to keep the intra-cellular level of this metal within specific limits, rather than reduce it to a minimum. For Ni, it suggests that tolerance has a fundamentally different genetic architecture than Cd tolerance. For example, Ni tolerance may have more mutational targets, with more subtly different effects, or it may be associated with stronger tradeoffs because of the chemical properties of this element (e.g., Ni, iron, and cobalt have very similar chemical properties, and Ni tolerance may thus invoke trade-offs with iron and cobalt homeostasis).
A notable finding from our study is that evolution in gradually changing environments is less repeatable. That is, the fraction of putatively functional mutations that was in multihit genes was significantly smaller under gradual change. This effect was particularly pronounced for Ni and Zn, and can be understood by thinking of evolution under gradual change as evolution on continuously changing fitness landscapes. The time window for selection of beneficial mutations will be reduced under such circumstances, and consequently the outcome of the selective process will be more divergent. A previous study, in which E. coli was exposed to increasing concentrations of the antibiotic rifampicin, similarly found genotypic evolution to be more repeatable following faster environmental change (Lindsey et al. 2013 ). Conversely, a virus undergoing a gradual or abrupt shift to a novel host used more diverse mutations for adaptation when it was transferred to this host at once (Morley et al. 2015) . However, this study did not involve intermediate environments in the true sense, but instead changed the ratio between permissive and novel host cells over time. In such patchy environments, evolution is likely constrained by trade-offs between performance on different hosts, thus selecting for the subset of generalist mutations that simultaneously increase performance on both resources (Bailey et al. 2015) .
Some of our results are consistent with predictions from the moving optimum model ( . This model predicts that different mutations are selected at different rates of environmental change, and that adaptation is more divergent under gradual than abrupt change. This is indeed what we found for Ni and Zn. However, this is not the case for Cd, underscoring that the model is applicable to some scenarios of directional environmental change only (the authors of the model also discuss this, among others in relation to the evolution of antibiotic resistance; Kopp and Hermisson 2009b) . Moreover, the rate of change did not affect the number of mutations in our evolved clones for any of the metals, while the model predicts that more mutations are selected under gradual change. A possible explanation for this discrepancy is that our experimental conditions differ from those assumed under the model (which in its basic form regards relatively small populations of sexual organisms). Crucially, in our case clonal interference likely played an important role, and this should have led to the fixation of fewer mutations of larger effect each per unit time (Gerrish and Lenski 1998) . If strong enough, such effect could have "swamped" the more modest difference in the number of mutations resulting from gradual versus abrupt increase in metal concentration. Nonetheless, the authors of the moving optimum model also explore how linkage (absence of recombination) affects their predictions (Kopp and Hermisson 2009a,b) , and they find that its impact (i.e., increase in phenotypic effect size of fixed mutations) is strongest when the environment changes most rapidly. This leads to the opposite prediction that clonal interference increases the difference in the number of mutations resulting from gradual versus abrupt change.
Clonal interference does not only affect which mutations are selected, it can also cause deleterious mutations to hitchhike along with adaptive mutations, and such "genetic draft" is particularly pronounced for adaptive mutations that confer large fitness advantages (Neher 2013; Good and Desai 2014) . Although we do not know the fitness effects of all mutations observed, the fraction of putatively nonadaptive (intergenic þ synonymous) mutations in our evolved clones was smaller following abrupt change (F 1,34 ¼ 5.23, P ¼ 0.029), which argues against increased hitchhiking under abrupt change as the explanation for our findings. An alternative explanation for the discrepancy between our findings and the predictions from the moving optimum model is that the genetic architecture of metal tolerance under our experimental conditions differs from the one assumed under the model. This would also explain why we were unable to find support for two other predictions from the model. The first of these is that the mutations selected under increasing concentrations of Ni and Zn confer a smaller change in some important trait under selection than the mutations used for adaptation to constant high concentrations of these metals. While we cannot directly test this prediction, our results do not appear to provide evidence for it, because the mutations used under different rates of change fall in different functional categories. Similarly, in contrast to what is predicted by the model, a more gradual change in the environment does not result in better adaptation (Gorter et al. 2016 ). Taken together, our results provide limited Gorter et al. . doi:10.1093/molbev/msx185 MBE support for the moving optimum model as a unifying framework explaining adaptation to directionally changing environments.
A result we did not anticipate, and that substantially complicated our analyses, was that most of our evolved lines had become diploid; some lines that evolved in the presence of Cd even became triploid or tetraploid. This likely occurred via failed cytokinesis or spurious mating between yeast cells of the same mating type (Ono et al. 1990; Lemoine et al. 2005; Jin et al. 2011; Storchova 2014 ). Several previous experimental evolution studies using a variety of selective environments have also reported diploidization (Oud et al. 2013; Hong and Gresham 2014; Voordeckers et al. 2015) . A systematic screen revealed that benefits from a reduced surface-tovolume ratio of diploid cells, caused by their larger size, are likely of limited general importance in the presence of toxins (Zorgo et al. 2013) . Instead, it appears that diploidy is the ancestral state upon which yeast converges repeatedly (Mable and Otto 2001; Gerstein et al. 2006; Selmecki et al. 2015) . Even if diploidization was common in our evolution lines and provides a benefit in the absence of metals ( fig. 4) , it likely occurred as a secondary adaptation, because most of the-presumably driving-mutations in multi-hit genes were present in the homozygous state ( fig. 2) . Note, however, that repeated loss of heterozygosity should have the same result (Andersen et al. 2008; Llorente et al. 2008) . Diploidization also has consequences for subsequent evolution: it essentially doubles the mutation rate, but at the same time reduces the efficiency of selection . Predicting the joint effect of these processes is complicated, although diploidization may provide an immediate advantage in the presence of mutagens by masking partially recessive deleterious mutations (Mable and Otto 2001; Thompson et al. 2006) , and can significantly change the spectrum of mutations used for adaptation (Anderson et al. 2003 (Anderson et al. , 2004 .
In addition to a shift in ploidy level, we observed several other large-scale copy number changes. These changes were most frequent in triploid and tetraploid lines, consistent with polyploidy being an unstable transient state in which organisms lose chromosomes over time to revert back to a diploid state (Fujiwara et al. 2005; Gerstein et al. 2006 Gerstein et al. , 2008 Sheltzer et al. 2011; Storchova 2014) . The fitness effects of aneuploidy and large chromosomal changes strongly depend on environmental conditions, and often result from a change in expression of one or a few key genes (Tan et al. 2013; Sunshine et al. 2015) . The copy number changes involving the left arm of chromosome III that we observed under increasing Cd show a strong resemblance to naturally occurring largescale rearrangements that affect CUP1 and CUP2, two genes involved in copper tolerance (Chang et al. 2013) . That is, these rearrangements are also variable in length, but always contain the CUP loci, and are bordered by retrotransposons. Several previous experimental evolution studies have found that gene amplification can contribute considerably to adaptation (Brown et al. 1998; Sun et al. 2009; Araya et al. 2010; Hong and Gresham 2014) . Although we did not detect amplifications at the single gene level, these findings, together with our analyses of constructed strains overexpressing GEX1 (fig. 4) , do support our hypothesis that the chromosome III CNVs were selected because they increase GEX1 expression.
To determine how the different types of observed mutations (i.e., SNPs/small indels, polyploidization, and CNVs) combine to increase fitness, we constructed mutants carrying combinations of four mutations frequently found in the Cd lines. Fitness assays confirmed that all four mutations contributed to performance in the selective environment (our diploid reconstruction mutants were MATa/MATa, while our evolved clones are most likely MATa/MATa. Such difference in zygosity may affect fitness (Birdsell and Wills 1996) . However, these effects are probably small (on the order of 0-2%) and thus unlikely to fundamentally alter our conclusions). Crucially, mutational effects depended significantly on the genetic background, the assay environment, and the interaction between these factors (i.e., GxGxE ; Remold 2012; de Vos et al. 2013; Flynn et al. 2013; Lindsey et al. 2013 ). This implies that evolutionary trajectories may be highly contingent on the specific scenario of environmental change, even when the same mutations are used for adaptation. In our case, in the absence of Cd, Dsmf1, and Dfet4 did not affect fitness, while diploidization had a beneficial, and increased GEX1 expression a detrimental effect. In contrast, in the presence of high concentrations of Cd, Dsmf1 conferred a large fitness increase. Dfet4 and diploidization did not have a significant effect in this environment, while introduction of extra copies of GEX1, hypothesized to have driven selection of the chromosome III CNVs, had a detrimental effect in isolation. Conversely, the combination of diploidization and increased GEX1 expression was beneficial. It should be noted though, that these results may depend to some extent on the effective concentration of Cd, which was considerably lower in the current study relative to our previous one (Gorter et al. 2016 ) (see Appendix A2). It seems therefore plausible that the fitness increase conferred by both Dsmf1 and Dfet4 was larger under the evolutionary conditions.
The above information allows us to speculate about the evolutionary pathways that were likely taken by the populations challenged with Cd. The most plausible scenario for the constant high Cd populations is that mutations in SMF1 were followed by mutations of more subtle effect in FET4, and finally by diploidization (chromosome III CNVs were not found in response to this treatment): most FET4 mutations were homozygous, and the most parsimonious explanation for the high overall homozygous/heterozygous ratio under this treatment is that diploidization occurred relatively late. In contrast, we infer that evolution under gradually increasing Cd concentrations also started with mutations in SMF1, but that diploidization followed relatively quickly: under this treatment, a much larger fraction of all mutations is heterozygous. In line with this, diploidization is beneficial in the absence of Cd (fig. 4) , and hence likely also at low Cd concentrations. This early diploidization may then have set the stage for further increases in ploidy level and associated CNVs, which are beneficial at high Cd concentrations only.
In summary, we have shown that the rate of directional environmental change has crucial consequences for the molecular evolution of yeast adapting to heavy metals. The Genomics of Adaptation in Experimental Yeast Populations . doi:10.1093/molbev/msx185 MBE identity of the mutations used for adaptation, as well as the repeatability of evolution, depended on a combination of the rate of change and the nature of the selection pressure. Given the fundamental relevance of these factors and the application of three rather different metals, our results are likely relevant for a broad range of other organisms and stressors as well. For instance, we predict that our Cd results (i.e., the same mutations selected irrespective of the rate of change) also apply to other situations where fitness re-ranking is unimportant, for example where the selective agent has detrimental effects at all intensities, or the total magnitude of environmental change is small. Analogously, the findings for Ni and Zn (i.e., different mutations selected following gradual and abrupt change and evolution more repeatable under abrupt change) are likely also applicable to other cases where fitness re-ranking is more prominent, for example where the selective agent has positive or negative effects depending on the intensity, or the environmental change is large. In general, our results imply that if we are to fully understand and anticipate the consequences of important societal problems such as climate change and pollution, we need to take into account not only the total magnitude of the projected environmental change, but also its rate.
Materials and Methods

Strains
The ancestral strains used for our evolution experiments, W20 (MATa/his3/leu2/LYS/ura3/met/DHO:KanMX) and W24 (MATa/his3/leu2/lys/ura3/MET/DHO:NatMX), are MATa haploids derived from S. cerevisiae strain BY4743. These strains were previously transformed at the HO locus with cassettes KanMX4 and NatMX4 to confer resistance to the antibiotics geneticin (G418) and nourseothricin, respectively (Goldstein and McCusker 1999; Wloch-Salamon et al. 2008) . Populations initiated from single clones of the ancestral strains were evolved in a previously described longterm selection experiment (Gorter et al. 2016) . In brief, six replicate populations were grown in 10 mL 0.5xYPD medium for $500 generations (75 daily transfers of 1% of the population) under each of seven different treatments: control (no metals added, lines R1 -6), increasing levels of Cd (0.2-3 lM CdCl 2 , lines CI1 -6), constant high levels of Cd (3 lM CdCl 2 , lines CH1 -6), increasing levels of Ni (16.7-250 lM NiCl 2 , lines NI1 -6), constant high levels of Ni (250 lM NiCl 2 , lines NH1 -6), increasing levels of Zn (23.3-350 lM ZnCl 2 , lines ZI1 -6), and constant high levels of Zn (350 lM ZnCl 2 , lines ZH1 -6). After 75 transfers, a single clone was isolated from each replicate population by plating out dilutions and growing up a single colony in liquid culture for storage at À80 C.
Determination of Cell Ploidy DNA content of evolved clones was determined by flow cytometry. Yeast was grown to saturation and stained with propidium iodide (PI) using a slightly modified version of a previously published protocol (Zhang and Siede 2004) and counting 50,000 events on a FACSAria III BD. The ancestral haploid strains, as well as a related diploid strain, were used as reference points for determining the ploidy level of the evolved clones.
Whole-Genome Sequencing
Ancestral strains and evolved clones were grown up overnight from frozen. Genomic DNA was isolated using a protocol based on a previously published method (Amberg et al. 2005 ) and phenol-chloroform extraction. Paired-end libraries were generated according to the TruSeq DNA Sample preparation LT protocol (Illumina Inc, San Diego CA) and sequenced on a MiSeq V3 (ancestors) or HiSeq2000 (evolved clones) sequencer. Mean read length, distance between reads, and coverage were 291 bp, 440 bp, and 76Â, respectively, for the ancestral strains, and 101 bp, 282 bp, and 54Â for the evolved clones.
SNP and Indel Analysis
We used the CLC Genomics Workbench 8.5.1 for SNP and small indel calling. Reads were trimmed to remove adapter sequences and low quality regions (Q < 30), and discarded if very short (<50 bp). Mapping to the reference S. cerevisiae S288C genome was performed using standard settings, except that we used a similarity fraction of 0.9 and randomly mapped nonspecific matches. Unmapped reads were aligned to the KanMX4 and NatMX4 sequences as a control to check for cross-contamination between samples. In a few cases, one or two reads mapped to the opposite marker sequence, but we found no substantial sign of cross-contamination. Variant detection for the evolved clones was performed using the fixed ploidy variant detector, specifying the ploidy of each sample as determined by flow cytometry and using a minimum variant probability of 95%. We required a minimum coverage of 10 and ignored variants in regions covered by nonspecific matches. Small indels are defined as insertions and deletions fully represented within a single read. Variants were filtered against control reads, that is, the mapping of the corresponding ancestral strain, and kept if fewer than two control reads supported the variant. Annotation of variants was performed using the S. cerevisiae CDS (consensus coding sequence) track and variants in promoter regions were identified using SnpEff (Cingolani et al. 2012) . Promoter regions were defined as regions 500 bp upstream of the transcription start site of a gene. Variants were further filtered manually to exclude events where coverage for the ancestral strain was <10, or <5 forward or reverse reads supported the variant (lower thresholds for clones with low coverage and/or high ploidy to ensure that the maximum probability of observing this number of reads in this orientation by chance is <0.05).
The PROVEAN tool (Choi et al. 2012 ) was used to predict functional consequences of amino acid changes in multihit genes. PROVEAN calculates how the alignment of a query protein sequence to a set of closely related sequences from the NCBI NR protein database changes as a result of a given mutation. PROVEAN scores < À2.5 are generally associated with deleterious effects. The GO Slim Mapper (SGD Gene Ontology Slim Mapper 2016) was used to group the putative functional consequences of all nonsynonymous mutations Gorter et al. . doi:10.1093/molbev/msx185 MBE per treatment into broad categories. Cluster frequency output from the mapper was adjusted manually to account for the fact that some genes were hit multiple times, that is, GO terms were counted more than once if the gene was hit more than once, and the top three terms per treatment were compared to assess functional overlap between treatments.
Copy Number Variation Analysis
For the copy number variation analysis, mapping was performed separately. Briefly, reads were trimmed with trimmomatic (version: 0.32), cleaned from phiX contamination with bowtie2 (version: 2.2.3) and mapped to the reference sequence using bwa-mem (version: 0.7.6a-dev-r434) with default settings. Control-FREEC (Boeva et al. 2012 ) was used to identify CNVs and large-scale chromosomal copy number alterations with default settings, except for some parameters recommended for yeast and fungi: breakPointThreshold: 0.6, window: 400 bp, telomeric: 10 kb. For each sample, mean ploidy level as determined by flow cytometry analysis (see above) was used as the reference copy number. Control-FREEC calculates normalized ratios between sample and control read coverage for each individual window and then segments the genome into regions of equal copy number. To identify the most reliable and important copy number variation events, we filtered putative CNVs based on associated Kolmogorov-Smirnov test values (P < 1 Â 10 À16 ), and only report events where the total gain or loss comprises >25% of the length of the chromosome. Events where total gain or loss is >75% are interpreted as whole chromosome duplication/ loss. CNV-seq was used to plot the whole-genome CNV events (Xie and Tammi 2009) .
To exclude the possibility that mapping issues were responsible for our conclusion that GEX1 was present at a higher copy number in clones CI3 and CI4, we performed the bioinformatics equivalent of a qPCR analysis as described by (Gerstein et al. 2015) . Specifically, we used the unix command grep to directly count the number of reads containing the unique 16 bp fragment from the 5' end of GEX1 and a unique 16 bp fragment from the 3' end of GEX1 in forward and reverse directions. Both 16 bp fragments are unique to GEX1 and are not found in the GEX2 paralogous gene. We repeated this procedure for three randomly selected control genes from the right part of chromosome III (128 kb-316 kb; YCR033W, YCR066W, YCR105W), and combined the information from both analyses to calculate the relative number of reads containing GEX1 fragments. This confirmed that GEX1 was present at an increased copy number in both evolved clones (mean relative number of GEX1 reads: CI3: 2.61, CI4: 3.01).
Engineering of Reconstruction Mutants
The starting material for our reconstruction mutants are the BY4741 Dsmf1::KanMX and Dfet4::KanMX strains from the yeast deletion collection (Giaever et al. 2002; Giaever and Nislow 2014) . We amplified the HphMX cassette, which confers hygromycin resistance, from strain W26 (MATa/his3/leu2/LYS/ura3/MET/DHO:HphMX) using primers Repl-F (CAGACGCGTTGAATTGTCCC) and Repl-R (CTGGGCAGATGATGTCGAGG). The resulting PCR product was used for gene replacement in the Dfet4::KanMX deletion mutant to yield Dfet4::HphMX. Primers located upstream and downstream of SMF1 and FET4 (primers A þ D from the deletion collection) were used to amplify both gene disruptions, which were then transformed into W24 and its nearly isogenic counterpart of opposite mating type W22 (MATa/ his3/leu2/LYS/ura3/met/DHO:NatMX). Mating followed by selection on SC-met-lys plates was used to generate diploids.
To overexpress GEX1 we used the low copy number centromeric plasmid pAG26 (Goldstein and McCusker 1999) , which contains the HphMX4 cassette. We amplified GEX1 under the control of its native promoter (À959 bp) from W20 genomic DNA using primers AscI_GEX1_F (TAATGGCGCGCCTGATCAGTTCTAGGTATAAGCATAA) and PacI_GEX1_R (CCGGGTTAATTAATGTTGCACTCA CACTACGGA). The PCR product was digested with AscI and PacI, and the plasmid was digested with the same enzymes followed by calf intestinal phosphatase treatment. Ligation products were transformed into E. coli and colonies were screened for the desired insertion by restriction digestion. Sanger sequencing confirmed correct sequence identity, and the resulting plasmid was transformed into yeast. An overview of all reconstruction mutants can be found in table 1.
Fitness Assays
We used competition assays (Lenski et al. 1991; Gorter et al. 2016) to determine the relative fitness of reconstruction mutants. Strains were pregrown in 0.5Â YPD for 24 h from frozen samples and competed with a control strain for 24 h in the absence and presence of 3 lM CdCl 2 . For most assays, the competitor used was W3 (MATa/his3/leu2/lys/ura3/MET), which is isogenic with W24 but does not contain the NatMX4 cassette. For assays with strains harboring the pGEX1 plasmid, the competitor was W3 transformed with the empty pAG26 plasmid (Goldstein and McCusker 1999) , and hygromycin was added during both pregrowth and competitions. Both before and after 24 h of competition, appropriate dilutions of each competition were plated on 0.5Â YPD to determine the total number of colonies. Replica plating was used to determine which subset of colonies was nourseothricin resistant. This information was used to calculate the relative number of doublings, or relative fitness (W ij ), of each mutant. All competitions were performed in triplicate.
Statistical Analyses
Genomic Data For all statistical analyses on SNP and indel count data, we limited ourselves to the data from the metal treatments, and used generalized linear models with metal, rate of change, and the interaction between these effects as explanatory variables. When the response variable was a count, we assumed a Poisson error structure and used a log link function; when the response variable was a proportion, we assumed a binomial error structure and used a logit link function. We performed sequential backward elimination to find the minimal adequate model, and in each case report statistics from model comparison. To test for under-and over-dispersion, Genomics of Adaptation in Experimental Yeast Populations . doi:10.1093/molbev/msx185 MBE we used the dispersion test function in the R package AER (Kleiber and Zeileis 2008) . In case of (significant) over-dispersion, we switched to quasipoisson and quasibinomial models, respectively.
For statistical analyses on the total number of mutations including CNV events, we took a conservative approach and considered a change in overall copy number as a single event. Each case of partial or whole chromosome loss/gain was counted as an additional event, irrespective of exact copy number. To determine the effect of chromosome length on the likelihood of a CNV event, we used a generalized linear binomial model with chromosome length as the explanatory variable, and proportion of lines containing a CNV event at that chromosome as the response.
Reconstruction Mutants
To determine the fitness effects of (combinations of) Dsmf1 (continuous effect, with heterozygous state intermediate between wild-type and homozygous state), Dfet4 (idem), diploidization (yes/no), and the addition of pGEX1 (yes/no), we used general linear models with relative fitness as the response variable. We started by fitting models with the main effects plus all two-way interactions, and used sequential backward elimination to find the minimal adequate model. We also fitted models in which we treated Dsmf1 and Dfet4 as factors with different levels (i.e., wild-type vs. mutant; wildtype vs. heterozygous vs. homozygous; wild-type vs. homozygous haploid vs. heterozygous diploid vs. homozygous diploid), but none of these models was better at explaining the data than our additive (continuous) model. Fitness in the absence and presence of Cd was analyzed separately.
All statistical analyses were performed in R (R Core Team 2013).
Supplementary Material
Supplementary data are available at Molecular Biology and Evolution online. 
