Abstract. There is a great deal of recent work using optical flow methods for analyzing the dynamics of fluids, and much attention has been paid to developing regularization schemes for variational approaches that are consistent with the physics of fluid flow. In this work we show that using total variation to regularize two different kinds of optical flow functionals leads to very good flow field reconstructions for the kinds of dynamical structures that appear in fluid flow. The first optical flow functional is the classical component-based conservation of intensity, and the second approach is to reconstruct the potential of the flow, rather than the flow components. In the two cases, total variation regularization corresponds to imposing different scientific priors on the solution, which we compute using a variation of the Lagged Diffusivity Fixed Point Iteration. Numerical details are presented, and the results are demonstrated on synthetic data and on a data-driven oceanic flow model.
Introduction
Optical flow is the term used to describe the computation of the apparent flow field between two images of a particular scene. The original approach, introduced by Horn and Schunck in [7] , imposed the assumptions that the flow be smooth and that intensity is locally conserved. Given image data I(x, y, t), where x, y ∈ Ω ⊂ R 2 and t ∈ [0, T ], the flow field between two adjacent time instances u, v was computed as a minimizer of where α > 0 is a regularization parameter. This method has been extended in many directions, including the introduction of new data fidelities [1, 4] and regularization terms [12, 14] , as well as on numerical methods to enhance the accuracy and convergence of the corresponding algorithms [5] . In the case of imaging fluid dynamics, the flow is generally not smooth, and the the turbulent structures are those of greatest interest.
In [8, 9] , it was shown that, rather than reconstructing the components u, v of the flow, it is possible to reconstruct the potential or stream function associated with the flow instead, when the flow is the gradient of a potential or the symplectic gradient of a stream. For either case of reconstructing the components or the associated potential, in order to more accurately capture dynamical structures in the flow, the optical flow functional can be regularized with the total variations of the flow components or the total variation of the potential function. It is well known that regularizing via the total variation results in signals that are approximately piecewise constant. In the case of regularizing with the total variation of the flow components, a flow whose components are piecewise constant will be favored. This is especially appropriate for laminar flows or flows that are approximately parallel to the coordinate axes. In the case of regularizing with the total variation of the potential (stream) function, the potential (stream) will be piecewise constant. This is especially appropriate for sparse flows. In this work we show that TV regularization also leads to excellent reconstructions of other flow structures such as vortices, hyperbolic fixed points, and sources and sinks, in both the componentbased and potential-based formulations.
In order to minimize the TV-regularized optical flow functional, we linearize the associated Euler-Lagrange equations by adapting the Lagged Diffusivity Fixed Point Iteration (LDFPI) from [13] . In Section 2, we present the TV optical flow formulation and the LDFPI method. This is followed in Section 3 by results for synthetic data representing the dynamical structures of greatest interest for fluid flows, as well as to data generated from a data-driven ocean model of sea surface temperature data off the coast of Oregon, U.S.A..
Total Variation Regularized Optical Flow and LDFPI
The data fidelity term in (1.1) imposes the local conservation of intensity, and the regularization term enforces the smoothness of the flow field. If the flow is the gradient of a potential (or the symplectic gradient of a stream) function ψ, then (1.1) can be written
where ∇I is the spatial gradient of I for fixed t. In the case of a stream flow, rather than using the gradient of ψ, we use the symplectic gradient,
Rather than assuming the flow is smooth, however, we may instead regularize the flow using the total variation of the flow components or the potential function, resulting in the alternative optical flow functionals
The resulting Euler-Lagrange equations for (2.1) are (2.3)
and, setting
where K * is the operator adjoint of K. The most straightforward approach to solving the system in (2.3) or the equation (2.4) is to use an explicit-time finite-difference discretization, but the convergence is far too slow to be practical in applications. In order to speed up the convergence, we linearize and solve using the Lagged Diffusivity Fixed Point Iteration.
The optical flow functionals (2.1) and (2.2) are least-squares, total-variation functionals of the form
is the total variation of ψ or the sum of the total variations of u and v. We use the standard approximation to the total variation of f , given by
for a fixed numerical regularization β > 0. Firstly, suppose that we wish to solve the Euler-Lagrange equations in (2.3), assuming the optical functional in (2.1). The flow components u and v are written as column vectors, and we define the column vectors
The gradient of the approximate TV is then
the data fidelity operator K is
and the LDFPI algorithm is given by the iteration (1) Compute gradient direction:
, On the other hand, if we wish to solve the Euler-Lagrange equation in (2.4), assuming the optical flow functional in (2.2), then
In this case, the iteration follows the same procedure, with
H n s n = −g n , and ψ n+1 = ψ n + s n . In either case, one must select an appropriate initial condition, [u In the Quasi-Newton step, we use an LU factorization and Gaussian elimination. For the results chosen here, the iteration is stopped when the relative change from one iteration to the next is sufficiently small.
Results of Optical Flow Calculations
In this section we present the results of our TV-regularized optical flow calculation on synthetic flows representing three different kinds of dynamical structures that are important in fluid dynamics, as well as results of the flow computation applied to data from a satellite data-driven ocean model.
For the first three synthetic sets, the data was obtained by choosing an initial density I(x, y) and evolving it forward in time according to the continuity equation [10] , and in this case the resulting MAE is 2.24
• for the u-v and 0.99
• for the potential function total variation formulations. Both of these method outperform the HornSchunck method, which has an MAE of 5.31
• . The second data set is a so-called "gyre" flow about a vortex, given by the velocity field u, v = −π sin(πx) cos(πy), π cos(πx) sin(πy) on [0, 1] × [0, 1]. Note that this velocity is not the gradient of a potential function, but it is the symplectic gradient of a stream function, i.e. u, v = −ψ y , ψ x for ψ(x, y) = sin(πx) sin(πy). Two time instances of the density evolution, the true flow, and the computed flows are shown in Fig. 1 (images (f)-(j) ). In this case, the u-v formulation of total variation regularized flow is very close to the true flowwith an MAE of 2.58
• -but the stream function formulation is not able to accurately reconstruct the gyre. This is due to the regularization, as a smoothness-based regularization is capable of reconstructing this flow within the stream function framework. In this case, the Horn-Schunck algorithm outperforms the TV-regularized u-v optical flow, but the two mean angular errors are quite close.
Two time instances of the flow about a source are shown in images (k) and (l) of Fig. 1 , an evolution given by the velocity field u, v = cos x cos y, − sin x sin y) on [ • and 1.45
• for the u-v and potential TV optical flows, whereas the MAE for the Horn-Schunck method is 22.06
• . In all three cases, the computed flows with TV in the u-v formulation capture the dynamical behaviors of the true flows, which is the fundamental goal when using an approach like this to analyze a fluid dynamical system.
For each of these computations, the regularization parameters α and β must be selected. There are numerous methods for choosing the regularization parameter α, such as the discrepancy principle, generalized cross-validation, or the L-curve method, but in these computations we have performed an exhaustive search to approximately choose α to minimize the mean angular error. The actual parameters chosen for the hyperbolic, gyre and diffusive data sets are α = 10 −14 , 10 −14 and 3.16 × 10 and 2.68 × 10 −7 , respectively, for the potential/stream formulation. In each case, the minimum mean angular error corresponded to β = 10 −2 . 3.1. Flow for oceanic data. Next we apply our method to compute the flow between time instances of the virtual flow of sea surface temperature off the coast of Oregon, U.S.A. This data set was generated from a 3-D ocean model using data obtained from the Geostationary Operational Environmental Satellite (GOES) as the initial condition. In Fig. 2 (a) and (b) represent two time adjacent images on August 1, 2002, representing sea surface temperature. In these images, light gray regions correspond to warmer surface temperatures, and the darker gray regions to cooler surface temperatures. It is clear that there are several vortices about which waters of like temperature are flowing but not mixing with the surrounding waters. These kinds of dynamical structures-and the resulting barriers and pseudo-barriers to transport-are important to study to understand the behavior of large-scale fluid dynamical systems, and the total variation, u-v formulation does a very good job of capturing the vortices in the flow. The laminar flows in between the vortices are not captured as well, but it is the voriticial structures that are of the most interest when studying these dynamics.
Convergence Analysis of LDFPI for Optical Flow
The primary advantage to the LDFPI for optimizing total variation regularized problems is that the convergence of the scheme is very fast, especially when a good initial condition is chosen. As was noted above, for optical flow, the initial condition is usually chosen to be a null flow, and it turns out that this also results in very fast convergence of the algorithm, where numerical convergence is defined by thresholding the relative change in the solution from one iteration to the next. Fig. 3 shows the mean angular error vs. iteration number for each of the three synthetic data sets analyzed above. The null flow results in an initial MAE of greater than 60
• , and, in each case, the algorithm reduced that error in a very few iterations. Even though each iteration of the fixed point method is computationally more intensive than an iteration for an explicit-time scheme, in each case here-the TV-regularized u-v formulation for each of the 3 data sets and the TV-potential function formulation for the diffusive and hyperbolic data sets-the LDFPI method converges in fewer than 10 iterations. 
Conclusions
In order to analyze the dynamics of fluid flows that are measured by imaging systems or are evolved as densities by ocean or other flow models, optical flow methods can be used to compute vector fields describing the flow. These vector fields can then be used to compute properties of the dynamics. In this work we have presented a total-variation regularized approach to optical flow in order to compute the components of the flow or to directly compute the potential function associated with the flow and have presented the lagged diffusivity fixed point iteration as a highly efficient algorithm for computing the resulting flows. This approach gives accurate flow reconstruction results for the kinds of dynamics that are of interest in fluid flows, such as flows about hyperbolic and elliptic fixed points and flows out of a source.
