Abstract. The spectrum of a Gelfand pair (K N, K), where N is a nilpotent group, can be embedded in a Euclidean space. We prove that in general, the Schwartz functions on the spectrum are the Gelfand transforms of Schwartz K-invariant functions on N . We also show the converse in the case of the Gelfand pair (SO(3) N 3,2 , SO(3)), where N 3,2 is the free two-step nilpotent Lie group with three generators. This extends recent results for the Heisenberg group.
Introduction
Let N be a connected, simply-connected, two-step nilpotent Lie group. Let K be a compact group acting by automorphism on N . We assume that (K N, K) is a Gelfand pair. The Gelfand spectrum can be homeomorphically embedded in a Euclidean space as follows.
Let D(N )
K be the algebra of left-invariant and K-invariant differential operators on N and {D 1 , . . . , D q } a finite set of essentially self-adjoint generators of D(N ) K . We call D the ordered family (D 1 , . . . , D q ). To each bounded K-spherical function φ on N we assign the q-tuples of eigenvalues µ(φ) = (µ 1 (φ), . . . , µ q (φ)), i.e. such that D j φ = µ j (φ)φ. The set Σ D of such q-tuples is in 1-1 correspondence with the Gelfand spectrum and the topology induced on it from R q coincides with the Gelfand topology [Fer07] .
We define the Gelfand transform G :
GF (µ(φ)) = N Fφ.
We are interested in the following conjecture:
Date: September 11, 2008. Theorem [Hul84] .
G establishes an isomorphism between S(N )
The converse inclusion has been recently shown for any Heisenberg Gelfand pair [ADR08] and we prove it here for (SO(3) N 3,2 , SO(3)) where N 3,2 is the free two-step nilpotent Lie group with three generators; we realise N 3,2 as R Our goal here is to prove that for any Schwartz SO(3)-invariant function F ∈ S(N 3,2 ) SO(3) , there exists a Schwartz extension of its Gelfand transform:
i.e. ∃f ∈ S(R 3 ) f |Σ D = GF.
In the proof, we will use the known result for the three-dimensional Heisenberg group H 1 .
For this, let us consider N , the quotient group of N 3,2 by the central subgroup R 2 (y 1 ,y 2 ) , and K , the stabiliser of R 2 (y 1 ,y 2 ) in SO(3). We will see that N is isomorphic to H 1 × R x 3 , and K is isomorphic to U 1 Z 2 (see Section 2). The Gelfand transform for the pair (K N , K ) will be denoted by G .
Whenever it makes sense, we denote by RF the function on N given by integration of a function F of N 3,2 on the central subgroup R and any smooth compactly supported functions F on N . We will see that the image of the operators in D by R completed with −∂
gives a family D of essentially self-adjoint generators for D(N ) K . Again we will give explicit formulae for D , the bounded spherical functions, and their corresponding eigenvalues for D .
The spectrum of (K N , K ) can be projected onto the spectrum of (SO(3) N 3,2 , SO(3)) in the following sense: composing an homomorphism of L 1 (N ) K with R provides a mapping Π : Σ D → Σ D between the two spectra, that is completely explicit here. In fact Π maps continuously Σ D onto Σ D , but is 1-1 only on the regular part of the spectrum (see Section 2).
For any Schwartz SO(3)-invariant function F ∈ S(N 3,2 ) SO(3) , we have:
The existence of a Schwartz extension to R 4 for G (RF ), can be deduced easily from the Heisenberg case [ADR07, ADR08] ; it does not imply directly the existence of a Schwartz extension for GF but is constantly used all along the proof.
This article is organised as follows. In Section 2, we introduce the notations and the basic facts concerning the Gelfand spectra of (SO(3) N 3,2 , SO(3)) and (K N , K ). In Section 3, we give some general settings and the precise statements of our results. In Section 4 we describe R and the restriction mappings. In Section 5 we give the proof of Theorem 5 using an extension of a mean value formula due to Geller in the case of the Heisenberg group [Gel80] . In the appendix, we give, for completeness, detailed proof of some results appearing in this paper and concerning differential operators and functional calculus on them.
2. The Gelfand spectra of (SO(3) N 3,2 , SO(3)) and (K N , K )
We realise N 3,2 as R 3 x × R 3 y endowed with the law:
where ∧ indicates the usual wedge product in R 3 . N 3,2 denotes its Lie algebra. For j = 1, 2, 3, let X j be the left-invariant vector field on N that equals ∂ x j at 0, and Y j the left-invariant vector field on N that equals ∂ y j . (X j ) j=1,2,3 and (Y j ) j=1,2,3 form the canonical basis of N 3,2 , and satisfy:
The group SO(3) acts on R 3 and thus on N 3,2 by acting simultanously on each copy of R 3 . One checks easily that this action is by automorphisms on N 3,2 . (SO(3) N 3,2 , SO(3))
is a Gelfand pair [BJR90, Theorem 5.12].
Let us define the sub-Laplacian L, the central Laplacian ∆ and a third operator D by:
In Section 3, we will show that these operators form a family
The bounded spherical functions and their corresponding eigenvalues for D are known explicitly. Let us define some notation first: for any vector x = (x 1 , x 2 , x 3 ) ∈ R 3 , we will writex or x˜for (x 1 , x 2 ) and, occasionally,
the l-Laguerre function of order 0 on R. Then the bounded spherical functions on N 3,2 are:
their eigenvalues for D are given by:
The Gelfand spectrum Σ D of (SO(3) N 3,2 , SO(3)) is then realised as the union of the collection of the µ φ λ,l,r , λ > 0, l ∈ N, r ∈ R (the regular part of the spectrum), with the collection of the µ φ R , R ∈ R (the singular part of the spectrum). Calling (η 1 , η 2 , η 3 ) the coordinates corresponding to L, ∆, D respectively, Σ D is then the union, for l ≥ 0, of the surfaces Γ l defined by the equation η N is the quotient group of N 3,2 by the central subgroup R 2 (y 1 ,y 2 ) ; we realise N as R 3 x × R t endowed with the law:
N denotes its Lie algebra; this is a quotient of N 3,2 by RY 1 ⊕RY 2 and we denote q : N 3,2 → N the quotient mapping. q(X j ) = X j is the left-invariant vector field X j on N that equals ∂ x j at 0, j = 1, 2, 3; q(Y 1 ) = q(Y 2 ) = 0, and q(Y 3 ) = T is the left-invariant vector field on N that equals ∂ t . In particular X 3 = ∂ x 3 lies in the centre of N . (X j ) j=1,2,3 and T form the canonical basis of N . It is easy to see that N is isomorphic to
is a Gelfand pair and its bounded spherical functions are explicitly known:
and φ ζ,r (x, y) = J o (ζ|x|) cos(rx 3 ) , ζ, r ∈ R, J o being the Bessel function of order 0.
We define the following operators:
The operators L , ∆ , D and −X 3 2 are K -invariant, essentially self-adjoint and generate D(N ) K (see Proposition 3.1 and Subsection 5.1). We set the family
The eigenvalues of the bounded spherical functions for D are given by:
As in the case of (SO(3) N 3,2 , SO(3)), the Gelfand spectrum Σ D of (K N , K ) is then realised as the union of a regular and a singular part: the regular part is the collection of the µ φ λ,l,r , λ > 0, l ∈ N, r ∈ R, and the singular part is the collection of the µ φ ζ,r , ζ, r ∈ R.
With coordinates (η 1 , η 2 , η 3 , η 4 ) corresponding to L , ∆ , D , −X 3 2 respectively, Σ D is the union of the set {(η 1 , 0, 0, η 4 ) : 0 ≤ η 4 ≤ η 1 } (the singular set) and the two-dimensional surfaces Γ l , l ≥ 0, defined by the system of equations
Notice that the projection onto the hyperplane η 4 = 0 parallel to the η 4 -axis maps Σ D onto Σ D , and is bijective between the two regular sets. This fact, alluded to already in the introduction, will be relevant in view of the mapping R defined in Subsection 4.1.
Let us give an equivalent and intrinsic point of view of this fact. As explained in the introduction, the spectrum of (K N , K ) can be projected in the following sense onto the spectrum of (SO 
Results
In this section, we describe the general settings of our work and explain the conjecture
. We will give the precise statement of our main result in Theorem 3.5.
Let N be a connected, simply-connected Lie group, N its Lie algebra, exp : N → N the exponential mapping and (E i ) To P ∈ P(N ), we associate D P ∈ D(N ) by:
.
We obtain the symmetrisation mapping In the appendix we show:
adjoint, that is, it admits a unique self-adjoint extension to an unbounded operator of L 2 (N ).
Furthermore the operators of D(N ) K commute strongly, in the sense that the spectral resolutions of their self-adjoint extensions commute.
We will use the same notation for an operator of D(N ) K and its self-adjoint extension.
By Hilbert's Basis Theorem, if a group K acts orthogonally on some Euclidean space R p , 
, such that ρ = Q•ρ (and viceversa). We will make extensive use of G. Schwarz's Theorem [Sch75] : every K-invariant smooth function on R p can be expressed as a smooth function of a Hilbert basis ρ of (R p , K). In other words, the Hilbert map, ρ, induces an application given by ρ
Assume that (K N, K) is a Gelfand pair. Any family of generators of D(N ) K is obtained as the symmetrisation of a Hilbert basis, and conversely, if {ρ 1 , . . . , ρ q } denotes a Hilbert
Let us fix (ρ 1 , . . . , ρ q ) an ordered Hilbert basis for (N , K), to which we associate the ordered family of operators
We denote by Σ Dρ , the set of the q-tuples
As mentioned in the introduction and proved in [Fer07] , Σ Dρ is the realisation of the Gelfand spectrum associated to D ρ , in the sense that the set Σ Dρ of such q-tuples is in 1-1 correspondence with the Gelfand spectrum and the topology induced on it from R q coincides with the Gelfand topology. In the appendix, we will show that Σ Dρ is also the joint spectrum
Proposition 3.2. Let (ρ 1 , . . . , ρ q ) be an ordered Hilbert basis for (N , K). The joint spectrum of the family of strongly commuting, self-adjoint operators
For a closed subset E of R q , S(E) denotes the space of restrictions to E of Schwartz functions, endowed with the quotient topology of S(R q )/{f : f |E = 0}; we will often define a class in this quotient as being given as the restriction of a Schwartz function on R q . The spectrum Σ D is a closed subset of R q . We are interested in the conjecture S(N )
The existence of a polynomial mapping between two Hilbert mappings implies that the Let m be in S(R q ). The operator m(D ρ ) is a convolution operator with a K-invariant
The Gelfand transform of M is:
For the Gelfand spectra of Heisenberg groups or the free two-step nilpotent Lie groups, the inclusion of the spectrum in the image of the Hilbert mapping:
is true, independently of the choice of the Hilbert mapping ρ (but we do not know if it is true in general). Here we will use this property only in the case of N = H 1 × R, where it is known, the spectrum and the Hilbert mapping being explicit.
Lemma 3.4. The polynomials |x| 2 , |y| 2 and x · y generate the algebra of polynomials on
y that are invariant under the simultaneous action of SO(3) on each copy of R 3 .
y , then for each independent vectors x, y ∈ R 3 , we have P (x, y) = P (−x, −y) because the linear transformation that equals −Id on the vector space spanned by x and y, and 1 on the orthogonal complement line, is in SO(3); this shows that P is invariant under −Id R 3 , and thus also under the simultaneous action of O(3) on each copy of R 3 . This implies:
is spanned by |x| 2 , |y| 2 and x · y.
Thus ρ(x, y) = (|x| 2 , |y| 2 , x · y) gives a Hilbert mapping for (N 3,2 , SO(3)). We compute easily that the associated family of operators by symmetrisation is D = (L, ∆, D) defined in Section 2, where we give also an explicit description of the associated realisation of the Gelfand spectrum. admits a Schwartz extension to R 3 :
Moreover the mapping F ∈ S(N 3,2 ) SO(3) → GF ∈ S(Σ D ) is an isomorphism of Fréchet spaces.
The group N 3,2 admits a slightly bigger group of automorphisms than SO(3), namely O(3)
acting by:
It is easily verified that {|x| 2 , |y| 2 , (x · y) 2 } gives a Hilbert basis for (N 3,2 , O(3)) and the as Fréchet spaces.
From now on, N will stand for N 3,2 and K for SO(3).
R and restriction mappings
4.1. The mapping R. In the introduction, we denoted by RF the function on N given by integration of a function F of N on the central subgroup R 2 (y 1 ,y 2 ) whenever it makes sense, for example on L 1 (N ). It is sometimes convenient to consider R as acting between functions defined on the Lie algebras, rather than on the groups. We will do so without any further mention. The operator R maps K-invariant functions on N to K -invariant functions on N , integrable functions on N to integrable functions on N continuously, Schwartz functions on N to Schwartz functions on N continuously. It respects convolution on the groups and abelian convolution on the Lie algebras.
We extend the definition of R to left-invariant differential operators on N . Let D = D P ∈ D(N ), P ∈ P(N ). Easy changes of variables, see e.g. (10) below, show:
We are led to define R :
, RD is the only differential operator T on N satisfying:
The mapping R on functions is dual to the restriction mapping from N to N in the following sense. Let us denote F y and F t the Fourier transform with respect to the variables y ∈ R 3 and t ∈ R respectively given by:
F (x, y)e −iy.ŷ dy,
whenever it makes sense for a function G on N and a function F on N , identified with functions on N and N respectively, we have:
In the following subsection, we describe the restriction mapping.
Restriction and radialisation mappings. For a function f on N , we denote by
Rest f = f |N its restriction to N . We set:
In the next lemma, we define the radialisation mapping Radial :
Radial is an isomorphism between the topological vector spaces
whose inverse is Rest .
Proof. For a function h ∈ C ∞ (N o ) K and (x, y) ∈ N o , it is easy to see that Radial (h)(x, y)
is well defined and K-invariant.
Let us show that Radial
We choose a basis (A j ) j=1,2,3 for the Lie algebra of K. At a point (x 0 , y 0 ) ∈ N 0 (with y 0 = k 0 (t 0 , 0, 0), t 0 = |y 0 | = 0) we choose a local coordinate system (x, y) = x, k(t, 0, 0) = σ(x, k, t), where x ∈ R 3 , t ∈ R + and k varies in a small two-dimensional surface in K containing k 0 and transversal to k 0 K . This change of variables does not affect the derivatives in x, whereas
By homogeneity, c j,
is homogeneous of degree 0 in t, and the c j,j ∈ C ∞ (K k × R * t ) homogeneous of degree (−1) in t. More generally, we can write the derivative
as:
where the sum is over J = (j 0 , j 1 , j 2 , j 3 ) ∈ N 4 , with |J| = |I|, and the c I,J ∈ C ∞ (K k × R * t ) are homogeneous of degree (j 0 − |I|) in t. As the function (x; k, t) → h(k −1 x, t) is smooth
Lemma 4.1 implies that the mapping Rest is a 1-1 on
We will need the following notation:
M (x, t) the homogeneous polynomial of degree M in the Taylor expansion of f (x, ·) at y = 0:
•
M (x, t) the homogeneous polynomial of degree M in the Taylor expansion of g(x, ·) at t = 0:
We see:
Thus a function g ∈ C ∞ (N ) K that is the restriction of some function f ∈ C ∞ (N ) K , necessarily has the following property:
extends to a smooth function on N which is a homogeneous polynomial in y of degree M , with smooth coefficients in x.
It turns out that this condition is also sufficient:
The function g is in the image of Rest if and only if it satisfies Property (R).
In this case, Radial (g) extends to a K-invariant smooth function f on N , whose restriction to N is g and we have Q Let M o ∈ N. The Taylor Formula gives:
Now for any (x, y) ∈ N o , y = 0 can be written y = k(0, 0, t), t ∈ R * , k ∈ K, and by (2) and (3), ∂ Io y Radial (g) (x, y) can be written as the sum over J ∈ N 4 , |J| = M o + 1, of:
This last term remains bounded if 0 < |y| = |t| ≤ 1 because c Io,J is homogeneous of degree
. This implies that ∂ Io y Radial (g) is bounded on a compact neighborhood of (x, 0) for any x, and any I o and M o . It is easy to see that for any I ∈ N 3 , ∂ I x ∂ Io y Radial (g) satisfies the same conditions. Local boundedness of all derivatives is sufficient to imply that Radial (g) has a smooth extension to N .
We deduce easily from (1) the following characterisation of R(S(N ) K ):
and only if either
of the following equivalent conditions is satisfied:
identified with a function on N ) satisfies Property (R);
(ii) denoting by F x,t the Fourier transform with respect to the variables x ∈ R 3 and t ∈ R given by: (i) for each j ∈ N there exist Schwartz functions a j,i ∈ S(R), i = 0, . . . , j satisfying:
(ii) for each j ∈ N there exist Schwartz functions b j,i ∈ S(R), i = 0, . . . , j satisfying:
Proof of Theorem 3.5
Here we give the proof of Theorem 3.5. It is based on the properties of mappings explained in Section 4 and on results already shown on the Heisenberg group [ADR07, ADR08]. These two key ingredients are used in the proofs of a "Geller-type" Lemma (Subsection 5.2) and of Theorem 3.5 (Subsection 5.3).
The Gelfand pair (K N , K ). We easily check that
ρ (x, t) = (|x| 2 , t 2 , x 3 t, x 2 3 ), defines a Hilbert mapping of (N , K ), which satisfies:
and D = D ρ .
From the Heisenberg case [ADR07, ADR08], we deduce:
Furthermore the mapping G ∈ S(N )
Precisely, continuity of the last mapping means that
Notice that the extensiong depends on the Schwartz semi-norm . a,R 4 .
The Geller-type Lemma.
In this subsection, we will state and prove a "Geller-type Lemma", extending [Gel80, ADR08] . For this purpose we will need the following remark.
Let F ∈ S(N )
K . The mapping
is a Schwartz even function on R; by Whitney's Theorem, there exists a Schwartz function
by Hulanicki's Schwartz Kernel Theorem or Proposition 3.3, f o (L) is a convolution operator with a K-invariant Schwartz kernel which we denote by GF (L, 0, 0) (for brevity reasons, in this section we will often denote a convolution operator and its kernel by the same symbol).
Proposition 5.2 (Geller-type Lemma). Let F ∈ S(N )
K . There exist F 1 ∈ S(N ) K and F 2 ∈ S(N ) K satisfying:
Proof. Let F be in S(N ) K and G = RF ∈ S(N ) K . By Lemma 5.1 there existsg ∈ S(R 4 ) withg σ D = G G. By Proposition 3.3, the operator given by:
is a convolution operator with a K-invariant Schwartz kernel which we denote by F 1 ∈ S(N ) K . By spectral calculus, we have :
We will have finished the proof of Proposition 5.2 once we have shown:
We denote by H ∈ S(N ) K and I ∈ S(N ) K the functions given by:
The Gelfand transform of I is given by:
On the singular part of the spectrum, (6) yields to:
this implies:
On the regular part of the spectrum, (6) yields to:
G I µ φ λ,l,r =g λ(2l + 1) + r 2 , λ 2 , λr, r 2 −g λ(2l + 1) + r 2 , λ 2 , 0, 0 , and in particular for r = 0:
this implies for all λ > 0:
and
Eventually, we get:
I(x, x 3 ; t)dx 3 = 0.
Let us set:
Because of (7) and (8), we see that G 2 ∈ S(N ) K . Let us show that F x,t G 2 (identified with a function on N ) satisfies Property (R). We have fort = 0 andx 3 = 0: 
, c j ∈ S(R), satisfying:
That is:
Because of (8), we have:
, ∀t ∈ R F x,t I(x, 0;t) = 0, thus the terme c j (|x| 2 ) with j = (j 1 , 0) is zero: we can factor out one (x 3t ). This implies that for M > 0, Radial (Q (Fx,tG 2 ) M −1 (x;t)) extends to a smooth function on N which is a homogeneous polynomial in y of degree (M − 1), with smooth coefficients in x. Thus F x,t G 2 satisfies Property (R). By Proposition 4.3(ii), there exists F 2 ∈ S(N ) K such that RF 2 = G 2 .
As D G 2 = I = RH and R being 1-1 on K-invariant functions, we obtain DF 2 = H. This proves (5).
Applying recursively Proposition 5.2, we obtain F as a sum of functions of the form
) (L, 0, 0) with a rest. As the degrees of homogeneity of the operators D and ∆ with respect to the variable y are three and four respectively, we will be interested in a sum over 2j 1 + j 2 ≤ M :
There exists a family (F j ) j∈N 2 of Schwartz functions
End of the proof.
Here we complete the proof of Theorem 3.5. Let F ∈ S(N ) K , G = RF , f = GF , g = G G, F j , the associated functions by Corollary 5.3 (consequence of the Geller-type Lemma), and f j = GF j , j ∈ N 2 . By Lemma 5.1 we chooseg,g j ∈ S(R 4 )
Schwartz extensions of g and G (RF j ), j ∈ N 2 , respectively. We setg ρ =g • ρ .
Let us fix M . For ξ = (ξ, ξ 3 ) ∈ R 3 , setting r = ξ 3 and λ l = |ξ| 2 /(2l + 1), we have ρ (ξ, λ l ) ∈ Σ D and:
Thus:
This characterises the Taylor expansion ofg ρ (ξ, .): for ξ = (ξ, ξ 3 ) first withξ = 0, and then for allξ, we have:
This shows thatg ρ satisfies Property (R). By Proposition 4.2, there exists f 1 ∈ S(N ) K such that Rest f 1 =g ρ and f 1 = Radial g ρ . By G. Schwarz's Theorem (see also [ADR08,
For any point s = (λ(2l + 1) + r 2 , λ 2 , λr) ∈ Σ ρ , the point s = (s, r 2 ) ∈ Σ ρ is in im ρ ; it follows that s is in im ρ andf (s) =g(s ) = g(s ) = f (s). Thusf is an extension of f .
Now that we have shown that the Gelfand transform of a function F ∈ S(N ) K admits a Schwartz extension, we still have to prove the continuity of F ∈ S(N ) K → GF ∈ S(Σ ρ ).
We will use the following two lemmas. The first one states the improvement due to Mather [Mat77] of G. Schwarz's Theorem as well as some straightforward consequences:
Lemma 5.4. Let (ρ 1 , . . . , ρ q ) be a minimal and homogeneous Hilbert basis for (R p , K), and ρ the corresponding Hilbert mapping.
The induced application ρ * :h →h • ρ on S(R q ) is split-surjective, i.e. it admits a linear continuous right inverse σ :
We fix such σ. For any h ∈ S(im ρ), the function h • ρ is well defined and in S(R p ) K , the functionh = σ(h • ρ) ∈ S(R q ) defines a Schwartz extension which we will call the Mather extension of h ∈ S(im ρ). We have:
It is easy to check that the Hilbert mapping, ρ, of (N , K) is minimal and homogeneous.
The second lemma follows from Rest being a 1-1 continuous mapping, from the Closed Graph Theorem and Lemma 5.4:
we associate the Mather extensionf 1 off . The mappingg →f 1 is well-defined, continuous and linear:
By (4), there exists a 2 ∈ N such that we have indepently of G:
As R is continuous, there exists a 3 ∈ N such that we have indepently of F :
Thus we have:
Notice that a 3 and C 3 depend only on a o , and thatf 1 depends on F and also on a o becausẽ g o depends on a 1 .
Appendix A.
We adopt again the notation of Section 3 and assume that (K N, K) is a Gelfand pair.
Here we give the proofs of Propositions 3.1, 3.2 and 3.3.
A.1. Proof of Proposition 3.1. This proof is an easy generalisation of [ADR08, Lemma 5.3] which is a similar result given in the case of the Heisenberg group, using [BJR90] .
Let us check that the operators of D(N ) are symmetric. In fact, C ∞ c (N ) is equipped with the Hilbert inner product
after the change of variable n 1 = n exp( p j=1 u j E j ). Let us recall some facts about Gelfand pairs of the form (K N, K) [BJR90] . LetN be the set of (the classes of) unitary representations on N . For each π ∈N , let K π be the stabilizer of π in K. There exists a decomposition of the Hilbert space H π into finite-dimensional irreducible subspaces H π,α under the projective action of K π on H π . Each bounded Kspherical function φ on N is in 1-1 correspondence with π and α, in the sense that φ = φ π,α can be written as:
where u is any unit vector in H π,α (and dk the Haar probability measure of K). Let D ∈
D(N )
K . For each π ∈N , each subspace H π,α is an eigenspace for the operator dπ(D) and its eigenvalue is µ π,α,D satisfies:
Note that the trace tr Hπ of operators on H π can be computed as the sum over α of traces tr Hπ,α of operators on H π,α .
We denote by β the Plancherel measure onN :
Now let us prove Proposition 3.1.
It is easy to see that there exists a unique self-adjoint extension of D, whose domain is the space of function F ∈ L 2 (N ) satisfying: 
where χ ω is the characteristic function of ω and Π π,α the orthogonal projection of H π onto H π,α . Then E = {E(ω)} defines a resolution of the identity, and for F ∈ S(N ),
Therefore E = E D is the spectral resolution of D.
One readily checks that if D 1 , D 2 ∈ D(N ) K , then for any Borel sets ω 1 , ω 2 , the operators
A.2. Proof of Proposition 3.2. Let us recall the definition of the joint spectrum of a given strongly commuting family of self-adjoint operators T 1 , . . . , T q (densily defined) on a Hilbert space H: it is the set S T 1 ,...,Tq of the q-tuples µ = (µ 1 , . . . , µ q ) ∈ R q for which there do not exist bounded operators U 1 , . . . , U q on H satisfying:
Let (ρ 1 , . . . , ρ q ) be an ordered Hilbert basis for (N , K) and D ρ the associated family of strongly commuting self-adjoint operators on L 2 (N ).
For each π ∈N , we decompose its Hilbert space H π = ⊕ ⊥ α H π,α as in the proof of Proposition 3.1 in Section A.1 and we have for j = 1, . . . , q:
This implies the inclusion Σ Dρ ⊂ S Dρ .
For the converse inclusion, we will need the following Lemma, an easy consequence of the We will also use a dyadic decomposition on R + : there exists a smooth, non-negative function ψ, supported in the interval [ 1 2
, 2] and satisfying:
We set ψ a (x) = ψ(2 −a x) if a ≥ 1, and ψ o (x) = a<1 ψ(2 −a x).
We define the fonctions m a,j , a ≥ 0, j = 1, . . . , q by:
Each function m a,j is continuous and compactly supported in Σ Dρ and because µ o is not in the closed set Σ Dρ , there exists a constant C = C(µ o ) > 0, independent of a and j, such that:
We denote by U a,j the convolution operator whose kernel admits m a,j as Gelfand transform;
by Lemma A.1, this operator is bounded on L 2 (N ) with norm less than C2 −a . The operator a≥0 U a,j is thus also a bounded operator on L 2 (N ), which we denote by U j . We check that for any representation π ∈N , we have on each subspace H π,α :
from which we deduce:
This implies:
that is, µ o is not in the joint spectrum S Dρ .
This shows the inclusion Σ Dρ ⊃ S Dρ and concludes the proof of Proposition 3.2. We will also use the following Lemma which is well-known to specialists, but for which we
were not able to find a written proof:
i the associated sub-Laplacian. For any homogeneous left-invariant differential operator D on N of degree 2d, there exists a constant C = C(D) > 0 such that we have:
Proof. We refer to [FS82, ch.6 .A] for the definition and the properties of kernels of type α ∈ [0, Q[, where Q is the homogeneous dimension of the group. We will also use the fact that the sub-Laplacian, L, has a fundamental solution, -L being a homogeneous positive Rockland operator of order two -and that the same is true for
For any composition of left-invariant vector fields 
If 2d ≥ Q, L d does not have a homogeneous fundamental solution, but, according to [Gel83] , it has a fundamental solution G d which is the sum of two terms, one homogeneous of degree 2d − Q, and the other of the form P (x) log |x|, where P is a polynomial, homogeneous of degree 2d − Q, and |x| is any smooth homogeneous norm on N . This implies that, if the length k of I satisfies 2d − Q < k < 2d, then X I G d is a homogeneous function of degree −Q + 2d − k. We can then repeat the previous argument to conclude that (12) holds for every d. 
is invertible and L a Rockland operator.
Before proving Proposition 3.3, let us define some notation. We equip the two-step nilpotent Lie algebra N with an Euclidean product such that K acts orthogonally. K stabilises the centre Z of N , and its orthogonal complement V = Z ⊥ . The decomposition N = V ⊕ Z endows N with a structure of graded Lie group. Q = dim V + 2 dim Z is the homogeneous dimension of the group. For the symmetrisation mapping, we assume that the basis (E i )
is given as a basis (E i ) This defines an application A : R q → R q which is a C ∞ -diffeomorphism of R q and whose Jacobian equals (−1) q−1 at any point. Thus if h is in S(R q ) then h • A −1 is in S(R q ).
We have: The proof of Proposition 3.3 is thus complete.
