Because many solid objects, both stationary and mobile, will be present in an indoor environment, the design of an indoor aerosol cloud finding lidar (light detection and ranging) instrument presents a number of challenges. The cloud finder must be able to discriminate between these solid objects and aerosol clouds as small as 1-meter in depth in order to probe suspect clouds. While a near IR (-1.5-pm) laser is desirable for eye-safety, aerosol scattering cross sections are significantly lower in the near-IR than at visible or W wavelengths. The receiver must deal with a large dynamic range since the backscatter from solid object will be orders of magnitude larger than for aerosol clouds. Fast electronics with significant noise contributions will be required to obtain the necessary temporal resolution.
Introduction
An eye-safe indoor aerosol cloud finding lidar (light detection and ranging) system presents a number of challenges. Many solid objects, both stationary and mobile, will be present in an indoor environment. The cloud finder must be able to discriminate between these solid objects and aerosol clouds as small as 1-meter in depth in order to probe suspect clouds with a UV fluorescence probe while minimizing personnel exposure to UV laser energy. A near IR (-1.6-pm) laser is desirable for eye-safety but the aerosol scattering cross section is significantly lower in the near-IR than at visible or UV wavelengths. The target aerosol particle density is expected to be between lo5 and lo6 particledl. The receiver must deal with a large dynamic range since the backscatter from solid object will be orders of magnitude larger than for aerosol clouds. Fast electronics, (on the order of 1-ns rise times), with significant noise contributions, will be required to obtain the necessary temporal resolution. A glancing incidence on solid objects may produce a backscattered energy very similar to that from an aerosol. Finally, the production cost of a cloud finder must be low enough to consider putting it in a large number of facilities, constraining the choice of technologies and complexity of the system.
Approach
We have developed a laboratory instrument to look at aerosol clouds in the presence of solid objects. In parallel, we developed a lidar performance model for performing trade studies. Careful attention was paid to component details so that system performance could be accurately benchmarked. We have assessed the feasibility and performance of candidate approaches. The study concludes with the detection method that obtains the best sensitivity within the constraints of high probability of detection and low probability of false alarm.
The report is divided into eight remaining sections. The laboratory laser probe and detector are characterized in Sections 3 and 4, respectively, and these results are used to design an optical receiver in Section 5. Section 6 discusses calibration of the optical receiver. The system is used to detect controlled aerosol plumes, described in Section 7, and in Section 8 we extend these results to calculate detection limits for different detection schemes. Section 9 addresses the need of differentiating the aerosol plume from surface scattering, and the modeling approach and results are discussed in Section 10. Section 11 concludes the report with recommendations for future work.
Laser Probe Laser Probe Description
The low-wavelength cutoff for eye-safe IR lasers is 1.4 microns. To use a laser source with output in the eye-safe range, initial studies were performed with a Sandia-built optical parametric generator (OPG) source, which produces 1.577 micron pulses, 2.2-nsec wide, at a 120 Hz repetition rate. However, the travel time through a 1-m plume is 3.3 nsec, and it was anticipated that the laser-pulse FWHM should be at least a factor of 2 less than this to differentiate the plume from surface scatter, which at normal incidence would generate a return signal equivalent to temporal profile of the outgoing pulse. Because the OPG produced pulses 2.2 nsec wide, it would not suitable for discriminating plumes -1 m in depth from background surfaces. For demonstration purposes we therefore used the 1.064-ym output from a Litton Nd:YAG VEM 1064 series microchip laser. This source has a pulse length of 860 psec, a repetition rate >lo kHz, and a nominal pulse energy 4.7 yJ. While such a laser would likely not be appropriate for the final device, the results of detecting aerosol plumes with this Nd:YAG laser source can be scaled for a detection scheme with an eye-safe laser source.
Laser Probe Characterization
Previous aerosol backscatter studies with the OPG source demonstrated that our ability to detect a plume was limited by the acquisition of backscatter from multiple scattering events. We therefore recognized the need to match the laser divergence to the detector field-of-view (FOV), and undertook a careful design of the receivedtransmitter configuration. The Nd:YAG laser source was characterized by bringing the beam to a focus and measuring the beam radius with knife-edge measurements. A graph of the beam l/e2 radius, or beam waist w, versus the distance from the lens z is shown in Fig. 1 . The data are fit to a Gaussian beam modified by the M parameter as follows:
where In Eqs. (1) and (2), wo is the beam waist at the focus, A is the laser wavelength, zo is the axial location of the focus, and zR is the Rayleigh range (all in m). For a perfectly Gaussian beam, M = 1; it is apparent from the fit parameters in Fig. 1 that the beam is very close to Gaussian. Once the spatial characteristics of the laser beam were evaluated, and knowing the lens focal length and position with respect to the laser, we could determine the properties at the laser exit. The natural full-angle divergence from the source is calculated as 14 mrad, in agreement with the manufacturer's specifications. This divergence would allow a spatial resolution of 7-cm at a distance of 5 m from the instrument, which we judge appropriate for aerosol plume detection. 
Detector

Detector Description
The detector is a Hamamatsu H9170-75 near-IR photomuliplier tube (PMT). This PMT is cooled to -60°C for operation and requires a vacuum pump to maintain this temperature. In addition to being the potential optimal detector, the PMT was judged as most versatile detector for evaluating the feasibility of implementing more compact, rugged detectors. The relevant characteristics of this PMT are listed in Table 1 . In addition to the specifications listed in Table 1 , the PMT manufacturer measured and reported dynode gain values at three different bias voltages: gain = 2e+05 at -600 V, gain = 7e+05 at -700 V, and gain = 2e+06 at -800 V. Knowing that the gain is an exponential function of the bias voltage, we can write the relationship between the gain and bias voltage as follows:
which accurately describes the measured gain values, as shown in Fig. 2 . The output of the PMT was measured with an Agilent Infiniium digital storage oscilloscope with an 8-GSds sampling rate and a 1.5-GHz analog bandwidth. 
Detector Characterization
Unlike solid-state detectors, PMTs can often be saturated by only a few photoelectrons acquired over nanosecond time spans. For our demonstration instrument, it was desired to obtain backscattered signals on a single laser shot. Obviously, acquiring only a few photons from the target cloud would reduce the chance of detection. Reducing the bias voltage (and thus the gain) on a PMT can increase the number of photons that can be acquired before saturation, but this adjustment can also slow the detector response. We therefore undertook a systematic study of the PMT response to determine at which bias voltage we should operate in order to acquire the most photons before saturation significantly degraded the temporal response. The results of these studies are captured in Figs. 3-5. Figure 3 displays the FWHM of the output waveforms as a function of the peak-to-peak value of the waveforms. This figure demonstrates the effect of saturation on the width of the waveform: if the PMT detects too many photons, the waveform is temporally broadened. Note that as the PMT bias voltage is increased, the peak-to-peak signal at which saturation occurs is also increased. This relationship is displayed in Fig. 4 , for which saturation was defined as the signal magnitude at which the waveform FWHM broadened to 2.2 nsec -10% greater than its observed temporal response to single photons. Figure 5 shows another interpretation of the data displayed in Fig. 4 , displaying the number of photoelectrons acquired at the onset of saturation as a function of PMT bias voltage. The peak-to-peak signal was converted to photoelectrons by the relationships 
The number of photoelectrons required for saturation peaks at a PMT bias voltage of -550 V. For the remainder of results presented in this report, the PMT bias voltage was maintained at -550 V, while the laser energy is reduced so that the backscatter from the plume is was 124 mV. We must also be careful to select the focal length of lens B so that the detector can collect the full FOV. From Fig. 6 , for the detector to collect the FOV defined by the aperture, e 1 tan-' [detector dinneter / 2 and @(rad) is given by
1. 
Transmitter/Receiver Calibration
After designing the receiver, it was necessary to check the system throughput to see if the returned backscatter signal agreed reasonably well with predictions. Laser pulses were directed to a Lambertian surface with a calibrated reflectivity of 0.12, placed 7.62 m away from the receiving lens (Lens A in Fig. 6 ). The laser energy was attenuated by over three orders of magnitude, transmitting only 2.0-nJ/pulse, to avoid saturating the PMT. The acquired backscatter signal was 19 mV. From standard LIDAR modeling, we expect that the ratio of received photons to transmitted photons would be where Alens is the area of the receiving lens (m'), Tis the transmission of the optical system, and R is the distance between the surface and lens A (m). The clear aperture of lens A is 42 mm in diameter, and the transmission of the spectral filter in front of the receiver is 0.57. In addition, the signal passes through three uncoated lenses, so each of the six surfaces is expected to transmit only 96% of the incoming light, reducing the overall receiver transmittance (including the spectral filter) to 45%. The expected ratio calculated from Eq. (10) we calculate the number of received photons as 4200. The energy of an outgoing 1064-nm photon is hv, or 1.87e-19 J, and therefore the 2.0-nJ outgoing pulse contains l.le+lO photons. The ratio of received photons to transmitted photons is therefore 3.8e-07, in excellent agreement with the predicted ratio calculated above. Repeated tests with several transmitted laser energies yielded similar results.
Detection of Aerosol Clouds
To benchmark the system performance, we collected backscatter from aerosols generated by a Vicount 1300 smoke generator. The smoke generator outputs a well-characterized particle size distribution with the majority of particles ranging from 0.2 pm to 0.3 pm (see Fig. 7 ). This welldefined particle size distribution enables scaling the aerosol backscattering return signal studies to other aerosol sizes as well as other probe laser wavelengths. The smoke generator was operated with a supply pressure of 20 psi, producing only 20% of its rated maximum aerosol delivery rate (see Fig.  9 ), or 0.4 Vhr. The flow rate out of the 31-mm diameter nozzle was measured as 0.7 m / s , resulting in a volumetric flow rate of 0.53 l/s. If we assume an effective particle diameter of 250 nm, then the effective volume for a spherical aerosol particle would be 6.5e-20 m3. The 0.4 l/hr aerosol delivery rate is therefore equivalent to a 1.7e+12 particles/s. Thus the particle density is given as particle flow rate 1.7e + 12 particlesk particle density = --= 3.2e + 12 particles/l (12) total flow rate 0.53 11s at the nozzle exit.
Thermal Generator
Typical PaiZirilo Sirc Distribution where Gis the scattering cross section (cmz/sr), N is the particle concentration (particles/m3), and L is the interaction length (m). Because the plume thickness is approximately the spatial length of the laser pulse, L can be approximated as the plume thickness. We have previously confirmed the hardtarget backscatter agrees with predictions, and we can now approximate the scattering cross section of the particles by ratioing the signal return from the aerosol to that from the hard target. Observing the waveforms in Fig. 9 , the signal return from the plume is 20% of the signal from the surface without the plume present. Ratioing Eqs. (13) and (lo), we see that the relative signal return from an aerosol cloud, as compared to the return from the surface, is (14) receivedphotons,,,,,
received photons,,,, 4 .0.12 4.0.12
Knowing that N is 3.2e+12 particlesA and setting L to the plume thickness, we calculate G = 1.3e-10 cmz. This is in reasonable agreement with the predicted cross section of le-I0 cm' calculated for 300-nm spherical particles -the effective scattering cross section is weighted towards the larger particles -probed by 1064-nm light (assuming a refractive index n = 1.5). 
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Estimation of Detection Limits
Obviously, the smoke cloud described above has a particle density many orders of magnitude greater than is desired for an indoor biological aerosol detector. However, there are several factors that act in favor for extrapolating this approach for detection of biological aerosol plumes. For an eye-safe laser at 1.6 pm probing 3-pm particles, we expect the scattering cross section to increase by a factor of 100 as compared to probing the smoke particles with the 1064-nm laser.' From the PMT waveforms in Fig. 9, 8 mV of backscatter signal, or 18 photoelectrons, are being acquired for a plume with a particle density of 3.2e+12 particles/l. The backscatter signal from the solid surface is 38 mV, corresponding to only 4.0 nJ output energy. This laser energy can be increased by over three orders of magnitude: a fiber-laser pumped optical parametric generator could easily produce 20 pJ of 1.6-pm light for probing the scene. To calculate a detection limit, we will assume that 9 photoelectrons need to be acquired for plume detection, leading to a shot-noise-limited SNR of 3. Assuming that we would use a 2-in diameter collection lens as the receiving optic, we expect the following detection limit for biological aerosols probed with a single pulse of a 1.6-pm laser source:
9 photons 4e -09 J le -10 cm2 18photons 20e-06 J l e -8 c m 2 (11) detection limit,, = (3.2e + 12 particlesA).
= 3200 particled.
While this detection limit is within the desired range, it would be much more practical to use a simpler, more compact near-IR detector (e.g., a solid state InGaAs photodiode) than to use the Hamamatsu PMT. The noise-equivalent power (NEP) for such a packaged detector (e.g., the New Focus 1611-FS-AC or the Newport AD series) is -20 ~W / H Z "~. Knowing that a bandwidth of -1 GHz is required to temporally resolve the plume, the expected NEP for detection of the backscatter would be 6e-07 W. For a l-nsec pulse, this noise is equivalent to 6e-16 J, or 5e+03 photons at 1.6 pm. To recognize a plume with a photodiode, we would likely have to collect three times this noise level, or 15e+03 photons. The single-pulse detection limit for biological aerosol plumes using a photodiode is therefore estimated as 15e + 03 photons 1800 photons detection limitphotodiode = (3.2e + 12 particlesA) 4 e -0 9 J l e -0 8 c m 2 2 0 e -0 6 J l e -1 0 c m 2 (12) = 5e + 07 particlesA . This is unfortunately well above the detection limit desired for indoor biological aerosol plumes. Therefore the Hamamatsu PMT or a similar device would be required to detect the presence of a biological aerosol plume. 
Plume Recognition
Our final studies with the laboratory system focused on the true capability of the instrument to recognize aerosol plumes, differentiating the aerosols from surface targets. Because the temporally resolved signal is acquired at such a high bandwidth, we should be able to differentiate aerosol scatter from surface scatter by the rise time of the acquired waveform. This expected difference in rise time is even evident in the top two waveforms in Fig. 9 for the 23-cm thick plume. The backscatter rise time is 1.250 nsec for the solid surface (the PMT was somewhat saturated from the surface backscatter), and the presence of the plume located next to the surface increases the rise time to 1.375 nsec.
For the isolated plumes displayed in Fig. 9 the difference in rise time is less obvious. The plume thickness approximately matches the laser pulse width, and therefore backscatter from the plume shows similar temporal characteristics to surface backscatter. For reliable detection the plume should be considerably wider than the laser pulse, so experiments were performed at points where the plume had expanded further. Figure 10 displays the waveform resulting from probing a larger plume. The 10-90% rise time of the aerosol backscatter is 2.25 nsec, significantly longer than the corresponding rise time of the surface backscatter (1.12 nsec). A factor yet to be considered is that the laser beam will reflect and scatter off of solid objects at a variety of incidence angles. Unless the target is at normal incidence, it will appear to the lidar system to have an effective depth, a function of both the angle of incidence on the surface as well as the laser beam diameter. This depth will act to temporally broaden the return signal. The backscattered waveforms in Fig. 11 were all acquired from our Lambertian scatterer placed at different angles of incidence with respect to the laser beam path. The waveform temporally broadens as the angle of incidence increases. This temporal broadening could result in a glancing incidence return being mistaken for an aerosol cloud. However, we note that the backscatter return from a solid object, even at glancing incidence, will be much larger than the aerosol backscatter. Potentially the plume could be differentiated from glancing incidences by measuring both the temporal rise-time and the amplitude of the return signal. Detailed modeling should be performed to optimize the laseddetector format, covering the area in the appropriate time while minimizing the chance of a false positive. 
Modeling of Plume Detection
In parallel with the experimental studies, we have developed a lidar performance model for performing trade studies. The model accounts for the range to the plume, the wall reflectivity, plume parameters (particle density, size, and index of refraction), receiver filter characteristics, detector noise, and A/D quantization errors. Including effects of finite pulse duration, range, and finite receiver filter bandwidth, the power received as a function of time is2
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where Po is the average power in the pulse (W), A, is the objective area (m2), h is the receiver filter impulse response, o(r) is the plume backscatter profile, S; is the laser pulse width, and e(t) is the laser temporal pulse shape. Sample results from this modeling effort are shown in Fig. 12 . The plots on the left correspond to a detector with an NEP of 20 ~W / H Z "~, while the plots on the right correspond to a lower detector noise level, NEP = 2 ~W / H Z "~. 
Conclusions and Recommendations
We have conducted an experimental study of a laboratory aerosol backscatter lidar instrument, the results of which can serve as benchmarks for the design of a practical device. Measurements of the detector quantum efficiency and gain, as well as the receiver FOV and throughput, were used to quantify the backscatter results from controlled aerosol releases. In parallel, we have developed a model for performing trade studies. For future work, we recommend incorporating a multiple-beam and scanning approaches into the model as a method to differentiate the plume from glancing solidsurface reflections. 
