We classify all quadratic homogeneous polynomial maps H and Keller maps of the form x + H, for which rk J H = 3, over a field K of arbitrary characteristic. In particular, we show that such a Keller map (up to a square part if char K = 2) is a tame automorphism.
Introduction
Throughout the paper, K is a field and K[x] := K[x 1 , x 2 , . . . , x n ] stands for the polynomial ring in n variables. For a polynomial map F = (F 1 , F 2 , . . . , F m ) ∈ K [x] m , we denote by J F := ( ∂Fi ∂xj ) m×n the Jacobian matrix of F and deg F := max i deg F i the degree of F . Write F • G or F G for the composition of two polynomial maps. By the chain rule, J (F • G) = (J F )| x=G · J G. A polynomial map H ∈ K [x] m is called homogeneous of degree d if each H i is zero or homogeneous of degree d.
A polynomial map F ∈ K[x] n is called a Keller map if det J F ∈ K * . The Jacobian conjecture asserts that, when char K = 0, a Keller map is invertible; see [7] or [1] . It is still open for any dimension n ≥ 2.
Bass et al. [1] showed that it suffices to consider the Jacobian conjecture for all cubic homogeneous polynomial maps. Wang [15] showed that, when char K = 0, any quadratic Keller map is invertible, however little is known for the structure of them.
Quadratic homogeneous polynomial maps H
with rk J H = r
In this section, we are devoted to obtaining some general results on the structure of quadratic homogeneous polynomial maps H with rk J H = r for any characteristic. The main result is the following Theorem 2.1.
m be a quadratic homogeneous polynomial map, and r := rk J H. Then there are S ∈ GL m (K) and T ∈ GL n (K), such that for H := SH(T x), only the first Conversely, rk JH ≤ r if eitherH is as in (2) or (3), or 1 ≤ r ≤ 2 andH is as in (1) .
To prove Theorem 2.1, we start with some lemmas.
Lemma 2.2. Let L be an extension field of K. If Theorem 2.1 holds for L, then it holds for K.
Proof. We only prove this lemma for the first claim of Theorem 2.1, because the second claim can be treated in a similar manner, and the last claim does not depend on the base field.
Suppose that H ∈ K[x] m satisfies the first claim of Theorem 2.1 for L, i.e., there are S ∈ GL m (L) and T ∈ GL n (L) such that forH := SH(T x), only the first r. Then the rows of J H are dependent over L. Since L is a vector space over K, the rows of J H are dependent over K. So we may assume that the last row of J H is zero. By induction on m, (H 1 , H 2 , . . . , H m−1 ) satisfies the first claim of Theorem 2.1 for K and thus H satisfies the first claim of Theorem 2.1 for K.
Lemma 2.3. If a quadratic homogeneous polynomialH is of the form in (2) or (3) of Theorem 2.1, then rk JH ≤ r and there exists an S ∈ GL m (K) such that only the first (2) of Theorem 2.1, then it is obvious that rk JH ≤ r. Notice that in this caseH contains only terms in x 1 , x 2 , . . . , x r . Since the number of quadratic terms in x 1 , x 2 , . . . , x r is r+1 2 = 1 2 r 2 + 1 2 r, the conclusion follows. IfH is as in (3) of Theorem 2.1, then rk JH ≤ r as well since JH · x = 2H = 0 when char K = 2. Notice that in this case all the square-free terms of H are in x 1 , x 2 , . . . , x r , x r+1 . Since the number of square-free quadratic terms in x 1 , x 2 , . . . , x r , x r+1 is also
2 r, the conclusion follows. Lemma 2.4. Let M be a nonzero matrix whose entries are linear forms in K [x] . Suppose that r := rk M does not exceed the cardinality of K. Then there are invertible matrices S and T over K, such that forM :
Proof. We may assume without loss of generality that the determinant f := det M 0 is nonzero, where M 0 is the principal submatrix of size r × r of M . Since f is a homogeneous polynomial of degree r, we deduce from [3, Lemma 5.
Then L 1 (v) = 0, and we may assume that L 1 (v) = 1. Write
, we have rk M (1) = r and its leading principal minor of size r is nonzero, and thus we may choose invertible matrices S and T over K, such that SM
Suppose thatM is as in Lemma 2.4. Writẽ
where 
m , such that JH is asM in Lemma 2.4 and writẽ
(ii) The columns of C are dependent over K.
Proof. (i) Take v as in Lemma 2.4, and write
SinceH is quadratic homogeneous, we have
From CB = 0, we deduce that
. . .
Hr+2
Since C = 0, we haveH i = 0 for some i > r, and thus the right-hand side is nonzero. Therefore v ′ = 0 and the conclusion (i) follows. (ii) We may assume that C = 0. Take v ′ as in (i). From D = 0, we deduce that C · v ′ = (C|D) · v = 0, which yields (ii).
Lemma 2.6. Use the same notations as in Lemma 2.5. Suppose that rk B + rk C = r and that the columns of C are dependent over K. Then the column space of B (over K(x)) contains a nonzero constant vector (over K).
Proof. From rk C + rk B = r and CB = 0, we deduce that ker C is equal to the column space of B. Hence any w ∈ K r such that Cw = 0 is contained in the column space of B.
Now we are in the position to prove Theorem 2.1.
Proof of Theorem 2.1. By Lemma 2.2, we may assume that K has at least r elements. Let M = J H and take S and T as in Lemma 2.4. Then S(J H)T is asM in Lemma 2.4. LetH := SH(T x). Then JH = S(J H)| x=T x T is asM in Lemma 2.4 as well, up to replacing L i by L i (T x). TakeM = JH and take A, B, C, D as in (2.1). We distinguish four cases:
• The column space of B contains a nonzero constant vector.
Then there exists an U ∈ GL m (K), such that the column space of UM contains e 1 , because D = 0. Consequently, the matrix which consists of the last m − 1 rows of J (UH) = UM has rank r − 1. By induction on r, it follows that we may choose U such that only
rows of J (UH) may be nonzero besides the first row of J (UH). So UH is asH in (1) of Theorem 2.1.
• The rows of B are dependent over K in pairs.
If B = 0, then the column space of B contains a nonzero constant vector, and the case above applies since D = 0.
So assume that B = 0. Then only the first r columns of JH may be nonzero. Since rk JH = r, the first r columns of JH are indeed nonzero. Furthermore, it follows from JH · x = 2H that char K = 2. SoH is as in (2) of Theorem 2.1, and the result follows from Lemma 2.3.
• char K = 2 and rk B ≤ 1.
If the rows of B are dependent over K in pairs, then the second case above applies, so assume the converse. Then on account of [4, Theorem 2.1], the columns of B are dependent over K in pairs. As D = 0, there exists an U ′′ ∈ GL n−r (K) such that only the first column of B D U ′′ may be nonzero. Hence there exists an U ∈ GL n (K) such that only the first r + 1 columns of (JH) U may be nonzero. Consequently,H(U x) is asH in (3) of Theorem 2.1, and the result follows from Lemma 2.3.
• None of the above.
We first show that rk C ≤ r − 2. So assume that rk C ≥ r − 1. Since CB = 0, we have rk C + rk B ≤ r, and thus rk B ≤ 1. As the last case above does not apply, char K = 2. By Lemma 2.5, the columns of C are dependent over K. As the first case above does not apply, it follows from Lemma 2.6 that rk C + rk B < r. So B = 0, which is the second case above, a contradiction. So rk C ≤ r − 2 indeed.
By induction on r, we may assume that C has at most
nonzero rows. As A has r rows, there exists an U ∈ GL m (K) such that UH is asH in (1) of Theorem 2.1.
The last claim of Theorem 2.1 follows from Lemma 2.3 and the fact that 3 Quadratic homogeneous polynomial maps H with rk J H = 3
In this section, we classify all quadratic homogeneous polynomial maps H with rk J H = 3 for any characteristic.
m be a quadratic homogeneous polynomial map with rk J H = 3. Then there are S ∈ GL m (K) and T ∈ GL n (K), such that for H := SH(T x), one of the following statements holds:
(1) Only the first 3 rows of JH may be nonzero; (2) Only the first 4 rows of JH may be nonzero, and
(in particular, char K = 2); (3) Only the first 4 rows of JH may be nonzero,
and char K = 2; (4) Only the first 4 rows of JH may be nonzero, and
for some nonzero c ∈ K (in particular, char K = 2). Conversely, rk JH ≤ 3 in each of the five statements above.
m be quadratic homogeneous such that rk J H ≤ 3.
In the other cases of Theorem 3.1 where char K = 2, trdeg K K(H) ≤ 3 follows trivially.
m , such that JH is asM in Lemma 2.4, and writẽ
. If rk C = 1 and r is odd, then the columns of C are dependent over K.
Proof. The case where char K = 2 follows from Lemma 2.5, so assume that char K = 2. Since rk
2 · 1, we deduce from Theorem 2.1 that the rows of C are dependent over K in pairs. Say that the first row of C is nonzero.
For any f ∈ K[x], we denote by H(f ) := (
∂xi∂xj ) n×n the Hessian matrix of f . As r is odd, it follows from Proposition 3.4 and Remark 3.5 below that rk HH r+1 < r. Hence there exists a w ∈ K r such that (HH r+1 ) w = 0, and
Since the row space of C is spanned by JH r+1 , we have C w = 0.
It is well-known that, if char K = 2 and M ∈ Mat n (K) is symmetric matrix, then there exists a T ∈ GL n (K), such that T t M T is a diagonal matrix.
Proposition 3.4. Let M ∈ Mat n (K) be a symmetric matrix with zeroes on the diagonal. Then rk M is even, and there exists a lower triangular matrix T ∈ Mat n (K) with ones on the diagonal, such that T t M T is the product of a symmetric permutation matrix and a diagonal matrix.
Proof. If the last column of M is zero, then we have reduced the problem to the leading principal submatrix of size n − 1. And if the last column of M is not zero, let i be the index of the lowest nonzero entry in the last column of M , and use M in and M ni as pivots to clean the rest elements of columns i and n and rows i and n of M to obtain a matrixM , and then we reduce the problem to the submatrix obtained by removing the last row and last column ofM . The conclusion follows by induction on n.
Remark 3.5. When char K = 2, the Hessian matrix of a quadratic homogeneous polynomial is symmetric with zeroes on the diagonal, and thus is of even rank.
4 be quadratic homogeneous with
for some nonzero c ∈ K, and a v ∈ K 4 of which the first 3 coordinates are not all zero. And suppose that the last column of J H does not generate a nonzero constant vector. Then there are S, T ∈ GL 4 (K), such that
Proof. Noticing that ∂H4 ∂x1 = x 1 , we have char K = 2. Since the last row of J H is ( x 1 cx 2 0 0 ) and the last coordinate of JH · v is zero, we deduce that v 1 = v 2 = 0. As the first 3 coordinates of v are not all zero, we have v 3 = 0.
Let
where k is any nonzero constant, and letH = SH(T x). Then
and thus M (1) = diag(1, 1, 1, 0). It follows that JH is asM in Lemma 2.4 with
Then C = (x 1 , cx 2 , 0). Just like the last column of J H, the last column of JH does not generate a nonzero constant vector. So B 11 and B 21 are not both zero. Then by CB = 0 we deduce that B = (cx 2 , −x 1 , B 31 ) t up to a scalar, and the scalar can be chosen to be 1 by adapting the value of k in T .
The coefficient of x 3 in B 31 is zero, and by changing the third row of I 4 on the left of the diagonal in a proper way, we can get an U ∈ GL 4 (K) such that
for somec ∈ K. Since U −1 can be obtained by changing the third row of I 4 on the left of the diagonal in a proper way as well, we infer that
Similarly one may verify
where c,c ∈ K, such that c = 0. By row operations using C 11 = x 1 as a pivot, we may also assume that the coefficients of x 1 in A 11 , A 21 , A 31 equal to zero.
ReplacingH by U −1H (U x). Let a i and b i be the coefficients of x 1 and x 2 in A i2 respectively, for each i ≤ 3. Theñ
Consequently, it suffices to show that a i = b i = 0 for each i ≤ 3, and thatc = c. By assumption, det J H = 0. Observing the coefficient of x Since the coefficient of x 3 2 x 3 in det JH is zero, we see by expanding along rows 3, 4, 2, in that order, that a 2 x 2 = 0. So
Since the coefficient of x 2 1 x 3 x 4 in det JH is zero, we see by expending along row 3, and columns 2 and 1, in that order, thatcx 4 = cx 4 .
Since the coefficient of x 1 x 2 2 x 3 in det JH is zero, we see by expending along row 3, and columns 1, 4, in that order, that b 2 x 2 = 0. Using that and that the coefficient of x 2 1 x 2 x 3 in det JH is zero, we see by expending along row 3, and columns 1, 2, in that order, that b 1 x 2 = 0.
In conclusion, a i = b i = 0 for each i ≤ 3, andc = c, and thusH is as claimed.
Now we can prove Theorem 3.1.
Proof of Theorem 3.1. From Lemma 3.7 below, it follows that we may assume that K has at least 3 elements. Hence we may assume thatM := JH is as in Lemma 2.4 and writeM = A B C D as in (2.1). We distinguish three cases:
Then there exists an U ∈ GL m (K), such that the column space of UM contains e 1 . So the matrix which consists of the last m − 1 rows of J (UH) = UM has rank 2. LetŨ be the matrix consisting of the last m − 1 rows of U . Then rk J (ŨH) = 2, and we apply Theorem 2.1 toŨH.
-If case (1) of Theorem 2.1 applies forŨH, then we may assume that only the first • The columns of B are dependent over K in pairs.
We may assume that C = 0, B = 0 and char K = 2. (In fact, if C = 0, then (1) of Theorem 3.1 follows; if B = 0, thenH is as in (2) of Theorem 2.1, which is (5) of Theorem 3.1; if char K = 2, thenH is as in (3) of Theorem 2.1, which is (6) of Theorem 3.1.)
Since char K = 2, it follows from Lemma 2.5 that the columns of C are dependent over K, and thus rk C ≤ 2. Notice that rk B = 1. If rk C = 2, then rk B + rk C = 3. By Lemma 2.6, B contains a nonzero constant vector, and thus (1) of Theorem 3.1 follows.
So rk C = 1. By Theorem 2.1, we may assume that only the first row of C is nonzero. We may also assume that only the first column of B is nonzero. By Lemma 3.3 the columns of C are dependent over K.
By coordinate change, we may assume thatH 4 = a 1 x
, and we may assume that a 1 = 1 2 and a 3 = 0, since C = 0 and the columns of C are dependent over K.
Then the first row of C is ( x 1 cx 2 0 ). We distinguish two cases.
-c = 0.
Noticing that the first column of JH is independent of the other columns of JH, and
we infer that rk J (H| x1=1 ) = 2, and we may apply [ By Lemma 2.5, there exists a v ∈ K n of which the first 3 coordinates are not all zero, such that JH · v = (x 1 , x 2 , x 3 , 0, . . . , 0) t . Notice that JH 4 = (x 1 , cx 2 , 0, 0, . . . , 0 ) and the column space of B does not contain a nonzero constant vector. We deduce from Lemma 3.6 that case (4) of Theorem 3.1 follows.
We first show that rk B ≥ 2. So assume that rk B ≤ 1. Since the columns of B are not dependent over K in pairs, we deduce from [4, Theorem 2.1] that the rows of B are dependent over K in pairs. This contradicts the fact that the column space of B does not contain a nonzero constant vector. So rk B ≥ 2 indeed.
From CB = 0, we have rk B + rk C ≤ 3, and thus rk C ≤ 1. If C = 0, then (1) of Theorem 3.1 follows. If rk C = 1, then rk B = 2 and rk B +rk C = 3. From Lemmas 3.3 and 2.6, we deduce that the column space of B contains a nonzero constant vector, a contradiction.
So it remains to prove the last claim. This is trivial in case of (1) of Theorem 3.1. In case of (4) of Theorem 3.1, the last claim follows from the fact that H Lemma 3.7. Let K be a field of characteristic 2 and L be an extension field of K. If Theorem 3.1 holds for L, then it holds for K.
Proof. Suppose that H ∈ K[x]
m satisfies Theorem 3.1 over L, i.e., there exist S ∈ GL m (K) and T ∈ GL n (K) such thatH := SH(T x) is of the form (1), (3) or (6) in Theorem 3.1. We assume thatH is of the form (3) because the other cases follows in a similar manner as Lemma 2.2.
Notice that 0 x 3 x 2 x 1 y 4 y 5 · · · y m · JH = 0.
Since JH = S(J H)| T x T , one may verify that
Suppose first that m = 4. As rk J H = m − 1, there exists a nonzero v ∈ K(x) m such that ker v 1 v 2 v 3 v 4 is equal to the column space of J H. Since the column space of J H is contained in ker ( 0 x 3 x 2 x 1 )S , it follows that v 1 v 2 v 3 v 4 is dependent on ( 0 x 3 x 2 x 1 )S. So
and the components of v are dependent over L. Consequently, the components of v are dependent over K. So ker v 1 v 2 v 3 v 4 ) contains a nonzero vector over K, and so does the column space of J H. Now we can follow the same argumentation as in the first case in the proof of Theorem 3.1. Suppose next that m > 4. Then the rows of J H are dependent over L and thus dependent over K as well. So we may assume that the last row of J H is zero. By induction on m, (H 1 , H 2 , . . . , H m−1 ) is as H in Theorem 3.1. As H m = 0, we conclude that H satisfies Theorem 3.1 over K. 4 Keller maps x + H with H quadratic homogeneous and rk J H = 3
In this section, we classify all Keller maps x + H over an arbitrary field K where H is quadratic homogeneous and rk J H ≤ 3. Notice that for any homogeneous polynomial map
Recall that a polynomial map Proof. Suppose that J x1,x2,x3 H is not similar over K to a triangular matrix. Take i such that the coefficient matrix of x i of J x1,x2,x3 H is nonzero, and define
Then N is nilpotent, and N is not similar over K to a triangular matrix. Since N (0) is nilpotent, it is similar over K to E 13 or E 12 + E 23 . By [4, Lemma 3.1] N is similar over K to a matrix of the form
where b and f are linear forms, and b and f are independent because the coefficients of x i in b and f are 0 and 1 respectively. So there exists a T ∈ GL 3 (K) such that T −1 (J x1,x2,x3 H)T is of the form
where b and f are independent linear forms. LetT = diag(T,
The coefficients of x 1 x 2 and x 2 x 3 inH 2 are zero, so b(T x) and f (T x) do not contain x 2 . InH 1 andH 3 , these coefficients are zero as well, so b(T x) and f (T x) do not contain x 1 , x 2 , x 3 , and neither do b and f .
Lemma 4.2. Let H ∈ K[x]
n with J H nilpotent. Suppose that (i) J H may only be nonzero in the first row and the first 2 columns (resp. (ii) J H may only be nonzero in the first row and the first 3 columns with char K = 2). Then there exists a T ∈ GL n (K) such that forH := T −1 H(T x), the following holds.
(a) JH may only be nonzero in the first row and the first 2 (resp. 3) columns.
(b) The Hessian matrix of the leading part with respect to x 2 , x 3 , . . . , x n ofH 1 is the product of a symmetric permutation matrix and a diagonal matrix.
(c) Every principal minor of the leading principal submatrix of size 2 (resp. 3) of JH is zero.
Proof. By Proposition 3.4, there exists a lower triangular T ∈ Mat n (K), for which the diagonal elements are all 1 and the first column is e 1 , such that the Hessian matrix of the leading part with respect to x 2 , x 3 , . . . ,
is the product of a symmetric permutation matrix and a diagonal matrix. Furthermore, JH may only be nonzero in the first row and the first 2 (resp. 3) columns because of the form of T . So it remains to show (c). We discuss the two cases respectively.
(i) Let N be the leading principal submatrix of size 2 of JH.
Suppose first that JH may only be nonzero in the first 2 columns. Then N is nilpotent since JH is nilpotent. On account of [4, Theorem 3.2] , N is similar over K to a triangular matrix. Hence the rows of N are dependent over K. If the second row of N is zero, then (c) follows. If the second row of N is not zero, then we may assume that the first row of N is zero, and (c) follows as well.
Suppose next that JH may only be nonzero in the first row and the first 2 columns, but not just the first 2 columns. Then
, and
as well since tr JH = 0. We distinguish two cases. x 2 , 0, . . . , 0) . Then J G = (JH)| x3=···=xn=0 . Consequently, the nonzero part of J G is restricted to the first two columns. So the leading principal submatrix of size 2 of J G is nilpotent. But this submatrix is just N , and just as forH before, we may assume that only one row of N is nonzero. This gives (c). (ii) Let N be the principal submatrix of size 3 of JH.
Suppose first that JH may only be nonzero in the first 3 columns. Then N is nilpotent. On account of [4, Theorem 3.2] , N is similar over K to a triangular matrix. But for a triangular nilpotent Jacobian matrix of size 3 over a field of characteristic 2, the rank cannot be 2. So rk N ≤ 1.
Hence the rows of N are dependent over K in pairs. If the second and the third row of N are zero, then (c) follows. If the second or the third row of N is not zero, then we may assume that the first 2 rows of N are zero, and (c) follows as well.
Suppose next that JH may only be nonzero in the first row and the first 3 columns, but not just the first 3 columns. We distinguish three cases.
Using techniques of the proof of (i), we can reduce to the case where JH may only be nonzero in the first 3 columns.
. Using techniques of the proof of (i), we can deduce that ∂ ∂x1H 2 = ∂ ∂x1H 3 = 0, and that J x2,x3 (H 2 ,H 3 ) is nilpotent. On account of [4, Theorem 3.2], J x2,x3 (H 2 ,H 3 ) is similar over K to a triangular matrix. But a triangular nilpotent Jacobian matrix of size 2 over a field of characteristic 2 must be zero. So J x2,x3 (H 2 ,H 3 ) = 0. Consequently, the last two rows of N are zero, and (c) follows.
Assume without loss of generality that
is the product of a permutation matrix and a diagonal matrix, it follows that 
For that purpose, suppose that
Looking at the coefficient of x 2 3 in the sum of the principal minors of size 2, we deduce that the coefficient of x (ii) Suppose next thatH is as in (ii) of Lemma 4.2. If the second row of JH is nonzero, then the coefficient of x 1 x 3 inH 2 is nonzero, because N 22 = 0. If the third row of JH is nonzero, then the coefficient of x 1 x 2 inH 3 is nonzero, because N 33 = 0. Since every principal minor of N is zero, we infer that N 23 N 32 = 0, so either the second or the third row of JH is zero.
Assume without loss of generality that the second row of JH is zero. Then either M has size 2 with row and column indices 1 and i, or M has size 3 with row and column indices 1, 3 and i. The upper right corner of M is of the form cx j for some nonzero c ∈ K, and with the techniques in (i) above, we see that 2 ≤ j ≤ 3.
Furthermore, we infer with the techniques in (i) above that JH has another principal submatrix M ′ of the same size as M ′ , of which the determinant is nonzero as well. The upper right corner of M ′ can only be of the form c ′ x 5−j for some nonzero c ′ ∈ K.
It follows that N 12 = 0 and N 13 = 0. Consequently, N 21 = N 31 = 0. This is only possible if both the second and the third row of JH are zero. So M has size 2, and claims (3) and (4) follow. Then there exists a translation G, such that
In particular, det JH + M = det J H + M x = 0.
So when char K = 2, x +H is of the form as in (2)
where
Denote by E i,a the elementary automorphism (x 1 , . . . ,
, and thus x +H is tame. And when char K = 2, the square-free part of x +H is of that form which is tame.
• H is as in (2) of Theorem 3.1.
. Then the rows of J x3,x4,...,xnH are dependent over K in pairs. Suppose first that the first 2 rows of J x3,x4,...,xnH are zero. Then we may assume that only the last row of J x3,x4,...,xnH may be nonzero.
Then the leading principal submatrix N of size 2 of JH is nilpotent since JH is nilpotent. On account of [4, Theorem 3.2] , N is similar over K to a triangular matrix. And we deduce that JH is similar over K to a triangular matrix. So we may choose T such that JH is lower triangular, and (1) is satisfied.
Suppose next that the first 2 rows of J x3,x4,...,xnH are not both zero. Then we may choose T such that only the first row of J x3,x4,...,xnH may be nonzero. From Lemmas 4.2 and 4.3, we may choose T such that every principal minor of JH is zero. From [6, Lemma 1.2], it follows that JH is permutation similar to a triangular matrix, and thus (1) is satisfied.
• H is as in (3) of Theorem 3.1.
. Then the rows of J x4,x5,...,xnH are dependent over K in pairs. Suppose first that the first 3 rows of J x4,x5,...,xnH are zero. Then we may choose T such that only the last row of J x4,x5,...,xnH may be nonzero, and just as above, (1) is satisfied.
Suppose next that the first 3 rows of J x4,x5,...,xnH are not all zero. Then we may choose T such that only the first row of J x4,x5,...,xnH may be nonzero. If we can choose T such that every principal minor of JH is zero, then (1) is satisfied, just as before.
So assume that we cannot choose T such that every principal minor of JH is zero. By Lemma 4.2 and Lemma 4.3, we may choose T such that H is as in Lemma 4.3. More precisely, we may choose T such that JH is of the form Then each row of M is of the form (0, cx 3 , cx 2 ), and thus by linear conjugation, we may assume that the first row of M is (0, x 3 , x 2 ) and all the other rows of M are zero. Furthermore, if we take S = (x 1 , x 2 , x 3 , x 4 + ax 6 , x 5 + bx 6 , x 6 , x 7 , . . . , x n ), where u 1 ∈ K[x 6 , x 7 , . . . , x n ]. Let P = (x 2 , x 5 , x 6 , x 1 , x 3 , x 4 , x 7 , . . . , x n ).
Then P −1 = (x 4 , x 1 , x 5 , x 6 , x 2 , x 3 , x 7 , . . . , x n ), and one may verify that the square-free part of P −1 • S −1 • (x +H) • S • P is of the form as in (3)
x + (x 2 x 6 , x 1 x 5 − x 3 x 6 + ax 4 x 5 − bx 4 x 6 + u 2 , x 2 x 5 , x 5 x 6 , 0, . . . , 0), where u 2 ∈ K[x 4 , x 7 , x 8 , . . . , x n ], which is equal to E 4,x5x6 • E 2,x1x5−x3x6+ax4x5−bx4x6+u2 • E 1,x2x6 • E 3,x2x5 and thus tame.
• H is as in (4) of Theorem 3.1.
Then only the first 4 columns ofH = T −1 H(T x) may be nonzero. Hence the leading principal submatrix N of size 4 of JH is nilpotent.
Suppose that the rows of N are linearly independent over K. Then there exists an U ∈ GL 4 (K), such that U N is as JH in Lemma 4.4. Furthermore, det(U N + U ) = det U det(N + I 4 ) = det U ∈ K * .
So det(U N + U ) = 0 and deg det(U N + U ) ≤ 2, contradicting Lemma 4.4.
So the rows of N are linearly dependent over K. Then the first case of the proof applies for the map (H 1 ,H 2 ,H 3 ,H 4 ). SinceH i ∈ K[x 1 , x 2 , x 3 , x 4 ], 1 ≤ i ≤ 4, the case where N is not similar over K to a triangular matrix cannot occur as in the first case of the proof. So N is similar over K to a triangular matrix, and so are JH and J H, and thus (1) is satisfied.
