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Abstract
Velleman & Wilkinson (1993) give a lot of examples to show that the hierarchy of
scalers introduced by Stevens is misleading. We will show that these examples gain
are misleading if we accept that most real data sets stem come derived measurement.
For derived measurement the absolute scale is very important. Count data, ranks,
percent data, standardized variables all have an absolute scale.
Keywords: Scale type, permissible transformations, data transformation
1 Ausgangspunkt
Seit fast f unfzig Jahren wird in den Sozialwissenschaften intensiv diskutiert, ob die
Wahl statistischer Methoden von dem Skalenniveau der zu analysierenden Variablen
abh angt. Zumbo & Zimmermann (1993) sprechen von einer ,,levels of measurement
controversy" oder ,,measurement{statistics debate". Ausgangspunkt dieser Kontro-
verse sind die Arbeiten des Psychologen S.S. Stevens aus den Jahren 1946 und
1951. In der ersten Arbeit gibt er eine Hierarchie von Skalentypen von der Nominal-
 uber die Ordinal- und der Intervallskala zur Verh altnisskala an, wobei sich die Ska-
lentypen durch unterschiedlich ,,groe" Mengen zul assiger Skalentransformationen
unterscheiden. In der zweiten Arbeit postuliert er, dass nur statistische Methoden
,,erlaubt" sind, die Invarianzeigenschaften bez uglich der zul assigen Skalentransfor-
mationen der zu analysierenden Variablen besitzen sollen. So ist das arithmetische
Mittel bei Vorliegen ordinalskalierter Daten ,,nicht erlaubt", w ahrend der Median
die notwendige Invarianzeigenschaft besitzt.
2Da in den Wirtschafts- und Sozialwissenschaften h aug ordinalskalierte Variablen
vorliegen, die ordnungserhaltende (d.h. streng monoton zunehmende) Abbildungen
als zul assige Transformationen besitzen, f uhrte Stevens' Denition ,,erlaubter" sta-
tistischer Methoden zu einer Bl ute der sog. nichtparametrischen Statistik, die statt
von den originalen Messwerten von Rangzahlen der Beobachtungen ausgeht. Dage-
gen sind die klassischen Verfahren der parametrischen Statistik, wie z.B. der t-Test
auf Mittelwertdierenzen bei unbekannten aber gleichen Varianzen und der F-Test
auf Varianzquotienten, nur dann ,,erlaubt", wenn zumindest intervallskalierte Daten
vorliegen.
Eine weitere Konsequenz der unterschiedlichen Skalenniveaus ist die Frage, welche
Funktionen in der Lage sind, ohne R uckgri auf Dimensionskonstanten, Variablen
verschiedener Skalenniveaus ineinander so abzubilden, dass die sich ergebende Funk-
tion ,,erlaubt" im Sinne von Stevens ist. Diese Fragestellung ist f ur Verh altnisska-
len von Luce (1959, 1964) gel"st worden, wobei er als einzige stetige L osung der
sich ergebenden Funktionalgleichung eine Potenzfunktion erh alt. Die Konsequenz
dieses Ergebnis ist beispielsweise, dass sich die Urteile verschiedener Experten nur
anhand des geometrischen Mittels zusammenfassen lassen, sofern die Expertenurtei-
le verh altnisskaliert sind. F ur Intervallskalen existiert keine einzige nicht-konstante
stetige M oglichkeit der Zusammenfassung.
Dass eine derart starke Einschr ankung der Vielfalt statistischer Methoden nicht oh-
ne Widerspruch bleiben konnte, liegt auf der Hand. Ein entscheidender Kritikpunkt
besteht darin, dass man realen Daten nicht ,,ansehen" kann, welches Skalenniveau
sie besitzen. In Stevens' Theorie muss das Skalenniveau n amlich a priori bekannt
sein. Durch die Repr asentationstheorie des Messens, wie sie z.B. in Pfanzagl (1971),
Krantz et al. (1971), Suppes et al. (1989) und Luce et al. (1990) dargestellt wird,
gelingt es, Skalenniveaus als Ergebnis eines Messvorganges durch strukturerhalten-
de Abbildung herzuleiten, wie sie aus der Theorie des ordinalen bzw. kardinalen
Nutzens bekannt sind. In der Theorie der Skalentypen von Alper (1985, 1987) und
Narens (1981) ist weiterhin gezeigt worden, dass unter gewissen Annahmen, nur die
von Stevens vorgeschlagenen Skalenniveaus auftreten k onnen. Eine Begr undung der
von Stevens erhobenen Forderung der Invarianz statistischer Methoden bez uglich
zul assiger Skalentransformationen steht allerdings noch aus, obwohl Narens (1988)
diese Invarianzforderung in die  sberlegungen des Erlanger Programms von F. Klein
aus dem Jahre 1872 f ur eine Grundlegung der Geometrie eingebettet hat. Erste
Ans atze einer Theorie der ,,erlaubten" Statistiken gehen auf Klein (1984) und (1994)
3zur uck.
Diese fehlende messtheoretische Begr undung und eine automatische Anwendung des
Invarianzkriteriums von Stevens in der Computer-gest utzten Auswahl statistischer
Methoden haben Velleman & Wilkinson (1993) veranlasst, die genannte Kontroverse
aufzugreifen und ihre Arbeit programmatisch ,,Nominal, Ordinal, Interval, and Ratio
Typologies Are Misleading" zu betiteln.
Im folgenden wird versucht, die von Velleman & Wilkinson vorgebrachten Kritik-
punkte zu systematisieren und weitestgehend zu entkr aften. Es wird dem allgemein
und speziell auch in statistischen Expertensystemen praktizierten Vorgehen der Me-
thodenwahl das Wort geredet, ohne die Probleme wissenschaftstheoretisch kaum
fundierbarer, das Skalenniveau betreender a priori Annahmen in Abrede zu stel-
len.
2 Kritik von Velleman & Wilkinson
Es lassen sich wissenschaftstheoretisch fundierte und pragmatisch orientierte Kritik-
punkte unterscheiden. Da jedoch zur Zeit die wissenschaftstheoretischen Grundla-
gen der Theorie des Messens intensiv diskutiert werden und eine Betrachtung dieser
Diskussion den Rahmen sprengen w urde, sollen im folgenden nur die mehr prag-
matischen Kritikpunkte angesprochen werden. Der Generaltenor der pragmatischen
Kritik lautet: "It doesn't work." Velleman & Wilkinson geben dazu eine Vielzahl
von Beispielen an, die ihre kritischen Thesen belegen sollen. Im folgenden werden
diese Beispiele unter dem in dem Artikel von Velleman & Wilkinson verwendeten
 sberschriften aufgegrien und diskutiert.
Alternative Skaleneinteilungen
Mosteller & Tukey (1977) geben die in Tabelle 1 aufgef uhrten Datentypen an, auf
die sich Velleman & Wilkinson berufen, wobei die letzte Spalte, die von uns zu-
gef ugt wurde, die zugeh origen Skalentypen identiziert. Diese Datentypen scheinen
zun achst keine Restriktionen f ur statistische Methoden zu implizieren. Obwohl dies
nicht von Mosteller & Tukey beabsichtigt ist, kann jedoch das jeweilige Skalenni-
veau s amtlicher Datentypen bestimmt werden, wie die Angaben der letzten Spalte
4zeigen. Dabei spielt die absolute Skala eine entscheidende Rolle. Sie ist dadurch ge-
kennzeichnet, dass lediglich die identische Abbildung als zul assige Transformation
auftritt. Grob gesprochen gibt es somit nur eine M oglichkeit der Messung absolutska-
lierter Gr oen. Z ahlergebnisse liefern das wohl prominenteste Beispiel f ur Messwerte
einer absoluten Skala. Die absolute Skala tritt vornehmlich auf, wenn eine sog. abge-
leitete Messung vorliegt. Dabei wird aus mehreren fundamental gemessenen Gr oen,
durch eine zumeist denitorische Vorschrift, eine weitere Gr oe abgeleitet. Ein oft
zitiertes Beispiel ist die physikalische Dichte, die sich als Quotient aus Masse und
Volumen errechnet. Durch abgeleitete Messung ergeben sich insbesondere die beiden
Datentypen "Anteile" und "R ange".
Namen Auspr agungen Skalentyp
Grade geordnete Labels Ordinalskala
R ange absolute Skala
Anteile Prozentzahlen absolute Skala
Z ahlergebnisse nichtnegative Integerzahlen absolute Skala
Betr age nichtnegative reelle Zahlen Intervallskala
"Balances" unbeschr ankte reelle Zahlen Intervallskala
Tabelle 1: Datentypen nach Mosteller & Tukey (1977) und ihre Skalentypen
Diese Datentypen scheinen zun achst keine Restriktionen f ur statistische Methoden
zu implizieren. Obwohl dies nicht von Mosteller & Tukey beabsichtigt ist, kann je-
doch das jeweilige Skalenniveau s amtlicher Datentypen bestimmt werden, wie die
Angaben der letzten Spalte zeigen. Dabei spielt die absolute Skala eine entschei-
dende Rolle. Sie ist dadurch gekennzeichnet, dass lediglich die identische Abbil-
dung als zul assige Transformation auftritt. Grob gesprochen gibt es somit nur eine
M oglichkeit der Messung absolutskalierter Gr oen. Z ahlergebnisse liefern das wohl
prominenteste Beispiel f ur Messwerte einer absoluten Skala. Die absolute Skala tritt
vornehmlich auf, wenn eine sog. abgeleitete Messung vorliegt. Dabei wird aus meh-
reren fundamental gemessenen Gr oen, durch eine zumeist denitorische Vorschrift,
eine weitere Gr oe abgeleitet. Ein oft zitiertes Beispiel ist die physikalische Dichte,
die sich als Quotient aus Masse und Volumen errechnet. Durch abgeleitete Messung
ergeben sich insbesondere die beiden Datentypen "Anteile" und "R ange". Wenn z.B.
m eine Ordinalskala ist und A eine Objektmenge, dann ist der Rang eines Objektes
a deniert als die Anzahl der Objekte ai aus A, deren Messwerte m(ai) kleiner oder
gleich m(a) sind. Diese Denition legt den Begri "Rang" eindeutig fest. Bez uglich
5Angaben von Anteilen (z.B. in Prozent oder in Promille) stellen Velleman & Wilkin-
son fest, dass sich diese den g angigen zul assigen Skalentransformationen entziehen,
da ihre Werte auf ein bestimmtes Zahlenintervall beschr ankt sind. Dies ist aber kein
Problem, da die Identit at die einzige zul assige Transformation ist, sofern festgelegt
ist, worauf sich die Anteile summieren sollen (z.B. 1, 100 oder 1000). Oensichtlich
ist man in der Lage, diesen praxisrelevanten Datentypen ohne Schwierigkeiten ihr
Skalenniveau anzusehen.
2.0.1 Stevens' Skalentypen sind unzureichend, um realen Datenskalen
zu beschreiben
Mit einem weiteren Beispiel wird von Velleman & Wilkinson die Behauptung auf-
gestellt, dass h aug in der Praxis auftretenden Datentypen nicht notwendigerweise
das Skalenniveau anzusehen ist.
Es werden vier Krankheitssymptome betrachtet, wobei jeweils mit 1 bzw. 0 festgehal-
ten wird, ob ein System vorliegt oder nicht. Daraus ergibt sich die in der folgenden
Tabelle dargestellte partielle bin are Ordnung. Die letzte Spalte gibt an, wie viele
Symptome jeweils festzustellen sind.
1111 4
1110 0111 3
1100 0110 0011 2
1000 0100 0010 0001 1
Velleman & Wilkinson behaupten, dass die horizontale Dimension eine Nominalska-
la und die vertikale Dimension (d.h. die letzte Spalte) eine Verh altnisskala angeben.
Dieses Beispiel passt aber sehr wohl in die Terminologie von Stevens, wenn man
wiederum absolute Skalen im Falle abgeleiteter Messung betrachtet. In dem genann-
ten Beispiel handelt es sich n amlich um die Weiterverarbeitung eines multivariaten
kategorialen Datensatzes (Nominalskala) durch eine abgeleitete Absolutskala. Mit-
tels abgeleiteter Messung wird lediglich die Anzahl der Symptome festgestellt, d.h.
gez ahlt. Z ahlprozesse f uhren aber, wie oben angegeben, stets zu absolutskalierten
Merkmalen.
6Stevens' Skalentypen sind keine xen Eigenschaften der Daten
Die wohl schwerwiegendste Kritik von Velleman & Wilkinson basiert auf der  Uber-
zeugung, dass das Skalenniveau von Daten nicht a priori feststellbar ist, sondern
von der jeweiligen Fragestellung abh angt. Velleman & Wilkinson belegen dies durch
zwei Beispiele:
Bei einem Empfang der American Statistical Association werden am Eingang fort-
laufend nummerierte Tickets ausgegeben. Aus der Nummer, die ein Teilnehmer er-
halten hat, k onnen in Abh angigkeit von der Fragestellung die unterschiedlichsten
Informationen abgelesen werden:
1. Die Ticketnummern sind zun achst andere Namen der Teilnehmer und damit
Messwerte einer nominalskalierten Variablen. Jeder Teilnehmer ist aufgrund
seiner Ticketnummer eindeutig identizierbar.
2. Im Rahmen einer Verlosung wird verk undet, dass die Ticketnummer 126 ge-
wonnen hat. Der Teilnehmer mit der Ticketnnummer 56 schliet, dass er zu
fr uh gekommen ist, um gewinnen zu k onnen. 56 bzw. 126 lassen sich somit als
Auspr agungen eines ordinalskalierten Merkmals auassen.
3. Aus der Gleichm aigkeit und der Geschwindigkeit der Ankunft der Teilneh-
mer kann der Teilnehmer mit der Ticketnummer 56 die Zeit errechnen, die
er zu fr uh gekommen ist, um den Preis zu gewinnen. Velleman & Wilkinson
schlieen, dass in dieser Situation die Ticketnummer " an interval-scale-value"
ist.
4. Schlielich kann die Ticketnummer 126 mit der Anzahl der im Raum bend-
lichen Personen verglichen und z.B. festgestellt werden, dass Personen bereits
gegangen sein m ussen.
Die Art der Vergabe der Ticketnummern erlaubt, diese als absolutskalierte Rang-
zahlen zu interpretieren. Die Ticketnummer eines bestimmten Teilnehmers gibt an,
wie viele Teilnehmer vor ihm gekommen sind. Absolutskalierte Werte lassen sich auf
beliebige Weise weiterverarbeiten. Die absolute Skala besitzt das h ochste Skalen-
niveau, so dass sie insbesondere auch eine Verh altnis-, Intervall- oder Ordinalskala
darstellt. Es ist deshalb nicht verwunderlich, wenn Abstandsvergleiche und Rang-
folgen sinnvoll interpretiert werden k onnen. Trotzdem ist im vierten Fall die Tick-
etnummer kein "interval-scale-value". Eine mit ihrer Hilfe errechnete Zeitangabe
7(z.B. 126 Sekunden, wenn die Teilnehmer im Sekundentakt ankommen) ist inter-
vallskaliert. Diese Zeitangabe ist das Ergebnis einer abgeleiteten Messung. Nicht die
unterschiedlichen Fragestellungen sind das entscheidende, sondern die verschiede-
nen Informationsgrade, die bei der Messung ber ucksichtigt werden k onnen. Diese
reichen von der Kenntnis der Art und Weise, in welcher Reihenfolge die Ticketnum-
mern ausgegeben werden, bis zur Kenntnis der Geschwindigkeit, mit der die G aste
ankommen.
Die Testdatens atze der meisten Statistikpakete verf ugen  uber ein Automobilbeispiel,
in dem als Merkmal die Zylinderzahl erfasst wird. Velleman & Wilkinson betonen,
dass die Zylinderzahl die Automobile zwar klassiziert, aber auch eine Ordnung des
Benzinverbrauchs entsprechend der Zylinderzahl m oglich ist. Wiederum ist nicht die
Fragestellung f ur den Skalentyp entscheidend. Die Anzahl der Zylinder basiert auf
einem Z ahlprozess, der eine absolute Skala deniert. Grob gesprochen kann mit den
Zylinderangaben jede Rechenoperation durchgef uhrt werden, und damit insbeson-
dere auch solche, die zur Beantwortung interessanter Fragestellungen geh oren.
Datentransformationen
Bekanntlich setzen viele statistische Verfahren voraus, dass die zu analysierenden
Daten eine Reihe von Annahmen erf ullen. So wird f ur einen t-Test f ur den Vergleich
zweier Mittelwerte die Varianzhomogenit at und die Normalverteilung ben otigt. An-
dere Verfahren erfordern die Symmetrie der Verteilung der Grundgesamtheit oder
die Linearit at des Zusammenhangs von zwei oder mehr Variablen. Diese Annahmen
sind jedoch h aug nicht erf ullt, so dass nach Regeln gesucht wird, wie die Daten zu
transformieren sind, damit die Annahmen wenigstens nahezu gelten. So haben Box
& Cox (1962) eine Klasse von Transformationen vorgeschlagen, die streng monoton
zunehmend und im Regelfall nicht-linear sind. Wurzel- und Logarithmustransforma-
tionen geh oren insbesondere zur Klasse dieser Box-Cox-Transformationen. Velleman
& Wilkinson betonen, dass diese Transformationen oenbar zul assige Transforma-
tionen einer Ordinalskala sind, obwohl die zu transformierenden Daten zumindest
Messwerte einer Intervallskala darstellen, da ansonsten Konzepte, wie Linearit at,
Symmetrie, Homogenit at und Normalverteiltheit keinen Sinn machen.
Eine Vermischung von Datentransformationen und zul assigen Skalentransformatio-
nen ist u.E. aber h ochst fragw urdig. Datentransformationen sind ein bewusst ange-
8wendetes Hilfsmittel zur Sicherstellung notwendiger Voraussetzungen statistischer
Methoden, w ahrend zul assige Skalentransformationen Ausdruck eines bestimmten
bei der Messung substanzwissenschaftlicher Begrie verf ugbaren Informationsge-
halts darstellen. Nicht-lineare Datentransformationen (insbesondere Logarithmen)
k onnen diesen Informationsgehalt transparenter machen, wie die von Hoaglin (1988)
aufgelisteten Beispiele zeigen.
Das eigentliche Problem der Datentransformationen liegt nicht darin, ob sie auch
zul assige Skalentransformationen sind, sondern in der Fragestellung, ob sich die mit-
tels transformierter Daten gewonnenen Ergebnisse auf die Originaldaten  ubertragen
lassen. Dies ist aber im Regelfall nicht m oglich.
Kontinuum von (robusten) Statistiken
Plakativ f uhrt die von Stevens eingef uhrte Denition ,,erlaubter" statistischer Me-
thoden zu der Feststellung, dass der Median zur Ordinalskala und das arithmetische
Mittel zur Intervallskala ,,geh oren".
Velleman & Wilkinson gehen nun auf sog. L-Statistiken ein, die eine Linearkom-
bination von Ordnungsstatistiken, d.h. der Gr oe nach geordneten Daten, sind.
Insbesondere der getrimmte Mittelwert ist eine L-Statistik, wobei ein bestimmter
festgelegter Prozentsatz der kleinsten und der gr oten Daten bei der arithmetischen
Mittelung nicht ber ucksichtigt werden. Oensichtlich sind sowohl der Median als
auch das gew ohnliche arithmetische Mittel Spezialf alle des getrimmten Mittelwer-
tes. Velleman & Wilkinson (1994, S. 70) schlieen nun aus dieser Tatsache:
,,This estimator is thus on a continuum between Stevens's ordinal and interval
categories. ::: In some sense, the trimmed mean seems to classiy the data
into a central body "interval" values and outlying tails of "ordinal" values."
Dieser Auassung ist entschieden entgegenzutreten. Getrimmte Mittel werden an-
gewendet, wenn Ausreier oder extreme Beobachtungen vorliegen. Um diese zu be-
stimmen, wird ein Abstandsbegri ben otigt, der zumindest intervallskalierte Daten
voraussetzt. Getrimmte Mittel sind dagegen vorteilhaft, wenn die Daten aus einer
Grundgesamtheit stammen, deren Verteilung im Zentrum einer Normalverteilung
und in den R andern einer anderen Verteilung entspricht, die Ausreier mit einer
9gr oeren Wahrscheinlichkeit zul asst als die Normalverteilung. Dann sind getrimmte
Mittel aus Verteilungs-, aber nicht aus Skalen uberlegungen "geeignete" Statistiken.
Weiterhin ist es problematisch, von einem "Kontinuum" von Skalen zwischen Ordinal-
und Intervallskala auszugehen. Unter gewissen M achtigkeitsannahmen haben Narens
(1981) bzw. Alper (1985, 1987) gezeigt, dass es keine echten Zwischentypen geben
kann.
Schlielich hat Klein (1986) nachgewiesen, dass Statistiken, die  uber Robustheitsei-
genschaften bez uglich Verteilungsannahmen verf ugen, auch solche bez uglich Skale-
nannahmen besitzen, so dass z.B. die Anwendung eines arithmetischen Mittel auch
dann noch ,,erlaubt" ist, wenn die Annahme intervallskalierter Daten leicht verletzt
ist.
Der Skalentyp ist keine pr azise Kategorie
Velleman & Wilkinson zitieren Tukey (1961), der ausgef uhrt hat, dass fehlerbehaf-
tete, eigentlich intervallskalierte Daten, wobei der Fehler von der Gr oe des Datums
abh angt, keiner Intervallskala mehr folgen. Insbesondere sind dann Hypothesen  uber
die exakte Gleichheit von Mittelwerten oder Varianzen fragw urdig. In dieser Situa-
tion sind zumeist Rangverfahren problemlos anwendbar, wobei die allerdings fehler-
behaftete Information  uber die Datenabst ande nicht ber ucksichtigt wird.
Dazu ist anzumerken, dass zumindest f ur nicht allzu kleine Stichproben Rangver-
fahren  ahnlich gute statistische Eigenschaften wie die klassischen parametrischen
Verfahren besitzen, die ihre Optimalit at zumeist aus der Normalverteilungsannahme
ableiten. Weiterhin wird auch in der Theorie des Messens intensiv an probabilisti-
schen Ans atzen gearbeitet, wie die Monographie von Falmagne (1985) zeigt, so dass
von dort aus Implikationen f ur die Statistik zu erwarten sind.
103 Schlussfolgerung
Velleman & Wilkinson haben zwar mit einer Vielzahl von Beispielen versucht, die
von Stevens eingef uhrte Hierarchie von Skalen und ihre Implikationen f ur die Sta-
tistik in Frage zu stellen. Die von ihnen angegebenen pragmatischen Kritikpunkte
scheinen allerdings wenig stichhaltig zu sein, wenn ber ucksichtigt wird, dass vie-
le reale Datens atze aus einer abgeleiteten Messung stammen und h aug zu einer
absoluten Skala geh oren.
Annahmen  uber den Skalentyp der Daten sind Annahmen  uber deren standardi-
sierten Informationsgehalt. Das Kriterium von Stevens  uber ,,erlaubte" statistische
Methoden stellt lediglich sicher, dass f ur eine sinnvolle Interpretation der Ergebnisse
dieser Methoden nicht sehr viel mehr Information in den Daten h atte enthalten sein
m ussen, als tats achlich vorliegt. Es ist sozusagen ein ,,Kriterium der Widerspruchs-
freiheit", das die Kompatibilit at von Dateninformation und Ergebnisinterpretation
sichert und damit ein kleiner Teil eines sicher nicht vollst andig zu explizierbaren
komplexen Bedeutsamkeitsbegris ist. In diesem Sinne ist die Zuordnung von Me-
thoden zu Skalentypen und damit standardisierter Information auch in statistischen
Expertensystemen zu bef urworten.
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