Abstract. Using the new approach of braiding sequences we give a proof of the Lin-Wang conjecture, stating that a Vassiliev invariant v of degree k has a value O v´c´K µ k µ on a knot K, where c´Kµ is the crossing number of K and O v depends on v only. We extend our method to give a quadratic upper bound in k for the crossing number of alternating/positive knots, the values on which suffice to determine uniquely a Vassiliev invariant of degree k. This also makes orientation and mutation sensitivity of Vassiliev invariants decidable by testing them on alternating/positive knots/mutants only.
Introduction
Vassiliev invariants [BL, BN, BN2, BS, Va, Vo] are a class of knot invariants, which can be associated in many ways to polynomials. One way is to think of singularity resolutions as a way to differentiate a knot invariant and in this setting the Vassiliev invariants are (as polynomials) functions with vanishing derivative.
Another such similarity was conjectured by Lin and Wang [LW] and proven by , see also Stanford [S] . It asserts that (the values of) Vassiliev invariants are polynomially bounded in the crossing number of knots. A further similarity (which is an extension of the first one) is the approach of braiding sequences and braiding polynomials. It was initiated in a special case in [Tr] and later rediscovered and generalized in [St] . It provides a method to study Vassiliev invariants via their polynomial behaviour on certain sequences of knots. This approach works directly on knots and so it is a counterpart to the classical diagrammatic approach.
Braiding polynomials and recursive relations
The technique of recursive relations we apply to prove the theorem was outlined in [St] and set forth in [St2] to prove exponential upper bounds for the number of Vassiliev invariants on knots with bounded braid index and arborescent knots. We hope to be able to extend this result in a subsequent paper to all knots, giving the first (in our opinion) main application of the braiding sequences approach.
Definition 2.1 For some odd k ¾ Z, a k-braiding of a crossing p in a diagram D is a replacement of (a neighborhood of) p by the braid σ k 1 (see figure 1) . A braiding sequence S D P , associated to a numbered set P of crossings in a diagram D (all crossings by default, if P is omitted) is a family of diagrams, parametrized by P odd numbers x 1 x P , each one indicating that at crossing number i an x i -braiding is done. So the diagram S D P´x1
x P µ ¾ S D P indexed by´x 1 x P µ is the one obtained from D by doing a x i -braiding of the crossing numbered by i for all 1 i P .
According to [Tr] (for one variable) and [St] (for the general case), any Vassiliev invariant v of degree k behaves on a braiding sequence S D P as a polynomial of degree 1 at most k in x 1
x P , and this polynomial is called braiding polynomial L D P´v µ of v on this braiding sequence. Formally
The definition 2.1 of a braiding sequence is more restrictive than the one we used in [St] . However, the braiding sequences considered here are simplest and most interesting ones and suffice for doing what we intend, so, at least here, it does not appear useful to reintroduce the concept in full generality. Figure 1 illustrates 2 different ways to perform a braiding -a parallel and an antiparallel one, so that on a diagram D of n crossings, there are a priori 2 n possible ways to build up braiding sequences. Except for the result on braids (proposition 3.2), there will be of no importance which one we use, but let us anyway for conformity assume to apply everywhere parallel braidings (which will preserve the property of a diagram to be a closed braid diagram). We start by explaining the idea of recursive relations. For this we need two more definitions. 
Remark 2.2
Here the x i and x ¼ i are to be chosen between 1 and 1 according to the writhe of the crossing they represent 2) You have a region to apply a reducing Reidemeister II move, where on the segments there are p resp. q crossings, with p 2k 1, and by fixing these (p · q) crossings and the 2 mutual crossings of the segments you reduce the number of crossings of D lying on these segments from p · q · 2 to 2 min´p qµ. Then the 2k endpoints of the distinguished arrows separate the solid line into 2k segments of non-distinguished basepoints. Their total length (where the length of a segment is the number of basepoints on it) is the number 2n of non-distinguished basepoints.
So there is a segment (called segment 1) with len n k basepoints on it.
Let n n 0 : 2k 2 k · 1. Then n k 2k 1 and len´segment 1 µ 2k. First assume it is more than 2k. Consider now only the leftmost 2k · 1 basepoints on segment 1. In segment 1 then you have either 1) an arrow a with both basepoints among the leftmost 2k · 1 basepoints on segment 1 segment 1 i. e., you have a loop as in case 1 of lemma 2.1 with p len´aµ 2k crossings on it. Choose the arrow to be minimal, i. e. not to enclose another arrow with the same property. Fix these p crossings so that the loop is above the rest of the diagram. Then the loop can be eliminated (you reduce D by p crossings) and you land in case 1. or 2) all leftmost 2k · 1 basepoints on segment 1 are of different arrows. Then there is one of the other 2k 1 segments or the remaining righter part of segment 1 (called segment 2) with 2 basepoints of the left-most 2k · 1 arrows ending on segment 1. If 2 such arrows end on segment 2, then choose 2 such that there is not a third one between them (i. e., with both basepoints between those of the other two on both segment 1 and 2, see figure 3 ). Clearly, on segment 1 the endpoints of both chords have 2k 1 other endpoints between them (see figure 4) . Change the p · q · 2 crossings to pull above the rest of the diagram, move the arc with higher number (that is max´p qµ; if p q it doesn't matter which one) of crossings towards the one with lower number of crossings and perform a Reidemeister II move (see figure 5 ). Now on your segments you have reduced the p · q · 2 crossings before to 2 min´p qµ (note that there can be more crossings within the region bounded by the arcs in the original diagram, which, however, are not affected by this procedure).
If len´segment 1 µ 2k, then consider the 2k basepoints on segment 1 and apply the same arguments, except that in case 2 there remain only 2k 1 segments for 2k arrows. Remark 2.3 If the segment with q crossings on it (called for simplicity q as well) is knotted itself (i. e., it has self-crossings; note that by construction neither p has self-crossings nor there is another crossing of p and q). Then the number q counts also self-crossings (even twice). In that case, after the p · q · 2 crossing fixes all the self-knotting of q can be trivialized and so you can eliminate even more crossings than you would do (with the same numbers p and q), if there was no self-knotting of q. Therefore we may think of q as being unknotted.
Once we have ensured the existence of recursive relations, the rest is just a proper choice of bounds and an (somewhat tedious but) elementary algebraic calculation.
Lemma 2.2 Let v be a Vassiliev invariant of deg
where P D L D´v µ is the braiding polynomial of v on the braiding sequence associated to D (recall, that this is a polynomial of deg k in n variables x 1 x n ), X is a monomial in x 1 x n of degree k, and P℄ X is the coefficient of X in P.
Proof. As for k 0 1, v is constant, assume always in the sequel k 2. Fix n 0 from lemma 2.1 for the given k. For n n 0 such C exists (as you have only finitely many braiding polynomials and coefficients). We will show that this C does the job for all higher n, inductively over n and for fixed n inductively topdown over m deg X (starting with m k).
In the course of the proof we may need to augment our n 0 (depending on k, which is fixed), to make our n sufficiently large, but this does not spoil the argument. Consider a monomial X in P D . We have Φ´Xµ k. Fix crossings corresponding to A : Φ´Xµ and choose B from lemma 2.1.
Case.
You have in the Gauß diagram a non-linked arrow 2 (i. e., case 1 of lemma 2.1, i. e. a crossing in the diagram, bounding a loop with no crossing of A on it). Then from lemma 2.1 we have B crossings on loop with B p 2k and
non-trivial monomial and contains only variables with indices in
Φ´Bµ. This is, because
and as
For the next 3 cases assume case 2 in lemma 2.1, p 2k 1. In this case for given X we have 
D we will use the upper estimate for the third term as well as for the second one.
2. Case. q 4k · 1. Then by p · q · 2 6k · 2 crossing changes lead to a simplification of D by 2 crossings. So in the same manner as above we have
3. Case. q 4k · 1 and q n 2 . By p · q · 2 q · 2k · 1 crossing changes we transform our diagram D of n crossings into one of n q · p · 2 n q · 2k · 1 crossings (note that q 2k p).
We have as before
Now as q 4k · 2 we have q · 2k · 1 3 q 2k 1, so
The rest of the denominator, namely 12k 2 2 k 3 ¡2 k l 4 l k 2l , use to get rid of the '2' before the braces in (2), and so
Clearly, q 2´k · nµ, so at fixed k 2 for n sufficiently large q 2k´n 1µ 1. Then use q · 2k · 1 2k n in (2) (and 2 k 2 to get rid of the '2' before the braces) to obtain
Now, as q n 2 , for n 12k · 6 we have n q · 2k · 1 2n 3 , and so 
for all D diagram of n crossings and X monomial in x 1 x n . Then D corresponds to some choice of parameters ¦1 (according to the writhe of its crossings) in the braiding sequence, associated to itself, and, using that the number of monomials in
So, setting C ¼ : C ¡´k · 1µ, we are done. ¾ Remark 3.1 Theorem 3 of [BN3] follows in the same way by building difference sequences of P D according to the variables whose corresponding crossings we make singular.
But now we can prove a little more using our method.
Theorem 3.1 Any Vassiliev invariant of degree k is uniquely determined by its values on the braiding sequences associated to diagrams with 2k 2 crossings.
Proof. It suffices to prove, that a Vassiliev invariant vanishing on these braiding sequences is zero at all. For this just note, that we can choose C 0 in the proof of lemma 2.2 (without having to make any case distinction or augmenting assumptions for n 0 ).
¾
Corollary 3.1 Any Vassiliev invariant of degree k is uniquely determined by its values on alternating knots with 2k 2 · 2k crossings.
In the terminology of [St2], this means that Vassiliev invariants are finitely-determined on all knots.
Imposing only alternation, the result is due to Stanford [S2] (see also [St, St5] ). Imposing only a quadratic upper bound for the crossing number, the result should follow from Birman and Lin [BL] . So it is important the we here link both conditions. 
As a consequence, the space of Vassiliev invariants of degree k is finite-dimensional. This fact is classic, but our proof is independent from [Ko, Dr, BN] or [BL] . This result means in particular, that we can (well, at least theoretically) decide, completely without use of chord diagrams, by applying the invariant on finitely many knots, whether it detects orientation (that is, the Vassiliev invariant v´Kµ v´ Kµ is zero or not).
Unfortunately, in the way it is, corollary 3.1 gives an unattractive upper bound for this dimension, namely C k 2 for some C 1, as it is known [Ad, Ü2.1] , that the number of alternating knots grows exponentially in the crossing number. So the testing procedure is not yet economical.
The challenge of future work is to reduce the maximal crossing number in corollary 3.1 to something linear in k.
However, unlike in [BL] , we proved that it suffices to consider alternating or positive knots only. Furthermore, applying it for tangles, the argument can be used to prove that we can decide, entirely on the level of knots, and completely without use of chord diagrams and the related heavy machinery of Kontsevich's integral [Ko] or a Drinfel'd associator [Dr] whether a Vassiliev invariant detects mutation [Co, CDL, MC, MR] . A further consequence (which is provable also by [Ko] or [BL] Here "exponential upper bound on a class L of knots" means: there exists some C 1 with dim Vassiliev invariants of degree k on L C k Proof sketch. First note, that such β admit (a presentation as) "generalized" braid schemes of height (=number of rows) C. Here a braid scheme is the one introduced in [St2] and "generalized" means, that we no longer require in each row entries corresponding to generators (with indices) of given parity, but only that the mutual distance of any pair of indices in a row is 2. That is, β is a stack up of C "blocks" (of arbitrary but equal width) of the form shown on figure 6. Now use the argument in remark 3.2, and the observation, that removing a strand from such a braid does not augment its generalized scheme height, to deduce that it suffices to consider 2n strands only, where n is the degree of the Vassiliev invariant. The number k of entries in such schemes (=number of generators) is then linearly bounded in n. The rest of the argument is as in the proof of theorem 4.1 of [St2] . ¾ Remark 3.3 An even much more immediate proof of the Lin-Wang conjecture would follow from the representability of any Vassiliev invariant of deg k by a Gauß sum [PV, Fi, Fi2, FS] of degree k (where the degree of a Gauß sum is the maximal number of arrows appearing in any of the Gauß diagrams; it is straightforward to check that such invariants fulfill the assertion of theorem 1.1). It was recently announced by Polyak and Viro [GPV] a proof by Gousarov that any Vassiliev invariant has a Gauß sum formula. However, at present I do not know whether the above degree condition has been proved as well to be able to quote Gousarov's result as a third proof of the conjecture.
