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Prologue
During the past years I had the chance to work on many different problems, some of them
can be found in this manuscript. I deeply enjoyed the time spent obtaining these results and
learning about the problems and techniques that will be discussed here. However, I must admit
that it has been hard for me to complete the writing of this thesis. Harder than I thought.
I did not seem to find the right closure to this journey. I simply could not choose the right
words. And yet.
I believe that my broad mathematical interests and curiosity are reflected on this manuscript,
which might look like an unstructured set or collection of problems, each of them seem to re-
quire of different techniques and intuition, but in fact it contains many common points and
perspectives. In the end, working on those problems shaped my mathematical taste along the
way. All over these years I worked on several questions in number theory with a combinatorial
flavour and this thesis could be considered to live in the interface of the Analytic Number
Theory, Elementary Number Theory and the so called Additive Combinatorics.
The presented manuscript is divided into two different parts: congruence problems and
questions regarding sequences of numbers. Here I will briefly discuss what kind of problems and
techniques will appear in the following chapters, without discussing in detail the background
or state of the art of every problem, which has been carefully introduced at the beginning of
each chapter.
Most of the given results, specially those in Chapter 2, rely or depend on various com-
plementary results, sometimes classic and sometimes new, which have been included in Ap-
pendix A at the end of the manuscript.
J Congruence problems I
A large component of my work relies on the study of the solutions to congruence problems.
The question is, essentially, to obtain non-trivial estimates for
|{x = (x1, . . . , xk) : f(x) ≡ 0 (mod p)} ∩B|, (1)
where f is a nice function (polynomial, exponential, etc) and B is usually the direct product
of intervals (a box) lying in the abelian group where the solutions x live.
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These type of problems have been intensively studied and gave arise to very interesting
mathematics along the way. Think for example in points on a variety
V : fj(x1, . . . , xn) ≡ 0 (mod p), j = 1, . . . ,m.
One would like the points in V to be harmoniously distributed in the hypercube [1, p]n, but for
a given box B does the number of points |V ∩ B| agree with the value predicted by heuristic
arguments? In other words: can we assure that
|V ∩B| = |B|
pn
|V |(1 + o(1))?
It is clear that when the size of the box is too small one cannot expect to have any kind of
asymptotic result, since the expected number of points could be less than one. Even when
the box is substantially bigger, one does not have in general an asymptotic of this kind due to
geometrical restrictions (see [44] for a more general discussion and examples). Nevertheless, in
many interesting situations one can prove the equidistribution for the quantity in (1). See for
example [45, 73, 97].
Such distribution results naturally depend on classical exponential sums techniques, which
in most cases rely on deep results in Algebraic Geometry -related to the so called Riemann
Hypothesis for curves or varieties- but sometimes can be directly deduced from certain additive
properties of the sets in question. In fact, for any given set A in order to derive good estimates
for the distribution of points in A it suffices to show that -for at least a large number of
non-trivial characters ψ- we have ∣∣∣∣∣∑
a∈A
ψ(a)
∣∣∣∣∣ |A|1/2. (2)
It is easy to check that for any set A in an Abelian group
|A|1/2  max
ψ 6=ψ0
∣∣∣∣∣∑
a∈A
ψ(a)
∣∣∣∣∣ ≤ |A|.
This means that the bound in (2) is essentially best possible. Many of the geometrical ob-
structions we can find in this problem can be translated into this language: the desired set
must be well distributed along characters. We dedicate Section 1.2 to find many examples of
sets satisfying this property.
Estimates for the quantity in (1) are non-trivial up to a certain threshold on the size of
B which, due to the classical exponential sums techiques, includes some logarithmic factor.
Chapter 1 includes the results in [32], which improve the error term on these estimates for
a general class of congruence problems, extending the range for an asymptotic formula as a
result. The proofs are based on ideas of Garaev [46] and Cilleruelo [21]. The results are stated
in a very general way and the proofs combine both combinatorial arguments and exponential
sums techniques.
The study of this problem in such a general way provides a good approach to a different
type of question. In Section 1.3 we use similar arguments to deal with an additive problem in
3finite fields with powers of elements of large multiplicative order. For a given finite field Fq, we
study sufficient conditions which guarantee that the set {θx1 + θy2 : 1 ≤ x ≤M1, 1 ≤ y ≤M2}
represents all the non-zero elements of Fq. We investigate the same problem for θx1 −θy2 and, as
a consequence, we prove that any element in the finite field of q elements has a representation
of the form θx − θy, 1 ≤ x, y ≤ √2q3/4 whenever θ has multiplicative order at least √2q3/4.
This improves the previous known bound for a question posed by A. Odlyzko. The proof
again combines classical arguments on exponential sums with additive combinatorial arguments
based on the structure of certain Sidon sets and is included in [31].
In Chapter 2 we focus on the problem of estimating the quantity in (1) when the box B
is qualitatively smaller. As we said before, beyond certain threshold no asymptotic formula is
possible. In particular, for such a small box one can only study the concentration of solutions
and derive upper bounds on the number of points on curves that hit in. This question was
introduced by Cilleruelo and Garaev [22] for the special case of a modular hyperbola and later
in [23] a series of general results were obtained in this direction. In this case, classical expo-
nential sums techniques do not apply and one must exploit additive combinatorial arguments
to improve the trivial bound in this range.
In Section 2.1 we present upper bounds for the number of solutions
Q(x, y) ≡ 0 (mod p), (x, y) ∈ B,
where Q ∈ Z[X,Y ] is an absolutely irreducible (modulo p) quadratic polynomial of non-zero
discriminant. This result, which generalizes the main result in [22], was included in [103] and
it is presented here as a warm up for the sections to come in Chapter 2.
The rest of the chapter contains a combination of the results obtained in [16] and [28]. In
particular, this problem is studied for a general class of curves
(x, y) : f(x) ≡ y (mod p) or f(x) ≡ y2 (mod p), f ∈ Z[x].
In many cases we obtain non-trivial estimates and also improve some of the previous known
bounds. In some parameter ranges, when the box is very small, our results are the best possible
and could be considered as modulo p analogues of the results of Bombieri and Pila [8] on the
number of integral points on plane polynomial curves.
The proofs in Sections 2.2-2.4 rely on serious connections between the problem of distri-
bution of points in small boxes on modular curves with some delicate combinations of results
from Geometry of Numbers, Diophantine approximation theory, the Vinogradov mean value
theorem and the Weyl method.
The results described here are not only deep, interesting and surprisingly general, but also
have attractive applications. These are contained in Section 2.4 and go from the study of
isomorphism classes of hyperelliptic curves in some thin families to the diameter of partial
trajectories of a polynomial dynamical system modulo p.
Unfortunately, our results do not cover all ranges of B. Additive Combinatorics approach
seem to be very fruitful for very small boxes and classic exponential sums are efficient up to a
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certain threshold as well. Let us think, for example, on the points of an elliptic curve
Ea,b : y
2 ≡ x2 + ax+ b (mod p).
When we consider the number of points in a square (x, y) ∈ B, we have:
I Asymptotic results: |Ea,b ∩B| ∼ |B|/p if |B| = ω(p3/2).
Due to algebraic geometry methods and classical exponential sums techniques, which can be
pushed a bit further and give non-trivial bounds up to |B|  p.
I Optimal upper bounds: |Ea,b ∩B|  |B|1/6+o(1) if |B| ≤ p2/9.
Obtained via additive combinatorial methods. In fact, with the different approaches described
in Section 2.2.1, we are able to obtain non-trivial bounds for this quantity (that is o(|B|1/2))
up to |B| = o (p2/3).
This means that, in the range p2/3− ≤ |B|  p our methods are not strong enough. Very
recently, Chang [15] obtained non trivial upper bounds of the type |B|1/2− for this quantity
in the wider range: p ≤ |B| ≤ p18/23, but there is still a gap for which nothing is known. It
seems that neither classical exponential sum techniques nor the additive combinatorial ones
are efficient in this range. It will be very interesting to find a method or develop techniques to
deal with this intermediate range.
Observe that these problems can be generalized to finite fields. If instead of considering
curves or values of polynomials on prime fields one moves the problem to generic finite fields
Fq then the natural generalization of an interval should be an affine space. This question has
been recently studied in several works such as [27, 86, 83].
I Sequences of numbers J
The rest of the work I present here has a common protagonist: sequences of natural numbers.
In fact, not all the problems I will discuss here apply to sequences but to finite sets of numbers,
but the results will hold asymptotically in the number of elements of the set.
I The least common multiple of a sequence:
In Chapter 3 we study the growth of the least common multiple of certain sequences. In
particular, we study the asymptotic behaviour of the following function
ψ(S) = log lcm{a : a ∈ S},
on different families of sets S. This function is a natural generalization of Chebyshev’s function
ψ(n), whose understanding was a key ingredient in the proof of the Prime Number Theorem.
This chapter presents two complete different approaches to understand the function ψ, which
somehow encapsulates -at least quantitatively- the arithmetic information of a set S of positive
integers.
In Section 3.1 we study the logarithm of the least common multiple of the sequence of
integers given by 12 + 1, 22 + 1, . . . , n2 + 1. Using a result of K. Homma on the distribution of
roots of quadratic polynomials modulo primes, we calculate the error term for the asymptotic
5obtained by Cilleruelo [20]. The proofs exploit classical analytic number theory arguments and
made a detailed study of the method introduced by Cilleruelo for general quadratic sequences.
The results of this section can be found in [99].
In Section 3.2 we study the quantity ψ(S) for a randomly chosen subset of S ⊆ [n] consid-
ering two different models which are related to the G(n, p) and G(n,M) models for random
graphs.
In the first, each element is chosen to belong to S independently at random with a certain
probability δ = δ(n). In the second model, one restricts attention to k-subsets of {1, 2, ..., n}
(where k = k(n)), picking among the
(
n
k
)
possibilities uniformly and at random. In both cases,
we obtain an asymptotic for the log(lcm[S]) that holds almost surely as n→∞. For example,
we show that for almost all sets A ⊆ {1, . . . , n}: lcm{a : a ∈ S} = 2n(1+o(1)).
We compare the obtained results with previous results of Cilleruelo [20] on the lcm of
values of a polynomial sequence and, in particular, to the polynomial studied in Section 3.1.
For example, the leading term in Cilleruelo’s asymptotic formula for
log lcm
{
k2 + 1 : k ≤ √n} = 1
2
√
n log n+ c
√
n+ o
(√
n
)
agrees with the almost-sure result for log lcm[S] where S is a uniformly randomly chosen subset
of {1, 2, ..., n} of size [√n], but that there is a difference seen in the secondary term.
This section contains the results from and [30], whose proofs involve elementary probability
theory and prime number theory.
I Non-zero digits of combinatorial sequences:
Let b ≥ 2 be a positive integer and S be an infinite sequence of integers. If the sequence
have some combinatorial meaning, it is natural to think about how the representations of this
elements in base b might look like. In Chapter 4 we study the following problem: for a sequence
S with a given growth, how often elements in S can be written in base b with a small number
of digits? This question has been studied before for well known combinatorial sequences such
as n! [69], Fibonacci numbers [93] or Catalan numbers [72], for example.
In this case, we follow a very general approach to show for a wide variety of sequences
{an}∞n=1 that for almost all n the sum of digits of an in base b is at least cb log n, where cb is
a constant depending on b and the sequence. Our approach covers several integer sequences
arising from number theory and combinatorics and only depends on the growth of the sequence,
not on arithmetical constraints.
In fact, we show that the previous statement holds for every sequence {an}∞n=1, with
an = e
f(n)
(
1 +O
(
n−α
))
, α > 0 (3)
where f is a two times differentiable function satisfying f ′′(x)  1/x for large x. The number
of permutations, involutions, Cayley trees or Graphs on surfaces, among others, satisfy this
growth condition.
6 PROLOGUE
We dedicate Section 4.1, to show that the sequence of Bell numbers satisfy the required
growth condition (3). In this case, the analysis is more intricate since estimates for the size of
the n-th Bell number depend on an implicitly defined function of n.
The results included in this chapter have been published in [25].
I g-Bases for intervals of integers:
There are many classical problems related to different restrictions on the representation func-
tion
rA(x) = |{(a, a′) ∈ A×A : a+ a′ = x}|,
for sets or sequences A.
Good examples are Sidon sets, rA(x) ≤ 2, or additive basis, rA(x) ≥ 1, which can be
studied in different contexts (finite groups, infinite groups, semigroups, intervals, etc.) giving
arise to complete different questions.
In Chapter 5 we study the smallest cardinality of a g-Basis for intervals, that is rA(x) ≥ g
for every x ∈ {1, . . . , n}. Let
γg(n) = min
A⊂Z
{|A| : A is a g − basis for {1, . . . , n}}.
It is clear that such a minimum exist and it is easy to see that the quantity γg(n) is of order√
gn.
We study the quantities
γg = lim inf
n→∞
γg(n)√
gn
and γg = lim sup
n→∞
γg(n)√
gn
and show that their limits in g coincide. In fact, we show that the value of such limit depends on
finitely supported positive functions with small integral and large auto convolution on a fixed
interval. The strategy follows the lines of [26], where the case of g-Sidon sets for intervals was
studied (that is rA(x) ≤ g), and approaches the problem by considering successive constructions
of sets whose support is restricted.
In order to do so, we exploit good constructions -based on ideas in [88]- of sets on finite
groups whose representation function is closed to be constant. These constructions are included
in Section 5.1, as well as some considerations regarding sets in finite groups with restricted
representation function.
Following the ideas of Cilleruelo, Ruzsa and Vinuesa [26], we relate these g-basis discrete
constructions with finitely supported positive functions having small integral and whose auto
convolution is bounded from above on a fixed interval. In Section 5.2 we show how to connect
the problem of constructing a function with certain autoconvolution properties from a set
with the analogous properties on its representation function. Finally, in Section 5.3 we use
the constructions for cyclic groups given in Section 5.1 to obtain a set whose representation
function replicates the autoconvolution properties of a given function.
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Resumen y conclusiones
La tesis presentada contienen una serie de problemas que se podr´ıan situar en la interfaz de
la Teor´ıa Anal´ıtica de nu´meros, la Teor´ıa Elemental de nu´meros o la llamada Combinatoria
Aditiva. El manuscrito se dividide en dos partes: en la primera estudiamos los llamados
problemas en congruencias y la segunda esta´ dedicada a distintas cuestiones relacionadas con
sucesiones de nu´meros. A continuacio´n discutire´ brevemente que´ tipo de problemas o te´cnicas
aparecera´n en los siguientes cap´ıtulos, sin entrar en detalle en los antecedentes o situacio´n
actual de cada problema ya que cada cap´ıtulo cuenta con una introducci’on detallada en la
que se presentan y comentan los resultados en detalle.
La mayor´ıa de los resultados que se presentan, especialmente aquellos incluidos en el
Cap´ıtulo 2, dependen fuertemente de varios resultados complementarios, en ocasiones resulta-
dos cla´sicos y bien conocidos, que se han incluido en el Appe´ndice A al final del manuscrito.
J Problemas en congruencias I
Una gran parte de mi trabajo esta´ dedicada al estudio de las distribucio´n de soluciones a
problemas en congruencias. La cuestio´n se reduce esencialmente a obtener estimaciones no
triviales para la cantidad
|{x = (x1, . . . , xk) : f(x) ≡ 0 (mod p)} ∩B|, (4)
donde f es una funcio´n suficientemente buena (polinomial, exponencial,etc.) y B es el producto
directo de intervalos -una caja- dentro del grupo abeliano en el que se encuentran las soluciones.
Esta clase de problemas ha sido intensamente estudiado y ha dado lugar a la aparicio´n de
matema´ticas muy interesantes en el camino. Pensemos, por ejemplo, en los puntos afines de
una variedad algebraica
V : fj(x1, . . . , xn) ≡ 0 (mod p), j = 1, . . . ,m.
Uno desear´ıa que los puntos de V estuvieran bien distribuidos en el cubo [1, p]n, pero para una
caja dada B ¿coincide el nu´mero de puntos |V ∩B| con el valor esperado? En otras palabras:
¿podemos asegurar que
|V ∩B| = |B|
pn
|V |(1 + o(1))?
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Es evidente que cuando el taman˜o de la caja es demasiado pequen˜o uno no puede esperar
obtener ningu´n tipo de resultado asinto´tico, ya que el nu´mero esperado de puntos puede no
llegar siquiera a uno. Incluso cuando la caja es sustancialmente mayor, uno no tiene en general
una asinto´tica de este tipo debido a restricciones geome´tricas (ve´ase [44] para una discusio´n
ma´s detallada y ejemplos). Sin embargo, en muchas situaciones interesantes uno puede probar
la equidistribucio´n de las soluciones en (4). Ve´ase por ejemplo [45, 73, 97].
Dichos resultados de distribucio´n se han obtenido tradicionalmente mediante las te´cnicas
cla´sicas en sumas exponenciales y sumas de caracteres, que en la mayor´ıa de los casos depen-
den de resultados profundos de Geometr´ıa Algebraica -relacionados con la llamada Hipo´tesis
de Riemann para curvas o variedades- pero en algunos casos se pueden deducir de ciertas
propiedades aditivas de los conjuntos de puntos en cuestio´n. De hecho, dado cualquier con-
junto A para obtener buenas estimaciones para la distribucio´n de puntos en A es suficiente
probar que -para al menos un gran nu´mero de caracteres ψ- se tiene∣∣∣∣∣∑
a∈A
ψ(a)
∣∣∣∣∣ |A|1/2. (5)
Es sencillo comprobar que para cualquier conjunto A en un grupo abeliano se cumple lo
siguiente:
|A|1/2  max
ψ 6=ψ0
∣∣∣∣∣∑
a∈A
ψ(a)
∣∣∣∣∣ ≤ |A|.
Lo que significa que la cota en (5) es esencialmente la mejor posible. Muchas de las obstruc-
ciones geome´tricas que aparecen en este problema pueden ser traducidas a este lenguaje: el
conjunto que nos interesa ha de estar bien distribuido en los caracteres del grupo. Dedicaremos
la Seccio´n 1.2 a encontrar numerosos ejemplos de conjuntos que satisfacen esta propiedad.
Las estimaciones asinto´ticas para la cantidad en (4) son no triviales hasta un cierto umbral
en el taman˜o de B que, debido al uso de las te´cnicas cla´sicas en sumas exponenciales, incluye
un factor logar´ıtmico. El Cap´ıtulo 1 incluye los resultados de [32], donde mejoramos el te´rmino
de error en estas estimaciones para una clase general de problemas en congruencias, logrando
extender el rango para una fo´rmula asinto´tica como resultado. Las demostraciones esta´n
basadas en las ideas de Garaev [46] y Cilleruelo [21]. Los resultados se presentan de forma
muy general y las pruebas combinan tanto argumentos combinatorios como las te´cnicas cla´sicas
en sumas exponenciales.
El hecho de estudiar este problema en un contexto tan general nos permite aplicar el mismo
a otra cuestio´n diferente. En la Seccio´n 1.3 se emplean argumentos similares para resolver un
problema aditivo en cuerpos finitos con potencias de elementos con un orden multiplicativo
grande. Para un cuerpo finito Fq, estudiamos condiciones suficientes que garanticen que el
conjunto {θx1 + θy2 : 1 ≤ x ≤M1, 1 ≤ y ≤M2} representa todos los elementos de F∗q . Tambie´n
investigamos el mismo problema para el conjunto de diferencias θx1 − θy2 y, como consecuencia,
probamos que todo elemento en Fq tiene una representacio´n de la forma: θx − θy, 1 ≤ x, y ≤√
2q3/4 siempre que θ tenga orden multiplicativo al menos
√
2q3/4.
Este resultado mejora las anteriores cotas conocidas para una cuestio´n propuesta por A.
Odlyzko, aunque la respuesta actual sigue estando muy lejos de la conjetura del propio Odlyzko.
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La prueba de nuevo combina argumentos cla´sicos de sumas exponenciales con argumentos
combinatorio-aditivos basados en la estructura de ciertos conjuntos de Sidon y se pueden
encontrar en [31].
En el Cap´ıtulo 2 nos centramos en el problema de estimar la cantidad definida en (4) cuando
la caja B es considerablemente ma´s pequen˜a. Como dijimos anteriormente, por debajo de cierto
umbral no es posible obtener una fo´rmula asinto´tica. En particular, para estas cajas pequen˜as
uno so´lo puede estudiar la concentracio´n de soluciones y derivar buenas cotas superiores para
el nu´mero de puntos que caen en dicha caja. Esta cuestio´n fue introducida por Cilleruelo y
Garaev [22] en el caso particular de la hipe´rbola modular y despue´s en [23] se han obtenido
una serie de resultados generales en esta direccio´n. En este caso, las te´cnicas cla´sicas de sumas
exponenciales no son adecuadas y uno debe explotar argumentos de la Combinatoria Aditiva
poder mejorar la cota trivial en este rango.
En la Seccio´n 2.1 se presentan cotas superiores para el nu´mero de soluciones
Q(x, y) ≡ 0 (mod p), (x, y) ∈ B,
donde Q ∈ Z[X,Y ] es un polinomio cuadra´tico absolutamente irreducible (modulo p) con dis-
criminante no nulo. Este resultado, que generaliza el resultado principal de [22], fue publicado
en [103] y se presenta aqu´ı como aperitivo para las siguientes secciones del Cap´ıtulo 2.
El resto del cap´ıtulo combina los resultados obtenidos en [16] y [28]. En particular, se
estudia este problema para una clase general de curvas
(x, y) : f(x) ≡ y (mod p) o f(x) ≡ y2 (mod p), f ∈ Z[x].
En muchos casos obtenemos estimaciones no triviales y mejoramos algunas de las cotas anteri-
ormente conocidas. Para ciertos rangos de los para´metros involucrados, cuando la caja es muy
pequen˜a, nuestros resultados son o´ptimos y deber´ıan ser considerados como ana´logos mo´dulo
p de los resultados de Bombieri y Pila [8] sobre el nu´mero de puntos enteros en curvas planas.
Las pruebas incluidas en las Secciones 2.2-2.4 dependen profundamente de la conexio´n que
existe entre el problema de distribucio´n de puntos en cajas pequen˜as en curvas modulo p con la
delicada combinacio´n de resultados de la Geometr´ıa de los Nu´meros, la teor´ıa de aproximacio´n
Diofa´ntica, el teorema del valor medio de Vinogradov as´ı como de el me´todo de Weyl.
Los resultados aqu´ı descritos no so´lo son profundos, interesantes y sorprendentemente
generales, sino que tambie´n tienen intersantes aplicaciones. E´stas han sido incluidas en la
Seccio´n 2.4 y van desde el estudio de clases de isomorf´ıa de curvas hiperel´ıpticas en ciertas
familias finas a el dia´metro de trayectorias parciales de siste´mas dina´micos mo´dulo p.
Por desgracia, nuestros resultados no cubren todos los rangos de |B|. El ataque a este
problema desde los me´todos de la Combinatoria Aditiva parece ser el ma´s adecuado y fruct´ıfero
cuando las cajas son pequen˜as, mientras que para cajas grandes los me´todos cla´sicos de sumas
exponenciales son eficaces, pero tan so´lo hasta cierto umbral en el taman˜o de la caja. Pensemos,
por ejemplo, en los puntos de una curva el´ıptica definida por la ecuacio´n
Ea,b : y
2 ≡ x2 + ax+ b (mod p).
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Cuando consideramos el nu´mero de puntos en un cuadrado (x, y) ∈ B, se conocen:
I Resultados asinto´ticos: |Ea,b ∩B| ∼ |B|/p si |B| = ω(p3/2).
Gracias a los me´todos de geometr´ıa algebraica y a las te´cnicas cla´sicas en sumas exponenciales.
Estos resultados nos permiten llegar a cotas no triviales siempre que |B|  p.
I Cotas superiores o´ptimas: |Ea,b ∩B|  |B|1/6+o(1) si |B| ≤ p2/9.
Estas se obtienen via me´todos de la combinatoria aditiva. De hecho, mediante distintos enfo-
ques somos capaces de obtener cotas no triviales para esta cantidad (es decir o(|B|1/2)) hasta
|B| = o (p2/3).
Esto quiere decir que, en el rango p2/3− ≤ |B|  p, nuestros me´todos no son suficiente-
mente buenos. Recientemente, Chang [15] obtuvo cotas no triviales del tipo |B|1/2− para esta
cantidad en un rango ligeramente mayor: p ≤ |B| ≤ p18/23. Sin embargo, sigue existiendo
un intervalo para el que no se conoce ninguna cota no trivial. Parece que ni las sumas expo-
nenciales ni las te´cnicas de combinatoria aditiva son suficientemente eficientes en este rango.
Ser´ıa muy interesante encontrar un me´todo o desarrollar te´cnicas para lidiar con el problema
en este rango intermedio.
Obse´rvese que estos problemas tienen una generalizacio´n natural a cuerpos finitos. En vez
de considerar curvas o valores de polinomios en cuerpos primos, si uno mueve el problema a un
cuerpo finito arbitrario Fq entonces la generalizacio´n natural de un intervalo ser´ıa un espacio
af´ın. Esta cuestio´n ha sido recientemente estudiada en varios trabajos [27, 86, 83].
I Sucesiones de nu´meros J
El resto del trabajo presentado aqu´ı tiene un protagonista comu´n: sucesiones de nu´meros
naturales. De hecho, no todos los problemas que discutiremos se refieren a sucesiones sino ma´s
bien a conjuntos finitos de nu´meros, pero los resultados son en cualquier caso asinto´ticos en el
nu´mero de elementos del conjunto.
I El m´ınimo comu´n mu´ltiplo de una sucesio´n:
En el Cap´ıtulo 3 estudiamos el crecimiento del mı´nimo comu´n mu´ltiplo de ciertas sucesiones
de enteros. En particular, estudiamos el comportamiento asinto´tico de la siguiente funcio´n
ψ(S) = log lcm{a : a ∈ S},
para distintas familias de conjuntos S. Esta funcio´n es una generalizacio´n natural de la cla´sica
funcio´n de Chebishev ψ(n), cuyo estudio y comprensio´n fue esencial en la prueba del Teorema
del Nu´mero Primo. Este cap´ıtulo presenta dos versiones completamente distintas de entender
la funcio´n ψ, que de alguna manera encapsula -al menos cuantitativamente- la informacio´n
aritme´tica de un conjunto S de nu´meros naturales.
En la Seccio´n 3.1 estudiamos la asinto´tica de esta funcio´n para la sucesio´n 12 + 1, 22 +
1, . . . , n2 + 1. Usando un resultado de Homma sobre la distrubucio´n de ra´ıces de polinomios
cuadra´ticos modulo primos, calculamos el te´rmino de error para la asinto´tica que obtuvo
Cilleruelo [20]. Las pruebas explotan argumentos cla´sicos de teor´ıa anal´ıtica de nu´meros y
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hacen un estudio detallado del me´todo que introdujo Cilleruelo para sucesiones cuadra´ticas
generales. Los resultados de esta seccio´n han sido publicados en [99].
La Secci´ıon 3.2 se centra en el estudio de la cantidad ψ(S) para un conjunto aleatorio
S ⊆ [n] considerando dos modelos probabil´ısticos diferentes, que son ana´logos a los modelos
G(n, p) y G(n,M) de grafos aleatorios.
En el primer modelo, para cada elemento de m ∈ [n] se escoge su pertenencia al conjunto S
de forma aleatoria e independiente con cierta probabilidad fija δ = δ(n). En el segundo modelo,
restringimos nuestra atencio´n a los k-subconjuntos de [n] (donde k = k(n)) escogiendo de entre
los
(
n
k
)
posibles subconjuntos de forma uniforme. En ambos casos, obtenemos una fo´rmula
asinto´tica para la variable aleatoria log(lcm[S]) que se cumple asinto´ticamente casi siempre
cuando n→∞. Por ejemplo, demostramos que para casi todos los conjuntos S ⊆ {1, . . . , n}:
lcm{a : a ∈ S} = 2n(1+o(1)).
Comparamos los resultados aleatorios obtenidos con resultados previos de Cilleruelo [20]
en el mcm de valores de una sucesio´n polinomial y, en particular, los obtenidos con respecto
al polinomio estudiado en la Seccio´n 3.1. Por ejemplo, el te´rmino principal en la fo´rmula
asinto´tica de Cilleruelo
log lcm
{
k2 + 1 : k ≤ √n} = 1
2
√
n log n+ c
√
n+ o
(√
n
)
coincide con el valor log lcm[S] para casi todo conjunto S escogido de aleatoria entre los con-
juntos {1, 2, ..., n} de taman˜o [√n] de forma uniforme, sin embargo aparece una diferencia en
el te´rmino secundario.
Esta Seccio´n contiene los resultados de [30], cuyas pruebas involucran probabilidad elemen-
tal as´ı como teor´ıa de los nu´meros primos.
I D´ıgitos no nulos de sucesiones combinatorias:
Fijado b ≥ 2 un entero positivo y S una sucesio´n infinita de enteros. Si la sucesio´n tiene algu´n
significado combinatorio, es natural preguntarse co´mo pueden llegar a ser las representaciones
de sus elementos en base b. En el Cap´ıtulo 4 estudiamos el siguiente problema: para una
sucesio´n S con un crecimiento dado, ¿cua´n a menudo los elementos de S pueden escribirse
con un pequen˜o nu´mero de d´ıgitos? Esta cuestio´n ha sido estudiada anteriormente para suce-
siones combinatorias bien conocidas como n! [69], nu´meros de Fibonacci [93] o nu´meros de
Catalan [72], por ejemplo.
En este caso, segimos una estrategia muy general para demostrar para una gran variedad
de sucesiones {an}∞n=1 que para casi todo n la suma de los d´ıgitos de an en base b es al menos
cb log n, donde cb es una constante que depende de b y la propia sucesio´n. Nuestro enfoque
cubre varias sucesiones que provienen de la teor´ıa de nu´meros y la combinatoria y so´lo depende
del crecimiento de la sucesi´ıon, no de restricciones aritme´ticas o una formulacio´n recursiva.
De hecho, demostramos que el enunciado anterior se cumple para cualquier sucesio´n {an}∞n=1,
con un crecimiento del tipo
an = e
f(n)
(
1 +O
(
n−α
))
, α > 0 (6)
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donde f es una funcio´n dos veces diferenciable que ha de satisfacer f ′′(x)  1/x, al menos
para x suficientemente grande. El nu´mero de permutaciones, involuciones, a´rboles de Cayley
o grafos en superficies, entre otros, satisfacen esta condicio´n de crecimiento.
Dedicamos la Seccio´n 4.1 a demostrar que la sucesio´n de los nu´meros de Bell satisface la
condicio´n (6) de crecimientorequerida. En este caso, el ana´lisis es ma´s intrincado debido a que
las estimaciones conocidas para el ene´simo nu´mero de Bell dependen de cierta funcio´n de n
definida de forma impl´ıcita.
Los resultados que incluyen este cap´ıtulo han sido publicados en [25].
I g-Bases para intervalos de enteros:
Hay muchos problemas cla´sicos relacionados con distintas restricciones impuestas sobre la
funcio´n de representacio´n
rA(x) = |{(a, a′) ∈ A×A : a+ a′ = x}|,
para conjuntos o sucesiones A.
Buenos ejemplos de este hecho son los llamados conjuntos de Sidon, rA(x) ≤ 2, o las bases
aditivas, rA(x) ≥ 1, que pueden ser etudiados en contextos diferentes (grupos finitos, grupos
infinitos, semigrupos, intervalos, etc.) dando lugar a cuestiones totalmente distintas.
En el Cap´ıtulo 5 estudiamos la mı´nima cardinalidad posible de g-bases para intervalos, es
decir A ha de cumplir rA(x) ≥ g para todo x ∈ {1, . . . , n}. Sea
γg(n) = min
A⊂Z
{|A| : A is a g − basis for {1, . . . , n}}.
Esta´ claro que dicho mı´nimo existe y es sencillo comprobar que la cantidad γg(n) tiene orden√
gn.
El objetivo de este cap´ıtulo es estudiar las cantidades
γg = lim inf
n→∞
γg(n)√
gn
and γg = lim sup
n→∞
γg(n)√
gn
y demostrar que sus l´ımites en g coinciden. De hecho, demostramos que el valor de dicho
l´ımite depende de la norma de ciertas funciones positivas y finitamente soportadas, que tienen
integral pequen˜a y autoconvolucio´n grande en un intervalo fijo. La estrategia sigue las lineas
de [26], donde se estudia este problema para conjuntos g-Sidon en intervalos (es decir rA(x) ≤ g
para todo x ∈ {1, . . . , n}) y se aborda el problema considerando sucesivas construcciones de
conjuntos con soporte restringido.
Para poder probar esto hemos de explotar buenas construcciones -basadas en las ideas
de [88]- de conjuntos en grupos finitos cuya funcio´n de representacio´n esta´ pro´xima a ser
constante. Dichas construcciones esta´n incluidas en la Seccio´n 5.1, as´ı como algunas consid-
eraciones sobre conjuntos en grupos finitos con funcio´n de representacio´n restringida.
Siguiendo las ideas de Cilleruelo, Ruzsa y Vinuesa [26], relacionamos las construcciones
discretas para g-bases con funciones positivas y de soporte compacto cuya autoconvolucio´n
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esta´ inferiormente acotada en un intervalo fijo. En la seccio´n 5.2 mostramos co´mo conectar
el problema de construir una funcio´n con ciertas propiedades de autoconvolucio´n a partir de
un conjunto con propiedades ana´lojas en su funcio´n de representacio´n. Finalmente, en la
Seccio´n 5.1 obtenemos un conjunto cuya funcio´n de representacio´n replica las propiedades de
autoconvolucio´n de una funcio´n dada.
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Notation
Throughout this manuscript we used, indistinctly, Landau (o and O) and Vinogradov ( and
) notations. We recall that the notations U = O(V ), U  V and V  U are equivalent to
the statement that |U | ≤ cV for some constant c > 0. Generally, the quantities U and V will
depend (explicit or implicitly) on a parameter n. The constant c in the previous notation must
be independent of n, but may occasionally depend, when obvious, on some other parameters
but is absolute otherwise. We recall that the notations U = o(V ) and V = ω(U) imply that
limU/V = 0 when n → ∞. Observe that, when we write U = V o(1) we are claiming that
for every positive , there exists a constant C, which must be independent of n, such that
U ≤ CV .
In the following chapters N will denote the set of natural numbers, Z the set of integers, Q
rational and R real numbers. For a natural number n, we denote by [n] the set consisting of
{1, . . . , n} and by ([n]k ) the set of all subsets of [n] of exactly k elements. Zn will denote the
cyclic group Z/nZ and will often be represented by the classes {0, 1 . . . , n − 1}. An interval
on a cyclic group Zn, or an interval modulo n, will be nothing but a set consisting of certain
residue classes modulo n which correspond to consecutive integers and will be denoted I =
[b+ 1, b+M ] = {b+ 1, . . . , b+M} ⊆ Zn. A box B is the direct product of intervals, in certain
abelian group direct product of cyclic groups, and we say that B is a cube (resp. a square)
when all intervals have the same size. For a finite set A we will denote by |A| its cardinality.
To simplify the notation related to exponential sums we will use the traditional notation
e(x) = e2piix. A general Abelian group will be denoted by G = Zn1 × · · · × Znk . Additive
characters of an abelian group G will be denoted by ψ and indexed by their coefficients: for a
given α ∈ G, the additive character ψα acts on a given element x = (x1, . . . , nk)
ψα(x) = e
(
α1x1
n1
+ · · ·+ αkxknk
)
.
The trivial character will be denoted by ψ0.
In general, unless otherwise specified, p will denote a prime number and the finite field of
p elements will be denoted by Fp. The letter q will be reserved to prime numbers or powers
of prime numbers. Multiplicative characters will be generally denoted by χ and the trivial
character by χ0.
For subsets A, B of an abelian group or semigroup, we define the representation function
rA+B(x) = |{(a, b) ∈ A×B : a+ b = x}|.
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And denote by rA(x) = rA+A(x) the representation function of a set and, analogously, dA(x) =
rA−A(x).
The letter δ will denote a probability value in [0, 1] and might depend, when specified, on
certain parameter n, P(E) and E(X) will denote probability of certain event E and expectation
of a random variable X.
For a given real valued function f we will denote its autoconvolution at a point x ∈ R
(f ∗ f)(x) =
∫
f(t)f(x− t)dt.
As usual, ‖f‖1 will denote its L1-norm. For a real number x we denote, as usual, by ‖x‖ the
nearest integer to x, by bxc is the largest integer not greater than x (the floor of x), by dxe is
the smallest integer not less than x and by {x} = |x− ‖x‖| the fractional part of x.
Part I
Congruence problems
H
Distribution and concentration results
for solutions lying in a box
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Chapter 1
Distribution of solutions to
congruences: large boxes
The use of exponential sum techniques is one of the cornerstones of modern analytic number
theory. The proof of the Riemann hypothesis by Weil for curves, by Deligne for general
varieties, provides fantastic tools to solve problems from number theory.
Exponential sums are the natural, and sometimes the only, approach to study the equidis-
tribution of values of polynomials in intervals and equidistribution of solutions to a given
congruence of the type {
f(x1, . . . , xn) ≡ 0 (mod p),
Hi + 1 ≤ xi ≤ Hi +Mi, i = 1, . . . , n,
where f is some interesting function (polynomial, exponential, etc.). These two problems can
be formulated in terms of certain interesting sets A (plane curves or more general algebraic
sets, values of polynomials or Sidon sets, for example) in an abelian group G and the number
of incidences of these sets with a given box B =
∏
i[Hi + 1, Hi +Mi] ⊆ G. In this case, we say
that a set A is well distributed -or equidistributed- in G if for every sufficiently large box B
the set A satisfies
|A ∩B| ∼ |A||B||G| .
It follows from the orthogonality of the characters ψ of an abelian group G, that
|A ∩B| = 1|G|
∑
ψ
∑
a∈A
∑
b∈B
ψ(a− b).
If we separate the contribution of the trivial character from the rest we will obtain the desired
main term plus some error term that we must bound, namely
|A ∩B| = |A||B||G| +
1
|G|
∑
ψ 6=ψ0
∑
a∈A
∑
b∈B
ψ(a− b). (1.1)
21
22 CHAPTER 1. DISTRIBUTION OF SOLUTIONS TO CONGRUENCES
Whenever the last sum -i.e. error term- in (1.1) is proven to be o(|A||B|/|G|) we have an
asymptotic for |A ∩B| and we can say that “A is equidistributed in G”. The range in |B| for
which we obtain an asymptotic for this quantity will depend on how well we estimate the error
term in (1.1) and on the properties of the set A.
The usual method to handle sums of this type, which in the end are running over the set
A ∩B, is to convert them into sums of the following kind and estimate them:
x
∣∣∣∣∣∣ 1|G|
∑
ψ 6=ψ0
∑
a∈A
∑
b∈B
ψ(a− b)
∣∣∣∣∣∣ ≤ |Â||G|
∑
ψ 6=ψ0
∣∣∣∣∣∑
b∈B
ψ(−b)
∣∣∣∣∣ ,
where
|Â| = max
ψ 6=ψ0
∣∣∣∣∣∑
a∈A
ψ(a)
∣∣∣∣∣ .
This is achieved via the following well known result.
Lemma 1 (Vinogradov). For every M ≥ 1 and every positive integer n > 1 we have
n−1∑
α=1
∣∣∣∣∣
M∑
x=1
e
(
αx
n
)∣∣∣∣∣ < n log n.
Therefore, if G = Zn1 × · · · × Znk the error term in (1.1) is
k |Â| logk (|G|) .
Observe that the above error term is given in terms of |Â|, so we must obtain good estimates
for this quantity. It is easy to check that |A|1/2 ≤ |Â| ≤ |A|, but in most applications A is a
set with |Â|  |A|1/2.
Consider, for example, the modular hyperbola
A1 = {(x, y) : xy ≡ λ (mod p)} ⊆ Zp × Zp
and the box B = [x0 + 1, x0 +M ]× [y0 + 1, y0 +M ]. The usual techniques on character sums
(see for example [56]) show that, for λ 6≡ 0 (mod p),
|A1 ∩B| = |B||A1||G| +O
(
p1/2 log2 p
)
, (1.2)
which provides the asymptotic formula |A1 ∩B| ∼ |B|/p in the range
|B|p−3/2 log−2 p→∞.
This result was improved by Garaev [46], who obtained the error term
O(p1/2 log2(|B|1/2p−3/4 + 3))
and therefore extended the range for an asymptotic formula up to |B|p−3/2 →∞.
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Other example is the exponential congruence given by the set
A2 = {(x, y) : gx − gy ≡ 1 (mod p)} ⊂ Zp−1 × Zp−1
and the box B = [1,M ]2, where g is a primitive root of F∗p. As in the previous example, it is
well known that, for λ 6≡ 0 (mod p),
|A2 ∩B| = |A2||B||G| +O
(
p1/2 log2 p
)
, (1.3)
which also provides the asymptotic formula |A2∩B| ∼ |B|/p in the range |B|p−3/2 log−2 p→∞.
Garaev [46] obtained the error term
O(|B|1/3 log2/3(|B|1/2p−3/4 + 3) + p1/2), (1.4)
extending the range for an asymptotic formula up to |B|p−3/2 → ∞. The same range for
the asymptotic formula was obtained by Cilleruelo [21] by showing that the error term was
O(4rp1/2((|B|p−3/2)1/r + 1)), for any positive r. Garaev’s proof exploits character sums ar-
guments and works in Zp, while Cilleruelo’s proof is combinatorial and works on the group
Zp−1 × Zp−1, where the elements of A2 live.
The combination of the ideas in [46] and [21] allow us to improve both error terms in (1.2)
and (1.3), and, which is more interesting, to obtain a general result which saves the logarithmic
factor in many similar situations.
Theorem 1. Let G = Zn1 × · · · × Znk , A ⊆ G and B a k-dimensional box in G. Then
|A ∩B| = |A||B||G| + θ|Â|
(
1 + logk+
( |B||A|
|Â||G|
))
,
for some |θ| ≤ 100k, where log+(x) = max{0, log x}.
Nevertheless, since it is a very general result, we will dedicate Section 1.2 to some of the
possible applications, analysing the quantity |Â| in many interesting situations.
In some cases, good bounds for the quantity |Â| rely on very deep results, this is the case
of the set A1 considered in the congruence xy ≡ λ (mod p), where Kloosterman sums appear.
In these cases we will also need results on the number of points in varieties over finite fields
and explicit bounds for several exponential sums, see Appendix A for more details.
In some interesting situations the set A in Theorem 1 is a dense Sidon set in G: differences
a − a′ : a 6= a′, a, a′ ∈ A are all distinct and satisfies |A| ≥ |G|1/2 − O(1). In Proposition 1
we show that |Â| = O(|A|1/2) for these sets. The set A2 considered before is an example of
a dense Sidon set and Theorem 1 gives an improvement on previous estimates of Garaev and
Cilleruelo for the error term in this problem (see Section 1.2.1).
We dedicate the last section of this chapter, Section 1.3, to a slightly different problem
related to a question of A. Odlyzko: how big must be M to guarantee that every element in Fp
has a representation of the form gx− gy if both x and y are in [1,M ] and g is a primitive root
modulo p? Exploiting similar ideas and techniques we improve the previous known bounds for
this question and, in fact, we prove a more general result considering the problem in general
finite fields with powers of elements of large multiplicative order.
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Theorem 4. Let θ1, θ2 be two elements of Fq. If
min(ordq(θ1), bM1/2c) ·min(ordq(θ2), bM2/2c) ≥ q3/2,
then
F∗q ⊆{θx1 + θy2 : 1 ≤ x ≤M1, 1 ≤ y ≤M2},
Fq ={θx1 − θy2 : 1 ≤ x ≤M1, 1 ≤ y ≤M2}.
We also take advantage of the symmetries of the problem in the case θ1 = θ2 and improve
the result for the set of differences.
An important idea behind the proofs of these results relies on the fact that, when dealing
with exponential sums, sometimes it is quite useful to introduce additional variables, which
somehow smooth the problem. The next simple lemma will be very useful in the following
proofs.
Lemma 2. Let G be an finite abelian group. For any A,B,C ⊆ G we have
|{ (b, c) ∈ B × C : b+ c ∈ A}| = |B||C||A||G| + θ
|Â|
|G|
∑
ψ 6=ψ0
∣∣∣∣∑
b∈B
ψ(b)
∣∣∣∣∣∣∣∣∑
c∈C
ψ(c)
∣∣∣∣,
for some |θ| ≤ 1, where
|Â| = max
ψ 6=ψ0
∣∣∣∣∑
a∈A
ψ(a)
∣∣∣∣.
Proof. The number of pairs (b, c) ∈ B × C with b+ c ∈ A is given by
1
|G|
∑
ψ
∑
A,B,C
ψ(b+ c− a) = |B||C||A||G| + Error,
where
|Error| =
∣∣∣∣ 1|G| ∑
ψ 6=ψ0
∑
A,B,C
ψ(b+ c− a)
∣∣∣∣
≤ 1|G|
∑
ψ 6=ψ0
∣∣∣∣∑
a∈A
ψ(−a)
∣∣∣∣∣∣∣∣∑
b∈B
ψ(b)
∣∣∣∣∣∣∣∣∑
c∈C
ψ(c)
∣∣∣∣
≤ |Â||G|
∑
ψ 6=ψ0
∣∣∣∣∑
b∈B
ψ(b)
∣∣∣∣∣∣∣∣∑
c∈C
ψ(c)
∣∣∣∣.
We will also need the following Corollary.
Corollary 1. If (B +B) ∩A = ∅, then |B| ≤ |Â||G|/(|A|+ |Â|).
Proof. Setting C = B in Lemma 2, we observe that the condition (B + B) ∩ A = ∅ implies
that
|B|2|A| ≤ |Â|
∑
ψ 6=ψ0
∣∣∣∣∑
b∈B
ψ(b)
∣∣∣∣2 = |Â| ∑
ψ 6=ψ0
∑
b,b′∈B
ψ(b− b′) = |Â|(|G||B| − |B|2),
and the result follows.
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1.1 Asymptotic results: saving the logarithmic factor
The following theorem allows us to improve the error term on the asymptotic estimates obtained
in many different problems. Such an improvement can be translated into the possibility of
removing the logarithmic factor on the critical size of B, as in [46] was done for the sets A1
and A2.
Theorem 1. Let G = Zn1 × · · · × Znk , A ⊆ G and B a k-dimensional box in G. Then
|A ∩B| = |A||B||G| + θ|Â|
(
1 + logk+
( |B||A|
|Â||G|
))
,
for some |θ| ≤ 100k, where log+(x) = max{0, log x},
|Â| = max
ψ 6=ψ0
∣∣∣∣∑
a∈A
ψ(a)
∣∣∣∣
and the sum is taken over all non principal characters in G.
Before starting the proof, let us note that in order to profit from the previous result one
would desire to have something close to |Â|  |A|1/2, but one could not expect such a thing
in general. In fact not only one can find simple examples for which this bound does not hold,
but also controlling the size of exponential sums in a large number of variables remains very
difficult, since certain geometric conditions are almost impossible to check before applying the
corresponding theorem, see [44, 61] for a more general discussion.
In Section 1.2.4, we illustrate how -following the same ideas- one can obtain a result anal-
ogous to Theorem 1, even if the quantity |Â| is big for a certain class of characters, and still
save the logarithm factor on the range for an asymptotic result.
Proof. Let B =
∏k
i=1[Hi + 1, Hi + Mi], 1 ≤ Mi ≤ ni, be a k-dimensional box in G = Zn1 ×
· · · × Znk . Consider the following approximations of B
B′ =
k∏
i=1
[Hi + 1−mi, Hi +Mi], B′′ =
k∏
i=1
[Hi + 1, Hi +Mi −mi],
for some suitable integers mi, 0 ≤ mi ≤ Mi − 1, to be chosen later. If we denote by C =∏k
i=1[0,mi], then it is clear that B ⊂ B′ + c for any c ∈ C, so each element b ∈ B has at least
|C| representations of the form b = b′ + c, b′ ∈ B′, c ∈ C. In particular
|{(b′, c) ∈ B′ × C, b′ + c ∈ A}| ≥ |A ∩B||C|.
Analogously, B′′ + c ⊂ B for any c ∈ C and then
|{(b′′, c) ∈ B′′ × C, b′′ + c ∈ A}| ≤ |A ∩B||C|.
Hence
|{(b′′, c) ∈ B′′ × C : b′′ + c ∈ A}|
|C| ≤ |A ∩B| ≤
|{(b′, c) ∈ B′ × C : b′ + c ∈ A}|
|C| .
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In terms of Lemma 2 we have that
|A ∩B| ≤ 1|C|
( |A||B′||C|
|G| + θ
|Â|
|G|
∑
ψ 6=ψ0
∣∣∣∑
B′
ψ(b′)
∣∣∣∣∣∣∑
C
ψ(c)
∣∣∣)
≤ |A||B||G| +
|A|(|B′| − |B|)
|G| +
|Â|
|G||C|
∑
ψ
∣∣∣∑
B′
ψ(b′)
∣∣∣∣∣∣∑
C
ψ(c)
∣∣∣, (1.5)
and similarly
|A ∩B| ≥ |A||B||G| −
|A|(|B| − |B′′|)
|G| −
|Â|
|G||C|
∑
ψ
∣∣∣∑
B′′
ψ(b′′)
∣∣∣∣∣∣∑
C
ψ(c)
∣∣∣
≥ |A||B||G| −
|A|(|B′| − |B|)
|G| −
|Â|
|G||C|
∑
ψ
∣∣∣∑
B′′
ψ(b′′)
∣∣∣∣∣∣∑
C
ψ(c)
∣∣∣, (1.6)
since |B| − |B′′| ≤ |B′| − |B|.
Observe that, for a fixed character ψα, α = (α1, . . . , αk), we have
∑
b′∈B′
ψα(b
′) =
k∏
i=1
 Hi+Mi∑
b′i=Hi+1−mi
e
(
αib
′
i
ni
)
∑
b′′∈B′′
ψα(b
′′) =
k∏
i=1
Hi+Mi−mi∑
b′′i =Hi+1
e
(
αib
′′
i
ni
) (1.7)
and ∑
c∈C
ψα(c) =
k∏
i=1
(
mi∑
ci=0
e
(
αici
ni
))
.
For a fixed i, each sum involved is a geometric sum with ratio e(αi/ni). Whenever αi 6= 0,
if we choose αi to be a representative with |αi| ≤ ni/2, it is well known that for any a and m∣∣∣∣∣
a+m∑
x=a
e
(
αix
ni
)∣∣∣∣∣ ≤ 2|1− e(αini )| ≤
4ni
|αi| ,
and it is clear that, for any αi including 0, this sum is bounded by m+1. To clear the exposition
we will fix min {4ni/0,m+ 1} := m+ 1 and include these two facts in the following estimate∣∣∣∣∣
a+m∑
x=a
e
(
αix
ni
)∣∣∣∣∣ ≤ min{ 4ni|αi| ,m+ 1} , (1.8)
where αi is chosen to be the representative modulo ni with minimum absolute value.
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It follows from (1.7) and (1.8) that for every fixed α = (α1, . . . , αk) ∈ G, |αi| ≤ ni/2, the
following estimates hold
∣∣∣∑
B′
ψα(b
′)
∣∣∣ ≤ k∏
i=1
min
{
4ni
|αi| ,Mi +mi
} ≤ k∏
i=1
min
{
4ni
|αi| , 2Mi
}
,
∣∣∣∑
B′′
ψα(b
′′)
∣∣∣ ≤ k∏
i=1
min
{
4ni
|αi| ,Mi −mi
} ≤ k∏
i=1
min
{
4ni
|αi| , 2Mi
}
,
∣∣∣∑
C
ψα(c)
∣∣∣ ≤ k∏
i=1
min
{
4ni
|αi| ,mi + 1
}
.
Thus,
∑
α
∣∣∣∑
B′
ψα(b
′)
∣∣∣∣∣∣∑
C
ψα(c)
∣∣∣ ≤∑
α
k∏
i=1
min
{
4ni
|αi| , 2Mi
}
min
{
4ni
|αi| ,mi + 1
}
≤
k∏
i=1
( ∑
|αi|≤ni/2
min
{
4ni
|αi| , 2Mi
}
min
{
4ni
|αi| ,mi + 1
})
≤
k∏
i=1
( ∑
0≤αi≤ni/2
min
{
8ni
αi
, 4Mi
}
min
{
4ni
αi
,mi + 1
})
and the same upper bound holds for the sum in B′′.
Observe that∑
0≤αi≤ni/2
min
{
8ni
αi
, 4Mi
}
min
{
4ni
αi
,mi + 1
}
=4
∑
0≤α≤2niMi
Mi(mi + 1) + 8
∑
2ni
Mi
<α≤ 4nimi+1
ni(mi + 1)
α
+ 32
∑
α>
4ni
mi+1
n2i
α2
=S1 + S2 + S3.
To estimate the quantities Si we use, for 2 ≤ A < B the inequalities∑
A≤α≤B
1
α
≤ log(2B/A) and
∑
A<α
1
α2
≤ 2
A
,
and obtain
S1 ≤ 4Mi(mi + 1)
(
2ni
Mi
+ 1
)
≤ 12ni(mi + 1),
S2 ≤ 8ni(mi + 1) log
(
4Mi
mi + 1
)
≤ ni(mi + 1)
(
12 + 8 log
(
Mi
mi + 1
))
,
S3 ≤ 16ni(mi + 1).
Thus we have,
S1 + S2 + S3 ≤ ni(mi + 1)
(
40 + 8 log
(
Mi
mi + 1
))
(1.9)
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and then ∑
ψ
∣∣∣∑
B′
ψα(b
′)
∣∣∣∣∣∣∑
C
ψα(c)
∣∣∣ ≤ k∏
i=1
ni(mi + 1)
(
40 + 8 log
(
Mi
mi + 1
))
Combining the previous estimate we obtain the following bound for the last sum in (1.5)
|Â|
|G||C|
∑
ψ
∣∣∣∑
B′
ψ(b′)
∣∣∣∣∣∣∑
C
ψ(c)
∣∣∣ ≤ |Â| k∏
i=1
(
40 + 8 log
(
Mi
(mi + 1)
))
, (1.10)
since n1 · n2 · · ·nk = |G| and (m1 + 1) · (m2 + 1) · · · (mk + 1) = |C| by definition. The same
bound applies to the sum in (1.6).
Observe that if (x1, . . . , xk) ∈ B′ \ B, then Hj + 1 − mj ≤ xj ≤ Hj for at least one
j ∈ {1, . . . , k}. This implies
|B′| − |B| ≤
k∑
i=1
(
mi
∏
j 6=i
(Mj +mj)
)
=
k∑
i=1
( mi
Mi +mi
k∏
j=1
(Mj +mj)
)
≤ |B|2k
k∑
i=1
mi
Mi
. (1.11)
Combining (1.5) and (1.6) with (1.10) and (1.11) we get∣∣∣∣|A ∩B| − |A||B||G|
∣∣∣∣ ≤ |A||B|2k
∑k
i=1
mi
Mi
|G| + |Â|
k∏
i=1
(
40 + 8 log
(
Mi
(mi + 1)
))
. (1.12)
If |B| > |Â||G||A| we take
mi =
⌊
Mi
|Â||G|
|B||A|
⌋
≤Mi − 1,
and introduce it into (1.12) to get∣∣∣∣|A ∩B| − |A||B||G|
∣∣∣∣ ≤ |Â|(k2k + (40 + 8 log ( |B||A||Â||G|))k
)
.
If |B| ≤ |Â||G||A| we take mi = Mi − 1 and then we have∣∣∣∣|A ∩B| − |A||B||G|
∣∣∣∣ ≤ |Â|(k2k + 40k) .
Using the notation log+ x = max(0, log x) and the crude estimate (A+B)
k ≤ 2k(Ak +Bk),
both inequalities can be bounded by∣∣∣∣|A ∩B| − |A||B||G|
∣∣∣∣ ≤ |Â|(k2k + (40 + 8 log+ ( |B||A||Â||G|))k
)
≤ |Â|
(
k2k + 2k40k + 2k8k logk+
( |B||A|
|Â||G|
))
≤ θ|Â|
(
1 + logk+
( |B||A|
|Â||G|
))
for some θ < 100k.
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1.2 Applications
Once we are able to reduce the congruence problem to estimate the quantity |A∩B| for suitable
A,B ⊂ G, we must be able to estimate |Â|.
In our study, estimates for |Â| will follow from good bounds on sums of the form∑
a∈A
ψα(a) =
∑
(x1,...,xn)∈A
e
(
α1x1 + · · ·+ αkxk
p
)
, (1.13)
where A ⊆ G = Fnp may not be an algebraic variety but a more general set. Kloosterman sums
are examples of this kind. But for more general finite abelian groups we will deal with sums
of the form ∑
a∈A
ψα(a) =
∑
(x1,...,xn)∈A
e
(
α1x1
n1
+ · · ·+ αkxk
nk
)
, (1.14)
with A ⊆ G = Zn1×· · ·×Znk . In both cases we will consider α = (α1, . . . , αk) ∈ G\{(0, . . . , 0)}.
Recall that some αi might be zero but not all, and this would make a difference sometimes.
In some situations, good bounds for the quantities (1.13) and (1.14) rely on very deep
results. That is the case of Weil’s estimates for Kloosterman sums, which arised from the
study of the structure of L-functions of algebraic varieties over finite fields and the so called
Riemman Hypothesis for them. But sometimes these estimates are easy to obtain. That is the
case of Sidon sets, which are studied in the following section.
1.2.1 Dense Sidon sets
A set A ⊂ G is said to be a Sidon set if the differences a − a′ : a 6= a′, a, a′ ∈ A are all
distinct in G. It is easy to obtain a trivial upper bound for the size of a Sidon set in G. Indeed
if A is a Sidon set, then |A − A| = |A|2 − |A| + 1 ≤ |G|, since by definition every difference
a − a′ = m ∈ A − A is distinct except from the element 0 ∈ A − A, which is represented in
exactly |A| different ways. This gives |A| ≤ √|G| − 3/4 + 1/2 and there are examples where
the equality holds. We will say that a Sidon set A ⊂ G is dense if |A| ≥ |G|1/2 −O(1).
Good bounds for the quantity |Â| in this case follow easily from the additive properties of
Sidon sets.
Proposition 1. Let A ⊂ G be a Sidon set with |A| ≥ |G|1/2 −O(1). Then,
|Â| = O
(
|A|1/2
)
.
Proof. For a set S, let rS(m) denote the number of representations of the element m as sum
of two elements in S.∣∣∣∑
a∈A
ψ(a)
∣∣∣2 = ∑
a,a′∈A
ψ(a− a′) =
∑
m∈G
rA−A(m)ψ(m) =
∑
m∈G
(rA−A(m)− 1)ψ(m).
Since A is a Sidon set, we have that rA−A(m) ≤ 1 for m 6= 0 and rA−A(0) = |A|. It follows
from (1.2.1) ∣∣∣∑
a∈A
ψ(a)
∣∣∣2 = |A| − 1− ∑
m/∈A−A
ψ(m). (1.15)
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Thus we need to study the set A − A. It is clear that every pair (a, a′), a, a′ ∈ A, uniquely
determines the element m = a − a′, whenever a 6= a′, and the zero element is represented by
every pair (a, a), a ∈ A. Therefore
|A−A| = |A|2 − |A|+ 1 ≥ |G| −O(|A|),
since |A| ≥ |G|1/2 − O(1) by hypothesis. The previous equation implies that for a given
character ψ = ψα, we have∣∣∣ ∑
m/∈A−A
ψ(m)
∣∣∣ ≤ |G| − |A−A| = O(|A|).
Combining this bound with the expression in (1.15), we obtain the desired result
|Â| = max
ψ 6=ψ0
∣∣∣∑
a∈A
ψ(a)
∣∣∣ = O(|A|)1/2.
Let us now apply Theorem 1 to dense Sidon sets. The following result follows directly from
Proposition 1.
Corollary 2. Let A ⊂ G be a Sidon set with |A| ≥ |G|1/2−O(1), and B ⊆ G a k-dimensional
box. Then
|A ∩B| = |A||B||G| +O
(
|G|1/4
(
1 + logk+
(|B||G|−3/4))) .
In particular, |A ∩B| ∼ |A||B|/|G| when |B||G|−3/4 →∞.
Since the set A2 = {(x, y) : gx − gy ≡ 1 (mod p)} is a Sidon set of p − 2 elements in
Zp−1×Zp−1, it follows from the previous result that the number of solutions to the congruence{
gx − gy ≡ 1 (mod p)
(x, y) ∈ B = [1,M ]2
is given by
|A2 ∩B| = |B|
p
+O
(
p1/2
(
1 + log2+
(
|B|p−3/2
)))
.
Which improves the error term obtained by Garaev (1.4) and the one obtained by Cilleruelo.
The following result, which is a refinement form Proposition 1, will be required in Sec-
tion 1.3.
Corollary 3. Let g be a primitive root in the finite field Fq, where q is a prime power, and let
A = {(x, y) : gx − gy = λ}, then |Â| ≤ q1/2.
Proof. It follows from (1.15) that it is enough to study the set A − A. Observe that the
3(q − 2) elements of the form (z, 0), (0, z) and (z, z), 1 ≤ z ≤ q − 2 do not belong to A − A.
Indeed, if (z, 0) = (x + z, y) − (x, y) for some (x + z, y), (x, y) ∈ A we would have that
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gx+z − gy = gx − gy = λ, which is impossible unless z ≡ 0 (mod q − 1). The same argument
applies to the elements of the form (0, z) and (z, z).
Furthermore, since |G| − |A− A| = |G| − (|A|2 − |A|+ 1) = 3(q − 2), it follows that those
are the only elements m 6∈ A−A. Therefore, for a given ψ = ψr,s, we have
∑
m/∈A−A
ψ(m) =
q−2∑
z=1
e
(
rz
q−1
)
+
q−2∑
z=1
e
(
sz
q−1
)
+
q−2∑
z=1
e
(
(r+s)z
q−1
)
≥ −3,
since every such sum is either −1 or q − 2, depending on the values r and s.
Combining this bound with the expression in (1.2.1), we obtain the desired result∣∣∣∑
a∈A
ψ(a)
∣∣∣ ≤ (|A|+ 2)1/2 = q1/2.
In fact, the result remains true if one considers for any primitive roots g1, g2 of a finite field
Fq the following sets:
A−(g1, g2, λ) = {(x, y) : gx1 − gy2 = λ in Fq}, (1.16)
A+(g1, g2, λ) = {(x, y) : gx1 + gy2 = λ in Fq}, (1.17)
which are Sidon sets in Zq−1 × Zq−1. See Section 1.3 for details.
The case (1.16) for g1 6= g2 can be reduced to Corollary 3. Let ψr,s be the non trivial
character ψ(x, y) = e
2pii( rx+sy
q−1 ) and t the integer such that gt1 = g2. We observe that (x, y) ∈
A−(g1, g2, λ) if and only if (x, ty) ∈ A−(g1, g1, λ). Then, for any a = (x, y) ∈ A−(g1, g2, λ) we
have ψr,s(x, y) = ψr,st−1(x, ty). Thus
max
a∈A−(g1,g2,λ)
|ψr,s(a)| = max
a∈A−(g1,g1,λ)
|ψr,st−1(a)| ≤ q1/2.
The case (1.17) is easier. It is clear that (x, y) ∈ A+(g1, g2, λ) if and only if (x, y+(q−1)/2) ∈
A−(g1, g2, λ) and that ψ(a+ (0, (q − 1)/2)) = ψ(a)ψ(0, (q − 1/2)). Thus
max
a∈A+(g1,g2,λ)
|ψ(a)| = max
a∈A−(g1,g1,λ)
|ψ(a+ (0, (q − 1)/2))| ≤ q1/2.
1.2.2 Plane curves
Let us now consider sets of the form
Cf = {(x1, x2) : f(x1, x2) ≡ 0 (mod p)} ⊂ G = F2p,
of roots of f ∈ Z[X1, X2] a polynomial in two variables. For these curves, Weil estimates
for Kloosterman sums were generalized by Bombieri [7], who showed that, for any absolutely
irreducible polynomial f ∈ Fp[x, y], of degree at most two, and any (a, b) 6= (0, 0)∣∣∣∣∣∣
∑
(x,y)∈Cf
e
(
ax+by
p
)∣∣∣∣∣∣ p1/2. (1.18)
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Observe that, in order to obtain results via Theorem 1 one should be able to estimate
the number of points of Cf in first place. For example, if one considers polynomials given by
f(x, y) = x3 + ax+ b− y2, with nonzero discriminant, then Cf consists on the affine points of
an elliptic curve and it follows from the Hasse bound that |Cf | = p + 1 − t with |t| < 2p1/2.
In general, Weil and Lang (see Theorem 28) showed that if A is the set of affine points of any
variety of dimension d
|A| = pd (1 + o(1)) . (1.19)
Corollary 4. Let p be a prime number, f ∈ Fp[x, y] an absolutely irreducible polynomial and
B ⊆ F2p a two dimensional box. Then
|Cf ∩B| = |B|
p
+O
(
p1/2
(
1 + log2+
(
|B||p|−3/2
)))
.
In particular, |Cf ∩B| ∼ |B|/p when |B|p−3/2 →∞.
Proof. It follows from Theorem 1, Equation (1.18) and Equation (1.19) for d = 1.
1.2.3 Polynomial values
If one considers the set of all points
AF = {(f1(t), f2(t), . . . , fk(t)) : 1 ≤ t ≤ p} ⊂ Fkp,
for some F = (f1, . . . , fk) with fi ∈ Z[X]. If the polynomials fi are linearly independent
modulo p, then it follows from the Weil bounds [100] that
∑
a∈AF
e
(
α1a1 + α2a2 + · · ·+ αkak
p
)
=
p∑
t=1
e
(
α · F (t)
p
)
 p1/2, (1.20)
where α · F (t) = (α1, . . . , αk) · (f1(t), . . . , fk(t)) = α1f1(t) + α2f2(t) + · · · + αkfk(t), and the
constants implied depend only on the degree of α · F .
Corollary 5. Let p be a prime and F = (f1, . . . , fk) with fi ∈ Fp[x] linearly independent
modulo p. For any k dimensional box B ⊆ Fkp
|AF ∩B| = |B|
pk−1
+O
(
p1/2
(
1 + logk+
(
|B|p1/2−k
)))
.
In particular, |A ∩B| ∼ |B|/pk−1 when |B|p1/2−k →∞.
Proof. The result follows from Theorem 1, Equation (1.20) and Theorem 28, on the number
of points of a variety, which states that |AF | = p(1 + o(1)).
There are many examples of this kind. For example consider an hyperelliptic curve, given
by a non-singular Weierstrass equation,
Ha : Y
2 = X2g+1 + a2g−1X2g−1 + . . .+ a1X + a0,
where a = (a0, . . . , a2g−1) ∈ F2gp .
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Isomorphisms of hyper elliptic curves given by Weierstrass equations that preserve this
form are given by (x, y)→ (t2x, t2g+1y) for some t ∈ F∗p. Thus two hyperelliptic curves Ha and
Hb are isomorphic if there exists t ∈ F∗p such that
ai ≡ t4g+2−2ibi (mod p), i = 0, . . . , 2g − 1.
Thus, if F (t) = (t4g+2−2ibi) for i = 0, . . . 2g− 1 then |AF ∩B| will count the number of curves
which are isomorphic to H = Hb and whose coefficients are in B. Let us denote this quantity
by N(H;B) = #{a ∈ B : Ha ∼ H}.
The standard application of the Weil bounds (see [62] for further details) gives that the
number of curves which are isomorphic to a given one with coefficients in a box B is given by
N(H;B) =
|B|
p2g−1
+O
(
p1/2 log2g p)
)
,
and would provide an asymptotic for this quantity if |B|p−2g+1/2 log−2g p→∞. It follows from
Corollary 5 that
N(H;B) =
|B|
p2g−1
+O
(
p1/2
(
1 + log2g+
(
|B|p1/2−2g
)))
.
Note that our result extends the range to |B|p−2g+1/2 → ∞, saving once again the logarithm
factor.
The quantity N(H;B) will be studied in the next chapter (Section 2.4.1), obtaining upper
bounds for qualitatively smaller boxes.
1.2.4 Multidimensional hyperbolas
Unfortunately, estimates of this kind cannot be generalized to higher dimensions. If one con-
siders, for a general variety V , the sums
∑
a∈V
e
(
α1x1 + · · ·+ αkxk
p
)
,
one could not expect to obtain something like O(pk/2) for all α 6= 0 and a general class of
polynomials for k > 2. In this case good bounds do not follow immediately from Deligne
results [35] and one should impose either more concrete geometric restrictions (see [61] for
examples in k = 3) or distinguish between different possible α’s, see [62, Chapter 11] for
further discussion.
Nevertheless, in some cases this difficulty can be overpassed. Let us focus on the n-
dimensional hyperbola:
Hn = {(x1, . . . , xn+1) : x1 · · ·xn+1 ≡ 1 (mod p)}. (1.21)
In this case it is clear that non-trivial characters with zero coordinates will imply large character
sums, but the number of such characters is small compared with the total number of characters.
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Proposition 2. Let p be a prime number and Hn the n-dimensional hyperbola defined by
Equation (1.21). Then,
|Ĥn,s| = max
α∈Xs
∣∣∣∣∣ ∑
a∈Hn
e
(
α · a
p
)∣∣∣∣∣
{
p
n
2 if s = 0,
ps−1 if 1 ≤ s ≤ n,
where Xs denotes the set of α ∈ Zn+1p with exactly s zero coordinates.
Proof. The bounds for the sum in the case s = 0 follow from the well known estimate for
multiple Kloosterman sums, which was first proved by Deligne [35]. Clearly for s = n+1 (that
is α = (0, . . . , 0) the sum counts the number of points in Hn, which is (p− 1)n.
For any 1 ≤ s ≤ n, let us consider α ∈ Xs. Without loss of generality we can assume that
α1 = · · · = αs = 0 and αi 6= 0 for s+ 1 ≤ i ≤ n+ 1: in particular αn+1 6= 0.
Under these asumptions we can rewrite the exponential sum as follows:
∑
a∈Hn
e
(
α · a
p
)
=
p−1∑
xn=1
· · ·
p−1∑
x1=1
e
(
αs+1xs+1 + · · ·+ αnxn + αn+1(x1 · · ·xn)−1
p
)
.
Since αn+1 6= 0,
p−1∑
x1=1
e
(
αn+1(x1 · · ·xn)−1
p
)
= −1
holds for any choice of x1, . . . xn, 1 ≤ xi ≤ p− 1, and therefore
∑
a∈Hn
e
(
α · a
p
)
= −(p− 1)s−1
n∏
i=s+1
p−1∑
xi=1
e
(
αixi
p
)
= (−1)n+1−s(p− 1)s−1.
We will follow the lines of the proof of Theorem 1 to improve the error term obtained by
means of classical techniques in exponential sums.
Theorem 2. Let p be a prime and Hn be the n-dimensional hyperbola defined in (1.21). For
any cube B ⊆ Zn+1p , of side length M , we have∣∣∣∣|Hn ∩B| − |B|p
∣∣∣∣ pn2 (1 + logn+1+ (|B|p−n+22 ))+ |B|1− 1n+1p log p.
In particular, the asymptotic
|Hn ∩B| ∼ |B|
p
holds as long as |B|p−n+22 →∞.
The classical bounds for this problem give
|Hn ∩B| = |B|
p
+O
(
p
n
2 logn+1 p+
|B|1− 1n+1
p
log p
)
,
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which provides an asymptotic estimate when |B|p−n+22 log−n−1 p→∞.
Once again, Theorem 2 improves the classical bounds by extending the range for an asymp-
totic behaviour: asymptotic estimates hold for any box of size |B|p−n+22 →∞.
For n ≥ 4 Shparlinski [92] obtained a better bound by exploiting multiplicative characters,
but in the case n = 2, 3 Theorem 2 is still better that what was known.
Proof of Theorem 2: The proof is analogous to the one from Theorem 1, but considering a
partition of all characters depending on the number of zero coordinates of them.
Recall that B =
∏n+1
i=1 [Hi + 1, Hi +M ], 1 ≤M ≤ p, is a cube in Zn+1p of side M . Consider
the following approximations of B
B′ =
n+1∏
i=1
[Hi + 1−m,Hi +M ], B′′ =
n+1∏
i=1
[Hi + 1, Hi +M −m],
for some suitable integer m, 0 ≤ m ≤M − 1. Denote by C = ∏n+1i=1 [0,m].
Then, it is clear that
|Hn ∩B| ≤ |B|
p
+
(|B′| − |B|)
p
+
1
pn+1|C|
∑
ψ 6=ψ0
∑
Hn, B, C
ψ(b+ c− x), (1.22)
|Hn ∩B| ≥ |B|
p
− (|B| − |B
′′|)
p
− 1
pn+1|C|
∑
ψ 6=ψ0
∑
Hn, B, C
ψ(b+ c− x). (1.23)
Let us focus on the estimate of (1.22), since the estimate for (1.23) is analogous.
Consider the partition of all non trivial characters indexed by the sets X0, X1, . . . , Xn
defined in Proposition 2. Recall that the set Xs consists of all α ∈ Zn+1p with exactly s zero
coordinates.
For a fixed character ψα, α ∈ Xs, it follows by the bounds given in (1.8) that∣∣∣∣∣∑
C
ψα(c)
∣∣∣∣∣ =
n+1∏
i=1
(
m∑
ci=0
e
(
αici
p
))
 (m+ 1)s
∏
j:αj 6=0
min
{
4p
|αj | ,m+ 1
}
,
and analogously ∣∣∣∣∣∑
B′
ψα(b)
∣∣∣∣∣M s ∏
j:αj 6=0
min
{
4p
|αj | , 2M
}
.
Thus, when summing up over all α ∈ Xs and using the estimates given in (1.9)
∑
α∈Xs
∣∣∣∣∣∑
C
ψα(c)
∣∣∣∣∣
∣∣∣∣∣∑
B′
ψα(b)
∣∣∣∣∣ (m+ 1)n+1M spn+1−s
(
1 + logn+1−s
(
M
m+ 1
))
.
Taking this into account and partitioning the last sum in (1.22) we have∣∣∣∣|Hn ∩B| − |B|p
∣∣∣∣ |B|mpM +
n∑
s=0
|Ĥn,s|
(
M
p
)s(
1 + logn+1−s
(
M
m+ 1
))
.
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As for Theorem 1, we might choose m = min
{⌊
M p
1+n2
|B|
⌋
,M − 1
}
≤ M − 1 to minimize the
error and obtain:∣∣∣∣|Hn ∩B| − |B|p
∣∣∣∣ n∑
s=0
|Ĥn,s|
(
M
p
)s (
1 + logn+1−s+
(
|B|p−n+22
))
pn2
(
1 + logn+1+
(
|B|p−n+22
))
+
Mn
p
(
1 + log+
(
|B|p−n+22
))
Which concludes the proof by noting that |B| = Mn+1.
1.3 An additive problem in finite fields
Let p be a large prime and g a primitive root modulo p. Andrew Odlyzko asked for which
values of M the set
gx − gy (mod p) 1 ≤ x, y ≤M, (1.24)
contains every residue class modulo p. He conjectured that one can take M to be as small as
p1/2+, for any fixed  > 0 and p large enough in terms of .
Observe that the set of differences in (1.24) have at most M2 elements. Therefore, if true,
the conjecture would be essentially the best possible.
Some results have been obtained in this direction. Rudnick and Zaharescu [87], using
standard methods of character sums, proved that one can take M ≥ cp3/4 log p for some
c > 0. This range was improved to M ≥ cp3/4 by Garaev and Kueh [48] and independently
by Konyagin [65]. Later, Garc´ıa [49] showed that c = 25/4 is an admissible constant and
Cilleruelo [21], using a combinatorial approach, improved the constant to
√
2 + ε, but for p
large enough in terms of  > 0.
In this section, we exploit properties of Sidon sets, combined with the classic exponential
sums techniques, to obtain new results on a generalization of the original problem of Odlyzko.
We will no longer study differences of powers of primitive roots in prime fields, but differ-
ences of elements of large multiplicative order in arbitrary finite fields Fq. Let us write ordq(θ)
for the multiplicative order of θ in Fq.
Theorem 3. Let θ be an element of Fq. If min(ordq(θ),M) ≥
√
2q3/4, then
{θx − θy : 1 ≤ x, y ≤M} = Fq.
Applying the previous result when θ is a primitive root we obtain the announced improv-
ment on the problem of Odlyzko.
Corollary 6. Let g be a primitive root of Fq. If M ≥
√
2q3/4, then
{gx − gy : 1 ≤ x, y ≤M} = Fq.
One can generalize Theorem 3, by considering the set of sums of powers of two elements in
the field.
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Theorem 4. Let θ1, θ2 be two elements of Fq. If
min(ordq(θ1), bM1/2c) ·min(ordq(θ2), bM2/2c) ≥ q3/2,
then
F∗q ⊆{θx1 + θy2 : 1 ≤ x ≤M1, 1 ≤ y ≤M2},
Fq ={θx1 − θy2 : 1 ≤ x ≤M1, 1 ≤ y ≤M2}.
Observe that if θ1 = θ2 = g and M1 = M2 = M , the condition on M is M ≥ 2q3/4. The
loss on the constant 1/
√
2 in the hypothesis relies on the fact that the set {θx1 − θy2 : x ≤
M1, 1 ≤ y ≤M2} is no longer symmetric if θ1 6= θ2 or M1 6= M2.
Let us recall that that 0 may not belong to the set of sums. Consider for example if
θ1, θ2 have order (q − 1)/2, the elements θx1 + θy2 are sum of two squares and 0 do not have a
representation of this form if q = p ≡ 3 (mod 4).
We will now prove Theorems 3 and 4 by a direct application of Corollary 1 to appropriate
sets B. Let us note that, for the sets
A±(g1, g2, λ) = {(x, y) : gx1 ± gy2 ≡ λ (mod p)}
defined before, Corollary 1 implies that if A ∩B = ∅ then
|B| ≤ |Â||G||A|+ |Â| ≤
q1/2(q − 1)2
q + q1/2 − 2 < q
3/2 − q + q1/2 + 1/2.
Proof of Theorem 4: Let us assume that there exists a fixed nonzero element λ of Fq with
no solutions to
θx1 + θ
y
2 = λ in Fq with 1 ≤ x ≤M1, 1 ≤ y ≤M2,
where
min(ordq(θ1), bM1/2c) ·min(ordq(θ2), bM2/2c) ≥ q3/2. (1.25)
Let us denote by n1 =
q−1
ordq(θ1)
and let g1 be a generator of F∗q satisfying θ1 = g
n1
1 . We
define n2 and g2 analogously. Consider the Sidon set
A = A+(g1, g2, λ)
and the set
B = {(n1x, n2y) : 1 ≤ x ≤ bM1/2c, 1 ≤ y ≤ bM2/2c} .
It is clear that under the previous assumption above we have that (B +B) ∩A = ∅. Then
we apply Corollary 1 to this case taking into account that
|B| = min(ordq(θ1), bM1/2c) min(ordq(θ2), bM2/2c) < q3/2 − q + q1/2 + 1/2 < q3/2
for q ≥ 2, which contradicts (1.25). The same argument holds for the set of differences by
fixing A = A−(g1, g2, λ).
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Proof of Theorem 3: It is clear that the zero element has a representation of the desired
form. Let us assume that
min(ordq(θ),M) ≥
√
2q3/4
and that there exists a fixed nonzero element λ of Fq with no solutions to
θx − θy = λ in Fq with 1 ≤ x, y ≤M. (1.26)
Let us denote by n = q−1ordq(θ) and let g be a generator of F
∗
q satisfying θ = g
n. Consider the
Sidon set
A = A−(g, g, λ)
and the set B = B1 ∪B2 where
B1 = {(nx, ny) : 1 ≤ x, y ≤ bM/2c, }
B2 = B1 +
(
q−1
2 ,
q−1
2
)
.
We claim that
(B +B) ∩A = ∅. (1.27)
Indeed, any element of B +B is of the form(
nx+ δ q−12 , ny + δ
q−1
2
)
,
where δ ∈ {0, 1} and 1 ≤ x, y ≤M . If one of these elements would belong to A, then
gnx+δ
q−1
2 − gny+δ
q−1
2 = λ.
Since g
q−1
2 = −1, then either θx− θy = λ or θy − θx = λ occur in Fq, according to the value of
δ. Therefore equation (1.26) would have a solution.
Corollary 1 and (1.27) imply an upper bound for |B|:
|B| < q3/2 − q + q1/2 + 1/2. (1.28)
We will get now the lower bound:
|B| ≥ q3/2 −
√
2q3/4 + 1/2. (1.29)
If M ≥ ordq(θ) = q−1n >
√
2q3/4, then{
(nx, ny) : 1 ≤ x, y ≤ q−12n
}
⊂ B1,{(
nx+ q−12 , ny +
q−1
2
)
: 1 ≤ x, y ≤ q−12n
}
⊂ B2.
Since both sets on the left side are disjoint, we have that
|B| ≥ 2
⌊
q−1
2n
⌋2 ≥ 2 ⌊ordq(θ)2 ⌋2
If M < ordq(θ) =
q−1
n , the sets B1 and B2 are disjoint and we have
|B| = 2 ⌊M2 ⌋2
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In both cases we have that
|B| ≥ 2
⌊
min(ordq(θ),M)
2
⌋2
≥ 2
(
q3/4√
2
− 1
2
)2
=
(
q3/4 − 1/
√
2
)2
= q3/2 −
√
2q3/4 + 1/2
as we wanted to show.
Next we observe that if (1.28) and (1.29) hold then
q <
√
2q3/4 + q1/2.
This inequality does not hold for q ≥ 16 and it proves the theorem for q in this range.
When q < 16, we observe that by assumption min(ordq(θ),M) ≥
√
2q3/4 > q/2 (since
q/2 ≤ 2q3/4 implies q ≥ 64). Suppose that λ 6∈ D − D where D = {θx : 1 ≤ x ≤ M} and
|D| = min(ordq(θ),M) > q/2. Then D ∩ (D + λ) = ∅ and we have that
q ≥ |D ∪ (D + λ)| = 2|D| = 2 ·min(ordq(θ),M) > q,
which is a contradiction.

Chapter 2
Concentration: points on curves in
small boxes
Studying the distribution of integer and rational points on curves and on algebraic varieties
that belong to a given box is a classical topic in analytic number theory. For the case of general
plane curves with integer coefficients essentially the best possible results are due to Bombieri
and Pila [8, 84, 85]. Furthermore, recently remarkable progress has been made in the case of
hypersurfaces and varieties over the rationals (see the surveys [11, 58, 96] as well as the original
works [57, 75, 74, 89]).
Significantly less is known about the distribution of points in boxes on curves and varieties
in finite fields. As studied in Chapter 1, for reasonably large boxes bounds on exponential sums,
that in turn are based on deep methods of algebraic geometry, lead to asymptotic formulas
for the number of such points. Certainly when the size of the box is decreasing, then beyond
a certain threshold no asymptotic formula is possible (in fact the expected number of points
can be less than 1). In particular, for such a small box only one can expect to derive upper
bounds on the number of points on curves that hit it. This question was introduced in [22] in
the case of the hyperbola and has been intensively studied ever since, having obtained a series
of general results.
In the present chapter we will present new ideas and make significant advances in this
direction. We obtain upper bounds for the number of solutions to{
F (x, y) ≡ 0 (mod p)
x, y ∈ B = [R+ 1, R+M ]× [S + 1, S +M ],
where F ∈ Fp[X,Y ] denotes either a conic section Q(x, y) or has the form y2−f(x) or y−f(x)
, where f ∈ Fp[X] is a polynomial of degree m ≥ 3.
In Section 2.1 we obtain upper bounds for the cardinality of |AQ ∩ B|, where AQ denotes
the set of solutions (x, y) to Q(x, y) ≡ 0 (mod p) for some quadratic polynomial Q.
Theorem 5. Let Q(x, y) be a quadratic polynomial defined over Z, with discriminant ∆ 6= 0.
For any prime p such that Q(x, y) is absolutely irreducible modulo p and any square box B, we
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have
|AQ ∩B| 
(
|B|2+o(1)
p
)1/3
+ |B|o(1).
In Section 2.2 we study curves of the form
Cf = {(x, y) : y2 ≡ f(x) (mod p), }
for some polynomial f ∈ Z[X] and obtained the following results.
Corollary 7. Uniformly over all polynomials f ∈ Z[X] of degree 3 and any square B we have
|Cf ∩B| ≤ |B|1/2+o(1) ×

|B|−2/6 if |B| < p2/9( |B|5/2
p
)1/6
if p2/9 ≤ |B| < p1/4( |B|2
p
)1/6
if p1/4 ≤ |B| < p10/23( |B|3/2
p
)1/16
if p10/23 ≤ |B| < p2/3
as |B| → ∞.
The above result is a summary of Theorems 6-9 and, unfortunately, does not cover the range
p2/3 ≤ |B| ≤ p in which the only nontrivial upper bound was recently obtained by Chang [15]
up to p18/23. Observe that, for |B|  p bounds obtained in Chapter 1 imply non-trivial bounds
in this range, but still nothing is known in the intermediate range p18/23 < |B|  p.
For larger degree polynomials we obtain the following bounds, which depend on κ(m), a
quantity related to the number of solutions to certain system of Diophantine equations and,
by a recent result of Wooley [102], we know that is m(m− 1)/2 ≤ κ(m) ≤ m2 − 1.
Theorem 10. Uniformly over all polynomials f ∈ Fp[X] of degree m ≥ 3 and any square B
we have
|Cf ∩B| ≤ |B|1/2+o(1)
(
|B|3/2
p
)1/2κ(m)
+ |B|1/2−(m−3)/4κ(m)+o(1)
as |B| → ∞.
In Section 2.3 we study the distribution of polynomial values. For a polynomial f ∈ Z[X]
we obtain bounds for the number of points in the set
Af = {(x, y) : y ≡ f(x) (mod p)}
with coordinates in a square B.
Theorem 11. Uniformly over all polynomials f ∈ Fp[X] of degree deg f = m ≥ 2 and any
square B we have
|Af ∩B|  |B|
p
+ |B|1/2−1/2mpo(1)
as |B| → ∞.
Note that in the case of curves modulo p it is not quite clear what one can expect as an
“optimal” result (in contrast to the case of estimating integer points in boxes on plane curves
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over Q). Yet in some parameter ranges our results are the best possible and can be considered
as modulo p analogues of the results of Bombieri and Pila [8, 84, 85].
To complete the discussion, we will also point out further applications of the presented
results: we study the distribution of isomorphism classes of hyperelliptic curves of genus g ≥
1 in some families of curves associated with polynomials with coefficients in a small box.
Surprisingly enough, in the case of the genus g ≥ 2 we obtain estimates and use methods that
do not apply to elliptic curves (that is, to g = 1).
We also consider polynomial dynamical systems and study for how long a particular tra-
jectory of such a system can be “locked” in a given box. Extending and improving several
results of [13, 14, 23, 54].
Section 2.1 should be considered as a warm up for those sections to come. Most of the
proofs discussed in this chapter follow the same spirit as the one presented there, although
the methods exploited are clearly deeper and more refined. In fact, they rely on connections
between the problem of distribution of points in small boxes on modular curves with some
delicate combinations of results from geometry of numbers, Diophantine approximation theory,
the Vinogradov mean value theorem and the Weyl method.
The strategy of the proof is based on ideas from Cilleruelo and Garaev [22]. Roughly
speaking, we transform the desired congruence to an equivalent congruence keeping control
over the coefficients, that will be small compared to p and M . This process can be done by
means of simple algebraic transformations or more sophisticated methods. After that, we will
lift the problem to the integers and estimate the number of solutions in every of the possible
equations arising from the new constructed congruence. To do so, we will need good upper
bounds over the number of lattice points in arcs of certain length on conics or more general
curves which are described in Appendix A, in Section A.1 and Section A.6.
2.1 Bounds for quadratic polynomials
Let Q(X,Y ) ∈ Z[X,Y ] be a quadratic polynomial with discriminant ∆ 6= 0. For any odd
prime p, we consider the congruence{
Q(x, y) ≡ 0 (mod p),
(x, y) ∈ B = [R+ 1, R+M ]× [S + 1, S +M ]. (2.1)
The objective of this section is to study the number of solutions to (2.1) or, equivalently, the
number of points in AQ = {(x, y) ∈ F2p : Q(x, y) ≡ 0 (mod p)} lying in the square B, when
this one is qualitatively small with respect to p.
As we have discussed in Chapter 1, it follows from Bombieri’s bound that whenever Q is
absolutely irreducible we have that
|AQ ∩B| = |B|
p
+O
(
p1/2 log2+
(
|B|p−3/2
))
.
The previous bound provides us a non-trivial upper bound for the number of points in AQ∩B
as long a B is sufficiently large: that is, for |B| ≥ p. Nevertheless, beyond this threshold
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results based on exponential and character sums turn out to be insufficient and new methods
and techniques are required to obtain any non-trivial upper bound for the quantity |AQ ∩B|.
Let us now state the main result of this section.
Theorem 5. Let Q(x, y) be a quadratic polynomial defined over Z, with discriminant ∆ 6= 0.
For any prime p such that Q(x, y) (mod p) is absolutely irreducible of degree 2 and any square
box B, we have
|AQ ∩B|  |B|o(1)
( |B|2
p
)1/3
+ |B|o(1).
This estimate is not trivial when |B| = o(p2) and better than the classical bounds, whenever
|B|  p5/4. Furthermore, when |B|  p1/2 Theorem 5 gives |AQ∩B| = |B|o(1), which is sharp.
Note that if Q is reducible modulo p, namely
Q(x, y) ≡ q1(x, y)q2(x, y) (mod p),
for some linear polynomials qi(x, y) ∈ Z[x, y], solutions in (2.1) will correspond to solutions of
any of the linear equation qi(x, y) ≡ 0 (mod p) and we could have |B|1/2 different solutions.
The condition of irreducibility is required to avoid this situation.
Observe that the condition ∆ 6= 0 restrict ourselves to the study of ellipses and hyperbolas.
The given upper bound cannot be applied to quadratic polynomials with discriminant ∆ = 0.
For example the number of solutions to (2.1) when Q(x, y) = y − x2 is  |B|1/4 (which is still
absolutely irreducible over any field).
Proof of Theorem 5. Let Q(x, y) = ax2 + bxy+ cy2 +dx+ey+f be a quadratic polynomial
with integer coefficients and discriminant D = b2 − 4ac 6= 0. Whenever a = c = 0, the
congruence in (2.1) can be written in the form XY ≡ µ (mod p), where X = bx+e, Y = by+d
and µ = bλ − (ed + bf). This case was already studied in [22], but one extra condition was
required: µ must be coprime with p or, equivalently, XY − µ must be absolutely irreducible
modulo p.
If a 6= 0 the congruence in (2.1) can be written as
X2 −DY 2 ≡ µ (mod p),
where X = Dy + 2(ae − db), Y = 2ax + by + d and µ = 4aDλ −D(4af − d2) + 4a(ae − db).
The case a = 0 and c 6= 0 follows by exchanging x for y in the previous argument (and so c, e
will be the coefficients of x2 and x instead of a, d). Our new variables X,Y lie in intervals of
length  M . Specifically X lies in an interval of length DM and Y in an interval of length
(2 |a|+ |b|)M .
We also can assume that p > D. Since D 6= 0, different original solutions will lead us to a
different solution.
These observations allow us to bound the number of solutions to (2.1) by the number of
solutions of the congruence
x2 −Dy2 ≡ µ (mod p),
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where x, y lie in two intervals of length M .
Without loss of generality we can assume that D is square-free. Otherwise D = D1k
2, for
some square-free integer D1, and solutions (x, y) of our equation would lead us to solutions
(x, ky) of x2−D1(ky)2 ≡ µ (mod p), where ky would lie in some interval of lengthM . The
case D = 1 corresponds to the problem x2 − y2 = UV ≡ µ (mod p), where U = (x + y) and
V = (x− y) still lie in some intervals of length M and (µ, p) = 1, otherwise UV − µ will be
reducible modulo p. Once more this case was already studied in [22].
By the previous arguments it is enough to prove the result for
x2 −Dy2 ≡ λ (mod p),
{
R+ 1 ≤ x ≤ R+M,
S + 1 ≤ y ≤ S +M, (2.2)
where D is some square-free integer 6= 0, 1 and λ ∈ Z.
This equation is equivalent to(
x2 + 2Rx
)−D (y2 + 2Sy) ≡ µ (mod p), 1 ≤ x, y ≤M,
where µ = λ− (R2−DS2). By the pigeonhole principle we have that for every positive integer
T < p, there exists a positive integer t < T 2 such that tR ≡ r0 (mod p) and tS ≡ s0 (mod p)
with |r0|, |s0| < p/T . Thus we can always rewrite the equation (2.2) as(
tx2 + 2r0x
)−D (ty2 + 2s0y) ≡ µ0 (mod p), 1 ≤ x, y ≤M,
where |µ0| < p/2. This modular equation lead us to the following Diophantine equation(
tx2 + 2r0x
)−D (ty2 + 2s0y) = µ0 + pz, 1 ≤ x, y ≤M, z ∈ Z, (2.3)
where z must satisfy
|z| =
∣∣∣∣∣
(
tx2 + 2r0x
)−D (ty2 + 2s0y)− µ0
p
∣∣∣∣∣ < (1 + |D|)T 2M2p + 2(1 + |D|)MT + 12 .
For each integer z on the previous range the equation defined in (2.3) is equivalent to:
(tx+ r0)
2 −D(ty + s0)2 = nz, 1 ≤ x, y ≤M, (2.4)
where nz = t(µ0 +pz) + (r
2
0−Ds20). We will now study the number of solutions in terms of nz.
If nz = 0, since D is not a square, we have that tx+ r0 = ty + s0 = 0 and there is at most
one solution (x, y).
Let now focus on the case nz 6= 0. We will split the problem in two different cases,
depending on how big M is compared to p.
• Case M < p1/4
4
4
√
(1+|D|)3
. In this case we take T = 8 (1 + |D|)M in order to get |z| < 1.
Therefore it suffices to study solutions of
(tx+ r0)
2 −D(ty + s0)2 = n0, 1 ≤ x, y ≤M.
If n0 > 2
48(1 + |D|)12M18, the integers |tx+ r0| and |ty + s0| will lie in two intervals of
length T 2M = 26(1 + |D|)2M3 and solutions to (2.2) will come from lattice points in an
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arc of length smaller than 28(1 + |D|)2M3 < n1/60 (by hypothesis). From Lemma 15 it
follows that there will be no more than two lattice points in such an arc.
If n0 ≤ 248(1+ |D|)12M18, Lemma 16 assures that the number of solutions will be Mo(1).
• Case M ≥ p1/4
4 4
√
(1+|D|)3 . In this case we take T = (p/M)
1/3 and hence |z|  M4/3
p1/3
.
Since nz = t(µ0 +pz)+(r
2
0−Ds20) p2 M8 we can apply Lemma 16 to conclude that
for every z in the above range there will be Mo(1) solutions to its related Diophantine
equation.
We have proved that in all cases, the number of solutions to (2.4) is Mo(1) for each nz. On the
other hand, the number of possible values of z is O(M4/3p−1/3 + 1). It follows that
|AQ ∩B| 
(
M4/3p−1/3 + 1
)
Mo(1) =
((|B|2/p)1/3 + 1) |B|o(1).
2.2 Points on curves in small boxes
In this section we will study those curves of the form:
Cf = {(x, y) : y2 ≡ f(x) (mod p)} ⊆ Fp × Fp
and obtain bounds for the quantity |Cf ∩B| uniformly over all polynomials f ∈ Fp[X] of fixed
degree m.
Note that, for all such curves, the trivial upper bound for the number of points with
coordinates in a given squared box B = [R + 1, R + M ]× [S + 1, S + M ] is precisely 2|B|1/2,
since for any given R + 1 ≤ x ≤ R + M there are at most two solutions to the congruence
f(x) ≡ Y 2 (mod p). Therefore, our goal is to obtain bounds at least o (|B|1/2) for this type
of curves.
2.2.1 Polynomials of degree 3
When the degree of f is m = 3 it is clear that for any f ∈ Fp[X] the curve f(X) ≡ Y 2 (mod p)
is absolutely irreducible modulo p. In this case, general bounds on the number of points on a
curve in a given box, see Theorem 1, imply that
|Cf ∩B| = |B|
p
+O
(
p1/2 log2+
(
|B|p−3/2
))
. (2.5)
Note that this estimate implies
|Cf ∩B| 
{
p1/2 if p ≤ |B| < p3/2,
|B|/p if p3/2 ≤ |B| < p2,
but note that (2.5) is worse than the trivial upper bound when |B|  p1/2.
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Corollary 7. Uniformly over all polynomials f ∈ Z[X] of degree 3, and any square B we have
|Cf ∩B| ≤ |B|1/2+o(1) ×

|B|−2/6 if |B| < p2/9 (Theorem 6)( |B|5/2
p
)1/6
if p2/9 ≤ |B| < p1/4 (Theorem 7)( |B|2
p
)1/6
if p1/4 ≤ |B| < p10/23 (Theorem 8)( |B|3/2
p
)1/16
if p10/23 ≤ |B| < p2/3 (Theorem 9)
as |B| → ∞.
In the range p2/3 ≤ |B| < p no upper bounds are known rather than the trivial one.
Recall that if |B| < p2/9 not only we have a non-trivial bound, but we showed that the
number of solutions is  |B|1/6+o(1) which is sharp up to the o(1) constant.
Theorem 6. Uniformly over all polynomials f ∈ Fp[X] of degree 3 and any square B, with
1 ≤ |B| ≤ p2/9, we have
|Cf ∩B| ≤ |B|1/6+o(1)
as |B| → ∞.
Let us recall that no upper bound better than |B|1/6 is possible. This question will be
discussed in Section 2.4.
Proof. Denote the square B = [R + 1, R + M ] × [S + 1, S + M ]. We have to estimate the
number of solutions to
f(R+ x) ≡ (S + y)2 (mod p),
with 1 ≤ x, y ≤M , which is equivalent to the congruence
a1x
3 + a2x
2 + a3x+ 14y
2 + a5y ≡ b (mod p), (2.6)
where (a1, p) = 1. Witout loss of generality we can assume a1 = 1.
For any T ≤ p1/4/M1/2, we can apply Lemma 24 to (2.6) with
T1 = T
4M2, T2 = T4 = p/(TM), T3 = T5 = p/T,
and conclude that there exits |t| ≤ T 4M2 such that
‖a2t‖p, ‖a4t‖p ≤ p/(TM), ‖a3t‖p, ‖a5t‖p ≤ p/T.
Thus, by multiplying both sides of the congruence (2.6) by t, we can replace the congru-
ence (2.6) with the following equation over Z:
A1x
3 +A2x
2 +A3x+A4y
2 +A5y +A6 = pz, (2.7)
where
|A1| ≤ T 4M2, |A2|, |A4| ≤ p/(TM), |A3|, |A5| ≤ p/T, |A6| ≤ p/2.
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Since, for 0 ≤ x, y ≤ M the left hand side of the equation (2.7) is bounded by T 4M5 +
4pM/T + p/2, it follows that
|z|  T
4M5
p
+
4M
T
+ 1.
The choice T ∼ p1/5/M4/5 leads us to the bound
|z| M9/5p−1/5 + 1 1
since M ≤ p1/9.
We note that the polynomial A1X
3 +A2X
2 +A3X +A4Y
2 +A5Y +A6 on left hand side
of (2.7) is absolutely irreducible. Indeed, it is obtained from f(X)−Y 2 (which is an absolutely
irreducible polynomial) by a non-trivial modulo p affine transformation. Therefore, for every
integer z, the polynomial A1X
3 + A2X
2 + A3X + A4Y
2 + A5Y + A6 − pz is also absolutely
irreducible (as its reduction modulo p is absolutely irreducible modulo p).
Thus, for each z in the previous range, equation (2.7) corresponds to an absolutely irre-
ducible curve of degree 3 which, by Lemma 17, has at most M1/3+o(1) points lying in [0,M ]2.
Therefore, the number of solutions in the original equation is bounded by M1/3+o(1) and the
result follows.
Clearly the argument used in the proof of Theorem 6 works for large values of |B|. In
particular, for M > p1/9, it leads to the bound |Cf ∩ B|  M32/15+o(1)p−1/5 which is non-
trivial for M ≤ p3/17.
However, using a modification of this argument we can obtain a stronger bound which is
non-trivial for p1/9 < M ≤ p1/5.
Theorem 7. Uniformly over all polynomials f ∈ Fp[X] of degree 3 and any square B, with
p2/9 < |B| ≤ p2/5, we have
|Cf ∩B| ≤ |B|1/2+o(1)
(
|B|5/2
p
)1/6
as |B| → ∞.
Proof. Once again denote the square B = [R+1, R+M ]×[S+1, S+M ]. Let K = ⌊p1/6/M1/2⌋
and observe that we have 1 ≤ K ≤ M when p1/9 < M . Also observe that one could cover
B with J = O(M/K) rectangles of the form [Rj + 1, Rj + K] × [S + 1, S + M ], j = 1, . . . , J .
Then, the equation in each rectangle can be written as
f(x+Rj)λ (y = S)
2 (mod p) (2.8)
with 1 ≤ x ≤ K and 1 ≤ y ≤M .
To estimate the number of solutions to (2.8), we set
T1 = p
1/2M3/2, T2 = p
2/3M, T3 = p
5/6M1/2, T4 = p/M
2, T5 = p/M.
and apply, once more, Lemma 24 where ai are the coefficients of x, y in (2.8). Hence, as in
the proof of Lemma 6, we obtain an equivalent equation over Z:
A1x
3 +A2x
2 +A3x+A4y
2 +A5y +A6 = pz, (2.9)
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where |Ai| ≤ Ti for i = 1, . . . , 5 and |A6| ≤ p/2. The left hand side of (2.9) is bounded by
|A1K3 +A2K2 +A3K +A4M2 +A5M +A6|
≤ p1/2M3/2
(
p1/6
M1/2
)3
+ p2/3M
(
p1/6
M1/2
)2
+ p5/6M1/2
p1/6
M1/2
+
p
M2
M2 +
p
M2
M + p/2
= 5.5p.
Thus, z can take at most 11 values. As we have seen in the proof of Theorem 6, the polynomial
on the left hand side of (2.9) is absolutely irreducible. Therefore, Lemma 17 implies that, for
each value of z, equation (2.9) has at most M1/3+o(1) solutions. Summing over all rectangles
we finally obtain that the original congruence has at most
(M/K)M1/3+o(1) = M11/6+o(1)p−1/6 = M1+o(1)
(
M5/p
)1/6
solutions.
A different argument allow us to obtain a better bound for slightly bigger boxes.
Theorem 8. Uniformly over all polynomials f ∈ Fp[X] of degree 3 and any square B we have
|Cf ∩B| ≤ |B|1/6+o(1) + M
5/6+o(1)
p1/6
,
as |B| → ∞.
Proof. As done before, let us denote the square B = [R+ 1, R+M ]× [S + 1, S +M ]. For the
sake of brevity, we denote I = |Cf ∩B|. We can assume that I is large and fix some integer L
with
1 ≤ L ≤ 0.01I, (2.10)
to be chosen later. By the pigeonhole principle, there exists Q such that the congruence{
y2 ≡ f(x) (mod p),
Q+ 1 ≤ x ≤ Q+M/L, S + 1 ≤ y ≤ S +M, (2.11)
has at least I/L solutions. Let us now estimate the number of solutions to (2.11) to derive
bounds for I, for suitable choice of L.
We can split the interval [Q + 1, Q + M/L] into k0 = dI/(30L)e intervals of length not
greater than 30M/I. Since there are at most two solutions to the above congruence with the
same value of x, and since we have at least I/L > 20k0 solutions in total, from the pigeonhole
principle it follows that there exists an interval of length 30M/I containing at least 10 pairwise
distinct values of x (corresponding to 10 different solutions (x, y)). Let x0 be the first of these
values and let (x0, y0) be the corresponding solution. It is clear that I/L is bounded by the
number of solutions of {
(y0 + y)
2 ≡ f(x0 + x) (mod p),
−M/L ≤ x ≤M/L, −M ≤ y ≤M,
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which is equivalent to {
y2 ≡ c3x3 + c2x2 + c1x+ c0y (mod p),
−M/L ≤ x ≤M/L, −M ≤ y ≤M, (2.12)
with (c3, p) = 1. Besides, there are at least 10 solutions (x, y) with x pairwise distinct and
such that 0 ≤ x ≤ 30M/I. From these 10 values we fix 3 solutions (x1, y1), (x2, y2), (x3, y3)
and rewrite the congruence (2.12) in the matrix form
x3 x2 x y
x33 x
2
3 x3 y3
x32 x
2
2 x2 y2
x31 x
2
1 x1 y1


c3
c2
c1
c0
 ≡

y2
y23
y22
y21
 (mod p). (2.13)
By Lemma 25, we know that at most 6 pairs (x, y), with x pairwise distinct, satisfy both the
congruence (2.13) and the congruence∣∣∣∣∣∣∣∣∣
x3 x2 x y
x33 x
2
3 x3 y3
x32 x
2
2 x2 y2
x31 x
2
1 x1 y1
∣∣∣∣∣∣∣∣∣ ≡ 0 (mod p).
Since there are at least 10 solutions to (2.13), for one of them, say (x4, y4), we have
∆ =
∣∣∣∣∣∣∣∣∣
x34 x
2
4 x4 y4
x33 x
2
3 x3 y3
x32 x
2
2 x2 y2
x31 x
2
1 x1 y1
∣∣∣∣∣∣∣∣∣ 6≡ 0 (mod p).
Note that 1 ≤ |∆|  (M/I)6M . Now we solve the system of congruences
x34 x
2
4 x4 y4
x33 x
2
3 x3 y3
x32 x
2
2 x2 y2
x31 x
2
1 x1 y1


c3
c2
c1
c0
 ≡

y24
y23
y22
y21
 (mod p)
with respect to (c3, c2, c1, c0). We write ∆j for the determinant of the matrix on the left hand
side where we have substituted the jth-column by the vector (y24, y
2
3, y
2
2, y
2
1). With this notation
we have that
cj ≡ ∆4−j∆∗ (mod p), j = 0, . . . , 3,
where ∆∗ is defined by ∆∆∗ ≡ 1 (mod p), and the congruence (2.12) is equivalent to
∆1x
3 + ∆2x
2 + ∆3x+ ∆4y −∆y2 ≡ 0 (mod p).
In particular, since, as we have noticed, c3 6≡ 0 (mod p), we have that ∆1 6≡ 0 (mod p). We
can write this congruence as an equation over Z:
∆1x
3 + ∆2x
2 + ∆3x+ ∆4y −∆y2 = pz, (x, y, z) ∈ Z3. (2.14)
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We can easily check that
|∆4|  (M/I)6M2
and
|∆j |  (M/I)2+jM3, j = 1, 2, 3.
Thus, collecting the above estimates and taking into account L I, we derive
|z|  1
p
(|∆1|(M/L)3 + |∆2|(M/L)2 + |∆3|(M/L) + |∆4|M + |∆|M2)
 M
3
p
(
M6
I3L3
+
M6
I4L2
+
M6
I5L
+
M6
I6
)
 M
9
pI3L3
.
Since ∆1 6= 0, ∆ 6= 0, for each z, the curve (2.14) is absolutely irreducible, and thus by
Lemma 17 it contains at most M1/3+o(1) integer points (x, y) with |x|, |y| ≤M . Hence
I
L
≤M1/3+o(1)
(
1 +
M9
pI3L3
)
for any L satisfying (2.10). This implies, that
I ≤ LM1/3+o(1) + M
7/3+o(1)
p1/4L1/2
. (2.15)
If M < 10p1/8, then we take L = 1 and derive from (2.15) that
I ≤M1/3+o(1) + M
7/3+o(1)
p1/4
≤M1/3+o(1).
Let now consider the case M > 10p1/8. We can assume that I > M5/3p−1/6, as otherwise
there is nothing to prove. Then we take L =
⌊
M4/3p−1/6
⌋
and note that the condition (2.10)
is satisfied. Thus, we derive from (2.15) that
I ≤ LM1/3+o(1) + M
7/3+o(1)
p1/4L1/2
≤M5/3+o(1)p−1/6
and the result follows.
We exploit recent results from Wooley [101] and a result on geometry of numbers, based
on ideas from [10], to obtain good estimates for larger values of M , but unfortunately still far
from the natural threshold p1/2.
Theorem 9. Uniformly over all polynomials f ∈ Fp[X] of degree 3 and any square B we have
|Cf ∩B| ≤ |B|1/6+o(1) +
(
|B|3/2
p
)1/16
|B|1/2+o(1).
Proof. Denote the square B = [R+ 1, R+M ]× [S + 1, S +M ]. Clearly we can assume that
M > p5/23 (2.16)
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as otherwise
(M3/p)1/16M ≥ M
5/3+o(1)
p1/6
and the result follows from Theorem 8. We can also assume that M is sufficiently large and
M = o(p1/3).
We fix one point (x0, y0) ∈ Cf and by making the change of variables (x, y) 7→ (x−x0, y−y0),
we see that it is enough to study a congruence of the form{
y2 − c0y ≡ c3x3 + c2x2 + c1x (mod p),
|x|, |y| ≤M. (2.17)
Let W be the set of pairs (x, y) that satisfy (2.17) and X denote the set of x for which
(x, y) ∈ W for some y. Let
ρ =
#X
M
.
We now fix some ε > 0 and assume that
ρ ≥ (M3/p)1/16M ε. (2.18)
In view of (2.16) and (2.18), we also have
ρ > M−1/10. (2.19)
For ϑ > 0 we define the intervals
Iν,ϑ = [−ϑMν , ϑMν ], ν = 1, 2, 3,
which we treat as intervals in Fp, that is, sets of residues modulo p of several consecutive
integers.
We now consider the set
S ⊆ I1,8 × I2,8 × I3,8
of all triples
s ≡ (x1 + . . .+ x8, x21 + . . .+ x28, x31 + . . .+ x38) (mod p), (2.20)
where xi, i = 1, . . . , 8, independently run through the set X . SinceM = o(p1/3), the congruence{
xj1 + . . .+ x
j
8 ≡ xj9 + . . .+ xj16 (mod p), j = 1, 2, 3,
|xi|, |yi| ≤M (2.21)
can be lifted to Z, converted to the system of Diophantine equations
xj1 + . . .+ x
j
8 = x
j
9 + . . .+ x
j
16, j = 1, 2, 3,
which by Lemma 18 has at most M10+o(1) solutions in integers xi with |xi| ≤M , i = 1, . . . , 16.
Therefore, the congruence (2.21) has at most M10+o(1) solutions in xi ∈ X , i = 1, . . . , 16,
as well. Thus, collecting elements of the set X 8 that correspond to the same vector s given
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by (2.20) and denoting the number of such representations by N(s), if follows from the Cauchy
inequality that
(#X )8 =
∑
s∈S
N(s) ≤
(
#S
∑
s∈S
N(s)2
)1/2
≤
(
#SM10+o(1)
)1/2
.
Thus
#S ≥ (#X )
16
M10+o(1)
= ρ16M6+o(1).
Hence, there exist at least ρ16M6+o(1) triples
(z1, z2, z3) ∈ I1,8 × I2,8 × I3,8
such that
c3z3 + c2z2 + c1z1 ≡ z˜2 − c0z˜1 (mod p)
for some z˜2 ∈ I2,8 and z˜1 ∈ I1,8. In particular we have that the congruence{
c3z3 + c2z2 + z˜2 + c1z1 + c0z˜1 ≡ 0 (mod p),
(z1, z˜1, z2, z˜2, z3) ∈ I1,8 × I1,8 × I2,8 × I2,8 × I3,8,
has a set of solutions S with
#S ≥ ρ16M6+o(1). (2.22)
The rest of the proof is based on the ideas from [10]. We define the lattice
Γ = {(X2, X3, X˜2, X1, X˜1) ∈ Z5 :
X2 + c3X3 + c2X˜2 + c1X1 + c0X˜1 ≡ 0 (mod p)}
and the body
D = {(x2, x3, x˜2,x1, x˜1) ∈ R5 :
|x1|, |x˜1| ≤ 8M, |x2|, |x˜2| ≤ 8M2, |x3| ≤ 8M3}.
From (2.22), it follows that
# (D ∩ Γ) ≥ ρ16M6+o(1).
Therefore, by Corollary 18, the successive minima λi = λi(D,Γ), i = 1, . . . , 5, must satisfy the
inequality
5∏
i=1
min{1, λi}  ρ−16M−6+o(1). (2.23)
From the definition of λi it follows that there are five linearly independent vectors
vi = (v2,i, v3,i, v˜2,i, v1,i, v˜1,i) ∈ λiD ∩ Γ, i = 1, . . . , 5. (2.24)
Indeed, first we choose a nonzero vector v1 ∈ λ1D ∩ Γ. Then assuming that for 1 ≤ i ≤ 5 the
vectors v1, . . . ,vi−1 are chosen, we choose vi as one of the vectors v ∈ λiD ∩Γ that are not in
the linear space generated by v1, . . . ,vi−1.
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We claim that λ3 < 1 and that λ5 > 1 (which in particular implies that λ1, λ2 < 1 by
definition of the λi).
To prove the inequality in λ3, observe that in case λ3 ≥ 1 from (2.23) we obtain
min{1, λ21} ≤ min{1, λ1}min{1, λ2} ≤ ρ−16M−6+o(1).
Thus recalling (2.19) we see that
λ1 ≤ 1
10M2
and the vector v1 must have v2,1 = v˜2,1 = v1,1 = v˜1,1 = 0. In turn this implies that v3,1 ≡ 0
(mod p) and since we assumed that M = o(p1/3), we obtain v3,1 = 0, which contradicts the
condition that v1 is a nonzero vector.
To show the second inequality, note that if λ5 < 1 by (2.23) we have
5∏
i=1
λi ≤ ρ−16M−6+o(1).
We now consider the determinant ∆ of the 5× 5 matrix that is formed by the vectors (2.24).
It follows that
∆M2+3+2+1+1
5∏
i=1
λi ≤ ρ−16M3+o(1),
which, by our assumption (2.18), implies that |∆| < p. On the other hand, since vi ∈ Γ, we
have ∆ ≡ 0 (mod p), thus ∆ = 0 provided that p is large enough, which contradicts the linear
independence of the vectors in (2.24).
We now consider separately the following two cases, depending on whether λ4 ≤ 1 or not.
Case 1: λ4 ≤ 1. Let
V =

v3,1 v˜2,1 v1,1 v˜1,1
v3,2 v˜2,2 v1,2 v˜1,2
v3,3 v˜2,3 v1,3 v˜1,3
v3,4 v˜2,4 v1,4 v˜1,4
 , w =

−v2,1
−v2,2
−v2,3
−v2,4
 , c =

c3
c2
c1
c0
 .
We have
V c ≡ w (mod p).
Let
∆ = detV
and let ∆j be the determinant of the matrix obtained by replacing the j-th column of V by
w, j = 1, . . . , 4.
Recalling (2.23), we have
|∆|  λ1λ2λ3λ4M3+2+1+1 ≤ ρ−16M1+o(1) (2.25)
and similarly
|∆1| ≤ ρ−16Mo(1), |∆2| ≤ ρ−16M1+o(1),
|∆3| ≤ ρ−16M2+o(1), |∆4| ≤ ρ−16M2+o(1).
(2.26)
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Note that, in view of (2.18), in particular we have
|∆|, |∆j | < p, j = 1, . . . , 4.
If ∆ ≡ 0 (mod p) then since c is nonzero modulo p we also have ∆j ≡ 0 (mod p), j = 1, . . . , 4,
implying that ∆ = ∆j = 0 (in fact this holds regardless whether c is zero or not modulo
p) Then the matrix formed by v1, . . . ,v4 is of rank at most 3, which contradicts their linear
independence. Therefore ∆ 6≡ 0 (mod p) and thus we have
ci ≡ ∆4−i
∆
(mod p), i = 0, 1, 2, 3.
Since c3 6≡ 0 (mod p), we have ∆1 6= 0. We now substitute this in (2.17) and get that
∆y2 −∆4y ≡ ∆1x3 + ∆2x2 + ∆3x (mod p), |x|, |y| ≤M.
We see from (2.18), (2.25) and (2.26) that for sufficiently large M the absolute values of the
expressions on both sides are less than p/2, implying the equality{
∆y2 −∆4y = ∆1x3 + ∆2x2 + ∆3x,
|x|, |y| ≤M,
over Z. Now we use Lemma 17 and conclude that the number of solutions is at most M1/3+o(1).
Case 2: λ4 > 1. We claim that, in this case, λ3 > (10M)
−1. By (2.23), we have
3∏
i=1
λi ≤ ρ−16M−6+o(1).
Provided λ3 ≤ (10M)−1, we also have
vi = (v2,i, v3,i, v˜2,i, 0, 0), i = 1, 2, 3. (2.27)
In particular,  v2,1 v3,1 v˜2,1v2,2 v3,2 v˜2,2
v2,3 v3,3 v˜2,3

 1c3
c2
 ≡
 00
0
 (mod p).
Thus, for the determinant
∆ = det
 v2,1 v3,1 v˜2,1v2,2 v3,2 v˜2,2
v2,3 v3,3 v˜2,3

we have
∆ ≡ 0 (mod p).
On the other hand, from (2.19) we derive that
|∆|  λ1λ2λ3M7 < M
1+o(1)
ρ16
< M2.6+o(1).
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Hence, ∆ = 0, which together with (2.27) implies that the vectors v1,v2,v3 are linearly
dependent, which is impossible.
By (2.23), we have
3∏
i=1
λi ≤ ρ−16M−6+o(1)
and since λ3 > (10M)
−1, we obtain
λ1λ2 < ρ
−16M−5+o(1).
We again note that λ1 > (10M
2)−1, as otherwise v1 must have v2,1 = v˜2,1 = v1,1 = v˜1,1 = 0.
In turn this implies that v3,1 ≡ 0 (mod p) and since we assumed that M = o(p1/3), we obtain
v3,1 = 0, which contradicts the condition that v1 is a nonzero vector.
Since λ1 > (10M
2)−1 and ρ > M−1/10, we get that λ2 < (10M)−1. Thus, we have
vi = (v2,i, v3,i, v˜2,i, 0, 0), i = 1, 2.
Next, (
v3,1 v˜2,1
v3,2 v˜2,2
)(
c3
c2
)
≡
(
−v2,1
−v2,2
)
(mod p).
Now we observe that
∆ = det
(
v3,1 v˜2,1
v3,2 v˜2,2
)
 λ1λ2M5 < M
o(1)
ρ16
. (2.28)
Furthermore,
∆1 = det
(
−v2,1 v˜2,1
−v2,2 v˜2,2
)
 λ1λ2M4 < M
−1+o(1)
ρ16
, (2.29)
and
∆2 = det
(
v3,1 −v2,1
v3,2 −v2,2
)
 λ1λ2M5 < M
o(1)
ρ16
. (2.30)
In particular, |∆|, |∆1|, |∆2| < p. Therefore, if ∆ ≡ 0 (mod p), then ∆1 ≡ ∆2 ≡ 0 (mod p)
and we see that ∆ = ∆1 = ∆2 = 0. Thus, in this case the rank of the matrix formed with
vectors v1,v2 is at most 1, which contradicts the linear independence of the vectors v1,v2.
Hence, ∆ 6≡ 0 (mod p) and we get that
c3 ≡ ∆1
∆
(mod p), c2 ≡ ∆2
∆
(mod p).
We now substitute this in (2.17) and get that
∆y2 − a0y ≡ ∆1x3 + ∆2x2 + b0x (mod p), |x|, |y| ≤M,
for some integers a0, b0. We observe that the condition c3 6≡ 0 (mod p) implies that ∆1 6= 0.
Let now
T =
⌊( p
M
)1/3
ρ16/3
⌋
.
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Note that M2/3 < T < T 2 < p/2. By the pigeonhole principle, there exists a positive integer
1 ≤ t0 ≤ T 2 + 1 such that
|(t0a0)p| ≤ p
T
, |(t0b0)p| ≤ p
T
,
where (x)p is the element of the residue class x (mod p) with the least absolute value, see
also [28, Lemma 3.2]. Hence
t0∆y
2 − (t0a0)py ≡ t0∆1x3 + t0∆2x2 + (t0b0)px (mod p), |x|, |y| ≤M.
By (2.28), (2.29), (2.30), the absolute values of the expressions on both sides are bounded by
pM1+o(1)T−1. Thus, we get
t0∆y
2 − (t0a0)py = t0∆1x3 + t0∆2x2 + (t0b0)px+ pz,
where
|x|, |y| ≤M, |z| < M1+o(1)T−1.
Now we use Lemma 17 and conclude that the number of solutions is at most(
M
T
+ 1
)
M1/3+o(1) <
(
M4/3
p1/3
ρ−16/3 + 1
)
M1/3+o(1)
< M2/3+o(1) <
(
M3
p
)1/16
M.
Since the choice for ε > 0 in (2.18) is arbitrary, the result now follows.
2.2.2 Polynomials of higher degree
Our next result shows that when deg f ≥ 4 we also have a non-trivial bound for |Cf ∩ B| in
the range M < p1/3−ε. To formulate our result, we define Jk,m(H) as the number of solutions
of the system of m Diophantine equations in 2k integral variables x1, . . . , x2k:
xm1 + · · ·+ xmk = xmk+1 + · · ·+ xm2k,
...
x1 + · · ·+ xk = xk+1 + · · ·+ x2k,
1 ≤ x1, . . . , x2k ≤ H.
(2.31)
We also define κ(m) to be the smallest integer κ such that for any integer k ≥ κ there exists
a constant C(k,m) depending only on k and m and such that
Jk,m(H) ≤ C(k,m)H2k−m(m+1)/2+o(1), (2.32)
as H → ∞. Note that by a recent result of Wooley [102, Theorem 1.1], that improves the
previous estimate of [101], we have κ(m) ≤ m2 − 1 for any m ≥ 3.
Theorem 10. Uniformly over all polynomials f ∈ Fp[X] of degree 3 and any square B we
have
|Cf ∩B| ≤ |B|1/2+o(1)
(
|B|3/2
p
)1/2κ(m)
+ |B|1/2−(m−3)/4κ(m)+o(1)
as |B| → ∞.
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In particular, for any ε > 0, there exists δ > 0 that depends only on ε and deg f such that
if M < p1/3−ε and deg f ≥ 4, then |Cf ∩B|  |M |1/2−δ.
Proof. As before, denote the square B = [R+ 1, R+M ]× [S + 1, S +M ]. Let X be the set of
integers x ∈ [R + 1, R +M ] such that the point (x, y) lies in Cf for some y ∈ [S + 1, S +M ].
In particular, letting X = #X we have
|Cf ∩B| ≤ 2X. (2.33)
Fix some integer k ≥ 1 and consider the set
Yk = {y21 + . . .+ y2k (mod p) : S + 1 ≤ yi ≤ S +M, i = 1, . . . , k}.
By making the change of variables yi = S + zi, i = 1, . . . , k, we observe that
Yk = {z21 + . . .+ z2k + 2S(z1 + . . .+ zk) + kS2 (mod p) :
1 ≤ zi ≤M, i = 1, . . . , k}.
In particular,
#Yk ≤ #
{
r + 2Ss+ kS2 : 1 ≤ r ≤ kM2, 1 ≤ s ≤ kM} ≤ k2M3.
For any (x1, . . . , xk) ∈ X k there exists λ ∈ Yk such that
f(x1) + . . .+ f(xk) ≡ λ (mod p).
Thus,
Xk ≤
∑
λ∈Yk
r(λ)
where
r(λ) = #
{
(x1, . . . , xk) ∈ [R+ 1, R+M ]k : f(x1) + . . .+ f(xk) ≡ λ (mod p)
}
.
Using the Cauchy inequality, we derive
X2k ≤ #Yk
∑
λ∈Yk
r2(λ) ≤ k2M3Tk(R,M),
where Tk(R;M) is the number of solutions of{
f(x1) + . . .+ f(xk) ≡ f(xk+1) + . . .+ f(x2k) (mod p),
(x1, . . . , x2k) ∈ [R+ 1, R+M ]2k.
The quantity Tk(R;M) has been defined and estimated in [23] for R = 0 but making a change
of variables, it is clear that the same bound holds for any R. In particular, it is proved in [23]
that
Tk(R;M) (Mm/p+ 1)Mm(m−1)/2Jk,m(M),
where, as before, Jk,m(M) is the number of solutions of the system of equations (2.31) with
H = M .
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Taking k = κ(m) so that the bound (2.32) holds, we derive
X2k ≤M3 (Mm/p+ 1)Mm(m−1)/2M2k−m(m+1)/2+o(1)
≤ (Mm/p+ 1)M2k+3−m+o(1)
and obtain
X ≤M(M3/p)1/2κ+o(1) +M1−(m−3)/2κ+o(1),
which together with (2.33) concludes the proof.
2.3 Polynomial values in small boxes
In this section we study those sets of the form:
Af = {(x, f(x)) : x = 1, . . . , p} ⊆ Fp × Fp
and obtain bounds for |Af ∩B| uniformly over all polynomials f ∈ Fp[X] of fixed degree m.
Theorem 11. Uniformly over all polynomials f ∈ Fp[X] of degree m ≥ 2 and any square B
we have
|Af ∩B|  |B|
p
+ |B|1/2−1/2mpo(1)
as |B| → ∞.
Cilleruelo et al. [23] obtained better estimates (by means of different arguments) for larger
degree m, but for m = 2, 3 these bounds are better.
Proof. For brevity, in this proof we will denote J = |Af ∩ B| and denote the square B =
[R+ 1, R+M ]× [S + 1, S +M ]. Without loss of generality we can assume that
0 ≤M + 1 < M + S < p.
Applying Lemma 19 to the sequence of fractional parts γn = {f(n)/p}, n = 1, . . . ,M , with
α = (S + 1)/p, β = (S +M + 1)/p, K = bp/Mc ,
so that we have
1
K
+ min{β − α, 1/k}  M
p
for k = 1, . . . ,K, we derive
J  M
2
p
+
M
p
K∑
k=1
∣∣∣∣∣
M∑
n=1
exp(2piikf(n)/p)
∣∣∣∣∣ .
Therefore, by Lemma 20, we have
J  M
2
p
+
M2−m/2m−1
p
×
K∑
k=1
 ∑
−M<`1,...,`m−1<M
min
{
M,
∥∥∥∥apm!k`1 . . . `m−1
∥∥∥∥−1
}21−m ,
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where a is the leading coefficient of f . Now, separating the contribution from the terms with
`1 . . . `m−1 = 0 we obtain
J  M
2
p
+
M2−m/2m−1
p
K(Mm−1)2
1−m
+
M2−m/2m−1
p
W,
where
W =
K∑
k=1
 ∑
0<|`1|,...,|`m−1|<M
min
{
M,
∥∥∥∥apm!k`1 . . . `m−1
∥∥∥∥−1
}21−m .
Hence, recalling the choice of K, we derive
J  M
2
p
+M1−1/2
m−1
+
M2−m/2m−1
p
W. (2.34)
We now will estimate W . Ho¨lder’s inequality implies the bound
W 2
m−1  K2m−1−1
K∑
k=1 ∑
0<|`1|,...,|`m−1|<M
min
{
M,
∥∥∥∥apm!k`1 . . . `m−1
∥∥∥∥−1
}
.
Collecting together the terms with the same value of
z = m!k`1 . . . `m−1 6≡ 0 (mod p)
and recalling the well-known bound on the divisor function, we conclude that
W 2
m−1  K2m−1−1po(1)
∑
|z|<m!KMm−1
z 6≡0 (mod p)
min
{
M,
∥∥∥∥apz
∥∥∥∥−1
}
.
Since the sequence ‖am/p‖ is periodic with period p, we see that
W 2
m−1  K2m−1−1po(1)KM
m−1
p
p−1∑
z=1
∥∥∥∥apz
∥∥∥∥−1
= K2
m−1−1po(1)
KMm−1
p
p−1∑
z=1
∥∥∥∥zp
∥∥∥∥−1  K2m−1Mm−1po(1).
Thus, recalling the choice of K, we derive
W ≤ KM (m−1)/2m−1po(1) ≤M (m−1)/2m−1−1p1+o(1),
which after the substitution in (2.34) concludes the proof.
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2.4 Applications
2.4.1 Isomorphism classes of hyperelliptic curves in some thin families
A special case of the equation
y2 ≡ f(x) (mod p)
are hyperelliptic curves over Fp. The problem of concentration of points on hyperelliptic curves
and polynomial maps is connected with some problems on isomorphisms of hyperelliptic curves
that preserve the Weierstrass form. Let g be a fixed positive integer and p be large enough
prime (so that gcd(p, 2(2g + 1)) = 1), then any hyperelliptic curve can be given by a non-
singular Weierstrass equation:
Ha : Y
2 = X2g+1 + a2g−1X2g−1 + . . .+ a1X + a0,
where a = (a0, . . . , a2g−1) ∈ F2gp . (we recall that the non-singularity condition is equivalent to
non-vanishing of the discriminant of the polynomial X2g+1 + a2g−1X2g−1 + . . . + a1X + a0).
We refer to [34] for a background on hyperelliptic curves and their applications. From now on,
we will identify an hyperelliptic curve Ha with its coefficients vector a.
As we discussed in Section 1.2.3 that isomorphisms of hyperelliptic curves that preserve
their Weierstrass form are given by (x, y) → (α2x, α2g+1y) for some α ∈ F∗p. Thus Ha is
isomorphic to Hb, which we denote as Ha ∼ Hb, if there exists α ∈ F∗p such that
ai ≡ α4g+2−2ibi (mod p), i = 0, . . . , 2g − 1. (2.35)
We will study here the isomorphism classes of hyperelliptic curves of genus g over Fp, Ha,
when a = (a0, . . . , a2g−1) belongs to a small 2g-dimensional cube
B = [R0 + 1, R0 +M ]× . . .× [R2g−1 + 1, R2g−1 +M ] (2.36)
with some integers Rj , M satisfying 0 ≤ Rj < Rj + M < p, j = 0, . . . , 2g − 1. In particular,
we note that all components of a vector a ∈ B are non-zero modulo p. Our methods below
work without this restriction as well, however they somewhat lose their efficiency.
In this section we give an upper bound for the number
N(H;B) = #{a = (a0, . . . , a2g−1) ∈ B : Ha ∼ H}
of hyperelliptic curves Ha with a ∈ B that are isomorphic to a given curve H.
First we observe that for large cubes one derives from the Weil bound and Theorem 1 an
asymptotic formula
N(H;B) =
|B|
p2g−1
+O
(
p1/2
(
1 + log2g+
(
|B|p1/2−2g
)))
.
So we have an asymptotic formula for N(H;B) as long as |B|/p1/2−1/2g → ∞ as p → ∞.
However, here we are mostly interested in small cubes.
As before, observe that we always have the trivial upper bound
N(H;B) ≤ 2|B|1/2.
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To see this, let H = Hb, b = (b0, . . . , b2g−1) ∈ F2gp , be given by a Weierstrass equation. We
observe that if Ha ∼ H then a2g−1 can take at most M values in F∗p, and each a2g−1 determines
two possible values for α2 in (2.35).
It is also useful to remark that one can not expect to get a general bound stronger than
N(H;B) = O(M1/(2g+1)).
To see this we consider the set Q of quadratic residues modulo p in the interval [1,M1/(2g+1)].
It is well-known that for almost all primes p (that is, for all except a set of relative density
zero) we have
#Q ∼ 0.5M1/(2g+1), as M →∞.
For example, this follows from a bound of Heath-Brown [55, Theorem 1] on average values of
sums of real characters.
Consider now the set
A = {α ∈ Fp : α2 ∈ Q},
the curve H : Y 2 = X2g+1 + X2g−1 + X2g−2 + . . . + X + 1 and the 2g-dimensional cube
B = [1,M ]2g. It is clear that (α4, α6, . . . , α4g+2) ∈ B for all α ∈ A. On the other hand
#A = 2#Q ∼M1/(2g+1).
First observe that, in the case of elliptic curves (that is g + 1), the quantity N(E;B) for
some elliptic curve
E : Y 2 = X3 + aX + b
over Fp with coefficients a, b ∈ F∗p, can be bounded by the number of pairs (r, s) ∈ B satisfying
r3 ≡ λs2 (mod p),
where λ ≡ a3b−2 ∈ F∗p. In particular, bounds from Corollary 7 apply to N(E;B) as long as
the box B = [R+ 1, R+M ]× [S + 1, S +M ] satisfies the condition
R,S > 0, R+M,S +M < p.
A simple observation shows that in the case of hyperelliptic curves with g ≥ 2 the quantity
N(H;B) is closely related to the problem of concentration of points of a quadratic polynomial
map. Then one can apply the general result of [23] and get a non-trivial upper bound for
N(H;B) for any range of M . However, here we use a different approach and we obtain a
better bound.
Using (2.35), Theorem 11 and the bound from [23, Theorem 3]
|Af ∩B|  |B|1/2m+o(1) (2.37)
that holds for M ≤ p2/(m2+3), we derive the following consequence.
Theorem 12. For any hyperelliptic curve H of genus g ≥ 2 over Fp and cube B non-
intersecting the axes (see (2.36)), we have
N(H;B) |B|
p
+ |B|1/4+o(1).
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Proof. Assume that H = Hb for some vector b = (b0, . . . , b2g−1) ∈ F2gp . We recall that all
components of any vector a ∈ B are non-zero modulo p. Hence, b0 ∈ F∗p and we see from (2.35)
(combining the equations with i = 2g + 1− h and i = 2g − 1) that
ah2g−1 ≡λa22g+1−h (mod p),
R2g+1−h + 1 ≤a2g+1−h ≤ R2g+1−h +M,
R2g−1 + 1 ≤a2g−1 ≤ R2g−1 +M,
(2.38)
where
λ = bh2g−1/b
2
2g+1−h. (2.39)
We also observe that
α4 = b2g−1/a2g−1.
Thus, each solution (ag+1−h, a2g−1) of (2.38) determines at most two values of α2, each of
which in turn determines all other values of a0, a1, . . . , a2g−1.
Thus we have seen that N(H;B) ≤ 2T , where T is the number of solutions (x, y) of the
congruence
xh ≡ λy2 (mod p), R+ 1 ≤ x ≤ R+M, S + 1 ≤ y ≤ S +M, (2.40)
where R = Rg+1−h, S = R2g−1 and λ is given by (2.39).
We now observe that the congruence (2.40) taken with h = 4, which is admissible for g ≥ 2,
implies
x2 ≡ µy (mod p), R+ 1 ≤ x ≤ R+M, S + 1 ≤ y ≤ S +M,
where µ is one of the two square roots of λ (we recall that g ≥ 2). Applying Theorem 11 for
M > p2/7 and also (2.37) for M ≤ p2/7 with a quadratic polynomial f , we immediately obtain
the desired result.
Using the idea of the proof of Theorem 8, we establish the following result which is valid
for any hyperelliptic curve (including elliptic curves).
Theorem 13. For any hyperelliptic curve H of genus g ≥ 1 over Fp, any cube B non-
intersecting the axes (see (2.36)) and any odd integer h ∈ [3, 2g + 1], we have
N(H;B) <
(
|B|1/2h + |B|1/2 (|B|2/p)2/h(h+1)) |B|o(1),
as |B| → ∞.
We observe that if M < p1/(2g
2+2g+4) then, taking h = 2g + 1 in Theorem 13, we obtain
the estimate N(H;B) ≤M1/(2g+1)+o(1) which, as we have seen, is sharp up to the o(1) term.
Proof. As in the proof of Theorem 12 we let H = Hb for some b = (b0, . . . , b2g−1) ∈ F2gp .
We can assume that M < p1/4 as otherwise the results are weaker than the trivial upper
bound N(H;B)M .
Let T be the number of solutions (x, y) to the congruence (2.40).
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We follow the proof of Theorem 8. We can assume that T is sufficiently large (recall that
g is fixed integer constant). We fix some integer L with
1 ≤ L ≤ T
12(h+ 1)
, (2.41)
to be chosen later. Thus, there exists Q such that the congruence
xh ≡ λy2 (mod p), Q+ 1 ≤ x ≤ Q+M/L, S + 1 ≤ y ≤ S +M,
has at least T/L solutions. We can split the interval [Q+1, Q+M/L] into k0 = bT/(6(h+ 1)L)c
intervals of length at most 6(h + 1)M/T . Since there are at most two solutions to the above
congruence with the same value of x, and since we have at least T/L > 4(h+ 1)k0 solutions in
total, from the pigeonhole principle it follows that there exists an interval of length 6(h+1)M/T
containing at least 2(h + 1) pairwise distinct values of x. Let x0 be the first of these values
and (x0, y0) the solution. It is clear that T/L is bounded by the number of solutions of{
(x0 + x)
h ≡ λ(y0 + y)2 (mod p),
−M/L ≤ x ≤M/L, −M ≤ y ≤M,
which is equivalent to {
chx
h + . . .+ c1x+ c0y ≡ y2 (mod p),
−M/L ≤ x ≤M/L, −M ≤ y ≤M, (2.42)
where
c0 = −2y0 and cj = λ∗
(
h
j
)
xh−j0 , j = 1, . . . , h,
where λ∗ is defined by λ∗λ ≡ 1 (mod p) and 1 ≤ λ∗ < p. In particular, ch 6≡ 0 (mod p).
Besides, there are at least 2h + 1 solutions (x, y) of (2.42) with x pairwise distinct and such
that 1 ≤ x ≤ 6(h + 1)M/T . From these 2h + 1 values we fix h: (x1, y1), . . . , (xh, yh) and
rewrite (2.42) in the form
xh . . . x y
xhh . . . xh yh
. . .
xh1 . . . x1 y1


ch
. . .
c1
c0
 ≡

y2
y2h
. . .
y21
 (mod p). (2.43)
Since h is odd, by Lemma 25, we know that at most 2h pairs (x, y), with x pairwise distinct,
satisfy both the congruence (2.43) and the congruence∣∣∣∣∣∣∣∣∣
xh . . . x y
xhh . . . xh yh
. . .
xh1 . . . x1 y1
∣∣∣∣∣∣∣∣∣ ≡ 0 (mod p).
Since there are at least 2h+ 1 solutions of (2.43), for one of them, say (xh+1, yh+1), we have
∆ =
∣∣∣∣∣∣∣∣∣
xhh+1 . . . xh+1 yh+1
xhh . . . xh yh
. . .
xh1 . . . x1 y1
∣∣∣∣∣∣∣∣∣ 6≡ 0 (mod p).
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Note that 1 ≤ |∆|  (M/T )h(h+1)/2M . Now we solve the system
xhh+1 . . . xh+1 yh+1
xhh . . . xh yh
. . .
xh1 . . . x1 y1


ch
ch−1
. . .
c0
 ≡

y2h+1
y2h
. . .
y21
 (mod p)
with respect to (ch, . . . , c1, c0). We write ∆j for the determinant of the matrix on the left hand
side where we have substituted the column j by the vector (y2h+1, . . . , y
2
1). With this notation
we have that
cj =
∆h+1−j
∆
, j = 0, . . . h,
and the congruence (2.42) is equivalent to
∆1x
h + ∆2x
h−1 + . . .+ ∆hx+ ∆h+1y −∆y2 ≡ 0 (mod p).
In particular, ∆1 6≡ 0 (mod p). We can write this congruence as an equation over Z:
∆1x
h + ∆2x
h−1 + . . .+ ∆hx+ ∆h+1y −∆y2 = pz, z ∈ Z. (2.44)
We can easily check that
|∆h+1|  (M/T )h(h+1)/2M2
and
|∆j |  (M/T )h(h−1)/2+j−1M3, j = 1, . . . , h.
Thus, collecting the above estimates, we derive
|z|  1
p
 h∑
j=1
|∆j |(M/L)h−j+1 + |∆h+1|M + |∆|M2

 M
3
p
 h∑
j=1
(M/T )h(h−1)/2+j−1(M/L)h−j+1 + (M/T )h(h+1)/2

 M
3
p
Mh(h+1)/2T−h(h−1)/2L−h h∑
j=1
(T/L)−j+1 + (M/T )h(h+1)/2

 M
h(h+1)/2+3
pT h(h−1)/2Lh
.
since by (2.41) we have
h∑
j=1
(T/L)−j+1 = O(1) and (M/T )h(h+1)/2 ≤ M
h(h+1)/2
T h(h−1)/2Lh
.
Since h is odd, and ∆ 6= 0, ∆1 6= 0, we have that, for each z, the curve (2.44) is absolutely
irreducible. Thus by Lemma 17 it contains at mostM1/h+o(1) integer points (x, y) with |x|, |y| ≤
M . Hence
T ≤ LM1/h+o(1)
(
1 +
Mh(h+1)/2+3
pT h(h−1)/2Lh
)
(2.45)
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for any L satisfying (2.41).
We can assume that the following lower bounds hold for T :
T > M1/h and T > 24(h+ 1)
(
M(M4/p)2/h(h+1) + 1
)
(2.46)
since otherwise there is nothing to prove.
Take L =
⌊
1 + (M (h
2+7)/2/p)2/h(h+1)
⌋
. We note that (2.41) holds as otherwise L ≥ 2 and
we have (
M (h
2+7)/2
p
)2/h(h+1)
≥ L− 1 ≥ L
2
>
T
24(h+ 1)
> M
(
M4
p
)2/h(h+1)
,
which is impossible.
If M < p2/(h
2+7) we have L = 1 and in view of (2.46), also
Mh(h+1)/2+3
pT h(h−1)/2Lh
≤ M
h(h+1)/2+3
pM (h−1)/2
=
M (h
2+7)/2
p
< 1
In this case, the bound (2.45) yields
T M1/h+o(1).
If M ≥ p2/(h2+7), we have
(M (h
2+7)/2/p)2/h(h+1)  L (M (h2+7)/2/p)2/h(h+1)
and, recalling our assumption (2.46) we obtain
Mh(h+1)/2+3
pT h(h−1)/2Lh
 M
h(h+1)/2+3
pMh(h−1)/2(M4/p)(h−1)/(h+1)(M (h2+7)/2/p)2/(h+1)
= 1.
Hence, in this case we derive from (2.45) that
T ≤ (M (h2+7)/2/p)2/h(h+1)M1/h+o(1) = M (M4/p)2/h(h+1)+o(1) ,
which concludes the proof.
2.4.2 Number of isomorphism classes
In [81], the author obtained a formula for the number of hyperelliptic curves of genus g over
a finite field Fq of odd characteristic, expressed as a polynomial in q. In particularthat, his
result implies that the number of non isomorphic hyperelliptic curves of genus g over Fp is
2p2g−1 +O(gp2g−2).
We address here the problem of estimating from below the number of non-isomorphic
hyperelliptic curves of genus g over Fp, Ha, when a = (a0, . . . , a2g−1) belongs to a small 2g-
dimensional cube B non-intersecting the axes. In particular, we note that all components of a
vector a ∈ B are non-zero modulo p.
Let H (B) be the collection of representatives of all isomorphism classes of hyperelliptic
curves Ha, a ∈ B, where B is a 2g-dimensional cube of side length M . Certainly the upper
bounds of our theorems lead to a lower bound on #H (B). However, using a different approach
we obtain a near optimal bound for the number of isomorphism classes.
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Theorem 14. For g ≥ 1 and any cube B non-intersecting the axes (see (2.36)), we have
#H (B)g min
{
p2g−1, |B|1+o(1)
}
,
as |B| → ∞. Furthermore, if g ≥ 2 the o(1) term can be removed when |B| > p.
Proof. Clearly ∑
H∈H(B)
N(H;B) = M2g. (2.47)
We also set
T (B) =
∑
H∈H(B)
N(H;B)2. (2.48)
Using (2.47), (2.48) and the Cauchy inequality we derive
#H (B) ≥M4gT (B)−1.
We observe that T (B) is the number of pairs of vectors (a,b), a,b ∈ B, such that there
exists α such that
ai ≡ α4g+2−2ibi (mod p), i = 0, . . . , 2g − 1.
In particular,
a32g−1b
2
2g−2 ≡ a22g−2b32g−1 (mod p).
Now by Theorem 30, we see that there are only O
(
M4/p+M2+o(1)
)
possibilities for the
quadruple (a2g−1, a2g−2, b2g−1, b2g−2). When it is fixed, the parameter α in (2.35) can take
at most 4 values, and thus for every choice of (a0, . . . , a2g−3) there are only 4 choices for
(b0, . . . , b2g−3). Therefore,
T (B) ≤M2g−2
(
M4/p+M2+o(1)
)
.
When M < p1/(2g) we obtain T (B) ≤ M2g+o(1) and #H (B) ≥ M2g+o(1), which proves
Theorem 14 in this range.
When M ≥ p1/(2g) we use a different approach. Using the notation
Ni(λ) = #{(ai, bi) : ai/bi ≡ λ (mod p), Ri + 1 ≤ ai, bi ≤ Ri +M},
we can write
T (B) =
p−1∑
α=1
N0(α
4g+2)N1(α
4g) . . . N2g−1(α4).
Thus,
T (B)2g ≤
(
p−1∑
α=1
N2g0 (α
4g+2)
)
. . .
∑
α 6=0
N2g2g−1(α
4)

≤
(
(4g + 2)
p−1∑
α=1
N2g0 (α)
)
. . .
(
4
p−1∑
α=1
N2g2g−1(α)
)
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and then we have
T (B) max
i
p−1∑
α=1
N2gi (α).
We observe that for any α 6≡ 0 (mod p) there exist integers r, s with 1 ≤ |r|, s ≤ p1/2, (r, s) = 1
and such that α ≡ r/s (mod p). Thus
p−1∑
α=1
N2gi (α) ≤
∑
1≤r,s<p1/2
gcd(r,s)=1
N2gi (r/s) +
∑
1≤r,s<p1/2
gcd(r,s)=1
N2gi (−r/s).
We observe that Ni(r/s) is the number of solutions (x, y) to the congruence
x/y ≡ r/s (mod p), Ri + 1 ≤ x, y ≤ Ri +M,
which, after the change of variables, is equivalent to the congruence
sx− ry ≡ c (mod p), 1 ≤ x, y ≤M,
for a suitable c. We can write the congruence as an equation in integers
sx− ry = c+ zp, 1 ≤ x, y ≤M, z ∈ Z.
We observe that
|z| ≤ |s|M + |r|M + |c|
p
≤ (|s|+ |r|)M
p
+ 1.
For each z we consider, in case it has, a solution (xz, yz), 1 ≤ xz, yz ≤M . The solutions of
the Diophantine equation above is given by (x, y) = (xz + rt, yz + st), t ∈ Z. The restriction
1 ≤ x, y ≤M implies that |t| ≤M/max{r, s}.
Thus we have
Ni(r/s) ≤
(
1 +
2M
max{r, s}
)(
1 +
2M(s+ r)
p
)
≤ 1 + 4M max{r, s}
p
+
2M
max{r, s} +
4M2
p
.
Therefore ∑
1≤r,s<p1/2
gcd(r,s)=1
N2gi (r/s)

∑
1≤r,s<p1/2
(
1 +
M2g (max{r, s})2g
p2g
+
M2g
(max{r, s})2g +
M4g
p2g
)

∑
1≤r<s<p1/2
(
1 +
M2gs2g
p2g
+
M2g
s2g
+
M4g
p2g
)

∑
1≤s<p1/2
(
s+
M2gs2g+1
p2g
+
M2g
s2g−1
+
M4gs
p2g
)
p+ M
2g
pg−1
+M2g
∑
1≤s<p1/2
1
s2g−1
+
M4g
p2g−1
.
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The estimate of the sum with N2gi (−r/s) is fully analogous.
Assume that M ≥ p1/(2g) and observe that
∑
1≤s<p1/2
1
s2g−1

{
logM, if g = 1,
1, if g ≥ 2.
Thus we have
T (B)
{
M2 logM +M4/p, if g = 1,
M2g +M4g/p2g−1, if g ≥ 2,
(2.49)
which gives
#H (B) ≥M4gT (B)−1 
{
min{p,M2+o(1)}, if g = 1,
min{p2g−1,M2g}, if g ≥ 2,
and proves Theorem 14 in the range M ≥ p1/2g.
2.4.3 Number of isogeny classes for elliptic curves
Similar ideas can be exploited to obtain lower bounds for the cardinality of the set I(B) of
non-isomorphic isogenous elliptic curves Ha with coefficients in a cube B.
Indeed, let us denote by It the isogeny class consisting of elliptic curves over Fp with the
same number p+ 1− t of Fp-rational points. By a result of Deuring [36], each admissible value
of t, that is, with |t| ≤ 2p1/2, is taken and hence there are 4p1/2 isogeny classes. Furthermore,
Birch [6] has actually given a formula via the Kronecker class number for the number of
isomorphism classes of elliptic curves over a finite field Fq lying in It. Finally, Lenstra [67] has
obtained upper and lower bounds for this number and, in particular, shown that
#It  p1/2 log p (log log p)2 . (2.50)
Observe that once again bounds for N(H;B) can be translated into bounds for the num-
ber of isogenous non-isomorphic curves with coefficients in B, via multiplication by p1/2+o(1).
However, as we have done before, one can obtain better bounds in terms of T (B) which is
given by (2.48).
Thus, using (2.49), with g = 1, and also (2.50), we see that for the set H(t, B) of elliptic
curves Ha ∈ It with a ∈ B, we have
#H(t, B) =
∑
H∈H(B)∩It
N(H,B)
≤ (#It)1/2
 ∑
H∈H(B)
N(H,B)2
1/2 = (#It)1/2T (B)1/2

(
M2p−1/4 + p1/4M log1/2M
)
(log p)1/2 log log p.
This improves the trivial bound
#H(t, B) min{M2, p3/2 log p(log log p)2}
70 CHAPTER 2. CONCENTRATION: POINTS ON CURVES IN SMALL BOXES
(it follows from (2.50) that there are at most O(p3/2 log p(log log p)2) Weierstrass equations
of elliptic curves in the same isogeny class), for p1/4+ε ≤ M ≤ p7/8−ε with any fixed ε > 0.
Furthermore, it also implies the lower bound
#I(B) M
2
max|t|∈2p1/2 H(t, B)
 min{p1/4,Mp−1/4 log−1/2M}(log p)−1/2(log log p)−1.
2.4.4 Diameter of polynomial dynamical systems
Results about concentration of points on curves are also closely related to the question about
the diameter of partial trajectories of polynomial dynamical systems. Namely, given a polyno-
mial f ∈ Fp[X] and an element u0 ∈ Fp, we consider the sequence of elements of Fp generated
by iterations un = f(un−1), n = 0, 1, . . .. Clearly the sequence un is eventually periodic. In
particular, let Tf,u0 be the full trajectory length, that is, the smallest integer t such that ut = us
for some s < t. The study of the diameter
Df,u0(N) = max
0≤k,s≤N−1
|uk − us|
has been initiated in [54] and then continued in [13, 14, 23]. In particular, it follows from [54,
Theorem 6] that for any fixed ε, for Tf,u0 ≥ N ≥ p1/2+ε we have the asymptotically best
possible bound
Df,u0(N) = p
1+o(1)
as p→∞. For smaller values of N a series of lower bounds on Df,u0(N) is given in [13, 14, 23].
One easily derives from Theorem 11 the following estimate, which improves several previous
results to intermediate values of N (and is especially effective for small values of m).
Corollary 8. For any polynomial f ∈ Fp[X] of degree m ≥ 2 and positive integer N ≤ Tf,u0,
we have
Df,u0(N) min
{
N1/2p1/2, N1+1/(2
m−1−1)po(1)
}
,
as p→∞.
Proof. Consider the pairs (un, un+1) = (un, f(un)) ∈ Af . Since N ≤ Tf,u0 , it is clear that all
pairs are distinct and, in fact, they belong to the square:
B = [u0 −Df,u0(N), u0 +Df,u0(N)]× [u0 −Df,u0(N), u0 +Df,u0(N)].
It follows from Theorem 11 that
N ≤ |Af ∩B|  |B|
p
+ |B|1/2−1/2mpo(1),
which concludes the proof since |B| = 4Df,u0(N)2.
On the other hand, we remark that our method and results do not affect the superpolyno-
mial lower bounds of [13, 14] that hold for small values of N .
Part II
Questions regarding sequences
of numbers
N
Various problems in additive combinatorics
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Chapter 3
The least common multiple of sets of
positive integers
The first important attempt to prove the Prime Number Theorem was made by Chebyshev.
In 1853 [18] he introduced the function
ψ(n) =
∑
pm≤n
log p
and proved that the Prime Number Theorem was equivalent to the asymptotic estimate ψ(n) ∼
n. He also proved that if ψ(n)/n had a limit as n tends to infinity then that limit had to be
1. The proof of such convergence result was only completed (independently) two years after
Chebyshev’s death by Hadamard and de la Valle´e Poussin.
Observe that Chebyshev’s function is precisely ψ(n) = log lcm (1, 2, . . . , n), so it seems
natural to consider the following question: for a given set of integers S ⊆ [1, n], what can
be said about the log lcm {a : a ∈ S}? As Hadamard and de la Valle´e Poussin proved, for
S = {1, . . . , n}, this quantity asymptotically behaves like n.
Some progress has been made in the direction of generalizing this result to a broader class
of sets, specially from those sets arising from polynomial sequences. Exploiting the Prime
Number Theorem for arithmetic progressions one can get the asymptotic estimate for any
linear polynomial f(x) = ax+ b, see for example [3]. In fact
log lcm (a+ b, 2a+ b, . . . , na+ b) ∼ n q
ϕ(q)
q∑
k=1
(k,q)=1
1
k
,
where q = a/ gcd(a, b). Recently, Cilleruelo [20] extended this result to the quadratic case
and obtained that, for an irreducible polynomial f(x) = ax2 + bx + c ∈ Z[x], the following
asymptotic estimate holds:
log lcm(f(1), f(2), . . . , f(n)) = n log n+Bn+ o(n), (3.1)
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where the constant B = Bf is an explicit constant that depends on the discriminant of f . The
author also proves that for reducible polynomials of degree two, the asymptotic is linear in n.
The same ideas can be exploited to obtain the asymptotic for products of linear polynomials
which was studied in [60].
An important ingredient in Cilleruelo’s argument is a result of To´th [95], a generalization
of a deep theorem of Duke, Friedlander and Iwaniec [38] about the distribution of solutions of
quadratic congruences f(x) ≡ 0 (mod p), when p runs over all primes. A recent application of
the latter result in the negative discriminant case [59] allowed us to sharpen the error term of
expression (3.1) in a special case.
In Section 3.1 we focus our study on the particular polynomial f(x) = x2 + 1, which
simplifies the calculations and shows how the method developed in [20] works in a clear manner.
The same ideas could be extended to general irreducible quadratic polynomials with negative
discriminant, however, a generalization of [59] (in the same direction as To´th’s) would be
necessary.
For this particular polynomial the expression for B in (3.1) is given by
γ − 1− log 2
2
−
∑
p 6=2
(−1
p
)
log p
p− 1 ≈ −0.0662756342, (3.2)
where γ denotes the Euler constant,
(−1
p
)
the Legendre symbol and the sum is taken over all
odd prime numbers (B can be computed with high numerical precision by using its expression
in terms of L-series and zeta-series, see [20] for details). More precisely, we obtain the following
estimate.
Theorem 15. For any θ < 4/9 we have
log lcm(12 + 1, 22 + 1, . . . , n2 + 1) = n log n+Bn+O
(
n
(log n)θ
)
,
where the constant B is given by Expression (3.2).
Recall that the infinite sum in (3.2) appears in other mathematical contexts: as Moree
pointed in [79] this sum is closely related to multiplicative sets whose elements are non-
hypotenuse numbers (i.e. integers which could not be written as the hypotenuse of a right
triangle with integer sides).
Unfortunately, these ideas cannot be extended to higher degree polynomials and nothing is
known for log lcm (f(1), . . . , f(n)) when f is an irreducible polynomial of degree greater than
2. For example, nothing is known about the asymptotic of log lcm(13 + 2, 23 + 2, . . . , n3 + 2),
and then it is natural to wonder what should we expect this quantity to be.
Heuristic arguments and computations allowed Cilleruelo to state the following conjecture.
Conjecture 1 (Cilleruelo [20]). Let f ∈ Z[x] be any irreducible polynomial of degree deg(f) ≥
3, then
log lcm(f(1), f(2), . . . , f(n)) ∼ (deg(f)− 1)n log n.
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Observe that for two polynomials with similar growth, such as f1(x) = x
2 + 1 or f2(x) =
x2 − 1, the asymptotics obtained are n log n on the former case and n on the latter. In both
cases the given sets have n elements in [1, n2 + 1], but clearly different arithmetical properties,
so: what should one expect -in terms of the lcm- when choosing n elements at random from
[n2]?
In Section 3.2 we study this question and show that for almost all sets S ⊆ [1, n2] of n
elements the asymptotic for
ψ(S) = log lcm{a : a ∈ S}
is n log n, and therefore coincides in this sense with the irreducible polynomial case.
In fact, we deal with a more general problem. For a given positive integer k = k(n),
typically a function of n, we consider the probabilistic model where each subset of k elements
is chosen uniformly at random among all sets of size k in [n] = {1, . . . , n}. We will denote by([n]
k
)
the family of such subsets and denote this model by S(n, k).
Theorem 16. For k = k(n) < n and k →∞ we have, for some positive constant C,
ψ(S) = k
log(n/k)
1− k/n
(
1 +O(e−C
√
log k)
)
almost surely in S(n, k) when n→∞.
We also consider another natural probabilistic model, denoted by B(n, δ), where each
element in S is chosen independently at random in {1, . . . , n} with probability δ = δ(n), again
typically a function of n, and proof the following result.
Theorem 17. If δ = δ(n) < 1 and δn→∞ then
ψ(S) ∼ nδ log(δ
−1)
1− δ
asymptotically almost surely in B(n, δ).
When δ = 1/2 all the subsets A ⊂ {1, . . . , n} are chosen with the same probability, that is
2−n, and Theorem 17 gives the following result.
Corollary 9. For almost all sets S ⊂ {1, . . . , n} we have that
lcm{a : a ∈ A} = 2n(1+o(1)).
When δ = k/n the heuristic suggests that both models are quite similar. Indeed, this is
the strategy we follow in Section 3.2 to prove Theorem 16 via Theorem 17
Observe that the cases k = n in S(n, k) and δ = 1 in B(n, δ), which are not included in
the previous results, correspond to Chebyshev’s function and its asymptotic estimate appears
as the limiting case, since limk/n→1
log(n/k)
1−k/n = limδ→1
δ log(δ−1)
1−δ = 1.
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3.1 The logarithm of the lcm of a quadratic sequence
Let us first recall some preliminary results and notation:
pi(n) = |{p : p ≤ n}| ,
pi1(n) = |{p : p ≡ 1 (mod 4), p ≤ n}| ,
pi1([a, b]) = |{p : p ≡ 1 (mod 4), a < p ≤ b}| .
The Prime Number Theorem states that the following estimate holds:
ψ(n) = log lcm(1, 2, . . . , n) = n+ E(n), E(n) = O
(
n
(log n)κ
)
, (3.3)
where κ can be chosen as large as necessary. We also use the following estimate, which follows
from the Prime Number Theorem for arithmetic progressions:
pi1(n) =
n
2 log n
+O
(
n
(log n)2
)
. (3.4)
The content of this chapter follows the lines of [20] and some its parts has been included for
sake of completeness. We will first identify those primes appearing in the lcm(12+2, . . . , n2+1)
by comparing this quantity with the product
∏n
k=1(k
2 + 1). This will give us the precise
contribution for those primes greater than 2n and leave us with the study of the small primes
(p ≤ n2/3) in Lemma 5 and the medium primes (n2/3 < p ≤ 2n) in Section 3.1.2.
Denote by Pn =
∏n
i=1(i
2 + 1) and Ln = lcm(1
2 + 1, 22 + 1, . . . , n2 + 1), and write αp(n) =
ordp(Pn) and βp(n) = ordp(Ln). The argument for estimating Ln stems from the following
equality:
logLn = logPn +
∑
p
(βp(n)− αp(n)) log p.
Clearly it is not difficult to estimate logPn. Indeed, using Stirling’s approximation formula,we
get
log
n∏
i=i
(i2 + 1) = log
n∏
i=1
i2 + log
n∏
i=1
(
1 +
1
i2
)
= 2 log n! +O(1)
= 2n log n− 2n+O(log n),
and so in the remainder of the section we will be concerned with the estimation of
∑
p(βp(n)−
αp(n)) log p. We start here by making three simple observations:
Lemma 3.
i) β2(n)− α2(n) = −n/2 +O(1),
ii) βp(n)− αp(n) = 0, when p > 2n.
iii) βp(n) = αp(n) = 0, when p ≡ 3 (mod 4).
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Proof.
i) i2 + 1 is never divisible by 4 and is divisible by 2 for every odd i.
ii) Note that αp(n) 6= βp(n) only if there exist i < j ≤ n such that p|i2 + 1 and p|j2 + 1. But
this implies p|(i− j)(i+ j), and so p ≤ 2n.
iii) i2 + 1 is never divisible by p ≡ 3 (mod 4) as −1 is not a quadratic residue modulo such
prime.
Since we have dealt with the prime 2, from now on we will only consider odd primes.
Lemma 3 also states that it is sufficient to study the order of prime numbers which are smaller
than 2n and are equivalent to 1 modulo 4. We split these primes in two groups: ones that
are smaller than n2/3 and others that are between n2/3 and 2n, small and medium primes
respectively.
3.1.1 Small primes
The computation for small primes is easy and is carried out in the lemma below, after obtaining
simple estimates for αp(n) and βp(n). Analysis of medium primes, which is left for the next
section, is more subtle and will lead to improvement of the error term.
Lemma 4. For primes p ≡ 1 (mod 4) the following estimates hold:
i) βp(n) log n
log p
,
ii) αp(n) =
2n
p− 1 +O
(
log n
log p
)
.
Proof.
i) It is clear that βp(n) satisfies p
βp(n) ≤ n2 + 1, so
βp(n) ≤ log(n
2 + 1)
log p
 log n
log p
.
ii) In order to estimate αp(n) note that for primes p ≡ 1 (mod 4) the equation i2 ≡ −1
(mod pa) has two solutions ν1 and ν2 in the interval [1, p
a] and every other solution is of
the form ν1 + kp
a or ν2 + kp
a, k ∈ Z. The number of times pa divides i2 + 1, i = 1, . . . , n
is given by
2 +
⌊
n− ν1
pa
⌋
+
⌊
n− ν2
pa
⌋
, (3.5)
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which equals to 0 for pa > n2 + 1 and 2n/pa +O(1) for pa ≤ n2 + 1. Therefore we get
αp(n) = 2
⌊
log(n2+1)
log p
⌋∑
j=1
n
pj
+O
(
log n
log p
)
= 2n
∞∑
j=1
1
pj
− 2n
∞∑
j=
⌊
log(n2+1)
log p
⌋
+1
1
pj
+O
(
log n
log p
)
=
2n
p− 1 +O
(
log n
log p
)
,
and the claim follows.
Lemma 5. The following estimate holds:
∑
2<p<n2/3
(αp(n)− βp(n)) log p =
∑
2<p<n2/3
(
1 +
(−1
p
))
n log p
p− 1 +O(n
2/3).
Proof. Using the estimates from Lemma 4 we get∑
2<p<n2/3
βp(n) log p
∑
2<p<n2/3
log n n2/3,
and also ∑
2<p<n2/3
αp(n) log p =
∑
p<n2/3
p≡1 (mod 4)
(
2n log p
p− 1 +O(log n)
)
=
∑
2<p<n2/3
(
1 +
(−1
p
))
n log p
p− 1 +O(n
2/3),
and hence the claim follows.
3.1.2 Medium primes
In order to deal with the remaining primes, we note, that if a prime p ≡ 1 (mod 4) satisfies
n2/3 ≤ p ≤ 2n then it divides i2 + 1 for some i ≤ n. However, since such a prime is sufficiently
large compared to n2 + 1, the case that p2 divides some i2 + 1, i ≤ n is unlikely.
Having this in mind, we separate the contribution of higher degrees from the contribution
of degree 1. Define for p ≡ 1 (mod 4):
α∗p(n) =
∣∣{i : p|i2 + 1, i ≤ n}∣∣ ,
β∗p(n) = 1,
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and, for p ≡ 3 (mod 4), α∗p(n) = β∗p(n) = 0. Then∑
n2/3≤p≤2n
(βp(n)−αp(n)) log p =
∑
n2/3≤p≤2n
β∗p(n) log p−
∑
n2/3≤p≤2n
α∗p(n) log p
+
∑
n2/3≤p≤2n
(βp(n)− β∗p(n)− αp(n) + α∗p(n)) log p (3.6)
We now estimate each sum in the previous equation. We start estimating the last one:
Lemma 6. The following estimate holds:∑
n2/3≤p≤2n
(βp(n)− β∗p(n)− αp(n) + α∗p(n)) log p n2/3 log n.
To prove this lemma we need some preliminary results. As it was intended, if (βp(n) −
β∗p(n)−αp(n) +α∗p(n)) log p is nonzero, then we must have p2|i2 + 1 for some i ≤ n. We claim,
that number of such primes is small:
Lemma 7. The following estimate holds:∣∣∣{p : p2|i2 + 1, n2/3 ≤ p ≤ 2n, i ≤ n}∣∣∣ n2/3.
Proof. Let us split the interval [n2/3, 2n] into dyadic intervals, consider one of them, say [Q, 2Q],
and define
Pk = { p : i2 + 1 = kp2 for some i ≤ n}.
We estimate the size of the set Pk ∩ [Q, 2Q], which is nonempty only when k ≤ (n2 + 1)/Q2.
For every p ∈ Pk ∩ [Q, 2Q] we have i2 − kp2 = (i+
√
kp)(i−√kp) = −1, thus∣∣∣∣ ip −√k
∣∣∣∣ = 1p2
(
i
p
+
√
k
)−1
≤ 1
p2
≤ 1
Q2
.
On the other hand, all fractions i/p, p ∈ Pk, are pairwise different, since ip′ = i′p implies p = p′
(otherwise p|i and so p|i2 − kp2 = −1, a contradiction), therefore∣∣∣∣ ip − i′p′
∣∣∣∣ ≥ 1pp′  1Q2 .
Combining both inequalities we get |Pk ∩ [Q, 2Q]|  1 for every k ≤ (n2 + 1)/Q2. Recalling
that Pk ∩ [Q, 2Q] is empty for other values of k we have∣∣{p : p2|i2 + 1, Q ≤ p ≤ 2Q, i ≤ n}∣∣ = |∪k(Pk ∩ [Q, 2Q])|  n2
Q2
.
Summing over all dyadic intervals the result follows.
Now we use this estimate to prove Lemma 6.
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Proof of Lemma 6. We use estimates from Lemma 4 and the estimate for α∗p(n), which follows
from Expression (3.5):
βp(n) log n
log p
,
αp(n) =
2n
p− 1 +O
(
log n
log p
)
,
α∗p(n) =
2n
p
+O(1).
For any prime n2/3 < p < 2n, such that p2|i2 + 1 for some i ≤ n, we get
∣∣βp(n)− β∗p(n)− αp(n) + α∗p(n)∣∣ = 2np(p− 1) +O
(
log n
log p
)
 log n
log p
.
It follows from Lemma 7 that the number of such primes is  n2/3, thus∑
n2/3≤p≤2n
(βp(n)− β∗p(n)− αp(n) + α∗p(n)) log p n2/3 log n.
We continue estimating the second sum in Equation (3.6):
Lemma 8. The following estimate holds:
∑
n2/3≤p≤2n
β∗p(n) log p = n+O
(
n
log n
)
.
Proof. Summing by parts and using estimate (3.4) for pi1(x) we get:∑
n2/3≤p≤2n
β∗p(n) log p =
∑
n2/3≤p≤2n
p≡1 (mod 4)
log p
=
∑
p≤2n
p≡1 (mod 4)
log p+O(n2/3)
= log (2n)pi1(2n)−
∫ 2n
2
pi1(t)
t
dt+O(n2/3)
= n+O
(
n
log n
)
.
Finally, we deal with the contribution of the coefficients α∗p. In this point we need to take
care of the error term in a more detailed way:
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Lemma 9. For any  < 8/9 the following estimate holds:
∑
n2/3≤p≤2n
α∗p(n) log p = n
∑
n2/3≤p≤2n
(
1 +
(−1
p
))
log p
p− 1 +O
(
n
(log n)/2
)
.
Proof. Using (3.5) and noting that ν1 + ν2 = p, where 1 ≤ ν1, ν2 ≤ p are solutions of i2 ≡ −1
(mod p), we get
α∗p(n) = 2 +
⌊
n− ν1
p
⌋
+
⌊
n− ν2
p
⌋
= 2 +
2n
p
− ν1 + ν2
p
−
{
n− ν1
p
}
−
{
n− ν2
p
}
=
2n
p
+
1
2
−
{
n− ν1
p
}
+
1
2
−
{
n− ν2
p
}
,
so the sum over all primes in the interval [n2/3, 2n] is equal to
∑
n2/3≤p≤2n
α∗p(n) log p = n
∑
n2/3≤p≤2n
(
1 +
(−1
p
))
log p
p
+
∑
n2/3≤p≤2n
ν2≡−1 (p)
0≤ν<p
log p
(
1
2
−
{
n− ν
p
})
.
We rewrite
n
∑
n2/3≤p≤2n
(
1 +
(−1
p
))
log p
p
= n
∑
n2/3≤p≤2n
(
1 +
(−1
p
))
log p
p− 1 +O(n
1/3 log n)
and ∑
n2/3≤p≤2n
∑
0≤ν<p
ν2≡−1 (p)
log p
(
1
2
−
{
n− ν
p
})
= log n
∑
p≤2n
∑
0<ν<p
ν2≡−1 (p)
(
1
2
−
{
n− ν
p
})
+O
(
n
log n
)
.
Notice that for any sequence ap satisfying ap  1 we have by summation by parts argument
that ∑
p<x
ap log p = log x
∑
p<x
ap −
∫ x
1
1
t
∑
p<t
ap dt = log x
∑
p<x
ap +O
(
x
log x
)
.
In order to get the claimed bound, it remains to show that∑
p≤2n
∑
0<ν<p
ν2≡−1 (p)
(
1
2
−
{
n− ν
p
})
= O
(
n
(log n)1+/2
)
.
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To do that, we divide the summation interval into 1 +H parts [1, 2n] = [1, A]∪L1 ∪ · · · ∪LH ,
where
Li =
(
2nAH
2n(H − i+ 1) +A(i− 1) ,
2nAH
2n(H − i) +Ai
]
.
We choose A = bn/(log n)/2c and H = b(log n)c in order to minimize the error term, but we
continue using these notations for the sake of conciseness.
Observe that in every of these parts, except the first one, n/p is almost constant, which
enables to use the fact that ν/p is well distributed. More precisely, if p ∈ Li then
n
p
∈ [λi, λi−1) :=
[
2n(H − i) +Ai
2AH
,
2n(H − i+ 1) +A(i− 1)
2AH
)
,
and the length of such interval is small: |[λi, λi−1)| = 2n−A2AH . We would then like to replace np
by λi whenever
n
p ∈ [λi, λi−1) using{
n
p
− ν
p
}
=
{
λi − ν
p
}
+
{
n
p
− λi
}
, (3.7)
but this equality does not hold if λi <
ν
p + k <
n
p for some integer k, in particular
ν
p + k ∈
[λi, λi−1]. Therefore we must distinguish these two cases: if λi ≤ νp + k ≤ λi−1 for some k we
rewrite it as νp ∈ [λi, λi−1]1 and νp 6∈ [λi, λi−1]1 otherwise.
We now split the previous sum into three parts:∑
p≤2n
∑
0<ν<p
ν2≡−1 (p)
(
1
2
−
{
n− ν
p
})
= Σ1 + Σ2 + Σ3 +O(pi1(A)),
where Σ1, Σ2 and Σ3 are defined as
Σ1 =
H∑
i=1
∑
p∈Li
∑
0≤ν<p
ν2≡−1 (p)
(
1
2
−
{
λi − ν
p
})
,
Σ2 =
H∑
i=1
∑
p∈Li
∑
0≤ν<p
ν2≡−1 (p)
ν
p
6∈[λi,λi−1]1
({
λi − ν
p
}
−
{
n
p
− ν
p
})
,
Σ3 =
H∑
i=1
∑
p∈Li
∑
0≤ν<p
ν2≡−1 (p)
ν
p
∈[λi,λi−1]1
({
λi − ν
p
}
−
{
n
p
− ν
p
})
.
Recall that A = n/(log n)/2 +O(1) and H = (log n)+O(1), so pi1(A) = O(n/(log n)
1+/2).
We now estimate each of the sums Σ1,Σ2,Σ3 separately, making use of Lemma 21 (see Ap-
pendix refsec:appendix). For the first one note that∫ 1
0
(
1
2
− {λi − t}
)
dt = 0,
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so we get, using Lemma 21,
Σ1 =
H∑
i=1
∑
p∈Li
∑
0≤ν<p
ν2≡−1 (p)
(
1
2
−
{
λi − ν
p
})
=
H∑
i=1
O
(
2nAH
2n(H − i) +Ai
/(
log 2nAH2n(H−i)+Ai
)1+)
(3.8)
= O
(
2nAH
(log n)1+
∫ H
0
di
2n(H − i) +Ai
)
= O
(
2nAH
(log n)1+
log 2n/A
2n−A
)
= O
(
n log log n
(log n)1+/2
)
.
For the second sum we use Equation (3.7):
Σ2 =
H∑
i=1
∑
p∈Li
∑
0≤ν<p
ν2≡−1 (p)
ν
p
6∈[λi,λi−1]1
{
n
p
− λi
}
≤
H∑
i=1
∑
p∈Li
∑
0≤ν<p
ν2≡−1 (p)
|[λi, λi−1]| (3.9)
≤ 2n−A
2AH
2pi1(2n) = O
(
n
(log n)1+/2
)
.
Finally, for the third sum we use the notation I[λi,λi−1]1 for the indicator function of the interval
[λi, λi−1] modulo 1, which satisfies∫ 1
0
I[λi,λi−1]1(t) dt = |[λi, λi−1]|,
so using Lemma 21 we get
Σ3 
H∑
i=1
∑
0≤ν<p∈Li
ν2≡−1 (p)
ν
p
∈[λi,λi−1]1
1 =
H∑
i=1
∑
0≤ν<p∈Li
ν2≡−1 (p)
I[λi,λi−1]1
(
ν
p
)
=
H∑
i=1
2pii(Li)|[λi, λi−1]|+O
(
2nAH
2n(H − i) +Ai
/(
log 2nAH2n(H−i)+Ai
)1+)
.
= O
(
n log logn
(log n)1+/2
)
,
estimating similarly as in the derivation of (3.8) and (3.9).
Finally, we note that any function f satisfying f(n) = O
(
n log logn
(logn)1+/2
)
for every  < 8/9
also satisfies f(n) = O
(
n
(logn)1+/2
)
for every  < 8/9, hence this concludes the proof.
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Let us now conclude the proof of Theorem 15.
Proof of Theorem 15. Combining Lemmas 5, 6, 8 and 9, and taking θ = /2, we get that
logLn = 2n log n− n
1 + log 2
2
+
∑
2<p≤2n
(
1 +
(−1
p
))
log p
p− 1
+O( n
(log n)θ
)
,
for any constant θ < 4/9. Note that,
∑
2<p≤2n
(
1 +
(−1
p
))
log p
p− 1 =
∑
2<p≤2n
log p
p− 1 +
∑
2<p≤2n
(−1
p
)
log p
p− 1 .
For the first sum, observe that Merten’s Theorem implies∑
2<p≤2n
log p
p− 1 =
∑
pj≤2n
log p
pj
− log 2 +
∑
pj>2n
2<p≤2n
log p
pj
= log n− γ + o(1),
and the error term can be bounded by O (1/log n) using Prime Number Theorem in the form
(3.3) and by summation by parts. Note that this bound can be sharpened to O(exp(−c√log n))
for certain constant c, see [78] (Exercise 4, page 182).
For the second sum, we recall that the complete oscillating sum is convergent, and it follows
from Prime Number Theorem in arithmetic progressions that
∑
2<p≤2n
(−1
p
)
log p
p− 1 =
∑
p 6= 2
(−1
p
)
log p
p− 1 +O
(
1
log n
)
.
Thus we have that, for every θ < 4/9,
logLn = n log n− n
1− γ + log 2
2
+
∑
p6=2
(−1
p
)
log p
p− 1
+O( n
(log n)θ
)
,
which completes the proof.
3.2 Random case: two natural models for random sets
In this section we will study the quantity ψ(S) when S is a randomly chosen subset of [n],
considering two different models related to the G(n, p) and G(n,M) models in random graphs
and obtaining the asymptotic for this quantity in the two cases, which holds almost surely as
n→∞.
In the first model each element in S is chosen independently at random in {1, . . . , n} with
certain probability δ = δ(n), and it is denoted by B(n, δ). In the second model, S(n, k),
one restricts attention to k-subsets of {1, . . . , n} (where k = k(n)), picking among the (nk)
possibilities uniformly and at random.
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Chebyshev’s function for random sets in B(n, δ)
The following lemma provides us with an explicit expression for ψ(S) in terms of the von
Mangoldt function
Λ(m) =
{
log p if m = pk for some k ≥ 1
0, otherwise.
Lemma 10. For any set of positive integers S we have ψ(S) =
∑
m Λ(m)IS(m), where Λ
denotes the classical von Mangoldt function and
IS(m) =
{
1 if S ∩ {m, 2m, 3m, . . . } 6= ∅,
0 otherwise.
Proof. We observe that for any positive integer l, the number log l can be written as log l =∑
pk|l log p, where the sum is taken over all the powers of primes. Thus, using that p
k| lcm{a :
a ∈ S} if and only if S ∩ {pk, 2pk, 3pk, . . . } 6= ∅, we get
log lcm{a : a ∈ S} =
∑
pk| lcm{a: a∈S}
log p =
∑
pk
(log p)IS(p
k) =
∑
m
Λ(m)IS(m).
Note that if S = {1, . . . , n} then ψ(S) = ∑m≤n Λ(m) is the classical Chebychev function
ψ(n).
Let us now define the random variable X = ψ(S) where S is a random set in B(n, δ). With
this notation in mind, we have that the expectation and variance are
E(X) =
∑
m≤n
Λ(m)E(IS(m))
V (X) =
∑
m,l≤n
Λ(m)Λ(l) (E(IS(m)IS(l))− E (IS(m))E (IS(l))) .
Chebyshev’s function for random sets in S(n, k)
Let us consider again the random variable X = ψ(S), but in the model S(n, k). From now
on Ek(X) and Vk(X) will denote the expected value and the variance of X in this probability
space. Clearly, for s = 1, 2 we have
Ek(Xs) =
1(
n
k
) ∑
|S|=k
ψs(S)
Vk(X) =
1(
n
k
) ∑
|S|=k
(ψ(S)− Ek(X))2
We first must study the problem in B(n, δ) and prove Theorem 17. In Section 3.2.1 we
estimate the expectation and variance to show that V(X) = o
(
E(X)2
)
in order to apply
Theorem 31. In section 3.2.2 we compare the model B(n, δ) with S(n, k) to conclude that
both models are asymptotically equivalent in this context when δ = k/n. Finally, Section 3.2.3
focuses on the case k constant.
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3.2.1 The lcm in B(n, δ)
First of all we give an explicit expression for the expected value of the random variable X =
ψ(S) where S is a random set in B(n, δ).
Proposition 3. For the random variable X = ψ(S) in B(n, δ) we have
E (X) = n
δ log(δ−1)
1− δ + δ
∑
r≥1
R
(n
r
)
(1− δ)r−1,
where R(x) = ψ(x)− x denotes the error term in the Prime Number Theorem.
Proof. The ambiguous case δ = 1 must be understood as the limit as δ → 1, which recovers
the equality ψ(n) = n + R(n). In the following we assume that δ < 1. By linearity of the
expectation, Lemma 10 clearly implies
E(X) =
∑
m≤n
Λ(m)E(IS(m)).
Since E(IS(m)) = P(S ∩ {m, 2m, . . . } 6= ∅) = 1 −
∏
r≤n/m P(rm 6∈ S) = 1 − (1 − δ)bn/mc, we
obtain
E(X) =
∑
m≤n
Λ(m)
(
1− (1− δ)bn/mc
)
. (3.10)
We observe that bn/mc = r whenever nr+1 < m ≤ nr , so we split the sum into intervals
Jr = (
n
r+1 ,
n
r ], obtaining
E (X) =
∑
r≥1
(1− (1− δ)r)
∑
m∈Jr
Λ(m)
=
∑
r≥1
(1− (1− δ)r)
(
ψ
(n
r
)
− ψ
( n
r + 1
))
= δ
∑
r≥1
ψ
(n
r
)
(1− δ)r−1
= δn
∑
r≥1
(1− δ)r−1
r
+ δ
∑
r≥1
R
(n
r
)
(1− δ)r−1.
= n
δ log(δ−1)
1− δ + δ
∑
r≥1
R
(n
r
)
(1− δ)r−1.
Corollary 10. If δ = δ(n) < 1 and δn→∞ then
E (X) = n
δ log(δ−1)
1− δ
(
1 +O
(
e−C
√
log(δn)
))
for some constant C > 0.
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Proof. We estimate the absolute value of the sum appearing in Proposition 3. For any positive
integer T and using that |R(y)| < 2y for all y > 0 we have∑
r≥1
|R (n/r) |(1− δ)r−1 =
∑
1≤r≤T
|R (n/r) |(1− δ)r−1 +
∑
r≥T+1
|R (n/r) |(1− δ)r−1
≤n
∑
1≤r≤T
|R (n/r) |
(n/r)
(1− δ)r−1
r
+ 2n
∑
r≥T+1
(1− δ)r−1
r
≤ n
(
max
x≥n/T
|R(x)|
x
) ∑
1≤r≤T
(1− δ)r−1
r
+ 2n
∑
r≥T+1
(1− δ)r−1
r
≤ n log(δ
−1)
(1− δ)
(
max
x≥n/T
|R(x)|
x
)
+
2n
T + 1
(1− δ)T
δ
Taking into account that (1− δ)T < e−δT and the known estimate
max
x>y
|R(x)|
x
 e−C1
√
log y
for the error term in the Prime Number Theorem, we have∑
r≥1
|R (n/r) |(1− δ)r−1  n log(δ
−1)
(1− δ) e
−C1
√
log(n/T ) + n
e−δT
δT
.
Thus we have proved that for any positive integer T we have
E(X) = n
δ log(δ−1)
1− δ
(
1 +O
(
e−C1
√
log(n/T )
)
+O
(
1− δ
log(δ−1)
e−δT
δT
))
.
We take T  δ−1√log(δn) to minimize the error term. To estimate the first error term we
observe that log(n/T ) log(δn/√log(δn)) log(δn), so for some constant C
e−C1
√
log(n/T )  e−C
√
log(δn).
To bound the second error term we simply observe that δT > 1 and that 1−δ
log(δ−1) ≤ 1 and we
get a similar upper bound.
We must now study the variance of the random variable X.
Proposition 4. For the random variable X = ψ(S) in B(n, δ) we have
V (X) δn log2 n.
Proof. By linearity of expectation we have that
V (X) = E
(
X2
)− E2 (X)
=
∑
m,l≤n
Λ(m)Λ(l) (E (IS(m)IS(l))− E (IS(m))E (IS(l))) .
We observe that if Λ(m)Λ(l) 6= 0 then l | m, m | l or (m, l) = 1. Let us now study the term
E(IS(m)IS(l)) in these cases.
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(i) If l | m then
E(IS(m)IS(l)) = 1− (1− δ)bn/mc.
(ii) If (l,m) = 1 then
E(IS(m)IS(l)) = 1− (1− δ)bn/mc − (1− δ)bn/lc + (1− δ)bn/mc+bn/lc−bn/mlc.
Both of these relations are subsumed in
E(IS(m)IS(l)) = 1− (1− δ)bn/mc − (1− δ)bn/lc + (1− δ)bn/mc+bn/lc−bn(m,l)/mlc.
Therefore, it follows from (3.10) that for each term in the sum we have
Λ(m)Λ(l) (E (IS(m)IS(l))− E (IS(m))E (IS(l)))
= Λ(m)Λ(l)(1− δ)bn/mc+bn/lc−bn(m,l)/mlc
(
1− (1− δ)bn(m,l)/mlc
)
.
Finally, by using the inequality 1− (1− x)r ≤ rx we have
Λ(m)Λ(l) (E (IS(m)IS(l))− E (IS(m))E (IS(l))) ≤ δnΛ(l)
l
Λ(m)
m
(m, l),
and therefore:
V (X) ≤ 2δn
∑
1≤l≤m≤n
Λ(l)
l
Λ(m)
m
(m, l).
We now split the sum according to l | m or (l,m) = 1 and estimate each one separately.
∑
1≤l≤m≤n
l|m
Λ(l)
l
Λ(m)
m
(m, l) ≤
∑
p≤n
∑
1≤j≤i
log p
pj
log p
pi
pj =
∑
p≤n
∑
1≤i
i log2 p
pi
 log2 n,
∑
1≤l≤m≤n
(l,m)=1
Λ(l)
l
Λ(m)
m
(m, l) ≤
 ∑
1≤l≤n
Λ(l)
l
 ∑
1≤m≤n
Λ(m)
m
 log2 n,
as we wanted to prove.
We finish the proof of Theorem 17 by observing that V (X) = o(E(X)2) when δn→∞, so
X ∼ E(X) asymptotically almost surely.
3.2.2 The lcm in S(n, k)
We are now ready to compare the model S(n, k) with the previous model and show that,
asymptotically, they are equivalent in this context.
Lemma 11. For s = 1, 2 and 1 ≤ j < k we have that
Ej(Xs) ≤ Ek(Xs) ≤ Ej(Xs) + (ks − js) logs n.
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Proof. In order to prove the lower bound it is enough to consider the case j = k − 1. Observe
that the function ψ is monotone with respect to inclusion, i.e. ψ (S ∪ {a}) ≥ ψ(S) for any
S, {a} ⊆ [n]. Using this we get∑
|A|=k−1
ψs(S) ≤ 1
n− k + 1
∑
a∈[n]\A
ψs(S ∪ {a}) = k
(n− k + 1)
∑
|A′|=k
ψs(S′).
Inequality then follows from
(
n
k−1
)
= k(n−k+1)
(
n
k
)
.
For the second inequality we observe that for any set S ∈ ([n]k ) and any partition into
two sets S = S′ ∪ S′′ with |S′| = j, |S′′| = k − j we have that ψ(S) ≤ ψ(S′) + ψ(S′′) ≤
ψ(S′) + (k − j) log n. Similarly,
ψ2(S) ≤ (ψ(S′) + (k − j) log n)2
= ψ2(S′) + 2ψ(S′)(k − j) log n+ (k − j)2 log2 n
≤ ψ2(S′) + 2j(k − j) log2 n+ (k − j)2 log2 n
= ψ2(S′) + (k2 − j2) log2 n.
Thus, for s = 1, 2 we have
ψs(S) ≤
(
k
j
)−1 ∑
S′⊂S
|S′|=j
(
ψs(S′) + (ks − js) logs n)
≤
(
k
j
)−1 ∑
S′⊂S
|S′|=j
ψs(S′) + (ks − js) logs n.
Then, ∑
|S|=k
ψs(S) ≤
(
k
j
)−1 ∑
|S|=k
∑
S′⊂S
|S′|=j
ψs(S′) +
(
n
k
)
(ks − js) logs n
=
(
k
j
)−1 ∑
|S′|=j
ψs(S′)
∑
S′⊂S
|S|=k
1 +
(
n
k
)
(ks − js) logs n
=
(
k
j
)−1(n− j
k − j
) ∑
|S′|=j
ψs(S′) +
(
n
k
)
(ks − js) logs n
=
(
n
k
)(
n
j
) ∑
|S′|=j
ψs(S′) +
(
n
k
)
(ks − js) logs n,
and the second inequality holds.
Proposition 5. For s = 1, 2 we have that
Ek(Xs) = E(Xs) +O(ks−1/2 logs n)
where E(Xs) denotes the expectation of Xs in B(n, k/n) and Ek(Xs) the expectation in S(n, k).
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Proof. Observe that for s = 1, 2 we have
E(Xs)− Ek(Xs) = −Ek(Xs) +
n∑
j=0
(
k
n
)j (
1− k
n
)n−j ∑
|S|=j
ψs(S)
= −Ek(Xs) +
n∑
j=0
(
k
n
)j (
1− k
n
)n−j (n
j
)
Ej(Xs)
=
n∑
j=0
(
k
n
)j (
1− k
n
)n−j (n
j
)
(Ej(Xs)− Ek(Xs)) ,
for s = 1, 2. Using Lemma 11 we get
|Ek(Xs)− E(Xs)| ≤ logs n
n∑
j=0
(
k
n
)j (
1− k
n
)n−j (n
j
)
|js − ks|. (3.11)
The sum in (3.11) for s = 1 is E(|Y −E(Y )|), where Y ∼ Bin(n, k/n) is the binomial distribution
of parameters n and k/n. Cauchy–Schwarz inequality for the expectation implies that this
quantity is bounded by the standard deviation of the binomial distribution.
n∑
j=0
(
k
n
)j (
1− k
n
)n−j (n
j
)
|j − k| ≤
√
n(k/n)(1− k/n) ≤
√
k, (3.12)
which proves Proposition 5 for s = 1.
To estimate the sum in (3.11) for s = 2, we split the expression in two terms: the sum
indexed by j ≤ 2k and the one with j > 2k. We use (3.12) to get∑
j≤2k
(
k
n
)j (
1− k
n
)n−j (n
j
)
|j2 − k2| ≤ 3k
n∑
j=0
(
k
n
)j (
1− k
n
)n−j (n
j
)
|j − k|
≤ 3k3/2.
On the other hand,∑
j>2k
(
k
n
)j (
1− k
n
)n−j (n
j
)
|j2 − k2|
≤
∑
l≥2
(l + 1)2k2
∑
lk<j≤(l+1)k
(
k
n
)j (
1− k
n
)n−j (n
j
)
≤
∑
l≥2
(l + 1)2k2 P(Y > lk)
where, once again, Y ∼ Bin(n, k/n). Chernoff’s inequality (see Lemma 27) implies that for
any  > 0 we have
P(Y > (1 + )k) ≤ e−2k/3.
Applying this inequality to P(Y > lk) we get∑
j>2k
(
k
n
)j (
1− k
n
)n−j (n
j
)
|j2 − k2|
≤
∑
l≥2
(l + 1)2k2e−(l−1)
2k/3  k2e−k/3  k3/2.
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The next corollary proves the first part of Theorem 16.
Corollary 11. If k = k(n) < n and k →∞ then
Ek(X) = k
log(n/k)
1− k/n
(
1 +O
(
e−C
√
log k
))
Proof. Proposition 5 for s = 1 and Corollary 10 imply that
Ek(X) = k
log(n/k)
1− k/n
(
1 +O
(
e−C
√
log k
)
+O
(
k−1/2 log n
1− k/n
log(n/k)
))
.
It is clear that
k−1/2 log n
1− k/n
log(n/k)
= O
(
k−1/2 log k
)
= o
(
e−C
√
log k
)
,
when k →∞, which concludes the proof.
To conclude the proof of Theorem 16 we combine Proposition 4 and Proposition 5 to
estimate the variance Vk(X) in S(n, k):
Vk(X) = Ek(X2)− E2k(X)
= V (X) +
(
Ek(X2)− E(X2)
)
+ (E(X)− Ek(X)) (E(X) + Ek(X))
 k log2 n+
(
k1/2 log n
)
(k log n)
 k3/2 log2 n.
The second assertion of Theorem 16 is a consequence of the estimate Vk(X) = o
(
E2k(X)
)
when
k →∞.
3.2.3 The case when k is constant
The case when k is constant and n → ∞ is not relevant for our original motivation but we
give a brief analysis for the sake of completeness. In this case Ferna´ndez and Ferna´ndez [42]
have proved that Ek(ψ(A)) = k log n+ Ck + o(1), where
Ck = −k +
k∑
j=2
(
k
j
)
(−1)j ζ
′(j)
ζ(j)
.
Actually, they consider the probabilistic model with k independent choices in {1, . . . , n}, but
when k is fixed it does not make big differences because the probability of a repetition between
the k choices is tiny.
It is easy to prove that with probability 1− o(1) we have that ψ(A) ∼ k log n. To see this
we observe that
a1 · · · ak
∏
i<j
(ai, aj)
−1 ≤ lcm(a1, . . . , ak) ≤ a1 · · · ak ≤ nk,
so
∑k
i=1 log ai −
∑
i<j log(ai, aj) ≤ ψ(A) ≤ k log n.
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Now, let us note that P(ai ≤ n/ log n for some i = 1, . . . , k) ≤ k/ log n and that P((ai, aj) ≥
log n) ≤ ∑d>logn P(d | ai, d | aj) ≤ ∑d>logn 1d2 < 1logn . These observations imply that with
probability at least 1− k+2(
k
2)
logn = 1− 2klogn we have that
k log n (1−O (log log n/ log n)) ≤ ψ(A) ≤ k log n.
The analysis in the model B(n, δ) when δn→ c can be done using again Proposition 3.
E (ψ(A)) = n
δ log(δ−1)
1− δ + δ
∑
r<n/ logn
R
(n
r
)
(1− δ)r−1 + δ
∑
n/ logn≤r≤n
R
(n
r
)
(1− δ)r−1
We use the estimate R(x) x/ log x in the first sum and the estimate R(x) x in the second
one. We have
E (ψ(A)) = c log n(1 + o(1))
+O
 c
log logn
∑
r< n
logn
(1− δ)r−1
r
+O
c ∑
n
logn
≤r≤n
(1− δ)r−1
r

= c log n+O
(
c log δ
log log n
)
+O (c log log n)
= c log n(1 + o(1)).
Of course in this model we cannot expect concentration around the expectation because for
example the probability that A is the empty set tends to a positive constant, P(A = ∅)→ e−c,
and then P(ψ(A) = 0)→ e−c.
3.3 The extremal case
In this chapter we have discussed about the quantity ψ(S) and calculate, by means of very
different approaches, its asymptotic for different sets of integers.
The underlying question we were trying to answer here is: how close are random sets,
arithmetically speaking, from structured ones? Of course this is a very vague statement, so I
dedicate this section to develop this idea and conclude it with the (partial) answer we are able
to give to it by means of the presented results.
In first place, since we want to compare asymptotics we should fix the range for the elements
of our sets: that is S ⊆ [n]. Corollary 9 shows that if we choose uniformly at random a subset
of [n] then, with probability tending to one as n grows, the least common multiple of this set
will be close to 2n, but at this point it is natural to compare sets with the same cardinality,
namely |S| = k+O(1) for k = k(n) a given function, since obviously sets with a greater number
of elements are more likely to have a higher arithmetical contribution to the lcm.
Observe that, if we focus on the sets S1 = {k2 + 1 : k = 1, 2, . . . } ∩ [n] and S2 = {k2 − 1 :
k = 1, 2, . . . } ∩ [n], Theorem 15 states that ψ(S1) = 12n1/2 log n+Bn1/2 +O
(
n1/2
(logn)θ
)
and we
know [20] that ψ(S2) ∼ n1/2 whereas both sets have cardinality n1/2 + O(1). On the other
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hand, by Theorem 16 we know that for most sets S in [n] of cardinality n1/2 + O(1) we have
ψ(S) = 12n
1/2 log n+ o(n1/2).
Although the asymptotics for ψ(S1) coincides to the one of a random set of the same size,
there are some differences in the second term. Therefore we can conclude that sets arising
from polynomials are not typical cases and their difference from the expected value depends
on the irreducibility of the polynomial.
Clearly, since we have no deterministic results for sets arising from irreducible polynomials
of degree d ≥ 3 we cannot compare it with the results from Section 3.2. Nevertheless, if we
assume Conjecture 1 to be true then, once again, we would have that irreducible polynomials
would be closer to behave like typical sets in this sense than reducible ones.
What we still do not know is how far from the expected value E(ψ(S)) the exceptional
cases could be. I will finish the discussion in this chapter by including some (partial) results
regarding the extremal cases in sets of prescribed size.
Proposition 6. Let k = k(n) be a function, with 0 < k(n) < n and limn→∞ k =∞, then
max
S⊆[n]
|S|=k
ψ(S) ∼ min{n, k log n}.
Proof. Let S ⊆ [n] and |S| = k. It is clear that
ψ(S) ≤
∑
a∈S
log a ≤ |S| log n ≤ k log n.
On the other hand, it is clear that we always have ψ(S) ≤ ψ(n) ∼ n.
For the lower bound we distinguish two separate cases:
- If k ≥
(
1− 1logn
)
pi(n), then we consider any set S of k elements containing the largest(
1− 1logn
)
pi(n) primes in [n] and get
ψ(S) ≥
∑
p∈S
log p ≥
(
1− 1
log n
)∑
p≤n
log p ≥ n(1 + o(1)).
- If k <
(
1− 1logn
)
pi(n), then we consider the set S of the k largest primes in [n] and get
(denoting the i-th prime by pi)
ψ(S) =
∑
p∈S
log p ≥ k log ppi(n)−k ≥ k log ppi(n)/ logn ≥ k log n(1 + o(1)).
Proposition 7. Let k = k(n) be a function with 0 < k(n) < n and limn→∞ k =∞, then
min
S⊆[n]
|S|=k
ψ(S) ≤ (log n)1+ 11−log k/ logn+o(1).
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Proof. Let Ψ(x;B) be the number of B-smooth numbers, i.e. none of their prime factors is
greater than B, less than or equal to x. Canfeld, Erdo˝s and Pomerance [12] proved that for
any  > 0 we have
Ψ(x;B) =
x
uu+o(u)
,
where u = log x/ logB and B ≤ (log x)1+. As a consequence of this result, we have
Ψ(x; logt x) = x1−1/t+o(1) (3.13)
for any positive t.
Let T be a real number satisfying Ψ(n; logT n) = k. By equation (3.13) it is clear that
T = 11−log k/ logn + o(1). For such T , consider the set S of log
T n-smooth integers ≤ n, namely
S = {m ≤ n : p|m⇐ p ≤ logT n }.
Thus
ψ(S) =
∑
p≤logT n
log pblog n/ log pc ≤
∑
p≤logT n
log n ≤ (log n)1+ 11−log k/ logn+o(1).
Chapter 4
Sum of digits of some sequences of
integers
For a positive integer b ≥ 2 let us denote by sb(m) the sum of the digits of the positive integer
m when written in base b. When m runs over a sequence with some combinatorial meaning it
is an interesting problem to understand how this quantity behaves with respect to a generic
base b, at least for most elements on the sequence. In particular, lower bounds for sb(an) have
been investigated before for specific examples of combinatorial sequences S = {an}∞n=1.
For example, it follows from a result of Stewart [93] (see also [68] for a slightly more general
result), that in the case of Fibonacci numbers the inequality
sb(Fn) > c1
log n
log log n
holds for all n ≥ 3 for some positive constant c1 := c1(b) depending on b. In [69] Luca proved
the following inequality for the factorial sequence:
sb(n!) > c2 log n
holds for all n ≥ 1, where c2 := c2(b) is some positive constant depending on b.
Another good example are the lower bounds obtained by Luca and Shparlinski [72] for
the sequences of Catalan numbers and middle binomial coefficients, that is Cn :=
1
n+1
(
2n
n
)
and
Dn :=
(
2n
n
)
respectively. They show that both inequalities
sb(Cn) > ε(n)
√
log n and sb(Dn) ≥ ε(n)
√
log n (4.1)
hold on a set of n of asymptotic density equal to 1, where ε(n) is any function tending to
zero when n tends to infinity. In [71] they also proved that there is some positive constant
c3 := c3(b) depending on b such that if we denote by
An :=
n∑
k=0
(
n
k
)2(n+ k
k
)2
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the nth Ape´ry number, then the inequality
sb(An) > c3
(
log n
log log n
)1/4
(4.2)
holds on a set of asymptotic density 1.
Some of the above results were superseded by the results from the recent paper of Knopf-
macher and Luca [63], where it is shown that if r := (r0, r1, . . . , rm) is a fixed vector of
non-negative integers integers with r0 > 0 and
Sn(r) :=
n∑
k=0
(
n
k
)r0(n+ k
k
)r1
· · ·
(
n+ km
k
)rm
for n = 0, 1, . . . ,
then for r 6= (1) there exists a positive constant c4 := c4(b, r) depending on both b and r such
that the inequality
sb (Sn(r)) > c4
log n
log log n
(4.3)
holds for almost all n. Note that inequality (4.3) improves (4.1) for the case of the middle
binomial coefficients since for r = (2) we have Sn(r) =
∑n
k=0
(
n
k
)2
=
(
2n
n
)
= Dn, as well as
inequality (4.2) for the case of the Ape´ry numbers An because An = Sn(r) for r = (2, 2).
Note that the case r = (1) coincides with Sn(r) = 2
n. In this case either b is a power
of 2 and sb(2
n) = O(1) or, when b is not a power of 2, it follows from a result of [93] that
sb (2
n) > c5 log n/ log logn holds for all sufficiently large positive integers n with some positive
constant c5 depending on b.
In [70], it is shown that if Pn is the partition function of n, which counts the number of
distinct ways of representing n as a sum of natural numbers, then the inequality
sb(Pn) >
log n
7 log log n
holds for almost all positive integers n.
The proofs of such results use a variety of methods from number theory, such as elementary
methods, sieve methods, linear forms in logarithms and the subspace theorem of Evertse–
Schlickewei–Schmidt [41].
The results discussed in this chapter are included in [25]. In such work we focused on
sequences {an}∞n=1 of positive integers with a certain growth, and show, independently of the
combinatorial properties of the sequence, that sb(an) > cb log n for almost every element in
the sequence, where cb is a positive number depending both on b as well as on the sequence
{an}∞n=1. In particular, we concentrate on sequences satisfying the asymptotic behavior
an = e
f(n)
(
1 +O
(
n−α
))
, α > 0,
where f(x) is a two times differentiable function satisfying f ′′(x)  1x for large x. Many
sequences arising in number theory and combinatorics fit into this scheme. The most basic
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one, the number of permutations of a set of n elements is clearly a sequence of this kind, since
from Stirling’s approximation formula we have
n! = en logn−n+logn+
1
2
log 2pi
(
1 +O
(
n−1
))
. (4.4)
The sequence an =
∏n
k=1(k
2 + 1) also has similar behavior: an = c6n!
2(1 +O(n−1)).
Other interesting sequences arising from combinatorics have more involved expressions, but
they also fit into these hypothesis (see [43] for further details). Examples of them are the Bell
numbers (that count the number of partitions of sets), involutions (that count the number
of permutations of n elements with either fixed points or cycles of length 2) and fragmented
permutations (namely, unordered collections of permutations; in other words, fragments are
obtained by breaking a permutation into pieces).
In graph enumeration, many important families also follow these asymptotic expressions:
the number of labelled trees (Cayley trees) with n vertices is equal to nn−1. More generally,
it is shown in [43] that families of labelled trees with degree constraints satisfy asymptotic
formulas of the form
cT n−3/2γnT · n!
(
1 +O(n−1)
)
= efT (n)
(
1 +O(n−1)
)
,
where the subindex T indicates the considered constraint and the function fT is given by
fT (n) = n log n− n− log n+ n log γT + log cT + 1
2
log 2pi.
Very recently, many authors have shown that several families of labelled graphs satisfies similar
formulas: Gime´nez and Noy [50] (see also [51]) proved that the number of labelled planar graphs
with n vertices follows an asymptotic formula of the form
c0n
−7/2γn · n! (1 +O (n−1)) ,
where γ ' 27.22687. More generally, as it is shown in [17] (see also [4]), the number of labelled
graphs which can be embedded in a surface of genus g satisfies a very similar formula (with
the same growth factor). See Table 4.1 for the asymptotics of these sequences.
Sequence Asymptotic
Permutations n!∏n
k=1(k
2 + 1) cn!2
(
1 +O(n−1)
)
Involutions 1
2
√
pi
n−1/2en/2−1/4n−n/2 · n! (1 +O (n−1/5))
Bell numbers e
er−1
rn
√
2pir(r+1)er
· n! (1 +O (e−r/5)) , rer = n+ 1
Fragmented permutations 1
2
√
pi
n−3/4e−1/2+2
√
n · n! (1 +O (n−3/4))
Cayley trees 1√
2pi
n−3/2en · n! (1 +O (n−1))
Labelled trees cT n−3/2γnT · n!
(
1 +O
(
n−1
))
Graphs on surfaces cgn
5(g−1)/2−1γn · n! (1 +O (n−1))
Table 4.1: Combinatorial families and their enumerative asymptotic behavior.
Our main result gives a lower bound for sb(an) for sequences of controlled growth described
before.
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Theorem 18. Let {an}∞n=1 be a sequence of positive integers with asymptotic behavior
an = e
f(n)
(
1 +O(n−α)
)
, with f ′′(x)  1
x
, (4.5)
for some α > 0. For any base b ≥ 2, the inequality
sb(an) >
β log n
10 log b
, β = min
{
α,
2
3
}
holds on a set of positive integers n of asymptotic density 1.
Proof of Theorem 18. Consider the following set of positive integers:
Nb(x) :=
{
n ∈ [x/2, x) : sb(an) < β log n
10 log b
}
,
where β ≤ α will be chosen later. We need to show that #Nb(x) = o(x) as x → ∞, since
afterwards the conclusion of Theorem 18 will follow by replacing x by x/2, then by x/4, and
so on, and summing up the resulting estimates.
For n ∈ Nb(x), we write
an = dk1b
k1 + dk2b
k2 + · · ·+ dksbks , (4.6)
where dk1 , . . . , dks ∈ {1, . . . , b − 1} and k1 > k2 > · · · > ks. Observe that for i = 1, . . . , s we
have
an = dk1b
k1 + · · ·+ dkibki (1 + Ei(n)) ,
where Ei(n) = 0, if i = s, and
Ei(n) =
dki+1b
ki+1 + · · ·+ dksbks
dk1b
k1 + · · ·+ dkibki
= O
(
bki+1−k1
)
,
if i < s. We choose k(n) to be the smallest ki such that b
ki−k1 > n−β.
From the definition of k(n), we immediately see that
an =
(
dk1b
k1 + · · ·+ dk(n)bk(n)
)(
1 +O
(
n−β
))
= bk(n)D(n)
(
1 +O
(
n−β
))
, (4.7)
where D(n) = dk1b
k1−k(n) + dk2bk2−k(n) + · · ·+ dk(n).
Let Db(x) be the subset of all possible values for D(n), n ∈ Nb(x). Let us find an upper
bound for the cardinality of this set. First observe that
D(n) < bk1−k(n)+1 ≤ b(β logn/ log b)+1.
The positive integers D := D(n) bounded by the right hand side of the above inequality have
at most K := b(β log x/ log b)+2c digits in base b. As n ∈ Nb(x), the number of nonzero digits
of D(n) is bounded by S := b(β log x/10 log b)c, and
#Db(x) ≤
S∑
i=0
(
K
i
)
(b− 1)i ≤ (S + 1)
(
K
S
)
(b− 1)S ≤ (S + 1)
(
(b− 1)eK
S
)S
≤
(
β log x
10 log b
+ 1
)
(10e(b− 1) + o(1)) β log x10 log b = xδ+o(1)
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as x→∞, where
δ :=
β log(10e(b− 1))
10 log b
.
It can be checked that δ < β/2 for all integers b ≥ 2. Thus, we get that
#Db(x) ≤ xδ+o(1) as x→∞. (4.8)
Combining the fact that an = e
f(n) (1 +O(n−α)) with relations (4.6) and (4.7) we have
ef(n) = bk(n)D(n)
(
1 +O
(
x−β
))
,
since n ∈ [x/2, x) and β ≤ α by hypothesis. Taking logarithms, we get that
f(n) = k(n) log b+ logD(n) +O
(
x−β
)
. (4.9)
We now write
Nb(x) =
⋃
D∈Db(x)
Nb,D(x),
where
Nb,D(x) := {n ∈ Nb(x) : D(n) = D}.
Observe that, with this notation, we have
#Nb(x) ≤ #Db(x) max
D∈Db
#N b,D(x),
and we must now bound the number of elements lying in each Nb,D(x).
For a fixed D ∈ Db(x) and y depending on x, to be chosen later, we take a look at the
elements n ∈ Nb,D(x). We say that n is separated if [n, n+ y]∩Nb,D(x) = {n}. It is clear that
there are at most x/2y + 1 elements on Nb,D(x) which are separated.
Let us now count the non-separated elements n ∈ Nb,D(x). For such an n, there exists
1 ≤ m ≤ y with n + m ∈ Nb,D(x). Taking the difference of the relations (4.9) in n, n + m ∈
Nb,D(x) we get
(k(n+m)− k(n)) log b = (f(n+m)− f(n)) +O(x−β)
= mf ′(ζ) +O(x−β),
where ζ ∈ [n, n + m] is some point whose existence is guaranteed by the Intermediate Value
Theorem. It follows from condition (4.5), which in particular implies f ′(x)  log x, that
k(n + m) 6= k(n) for large x (as x/2 < n < x) in the above estimate. Thus, non-separated
elements n in Nb,D(x) are characterized by their values k(n). Denoting by ‖x‖ the closest
integer to x, for a fixed m ≤ y, the differences
k(m+ n)− k(n) =
∥∥∥∥mf ′(ζ)log b
∥∥∥∥ (4.10)
take O(m) integer values, since for two elements n, n+ ` ∈ Nb,D(x) we have by condition (4.5)
m
log b
(
f ′(ζn+`)− f ′(ζn)
)  m`
x log b
= O(m).
100 CHAPTER 4. SUM OF DIGITS OF SOME SEQUENCES OF INTEGERS
For a fixed difference in (4.10), say M , we must be able to count the number elements n ∈
Nb,D(x) such that
k(n+m)− k(n) = M +O(n−β),
but it follows from the previous argument that
m
log b
(
f ′(ζn+`)− f ′(ζn)
)
= O(x−β)
for at most O(1 +x1−β/m) values of n. Thus, there are O(y2 +yx1−β) non-separated elements
in Nb,D(x), for an arbitrary D ∈ Db(x). Setting y := xβ/2, we observe that
#Nb,D(x) yx1−β + y2 + x
y
+ 1 x1−β/2 + xβ  x1−β/2,
whenever β ≤ 2/3. Thus, if we choose β := min{α, 2/3} it follows from estimate (4.8) that
#Nb(x) =
∑
D∈Db(x)
#Nb,D(x) ≤ x1−β/2#Db(x) < x1−β/2+δ+o(1) = o(x)
as x→∞, which is what we wanted to prove.
4.1 Bell numbers
It is a straightforward calculation to check that condition (4.5) holds for all the sequences in
Table 4.1, except for the Bell numbers which should be studied carefully. We denote by Bn
the nth Bell number. In this case, the asymptotic estimate for Bn is given in terms of an
implicit function r = r(n) so the analysis of this concrete case should be made in detail. More
concretely, we obtain the following corollary.
Corollary 12. Let Bn denote the nth Bell number. For any base b ≥ 2, the inequality
sb(Bn) >
log n
60 log b
holds on a set of positive integers n of asymptotic density 1.
Proof. The study of Bell numbers needs of a more detailed analysis. We start with the
following estimate for Bn (see formula (41) on page 562 in [43]).
Lemma 12. Let r := r(n), defined implicitly by
rer = n+ 1. (4.11)
Then
Bn =
n!ee
r−1
rn
√
2pir(r + 1)er
(
1 +O
(
e−r/5
))
. (4.12)
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The number r := r(n) given in (4.11) satisfies r = log n − log logn + o(1) as n → ∞,
therefore
e−r/5 =
(
log n
n
)1/5
(1 + o(1)) = O
(
n−1/6
)
as n→∞. (4.13)
Combining Stirling’s formula (4.4) with formula (4.13) we can rewrite (4.12) as
Bn = e
f(n)
(
1 +O
(
n−1/6
))
,
where
f(x) = x log x− x−
(
2x+ 1
2
)
log r +
1
2
log x+ er − r
2
− 1
2
log(r + 1)− 1,
and r := r(x) is defined for all real numbers x ≥ 1 by equation (4.11) (where n is replaced
by x). In particular, r(x) has a derivative for real x > 1. In fact, differentiating the relation
(4.11) (with x instead of n) with respect to the variable x, we have
r′er + rr′er = 1,
or equivalently
r′er =
1
r + 1
, (4.14)
and, since er = (x+ 1)/r,
r′ =
r
(x+ 1)(r + 1)
. (4.15)
We get the asymptotic behavior of the second derivative of f(x): observe that differentiating
we have
f ′(x) =
d
dx
(
x log x− x− 2x+ 1
2
log r +
1
2
log x+ er − r
2
− 1
2
log(r + 1)− 1
)
= log x− log r − (2x+ 1)r
′
2r
+
1
2x
+ r′er − r
′
2
− r
′
2(r + 1)
= log x− log r + 1
2x
− e−r
(
1
2(r + 1)2
+
1
r + 1
− 1
2r
)
,
since, using equations (4.14) and (4.15), we note that
r′er − r′
(
(2x+ 1)(r + 1) + r(r + 1) + r
2r(r + 1)
)
=
1
r + 1
− (2x+ 1)(r + 1) + r(r + 2)
2(r + 1)2(x+ 1)
= − r
2 + r − 1
2(x+ 1)(r + 1)2
= −e−r
(
1
2(r + 1)2
+
1
r + 1
− 1
2r
)
.
Differentiating the previous expression we obtain
d
dx
[
−e−r
(
1
2(r + 1)2
+
1
r + 1
− 1
2r
)]
=
= r′e−r
(
1
(r + 1)3
+
3
2(r + 1)2
+
1
r + 1
− 1
2r2
− 1
2r
)
=
r2
(x+ 1)3
(
1
2(r + 1)3
+
3
2(r + 1)2
+
1
r + 1
− 1
2r2
− 1
2r
)
= O(x−2),
102 CHAPTER 4. SUM OF DIGITS OF SOME SEQUENCES OF INTEGERS
therefore we can conclude that
f ′′(x) =
1
x
+
r′
r
+O(x−2) =
1
x
+
1
(x+ 1)(r + 1)
+O(x−2)  1
x
,
and we are under the assumptions of Theorem 18, and Corollary 12 holds.
Chapter 5
Additive bases for intervals
Let G be a commutative semigroup. For two given subsets A,B ⊂ G we define the function
rA+B(x) = |{(a, b) ∈ A×B : a+ b = x}|.
In the case A = B we denote by rA(x) = rA+A(x) the representation function of A. Analo-
gously, we define dA(x) = rA−A(x).
There are many problems related to different restrictions on the representation function of
a set or a sequence A, that have different solutions depending on the ambient conditions. As
we discussed on Chapter 1 the simple restriction rA(x) ≤ 2, that is Sidon sets, directly implies
that the set, if dense, is uniformly distributed in G when G is a finite group. Both Sidon sets
and additive bases (sets with rA(x) ≥ 1) are very interesting objects and have been intensively
studied in many different contexts.
In this chapter we will discuss some problems related to generalizations to these two basic
concepts. If g is a positive integer and G a commutative semigroup: we say that A is a g-Sidon
set if
rA(x) ≤ g for all x ∈ G
and we say that A is a g-basis if
rA(x) ≥ g for all x ∈ G.
If rA(x) ≥ g for every x ∈ I ⊂ G we say that A is a g-basis for I.
Given two positive real numbers 1 ≤ g1 ≤ g2, we say that A is a B[g1, g2] set if it is both
g1-basis and g2-Sidon, that is
g1 ≤ rA(x) ≤ g2 for all x ∈ G.
If such a set A exists we say that [g1, g2] is admissible for G. Clearly one could restrict to the
case where gi are integers, but this definition is more convenient and simplifies the notation in
the following sections.
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Deciding which pairs [g1, g2] are admissible can be a difficult problem depending on the
group or semigroup G we consider.
For example, if G = Z (or Zk), it is easy to show that [g1, g2] is admissible for all g1, g2 ∈ N,
such that 1 ≤ g1 < g2. The case g1 = g2 is not admissible since the parity of the representation
function must vary: those elements with a representation a + a must have an odd value and
the rest an even one.
However if G = N, the problem is different and much more difficult. In fact, this question
is far for being solved nor understood in this case.
Conjecture 2 (Erdo˝s-Tura´n). Given any positive integers 1 ≤ g1 < g2, it does not exist a
sequence of positive integers A such that
g1 ≤ rA(x) ≤ g2
for every large enough x.
It is clear that g1 = g2 is not possible because of the parity argument mentioned above.
Dirac [37] proved that rA(x) cannot take only two positive values. It was proved in [52] that
neither [1, 5] nor [1, 7] are admissible [9]. Sa´ndor proved in [90] that if g1 > g2− 2√g2 + 1 then
[g1, g2] is not admissible and, recently, Konstantoulas [64] showed that lim sup rA(x) ≥ 6 under
the weaker assumption that the set N \ (A+A) has lower density less than 1/10.
In the opposite direction there is an important result of Erdo˝s-Re´nyi [39] which was the
beginning of the probabilistic method applied to prove the existence of sequences with certain
additive properties.
Theorem 19 (Erdo˝s-Re´nyi). There exist positive constants 0 < c1 < c2 and an infinite
sequence of positive integers A with
c1 log x < rA(x) < c2 log x
for every large enough x.
This theorem gave an affirmative answer to a question of Sidon about the existence of
additive bases with rA(x) x. However, this result does not imply the Erdo˝s-Tura´n conjec-
ture. The presence of the logarithm function is typical in the probabilistic method. Roughly
speaking, the probabilistic method works because the random variables (such as rA(x)) are
concentrated around their expected values. In order to exploit that, it is needed that the
expected value is not too small. With the probabilistic method it is possible to prove that for
any  > 0 there exists a constant C > 0 and a sequence of positive integers A such that
C log x < rA(x) < C(1 + ) log x
for every large enough x. Erdo˝s conjectured that an asymptotic estimate of the form rA(x) ∼
C log x is not possible. This is an open problem.
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Nevertheless, when G is a cyclic group, the problem changes drastically and Erdo˝s-Tura´n
Conjecture is not longer true in this context. This result appears implicitly in a paper of Ruzsa
[88] devoted to prove that the Erdo˝s-Tura´n conjecture is not true in quadratic mean.
Nowadays it is known [19] that for every cyclic group Zm there is an additive basis A such
that rA(x) ≤ 288 for all x ∈ Zm. Before Ruzsa’s work, it was only known the existence of a
set A ⊂ Zm with c1 logm < rA(x) < c2 logm, an analogous to Erdo˝s -Re´nyi result for cyclic
groups. Again it is possible to take c2 = c1(1 + ) when c1 and m are large enough.
In Section 5.1 we show that if g1 and g2 are close enough, then for sufficiently large G the
pair is not admissible.
Theorem 21. If g2 < g1 + 2
√
g
1
+ 1 then [g1, g2] is not admissible for any finite group G if
|G| is large enough.
However, the true intention of this section is to construct sets with representation function
as close as possible to a constant value in cyclic groups. To do so, we first find a construction
for the group Zp × Zp and then project it to certain cyclic group, refining the ideas from [26].
Corollary 14. If g2 > g1 + 120g
4/5
1 then [g1, g2] is admissible for an infinite family of cyclic
groups Zmi with mi/mi+1 → 1.
Note that, in this case, it is of vital importance for our applications that the numbers g1, g2
do not depend on the size of the group. We would need such a special set to prove analogous
results to those obtained for g-Sidon sequences in [26] in the case of g-additive bases.
In [26], Cilleruelo, Ruzsa and Vinuesa applied the constructions of dense g-Sidon sets in
cyclic groups to study the largest cardinality of a g-Sidon set in an interval. More precisely,
define
βg(n) = max{|A| : A ⊂ {1, . . . , n}, A is g-Sidon}
and the quantities
βg = lim inf
n→∞
βg(n)√
gn
, βg = lim sup
n→∞
βg(n)√
gn
.
The main result in this article is that both limits coincide when g →∞:
lim
g→∞βg = limg→∞βg = σ,
where σ is an explicit constant (although its numerical value is difficult to calculate; see, for
example, [76]). More concretely σ = supg∈G ‖g‖1, where G is the family of non-negative real
functions g with supp(g) ⊆ [0, 1] such that (g∗g)(x) = ∫ 10 g(t)g(x− t)dt ≤ 1 for every x ∈ [0, 2].
This chapter is devoted to obtain analogous results for additive bases for intervals. If we
define
γg(n) = min{|A| : A is g-basis for {1, . . . , n}}
it is easy to prove that
√
2n ≤ γ1(n) ≤
√
4n but it is unknown if limn→∞
γ1(n)√
n
exists.
We also define the quantities
γg = lim inf
n→∞
γg(n)√
gn
, γg = lim sup
n→∞
γg(n)√
gn
.
The main result in this chapter is the following:
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Theorem 20.
lim
g→∞ γg = limg→∞ γg = γ
with
γ = inf
f∈F
‖f‖1
where F is the family of non-negative, integrable and bounded real functions f with supp(f) ⊆
[−14 , 14 ] such that (f ∗ f)(x) =
∫
f(t)f(x− t)dt ≥ 1 for every x ∈ [−1/2, 1/2].
With such result in mind, it is natural to wonder about the value of the constant γ and
the following bounds are easy to obtain.
Proposition 8. Let g be a positive integer. Then,
1 ≤ γg ≤ γg ≤
√
2(1 + o(1)).
Proof. The lower bound follows from the following observation: if A is a g-basis for [1, n]
|A|2 =
∑
x
rA(x) ≥
∑
x
g = gn.
For the upper bound, let us consider the set
A =
{
(1− g)m, . . . ,−m, 0,m . . . ,m
⌊√
ng
2
⌋}
∪
{
1, 2, . . . ,
⌊√
ng
2
⌋}
,
where m =
⌈√
2n/g
⌉
. Clearly, |A| = 2
⌊√
ng
2
⌋
+ g =
√
2ng(1 + o(1)).
Observe that, for any x ∈ {1, . . . , n} and any integer 1 ≤ i ≤ g/2 there exists a unique
representation of the form
x = x1 +mx2, (i− 1)m ≤ x1 ≤ im and x2 ∈
{
1− g, . . . ,−1, 0, 1, . . . ,
⌊√
ng
2
⌋}
,
which gives at least g representations for x, two for each i since every pair {x1, x2} gives arise
to two different representations.
It makes sense to modify the definition of γg(n) by imposing some extra conditions on the
support of A. For example, the classical problem assumes that A ⊂ [0, n− 1].
γ[n] = min{|A| : A ⊂ [0, n− 1], A is an additive basis for {1, . . . , n}}.
The current records are due to Gu¨ntu¨rk and Nathanson [53], for the upper bound, and Mrose
[80], for the lower bound, √
2.088n ≤ γ[n] ≤
√
3.5002n.
It is unknown if limn→∞
γ[n]√
n
exists.
Note that for any α > 1/2, fixed g and sufficiently large n, we can consider the quantity
γg(α, n) = min{|A| : A ⊆ [−αn/2, αn/2] ∩ Z, A is g-basis for [−n/2, n/2]},
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and its limit when α→∞ will be
γ˜g(n) = min{|A| : A ⊆ Z, A is g-basis for [−n/2, n/2]}.
Observe that γ˜g(n) 6= γg(n) but asymptotically they are comparable when correctly normalized,
that is, for every fixed g, limn→∞
γg(n)−γ˜g(n)√
n
= 0.
We can prove the analogous of the Theorem 20 for γg(α, n). That is, for any given real
number α > 1/2, we can define
γg(α) = lim inf
n→∞
γg(α, n)√
gn
, γg(α) = lim sup
n→∞
γg(α, n)√
gn
and γ(α) = inf
f∈Fα
‖f‖1
where Fα is the family of integrable nonnegative real bounded functions f with supp(f) ⊆
[−α/2, α/2] such that (f ∗ f)(x) = ∫ f(t)f(x− t)dt ≥ 1 for every x ∈ [−1/2, 1/2]. In order to
prove the Theorem 20, we prove:
Theorem 27. For every real number α > 1/2,
lim
g→∞ γg(α) = limg→∞ γg(α) = γ(α).
Note that γ(α) is a non increasing function of α and that γ = limα→∞ γ(α). We will obtain
the Theorem 20 taking the limit when α→∞.
5.1 Constructions in finite groups
In first place, let us analyse the range of admissibility for pairs on finite groups.
Theorem 21. If g2 < g1 + 2
√
g
1
+ 1 then [g1, g2] is not admissible for a finite group G if |G|
is large enough.
Proof. Suppose that A is a B[g1, g2] in G.
Let q = |G| and t = |A|2/q. Obviously g1 ≤ t ≤ g2. Using the well known formulas∑
x
rA(x) =
∑
x
dA(x) = |A|2 and
∑
x
r2A(x) =
∑
x
d2A(x)
we have for any y ∑
x
(rA(x)− y)2 =
∑
x
(rA(x)− t)2 + q(y − t)2
=
∑
x
(dA(x)− t)2 + q(y − t)2
≥ (√qt− t)2 + q(y − t)2,
since d(0) = |A|.
Now we take y = (g2 +g1)/2 and observe that |rA(x)−y| ≤ (g2−g1)/2 for all x ∈ G. Thus,
q
(
g2 − g1
2
)2
> qt+ q
(
g1 + g2
2
− t
)2
− 2t3/2√q
=⇒
(
g2 − g1
2
)2
> t+
(
g1 + g2
2
− t
)2
− 2g
3/2
2√
q
.
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Writing t = g1+g22 − s we have(
g2 − g1
2
)2
>
g2 − g1
2
+ g1 − s+ s2 − 2g
3/2
2√
q
=⇒
(
g2 − g1
2
− 1
2
)2
> g1 +
1
4
− s+ s2 − 2g
3/2
2√
q
≥ g1 − 2g
3/2
2√
q
.
Let  > 0 be the number such that g2 = g1 + 2
√
g1 + 1− . Then
(√
g1 − 
2
)2
> g1 − 2g
3/2
2√
q
,
which is not possible if q is large enough.
Corollary 13. If A+A = G and |G| is large enough then maxx rA(x) ≥ 6.
Proof. Put q = |G| and m = |A| and suppose for a contradiction that A is 5-Sidon, so m ≤√
5q. Since A + A = G there are not x ∈ G with rA(x) = 0. The number of x ∈ G with
rA(x) ∈ {1, 3, 5} is less than or equal to m, since these elements must have at least one
diagonal representation representation a+a with a ∈ A (non diagonal representations are even
due to the reflexivity of representation a+ a′ = a′ + a). Then∑
x
(dA(x)− 3)2 =
∑
x
(rA(x)− 3)2 = q +O(m) = q +O(√q).
The contribution of the term x = 0 to the left hand sum is (m − 3)2, since dA(0) = m. Let
r2 denote the number of elements of G with rA(x) = 2, the number of elements of G with
rA(x) = 4 is q − r2 +O(m). Since
∑
x rA(x) = m
2, we have
(m− 3)2 = m2 +O(m) = 2r2 + 4(q − r2) +O(m) = 4q − 2r2 +O(√q).
Finally,∑
x 6=0
(dA(x)− 3)2 = q − 4q + 2r2 +O(√q) = 2r2 − 3q +O(√q) < −q +O(√q).
This sum of squares is < 0 if q is large enough, a contradiction.
The next two theorems follow closely the lines of theorems 3.1 and 4.1 in [26] (inspired by
some ideas in [88]). The main difference is that now we are not only interested in an upper
bound for the number of representations of the elements of Zp×Zp but also in a lower bound.
We analyze carefully the number of representations of (0, 0) ∈ Zp × Zp, correcting a slight
mistake in the original proof of Theorem 3.1 in [26]: if the parabolas Au and A−u were in
our set A (see notation at the beginning of the proof of the next theorem), they would give
p representations of (0, 0) and this case must be avoided. We also introduce a random set R
together with −R (the set with the opposites of the elements in R) in order to have enough
representations of (0, 0).
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Theorem 22. If g2 > g1 + 30g
3/4
1 , then [g1, g2] is admissible for Zp × Zp for every prime
p ≥ p0(g1).
Proof. For every positive integer k and sufficiently large p depending on k, we will give an
explicit construction of a set A with k2 − 2k3/2 − 2k ≤ rA(a) ≤ k2 + 2k3/2 + 24 for every
a ∈ Zp × Zp.
For each nonzero element u ∈ Zp, we consider the parabola
Au =
{(
x, x
2
u
)
: x ∈ Zp
}
⊆ Zp × Zp.
Our set A will be the union S ∪ R ∪ −R, where S = At+1 ∪ · · · ∪ At+k is the union of k
parabolas, for a suitable t, and R is a random subset of Zp × Zp with bk2/2c elements.
Given a = (a, b) ∈ Zp × Zp and u, v ∈ Zp \ {0}, we define the representation function
ru,v(a) = |{(u, v) ∈ Au ×Av : u + v = a}|,
or, equivalently, the number of solutions (x, y) ∈ Zp × Zp to the system of equations{
x+ y ≡ a (mod p),
x2
u +
y2
v ≡ b (mod p).
(5.1)
We need good estimates for this function in order to select a proper set of parabolas. The next
Lemma gives us an important property and was included in [26].
Lemma 13. Let u, v, u′, v′ ∈ Zp \{0} such that u+v ≡ u′+v′ and u 6≡ −v. If
(
uvu′v′
p
)
= −1,
where
(
·
p
)
denotes the Legendre symbol, then
ru,v(a) + ru′,v′(a) = 2
for every a ∈ Zp × Zp.
Proof. For a fixed a = (a, b) ∈ Zp × Zp. If a ≡ x + y and b = x2u + y
2
v , with uv 6≡ 0, then
(u + v)x2 − 2aux + u(a2 − bv) ≡ 0. Since u 6≡ −v the number of solutions of this equation is
ru,v(a) = 1 +
(
∆
p
)
, where ∆ ≡ 4uv((u+ v)b− a2).
Then it is sufficient to show that
(
∆
p
)
+
(
∆′
p
)
= 0. This is obviously true if (u+v)b−a2 ≡ 0,
since u+ v ≡ u′ + v′. If not, ∆∆′ ≡ 16uvu′v′((u+ v)b− a2)2 and(
∆
p
)(
∆′
p
)
=
(
uvu′v′
p
)(
((u+v)b−a2)2
p
)
= −
(
((u+v)b−a2)2
p
)
= −1,
which completes the proof of the Lemma.
Now we write
S =
t+k⋃
u=t+1
Au,
and we will find a suitable t such that S will be good for our purposes. It is clear that
|S| = k(p − 1) + 1, since every parabola contains exactly p points and the origin is the only
element they share.
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We observe that in the case u ≡ −v we deal with the linear equation 2aux− u(a2 − bv) ≡
0, which would give p solutions to (5.1), if (a, b) = (0, 0). Therefore we must exclude this
possibility in our set S to avoid many representations of (0, 0). We will impose t 6∈ [(p+ 1)/2−
k, (p− 3)/2] to avoid it.
Finally, we look at the number of representations rS(a) for all nonzero elements a ∈ Zp×Zp.
We can estimate the representation function of S as
t+k∑
u,v=t+1
ru,v(a)− 2k ≤ rS(a) ≤
t+k∑
u,v=t+1
ru,v(a), (5.2)
depending on whether or not a ∈ Au for some u, for every a 6= (0, 0). Note that if a ∈ Au for
some u, provided that the element (0, 0) lies on every parabola, we would be overcounting 2k
representations in this case.
Let us parametrize the variables on the sum as follows: u = t+i, v = t+j with 1 ≤ i, j ≤ k.
Clearly, for every pair u, v we have i+ j = k + 1 + l for some |l| ≤ k − 1.
For a fixed l, there are exactly k− |l| pairs (i, j) (resp. (u, v)). Those pairs can be divided
into two sets depending on the quadratic residue of uv modulo p. Say that n+ of them have(
uv
p
)
= 1 and n− of them have
(
uv
p
)
= −1. Clearly n+ + n− = k − |l|, and
n+ − n− =
∑(
uv
p
)
.
This means that one can combine min{n+, n−} pairs (u, v, u′, v′) with
(
uvu′v′
p
)
= −1.
Therefore, by means of Lemma 13, we have that
2 min{n+, n−} ≤
∑
i+j=k+1+l
ru,v(a) ≤ 2 max{n+, n−}
since for every pair (u, v) and every a 6= (0, 0) we trivially have 0 ≤ ru,v(a) ≤ 2, and
2 min{n+, n−}+ 2 (max{n+, n−} −min{n+, n−}) = 2 max{n+, n−}.
Or, equivalently,
k − |l| −
∣∣∣∑(uvp )∣∣∣ ≤ ∑
i+j=k+1+l
ru,v(a) ≤ k − |l|+
∣∣∣∑(uvp )∣∣∣ . (5.3)
Summing up over all possible values of l in (5.3) and taking into account the bounds in (5.2)
we have, for every fixed t,
k2 − S(t)− 2k ≤ rS(a) ≤ k2 + S(t), (5.4)
where
S(t) =
∑
|l|≤k−1
∣∣∣∣∣∣
∑
i+j=k+1+l
(
(t+i)(t+j)
p
)∣∣∣∣∣∣ .
We will now show that there exists at least one t /∈ [p− k, p− 1]∪ [(p− 1)/2− k, (p− 3)/2],
for which S(t) is small. Recall that t /∈ [p − k, p − 1] prevents us from choosing u ≡ 0 and
t /∈ [(p− 1)/2− k, (p− 3)/2] avoids the case u+ v ≡ 0.
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We will first show that this quantity is small on average. Applying the Cauchy-Schwarz
inequality we obtain
p−1∑
t=0
S(t) =
∑
t,l
∣∣∣∣∣∣
∑
i+j=k+1+l
(
(t+i)(t+j)
p
)∣∣∣∣∣∣
≤
√√√√√2kp∑
t,l
 ∑
i+j=k+1+l
(
(t+i)(t+j)
p
)2
=
√
2kp
∑
i+j=i′+j′
∑
t
(
(t+i)(t+j)(t+i′)(t+j′)
p
)
.
Weil’s Theorem assures that ∣∣∣∣∣
p−1∑
t=0
(
(t+i)(t+j)(t+i′)(t+j′)
p
)∣∣∣∣∣ ≤ 4√p,
whenever the numerator, as a polynomial of t, is a square. This case corresponds to the case
when i, j, i′, j′ form two equal pairs, which happens exactly k(2k − 1) times. In this case the
sum is either p or −p.
Combining these estimates we have
p−1∑
t=0
S(t) ≤
√
2p2k2(2k − 1) + 8p3/2k4,
since there are less than k3 possible quadruples i, j, i′, j′. In particular, this implies that there
exists a value of t /∈ [p− k, p− 1] ∪ [(p− 1)/2− k, (p− 3)/2] such that
S(t) ≤
√
2p2k2(2k − 1) + 8p3/2k4
p− 2k < 2k
3/2 (5.5)
for sufficiently large p.
Since we excluded the possibility u ≡ −v, then (0, 0) + (0, 0) is the only representation of
(0, 0) as a sum of two elements of S; i.e. rS((0, 0)) = 1. That is why we include a set R chosen
at random from all the subsets of Zp×Zp with bk2/2c elements and the set with the opposites
or its elements, −R, to obtain at least 2bk2/2c − 1 (and at most 2bk2/2c) representations of
(0, 0) as a sum of two elements of R ∪ −R (observe that one of them could be (0, 0) + (0, 0)
since R is random and can share elements with S). Then
2bk2/2c − 1 ≤ rS((0, 0)) + rR−R((0, 0)) + r−R+R((0, 0)) ≤ 2bk2/2c+ 1. (5.6)
Now, we have to check that, for an appropriate choice of R, the addition of R and −R does
not add many representations of any nonzero element.
First we study rS+R(a) for every a. The probability that a random element of Zp × Zp is
in S (or in any set with the same number of elements) is the quotient |S||Zp×Zp| =
kp−k+1
p2
, so the
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probability that, for a fixed a ∈ Zp × Zp, one element of R is in a − S is exactly that. Then,
the probability that, for a fixed a, there are three elements of R in a− S is
≤
(bk2/2c
3
)(
kp− k + 1
p2
)3
≤
(
k2/2
3
)(
k
p
)3
≤ k
9
p3
.
This means that the probability that rS+R(a) is greater than or equal to 3 for some a is ≤ k9p .
The same applies to rS−R(a) so, if p > k9/0.1, we have
P ((rS+R(a) ≥ 3 ∪ rS−R(a) ≥ 3) for some a ∈ Zp × Zp) ≤ 0.1 + 0.1 = 0.2.
Now we study rR+R(a). Given any a ∈ Zp×Zp, we can make p2 pairs of elements of Zp×Zp
adding up to a that we can split into one pair (a/2, a/2) and p
2−1
2 couples of pairs (n, a− n),
(a− n, n). For a fixed a ∈ Zp × Zp, the probability that rR+R(a) ≥ 4 is
≤
( p2−1
2
2
)( p2−4
b k2
2
c−4
)
( p2
b k2
2
c
) = bk
2
2 c
(
bk22 c − 1
)(
bk22 c − 2
)(
bk22 c − 3
)
8p2(p2 − 2) ≤
k8
p2(p2 − 2) .
Then the probability that rR+R(a) is greater than or equal to 4 for some a is ≤ k8p2−2 . The
same applies to r−R−R(a) so, if p >
√
k8 + 0.2, we have
P ((rR+R(a) ≥ 4 ∪ r−R−R(a) ≥ 4) for some a ∈ Zp × Zp) ≤ 0.1 + 0.1 = 0.2.
Finally we study rR−R(a). Given any a ∈ Zp ×Zp, we can make p2 pairs with difference a.
For any a 6= (0, 0), the two elements each one of the p2 pairs, (n, n−a), are different (and every
element of Zp × Zp appears in exactly two of the pairs). Now, for a fixed nonzero a ∈ Zp × Zp
and for p 6= 3 it cannot happen that e− f = a, g− e = a and f− g = a at the same time, and
so the probability that rR−R(a) ≥ 2 is
≤
p2(p2 − 3)( p2−4b k2
2
c−4
)
+ 2p2
( p2−3
b k2
2
c−3
)
( p2
b k2
2
c
) ≤ k6(k2 + 1)(p2 − 1)(p2 − 2) .
Then the probability that rR−R(a) is greater than or equal to 2 for some nonzero a is ≤
p2k6(k2+1)
(p2−1)(p2−2) and, again, for sufficiently large p depending on k, we have
P (rR−R(a) ≥ 2 for some nonzero a ∈ Zp × Zp) ≤ 0.1.
Since, for every a ∈ Zp × Zp, rS+R(a) = rR+S(a) and rR−R(a) = r−R+R(a) then
P (rS∪R∪−R(a)− rS(a) ≥ 24 for some nonzero a ∈ Zp × Zp) ≤ 0.2 + 0.2 + 0.1 = 0.5,
where the number 24 comes from 6 (from S +R and R+ S) plus 6 (from S −R and −R+ S)
plus 4 (from R + R) plus 4 (from −R − R) plus 4 (from R − R and −R + R). Since this has
positive probability it means that there is a choice of R for which it is satisfied.
Combining this with (5.4) and (5.5) we can deduce that there exists choices of t and R
such that, if A = S ∪R ∪ −R,
k2 − 2k3/2 − 2k ≤ rA(a) ≤ k2 + 2k3/2 + 24 (5.7)
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for every a ∈ Zp × Zp (including (0, 0) because of (5.6)).
Given g1, we choose k such that (k − 1)2 − 2(k − 1)3/2 − 2(k − 1) ≤ g1 ≤ k2 − 2k3/2 − 2k.
Observe that since g1 ≥ 1, then k ≥ 9 and
g1 ≥ k2 − 2(k − 1)3/2 − 2k + 3 ≥ k2 − 4k3/2,
since 4k ≤ 2k3/2. It is also true that,
g3/4 ≥
(
k2 − 4k3/2
)3/4
= k3/2
(
1− 4
k1/2
)3/4
≥ k3/22−3/4.
Since we now know how to construct a B[k2 − 2k3/2 − 2k, k2 + 2k3/2 + 24] set in Zp × Zp (see
(5.7)) it will be enough if g2 ≥ k2 + 2k3/2 + 24. Observe that it follows from the previous
estimates for g1 that
g2 > g1 + 30g
3/4
1 ≥ k2 + (30 · 2−3/4 − 4)k3/2 ≥ k2 + 3k3/2 ≥ k2 + 2k3/2 + 24.
This proves that [g1, g2] is admissible in the proposed range.
5.1.1 Good constructions in cyclic groups
Theorem 23. If [g1, g2] is admissible for Zp × Zp then [g1(s− 1), g2(s+ 1)] is admissible for
Zp2s for every positive integer s.
Proof. Let A ⊂ Zp × Zp be a B[g1, g2] set with m elements. We will construct a set A′ ⊆ Zp2s
with ms elements satisfying
g1(s− 1) ≤ rA′(t) ≤ g2(s+ 1),
for every t ∈ Zp2s.
For a given element (a, b) ∈ A, we represent it by the corresponding residues in [0, p − 1].
The set A′ contains all the elements of the form
a+ cp+ bps
with c ∈ [0, s− 1] and a, b ∈ [0, p− 1] where (a, b) ∈ A.
Since a + cp + bps is different for each three possible values of a ∈ [0, p − 1], b ∈ [0, p − 1]
and c ∈ [0, s− 1], and since 0 ≤ a+ cp+ bps ≤ p− 1 + (s− 1)p+ (p− 1)ps = p2s− 1, it is clear
that |A′| = ms. It is also clear that every element of Zp2s can be written (in a unique way) as
x+ yp+ zps for some x, z ∈ [0, p− 1] and y ∈ [0, s− 1].
Given x+yp+zps ∈ Zp2s we want to bound rA′(x+ys+zps), its number of representations
as sum of two elements of A′:
x+ yp+ zps ≡ a1 + c1p+ b1ps+ a2 + c2p+ b2ps (mod p2s). (5.8)
In other words, we want to count the number of pairs (a1, c1, b1), (a2, c2, b2) satisfying
equation (5.8) such that (a1, b1) and (a2, b2) are in A and c1, c2 ∈ [0, s− 1].
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We consider equation (5.8) modulo p:
x ≡ a1 + a2 (mod p),
and, since 0 ≤ a1 + a2 ≤ 2p − 2, this implies that x + αp = a1 + a2, where α is either 0 or 1.
Informally, α says ‘if we carry one or not when adding up a1 and a2’.
We substitute this into (5.8) and substract a1 + a2 from both sides:
yp+ zps ≡ αp+ c1p+ b1ps+ c2p+ b2ps (mod p2s),
or, equivalently,
y + zs ≡ α+ c1 + c2 + (b1 + b2)s (mod ps). (5.9)
Again, considering equation (5.9) modulo s, we have:
y ≡ α+ c1 + c2 (mod s),
and, since 0 ≤ α+ c1 + c2 ≤ 2s− 1, this implies that y + βs = α+ c1 + c2, where β is either 0
or 1. Informally, β says ‘if we carry one or not when adding up c1, c2 and α’.
We substitute this into (5.9) and substract α+ c1 + c2 from both sides:
zs ≡ βs+ b1s+ b2s (mod ps),
or, equivalently,
z ≡ β + b1 + b2 (mod p).
Given x, y and z, we look for representations in Zp × Zp of
(x, z) = (a1, b1) + (a2, b2) (5.10)
and
(x, z − 1) = (a1, b1) + (a2, b2) (5.11)
with (a1, b1) and (a2, b2) in A. Equation (5.10) corresponds to the representations with β = 0
and equation (5.11) corresponds to the representations with β = 1.
If we call the number of solutions of (5.10) and (5.11) rA((x, z)) and rA((x, z − 1)) respec-
tively, we know that
g1 ≤ rA((x, z)) ≤ g2 and g1 ≤ rA((x, z − 1)) ≤ g2.
Now we have to look at the possible values of c1 and c2 for each one of these solutions.
If we have (a1, b1) and (a2, b2) coming from (5.10) then we want
c1 + c2 = y − α.
There are y − α + 1 representations of this number with c1 and c2 in [0, s − 1]: c1 = 0 and
c2 = y − α, c1 = 1 and c2 = y − α− 1, . . ., c1 = y − α and c2 = 0.
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The value of α depends on a1 and a2 but is either 0 or 1, so the number of representations
of x+ yp+ zps as a sum of two elements of A′ with (a1, b1) and (a2, b2) coming from (5.10) is
between yg1 and (y + 1)g2.
If we have (a1, b1) and (a2, b2) coming from (5.11) then we want
c1 + c2 = y + s− α.
There are s+α−1−y representations of this number with c1 and c2 in [0, s−1]: c1 = y+1−α
and c2 = s − 1, c1 = y + 2 − α and c2 = s − 2, . . ., c1 = y + (s + α − 1 − y) − α = s − 1 and
c2 = s− (s+ α− 1− y) = y + 1− α.
Thus, the number of representations of x + yp + zps as a sum of two elements of A′ with
(a1, b1) and (a2, b2) coming from (5.11) is between (s− 1− y)g1 and (s− y)g2.
Observe that the number of representations rA′(x+ yp+ zps) is obtained after combining
those arising from equations (5.10) and (5.11), that we have already estimated. Adding these
results, we have that for given x, y and z, the number of representations of x+ yp+ zps as a
sum of two elements of A′ is
(s− 1)g1 ≤ rA′(x+ yp+ zps) ≤ (s+ 1)g2.
Putting together our work, we easily obtain then following corollary.
Corollary 14. If g2 > g1 + 120g
4/5
1 then [g1, g2] is admissible for an infinite family of cyclic
groups Zmi with mi/mi+1 → 1.
Proof. Given 1 ≤ g1 ≤ g2 we write g1 = h1(s − 1) and g2 = h2(s + 1). Observe that by
Theorem 22 it suffices to show that if g2−g1 ≥ 120g4/51 , then h2−h1 ≥ 30h3/41 for some integer
s.
Choose s = dg1/51 e+ 1, which implies that g4/51 /2 ≤ h1 ≤ g4/51 . Then,
h2 − h1 > g2 − g1 + 2h1
s+ 1
≥ g2 − g1 + g
4/5
4g1/5
≥ 121
4
g3/5 ≥ 30h3/41 .
It follows from Theorem 22 that, for every sufficiently large prime p, [h1, h2] is admissible
for Zp×Zp. We now deduce from Theorem 23 that [h1(s−1), h2(s+1)] = [g1, g2] is admissible
for the cyclic group Zp2s for every sufficiently large prime p.
We write another corollary, based on the proofs of Theorems 22 and 23, in a more convenient
way for our purposes in Section 5.3.1.
Corollary 15. For every positive integers k and s and for every prime p ≥ p0(k), there is a
set A ⊆ Zp2s with |A| =
(
kp− k + 1 + 2bk22 c
)
s and
rA+A(a) ∈ [(k2 − 2k3/2 − 2k)(s− 1), (k2 + 2k3/2 + 24)(s+ 1)]
for every a ∈ Zp2s.
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5.2 Obtaining a function from a set
Theorem 24. For every real number α > 1/2 and for every positive integer g,
lim inf
n→∞
γg(α, n)√
gn
≥ γ(α).
Proof. For every  > 0, for fixed α > 1/2 and given integers g and n ≥ n0 = max{4(α+g)2α−1 , 16g−2},
let A ⊆ [−α(n− 2)/2, α(n− 2)/2] be a g-basis for [−n/2 + 1, n/2− 1]. By adding at most 4g
elements to it we can easily obtain a g-basis for [−n/2− 1, n/2 + 1], namely A′, also supported
in [−α(n − 2)/2, α(n − 2)/2] (here we have used the condition n ≥ 4(α+g)2α−1 since this implies
bα(n−2)2 c − (g − 1) ≥ (n2 + 1)/2).
Let us define the following step function f
f(x) =
√
n
g
if x ∈
[
i
n
− 1
2n
,
i
n
+
1
2n
]
and i ∈ A′
and f(x) = 0 in other case. Observe that
supp(f) ⊆
[
−α
2
,
α
2
]
.
The convolution f ∗ f is a continuous piecewise linear function which, in particular, inter-
polates linearly the values
(f ∗ f)
(
i
n
)
=
rA′(i)
g
for integers i ∈ [−n/2− 1, n/2 + 1],
and so
f ∗ f(x) ≥ 1 for every x ∈ [−1/2, 1/2] .
So f ∈ Fα (see definition at the end of the previous section) and, since n ≥ 16g−2,∫
f(x)dx =
|A′|√
gn
≤ |A|+ 4g√
gn
≤ |A|√
gn
+ ,
which completes the proof.
If α ≥ 1 then 4(α+g)2α−1 ≤ 4(g + 1) and then n0 depends only on g and  and not on α.
In particular:
Corollary 16. For every real number α > 1/2,
lim inf
g→∞ lim infn→∞
γg(α, n)√
gn
≥ γ(α).
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5.3 Obtaining a set from a function
In this section we use the Probabilistic Method to obtain a set whose representation function
approximates the autoconvolution of a given function. There exist previous results in this line
(see, for example [40]). Here we obtain a more appropriate result for our purposes.
Theorem 25. Let δ = δ(n) be a positive function of n satisfying δ(n)→ 0 and nδ(n)/ log n→
∞ when n→∞. Let f be a positive, integrable and bounded function supported on a symmetric
interval I = [−a, a]. For any  > 0 and n > n(, f) there exists a set of integers A ⊆ [−an, an]
such that∣∣∣∣rA(m)nδ − (f ∗ f)(m/n)
∣∣∣∣ ≤  for every integer m ∈ [−2an+ δn/2, 2an− δn/2]
and ∣∣∣∣ |A|nδ1/2 −
∫
f(x)dx
∣∣∣∣ ≤ ∫ f(x)dx.
Proof. We follow here, as done in [26], the idea of Schinzel and Schmidt in [91] of taking the
integral of f in overlapping intervals to obtain a discrete version of it and then we use these
values as probabilities to construct a random set A.
For each integer i ∈ [−an, an] define Ii =
{
x ∈ R : ∣∣ in − x∣∣ ≤ δ2} and let Ii(x) be the
characteristic function of Ii. Define Ii with i 6∈ [−an, an] ∩ Z (either because i < −an, i > an
or i 6∈ Z) as Ii = ∅ and Ii(x) ≡ 0. We observe that, at least for sufficiently large n, the intervals
Ii overlap (since δ  log n/n by assumption) and some of them are not included in [−a, a].
Let us consider the probabilistic space where the events i ∈ A are independent and P(i ∈
A) = δ−1/2
∫
Ii
f(x)dx. Observe that, for sufficiently large n, this quantity is less than 1 for
every i.
For every integer m ∈ [−2an, 2an], denote rA+ˆA(m) = |{(b, b′) : b, b′ ∈ A, b 6= b′, b+ b′ =
m}|. We have removed the possible representation b + b = m for technical reasons (it is
convenient for the calculations that the events b ∈ A and m− b ∈ A are independent).
We can write
rA+ˆA(m) = X(m) =
∑
i 6=m/2
Xi(m),
where, for every integer i ∈ [an, an], Xi(m) is defined as the boolean random variable
Xi(m) =
{
1 if i,m− i ∈ A,
0 otherwise.
We have that for i 6= m/2
E(Xi(m)) = P(i ∈ A)P(m− i ∈ A)
=
1
δ
∫
Ii
f(x)dx
∫
Im−i
f(y)dy
=
1
δ
∫∫
f(x)f(y)Ii(x)Im−i(y)dxdy.
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Observe that this includes, for example, the case when i or m− i are not in [−an, an] ∩ Z; in
that case one of the indicator functions Ii or Im−i is 0 and so are Xi(m) and its expectation.
With this observation in mind, we have
E(X(m)) =
∑
i 6=m/2
E(Xi(m))
= 2δ−1
∑
i<m/2
∫
Ii
f(x)dx
∫
Im−i
f(y)dy
=
1
δ
∫∫
f(x)f(y)
∑
i 6=m/2
Ii(x)Im−i(y)dxdy
=
1
δ
∫∫
f(x)f
(
m
n − x+ z
) ∑
i 6=m/2
Ii(x)Im−i
(
m
n − x+ z
)
dxdz
=
1
δ
∫∫
f(x)f
(
m
n − x
) ∑
i 6=m/2
Ii(x)Im−i
(
m
n − x+ z
)
dxdz
+
1
δ
∫∫
f(x)
(
f
(
m
n − x+ z
)− f (mn − x)) ∑
i 6=m/2
Ii(x)Im−i
(
m
n − x+ z
)
dxdz.
Recall that, as long as m− i ∈ [−an, an], we have Ii(x)Im−i(mn − x+ z) = Ii(x)Ii(x− z), since∣∣m−i
n −
(
m
n − x+ z
)∣∣ = ∣∣ in − (x− z)∣∣ .
If not, it follows that Im−i ≡ 0 while Ii may not. Therefore
E(X(m)) =
1
δ
∫∫
f(x)f
(
m
n − x+ z
) m+n/2∑
i=m−n/2
Ii(x)Ii (x− z) dxdz +O(1)
=
1
δ
∫∫
f(x)f
(
m
n − x
) m+an∑
i=m−an
Ii(x)Ii (x− z) dxdz +O(1)
+
1
δ
∫∫
f(x)
(
f
(
m
n − x+ z
)− f (mn − x)) m+an∑
i=m−an
Ii(x)Ii (x− z) dxdz
δ−1
∫∫
f(x)f
(m
n
− x
) min{m−1,n}∑
i=max{1,m−n}
Ii(x)Ii (x− z) dxdz
+ δ−1
∫∫
f(x)
(
f
(m
n
− x+ z
)
− f
(m
n
− x
))
·
min{m−1,n}∑
i=max{1,m−n}
Ii(x)Ii (x− z) dxdz +O(1)
= J1 + J2 +O(1),
where the O(1) term comes from the term with i = m/2 that we have added to the sum and
the fact that f ∗ f is bounded.
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It is convenient to define S(x, z) =
∑
i Ii(x)Ii(x − z). Let us recall that the sum is taken
over all integers
i ∈ [−an, an] ∩ [−an+m, an+m] (5.12)
and counts the number of integers i for which x, x − z ∈ Ii or, equivalently, the number of
integers
i ∈ [nx− δn2 , nx+ δn2 ] ∩ [n(x− z)− δn2 , n(x− z) + δn2 ] . (5.13)
It is clear that for |z| > δ we have S(x, z) = 0 for every x, since the intersection in (5.13) is
empty.
Let us assume that |z| ≤ δ. Observe that S(x, z) counts the number of integers satisfying
both (5.12) and (5.13); the former restriction implies that S(x, z) ≤ (b − a)n − |m|, where
m ∈ [−an, an], and the latter S(x, z) ≤ n(δ − |z|).
A detailed analysis of the situation gives us the following bounds for S(x, z), when m ∈
[−2an+ δn/2, 2an− δn/2] and |z| ≤ δ:
• If m ≤ 0 then
S(x, z) =

(δ − |z|)n+O(1) if x ∈ [−a+ δ2 , a+ mn − δ2]
O(δn) if x ∈ [−a,−a+ δ2] ∪ [a+ mn − δ2 , a+ mn + δ2]
0 if x > a+ mn +
δ
2
. (5.14)
Thus, we have
∫
S(x, z)dz =

δ2n+O(δ) if x ∈ [−a+ δ2 , a+ mn − δ2] ,
0 if x > a+ mn +
δ
2
O(δ2n) otherwise.
Since f is bounded, this gives:
J1 =
1
δ
∫∫
f(x)f
(
m
n − x
)
S(x, z)dxdz
= (δn+O(1))
∫ a+m
n
− δ
2
−a+ δ
2
f(x)f
(
m
n − x
)
dx
+O(δn)
∫ −a+ δ
2
−a
f(x)f
(
m
n − x
)
dx+O(δn)
∫ a+m
n
+ δ
2
a+m
n
− δ
2
f(x)f
(
m
n − x
)
dx
= (δn+O(1))
(
(f ∗ f) (mn )− ∫ −a+ δ2−a f(x)f (mn − x) dx−
∫ a
a+m
n
− δ
2
f(x)f
(
m
n − x
)
dx
)
+O(δ2n)
= (f ∗ f) (mn ) δn+O(1) +O(δ2n).
Let us recall that ∫ a
a+m
n
− δ
2
f(x)f
(
m
n − x
)
dx =
∫ a+m
n
a+m
n
− δ
2
f(x)f
(
m
n − x
)
dx
since for any x > a+ mn we have f
(
m
n − x
)
= 0.
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• If m ≥ 0 then
S(x, z) =

(δ − |z|)n+O(1) if x ∈ [−a+ mn + δ2 , a− δ2]
O(δn) if x ∈ [−a+ mn − δ2 ,−a+ mn + δ2] ∪ [a− δ2 , a]
0 if x < −a+ mn − δ2
.
and, analogously, we have J1 = (f ∗ f)
(
m
n
)
δn+O(1) +O(δ2n).
We now estimate J2. Writing ∆(x, z) = f(x)
(
f
(
m
n − x+ z
)− f (mn − x)), we observe
that |∆(x, z)| = O(‖f‖2∞) = O(1), for every x ∈ [−a, a] and z ∈ [−δ, δ], and therefore for any
interval I ∫ δ
−δ
∫
I
|∆(x, z)|dxdz  δ|I|. (5.15)
Also observe that ∣∣∣∣∫ ∆(x, z)dx∣∣∣∣ = |(f ∗ f) (mn )− f ∗ f (mn + z) | ≤ (f, δ), (5.16)
where (f, δ) = max|u−v|≤δ |(f ∗ f)(u) − (f ∗ f)(v)|. Observe that since f is integrable and
bounded in [−a, a] then f ∗ f is continuous in [−2a, 2a1] and we have that (f, δ) = o(1), since
δ = o(1).
From (5.14) and (5.15), we have for −2an+ δn2 ≤ m ≤ 0
J2 = δ
−1
∫∫
∆(x, z)S(x, z)dxdz
= δ−1
∫ δ
−δ
∫ a− δ
2
+m
n
−a+ δ
2
∆(x, z)(δn− n|z|)dxdz +O(1) +O(δ2n),
where the O(1) term comes from the O(1) term in (5.14) and the fact that ∆ is bounded and
the O(δ2n) term comes from the integral with x in[
−a,−a+ δ
2
]
∪
[
a+
m
n
− δ
2
, a+
m
n
− δ
2
]
,
using (5.15). Again, using (5.15),the integral can be extended to x in [−a, a] adding only a
factor O(δ2n). Thus
J2 = δ
−1
∫ δ
−δ
∫ a
−a
∆(x, z)(δn− n|z|)dxdz +O(1) +O(δ2n).
Using (5.16),
|J2| ≤ n
∫ δ
−δ
(h, δ)dz + nδ−1
∫ δ
−δ
(h, δ)|z|dz +O(1) +O(δ2n)
= O (δn(h, δ)) +O(1) +O(δ2n).
These ideas can be applied to obtain the same upper bound for J2 in the opposite range
for m.
Observe that:
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• If m ≤ δn2 and x < mn then
S(x, z) = O(1) +

0 if z ≤ x− δ2 − mn
m− nx+ δn2 + nz if z ∈ [x− δ2 − mn , x− δ2 ]
m if z ∈ [x− δ2 , x+ δ2 − mn ]
nx+ δn2 − nz if z ∈ [x+ δ2 − mn , x+ δ2 ]
0 if z ≥ x+ δ2
,
so in this case
T (x) = δnm+O(δn)
and
J1 = h
(m
n
)
(nm+O(n)).
The same thing happens for m > 2n− δn2 . This means that we do not have the same order of
magnitude for J1 when m is very large or very small.
Putting all together we have that, for m ∈ [−2an+ δn2 , 2an− δn2 ],
E(X(m)) =
(
(f ∗ f) (mn )+ o(1))nδ. (5.17)
We split these values of m into the two sets
M0 =
{
m ∈ [−2an+ δn2 , 2an− δn2 ] : E(X(m)) < 20nδ}
and
M1 =
{
m ∈ [−2an+ δn2 , 2an− δn2 ] : E(X(m)) ≥ 20nδ} ,
where 0 = min
{
2,

10
,
7
10 maxx∈[−2a,2a](f ∗ f)(x)
}
.
Now we will use Chernoff’s inequality, see Lemma 27, to see that X(m) is close to its
expectation in both sets. Observe that X(m) is not a sum of independent Boolean variables
but X ′(m) = X(m)/2 is, so we can apply Chernoff’s inequality to X ′(m).
We first prove that, for sufficiently large n, we have with probability at least 0.99 that
X(m) < 60nδ for all m ∈ M0. Since E(X ′(m)) < 0nδ for all m ∈ M0, we can take γ =
30nδ
E(X′(m)) − 1 > 2 and, since X ′(m) ≥ 0 and using Chernoff’s inequality,
P(X ′(m) > 30nδ) = P
(
|X ′(m)− E(X ′(m))| >
(
30nδ
E(X′(m)) − 1
)
E(X ′(m))
)
≤ 2 exp
(
E(X′(m))
2 − 30nδ2
)
≤ 2 exp
(
0nδ
2 − 30nδ2
)
≤ 2 exp (−0nδ) .
Then,
P(X(m) > 60nδ for some m ∈M0) = P(X ′(m) > 30nδ for some m ∈M0)
≤ 4n exp (−0nδ)
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which is less than 0.01 for sufficiently large n since nδ/ log n→∞ when n→∞.
rA(m) < 4enδ
Consider the event Bm := X(m) ≥ 2K. Using the union bound we have that
P(Bm) = P
 ∑
i<m/2
Xi(m) ≥ K
 = P (∪{i1<···<iK}⊆[dm/2e−1] (Xi1(m) = 1 ∧ · · · ∧XiK (m) = 1))
≤
∑
i1<···<iK<m2
P(Xi1(m) = 1) · · ·P(XiK (m) = 1).
Then, for m in M0 = {m : E(X(m)) < 2nδ},
P(Bm) ≤ E
K(X(m)/2)
K!
≤ (nδ)
K
K!
≤ (enδ/K)K ,
where in the last step we have used (remember Stirling’s bounds) that 1K! ≤
(
e
K
)K
for every
K ∈ Z≥0. We take K = d2enδe to get P(Bm) < 2−K . Thus
P(Bm holds for some m ∈M0) < n2−K+1 < 0.01
when n is large enough.
Now we prove that, for sufficiently large n, we have with probability at least 0.99 that
|X(m)− E(X(m))| ≤ 0E(X(m)) for all m ∈M1.
For m ∈M1, using Chernoff’s inequality (0 ≤ 2) and since E(X ′(m)) ≥ 0nδ,
P(|X ′(m)− E(X ′(m))| ≥ 0E(X ′(m))) ≤ 2e−20E(X′(m))/4 ≤ 2e−30nδ/4.
Now, P(|X(m)− E(X(m))| ≥ 0E(X(m))) = P(|X ′(m)− E(X ′(m))| ≥ 0E(X ′(m))), so
P(|X(m)− E(X(m))| ≥ 0E(X(m)) for some m ∈M1) ≤ 4ne−30nδ/4
which is less than 0.01 for sufficiently large n since nδ/ log n→∞ when n→∞.
We consider a set A satisfying both conditions, X(m) < 60nδ for all m ∈M0 and |X(m)−
E(X(m))| ≤ 0E(X(m)) for all m ∈M1. For sufficiently large n, since rA(m) ≤ rA+ˆA(m)+1 =
X(m) + 1 and using (5.17), we have for m ∈M0∣∣∣∣rA(m)nδ − (f ∗ f)(m/n)
∣∣∣∣ ≤ ∣∣∣∣X(m)nδ
∣∣∣∣+ ∣∣∣∣ 1nδ
∣∣∣∣+ |(f ∗ f)(m/n)| ≤ 60 + 0 + (20 + 0) ≤ 
and for m ∈M1∣∣∣∣rA+A(m)nδ − (f ∗ f)(m/n)
∣∣∣∣ ≤ ∣∣∣∣X(m)nδ − E(X(m))nδ
∣∣∣∣+ ∣∣∣∣E(X(m))nδ − (f ∗ f)(m/n)
∣∣∣∣+ ∣∣∣∣ 1nδ
∣∣∣∣
≤ 0E(X(m))
nδ
+ 0 + 0 ≤ 0(f ∗ f)(m/n) + 30 ≤ .
The expected value of |A| is:
E(|A|) =
∑
i∈[−a,a]
P(i ∈ A) =
∑
i∈[−a,a]
δ−1/2
∫
Ii
f(x)dx = δ−1/2
∫
f(x)
∑
i∈[−a,a]
Ii(x)dx.
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We define s(x) =
∑
i∈[−a,a] Ii(x) and, taking into account that x ∈ Ii if and only if nx− nδ2 ≤
i ≤ nx+ nδ2 ,
s(x) =

δn+O(1) if x ∈ [−12 + δ2 , 12 − δ2 ]
δn
2 + n
(
1
2 − x
)
+O(1) if x ∈ [−12 ,−12 + δ2 ]
δn
2 + n
(
1
2 + x
)
+O(1) if x ∈ [12 − δ2 , 12 ]
.
s(x) =

0 if x /∈ [−a, a],
δn+O(1) if x ∈ [−a+ δ2 , a− δ2 ],
δn
2 + n
(
1
2 − |x|
)
+O(1) otherwise.
Then
E(|A|) = δ1/2n
∫ a−δ/2
−a+δ/2
f(x)dx+ δ−1/2O
(∫ a−δ/2
−a+δ/2
f(x)
)
+
δ1/2n
2
∫ −a+δ/2
−a
f(x)dx
+ δ−1/2n
∫ −a+δ/2
−a
(
1
2 + x
)
f(x)dx+ δ−1/2O
(∫ −a+δ/2
−a
f(x)dx
)
+
δ1/2n
2
∫ a
a−δ/2
f(x)dx+ δ−1/2n
∫ a
a−δ/2
(a− x) f(x)dx
+ δ−1/2O
(∫ a
a−δ/2
f(x)dx
)
= δ1/2n
∫ a
−a
f(x)dx+O(δ3/2n) +O(δ−1/2)
= δ1/2n
(∫ a
−a
f(x)dx+ o(1)
)
,
where in the last equality we have used that δ = o(1) and 1δn = o(1).
Now we use Chernoff’s inequality (see Lemma 27) again to conclude that for every  > 0
P
(
||A| − E(|A|)| ≥ 
2
E(|A|)
)
≤ 2e−min{2/16,/4}δ1/2n(
∫
f(x)dx+o(1))
which is less than or equal to 0.01 for sufficiently large n since δ1/2n → ∞ when n → ∞
(observe that we can suppose
∫
f(x)dx > 0 since if
∫
f(x)dx = 0 then A = ∅ trivially satisfies
the conditions of the Theorem). So, with probability at least 0.99∣∣∣∣ |A|nδ1/2 −
∫
f(x)dx
∣∣∣∣ ≤ 2
∫
f(x)dx+ (1 + )o(1) ≤ 
∫
f(x)dx.
As we defined in the first section, for a given real number α > 1/2, if we consider the set
Fα of integrable nonnegative real bounded functions f with supp(f) ⊆ [−α/2, α/2] such that
(f ∗ f)(x) = ∫ f(t)f(x− t)dt ≥ 1 for every x ∈ [−1/2, 1/2] then
γ(α) = inf
f∈Fα
∫
f(x)dx.
124 CHAPTER 5. ADDITIVE BASES FOR INTERVALS
Corollary 17. Let δ = δ(n) > 0 with δ(n) → 0 and nδ(n)/ log n → ∞ as n → ∞. For every
α > 1/2, f ∈ Fα,  > 0 and n > n0(, f) there exists a set of integers A ⊆ [−αn/2, αn/2] such
that
|rA(m)− nδ| ≤ nδ for any m ∈
[
−n
2
,
n
2
]
and satisfying ∣∣∣∣ |A|nδ1/2 −
∫
f(x)dx
∣∣∣∣ ≤ ∫ f(x)dx.
5.3.1 Combining interval sets with modular sets
A set A ⊆ Z is a B[h1, h2]-set modulo q if the representatives modulo q of the elements of A
form a B[h1, h2]-set in Zq.
Lemma 14. Let A = {a1 < a2 < · · · < ak} be a subset of Z, let C ⊆ [0, q−1] be a B[h1, h2]-set
modulo q and define
B = (C + a1q) ∪ · · · ∪ (C + akq).
Then, for any integer m = ql + s, with 0 ≤ s ≤ q − 1 and l ∈ Z, we have that
h1rA(l)− h2|rA(l)− rA(l − 1)| ≤ rB(m) ≤ h2rA(l) + h2|rA(l)− rA(l − 1)|
Proof. Given m = ql + s, q ∈ Z and s ∈ [0, q − 1] are uniquely determined. We consider the
set C0 = {(c, c′) : c+ c′ = s} and C1 = {(c, c′) : c+ c′ = s+ q}. Then
rB(m) = rA(l)|C0|+ rA(l − 1)|C1|
= rA(l)(|C0|+ |C1|) + (rA(l − 1)− rA(l))|C1|
Using the triangle inequality and the fact that h1 ≤ |C0|+ |C1| ≤ h2 we obtain the upper and
lower bounds for rB(m).
Theorem 26. For every real number α > 1/2,
lim sup
g→∞
lim sup
n→∞
γg(α, n)√
gn
≤ γ(α).
Proof. First of all, we fix some δ(N) with δ(N) → 0 and Nδ(N)/ logN → ∞ when N → ∞,
as in for Corollary 17. We have α > 1/2, which is also fixed. For any sufficiently small  > 0,
our plan is, for every sufficiently large g, to construct a sequence of g-basis Cg,n, for n ≥ n0(g),
with
|Cg,n|√
gn ≤ γ(α)(1 +O()).
Observe that the function γ(α) is a continuous decreasing function of α. Thus, for any
given  there exists α′ < α and a function f ∈ Fα′ with ‖f‖1 ≤ γ(α)(1 + ).
Now, since f is an integrable and bounded function, (f ∗ f)(x) is uniformly continuous and
so for sufficiently large N we have
|(f ∗ f)(x)− (f ∗ f)(y)| ≤ , for every x, y ∈ [−1/2, 1/2] with |x− y| ≤ 1N . (5.18)
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By Corollary 17, for sufficiently large N there is a set of integers A ⊆ [−α′N/2, α′N/2]
with
rA(m) ≥ Nδ(1− ) for every m ∈ [−N/2, N/2] (5.19)
and
|A| ≤ Nδ1/2(1 + )2γ(α). (5.20)
Observe that the number of representations here depends on N .
We choose N0 = N0(δ, α, , f) ≥ 1/ such that (5.18), (5.19), (5.20) and
α′N < αN − 2, (5.21)
holds for every N ≥ N0.
Also, for every positive integer s ≥ 2, by Corollary 15 (taking, for example, k = s2), there
exists r for which the sequence q0 = p
2
rs, q1 = p
2
r+1s, q2 = p
2
r+2s, . . . (where pi is the i-th
prime) satisfies: for every i = 0, 1, 2, . . . there is a set Ai ⊆ Zqi with
s5
(
1− 3s
) ≤ rAi(m) ≤ s5 (1 + 9s) for every m ∈ Zqi
and
|Ai| ≤ (s4 + s2(pr+i − 1) + 1)s ≤ s3(pr+i + s2). (5.22)
Observe that the number of representations here does not depend on i, so we can construct
larger and larger sets with the same bounds on the number of representations.
We choose s = s() ≥ 1/ and r = r(s) according to Corollary 15.
Now, by the Prime Number Theorem
qi − qi−1
qi
= 1−
(
pr+i−1
pr+i
)2
→ 0 when i→∞
and, for reasons that will be clear later, we can choose i1 such that
αN(qi − qi−1) < qi for every i = i1, i1 + 1, . . . , (5.23)
we can choose i2 such that
pr+i
pr+i−1
+
s2
pr+i−1
≤ 1 +  for every i = i2, i2 + 1, . . . (5.24)
and define i0 = max{i1, i2}.
Let us now consider the sequence of sets
Bi = ((Ai + a1qi) ∪ · · · ∪ (Ai + akqi))−
⌊qi
2
⌋
,
where {a1 < a2 · · · < ak} = A.
By Lemma 14, it follows that
rBi(m) ≥ s5
(
1− 3s
)
rA(l)− s5
(
1 + 9s
) |rA(l)− rA(l − 1)|
for every m = qil+ t with −bqi/2c ≤ t ≤ qi− 1−bqi/2c and every l ∈ [−αN/2, αN/2]. , where
h1 = (16s
4 − 16s3 − 8s2)(s− 1) and h2 = (16s4 + 16s3 + 24)(s+ 1).
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Then, for any N ≥ N0, using Corollary 17 and the observation (5.18),
|rA(l)− rA(l − 1)| ≤ 3Nδ
and from this and (5.19)
rBi(m) ≥ Nδs5
(
1− 4− 3s − 24s
) ≥ Nδs5 (1− 20) = g0(N)
for every m ∈ [−Nqi/2, Nqi/2] because s ≥ 1/.
Observe that Bi is a g0(N)-basis for [−Nqi/2, Nqi/2] with
Bi ⊆ [−αNqi/2 + qi/2,−αNqi/2− qi/2],
by (5.21), and that
|Bi| = |Ai||A| ≤ Nδ1/2(1 + )2γ(α)s3(pr+i + s2),
by (5.20) and (5.22).
Now we are ready to recapitulate and complete the proof of the Theorem. For any given
g ≥ g0(N0) = N0δs5 (1− 20), there exists N ≥ N0 such that g0(N − 1) < g ≤ g0(N).
For any given n ≥ Nqi0 = n0(g) there is i such that Nqi−1 < n ≤ Nqi and we know how to
construct Bi, a g0(N)-basis for [−Nqi/2, Nqi/2] with Bi ⊆ [−αNqi/2 + qi/2, αNqi/2− qi/2].
Now, Bi is obviously also a g-basis for [−n/2, n/2], since n ≤ qiN by definition and g ≤
g0(N), and it follows from (5.23) that
αNqi
2
− qi
2
≤ αNqi−1
2
<
αn
2
,
which clearly implies that Bi ⊆ [−αn/2, αn/2]. Therefore, for every sufficiently large g and
every n ≥ n0(g) we constructed a g-basis for [−n/2, n/2], namely Cg,n := Bi, supported in
[−αn/2, αn/2] and satisfying
|Cg,n|√
gn
≤ |Bi|√
g0(N − 1)Nqi−1
≤ γ(α) Nδ
1/2s3(pr+i + s
2)(1 + )2√
N2δs6p2r+i−1(1− 20)(1− )
≤ γ(α)
(
pr+i + s
2
pr+i−1
)
(1 + )2
1− 20 ≤ γ(α)(1 +O()),
where we have used (5.24) and 1/N ≤ . This completes our proof.
Corollary 16 and Theorem 26 prove:
Theorem 27. For every real number α > 0,
lim
g→∞ lim infn→∞
γg(α, n)√
gn
= lim
g→∞ lim supn→∞
γg(α, n)√
gn
= γ(α).
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5.4 Taking the limit in α
Now we can prove our main result. Remember from the first section that γg(n) = min{|A| :
A is g-basis for {1, . . . , n}}.
Theorem 20
lim
g→∞ lim infn→∞
γg(n)√
gn
= lim
g→∞ lim supn→∞
γg(n)√
gn
= γ.
Proof. We will prove
lim
g→∞ lim infn→∞
γ˜g(n)√
gn
= lim
g→∞ lim supn→∞
γ˜g(n)√
gn
= γ. (5.25)
and, since limα→∞ γg(α, n) = γ˜g(n) where, for every fixed g, limn→∞
γg(n)−γ˜g(n)√
n
= 0, this will
prove the theorem.
In order to prove (5.25), from Theorem 26 and Theorem 24, we have to show that
lim
α→∞ lim supg→∞
lim sup
n→∞
γg(α, n)√
gn
≤ γ ⇒ lim sup
g→∞
lim sup
n→∞
lim
α→∞
γg(α, n)√
gn
≤ γ. (5.26)
and, for every fixed g,
lim
α→∞ lim infn→∞
γg(α, n)√
gn
≥ γ ⇒ lim inf
n→∞ limα→∞
γg(α, n)√
gn
≥ γ. (5.27)
To prove (5.26) we just observe that, for every α ≥ 1/2, γg(α, n) ≥ limα→∞ γg(α, n) = γ˜g(n)
since γg(α, n) is decreasing in α. Then
γ ≥ lim
α→∞ lim supg→∞
lim sup
n→∞
γg(α, n)√
gn
≥ lim
α→∞ lim supg→∞
lim sup
n→∞
γ˜g(n)√
gn
= lim sup
g→∞
lim sup
n→∞
γ˜g(n)√
gn
.
To prove (5.27), we first remember that, from Theorem 24 for a fixed positive integer g
and a fixed real  > 0, there exist n0(g, ) such that for every α > 1 and for every n ≥ n0(g, )
γg(α, n)√
gn
≥ γ(α)− .
Then, for every fixed g and  and for every n ≥ n0(g, )
lim
α→∞
γg(α, n)√
gn
≥ γ − 
and so,
lim inf
n→∞ limα→∞
γg(α, n)√
gn
≥ γ.
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Appendix A
Auxiliary results
A.1 Integer points on curves and varieties
In order to apply Theorem 1 to specific sets A, we need good estimates not only on the quantity
|Â|, but also on the cardinality of the set itself. In most of the applications the set A consists
of the Fp-points of certain algebraic variety. The following well known result will satisfy our
needs.
Theorem 28 (Lang-Weil [66]). Let V be an algebraic variety of dimension m, defined over
the finite field Fq of q elements. The number of points of V in Fq is
qm +O
(
qm−1/2
)
.
The following results are essential to derive the estimates discussed in Chapter 2.
We will need the following result from Cilleruelo and Urroz [24] in the proof of Theorem 5.
Lemma 15. Let d 6= 0, 1 be a fixed squarefree integer. On the conic, x2 − dy2 = n an arc of
length n1/6 contains at most 2 lattice points.
We will also require the following variant from Lemma 4 in [22].
Lemma 16. Let d 6= 0, 1 be a fixed square-free integer. If n = MO(1), on the conic x2−dy2 = n
an arc of length MO(1) contains, at most, Mo(1) lattice points.
Proof. This result is a variant of Lemma 4 in [22], where the conclusion was proved when
1 ≤ x, y ≤ MO(1), (see Lemma 3.5 [98] for a more general result). If d is negative, the result
is contained in Lemma 4 in [22] since it is clear that 1 ≤ x, y  √n = MO(1). We must study
though the case where d is positive.
By symmetry we can consider only those arcs in the first quadrant, since any non-negative
lattice point (x, y) will lead us to no more than four lattice points (±x,±y). Let (u0, v0) be
the minimal non-negative solution to the Pell’s equation x2 − dy2 = 1, and ξ = u0 −
√
dv0 its
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related fundamental unit in the ring of integers of Q
(√
d
)
. Suppose that (x0, y0) is a positive
solution to x20 − dy20 = n that lies in our initial arc and let t ∈ R be the solution to
(x0 +
√
dy0)ξ
t = (x0 −
√
dy0)ξ
−t.
Then for m = [t], we have (x0 +
√
dy0)ξ
m = x1 +
√
dy1 
√
n. This means that each solution in
our initial arc corresponds to a ‘primitive’ solution lying in an arc of length √n. Conversely,
solutions in an arc of length  √n can be taken to larger arcs by multiplying by powers of
ξ−1. Since our initial interval has length MO(1) there will be no more than O(logM) powers
connected to each primitive solution. The term O(logM) is absorbed by Mo(1).
On the other hand, we know by Lemma 4 in [22] that the number of lattice points in an
arc of length O(
√
n) is Mo(1). It follows that the number of solutions in the original arc will
be bounded by Mo(1).
For more general curves, we need the following estimate of Bombieri and Pila [8] on the
number of integral points on plane polynomial curves.
Lemma 17. Let C be a plane absolutely irreducible curve of degree d ≥ 2 and H ≥ exp(d6).
Then the number of integral points on C and inside of a square [0, H]× [0, H] does not exceed
H1/d exp(12
√
d logH log logH).
The following statement is a particular case of a more general result of Wooley [102, The-
orem 1.1].
Lemma 18. The number of solutions of the system of diophantine equations
xj1 + . . .+ x
j
8 = x
j
9 + . . .+ x
j
16, j = 1, 2, 3
in integers xi with |xi| ≤M , i = 1, . . . , 16, is at most M10+o(1).
Proof. Writing xi = Xi−M − 1 with a positive integer Xi ≤ 2M + 1, i = 1, . . . , 16, after some
trivial algebraic transformation we see that the number of solutions to the above equation is
equal to J8,3(2M + 1), where Jk,m(H) denotes the number of solutions of the system of m
Diophantine equations in 2k integral variables x1, . . . , x2k:
xm1 + · · ·+ xmk = xmk+1 + · · ·+ xm2k,
...
x1 + · · ·+ xk = xk+1 + · · ·+ x2k,
1 ≤ x1, . . . , x2k ≤ H.
Since by the result of Wooley [102, Theorem 1.1] we have κ(3) ≤ 8, the bound (2.32) applies
with H = 2M + 1.
We note that Lemma 18 can be formulated in a more general form with κ(3) instead of 8
variables on each side, but this generalization (assuming possible improvements of the bound
κ(3) ≤ 8) does not affect our main results.
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A.2 Uniform distribution and discrepancy of sequences
The following result is well-known and can be found, for example, in [77, Chapter 1, Theorem 1]
(which is a more precise form of the celebrated Erdo˝s–Tura´n inequality).
Lemma 19. Let γ1, . . . , γM be a sequence of M points of the unit interval [0, 1]. Then for any
integer K ≥ 1, and an interval [α, β] ⊆ [0, 1], we have
#{n : γn ∈ [α, β]} −M(β − α) M
K
+
K∑
k=1
(
1
K
+ min{β − α, 1/k}
) ∣∣∣∣∣
M∑
n=1
exp(2piikγn)
∣∣∣∣∣ .
To use Lemma 19 we also need an estimate on exponential sums with polynomials, which
is essentially due to Weyl, see [62, Proposition 8.2].
Let ‖ξ‖ = min{|ξ − k| : k ∈ Z} denote the distance between a real ξ and the closest
integer.
Lemma 20. Let f(X) ∈ R[X] be a polynomial of degree m ≥ 2 with the leading coefficient
ϑ 6= 0. Then∣∣∣∣∣
M∑
n=1
exp(2piif(n))
∣∣∣∣∣
M1−m/2m−1
 ∑
−M<`1,...,`m−1<M
min{M, ‖ϑm!`1 . . . `m−1‖−1}
21−m .
The result required to obtain the error term in Theorem 15 is the main theorem in [59],
which deals with the distribution of fractional parts ν/p, where p is a prime less than or equal
to n and ν is a root in Z/pZ of a quadratic polynomial f(x) with negative discriminant. For
this f , we define the discrepancy Df (n) associated to the set of fractions {ν/p : f(ν) ≡ 0
(mod p), p ≤ n} as
Df (n) = sup
[u,v]⊆[0,1]
∣∣∣∣∣(v − u)− 1pi(n) ∑
p≤n
∑
u<ν/p≤v
f(ν)≡0 (mod p)
1
∣∣∣∣∣.
Under these assumptions, the result can be stated as follows:
Theorem 29 (Homma [59]). Let f be any irreducible quadratic polynomial with integer coef-
ficients and negative discriminant. Then for any  < 8/9 we have
Df (n) = O
(
1
(log n)
)
.
As a consequence of this result, we have the following lemma:
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Lemma 21. Let g : [0, 1] → R be any function of bounded variation, and n < N two positive
real numbers. Then for any  < 8/9∑
n<p<N
0≤ν<p
ν2≡−1 (p)
g
(
ν
p
)
= 2pi1([n,N ])
∫ 1
0
g(t) dt+O
(
N
(logN)1+
)
,
where pi1(n) = |{p : p ≡ 1 (mod 4), p ≤ n}|.
Proof. We know by the Koksma–Hlawka identity (see Theorem 2.11 in [82]) that for any
sequence S = {a1, a2, . . . , an}, S ⊂ [0, 1], with discrepancy DS(n) and for any g : [0, 1] → R
with bounded variation, we have
1
n
n∑
i=1
g(ai) =
∫ 1
0
g(t) dt+O(DS(n)),
so
N∑
i=n
g(ai) =
N∑
i=1
g(ai)−
n∑
i=1
g(ai)
= (N − n)
∫ 1
0
g(t) dt+O(NDS(N)) +O(nDS(n)).
In our case, using Theorem 29, we get∑
n<p<N
0≤ν<p
ν2≡−1 (p)
g
(
ν
p
)
= 2pi1([n,N ])
∫ 1
0
g(t) dt+O
(
pi1(N)
(logN)
)
.
Using the rough estimate pi1(N) = O
(
N
logN
)
we get the required error term.
A.3 Symmetric character sums
Let X be the set of all multiplicative characters modulo p and let X ∗ = X \ {χ0} be the set of
non principal characters.
We recall the Po´lya-Vinogradov bound, see [62, Theorem 12.5].
Lemma 22. For arbitrary integers W and Z, with 0 ≤W < W + Z < p, the bound
max
χ∈X ∗
∣∣∣∣∣
W+Z∑
z=W+1
χ(z)
∣∣∣∣∣ p1/2 log p
holds.
We recall that Garaev and Garc´ıa [47], improving a result of Ayyad, Cochrane and Zheng [2]
(see also [33]), have shown that for any integers W and Z
∑
χ∈X ∗
∣∣∣∣∣
W+Z∑
z=W+1
χ(z)
∣∣∣∣∣
4
 pZ2
(
log p+
(
log(Z2/p)
)2)
. (A.1)
A.3. SYMMETRIC CHARACTER SUMS 135
Note that for any fixed ε > 0, if Z ≥ pε the right hand side of (A.1) is of the form pZ2+o(1).
However for small values of Z, namely for Z  (log p)1/2, the bound (A.1) is trivial. We now
combine (A.1) with a result of [22] to get the bound pZ2+o(1) for any Z.
Lemma 23. For arbitrary integers W and Z, with 0 ≤W < W + Z < p, the bound
∑
χ∈X ∗
∣∣∣∣∣
W+Z∑
z=W+1
χ(z)
∣∣∣∣∣
4
 pZ2+o(1)
holds.
Proof. We can assume that Z ≤ p1/4 since otherwise, as we have noticed before, the bound (A.1)
implies the desired result. Now, using that for any integer z with gcd(z, p) = 1, for the complex
conjugated character χ we have
χ(z) = χ
(
z−1
)
,
we derive,
∑
χ∈X0
∣∣∣∣∣
W+Z∑
z=W+1
χ(z)
∣∣∣∣∣
4
≤
∑
χ∈X
∣∣∣∣∣
W+Z∑
z=W+1
χ(z)
∣∣∣∣∣
4
=
W+Z∑
z1,z2,z3,z4=W+1
∑
χ∈X
χ(z1z2z
−1
3 z
−1
4 ).
Thus, using the orthogonality of characters we obtain
∑
χ∈X ∗
∣∣∣∣∣
W+Z∑
z=W+1
χ(z)
∣∣∣∣∣
4
≤ pJ,
where J is number of solutions to the congruence
z1z2 ≡ z3z4 (mod p), z1, z2, z3, z4 ∈ [W + 1,W + Z].
By [22, Theorem 1], for any λ 6≡ 0 (mod p) the congruence
z1z2 ≡ λ (mod p), z1, z2 ∈ [W + 1,W + Z]
has Zo(1) solutions, provided that Z ≤ p1/4. Therefore J ≤ Z2+o(1) and the result follows.
Consider, for given positive integers i, j, the number Ti,j(B) of solutions to
rivj ≡ uisj (mod p) (A.2)
with (r, s), (u, v) ∈ B. The following estimates were obtained for Ti,j(B) in [28, 16].
Theorem 30. For any prime p and any box B = [R+1,M+1]× [S+1, S+M ], with R,S ≥ 1,
M ≥ 1 and R+M,S +M < p, we have
Ti,j(B) = d
|B|2
p− 1 +O
(
|B|1+o(1)
)
as |B| → ∞, where d = gcd(i, j, p− 1).
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Proof. Using the orthogonality of characters, we write the the number of solutions to (A.2)
with (r, s), (u, v) ∈ B as
Ti,j(B) =
R+M∑
r,u=R+1
R+M∑
s,v=S+1
1
p− 1
∑
χ∈X
χ
(
(r/u)i(v/s)j
)
=
1
p− 1
∑
χ∈X
∣∣∣∣∣
R+M∑
r=R+1
χi(r)
∣∣∣∣∣
2 ∣∣∣∣∣
S+M∑
s=S+1
χj(s)
∣∣∣∣∣
2
.
The contribution to the above sum from d characters χ ∈ X with χi = χj = χ0 is
dM4/(p− 1) = d|B|2/(p− 1).
Using Lemma 22, we see that the contribution to the above sum from at most i characters
χ ∈ X with χi = χ0 and χj 6= χ0 is bounded by
M2
p− 1
∑
χ∈X
χi=χ0
∣∣∣∣∣
S+M∑
s=S+1
χj(s)
∣∣∣∣∣
2
M2(log p)2,
when M ≥ p1/2, and bounded by
M2
p− 1
∑
χ∈X
χi=χ0
∣∣∣∣∣
S+M∑
s=S+1
χj(s)
∣∣∣∣∣
2
 M
4
p
(log p)2,
if M < p1/2. In both cases, this quantity is O
(|B|1+o(1)). The contribution from the characters
χ ∈ X with χj = χ0 and χi 6= χ0 can be estimated similarly as O
(|B|1+o(1)).
Therefore
Ti,j(B) = d
|B|2
p− 1 +O
(
|B|1+o(1) +W
)
where
W =
1
(p− 1)2
∑
χ∈X
χi, χj 6=χ0
∣∣∣∣∣
R+M∑
r=R+1
χi(r)
∣∣∣∣∣
2 ∣∣∣∣∣
S+M∑
s=S+1
χj(s)
∣∣∣∣∣
2
.
Using the Cauchy-Schwarz inequality, we derive
W 2 ≤ 1
(p− 1)2
∑
χ∈X
χi, χj 6=χ0
∣∣∣∣∣
R+M∑
r=R+1
χi(r)
∣∣∣∣∣
4 ∑
χ∈X
χi, χj 6=χ0
∣∣∣∣∣
S+M∑
s=S+1
χj(s)
∣∣∣∣∣
4
. (A.3)
When χ runs through X the power χh represents any other character in X no more that h
times. Thus, by Lemma 23
∑
χ∈X
χi, χj 6=χ0
∣∣∣∣∣
R+M∑
r=R+1
χi(r)
∣∣∣∣∣
4

∑
χ∈X ∗
∣∣∣∣∣
R+M∑
r=R+1
χi(r)
∣∣∣∣∣
4
 pM2+o(1)
and similarly for the second double sums over s. This observation, combined with (A.3),
implies that W = O
(|B|1+o(1)), which concludes the proof.
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A.4 Pigeonhole principle
For an integer a we used ‖a‖p to denote the smallest absolute value of a residue a modulo p,
that is
‖a‖p = min
k∈Z
|a− kp|.
By the Dirichlet pigeonhole principle we easily obtain the following result.
Lemma 24. For any real numbers T1, . . . , Ts with
p > T1, . . . , Ts ≥ 1 and T1 · · ·Ts > ps−1
and any integers a1, . . . , as there exists an integer t with gcd(t, p) = 1 and such that
‖ait‖p  Ti, i = 1, . . . , s.
A.5 Congruences with many solutions
The following result is used in the proofs of Theorems 8 and 13 in Chapter 2.
Lemma 25. Let f, g ∈ Fp[X] be two polynomials of degrees n and m such that m - n. Assume
that the integers x1, . . . , xn are pairwise distinct modulo p and y1, . . . , yn are arbitrary integers.
Then the congruence
f(x) ≡ g(y) (mod p), 0 ≤ x, y < p, (A.4)
has at most mn solutions with
det

xn xn−1 . . . x y
xn1 x
n−1
1 . . . x1 y1
. . .
xnn x
n−1
n . . . xn yn
 ≡ 0 (mod p). (A.5)
Proof. Since
det
xn1 xn−11 . . . x1. . .
xnn x
n−1
n . . . xn
 = x1 . . . xn ∏
1≤i<j≤n
(xi − xj) 6≡ 0 (mod p),
we deduce that, for any x and y, the last column in (A.5) is a unique modulo p linear combi-
nation of the previous columns. In particular, for every solution (x, y) to (A.4) and (A.5) we
have y ≡ h(x) (mod p) for some nontrivial polynomial h(X) ∈ Fp[X] that does not depend on
x and y.
Now we insert this into (A.4). We observe that now the right hand side of (A.4), that is
g(h(x)), is a nontrivial polynomial of degree m deg h. Thus, the congruence (A.4) is a nontrivial
polynomial congruence of degree d with n ≤ d ≤ mn. Therefore, it has at most mn solutions
modulo p.
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A.6 Background on geometry of numbers
We recall that a lattice in Rn is an additive subgroup of Rn generated by n linearly independent
vectors. Let D be a symmetric convex body, that is, D is a compact convex subset of Rn with
non-empty interior that is centrally symmetric with respect to 0. Then, for a lattice in Γ ⊆ Rn
and i = 1, . . . , n, the i-th successive minimum λi(D,Γ) of the set D with respect to the lattice
Γ is defined as the minimal number λ such that the set λD contains i linearly independent
vectors of the lattice Γ. In particular λ1(D,Γ) ≤ . . . ≤ λn(D,Γ). We recall the following
result given in [5, Proposition 2.1] (see also [94, Exercise 3.5.6] for a simplified form that is
still enough for our purposes).
Lemma 26. We have,
#(D ∩ Γ) ≤
n∏
i=1
(
2i
λi(D,Γ)
+ 1
)
.
Using that
2i
λi(D,Γ)
+ 1 ≤ (2i+ 1) max
{
1
λi(D,Γ)
, 1
}
and denoting, as usual, by (2n+ 1)!! the product of all odd positive numbers up to 2n+ 1, we
derive:
Corollary 18. We have,
n∏
i=1
min{λi(D,Γ), 1} ≤ (2n+ 1)!!(#(D ∩ Γ))−1.
A.7 The probabilistic method
The following well known result will be used in Chapters 3 and 5 (Corollary 1.9 in [94]).
Lemma 27 (Chernoff’s inequality). Let X = t1 + t2 + · · ·+ tn, where the ti are independent
Boolean random variables. Then, for any γ > 0,
P(|X − E(X)| ≥ γE(X)) ≤ 2e−min{γ2/4,γ/2}E(X).
Observe that for γ ≤ 2 the bound is 2e−(γ2/4)E(X) and for γ ≥ 2 the bound is 2e−(γ/2)E(X).
The second moment method is a very effective tool in Number Theory. Let X be a non-
negative integral valued random variable and suppose we want to bound P(X = 0) given the
value µ = E(X). If µ < 1 we may use the inequality P(X > 0) < E(X) so that if E(X) → 0
then X = 0 almost always. Here we are imagining an infinite sequence of X dependent on
some parameter n going to infinity.
Now suppose that E(X) → ∞. It does not necessarily follow that X > 0 almost always.
Nevertheless, we can sometimes deduce X > 0 almost always if we have further information
about V ar(X).
In Chapter 3 it is used in the version given by Corollary 4.3.3. of Alon, Spencer [1].
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Theorem 31. X be a non-negative integral valued random variable. If E(X) → ∞ and
V ar(X) = o
(
E(X)2
)
, as n→∞, then X ∼ E(X) asymptotically almost surely. In particular,
under these assumptions, X > 0 with probability tending to 1.
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