This study presents a generative-linguistic analysis of the prefix a-in English morphology. Using Baker's (2003) theory of syntactic categories and Svenonius ' (2006, 2010) multi-layered analysis of spatial PPs, I argue that locative on-phrases underwent the process of grammaticalization to yield a-words in which the prefix a-realizes the category Pred. Denominal and de-adjectival a-words so formed triggered the emergence of a productive derivational pattern that produces stative predicates of the complex category Pred+A from inputs of any lexical category (N, A, and V). This analysis accounts for the non-canonical syntactic distribution of a-words as well as their morphological left-headedness.
Introduction
This paper examines the historical development of the English prefix a-from the perspective of the multi-layered analysis of spatial PP (Adpositional Phrase) (Cinque and Rizzi 2010) . This prefix, which is usually classified as a derivational one, exhibits peculiar properties both morphologically and syntactically.
First, a-is peculiar in light of the right-headed structural nature of English words (Marchand 1969 , Kastovsky 1986 ). In accordance with the right-hand head rule (Williams 1981) , English prefixes usually function as modifiers to the input, producing words of the same syntactic category and semantic type as the input (Nagano 2011 (Nagano , 2013a . For example, the negative prefix un-attaches to N, A, and V and produces N, A, and V, respectively, with the negative meaning attached (e.g. un-Cola, unkind, undo). 1 The prefix a-, however, determines the output properties; according to traditional descriptions (e.g. Jespersen 1942 , Marchand 1969 , Quirk et al. 1985 , Namiki 1985 , a-attaches to N, A, and V and produces A (e.g. aboard, alive, asleep).
Next, a-adjectives exhibit defective or marked distribution in light of English syntax. Canonical English adjectives can be used both attributively and predicatively. Thus, in modification, they allow both direct and indirect modification (Sproat and Shih 1988) . Significantly, their position with respect to the modified noun is the same in both types of modification (Cinque 2010a ). Whether as a direct or indirect modifier, a canonical adjective modifies a noun in the prenominal position, hence the ambiguity of the adjective in an old friend, for example (Bolinger 1967: 4) . Aadjectives, on the other hand, are defective in being used only predicatively and not allowing direct modification. In addition, when functioning as an indirect modifier, they occur in the post-nominal position (e.g. people aboard).
2
In this paper, I will show that these and other properties of the prefix a-are crucially related to the historical development of the preposition on. Although the historical connection between a-and on itself is a well-established view, shared by traditional grammarians such as Jespersen (1942) , Marchand (1969) , and Quirk et al. (1985) , historical linguists such as Kastovsky (1992) and Nevalainen (1999) , corpus linguists such as Marcus (1998) , and generative linguists such as Cinque (2010a), many details remain to be elucidated. The contribution of this paper lies in filling in some of the missing details, discussing (i) how the prefix developed from the preposition specifically, (ii) why a prefix so derived can exhibit such peculiar properties as described above, and (iii) whether (and in what way) the development can be viewed as a case of grammaticalization. Crucially, as we will see below, these questions can be fruitfully discussed if one adopts the multi-layered structural analysis of a spatial PP.
My discussion will proceed as follows. Section 2 will survey Baker (2003) and Svenonius (2006 Svenonius ( , 2010 , and the relationship between the two theories will be clarified in section 3. Based on these two sections, section 4 and section 5 will inquire into the questions on a-raised above.
Frameworks
This section introduces theoretical frameworks adopted in this paper, Baker's (2003) parts-of-speech theory in section 2.1 and Svenonius ' (2006, 2010) multi-layer analysis of a spatial PP in section 2.2.
Baker's (2003) Theory of Syntactic Categories
Baker (2003) is a generative linguistic analysis of the lexical categories, V, N, and A. With the major goal of defining lexical categories purely structurally, Baker avoids the semantic or functional linguistic approach using notions such as ''action'' or ''property'' or the traditional generative feature-based approach using [AEN,AEV] . Instead, he defines V, N, and A using only syntactic notions, as summarized below, and seriously pursues the cross-linguistic analytical possibility of these definitions. In Baker's view, V, N, and A are the only lexical categories; as we will discuss below, P is a functional category, and Adv is a type of A.
(1) a. V: X is a verb if and only if X is a lexical category and X has a specifier (Baker 2003: 23) .
b. N: X is a noun if and only if X is a lexical category and X bears a referential index, expressed as an ordered pair of integers (Baker 2003: 95) . c. A: the elsewhere or default lexical category (neither N nor V) (Baker 2003: 21) .
To put this simply, verbs are licensers of subjects, nouns are bearers of theta-roles, and adjectives are neither of these.
According to this view, verbs assign a theta-role to the subject generated in their specifier, but adjectives and nouns are not theta-role assigners in and of themselves. They need the support of the functional category Pred (Bowers 1993) to assign a theta-role. Thus, VP is structurally parallel not to AP or NP but to Pred + AP/NP, as the structures in (3) for the sentences in (2) (Baker 2003: 35) In fact, Baker (2003: sec. 2.9) decomposes V (unaccusative verbs) into Pred + AP. When A merges with Pred before vocabulary insertion, the A + Pred combination is realized as an unacussative verb, as in (3a). (3b), on the other hand, illustrates the case in which A is spelled out before the merge; Pred is separately spelled out as an appropriate vocabulary item, which is usually zero in English.
Also, Baker claims that the default character of A enables adjectives to occur in syntactic environments incompatible with the defining properties of nouns and verbs in (1a, b). In particular, only adjectives can function as (i) direct modifiers, (ii) the complements of degree heads like so, as, too, and how, and (iii) resultative secondary predicates because they are neither theta-role bearers nor theta-role assigners.
3 For example, in direct modification, the modifier merges with the head noun directly, with no functional structure mediating the relation:
Nouns and verbs cannot be used in the modifier position ( Ã a genius woman, Ã a shine coin (Baker 2003: 191) ) because it would leave the referential index of a noun and the theta-role of a verb unlicensed (Baker 2003: 195-200 ).
Baker takes P as a functional category. Observing that PPs can occur in the AP-specific syntactic environments identified above, attributive modification (5a), co-occurrence with degree heads (5b), and resultative construction (5c), he claims that P is a functional category that turns an NP into AP. b. John is too in love for his own good. c. I cut the bread into slices. I smashed the vase to pieces.
We have seen that Baker analyzes Pred as a functional category that turns an AP into VP. In a similar vein, he analyzes P as an NP-to-AP category-shifting functional category. His view can succinctly be summarized as follows:
(6) a. V is equivalent to Pred + AP. b. A is equivalent to P + NP/DP. (Nishiyama 2005: 151) If the view in (6) is correct, Baker argues, there should be two types of functional categories, transparent type and opaque type. Transparent functional categories are those that form extended projections in the sense of Grimshaw (1991) , functional categories which keep the inherent nature of the complement they select intact. For example, Tense does not change the category of V, and Determiner does not affect the nature of N. In contrast, opaque functional categories change the inherent nature of the lexical category they select, making it syntactically opaque. This type includes Pred, P, and also NP-producing functional categories such as the English nominalizer -ing.
Finally, as a summary of this section, I cite Baker's typology of syntactic categories below. The view that PPs that express spatial relations have a layered internal structure is not new. Jackendoff (1987 Jackendoff ( , 1990 ), for example, provides the directional PP into the house with the internal structure in which the directional head to takes the locational phrase headed by in as its complement, i.e. [to [in [the house]]]. Recent research development in the cartographic approach to syntactic structures, however, has given rise to a wealth of detailed studies about spatial PPs in various languages (e.g. Cinque and Rizzi 2010), which have revealed the possibility of their having a much finer structural layering.
Locational PP
Svenonius (2006, 2010) , for example, proposes that the locational phrase itself (e.g. in the house in the above example), which he calls PlaceP, has a multi-layered internal structure, built up by (at least) six different functional heads:
AT in front of the car b.
AT there on top of the roof c.
AT ten meters behind the house
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The term Place is a cover term for the collection of functional heads from p to K. Semantically, Place specifies how space is projected from a region. Under the vector-based space semantics of locational PPs (Zwarts 1997), each head in (8) can be given an explicit semantic motivation.
To begin with the bottom, K in this decomposition is a function from a ground DP to a region. It is a kind of typeshifter, lifting the DP to a predicate. While Wunderlich (1991: 598) suggests that the K, his ''eigenplace'' function, is never expressed overtly, Svenonius (2010: 156, fn. 6) claims that genitive case in many languages is an overt expression of K. For instance, K is expressed by of in (8a, b).
The eigenplace or region so derived is mapped to its subpart by AxPart, front in (8a) and top in (8b). AxPart words typically refer to the front, back, top, bottom, sides, and middle of an object.
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In the next step, the eigenplace or region of the ground DP is mapped into a vector space by Loc, the prepositions on and in in (8a, b) and zero in (8c). On and in are deemed particularly important members of the category Loc; ''on specifies that there is contact, which implies that the vectors used to define the space have length zero, and in specifies that the space is bounded'' (Svenonius 2006: 53) .
Then, in a further step, Deg (for Degree), predominantly represented by measure expressions such as ten meters in (8c), identifies the ends of the vectors as a region; it is a function from vector spaces to the regions of space that the vectors pick out.
In total, these steps mean that locative prepositions like in front of (8a), on top of (8b), and behind (8c) turn a region (the eigenplace of the ground) into a vector space and then back into a region (the set of points in which the figure is located).
In addition, Svenonius (2010: 133-136) claims that there is another head higher than Deg, p in (8) , considering that a locational PP is relational and a figure argument must be introduced. The category p introduces a figure argument in neo-Davidsonian fashion, in a parallel manner to Kratzer's (1996) Voice head in the VP. This p is the locus of relational meanings such as contact, containment, attachment, and support. For example, prepositions such as on, upon, and against share the meaning component of contact, while in names the relation of containment. Some of Svenonius's (2010: 128) ''bounded prepositions,'' between and among for example, imply a more complex relation between a figure and a ground.
Although Svenonius does not mention it explicitly, it is clear from his discussion that p in English is often morphologically covert. Following Collins (2007) and Cinque (2010b) , I indicate the null p as AT, the counterpart of the overt p at. Svenonius also suggests that between and among are spelled out at p, given that these prepositions supply rich enough relational meanings to make them incompatible with a measure expression: As in (10a), PlacePs can take on a directional or path-denoting meaning because English has a null form of the goaldenoting preposition to, i.e. TO in (11) . As the parenthesis in (10a) implies, even the overt to is marginally licit in the same context. (10b) shows more explicitly the possibility of distinct morphological manifestations of a directional P and a locational P.
Svenonius calls a directional PP PathP. Overt and covert to (Goal) and overt from (Source) are canonical Path heads in English. As in (11), the Path head always selects a PlaceP (see also Collins 2007: sec. 2). As in (10) , the null to is licensed by verbs of motion (e.g. drift).
8 Semantically, in a goal PathP, the complement PlaceP names the final point in a path of motion, while in a source PathP, the PlaceP names the initial point.
Finally, I will briefly summarize Svenonius' (2010: sec. 4) analysis of particles. In English, in, on, up, down, off, out, and away can function as particles. First, particles combine with a PlaceP (12a) or a PathP (12b). In the former case, particles do not restrict the space denoted by the locational PP; rather, they introduce viewpoint or ''logophoric center'' for the space. On the other hand, particles with a PathP restrict the Path denotations. Overall, these properties indicate that particles are close to Path heads, though their relation to PlaceP is different from the relation of Path selecting Place. Svenonius suggests that particles in cases like (12a) are adjoined to the p level, which is confirmed by the fact that down precedes between in (12a); between is spelled out at p (section 2.2.1).
Two Types of P
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The aim of this section is to make a fruitful connection between the two theories introduced in section 2 by expanding on Nishiyama (2005).
Nishiyama (2005)
Baker defines P as the NP-to-AP category-shifting functional category, as discussed in (6b). Nishiyama (2005) , a review article on Baker (2003) , objects to this definition and advances the following alternative: (14) P is equivalent to Pred. (Nishiyama 2005: 144) Nishiyama arrives at this definition based on (among others) the behaviors of the Japanese postpositions de ''at'' and ni ''in(to).'' The Pred status of these postpositions is most explicitly seen in the fact that they select not only an NP complement, as in (15), but also an AP complement, as in (16) . The sentences in (15) show that in the spatial domain, de forms the adjunct PlaceP of a dynamic verb (15a), while ni forms the complement PlaceP of a stative verb (15bi), meaning ''in,'' or the complement PathP of a directed motion verb (15bii), meaning ''into.'' The sentences in (16) show that in a secondary predicate phrase, de is used for a depictive (16a), while ni is used for a resultative (16bii). Also, ni is used for a manner adverb (16bi).
Based on the considerations to be noted shortly, I summarize the de/ni alternation observed by Nishiyama as follows:
As a crucial fact, English and Japanese morphologically realize a spatial PP based on different structural criteria. As discussed in section 2.2, the most basic morphological distinction in English spatial PP lies in the PlaceP vs. PathP
The Multi-layered PP Analysis and the Prefix a-in Englishdistinction. In the English glosses in (17a, b), P is distinguished at the AT vs. TO level. When a PlaceP appears to be used as a PathP, as in (10a), there is a covert Path preposition TO dominating it. (10b) explicitly shows that English realizes the Path head and the Place head AT by means of different prepositions. In contrast, this language does not morphologically distinguish a complement PlaceP from an adjunct one, as shown by the English translations of (15a) and (15bi).
The Japanese postpositions de and ni, on the other hand, embody the adjunct vs. complement distinction of a spatial PP. As (17) indicates, ni-PP can be used both as a PlaceP and a PathP as long as it is a complement to the (main) predicate. An adjunct PlaceP, on the other hand, is realized by de. Given Collins' (2007: sec. 7) conclusion (on English spatial PPs) in (18) , ni and de should be viewed as allomorphs of AT (cf. Noonan 2010); the AT-phrase is realized by ni when it occurs as a complement to a verb and by de otherwise.
(18) A PathP headed by ''to'' (covert or overt) is always the complement of a verb. A PlaceP headed by AT, on the other hand, can be the adjunct or complement to a verb.
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The ni-PP is locational when selected by a stative predicate and directional when selected by a telic dynamic predicate (Ogawa and Niinuma 2013). According to Ogawa and Niinuma (2013) , the ni-PathP is licensed not by a covert TO but by AspP, an aspectual functional head situated above VP, with the value [+telic]. This analysis is based on the observation that when occurring with a dynamic predicate, a ni-PP, but not a de-PP, contributes to the telicity of the entire event: Ogawa and Niinuma's analysis enables us to dispense with the independent covert morpheme TO in Japanese. As predicted, the ni-PP cannot be directional with a manner-of-motion verb; as in (20a) below, the literal Japanese translation of (10) via a ni-PP is grammatically incorrect.
(20) a. Ã Booto-ga kyuuden-no-mae-ni tadayotta Boat-Nom palace-Gen-front-loc drifted b. Booto-ga kyuuden-no-mae-ni tadayotte-itta boat-Nom palace-Gen-front-loc drift-went ''The boat drifted in front of the palace.'' Following Noonan (2009), I assume that Japanese TO is conflated in inherently telic directed motion verbs such as iku ''go.'' Manner-of-motion verbs such as tadayou ''drift'' can acquire the directional telic interpretation by incorporating TO in the form of a compound verb, as indicated in (20b). In sum, the Japanese counterpart of the structure in (11) would be like as follows. When the Path head is TO, a bounded Path head, it is conflated or incorporated into a verb. The Place head AT is realized either by ni or de depending on the syntactic position of the PlaceP.
12;13
We have seen that Japanese crucially differs from English in its sensitivity to the complement vs. adjunct status of a spatial PP. Importantly, the morphological realization of AP in (16) duplicates this sensitivity. Although English does not morphologically distinguish depictive and resultative APs, Japanese mark them differently, using de for the depictive AP (16a) and ni for the resultative AP (16bii). According to the standard view (e.g. Rothstein 1983 As for manner adverbial phrases such as (16bi), I assume that a manner phrase is also marked by ni because it occurs in the complement (Rheme/Path) position of the proc (Process) event head in Ramchand's (2008) framework. Notice that while the depictive phrase in (16a) is completely optional in the sense that its presence/absence does not affect the grammaticality of the sentence, removing the underlined manner phrase from (16bi) makes this sentence sound a little awkward. Without it, the predication sounds informationally incomplete. In other words, the manner phrase adds necessary information to the verb aruita 'walked' in the predication of the subject. In Ramchand's framework, this type 222 NAGANO of syntactic element is called Rheme and captured by the head-complement relationship (with respect to an event head). Rheme can be NP, AP, and PP; in the following sentence, the verb aruku takes an NP rheme:
arui-ta -Nom mountain path-Acc walk-Past ''John walked along a mountain path.''
Spatial PPs and Non-verbal Predicative Phrases
Returning to Nishiyama's arguments, I agree with him that the de/ni alternation in (17) strongly suggest that these postpositions function as Pred, illustrating the definition in (14) . However, I do not think that this fact speaks against Baker's analysis of P in (6b). Rather, I submit that Baker's and Nishiyama's definitions of P focus on different facets of P, i.e. different functional heads of the multi-layered internal structure of a spatial PP.
14 More specifically, I propose the following correspondences:
(22) a. P as category-shifter (6b) = K of the PlaceP b. P as Pred (14) = p of the PlaceP
The correspondences in (22) have both theoretical and empirical support. First, they are confirmed by Svenonius' semantic descriptions of the functional heads K and p discussed in section 2.2.1. He defines K as a type-shifter that lifts the ground NP to a predicate and p as the introducer of a figure argument, respectively. These definitions neatly match Baker's definitions of P and Pred; as discussed in section 2.1, he uses P as the NP-to-AP category-shifter and Pred as the licenser of the external argument for AP and NP.
Second, if (22) is correct, the multi-layered structure of PlaceP in (8) explains why Pred can combine with both NP and AP, as observed in (15) and (16) . In (8) (8) as an equivalent to AP is corroborated by its being selected by the Deg head; as shown in (7), Deg is an extended projection of the category A. In addition, K often lacks formal realization (see section 2.2.1 for Wunderlich's and Svenonius' views on the morphology of K). In (8), when K does not surface phonetically, p or Pred appears to combine with DP (or NP). In a word, if (22) is correct, one can capture the parallelism between nonverbal predicative phrases and spatial PPs observed in (17), as follows: In (17), we saw that the PP niwa-de ''in the garden'' is a PredP adjoined to a dynamic event. As predicted, the contrast between (24a) and (24a') suggests that this phrase can indirectly modify a noun that has an event argument (or e-place); according to Ogawa (2001) , event nominals, IAP (inalienable possession) nominals, and relational nominals are stage-level predicates with an e-place. I assume that the de-PredP in (24a') is predicated of this e-place. In contrast, the PredP in (24a') cannot be realized by ni because the event nominal kaika does not project up to AspP (Ogawa and Niinuma 2013: 243-244). 15 Next, the underlined no-phrase in (24b) has two distinct interpretations, (i) ''garden flowers'' (which contrast with e.g. yasei-no hana lit. wild-K flower ''wild flowers'') and (ii) ''flowers that are in the garden.'' As suggested in (24b'), only in the latter interpretation, the head nominal hana ''flower'' can be freely replaced with subtype names of flowers. These interpretations suggest that niwa-no in (24b) can be either a direct modifier, yielding the interpretation in (i), or a The Multi-layered PP Analysis and the Prefix a-in Englishgenitive NP, yielding the interpretation in (ii) (for the semantic characteristics of direct modification, see Cinque 2010a: sec. 1). As predicted, only under the (ii) interpretation, niwa in (24b) can be restricted by a D element or by a modifier (e.g. tonari-no niwa-no hana 'lit. next-door-Gen garden-Gen flowers,' ''flowers that are in the next door's garden''), and can be separated from the head nominal by another modifier (e.g. niwa-no kirei-na hana 'lit. garden-Gen beautiful-Pred flower,' ''beautiful flowers in the garden''). These expansions are always possible with the no-phrase in (24b'). The most plausible account for the (i) reading is that the genitive no in (24 bi) is K and turns the NP niwa ''garden'' into an (element close to) AP, as shown in (25a). For comparison, I show the structure of the indirect modifier in (24a') in (25b).
Significantly, the depictive phrase nama-de ''raw, at raw state'' in (16a) occurs in the same nominal modification pattern as (24b); it can modify only a nominal with an e-place, as in (26a, a'). On the other hand, the no-form nama-no ''raw'' is ambiguous between the two structures in (25) , or between the functions as direct and indirect modifiers. Just like the English adjective raw, nama-no can be either a direct modifier, as in (26b i), or an indirect modifier, as in (26b ii).
The status of the genitive no as K is confirmed by Svenonius' (2010: 156, fn. 6) claim that genitive case in many languages can be an overt expression of K. In addition, it is independently confirmed by Watanabe's (2012) observation that material/nationality-denoting direct modifiers take the ''N-no'' form in Japanese, as in (27a', b'), in contrast to the denominal or relational adjectival form used in English (27a, b). Turning to English data, in section 2.2, we saw that the English p is often morphologically covert AT (see also Nishiyama 2005: 150), and the prepositions in and on occur in the head Loc. Then, if (23) is correct, the in-PlaceP should form an indirect modifier with the following internal structure:
As a result, unlike (24b), the modification by in the garden cannot have a direct modification reading. Yet, at the same time, the indirect modification by the in-PlaceP is not restricted to the head nominal with an e-place; it can modify a sortal noun in a parallel manner to the genitive-marked nominal in Japanese: The PlaceP/PredP in the garden is predicated of the e-place of blooming in (29a), while it is predicated of flowers in the specifier position of the PredP. Also, since the p or Pred in English is usually null, predicative AP phrases occur in a ''bare'' form, with no prepositional element, unlike the Japanese depictive and resultative phrases in (16a, b):
224 NAGANO (30) a. John ate the fish raw.
(the counterpart of (16a)) <depictive phrase> b. John painted the wall ( Ã into) very red. (the counterpart of (16bii)) <resulative phrase>
The discussions on section 3.1 indicate that the depictive phrase in (30a) and the resultative phrase in (30b) have the internal structures like (31a) and (32b) below, respectively:
Although the unavailability of into in (30b) shows that the goal preposition TO is not phonetically realized in (31b), the resultative phrases in (5c), repeated below as (32a), show that it can. (32b) indicates the internal structure of the first resultative phrase in (32a).
(32) a. I cut the bread into slices. I smashed the vase to pieces.
To
The Development of a-from on
Using the relationship between spatial PP and non-verbal predicative phrases established in section 3, this section attempts to make a formal analysis of the historical development of the prefix a-from the preposition on. The source locative preposition on is basically P in (33a), if the finer distinction between K and Loc is ignored, and basically functions as an A(P)-forming element. On the other hand, the prefix a-embodies Pred, like the Japanese postpositions de-and ni-, and produces words of the status [Pred + AP].
Formal Change
As I mentioned in section 1, many researchers argue that the prefix a-originated from the preposition on. Curiously, however, as far as the studies I have consulted are concerned, none of them discuss whether this development is an instance of grammaticalization or not. This question is directly connected to the question of why or by what mechanism a preposition can change into a derivational affix.
Prototypically, grammaticalization is viewed as a diachronic process characterized by a unidirectional shift of category and form (Traugott 2010 : sec. 2). Categorially, an item of a lexical category changes into an item of a functional category (a stage called Primary grammaticalization), and also an item of a ''less'' functional category changes into an item of a ''more'' functional category (a stage called Secondary grammaticalization). Formally, a free morpheme gradually loses syntactic independency and undergoes phonetic reduction, changing first into a bound morpheme and then into zero. These unidirectional changes of category and form due to grammaticalization are depicted most explicitly in the following ''cline of grammaticality'' by Hopper and Traugott (2003) In addition to this traditional view, some researchers advocate incorporating the following sort of semantic extensions into the unidirectionality of grammaticalization: (35) person > object > activity > space > time > quality (Heine, Claudi and Hünnemeyer 1991: 48) Below, based on the changes of form and category, I will argue that the mechanism underlying the change from on to ais grammaricalization. Also, I will briefly discuss the view in (35) in light of the a-data. Let us start with the formal change from on to a-. The most important formal stages are the three depicted below, the preposition on stage, the clitic a stage, and the prefix a-stage:
The According to the Oxford English Dictionary (OED henceforth), 16 its entries of <on, prep.>, <a, prep 1 >, and <a-, prefix 3 > to be specific, the PlaceP by the preposition on in (36a) gave rise to the structure in (36b) before 1200 because ''unstressed on before a consonant was worn down to o or a.'' Since then, (36b) seems to have had been used side by side with (36a) until ''the separate preposition a ceased to be used in standard English after about 1700, being replaced by the full on, in, or the various prepositions which represent them in modern idiom [. . .]'' In the meanwhile, as early as in OE (Old English) and EME (Early Middle English), ''compound adverbs'' of the structure in (36c) were derived from the prepositional phrases in (36a) and (36b); subsequently, (36c) developed into a productive derivational process by the prefix a-.
The diachronic relationships among (36a-c) indicated above, i.e., (36a) having developed into (36b), and (36a, b) into (36c), are also suggested by the gradual reduction of the bracketed structure from a full-fledged phrase to a smaller phrase and finally into a word.
First, the source construction, the stage (36a), is a full-fledged phrase with a free-standing preposition. The quotation data in OED show that the preposition on takes a DP complement, whose head is predominantly an entity nominal, as in (37a). It does not take a VP or AP directly as its complement; when the head of the complement seems to be a verb or adjective, it is a zero-derived noun, as in (37b); zero-derived nouns are typically entity or result nouns (Ito and Sugioka 2002: ch.3). Since OE, on takes a deverbal noun in -ing (-ung in OE), as illustrated in (37c), forming the source constructions of (i) the be Ving progressive construction (Visser 1966 : 1996 -2004 , Nakao 1972 : 260) and (ii) the go/ come Ving purpose construction (Zandvoort 1969: 43) . 17 According to Tajima (1985) and Koma (1998 Koma ( , 2000 , the deverbal -ing noun was also originally a result or entity nominal, acquiring the argument-structure property of a complex event nominal gradually in ME and ModE (Modern English).
(37) a. 1375 Sche wold. . .Meke hire in his merci on þise maner wise.
1656 He sat a long time on his horse back in a profound study. b. a1400 All on-slepe he fand þam fast.
1451 I lay on wayte vp-on hym.
1939 He put up a row of villas and in a short while let them all on lease. 1998 I'm on night shift and I've got to rush. c. (i) be on Ving c1300 Hit was in one someres day. . . at. . .þe gode kinge Rod on his pleyhinge. 1387 While þe gospel was on redynge. a1500 Whyle Torrent an huntyng wase. (ii) go on Ving 1300 is child scholde wende An hontingue. 1622 That might. . .set the Plough on going.
Next, in the stage (36b), the prepositional element still maintains syntactic independency, but its form is reduced to a, which cannot bear stress and is pronounced as a schwa. In light of the importance of phonetic change as a criterion of grammaticalization, I view this phonological reduction as the strongest piece of evidence for setting the stage (36b) apart from the stage (36a). Syntactically, the a in (36b) differs from the full form on in taking DP or NP headed by (complex) event nominal as its complement; the relevant examples are found in (38a) and (38d). As stated above, on takes entity or result nominals as its complement. Notice that the Ving-s of the progressive and purpose constructions in (37c) do not have an argument or adjunct, unlike those in (38d). Because there are examples such as (38b, c), it is not the case that the reduced a always take an event nominal complement, but it seems safe to say that the syntactic change of the Ving form mentioned above correlates with the phonetic change of P from on to a. Cotswolds. Note that the prepositional element a is connected to the complement by a hyphen in some instances in (38) . I take this hyphen as a maker of the clitic status of a, just like the apostrophe preceding s in the possessive phrase. 18 Being a clitic, a in this stage can attach to plural forms, as in (38b), and scopes over not only the hyphenated noun but the NP as a whole. For example, in (38a), a scopes over or takes as its complement not only its phonological host writing but also the whole NP (writing of this letter). The same is true of (38d). In (38d ii), for example, the complement of a is not only Ving (eeling) but also the whole phrase it projects (eeling in the river); therefore, the preposition after Ving should be a locative one. If it were selected by the main motion verb, it should be a directional preposition like to (Nagano 2008: sec. 5.4.3). Also of importance here is the fact that English affixes, derivational or inflectional, are not separated from their bases by a hyphen, except for the purpose of emphasis. Hence, the usage of the hyphen in the stage (36b) does not mean that a has attained the status of an affix; when it really has, it is directly bound to its base, as in the next stage in (36c).
The third stage, depicted in (36c), is clearly distinguished from the preceding two stages in three formal properties: (i) the boundness of the prepositional element, (ii) the syntactic category of its complement, and (iii) the size of the entire construction. First, as is indicated by the hyphen-less direct attachment, a in this stage differs from the one in the stage (36b) in surfacing as a bona-fide English prefix. As for the second and third differences, whereas in (36a, b) P takes a DP or NP complement and produces a PP, in (36c) it takes a nominal, adjectival, and verbal complement in an uninflected form and produces a word. The a in (36c) scopes over its phonological host only. According to Lehmann (1985: 306) , the reduction of scope is one parameter that indicates the degree of grammaticalization, the scope of a grammaticalized element being restricted to its immediately following element.
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The three distinguishing properties of the stage (36c) can be seen in the following data of a-words recorded in the OED. In total, I have collected 327 a-prefixed words from the OED. (i) location abed, a-room, aside, a-root, aboard, aplace, a-shore, a-port, afield, aground, aland, alee, aroom, aside, ahorseback, a-shelf, a-peak, a-shipboard, astern, abox, a-sea, awheel (ii) time aday, a-night, a-noon, a-week, a-morning, a-morrow (ii) state afire, agrief, ajar, alight, arank, arow, athrong, aflame, aheight, ajoint, atop, adust, aheap, apart, apiece, abloom, ajar, aslope, alight, aline, a-rake, afoam, aheat, ablaze, asleep, aswoon, awane, awork, abroach, aslant, ahunt, astrain, aroar, atilt, afloat, adream, ahold, astrut (vi) manner afoot, abrood, atiptoe, a-wing, apace, aslug ''sluggishly,'' acrook ''crookedly,'' acock (iii) goal aboard, afield, aground, alee, aside, aheight, awest, anorth, adistance, aloof The formal changes surveyed above strongly suggest that the development of a-from on is an example of grammaticalization because they neatly follow the grammaticalization cline in (34), the grammatical word on turning into the clitic a and further into the affix a-. The phrase-word relationship in this case is not a synchronic one, in which a word is derived from a phrase through head movement, as in the case of incorporation (Baker 1988) , or alternatively, a word and a phrase constitute different realizations of the same underlying representation (Ackema and Neeleman 2004) . For one thing, the existence of the intermediate stage, i.e. the clitic stage, testifies that on-phrases and a-words are related diachronically. For another, a synchronic phrase-word relationship basically observes the Mirror Principle (Baker 1985) ; for example, relational adjectives such as (27a, b) morphologically realize the underlying structure [K [NP] ] in a mirror-image morpheme order relative to the phrasal realization (see Nagano 2013b for details). A-words, on the other hand, exhibit the same left-headed word order as on-phrases. This fact can be explained if they are related via grammaticalization, on-phrases gradually shrinking into words.
In the next section, I will show that the development of a-can be seen as an instance of grammaticalization in terms of the categorial change.
Categorial Change
Categorially, the development of a-from on belongs to Secondary grammaticalization in which a functional item turns into a ''more functional'' item. One generative-linguistic interpretation of the degree of functionality implied in this definition is that it refers to the case in which an item of a functional category comes to be used as an item of a higher functional category (Roberts and Roussou 2003) . For example, the grammaticalization of an adposition can be explicitly defined by means of a multi-layered PP structure like (8) and (11) as the upward change of the functional head it spells out. My hypothesis about the case at hand is: (40) Categorially, the development from on to a-represents a change from Loc to p/Pred.
In section 2.2.2, we saw that the preposition on spells out the head Loc in (8) . (40) means that due to the process of grammaticalization, it has come to be used as the spell-out of the higher head p.
In the history of English, some prepositions underwent a change equivalent to (40) . Yokogoshi (2005) , for example, shows that from ME to PE (Present-day English), as in a small clause underwent the change of its category from a ''preposition,'' possibly a Loc-like element in (8) , to a Pred element. In PE, as takes an NP, AP, or VP as its complement in a small clause, as in (41a-c). According to Yokogoshi, in ME and EModE, it allowed only NP complements, producing sentences equivalent to (41a), but in the eighteenth century, it started to allow AP complements also, producing sentences equivalent to (41b).
(41) a. They considered Mary as a fool.
b. They regard Mary as smart. c. They regarded the book as given to Mary. (Yokogoshi 2005: 85) In this case, the preposition changed its category with its form intact. In our case in (40) , in contrast, a preposition changed its category along with its form. The first and clearest piece of evidence for the hypothesis in (40) has already been presented in section 4.1, the fact that while the preposition on and the clitic a allow only a DP or NP as their complement, the prefix a-can take an N, A, or V as its complement (the data given in (39)). As discussed in section 3 (see (23) in particular), p/Pred, the highest head of the PlaceP, can take an NP or AP complement. Then, the selectional difference means that the preposition and the clitic are of the category Loc, while the prefix belongs to the category p/Pred.
Second, if (40) is correct, a-words are morphological realizations of the structure [p/Pred [X] ]. This explains why a-words cannot function as direct modifiers, a fact mentioned in section 1 and illustrated below. As discussed in section 2.1, direct modification does not involve Pred. 
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Next, (40) is confirmed by the fact that while the on-PP exhibits a syntactic distribution distinct from the Japanese ni/de-PP, the point made by Nishiyama (2005) and examined in section 3, a-words do behave similarly to the ni/de-PP syntactically. To be specific, a-words can occur in all the syntactic contexts in (17) and also in indirect modification (e.g. (24a'), (26a')). In (17a) and indirect modification, the ni/de-PP is a PlaceP/PredP, while the ni-PP in (17b) is a PlaceP/PredP licensed by AspP, i.e. a bounded PathP. Below, I present (i) data of a-words acting as morphological realizations of PlaceP/PredP and (ii) data of a-words representing a bounded PathP. In the following descriptions, I treat the underlined a-words in (39a) as deverbal.
(I) a-words as PlaceP/PredP
First, a-words can function as location-denoting adverbs, as the de/ni-PP in (15a) and (15bi). The prefix in this case expresses the meaning ''in a location/position of.'' In Japanese, we saw that an active verb selects the de-PP while a stative verb selects the ni-PP. A-words, on the other hand, can be used both with an active verb, as in (45a), and with a stative verb, as in (45b): (45) 1876 The lights were out, and all were thought to be abed.
1905 Our coach will lock on when. . .the clerks are aboard.
Next, similarly to the de-PP in (16a), a-words can be used as state-denoting adverbs or depictive phrases, the prefix expressing the meaning ''in a state of.'' (46) a-words as state-denoting (depictive) adverbs a. 1711 To be married I find is to be buried alive.
c. [a-V]
The In these cases, the prefix a-denotes the meaning ''in a manner of'' as an instance of Pred. This view is confirmed by the fact that there is virtually no instance of a-words suffixed with -ly. The lack of manner adverbs in the form [a-X-ly] makes a stark contrast with the abundance of directional adverbs in the form [a-X-ward]. For example, compare the paradigm in (48a) with the one in (48b). The [a-X] adverbs in (48a) are later replaced by the [X-ly] adverbs in the rightmost column. There is no instance in which the prefix and the suffix co-occur in the same adverb. This means that a-and -ly are markers of the same function, i.e. they are allomorphs. In contrast, the [a-X] adverbs in (48b) not only have the [X-ward(s)] counterpart but often also have the [a-X-ward(s)] counterpart. In this case, the prefix and the suffix should be markers of different functions, either of which can be zero-marked.
In (45), (46) , and (47), a-words function as adjuncts. They can be state-denoting predicative complements also; in (49), they function as complements of intransitive verbs and the copular be, while in (50) they function as complements of transitive verbs or small-clause predicates. Finally, the following data indicate that a-words indirectly modify nominals with and without an e-place. As mentioned in section 3.2, English spatial PPs differ from Japanese de-PlaceP in their ability to modify nominals without an e-place. (52) (18) , I assume that the covert TO is licensed by a motion verb, the goal-denoting a-words being selected as the complements of the verb.
1878 He throws himself all a-sprawl upon the ground. In the present analysis, the use of a-words in (53) and (54) is not due to the polysemy of the prefix a-, a view that would postulate the Pred a-and the Path a-; rather, it is due to the working of the null TO. The view that a-is not Path but Pred in (53) and (54) has two pieces of empirical evidence. First, as we saw in (48b), the goal Path head can be overtly realized by the suffix -ward, which leads to words of the parasynthetic structure [a-X-ward]. Second, the source Path head is always realized by the overt preposition from in English (Svenonius 2010: sec. 3); hence, a-words are selected by from when the Path denotes source: (56) 1894 At the close of the reign of Charles the Second, great part of the iron which was used in the country was imported from abroad.
To summarize this section, I have presented four pieces of evidence for (40) , or the view that a-is Pred. Given that the preposition on is spelled out at the head Loc in (8), the development from on to a-embodies a distinct categorial change. This categorial change can be attributed to the working of grammaticalization because an item of a functional category turned into an item of a higher functional category.
Now that the development of a-is identified as a case of grammaticalization, a brief mention to the view in (35) is in order. On the whole, this change is in accord with the semantic path in (35) , spatial phrases turning into abstract statedenoting words. However, as far as the a-data are concerned, it remains unclear whether it is necessary to incorporate (35) as an ingredient of the grammaticalization process, for the semantic change arises as a result of the syntactic categorial change from Loc to p/Pred. If the correspondence in (23b) is a genuine equivalence, the relation between ''space'' and ''quality'' may be taken as a synchronic semantic extension rather than a diachronic change. 22 
Deverbal a-words
The Emergence of a New Derivational Pattern
In section 4, we saw that on-PPs underwent grammaticalization into morphological realizations of Place/PredP. This conclusion begs a question of why the prefix a-can attach not only to N and A but also to V, as shown in (39a-c). Given the correspondence in (23), a-selecting N and A as its base is a natural consequence of the grammaticalization, but the structure in (8) offers no room for Pred to select V as its complement.
In my view, the answer to this question lies in the notion of construction as a diachronic development prompted by grammaticalization (e.g. Akimoto and Maeda 2013). More specifically, I propose the following developmental steps for a-words: (23) in particular), the combination of Pred and an NP/DP has the intervening category-shifting head K, so in the formation of a PlaceP/PredP, Pred always combines with an AP. As a result, denominal and de-adjectival a-words uniformly represent the complex syntactic category Pred + A.
Then, in the next step (57b), the denominal and de-adjectival a-words so formed gave rise to a productive derivational pattern in which the a-prefixation produces words of the complex category Pred + A (with the meaning ''in a state of''). That is, the bound morpheme a-was established as a derivational prefix that marks the following transpositional process (for Transposition, see Beard 1995):
Because the pairing of the morpheme a-and the process (58) is an instance of form-function pairing, the step in (57b) can be seen as a case of the emergence of a new construction as a result of grammaticalization.
In (58) , as indicated by the arbitrary X, any lexical category, not only N and A but also V, can be the input category of the a-prefixation. Under the present analysis, the extension to V can be ascribed to the working of analogy, a rulegeneralizing mechanism often observed in the process of construction development. Of particular importance for the analogy is the pre-existence of a-words based on activity-denoting nouns such as those underlined in (39a):
(59) asleep, afloat, ablaze, aswoon, awane, awork, astrut, ahunt, astrain, abroach, aslant, aroar, atilt, adrift, ahold, adream
These words are old formations originally based on the phrase [on + deverbal noun] (e.g. on sleep). However, after the formal distinction between N and V was lost in ME, a-words like (59) came to be analogically recognized as based on V (Jespersen 1942: 127-129 ). This analogy led to the development of the construction which accepts V as the input. The two developmental steps in (57) are strongly supported by the sharp ''age-divide'' between denominal and deadjectival a-words in (39a, b) and deverbal a-words in (39c). As discussed above (39), the total of 327 a-prefixed words collected from the OED include 181 denominal a-words, 38 de-adjectival a-words, and 88 deverbal a-words. Table 1 below shows their diachronic distribution; it classifies the denominal, de-adjectival, and deverbal a-words according to the period or century in which their first instances were attested.
As this table clearly shows, the denominal and de-adjectival types had been attested since OE, with more than half of their instances (55% for denominals and 63% for deadjectivals) being formed in OE or ME, whereas the deverbal type became productive much later, most of their examples (95% thereof) being attested in ModE. In fact, 67% of all the deverbal instances are attested in the 19 th century. Jespersen (1942: 128) indicates the lingering productivity of the deverbal type in the 20 th century in his statement that ''[n]owadays such words [a-words] may be formed practically from any intransitive vb which is monosyllabic or else disyllabic ending in unstressed -le, -re, or -en [. . .]'' Denominal and de-adjectival types, on the other hand, are much less productive in ModE and virtually of zero productivity after the 20 th century. In brief, this section has argued that the grammaticalization from on-phrases to a-words led to the emergence of a new construction that binds the form a-, the syntactic category Pred+A, and the semantics ''in a state of'' together. Table 1 . The number of denominal, de-adjectival, and deverbal a-words attested each century.
NAGANO
The Syntactic Category of a-words
This final section examines the derivational process in (58), particularly focusing on its output category. (58) means that whatever the input category is, the output category of a-prefixation is Pred+A. 23 The internal mechanism of this transposition can be captured by the VP = PredP equivalence indicated in (3a, b) . Concretely, my analysis of the affix a-as Pred means that when the base X in (58) is A or N, it projects a PredP by the head-complement relation depicted in (3b). When the base X is V, it projects a PredP by mapping the VP structure in (3a) into (3b).
First, in section 4.2, we saw that a-words function both as adverbs (see (45) , (46), (47)) and as predicative adjectives (see (49) , (50), (53), (54) As cited in the parenthesis in (60) , Japanese adjectives are always of the complex type Pred+A (see Nishiyama 1999 for details), which leads to the difficulty of their functioning as direct modifiers, for example (Watanabe 2012 ). In word-formation, too, Japanese derives adjectives of the type Pred+A; it seems to have no derivational affixes that derive the category A (without Pred), affixes similar to those deriving relational adjectives in European languages (e.g. -en and -ese in (27a, b) ). Given the existence of the type of language as in (60) , the complex category Pred+A qualifies as a valid syntactic category to be realized in a word form. Although English usually realizes Pred separately from A, either conflating it with the copular verb be or employing a covert morpheme for it, the grammaticalization processes in (57) have provided this language with the Japanese-type adjectival words.
Finally, as mentioned above, in Baker's (2003) analysis, Pred + AP is equivalent to V (unaccusative verb), as stated in (6a). This recognition is clearly shown by the parallelism between the structures in (3a) and (3b); an AP assigns the Theme role to its subject not by itself but with the help of Pred. Then, the output of the derivational process in (58) should be very close to unaccusative verbs, stative verbs in particular, given the meaning of the prefix a-''in a state of.'' Indeed, the prefix a-attaches to various verbs except stative verbs ( Ã aknow, Ã aresemble) and achievement verbs ( Ã adie, Ã anotice). 24 Witness the following classification of deverbal a-words based on their base verbs, in which the verb classes are taken from Levin (1993 Levin (1993) : astrand, adraw, agrime, ascent, awhet, abroach
As suggested by the description by Jespersen (1942: 128) cited in the previous section, a-attaches to intransitive verbs productively. In particular, (61) reveals the strong preference of this prefix for intransitive (mainly unergative) verbs that conflate a manner component in their semantics. 27 In these cases, (58) changes the base verb into an unaccusative-like predicate (Pred+A) by focusing on or foregrounding the manner component of the base verb. Consequently, the a-words in (61) are semantically similar to and often paraphrased by the -ing participial adjectives from their base verbs; for example, a sheep agasp vs. a gasping sheep. Compare also the deverbal a-words in (52c) with the deverbal -ing modifiers in (63) below. The two deverbal forms seem to differ only in that the a-form always incorporates the Pred (; hence the contrast in (43)). 
