Abstract Social media is rapidly becoming the main source of news consumption for users, raising significant challenges to news aggregation and recommendation tasks. One of these challenges concerns the recommendation of very recent news. To tackle this problem, approaches to the prediction of news popularity have been proposed. In this paper, we study the task of predicting news popularity upon their publication, when social feedback is unavailable or scarce, and to use such predictions to produce news rankings. Unlike previous work, we focus on accurately predicting highly popular news. Such cases are rare, causing known issues for standard prediction models and evaluation metrics. To overcome such issues we propose the use of resampling strategies to bias learners towards these rare cases of highly popular news, and a utility-based framework for evaluating their performance. An experimental evaluation is performed using real-world data to test our proposal in distinct scenarios. Results show that our proposed approaches improve the ability of predicting and recommending highly popular news upon publication, in comparison to previous work.
Introduction
The creation and proliferation of platforms which enable users to post information onto the web in real-time and interact with others has brought new challenges into light. A recent international study [33] on news consumption has shown that half (51%) of the Internet users use social media as a source of news each week. As realtime micro-blogging and other social network applications become the main channels of quick information dissemination, traditional information retrieval (IR) and web page ranking approaches demonstrated several shortcomings in identifying the most relevant information for users [10] .
Data dissemination services such as news aggregators provide up-to-date, realtime information to users. One of their main challenges is addressing recency [56] : to quickly identify how popular a news will be to rank it appropriately. Most research concerning this issue uses social feedback to predict the popularity of such content. By social feedback we refer to the reaction of users in social media platforms, such as the number of times the content is shared or commented. However, these approaches introduce a waiting period, as they need social feedback to be available in a substantial amount, to make accurate predictions. In this work, a study is provided concerning the task of predicting news items' popularity upon their publication, without requiring any updates on related social feedback, and using the resulting prediction to produce news ranking.
An important characteristic of news popularity is that most news obtain a very low level of popularity [44] . Therefore, only a small set of cases may be considered highly popular. Unlike previous work, our proposal is focused on accurately predicting the popularity of these rare cases as soon as possible, to position them in the top of the recommendations. However, rare case prediction tasks raise issues with standard learning tools and evaluation metrics as they are focused on predicting and evaluating the average behaviour of the data (i.e. low popularity news). To overcome this issue, we leverage our previous work on resampling strategies [31] applied to the problem of predicting rare cases of highly popular news. Resampling strategies operate by removing or/and adding cases from a data set to correct its skewness (i.e. data imbalance). The hypothesis tested is that by correcting the data imbalance in news popularity data sets, it is possible to significantly improve predictive accuracy on highly popular news, and thus provide better rankings.
As to the evaluation of such tasks, we resort to previous work by Ribeiro [37] on a utility-based regression framework which enables the evaluation of predictive accuracy on specific intervals of target variables (the most popular news items). The combination of these biased learning and evaluation approaches are formalised as an integrated framework for tackling the task of accurately predicting and ranking highly popular news.
Using a real-world data set, collected over a period of 8 months, we build predictive models using resampling strategies and use the resulting prediction to produce concrete news rankings. We focus on achieving high prediction accuracy for recent and highly popular news, which is the key distinguishing aspect of our work. Our proposed framework can be deployed as a stand-alone solution, or integrated in a news recommendations' framework, using data from two types of sources: (1) official media; and (2) the recommendations of Internet users as they emerge from their social network activity. In the framework instantiation presented in this article, we use Google News as the official media source and Twitter as a social media source, where social feedback (i.e. popularity) is defined as the number of tweets where a given news item is shared.
The main contributions of this work are:
-an extension of previous work concerning resampling strategies in the context of news popularity prediction, by introducing novel strategies; -using such extension in an integrated framework for the prediction of news popularity and recommendation of such items without requiring related social feedback, focusing on highly popular news; -an extensive evaluation of the proposed framework accuracy when used as a stand-alone solution or when integrated in a news recommendation framework, using a data set of news items from Google News and social feedback from Twitter collected over a period of 8 months.
The rest of this paper is structured as follows. In Sect. 2 previous work is discussed. In Sect. 3 the tasks addressed in our work are described. Resampling strategies are presented in Sect. 4 . Section 5 describes the used data, regression methods and evaluation procedures. Results are presented in Sect. 6 and discussed in Sect. 7 . Conclusions are presented in Sect. 8.
Previous Work
Given the shortcomings raised by traditional IR and web page ranking approaches [10] , the study of content popularity and proposals for prediction approaches using social media data have proliferated in recent years. Figueiredo et al. [16] studied the popularity of Youtube videos. Lerman and Ghosh [26] studied how the structure of a network affects the dynamics of information spread by analyzing data from Digg and Twitter. Concerning news popularity and the Twitter platform, Petrovic et al. [35] conclude that Twitter covers almost all news-wire events but the opposite is not true. Osborne and Dredze [34] find that Twitter is the preferred medium for breaking news, almost consistently leading Facebook or Google Plus. Tatar et al. [44] provide a survey on web content popularity prediction. News popularity prediction tasks can be framed in two scenarios: (1) a priori, when related social feedback is unavailable; and (2) a posteriori prediction, when related social feedback is available. A considerable distinction is that a priori proposals use meta-data concerning the target items and a posteriori proposals use related social feedback, as it become available.
Most previous work has been focused on the a posteriori scenario. According to Tatar et al. [44] , this scenario has been explored by three main approaches: (1) cumulative growth, by studying the amount of attention items receive from being published until the prediction moment; (2) temporal analysis, studying the evolution of content popularity over time until the prediction moment; and (3) popularity evolution trends, using clustering methods to find similar items. The evaluation of many of these proposals use data from different social media platforms, but are nonetheless important to consider given that recent research shows that they generalise well [38] .
Regarding cumulative growth approaches, early work by Kaltenbrunner et al. [24] proposes a constant growth approach for predicting the popularity of Slashdot stories, depending on the publication hour of the news stories. Szabo et al. [41] propose two methods for predicting the popularity of YouTube videos and Digg stories: the linear log and constant scaling methods. Tsagkias et al. [51] and Tatar et al. [42] used the former methods in news popularity prediction tasks. Tatar et al. [45] extend their work and show that the prediction methods outperform several state-of-art learning to rank approaches [17, 17, 53, 52] . Also, Lee et al. [25] propose a survival analysis approach with a Cox proportional hazard regression model to tackle this task.
As to the temporal analysis approach, Pinto et al. [36] propose to frame the popularity prediction task as a multivariate linear regression task; Wu et al. [52] use a reservoir computing approach and Gürsun et al. [19] propose a time series approach focusing on frequently-accessed items. As to the popularity evolution trends approach, Pinto et al. [36] propose to combine multivariate linear regression with radial basis functions and Gürsun et al. [19] propose a hierarchical clustering approach to predict rarely-accessed items. Also, Ahmed et al. [1] propose a transition model based on identified classes of behaviour.
The main requirement concerning a posteriori approaches is availability of social feedback related to the target items. However, when an item is published no social feedback is available, and some alive-time is required to have enough data for an accurate prediction. As previously mentioned, the focus of our work is on accurately predicting the popularity of news upon publication, when social feedback is nonexistent or scarce, making a posteriori approaches not suitable. To tackle this issue, a priori approaches have been proposed.
In the a priori scenario, Tsagkias et al. [50] use diverse sets of features for a twostep procedure: first, to predict if a news will receive comments and second the volume (low or high) of comments. Results show a solid performance on the first step but a degraded performance in the second. Bandari et al. [3] propose classification and regression approaches using four predictors: source, category, subjectivity in the language and named entities mentioned.
Recently, a third prediction strategy has been proposed: a hybrid strategy using time-based ensembles [32] to combine approaches from the two known strategies. The cerebration of this proposal lies in the shortcomings of both a priori and a posteriori strategies. The former allows for the prediction of news popularity when social feedback is unavailable, but does not allow for an update of such predictions when social feedback becomes available. On the other hand, the latter relies solely on social feedback. As such, is incapable of accurately predicting news popularity until there is a sufficient amount of feedback.
According to Tatar et al. [44] the popularity of online content is described with a power-law distribution. As such, most of the content obtains a low level of popularity and only a small amount of rare cases achieve very high popularity levels. Proposals in previous work tackle this task of predicting the popularity of online content mainly using approaches based on standard prediction models that by definition optimize performance for the average behaviour of the data. Although these approaches are capable of achieving good results, given the power-law distribution of online content popularity, most of the correctly predicted items have low popularity. The main distinction of our work and previous work is that our proposal is focused on accurately predicting rare cases of highly popular news to position such items at the top of the recommendations as soon as they are published.
Finally, in this paper a stochastic view of the popularity concept is assumed (i.e. aggregate behaviour), considering all tweets and retweets from every user equally, which are used as input in the numeric prediction task. Different tasks have been discussed, such as those focused on determining the number of ''retweets'' (i.e. Twitter functionality to re-publish a tweet) a given tweet will obtain [40, 55, 21] or those using data concerning the social network of individual users to predict the popularity of content generated by the user [20, 22] . The task tackled in this paper is not focused on the popularity of content generated by a single or a given group of users, but on the general popularity of content in social media platforms.
The current paper extends our previous work [31] by significantly increasing the amount of data analysed, by evaluating new resampling strategies, but mainly using such strategies to propose an integrated framework for producing news rankings using the results of the previously proposed prediction methods and the evaluation of such rankings in different deployment scenarios.
Problem Description
The objective of our work is twofold: a) to accurately predict the popularity of news stories upon their publication, focusing on the news that will be highly popular, and b) to transform this outcome into news rankings.
The task of predicting news popularity has been previously formalised as a classification (e.g. [50, 20] ) or ranking task (e.g. [11, 28] ). However, one of the main challenges in our work is, as previously described, the ability to predict popularity as a numeric target variable. As such, the first task is a numeric prediction task (i.e. regression) where we are trying to forecast the number of tweets a news item will receive based on some description of the news. However, this task has one particularity: we are only interested in achieving high prediction accuracy on a small sub-set of the news-the ones that will be tweeted the most (i.e. the most popular). These are the news that the public deems as highly relevant for a given topic and these are the ones we will subsequently place at the top of our news recommendation.
The second task consists on the generation and evaluation of news rankings using the results of the first task. This second task should confirm the possibility of reducing the latency period (i.e. time between publication and an appropriate position in the recommendation) related to the recency of news.
In this paper, we describe and test several approaches aimed at improving the predictive performance on the difficult task of predicting the popularity of a news item. We then apply these prediction models in a framework and evaluate them in two scenarios: (1) as a standalone system where a news pool of recent news is provided, and (2) its application to ranks provided by Google News. The objective of the evaluation is to ascertain the ability of our framework in accurately predicting the most popular news at any given time.
Data Mining Tasks
The first task, where our goal is to forecast the number of tweets of a given news, is a numeric prediction task, usually known as a regression problem. This means that we assume that there is an unknown function that maps some characteristics of the news into the number of times this news is tweeted, i.e. Y ¼ f ðX 1 ; X 2 ; . . .; X p Þ, where Y is the number of tweets in our case, X 1 ; X 2 ; . . .; X p are features describing the news and f() is the unknown function we want to approximate. To obtain an approximation (a model) of this unknown function we use a data set with examples of the function mapping (known as a training set), i.e. D ¼ fhx i ; y i ig n i¼1 . The standard regression task that we have formalised can be solved using many existing algorithms, and most of them try to find the model that optimises a standard error criterion like the mean squared error. What sets our specific task apart is the fact that we are solely interested in models that are accurate at forecasting the rare and high values of the target variable Y, i.e. the news that are highly tweeted. Only this small subset of news is relevant for our overall task of providing a ranking of the most popular news for a given topic.
Regarding the second task, rankings are produced using the outcome of the first task, the predicted number of tweets for each given news item in a set of news. This means that, given these predicted numbers of tweets, this second task executes the trivial process of ranking the news by decreasing predicted number of tweets.
Imbalanced Distribution of Popularity
Previous work [37, 48] has shown that standard regression tools fail in tasks where the goal is accuracy at the rare extreme values of the target variable (i.e. the most tweeted news), as in the problem we address with this work. We exemplify these potential problems in the scenario described in Table 1 and depicted in Fig. 1 using synthetically generated data. In this scenario, two models (M 1 and M 2 ) provide their respective sets of predictions, presenting a scenario where resampling strategies are useful.
Observing Fig. 1 we find that model M 1 clearly shows a superior predictive accuracy at low values of the data and that model M 2 is far more accurate at the highest values. However, if we calculate standard metrics such as Mean Squared Error and Mean Absolute Deviation (MSE and MAD, respectively) we will find no difference between these two models. Both models obtain a score of 0.461 for MSE and a score for MAD of 0.397. This occurs because these metrics are unable to distinguish where (in the domain of the target variable) the errors occur. To overcome this issue of evaluating models in regression tasks focused on rare values, we resort to a utility-based framework proposed by Ribeiro [37] and the evaluation metrics described in Sect. 5.3.1. This framework distinguishes rare and normal cases based on the distribution of the target variable and the concept of relevance as proposed by Ribeiro [37] . The relevance expresses the bias in the domain and is defined as a continuous function /ðYÞ : Y ! ½0; 1 mapping the target variable domain Y into a [0, 1] scale of relevance. Being a domain-based function, this framework requires an input by the user concerning the relevance function but also the relevance threshold, from which we define the set of relevant cases.
In this paper, the concept of relevance relates to the rareness of news items popularity. This is due to the observation that the popularity of news items resemble a power-law distribution, as noticed by several authors [43, 39, 24] . One of the most common argument for this behaviour is related to the rich-get-richer effect [8] , where items that become popular have a higher probability of becoming even more popular because they are promoted. Therefore, the large majority of published news items gathers a low level of popularity and a small set of rare news items obtain very high popularity levels. As such, we consider that higher the popularity, the more relevant the case. When expert knowledge is not available, as in our case, Ribeiro proposes an approach to automatically generate relevance functions /ðÞ based on box plot statistics. This automatic approach uses a piecewise cubic Hermite interpolation polynomials [12] (pchip) algorithm to interpolate a set of points describing the distribution of the target variable (i.e. popularity). The choice of interpolation method was based on its simplicity and effectiveness in interpolating discrete data. Moreover, by restricting the first derivative values at the control points they are capable of preserving local positivity, monotonicity and convexity of the data. These are most convenient properties in the context of our target scenarios. These points are given by box plot statistics. The outlier values (either extreme high or low) according to the box plot statistics of the target variable (i.e. popularity) are given a maximum relevance of 1 and the median value of the distribution is given a relevance of 0. The relevance of the remaining values is then interpolated using the pchip algorithm.
By combining this mapping and the relevance threshold t R provided by the user, it is possible to determine the cases in our data considered to be ''rare'', the ones we want to apply some bias in the prediction models. This procedure is also crucial for the evaluation of such prediction models, as further discussed in Sect. 5.3.1.
In Fig. 2 , we show an example of the automatically generated relevance function for a sample of data of the topic economy described in Sect. 5.1, with a relevance threshold of 0.9. The value of the relevance threshold was defined to obtain a small set of cases considered to be highly popular. In this example, a news item is NTweets Frequency Relevance Fig. 2 Distribution of news popularity and the automatically generated relevance function for a sample of data from the topic economy described in Sect. 5.1 considered rare if it obtains a popularity of 47 or more, corresponding to 10% of the sample cases.
Resampling Strategies
Several methodologies have been proposed for addressing imbalanced domains, mainly in classification tasks. Resampling methods are among the simplest and most effective. Resampling strategies work by changing the distribution of the available training data to meet the preference bias of the users. Their main advantage is that they do not require any special algorithms to obtain the models-they work as a preprocessing method that creates a ''new'' training set upon which one can apply any learning algorithm.
In this paper, we will experiment with four resampling strategies for regression tasks as implemented by Branco et al. in the R package UBL [6] : (1) random undersampling, (2) random over-sampling, (3) SMOTEr, and (4) importance sampling. Although resampling strategies were originally developed for classification tasks where the target variable is nominal, recent work [48, 49] has adapted these methods for regression tasks where the target variable is numeric. The distinction between the ''normal'' and ''rare'' items is carried out by resorting to the relevance concept as proposed by Ribeiro [37] and previously described in Sect. 3.2. As such, in our particular case, the ''normal'' cases are those which have a relevance below the relevance threshold t R which is set by the user, and the ''rare'' cases are those which have a relevance equal or higher than the threshold.
The objective of the first resampling strategy, random under-sampling, is to decrease the number of observations with the most common target variable values, to better balance the ratio between these observations and the ones with the interesting target values (which are less frequent). Oppositely, the objective of the second resampling strategy, random over-sampling, is to increase the number of observations with the less frequent target variable values by resorting to replication, with the same goal of improving the ratio between cases with ''normal'' and ''rare'' target values. In both these strategies, the selection of cases to remove or append is done randomly.
Concerning the SMOTEr strategy, it combines under-sampling of the frequent classes with over-sampling of the minority class, through artificial generation of new ''rare'' cases. The generation of synthetic cases is done by interpolating between pairs of existing cases. This process is not as trivial as in the original SMOTE algorithm [7] where the rare cases have the same target variable. In this case, although in a given pair of items both have high relevance, they may not have the exact same numeric value. To tackle this issue, the authors propose a weighted average of the target variable defining the weight as an inverse function of the distance between the generated case and the cases used.
The final resampling strategy, importance sampling, is a novel proposal that combines probabilistic under-and over-sampling strategies. This method does not require the setting of a relevance threshold, being solely based on the relevance function. The key idea of this method is to use the relevance function as a probability for both under-and over-sampling the examples. Therefore, the higher the relevance of a case, the higher the probability of it being selected to be replicated. Oppositely, the lower the relevance of a case, the higher the probability of it being selected for removal.
In our experiments we apply and compare these strategies to determine the best in accurately forecasting the number of tweets of highly popular news items. We should note that in each of the presented strategies the percentage of cases to be removed and/or added by the methods is defined by the user.
In Fig. 3 we show the impact of applying the presented resampling strategies. We depict the changes in density of the data, 1 using the previously mentioned sample from data of the topic economy, described in Sect. 5.1. For the purposes of this demonstration we used a 0:05% percentage of under-sampling and a 1:1% percentage for over-sampling.
Data and Methods

The Used Data
The experiments are based on news concerning four specific topics: economy, microsoft, obama, and palestine. These topics were chosen due to two factors: their (worldwide) popularity and the fact that they report to different types of entities (sector, company, person, and country, respectively). For each of the four topics we have constructed a dataset with news suggested by Google News during a period spanning roughly 8 months (2014-May-01 to 2015-Jan-01). The datasets were created by querying Google News every 30 min and collecting the top-100 recommended news. Figure 4 shows the total number of news per topic during this period (left) and a smoothed approximation of the amount of news per day for each topic (right). 2 For each news recommended by Google News the following information was collected: title, headline (the subtitle, also known as ''lead''), publication date, the news source and its position in the ranking. For each of the four topics a dataset was built for solving the predictive task formalized in Sect. 3.1. These datasets were built using the following procedure. For obtaining the target variable value we have used the Twitter API 3 to check the number of times the news was tweeted in the two days following its publication. This two days' limit was decided based on the work of Yang and Leskovec [54] and our own observations, both of which suggest that after a few days the news stop being tweeted. Of the total number of news for all topics (106.456), in 6.411 cases (6%) it was not possible to obtain the number of tweets and in 19.719 cases (18; 5%) the news items were not tweeted.
Concerning predictor variables, previous work provides evidence concerning which variables have strong predictive power and those that do not. Bandari et al. [3] show that the media source of the news items is a strong predictor of popularity. Textual features are used by Tsagkias et al. [50] , by extracting the top-100 most discriminative terms and observing that they show a strong predictive performance. Additionally, they use named entity identification, adding predictors concerning average behaviour (as to popularity) when certain entities are referenced in news. Subjectivity of language and sentiment analysis have also been used in this numeric prediction tasks using news popularity. Bandari et al. [3] used subjectivity of language, but report little predictive power by this predictor. However, in the case of sentiment analysis, Berger et al. [4] show that it is a good indicator of articles' virality.
Considering the indications provided by previous work, the predictor variables we used to describe each news are as follows. We have applied a standard bag-ofwords approach to obtain a set of terms describing it, using the infrastructure provided by the R package tm [15] . This was applied to the headline of the news, given that initial experiments have shown that the headline provides better results than the title of the news item. 4 We have not considered the use of the full news text as this would require following the available link to the original news site and have a specific crawler to obtain this text. Given the wide diversity of news sites that are aggregated by Google News, this would be an infeasible task. Punctuation, numbers and stop words were removed, and sparse terms were also removed. Depending on the topic, we roughly used between 100 and 200 terms to describe the news items. To this set of predictors we have added two sentiment scores: one for the title and the other for the headline. These two scores were obtained using the sentiment dictionary described by Hu and Liu [23] . Finally, we use the average number of tweets for the respective news source, learnt using train data. Our decision on using such predictors is motivated by the attempt to understand the high-level popularity potential of news items in three dimensions: (1) the presence of key terms; (2) the polarity and magnitude of sentiment shown in both the title and headline; and (3) the level of attention given to the respective media source of the news. Table 2 presents a summary of the information describing each news item in our data sets.
Since a news item may appear in more than one position in the Google News ranking at different timestamps, additional data sets were built for each topic with such information: for each topic and Google News query, a data set is constructed containing a news item identifier, the timestamp of the query and the respective position in the rank.
Regression Algorithms
To test our hypothesis that using resampling methods will improve the predictive accuracy of the models on the cases that matter to our application, we have selected a diverse set of regression tools. Our goal is to ensure that our conclusions are not biased by the choice of a particular regression tool. Table 3 shows the regression methods and tools that were used in our experiments. To allow for an easy replication, we have used the implementations of these tools available in the free and open source R environment. Concerning the parameter settings, we implemented a method to discover the optimal parametrization (i.e. the setting that obtains the best possible results within a certain set of values of the parameters) for each of these regression methods. The search for optimal parameters was carried out for each combination regression method-data set, and the results are detailed in ''Appendix''.
Evaluation Metrics
The metrics presented here are used to evaluate the performance of our approach in both their tasks: (1) the prediction of rare cases of highly tweeted news and (2) the production of news rankings using those predictions.
Prediction Evaluation Metrics
Regarding the performance evaluation of prediction models, the focus of our problem is accurately predicting a small amount of cases, i.e. those which are rare due to their high number of tweets. Standard regression metrics (e.g. mean squared error) are unsuitable for these problems as previously shown in Sect. 3.2. In classification, the solution usually revolves around the use of the precision/recall evaluation framework [9] . Precision provides an indication on how accurate is the model in predicting the rare cases. Recall signifies how frequently the rare situations were identified as such by the model. To achieve a similar solution for regression tasks an extra degree of complexity must be considered: the notion of numeric precision. Torgo and Ribeiro [46] and Ribeiro [37] presented a formulation of precision and recall for regression tasks with imbalanced distributions, as in our case. This framework for utility-based regression considers both the user preference biases and the issue of numeric accuracy.
The authors propose that the user should be able to specify the sub-range of the target variable values which are considered to be the most relevant. In our paper, the concept of relevance relates to the rareness of news items popularity (i.e. higher the popularity, the more relevant the case). Ribeiro [37] describes an automatic method for obtaining the relevance function when the user goal is to be accurate at rare extreme values, as in our case. This method is detailed in Sect. 3.2 and is used to obtain the relevance functions of the data sets used in our experiences. As to the performance evaluation of prediction models, we will rely on the regression variant of the F-measure, henceforth referred as F1 / , that depends on the precision (prec / ) and recall (rec / ) measures proposed by Branco [46] and based on the mentioned framework of Torgo and Ribeiro [46] and Ribeiro [37] . In this context, precision and recall as defined as:
where /ðy i Þ is the relevance associated with the true value y i , /ðŷ i Þ is the relevance of the predicted valueŷ i , t R is a user-defined threshold signalling the cases that are relevant for the user, and uðŷ i ; y i Þ is the utility of making the predictionŷ i for the true value y i , normalized to ½À1; 1. Utility is commonly referred to as being a function combining positive benefits and costs (negative benefits). In the context of this paper, utility is a function of both the relevance of the true (/ðyÞ) and predicted (/ðŷÞ) values, and the numeric difference between them (prediction error). In regression, the utility surface is a continuous version of the benefit matrix proposed by Elkan [13] . This surface allows the evaluation of regression models for tasks where the target values have a different relevance for users, such as the tasks tackled in this work. The seminal work on utility-based regression by Ribeiro [37] proposes an approach to obtain utility surfaces. This proposal is focused on actionable forecasting tasks, motivated by the concept of activity monitoring [14] . Actionable forecasting entails the process of predicting the correct action, inferred by a function of a predicted numerical variable. The proposal for utility states two criteria for considering a prediction as beneficial (i.e. positive utility): (1) the predicted value leads to the correct action, and (2) the deviation of the predicted value is within a maximum admissible loss (prediction error). The second criteria raises caveats regarding the tasks tackled in this paper, since it allows for highly relevant values which are predicted as such, to have a negative utility. Therefore, we propose a new approach for utility surfaces.
Our proposal builds on previous work [37] , by also considering utility as a function of both: (1) the relevance of true and predicted values and (2) a loss These restrictions, use a threshold on the relevance values to ensure that no cost (i.e. negative benefit) is assigned to points that are both either highly relevant or non relevant.
To interpolate the values of utility we resort to the R package akima [2] which provides a framework for the interpolation of irregularly and regularly spaced data. This interpolation is carried out by providing pairs of points (true and predicted values) where the utility value is known, described as such:
• When the predicted value is the same as the true value (ŷ ¼ y), the utility is equal to the relevance of the true value, /ðyÞ; • pairs of true and predicted values where one corresponds to its maximum value (e.g. maxðŷÞ) and the other to a value with the same relevance as the relevance threshold (e.g. y : /ðyÞ ¼ t R ), the utility value is equal to 0.
• Cases where the prediction error is maximized (e.g. ðmaxðŷÞ; minðyÞÞ), the utility value is equal to À1.
Figures 5 and 6 provide a visual comparison of the utility surface proposed by Ribeiro [37] and our proposal, using a data sample from the topic economy, and the regression algorithm MARS. Confirming our previous considerations, the utility surface proposed by Ribeiro shows that it is not appropriate given the tasks dealt with in this paper, since it allows for the prediction of cases as highly relevant to obtain a negative utility. We will use the metrics prec / , rec / and F1 / using our proposed approach for utility surfaces, to compare and evaluate the type of tasks dealt in this paper. In our target application, the relevance threshold is set at 0.9 representing approximately 15% of the most popular news being tagged as rare.
We have shown that standard evaluation metrics are not appropriate in tasks where the focus of predictive accuracy is on a given numeric interval of the target variable. Nonetheless, given the widespread use of such metrics in previous work (e.g. [24, 41, 51] ), it is important to provide a comparison of such metrics. One of the most used in previous work concerning our scope is the root-mean-square error (rmse), which is primarily focused on the numeric prediction error. In addition to this standard evaluation metric, it is important to analyse the impact of considering the concept of relevance in calculating the numeric prediction errors. As such, we propose the use of rmse and a second metric (rmse / ), similar to the former, where items are weighted by their respective relevance (/). These metrics are defined as follows:
where, the predicted and true values are, respectively, denoted asŷ and y; n is the number of items in the set; and /ðyÞ is the relevance of the items' true value. By including these two metrics in the evaluation of prediction models, we are capable of providing interesting insights concerning two issues: (1) does the application of resampling strategies provide worst results concerning standard evaluation metrics such as rmse, and (2) what is the impact of considering the relevance in such standard metrics and how do they relate. 
Ranking Evaluation Metrics
Given the importance of ranking order to news recommendation, we used the following metrics: Mean Average Precision (MAP), Mean Reciprocal Rank (MRR) and Normalized Discounted Cumulative Gain (NDCG@k) metrics. The first metric is focused on the global outcome, and the remaining metrics consider the position of a given item in the ranking. Average Precision computes the average precision for all values of k where k is the rank, n is the number of retrieved items and Rel k is a binary function evaluating the relevance of the kth ranked item, attributing 1 to the relevant items 5 at rank k and 0 otherwise. The Mean Average Precision (MAP) metric computes the fraction of relevant documents retrieved over a set of queries.
Taking into account ranking position, the Reciprocal Rank is defined as the inverse of the rank at which the first relevant document is retrieved. As in MAP, the Mean Reciprocal Rank is defined as the average of the reciprocal ranks over all queries.
The Normalized Discounted Cumulative Gain (Eq. 6) measures the search result quality of the ranking function by assigning high weights to documents in highly ranked positions and reducing the ones found in lower ranks. Its definition is presented as follows, where Rel i;q 0; 1; 2; 3 f gis the ad-hoc relevance judgment of the ith ranked item for query q. The normalization of Discounted Cumulative Gain (Eq. 5) to a value between 0 and 1 is done by dividing the DCG value for the ideal ordering of the ranking (idealDCG). 
Experimental Evaluation
This section presents results on three sets of experiments. The first set evaluates the ability of models accurately predicting the news items focusing on those with a high number of tweets. The second set of results relates to the application of our proposed framework as a stand-alone system and its evaluation using daily news rankings. Finally, the third set is a real-world usage evaluation where our framework is applied to news recommendations from Google News. In all of these experiments the ground-truth is derived from the number of tweets assuming that our objective is high accuracy in recommending those news which have the most number of tweets. In the following experimental evaluations we will refer to the resampling strategies as UNDER for random under-sampling, OVER for random over-sampling, SMOTEr for SMOTEr and IS for importance sampling. Also, we will refer to the regression algorithms using the nomenclature presented in Table 3 : SVM, MARS and RF.
Prediction Models Evaluation
In this section, we evaluate the predictive accuracy of the proposed models focusing on the rare cases of highly popular news. Our objective is to prove the main hypothesis of this paper, which states that the combination of resampling strategies proposed in Sect. 4 and standard learning algorithms is capable of improving predictive accuracy in comparison to previous work.
Baseline
As baselines for this experiment, in addition to the models produced by the learning algorithms without the application of resampling strategies, we consider the approach proposed by Bandari et al. [3] .
The authors report that the best results are obtained by resorting to support vector machines (SVM) to model the data, using six features: source and category density score, subjectivity score, number of named entities, highest and average score among named entities. The source, category and named entities scores report to popularity (i.e. number of tweets). As for the subjectivity score, the authors examine if an article written in a more subjective voice can resonate stronger with the readers. Originally, the authors used a subjectivity classifier from LingPipe. 6 However, due to the issues concerning its implementation in R, we chose to use the sentiment polarity score for both the title and headline instead.
Results
Our data has a temporal order. In this context, one needs to be careful in terms of the process used to obtain reliable estimates of the selected evaluation metrics. This means that the experimental methodology should make sure that the original order of the news is kept so that models are trained on past data and tested on future data to avoid over-optimistic estimates of their scores. In this context, we have used Monte Carlo simulation as the experimental methodology to obtain reliable estimates of the selected evaluation metrics for each of the alternative approaches. This methodology randomly selects a set of points in time within the available data, and then for each of these points selects a certain past window as training data and a subsequent window as test data, with the overall training þ test process repeated for each point. All alternative approaches are compared using the same training and test sets to ensure fair pairwise comparisons of the obtained estimates.
Our results cover four topics: economy, microsoft, obama, and palestine. They are obtained through 50 repetitions of a Monte Carlo estimation process with 50% of the cases used as training set and the subsequent 25% as test set. This process is done using the infrastructure provided by R package performanceEstimation [47] . Table 4 presents a summary of the estimated metric scores for root-mean-square error (rmse), the relevance weighted root-mean-square error (rmse / ), precision (prec / ), recall (rec / ) and F1-Score (F1 / ). For each regression algorithm the best estimated scores are denoted in italics, whilst the best overall score is denoted in bold.
As expected, the best overall results concerning the standard evaluation metric rmse are provided by prediction models where resampling is not applied. Nonetheless, we note that when we account the best results by all combinations of regression algorithms and topics, they show that in SVM and RF models the application of resampling strategies does in fact improve the rmse metric. By comparing this metric and rmse / , the best overall results show the impact of accounting for relevance in the numeric prediction error: the best results considering the rmse / metric are given by models which apply resampling strategies. We observe that concerning this metric, the best models are obtained by the combinations of the regression algorithm MARS and the random under-sampling strategy, and the RF algorithm and the importance sampling strategy. Concerning the baseline approach of Bandari et al. [3] , results show that the models produced by regression algorithms without the application of resampling strategies provide better results than the baseline in most cases.
Concerning the utility-based evaluation metrics (prec / , rec / and F1 / Þ, we observe that in many cases, the best results of precision (prec / ) for each of the regression algorithms is given by models where resampling is not applied. However, these models also show a distinct decrease in recall (rec / ). Considering these observations, they show that these models often incur in a wrongful prediction of rare cases. If we focus on the F1 / metric, which combines results from both the utility-based precision and recall metrics, this intuition is confirmed. The best results concerning the utility-based metric F1 / in all topics and all regression algorithms is given by models where resampling strategies are applied. Also we observe that in all topics, the best overall results are given by the regression algorithm MARS. These results are in most cases obtained by combining this regression algorithm and the resampling strategy SMOTEr. As such, we observe that the results obtained show an advantage for resampling strategies where both under-and over-sampling are applied. In relation to the baseline approach by Bandari et al. [3] , the comparison of results between this approach and the other models, given by the utility-based metric F1 / , shows that in most cases the baseline approach provides the worst results.
Overall, this experimental evaluation describes a considerable advantage for the use of resampling strategies in combination with standard regression algorithms when the objective is to improve predictive accuracy concerning rare cases of highly popular news. However, it is still not clear if the outcome represents a statistically significant performance improvement. Therefore, we resort to Wilcoxon signed rank tests to test the hypothesis that the performance of our proposed prediction models provide significant accuracy improvements, according to the Table 4 Evaluation of prediction models with estimated scores for Precision, Recall and F1-Score, as given by the utility-based framework proposed by Ribeiro [ utility-based metric F1 / , and to infer the statistical significance (with pvalue \0:05) of the paired differences of the approaches' outcome. The statistical tests concerning regression algorithms without and with the application of resampling strategies show that the latter provides a significant performance improvement in every comparison. However, concerning the comparison between models and the resampling strategies used in this paper, results are more diverse. These are shown in Table 5 , by aggregating the approaches outcome by regression algorithm. According to the significance tests carried out, results show that the resampling strategy that provides the most significant advantage, independently of the regression algorithm used, is SMOTEr. However, results also show that overall, resampling strategies are very effective in improving the predictive accuracy of different models for the specific task of forecasting the number of tweets of highly popular news. These methods are able to overcome the difficulty of these news being infrequent. With F1 / scores between 0.6 and 0.7, although not optimal, we have more confidence in using the predictions of these models for ranking news items. This is particularly important within our goal, which requires the ability to accurately identify the news that are more relevant for the users, to improve the performance of news recommender systems.
Standalone Usage Evaluation
The goal of this evaluation is to check how effective are the news recommendation rankings produced using our proposed framework. Therefore, we will compare the rankings produced by our method against the ground truth. The ground truth rank is based on the observed number of tweets of each news item within the period of two days following its publication timestamp. Using the same process as in the first experiment, we predict the popularity of news items in the test set Ts and derive daily rankings using their publish date for aggregation. The ground truth rank is given by the sorting of news per day according to their final number of tweets, in a decreasing order.
Baselines
The effectiveness of the proposed prediction models in generating news rankings is compared to two baseline strategies, in addition to the ranks derived by the approach proposed by Bandari et al. [3] :
• Time News are ranked by time of publication with the most recent first;
• Source News are ranked by the mean number of tweets obtained by news of their respective news source.
The first baseline is a simple strategy usually used by news aggregators to promote popular content. As for the second, although we did not find any reference to it in previous work, it is an acceptable hypothesis that there are news sources that gather more attention than others. Therefore, we introduce this baseline to assess if knowing the source of news is enough to provide optimal news recommendations. Table 5 Results from Wilcoxon signed rank tests designed to test the hypothesis that the application of given resampling strategies (rows) provide significant increases of predictive ability in comparison to other strategies (columns), according to the evaluation metric 
Results
In this experiment, the temporal order of the data is also crucial. As such, we again use Monte Carlo simulation as the experimental methodology, where each alternative approach is compared by the same pair of training (Tr) and test (Ts) sets. As such, our results are obtained through 50 repetitions of a Monte Carlo estimation process with 50% of the cases used as training set and the subsequent 25% used as test set. Based on these comparisons we will calculate the metrics described in Sect. 5.3.2, Mean Average Precision (MAP), Mean Reciprocal Rank (MRR) and Normalized Discounted Cumulative Gain (NDCG@5 and NDCG@10), for the gathered data from each four topics (economy, microsoft, obama, and palestine) (Table 6 ). Overall, the results of this experimental evaluation clearly shows the difficulty of producing news rankings based on the prediction of news popularity. This is to be expected since, unlike the previous experimental evaluation, the success of this task requires not only an accurate prediction of highly popular news, but also to accurately predict their correct order. As such, in the topic obama for example, results show a non-optimal performance, which illustrates the margin for improvement.
Concerning the regression algorithms used, results show that the MARS algorithm provides the best results, which complies with the outcome of the previous experimental evaluation. However, results show that in most cases, the best rankings are given by models using random under-(UNDER) and over-sampling (OVER) strategies, which is an important difference in comparison to the previous evaluation.
Considering the best overall results, no clear advantage is observed concerning the use of a single resampling strategy. Nonetheless, results show a clear advantage of models using resampling strategies over those where such strategies are not applied. This observation is confirmed concerning each of the ranking evaluation metrics used. Amongst the results obtained by the baselines, we observe that the results of both the Source and the proposal of Bandari et al. [3] provide very similar results to the overall best. We should also note that although the results of these two baselines are very similar, the Source approach shows a slight improvement in the majority of cases. This goes to show the predictive ability provided by knowing the media source of news with regard to this ranking task.
Summarizing, results show that our approach is capable of producing daily news rankings which obtain better results than the baselines proposed, in all the four topics evaluated. This evaluation also shows that it is possible to improve the accurate ranking of recent news item sets, thus reducing the latency period related to their recency, for a considerable amount of cases.
Real World Usage Evaluation
In this section, we present an evaluation of a real world case scenario where our predicted rank (PR i ) is derived from the news items proposed by Google News at a given time (GN i ) against the ground truth. Similarly to the previous experiments, the Table 6 Evaluation of the rankings derived by the proposed prediction models and baselines with estimated scores for MAP@10, MRR, NDCG@5 and NDCG@10 Values in bold denote the best overall approach ground truth is given by the set of news items proposed by Google News, ordered by their popularity in a decreasing fashion. Our evaluation is focused on the top 10 news items as our objective is to check the ability to predict the users' reading preference on highly tweeted news items. For this experiment, the starting point of our method is the top 100 news obtained from Google News for time Q i , GN i . This set can be decomposed into GN old i , the news with a time-alive greater than two days, and GN new i , the news with a time-alive lesser than two days. We build our predicted rank (PR i ) by obtaining the number of tweets for all news in GN i . For those belonging to GN old i we use the known number of tweets, whilst for those in GN new i
Model
we use our models to predict this number of tweets. The predicted rank PR i is then compared against the ground truth that is obtained using the observed number of tweets of all news in time step i. A concrete illustration of this process is shown in Table 7 where news items belonging to GN old i are shown in italic and the bold notation concerns the ranking positions that are considered relevant.
Considering the example in the table above, the prediction models made some new news appear in the top 10: one in position 3 and another in 9, when according to the ground truth ranking they should be in positions 6 and 7, respectively. Considering the difficulty of this task, the predictive ability shown in the example is our main goal in this experiment.
The comparisons between the predicted and ground truth rank are carried out for all time steps i 2 Ts and in the end we calculate the ranking evaluation metrics. This process is repeated 50 times with Monte Carlo estimations having 50% of the cases used as training set (Tr) and the following 25% cases used as test set (Ts). In this experiment, unlike the previous ones, the cases report to each of the rankings proposed by Google News and not the individual news items. The resulting metric scores are presented in Table 8 for all the proposed approaches and the baselines used in the previous evaluation.
The results of this final experiment confirm the trend shown in previous experiments as to the regression algorithm that shows the best overall results: again, the MARS algorithm provides the best evaluation. Focusing on the results provided by the NDCG@10 metric, we find that, similarly to the previous evaluation, but contrary to the evaluation of prediction models, results show that in most cases the best overall evaluation is obtained by applying the random under-sampling (UNDER) strategy with the MARS algorithm. Nonetheless, results from this experiment provide interesting results concerning the comparison between ''simple'' (UNDER, OVER) and ''complex'' (SMOTEr, Values in bold denote the best overall approach IS) resampling strategies. If we observe the results of the metric MAP@10, which essentially accounts for the fraction of relevant items in the top-10 of the ranking, we observe that in most cases the best overall results are provided by applying the SMOTEr resampling strategy. This is also true for the metric MRR, denoting how effective is a ranking in positioning a relevant item in its top positions. However, we should note that the differences in evaluation between the best results employing these two strategies (UNDER and SMOTEr) is residual. Summarizing, results show that our proposal, when applied to Google News recommendations, is capable of producing news rankings using the prediction of news items' popularity with fairly good results. Finally, our results show that our best combinations are able to outperform all of the baseline strategies, and that, unlike the previous experimental evaluation, the approach proposed by Bandari et al. [3] outperformed the baseline Source.
Discussion
In the experimental evaluations carried out in this paper, we applied an optimal parametrization search method. This search included both regression algorithms' parameters and the percentages of under and over-sampling in the resampling strategies. Results show that regression algorithms are very sensitive to their parameter settings. In the first experimental evaluation, where predictive accuracy of models is tested, results show that the models where resampling strategies are not applied, achieve considerable results. However, several of the issues motivating our contribution are confirmed by analysing such results with the utility-based metrics in our evaluation. The results obtained by models where resampling strategies are not applied confirm that standard evaluation metrics are not appropriate to evaluate predictive accuracy on rare cases. While the rmse metric shows that these models obtain the best results, the altered version of such metric rmse / , which weights the items' relevance, describes a different outcome, where the application of resampling strategies provides the best results.
The optimal parametrization of regression algorithms without the application of resampling strategies also provides considerable results concerning the utility-based metric precision (prec / ). This is related to the optimal parametrization method used: although we observe an increased ability to detect rare cases, they also greatly increase the number of cases where the models mistakenly predict a case as highly popular, as reported by the utility-based metric recall (rec / ). Focusing on the utilitybased metric F1-Score (F1 / ), results show the advantage of using resampling strategies.
Despite the regression algorithm MARS in combination with the resampling strategy SMOTEr having obtained the best results in the prediction models evaluation, it did not produce the most accurate rankings. Concerning the evaluation of our proposed framework in a stand-alone and real-world scenarios, the best results were obtained by the combination of regression algorithm MARS and in most cases the resampling strategy random under-sampling (UNDER).
This raises an issue concerning the use of ''simple'' resampling strategies, such as UNDER and OVER, and more ''complex'' resampling strategies (SMOTEr and IS). The ability of such strategies to accurately predict highly popular news and the ability to correctly rank such predictions entail different conclusions. Although the more ''complex'' resampling strategies show some advantage concerning the accurate prediction of rare cases, the resampling strategies UNDER and OVER have shown a greater advantage as to their outcome when evaluating the news rankings produced. A careful observation of the evaluation in all three experimental evaluations provides valuable insights to explain such results. According to the ranking evaluation metric MAP@10, the best model is the combination of the MARS algorithm and the SMOTEr resampling strategy, in most cases. However, the combination with the UNDER resampling strategy often provides the best results as to the NDCG@10 evaluation metric. The difference between these two metrics is two-fold: (1) unlike the NDCG metric, MAP considers the position of the items in the ranking equally, and (2) the NDCG metric uses multi-level relevance to evaluate the items in the ranking while the MAP metric does so in a binary manner. Considering these differences between evaluation metrics, we conclude the following. The combination of the MARS regression algorithm and the SMOTEr resampling strategy is more capable of accurately predicting top-10 items and positioning them accordingly, in most cases. However, if one considers that items in a ranking are not only described as ''relevant'' and ''non-relevant'', the combination of MARS algorithm and the UNDER resampling strategy provides the best news rankings. In other words, the combination with the SMOTEr resampling strategy includes more items of very low relevance in its rankings than the combination with the UNDER resampling strategy.
In general, results from the three experiments show that our proposal of combining resampling strategies with standard learning algorithms are capable of significantly improving the predictive accuracy of highly popular news. Nonetheless, they also show that despite this apparent advantage in predictive terms, the ranks produced by the predictions of such approaches are not equally superior. Thus showing that the best combination of learning algorithm and resampling strategy in predictive terms, is not necessarily the best approach when evaluating their generated news rankings.
Conclusions
We have presented an approach to news recommendation that aims at predicting the reading interests of users of these services. This approach uses the number of times a news is tweeted as a proxy for its relevance for users and, in this context, tries to predict this number focusing on very recent news items (i.e. those which have not received any social feedback). Given that these predictions will be used to rank news, the models should focus on improving the prediction accuracy towards highly tweeted news, which are rare cases. These are the news that we wish to rapidly position in the top of the recommendations. This fact leads to one of the main contributions of our work: the study and comparison of modelling techniques using resampling strategies, that are able to improve accuracy in forecasting highly popular news items. The importance of this prediction is to minimise the referred latency and enable the treatment and recommendation of recent news at any time. We propose a framework for the translation of these predictions into rankings, as well as their evaluation. This particular instantiation of the framework uses two data sources: Google News and Twitter. Results from the evaluation process of both prediction models and rankings recommended by the proposed framework demonstrated that it is possible to successfully approach and tackle the issue of latency related to the recency of news items, producing more robust solutions that are capable of taking into consideration the users' reading interests. We compared our results to previous work, such as the approach proposed by Bandari et al. [3] and two baseline strategies for the derivation of ranks. Concerning the proposal of rankings, we evaluated our framework in two different scenarios of deployment: (1) as a stand-alone system containing a news pool of recently published news, and (2) being applied to the news recommendations of Google News. In both cases, successful solutions where found, which obtained good results. We observe that the best overall approach was obtained by combining the learning algorithm MARS and random under-sampling strategy. However, concerning the prediction task, the best results were obtained by combining the regression algorithm MARS and the SMOTEr strategy. Concerning future work, it is our intention to broaden the basis of analysis in order to include information from multiple official and social media sources, in addition to study the impact of using the full text of news items. Also, we plan to carefully analyse the impact of using resampling strategies on the individual predictors as this could provide important insight on the correlation to the evolution of news popularity.
For reproducibility purposes, all code (written in R) and data necessary to replicate the results are available in the Web page http://tinyurl.com/jucjj44. 
