Pattern discovery from video has promising applications in summarizing different genre types including surveillance and sports. After pattern discovery, a summary of the video can be constructed From a combination of usual and unusual patterns depending on the application domain. In our previous work, we have used an unsupervised label mining approach to extract highlight moments from soccer video [I]. In this paper, we formulate the problem of pattern discovery from semantic audio labels as a time series clustering problem and propose a new unsupervised mining framework based on segmentation theory using eigenvectors of the affinity matrix. We test the validity of the technique using synthetically generated label sequences as well as label sequences from broadcast sports video. Our sports highlights extraction accuracy is comparable to that achieved in our previous work.
INTRODUCTION
Past work in video summarization has shown that the knowledge of existing spatio-temporal structures in video to be useful for summarization [ 2 ] [ 3 ] . The choice of supervised or unsupervised algorithms to bring out the patterns would depend upon a-priori knowledge of the genre and consistency. of the pattern of interest. For instance, with knowledge of the kind of patterns that exist in a genre, one can use supervised learning tools to detect thcse patterns and summarize the content. In the absence of any a-priori information about the content and the existing patterns, there is a nced for an unsupervised technique to bring out the patterns. Such a scenario often arises when one is faced with the problem of summarizing surveillance video. Since sports video is also not edited or prepared and the events can happen in a spontaneous manner, such an analysis framework can benefit sports video summarization as well.
In this paper, we formulate the problem of unusual event detection as that of pattern discovery from a time series of audio label sequences and propose an unsupervised mining framework to bring out unusual patterns. Since the proposed framework needs to be content adaptive and unsupervised, not all patterns brought out by this unsupervised tool can bc "interesting" for the end user. Therefore, there is a need for some measure of supervision in order to find patterns that are also interesting to the end-user. Then, with user feedback one can identify common features among the discovered patterns that were "interesting" and thus refine the mining procedure.
The rest of the paper is organized as follows. In section 2, we formulate the problem of unusual pattern detection in a time series and briefly describe the label mining framework proposed in [I] . In section 3, we use the graph theoretic formulation for segmentation and use synthetically generated time series data to test our approach, In section 4, we present some experimental results of this framework on different sports video. Finally, we present our conclusions and future work.
PROBLEM FORMULATION
"Interesting" events in sports video happen sparsely in a background of "usual" or "uninteresting" events. For instance, a burst of overwhelming audience reaction typically follows a highlight event in a background ofcommentator's speech. This motivates us to formulate the problem of detecting highlights as that of detecting outliers or ''unusual'' events by statistical modelling of the background process. With the assumption that the variation of background process is slow, we formulate the mining problem as described below.
Let C1 represent a realization of the dominant or "usual'' class and C, represent a realization of "unusual" class. Given any time sequence of ohsewations from two the classes of events (CI and C2), such as then the problem of mining for unusual events is that of finding CZ and the corresponding times of occurrences of its realizations, without having a priori knowledge of C1 or CZ.
To begin with, the statistics of the class C1 are assumed to he stationary. However, there is no assumption about the Figure 3 illustrates the mining procedure for such a scenario. The size of WS would depend on the resolution at which unusual patterns have to be detected. On the other hand, the minimum size of the context (W,) would depend on the minimum number of observations that are needed so that the estimate of the statistics of C1, is robust. In the following section, we propose a new unsupervised mining approach based on graph theoretic formulation of segmentation.
TIME SERIES ANALYSIS AND SEGMENTATION

USING EIGENVECTORS OF AFFINITY MATRIX
In this section, we describe a systematic way to detect unusual events from a time series based on graph theoretic formulation of segmentation. In order to test the analysis in a controlled setting,we first work with synthetic label sequences generated from HMMs in the following way. We use one HMM for the C1 class and another HMM for the C, class and generate label sequences from each of these models according to the probability of classes C1 and C,. Figure 1 illustrates this label sequence generation process. Now, given this label sequence our goal is to bring out the times of occurrences of C,. We use the theory of segmentation using eigenvectors of the affinity matrix.
Segmentation using Eigenvectors
Segmentation using eigenvector analysis has been proposed in [4] for images. This approach to segmentation is related to graph theoretic formulation of grouping. The set of points in an arbitrary feature space is represented as a weighted undirected graph where the nodes of the graph are points in In order to understand the partitioning criterion for the graph, let us consider partitioning it into two groups A and Band A U B = V .
It has been shown in [4] The second generalized eigenvector of this eigenvalue system provides the segmentation that minimizes the N,,, in 1.
Unusual pattern detection in time series using eigenvector analysis
The eigenvector analysis for segmentation works with a similarity matrix as long as distance metric between feature points is commutative. The same analysis would apply for a time series if a similarity matrix can he constructed meaningfully. Given a time sequence of realizations of C1 and CZ, we construct a context model for each of the contexts in the time series. We then compute the affinity matrix, W, by computing a similarity hetween every pair of context models from the time series. This can he interpreted as a clustering operation in a space where each feature point is a context model. Figure 6 shows the proposed scheme to detect unusual events in time series. The unusual events occur at times at which the context models are outliers i.e. they depart significantly from the model of C1.
There are three possible scenarios one can consider with two processes C1 and CZ generating label sequences. For each of the generated time series, we detect occurrences of C, using the proposed approach.
case 1: If all the observations in the time series were generated from only a single class C1, then there is no optimal partition that exists. Such a case is also not interesting in terms of highlights extraction. case 2: If the time series has observations From both C1 and Cz (e.g. P(Cl) = 0.8, P(C2) = O.Z), the second generalized eigenvector of the affinity matrix has outliers at times of Occurrences of Cz and inliers at times of occurrences of C1 as shown in Fig.5 . Also, the inliers satisfy the discreteness constraint of equation 
EXPERIMENTAL RESULTS AND CONCLUSIONS
In the previous section, we showed that the ability of model clustering approach using eigenvectors to detect unusual events in synthetic time series data. In this section, we present some experimental results for the case 2 and case 3 from the semantic label sequences of two soccer games video. To extract semantic label sequences, we first extract 13-dimensional Mel-Frequency Cepsttum Coeficients(MFCC) and their first and second order time derivatives for every 25 msec window and then use Gaussian Mixture Models for classification.
For case 2, we consider precision-recall numbers in detecting highlight moments from a soccer game using the eigenvector clustering approach and compare its performance with that of the approach in [I]. Figures 8 and 9 summarize the results. Note that the proposed approach performs as well as the previous approach. Also, the precision-recall shows less sensitivity to the context size W, compared to the previous approach.
In this paper, we have shown that time series analysis on semantic audio labels based on segmentation using eigenvectors is useful for summarization. The current approach can also work with un-quantized low-level features as opposed to simply semantic audio labels. In our future work, we would extend this framework with visual features and apply it to other genres as well. Also, we would analyze systematic ways of choosing the mining parameters WL and VVs. 
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