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Abstract 
 The classification of vehicles has multiple purposes, including, but not limited to, 
roadway planning, quantifying environmental impacts, and determining roadway deterioration.  
Length based classifications from loop detectors is a common way to classify the vehicles, where 
a loop detector is effectively a metal detector embedded in the pavement that can measure when 
a vehicle is over the loop.  Loop detectors can operate from 60 Hz to over 1000 Hz.  As this 
work demonstrates, when a loop detector is operating at a lower frequency, the sampling 
resolution can lead to large errors due to the large, discrete steps between observable 
measurements. 
 This problem has been elusive since large quantities of ground truth speeds and lengths 
for vehicles are prohibitively difficult to collect.  To bypass this problem a simulation model is 
developed to calculate the length measurement errors arising from a given detector's sampling 
period.  The derivation of the sampling error can explain some of the length errors seen in 
vehicle classification.  Finally, to empirically validate the model, this work uses a low sampling 
frequency LIDAR sensor (40 Hz) that is deployed concurrent with a conventional loop detector 
based classification station (300 Hz).  The 40 Hz data are evaluated in the context of the 300 Hz 
data, since the relative impact of the sampling errors should be very small in the latter case.  
However, an additional complication arose because the spacing between detectors differs and 
introduces a secondary source of errors.  As such, the LIDAR data analysis was inconclusive.  
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Introduction 
Each state’s department of transportation monitors the flow of vehicles.  These vehicles 
are often classified by vehicle type or classification.  These classifications are used for roadway 
planning, quantifying environmental impacts, or determining road deterioration.  Perhaps the 
simplest way to classify vehicles is by length based classification.  Length based classification is 
the process of putting a vehicle into a group based on its length.  The Ohio Department of 
Transportation separates the vehicles into three classification groups:  0 to 28 feet, 28 to 46 feet, 
and longer than 46 feet.  These groups are meant to represent passenger cars, single unit trucks 
and dual unit trucks, respectively [1].   
A common way to determine the length of a vehicle is to use loop detectors, where a loop 
detector is effectively a metal detector embedded in the pavement that can measure when a 
vehicle is over the loop.  Single loop detectors have just one loop per lane, as a result, it is 
impossible to separate the impacts of a given vehicle's speed from those of its length. Dual loop 
detectors have two loops detectors per lane, allowing for direct measurement of traversal time 
(and thus speed) between the paired loops, which then allows for direct vehicle length 
calculation.  Typically loop detectors have sampling periods that range from 60 Hz to over 1000 
Hz. Although conventional practice ignores the impacts of the discrete sampling periods, this 
work shows that the discretization can create an error in the dual loop detector based speed and 
length measurements.  If the vehicle is within a few feet of the boundary between two length 
bins, a length error can also cause the vehicle to be misclassified. 
Loop Detector Errors 
 Sampling error is caused by the rate at which the loop detector samples.  For example a 
common sampling rate is 60 Hz, or 60 times a second.  Since the loop detector is not measuring 
9 
 
data in continuous time, the speed and length will exhibit small errors due to the discretization.  
These sampling errors have conventionally been assumed to be negligible, though as noted 
above, the errors can sometimes be large enough to result in misclassifications.  Furthermore, 
dual loop detectors cannot easily measure acceleration.  This study follows conventional practice 
for calculating the speed of a given vehicle whereby the acceleration is assumed to be negligible.  
This assumption is reasonable at free flow speeds, but breaks down at slower speeds, e.g., stop-
and-go traffic. To avoid the confounding impacts of acceleration, induced errors, this study uses 
strictly free flow traffic conditions. 
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Theory 
A dual loop detector measures four events as a vehicle passes, denoted 
on, off, on, and	off in figure 1 (B). Using these four times, dual loop detectors can measure 
the elapsed time for the vehicle to cross the first and second detector, or traversal time (TT), 
either on2-on1 or off2-off1.  Speed, v, can then be calculated from the quotient of the known 
detector spacing and TT (Equation 1). The vehicle will be on the loop detector for a measured 
amount of time, or on-time (OnT), either off1-on1 or off2-on2.  The effective vehicle length is the 
product of speed and OnT (Equation 2).  Since length is a function of speed, the error in length 
will be caused by the on-time and traversal time.  Note, as evident in figure 1 (A), effective 
vehicle length differs from the actual vehicle length because the effective vehicle length includes 
the length of the detector. 
 
Figure 1:  The pulse a vehicle makes over a dual loop detector (from [4]) 
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While Figure 1 (B) shows the measurements in continuous time, in reality the controller 
samples the detectors at discrete intervals.  Since the loop detectors do not sample in a 
continuous manor, there will likely be sub-sample-period errors in the measured rising edge time 
and the measured falling edge time.  These errors will create OnT and TT errors which will cause 
errors in the v and L measurements from Equations 1-3. Figure 2 repeats the same vehicle’s 
pulses over the dual loop detector, the dashed line indicates the true pulse in continuous time and 
the solid line indicates the measured pulse in discrete time (note that in this figure the upstream 
and downstream pulse are shown on the same axis).  Henceforth, "# and "$ are used to denote the 
difference in actual time of a transition (in continuous time) and the recorded time (discretized 
by the controller).  The measurement resolution is only as precise as the sample period, T, as 
shown by tick marks along the time axis in Figure 2.  A given event will have happened between 
0 and T prior to the recorded time, and this error can be observed at each of the rising and falling 
edges in the figure. The maximum sampling error for any one event should be one sampling 
period.  Thus, the range of error due to discretization for OnT and TT is +/-T.   
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Figure 2:  The pulses of a vehicle going over a dual loop detector, both in continuous time and the 
discrete measurements 
 
 
#% = &#' − &#)                                                                                              (4) 
#% = &$) − &#)                                                                                           (5) 
Where	&#. 	is	12	and	&$. 	is	1332 . 
 
Without loss of generality, this study uses OT1 and TTR (Figure 1 (A)) and the 
corresponding continuous measurements from Equations 4-5.  For the simulation model the 
measured OnT and TT will each have two random errors, denoted "25, uniformly distributed 
between 0 and T.  Equation 6 and 7 show the calculation of measured traversal time and on-time.  
6 = &#' − &#) − "#) + "#' = #% − "#) + "#'                                       (6) 
6 = &$) − &#) − "#) + "$) = #% − "#) + "$)                                   (7) 
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In other words, the measured TT is just the sum of the true traversal time and the error in 
TT.  Similarly, the measured OnT is the sum of the true OnT and the error.  Equations 8-9 show 
how these errors translate to the L and V measurements. 

6 = 		89:; = 		<=>9?@=)A@='                                        (8) 
6 = 6 ∗ 
6 = B#% − "#) + "$)C ∗ 
6                        (9) 
   
The OnT error is calculated by taking the falling edge error from the first loop detector 
and subtracting it by the rising edge error of the first loop detector.  The TT error is calculated by 
taking the second detector’s rising edge error and subtracting it by the first loop detector’s rising 
edge error.  The rising and falling edge errors for all of the transitions are defined to be strictly 
positive even though they represent a negative time.  Thus, because of the addition and 
subtraction, the distributions for both OnT and TT are between –T and T.   When looking at 
many vehicles, the errors for each transition event are sampled from a uniform distribution.  The 
sum of two independent uniformly distributed random variables creates a density function that 
looks triangular [2].  In this case the transitions do have some dependence (the paired loop 
detectors are on a common clock cycle, while the vehicle is of a fixed length and travels at a 
fixed speed), but the impact is small.  Figure 3 and 4 below show the distribution of the on-time 
error, the traversal time error and the combined traversal time versus on-time error for 100,000 
samples.  These figures are plotted as a percentage of the sampling period.  Figure 5 shows how 
the distribution would be if the first loop detector was used to determine the on-time and the 
traversal time was determined by using the rising edges.  Figure 6 is the distribution of the on-
time and traversal time errors using the second loop and rising edges respectively.  Note from the 
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scatter plots in these figures that OnT and TT errors are correlated since they share a common 
event. 
 
Figure 3:  Distribution of on-time and traversal time errors using the first loop and rising edges 
 
 
Figure 4:  Distribution of on-time and traversal time errors using the second loop and rising edges 
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The speed and length errors are calculated from equations 10 and 11, respectively.  The 
results of the calculations represent the deviation between the measured and actual speeds and 
lengths.  The error can be positive or negative due to the distribution of the on-time error and 
traversal time error, which makes the true speed or length larger or smaller than the measured 
speed or length.  
D### = D#% − D6                                                                               (10) 
### = #% − 6                                                                             (11) 
  
  
16 
 
Methodology 
Due to the inherent difficulty of collecting empirical ground truth data, a simulation 
model is developed and used in this study.  The Monte Carlo method was used to simulate 
vehicles traveling over a dual loop detector.  Given a measured length and speed, the true length 
and speed can be simulated.  To ensure that the traversal time chosen would give a vehicle in 
free flow speed, the speed was chosen and the traversal time was calculated.  The focus of this 
study is ultimately the impact on length based vehicle classification, and the closer a length is to 
the boundary between two bins, the more likely that a small length measurement error could 
result in a misclassification.  As such, this study considers the worst case scenario, a vehicle 
length exactly equal to the boundary between length bins, either 28 or 46 feet.  The resulting 
distribution of length errors can also be used to estimate the range of lengths that are vulnerable 
to being misclassified due to the length measurement error.  Since the true velocity and length 
are assigned by the simulation, #% and #% are constant, and the resulting errors can be 
calculated from Equations 8-11 by randomly selecting "#), "#', "$), and "$'..   
Figures 5-7 show the distribution of speed and length errors for different detector 
sampling frequencies.  The frequencies chosen are 40 Hz, 60 Hz, and 300 Hz.  Figure 8, shows 
the cumulative distribution of all three frequencies for length and speed errors.  
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Figure 5:  Histogram of speed error and length error for 100,000 simulated vehicles at 40 Hz 
 
 
Figure 6:  Histogram of speed error and length error for 100,000 simulated vehicles at 60 Hz 
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Figure 7:  Histogram of speed error and length error for 100,000 simulated vehicles at 300 Hz 
 
 
Figure 8:  Cumulative distribution function for speed and length errors at 40, 60, and 300 Hz 
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 Although some of the plots may seem symmetric, because the traversal time error 
impacts the denominator, it creates an asymmetrical distribution.  This problem becomes more 
apparent when the sampling frequency is smaller or the distance between the detectors becomes 
smaller. 
Due to equation 9, the true length of a vehicle will impact the range of possible length 
error.  Larger vehicles will have a larger possible error since these larger vehicles have longer 
on-times.  When on-times are larger, the multiplication of the on-time creates larger errors.  
Ultimately the present work is interested in vehicle classification. If a vehicle length is far from 
the boundaries between bins, even a large length measurement error will not result in a 
misclassification.  Closer to the boundaries, however, a small length measurement error can 
result in a misclassification. As such, this study explicitly examines the errors for vehicle lengths 
at the boundaries, 28 ft and 46 ft.  Figure 9 below compares the cumulative distribution function 
for vehicles with lengths of 28 feet and 46 feet traveling at 65 mph.  These detectors are 
measuring at 40 Hz, and are 20 feet apart.  The length does not affect the speed error; however, 
the reverse is not true.  Since length is determined by the speed, when speed increases, the length 
error will increase.  The error due to speed changes is seen in figure 10 using vehicle lengths of 
28 feet, distance between loops 20 feet, and the detector operating at 40 Hz. 
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Figure 9:  Cumulative distribution functions for vehicle lengths of 28 and 46 feet with 20 feet between the two 
detectors and sampling at 40 Hz. 
 
Figure 10:  Cumulative distribution functions for vehicle speeds of 60 and 70 mph with 20 feet between the 
two detectors and sampling at 40 Hz. 
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Distance between Detectors Affecting Error 
 As seen previously in equation 1, the distance between detectors plays an important role 
in determining the speed of the vehicle.  Normally, the traversal time would be measured, which 
would be used to calculate speed from equation 8-10, yielding Equations 12-13, 
D### =
EF<=>9∗G HI;<J<=>9?@=)A@='KL?
HI;<
J<=>9?@=)A@='
                                                             (12) 
Simplifying,  
D### = BF<=>9∗@='?F<=>9∗@=)CHI;<
J<=>9?@=)A@='
                                                                           (13) 
 Thus, as the distance between loops increases, the speed error will decrease (assuming 
acceleration is negligible, which is a reasonable assumption at free flow speeds). 
The example below demonstrates the impact of detector spacing, first for detectors 
separated 20 feet and then repeating the analysis for detectors separated by 5 feet. In both cases 
the detectors are sampled at 40 Hz. 
D6 = 60	OPℎ = 88	3&/T 
and suppose the individual transition time errors in this case happened to be: 
"#) = 0.00625	TWX;	"#' = 0.015	TWX 
 
First, examine the impact of the detector separation of the detectors at 20 feet. 
D### = 88 ∗ 0.015 − 88 ∗ 0.006252088 − 0.00625 + 0.015
≈ 3.26 3&T = 2.2	OPℎ 
Then repeat when the detector separation is 5 feet: 
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D### = 88 ∗ 0.015 − 88 ∗ 0.00625588 − 0.00625 + 0.015
≈ 11.743&T = 8.0	OPℎ 
 Since the measured length is proportional to speed, the length errors will show a similar 
distribution.  Figure 11 and 12 below, demonstrates the speed error and length error distributions 
respectively, when the distance between loops is 20 feet and 4.6 feet for a sampling rate of 40 
Hz.  The true length and speed of the vehicle is 20 feet and 65 mph, respectively.  The absolute 
speed error can be as much as 70 mph when the distance between detectors is only 4.6 feet while 
this limit drops to 9 mph when the spacing is 20 feet.  Similarly, the maximum absolute length 
error is 20 feet and 2.5 feet for detector spacing of 4.6 feet and 20 feet, respectively.1 
 
                                                           
1
 Note that conventional loop detectors are 6 feet, so the 4.6 foot spacing is infeasible for the loop detectors. We chose this 
small spacing to represent the LIDAR detectors used in the last portion of this study and which have a negligibly wide detection 
zone.  
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Figure 11:  Histogram of speed error for 100,000 simulated vehicles at 40 Hz, using two different detector 
spacings. 
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Figure 12:  Histogram of length error for 100,000 simulated vehicles at 40 Hz, using two different detector 
spacings. 
 
 Figure 13 shows the cumulative distribution function for the speed and length errors of 
loop detector spacings of 4.6 and 20 feet.  These plots show the larger absolute errors due to 
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Figure 13:  Cumulative Distribution function of speed and length errors for simulated vehicles at 40 Hz, using 
two different detector spacings. 
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Testing the Model with LIDAR 
 It is prohibitively labor intensive to collect accurate ground truth length and speed 
measurements. So in order to empirically evaluate the model against real world data, this work 
uses a LIDAR sensor with a relatively low sampling frequency (40 Hz) that is deployed 
concurrent with a conventional loop detector based classification station (300 Hz) on I-270 in 
Columbus, Ohio [3] for four hours.  The 40 Hz data are evaluated in the context of the 300 Hz 
data.  Since the relative impact of the sampling errors should be very small in the latter case, it is 
used as ground truth for the former case.  However, as will be discussed, an additional 
complication arose because the spacing between detectors differs- LIDAR at 4.6 feet and dual 
loop detectors at 20 feet- which introduces a secondary source of errors.  The paired LIDAR 
sensors were mounted on a van and Figure 14 shows the set up for the classification station for 
one lane.  
 
 
 
 
 
 
 
 
The LIDAR system used in this study does not have synchronized detectors, which 
introduces another error that can be up to one full sampling period, denoted as shift and modeled 
Loop 
Figure 14:  I-270 Classification station configuration 
4.6’ 
Van 
Loop 
20 feet 
LIDAR 
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with another uniform distribution.  The asynchronous detection changes the speed error because 
the traversal time would have an extra error in it.  From equation 19: 
D### =
ED6 ∗ _ `aT&D6 + "#) − "#' + Tℎa3&bL − `aT&
`aT&D6 + "#) − "#' + Tℎa3&
 
When simplified becomes: 
D### = BF89:;∗@=)?F89:;∗@='AF89:;∗c$CHI;<
J89:;A@=)?@='Ac$
                                                         (14) 
 From the equation above, the speed and length error distributions will change because of 
the shift.  The resulting distributions are presented in figures 15 and 16 below assuming a true 
length of 20 feet, a true speed of 65 mph, and the distance between detectors of 4.6 feet.   
 
Figure 15:  The effects of synchronous clocks on speed error: with synchronization on the left and without on 
the right. Note that in this case the effective range is smaller and shifts to the right for the asynchronous data. 
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Figure 16:  The effects of synchronous clocks on length error: with synchronization on the left and without on 
the right. Note that in this case the effective range is smaller and shifts to the right for the asynchronous data. 
Table 1 shows summary statistics for these distributions when the distance between 
detectors is 4.6 feet for a vehicle traveling at 65 mph.  In the appendix, fifth and ninety-fifth 
percentiles of speed and length errors for vehicles traveling past a detector with asynchronous 
and synchronous clocks are presented. 
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Table 1:  The effects on synchronous clocks on length and speed errors 
Length 
Error (ft) 
With 
Synchronization 
Without 
Synchronization 
 Speed 
Error 
(mph) 
With 
Synchronization 
Without 
Synchronization 
Minimum -28.98 -23.86  Minimum -69.57 -63.02 
Median -0.02 5.78  Median -0.04 13.4 
Mean -1.31 4.78  Mean -3.32 10.93 
Maximum 9.43 13.87  Maximum 22.12 32.75 
Standard 
Deviation 
6.42 5.07  Standard 
Deviation 
16.07 12.51 
Range 38.41 37.73  Range 91.69 95.77 
 
Figure 17 and 18 below show the distribution of speed and length errors, respectively, for 
a detector operating at 40 Hz and 300 Hz, with the distance between the detectors of 4.6 feet 
(asynchronous clocks) and 20 feet (synchronous clocks). Figure 19 presents the cumulative 
distribution function for the speed and length errors of the same vehicles and detectors. 
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Figure 3:  Histogram of speed error for 100,000 simulated vehicles over two detectors 
 
 
Figure 4:  Histogram of length error for 100,000 simulated vehicles over two detectors 
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Figure 19:  Cumulative distribution function for speed and length error 
Dual loop detector station often exhibit drop-out errors when a vehicle is higher off from 
the ground, which is commonly seen in larger vehicles such as semi-trailer trucks.  To eliminate 
the possible impacts of such drop-outs in the ground truth data, vehicles longer than 30 feet are 
excluded from this comparison.  All of the speed measurement equations thus far assume 
acceleration is negligible, which is the case at free flow speeds.  Because of these detector errors, 
only vehicles that have speeds between 55 and 90 mph and lengths between 12 and 30 feet are 
considered.  Another difference arises due to the differing size of the detection zones.  The loop 
detectors have approximately 6 foot long detection zones while the LIDAR detection zone is 
close to zero.  The detection zone is included in the measured effective length, which will affect 
the data slightly due to the fact that the effective length is the length of the vehicle plus the 
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length of the individual detection zone.  The distribution between the LIDAR measured speeds 
and the loop detector measured speeds is shown in figure 20.  The error was calculated by 
subtracting the loop detector speed from the LIDAR speed.  Figure 21 shows the length error for 
the system.  The length error was calculated by subtracting the loop detector effective length 
from the LIDAR length plus the 6 foot loop detection zone.   
 
Figure 20:  Histogram of speed error for vehicles at the classification station 
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Figure 21:  Histogram of speed error for vehicles at the classification station 
 
The cumulative distribution plots in figure 22 and 23 use the measured distance between 
the LIDAR detectors of 4.6 feet, vehicle lengths of 28 feet, vehicle speeds of 65 mph, and 
sampling rate of 40 Hz.  The predicted data is the possible distribution of each vehicle.  Each 
vehicle tested 100 times each time generating a different pair of transition errors and yielding 
100 measurements of speed and of length and the distribution was similar to the distribution seen 
in figure 18 above.  The cumulative distribution function of the predicted should be similar to the 
actual error cumulative distribution, though some differences remain. 
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Figure 22:  Cumulative distribution function of speed error for vehicles simulated and at the classification 
station 
 
 
Figure 23:  Cumulative distribution function of length error for vehicles simulated and at the classification 
station  
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Conclusions 
 This research has shown that the discretization impacts both speed and length 
measurements at a dual loop detector. However, at classification stations, the sampling frequency 
is large enough that the discretization errors are less than one foot for the cases studied in this 
work (e.g., Figure 7).  Since the error is so small, few vehicles will be misclassified due to the 
length error.  Although this work considered the lower frequency LIDAR contrasted against 
concurrent higher frequency classification station data for empirical validation, with the distance 
between detectors being different for LIDAR and the loop detectors, this work was not able be 
evaluate the two approaches evenly.  Ultimately, it appears that although the classification 
station will exhibit some error due to the sampling rate, since the sampling rate is relatively high, 
the error will be relatively low.  Finally, Figure 8 also shows results for 60 Hz data, which is 
common for traffic monitoring stations. This figure shows that free flow speed measurements 
may only be accurate to +/- 5 mph (the discretization error decreases at lower speeds because the 
ratio of one T to the net TT or OnT decreases). 
Future Work 
 In order to properly determine if the sampling error is producing a large amount of error, 
the final classification data should be considered.  The data is currently at 300 Hz and one 
possibility to avoid the detector spacing issue faced with the LIDAR is to down sample the data 
to 40 Hz.  Once this is done, the distance between the loops will have no extra contribution and 
the error will only be due to the sampling rate. 
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Appendix 
Table 2 and 3 below demonstrate the fifth and ninety-fifth percentiles for speed and 
length errors of 100,000 simulated vehicles with distance between detectors of 20 feet.  On the 
left the detector is operating at 300 Hz and on the right the detector is operating at 40 Hz, 
contrasting the difference between the loop detector (300 Hz) and the LIDAR (40 Hz).  Only 5% 
of the speed and length error should fall below the fifth percentile or above the ninety-fifth 
percentile.  The data at 40 Hz, it looks like the asynchronous sampling may actually reduce the 
range.  A total of six conditions are evaluated, speeds at 80, 65, and 40 mph, and lengths at 28 
and 46 feet.  It can be seen that the length does not affect the speed error, but the speed affects 
the length error.  The largest length error due to discretization occurs when the detector is 
operating at the lowest frequency and the longest vehicle passes at the highest speed. 
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Table 2:  The fifth and ninety-fifth percentiles of simulated vehicles length and speed errors without 
synchronous clocks 
Speed Error (mph) without Synchronization 
300 Hz Speed (mph) 40 Hz 
 
Speed (mph) 
Fifth Percentile 80 65 40 Fifth Percentile 80 65 40 
Length (ft) 28 -2.32 -1.55 -0.57 Length (ft) 28 -20.86 -13.4 -4.7 46 -2.31 -1.54 -0.57 46 -21.5 -13.39 -4.76 
300 Hz 
 
Speed (mph) 40 Hz 
 
Speed (mph) 
Ninety-fifth 
Percentile 80 65 40 
Ninety-fifth 
Percentile 80 65 40 
Length (ft) 28 8.14 5.48 2.14 Length (ft) 28 36.79 26.56 11.92 46 8.13 5.47 2.14 46 36.72 26.57 11.9 
  
Speed Error (mph) with Synchronization 
300 Hz Speed (mph) 40 Hz 
 
Speed (mph) 
Fifth Percentile 80 65 40 Fifth Percentile 80 65 40 
Length (ft) 28 -4.92 -3.23 -1.2 Length (ft) 28 -61.44 -35.61 -11.2 46 -4.94 -3.23 -1.19 46 -61.1 -35.54 -11.17 
300 Hz 
 
Speed (mph) 40 Hz 
 
Speed (mph) 
Ninety-fifth 
Percentile 80 65 40 
Ninety-fifth 
Percentile 80 65 40 
Length (ft) 28 4.37 2.94 1.12 Length (ft) 28 24.56 17.03 7.15 46 4.4 2.94 1.13 46 24.31 16.93 7.14 
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Table 3:  The fifth and ninety-fifth percentiles of simulated vehicles length and speed errors with synchronous 
clocks 
Length Error (ft) without Synchronization 
300 Hz 
 
Speed (mph) 40 Hz 
 
Speed (mph) 
Fifth Percentile 80 65 40 Fifth Percentile 80 65 40 
Length (ft) 28 -0.71 -0.58 -0.35 Length (ft) 28 -6.44 -5.05 -2.88 46 -1.23 -1 -0.6 46 -11.25 -8.75 -5.04 
300 Hz 
 
Speed (mph) 40 Hz 
 
Speed (mph) 
Ninety-fifth 
Percentile 80 65 40 
Ninety-fifth 
Percentile 80 65 40 
Length (ft) 28 2.76 2.29 1.45 Length (ft) 28 12.55 11.13 8.12 46 4.58 3.8 2.42 46 20.73 18.46 13.44 
Length Error (ft) with Synchronization 
300 Hz 
 
Speed (mph) 40 Hz 
 
Speed (mph) 
Fifth Percentile 80 65 40 Fifth Percentile 80 65 40 
Length (ft) 28 -1.6 -1.28 -0.78 Length (ft) 28 -2.66 -2.13 -1.28 46 -2.7 -2.17 -1.3 46 -4.31 -3.44 -2.05 
300 Hz 
 
Speed (mph) 40 Hz 
 
Speed (mph) 
Ninety-fifth 
Percentile 80 65 40 
Ninety-fifth 
Percentile 80 65 40 
Length (ft) 28 1.42 1.17 0.73 Length (ft) 28 -19.89 -14.15 -7.24 46 2.41 1.98 1.24 46 -33.47 -23.93 -12.24 
 
 
