Abstract-This paper presents a new approach to fuzzy rulebased modeling of nonlinear systems from numerical data. The novelty of the approach lies in the way of input partitioning and in the syntax of the rules. This paper introduces interpretable relational antecedents that incorporate local linear interactions between the input variables into the inference process. This modification improves the approximation quality and allows for limiting the number of rules. Additionally, the resulting linguistic description better captures the system characteristics by exposing the interactions between the input variables.
jority of the approaches mentioned above puts emphasis on the quality of approximation, TS's is usually the preferred type. Although under certain restrictions, conversion from one model to another is possible [8] , the knowledge encoded in the TS model is usually less transparent compared to the Mamdani model. Since linguistic modeling is the primary goal of this work, further considerations will be restricted to fuzzy rules with linguistic consequents.
A common feature of both types of fuzzy models is the input space partitioning. Three methods of partitioning are popular.
• Grid partition: The number of fuzzy sets per input is fixed in advance by the designer, as are their locations. This type of partitioning was used in [9] . Although very simple, it becomes useless for tasks with high dimensional inputs, due to the exponential rule explosion. It also covers regions where no input data occur.
• Tree partition: The distribution of the fuzzy sets can be determined by the corresponding decision tree algorithm [10] . Although this approach eliminates the problem of rule explosion, the rules may still cover irrelevant input regions, thus still producing less than optimal input partition. Additionally, the membership functions may not bear a clear linguistic meaning. • Scatter partition: Covers only the subset of the input space where data exist. This allows for limiting the number of rules, as well as for covering the appropriate regions of the input space. Similarly to the tree partition, it is difficult to assign linguistic labels to the resulting membership functions. This approach is mostly used in neuro-fuzzy approaches [10] . These three methods are based on the assumption that the input variables are independent. In many cases, though, this assumption may not be valid. Complex systems, encountered in real environments, often have correlated input variables. Therefore, fuzzy models with the partition types described above do not always produce best results. A fuzzy system incorporating interactions between the input variables into the inference process was proposed in [11] . This paper exposes the details of this system and provides a comprehensive description of its theoretical and practical aspects. It will be shown that this system offers a reasonable tradeoff between the approximation quality, the complexity and the transparency of the model. Section II discusses the shortcomings of the existing approaches to input partitioning. The use of binary fuzzy relations is proposed as a remedy to increase the flexibility while preserving the transparency. Section III describes one of the possible implementations of a rule-based fuzzy system with such relations. Subsequently, an algorithm for data-driven identification, tuning, and extraction of linguistic information is introduced. Experimental studies in Section V illustrate the practical use of the proposed approach. The simulation results are compared with those obtained by other methods. Section VI concludes the paper.
II. LINGUISTIC REPRESENTATION OF RELATIONAL FUZZY RULES
The linguistic fuzzy model consists of rules represented in a simple form is is (1) where is an -dimensional input vector of linguistic variables, is an -dimensional antecedent fuzzy relation, is an output linguistic variable and is a consequent fuzzy set.
In the most common approach as presented in [4] , [9] , [12] , and [13] , the relation is projected into one-dimensional membership functions on is is is is
A set of rules (2) partitions the input space into rectangular (ellipsoidal) regions, whose principal axes are orthogonal to the input axes. As pointed out by several authors [14] , [15] , alternative partition types may be useful in some situations. It may be convenient to represent the rule antecedent as a multidimensional fuzzy relation on the input variables. An example of such a situation is presented in Fig. 1(a) , where data belonging to a certain class are represented by white dots and the rule patches are represented by boxes. As shown in this picture, the data represented by white dots exhibit a negative correlation. At least five rules of the form (2) are needed for correct classification. A more efficient and natural way of partitioning in this situation may be the approach first described in [16] , called relational rule partitioning. In this approach, the rule antecedent is represented as a collection of -or less-dimensional fuzzy relations constraining the input vector or its transformation. For an in-depth theoretical treatment of this subject the reader is referred to [16] . Fig. 1(b) shows how, after linear transformation, only one rule patch properly covers the class in question. It is claimed that the relational partitioning not only decreases the number of rules, but also better expresses characteristics of the system at hand [16] . Several approaches proposed in the literature can be classified as based on, or similar to relational rule partitioning. In most cases, the antecedent variables are linear combinations of the original input variables. Such an approach is used in [8] , and [17] - [19] .
Let us consider a fuzzy rule obtained by linear combination of the input variables is is is is
where is the th coefficient vector ( ). Although rotation of the input coordinates may produce a more flexible partition, it significantly reduces the model trans- parency [8] , [17] . This is because the antecedent variables created by the linear combinations, , do not always convey a physical meaning. To eliminate this drawback, we propose an approach in which the propositions " is ," where is an auxiliary variable obtained by transformation of and , are replaced by relational statements of the form "
," where denotes a binary fuzzy relation. The plausibility of such a replacement lies in the fact that humans often use binary relations, especially when two quantities are compared.
Let us consider the problem of temperature control. A hypothetical adjustment strategy could use the following rules.
If the temperature outside is much greater than the temperature inside , then window open wide and heater off. If the temperature outside is more or less equal the temperature inside then, window somewhat open and heater off. If the temperature outside is much less than the temperature inside, then window closed and heater on high. The antecedent statements: "is much greater than," "is more or less equal," or "is much less than" are binary fuzzy relations. At this point, it should be emphasized that the linguistic variables "temperature outside" and "temperature inside" share the same universe of discourse and the same range. Hence, the rules can be reformulated using an auxiliary variable to represent the difference between the two temperatures.
If the difference between the temperature outside and the temperature inside is positive, then window open wide and heater off. If the difference between the temperature outside and the temperature inside is almost zero, then window somewhat open and heater off. If the difference between the temperature outside and the temperature inside is negative, then window closed and heater on high. The fact that the auxiliary variable has an intuitive interpretation in this situation, is a straight consequence of the linguistic variables having the same universe of discourse and the same range. Whenever the universe of discourse or the range are different, an auxiliary variable with an intuitive meaning may not exist. Let us consider driving a car under normal operating conditions. To express the relationship between the engine revolutions per minute (RPM) and the vehicle speed using the auxiliary variable approach, one could say that "the difference between the engine RPM and 33 times the vehicle speed is about 20." However, an automobile expert presented with such a statement may need some time trying to comprehend its real meaning. On the other hand, he knows that the nominal RPM of about 2500 corresponds to a nominal speed of about 70 mph. Moreover, he knows that when the actual RPM greater than the nominal the speed should also be greater than the nominal. In other words, he knows that there exists a local, mutual positive relation between the RPM and the speed. Presented with different measurements, e.g., (RPM , speed ), or (RPM , speed ), he may assign a greater possibility grade to the former one. This is because the first measurement (RPM , speed ) preserves the aforementioned relation, while the second one (RPM , speed ) does not. He might say that around 70 mph, the vehicle speed is positively correlated with the engine RPM around 2500. The expressions "around 70 mph" and "around 2500" are fuzzy sets. For further considerations, we will assume that the set "around 70 mph" has a spread of 20 mph and the set "around 2500" has a spread of 1000. Let us suppose now that the expert obtains a measurement (RPM , speed ). Since both values are smaller than the corresponding nominal ones, this data sample preserves the positive correlation pattern around the nominal point. To find out how well it does, a comparison must be made between the deviations from the nominal values (4) Since these two numbers are close, the considered sample exhibits a high similarity to the fuzzy set of speeds around 70 mph positively correlated with RPM around 2500.
Based on the aforementioned explanation, the following natural language proposition can be used to express binary fuzzy relation of local, approximately linear dependence:
is positively or negatively correlated with (5) where , are one-dimensional fuzzy sets on the universes of and , respectively. An example of such proposition is: "engine RPM around 2500 is positively correlated with vehicle speed around 70 mph."
In this proposition, "around 2500" and "around 70" are fuzzy sets and "engine RPM" and "vehicle speed" are linguistic variables. For a given data instance to have a high similarity degree, it must not only preserve the correlation pattern, but also be sufficiently close to (2500; 70). For example, a data sample (1500; 50) has a smaller degree of similarity than (2000; 60). Although both exhibit the same similarity to the correlation pattern, the latter one is more compatible with the notions of "RPM around 2500" and "speed around 70 mph."
For variables, where , there exist possible binary relations. If is large, including all possible combinations in the antecedent exponentially increases the number of free parameters. It also decreases the comprehensibility and makes the model impractical. However, since (5) describes an approximately linear behavior, this drawback can be overcome as illustrated by the following example.
Let us consider a situation where the expert is dealing with the gas mileage as an additional attribute. He knows that there exists a negative correlation between RPM around 2500 RPM and the gas mileage about 30 miles per gallon (mpg), that is RPM greater/less than 2500 corresponds to gas mileage less/greater than 30 mpg. It is already known that the RPM around 2500 is positively correlated with the vehicle speed around 70 mph. These two relations already imply that the speed around 70 mph is negatively correlated with the gas mileage about 30 mpg.
Following this example, it is easy to notice that the minimum number of binary fuzzy relations of the form (5), necessary to approximate an -ary fuzzy relation is equal . Hence, the complete rule antecedent for the general case of variables has form shown in (6) at the bottom of the page.
is (positively or negatively) correlated with AND is (positively or negatively) correlated with AND is (positively or negatively) correlated with (6) The strength of the linear correlation can be expressed using modifiers "strong," "moderate," or "weak," e.g., "RPM around 2500 is moderately positively correlated with speed around 70 mph." Two extreme cases must be brought up at this point. One occurs when the two variables involved are very strongly correlated. In such a situation a perfect linear dependence occurs. On the other hand, when the two variables are very weakly correlated, the connective "is positively/negatively correlated with" can be replaced by AND.
III. FUZZY REASONING SYSTEM WITH RELATIONAL RULES
This section presents an implementation of the proposed relational rule-based fuzzy system. The inference algorithm is represented as a three-layer parallel network. The layers perform the following operations.
A. Layer 1-Antecedent Membership Functions
Antecedent membership function nodes take data vectors as input and return the degree of fulfillment of each relational statement. The membership functions are two-dimensional Gaussian surfaces with transformed input arguments; see (7)- (9) at the bottom of the page, where is the number of inputs and is the number of rules. In a graphical representation, each of the membership functions (7) describes a two-dimensional ridge with the following parameters:
-intercept, -spread, -orientation angle. The -dimensional membership function obtained by the intersection of (7), (8), (9) attains values close to one, as long as its arguments preserve the correlation pattern. Hence, it has a global character. To limit its influence to a local area, it is sufficient to constrain only one of the variables with a one-dimensional fuzzy relation. The choice of the constrained variable is arbitrary. In this work, we use (10)
B. Layer 2-Degrees of Rule Fulfillment
The rule activation degrees are computed by fuzzy intersection of , , , , . Product intersection used here, facilitates the numerical optimization (11) and allows for rewriting (11) as shown in (12) at the bottom of the page, where is the norm inducing matrix shown in (13) at the bottom of the page. 
C. Layer 3-Defuzzyfication
Simplified center of area (COA) method is used to compute the total system output (14) where are the centroids of the consequent membership functions and are the rule weights which can be interpreted as areas (spreads) of the consequent membership functions [20] .
It should be pointed out that the proposed implementation requires only additional nonlinear parameters. On the other hand, the use of eigenvector-based input transformation [17] requires as many as additional nonlinear parameters.
IV. DATA-DRIVEN RELATIONAL RULE EXTRACTION AND TUNING
To allow for data-driven identification of the fuzzy system described in the previous section, we apply a two-stage algorithm for extraction and tuning of the relational rules. In the first step, initial rules are extracted by fuzzy clustering. These rules are subsequently adjusted using a nonlinear optimization method. The final model is then interpreted as a collection of linguistic statements. Before starting the first step, the ordering of the input variables must be determined. This is accomplished using some a priori knowledge of the analyzed problem. The rule of thumb is that variables believed to be strongly correlated should be coupled together. This point will be illustrated in a more detailed fashion in the next section.
A. Initial Rule Generation
In this step, a data set of vectors is given, where denotes the input (vector) and the output (scalar) portion of the vector. Fuzzy -means algorithm [21] is applied to find clusters in the output space,
. A fuzzy partition matrix is obtained as a result of the clustering. For each cluster, a data subset is found such that (15) where is an arbitrarily chosen alpha-cut. This parameter eliminates the influence of low membership vectors on the shape of the membership function. Usually, . In our experiments, we use . Each subset is then used to find the initial parameters of the membership functions. 
B. Parameter Tuning
In this stage, the Levenberg-Marquardt method is used to optimize the membership function parameters. The following error measure is minimized: (21) where the instantaneous error for the th data sample (22) is defined as a difference between the desired output value and the output , produced by the fuzzy system. The Levenberg-Marquardt method is a modification of Newton's method that employs the following parameter update formula: (23) where: is the parameter vector, is the Jacobian matrix, that is the matrix of first derivatives of with respect to the param- eter vector and is a constant controlling the parameter adjustment. When is large, the method behaves like the standard gradient descent algorithm, whereas for small , it resembles the Gauss-Newton approach. By properly manipulating the value of , a smooth transition between the steepest descent and Newton's method is possible. The derivatives of the system output with respect to the optimized parameters ( ) are
The partial derivatives in (24) , (25), (26), (27) and (28) are computed using (29)- (37), as shown at the bottom of the next page.
C. Linguistic Interpretation
After the optimization is completed, the membership function parameters are translated into the corresponding linguistic terms. This is accomplished by converting the spreads and rotation angles into the norm inducing matrix (13) . The corresponding covariance matrix is then be obtained by inversion and the correlation coefficients are computed. They serve to determine the direction and the strength of the local linear relations. The matrix is also utilized to compute the spreads of the one-dimensional input membership function. The complete procedure for linguistic interpretation can be outlined as follows.
For
input membership function centers. Represent ( ) as a norm inducing matrix using (13).
Compute the covariance matrix 
V. EXPERIMENTAL RESULTS
The proposed approach to data-driven linguistic modeling has been tested on several benchmark problems in nonlinear system modeling. First, we illustrate the process of rule extraction and tuning using the problem of automobile gas mileage prediction. Subsequently, an example of nonlinear system modeling is presented using the well-known Box-Jenkins gas furnace data. Finally, relational rules are applied to predict nonlinear time-series generated by the Mackey-Glass equation. The data sets used in the experiments can be downloaded from: http://neural.cs.nthu.edu.tw/jang/benchmark/.
A. Automobile Gas Mileage Prediction
The automobile gas mileage prediction is a nonlinear regression problem of modeling fuel consumption based on several vehicle characteristics. The following six numerical attributes specify the automobile type: number of cylinders, displacement, horse power, weight, acceleration, model year. Some experimental results on this data set were previously reported in [10] . In this experiment, instances with missing values were first removed, so that the data set contained 392 samples. This set was then randomly divided into training and test subsets, each one containing 196 samples. In [10] , it was established that weight and model year are the most significant input variables. Therefore, we used only these two attributes to make the demonstration easy to understand. This also allowed to perform a direct comparison of our results with the ones reported in [10] .
Since only two input variables were used, the ordering was trivial. The clustering performed for different values of , starting with , revealed no significant improvement in the approximation quality when . Therefore, was • spreads (41) • rotation angles (42) The input membership functions obtained by the clustering are shown in Fig. 3(a) . Some positive correlation can be observed between "low weight" and "new model year" and between "average weight" and "more or less new model year." The initial parameters of the output membership functions were • centers
• spreads
The prediction error of the initial model was on the training data and on the testing data. After tuning the membership functions for 50 epochs, the prediction error on the training data decreased to . The prediction error computed over the testing data was . The one-and two-dimensional membership functions were subsequently extracted from the model using the approach described in Section IV. The covariance matrices corresponding to each rule were (45)
The resulting correlation coefficients are (46) The final two-dimensional input membership functions are shown in Fig. 3 and their one-dimensional projections are shown in Fig. 4 . The following rules provide the linguistic description of the input-input and input-output relationships numerically encoded within the data. If rather small weight is moderately positively correlated with rather new model year, then MPG is high. If small weight is weakly positively correlated with more or less new model year, then MPG is average. If more or less large weight is moderately negatively correlated with old model year, then MPG is low. The three-dimensional mapping surface described by these rules is shown in Fig. 5 . The prediction accuracy reported in [10] is and , using a TS model with four rules. We have been able to achieve a comparable accuracy using three rules with relational antecedents and linguistic consequents. Although our model performs slightly worse on the training data, compared to the model reported in [10] , it performs better on the testing set.
B. Box-Jenkins Gas Furnace Modeling
In this example, the fuzzy relational rule approach is applied to a nonlinear system modeling task. Box-Jenkins gas furnace [22] is used here as the analyzed nonlinear system. The data were recorded from a combustion process of an air-methane mixture. The control input, , is the gas flow into the furnace and the output, , is a CO concentration in the outlet. The data set consists of 296 input-output pairs sampled every 9 s. To directly compare our results with those reported in [17] and [23] - [25] , , , and , , were selected as input variables to the fuzzy model. They were ordered in the following way: with , with , with , with and finally with . This sequence was chosen because of the fact that the furnace considered here is believed to exhibit a slow dynamic response. In other words, the oldest control input ( ) most significantly influences the newest output ( ). As is the case in [17] and [23] - [25] , the entire data set was used for training. An initial fuzzy system with rules was obtained and further optimized for 100 epochs. Fig. 7 presents the labeled one-dimensional projections of the membership functions from Fig. 6. Fig. 8 shows the performance of the trained fuzzy system. The output of the tuned fuzzy model closely follows the actual output. Table I compares our results with other reported results on this data set. Our two-rule model provides the same accuracy as the simple identified (SI) Sugeno-type model [23] . In addition, the two models share the same number of parameters. However, the SI model has more 
C. Mackey-Glass Time Series Prediction
The Mackey-Glass nonlinear differential equation has the following form:
It describes the arterial CO concentration in the case of normal and abnormal respiration [26] and belongs to a class of time-delayed equations which are capable of chaotic behavior. With all the parameters fixed, the time delay plays the role of the controlling factor. For , (47) exhibits a chaotic behavior. To allow for comparison with other methods, we generated 1000 data pairs consisting of four past values with the time lag of 6 samples and used them to predict a single value 6 steps ahead, i.e., the data sample is [ ]. The first 500 data samples were used as a training and the remaining 500 as a testing set. This problem is often used as a benchmark for function approximation [10] , [27] - [29] .
The ordering of the input variables was such that each consecutive time-lagged sample was dependent directly on the preceding one and so on. Hence, the variables were coupled as follows: with , with and with . We performed the simulations for two different numbers of rules. First, a three-rule fuzzy system was cre- ated and tuned for 100 epochs. This system provided prediction errors of on the training and on the testing data. Fig. 9 shows the predicted and the original time series for the testing set. This graph provides evidence that the simple three-rule model performs satisfactorily in terms of the approximation quality. Table II compares the performance of the three-rule model with other conventional fuzzy models using normalized root mean square error (NRMSE) as a criterion. Evidently, its approximation quality is worse than that of the best reported solutions. It compares favorably only to the linear model and to cascade correlation network. On the other hand, the smallest number of rules provides the best compression of linguistic information. If better approximation is required, more rules can be generated. As seen in Table II , doubling the number of rules results in accuracy comparable with that of other, more complex, models.
The linguistic rules describing the behavior of the Mackey-Glass time series are presented as follows.
If average is moderately positively correlated with more or less average and more or less average is moderately positively correlated with more or less average and more or less average is strongly positively correlated with slightly less than average , then is rather small. If slightly more than average is weakly positively correlated with rather large and rather large is weakly positively correlated with more or less average and more or less average is strongly positively correlated with more or less average , then is small. If average is weakly positively correlated with more or less average and more or less average is moderately positively correlated with more or less average and more or less average is strongly positively correlated with more or less average , then is very large. The one-dimensional membership functions used in these rules are shown in Fig. 10 . Evidently, the large overlaps between some of the membership functions make the linguistic interpretation slightly difficult. Where necessary, we assign the same label to several fuzzy sets. For example, all the membership functions for have the same linguistic meaning [see Fig. 10(c) ].
VI. CONCLUSION
This paper addresses the issue of fuzzy rule-based modeling from numerical data. The presented approach aims at complexity reduction of the linguistic fuzzy model, while maintaining the approximation accuracy at a reasonable level. This goal is achieved by modifying the rule antecedents to produce a flexible, yet interpretable input space partition. Presented application examples and experimental results illustrate the design process of the proposed fuzzy model and provide an evidence of its feasibility. An additional benefit from using this approach comes in the form of a more general knowledge about the analyzed data. Nevertheless, there are still some open research problems. In the present stage, the selection and ordering of input variables is performed heuristically. It may be desirable, to make this step more automatic. Structure simplifications and application of different optimization algorithms should also be investigated. Another interesting question is the utilization of the discovered knowledge in fuzzy controller and decision support system design.
