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Despite their wide applications in, e.g. flat panel displays, “smart window” and 
solar cells, transparent conductive/ semiconductive oxides (TCOs) are excluded from 
the transparent device application, because most applicable TCOs are n-type. 
Delafossite-type TCOs attract people’s attention due to their capability to fill in the 
vacancy as p-type TCOs. One of them, CuInO2 becomes our subject of interest 
because of its bipolar dopability. In this work, a better understanding of its electrical 
properties is approached through the structural analysis on delafossites, the electronic 
band structure and density of states (DOS) calculations on CuMO2 (M=Al, Ga, In), 
and the point defect study on CuInO2. 
Structure analysis reveals that the outermost shells of the monovalent cation and 
the oxygen anion with comparable energy, accounts for both the characteristics of the 
delafossite structure, i.e. the linear coordination between them, and the electrical 
properties of delafossites. A correlation model was also established that may predict 
the formability of new delafossites. AIBIIIO2 compounds with Hg, Tl or Au as 
monovalent cation are suggested to have delafossite structure, as well as many new 
Cu-, Ag-, Pt- and Pd- based compounds. 
From electronic structure and DOS calculations, the upper valence band of the 
CuMO2 compounds are composed by Cu-3d and O-2p levels, which may delocalize 
the holes and render the p-type conductivity. All three Cu-based compounds have 
 vi
indirect band gaps, with CBM at Г position and VBM at F. The minimum direct band 
gap decreases from CuAlO2 to CuInO2, and changes from L position for CuAlO2, to Г 
for the rest two compounds. The discrepancy between the trends of theoretical and 
experimental band gap values is proposed to result from the forbidden optical 
transition at the Г position. 
As a first systematic point defect study on CuInO2, this work has studied twelve 
intrinsic point defects, all the possible isolated point defects for a ternary compound. 
It is found that the p-type intrinsic point defects are more abundant and the defect 
levels are shallower than the n-type ones. There is hence asymmetry of p- vs. n-type 
in terms of intrinsic doping. Calculations on Ca and Sn as extrinsic point defects show 
that both of them are stable at the In position as assumed in the experimental reports. 
As a result, Ca acts as an acceptor in CuInO2, whereas Sn as a donor. 
Moreover, the anisotropism of compressibility in CuInO2 has been observed in 
the atomistic simulation process. The great difference in packing efficiency in the 
CuO2 dumbbell layer and the InO2 octahedral layer may account for both the 
anisotropism and the geometrical relaxation mode of atoms neighboring to the 
isolated point defects. Metastability of CuInO2 is also found compared with its end-
point binary compounds, which may explain some experimental observations during 
fabricating CuInO2 bulk or films. 
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Most of the compounds in the delafossite group were named after CuFeO2, the 
first delafossite with layers of Cu, O and Fe triangular net planes alternatively packed. 
Being attracted by the special triangular nets in this structure, many scientists devoted 
themselves actively into the study of properties of the delafossite group, like magnetic 
properties [Kim 2004], electrical properties [Tanaka 1998], superconductivities [Park 
2003], and phase stabilities under certain chemical, thermal or mechanical 
environments [Shimode 2000; Pellicer-Porres 2004]. In 1997, a report published on 
Nature [Kawazoe 1997] inspired new interests of materials scientists to delafossites. 
In this report, Kawazoe et al. announced p-type conductivity in CuAlO2, a delafossite 
TCO (Transparent Conductive Oxide). 
Being transparent yet conductive simultaneously, TCOs are widely used in a 
number of applications like low-emissivity windows, front-surface electrodes for solar 
cells and flat-panel displays, “smart windows”, defrost windows in vehicles, and glass 
touch-control panels [Lewis 2000]. However, almost all of the applicable TCOs are 
n-type. The absence of their counterpart, p-type TCOs, prevents the fabrication of p-n 
junctions that may bring in the most exciting applications for semiconductors. That is 
why Kawazoe et al.’s report attracted so much attention. After that, considerable 




New delafossites were also fabricated among which CuInO2 is of special 
importance due to its bipolar dopability, the capacity of being doped to both n- and 
p-type. In 2000, Yanagi and his coworkers [Yanagi 2001] fabricated CuInO2 by cation 
exchange reaction and doped the material to p- and n- types with dopants of Ca2+ and 
Sn4+, respectively. Although the conductivity measured in their experiment was very 
low, CuInO2 then became the runner-up following the prototype of CuAlO2 in the 
study of delafossite materials. From this, we may perceive that bipolar dopability is a 
merit of great value for a semiconductor, which makes it possible to fabricate a 
homogeneous p-n junction, a junction more favorable than a heterogeneous one. In 
fact, Yanagi et al. [Yanagi 2002] did successfully produce a transparent homogeneous 
p-n junction using CuInO2 with a turn-on voltage of ~1.8V. 
As the study of the electrical properties of delafossite TCOs is relatively new, 
many problems still bother the scientists in this area. Experimentally, the fabrication 
of pure phase ternary delafossites is still challenging [Ginley 2003]. The electrical 
conductivity of most p-type delafossite TCO films is rather low compared with the 
applicable n-type ones [Hosono 2002]. Theoretically, there is no consensus on some 
questions about the underlying physical mechanisms, like the origin of holes for 
electrical transport, the anisotropism of the film growth or the optoelectronic 
properties and the band gap anomaly in delafossites [Hosono 2002; Nie 2002]. 
Theoretical computations under good control are therefore of great importance to 
understand these mechanisms of electrical and optical properties, the two essential 
characteristics of TCOs. With a clear understanding of the mechanisms, researchers 
may fabricate materials with desired properties experimentally. 
Thus, the purpose of the present work is to understand theoretically the electrical 
2 
Introduction 
properties of one delafossite, CuInO2 (the delafossite with bipolar dopability). To do 
this, we started from a structural analysis on delafossite as a whole, then a 
first-principles calculation on CuAlO2, CuGaO2 and CuInO2, and finally, a 
first-principles calculation on the formation of various point defects in CuInO2. 
1.2  OUTLINE 
Chapter 1 is the introduction of this thesis. 
Chapter 2 reviews various applications of transparent conductors/semiconductors, 
and available experimental and theoretical studies of delafossite-type TCOs. 
Chapter 3 briefly introduces major calculation methods from first principles, 
density functional theory (DFT), to local density approximation (LDA)/ generalized 
gradient approximation (GGA). Vienna ab initio simulation package (VASP), a 
commercial software is also introduced, which was used in this investigation. 
Chapter 4 contains an analysis of the delafossite structure through the structure 
mapping technique. About 100 ABO2 compounds are collected and analyzed. 
Different atomic parameters of the constituent elements are explored in terms of their 
effects on the formation of delafossites. This work further confirms the specific 
correlation between the structure and properties of delafossites. A correlation model 
for new delafossite prediction is also established that links the formability of 
delafossite to the elemental atomic properties of its constituents. 
Chapter 5 is aimed to find the band structure and density of states (DOS) of 
perfect (defect-free) CuInO2, CuAlO2, and CuGaO2. A comparison among these 
compounds is carried out and the observed band gap anomaly is explained. 
Chapter 6 presents isolated point defect calculations for CuInO2, including 
3 
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isolated intrinsic defects and two kinds of dopants. These point defects, intrinsic or 
extrinsic, are also studied at their different charge states. Comparisons with available 
experiment are also carried out. 





Since the first report [Badecker 1907] of a transparent conducting oxide (TCO) in 
1907, the commercial value of the TCO thin films has been recognized, and the list of 
potential TCO materials has greatly expanded. Many of them, tin-doped indium oxide 
(ITO) for example, have been applied in flat-panel displays, solar cells, 
low-emissivity windows in buildings, touch-panel controls, etc. [Lewis 2000]. Being 
optically transparent yet electrically conducting (or semiconducting), transparent 
conductor (TC) has its own dilemma: in order to be transparent in the visible range of 
light spectrum, the material must have an energy band gap (Eg) of over 3 eV, whereas 
the electrical property generally demands the same parameter quite opposite. Despite 
the intrinsic dilemma, TC films have been prepared from a wide variety of materials, 
including semiconducting oxides of tin, indium, zinc and cadmium, oxides in 
delafossite structures, and metals such as silver, gold and titanium nitride. 
In this chapter, applications and selection criteria for TCs as a whole are 
addressed in 2.1, from which we may understand why the study on p-type TCOs 
becomes one of the most exciting research areas. Further review is focused on TCOs, 
especially delafossite-type ones. In 2.2, a review on experimental results of both p- 
and n-type TCOs is given. In 2.3, theoretical studies on delafossite TCOs are collected, 




2.1 APPLICATIONS OF TCS 
TCs can be applied in many ways [Lewis 2000; Gordon 2000; Wright 2000], like 
in energy conserving windows due to efficiently reflecting infrared heat. These 
low-emissivity (“low-e”) windows are the largest area of current use for TCs. Oven 
windows employ TCs to conserve energy and to maintain the outside temperature at 
room temperature that makes them safe to touch. The electrical conductivity of TCs is 
further exploited in use of front-surface electrodes for solar cells and flat-panel 
displays (FPD). In addition, automatically dimming rear view mirrors for automobiles 
and electrically controlled “smart windows” incorporate a pair of TCs with an 
electro-chromic (EC) material between them. Alternatively, electric current is passed 
through TCs to defrost windows in vehicles and to keep freezer display cases 
frost-free. TCs can also be formed into transparent electromagnetic shields, invisible 
security circuits on windows, and transparent radio antennas built into automobile 
windows. 
To evaluate the performance of TCs [Gordon 2000], a figure of merit is proposed 
as the ratio of the electrical conductivity to the optical absorption coefficient of the 
film. At present, materials having the highest figure of merit are fluorine-doped zinc 
oxide and cadmium stannate. Physical, chemical and thermal durability, etchability, 
conductivity, plasma wavelength, work function, thickness, deposition temperature, 
uniformity, toxicity and cost, are other factors that may also influence the choice of 
material. Moreover, each particular application may constrain the method of 
preparation therefore the choice of TC. They may also have different criteria in terms 
of film property. Table 2-1 addresses the complex issue of balancing the materials and 
electro-optical properties of TCs for various applications [Gordon 2000, Lewis 2000]. 
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Table 2-1 Ap pplications 
Applications Benefits Property in demand Candidate 
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Thermal stabilit  low 













Smart window with 
electrically controllable 
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Permitting high altitude 
for plane 
Low cost/ durability/ 
low resistivity 
ITO 
Oven Windows Improved safety d 
energy efficienc
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Static Dissipation Dissipate static charges 
developed on 
xerographic copiers, 
televisions tubes and 
CRT computer displays 
Relatively high resistance/ 
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windows to eavesdrop on 
computers and 
communication








Protecting windows from 
abrasion or acid etching 





However, all of applicable TCOs are n-type semiconductors, which limits their 
potential applications. The emergence of higher conductive, p-type TCOs may soon 
find TCO materials major roles in optoelectronic devices [Prins 1998; Wager 2003]. 
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Currently, many scholars devote themselves in exploiting p-type TCOs, hoping that 
transparent electronics might be feasible [Prins 1998; Nagarajan 2001a]. Since 
Kawazoe et al.’s [Kawazoe 1997] report of CuAlO2 delafossite, many p-type TCO 
thin films were fabricated, most of which are in delafossite structure. Heterogeneous 
p-n junction with SrCu2O2 as p-type and ZnO as n-type sem onductor was fabricated 
in lab [Ohta 2001]. Even homojunctions were fabricated [Y agi 2002] with bipolar 
CuInO2, which exhibit rectifying characteristics with a tune-on voltage of ~1.8V, and 
have optical transmission of 60~80% in the visible range. Although the conductivity 
of the CuInO2 homojunction is still relatively low compared with most of the TCOs 
presently applicable, the discovery and production of hom eneous transparent p-n 
junction provides much attractive future in application. It would be possible to 
construct a delafossite p-n junction that transmit visible light and generate electricity 
by absorbing ultraviolet photons (transparent transistor) at the same time. Transparent 
electronic products might be popular among the new generation. 
2.2 EXPERIMENTAL STUDIES ON DELAFOSSITE TCOS 
Despite a large number of TCO candidatures and successful applications of some 
TCOs, most of the TCOs are n-typ Since the first report of AlO2 as a p-type TCO, 
many searching activities were engendered for delafossite oxides with transparent 
conducting/ semiconducting properties, and many reports on optoelectronic properties 
on delafossite AIBIIIO2 films were published [Duan 2000; Gong 2000; Huang 2004; 
Ibuki 2000; Jayaraj 2001; Kudo 19 ; Mahapatra 2003; Nag ajan 2001a; Otabe 1998; 
Shimode 2000; Stauber 1999; Tate 2002; Tsuboi 2003; Ueda 2001; Uhrmacher 1996; 
Yanagi 2000a; Yanagi 2000b]. Most of the compounds have Cu or Ag occupying the 










elements from the Al group on B position. 
The design of p-type TCOs is very challenging, as noted by Kawazoe et al. 
[Kawazoe 1997; Kudo 1998; Yanagi 2000b]. The top of valence band for most of 
oxides are composed of O 2p non-bonding levels. Two effe s might hinder the hole 
transport in oxides. One is that non-bonding states always have a high effective mass 
and give deep hole levels. The generated holes trapped in the deep hole levels can no 
longer act as carriers for electricity he other is that the bond ionicity due to the high 
electronegativity f oxygen may result in a high mass of carrier and a low mobility 
[Robertson 2002]. After realizing the problem suppressing 
oxides, Kawazoe et al. [Kawazoe 1997; Kawazoe 2000; Yanagi 2000b] chose Cu+ and 
Ag+ with close  outer shell to modify the valence band maximum (VBM) by 
covalent bonding with O 2p level to delocalize the carriers. However, both binary 
compounds with 3-D O-A-O (A=Cu or Ag) dumbbell net ar opaque in visible range 
of spectrum due to the small band gap. Delafossite (AIBIIIO2 as then found 
to have proper band gap energy with an alternative stacking of O-Cu-O dumbbell 
layer and an octahedral BO2 layer. The other Cu-based TCO developed based on this 
chemical design concept is SrCu2O2 which does not have the elafossite structure. 
Delafossite oxides have been investigated experimentally in different aspects. 
Fabrication of ternary delafossite compounds of the pure p ficulty. 
New synthesis routes of growing known compounds at low temperatures and low 
pressure or new delafossites fabrication were reported [Ginley 2003; Kandpal 2002]. 
Besides p-type TCOs, delafossites were also studied as a group of superconductor 
candidates where the oxygen rich compounds were prepared and their electronic 
properties were studied [Park 2003; Trari 1994; Cava 1994; Cava 1993]. Magnetism 
was investigated in view of a two-dimensional triangular lattice of different ternary 
ct










(in stoichiomitric relation or with extra oxygen) [Isawa 1998; Isawa 1997] or 
quaternary delafossites, like CuFeO2, CuAl1-xMnxO2, CuF -xGaxO2, CuFe1-xVxO2, 
CuNi1/3V2/3O2, etc. [El Ataoui 2004a; El Ataoui 2004b; El Ataoui 2003; Kim 2004; 
Uhrmacher 1996]. Special topics on delafossites were reported, e.g. strong negative 
thermal expansion [Li 2002] was observed related to the O-Cu-O dumbbell, which 
was suggested as the transverse thermal motion of Cu, instead of transverse motion of 
O, that cause the negative therma xpansion. Experimental achievement on p-type 
TCOs thin films are collected in Ta reported data are listed. As 
a fabricating m portant influence on the performance of the films, the 
experimental data were compared only if the films were deposited by the same 
method. 
From Table 2-2, it can be found that the Eg values of Cu delafossite compounds 
are around 3.8 eV ssite compound are over 4 eV. Previous 
study on common semiconductors like IV and III-Vs shows that the Eg decreases 
when going down a group in the periodic table. However, the energy band trend in 
terms of the m ovalent cation  delafossite compounds is just opposite. This 
phenomenon is abnormal and worthy of further study. 
Most CuBIIIO2 compounds are p-type semiconductors, and most of AgBIIIO2 are 
n-type semiconductors. Two exc tions in CuBIIIO2 compounds are CuInO2 and 
CuFeO2 that can be doped in both p and n type, although the conductivity of n-type 
doped CuFeO2 is rather small. CuInO2 was the first TCO ma ial with proven bipolar 
dopability [Yanagi 2001]; it becom s p-type with Ca2+ dopants, and n-type with Sn4+ 
dopants. For AgBIIIO2, it is proposed that Co tends to bring p-type dopablity to the 
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method [c] Ref. g
E  
 500 0.095 0.13 10.4 183 3.5 27-60% I [Kawazoe 1997] 
 230
Al 
 0.34 27 0.13 hrmacher 1996] 
 200-350 0.05 0.07-1.4 1.3 140 3.5 60-85% II [Stauber 1999] 
 ~250 2 18-26 0.16-0.5  3.75 25-50% III [Gong 2000] 
  0.0056  0.23 230 ~3.4 35-75% IV [Uhrmacher 1996] 
214 3.5* ~70% II [U
 500 0.02   360 4.3 70-85% V [Tate 2002] 
 ~500 0.063  0.23 560 3.6 ~80% II [Ueda 2001] 
Ga 
  
Extra O 110 30    3.3 ~40% VII [Duan 2000] 
Fe 150 1   500 3.4 50-70% VI [Tate 2002]
O  30    3.3 ~40% IV [Nagarajan 2001a] Sc 
5%Mg and  
extra O 250 30   ~35  20-70% 
[d] VII [Tate 2002] 
5%Sn ~280 0.0038   -50 ~3.9 60-90% II [Yanagi 2001] 
In 
7%Ca ~170 0.0028-1.0   480 3.5-3.9 40-50% II [Yanagi 2001, Jayaraj 2001] 
 330 0.025    ~3.5 ~50% V [Nagarajan 2001b] 
1-2%Ca 330 1.05    ~3.5 ~50% V [Nagarajan 2001b] Y 
Ca 300   <0.5 280   VI [Tate 2002] 
  1.5       [Nagarajan 2001b] 
2%Mg  9 10-5  p-type 3*   [Nagarajan 2001b] 
Cu 
Fe[e]
5%Sn  0.00023 10-10  n-type    [Nagarajan 2001b] 
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method [c] Ref. g
E [a]
Extra O 390 0.86 4.75×1017 11.16 p-type 3.08* 40-50% III [Mahapatra 2003] 
Cr 
5%Mg 250 220  ~1 p-type 3.1 50% IV [Nagarajan 2001a] Cu 
2/3Ni+
1/3Sb 10%Sn 150-200 0.05   250 3.4 60% VII [Tate 2002] 
  0.00001    4.2 70-97% IV [Otabe 1998] 
5%Sn  73 27 0.47 -50 4.4 75-98% IV [Otabe 1998] In 
Sn ~200 73 330 1.4 -51 4.14  II [Ibuki 2000] 
Ag 
Co  150 0.2    220 4.15 40-60% VII [Tate 2002]
 
[a] Data are for optical direct band gaps. Star superscript indicates indirect Eg value is available. 
Reported indirect 2, CuFeO2 and CuCrO2 are 1.8 eV, 1.15 eV and 2.63 eV, respectively. 
[b] Absorption coefficient is a function of wavelength of incident light. For a TCO, this parameter often changes reversely with the change of conductivity. 
[c] Deposition method: 
I: Laser ablation method; II: Pulse laser deposition (PLD); III: Chemical vapor deposition (CVD); IV: Radio frequency sputtering;  
V: Thermal evaporation; VI: Reactive coevaporation; VII: Sputtering; VIII: Reactive dc sputtering. 
[e] Instead of thin films, the values for CuFeO2 are measured for samples of sintered pellets. They are listed here only because they may also be doped into 




[d] The data listed are average transparency in the wavelength range 450 and 750 nm of different films with different conductivity. 
gE s for CuAlO
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We should note that p-type delafossite compounds generally have a smaller 
mobility and carrier concentration compared with the n-ty e TCOs currently used 
(Table 2-3). Moreover, it is not easy to fabricate conducting or semiconducting p-type 
delafossite thin s. In most cases, the deposited films are insulating. Therefore, 
theoretical studies on this sort of materials are necessary to explain the underlying 
mechanism of electron transportation and electron-photon interaction, hence to find 
solutions to deposit films with relatively high electronic conductivity. 










n-type TCO >1000 >1021 10-100 
p-type TCO 10-3-10 1017-1019 ~1 or less 
 
2.3  THEORETICAL STUDIES ON DELAFOSSITE TCOS 
In order to optimize the optoe ctronic properties of m rials, it is necessary to 
understand their electronic band structure, density of state (DOS) or projected DOS 
(PDOS), and photon transition fact s like transition matrix elements at different band 
edge positions. Experimental results are often sensitive to material quality and 
environmental noises. Theoretical study is thus called for to examine the effective 
factors in a controllable and systematic way. Most of theoretical studies are focused 
on several open questions like the igin of the carrier in p pe TCOs, anisotropism 
in both film growth and electrical, optical and mechanical properties of films, band 
gap anomalies, bipolar doping of materials, and effect of metal-metal bonding 
between monovalent A cations. Th retical investigations i ese questions 










2.3.1 Origin of Holes and Anisotropism in Film Growth and Film 
Properties 
The origin of the hole carrier in p-type semiconduc ost essential 
question in mind that determines the carrier concentration and transport mechanisms. 
This question is especially mysterious in case of non-doped oxides, like CuAlO2 
[Kawazoe 1997; Uhrmacher 1996; Stauber 1999; Gong 2000] and CuGaO2 
[Uhrmacher 1996; Gong 2000; Ta e possible explanations for this were 
proposed in different references. M believed that the origin of positive holes 
is associated with the O-Cu-O dumbbell coordination. Some [Yanagi 2000a ; 
Robertson 2002] suggested it might be the antibonding of the Cu orbital and the 
O- orbital that corresponds to the source of holes. Others [Lalić 2002; Ingram 
2001] thought that the O-Cu-O coordination causes hybridization of the Cu-  and 
Cu-s states. The empty antibonding of Cu s hybridization and O-  might be 
the origin of the holes. Besides, some researchers suggested the intrinsic point defects, 
like O interstitial (Oi) and Cu vac cy (VCu), account for the carriers in delafossite 
TCOs [Kawazoe 1997], especially for off-stoichiometric compounds with extra 
oxygen. 
Significant anisotropism was observed in delafossites, in both film growth and 
electrical and mechanical properties. Much experimental work shows some preference 
to grow in c axis depending on the synthesis conditions for delafossite thin films, like 
CuCrO2 [Nagarajan 2001a], CuInO2:Sn [Yanagi 2001; Shimode 2000], and 
CuYO2:Ca [Nagarajan 2001b]. The conductivity vertical to c axis in CuAlO2 
[Nagarajan 2001b] was measured to be about 1000 times higher than that in c axis. 
Besides, considerable anisotropism n optical properties with respect to c axis was 











found in Ingram  calculation within electric-dipole approximation [Ingram 2001]. 
The compressive elastic modulus in c axis was found to be er than that vertical to 
c axis in CuFeO 2, etc. [Z isotropic response towards 
external pressure, an irreversible phase transition was observed for CuGaO2 
delafossite under high pressure in Pellicer-Porres and his coworkers’ theoretical 
calculation, which was also confirmed by their experimental work [Pellicer-Porres 
2004]. 
The above two features of delafossites have been explained qualitatively in terms 
of a simple model of chemical bonding occurring between the monovalent cation and 
oxygen by Shannon et al. [Rogers 1971], based on the model proposed by Orgel 
[Orgel 1958] for understanding linear coordination in Cu+ c mpounds. In the model, 
the linear cation can be stabilized by a non-spherical electron configuration if 
the energy separation between s and d orbitals is sufficiently small. In that case, s and 




2, PdFeO hao 1997]. Besides an
10d  
2zd ))(2/1( 2zds − and an empty 
antibonding ))(2/1( 2zds + orbital (the z axis is taken to be parallel to c axis of the 
crystal). Schematic drawings of these hybridized orbitals are shown in Fig. 2-1 [Orgel 
1958]. The bonding orbitals have charges concentrated m ly in the basal plane, 
which significantly lowers the energy of the A ion in linear coordination, and gives 
rise to larger conductivity in the basal plane due to electron hopping between 
neighboring Cu cation orbitals. On the other hand, the antib ding orbital is used for 
mixing with neighboring O 2p levels, making a bonding complex that lies deep below 













( )sd zsd +=Ψ + 221  ( )sd zsd −=Ψ − 221  
 
Attili et al. studied electric-field gradient (EFG) with perturbed angular 
correlation (PAC) experiments of 1 nt B sites [Attili 1996] or monovalent 
A sites [Attili 1998] in some ABO2 elafossites, with A= Cu or Ag, and B=Al, Cr, Fe, 
In, etc. Lalić et al. [Lalić 2002] noticed in Attili’s study the Cu and Cd have opposite 
signs with d contribution to the EFG. They attributed the difference to the different 
occupations of the orbitals in Cu and Cd. The Cu orbital has the least 
occupation in comparison with the rest d orbitals as a resu  Cu d-s hybridization, 
whereas Cd-  has the highest occupation. In order to further confirm the 
explanation and to further test the lidity of Orgel’s model of Cu d-s hybridization, 
Lalić and his coworkers also carried out the first principles full-potential linearized 
augmented plane wave (FLAPW onic structure calculation of CuAlO2 in 
perfect form and with Cd impurities substituting at either Cu or Al positions. Their 
Fig. 2-1 Orgel’s model of d-s orbital hybridization to explain the strong correlation of 
the unique linear coordination and a configuration, from the left to the right: the 
two d-s hybridized orbitals: 
10d  
( )sd zsd +=Ψ + 221  and ( )sd zsd −=Ψ − 221 , 










calculation result of impurity form as in good agreement with Attili’s experimental 
data of EFG at Cd nuclei. With a careful analysis of the band structure, DOS and 
PDOS of the perfect CuAlO2 and CuAlO2 with Cd substituting at either cation site, 
they found that the Cu d-electron cloud in CuAlO2 was more condensed in the basal 
plane, which confirmed the validation of Cu d-s hybridization. The highly occupied 
Cd was attributed to the form on of bonding states with O  orbital. 
Another application of Orgel’s model is in PdCoO2, a delafo  with the lowest 
electrical resistivity in normal-state oxides, even mo etal. 
Tanaka et al. [Tanaka 1998] studied the vale  
specific heat of PdCoO2 to explai he origin of the metallic conductivity based on 
Orgel’s model. The metallic conductivity was suggested to be originated from the 
hybridization of Pd-  and Pd-s orbitals where hybridized orbitals extending in Pd 
basal plane are responsible to the metallic conductivity. They also recommended 
metallic delafossites as a new categ y as s-d conductors in metallic oxides. 
An alternative hybridization scheme was available as originally proposed by 
Hughbanks et al. [Tian 1993] on metal-metal bondings in MoS2. Seshadri et al. 
[Seshadri 1998 ; Felser 1999] borrowed the idea to delafossites that a d 3 hybridization 
scheme corresponds to the coordination among A cations on the basal plane involving 
linear combinations of , d − and  orbitals of the A atoms. This 
hybridization scheme was studied on PdCoO . By comparing the “fat bands” of 
PdCoO2 and Pd sheets (with removing the Co and O ions in the structure), they found 
the orbitals with the Pd sheets cha   to  going from Pd sheet to the 
delafossites PdCoO2. Individual components of the  hybrid orbitals are little 
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that the crystal field of the oxygen is normal to the in-plane hybrids in the 
delafossites.  
However, Seshadri and coworkers found some differences in A-A bondings 
between Pd cation and Ag-  delafossites with crystal orbital Hamiltonian 
population (COHP) study. Ag-Ag is nonbonding at EF for both AgCoO2 and AgNiO2, 
while Pd-Pd is antibonding in PdCoO2. Moreover, Ag-Ag pair has a bonding state 
above EF that is absent for Pd com ound, which may indicate stronger mixing in d, s 
and p states in Ag than Pd. It was suggested that the metal-metal interaction within the 
planes is not localized in PdCoO  [Felser 1999] due to the linear coordination of Pd. 
The overall dispersion of or one of  bands is significantly higher in this 
compound. The authors suggested that superconductivity could be achieved through 
suitable doping in PdCoO2. Another study on CuAlO2 [Boudin 2003] with the same 
theoretical method found Cu states dominant at the valence band edge, close to EF. 
Integrated crystal orbital Hamil  population (ICOHP) study revealed the 
existence of weak Cu-Cu bonding which was suggested by the author as the origin of 
p-type conduction. Anyway, it is fairly reasonable to expect different hybridization 
schemes in coinage delafossites ( and noble metal delafossites ( ). 
2.3.2 Effect o ·····  Bonding 
The bonding between orbitals has been well studied in molecular systems 
[Pyykko 1979]. However, less attention has been paid to the interactions between 
orbitals in such a seemingly close-packing of close-shell i s in the extended solid 
state, like the lafosites until recently. O’Keeffe and his 
coworkers’ report [Zou 1999] on direct observation from diffraction data of Cu d 
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holes and Cu-Cu bonding in Cu2O (the parental material 
engendered new interest in investig ting the bonding and also the interaction between 
 orbitals. It was even suggested that homonuclear interactions between 
species play an important role i ining the structures of the solids they 
comprise [Kandpel 2002]. Buljan et al. [Buljan 2001] found that the spatial 
arrangement and the interaction between orbitals is responsible for the different 
optical and electrical properties in Cu O and CuAlO2. A packing distances in 
delafossites are similar to those in the closed packed A metals [Jansen 1987]; even 
smaller in
2
to the electronic band. It was found that when the A cation has a  outershell, it 
makes a significant contribution to the states at Fermi level, whereas when A cation 
has a close outershell, its d shell levels stay away from the EF level. Moreover, 
in case of etallic behavior from B cation as found in AgNiO2, the d states that 
EF display a nearly rigid band behavior. The gross 
features are similar with those of Co-d states in the semiconducting/ insulating 
AgCoO . In comparison, the metallic electricity due to A cation (Pd- ) does not 
have the sort of nearly rigid-band behavior as comparing the band structure or DOS 
between AgCoO  and PdCoO . Kandpal [Kandpal 2002] studied COHP besides the 
electronic band structure of the delafossites ABO2 (A = Cu, Ag or Au) with a 
of Cu based delafossites) 
a
n determ
10d 10d  
10d  
2
 some delafossites. Thus, the effect of A cation layers on the properties of 
the compound is also of great interest. Seshadri et al. [Seshadri 1998] carried out ab 
initio band structure calculations on some ABO  delafossite oxides with Ag, Pd or Pt 
sitting on the A site, and Fe, Ni or Co on B site with tight-binding linearized 
muffin-tin orbital method using the atomic sphere approximation (TB-LMTO-ASA) 
within the LSDA. The band structure (and so called “fat band”), DOS and the COHP 












combined calculation of plane wave/ ultrasoft peudopotential (PW/PP) as 
implemented in Accelerys-CASTEP code and linear muffin tin orbital (LMTO) 
method. He found that the metal bonding between Cu-Cu cations in Cu based 
delafossites was the weakest, while that in Au based compounds was significant and 
that in Ag compounds was in the middle. However, the experimental data suggest that 
the Cu based delafossites have a higher conductivity compared with that of Ag based 
delafossites. Therefore, he argued that A-A bonding might not play an important role 
in electricity and Ag and Au based delafossites may not be good candidates for 
transparent conductors. 
re
2.3.3 Band Gap Anomaly in Delafossites 
Besides showing p-type or bipolar conductivity, the CuBIIIO2 delafossite oxides, 
where BIII are Al, Ga, and In, also show band-gap anomaly: the optically measured 
direct band gap increases from 3.5 eV (CuAlO2) [Kawazoe 1997; Uhrmacher 1996; 
Stauber 1999] to 3.6 eV (CuGaO2) [Ueda 2001], and to 3.9 eV (CuInO2) [Yanagi 2001; 
Norton 1999; Shimode 2000; Sasaki 2003]. This trend is in sharp contrast to the trend 
found in other group-III containing semiconductors. For example, the direct band gap 
of CuAlS2 (3.49 eV), CuGaS2 (2.43 eV), and CuInS2 (1.53 eV) [Madelung 1987] 
decreases when the atomic number of the group-III elements increases, as does the 
direct band gap of AlAs (3.1 eV), GaAs (1.52 eV), and InAs (0.42 eV) [Madelung 
1987]. Furthermo , bipolar doping is achieved but only in CuInO2 by extrinsic 
dopants, instead of the rest two. This is quite puzzling because CuInO2 has the largest 
reported band gap of 3.9 eV. No similar trend has ever been observed in any other 
semiconductor groups. In most well studied IV, or III-V semiconductors, the Eg 
decreases as the component going down a group in the periodic table [Nie 2002]. 
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However, the band gap increases while the monovalent cation goes from Cu to Ag 
compounds or the trivalent cation from Al, Ga to In. Furthermore, the band gap values 
by t
2. However, the trend of calculated apparent optical band gap 
valu
heoretical calculations do not give the band-gap anormaly. That is, the theoretical 
band-gap of delafossite semiconductor follows similar trend with the periodic table as 
the well-studied semiconductors does. 
Many different explanations were given for the discrepancy in band gaps of 
delafossites. Robertson et al. [Robertson 2002] argued that the optical band-gap may 
result from some defect absorption, thus cannot represent the real band-gap values. As 
a proof, he pointed out the discrepancy between the facts that the minimum gap of 
Cu2O of 2.2 eV is larger than the indirect band gap 1.8eV of CuAlO2 given by optical 
absorption measurements [Yanagi 2000a] although the mean Cu-Cu coordination is 
lower in CuAlO2. He believed that the band gap trend by theoretical calculation was 
much more reliable. In their calculation using LDA as implemented by the general 
potential linearized augmented plane wave (LAPW) method and WIEN97, Nie et al. 
[Nie 2002] proposed a concept of “apparent optical band gap” to explain the 
disagreement between experimental observation and theoretical calculation. The 
“apparent optical band gap” is obtained by plotting the square of the product of 
absorption coefficient and photon energy vs. photon energy, a similar way to obtain 
the band gap value by photoemission experiments. The calculated direct and indirect 
band gap values through band structure or DOS study decrease from CuAlO2, 
CuGaO2 to CuInO
es is in good agreement with the experimental observations. Dipolar optical 
transition matrix was also calculated and the transition between band edges at Γ  or 
Ζ  was found forbidden because both of the band-edge states have even parity. Hence, 
absorption near the fundamental gap at Γ  and Ζ  for CuGaO2 and CuInO2 is very 
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small and barely increases with energy until transitions at the next critical points take 
place (“apparent optical band gap”). The large differences in terms of the energy and 
tran
nal to the 
rmation energy of oxygen vacancy VO [Robertson 2002]. Unfortunately, few 
theoretical studies on the native point defects in delafossites were reported, possibly 
due to the large number of atoms for supercell approach. However, to study the defect 
physics in delafossite, experiments have their hands in cap because of incapability in 
controlling the defect formation process. Nie et al. [Nie 2002] studied some of the 
important intrinsic defects in p-type CuGaO2, like the Cu vacancy which is known to 
be an acceptor, the oxygen vacancy and Cu interstitial that may cause 
self-compensation to acceptors. The Cu vacancy formation energy was found low 
whereas that of Cu interstitial was high at the Cu-rich condition. At the O-rich 
condition, O vacancy is much difficult to form than in ZnO. Thus, a great reduction in 
self-compensation plus lower acceptor formation energy can explain why CuBIIIO2 is 
p type and the “doping limit rule” is reinforced [Zhang 2002]. 
2.3.4 Bipolar Doping of Delafossites 
Bipolarity of doping is the most desirable property for a semiconductor. CuInO2 
sition matrix element between the fundamental direct gap and the apparent gap 
were suggested as the reason for the band gap anomaly in CuBIIIO2.  
Another crucial problem with the electricity of wide-band gap semiconductors is 
the compensation effect [Nie 2002; Robertson 2002], i.e. the wide-band gap could 
promote the formation of compensating native point defects with the energy gained 
when electrons are transferred between the defect’s electronic states and the Fermi 




[Yanagi 2001; Shim ] a
doped into both n and p type. The myst e 
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DENSITY FUNCTIONAL THEORY 
The Schrödinger equation lies at the heart of much of modern science. The 
ultimate goal in theoretical condensed matter physics is to solve the multi-particle 
Schrödinger equation, with all ions and electrons in the system and their interactions 
being considered. In its barest form it states  
ψψ EH =          (3-1) 
where H  is the shorthand notation for an operator which operates on a mathematical 
function, the wave function ψ , and E  is the energy of the system. In fact, this 
equation is a differential equation, or rather a set of equations, with a function nψ  
corresponding to each allowed energy  [Grant 1995]. In quantum mechanics for 
solids, a wave function for an N-electron system contains 3N coordinates, three for 
each electron (four if spin is included) [Jensen 1999]. Once the wave function is 
known for a particular state of a system, any physical observable may in principle be 










       (3-2) 
where F is the appropriate operator standing for a certain observable. The integration 
is over the whole space and *ψ  is the complex conjugate of ψ ;  is the 
modulus of the square of the wave function. 
)( *ψψ
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3.1 DENSITY FUNCTIONAL THEORY 
The Hamiltonian in Eq. (3-1) can be separated into several parts: kinetic energy 
of nuclei and electrons (  and ), and the Coulomb interaction within or between 





v  and ),( RrVNe
vv ) [Jensen 1999]: 
),()()( RrVRVrVTTH NeNNeeeN
vvvv ++++=       (3-3) 
The number of particles in a typical system is of the order 1023 so that symmetry 
operations must be applied to reduce the calculation cost [Mander 2000]. In addition, 
some approximations were called for to realize the ab initio (from first principles) 
calculation, or to lead to a reasonable approximation to the solution of the 
Schrödinger equation. One of the most important approximations is 
Born-Oppenheimer approximation [Mander 2000], which decouples the dynamics of 
ions from that of the valence electrons. Thus, only the wave function of electrons has 
to be considered. The Schrödinger equation can be transformed: 
),(),()]()([ srEsrrVrVT nnnNeeee
vvvv ψψ =++      (3-4) 
where ),( srvψ is electron wave function, rv and  are electronic positions and spin 
variables. 
s
Many methods were introduced and developed by different scientists, among 
which Hartree-Fock (HF) theory, post-HF approaches, density functional theory 
(DFT), molecular dynamics [Jensen 1999], etc. are the most successful and widely 
used ones. DFT is an extremely successful approach for the description of ground 
state properties of metals, semiconductors and insulators. 
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3.1.1 Hohenberg and Kohn Theorem 
DFT originated from Hohenberg and Kohn’s theorem [Hohenberg 1964], which 
states the ground-state electronic energy, is determined completely by the electronic 
density ρ. Electron density (Eq. (3-5)) depends only on three coordinates, not on the 
number of electrons. As the wave function becomes more and more complicated with 
the increase of the number of electrons, the electron density does not. Thus, the 
amount of the basic variable of the system is dramatically decreased as changing the 
variable from the many-particle wave function (depending on N3 spatial variables), to 
the electron density (only 3 variables). The only problem is that the functional 
connecting density and its ground-state energy are not known. DFT method is 
designed to solve the problem [Parr 1989]. 
3.1.2 Kohn-Sham Equation 
Kohn and Sham [Kohn 1965] introduced a formalism that laid the foundation for 
the use of DFT methods in computational chemistry. They employed a non-interacting 








=       (3-5) 
ji
ji
,δψψ =        (3-6) 
The basic idea behind the Kohn-Sham equation is to start with a good 
approximation ( ][ρKST ) to the kinetic energy ][ρT , and absorb the presumably small 
non-classical correction into exchange-correlation energy ][ρXCE (Eq. (3-8)) [Jones 
1992]. ][ρT  constitutes a large part (~50%) of the total energy, while ][ρXCE  is 
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][][])[][(][ ρρρρρ CXKSXC EETTE ++−=     (3-8) 
where is the kinetic energy that can be calculated accurately with the Kohn-Sham 




In the ground state, the variation of the total energy is stationary with respect to 






ρδ         (3-9) 








ρδ ,      (3-10) 










′′+∇− ∫   (3-11) 






ρδρ =       (3-12) 
The matrix ijE  can be diagonalized, leading to the Kohn-Sham equation: 
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′′+∇− ∫   (3-13) 
The interacting problem has thus been reduced to a set of non-interacting 
Schrödinger equations. We should note that exact knowledge of the functional 
][ρXCE  would yield the exact ground state energy. In other words, the Kohn-Sham 
(KS) equations prove the existence of an exact mean field theory. However, the exact 
functional ][ρXCE  is not known and one must choose among approximate forms. It 
is also noted that the KS Hamiltonian in Eq. (3-13) depends on the solutions  
through the density. The KS-equations are thus a non-linear self-consistent eigenvalue 
problem that requires much computational effort to solve. 
}{ iψ
With KS equation, the ground-state energy can be written as: 
extXCeeKStot EEETE +++=       (3-14) 
where  is the non-interacting kinetic energy,  is the electron-electron 
repulsion energy (Hatree energy),  is the exchange-correlation energy and  
is the external energy involving all the external Coulomb interactions of the electrons 















⎛ ∇−= ∑ ∫      (3-15) 




      (3-16) 
∫= )()( rVrrdE extext vvvρ        (3-17) 
The equations are still subject to further revision based on different 
approximations or with new concepts introduced. The commonly adopted 
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approximations are briefly described as follows. 
3.1.3 Energy Functionals 
It is possible to prove that the exchange-correlation potential is a unique 
functional, valid for all systems, but an explicit functional form of this potential has 
been elusive. The difference between DFT methods is the choice of the functional 
form of the exchange-correlation energy, the non-classical corrections [Mander 2000]: 
][][])[][(][ ρρρρρ CXKSXC EETTE ++−=     (3-18) 
(1)  LDA 
The local density approximation (LDA) is often used in solutions of the 
Kohn-Sham equations. In the LDA, it is assumed that the density varies slowly in 
space and hence the density locally can be treated as a uniform electron gas.  
In the more general case, if densities of different spins are considered, the LDA 
has been virtually abandoned and replaced by the local spin density approximation 
(LSDA). For closed-shell system, the LSDA is equivalent to the LDA. Since this is 
the most common case, the LDA is often used interchangeably with the LSDA. 
The LSDA generally underestimates the exchange energy by ~10%, thereby 
creating errors which are larger than the whole correlation energy. Electron correlation 
is furthermore overestimated, often by a factor close to 2. Bond strengths are 
consequently overestimated. Despite the simplicity of the fundamental assumptions, 
LSDA methods are often found to provide results with accuracy similar to those 
obtained by wave mechanics HF methods. 
(2)  GGA 
Non-uniform electron gas must be considered to improve the LSDA approach. 
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One way to do it is to give an exchange and correlation energy functional depending 
not only on the electron density, but also the derivative of the density. Such methods 
are known as the gradient corrected or the generalized gradient approximation (GGA). 
GGA methods are sometimes known as non-local methods, which is somewhat 
misleading since the functionals depend only on the density and derivatives at a given 
point, not on a space volume. There are many different forms of functionals for the 
exchange or correlation energy, like PW86 (Perdew-Wang 86) [Perdew 1986], PW91 
(Perdew-Wang 91) [Perdew 1991], PBE (Perdew-Burke-Ernzerhof 96) [Perdew 1996], 
B88x (Becke 88 for the exchange energy) [Becke 1988], B98 (Becke 98) [Becke 
1998], etc. PW91 is adopted in our calculation. 
3.1.4 Comments 
The great advantage of the HK theorem and the KS equations is that they reduce 
the fully interacting problem to a set of single-particle equations. In principle, the 
fully interacting problem can be solved exactly to give the energy functional ][ρE . 
Unfortunately, the exact form is unknown. However, with the use of a minimal 
number of well-controlled approximations, it was found that density functional theory 
was surprisingly accurate and has been successfully applied to a wide range of 
systems. 
GGA methods usually perform much better than LSDA. In general, it is found 
that GGA methods give geometries and vibration frequencies for stable molecules of 
the same or better qualities than MP2 (Møller-Plesset perturbation theory). For 
systems containing multi-reference character, where MP2 usually fails, DFT methods 
are often found to generate results of quality comparable to that obtained with coupled 
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cluster method. 
Another significant advantage is that DFT methods based on unrestricted 
determinants for open-shell systems are not very prone to “spin contamination”. 
However, weak interactions due to dispersion (van der Waals type interactions) 
are poorly described by current functionals. Owing to the general overestimation of 
bond strength, the LDA does predict an attraction between, for example, rare gas 
atoms, although not very accurately, while essentially all gradient corrected methods 
predict a purely repulsive interaction. Hydrogen bonding, however, mainly 
electrostatic, can be well accounted for by DFT methods. 
Another limitation of DFT is that LSDA always gives too small lattice constant, 
too large cohesive energy and too high bulk moduli. The GGA can largely correct the 
overbonding, but tends to overshoot too much for the heaviest elements.  
DFT tends to neglect the strong correlations. Exchange-splitting is 
underestimated for narrow d- and f- bands. As a result, many transition-metal 
compounds that are Mott-Hubbard or charge-transfer insulators were predicted by 
DFT as metallic. 
Finally, DFT methods are at present not well suited for excited states of the same 
symmetry as the ground state. The predicted band-gaps are generally too small, and 
the optical response functions too large. The absence of a wave function makes it 
difficult to ensure orthogonality between the ground and excited states. 
3.2 PSEUDOPOTENTIAL AND BASIS SET 
In a pseudopotential approximation, the electrons are sorted to core electrons and 
valence electrons, with the core electrons frozen to the nuclear forming an ion. The 
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total external potential of the original reference or all-electron (AE) atom is replaced 
by a smooth, non-singular potential known as the pseudopotential (PS) which only 
acts on the valence electrons. In the core region, PS may not represent the real 
potential, which is acceptable so long as the atomic cores interact weakly with 
neighboring atoms and are not sensitive to their environment. This only results in a 
reduction of the total energy. Actually, only the rearrangement of the valence charge is 
meaningful in PS calculations. Outside of the core region, the PS is identical to the 
corresponding AE potential and orbitals [Payne 1992, Kresse 1994]. 
Given the approximate exchange-correlation potential and PS, the Kohn-Sham 
Hamiltonian, is well defined except for boundary conditions on the Hartree potential 
and explicit external potentials . To solve the Kohn-Sham equations 
numerically, one must employ a set of basis functions in order to efficiently represent 
the electronic wave functions. Several factors determine the choice of basis set 
including ease of implementation, accuracy, speed, and geometry of the system. In 
general, one chooses between a plane-wave or related basis [e.g. LAPW (Linearized 
Augmented Plane-Wave), LMTO (Linear Muffin-Tin Orbital), etc.], localized in 
k-space, or a basis that is localized in real space, e.g. Gaussian [Jensen 1999]. 
)(rVext
3.3 CUTOFF ENERGY AND K-POINT SAMPLING 
Electronic states are allowed only at a set of k points determined by the boundary 
conditions that apply to the bulk solid. Bloch’s theorem transforms the electronic 
structure problem from one of calculating an infinite number of electronic states (for 
an infinite periodic system) to one of calculating for a finite number of bands at an 
infinite number of k points within the Brillouin zone of the system [Pickard 1999]. K 
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points are the set of special points in the irreducible Brillouin zone (IBZ) which 
provides an efficient means of integrating periodic functions of the wave vector. The 
integration can be over the entire Brillouin zone or over specified portions. There are 
some different schemes to generate k points sets to optimize the calculation, like the 
one by Monkhorst and Pack [Monkhorst 1976], Lehmann and Taut [Lehmann 1972], 
Blochl-Jepsen-Andersen [Blochl 1994], Methfessel and coworkers [Boon 1986], 
Muller and Wilkins [Methfessel 1983], etc. 
Based on Bloch’s theorem, it is not difficult to prove that each electronic wave 
function can be expanded in terms of a discrete plane wave basis set. In principle, an 
infinite plane-wave basis set is required to expand the electronic wave functions. 
However, each plane-wave has different importance on the construction of the 
electronic wave function. Those plane-waves with small kinetic energy are typically 
more crucial than those with larger kinetic energy. Thus the plane wave basis set can 
be reduced to plane-waves that have kinetic energy less than some cut-off energy. An 
introduction of the cut-off energy to the discrete basis set produces a finite basis set 
[Payne 1992]. 
3.4 IMPLEMENTATION: VASP 
Vienna ab initio simulation package (VASP) [Kresse 1996a; Kresse 1996b], a 
complex package for performing ab initio quantum mechanical molecular dynamics 
(MD) simulations, was used in our calculation. This code carries out periodic DFT 
calculations using pseudopotentials or the projected-augmented wave method and a 
plane-wave basis set. The interaction between the core and electrons is described 
using the ultrasoft pseudopotentials (US-PP) introduced by Vanderbilt [Vanderbilt 
1990] and provided by Kresse and Hafner [Kresse 1994]. These pseudopotentials 
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allow a drastic reduction of the necessary number of plane wave per atom, especially 
for the first-row elements and for the third-row transition metals that exhibit contract 
2p and 3d orbitals. Forces and the full stress can be calculated with VASP and be used 
to relax atoms into their instantaneous ground-state. 
VASP uses a rather “traditional” self-consistency cycle to calculate the electronic 
ground-state. On the other hand, VASP has an efficient scaling with respect to system 
size which may be achieved by evaluating the non-local contributions to the potentials 
in real space and by keeping the number of orthogonlisations small. The combination 
of the “old fashioned” self-consistency scheme with efficient numerical methods leads 
to an efficient, robust and fast scheme for evaluating the self-consistent solution of the 
Kohn-Sham functional. 
Besides the pure LDA for the exchange-correlation functional, several types of 
gradient corrected functionals are implemented in VASP to account for the nonlocality 
in exchange and correlation. In our calculation, the DFT was parameterized in the 
LDA, with the exchange-correlation functional proposed by Perdew and Zunger 
[Perdew 1981] and corrected for nonlocality in the GGA using Perdew-Wang 91 
functional [Perdew 1986]. 
Another important issue is the energy band dispersion in the Brillouin-zone. 
Sampling in the reciprocal space for delafossites is done on points of Gamma centered 
grid; a Monkhorst-Pack grid is applied for the rest systems, unless otherwise 
mentioned. For the integration over the Brillouin zone the tetrahedron method and a 
generalized Gaussian smearing are available. One may refer to the VASP manual 
(http://cms.mpi.univie.ac.at/vasp/) for detailed information. 
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3.5 SUMMARY 
VASP, the simulation package applied in this work, carries out periodic DFT 
calculations using pseudopotentials and a plane-wave basis set. In this chapter, the 
theoretical background of this study is briefly introduced. 
Instead of examining each electron in the system directly, Schrödinger equation is 
solved through considering the electronic density based on Hohenberg and Kohn 
Theorem. This strategy greatly reduces the number of variables and thus the 
calculation cost. However, DFT was not applicable until the birth of Kohn-Sham 
equation because the functional between density and the ground state energy, 
especially the kinetic energy, was not clear. Kohn-Sham equation estimates the kinetic 
energy with a good approximation and absorbs the presumably small non-classical 
correction into exchange-correlation energy. Since an explicit functional form of the 
exchange-correlation potential is still elusive, different approach towards it has been 
proposed, like the LDA and the GGA. Usually performing better than the LDA, the 
GGA is applied in this study.  
Pseudopotential is a smooth, non-singular potential replacing the total external 
potential of the reference. It only acts on the valence electrons. To solve the 
Kohn-Sham equations numerically, a set of basis functions must be employed in order 
to efficiently represent the electronic wave functions. Most ab initio simulation 
packages employ a plane-wave or related basis localized in reciprocal space, or a 
basis that is localized in real space as Gaussian. 
In principle, an infinite plane-wave basis set is required to expand the electronic 
wave functions. However, plane-waves with larger kinetic energy are less important. 
With a cutoff energy, plane-wave basis set can be reduced to finite according to 
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requirement on calculation accuracy. With a basis set and pseudopotentials, we also 
need to compute the periodic functions at a carefully selected set of points in 
reciprocal space which can be then reduced by symmetry operations/ Bloch’s theorem 
to a few points for efficient calculation. Cutoff energy and the k point sampling are 
two crucial parameters in first-principles calculations. 
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4  
STRUCTURAL ANALYSIS OF 
DELAFOSSITE COMPOUNDS
4.1 INTRODUCTION 
Because of the unique structural characteristic of coinage metal layers with cubic 
compact packing as found in their elemental crystals, ABO2 compounds with the 
delafossite structure have attracted attentions and interests in various respects of 
materials science and have been studied for special electronic applications, like 
superconducting [Uehara 1996] and TCOs [Yanagi 2000b]. Moreover, magnetic 
properties of delafossite compounds are of great interest due to their special triangular 
lattice, especially those with Fe, Co, Cr, Mn or any two of them occupying the B 
positions [Mitsuda 2000; Kim 2004]. It is fair to say that, it is the unique delafossite 
structure that offers the special properties to the materials. Thus, understanding the 
crystal structure is rather important for further research on the properties of 
delafossites. Particularly, a clear picture of the atomic arrangements will contribute to 
the study of the compound formation, defect chemistry, even band structure that is 
critical for both electrical and optical properties of the materials. Moreover, to 
succeed in modifying known structures, then designing new ones with desirable 
properties, a good understanding of the factors that determine the structures and 
properties of the solids, is rather necessary [Adams 1974]. 
There are two objectives of this chapter: One is to analyze the delafossite 
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structure from a crystal chemist’s point of view (4.2); the other is to seek a way to 
predict new delafossites (4.4). It is found that the dominant factors for the delafossite 
structure are the ionic radius and electronegativity of the monovalent cation. Then this 
cation is further discussed in terms of its size and linear coordination (4.3). The final 
section (4.5) concludes and summarizes the work in this chapter. 
4.2 FACTORS AFFECTING CRYSTAL STRUCTURE OF ABO2
It is the aim of our analysis to find the atomic parameters of the component 
elements that are critical for ternary oxides of composition ABO2. In other words, we 
attempt to investigate the relationships between the chemical constitution in ABO2 
compounds and their structure types. Structure mapping technique was applied for 
this purpose. 
This section opens with a brief introduction of the ideas behind structure mapping 
in 4.2.1. Different atomic parameters applied as criteria in structure mapping are 
introduced in 4.2.2. Structure maps of ABO2 compounds are presented in 4.2.3. Then 
atomic parameters are compared and evaluated in terms of their importance in 
determining the structure types in 4.2.4. 
4.2.1 Structure Mapping Technique 
Theoretically，the purpose of finding the critical structure parameters can be 
achieved by studying the distribution of different AIBIIIO2 compounds on a structure 
map under different criteria. In our method, a pair of criterion parameters was chosen 
as the coordinate axes and each compound was symbolized as a dot with the sign of 
its structure type on a map. Varying the criterion set can be achieved by changing the 
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coordinate axes, which results in a different distribution of the symbol dots of the 
compounds. 
The criteria, with which the compounds with an identical crystal structure can be 
divided into a distinct region on a structure map from other compounds, are regarded 
as the critical factors for this structure type in terms of the structural determination. 
The criteria that can divide one class of structure from another are regarded as the 
most important factors to distinguish the two. Similarly, those criteria being able to 
group the compounds exactly by their crystal structure on the map are the crucial 
factors for ABO2 compounds. Based on these ideas, we tried to find out the most 
important factors for the ABO2 compounds, for delafossites at least. 
4.2.2 Criterion Parameters 
Several pairs of parameters were used to classify the data, including the radius of 
the metal ions, distances between coordinated ions, electronegativity difference, 
principal quantum numbers, and their combinations. Formation energy of the ternary 
compounds from the end-point binary compounds is also considered with lattice 
enthalpy calculated from the Kapustinskii’s equation [Johnson 1982]. The size and 
lattice enthalpy parameters are based on the ionic model. This model gives a good 
description of most inorganic materials, such as salts, ceramics, and minerals, 
regardless of the covalent or ionic character of their bonds. The virtue of the model is 
its ability to treat chemical bonding with simple electrostatic theory, with all the 
quantum mechanical effects contained in a short-range potential being treated 
empirically [Brown 2000]. With electronegativity and principle quantum numbers, 
however, the present study extends beyond the ionic model. All the criteria and their 
importance in bonding or crystal structure determination are listed below. 
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(1) Ionic Radius 
Ionic radii were originally introduced as a way to rationalize and to predict 
interatomic distances. In order to determine these radii, it is necessary to choose one 
radius arbitrarily; the rest can then be determined by subtracting this radius from the 
appropriate observed interatomic distances. By convention, the radius of oxygen is 
taken to be 1.40 Å since this represents half the O-O distance found in many crystals 
[Brown 1988]. Such a model implies that the ions behave as hard spheres. Its success 
is shown by the ability of Pauling’s radius ratio rule (RRR) [Pauling 1960] to predict 
maximum coordination numbers. It is one of the most widely accepted structure 
parameter with a large amount of applications in the studies of chemical bonding or 
solid structure. 
(2) Bond Valence Parameters (BVP) 
As a direct sum of ionic radii of cation and anion does not always give a good 
prediction of the distance between the ions, BVP was introduced to calculate the bond 
length. This parameter has been well tested and widely applied in many cases. SPuDS 
method [Lufaso 2001], for example, uses BVP to calculate the ideal bond distances 
that determine the size and the distortion of the octahedral in the perovskite structures. 
The bond-valence method is a powerful tool [Brown 1992; Brown 1977] not only for 
predicting the bond distance in crystals, but also for the analysis of the geometric 
strains in the crystals, checking structure solution correctness, etc. Two expressions 
are commonly used in the bond-valence analysis: one describes the relationship 
between the bond length of nearest-neighboring atoms i and j (dij) and the bond 
valence (vij) and the other allows the calculation of the total atom valence 
[Trzesowska 2004]. In our study, the first expression is employed to find the 
metal-oxygen BVP/ distance [Lufaso 2001]: 
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)/ln(OM B0 CNvconstR ji×−=−     (4-1) 
where the left side is the BVP or distance between metal and oxygen, R0 is obtained 
from the Accumulated Table of BVP [Brow 1985; Brese 1991], CNB is the 
coordination number of B ion, and the universal constant const is treated as 0.37 Å 
[Brown 1992]. 
(3) Electronegativity Difference 
The next two parameters are associated with the bond features, i.e., covalent/ 
ionic resonance. Generally, the electronegativity difference between cation and its 
coordinated anion determines the covalent vs. ionic content of the bond. Covalent 
bonds are directional whereas ionic bonding leads to closed shells with spherical 
charge densities and thus no directionality. Bonds become increasingly ionic, and 
hence less directional as the electronegativity difference between cations and anions 
increases. Furthermore, ions tend to occupy high symmetry coordination environment 
and the lattice energy can be accurately calculated from the ionic model for an ionic 
crystal, which may not be true for a polar covalent compounds. As the bonding nature 
could result in different structures, the criteria of electronegativity differences and the 
combination with other atomic parameters (e.g. the product of ionic radius and the 
electronegativity difference in Fig. 4-6) are expected to affect the distribution of ABO2 
compounds on the structure map. In Mooser and Pearson’s work [Mooser 1959], the 
electronegativity difference between all the anions and cations ∆χ was introduced to 
represent the directionality because ‘the bonds become increasingly ionic and hence 
more and more nondirectional as ∆χ increases’. A ∆χ value was defined to examine 
compounds with more than two components as follows: 
cationanion χχχ −=∆        (4-2) 
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where anionχ  and cationχ  are the arithmetic means of the electronegativities of the 
anions and the cations. 
(4) Principle Quantum Number (PQN) 
According to Dehlinger [Dehlinger 1955], the principle quantum number  of 
the valence shell of an atom is a measure of the directional character of the bonds 
formed by this atom with atoms of the same kind; the atomic orbitals involved in the 
bond formation gradually lose their directional character as  increases. Mooser and 
Pearson [Mooser 1959] introduced the average principal quantum number (APQN), 
n
n
n  to crystal structure classification in order to involve the consideration of covalent 
character of binary compounds. The APQN, n , of the valence shell of a compound is 
defined as 
iii cncn ∑∑= /         (4-3) 
where ni is the principle quantum number of the valence electrons of the atom of kind 
i and ci is the number, per formula unit, of atoms of this kind. 
(5) Lattice Enthalpy ∆H and Formation Energy ∆G 
Lattice enthalpy is a dominant term in the thermodynamic analysis of the stability 
of ionic solids. Direct experimental determination is generally not possible since, in 
practice, the crystalline solid dissociates into atoms and not into gaseous ions, as is 
required in the lattice enthalpy evaluation. Therefore, indirect experimental 
determination, computation or estimation of this term is of considerable interest in 
modern materials science [Glasser 2000]. A variety of estimation methods for lattice 
enthalpy are available, including the Born-Harber-Fajans thermochemical cycle 
[Waddington 1959] and modern computational methods. 
Based on the ionic model, Born-Mayer proposed an equation to calculate the 
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lattice enthalpy of a crystal after considering Coulomb interaction between ions, 
repulsions from overlap and Van de Waals interactions. Having noticed that the ratio 
of a structure-related parameter (Madelung constant) in Born-Mayer equation to the 
number of ions per formula unit is nearly a constant, Kapustinskii [Johnson 1982] 
further simplify the equation that is independent of the structure type of the compound. 
Kapustinskii equation was used in our study to estimate the lattice enthalpy of the 
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where and  are the ionic radius in pm,  and  are the absolute charge of 
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ν  is the number of ions in the simplest formula.  




G⎯→⎯+ ∆      (4-5) 
The extra energy (formation energy) ∆G between the compounds in left and right 
hand side of the equation are stored in the lattice enthalpy of the ternary compound 
ABO2. Assuming the ionic radius in ABO2 of the cation is the average of the two 




















    (4-6) 
where rA, rB and rO are the ionic radii of A+, B3+ and O2- in pm, respectively. 
Although many different sets of ionic radii have been created over the years, 
almost everyone currently uses the ionic radii set first derived by Shannon and Prewitt 
[Shannon 1969] and later refined by Shannon [Shannon 1976]. The ionic radii set by 
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Shannon were also adopted in our work. On the other hand, all χ∆  and χ  values 
have been calculated with the electronegativities given by Pauling. 
4.2.3 Structure Maps of ABO2 Compounds 
Prewitt et al. [Prewitt 1971] plotted a structure map nearly 30 years ago according 
to the ionic radius of A and B cations, i.e. rA vs. rB, for various ABO2 compounds. 
However, the data pool was limited to only 76 materials. New compounds or new 
polymorphs have been found, which should be collected and inserted to the ABO2 
structure map. 
Table 4-1 Resource and amount of ABO2 compound collection in this study. PdBO2 and 
PtBO2 delafossite are treated as AIIBIIO2 although PtBO2 was suggested as AIBIIIO2 




Newly found in 
 ICSD 
Newly found in  
literature 
ABO2 76 86 8 
AIBIIIO2 67 72 8 
AIIBIIO2 9 14 0 
Total AIBIIIO2
147 (but nearly 50 are in small group or have a structure between the 
7 main structure types in this work or ) 
Total data on map 94 = 93 (AIBIIIO2) + 1 (AIIBIIO2 with the delafossite structure) 
[a] Pt is treated as divalent cations mainly because we cannot find the ionic radius of the 
monovalent one. But it is in consensus that it is in monovalent state in the delafossite 
compound. Therefore, in the later discussions, it is treated as monovalent cation with nd9 
as its outermost shell. 
 
Our work of data collection and classification is summarized in Table 4-1. We 
found 160 compounds with ABO2 formula from the entries in ICSD (Inorganic Crystal 
Structure Data) [ICSD 2003] where A and B are metal, semi-metal or semi-insulator 
elements. Because the structure types are concerned with the stoichiometry of the 
compounds, the space group, the Wyckoff positions (how atoms arrange in the unit 
cell), and the local coordination geometry of each ion, we may sort the materials to 
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different structure types through studying these parameters. The data were collected in 
a table with all the critical structure parameters of the materials, such as Space Group, 
Wyckoff positions, and Z that stands for the number of formula-entities in the primary 
cell. In some cases, like some ABO2 belonging to α-NaFeO2 or delafossite structure, 
the CN of each ion was also explored for structure type determination, which is also 
critical to find the ionic radius of each ion. The results were further examined and 
confirmed through literature reading. Surprisingly, we find our effort is quite 
necessary, since there were some discrepancy between different references. 
There are four main differences between the work of Prewitt and ours in terms of 
the extent of database and data classification. 
(1) Our database contains more compounds compared with Prewitt’s [Prewitt 
1971]. We found 160 compounds with ABO2 formula in total from ICSD and another 
8 data were found during literature reading. All the 76 data on Prewitt’s map were 
within our data pool. But as 8 new data were found in literature other than ICSD 
database, we cannot assure that these 168 (160 plus 8) compounds are all that people 
found hitherto with ABO2 formula, but they are almost all within our possible reach. 
(2) Most of the AIIBIIO2 compounds except PtBO2 were excluded from our map 
plotting, because most delafossite compounds have a monovalent cation A and a 
trivalent cation B. Even in the case of PtBO2, although Pt is rarely in monovalent 
states, Prewitt and his coworkers [Prewitt 1971] announced the cation is in 
monovalent states in delafossite ternary compound. On Prewitt’s map, however, 5 of 
76 data are AIIBIIO2, excluding PtBO2 delafossites. 
(3) New structure types were introduced while some structure types were 
removed compared with Prewitt’s map. As the α-LiFeO2 and γ-LiFeO2 have different 
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symmetry, we nominated an additional γ-LiFeO2 group, instead of one LiFeO2 group 
in Prewitt’s work. We found most of the compounds with α-LiFeO2 structure on the 
old map belong to γ-LiFeO2 group according to the nomination system in ICSD, 
possibly due to the morphologic characteristic of some of ABO2 compounds with Li 
occupied A position [Li 1992], and thus different classification systems or reference 
citation. Moreover, NaCl-type seems quite confusing and was found abused in the 
literature, thus this subgroup was eliminated. 
(4) Miscellaneous structure type on our map contains only the compounds with 
β-RbScO2 type, whereas on Prewitt’s map different structures were involved. The aim 
of the change is to simplify the data and thus clarify the map as different structure 
types may have different coordination conditions between ions and hence different 
ionic radii accordingly. 
Thus, there are about 100 compounds with AIBIIIO2 formula, belonging to 8 
crystal structure types, respectively. After data collecting, the work of searching 
critical criteria was carried out. Figure 4-1 to Fig. 4-14 are the ABO2 structure maps 
with different criterion sets as the coordinates, with new data inserted in. We tried 
more sets of criteria than the ionic radii of the cations adopted by Prewitt [Prewitt 
1971]. 
The ionic radius and the ratio of ionic radii of cation and anion were tested as 
criterion sets (Fig.s 4-1 and 4-2). Then the BVP was applied to both A and B cations 
to see the performance of the ideal bond distance between cations and the coordinated 
anions as criterion set (Fig. 4-3). But the boundary between different classes seems 
worsened with the new parameter set. As the BVP was found to give a relatively poor 
prediction on the bond length of some alkali metal compounds [Brown 1977], this 
parameter is, on the other hand, much suitable for the calculation on bond length 
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between B3+ and O2-. Hence, a new criterion set of rA vs. B-O is adopted as shown in 
Fig. 4-4, where B-O is the ideal bond distance between B3+ and O2- based on BVP. 
Besides size effect, the nature of bond was involved into consideration. A set of 
electronegativity difference between oxygen and monovalent cation A ( Oχ - Aχ  or 
∆χ(O,A) in figures) and that between oxygen and trivalent cation B ( Oχ - Bχ  or 
∆χ(O,B) in figures) was introduced as a criterion pair in Fig. 4-5. The combination of 
size and bonding nature was applied in Fig. 4-6 (rA·∆χ(O,A) vs. rB·∆χ(O,B)). 
Mooser-Pearson method, where APQN was firstly introduced, was applied in Fig. 4-7. 
Then APQN was pairing with the electronegativity of both cations ( Aχ  or Bχ ), the 
difference between them ∆χ(B,A) (Fig.s 4-8, 4-9 and 4-10), and ionic radius of both 
cations (Fig.s 4-11 and 4-12). 
Figures 4-13 and 4-14 are the plots based on the formation energy of the ternary 
compounds from the end-point binary compounds by the Kapustinskii’s equation of 
lattice enthalpy. 
It is noted that the delafossite type compounds are further categorized as 
conductive or transparent semiconductive (TCO). The numbers besides structure 
types indicate the coordination number of A, B and O in the compounds. For example, 
A, B and O in delafossite are each 2-, 6- and 4-fold coordinated (as explained in 4.3.1); 
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Fig. 4-1 Structure map with the criterion set of the ionic radii of A
 (Å)
+ cation 
and that of B3+ cation. 
 
Fig. 4-2 Structure map with the criterion set of the ratio of ionic radii of A+ and 
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Fig. 4-3 Structure map with the criterion set of the average valence parameter 
(ideal distance) between A+ cation and O2- and that between B3+ and O2-. 
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Fig. 4-4 Structure map with the criterion set of the ionic radius of A+ cation 
and the average valence parameter (ideal distance) between O2- and B3+. 
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Fig. 4-5 Structure map with the criterion set of the electronegativity difference 
between O2- and A+ and that of O2- and B3+. 
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Fig. 4-6 Structure map with the criterion set of the product of ionic radius of A+
cation and the electronegativity difference between O2- and A+ and that of ionic 
radius of B3+ cation and the electronegativity difference between O2- and B3+.  
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Fig. 4-7 Mooser-Pearson diagram for ABO2 compounds: the map with the criterion set 
of the APQN and the average electronegativity difference between anions and cations.
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Fig. 4-8 Structure map with the criterion set of the APQN of ABO2 and the 
electronegativity difference between B3+ and A+. 
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Fig. 4-9 Structure map with the criterion set of the APQN of ABO2 and the 
electronegativity of A+ cation. 
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Fig. 4-10 Structure map with the criterion set of the APQN of ABO2 and the 
electronegativity of B3+ cation. 
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Fig. 4-11. Structure map with the criterion set of the APQN of ABO2 and the 
ionic radius of A+ cation. 
Fig. 4-12 Structure map with the criterion set of the APQN of ABO2 and the ionic 
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Fig. 4-13 Structure map with the criterion set of formation energy of ABO2
calculated with Eq. 4-6 and the ionic radii of A+. 
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Fig. 4-14 Structure map with the criterion set of formation energy of ABO2 and the 
ionic radii of B3+. 
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4.2.4 Comparison and Evaluation of the Criterion Parameters 
Comparing Fig. 4-1 to 4-14, we may grade these 14 sets of criteria into three 
different levels (Table 4-2), according to their capability of dividing different structure 
groups into different areas on the map. It should be noted that three compounds 
(NaFeO2, LiFeO2 and LiTlO2) have two polymorphs and the coordination 
environment are exactly the same in their corresponding polymorphs. That means at 
least three positions will be occupied by two different symbols on each map due to the 
polymorphous characteristic of the compounds. Meanwhile, we should keep another 
point in mind that some structure types have small population in the present database. 
Structure types like α-LiFeO2, β-NaFeO2 and γ-NaFeO2 have only two members for 
each of them respectively. Moreover, an effective dividing strategy should be able to 
separate the different symbols with a straight line or a relatively simple curve. 
Two qualitative requirements are set here. High requirement demands that the 
materials belonging to different structure type are separated to different regions on the 
map and the boundaries are relatively clear. Low requirement only concerns the 
independence of the delafossite structure from the rest materials (non-delafossites). 
The criteria satisfying the high requirement are assigned to high level; while the ones 
only meeting the low requirement to the medium level; the rest are put to the low 
level. From our initial idea that the criterion set resulting in clear boundaries between 
different structure types on a map are crucial structure parameters, it can be seen that 
the criterion sets in the high level are crucial structure parameters for ABO2 
compounds; while the ones in the medium level are important for the delafossite 
structure; whereas the ones belonging to the low level may not mean too much for the 
structure determination. 
57 
Structural Analysis of Delafossite Compounds 
Table 4-2 Classification of the criterion sets for structure map. 
Grade High Medium Low 
Criteria sets 
rA vs. rB




A-O vs. B-O; rA vs. B-O
∆χ(O,A) vs. ∆χ(O,B) 
∆χ vs. APQN 
χA vs. APQN 
rA vs. APQN 
∆χ(B,A) vs. APQN; 
χB vs. APQN; 
rB vs. APQN 
 
From Table 4-2, one can see that the ionic radius (see Fig. 4-1), ionic radius ratio 
between cation and its coordinated anion (rM/rO, M=A or B) (see Fig. 4-2), the product 
of ionic radius of cation with the electronegativity difference between anion and 
cation (rM·∆χ(O,M), M=A or B) (see Fig. 4-6), and the formation energy (see Fig.s 
4-13 and 4-14) are critical parameters in the structure type determination of AIBIIIO2. 
A closer look at Fig.s 4-1 and 4-2 with the criterion sets of ionic radius alone reveals 
that they are quite similar. As the CN of O in six of eight structure types is 6 and the 
rest two have fewer population (β-NaFeO2 and γ-NaFeO2), the success of the ionic 
radius ratio criterion is actually rooted in that of the ionic radius of two cations. 
Comparing Fig. 4-1 (rA vs. rB) and Fig. 4-6 (rA·∆χ(O,A) vs. rB·∆χ(O,B)), we found the 
addition of electronegativity into criterion set only degenerate the classification, 
though in Fig. 4-6 the symbols are still nicely divided according to their structure 
types. Figure 4-13 (∆G vs. rA) and Fig. 4-14 (∆G vs. rB) indicate the formation energy 
∆G of ABO2 compounds calculated from lattice enthalpy is capable of separating the 
structure types to individual regions, while cooperating with both rA and rB. It is a 
sound proof that ∆G is also an eminent parameter in the structure determination, 
which is readily expected since energy plays a fundamental role in the world of 
physics. It also indicates that Kapustinskii equation is a pretty good approximation to 
lattice enthalpy. 
Nearly half of the criterion sets belong to the medium level. With a similar 
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analysis as above, the effectiveness of each criterion can be found in terms of 
determining the delafossite structure. Electronegativity and its difference between 
anion and cation are suggested as crucial parameters for the delafossite structure, 
especially those with A cation. BVP plays an important role in structure determination, 
but no better than the ionic radius of the cation. The criterion set borrowed from 
Mooser & Pearson can also neatly separate delafossites from the rest of the types, 
which indicates the directional bonding is an important factor in defining the 
delafossite structure. But, as APQN gives more overlapping dots on the structure 
maps, ∆χ(the average electronegativity difference of anions and cations) is suggested 
more effective in determining the structure. Ionic radius of A cation shows some 
magic function to separate the delafossite structure from the rest in Fig. 4-11 
compared with the bad performance of the ionic radius of B cation (Fig. 4-12). It also 
merged the two squares of delafossite compounds in Fig. 4-3 to one region in Fig. 4-4. 
It is quite interesting to compare Fig. 4-9 with Fig. 4-10 or Fig. 4-11 with Fig. 
4-12. Both Fig. 4-9 and Fig. 4-10 use APQN as one criterion. The other criterion is χA 
for Fig. 4-9, and χB for Fig. 4-10. As the criterion set for Fig. 4-9 belongs to the 
medium level while that for Fig. 4-10 in the low level, we may conclude that the 
electronegativity of B cation is of less importance compared with that of monovalent 
A cation. Similarly, rB in Fig. 4-12 is less important than rA in Fig. 4-11. 
From the analysis above, two statements can be announced. One is that the 
criterion set of ionic radius of cations (rA vs. rB) and the formation energy ∆G are the 
critical parameters for the structure determination of ABO2 compounds. But as ionic 
radius is much basic compared with energy, we will focus our discussion on this 
parameter. This actually restates the size effect on the crystal structure, especially the 
ones following the ionic model. The other is more interesting that the critical 
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parameters in determining the delafossite structure is the ionic radius and 
electronegativity of monovalent A cation, and ∆χ. However, as χB is not crucial in 
structure determination, the effect of ∆χ can be attributed to the electronegativity of A 
cation χA. Therefore, we may conclude that the monovalent A cation has some 
determinant effect on the delafossite structure. 
4.3 DISCUSSIONS ON THE CATION A, Cu+ AS AN EXAMPLE 
We will show some anomalies of the peculiar linear coordination of the A cations 
as found in delafossite structure in the following discussion. We will also present 
some explanations that may shed light on the origin of the anomalies. To start with, 
delafossite structure is firstly described. 
4.3.1 Description of Delafossite Structure 
A sketch of the delafossite structure is described in Fig. 4-15. Each monovalent A 
cation (say, Cu+ or Ag+) is coordinated with two O anions, while each trivalent B 
cation is symmetrically surrounded by six O anions (6-fold coordination or with a CN 
of 6). Hence, each O anion can be seen as the center of a deformed tetrahedral with 
one A and three B cations at vertexes. There are different ways to interpret this 
structure. The layer of B cations is sandwiched between double oxygen layers, 
composing a layer of slightly deformed edge-shared BO2 octahedral. The layers of the 
BO2 octahedral are then separated by the A layers alternatively. It may also be 
regarded as the O-A-O dumbbell layers separated by the B mono-atom layers. Some 
scholars showed great interests in the A layers [Boudin 2003], which is cubic compact 
arranged in the delafossite structure, similar to their arrangement in the A metal. 
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Moreover, the nearest neighbor distances in some compounds are even smaller than 
that in the A metal [Seshadri 1998]. Thus, another viewpoint towards this structure 
focuses on the cubic compact packing of the A layers, which are then separated by the 
BO2 octahedral layers. 
(b) 
Fig. 4-15 Delafossite structure. (a) A random 
view almost along a-b plane. (b) A top view 
along c axis. Red and coral spheres represent 
O atoms and A atoms (like Cu+, Ag+ or Pt+), 
while grey balls stand for trivalent B atoms 
(like Al3+, In3+ or Fe3+). (a) 
 
At present, almost all of the known delafossite compounds have Cu+, Ag+ or Pd+ 
as the monovalent cations. These monovalent cations in delafossites are always 
linearly coordinated to O2- anions to form O-A-O dumbbells as shown in Fig. 4-15. 
Most 2-fold coordinated metal cations, like Cu+, Ag+ and Pd+, have full or 
one-electron shy d-orbitals as the outermost shells. With these monovalent cations, a 
classification of the delafossite compounds is possible, where the nd9 Pd+ and Pt+ 
compounds are conducting and the nd10 Cu+ and Ag+ compounds are semiconductors. 
Some of Cu based delafossites, like CuAlO2, CuGaO2, CuInO2, etc. were proven in 
lab to be potentially good TCOs [Kawazoe 1977; Yanagi 2000a; Yanagi 2000b]. 
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4.3.2 Explanation for the Anomaly Found in Applying RRR to A 
Cation 
As discussed in 4.2.4, the size parameters are the most important factors in 
determining the structure type of ABO2 compounds. The discussions are based on the 
ionic model, one of the simplest models of chemical bonding. In the ionic model, the 
CN of a cation is determined only by the number of anions that can be fitted around it. 
Pauling [Pauling 1960] made it a quantitative method by treating each ion as a hard 
sphere with a radius assigned in RRR. RRR is a semi-empirical rule, an application of 
geometry on the coordination between cations and anions. For simple binary 
compounds, Pauling has shown that the CN can usually be predicted using the ratio of 
the cation and anion radii derived from this semi-empirical model. He also pointed out 
that the radius ratio is usually equal to or larger than the ideal radius ratio for the 
observed CN. 
Brown [Brown 1988] explored the CN of 100 different cations and compared the 
average observed CN (AOCN) for each cations with the one predicted by Pauling’s 
rules. He found RRR is a reasonable predictor of the AOCN for the majority of 
cations. But he noticed this abnormally small CN for closed d-shell cations of Group 
11, 12 and 13, which he believed is due to electric effects and strongly directed bonds. 
He regarded it as an indication of the presence of electronic effects on the crystal 
structure. 
Jorgensen [Orgel 1958] pointed out that the Au+, Ag+, Hg2+, and Cu+ cations that 
have a great tendency to form linear complexes are those with the lowest  
excited states. It was suggested that the stability of the linear configuration for these 
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Orgel [Orgel 1958] argued that this preference of Cu+ to 2-fold coordination is 
due to the much smaller d-s separation in terms of energy, so that the structure may be 
stabilized with d-s mixing and the energy loss can be compensated with a small CN. 
He even concluded that the ionic crystals of high symmetry are likely to be unstable 
for the materials with mixing filled and unfilled orbitals of similar energy.  
Something interesting can be found in the study of the bonding in Cu2O, a 
covalent compound insoluble to water. The linearly coordinated O-Cu-O in most 
ABO2 delafossite may also be found in this compound. The only difference is the 
arrangement of O-Cu-O dumbbells: it is arranged in parallel forming a separate layer 
in delafossites, but connected in zigzags in Cu2O. Therefore, the covalent nature of 
Cu-O bond may be inherited by delafossites. Moreover, in case of CuInO2, O are 
tetrahedrally connected with three In3+ and one Cu+ cations, instead of four Cu+ 
cations in Cu2O. Thus, we can expect more covalent nature of the Cu-O bond in 
CuInO2 than in Cu2O due to the more ionicities in the In-O bond. 
Kawazoe et al. [Kawazoe 2000], who first reported the p-type transparent 
conducting behavior in delafossite type CuAlO2, also noticed the unusual small CN of 
Cu+.  He suggested that the small CN of the A cations indicates that oxygen ligands 
are kept at a distance due to strong repulsions between  electrons of oxygen 
ligands and  electrons of A cations. He also noted that the  electrons are 
lying on almost the same energy level as  electrons of oxygen anions as expected 
from the small CN. Actually, they [Yanagi 2000b] also presented an ultraviolet 




2O4 to confirm their assumption 
that the energy values of O- and Cu-  /Ag-  are comparable.  p2 d3 d4
Therefore, the unusual preference to 2-fold coordination of Cu+/ Ag+ might root 
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in the covalent nature of the O-Cu-O bonding, or the relatively high energy level of 
Cu+ outermost  shell. Hence, the d-s hybridization or d-sp hybridization in Cu10d + 
proposed by Orgel [Orgel 1958] may be expected. In the simple ionic model, direct 
overlap between ions of the same kind is the only possible source of bandwidth, but as 
the degree of ionic character decreases, covalence may also be an important source of 
bandwidth in some of the transition-metal compounds [Cox. 1987]. Thus, we may 
expect some special electrical or photonic properties in these compounds with the 
unique delafossite structure. 
In their study of p-type TCOs, Yanagi et al. [Yanagi 2000b] mentioned that the 
p-type conductivity roots in the comparable energy between the outer shell of the 
cation (Cu+) and anion (O2+), when he explained the chemical design of the p-type 
delafossite TCOs. In the study of the properties of Pd or Pt delafossites, both Rogers 
et al. [Rogers 1971] and Tanaka et al. [Tanaka 1998] suggested to use Orgel’s 
hybridization model to explain the metallic conductivity in the materials. Comparing 
the discussions and analysis above for the delafossite structure, we find that the 
comparable energy level of the outermost shell of A and O-  may account for both 
the electrical properties of delafossites and the delafossite structure. 
p2
4.4 PREDICTION OF NEW DELAFOSSITE COMPOUNDS 
One of the most important applications of structure mapping technique is to 
predict new compounds with certain structure of interest. As the number of 
compounds with delafossite structure is limited, it is desirable to have more new 
delafossite compounds. Based on the previous study of the critical atomic parameters 
for delafossite structure, a new structure map was proposed (4.4.1) and applied for 
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new delafossite compounds prediction (4.4.2). 
4.4.1 Structure Map Based on the CN of A Cation 
Compared with the non-delafossite structures, the delafossite structure is featured 
by the dumbbell component, i.e., the CN of A cation is unique in delafossites. In order 
to increase the sample amount in each category, symbols on the structure maps can be 
categorized according to the CN of monovalent cations in ABO2 compounds. 
Adopting the new categories also allows more samples involved on the maps. AIBIIIO2 
compounds that had been excluded from the 8 structure types were examined 
carefully. About 20 compounds with recognizable coordination between ions were 
then added into the database. 





















Fig. 4-16 The optimum structure map for ABO2 compounds with different coordination of 
the monovalent cation A. Electronegativity of A (χA) and formation energy ( ) of ABOG∆ 2
compounds from the end-point binary compounds compose the criterion set. 
 
The data of ABO2 compounds were reshuffled and assigned to new categories 
according to CN of A cation, i.e. CN2, CN4, CN6 and CN8, with the CN indicated as the 
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subscript. New structure maps were plotted for the new classification. Figure 4-16 
shows the optimum map for new compound estimation. The criterion set is later 
applied for the prediction of new delafossite compounds. 
4.4.2 Prediction of New Delafossite Compounds 
As mentioned earlier, all the known delafossite compounds have two types of 
cations, one monovalent and the other trivalent. To estimate new compounds, all the 
monovalent and trivalent cations were collected and listed in Table 4-3, with 
monovalent ones in the first row and the trivalent ones in the first column. The 
combination of each monovalent and trivalent cations were marked with D 
(delafossite), N (non-delafossite), or X (unknown compound). 
After that, unknown AIBIIIO2 compounds were put on the optimum structure map 
for prediction (Fig. 4-17). It is noted that the CN2 requires the electronegativity of the 
monovalent cation to be much higher than 1.2 Pauling (see Fig. 4-16). Therefore, only 
monovalent cations with the electronegativity higher than this value were further 
considered for prediction. The validity of the datum refinement will be discussed later 
in detail. Moreover, the coordination in the unknown ABO2 had to be assumed to 
determine the ∆G (Eq. 4-6) as the ionic radius is dependent on the coordination. 
Because our concerns focused on the estimation of new delafossites, all the unknown 
compounds were supposed to be in the delafossite structure with the 2-6-4 
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Table 4-3 Collection of all possible AIBIIIO2 compounds and their structure types as 
delafossite (D), non-delafossite (N) and unknown compound (X). Monovalent cation A is 
listed in the first row, whereas trivalent cation B in the first column. 
 Li Na K Cu Rb Pd Ag Cs Pt Au Hg Tl Fr 
Al N N N D N X D N X X X N X 
Sc N N N D N X D X X X X X X 
Ti N N X X X X X X X X X X X 
V N X X X X X X X X X X X X 
Cr X N N D X D D X X X X X X 
Mn N N N X X X X X X X X X X 
Fe N N N D X X D X X X X N X 
Co N N N D X D D X D X X X X 
Ni N N X D X X D X X X X X X 
Cu N N N - N X N N X X X X X 
Ga N N N D X X D X X X X N X 
Y N N N D N X X N X X X X X 
Nb N N X X X X X X X X X X X 
Mo N X X X X X X X X X X X X 
Ru N X X X X X X X X X X X X 
Rh N N X D X D D X X X X X X 
In N N X D X X D X X X X X X 
Sb X X N X N X X N X X X X X 
La X X N D N X X X X X X X X 
Ce N X X X X X X X X X X X X 
Pr N N N D X X X X X X X X X 
Nd X N X D N X X N X X X X X 
Pm X X X X X X X X X X X X X 
Sm N X X D N X X N X X X X X 
Eu X X X D N X X X X X X X X 
Gd N N X X N X X X X X X X X 
Tb N N X X X X X X X X X X X 
Dy N X X X N X X X X X X X X 
Ho X X X X N X X X X X X X X 
Er X N N X N X X X X X X X X 
Tm X X X X N X X X X X X X X 
Yb N X X X N X X X X X X X X 
Lu X X X X N X X X X X X X X 
Au X N N X N X X X X - X X X 
Tl N N N X N X D X X X X - X 
Bi N N N X N X X N X X X X X 
 
Since ionic radii for most of the monovalent cations with CN2 are unavailable, 
like Au+, Hg+ and Tl+, their ionic radii have to be first estimated for the ∆G 
calculation. The estimation was made based on the ionic radius of CN6 for each 
monovalent cation. CN6 is preferred because it is the most popular CN, which allows 
us to apply a universal correction scheme. The ionic radii for 2-fold coordinated Au, 
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Hg and Tl were estimated by scaling the 6-fold rAs with the same ratio obtained from 
the known Cu+ or Ag+ ionic radii. The estimated ionic radii (in Å) are 
, 818.00.798 Au ≤≤ r 711.00.693 Hg ≤≤ +r  and  896.0874.0 Tl ≤≤ r , with the 
maximum and minimum values determined from Cu+ and Ag+, respectively. Their 
mathematical average was applied to calculate ∆G. 



































Fig. 4-17 Estimation of new delafossite-type compounds with the optimum structure map 










rom Fig. 4-17, we estimated new compounds with delafossite structure, like 
uInO2, TlInO2 and HgScO2, from the statistical analysis of their component 
elements. To see their thermal stability, both theoretical calculations and experimental 
work are desirable to be carried out  
To predict new compounds, the boundaries between target category and the rest 
e other hand, the exact boundary between 
elafossites and non-delafossites could hardly be determined due to a large gap 
etween them (see Fig. 4-17) and a limited ABO2 sample pool. However, more Cu-, 
Ag-, Pt- and Pd- based delafossites can be expected, although the thermodynamic 
F
A
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stability of each needs to be further examined, either theoretically or experimentally. 
igure 4-17 also suggests Tl-, Hg- and Au- based ABO2 compounds as potential 
delafossite candidates. Compounds with new monovalent cations are paid special 
attention in this work because a delafossite can be classified to metallic or 
semiconducting according to its monovalent cation type, i.e., Pd or Pt based 
delafossites are metallic whereas Cu or Ag based are semiconducting. 
Although it is possible to study the electrical properties of the predicted 
compounds by the electronic band structure and DOS calculations, experimental 
fabrication and characterization of more delafossite compounds are more desirable. 
The proposed prediction map (Fig. 4-16) could help search new compounds with 




n reveals the origin of the unusual small coordination. It is 
suggested that the linear coordination may result from the high energy level of the 
F
4.5 SUMMARY 
Structural analysis was carried out for ABO2 compounds with monovalent A 
cations and trivalent B cations. Different criterion sets were applied to divide the 
materials with different structure types into different regions on the 
 ionic radius of monovalent cation (A+) was found to be the most important 
parameter for structure type determination, in addition to the electronegativity of the 
same cation as the runner-up. Therefore, it is the monovalent cation A that has 
determinant effect on the delafossite structure. 
Further statistical analysis on the monovalent cation and its special preference to 
the 2-fold coordinatio
69 
Structural Analysis of Delafossite Compounds 
10d / 9d  orbital, even comparable to O-2 . This also accounts for the essence of 
13 no
analysis, more Cu-, Ag-, Pt- and Pd- based delafossites can be expected. It also 
suggests Tl-, Hg- and Au- based ABO  compounds as potential delafossite candidates. 
6p
the chemical design for p-type TCOs in 10d  delafossites [Yanagi 2000b; Adams 
1974; Kawazoe 2000] and the origin of the metallic conductivity in Pd or Pt 
delafossites. Therefore, we suggest that both the characteristic of the delafossite 
structure, i.e. the linear coordination of O-A-O, and the electrical properties of 
delafossites are originated from the same characteristic of the materials. Both of them 
can be explained with the hybridization model proposed by Orgel. Structure and 
properties are well correlated again. 
Finally, a correlation model was first established that links the formability of 
delafossite to the elemental atomic properties of its constituents. By this model all 
possible 468 combinations of the AIBIIIO2 formula, A and B are respectively one of the 




PERFECT CuMO2 (M= Al, Ga, In) 
5.1 INTRODUCTION 
Doping bipolarity, the capability of being doped to both n- and p-type, is of 
special interest in search of a semiconductor into “device” applications, because 
homogeneous p-n junctions are convenient to fabricate and stable in service. Most of 
the newly found delafossite TCOs are p-type, with few exceptions being n-type and 
fewer having bipolar dopability. CuInO2 is one of the exceptions capable of being 
doped to both n- and p-type experimentally. Yanagi et al. [Yanagi 2001] later 
fabricated a homogeneous transparent p-n junction with this material. However, few 
reports concentrated on the theoretical study on CuInO2 compared with the prototype 
of p-type delafossite TCO, CuAlO2. Theoretical studies on ZnO, another promising 
TCO candidate of homogeneous p-n junctions, greatly outnumbered the theoretical 
studies on CuInO2, partially due to the relatively simple chemical composition and the 
crystal structure of ZnO. Therefore, we chose CuInO2 delafossite as our subject of 
interest. 
In order to understand the electrical properties of the material, its electronic band 
structure and DOS are calculated. As DFT is essentially a ground-state theorem, 
comparisons are made on the band structures and DOSs among CuMO2 (M= Al, Ga 
and In). The other purpose of this chapter is to test the validity of VASP [Kresse 
1996a; Kresse 1996b] calculations on the materials. This is approached through 
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examining the LDA and the GGA pseudopotential methods in VASP and by 
comparing the calculated structure, bulk modulus and formation enthalpy with the 
existing experimental data. 
The remainder of this chapter is organized as follows. In 5.2, the validity of the 
calculation method is tested on the parent elements and compounds of CuInO2. In 5.3, 
three delafossites CuMO2 (M = Al, Ga and In) are calculated for their ground-state 
structure, formation enthalpy, etc. In 5.4, band structures and DOSs of the three 
delafossites are calculated and compared. In section 5.5, the band gap anomaly and 
the discrepancy between trends of experimental and theoretical band gaps in this 
group are discussed. Section 5.6 serves as a summary of this chapter. 
5.2 PARENT ELEMENTS AND COMPOUNDS OF CuInO2
In this section, structure parameters and bulk properties of all parent elements 
(5.2.1 and 5.2.2) and compounds (5.2.3) of CuInO2 are calculated and compared with 
the experimental data. The degree of how the calculated results agree with the 
experimental data indicates the validity of the calculation method and the simulation 
package. Geometry optimization methods implemented in VASP are briefly 
introduced with the models in this study as examples in 5.2.4. 
To start with, two technique parameters, cutoff energy and the k point grid, are 
tested for convergence. The structure has to be relaxed to find the structure parameters 
corresponding to the energy minimum (ground state). Different geometry 
optimization schemes are chosen for different systems according to their structure 
features, as discussed in 5.2.4. Total energy values are calculated on the fully relaxed 
structure with a static run, which is also a cornerstone for the defect study in Chapter 
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6. After that, test calculations, like bulk moduli for solids, vibration frequencies for 
molecules, and formation energy or bonding energy were carried out to confirm the 
validity of employing DFT method in VASP. 
Calculation methods are described in detail only in this section, and will be 
briefly mentioned in other sections. 
5.2.1 Cu and In 
Our calculations on Cu and In were performed using both the LDA and the GGA 
to compare their effects. We adopted the well established Pewdew-Wang (PW91) 
version of the GGA [Perdew 1991] and the Ceperley-Alder LDA [Ceperley 1980; 
Perdew 1981] in this work. The valence electrons include 3d and 4s of Cu and 4d, 5s 
and 5p of In. Convergence tests of cutoff energy and the k point grid are shown on Cu 
as an example. Structure parameters are obtained by fitting a series volume vs. total 
energy values to Murnaghan equation of state fitting (EOS) * [Murnaghan 1944]. 
Specifically, a convergence of two technique parameters: the cutoff energy and 
the k point must be converged to within 1 meV with respect to the total energy per 
atom. Fig. 5-1 illustrates how to identify the two parameters for Cu calculation. In Fig. 
5-1(a), the cutoff energy was first found to be 300 eV by testing its convergence 
between 200~600 eV with a Monkhorst-Pack grid 8×8×8 k points in the IBZ. In Fig. 
5-1(b), the k point grid, i.e. 10×10×10, was attained after the convergence test on the k 
point with the cutoff energy of 300 eV. This pair of parameters, the cutoff energy of 
300 eV and the 10×10×10 k point grid, would be adopted in further calculations of the 
same system. It should be noted that such a convergence test to find these two 
parameters need to be performed before calculations on each system. 
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Fig. 5-1 Convergence tests on (a) cutoff energy and (b) the k point grid in IBZ for Cu 
within the LDA. The parameters could be further applied in the GGA calculation of the 
same model. After the convergence test, cutoff energy of 300 eV and 10×10×10 k point



























































With the proper cutoff energy and k point grid, the structures were relaxed with a 
eries of total energy vs. volume values were fitted to the EOS. As Cu has cubic 
structure of a high symmetry, a series of static calculations for different volumes were 
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Fig. 5-2 EOS fitting on Cu model within (a) the LDA and (b) the GGA to calculate the 























































































However, for most structures, a geometry relaxation by VASP is required to 
obtain the total energy for each volume. Several different relaxation methods are 
available in VASP. Selection of the relaxation scheme is based on the geometry 
complexity of the structure in concern, which will be further addressed in 5.2.4. 
Tetragonal indium (space group I4/MMM), for example, has two structure parameters, 
the lattice constant a and the shape ratio c/a, to be identified. It was hence 
geometrically optimized on cell shape and ion positions by VASP with a series of 





Perfect CuMO2 (M= Al, Ga, In) 
Fig. 5-3 EOS fitting on In model within the GGA. The data are obtained through a 
static calculation after a geometry optimization with cell size fixed on a series of 
selective cell sizes. 































corresponding volume were then fitted to EOS (Fig. 5-3) to estimate the ground state 
lattice constant, bulk modulus and cohesive energy. Because of its high symmetry of 
structure, the method of optimizing cell volume with the cell shape fixed was applied 
to cubic Cu. It should be noted that EOS fitting is not necessary for the models with 
only one structure parameter. For Cu, we only mean to test the performance of 









Lattice parameters, bulk moduli and cohesive energy from our pseudopotential 
calc lations within the GGA and the LDA are presented in Table 5-1. The calculated 
results are also compared with the experimental data. Bulk modulus B0 and cohesive 
energy data of this work and experimental data are also listed in the table for 
comparison. The cohesive energy of each element was calculated as the difference in 
the total-energy per atom between the ground state structure and its isolated atomic 
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Table 5-1 Calculation results of Cu and In elements within the LDA and the GGA. Before 
total energy calculation, each cell was optimized with the geometry optimization scheme 
implemented in VASP. The calculation results of lattice constants, cohesive energy and 
bulk modulus are compared with experimental data. The percentage in parenthesis 
indicates the difference of a calculated value from the experimental datum. 
 Cu In 
Lattice constant/ Å
 a A c c/a 
LDA  Relax 3.5255 (-2.34%) 3.1861 (-1.97%) 4.7792 (-3.45%) 1.50 (-1.51%) 
GGA  Relax 3.6384 (0.76%) 3.2934 (1.34%) 5.0060 (1.13%) 1.52 (-0.20%) 
 Exp. [a] 3.61 3.25 4.95 1.523 
Cohesive energy/ eV
LDA 4.672 3.213 
GGA 3.688 2.559 
Exp. [a] 3.49 2.52 
Bulk modulus/ GPa
LDA 178.9 48.3 
GGA 130.6 35.3 
Exp. [a] 137 41.1 
[a] Ref. [Kittle 1996] 
 
From Table 5-1, we may also find the effect of pseudopotentials on the lattice 
constant and bulk modulus. The LDA for exchange-correlation energy in DFT treats 
the electron density locally while the GGA based on the LDA further considers the 
interaction between different localized charge densities. As a result, the LDA tends to 
overbind and gives a smaller lattice constant and a larger bulk modulus B0; on the 
contrary, the GGA gives a relatively larger lattice constant and a smaller B0. However, 
the GGA provides better results than the LDA in both lattice constants and the rest 
two test parameters. Therefore, further calculations are only based on the GGA. 
Comparing the calculated results with the experimental data in Table 5-1, we can 
see that the relaxation scheme on VASP could give satisfactory results of both 
structure parameters and mechanical properties. Thus, the combining scheme of VASP 
geometry relaxation and an EOS fitting will be applied directly to further calculations.  
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5.2
Ground state oxygen was examined based on α-oxygen, a molecular solid with 
antiferromagnetism at low temperature (including 0 K) and ordinary pressure. 
However, there are some constraints on the first-principles approach towards 
molecular solids, on the geometry optimization especially. The features of a molecular 
solid bring most of constraints, which further complicate the problem. The problem 
was thus approached through three different levels of atomic arrangements, i.e. an 
.2 Oxygen 
isolated oxygen atom, an isolated oxygen molecule, and α-O2 solid. The 
spin-polarized calculations were carried out in all the oxygen models, with electrons 
in O-2s and 2p being treated as valence electrons. 
Table 5-2 Calculation results of oxygen in three models: isolated oxygen atom, O2 
dimmer, and α-O2 solid. The first two section of the table serve as comparisons of 
calculation results with the experimental data. The last section lists the energy per 
atom calculated from the three models. 
O molecule 
Parameters Bond length/ Å Bond energy/ eV Vibration frequency/ cm-1
This work 1.2339 6.666 1561 
Neaton [a] 1.236 ~6 1550 
Experiment [b] 1.2074 5.165 (287K) 1556 
α-O2 solid 
Parameters Bond length/ Å Lattice constant (a) / Å 
This work 1.2339 6.234 
Nozawa [c] 1.2193  
Experiment [d] 1.15 5.403 
Energy per atom/ eV 
Models Isolated atom O dimmer α-O  solid 2
This work -1.579 -4.912 -4.937 
[a] Ref. [Neaton 2002] 
[b] For bond length: Ref. [Defrees 1979]; for vibration frequency: Ref. [Herzberg 
1995] 
[c] Ref. [Nozawa 2002] 
[d] Ref. [Barrett 1967] 
 
As the calculation is a bit complicated, only the calculation results are presented 
here (Table 5-2). Calculation details could be found in Appendix B. 
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.2.3 End-Point Compounds: Cu2O and In2O3
From the previous calculations on the component elements, we find VASP is able 
 give good predictions on elements. In this section, we test the validity of the 






Cu2O has a structu in spac ormed by a bcc array of oxygen 
a eta d c en layers. Each 
atom is surrou  by a tetrah  of copper e m is 
t ordinated, form linea 2 cture parameters 













re e group N3-M, f P
toms with m l atoms inserte  between two onsecutive oxyg
oxygen nded edron atoms. Each m tal ato
wo-co ing a r CuO  unit. As there are no stru
ther th consta e mate
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E ing of a series  static total energy calculated different cell volumes. 
e other end-po ary compound, In2O3, has a bixbyite crystal structure in 
the space group IA3- [Marezio 1966], with its unit cell containing 16 In atoms and 24 
O . Although there are 3 internal parameters in this unit cell, only 
relaxation of ionic positions is necessary due to the symmetry constraints of its cubic 
structure. Hence, the structure was optim
2 3
Table 5-3 Calculation results of Cu O and In O  binary compounds, in comparison with the 
value from the experimental datum. 
OS fitt of the  with 
Th int bin
 atoms, respectively
ized with the ions moveable while the shape 
and volume fixed for a series of relaxations with different volumes. Total energy 
values of the series relaxed structures on In O  were fitted to EOS (Fig. 5-4) to find 
the ground state energy and bulk modulus. Calculations on the end-point binary 
compounds are summarized in Table 5-3. 
2 2 3
experimental data. The percentage in parenthesis indicates the difference of a calculated 
 Cu2O In2O3
Lattice constant/ Å














[a] 4.2685 8.7616 0.4667 0.0361 0.0434 0.2737 
This work 111 145 
Exp. [b] 112 - 
Formation Energy/ kJ·mol-1
This work 129.013 795.807 
Exp. [c] 149.0 830.7 
[a] 
[b] 2
For Cu2O: Ref. [Kirfel 1990]; for In2O3: Ref. [Nadaud 1998] 
 For Cu O: Ref. [Beg 1976] 
[c] Ref. [CRC 2004] 
 
From Table 5-3, we find that VASP can also give good prediction on compounds 
in terms of structure, formation energy and other bulk parameters. 
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5.2.4 Evaluation of the Geometry Optimization Schemes in VASP 
Two ionic relaxation algorithms are especially suitable to find the instantaneous 
ground state for ions in a solid, with the forces and the stress tensor calculated by 
VA nt 
alg  
positions of ions whereas the latter is ad guess on them. 
Ta  optim odes by V plied in this work. rent mode has 
dif rees of freedo ion position, c olume and cell shape variable or fixed.  
Mode Mode I Mode IV tic calculation 
SP. One is quasi-Newton algorithm [Pulay 1980]; the other is a conjugate-gradie
orithm [Press 1986]. The former is more efficient for a good guess of initial
better for a b
ble 5-4 Geometry ization m ASP ap  Diffe
ferent deg m with ell v
  I II Mode II  Sta
Ion position Yes N Yes No No o 
Ce No No 











All the total 
energy 
calculations 
ll volume Yes No No 





CaO Al, Ga, I
In 
 
ization modes implemented in VASP were applied in 
our e 
par olume, cell shape and ion positions. Geometry 
opti
mization and test 
calculations are in good agreement with the experimental data. Therefore, the 
n EOS fitting is pretty robust 
and reliable. 
5.3 CuMO2 (M = In, Al, Ga) 
In this section, VASP is applied into the study of three delafossites, CuAlO2, 
CuGaO2 and CuInO2 for their structures and bulk properties (5.3.1). In 5.3.2, the 
At least 3 geometry optim
 geometry optimization, depending on the degree of freedom, i.e., whether thre
ameters are fixed or not: cell v
mization modes and their applications in this study are listed in Table 5-4. As 
found in the previous section, most results from the geometry opti
combining scheme of VASP geometry relaxation and a
81 









We have calculated the properties of CuInO2 using the planewave cutoff energy 
of 500 eV and a Г centered grid 5×5×2 k point sampling in the IBZ. The values 
resulted in convergence in the total energy to within 1 meV per atom. The same 
cture and bonding dependence on the trivalent cation M is discussed. In 5.3.3, the 
response of the calculated lattice constants towards external pressure is reported on 
2
5.3.1 Prediction of Structure and Bulk Modulus 
Delafossites have polymorphs that may belong to 3R or 2H subgroup due to the 
erence in the stacking sequence. The 3R compounds in space group R3-m have an 
ABCABC type of rhombohedral stacking of the BO2 (or MO2 for CuMO2) octahedral
layers, whereas 2H compounds (space group P63/mmc) with an ABABAB type o
hexagonal stacking (Fig. 5-5). The present calculation on CuMO2 (M= Al, Ga, I
refers to 3R compounds, as CuInO2 was found only in this polymorph. 
(a) (b) 
Fig. 5-5 A comparison between conventional cells of (a) 3R and (b) 2H 
polymorphs of CuInO2. Tan polyhedra represent InO2 octahedra that are 
edge-sharing; while red and coral spheres represent O and Cu atoms. 
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Fig. 5-6 EOS fitting of total energy vs. cell volume of CuInO2 within the GGA. 






























pseudopotentials employed in the component calculations were used here. Then the 
CuInO2 primitive cell was relaxed through geometry optimization methods with the 
cell shape and the ionic positions relaxed while the cell volume fixed on about 30 sets 
of selected volumes. The results of the relaxed cells are fitted to the EOS in Fig. 5-6 










Similarly, other two delafossite compounds CuAlO2 and CuGaO2 were 
geometrically optimized. Electrons in 3s and 3p orbitals of Al and 3d, 4s and 4p of Ga 
e treated as valence electrons. Our calculation results are compared with other 
theoretical work to find out how VASP works. Table 5-5 lists the optimized structure 
parameters of the present work and compares them with the experimental data and the 
theoretical studies by Kandpal et al. [Kandpal 2002] and Nie et al. [Nie 2002]. 
Kandpal et al.’s and Nie et al.’s work are selected for comparison because they 
calculated all the three compounds in their work as we did. Different simulation 
packages or methods were employed in the three theoretical studies, including ours. 
Kandpal et al. obtained the structure parameters using plane wave/ ultrasoft 
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pseudopotentials (PW/PP) implemented in CASTEP codes within the GGA, while 
N  
m
T ble 5-5 Geometry ization results of Cu 2 (M and In) delafossites. 
Structure parameters are also co al’s [Kandpal 2002] and Nie’s [Nie 
2002] work. The percentage in parenthesis indicates calculated 
value from the ntal datu
 CuAlO a n
ie’s work was based on the LDA as implemented by the general potential LAPW
ethod. 
a  optim MO
mpared with Kandp
= Al, Ga 
the difference of a 
experime m. 
2 CuG O2 CuI O2
L nst Åattice co ant  a/ 
This work 2.8795 ( 5 (1.36%) 3.3564 (1.96%) 
l’s work 2.819 (-1.37%) 3.011 (1.0 3.3831 (2.77%) 
’s work 2.816 (-1.47%) 2.963 (-0.57 3.285 (-0.21%) 
Experiment  3.292 






This work 134 (1.02%) 17.3485 (1 17.5314 (0.82%) 
) 17.3257 (-0.34%) 
22%) 17.172 (0.10%) 17.27 (-0.68%) 
4 17.154 17.388 
c/a
17.1 .13%) 
Kandpal’s work 16.9091 (-0.18%) 17.1614 (0.04%
Nie’s work 16.978 (0.
Experiment 16.9
This work 5.943 (0.27%) 5.744 (-0.38%) 5.223 (-1.12%) 
Nie’s work 6.029 (1.72%) 5.795 (0.50%) 
Kandpal’s work 5.998 (1.20%) 5.7 (-1.15%) 5.121 (-3.05%) 
5.257 (-0.47%) 
Experiment 5.927 5.766 5.282 
Internal parameter
This work 0.1101 (0.64%) 0.1081 (0.19%) 0.1057 (-0.38%
Kandpal’s work 0.1105 (1.01%) 0.1079 (0%) 0.1054 (-0.66%
) 
) 
Nie’s work 0.1091 (-0.27%) 0.1073 (-0.56%) 0.1056 (-0.47%) 
Experiment 0.1094 0.1079 0.1061 
Cu-O distance
This work 1.884 (1.67%) 1.875 (1.30%) 1.853 (0.43%) 
Kandpal’s work 1.868 (0.81%) 1.851 (0%) 1.826 (-1.03%) 
Experiment 1.853 1.851 1.845 
Nie’s work 1.857 (0.22%) 1.853 (0.11%) 1.832 (-0.71%) 
 
Table 5-5 shows that the calculated lattice constants of the three work are all 
c
parame rs are list rucial e p . C n
p dicate th e present work gives the best structure resemblance, maybe 
omparable with the experimental data. The shape ratio (c/a) and the internal 
te ed as c  structur arameters ompariso s on these two 
arameters in at th
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Fig. 5-7 Dependence of calculated (a) lattice constants, a and c, of the three 
delafossite CuMO2 (M= Al, Ga and In) and (b) the ratio c/a with respect to the ionic 
radius of M. Both a and c increases as M size increases, but the ratio c/a decreases. 


























































d  pseudopotentials used [Kresse 1994; Kresse 1999]. 










ue to the PAW








Fig. 5-7 shows the dependence of the lattice constants of the fully relaxed 
structures and the shape ratio (c/a) on the trivalent cation, while Fig. 5-8 shows the 
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dependence of the internal parameter of the O position and Cu-O, the distance 
between Cu and O layers, on the trivalent cation. rM is the Shannon-Prewitt ionic 
radius that was later refined by Shannon [Shannon 1976] of 6-fold coordinated 
trivalent cation. 
We can see the effect of trivalent cation size on the structure parameters. Both the 
lattice constant a and c increase as the trivalent cation size increases. a varies almost 
linearly with rM, whereas c increases slower from Ga to In than from Al to Ga. The 
increase trend of c can be explained by the cooperation of the M size effect and the 
decrease of Cu-O in Fig. 5-8. 
M, we propose that not 
only the ionic radius of M but also its electronegativity, influence the Cu-O distance. 
On one hand, the lattice constant a, the Cu-Cu distance, increases as the size of M 
increases. As a result, the Cu-O distance could decrease because there is suggested a 
delafossite CuMO  (M= Al, Ga and In) with respect to the ionic radius of M. As 
their variation are dependent on both. Although the lattice constant c increases as M
 
By further studying the dependence of Cu-O distance on r
Fig. 5-8 Variation of calculated internal parameters and Cu-O distances of the three 
2
Cu-O is determined as the product of internal parameter and the lattice constant c, 
size increases, the Cu-O distance follows the internal parameter to decrease. 
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competition between Cu-Cu and Cu-O bonding [Jansen 1987]. On the other hand, 
electronegativity of M also plays a role. As mentioned earlier, O is coordinated to 3 
trivalent Ms and 1 Cu+, with M-O bonding being more ionic and Cu-O more covalent. 
M influences the Cu-O bonding via changing the electronic environment of O. 
Electronegativity of the three cations increases from Al, In to Ga; hence the covalent 
extend and the strength of Cu-O bonding decreases from Al, In to Ga. As a result, the 
Cu-O bonding strength due to electronegativity of the M cation decreases from 
CuAlO2 to CuGaO2, then increases to CuInO2. The Cu-O distance decreases as the 
bonding strength increases, and vice versa. However, it is also noted that the 
electr  effect. 
The
2
From Fig. 5-9, it can be seen that both lattice vectors of CuInO  are elongated as 
the external pressure varies from more compressive to zero to more expansive. As the 
magnitude of the lattice vector a increases much faster than that of c, the c/a value 
decreases as the external pressure increases. In other words, a vector is more 
defo
onegativity effect on Cu-O distance is only a small correction for the size
refore, Cu-O distance is found to decrease faster from CuGaO2 to CuInO2 than 
from CuAlO2 to CuGaO2. 
5.3.3 Response of CuInO2 to External Pressure 
After the geometry optimization of a series of selected volumes with the shape 
and ionic positions variable, the change of lattice vectors a and c with respect to the 
volume was examined. Note that as a hexagonal structure, the lattice vectors in the 
plane vertical to c axis have the same magnitude. Fig. 5-9 depicts the variation of a 
and c magnitudes and their ratio a/c, as the external pressure on CuInO  changes. 
2
rmable than c vector. 
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A similar response to the external compressing was observed in CuFeO2 [Zhao 
er-Porres et al. 
[Pellicer-Porres 2004] reported their experimental and theoretical studies on CuGaO2 
c, and (b) the ratio c/a of CuInO2 with external pressure. For external pressure 
ive pressure. 
1997] and PtCoO2 [Hasegawa 2003] delafossites. Recently, Pellic
Fig. 5-9 Dependence of (a) the magnitudes of the calculated lattice constants a and 
values, positive sign represent compressive while negative for expans
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delafossite under high pressure. They found lattice vector a more compressible than , 
besides an irreversible phase transition under very high pressure. However, no report 
on the mechanical property of CuInO2 is presented so far, as no single crystal CuInO2 
is successfully fabricated yet. From this work, we may expect a similar response of 
CuInO2 to the compressive pressure. We also extend our knowledge of delafossite’s 
response towards external pressure from the compressive to expansive pressure 
conditions. 
5.4 ELECTRONIC BAND ST CTURE AND DOS OF CuMO2 
(M= Al, Ga AND In) 
Electronic band structure and corresponding eigenfunctions provide insight into 
how electrons are arranged, both from an energetic and from a spatial perspective, to 
produce the cohesion between atoms in the solid. The band structure of the solid can 
elucidate the way in which the electrons will respond to external perturbations, such 
as absorption of light. This response is directly related to the optical and electronic 
response of the solid [Kaxiras 2003]. This section describes the electronic band 
structure and DOS of CuInO2, especially the states at band edges, to understand its 
electronic and optical properties. 
nc . 
The
nd DOS (5.4.2) among these three compounds. 
c
RU
As mentioned earlier, our work is based on DFT, a ground-state theory in esse e
 energy gaps calculated with DFT are always quite smaller than the experimental 
ones. Therefore, comparison work is necessarily carried out. CuAlO2 and CuGaO2 are 
also promising TCOs with the delafossite structure. Moreover, the only component 
element different from each other among the three delafossites, Al, Ga and In, are in 
the same group in the periodic table. Thus, it is interesting to compare the band 
structure (5.4.1) a
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5.4.
 
The electronic band structure was calculated on CuInO2 unit cell containing 4 
atoms (Fig. 5-10). First, a static calculation on the ground state structure was 
performed. Then another static calculation, namely a band structure calculation was 
carried out using the wavefunction and the charge density from the previous run as its 
start, and the special k points with high symmetry in the IBZ as the new k point grid. 
After a band structure calculation, a file carrying the information on the eigenvalues 
of different bands on different k points was generated. The electronic band structure of 
the onic 
ban
Fig. 5-10 Unit cell of delafossite, CuInO2. Red, coral, and tan spheres in the 
sketch are oxygen atoms, Cu atoms and In atoms. CuAlO2 and CuGaO2 
have similar unit cells.
1 Electronic Band Structure Calculations 
 material was drawn graphically in Fig. 5-11. Similarly, we obtained the electr
d structures of CuAlO2 (Fig. 5-12) and CuGaO2 (Fig. 5-13). 
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.85 eV (CuAlO2), 0.8 eV (CuGaO2) and 0.32 eV (CuInO2), 
respectively. The lowest direct band gap for CuAlO2 is 2.79 eV at L point; whereas 
the values for CuGaO2 and CuInO2 are at Г of 1.55 eV and 0.68 eV, respectively. 
As the trivalent cation going from Al to In, the distance between Cu and O layers 
decreases (Fig. 5-8), and hence the overlap between their wavefunctions increases. 























From Fig. 5-11 to Fig. 5-13, we can see that for the three compounds, the 
minimum values of the conduction bands are located at Г point, while the maximum 
values of the valence bands are at F point. Thus the three delafossites have indirect 
















Fig. 5-13 Electronic band structure of CuGaO2 within the GGA. 
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From DOS/PDOS calculation (5.4.2), both of them contribute most to the states near 
band gap edges. The increased overlap can therefore result in a decrease in the band 
gap values of the three delafossite compounds if the trivalent cation moves down the 
group in the periodic table. This follows the similar trend of the traditional 
semiconductors in IV or III-V. Moreover, most of the theoretical studies on these three 
materials [Robertson 2002, Lalić 2002, Ingram 2001, Yanagi 2000a, Nie 2002] gave 
CuAlO2, CuGaO2 and CuInO2 the band gap values of about 2.0 eV, 1.0 eV and 0.4 eV, 
following the similar band gap trend as the present one. However, the experimental 
band gap values vary in an opposite way (see Table 5-6). The band gap values 
increase as going from CuAlO2, CuGaO2 to CuInO2. Although it always underpredicts 
band gap values, DFT does give a good prediction on the relative values of the band 
gaps. The discrepancy between the theoretical and experimental band gap trends will 
try to be explained in 5.5. 
Table 5-6 A comparison on the typical band structure values between the present work and 
other two theoretical reports. Direct band gap with * indicates the smallest one. 
 CuAlO2 CuGaO2 CuInO2
Indirect band gap / eV gE
This work 1.85 0.80 0.32 
Nie[a] 1.97 0.95 0.41 
Robertson[b] 2.10 1.40 0.52 
Experiment   1.8 [c]   
Direct band gap / eV gE
 Г F L Z Г F L Z Г F L Z  
This work 2.87 3.03 2.79* 4.3 1.55* 3.17 2.7 3.05 0.68* 3.37 3.19 1.77
Nie[a]
Robe  
Experiment[c] 3.5 3.6 3.9 
2.93 2.95 2.68* 4.32 1.63* 3.05 2.54 3.12 0.73* 3.34 3.08 1.89
rtson[b] 3.10  2.70*  1.90*  2.60  0.96*  3.00
[a] 
[b] Ref. 
Ref. [Nie 2002]; 
[Roberson 2002]; 
[c] Ref. [Yanagi 2000a] 
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The band dispersions are overall similar among the three compounds. The VBM 
has a large dispersion in FГ direction, but a small one in FL direction, while the 
conduction band has a single lower split off band for the three compounds. The band 
edges of the band structures locate at the similar positions in the 1st Brillouin zone in 
the reciprocal space. This could be explained as the main contributions to the states 
near band edge are mainly from Cu and O (from the analysis of DOS and PDOS in 
5.4.2), the same two components in the three compounds at the similar positions in a 
direct coordinates (fractional coordinates). 
5.4.2 DOS Calculati
The DOS of the material is obtained after a static calculation on the ground state 
structures. The total DOS and site- and angular-momentum PDOS of CuMO2 (M= In, 
Al and Ga) are plotted in Fig. 5-14 to Fig. 5-16. 
ainly from Cu-d and O-p states, with 
some Cu-s and In-d states involved. Most of O-p states lie about 2 eV lower from the 
VBM. The O 2s states form a lower valence band at -17 eV from the VBM (not 
shown). The CBM is mainly composed of Cu-d, In-s and O-s states. A broader mass 
of conduction band is shown about 3 eV higher from the CBM, composed from O-p, 
In-sp and Cu-d states. 
ons 
Fig. 5-14 shows the DOS and PDOS of CuInO2, where the origin of states in 
DOS could be found through analysis of each component’s PDOS. There is a broad 
mass of valence band from -2 to 4 eV (the VBM). They are mainly derived from Cu-d 
and O-p states. The upper valence band is m
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10
 
. Similar to CuInO2, 
the valence band of CuAlO d states. The VBM 
is mainly from  states, which reminds us of 
Orgel’s model f . Lower conduction band, on the other 
hand is composed from O-sp and Cu-spd states. The states near the CBM are mainly 
from Cu-d and some of s states of the three components. 
Fig. 5-1
. Each panel shows 
and their contribution to 
15 18
Fig. 5-15 shows the calculated DOS and PDOS of CuAlO2
2 is mainly composed from O-p and Cu-
 Cu-d states, with some O-p and Cu-s
or Cu-sd hybridizing with O-2p
4 DOS and PDOS of CuInO2 within the GGA. The straight dash line 
crossing the whole figure indicates the VBM of CuInO2
the PDOS of s, p or d orbital in a component element 
the total DOS. 
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The DOS and PDOS of CuGaO  are shown in Fig. 5-16. Again, we find the 
valence band is mainly from Cu-d and O-p states. States at the VBM are from Cu-sd 
and O-p states. Most of Ga-s states contribute to the conduction band at about 4 eV 
higher from the CBM. States at the CBM are mainly from Cu-sd and Ga-s states. 
Similar to CuInO2, states at the CBM of CuGaO2 are not populous until 1 eV higher 
from the CBM. 
Fig. 5-15 DOS and PDOS of CuAlO2 within the GGA. The straight dash line 
of s, p or d orbital in a component element and their contribution to the total 




















































crossing the whole figure indicates the VBM. Each panel shows the PDOS 
DOS. 
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aring the DOS and PDOS of the th o o  b
 of CuAl   r  o r c o
the CBM a lO2 have higher population and thus broader mass than 
t From the DOS and PDOS of the three CuMO2, we find an 
of the trivalent M cation at the states near the band edges as M 
going down the group in the periodic table. In particular, In-d states push the VBM 
6 DOS and PDOS of CuGaO2 within the GGA. The straight dash 
crossing the e figure indicates th M. Each panel shows the 
S of s, p o l in a component element and their contribution to 
the total DOS. 
-3 0 3 6 9 1
Comp ree c mp unds, it can e seen that the 
CBM O2 is much cleare  than those f the othe  two ompounds. More ver, 
the states at t CuA
he rest two compounds. 
increased participation 
Fig. 5-1
line  whol e VB
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upw
Moreover, as M  cation going from Al to In, the lattice constant increases as 
shown in Fig. 5-7, 5-9 and Table 5-4, which might cause the band gap to increase. 
This argument is based on the assumption that the states of the MIII cations lie away 
r, from our calculation results, the states of Al, Ga and 
In p
. As mentioned earlier, this band gap 
dependence trend on the 
TRANSITION AT BAND EDGES 
retical band gap trends was found in many calculations, and 
different explanations were given. Some [Robertson 2002] suggested the optical 
band-gap may result from some defect absorption; some [Nie 2002] proposed a 
concept of “apparent optical band gap” to explain the disagreement between the 
ards while In-s states push the CBM downwards. Similarly, Ga-s states push the 
CBM downwards.  
Analysis on DOS and PDOS of the three delafossites also verifies our discussion 
about the effect of M on the Cu-O distances (5.2.4). From CuAlO2, CuGaO2 to 
CuInO2, more Cu-sd hybridizing with O-2p level can be found, indicating the strength 
of covalent bonding between Cu and O increased from CuAlO2 to CuInO2. 
III
from the band edges. Howeve
articipate actively in the CBM, with an increasing participation from Al to In. 
Hence, increased participation of the MIII cation in the states near band edges 
decreases the band gap as M going from Al to In
M cation is different from the experimental observations. 
This discrepancy is examined carefully in the next section. 
5.5 BAND GAP ANOMALY AND FORBIDDEN OPTICAL 
As mentioned in 2.3.2, there is a band gap anomaly for delafossite ABO2, both in 
terms of monovalent A cation and trivalent B cation. However, this band gap anomaly 
is not observed in the theoretical band gap values. This discrepancy between 
experimental and theo
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experimental observation and the theoretical calculation. 
In this section, we try to explain the problem with the theoretical optical band gap, 
band gap values calculated from the theoretical absorption coefficient function, with 
and without the optical transition forbidden at the band edge minimum. We show that 
both the theoretical and experimental band gap trends can be obtained with the same 
set of absorption coefficient functions by turning on/off the optical transition at direct 
band gap minimum based on the selection rules. Thus, the only explanation for the 
discrepancy between the theoretical and experimental results is that the optical 
transition is forbidden at the direct band gap minimum in some delafossites. 
Absorption coefficient of a material and photon energy of the incident light 




















πννα    (5-1) 
where α  is absorption coefficient and Eg is the direct band gap. Thus, from the plot 
of  vs. 2)( να h⋅ νh , we can estimate the direct band gap (BG-I) of the 
semiconductor. 
In so  (Г 
point), bu ; then the absorption coefficient has diff
dependence as follows [Li 1994]: 
me materials, quantum selection rules forbid direct transition at 0=k















νναπνα  (5-2) 
The direct band gap (BG-II) of the material with the forbidden transition at Г can be 
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Based on Eq. (5-1) and Eq. (5-2), the graphs of  vs. 2)( να h⋅ νh , and 
 vs. 3/2)( να h⋅ νh  (Fig.s 5-17 to 5-19) were plotted for the three compounds. As it 
was suggested [Nie 2002] that there are forbidden optical transition at Г position, the 
optical direct BG-II was also calculated in this work. Theoretical optical band gaps of 
the three compounds were studied with the optical absorption coefficient calculated 
by CASTEP in Materials Studio. Similar to the calculation by VASP, periodic DFT 
calculations using pseudopotentials and a plane-wave basis set is applied in CASTEP. 
The DFT was parameterized in the LDA with the exchange-correlation function 
proposed by Perdew and Zunger and corrected for non-locality in the GGA using 
PW91 functional. DOS calculated by the two atomistic simulation packages were 
compared, where a general similarity can be found to ensure the eligibility of 
comparing the results calculated by different simulation packages. 
It is also necessary to clarify how the two types of band gap values were obtained. 
As mentioned above, band gap values can be found by extrapolating the linear section 
of  vs. 2)( να h⋅ νh  and  vs. 3/2)( να h⋅ νh
 obtain direct BG-I through 
 curves. Different ranges of values 
were chosen for extrapolation. To  vs. 2)( να h⋅ νh  plot, 
data ran set of 
absorption at other band gap edges or other quantum effects. This range of spectrum is 
commonly used to find band gap values of semiconductors, which is necessarily large 
to a
ging from 0 to 4.5eV were chosen before bending of the line due to on
void influence of defect levels or exciton effect on the values. On the other hand, a 
smaller range of about 0 to 2 eV was chosen for extrapolation in case of optical BG-II, 
because the change of slope in the higher energy range might be caused by optical 
transition at high-symmetry points with the second lowest energy gap. We are eligible 
to do this because the data we dealt with are obtained by theoretical calculation, 
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which is free of defects and dopants. Thus, we do not have to worry about the 
absorption edge tail caused by defects or dopants which is common in experimental 
spectrum studies. Although both plots can be treated in the latter way for optical direct 
BG-II, only one was treated likewise because we aim to obtain both experimental and 
theoretical band gap trends by the same set of optical absorption coefficient spectrums. 
In optical direct BG-I case, extrapolation was done in a similar way to the 
experimental process; whereas for optical direct BG-II, influence of absorption at next 
smallest band gap or other quantum effects were eliminated through a careful 




Results of the calculated optical band gaps are listed in Table 5-7, with a 
comparison between the experimental and theore ata of this work. From Table 
5-7, it can be seen that the optical direct band gap without considering the forbidden 
direct transition effect (Optical direct BG-I llows the same trend of the 
experimental results. The Optical direct BG-I of CuAlO2 is similar to that of CuGaO2, 
which are about 0.2 or 0.3 eV smaller than that of CuInO2, similar to 0.3 or 0.4 eV of 
the experimental differences. 
Table 5 es are 
obtaine ained 
from t ay to 
obtain at no 
optical transition is forbidden at the band gap minimum; while BG-II is obtained with a 
quite opposite assumption. 
-7 All the band gap values calculated in this work. Theoretical band gap valu
d from band structure, whereas theoretical optical band gap values are obt
he optical absorption coefficient functions that are treated similar to the w
the experimental optical band gaps. BG-I is obtained with assumption th
Band Gap Type CuAlO2 CuGaO2 CuInO2
Г 2.87 1.55 0.68 Theoretical gE / eV 
L 2.79 2.7 3.19 
BG-I 2.8 3.0 3.2 Theoretical optical gE / eV 
Exp. Optical gE / eV 3.5 3.6 3.9 
BG-II 1.3 1.1 0.8 
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Fig. 5-18 Theoretical optical band gap estimation of CuAlO2. Intercept of 2
vs. 
)( ναh
νh  is the theoretical optical band gap without forbidden optical transition at the 












































Fig. 5-17 Theoretical optical band gap estimation of CuInO2. Intercept of 2)( ναh  vs. 
νh  is the theoretical optical band gap without forbidden optical transition at  band  the
gap minimum, whereas intercept of 3/2)( ναh  vs. νh  is the theoretical optical band 
0
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Optical direct BG-II values, on the other hand, decrease and follow the same 
 is forbidden at Г, but not L. As the lowest direct band gap for 
CuA
est d
es of CuGaO2 and CuInO2 are reasonable. If we 
weave the theoretical optical direct BG-I of CuAlO2 and BG-II of CuGaO2 and 
CuInO2 together, the theoretical band gap trend is perfectly obtained. 
with the same sets of wavefuctions. This means that both the experimental and 
theoretical band gap values could be actually obtained correctly. Moreover, we 
trend as the theoretical band gap. However, CuAlO2 is not suitable for BG-II 
calculation. The calculated transition matrix element [Nie 2002] indicates direct 
optical transition
lO2 is at L, it does not satisfy the forbidden transition conditions. The rest two 
compounds have the low irect band gap at Г where direct optical transition is 
forbidden. Therefore, BG-II valu
We finally obtained both theoretical and experimental band gap trends (Table 5-7) 
Fig. 5-19 Theoretical optical band gap estimation of CuGaO2. Intercept of 2)( ναh
vs. νh  is the theoretical optical band gap without forbidden optical transition at t
inimum, whereas intercept of  vs. 
he 
band gap m 3/2)( ναh νh is the theoretical optical 
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show uInO2 c  ob
from the optical abs
um selection rules. 
Mor
pounds changes to the second and third band gap m
we suppose selection rules forbid optical transition at Г position yet allow the 
transition at L point, the theoretical band gap values can be in good agreement with 
2.79eV, 2.7eV to 3.19eV for CuAlO2 to CuInO2, similar to the trend of the 
experimental data. The overall underestimate of band gap values could be attributed to 
the LDA method. 
Therefore, both the band gap anomaly in terms of the trivalent cation M in 
delafossite and the discrepancy between the theoretical and experimental band gap 
trends in terms of M cation, are due to the forbidden optical transition at the direct 
band gap minimum by the quantum selection rules. 
ed that theoretical band gap values for CuGaO2 and C an be tained 
orption spectrum that is able to provide the experimental trend of 
band gap variation. If the obvious disagreement between the experimental and the 
theoretical band gap values of the two compounds is considered, it may be reasonable 
to propose the direct optical transition at the band gap minimum are forbidden for 
them. Actually, the optical direct BG-I of CuAlO2 and BG-II values of CuGaO2 and 
CuInO2 together can provide band gap trend of the theoretical results. 
On the other hand, it was shown that the theoretical band gap values calculated 
from the wavefunction can provide the trend of experimental data if selection rules 
are taken into consideration. Band gap values obtained through analysis of optical 
spectrum could be the values of the second or third band gap minimum if the optical 
transition at the direct band gap minimum is forbidden by the quant
eover, it should be noted that the theoretical band gap minimum is at L position 
for CuAlO2, but moves to Г position for other two delafossites. L position for the rest 
two com inimum, respectively. If 
the experimental data. As we can see, the direct band gap values at L changes from 
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5.6 SUMMARY 
In this chapter, structure, bulk properties and electronic band structures of 
delafossites are calculated using VASP based on DFT. The structure and bulk 
properties of the component elements and the end-point binary compounds were first 
calculated to verify our calculation method. These calculations are also the 
cornerstone of the defect studies in Chapter 6. Structure, bulk modulus and formation 
enthalpy of them were calculated by VASP, the results of which are compared with 
existing experimental data and other calculation results. Overall the calculations are in 




Then band structures and DOSs of delafossites, which are crucial to understand 
th  
d  
d CuInO2, and changes from L position for CuAlO2, to Г for 
the rest two  expected from ussions ter 4, C O-p 
states are domin r the upper lence ba s M in CuM changes fro  to In, 
m f st ro
Fina rep  between ba gap trends e  and 
experimental studies was explained in aid of the theoretical optical band gap 
ted the GGA in later work.  
Secondly, the structure, bulk modulus and formation enthalpy of CuMO  (M= In, 
Al and Ga) were calculated. The effects of M cations on the structure and Cu-O 
bonding were examined. The anisotropic response towards external pressure was 
found in CuInO , which was observed in some delafossites. These work further 
verified the applicability of VASP in this work. 
e electronic and optical properties, were calculated for the three Cu based
elafossites. All of them have indirect band gaps. The smallest direct band gap
ecreases from CuAlO2 to 
 compounds. As  the disc  in Chap u-d and 
ant fo  va nd. A O2 m Al
ore involvement o ates f m M cation in the band edges was observed. 
lly, the disc ancy nd  in the theor tical
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calculations with or without optical forbidden at the direct band gap minimum. Both 
the theoretical and experimental trends of the band gap values were obtained with the 
same sets of absorption coefficient functions. It is proven that the forbidden optical 
transition at the direct band gap minimum stands for not only the discrepancy of band 
gap trend between theoretical and experimental studies, but also the anomaly in the 
experimental band gap trend in the delafossite family. 
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6.1 INTRODUCTION 
In order to be transparent to human eyes, TCOs must have their band gaps of 
above 3 eV. Typically, wide-band-gap semiconductors can be doped to either n- or 
p-type, but not both. Different explanations were proposed [Chadi 1989; Jenkins 1989; 
Laks 1992; Mandel 1964; Neumark 1989; Ren 1989; Zhang 1999] for this difficulty 
in bi-doping, two of which considered the compensation effect caused by native point 
defects. According to them, the wide-band-gap could promote the formation of 
compensating native point defects, so that the thermal dynamic doping bottlenecks 
may be identified mainly due to the formation of intrinsic defects (native defects) that 
always act to negate the effect of doping [Ferreira 1995; Walukiewicz 1999; Zhang 
2002; Zhang 2000; Zhang 1999; Zhang 1998a]. Both mechanisms are universal and 
independent on the dopant type and the growth method used, according to which the 
nature of the native point defects could directly determine the performance of the 
material. Hence, wide band gap semiconductor would tend to be n-type if the 
dominant native point defects introduce full states near the CBM. Similarly, it would 
be p-type if the dominant defects introduce empty electronic states near the VBM. 
Some delafossite TCOs, like CuAlO2 and CuGaO2, are intrinsic semiconducting 
without intentionally doping. Thus, it may be of great interest to study the native point 
defects of this group of materials to understand their properties. However, to our 
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knowledge, little work has been done. 
Experiments have their hands tied in defect physics study due to the difficulty of 
detecting defects of trace amount or of small atomic number, both of which could be 
true in the defect study of delafossite oxides. With a neatly packing of hexagonal net 
layers of homoatoms, delafossites are not expected to accommodate a large amount of 
defects. This is true especially for CuAlO2 and CuFeO2 when a small trivalent cation 
occupies the center of oxygen octahedral. In case of CuInO2, however, it was found 
that the structure can hold extra oxygen in the lattice [Park 2003]. Even so, defects 
other than extra oxygen are not reported hitherto. 
Theoretical study is of especial priority in the study of defect physics due to its 
superiority in control. However, only two reports on the theoretical study of defect 
physics of the delafossite family are available, despite the mysterious p-type 
conductivity in the on-stoichiometric CuAlO2, a prototype of delafossite TCO. 
Katayama-Yoshida et al. [Katayama-Yoshida 2003] studied the formation energy and 
impurity levels of cation vacancies and selective dopant (Be2+, Mg2+ and Ca2+) 
substitutes in CuAlO2 within the LDA. Their calculation results suggested  and 
 with lower impurity levels are promising point defects for higher p-type 
conductivity. However, the supercell employed in their study contains only 32 atoms, 
which is probably insufficient to avoid artificial interaction between defects, based on 
our supercell size convergence test (6.2.3). The other theoretical report on the defect 
physics of this group of compounds was given by Nie et al. [Nie 2002]. They 




CuV , OV iCu
2. Comparing with their former point defect physics study on ZnO, they 
found the formation of defects that are expected to be shallow acceptors is much 
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easier than that in ZnO, while the formation of the compensating defects (or 
donor-like defects, like  and ) is harder for CuGaOOV iCu 2. They thus suggested 
that a great reduction in self-compensation plus lower acceptor formation energy 
stand for p-type conductivity in CuMIIIO2 compounds. 
However, almost no calculation details or concrete data on formation energy or 
defect levels were provided. Lack of systematic study on the defect physics of this 
group of material, possibly due to the complexity of the problem for a ternary 
compound compared with ZnO, will certainly hinder our comprehension on the 
underlying mechanism of their unusual p-type transparent conductive properties. 
Moreover, despite the fast development of experimental work on CuInO2, few 
theoretical studies have been carried out on this material, even compared with 
CuAlO2. Therefore, our work aims to fill in the vacancy. In this chapter, a systematic 
theoretical study on the isolated point defects in CuInO2 is given with all intrinsic 
point defects being carefully examined. Our goal is to identify the native point defect 
and to examine the bipolar dopability in CuInO2 with first-principles theory. 
The remainder of this chapter is organized as follows. In section 6.2, the 
methodology for point defect study in the first-principles scheme is briefly introduced. 
For a credible calculation, a convergence on two sets of calculation parameters: the 
supercell size and the relaxation range, are also carried out for different defects in this 
section. Section 6.3 describes the calculation results on the intrinsic point defects, 
both neutral and charged, based on the formalism in 6.2. Further discussions on 
miscellaneous respects are presented in section 6.4. As Ca2+ and Sn4+ are able to dope 
CuInO2 to n- and p-type experimentally, the bipolar doping are then attempted to be 
simulated and explained via extrinsic point defect study in section 6.5. As a routine, 
section 6.6 summarizes the main results. 
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6.2 METHODOLOGY 
In this section, the calculation methods are introduced and two critical parameters 
are determined. General formalism of point defect studies by first-principles 
calculation is introduced in 6.2.1. Limits of chemical potentials of the components are 
determined in 6.2.2. Then the supercell approach, a common method in defect physics 
calculations, is introduced and two critical parameters: the supercell size and the 
relaxation range, are determined in 6.2.3. 
6.2.1 Defect Formation Energy 
For a neutral defect in CuInO2, the formation energy )(αfH∆  depends on the 
chemical potentials µ  of each component (see 6.2.2): 







CuCu20 )CuInO()0,()0,( µµµαα nnnEqEqE +++−===∆   (6-2) 
where )0,( =qE α  is the total energy of the supercell containing the neutral defect 
α .  is the total energy of the same supercell free of any defect. , 
 and  are the amount of atoms transferred, with the subscript denoting the 
elemental type. ,  and  are positive if the atoms are transferred away 
from the cell and vice versa. ,  and  are the standard chemical potentials 
of the three components, or the atomic total-energy of the ground-state Cu (fcc), In 






A negative (positive) charged defect can be obtained by adding (or removing) an 
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electron to (from) the defect from (to) the electron reservoir (that is Fermi level at 0K). 
The formation energy of a charged defect is thus dependent on the absolute value of 
Fermi level EF + Ei, where Ei is the reference energy level and EF is the Fermi energy 
relative to Ei. 
In order to obtain the formation energy of a charged defect, total energy has to be 
calculated for four cells. One is a supercell with a charged defect ][qα  with total 
energy ; one is a defect supercell without introducing any extra charges 
( ); one is a perfect supercell without introducing point defect or extra 
charge ( ); another is a supercell free from point defect but with one of 
component atoms charged to 
),( qE qM α−
)0,( =qE M α
)CuInO( 2
NE
q− ( ) ). In a supercell calculation, ,CuInO( 2 qE qN −+
),( qH f α∆  is given by: 
Fff qEqEqEqHqH +−++=∆=∆ ),CuInO(),()0,(),( 2δαδαα   (6-3) 
or 





















  (6-5) 
The first term on the right hand side of Eq. (6-3) is the formation energy for 
neutral point defect (Eq. (6-1)) and the second term is given as 
)0,(),()0,(),(),( =−==−= −− qEqEqEqEqE qMMqM αααααδ  (6-6) 
The third term is as follows: 
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)CuInO(),CuInO(),CuInO( 222
NqN EqEqE −−=− +δ    (6-7) 
which is the difference between the reference energy level of the defect-free CuInO2 
given by one-particle eigenvalue iε  (e.g. i = VBM or CBM) and the energy level 
determined from the total-energy calculation, Ei. ),CuInO( 2 qE −δ  is very small for 
some semiconductors like GaAs, and is often ignored [Zhang 1998b]. But for CuInO2 
with d character at the VBM (as discussed in Chapter 4 and Chapter 5), this term has 
to be considered. Moreover, the correction is valid only if the reference eigenvalue iε  
in the calculation keeps constant with or without the existence of defects. This is 
reached by performing all the calculations on the supercell of the same size, with the 
same k point sampling, and by lining up the core-levels of the atoms far away from 
the defect in the defect cell with those in the defect-free cell. 
The defect transition level )'/( qqαε  is defined as the value of the Fermi energy 
at which the formation energy of defect α  and charge q is equal to that of another 
charge  of the same defect, that is 'q
)'/()]',(),([)'/( qqqEqEqq −∆−∆= ααεα     (6-8) 
6.2.2 Limits on Atomic Chemical Potential 
Chemical potential of the constituent X is defined as the partial derivative of the 
Gibbs energy G with respect to the amount of X, with temperature, pressure, and 
amounts of all other constituents held constant [CRC 2004]. Standard state for 
chemical potential of component X is defined as its ground state, or phase at 0 K. 
Chemical potentials determine the off stoichiometry of the system and depend on 
different parameters such as partial pressure and growth conditions. 
111 
Point Defects in CuInO2 
In a compound solid, defect properties depend on the chemical potential of the 
component element as shown in Eq. (6-1) and Eq. (6-4). Thermodynamic limits 
constrain the chemical potential values in certain range through three criteria. 
(1) A stable CuInO2 compound has to be maintained: 
OInCu2 2)CuInO( µµµ ++=∆ fH      (6-9) 
where  is the calculated formation energy of solid 
CuInO
eVH f 737.4)CuInO( 2 −=∆
2 (see section 5.2.4). 
(2) Precipitation of solid elemental Cu, In, or O should be avoided: 
0Cu ≤µ , 0In ≤µ  and 0O ≤µ      (6-10) 
where µ  represent the chemical potential of the component, relative to the standard 
value . 0µ
(3) Formation of end point binary compounds should also be avoided: 
)OCu(2 2OCu fH∆≤+ µµ  and )OIn(32 32OIn fH∆≤+ µµ   (6-11) 
where we calculated and)OCu( 2fH∆ )OIn( 32fH∆  in section 5.2.3. 
The calculated formation energy of the end-point binary compounds is -1.337 eV, 
-8.193 eV respectively. If substituting ]OCu[ 2fE∆ , ]OIn[ 32fE∆  and  
in Eq. (6-9) and Eq. (6-11) with the above values, we may have: 
]CuInO[ 2fE∆
737.42 OInCu −=++ µµµ      (6-12) 
337.12 OCu −≤+ µµ       (6-13) 
193.832 OIn −≤+ µµ       (6-14) 
Dividing the sum of Eq. (6-13) and Eq. (6-14) by 2 leads to 
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765.42 OInCu −≤++ µµµ ,     (6-15) 
which seems to contradict with the Eq. (6-12). However, if the calculation uncertainty 
is taken into consideration, it can be interpreted as the formation of the ternary 
compound CuInO2 is comparable with that of the end-point binary compounds in 
terms of energy. This is in good agreement with the experimental work, which will be 
discussed in 6.4.1. Therefore, the constraints listed in Eq. (6-9) to Eq. (6-11) 
degenerate to 
)OCu(2 2OCu fH∆=+ µµ      (6-16) 
)      (6-17) OIn(32 32OIn fH∆=+ µµ
Oµ ,As three of five conditions are associated with  w
From
e start from this variable. 
 Eq. (6-16) and Eq. (6-10) ( 0O ≤µ  constraint), we find 0337.1 O ≤≤− µ ; 
whereas 0731.2 O ≤≤− µ  with Eq. (6-17) and Eq. (6-10). Hen l 
potential of oxygen should be: 
ce, the chemica
034.1 O ≤≤− µ        (6-18) 
The ranges of chemical potentials of the rest can be consequently determined as: 
067.0 Cu ≤≤− µ        (6-19) 
09.210.4 In −≤≤− µ         (6-20) 
6.2.3 Supercell Size & Relaxation Range Determination 
as employed, in 
whi
In our study of point defects, the supercell approach (Fig. 6-1) w
ch a defect α  is placed in an artificially built CuInO2 supercell that is repeating 
itself in 3D space periodically. The shortest distance between defect and its image in 
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the neighboring supercell equals the dimension of the supercell. Because of the 
non-cubic structure of CuInO2, its dipole and quadrupole correction [Makov 1995; 
Neugebauer 1992] could not be calculated accurately. Thus, the dimension has to be 




In order to study the defect physics of the m
Supercells... 
eg. 
Fig. 6-1 Schematic diagram of constructing supercells. 
aterial, artificial supercells were built 
with the computed lattice parameters in 5.2.4. In addition, supercells were built by 
repe
ff energy and k point were 
care
ating the primitive cell only along a and b axes, not extraordinarily lengthy c axis 
(see Fig 4-1), because its purpose is to avoid the artificial interaction between defects 
due to insufficient cell size. The effect of supercell size on defect formation energy 
was examined with a supercell size convergence test.  
Similar to the previous calculations on the component elements and primitive cell 
(5.2), total-energy convergence with respect to cuto
fully tested whenever the supercell size changes. The converged cutoff energy and 
k point for a supercell were also applied to calculations on its defect structure. The 
same pseudopotentials employed in perfect primitive cell calculation (see section 
5.2.4) were used here. 
Defect structures were relaxed with a mode that ions within a certain range 
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(relaxation range) were relaxed, while the rest ion positions, supercell size and shape 
were
e, ionic relaxation was roughly carried 
 (all atoms fixed, except defect), relaxation of the 
near
      (6-22) 
where ENone, ENN and ENNN represent the total energy of the supercell without ionic 
relaxation, with NN relaxed and with NNN relaxed besid
 fixed. The relaxation range was roughly tested from the nearest neighbors of the 
defect to its next nearest neighbors for each supercell size. It was not carefully 
examined until the supercell size was decided. 
Supercell Size Convergence 
In order to find the supercell of proper siz
out at three levels: none relaxation
est neighbors (NN) (defect and its NN moveable) and relaxation also including the 
next nearest neighbors (NNN) (defect, its NN and NNN moveable). The relaxation 
range could be examined with two coefficients as 
NoneNN EENoneNN −=∆ )/(1       (6-21) 
NNNNN EENNNNN −=∆ )/(2
es NN. Cell-size effect was 
evaluated by examining a coefficient which is defined for a supercell as  
)/()/()/( 1212 NoneNNNNNNN ∆−∆=∆∆∆    (6-23) 
Whenever )/( 12 ∆∆∆  converges as cell size increases, cell size is large enough for 
the defect study. 
e effect an
VIn) at (0, 0, 0.5) in the direct coordinates. Here, comparative tests 
wer
Cell siz d relaxation range coefficients were calculated for the neutral 
indium vacancy (
e performed on 1×1×1 (12 atoms) conventional cell, 2×2×1 (conventional cell 
doubled in a and b directions, with 48 atoms), 3×3×1 (108 atoms) and 4×4×1 (192 
atoms) supercells. The supercells were also relaxed with the cell size and shape fixed. 
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The calculation results are given in Table 6-1 and Fig. 6-2. 
 
 Ta 1 g 6  can f e trends. defect on 
nergy decreases as expected as the relaxation range increases.  (Eq. 
(6-2
s that the larg
From ble 6- and Fi -2, we ind thre  First, formati
e )/(1 NoneNN∆
1)) and )/(2 NNNNN∆  (Eq. (6-22)) generally decrease as the cell size increases 
and the former decreases faster than the latter. This indicate er the 
supercell, the m  the geometry relaxation is, and the less the strain energy 
is stored in the supercell. The only anomaly is no change of energy in the 2×2×1 
supercell with further relaxing NNN ( 0)/(2
ore effective
=∆ NNNNN ). Analysis on the NNN 
relaxation in the 2×2×1 supercell shows that NNNs (6 In neighbors in the same 
monoatomic layer as VIn) are refrained fr metry constraints. Second, 
defect formation energy decreases from the conventional unit cell to the 3×3×1 
supercell, but then increases at the 4×4×1 supercell. Decrease of defect formation 
energy can be explained as the decreased proportion of strain energy stored in the cell 
with the supercell size increased. The interaction between defects due to insufficient 
separation may also lessen as the cell enlarged. Increase of the defect formation 
energy, however, is interpreted as the supercell size effect. Third, supercell size 
coefficient )/( 12 ∆
om moving by sym
∆∆  (Eq. (6-23)) approaches to a limit as the cell size increases. 
Taking both the size convergence test and the computation cost into account, we 
employed th argest supercell with 108 atoms in the following work.  e second l
Table 6-1 Cell size convergence test on VIn. Energy is in eV. 
∆Ef  Supercell 
None NN NNN 
∆1 (NN/None) ∆2 (NNN/NN) ∆(∆1/∆2) 
1×1×1 8.6 0.439 90 8.245 8.240 -0.445 -0.006 
2×2×1 6.961 6. 6.292 -0.668 0.000 0.668 
5 4. 4
292 
3×3×1 .638 697 .550 -0.941 -0.147 0.794 
4×4×1 6.610 5.562 5.331 -1.048 -0.231 0.817 
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After the determination of the supercell size, the relaxation radii for different 
ent were examined. Two criteria were 
appl
Fig. 6-2 Cell size convergence test on VIn. The supercell sizes are specified as 















ation Range Convergence 
defect types in different coordination environm
ied: the energy criterion and the geometry criterion. For the energy criterion, two 
or more calculations with different relaxation range were carried out. If further 
increasing the relaxation range leads to a change of less than 0.1 eV in terms of total 
energy, the energy criterion is satisfied. On the other hand, the geometry criterion is 
satisfied if the positions of the furthest movable ions vary less than 0.167 Å, 5% of the 
standard length, compared with the corresponding positions in the perfect cell. The 
standard length (r0) is defined as the shortest distance between one atom and another 
of the same chemical kind in a perfect crystal, which is unique for each delafossite. 
Evaluations of the relaxation ranges for the three vacancies are listed in Table 6-2 
based on these two criteria. 
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Table 6-2 Relaxation range determination for different vacancies. E is the total energy of 
E ′  the defect cell with the relaxation range adopted in our study; while is that with the 
 or smaller than the adopted range. Their difference ∆E is 
dn is the relaxing distances of the nth nearest neighbors. 
The symbol and the number in the parentheses indicate the chemical type and the amount 
relaxation range a bit bigger
evaluated for the energy criterion. 
of the neighbors. 
Energy criteria/ eV Geometry criteria/ Å
Defect 
E′  E  E∆  d1 d2 d3 d4
VCu -560.169 -560.144 0.025 0.03 (2O) 0.06 (6Cu) 0.06 (6In)  
VIn -556.996 -557.066 -0.071 0.25 (6O) 0.05 (6In) 0.16 (6Cu)  
-556. .011 0.15 (1Cu) 0  <0.01(6O) VO 657 -556.668 -0 .03 (3In) 0.03 (3O)
 
rom  s t i o e 
ood enough according to our criteria. As the relaxation radius is mainly associated 
with
. 6-3. Park et al. [Park 2003] suggested that Oi stays in the center of the 
Cu3
F  Table 6-2, it can be een tha  the relaxat on radii ad pted for vacancies ar
g
 the space occupancy and the coordination environment, we regard the relaxation 
radii determined by the study of vacancies could be further applied in the future work 
on antisites. 
For interstitials, however, the probable defect center is in O3-Cu3-O3 cage as 
shown in Fig
 triangle (composed by the 3 Cu in Fig. 6-3), which may not fit to apply to the 
cases of cation interstitials if the electronic repulsion is considered. Both of Cu3-O3 
cages (Cage-I and Cage-II in Fig. 6-3) are somewhat able to accommodate extra ions, 
although they could be a bit different in terms of the chemical or electronic 
environment on the farther ends. Three types of interstitials are all considered in the 
relaxation range study, with a guess on their initial positions. They found the local 
minimum with geometry optimization of their and the neighbors’ positions. For 
example, the extra O atom was originally put into the center of Cu3 triangle, the 
triangle at the interface of Cage-I and Cage-II in Fig. 6-3. Based on the knowledge of 
the ionic relaxation range from the study of vacancies, the ionic relaxation was 
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applied to the ions no further than the 3rd nearest neighbors to each atom of O3-Cu3-O3 
cage. It finally relaxed in Cage-I. 
O
 
The moving distances for the neighbors within certain ranges are listed in 
 reference. With a careful examination on the relaxation range
Table 
6-3 for , we were able to 
obta
nth nearest neighbors. The symbol and number in parentheses indicate the chemical type 
in trustworthy results with less calculation effort. 
Table 6-3 Moving distances of neighbors for interstitials. dn is the moving distance of the 
and the amount of the nth nearest neighbors.  
Moving distances of neighbors/ Å
Defect 
d1 d2 d3 d4 d5 d6 d7 d8
Cui (3Cu) (3O) (3
0.004 0.07   0.286 0.020 0.034 0.066 

























































Fig. 6-3 Schematic drawing of Cage-I and Cage-II for interstitial sites; the two 
cages are a bit different at the far ends in terms of chemical environment. Left 
small drawing is the conventional cell of delafossite, showing position of the 
interstitial cages in a conventional cell.
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After determining the computation parameters in 6.2, the calculation results on all 
intrinsic point defects in CuInO  are presented in this section. Starting from the study 
of neutral intrinsic point defects in 6.3.1, we obtained their formation energy and 
examined the dependence of defect formation energy on the chemical environment. 
Then in 6.3.2, several selective defect species with reasonable formation energy at 
their neutral states were examined for all possible charge states. We show the 
dependence of the formation energy and the abundance of the defects on both the 
chemical environment and the doping conditions (E ). In 6.3.3, defect transition levels 
were then obtained. Intrinsic point defects were thus examined for their effects on the 
electronic properties of CuInO  as shallow/ deep donor/ acceptor levels. 
6.3.1 Neutral Intrinsic Point Defects 
6.2.3, a 3×3×1 super-imposing of the 
ground-state primitive cell (as calculated in 5.2.4) was employed in all defect 
calculations. The atoms were allowed to relax within the relaxation ranges from the 
defects as identified in 6.2.3. Volumes and shapes of the supercells were kept constant 
while the ions were relaxed. The same pseudopotentials used in the calculation of 
perfect conventional cell and a cutoff energy of 400 eV were employed in all the 
defect calculations. In addition, because of the large size of the 3×3×1 supercell, only 
one k point is necessary to be considered for k space integrations. 
rgy of the neutral 
intrinsic point defects in CuInO  was calculated. These defects include vacancies and 
interstitials of the three components, and the antisites of every component substituting 
each of the rest two. All the neutral intrinsic point defects considered in this study and 




Based on the supercell size analysis in 
Using the formalism discussed in 6.2.1, the formation ene
2
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defect types are grouped according to their related component type. Formation energy 
of each defect is given at the chemical potential limits of the related component. As 
antisite is actually associated with two components, they are grouped by the one 
substituting the lattice site to avoid repeat, i.e., CuIn is listed in the Cu group. 
Table 6-4 Formation energy )0,( =∆ qH f α  (Eq. 6-1) of all the neutral intrinsic point 
defects in different chemical environments. Values after band gap correction are 
in “BG correction” column. 
given 
rmation energyDefects Fo  of defect )0,( =∆ qH f α  /eV 
Cu related µCu minimum BG correction µCu maximum BG correction 
V 0.498 Cu 0.498 1.167 1.167 
Cui 2.081 1.412 2.122 
In related µIn m BG ion µIn m BG ion 
 2.791 
CuIn -0.391 -0.391 0.946 0.946 
CuO 7.327 9.457 5.322 7.452 
minimu  correct maximu  correct
VIn 1.257 1.257 3.263 3.263 
Ini 5.321 7.451 3.315 5.445 
InCu 3.241 4.661 1.903 3.323 
InO 14.074 17.624 10.731 14.281 
O related µO m BG ion µO m BG ion maximu  correct minimu  correct
VO 3.444 4.864 2.107 3.527 
Oi 0.137 0.137 1.474 1.474 
OCu 2.583 2.583 4.589 4.589 
OIn 4.232 4.232 7.575 7.575 
 
Fig -4 shows t endence ect formation energy on the chemical 
otential of oxygen. For example, the lowest formation energy of Oi locates in oxygen 
rich
. 6 he dep of def
p
 conditions (µO = 0 eV) with eV 137.0)O( =∆ ifH , whereas it has the highest 
formation energy in oxygen poor conditions (µO = -1.34 eV) with 
eV 474.1)O( =∆ ifH . From Fig. 6- nor-like defects have lower 
formation energy, i.e. they are easier to form, in oxygen poor conditions; whereas 
are easier to form in oxygen rich conditions. For example, the 
formation of InV  (acceptor-like) is easier in oxygen rich conditions, but becomes 
4, we can see that do
acceptor-like defects 
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difficult in oxygen poor conditions, which is quite opposite for VO (donor-like). 
However, both of them are more difficult to form than VCu (acceptor-like), indicating 
the importance of oxygen and indium in constructing the crystal. 
15
 
From Fig. 6-4 and Table 6-4, we deduce that, depending on the partial pressur
sic point defects in CuInO
e of 
oxygen, the most abundant intrin 2 are acceptor-like defects 
like
Fig. 6-4 Chemical environment dependence of defect formation energy for all 
the neutral intrinsic point defects. Red lines represent acceptor-like defects; 
whereas black lines for donor-like ones.































 VCu, Oi, and CuIn. Without intentionally doping, CuInO2 is abounding with 
acceptor-like intrinsic defects. This asymmetry in terms of intrinsic doping in CuInO2 
is also observed in CuAlO2 [Katayama-Yoshida 2003] and CuGaO2 [Nie 2002]. The 
defects with lower formation energy at neutral states were also chosen for further 
study of charged defects and defect transition levels. 
6.3.2 Charged Intrinsic Point Defects 
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Similar to the extrinsic point defects, intrinsic point defect can be predicted to be 
donor-like (donate electrons) or acceptor-like (accept electrons) simply by comparing 
the valence electrons of the defect and the host elements. Briefly, charge states could 
be determined according to the defect type. For interstitials, the charge states are 
similar to the nominal valency that the element could be in its compounds, e.g. -2, -1 
or 0 for O . For vacancies, defect states are created from the valence band states of the 
host. Thus, the charge states for V , for example, are 0, 1 and 2. For antisites, the 
charge states follow one of the above rules, depending on the relative valency of the 
intruder and the native. If the valence of the intruder is higher, it observes the rule for 
interstitial; otherwise, the rules for vacancies should be applied [Wei 2002]. 
ively low 
formation energy in their neutral state, were chosen for charged defect study. Since we 
are interested in the bipolar dopability, half of the candidates are donor-like defects 
and half are acceptor-like. 
ogy discussed in 6.2.1, 
i
O
In our calculation, eight of the total 12 intrinsic point defects with relat
Based on the methodol ),( qE α∆  was calculated from Eq. 
(6-5) and th
ple, 
for  the lowest defect formation energy occurs in oxygen rich conditions and E  
−
ould be easily found by adding or su
potential of the related components. Formation energy of donor-like defect is also 
subject to the band gap correction, as for neutral ones, which will be further discussed 
in 6.4.2. In Table 6-5, transition levels within the electronic band gap or near the band 
edges are also listed, which will be discussed in 6.3.3. 
e results are listed in Table 6-5. The defect formation energy fH∆  at 
different chemical potentials and EF can be deduced through Eq. (6-4). For exam
i
1O− F
at the CBM with 60.039.1)1(079.0)O( −=×−+−=∆ ifH eV. Hence, the defect 
formation energy c btracting the chemical 
1
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Table 6-5 Defect formation energy in term of ),( qE α∆  in Eq. (6-5) and defect transition 
levels )/( qq ′αε  of Eq. (6-8).  
Defect α  ),( qE α∆ / eV n   n  q  Cu Inn O
1Cu +i  2.55 +1 
0Cu i  2.83 
+1 0 0 
0 
Defect transition leve 1)= -1.11 eV l: (0/+ CE
0
InCu  3.06 0 
1
InCu
−  3.46 +1 -1 -1 0 
Defect transition leve -1)= +1.50 eV; (-1/0)= .39 eV 
2
InCu
−  4.96 -2 
l: (-2/ VE V +0E
0
CuV  1.17 0 
1
CuV
−  1.50 -1 0 -1 0 
Defect transition leve -1)= +1.50 eV; (-1/0)= .33 eV 
2
CuV
−  3.00 -2 
l: (-2/ VE VE +0
0O i  0.14 0 
1O−i  0.79 0 0 -1 +1 
Defect transition leve -1)= +1.77 eV; (-1/0)= .65 eV 
2O−i  2.56 -2 
l: (-2/ VE VE +0
0
InV  5.38 0 
1
InV
−  5.53 -1 
0 -1 0 
Defect transition leve -1)= +1.31 eV; (-1/0)= +0.15 eV 
2
InV
−  6.85 -2 
3
InV
−  9.27 -3 
l: (-2/ VE VE
2
OV
+  5.78 +2 
1
OV
+  4.74 0 0 +1 -1 
Defect transition leve 1)= -1.26 eV 
0
OV  4.86 0 
l: (0/+ CE
3In+i  5.26 +3 
2In+i  3.05 +2 0 +1 0 
Defect transition leve 1)= -0.57 eV 
1In+i  2.51 +1 




+  1.58 +2 
1
CuIn
+  0.83 -1 +1 +1 0 
Defect transition leve 1)= -1.01 eV 
0
CuIn  1.58 0 
l: (0/+ CE
 
Fig. 6-5 shows the formation energy of donor-like intrinsic defects in their related 
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charge state varying as a function of chemical potential of oxygen, with EF at (a) the 
VBM and (b) the CBM, whereas Fig. 6-6 shows that of acceptor-like intrinsic defects 
with EF at (a) the VBM and (b) the CBM. Examining Fig. 6-5 and Fig. 6-6 and 
comparing with Fig. 6-4, we may find similar dependence on oxygen chemical 
potential as shown for neutral defects. In general, acceptor-like intrinsic point defects 
have lower formation energy compared with door-like counterparts. Acceptor-like 
intrinsic point defects have lower formation energy in oxygen rich conditions, 
whereas donor-like ones are easier to form in oxygen poor conditions. This means, by 
controlling the partial pressure of oxygen during the fabrication process, we can 
introduce n- or p- type intrinsic defects or suppress their formation intentionally. 
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Fig. 6-5 Formation energy of donor-like defects as a function of oxygen chemical 
potential when EF is at (a) the CBM or (b) the VBM. 
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Fig. 6-6 Formation energy of acceptor-like defects as a function of oxygen 
chemical potential when EF is at (a) the CBM or (b) the VBM. 
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6.3.3 Defect Transition Levels 
Based on the formalism discussed in 6.2.1, the defect transition energy levels for 
different defect types with various charge states were calculated using the results 
listed in Table 6-5. 
By changing the Fermi level we can simulate the changes of the dopant 
concentration. Fig. 6-7 and Fig. 6-8 show our calculation results on defect transition 
levels graphically. For dominant defects, the formation energy values are shown in 
Fig. 6-7 as a function of Fermi level at the two oxygen chemical potential limits. 
),( qH f α∆  also varies as a function of the doping level. The slope of each line in the 
figures corresponds to the charge state of the defect. For each defect, the line for a 
particular charge state is shown over the range where this charge state has the lowest 
energy of all possible charge states. The kinks thus correspond to the transitions 
between charge states. For example, in oxygen rich conditions (Fig. 6-7 (a)), 
has the lowest formation energy of 0.498 eV when E
0
CuV  
F is 0.33 eV above the VBM 
when EF = 0 eV. As EF moves further towards the CBM,  becomes the stable 
charge state. The formation energy of  linearly decreases at a rate equal to its 
charge state -1. The kink in  line is its acceptor level or (-1/0) charge state 






In antisite has the lowest formation 
energy, and thus the highest population for all EF positions at both oxygen limiting 
chemical potentials. 
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Fig. 6-7 Formation energy of eight intrinsic defects as a function of  in (a) 
oxygen rich conditions and (b) oxygen poor conditions. Charge state q
determines the slope of each line segment. Solid dots denote values of  where 































Fig. 6-8 Defect transition levels of intrinsic point defect in CuInO2. Left panel contains 
transition levels of acceptor like defects that interact with the VBM; right panel are 
donor-like defects related to the CBM. The numbers in parenthesis denote the charge 
states of the transition level, e.g. (-1/0) indicates that the neutral state is stable below the 
transition level and the -1 state becomes dominant as EF moves towards the CBM. 
 
Fig. 6-8 shows the defect levels in a more straightforward way. From Fig. 6-8, we 
can see that VIn forms a shallow acceptor (-1/0) transition level at about 0.15 eV 
above the VBM. VCu and CuIn form relatively deep acceptor levels at 0.33 eV and 
0.39 eV above the VBM, respectively. Although they form slightly deeper charge 
transition levels than VIn, they are expected to be abundant due to their lower 
formation energy. This predicts the possible p-type conductivity in the defect 
structured CuInO2. However, experimentally it is an insulator without intentionally 
doping. The experimental result could be attributed to many different causes, like 
lacking in target defects in ionic-exchange fabrication process or mixing of other 
binary or ternary compounds that can compensate p-type conductivity. On the other 
hand, the calculation results predict that donor-like intrinsic point defects in CuInO2 
form very deep transition levels. As a result, intrinsic point defects do not support 
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active n-type conductivity. Moreover, defect formation energy values for these 
donor-like point defects are higher than 2.5 eV, which is very likely to suppress their 
formation under thermal equilibrium conditions. 
6.4 DISCUSSIONS ON MISCELLANEOUS OBSERVATIONS  
In this section, miscellaneous respects of our calculations are discussed. In 6.4.1, 
the apparent discrepancy in terms of energy between CuInO2 and its end-point binary 
compounds (found in 6.2.2) is discussed in detail. Due to the ground-state feature of 
DFT, band gap values are always underpredicted and hence corrected in point defect 
calculation. Subsection 6.4.2 analyzes the effect of the band gap correction on the 
defect formation and defect levels. Different geometry optimization schemes could be 
applied to find the relaxed supercells. In 6.4.3, merits and demerits of different 
relaxation schemes are compared. In 6.4.4, the relaxation of neighboring atoms 
around defects is further analyzed. We propose that the packing efficiency may 
account for both the atomic relaxation modes and the asymmetric response of CuInO2 
towards external pressure. 
6.4.1 Formation of CuInO2 from Cu2O and In2O3
Let us consider the reaction of fabricating CuInO2 from the end-point binary 
compounds, Cu2O and In2O3 as follows: 
2322 2CuInOOInOCu ⎯→⎯+ ∆H      (6-24) 
Taking the calculated reaction enthalpy of the end-point binary compounds 
(-1.337 eV and -8.193 eV) and CuInO2 (-4.737 eV), we may find the theoretical H∆  
for the reaction is: 
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( ) eVEEEH 056.0]OIn[]OCu[]CuInO[2 3222 =∆+∆−∆×=∆   (6-25) 
Thus, the formation of the ternary compound CuInO2 is found to be comparable with 
that of the end-point binary compounds in terms of energy. In other words, fabrication 
of ternary CuInO2 from the parent elements is no more energetically economy than 
that of the end-point binary compounds Cu2O and In2O3. 
The result is consistent with the fact that it is difficult to fabricate CuInO2 by 
solid state reactions with the end-point binary compounds in Shimode’s [Shimode 
2000] and Hahn’s [Hahn 1955] studies. In Shimode’s study, solid state reactions could 
produce CuInO2 neither in the Cu2O-In2O3 system nor in the Cu2O-In(OH)3 system, 
although many other delafossite compounds were successfully fabricated by the solid 
state reaction of the end-point binary oxides. As a result, CuInO2 is often produced 
through ion-exchange reaction method with the alkali ternary compounds like LiInO2 
at high temperature. 
Our calculation result explains the difficulty of fabricating CuInO2 by the solid 
state reaction of end-point binary compounds. The agreement between them further 
verifies our calculations using VASP. 
6.4.2 Band Gap Correction & Its Effect on Defect Transition Levels 
Due to the ground-state feature of DFT method, calculated band gap values are 
generally underestimated, so that the calculated band gap has to be corrected. As we 
found in 5.5 that the measured optical band gap of CuInO2 is the “apparent band gap” 
corresponding to the band edge difference at L position in the 1st Brillouin Zone, the 
LDA correction is calculated as 0.71 eV, the difference between the experimental 
band gap value (3.9 eV) and the calculated direct band gap at L (3.19 eV). Then the 
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band gap is scissored in the middle and then sewn with the CBM shifting 0.71 eV 
upwards. 
Consequently, we can expect that the defect (transition) levels in the gap might be 
lower than they should be. We assume that acceptor-like defect levels will not be 
affected by the band gap correction, as they are related to the VBM. Formation energy 
of acceptor-like defects is also not subject to any band gap correction. Only the defect 
levels of the donor-like defects follow the CBM shift of the same amount. Meanwhile, 
defect formation energy was corrected accordingly. A crude way to do this is by 
increasing the formation energy values of the donor-like defects by 0.71·nelect eV, 
where nelect is the number of valence electrons occupying the defect level, e.g. 
eV , 71.02× 71.01× eV and 71.00× eV were added to the formation energy of VO at 
0, +1 and +2 charge states, respectively. 
Now, let us see the effect of band gap correction on our previous conclusions 
about defect transition levels. As mentioned above, both the formation energy and the 
defect transition levels of the acceptor-like defects are not affected by the band gap 
correction. We only need to examine the effect of correction on donor-like defects. 
Instead of the absolute values in the band gap, we are interested in the relative 
positions of the defect levels to their related band edges, e.g., the CBM for donor-like 
defects. As the donor-like defect levels shift at the same amount as the CBM, our 
conclusion on them as deep or shallow levels do not change with or without band gap 
corrections. 
Band gap correction could not vary our conclusions on the relative abundance of 
intrinsic defects, either. In oxygen rich conditions, the most abundant four defects, as 
can be seen in Table 6-4, are CuIn, VCu, Oi and Cui before band gap correction; after 
band gap corrections the first three defect types, all acceptor-like, still dominate in 
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oxygen rich conditions. In oxygen poor conditions, the formation energy of donor-like 
defects decreases, especially for Cui. But their formation energy is still higher than 
p-type defects CuIn and VCu before band gap correction. Furthermore, as Cui is a deep 
donor-like defect, its formation does not contribute much to the conductivity. 
Therefore, CuIn and VCu are the most abundant intrinsic defects in both oxygen rich 
and oxygen poor conditions. Band gap corrections do not alter our conclusions on the 
relative abundance of intrinsic point defects. Acceptor-like intrinsic defects dominate 
in the non-intentionally doped material. Asymmetry in terms of intrinsic doping can 
be observed in CuInO2 from our intrinsic point defect calculation. 
6.4.3 Geometry Optimization Schemes for Supercells 
A supercell can be geometrically optimized with different schemes to obtain a 
relaxed structure. One scheme is similar to the geometry optimization for a fully 
relaxed primitive cell. That is, the fully relaxed structure can be found by relaxation 
on a series of selected cell sizes with cell shape and ionic positions variant but cell 
size fixed (Mode IV in Table 5-5). The optimized structure parameters are found by 
fitting the total energy and the cell size to EOS. The other scheme is to construct a 
supercell from the fully relaxed primitive cell and to relax the structure with only the 
ion positions variant (Mode I in Table 5-5), which was adopted in our calculation. 
Both schemes have their advantages and disadvantages. In the first scheme, there 
could be a little inconsistence between the structure parameters found with supercells 
of different sizes after EOS fitting as found in this work. The difference of the lattice 
constant a for the conventional primitive cell calculated from different supercell could 
be about 0.005 Å. This might be quite confusing at the first glance because a crystal 
does not change after translating no matter a unit cell or a supercell in 3D based on 
134 
Point Defects in CuInO2 
the Bloch theory. But this discrepancy may not be that difficult to understand if the k 
point integration in the self-consistent calculation is considered. Computation cost 
might be enormous in this scheme due to the great number of electrons in the 
supercell system. On the other hand, the effect of introducing defects on the cell size 
or cell shape could only be possibly studied with the supercell obtained by this 
scheme. 
The second scheme would never meet the problem of any discrepancy between 
the structure parameters in different supercells because both the size and the shape are 
refrained from any change. But, since the positions of the ions are variables, it is 
possible to find some inconsistence between the internal parameters if there is any. We 
should note that the ionic relaxation for the supercell is unavoidable. Otherwise, it 
will be difficult to distinguish the ionic relaxation due to the defect from that because 
of an apparent “perfect” supercell (not fully relaxed one). Computation cost of this 
scheme is quite low compared with the former. However, the influence on the cell size 
and shape after introducing defects cannot be examined with the supercell obtained by 
this scheme. 
6.4.4 Ionic Relaxation and Packing Efficiency 
The changes of the atom positions neighboring to different vacancy species were 
also examined. For vacancies and antisites, ions are found to relax in two different 
ways. Each shell of atoms around the defect at Cu or In positions relax symmetrically; 
whereas the atoms around the oxygen-position related defects relax asymmetrically, 
mainly due to the asymmetrical chemical and structural environment around it. For 
interstitials, on the other hand, asymmetrical relaxation is observed. Both Cage-I and 
Cage-II (see Fig. 6-3) are occupied by some ions based on the interstitials’ signs of 
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charge. Different from what was expected for Oi, the center of the Cu3 triangle is not 
occupied. Cation interstitials (Cui and Ini) were found to occupy Cage-II, close to the 
Cu3 layer, probably due to the size effect (O2- is huge compared with Cu+). Oi is in 
Cage-I, also close to the Cu3 layer. Different preference of interstitials to Cage-I or 
Cage-II further confirms the different chemical and electronic environment in the two 
cages because of the difference in packing sequences adjacent to the two ends of 
O3-Cu3-O3 cage. 
It is also interesting to compare the changes of neighboring positions for Cu and 
In vacancies, where both of them have a symmetrical nearest neighborhood with 
oxygen as the nearest neighbors, cations of the same kind as the next nearest 
neighbors and cations of the other kind as the 3rd nearest neighbors. When an In is 
removed from a supercell, its nearest neighbors (O) moves away from it due to bond 
eliminating; whereas the neighbors (O) moves towards  to reduce the open 
space. 
CuV
Supposing atoms in a lattice are spherical with their size determined by the 
elements’ ionic radii, we may find the packing efficiency (the fraction of the volume 
occupied by atoms) in the [CuO2] dumbbell layer and that of the [InO2] edge-sharing 
octahedral layer. The packing efficiency in [CuO2] layer (32%) is found to be less 
than half of that in [InO2] layer (80%). Hence, even if taking the slight overestimate 
of the O2- size and the underestimate of the cation sizes into consideration, we still 
may expect a much more compacted [InO2] layer and a relatively roomy [CuO2] layer. 
Moreover, as the ionic radii of the three component elements are able to give good 
approximation of the interatomic distances [Sasaki 2003], we may have more 
confidence in the estimated packing efficiency. Because of the layered structure and 
the difference in packing efficiency in the alternate layers, oxygen atoms, at the 
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interface of the layers, are very likely to have different dependence on its neighboring 
cations. 
The difference in packing efficiency also determines that the interstitials could 
accommodate in one of Cu3-O3 cages (Fig. 6-3). For interstitials, the size effect 
dominates while the electrostatic effect also influences the deformation of the lattice 
with an interstitial. An interesting phenomenon is observed in oxygen interstitial case: 
Instead of being pushed aside from the interstitial site in a-b plane as what happens in 
cation interstitial cases, the nearest Cu3 neighbors are attracted towards Oi although 
they moved further away from Oi in -direction due to the size effect. Comparing the 
formation energy of O
c
i and Cui, we may find that Oi is easier to form than Cui 
although Cu cation has a much smaller size. It is attributed to the electronic repulsion 
between Cui to the nearest Cu3 cations. 
Point defects may introduce stress and strain in their neighborhood, so does the 
external pressure. The difference is that the former is microscopic while the latter is 
macroscopic. In this sense, different responses of its neighbors towards the formation 
of each vacancy species may relate to the macroscopic anisotropism towards the 
external pressure. As mentioned earlier, there is anisotropism towards the external 
pressure in CuInO2. For a layered structure, anisotropism is readily expected, like that 
in graphite. However, with chemically different layers in the ternary compound, there 
could be different causes for the anisotropic property. Actually, the vibration of 
packing efficiency from layer to layer may correspond to the anisotropic deformation. 
With the relatively compact packing in [InO2] layers, the lattice is less capable of 
deforming in a-b plane; whereas in c-axis, the lattice could be expand or contract 
without too much energetic compensation due to the roomy [CuO2] layers. Therefore, 
not only the difference between interlayer and in-layer forces as in graphite, but also 
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the different packing efficiency and hence the bonding strength between different 
species of atoms stand for the mechanical anisotropism in CuInO2. 
6.5 ISOLATED EXTRINSIC POINT DEFECTS 
After the first fabrication of CuInO2 [Shimode 2000], Yanagi et al. [Yanagi 2001] 
deposited CuInO2 thin film that can be p- and n-type semiconductive by doping Ca2+ 
and Sn4+, and later produced the first transparent homogenous p-n junction with this 
material. Thus, two types of extrinsic point dopants, Ca2+ and Sn4+, are studied with 
substituting different cation sites at all possible charge states in this section.  
The rest part of this section is arranged as follows. In 6.5.1, dopant sources are 
calculated for the chemical potential limits of dopant elements. In 6.5.2, Ca2+ and Sn4+ 
are examined as antisites in CuInO2 for their defect formation energy and defect 
transition levels. In 6.5.3, the experimental results are attempted to be explained based 
on our theoretical study. 
6.5.1 Dopant Source and Dopant Elements 
In our study of CuInO2:Sn and CuInO2:Ca, SnO2 and CaO were chosen as the 
sources of dopants respectively. As chemical potential varies with the change of 
chemical environment in a solid, variation of dopant chemical potential could be 
estimated through balancing the chemical potential of oxygen in the dopant source 
and in the ternary compound (refer to 6.2.2 and 6.2.3). The chemical potential of 
oxygen is not expected to be greatly influenced by the limited doping confined by the 
isolated dopant condition in our study. 
The total energy of Sn, Ca and CaO were calculated in a similar way as in the 
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study of Cu in 5.2.1. The ground state phase for tin is α-Sn with covalent bonding and 
a cubic diamond structure. A series of cubic diamond α-Sn with different volumes 
were calculated with planewave cutoff energy of 350 eV and a Monkhorst-Pack grid 
6×6×6 k point in the IBZ of the reciprocal space. Calcium with fcc structure was 
treated similarly with cutoff energy of 400 eV and a 6×6×6 k point sampling. The total 
energy of CaO with FM3-M symmetry was calculated with cutoff energy of 500 eV 
and a Monkhorst-Pack grid 4×4×4 k point. The total energy for different volumes was 
then fitted to EOS to obtain the equilibrium lattice constant, the ground state total 
energy and the bulk modulus for each of them. 
Table 6-6 Calculated lattice constants and bulk moduli of Ca and α-Sn, compared with 
the experimental data. Atomic energy or standard chemical potentials of them are listed 
in the final section. Percentages in parenthesis indicate the difference of the calculated 
results from experimental data. 
 Ca Sn 
  Lattice constant/ Å
This work 5.54 (-0.87%) 6.645 (2.40%) 
Experiment [a] 5.5884 6.4892 
 Bulk modulus/ GPa
This work 18.6 36.2 
Experiment [b] 15.2 42.6 
 Atomic energy/ eV
This work -1.909 -3.829 
[a] Lattice constant for Ca, refer to [Bernstein 1959]; for Sn, refer to [Thewlis 1954] 
[b] Refer to [Kittle 1996] 
 
Calculation on SnO2 is a bit different from the rest due to an internal parameter in 
this structure. As a result, ionic relaxation with cell shape and volume fixed for a 
series of selected cell sizes was carried out before the static calculation on the relaxed 
structures. The total energy and volume of each relaxed structure were then fitted to 
EOS for the structural and mechanical parameters. We have calculated the bulk 
properties of SnO2 with P42/MNM symmetry using planewave cutoff energy of 500 
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eV and a Monkhorst-Pack 6×6×6 k point. 
Table 6-7 Calculation results on CaO and SnO, compared with the existing experimental 
data. Percentages in parenthesis indicate the variation of the calculated results from 
experimental data. 
  CaO SnO2
   Lattice constant/ Å   
 a a c internal parameter c/a 









Experiment[a] 4.8152 4.7397 3.1877 0.30635 0.6725 
   Formation energy/ kJ·mol-1
This work 592.8   489.7  
Experiment[b] 603.3   515.8  
 Bulk Modulus/ GPa
This work 107.2   166.6  
Experiment[c] -   -  
[a] For SnO2, refer to [Yamanaka 2000]; whereas for CaO, refer to [Shen 2000] 
[b] Ref. [CRC 2004] 
[c] Not found. 
 
Calculated lattice constants and bulk moduli of Ca and α-Sn of our calculations 
are compared with the experimental data in Table 6-6, whereas a similar comparison 
for CaO and SnO2 is given in Table 6-7. A general agreement of the calculation results 
to the experimental data can be found. Thus the chemical potential ranges of Ca and 
Sn can be obtained as 81.414.6 Ca −≤≤− µ  and 40.208.5 Sn −≤≤− µ . 
6.5.2 Formation Energy and Defect Transition Levels 
In the intrinsic point defect study, it shows that the cation interstitials have much 
higher formation energy than other defects; dopants in the supercell are therefore 
studied mainly as substitutes. The same supercell and relaxation scheme for intrinsic 
antisite study was applied to examine the defect formation energy and defect 
transition levels of substitutes. To ensure the same reference eigenvalue iε  used in 
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the calculation, the same cutoff energy and k point sampling were employed. 
Based on the same formalism in the intrinsic point defect study, substitute defect 
formation energy ),( qH α∆  (Eq. (6-1) or Eq. (6-4) for neutral or charged defects) 
and defect transition levels (Eq. (6-8)) were obtained and listed in Table 6-8. Fig. 6-9 
shows the dependence of defect formation energy on the position of EF in oxygen rich 





Table 6-8 Formation energy (Eq. (6-3)) of Ca or Sn substitutes on Cu or In positions 
and defect transition levels when EF locates at the VBM. Formation energy ),( qH f α∆
is also given at different charge state and chemical environment. All the defect 
transition levels listed in are those within the band gap, except the first one where only 
one transition level is available. 
),( qH f α∆ / eV Defect q  nCu/In nSn/Ca
O rich O poor 
0
InCa  0 -0.75 -0.08 
1
InCa
−  -1 
-1 +1 
-0.35 0.32 
Defect transition levels: (-1/0)= +0.40 eV VE
1
InSn
+  +1 1.38 0.71 
0
InSn  0 
-1 +1 
1.61 0.94 
Defect transition levels: (0/+1)= -1.16 eV CE
1
CuCa
+  +1 2.86 2.20 
0
CuCa  0 
-1 +1 
3.27 2.60 
Defect transition levels: (0/+1)= -0.99 eV CE
3
CuSn
+  +3 9.01 7.01 
2
CuSn
+  +2 6.72 4.72 
1
CuSn
+  +1 6.09 4.08 
0
CuSn  0 
-1 +1 
6.74 4.73 
Defect transition levels: (0/+1)= -0.74 eV CE
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Fig. 6-9 Formation energy of Ca or Sn dopant substituting Cu or In, as a function of 
 in (a) oxygen rich and (b) oxygen poor conditions. Charge state 
determines the slope of each line segment. Solid dots denote values of  where 
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From Table 6-8 and Fig. 6-9, we can see that the donor-like substitutes (CaCu, SnIn 
and SnCu) have lower formation energy in oxygen poor conditions; whereas the 
acceptor-like substitutes (CaIn) have lower formation in oxygen rich conditions. This 
explains some experimental observations in Yanagi et al.’s study [Yanagi 2001]. In 
their work of depositing Sn doped CuInO2 thin film, they found the optimal 
deposition condition in terms of optoelectronic properties of CuInO2: Sn is the lowest 
possible oxygen partial pressure for a stable film. 
Moreover, as the position of EF moves from the VBM to the CBM, donor-like 
substitutes become harder to form, whereas acceptor-like ones easier to form. EF 
moving towards the CBM indicates an increase of electronic concentration. Therefore, 
increasing electronic concentration makes donor-like impurity harder to form, but 
acceptor-like impurity easier to form and compensate free electron carriers. A similar 
process occurs while increasing hole concentrations for a p-type semiconductor. This 
is the so-called compensation effect. 
Ca is a donor-like impurity if substituting Cu, but an acceptor-like if substituting 
In. Since CaIn has lower formation energy than CaCu, it is very likely for Ca to 
substitute In and act like an acceptor. Again, this conclusion will not be affected by 
the band gap correction. The CaCu defect formation energy is at least 1.8 eV higher 
than that of CaIn after band gap correction, so that the conclusion on the stable defect 
type is unchanged before or after band gap correction. Similarly, SnIn substitute is 
abundant than other extrinsic point defect forms, like SnCu or Sni, for CuInO2 with 
Sn4+ doping. 
From Fig. 6-9, we may also find the defect transition level for CaIn is at 0.4 eV, a 
relatively deep acceptor level. However, as CaIn has very low formation energy from 
this calculation and CuInO2 was heavily doped in the experiment, Ca2+ doped CuInO2 
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should have much higher carrier concentration. Increase of carrier concentration 
predicted by our calculation is in consistence with Sasaki and Shimode’s experimental 
work on CuInO2: Ca [Sasaki 2003]. They found the carrier concentration of Ca doped 
sample is one magnitude larger than that of the non-doped one. On the other hand, 
SnIn forms a rather deep donor level with an activation energy of > 0.6 eV. 
It should be noted that the dopant may also exist as a defect other than those 
discussed, e.g. antisites at oxygen position. However, as all the oxygen substitutes in 
the intrinsic defect study are energetically expensive to be produced, antisites at 
oxygen position seem not favorable for Ca2+ or Sn4+. 
6.5.3 Further Discussions on Doped CuInO2
Our calculation on Ca2+ doped CuInO2 sample shows that CaIn substitute is the 
stable and abundant state for Ca2+ dopant. It forms an acceptor state at 0.41 eV, a 
fairly deep acceptor level in CuInO2. This is consistent with the experimental result 
that CuInO2 became p-type conductive after doping Ca2+ into the material. 
Furthermore, SnIn forms a rather deep donor level in the band gap. Hence we do not 
expect higher carrier concentration in CuInO2: Sn. But in Sasaki’s work [Sasaki 2003], 
they found carrier concentrations are comparable in CuInO2: Ca and CuInO2: Sn. 
There must be other reasons for the experimental observation. Some factors have to 
be involved into our consideration while comparing the calculation results with the 
experiments. 
First, the conductivity of doped CuInO2 experimentally measured is very low, i.e. 
~10-3 S·cm-1 in Yanagi’s report [Yanagi 2001] and 6×10-2 S·cm-1 after improving the 
film quality by Ginley et al. [Ginley 2003]. On the other hand, it was quite heavily 
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doping (5 at%) into CuInO2 in both the experiments mentioned above. Some factors 
may account for the low conductivity in a heavily doped semiconductor, like the low 
carrier mobility, deep dopant level, or high defect formation energy.  
Second, heavy doping (5 at%) makes the problem in the ternary compound even 
more complicated. One possible effect of heavily doping is the agglomerating of or 
interacting between dopants, which will surely influence the defect levels. The 
extrinsic defect concentration in our calculation, however, is less than 1% (one defect 
in a supercell of 108 atoms). We should also note that interaction between defects of 
heavily doped materials could not be simulated through employing a small supercell. 
Therefore, theoretical study on heavily doped CuInO2 needs to be examined in future 
work. 
Another result from heavily doping is the formation of defect complex. As a first 
systematic point defect calculation work in CuInO2, only isolated point defects were 
examined here. Other types of point defects, like defect pair formed by or between 
intrinsic point defects and dopants are necessary to be studied for a thorough 
understanding of the experimental observations. 
Third, the XRD spectra in the experimental reports do not preclude the existence 
of In2O3, especially amorphous one. Inspired by Ginley’s [Ginley 2003] and Yanagi’s 
reports [Yanagi 2001] that deposited films could be a mixture of CuInO2 and In2O3 in 
certain conditions, we suggest that small amount of In2O3 may account for the 
experimental observations. Moreover, according to Ginley’s [Ginley 2003] report that 
In2O3 coexists in the deposited CuInO2: Ca for deposition temperature of 600 ºC or 
above, Yanagi’s report [Yanagi 2002] of single phase CuInO2 delafossite of the thin 
film fabricated at more than 873 K may be quite susceptive. Our calculation result on 
the thermal metastability of CuInO2 with respect to its end-point binary compound 
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also justifies this suspicion. CuInO2 could decompose during film deposition. 
Both In2O3: Sn and In2O3 with oxygen deficiency are proven to be n-type TCOs 
with high mobility, even in amorphous phase [Johanson 2002; Pashmakov 1993; Song 
1999]. With In2O3 binary compound in the CuInO2: Sn film, increased electron 
concentration and conductivity could be expected, although Sn has a deep donor level 
in the ternary compound. Moreover, we can explain the observation that the 
conductivity of CuInO2: Sn film is greatly reduced when Pa if coexistence of 
In
22O >P
2O3 is assumed. External O2 partial pressure can determine the electricity of 
amorphous In2O3 because VO is the source of carriers in amorphous In2O3 
[Pashmakov 1993; Song 1999]. In addition, dopant Sn may constrain the formation of 
VIn, the intrinsic defect with shallow acceptor level, and greatly reduce the 
self-compensation effect. 
The existence of amorphous In2O3 in the deposited films can also explain the 
observations of the non-doped or Ca doped films. The low carrier concentration of 
non-doped sample could be explained as compensation effect of intrinsic p-type 
defects (that is abundant in CuInO2) and the n-type carriers in indium oxide. For 
CuInO2: Ca, large amount of Ca, an active p-type dopant with low formation energy, 
could eliminate the electrons released by In2O3, but p-type carrier concentration is 
also reduced. We should note that, different from non-doped samples, the effect of 
p-type intrinsic point defect can be ignored in CuInO2: Ca, because the dopant can fill 
in the VIn, the shallow acceptor intrinsic defect. Moreover, because of the existence of 
secondary phase in the ternary compound, conductivity values measured in all the 
experiments are low for both CuInO2: Ca and CuInO2: Sn. 
Last but not least, our calculation based on DFT is about the properties at 
146 
Point Defects in CuInO2 
ground-state, while most experimental data were measured at ambient temperature or 
even higher temperatures. Temperature is another factor that will affect the relative 
position of defect level. 
6.6  SUMMARY 
Theoretical calculations on isolated point defects in CuInO2 were carried out. The 
problem was handled by using a plane-wave basis set and pseudopotential technique 
and the supercell approach. Supercell size and ionic relaxation range were tested for 
convergence to assure an efficient calculation with little sacrifice of accuracy. Both 
intrinsic and extrinsic point defects were studied for their formation energy and defect 
transition levels.  
As a systematic study on the intrinsic point defects in CuInO2, twelve neutral 
intrinsic point defects, all possibilities for a ternary compounds, were examined. Eight 
of them with reasonably low formation energy at the relevant neutral state were 
examined for their charged states. Our calculation results show that acceptor-like 
intrinsic point defects generally have lower formation energy. We may expect p-type 
intrinsic defects outnumbered in CuInO2 without intentionally doping. Moreover, 
some of p-type intrinsic point defects have shallow defect-transition levels in the band 
gap, whereas most donor-like intrinsic defects form deep defect levels. There is 
intrinsic doping asymmetry in terms of n- vs. p-type defects in CuInO2. High 
formation energy combining deep defect transition levels with donor-like intrinsic 
defects make CuInO2 unlikely to have n-type conductivity without intentionally 
doping. On the other hand, low formation energy and shallow defect levels for p-type 
intrinsic defects may bring p-type conductivity for CuInO2 with intrinsic defect 
structure.  
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Two dopants, Ca and Sn, were studied as substitutes with their oxides as dopant 
sources. The calculations on these extrinsic point defects show that both Ca and Sn 
have lower formation energy at In position, coincident with the assumptions made in 
most of experimental studies on doped CuInO2. Both CaIn and SnIn form rather deep 
defect levels in the band gap. 
Comparing our calculation results with the experimental observations, we found 
something hard to explain within isolated point defect study alone. We suggest 
amorphous In2O3 may stand for the experimental observation of insulating non-doped 
CuInO2 and comparable carrier concentration in CuInO2: Ca and CuInO2: Sn. This is 
also based on our result on thermal metastability of CuInO2 compared with its 
end-point binary compounds. Moreover, CuInO2 was 5 times more heavily doped in 
experiments than in our theoretical calculations. With higher concentration of dopants, 
interactions between dopants or formation of defect complex are unavoidable, which 
surely influence the defect formation energy and the defect level positions. Further 
theoretical calculations on defect complexes are necessary for a thorough 
understanding on the doped CuInO2. Other factors like temperature may also affect 
the calculation results. 
148 
7  
CONCLUSIONS AND FUTURE WORK 
7.1 CONCLUSIONS 
In this work, the electrical properties of CuInO2 delafossite were approached 
theoretically through three different ways: (1) the structural analysis of delafossites; 
(2) the examination on the electronic band structure and density of states (DOS) of 
CuMO2 (M= Al, Ga and In); and (3) the study of isolated point defects and their 
compensation effect on doping in CuInO2. Artificial intelligence method was used in 
the first approach, while Density Functional based simulation methods in the rest two. 
The results from each phase of this work are summarized below. 
Through structural analysis of delafossites reported in literature, the effects of 
atomic parameters of the constituent elements on the formality of ABO2 compounds 
were examined by separating them into different regions on a structure map according 
to the structure types. It is found that the parameters of the monovalent A cation, like 
its ionic radius and electronegativity, hold the clue for the layered delafossite structure. 
Further examination shows that the coordination number of A atom is extremely small 
according to Pauling’s Radius Ratio Rule (RRR), which is true for all the A cations 
existing in delafossites. An analysis on this anomaly based on Orgel’s model reveals 
that the unusual linear coordination of d10 or d9 cations (A cations) can be attributed to 
the comparable energy of A’s outmost shell to that of O-2p6 orbital. This coincides 
with the chemical design of delafossite-type TCOs and the origin of the metallic 
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conductivity in some delafossites. A correlation model was first established that links 
the formability of delafossite to the elemental atomic properties of its constituents. By 
this model all possible 468 combinations of the AIBIIIO2 formula, A and B are 
respectively one of the 13 monovalent and 36 trivalent cations, were tested for 
delafossite structure. AIBIIIO2 compounds with Hg, Tl or Au as monovalent cation are 
suggested to have delafossite structure, as well as many new Cu-, Ag-, Pt- and Pd- 
based compounds. 
Electronic band structures of CuAlO2, CuGaO2 and CuInO2 were calculated with 
VASP, using pseudopotentials and a plane-wave basis set. With a comparison of their 
band structures, an overall similarity in terms of band dispersion can be found. All of 
the three delafossites have indirect band gaps, with CBM at Г position and VBM at F. 
As expected from the structural analysis based on Orgel’s model, Cu-d and O-p states 
are dominant in the upper valence band. As M in CuMO2 changes from Al to In, more 
involvement of states from M cation in the band edges can be observed. The smallest 
direct band gap decreases from CuAlO2 to CuInO2, and changes from L position for 
CuAlO2, to Г for the rest two compounds. This band gap trend is different from that of 
the optical band gap measured in the experiments. The discrepancy between the trends 
of theoretical and experimental band gap values can be explained by estimating the 
theoretical optical band gap from the calculated optical absorption coefficient curves. 
Band gap trend of both theoretical and experimental studies can be obtained with the 
“theoretical” optical band gaps, if the possibility of forbidden optical transition is 
considered. Hence, it is concluded that optical transition is probable to be forbidden at 
the direct band gap minimum; it stands for both the discrepancy between theoretical 
and experimental band gap trends and the anomaly of the experimental band gap in 
delafossites. Hence, the conclusions made in Ref [Nie 2002] are further confirmed 
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through a different approach in this work. 
The formation energies of isolated intrinsic point defects in CuInO2 were 
calculated with a supercell containing 108 atoms. Twelve intrinsic point defects, all 
the possible isolated point defects for a ternary compound, have been studied in their 
neutral states. Eight out of them with lower formation energies, 4 donor-like and 4 
acceptor-like, were further charged to find the defect transition levels. Donor-like 
defects are easier to form in oxygen poor conditions than in oxygen rich conditions; 
while it is opposite for acceptor-like defects. An n- vs. p- type asymmetry in terms of 
intrinsic doping was also found. Most donor-like intrinsic point defects form deep 
levels in the band gap, whereas some acceptor-like ones, VIn for example, form 
relatively shallow defect transition levels. In all cases, acceptor-like intrinsic defects 
have lower formation energies than their donor-like counterpart. These results are in 
agreement with Nie’s report [Nie 2002] on CuGaO2 and Katayama-Yoshida’s 
calculation [Katayama-Yoshida 2003] on CuAlO2. Therefore, it may not be surprising 
to find hole-like conductivity in delafossite compounds. Similarly, two dopants, Ca2+ 
and Sn4+, that brought CuInO2 into p- and n-type experimentally, were calculated as 
substitutes. Both of them are found to be stable at the In positions, as expected in most 
of the experimental work. As a result, Ca acts as an acceptor in CuInO2, whereas Sn 
as a donor. 
Moreover, the anisotropism of compressibility in CuInO2 was observed, which is 
similar to that reported in single crystal delafossites, such as CuAlO2, CuGaO2, and 
CuFeO2. Theoretical work is necessary to confirm the compressive anisotropism in 
CuInO2, because no single crystal CuInO2 is available yet. Further analysis on the 
crystal architecture reveals great difference in packing efficiency in the CuO2 
dumbbell layer and the InO2 octahedral layer, which may account for both the 
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anisotropism of the delafossite structure under compressive pressure and the 
geometrical relaxation mode of atoms neighboring to the isolated point defects. We 
also find metastability of CuInO2 compared with its end-point binary compounds. 
This may explain the experimental failure of fabricating CuInO2 delafossite from its 
end-point binary compounds and its decomposition during the film deposition 
process. 
7.2 FUTURE WORK 
Theoretical study on delafossite material is very rare compared with that on, e.g. 
ZnO. Hence, more theoretical studies are called for further understanding of this 
group of materials. With the special structure of triangular nets, delafossites may 
provide some interesting results in the lattice dynamics study, like phonon dispersion 
curves, phonon density of state, phonon frequencies at zone boundary, etc. Dielectric 
tensors in delafossites may also be of great value, which carry the information of 
interaction between electron/ photon and the lattice. These studies are especially 
important for potential TCOs. 
For a better approach to the excited states, however, simulations within the Many 
Body Perturbation Theory (the GW approximation) are expected. To include the 
temperature effect into the calculated ground-state results, we may also approach 
through a correction with experimental thermal dynamical data of the material. 
However, as a relatively new material, these data for Cu-In-O ternary system is not 
available yet. Therefore, not only theoretical study but also experimental work is to be 
further developed. 
As mentioned earlier, limited work has been done on the isolated point-defects in 
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delafossites. Only two reports are available on CuAlO2 and CuGaO2, respectively. 
Our study on the native point defects is more systematic than the published reports. 
However, defects could be more complicated than the isolated ones. Further 
calculations on point defect complexes of both intrinsic and extrinsic defects are 
necessary to fully explain the experimental observations. The study is also valuable 
and instructive to the experimental work for materials of increased conductivity. With 
further understanding of the defect physics of the delafossite, we may introduce 
favorable native point defects by purpose to improve the property. Similarly, further 
studies on dopants of different types may help to find effective doping ways to 
improve the conductivity of delafossite. 
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Murnaghan EOS Fitting 








∂=        (A-1) 
where is the total ground state energy as a function of volume, P is the pressure, 
and B is the bulk modulus evaluated at the minimum of . Although the bulk 
modulus is essentially the curvature of  at the equilibrium volume, it is 
customary, but not universal, to go beyond a simple quadratic fit. In fact, if E is 




PBB ∂∂=′ /0  is 
equal to -1 (or 1). In most real solid, B’ lies between 3 and 5. Better fitting functions 
are higher-order polynomials, the Murnaghan equation of state (EOS), or 
generalization thereof [Gaudoin 2002]. 
The theoretical bulk modulus can be obtained through fitting about 20 sets of 
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Murnaghan firstly introduced his EOS for solid in 1927. Since then several other 
set of EOS were proposed under different approximation and for different conditions, 
like the Vinet universal EOS [Vinet 1989] for high pressure and high temperature 
cases. It has been verified that the Murnaghan EOS can both reproduce P-V data and 
yield correct values of the B for compression up to about 10%. Therefore, our results 
of structural mechanical parameters are reliable with involving Murnaghan EOS into 
our geometry optimization calculation for only ± 2% volume variation in the present 
study. Moreover, it also indicates the soundness of the evaluation on the geometry 
optimization scheme of VASP by comparing the results with those of EOS fitting. 
More examples of EOS fitting are listed as follows:  































Fig. A-1 EOS fitting on CuAlO2 model within GGA. 
 
The parameters in the inset indicate the predicted bulk properties and the 
correlation between calculated data and EOS fitting. B, B’ and V0 are defined after Eq. 
(A-1) and Eq. (A-2), while E0 is the calculated atomic total energy at equilibrium 
volume V0, i.e. E(V0). R2 is the coefficient of determination that compares estimated 
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and actual E values and ranges from 0 to 1. If R2 is 1, there is a perfect EOS fitting 
towards calculated data. 






























 EOS fitting curve
Fig. A-2 EOS fitting on CuGaO2 model within GGA. 
 
 
Fig. A-3 EOS fitting on Ca model within GGA. 



































Fig. A-4 EOS fitting on Sn model within GGA. 
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Fig. A-6 EOS fitting on SnO2 model within GGA. 


































Chemical Potential Calculations on α-O2 Crystal 
Introduction 
The chemical potential of oxygen was examined based on α-oxygen solid, the 
antiferromagnetic insulating phase at low temperature (including 0 K) and ordinary 
pressure. As our study is aimed to the material in its ground state, α-O2 is chosen to 
represent the element. Fig. B-1 [Barrett 1967] is the monoclinic unit cell of α-O2, with 
b axis unique, of space group C2/m. There are two molecules per unit cell, each with 
O-O bond nearly normal to the (001) plane, and with their centers at (0, 0, 0) and (½, 
½, 0), respectively. Each molecule has four nearest neighbors on the a-b plane.  
Fig. B-1 Crystal structure of molecular solid α-O2. Inter-nuclear axes are normal to 
the a-b planes. 
 
However, there are some constrains on the first-principle approach, on the 
geometry optimization especially. The features of molecular solid bring most of 
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constrains, which will be discussed later. 
Calculation Details 
The problem was approached through three different levels of atomic 
arrangements. In the first level, an oxygen atom was placed in an artificially box of 10 
Å, where the total energy of an isolated atom was calculated. In the second level, an 
isolated oxygen molecule was produced and the bond length was determined. In the 
third level, α-O2 solid was built under shape approximation that the shape of the 
ground state solid oxygen is similar to that of the experimental one. The chemical 
potential of oxygen was then determined as the energy per oxygen atom in the solid 
oxygen. 
Oxygen is an open shell element; O2 is a homonuclear diatomic molecule with 
two unpaired electrons; whereas α-O2 solid a molecular solid with antimagnetism. 
Hence, spin polarized calculations were performed on all the total energy calculations. 
Single k point at Г position was employed in the first two models. For α-O2, a 
Monkhorst-Pack grid k point was applied. Energy cutoff convergence for all three 
models and k point convergence for the solid oxygen were tested before the geometry 
optimization. 
In the approaching of the ground state geometry of α-O2, we assumed that the 
molecular axes are parallel to each other as experimentally revealed. In addition, the 
bond length of the oxygen molecule was fixed due to the characteristic of molecular 
solids. Despite this, an exploration on the bond length was done before the cell size 
optimization since O-O bond length in solid may not be the same to that in an isolated 
molecule. Geometry optimization of the cell size was carried out by a series of static 
calculation with adjusting lattice constant a. To keep the O-O bond length fixed in 
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α-O2, the position of atoms in the unit cell was different from cell to cell no matter 
what kind of coordinates is chosen. Table B-1 lists the positions of oxygen atoms in 
the monoclinic lattice C2/m of α phase. Different structure can be obtained by varying 
the O-O bond length (l) and the lattice constant a. As the electron density can be very 
low between the molecules, a finer k point grid (6×6×6) than what was determined by 
the k point convergence test and a denser grid for charge densities or potentials were 
applied. Increased energy cutoff (500 eV) and higher energy break criterion (10-6 eV) 
for the self-consistent convergence process were employed. 
Table B-1 Positions of O atoms in α-O2 in Cartesian coordinates. In the table, O-O 
bond length l and lattice constant a are variables, while α, a0 and b0 are constants of 
the angle (132.53º) and lattice constants in the experimental work [Barrett 1967]. 
 X Y Z 
O1 )sin2/( α⋅l  0 αctgl ⋅2/  
O2 )sin2/( α⋅− l  0 αctgl ⋅− 2/  
O3 )sin2/(5.0 α⋅+ la  00 /5.0 aba ⋅⋅  αctgl ⋅2/  
O4 )sin2/(5.0 α⋅− la  00 /5.0 aba ⋅⋅  αctgl ⋅− 2/  
 
Results 
The calculation results on the three models are listed in Table 5-2. 
Discussions 
1) Challenge from the Molecular Solid and Shape Approximation 
One crucial feature is the intermolecular forces are short-ranged and 
extraordinarily weaker than the intramolecular forces in the molecular solid. Actually, 
the molecules can be regarded as closed packed in a-b plane only at its 0.002 contour 
of electron density [Barrett 1967]. This brings two constrains. On one hand, an 
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accurate, effective and fully non-local representation of these weak intermolecular 
interactions within density functional theory has proven to be a challenge [Jensen 
1999; Pierrot 1990]. In Neaton and his coworker’s [Neaton 2002] theoretical phase 
study on solid oxygen, an external pressure of more than 8GPa was applied to 
accumulate significant intermolecular density for a satisfactory performance of LDA. 
On the other hand, O-O bond length can be regarded as fixed if the solid is under 
small mechanical or thermal perturbation. In molecular solid, change in bond lengths 
is energetically expensive compared with molecular rotation. Moreover, the difference 
in lattice energy between polymorphs is well below the energy required to bring about 
bond length changes [Pierrot 1990]. In case of α-O2, some molecules are not in 
contact with each other even when the electron density is under 0.002 contour criteria, 
unless some molecular rotation or oscillation is assumed [Barrett 1967]. In Neaton’s 
study, the O-O bond length is found to change by 1% (0.005) with increasing pressure 
from 8GPa to 54GPa [Neaton 2002].  
Another two features of molecular crystal are crystal polymorphism and defects. 
There are 4 phases hitherto for oxygen solid (the phase diagram of oxygen can be 
found in Ref. [Akahama 2001; Desgreniers 1990; Gorelli 2003]) besides some phases 
due to stacking faults in a stable phase or formed during phase transition [Akahama 
2001]. As a homogenous molecular crystal, each phase can be stable within only a 
certain temperature-pressure range. As a result, applied external pressure cannot 
exceed a certain value. Many metastable states can also be expected in the energy vs. 
structural parameter diagram. 
Some difficulties arise in geometry optimization on α-O2 crystal, a molecular 
solid, which restrain the calculation scheme choice. One is that the bond length of the 
molecule should not change much as the shape or size of cell changes. The geometry 
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optimization schemes provided by VASP cannot be applied directly because of the 
default coordinates in geometry optimization scheme. Most of the geometry 
optimization schemes use the direct coordinates; even if the original coordinates is 
otherwise, it will reset the coordinates to the direct ones according to the original set. 
It might seems a bit out of place in this case, since the relative position of the ions will 
change as the size or shape of the cell varies, which means the O-O bond length of the 
O2 molecule is also subject to change. Therefore, a series of static calculations has to 
be performed. The other difficulty is the metastable states during the lattice constant 
exploration. In order to solve the problem, lattice constants have to be changed at an 
extremely fine step in order to find the energy minimum of the material, which may 
extraordinarily multiple the work load. Furthermore, the amount of structural 
parameters (at least 5) in this C2/m structure will dramatically expand the work. From 
the previous geometry study on components elements and ternary compounds, VASP 
and its pseudopotential library are capable of providing structures in consistence with 
the experimental result, especially better at the shape prediction. Therefore, unit cell 
shape was assumed to be similar to the experimental one for simplification (shape 
approximation). We are eligible to do it also because the oxygen chemical potential is 
only part of the work so that we cannot go to the details of it. 
2) Evaluation of Our Results 
Nozawa et al. [Nozawa 2002] studied the α-O2 and its performance under 
compressive pressure theoretically with almost no empirical parameters. Periodic 
potential of the crystal was expressed by the superposition of O2 pair potentials 
calculated by the ab initio method and a complete active space self-consistent field 
(CASSCF) method was used for calculations of the potential energy surface (PES). 
Although the pressure dependence of lattice constants agrees with the result of X-ray 
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diffraction experiments, the values near P = 0 still include some errors. Neaton 
[Neaton 2002] examined O2 molecule by VASP, besides the study on oxygen solid 
only under high compressive pressure so that the electron density between molecules 
could be higher. Comparison with their results was made in Table 5-2. Based on 
similar methodology and approximations, the calculated results on oxygen molecule 
are similar to those of Neaton’s. The small difference may be due to different 
pseudopotential applied.  
Comparing the results of this work with the experimental data, we find the bond 
length and vibration frequency of the O2 molecule is in good agreement with the 
experimental data. The bonding energy, that is calculated by subtracting the total 
energy of the spin polarized O atom from the energy per atom in the molecule, is a bit 
larger than the existing experimental datum measured at 287 K. The calculated result 
of oxygen molecule is trustworthy. 
Due to the challenge of molecular solid to the DFT method, the calculated lattice 
constant and bond length of α-O2 is quite different from the experimental data. 
However, comparing the energy per atom in O2 molecule and α-O2, we can see a 
slight reduced total energy after the molecule constructing the solid. The lattice 
energy can be obtained by subtracting the energy per atom of O2 molecule from that 
of α-O2. It turns out to be reasonably small for a molecular solid. 
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