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The trend towards personalized ubiquitous computing has led to the advent of a new gener-
ation of wireless technologies, namely wireless body area networks (WBANs), which connect
the wearable devices into the Internet-of-Things.
This thesis considers the problems of relay selection and power control in fading WBANs
with energy-efficiency and security considerations.
The main body of the thesis is formed by two papers. Ideas from probability theory are
used, in the first paper, to construct a performance measure signifying the energy efficiency
of transmission, while in the second paper, information-theoretic principles are leveraged to
characterize the transmission secrecy at the wireless physical layer (PHY).
The hypothesis is that exploiting spatial diversity through multi-hop relaying is an effective
strategy in a WBAN to combat fading and enhance communication throughput.
In order to analytically explore the problems of optimal relay selection and power control,
proper tools from game theory are employed. In particular, non-cooperative game-theoretic
frameworks are developed to model and analyze the strategic interactions among sensor nodes
in a WBAN when seeking to optimize their transmissions in the uplink.
Quality-of-service (QoS) requirements are also incorporated into the game frameworks, in
terms of upper bounds on the end-to-end delay and jitter incurred by multi-hop transmission,
by borrowing relevant tools from queuing theory.
The proposed game frameworks are proved to admit Nash equilibria, and distributed algo-
rithms are devised that converge to stable Nash solutions.
The frameworks are then evaluated using numerical simulations in conditions approximating
actual deployment of WBANs. Performance behavior trade-offs are investigated in an IEEE
802.15.6-based ultra wideband WBAN considering various scenarios. The frameworks show
remarkable promise in improving the energy efficiency and PHY secrecy of transmission, at
the expense of an admissible increase in the end-to-end latency.
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Chapter 1
Introduction
The rapid growth in micro- and nano-technology physiological sensors, intelligent integrated
circuits, and low-power wireless communication have enabled a new generation of wireless
sensor networks that measure the physiological and contextual data profiling the human body
activities. A wireless body area network (WBAN), also referred to as a body area network
(BAN), is a network of computing devices which enables wireless data communication around
the human body.
A WBAN typically consists of several sensor/actuator nodes that collect various phys-
iological changes of the human body, together with a central network coordinator called a
hub, to which the sensors wirelessly communicate the collected vital signs for monitoring
purposes. The sensor nodes may be located in the proximity of the body, placed on the body
surface, implanted inside the human body, or even in the blood stream [1, 2].
WBAN technology is an interdisciplinary area which facilitates inexpensive and con-
tinuous health monitoring, computer-assisted rehabilitation, and early detection of medical
conditions, with real-time updates of medical records through the Internet.
1
TX-RX Distance
R
ec
ei
ve
d 
Si
gn
al
 P
ow
er
Average Path Loss Component
with Shadow Fading
with Multipath Fading
Figure 1.1: Changes in the received signal power in a WBAN due to body motion
1.1 Challenges
Demanding operating conditions and fundamental resource constraints in WBANs render
many traditional wireless sensor network (WSN) solutions inappropriate, if not obsolete, for
these networks [2, 3].
Although WBANs are similar to mobile ad hoc networks (MANETs) in the sense that
their topology changes with group-based movement rather than node-based movement, a
WBAN has more frequent topology changes and a higher moving speed. Moreover, small
lightweight sensor devices in a WBAN have more strict energy constraints compared to
conventional WSNs, especially in terms of transmit power. Node replacements, particularly
for implant nodes, can be quite uncomfortable. But more importantly, the radio transmission
in the vicinity of the human body is highly lossy and inefficient [4]. Fig. 1.1 illustrates the
effects of the body motion on the signal power measured by a receiver node in a WBAN.
A radio signal experiences three major phenomena through the propagation channel
before being received by the intended node [5, 6], as shown in Fig. 1.1:
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• average path loss, caused by geometric signal spreading, which is proportional to the
inverse-square distance between the TX-RX pair,
• large-scale fading due to shadowing, arising from the variation in the environment
surrounding the body including the signal blockage caused by the movement of the
body parts, and
• small-scale fading due to multipath, describing signal fluctuations within a small local
area caused by motion-induced changes in the multiple propagation paths between the
TX-RX pair.
While the path loss and shadow fading lead to only slow variations in signal power at
the typical body motion speeds, multipath can cause rapid fluctuations in the amplitude and
phase of the received signal as signal propagation paths change due to motion.
Other unique challenges posed by the WBAN application scenarios include complex
and unpredictable variation in channel conditions, low radio transmission range, temperature
rise and interference, and heterogeneous data collection from different sensors with different
sampling rates [3].
1.2 Problem Statement
Energy efficiency and security are among the most vexing issues in WBANs. Small lightweight
sensor devices in a WBAN have scarce energy resources, and shadowing effects of the human
body make the radio transmission in the vicinity of the body highly lossy and inefficient.
Preserving energy at sensor nodes by adjusting transmit power is, therefore, increasingly
crucial to prolong the lifetime of the WBAN.
Also the broadcast nature of the wireless medium leaves WBANs highly prone to eaves-
dropping and raises the probability of security lapses. For many networking applications,
notably those in medical settings, a WBAN needs to handle data with stringent confidential-
ity and liability requirements, which makes the security of the communication links critical.
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One effective strategy to combat fading and enhance the energy-efficiency and secrecy
of wireless communications is to exploit spatial diversity through multi-hop relaying [7–12].
While the complexity involved in a star topology is relatively low, the quality of direct links
between nodes and the hub generally deteriorates under severe fading conditions, and the
nodes in a star architecture cannot react to such changes except by increasing their transmit
power. In a multi-hop architecture, on the other hand, nodes can communicate with the
hub through relay nodes which allows them to adapt to changes in the environment, thereby
better performance.
Although the coordination of nodes in multi-hop communications increases complexity,
this is not as significant an issue in WBANs as in other WSNs due to the small number
of nodes in a WBAN. Also, most sensor nodes in WBANs are low rate sensors and the
physiological signals usually can be sampled periodically, which imply that nodes can take
turns sending the data with lower chances of colliding with one another. Therefore multi-hop
architecture is even more feasible in WBANs [2, 13–16].
Furthermore, a comprehensive WBAN solution must take into account different condi-
tions of operation and quality-of-service (QoS) constraints in WBANs. In particular, man-
aging latency is of primary importance in WBANs, since the collected physiological and
contextual data are generally required to be delivered to the hub in a timely manner. Es-
pecially when multi-hop transmission is considered, it introduces additional latency to the
system, which makes latency management even more relevant.
Motivated by these developments, this thesis is dedicated to the design and develop-
ment of analytical frameworks for latency-aware relay selection and power control in fading
WBANs with energy-efficiency and security considerations.
1.3 Application Areas
Initial applications of WBANs are in the healthcare domain, especially for continuous mon-
itoring and logging vital parameters of patients suffering from chronic diseases. WBAN
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technologies, once widely adopted, are expected to be a breakthrough invention in health-
care, leading to concepts like telemedicine and mobile health becoming a practical reality.
For instance, a WBAN in place on a heart disease patient can alert the hospital, even
before they have a heart attack, through measuring changes in their vital signs. Similarly,
a WBAN on a diabetic patient could auto inject insulin through a pump, as soon as their
insulin level declines.
In addition to enabling inexpensive and continuous health monitoring, body-centric
wireless communications accommodate a wide variety of applications, such as fitness and
sports, entertainment, and military.
Extending the technology to new areas could also assist communication by seamless
exchanges of information between individuals, or between individual and machines.
1.4 Methodology
Instead of relying mainly on heuristic and ad hoc solutions, networking issues have recently
been investigated analytically, especially to unravel the theoretical performance behaviors
and expected requirements to design practical systems. Game theory—a field of applied
mathematics dealing with multi-player strategic decision making—provides a bag of promis-
ing tools for such methodical analyses [17]. Game theory can be employed to model and
analyze the interactions of agents in wireless communications and design frameworks based
on the obtained analytical results. Decisions derived from such game-theoretic analyses help
understand the underlying incentive mechanisms among the interacting agents, find the op-
timal network architectures, allocate limited resources, and balance perceived security risks.
The emerging interest in studying wireless networking problems from a game-theoretic per-
spective is evident from the increasing number of publications in this field (see for example
the survey papers [18–23] and the references therein).
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This thesis applies a set of tools from non-cooperative game theory to explore the
problem of optimal relay selection and power control in WBANs. Appropriate game models
are formulated to describe the interaction among interested agents in a WBAN. Game players
and strategy sets are identified, utility functions are characterized, and equilibrium behaviors
are investigated.
Ideas and principles from probability theory and information theory are used to con-
struct performance measures that characterize energy-efficiency and secrecy of transmission
at the wireless physical layer (PHY) in fading WBANs.
Also, proper tools from queuing theory are employed to derive analytical expressions
for end-to-end latency incurred by multi-hop transmission in a WBAN.
1.5 Background on Strategic Non-Cooperative Game
Theory
The brief background provided here on strategic non-cooperative game theory is primarily
taken from [17].
A strategic game is a model of interactive decision-making in which each player chooses
his plan of action once and for all, and these decision are made simultaneously. Referring to
the actions of the players as “simultaneous” does not necessarily mean that the actions are
taken at the same point in time, but that no player is informed of the choice of others when
choosing a plan of action.
A non-cooperative game is one in which players make decisions independently. Note
that players may cooperate in a non-cooperative game, but cooperation must be self-enforcing
rather than enforced through third parties.
A strategic non-cooperative game, denoted by 〈N , {An}n∈N , {%n}n∈N 〉 or, if the qual-
ifier n ∈ N is clear, simply by 〈N , {An}, {%n}〉, consists of a finite set N of players and,
for each player n, a non-empty set An of actions and a preference relation %n.
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A collection of all players’ actions a = {ai}i∈N is referred to as an action profile or an
outcome. Note that for each player n ∈ N , the preference relation %n is defined on the set
of outcomes A = ×i∈NAi. The requirement that the preferences of each player n be defined
over A, rather than An, means that each player may care not only about his own action but
also about the actions taken by the others.
The preference relation of a player may simply reflect the player’s feelings about the
possible outcomes. Under a wide range of circumstances, the preference relation %n of player
n can be specified by a utility function un : A → R (also called a payoff function), in the
sense that un(a) ≥ un(a′) whenever a %n a′. The values of such a function are referred to
as utilities (or payoffs). In the case that players’ preference relations are represented by their
corresponding utility functions, the game is denotes by 〈N , {An}, {un}〉.
The basic assumption that underlies game theory is that decision makers are rational,
in the sense that they have clear preferences and chooses their actions deliberately after some
process of optimization.
A solution is a systematic description of the outcomes that may emerge in a game.
The most commonly used solution concept in non-cooperative game theory is that of Nash
equilibrium.
Definition 1.1 (Nash Equilibrium). For an outcome a = {ai}i∈N and any n ∈ N , let a−n be
the list {ai}i∈N\{n} of actions of the outcome a for all players except n. A Nash equilibrium
of a strategic game 〈N , {An}, {un}〉 is an outcome a∗ ∈ A with the property that for every
player n ∈ N we have
un(a
∗
−n, a
∗
n) ≥ un(a∗−n, an) ∀an ∈ An. (1.1)

Therefore for a∗ to be a Nash equilibrium it must be that no player n has an action
yielding a utility that is greater than that generated when he chooses a∗n, given that every
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other player i chooses his equilibrium action a∗i . In brief, no unilateral deviation is profitable
for players, given the actions of the others.
1.6 Assumptions
The assumptions made in this study are as follows:
• The studied WBAN is based on IEEE 802.15.6, with the PHY, MAC layer, and security
functions as defined in the standard. The network consists of a single hub and a number
of sensor nodes.
• Game players (i.e., legitimate sensor nodes) are rational (i.e., they pursue well-defined
exogenous objectives) and reason strategically (i.e., they take into account their knowl-
edge or expectations of other players’ behavior).
• To be consistent with typical application scenarios, it is assumed that the players
lack the complete information of the game. In particular, players only have statistical
knowledge of the channels to their neighbors.
• In the uplink of a WBAN, each node has a single path that connects it to the hub.
Therefore, the multi-hop network graph is in the form of a tree structure. Note that
in many emerging wireless systems which involve communications over hierarchical
architectures, tree-based communication is expected to be a central theme [24–28].
1.7 Scope and Limitations
While the developed frameworks are simulated and assessed under realistic WBAN con-
ditions, empirical measurements are not conducted and is considered beyond the scope of
this work. Instead, the focus of the research is on establishing the analytical frameworks
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and assessing the performance behaviors for various generalized, albeit somewhat contrived,
scenarios.
Due to the resource constraints of sensor nodes, complex game models may not be
applicable to the considered problems. Also in development of algorithms to compute the
equilibria, these resource constraints must be taken into account.
It also should be noted that WBANs span a wide spectrum of applications with different
constraints and requirements. Therefore there is no single solution that is optimal for all
applications.
1.8 Literature Review
The brief literature review provided here is twofold. First, recent applications of game
theory for energy efficiency and security in general WSNs are reviewed. Then, the latest
works concerning transmission energy efficiency and PHY security in WBANs are reported.
1.8.1 Game-Theoretic Approaches to Energy Efficient and Secu-
rity in WSNs
Game theory has been used to address different issues of energy efficiency in WSNs.
In the context of energy harvesting WSNs, a game-theoretic approach has been taken
to investigate the issue of efficient allocation of energy resources in the network (for example,
from dedicated power nodes) among energy-harvesting sensor nodes [29, 30].
For mobile WSNs, the issue is to regulate mobility such that the nodes residual energy
resources are used efficiently and the lifetime of the network is extended. This has been
studied using game theory in [31].
Game theory also has been applied to study the distributed transmit power control in
device-to-device wireless communication, for example in [32].
9
Similarly, game theory has been used for analytical investigation of different security
issues in WSNs.
In security-sensitive WSN applications, optimal allocation of radio resources for secu-
rity services is a pertinent issue. In [33] for example, allocation of network intrusion detection
resources is studied through a game-theoretic approach. Another example is [34] where over-
head management of the trust evaluation process is investigated using game theory.
Game theory has also been used for optimal exploitation of random characteristics of
the wireless medium to achieve security at the physical layer in multiuser wireless settings,
for example in [35].
1.8.2 Transmission Energy Efficiency and PHY security in WBANs
Among different energy efficiency issues of WSNs, transmit power control at sensor nodes
is particularly relevant in WBANs, given the high radio transmission loss in the vicinity of
human body and energy-constraints of small physiological sensor devices.
One approach to the problem is to form a capacitive body-coupled communication
network among sensor nodes and use it in combination with radio frequency transmissions.
This has been studied in [36] to combat body shadowing affects and reduce transmit power
at the sensor nodes.
Also, channel state information (CSI) at the transmitter has been used to design power
control mechanisms, for example in [37–39]. Such mechanisms aim at minimizing packet
retransmissions at sensor nodes, and thereby reducing the unnecessary transmit energy ex-
penditure. Furthermore, it has been shown in [38] that relay transmissions can improve the
energy-efficiency and extend the lifetime of sensor nodes.
The problem of joint transmit power and QoS control has also been recently considered
in the literature, for example in [40].
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The overhead associated with complex cryptographic techniques makes them less fea-
sible for implementation in WBANs. It is, therefore, necessary to explore the applicability
of alternative approaches to security in WBANs, particularly PHY security.
In this regard, secret key generation from the wireless channel measurements in periods
of significant WBAN channel fluctuation is studied in [41, 42].
Multi-hop relaying also has been shown in [43] to improve the link capacity in WBANs,
which can be leveraged to secure communications at the wireless physical layer.
1.9 Research Objectives and Thesis Organization
The main objectives of the research are as follows:
• to develop quantitative performance measures for energy efficiency and PHY security
of radio transmissions under statistical CSI knowledge in a fading WBAN,
• to characterize the average end-to-end packet latency incurred by multi-hop transmis-
sions in a WBAN as a QoS measure,
• to formulate proper game frameworks using the hitherto developed performance and
QoS measures,
• to identify and prove the existence of the Nash equilibria for the formulated games,
• to devise distributed, fast-converging, cross-layer algorithms among sensor nodes to
compute the stable equilibrium solutions,
• to evaluate the frameworks using numerical simulations in conditions approximating
actual deployment of WBANs under various scenarios, and
• to examine the impact of system parameters on the performance behaviors.
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The rest of the thesis is organized as follows. Energy-efficient intra-WBAN commu-
nication with QoS provisioning is studied in Chap. 2. Secure intra-WBAN communication
with QoS provisioning is investigated in Chap. 3. Finally, concluding remarks and possible
future directions are provided Chap. 4.
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Chapter 2
Optimal Relay Selection and Power
Control with Quality-of-Service
Provisioning in Wireless Body Area
Networks
This chapter includes a manuscript entitled “Optimal Relay Selection and Power Control with
Quality-of-Service Provisioning in Wireless Body Area Networks” by Hussein Moosavi and
Francis Minhthang Bui, submitted to the IEEE Transactions on Wireless Communications,
on October 2015. This work was supported in part by funding from the Natural Sciences
and Engineering Research Council of Canada (NSERC).
A game-theoretic approach is proposed to investigate the problem of relay selection
and power control with quality of service constraints in multiple-access wireless body area
networks (WBANs). Each sensor node seeks a strategy that ensures the optimal energy
efficiency and, at the same time, provides a guaranteed upper bound on the end-to-end
packet delay and jitter. The existence of Nash equilibrium for the proposed non-cooperative
game is proved, the Nash power control solution is analytically calculated, and a distributed
algorithm is provided that converges to a Nash relay selection solution. The game theoretic
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analysis is then employed in an IEEE 802.15.6-based WBAN to gauge the validity and
effectiveness of the proposed framework. Performance behaviors in terms of energy efficiency
and end-to-end delay and jitter are examined for various scenarios. Results demonstrate
the merits of the proposed framework, particularly for moving WBANs under severe fading
conditions.
2.1 Introduction
The trend towards personalized ubiquitous computing has led to the advent of a new class
of wireless technologies, namely wireless body area networks (WBANs). A typical WBAN is
a heterogeneous network of body-worn or implanted sensor nodes collecting vital signs and
motion readings, along with a network coordinator called a hub.
Body-centric wireless communications accommodate a wide variety of applications,
from health monitoring, to entertainment, military, and many other areas, with diverse
quality of service (QoS) requirements [2, 3].
The unique challenges posed by WBAN technologies, such as fundamental resource
constraints, and the demanding deployment environment of these systems, for example the
high variation in network conditions, difficulty to predict mobility patterns, and limits of
wireless radio range, together render many traditional wireless sensor network (WSN) solu-
tions inappropriate, if not obsolete, for WBANs.
One of the most vexing issues raised from the adoption of WBAN technologies is
energy efficiency. Small lightweight sensor devices in a WBAN have scarce energy resources.
Besides, the transceiver is known to be the most energy-consuming part in a sensor node and
the radio transmission in the vicinity of the human body is highly lossy and inefficient [2, 4].
Preserving energy by adjusting transmit power is, therefore, crucial to prolong the lifetime
of the WBAN and is a major design concern.
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The game-theoretic power control in wireless networks has been studied extensively in
the literature. The number of successfully received bits per unit of energy is used to measure
the energy efficiency in [7, 8, 44, 45]. The performance utility, however, is characterized
by packet error rate, the estimation of which may not be feasible in a practical WBAN.
Underlying channel conditions change frequently in a WBAN due to the body movements
and other interferences in the surrounding environment, and therefore the instantaneous
channel state information is likely to be unknown to the transmitter.
Energy efficiency, as stated earlier, may severely suffer in a WBAN due to the high
path loss and attenuation of the wireless signals near the human body. Relay transmission is
shown to be a promising strategy to overcome this hurdle in wireless settings, as it enhances
the effective received signal-to-noise ratio (SNR) and, in turn, improves the energy efficiency
[7–9, 46, 47]. Multi-hop relaying is particularly germane to WBANs also, since the distance
between sensor nodes in a WBAN is relatively short and the quality of direct links between
nodes and hub generally deteriorates under severe fading conditions [38, 48, 49].
Exploiting spatial diversity through multi-hop transmission, however, imposes addi-
tional latency to the system. Managing packet latency is of primary relevance in WBAN, as
the collected physiological and contextual data may have a critical nature (e.g., heart rate
information) and need to be delivered to the hub in a timely manner.
Motivated by these developments, we employ a set of tools from game theory to study
the problem of joint relay selection and power control in WBANs. The objective is to use
the radio resources as efficiently as possible while ensuring the QoS requirements.
2.1.1 Summary of Contributions
We examine the problem of relay selection and power control with latency provisioning in
the uniquely constrained context of WBANs. The main contributions of the work are as
follows.
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• The packet outage probability is adapted to construct the energy-efficiency performance
metric, as it is more meaningful in realistic WBAN fading channels.
• Analytical expressions for the average end-to-end delay and jitter incurred by multi-hop
transmission in a slotted Aloha medium access WBAN are developed.
• A game-theoretic approach is proposed wherein each node seeks to select its next hop in
the uplink and choose its transmit power in a distributed manner in order to maximize
its energy efficiency and at the same time meet the QoS requirements in terms of
upper bounds on end-to-end delay and jitter. We prove the proposed game admits
Nash equilibrium and characterize the power control and relay selection equilibria.
• The game theoretic framework is then employed to investigate the performance behav-
ior trade-offs among energy efficiency and QoS in an IEEE 802.15.6-based ultra wide-
band (UWB) WBAN, considering various scenarios. The framework proves promising
in significantly improving the energy efficiency of transmissions at the expense of an
admissible increase in the end-to-end delay and jitter.
2.1.2 Paper Organization
The remainder of this paper is organized as follows. Sec. 2.2 provides the system model of
the WBAN. Sec. 2.3 characterizes the end-to-end packet outage probability in WBAN. The
end-to-end packet delay and jitter in WBAN are formulated in Sec. 2.4. Sec. 2.5 describes
the relay selection and power control game framework. The effectiveness and applicability
of the framework are validated in Sec. 2.6 and the numerical results are analyzed. Finally,
concluding remarks and possible future directions are offered in Sec. 2.7.
2.2 System Model
In this section, architecture of the WBAN, propagation model of the wireless channel, and
method of accessing the shared wireless medium are described.
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2.2.1 WBAN Architecture
We consider a WBAN composed of N on-body sensor nodes transmitting their sensed data
to a common hub H in the uplink. Let N denote the set of all sensor nodes with a typical
element of n.
Each sensor node may either directly transmit its packets to the hub or it may exploit
spatial diversity by choosing a multi-hop transmission path to enhance the performance in
fading conditions. This results in a network topology graph G(V ,E), where V = N ∪ {H}
denotes the set of all vertices with a typical element of i and E denotes the set of all the
edges. We formally define a transmission path as follows.
Definition 2.1 (Path). A K-hop uplink path l in the graph G from a node n ∈ N to
another node i ∈ V is defined as a sequence of nodes l = 〈m1, · · · ,mK+1〉 such that m1 = n,
mK+1 = i, and the link 〈mk,mk+1〉 ∈ E ∀k ∈ {1, · · · , K}.

The overall network architecture in the uplink therefore is a tree topology whereby each
sensor node n is connected to the hub through a unique path denoted by ln = 〈n, · · · ,H〉. The
assumption is that intermediate nodes are willing to relay the packets of their peers. The
limitations on how many relays each node can reliably support is discussed later in Sec. 2.5.1.
2.2.2 Channel Model
Besides the signal attenuation due to geometric signal spreading, wireless channels also expe-
rience small-scale fading, that is, fluctuations caused by arrival of signal by multiple propa-
gation paths. An on-body WBAN channel is typically modeled to undergo log-normal fading
[6, 43]. Therefore, the received SNR from a sensor node n ∈ N as measured at another node
i ∈ V\{n} follows a log-normal distribution, with the following PDF
f(γ〈n,i〉) =
1
γ〈n,i〉σ〈n,i〉
√
2pi
exp
(
−(γ
dB
〈n,i〉 − µ〈n,i〉)2
2σ2〈n,i〉
)
, (2.1)
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where µ〈n,i〉 and σ〈n,i〉 denote the mean and standard deviation of the received SNR γ〈n,i〉 in
dB, respectively.
2.2.3 Slotted Aloha medium access in IEEE 802.15.6
There are two random access methods outlined in the IEEE 802.15.4 for obtaining the con-
tended allocations in a WBAN, namely carrier sense multiple access with collision avoidance
(CSMA/CA) and slotted Aloha access. For this work, we focus on the latter scenario, i.e.,
sensor nodes seek access to the shared wireless medium using slotted Aloha. We briefly
summarize the protocol, as described in more detail in [50].
The protocol restricts the sensor nodes to transmit only at the beginning of discrete
time slots. Each node maintains a contention probability α to determine if it obtains a new
contended allocation in an Aloha slot. A node that has a packet to transmit starts the
slotted Aloha access by setting its α to αmax which equals
3
8
. (We consider a user priority
of 5 for all the sensor nodes, designated to medical data or network control traffic.) The
node then draws a value r from the interval [0, 1] at random and obtain the contended slot
for transmission if r ≤ α. Otherwise, the node backs off until the next time slot before
contending for another allocation.
When a node transmits a packet but the destination fails to receive it, the node shall
halve its α for even number of consecutive failures or keep α unchanged otherwise. Note that
the node shall set its α to αmin if halving the α makes it smaller than αmin which equals
3
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.
2.3 End-to-End Packet Outage Probability
The packet error rate is a widely used reliability measure especially in wireless communi-
cations. A received packet is declared corrupted if at least one bit is erroneous. Assuming
pairwise independent bit errors, the packet error rate λ〈n,i〉 over a single-hop link between a
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transmitter n ∈ N and a receiver i ∈ V\{n} is given by
λ〈n,i〉 = 1−
(
1− λb〈n,i〉
)Mb , (2.2)
where λb〈n,i〉 and Mb are the bit error rate over the 〈n,i〉 link and the packet size in bits,
respectively. For the non-coherent differentially encoded binary phase-shift keying (DBPSK)
modulation scheme, λb〈n,i〉 is given by [51]
λb〈n,i〉 =
1
2
exp(−γb〈n,i〉), (2.3)
where γb〈n,i〉 stands for the received SNR per bit from n as measured at i. γ
b
〈n,i〉 itself can be
expressed as
γb〈n,i〉 =
Wγ〈n,i〉
Rb
(2.4)
where W and Rb are the bandwidth in Hertz and transmission rate in bits per second,
respectively.
It is, however, difficult to obtain packet error rate in a practical WBAN, as the in-
stantaneous SNR is likely to be unknown to the communicating parties due to the severe
fading of radio signals near the human body. Rather, it is more meaningful to adopt the
packet outage probability (POP) to assess the reliability of transmissions in realistic fading
channels, which signifies the fraction of fading realizations where a prescribed packet error
rate is guaranteed.
For a target packet error rate λ, the POP over the single-hop link between n and i is
P out〈n,i〉 = Pr
{
λ〈n,i〉 > λ
}
= Pr
{
Rb
W
ln
(
2− 2 Mb
√
1− λ
)−1
> γ〈n,i〉 > 0
}
=
∫ Rb
W
ln
(
2−2 Mb
√
1−λ
)−1
γ〈n,i〉=0
f(γ〈n,i〉) dγ〈n,i〉
= Φ

[
Rb
W
ln
(
2− 2 Mb√1− λ)−1]dB − µ〈n,i〉
σ〈n,i〉
 , (2.5)
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where Φ is the cumulative distribution function of the standard normal distribution and is
defined as
Φ(x) =
1√
2pi
∫ x
−∞
exp(−t
2
2
) dt.
We assume all the channel fading gains are mutually independent, which is realistic in
most practical WBAN scenarios (Correlated shadowing for geographically proximate links is
shown to be negligible compared to the other components of the path loss [43]). Therefore,
the packet outage over a multi-hop path occurs regardless of which hop suffers from the
outage. The POP of a K-hop transmission path l = 〈m1, · · · ,mK+1〉, in turn, is obtained as
follows
P outl = 1−
K∏
k=1
(
1− P out〈mk,mk+1〉
)
. (2.6)
As the received SNR over short single hops in multi-hop transmission improves com-
pared to the received SNR over the direct link to the hub, the POP over a multi-hop path is
expected to be significantly smaller than the POP for direct transmission.
2.4 End-to-End Delay and Jitter
While multi-hop relaying can improve the reliability of transmissions, it also introduces
additional queuing and medium access delay at the intermediate relay nodes and increases
the average jitter.
The traffic flow of each node is composed of the node’s own generated traffic as well as
the traffic forwarded to the node by its descendants to be relayed. That is, the traffic load
arriving at each sensor node follows a general distribution. Likewise, the packet service time
at each node does not have a specific distribution as it depends on the characteristics of the
medium access protocol and the physical constraints imposed by the network topology. It is,
therefore, realistic to describe each sensor node as a GI/G/1 queue [52], with the assumption
of each node handling one packet at a time with a first-come, first-served service discipline.
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In the following, we first obtain the expected value and variance of the inter-arrival
time and service time distributions for each node which later are used to derive the average
end-to-end delay and jitter over a multi-hop WBAN path.
2.4.1 Inter-Arrival Time Distribution
We choose a Poisson packet arrival at the MAC layer of the sensor nodes as we want to obtain
conservative performance bounds. Let us assume for each sensor node n ∈ N the data packets
collected by the sensor itself arrive at the sensor node according to a Poisson distribution with
the expected arrival rate of κn packet(s) per second. We denote the probability distribution
of packet inter-arrival times at a node n by An. Accordingly, for a leaf sensor node (i.e., a
node with no descendant) An is exponentially distributed with expected value and variance
of κ−1n and κ
−2
n , respectively.
For a relaying sensor node with descendants, An comprises the inter-arrival time of
packets generated by node n itself as well as the inter-arrival time of packets received suc-
cessfully from the children (i.e., immediate descendants) of n to be relayed in the uplink.
Note that the latter itself is the aggregated inter-departure times of packets from the children
of n.
Let Cn be the set of children of the node n in the tree structure. As the distributions
of the traffic generated by n and its children are pairwise independent, we have
An(t) = A〈n,n〉(t)
∏
c∈Cn
D〈c,n〉(t), (2.7)
where An, A〈n,n〉, and D〈c,n〉 are the moment generating functions of the inter-arrival distri-
bution of packets at the node n, the inter-arrival distribution of self-generating packets at n,
and the inter-departure distribution of packets transmitted by c to be received by n.
Now let us denote the service time distribution of packets transmitting from a node
c to node n by S〈c,n〉, with the moment generating function S〈c,n〉. The moment generating
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function of the inter-departure distribution of packets from c (with non-Poisson arrival) to
n can be approximated by [53]
D〈c,n〉(t) = ρ〈c,n〉S〈c,n〉(t) + (1− ρ〈c,n〉)S〈c,n〉(t)Ac(t), (2.8)
where ρ〈c,n〉 is the utilization factor of the node c when transmitting to n and is given by
E[S〈c,n〉]
E[Ac]
. Note that the expected value (i.e., the first moment) of D〈c,n〉 is equal to the expected
value of Ac regardless of the service time distribution, i.e.,
E[D〈c,n〉] =
d
dt
D〈c,n〉(t)
∣∣
t=0
= ρ〈c,n〉E[S〈c,n〉] + (1− ρ〈c,n〉)(E[S〈c,n〉] + E[Ac])
= E[Ac]. (2.9)
Using Eqs. (2.7), (2.8), and (2.9), and given that the moment generating function
of a random variable at t = 0 always exists and is equal to 1, the expected value of the
inter-arrival distribution of packets at a sensor node n is obtained by
E[An] =
d
dt
An(t)
∣∣
t=0
= E[A〈n,n〉] +
∑
c∈Cn
E[Ac]. (2.10)
Similarly, the variance (i.e., the second moment about the mean) of the inter-arrival
distribution of packets at n is retrieved by1
V[An] =
d2
dt2
An(t)
∣∣
t=0
− E[An]2
= V[A〈n,n〉] + (1− E[A〈n,n〉])
∑
c∈Cn
E[Ac]−
[∑
c∈Cn
E[Ac]
]2
+
∑
c∈Cn
∑
c′∈Cn\{c}
E[Ac]E[Ac′] +
∑
c∈Cn
[
V[S〈c,n〉]− E[S〈c,n〉]2 + 2E[S〈c,n〉]E[Ac]+
(1− E[S〈c,n〉]
E[Ac]
)(V[Ac] + E[Ac]
2)
]
. (2.11)
1See Appendix A.
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We assume the queues are stable, i.e., ρn ≤ 1 ∀n ∈ N . To prevent an over-saturated
condition in the network, we also assume the transmission rate of each node is greater than
the accumulated traffic rate forwarded by the node.
2.4.2 Service Time Distribution
In order to find the distribution of service time at a sensor node (i.e., the time a node
spends to transmit a packet without any error), we need to derive the packet transmission
time distribution first. We consider a WBAN wherein the sensor nodes seek access to the
shared wireless medium using slotted Aloha. Similar lines of reasoning can be followed for a
CSMA/CA-based WBAN.
Each Aloha slot shall be greater than or equal to the time required to transmit a packet,
that is
τ =
Mb
Rb
+ ε ≈ Mb
Rb
, (2.12)
where Mb and Rb are the packet size (in bits) and data transmission rate, respectively.
In Eq. (2.12), ε represents the time taken for a node to receive an ACK/NACK from its
destination and is assumed to be negligible compared to Mb
Rb
.
Let Tn denote the probability distribution for the time required to transmit a packet
from the instance a node n starts the slotted Aloha access process until it finishes transmis-
sion. It is evident that Tn follows a geometric distribution with the probability mass function
given by
Pr {Tn = kτ} = αn(1− αn)k−1 k = 1, 2, · · · , (2.13)
where αn is the contention probability maintained by node n.
Then the moment generating function of the transmission time distribution from node
n is
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Tn(t) = E[etTn ] =
∞∑
k=1
αn(1− αn)k−1etkτ
=
αn e
tτ
1− (1− αn)etτ . (2.14)
Now we obtain the probability of a successful packet transmission for a sensor node.
The probability that a packet sent over a one-hop link is successfully received by its desti-
nation depends on whether a collision occurs or not as well as on the received SNR.
A packet transmitted by a sensor node will be lost due to collision if at least one of
the nodes within the carrier sensing range of the receiver, other than transmitter itself, tries
to transmit during the same time slot. We assume that all the nodes are within the carrier
sensing range of each other due to the small scale of WBANs and, furthermore, that no
node can receive a packet while transmitting. Given the fact that a node transmits with
a probability equal to its utilization factor (i.e., if it has a packet for transmission), the
collision rate of a packet transmitted by a sensor node n ∈ N denoted by χn is given by
χn = 1−
∏
x∈N\{n}
(1− ρx). (2.15)
If no collision occurs, the average packet error rate λ¯〈n,i〉 over a link between the
transmitter n and a receiver i is a function of the average received SNR per bit as suggested
by Eqs. (2.2) and (2.3).
The average probability of successful packet transmission from n to i denoted by pi〈n,i〉
is therefore given by
pi〈n,i〉 = 1−
[
χn + (1− χn)λ¯〈n,i〉
]
. (2.16)
An automatic-repeat-request mechanism is considered whereby a sensor node keeps
retransmitting a packet until the packet is successfully received at the destination. We
assume the retransmissions are independent. The service time at the sensor node n when
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transmitting to another node i is therefore a compound probability distribution in which the
compounded distribution is geometric with success probability of pi〈n,i〉 and the distribution of
transmission time Tn is the compounding distribution [54]. The moment generating function
of the service time distribution of packets transmitting from n to i is given by
S〈n,i〉(t) =
∞∑
k=1
pi〈n,i〉(1− pi〈n,i〉)k−1Tkn(t)
= pi〈n,i〉Tn(t)
∣∣
α=αmax
+
pi〈n,i〉(1− pi〈n,i〉)T2n(t)
∣∣
α=αmax
+
pi〈n,i〉(1− pi〈n,i〉)2T3n(t)|α=αmin
1− (1− pi〈n,i〉)Tn(t)|α=αmin
. (2.17)
Note that in Eq. (2.17) node n sets its contention probability αn to αmax for the first
two transmissions and fixes it to αmin for the rest of transmission attempts.
Using Eqs. (2.14) and (2.17) and the properties of the moment generating function,
the expected value and variance of the service time at n when transmitting to i are derived
respectively as
E[S〈n,i〉] =
d
dt
S〈n,i〉(t)
∣∣
t=0
=
8
3
τ
(
2
pi〈n,i〉
− 3pi〈n,i〉 + 2pi2〈n,i〉
)
, (2.18)
and
V[S〈n,i〉] =
d2
dt2
S〈n,i〉(t)
∣∣
t=0
− E[S〈n,i〉]2
=
τ 2
9
(
256
pi2〈n,i〉
− 48
pi〈n,i〉
+ 768− 1976pi〈n,i〉 + 528pi2〈n,i〉 + 768pi3〈n,i〉 − 256pi4〈n,i〉
)
. (2.19)
2.4.3 Average Delay and Jitter
Let us denote the distribution of the total packet latency experienced at a sensor node n
when transmitting to another node i by L〈n,i〉. This latency includes both the queuing delay
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as well as the service delay. Given the moment generating functions of packet inter-arrival
time and service time at n, the moment generating function of L〈n,i〉 denoted by L〈n,i〉 can
be approximated as [55]
L〈n,i〉(t) =
(
1− E[An]E[S〈n,i〉]
)
(t− 1)S〈n,i〉(t)
(
1− An(S〈n,i〉(t))
)
E[An]
(
1− S〈n,i〉(t)
) (
t− An(S〈n,i〉(t))
) . (2.20)
The expected value and variance of the total delay at n when transmitting to i then
are obtained from Eq. (2.20) respectively as
E[L〈n,i〉] = E[S〈n,i〉] +
E[An]V[S〈n,i〉] + E[S〈n,i〉]V[An]
2
(
1− E[An]E[S〈n,i〉]
) , (2.21)
and
V[L〈n,i〉] =
E[An]
2V[S〈n,i〉] + E[S〈n,i〉]2V[An]
4E[An]E[S〈n,i〉]
+
V[An]
2V[S〈n,i〉] + V[S〈n,i〉]2V[An](
V[An] + V[S〈n,i〉]
)2 . (2.22)
The average end-to-end delay experienced by a packet over a K-hop transmission path
l = 〈m1, · · · ,mK+1〉 is the aggregate of the delays at the nodes en route, and is given by
E[Ll] =
K∑
k=1
E[L〈mk,mk+1〉]. (2.23)
Likewise, the average variation in the end-to-end packet delay (also known as jitter)
experienced over a path l is the sum of the standard deviations of the total delays at the
individual nodes, and is given by
V[Ll]
1
2 =
K∑
k=1
V[L〈mk,mk+1〉]
1
2 . (2.24)
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2.5 The Joint Relay Selection and Power Control Game
We formulate a non-cooperative game wherein each sensor node seeks to selfishly maximize
the energy efficiency of its transmissions in the uplink of the WBAN while adhering to the
applicable QoS constraints. We model the utility function of a node as the ratio of the
goodput to the transmit power over the path it takes to connect to the hub, and specify the
QoS requirements in terms of the upper bounds on the packet outage probability as well as
the average end-to-end delay. Energy consumption in the sensor nodes is approximated by
energy utilized for data transmission, as the computation energy is negligible by comparison.
Depending on the nature of data and the required end-to-end transmission reliability, sensor
nodes may have different QoS requirements.
Formally, the joint relay selection and power control game (RSPCG) is specified by
G = 〈N , {An}, {un}〉 where N = {1, . . . , N} is the set of players with a typical element
of n, An = Rn ×
[
0, P¯n
]
is the action set of player n with an action an = (rn, p〈n,rn〉)
corresponding to a choice of relaying node and transmit power, and un is the utility function
associated with player n. Here, Rn and P¯n are the set of potential relays to which n can
connect in the uplink, and the maximum transmit power available to n. Without loss of
generality and for brevity of exposition, we assume P¯n is large and identical for all the sensor
nodes.
We assume sensor nodes have no incentive to disconnect from the WBAN, i.e., the
network graph is always connected.
2.5.1 Utility and Quality of Service
Given the strategies of the other nodes, each node makes its relay selection and power control
decisions independently, seeking the maximum possible utility while satisfying the applicable
QoS demands.
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It is assumed that a sensor node n ∈ N chooses to connect to a relay node rn ∈ Rn in
the uplink and, in turn, form a unique K-hop transmission path ln = 〈m1, · · · ,mK+1〉 to the
hub, where m1 = n, m2 = rn, and mK+1 = H.
For wireless networks with fundamental energy constraints, the ratio of a node’s good-
put to the consumed transmit power is a commonly used measure for energy efficiency [45, 56].
Let us specify the transmit power of a path l as the sum of the transmit powers of the nodes
along the path, and denote it by pl. We model the utility function of n as
un = Rb
(1− P outln )
pln
= Rb
K∏
k=1
(
1− P out〈mk,mk+1〉
)
∑K
k=1 p〈mk,mk+1〉
= Rb
(1− P out〈n,rn〉)
K∏
k=2
(
1− P out〈mk,mk+1〉
)
p〈n,rn〉 +
∑K
k=2 p〈mk,mk+1〉
= Rb
(1− P out〈n,rn〉)(1− P outlrn )
p〈n,rn〉 + plrn
. (2.25)
This utility function represents the least number of bits that are successfully received
by the hub per unit of energy consumed for a transmitting node given a target packet error
rate, and has units of bits per joule.
We also consider the QoS measures of sensor node n to be the average packet latency
δn and jitter θn experienced over the transmission path ln taken by n to the hub, i.e.,
δn = E[Lln ] =
K∑
k=1
E[L〈mk,mk+1〉]
= E[L〈n,rn〉] +
K∑
k=2
E[L〈mk,mk+1〉] = E[L〈n,rn〉] + δrn , (2.26)
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and
θn = V[Lln ]
1
2 =
K∑
k=1
V[L〈mk,mk+1〉]
1
2
= V[L〈n,rn〉]
1
2 +
K∑
k=2
V[L〈mk,mk+1〉]
1
2 = V[L〈n,rn〉]
1
2 + θrn . (2.27)
Eqs. (2.25), (2.26), and (2.27) signify that the utility or QoS measures of a sensor node
n depend on its transmit power and qualities of the first hop in its path to the hub 〈n,rn〉,
as well as the utility or QoS measures of the immediate relay node n chooses to connect to
in the uplink, rn.
We specify the QoS constraints of sensor node n by (∆n, Θn) where ∆n and Θn are
the upper bounds on the average delay and jitter, respectively. These requirements allows
for determining the maximum tolerable end-to-end latency and jitter in the WBAN for
scheduling uplink/downlink allocation intervals or real-time monitoring requirements.
Note also that these QoS constraints, in effect, limit the number of relays each node
can reliably support in the uplink. That is because as the number of descendants of a node
increases, the queuing delay and its variation at the node rise which, in turn, result in a
higher latency and jitter over the entire path. Therefore once the delay or jitter over a path
reaches the corresponding QoS constraint, nodes within that path can no longer admit new
connections.
2.5.2 Power Control
In a given network topology, a best response power control strategy for a node n ∈ N is a
utility maximizing choice of transmit power while fixing the transmit powers of all the other
nodes, and is given by the solution of the following constrained optimization
max
p〈n,rn〉
un s.t. δn ≤ ∆n, θn ≤ Θn. (2.28)
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Note that for a matched filter receiver, the average received SNR from n as measured
at rn is given by
γ¯〈n,rn〉 =
p〈n,rn〉|h〈n,rn〉|2
N0W
(2.29)
where h〈n,rn〉 is the channel gain and N0 is the thermal noise spectral density.
Moreover, the developments in Sec. 2.4.2 suggest that, in a fixed network topology, the
delay and jitter constraints can be translated to corresponding lower bounds on the average
received SNR.
The maximization in (2.28) is, therefore, equivalent to
max
γ¯〈n,rn〉
un s.t. γ¯〈n,rn〉 ≥ γˆ∆〈n,rn〉, γ¯〈n,rn〉 ≥ γˆΘ〈n,rn〉. (2.30)
Let us first consider the maximization problem (2.30) without any constraints. We can
write
max
γ¯〈n,rn〉
Rb
[
1−
K∏
k=2
Φ
(
g
(
γ¯〈mk,mk+1〉
))] 1− Φ (g (γ¯〈n,rn〉))
N0W
(
γ¯〈n,rn〉
|h〈n,rn〉|2 +
K∑
k=2
γ¯〈mk,mk+1〉
|h〈mk,mk+1〉|
2
) , (2.31)
where
g
(
γ¯〈mk,mk+1〉
)
=
10 log10
[
Rb ln
(
2−2 Mb
√
1−λ
)−1
Wγ¯〈mk,mk+1〉
]
σ〈mk,mk+1〉
. (2.32)
Note that when the transmit powers of all other nodes are fixed, the utility of node n
is only a function of the average received SNR γ¯〈n,rn〉. By taking the derivative of the utility
with respect to γ¯〈n,rn〉 and equating it to zero, it is readily shown that un is maximized when
γ¯〈n,rn〉 = γ˜〈n,rn〉, the solution of the following scalar equation
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Φ
(−g (γ¯〈n,rn〉)) = 10√
2pi ln(10)σ〈n,rn〉
exp
(
−g
(
γ¯〈n,rn〉
)2
2
)
1 + |h〈n,rn〉|2
∑K
k=2
γ¯〈mk,mk+1〉
|h〈mk,mk+1〉|
2
γ¯〈n,rn〉
 . (2.33)
For the constrained maximization problem (2.30), the optimal SNR γ˜ may not be
feasible in which case the sensor node has to adjust its transmit power to guarantee the
lowest SNR required to meet its QoS constraints. This, of course, leads to a reduction in the
node’s energy efficiency. In particular, node n would choose its transmit power such that the
average received SNR γ∗〈n,rn〉 = max
{
γ˜〈n,rn〉,γˆ
∆
〈n,rn〉,γˆ
Θ
〈n,rn〉
}
is maintained.
It is straightforward to show that un is a decreasing function of γ¯〈n,rn〉 for all γ¯〈n,rn〉 ≥ γ˜.
Therefore, un(γ¯
′
〈n,rn〉) < un(γ¯〈n,rn〉) for all γ¯
′
〈n,rn〉 > γ¯〈n,rn〉 ≥ γ˜〈n,rn〉, i.e., node n has no
incentive to transmit at a power higher than γ∗〈n,rn〉.
In the context of the non-cooperative RSPCG, an N -tuple p =
{
p〈n,rn〉
}
n∈N is said to
constitute a Nash equilibrium power control solution iff no unilateral deviation in transmit
power strategy by any single node is profitable for that node.
The following proposition proves the existence of a power control Nash equilibrium and
characterizes the equilibrium solution for the RSPCG.
Proposition 2.1 (Nash Power Control Solution). If λ < 1 − 2−M , then the RSPCG ad-
mits a unique power control Nash equilibrium given by p∗ =
{
p∗〈n,rn〉
}
n∈N
where p∗〈n,rn〉 =
N0W
|h〈n,rn〉|2γ
∗
〈n,rn〉 ∀n ∈ N .
Proof: The condition λ < 1− 2−M ensures the function g(.) can be defined for γ¯ > 0. Now,
let p〈n,rn〉 = p
∗
〈n,rn〉 ∀n ∈ N . Then the output SNR for each node n will be equal to γ∗〈n,rn〉,
i.e., every node is playing its best response transmit power strategy. Therefore, p∗ is a power
control Nash equilibrium.
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Note that the two sides of the Eq. (2.33) are strictly monotonic with respect to γ¯, with
opposite monotonicity. This guarantees the equation exhibits a unique root γ˜〈n,rn〉 for each
node n ∈ N . It readily follows that each node has a unique best response strategy and,
therefore, the equilibrium with p = p∗ is a unique Nash solution. 
From (2.25) and (2.33), the utility of node n at the equilibrium is given by
u∗n =
10Rb|h〈n,rn〉|2
K∏
k=2
Φ
(
−g
(
γ¯∗〈mk,mk+1〉
))
√
2pi ln(10)N0Wσ〈n,rn〉
exp
(
−g(γ
∗
〈n,rn〉)
2
2
)
γ∗〈n,rn〉
. (2.34)
2.5.3 Relay Selection
Consider sensor nodes choose their equilibrium power control strategies in every network
topology configuration. A best response relay selection strategy for a node n ∈ N is a utility
maximizing choice of relaying node given the relay choices of all the other nodes, and is given
by the solution of the following constrained optimization
max
rn
un s.t. δn ≤ ∆n, θn ≤ Θn. (2.35)
A joint relay selection strategy by all sensor nodes r = {rn}n∈N results in a network
graph Gp. In the following, we present a graph formation algorithm based on the concept of
the best response relay selection.
The bootstrapping phase includes network discovery where each sensor node detects
its neighboring nodes as potential partners for multi-hop transmission and learns the current
state of the WBAN. Having discovered the network, sensor nodes iteratively and in an
arbitrary sequence interact with their neighbors and choose their best response relaying
nodes given their current knowledge of the network topology.
An N -tuple r is said to constitute a Nash equilibrium topology iff no unilateral devi-
ation in relay selection strategy by any single node is profitable for that node.
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The above described iterative approach among sensor nodes to selecting the best re-
sponse relays is guaranteed to converge to a Nash topology as proved by the following propo-
sition.
Proposition 2.2 (Nash Relay Selection Solution). The presented relay selection algorithm is
guaranteed to converge to a final Nash topology after a finite number of iterations regardless
of the initial network topology and the sequence of best response selections.
Proof: Let Gr be the resultant topology graph from the joint relay selection strategy r.
Topology graph evolution from Gr to another graph Gr′ entails a best response relay selection
by an arbitrary sensor node n ∈ N . This best response choice by n may impact the utility of
three different types of nodes in the network: the utility of n itself does not decrease as per
the definition of a best response strategy; utilities of the descendants of n also do not decrease
as a raise in the utility of a node can only lead to increase in the utility of its descendants
as suggested by (2.25); finally, utilities of the nodes that are not connected to or are parents
of n are not affected by a best response relay choice of node n. Therefore, every move from
a graph Gr to a graph Gr′ does not lead to any decrease in the utility of any node in the
network. Based on this fact, and given that the number of tree topologies interconnecting a
finite number of nodes is finite, it yields that the algorithm eventually converges to a stable
Nash topology after a finite number of iterations. 
2.5.4 RSPCG Algorithm Implementation
The RSPCG algorithm can be implemented in a distributed fashion which, compared to a
centralized implementation, is less complex and more readily scalable in practice.
Each sensor node goes through a discovery phase on startup, where it detects the
potential relay nodes in its vicinity for uplink transmission. Well-known discovery techniques
[57] can be used in this phase to learn about the presence of neighbors.
Here, for each sensor node n ∈ N we define the potential relay set Rn as the set of
nodes to which n can connect in the uplink, i.e., the relay set of n is disjoint from its set of
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descendants Dn in the tree structure. Also, potential relays need to be able to decode the
signal transmitted by n at its maximum transmit power with negligibly small error. Hence,
Rn =
{
i ∈ V\ ({n} ∪ Dn) |γˆb〈n,i〉 > 0 dB
}
∀n ∈ N , where γˆb〈n,i〉 is the average received SNR
per bit from n with transmit power P¯n as measured at i.
Subsequent to discovery phase, sensor nodes play an iterative relay selection and power
control game in an arbitrary but sequential order. In every iteration each sensor node n
interacts, using pairwise negotiations over a control channel, with its discovered potential
relays, acquires the current network topology information as well as the POP, transmit
power, and QoS measures of its prospective parents, calculates its best response power control
strategies corresponding to each of its potential relays, then identifies its best response relay
selection strategy and executes it by replacing its current link with the newly identified one.
The game goes on until convergence to a Nash topology.
As suggested by (2.25), (2.26), and (2.27), each sensor node needs to only assess the
utility and QoS measures of its prospective immediate hops in the uplink to make its best
response decision. Note that when a prospective next-hop node is asked to report its QoS
measures to its neighbors, it must first update its end-to-end delay and jitter, as accepting
new descendants increases the queuing time and, in turn, end-to-end delay and jitter at the
node.
Steps of the RSPCG algorithm is summarized in Algorithm 1.
Much of the computational complexity of the algorithm lies in the process of best re-
sponse selection. In particular, the computational complexity of identifying the best response
strategy for each sensor node n has a time complexity of O(|Rn|).
Another source of complexity is the number of algorithm iterations till convergence.
While this is upper bounded in theory by the number of spanning trees definable on the set of
network graph vertices V , the algorithm converges much faster in a practical implementation
as a sensor node does not need attempting to connect to every other node in the network
before identifying its best response.
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Initialization
forall n ∈ N do
rn ← Hub; //star network topology
p〈n,rn〉 ← p0; //pre-defined TX power
end
Network Discovery
forall n ∈ N do
n finds its potential relay set Rn;
end
Distributed Relay Selection and Power Control
repeat in an arbitrary but sequential order
forall n ∈ N do
forall rn ∈ Rn do
n interacts with rn over a control channel;
n computes its utility maximizer p∗〈n,rn〉;
n computes its utility un(rn, p
∗
〈n,rn〉);
end
n selects it utility maximizer r∗n;
end
until convergence to a stable Nash topology ;
Energy-Efficient Multi-hop Transmission
Sensor nodes transmit their packets, where applicable;
Algorithm 1: RSPCG algorithm for relay selection and power control
Last but not least, the algorithm is adaptable to a dynamically changing WBAN setting
as it can be repeated periodically within different time intervals depending on the frequency
and magnitude of changes in the network. In this case, the best response interactions be-
tween sensor nodes can be piggybacked over regular data transmissions instead of requiring
dedicated control channels, which can significantly reduce radio usage in small sensor devices.
2.6 Model Validation
In this section, the game theoretic analysis is employed in an IEEE 802.15.6-based UWB
WBAN to gauge the validity and effectiveness of the proposed framework. To this end, we
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examine the performance behaviors for various scenarios. In particular, we consider moving
versus stationary WBAN scenarios with respect to the motion of the human body. Also
three schemes are considered with respect to the transmission approach, namely multi-hop
transmission using the proposed relay selection and power control game (RSPCG), direct
transmission with power control using Proposition 2.1 (DTPC), and direct transmission
with prearranged transmit power (DT).
2.6.1 Simulation Setup
A WBAN consisting of ten on-body sensor nodes is considered. As shown in Fig. 2.1, the
nodes are placed on the head, left arm, left hand, chest, right arm, right hand, left leg, left
foot, right leg, and right foot of the subject. The node H located on the center waist is the
hub and the other ten sensor nodes try to communicate with it.
For the wireless propagation model in a moving WBAN, the results of the measure-
ment campaign conducted in [43] are used, where average path loss and fading statistics are
characterized on a per-link basis. The measurements are of a subject walking freely around
a room, for an UWB center frequency of 4.2 GHz. The total path loss of the wireless channel
is given by
PLdB =PLdB +N (µ,σ) + , (2.36)
where PL is the average path loss of the channel, N (µ,σ) a Gaussian distribution with
mean µ and standard deviation σ which models the fading amplitude of the channel in dB,
and  is the correlation of the channel with itself and other links in the network which is
negligible compared to the other two components of the path loss. Parameters of the channel
propagation model are provided in [43] for different links in the WBAN.
Also a receiver noise figure of 10 dB and implementation loss of 5 dB are considered
as per the optional UWB PHY specifications provided in IEEE 802.15.6.
To validate the model in an stationary scenario, the following path loss model is adopted
based on the measurements taken in a hospital room for UWB frequencies of 3.1− 10.6 GHz
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Sensor Node
Network Hub
Figure 2.1: Architecture of the WBAN (The network is composed of ten sensor nodes
and a hub. Graphical dimensions are not to scale, and numerical values correspond to
those in [43].)
[6]
PL(d)dB = β log10(d) +N (µ,σ), (2.37)
where d is Tx-Rx distance in millimeters and parameters β, µ, and σ are chosen to be 19.2,
3.38, and 2.8, respectively.
We assume the wireless links are symmetric and that the transceivers of all the sensor
nodes are identical with the same transmission range.
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2.6.2 Parameter Setting
The maximum signal transmit power for a transceiver is chosen to be 55 nW (−42.6 dBm)
and 12 nW (−49.2 dBm) for moving and stationary WBAN scenarios, respectively. These
are the transmission powers for which the POP of a target packet error rate of 10−3 stays
less than or equal to 10−3 over the reference Chest-Hub link for both scenarios. Choosing
identical P¯n for all n ∈ N is suitable for homogeneous sensors, with comparable data rates,
and helps to achieve uniform energy consumption across the WBAN, thereby extending the
network lifetime.
The target packet error rate λ and the packet size are set to 10−12 and 100 octets (800
bits), respectively, for utility optimization.
We consider an expected arrival packet rate of κn = 1 ∀n ∈ N , i.e., each sensor node
generates 1 packet per second at its application layer which is typical for health monitoring
devices sending patient physiological information. Note that even though continuous patient
monitoring devices may collect medical readings several times per second, these readings are
usually aggregated in the node and then transmitted to the hub, thereby reducing the radio
usage.
Other parameters of the physical layer required for simulation include working fre-
quency, modulation scheme, channel bandwidth, and uncoded source bit rate, which are set
to 4492.8 MHz, differentially encoded binary phase-shift keying (DBPSK), 499.2 MHz, and
0.4875 Mbps, respectively, as specified for the IEEE 802.15.6 impulse radio UWB (IR-UWB)
PHY.
Lastly, the ambient air temperature is assumed to be 21 in computing the thermal
noise spectral density N0.
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2.6.3 Numerical Results and Analysis
In the following, the obtained equilibrium results are presented to investigate how the ex-
pected performance behaviors differ for multi-hop relay transmission using RSPCG versus
direct transmission, and for moving versus stationary WBAN scenarios. In particular, we
examine equilibrium topology and power control scheme, node path power consumption, en-
ergy efficiency, end-to-end QoS in terms of delay and jitter, number of transmission hops,
and number of algorithm iterations till convergence to a Nash solution.
2.6.3.1 Topology and Power Control Scheme
Fig. 2.2 presents the relaying node and transmit power selection strategies each node adopts
at the equilibrium when ∆n ≥ 32.5 ms and Θn ≥ 168.6 ms ∀n ∈ N in the moving WBAN
scenario, and ∆n ≥ 16.1 ms and Θn ≥ 96.2 ms ∀n ∈ N in the stationary case. This signifies
the optimal cooperation scheme between nodes in the WBAN using the RSPCG.
Note that more nodes tend to adopt a multi-hop transmission strategy in the moving
scenario compared to the stationary case (five nodes in the moving WBAN versus two nodes
in the stationary case). The number of transmission hops in the moving scenario is more
than that of the stationary case also. For instance in Fig. 2.2, the optimal strategies for
Head and LHand nodes in the moving WBAN are to connect to the hub via three-hop links,
while in the stationary WBAN both nodes choose to directly communicate with the hub.
This is an expected result, as the body movements most likely degrade the channel quality
especially between nearby nodes. The exception is LFoot node that, while choosing two-hop
transmission in the stationary scenario, plays a direct transmission strategy in the moving
case, as the body movement in this case actually improves the quality of direct channel
between LFoot node and the hub.
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Moving
Stationary
Figure 2.2: Optimal topology and power control scheme at the equilibrium formed by the
proposed RSPCG for moving and stationary WBANs (λ = 10−12, M = 800 bits, ∆ ≥ 32.5
ms and Θ ≥ 168.6 ms for moving WBAN, ∆ ≥ 16.1 ms and Θ ≥ 96.2 ms for stationary
WBAN)
2.6.3.2 Node Path Power Consumption
Cumulative power consumption over nodes’ path to the hub is depicted in Figs. 2.3 and 2.4
for moving and stationary WBAN scenarios, respectively.
As evident in Figs. 2.3 and 2.4, mean and standard deviation of path power con-
sumption for multi-hop transmission using RSPCG are noticeably less than those of the
direct transmission using DTPC, especially in the moving scenario. This signifies how much
RSPCG decreases power consumption and improves uniformity of power dissipation in the
network in both moving and stationary cases.
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Figure 2.3: Node path transmit power consumption of RSPCG compared to DTPC for
moving WBAN (λ = 10−12, M = 800 bits, ∆ ≥ 32.5 ms and Θ ≥ 168.6 ms)
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Figure 2.4: Node path transmit power consumption of RSPCG compared to DTPC for
stationary WBAN (λ = 10−12, M = 800 bits, ∆ ≥ 16.1 ms and Θ ≥ 96.2 ms)
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Note that, since the architecture of the considered WBAN is almost symmetric with
the hub located on the center waist of subject, the path power consumption of the mirror
nodes is roughly the same in the stationary WBAN. However this does not hold in the moving
scenario due to the motion variations, and therefore the LHand path, for instance, consumes
significantly more power in comparison to the RHand path.
2.6.3.3 Energy Efficiency
Fig. 2.5 depicts the average utility per node of RSPCG compared to for DTPC and DT as
the prescribed packet error rate increases in moving and stationary WBAN scenarios. Node
utility as formulated in Sec. 2.5.1 signifies the energy efficiency of transmission.
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Figure 2.5: Average utility per node versus prescribed PER for moving and stationary
WBANs (M = 800 bits, ∆ ≥ 32.5 ms and Θ ≥ 168.6 ms for moving WBAN, ∆ ≥ 16.1 ms
and Θ ≥ 96.2 ms for stationary WBAN)
Raising the target packet error rate accordingly increases the utility. Note that RSPCG
surpasses DT in terms of energy efficiency for both moving and stationary scenarios. How-
ever, the utility enhancement of the RSPCG is greater in the moving WBAN compared to
the stationary case. RSPCG has a better energy efficiency performance compared to DTPC
in the moving WBAN, while the two approaches yield comparable utilities in the stationary
scenario. It is also noted from Fig. 2.5 that DT is a more profitable transmission approach in
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the stationary WBAN compared to in the moving case, while the opposite holds for DTPC
and particularly RSPCG.
Figs. 2.6 and 2.7 illustrate the node utility versus the prescribed packet error rate for
nodes Head, LArm, and RFoot in moving and stationary WBAN scenarios, respectively. We
opt not to show the results for the other nodes due to space limitations, but the performance
behaviors follow similar trends as those presented.
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Figure 2.6: Utility of nodes Head, LArm, and RFoot versus prescribed PER for moving
WBAN (M = 800 bits, ∆ ≥ 32.5 ms and Θ ≥ 168.6 ms)
The utility of all the tree nodes resulting from RSPCG are higher than for the other
transmission approaches in both moving and stationary scenarios. RSPCG in particular
ameliorates the node energy efficiency in the moving WBAN where the quality of direct
links to the hub are degraded due to body movements. For instance in Fig. 2.6, while the
utilities resulting from DTPC and DT remain quite the same for nodes Head, LArm, RSPCG
outperforms both approaches especially in higher target packet error rate values.
Note in the moving scenario in Fig. 2.6 that as the prescribed packet error rate increases,
among the considered nodes LArm is the most beneficiary of RSPCG approach, while RFoot
compared to Head gains less utility enhancement from RSPCG. That is because in the moving
WBAN, the quality of the path RFoot takes in the lower half of the body is subject to a
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Figure 2.7: Utility of nodes Head, LArm, and RFoot versus prescribed PER for stationary
WBAN (M = 800 bits, ∆ ≥ 16.1 ms and Θ ≥ 96.2 ms)
higher degradation compared to the quality of Head’s transmission path in the upper body
half.
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Figure 2.8: Average utility per node versus packet size for moving and stationary WBANs
(λ = 10−12, ∆ ≥ 32.5 ms and Θ ≥ 168.6 ms for moving WBAN, ∆ ≥ 16.1 ms and Θ ≥ 96.2
ms for stationary WBAN)
Fig. 2.8 depicts the average utility per node of RSPCG compared to for the other
two transmission approaches as the packet size increases in moving and stationary WBAN
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scenarios.
Energy efficiency gradually declines as packets get larger for all cases. Note that
RSPCG again outperforms the other two transmission approaches in both moving and sta-
tionary WBANs. The performance gain resulting from the RSPCG in the moving WBAN is
again well above that for the stationary scenario.
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Figure 2.9: Utility of nodes Head, LArm, and RFoot versus packet size for moving WBAN
(λ = 10−12, ∆ ≥ 32.5 ms and Θ ≥ 168.6 ms)
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Figure 2.10: Utility of nodes Head, LArm, and RFoot versus packet size for stationary
WBAN (λ = 10−12, ∆ ≥ 16.1 ms and Θ ≥ 96.2 ms)
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The node utility versus packet size for nodes Head, LArm, and RFoot is illustrated in
Figs. 2.9 and 2.10 in moving and stationary WBANs, respectively.
Again RSPCG yields a higher energy efficiency for all the tree nodes compared to the
other transmission approaches, especially in the moving WBAN.
Figs. 2.11 and 2.12 depict the node utility resulting from RSPCG versus the QoS
constraints for nodes Head, LArm, and RFoot in moving and stationary WBAN scenarios,
respectively.
10 15 20 25 30
0
1
2
3
4
5
6
7
8
9
10
11
Delay Constraint [ms]
Ut
ilit
y 
[pk
t p
er 
nJ
]
 
 
60 80 100 120 140 160 180
Jitter Constraint [ms]
∆
n
Θ
n
Head
L Arm
R Foot
Figure 2.11: Utility of nodes Head, LArm, and RFoot resulting from RSPCG versus delay
and jitter constraints for moving WBAN (λ = 10−12, M = 800 bits)
As the permissible end-to-end delay and jitter increase, nodes are likely to increase
their number of transmission hops in order to guarantee their maximum achievable utility.
In Fig. 2.11 for instance, in order to adhere to the lowest possible upper bounds on
delay and jitter (i.e., ∆10 = 6.9 ms and Θ10 = 44 ms), node RFoot has to take a direct
transmission strategy to the hub with a power choice higher than its optimal direct transmit
power. As the delay and jitter constraints relax, RFoot is allowed to adjust its transmit power
and steadily improve its utility, until the node reaches its optimal direct transmit power after
which point it no longer improve its energy efficiency while directly transmitting. The utility
of RFoot therefore remains constant until the QoS constraints are relaxed enough so that the
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Figure 2.12: Utility of nodes Head, LArm, and RFoot resulting from RSPCG versus delay
and jitter constraints for stationary WBAN (λ = 10−12, M = 800 bits)
node can choose a two-hop transmission path to the hub (at ∆10 = 16.1 ms and Θ10 = 96.2
ms). Note that there are leaps on corresponding diagrams at this point in Fig. 2.11. The
node utility remains unchanged for higher QoS constraints.
In Fig. 2.11, note that the diagrams associated with LArm and RFoot has only one
leap each, while there are two leaps on the diagrams for Head. That is because when QoS
constraints allow, Head increases its transmission hops to three in order to maximize its
energy efficiency.
Also in Fig. 2.12, there is a leap in the utility of RFoot when it changes its direct
transmission approach to two-hop transmission (at ∆10 = 16.1 ms and Θ10 = 96.2 ms), but
the utilities of the other two nodes remain unchanged for different QoS constraints.
2.6.3.4 End-to-End QoS
Fig. 2.13 depicts the average end-to-end delay per node resulting from RSPCG compared
to DTPC and DT as the packet size increases in moving and stationary WBAN scenarios.
Larger packet size entails a higher service time as it increases both the transmission time as
well as the packet error rate, which in turn result in a higher end-to-end latency. Note that
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Figure 2.13: Average end-to-end delay per node versus packet size for moving and sta-
tionary WBAN scenarios (λ = 10−12)
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Figure 2.14: End-to-end delay of nodes Head, LArm, and RFoot versus packet size for
moving WBAN (λ = 10−12)
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Figure 2.15: End-to-end delay of nodes Head, LArm, and RFoot versus packet size for
stationary WBAN (λ = 10−12)
RSPCG introduces some extra delay to the system as expected. Yet as the packets get larger,
the packet error rate for direct transmission rises at a higher pace compared to for RSPCG
which results in considerably higher delays of DT and DTPC for longer packets compared
to RSPCG. Also for the RSPCG, the average end-to-end delay in the moving WBAN is
higher compared to the stationary WBAN which stems from the higher number of hops in
the moving scenario.
The end-to-end delay versus packet size for nodes Head, LArm, and RFoot is presented
in Figs. 2.14 and 2.15 in moving and stationary WBANs, respectively.
Fig. 2.16 illustrates the average end-to-end jitter per node for different transmission
approaches versus the packet size in moving and stationary WBAN scenarios. Note that
packet jitter is substantially higher than delay in all cases. The same trends can be observed
here as were noted in Fig. 2.13, e.g., the end-to-end jitter for direct transmission increases
at a higher pace compared to that of RSPCG as the packets get larger.
Also the end-to-end jitter versus packet size for nodes Head, LArm, and RFoot is pre-
sented in Figs. 2.17 and 2.18 in moving and stationary WBANs, respectively.
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Figure 2.16: Average end-to-end jitter per node versus packet size for moving and sta-
tionary WBAN scenarios (λ = 10−12)
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Figure 2.17: End-to-end jitter of nodes Head, LArm, and RFoot versus packet size for
moving WBAN (λ = 10−12)
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Figure 2.18: End-to-end jitter of nodes Head, LArm, and RFoot versus packet size for
stationary WBAN (λ = 10−12)
2.6.3.5 Number of Transmission Hops
10 15 20 25 30 35
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
Delay Constraint [ms]
Av
e 
#o
f H
op
s
 
 
60 80 100 120 140 160 180
Jitter Constraint [ms]
∆
n
Θ
n
Moving
Stationary
Figure 2.19: Average number of transmission hops per node resulting from RSPCG versus
delay and jitter constraints for moving and stationary WBANs (λ = 10−12, M = 800 bits)
Fig. 2.19 illustrates the effect of QoS constraints on the Nash topology of the WBAN.
As the QoS constraints increase, more nodes consider multi-hop transmission to enhance their
energy efficiency. Note that the QoS constraints, in effect, bound the maximum number of
connections a node can accept in the uplink. That is because as the number of descendants
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of a node increases, both the expected value and variance of the packet inter-arrival time for
the node rise (see Eqs. (2.10) and (2.11)), leading to a higher delay at the node (Eq. (2.21))
and, in turn, over the entire path to the hub.
Note that the minimum delay and jitter constraints for the given parameter values are
6.9 ms and 44 ms, respectively, which corresponds to the case of direct transmission to the
hub with zero packet error rate.
2.6.3.6 Number of Algorithm Iterations
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Figure 2.20: Maximum number of iterations till convergence to a Nash solution resulting
from RSPCG versus delay and jitter constraints for moving and stationary WBAN (λ =
10−12, M = 800 bits)
Fig. 2.20 shows the effect of QoS constraints on the number of algorithm iterations till
convergence to a Nash solution, starting with the star topology.
For higher QoS constraints, nodes are more likely to consider relay transmission which,
in turn, induces more iterations for the algorithm to converge. The number of iterations till
convergence to a Nash topology differs depending on the sequence of nodes taking action.
The maximum number of iterations is therefore considered, which remains lower than or
equal to 3 in all cases as evident in Fig. 2.20.
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2.7 Conclusion and Future Work
A non-cooperative game framework is developed to analyze the problem of QoS-constrained
relay selection and power control in multi-hop WBANs, wherein each sensor node, under
fading conditions, seeks to maximize its transmission energy efficiency while satisfying its
end-to-end delay and jitter requirements. We prove the existence of Nash equilibrium for
the proposed game, analytically characterize the Nash power control solution, and provide a
distributed algorithm that converges to a Nash topology.
The game theoretic analysis is then employed to examine the performance behav-
iors in an IEEE 802.15.6-based UWB WBAN, considering various scenarios with respect to
transmission approach as well as the body motion. Equilibrium results suggest RSPCG is
particularly germane to moving WBANs where channel conditions change frequently. It is
observed that nodes are more inclined towards taking a multi-hop transmission strategy in
the moving scenario compared to the stationary case. RSPCG decreases power consump-
tion and enhances uniformity of power dissipation in the network. Furthermore, it improves
energy efficiency performance of the WBAN at the expense of an admissible increase in the
end-to-end delay and jitter.
A future direction is to incorporate physical layer security considerations into the game
framework in the presence of eavesdroppers. In terms of implementation plausibility, it should
also behoove us to assess and quantify the propriety of the model parameters and assumptions
in the context of various practical application scenarios.
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Chapter 3
Delay-Aware Optimization of Spatial
Diversity with Respect to Physical
Layer Security in Wireless Body Area
Networks
Once the problem of energy efficiency with QoS provisioning is properly addressed, the next
logical step is to secure the communication links in the WBAN, which is studied in this
chapter. Note that the combination of energy efficiency and security into a unified WBAN
solution is discussed later in Chap. 4.
This chapter includes a manuscript entitled “Delay-Aware Optimization of Spatial Di-
versity with Respect to Physical Layer Security in Wireless Body Area Networks” by Hussein
Moosavi and Francis Minhthang Bui, submitted to the IEEE Transactions on Information
Forensics and Security, on August 2015. This work was supported in part by funding from
the Natural Sciences and Engineering Research Council of Canada (NSERC).
Joint optimization of the physical layer security with end-to-end latency provisioning is
studied in the uniquely constrained context of wireless body area networks. A game-theoretic
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framework is proposed wherein body-worn health-care devices interact in the presence of
wiretappers and under fading channel conditions to find the most secure multi-hop path to
the hub while adhering to the end-to-end delay requirement imposed by the application. We
model the problem as the search for a Nash network topology where no unilateral deviation
in strategy by any single sensor node improves the secrecy of it transmissions, and provide
a distributed algorithm guaranteed to converge to a stable Nash solution. The framework
is evaluated using numerical simulations in conditions approximating actual deployment of
wireless body area networks for moving and stationary scenarios. Results validate the merits
of the proposed framework to improve the security of transmissions compared to the star
topology and IEEE 802.15.6 two-hop topology extension schemes at the cost of an admissible
increase in the end-to-end delay.
3.1 Introduction
Wireless body area networks (WBANs) are at the forefront of emerging technologies in the
trend towards personalized mobile health-care. A WBAN typically consists of several sensor
nodes that measure the physiological and contextual data profiling the human body activities,
and a central hub to which the sensors wirelessly communicate the collected vital signs for
monitoring purposes.
For many networking applications, notably those in medical settings, it is critical that
the communication links in a WBAN system are secure and reliable. This is because a
WBAN system in these applications typically needs to handle medical data with stringent
confidentiality and liability requirements. That said, enabling secure transmission among
such body-worn wireless devices is a significant challenge given the operating conditions and
constraints in WBANs. Sensor nodes with low power and computational capabilities are in
close proximity of one another and channel variations are complex and unpredictable due to
motion, shadowing effects of the human body and multipath propagation. Furthermore, the
broadcast nature of the wireless medium leaves WBANs highly prone to eavesdropping and
raises the probability of security lapses.
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3.1.1 Related Works
Secure communications are conventionally realized through cryptographic techniques at the
upper layers of the wireless network protocol stack, which relies on the computational diffi-
culty of certain mathematical tasks. However, the overhead associated with complex encryp-
tion algorithms make them less feasible for implementation in wireless body-worn solutions
with resource constraints.
An alternative approach is to secure transmissions at the wireless physical layer (PHY)
by leveraging information theoretic principles [35]. PHY security exploits the random charac-
teristics of wireless channels, such as fading or noise, to enhance transmission secrecy without
requiring encryption keys.
Wyner suggested in his seminal work [58] that perfect secrecy is achievable using only
the characteristics of the wireless channel subject to the condition that the wiretap channel
is more noisy than that of the legitimate nodes. The key concept that characterizes this
approach to PHY security is the secrecy capacity, i.e., the maximum rate of secret informa-
tion achievable between a legitimate transmitter-receiver pair without being tapped by an
unauthorized receiver [59, 60].
The ergodic secrecy rate is ill-defined under finite delay constraints in a practical
WBAN. It is likely that the instantaneous channel state information (CSI) of the legiti-
mate channel is unknown to the transmitter due to the severe fading of radio signals near
the human body. Besides, it is realistic to assume the transmitter only has the statistics on
the wiretap channel at its disposal, as the wiretapper has no incentive to let the transmitter
know its channel state information. It is therefore appropriate to adopt the secrecy outage
probability (SOP) to evaluate the secrecy performance of transmissions, which signifies the
fraction of fading realizations where a prescribed secrecy rate is guaranteed.
The other obstacle arising from the fading conditions in WBANs is that the secrecy
capacity may be severely limited when sensor nodes directly communicate to the hub, due
to the degradation of effective received signal-to-noise ratio (SNR). Multi-hop relaying is
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a potential strategy to cope with the problem, as it has been recognized as an effective
technique in WBANs to combat wireless fading and improve link throughput by exploiting
the spatial diversity [61–63]. In this respect, PHY security of multi-hop communications in
general wireless settings has recently been studied and shown to be promising to enhance
the secrecy capacity of wireless channels [10–12, 64–66].
Note that exploiting spatial diversity through multi-hop transmission comes with the
cost of introducing extra delay to the system. It is therefore prudent to capture the impact
of multi-hop relaying on the end-to-end latency in the analysis, which is particularly critical
for scheduling allocation intervals and real-time monitoring requirements of the WBAN.
3.1.2 Summary of Contributions
This work investigates the problem of delay-aware optimization of PHY security in the con-
text of WBANs. The main contributions of the work are as follows.
• A system model is provided for intra-WBAN multi-hop communications of body-worn
devices in the uplink in the presence of off-body wiretappers.
• The secrecy outage probability is adapted in this context as the performance metric
as it is more meaningful in realistic fading channels compared with the ergodic secrecy
rate.
• The average end-to-end delay for multi-hop transmission in a slotted Aloha medium
access WBAN is characterized.
• A multi-hop topology formation game (MTFG) is proposed that formally formulates
the problem of jointly optimizing the PHY secrecy outage probability with end-to-
end delay provisioning in the uplink of a multi-hop WBAN. The convergence of the
algorithm to a stable Nash topology is proved.
• The proposed game framework is evaluated using numerical simulations in conditions
approximating actual deployment of WBANs for moving and stationary scenarios. The
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impact of various PHY parameters on the performance behaviors of the system is
examined. The framework shows remarkable promise in significantly improving the
PHY secrecy of transmissions, compared to that in the star topology and IEEE 802.15.6
two-hop topology extension schemes, at the cost of an admissible increase in the end-
to-end delay.
3.1.3 Paper Organization
The rest of the paper proceeds as follows. Sec. 3.2 presents the system model. PHY security
and end-to-end latency are characterized in Secs. 3.3 and 3.4, respectively. The multi-hop
topology formation game is formulated in Sec. 3.5. Numerical simulation results are provided
and the proposed framework is validated in Sec. 3.6. Finally, Sec. 3.7 concludes the paper.
3.2 System Model
We consider a WBAN composed of N on-body sensor nodes transmitting their sensed data
to a common hub H in the uplink, while W passive wiretappers are present in the vicinity
who can individually tap into the sensor nodes’ communications.
Let N andW denote the sets of all sensor nodes and wiretappers, respectively. Fig. 3.1
illustrates the system model.
Besides the signal attenuation due to geometric signal spreading, all legitimate and
wiretap channels also experience small-scale fading, that is, fluctuations caused by arrival of
signal by multiple propagation paths.
The legitimate channel is typically modeled to undergo log-normal fading [6, 43].
Therefore, the received SNR from an on-body sensor node n ∈ N as measured at another
on-body node follows a log-normal distribution, with the following PDF
f(γn) =
1
γnσn
√
2pi
exp
[
−(γ
dB
n − µn)2
2σ2n
]
, (3.1)
58
Sensor Node
WBAN Hub
Wiretapper
Figure 3.1: A typical WBAN with off-body wiretappers in the vicinity
where µn and σn denote the mean and standard deviation of the received SNR γn in dB,
respectively. (The receiver’s index is not specifically indicated in Eq. (3.1) for notational
convenience, but note that the SNR measurements at different receiver nodes are varied due
to their different communication channels.)
The off-body wiretap channel is modeled as small-scale Rayleigh fading [6]. Therefore,
the received SNR γw from a sensor node as measured at a wiretapper w ∈ W follows an
exponential distribution with parameter λw
f(γw) = λw exp(−λwγw). (3.2)
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As the wiretappers are relatively far away from the WBAN, without loss of generality
and for brevity of exposition all signals received by a wiretapper are assumed to experience
identical fading conditions and path loss attenuation.
Within the WBAN, each sensor node may either directly transmit its packets to the hub
or it may exploit spatial diversity by choosing a multi-hop transmission path. This results
in a network topology graph G(V ,E) with V = N ∪ {H} denoting the set of all vertices and
E denoting the set of all the edges. We formally define a transmission path as follows.
Definition 3.1 (Path). A K-hop uplink path in the graph G from a node n ∈ N to another
node i ∈ V is defined as a sequence of nodes 〈m1, · · · ,mK+1〉 such that m1 = n, mK+1 = i,
and the link 〈mk,mk+1〉 ∈ E ∀k ∈ {1, · · · , K}. 
The final network architecture in the uplink therefore is a tree topology whereby each
sensor node n ∈ N is connected to the hub through a single path denoted by ln = 〈n, · · · ,H〉.
The assumption is that intermediate nodes are willing to relay the packets of their peers.
The limitations on how many relays each node can reliably support is discussed later in
Sec. 3.5.1.
There are two random access methods outlined in the IEEE 802.15.4 for obtaining
the contended allocations in a WBAN, namely carrier sense multiple access with collision
avoidance (CSMA/CA) and slotted Aloha access [50]. Here, we consider the slotted Aloha
as the medium access protocol for demonstration purposes.
3.2.1 Slotted Aloha medium access in IEEE 802.15.6
Here, we briefly summarize the slotted Aloha protocol, as described in more detail in [50].
The protocol restricts the sensor nodes to transmit only at the beginning of discrete time
slots. Each node maintains a contention probability (CP) to determine if it obtains a new
contended allocation in an Aloha slot. A node that has a packet to transmit starts the
slotted Aloha access by setting its CP to CPmax which equals
3
8
. (We consider a user priority
of 5 for all the sensor nodes designated to medical data or network control traffic.) The
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node then draws a value z from the interval [0, 1] at random and obtain the contended slot
for transmission if z ≤ CP . Otherwise, the node backs off until the next time slot before
contending for another allocation.
When a node transmits a packet but the destination fails to receive it, the node shall
halve its CP for even number of consecutive failures or keep CP unchanged otherwise. Note
that the node shall set its CP to CPmin if halving the CP makes it smaller than CPmin which
equals 3
16
.
3.3 Characterization of PHY Security
We do not address the issue of authentication, which is a distinct problem beyond the scope
of this paper. Instead, we assume the initial trust is already established between legitimate
nodes in the WBAN during the bootstrapping phase, and the identity of nodes (i.e., whether
they are malicious or honest) is common knowledge in the network.
Our threat model considers one or more wiretappers in the vicinity of WBAN. Each
wiretapper samples the channel at the same time as the legitimate sensor nodes, but mea-
sures a different multipath channel, as it is separated from the communicating parties by
a distance greater than one radio wavelength (approximately 67 mm for the 4492.8 MHz
working frequency) [67].
We adopt Wyner’s wiretap channel model [58] to characterize the secrecy of trans-
mission from an information-theoretic perspective. The transmitter’s objective is to find an
encoding scheme that simultaneously achieves arbitrarily small probability of decoding error
at the legitimate receiver and zero mutual information between the transmitted message and
the received signal at the wiretapper. Using Wyner’s encoding scheme, each transmitting
sensor node chooses two rate parameters, namely, the rate of the actual messages R and
the rate of transmitted codewords R′. When the rate redundancy R′ − R is larger than the
channel capacity of the best wiretapper link, perfect secrecy is guaranteed. Moreover, the
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codeword rate R′ must be less than the channel capacity of the legitimate receiver so it can
decode the transmitted message with negligibly small error.
Therefore, the achievable secrecy rate (ASR) for a single-hop link with Gaussian sig-
naling between a sensor node n ∈ N and another node i ∈ V is given by
R〈n,i〉 =
[
C〈n,i〉 − max
1≤w≤W
C〈n,w〉
]+
=
[
log2(1 + γn)− max
1≤w≤W
log2(1 + γw)
]+
, (3.3)
where C〈n,i〉 is the Shannon capacity of the legitimate channel, C〈n,w〉 is the Shannon capacity
of the wth wiretap channel, and x+ , max{x,0}.
For a target secrecy rate R, the SOP of the single-hop link between n and i is
P out〈n,i〉 = Pr
{
R〈n,i〉 < R
}
= Pr
{
log2
1 + γn
1 + γw¯
< R
}
= Pr
{
γw¯ > 0, 2
R(γw¯ + 1)− 1 > γn > 0
}
, (3.4)
where w¯ ∈ W is the wiretapper with the best channel. Therefore,
P out〈n,i〉 =
∫ ∞
γw¯=0
∫ 2R(γw¯+1)−1
γn=0
f(γn)f(γw¯) dγn dγw¯
=
∫ ∞
0
Φ
([
2R(γw¯ + 1)− 1
]dB − µn
σn
)
λw¯ exp(−λw¯γw¯) dγw¯, (3.5)
where Φ is the cumulative distribution function of the standard normal distribution and is
defined as
Φ(x) =
1√
2pi
∫ x
−∞
exp(−t
2
2
) dt.
For multi-hop transmissions, we assume independent randomization is used in the
codebooks at each hop to avoid the diversity combining at the wiretapper. Therefore, the
secrecy outage occurs regardless of which hop suffers from the outage. The SOP of a K-hop
62
transmission path l = 〈m1, · · · ,mK+1〉, in turn, is obtained as follows
P outl = 1−
K∏
k=1
(
1− P out〈mk,mk+1〉
)
. (3.6)
As the received SNR over short single hops in multi-hop transmission improves com-
pared to the received SNR over the direct link, the SOP of multi-hop link is expected to be
significantly smaller than the SOP for direct transmission.
3.4 Characterization of End-to-End Latency
Multi-hop transmission, although allowing for exploiting spatial diversity, introduces addi-
tional queuing and medium access delay at each relay node.
The traffic load of each node comprises the node’s own generated traffic as well as the
traffic forwarded to the node by its descendants to be relayed. That is, each sensor node has
its unique traffic load. The packet service time at each node also differs from one node to
another as it depends on the characteristics of the medium access protocol and the physical
constraints imposed by the tree structure of the network graph. It is, therefore, realistic to
assume that both inter-arrival and service times at each node follow general distributions.
Furthermore, we assume each sensor node acts as one server which is able to handle one
packet at a time with a first-come, first-served service discipline. Therefore, we can describe
each sensor node as a GI/G/1 queue [52].
We first obtain the moment generating functions of the probability distributions of the
packet inter-arrival time and service time at each sensor node, which later are used to derive
the average end-to-end delay over a multi-hop WBAN path.
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3.4.1 Traffic Distribution
The traffic load of sensor nodes can be quantified using the underlying topology of the network
and the inter-arrival distributions of the packets. Let Cn be the set of children (immediate
descendants) of a node n ∈ N in the tree structure. Also let us denote the inter-arrival
distribution of packets at the MAC layer of n by An, with the moment generating function
MAn . This distribution comprises the inter-arrival time of packets generated by node n
itself with moment generating function of MnAn , and the inter-arrival time of packets received
successfully from the children of node n to be relayed in the uplink with moment generating
function of MCnAn . These two inter-arrival times are statistically independent and, therefore,
the moment generating function of their sum is given by
MAn(t) = M
n
An(t)M
Cn
An
(t). (3.7)
Note that the inter-arrival distribution of packets successfully received by node n is the
aggregated inter-departure times of packets from the children of n. As these inter-departure
times are also pairwise independent random variables, MCnAn can be given by
MCnAn(t) =
∏
c∈Cn
MDc(t), (3.8)
where MDc denotes the moment generating function of the inter-departure distribution of
packets from node c.
Now let us denote the service time distribution of packets at n by Sn, with the moment
generating function MSn . Given the moment generating functions of the inter-arrival time
and the service time of packets at node n, the moment generating function of the inter-
departure distribution of packets form node n can be approximated by [68]
MDn(t) = ρnMSn(t) + (1− ρn)MSn(t)MAn(t), (3.9)
where ρn is the utilization factor of node n and is given by
E[Sn]
E[An]
.
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We assume the queues are stable, i.e., ρn ≤ 1 ∀n ∈ N . To prevent an over-saturated
condition in the network, we also assume the transmission rate of each node is greater than
the accumulated traffic rate forwarded by the node.
Given Eqs. (3.7), (3.8), and (3.9), and using the first and second moments of An,
the expected value and variance of the packet inter-arrival time at each sensor node can be
obtained.
3.4.2 Transmission Time Distribution
We consider a WBAN wherein the sensor nodes seek access to the shared wireless medium
using slotted Aloha. Similar lines of reasoning can be followed to derive the distribution of
transmission time in a CSMA/CA-based multi-hop WBAN [55].
Each Aloha slot shall be greater than or equal to the time required to transmit a packet,
that is
τ =
Lb
R
+ ε ≈ Lb
R
, (3.10)
where Lb and R are the packet length (in bits) and date transmission rate, respectively.
In Eq. (3.10), ε represents the time taken for a node to receive an ACK/NACK from its
destination and is assumed to be negligible compared to Lb
R
.
Let Tn denote the probability distribution for the time required to transmit a packet
from the instance a node n starts the slotted Aloha access process until it finishes transmis-
sion. It is evident that Tn follows a geometric distribution with the probability mass function
given by
Pr {Tn = kτ} = CPn(1− CPn)k−1 k = 1, 2, · · · , (3.11)
where CPn is the contention probability maintained by node n.
Then the moment generating function of the transmission time distribution from node
n is
MTn(t) = E[e
tTn ] =
∞∑
k=1
CPn(1− CPn)k−1etkτ = CPn e
tτ
1− (1− CPn)etτ . (3.12)
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3.4.3 Service Time Distribution
In order to find the distribution of service time at a sensor node (i.e., the time a node spends
to transmit a packet without any error), it is required to derive the probability of a successful
packet transmission first.
The probability that a packet sent over a one-hop link is successfully received by its
destination depends on whether a collision occurs or not as well as on the received SNR.
A packet transmitted by a sensor node will be lost due to collision if at least one of
the nodes within the carrier sensing range of the receiver, other than transmitter itself, tries
to transmit during the same time slot. We assume that all the nodes are within the carrier
sensing range of each other due to the small scale of WBANs and, furthermore, that no
node can receive a packet while transmitting. Given the fact that a node transmits with
a probability equal to its utilization factor (i.e., if it has a packet for transmission), the
collision rate of a packet transmitted by a sensor node n ∈ N denoted by χn is given by
χn = 1−
∏
x∈N\{n}
(1− ρx). (3.13)
If no collision occurs, the packet error rate for node n denoted by ζn is a function of
the received SNR from transmitter n and, for the differentially encoded binary phase-shift
keying (DBPSK) modulation scheme, is given by
ζn = 1−
[
1− 1
2
exp(−γ¯bn)
]Lb
. (3.14)
γ¯bn in Eq. (3.14) stands for the average received SNR per bit from n and is given by
γ¯bn =
B γ¯n
R
, (3.15)
where γ¯n, B, and R are the average received SNR from n, bandwidth in Hertz, and trans-
mission rate in bit per second, respectively.
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From Eqs. (3.13) and (3.14), the average probability of successful packet transmission
for node n denoted by pin is therefore given by
pin = 1− [χn + (1− χn)ζn] . (3.16)
An automatic-repeat-request mechanism is considered whereby a sensor node keeps
retransmitting a packet until the packet is successfully received at the destination. We
assume the retransmissions are independent. The service time at a sensor node n is therefore
a compound probability distribution in which the compounded distribution is geometric with
success probability of pin and the distribution of transmission time Tn is the compounding
distribution [54]. The moment generating function of Sn (probability distribution of service
time at node n) is given by
MSn(t) =
∞∑
k=1
pin(1− pin)k−1MkTn(t)
= pinMTn(t)
∣∣
CP=CPmax
+
pin(1− pin)M2Tn(t)
∣∣
CP=CPmax
+
pin(1− pin)2M3Tn(t)|CP=CPmin
1− (1− pin)MTn(t)|CP=CPmin
. (3.17)
Note that in Eq. (3.17) node n sets its contention probability CPn to CPmax for the
first two transmissions and fixes it to CPmin for the rest of transmission attempts.
Using Eqs. (3.12) and (3.17) and the properties of the moment generating function,
the average and variance of the service time at node n are derived respectively as
E[Sn] = M
′
Sn(t)
∣∣
t=0
=
8
3
τ
(
2
pin
− 3pin + 2pi2n
)
, (3.18)
and
67
V[Sn] = M
′′
Sn(t)
∣∣
t=0
− E[Sn]2
=
τ 2
9
(
256
pi2n
− 48
pin
+ 768− 1976pin + 528pi2n + 768pi3n − 256pi4n
)
. (3.19)
3.4.4 End-to-End Delay
Given the moment generating functions of inter-arrival time and service time of packets
at a node n, we can approximate the moment generating function of total packet delay
experienced at the node n (i.e., queuing delay plus service delay) as [55]
M∆n(t) =
(1− E[An]E[Sn]) (t− 1)MSn(t) (1−MAn(MSn(t)))
E[An] (1−MSn(t)) (t−MAn(MSn(t)))
. (3.20)
The average packet delay at node n then is derived from Eq. (3.20) as
E[∆n] = E[Sn] +
E[Sn]V[An] + E[An]V[Sn]
2 (1− E[Sn]E[An]) . (3.21)
The average end-to-end delay experienced by a packet over a K-hop transmission path
l = 〈m1, · · · ,mK+1〉 is the aggregate of the delays at the nodes en route, and is given as
E[∆l] =
K∑
k=1
E[∆mk ]. (3.22)
3.5 Multi-hop Topology Formation Game
We formulate a multi-hop topology formation game (MTFG) wherein each sensor node seeks
to choose a path to the network hub such that it minimizes its own security cost in the
presence of wiretapper while meeting its QoS requirements. We model the cost function
for a node in terms of the secrecy outage probability of the path it takes to connect to the
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hub, and the QoS requirement of a node in terms of the average end-to-end delay of its
transmission path to the hub.
The framework of network formation games is used where sensor nodes interact with
one other to form a multi-hop topology. We formulate a non-cooperative game in which
sensor nodes are selfish in the sense that each node seeks to optimize its own cost function.
The interactions between the sensor nodes will result in a network graph G(V ,E). The
objective is to find some desired E among all the possible configurations.
For a sensor node n ∈ N , the strategy space Sn is the set of nodes to which it can
connect in the uplink. Note that the strategy space of n is disjoint from its set of descendants
Dn in the tree structure, i.e, Sn = {i|i ∈ V\({n} ∪ Dn)} ∀n ∈ N .
We assume sensor nodes have no incentive to disconnect from the WBAN, i.e., the
network topology graph is always connected. In practice, when a sensor node adopts a
strategy, it terminates its previous connection in the uplink (if any) and connects to a new
node, which uniquely determines its path to the hub.
3.5.1 Formulation of Security Cost and QoS Measure
Assume that, in a network graph G, a sensor node n ∈ N chooses to connect to a node
sn from its strategy space in the uplink and, in turn, form a K-hop transmission path
ln = 〈m1, · · · ,mK+1〉 to the hub.
We model the security cost function of node n as the SOP of its transmission path to
hub, i.e.,
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cn(G) = P
out
ln
= 1−
K∏
k=1
(
1− P out〈mk,mk+1〉
)
= P out〈n,sn〉 −
(
P out〈n,sn〉 − 1
) [
1−
K∏
k=2
(
1− P out〈mk,mk+1〉
)]
= P out〈n,sn〉 −
(
P out〈n,sn〉 − 1
)
csn(G). (3.23)
This cost function reflects the performance of transmission in terms of PHY security.
We also model the QoS measure of node n as the average end-to-end packet delay
experienced over its transmission path to the hub, i.e.,
qn(G) = E[∆
ln ]
=
K∑
k=1
E[∆mk ]
= E[∆n] +
K∑
k=2
E[∆mk ]
= E[∆n] + qsn(G). (3.24)
Eqs. (3.23) and (3.24) reveal that the cost or QoS measure of a sensor node n depend
on the qualities of the first hop in its path to the hub 〈n,sn〉 as well as the cost or QoS
measure of the immediate node that n chooses to connect to in the uplink, sn.
For each sensor node n, the average end-to-end packet delay is required to be less than
or equal to an upper bound denoted by δn. This delay constraint allows the hub or sensor
nodes to specify the maximum tolerable end-to-end latency in the WBAN for scheduling
uplink/downlink allocation intervals or real-time monitoring requirements. Note also that
the delay constraint, in effect, bounds the maximum number of connections that can be
accepted by a relaying node. That is because as the number of descendants of a node
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increases, the queuing delay at the node rises which, in turn, leads to a higher latency over
the entire path. Therefore once the delay over a path reaches the delay constraint, nodes
within that path can no longer admit new connections.
3.5.2 MTFG Algorithm
Sensor nodes interact with one other to form a tree topology that governs their multi-hop
transmissions. For each sensor node n ∈ N , a strategy choice sn ∈ Sn leads to a network
graph Gsn,s−n given the joint strategy choice of all the other nodes s−n = {sm}m∈N\{n}. Given
the strategies of all the other nodes, each node seeks to choose a cost minimizer strategy while
satisfying its QoS constraint. Such a strategy is known as a best response and is formally
defined as follows.
Definition 3.2 (Best Response). A best response for a node n ∈ N is a strategy s∗n ∈ Sn such
that, cn
(
Gs∗n,s−n
) ≤ cn (Gsn,s−n) ∀sn ∈ Sn s.t. qn (Gs∗n,s−n) ≤ δn, given the joint strategy
choice of all the other nodes s−n. 
We present a topology formation algorithm based on this concept of the best response.
The bootstrapping phase includes network discovery where each sensor node detects its
neighboring nodes as potential partners for multi-hop transmission and learns the current
state of the WBAN.
Having discovered the network, sensor nodes iteratively and in an arbitrary sequence
interact with their neighbors and choose their best responses given their current knowledge
of the network topology. This iterative approach among sensor nodes to selecting the best
response is guaranteed to converge as proved by the following proposition.
Proposition 3.1 (Algorithm Convergence). The presented MTFG algorithm is guaranteed
to converge to a final topology after a finite number of iterations regardless of the initial
network topology and the sequence of best response selections.
Proof: Let Gt be the resultant topology graph at the end of t iterations. Topology graph
evolution from a graph Gt to a graph Gt+1 entails a best response selection by an arbitrary
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sensor node n ∈ N . This best response choice by n may impact the security cost of three
different types of nodes in the network: the cost of n itself does not increase as per the
definition of a best response strategy; costs of the descendants of n also do not increase
as a reduction in the cost of a node can only lead to decrease in the security costs of its
descendants as suggested by Eq. (3.23); finally, costs of the nodes that are not connected to
or are parents of n are not affected by a best response choice of node n. Therefore, every
move from a graph Gt to a graph Gt+1 does not lead to any increase in the cost of any node in
the network. Based on this fact, and given that the number of tree topologies interconnecting
a finite number of nodes is finite, it yields that the algorithm eventually converges after a
finite number of iterations. 
We introduce the following concept of a Nash Topology as an extension of the renowned
Nash equilibrium which is appropriate for investigating the stability of the network topology.
Definition 3.3 (Nash Topology). A network topology interconnecting a set of nodes is a
Nash topology iff no unilateral deviation in strategy by any single sensor node results in a
security cost reduction for that. 
A direct consequence of Proposition 3.1 is that any topology resulting from the pro-
posed algorithm is a stable Nash topology.
3.5.3 Algorithm Implementation
The proposed MTFG algorithm can be implemented in a distributed fashion which, compared
to a centralized implementation, is less complex and more readily scalable in practice.
Each sensor node commences a discovery phase first in order to detect its neighboring
nodes for uplink transmission. Well-known discovery techniques [57] can be used in this
phase to learn about the presence of neighbors. Here, for each sensor node n ∈ N we define
the neighbor set T Rn as the set of nodes that can decode the signal transmitted by n with
negligibly small error, i.e., T Rn = {i ∈ V|γ¯bn > 0 dB}.
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Subsequent to discovery phase, sensor nodes play an iterative multi-hop topology for-
mation game in an arbitrary but sequential order. In every iteration each sensor node n ∈ N
interacts, using pairwise negotiations over a control channel, with its discovered neighbors,
acquires the current network topology information as well as the security cost and QoS mea-
sure of its prospective next hops, identifies its best response strategy s∗n ∈ Sn, and executes
it by replacing its current link with the new link s∗n. The game goes on until convergence to
a Nash topology.
As suggested by Eqs. (3.23) and (3.24), each sensor node needs to only assess the
security cost and QoS measure of its prospective immediate hops in the uplink to make its
best response decision. Note that when a prospective next-hop node is asked to report its
QoS measure to its neighbors, it must first update its end-to-end delay, as accepting new
descendants increases the queuing time and, in turn, end-to-end delay at the node.
Algorithm 2 summarizes the steps of the MTFG algorithm.
Much of the computational complexity of the algorithm lies in the process of best re-
sponse selection. In particular, the computational complexity of identifying the best response
strategy for each sensor node n has a time complexity of O(|T Rn\Dn|), where Dn is the set
of descendants of node n.
Another source of complexity is the number of algorithm iterations till convergence.
While this is upper bounded in theory by the number of spanning trees definable on the set of
network graph vertices V , the algorithm converges much faster in a practical implementation
as a sensor node does not need to try connecting to every other node in the network before
identifying its best response.
Last but not least, the algorithm is adaptable to a dynamically changing WBAN setting
as it can be repeated periodically within different time intervals depending on the frequency
and magnitude of changes in the network. In this case, the best response interactions be-
tween sensor nodes can be piggybacked over regular data transmissions instead of requiring
dedicated control channels, which can significantly reduce radio usage in small sensor devices.
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Initialization
forall n ∈ N do
sn ← Hub; //star network topology
end
Network Discovery
forall n ∈ N do
n finds its transmission range set T Rn;
end
Distributed Multi-Hop Topology Formation
repeat in an arbitrary but sequential order
forall n ∈ N do
forall sn ∈ T Rn do
n interacts with sn over a control channel;
n computes its security cost cn
(
Gsn,s−n
)
;
end
n selects it security cost minimizer s∗n;
end
until convergence to a stable Nash topology ;
Secure Multi-hop Transmission
Sensor nodes transmit their packets, where applicable;
Algorithm 2: MTFG algorithm for multi-hop topology formation
3.6 Model Validation
In this section, the proposed MTFG is employed in an IEEE 802.15.6-based ultra wideband
(UWB) WBAN to gauge the validity and effectiveness of the proposed framework. To this
end, we examine the system performance behaviors for various scenarios. In particular, we
consider moving versus stationary WBAN scenarios with respect to the motion of the hu-
man body. Also three scenarios are considered with respect to the transmission approach,
namely the proposed multi-hop topology formation game (MTFG), two-hop topology exten-
sion (2TE) with prearranged relaying nodes as described by IEEE 802.15.6 standard, and
single-hop star topology (ST).
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3.6.1 Simulation Setup
We consider a WBAN consisting of ten on-body sensor nodes as illustrated in Fig. 3.1. The
nodes are placed on the head, left arm, left hand, chest, right arm, right hand, left leg, left
foot, right leg, and right foot of the subject. The WBAN has one hub located on the center
waist. The network is initially organized according to a star topology.
For the wireless propagation model in a moving WBAN, the results of the measure-
ment campaign conducted in [43] is used, where average path loss and fading statistics are
characterized on a per-link basis. The measurements are of a subject walking freely around
a room, for an UWB center frequency of 4.2 GHz. The total path loss of the wireless channel
is given by
PLdB =PLdB +N (µ,σ) + ε, (3.25)
wherePL is the average path loss of the channel, N (µ,σ) a Gaussian distribution with mean
µ and standard deviation σ which models the fading amplitude of the channel in dB, and 
represents the correlation effect of the channel with itself and other links which is negligible
compared to the other two components. Parameter values of the channel propagation model
are provided in [43] for different links in the WBAN.
Also a receiver noise figure of 10 dB and implementation loss of 5 dB are considered
as per the optional UWB PHY specifications provided in IEEE 802.15.6.
To validate the model in an stationary scenario, the following path loss model is adopted
based on the measurements taken in a hospital room for UWB frequencies of 3.1− 10.6 GHz
[6]
PL(d)dB = α log10(d) +N (µ,σ), (3.26)
where d is TX-RX distance in millimeters and parameters α, µ, and σ are chosen to be 19.2,
3.38, and 2.8, respectively.
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We assume the wireless links are symmetric and that the transceivers of all the sensor
nodes are identical with the same transmission range.
For IEEE 802.15.6 two-hop topology extension scenario, we consider nodes Head, LFoot,
and RFoot to relay their communications through relaying nodes Chest, LLeg, and RLeg
respectively, while other sensor nodes directly connect to the hub. Note that the three
relayed nodes are the farthest from the hub and the relaying nodes are chosen for the best
link qualities over the two-hop transmission path.
3.6.2 Parameter Setting
We assume for each sensor node n ∈ N , data packets collected by the sensor itself arrive
to the sensor node according to the Poisson distribution with the expected arrival rate of
κn packet(s) per second. Although the arrival of medical traffic of the sensor nodes may
be periodic or Poisson distributed, we choose the Poisson distributed arrival as we want
to obtain conservative performance bounds. Therefore the probability distribution of inter-
arrival time of packets generated by node n is exponentially distributed with mean κ−1 and
with the moment generating function
MnAn(t) =
κ
κ− t . (3.27)
As the number of descendants of a sensor node increases, both the expected value and
variance of inter-arrival time of traffic at the node rise as suggested by Eq. (3.7).
We consider κn = 1 ∀n ∈ N , i.e., each sensor node generates 1 packet per second at
its application layer which is typical for health monitoring devices sending patient physiolog-
ical information. Note that even though continuous patient monitoring devices may collect
medical readings several times per second, these readings are usually aggregated in the node
and then transmitted to the hub, thereby reducing the radio usage.
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Each transceiver transmits with a power of 85µW and 18µW for moving and stationary
WBAN scenarios, respectively. These are the transmission powers for which the outage
probability for a target packet error rate of 10−3 stays less than or equal to 10−4 (i.e.,
Pr{ζ > 10−3} < 10−4) over the reference Chest-Hub link for both scenarios.
The target secrecy rate R, inverse of the average received SNR at the best wiretapper
λw¯, and packet length L are set to 0.5 bit/s/Hz, 0.2, and 100 octets (800 bits), respectively.
Other required parameters of the physical layer include working frequency, modulation
scheme, channel bandwidth, and coded data bit rate which are chosen to be 4492.8 MHz,
differentially encoded binary phase-shift keying (DBPSK), 499.2 MHz, and 0.243 Mbps,
respectively as specified for the IEEE 802.15.6 impulse radio UWB (IR-UWB) PHY.
Lastly, the ambient air temperature is assumed to be 21 in computing the thermal
noise spectral density.
3.6.3 Numerical Results and Analysis
Starting with the star topology, the MTFG algorithm in all cases converged after no more
than three iterations. In the following, the obtained results are presented to investigate
how the performance behaviors differ for MTFG compared to 2TE and ST in moving and
stationary WBAN scenarios. In particular, we examine Nash topology of the network, SOP
performance, end-to-end latency, and the effects of delay constraint on the equilibrium.
3.6.3.1 Nash Topology
Fig. 3.2 illustrates the Nash topology at the equilibrium for moving and stationary WBANs.
Sensor nodes with poor direct link quality to the hub exploit spatial diversity by adopting
two- or three-hop transmission strategies in order to enhance the PHY secrecy of their com-
munications. Note that the number of transmission hops in the moving scenario is higher
than that for the stationary case. In particular, the optimal strategy for node LHand in the
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Moving
Stationary
Figure 3.2: Nash topology formed by the proposed MTFG for moving and stationary
WBAN scenarios (Pt = 85µW for moving WBAN and Pt = 18µW for stationary WBAN,
λw¯ = 0.2, R = 0.5 bit/s/Hz, L = 800 bits, κ = 1 pkt/s, δ ≥ 70 ms for moving WBAN and
δ ≥ 59.5 ms for stationary WBAN)
moving WBAN is to connect to the hub via a three-hop link, while it chooses to directly
communicates with the hub in the stationary WBAN. This is an expected result, as the
body movement is likely to degrade the channel quality, especially between nearby nodes.
Somewhat interestingly, node LFoot chooses two-hop transmission in the stationary WBAN,
despite its direct transmission strategy in the moving scenario, as the body movement actu-
ally ameliorates the quality of direct link in this case.
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Figure 3.3: Average secrecy outage probability per node as expected received SNR at
best wiretapper 1λw¯ increases for moving and stationary WBAN scenarios (Pt = 85µW for
moving WBAN and Pt = 18µW for stationary WBAN, R = 0.5 bit/s/Hz)
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Figure 3.4: Secrecy outage probability of nodes Head, LArm, and RArm as expected
received SNR at best wiretapper 1λw¯ increases for moving WBAN scenario (Pt = 85µW,
R = 0.5 bit/s/Hz)
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Figure 3.5: Secrecy outage probability of nodes Head, LArm, and RArm as expected
received SNR at best wiretapper 1λw¯ increases for stationary WBAN scenario (Pt = 18µW,
R = 0.5 bit/s/Hz)
3.6.3.2 SOP Performance
Fig. 3.3 depicts the average SOP performance per node of MTFG compared to 2TE and
ST as the quality of the best wiretap channel improves in moving and stationary WBAN
scenarios. Physical secrecy gradually declines as the expected received SNR at the wiretapper
increases for all cases. It is observed that MTFG surpasses the other two approaches in terms
of SOP performance in the moving WBAN, while it performs slightly better than 2TE in the
stationary scenario. The SOP resulting from ST remains higher than for the others. Note
that as the wiretap channel improves, the SOP performance difference between MTFG, 2TE,
and ST decreases in both moving and stationary WBANs, i.e., the sensor nodes are likely
to decrease their number of transmission hops in order to guarantee their lowest achievable
SOP in the presence of better wiretappers.
Figs. 3.4 and 3.5 illustrate the SOP performance versus expected received SNR at
the best wiretapper for nodes Head, LArm, and RArm in moving and stationary WBANs,
respectively. The SOP of all the tree nodes resulting from MTFG is lower than for the other
transmission approaches in both moving and stationary scenarios. However, the performance
gain resulting from the MTFG in the moving WBAN is well above that for the stationary
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scenario. This is as expected, since in the moving WBAN with higher channel fluctuations,
the capacity of legitimate and wiretap channels are likely to differ more significantly, thus in
turn leading to a better PHY security performance.
Again the SOP performance of MTFG approaches those of 2TE and ST for better
wiretap channels. In Fig. 3.5 for instance as the expected received SNR at the wiretapper
increases, it is optimal for nodes Head and RArm to change their next-hop strategies to
Chest (two-hop TX) and hub (direct TX), respectively. Also note that in Fig. 3.4 node Head
exhibits roughly the same SOP performance as node LArm does, i.e., the link Head-LArm
does not essentially deteriorate the SOP of the whole path to the hub.
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Figure 3.6: Average secrecy outage probability per node as prescribed secrecy rate R
increases for moving and stationary WBAN scenarios (Pt = 85µW for moving WBAN and
Pt = 18µW for stationary WBAN, λw¯ = 0.2)
Fig. 3.6 depicts the average SOP performance per node of MTFG compared to the
other two transmission approaches as the prescribed secrecy rate increases in moving and
stationary WBAN scenarios. Raising the target secrecy rate accordingly increases the SOP.
Note that MTFG again outperforms the other two transmission approaches especially in
the moving WBAN. The same trends can be observed here as were noted in Fig. 3.3, e.g.,
an increase in the prescribed secrecy rate results in a decline in the performance difference
between MTFG, 2TE, and ST in both moving and stationary scenarios.
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Figure 3.7: Secrecy outage probability of nodes Head, LArm, and RArm as prescribed
secrecy rate R increases for moving WBAN scenario (Pt = 85µW, λw¯ = 0.2)
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Figure 3.8: Secrecy outage probability of nodes Head, LArm, and RArm as prescribed
secrecy rate R increases for stationary WBAN scenario (Pt = 18µW, λw¯ = 0.2)
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The SOP performance versus prescribed secrecy rate for nodes Head, LArm, and RArm
is illustrated in Figs. 3.7 and 3.8 in moving and stationary WBANs, respectively. Again
MTFG yields a higher SOP performance gain in the moving WBAN compared to the sta-
tionary scenario. In Fig. 3.8, note that the SOP performance of the node RArm for different
transmission approaches is roughly the same in the stationary scenario.
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Figure 3.9: Secrecy outage probability of average per node, node Head, and node LArm as
transmission power Pt increases for moving WBAN scenario (λw¯ = 0.2, R = 0.5 bit/s/Hz)
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Figure 3.10: Secrecy outage probability of average per node, node Head, and node
LArm as transmission power Pt increases for stationary WBAN scenario (λw¯ = 0.2,
R = 0.5 bit/s/Hz)
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Figs. 3.9 and 3.10 depict the SOP performance of MTFG compared to 2TE and ST
approaches as the transmission power increases in moving and stationary WBAN scenarios,
respectively. The SOP performance improves steadily as the transmission power rises, and
MTFG exhibits a better performance behavior compared to the other two approaches. Note
that the SOP performance enhancement resulting from the MTFG is again greater in the
moving WBAN compared to the stationary scenario. Once the transmission power reaches a
threshold, the SOP is saturated as higher transmission powers results in higher SNR at both
legitimate receiver and the wiretapper. For lower transmission powers, nodes may consider
to change their strategy and adopt a transmission path with lower number of hops in order
to minimize their PHY security cost.
3.6.3.3 End-to-End Latency
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Figure 3.11: Average end-to-end delay per node as packet length L increases for moving
and stationary WBAN scenarios (Pt = 85µW for moving WBAN and Pt = 18µW for
stationary WBAN, κ = 1 pkt/s)
Fig. 3.11 depicts the average end-to-end delay per node resulting from MTFG compared
to 2TE and ST as the packet length increases in moving and stationary WBAN scenarios.
Larger packet length entails a higher service time as it increases both the transmission time
as well as the packet error rate, which in turn result in a higher end-to-end latency. Note that
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Figure 3.12: End-to-end delay of nodes Head, LArm, and RArm as packet length L
increases for moving WBAN scenario (Pt = 85µW, κ = 1 pkt/s)
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Figure 3.13: End-to-end delay of nodes Head, LArm, and RArm as packet length L
increases for stationary WBAN scenario (Pt = 18µW, κ = 1 pkt/s)
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MTFG introduces some extra delay to the system as expected. Yet as the packets get longer,
the packet error rates of 2TE and ST rise at a higher pace compared to MTFG which results
in considerably higher delays of 2TE and ST for longer packets compared to MTFG. Also
the average end-to-end latency in the moving WBAN is higher compared to the stationary
WBAN which stems from the higher number of hops in the moving scenario.
The end-to-end delay versus packet length for nodes Head, LArm, and RArm is presented
in Figs. 3.12 and 3.13 in moving and stationary WBANs, respectively. In Fig. 3.12, note that
for node RArm longer packets are more prone to the transmission error when being directly
transmitted to the hub than being relayed by node RHand, which accounts for the noticeably
higher delay of 2TE and ST approaches compared to MTFG in larger packet lengths.
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
0
10
20
30
40
50
60
70
80
90
Packet Arrival Rate [pkt/s]
D
el
ay
 [m
s]
 
 
MTFG
2TE
ST
Moving
Stationary
Figure 3.14: Average end-to-end delay per node as packet arrival rate κ increases for
moving and stationary WBAN scenarios (Pt = 85µW for moving WBAN and Pt = 18µW
for stationary WBAN, L = 800 bits)
Fig. 3.14 illustrates the average end-to-end delay per node resulting from MTFG com-
pared to 2TE and ST as the packet arrival rate rises in moving and stationary WBAN sce-
narios. A higher packet arrival rate on the one hand brings about a lower packet inter-arrival
time, but on the other hand increases the service time through heightening the utilization
factor of sensor nodes and in turn the probability of collision. Note that the former has a
debilitating effect on the delay while the latter amplifies that. For very small packet arrival
rates, the packet inter-arrival time has the dominant effect on the delay. Therefore when the
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Figure 3.15: End-to-end delay of nodes Head, LArm, and RArm as packet arrival rate κ
increases for moving WBAN scenario (Pt = 85µW, and L = 800 bits)
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Figure 3.16: End-to-end delay of nodes Head, LArm, and RArm as packet arrival rate κ
increases for stationary WBAN scenario (Pt = 18µW, and L = 800 bits)
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packet arrival rate increases, the end-to-end delay declines up to some point after which the
delay starts to steadily increase. Again the MTFG exhibits more end-to-end latency than
the other two approaches and the average end-to-end delay for the moving WBAN with more
number of hops is higher compared to the stationary case.
Figs. 3.15 and 3.16 present the end-to-end delay versus packet arrival rate for nodes
Head, LArm, and RArm in moving and stationary WBANs, respectively. In Fig. 3.15, note
that the end-to-end delay for node RArm resulting from 2TE and ST approaches stands higher
than for MTFG regardless of the packet arrival rate. This is because packets transmitted
from RArm experience a higher packet error rate, and in turn a higher end-to-end latency,
over a single-hop path compared to a two-hop path to the hub.
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Figure 3.17: End-to-end delay of average per node, node Head, and node LArm as trans-
mission power Pt increases for moving WBAN scenario (L = 800 bits, κ = 1 pkt/s)
The end-to-end delay versus transmission power for MTFG, 2TE and ST approaches
is illustrated in 3.17 and 3.18 in moving and stationary scenarios, respectively. As the trans-
mission power decreases, the packet error rate for ST and 2TE rises more rapidly compared
to MTFG which in turn leads to higher end-to-end delays for ST and 2TE approaches. Note
also that once the transmission power exceeds a threshold for which the packet error rate is
close to zero, the end-to-end latency is saturated and no longer is affected by increasing the
transmission power.
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Figure 3.18: End-to-end delay of average per node, node Head, and node LArm as trans-
mission power Pt increases for stationary WBAN scenario (L = 800 bits, and κ = 1 pkt/s)
3.6.3.4 Effects of Delay Constraint
Fig. 3.19 illustrates the effects of delay constraint on the Nash topology of the WBAN as
well as the number of algorithm iterations till convergence (starting with the star topology).
As the delay constraint increases, more nodes consider multi-hop transmission to en-
hance their SOP performance. Note that the delay constraint, in effect, bounds the maximum
number of connections a node can accept in the uplink. That is because as the number of
descendants of a node increases, both the expected value and variance of the packet inter-
arrival time for the node rise (see Eq. (3.7)), leading to a higher delay at the node (Eq. (3.21))
and, in turn, over the entire path to the hub.
It also takes more iterations for the algorithm to converge for higher delay constraints.
The number of iterations till convergence to a Nash topology differs depending on the se-
quence of nodes taking action. The maximum number of iterations is therefore considered
which remains lower than or equal to 3 in all cases.
Note that the minimum delay constraint for the given parameter values is 14.7 ms
which is the end-to-end delay for direct transmission to the hub with zero packet error rate.
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Figure 3.19: Average number of hops per node and maximum number of iterations
till convergence to Nash topology resulting from multi-hop topology formation game as
delay constraint δ increases for moving and stationary WBAN scenarios (L = 800 bits,
κ = 1 pkt/s)
3.7 Conclusion and Future Work
A multi-hop topology formation game (MTFG) is proposed that formally formulates the
problem of optimizing multi-hop transmission in the uplink of a WBAN in terms of PHY
security and with end-to-end delay provisioning. In this game, the body-worn sensor nodes
interact in the presence of wiretappers and under fading channel conditions to choose the best
path to the hub that guarantees the minimum secrecy outage probability achievable while
maintaining the end-to-end delay required by the constraints. We provide a distributed al-
gorithm to search for a Nash network topology where no sensor node has an incentive to
unilaterally deviate from its strategy, and prove it converges to a stable Nash solution. The
validity and effectiveness of the proposed framework is gauged by numerical simulations in
realistic WBAN conditions. To this end, the performance behaviors of the system are ex-
amined for various scenarios with respect to connection type (i.e., direct versus two-hop
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versus multi-hop transmission) and the motion of the human body (i.e., stationary versus
moving WBAN). Results demonstrate the merits of the proposed framework compared to
star topology and IEEE 802.15.6 two-hop topology extension schemes. In particular, MTFG
outperforms the other two approaches in terms of SOP performance at the cost of an admis-
sible increase in the end-to-end delay, with better performance gains in the moving WBAN
compared to the stationary scenario. The performance of the framework can be adjusted to
balance the conflicting requirements of security and latency for different application scenar-
ios.
A natural extension of this work is to incorporate wholly on-body wireless commu-
nications among body-worn sensors, medical implant devices, and portable hubs, into the
framework. Another future direction is to investigate the exploitation of the multi-hop trans-
mission delay to obfuscate the communications for temporal privacy.
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Chapter 4
Conclusion
In this final chapter, the major contributions of the thesis are summarised first. Then,
the possible future extensions to this thesis and areas of future developments in WBAN
technologies are briefly discussed.
4.1 Summary of Contributions
The contributions of the two papers forming the body of this thesis are provided in Secs.
2.1.1 and 3.1.2, respectively. We briefly review the main highlights here once again for the
sake of completeness:
• Appropriate energy-efficiency and PHY security performance measures are developed
for intra-WBAN communication under realistic channel fading conditions.
• Analytical expressions for the average end-to-end delay and jitter incurred by multi-hop
transmission in a slotted Aloha medium access WBAN are derived.
• Two game-theoretic frameworks are proposed to model and analyze the strategic inter-
actions among sensor nodes in a WBAN when seeking to optimize their transmissions
in the uplink and at the same time adhere to the QoS requirements in terms of upper
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bounds on the end-to-end delay and jitter. The proposed games are proved to admit
Nash equilibria and distributed algorithms are provided that converge to stable Nash
solutions.
• The game frameworks are evaluated using numerical simulations in conditions approx-
imating actual deployment of WBANs for various scenarios. Performance behavior
trade-offs are analyzed and impacts of system parameters on the equilibrium results
are examined. The frameworks show remarkable promise in improving the throughput
of intra-WBAN communications.
4.2 Future Works
Throughout this thesis two different frameworks have been proposed, respectively in Chaps. 2
and 3, for latency-aware intra-WBAN communications with energy-efficiecy and PHY secu-
rity considerations. A natural next extension to the thesis is to combine these two frameworks
into a unified WBAN solution, which is the subject of a future work.
One of the crucial challenges in wide deployment of WBAN technologies is interference
[3, 69]. Density and topology changes induced by the body movements within a WBAN may
result in nodes moving into each other’s coverage and cause unexpected interference. Fur-
thermore, with the increasing number of WBAN devices and use of wireless technologies with
higher coverage area, the coexistence issues between WBANs, as well as with other wireless
networks become more important. In this respect, the problems of inter- and intra-WBAN
interference should be given more research attention. In particular, cross-layer power control
solutions should be designed that address the interference challenges at physical and MAC
layers. Such solutions should be robust enough to support interference-agile scenarios (e.g.,
multiple WBANs with varying traffic in parallel applications), without compromising QoS
requirements. It is also worthwhile to investigate the effectiveness of multi-hop cooperative
transmission for intra-WBAN interference mitigation.
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Last but not least, it is important that a WBAN can interconnect with other networks,
as the collected physiological data, in many WBAN applications, needs to be forwarded to
a personal server or an access point for further processing [1, 2]. Therefore, interoperability
of WBANs and other wireless technologies is another area of future exploration, for effective
integration of WBANs within existing network infrastructure.
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Appendix A
Derivation of Eq. (2.11)
V[An] =
d2
dt2
An(t)
∣∣
t=0
− E[An]2
=
d2
dt2
{
A〈n,n〉(t)
∏
c∈Cn
[
ρ〈c,n〉S〈c,n〉(t) + (1− ρ〈c,n〉)S〈c,n〉(t)Ac(t)
]}
t=0
−
[
E[A〈n,n〉] +
∑
c∈Cn
E[Ac]
]2
=
d2
dt2
A〈n,n〉(t)
∣∣
t=0
+
∑
c∈Cn
d
dt
[
ρ〈c,n〉S〈c,n〉(t) + (1− ρ〈c,n〉)S〈c,n〉(t)Ac(t)
]
t=0
+
d
dt
A〈n,n〉(t)
∣∣
t=0
∑
c∈Cn
d
dt
[
ρ〈c,n〉S〈c,n〉(t) + (1− ρ〈c,n〉)S〈c,n〉(t)Ac(t)
]
t=0
+
∑
c∈Cn
d2
dt2
[
ρ〈c,n〉S〈c,n〉(t) + (1− ρ〈c,n〉)S〈c,n〉(t)Ac(t)
]
t=0
+
∑
c∈Cn
∑
c′∈Cn\{c}
{
d
dt
[
ρ〈c,n〉S〈c,n〉(t) + (1− ρ〈c,n〉)S〈c,n〉(t)Ac(t)
]
t=0
d
dt
[
ρ〈c′,n〉S〈c′,n〉(t) + (1− ρ〈c′,n〉)S〈c′,n〉(t)Ac′(t)
]
t=0
}
−[
E[A〈n,n〉] +
∑
c∈Cn
E[Ac]
]2
= V[A〈n,n〉] + E[A〈n,n〉]2 + (1 + E[A〈n,n〉])
∑
c∈Cn
E[Ac]+
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∑
c∈Cn
[V[S〈c,n〉] + E[S〈c,n〉]2 + (1− ρ〈c′,n〉)(2E[S〈c,n〉]E[Ac]+
V[Ac] + E[Ac]
2)] +
∑
c∈Cn
∑
c′∈Cn\{c}
E[Ac]E[Ac′]−
[
E[A〈n,n〉] +
∑
c∈Cn
E[Ac]
]2
= V[A〈n,n〉] + (1− E[A〈n,n〉])
∑
c∈Cn
E[Ac]−
[∑
c∈Cn
E[Ac]
]2
+
∑
c∈Cn
∑
c′∈Cn\{c}
E[Ac]E[Ac′] +
∑
c∈Cn
[
V[S〈c,n〉]− E[S〈c,n〉]2 + 2E[S〈c,n〉]E[Ac]+
(1− E[S〈c,n〉]
E[Ac]
)(V[Ac] + E[Ac]
2)
]
.
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