In this paper, we propose a design method of Hilbert Transformers using an L 1 error criterion. Conventional Hilbert transformers have been designed by using an L 2 error criterion or an L ∞ error criterion. In contrast, we use an L 1 error criterion for designing Hilbert Transformers. Therefore, compared with conventional design methods, the passband ripple is reduced. The algorithm proposed in this paper is based on the projection onto convex sets (POCS) method, which is an efficient iterative approximation algorithm. We show that the vector space of the coefficients of the L 1 norm is a closed set and a convex set in order to ensure that the obtained solution is global optimal solution. Finally, we show the effectiveness of the proposed method through some examples.
Introduction
Hilbert transformers (HT's) are useful for transforming a given real function into a complex function. Therefore, HT has been widely used in communication applications to generate single-sideband (SSB) signals by splitting the modulating signal into two components. Moreover, it has applications not only in communications, but also in the measurement of frequency deviations of rotating machines, etc.
In recent years, HT's is realized by digital filter. Digital filters can be classified into two main categories: finite impulse response (FIR) filter and infinite impulse response (IIR) filter. FIR filter has a complete linear phase characteristics and is always stable. In contrast, IIR filter requires fewer multipliers then FIR filters. However, IIR filter can't realize a linear phase characteristics. In addition, it is necessary to guarantee stability for designing IIR filters. In this paper, we consider the design method for FIR HT's.
The design method of FIR filters is well known as an approximation problem, where an ideal frequency response, usually a discontinuous function, is approximated by a finite number of smooth functions. Such an approximation problem usually consists of a trade-off between the steepness in the transition band and the flatness in the passband/stopband. These two requirements are contradictory.
Therefore, we need to choose the "goodness" error criterion to control the inherent trade-off of the design problem. As examples of such error criterion, there are the least-squares (L 2 ) and minimax (L ∞ ) criteria [2, 3, 4, 5, 10, 11, 12] . The use of the L p norm, 2≤p≤∞, has also been suggested as a successful alternative to the L 2 and L ∞ criteria.
The least-squares (L 2 ) criterion is popular, and its filters are used in many applications [2] . The L 2 criterion is obtained by the energy minimization error. The resulting optimal filters require the solution of a single system of linear equations.
There are applications in which the maximum error resulting from the least-squares filter is not acceptable, and further reduction in the maximum deviations in the passbands and stopbands is required. In such cases, filters that are optimal in the minimax sense can be designed. Parks and McClellan have presented an excellent program to design the minimax optimal filters [6] . For a given number of coefficients, these filters result in the narrowest transition band, but their passbands and stopbands exhibit the most non-flat behavior, i.e., an equiripple response.
The L 1 criterion can approximate the optimal filter with a smaller overshoot of the first side lobe than either the L 2 or L ∞ criteria [7] . However, since the L 1 norm cannot always be differentiated, the optimal solution is not guaranteed. Consequently, an approximate solution instead of the optimal solution is proposed [3, 8] . In these methods, in order for the approximation to be accurate, the sampling grid must be dense. This becomes computationally demanding.
Recently, Grossmann and Elder have proposed the L 1 -optimal method for the design of linear-phase FIR filters [9] . This method can obtain the optimal L 1 filter by using the differentiation possibility of the L 1 norm, and can also reduce the computational complexity.
Conventional HT's has been designed by using an L 2 error criterion or an L ∞ error criterion. With respect to design HT, it is desirable that the designed filter has a small ripple in the passband.
In this paper, we propose a design method of the HT using an L 1 error criterion. As a result of using an L 1 error criterion, compared with conventional design methods, the passband ripple is reduced. The algorithm proposed in this paper is based on the projection onto convex sets (POCS) method, which is an efficient iterative approximation algo-rithm. We show that the vector space of the coefficients of the L 1 norm is a closed set and a convex set in order to ensure that the obtained solution is global optimal solution. Finally, we show the effectiveness of the proposed method through some examples.
Problem formulation for Hilbert transformers
For the design of the HT, impulse response h(n) should be an antisymmetrical. The frequency response of the FIR filter with order N and an antisymmetrical impulse response is given by
where M (ω) is given for the case of an even or odd number, as follows:
Ideal frequency responses of the HT is given by
where
For simplicity of discussion, we will treat only the case where the number of degrees N is even. Now, the error function between M (ω, a) and
In this paper, we propose using the weighted L 1 norm given by
where the approximation frequency area [0, π] is denoted by Ω, and the function W (ω) is a positive weighting function, used in order to weight certain frequencies. We propose minimizing the weighted L 1 criterion (7).
Differentiability of the L 1 norm
In this section, we address some properties for using a POCS algorithm.
The first-order differentiability of the L 1 norm
Rice has presented the first-order differentiability of the L 1 norm [13] . That is, the L 1 norm can be differentiated if µ(Z(a)) = 0 for every a = (1, 0, 0, · · · , 0) and a = (0, 0, 0, · · · , 0), where µ( ) denotes the Lebesgue measure of a given set, and Z( ) denotes the sets of zeros of the L 1 norm. In (6), since M (ω, a) is an N/2-th cos polynomial and D(ω) is a monotonic function in Ω, (6) alternates D(ω) in Ω. If (6) has N/2 alternations to D(ω) in Ω, the zeros of (6) are all single, and the Lebesgue measure of a set of zeros is 0. Therefore, the L 1 norm can be differentiated in the case where (6) has N/2 alternations.
Then, (7) can be expressed as
where the sign function of X(ω) is defined by
Substituting (6) into (8), we obtain
A derivation of a becomes
Moreover,
where f (ω) and g(ω) are arbitrary real functions.
Second-order derivative
Watson has shown that when the Lebesgue measure of a set of zeros of the error functions a is 0, the L 1 norm can be differentiated twice at a [14] . Then, the Hessian of the L 1 norm, which is equal to the second-order derivative of the L 1 norm, is given by Grossmann's method [9] . The Hessian H of (11) can be expressed as
where t is number of zeros in Ω and is usually equal to N/2. As a result of computational errors, t becomes less than N/2. Because of this, we give detailed rules for the choice of H(a) so that a reasonable rate of convergence is possible. Case 1:
Case 2:
Case 3:
The features of the vector space of the coefficients of the L 1 norm
In this section, we show that the vector space of the coefficients of the L 1 norm is a closed set and a convex set. Now, we define a, which is a vector set of Q, as follows:
where δ(ω) is a tolerance. 
Suppose a 0 / ∈ Q, that is,
Then,
Note that (27) can also be expressed as
Suppose that a r ∈ Q, that is,
Substituting (30) into (29), we get
Therefore,
Since the right side of (32) converges to 0 as r → ∞, this implies that η(ω) cannot be greater than 0. Therefore, since the assumption of M (ω,
is contradictory, it is shown that a 0 ∈ Q, and Q is a closed set. Next, we show that Q is a convex set. Let a 1 and a 2 be a vector of coefficients such that a 1 ∈ Q and a 2 ∈ Q respectively. Now, since
then the amplitude response M (ω, a 3 ), which consists of a 3 becomes
This shows that a 3 ∈ Q. Thus, Q is a convex set.
L 1 approximation algorithm
We can solve the L 1 optimal problem by using a POCS. The POCS algorithm generates the sequences of a k given by
where g is the gradient at (11). In addition, γ k is the step size, and H k equal to the Hessian matrix when it is positive definite or a modified version of the Hessian that is positive definite. In this paper, the step sizes, γ k , was determined according to the Armijo rule given by
where 0 < σ < 1 2 and 0 < β < 1.
The algorithm stops when γ k H k −1 g k is less than the predetermined threshold, .
Design examples of Hilbert transformers
We illustrate the properties of the HT using an L 1 error criterion through some examples. We consider the design of even order HT with the following specification:
Moreover, the weighting function equals one. The parameters are the stop criterion = 10 −7 , the Armijo rule σ = 10 −3 and β = 0.1, and λ = 10 −6 . The initial values of a 1 is given by equally spaced zeros in the stopband. In this example, the optimal solution was obtained with 117 Fig. 1 shows the amplitude response of the HT using an L 1 error criterion, and also shows the corresponding L 2 and L ∞ criteria. Moreover, Fig. 2 shows an enlargement of the passband. It is clear that the HT using an L 1 error criterion has the smallest ripple in the passband than L 2 and L ∞ criteria.
We consider the design of odd order HT with the following specification:
Moreover, the weighting function equals one. The parameters are the stop criterion = 10 −7 , the Armijo rule σ = 10 −3 and β = 0.1, and λ = 10 −6 . The initial values of a 1 is given by equally spaced zeros in the stopband. In this example, the optimal solution was obtained with 117 iterations. Fig. 3 shows the amplitude response of the HT using an L 1 error criterion, and also shows the corresponding L 2 and L ∞ criteria. Moreover, Fig. 4 shows an enlargement of the passband. It is clear that the HT using an L 1 error criterion has the smallest ripple in the passband than L 2 and L ∞ criteria. 
Conclusion
In this paper, we proposed a design method of Hilbert Transformers using an L 1 error criterion. The proposed algorithm is based on the projection onto convex sets method. As the vector space of the coefficients of the L 1 norm is a closed set and a convex set, the obtained solution is global optimal solution. We showed the effectiveness of the the proposed method through some examples.
