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Abstract
Stochastic network calculus is an evolving theory which accounts for sta-
tistical multiplexing and uses an envelope approach for probabilistic delay
and backlog analysis of networks. One of the key ideas of stochastic net-
work calculus is the possibility to describe the service offered at a network
node as a stochastic service envelope, which in turn can be used to describe
the stochastic service available in a network of nodes and determine end-to-
end probabilistic delay and backlog bounds. This paper introduces a new
definition of stochastic service envelopes which yields a simple network ser-
vice envelope and tighter end-to-end performance bounds. It is shown for
(σ(θ), ρ(θ)) - constrained traffic model that the end-to-end performance mea-
sures computed using the new stochastic network service envelope are tight
in comparison to the ones obtained using the existing start-of-the-art defini-
tion of statistical network service envelope and are bounded by O(H logH),
where H is the number of nodes traversed by the arrival traffic.
Keywords: Stochastic Network Calculus, Network Service Envelope,
Quality of Service
1. Introduction
The convergence of data, voice and video traffic over the Internet has in-
creased the significance of performance analysis of data networks. The critical
aspect in the performance analysis of data networks is the efficient modeling
of arrival traffic and service available to the arrival traffic in the network.
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The exactness of the performance measures depends on the accuracy of the
models describing the arrival traffic and service available in the network, but
with increased mathematical complexity. In most cases, bounds on the per-
formance measure are sufficient for network analysis. Network calculus is one
of the popular theories useful for computing worst-case performance bounds
in data networks with the help of deterministic envelopes describing the ar-
rival traffic and service available in a network node. The probabilistic ver-
sion of network calculus is called stochastic network calculus 1 which retains
the envelope approach and many favorable characteristics of (deterministic)
network calculus and derives probabilistic performance bounds. The raison
d’eˆtre of network calculus is the possibility to compute probabilistic bounds
on end-to-end performance measures using a network service envelope which
describes the service available in a network as a single abstract node. It has
been shown in [1] that the end-to-end worst case performance bounds ob-
tained by summing the per-node results scale in the order of O(H2) and the
bounds computed using network service envelope scale in the order of O(H),
where H is the number of nodes traversed by the arrival flow. There has been
many attempts to achieve a similar linear scaling of end-to-end performance
bounds in statistical network calculus, but with little success. We direct the
interested readers to [2] for a more elaborate discussion on what makes the
probabilistic extension of network calculus so difficult. In [3], authors pre-
sented a stochastic network service envelope which allows the computation of
end-to-end probabilistic performance measures that is shown to be bounded
by O(H logH) for exponential bounded burstiness (EBB) traffic model.
In this paper, we present a different definition for statistical service enve-
lope based on the stochastic service process characterizing the service offered
at a network node. The new definition of statistical service envelope allows
to compute tighter end-to-end performance measures than the ones obtained
using the existing definition of network service envelope from [3] while still
maintaining the O(H logH) scaling of the end-to-end bounds for (σ(θ), ρ(θ))
- constrained traffic model. Later in the paper, we will use Markov modu-
lated on-off traffic model as in [3] to demonstrate the tightness of the delay
measure computed using the new definition of statistical service envelope.
The rest of the paper is structured as follows: In Section 2, we give an
1The terms statistical network calculus, stochastic network calculus and probabilistic
network calculus are used interchangeably in the literature
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overview of the statistical network calculus and define our notion of statistical
service envelope. Then, we use the envelope functions to derive performance
bounds on delay, backlog and output burstiness. The scaling properties of the
derived end-to-end performance bounds are shown in Section 3. In Section
4, a numerical example using Markov Modulated On-Off traffic is presented
for illustration. Brief conclusions are presented in Section 5. Throughout
the paper we use discrete time model t ∈ N0 = {0, 1, 2, . . .} and assume the
random processes to be stationary, that is, the random processes depends
only on the length of the interval (s, t] (∆ = t− s) , but not on s or t itself.
2. Statistical Network Calculus
In this section, we give a brief overview of the statistical network calculus
and our notion of statistical service envelope. Then, we derive performance
bounds in using our notion of statistical service envelope.
The elegant theory of network calculus [1, 4] provides useful insights for
the understanding of fundamental concepts of integrated and differentiated
services, flow control, resource (bandwidth or buffer) dimensioning in data
networks. The two main advantages of network calculus are (i) the relative
ease in its ability to model different scheduling algorithms used at a network
node, and (ii) the possibility to model a network of nodes as a single abstract
node, which substantially reduces the complexity involved in network anal-
ysis. The mathematical theory of min-plus algebra forms the basis for the
theory of network calculus. In the following we recall the two most commonly
used min-plus operations in network calculus, namely, min-plus convolution
and min-plus de-convolution operations [1].
Definition 2.1. Let f(s, t) and g(s, t) be two non-decreasing, real valued,
bivariate functions defined at t ≥ s ≥ 0. Then the min-plus convolution (⊗)
and de-convolution (⊘) operations are defined as follows:
f ⊗ g(s, t) = inf
s≤k≤t
{f(s, k) + g(k, t)} (1)
f ⊘ g(s, t) = sup
0≤k≤s
{f(k, t)− g(k, s)} (2)
The statistical network calculus is the probabilistic version of network
calculus and aims to profit from the statistical multiplexing in data net-
works. The fundamental difference between the statistical network calculus
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and its deterministic counterpart is that the performance bounds are ex-
pressed as probabilistic tail bounds, i.e., the derived bounds are violated
with some probability. Arrival and departure processes are described us-
ing real-valued, bivariate functions A(s, t) and D(s, t), respectively, which
represent the cumulative amount of data seen in the interval (s, t] for any
0 ≤ s ≤ t. We assume that there are no arrivals in the interval (−∞, 0]
and A(t) = A(0, t), D(t) = D(0, t) for any t ≥ 0. Since we assume the
random process to be stationary, random process depends only on the length
of the interval (s, t], that is ∆ = t − s , but not on s or t itself (therefore,
A(s, t) = A(∆), D(s, t) = D(∆)). For an arrival process A, a non-decreasing,
real valued function is called statistical arrival envelope function or effec-
tive envelope G [3] if the function satisfies the following condition, for any
t, s, σ ≥ 0:
P{A(s, t) > G(t− s) + σ} ≤ εg(σ) (3)
where εg is called error function which is a non-negative, decreasing function
of σ bounding the violation probability. The sufficient condition for the
derived performance bounds to be finite is that the error function is required
to satisfy the integrability condition [3] given below:∫ ∞
0
ε(u)du <∞ (4)
Similarly, the service available to a flow is characterized using a non-
decreasing, real valued function called statistical service envelope or effective
service envelope S [5] such that for a given arrival process (A) and departure
process (D), the service envelope satisfies the following condition for all t, σ ≥
0:
P{A⊗ S(t) > D(t) + σ} ≤ εs(σ) (5)
where εs is a decreasing error function bounding the violation probability.
This error function is also required to satisfy the integrability condition from
equation (4) as the sufficient condition for the derived performance bounds
to be finite. In this paper, we define a different notion of statistical service
envelope (S) which is derived from the stochastic service process (S) charac-
terizing the service offered at a network node. For a given arrival process (A)
and departure process (D) at a network node, the stochastic service process
(S) describing the service offered at the node satisfies the following condition
for any fixed sample path and all t ≥ 0:
A⊗ S(t) ≤ D(t) (6)
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The key observation is that the stochastic service process (S) for any fixed
sample path is a deterministic service envelope of the service offered to the
given arrival process trajectory, and equation (6) follows from the definition of
deterministic service envelope [1]. Any random process S satisfying the above
relationship (equation (6)) between arrival process and departure process for
any fixed sample path is referred to as “dynamic F-server” [4]. We now define
a different notion of statistical service envelope (S) based on the stochastic
service process (S) at the node.
Definition 2.2. Let S be the stochastic service process characterizing the
service offered at the node, then the statistical service envelope S for all
t, s, σ ≥ 0 can be defined as:
P{S(s, t) < S(t− s)− σ} ≤ εs(σ) (7)
where εs is a decreasing error function bounding the violation probability and
fulfilling the integrability condition from equation (4).
The new definition of statistical service envelope does not imply equation
(5). However, the sample path bound of the statistical service envelope from
equation (7) is also a valid bound to its counterpart from equation (5), i.e.,
for all t ≥ 0
P {A⊗ S(t) > D(t) + σ} ≤ P {A⊗ S(t) > A⊗ S(t) + σ}
≤ P
{
sup
0≤k≤t
{S(t − k)− S(k, t)} > σ
}
and, P {S(t)− S(t) > σ} ≤ P
{
sup
0≤k≤t
{S(t − k)− S(k, t)} > σ
}
The main advantage of the new definition of statistical service envelope from
equation (7) is that its sample path bound is a lower bound to sample bound
bound of statistical service envelope from equation (5), which is necessary
information required about the service offered in a network to compute end-
to-end performance measures, i.e.,
P
{
sup
0≤k≤t
{S(t− k)− S(k, t)} > σ
}
≤ P
{
sup
0≤k≤t
{A⊗ S(t− k)−D(k, t)} > σ
}
5
Figure 1: Network of H concatenated nodes
The sample path bound of the statistical service envelope from equation (7)
is given by the following lemma.
Lemma 2.1. Consider the service offered at a network node being described
using a stochastic service process S and let S be the statistical service envelope
derived from stochastic service process S satisfying equation (7) with an error
function εs satisfying integrability condition from equation (4). Then for any
δ > 0 and all t, σ ≥ 0
P
{
sup
0≤k≤t
{S(t− k)− S(k, t)− δ · (t− k)} > σ
}
≤
∞∑
u=0
εs(σ + δu) (8)
The term δ is used in the above lemma to make the violation probability
function of the envelope dependent on time, so that we can compute the
sample path violation probability in terms of the given violation probability
function of service envelope from equation (7). Intuitively, the term δ can be
seen as rate correction factor that reduces the guaranteed service by a rate
δ. Proof: For a given t, σ ≥ 0 and δ > 0 we have
P
{
sup
0≤k≤t
{S(t− k)− S(k, t)− δ · (t− k)} > σ
}
≤
∞∑
u=0
P {S(u)− (δu+ σ) > S(u)}
≤
∞∑
u=0
εs(σ + δu)
The first inequality is due to the application of Boole’s inequality and setting
u = t− k. The second inequality is from the definition of statistical service
envelope from equation (7). 
The new definition of statistical service envelope from equation (7) will
be shown to be beneficial for the end-to-end network analysis in Section 3
of this paper. From now on, unless specified otherwise, the term statistical
service envelope refers to its definition from equation (7).
We now state our main results using the statistical service envelope de-
rived from the stochastic service process at the network node. Consider a
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flow traversing through a network of H nodes connected in series as shown
in Fig. 1. We assume that the service available for a flow at each hop (h)
is characterized by a stochastic service process (Sh). The following theorem
will provide a possibility to characterize the service offered by a network of
nodes as shown in Fig. 1 in-terms of per-node statistical service envelopes.
Theorem 2.1. Consider a flow traversing a network of H nodes connected
in series with each hop (h = 1, 2, . . . , H) offering a service characterized by
its corresponding stochastic service process (Sh = S1, S2, . . . , SH). Then, the
stochastic network service process Snet for any fixed sample path is given by
Snet = S1 ⊗ S2 ⊗ · · · ⊗ SH (9)
and the corresponding statistical network service envelope Snet is given by
Snet = S1 ⊗ S2 ⊗ · · · ⊗ SH (10)
with a decreasing error function εsnet, for any δ > 0, given by
εsnet(σ) = inf
σ1+···+σH=σ
{
H∑
h=1
∞∑
u=0
εsh(σh + δu)
}
(11)
such that the statistical network service envelope Snet satisfies the following
condition, for any t, σ ≥ 0 and δ > 0,
P
{
sup
0≤k≤t
{Snet(t− k)− Snet(k, t)− δ · (t− k)} > σ
}
≤ εsnet(σ) (12)
Proof: The proof of the theorem has two parts; The first is to prove the
stochastic network service process and the second part is to prove the statis-
tical network service envelope. Let A = A1 be the arrival traffic at the node 1
or ingress of the network and D = DH = AH+1 represent the departure traf-
fic from the network of H nodes connected in series as shown in Fig. 1. The
departure traffic Dh from the node at hop h becomes the arrival traffic Ah+1
to the downstream node at hop h+ 1, i.e., Ah+1 = Dh for all h = 1, . . . , H .
In order to prove, for any sample path the stochastic network service
process Snet = S1⊗S2⊗. . .⊗SH represents the service offered by the network
shown in Fig. 1, one needs to show that the departure traffic D from the
network satisfies for any sample path the condition D ≥ A ⊗ Snet. This
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can be shown in a straightforward fashion. From the property of stochastic
service process characterizing the service offered at a node (equation (6)), the
respective departure traffic satisfies for any sample path the condition Dh ≥
Ah ⊗ Sh for h = 1, 2, . . . , H , where S1, S2, . . . , SH represents the stochastic
network service process offered by the respective H nodes in the network.
Applying the condition on departure traffic from each node iteratively for
the departure traffic D = DH from the network, one gets for any sample
path D ≥ A ⊗ S1 ⊗ S2 ⊗ . . . ⊗ SH = A ⊗ Snet. This proves our first claim.
For the given t, σ ≥ 0 and δ > 0, we have
P
{
sup
0≤k1≤t
{Snet(t− k1)− Snet(k1, t)− δ · (t− k1)} > σ
}
= P
{
sup
0≤k1≤t
{S1 ⊗ S2 ⊗ · · · ⊗ SH(t− k1)− S1 ⊗ S2 ⊗ · · · ⊗ SH(k1, t)
−δ · (t− k1)} > σ}
≤ P
{
sup
0≤k1≤k2≤k3···≤kH≤t
{S1(k2 − k1)− S1(k1, k2)− δ · (k2 − k1)
+S2(k3 − k2)− S2(k2, k3)− δ · (k3 − k2) + · · ·
+SH(t− kH)− SH(kH , t)− δ · (t− kH)} > σ}
≤ P
{
sup
0≤k1≤k2≤t
{S1(k2 − k1)− S1(k1, k2)− δ · (k2 − k1)}+
+ sup
0≤k2≤k3≤t
{S2(k3 − k2)− S2(k2, k3)− δ · (k3 − k2)}+ · · ·
+ sup
0≤kH≤t
{SH(t− kH)− SH(kH , t)− δ · (t− kH)} > σ1 + · · ·+ σH
}
≤ P
{
sup
0≤k1≤k2≤t
{S1(k2 − k1)− S1(k1, k2)− δ · (k2 − k1)} > σ1
}
+P
{
sup
0≤k2≤k3≤t
{S2(k3 − k2)− S2(k2, k3)− δ · (k3 − k2)} > σ2
}
+ · · ·
+P
{
sup
0≤kH≤t
{SH(t− kH)− SH(kH , t)− δ · (t− kH)} > σH
}
≤ inf
σ1+···+σH=σ
{
H∑
h=1
∞∑
k=0
εsh(σh + δk)
}
= εsnet(σ)
The inequality in the third step is due to the property of supremum oper-
ation, i.e., sup0≤s≤t{X(s) + Y (s)} ≤ sup0≤s≤t{X(s)} + sup0≤s≤t{Y (s)} [6].
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The final inequality is from the definition of sample path statistical service
envelope (equation (8)) and the stationarity assumption of stochastic service
processes. 
If the error function εsh of the individual statistical service envelope Sh at
hop h for h = 1, 2, . . . , H satisfies the integrability condition from equation
(4), then the error function εsnet of the statistical network service envelope
will be finite (i.e., εsnet <∞).
We next describe the probabilistic performance bounds on backlog, delay
and output burstiness using the statistical arrival envelope (equation (3))
and network service envelope (Theorem 2.1). In the following theorem, we
use the notation Sh,−δ(t) = Sh(t) − δt and Gδ(t) = G(t) + δt to simplify the
presentation.
Theorem 2.2. Let A and D be the arrival and departure traffic, respectively,
from a network of H nodes connected in series and G be the corresponding
statistical arrival envelope with an error function εg. Assume Snet is the
stochastic network service process that characterizes the service offered by
the network and Snet is the corresponding statistical network service envelope
with an error function εsnet. Then we have the following bounds.
1. Backlog bound : The probabilistic bound on the backlog in a network,
for any t, σ ≥ 0 and δ > 0, is given by
P {B(t) > Gδ ⊘ Snet,−δ(0) + σ} ≤ ε(σ) (13)
2. Delay bound : The probabilistic bound on the delay in a network, for
any t, σ ≥ 0 and δ > 0, is given by
P {W (t) > d(σ)} ≤ ε(σ) (14)
where d(σ) = inf{x : Gδ(t) + σ ≤ Snet,−δ(t + x) for all t ≥ 0}
3. Output Burstiness : Gδ ⊘ Snet,−δ is a statistical arrival envelope of the
departure traffic from the network, which satisfies the following condi-
tion for any t, s, σ ≥ 0 and δ > 0:
P {D(s, t) > Gδ ⊘ Snet,−δ(t− s) + σ} ≤ ε(σ) (15)
where the error function ε is given by
ε(σ) = inf
σg+σsnet=σ
{
∞∑
k=0
εg(σg + δk) + εsnet(σsnet)
}
(16)
= inf
σg+σs1+···+σsH=σ
{
∞∑
k=0
εg(σg + δk) +
H∑
h=1
∞∑
k=0
εsh(σsh + δk)
}
(17)
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The proof of the theorem relies on the sample path bound of statistical arrival
envelope (equation (3)) for all t, σ ≥ 0 and any δ > 0 given by [3].
P
{
sup
0≤k≤t
{A(k, t)− G(t− k)− δ(t− k)} > σ
}
≤
∞∑
u=0
εg(σ + δu) (18)
Proof: We now prove the probabilistic bound on backlog B(t), for some
t ≥ 0. The backlog B(t) at a network node is given as A(t)−D(t). Therefore,
for all t, σ ≥ 0 and any δ > 0, we have
P {B(t) > Gδ ⊘ Snet,−δ(0) + σ}
= P {A(t)−D(t) > Gδ ⊘ Snet,−δ(0) + σ}
≤ P {A(t)−A⊗ Snet(t)− Gδ ⊘ Snet,−δ(0) > σ}
≤ P
{
sup
0≤k≤t
{A(t)− A(k)− Gδ(t− k)− Snet(k, t) + Snet,−δ(t− k)} > σ
}
≤ P
{
sup
0≤k≤t
{A(k, t)− G(t− k)− δ(t− k)}
+ sup
0≤k≤t
{Snet(t− k)− Snet(k, t)− δ(t− k)} > σg + σsnet
}
≤ P
{
sup
0≤k≤t
{A(t)− A(t− k)− G(k)− δk} > σg
}
+P
{
sup
0≤k≤t
{Snet(k)− Snet(k)− δk} > σsnet
}
≤ inf
σg+σsnet=σ
{
∞∑
u=0
εg(σg + δu) + εsnet(σsnet)
}
= inf
σg+σs1+···+σsH=σ
{
∞∑
u=0
εg(σg + δu) +
H∑
h=1
∞∑
u=0
εsh(σsh + δu)
}
The third inequality is due to the property of supremum operation, i.e.,
sup0≤s≤t{X(s) + Y (s)} ≤ sup0≤s≤t{X(s)} + sup0≤s≤t{Y (s)} [6]. The final
inequality is from the definition of statistical network service envelope (The-
orem 2.1) and sample path statistical arrival envelope (equation 18). The
proofs of the probabilistic bounds on delay and departure process are the
immediate variations of the proof presented above and are omitted. 
The optimal value of δ is chosen to minimize the violation probability of the
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performance bounds. The probabilistic performance bounds from Theorem
2.2 can be further improved if the arrival traffic process A and the stochastic
service process Sh at each hop h for h = 1, 2, . . . , H are statistically inde-
pendent of one another. In the following theorem, we use the notation for
conventional convolution εg ∗ εs(σ) =
∫ σ
0
εg(σ − u)dεs(u) (as error functions
are non-negative functions) to simplify the presentation.
Theorem 2.3. Let A be the arrival traffic independent of the service of-
fered at the network of H nodes connected in series and G is the correspond-
ing statistical arrival envelope with an error function εg. Assume Sh is the
stochastic service process characterizing the service offered at the hop h for
h = 1, 2, . . . , H and the services offered at each hop are statistically indepen-
dent of one another. Let Sh be the corresponding statistical service envelope
with an error function εsh at hop h for h = 1, 2, . . . , H and Snet be the sta-
tistical network service envelope. Then we have the following bounds.
1. Backlog bound : The probabilistic bound on the backlog in a network,
for any t, σ ≥ 0 and δ > 0, is given by
P {B(t) > Gδ ⊘ Snet,−δ(0) + σ} ≤ 1− (ε˜g ∗ ε˜s1 ∗ ε˜s2 ∗ · · · ∗ ε˜sH)(σ) (19)
2. Delay bound : The probabilistic bound on the delay in a network, for
any t, σ ≥ 0 and δ > 0, is given by
P {W (t) > d(σ)} ≤ 1− (ε˜g ∗ ε˜s1 ∗ ε˜s2 ∗ · · · ∗ ε˜sH)(σ) (20)
where d(σ) = inf{x : Gδ(t) + σ ≤ Snet,−δ(t + x) for all t ≥ 0}
3. Output Burstiness : Gδ ⊘ Snet,−δ is a statistical arrival envelope of the
departure traffic D from the network, which satisfies the following con-
dition for any t, s, σ ≥ 0 and δ > 0:
P {D(s, t) > Gδ ⊘ Snet,−δ(t− s) + σ} ≤ 1− (ε˜g ∗ ε˜s1 ∗ ε˜s2 ∗ · · · ∗ ε˜sH)(σ)
(21)
where ε˜g(σ) = 1 −
∑∞
k=0 εg(σ + δk) and ε˜sh(σ) = 1 −
∑∞
k=0 εsh(σ + δk) for
h = 1, 2, . . . , H.
The proof of the theorem relies on the Lemma 4.1 from [6], which states
that for any two non-negative independent random variables F and G with
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P (F > σ) ≤ f(σ) and P (G > σ) ≤ g(σ) where f(σ) and g(σ) are non-
negative, decreasing function for any σ ≥ 0, then
P {F +G > σ} ≤ 1− (f˜ ∗ g˜)(σ) (22)
where f˜(σ) = 1− f(σ) and g˜(σ) = 1− g(σ).
Proof: We now prove the probabilistic bound on backlog B(t), for some
t ≥ 0. The backlog B(t) at a network node is given as A(t)−D(t). Therefore,
for all t, σ ≥ 0 and any δ > 0, we have
P {B(t) > Gδ ⊘ Snet,−δ(0) + σ}
= P {A(t)−D(t) > Gδ ⊘ Snet,−δ(0) + σ}
≤ P {A(t)−A⊗ Snet(t)− Gδ ⊘ Snet,−δ(0) > σ}
≤ P
{
sup
0≤k≤t
{A(k, t)− G(t− k)− δ(t− k)
+Snet(t− k)− Snet(k, t)− δ(t− k)} > σ}
= P
{
sup
0≤k≤t
{A(k, t)− G(t− k)− δ(t− k)− δ(t− k)+
S1 ⊗ S2 ⊗ · · · ⊗ SH(t− k)− S1 ⊗ S2 ⊗ · · · ⊗ SH(k, t)} > σ}
≤ P
{
sup
0≤k≤t
{A(k, t)− G(t− k)− δ(t− k)}
+ sup
0≤k≤k2≤t
{S1(k2 − k)− S1(k, k2)− δ(k2 − k)}
+ sup
0≤k2≤k3≤t
{S2(k3 − k2)− S2(k2, k3)− δ(k3 − k2)} + · · ·
+ sup
0≤kH≤t
{SH(t− kH)− SH(kH , t)− δ(t− kH)} > σ
}
≤ 1− (ε˜g ∗ ε˜s1 ∗ ε˜s2 ∗ · · · ∗ ε˜sH )(σ)
The third inequality is due to the property of supremum operation, i.e.,
sup0≤s≤t{X(s) + Y (s)} ≤ sup0≤s≤t{X(s)} + sup0≤s≤t{Y (s)} [6]. The final
inequality follows from equations (8), (18) and (22). The proofs of the prob-
abilistic bounds on delay and departure process are the immediate variations
of the proof presented above and are omitted. 
The performance bounds from Theorem 2.2 and Theorem 2.3 are derived us-
ing the statistical envelopes and require an additional rate correction factor
12
Figure 2: Network node with through and cross flows
δ whose value is chosen to minimize the violation probability of the perfor-
mance bounds.
Before we proceed to analyzing the scaling properties of the performance
bounds derived in Theorem 2.2, we need an important result on leftover sta-
tistical service envelope using a generalized scheduling model. The leftover
service envelope is a generic envelope modeling the service available to a flow
of interest which is left unused by its neighboring flows sharing the resources
at a node. The concept of leftover service envelope was first introduced in de-
terministic setting [1, 4] and then extended to stochastic domain in [3, 2, 7].
It should be noted that leftover service envelope accounts for a pessimistic
estimate of the offered service at a node for a flow of interest, as it character-
izes offered service as the worst case service available to a low priority flow in
a queue with static priority scheduling. The following theorem describes the
leftover statistical service envelope derived with statistical service envelope
from equation (7).
Theorem 2.4. Let Sagg be statistical service envelope with an error function
εsagg and Sagg be a stochastic service process characterizing the aggregate
service offered at a queue with the flow of interest A and the neighboring
flow Ac characterized using statistical arrival envelopes G and Gc with error
functions εg(u) and εgc(u), respectively. Let D and Dc be the departure flows
from the queue for the corresponding flow of interest A and the neighboring
flow Ac, respectively. Assuming that the stability condition at the queue is
satisfied, i.e., E [Sagg] ≥ E [A] + E [Ac], then the leftover stochastic service
process S, for any sample path and for all t ≥ 0, is given by
S(t) = Sagg(t)− Ac(t) (23)
and the leftover statistical service envelope S with an error function εs, for
all t ≥ 0, is given by
S(t) = Sagg(t)− Gc(t) (24)
where εs is given by
εs(σ) = inf
σgc+σsagg=σ
{
εgc(σgc) + εsagg(σsagg)
}
(25)
13
Proof: From the property of stochastic service process (equation (6)) of
the service offered at a queue shown in the Fig. 2, we have, for any sample
path and for all t ≥ 0
D(t) +Dc(t) ≥ (A+ Ac)⊗ Sagg(t)
D(t) ≥ inf
0≤k≤t
{A(k) + Ac(k) + Sagg(k, t)} −Dc(t)
≥ inf
0≤k≤t
{A(k)− Ac(k, t) + Sagg(k, t)}
= A⊗ (Sagg − Ac)(t)
= A⊗ S(t)
The inequality in the third step is due to the fact that for any sample path the
departure traffic is always bounded by the arrival traffic, i.e., Dc(t) ≤ Ac(t).
This proves our claim about the leftover stochastic service process.
For a given t ≥ 0, we have
P {S(t)− S(t) > σ}
= P {S(t)− Sagg(t) + Ac(t) > σ}
= P {Ac(t) + S(t) − Sagg(t) + Sagg(t)− Sagg(t) > σ}
≤ P {Ac(t)− Gc(t) > σgc}+ P {Sagg(t)− Sagg(t) > σagg}
≤ inf
σgc+σsagg=σ
{
εgc(σgc) + εsagg(σsagg)
}
= εs(σ)
This proves our claim about the leftover non-random statistical service en-
velope. 
For a work conserving queue shown in Fig. 2 which is served at a con-
stant rate C, the aggregate stochastic service process and statistical service
envelope of the service offered at the queue is C, i.e., Sagg = Sagg = C with
error function εsagg = 0. From Theorem 2.4, for all t ≥ 0, we get the left-
over stochastic service process for any sample path is S(t) = Ct−Ac(t) and
the leftover statistical service envelope is S(t) = Ct − Gc(t) with the error
function εs = εgc.
3. Scaling of End-to-End Performance Bounds
In this section, we analyze the scaling properties of the performance
bounds derived in Theorem 2.2. For this purpose, as in [7], we use the
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Figure 3: Network of H concatenated nodes with cross traffic
(σ(θ), ρ(θ)) - traffic model from [4] in a network of H nodes connected in
series with cross traffic shown in Fig.3. The flow of interest is the one which
traverses through the network of H nodes connected in series and is termed
through flow A. The flow which transits the network at each hop is termed
cross flow Ac. The network node at each hop has a work conserving scheduler
which operates at a constant rate C. The goal is to determine the end-to-end
performance (delay and backlog) bounds for the through flow in presence of
the cross flow at each hop and identify its order of scaling. An arrival traffic
A with the effective bandwidth α is said to be a (σ(θ), ρ(θ)) - constrained
arrival traffic if for any t ≥ 0 and θ > 0 it satisfies the condition
tα(θ, t) ≤ ρ(θ)t + σ(θ) (26)
where ρ(θ) is a bound on the time independent version of effective bandwidth
[8] (i.e., ρ(θ) ≥ limt→∞ α(θ, t)). For t ≥ 0, G(t) = ρ(θ)t + σ(θ) can be used
as the statistical arrival envelope G of the arrival traffic A with the error
function εg(x) = e
−θx, i.e., for all t ≥ s ≥ 0 and any θ > 0 the following
condition holds from Chernoff’s bound and equation (26):
P{A(s, t) > ρ(θ)(t− s) + σ(θ) + γ} ≤ eθ(t−s)α(θ,t−s)−θρ(θ)(t−s)−θσ(θ)−θγ ≤ e−θγ
(27)
Let the through flow A with effective bandwidth α at the ingress of the
network and the cross flow Ac with effective bandwidth αc at each hop be the
(σ(θ), ρ(θ)) and (σ(θ), ρc(θ)) - arrival traffic with statistical arrival envelopes
G(t) = ρ(θ)t + σ(θ) and Gc(t) = ρc(θ)t + σ(θ), respectively. For all t ≥ 0
and any θ > 0, the condition C ≥ ρ(θ) + ρc(θ) must be satisfied for stability.
The stochastic arrival processes A and Ac describe the through flow and
cross flow, respectively. The service available to the through flow at each
hop can be characterized using leftover statistical service envelopes from
Theorem 2.4. For all t ≥ 0, the leftover stochastic service process Sh for
h = 1, . . . , H is given as Sh(t) = Ct − Ac(t), the leftover statistical service
envelope Sh for h = 1, . . . , H is given as Sh(t) = Ct − Gc(t) with the error
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function εsh(γ) = εgc(γ) = e
−θγ . The statistical service envelope Snet(t) from
Theorem 2.1, for all t ≥ 0, is given as Snet(t) = (C − ρc(θ))t − Hσ(θ) with
error function εsnet(γ) =
∑H
h=1
∑t
k=0 εsh(γ + δk). Throughout this section,
we will evaluate the larger interval [0,∞] instead of [0, t] to simplify the
derivation of conservative, closed-form performance bounds.
We first derive the end-to-end backlog B(t) bound, for all t ≥ 0, using
the statistical envelopes. For any θ > 0 and C−ρ(θ)−ρc(θ)
2
≥ δ ≥ 0, we get
Gδ ⊘ Snet,−δ(0) = (H + 1)σ(θ). The probabilistic backlog B(t) bound from
Theorem 2.2, for all t ≥ 0, is given as
P {B(t) > (H + 1)σ(θ) + γ}
≤ inf
γg+γs1+···+γsH=γ
∞∑
k=0
εg(γg + δk) +
H∑
h=1
∞∑
k=0
εsh(γsh + δk)
= inf
γg+γs1+···+γsH=γ
∞∑
k=0
e−θ(γg+δk) +
H∑
h=1
∞∑
k=0
e−θ(γsh+δk)
= inf
γg+γs1+···+γsH=γ
1
1− e−θδ
e−θγg +
H∑
h=1
1
1− e−θδ
e−θγsh
=
(H + 1)
1− e−θδ
e−
θγ
H+1 (28)
The final step is due to the convexity of e−x. Usually we determine a backlog
bound so that P{B(t) > (H+1)σ(θ)+γ} ≤ ε, where ε is the given violation
probability. Setting the right-hand side of equation (28) to ε, using the
optimal value of δ = C−ρ(θ)−ρc(θ)
2
and solving for γ gives, for any θ > 0
γ =
H + 1
θ
log
(H + 1)
ε
(
1− e−
θ(C−ρ(θ)−ρc(θ))
2
) (29)
Therefore the backlog x = (H + 1)σ(θ) + γ can be explicitly bounded as
follows:
x = inf
θ>0
H + 1
θ
log
(H + 1)
ε
(
1− e−
θ(C−ρ(θ)−ρc(θ))
2
) + (H + 1)σ(θ) (30)
It is apparent from equation (30) that the end-to-end backlog measure com-
puted using Theorem 2.2 is bounded by O(H logH).
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The same technique can be used to derive the end-to-end delay bound
using Theorem 2.2. For any θ > 0 and C−ρ(θ)−ρc(θ)
2
≥ δ ≥ 0, d(γ) from
equation (14) becomes γ+(H+1)σ(θ)
(C−ρc(θ)−δ)
, then the probabilistic bound on delay
W (t) from Theorem 2.2, for all t ≥ 0, is given as
P {W (t) > d(γ)} ≤
(H + 1)
1− e−θδ
e−
θ(C−ρc(θ)−δ)d(γ)
H+1
+θσ(θ) (31)
Usually we determine a delay bound so that P{W (t) > d} ≤ ε, where ε is
the given violation probability and d = d(γ). Setting the right-hand side of
equation (31) to ε, using the optimal value of δ as C−ρ(θ)−ρc(θ)
2
and solving
for d(γ) gives
d = inf
θ>0
2(H + 1)
θ(C + ρ(θ)− ρc(θ))
log
(H + 1)
ε
(
1− e−
θ(C−ρc(θ)−ρ(θ))
2
) + 2(H + 1)σ(θ)
(C + ρ(θ)− ρc(θ))
(32)
It is apparent from equation (32) that the end-to-end delay measure com-
puted using Theorem 2.2 is bounded by O(H logH).
4. Numerical Example
The goal of this section is to illustrate the benefits of using the new def-
inition of statistical service envelope from equation (7) over its counterpart
from equation (5) on the efficiency and scalability of the computed perfor-
mance measures using a numerical example. For the numerical experiment
we consider a network of H concatenated nodes as shown in Fig. 3. The
queue at each hop h is served at a constant deterministic service rate C. We
use the Markov modulated on-off (MMOO) process to describe the arrivals of
N independent through flows at the ingress of the network and the arrivals of
M independent cross flows at each hop h inside the network. Markov mod-
ulated on-off process is a typical example of (σ(θ), ρ(θ)) - constrained traffic
model with parameters (0, α(θ)) and is commonly used to model the voice [9]
and video traffic [10] in the Internet. Markov modulated on-off process can
be in “On” state or “Off” state for a random time interval which is negative
exponentially distributed with average E[Ton] and E[Toff ], respectively. In
“On” state, arrival traffic transmits data at a constant rate P and no data
is transmitted in “Off” state. The effective bandwidth of Markov modulated
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on-off process has an interesting property that α(θ, t) ≤ α(θ) and for any
θ > 0 is given by
α(θ) =
1
2θ
(
Pθ − r10 − r01 +
√
(Pθ − r10 + r01)
2 + 4r10r01
)
(33)
where r10 =
1
E[Ton]
and r01 =
1
E[Toff ]
. In the example, we determine the
numerical end-to-end delay bound for N through flows in the network with
a violation probability ε = 10−9. The capacity of the server C at each hop is
set to 100Mbps. We use two types of Markov modulated on-off traffic model
as in [3]: (i) “high burstiness” variant has the parameters E[Ton] = 10ms
and E[Toff ] = 90ms and (ii) “low burstiness” variant has the parameters
E[Ton] = 1ms and E[Toff ] = 9ms. Both variants of the on-off traffic produce
data at an average rate m = 0.15Mbps and emit data at a peak rate P =
1.5Mbps during the ”‘On”’ state. The stochastic service available for N
through flows is determined using the generalized scheduling model (Theorem
2.4).
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Figure 4: End-to-end delay bound with a violation probability ε = 10−9 for increasing
number of hops H with N = 134 through MMOO flows and M = 333 cross MMOO flows
at each hop
We compare the end-to-end delay bounds for through flows determined
using the statistical service envelope from equation(7) and equation(5). For
a validation of the latter we reproduced the results presented in [3] using the
statistical service envelope from equation(5). Fig. 4 shows the probabilistic
end-to-end delay bounds with a violation probability (ε) of 10−9 as a function
of increasing number of hops H . At each hop, M = 333 cross flows are
multiplexed with N = 134 through flows. The plot illustrates theO(H logH)
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bounds of end-to-end delays with statistical network service envelope from
Theorem 2.1 and validates that the end-to-end delay bounds determined
using the statistical service envelope from equation (7) provide tighter bounds
than the ones computed using the statistical service envelope from equation
(5).
100 200 300 400 500 600
20
40
60
80
100
120
140
160
180
200
Total number of flows (N+M)
En
d−
to
−e
nd
 d
el
ay
 b
ou
nd
 [m
s]
 
 
H=5
H=2
H=1
using service envelope
from equation (7)
using service envelope 
from equation (5)
H=10
(a) with “high burstiness” traffic
100 200 300 400 500 600
20
40
60
80
100
120
140
160
180
200
Total number of flows (N+M)
En
d−
to
−e
nd
 d
el
ay
 b
ou
nd
 [m
s]
 
 
H=5
H=2
using service envelope 
from equation (5)
using service envelope
from equation (7)
H=10
H=1
(b) with “low burstiness” traffic
Figure 5: Comparison of End-to-end statistical delay bounds with a violation probability
ε = 10−9 for MMOO traffic computed using two different definition of statistical network
envelopes
In Fig. 5 we plot the probabilistic end-to-end delay bound for N through
flows in a network with H = 1, 2, 5, 10 hops for increasing N +M number
of flows at each hop while maintaining N = M . It can be observed that the
new definition of statistical service envelope from equation (7) together with
Theorem 2.2 yield a tighter delay bound even for single hop case. The benefit
of the new definition of statistical network service envelope is more obvious
when the number of nodes H traversed by the through flows is increased.
5. Conclusion
We presented a new formulation of statistical service envelope using the
stochastic service process describing the service offered at the network node.
We showed for Markov modulated on-off traffic model that the new formu-
lation of statistical service envelope yields end-to-end probabilistic perfor-
mance measures are tighter than the ones computed using existing state-of-
the-art definition of statistical network service envelope and are bounded by
(H logH) for more general (σ(θ), ρ(θ)) - constrained traffic model, where H
is the number of nodes traversed by the arrival traffic.
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