Abstract. This paper presents a specific algorithm for foreground object extraction in complex scenes where the background varies unpredictably over time. The background and foreground models are first constructed by using an adaptive mixture of Gaussians in a joint spatio-color feature space. A dynamic decision framework, which is able to take advantages of the spatial coherency of object, is then introduced for classifying background/foreground pixels. The proposed method was tested on a dataset coming from a real surveillance system including different sensors installed on board a moving train. The experimental results show that the proposed algorithm is robust in the real complex scenarios.
Introduction
Detecting foreground objects from a video sequence is a critical task in many computervision applications. It can be considered as the basic level of processing to achieve higher level vision tasks. Even though there exist numerous algorithms in the literature, foreground object detection in complex environments, including non-stationary background motion, illumination variations, and camera vibration, is still far from being completely solved.
As surveyed in [1] , there exists a vast literature on background subtraction. Most proposed methods are based on the pixel-level background model, which construct a background representation for each pixel location. One of the simplest approaches consists in modeling each pixel intensity with a single Gaussian distribution [2] . However, such a model is unsuitable for noisy sequences and multi-modal scenes. More complex models are based on a mixture of Gaussians [3] , or a probability density function estimated by kernel function [4] . The background can also be modeled by a group of clusters which represent a compressed form of background model [5] .
In contrast to pixel-wise approach, interest has grown recently in region-level methods which employ regional models representing spatial relationships between pixels. Sheikh et al. [6] used Kernel Density Estimation to build full background model as a single distribution, in conjunction with a MAP-MRF decision framework. In [7] , Heikkila et al. used a group of weighed adaptive local binary pattern histograms to capture the background statistics of each image block, and produced a coarse detection of foreground object. Chen et al. [8] extended this idea to obtain more detailed foreground by using a contrast histogram to describe each block. More recently, Dickinson et al. [9] modeled the background as an adaptive mixture of Gaussians in color and space, and used this model to probabilistically classify new pixels observations.
In this article, we consider the problem of foreground object detection in a complex environment where the background varies unpredictably over time. This work is carried out in the framework of the BOSS European project (on BOard wireless Secured video Surveillance), whose objective is to set up an onboard surveillance system. Indeed, the complex environments inside a moving train make the detection task extremely difficult. Therefore, in order to deal with such particular problems, we propose an approach based on an adaptive spatio-colorimetric background and foreground model coupled with a dynamic decision framework. The proposed method has three novel contributions. Firstly, in order to handle multi-modal uncertainties of the background, a joint spatio-colorimetric region based representation is employed to model the observed scene. The statistical regions of the background, which share common homogeneity properties, are modeled by using an adaptive mixture of Gaussians in a five-dimensional spatio-colorimetric feature space. Secondly, both background and foreground are modelized in order to better distinguish foreground and background pixels. Thirdly, instead of directly applying a threshold to classify background/foreground pixels, we propose a dynamic decision framework based on cellular automata which enforces the spatio-colorimetric context in the detection process.
The outline of the paper is as follows: after this introduction, we present in Section 2 the proposed approach to extract foreground objects. Section 3 presents global performances of the proposed system on different real datasets. Finally, in Section 4, conclusions and important short-term perspectives are given.
The Proposed Approach

Modeling the Background
The initial representation of the background is constructed from the first frame of the sequence by using a region merging technique [10] coupled with an adaptive mixture of Gaussians. The homogeneous regions of the observed scene are first extracted by iteratively combining smaller pixels or regions sharing homogeneous color properties.
Let I be the observed image containing N pixels; (p, p ) be a couple of adjacent pixels in 4-connexity and A I be the set of these couples. We first compute the local gradient between each couple of pixels defined as:
where R p (p ) is the set of neighborhood pixels of p which satisfies the condition:
is a predefined radius depending on the noise corruption of images; it is set to δ = 5 in our experimentations), R p (p ) c is the mean color value of channel c of all pixels belonging to R p (p ). The principle of region merging process is that the couples of A I are first sorted in increasing order of g (p, p ). For each couple of pixels (p, p ) ∈ A I , let r (p) and r (p ) be the current regions to which pixels p and p belong respectively. These two regions are merged if the following condition is verified:
where r(p) c is the mean color value of the channel c of region r (p), N r(p) is the number of pixels of region r (p) and κ is a parameter defined as:
where C is the maximum value of color space, N is the number of pixels of the observed image and Φ is a parameter modifying the coarseness of the segmentation. The region merging process is resumed in Algorithm 1.
Algorithm 1. Region merging algorithm
Initialization: the set A I and the local gradient value of each couple g (p, p ).
1
Sorting the couples of
merging r (p) and r (p )
5
After this region merging procedure, the observed scene is segmented into K B homogeneous regions. Each region is now modeled by a Gaussian distribution in the joint spatio-colorimetric feature space
T where x and y are spatial coordinates in the two-dimensional image and R, G, B are color coordinates:
Here μ and Σ are the mean vector and covariance matrix estimated on the pixels belonging to the current region. The background model is finally defined by:
where w i = N i /N is the weight of the i th component, N i is the number of pixels of the region i.
Modeling the Foreground
Since foreground objects tend to have smooth motion from frame to frame, the temporal persistence property is a powerful tool to increase the accuracy of object detection. Here, we propose to model the foreground objects in order to employ simultaneously background and foreground models to improve the detection.
The foreground model is initialized as a uniform function. Once a foreground region is detected, the foreground model is constructed in the same manner as the background one and is expressed by:
where α is a constant which yields robustness when foreground is not observed (α < 0.5), K F is the number of components of the foreground model.
Foreground Object Segmentation
In this section, we propose a particular algorithm for foreground object segmentation based on the principle of cellular automata introduced by von Neumann [11] . The idea of this algorithm is that each pixel p is considered as a cellular automaton characterized by a triplet (l p , N p , Δ) , where l p and N p are respectively the label and the set of neighborhood pixels of the current pixel p, Δ is the local transition function. The pixel label at instant k + 1 is estimated based on the states of the neighborhood pixels at instant k and the local transition rule.
Each pixel p of the new captured frame is first classified into one of three classes (foreground, background or undefined) based on the likelihood ratio Γ =
. The label of pixel p is defined as:
where T BG and T F G are two parameters a priori defined for classifying foreground and background pixels. The confidence score of each pixel is also estimated by using the probability of observing a background/foreground pixel:
Algorithm 2 describes the foreground object segmentation procedure.
Algorithm 2. Foreground object segmentation
Here, the local transition function Δ is defined as:
where β and ε are the predefined parameters, I p and I q are the color vectors of pixels p and q. Thus, instead of applying a single threshold to classify background/foreground pixels, we try to exploit the spatial coherency of object in order to obtain an optimal segmentation. Each pixel is represented by its confidence score. The higher the confidence score C p , the stronger the influence on the neighborhood pixels. If two neighbor pixels have similar color, Δ (p, q) is big and the label of pixel with lower score will be replaced.
Updating the Background Model
The background model is updated by first assigning the new background pixels to their corresponding components, and then re-estimating the component parameters. The pixel x is assigned to component C if:
Let μ * i and Σ * i be the mean vector and covariance matrix estimated from the N * i new pixels assigned to component i. The parameters of component i are re-estimated with:
Unlike the background, the foreground model is reconstructed by using the new extracted foreground objects in the same manner as initializing the background model. Thus, the foreground model adapts rapidly from frame to frame, which makes the detection task in the next frame more robust. Figure 1 presents the detection results for an image of the sequence. Images 1(b) and 1(c) represent the likelihood maps for both background and foreground while image 1(f) is the final result of detection. 
Results and Discussion
The performance of the proposed method is evaluated using the real dataset collected by the cameras installed on board a moving train in the framework of the BOSS European project [12] . This dataset is really difficult, since the captured video is influenced by many factors including fast illumination variations and non-static background due to the movement of the train, reflections, vibrations of the cameras. . . Figure 2 illustrates the effectiveness of the proposed method in comparison with the well-known Mixture of Gaussians method (GMM). The first row is the original images, the second row shows the results obtained by GMM method, and the third row presents the results obtained by the proposed method. Note that no post-processing is used in the results. Figure 3 presents the comparative results obtained by the proposed method and two other approaches of the literature: a pixel-based approach using GMM and a regionbased method proposed by Sheikh and Shah [6] . We can notice that the results obtained by GMM are very noisy due to sudden illumination changes of the scene, while the detection accuracy of two region-based methods is still high. In order to perform a quantitative analysis of the proposed approach, we have manually segmented 700 frames of a long sequence illustrated in Figure 3 . The performances of the system are evaluated by using recall and precision measurements, where recall = number of true foreground pixels detected number of true foreground pixels precision = number of true foreground pixels detected number of foreground pixels detected Table 1 presents the evaluation results in terms of recall and precision of three methods: the GMM algorithm with optimal parameters, the method proposed by Sheikh and Shah, and our proposed approach. In order to make a fair comparison, morphological operations are also used in the tests of standard GMM method. Clearly, the results demonstrate that the proposed approach obtains best performance in both terms of recall and precision. Figure 4 shows the per-frame detection accuracy in terms of recall and precision. One can notice that our method is slightly more robust than the method proposed by Sheikh and Shah, and the extraction accuracies of the two region-based approaches are consistently higher than the standard GMM method. 
Conclusion
In this paper, we have presented a specific algorithm for foreground object extraction in complex scenes with non-stationary background. Several originalities are introduced to manage this difficult problem. A region-wise model of background and foreground is first proposed by using an adaptive mixture of Gaussians in a joint spatio-colorimetric feature space. A great robustness is introduced thanks to the simultaneous exploitation of background and foreground models. A dynamic decision framework, which is able to take advantages of both spatial and temporal coherency of object, is introduced for classifying background and foreground pixels. The proposed method was tested on a dataset coming from a real surveillance system including different sensors installed on board a moving train. The experimental results show that the proposed algorithm is robust in these real difficult scenarios.
In order to further improve the performance of the system and to reduce false detections caused by shadows, a normalized color space could be used instead of the RGB space. Moreover, several features (texture, edge,. . . ) should be considered and integrated to the system to manage the cases where foreground and background colors are very similar.
