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Enabling Robust State Estimation through Measurement Error
Covariance Adaptation
Ryan M. Watson, Jason N. Gross, Clark N. Taylor, and Robert C. Leishman
Accurate platform localization is an integral component of
most robotic systems. As these robotic systems become more
ubiquitous, it is necessary to develop robust state estimation
algorithms that are able to withstand novel and non-cooperative
environments. When dealing with novel and non-cooperative en-
vironments, little is known a priori about the measurement error
uncertainty, thus, there is a requirement that the uncertainty
models of the localization algorithm be adaptive. Within this pa-
per, we propose the batch covariance estimation technique, which
enables robust state estimation through the iterative adaptation of
the measurement uncertainty model. The adaptation of the mea-
surement uncertainty model is granted through non-parametric
clustering of the residuals, which enables the characterization
of the measurement uncertainty via a Gaussian mixture model.
The provided Gaussian mixture model can be utilized within any
non-linear least squares optimization algorithm by approximately
characterizing each observation with the sufficient statistics of
the assigned cluster (i.e., each observation’s uncertainty model
is updated based upon the assignment provided by the non-
parametric clustering algorithm). The proposed algorithm is
verified on several GNSS collected data sets, where it is shown
that the proposed technique exhibits some advantages when
compared to other robust estimation techniques when confronted
with degraded data quality.
I. INTRODUCTION
The applicability of robotic platforms to an ever increasing
number of applications (e.g., disaster recovery [1], scientific
investigations [2], health care [3]) has been realized in recent
years. A core component that enables the operation of these
platforms is the ability to localize (i.e., estimate the position
states within a given coordinate frame) given a priori informa-
tion and a set of measurements. Thus, a considerable amount
of research has been afforded to the problem of accurate and
robust localization of a robotic platform.
To facilitate the localization of a platform, a state estimation
[4] scheme must be implemented. These state estimation
frameworks can take two forms: either a batch estimator, or
an incremental estimator. The batch variant of state estimation
is generally facilitated through the utilization of a Nonlinear
Least Squares (NLLS) algorithm (e.g., line-search method [5],
or a trust-region method [6]). On the other hand, incremental
state estimators are usually implemented as a variant of the
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Kalman filter [7] (e.g., the extended Kalman filter [8], or the
unscented Kalman filter [9]).
The cost function underlying all of the state estimation
techniques mentioned above is the l2-norm of the estima-
tion errors. This cost function enables accurate and efficient
estimation when the assumed models precisely characterize
the provided observations. However, when the utilized model
does not accurately characterize the provided measurements,
the estimation framework can provide an arbitrarily poor
state estimate. Specifically, as discussed in [10], the l2-norm
cost function has an asymptotic breakdown of zero (i.e.,
if any single observation deviates from the utilized model,
the estimated solution can be biased by an arbitrarily large
quantity [11]).
To combat the poor breakdown properties of the l2-norm
cost function, several robust estimation frameworks have been
proposed. These frameworks can be broadly partitioned into
two categories: data weighting methods, and data exclusion
methods. The data weighting methods work by iteratively
calculating a measurement weighting vector such that obser-
vations which most substantially deviated form the utilized
model have a reduced influence on the estimated result.
Several commonly utilized data weight techniques include:
robust Maximum Likelihood Estimators (m-estimators) [12],
switchable constraints [13], dynamic covariance scaling (DCS)
[14], and max mixtures [15]. On the other hand, the data
exclusion methods work by finding a trusted subset of the
provided observations. Several commonly utilized data exclu-
sion techniques include: random sample consensus (RANSAC)
[16], realizing, reversing, recovering (RRR) [17], l1 relaxation
[18], and receiver autonomous integrity monitoring (RAIM)
[19].
Both estimation paradigms have certain undesirable prop-
erties. For example, in many applications, it is undesirable
to completely remove observations that do not adhere to the
defined model (e.g., the utilization of Global Navigation Satel-
lite System (GNSS) in an urban environment where it may not
be possible to estimate the desired states if observations are
removed). Instead, it can be more informative to accurately
characterize the measurement uncertainty model and accord-
ingly reduce the observations influence on the estimate. This
concept of data uncertainty model characterization naturally
conforms to the data weighting class of robust techniques
(as discussed more thoroughly in section II-A). However, the
currently utilized weighting techniques have the undesirable
All developed software and data utilized within this study is publicly available
at https://bit.ly/2V4QuB0.
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property that they assume an accurate characterization of the
true measurement uncertainty model can be provided a priori,
which may not be a valid assumption if the robotic platform
is operating in a novel environment.
Within this paper, we expand upon our prior work in [20]
on a novel robust data weighting method, which relaxes the
assumption that an accurate a priori measurement uncertainty
characterization can be provided. This assumption is relaxed
by iteratively estimating a Gaussian Mixture Model (GMM)
based on the state estimation residuals that characterizes
the measurement uncertainty model. This concept was also
studied, following the work of [20], within [21] where an
expectation-maximization (EM) clustering algorithm was im-
plemented to characterize the measurement uncertainty model.
The approach provided in this paper extends upon the work in
[20] on two fronts: first, a computationally efficient variational
approach [22], [23] is utilized for GMM model fitting as
opposed to the collapsed Gibbs sampling [24] as previously
utilized within [20], and secondly, the proposed approach is
thoroughly verified on a diverse set of kinematically collected
GNSS observations.
To facilitate a discussion of the proposed robust estimation
technique, the remainder of this paper proceeds in the fol-
lowing manner. First, in Section II, an succinct overview of
NLLS is provided, with a specific emphasis placed on robust
estimation. In Section III, a novel robust estimation methodol-
ogy, which enables adaptive observation de-weighting though
the estimation of a multimodal measurement error covariance,
is proposed. In Sections IV and V, the proposed approach
is validated with multiple kinematic GNSS data-sets. Finally,
the paper concludes with final remarks and proposed future
research efforts.
II. STATE ESTIMATION
The traditional state estimation problem is concerned with
finding the set of states, X , that, in some sense, best describe
the set of observations, Y . An intuitive, and commonly utilized
method to quantify the level of fit between the set of states
and the set of observations is the evaluation of the posterior
distribution, p(X | Y ). When the state estimation problem is
cast in this light, the desired set of states can be calculated
through the maximization of the posterior distribution, as
provided in Eq. 1, which is generally referred to as the
maximum a posteriori (MAP) state estimate [4].
Xˆ = argmax
X
p(X | Y ) (1)
A commonly utilized way to efficiently formulate the MAP
estimation problem is through the application of the factor
graph [25]. The factor graph enables efficient estimation
through the factorization of the posterior distribution into
the product of local functions (i.e., functions operating on a
reduced domain when compared to the posterior distribution)
p(X | Y ) ∝
N∏
n=1
ψi(An, Bn), (2)
X1 X2
ψ1
ψ2 ψ3
ψ4
ψ5
ψ6
ψ7 ψ8
ψ9
Fig. 1: Example posterior distribution factorization with a
factor graph for a GNSS example, where each Xn represents
a set of states to be estimated, and each ψn represents a
constraint on the associated (i.e., connected with an edge) state
vectors.
where, An ⊆ {X1, X2 . . . , Xn}, and Bn ⊆ {Y1, Y2 . . . Ym}. It
should be noted that the above expression could be an equality
through multiplication by a normalization constant.
More formally, the factor graph is a bipartite graph with
state nodes, X , and constraint nodes, ψ. Additionally, edges
only exist between dependent state and constraint nodes [26].
This factorization is visually depicted in Fig. 1, for a simple
GNSS example. Within Fig. 1, each X represents a state
vector to be estimated, and ψ represents the constraints on
a subset of the estimated states (e.g., ψn could represent a
GNSS pseudorange observation constraint on state vector Xn,
or an inertial measurement linking two states together over
time).
Utilizing the factorization specified in Eq. 2 for the posterior
distribution, the modified state estimation problem takes the
form presented in Eq. 3.
Xˆ = argmax
X
N∏
n=1
ψn(An, Bn) (3)
In practice, this state estimation problem is simplified
through the assumption that each factor adheres to a Gaussian
uncertainty model (i.e., ψn(An, Bn) ∼ N (µn,Λn)) [26].
When this assumption is enforced, the MAP estimation prob-
lem is equivalent to the minimization of the weighted sum of
squared residuals [26], as provided in Eq. 4
Xˆ = argmin
X
N∑
n=1
|| rn(X) ||Λn s.t. rn(X) , yn − hn(X),
(4)
where, within this paper, the || ∗ || function is used to define
the l2-norm, hn is a mapping from the state space to the
observation space, and Λn is the provided symmetric, positive-
semidefinite (PSD) covariance matrix , which is assumed to
be diagonal.
With a cost function as presented in Eq. 4, a MAP state
estimate can be calculated using any NLLS algorithm. To
enable the selection of a NLLS algorithm, it is informative to
coarsely partition the class of algorithms into two categories:
line search techniques, and trust region techniques. The line
search techniques operate by iteratively updating the previous
state estimate by calculating a step direction ∆xk and a step
magnitude, αk, (i.e., Xˆk+1 = Xˆk+αk∆xk ), where the specific
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calculation of αk, and ∆xk differs for varying algorithms
(e.g., see the Gauss-Newton implementation [27] for one such
example). The trust region based NLLS methods incorporate
an additional constraint that the state update at the current
iteration must fall within a ball of the current estimate (i.e.,
||αk∆xk || < r, where r is the trust region radius). For trust
region based methods, the Levenberg Marquardt [28] – which
is the NLLS algorithm utilized within this study – and the
Dog-leg [29] approaches are commonly utilized in practice.
A. Robust State Estimation Through Covariance Adaptation
One of the major disadvantages of utilizing the l2-norm cost
function is the undesirable asymptotic breakdown property
[11]. Specifically, any estimator solely utilizing an l2-norm
cost function will have an asymptotic breakdown point of zero.
As discussed in [10], this property can be intuitively under-
stood by letting any arbitrary observation, yn, significantly
deviate from the model (i.e., ||yn−hn(X)||Λn →∞), which,
in turn, will arbitrarily bias the provided state estimate (i.e.,
||X|| → ∞).
The undesirable breakdown property of the l2-norm cost
function has spurred significant research interest in the di-
rection of robust state estimation [12]–[15]. Within this paper,
several of the major advances within the field will be discussed
from the point-of-view of covariance adaptation; however, it
should be noted that this is not an exhaustive compilation of
all robust state estimation techniques. Rather, the purpose of
this discussion is to provide a concise overview of the recent
advances within the field, with specific emphasis placed on
robust state estimation contributions now commonly adopted
within the robotics community.
1) M-Estimators
One of the initial frameworks developed to enable robust
state estimation is through a class of m-estimators, as intro-
duced by Huber [12], [30], that are less sensitive to erroneous
observations1 than the l2-norm. Specifically, this framework
aims to replace the l2-norm cost function, with a modified
cost function that is more robust (i.e., increases more slowly
when compared to the l2-norm cost function, as depicted in
Fig. 2). This class of modified cost functions, generically, take
a form as presented in Eq. 5, where ρ(∗) is the modified cost
function.
Xˆ = argmin
X
N∑
n=1
ρ
( ||rn(X)||Λn )
= argmin
X
N∑
n=1
ρ(en) s.t. en , ||rn(X)||Λn (5)
While numerous robust cost functions exist, we focus on
two commonly utilized functions: the Huber and Cauchy
cost functions. (For additional m-estimators, the reader is
referred to [31].) Associated with each robust cost function
is an influence and weighting function that can be used to
enable these cost functions to be solved with the same NLLS
1Erroneous observations are simply observations that do not adhere to the
defined observation model.
Fig. 2: The cost function response for two commonly utilized
robust m-estimators. Robust in this sense implies that the cost
functions increases more slowly than the l2-norm for large
values of x. The specific form of the m-estimators is presented
in Table I.
approaches used for a quadratic cost function. A summary of
the cost, influence and weight function is shown in Table I.
TABLE I: Functions utilized to implement the l2-norm,
Cauchy, and Huber cost functions, where, where ρ(x) is the
robust cost function, ψ(x) , ∂ρ(x)∂x is the influence function,
w(x) , ψ(x)x is the weighting function, and k is the user
defined kernel width.
M-Estimator ρ(x) ψ(x) w(x)
l2-norm x2 / 2 x 1
Huber
if |x| ≤ kif |x| > k
 12x2k(|x| − k
2
)
xk sgn(x)
1k / |x|
Cauchy k
2
2
log(1 + x
2
k2
) x /
[
1 + x2/k2
]
1 /
[
1 + x2/k2
]
As discussed at the outset of this section, our objective is to
view robust state estimation as a type of covariance adaptation.
To view m-estimators as a type of covariance adaptation, we
will begin by take the gradient of the modified cost function
(see Eq. 5), as presented in Eq. 6.
∂J
∂X
=
N∑
n=1
∂ρ
∂en
∂en
∂rn
∂rn
∂X
= rn(X)
T
[
1
en
∂ρ
∂e
∣∣∣∣
en(X)
Λ−1n
]
∂rn
∂X
. (6)
The expression for the gradient of the modified cost function
can be further reduced by noting that 1en
∂ρ
∂en
, is equivalent to
the m-estimator weighting function, by definition. This simpli-
fies the gradient expression for the m-estimators cost function
as presented in Eq. 7, which is equivalent to the traditional
l2-norm cost function, but with an adaptive covariance. The
modified covariance, Λˆn, is provided in Eq. 8, where the
specific weighting function is dependent upon the utilized m-
estimator.
∂J
∂X
= rn(X)
T
[
w
(
en
)
Λ−1n
]
∂rn
∂X
, (7)
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Λˆn =
[
w(en)Λ
−1
j
]−1
=
1
w(en)
Λj , (8)
From this discussion, it should be noted that the robust
state estimation problem when m-estimators are utilized is
equivalent to an iteratively re-weighted least squares (IRLS)
problem [32], [33]. In IRLS, the effect of an erroneous
observation is minimized by covariance adaptation based on
the previous optimization iteration’s residuals, as presented in
Eq. 9. The equivalence between m-estimators and IRLS has
been previously noted in the literature [34], [35].
Xˆ = argmin
X
N∑
n=1
wn(en) || rn(X) ||Λn (9)
2) Switch Constraints
A more recent advancement within the robotics community,
switch constraints (as introduced in [36]) is a specific realiza-
tion of a lifted state estimation scheme [37]. Switch constraints
augment the optimization problem by concurrently solving for
the desired states and a set of measurement weighting values,
as provided in Eq. 10
Xˆ, Sˆ = argmin
X,S
N∑
n=1
[
|| ψ(sn)rn(X) ||Λn + || γn − sn ||Ξn
]
,
(10)
where S is the set of estimated measurement weights, ψ() is a
real-valued function2 such that ψ(∗)→ [0, 1], and γ is a prior
on the switch constraint.
To explicitly view the switch constraint technique as a
covariance adaptation method, we can evaluate the effect that
switchable constraints will have on measurement constraint in
the modified cost function (e.g., Eq. 10), as depicted in Eq.
11 where wn , ψ(sn). This relation can be further reduced
to the expression presented in Eq. 12, where Λˆ−1n = w
2
nΛ
−1
n ,
by noting that wn is a scalar.
|| ψ(sn)rn(X) ||Λn =
[
wnrn(X)
]T
Λ−1n
[
wnrn(X)
]
(11)
= rn(X)
T Λˆ−1n rn(X) (12)
The relation presented in Eq. 12 directly shows a relation be-
tween the estimated observation weighting — as implemented
in the switchable constraint framework — and the scaling of
the a priori measurement covariance matrix.
3) Dynamic Covariance Scaling
One potential disadvantage of the switchable constraint
framework is the possibility for an increased convergence
time due to the augmentation of the optimization space [14].
To combat this issue, the DCS [14] approach was proposed
as a closed-form solution to the switch constraint weighting
optimization. The m-estimator equivalent weighting function,
as derived within [38], is provided as
w
(
x
)
=
1, if x
2 ≤ k.
4k2
(x2+k)2 , otherwise,
(13)
2Within [13] it is recommended to utilize a piece-wise linear function.
where k is the user defined kernel width, which dictates the
residual threshold for observations to be considered erroneous.
From this expression, it is noted that DCS is equivalent to the
standard least-squares estimator when the residuals are less
than the kernel width k; however, when residuals lie outside
of the kernel width, the corresponding observations are de-
weighted according to the provided expression.
From the provided weighting expression, the equivalent
DCS robust m-estimator can be constructed, as presented in
Table II. This is performed by utilizing the definitions provided
within [34], (i.e., assuming a weighting function is provided,
then the influence function is calculated as ψ(x) = x w(x)
and the robust cost function is ρ(x) =
∫
ψ(x)dx).
TABLE II: Equivalent dynamic covariance scaling m-
estimator, w(x) is the weighting function – as specified in
Eq. 13, ψ(X) , x w(x) is the influence function, ρ(X) =∫
ψ(x)dx is the robust cost function, and k is the user defined
kernel width.
M-Estimator ρ(x) ψ(x) w(x)
DCS
if x2 ≤ kif x2 > k

1
2
x2
k
(
3x2−k
)
2
(
x2+k
)
x 4k2x
(x2+k)2
1 4k2
(x2+k)2
With the DCS equivalent m-estimator, and the discussion
provided in section II-A1, it can seen that DCS based state
estimation enables robustness through the adaptation of the
a priori measurement error covariance. The specific relation
between the a priori and modified covariance matrices is
provided in Eq. 8 with a weighting function implementation
as provided in Eq. 13.
4) Max Mixtures
While the previously discussed estimation frameworks do
enable robust inference, they still have the undesirable property
that the measurement uncertainty model must adhere to a uni-
modal Gaussian model. To relax this assumption, a GMM
[39] can be utilized to represent the measurement uncertainty
model. The GMM characterizes the uncertainty model as a
weighted sum of Gaussian components, as depicted in Eq.
14, where rn , yn − hn(X) is an observation residual,
w = {w1, w2, . . . , wm} is the set of mixture weights with the
constraint that
∑M
m=1 wm = 1, and µm, Λm are the mixture
component mean and covariance, respectively.
rn ∼
M∑
m=1
wmN (rn | µm,Λm) (14)
Utilizing a GMM representation of the measurement un-
certainty model can greatly increase the accuracy of the
measurement error characterization; however, it also greatly
increases the complexity of the optimization problem. This
increase in complexity is caused by the inability to reduce the
factorization presented in Eq. 3 to a NLLS formulation, as was
possible when a uni-modal Gaussian model was assumed.
To enable the utilization of a GMM while minimizing
the computational complexity of the optimization process,
the max-mixtures approach was proposed within [15]. This
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approach circumvents the increased computational complexity
by replacing the summation operation in the GMM with the
maximum operation, as depicted in Eq. 15, where ∼˙ depicts
that rn is approximately distributed according to the right-hand
side.
rn ∼˙ max
m
wmN (rn | µm,Λm) (15)
Within Eq. 15, the maximum operator acts as a selector
(i.e., for each observation, the maximum operator selects the
single Gaussian component from the GMM that maximizes
the likelihood of the individual observation given the current
state estimate). Through this process, each observation is
only utilizing the single Gaussian component from the model,
which allows for the simplification of the optimization process
to the weighted sum of squared residuals [26], [40] (i.e., a
NLLS optimization problem).
Similar to the previously discussed robust state estimation
formulations, the max-mixtures implementation can also be
interpreted as enabling robustness through covariance adap-
tation. Where, the covariance adaptation is enabled through
the maximum operator. Specifically, each observation initially
belongs to a single component from the GMM model, then
through the iterative optimization process, the measurement
error covariance for each observation is updated to one of the
components from within the predefined GMM.
III. PROPOSED APPROACH
As shown by the discussion in section II, several robust
state estimation frameworks have been proposed. Each of
the discussed estimators work under the assumption that an
accurate a priori measurement error covariance is available.
However, in practice, the requirement to supply an accurate a
priori characterization of the measurement uncertainty model
is not always feasible when considering that the platform
could be operating in a novel environment3, a non-cooperative
environment4, or both.
Within this section, the batch covariance estimation (BCE)
framework is proposed to address the issue of robust state
estimation where, the framework is not only robust to erro-
neous observations, but also erroneous a priori measurement
uncertainty estimates. To elaborate on the BCE framework, the
remainder of this section proceeds in the following manner:
first, the assumed data model is discussed; then, a method
for learning the measurement error uncertainty model from
residuals is provided; finally, the BCE framework is described.
A. Data Model
Given a set of residuals R = {r1, r2, . . . , rn} with rn =
yn − hn(X) ∈ Rd. We will assume that the set can be parti-
tioned into groupings of similar residuals (i.e.,
⋃M
m=1 Cm =
R), where each group, Ck, can be fully characterized by a
Gaussian distribution (i.e., Ck ∼ N (µk,Λk)). Given this
3A novel environment is simply one that has not before been seen.
4A non-cooperative environment is one that emits characteristics that inhibit
the sensors ability to provide accurate observations.
assumptions, the set of residuals are fully characterized as
a weighted sum of Gaussian distributions (i.e., a GMM), as
depicted in Eq. 16
rn ∼
M∑
m=1
wmN (rn | θm) s.t. θm , {µm,Λm}, (16)
where, w is the set of mixture weights with the constraint that∑
m wm = 1, and θm, is the mixture components sufficient
statistics (i.e., the mixture component mean and covariance).
To enable the explicit assignment of each data point to a
Gaussian component within the GMM, an additional latent pa-
rameter, Z = {z1, z2, . . . , zn} with zn ∈ RM , is incorporated.
The assignment variables Z are characterized according to a
categorical distribution, as depicted in Eq. 17, where wm is
the component weight, and I[∗] is the indicator function which
evaluates to 1 if the equality within the brackets is true and 0
otherwise.
p(zn | w) =
M∏
m=1
wm I[zn=m] (17)
Through the incorporation of the categorically distributed
assignment parameters into the GMM, every data instance
rn ∈ R can be characterized through Eq. 18. Where, this
equation explicitly encodes that each data instance is charac-
terized by a single Gaussian component from the full GMM.
p(rn | θm, zm) =
M∑
m=1
wmN (rn | θm) I[zn=m] (18)
As a Bayesian framework will be utilized for model fitting
(as described in section III-B), a prior distribution must be
defined for the GMM mixture weights w, and the sufficient
statistics, θ. To define the prior over the mixture weights, w, a
Dirichlet distribution [41] is utilized, as it is a conjugate prior5
to the categorical distribution [43]. The specific form of the
Dirichlet prior is provided in Eq. 19, where α = (α1, . . . , αk)6
is a set of hyper-parameters such that αi > 0, and S is the
probability simplex7.
p(w|α) = Γ(
∑M
m=1(αM ))∏M
m=1(Γ(αm))
M∏
m=1
wαi−1m I[wm∈S] (19)
To define a prior over the GMM sufficient statistics, θ, the
normal inverse Wishart (NIW) is utilized due to the conjugate
relation with the multivariate Gaussian that has unknown mean
and covariance [44]. The NIW distribution is defined in Eq. 20,
5Conjugate priors are commonly utilized because they make the calculation of
posterior distribution tractable through the a priori knowledge of the posterior
distribution family [42].
6For the analysis presented within this study, a symmetric Dirichlet prior was
utilized (i.e., αk = 1 ∀ k ).
7A simplex is simply a generalization of the triangle to n-dimensional space
(i.e., S = {w ∈ Rm : wi ≥ 0 :
∑M
m wm = 1} ).
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α
wm
zn
rn
β
θm
M
N
M
Fig. 3: Graphical representation of the utilized data model
which visually encodes the joint probability distribution pre-
sented in Eq. 21. Each red node represents a latent parameter,
and the blue node represents the provided observations. The
plate notation [46] is utilized to represent the replication of a
random variable.
where β = {mo, κo, νo, So}8 is the set of hyper-parameters,
and W−1 is the inverse Wishart distribution, as discussed
within [45], where Γd(∗) is the multivariate gamma function,
Tr(∗) is the matrix trace, and d is the dimension of So.
p(θ | β) = N (µ|mo, 1
κo
Λ) W−1(Λ|So, νo) (20)
s.t. W−1(Λ | So, νo) = |Λ|
νo−d−1
2
2νo
d
2 Γd
(
νo
2
) |So| νo2 e− 12 Tr
(
S−1o Λ
)
Utilizing the data model defined earlier, the joint probability
distribution that characterizes the system is defined in Eq. 21.
Additionally, a visual representation of the underlying model
is graphically represented in Fig. 3.
p(R, θ, Z) = p(w | α)·
N∏
n=1
p(zn | wn) p(rn | zn, θ)·
M∏
m=1
p(θm | β) (21)
B. Gaussian Mixture Model Fitting
Provided with the joint distribution, as depicted in Eq. 21,
the ultimate goal of a GMM fitting algorithm is to estimate the
model parameters that maximize the log marginal likelihood,
as provided in Eq. 22, of the observations [23], [39]. Due to the
8The NIW hyper-parameters can be intuitively understood as follows: mo is
the expected prior on the mean vector µ with uncertainty κo, and νo is the
expected prior on the covariance matrix Λ with uncertainty So
dimensionality of the space, the integral presented in Eq. 22 is
not computational tractable in general [47]. Thus, techniques
for approximating the integral need to be utilized.
log p(R) = log
∫
p(R, θ, Z)dZdθ (22)
In practice, two broad classes of integral approximation
algorithms are utilized: Monte Carlo methods [48], and vari-
ational methods [49]. The Monte Carlo methods approximate
the integral by averaging the response of the integrand for
a finite number of samples9. In contrast, the variational ap-
proaches convert from an integration into an optimization
problem, by defining a family of simplified functions (i.e., the
family of exponential probability distributions) and optimizing
the function within that family that most closely matches10 the
original function [49].
Within this work, it was elected to utilize a variational model
fitting approach, as this class of algorithms dramatically reduce
the computational complexity of the problem when compared
to Monte Carlo techniques [47]. To implement this approach,
for the proposed data model, the assumption is made that the
joint distribution defined in Eq. 21 can be represented as,
p(R, θ, Z) ≈ q(θ) q(Z), which is commonly referred to as
the mean-field approximation [49]. Utilizing the mean-field
approximation, the log marginal likelihood is represented as
Eq. 23. Through the application of Jensens’s inequality [50],
the equality in Eq. 23 can be converted into a lower bound on
the log marginal likelihood11, as presented in Eq. 24.
log p(R) = log
∫
q(Z) q(θ)
p(R, θ, Z)
q(Z) q(θ)
dZdθ (23)
≥
∫
q(Z) q(θ) log
p(R,Z | θ)
q(Z)
dZdθ +∫
q(θ) log
p(θ)
q(θ)
dθ
(24)
The right hand side of the inequality presented in Eq.
24 is commonly referred as the free energy functional [23],
as depicted in Eq. 25. As it is a lower bound on the
log marginal likelihood, an optimal set of model parameters
can be found through iterative optimization.
log p(R) ≥ F [ q(Z), q(θ)] (25)
To find the set of equations necessary for iterative parameter
optimization, the partial derivative of the free energy function
can be taken with respect to q(Z), and q(θ). When the partial
derivative of the free energy functional is taken with respect
to q(Z), as presented in Eq. 26, the latent parameters, Z,
can be updated by holding the model parameters, θ, fixed
9Considerable research is dedicated to efficient and intelligent ways to sample
a space. For a succinct review of Monte Carlo sampling approaches, the
reader is directed to [48].
10Closeness in this context is usually measured with the Kullback-Leibler
divergence [47], [49] or free-energy [23].
11For a thorough review on the lower bound maximization for mixture model
fitting, the reader is referred to [51].
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and optimizing for Z. Likewise, when the partial derivative
of the free energy functional is taken with respect to q(θ), as
presented in Eq. 27, the model parameters, θ, can be updated
by holding the latent parameters, Z, fixed and optimizing for θ.
Within Eq. 26 and Eq. 27 the terms Cz and Cθ are normalizing
constants for q(Z) and q(θ), respectively.
q(z)t+1 = Cz
∫
q(θ)t log p(R,Z | θ)dθ (26)
q(θ)t+1 = Cθ p(θ)
∫
q(Z)t+1 log p(R,Z | θ)dZ (27)
When the variantional inference framework, as summarized
in Eq. 26 and Eq. 27, is provided with a data set, R, which
conforms to the models discussed in section III-A, the output
is a GMM which characterizes the underlying probability
distribution. Within this paper, the GMM will be utilized
to provide an adaptive characterization of the measurement
uncertainty model.
C. Algorithm Overview
Multiple robust state estimation frameworks have been de-
veloped, as discussed in section II. However, it was noted that
all of the discussed approaches fall short on at least one front.
The primary shortcoming shared by all the approaches is the
inability to provide an accurate state estimate when provided
with an inaccurate a priori measurement error uncertainty
model. To confront this concern, a novel IRLS formulation
is proposed within this section.
The proposed BCE approach is graphically depicted in Fig.
4, where it is shown that the algorithm is composed of two
sections: the initialization, and the robust iteration. To initialize
the algorithm, a factor graph is constructed given the a priori
state and uncertainty information and the set of measurements.
Utilizing the constructed factor graph, an initial iteration of
the NLLS optimizer is used to update the state estimate and
calculate a set of measurement residuals.
With the residuals from the initial iteration of the NLLS
optimizer, the algorithm proceeds into the first robust iteration
step. Each robust iteration step commences with the gener-
ation of a GMM that characterizes the measurement uncer-
tainty through the variational inference framework discussed
in section III-B, operating on the most recently calculated
set of residuals. With the provided GMM, the measurement
uncertainty model of the factor graph is updated (i.e., each
measurement’s uncertainty model is updated based upon the
sufficient statistics of the assigned cluster from the GMM).
Finally, the state estimate is updated by feeding the modified
factor graph into the NLLS optimization algorithm. This robust
iteration scheme is iterated until a measure of convergence12
– or the maximum number of iterations13 – has been reached.
12To provide a measure of convergence, several criteria could be utilized. For
this analysis the change in total error between consecutive iterations was
utilized (i.e., the solution has converged to a minimum if the error between
consecutive iterations is less than a predefined defined threshold).
13The maximum number of iterations can be selected based upon a number
of criteria (e.g., run-time consideration). For the analysis presented within
this article, the maximum number of iterations was selected to equal 100.
Construct Factor Graph
NLLS Optimization
Calculate Residuals
Estimate Measurement Error Model
Update Factor Graph Noise Model
NLLS Optimization
Convergence
Write Results
No
Yes
Initialization
Robust Iteration
Fig. 4: Schematical overview of the proposed batch covariance
estimation algorithm. The proposed approach enables robust
state estimation through the iterative estimation of the – possi-
ble multimodal – measurement error covariance model, where
the measurement error covariance model is characterized by
a Gaussian mixture model that is fit to the residuals of the
previous iteration of optimization.
Because this framework iteratively updates a GMM based
measurement uncertainty model, the proposed approach is not
only robust to erroneous measurements, but also robust to poor
estimates of the a priori measurement uncertainty model.
IV. EXPERIMENTAL SETUP
A. Data Collection
To demonstrate the capabilities of our robust optimization
framework, we evaluate our system using Global Position-
ing System (GPS) signals from a variety of environments,
including open-air, and urban terrain. Due to the varying
SUBMITTED TO IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS 8
environments, the measurement uncertainty for each GPS
measurements is unknown a priori and differs over time.
Furthermore, using different qualities of GPS receivers also
leads to differing measurement uncertainties.
To test the proposed estimation approach using actual
degraded GPS observables, binary In-phase and Quadrature
(IQ) data in the L1-band was recorded using a LabSat-3 GPS
record and playback device [52] during three kinematic driving
tests, as depicted in Fig. 5, in the Morgantown, WV area.
These IQ data were then played back into both a geodetic-
grade GNSS receiver (Novatel OEM-638) and an open-source
GPS software defined radio (SDR), the GNSS-SDR library
[53]. With this experimental setup, the geodetic-grade GNSS
receiver was treated as a baseline reference for the best
achievable GPS observable quality, and the GPS SDR was
used to tune the quality of the observables to two different
levels of performance ranging from low-grade to high-grade
(i.e, close to matching the reference receiver).
By altering the tracking parameters of the GPS SDR, it
is possible to vary the accuracy of the GPS pseudorange
and carrier-phase observables reported by the receiver. In
particular, by changing the tracking loop noise bandwidths and
the spacing of the early and late correlators, both the level of
thermal noise errors [54] and the susceptibility to multipath
errors can be varied [55]. As detailed in [54], the thermal
noise of the Phase Lock Loop (PLL) is directly proportional
to the square root of the selected noise loop bandwidth, Bφ
σPLL =
λL1
2pi
√
Bφ
C/N0
(
1 +
1
2TC/N0
)
(28)
where λL1 is the GPS L1 wavelength, Bφ is the carrier loop
bandwidth in units of Hz, C/N0 is the carrier-to-noise ratio
in Hz, and T is the integration time.
Likewise, the code tracking jitter of the Delay Lock Loop
(DLL) is dependent on both the selected noise bandwidth,
Bρ, and the spacing of the early and late correlators, DEL,
however, this error model is also dependent on the bandwidth
of the radio frequency frond-end, Bfe, of the receiver and the
chiprate of the signal being tracked. That is, if DEL is selected
to be at or larger than pi multiplied by the ratio of the GPS
C/A chipping rate, RC/A, and Bfe, then the approximation
of the code tracking noise jitter (in units of chips) is given as
[54]
σDLL =
√
Bρ
2C/N0
DEL
(
1 +
2
TC/N0(2−DEL)
)
(29)
if
(RC/A
Bfe
< DEL <
piRC/A
Bfe
)
, then the code tracking jitter is
approximated as [54]
σDLL =
[
Bρ
2C/N0
(
1
Bfe
+
BfeTc
pi − 1
(
DEL − 1
BfeTc
)2)
×
(
1 +
2
TC/N0(2−DEL)
)]1/2
.
TABLE III: GPS SDR observation tracking configurations
utilized within this study.
GPS
Quality
fs (MHz) DEL (chips) Bρ (Hz) Bφ (Hz)
Low 4.092 0.5 2 50
High 16.368 0.2 1 25
Otherwise, if
(
DEL <
RC/A
Bfe
)
, there is no additional benefit of
further reducing DEL, and the code noise error model reduces
to a dependence on the front end and noise bandwidths [54].
σDLL =
√
Bρ
2C/N0
(
1
BfeTc
)(
1 +
1
TC/N0
)
(30)
For the experimental setup used in this study, the LabSat-3
has a Bfe equal to 9.66 MHz and the GPS L1 C/A signal
has a chiprate of 1.023 MHz, leading to a critical range
of DEL ≈ [0.11 .33]. An additional parameter that can be
intuitively tuned in the GPS SDR configuration to provide
an impact the observable quality is the rate at which the IQ
data was sampled, fs. In this setup, the LabSat-3 has a pre-
defined sampling rate of 16.368 Mhz, but the data is down
sampled to simulate reduced sampling quality in lower-cost
receivers. Using these parameters, we are able to simulate
a high-grade and low-grade quality GPS receiver using the
parameters shown in Table III.
To quantify the accuracy of the generated observations,
the zero-baseline test [56] was implemented. A zero-baseline
test, as its name suggests, performs a doubled-differenced
differential GPS baseline estimation between two sets of GPS
receiver data that are known to have an a baseline of exactly
zero. That is, in this set-up, the non-zero estimated baseline
magnitude is known to be due to discrepancies in the GPS
observables reported by the two different receivers. Using the
high quality geodetic-grade GPS receiver observables as a
reference, the zero-baseline tests provides a metric to assess
the quality of the SDR receiver observables.
The zero-baseline test was implemented by first estimat-
ing the reference receiver solution and then configuring the
RTKLIB DGPS software [57] to estimate a moving baseline
double-differenced GPS solution between the observables re-
ported by the reference receiver and the observables reported
by the particular GPS SDR tracking configuration. Because
the observables are generated from the same RF front end
(i.e., the LabSat-3) and connected to the same antenna, the
zero-baseline test results should provided zero difference, in
an ideal scenario. The zero-baseline test results for the two
resulting GPS SDR cases, which are utilized to experimentally
validate the proposed approach within this paper, are shown
in Table IV, where a large discrepancy can be see between the
low-grade and high-grade observations.
The raw IQ recordings, GNSS-SDR processing config-
urations, and resulting observables in the Receiver Inde-
pendent Exchange Format (RINEX) [58], that are used
in this study have all been made publicly available at
https://bit.ly/2vybpgA.
SUBMITTED TO IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS 9
(a) Ground trace for first data collect. (b) Ground trace for second data collect. (c) Ground trace for third data collect.
Fig. 5: Ground trace of three kinematic driving data sets collected in the Morgantown, WV area.
TABLE IV: Zero-baseline observation comparison for kine-
matic data sets – see Fig. 5 – with varied GPS SDR tracking
configurations, as specified in Table III.
Zero-Baseline Comparison
Mean 3D Error (m.)
Collect 1 Collect 2 Collect 3
Low 16.20 37.44 29.43
High 0.59 18.03 17.48
B. GPS Factor Graph Model
To utilize the collected GPS data within the factor graph
framework, a likelihood factor must be constructed for the
observations. To facilitate the construction of such a factor,
the measurement model for the GPS L1-band pseudorange
and carrier-phase observations will be discussed, as provided
in Eq. 31 and Eq. 32, respectively. Within the pseudorange and
carrier-phase observation models, the Xs term is the known
satellites location, Xu is the estimated user location, and || ∗ ||
is the l2-norm.
ρiL1 = ||Xs −Xu||+ c(δtu − δts) + Tz,dMd(elj)
+ IL1 + δRel. + δP.C. + δD.C.B + 
j
ρ
(31)
φiL1 = ||Xs −Xu||+ c(δtu − δts) + Tz,dMd(elj)
− IL1 + δRel. + δP.C. + δW.U. + λIFN jIF + jφ
(32)
Contained within the models for the pseudorange and
carrier-phase observations are several mutual terms, which can
be decomposed into three categories. The first category is the
propagation medium specific terms (i.e., the troposphere delay
Tz,dMd(elj) [59] and the ionospheric delay IL1 [60]). The
second category is the GPS receiver specific terms (i.e., the
receiver clock bias δtu, which must be incorporated into the
state vector and estimated, and the observation uncertainty
models ). The final category is the GPS satellite specific terms
(i.e., the satellite receiver clock bias δts, the differential code
bias correction δD.C.B [54], the relativistic satellite correction
δRel. [61], and the satellite phase center offset correction δP.C
[62]).
Contained within the carrier-phase observation model (i.e.,
Eq. 32) are two terms that are not present in the pseudorange
observation model. The first term is the carrier-phase windup
[63], which can easily be modeled to mitigate its effect. The
second term is the carrier-phase ambiguity [64], which can
not be easily modeled, and thus, must be incorporated into
the state vector and estimated.
Utilizing the provided observation model, the GPS factor
graph constraint can be constructed. To begin, we assume
that the GPS observation uncertainty model is a uni-modal
Gaussian. With this assumption, the GPS observations can be
incorporated into the factor graph formulation using the maha-
lanobis distance [65], [66], as provided in Eq. 33, where y is
the observed GPS measurement, yˆ is the modeled observation
(calculated using Eq. 31 or Eq. 32 for a pseudorange or carrier-
phase observation, respectively), and Λ is the measurement
uncertainty model.
ψ(i) =||y − yˆ||Λ (33)
With the GPS observation factor, the desired states can be
estimated using any NLLS algorithm [65], as discussed in
section II. For this application, the state vector is defined in
Eq. 34, where δP is the 3-D user position state, Tz,w is a state
used to compensate for troposphere modeling errors, δtu is the
receiver clock bias, and N∗ are the carrier-phase ambiguity
terms for all observed satellites. For a thorough discussion
on the resolution of carrier-phase ambiguity terms within the
factor graph formulation, the reader is referred to [66].
X =

δP
Tz,w
δtu
N1
...
Nn

(34)
To implement the provided model, this paper benefited from
several open-source software packages. Specifically, to enable
the implementation of the GPS observation modeling, the
GPSTk software package [67] is utilized. For the factor graph
construction and optimization, the Georgia Tech Smoothing
and Mapping (GTSAM) library [68] is leveraged.
V. RESULTS
Utilizing the three kinematic data sets — as depicted in
Fig. 5 — with varied receiver tracking metrics (i.e., the low
quality and high quality receiver metrics, as discussed in
Section IV), the proposed algorithm was tested with three state
estimation techniques. The first algorithm used as a baseline
comparison is a batch estimation strategy with an l2-norm
cost function. The second comparison algorithm is a batch
estimator with the dynamic covariance scaling [14] robust
kernel. This specific algorithm was selected because it is both
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a closed-form solution to the switch constraints technique [13],
and a specific realization of the robust m-estimator. The final
state estimation technique used to for this analysis is the max-
mixtures [15] approach with a static measurement uncertainty
model.
To generate the reference position solution which is uti-
lized to enable a positioning error comparison, the GNSS
observables reported by the reference GNSS receiver (i.e., a
NovAtel OEM 638 Receiver) were used. Utilizing the baseline
reference GPS measurements, the reference truth solution
was generated through an iterative filter-smoother framework
implemented within the open-source package RTKLIB [57].
A. Positioning Performance Comparison
1) Low Quality Observations
To begin an analysis, the discussed robust estimation tech-
niques are evaluated when the algorithms are provided with
low quality observations. As a metric to enable state estima-
tion performance comparisons, the horizontal residual-sum-of-
squares (RSOS) positioning error14 is utilized. Utilizing the
horizontal RSOS positioning metric, a solution comparison
is provided in the form of a box-plot, as depicted in Fig.
6. From Fig. 6, it can be seen that the proposed algorithm
significantly reduces the median horizontal positioning error
when compared to the reference robust estimation techniques
on the three collect data sets – see Table V for specific
statistics. In addition to the median RSOS positioning error
minimization, it is also noted that the proposed approach either
outperforms or performs comparably to the three comparison
approaches with respect to positioning solution variance and
maximum error, as provided in Table V.
To depict the adaptive nature of the measurement uncer-
tainty model within the proposed approach, the estimated
pseudorange and carrier-phase uncertainty models (for data
collect 1 with low-quality observation) as a function of opti-
mization iteration are depicted in Figures 7, and 8, respec-
tively. From Fig. 8 a large change in the structure of the
assumed carrier-phase measurement uncertainty model can be
seen. Specifically, the carrier-phase uncertainty model adapts
from the assumed model (i.e, y ∼ N (0, 2.5cm)) to a highly
multimodal GMM at the final iteration, as depicted in Fig. 8.
As an additional visualization of the adaptive nature of the
estimated covariance model, Fig. 9 is provided, which depicts
the progression of the uncertainty model in the measurement
residual domain for data collect 1 with low-quality observation
as a function of the iteration of optimization.
2) High Quality Observations
The high quality observations were also evaluated with the
same four state estimation techniques. The horizontal RSOS
positioning errors are depicted in box plot format in Figure 10.
From Fig. 10 it is shown that all four estimators provide similar
horizontal positioning accuracy – see Table VI for complete
statistics.
14The horizontal RSOS positioning error is utilized in place of the full 3-
D RSOS positioning error due to the inability to accurately model the
ionospheric delay with single frequency GPS observations, which imposes
a constant bias for all estimations on the vertical positioning error.
Fig. 6: Box plot of RSOS positioning error for collected
kinematic GNSS data sets with low quality – see Table III
for GNSS receiver configuration – generated observations. The
specific estimator statistics are provided in Table V. Within this
figure, L2, is a batch estimator with l2 cost function, DCS is
the dynamic covariance scaling robust estimator, MM is the
max-mixtures approach with a static measurement covariance
model, and BCE is the proposed batch covariance estimation
technique.
TABLE V: Horizontal RSOS positioning error results when
low quality observations are utilized. The green and red cell
entries correspond to the minimum and maximum statistic,
respectively.
(a) Horizontal RSOS positioning error results for data collect 1 when
low quality – see Table III for receiver configuration – observations
are utilized.
(m.) L2 DCS MM BCE
median 9.84 10.82 9.13 6.70
variance 0.33 0.21 0.37 0.09
max 14.84 16.10 14.11 11.75
(b) Horizontal RSOS positioning error results for data collect 2 when
low quality – see Table III for receiver configuration – observations
are utilized.
(m.) L2 DCS MM BCE
median 5.09 5.02 4.11 3.58
variance 613.13 342.92 673.50 393.32
max 127.29 98.05 132.49 103.64
(c) Horizontal RSOS positioning error results for data collect 3 when
low quality – see Table III for receiver configuration – observations
are utilized.
(m.) L2 DCS MM BCE
median 10.98 9.88 8.02 7.31
variance 3.06 1.49 3.36 2.55
max 17.26 17.30 15.06 15.35
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Fig. 7: Evolution of the pseudorange Gaussian mixture model
based uncertainty model for data collect 1 with low-quality
observation as a function of optimizer iteration.
Fig. 8: Evolution of the carrier-phase Gaussian mixture model
based uncertainty model for data collect 1 with low-quality
observation as a function of optimizer iteration.
The comparable horizontal RSOS positioning performance
of all four estimation on the provided high quality observations
is to be expected. This comparability, when provided with
high quality observations, is because the a priori assumed
model closely resembles the observed model. This means that
no benefit is granted by having a robust or adaptive state
estimation framework in place.
To verify that the assumed measurement model closely
resembles the observed model, the estimated covariance of
the proposed approach can be examined for a specific data
set (i.e., data collect 1, as depicted in Fig. 11). For data
collect 1 with high quality observations, the measurement
uncertainty model estimated by the proposed approach has
two modes, as depicted in Fig. 11. One of the modes —
specifically, the mode that characterizes approximately 90% of
the measurements — closely resembles the assumed a priori
measurement uncertainty model. For comparison, the specific
values of the a priori measurement uncertainty model (Λ), and
the estimated measurement uncertainty model (Λˆ) as provided
by the proposed approach, are provided below.
TABLE VI: Horizontal RSOS positioning error results when
high quality observations are utilized. The green and red cell
entries correspond to the minimum and maximum statistic,
respectively.
(a) Horizontal RSOS positioning error results for data collect 1 when
high quality – see Table III for receiver configuration – observations
are utilized.
(m.) L2 DCS MM BCE
median 0.68 0.67 0.75 0.69
variance 0.17 0.17 0.17 0.15
max 6.30 6.30 6.37 6.34
(b) Horizontal RSOS positioning error results for data collect 2 when
high quality – see Table III for receiver configuration – observations
are utilized.
(m.) L2 DCS MM BCE
median 0.65 0.65 0.81 0.42
variance 11.27 11.27 11.94 16.60
max 18.29 18.30 18.91 21.73
(c) Horizontal RSOS positioning error results for data collect 3 when
high quality – see Table III for receiver configuration – observations
are utilized.
(m.) L2 DCS MM BCE
median 1.44 1.43 1.20 1.24
variance 0.30 0.30 0.30 0.26
max 9.52 17.30 9.43 9.44
Λ =
[
2.52 0.0
0.0 0.0252
]
Λˆ =
[
1.72 0.0
0.0 0.00172
]
B. A Priori Information Sensitivity Comparison
To continue the analysis, an evaluation of each estimation
framework’s sensitivity to the a priori information is provided.
Specifically, it is of interest to evaluate the sensitivity of
the estimation frameworks to the a priori measurement error
covariance model.
To enable this estimator sensitivity evaluation, the low-
quality observations generated from data collect 1 are utilized.
With these generated observations, the estimation framework’s
sensitivity is quantified by evaluating the response – which
is quantified by the horizontal RSOS positioning error – of
each estimator as a function of the a priori covariance model.
For this study, the a priori covariance model will be a scaled
version of the assumed measurement error covariance model,
as depicted below.
Λ = s ·
[
2.52 0.0
0.0 0.0252
]
This sensitivity evaluation is presented graphically within
Fig. 12. From this figure, it is shown that all the estimation
frameworks show at least a slight sensitivity to the a priori
measurement error covariance model; however, some estima-
tion frameworks are significantly more sensitive to perturba-
tion in the a priori covariance model than other (e.g., the L2
and DCS estimators showing the greatest sensitivity). From
this figure, it is also shown that the proposed BCE approach
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(a) First Iteration (b) Third Iteration (c) Fifth (Final) Iteration
Fig. 9: Progression of GNSS observation residuals with multimodal measurement error covariance – as estimated by the
proposed approach which utilizes variational inference to generate a Gaussian mixture model uncertainty representation from
the estimators residuals – for data collect 1 with low-quality observations.
Fig. 10: Box plot of RSOS positioning error for collected
kinematic GNSS data sets with high quality – see Table III
for GNSS receiver configuration – generated observations. The
specific estimator statistics are provided in Table VI. Within
this figure, L2, is a batch estimator with l2 cost function, DCS
is the dynamic covariance scaling robust estimator, MM is the
max-mixtures approach with a static measurement covariance
model, and BCE is the proposed batch covariance estimation
technique.
Fig. 11: Measurement residuals with associated BCE estimated
measurement error covariance – each ellipse represents 95%
confidence – for data collect 1 with high quality observations.
Fig. 12: Sensitivity of the estimation frameworks to the
selection of an a priori measurement error covariance model.
Within this figure, L2 is a batch estimator with l2 cost func-
tion, DCS is the dynamic covariance scaling robust estimator,
MM is the max-mixtures approach with a static measurement
covariance model, and BCE is the proposed batch covariance
estimation technique.
is significantly less sensitivity to perturbations of the a priori
measurement error covariance model when compared to the
other estimators.
C. Run-time Comparison
To conclude the evaluation of the proposed estimation
framework, a run-time comparison is provided. To quantify a
run-time evaluation, the wall-clock time (i.e., the total execu-
tion time of the utilized estimation framework) divided by the
cardinality of the utilized data collect is employed as the metric
of comparison. This metric is selected because it enables a run-
time comparison regardless of the data collect (i.e., each data
collect has a different number of observations so, dividing by
the cardinality enables a fair run-time comparison across sets).
To implement the run-time comparison, a quad-core Intel i5-
6400 central processing unit (CPU) that has a base processing
frequency of 2.7 GHz was utilized.
Utilizing the specified hardware and evaluation metric, the
run-time comparison is presented within Fig. 13 for the four
estimation algorithms. From Fig. 13, it is shown that the tradi-
tional l2 approach provides the fastest run-time, with the max-
mixtures approach providing comparable results. Additionally,
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Fig. 13: Wall-clock time per utilized observation for each of
the estimation frameworks, where L2 is a batch estimator with
l2 cost function, DCS is the dynamic covariance scaling robust
estimator, MM is the max-mixtures approach with a static
measurement covariance model, and BCE is the proposed
batch covariance estimation technique.
it is shown that the batch covariance estimation approach is
the most computationally expensive approach.
The increased computational complexity of the proposed
approach is primarily due to the GMM fitting procedure. To
reduce the computation requirement of the proposed estima-
tion framework, several research directions could be explored.
For example, rather than utilizing all calculated residuals
to characterize the measurement uncertainty model, a sub-
sampling based approach per iteration could be utilized [69].
This modification has the potential to significantly decease
the run-time of the employed variational clustering algorithm
which, in turn, would decrease the run-time of the associated
BCE approach.
VI. CONCLUSION
Several robust state estimation frameworks have been pro-
posed over the previous decades. Underpinning all of these
robust frameworks is one dubious assumption. Specifically, the
assumption that an accurate a priori measurement uncertainty
model can be provided. As systems become more autonomous,
this assumption becomes less valid (i.e., as systems start
operating in novel environments, there is no guarantee that
the assumed a priori measurement uncertainty model charac-
terizes the sensors current observation uncertainty).
In an attempt to relax this assumption, a novel robust state
estimation framework is proposed. The proposed framework
enables robust state estimation through the iterative adapta-
tion of the measurement uncertainty model. The adaptation
of the measurement uncertainty model is granted through
non-parametric clustering of the estimators residuals, which
enables the characterization of the measurement uncertainty
via a Gaussian mixture model. This Gaussian mixture model
based measurement uncertainty characterization can be incor-
porated into any non-linear least square optimization routine
by only using the single assigned — the assignment of each
observation to a single mode within the mixture model is
provided by the utilized non-parametric clustering algorithm
— component’s sufficient statistics from within the mixture
model to update the uncertainty model for all observation
(i.e., every observations uncertainty model is approximately
characterized by the single assigned Gaussian component from
within the mixture model).
To verify the proposed algorithm, several GNSS data sets
were collected. The collected data sets provide varying levels
of observation degradation to enable to characterization of
the proposed algorithm on a diverse data set. Utilizing these
data sets, it is shown that the proposed technique exhibits
improved state estimation accuracy when compared to other
robust estimation techniques when confronted with degraded
data quality.
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