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Abstract
Parallel acquisition systems are employed successfully in a variety of different sensing ap-
plications when a single sensor cannot provide enough measurements for a high-quality recon-
struction. In this paper, we consider compressed sensing (CS) for parallel acquisition systems
when the individual sensors use subgaussian random sampling. Our main results are a series
of uniform recovery guarantees which relate the number of measurements required to the basis
in which the solution is sparse and certain characteristics of the multi-sensor system, known
as sensor profile matrices. In particular, we derive sufficient conditions for optimal recovery,
in the sense that the number of measurements required per sensor decreases linearly with the
total number of sensors, and demonstrate explicit examples of multi-sensor systems for which
this holds. We establish these results by proving the so-called Asymmetric Restricted Isometry
Property (ARIP) for the sensing system and use this to derive both nonuniversal and universal
recovery guarantees. Compared to existing work, our results not only lead to better stability
and robustness estimates but also provide simpler and sharper constants in the measurement
conditions. Finally, we show how the problem of CS with block-diagonal sensing matrices can
be viewed as a particular case of our multi-sensor framework. Specializing our results to this
setting leads to a recovery guarantee that is at least as good as existing results.
1 Introduction
In compressed sensing (CS), it has been conventional to consider a single sensor acquiring mea-
surements of signal. Assuming a finite-dimensional and linear model, this can be viewed as the
problem of recovering an unknown vector f ∈ CN from m≪ N noisy measurements
y = A˜f + n,
where A˜ ∈ Cm×N is a matrix representing the measurements taken by the sensor and n ∈ Cm
is noise. Typically, f has a sparse representation in some known orthonormal sparsifying basis
(referred to as a sparsity basis), represented as a unitary matrix U ∈ CN×N . That is, f = Ux,
where the vector x ∈ CN is sparse, or compressible. In this case, one may replace (1.1) by
y = Ax+ n, (1.1)
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where A = A˜U , and consider the equivalent problem of recovering x from (1.1). Provided the
matrix A satisfies an appropriate condition – for example, the Restricted Isometry Property (RIP)
– then x can be recovered stably and robustly from the measurements y. For example, if a bound
for the noise is available, i.e. ‖n‖2 ≤ η for some known η, then one may solve the ℓ1 minimization
problem
min
z∈CN
‖z‖1 subject to ‖Az − y‖2 ≤ η. (1.2)
As is now well known, it is possible to find matrices A which satisfy the RIP with a number of
measurements m that scales linearly in the sparsity s of x and logarithmically (or polylogarith-
mically) in the ambient dimension N . Examples include subgaussian random matrices, randomly
subsampled isometries, partial random circulant matrices and so on.
1.1 Compressed sensing and parallel acquisition
In this paper, we consider the generalization of (1.1) to a so-called parallel acquisition system,
introduced recently in [1], where, rather than a single sensor, C ≥ 1 sensors simultaneously measure
x. Mathematically, one can model the measurement process in such problems as
yc = Acx+ nc, c = 1, . . . , C, (1.3)
where Ac ∈ Cmc×N is the measurement matrix in the cth sensor and nc ∈ Cmc is noise. Typically,
the matrices A1, . . . , AC are assumed to take the following form:
Ac = A˜cHcU,
where A˜c ∈ Cmc×N are standard CS measurement matrices, U ∈ CN×N is the sparsity basis, and the
Hc ∈ CN×N are certain deterministic matrices, referred to as sensor profile matrices [1, 2, 3]. These
matrices model environmental conditions specific to the particular sensing problem; for example, a
communication channel between the signal f = Ux and the sensors, the geometric position of the
sensors relative to f , or the effectiveness of the sensors to f . In particular, they are usually fixed
by the given application. Letting
A =

 A1...
AC

 , y =

 y1...
yC

 , n =

 n1...
nC

 , (1.4)
allows one to recast (1.3) in the form (1.1). Hence, if A satisfies an RIP, then one can recover x
from the multi-sensor measurements using a standard CS procedure (e.g. ℓ1 minimization (1.2)).
In this paper we study the case where the matrices A˜c in the individual sensors are subgaussian
random matrices. Our intention is to derive conditions on the total number of measurements
m = m1 + . . .+mC for the matrix A to satisfy an RIP-like property. As we shall document, these
conditions depend on the both the sensor profile matrices Hc and the sparsity basis U . Yet we
will identify broad classes of these matrices for which A satisfies a suitable RIP-like property for a
near-optimal number of measurements m: that is, growing linearly in s and (poly)logarithmically
in N , but crucially independent of of the number of sensors C.
Such independence is critical for applications. In particular, it implies that that the average
number of measurements per sensor mavg = C
−1∑C
c=1mc decreases linearly with increasing C.
This demonstrates the benefits of multi-sensor over single-sensor systems: doubling the number
of sensors can effectively halve the acquisition time, or power or cost, depending on what the
constraining factor is in the given application. See §1.2 for further details.
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Within this parallel acquisition setup, we consider two particular classes of problem, both of
which arise in applications. These were introduced in [1] and termed distinct and identical sampling
respectively. In the former, the matrices A˜1, . . . , A˜C are independent subgaussian random matrices
with the same subgaussian parameter. In the latter, we assume that m1 = . . . = mC = m/C and
A˜1 = . . . = A˜C = A˜ ∈ Cm/C×N , where A˜ is a subgaussian random matrix. In other words, the
only differences between individual sensors in the identical case are the sensor profile matrices Hc.
As one may expect, and as we shall document in this paper, optimal recovery in the identical case
requires more stringent conditions on the sensor profile matrices than in the distinct case.
1.2 Applications
Parallel acquisitions systems have been used to provide significant benefits in various practical
applications. These benefits include scan time reduction in parallel Magnetic Resonance Imaging
(MRI), power consumption reduction in Wireless Sensor Networks (WSN), recovery of a high
number of non-zeros in the signal with low-sampling-rate devices in Synthetic Aperture Radar
(SAR) imaging, or recovery of higher-resolution or higher-dimensional signals in multi-view imaging
or light-field imaging. For example, the most general system model in parallel MRI can be viewed
as an example of identical sampling with diagonal sensor profiles [4, 5, 6]. Results presented in [1,
§IV-B] demonstrate the benefits of parallel over single-coil MRI: the scan time (roughly proportional
to the number of measurements per sensor) can be reduced linearly by increasing the number of
coils C, without affecting the reconstruction fidelity.
Other applications to which the above framework applies are discussed in more depth in [1]. In
passing we mention multiview imaging [7, 8], super-resolution imaging [9, 10, 11], the recovery of
sparse signals from low sampling rate sensors (with application to SAR imaging, for example) [12],
system identification in dynamical systems [13, Chpt. 6], and light-field imaging [14].
1.3 Contributions
For a random matrix to satisfy an RIP, it is conventional to require that the expected value
E(m−1A∗A) = I. In the case where A is given by (1.4), this is equivalent (after rescaling) to the
so-called joint isometry condition [1], given by
C−1
C∑
c=1
H∗cHc = I. (1.5)
This condition can be quite restrictive for applications: it may be impossible, or at best difficult,
to design the matrices Hc so that it holds. Hence in this paper we allow a substantial relaxation of
(1.5) to the joint near-isometry condition
αI  C−1
C∑
c=1
H∗cHc  βI. (1.6)
Here β ≥ α > 0 are constants and the notation B  A means that A−B is positive semi-definite.
Rather than the classical RIP, we shall consider the so-called Asymmetric Restricted Isometry
Property (ARIP) (see Definition 2.3). Like the RIP, this is also sufficient for stable and robust
recovery using ℓ1 minimization (see Theorem 2.4).
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1.3.1 Measurement conditions
Our main contributions are the following conditions, which are sufficient for the matrix A of (1.4)
to satisfy the ARIP:
m & δ−2 · β
α
· Γ2distinct · s · L1, (distinct sampling),
m & δ−2 · β
α
· Γ2identical · s · L1, (identical sampling).
(1.7)
See Theorems 2.5 and 2.11 respectively. Here L1 is a log factor, equal to L1 = ln
2(2s) ln(2N) ln(2m)+
ln(2/ε) where 0 < ε < 1 is the failure probability, and δ is a factor in the ARIP condition. The
terms Γdistinct and Γidentical are functions of the sensor profile matrices H1, . . . ,HC and sparsity
basis U , given by
Γdistinct =
1√
α
max
c=1,...,C
max
j=1,...,N
‖HcUej‖2,
Γidentical =
1√
α
max
j=1,...,N
∥∥[ H1Uej · · · HCUej ]∥∥2→2 ,
respectively. The bounds (1.7) are optimal, provided the factors β/α and Γ = Γdistinct or Γ =
Γidentical are independent of the number of sensors C. We present several classes of examples
where this is the case. Note that these factors are all easily computable, so optimality of a given
configuration of sensor profiles Hc and sparsity basis U can be checked numerically. We also
determine bounds for both Γdistinct and Γidentical. These are
1 ≤ Γdistinct ≤
√
β/α
√
C, 1 ≤ Γdistinct ≤ Γidentical ≤
√
β/αC,
(see Propositions 2.10 and 2.13 respectively). In particular, and as one would expect, the bound
for identical sampling in (1.7) is always larger than that of distinct sampling.
1.3.2 Universal measurement conditions
In the single-sensor model (1.1), a key property of subgaussian random matrices is their universality :
the measurement condition is independent of the choice of sparsity basis U . This is not the case
in the bounds (1.7), since Γdistinct and Γidentical both depend on U . However, we also prove the
following universal bounds:
m & δ−2 · β
α
· Ξ2distinct · s · L2, (distinct sampling)
m & δ−2 · β
α
· Ξ2identical · s · L2, (identical sampling)
(1.8)
where L2 = ln(2N/s) + s
−1 ln(2/ε),
Ξdistinct =
1√
α
max
c=1,...,C
‖Hc‖2→2,
Ξidentical =
1√
α
∥∥[ H1 · · · HC ]∥∥2→2 .
See Theorems 2.6 and 2.12. Unsurprisingly, the smaller log factor aside, these bounds are more
stringent than their nonuniversal counterparts (1.7). This is demonstrated by the inequalities
Γdistinct ≤ Ξdistinct ≤
√
β/α
√
C, Γidentical ≤ Ξdistinct ≤
√
β/αC.
See Propositions 2.10 and 2.13 respectively.
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1.3.3 Examples
In §3 we illustrate the results (1.7) and (1.8) with a series of examples. These include diagonal
and circulant sensor profile matrices (both of which arise in applications) and a number of different
sparsifying transforms (including the canonical basis, i.e. U = I, wavelet, Fourier, and cosine
sparsity bases). In all cases we identify examples of sensor profiles matrices which lead to optimal,
i.e. C-independent, measurement conditions in (1.7) and (1.8).
1.4 Application to block-diagonal sensing matrices
In conventional CS, a series of works have sought to design effective sensing matrices that are block
diagonal, i.e.
A˜ =


A¯1 0 · · · 0
0 A¯2
. . .
...
...
. . .
. . . 0
0 · · · 0 A¯C

 ∈ Cm×N ,
where A¯c ∈ Cm/C×N/C are standard CS matrices (e.g. random Gaussians). These sensing matrices
have a variety of uses. For example, they require less memory and computational expense than
unstructured or dense CS matrices (e.g. full random Gaussian matrices). They also arise natu-
rally in a number of applications, including distributed sensing, streaming applications and system
identification. See [15] and references therein for further details.
Although not the original motivation for this work, block-diagonal sensing matrices with inde-
pendent blocks can be viewed as a particular example of our multi-sensor framework. Specifically,
they correspond to so-called perfectly-partitioned diagonal sensor profile matrices Hc (note that
the identical and distinct setups lead to exactly the same measurement matrices in this case). The
cth such matrix is zero on its diagonal, except for cth block where it is a multiple of the identity
matrix. Specializing our main results (1.7) to this case gives the measurement condition
m & δ−2 · Γ¯2(U) · s · L,
where Γ¯(U) is a particular quantity (see (3.7)) that satisfies
Γ¯(U) ≤
√
Cmin
{√
Nµ(U),
√
C
}
, (1.9)
and µ(U) = maxi,j=1,...,N |ui,j |2 is the coherence of U . This result also establishes optimal recovery
from block-diagonal measurement matrices whenever the sparsity basis is incoherent, i.e. µ(U) .
1/N ; for example, a Fourier or cosine basis.
The RIP for block-diagonal sensing matrices with subgaussian blocks was first studied system-
atically in [16, 15]. For so-called distinct block diagonal (DBD) matrices, which are precisely the
matrices discussed above, the measurement condition of [15] is
m & δ−2 · µ˜2(U) · s · L, µ˜(U) =
√
Cmin
{√
Nµ(U),
√
C
}
.
Our result improves this bound by replacing µ˜(U) with the constant Γ¯(U) in (1.9). See §3.3 for
further details.
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1.5 Relation to previous work
The parallel acquisition problem was first studied from a CS perspective in [1]. The results proved
therein are nonuniform recovery guarantees, but apply to the more general measurement matrices
arising from sampling with random jointly isotropic families of vectors. In this paper we prove
uniform recovery guarantees, which lead to better stability and robustness estimates, but our
results only apply to subgaussian random matrices. However, by specializing to these types of
measurement matrices we also obtain simpler and sharper constants Γdistinct and Γidentical than
those of [1], as well as the somewhat better bounds for diagonal sensor profile matrices proved in
[2]. Universal recovery guarantees with subgaussian random matrices were first considered in the
parallel acquisition problem in [3]. The corresponding guarantees in this paper also improve on
those results (see Remark 2.7). This aside, another important improvement in this work over [1] is
the relaxation of the joint isometry condition (1.5) to the joint near-isometry condition (1.6).
As remarked in the previous section, a special case of our setup is DBD subgaussian sensing
matrices introduced in [16, 15]. For earlier work on concentration inequalities for such matrices,
see [17, 18]. Similar to [15], the proofs of our main results make use of the techniques of Krahmer,
Rauhut & Mendelson on suprema of chaos processes [19].
1.6 Notation
Throughout, we write ‖·‖p for the vector p-norm and ‖ · ‖p→p for the matrix p-norm (i.e. ‖A‖p→p =
sup‖x‖p=1 ‖Ax‖p). The Frobenius norm of a matrix is denoted by ‖ · ‖F . We write 〈·, ·〉 for the
standard inner product on CN . As is conventional, we write ‖·‖0 for the ℓ0-norm, i.e. the number of
nonzeros of a vector. The canonical basis on CN will be denoted by e1, . . . , eN . If ∆ ⊆ {1, . . . , N}
then we use the notation P∆ for both the orthogonal projection P∆ ∈ CN×N with
(P∆x)j =
{
xj j ∈ ∆
0 otherwise
, x ∈ CN ,
and the matrix P∆ ∈ C|∆|×N with
(P∆x)j = xj , j ∈ ∆, x ∈ CN .
The precise meaning will be clear from the context. Distinct from the index i, we denote the
imaginary unit by i. In addition, we use the notation a . b or a & b to mean there exists a constant
c > 0 independent of all relevant parameters (in particular, the number of sensors C) such that
a ≤ cb or a ≥ cb respectively. For self-adjoint matrices A,B ∈ CN×N , the notation B  A denotes
that A− B is a positive semi-definite matrix. The condition number of a matrix A is denoted by
κ(A).
2 Main results
2.1 Preliminaries
First we recall the definition of sparsity:
Definition 2.1 (Sparsity). A vector z ∈ CN is s-sparse for some 1 ≤ s ≤ N if ‖z‖0 ≤ s.
We shall write
Σs =
{
z ∈ CN : ‖z‖0 ≤ s
}
.
6
for the set of s-sparse vectors, and
Bs =
{
z ∈ CN : ‖z‖0 ≤ s, ‖z‖2 ≤ 1
}
.
for the intersection of Σs with the unit Euclidean ball.
We also recall the definition of restricted isometry property:
Definition 2.2 (Restricted isometry property, RIP). A matrix A ∈ Cm×N satisfies the Restricted
Isometry Property (RIP) of order s if there exists 0 < δ < 1 such that
(1− δ)‖x‖21 ≤ ‖Ax‖22 ≤ (1 + δ)‖x‖22, ∀x ∈ Σs. (2.1)
If δ = δs is the smallest constant such that (2.1) holds, then we refer to δs as the s
th Restricted
Isometry Constant (RIC) of A.
In this paper, we will also consider a more general notion (see, for example, [20]):
Definition 2.3 (Asymmetric RIP). A matrix A ∈ Cm×N satisfies the Asymmetric Restricted
Isometry Property (ARIP) of order s if there exists β ≥ α > 0 such that
α‖x‖22 ≤ ‖Ax‖22 ≤ β‖x‖22, ∀x ∈ Σs. (2.2)
If α = αs and β = βs are the largest and smallest constants respectively such that (2.2) holds then
we refer to (αs, βs) as the s
th Asymmetric Restricted Isometry Constants (ARICs) of A.
We incorporate this asymmetry because it places less stringent conditions on the sensor profile
matrices Hc – see §2.2 and §2.3. Observe that if (α, β) = (1− δ, 1+ δ) then this is just the standard
RIP for the sparse signal model (Definition 2.2). We additionally remark that the ARIP of order
2s implies stable and robust recovery, uniform in x ∈ CN , when solving (1.2). The following result
is standard. We include a short proof for completeness.
Theorem 2.4. Suppose that a matrix A ∈ Cm×N has the ARIP of order 2s with ARICs (α2s, β2s)
satisfying
β2s
α2s
<
√
2 + 1√
2− 1 . (2.3)
Let x ∈ CN and y = Ax+ n with ‖n‖2 ≤ η. Then for any minimizer xˆ ∈ CN of
min
z∈CN
‖z‖1 subject to ‖Az − y‖2 ≤ η, (2.4)
we have
‖xˆ− x‖2 . σs(x)√
s
+
1√
α2s
η, (2.5)
where σs(x) = min {‖x− z‖1 : z ∈ Σs}.
Proof. Let t =
√
2
α2s+β2s
≤ 1√α2s . It is easy to check that the matrix A˜ = tA satisfies the standard
RIP with constant
δ2s ≤ β2s − α2s
β2s + α2s
. (2.6)
Also, the minimization problem (2.4) is equivalent to
min
z∈CN
‖z‖1 subject to ‖A˜z − y˜‖2 ≤ tη,
where y˜ = ty = A˜x+ n˜ where n˜ = tn satisfies ‖n˜‖2 ≤ tη. Due to a result of [21], the bound (2.5)
holds, provided the RIC δ2s < 1/
√
2. Rearranging (2.6) now gives (2.3).
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This aside, let us recall that a random variable is subgaussian with parameter φ if
P(|X| ≥ φt) ≤ 2 exp(−t2/2) ,
for every t ≥ 1. A random vector in CN is φ-subgaussian if its elements are independent, zero-mean,
unit-variance, and φ-subgaussian random variables (see [22, 19]), and a matrix A is φ-subgaussian
if its entries independent, zero-mean, unit-variance, and φ-subgaussian random variables.
2.2 Distinct sampling
Let A˜1, . . . , A˜C ∈ Cm/C×N be independent subgaussian random matrices with the same subgaussian
parameter φ. We assume that the matrices Hc satisfy the joint near-isometry condition
αI  C−1
C∑
c=1
H∗cHc  βI, (2.7)
for constants 0 < α ≤ β. Note that such constants always exist if the matrix C−1∑Cc=1H∗cHc is
nonsingular, and are equal to its minimal and maximal eigenvalues respectively. We write it in the
form (2.7) since it will be useful later. Note that we will primarily be interested in the case where
the ratio β/α is independent of C. Note also that the condition number
κ
(
C−1
C∑
c=1
H∗cHc
)
=
β
α
, (2.8)
so this is equivalent to stipulating that the matrix C−1
∑C
c=1H
∗
cHc has a condition number inde-
pendent of C. As we see below, the constants α and β will relate to the ARIP of the corresponding
measurement matrix A. Had we sought the classical RIP, we would have required the much more
stringent condition C−1
∑C
c=1H
∗
cHc = I. The relaxed condition (2.7) allows for substantially more
flexibility in the design of the sensor profile matrices Hc.
The measurement matrix A is now formed by
A =
1√
m

 A1...
AC

 , Ac = A˜cHcU ∈ Cm/C×N , c = 1, . . . , C. (2.9)
Due to (2.7) and the fact that U is unitary, we have
αI  EA∗A  βI, (2.10)
hence we shall seek to establish the ARIP for A (as opposed to the RIP, which would be conventional
had E(A∗A) = I). The following two theorems are our main results in this case:
Theorem 2.5 (ARIP for distinct sampling). For 0 < δ, ε < 1 and 1 ≤ s ≤ N , let A be as in (2.9),
where
m & δ−2 · β
α
· Γ2distinct · s · L1, (2.11)
α, β are as in (2.7),
Γdistinct =
1√
α
max
c=1,...,C
max
j=1,...,N
‖HcUej‖2, (2.12)
and L1 = ln
2(2s) ln(2N) ln(2m) + ln(2/ε). Then with probability at least 1− ε, the ARICs (αs, βs)
of A satisfy
αs ≥ (1− δ)α, βs ≤ (1 + δ)β.
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Theorem 2.6 (ARIP for distinct sampling – Universal bound). For 0 < δ, ε < 1 and 1 ≤ s ≤ N ,
let A be as in (2.9), where
m & δ−2 · β
α
· Ξ2distinct · L2, (2.13)
α, β are as in (2.7),
Ξdistinct =
1√
α
max
c=1,...,C
‖Hc‖2→2, (2.14)
and L2 = ln(2N/s) + s
−1 ln(2/ε). Then with probability at least 1 − ε, the ARICs (αs, βs) of A
satisfy
αs ≥ (1− δ)α, βs ≤ (1 + δ)β.
Since Ξdistinct is independent of the sparsity basis U , this latter bound is universal. We note
also that it is possible to deduce a universal bound directly from Theorem 2.5. Since ‖HcUej‖2 ≤
‖Hc‖2→2, a direct application of Theorem 2.5 gives
m & δ−2 · β
α
· Ξ2distinct · s · L1. (2.15)
However, the log factors in Theorem 2.6 are smaller than those in (2.15).
Remark 2.7 The recovery guarantee in Theorem 2.6 improves a previous result based on con-
centration inequalities. The universal recovery guarantee in [3, Thm. 3.2] depends on the larger
constant Ξ4distinct and applies only to the case α, β = 1.
Theorems 2.5 and 2.6 assume the same number of measurements per sensor, equal tom/C. More
generally, let m1, . . . ,mC ∈ N so that m = m1 + . . . +mC and consider independent subgaussian
random matrices A˜c ∈ Cmc×N , c = 1, . . . , C, with the same subgaussian parameter φ. Define the
overall measurement matrix
A =


1√
Cm1
A1
...
1√
CmC
AC

 , Ac = A˜cHcU ∈ Cmc×N , c = 1, . . . , C. (2.16)
We now have the following generalizations of Theorem 2.5 and 2.6:
Theorem 2.8 (ARIP for distinct sampling with different mc’s). For 0 < δ, ε < 1 and 1 ≤ s ≤ N ,
let A be as in (2.16), where
min
c=1,...,C
mc & δ
−2 · C−1 · β
α
· Γ2distinct · s · L1, (2.17)
α, β are as in (2.7), Γdistinct is as in (2.12), and L1 = ln
2(2s) ln(2N) ln(2m) + ln(2/ε). Then with
probability at least 1− ε, the ARICs (αs, βs) of A satisfy
αs ≥ (1− δ)α, βs ≤ (1 + δ)β.
Theorem 2.9 (ARIP for distinct sampling with differentmc’s – Universal bound). For 0 < δ, ε < 1
and 1 ≤ s ≤ N , let A be as in (2.16), where
min
c=1,...,C
mc & δ
−2 · C−1 · β
α
· Ξ2distinct · L2, (2.18)
α, β are as in (2.7), Ξdistinct is as in (2.14), and L2 = ln(2N/s)+s
−1 ln(2/ε). Then with probability
at least 1− ε, the ARICs (αs, βs) of A satisfy
αs ≥ (1− δ)α, βs ≤ (1 + δ)β.
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As one would expect, these two theorems imply that the ARIP is satisfied for the measurement
matrix A, provided every sensor takes sufficiently many measurements. Note that the overall
measurement condition in the case of Theorem 2.8 is
m = m1 + . . .+mC & δ
−2 · β
α
· Γ2distinct · s · L1, (2.19)
which is equivalent to that of Theorem 2.5 (an identical statement applies to Theorems 2.9 and
2.6). However, we caution the reader that (2.19), while necessary for the ARIP, is not sufficient
since it does not guarantee (2.18) will hold. We also remark in passing that Theorems 2.5 and 2.6
are simple corollaries of Theorems 2.8 and 2.9 corresponding to the case m1 = . . . = mC = m/C.
Let us now consider the question of optimal recovery in the sense defined in §1.1. These results
imply that optimal recovery is possible if U and the Hc are such that Γdistinct or Ξdistinct are
independent of C. Hence, we now examine these quantities in more detail:
Proposition 2.10. The quantities Γdistinct and Ξdistinct defined in (2.12) and (2.14) satisfy
1 ≤ Γdistinct ≤ Ξdistinct ≤
√
β/α
√
C.
Moreover, the inequalities are sharp.
This result has several implications. First, there are choices of the Hc which yield optimal
universal and nonuniversal recovery guarantees. Second, as is to be expected, the bounds (2.11)
and (2.13) depend on the ratio β/α, not on the individual factors themselves. We remark also that
the
√
C dependence in the upper inequality is also reasonable. The resulting worst-case bound
mc & β/α · s ·L implies that at worst each sensor should take enough measurements to recover the
signal from those measurements only.
2.3 Identical sampling
The setup for identical sampling is rather different to that of §2.2. Let A˜ ∈ Cm/C×N be a sub-
gaussian random matrix. As before, we assume that Hc ∈ CN×N satisfy the joint near-isometry
condition condition
αI  C−1
C∑
c=1
H∗cHc  βI, (2.20)
and form the matrix
A =
1√
m

 A1...
AC

 , Ac = A˜HcU ∈ Cm/C×N , c = 1, . . . , C. (2.21)
For similar reasons to (2.10), we have
αI  EA∗A  βI. (2.22)
The follow two theorems are our main results in this case:
Theorem 2.11 (ARIP for identical sampling). For 0 < δ, ε < 1 and 1 ≤ s ≤ N let A be as in
(2.21), where
m & δ−2 · β
α
· Γ2identical · s · L1, (2.23)
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α, β are as in (2.7),
Γidentical =
1√
α
max
j=1,...,N
∥∥[ H1Uej · · · HCUej ]∥∥2→2 , (2.24)
and L1 = ln
2(2s) ln(2N) ln(2m) + ln(2/ε). Then with probability at least 1− ε, the ARICs (αs, βs)
of A satisfy
αs ≥ (1− δ)α, βs ≤ (1 + δ)β.
Theorem 2.12 (ARIP for identical sampling – Universal bound). For 0 < δ, ε < 1 and 1 ≤ s ≤ N ,
let A be as in (2.21), where
m & δ−2 · β
α
· Ξ2identical · L2, (2.25)
α, β are as in (2.20),
Ξidentical =
1√
α
∥∥[ H1 · · · HC ]∥∥2→2 , (2.26)
and L2 = ln(2N/s) + s
−1 ln(2/ε). Then with probability at least 1 − ε, the ARICs (αs, βs) of A
satisfy
αs ≥ (1− δ)α, βs ≤ (1 + δ)β.
Similar to the distinct case, if Γidentical or Ξidentical are independent of C then one obtains an
optimal recovery guarantee. The following result provides bounds for these quantities:
Proposition 2.13. The quantities Γidentical and Ξidentical defined in (2.24) and (2.26) respectively
satisfy the sharp inequalities
Γdistinct ≤ Γidentical ≤
√
β/αC, (2.27)
where Γdistinct is as in (2.12),
Γidentical ≤ Ξidentical ≤
√
β/αC, (2.28)
and
Ξdistinct ≤ Ξidentical, (2.29)
where Ξdistinct is as in (2.14).
This proposition implies firstly that the bounds (2.23) and (2.25) are determined by the ratio
β/α, not on the factors themselves, and secondly, as one would expect, the bounds for identical
sampling (whether universal or nonuniversal) are always at least as large as those for distinct
sampling. Note that, for general Hc’s, the upper bounds in (2.27) and (2.28) depend on C, as
opposed to
√
C as is the case for distinct sampling (see Proposition 2.10). This implies a worst-
case bound of the form m & C2 · s · L. Fortunately, if the matrices Hc are normal – that is, if
HcH
∗
c = H
∗
cHc ∀c – then this bound reduces to
√
C:
Proposition 2.14. If the Hc are normal, then one has the sharp bounds
Γidentical ≤ Ξidentical ≤
√
β/α
√
C.
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(a) Perfectly-partitioned Hc (b) Banded Hc (c) Globally-spread Hc
Figure 1: Examples of diagonal sensor profiles Hc = diag(hc) (α, β = 1 and C = 4): Eigenvalues of
circulant sensor profiles are constructed in a similar way to construct hc’s.
3 Examples
We now illustrate our main results by looking at several different classes of sensor profile matrices
Hc. We are interested in understanding which types of sensor profiles lead to optimal recovery
guarantees. In other words, we wish to identify classes of sensor profiles for which the constants
Γdistinct and Γidentical – or even, wherever possible, their universal counterparts Ξdistinct and Ξidentical
– are independent of the number of sensors C. In this case, Theorems 2.5 and 2.11 (respectively
Theorems 2.6 and 2.12) yield measurement conditions that are optimal with respect to the number
of sensors C.
We consider two main classes of sensor profiles – diagonal and circulant – which are closely
related to the practical applications. For example, diagonal sensor profiles can be used to model
the spatial profiles of coils in a parallel MRI [4] or model the wireless channel between a source
and sensors in WSN applications [23, 24]. Circulant sensor profiles can be used to model geometric
features of the scene captured by cameras in a multi-view imaging [7] or to model antenna beam
patterns in SAR imaging [12].
Within the class of diagonal sensor profile matrices Hc = diag(hc) ∈ CN×N , we consider the
following three examples:
(i) Perfectly-partitioned profiles. These are nonoverlapping sensor profiles, defined by Hc =√
CPIc , where
Ic = {(c− 1)N/C + 1, . . . , cN/C}, c = 1, . . . , C, (3.1)
is a partition of {1, . . . , N} into equally-sized subintervals (for simplicity we assume N/C is
an integer). See Fig. 1(a).
(ii) Banded profiles. Define 1 ≤ q ≤ C by
q = max
c=1,...,C
|{d : supp(hc) ∩ supp(hd), d = 1, . . . , C}| , (3.2)
where supp(hc) = {i : (hc)i 6= 0} denotes the support of hc.1 We say the sensor profile
matrices are banded if q is independent of C. Outside of example (i), which is banded with
q = 1, the specific example of this setup that we shall consider are smooth sensor profiles
with compact support. This example is constructed by a truncated cosine function multiplied
with a phase vector {exp(i( (c−1)2piC + 2piNC )), . . . , exp(i c2piC )} and
√
C [2]; see Fig. 1(b). Note
that q = O (1) holds for this example even if C increases.
1In other words, the quantity q is the number of times that different sensor profiles overlap.
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(iii) Globally-spread sensor profiles. Unlike the previous two examples, globally-spread sensor
profiles are nonzero in most (if not all) their entries. The particular example we consider is
the case where the entries of hc are unit-magnitude complex numbers drawn uniformly at
random from the unit circle. See Fig. 1(c).
Note that in all the above examples the sensor profile matrices are, for simplicity, chosen so that
C−1
∑C
c=1H
∗
cHc = I. In particular, (2.8) holds with α = β = 1.
To construct examples of circulant sensor profile matrices Hc ∈ CN×N , we first note that since
such matrices are unitarily diagonalizable with the discrete Fourier transform, the joint isometry
condition (2.20) becomes
αI  C−1
C∑
c=1
Λ∗cΛc  βI. (3.3)
where Λc = diag(λc) is the diagonal matrix of eigenvalues of Hc; that is, Hc = F
∗ΛcF , where
F ∈ CN×N is unitary discrete Fourier transform (DFT) matrix. Hence, examples of circulant
sensor profiles can be constructed by defining the diagonal matrices Λc in the same way as in the
schemes (i)–(iii) introduced above to generate the diagonal sensor profile matrices.
Having constructed sensor profiles, we also consider a number of sparsity bases U . Fourier,
cosine, wavelet, and canonical sparsity bases are constructed by inverse DFT, the inverse discrete
cosine transform (i.e. DCT-III), inverse discrete wavelet transform, and U = I, respectively. In
particular, the corresponding wavelet transform is constructed using the Haar transform with a
4-level-decomposition (i.e. the wavelet expansion from the finest resolution level of log2(N)− 1 to
the coarsest resolution level of 4).
3.1 Distinct sampling
Throughout this section we use the notation µ(V ) = maxi,j=1,...,N |vi,j|2 to denote the coherence of
a matrix V ∈ CN×N .
3.1.1 Diagonal sensor profile matrices
We commence with the following general result:
Lemma 3.1. Suppose that the sensor profile matrices Hc = diag(hc), where hc ∈ CN . If Γdistinct
and Ξdistinct are as in (2.12) and (2.14) respectively, then
Γdistinct ≤ 1√
α
√
µ(U) max
c=1,...,C
‖hc‖2,
and
Ξdistinct =
1√
α
max
c=1,...,C
‖hc‖∞.
Proof. For the first result, we note that
Γdistinct =
1√
α
max
c=1,...,C
max
j=1,...,N
√√√√ N∑
i=1
|(hc)iui,j|2 ≤ 1√
α
√
µ(U) max
c=1,...,C
‖hc‖2.
The second result is follows immediately from the diagonal structure of Hc, which implies that
‖Hc‖2→2 = ‖hc‖∞.
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(b) Computed Γ2
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∗ΛcF
Figure 2: Computed values of Γ2distinct against C for different sparsity bases and sensor profile
matrices Hc. The value N = 256 was used throughout, and for (a-3) and (b-3) the results were
averaged over 50 trials.
Consider examples (i)–(iii) and recall that α = 1 in these cases. For the perfectly-partitioned
sensor profiles (example (i)), one has ‖hc‖∞ =
√
C and ‖hc‖2 ≤
√
N . Hence, by the previous result,
Ξdistinct =
√
C whereas Γdistinct ≤
√
µ(U)N . On the one hand, this means that universal bound
of Theorem 2.6 always gives the worst-case measurement condition, scaling linearly with C. This
is to be expected. If U = I for example, then one can easily construct an s-sparse vector x for
which H1x =
√
Cx and Hcx = 0 for c = 2, . . . , C. Thus, only the first sensor provides any nonzero
measurements. On the other hand, if the sparsity basis is incoherent, i.e. µ(U) . 1/N , then the
nonuniversal bound of Theorem 2.5 is optimal with respect to C. Incoherence means that Ux is
spread out when x is sparse, thus all sensors typically provide some useful information about the
signal. Numerical verification of these results are shown in Fig. 2(a-1).
Similar results apply in the case of banded sensor profiles (example (ii)). For coherent sparsity
bases (in our case, the canonical and wavelet bases) we expect the worst-case scaling Γdistinct =
O(√C) as C → ∞ (and therefore Ξdistinct = O(
√
C) as well), but for incoherent bases we find
that Γdistinct = O(1). See Fig. 2(a-2). On the other hand, the global sensor profiles (example (iii))
provide optimal scalings. Since ‖hc‖∞ = 1 in this case, we have Γdistinct = Ξdistinct = 1 (for the
first equality we use the bounds Ξdistinct ≥ Γdistinct and Γdistinct ≥ 1 – see Proposition 2.10). Thus,
global sensor profiles provide optimal universal and nonuniversal recovery guarantees in the case of
distinct sampling. This is verified in Fig. 2(a-3).
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3.1.2 Circulant sensor profile matrices
Recall that for circulant sensor profile matrices we have Hc = F
∗ΛcF , where Λc = diag(λc) is the
diagonal matrix of eigenvalues λc ∈ CN of Hc and F is the unitary DFT matrix.
Lemma 3.2. Suppose that the sensor profile matrices Hc = F
∗diag(λc)F , where λc ∈ CN . If
Γdistinct and Ξdistinct are as in (2.12) and (2.14) respectively, then
Γdistinct ≤ 1√
α
√
µ(FU) max
c=1,...,C
‖λc‖2,
and
Ξdistinct =
1√
α
max
c=1,...,C
‖λc‖∞.
Proof. We argue as in the proof of Lemma 3.1, using the fact that F is unitary.
This result is very similar to that for diagonal sensor profiles (Lemma 3.1), the only differences
being the change from hc to λc and U to FU . Thus, similar conclusions apply in the case of examples
(i)–(iii). For examples (i) and (ii), one obtains an optimal scaling for Γdistinct if FU is incoherent,
as opposed to just U in the diagonal case. This is the case for example with the canonical and
wavelet bases (of 4-level decomposition). Example (iii) is explained by a similar reasoning to that
of the globally-spread diagonal sensor profiles, since ‖λc‖∞ = 1 in this case as well. A numerical
illustration is shown in Fig. 2(b).
3.2 Identical sampling
We now consider examples (i)–(iii) in the context of identical sampling.
3.2.1 Diagonal sensor profile matrices
We commence with the following lemma:
Lemma 3.3. Suppose the sensor profile matrices Hc = diag(hc), where hc ∈ CN . If Γidentical and
Ξidentical are as in (2.24) and (2.26) respectively, then√
µ(U)C ≤ Γidentical ≤
√
β/α
√
C and
√
C ≤ Ξidentical ≤
√
β/α
√
C.
Proof. Note that both upper bounds were proved in Proposition 2.14. For the lower bound for
Γidentical, we note that
∥∥[ H1Uej · · ·HCUej ]∥∥22→2 = max‖z‖2=1
z∈CC
∥∥∥∥∥
C∑
c=1
zcHcUej
∥∥∥∥∥
2
2
= max
‖z‖2=1
z∈CC
N∑
i=1
|ui,j|2
∣∣∣∣∣
C∑
c=1
(hc)izc
∣∣∣∣∣
2
and
max
‖z‖2=1
z∈CC
N∑
i=1
|ui,j |2
∣∣∣∣∣
C∑
c=1
(hc)izc
∣∣∣∣∣
2
≥ |ui,j |2 max‖z‖2=1
z∈CC
∣∣∣∣∣
C∑
c=1
(hc)izc
∣∣∣∣∣
2
= |ui,j|2
C∑
c=1
|(hc)i|2 ≥ |ui,j|2Cα,
where the first inequality holds for all i, and in the last step we use the fact that α ≤ C−1∑Cc=1 |(hc)i|2 ≤
β, due to the joint near-isometry condition (2.20). Since i and j are arbitrary, we deduce the
lower bound. Finally, for the lower bound for Ξidentical, we recall first from Proposition 2.14 that
Ξidentical ≥ Γidentical for any choice of sparsity basis U , then apply the lower bound for Γidentical with
the choice U = I.
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Figure 3: Computed values of Γ2identical against C for different sparsity bases and sensor profile
matrices Hc. The value N = 256 was used throughout, and for (a-3) and (b-3) the results were
averaged over 50 trials.
This primary usefulness of this lemma is in establishing worst-case recovery guarantees. In
particular, if U is coherent, i.e. µ(U) ≈ 1, then the measurement condition necessarily scales
linearly with C, regardless of the choice of diagonal sensor profiles. This is illustrated in Fig. 3(a),
where the coherent canonical and wavelet bases both exhibit the worst-case scaling for Γidentical.
Note that this lemma also implies that an optimal universal bound cannot be achieved with diagonal
sensor profile matrices.
On the other hand, Fig. 3(a) indicates that optimal nonuniversal bounds are possible, at least
for the incoherent Fourier and cosine bases. We shall now establish this result theoretically. The
following lemma applies to examples (i) and (ii):
Lemma 3.4. Let Hc = diag(hc) and q be as in (3.2). Then√
µ(U)C ≤ Γidentical ≤ 1√
α
√
µ(U)q max
c=1,...,C
‖hc‖2.
In particular, for the perfectly partitioned sensor profiles (example (i)) one has√
µ(U)C ≤ Γidentical ≤
√
µ(U)N,
and for the banded sensor profiles (example (ii)) one has√
µ(U)C ≤ Γidentical .
√
µ(U)N.
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Proof. The lower bounds are due to Lemma 3.3. For the upper bound, we note that
αΓ2identical = max
j=1,...,N
max
‖z‖2=1
z∈CC
N∑
i=1
|uij |2
∣∣∣∣∣
C∑
c=1
(hc)izc
∣∣∣∣∣
2
≤ µ(U) max
‖z‖2=1
z∈CC
N∑
i=1
∣∣∣∣∣
C∑
c=1
(hc)izc
∣∣∣∣∣
2
and therefore
αΓ2identical ≤ µ(U) max‖z‖2=1
z∈CC
C∑
c,d=1
zczdh
∗
dhc = µ(U) max‖z‖2=1
z∈CC
C∑
c=1
∑
d:supp(hd)∩supp(hc)6=∅
zczdh
∗
dhc
≤ 1
2
µ(U) max
c=1,...,C
‖hc‖22 max‖z‖2=1
z∈CC
C∑
c=1
∑
d:supp(hd)∩supp(hc)6=∅
(|zc|2 + |zd|2)
≤ µ(U)q max
c=1,...,C
‖hc‖22,
as required. Note that in the last step we use the definition of q. This gives the first result. For
the other two results we merely observe that α = β = 1 in both cases, and q = 1 for example (i)
and q = O (1) as C →∞ for example (ii).
This lemma confirms that for incoherent sparsity bases, much like for distinct sampling, one
has an optimal recovery guarantee with examples (i)–(ii). See Fig. 3(a-1).
Finally, we consider example (iii):
Lemma 3.5. Let 0 < ε < 1 and suppose that Hc = diag(hc), where the hc ∈ CN are independent
Rademacher sequences. Then
Γidentical ≤ 1√
α
(√
N +
√
C +
√
2c−1 log(2ε−1)
)√
µ(U),
with probability at least 1− ε, where c is a universal constant.
Proof. Observe that
αΓ2identical = max
j=1,...,N
max
‖z‖2=1
z∈CC
N∑
i=1
|ui,j|2
∣∣∣∣∣
C∑
c=1
(hc)izc
∣∣∣∣∣
2
≤ µ(U)σ2max(G),
where G ∈ CN×C is the matrix with entries Gi,c = (hc)i. Thus G is a Bernoulli random matrix.
According to [22, Thm. 5.39], we have the following union bound for σmax(G):
P
{
σmax(G) >
√
N + c
√
C + t
}
≤ 2 exp(−ct2/2), t ≥ 0,
for some universal constant c > 0. Taking t =
√
2c−1 log(2/ε) gives
P
{
σmax(G) >
√
N +
√
C +
√
2 log(2/ε)
}
≤ ε,
which completes the proof.
We note that Lemma 3.5 is the first result to consider randomness in the sensor profile matrix.
The concentration inequality technique used in [3, Lem. 3] cannot be exploited because randomness
in the Hc’s typically breaks the independence assumption of measurements. We remark also that
we are currently unaware of a deterministic construction of diagonal sensor profiles in the identical
sampling case which achieves a bound similar to the one presented in this lemma.
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3.2.2 Circulant sensor profile matrices
As before, suppose that Hc = F
∗ΛcF where F is the unitary DFT matrix and Λ = diag(λc) is the
diagonal matrix of eigenvalues. Observe that
Γidentical =
1√
α
max
j=1,...,N
∥∥[ H1Uej · · · HCUej ]∥∥2→2
=
1√
α
max
j=1,...,N
∥∥[ Λ1FUej · · · ΛCFUej ]∥∥2→2 .
This is precisely the Γidentical for a diagonal sensor profile setup with matrices Hˆc = Λc and with
sparsity basis Uˆ = FU . Thus, we may apply all the bounds proved in the previous section to
this case. In particular, for examples (i)–(iii) we have an optimal recovery guarantee whenever
FU is incoherent, i.e. for the wavelet (of 4-level-decomposition) and canonical bases respectively.
Conversely, for the Fourier and cosine bases we get the worst recovery guarantee. See Fig. 3.
3.3 Block diagonal measurement matrices and relation to previous work
As discussed in §1.4, block-diagonal sensing matrices are a special case of our framework that are
of independent interest in CS. This case corresponds to the perfectly-partitioned sensor profiles of
example (i), since for these profiles the overall measurement matrix A is block diagonal, i.e.
A =
√
C
m

 A1...
AC

 =
√
C
m

 Φ1 . . .
ΦC

U, (3.4)
where Φc = A˜cPIc ∈ Cm/C×N/C , c = 1, . . . , C, are independent subgaussian random matrices. Note
that the distinct and identical setups give exactly the same measurement matrix in this case. The
following result gives our main recovery guarantee for such sensing matrices. For convenience, we
now introduce the matrices U1, . . . , UC ∈ CN/C×N so that
U =

 U1...
UC

 . (3.5)
Corollary 3.6 (The RIP for subgaussian block-diagonal measurement matrices). For 0 < δ, ε < 1
and 1 ≤ s ≤ N let A be measurement matrix (3.4). If
m & δ−2 · Γ¯2(U) · s · (ln2(2s) ln(2N) ln(2m) + ln(2/ε)) , (3.6)
where
Γ¯(U) =
√
C max
c=1,...,C
max
j=1,...,N
‖Ucej‖2, (3.7)
then with probability at least 1− ε, the RIC of A satisfies δs ≤ δ. The constant Γ¯(U) satisfies
Γ¯(U) ≤ min
{√
Nµ(U),
√
C
}
, (3.8)
where µ(U) is the coherence of U .
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Proof. As noted above, it suffices to consider the distinct setup. By definition one has
Γdistinct =
√
C max
c=1,...,C
max
j=1,...,N
‖Ucej‖2 = Γ¯(U).
Hence Theorem 2.5 gives the first result. Also, (3.8) immediately follows from the definition of Uc
in (3.5) and µ(U).
This result shows that the recovery guarantee for (3.4) is determined by the constant Γ¯(U). As
shown in (3.8), is O (1) as C →∞ whenever the sparsity basis is incoherent.
As discussed in §1.4, the RIP for block-diagonal sensing matrices with subgaussian blocks was
studied systematically in [15]. Therein the authors refer to DBD matrices to describe the system
model in (3.4). Their main results for the DBD case is the measurement condition2
m & δ−2 · µ˜2(U) · s · ln2(s) · ln2(N),
where
µ˜(U) = min{
√
µ(U)N,
√
C}. (3.9)
Note that
Γ¯(U) ≤ µ˜(U),
by inequality in (3.8). Hence, in general, Corollary 3.6 gives a better recovery guarantee than
the DBD subgaussian sensing results in [15]. Note that [15] also consider repeated block diagonal
(RBD) subgaussian matrices, where the matrices Φ1 = . . . = ΦC = Φ in (3.4) are repeats of a single
subgaussian matrix Φ. This may also be viewed as an instance of our identical sampling setup with
matrix A˜ = [Aˆ · · · Aˆ], where Aˆm/C×N/C is a subgaussian random matrix. This generalization is
omitted here for simplicity.
4 Empirical phase transition results and discussion
In this section, we present empirical validation of theoretical results using phase transitions (see,
for example, [25] and references therein).
4.1 Simulation setup
The overall simulation setup is as follows. For an s-sparse signal x ∈ C128, the positions of s non-
zero elements were chosen uniformly at random without replacement, and the non-zero elements
were chosen randomly and uniformly distributed on the unit circle. Subgaussian random matrices
were constructed using i.i.d. Gaussian random variables having zero mean and unit variance. For
the phase transition graph of resolution 50 × 50, the horizontal and vertical axes are defined by
m/CN ∈ (0, 1] and s/N ∈ (0, 1] respectively. The empirical success fraction was calculated as
#{successes}/#{trials} using 20 trials, where success corresponds to a relative recovery error ‖x−
xˆ‖2/‖x‖2 < tol for tol = 0.001. Throughout, we use CVX with the MOSEK solver [26, 27]. The
empirical phase transition point is obtained by finding the closest (and at least) 50% empirical
success point.
Based on this setup, phase transitions curves were computed for the following four cases:
2These bounds imply the RIC of the measurement matrix δs ≤ δ, except with probability . N
− ln(N) log2(s).
The slight difference in the log factors between these and our result (3.6) is due to our choice in leaving the failure
probability as a parameter ε and a minor improvement in one of the log terms from ln(N) to ln(m). Replacing ln(m)
by ln(N) and setting ε so that the two log terms in (3.6) matched would give the same log factors as these bounds.
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(a) Diagonal sensor profile matrices with the canonical sparsity basis and perfectly-partitioned
sensor profiles (see example (i) in §3).
(b) Diagonal sensor profile matrices with the Fourier sparsity basis and perfectly-partitioned
sensor profiles (see example (i) in §3).
(c) Circulant sensor profile matrices with the canonical sparsity basis and globally-spread sensor
profiles (see example (iii) in §3).
(d) Circulant sensor profile matrices with the Fourier sparsity basis and globally-spread sensor
profiles (see example (iii) in §3).
4.2 Results and discussion
Figs. 4–5 show phase transition curves for two diagonal and two circulant sensor profile matrices.
The phase transition results in (b) and (c) are in good agreement with our theoretical results on
optimal recovery guarantees. Note that (a) and (d) are cases for which our theoretical results
predict a worst-case recovery guarantee, i.e. m & C · s ·L – see the discussion in §3. However, these
phase transition curves appear to show optimal recovery for these cases, i.e. m & s ·L independent
of C. We remark that this phenomenon has also been observed in previous works [1, 2, 3, 15].
The reason for this dissonance is that phase transition experiments tend to generate random
sparse vectors where the nonzero entries are reasonably spread out. Take, for example, case (a). As
remarked in §3.1.1, to recover an arbitrary s-sparse vector one requires at least C ·s measurements,
since for any c, there exists an s-sparse vector for which supp(x) ⊆ Ic. However, such worst-case
vectors are generated in a phase transition experiment with low probability. The ‘average’ vectors
generated in such experiments are more adequately described as sparse and distributed, i.e. s-sparse
but having roughly s/C of their nonzero entries in each interval Ic.
Optimal (i.e. independent of C) recovery guarantees for the so-called sparse and distributed
signal model with the canonical sparsity basis and diagonal sensor profiles have been presented
in [1, 2, 3]. This is based on the so-called sparsity in levels signal model introduced in [28] (see
also [29]). These results are nonuniform, however. We expect though that one can prove uniform
recovery guarantees for subgaussian random matrices for the sparse and distributed signal model –
such as was done in this paper for the sparse signal model – thus verifying the results seen in Fig.
4. For some work in this direction for sampling with subsampled isometries, see [30].
5 Outline of the proofs
Given a matrix A satisfying
αI  EA∗A  βI,
our aim is to estimate the quantity supz∈Bs
∣∣‖Az‖22 − E‖Az‖22∣∣. Indeed, if
sup
z∈Bs
∣∣‖Az‖22 − E‖Az‖22∣∣ ≤ αδ,
for some 0 < δ < 1, then it follows that A satisfies the ARIP with ARICs
αs ≥ (1− δ)α, βs ≤ (1 + δ)β.
To estimate supz∈Bs
∣∣‖Az‖22 − E‖Az‖22∣∣, we shall follow the ideas of [19] (see also [15]) and relate
this quantity to the supremum of a certain chaos process. In particular, we will use the following
theorem:
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(a) Perfectly-partitioned diagonal
sensor and canonical sparsity basis
(b) Perfectly-partitioned diagonal
sensor and Fourier sparsity basis
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(c) Globally-spread spectrum circulant
sensor and canonical sparsity basis
(d) Globally-spread spectrum circulant
sensor and Fourier sparsity basis
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Figure 4: Empirical phase transition results for the distinct sampling scenario. For both sampling
scenarios, the empirical probability of successful recovery increases as C increases. The results in
(b) and (c) are in agreement with our theoretical results.
Theorem 5.1 ([19, Thm. 3.1]). Let A ⊂ Cm×N be a set of matrices and let ξ be a random vector
whose entries are i.i.d., zero-mean, unit-variance, and φ-subgaussian random variables. Set
E1 = γ2(A, ‖ · ‖2→2) (γ2(A, ‖ · ‖2→2) + dF (A)) + dF (A)d2→2(A)
E2 = d2→2(A) (γ2(A, ‖ · ‖2→2) + dF (A))
E3 = d
2
2→2(A)
where dF (A) = supA∈A ‖A‖F is the radius of A in Frobenius norm, d2→2(A) = supA∈A ‖A‖2→2 is
the radius of A in the spectral norm, and γ2(A, ‖ · ‖2→2) is as in Definition 5.2. Then, for t > 0,
P
{
sup
A∈A
∣∣‖Aξ‖22 − E‖Aξ‖22∣∣ ≥ c1E1 + t
}
≤ 2 exp
(
−c2min
{
t2
E22
,
t
E3
})
,
where c1, c2 depend only on φ.
The γ2 functional in this theorem is defined as follows:
Definition 5.2 (γ2 functional [31]). For a metric space (T, d), a sequence of subsets of T , {Ti :
i ≥ 0}, is called admissible if |T0| = 1 and |Ti| ≤ 22i for r ≥ 1. The γ2 functional is defined by
γ2(T, d) = inf sup
t∈T
∞∑
i=0
2i/2d(t, Ti)
21
(a) Perfectly-partitioned diagonal
sensor and canonical sparsity basis
(b) Perfectly-partitioned diagonal
sensor and Fourier sparsity basis
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(c) Globally-spread spectrum circulant
sensor and canonical sparsity basis
(d) Globally-spread spectrum circulant
sensor and Fourier sparsity basis
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Figure 5: Empirical phase transition results for the identical sampling scenario. For both sampling
scenarios, the empirical probability of successful recovery increases as C increases. The results in
(b) and (c) are in agreement with our theoretical results.
where the infimum is taken over all admissible sequences {Ti}.
In practice, we will estimate γ2 using covering numbers. Recall that for a subset T of a metric
space (Tˆ , d) and r > 0, the covering number N (T, d, r) is the smallest integer N such that T can
be covered with balls B(xl, r) = {x ∈ Tˆ , d(x, xl) ≤ r}, xl ∈ T , l ∈ {1, . . . ,N}, i.e.
T ⊆
N⋃
l=1
B(xl, r).
In words, T can be covered with N balls of radius r in the metric d. The γ2 functional can be
bounded in terms of covering numbers through the Dudley’s entropy integral (e.g. [31]). More
specifically, the γ2 functional of set of matrices A endowed with the operator norm ‖ · ‖2→2 satisfies
γ2(A, ‖ · ‖2→2) .
∫ d2→2(A)
0
√
lnN (A, ‖ · ‖2→2, ν) dν, (5.1)
where d2→2(A) is the radius of A in the spectral norm.
In the next two sections, we estimate three quantities involved in Theorem 5.1 for both the
distinct and identical sampling scenarios. Specifically, we will prove that
P
{
sup
x∈Bs
∣∣‖Ax‖22 − E‖Ax‖22∣∣ ≥ αδ
}
≤ ε,
22
by showing the following inequalities for E1, E2 and E3:
E1 ≤ αδ/(2c1) (5.2)
E22 ≤
α2δ2c2
4 ln(2/ε)
(5.3)
E3 ≤ αδc2
2 ln(2/ε)
. (5.4)
Our proofs use similar arguments to those of [15], but with the key generalization to arbitrary
sensor profile matrices.
6 Proofs I – Distinct sampling
6.1 Reformulation as a chaos process
Let A be as in §2.2. We first show that the quantity supz∈Bs
∣∣‖Az‖22 − E‖Az‖22∣∣ can be viewed as
the supremum of a chaos process. We have
‖Az‖22 =
1
m
C∑
c=1
‖A˜cHcUz‖22 =
1
m
C∑
c=1
m/C∑
i=1
|〈HcUz, a˜c,i〉|2
=
C∑
c=1
∥∥∥∥∥ 1√m

 z
∗U∗H∗c
. . .
z∗U∗H∗c


︸ ︷︷ ︸
=: Zc ∈ Cm/C×mN/C

 a˜c,1...
a˜c,m/C


︸ ︷︷ ︸
=: ξc ∈ CmN/C
∥∥∥∥∥
2
2
= ‖Azξ‖22 (6.1)
where a∗c,i is the ith row of A˜c,
Az :=
1√
m

 Z1 . . .
ZC

 ∈ Cm×mN , and ξ :=

 ξ1...
ξC

 ∈ CmN . (6.2)
Observe that ξ ∈ CmN is a random vector whose entries are i.i.d., zero-mean, unit-variance, and
φ-subgaussian random variables. If we define the set of m×mN matrices
A = {Az : z ∈ Bs} , (6.3)
then it follows that
sup
z∈Bs
∣∣‖Az‖22 − E‖Az‖22∣∣ = sup
Az∈A
∣∣‖Azξ‖22 − E‖Azξ‖22∣∣ .
6.2 Proof of Theorem 2.5
Seeking to apply Theorem 5.1, we first estimate dF (A), d2→2(A), and γ2(A) for the chaos process
(6.3).
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6.2.1 Estimation of dF (A)
We have
sup
Az∈A
‖Az‖F = sup
z∈Bs
√√√√ 1
m
m
C
z∗U∗
(
C∑
c=1
H∗cHc
)
Uz ≤
√
β,
due to (2.7) and the fact that U is unitary. Therefore dF (A) = supAz∈A ‖Az‖F ≤
√
β.
6.2.2 Estimation of d2→2(A)
We estimate d2→2(A) = supAz∈A ‖Az‖2→2 as follows. First, observe that
‖Az‖2→2 = m−1/2 max
c=1,...,C
‖Zc‖2→2,
‖Zc‖2→2 = max
x∈CN
‖x‖2=1
|z∗U∗H∗cx| = ‖HcUz‖2,
by the block diagonal structure of Az in (6.2) and the block diagonal structure of Zc in (6.1),
respectively. Using the observations, we obtain
sup
Az∈A
‖Az‖2→2 = 1√
m
sup
z∈Bs
max
c=1,...,C
‖HcUz‖2
≤ 1√
m
sup
z∈Bs
max
c=1,...,C
N∑
j=1
|zj |‖HcUej‖2
≤
√
α
m
· Γdistinct · sup
z∈Bs
‖z‖1
≤
√
sα
m
· Γdistinct
where Γdistinct = α
−1/2maxc=1,...,C maxj=1,...,N ‖HcUej‖2.
6.2.3 Estimation of γ2(A, ‖ · ‖2→2)
To estimate γ2(A, ‖ · ‖2→2) we shall use the bound (5.1) involving the covering number N (A, ‖ ·
‖2→2, ν). This covering number is estimated in the following lemma. This lemma is similar to [15,
Lem. 6], albeit with a slightly tighter estimate (i.e. ln(N) ln(m) rather than ln2(N)). We include
a proof in §9 for completeness.
Lemma 6.1. Let F : CN → Cm×N ′ for some N ′ ≥ m ≥ 2 be a linear map satisfying
‖z‖F := ‖F(z)‖2→2 ≤
θ√
m
‖z‖1, ∀z ∈ CN , (6.4)
where ‖ · ‖F is a semi-norm on CN . Then, for 0 < ν < θ/
√
m, we have
√
ln(N (Bs, ‖·‖F , ν)) . min

θ
√
2s ln(2m) ln(2N)√
m
ν−1,
√
2s

√ln(eN
s
)
+
√
ln
(
1 + 2
√
s
m
θ
ν
)

 .
where Bs is as in Definition 2.1.
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Note that the first term will in general be used when ν is large and the second term will be
used when ν is small.
Let F : CN → Cm×mN be the mapping z 7→ Az, where Az is as in (6.2). As shown in the
previous section, note that ‖F(z)‖2→2 ≤
√
α/mΓdistinct‖z‖1. Hence, setting θ =
√
αΓdistinct the
above lemma gives
√
ln(N (A, ‖ · ‖2→2, ν)) ≤
√
2sα ln(2m) ln(2N)
m
Γdistinctν
−1, ν > 0, (6.5)
and
√
ln(N (A, ‖ · ‖2→2, ν)) ≤
√
2s

√ln(eN
s
)
+
√
ln
(
1 + 2
√
sα
m
Γdistinct
ν
) , ν > 0. (6.6)
Fix 0 < λ <
√
sα/mΓdistinct. We now get
γ2(A, ‖ · ‖2→2) .
∫ √ sα
m
Γdistinct
0
√
lnN (Bs, ‖F(·)‖2→2, ν) dν
=
∫ λ
0
√
lnN (Bs, ‖F(·)‖2→2, ν) dν +
∫ √ sα
m
Γdistinct
λ
√
lnN (Bs, ‖F(·)‖2→2, ν) dν
≤λ
√
2s

√ln(eN
s
)
+
√
ln
(
e
(
1 + 2
√
sα
m
Γdistinct
λ
))
+
√
2sα
√
ln(2m) ln(2N)
m
Γdistinct ln
(√
sα
m
Γdistinct
λ
)
(for the second inequality, we use the bound
∫ a
0
√
ln (1 + b/ν) dν ≤ a√ln(e(1 + b/a)) for a, b > 0).
With the choice of λ =
√
α/mΓdistinct we now deduce the overall bound
γ2(A, ‖ · ‖2→2) .
√
2sα
m
Γdistinct
(√
ln
(
eN
s
)
+
√
ln
(
e(1 + 2
√
s)
)
+
√
ln(2m) ln(2N) ln(
√
s)
)
.
√
2sα
m
· Γdistinct ·
√
ln(2m) ln(2N) ln(2s).
6.2.4 Estimates for E1, E2, and E3
In the previous three subsections we have shown that
dF (A) .
√
β, d2→2(A) .
√
sα
m
Γdistinct, γ2(A, ‖·‖2→2) .
√
sα
m
ΓdistinctL,
where L =
√
ln(2m) ln(2N) ln(2s). From their definitions (see Theorem 5.1), it now follows that
E1 .
sα
m
Γ2distinctL
2 +
√
sαβ
m
ΓdistinctL+
√
sαβ
m
Γdistinct.
Hence (5.2) holds, provided
m & δ−1 · s · Γ2distinct · L2 and m & δ−2 · s ·
β
α
· Γ2distinct · L2.
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Since 0 < δ < 1 and β/α ≥ 1, this reduces to a single inequality
m & δ−2 · s · β
α
· Γ2distinct · L2. (6.7)
Now consider E2. We have
E2 .
sα
m
Γ2distinctL+
√
sαβ
m
Γdistinct.
Hence (5.3) holds, provided
m & δ−1 · s · Γ2distinct · L ·
√
ln(2/ε) and m & δ−2 · s · β
α
· Γ2distinct · ln(2/ε).
Via Young’s inequality, this reduces to the single inequality
m & δ−2 · s · β
α
· Γ2distinct ·
(
L2 + ln(2/ε)
)
. (6.8)
Finally, for E3 we have
E3 .
sα
m
Γ2distinct,
and therefore (5.4) holds provided
m & δ−1 · s · Γ2distinct · ln(2/ε). (6.9)
To complete the proof of Theorem 2.5 we note that (6.7)–(6.9) are implied by the inequality (2.11).
6.3 Proof of Theorem 2.6
We follow the same setup as in §6.2. Since dF (A) ≤
√
β (see §6.2.1), in this section we need only
provide different estimates for the quantities d2→2(A) and γ2(A, ‖ · ‖2→2).
6.3.1 Estimation of d2→2(A)
We estimate d2→2(A) = supAz∈A ‖Az‖2→2 as follows
sup
Az∈A
‖Az‖2→2 = 1√
m
sup
z∈Bs
max
c=1,...,C
‖HcUz‖2
≤ 1√
m
max
c=1,...,C
‖Hc‖2→2 sup
z∈Bs
‖Uz‖2
=
1√
m
· max
c=1,...,C
‖Hc‖2→2 · sup
z∈Bs
‖z‖2
≤
√
α
m
· Ξdistinct
where Ξdistinct = α
−1/2maxc=1,...,C ‖Hc‖2→2.
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6.3.2 Estimation of γ2(A, ‖ · ‖2→2)
Note that, as shown above
‖Az‖2→2 ≤
√
α
m
· Ξdistinct · ‖z‖2,
and thus ‖Az − Az′‖2→2 = ‖Az−z′‖2→2 ≤
√
α/mΞdistinct‖z − z′‖2. Therefore, for every ν > 0,
N (A, ‖ · ‖2→2, ν) ≤ N (Bs,
√
α/mΞdistinct‖ · ‖2, ν). Thus, the Dudley-type integral (5.1) yields
γ2(A, ‖ · ‖2→2) .
∫ √ α
m
Ξdistinct
0
√
lnN (Bs,
√
α
m
Ξdistinct‖ · ‖2, ν) dν
=
∫ √ α
m
Ξdistinct
0
√
lnN (Bs, ‖ · ‖2, (
√
α
m
Ξdistinct)−1ν) dν
=
√
α
m
Ξdistinct
∫ 1
0
√
lnN (Bs, ‖ · ‖2, ν) dν.
A simple volumetric argument (see, for example, [19, Appx. C]) now gives
N (Bs, ‖ · ‖2, ν) ≤
(
N
s
)
(1 + 2/ν)2s ≤ (eN/s)s(1 + 2/ν)2s,
(noting that the s-dimensional complex unit ball can be treated as the real 2s-dimensional unit
ball by isometry). Therefore, we have
γ2(A, ‖ · ‖2→2) ≤
√
2sα
m
Ξdistinct
(√
ln(eN/s) +
∫ 1
0
√
ln(1 + 2/ν) dν
)
.
√
sα ln(eN/s)
m
· Ξdistinct,
where in the second step we use the inequality
∫ a
0
√
ln (1 + b/ν) dν ≤ a√ln(e(1 + b/a)) for a, b > 0.
6.3.3 Estimation of E1, E2, and E3
Using these bounds, we now deduce the following inequalities for E1, E2 and E3:
E1 .
sα
m
ln(eN/s)Ξ2distinct +
√
sαβ ln(eN/s)
m
Ξdistinct
E2 .
√
s ln(eN/s)α
m
Ξ2distinct +
√
αβ
m
Ξdistinct
E3 .
α
m
Ξ2distinct.
Hence (5.2) holds, provided
m & δ−2 · s · β
α
· Ξ2distinct · ln(eN/s),
(5.3) holds, provided
m & δ−1 ·
√
s ln(eN/s) ln(2/ε) · Ξ2distinct and m & δ−2 ·
β
α
· Ξ2distinct · ln(2/ε),
and (5.4) holds, provided
m & δ−1 · Ξ2distinct · ln(2/ε).
To complete the proof, we note that these inequalities are implied by (2.13).
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6.4 Proofs of Theorem 2.8 and 2.9
Similar techniques to those used in §6.2 for the proof of Theorem 2.5 can be applied to prove
Theorem 2.8. The normalization factors in (6.2) are first replaced by (mcC)
−1/2, i.e.
Az =

 (m1C)
−1/2Z
. . .
(mCC)
−1/2Z

 ,
so that the following holds:
sup
x∈Bs
∣∣‖Ax‖22 − ‖x‖22∣∣ = sup
Az∈A
∣∣‖Azξ‖22 − E‖Azξ‖22∣∣ ,
where A is as in (2.16). Then, the parameters in Theorem 5.1 are estimated as
dF (A) .
√
β,
d2→2(A) .
√
s
C
max
c=1,...,C
maxj=1,...,N ‖HcUej‖2√
mc
≤
√
sα · Γdistinct√
Cminc=1,...,C
√
mc
,
γ2(A, ‖ · ‖2→2) .
√
sα · Γdistinct ·
√
ln(2m) ln(2N) ln(2s)√
Cminc=1,...,C
√
mc
,
where Γdistinct = α
−1/2maxc=1,...,C maxj=1,...,N ‖HcUej‖2. Note that the estimate for γ2(A, ‖·‖2→2)
follows from Lemma 6.1. To complete the proof, we repeat the procedure in §6.2.4.
To prove Theorem 2.9 we follow the techniques of §6.3 using the same adjustments as made
above. The parameters in Theorem 5.1 now satisfy
dF (A) .
√
β
d2→2(A) . 1√
C
max
c=1,...,C
‖Hc‖2→2√
mc
≤
√
α · Ξdistinct√
Cminc=1,...,C
√
mc
γ2(A, ‖ · ‖2→2) .
√
sα ln(eN/s) · Ξdistinct√
Cminc=1,...,C
√
mc
,
where Ξdistinct = α
−1/2maxc=1,...,C ‖Hc‖2→2. In particular, for the γ2(A, ‖ · ‖2→2) estimate, note
that N (A, ‖ · ‖2→2, ν) ≤ N (Bs, (
√
α/C maxc=1,...,C ‖Hc‖2→2/√mcα)‖ · ‖2, ν) for every ν > 0. To
complete the proof, we repeat the procedure of §6.3.3.
7 Proofs II - Identical sampling
7.1 Reformulation as a chaos process
Let A be as in §2.3. Similar to §6.1, we first show that the quantity supz∈Bs
∣∣‖Az‖22 − E‖Az‖22∣∣ can
be viewed as the supremum of a chaos process. We have
‖Az‖22 =
1
m
C∑
c=1
‖A˜HcUz‖22 =
∥∥∥∥∥ 1√m

 z
∗U∗H∗1
...
z∗U∗H∗C


︸ ︷︷ ︸
=: Z ∈ CC×N
A˜∗
∥∥∥∥∥
2
F
=
m/C∑
i=1
1
m
‖Za˜i‖22 = ‖Azξ‖22
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where a˜∗i is the ith row of A˜,
Az :=
1√
m

 Z . . .
Z

 ∈ Cm×mN/C and ξ :=

 a˜1...
a˜m/C

 ∈ CmN/C , (7.1)
where the entries of ξ are i.i.d., zero-mean, unit-variance, and φ-subgaussian random variables. If
we define the set of m×mN/C matrices
A = {Az : z ∈ Bs} , (7.2)
then it follows that
sup
x∈Bs
∣∣‖Ax‖22 − ‖x‖22∣∣ = sup
Az∈A
∣∣‖Azξ‖22 − E‖Azξ‖22∣∣ .
7.2 Proof of Theorem 2.11
7.2.1 Estimation of dF (A)
We have
sup
Az∈A
‖Az‖F = sup
z∈Bs
√√√√ 1
m
m
C
z∗U∗
(
C∑
c=1
H∗cHc
)
Uz ≤
√
β
by the joint near-isometry condition (2.20). Therefore, dF (A) ≤
√
β.
7.2.2 Estimation of d2→2(A)
We have
sup
Az∈A
‖Az‖2→2 = 1√
m
sup
z∈Bs
∥∥[ H1Uz · · · HcUz ]∥∥2→2
=
1√
m
sup
z∈Bs
∥∥∥∥∥∥
N∑
j=1
zj
[
H1Uej · · · HcUej
]∥∥∥∥∥∥
2→2
≤ 1√
m
sup
z∈Bs
N∑
j=1
|zj |
∥∥[ H1Uej · · · HcUej ]∥∥2→2
≤
√
α
m
· Γidentical · sup
z∈Bs
‖z‖1
=
√
sα
m
· Γidentical
where Γidentical = α
−1/2maxj=1,...,N
∥∥[ H1Uej · · · HCUej ]∥∥2→2.
7.2.3 Estimation of γ2(A, ‖ · ‖2→2)
Let F : CN → Cm×mN/C be the mapping z 7→ Az, where Az is as in (7.1). As shown in the previous
section, we have
‖F(z)‖2→2 ≤
√
α
m
Γidentical‖z‖1.
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Following the same argument as in §6.2.3 (replacing Γdistinct by Γidentical wherever necessary), we
now deduce the estimate
γ2(A, ‖ · ‖2→2) .
√
2sα
m
· Γidentical ·
√
ln(2m) ln(2N) ln(2s).
7.2.4 Estimates of E1, E2, and E3
Given these estimates, we have the following estimates for E1, E2, and E3
E1 .
sα
m
Γ2identicalL
2 +
√
sαβ
m
ΓidenticalL+
√
sαβ
m
Γidentical
E2 .
sα
m
Γ2identicalL+
√
sαβ
m
Γidentical
E3 .
sα
m
Γ2identical,
where L =
√
ln(2m) ln(2N) ln(2s). To complete the proof of Theorem 2.11, one can repeat the
arguments in §6.2.4 so as to satisfy (5.2), (5.3), and (5.4).
7.3 Proof of Theorems 2.12
We follow the same setup as in §7.2. Since dF (A) ≤
√
β (see §7.2.1), in this section we need only
provide different estimates for the quantities d2→2(A) and γ2(A, ‖ · ‖2→2).
7.3.1 Estimation of d2→2(A)
We estimate d2→2(A) = supAz∈A ‖Az‖2→2 as follows:
sup
Az∈A
‖Az‖2→2 = 1√
m
sup
z∈Bs
∥∥[ H1Uz · · · HcUz ]∥∥2→2
≤ 1√
m
∥∥[ H1U · · · HcU ]∥∥2→2 sup
z∈Bs
∥∥∥∥∥∥∥

 z . . .
z


∥∥∥∥∥∥∥
2→2
=
√
α
m
· Ξidentical
where Ξidentical = α
−1/2maxc=1,...,C
∥∥[ H1 · · · HC ]∥∥2→2.
7.3.2 Estimation of γ2(A, ‖ · ‖2→2)
Note that, as shown above
‖Az‖2→2 ≤
√
α
m
· Ξidentical · ‖z‖2,
and thus ‖Az − Az′‖2→2 = ‖Az−z′‖2→2 ≤
√
α/mΞidentical‖z − z′‖2. Therefore, for every ν > 0,
N (A, ‖ · ‖2→2, ν) ≤ N (Bs,
√
α/mΞidentical‖ · ‖2, ν). Following the same argument as in §6.3.2
(replacing Ξdistinct by Ξidentical wherever necessary), we deduce the estimate
γ2(A, ‖ · ‖2→2) .
√
sα ln(eN/s)
m
· Ξidentical.
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7.3.3 Estimation of E1, E2, and E3
Given these estimates, we have the following bounds for E1, E2, and E3
E1 .
sα
m
ln(eN/s)Ξ2identical +
√
sαβ ln(eN/s)
m
Ξidentical
E2 .
√
s ln(eN/s)α
m
Ξ2identical +
√
αβ
m
Ξidentical
E3 .
α
m
Ξ2identical.
To complete the proof of Theorem 2.12, one can repeat the arguments in §6.2.4 so as to satisfy
(5.2), (5.3), and (5.4).
8 Proofs of Propositions 2.10, 2.13 and 2.14
8.1 Proof of Proposition 2.10
Observe that, for any j, α ≤ C−1∑Cc=1 ‖HcUej‖22 due to (2.7) and the fact that U is an isometry. In
particular, maxc=1,...,C ‖HcUej‖2 ≥
√
α. This gives the first inequality. For the second, we merely
notice that ‖HcUej‖2 ≤ ‖Hc‖2→2, since U is an isometry and ‖ej‖2 = 1. Finally, for the third we
first notice that (2.7) gives C−1
∑C
c=1 ‖Hcz‖22 ≤ β‖z‖22, ∀z ∈ CN . Hence ‖Hcz‖2 ≤
√
C
√
β‖z‖2 and
therefore ‖Hc‖2→2 ≤
√
C
√
β, which gives the result.
We now establish sharpness of the inequalities. Let H1 = . . . = HC = U = I so that (2.7) holds
with α = β = 1. Then
1 = Γdistinct = Ξdistinct,
which implies the lower two inequalities are sharp. For the second two inequalities, let Hc =
√
CPIc ,
where Ic is the index set
Ic = {(c − 1)n, . . . , cn}, c = 1, . . . , C − 1, IC = {(C − 1)n+ 1, . . . , N}, (8.1)
and n = ⌊N/C⌋. Then (2.7) holds with α = β = 1. Moreover ‖Hc‖2→2 =
√
C and, if U = I, then
maxj=1,...,N ‖HcUej‖2 =
√
C, as required.
8.2 Proof of Proposition 2.13
Consider the first bound in (2.28). Observe that
∥∥[ H1 · · · HC ]∥∥22→2 = max∑C
c=1 ‖xc‖22 6=0
∥∥∥∑Cc=1Hcxc∥∥∥2
2∑C
c=1 ‖xc‖22
. (8.2)
Fix j and let xc = zcUej , where ‖z‖2 = 1. Then
∑C
c=1 ‖xc‖22 = ‖Uej‖22‖z‖22 = 1. Hence
∥∥[ H1 · · · HC ]∥∥22→2 ≥
∥∥∥∥∥
C∑
c=1
zcHcUej
∥∥∥∥∥
2
2
.
Since z was arbitrary we deduce that ‖[H1 · · ·HC ]‖22→2 ≥ ‖[H1Uej · · ·HCUej ]‖22→2 which gives the
first bound of (2.28). For the second bound of (2.28), we notice that
∥∥[ H1 · · · HC ]∥∥22→2 ≤ max∑C
c=1 ‖xc‖22 6=0
(∑C
c=1 ‖Hc‖2→2‖xc‖2
)2
∑C
c=1 ‖xc‖22
≤
C∑
c=1
‖Hc‖22→2 ≤ C max
c=1,...,C
‖Hc‖22→2.
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Hence Ξidentical ≤
√
CΞdistinct and the second bound of (2.28) now follows from Proposition 2.10.
Now consider (2.27). The second bound follows immediately from (2.28). For the first, we merely
observe that
∥∥[ H1Uej · · · HCUej ]∥∥2→2 = max‖z‖2=1
z∈CC
∥∥∥∥∥
C∑
c=1
zcHcUej
∥∥∥∥∥
2
≥ ‖HcUej‖2,
for any c = 1, . . . , C. Finally, for (2.29) we notice from (8.2) that
∥∥[ H1 · · · HC ]∥∥22→2 ≥ max‖x‖2 6=0 ‖Hcx‖
2
2
‖x‖22
= ‖Hc‖22→2,
for any c = 1, . . . , C. This gives the result.
Now consider sharpness. Let U = I and Hc =
√
CPIc , where Ic is as in (8.1). Then (2.20) holds
with α = β = 1. Also
Γdistinct = Γidentical = Ξdistinct = Ξidentical =
√
C.
Hence it remains only to show the sharpness of the second inequalities in (2.28) and (2.29).
For simplicity, suppose that N/C = n ∈ N and write sensor profile matrices in block form as
Hc = {[Hc]a,b}Ca,b=1 , [Hc]a,b ∈ Cn×n,
where [Hc]a,b denotes (a, b)
th sub-matrix of Hc. Let
[Hc]a,b =
√
Cδa,1δb,cIn,
where In is the n× n identity matrix. In block form, we now have
[H∗cHc]a,b =
C∑
k=1
[Hc]k,a [Hc]k,b = C
C∑
k=1
δk,1δa,cδb,cIn = Cδa,bδa,cIn.
Thus, H∗cHc is the block diagonal matrix equal to CIn in its cth diagonal block and zero elsewhere.
In particular, C−1
∑C
c=1H
∗
cHc = I which implies that these matrices satisfy the joint isometry
property (2.20) with α = β = 1. Conversely,
[HcH
∗
c ]a,b =
C∑
k=1
[Hc]a,k [Hc]b,k = C
C∑
k=1
δa,1δk,cδb,1δk,cIn = Cδa,1δb,1In.
Hence, HcH
∗
c is the block-diagonal matrix equal to CIn in its (1, 1)
th block and zero elsewhere.
Thus ∥∥∥∥∥
C∑
c=1
HcH
∗
c
∥∥∥∥∥
2→2
= C2.
To deduce the sharpness of the second bound in (2.29), we now notice that
Ξdistinct =
∥∥[ H1 · · · HC ]∥∥2→2 =
√√√√∥∥∥∥∥
C∑
c=1
HcH∗c
∥∥∥∥∥
2→2
.
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Hence, Ξdistinct = C. Similarly, if j ∈ Id then
[Hceje
∗
jH
∗
c ]a,b = Cδa,1δb,1δc,dej′e
∗
j′ ,
where j′ = j mod n. Hence ∥∥∥∥∥
C∑
c=1
Hceje
∗
jH
∗
c
∥∥∥∥∥
2→2
= C‖ej′e∗j′‖2→2 = C,
which gives the result.
8.3 Proof of Proposition 2.14
In view of Proposition 2.13 we only need to prove that Ξidentical ≤
√
β/α
√
C. Since the Hc are
normal, we have
∥∥[ H1 · · · HC ]∥∥22→2 =
∥∥∥∥∥
C∑
c=1
HcH
∗
c
∥∥∥∥∥
2→2
=
∥∥∥∥∥
C∑
c=1
H∗cHc
∥∥∥∥∥
2→2
≤
√
C
√
β,
where in the last inequality we use the joint near-isometry property (2.20). This gives the result.
To show that this bound is sharp we may let Hc =
√
CPIc , where Ic is as in (8.1), as before.
9 Proof of Lemma 6.1
For small values of ν, we estimate the covering number using a volumetric argument. We first
introduce the sets BS =
{
z ∈ CN , ‖z‖2 ≤ 1, supp(z) ⊂ S
}
, so that
Bs =
{
z ∈ CN : ‖z‖0 ≤ s, ‖z‖2 ≤ 1
}
=
⋃
S⊂{1,...,N}
|S|=s
BS.
Let z ∈ Bs. Then
‖F(z)‖2→2 ≤ θ√
m
‖z‖1 ≤ θ
√
s
m
.
Using subadditivity of the covering numbers and treating the s-dimensional complex unit ball as
the real 2s-dimensional unit ball, we obtain
N (A, ‖ · ‖2→2, ν) = N (Bs, ‖F(·)‖2→2, ν)
≤
∑
S⊂{1,...,N}
|S|=s
N (BS , θ
√
s/m‖ · ‖2, ν)
≤
(
N
s
)(
1 + 2
θ
√
s/m
ν
)2s
≤
(
eN
s
)s(
1 + 2
θ
√
s/m
ν
)2s
.
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Therefore,
√
ln(N (A, ‖ · ‖2→2, ν)) ≤
√
2s

√ln(eN
s
)
+
√
ln
(
1 + 2
√
s
m
θ
ν
) ,
which gives the bound for small ν > 0.
For large ν, we first require the following:
Lemma 9.1 (Maurey’s lemma). Let X be a normed vector space and U ⊂ X be a set of cardinality
N , and assume that for every M ≥ 1 and u1, . . . , uM ∈ U we have
E
∥∥∥∥∥
M∑
i=1
εiui
∥∥∥∥∥
X
≤ A
√
M,
where {εi}Mi=1 is a Rademacher sequence. Then for every ν > 0 we have
ln (N (conv(U), ‖·‖X , ν)) . (A/ν)2 ln(N),
where conv(U) denotes the convex hull of U .
See, for example, [19, Lem. 4.2]. We shall also use the following non-commutative Khintchine
inequality (see, for example, [15, Lem. 9]):
Lemma 9.2 (Noncommutative Khintchine inequality). Let A1, . . . , AM be a sequence of matrices
of the same dimension and rank at most r. Then
E
∥∥∥∥∥
M∑
i=1
εiAi
∥∥∥∥∥
2→2
.
√
max{ln(r), 1}
√√√√ M∑
i=1
‖Ai‖22→2,
where {εi}Mi=1 is a Rademacher sequence.
Now let
‖z‖∗1 =
N∑
j=1
(|Re zj |+ |Im zj|), z ∈ CN , (9.1)
which is the usual ℓ1-norm after identification of C
N with R2N . By Cauchy-Schwarz inequality, we
have the embedding
Bs ⊂
√
2sB‖·‖∗1 =
{
z ∈ CN , ‖z‖∗1 ≤
√
2s
}
,
where B‖·‖∗1 = {z ∈ CN , ‖z‖∗1 = 1}. Therefore
N (Bs, ‖·‖F , ν) ≤ N
(√
2sB‖·‖∗1 , ‖·‖F , ν
)
= N
(
B‖·‖∗1 , ‖·‖F , ν/
√
2s
)
.
We shall now use Maurey’s lemma (Lemma 9.1). Let ‖·‖X = ‖F(·)‖2→2 and consider the set
U = {±ej ,±iej : j = 1, . . . , N},
so that conv(U) = B‖·‖∗1 . Now let u1, . . . , uM ∈ U . Then
E
∥∥∥∥∥
M∑
i=1
εiui
∥∥∥∥∥
X
= E
∥∥∥∥∥
M∑
i=1
εiF(ui)
∥∥∥∥∥
2→2
.
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To estimate this term we use a non-commutative Khintchine inequality (Lemma 9.2). This gives
E
∥∥∥∥∥
M∑
i=1
εiF(ui)
∥∥∥∥∥
2→2
.
√
max{ln(m), 1}
√√√√ M∑
i=1
‖F(ui)‖22→2 ≤
θ
√
max{ln(m), 1}√
m
√
M = A
√
M,
where in the penultimate step we use (6.4) and the fact that ‖ui‖1 = 1 since ui is a canonical
vector. Applying Maurey’s lemma with this value of A now gives the bound for large ν.
Acknowledgements
The work of IYC at the University of Michigan was supported in part by a W. M. Keck Foundation
grant. BA wishes to acknowledge the support of Alfred P. Sloan Research Foundation and the
Natural Sciences and Engineering Research Council of Canada through grant 611675. BA and IYC
both acknowledge the support of the National Science Foundation through DMS grant 1318894.
The authors would like to thank Jeffrey A. Fessler, Felix Krahmer, Richard Kueng, Hassan Mansour,
Rayan Saab, and Mike Wakin for useful comments and suggestions.
References
[1] I. Y. Chun and B. Adcock, “Compressed sensing and parallel acquisition,” IEEE
Trans. Inf. Theory, vol. 63, no. 7, pp. 1–23, May 2017. [Online]. Available:
http://arxiv.org/abs/1601.06214
[2] ——, “Optimal sparse recovery for multi-sensor measurements,” in IEEE Inf. Theory Workshop
(ITW) 2016, Cambridge, UK, Aug. 2016. [Online]. Available: http://arxiv.org/abs/1603.06934
[3] I. Y. Chun, C. Li, and B. Adcock, “Sparsity and parallel acquisition: Optimal uniform and
nonuniform recovery guarantees,” in 1st Workshop on Sparsity and Compressive Sensing in
Multimedia (MM-SPARSE), IEEE Intl. Conf. on Multimedia and Expo (ICME) 2016, Seattle,
WA, Jul. 2016. [Online]. Available: http://arxiv.org/abs/1603.08050
[4] I. Y. Chun, B. Adcock, and T. M. Talavage, “Efficient compressed sensing SENSE pMRI
reconstruction with joint sparsity promotion,” IEEE Trans. Med. Imag., vol. 35, no. 1, pp.
354–368, Jan. 2016.
[5] I. Y. Chun, B. Adcock, and T. Talavage, “Efficient compressed sensing SENSE parallel MRI
reconstruction with joint sparsity promotion and mutual incoherence enhancement,” in Proc.
36th IEEE EMBS, Chicago, IL, Aug. 2014, pp. 2424–2427.
[6] K. P. Pruessmann, M. Weiger, M. B. Scheidegger, and P. Boesiger, “SENSE: sensitivity en-
coding for fast MRI,” Magn. Reson. Med., vol. 42, no. 5, pp. 952–962, Jul. 1999.
[7] J. Y. Park and M. B. Wakin, “A geometric approach to multi-view compressive imaging,”
EURASIP J. Adv. Signal Process., vol. 2012, no. 1, pp. 1–15, Dec. 2012.
[8] Y. Traonmilin, S. Ladjal, and A. Almansa, “Robust multi-image processing with optimal sparse
regularization,” J. Math. Imaging Vis., vol. 51, no. 3, pp. 413–429, Mar. 2015.
35
[9] L. Baboulaz and P. L. Dragotti, “Exact feature extraction using finite rate of innovation
principles with an application to image super-resolution,” IEEE Trans. Image Process., vol. 18,
no. 2, pp. 281–298, Feb. 2009.
[10] M. F. Duarte and Y. C. Eldar, “Structured compressed sensing: From theory to applications,”
IEEE Trans. Signal Process., vol. 59, no. 9, pp. 4053–4085, Sep. 2011.
[11] H. Jiang, G. Huang, and P. Wilford, “Multi-view in lensless compressive imaging,” APSIPA
Trans. Signal Inf. Process., vol. 3, p. e15, Dec. 2014.
[12] R. Aceska, J.-L. Bouchot, and S. Li, “Local sparsity and recovery of fusion frames
structured signals,” arXiv pre-print cs.IT:1604.00424, Apr. 2016. [Online]. Available:
http://arxiv.org/abs/1604.00424
[13] B. M. Sanandaji, “Compressive system identification (CSI): Theory and applications of exploit-
ing sparsity in the analysis of high-dimensional dynamical systems,” Ph.D. thesis, Colorado
School of Mines, USA, 2012.
[14] H. Nien, “Model-based X-ray CT image and light field reconstruction using variable splitting
methods,” Ph.D. thesis, The University of Michigan, USA, 2014.
[15] A. Eftekhari, H. L. Yap, C. J. Rozell, and M. B. Wakin, “The restricted isometry property
for random block diagonal matrices,” Appl. Comput. Harmon. Anal., vol. 38, no. 1, pp. 1–31,
Jan. 2015.
[16] M. B. Wakin, J. Y. Park, H. L. Yap, and C. J. Rozell, “Concentration of measure for block
diagonal measurement matrices,” in Proc. 2010 IEEE ICASSP, Dallas, TX, Mar. 2010.
[17] J. Y. Park, H. L. Yap, C. J. Rozell, and M. B. Wakin, “Concentration of measure for block
diagonal matrices with applications to compressive signal processing,” IEEE Trans. Signal
Process., vol. 59, no. 12, pp. 5859–5875, 2011.
[18] C. J. Rozell, H. L. Yap, J. Y. Park, and M. B. Wakin, “Concentration of measure for block
diagonal matrices with repeated blocks,” in Proc. 44th IEEE CISS, Princeton, NJ, Mar. 2010.
[19] F. Krahmer, S. Mendelson, and H. Rauhut, “Suprema of chaos processes and the restricted
isometry property,” Commun. Pur. Appl. Math., vol. 67, no. 11, pp. 1877–1904, Jan. 2014.
[20] S. Foucart and M.-J. Lai, “Sparsest solutions of underdetermined linear systems via ℓq-
minimization for 0 < q ≤ 1,” Appl. Comput. Harmon. Anal., vol. 26, no. 3, pp. 395–407,
May 2009.
[21] T. T. Cai and A. Zhang, “Sparse representation of a polytope and recovery of sparse signals
and low-rank matrices,” IEEE Trans. Inf. Theory, vol. 60, no. 1, pp. 122–132, Jan. 2014.
[22] R. Vershynin, “Introduction to the non-asymptotic analysis of random matrices,” in Com-
pressed Sensing: Theory and Applications, Y. Eldar and G. Kutyniok, Eds. Cambridge,
U.K.: Cambridge University Press, 2012, ch. 5, pp. 210–268.
[23] J.-G. Choi, S.-J. Park, and H.-N. Lee, “Compressive sensing and its application in wireless
sensor networks,” in Intelligent Sensor Networks: The Integration of Sensor Networks, Signal
Processing and Machine Learning, F. Hu and Q. Hao, Eds. Boca Raton, FL: CRC Press,
2012, ch. 15, pp. 351–378.
36
[24] J. Oliver and H.-N. Lee, “A realistic distributed compressive sensing framework for multi-
ple wireless sensor networks,” in Proc. 4th Signal Process. with Adapt. Sparse Struct. Repr.,
Edinburgh, Scotland, UK, Jun. 2011, p. 105.
[25] H. Monajemi, S. Jafarpour, M. Gavish, D. L. Donoho, S. Ambikasaran, S. Bacallado, D. Bhara-
dia, Y. Chen, Y. Choi, M. Chowdhury et al., “Deterministic matrices matching the compressed
sensing phase transitions of Gaussian random matrices,” Proc. Natl. A. Sci. USA, vol. 110,
no. 4, pp. 1181–1186, Jan. 2013.
[26] I. CVX Research, “CVX: Matlab software for disciplined convex programming, version 2.0,”
http://cvxr.com/cvx, Aug. 2012.
[27] M. Grant and S. Boyd, “Graph implementations for nonsmooth convex programs,” in Recent
Advances in Learning and Control, ser. Lecture Notes in Control and Information Sciences,
2008, pp. 95–110.
[28] B. Adcock, A. C. Hansen, C. Poon, and B. Roman, “Breaking the coherence barrier: a new
theory for compressed sensing,” Forum of Mathematics, Sigma 5, 2017.
[29] B. Roman, A. Hansen, and B. Adcock, “On asymptotic structure in compressed sensing,”
arXiv pre-print math.FA/1406.4178, Jun. 2014.
[30] C. Li and B. Adcock, “Compressed sensing with local structure: uniform recovery guarantees
for the sparsity in levels class,” to appear in Appl. Comput. Harmon. Anal., 2018.
[31] M. Talagrand, The generic chaining: upper and lower bounds of stochastic processes. Berlin:
Springer Verlag, 2005.
37
