1.Introduction
Apart from buoyancy forcing, the major driving force for motions within the ocean is the wind−stress. Conversely, surface stress at the base of the atmosphere provides the major retarding force for its circulation. Boundary stress will drive, within the turbulent boundary layer, a net mass transport at right angles to the stress. Divergences and convergences of this Ekman transport will result if the surface stress has a curl. These divergences (convergences) pump fluid out of (into) the interior of the fluid, setting up a secondary circulation.
Despite the weakness of this circulation, it has major consequences on the flow because of rotation and stratification. Due to the Coriolis force, the horizontal motions associated with this circulation will continually accelerate a flow perpendicular to the secondary circulation, while the vertical motions will advect the density field. This acceleratory process termed stratified spin−up (SSU) is fundamental to geophysical flows and has been studied extensively (Holton (1965) , Sakurai (1969) , Walin (1969) , Buzyna and Veronis (1971) , Allen (1973) ). Common to all of these analyses is the assumption that the magnitude of the flow induced by this process is small enough so that nonlinear advection of momentum and density is negligible, i.e. that the Rossby number ε=U ⁄ fL (where U and L are scales for the magnitude and length scale of the flow and f is the Coriolis parameter) is very small. For the case of the ocean forced by a wind−stress curl constant in time, SSU generates interior geostrophic flow in the direction of the wind that grows linearly with time.
Hence, with such forcing, the Rossby number continually increases, and at some time advection of momentum and density by the secondary circulation cannot be neglected from the dynamics of SSU. The assumption of linear dynamics of SSU theory then comes into question. Unstable density gradients also arise, confounding the assumption of a laminar, hydrostatic nearly geostrophic interior.
Since the secondary circulation is strongest in the Ekman layer, that is where nonlinear effects should be intensified. How does advection of momentum modify the dynamics in the Ekman layer? Although this issue has not been addressed in the context of SSU, Stern (1965) and Niiler (1969) considered the nonlinear interaction between the Ekman flow and a pre−existing geostrophic vortex and barotropic current respectively. The approach of Stern was to use scale analysis, whereas Niiler explicitly solved for the linearized wind−driven flow about a barotropic ocean current. Both studies focused on the vertically integrated response of the flow in the Ekman layer, concluding that the Ekman transport induced by a wind−stress τ blowing in the direction of the pre− existing flow is given by:
where ρ is the density, f is the Coriolis parameter, and ζ is the vertical component of the relative vorticity associated with the pre−existing flow. Thus, for flows where the Rossby number is significant, the Ekman transport varies inversely with the absolute vorticity f ζ rather than planetary vorticity f. The most striking consequence of this result is that Ekman pumping/suction:
(where x is the co−ordinate perpendicular to the flow as well as the wind) can occur even if the wind−stress does not have a curl, as a result of spatial variations in the vertical vorticity, i.e. the second term of (1.2). Generation of Ekman pumping by a spatially uniform wind−stress was investigated numerically in the study of Lee et al. (1994) , in which such a wind was applied to an oceanic current initially in geostrophic balance. In contrast, our study focuses on the consequences of the first term in (1.2) which implies that Ekman pumping induced by the curl of the wind−stress is amplified (reduced) in regions of anticyclonic (cyclonic) vorticity.
The dependence of the Ekman pumping on the vertical vorticity presents a coupling between the Ekman layer and the flow in the interior of the ocean. We investigate the effects of this coupling on the spin−up of a stratified fluid forced by a wind−stress varying sinusoidally in the direction perpendicular to the wind. This forcing is used to highlight the fundamental differences between linear and nonlinear SSU. The nonlinear analysis is accomplished by the use of a regular perturbation expansion in orders of the Rossby number (involving harmonics of the wind−stress) for the velocity within the Ekman layer. The pumping/suction induced by the second order flow is then used to drive a secondary circulation in the interior whose effect is to accelerate a flow parallel to the wind. An analytical expression for this flow is calculated, from which its dependence on the parameters involved (stratification, rotation, wind−stress strength and length scale) and the new features which nonlinearities bring to the solution (sharpening of gradients, asymmetries, etc.) are determined explicitly. A quasi−analytical solution for the density field in the Ekman layer is derived by advecting the initial density field with the analytical solution for the secondary circulation. A numerical experiment using a fully nonlinear two dimensional nonhydrostatic numerical model is performed to explore the validity of as well as extend the analytical solution.
The outline of the paper is as follows. First, the formulation of the SSU problem and description of the numerical model are given. Next, the method and solution to the weakly nonlinear theory of SSU is described in section 3. The paper is concluded with a discussion in section 4.
2.Formulation a. Basic equations
The basic equations governing motion of an incompressible Boussinesq fluid on an f −plane rotating about the vertical axis with an angular velocity of Ω= f ⁄2 are:
where q= u,v,w , p, ρ , and T are respectively the velocity, pressure, density and We assume the undisturbed fluid to have a uniform stable stratification with buoyancy frequency N = α g ∆T ⁄ H where ∆T is the background temperature difference imposed the fluid depth H.
The equations are non−dimensionalized by scaling the variables in the following way
where L is a characteristic horizontal length scale, ε=U ⁄ fL is the Rossby number, U is a characteristic horizontal velocity, and p b is the hydrostatic background pressure associated with the background temperature field
The motion of the fluid is driven by a wind−stress τ with a magnitude τ o applied at the surface in the y−direction. It is anticipated that this wind−stress will induce an Physically the Ekman number represents the ratio of the square of the thickness of the Ekman layer to the square of the depth of the fluid, whereas the Burger number represents the ratio of the square of the Rossby radius of deformation L r =N H⁄ f to the square of the characteristic length scale L.
b. Boundary conditions, initial conditions, and forcing
The fluid is unbounded in the x−direction and is capped at z = 1 with a thermally insulated rigid boundary along which the wind−stress is applied. The bottom boundary at z = 0 is an insulated, no−slip wall. At t = 0 the wind−stress is turned on impulsively.
This leads to the following boundary conditions on the dimensionless variables:
We investigate the response of an initially motionless, uniformly stratified rotating fluid to a wind−stress that varies sinusoidally in the x−direction. The wavelength of this sinusoid is the characteristic length L. The initial conditions and form of the wind−stress are as follows:
The purpose of this exercise is to examine how nonlinear advection of momentum and temperature affect the spin−up of the fluid. Because of this, we consider cases where the Rossby numbers of the wind driven flow ε is small but not insignificant. We also assume that ε∼E 1⁄ 2 , that the aspect ratio is greater than one, and that the Burger number is an order one quantity.
c. Numerical model
Once the analytical solution for the above mentioned problem is attained, we will explore its validity using a nonlinear two dimensional nonhydrostatic numerical model. The model integrates the following equations forward in time: . Unlike previous stratified spin−up analyses (Sakurai (1969) , Allen (1973) ), the variables are expanded in terms of the Rossby number rather than the Ekman number, so as to better resolve nonlinear rather than diffusive dynamics. Quantities in the Ekman layers are expanded as follows: The vertical velocity is scaled by E 1⁄ 2 as dictated by the continuity equation and the thinness of the Ekman layer.
Similar expansions are applied in the interior region:
where it has been anticipated that the pumping of fluid into and out of the Ekman layer sets the E 1⁄2 scale of the circulation in the x−z plane. For convenience, a streamfunction representing this circulation is introduced, i.e. u i =∂ ψ i ⁄∂ z and
Following earlier work on stratified spin−up (Sakurai (1969) , Buzyna and Veronis (1971) , Allen (1973) ), we focus on time scales of order the spin−up time of a homogeneous fluid Greenspan and Howard (1963) and which are not the focus of this study, but will nonetheless appear in the numerical simulation.
a. O 1 solutions
Substituting expressions (3.1)−(3.3) into equations (2.6)−(2.9), leads to the O 1 equations. In the interior:
Equation ( 
The boundary conditions for ψ i 1 are determined by the O 1 flow in the Ekman layer which is governed by these equations: . Satisfying this boundary condition, the velocity in the x−direction becomes:
The divergence of flow leads to a vertical velocity which must be matched at z = 1 by its counterpart in the interior. This sets the upper boundary condition for ψ i 1 :
The O 1 equations in the lower Ekman layer are identical to (3.8)−(3.10). The flow in this boundary layer is driven by the pressure gradient in the interior of the fluid. A consequence of this coupling between the interior and Ekman layer quantities is that the lower boundary condition for ψ i 1 is kinematic:
The solution to (3.7) subject to (3.12) and (3.13), as derived by Allen (1973) is:
with λ=2 π S and β=λcoth λ ⁄2 . Notice that ast → 0 the streamfunction does not go to zero . This is a consequence of ignoring the initial development of the flow in the Ekman layer. Also note that because of the constraining effects of stratification, this secondary circulation is concentrated near the surface in a layer δ s =H ⁄λ thick. Integrating (3.5) and (3.6) and using the initial conditions (2.12), the solutions for v i 1 and T i 1 are: 
b. O ε solutions in the Ekman layer
The first effects of nonlinearities are dictated by the second order equations. We focus our investigation in the Ekman layer, since advection by the secondary circulation in the
smaller than that in the Ekman layer. Also, we assume that the Burger number is an order one quantity so that the stratification considerable weakens the interior flow near the bottom. We make this assumption so as to justify neglecting a nonlinear analysis in the bottom Ekman layer. A nonlinear analysis of the bottom Ekman layer in a homogeneous fluid has most recently been investigated by Hart (2000) , who
analytically derived high order corrections in Rossby number to the Ekman pumping formula for a given interior geostrophic flow.
The second order momentum equations in the top Ekman layer are:
where (3.20) are the expressions for the divergence of the first order x and y advective momentum fluxes within the top Ekman layer. Notice that they include terms involving interior quantities. These quantities are evaluated at z = 1 because their variation over the thin Ekman layer is negligible. All of the terms in (3.19) and ( Before solving equations (3.17) and (3.18) explicitly, it is instructive to calculate the O ε correction to the Ekman transport. This is done by integrating (3.18) in z.
When only the term involving the horizontal advection of v i 1 in the Ekman layer is retained in F y , the Ekman transport to O ε becomes (in dimensional units):
where 
c. Physical interpretation of O ε effects in the Ekman layer
To gain physical insight into the features of this solution, it is beneficial to look at the equation governing the x \component, ξ= ∂ v ⁄∂ z , of the relative vorticity. Instead of using the full expression for the nonlinear terms of this vorticity equation, based on the arguments previously mentioned, only the term involving the advection of v will be considered. Also, since we are interested in the dynamics in thin Ekman layer, the vertical variation of the vertical vorticity as well as horizontal diffusion will be neglected. The approximate equation for ξ is:
The physics behind this equation is best described in terms of tilting of vorticity. By including the nonlinear term in the equation, the tilting of absolute rather than planetary vorticity replenishes frictional twisting, which dissipates ξ . Because of this, the shear in the Ekman layer must be enhanced in regions of anticyclonic vorticity so that the tilting of the diminished absolute vorticity can balance the dissipation.
d. O ε solutions in the interior
The flow in the surface Ekman layer is coupled to the interior via the interior vertical vorticity. Could changes of the vorticity induced by Ekman pumping feedback on the pumping itself and enhance or detract from those changes? To answer these questions we must solve for v i 2 , which can be calculated once the second order correction to the streamfunction in the interior is known. The second order correction to the streamfunction in the interior is governed by the following equation:
where figure 4a . Figure   4b demonstrates the x dependence of the vertical vorticity normalised by the Coriolis parameter f. For both figure 4a and 4b, the solid line is the analytic solution and the dotted line is the numerical solution filtered of inertial oscillations. The agreement between the two solutions is excellent, justifying the hypothesis that the interior O ε variables are primarily driven by the second order Ekman pumping. The figure illustrates that the presence of nonlinearities leads to an uneven distribution of vertical vorticity, with anticyclonic maximums being larger than cyclonic ones. This is due to the asymmetric way in which the Ekman transport is modified in cyclonic versus anticyclonic regions. As evident from (3.21) the Ekman transport is reduced in regions where the vorticity is cyclonic and enhanced where it is anticyclonic. For this spin−up problem, anticyclonic (cyclonic) vorticity is generated where the Ekman transport is convergent (divergent). Since convergence of the Ekman transport is correlated with anticyclonic vorticity, by including nonlinearities, Ekman convergence will be stronger than divergence. This causes the anticyclonic vorticity to grow faster than the cyclonic vorticity (see figure 5 ), leading to the uneven vorticity distribution. In figure 5 , plotted with the analytic solution for the time series of the magnitude of the anticyclonic (cyclonic) vorticity at the location of the minimum (maximum) wind−stress curl is the corresponding unfiltered time series from the numerical experiment. Beforet =0.5 , the trends of the of the unfiltered time series are predicted by the theory. The figure also demonstrates that inertial oscillations are much stronger where the vorticity is anticyclonic as compared to cyclonic. This is the familiar result of the theoretical study by Kunze (1985) who found that near−inertial waves become trapped and amplified in regions of anticyclonic vorticity. Apart from being predicted theoretically, this amplification of inertial oscillations has been observed on the anticyclonic side of ocean fronts, Kunze and Sanford (1984) , Weller (1985) , and Mied et al. (1986) . After t =0.5 , the theory fails in the region near the maximum of anticyclonic vorticity. We will now show that the break down of the theory is attributable to a violation of the thermal wind balance, equation (3.4), induced by the large lateral density gradients found near the maximum of Ekman pumping.
e. Unstable density gradients and density fronts
Now we focus our attention on the temperature field. Close inspection of figure 1a indicates that the flow in the Ekman layer has the tendency to advect relatively cool water over warmer water. This nonlinear process should create temperature inversions within the Ekman layer. Indeed, as evident in figure 6a , the temperature field of the contains such inversions. We first attempted to solve for the temperature field by at z = 0.988 is shown in figure 7 , with figure 7a corresponding to the first harmonic, 7b the second, etc. From the start of the experiment, the spectrum of the temperature has significant energy in all four harmonics, whereas the spectrum of the streamfunction has most of its energy in the first two harmonics. Hence, it is not surprising that the streamfunction but not the temperature can be well described by an expansion to
Instead of continuing the expansion of T e to higher orders, we exploited the nonlinear nature of the temperature field to make the assumption that advection primarily governs its dynamics, that is, fluid parcels conserve their temperature:
The procedure for solving this equation is as follows. Using the analytical solution for the circulation in the x−z plane (u, w), the position of a fluid parcel (X, Z) can be calculated by solving the following coupled system of ODE's :
Because fluid parcels conserve their temperature, by choosing a set of fluid parcels whose positions at t = 0 are coincident with an isothermal surface, which are horizontal lines, the consequent distortion of that surface can be monitored for later times using the positions (X, Z) of that set of parcels. Figure 6b shows the temperature field calculated in this way at the same time as the numerical solution shown in the figure 6a. Qualitatively this method reproduces features seen in the numerical solution, namely, an arrowhead− shaped region of downwelled fluid flanked by sharp lateral gradients and temperature inversions. Because of the exclusion of the diffusion of heat in this method, the downwelled fluid is warmer than that found in the numerical solution and the temperature does not satisfy the insulating boundary condition at z = 1.00.
To quantitatively compare the magnitude of the temperature inversions found in both solutions, a local Rayleigh number was calculated:
where ∆T i x,t is the temperature difference across a temperature inversion of thickness δ i x,t . A time series of the maximum Rayleigh number for the two solutions is plotted in figure 8 , with the dotted line signifying R calculated from the numerical solution. The agreement is quite good, indicating that the structure of the temperature inversions are almost completely determined by advection.
The advection of temperature by the secondary circulation converges and depresses isotherms where the vorticity modified Ekman pumping is largest. As can be seen in figure 7a and 7b, this action causes isotherms to outcrop, i.e. intersect the upper boundary. This process of frontogenesis leads to the formation of strong density gradients in the x−direction . These gradients tend to generate vorticity in the y −direction, i.e. χ , through buoyancy twisting: α g ∂T ⁄∂ x . If the fluid is rotating, this tendency can be counteracted by tilting of the planetary vorticity to the y−direction:
The balance of these two vorticity generating mechanisms is the thermal wind balance, nondimensionized in (3.4). The lateral variation of these two terms is plotted in figure 9 . Between x = 0.2 and x = 0.3 the two curves are not mirror images of each other, as buoyancy twisting is stronger than tilting of planetary vorticity. A measure of this deviation from the thermal wind balance is:
which is positive if χ is driven by buoyancy twisting. The space−time structure of ∆ tw is contoured in figure 10 . Beforet =0.4 , ∆ tw is dominated by near−inertial waves that propagate towards the maximum of anticyclonic vorticity. After this time, two branches of strong buoyancy twisting bifurcate from x = 0.25. As evident in figure   11 , 
Conclusions
In this paper we have shown, both by a weakly nonlinear analytical theory and by direct numerical simulation, that modification of the Ekman transport by the vertical relative vorticity dramatically effects the spin−up of a stratified−−rotating fluid. As vertical relative vorticity is generated during the spin−up of the fluid by the secondary circulation, the vertical shear of the flow in the Ekman layer tilts lines of absolute vorticity away from the vertical to replenish frictional twisting of vorticity. Because the shear tilts absolute rather than planetary vorticity, the Ekman transport is enhanced in regions of anticyclonic vorticity so that the tilting of the diminished absolute vorticity can balance the dissipation. This effect causes Ekman pumping to be stronger than Ekman suction because it is correlated with anticyclonic vorticity. The results of this feedback mechanism are that anticyclonic vorticity grows more rapidly than cyclonic vorticity and that the initial sinusoidal profile of the down−wind velocity is steepened.
The steepening of the down−wind velocity profile is not due to advection of momentum by the flow in the interior, for the dynamics in the interior are dominantly linear, at least during the early stages of the development. Instead, the steepening is a result of asymmetries in the secondary−circulation that are caused by the nonlinear modification of the Ekman pumping/suction. This contrasts to the models of two−dimensional, inviscid frontogenesis based on the work of Hoskins and Bretherton (1972) which rely on nonlinear advection of momentum and density by interior flow to generate frontal sharpening. Another difference between our study and the studies based on the Hoskins and Bretherton model is that in the latter, the frontogenesis is induced by either an initial deformation field or Ekman pumping specified at a horizontal boundary, e.g. Pedlosky The effects described in this paper of the modification of the SSU process by the nonlinear corrections to the Ekman pumping occur most rapidly for large Rossby and
Burger numbers, i.e. with a wind−stress that varies over length scales at or below an oceanic Rossby radius of deformation. Recent observations of actual wind−stress measurements at the ocean's surface, made using aircraft, Winant et al. (1988) and Friehe et al. (1991) ; and scatterometer winds, Chelton et al. (1999), and Kelly et al. (2000) ,
show that the wind−stress can vary over lengths comparable to oceanic flows. A prime example of this was seen in wind−stress measurements made using an aircraft flying over ocean fronts observed during the FASINEX experiment, Friehe et al. (1991) The unknown coefficients A 1 , A 2 , B 1 , B 2 were found by applying the following conditions at
, where the superscript "+"
("−") indicates that the quantity is evaluated to the right (left) side of η=a . Condition iv) insures that ∂ 4 G⁄∂η 4 takes the form of a delta function at η=a . These conditions are more concisely stated in the form of a matrix equation: 
