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PREFACE
This thesis has been developed as a part of the Ph.D. project on the topic “Parameter 
Estimation and Uncertainty Assessment in Hydrological Modelling”. The study has 
been undertaken primarily at the Institute of Environment & Resources (E&R), at the 
Technical University of Denmark from 2003 until 2007. DHI Water • Environment • 
Health has also hosted the research. The main supervisor has been Prof. Dan Rosbjerg, 
Institute of Environment & Resources and co-supervisor has been Dr. Henrik Madsen, 
DHI Water • Environment • Health. 
A part of the work has been conducted during a 6-months visit to Los Alamos National 
Laboratory (LANL), Los Alamos, New Mexico, in collaboration with Dr. Jasper 
Alexander Vrugt. 
The research developed during the Ph.D. study has been extensively presented at 
various international conferences, where the feedbacks from several researches have 
been particularly appreciated. Preliminary and partial findings of the study have also 
been published in various conference proceedings, which are not included in this thesis. 
Only the manuscripts that give a more comprehensive picture of the overall Ph.D. 
research are included in this dissertation. These have all been submitted to scientific 
journals for publication. 
The thesis consists of a synopsis that tries to give a general overview of the main field 
in which the research has focussed and three manuscript journal papers: 
Paper 1 
Blasone, R. S., Madsen, H. and Rosbjerg, D. (2007). Parameter estimation in 
distributed hydrological modelling: comparison of global and local optimization 
techniques. Submitted. 
Paper 2 
Blasone, R. S., Vrugt, J. A., Madsen, H., Rosbjerg, D., Robinson, B. A. and Zyvoloski, 
G. A. (2007). Generalized likelihood uncertainty estimation (GLUE) using adaptive 
Markov chain Monte Carlo sampling. Submitted.  
Paper 3 
Blasone, R. S., Madsen, H. and Rosbjerg, D. (2007). Uncertainty assessment of 
integrated distributed hydrological models using GLUE with Markov chain Monte 
Carlo sampling. Submitted. 
The papers are not included in this www-version but can be obtained from the Library 
at the Institute of Environment & Resources, Bygningstorvet, Building 115, Technical 
University of Denmark, DK-2800 Lyngby (library@er.dtu.dk). 
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“I came across a cache of old photos 
And invitations to teenage parties 
"Dress in white" one said, with quotations 
From someone's wife, a famous writer 
In the nineteen-twenties 
When you're young you find inspiration 
In anyone who's ever gone 
And opened up a closing door 
She said: "We were never feeling bored 
'Cause we were never being boring 
We had too much time to find for ourselves 
And we were never being boring 
We dressed up and fought, then thought: "Make amends" 
And we were never holding back or worried that 
Time would come to an end" 
…
We were always hoping that, looking back 
You could always rely on a friend…” 
Excerpt from:  
Pet Shop Boys, Neil Tennant and Chris Lowe, “Being Boring”, EMI, 1990. 
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ABSTRACT
A rational and efficient management of the water resources requires a good insight into 
the hydrological processes, as well as accurate estimates of the availability of water in 
the surface and sub-surface bodies. Hydrological models are the tools that can provide 
this knowledge. 
In the past decades, a great deal of research has been directed to improving our 
understanding of hydrological processes and implementing this knowledge in numerical 
modelling systems, which has resulted in models of increasing degree of complexity. At 
the same time, various techniques to estimate the model parameters and to assess the 
uncertainty associated with model estimates have been developed and tested on a large 
variety of case studies. Despite this, while comprehensive studies on the applicability of 
these methodologies have been conducted using simple, lumped, conceptual, rainfall-
runoff models, the same has not been done for more complex, distributed, integrated, 
physically-based models. The reasons for this are mainly the long computational time 
(often prohibitive for running multiple simulations) and the huge data requirements that 
characterize the latter, more complex models. Moreover, most of the software 
implementing these codes is not yet of free access. 
The main contribution of this thesis is that of bringing more insight into the 
processes of parameter estimation and uncertainty assessment techniques in hydrology 
with focus on distributed, integrated, physically-based models. The first part of the 
thesis is a summary that introduces the field of research. The main concepts of 
hydrological modelling, proper model setup and parameterization, model calibration 
and validation, as well as uncertainty assessment are presented. The second part consists 
of three papers, enclosed in the appendices, which present the specific contributions of 
the Ph.D. study to the field. 
Paper 1 investigates and compares the applicability of a local and a global 
parameter estimation technique, which are broadly used in hydrology, to distributed 
models of increasing complexity. A methodology to combine the strengths of the two 
techniques in order to address the calibration problem more efficiently and effectively is 
also proposed. Paper 2 introduces a modification to one of the most widely employed 
procedures for uncertainty assessment of hydrological models, which results in an 
increased efficiency and effectiveness of the method. The revised procedure is tested on 
conceptual rainfall-runoff models, but complex models, with a large parameter space 
and long simulation time, are in fact those that will benefit the most by the improved 
method. Paper 3 presents an application to a distributed, integrated, physically-based 
model of the uncertainty assessment procedure introduced in Paper 2. A comprehensive 
framework for appropriate model parameterization, calibration, validation and 
uncertainty assessment is also implemented and described. 
viii
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DANSK RESUMÉ 
En rationel og effektiv vandressourceadministration forudsætter indsigt i og forståelse af 
de hydrologiske processer samt præcise opgørelser af de tilgængelige vandmængder i 
både overfladevands- og grundvandsmagasiner. Til det formål er hydrologiske modeller 
et uomgængeligt værktøj. 
I de senest 10-20 år er der forsket meget i hydrologiske processer og især i 
implementeringen af denne viden i numeriske modelsystemer. Dette har ledt til 
modeller af stigende kompleksitet. Samtidig er en række forskellige teknikker til at 
estimere modelparametre og til at skønne usikkerheden på modelprædiktioner udviklet 
og afprøvet på forskelligartede problemstillinger. Omfattende studier er blevet 
gennemført med disse teknikker ved brug af simple, områdeintegrerede nedbør-
afstrømningsmodeller, hvorimod anvendelsen på mere komplekse, distribuerede og 
integrerede modelsystemer har været mere sparsom. Grunden hertil har været de lange 
beregningstider og omfattende datakrav, der karakteriserer denne type modeller, og som 
udgør et stort problem ved rekursiv anvendelse af modellerne. Dertil kommer, at de 
komplekse modeller sædvanligvis ikke er frit tilgængelige på samme måde som de 
simple nedbør-afstrømningsmodeller. 
Hovedsigtet med afhandlingen er at tilføje mere viden og videreudvikle 
teknikker til parameterestimering og usikkerhedsberegning med fokus på distribuerede, 
integrerede og fysisk-baserede hydrologiske modeller. I afhandlingens første del 
præsenteres forskningsområdet bredt. Der gives en introduktion til hydrologisk 
modellering, modelopsætning og parameterisering, kalibrering og validering samt 
usikkerhedsberegning. Den anden del af afhandlingen besår af tre forskningsartikler, 
som udgør det egentlige videnskabelige resultat af ph.d.-studiet. 
Artikel 1 undersøger og sammenligner anvendeligheden af henholdsvis en lokal 
og en global optimeringsteknik til estimering af parametre i modeller af stigende 
kompleksitet. De opnåede resultater har ledt til en metode, som kan kombinere 
styrkerne af de to metoder, der begge er hyppigt anvendt, således at en mere effektiv 
kalibrering kan opnås for komplekse modeller. Artikel 2 introducerer en modifikation til 
én af de mest hyppigt anvendte metoder til kalibrering af hydrologiske modeller, der 
kan forøge effektiviteten af kalibreringen betydeligt. Den reviderede procedure er 
afprøvet på simple nedbør-afstrømningsmodeller, men det antages, at den i endnu højere 
grad vil få betydning for kalibrering af komplekse modeller. Artikel 3 er en afprøvning 
af denne antagelse på en distribueret, integreret og fysisk-baseret model, og det er i 
artiklen beskrevet, hvorledes en systematisk og omfattende parameterisering, 
kalibrering, validering og usikkerhedsanalyse kan implementeres i komplekse modeller. 

11  HYDROLOGICAL MODELLING 
1.1 The hydrological cycle 
The hydrological cycle describes the continuous movement and changes of the state of 
water between and in the atmosphere and the earth. This cycle includes the processes 
illustrated in Figure 1: evapotranspiration (water going into the atmosphere), 
condensation (forming of clouds); precipitation (in various form, such as rain, snow, 
sleet and hail), runoff (flow of rainwater on the earth’s surface and in surface water 
bodies) and percolation (water infiltrating into the earth to form and/or recharge 
groundwater bodies). The water movement from the earth’s surface to the atmosphere is 
supported by the solar radiation, while the water movement at and below the surface of 
the earth is mainly driven by gravity. The main effect of the hydrological cycle is that of 
maintaining the heat balance of the earth, trough moving and redistributing water 
masses. 
Figure 1. The hydrological cycle (from FIRSWG 1998). 
2Hydrology is the science that studies the water cycle, with particular focus on the 
processes occurring at the land phase. The subject is very vast and complex, due to the 
huge variety of processes involved in the cycle, their different temporal and spatial 
scales of occurrence and their interaction with other environmental components.  
The life of humans is deeply dependent on the water resources (particularly on 
freshwater), which are necessary for personal and domestic purposes, for recreation, as 
well as to support agriculture, fishery, hydropower generation, industries and various 
kinds of other uses. On the other hand, water can also constitute a threat, as, for 
example, in the case of floods. The strong connection between humans and water makes 
it necessary in several practical applications to have the best knowledge as possible on 
specific hydrological processes at the spatial and temporal scale of interest. This is 
essential to effectively plan, develop and manage the water resources, as well as to 
prevent its dangers. Hydrological models, which are introduced in the following part, 
are the primarily tools developed for hydrological predictions and for gaining more 
insight into the physical processes. 
1.2 Hydrological modelling 
Hydrological modelling is the discipline that tries to quantitatively describe the land 
phase processes of the hydrological cycle (Singh and Woolhiser, 2002). This is done by 
developing and setting up mathematical models, i.e. sets of linked mathematical 
equations, which describe in a simplified form the behaviour of the various components 
of the hydrological phenomena taking place in real hydrological systems. A 
hydrological system is defined as a structure or volume in space, surrounded by a 
boundary, that accepts water and other inputs, operates on them internally, and produces 
them as outputs (Chow et al., 1988).  
In a general conceptualized form, a hydrological model can be represented as 
illustrated in Figure 2: it is an entity (a system of equations) that receives certain inputs 
(meteorological variables and model parameters) and transforms them into the desired 
output, the so-called model response. The model inputs comprise meteorological time 
series, also defined as forcing data, such as rainfall, snow, temperature and sunshine 
hours, as well as a set of model parameters, which describe the physical features of the 
hydrological system considered. The model parameters are divided into physical 
parameters, representing physically measurable properties of the system (for example 
the catchment area, the surface slopes and similar), and process parameters, describing 
characteristics that are not directly measurable (such as the average depth of the root 
zone, the time constants of various model storage blocks and similar). The outputs are 
defined depending on the system and the scope of the modelling. They can be, for 
example, river runoff, in the case of rainfall-runoff (RR) models, or groundwater flow 
and groundwater table elevation for groundwater (GW) models, while integrated models  
3can simultaneously simulate surface and sub-surface processes and other parts of the 
hydrological cycle. 
Figure 2. Schematic representation of a hydrological model. 
Equation 1 describes, in a simplified mathematical form, a hydrological model: 
),( Ttt XfY           (1) 
It is a system of equations, represented by the operator f(.), which produces at every 
time step t, a number m of outputs (hydrological responses), given by the vector Yt:
),...,( 1 mttt yyY          (2) 
The inputs of f(.) are a vector of p meteorological inputs, Xt:
),...,( 1 pttt xxX          (3) 
and a vector of n model parameters ș:
 ),...,( 1 nTTT          (4) 
Both the inputs and the responses of the model depend on the simulation time step t.
The model parameters ș may also have a dependency on time/hydrological event (Gupta 
et al., 1998; Wagner et al., 2003), but this aspect will be disregarded in this dissertation 
for simplicity of discussion and because it is common in hydrological applications to 
consider time invariant model parameters.  
4The level of detail of the processes description and the spatial and temporal scales at 
which the hydrological phenomena are considered by the model mainly depend on the 
problem at hand and on the availability of data.  
Classification of hydrological models 
There are several criteria that can be applied to classify hydrological models. Models 
can be classified according to the degree of conceptualization of the represented 
processes as physically-based (white-box), conceptual (gray-box) and black-box 
models. Physically-based models try to accurately represent in a deterministic way all 
the processes occurring in the physical system and uses partial differential equations in 
space and time. Black-box models disregard any physical insight, often include 
stochastic components and just relate outputs to inputs through a set of empirical 
functions, such as simple mathematical expressions, time series equations, auto 
regressive moving average (ARMA) models and artificial neural networks (ANN). 
Conceptual models are somewhere in between, since they represent all the relevant parts 
of hydrological processes, but through a quite simplified description, often representing 
parts of the system as series of tanks that exchange water with one another.
The spatial resolution at which the processes are described is also used to 
classify models as distributed, semi-distributed and lumped. In distributed models the 
physical processes are represented, with varying degree of resolution, at various points 
in space and the model variables are also defined as functions of the space dimensions. 
In the opposite way, lumped models consider the hydrological system as a unit block in 
which the properties are spatially averaged. Semi-distributed models are in between the 
first two, since the hydrological system is usually divided into smaller subsystems, each 
represented by a lumped model. 
Chow et al. (1988) and others consider an additional classification criterion for 
hydrological models, based on their temporal variation of the processes. In this respect, 
the flow conditions can be defined as steady and unsteady, the hydrological events can 
be accounted for in a continuous-time or event-based way and stochastic models can be 
classified as time-independent and time-correlated. However, steady conditions are 
normally assumed only in groundwater modelling applications, whereas continuous 
temporal variation is used to model faster response phenomena. Rosbjerg and Madsen 
(2005), instead, suggest a classification of models based on their primary application 
area and identify the following major categories: rivers and reservoirs, rainfall-runoff, 
groundwater, design and management and emerging models. Singh (1995) proposes 
process-based, time-scale-based, space-scale-based, land-use-based and model-use-
based classifications for hydrological models. 
Hydrological models are nowadays all implemented in computer codes. This has 
allowed the development of complex models, which implement and combine the best-
so-far knowledge of the various physical processes occurring in hydrological systems. 
5Moreover, in the case of distributed models, the actual computational resources permit 
achieving a very high level of spatial and temporal resolution with a relatively fast 
simulation time. The data requirements for these models grow rapidly with the 
increasing complexity of the models and with the increasing spatial resolution (Rosbjerg 
and Madsen, 2005). Table 1 lists some of the available hydrological models and their 
type of conceptualization and spatial description, according to the classification 
categories previously introduced. A comprehensive review of the existing hydrological 
models can be found in Singh and Woolhiser (2002). 
Table 1. Examples of hydrological models and general modeling tools. 
Model name  
and recent reference  
Processes
described 
Conceptualization Spatial  
resolution 
Temporal 
resolution 
MIKE SHE  
Graham and Butts (2006) 
Integrated From conceptual  
to physically-based 
Distributed Steady and 
continuous
TOPMODEL  
Beven et al. (1995) 
RR model Conceptual and 
physically-based 
Semi-distributed Continuous
MODFLOW  
Harbaugh (2005) 
GW model Physically-based Distributed Steady and 
continuous 
HYMOD  
Boyle (2000) 
RR model Conceptual Lumped Continuous
Sacramento Soil Moisture 
Accounting Model  
(SAC-SMA)  
Burnash (1995) 
RR model Conceptual Lumped and  
semi-distributed 
Continuous
NAM  
Havnø et al. (1995) 
RR model Conceptual Lumped Continuous
Auto Regressive (AR) models  
Hipel and McLeod (1994) 
RR model Stochastic Lumped Continuous
Artificial Neural Networks 
(ANN) models  
Govindaraju and Rao (2000) 
RR model Black-box Lumped Continuous
61.3 Sources of errors 
Despite the actual level of knowledge of the physical processes of the hydrological 
system and the computational advances of the last years, models can only provide an 
approximation of reality. In fact, the modelling process is affected by several sources of 
errors, which are generally grouped into four main categories (Melching, 1995): 
- natural randomness; 
- data error; 
- model parameters; 
- model structure. 
Natural randomness, İtR, arises from the random temporal and spatial fluctuations of 
natural processes and induces a large amount of randomness also in the physical 
processes that produce the responses of the hydrological system. Even if randomness 
affects all the modelling components, its effect can be considered as an aggregated, 
independent, white noise error term.  
Data error affects both the meteorological measurements, Xt, and the 
hydrological observations used to evaluate the fit of the simulated outputs, Ǔt, through 
the terms İtX and İtY, respectively. This error affects both the magnitude and the timing 
of the measurements. The real variables are related to the measured ones by the 
following equations:
Xt = (Xtreal + İtX)         (5) 
Ǔt = (Ytreal + İtY)        (6) 
Parameter error, İș, arises because of the uncertainty in determining the values of the 
model parameters. For calibrated models, this error also accounts for the fact that the 
parameter set adjustment can compensate for the other types of errors (Melching, 1995).
Model structural error, İtf, can have several origins, such as incorrect 
representation of the processes (both in terms of physical description and of spatial and 
temporal discretization), disregarding of processes which are not represented and 
implementation errors in numerical algorithms and computer codes (Beven, 2005).  
The different errors propagate through the model and sum up in an interactive 
and non-additive way, as described by Equation 7, where all the variables are 
represented, in the most general case, in a vectorial form: 
Y
t
R
t
f
tt
X
t
real
t
Y
t
real
tt XfYY HHHHTHH
T   ))(),((ˆ    (7) 
The total observable error, also defined as residual error, İtT, which can be computed, 
after generating the models simulation Yt, is an aggregate of the previous quantities, 
given by: 
7Y
t
R
t
f
tt
X
t
real
t
Y
t
real
ttt
T
t XfYYY HHHHTHHH
T    ))(),(()(ˆ   (8) 
How to include and combine appropriately all the different error sources in hydrological 
modelling is a very complex and unsolved problem (Rosbjerg and Madsen, 2005). It is 
not possible, in general, to disaggregate the single error terms of Equation 8, unless 
some very strong assumptions are made (Beven, 2005). Thus, the different components 
that contribute to total model error are generally treated as a single lumped variable. 
Epistemic versus aleatory uncertainty 
The first source of uncertainty, which arises from an inherent randomness in the 
behaviour of the system under study, belongs to the category of aleatory uncertainty 
(also designated as variability or stochastic uncertainty). The last three sources of error, 
instead, derives from the so-called epistemic uncertainty (also defined as state of 
knowledge or subjective uncertainty), which originates from a lack of knowledge about 
the appropriate value to use for a quantity that is assumed to have a fixed value in the 
context of a particular analysis (Helton et al. 2006). Aleatory uncertainty is a property of 
any natural system and cannot be reduced or eliminated. However, since stochastic 
uncertainty affects all the other error components, it is indirectly accounted for when 
considering the other contributes. Therefore, only epistemic uncertainty, which is the 
type of uncertainty addressed in hydrological applications, is considered in this thesis.
1.4 Steps in hydrological modelling
Tailoring a hydrological model to reproduce the phenomena of the real world is not an 
easy task. Before a model can be used to produce reliable simulations, the following 
steps should be undertaken: 
1) choice of the appropriate model, parameterization and model setup;  
2) reduction of problem dimensionality and choice of calibration parameters; 
3) model calibration; 
4) model validation; 
5) uncertainty assessment. 
Model identification involves the choice of the suitable model structure and degree of 
complexity, which must be based on the application of interest, the phenomena to 
simulate and the availability of data. When working with conceptual or physically-based 
models, it is important to keep the model description and parameterization as simple as 
possible to ensure a well-posed calibration, but at the same time it is necessary to keep it 
sufficiently distributed to capture the spatial variability of the key model parameters 
(Madsen, 2003). Thus, the conceptualization should be appropriate for the purposes of 
the modelling, but at the same time the dimensionality of the parameter space must be 
kept limited to avoid model overparameterization, as explained in Chapter 2. The 
8following step, discussed in Chapter 3, is that of model calibration and validation, where 
the properties of the hydrological system (i.e. the parameter values) that cannot be 
directly assessed by field data are estimated. The calibrated model should then be 
validated using independent observations to verify that it can be used to make 
predictions for events or at locations different from those used in calibration. The last 
step, described in Chapter 4, is that of uncertainty assessment, which should always be 
performed in order to determine the level of confidence that can be attributed to the 
model simulations. 
An example of implementation of this framework in the case of a physically-
based, distributed, integrated model is presented in Paper 3. 
92  MODEL PARAMETERIZATION AND SENSITIVITY 
ANALYSIS
2.1 Model parameterization
Parameterization is the process of identifying the aspects of the simulated system that 
are to be represented by estimated parameters (Poeter and Hill, 1998), thus it is an 
integral part of defining the model structure. This process involves the definition of the 
choices and assumptions that the modeller has to make, either explicitly or implicitly, in 
applying a hydrological model. In particular, these include the choice of the 
hydrological processes that the model should account for, their description and degree 
of conceptualization, the way they interact and the spatial and temporal scales at which 
these processes and the physical system are represented. 
A large variety of modelling structures is nowadays available, which covers the 
broad variability of the above mentioned features. When the modeller has to choose 
among the possible models to represent the system at hand, the selection of an 
appropriate and parsimonious model structure is recommended. 
Appropriate modelling 
The purpose of the model and the phenomena to simulate should always be prioritized, 
when setting up a hydrological model. In this respect, Rosbjerg and Madsen (2005) 
introduce the concept of “appropriate modelling” to indicate the need of developing or 
selecting a model with a degree of sophistication that reflects the actual needs for 
modelling results. For example, if only river discharge forecasts at a given location are 
of interest, a black-box model might perform as satisfactorily as a conceptual RR model 
for that application. The effort of setting up a more complex, data-hungry, distributed, 
integrated model should be avoided in this case, unless also other responses (e.g. 
groundwater elevation) are of interest and/or if the focus of the study is also on gaining 
more insight on the description of the physical processes.
The availability of data is another important factor that affects the choice of the 
structure and degree of complexity of the model. A proper model structure should only 
contain those parameters and associated model components that can be identified from 
the observed outputs (Wagener et al., 2003). 
Principle of parsimony 
The “principle of parsimony” should also be considered when defining model structure: 
the modeller has to seek for the simplest model parameterization consistent with the 
evidence (Box and Jenkins, 1976). Model overparameterization can generate several 
problems in calibration and therefore it should be avoided in the phase of constructing 
the model. Applying the principle of parsimony helps to keep the overall modelling 
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process easy to implement, the calibration well-posed and robust, and the subsequent 
uncertainty assessment simpler to perform and its results easy to interpret. A reasonably 
small dimension of the parameter space not only facilitates the calibration and the 
uncertainty assessment, but it also guarantees that less model runs are necessary for both 
these procedures.  
Reducing the dimension of the parameter space 
In principle, an appropriate and parsimonious model structure should ensure that the 
model parameters are the minimum necessary to represent the phenomena of interest. 
However, the number of parameters contained into a model and potentially subjected to 
calibration increases with the model complexity and it can be huge in the case of 
physically-based, distributed, integrated models. Therefore, particularly in applications 
using these models, it is necessary to further decrease the size of the parameter space. 
There are few methods to reduce the problem dimensionality, which can be used 
separately or in combination. These are: 
1) assessing parameter values from field data; 
2) applying two-step calibration procedures; 
3) using sensitivity analysis. 
These approaches require different degrees of subjectivity of the modeller and different 
amount of data and information of the physical system. The methods also have different 
applicability: the first is more useful for distributed and physically-based models, the 
second for complex models for which simpler alternative conceptualizations are 
possible, while the last one can be applied to any kind of model. 
2.2 Assessing parameter values from field data 
Physical parameters (as, for example, those related to the vegetation types, soil types, 
climatic zones) can often be directly assessed from the data, instead of being included in 
the calibration. This is one of the easiest ways of decreasing the parameter 
dimensionality and it should always be performed, if the appropriate data are available 
(Refsgaard, 1997). In the case of distributed models, the spatial structure of the system 
can also often be assessed using the available data (Kolm, 1996). The process of 
defining zones in which a parameter assumes a uniform value, also known as zonation, 
is particularly useful to fix the spatial patterns of the soil properties based on geological 
maps. Using the same approach, the spatial variability of other parameters can also be 
fixed, for example, the vegetation cover areas can be defined if vegetation and plant 
distribution maps are available. In this way, only the absolute values of the parameters 
are calibrated, while their spatial pattern is fixed. Assessing parameter values from field 
data requires a large amount of information on the physical system, particularly in the 
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case of distributed models, thus the applicability of this approach is significantly 
subordinated to the availability of data. 
Applications of this method can be found, among others, in the model setup by 
Andersen et al. (2001) as well as in Paper 1 and Paper 3, where a distributed, integrated 
model is applied to a Danish catchment and soil classes (with uniform hydraulic 
conductivity parameters) with fixed spatial variation are defined based on soil types 
maps.   
2.3 Two-step calibration procedures
An alternative way to reduce the number of parameters is to fix the values of some of 
them to those calibrated by a simpler model and then estimate the remaining ones by 
using the more complex model description. This approach is particularly attractive when 
the maximum number of model simulations for calibration is limited, as in the case of 
computationally expensive models. Sonnenborg et al. (2003) demonstrate that this 
procedure can reduce the number of simulations for model calibration, for a particular 
case where the calibration results found under steady-state conditions are used to 
constrain the parameter space of a transient model.  
However, since insufficient research has been conducted so far in two-step 
calibration methods, it is questionable if the calibration of alternative simpler models 
will result in the same parameter estimates (Sonnenborg et al., 2003). Moreover, it is not 
fully clear if and how the parameter values of a simpler model vary when applied to a 
more complex conceptualization (Paper 1). The simulated responses can considerably 
change if only the spatial discretization of a model is varied, thus requiring a new 
calibration (Refsgaard, 1997). Therefore, similar variations in the model output might 
be expected when simplifying or increasing the complexity of the model structure.  
2.4 Sensitivity analysis 
Sensitivity analysis (SA) is the study of how the variation in the output of a model can 
be apportioned, qualitatively or quantitatively, to different sources of variation (Saltelli 
et al., 2000). An extensive analysis of the relation between model input factors and 
output variables is an essential step to identify potential deficiencies in model structure 
and formulation, provide guidance for model reduction and parameterization and 
analyse the information content of available observations (Castaings et al., 2007). 
Despite all model inputs should be considered among these sources, only the effect of 
the parameters is normally evaluated by SA in hydrological applications, while the 
variability of the model forcing is only considered in the phase of uncertainty 
assessment, as explained in Chapter 4.  
By mean of SA the various parameters can be ranked based on their relative 
importance. Thus, the parameters that have a strong impact on the model outputs can be 
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identified and distinguished from those that are non-essential in influencing the model 
response. The former can then be included in the subsequent calibration and uncertainty 
assessment, while the latter are fixed to their prior values. In this way, the model 
dimensionality is reduced (Muleta and Nicklow, 2005; Christiaens and Feyen, 2002; 
Mertens et al., 2004; Paper 3).
Sensitive and insensitive parameters 
Even if only the model responses could be properly defined as “sensitive” or 
“insensitive” (with respect to the parameter variation), in the common use these 
adjectives have been attributed to the parameters, to define, respectively, parameters 
having a significant or a negligible influence on the model responses, also defied as 
influential and non-influential, respectively. 
It should also be pointed out that the sensitivity should not be tested exclusively 
on the model outputs yj, with j = 1,…, m. Since the purpose of hydrological applications 
is that of generating realistic simulations of real phenomena, the model responses 
subjected to SA can also be error functions that describe the degree of model fit to the 
observations. Thus, when considering SA, the notations f(.) and yj, are used in a more 
general framework and they can represent either a particular model output or a generic 
error function measure. 
2.5 Overview of SA techniques
There are different methods available to perform SA and express its results (Saltelli et 
al., 2000; van Griensven et al., 2006). SA techniques can be classified as local and 
global methodologies, depending on how the parameters are perturbed. Local methods 
estimate the local impact on the model outputs of the variation of a parameter, while 
global techniques analyse the whole parameter space at once, as further discussed in the 
following part. Different measures of sensitivity have different meanings and different 
applications and a universal approach to measure sensitivity does not exist (Saletelli et 
al., 2000). Thus, it is a good practice in SA applications to use more than one technique 
to estimate parameter sensitivity (Christiaens and Feyen, 2002; Paper 3). 
2.5.1 Local methods 
Local SA evaluates sensitivity at one particular point in the parameter space, called 
“nominal value”, which can be the taken from the literature, or estimated as the mean, 
the calibrated, or a particular value of the parameters. Local sensitivities are computed 
as partial derivatives of the model outputs with respect to the parameters. In order to 
compare the sensitivities of parameters with different units of measure, the sensitivity 
measure is usually normalized by the reference value at which the derivative is 
calculated, generating a measure defined as sensitivity index S.
13
The non-dimensional sensitivity index Sj,i of the j-th output with respect to the i-
th parameter is calculated for small perturbation ǻși of the parameter și, while the other 
parameters are held constant, as: 
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As the sensitivity index is computed at a particular point of the parameter space, its 
nature is really local and it does not provide information on the effect of significant 
parameter changes, nor in the interactions of the perturbations of more parameters. The 
big advantage of these methods is that they need only a few model runs, the reason why 
they were very popular in early SA studies. 
The calculation of model derivatives is a delicate task, as it has to guarantee the 
desired computational accuracy and avoid round-off and cancellation errors. Several 
specialized techniques have been elaborated for this purpose, like the brute force 
method or indirect method (which uses finite-difference approximations), the direct 
method and the Green function or variation method (a polynomial approximation 
method by Hwang (1985)). 
Screening techniques are SA methods that also make use of derivatives to 
compute parameter sensitivities and thus are often defined as local methods (van 
Griensven et al., 2006). However, since the local sensitivity measures are calculated at a 
larger number of points in the parameter space, these techniques should be more 
correctly considered in between local and global SA methods (Saltelli et al., 2000). 
One-at-a-time designs (Daniel, 1973) and Morris’ design (Morris, 1991) are among the 
most popular screening methods. Other screening SA methods are the factorial, the 
fractional factorial and the iterated fractional factorial designs, Cotter’s design, and 
Bettonvil’s sequential bifurcation (Saltelli et al., 2000). 
One-at-a-time design 
In one-at-a-time (OAT) SA (Daniel, 1973) the sensitivity is measured by the response of 
one single output variable to a fractional change of one single input parameter, while the 
other parameters are kept constant. The parameters are perturbed from their nominal 
value by a given percentage of their standard deviation or they are assigned their 
boundaries values according to specific designs. The sensitivity measure of the 
parameters is then calculated by comparing the outputs determined at those particular 
points and, thus, the factors significantly affecting the model response are determined. 
The main drawback of the OAT methods is that they do not estimate the 
interaction effects among the parameters. However, they have a low computational cost 
and do not require any assumptions on the number of important factors or on the 
relationship between input and output. OAT techniques have been successfully applied 
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in conjunction with several complex hydrological models (Christiaens and Feyen, 2002; 
Sieber and Uhlenbrook, 2005; van Griensven et al., 2006). 
Morris’ design
The experimental design proposed by Morris (1991) is composed of individually 
randomized OAT experiments, in which the impact of changing one factor at a time is 
evaluated in turn. Despite this method relies on a sensitivity measure, called elementary 
effect, which is a local measure, the final sensitivity measures are obtained by averaging 
several of these elementary effects computed at different points, located on a grid in the 
parameter space. In this sense, Morris’ technique can be regarded as global, as it 
attempts to explore several regions of the parameter space. 
Morris’ method conveys more information than standard OAT methods. It 
allows to determine which parameters have effects on the outputs, which are negligible, 
linear and additive, non-linear or involving interactions with other parameters. As others 
OAT designs, this approach does not rely on particular assumptions, is simple to 
implement, gives results of easy interpretability and is able to estimate the sensitivity of 
a high number of parameters with low computational cost (van Griensven et al., 2006). 
2.5.2 Global methods 
Global SA methods are characterized by a multi-dimensional averaging of the 
sensitivity measures over the feasible parameter space (Saltelli et al., 2000). Thus, 
global SA measures consider the full range of variability of the parameter and might 
also account for the interactions effects among them. 
There are several approaches available to perform global SA, which can be 
divided into sampling-based methods, variance-based methods and response surface 
techniques, briefly described in the following part. Bayesian methods and reliability 
algorithms (as the first-order approximation), which are also sometimes employed for 
SA, are more suitable for uncertainty assessment and therefore they are introduced in 
Chapter 4. 
2.5.2.1 Sampling-based methods 
As the name says, these techniques are based on sampling the entire range of the 
parameter space, and to propagate their effect through the model to explore the relative 
mapping of the output functions. Prior parameter distributions are defined based on the 
level of knowledge of the system, or on the literature. From these, the parameters are 
sampled using one of the several available schemes, such as random Monte Carlo (MC) 
sampling, importance sampling or Latin hypercube sampling (LSH). The LHS method 
(McKay et al., 1979) ensures a more uniform coverage of the parameter space and has a 
better performance than other methods in estimating the statistics of a population of 
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function with less model simulations than, for example, MC sampling. Therefore, LHS 
is one of the most widely applied schemes in hydrological SA applications (Christiaens 
and Feyen, 2002; van Griensven et al., 2006; Paper 3). 
Sampling-based methods are conceptually simple, easy to implement and give 
the possibility to employ a variety of SA techniques. However, they are not always able 
to handle correlations among parameters and the presence and identification of non-
monotonic and non-random patterns on sensitivity analysis of model output.  
The sensitivity measures inferred from sampling SA methods can be evaluated 
in several ways, such as scatter plots, regression analysis, correlation and partial 
correlation, stepwise regression analysis and two-sample tests.  
Scatter plots 
Scatter plots of a parameter versus a specific model output give graphical, qualitative 
information about the relationship between input factors and model response. The 
pattern of the plot can directly reveal nonlinear relationships, thresholds and variable 
interactions that can help to better understand the model behaviour. 
Regression analysis 
This type of SA is based on determining a multiple regression between the model 
outputs as target variable and the model parameters as explanatory variables (Sieber and 
Uhlenbrook, 2005). The ordinary regression coefficient (RC) is an absolute sensitivity 
measure that quantifies how much the model output varies when changing the value of 
the parameter și. RCs need to be standardised to be able to make comparisons between 
model parameter sensitivities, since they depend on the scale and dimension of the 
parameters. The standardised regression coefficient (SRC) is a relative measure that 
describes how much the target output changes in relation to its standard deviation, if a 
parameter is changed by one standard deviation, under the assumption that all other 
input variables are held constant. Its value ranges between -1 and 1 and its absolute 
value is directly proportional to the sensitivity of the model parameter. When the 
relationship between parameters and models output is non-linear but monotonic, RCs 
and SRCs are meaningless and a rank transformation (Iman and Conover, 1979) should 
be applied. The absolute values of the variables are replaced by their respective rank 
(rank 1 for the smallest, rank n for the greatest of n model outputs) and the regression 
procedures are performed with the ranks to obtain rank regression coefficient (RRC) 
and standardised rank regression coefficient (SRRC). RRCs and SRRCs are only 
qualitative sensitivity measures. 
Examples of hydrological applications of regression-based SA can be found in 
Christiaens and Feyen (2002), Sieber and Uhlenbrook (2005) and in Paper 3. 
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Correlation and partial correlation analysis 
The linear correlation coefficient, or Pearson product moment (PEAR), calculated on 
the sampled-based set of parameters and model outputs, can also be used as a measure 
of sensitivity. For non-linear models the Spearman coefficient (SPEA) is preferred, 
which is essentially the same as PEAR, but is calculated using the ranks of both output 
and parameter instead of the raw values. The partial correlation coefficient (PCC) is the 
correlation coefficient between the output variable yj and a parameter și, which is 
obtained by representing yj and și through a sequence of regression models using a 
limited number of the remaining parameters șki (Saltelli et al., 2000). The PCCs 
provide a sensitivity measure that tends to exclude the effect of the parameters used to 
build the regression, differently from the SRCs, which are indeed sensitive to all 
parameters. In the case of uncorrelated input variables, the order of the variables’ 
importance derived from the SRCs and from the absolute values of the PCCs is exactly 
the same. 
SA measures based on correlation coefficient have been used, among others, by 
Christiaens and Feyen (2002), as well as in Paper 3. 
Stepwise regression analysis 
Stepwise regression analysis is particularly useful for models with a large number of 
parameters. This SA method is based on constructing a sequence of regression models 
built with an increasing number of parameters, which are added to the initial model one 
at a time, in an order that follows the decreasing importance of the factors in influencing 
the output. The coefficient of determination is calculated for every new model, as 
sensitivity measure of the impact of the considered parameters on the model output.  
Two-sample tests 
Some of the previously described standard parametric tests are not reasonable on input 
data sets generated by random sampling methods in cases of limited knowledge of the 
input variables and their associated distributions. Alternative SA methods are the two-
sample tests, such as Kolmogorov-Smirnov and Cramer-von Mises tests. These are 
based on partitioning the sample of the parameters into two groups, according to the 
quantiles of the output distribution. If the distribution of a certain parameter, și, is 
proved to be different in the two sub-samples, și is considered to be a sensitive 
parameter. Hypothesis testing is used to quantify the degree of confidence in the 
identification of a sensitive variable. Other two-sample tests to test the hypothesis of 
equal means on the two populations are the Mann-Whitney test, TMWT, and the t-test. 
While the F-test and the Squared-Ranks test are used to test the hypothesis of equal 
variances. Another kind of two-sample method applied in hydrology is the generalized 
SA (GSA), or regional SA, by Spear and Hornberger (1980), which inspired the 
generalized likelihood uncertainty estimation procedure by Beven and Binley (1992), 
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introduced in Chapter 4. The GSA approach partitions the MC-generated parameter sets 
into two sets, depending on their degree of model performance. The Kolmogorov-
Smirnov test is subsequently applied to each parameter independently, in order to 
determine whether the “behavioural” (i.e. performing) and “non-behavioural” parameter 
distributions are identical. The degree of separability of these two sets is interpreted as a 
form of SA measure, directly proportional to the sensitivity of the parameter. 
2.5.2.2 Variance-based methods 
Variance-based methods are a particular type of sampling-based SA techniques that try 
to quantify the partial conditional variance of the model output, i.e. the reduction of the 
model output corresponding to fixing a (set of) parameter(s). Following this approach, 
the total variance of the model output y, V, is decomposed into a series of contributions: 
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and so on.  The Vi terms are called first-order terms, or main effect of și, and they 
represent the variance of the expected value of y, conditioned on the input factor și (i.e. 
the reduction of V that would be expected if the real value of și was known). The 
second-order terms Vij describe the interaction effect between the parameters și and șj,
and E(y|și) is the expectation of y conditional on și having a fixed value și*. In this 
framework, the generic sensitivity index of order s is defined as: 
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This type of SA defines sensitivity measures that apportion the output variance among 
the single parameters or combinations of them. Variance-based methods do not depend 
on particular assumptions of the model, they describe the influence of the full range of 
variation of each variable and are able to capture also the interaction effects of the 
parameters. However, the equations can become very rapidly complicated and the 
complexity of parameter interaction has to be predefined within this framework 
(Pappenberger et al., 2006).
Estimation procedures for the variance-based sensitivity indices are the 
correlation ratios (McKay, 1995), the importance measures (Hora and Iman, 1986), 
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Sobol’s method (Sobol’, 1993) and the Fourier amplitude sensitivity test (FAST) 
method (Cukier et al., 1978). 
2.5.2.3 Response surface technique 
The response surface is the surface described by a specified objective function (which 
usually defines a measure of model fit) in the n-dimensional space of the parameters. 
The response surface method is based on building a response surface approximation to 
the original model output (Myers and Montgomery, 1995). This approximation is then 
used as a substitute for the original model in the following SA. This technique, also 
known as meta modelling or surrogate modelling, is also used in model calibration (Khu 
et al., 2004; Kamali et al., 2005). The exploration of the parameter space using the 
surrogate model is particularly advantageous in the case of computationally expensive 
models. The computational cost of this SA approach, which depends on the number of 
points chosen to construct the response surface, is generally quite low, but this method 
is characterized by a loss of information about the original model. 
The response surface SA technique has been applied in hydrological studies by 
Sorooshian and Arfi (1982) and Pappenberger et al. (2006), among others. 
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3  MODEL CALIBRATION
3.1 Model calibration 
Model calibration is the process of estimating the values of the model parameters so that 
the model responses satisfactorily simulate the behaviour of the hydrological system. 
This process is also called “model optimization”, considering that its scope is the 
reduction of the model error. Alternatively, calibration is also defined as “inverse 
modelling”, since the observations of the model outputs are used to estimate the 
parameter values, as opposed to direct modelling, in which fixed parameter values are 
used to estimate the model outputs. 
Manual versus automatic calibration 
Until recently, calibration of hydrological models has been conducted manually by 
“trial-and-error” parameter adjustment, with the aim of improving the model 
simulations up to the desired level. In the manual approach the model goodness-of-fit is 
judged by the modeller by visual comparison of the simulated responses with the 
observed variables and/or by using classical mathematical measures of model 
performance (such as the root mean squared error, the correlation coefficient and 
similar). This method has the disadvantages of being time consuming, requiring a high 
degree of expert-knowledge of the model and the system, and being characterized by 
subjectivity in the strategy employed to adjust the parameters values, as well in the 
criteria (mainly visual) used to judge the goodness-of-fit of the model simulation (Boyle 
et al., 2000; Madsen et al., 2002). All these drawbacks have been overcome by the 
development of more effective and efficient automatic calibration procedures, based on 
numerical optimization methods. In the last three decades much research has been spent 
in developing and applying these techniques to hydrological problems. Automatic 
calibration procedures have demonstrated to perform favourably compared to expert 
manual calibration (Gupta et al. 1998; Madsen et al., 2002; Madsen, 2003) and thus they 
have nowadays found a widespread application in hydrology. The main disadvantage of 
these methods, as compared to manual parameter adjustment, is the difficulty of 
defining an appropriate objective function that simultaneously accounts for the different 
characteristics of the hydrological system that are of focus for the modeller (Rosbjerg 
and Madsen, 2005). The work presented in this thesis only considers automatic 
calibration procedures. 
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Elements of a calibration procedure and model validation 
The main elements that are needed to implement an automatic calibration procedure are: 
1) an objective function (or multiple criteria) to define the model performance; 
2) an optimization algorithm to search the parameter space; 
3) historical data to calibrate the model; 
4) termination criteria to decide when to stop the search; 
Model validation is the further step to pursue in order to verify that the calibrated model 
can produce reliable simulations also during independent time periods and/or at 
independent sites. The components of the calibration and the validation procedures are 
discussed in the following parts. 
Efficiency and effectiveness of optimization techniques 
Efficiency and effectiveness are commonly used measures to evaluate the performance 
of optimization methods. Efficiency is defined as the convergence speed of the 
calibration algorithm, measured by the average number of function evaluations needed 
to converge. Effectiveness is a measure of the accuracy of the optimisation algorithm. It 
is also defined as the probability of locating the global optimum, starting from any 
random initial point (or population of points), and it is measured by the number of 
successes out of a predefined number of independent runs of the algorithm. 
3.2 Problems, limitations and difficulties of calibration
Several difficulties are encountered in calibration of hydrological models. These 
problems, which have emerged in many studies, can be summarized as: 
- complex nature of the model response surface; 
- parameter non-uniqueness; 
- parameter non-identifiability; 
- instability; 
- high computational requirements. 
Complex nature of the model response surface
Even for simple, conceptual RR models, it has been found that the model response 
surface is characterized by roughness, non-smoothness, discontinuous derivatives, 
several regions of attraction with numerous local optima and a non-convex shape in the 
proximity of the optima (Duan et al., 1992; Kuczera, 1997; Skahill and Doherty, 2006). 
This is caused by model complexity, non-linearity and presence of thresholds in the 
representation of the hydrological phenomena (features which are expected to be even 
more severe for complex, distributed and integrated models). This can cause the search 
algorithms to converge to local optima or to be trapped in suboptimal regions of 
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attraction. To overcome this problem, it is recommended to use robust calibration 
algorithms, such as global techniques, which have proved to perform well for this kind 
of problems. 
Parameter non-uniqueness: “multi-objective equivalence of parameter sets” and 
“model equifinality” 
Parameter non-uniqueness, which is a well-known phenomenon in hydrological 
applications, occurs when several sets of parameters produce simulations which are 
equally good according to the chosen criteria of model fit (Johnston and Pilgrim, 1976; 
Yapo et al., 1998; Beven and Binley, 1992; Duan et al., 1992; Sorooshian et al., 1993; 
Gan and Biftu, 1996; Madsen, 2003; Vrugt et al., 2003b; Paper 1). This problem arises 
both because of the presence of errors in the modelling components and because of the 
multiple ways in which the model goodness of fit can be evaluated. It results in 
difficulties in finding unique (global) optimal parameter estimates. Parameter non-
uniqueness has been defined by Beven and Binley (1992) as “equifinality”, and by 
Gupta et al. (1998) as “multi-objective equivalence of parameter sets”. The first 
definition is given in a statistical sense and it accounts for the probabilistic 
representation of the total uncertainty. The second one considers that, due to the 
different ways in which the best fit of a model to the data can be defined in a multi-
objective optimization context, the result of the calibration will be an ensemble of 
optimal solutions.  
The multi-objective equivalence of parameter sets can be dealt with by 
abandoning the traditional optimization approach that aims at finding a unique solution 
to the calibration problem, as described in the following. An alternative approach, 
which is most suitable to address equifinality, is that of redefining the objective of 
model calibration as “inferring the posterior probability distribution p(ș|X), which 
describes what is known about the structural (or model) parameters ș, given the data X
and prior information” (Kuczera and Parent, 1998). The probability distributions of the 
solutions can also be used to assess the uncertainty of the parameter estimates, as 
explained in Chapter 4. 
Parameter non-identifiability 
Parameter non-identifiability is found when more values of a parameter give equally 
good solutions (Poeter and Hill, 1997; Kuczera, 1997; Duan et al., 1992; Paper 2). It is 
due to the presence of parameter correlation and interaction (“the change in the value of 
one parameter may be compensated by changes in one or more of the other parameters” 
– Johnston and Pilgrim, 1976), as well as to model overparameterization. It results in a 
reduced performance of the search algorithm and, in the worse cases, in an unsuccessful 
search.
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Paper 1 demonstrates that a global optimization method like SCE has the 
capability of reducing the parameter correlation, thus increasing identifiability, as 
compared to a local gradient-based strategy. Another way of increasing parameter 
identifiability is that of applying specific parameter identification techniques. These 
calibration methods allow recognition of the subset of data containing the most 
important information to identify the parameters, while sequentially moving through a 
time series of observed data (Vrugt et al., 2002; Wagener et al., 2003). In this way, 
parameter identification techniques attempt to avoid the loss of information which 
occurs when aggregating the model residuals in time. This is achieved by identifying 
and using for estimation of the specific parameters only the portion of data where these 
parameters are active. 
Instability
Instability occurs when small changes in the input data cause large variations in the 
estimated parameters (Carrera et al., 2005). It is a numerical problem that is caused by 
low parameter identifiability or the presence of errors in the observations. Instability is 
characterized by parameter values that oscillate during the calibration process, because 
of the objective function surface is flat in a region around its minimum. This has the 
effect of slowing down the convergence of the calibration scheme or, in the extreme 
case, making it unsuccessful. Instability can be reduced through regularization, which 
defines a broad variety of procedures to bring numerical stability to the calibration 
problem (Carrera and Neumann, 1986). One of these is to impose upper and lower 
bounds on the parameters, which often only leads to estimated parameter values 
fluctuating between these two limits. Another way is that of reducing the number of 
calibration parameters. Regularization can also be performed by introducing the 
appropriate smoothness in the objective function surface, by adding to it an additional 
term, called penalty term, which is a function of the parameter estimates (Tikhonov, 
1963a and 1963b). It is difficult to define a priori the value of the penalty term (Hill et 
al., 1998).  In the Gauss-Marquard-Levenberg parameter estimation method, which is 
described in the following part and applied in Paper 1, the penalty term is accounted for 
by the Marquardt lambda parameter, which is iteratively updated during the search 
(Doherty, 2005). 
High computational requirements 
This problem is caused by the long computational time required by the optimization 
(Paper 1) and can occur when computationally expensive models, i.e. complex models 
with a huge parameter space and/or overparameterized models, are used, as well as 
when non-efficient search algorithms are employed. This results in a huge number of 
model simulations required by the optimization or in a slow execution of the calibration. 
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The reduction of the parameter space, as well as the choice of an efficient optimisation 
procedure, can limit the computational time required by model calibration. 
It must be noticed that all these difficulties in calibration tend to be more pronounced 
for more complex models, as physically-based, distributed, integrated models, because 
of the more complex relationship between parameters and response surface, the larger 
parameter space, the increased interaction between different processes and parameters 
and the increased computational time. As explained in Paper 1, this is the main reason 
why simpler conceptual RR models have been extensively used in development, testing 
and applications of calibration methods in hydrology, as reported in the literature. Some 
of these problems can be alleviated by an appropriate choice of the optimization 
algorithm, the calibration dataset, and the objective function, as described in the 
following. 
3.3 Objective function and multiple criteria aggregation 
The objective function is the measure used to define the goodness of fit of the model 
simulations versus the observations of the considered hydrological variable/s. It is, 
therefore, normally defined as an error function, which must be minimized during the 
calibration process.
Especially for complex, distributed, integrated models, a single measure is often 
inadequate to properly take into account the simulation of all the characteristics of a 
system that are used by a hydrologist to evaluate the goodness of fit of the model 
(Madsen, 2003). Therefore, the calibration of hydrological models is a multi-objective 
problem (Gupta et al., 1998; Madsen, 2003) which should be performed accounting for:  
- multi-variable measurements (such as river discharge, groundwater levels, etc.); 
- multi-site measurements (several observation sites, distributed in space, for the 
same variable); 
- multi-response modes (i.e. measures of various aspects of the processes, such as 
general water balance, timing of the responses, peak and low flows, etc.). 
The use of multi-response data and the evaluation of different objective functions allow 
to include in model calibration information about various aspects of the system 
behaviour. This has the advantage of improving the identifiability of the estimated 
parameters, if the selected objectives contain new and independent information of the 
system (Gupta et al., 1998; Kuczera and Mroczkowski, 1998; McLaughlin and 
Townley, 1996). 
Evaluation of solutions 
To evaluate the goodness of fit of the solutions, i.e. the parameter sets, in a multi-
criteria framework, the calibration problem has to either be reduced to a single-objective 
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problem (by introducing some subjectivity) or to be evaluated in a multi-objective 
perspective.
The multiple criteria can be aggregated into a single objective function through, 
for example, a weighted sum (Gupta et al., 1998) (where the weights reflect the 
importance given by the modeller to the various aspects of the system behaviour) or by 
other less subjective methods, such as the probability weighted method (van Griensven 
and Bauwens, 2003) and common distance scale methods (Madsen, 2003; Paper 3). 
Most of the calibration algorithms use this criterion. The alternative evaluation method 
is that of applying the Pareto criterion (Pareto, 1906) to account for the trade-offs 
among calibration criteria. The Pareto solutions, also called non-dominant solutions, are 
defined as those with “the property that moving from one solution to another results in 
the improvement of one objective while causing a deterioration in one or more others” 
(Boyle et al., 2001). This criterion has been applied to several multi-objective problems 
in hydrology (Gupta et al., 1998; Yapo et al., 1998; Madsen, 2003; Vrugt et al., 2003b; 
Paper 1). Figures 3 and 4 illustrate the concept of Pareto dominance in parameter and 
objective function space, respectively, for a two-dimensional parameter estimation 
problem ș = (ș1,ș2), where two objective functions, F1(ș) and F2(ș), are optimized. 
Figure 3. Parameter space.    Figure 4. Objective functions space. 
Pareto solutions (black dots) and Pareto front (solid, bold line) represented in parameter space (Figure 3) 
and objective function space (Figure 4). The dashed lines describe the response surfaces of the two 
objective functions F1(ș) and F2(ș). Points A and B are minima of F2(ș) and F1(ș) respectively. 
As previously mentioned, the presence of the various error sources affecting the 
modelling process causes equifinality, which occurs when the criteria are aggregated 
into a single objective function. When the Pareto criterion is used, the presence of trade-
offs between the different parameter sets generates multi-objective equivalent parameter 
sets.
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3.4 Optimization procedures  
An optimization procedure is an iterative algorithm to automatically adjust the values of 
the model parameters, according to a certain searching scheme, for optimization of the 
specified calibration criteria. The procedure ends when a particular stopping criterion is 
fulfilled. The process is articulated in the following steps: 
1) Initialization step: set the iteration step i = 0; initialize the parameter values 
using an initial guess, ș0 or a random-generated population of parameter sets, 
(ș01, …, ș0 n); run the model using the generated parameter set/s and compute the 
objective function value/s. 
2) Updating step: set the iteration step i = i+1; update the parameter estimates 
according to a specific search algorithm, using the information of the objective 
function obtained at step i.
3) Simulation step: run the model using the generated parameter set/s and compute 
the objective function value/s. 
4) Termination check step: if one of the termination criteria is satisfied, stop; else 
go to step 2. 
Classification of methods 
Automatic calibration procedures are classified as local and global search strategies 
(Sorooshian and Gupta, 1995), depending on the evolving pattern of the solutions. Local 
methods evolve the estimate of a single parameter set following deterministic rules. 
These procedures direct the search in the parameter space by using only information on 
the objective function value (direct methods) or by including also derivative information 
(gradient-based methods). Global methods evolve a population of solutions by using 
both deterministic and stochastic rules. Initially, the global procedures broadly search 
the parameter space and subsequently gradually converge into the subregion/s 
containing the objective function’s optima. 
The first applications of automatic calibration procedures to hydrological models 
were based on local, deterministic, gradient-based methodologies (Dawdy and 
O’Donnell, 1965; Nash and Sutcliffe, 1970; Johnston and Pilgrim, 1976; Carrera and 
Neuman, 1986). Since then, calibration procedures have evolved significantly, resulting 
in the development of robust and effective global search procedures. Among these, 
different population-evolution-based optimisation algorithms have been applied in 
hydrology, such as, genetic algorithms (Wang, 1991), the shuffled complex evolution 
(SCE) algorithm (Duan et al., 1992), and the simulated annealing (Sumner et al., 1997). 
Typical applications of global and local methods
Global calibration techniques, such as the SCE algorithm, have been successfully 
applied in some calibration studies of distributed models (Madsen, 2003; Mertens et al., 
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2004; Paper 1). To reach convergence, global methodologies require a larger number of 
model runs than local gradient-based techniques, which have also been employed in 
conjunction with this type of models (Sonnenborg et al., 2003; Paper 1). On the other 
hand, it has been demonstrated that local procedures have a high probability of 
converging to suboptimal solutions when they are applied to distributed, integrated 
models (Paper 1). This tendency is demonstrated by the fact that global calibration 
methods, which require quite a large number of model runs, are normally restricted to 
simple conceptual rainfall-runoff models that are normally characterized by low 
computational requirements. Local, gradient-based calibration procedures are usually 
preferred for calibration of more time consuming, distributed, groundwater models. 
Because of their fast running time, lumped, conceptual RR models have been widely 
employed to test new calibration methods (Duan et al., 1992; Gupta et al., 1998; Vrugt 
et al., 2003a) as well as to investigate the application of existing methodologies to 
hydrological problems (Franchini and Galeati, 1997; Wang, 1991). They have also been 
used in several comparative studies to investigate the performance of different 
calibration techniques, mainly global methodologies (Gan and Biftu, 1996; Cooper et 
al., 1997; Kuczera, 1997; Franchini et al., 1998; Thyer et al., 1999; Madsen et al., 2002; 
Marshall et al., 2004; Skahill and Doherty, 2006). 
Paper 1 presents the application to models of different complexity of both a local 
and a global optimization method: these are the Gauss-Marquard-Levenberg scheme 
and the shuffled complex evolution algorithm, respectively, which are further described 
in the following part. 
3.4.1 The Gauss-Marquard-Levenberg (GML) scheme and PEST 
The Gauss-Marquardt-Levenberg (GML) method is a recursive gradient-based 
optimization strategy that combines the Gauss-Newton algorithm and the method of 
gradient descent to provide a solution to the mathematical problem of minimizing a sum 
of squared deviations between model outputs and corresponding observations. In the 
basic gradient method a new parameter estimate is found from the current set by shifting 
the actual parameters of a given amount along the direction of the maximum 
improvement of the objective function. The Levenberg-Marquardt variation of the 
method introduces a correction in the direction and length of the parameter upgrade 
vector, represented by the “Marquardt lambda” parameter. This has the effect to prevent 
the search being trapped in the proximity of the optimum without reaching it, as it 
typically occurs when the optimum is located in elongated valleys of the objective 
function (hemstitching phenomenon). The software implementing the GML method 
used in Paper 1 is PEST, the parameter estimation package developed by Doherty 
(2005).
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3.4.2 The shuffled complex evolution (SCE) algorithm 
The shuffled complex evolution (SCE) algorithm (Duan et al., 1992) is an example of a 
global search calibration procedure, which has proved to be effective and efficient in 
hydrological applications (among others, Duan et al., 1992; Madsen, 2003; Paper 1). A 
random set of solutions (a “population” of parameter sets) is sampled from the 
parameter space and partitioned into a number of groups, called complexes. Each of the 
complexes is allowed to evolve in the direction of global improvement of the objective 
function, using competitive evolution techniques that are based on the downhill-simplex 
method. At periodic stages, the entire set of points is shuffled and reassigned to new 
complexes, to enable information sharing. The evolution of complexes and shuffling 
steps are repeated until fulfilment of the termination criteria.
3.5 Termination criteria 
Since automatic calibration procedures are iterative processes, termination criteria must 
be specified to determine when to stop the search. In theory the solution to the 
calibration problem has been found when the objective function has reached its 
minimum and the gradient of the response surface is zero, but in practice it is virtually 
impossible to know when this has been found (Sorooshian and Gupta, 1995).  
Convergence conditions in the parameter and objective function space are the 
stopping criteria employed in automatic optimization. Convergence is achieved when 
the algorithm is unable to appreciably change parameter values and simultaneously 
improve the objective function or when the objective function is not improved beyond a 
predefined increment in one or more iterations. A maximum number of iterations should 
also be specified, to stop the search if these convergence conditions are not fulfilled 
within a reasonable number of trials.
3.6 Calibration data requirements 
The data used to calibrate the model should be of appropriate quantity and quality as 
well as data typology. The information content of the data is far more important than the 
length of the calibration period to guarantee parameter identifiability (Gupta and 
Sorooshian, 1985; Yapo et al., 1996; Gupta et al., 1998). 
The quantity of data should be enough to avoid ill-posed estimation problems. In 
general, the standard error of the parameter estimate decreases with the sample size 
(Gupta and Sorooshian, 1985). Moreover the length of calibration data depends on the 
calibration variables, because of the different time scales of the physical processes 
involving these variables. Furthermore, the calibration variables may also depend on 
site-specific characteristics concerning vegetation, site and climate (Xia et al., 2004).  
More specific recommendations on the length of the historical data period can be found 
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in the literature (Sorooshian and Gupta, 1995; Yapo et al., 1996; Xia et al., 2004; 
Boughton, 2007).
As for data quality, it is essential that the errors in the data measurements used 
for calibration are as small as possible. At the same time, the level of information given 
by the data should be high enough to include the variability of the hydrological events, 
the system behaviour and the calibrated responses (Sorooshian and Gupta, 1995; Gupta 
et al., 1998). 
Concerning the typology of the data, using observations of different variables in 
calibration is essential to obtain a good fit of all the model components and more 
informative than using longer time series of the same variable (McLaughlin and 
Townley, 1996). On the other hand, multiple-response data may not necessarily improve 
the identifiability of model parameters, the reasons for this behaviour being related to 
how the model structure interacts with the response (Kuczera and Mrcozkowski, 1998).  
Moreover, in distributed and semi-distributed modelling, observations of all the 
modelled variables and their spatial variation should be used for calibration (Refsgaard, 
1997; Madsen, 2003; Paper 3). 
3.7 Model validation 
The purpose of model validation, or model testing, as it is also called, is to verify that 
the calibrated model can perform well when it is used in conditions different than those 
used in calibration. Thus, validation consists in generating model simulations for 
independent events and/or at independent locations and verifying that the model fit to 
the observations is comparable to that achieved in the calibration. Model validation is a 
necessary and integral part of the calibration process, since in practical applications 
models are normally used for forecast, i.e. to produce simulations for future periods, and 
sometimes at sites different than those used in calibration. Depending on the type of 
model used and the specific application, a proper validation should test the model 
prediction capabilities: 
- in time; 
- in space;  
- for all the different simulated variables; 
- at the different scales at which the model is employed. 
In the case of lumped, conceptual RR models, validation is conducted only in time, 
through a so-called “split-sample test”. The available time series of data is divided into 
two subsets: the first is used for calibration and the second for validation (Kuczera and 
Parent, 1998, among others). When conducting time validation it is important that the 
type and variety of hydrological events included in the data is similar to those used in 
calibration (Seibert, 2003). 
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The validation of distributed, integrated models is more difficult than that of RR 
models, because of the additional verification that is necessary and the huge amount of 
data required to perform it (Refsgaard, 1997). 
In the case of distributed and semi-distributed modelling, the capability of the 
model to produce accurate simulations of internal, space-distributed variables should 
also be tested. Therefore, validation of these models should be conducted both in time 
and in space (Refsgaard, 1997, Madsen, 2003; Andersen et al., 2001; Paper 3). 
Moreover, the sites used for calibration and validation should have similar 
characteristics and represent the observed phenomenon at uniform scales. While this can 
be easily done for variables such as wells or boreholes observations, it can be difficult to 
achieve for the river discharge. In fact, upstream and downstream runoff represents 
phenomenon occurring at different catchment scales and data from a representative 
number of subcatchments are often not available to perform proper calibration and 
validation of the model (Andersen et al., 2001; Paper 3). 
When integrated models are employed, validation should be performed for all 
the types of variables/responses that the model simulates. Unfortunately, due to the lack 
of data, distributed, integrated models are often calibrated and validated using only 
discharge data (Andersen et al., 2001; McMichael et al., 2006; Engeland et al., 2006), 
which limits the documented performance of this kind of models. 
In addition, when a distributed model is used with different discretization scales, 
it is important to test also the dependency of the processes on the modelling scale 
(Vazquez et al., 2002; Vazquez and Feyen, 2007). 
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4  UNCERTAINTY ASSESSMENT 
4.1 Uncertainty assessment in hydrological modelling 
As described in Chapter 1, uncertainty in model predictions arises from several sources: 
natural randomness, measurement errors in the system input (forcing) and output, 
uncertainty in model parameters and model structure. A realistic assessment of the 
various sources of error is important for science-based decision making (Refsgaard et 
al., 2006) as well as to direct the research towards model structural improvements and 
uncertainty reduction. It is an accepted fact that hydrological model simulations should 
explicitly include an estimate of their associated uncertainty.  
Uncertainty analysis is, in its strict definition, the discipline that tries to quantify 
the degree of confidence in the model outputs, given the uncertainties in the model 
inputs, i.e. data and parameters (Saltelli 2000; Helton et al. 2006). In hydrological 
applications, the model structure (i.e. the representation of the processes) is also 
affected by uncertainty (Beven, 2005), which largely impacts all the estimates inferred 
using the model. This means that not only the outputs of the direct modelling are 
uncertain, i.e. the responses Y, but also the results of the inverse modelling, i.e. the 
calibrated parameters ș. Therefore, in hydrology, the uncertainty assessment (UA) is 
generally performed in a much broader perspective. 
Multiple purposes of UA in hydrological modelling 
In particular, UA in hydrological applications should ideally include the following 
points:
1) estimating the output uncertainty that arises from the various error sources 
affecting the model simulations; 
2) evaluating the uncertainty in the parameter estimates, since the calibrated 
parameters ș are also estimated by using an uncertain model and observations 
affected by errors; 
3) apportioning of the total output uncertainty to the various sources (data, 
parameter, model structure); 
4) assessing the uncertainty in the model structure, in order to change model 
formulation to improve the model fit, in cases where this is possible; 
5) assessing the measurement errors, to identify the data containing useful 
information for model calibration. 
The uncertainty in the model structure should, theoretically, also be considered, but it is 
not an easy task to perform. The main difficulties consist in considering (and 
implementing) all the possible alternative model structures to compare with the model at 
hand. The generalized likelihood uncertainty estimation technique (Beven and Binley, 
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1992), described in the following, is an UA approach that, in principle, attempts to deal 
with the model structure uncertainty. Due to practical reasons, the assessment of a 
model structure versus the possible alternatives will always be incomplete and, 
moreover, dependent on the subjective choices of the modeller. Therefore this point is 
not further considered in this dissertation. Assessing the data error, i.e. the instrument 
error, is the object of other disciplines and therefore it is also not considered in this 
thesis. What is more relevant in the UA framework defined before is, instead, how the 
data errors propagate through the model and affect the output (considered in point 3). 
The most of the UA strategies used in hydrology typically disregard model and 
input data uncertainty, lump all the errors into a single term and assign the uncertainty 
in the input-output representation of the model primarily to the parameters. Therefore, 
the main focus is the assessment of model output and parameter uncertainty. 
Accounting for uncertainty: deterministic versus probabilistic approach 
There are several ways to account for the uncertainty of a given variable. In classical 
statistics, the value of the uncertain variable is considered to be a fixed, deterministic, 
although unknown, quantity and the scope of UA is to provide an uncertainty interval, 
i.e. a range around the estimated quantity, where the real value of that variable is most 
likely to be located. This interval, which can be represented, for example, by means of 
the standard deviation, represents the error associated with the estimate of the variable: 
the larger the interval, the larger the uncertainty. In Bayesian statistics the uncertain 
parameters/variables are considered as random (i.e. probabilistic) variables having a 
(joint) posterior probability density function (pdf), which captures the probabilistic 
beliefs about their values in the light of the observed data. Figure 5 schematically 
illustrates the probabilistic approach to hydrological modelling. In this context, the 
purpose of the calibration and the subsequent UA is to define the parameter and outputs 
through their posterior pdfs. From the latter the estimates of the various variables can be 
inferred together with the associated uncertainty, for example, as the most probable 
value and as the range between given quantiles of the distribution, respectively.
In principle, the uncertainty should be represented by “confidence intervals”, i.e. 
statistical ranges representing a given probability of observing the actual variable inside 
them. In practice, this is very difficult to achieve, particularly when the model is used 
for forecast. Many UA methods only produce “uncertainty intervals”, which do not have 
the statistical properties of confidence intervals, but still, they give an estimate of the 
reliability of the model output. 
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Figure 5. Schematic representation of the probabilistic approach to hydrological modelling: 
the pdfs, p(.), of model inputs, xtk and parameters, și, are propagated through the model, 
f(Xt,ș), and pdfs of model outputs, ytj, are obtained. 
4.2 UA applications in hydrology 
Different techniques have been applied to hydrological problems and several new 
methods have been proposed to obtain meaningful confidence intervals of the model 
simulations and predictions. Rosbjerg and Madsen (2005) distinguish between first-
order analysis and Monte Carlo methods. This classification can also be related to the 
scale at which the uncertainty is assessed in the parameter space: local for the first 
methods, global for the latter ones. Moreover, while local UA methods can represent in 
a deterministic way the uncertainty of the model output only, global MC techniques can 
assess, through a probabilistic approach, all model variables, both inputs and outputs.
In the following part local and global UA methods are briefly presented. A short 
overview of methods for UA of the model forcing is also included. More details on the 
various techniques can be found in the cited sources. 
4.2.1 Local UA methods 
Taylor-series expansion methods
The first applications of UA in hydrology were based on traditional statistical theory 
and various techniques based on Taylor-series expansion, such as the first-order 
approximation (Kuczera, 1988). Using this approach the covariance of the model input 
(forcing and/or model parameters) is propagated through the model using a first-order 
Taylor series approximation. The parameter uncertainty is normally estimated using a 
multi-normal approximation of the probability density function of the model around the 
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estimated optimal parameter set. The Taylor-series expansion methods are based on the 
assumption of local linearity of the model response Y with respect to the parameters ș,
which is generally not valid in hydrological models. Other UA methods used in 
hydrology are point estimation methods (Melching, 1995; Tsai and Franceschini, 2005), 
such as, for example, those by Rosenblueth (1975) and Harr (1989). Some of the latter 
techniques have the disadvantage of requiring a too large amount of model simulations, 
when about 15 parameters or more are assessed (Melching, 1995). Moreover, both 
Taylor series approximation and point estimation methods compute only the statistical 
moments of model outputs to define uncertainty. Due to the drawbacks of the previous 
methods, UA based on statistical inference has been almost abandoned in favour of 
more general Monte Carlo methods (Kuczera and Parent, 1998). 
Nonlinear regression methods
Nonlinear regression (Vecchia and Coolery, 1987) is a type of local UA technique for 
simultaneous assessment of output and parameter uncertainty. It is more suitable than 
Taylor-series expansion in the case of nonlinear models, since it does not depend on 
local model linearity, and it only relies on the assumption of normally distributed 
residuals. Nonlinear regression has been extensively applied in GW modelling in 
conjunction with least square local optimization techniques (Hill, 1989; Christensen and 
Coolery, 1999; Vugrin et al., 2007, among others). This method is based on the premise 
that the minimized error function and the calibrated parameter set should not be trusted 
as the real solution to the inverse problem due to the presence of various error sources. 
Nonlinear regression aims at determining joint confidence intervals of the parameter 
sets inside which the model can be considered calibrated (i.e. the objective function is 
reasonably close to the optimized value). This method can be used to estimate the 
output uncertainty when the model is used in both simulation and prediction modes. 
4.2.2 Monte Carlo UA methods 
Monte Carlo (MC) methods are stochastic techniques for probabilistic representation of 
uncertainty, which are based on running a certain number of model simulations 
(realizations) using a large random sample of the input variables. These methods can be 
used for analysis of error propagation in model simulations, if the sampled prior 
distributions of the inputs reflect the degree of knowledge on these variables. In this 
way, the input uncertainty is mapped into the output space and the structure of the 
distributions of model outputs can be defined. MC analysis requires the modeller to 
specify probability distributions of all inputs, and the correlations between them, which 
are usually poorly known. 
In recent years, MC-based UA has become an active area of research in 
hydrological modelling and various methods have been introduced. These techniques all 
have strengths and weaknesses and differ in their underlying assumptions and how the 
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various sources of error are being treated and made explicit. Due to these differences, it 
is difficult to choose a uniform criterion to classify these UA methodologies. Here the 
various MC-based techniques are grouped based on the way in which they address the 
UA analysis as: Bayesian, multiple criteria, recursive and sequential data assimilation, 
and set-theoretic methods. This classification is not systematic, since there is overlap 
among groups, however, it gives an idea of the broad variety of available 
methodologies. In the following part the salient aspects of some approaches for UA of 
model parameters are briefly presented.  
Bayesian methods 
Bayesian techniques are MC-based methods that can be further classified as classical 
Bayesian (Kuczera and Parent, 1998; Thiemann et al., 2001; Vrugt et al., 2003a; 
Kavetski et al., 2003) or pseudo-Bayesian (Beven and Binley, 1992; Freer et al., 1996) 
approaches. The difference between the two consists on the fact that in the strictly 
Bayesian framework implicit assumptions about model error are made, while, in the 
pseudo-Bayesian framework, the modeller has to express subjective decisions in 
performing the analysis. The two methods applied in Paper 2 and Paper 3 are, 
respectively, the classical Bayesian shuffled complex evolution Metropolis algorithm by 
Vrugt et al. (2003a) and the pseudo-Bayesian generalized likelihood uncertainty 
estimation approach by Beven and Binley (1992), which are further described in the 
following.  
Multiple criteria methods 
Multiple criteria methods (Gupta et al., 1998; Yapo et al., 1998; Boyle et al., 2000; 
Madsen, 2000; Madsen, 2003; Vrugt et al., 2003b; Engeland et al. 2005) state the 
problem of UA assessment in a multi-objective framework, in a way similar to what is 
done in multi-criteria calibration. Using this approach the uncertainty in the output and 
parameter estimates are inferred based on the Pareto set of solutions, introduced in 
Chapter 3. 
Recursive techniques and sequential data assimilation methods
Recursive techniques are developed for simultaneous parameter estimation and 
uncertainty assessment and are based on continuous update of parameter estimates, 
model response and uncertainty estimates while new observations become available 
(Thiemann et al., 2001; Madsen et al., 2003; Vrugt et al., 2002; Vrugt et al., 2005; 
Moradkhani et al., 2005). Sequential data assimilation methods (Madsen et al., 2003; 
Vrugt et al., 2005; Moradkhani et al., 2005) are a part of recursive techniques, which 
operate by using filtering techniques, such as, for example, the ensemble Kalman filter 
(Evensen, 1994). These methods provide a general framework for explicitly dealing 
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with input, output and model structural uncertainty and for optimal merging of uncertain 
model predictions with observations. 
Set-theoretic methods 
UA methods based on set theory, which represent an alternative approach to 
probabilistic representation of uncertainty, have also been employed in hydrology 
(Keesman, 1990; Klepper et al., 1991; van Straten and Keesman, 1991). This approach 
offers a framework for processing qualitative information: the parameters and output 
variables are treated as set-theoretical entities and the calculations to obtain an estimate 
of the uncertainty are replaced by set theory rules. Set-theoretic methods can be used to 
simultaneously calibrate the model and estimate the uncertainty of both parameter and 
model outputs. The advantage of applying set theory in UA applications is that it only 
requires the assumption that the uncertainty is bounded, no other hypothesis on the 
distribution of the errors and the model are needed. 
4.2.3 Effect of the forcing error 
The majority of the applications of UA techniques in hydrology assume error-free data 
and assess the uncertainty of the model output by considering only parameter variation. 
Few methods have been developed to explicitly account for precipitation uncertainty 
and to propagate it through the model.  
Kuczera and Williams (1992) have developed a procedure to account for 
parameters and forcing data uncertainty separately for calibrated models. This method 
requires the generation of MC samples of spatially distributed rainfall fields and of 
parameter samples. The combined effect of precipitation and parameter uncertainty in 
the model output is thus assessed. The simultaneous optimization and data assimilation 
(SODA) method by Vrugt et al. (2005) also includes input observation uncertainty in 
estimating the output uncertainty, by combining a Markov chain MC and an ensemble 
Kalman filter procedure. This technique allows to estimate the total uncertainty and to 
distinguish the contribution due to input uncertainty. The meta-Gaussian method 
(Krzysztofowicz and Kelly, 2000; Montanari and Brath, 2004) is a Bayesian UA 
technique that produces pdfs of model output (river discharge) by generating a 
probabilistic, quantitative precipitation forecasting that is used as model forcing. This 
approach relies on the concept of optimality: a unique parameter set is considered for 
the calibrated model, thus disregarding parameter variability, as the other techniques do. 
Thus, most of the error sources are accounted for implicitly by an aggregated term. 
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4.3 The generalized likelihood uncertainty estimation (GLUE) 
procedure  
The generalized likelihood uncertainty estimation (GLUE) method introduced by Beven 
and Binley (1992) is a MC procedure developed for calibration and UA of general 
environmental models and, more specifically, of hydrological models. The procedure is 
based on running a large number of MC model simulations with different parameter 
sets, sampled from proposed (prior) distributions, and inferring the outputs and 
parameter (posterior) distributions based on the set of simulations showing the closest 
fit to the observations (obtained from parameter sets defined as “behavioural”). More 
details on the procedure are described in Paper 3 and are not given herein. 
GLUE is so far one of the most employed UA procedures in hydrology. Vogel et 
al. (2007) counted over 376 citations of the original paper by Beven and Binley (1992). 
A list of GLUE applications in various environmental fields can be found in Vogel et al. 
(2007) and Paper 2. The main reasons for the success of GLUE, compared to other 
methods, are its theoretical simplicity and easiness of implementation. Another 
advantage of the procedure is the possibility of including multiple sources of 
information in the likelihood function (the function used to judge the model fit), thus 
allowing the use of multiple criteria in calibration and UA (Paper 3). Moreover, 
theoretically, GLUE can account for all the sources of errors if different model 
structures are used to generate the MC realizations. Despite this, in practice, only few 
papers report the use of multiple models (Montanari, 2005). 
On the other side, GLUE is probably also the most debated UA approach in 
hydrology, mainly because its results are deeply affected by subjective decisions, such 
as the selection of a threshold that separates behavioural from non-behavioural 
parameter sets (Montanari, 2005; Paper 2, among others). The choice of an appropriate 
likelihood function to use in GLUE applications has also been broadly discussed 
(Montanari, 2005; Mantovan and Todini, 2006; Vogel et al., 2007). The likelihood 
functions traditionally used within the GLUE framework have the problem of being 
measures of the output variability rather than of the model fit to the observations, which 
can be quantified, for example, by measures based on the error residuals (Vogel et al., 
2007). Moreover, GLUE has also been demonstrated not to be consistent with classical 
Bayesian statistical inference, since the output uncertainty intervals derived from the 
procedure can differ significantly from those derived from correct classical and widely 
accepted statistical methods (Christensen, 2004; Montanari, 2005). This drawback also 
depends on using likelihood functions that are incapable of providing a measure of the 
pdfs of the observable outputs Y, conditional on the knowledge of the parameter vector 
ș and the input data X (Mantovan and Todini, 2006). One of the requirements for GLUE 
to be consistent with classical Bayesian theory would be the use of a likelihood function 
able to represent the real probability of the residuals, which is always unknown in real 
38
world applications. Thus, the correct likelihood can only be formulated in the context of 
synthetic problems (i.e. theoretical applications). In real case studies, the definition of a 
formal likelihood function can be formulated by assuming hypotheses on the residuals, 
such as Gaussian distribution, or heteroscedasticity, which are known to be violated in 
most of the cases. Despite GLUE is not a statistically founded UA technique, in 
practical applications it is a useful approach to somehow describe the variability (i.e. the 
uncertainty) of the model outputs and parameters. Another problem of GLUE is its high 
computer time requirement, which is even worse for large parameter spaces and 
computationally expensive models (McMichael et al., 2006). The selection of an 
efficient and effective sampling procedure of the parameter space can alleviate this 
problem and also identify more behavioural parameter sets, as shown in Paper 2. The 
latter feature allows inferring uncertainty estimates from a statistically sufficient number 
of (more meaningful) behavioural solutions. 
4.4 The shuffled complex evolution Metropolis (SCEM-UA) 
algorithm
The shuffled complex evolution Metropolis (SCEM-UA) algorithm is an adaptive 
sampler that belongs to the family of Markov chain Monte Carlo (MCMC) methods. 
MCMC techniques are stochastic simulation algorithms that successively visit solutions 
in the parameter space with a frequency proportional to their weight in the posterior 
(also defined as target or stationary) distributions. Information from accepted solutions 
in the past are used to improve the Markov chain search efficiency and converge to the 
posterior pdfs of the parameters. MCMC techniques have been successfully applied to 
hydrological models and have demonstrated to be superior to other methods in model 
calibration (Kuczera and Parent, 1998). SCEM-UA is a variation of the SCE algorithm 
(Duan et al., 1992), in which the downhill Simplex method to search for solutions is 
substituted by the Metropolis algorithm (Metropolis et al., 1953). To evolve the 
solutions towards the posterior pdfs, SCE incorporates the features of several other 
algorithms, such as controlled random search (Price, 1987), competitive evolution 
(Holland, 1975) and complex shuffling (Duan et al., 1992). A complete description of 
the SCEM-UA algorithm can be found in Vrugt et al. (2003a) and it is not given herein. 
Experiments using synthetic mathematical test functions have demonstrated that 
the SCEM-UA algorithm has the appropriate ergodic properties and provides a more 
efficient sampling of the posterior distribution of the parameter space than other MCMC 
samplers (Vrugt et al., 2003a). Therefore, the parameter sampling procedure of a 
method as GLUE can be greatly improved by using SCEM-UA for the purpose. This 
advantage is demonstrated in Paper 2 for a variety of real and synthetic RR model 
applications and further exploited in the case of a physically-based, distributed, 
integrated model in Paper 3. 
39
5  SUMMARY OF PAPERS
Paper 1 
Blasone, R. S., Madsen, H. and Rosbjerg, D. (2007). Parameter estimation in distributed 
hydrological modelling: comparison of global and local optimization techniques. 
Submitted. 
This paper investigates and compares the performance of a global and a local parameter 
optimization algorithm, respectively, the shuffled complex evolution (SCE) algorithm 
and the gradient-based Gauss-Marquardt-Levenberg algorithm (GML), when applied to 
distributed hydrological models of increasing complexity, ranging from a simple 
recharge steady state groundwater model to a fully integrated hydrological model. The 
calibration is conducted in a multi-objective context, where the error measures related to 
groundwater levels and streamflow are aggregated and simultaneously minimized. The 
results are compared by analysing the convergence and the correlation of the parameter 
estimates and the efficiency and the effectiveness of the optimization procedures. The 
results demonstrate that the parameter estimates by the SCE algorithm are less 
correlated than those from the GML scheme and the parameter values can be more 
accurately defined. Moreover, the convergence of the local method to optimal solutions 
is strongly dependent on the starting point of the search and can be depleted by the 
procedure being trapped in local regions of attraction of the objective function. Despite 
this, the GML algorithm can sometimes locate better solutions than the SCE method. 
Two different trials of combining the global and local search techniques are also 
investigated. The SCE method is used as a starting screening procedure to approach the 
regions where the best solutions are located and subsequently the GML algorithm is 
employed to refine the estimation of the optimum. The results demonstrate the potential 
for further development of this approach. 
Paper 2 
Blasone, R. S., Vrugt, J. A., Madsen, H., Rosbjerg, D., Robinson, B. A. and Zyvoloski, 
G. A. (2007). Generalized likelihood uncertainty estimation (GLUE) using adaptive 
Markov chain Monte Carlo sampling. Submitted. 
This paper addresses the issue of parameter sampling within the generalized likelihood 
uncertainty estimation (GLUE) procedure, which is usually performed as a Monte Carlo 
(MC) sampling. It is demonstrated how an adaptive Markov chain MC sampling 
(MCMC) can improve the efficiency and the effectiveness of GLUE. This result is 
achieved because the MCMC method is able to produce better and more behavioural 
solutions than random sampling. More well defined parameter posterior distributions 
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are obtained, as well as a decrease in the estimated uncertainty on the model 
simulations. Moreover, the statistics obtained from the MCMC sample are less affected 
by the number of behavioural solutions. To test the generality of the findings, the results 
from the original and the modified GLUE are compared using three different RR 
hydrological models, real data from two rivers with very different regimes and synthetic 
data. The improvement in the sampling efficiency demonstrated in this study is 
particularly useful for applications of GLUE to complex hydrological models with high 
number of parameters and long simulation time, for which the number of sampled 
solutions is a limiting factor. 
Paper 3 
Blasone, R. S., Madsen, H. and Rosbjerg, D. (2007). Uncertainty assessment of 
integrated distributed hydrological models using GLUE with Markov chain Monte 
Carlo sampling. Submitted. 
This study presents an application of the generalized likelihood uncertainty estimation 
(GLUE) procedure in conjunction with an adaptive Markov chain Monte Carlo 
(MCMC) sampling method for simultaneous calibration and uncertainty assessment 
(UA) of an integrated, spatially distributed hydrological model. The huge 
dimensionality of the calibration problem is reduced by an initial parameterization and 
sensitivity analysis, in order to estimate only the most sensitive model parameters. 
Different types of measurements (multi-variable and multi-site data) are aggregated into 
a single objective function through a distance scale transformation, which allows 
balancing the impact of the groundwater levels and runoff data in the calibration 
process. Time and space validation of the uncertainty on the simulated responses is also 
performed. The results demonstrate that the employed methodology results in a good 
identifiability of the parameters, satisfactory multi-variable simulations and uncertainty 
estimates, thus being particularly suitable for complex hydrological models, for which 
calibration and UA are more difficult tasks. The study also shows that parameter 
variation alone cannot explain the total uncertainty at all the sites, due to the additional 
uncertainty that is present when distributed data are not properly included in the model 
calibration. Properly distributed information of discharge is found to be particularly 
crucial in model calibration and validation. 
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6  CONCLUDING REMARKS 
This thesis has presented the research conducted during my Ph.D. study. This work has 
brought more insight into the applicability of methods for parameter estimation and 
uncertainty assessment to distributed, integrated, physically-based models. The 
problems and the challenges encountered during the calibration and uncertainty 
estimation processes have been discussed in details in the enclosed papers. 
In calibration of distributed models, it has been demonstrated that the efficiency and the 
effectiveness of a global calibration algorithm as SCE and a local method like the GML 
scheme vary depending on the particular model formulation and objective function 
used. Despite the different performance of the two techniques, SCE is better than the 
GML scheme in exploring the trade-offs among multiple optimization criteria, a 
property which is particularly useful in multi-objective calibration of complex models. 
Merging global and local calibration techniques shows the potential to achieve quite 
accurate parameter estimates, while avoiding the main drawbacks of the two methods. 
The applicability of this approach needs to be further investigated and refined. Despite 
the specific methods used in this research, it is expected that these results are more 
general and valid also for other global and local calibration techniques. 
In uncertainty assessment of hydrological models, this study has demonstrated that the 
effectiveness and the efficiency of the widely used GLUE procedure can be largely 
improved by incorporating in the original method the strength of a global calibration 
method, like SCEM-UA, as sampling scheme. This approach results in more identifiable 
parameters and reduced uncertainty in parameters and model outputs estimates. The 
increased efficiency of the revised GLUE procedure makes it particularly suitable for 
applications of computationally expensive models, such as integrated, distributed, 
physically-based models. A comprehensive framework for proper parameterization, 
calibration, testing and UA of complex models has also been presented and a method 
for equally balancing the information sources has been introduced. It has been shown 
that large uncertainties can still be present in the model, also when a proper 
parameterization procedure is followed and distributed and multi-variable information is 
included in the calibration process. As confirmed also by other studies, parameter 
variation alone cannot account for all the sources of uncertainty present in the modelling 
process. In this respect, using properly distributed datasets for calibration and validation 
of hydrological models can be a determinant factor in reducing uncertainty. 
Furthermore, a thorough assessment of errors in the data used in the modelling should 
also deserve more attention. 
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The actual degree of knowledge of the main hydrological processes, particularly those 
concurring to runoff formation and groundwater recharge, has reached quite a high 
level. The various modelling, optimization and analysis tools nowadays available in 
hydrology can also guarantee a satisfactory performance of simulations in many real-
world applications. Two main factors currently limiting further improvements in the 
accuracy of model simulations and predictions are the quality of the data used and the 
scaling of the information at the resolution required by the particular application. More 
research should be dedicated to the evaluation of the instrumental error present in the 
observations, to the error introduced by data scaling and to error propagation through 
the model, in order to reduce the effect on the total model uncertainty. The use of more 
reliable data in hydrological applications might improve the model simulations more 
than further advances in modelling techniques. Distributed, physically-based models 
will particularly benefit from a general improvement of data quality and development of 
methodologies for upscaling and/or downscaling the data at the scale of interest. 
Another issue that deserves more investigation is the application to integrated, 
distributed models of the broad variety of calibration and UA techniques that have so far 
been applied to simpler, conceptual RR models, as this work has attempted to do. The 
factors limiting the use of complex models will hopefully soon be overcome by the 
continuous increase of computational resources, a more widespread availability of 
complex codes and the availability of data of better quality. Thus, working with 
integrated, distributed models will then be easier. However, simpler models should 
always be preferred to complex ones, if they can simulate with comparable accuracy the 
phenomena of interest. Distributed, integrated, physically-based models are suitable 
tools for those applications that require simulations of hydrological variables at different 
scales.
Finally, it should be noticed that the best results obtained in this research have been 
found by combinations of techniques, each having different advantages and drawbacks. 
This fact can be interpreted as one of the possible future trends for development of more 
powerful tools and techniques to be employed in hydrological modelling. 
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