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ABSTRACT
The origin of thermal optical and UV emission from stellar tidal disruption flares (TDFs) remains
an open question. We present Hubble Space Telescope far-UV (FUV) observations of eight optical/UV
selected TDFs 5-10 years post-peak. Six sources are cleanly detected, showing point-like FUV emission
(10
41.5−42.5
erg s
−1
) from the centers of their host galaxies. We discover that the light curves of TDFs
from low-mass black holes (< 106.5M⊙) show significant late-time flattening. Conversely, FUV light
curves from high-mass black hole TDFs are generally consistent with an extrapolation from the early-
time light curve. The observed late-time emission cannot be explained by existing models for early-
time TDF light curves (i.e. reprocessing or circularization shocks), but is instead consistent with a
viscously spreading, unobscured accretion disk. These disk models can only reproduce the observed
FUV luminosities, however, if they are assumed to be thermally and viscously stable, in contrast to
the simplest predictions of α-disk theory. For one TDF in our sample, we measure an upper limit
to the UV luminosity that is significantly lower than expectations from theoretical modeling and an
extrapolation of the early-time light curve. This dearth of late-time emission could be due to a disk
instability/state change absent in the rest of the sample. The disk models that explain the late-time
UV detections solve the TDF “missing energy problem” by radiating a rest-mass energy of ∼ 0.1M⊙
over a period of decades, primarily in extreme UV wavelengths.
1. INTRODUCTION
In the current era, most tidal disruption flares (TDFs)
are discovered by optical imaging surveys (van Velzen
et al. 2011; Gezari et al. 2012; Arcavi et al. 2014; Holoien
et al. 2014; Hung et al. 2017; Blagorodnova et al. 2017);
see van Velzen (2018) for a recent compilation. TDFs
have great potential as probes of quiescent supermassive
black holes (SMBHs), but the origin of their optical and
UV (Gezari et al. 2006) emission remains unclear. In the
canonical model for TDFs, put forward by Rees (1988),
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their electromagnetic emission is powered by a compact
accretion disk of size comparable to the tidal radius, fed
by the returning stellar debris streams. In this scenario,
the bolometric disk luminosity is expected—after a brief
phase of rising luminosity—to track the t
−5/3
debris fall-
back rate, while emission on the Rayleigh-Jeans tail of
the disk spectrum will follow a more shallow decay rate
of t
−5/12
(Lodato & Rossi 2011).
The observed decay of optical TDF emission is of-
ten consistent with the steep power law of the fall-
back rate. However, the blackbody radii fitted to these
optical observations are ∼ 10 − 100 times larger than
naive estimates of the outer radius of the accretion disk,
and correspondingly, observed optical luminosities are
∼ 100 − 1000 times larger than expected (Gezari et al.
2009a; van Velzen et al. 2011; Wevers et al. 2017). Two
models have been proposed to explain this behavior.
The optical/UV light could be produced by reprocessing
of X-ray and extreme ultraviolet (EUV) radiation from
the inner disk, after this harder component is absorbed
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by optically thick stellar debris or disk outflows (Loeb &
Ulmer 1997; Guillochon et al. 2014; Miller 2015; Metzger
& Stone 2016). Alternatively, the optical/UV emission
could be powered by energy released as the streams of
stellar debris self-intersect and shock (Lodato 2012; Pi-
ran et al. 2015; Krolik et al. 2016). Stream-stream inter-
actions provide a mechanism to dissipate orbital energy,
which is required for accretion disk formation.
Both theories of early-time TDF emission must con-
tend with a “missing energy problem.” Single-color
blackbody fits to observed TDF spectra find total ra-
diated energies at least one order of magnitude below
the theoretical expectation for radiatively efficient ac-
cretion (Piran et al. 2015; Stone & Metzger 2016). This
is typically explained in the circularization paradigm
with a very low radiative efficiency; in the reprocess-
ing paradigm, most of the disk luminosity may escape
as unobservable EUV light.
If stream-stream shocks were the only source of TDF
light, then the light curve should track the fallback rate
even at late times. The contribution of additional emis-
sion from an accretion disk (either directly, or through
reprocessed X-rays/EUV) would lead to a flattening of
the late-time light curve. If the accretion rate through
the disk is set quasi-viscously, the light curve will eventu-
ally flatten because at times t far after peak, the viscous
timescale tvisc ≫ t. This timescale hierarchy is expected
because the viscous time depends on the radius (R) and
scale height (H) of the disk as tvisc ∝ (H/R)−2 (Can-
nizzo et al. 1990). At early times, when the accretion
rate is super-Eddington, we expect H/R ∼ 1, while for
moderate accretion rates (∼ 1 − 10% of the Eddington
limit) we expect H/R≪ 1 (e.g. Abramowicz & Fragile
2013), resulting in a long viscous time and a slow decay
of the power emitted by the accretion disk.
Even if the feeding rate of the disk tracks the fall-
back rate (M˙fb ∝ t
−5/3
), viscously-regulated accretion
will result in a more gradual decline of the accretion
rate, M˙ ∝ t−1.2 (Cannizzo et al. 1990; Shen & Matzner
2014). Slopes that are more shallow than a t
−5/3
decay
have been observed in the X-ray light curves of some
TDF candidates (Auchettl et al. 2017), although very
few securely-classified X-ray TDFs (Auchettl et al. 2017)
have both well-sampled X-ray light curve and spectra
that are required to measure the slope of the bolomet-
ric luminosity. Some evidence for flattening exists in
the NUV light curves of TDF candidates GALEX-D1-
9 and GALEX-D3-13 (Gezari et al. 2008), but in gen-
eral, very little is known about the late-time optical/UV
properties of TDFs. With one exception (Gezari et al.
2015), optically-selected TDF candidates have not been
detected more than a handful of years past peak.
Here we present HST observations of a sample of
eight tidal disruption flares, each observed in the far
UV (FUV) 5-10 years after peak light. This is the first
large sample of optical- and UV-selected TDFs observed
at such late times, and the goal of this paper is to deter-
mine which, if any, emission mechanisms are still oper-
ating in these flares. In Section 2, we present the sam-
ple selection, host galaxy photometry, HST and Swift
data reduction, and light curve fitting procedure. In
Section 3 we discuss the astrophysical implications of
our observations for TDF disk evolution and emission
mechanisms. We close with a summary of the results in
Section 4. Throughout this work, all magnitudes are in
the AB system (Oke 1974) and we adopt a flat ΛCDM
cosmology with H0 = 70 km s−1Mpc−1.
2. ANALYSIS
2.1. Source selection
We obtained HST FUV (ACS/SBC; F125LP and
F150LP) follow-up observations of eight strong TDF
candidates, see Table 1. These source were selected
based their age (time of peak at least five years be-
fore the new HST observations) and expected FUV
magnitude. The latter requirement removed PS1-11af
(Chornock et al. 2014) due its high redshift and PTF-
09axc (Arcavi et al. 2014) due to its low blackbody tem-
perature.
A few TDFs that have been discovered more recently
have reasonably long (≈ 2 yr) UV light curves from
monitoring observations of the Neil Gehrels Swift Ob-
servatory (Swift; Gehrels et al. 2004) with the UVOT
instrument (Roming et al. 2005). We add these to
our sample for analysis: ASASSN-14ae (Holoien et al.
2014), ASASSN-14li (Holoien et al. 2016a; Brown et al.
2017), ASASSN-15oi (Holoien et al. 2016b), iPTF-16fnl
(Blagorodnova et al. 2017). For completeness, we also
include iPTF-16axa (Hung et al. 2017) and iPTF-15af
(Blagorodnova et al. 2019), even though these have no
late-time Swift observations.
2.2. Host galaxy population synthesis
To estimate the contribution of the host galaxy to the
total FUV flux of our sources we compared synthetic
galaxy models to the observed UV and optical photom-
etry of the host galaxies.
All sources in our sample have been observed by
GALEX (Martin et al. 2005). To estimate the host
galaxy flux we use only the GALEX observations ob-
tained well before the TDF. Five sources are detected
pre-flare in at least one of the GALEX bands: D23H-1,
TDE2, PTF-09ge, ASASSN-14li, iPTF-16fnl. For non-
detections, we compute the upper limit on the flux, using
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Figure 1. Comparison of synthetic galaxy spectral energy distributions to the observed magnitudes. Triangles indicate 5-σ
upper limits. The legend show the parameters of the galaxy model: time since the burst of star formation, the type of burst
(instantaneous, burst lasting 1 Gyr, or exponentially decreasing rate with e-folding time τ), and the amount of extinction applied
to the host galaxy using the Calzetti et al. (2000) attenuation law. The open circles show the synthetic magnitudes for each
model (from blue to red, the bandpasses shown are: F125LP, FUV F150LP, UVW2, NUV, UVM2, UVW1, U or u, B or g, V
or r, i, z).
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the gPhoton software (Million et al. 2016) to estimate
the noise in a 6” aperture.
The optical flux of the host galaxy is taken from the
SDSS (York et al. 2000) u, g, r, i (Fukugita et al. 1996)
model magnitudes (Stoughton et al. 2002). The TDF
ASASSN-15oi falls outside the SDSS footprint and we
use Pan-STARRS (Chambers et al. 2016) Kron magni-
tudes (Magnier et al. 2016) for this source. For all source
in our sample the flux of the host galaxy was measured
before the TDF happened.
For the sources that have been observed by Swift, we
also include the mean late-time flux for the observations
that are clearly dominated by the host galaxy. This as-
sessment is made by comparing the light curves across
the Swift UVOT bands. When a red band reaches a
constant flux level while the higher-frequency bands con-
tinue to decay, we assume the red band is now dominated
by the host galaxy. As expected, all four sources with
Swift monitoring reach the host level in the V and B
bands.
The images of the low-redshift post-starburst host
galaxy of iPTF-16fnl (Blagorodnova et al. 2017) clearly
show two stellar populations, with a young central popu-
lation inside an inclined disk that is dominated by a late-
type population. The central component dominates the
UV light of the host. To minimize the contribution from
the late-type stellar population, we use a 4” aperture to
measure the host galaxy photometry of this source.
In order to extrapolate the observed host galaxy flux
into other bands, we need to find the best-fit synthetic
galaxy spectrum. For this task we used the Flexible Stel-
lar Population Synthesis software (Conroy et al. 2009;
Conroy & Gunn 2010) to obtain stellar templates for
different star formation histories. We adopt the de-
fault assumptions for the stellar parameters (Kroupa
2001 initial mass function with stellar masses 0.08 <
Mstar/M⊙ < 150; Padova isochrones and MILES spec-
tral library; Vazdekis et al. 2010). We considered five
different temporal shapes for the star formation history
(SFH): an instantaneous burst, a burst truncated after
1 Gyr, and exponentially decreasing rates (∝ e−t/τ ) with
half-times of τ = 0.5 Gyr, τ = 1 Gyr, or τ = 1.5 Gyr.
We allow the time since the burst to vary from 0.1 to
10 Gyr, using steps of 0.1 Gyr. We also include the ef-
fect of dust obscuration using a Calzetti et al. (2000)
extinction law to modify the spectrum to a maximum
E(B − V ) of 0.4.
We place each galaxy in our grid of models at the
redshift of the TDF host galaxy and apply Galactic ex-
tinction (Cardelli et al. 1989) using the extinction at
the celestial location of the TDF host galaxy (Schlegel
et al. 1998). After convolving the resulting synthetic
spectrum with the bandpass we obtain synthetic magni-
tudes and the χ
2
of each model. The convolution with
the bandpass is important since it accounts for asymme-
tries in the wavelength dependence of the response (e.g.
the “red leak” of the UVW1 filter; see Appendix A and
Fig. 11).
In Fig. 1 we show the best-fit galaxy models and, to
visualize the uncertainty in this fit, we also show mod-
els with higher χ
2
values (selected to have log likelihood
that is smaller than the best-fit by a factor of 0.5 and
1). For nearly all galaxies in our sample, the synthetic
magnitudes in the near-UV bands can be determined
with an accuracy of 0.1 mag or better. When only FUV
upper limits from GALEX are available, the synthetic
magnitudes at this wavelength are more uncertain (al-
though often the best-fit model appears to provide an
upper limit to the FUV flux; this happens because the
FUV flux can become vanishingly small a few Gyr after
the burst of star formation).
2.3. HST photometry
The HST ACS/SCB imaging observations were obtain
with a two-point dither and we combined these expo-
sures using the default “drizzle” (Fruchter & Hook 2002)
parameters of the HST ACS reduction pipeline. Cutouts
of the images are shown in Fig. 2. We measured the flux
in the F125LP and F150LP images using a circular aper-
ture of 0.1” (4.5 pixel). The aperture correction for this
radius is 0.70 and 0.60 mag for F125LP and F150LP,
respectively. This small radius was chosen to minimize
any contribution of the host galaxy light. Seven source
are detected with a signal-to-noise ratio of at least 6,
independently in both the F125LP and F150LP images;
only for TDE1 do we find a nondetection in both bands.
For six of the seven detections, a point source domi-
nates the total FUV flux. (Fig. 3). Since the galaxies
in our sample have an effective radius that is ∼ 10 times
larger than the angular resolution of the HST observa-
tions (≈ 0.1 kpc at z = 0.1), we expect that these six
central point sources are of non-stellar origin (i.e. late-
time TDF emission). We quantify this statement using
additional analysis presented in section 3.1.
In some cases, additional observations allow us to di-
rectly reject the hypothesis that a compact population
of young stars is the origin of the FUV points sources
in our sample. Below we discuss the evidence for non-
stellar emission for each source separately:
• For PS1-10jh, the HST FUV flux in our nuclear
aperture (0.1”) is an order of magnitude larger
than the upper limit on the FUV flux based on
GALEX data obtained before the TDF. This con-
firms our late-time UV detections are transient.
Late-time UV emission of TDFs 5
Table 1. Ultraviolet photometry.
GALEX — pre-flare HST — host predicted HST — 2.5” aperture HST — 0.10” aperture
name FUV NUV F125LP F150LP F125LP F150LP F125LP F150LP
PS1-10jh > 24.5 > 25.2 25.8 25.8 22.76 ± 0.17 22.82 ± 0.06 23.12 ± 0.04 23.11 ± 0.06
PTF-09ge 22.1 ± 0.4 21.1 ± 0.3 22.5 22.6 21.64 ± 0.06 21.75 ± 0.03 23.09 ± 0.04 23.12 ± 0.07
PTF-09djl > 21.6 22.3 ± 0.4 23.1 23.1 > 23.18 23.00 ± 0.07 23.10 ± 0.04 23.15 ± 0.06
SDSS-TDE2 22.6 ± 0.2 22.4 ± 0.1 23.2 22.8 22.95 ± 0.03 22.51 ± 0.05 24.21 ± 0.06 23.89 ± 0.09
GALEX-D1-9 > 24.9 > 25.0 25.8 25.4 > 24.08 > 24.65 25.05 ± 0.09 24.85 ± 0.13
GALEX-D23H-1 22.7 ± 0.1 21.9 ± 0.2 23.0 22.9 22.80 ± 0.05 22.80 ± 0.06 24.98 ± 0.10 24.95 ± 0.17
GALEX-D3-13 > 24.2 > 24.3 27.4 27.2 > 23.37 > 24.94 25.69 ± 0.17 25.62 ± 0.17
SDSS-TDE1 26.1 26.1 > 25.65 > 24.56 > 27.39 > 26.31
Note—Observed and predicted UV flux of the eight TDF with late-time HST observations. The HST F125LP/F150LP filters
probe a typical wavelength that is slightly lower/higher than the effective wavelength of the GALEX FUV filter (see Fig. 11).
The pre-flare GALEX observations measure the total galaxy flux. Together with optical data from the host galaxy, the
GALEX observations of the host can be used to predict the galaxy magnitude in the two HST FUV bands (see Sec. 2.2). The
last two columns show our HST measurements in two apertures. The large 2.5” aperture includes both the TDF flux and
total host galaxy flux, while the small 0.1” aperture is dominated by the flux of the TDF (see Fig. 3). All magnitudes are
corrected for Galactic extinction.
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et al. 2006.
We also note that HST WFC3 observations in the
F625W (r) band (Gezari et al. 2015) show no ev-
idence for the strong central enhancement that
would be needed to explain the post-flare nuclear
FUV emission with a central population of young
stars.
• The HST FUV images of PTF-09ge show both ex-
tended emission and a nuclear point source. The
FUV flux of the nuclear point source is contained
within 0.1” or 0.1 kpc and is only a factor of 3.5
smaller than the total FUV flux of the galaxy. If
this nuclear emission is due to the same popula-
tion of stars that dominate the total galaxy light,
one-third of this galaxy’s mass would be contained
within an aperture that is a factor of 20 smaller
than the effective radius of the galaxy. A con-
centration of young stars on 0.1 kpc scales is in-
consistent with post-flare HST imaging that shows
a constant optical/IR color (F438W−F814W) for
radii smaller than 1 kpc (K. D. French et al. 2019
in prep).
• For SDSS-TDE2, we detect the expected host
galaxy FUV flux from our fit to the GALEX and
SDSS data (Fig. 1) only inside a large (>2”) aper-
ture. The FUV flux of the nuclear component
is contained within a projected radius of 0.4 kpc
and is a factor of 3 smaller compared to the to-
tal FUV of the galaxy. Based on the r-band De
Vaucouleurs’s radius, the expected light contained
within is radius is only 5%.
• For PTF-09djl, the expected total host galaxy
FUV flux from our fit to the SDSS and GALEX
photometry is similar to the observed flux in our
small HST aperture. In other words, if the nuclear
FUV would be due to the same population of stars
that are observed in the SDSS and GALEX pho-
tometry, most of the galaxy should have a size of
0.1” or 0.2 kpc, which is clearly not consistent with
the SDSS observations.
• Likewise, for the TDF GALEX-D1-9, the upper
limit on the total host galaxy FUV flux is similar
to the observed flux in our small HST aperture
(0.5 kpc). This again suggests the nuclear FUV
flux is of a non-stellar origin.
• For the GALEX-D3-13, the expected total FUV
flux of this relatively high-redshift galaxy (z =
0.37) is fainter than the observed HST flux within
our 0.1” aperture (0.5 kpc). Most importantly, no
evidence for a strong central concentration of stars
is seen in an HST I-band image that is available
for this galaxy (Gezari et al. 2006).
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• The source GALEX-D23H-1 is an outlier in our
sample of HST observations. We see a ring-like
structure of FUV emission around what appears to
be a central point source (Fig. 2). The circumnu-
clear emission is qualitatively consistent with the
host galaxy’s star-forming classification from emis-
sion line observations (Gezari et al. 2009a) and the
GALEX observations. For this source, we cannot
be certain the nuclear flux is of non-stellar origin,
and we therefore consider the flux in the 0.1” aper-
ture to be an upper limit on the late-time TDF
emission.
2.4. Swift photometry
The flux in the Swift UVOT images is measured using
the uvotsource task. To capture the entire flux of the
galaxy we use a 5” aperture (except, as motivated in
Sec. 2.2, for iPTF-16fnl, where we use a 4” aperture).
The host galaxy flux is subtracted using the best-fit syn-
thetic galaxy model (see Section 2.2). To compute the
uncertainty on the host-subtracted flux, we conserva-
tively adopt an uncertainty of 0.1 mag on our estimate
of the host flux level.
2.5. Light curve inference
To compare the late-time UV luminosity to the flux
expected based on the observations near peak, we de-
scribe the early-time (but post-peak) light curve with a
power law,
Lν(t, ν) = Lpeak([t+tpeak+t0]/t0)p Bν(T, ν)/Bν(T, ν0).
(1)
Here Bν is the Planck function and t indicates the time
relative to the light curve maximum, as measured in
the source rest frame. Some sources in our sample are
only detected post-peak; hence we include a nuisance
parameter tpeak that counts the time between between
the true peak of the light curve and the first detection.
The other four free parameters of our model are: the
blackbody temperature (T ), the peak luminosity (Lpeak)
at the reference frequency ν0 , the characteristic decay
time (t0), and the power-law index (p).
We use a Markov Chain Monte Carlo (MCMC)
method (Foreman-Mackey et al. 2013) to obtain the pos-
terior distribution of the free parameters in our model.
We use 200 walkers and 2000 steps; we confirm for each
case that the walkers converge and only use the last 1000
steps in the computation of the posterior distributions.
To estimate the likelihood of the data we use assume
Gaussian statistics, but we allow the variance of the
data to be overestimated by a factor f (e.g. Guillochon
et al. 2018). We use a flat prior for all free parameters:
• 4 < log (T
K
) < 5;
• −3 < p < 3;
• 0.5 < log ( t0
d
) < 3;
• 35 < log ( Lpeak
erg s−1
) < 50;
• −5 < ln(f) < −1.
When the peak of the light curve is not resolved, we al-
low the true peak to be up to 30 days before the first
observation in the light curve: 0 < tpeak < 30. When the
peak is observed, this nuisance parameter is not needed,
and we simply set tpeak = 0. The only role of the nui-
sance parameter is to propagate our uncertainty on the
time of the true peak into the posterior distribution of
t0. However, because t/t0 ≫ tpeak/t0 for the majority
of the observations, the uncertainty about the true time
of the peak has virtually no influence on the inferred
values of t0 or p.
For two sources in our sample we have to make an ex-
ception and use more informative priors to obtain con-
vergent solutions for the model light curve (Eq. 1). To
avoid solutions with a very steep power-law index, we
use a Gaussian prior at p = −5/3±0.3 for PTF-09ge and
PTF-09djl. For PTF-09djl the light curve has limited
frequency coverage (almost exclusively r-band observa-
tions), so for this source we therefore also use a Gaussian
prior for log T , centered on the blackbody temperature
measured from spectroscopic observations (Arcavi et al.
2014).
We fit Eq. 1 only to the early-time portion of the light
curve. To differentiate between early-time and late-time
emission, we set tlate = 10tfb, with tfb the fallback time
estimated for a star with a mass of 0.5 M⊙. To compute
the fallback time as a function of mass we adopt (Stone
et al. 2013)
tfb = 3.5×10
6
s ( M•
106M⊙
)1/2 (M∗
M⊙
)−1 ( R∗
M⊙
)3/2 . (2)
Here M∗ and R∗ are the stellar mass and radius, respec-
tively. We use the black hole mass estimated from the
M•-σ relation using the Gu¨ltekin et al. (2009) calibra-
tion and the velocity dispersion measurements reported
in Wevers et al. (2017, 2019). For GALEX-D1-9 we
adopt the measurement of the velocity dispersion of the
entire galaxy (which is 24 km s
−1
larger than the dis-
persion obtained for the central extraction, indicating
a large systematic uncertainty, likely due to the small
angular size of this galaxy, see Wevers et al. 2019). We
indicate tlate with a vertical line in Figs. 4 & 5. In most
cases, the early-time data (i.e. t < tlate) includes all
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ACS/F125LP: PS1-10jh ACS/F150LP: PS1-10jh ACS/F125LP: PTF-09ge ACS/F150LP: PTF-09ge
ACS/F125LP: PTF-09djl ACS/F150LP: PTF-09djl ACS/F125LP: TDE2 ACS/F150LP: TDE2
ACS/F125LP: D23H-1 ACS/F150LP: D23H-1 ACS/F125LP: D1-9 ACS/F150LP: D1-9
ACS/F125LP: D3-13 ACS/F150LP: D3-13 ACS/F125LP: TDE1 ACS/F150LP: TDE1
Figure 2. Cutouts of the HST ACS FUV images, 1.3 × 1.3 arcsec, on a linear scale. The circle indicates our 0.10” aperture
radius that is used to extract the flux.
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Figure 3. Histogram of total counts in an annulus centered on the central point source. The innermost bin contains the
counts within the 0.10” aperture that is used to measure the flux of the central source. The dashed orange line indicates the
radius that contains 90% of the flux from a point source. We see that for three of the sources, PTF-09ge, SDSS-TDE2, and
GALEX-D23H-1, the hosts show extended FUV emission surrounding a central unresolved source. Except for GALEX-D23H-1,
the flux of the point-source dominates over the extended emission.
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Figure 4. Light curves of the eight TDFs with late-time HST FUV observations. The dashed lines indicated the best-fit(t/t0)−5/3 power-law decay. The solid lines show the result for a fit with the power-law index (p) as a free parameter (the
normalization of the x-axis uses t0 as obtained from the fit with p = −5/3). We show the FUV luminosity, λLλ at λ = 150 nm in
the rest frame, k-corrected using the mean blackbody temperature. The frequency of the observations is indicated by the plot
symbol: HST F125LP ☆, HST F150LP ★, FUV □, NUV #, HST F225W  , u-band ◊, g-band ×, r-band +. All power-law
fits are to early-time data (observations before 10tfb), a demarcation indicated by the vertical gray line in each panel.
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Table 2. Observed properties: early time versus late time
name redshift M• Tearly
a
νLνmax
b
Rmax tlate
c
∆t
d
Tlate
e
νLν late Rlate(logM⊙) (log K) (log erg/s) (log cm) (MJD) (days) (log K) (log erg/s) (log cm)
PS1-10jh 0.170 6.06 4.59
+0.15
−0.09 44.2 14.6 57585.6 1877 4.7
+0.5
−0.2 42.4 ± 0.01 13.5
+0.1
−0.2
PTF-09ge 0.064 6.25 4.08
+0.03
−0.03 42.9 15.2 57577.8 2436 4.7
+0.6
−0.3 41.5 ± 0.02 13.2
+0.3
−0.3
PTF-09djl 0.184 6.03 4.41
+0.08
−0.08 44.2 14.9 57588.5 2144 4.8
+0.6
−0.3 42.5 ± 0.01 13.6
+0.2
−0.3
TDE2 0.256 6.91
f
4.37
+0.05
−0.04 44.4 15.1 57617.8 2666 4.4
+0.7
−0.2 42.5 ± 0.02 14.2
+0.2
−0.4
D1-9 0.326 6.64
f
4.59
+0.07
−0.05 43.2 14.2 57607.2 3302 4.5
+0.7
−0.3 42.2 ± 0.04 13.7
+0.3
−0.4
D23H-1
g
0.185 6.53 4.70
+0.14
−0.09 43.5 14.2 57668.8 2780 4.6
+0.7
−0.2 < 41.7 < 13.3
D3-13 0.370 7.38 4.66
+0.06
−0.05 43.6 14.3 57583.8 3332 4.8
+0.6
−0.5 42.0 ± 0.07 13.3
+0.4
−0.4
TDE1 0.136 7.28 4.42
+0.15
−0.10 43.5 14.6 57615.9 3206 – < 40.6 –
ASASSN-14ae 0.044 5.68 4.29
+0.03
−0.03 43.8 15.0 57434.7 718 4.5
+0.8
−0.5 41.5 ± 0.18 13.4
+0.8
−0.6
ASASSN-14li 0.021 6.40 4.52
+0.04
−0.04 43.6 14.4 58224.5 1208 5.0
+0.5
−0.4 42.1 ± 0.03 13.2
+0.3
−0.2
iPTF-16fnl
h
0.016 5.75 4.47
+0.03
−0.02 43.2 14.3 57932.1 295 4.5 41.7 ± 0.12 13.6
ASASSN-15oi
h
0.048 5.94 4.60
+0.08
−0.07 44.5 14.8 57841.9 557 4.6 41.6 ± 0.16 13.3
iPTF-16axa
i
0.108 6.49 4.46
+0.02
−0.02 43.8 14.6 – – – – –
iPTF-15af
i
0.079 6.96 4.85
+0.18
−0.19 43.8 14.2 – – – – –
a
The mean early-time temperature. Obtained from the best-fit power law (Eq. 1) using observations with t < 10ffb (see
Sec. 2.5).
b
The maximum value of the luminosity.
c
The time of the most recent observation (either from HST or Swift/UVOT).
d
The time difference (in the rest frame of the transient) between tlate and the time of maximum light.
e
The mean temperature inferred for the late-time observations, i.e. t > 10tfb.
f
TDE2 and D1-9 have a large systematic uncertainty on the measurement of the velocity dispersion, see discussion in Wevers
et al. (2019).
g
For the source D23H-1 the late-time HST observations are reported as upper limits since the observed nuclear FUV flux is
likely dominated by the host galaxy, see Sec. 2.3
h
Only a single late-time detection, hence Tlate is unconstrained. To compute Rlate we assume the Tlate = Tearly.
i
No late-time observations.
Note—All luminosities are corrected for Galactic extinction and reported at 150 nm in the rest frame of the transient. Up-
per/lower bounds computed from the 90% credible interval.
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points in the light curve prior to the HST observations.
Besides our fits to the early-time data with the power-
law index p as a free parameter, we also estimate the pa-
rameters of our light curve model using the index fixed
at p = −5/3.
Since we use a single temperature to describe the TDF
spectrum at any point in time, we can k-correct the
multi-band light curves to a single (rest frame) wave-
length, λ0. In Figs. 4 and 5 we show the results for
λ0=150 nm, using the mean temperature measured from
the early-time data. This reference frequency is close to
the effective wavelength of theHST FUV bands, thus
minimizing the k-correction for the late-time observa-
tions. We also use our light curve model (Eq. 1) to
measure the temperature from the late-time data only.
The very small dispersion between the multi-band
light curves k-corrected to 150 nm (Figs. 4 and 5) tes-
tifies to the limited temperature evolution in TDF light
curves. The flares have a well-defined mean temper-
ature that can be measured accurately by combining
multi-epoch observations. The typical uncertainty on
the mean temperature is only 0.05 dex or smaller (Ta-
ble 2). For a blackbody spectrum with T = 5 × 104 K
observed at z = 0.1, the spectral index1 is (1.5, 1.1, 0.6)
for the (u, NUV, FUV) bands, respectively. We thus see
that our observations are not on the Rayleigh-Jeans tail
(i.e. α = 2) of the SED, and therefore the near-constant
temperature we observe is not due to limited spectral
evolution on this tail.
3. DISCUSSION
All HST-detected TDFs in our sample (Fig. 4), as well
as more recently-discovered TDFs that have late-time
coverage (Fig. 5), show, after a few years, a flattening
of the UV light curve relative to a t
−5/3
fit to early-time
data. For the high-mass black holes (M• > 106.5M⊙),
the flattening is consistent with a single power-law de-
cay (with power-law index p > −5/3) beginning near
the peak of the flare, while for all the lower-mass black
holes, the late-time emission exceeds the expected value
from the early-time extrapolation with best-fit p (Figs. 6
& 7). In other words, the light curves of TDFs from
low-mass black holes show two distinct phases: first, a
steep decay, and second, a shallow late-time evolution.
In contrast, TDFs from high-mass black holes can be de-
scribed with a single, relatively shallow power law. For
both mass ranges, fitted decay times t0 are comparable
to the theoretical tfb, and seem to follow the predicted
tfb ∝M
1/2
• scaling (Fig. 7).
1
Defined as Fν ∝ ν
α
.
We stress that the observed flattening of the light
curve cannot be explained merely by a change of the
photospheric temperature with time. First of all, we
corrected all observations to the luminosity at 150 nm in
the rest frame. This matches the pivot frequency of the
F150LP bandpass at z ≈ 0.1, hence the k-corrected lumi-
nosity of the late-time HST FUV observations is nearly
independent of temperature. The light curve model we
use to predict the late-time 150 nm luminosity from the
early-time observations includes the mean temperature
as a free parameter; hence the uncertainty on the mean
blackbody temperature has been propagated into this
prediction. An increase of the temperature is sometimes
observed in TDFs (Holoien et al. 2016b; Mockler et al.
2019; van Velzen et al. 2019). Indeed, for some sources in
our sample (e.g. ASASSN-14ae) we see some frequency
dependence in the residuals to our single-temperature
light curves (also the small increase of the 150 nm lu-
minosity based on the late-time NUV and FUV obser-
vations of PS1-10jh is likely due our single-temperature
k-correction). However, the residuals are very small, a
few tens of percent at most. To conclude, the existing
multi-band observations exclude a temperature change
that would lead to a dramatic flatting of the FUV light
curve.
3.1. A stellar origin for the late-time UV detections is
very unlikely
For five sources in our sample (PS1-10jh, ASASSN-
14ae, ASASSN-14li, ASASSN-15oi, iPTF-16fnl), a stel-
lar origin for late-time UV detections is conclusively
ruled out because the late-time emission exceeds the
upper limits (or detections) obtained before the flare.
In the case of the remaining sources, the FUV emis-
sion is far more compact than the optical emission, and
therefore both cannot come from a single stellar dis-
tribution (see section 2.3 for a source-by-source discus-
sion). Compact FUV emission could be explained by a
two-component stellar population, but only if all of the
younger, UV-bright stars are concentrated within our
HST aperture of 0.1” or ∼ 0.1 kpc. We can use HST
imaging at optical/IR wavelengths to rule out such a
compact stellar population for two host galaxies in our
sample (PTF-09ge, and GALEX-D3-13, see section 2.3).
We are thus left with three TDF host galaxies (SDSS-
TDE2, GALEX-D1-9, and PTF-09djl) for which we can-
not directly rule out a central concentration of young
stars as an explanation for the late-time FUV emission.
For these three sources, the late-time FUV luminosity
is LFUV ≥ 1042.2 erg s−1. In this subsection, we show
that this combination of high UV luminosity and com-
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Figure 5. Light curves of more recent TDFs with Swift photometry. Identical to Fig. 4 except for the scale of the rest frame
time axis. The symbols used for the Swift UVOT observations are: UVW2 #, UVW2 □, UVW1 D, U ◊. The overlapping light
curves of these different bands is due to the limited temperature evolution.
pact emitting region is unprecedented for the typical
host galaxies of TDFs.
First of all, nuclear star clusters (NSCs) are not consis-
tent with the observed late-time FUV emission because
the implied mass of the cluster is too high. For the typ-
ical FUV-r colors of blue galaxies (Wyder et al. 2007),
the optical luminosity implied would be ∼ 1043 erg s−1,
which is an order of magnitude higher than the most lu-
minous NCS in the samples of Georgiev & Bo¨ker (2014);
Carson et al. (2015). Likewise, even if we generously as-
sume a large NSC radius of 10 pc, the projected mass
density of the cluster would be ∼ 107M⊙ pc−2, which is
an order of magnitude larger than the densest known
NSCs (Walcher et al. 2005).
Our FUV observations could, however, potentially be
explained by a young population of stars that extends
beyond the typical sizes of NSCs. In this scenario, the
surface density within our aperture of ≈ 0.3 kpc would
be ∼ 104 M⊙pc−2. This would also be an extreme con-
clusion, as none of the galaxy bulges studied by Walcher
et al. (2005) reach this density.
While the observed nuclear UV emission seems to be
very atypical, we note that a large fraction of TDF
hosts are classified as rare post-starburst galaxies (Ar-
cavi et al. 2014; French et al. 2016), which may often
have “blue cores”. These core colors could be due to a
mix of young stellar populations, or AGN (Yang et al.
2006). Quite often, however, strong color gradients are
seen on ∼ 1 kpc scales (Pracy et al. 2012). This an order
of magnitude larger than the aperture of our late-time
HST observation, implying that for most post-starburst
galaxies, our observations should resolve the population
of young stars that could explain the FUV emission.
A direct measurement of the FUV flux on sub-kpc
scales is possible for the very low redshift (z = 0.004)
post-starburst galaxy NGC 3156 (Stone & van Velzen
2016). For this source, GALEX FUV images can probe
emission on 0.3 kpc scales. While NGC 3156 is known
for its extreme concentration of stars near the center, we
use the GALEX data to measure a nuclear FUV lumi-
nosity of only LFUV = 5 × 1040erg s−1, an order of mag-
nitude lower than the post-peak FUV emission in TDF
host galaxies. The observed mass density of NGC 3156
at 0.1 kpc is ∼ 103M⊙ pc−2, which is also an order of
magnitude lower than the mass density required if we
wish to invoke a stellar origin of the late-time FUV de-
tections in these TDF host galaxies.
However, NGC 3156 is only one post-starburst galaxy.
To search for UV-bright cores in a larger population,
we used the catalog of quiescent Balmer-strong galax-
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ies that French & Zabludoff (2018) selected using SDSS
spectroscopy. By construction, the lowest redshift in
the French & Zabludoff (2018) sample is z = 0.01. We
selected a comparison sample for TDF host galaxies
by requiring a total galaxy mass in the range 10
9.0 <
M∗/M⊙ < 1010.5 and maximum redshift z < 0.03, leav-
ing 759 galaxies. At the median redshift of these com-
parison galaxies, the GALEX PSF (Morrissey et al.
2007) corresponds to ≈ 2 kpc. To estimate the PSF flux
we use an aperture with a radius 3.75” (flux_aper_3
listed as in the GALEX GR6plus7 catalog) and apply
an aperture correction of 0.2 mag. Of the 759 quies-
cent Balmer-strong galaxies in the comparison sample,
we find GALEX FUV detections for 373 sources. For
the detected galaxies, the median FUV luminosity is
2 × 1041 erg s−1 with a dispersion of 0.5 dex. Of all the
galaxies in our parent sample of 759 low-redshift quies-
cent Balmer-strong galaxies, less than 3% have a FUV
luminosity greater than 10
42
erg s
−1
. If we repeat this
exercise using post-starburst galaxies alone (which are
a smaller subset of the quiescent Balmer-strong popula-
tion), this fraction increases to ≈5%.
Under the conservative assumption that the TDF host
galaxies are similar to quiescent Balmer-strong galax-
ies, the probability to detect 3 sources with LFUV >
10
42
erg s
−1
is negligible (∼ 0.033). This estimate is
conservative because the GALEX measurements probe
the flux on ∼ kpc scales, while our HST observations
probe regions an order of magnitude smaller. To es-
timate how this difference in physical scale affects our
estimate of LFUV in the comparison sample, we use HST
NUV (F275W) observations that have been obtained for
four post-starburst galaxies with z ≈ 0.025 (GO pro-
gram 14785: PI van Velzen). We find that for these
galaxies, the NUV flux on 0.1 kpc scales is between 3
and 30 times lower than the NUV flux seen through the
GALEX aperture, implying that our measurements of
LFUV in the comparison sample of quiescent Balmer-
strong galaxies overestimates the true nuclear FUV flux
by at least this amount.
We thus conclude that unresolved FUV emission at
the level observed in the sample of TDF host galaxies is
very rare, even in post-starburst galaxies. Typical levels
of FUV emission are at least an order of magnitude lower
than those we observe in TDF host galaxies.
3.2. Late-time UV detections provide conclusive
evidence against a SNe scenario
Before interpreting the nature of the late-time FUV
luminosity, it is important to stress that these detec-
tions further substantiate that these sources are not due
to stellar explosions. Some supernovae can be UV-bright
near peak (Gezari et al. 2009b), but observations across
all SNe subtypes show the post-peak NUV luminosity
decreasing on timescales of months (Brown et al. 2009;
Pritchard et al. 2014; Lunnan et al. 2018). Given that
our sample contains a mix of TDFs, selected either based
on spectroscopic properties or optical/UV properties, it
is encouraging that all show late-time UV detections
(while SDSS-TDE1 was not detected in our HST obser-
vations, it was detected one year post-peak by GALEX).
3.3. The case for late-time disk dominance
The flattening seen in the light curves of TDFs from
low-mass SMBHs suggests that a different emission
mechanism may be operating at late times. We now
discuss the challenges that previously proposed early-
time emission mechanisms (reprocessing and stream self-
intersection shocks) would face in explaining the late-
time FUV observations.
To explain—within the reprocessing paradigm—two
phases in the light curves of TDFs with low-mass hosts,
we would have to conclude either that accretion power
becomes roughly constant at late times (i.e. t > 10tfb),
or that an initially low reprocessing efficiency steadily
increases. The former possibility is at odds with what
we know of TDF theory: early in the flare, if the disk
viscous time tvisc ≪ tfb, the bolometric luminosity of the
disk would decline roughly as L∝ t−5/3. At late times,
tvisc ≫ tfb and the accretion rate will be controlled by
internal processes in the disk, with L∝ t−1.2 (Cannizzo
et al. 1990).
The second possibility is challenged by the decreas-
ing opacity of most plausible reprocessing layers, which
should lead to a decreasing reprocessing efficiency. This
is clearly the case for wind reprocessing, where the
monotonically declining column density in the repro-
cessing outflow eventually becomes too low to absorb
a significant fraction of the X-ray/EUV photons from
the disk. The resulting X-ray ionization breakout will
rapidly decrease the optical/NUV/FUV emission, while
the observed X-ray flux should increase. Metzger &
Stone (2016) compute that for a disruption with M• =
10
6
M⊙, a reprocessing shell produced in a wind or out-
flow can remain optically thick to X-rays for at most a
few fallback times. This requirement is clearly at odds
with our detections of FUV emission at t > 10tfb. Since
the maximum time for significant reprocessing scales
with M
−5/6
• (Metzger & Stone 2016), we would expect
the highest-mass black holes to exhibit almost no late-
time UV emission from a reprocessing layer. Instead we
observed the opposite: TDFs from higher-mass black
holes have more shallow light curves (Fig. 7), with detec-
tions up to 10 years post peak. Gravitationally bound
14 S. van Velzen et al.
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Figure 6. The excess of late-time emission compared to the expected value obtained from extrapolating the early-time light
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intervals shown here. TDFs from the lower end of the mass distribution (M• < 106.5M⊙) show a significant excess compared
to the expected late-time emission for a single power law. In other words, their light curves show a significant flattening. The
TDFs from higher-mass black holes, on the other hand, are broadly consistent with a single power law that decays more slowly
(Fig. 7).
reprocessing layers are, in this respect, more plausible
explanations for late-time FUV emission. Such layers
could consist of poorly circularized debris from the dis-
rupted star (e.g. Guillochon et al. 2014; Coughlin &
Begelman 2014). Mass would steadily drain from such
a layer due to continued dissipation of orbital energy
in shocks (at stream-stream and stream-disk intersec-
tions), but even if enough mass remains at large scales
to be optically thick, it is unclear why the reprocessing
efficiency should increase.
A second, and more decisive, challenge for the repro-
cessing picture is the size of the observed photosphere
radii. We find that the late-time photosphere radius,
Rlate, is typically of the same order as the tidal radius
(Table 2). If the late-time accretion disk is fully circular-
ized, it must extend to at least Rc = 2Rt/β, where the
tidal radius Rt = R∗(M⊙/M∗)1/3, and the penetration
parameter β is a dimensionless inverse of the stellar peri-
center Rp (defined as β = Rt/Rp). Viscous spreading
can increase the disk size by a factor of a few (Section
3.4). It seems implausible that the reprocessing layer
has the same physical size as the power source respon-
sible for heating the layer (i.e. the accretion disk). A
hypothetical hydrodynamic structure subtending a large
solid angle on scales ∼ Rlate would dissipatively interact
with the late-time accretion disk, and likely merge into
it.
Further evidence against late-time reprocessing fol-
lows from the observations of ASASSN-14li. For this
source, the X-ray luminosity decreases (Bright et al.
2018) while the UV luminosity flattens off to a plateau
(Fig. 5). The exponential tail of the X-ray light curve
of ASASSN-14li (Bright et al. 2018) can be explained
by a decrease in the disk temperature (see Pasham &
van Velzen 2018, Table 1) and hence the accretion rate
for this source may still follow a power-law decay. Even
if the accretion rate is tracking the fallback rate, the
observed decrease of the X-ray luminosity translates to
a decrease of the power available for reprocessing. The
observed disconnect between the UV and X-ray light
curves thus provides evidence against a reprocessing
layer as the origin of late-time UV emission in ASASSN-
14li.
Circularization-powered emission is likewise an un-
satisfactory explanation for the late-time UV detec-
tions. In the circularization paradigm, the optical/UV
luminosity is due to stream self-intersection shocks at
large distances from the SMBH. While the stream self-
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from the disk model that fits to the late-time observations. In both panels, the errorbars span the 90% credible interval.
intersection point RSI may be close to the tidal radius
for highly relativistic pericenters (Rp ≲ 20Rg, where the
gravitational radius Rg = GM•/c2; Hayasaki et al. 2013;
Bonnerot et al. 2016), it is located at least an order of
magnitude farther away for less relativistic pericenters,
which should be more common, particularly around low-
mass SMBHs (Dai et al. 2015). A large self-intersection
radius is a key feature of the circularization paradigm’s
appeal, as it naturally explains the large blackbody radii
(typically ∼ few × 1014 cm) fitted to early-time TDF
emission (Piran et al. 2015). Shock dissipation on these
scales produces a low radiative efficiency, which we can
bound from above assuming (i) complete thermalization
of stream kinetic energy and (ii) no adiabatic losses of
thermalized energy: thus, ηc ≤ GM•/(RSIc2). The late-
time mass fallback rate is (e.g. Lodato et al. 2009)
M˙fb =
M⋆
3tfb
( t
tfb
)−5/3 , (3)
producing a late-time circularization luminosity Lc =
ηcM˙fbc
2
. If we use early-time blackbody radii to es-
timate RSI and ηc, we would be unable to reproduce
the observed late-time FUV emission of PS1-10jh, PTF-
09ge, PTF-09djl, TDE2, and D1-9. If we instead set the
smaller late-time blackbody radii Rlate = RSI, and use
very generous assumptions (ηc equals its upper limit;
100% of radiated energy is in the FUV bands; the dis-
rupted star has an unusually large M⋆ = M⊙), we still
have observed late-time FUV luminosities νLν > Lc for
PS1-10jh, PTF-09ge, PTF-09djl, and TDE2. While D3-
13 and perhaps D1-9 may evade the energetic constraints
above, both exhibit shallow intermediate- and late-time
declines that are inconsistent with the ∝ t−5/3 predic-
tions of the circularization paradigm. Circularization
shocks alone are thus an unlikely power source for most
of our observed late-time FUV detections.
These challenges for the reprocessing and circulariza-
tion paradigms lead us to consider a different power
source for late-time FUV emission. An unobscured ac-
cretion disk, the scenario first envisaged for TDFs (Rees
1988; Cannizzo et al. 1990), is the most natural candi-
date. As we explain in the next section, simple accretion
disk models (that generally fail to reproduce early-time
optical/UV TDF emission) are easily able to accommo-
date our late-time FUV detections
2
.
3.4. Disk models
To better quantify the arguments of the previous sub-
section, we have constructed a library of simple, time-
dependent disk models that can be compared to our
FUV observations of each TDF. The quantitative de-
tails of these models are given in Appendix C, but their
key features and assumptions are:
1. TDF accretion disks are well-described as planar
and azimuthally symmetric; furthermore, we ver-
tically average their fluid properties so as to model
them in 1D. These assumptions are probably quite
2
A late-time transition to disk-dominated emission is analogous
to the Leloudas et al. (2016) interpretation of the TDF candidate
ASASSN-15lh, where circularization shocks were invoked as the
power source for the early-time (≲ 75 d) optical/UV light curve,
and accretion power was invoked to explain later (≳ 75 d) obser-
vations. The analogy is inexact, however, as the fitted blackbody
radius for ASASSN-15lh remained much larger than the plausi-
ble size of a quasi-circular accretion disk, requiring a reprocessing
layer.
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incorrect at early times, when the process of cir-
cularization will imprint strong non-axisymmetries
on the inner accretion flow (Hayasaki et al. 2013;
Guillochon et al. 2014; Shiokawa et al. 2015). Fur-
thermore, TDF disks form with large generic tilts,
and differential nodal precession (due to Lense-
Thirring frame-dragging) can create warps within
the disk or lead to global precession (Fragile et al.
2007; Stone & Loeb 2012). However idealized
these assumptions may be at early times, they are
likely robust at the late times we are concerned
with in this paper. All of our TDFs have been
observed after ≳ 10 fallback times; at which point
the returning M˙fb is low enough to have little im-
pact on the circularized inner disk. Likewise, in-
ternal torques within an initially tilted disk are
likely to align it with the SMBH equatorial plane
on timescales of ∼ 101−4 d (Franchini et al. 2016).
Even for PS1-10jh, the “youngest” TDF with HST
observations (∆t = 1877 d), alignment will only be
prevented if both the SMBH spin a• and the di-
mensionless viscosity parameter α are extremely
low (e.g. a• ≲ 0.2 and α ≲ 0.03; Franchini et al.
2016).
2. We evolve TDF accretion disks in time in a quasi-
viscous way, i.e. according to the standard vis-
cous diffusion equation of 1D accretion theory (e.g.
Abramowicz & Fragile 2013). In real accretion
disks, angular momentum transport is generally
due to magnetized turbulence, but we employ an
effective viscosity similar to the Shakura-Sunyaev
prescription (Shakura & Sunyaev 1973). However,
rather than implementing the usual α-viscosity,
we employ a “β-viscosity” where kinematic vis-
cosity ν ∝ Pgas, the gas pressure alone (Saki-
moto & Coroniti 1981). This approximation is
chosen for simplicity, as it prevents the onset of
thermal and viscous instabilities that would occur
at late times in α-disks. We discuss the implica-
tions of these instabilities (and their absence) in
detail below (Sec. 3.5). We also neglect the time-
dependent addition of mass to the disk from re-
turning debris streams; our initial conditions place
the bound half of the star into a Gaussian surface
density profile centered on the circularization ra-
dius Rc = 2Rt/β. This assumption is crude at
early times, but since most of the stellar mass re-
turns after tfb, it is reasonably accurate at the late
times we are concerned with, as the disks enter a
self-similar spreading phase (Cannizzo et al. 1990).
3. We assume that TDF disks emit as multicolor
blackbodies and neglect coronal contributions or
any type of reprocessing. The midplane temper-
ature in the disk is set by a local energetic bal-
ance between viscous heating, radiative cooling,
and advective cooling. The local radiative flux
is determined by combining this energy equation
with an opacity model; we consider both electron
scattering opacity and a Kramer’s law for bound-
free opacity. We neglect the effects of gravitational
lensing and redshift (this is a reasonable approx-
imation for the FUV, which is sourced primarily
from the outermost disk annuli at ∼ 50Rg, but is
less justifiable for soft X-ray or EUV predictions).
Our disk models have the following free parameters:
SMBH mass M•; dimensionless SMBH spin a• < 1,
which determines the disk inner edge; stellar mass M⋆;
stellar radius R⋆; stellar penetration parameter β ≡
Rt/Rp; effective viscosity parameter α, and time since
disruption ∆t. Our fiducial models assume M• val-
ues determined for each TDF (Table 2); SMBH spins
a• = 0.9; a ZAMS stellar radius appropriate for stars
of slightly super-solar metallicity (Z = 1.4Z⊙; Girardi
et al. 2000); grazing, β = 1 disruptions; a time since
disruption ∆t + t0 as obtained from the observed light
curve (Table 2). We then construct, for each TDF under
study, a grid of models that samples 0.01 ≤ α ≤ 1 and
0.1 ≤M⋆ ≤ 3. The model grid samples both variables in
a log-flat way; we consider 9 different values of α, and
10 of M⋆.
Our assumed value of a• sets the inner disk bound-
ary by determining the innermost stable circular orbit
(ISCO)
3
. This choice significantly affects the bolometric
emission of the disk, which is dominated by unobserv-
able EUV bands. The choice of a• has an even larger
effect on disk predictions for thermal soft X-ray flux,
which is always on the Wien tail of even the inner disk
annuli. However, the value of a• has little effect on the
observed FUV flux, which is (at the time of observa-
tion) dominated by the outermost annuli of the spread-
ing disk. Our assumed value of β determines the initial
conditions of the disk (the initial surface density profile
Σ(R) is peaked at a radius R = 2Rp), but a viscously
spreading disk asymptotes to a self-similar expansion
that loses most memory of its initial mass distribution
(though not its total initial mass and angular momen-
tum), so this assumption is also reasonable.
3
Our model grid uses a• = 0.9 to avoid complications from the
Hills mass (Hills 1975), which would affect high-mass TDFs like
TDE1, TDE2, and D3-13.
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Figure 8. Contour plots showing the density of samples from the posterior distribution of stellar mass (M⋆) and disk viscosity
(α), obtained by comparing the late-time FUV observations to viscously-spreading accretion disk models (see Sec. 3.4 and
Appendix C for more details). Black lines enclose the credible intervals with a probability corresponding to 1σ, 2σ, and 3σ from
a Gaussian distribution. For the six TDFs with unambiguous late-time HST detections, we can fit observed FUV luminosities
with reasonable parameter choices. The deep upper limits on late-time FUV flux from TDE1 cannot easily be explained by our
model, suggesting either the accretion of little mass (≪ 0.1M⊙) in a partial disruption, or a state change in the accretion disk.
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Table 3. Disk parameter inference
name stellar mass α
(logM⊙) (log)
PS1-10jh 0.0
0.1
0.1 −0.3
0.3
0.2
PTF-09ge −0.90.10.2 −1.1
0.3
0.2
PTF-09djl 0.1
0.8
0.1 −0.4
0.4
0.3
TDE2 −0.60.30.2 −0.4
0.4
0.3
D1-9 −0.20.70.1 −0.5
0.5
0.4
D23H-1 −0.90.10.1 −0.7
0.4
0.4
D3-13 −0.80.10.2 −0.4
0.5
0.3
TDE1 – < −1.7
ASASSN-14ae −0.60.20.2 −0.3
0.4
0.2
ASASSN-14li −0.40.10.2 −0.2
0.3
0.2
iPTF-16fnl −0.70.20.2 −0.3
0.4
0.2
Note—Uncertainties listed correspond to
the 90% credible interval. Contour plots
with samples from the posterior distri-
bution of these parameters are shown in
Fig. 8.
We are able to obtain satisfactory fits to all our late-
time (i.e. t > 10tfb) detections by using these simple
time-dependent disk models. Similar to the approach
applied to the light curves (Sec. 2.5), we apply a MCMC
method to infer the two parameters of the disk model
(again we also include a factor f that accounts for any
underestimation of the measurement uncertainty). We
use a flat prior for the viscosity, −2 < logα < 0. The
Salpeter (1955) mass function is used to yield the prior
for the stellar mass, P (M⋆) ∝ M−2.3⋆ , with upper and
lower bounds of 0.1 and 3 M⊙, respectively.
Contour plots with samples from the posterior distri-
bution for each TDF are shown in Fig. 8, and the best-
fit parameters are written explicitly in Table 3. Our
six unambiguous detections can be explained as follows.
PS1-10jh, D1-9, and PTF-09djl can be adequately fit-
ted with roughly Solar-type stars (M⋆ ≈ M⊙) and a
high effective viscosity, α ≳ 0.3. TDE2, and D3-13
favor similar α parameters, but lower main sequence
stars (M⋆ ≈ 0.15 − 0.25M⊙). PTF-09ge is a mild out-
lier among the late-time detections; it requires a signifi-
cantly lower effective viscosity (α ≈ 0.1), and favors the
lowest stellar mass we consider.
Light curves for all best-fit models, both bolometric
and in the FUV band, are presented in Fig. 9. We re-
calculate our best-fit models with a• = 0 to estimate
these bolometric light curves (this has little effect on
the FUV luminosity). After a viscous time has passed,
t-1.2
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Figure 9. Light curves corresponding to the best-fit models
for each TDF in our HST sample, as well as for three other
TDFs seen to undergo late-time flattening in Swift/UVOT
data. Bolometric light curves have been recalculated with
a• = 0 (with the exception of D3-13; in this plot, the D3-13
bolometric light curve is shown for a• = 0.69, the minimum
value that supports disk formation outside the ISCO) and
are shown as solid lines, while FUV light curves are shown
as dashed.
the bolometric light curves follow the ∝ t−1.2 power
law, as predicted in Cannizzo et al. (1990). The FUV
light curves evolve in a more shallow way. One reason
for this is that the FUV bands are near the Rayleigh-
Jeans tail of emission, and so for a fixed disk size, they
would be expected to evolve ∝ t−0.3. However, the
disks are viscously spreading, increasing the emitting
area for Rayleigh-Jeans radiation and causing the FUV
light curves to decay even more slowly than t
−0.3
.
If we interpret our FUV observations of D23H-1 as
transient (rather than stellar) in origin, the inferred
TDF parameters are similar to those of PTF-09ge. The
nondetection of TDE1 is not easy to fit within our grid
of disk models, and would require either α ≪ 0.01 or
the accretion of ≪ 0.1M⊙. A low accreted mass might
occur in a partial disruption, but we disfavor this expla-
nation for the late-time properties of TDE1 because its
luminosity at peak is similar to the rest of the sample
(Table 2). More speculatively, this nondetection could
indicate that the original TDE1 transient was an exotic
TDF impostor, such as a mildly relativistic stellar col-
lision (Metzger & Stone 2017). A third explanation is
discussed in the following section.
Interestingly, we are also able to fit the most recent
observations of ASASSN-14li, ASASSN-14ae, and iPTF-
16fnl within the context of our model, suggesting that
these more recent TDFs may also have transitioned to a
“bare” accretion disk, as is suggested by the flattening
of their light curves (Fig. 5).
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We summarize our light curve modeling in Fig. 10,
where we show two-component light curve models for
six well-sampled TDFs. We see that this simple two-
component model does a good job of describing both the
older flares observed with HST (where we have a long
temporal baseline but sparse sampling), and younger
flares observed by Swift (where the flattening of the FUV
light curve has only begun recently, but is well-resolved
in time).
3.5. Accretion physics implications
The simple 1D theory of accretion disks has long pre-
dicted viscous (Lightman & Eardley 1974) and ther-
mal (Shakura & Sunyaev 1976) instabilities in moder-
ately sub-Eddington regimes, when the disk is radiation
pressure-dominated and cooling radiatively. These in-
stabilities emerge when when the effective diffusion co-
efficient of Eq. C1 becomes negative, and when cool-
ing rates depend more sensitively on temperature than
do heating rates, respectively. In the context of the α-
viscosity model, these effects occur only at intermediate
accretion rates. They are absent in advectively-cooled
super-Eddington disks, and also in colder disks domi-
nated by gas pressure. Some alternative ad hoc forms
for an effective kinematic viscosity, such as the β-disk we
employ (Sakimoto & Coroniti 1981) and its more com-
plicated generalizations (Taam & Lin 1984), are always
viscously and thermally stable.
While some examples of these instabilities may have
been observed (see e.g. Taam et al. 1997; Fender &
Belloni 2004, for a possible thermal instability in the
GRS 1915+105 microquasar), their physical reality has
frequently been debated due to the many simplify-
ing assumptions that enter into quasi-viscous 1D mod-
els. Angular momentum transport in real accretion
disks is generally governed by 3D magnetohydrodynamic
(MHD) stresses related to the magnetorotational insta-
bility (Balbus & Hawley 1991), and MHD simulations
have sometimes found that 3D effects suppress thermal
(Hirose et al. 2009) or viscous instability. However, the
debate is by no means settled: more recent radiation
MHD simulations find thermal instability (Jiang et al.
2013; Mishra et al. 2016) persists in three dimensions, al-
though the instability may be suppressed in disks with
sufficiently high iron opacity (Jiang et al. 2016). The
longer linear growth time of the viscous instability makes
it more challenging to study, but recent global simula-
tions have found evidence for a clumping (Mishra et al.
2016; Fragile et al. 2018) analogous to the predictions
of Lightman & Eardley (1974). Both viscous and ther-
mal instabilities may, however, be suppressed in nature
by large-scale toroidal fields (Begelman & Pringle 2007;
Oda et al. 2009; Sa¸dowski 2016).
This long-standing debate in accretion theory matters
for TDF disks because a simple implementation of the
α-disk model predicts the onset of thermal instability
on timescales ≲ 1 yr after disruption (Shen & Matzner
2014). The 1D development of this instability would
lead to a dramatic drop in the temperature of the disk,
reducing the FUV luminosity far below the levels pre-
dicted in Section 3.4, and making it impossible to repro-
duce the observed FUV emission.
More specifically, the α-models of Shen & Matzner
(2014) are predicted to undergo a thermal insta-
bility once the local accretion rate falls below the
advection-dominated threshold, i.e. M˙(R)/M˙Edd =
3
−1/2(R/Rg). In these models, disks accreting be-
low this threshold rapidly transition to a gas-pressure
dominated, radiatively-cooled state. In this cold
state, the initial viscous time is extremely long,
and the characteristic luminosity is L/LEdd ≈ 0.5 ×
10
−4
η(α/0.1)1/8(M•/106M⊙)−1.71. Such low luminosi-
ties are at least two orders of magnitude dimmer than
the faintest of our late-time detections, and thus we can
rule out this type of model for the outcome of thermal
instabilities in most TDF disks. We note that the model
of Shen & Matzner (2014) predicts limit-cycle behav-
ior, with intermittent episodes of runaway heating that
cause late-time TDF disks to expand back to a highly
luminous advective state. However, these episodes are
so brief that it is unlikely for an individual observing
epoch to catch any late-time TDF disk, let alone six, in
them.
However, the low luminosities predicted after the state
changes of Shen & Matzner (2014) offer a speculative
way to explain the late-time nondetection of TDE1. If
thermal instabilities are suppressed in nature by iron
opacity bumps (Jiang et al. 2016), then TDF disks
should often be thermally stable. On occasion, how-
ever, a SMBH will disrupt a low-metallicity star that
may lack substantial quantities of iron-group elements,
leading to a state change and collapse of the TDF disk
to unobservably low FUV luminosities. A piece of cir-
cumstantial evidence supporting this hypothesis may be
found in Fig. 1. Of all the TDF host galaxies we mod-
eled, the host of TDE1 has the oldest stellar popula-
tion, which is best fit by a single burst of star formation
12.8 Gyr ago, hinting at a low metallicity.
A final possible explanation for the nondetection of
TDE1 is a different type of disk state change, from a
thermal, radiatively efficient state to a “low-hard,” ra-
diatively inefficient accretion flow. In X-ray binaries,
this type of transition is seen to occur at accretion rates
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Figure 10. Two-component (disk and power law) fits for our best-sampled flares. Data identical to Figs. 4 & 5, but showing
the result for a power-law with an index fixed at p = −5/3 plus our disk model. The slowly evolving FUV emission from this
disk model is not important for the early time observations, but provides a good explanation for the late-time observations.
below ≈ 2% of the Eddington rate (Maccarone 2003).
This type of state change produces a large drop in disk
thermal emission. The M•−σ relationship suggests that
TDE1 has one of the highest black hole masses in our
sample, making it plausible that this TDF could have
been the first to undergo such a state transition. Ra-
diatively inefficient accretion flows are often associated
with efficient jet launching, and past work has argued
that radio-dim TDFs should become radio-bright at late
times as jets turn on at a low Eddington fraction (van
Velzen et al. 2011; Tchekhovskoy et al. 2014). In our
fiducial, a• = 0.9 grid of models, the present-day ac-
cretion rates in all observed TDFs are well above 2%
of the Eddington rate, with the exceptions of TDE2
(M˙ = 0.032M˙Edd, for best-fit M⋆ and α) and D3-13
(M˙ = 0.0024M˙Edd, for best-fit M⋆ and α). The persis-
tence of thermal emission in D3-13 suggests that either
one of our model parameters for this TDF is signifi-
cantly incorrect, or some aspect of TDF accretion disks
prevents (or delays) the transition to a radiatively in-
efficient state. Late-time radio observations of TDE1,
TDE2, and D3-13 could better constrain this hypothe-
sis.
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While we do not claim that the late-time observa-
tion of FUV emission in TDFs validates the Sakimoto
& Coroniti (1981) β-disk—indeed, detailed MHD sim-
ulations typically find that stress scales proportionally
to total pressure (Mishra et al. 2016) - our models seem
to demonstrate two features of late-time TDF disk hy-
drodynamics. First, these disks must have long initial
viscous times. This is achieved naturally in the β-disk
prescription, but could also arise in α-disks with small
α parameters. Second, it seems clear that the classic
thermal and viscous instabilities of 1D α-theory are not
developing in TDF disks we observe, with the possible
exception of TDE1. This result is in agreement with the
observation that observed black hole X-ray binaries gen-
erally fail to display the limit cycle behavior that would
result from nonlinear development of the Lightman &
Eardley (1974) viscous instability (Cannizzo 1996; Done
et al. 2007).
3.6. Solution to the missing energy problem
The observed radiated energy of TDFs, E
early
bol , is ob-
tained by integrating fitted early-time bolometric light
curves (typically estimated from single-temperature
blackbody fits). Empirically, E
early
bol ∼ 10
49−51
erg, which
is usually one to two orders of magnitude lower than
E
tot
bol = 0.05M⋆c
2 ∼ 1052−53 erg, the energy that should
be released during radiatively efficient accretion of the
bound stellar debris. This “missing energy problem”
(Piran et al. 2015; Stone & Metzger 2016; Lu & Ku-
mar 2018) may be explained in a variety of ways: for
example, TDFs may emit most of their energy in unob-
servable EUV wavelengths, as is suggested by infrared
dust echoes from some TDFs (van Velzen et al. 2016); al-
ternatively, TDFs may have unexpectedly small energy
budgets due to severe mass loss during the circulariza-
tion process (Metzger & Stone 2016), a preference for
partial disruptions (Guillochon & Ramirez-Ruiz 2013),
or the prevalence of low-energy TDF impostors (Met-
zger & Stone 2017). Some of the missing energy can
also be explained by reddening of the TDF spectrum
due to the dust in the host galaxy. This reddening will
decrease the observed blackbody temperature, leading
to an underestimation of the blackbody luminosity by
up to an order of magnitude (Gezari et al. 2009a). The
missing energy problem may also be resolved if the
flare’s radiative efficiency η ≪ 0.1. This explanation
is realized in the circularization paradigm (Piran et al.
2015), where the early-time light curve is powered by
shocks at the stream self-intersection radius RSI. As
mentioned previously, the typical radiative efficiency
of bulk kinetic energy thermalized at these shocks is
ηc ≈ GM•/(RSIc2) ≪ 0.1. If disk formation is delayed,
then a much greater amount of energy can be emitted,
at lower luminosities, long after the peak of the flare.
In contrast, our slowly evolving accretion disk models
address the missing energy problem in two of the ways
discussed above: by displacing the TDF’s energy both
in wavelength and in time. The SEDs of our theoretical
models typically peak near ∼ 0.1 keV, and a majority of
their power comes out in the EUV. However, the long
viscous times of our models can, in most cases, prevent
early emission of this radiation, even under the assump-
tion of efficient circularization. Our models, which are
based on Cannizzo et al. (1990), differ strongly from
“delayed circularization” explanations for the missing
energy problem in the large early-time EUV (and of-
ten X-ray) luminosities we predict. There are also likely
to be more subtle temporal differences at longer wave-
lengths as well: delayed accumulation of bound material
into a disk that efficiently transports angular momentum
will produce a steeper late-time light curve than do our
models.
The amount of energy radiated so far in the FUV can
be crudely estimated as E
late
FUV ≡ tlateL
late
FUV. Typically,
E
late
FUV ∼ 0.1−1E
early
bol , indicating that the late-time emis-
sion we have directly observed can be as energetically
important as the better-studied early-time light curves
of TDFs. For every TDF in our sample, E
late
FUV ≪ E
tot
bol,
so in order to radiate the expected gravitational en-
ergy of E
tot
bol ∼ 2 × 10
52
erg in the FUV, the observed
late-time plateau of 10
42.5
erg s
−1
would have to per-
sist for ∼ 300 yr. However, the FUV bands are on
the Rayleigh-Jeans side of each blackbody we have fit
to the data, implying a substantial bolometric correc-
tion, C
late ≡ Llatebol /(νLlateFUV), should exist for each TDF
detected at late times. We estimate these bolometric
corrections using our best-fit accretion disk models, and
also estimate E
late
bol ≡ ∫ tlatet0 Lbol(t)dt, the total bolomet-
ric energy outputted so far by the TDF.
We quantify all observed and modeled energy scales
in Table 4. In this table, fiducial values
4
for modeled
energies use a• = 0.0, and quoted error ranges go from
4
Even though our model grid was built with a• = 0.9, we have
re-run best fit combinations of {α,M⋆} with different values of
SMBH spin. This usually does not impact the FUV luminosity
substantially, since it is dominated by the outermost disk annuli.
The two exceptions to this are TDFs with large SMBH masses,
TDE2 and D3-13 (where the ISCO is not far from the disk outer
edge). For TDE2, switching to a• ≲ 0 will decrease the FUV lumi-
nosity substantially, making the best-fit {M⋆, α} less trustworthy.
The same caveat applies to D3-13, but here the best-fit M⋆ and
large SMBH mass M• puts this TDF dangerously close to the Hills
mass. The minimum SMBH spin value that can produce a disk
outside the ISCO is a• = 0.69, so for D3-13’s entry in Table 4, we
take this value as both the fiducial and lowest one.
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Table 4. Tidal disruption flare energetics
name
a
E
early
bol
a
E
early
bol
b
E
late
FUV
b
E
late
FUV
c
E
late
bol
c
E
late
bol
d
C
late e
L
late
X
f
E
tot
bol
(log erg) (%) (log erg) (%) (log erg) (%) (log erg s
−1
) (log erg)
PS1-10jh 51.3
+0.1
−0.2 3.88% 50.6 0.792% 52.4 49.7% 26.4 41.3
+1.7
−1.2 52.7
PTF-09ge 50.5
+0.2
−0.2 4.89% 49.8 1.03% 51.3 33.2% 18.3 37.0
+3.6
−2.6 51.8
PTF-09djl 51.0
+0.1
−0.2 1.55% 50.8 0.905% 52.4 37.8% 24.1 41.5
+1.6
−1.1 52.8
TDE2 51.6
+0.1
−0.0 30.8% 50.9 5.64% 51.6 30.7% 1.78 30.3
+8.0
−7.6 52.1
D1-9 50.7
+0.0
−0.0 1.55% 50.7 1.39% 52.3 63.8% 13.9 39.8
+2.4
−1.5 52.5
D23H-1 50.7
+0.1
−0.1 7.74% 50.1 1.86% 51.5 51.1% 9.00 35.1
+4.9
−3.7 51.8
D3-13 51.4
+0.1
−0.1 17.6% 50.4 1.60% 51.2 11.5% 2.50 22.7
+7.9
−0.0 52.2
TDE1 50.7
+0.2
−0.2 – < 49.0 – – – – – –
ASASSN-14ae 50.2
+0.0
−0.0 1.23% 49.3 0.152% 51.9 66.1% 107 41.7
+1.3
−0.9 52.1
ASASSN-14li 50.5
+0.0
−0.0 1.54% 50.1 0.642% 52.1 57.6% 30.6 39.2
+2.9
−2.1 52.3
iPTF-16fnl 49.8
+0.0
−0.0 0.615% 49.2 0.157% 51.7 51.0% 127 42.5
+1.1
−0.8 52.0
a
The observed bolometric energy release from early-time (t < 10tfb) light curves, as computed from our posterior
distributions of power-law light curves for single-temperature blackbodies (§2.5).
b
The approximate energy radiated to the present day in FUV wavelengths, which we estimate as E
late
FUV ≡
tlateνLν , using quantities in Table 2.
c
The total bolometric energy radiated to the present day for our best-fit models for each TDF.
d
The predicted late-time bolometric correction C
late ≡ Lbol/(νLν). The numerator of this correction factor
uses our best-fit theoretical model, while the denominator uses the observed FUV luminosity.
e
The predicted late-time soft X-ray luminosity (E ≥ 0.3 keV) for our best-fit models. This is an approximate
estimate, as we have ignored host absorption and general relativistic effects.
f
The total bolometric energy available to each TDF for our best-fit models: E
tot
bol ≡ 0.058(M⋆/2)c2.
Note—For model-dependent quantities, the fiducial values quoted are for an SMBH spin a• = 0.0. The error
range on L
late
X covers a range of spins from a• = −0.9 to a• = 0.9, with the exception of D3-13. For this TDF,
retrograde and slow prograde spins would push the Hills mass below M•, and so the fiducial values here were
computed with a• = 0.69, the lowest value that permits disk formation outside the ISCO. All quantities in
parentheses represent percentages of E
tot
bol in our best-fit models (for the fiducial, a• = 0.0, case). Estimates
and models for D23H-1 assume for the sake of argument that all observed FUV emission is of transient, rather
than stellar, origin.
a• = −0.9 to a• = 0.9. In general, we find substantial
late-time bolometric corrections, with 8 ≲ C late ≲ 300.
Bolometric corrections are smallest for the oldest flares
in our sample, (TDE2, D1-9, and D3-13), and are largest
for the youngest flares in the sample (ASASSN-14ae,
ASASSN-14li, iPTF-16fnl). In all cases, the disks have
radiated an order unity fraction of their total available
energy budget (E
late
bol ∼ E
tot
bol), though a majority of E
tot
bol
remains to be radiated.
One testable prediction of our models is the late-time
soft X-ray luminosity at energies ≥ 0.3 keV, which can
be substantial for many of the flares in our sample. In
Table 4, we present our predictions for the late-time
thermal soft X-ray luminosity, L
late
X , for each best-fit
model. However, we note that these predictions are
likely optimistic, as we have neglected photoelectric ab-
sorption in the host galaxy, and have assumed a• = 0.9
(the predicted L
late
FUV values are insensitive to these as-
sumptions, but L
late
X is quite sensitive to both). Many
of these TDFs have constraining upper limits on their
early-time X-ray luminosities, which may indicate that
disks had not yet circularized at early times, or alterna-
tively, that obscuration due to tidal debris or outflows
imparted a strong viewing angle-dependence on inner
disk annuli (Dai et al. 2018). However, our FUV obser-
vations suggest that at sufficiently late times, compact
TDF disks exist and are not obscured by a larger-scale
photosphere. For most flares, constraining late-time X-
ray observations do not yet exist. However, our predic-
tion for L
late
X in ASASSN-14li is quite close to this TDF’s
observed late-time X-ray luminosity (Bright et al. 2018).
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If the disk-powered plateau indeed lasts for ∼ 10 yr
(∼ 102 yr) and the TDF rate is 10−4 galaxy−1 yr−1 (e.g.
Stone & Metzger 2016; van Velzen 2018; Hung et al.
2018), then ∼ 0.1% (∼ 1%) of galaxies are currently
hosting a TDF disk with a considerable FUV luminos-
ity. However, recent observations suggest that the tidal
disruption rate in post-starburst galaxies is enhanced by
a factor of ∼ 10 (e.g. French et al. 2016; Law-Smith et al.
2017), implying that the fraction of this galaxy class
with elevated central UV emission could be as high as
10%. As we have shown in this work, distinguishing this
long-lived TDF emission from UV produced by stellar
sources is possible with high-resolution HST observa-
tions.
4. SUMMARY
We have obtained late-time HST FUV imaging of
eight galaxies hosting TDF candidates. Each of these
TDF candidates were originally identified by thermal
emission in the optical/UV between 5 and 9 years prior
to our observations. In six of the eight targets (PS1-
10jh, PTF-09ge, PTF-09djl, SDSS-TDE2, GALEX-D1-
9, and GALEX-D3-13) we unambiguously detect un-
resolved nuclear point sources with FUV luminosities
νLν ∼ 1041.5−42.5 erg s−1. For PS1-10jh and GALEX-
D3-13, we are able to unambiguously conclude that the
observed FUV flux is of transient origin (as a result of a
pre-flare GALEX upper limit and HST optical imaging
observations). For the other four of these detections,
a stellar origin for the unresolved HST FUV emission
is unlikely but cannot be ruled out. Late-time nuclear
FUV emission of similar magnitude is seen in D23H-1,
but here the FUV luminosity is spatially extended, and
it is unclear what fraction of the nuclear component,
if any, is due to a TDF. Only for one target, TDE1,
do we obtain a nondetection and a deep upper limit
(νLν < 1040.6 erg s−1) on the late-time flare luminosity.
We also analyzed all the public Swift UVOT obser-
vations of TDFs, finding detections up to 2 years post-
peak, with a luminosity similar to that observed at late
times with HST, for three other TDFs: ASASSN-14ae,
ASASSN-14li, iPTF-16fnl. The HST and Swift obser-
vations represent the largest sample of late-time TDF
emission.
Compact accretion disks on scales comparable to the
tidal radius are the simplest theoretical models for TDF
thermal emission, but these models are severely dis-
crepant with early-time optical/UV observations. This
discrepancy has sparked much debate about the ori-
gins of early-time TDF emission (e.g. reprocessing of
disk X-rays versus shock-powered flares), but appears
to be absent for the late-time detections in this paper,
all of which are consistent with simple analytic/semi-
analytic models of viscously spreading, compact accre-
tion disks (Cannizzo et al. 1990). This has interesting
implications for TDF physics and possibly disk accretion
physics more generally, which we list below.
1. The six late-time FUV detections in our sample
are inconsistent with a canonical ∝ t−5/3 power
law decay; if such a power law is fit to the early-
time flare photometry, the late-time emission rep-
resents a significant flattening of the light curve.
2. The Swift UVOT photometry shows a similar late-
time NUV flattening for ASASSN-14ae, ASASSN-
14li, and iPTF-16fnl, indicating that the time of
this transition may be typically ∼ 1 − 2 yr after
peak.
3. By using two HST FUV bands (or, for the more
recent sample, multiple Swift/UVOT bands),
we fit single-color blackbodies to observed late-
time emission. The best-fit blackbody temper-
atures are relatively cool, with Tlate ≈ 104.5 K,
and the blackbody radii are compact, with
Rlate ≈ 1013.2−13.7 cm (one outlier, SDSS-TDE2,
has Rlate = 1014.2 cm). In all cases, these black-
body radii are at most a small multiple of the
circularization radius 2Rt. This obviates the need
for a reprocessing layer to explain late-time emis-
sion, and we show that the other early-time power
source (circularization shocks from returning de-
bris) is energetically incapable of explaining high
late-time luminosities. The sustained late-time
UV luminosities we observe represent further ev-
idence against alternative supernovae interpreta-
tions of these flares.
4. For all 10 TDFs with late-time detections, we are
able to fit the observed UV luminosity with simple
1D models for time-dependent, viscously spread-
ing accretion disks. The detailed models we em-
ploy use an effective viscosity that is proportional
only to gas pressure (the so-called “beta-viscosity”
of Sakimoto & Coroniti 1981) as in Cannizzo et al.
(1990). This choice of viscosity prescription is
somewhat artificial, but its success suggests that
late-time tidal disruption disks (i) retain a fairly
high gas mass, and (ii) have not undergone a ther-
mal instability. The luminosities we observe are
significantly higher than those predicted by sim-
ple 1D alpha-viscosity models that are permit-
ted to collapse to a dim, gas pressure-dominated
state due to thermal instability (Shen & Matzner
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2014). Thus, if the alpha-viscosity picture is a rea-
sonable approximation to real, magnetohydrody-
namic TDF disks, there must be additional effects
(e.g. iron opacity; Jiang et al. 2016) that suppress
the onset of thermal instabilities.
5. We have identified an interesting, mass-dependent
trend in the properties of the TDF sample con-
sidered here. As shown in Fig. 7, the best-fit
power-law indices for early-time light curves are
systematically steeper in TDFs sourced by low-
mass SMBHs (M• ≲ 106.5M⊙) and shallower in
those from high-mass SMBHs (M• ≳ 106.5M⊙).
Early-time power laws for the high-mass subsam-
ple are shallow enough that our late-time obser-
vations are consistent with little-to-no flattening
in the light curve (Fig. 6). A delay in the disk
formation for the lower-mass black holes could ex-
plain why, for these TDFs, the late-time excess is
larger with respect to the early-time power law.
In this scenario, the early-time light curves of low-
mass TDFs have a larger fractional emission con-
tribution from stream self-intersection shocks (Pi-
ran et al. 2015). However, our current disk models
cannot be used to quantitatively test if this spec-
ulation works (see caveats below).
6. The late-time FUV emission is consistent with
compact, quasi-circular accretion disks possessing
long viscous times. If this general model is cor-
rect, then the TDF “missing energy problem” is
solved by TDFs radiating most of their available
energy budget, E
tot
bol, in EUV bands at late times
(∼ 10 − 100 yr post-peak). Stated another way,
the initial disk masses inferred from our viscously-
spreading models are a sizable fraction of the de-
bris that remains dynamically bound following the
tidal disruption of a low-mass star.
There are several caveats to the above conclusions that
should be clarified with future work. First, it would be
useful to confirm the transient nature of the late-time
emission in the four sources lacking stringent constraints
from pre-flare FUV upper limits or high-resolution HST
imaging. For the TDF host galaxies, the observed late-
time FUV luminosity on ∼ 0.1 kpc scales is at least an
order of magnitude larger than in similar galaxies (see
section 3.1). Yet it is theoretically possible that very
compact and young nuclear stellar populations could
produce the observed FUV emission. This possibility
could be tested directly with follow-up UV observations.
Temporal or spectral variability in UV emission would
firmly establish the transient nature of the late-time sig-
nal, although our theoretical models predict very slow
evolution of TDF accretion disks at this stage. However,
high-resolution NUV imaging would supply a decisive
test, since stellar population models predict more NUV
than FUV flux, while TDF disks are expected to emit
both these wavelengths from the Rayleigh-Jeans tail of a
multicolor blackbody (an expectation borne out by our
two-filter FUV observations), meaning that less NUV is
expected than FUV from disk emission.
Second, it is important to test a wider range of time-
dependent accretion models than those explored in this
paper. For simplicity, we have focused only on very
simple “alpha-disk” and “beta-disk” types of effective
viscosity. While the former appears inconsistent, and
the latter consistent, with the limited late-time obser-
vations so far obtained, these models are only approxi-
mations for the actual magnetohydrodynamic processes
governing the evolution of astrophysical accretion disks.
The models employed in this paper are fundamentally
Newtonian, and eventually, late-time TDF light curves
should be compared to general relativistic spreading disk
models (e.g. the work of Balbus & Mummery 2018,
which was published while this paper was under re-
view). It would be useful to explore time-dependent
disk models with more realistic microphysics and initial
conditions. For example, the addition of time-dependent
source terms reflecting the slow accumulation of bound
debris into the accretion disk could probe the extent
to which the late-time luminosities we observed can be
explained by inefficient circularization (e.g. Shiokawa
et al. 2015).
Third, soft X-ray follow-up observations will offer a
complementary probe of late-time TDF disk physics.
Many TDF candidates detected by thermal optical/UV
emission appear X-ray dim at early times, while others
show a diversity of thermal soft X-ray luminosities. The
wide range of early-time behavior seen at X-ray wave-
lengths may be due to viewing angle effects, or perhaps
a wide range in circularization efficiencies. However, the
small best-fit blackbody radii Rlate of our observations
suggest that if X-rays were once being absorbed and re-
processed by an extended, optically thick shroud, that
reprocessing layer no longer exists; conversely, if X-rays
were absent at early times because no inner disk had
yet circularized, such a disk is now present. The magni-
tude and spectral properties of X-ray emission will aid
in testing the different disk models discussed above.
The apparent near-ubiquity of late-time disk emis-
sion in TDF candidates raises exciting opportunities for
studying both TDF and accretion physics. In stark con-
trast to the uncertain and contested early-time hydro-
dynamics of a tidal disruption event, it is natural to
expect that at late times, the stellar debris should set-
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tle down into a more axisymmetric configuration resem-
bling a traditional accretion disk. The simple 1D disk
models used in this paper are, indeed, able to match ob-
served late-time FUV emission. If these or analogous
disk models continue to match future late-time TDF
observations, we would possess a powerful new tool for
measuring the intrinsic parameters of TDFs (e.g. SMBH
mass, or mass of the disrupted star), independent of the
uncertainties of early-time emission mechanisms. In the
meantime, however, late-time TDF observations can be
used to narrow down the parameter space of viable disk
models, which can probe the nature of effective viscos-
ity and associated instabilities in astrophysical accretion
disks.
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Figure 11. (a). Throughput of the UV bandpasses used in this work. The red leak of the UVW1 and UVW2 filters is clearly
visible. (b) Color as a function of blackbody temperature. While the HST/ACS F125LP and F150LP bandpass have some
overlap, the color still contains sufficient information to estimate a blackbody temperature. For T > 2 × 104 K, the inferred
temperature is almost identical to the value obtained for a delta-function (δ) centered at the pivot frequency of each bandpass.
APPENDIX
A. BANDPASS THROUGHPUT AND BLACKBODY TEMPERATURE
As shown in Fig. 11, the HST/ACS F125LP and F150LP filters have a “longpass” throughput curve, which means
they overlap at long wavelengths. Fortunately, this overlap does not significantly limit the inference of the blackbody
temperature from the F125LP/F150LP color. We obtained the bandpass data for this figure using synphot
5
.
B. FULL MCMC OUTPUT
In Table 5 we list all free parameters of our light curve model (Eq. 1) and the result obtained applying this model
to the early time data.
C. SPREADING DISKS
In this appendix, we outline a simple time-dependent model for a viscously-spreading accretion disk, which we
employ in the paper to compare to observations. The viscous evolution of transient disks formed in tidal disruption
was first considered by Cannizzo et al. (1990), and was explored in greater detail more recently by Shen & Matzner
(2014). We follow these works in studying the 1D evolution of an axisymmetric, vertically-averaged disk whose gas
surface density Σ(R) is governed by a diffusion equation
∂Σ
∂t
= 3
R
∂
∂R
(R1/2 ∂
∂R
(νΣr1/2)) , (C1)
where ν is an effective kinematic viscosity. Angular momentum transport in TDF disks is likely controlled by turbulent
stresses produced via the magnetorotational instability (although see also Nealon et al. 2018), which we parametrize
using the β-viscosity ansatz (Sakimoto & Coroniti 1981), i.e.
ν =
2αPgas
3Ωρ
, (C2)
where the total midplane pressure P = Pgas + Prad = ρkBT/(µmp)+ aradT 4/3, H(R) is the local scale-height, and we
use midplane density ρ and temperature T (ρ ≡ 1
2
Σ/H). Here mp, kB, and arad are the usual proton mass, Boltzmann
constant, and radiation constant, respectively; µ ≈ (2X + 3
4
Y + 1
2
Z)−1 ≈ 0.60 is the mean particle weight6, and α ≤ 1
5
pysynphot.readthedocs.io
6
Throughout this paper, we approximate the hydrogen mass fraction X = 0.7381, the helium mass fraction Y = 0.2485, the metal mass
fraction Z = 0.0134, and assume fully ionized gas.
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Table 5. Light curve (Eq. 1) parameters inferred form early-time observations
name Lpeak
a
t0 tpeak
b
p T ln(f)
log erg s
−1
log days days log K
PS1-10jh 44.54
+0.21
−0.16 1.17
+0.28
−0.38 0 −1.28
+0.19
−0.28 4.59
+0.15
−0.09 −2.61
+0.38
−0.40
PTF-09ge 42.97
+0.18
−0.15 1.97
+0.09
−0.11 0 −2.26
+0.34
−0.35 4.08
+0.03
−0.03 −2.76
+0.17
−0.16
PTF-09djl 44.23
+0.18
−0.22 1.73
+0.18
−0.26 0 −1.83
+0.44
−0.46 4.41
+0.08
−0.08 −2.04
+0.65
−0.70
SDSS-TDE2 44.62
+0.48
−0.37 1.13
+1.15
−0.58 14.48
+13.75
−12.80 −0.77
+0.19
−0.86 4.37
+0.05
−0.04 −2.28
+0.30
−0.28
GALEX-D1-9 43.25
+0.17
−0.12 0.92
+1.92
−0.41 9.05
+17.02
−8.24 −0.28
+0.07
−1.48 4.59
+0.07
−0.05 −1.88
+0.25
−0.22
GALEX-D23H-1 43.46
+0.09
−0.07 2.09
+0.37
−0.69 0 −1.67
+0.82
−1.15 4.70
+0.14
−0.09 −2.03
+0.65
−1.03
GALEX-D3-13 43.83
+0.29
−0.21 0.81
+0.46
−0.30 7.77
+13.80
−6.86 −0.60
+0.11
−0.14 4.66
+0.06
−0.05 −1.78
+0.24
−0.22
SDSS-TDE1 43.67
+0.50
−0.32 1.48
+0.54
−0.84 18.48
+10.54
−15.97 −1.02
+0.31
−0.62 4.42
+0.15
−0.10 −1.59
+0.26
−0.25
ASASSN-14ae 44.42
+0.65
−0.61 1.44
+0.22
−0.27 19.31
+9.92
−16.98 −2.90
+0.24
−0.09 4.29
+0.03
−0.03 −2.13
+0.24
−0.23
ASASSN-14li 44.15
+0.56
−0.51 0.96
+0.41
−0.44 16.45
+8.07
−14.06 −1.25
+0.06
−0.06 4.52
+0.04
−0.04 −1.74
+0.10
−0.10
iPTF-16fnl 43.28
+0.06
−0.05 1.12
+0.11
−0.11 0 −1.73
+0.17
−0.20 4.47
+0.03
−0.02 −2.23
+0.21
−0.21
ASASSN-15oi 45.49
+1.18
−1.00 1.07
+0.41
−0.52 19.42
+9.24
−16.88 −2.49
+0.25
−0.28 4.60
+0.08
−0.06 −1.98
+0.17
−0.16
iPTF-16axa 44.29
+0.61
−0.42 1.02
+0.45
−0.49 15.21
+12.27
−12.99 −1.18
+0.21
−0.32 4.46
+0.02
−0.02 −2.32
+0.25
−0.27
iPTF-15af 43.67
+0.05
−0.07 2.03
+0.23
−0.38 0 −1.94
+0.84
−0.93 4.85
+0.18
−0.19 −2.85
+0.73
−0.99
a
The peak luminosity is reported at 150 nm in the rest frame of the TDF.
b
tpeak is a nuisance parameter that measures the time since peak, with respect to the first
observation. When the peak is resolved by observations of the TDF, this parameter is not
needed.
is the dimensionless Shakura-Sunyaev viscosity parameter (Shakura & Sunyaev 1973). Note that this approach differs
from that of Shen & Matzner (2014), who used the more common “α-disk” ansatz, i.e. ν ∝ αP .
Disk temperature is governed by a local energy equation Q
+ = Q−adv +Q
−
rad which balances viscous heating
Q
+ = 9
4
νΣΩ
2
(C3)
against both radiative cooling
Q
−
rad =
4aradcT
4
3κΣ
, (C4)
and advective cooling
Q
−
adv =
M˙P
2piR2ρ
. (C5)
Here the local mass inflow rate M˙(R) = 3piνΣ, c is the speed of light, and the local opacity κ = κes+κK, where electron
scattering opacity κes = 0.20(1+X) cm2 g−1 and Kramer’s opacity κK = 4.0× 1025Z(1+X)(ρ)(T )−7/2 cm2 g−1. The
above Q terms represent heating/cooling per unit area
The vertical structure of the disk is computed assuming hydrostatic equilibrium,
P
ρ = Ω
2
H
2
. (C6)
Finally, at any snapshot in time t, we compute the spectral energy distribution of our disk models by treating the disk
as a multicolor blackbody, where each annular ring has an effective temperature
σSBT
4
eff =
9
4
νΣΩ
2
, (C7)
were σSB is the Stefan-Boltzmann constant. Thus the bolometric luminosity is given by
L = ∫ 4piRσSBT 4effdR, (C8)
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the spectral energy density is
Lν = ∫ 4pi2RBν(Teff)dR, (C9)
and Bν(T ) is the Planck function.
