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A MULTISCALE METHOD FOR HETEROGENEOUS
BULK-SURFACE COUPLING
R. ALTMANN†, B. VERFU¨RTH†
Abstract. In this paper, we construct and analyze a multiscale (finite element) method
for parabolic problems with heterogeneous dynamic boundary conditions. As origin, we
consider a reformulation of the system in order to decouple the discretization of bulk
and surface dynamics. This allows us to combine multiscale methods on the boundary
with standard Lagrangian schemes in the interior. We prove convergence and quantify
explicit rates for low-regularity solutions, independent of the oscillatory behavior of the
heterogeneities. As a result, coarse discretization parameters, which do not resolve the
fine scales, can be considered. The theoretical findings are justified by a number of
numerical experiments including dynamic boundary conditions with random diffusion
coefficients.
Key words. multiscale method, dynamic boundary conditions, bulk-surface coupling, PDAE
AMS subject classifications. 65M60, 65M12, 65L80
1. Introduction
This paper is concerned with coupled bulk-surface partial differential equations (PDE)
with a heterogeneous medium considered on the surface, modelled through dynamic bound-
ary conditions. Problems with dynamic boundary conditions arise, e.g., as limit of a
coupled bulk-bulk problem with a thin outer domain [Lie13]. If this outer domain is ad-
ditionally heterogeneous, then this transfers to the limiting boundary conditions. Further
applications include fluid-structure and acoustic-elastic interaction if one component can
be modelled in form of a boundary layer [Hip17]. In this way, generalized boundary con-
ditions can simplify and reduce models used for example in hemodynamics, modeling the
blood flow in arteries [FVCJ+06]. Dynamic boundary conditions also enable a proper
way to model a heat source or a heat transfer on the boundary [Esc93, Gol06]. Generally
speaking, dynamic boundary conditions are of high significance if one needs to reflect the
effective properties of the surface.
Although the inclusion of dynamic boundary conditions is well-understood from a the-
oretical point of view, see e.g. [FGGR02, CFG+08, VV08], the corresponding numerical
analysis drags behind. There are only a handful of papers dealing with the numerical
approximation of such (or related) problems. For stationary elliptic problems an isopara-
metric finite element method was introduced in [ER13]. Numerical approximation schemes
for parabolic problems with dynamic boundary conditions are presented in [VS13, KL17].
In both cases, a standard Galerkin ansatz for the spatial discretization is considered, i.e.,
the mesh on the boundary is automatically specified through the restriction of the mesh of
the bulk to the boundary. Such approaches, however, suffer if the solution is oscillatory on
the boundary or does not contain a sufficiently regular trace, e.g., due to heterogeneities
on the boundary.
In this paper we propose an alternative approach based on a formulation as a coupled
system, cf. [Las02, Ch. 5.3]. This means that bulk and surface dynamics are considered
as two systems, which are coupled through the boundary. A similar approach was taken
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in [EF05] for theoretical purposes in the semigroup setting. We consider the weak for-
mulation of the problem and the interpretation as partial differential-algebraic equation
(PDAE). This system class provides a powerful framework (especially in terms of mod-
eling) for general coupled systems, see [KM06, LMT13, Alt15]. The PDAE formulation
comes along with a saddle point structure and thus, needs a special treatment in order to
prevent numerical instabilities. More precisely, we need to design inf-sup stable schemes,
leading to a novel class of mixed finite element methods. Here we allow independent dis-
cretizations in the bulk and on the surface. In this sense, these methods reveal a flexibility
known from non-conforming schemes although formulated in a conforming framework.
The possibility to combine coarse grids in the interior with fine grids or adapted schemes
on the boundary is of great value if bulk and surface dynamics have different characteris-
tic length scales. Assuming heterogeneous diffusion coefficients on the boundary without
scale separation, we propose to apply the Localized Orthogonal Decomposition (LOD) on
the boundary. This method was originally introduced in [MP14] for elliptic problems and
further developed in the last years covering a large range of applications. In view of this
paper, we particularly mention the application to standard parabolic problems [MP18],
thermoelasticity [MP17], and poroelasticity [ACM+20]. Furthermore, [HMW19] recently
discussed the application to fracture problems, where also a bulk problem is coupled
to an interface problem. Therein, however, the multiscale features are relevant in the
bulk as well and the problems in the volume and on the interface remain completely
coupled. The LOD can also be interpreted in the context of subspace decomposition
methods [KY16, KPY18]. Furthermore, it is closely connected to the area of homoge-
nization [GP17, PVV19], which allows an alternative interpretation of our method, in
particular for one-dimensional boundaries.
The combination of a multiscale method on the boundary and standard Lagrangian
schemes in the bulk allows for a computationally efficient and accurate representation of
the coarse dynamics for heterogeneous bulk-surface problems. We prove convergence of
the corresponding semi-discrete scheme with explicit rates even for low-regularity solutions
as they may appear for general heterogeneous and discontinuous surface diffusion coeffi-
cients. Furthermore, the multiscale method applied on the boundary leads to accurate
approximations and convergence rates even in the pre-asymptotic regime, i.e., when the
oscillations and jumps of the coefficients are completely unresolved by the mesh.
The paper is structured as follows. In Section 2 we derive the system equations with
heterogeneous dynamic boundary conditions as the limit of a coupled bulk-bulk problem.
Further, we discuss two possible weak formulations. The novel class of discretization
schemes is introduced in Section 3. As it is based on a coupled formulation, we consider a
special class of mixed finite elements in combination with the LOD. A specific multiscale
method is then presented and analyzed in Section 4. Numerical evidence of the theoretical
results, clearly showing the computational gains of the approach, are subject of Section 5.
2. Derivation of Dynamic Boundary Conditions
In this section, we derive the system equations for the considered heterogeneous bulk-
surface coupling. For this, we first motivate the dynamic boundary conditions as the
limit of a bulk-bulk coupling and discuss corresponding weak formulations afterwards. In
order to deal with the heterogeneity on the boundary later on, we consider a decoupled
approach, which is beneficial for the numerical consideration.
2.1. Dynamic boundary conditions as a limit. We consider the linear heat equation
with constant thermal diffusivity κ > 0 in a bounded domain Ω ⊆ Rd, d ≥ 2, coupled
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Figure 2.1. Illustration of the domains Ω, Ωδ, the boundary Γ, and the
limiting process δ → 0.
with a second parabolic problem in the surrounding domain Ωδ of thickness δ > 0. The
joint boundary is denoted by Γ := Ω ∩ Ωδ. Moreover we assume the outer material to be
heterogeneous in tangential direction and constant in normal direction, which is encoded
in the diffusion coefficient aε ∈ L∞(Ωδ), cf. Figure 2.1. More precisely, we assume aε to
be of the form
aε(x) = aε(Pδ(x)),
where Pδ(x) ∈ Γ denotes the normal projection of x ∈ Ωδ onto the boundary Γ. Here,
ε 1 is a small parameter, which corresponds to the oscillatory behavior of the diffusion.
In the special case of a periodic coefficient, ε equals the period length. Furthermore, we
assume aε to be uniformly bounded from below by a positive constant α > 0. This leads
to a coupled bulk-bulk problem of the form
u˙− κ∆u = f in Ω,(2.1a)
w˙ −∇(aε∇w) = 0 on Ωδ,(2.1b)
w − u = 0 on Γ,(2.1c)
κ ∂νu− δ−1aε∂νw = 0 on Γ,(2.1d)
aε∂νw = 0 on ∂Ωδ \ Γ(2.1e)
with initial conditions for u and w. Here, ν denotes the normal outer vector on the
boundary. Assuming δ to be small, we consider the limit δ → 0 in order to reduce the
surrounding domain Ωδ to a boundary layer. This means that the original bulk-bulk
coupling is replaced by a bulk-surface coupling, which can be considered as a PDE with
non-standard boundary conditions. More precisely, this leads to a heat equation with
dynamic (and heterogeneous) boundary conditions, namely
u˙− κ∆u = f in Ω,(2.2a)
u˙−∇Γ · (aε∇Γu) + κ ∂νu = 0 on Γ.(2.2b)
Note that by ∇Γ we denote the gradient in tangential direction of the boundary Γ = ∂Ω.
In the special case aε ≡ 1 the differential operator simplifies to the Laplace-Beltrami
operator, see [GT01, Ch. 16.1]. In the general case with aε ∈ L∞(Γ), aε ≥ α > 0, the
corresponding operator Aε : H1(Γ)→ H1(Γ)∗ still satisfies a G˚arding inequality, namely
〈Aεp, p〉 =
∫
Γ
aε∇Γp · ∇Γp dx ≥ α ‖∇Γp‖2L2(Γ) = α ‖p‖2H1(Γ) − α ‖p‖2L2(Γ).
The following result is devoted to the limiting process.
Theorem 2.1. Assume the boundary Γ to be smooth. Then, system (2.2) is the limit
of (2.1) as δ → 0.
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Proof. This follows with the arguments of [Lie13] in the special case of αr = βE = 1 and
W ≡ 0. The only difference is that therein the coefficient aε is assumed to be constant.
We briefly outline the main steps and modifications and refer to [Lie13] for more details.
It is still possible to reformulate the bulk-bulk problem (2.1) as an energy balance. Due
to the uniform positive lower bound on aε the a priori estimates for the solution derived
in [Lie13] still hold true. Employing them, the convergence of the dynamic part in the
energy balance formulation follows in the same way as before because we have made
no alterations concerning the time derivatives. Thus, we only have to show the Mosco
convergence of the energy functional, which corresponds to the elliptic parts in (2.1). Since
this requires some further notation, we postpone the detailed proof to Appendix A. 
Remark 2.2. Since the limiting process is only concerned with the equation in Ωδ, one can
replace the heat equation in the interior domain Ω by a more involved or even nonlinear
parabolic problem. Furthermore, it is possible to include in (2.1b) a reacting term αu as
well as a (sufficiently smooth) inhomogeneity g ∈ L2(Ωδ), which only varies in tangential
direction.
Throughout this paper, equation (2.2) serves as a model problem for a parabolic system
with dynamic boundary conditions including heterogeneities. Additionally, we allow an
inhomogeneity g ∈ L2(Γ) in (2.2b) and assume Γ to be polygonal/polyhedral and thus,
only Lipschitz continuous. The latter may be given as an approximation of a smooth
domain, meaning that the obtained finite element approximation includes an error coming
from the discrepancy of the boundaries. Such situations can be analyzed with the help of
a lift operator, cf. [Dzi88] or [DE13, Sect. 4.2], but are not in the focus of this research.
2.2. Weak formulation. In the remainder of this paper, the computational domain Ω ⊆
Rd is assumped to be a convex Lipschitz domain with a polygonal/polyhedral boundary Γ,
on which the dynamic boundary conditions are defined. Further we assume right-hand
sides f : [0, T ]→ L2(Ω) and g : [0, T ]→ L2(Γ). The weak formulation presented in [KL17]
reads
m(u˙, v) + a(u, v) = (f, v)Ω + (g, v)Γ(2.3)
with ( · , · )Ω and ( · , · )Γ denoting the L2-inner products on Ω and Γ, respectively, and with
the bilinear forms
m(u, v) :=
∫
Ω
u v dx+
∫
Γ
u v dx, a(u, v) :=
∫
Ω
κ∇u · ∇v dx+
∫
Γ
aε∇Γu · ∇Γv dx.
The corresponding trial and test space is given by V := {v ∈ H1(Ω) | v|Γ ∈ H1(Γ)}.
Thus, the two bilinear forms include boundary integrals and the space V requires a trace
in H1(Γ). We will see in Section 3.1 that this approach is not suitable for the considered
situation with a heterogeneity on the boundary.
In order to allow different discretizations in the bulk and on the boundary later on,
we derive an alternative weak formulation. Here we follow [Alt19] and consider (2.2) as
a coupled system, which interprets u and u|Γ as two separate variables. For this, we
introduce p := u|Γ as a new variable, which turns the dynamic boundary condition (2.2b)
into p˙−∇Γ · (aε∇Γp) + κ ∂νu = g on Γ. As ansatz spaces we define
V := H1(Ω), Q := H1(Γ)
for u and p, respectively. Note that we need a trace in H1(Γ) due to the generalized
Laplace-Beltrami operator but do not include this into the space V.
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Considering test functions v ∈ V for (2.2a) and q ∈ Q for (2.2b), integration by parts
yields ∫
Ω
u˙ v dx+
∫
Ω
κ∇u · ∇v dx−
∫
Γ
κ ∂νu v dx =
∫
Ω
f v dx,(2.4a) ∫
Γ
p˙ q dx+
∫
Γ
aε∇Γp · ∇Γq dx+
∫
Γ
κ ∂νu q dx =
∫
Γ
g q dx.(2.4b)
For the differential operators we introduce K : V → V∗ as the weak Laplacian (weighted
by κ) and Aε : Q → Q∗ defined by 〈Aεp, q〉 :=
∫
Γ aε∇Γp ·∇Γq dx. Moreover, we implement
the connection of u|Γ and p in form of a constraint to the system equations. With M :=
H−1/2(Γ) we define the constraint operator B : (V ×Q)→M∗ = H1/2(Γ) by
B(u, p) := p− u|Γ.
We emphasize that this operator satisfies an inf-sup condition, see [Alt19, Lem. 5]. Using
the Lagrangian method to enforce the constraint, we introduce an additional unknown,
namely the Lagrange multiplier λ : [0, T ]→M, which leads to the PDAE formulation[
u˙
p˙
]
+
[K
Aε
] [
u
p
]
+ B∗λ =
[
f
g
]
in V∗ ×Q∗,(2.5a)
B(u, p) = 0 in M∗.(2.5b)
Note that this includes operator matrices and that a test function (v, 0) ∈ V ×Q applied
to (2.5a) equals equation (2.4a), where the appearance of the normal derivative of u has
been replaced by the Lagrange multiplier. Accordingly, the test function (0, q) ∈ V × Q
yields (2.4b) and shows that the PDAE (2.5) is equivalent to the weak formulation.
For later use, we define the bilinear forms associated to the differential operators K
and Aε, namely
K(u, v) := 〈Ku, v〉, a(p, q) := 〈Aεp, q〉.
Recall that α > 0 denotes the lower bound of the diffusion coefficient aε and that the
bilinear form a only satisfies a G˚arding inequality in Q. Because of this, we introduce the
elliptic bilinear form a˜ : Q×Q → R by
a˜(p, q) := a(p, q) + (αp, q)Γ,
which satisfies a˜(p, p) ≥ α ‖p‖2Q. Introducing the bilinear form b : M∗×M→ R by b(q, λ) :=
〈q, λ〉Γ, we have
b(q − v|Γ, λ) = 〈q − v|Γ, λ〉Γ = 〈B(v, q), λ〉.
As a consequence, we can rewrite system (2.5) in the form
(u˙, v)Ω + (p˙, q)Γ + K(u, v) + a(p, q) + b(q − v|Γ, λ) = (f, v)Ω + (g, q)Γ,(2.6a)
b(p− u|Γ, µ) = 0(2.6b)
with test functions v ∈ V, q ∈ Q, and µ ∈M.
2.3. Regularity of inhomogeneous solutions. Standard discretization schemes for ho-
mogeneous Dirichlet boundary problems defined on convex Lipschitz domains usually as-
sume H2-regularity of the solution leading to the well-known optimal convergence rates.
Prescribed Dirichlet data may already change the regularity of the solution, since a trace
in H1/2(Γ) only implies a solution in H1(Ω). This, however, can be bypassed by the de-
composition of the solution into a boundary part defined through the Dirichlet data and
a homogeneous part, for which the numerical scheme is applied.
For dynamic boundary conditions on smooth domains including the Laplace-Beltrami
operator, a standard regularity assumption is u(t) ∈ H2(Ω) with u(t)|Γ ∈ H2(Γ). In
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this situation, linear finite elements yield the full second-order convergence in the L2-
norm, cf. [KL17, Th. 3.6]. Recall that we only consider Lipschitz domains and that we
additionally have a heterogeneous diffusion coefficient aε such that H
2-regularity is not
to be expected on the boundary. Further, the coupling of bulk and surface dynamics do
not allow a simple decomposition of the solution as in the pure Dirichlet case. The quite
general assumptions on the computational domain and the coefficient aε only ensure a
solution p with values in Q = H1(Γ). By standard results on the trace operator, see
e.g. [SS11, Ch. 2.6], we cannot expect more regularity than u(t) ∈ H3/2(Ω) in the interior.
This also fits to the numerical observations in Section 5.1.
For polygonal domains in two space dimensions, i.e., d = 2, we can expect u(t) ∈ H2(Ω)
if p(t) ∈ H3/2(Γi) for each edge Γi ⊆ Γ and p(t) ∈ C(∂Ω), i.e., p is continuous at the
vertices of the boundary, cf. [Gri85, Thm. 5.1.2.4]. For d = 3 we know from [Moi11,
Cor. 5.5.2, Rem. 5.5.3] that in a convex Lipschitz polyhedron we have u(t) ∈ Hs+1/2(Ω)
if p(t) ∈ H1(Γ), p(t) ∈ Hs(Γi) for each face Γi ⊆ Γ, and ∆u ∈ L2(Ω) for 1 < s < 3/2. We
emphasize that the “border cases” s = 1 and s = 3/2 are excluded, so that on the one
hand, p needs to be a little more regular than simply H1(Γ) and, on the other hand, one
cannot conclude full H2-regularity of u with this argument.
Example 2.3. In the numerical examples of Section 5 we will consider d = 2 and the
smooth but highly oscillatory coefficient
asmε (x) :=
1
2 + cos(2pixε−1)
.
For the corresponding stationary problem −∇Γ · (aε∇Γp) = g this results in a solution,
where higher-order norms of p are expected to scale with a negative power of ε, e.g.,
‖p‖Hs−1/2(Γ) most probably scales like ε3/2−s for s > 3/2. Such dependencies on the
oscillation of the coefficient are, for instance, discussed in [PS12] for derivatives with integer
order. Moreover, if u solves the Poisson equation with boundary data p, then [Moi11,
Cor. 5.5.2, Rem. 5.5.3] provides the stability result
‖u‖Hs(Ω) ≤ C
(‖p‖Hs−1/2(Γ) + ‖∆u‖L2(Ω)).
Thus, oscillatory boundary conditions lead to ε-dependent bounds of u for s > 3/2. This
motivates the application of multiscale methods, which enable ε-independent convergence
rates.
3. Spatial Discretization
The heterogeneous nature of the boundary calls for a multiscale method on Γ. Because
of the very general structure of the diffusion coefficient aε, which does not assume peri-
odicity or any separation of scales, we consider the LOD. On the other hand, we have
a homogeneous problem in the bulk such that standard finite elements yield satisfactory
results. We first follow the naive approach, which requires a very high mesh resolution
also of the homogeneous domain. In order to allow different discretizations in the bulk
and on the boundary, we design mixed finite element schemes based on the alternative
formulation (2.5). This then enables efficient numerical schemes, which combine coarse
grids on Ω with multiscale methods on Γ.
Throughout the paper we write a . b to indicate that there exists a generic constant C,
independent of spatial and temporal discretization parameters, such that a ≤ Cb.
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3.1. The naive finite element approach. A straight-forward finite element approach
considers the weak formulation (2.3) together with a uniform triangulation. The corre-
sponding Galerkin approximation is given by uh : [0, T ] → Vh ⊆ V = {v ∈ H1(Ω) | v|Γ ∈
H1(Γ)} and solves the semi-discrete system
m(u˙h, vh) + a(uh, vh) = (f, vh)Ω + (g, vh)Γ(3.1)
for all vh ∈ Vh and some initial condition for uh(0). Let T be a uniform triangulation of
the computational domain Ω with mesh size h and Vh := P1(T ) the space of Lagrange
finite elements, i.e., piecewise affine and globally continuous functions. In this setting, it
is well-known that a high resolution, i.e., h . ε, is necessary to capture the microscopic
effects [Pet16]. This is due to the fact that∇Γvh is piecewise constant on the boundary and
thus, only the arithmetic mean of aε enters the semi-discrete equations for coarse h. This,
however, does not reflect the correct microscopic behavior and leads to an extended pre-
asymptotic phase in the approximation. Thus, the highly oscillating diffusion coefficient
on the boundary needs to be compensated by a very small mesh size h.
Of course, this illustrates only the worst case and adaptive finite elements [BS08, Ch. 9]
or general multiscale methods such as the LOD [MP14] can be used to overcome these
difficulties. Both approaches, however, have in common that the inheterogeneity on the
boundary affects the mesh in the interior of the domain. The method introduced in
this paper follows a different paradigm, namely the reformulation of the problem, which
decouples the dynamics in the bulk and on the boundary. With this strategy it is sufficient
to apply standard finite element schemes in the bulk and multiscale methods only on the
surface and thus, on a lower-dimensional domain.
3.2. Mixed finite elements. As an alternative, we now consider discretizations of the
PDAE system (2.5). This leads to so-called mixed methods [Bra07, Ch. III.4] with two
different discretization schemes for u and p. We consider conforming finite element dis-
cretizations based on finite-dimensional spaces
VH ⊆ V, QH ⊆ Q, MH ⊆M
of dimension nu, np, and nλ, respectively. The spaces VH and MH will be discrete spaces
consisting of piecewise polynomials based on a triangulation TΩ of Ω. For simplicity we
assume that TΩ is a uniform mesh with mesh size HΩ. On the other hand, QH is defined
w.r.t. a mesh TΓ of Γ, which may be chosen independently of TΩ.
In any case, the Galerkin discretization of (2.5) reads as follows: Find uH : [0, T ]→ Rnu ,
pH : [0, T ]→ Rnp , and λH : [0, T ]→ Rnλ such that[
MΩ
MΓ
] [
u˙H
p˙H
]
+
[
K
Aε
] [
uH
pH
]
+BTλH =
[
bΩ
bΓ
]
,
B
[
uH
pH
]
= 0
for almost all times t ∈ [0, T ]. Here, MΩ ∈ Rnu,nu and MΓ ∈ Rnp,np denote the mass
matrices corresponding to an appropriate basis of VH and QH , respectively. The stiff-
ness matrices K ∈ Rnu,nu and Aε ∈ Rnp,np are the discrete versions of the differential
operators K and Aε. Finally, B ∈ Rnλ,nu+np is the discrete analogue of the constraint
operator B and bΩ, bΓ correspond to the right-hand sides f and g, respectively.
Although the discretization spaces VH , QH , and MH can be chosen independently on
first sight, they need to be suitable in the sense of an inf-sup condition. In the following,
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we need to guarantee that the discrete spaces satisfy
inf
µH∈MH
sup
vH∈VH ,qH∈QH
|〈B(vH , qH), µH〉|
‖(vH , qH)‖V×Q‖µH‖M ≥ β > 0(3.2)
with a constant β, independent of the mesh sizes. Here, the corresponding norm is defined
through
‖(vH , qH)‖V×Q :=
(‖vH‖2V + ‖qH‖2Q)1/2.
Note that such a condition automatically implies the full rank property of the (discrete)
constraint matrix B.
The remaining task is to find suitable spaces VH , QH , and MH , which have good
approximation properties and are stable in the sense of (3.2). For this, we collect a
number of standard finite element spaces, which will be used in the following. First, we
introduce the standard piecewise polynomial spaces for triangulations TΩ into triangles
(tetrahedra for d = 3), namely
Pk(TΩ) :=
{
v ∈ V ∣∣ v|T is a polynomial of degree ≤ k for all T ∈ TΩ}
for k ≥ 1. Note that these spaces are of conforming type by definition and globally contin-
uous. Similarly, we may define piecewise polynomial spaces for partitions into quadrilat-
erals (cubes for d = 3), see [BS08, Ch. 3.5]. For the partition of the boundary, we define
accordingly
Pk(TΓ) :=
{
v ∈ Q ∣∣ v|T is a polynomial of degree ≤ k for all T ∈ TΓ}
for k ≥ 1. These function spaces are again globally continuous. On the boundary we also
consider the discontinuous spaces
Pd` (TΓ) :=
{
v ∈ L2(Γ) ∣∣ v|T is a polynomial of degree ≤ ` for all T ∈ TΓ}
for ` ≥ 0. Note that this defines a conforming subspace for M. Finally, we introduce the
space of edge/face-bubbles by
E`(TΩ) :=
{
v · ψE
∣∣ v|T is a polynomial of degree ≤ ` for all T ∈ TΩ,
ψE is an edge/face-bubble for E ⊆ Γ
} ⊆ V.
Here, an edge-bubble ψE (face-bubble for d = 3) equals the scaled product of the two
(three for d = 3) corresponding nodal basis functions [Ver96, Ch. 1].
3.3. Inf-sup stable discretizations. In this subsection, we present two classes of dis-
cretization schemes which are stable in the sense of the inf-sup condition (3.2). They have
in common that the stability is independent of the choice of QH .
Proposition 3.1. The conforming finite element spaces
VH := Pk(TΩ)⊕ E`(TΩ) ⊆ V, QH ⊆ Q, MH := Pd` (TΩ|Γ) ⊆M
satisfy a discrete inf-sup condition (3.2) for all parameters k ≥ 1, ` ≥ 0 and arbitrary QH .
Proof. For an arbitrary µH ∈MH ⊆ L2(Γ) we set pH = 0 and note that
sup
vH∈VH ,qH∈QH
|〈B(vH , qH), µH〉|
‖(vH , qH)‖V×Q‖µH‖M ≥ supvH∈VH
(vH |Γ, µH)Γ
‖vH‖H1(Ω)‖µH‖H−1/2(Γ)
.
For this term, the inf-sup stability shown in [Lip04, Th. 2.3.7] can be applied. More details
can be found in [Wie19, Ch. 4.1]. 
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Note that the choice of QH does not influence the stability of the scheme, which allows
to implement special multiscale finite element spaces at this point. This will be discussed
in Section 3.4 below.
Remark 3.2. The result of Proposition 3.1 also holds true on quadrilateral meshes if the
discrete space Pk(TΩ) is replaced by the corresponding space Qk(TΩ) of piecewise polyno-
mials with partial degree k.
Remark 3.3. In the schemes considered in Proposition 3.1 the Lagrange multipliers are
defined on the mesh given by TΩ and the stabilization occurs with the help of bubble
functions. We emphasize that a stabilization using p is not as straightforward, since the
norms in the inf-sup condition (3.2) do not match. This is due to the fact that we do not
include u|Γ ∈ H1(Γ) into the continuous model (2.5).
The following result shows that stable schemes also exist without the need of bubble
functions.
Proposition 3.4. The conforming finite element spaces
VH := P1(TΩ) ⊆ V, QH ⊆ Q, MH := P1(TΩ|Γ) ⊆M
satisfy a discrete inf-sup condition (3.2) for arbitrary QH .
Proof. For an arbitrary µH ∈ MH with ‖µH‖H−1/2(Γ) = 1, let µ˜ ∈ H1/2(Γ) be its Riesz
representative with ‖µ˜‖H1/2(Γ) = 1. Let µ˜H ∈ P1(TΩ|Γ) be the L2-projection of µ˜. We
set qH = 0 and vH = −E0H µ˜H with the extension operator E0H from [HJHM15, Lem. 3.1].
Note that this is not the trivial extension by zero on the interior nodes. We then obtain
sup
vH∈VH ,qH∈QH
〈B(vH , qH), µH〉
‖(vH , qH)‖V×Q ≥
(−vH |Γ, µH)Γ
‖vH‖V
=
(µ˜H , µH)Γ
‖vH‖V =
(µ˜, µH)Γ
‖vH‖V =
‖µ˜‖2
H1/2(Γ)
‖vH‖V ,
where we used the property of the L2-projection. According to [HJHM15, Lem. 3.1], we
have ‖vH‖H1(Ω) . ‖µ˜H‖H1/2(Γ). Recall that the L2-projection is stable in H1(Γ), and
thus, also in H1/2(Γ) (see, e.g., [BPS02]) so that ‖µ˜H‖H1/2(Γ) . ‖µ˜‖H1/2(Γ). All in all, we
deduce
sup
vH∈VH ,qH∈QH
〈B(vH , qH), µH〉
‖(vH , qH)‖V×Q & ‖µ˜‖H1/2(Γ) = 1. 
Remark 3.5. The above result can be generalized to VH := Pk(TΩ) and MH := P`(TΩ|Γ)
for 0 < ` ≤ k provided that (i) an extension operator EH : Pk(TΩ) → Pk(TΩ|Γ) in the
spirit of [HJHM15, Lem. 3.1] exists and that (ii) the L2-projection onto Pk(TΩ|Γ) is stable
in H1/2(Γ).
Remark 3.6. Also the result of Proposition 3.4 can be extended to quadrilateral meshes,
i.e., we may replace P1(TΩ) and P1(TΩ|Γ) by the corresponding spaces of piecewise poly-
nomials of partial degree 1. For d = 2 this only requires the bisection of all quadrilaterals
into triangles. Then, we can follow the proof of Proposition 3.4 using a V-continuous
mapping from the corresponding P1 space to Q1(TΩ), i.e., to the space of the original
partition. This conversion is more involved for d = 3, where the bulk and surface partition
both need a transformation with particular continuity assumptions.
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Similar to Proposition 3.1, the inf-sup stability in Proposition 3.4 is independent of the
choice of QH , which allows to insert an LOD space at this point. Moreover, we emphasize
that, in the case of a one-dimensional boundary, the “over-regular” discretization of M
by the H1-conforming space P1(TΓ) does not lead to more degrees of freedom than the
choice Pd0 (TΓ).
3.4. LOD function spaces. Let TΓ,h and TΓ,H be two uniform meshes on Γ with mesh
sizes hΓ and HΓ, respectively. We assume hΓ to be fine in the sense that it resolves the
oscillations and discontinuities of aε, whereas TΓ,H is assumed to be coarse in the sense
that it is the restriction of TΩ to the boundary and in general does not resolve aε. More-
over, we assume that TΓ,h is a refinement of TΓ,H . To obtain faithful approximations
with the standard finite element method, we need to utilize spaces Pk(TΓ,h), which lead
to a large number of degrees of freedom. Instead, we introduce the Localized Orthog-
onal Decomposition, which modifies the space P1(TΓ,H) such that it yields satisfactory
approximations. For the construction, we consider the stable and surjective Cle´ment-type
(quasi-) interpolation operator IH : P1(TΓ,h)→ P1(TΓ,H) introduced in [CV99], namely
IHv :=
∑
z∈NΓ,H
(v, φz)Γ
(1, φz)Γ
φz.
Here, NΓ,H denotes the set of vertices of TΓ,H and φz ∈ P1(TΓ,H) is the standard nodal
basis function (“hat function”) associated with the vertex z. We denote by Wh the kernel
of this interpolation operator. Moreover, we note the following properties of IH that we
will use in the error analysis. For any T ∈ TΓ,H and q ∈ P1(TΓ,h) the operator IH satisfies
the estimate
(3.3) H−1Γ ‖q − IHq‖L2(T ) + ‖∇IHq‖L2(T ) . ‖∇q‖L2(U(T )),
where U(T ) denotes all neighboring elements of T , i.e., U(T ) = {T ′ ∈ TΓ,H |T ′ ∩ T 6= ∅}.
Denoting by ΠH the global L
2(Γ)-projection onto P1(TΓ,H), it holds that IH = IH ◦ ΠH
and Wh = ker(IH) = ker(ΠH |P1(TΓ,h)) ⊆ P1(TΓ,h), see [MP15]. Hence, P1(TΓ,h) = Wh ⊕
P1(TΓ,H) with
(3.4) (P1(TΓ,H),Wh)Γ = 0,
see [MP15].
In the next step, we orthogonalize this splitting with respect to the operator Aε. For
this, recall the definition of the elliptic bilinear form a˜ introduced in Section 2.2. We define
the corrector Green’s operator G : P1(TΓ,H)→Wh via
(3.5) a˜(GqH , w) = a˜(qH , w) for all w ∈Wh.
Note that (3.5) is well-posed by the Lax-Milgram Theorem. The corrector Green’s operator
can be decomposed into G = ∑T∈TΓ,H GT , where GT solves
(3.6) a˜(GT qH , w) = a˜T (qH , w) for all w ∈Wh
with a˜T being the restriction of a˜ to an element T ⊆ Γ, i.e., a˜T (qH , w) =
∫
T aε∇ΓqH ·∇Γw + αqHw dx. Since the computation of GT requires the solution of global fine-scale
problems in general, we need to introduce localized approximations GT,m of GT and Gm of
G, respectively. Let the m-th layer patch Um(T ) be defined inductively as
Um(T ) := U(Um−1(T )), U0(T ) := T.
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The localized or truncated element corrector GT,m : P1(TΓ,H) → Wh ∩H10 (Um(T )) is now
defined via
(3.7) a˜Um(T )(GT,mqH , w) = a˜T (qH , w) for all w ∈Wh ∩H10 (Um(T ))
and we set Gm :=
∑
T∈TH,Γ GT,m.
Remark 3.7. We define the correctors GT and GT,m with respect to the modified bilinear
form a˜, since it simplifies the analysis in Section 4. However, a definition via a is equally
possible and leads to the same convergence results.
The error between G and Gm decays exponentially withm in theH1(Γ)-norm as specified
in the next lemma. For a proof we refer to, e.g., [MP14].
Lemma 3.8. There exists a constant 0 < γ < 1, which is independent of hΓ, HΓ, and m,
such that for any qH ∈ QH it holds that
(3.8) ‖(G − Gm)qH‖Q . m(d−1)/2 γm ‖qH‖Q.
Remark 3.9. In this manuscript we use the Cle´ment-type operator for the LOD construc-
tion, because its favorable connection to the L2-projection. This will be exploited in the
analysis of Section 4. There are, however, many other choices of (quasi-) interpolation
operators possible and we refer to [EHMP19] for a review. In particular, for d = 2 and,
thus, a one-dimensional boundary Γ, the nodal interpolation operator is a valid choice. It
immediately leads to completely localized corrector problems, i.e., GT in (3.6) is automat-
ically zero outside the element T so that the localization step (3.7) is not necessary with
this choice of the interpolation operator.
Remark 3.10. If we compute G using a and the nodal interpolation operator for a one-
dimensional boundary, we can explicitly characterize GqH for qH ∈ QH . This can be
used to show that a((id−G)pH , qH) =
∫
Ω(aε)harm∇pH · ∇qH dx, where (aε)harm is an
element-wise constant coefficient consisting of the harmonic average of aε on the element,
see [HMP+20]. Hence, the LOD stiffness matrix can be computed as a standard finite
element stiffness matrix with a modified coefficient. This alternative characterization will
be applied in the numerical experiments in Section 5.1. Moreover, in case of a periodic aε,
(aε)harm is exactly the effective coefficient from homogenization theory [GP17, PVV19].
4. Multiscale Error Analysis
For the analysis of the discretization error, we consider the PDAE in terms of the
bilinear forms K, a, and b as introduced in (2.6). In the following error analysis we focus
on the multiscale phenomena on the boundary and fix the discrete spaces VH and MH .
Further, we only discuss the error which occurs due to the spatial discretization, i.e., we
compare the exact with the semi-discrete solution. We consider the inf-sup stable pairing
introduced in Proposition 3.4, i.e.,
VH := P1(TΩ) ⊆ V, MH := P1(TΩ|Γ) ⊆M
with corresponding mesh size H. In the following, we discuss various choices for QH and
start with the trivial case, in which TΓ coincides with TΩ|Γ and QH = MH .
Recall that we write ( · , · )Ω and ( · , · )Γ for the respective L2-inner products on Ω and Γ.
Accordingly, we denote the corresponding L2-norms by ‖ · ‖Ω and ‖ · ‖Γ.
12 A MULTISCALE METHOD FOR HETEROGENEOUS BULK-SURFACE COUPLING
4.1. Special case QH = MH = VH |Γ. Assume QH = P1(TΓ) with TΓ = TΩ|Γ, i.e., the
discrete space for p equals MH , which itself equals VH restricted to the boundary. We
show that in this special case we regain the discretization proposed in [KL17] and thus,
may pick up the corresponding convergence results. The semi-discrete system reads
(u˙H , vH)Ω + (p˙H , qH)Γ + K(uH , vH) + a(pH , qH) + b(qH − vH |Γ, λH) = (f, vH)Ω + (g, qH)Γ,
(4.1a)
b(pH − uH |Γ, µH) = 0(4.1b)
for all test functions vH ∈ VH , qH ∈ QH , and µH ∈ MH . A key property in this special
case is that pH = uH |Γ along the boundary, i.e., the original coupling condition is satisfied
pointwise also for the semi-discrete solution. Recall that this is automatically satisfied in
the formulation of [KL17], since there is only a single discrete variable.
Lemma 4.1. Given meshes TΓ = TΩ|Γ and discrete spaces VH = P1(TΩ), QH = MH =
P1(TΩ|Γ), the semi-discrete solution satisfies pH = uH |Γ for all times.
Proof. Due to the definition of the discrete spaces we have pH − uH |Γ ∈ MH . Thus, it
depicts a valid test function in (4.1b), leading to
‖pH − uH |Γ‖2Γ = b(pH − uH |Γ, pH − uH |Γ) = 0. 
Remark 4.2. The previous result remains true if TΩ|Γ is a refinement of TΓ, since this still
implies pH = uH |Γ for the semi-discrete solution.
Lemma 4.1 indicates that we may eliminate the variable pH from the system, since it
contains only redundant information. Further, we can eliminate the Lagrange multiplier
by considering test functions of the form vH ∈ VH , qH = vH |Γ ∈ QH , since this turns (4.1a)
into
(u˙H , vH)Ω + (u˙H |Γ, vH |Γ)Γ + K(uH , vH) + a(uH |Γ, vH |Γ) = (f, vH)Ω + (g, vH |Γ)Γ.
Note that this is nothing else than the Galerkin discretization given in (3.1). Thus, all
error estimates derived in [KL17] hold for the considered case. For H2-regular solutions
this leads to the following result.
Theorem 4.3 (cf. [KL17, Th. 3.2]). Consider a polyhedral domain Ω with solution u ∈
H1(0, T ;H2(Ω)) satisfying p = u|Γ ∈ H1(0, T ;H2(TΩ|Γ)), i.e., u|Γ is piecewise H2 on the
boundary. Then, there exists a constant C(u) > 0 such that
‖u(t)− uH(t)‖Ω + ‖p(t)− pH(t)‖Γ ≤ C(u)H.
Note, however, that the constant C(u) depends on the bilinear forms a and K. In general,
this includes a dependence on ε with a negative power.
Finally, we would like to mention the convergence result on smooth domains, namely
‖u(t)− uH(t)‖Ω + ‖p(t)− pH(t)‖Γ ≤ C(u)H2
for u ∈ H1(0, T ;H2(Ω)) with u|Γ ∈ H1(0, T ;H2(Γ)), see [KL17, Th. 3.6]. Again, this
result is based on a Ritz projection, which involves a dependence on the inverse of ε. This
then leads to a pre-asymptotic effect for coarse mesh sizes, cf. the numerical experiments
in Section 5.
Recall that we do not consider smooth domains in this paper but rather convex Lipschitz
domains. Further, we do not assume the solution to be H2-regular and aim to find
approximation results, which do not involve ε-dependencies.
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4.2. LOD on the boundary. We now turn to the case of interest, in which the dis-
cretization on the boundary is obtained by the LOD as described in Section 3.4. We
introduce the space QH = P1(TΓ,H) and the LOD space
Q˜H := (id−Gm)QH .
Note that Q˜H implicitly depends on the so-called oversampling parameterm. Furthermore,
we have the relation QH = IHQ˜H = ΠHQ˜H . More precisely, for any q˜H ∈ Q˜H , there exists
a unique qH ∈ QH such that q˜H = (id−Gm)qH . Closely inspecting the definition of Gm,
IH , and ΠH indeed reveals that qH = ΠH q˜H . As already mentioned in Section 3.4, the
coarse mesh on the boundary is given as the restriction of the bulk mesh, i.e., TΓ,H = TΩ|Γ.
In the Petrov-Galerkin LOD (PG-LOD) approach, we use the ansatz spaces VH , Q˜H ,
and MH as above, but the test spaces VH , QH , and MH , i.e., the test functions are not
modified in comparison to a classical approach. This leads to the following variational
formulation: Find uH : [0, T ]→ VH , p˜H : [0, T ]→ Q˜H , and λH : [0, T ]→MH such that
(u˙H , vH)Ω + ( ˙˜pH , qH)Γ + K(uH , vH) + a(p˜H , qH) + b(qH − vH |Γ, λH) = (f, vH)Ω + (g, qH)Γ,
(4.2a)
b(ΠH p˜H − uH |Γ, µH) = 0(4.2b)
for all test functions vH ∈ VH , qH ∈ QH , and µH ∈ MH . Note that the PG-LOD
approach (4.2) is well-posed because of dim Q˜H = dimQH . Similar as in Lemma 4.1, we
deduce ΠH p˜H = uH |Γ for all times, which allows us to eliminate p˜H from the system and
moreover to remove the coupling term by considering only test functions qH = vH |Γ. This
then leads to the problem of finding uH : [0, T ]→ VH and pH : [0, T ]→ QH such that
(u˙H , vH)Ω+((id−Gm)p˙H , vH |Γ)Γ+K(uH , vH)+a((id−Gm)pH , vH |Γ) = (f, vH)Ω+(g, vH |Γ)Γ.
Note that this is a LOD-variation of the Galerkin discretization (3.1). In the following,
however, we proceed with the analysis of the full Petrov-Galerkin system (4.2).
4.3. Coupled Ritz projection. Recall that a˜ : Q×Q → R is defined by
a˜(p, q) := a(p, q) + (αp, q)Γ,
where α > 0 is the lower bound on the diffusion coefficient aε such that a˜ is elliptic
on Q with constant α. With this, we define a Ritz projection of Petrov-Galerkin type
for given u ∈ V and p ∈ Q. More precisely, we seek for uRH := RuH(u, p) ∈ VH , p˜RH :=
RpH(u, p) ∈ Q˜H , and λRH := RλH(u, p) ∈MH such that
K(uRH , vH) + a˜(p˜
R
H , qH) + b(qH − vH |Γ, λRH) = K(u, vH) + a˜(p, qH),(4.3a)
b(ΠH p˜
R
H − uRH |Γ, µH) = 0(4.3b)
for all test functions vH ∈ VH , qH ∈ QH , and µH ∈ MH . Before discussing the approxi-
mation property of this projection, we need to guarantee the unique solvability of (4.3).
Lemma 4.4. Given u ∈ V, p ∈ Q, and m sufficiently large in the sense that γm . α/Ca˜,
system (4.3) is well-posed, i.e., there exist unique uRH ∈ VH , p˜RH ∈ Q˜H , and λRH ∈MH .
Proof. As a first step we rewrite (4.3) as a standard saddle point problem with identical
trial and test space. For this, we introduce the bilinear forms
AH((u, p), (v, q)) := K(u, v) + a˜(p,ΠHq), BH((u, p), µ) := b(ΠHp− u|Γ, µ).
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The Ritz projection can now be equivalently characterized by
AH((u
R
H , p˜
R
H), (vH , q˜H)) +BH((vH , q˜H), λ
R
H) = AH((u, p), (vH , q˜H)),
BH((u
R
H , p˜
R
H), µH) = 0
for all vH ∈ VH , q˜H ∈ Q˜H , and µH ∈ MH . Note that this employs the one-to-one
relationship of the spaces QH and Q˜H .
The inf-sup-condition of BH follows directly from Proposition 3.4. It remains to show
the coercivity of AH on kerBH . For this, we consider (vH , q˜H) ∈ VH × Q˜H with ΠH q˜H =
vH |Γ. Employing q˜H = (id−Gm)ΠH q˜H , we deduce
AH((vH , q˜H), (vH , q˜H))
= K(vH , vH) + a˜(q˜H ,ΠH q˜H)
= K(vH , vH) + a˜((id−Gm)ΠH q˜H ,ΠH q˜H)
= K(vH , vH) + a˜((id−G)ΠH q˜H ,ΠH q˜H) + a˜((G − Gm)ΠH q˜H ,ΠH q˜H).
The definition of G and Wh implies
a˜((id−G)ΠH q˜H ,ΠH q˜H) = a˜((id−G)ΠH q˜H , (id−G)ΠH q˜H).
Hence, we obtain due to the ellipticity of a˜ and (3.8) that
AH((vH , q˜H), (vH , q˜H))
= K(vH , vH) + a˜((id−G)ΠH q˜H , (id−G)ΠH q˜H) + a˜((G − Gm)ΠH q˜H ,ΠH q˜H)
≥ κ ‖∇vH‖2Ω + α ‖(id−G)ΠH q˜H‖2Q − Ca˜m(d−1)/2γm‖ΠH q˜H‖2Q.
Note that we have the following norm equivalences
‖ΠH q˜H‖Q = ‖ΠH(id−G)ΠH q˜H‖Q . ‖(id−G)ΠH q˜H‖Q
and
‖q˜H‖Q = ‖(id−Gm)ΠH q˜H‖Q . ‖ΠH q˜H‖Q.
With these estimates, ΠH q˜H = vH |Γ, and γm . α/Ca˜ we deduce that
AH((vH , q˜H), (vH , q˜H)) ≥ κ ‖∇vH‖2Ω + α ‖(id−G)ΠH q˜H‖2Q − Ca˜m(d−1)/2γm‖ΠH q˜H‖2Q
& ‖(vH ,ΠH q˜H)‖2V×Q
& ‖(vH , q˜H)‖2V×Q. 
We now need to analyze the approximation properties of the Ritz projection.
Proposition 4.5. Given u ∈ V and p ∈ Q with u|Γ = p, the coupled Ritz projection
defined in (4.3) satisfies for sufficiently large m (i.e., γm . α/Ca˜) the estimate
‖u− uRH‖V + ‖p− p˜RH‖Q . inf
vH∈VH
‖u− vH‖V + inf
q˜H∈Q˜H
‖p− q˜H‖Q.
Proof. The idea of the proof is to use the reformulation of (4.3) as in the proof of Lemma 4.4
and to apply the techniques presented in [BF91, Ch. II.2]. By the definition of the Ritz
projection we have for (vH , q˜H) ∈ kerBH that
AH((u− uRH , p− p˜RH), (vH , q˜H)) = BH((vH , q˜H), λRH) = 0.
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With the coercivity of AH , which was shown in the proof of Lemma 4.4, we obtain for
arbitrary wH ∈ VH , r˜H ∈ Q˜H with wH |Γ = ΠH r˜H the estimate
‖(wH − uRH , r˜H − p˜RH)‖V×Q . sup
(vH ,q˜H)∈kerBH
AH((wH − uRH , r˜H − p˜RH), (vH , q˜H))
‖(vH , q˜H)‖V×Q
= sup
(vH ,q˜H)∈kerBH
AH((wH − u, r˜H − p), (vH , q˜H))
‖(vH , q˜H)‖V×Q
. ‖(u− wH , p− r˜H)‖V×Q.
Thus, by triangle inequality it holds that
‖(u− uRH , p− p˜RH)‖V×Q . inf
(wH ,r˜H)∈kerBH
‖(u− wH , p− r˜H)‖V×Q.
Following [BF91, Prop. II.2.5], we conclude with the inf-sup property of BH that
inf
(wH ,r˜H)∈kerBH
‖(u− wH , p− r˜H)‖V×Q . inf
wH∈VH ,r˜H∈Q˜H
‖(u− wH , p− r˜H)‖V×Q,
which provides the stated decoupled estimate. 
For the two previous results we had to assume that the localization parameter m is
sufficiently large compared to the contrast of the diffusion coefficient aε. To ensure the
full convergence order later on, we will also need to assume that m is sufficiently large
compared to the (coarse) mesh size HΓ. We summarize this in the following assumption.
Assumption 4.6 (localization parameter). We assume that m is sufficiently large in the
sense that γm . α/Ca˜ and m & | logH|.
In the following, we show a priori estimates for the coupled Ritz projections based
on the quasi-optimality of Proposition 4.5. For a precise formulation, we need some
further notation. Recall that the LOD on the boundary in Section 3.4 utilized a fine-scale
mesh TΓ,h with associated finite element space P1(TΓ,h) for the definition of the correctors.
Further assume that TΓ,h is the restriction of a volume mesh TΩ,h and denote by (uh, ph) the
finite element solution corresponding to (2.6) on P1(TΩ,h)×P1(TΓ,h). This solution is never
computed in practice and only serves as a reference solution. We assume h to be sufficiently
small so that ph is a good approximation of p, i.e., the error ‖p−ph‖Q is sufficiently small.
Note that the error of the fine-scale discretization can be estimated with the help of
Theorem 4.3. Furthermore, we introduce the discrete operator A˜ε,h : P1(TΓ,h)→ P1(TΓ,h)
via
(4.4) (A˜ε,hph, qh)Γ = a˜(ph, qh) for all ph, qh ∈ P1(TΓ,h).
Thus, the operator A˜ε,h is the L2-representative of a˜, restricted to the fine-scale finite
element space.
Corollary 4.7. Consider u ∈ Hs(Ω) ⊆ V, 1 ≤ s ≤ 2, and p ∈ Q with u|Γ = p. Further,
let m satisfy Assumption 4.6. Then, we have that
‖u− uRH‖V + ‖p− p˜RH‖Q . Hs−1|u|Hs(Ω) +H ‖A˜ε,h ph‖Γ + ‖p− ph‖Q.
Proof. Due to Proposition 4.5, we only need to estimate the best approximation errors
infvH∈VH ‖u − vH‖V and infqH∈Q˜H ‖p − qH‖Q. The error for u follows by standard inter-
polation estimates. For the error in p, we use the triangle inequality and obtain
inf
q˜H∈Q˜H
‖p− q˜H‖Q ≤ ‖p− ph‖Q + inf
q˜H∈Q˜H
‖ph − q˜H‖Q.
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Choosing q˜H = (id−Gm)ΠHph, the last term is estimated in a standard LOD manner, see,
e.g., [MP18, EGH15]. 
Neglecting the fine-scale discretization error (i.e., choosing h  ε), Corollary 4.7 can
be summarized as
(4.5) ‖u− uRH‖V + ‖p− p˜RH‖Q . Hs−1 +H.
4.4. L2-estimates. To show corresponding L2-estimates for the Ritz projections, we con-
sider the following auxiliary problem: Seek w ∈ V, r ∈ Q, and λz ∈M such that
K(w, v) + a˜(r, q) + b(q − v|Γ, λz) = (u− uRH , v)Ω + (p−ΠH p˜RH , q)Γ,(4.6a)
b(r − w|Γ, µ) = 0(4.6b)
for all v ∈ V, q ∈ Q, and µ ∈ M. Note that this is similar to the stationary part
of (2.6) with a replaced by a˜ and adjusted source terms on the right-hand side. Hence,
we can expect the same spatial regularity for (w, r) to hold, since u − uRH ∈ L2(Ω) and
p−ΠH p˜RH ∈ L2(Γ). Furthermore, we introduce
wcba(r,QH) := inf
rH∈QH
‖r − rH‖Q
‖u− uRH‖Ω + ‖ΠH(p− p˜RH)‖Γ
and
wcba(p,QH) := inf
qH∈QH
‖p− qH‖Q.
These worst case best-approximation errors of QH for r and p with respect to the energy
norm are bounded independently of ε without any further regularity assumptions and are of
orderHσ−1 for sufficiently regular r and p inHσ(Γ) for 1 ≤ σ ≤ 2. We emphasize, however,
that exploiting higher regularity to estimate wcba may introduce an ε-dependency. For
readability, we will omit the fine-scale discretization error in the following proposition.
Proposition 4.8. Let u ∈ Hs(Ω) ⊆ V, 1 ≤ s ≤ 2, and p ∈ Q be given with u|Γ = p.
Further assume that the unique solution (w, r) ∈ V×Q to (4.6) satisfies w ∈ Hs(Ω). Then
we have with Assumption 4.6 that
(4.7)
‖u− uRH‖Ω + ‖p−ΠH p˜RH‖Γ . (Hs−1 + wcba(r,QH) +H) ‖(u− uRH , p− p˜RH)‖V×Q
+H wcba(p,QH) +H
2 (‖p‖Q + ‖A˜ε,hph‖Γ).
Before proving Proposition 4.8, we discuss the obtainable rates for the Ritz projection
in L2.
Remark 4.9. As mentioned before, the worst case best-approximation errors are of order
Hσ−1 if r and p are in Hσ(Γ), respectively. Combining Proposition 4.8 and Corollary 4.7,
we can thus summarize that
(4.8) ‖u− uRH‖Ω + ‖p−ΠH p˜RH‖Γ . H2(s−1) +Hs+σ−2 +Hs +Hσ +H2.
For optimal regularity σ = s = 2, we obtain in agreement with [KL17] the expected
quadratic rate for the Ritz error. In the worst case σ = 1 (see Section 2.3), estimate (4.8)
results in Hs−1 as dominant term, which is comparable to the energy norm estimate in
Corollary 4.7. Note that this rate seems rather pessimistic, but is explained by the low
regularity of p for general coefficients aε. Finally we observe that if s = σ+1/2, we obtain
the rate H2(s−5/4) from (4.8), which is better than Hs−1 only if s ≥ 3/2.
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Proof of Proposition 4.8. Inserting v = u−uRH and q = p−ΠH p˜RH into (4.6) and observing
that q = v|Γ, we obtain
‖u− uRH‖2Ω + ‖p−ΠH p˜RH‖2Γ
= K(u− uRH , w) + a˜(p−ΠH p˜RH , r)
= K(u− uRH , w) + a˜(p− p˜RH , r) + a˜(p˜RH −ΠH p˜RH , r)
= K(u− uRH , w − wH) + a˜(p− p˜RH , r − rH) + a˜(p˜RH −ΠH p˜RH , r)
for any wH ∈ VH and rH ∈ QH with wH |Γ = rH . In the last step, we have used the
definition of G and the Galerkin-type orthogonality
K(u− uRH , wH) + a˜(p− p˜RH , rH) = 0,
which follows from the definition of the coupled Ritz projection in (4.3). Using once more
the inf-sup stability of b and [BF91, Prop. II.2.5], we obtain
K(u− uRH , w − wH) + a˜(p− p˜RH , r − rH)
. ‖(u− uRH , p− p˜RH)‖V×Q
(
inf
wH∈VH
‖w − wH‖V + inf
rH∈QH
‖r − rH‖Q
)
.
Further, the application of standard interpolation estimates yields
inf
wH∈VH
‖w − wH‖V + inf
rH∈QH
‖r − rH‖Q . Hs−1|w|Hs(Ω) + inf
rH∈QH
‖r − rH‖Q
. (Hs−1 + wcba(r,QH))
(‖u− uRH‖Ω + ‖p− p˜RH‖Γ).
Recalling p˜RH = (id−Gm)ΠH p˜RH , we obtain
a˜(p˜RH −ΠH p˜RH , r)
= −a˜(GmΠH p˜RH , r)
= a˜(GmΠH(p− p˜RH), r) + a˜((G − Gm)ΠHp, r)− a˜(GΠHp, r)
= a˜(GmΠH(p− p˜RH), r − (id−G)ΠHr) + a˜((G − Gm)ΠHp, r − (id−G)ΠHr)
− a˜(GΠHp, r − (id−G)ΠHr)
.
(‖p− p˜RH‖Q +m(d−1)/2γm‖p‖Q + ‖GΠHp‖Q) ‖r − (id−G)ΠHr‖Q,
where we used the stability of Gm and ΠH in the last step. With standard LOD estimates
[MP18, EGH15] we obtain
‖r − (id−G)ΠHr‖Q . ‖r − rh‖Q +H ‖A˜ε,hrh‖Γ
. ‖r − rh‖Q +H (‖u− uRH‖Ω + ‖p− p˜RH‖Γ).
It remains to bound GΠHp from above. We have that
−GΠHp = (id−ΠH)p+ (id−ΠH)((id−G)ΠHp− p),
where the first term can be bounded by wcba(p,QH). For the second term it follows again
by standard LOD estimates that
‖(id−ΠH)((id−G)ΠHp− p)‖Q . ‖p− ph‖Q +H ‖A˜ε,hph‖Γ.
Combining all foregoing estimates finishes the proof. 
Note that a similar result to Proposition 4.8 can also be established for ‖p − p˜RH‖Γ by
writing p− p˜RH = p−ΠH p˜RH + ΠH p˜RH − p˜RH and using the properties of ΠH . A more careful
analysis of ‖p− p˜RH‖Γ is omitted to keep the manuscript at a considerable length.
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Remark 4.10. If we write the Ritz problem (4.3) in a Galerkin form, i.e.,
K(uRH , vH) + a˜(p˜
R
H , q˜H) + b(ΠH q˜H − vH |Γ, λRH) = K(u, vH) + a˜(p, q˜H),
b(ΠH p˜
R
H − uRH |Γ, µH) = 0
with test functions vH ∈ VH , q˜H ∈ Q˜H , µH ∈MH , then the right-hand side p−ΠH p˜RH in
the auxiliary problem (4.6) is modified to p− p˜RH . We then deduce
‖u− uRH‖2Ω + ‖p− p˜RH‖2Γ
. ‖(u− uRH , p− p˜RH)‖V×Q inf
wH |Γ=ΠH r˜H
‖(w − wH , r − r˜H)‖V×Q + |b(ΠH p˜RH − p˜RH , λz)|.
At this point, the key is the regularity and characterization of λz. A priori, we only
have λz ∈ H−1/2(Γ), but for sufficiently regular w one can deduce that λz ∈ L2(Γ). This
would allow to estimate ΠH p˜
R
H − p˜RH in L2(Γ), which leads to an order H for this term
and, on the whole, to
‖u− uRH‖Ω + ‖p− p˜RH‖Γ . H2(s−1) +H.
This seems to be better than the rate Hs−1 obtained in the worst case of Proposition 4.8.
We emphasize, however, that this reasoning might only be valid if we have s = 2, when
we might expect σ > 1 as well.
With the Ritz projection in hand, we are now able to estimate the error caused the
presented multiscale finite element scheme.
4.5. Error estimate. Let (u, p, λ) denote the exact solution of (2.6) and (uH , p˜H , λH) the
PG-LOD solution defined through (4.2). As usual for the numerical analysis of parabolic
systems, we decompose the errors in u and p with the help of the previously defined Ritz
projection, which is applied pointwise in time. Thus, we consider
u− uH = (u− uRH) + (uRH − uH) =: ρu + θu,
p− p˜H = (p− p˜RH) + (p˜RH − p˜H) =: ρp + θp.
The main result of this paper is the following convergence result.
Theorem 4.11. Consider a convex Lipschitz domain Ω and the exact solution of (2.6)
satisfying u ∈ H1(0, T ;Hs(Ω)) and p ∈ H1(0, T ;H1(Γ)), 1 ≤ s ≤ 2. Further assume
that m satisfies Assumption 4.6. Let the initial values be chosen such that ‖uH(0) −
uRH(0)‖Ω = O(H) and ‖p˜H(0) − p˜RH(0)‖Γ = O(H). Then, we have the a priori error
estimate
‖u(t)− uH(t)‖Ω + ‖p(t)−ΠH p˜H(t)‖Γ . C(u, p)Hs−1.
Note that we have only assumed the lowest possible regularity on p. We emphasize that
in view of Remark 4.9 higher convergence rates like H2(s−1) +Hs+σ−2 can be obtained for
p ∈ H1(0, T ;Hσ(Γ)) with 1 ≤ σ ≤ 2.
Proof. The Ritz errors ρu and ρp were already estimated in Corollary 4.7 and Proposi-
tion 4.8. Applying these estimates also for the first time derivatives, we get
‖p−ΠH p˜RH‖Γ + ‖ρp‖Γ . Hs−1|u|Hs(Ω) +H ‖A˜ε,hph‖Γ,
‖ρ˙p‖Γ + ‖ρ˙u‖Ω . Hs−1|u˙|Hs(Ω) +H ‖A˜ε,hp˙h‖Γ.
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Thus, it remains to estimate θu and θp. Using (2.6), (4.2), and the definition of the coupled
Ritz projection (4.3), we note that the pair (θu, θp) satisfies for all test functions vH ∈ VH
and qH ∈ QH ,
(θ˙u, vH)Ω + (θ˙p, qH)Γ + K(θu, vH) + a(θp, qH)
= (u˙RH , vH)Ω + (p˙
R
H , qH)Γ + K(u
R
H , vH) + a(p˜
R
H , qH) + b(qH − vH |Γ, λH)
− (f, vH)Ω − (g, qH)Γ
= (u˙− ρ˙u, vH)Ω + (p˙− ρ˙p, qH)Γ + K(u, vH)− b(vH |Γ − qH , λRH) + a(p, qH)
+ (αρp, qH)Γ + b(qH − vH |Γ, λH)− (f, vH)Ω − (g, qH)Γ
= −(ρ˙u, vH)Ω − (ρ˙p, qH)Γ − b(vH |Γ − qH , λRH) + (αρp, qH)Γ + b(qH − vH |Γ, λH − λ).
Since θp ∈ Q˜H is not allowed as test function, the natural choice along with vH = θu
is qH = ΠHθp ∈ QH . Recall the L2(Γ)-orthogonality of QH and Wh from (3.4) such that
one deduces
1
2
d
dt
‖ΠHθp‖2Γ = (ΠH θ˙p,ΠHθp)Γ = (θ˙p,ΠHθp)Γ.
With this, we get
1
2
d
dt
‖θu‖2Ω +
1
2
d
dt
‖ΠHθp‖2Γ + κ ‖∇θu‖2Ω + α ‖∇Γθp‖2Γ
≤ (θ˙u, θu)Ω + (θ˙p,ΠHθp)Γ + K(θu, θu) + a(θp, θp)
= (θ˙u, θu)Ω + (θ˙p,ΠHθp)Γ + K(θu, θu) + a(θp,ΠHθp) + a(θp, θp −ΠHθp).
By (4.3b) and (4.2b) we conclude that the trace of θu equals ΠHθp. Thus, the terms b(qH−
vH |Γ, λH − λ) and b(vH |Γ − qH , λRH) vanish and we conclude that
1
2
d
dt
‖θu‖2Ω +
1
2
d
dt
‖ΠHθp‖2Γ + κ ‖∇θu‖2Ω + α ‖∇Γθp‖2Γ
≤ −(ρ˙u, θu)Ω − (ρ˙p,ΠHθp)Γ + (αρp,ΠHθp)Γ + a(θp, θp −ΠHθp).
For the last term on the right-hand side, we deduce due to the definition of G, the expo-
nential decay (3.8), and the stability and approximation properties of ΠH that
a(θp, (id−ΠH)θp) = a˜(θp, (id−ΠH)θp)− (αθp, (id−ΠH)θp)Γ
= a˜((id−Gm)ΠHθp, (id−ΠH)θp)− (αθp, (id−ΠH)θp)Γ
= a˜((G − Gm)ΠHθp, (id−ΠH)θp)− (αθp, (id−ΠH)θp)Γ
. (m(d−1)/2γm + αH) ‖∇Γθp‖2Γ.
Hence, the term a(θp, (id−ΠH)θp) can be absorbed on the left-hand side for sufficiently
large m and H . 1. Thus, we obtain with ‖(v, q)‖2 := ‖v‖2Ω + ‖q‖2Γ the estimate
‖(θu,ΠHθp)‖ d
dt
‖(θu,ΠHθp)‖
=
1
2
d
dt
‖(θu,ΠHθp)‖2
. −(ρ˙u, θu)Ω − (ρ˙p,ΠHθp)Γ + (αρp,ΠHθp)Γ
≤ ‖ρ˙u‖Ω‖θu‖Ω + ‖ρ˙p‖Γ‖ΠHθp‖Γ + α ‖ρp‖Γ‖ΠHθp‖Γ
≤ (‖ρ˙u‖Ω + ‖ρ˙p‖Γ + α ‖ρp‖Γ) ‖(θu,ΠHθp)‖.
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Thus, division by ‖(θu,ΠHθp)‖, integration over time, and taking squares results in
‖θu(t)‖2Ω + ‖ΠHθp(t)‖2Γ
. ‖θu(0)‖2Ω + ‖ΠHθp(0)‖2Γ +
∫ t
0
‖ρ˙u(τ)‖2Ω + ‖ρ˙p(τ)‖2Γ + α2‖ρp(τ)‖2Γ dτ
. ‖θu(0)‖2Ω + ‖ΠHθp(0)‖2Γ
+
∫ t
0
H2(s−1)
(|u(τ)|2Hs(Ω) + |u˙(τ)|2Hs(Ω))+H2(‖A˜ε,hph(τ)‖2Γ + ‖A˜ε,hp˙h(τ)‖2Γ) dτ.
Due to the assumption on the initial values we have ‖θu(0)‖2Ω = O(H2) = ‖ΠHθp(0)‖2Γ.
Further, since u− uH = ρu + θu and p−ΠH p˜H = p−ΠH p˜RH + ΠHθp, the combination of
the estimates for the Ritz projection and for (θu,ΠHθp) finishes the proof. 
The numerical verification that the obtained convergence rates are indeed ε-independent,
is subject of the following section.
5. Numerical Examples
This final section is devoted to the numerical verification of the obtained convergence
results. In particular, we will investigate the following questions:
• convergence behavior for smooth and discontinuous coefficients aε,
• convergence in the presence of mixed boundary conditions,
• influence of the localization parameter m,
• applicability of the nodal interpolation operator, and
• benefits of mesh refinements on the boundary only.
All examples consider Ω = (0, 1)2, a time horizon T = 0.1, and the system equations
u˙− 110 ∆u = f in Ω,(5.1a)
u˙−∇Γ · (aε∇Γu) + ∂νu = g on Γdyn,(5.1b)
u = 0 on ∂Ω \ Γdyn.(5.1c)
The values of aε, the right-hand sides, the initial data, and the boundary parts are specified
in the following examples. Since we focus on the spatial discretization error, we consider
an implicit Euler discretization in time. Moreover, all approximations are computed on the
same uniform temporal mesh as the respective reference solution, namely with time step
size τ = 0.01. Besides the LOD spaces for the approximation of p, we consider uniform
partitions of Ω into quadrilaterals. This means that we approximate u by finite element
functions of partial degree one, cf. Remark 3.6.
5.1. Smooth and discontinuous coefficients. As in the theoretical part of the paper
we consider dynamic boundary conditions on the entire boundary. In terms of (5.1) this
means Γdyn = Γ = ∂Ω. As right-hand sides we consider f(t) ≡ 1, g(t) = t and the initial
condition is defined by u0(x, y) = sin(pix) · cos(52piy+ 1). In the PDAE formulation, where
we can choose p0 independently, we set p0(x, y) = u0(x, y) in a consistent manner.
For the diffusion coefficient aε we compare the results for smooth but highly oscillatory
and general discontinuous coefficients. For this, we define
asmε (x) :=
1
2 + cos(2pixε−1)
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Figure 5.1. Illustration of the solution u for t = 0 (left) and t = 0.1
(right) in the case of a random coefficient adcε with ε = 2
−9.
and adcε by the piecewise constant (and thus discontinuous) function which takes random
values in the range [ 110 , 1] on a partition of mesh size ε. We emphasize that a
dc
ε 6∈W 1,∞(Γ),
leading to a solution with p ∈ H1(Γ) only.
In this first example we apply the nodal interpolation operator such that the correc-
tors are automatically localized and we have no localization parameter m to care about,
cf. Remark 3.9. Apart from that, we consider the situation as described in Section 3.4,
where the meshes TΩ|Γ and TΓ coincide and HΩ = HΓ holds. The resulting numerical
approximation for ε = 2−9 is shown in Figure 5.1. The corresponding convergence plots
for u − uH and p − ΠH p˜H measured in the L2-norm for asmε and adcε are presented in
Figure 5.2. Note that we are in the range H & ε. As a result, we observe poor results for
the standard finite element approach as we are in the pre-asymptotic regime. On the other
hand, the combination of Lagrange elements for u and a multiscale approach for p yields
remarkable results: In the case of a smooth coefficient we even reach the full second-order
rate. For the discontinuous coefficient, u converges with second order whereas p shows an
order of 0.647 (averaged over the last three mesh sizes). Note that this is slightly better
than the shown bounds of Theorem 4.11, which equals 0.5 for σ = 1 and s = 3/2.
Finally, we comment on the results measured in the H1-norm. For the discontinuous
coefficient adcε we observe no convergence in p but convergence of order 1/2 (standard
FEM) and almost 1 (LOD) in u. This improves for the smooth coefficient, where also p
converges with order 1 if multiscale finite elements are applied.
5.2. Mixed boundary conditions. In the second experiment we mix two types of
boundary conditions and consider dynamic boundary conditions only on Γdyn := (0, 1) ×
{0}. On the remaining parts we assume homogeneous Dirichlet boundary conditions. The
input data is given by f(t) ≡ 1, g(t) ≡ 0 with initial condition u0(x, y) = sin(pix)·cos(52piy).
Further, we consider a random coefficient adcε with ε = 2
−9 as described in the previous
experiment.
The convergence results in the L2-norm are very similar to the previous example such
that we omit the details here. We mention, however, that convergence only takes place for
sufficiently large m, compared to the mesh size H. Since we are interested in coarse mesh
sizes, a localization parameter m = 2 usually yields satisfactorily results. To show the
influence of the localization parameter m in more detail, we consider the error p− p˜H in
the H1-norm without the projection ΠH . Recall from the previous example that p−ΠH p˜H
does not converge for the discontinuous diffusion coefficient. In Figure 5.3 one can observe
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Figure 5.2. Convergence history in the L2-norm for smooth (top) and
discontinuous diffusion coefficients (bottom). Results shown for ε = 2−9.
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Figure 5.3. Convergence history in the H1-norm for a random coefficient
with ε = 2−9 and different values of m. The solid line without marks shows
an approximation with increasing m (up to m = 5). The remaining entries
consider a fixed m = 1 ( ), m = 2 ( ), or m = 3 ( ).
that the “full approximation” p˜H also converges in the H
1-norm. Further, one can see the
limitation of the approximation for fixed m.
5.3. Refinement of boundary. In this final experiment we demonstrate the possibility
of the PDAE approach to combine different meshes on Ω and Γ. We consider once more
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Figure 5.4. Convergence history in the L2 (left) and H1-norm (right) for
u and p, respectively. The different plots start with a mesh size HΩ = 2
−3
( ) and HΩ = 2
−6 ( ). The reference solution is computed on a uniform
mesh with HΩ = HΓ = 2
−10.
the mixed boundary case with Γdyn := (0, 1)× {0}. As diffusion coefficient we choose asmε
with a moderate ε = 1/4. The initial data reads u0(x, y) = sin(3pix) · cos(52piy + 1). For
this particular example we do not consider LOD spaces but standard P1(TΓ) elements on
the boundary. For the bulk we fix a uniform mesh TΩ with mesh size HΩ. Contrariwise,
we apply uniform refinements on the boundary, i.e., we consider a mesh TΓ with mesh
sizes HΓ = HΩ,
1
2HΩ,
1
4HΩ, . . . .
The numerical results in Figure 5.4 indicate that this refinement has no positive effect
on the approximation of u. The boundary values p, however, can be improved signif-
icantly. This does not only become evident for the L2-norm but also in the H1-norm.
Recall that even the LOD approach considered in the previous two examples could only
provide small H1-errors if corrector functions were added. The here presented refinement
of the boundary (without changing the interior mesh TΩ) thus provides a tool to improve
boundary approximations at low costs.
6. Conclusion
In this paper, we have discussed the possibility of combining different approximation
schemes in the bulk and on the boundary for parabolic problems with dynamic boundary
conditions. In this way, we could consider multiscale techniques such as the LOD in com-
bination with standard finite element spaces in the interior. We have shown analytically
and observed numerically that this strategy allows remarkable speed-ups if low-regularity
solutions are expected. This is the case for heterogeneous media as considered in this
paper but may also be caused by nonlinearities. For this, the here presented schemes need
to be combined with appropriate time discretization schemes, cf. [AZ20]. The proposed
decoupling approach may also be beneficial for the construction of splitting methods if
bulk and surface dynamics have different time scales.
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Appendix A. Mosco convergence of the energy functional for (2.1)
In this appendix, we close the remaining gap in the proof of Theorem 2.1, namely the
Mosco convergence of the energy functional associated with the elliptic part of (2.1).
We define the energy functional Eδ : H1(Ω)×H1(Ωδ)→ R via
Eδ(u,w) =
∫
Ω
1
2
|∇u|2 dx+
∫
Ωδ
1
2δ
aε(x)|∇w|2 dx.
We now transform the variable domain Ωδ to a fixed domain. Due to the assumed smooth-
ness of Γ and for sufficiently small δ, every point x ∈ Ωδ can uniquely be written in the
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form x = Xδ(y, θ) := y + δθν(y) for y ∈ Γ and θ ∈ (0, 1), where ν denotes the outer unit
normal of Ω.
With this change of coordinates we define Σ := Γ× (0, 1) and for a function w : Ωδ → R
we set W = w ◦ Xδ : Σ → R. Because of the smoothness of Γ we have W ∈ H1(Σ)
whenever w ∈ H1(Ωδ) and the gradients can be computed by the chain rule. By slight
abuse of notation, we denote aε ◦Xδ again by aε and note that it only depends on y, not
on θ. Moreover, we introduce the spaceW := {(u,W ) ∈ H1(Ω)×H1(Σ) |u|Γ = W |{θ=0}}.
Inserting these transformations into Eδ, we arrive at the energy functional Eδ : W → R
defined by
(A.1)
Eδ(u,W ) =
∫
Ω
1
2
|∇u|2 dx+
∫
Σ
1
2δ
aε(y)
(
∇ΓW ·Bδ(y, θ)∇ΓW + 1
δ2
|∂θW |2
)
Jδ(y, θ) d(y, θ).
Here, Bδ describes the transformation of the (tangential part of) the gradient and Jδ the
volume change. Lemma 2.2 in [Lie13] states that Bδ → Id and Jδ/δ → 1, both uniformly
in δ.
The main goal of this appendix is to show the following Proposition concerning the
Mosco convergence of Eδ, which is the analogue to [Lie13, Thm. 3.2].
Proposition A.1. The energy functional Eδ converges in the sense of Mosco to the limit
functional E0 : W → R given by
E0(u,W ) :=
{∫
Ω
1
2 |∇u|2 dx+
∫
Σ
1
2aε(y)|∇ΓW |2 d(y, θ) if (u,W ) ∈ W0,
+∞ else,
where W0 := {(u,W ) ∈ W | ∂θW = 0}.
Mosco convergence is Gamma convergence in the strong and weak topology simul-
taneously, see [Lie13, Sect. 3] Hence, we have to show (i) a liminf-estimate for a weakly
converging sequence and (ii) a limsup-estimate for a strongly converging recovery sequence.
Proof. (i): Let (uδ,Wδ) ⇀ (u,W ) in W. If we assume that lim infδ→0Eδ(uδ,Wδ) < ∞,
we necessarily have (u,W ) ∈ W0 due to the weak lower semicontinuity of the norm on W.
It holds that
Eδ(uδ,Wδ) ≥
∫
Ω
1
2
|∇uδ|2 dx+
∫
Σ
1
2
aε(y)∇ΓWδ ·Bδ(y, θ)∇ΓWδ 1
δ
Jδ(y, θ) d(y, θ).
The liminf-estimate now follows from the uniform convergence of Bδ and Jδ/δ.
(ii): For (u,W ) we choose the constant recovery sequence (uδ,Wδ) = (u,W ). In the
case (u,W ) 6∈ W0 the result is trivial, since E0(u,W ) =∞ and we can argue as in (i). In
the case (u,W ) ∈ W0, the derivative ∂θ in Eδ vanishes and we obtain
Eδ(u,W ) =
∫
Ω
1
2
|∇u|2 dx+
∫
Σ
1
2
aε(y)∇ΓW ·Bδ(y, θ)∇ΓW 1
δ
Jδ(y, θ) d(y, θ)→ E0(u,W ),
arguing as above. 
Note that (u,W ) ∈ W0 if and only if (u,W ) ∈ H1(Ω) ×H1(Γ) with u|Γ = W . Hence,
the limit energy E0 can be reduced by integrating over θ, which exactly gives the energy
functional associated with the elliptic part of (2.2).
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