Abstract-More and more companies are currently migrating business processes to the Cloud in order to handle customer service in an efficient and cost effective way. Cloud Computing's elasticity and flexibility in service delivery makes it an ideal solution for companies to deal with highly variable service demands and uncertain financial environment to ensure the required QoS while using resources and reduce their expenses. Elasticity management is witnessing a lot of attention from IT community as a pivotal issue for finding the right tradeoffs between QoS levels and operational costs by working on developing novel methods and mechanisms. However, controlling business process elasticity and defining non-trivial elasticity strategies are challenging issues. In this paper, we propose an elasticity strategy description language, called STRAT. It is defined as an extensible Domain-Specific Language to allow business process holders to describe elasticity strategies that are evaluated using our formal evaluation framework. Given a usage behavior and a business process, the evaluation consists in providing a set of plots that allows the analysis and the comparison of strategies. Our contributions and developments provide Cloud tenants with facilities to choose elasticity strategies that fit to their business processes and usage behaviors.
I. INTRODUCTION
Cloud computing has been receiving much attention from Information Technologies community as an emerging computing paradigm for managing and delivering services over the Internet. Cloud computing refers to a model for delivering computing applications as services rather than as products by enabling ubiquitous and on-demand network access to a large pools of computing resources (e.g., storage, computing, applications and services). Resources in Cloud environments can be dynamically provisioned by adding and releasing them to adjust to workload change and usage optimization [1] .
In today's information society, more and more companies are adopting the Cloud-based technologies in their day-today activities to handle customer service in an efficient and cost-effective way. A survey conducted by the IDG Enterprise Cloud Computing across more than 1,600 IT and security decision-makers at a variety of industries in 2014 has shown that 69% of the companies have at least one application or a portion of computing infrastructure in the Cloud [2] . The movement to the Cloud Computing as a IT infrastructure enables companies to operate more efficiently on the continuous incremental change in business operations. Cloud Computing's elasticity and its flexibility in service delivery are the most important features behind this movement which encourage companies and allow the delivery of services with the required quality of service (QoS) to costumers while reducing costs.
Elasticity is the ability of a system to be adjustable to workload change by allocating and releasing as many resources as needed while ensuring the agreed QoS. It has played a pivotal role in many research works for ensuring QoS. Therefore, elasticity management is witnessing a lot of attention from IT community as an important issue to find the right tradeoffs between QoS levels and operational costs. Some previous works have targeted the evaluation of elasticity strategies [3] , [4] , which are policies that are used to manage elasticity by deciding when, where and how to use elasticity mechanisms (e.g, adding or removing resources). Many strategies can be defined to ensure applications elasticity. The abundance of possible strategies requires their evaluation and validation in order to guarantee their effectiveness before using them in real Cloud environments.
In [5] , [6] , we have proposed an Elasticity Controller that allows the evaluation of Service-based Business Processes (SBPs) elasticity. It uses formal models for SBPs elasticity that we proposed to formalize elasticity mechanisms and then allowing the monitoring of some QoS metrics used as parameters for defining elasticity strategies. However, defining non-trivial strategies is still challenging. Some domain-specific languages have been proposed in [7] , [8] , [9] to tackle this challenge. Though, these proposals don't tackle specific characteristics of SBPs: (i) different elastic behaviors of process services and (ii) task dependencies as prescribed by the control flow. Moreover, previous works assume that all requests have similar QoS requirements.
In this paper, we present a rule-based domain-specific language, called STRAT, for describing elasticity strategies for Business Processes as services (BPaaS for short) deployed in Cloud environments. STRAT relies on the elasticity model presented in [5] , [6] which defines a Petri-net model emulating resource allocation for process and service instances where places represent service engines and tokens correspond to enactment requests. In order to offer elastic resource allocations, the model defines also operations, over the Petri-net model, enabling to duplicate and consolidate resources. We also extend the Elasticity controller, which implements the elasticity model and we develop a framework enabling to define and evaluate elasticity strategies of BPaaS. This paper is organized as follows. In Section II, we present a review of previous works while tackled the problem of preserving QoS in Cloud environments with shedding light on some approaches proposed for controlling elasticity. The STRAT language is thoroughly described in Section III. Section IV presents the evaluation framework architecture along with some results obtained for evaluating two elasticity strategies defined for a SBP example. The final section presents the conclusions and gives some lines of future work.
II. RELATED WORK
More and more companies are currently moving their applications to the Cloud. Companies are now required to monitor and control their Cloud services at any time to preserve their Quality of Service (QoS). The quality and reliability of the Cloud services become an important aspect, as customers have no direct influence on services. QoS has been a critical issue in several customer-centric disciplines such as manufacturing ( [10] , [11] ), healthcare ([12] , [13] ) and information management ( [14] , [15] ). It denotes the levels of performance, reliability, and availability of a service/process offered by the platform or the infrastructure that hosts it. The expectation of Cloud users from providers to deliver the required level of service quality and the neediness of Cloud providers to find a good compromise between QoS levels and operational costs, are what make QoS a fundamental issue for both parties.
Elasticity plays an important role in many research works that propose methods and mechanisms to harness the ability of services/processes running in the Cloud to cope with variations in workload in order to ensure the desired level of QoS while avoiding over-provisioning of resources. Previous works have been proposed for describing elasticity strategies which are responsible of making decisions on the execution of elasticity mechanisms, i.e., deciding when, where and how to use elasticity mechanisms. In [7] , a Simple Yet-Beautiful Language (SYBL) has been proposed for specifying elasticity requirements for Cloud applications. An elasticity strategy is expressed by SYBL as logical combination of constraints on metric values obtained from one of three main layers that the strategy is associated to: (1) application, (2) component, and (3) programming (e.g., level of infrastructure including rules on CPU usage). The violation or fulfillment of those constraints can lead to triggering particular elasticity actions.
Another DSL language, named Scalability Rule Language (SRL), has been proposed in [8] for specifying event patterns of multi-Cloud application as well as scaling actions. SRL has been inspired from OWL-Q language by adopting some of its terminologies as well as the metric description. It allows specifying elasticity rules as well as metrics and actions as models. Though, its modeling aspect makes it effortful to use and express complex rules. Contrary to our work, an elasticity rule in SYBL and SRL is associated to one specific component identified by its name. Business process holder cannot attach the same rule to different tasks/services. Moreover, these languages don't use symbolic constants and embed rather constant values directly in rule specifications what makes rule definitions and maintenance difficult.
Another work has been presented in [9] where the authors propose a Domain-specific language called SPEEDL that simplifies the specification of elastic strategies of IaaS services. SPEEDL has been proposed to facilitate the creation of event-driven policies for resource management by leasing and releasing VMs. Our interest is to provide a language that triggers the elasticity of business processes and their services.
A part from language related aspects; these works don't take into consideration fundamental characteristics of service-based processes, which make them unsuitable for defining elasticity strategies for BPaaS. Indeed the executions of process instances are scattered over a set of services related to each other according to the process control flow. First these services may have different resource requirements and have thereafter different elastic behavior. Second due to task/service dependencies prescribed by the control flow an elasticity strategy of a given service may need to refer to other related services' states. It is not clear how current approaches can expand their local analysis of the monitored information to have a more global view. Moreover, all the above proposals assume that QoS related requirements (e.g, the defined thresholds for QoS metrics) are the same for all requests. However, enactment requests of a business process are different and require therefore different amount of resources. For example, some process (or service) requests can be more data-intense than others, which could lead to different QoS if we handle them in the same manner.
In our work, the domain-specific language STRAT we define relies on a formal model for describing resource allocations for BPaaS and defining elasticity mechanisms [5] , [6] . STRAT allows as well the specification of QoS requirements of a business process at different granularity levels (i.e., process, service, and instance level) allowing the control of elasticity actions regarding the category of the processed requests. We also developed a framework enabling to define elasticity strategies and evaluate them through simulation. The outputs of the evaluations are displayed as a set of plots showing the elastic behavior of services and processes under specific arrival laws of instantiation requests.
III. STRAT: ELASTICITY STRATEGY DESCRIPTION LANGUAGE A. STRAT elasticity model for BPaaS
In this paper, we aim at defining an Elasticity Strategy Description Language (STRAT for short) for specifying strategies governing BPaaS elasticity. STRAT is proposed as a rule-based Domain Specific Language. An elasticity strategy is used to manage SBP elasticity by deciding when, where and how to use elasticity mechanisms. A strategy relies on an elasticity model which defines the ground terms used in defining the strategy rules, that is the elasticity actions to be undertaken as well as the property and metrics to monitor to fire the elasticity actions. Many properties, such as the number of requests, processing time, equivalent relation between one service copies, can be defined and used by an elasticity model. These properties and metrics are used as parameters in elasticity strategies. Defining complex strategies using such diverse information in a hard-coded way becomes easily cumbersome. In this context, comes STRAT to provide a specification to describe a rich set of elasticity strategies in a declarative way while concealing implementation complexity.
We define STRAT based on the SBP elasticity model defined by Amziani et al. [5] , [6] . This elasticity model relies on highlevel Petri net to (i) model SBP elastic behavior, (ii) specify the elasticity actions, and (iii) define the properties and metrics to monitor and comply to. Simply put, a place in a Petri net relates to an execution engine (called service copy) responsible for handling a set of requests of a given service in the SBP while tokens in one place represent the requests load (a.k.a service instances) handled by the corresponding engine. That means that, for a specific service in the SBP model, we can have several copies of the service engine represented as places in the Petri net process. A transition models the execution of a given service for a specific instance/case. Its firing denotes the shift of the request load of one case/instance from one service to the following nodes in the SBP. The model defines the following elasticity actions [5] , [6] :
• Routing: it controls the way a load of a service is routed over the set of its copies. It determines under which condition we transfer a request. We can think of routing as a way to define a strategy to control the flow of the load. e.g., transfer a request if and only if the resulted marking does not violate the capacity of the services; • Duplication: it creates a new copy of an overloaded service in order to meet its workload increase. The duplication action can be executed as many times as necessary to get a sufficient number of service copies in order to ensure the QoS of the business process by avoiding resources under-provisioning; • Consolidation: it releases an unnecessary copy of a service in order to meet its workload decrease. The consolidation action can be executed as many times as necessary to get the minimal and optimal number of service copies in order to avoid resources over-provisioning while maintaining the QoS of the business process. Moreover, an implementation of the elasticity model is given in [5] , [6] . Such implementation simulates the elasticity actions on a given SBP. We show in section IV how to extend such implementation to build a framework to evaluate different elasticity strategies through simulation.
B. STRAT Overview
The top-level of STRAT specification grammar is given in Grammar 1 using the Backus Normal Form (BNF). A strategy STRAT is composed of two sections encapsulated in a block defined by Strategy (i.e., indicates the beginning of the strategy) and identified by a name. The business process holder is allowed to separate the rules section identified by Actions from the definition of constants sets used by the rules like thresholds sets and time constrains. This separation facilitates the adjustment and the maintenance of strategy's code. The latter is an optional section and is identified by Sets. The Sets section as given in Grammar 2 could either be empty or consist of several constants sets. It allows the specification of the invariant requirements and characteristics of a business process and its services such as the maximum and the minimum capacity of services in a business process, time constraint, budget for deployment a service, etc. These invariant can be specified hierarchically from the top-level component, e.g., a process, to its fine-granular level, e.g., a sub-group of service's requests. This is done by using sets of sets providing the hierarchical construction. So, an item in a set is associated to either a value or another set specializing the item. The term Default is used in the latter case to provide the requirement (or characteristic) of the item in its top-level. Listing 1 presents an example of specifying the maximum execution time for two elastic services s2 and s4 according to their request categories c1 and c2. This specification allows the business process holder to define elasticity action rules that incorporate the characteristic of the processing requests into the decision making. We are currently working on providing a formal model of SBP elasticity that allows the distinguishing of services requests by their characteristics.
Sets
::= Set ';' Sets | empty Set ::= name '=' '{' Items '}' Under the Actions section, elasticity mechanisms could be provided by setting a set of rules grouped by their intended elasticity action as shown in Grammar 3. We specify three types of actions used in [5] , [6] : (i) Duplication that allows adding a new copy of a specific service, (ii) Consolidation which removes a set of copies of a specific service, and (iii) Routing that controls the flow of the workload by transferring calls from a specific router. Each provided action might have one or more rules ordered according to their priority. This means that for a specific action the first provided rule is the most priority one from all the action's rules, thereafter the next one is the second most priority and so on. A rule in STRAT is composed of a set of conditions connected by logical operators (i.e., and/or).
Conditions are the reflection of system's state at a certain point of time. They are split into boolean (i.e., true/false), boolean function, iteration, comparison, negation, time-based condition, or another rule. The time-based condition allows the execution of an action after some period of time or after the persistence of system's state for some period using for to specify that period, e.g., the rule "Duplicate(s): true for 60 min" schedules a duplication of each elastic service s in every "60 min". Unlike existing languages in the literature for controlling elasticity, we incorporate the concept of iteration into the definition of STRAT in order to get a global view of the system's state. For example, to be able to determine the state of a service at a given time we have to check the state of all its copies so we get a global perspective instead of a local one (i.e., for only one service's copy). To do so, foreach and exists operators are used to express respectively '∀' and '∃' symbols of the first-order logic. The Sequence element of an iteration represents either a function returning a list or a constant list. The specification of conditions in STRAT is given by Grammar 4 using also the Backus Normal Form (BNF).
Comparison ::= Operand Ops Operand 
IV. ELASTICITY STRATEGIES EVALUATION FRAMEWORK
Elasticity strategies govern the provisioning of necessary (to respect the agreed QoS) and sufficient (to handle the amount of requests) resources despite variations in enactment requests load. Many strategies can be defined to steer business processes elasticity. The abundance of possible strategies requires their evaluation in order to guarantee their effectiveness before using them in real Cloud environments. In this section, we present how we extend the implementation of the elasticity model that STRAT relies on in order to define an evaluation framework for STRAT strategies. We define three strategies and we discuss their evaluation based on our framework. Figure 1 depicts the architecture of our framework for evaluating elasticity strategies. The framework allows business process holders to evaluate, through simulation, elasticity strategies for a given business process model and under a given usage behavior. The strategies can be defined using the STRAT editor. This editor is an Eclipse plug-in for STRAT Language generated by Xtext 1 an eclipse-based development framework for creating DSLs. STRAT editor provides users with code completion, syntax highlighting, automated parsing and quick fixes functionalities which facilities the edition of the defined strategy. Usage behavior represents the arrival law of clients' invocations of the business process. It can be generated using a probabilistic law (e.g., random, Poisson distribution, etc.) parameterized by the user. Users can use any BPMN (Business Process Modeling Notation) editor such as PIPE and PNEditor, able to export business process models as Petri nets encoded in the Petri Net Markup Language (PNML) in order to be processed by our Elasticity controller that we present in section IV-A2. Currently, evaluations' results can be displayed as plots showing the behavior of resource allocations for executing each service in the given business process as well as the one of the overall process according to some defined indicators for a specific elasticity strategy. The core part of the framework consists in: (1) the engine of STRAT language that is implemented in Java and allows the processing of the given elasticity strategies, and (2) the elasticity controller that is implemented in Python and allows the execution of elasticity mechanisms.
A. Framework Architecture
1) STRAT Core: It groups the basic functionalities of STRAT that allow the processing of STRAT scripts, validating the coherence of the given rules and applying them.
• STRAT Parser : The Parser is responsible for generating a type-safe abstract syntax tree (AST) from the script of elasticity strategy. The generated AST is the output of a syntactic validation of a given script and used to represent compactly its structure and relations between statements; • STRAT Validator : the validator is responsible for checking rules consistency. We can distinguish two kinds of consistency checking: (1) intra-rule validation that checks contradiction in each rule separately, and (2) inter-rule validation that checks for inconsistencies between rules.
• STRAT Generator : It is a code generator for STRAT language that translates a STRAT script into a Java class. The generator interacts with STRAT Parser to extract the sets and rules from the given script and convert them into Java code. The generated code provides two main methods. The first one is provided to check for elasticity rules and find which one is applicable for a particular situation while the second method uses the STRAT Validator to inspect the validation of the given strategy rules.
• STRAT Functions : It provides a set of pre-defined functions used to perform certain tasks on a given business process model. Additionally, it includes the basic functions like arithmetic functions (i.e., add, mul, sub, mod, div), and counter function (i.e., count). Some of STRAT Functions are given in table I.
• Model Interface : It provides an abstract representation of business process model entities used by STRAT Function Description services provides the set of services in the current model (basic+copies) enabled checks whether a given router is ready to transfer requests copies returns all the copies of a given service Functions. In this way, we isolate the functionality from the target business process model entities representation. By providing different implementations of this interface for different elasticity models implementation, we allow STRAT to be used across different systems/models. 2) Elasticity Controller: It implements the elasticity model STRAT relies on [5] , [6] (see section III-A). Its main function is to trigger fireable rules (of the elasticity strategy) and perform thereafter the corresponding elasticity actions (duplication/consolidation). The controller analyzes the monitoring information, provided by a BP monitor, in order to determine when a given rule becomes fireable. The controller is implemented using SNAKES toolkit [16] that offers a flexible architecture based on a core library to define a basic Petri net structure, complemented with a variety of extension modules (i.e., plugins), that introduce additional features.
3) Pyjnius Connector: PyJNIus 2 is a Python library for accessing Java classes using Java Native Interface (JNI). Since the two main parts of our framework are implemented in different programming languages (Java and Python), the use of connector to establish a communication link between the two parts is essential.
B. Experimental evaluation
We present hereafter an example showing the evaluation of three strategies using our evaluation framework.
1) Experimental Setting:
In order to illustrate the use of our evaluation framework, we define a business process, a set of strategies governing its (elastic) behavior, and a usage behavior specifying the arrival law of process enactment requests.
(a) Usage behavior: We use in this experiment the Poisson distribution for dynamically generating the sequence of requests arrival. We set the mean of Poisson distribution to 2; (b) Business process Model: We use an example of SBP for online computer shopping which is composed of four services. Figure 2 presents the corresponding BPMN model of our SBP. The initial service in the SBP (i.e, S1) is responsible for receiving requests to purchase a computer and forwarding them to the Computer assembly service (S2) and the invoice Service (S3). Thereafter, service S2 performs the assembly of computer components based on user preferences while service S3 issues the invoice order. The last service S4 is responsible for delivering the computer along with the invoice to the requester. We assume in this example that each service of the SBP except the initial service (S1) is provided with a maximum and minimum threshold capacities (Max t and Min t) considering them therefore as elastic services.
Having a number of requests in a service copy above the maximum threshold will degrade the QoS. Having a number of requests under the minimum threshold means we have an over allocation of resources. (c) Elasticity Strategies: We propose to evaluate three strategies governing the elasticity of given business process model. The first strategy in Listing 2 is defined as a baseline strategy which is defined in order to illustrate the evolution of our example of business process and its services without providing them with elasticity capability. We indicate the maximum capacity of the supposed elastic services to illustrate the evolution of their demands compared to their maximum capacity. The two other strategies aim at ensuring elastic resource provisioning. They are defined as follows:
S t r a t e g y s t r a t e g y 1 { S e t s : max t = { ' s2 '= 3 , ' s3 ' = 1 5 , ' s4 ' = 1 5 } ;
A ct io n s : D u p l i c a t e ( s ) : f a l s e . C o n s o l i d a t e ( cp , s ) : f a l s e . Routing ( t ) : e n a b l e d ( t ) . } Listing 2. Elasticity Strategy 1 using STRAT
• Strategy 2: In [17] , a scaling algorithm has been proposed to scale up or down the number of copies according to the threshold of each service. So, the duplication action for a specific service s is triggered when its workload (determined by the requests function that returns the set of requests in the given service copy) as well as the workload of all its copies reached its maximum capacity defined in the set max t. Otherwise, in case a service copy cp doesn't contain any request and the workload of the service s is below its minimum threshold defined in the set min t, a consolidation action is triggered by releasing the service copy cp from the set of copies of s. The Routing action is defined to route a request if the request transfer (or router) t does not cause a violation of the maximum thresholds of its post-services (determined by the function post).
It is triggered when neither of the previous actions are allowed.
S t r a t e g y s t r a t e g y 2 { S e t s : max t = { ' s2 '= 3 , ' s3 '= 15 , ' s4 '= 1 5 } ; min t = { ' s2 '= 1 , ' s3 '= 1 , ' s4 '= 1} ;
A ct io n s : D u p l i c a t e ( s ) : c o u n t ( r e q u e s t s ( s ) ) >= max t . s and f oreach e in c o p i e s ( s ) : c o u n t ( r e q u e s t s ( e ) ) >= max t . s . C o n s o l i d a t e ( cp , s ) : c o u n t ( r e q u e s t s ( cp ) ) ==0
and c o u n t ( r e q u e s t s ( s ) ) < min t . s . Routing ( t ) : e n a b l e d ( t ) and f oreach s in p o s t ( t ) : c o u n t ( r e q u e s t s ( s ) ) < max t . s . } Listing 3. Elasticity Strategy 2 using STRAT
• Strategy 3: Similarly to Strategy 2, the duplication action is triggered for a service copy s if its workload and the workload of all its copies have already reached their maximum threshold and there is a request waiting to be transferred to this service s from the services preceding it. The consolidation action is triggered by releasing the service copy cp if it doesn't contain any request and the workload of the service copy s is below its minimum threshold defined in the set min t and there is no request waiting to be transferred to any of this service copies.
S t r a t e g y s t r a t e g y 3 { S e t s : max t = { ' s2 '= 3 , ' s3 '= 15 , ' s4 '= 1 5 } ; min t = { ' s2 '= 1 , ' s3 '= 1 , ' s4 '= 1} ; A ct io n s : D u p l i c a t e ( s ) : c o u n t ( r e q u e s t s ( s ) ) >= max t . s and f oreach e in c o p i e s ( s ) : c o u n t ( r e q u e s t s ( e ) ) >= max t . s and e x i s t s t in p r e ( c o p i e s ( s ) ) :
e n a b l e d ( t ) . C o n s o l i d a t e ( cp , s ) : c o u n t ( r e q u e s t s ( cp ) ) ==0
and c o u n t ( r e q u e s t s ( s ) ) <= min t . s and f oreach t in p r e ( c o p i e s ( cp ) ) : not e n a b l e d ( t ) . Routing ( t ) : e n a b l e d ( t ) and f oreach s in p o s t ( t ) : c o u n t ( r e q u e s t s ( s ) ) < max t . s . } Listing 4. Elasticity Strategy 3 using STRAT 2) Evaluation results: In order to evaluate our elasticity strategies, we have defined some evaluation indicators that can be obtained from monitoring the running instances.
We assume that all requests/instances require the same amount of resources (for a specific service). Therefore we measure the amount of either required or allocated resources in terms of number of requests. In figure 3 we compare the amount of needed resources (to handle the current requests) to the amount of allocated resources over time. The required resources correspond in fact to the (current) workload. It is computed by summing up the number of requests in each copy of the service (i.e. number of tokens in each copy place in the Petri net model). The amount of allocated resources corresponds to the maximum requests the current service (a) Service S2 using Strategy 1 (b) Service S2 using Strategy 2 (c) Service S2 using Strategy 3 (d) Service S3 using Strategy 1 (e) Service S3 using Strategy 2 (f) Service S3 using Strategy 3 (g) Service S4 using Strategy 1 (h) Service S4 using Strategy 2 (i) Service S4 using Strategy 3 Fig. 3 . The evolution of capacity of business process services copies can handle. It is computed by multiplying the number of copies by the maximum requests a copy can handle (as specified in the strategy). We measure in Figure 4 the workload of the business process as the average of workloads of its services instances and comparing it to the average demands of the business process which is computed as the sum of services workload divided by the number of the basic services. In Figure 5 , we illustrate the difference between the provided resources and the least needed capacity to handle the current workload over time. The provided capacity represents the summation of the maximum capacity of each service copy in the process. We mean by the least needed capacity, the sum of the needed capacity of the basic services which computed as the maximum capacity of the service multiplied by the minimal number of service copies that can handle the current number of requests in service's copies.
The resulted plots of the evaluation of the three strategies show that, contrary to strategy 1, strategies 2 and 3 are able to adjust the allocated resources to the change in the workload over time by using elasticity mechanisms. However by taking a closer look into the behavior of each service especially service S2 and S4 (cf, Figures 3(a)-3(c) and 3(g)-3 (i)), we can see the difference between the reactivity of both strategies 2 and 3 on these services. Strategy 2 is more sensitive to the change in service workload. Thus strategy 2 resource provisioning is more aligned to the variations of incoming requests amount than strategy 3 provisioning which provides more capacity than what is really needed. (cf. Figure 5(c) ). This extra-capacity is due to the strategy restrictive condition in the consolidation rule which depends on the arrival of potential workload flow to the service copies.
V. CONCLUSION
In this paper, we proposed a rule-based domain specific language for expressing elasticity strategies for business processes, called STRAT. STRAT enables to differentiate between requests with different QoS requirements. Moreover, it allows taking several (component) services status when defining elasticity rules. We also described the framework we developed in order to define strategies according to our DSL and evaluate them via simulation. STRAT relies on a Petri-net based elasticity model which defines the metrics to consider and monitor the elasticity operations. In our future work, we target to extend STRAT and define a configurable DSL language which can be configured for specific elasticity models.
