Abstract-In this paper we consider the class of generalized antiuniform Huffman (AUH) codes for sources with infinite alphabet and geometric distribution. This distribution leads to infinite anti -uniform sources for some ranges of its parameters. Huffman coding of these sources results in AUH codes. We perform a generalization of binary Huffman encoding, using a M-letter code alphabet and prove that as a result of this encoding, sources with memory are obtained. For these sources we attach the graph and derive the transition probabilities between states, as well as the state probabilities. The entropy and the average cost for AUH codes are derived.
INTRODUCTION
Anti-uniform Huffman (AUH) sources appear in a wide variety of situations in real world, because this class of sources has the property of achieving minimum redundancy in different situations and minimal average cost in highly unbalanced cost regime [1] - [3] . Unequal cost letter problem modeling situations in which different characters have different transmission times or storage costs was addressed in [4] , [5] . One example is the telegraph channel with the alphabet {. -} in which dashes are twice as long as dots [6] . Another example is the {a, b} runlength -limited codes used in magnetic and optical storage, in which the binary codewords are constrained so that each 1 must be preceded by at least a, and at most b, 0's [7] . There is a large literature addressing the problem of cost of prefix-free codes with unequal letter cost encoding alphabet [8] and references herein.
Consider a discrete memoryless information source with infinite size 1 2 : ( ) k s s s ξ and associated ordered probability distribution 1 2 : ( )
...
We assume the general case of an alphabet consisting of M letters, ( 2 M ≥ ). After Huffman encoding [9] , a tree graph results, whose leaves are terminal nodes and correspond to the source messages. The M edges emanating from each intermediate tree node are labeled by 1 a , 2 a and M a , respectively. These letters belong to the code alphabet
The length between the root and a leaf is the length of the codeword associated with the corresponding message.
In [10] it is shown that, for minimum redundancy Huffman codes, the average codeword length becomes minimum, if the source distribution is chosen so that on each level of the tree only one node diversifies.
Assuming that , 1, 2,... 
The AUH codes have been extensively analyzed, concerning bounds on average codeword length, entropy and redundancy for different types of probability distribution. In [12] it has been shown that these codes maximize the average length and the entropy. Tight lower and upper bounds on average codeword length, entropy and redundancy of finite and infinite AUH codes in terms of alphabet size are derived. Related topics are addressed in [13] - [15] . The problem of M-ary Huffman codes is analyzed in [16] and it is shown that for AUH codes, by a proper choice of the source probabilities, the average codeword length can be made closed to unity. In [17] and [18] a general treatment and an information analysis of Mary Huffman encoding are performed. The problem of bounding the average length of an optimal Huffman code is considered in [19] , when only limited knowledge of the source symbol probability distribution is available. AUH sources can be generated by several probability distributions. It has been shown that geometric distribution lays in the class of AUH sources for some regimes of their parameters [3] , [20] .
The rest of the paper is organized as follows. In Section II we consider the AUH sources with geometric distribution and infinite alphabet. For this source we compute the entropy, perform a M-ary Huffman encoding and compute the average codeword length. We show that, in general, employing Huffman coding, a source with memory results. The graph of the source with memory resulting by M-ary Huffman encoding of the AUH source is also built. For this source with memory we compute the state probabilities and the transition probabilities between states. In Section III we compute the code entropy, representing the average information per symbol, as well as the average cost for AUH codes corresponding to sources with geometric distribution for infinite source alphabet. Finally, we conclude the paper in Section IV.
II. M-ARY HUFFMAN ENCODING AS SOURCE WITH MEMORY
Let us consider a discrete source with infinite alphabet, characterized by the geometric distribution [20] :
where q=1-p and 0 < p < 1. We note that the message probability is
For the sake of simplicity, in the following, we use the superscript (t) to indicate a terminal node in the tree, corresponding to a source message. To indicate a message ( ) t n s on a level k in the coding tree, we use the index ( )( )
For this source to be anti -uniform, any message probability on a level k has to be greater than the sum of all message probabilities placed on next levels. In other words, the smallest message probability on a level k,
, has to be greater than the probability of the intermediate node on that level,
. This is because the probability of an intermediate node is equal to the sum of all terminal nodes placed on all next levels. Under these circumstances, the source is AUH, if 1 0
> . Note that, at limit, when M → ∞ , the condition becomes totally unrestrictive, 1 p < . The entropy of the coded source ξ is [21] :
Considering probabilities in (2), the source entropy becomes:
After a M-ary Huffman encoding of this source, the graph in Fig. 1 The probabilities of terminal nodes are equal to the probabilities of the source messages ( ) t n p . Unlike a leaf, an intermediate node is not corresponding to a source message, therefore no probability mass is associated. However, with slight abuse we can call the weight of the intermediate node also probability. Considering (3), the probabilities of intermediate nodes
Considering (2) and (6), the probabilities of terminal and intermediate nodes are obtained by:
The structure of codewords resulting by M-ary Huffman encoding is: 
The length n l of the codeword associated with the messages 
The average codeword length is determined with
The average codeword length is obtained considering (2) into (10) ( 1)( 1) 1
For a sequence of messages of the source ξ , a sequence of symbols from the code alphabet A will be transmitted. As long as the probabilities of these symbols depend, generally, on the node from which they are generated, the set 1 2 { , ,..., }
M
A a a a = becomes a source with memory. When, at a certain moment, a terminal node is reached, the source ξ will deliver another message and the source with memory A will deliver another sequence of messages (2) is complete, the probability of the root is equal to 1. The graph attached to the source with memory A is shown in Fig. 2 and it can be obtained from the Huffman encoding graph of the source ξ (Fig. 1) , as follows:
a)
We link the terminal nodes in the graph of the source ξ with the graph root;
b)
The branches between succesive nodes have the probabilities equal to the ratio between the probability of the node in which the branch ends and the probability of the node from which it starts, excepting the branches linking the terminal nodes with graph root, whose probabilities are equal to unity; 
Considering (10) and (12) - (15), from (16) and (17) we get the state probabilities: 
