Introduction
In survival studies, the random survival time of interest is often too expensive or even impossible to observe the exact time. However, the current status at a random inspection time is much more practical. Examples of current status data include clinical study of tumor occurrence (Gart et al., 1986) , HIV transmission among sexual partners (Jewell and Shiboski, 1990 ), demographic study of age at weaning (Grummer-Strawn, 1993), and so on. Such data structure is called case I interval-censored data (which is a type of interval-censored data) or current status data. The analysis of current status data arising frequently in medical research has recently attracted a great amount of attention (Huang, 1996 Notice the difference between current status data and usual right censoring data. They are quite different in terms of their structures and the information contained. In particular, their censoring mechanisms are different. For the current status data, the survival times of interest are only known to be either left-censored or right-censored. In other words, current status data mean that each observed interval for the survival variable includes either zero or infinity. Compared to right-censored data, current status data contain much less information about the survival variable of interest. Therefore, most of the inference procedures developed for right-censored data cannot be easily/directly applied to current status data.
Variable selection is an important topic in contemporary statistics. Much progress has been made in exploring the variable selection and statistical properties for high dimensional data. Various penalized approaches have been successively proposed. Examples include the bridge penalty (Frank and Friedman, 1993) , the least absolute shrinkage and selection operator (Lasso, Tibshirani, 1996) , the smoothly clipped absolute deviation (SCAD) penalty (Fan and Li, 2001 ), the Dantzig selector (Candes and Tao, 2007) , and the minimum concave penalty (MCP, Zhang, 2010) . There are a large number of researches about variable selection for high dimensional uncensored data. The readers can refer to Fan covariates. However, all these results cannot be directly generalized to the current status data due to the aforementioned differences between the current status data and right-censored data.
Up to now, it seems that there is no systematic theoretical investigation of simultaneous variable selection and coefficients estimation in the continuous generalized linear model with current status data. The main purpose of our paper is to fill in this gap. In this paper, we study some asymptotic properties of estimators in the high dimensional generalized linear model with current status data when the number of covariates diverges with the sample size. Here, we assume the response variable is continuous. In order to achieve simultaneous variable selection and parameters estimation, we define a penalized log-likelihood function with the SCAD penalty. With a proper choice of regularization parameters, the resulting estimator is shown to be a root n/p n -consistent estimator under some mild conditions. Furthermore, we show that the resulting estimator has the same asymptotic distribution as the estimator obtained when the true model is known.
The rest of the paper is organized as follows. Section 2 presents the continuous generalized linear model with current status data and the penalized log-likelihood function. Asymptotic properties of the penalized likelihood estimator are provided in Section 3. Section 4 discusses the computation of the estimates and the choice of tuning parameters. In addition, two simulation studies are conducted and a real dataset is analyzed to illustrate the finite sample performance of the proposed method. A discussion is presented in Section 5. All technical proofs are given in the Appendix.
Model and penalized likelihood

Continuous generalized linear model with current status data
Consider the continuous generalized linear regression model
where Y is a continuous response variable, the inverse of g(·) is a known smooth link function, β n is an unknown p n × 1 vector of regression coefficients, X is a p n × 1 random vector of predictors, and ε is a random error with mean 0. Here the subscript n is indicated that variables are allowed to diverge with n. Suppose that ε has a cumulative distribution function F (·) and a corresponding density function f (·), where f (·) is assumed to have a finite second derivative. In addition, we assume that g(·) has a finite third derivative.
In this paper, we consider the model (2.1) to fit case I interval-censored data (i.e., current status data). In other words, the response variable of interest Y cannot be observed directly, but δ = I(Y Z) can be observed, where I(·) denotes the indicator function, Z is a censoring random variable with density h(z), and Z is independent of X. We further assume that the density φ(x) of the covariate vector X is known. In addition, assume that ε is independent of (X, Z). Let the observable random vector be W = (δ, X, Z). The density of W is given
Since φ(x) and h(z) do not involve the unknown parameter vector β n , we can treat them as constants in the estimation of β n . So the log-likelihood function is proportional to
Let W 1 , . . . , W n be an independent and identically distributed (i.i.d.) sample distributed as W, where
The log-likelihood function for the observed sample is
Variable selection methods
In recent literature, there are several versions about the penalty function. The bridge penalty was originally proposed by Frank and Friedman (1993) proposed the adaptive Lasso with form p λ (|θ|) = λw|θ|, where w is a weight. Zhang (2010) gave the minimax concave penalty (MCP) which performs as well as the SCAD penalty and the adaptive Lasso. The MCP is defined as
In this paper, to emphasize the dependency of λ on n, we denote λ by λ n . In addition, as suggested by Fan and Li (2001) , we fix a = 3.7.
Penalized likelihood function
Consider the penalized likelihood function for estimating β n as follows
where the function p λn (·) is the SCAD penalty.
Let the true parameter value be β n0 , but for simplicity, we will write it as β 0 . In the 
Asymptotic properties of penalized likelihood estimator
In this section, we establish several theoretical properties of the penalized likelihood estimator when the number of predictors increases with the sample size. First, we define some notations.
Let P βn be the distribution function of W and E 0 be the expectation with respect to P β 0 .
For simplicity, the main assumptions required for our results are presented as follows.
(A3) The Fisher information matrix
Let the smallest and largest eigenvalues of I n (β 0 ) be λ min {I n (β 0 )} and λ max {I n (β 0 )}, which satisfy
where M 1 and M 2 are given constants.
(A5) There is a large enough open subset S n that contains the true parameter β 0 ∈ R pn and
(A6) ρ n1 and ρ n2 are bounded away from zero, where ρ n1 and ρ n2 are the smallest and largest
These conditions are needed to obtain the asymptotic results in the theorems below. Con- 
Remark 3.1 Theorem 3.1 shows that we can obtain the consistent estimator even when the data are censored. Under some regular conditions, the convergence rate is optimal for the case of diverging number of parameters.
Theorem 3.2 (Oracle property). Suppose that p
(1) Sparsity:
(2) Asymptotic normality:
where α is an arbitrary k n × 1 vector with ∥α∥ = 1.
Remark 3.2 Theorem 3.2 indicates that under certain conditions on the tuning parameter
and model, the estimator enjoys the oracle property. Note that the model studied in this paper has a specific density, so we only need the condition p 
Numerical examples
In this section, we first present an algorithm to conduct the variable selection. Next, several simulation experiments are carried out to assess the finite sample performance of the proposed method. Finally, a real data set is used to the illustration. 
Computational algorithm
Replacing the penalty function in (2.2) by (4.1), we can use the Newton-Raphson algorithm to find the maximizer of (2.2). In fact, for the initial value β
n , the log-likelihood function ℓ n (β n ) can be locally approximated by
Therefore, by combining (4.1) with (4.2), we can see that the maximization of (2.2) is equivalent to the maximization of the following expression
where
Accordingly, the quadratic maximization of (4.3) leads to the following iteration:
The estimator of parameter β n can be obtained according to the following algorithm:
Step 1. Let the initial value β nj | < τ (τ is a pre-specified constant and equals to 10 −4 in our simulations and application to real data), then set β
Step 2. Given the current value β
n , we can obtain β (k+1) n by the formula (4.4).
Step 3. Repeat Step 2 until max 1 j pn |β
Using the similar techniques in Fan and Peng (2004) , the covariance matrix ofβ 1n (the nonzero components ofβ n ), can be approximated by the following sandwich formula:
where cov(∂ℓ n (β 1n )/∂β 1n ) is the covariance matrix of ∂ℓ n (β 1n )/∂β 1n evaluated at β 1n =β 1n .
Choice of the tuning parameter
It is very critical to choose a proper tuning parameter λ n since it determines the sparsity of 
Simulation studies
In this subsection, we evaluate the performance of the proposed method through two simulation examples. To measure the estimation accuracy of the estimator, we use the average mean squared errors (MSE) E∥ β n − β 0 ∥ 2 . The variable selection performance is assessed by (C, IC, Correctly fitted, Overfitted), where "C" denotes the average number of zero coefficients correctly set to zero, "IC" is the average number of nonzero coefficients incorrectly set to zero, "Correctly fitted" represents the proportion of times that the correct model is selected, and "Overfitted" is the proportion of including all significant variables and some noise variables. We compare the performance of the SCAD penalty with the Lasso, the adaptive Lasso (ALasso) and the Oracle. The oracle estimator is computed by using the true model when the zero coefficients are known. In practice, the oracle estimator cannot be obtained. We only use it as a benchmark for comparison. For each simulation setting, 500 simulated data sets are generated.
Example 1. Let n observations be generated from the linear model
The number of parameter is assumed to be p n = ⌊6n 1/4 − 5⌋ and the number of nonzero coefficients is assumed to be k n = 3q n , where q n = ⌊p n /7⌋ and ⌊·⌋ denotes the floor function. The true coefficients β
where 1 m is an m-vector of ones and 0 m is an m-vector of zeros. X j (j = 1, . . . , p n ) are independent standard normal variables. We consider two different error distributions. The first error follows the standard normal distribution and the censoring variable Z is generated from N (µ 1 , 1) for each simulated data set, where µ 1 is chosen such that the corresponding censoring rate is about 25%. The second error has a standard logistic distribution and the censoring variable Z ∼ Logistic(µ 2 , 1), where µ 2 is chosen to obtain the censoring rate 25%.
We consider three sample sizes, n = 100, n = 300 and n = 600. Table 1 summarizes the average MSE and the corresponding results of variable selection.
The numbers in parentheses are standard deviations. From Table 1 , it is easy to see that (1) Overall, both SCAD and adaptive Lasso perform better than the Lasso in terms of both variable selection and MSE. The SCAD outperforms the adaptive Lasso when the sample size is large. When the sample size increases, for the SCAD, the proportion of times of the correctly selected model increases while the MSE decreases. Although the Lasso can produce a sparse model, the proportion of times of the correctly selected model is very low for large sample sizes.
(2) In terms of MSE, there exists a certain discrepancy between SCAD and Oracle for small sample sizes. However, the discrepancy becomes very small when the sample size increases to infinity. In contrast, although the discrepancy between Lasso and Oracle also decreases when sample sizes increase, the discrepancy is still very significant for large sample sizes. Therefore, we can conclude that the SCAD enjoys the oracle property as the sample size tends to infinity, while the Lasso does not.
(3) For the normal and logistic error distributions, both Lasso and SCAD can identify redundant parameters and reduce the complexity of the model. When the quasi-likelihood method is applied to the continuous generalized linear model, we find that the results for variable selection have no significant difference for the two error distributions.
(4) As suggested by one referee, we show the difference about results of the SCAD by choosing the value of a (denote by SCAD* in Table 1 ). From Table 1 , we can see that the choice of a = 3.7 is very reasonable, especially for large sample sizes.
Example 2. In this example, we generate n observations from
The true regression coefficients are set to be β
while the other parameters are identical to those in Example 1. The simulation results are displayed in Table 2 . The numbers in parentheses are the corresponding standard errors.
From Table 2 , we can obtain a similar conclusion as in Example 1. Tibshirani (1997) , where the Cox model is employed in their analyses. Here, we treat these data as the current status data and apply the linear model as an illustration. We take the logarithm transformation to T i and standardize the covariates. Table 3 gives the estimated coefficients of four methods including the maximum likelihood estimate (MLE), Lasso, adaptive Lasso (ALasso) and SCAD, together with the corresponding standard errors. We also list the results for the Lasso in Tibshirani (1997) for comparison (Lasso(T)). The optimal values of λ n are 0.053, 0.012 and 0.082 for the Lasso, adaptive Lasso and SCAD, respectively. From Table 3 
Application to primary biliary cirrhosis data
Discussion
When comparing with the right-censored data, the current status data provides less information for analysis, resulting in some challenges in statistical inferences. The existing studies about modeling the current status data mainly focus on the estimation of the regression coefficients. Little work has been done on the variable selection in the setting of current status data. In this paper, we study variable selection about the high-dimensional continuous generalized linear model with current status data. We apply the SCAD penalty to achieve the identification of the sparsity model. Under some regularity conditions, the rate of convergence of the proposed estimator and oracle property are established when the numbers of parameters increase to infinity as the sample size. The effectiveness of the proposed method is verified through simulation studies and a real data set.
We demonstrate the convergence of our algorithm. The data are generated from the model in example 1 (Section 4.2). The sample size is 100, and the error is standard normal distribution. Our experiment showed that the proposed algorithm converged to the right solution. The corresponding computation time in R for the SCAD, adaptive Lasso and Lasso are 0.37, 0.57 and 0.49 s, respectively. The numbers of iterations are 10, 11 and 33, respectively for the SCAD, adaptive Lasso and Lasso.
We have only considered the SCAD penalty. It is not difficult to obtain the variable selection results via the MCP function, because both the SCAD and MCP belong to nonconvex penalty. In addition, how to derive the theoretical properties in the setting of ultrahigh dimensionality is an interesting topic for our future study.
A Appendix
To facilitate the proof of Theorem 3.1, we need the following result.
Lemma A.1 Under conditions (A1), (A2) and (A4), if p
3 n /n → 0, then we have
Proof. For any ϵ > 0, by the Chebyshev's inequality, we have
Proof of Theorem 3.1. It suffices to show that for any ϵ > 0, there exists a large constant
where α n △ = √ p n /n. (A.1) implies that with probability at least 1 − ϵ, there exists a local maximum in the ball {β 0 + α n u : ∥u∥ C}, where u is a p n × 1 scalar vector. That is, there exists a local maximizer such that
Noting that p λn (0) = 0, we have
First, we consider the term I n1 . Applying the third order Taylor expansion, we obtain
For the first term I n11 , by the conditions (A1) and (A3), we obtain
For the second term I n12 , we have
According to Lemma A.1,
For the third term I n13 , let
Under conditions (A4) and (A5), we have ∥A
So, under condition (A6), we have 
Hence, by choosing a sufficient large constant C, all terms are dominated by I n122 , which is negative. This completes the proof of the theorem.
To facilitate the proof of Theorem 3.2, we give the following lemma, which shows that under certain regularity conditions, with proper choice of the tuning parameter, the estimator possesses the sparsity property; that is, the insignificant variables can exactly be estimated by zero with probability tending to 1.
Lemma A.2 (Sparsity). Suppose conditions (A1)-(A6) hold. If √ p n /n/λ n → 0, then with probability tending to 1, for any given β 1n satisfying ∥β 1n − β 10 ∥ = O P ( √ p n /n ) and any constant C, we have
Namely, for the local maximizerβ n = (β
It is sufficient to show that with probability tending to 1 as
Since √ p n /n/λ n → 0 and ∥β 2n ∥ C √ p n /n, by the Taylor expansion we have
where β * n is a vector between β n and β 0 , and sgn(t) = −1, 0 or 1 if t < 0, = 0 or > 0. Now we consider the first term J n1 . By conditions (A1) and (A4), we have
so that
For the second term J n2 ,
where I njk (β 0 ) is the (j, k)-th cell element of I n (β 0 ),
and
So we have
For the third term J n3 , by the condition (A6), we obtain
Hence 
Using the condition min 1 j kn |β 0j |/λ n → ∞, with probability tending to 1, allβ nj (j = 1, . . . , k n ) are bounded away from [−aλ n , aλ n ].
In addition, Pr(β 2n = 0) → 1. Thus, with probability tending to 1, we have
. Using the Taylor expansion on ∂ℓ 1n (β 1n ) / ∂β 1n around β 10 , we have
Therefore,
For any k n × 1 scalar vector α, we have
We only need to verify the condition of the Lindeberg-Feller central limit theorem.
Namely, for every ϵ > 0,
By the Hölder inequality, we have
Under conditions (A3) and (A4), we obtain ) .
Thus we have
Hence, by the Lindeberg-Feller central limit theorem and Slutsky's theorem, Theorem 3.2 (2) follows. 0.096 0.094 0.00 0.00 0.000 0.000 0.000 0.000 0.000 0.000 
