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Abstract 
tuczak, T., Size and connectivity of the k-core of a random graph, Discrete Mathematics 91 
(1991) 61-68. 
Let G(n,p) be a graph with n labelled vertices in which each edge is present independently 
with probability p =p(n) and let C(k; n, p) be the maximal subgraph of G(n,p) with the 
minimal degree at least k = k(n). In this paper we estimate the size of C(k; n, p) and consider 
the probability that C(k; n, p) is k-connected when n + m. 
1. Introduction 
For a graph G let C(k; G) be the maximal subgraph of G with the minimal 
degree at least k. It is not hard to see that C(k; G) is well defined and can be 
obtained from G as a result of the process of removing from a graph vertices of 
degree less than k. Following Bollobas [3] we call C(k; G) the k-core of G. If no 
subgraph H of G has the property 6(H) * k we say that the k-core of G is empty. 
Now let G(n, p) be a random graph with n labelled vertices in which each from 
(;) possible edges is present independently with probability p. In this paper we 
shall study the size and k-connectivity of the k-core of G(n, p), denoted by 
C(k; n, P) = W; G(n, ~1) (f or other properties of C(k; n, p) see [3,7]). We 
shall assume that both k and p may depend on n and consider only the 
asymptotical properties when n + w. Instead of p we shall use also average 
degree of G(n, p) defined as c = c(n) = (n - l)p(n) as another parameter 
characterizing density of G(n, p). 
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2. The size of the k-core 
Let v(k;n,p) be a random variable equal 0 when the k-core of G(n, p) is 
empty or the number of vertices of C(k; n, p) otherwise. In this part of paper we 
shall prove three theorems stating that either v(k; n, p) is equal 0 or it is a.s. very 
large (here and below a.s. means “with the probability tending to 1 as n --, w”). 
Theorem 1. Zf k(n) 2 3 then as. either v(k; n, p) = 0 or v(k; n, p) Z= 0.0002n. 
Theorem 2. For every E > 0 there is a constant d, such that for c = c(n) > d and 
k = k(n) SC - c”.5+E we have v(k; n, p) 2 n - n exp(-c”) a.s. 
Theorem 3. For every E > 0 there is a constant d such that for every k and 
c = c(n) = np > d we have U.S. either v(k; n, p) = 0 or v(k; n, p) > n - nc-“.5+E. 
In the proofs of above theorems the following result about density of G(n, p) 
will be useful. 
Lemma. Let a = u(n), c = c(n) be functions of n such that u(n) 2 1.1 and 
c(n) = o(an’-““). Then, for p(n) = c(n)ln, G(n, p) U.S. contains no subgraphs 
with s vertices, 
and more than as edges. 
Furthermore, if c s 3 then a.s. for each subgraph of G(n, p) with s vertices and 
at least 1.5s edges we have s > 0.006n. 
Since Lemma can be easily shown using the first moment method, standard for 
random graph theory, we omit the proof here. 
Proof of Theorem 1. Let us consider first the case when c(n) < 3k(n). The 
number of edges in C(k; n, p) is at least k/2 times greater than the number of its 
vertices, thus, from Lemma, the k-core, if non-empty, has a.s. at least 
0.35 . 3-3 . eP4n > 0.0002n vertices. Moreover, for c(n) = 3k(n), G(n, p) contains 
a.s. at least 0.9(‘;)p > l.lnk edges. Since one can show easily that the k-core of 
a graph with n vertices and at least n(k - 1) edges is non-empty, so for 
c(n) = 3k(n) a.s. v(k; n, p) > 0.0002n. However, the property that graph contains 
a subgraph on at least 0.0002n vertices with the minimal degree at least k is 
increasing, so the lower bound for v(k; n, p) remains valid also for c(n) > 3k(n) 
(see Theorem II.1 from [2]). 0 
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Let us notice here an interesting consequence of Theorem 1. In 1960 Erdiis and 
RCnyi [5] proved that G(n, l/n) contains a.s. a cycle of odd length, i.e. the 
chromatic number of G(n, l/n) is at least 3 but they did not find the exact value 
of this number. This problem remained open until 1989 when Luczak and 
Wierman showed in [8] that actually as. x(G(n, l/n)) = 3. From Theorem 1 we 
can obtain easily a bit stronger result. 
CoroIIary 1. Zf 1 s c < 1.0001 then U.S. x(G(n, p)) = 3. 
Proof. For 1 SC < 1.0001, G(n, p) consists of isolated trees, unicyclic com- 
ponents and an unique ‘dense’ component of the size less than 0.0001% (see [5] 
or Ch. V of [2]). Thus, due to Theorem 1, for such a graph a.s. v(3;n,p) =O. 
Since it is well known that each graph with the chromatic number at least 4 has 
non-empty 3-core (see, for example, Bollobas [l] Theorem V.l), so the assertion 
follows. 0 
Proof of Theorem 2. In the proof we follow Bollobas’ idea from [3-41. Let us 
define an increasing sequence { U;}~=,, of subsets of vertices of G(n, p) in the 
following way: 
(i) U, is the set of vertices of degree at most k; 
(ii) for U,, cl,, . . . , U,, U:,, is the set of those vertices outside U, which have 
at least two neighbours in it. If Uj,, is non-empty then set U,,, = U, U {v} where 
v is the first vertex from I/j+,, otherwise finish the construction with s = 1. 
If lU,l <n then a subgraph induced in G(n, p) by the set W of all vertices 
outside U, has the minimal degree at least k, so it is contained in C(k; n, p). 
Thus, it is enough to show that 1 UsI < n exp( -cE). 
Let us start with the estimation of the size of U,;. If c(n) 2 no.’ then U,, = 0 a.s. 
(see Theorem 111.3’ in [2]). So let c(n) < n0.5 and X be the number of vertices of 
degree at most k, k s c - c’.~+~. Then 
EX = n f$O (” ; ‘)$(I -p)“-‘-’ 
co. 5 + E (._(.,a ?il 
. epc S 2n exp( -co.‘+&) c _ ps+E 
d O.Oln exp(-c”) 
Similarly, one can check that Var X = o((EX)*) so, from Chebyshev inequality, 
as. 1 &,I < 0. In exp( -cc). 
From the definition of { Ui}s,o the subgraph induced in G(n, p) by U,, where 
i= 1,2,. . . ) s, has at least 2(lUil - IU,,l) edges. Thus, if lUjl = In exp(-c’)] for 
somei=1,2,..., s, then the subgraph induced by this set would have 
2(1Uil - lU,Jl) a2(lUil -0.2 IUil) > 1.5 IUil 
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edges, which is impossible due to Lemma. Hence a.s. 
]U,(<nexp(-c’) and u(k;n,p)>n-nexp(-c”). 0 
Proof of Theorem 3. For k < c - c “w+&) the assertion follows from Theorem 2. 
So 3 let k > c - c”.5(1cE) and let S be the set of all vertices outside the k-core. If 
v(k; n, p) #O then, from Theorem 1, ISI < 0.999%~ a.s. Let us suppose that 
IS] > nc-0.5+E. We shall show that in this case a.s. at least half of vertices of the 
k-core has more than O.~C~‘-~+~ neighbours in S. 
Indeed, for fixed S and ZI $ S, the number of vertices in S adjacent to v is 
binomially distributed with parameters IS/ and p. For Bernoulli random variable 
X with parameters m and p the following inequalities hold for every 0 < E < 1 
(see, for example, Hoeffding [6]): 
Prob(X > (1 + e)mp) < exp - 3 , 
( FZmp) 
Prob(X < (1 - &)mp) < exp - 2 . 
( ‘2mp) 
(1) 
Thus, the probability of the event that 
IN(v) f-l S] C o.5c”.5+EC 0.5p (SI (2) 
is less than exp(-0.1c0-5+E). H ence, the probability that there exists such S that 
for at least 0.5(n - ISI) vertices outside it (2) holds is at most 
sYJsr+E (z) (,.&-- s))exp(-O.lc”~‘+E .0.5(n - 4) 
C n2”2” exp(-co.%) = o(1). 
and a.s. at least half of all vertices of the k-core have more than O.~C’.~+~ 
neighbours outside it. 
Furthermore, calculations similar to those from the proof of Theorem 2 show 
that a.s. less than n exp(-c”.5’) > 0 vertices of G(n, p) has more than c + c’.~(‘+‘) 
neighbours. Thus at least one third of vertices of C(k; n, p) are adjacent to less 
than 
c + C0.50+E) _ 0.5co.5+E < c _ 2co.5u+E) 
vertices in it. But each vertex of C(k; II, p) must have degree at least c - c’.~(~+&). 
This contradiction completes the proof of Theorem 3. 0 
From Theorem 3 and the fact that the number of vertices of degree at least 
c + co.5+& is smaller than n exp(-c”) we obtain immediately the following results. 
Corollary 2. For every E > 0 there is a constant d such that for c = c(n) > d and 
k = k(n) > c + c’.~+& a.s. C(k; n, p) is empty. 
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3. The connectivity of the k-core 
In this section we shall study the connectivity of C(k; n, p). Since the k-core is 
the maximal subgraph with the minimal degree k so C(k; n, p) is the largest 
possible subgraph of G(n, p) which may be k-connected. Our main result solves 
the problem of the connectivity of the k-core. 
Theorem 4. There is a constant d such that for c(n) > d and k(n) 2 3 the graph 
C(k; II, p) is a.s. either empty or k-connected. Moreover, if c(n)-, 00 then also 
C(2; n, p) is a.s. 2-connected. 
Bollobas proved Theorem 4 in [3] for a very special case when c(n) is a 
constant larger than 67 and k E (8, 5). In fact, he introduced the notion of the 
k-core seeking for large k-connected subgraphs of random graphs. 
Proof of Theorem 2. To prove the result we must show that the set of vertices of 
G(n, p) can not be divided onto four sets S,, S,, T, U in such a way that S1, S,, T 
are the vertices of C(k; n, p) and T, ITI =S k - 1, is a cutset of the k-core, i.e. 
there are no edges between & and S, in G(n, p). We shall set s1 = ]&I, s2 = I&], 
t=ITI, u=IUI andassumethats,>s,>2. 
We split the proof into 6 cases. 
Case 1: d <c(n) < log4 n. 
It is well known (see Theorem IV.1 in [2]) that for such c(n), G(n, p) a.s. 
contains no subgraphs on less than 500 vertices with more edges than vertices. 
Hence a.s. no two vertices of S1 have three common neighbours so for every k we 
have s 1 3 2k - 2 - t > k - 1. Moreover, for 3 s k e 50 set S, U T has more edges 
than vertices, thus we have s1 3 lot in this case. 
Let us consider the subgraph induced by S, U T. It has sr + t vertices and at 
least 0.5ksI edges where 
0. 5ksI 2 
1 
1.25(s,+t) for3cks50, 
6(si + t) for k > 50. 
Thus, as a consequence of Lemma for a = 1.25 and a = 6 we have 
em812 > O.Olc+n > 4c-% 
for 3<ks50 and 
615 
e-“.4n > 4nc-‘.2 
for k > 50. Hence, since sr 2 k - 12 t, we have s,S2nc? for small k and 
s1 3 2nc-‘.2 for k large. 
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Furthermore one can show easily using the first moment method that a.s. if S is 
a subset of G(n, p) and ncP6S (SI ~nc-‘.* then IN(S)] >0.5c (SJ. Hence, for 
3 < k s 50, Theorem 2 implies that 
IN(&)] > nc+ >nexp(-c’.‘)+k>u+t. 
Similarly, for k > 50 using Theorem 3 and Corollary 2 we arrive at 
]N(S,)( > nc-O.* > nc-“.5+E + c + c’.~+& > u + t. 
for 0 < E < 0.2. Thus we have N(S,) fl S2 # 0. This completes the proof of Case 1. 
Case 2: log4 n < c(n) S 0.75n. 
We shall find first the lower bound for the sum s1 + t. First observe that for 
c(n) <0.75n there are a.s. no pairs of vertices in G(n, p) with more than 0.8~ 
common neighbours. Indeed, for c(n) < no.6 it is well known and for c(n) > no.6 
the probability of existence of such a pair is from (1) smaller than 
n* exp(-O.OOOlnp*) c n* exp(-no.‘) = o(1). 
Now notice that for c(n) 3 log4 n we have a.s. 6(G(n, p)) > 0.99~ (see Theorem 
111.3’ in [2]). Hence, since s1 2 2, we have 
s1+t>0.99c+0.99c-0.8c>l.l5c. 
Since it is enough to consider k for which Ik - cl < 0.01~ we obtain that s1 > O.lt 
and the subgraph induced by S, U T has at least 
0.5ks, 3 0.04k(sI + t) 2 O.O3c(s, + t) 
edges. Then, from Lemma, we have s1 + t > 0.0002n and so s1 >O.OOOln. 
However, the probability that in G(n, p) there are sets S,, S,, ]&I 2 ISi] Z= O.OOOln 
with no edges between them is at most 
2”2”(1 _ P)(0.000in)2 < 4” exp( - 10-8c2n) = o( 1). 
This completes the proof of this case. 
Case 3: c(n) 2 0.75 but c(n) = n - c(n) 3 log4 n. 
Since we have (see Theorem 11.3’ from [l]) 
n - l.OlE < 6(G(n, p)) 4 A(G(n, p)) S n - 0.992 
we may consider only those k for which In - E - kl< O.OlE. Moreover, using the 
first moment method we show that there are no disjoint sets of size greater than 
log’ n with no edges joining them and so, since s1 c s2, we have s1 < log* n. Thus, 
the fact that t s k - 1 s n - 0.99F implies that for every u, w E S, we have 
IN(u) rl N(w)1 > n - l.OlE - 1 + n - l.OlZ - 1 - log’n - (n - 0.99E) 
> n - 1.04E. 
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But in this case in the complement of G(n, p), which is nothing else but 
G(n, 1 -p), vertices TV, w would have at least 
0.99E + 0.99c - 1.04E = 0.94c 
common neighbours and the probability of such an event tends to 0 as was shown 
in the proof of the previous case. 
Case 4: l/log log n <c(n) c log4 It. 
Since in the complement of G(n, p), i.e. in G(n, 1 -p), each vertex of S1 is 
adjacent to all vertices from 5, and, for c(n) c log4 n, G(n, 1 -p) a.s. contains no 
subgraphs on 5 vertices with more edges than vertices must have s, = s2 = 2. 
Moreover, the k-core of a graph has at least k + 1 vertices, so k - 3 s t 6 k - 1. 
Then the maximal degree of a subgraph induced in G(n, 1 - p) by S1 U S, U T is 
at most 3 so G(n, 1 -p) should contain at least 
t + 4 - uA(G(n, 1 - p)) an - 1.01log4n -(1.01log%)2>n -.“-’ 
vertices of degree less than 4. 
However, it can be easily observed that a.s. G(n, 1 -p) contains more than 
n0.2 vertices of degree at least 4. Indeed, let us count the vertices with label less 
than n/2 which has more than three neighbours of label at least n/2. The number 
of such vertices is binomially distributed with parameters n/2 and p where 
p = z4 (n;2)(1_ &y’2-‘2 n-0.’ 
so G(n, 1 -p) contains more than no.2 of vertices of degree at least 4. 
Case 5: c(n) < l/log log n. 
Since s 2>s1 > 2, either C(k; n, p) is k-connected or G(n, 1 -p) contains a 
cycle of length 4 and the probability of the latter event tends to 0 as n + 0~1. 
Case 6: k = 2, c(n)+ c=. 
We shall show that for c(n)+ ~0, C(2; n, p) a.s. is 2-connected. Since for 
c(n) > 2 logn, G(n, p) is a.s. 2-connected (see [2] Theorem VII.6) and then, 
obviously, C(2; n, p) = G(n, p), thus it is enough to prove this fact for c(n) < 
2 log n. 
It can be easily observed that every graph consists of the 2-core, isolated trees 
and some trees rooted at the 2-core, i.e. such trees that each from their vertices 
except one ‘root’ are adjacent to no vertices outside them. Now suppose that 
C(2; n, p) is not 2-connected and let s be the sum of S, , T and all vertices of trees 
rooted in Si U T. Since a subgraph induced by s is connected and contains at least 
one cycle so the number of its edges is at least as large as the number of its 
vertices. Moreover, every vertex of s, except, maybe, the one from T, has 
neighbours outside s. Since from Theorem 2 
ISI <n - www<O ln 
2 
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it is enough to show that G(n, p) a.s. contains no sets s, [,!?I < 0. In with all 
properties. The expectation of the number of such sets can be estimated 
above by 
these 
from 
This completes the proof of Case 6 and Theorem 4. 
Notice that it does not remain valid when k = 2 but c(n) tends to a constant c 
as ~l--f w since then the probability that G(n, p) contains an isolated triangle 
tends to 1 - exp(-c3e-3c/6). Cl 
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