This paper is concerned with the problem of determining unknown frequencies w,, . . . , o,, using an observed discrete time signal xN = (x,(m)] arising from a continuous waveform that is the superposition of a finite number of sinusoidal waves with well-defined frequencies oj (periods p, = 2pn /oj, n E Z), j = 1,. . , I. We investigate the Wiener-Levinson method formulated here in terms of Szegii polynomials p,(JIN; z> orthogonal on the unit circle with respect to a distribution function t),,,(e) defined by the N observed values of the signal. We prove that if eta denotes the number of critical points eiWI, then for every n > n, and N B 1, the zeros z(j, n, N) of pn($,,,; z) can be arranged so that lim,,,z(j, it, NJ = e iwj for each of the frequencies w,. This result confirms one of the main parts of the conjecture given by Jones, Njlstad and Saff (this journal (1990)) on the convergence of zeros of the Szegii polynomials. A related result on the convergence of corresponding two-point PadC approximants is also given.
Introduction
Observations of many natural phenomena yield discrete time signals xN = (x,(m)} which are composed of the superposition of periodic waves with well-defined (but not necessarily regular) frequencies wr, w2,. The frequency analysis problem dealt with in this paper is that of determining the unknown frequencies wr, 02,. . . , wI from signal values x,(m) with a sample of size N.
Among the known methods for solving this problem (see, e.g., [1, 9, 11, 13] ), the one we consider is due to Wiener and Levinson [10, 14] . In the present paper the Wiener-Levinson method is formulated in terms of Szegii polynomials pn(GN; t) orthogonal on the unit circle 1 z 1 = 1 with respect to the absolutely continuous distribution function $Je> defined by (
1.2) m=O
The moments for this distribution where C~~~qj"," -l)zj := pnPl(eN; t), n 2 1. The procedure for computing the also the pn($N; z)) based on (1.8) and (1.9) is known as Leuinson's algorithm. (see, e.g., [3, 5, 61) is also given (Theorem 3.4). Other theorems and numerical experiments that support or motivate the conjecture have been given in [3, 4, 7] . In [4] it was shown that as N --, a, N-l d+l,(O> converges in the weak-star topology to the discrete distribution d+(B), where e,(0) is a step function with a jump of I aj I 2 at O=oj, j= -I, -I+ l,..., I. A related result given in [7] The close connection between Szegii polynomials (1.6) and PC-fractions is shown by
Q&&,G 4 =P,%%
2) and Q2,+dh; 4 =~h% 4, n=o, 1,2 )...) (1.13) which can be readily verified using (1.8) and (1.12). The result given in [7] is the following.
There exist constants A and B such that for k > 0, N > 1 and I z I G R < 1, 1 P2kWNi 4
where (1.14)
(1.15) $(0> being the step functions previously defined. The significance of (1.14) relative to the where in each case (1 = 0 or 1) the convergence is locally uniform on the given region. Some preliminary results are described in Section 2 for later use in the proofs of the main results of Section 3.
Preliminary results
An important role is played by the coefficients pm := i Iail e'"P, m=o, +l, +2 )...) In (2.5) summing over k the terms with a fixed j and n such that oj # -0, yields geometric series that can be expressed as We obtain an immediate contradiction of this from Lemma 3.3(D). 0
Our final result (Theorem 3.4) is a related convergence theorem stronger than the one given in [7] (see (1.14)). Izl <I, 
