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Abstract
By using the Lax approach we find the integrable hierarchy of the two and three
field Kaup-Boussinesq equations. We then give a multi-component Kaup-Boussinesq
equations and their recursion operators. Finally we show that all multi-component
Kaup-Boussinesq equations are the degenerate Svinolupov KdV systems.
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1 Introduction
Systems of nonlinear evolution equations which are integrable are not so many. Well-known
ones are the coupled nonlinear Schrodinger equations on simple Lie algebras [1], [2], cou-
pled KdV equations on Jordan algebras [3], [4], and coupled KdV, mKdV and Nonlinear
Schrodinger equations and their super extensions on symmetric and homogeneous spaces [5],
[6]. The way one obtains such systems is either by starting with soliton connections on the
corresponding algebras [5]-[8] and imposing the zero-curvature condition or by assuming the
form of the recursion operator of the corresponding system [9], [10]. Most cases these two
approaches are in agreement [11]. This means that one imply the other.
In this work we start with a Lax representation of the KB equations and then derive
the whole hierarchy and the recursion operator. This approach is similar to the one to
obtain the hierarchy of the KdV equation [12], [13]. The Lax pair for the KdV equation
ut = −uxxx + 6uux is given by
ψxx = (−λ+ u(t, x))ψ, (1.1)
ψt = Aψ −
1
2
Ax ψ (1.2)
where A = 2u+4λ for the KdV equation and it is a polynomial of the spectral parameter λ
for the integrable hierarchy of the KdV equation. One can first find the recursion operator
R = −D2+4u+2uxD
−1 and then the whole hierarchy of the KdV equation. For the multi-
component KB equations the Lax operator in (1.1) is also a second order differential operator
but it is a polynomial of degree ℓ in the spectral parameter λ.
By using the above Lax approach for the KdV equation we will give a new integrable
system of evolution equations named as multi-component Kaup-Boussinesq (KB) equations.
We shall do this starting from two and three field KB equations. Two component Kaup-
Boussinesq equation has been studied earlier by several authors [14]-[17]. We introduce two
component KB equations in sections 2 and 3. In these sections we give the full hierarchy
of two field KB equations with their recursion operator. In section 4 we give the three
component extension of KB equations with the corresponding recursion operator. Then, in
section 5 we give the multi-component KB equations with the recursion operator. It is shown
in section 6 that the system of multi-component KB equations is a sub-class of degenerate
Svinolupov KdV system.
2 Two Field KB Equations
Recently Ivanov and Lyons [17] introduced a Lax pair
2
ψxx = [−λ
2 + λu(x, t) +
k
2
u2(x, t) + v(x, t)]ψ, (2.1)
ψt = −(λ+
1
2
u(x, t))ψx +
1
4
uxψ, (2.2)
leading to the coupled evolution equations
ut + vx + (
3
2
+ k)uux = 0, (2.3)
vt −
1
4
uxxx + (uv)x − (
1
2
+ k)uvx − k(
1
2
+ k)u2ux = 0 (2.4)
where λ is the spectral parameter and k is an arbitrary constant.
We shall now find the hierarchy of the above equations just like determining the hierarchy
of the KdV equation. Let the Lax operator L be given by
L = D2 − λu+
k
2
u2 + v (2.5)
Then the first part of the Lax equation is the eigen-value equation for L
Lψ = −λ2 ψ (2.6)
Let the time evolution of ψ be given by
ψt = Aψx +Bψ, (2.7)
where A and B depend on the dependent variables u, v and their derivatives with respect to
x and also on the spectral parameter λ. Compatibility of the Lax equations (2.6) and (2.7)
gives B = −1
2
Ax and
Axxx + [−2ku
2 + 4λ2 − 4λu− 4v]Ax − [2kuux +
2λux + 2vx]A+ 2kuut + 2λut + 2vt = 0 (2.8)
One can solve this equation by assuming A as a polynomial of λ (analytic in λ). For instance,
by assuming A as a third order polynomial in λ, a solution of this equation is obtained as
A = a0 [16λ
3 + 8λ2u+ 2λ(2ku2 + 3u2 + 4v)− 2uxx + 6ku
3 + 5u3 + 12uv] (2.9)
+a1 [16λ
2 + 8λu+ 2(2ku2 + 3u2 + 4v)] + a2 [4λ+ 2u] + a3 (2.10)
where a0, a1, a2 and a3 are arbitrary constant. The corresponding evolution equations are
given as follows:
3
ut =
a0
16
[−(4ku+ 10u)uxxx − 12(k + 1)uxuxx + (12k
2 + 60k + 35)u3ux
+(24k + 60)uvux + (12k + 30)u
2vx + 24vvx] +
a1
16
[−4uxxx +
(36k + 30)u2ux + 24(uv)x] +
a2
16
[2(2k + 3)uux + 4vx]−
a3
16
ux (2.11)
vt =
a0
32
[2uxxxxx + (8k
2 − 2k − 15)u2uxxx − 20vuxxx + (24k
2 − 72k − 90)uux
uxx − 40vxuxx − (36k + 30)(ux)
3 − 36uxvxx − (24k
3 + 72k2 + 30k)u4ux
+(60− 48k2)vu2ux + 48v
2ux + (8k − 12)uvxxx − (24k
2 + 24k − 10)u3vx
+(−48k + 72)uvvx] +
a1
32
[−12uuxxx − (36 + 24k)uxuxx
−24k(2k + 1)u3ux + 48uvux − 8vxxx + 12(1− 2k)u
2vx + 48vvx]
+
a2
32
[−2uxxx − 4k(2k + 1)u
2ux + 8vux + 4(−2k + 1)uvx]−
a3
16
vx (2.12)
The evolution equations presented in (2.3) and (2.4) correspond to to the choices a0 =
a1 = a3 = 0 and a2 = −4. Then we can find the first four members of the hierarchy as follows
N=0: All constants ai = 0 (i = 0, 1, 2) in the above equations except a3.
ut0 + ux = 0, (2.13)
vt0 + vx = 0, (2.14)
N=1: All constants ai = 0 (i = 0, 1, 3) in the above equations except a2.
ut1 + vx + (
3
2
+ k)uux = 0, (2.15)
vt1 −
1
4
uxxx + (uv)x − (
1
2
+ k)uvx − k(
1
2
+ k)u2ux = 0 (2.16)
N=2: All constants ai = 0 (i = 0, 2, 3) in the above equations except a1.
ut2 =
a1
32
[−12uuxxx − (36 + 24k)uxuxx
−24k(2k + 1)u3ux + 48uvux − 8vxxx + 12(1− 2k)u
2vx + 48vvx], (2.17)
vt2 =
a1
32
[−12uuxxx − (36 + 24k)uxuxx
−24k(2k + 1)u3ux + 48uvux − 8vxxx + 12(1− 2k)u
2vx + 48vvx] (2.18)
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N=3: All constants ai = 0 (i = 1, 2, 3) in the above equations except a0.
ut3 =
a0
16
[−(4ku+ 10u)uxxx − 12(k + 1)uxuxx + (12k
2 + 60k + 35)u3ux
+(24k + 60)uvux + (12k + 30)u
2vx + 24vvx], (2.19)
vt3 =
a0
32
[2uxxxxx + (8k
2 − 2k − 15)u2uxxx − 20vuxxx + (24k
2 − 72k − 90)uux
uxx − 40vxuxx − (36k + 30)(ux)
3 − 36uxvxx − (24k
3 + 72k2 + 30k)u4ux
+(60− 48k2)vu2ux + 48v
2ux + (8k − 12)uvxxx − (24k
2 + 24k − 10)u3vx
+(−48k + 72)uvvx] (2.20)
By defining a new variable v¯ = v + k
2
u2 it is possible to eliminate k dependence of the
equations (2.3) and (2.4). The new equations are
ut + v¯x +
3
2
uux = 0, (2.21)
vt −
1
4
uxxx + v¯ux +
1
2
uv¯x = 0. (2.22)
Although Eqs.(2.3) and (2.4) are equivalent, for any vale of k, to the above system of evolution
equations corresponding to k = 0, we will keep them in the sequel because the case with
k = −1
2
corresponds to the Kaup-Boussinesq (KB) equations [14]
ut + vx + uux = 0, (2.23)
vt −
1
4
uxxx + (uv)x = 0. (2.24)
KB equation later studied by several authors [15], [16]. We shall call the system of evolution
equations obtained here as generalized KB equations. In section 3 we shall find ℓ = 3 (three
dependent variables) system of KB equations. In section 4 we shall show that, for any ℓ, the
KB systems turn out to be the Fokas-Liu extension of the Svinolupov KdV systems [9], [10].
3 Hierarchy and the Recursion Operator of Two Field
KB Equations
The first three members of the hierarchy are given in the previous section. Here in this section
we shall determine the full hierarchy by computing the recursion operator of the three field
KB equations. Let the function A in (4.4) be an analytic function of λ, then
A =
N∑
n=0
An λ
N−n (3.1)
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where An’s are functions of u, v and their x partial derivatives. We obtain
2utN − 2(2uD + ux)AN +M2AN−1 = 0, (3.2)
2vtN + [M2 + 2ku(2uD + ux)AN − kuMAN−1 = 0, (3.3)
and the recursion relations among Am, (0 ≤ m ≤ N − 2).
M2Am + 4Am+2, x− 2(2uD + ux)Am+1 = 0, 0 ≤ m ≤ N − 2 (3.4)
with A0 = a0 = constant and A1 =
1
2
a0u and so on. In the above expressions D is the
differential operator with respect x and
M2 = D
3 − 2(2v + ku2)D − 2(kuux + vx) (3.5)
Using (3.2), (3.3) and the recursion relations (3.4) we obtain that
(
utN
vtN
)
= R
(
utN−1
vtN−1
)
, (3.6)
where R is the recursion operator of the hierarchy
R =
(
−(k + 1)u− 1
2
uxD
−1 −1
1
4
D2 − v + (1
2
+ k)ku2 − 1
2
vxD
−1 ku
)
(3.7)
Then the hierarchy of the shallow water wave equations are given by
(
utN
vtN
)
= RN
(
ux
vx
)
, N = 1, 2, · · · (3.8)
To prove that the operator in (3.7) is the recursion operator we write the coupled evo-
lution equations (2.3) and (2.4) as
(
ut
vt
)
= K =
(
−vx − (
3
2
+ k)uux
1
4
uxxx − (uv)x + (
1
2
+ k)uvx + k(
1
2
+ k)u2ux
)
, (3.9)
Then (
(δu)t
(δv)t
)
= K∗
(
δu
δv
)
, (3.10)
where
K∗ =
(
−(3
2
+ k)(ux + uD) −D
1
4
D3 + k(1
2
+ k)u2D − vD + 2k(1
2
+ k)uux − (
1
2
− k)vx −(
1
2
− k)uD − ux
)
(3.11)
Then it is easy to show that the recursion operator for symmetries satisfies (see [19], [20])
Rt = [K
∗,R] (3.12)
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We have the Hamilton operators
θ0 =
(
0 D
D 0
)
(3.13)
θ1 =
(
−2D −2(k + 1)uD − ux
2ukD 1
2
D3 + (−2v + (1 + 2k)ku2)D − vx
)
(3.14)
so that R = θ1 θ
−1
0 .
4 Three field KB Equations
Let the Lax operator L be given by
L = D2 − λ2u+ λv + w (4.1)
where u, v, and w are functions of x and t. Then the first part of the Lax equation is the
eigen-value equation for L
Lψ = −λ3 ψ (4.2)
Similarly let the time evolution of ψ be given by
ψt = Aψx +Bψ, (4.3)
where A and B depend on the dependent variables u, v and their derivatives with respect to
x and also on the spectral parameter λ. Compatibility of the Lax equations (4.2) and (4.3)
gives B = −1
2
Ax and
Axxx + [4λ
3 − 4λ2u− 4λv − 4w]Ax − [2λ
2ux + 2λvx
+2wx]A + 2λ
2ut + 2λvt + 2wt = 0 (4.4)
One can solve this equation by assuming A as a polynomial of λ (analytic in λ). For instance,
by assuming A as a third order polynomial in λ, a solution of this equation is obtained as
A = (a0 [128λ
4 + 64λ3u+ 16λ2(3u2 + 4v) + 8λ(5u3 + 12uv + 8w)− 16uxx
+35u4 + 120u2v + 96uw + 8w] + a1 [128λ
3 + 64λ2u+ 16λ(3u2 + 4v) + 8(5u3 + 12uv + 8w)]
+a2 [128λ
2 + 64λu+ 16(3u2 + 4v)] + a3[128λ+ 64u] + 128a4)/128 (4.5)
where a0, a1, a2,a3 and a4 are arbitrary constant. The corresponding evolution equations are
given as follows:
N=1. a0 = a1 = a2 = a4 = 0 and a3 = 1.
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ut =
3
2
uux + vx, (4.6)
vt = vux +
1
2
uvx + wx, (4.7)
wt = −
1
4
uxxx + wux +
1
2
uwx (4.8)
N=2. a0 = a1 = a3 = a4 = 0 and a2 = 1.
ut =
15
8
u2ux +
3
2
(uv)x + wx, (4.9)
vt = −
1
4
uxxx +
3
2
uvux +
3
8
3u2vx + wux +
3
2
vvx +
1
2
uwx, (4.10)
wt = −
3
8
uuxxx −
1
4
vxxx −
9
8
uxuxx +
3
2
uwux + wvx +
3
8
u2wx +
1
2
vwx, (4.11)
etc. To find all members the of hierarchy of three field evolution equations we let
A =
N∑
n=0
An λ
N−n (4.12)
where An’s are functions of u, v and w and their x partial derivatives. Then we obtain
A0 = a0, A1 =
a0
2
u+ a1, A2 =
3a0
8
u2 +
1
2
a1u+
1
2
a0v + a2 (4.13)
where a0,a1 and a2 are arbitrary constants. The evolution equations are given as follows
2utN +M3AN−2 − 2(2uD + ux)AN − 2(2vD + vx)AN−1 = 0, (4.14)
2vtN +M3AN−1 − 2(2vD + vx)AN = 0, (4.15)
2wtN +M3AN = 0 (4.16)
with the recursion relations
M3An + 4An+3, x − 2(2uD + ux)An+2 − 2(2vD + vx)an+1 = 0 (4.17)
where 0 ≤ n ≤ N − 3 and
M3 = D
3 − 4wD − 2wx (4.18)
It is straight forward to show

utNvtN
wtN

 = R

 utN−1vtN−1
wtN−1 .

 , N = 1, 2, · · · (4.19)
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where R is the recursion operator
R =

(uD +
1
2
ux)D
−1 1 0
(vD + 1
2
vx)D
−1 0 1
−1
4
M3D
−1 0 0

 (4.20)
One can verify easily that R satisfies the equation (3.12) where K∗ is given by
K∗ =


3
2
uD + 3
2
ux D 0
vD + 1
2
vx
1
2
uD + ux D
−1
4
D3 + wD + 1
2
wx 0
1
2
uD + ux

 (4.21)
Then the hierarchy of the three field KB is given by

utNvtN
wtN

 = RN

uxvx
wx

 , N = 1, 2, · · · (4.22)
N = 1 gives the three field KB Equations and all N > 1 cases are generalized symmetries
of the three field KB equations.
5 Multi-Component KB Equations
Multi-component KB equations can be obtained from the Lax operator
L = D2 −
ℓ∑
k=1
λk−1 qk(x, t) (5.1)
where qk(x, t), (k = 1, 2, · · · , ℓ) are the multi-KB fields, as we did in the earlier sections.
Here ℓ is a positive integer grater or equal to two. The Lax equations in this case take the
form
Lψ = −λℓ ψ, (5.2)
ψt = Aψx −
1
2
Ax ψ, (5.3)
where A is a polynomial of the spectral parameter ℓ. To obtain the multi-component KB
equations and their recursion operators by the Lax operator given above for arbitrary positive
integer ℓ is very lengthy. Instead we shall make use our experience from the two-field and
three field KB equations and their recursion operators in sections 2-4. The multi system of
KB equations are given as follows
9
ut =
3
2
uux + q
2
x, (5.4)
q2t = q
2ux +
1
2
uq2x + q
3
x, (5.5)
q3t = q
3ux +
1
2
uq3x + q
4
x, (5.6)
...
...
...
...
... (5.7)
qℓ−1t = q
ℓ−1ux +
1
2
uqℓ−1x + wx, (5.8)
wt = −
1
4
uxxx + wux +
1
2
uwx, (5.9)
where we took q1 = u and qℓ = w. The recursion operator of the system can be given by
R =


u+ 1
2
uxD
−1 1 0 0 . . . 0
q2 + 1
2
q2xD
−1 0 1 0 . . . 0
q3 + 1
2
q3xD
−1 0 0 1 . . . 0
...
...
...
...
. . .
...
qℓ−1 + 1
2
qℓ−1x D
−1 0 0 0 . . . 1
−1
4
MℓD
−1 0 0 0 . . . 0


(5.10)
where
Mℓ = D
3 − 4wD − 2wx (5.11)
It is not difficult to show that the KB equations (5.4)-(5.9) are integrable and the operator
in (5.10) is the recursion operator of the system.
One can show that the recursion operator R satisfies the equation (3.12) where
K∗ =


3
2
ux +
3
2
uD D 0 0 . . . 0 0
1
2
q2x + q
2D ux +
1
2
uD D 0 . . . 0 0
1
2
q3x + q
3D 0 ux +
1
2
uD D . . . 0 0
...
...
...
...
. . .
...
...
1
2
qℓ−1x + q
ℓ−1D 0 0 0 . . . ux +
1
2
uD D
−1
4
D3 + 1
2
wx + wD 0 0 0 . . . 0 ux +
1
2
uD


.
(5.12)
Hence the KB equations (5.4)-(5.9) are integrable and the operator in (5.10) is the recursion
operator of the system.
6 Multi-Component KB Equations as Svinolupov KdV
System
The system of KB equations (5.4)-(5.9) and the corresponding recursion operator (5.10) look
like the coupled integrable KdV systems studied earlier [9], [10]. Let qi = (q1, q2, · · · , qℓ) be
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ℓ-number of fields all depending on x and t. Let qi with i = 1, 2, · · · , ℓ satisfy the following
coupled evolution equations
qit = b
i
k q
k + Si jk q
j qkx + χ
i
k q
k
x, i = 1, 2, · · · , ℓ (6.1)
where all repeated indices are summed up from 1 to ℓ. The coupled evolution equations
(6.1) are integrable if the constants bi k, S
i
jk and χ
i
k satisfy certain conditions [9], [10]. If
bi j = δ
i
j and χ
i
j = 0 and S
i
jk are the structure constants of a Jordan algebra then the
system of equations (6.1) are integrable [3]-[4]. All other cases were studied in [9], [10]. In
particular if det(b) = 0 and χi j = 0 such systems are called as degenerate Svinolupov KdV
systems. The case when det(b) = 0 and χi j 6= 0 is known as the Fokas-Liu extension of the
degenerate Svinolupov KdV systems [18], [10]. For the integrable cases the corresponding
recursion operators are given by
Ri j = b
i
j D
2 + Ai jk q
k + C i jk q
k
xD
−1 + wi j , i, j = 1, 2, · · · , ℓ (6.2)
where Ai jk, C
i
jk, w
i
j are given in terms of S
i
jk and χ
i
j , [9], [10]. The form of the recursion
operator is valid for all cases discussed above.
The multi-components KB systems fall into the Fokas-Liu extension of the degenerate
Svinolupov KdV system where the corresponding constants are given by
bi j = −
1
4
δiℓ δ
1
j , χ
i
j = w
i
j = δ
i
j−1, (6.3)
Ai jk = δ
1
j δ
i
k, B
i
jk =
1
2
Ai jk, (6.4)
Si jk = δ
i
j δ
1
k +
1
2
δi k δ
1
j (6.5)
where δij is the Kronecker δ-symbol and det(b) = 0. Then the multi-component KB equations
(5.4)-(5.9) take the form
qit = −
1
4
δiℓ uxxx + q
i ux +
1
2
u qix + q
i+1
x , i = 1, 2, · · · , ℓ (6.6)
where we took qℓ+1 = 0.
The hierarchy of multi-component KB equations is given by
qitN = (R
N)i k q
k
x i = 1, 2, · · · , ℓ (6.7)
where N = 1, 2, · · · . The case N = 1 is the multi-component KB equations (6.6). All others
N > 1 correspond the integrable family or higher generalized symmetries of multi-component
KB equations. Components of the ℓ×ℓ matrix recursion operator (5.10) which is compatible
with (6.2), in index notation, is given by
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Ri j = −
1
4
δiℓ δ
1
j D
2 + δ1j q
i +
1
2
δ1j q
i
xD
−1 + δij−1, i, j = 1, 2, · · · , ℓ (6.8)
with
(K∗)i j = −
1
4
δiℓ δ
1
j D
3 + δ1j (q
iD +
1
2
qix) + δ
i
j (ux +
1
2
uD) + δij−1D i, j = 1, 2, · · · , ℓ (6.9)
The evolution equation (3.12) for the recursion operator for arbitrary ℓ in index notation is
given by
d
dt
Rij = (K
∗)ikR
k
j −R
i
k (K
∗)kj i, j = 1, 2, · · · , ℓ (6.10)
It is easy to verify this equation with R and K∗ given in (6.8) and (6.9) respectively for
arbitrary ℓ provided that qi’s satisfy the multi-component KB equations (6.6).
7 Concluding Remarks
We found the hierarchy (generalized symmetries) of the integrable two field and three
field Kaup-Boussinesq equations. Integrability of these equations are supported by giving
the corresponding recursion and compatible Hamilton operators.
We presented a new multi-component (arbitrary number of fields) generalization of the
Kaup-Boussinesq equations. This system of equations is integrable. It has both a Lax repre-
sentation and a symmetry recursion operator. It is also noticed that this system is a special
case of the Fokas-Liu extension of the degenerate Svinolupov KdV system. Conservation
laws and the bi-Hamiltonian structure of the multi-component KB equations will be com-
municated in a subsequent work.
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Research Council of Turkey.
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