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Abstract
Let B = {Bt, t ∈ R1} be Brownian motion killed after an independent
exponential time with mean 2/λ2. The process B has potential densities,
u(x, y) =
e−λ|y−x|
λ
, x, y ∈ R1,
which is also the covariance of an Ornstein–Uhlenbeck process. Let f be
an excessive function for B. Then,
ûf(x, y) =
e−λ|y−x|
λ
+ f(y), x, y ∈ R1,
is the kernel of an α-permanental process Xα = {Xα(t), t ∈ R1} for all
α > 0. It is shown that for all k ≥ 1 and intervals ∆ ⊆ [0, 1],
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
|Xk/2(u)−Xk/2(v)|
2(|u− v| log 1/|u− v|)1/2 =
√
2 sup
t∈∆
X
1/2
k/2(t) a.s.
The local modulus of continuity of Xk/2 for all k ≥ 1 is also obtained.
Local and uniform moduli of continuity are also obtained for chi–
square processes which are defined by,
Yk/2(t) =
k∑
i=1
η2i (t)
2
, t ∈ T ,
where η = {η(t); t ∈ [0, 1]} is a mean zero Gaussian process and {ηi; i =
1, . . . , k} are independent copies of η.
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1 Introduction
We define an Rn valued α-permanental random variable (X˜α,1, . . . , X˜α,n) to
be a non-negative random variable with Laplace transform,
E
(
e−
∑n
i=1 siX˜α,i
)
=
1
|I +KS|α , (1.1)
for some n×nmatrixK and diagonal matrix S with positive entries s1, . . . , sn,
and α > 0. We refer to K as the kernel of (X˜α,1, . . . , X˜α,n).
An α-permanental process {Xt, t ∈ T} is a stochastic process which has
finite dimensional distributions that are α-permanental random variables. The
permanental process is determined by a kernel {K(s, t), s, t ∈ T}, with the
property that for all t1, . . . , tn in T , {K(ti, tj), i, j ∈ [1, n]} determines the
α-permanental random variable (Xt1 , . . . ,Xtn) by (1.1). When (1.1) holds for
a kernel K(s, t) for all α > 0, the family of permanental processes obtained
are infinitely divisible.
Let B = {Bt, t ∈ R1} be Brownian motion killed after an independent
exponential time with parameter λ2/2, or, equivalently, with mean 2/λ2. The
process B has potential densities,
u(x, y) =
e−λ|y−x|
λ
, x, y ∈ R1. (1.2)
The densities {u(x, y);x, y ∈ R1} are also the covariance of an Ornstein–
Uhlenbeck process, which is a stationary Gaussian process on R1.
A function f is excessive for B if Ex
(
f(Bt)
) ↑ f(x) as t→ 0 for all x ∈ T .
It is easy to check that for any positive measurable function h,
f(x) =
∫
u(x, y)h(y) dy = Ex
(∫ ∞
0
h
(
Bt
)
dt
)
, (1.3)
is excessive for B. Functions f that can be expressed in this way are called
potential functions for B.
A function f is excessive for B if and only if it is positive and is a λ2/2–
superharmonic function; see [2, p. 659]. In particular, a function f ∈ C2 is
excessive for B if and only if it is positive and
f ′′(x) ≤ λ2f(x), ∀x ∈ R1. (1.4)
Examples of such functions are erx for |r| ≤ λ and q + |x|β for β ≥ 2 and
q ≥ q0, where q0 depends on β and λ. Also, since we are actually only
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concerned with permanental processes on [0, 1], we can take f(x) = ρex
2
for
ρ ≥ 6 and x ∈ [0, 1] and any value on [0, 1]c for which (1.4) holds.
It follows from [8, Theorem 1.11] that for functions f that are excessive
for B,
ûf (x, y) =
e−λ|y−x|
λ
+ f(y), x, y ∈ R1, (1.5)
is the kernel of an α-permanental process on R1 for all α > 0.
We have the following local and uniform moduli of continuity for a class
of permanental processes related to the Ornstein–Uhlenbeck process.
Theorem 1.1 Let Xα = {Xα(t), t ∈ R1} be an α-permanental process with
kernel (1.5) where f is a C2 excessive function for B. Then for all integers
k ≥ 1,
lim sup
t→0
|Xk/2(t)−Xk/2(0)|
2(t log log 1/t)1/2
=
√
2X
1/2
k/2(0), a.s. (1.6)
and for all intervals ∆ ⊆ [0, 1],
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
|Xk/2(u)−Xk/2(v)|
2(|u− v| log 1/|u − v|)1/2 =
√
2 sup
t∈∆
X
1/2
k/2
(t) a.s. (1.7)
To see the dependence of the right-hand sides of (1.6) and (1.7) on the
parameters defining {Xk/2(t); t ∈ R1} we note that,
E
(
Xk/2(t)
)
=
k
2
(
1
λ
+ f(t)
)
. (1.8)
The upper bounds in (1.6) and (1.7) are given in [8, Theorems 1.13], and
in fact hold for all α > 0, not just α = k/2 for integers k. However, finding
lower bounds for the local and uniform moduli of continuity of permanental
processes seems to be more difficult.
Results on sample path properties of permanental processes are given in
[5, 6, 8]. In [8, Section 7] we also use a Slepian type lemma to get lower bounds
for certain sequences of permanental process like {Xα(tj), j ∈ N}. However,
we can not apply this lemma to increments {Xα(tj)−Xα(0), j ∈ N}.
(The classical Slepian’s lemma for Gaussian processes applies to increments
because the increment of a Gaussian process is a Gaussian process. We can
not apply the Slepian type lemma for permanental processes to increments
of permanental process because increments of a permanental process are gen-
erally not a permanental processes. This is easy to see. Let {X(t), t ∈ T}
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be a permanental process. Let t0 ∈ T and assume that X(t0) 6= 0. Then
{X(t) − X(t0), t ∈ T} is not a permanental process because the terms of a
permanental process are all positive.)
The techniques used in the proof of Theorem 1.1 enable us to also obtain lo-
cal and uniformmoduli of continuity of chi–square processes. Let η = {η(t); t ∈
[0, 1]} be a mean zero Gaussian process with covariance U = {U(s, t), s, t ∈ T },
with U(0, 0) > 0. Let {ηi; i = 1, . . . , k} be independent copies of η. We define
a chi–square process of order k/2, with kernel U to be,
Yk/2(t) =
k∑
i=1
η2i (t)
2
, t ∈ T . (1.9)
It is well known that for {t1, . . . , tn} ⊂ T
E
exp
− n∑
j=1
sjYk/2(tj)
 = 1|I + US|k/2 . (1.10)
where U is the n× n matrix, {U(tj , tk); 1 ≤ j, k ≤ n}.
It follows from this that that Yk/2 = {Yk/2(t); t ∈ T } is a k/2-permanental
process with kernel U . It is important to note that whereas (1.10) holds for
all integers k whenever U is the covariance of a Gaussian process, it may or
may not hold when k/2 is replaced by some α > 0 that is not a multiple of
1/2. The question of when (1.10) holds for all α > 0 was raised by Paul Le´vy
when he asked when does a Gaussian process have infinitely divisible squares.
This was answered by Griffiths and Bapat. An extensive treatment of these
results is given in [4, Chapter 13].
Theorem 1.2 Let η = {η(t); t ∈ [0, 1]} be a mean zero Gaussian process with
covariance U = {U(s, t), s, t ∈ [0, 1]}, with U(0, 0) > 0. For any integer k ≥ 1
let Yk/2 be as given in (1.9). Let {φ(t); t ∈ [0, 1]} be such that limt→0 φ(t) = 0.
If
lim sup
t→0
η(t)− η(0)
φ(t)
= 1 a.s., (1.11)
then for all integers k ≥ 1,
lim sup
t→0
Yk/2(t)− Yk/2(0)
φ(t)
=
√
2Y
1/2
k/2 (0), a.s. (1.12)
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Theorem 1.3 Let η = {η(t); t ∈ [0, 1]} be a mean zero Gaussian process with
covariance U = {U(s, t), s, t ∈ [0, 1]}, with inft∈[0,1] U(t, t) > 0. For any
integer k ≥ 1 let Yk/2 be as given in (1.9). Let {ϕ(t); t ∈ [0, 1]} be such that
limt→0 ϕ(t) = 0. If,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
η(u)− η(v)
ϕ(|u− v|) = 1 a.s., (1.13)
for all intervals ∆ ⊂ [0, 1], then for all intervals ∆ ⊂ [0, 1] and all integers
k ≥ 1,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
Yk/2(u)− Yk/2(v)
ϕ(|u − v|) =
√
2 sup
t∈∆
Y
1/2
k/2 (t), a.s. (1.14)
An extensive treatment of functions φ and ϕ for which (1.11) and (1.13)
hold is given in [4, Chapter 7]. In addition when Yα = {Yα(t); t ∈ [0, 1]} is a
permanental process for all α > 0, it follows from [8, Theorems 1.2 and 1.3]
that the upper bounds in (1.12) and (1.13) hold for Yα under additional very
general conditions on the covariance of the associated Gaussian process.)
Example 1.1 If
U(s, t) =
e−λ|t−s|
λ
, s, t ∈ [0, 1], (1.15)
then σ2(t) ∼ 2t and the function φ(t) in (1.11) is 2(t log log 1/t)1/2. The func-
tion ϕ(|u−v|) in (1.13) is 2 (λ|u− v| log 1/|u − v|)1/2. These results also follow
from Theorem 1.1 with f ≡ 0.
We consider different aspects of Theorems 1.1–1.3 that highlight why we
think they are interesting. Write the left-hand side of (1.12) as,
lim sup
t→0
(
Y
1/2
k/2 (t)− Y
1/2
k/2 (0)
)(
Y
1/2
k/2 (t) + Y
1/2
k/2 (0)
)
φ(t)
. (1.16)
Then, since, by hypothesis, {Yk/2(t); t ∈ [0, 1]} is continuous almost surely, it
follows from (1.12) that for all integers k ≥ 1,
lim sup
t→0
Y
1/2
k/2 (t)− Y
1/2
k/2 (0)
φ(t)
=
1√
2
, a.s. (1.17)
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Using the notation introduced just before (1.9) let,
~ηk(t) = (η1(t), . . . , ηk(t)) , (1.18)
so that,
Yk/2(t) =
‖~ηk(t)‖22
2
, t ∈ T . (1.19)
Therefore, we can write (1.17) as,
lim sup
t→0
‖~ηk(t)‖2 − ‖~ηk(0)‖2
φ(t)
= 1, a.s. (1.20)
for all integers k≥1. This shows that the largest values of (η2i (t)−η2i (0))/φ(t)
for each i ∈ {1, . . . , k}, occur on a very sparse set.
A similar observation applies to the permanental process in Theorem 1.1.
The limit theorem in (1.6) shows that,
lim sup
t→0
X
1/2
k/2(t)−X
1/2
k/2(0)
2(t log log 1/t)1/2
=
1√
2
, a.s. (1.21)
for all integers k ≥ 1. Let {X1/2,i(t); t ∈ [0, 1]}, i = 1, . . . , k be independent
copies of {X1/2(t); t ∈ [0, 1]}, so that Xk/2 = {
∑k
i=1X1/2,i(t); t ∈ [0, 1]} . For
t ∈ [0, 1] define,
X
1/2
1/2,k(t) =
(
X
1/2
1/2,1(t), . . . ,X
1/2
1/2,k(t)
)
. (1.22)
Similar to (1.20) we can write (1.21) as,
lim sup
t→0
‖X1/21/2,k(t)‖2 − ‖X
1/2
1/2,k(0)‖2
2(t log log 1/t)1/2
=
1√
2
, a.s. (1.23)
for all integers k≥1.
This is more interesting to us than Theorem 1.2 because the kernel that
defines Xα = {Xα(t); t ∈ [0, 1]}, for any α > 0 is generally not symmetric, so
we are outside the realm of Gaussian processes. (Although we obtain (1.23)
by relating Xk/2, for any k ≥ 1, to a process of Gaussian squares in a rather
complicated way in Theorem 3.1.)
Our ultimate goal is to prove general results of the follwing type: Let
ρ = {ρ(t); t ∈ [0, 1]} be a mean zero Gaussian process with covariance R =
{R(s, t), s, t ∈ [0, 1]} that is the potential density of a symmetric Markov
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process X . Let g be an excessive function for X . Let {Z1/2 (t) ; t ∈ [0, 1]} be
an 1/2-permanental process with kernel,
R(s, t) = R(s, t) + g(t), s, t ∈ [0, 1]. (1.24)
Then if,
lim sup
t→0
ρ(t)− ρ(0)
ϕ(t)
= 1 a.s., (1.25)
it follows that,
lim sup
t→0
‖Z1/21/2,k(t)‖2 − ‖Z
1/2
1/2,k(0)‖2
ϕ(t)
=
1√
2
, a.s., (1.26)
where Z
1/2
1/2,k(t) is defined as in (1.22). Similarly for the uniform modulus of
continuity. If,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
ρ(u)− ρ(v)
ϕ˜(|u− v|) = 1 a.s., (1.27)
for all intervals ∆ ⊂ [0, 1], then,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
‖Z1/21/2,k(u)‖2 − ‖Z
1/2
1/2,k(v)‖2
ϕ˜(|u− v|) =
1√
2
a.s. (1.28)
for all intervals ∆ ⊂ [0, 1] and all integers k ≥ 1. Theorem 1.1 is a step in this
direction.
Theorems 1.2 and 1.3 are proved in Section 2. We begin with them because
their proofs are simpler than the proofs of Theorem 1.1 and going through
them should make it easier for the reader to follow the proof of Theorem
1.1. To prove Theorem 1.1 we use a general lemma, Lemma 3.1, and show in
Lemma 3.3 how to use it to relate {Xk/2(t), t ∈ [0, 1]} to chi-square processes
so that we can use Gaussian techniques. Theorem 1.1 is proved in Section
4. Some of the lemmas needed in the proof of Theorem 1.1 are given in an
Appendix.
2 Chi–square proesses
We prove Theorems 1.2 and 1.3 first because their proofs are simpler than the
proof of Theorem 1.1 and should help in following the proof of Theorem 1.1.
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Proof of Theorem 1.2 Let ηi(t), i = 1, . . . , k, be independent copies of η(t).
We write,
η2i (t)− η2i (0) = (ηi(t)− ηi(0))(ηi(t) + ηi(0)) (2.1)
= (ηi(t)− ηi(0))(2ηi(0) + (ηi(t)− ηi(0)))
= 2(ηi(t)− ηi(0))ηi(0) + (ηi(t)− ηi(0))2.
By (1.11)
lim sup
t→0
∑k
i=1(ηi(t)− ηi(0))2
φ(t)
(2.2)
≤
k∑
i=1
lim sup
t→0
|ηi(t)− ηi(0)|
φ(t)
lim
t→0
|ηi(t)− ηi(0)| = 0.
Consequently, using (1.9) we see that,
lim sup
t→0
Yk/2(t)− Yk/2(0)
φ(t)
= lim sup
t→0
∑k
i=1(ηi(t)− ηi(0))ηi(0)
φ(t)
. (2.3)
Write,
(ηi(t)− ηi(0))ηi(0) (2.4)
=
(
ηi(t)− U(0, t)
U(0, 0)
ηi(0)
)
ηi(0)−
(
U(0, 0) − U(0, t)
U(0, 0)
)
η2i (0).
We show below that
lim sup
t→0
|U(0, 0) − U(0, t)|
U(0, 0)φ(t)
= 0. (2.5)
Consequently,
lim sup
t→0
Yk/2(t)− Yk/2(0)
φ(t)
= lim sup
t→0
∑k
i=1
(
ηi(t)− U(0,t)U(0,0)ηi(0)
)
ηi(0)
φ(t)
. (2.6)
Let {ξi(t), t ∈ [0, 1]}, i = 1, . . . , k, be independent copies of a mean zero
Gaussian process {ξ(t), t ∈ [0, 1]}, and set ~ξ(t) = (ξ1(t), . . . , ξk(t)). Let ~v ∈ Rk
with ‖~v‖2 = 1. Computing the covariances we see that,
{(~v · ~ξ(t)), t ∈ [0, 1]} law= {ξ(t), t ∈ [0, 1]}. (2.7)
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Therefore, since (ηi(t)− (U(0, t)/U(0, 0))ηi(0)) and ηi(0) are independent for
i = 1, . . . , k, we see that,{(
~η(t)− U(0, t)
U(0, 0)
~η(0)
)
· ~η(0)‖~η(0)‖2 , t ∈ [0, 1]
}
(2.8)
law
=
{(
η(t)− U(0, t)
U(0, 0)
η(0)
)
, t ∈ [0, 1]
}
,
where ~η(t) = (η1(t), . . . , ηk(t)). Consequently, (2.6) implies that
lim sup
t→0
Yk/2(t)− Yk/2(0)
φ(t)‖~η(0)‖2
law
= lim sup
t→0
(
η(t) − U(0,t)U(0,0)η(0)
)
φ(t)
. (2.9)
Using (2.4) again and (2.5) we see that this implies that,
lim sup
t→0
Yk/2(t)− Yk/2(0)
φ(t)‖~η(0)‖2
law
= lim sup
t→0
η(t)− η(0)
φ(t)
= 1, (2.10)
where the last equality uses (1.11). Since,
‖~η(0)‖2 =
(
2
k∑
i=1
η2i (0)
2
)1/2
=
√
2Y
1/2
k/2 (0), (2.11)
we obtain (1.12).
We now obtain (2.5). It is easy to see that if (1.11) holds then,
φ(t) ≥ (E(η(t) − η(0))2)1/2h(t), (2.12)
for some function h such that limt↓0 h(t) =∞. Since,
U(0, 0) − U(0, t) = E ((η(t)− η(0)) η(0)) ≤ E
(
(η(t)− η(0))2
)1/2
U1/2(0, 0),
(2.13)
we have,
U(0, 0) − U(0, t)
φ(t)
≤ U
1/2(0, 0)
h(t)
, (2.14)
which gives (2.5).
Proof of Theorem 1.3 Let {ηi(t), t ∈ [0.1]}, i = 1, . . . , k, be independent
copies of η. As in (1.9),
{Yk/2(t); t ∈ [0, 1]} =
{ k∑
i=1
η2i (t)
2
; t ∈ [0, 1]
}
. (2.15)
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Note that (1.13) implies that {η(t), t ∈ [0, 1]} and therefore {η2(t), t ∈ [0, 1]}
are uniformly continuous on [0, 1]. Which in turn implies that for all k ≥ 1,
{Xk/2(t); t ∈ [0, 1]} is uniformly continuous on [0, 1].
We first note that to show,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
Yk/2(u)− Yk/2(v)
ϕ(|u − v|) ≥
√
2 sup
t∈∆
Y
1/2
k/2 (t), a.s. (2.16)
it suffices to show that for any d ∈ ∆,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
Yk/2(u)− Yk/2(v)
ϕ(|u− v|) ≥
√
2Y
1/2
k/2 (d), a.s. (2.17)
This is because, (2.17) holding almost surely implies that for any countable
dense set ∆′ ⊂ ∆,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
Yk/2(u)− Yk/2(v)
ϕ(|u− v|) ≥
√
2 sup
d∈∆′
Y
1/2
k/2 (d), a.s. (2.18)
which implies (2.16).
Let u, v, d ∈ ∆. We write,
η2i (u)− η2i (v) = (ηi(u)− ηi(v))(ηi(u) + ηi(v)) (2.19)
= (ηi(u)− ηi(v))(2ηi(d) + (ηi(u)− ηi(d)) + (ηi(v) − ηi(d))).
It follows from (1.13) that,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
∑k
i=1(ηi(u)− ηi(v))(ηi(u)− ηi(d))
ϕ(|u− v|) (2.20)
≤ lim sup
h→0
sup
|u−v|≤h
u,v∈∆
∑k
i=1 |ηi(u)− ηi(v)| supu∈∆ |ηi(u)− ηi(d)|
ϕ(|u− v|)
≤
k∑
i=1
sup
u∈∆
|ηi(u)− ηi(d)| := ∆∗.
Therefore, using (2.15)–(2.20) and (2.11) with 0 replaced by d we see that,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
Yk/2(u)− Yk/2(v)
ϕ(|u− v|)√2Y 1/2k/2 (d)
(2.21)
≥ lim sup
h→0
sup
|u−v|≤h
u,v∈∆
∑k
i=1(ηi(u)− ηi(v))ηi(d)
‖~η(d)‖2 ϕ(|u− v|) −
2∆∗
‖~η(d)‖2 .
10
To simplify the notation we take V (u, v) = U(u, v)/U(d, d). Write
ηi(u)− ηi(v) = V (v, d)ηi(u)− V (u, d)ηi(v) +Gi(u, v), (2.22)
where,
Gi(u, v) = (1− V (v, d))ηi(u)− (1− V (u, d))ηi(v). (2.23)
In this notation, ∑k
i=1(ηi(u)− ηi(v))ηi(d)
‖~η(d)‖2 ϕ(|u− v|) −
∑k
i=1Gi(u, v)ηi(d)
‖~η(d)‖2 ϕ(|u− v|)
=
∑k
i=1 (V (v, d)ηi(u)− V (u, d)ηi(v)) ηi(d)
‖~η(d)‖2 ϕ(|u − v|) . (2.24)
Note that for all u, v ∈ [0, 1],
E ((V (v, d)ηi(u)− V (u, d)ηi(v))ηi(d)) = 0. (2.25)
This shows that ηi(d) is independent of {V (v, d)ηi(u) − V (u, d)ηi(v);u, v ∈
[0, 1]}. Therefore by (2.7),
{ k∑
i=1
(V (v, d)ηi(u)− V (u, d)ηi(v)) ηi(d)‖~η(d)‖2 ; u, v ∈ [0, 1]
}
(2.26)
law
=
{
V (v, d)η(u) − V (u, d)η(v); u, v ∈ [0, 1]
}
.
It follows that,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
∑k
i=1(ηi(u)− ηi(v))ηi(d)
‖~η(d)‖2 ϕ(|u− v|) (2.27)
+ lim sup
h→0
sup
|u−v|≤h
u,v∈∆
∑k
i=1 |Gi(u, v)||ηi(d)|
‖~η(d)‖2 ϕ(|u− v|)
law≥ lim sup
h→0
sup
|u−v|≤h
u,v∈∆
V (v, d)η(u) − V (u, d)η(v)
ϕ(|u− v|) .
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Using (2.22) we can write,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
V (v, d)η(u) − V (u, d)η(v)
ϕ(|u − v|) (2.28)
≥ lim sup
h→0
sup
|u−v|≤h
u,v∈∆
(η(u) − η(v))
ϕ(|u− v|) − lim suph→0
sup
|u−v|≤h
u,v∈∆
|G(u, v)|
ϕ(|u − v|)
= 1− lim sup
h→0
sup
|u−v|≤h
u,v∈∆
|G(u, v)|
ϕ(|u − v|) ,
where
G(u, v) = (1− V (v, d))η(u) − (1− V (u, d))η(v) (2.29)
and we use (1.13) for the last equality.
It follows from (2.27) and (2.28) that,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
∑k
i=1(ηi(u)− ηi(v))ηi(d)
‖~η(d)‖2 ϕ(|u− v|) ≥ 1−H, (2.30)
where,
H = lim sup
h→0
sup
|u−v|≤h
u,v∈∆
∑k
i=1 |Gi(u, v)||ηi(d)|
‖~η(d)‖2 ϕ(|u − v|) + lim suph→0
sup
|u−v|≤h
u,v∈∆
|G(u, v)|
ϕ(|u− v|) (2.31)
Using the Schwartz inequality followed by the triangle inequality we note
that, ∑k
i=1 |Gi(u, v)||ηi(d)|
‖~η(d)‖2 ϕ(|u− v|) ≤
∑k
i=1 |Gi(u, v)|
ϕ(|u− v|) . (2.32)
Therefore,
H ≤
k∑
i=0
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
|Gi(u, v)|
ϕ(|u− v|) , a.s., (2.33)
where for notational convenience we have set G0 = G.
Set,
σ2(u, v) = E(η(u) − η(v))2, (2.34)
and
σ2(x) = sup
|u−v|≤x
σ2(u, v). (2.35)
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Then it follows from (1.13) that we can write,
ϕ(h) = σ(h)g(h), where necessarily, limh→0 g(h) =∞. (2.36)
To see this, suppose that lim suph→0 g(h) =M . Then for any sequence hk → 0
we can find sequences {uk}, {vk} in ∆, with |uk − vk| ≤ hk such that σ(hk) ≤
2σ(uk, vk). Then by (1.13) we would have
lim sup
k→∞
η(uk)− η(vk)
σ(uk, vk)
≤ 4M a.s. (2.37)
This is not possible because each term (η(uk)− η(vk))/σ(uk , vk) is a standard
normal random variable.
We show in Lemma 2.1 below that,
|G(u, v)| ≤ σ(d, v)
U1/2(d, d)
|η(u) − η(v)| + σ(u, v)
U1/2(d, d)
|η(v)|. (2.38)
Therefore, using (1.13) and (2.36) we have,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
|G(u, v)|
ϕ(|u− v|) ≤ lim suph→0
sup
|u−v|≤h
u,v∈∆
|η(u) − η(v)|σ(d, v)
U1/2(d, d)ϕ(|u − v|) (2.39)
+ lim sup
h→0
sup
|u−v|≤h
u,v∈∆
σ(u, v)
U1/2(d, d)ϕ(|u − v|)η(v)
≤ sup
d,v∈∆
σ(d, v)
U1/2(d, d)
+ lim
h→0
1
g(h)
sup
v∈∆
|η (v) |
U1/2(d, d)
=
σ(|∆|)
U1/2(d, d)
.
where σ(|∆|) is defined in (2.35). We now use (2.21), (2.34) and (2.39) to see
that,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
Yk/2(u)− Yk/2(v)
ϕ(|u− v|) (2.40)
≥
√
2Y
1/2
k/2
(d) (1− (k + 1)σ(|∆|)) − 2∆∗, a.s.,
where d ∈ ∆ and ∆∗ is defined in (2.20).
Suppose that |∆| = 1/n. Then it follows from Lemma 2.2 that,
P
(
∆∗ ≥ k((1 + 2C)σ2(1/n) log n)1/2
)
≤ 2k
nC
. (2.41)
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Now let ∆(d, n) ⊆ ∆, be an interval of size 1/n that contains d. It follows
from (2.40) and (2.41) applied to ∆(d, n) that ,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
Yk/2(u)− Yk/2(v)
ϕ(|u− v|) (2.42)
≥ lim sup
h→0
sup
|u−v|≤h
u,v∈∆(d,n)
Yk/2(u)− Yk/2(v)
ϕ(|u − v|)
≥
√
2Y
1/2
k/2 (d) (1− (k + 1)σ(1/n)) − 2k((1 + 2C)σ2(1/n) log n)1/2,
except, possibly, on a set of measure 2k/nC . Taking n →∞ gives (2.17) and
consequently (2.16), which is the lower bound in (1.14).
We now obtain the upper bound in (1.14). Let ∆m,n = ∆ ∩ [m−1n , m+1n ].
Analogous to (2.42) we have,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆m,n
Yk/2(u)− Yk/2(v)
ϕ(|u− v|) (2.43)
≤
√
2Y
1/2
k/2 (m/n) (1 + (k + 1)σ(2/n)) + k((1 + 2C)σ
2(2/n) log n)1/2
:=
√
2Y
1/2
k/2 (m/n)A (σ(2/n), k, n,C) ,
except, possibly, on a set of measure 2k/nC . The proof of (2.43) proceeds
in essentially the same way as the proof of (2.42). In the proof of the lower
bound (2.42) we subtract several terms. In proving the upper bound in (2.43)
we add these terms. It then follows that,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
Yk/2(u)− Yk/2(v)
ϕ(|u− v|) (2.44)
≤
√
2 sup
m=1,...,n−1
Y
1/2
k/2 (m/n)A (σ(2/n), k, n,C)
≤
√
2 sup
v∈∆
Y
1/2
k/2 (v)A (σ(2/n), k, n,C) ,
except, possibly, on a set of measure 2k/nC−1. Taking the limit as n → ∞
gives the upper bound in (1.14).
Lemma 2.1
|G(u, v)| ≤ σ(d, v)
U1/2(d, d)
|η(u) − η(v)| + σ(u, v)
U1/2(d, d)
|η(v)|. (2.45)
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Proof: We write,
G(u, v) = (1− V (v, d))(η(u) − η(v)) + (V (u, d) − V (v, d))η(v).
Note that,
|(V (u, d) − V (v, d))| = | (E(η(u) − η(v))η(d)) |
U(d, d)
(2.46)
≤
(
E(η(u) − η(v))2Eη2(d))1/2
U(d, d)
≤ σ(u, v)
U1/2(d, d)
,
and,
(1− V (v, d)) = (E(η(d) − η(v))η(d))
U(d, d)
(2.47)
≤
(
E(η(d) − η(v))2Eη2(d))1/2
U(d, d)
≤ σ(d, v)
U1/2(d, d)
.
Lemma 2.2
P
(
k∑
i=1
sup
u∈∆
|ηi(u)− ηi(d)| ≥ k((1 + 2C)σ2(|∆|) log 1/|∆|)1/2
)
≤ 2k|∆|C .
(2.48)
Proof: Let a be the median of supu∈∆(η1(u) − η1(d)). It follows from [4,
Lemma 5.4.3] that,
P
(
sup
u∈∆
|η1(u)− η1(d)| ≥ a+ σ(|∆|)t
)
≤ 2e−t2/2. (2.49)
Since by [4, (7.113)],
a = o(σ2(|∆|) log 1/|∆|)1/2, (2.50)
we see that
P
(
sup
u∈∆
|η1(u)− η1(d)| ≥ ((1 + 2C)σ2(|∆|) log 1/|∆|)1/2
)
≤ 2k|∆|C , (2.51)
which gives (2.48).
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3 Estimating permanental processes by chi-square
processes
Finding lower bounds for stochastic processes is a difficult problem. The only
effective method we know is to use Slepian’s Lemma, which applies only to
Gaussian processes. Therefore we need a relationship between permanental
processes that are not Gaussian processes and Gaussian processes. In this
paper we accomplish this by using Theorem 3.1 below to relate permanental
processes to chi-square processes.
Let C = {ci,j}1≤i,j≤n be an n × n matrix. We call C a positive matrix,
and write C ≥ 0, if ci,j ≥ 0 for all i, j.
A matrix A is said to be a nonsingular M -matrix if
(1) ai,j ≤ 0 for all i 6= j.
(2) A is nonsingular and A−1 ≥ 0.
It follows from [3, Lemma 4.2] that the right-hand side of (1.1) is a Laplace
transform for all α > 0 if A = K−1 exists and is a nonsingular M -matrix. We
refer to A as the M -matrix corresponding to X˜ . We also use the terminology
that K is an inverse M -matrix.
When A is an M -matrix, we define
Asym =
{
Aj,j j = 1, . . . , n
−(Ai,jAj,i)1/2 i, j = 1, . . . , n, i 6= j . (3.1)
In addition, when A = K−1 we define
Kisymi = (Asym)
−1. (3.2)
(The notation isymi stands for: take the inverse, symmetrize and take the
inverse again.)
Lemma 3.1 If K is an inverse M -matrix, then so is Kisymi.
Proof By hypothesis A = K−1 is a non-singularM -matrix. Therefore, by [7,
Lemma 3.3], Asym is a non-singular M -matrix. We have denoted it’s inverse
by Kisymi.
We now show how we can relate probabilistic properties of α-permanental
processes that have kernels that are not equivalent to a symmetric kernel to
α-permanental processes that have kernels that are symmetric, and therefore,
when α = k/2, to k/2 chi-square processes. The next lemma combines [7,
Corollaries 3.1 and 3.2].
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Theorem 3.1 For any α > 0 let Zα(n) = (Zα,1, . . . , Zα,n) be the α-perman-
ental random variable determined by an n× n kernel K(n) that is an inverse
M -matrix and set A(n) = K(n)−1. Let Z˜α(n) be the α-permanental random
variable determined by K(n)isymi. Then for all functions gn of Zα(n) and
Z˜α(n) and sets Bn in the range of gn
|A(n)|α
|A(n)sym|αP
(
gn(Z˜α(n)) ∈ Bn
)
≤ P (gn(Zα(n)) ∈ Bn) (3.3)
≤
(
1− |A(n)|
α
|A(n)sym|α
)
+
|A(n)|α
|A(n)sym|αP
(
gn(Z˜α(n)) ∈ Bn
)
.
We use this theorem with α = k/2, in which case Z˜α(n) is a k/2 chi-square
process.
We now apply Theorem 3.1 to permanental processes determined by the
kernel in (1.5). Let G(m,n) = {G(m,n)j,k; j, k = 0, 1, . . . ,m} where,
G(m,n)j,k =
e−λ|j−k|/n
λ
. (3.4)
It is easy to check by direct calculation that G(m,n)−1 is the (m+1)×(m+1)
matrix,
(1− e−2λ/n)−1× (3.5)
λ −λe−λ/n 0 . . . 0 0
−λe−λ/n λ(1 + e−2λ/n) −λe−λ/n . . . 0 0
...
...
. . .
...
...
...
0 0 0 . . . λ(1 + e−2λ/n) −λe−λ/n
0 0 0 . . . −λe−λ/n λ
 .
Let {f(x);x ∈ 0, 1} be a C2 function that satisfies (1.4). By the mean
value theorem, for some (j − 1)/n ≤ c ≤ j/n,
|f(j/n)− f((j − 1) /n)| = 1
n
|f ′(c)| ≤ 1
n
‖f ′‖∞. (3.6)
In addition, for some (j − 1)/n ≤ c ≤ j/n and j/n ≤ d ≤ (j + 1)/n,
|f((j + 1) /n)− 2f(j/n) + f((j − 1) /n)| (3.7)
= | (f((j + 1) /n)− f(j/n))− (f(j/n)− f((j − 1) /n)) |
=
1
n
|f ′(d) − f ′(c)| ≤ 2
n2
‖f ′′‖∞,
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where the sup-norm is taken on [0,1].
Set
fj/n = f(j/n), j = 0, 1, . . . , n, (3.8)
and consider the (m+ 2)× (m+ 2) matrix K(m+ 1, n) defined by,
K(m+ 1, n)j,−1 = 1, j = −1, 0, . . . ,m,
K(m+ 1, n)−1,k = fk/n, k = 0, 1, . . . ,m,
K(m+ 1, n)j,k = G(m,n)j,k + fk/n, j, k = 0, 1, . . . ,m.
(3.9)
Written out this is,
K(m+ 1, n) =

1 f0 . . . fm/n
1 G(m,n)0,0 + f0 . . . G(m,n)0,m + fm/n
...
...
. . .
...
1 G(m,n)m,0 + f0 . . . G(m,n)m,m + fm/n
 . (3.10)
It is clear from (3.10), by subtracting the first row from all other rows, that,
|K(m+ 1, n)| = |G(m,n)|. (3.11)
Therefore K(m+ 1, n) is invertible. Let
A(m+ 1, n) = K(m+ 1, n)−1. (3.12)
By multiplying the following matrix on the right by K(m+1, n) one can check
that, A(m+ 1, n) is the (m+ 2)× (m+ 2) given by,
1 + ρm,n −
∑m
j=0G(m,n)
j,0fj/n . . . −
∑m
j=0G(m,n)
j,mfj/n
−∑mk=0G(m,n)0,k G(m,n)0,0 . . . G(m,n)0,m
...
...
. . .
...
−∑mk=0G(m,n)m,k G(m,n)m,0 . . . G(m,n)m,m
 ,
(3.13)
where
ρm,n =
m∑
j,k=0
G(m,n)j,kfj/n. (3.14)
The next theorem is critical. It is proved Section 5.
Theorem 3.2 A(m+ 1, n) is an M−matrix, and for all α > 0, K(m+ 1, n)
is the kernel of an α-permanental process.
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We write A(m+ 1, n) as
A(m+ 1, n) =

1 + ρm,n −v0 . . . −vm
−r1 G(m,n)0,0 . . . G(m,n)0,m
...
...
. . .
...
−rm G(m,n)m,0 . . . G(m,n)m,m
 , (3.15)
where,
r0 =
m∑
k=0
G(m,n)0,k =
λ(1− e−λ/n)
1− e−2λ/n =
λ
1 + e−λ/n
=
λ
2
+O (1/n) (3.16)
rj =
m∑
k=0
G(m,n)j,k =
λ(1− e−λ/n)2
1− e−2λ/n = O (1/n) , j = 1, 2, . . . ,m− 1,
rm =
m∑
k=0
G(m,n)m,k =
λ(1− e−λ/n)
1− e−2λ/n =
λ
1 + e−λ/n
=
λ
2
+O (1/n) .
and
v0 =
m∑
j=0
G(m,n)j,0fj/n =
λ(f0/n − e−λ/nf1/n)
1− e−2λ/n = O (1) (3.17)
vl =
m∑
j=0
G(m,n)j,lfj/n (3.18)
=
(1− e−λ/n)2fl/n − e−λ/n(f(l−1)/n − 2fl + f(l+1)/n)
(1− e−2λ/n)/λ = O (1/n) ,
l = 1, 2, . . . ,m− 1 and,
vm =
m∑
j=0
G(m,n)j,mfj/n =
λ(fm/n − e−λ/nf(m−1)/n)
1− e−2λ/n = O (1) , (3.19)
where we use (3.6) and (3.7) for the estimates.
Note also that,
ρm,n =
m∑
l=0
vl = v0 + vm +O (m/n) . (3.20)
It follows from Theorem 3.2 that rl ≥ 0 and vl ≥ 0 for all l = 0, . . . ,m.
(Although it is obvious that rl > 0 for all l = 0, . . . ,m.) In Lemma 5.1 we
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give a direct proof that vl ≥ 0, l = 0, . . . ,m and also show, in Remark 5.1,
that this requires that f satisfies (1.4).
It follows from (3.11) that
|A(m+ 1, n)| = |(G(m,n))−1|. (3.21)
Also, since G(m,n) is symmetric,
A(m+ 1, n)sym (3.22)
=

1 + ρm,n −h0 −h1/n . . . −hm/n
−h0 G(m,n)0,0 G(m,n)0,1 . . . G(m,n)0,m
...
...
...
. . .
...
−hm/n G(m,n)m,0 G(m,n)m,1 . . . G(m,n)m,m
 ,
where,
hl/n = (vlrl)
1/2 =

O (1) l = 0
O (1/n) l = 1, 2, . . . ,m− 1,
O (1) l = m.
(3.23)
Lemma 3.2 Set,
νm,n =
|A(m+ 1, n)sym|
|A(m+ 1, n)| , (3.24)
where, m = m(n) may depend on n. Then,
lim
n→∞,m(n)/n→0
νm,n = 1. (3.25)
Proof We write A(m+ 1, n)sym in block form,
A(m+ 1, n)sym =
(
1 + ρm,n −h
−hT G(m,n)−1
)
, (3.26)
where h = (h0, h1/n, . . . , hm/n). Then,
|A(m+ 1, n)sym| = |G(m,n)−1|
(
1 + ρm,n − hG(m,n)hT
)
. (3.27)
(See, e.g., [1, Appendix B].)
Using this and (3.21) we see that
νm,n =
|A(m+ 1, n)sym|
|A(m+ 1, n)| = (1 + ρm,n)− hG(m,n)h
T . (3.28)
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It follows from [7, Lemma 3.3] that,
νm,n ≥ 1. (3.29)
Furthermore, since G(m,n) is positive,
m−1∑
i,j=1
G(m,n)i,jhi/nhj/n ≥ 0. (3.30)
Therefore,
hG(m,n)hT ≥ h20G(m,n)0,0 + h2m/nG(m,n)m,m + 2h0hm/nG(m,n)0,m
=
1
2
(
v0 + vm + 2
√
v0vm/n
)
+O (m/n) . (3.31)
where we use (3.17) to estimate r0 and rm. We show immediately below that,
2
√
v0vm = v0 + vm +O (m/n) , (3.32)
which, together with (3.20), gives (3.25).
To obtain (3.32) it suffices to show that,
|v0 − vm| ≤ O (m/n) . (3.33)
By (3.17) and (3.19),
v0 − vm/n =
λ(f0 − e−λ/nf1/n)
1− e−2λ/n −
λ(fm/n − e−λ/nf(m−1)/n)
1− e−2λ/n (3.34)
= λ
(
f0 − f1/n + (1− e−λ/n)f1/n
1− e−2λ/n
)
−λ
(
fm/n − f(m−1)/n + (1− e−λ/n)f(m−1)/n
1− e−2λ/n
)
=
f ′0 − f ′m/n
2
+
f1/n − f(m−1)/n
2
+O (m/n) = O (m/n) ,
where we use the mean value theorem, as in (3.6), for the last estimate.
To apply Lemma 3.1 we must find K(m + 1, n)isymi. By (3.26) and the
formula for the inverse of A(m+1, n)sym, written as a block matrix; (see, e.g.,
[1, Appendix B]), we get,
K(m+ 1, n)isymi (3.35)
=
(
ν−1m,n ν
−1
m,nhG(m,n)
ν−1m,nG(m,n)h
T G(m,n) + ν−1m,nG(m,n)h
ThG(m,n)
)
.
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Set,
(ν−1m,nG(m,n)h
ThG(m,n))i,j = a(m,n)i/na(m,n)j/n (3.36)
where,
a(m,n)j/n = ν
−1/2
m,n (hG(m,n))j , 1 ≤ j ≤ m, (3.37)
where we make use of the fact that G(m,n) is symmetric.
It follows from (3.23) and (3.29) that,
a(m,n)j/n ≤ C, 0 ≤ j ≤ m. (3.38)
for some constant C. In addition
|a(m,n)j/n − a(m,n)k/n| ≤ C
|k − j|
n
, 0 ≤ j, k ≤ m, (3.39)
To see this note that,
|a(m,n)j/n − a(m,n)k/n| ≤
m∑
l=0
hl/n|G(m,n)l,j −G(m,n)l,k| (3.40)
≤ C
m∑
l=0
hl/n
||k − l| − |j − l||
n
≤ C |k − j|
n
,
where we use (3.23).
The matrix K(m+1, n)isymi is an (m+2)× (m+2) matrix which we can
write as {(K(m+ 1, n)isymi)i,j; i, j = −1, 0, 1, . . . ,m}. Define,
K(m,n) = {(K(m+ 1, n)isymi)i,j ; i, j = 0, 1, . . . ,m}. (3.41)
This is the covariance of the Gaussian process,
{ηj/n + a(m,n)j/nξ; j = 0, . . . ,m}, (3.42)
where {ηj/n; j = 0, . . . , n} is a mean zero Gaussian process with covariance
u(j/n, k/n) =
e−(λ/n)|j−k|
λ
, j = 0, . . . ,m ; (3.43)
and ξ is an independent standard normal random variabele. (See (1.2).)
We also consider,
K(m,n) = {K(m+ 1, n)i,j ; i, j = 0, 1, . . . ,m}; (3.44)
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see (3.10). This is the kernel of the permanental processes, at times 0, 1/n, . . . ,
m/n, in Theorem 1.1.
The next lemma is a restatement of Lemma 3.1 for the α-permanental
random variables with kernels K(m,n) and K(m,n)
Lemma 3.3 Let X̂α,(m,n) = {X̂α,(m,n)(j/n), j = 0, 1, . . . m} be an α-permanental
random variable with kernel K(m,n) and Yα,(m,n) = {Yα,(m,n)(j/n), j = 0, 1, . . . m}
be an α-permanental random variable with kernel K(m,n). Then for all func-
tions g of X̂α,(m,n) and Yα,(m,n) and sets B in the range of g,
ν−αm,nP
(
g(Yα,(m,n)) ∈ B
) ≤ P (g(X̂α,(m,n)) ∈ B) (3.45)
≤ 1− ν−αm,n + ν−αm,nP
(
g(Yα,(m,n)) ∈ B
)
.
Proof We use Lemma 3.1 with α-permanental processes determined by the
kernels K(m+ 1, n) and K(m+ 1, n)isymi and take g to be a function of the
coordinates {j/n, j = 0, 1, . . . m}.
Remark 3.1 It is clear from the properties of K(m,n) and the Kolmogorov ex-
tension theorem that there exists an α-permanental process X̂α = {X̂α(t), t ∈
[0, δ]} such that {X̂α(j/n), j = 0, 1, . . . m} = {X̂α,(m,n)(j/n), j = 0, 1, . . . m}.
The process X̂α is the α-permanental process given by [8, Theorem 1.11],
mentioned after (1.5).
The material in this section up to this point is used in the proof of Theorem
1.1, (1.6). We need to consider a variant of the kernel K(m + 1, n) to use to
define permanental processes at a wider range of times to use in the proof of
Theorem 1.1, (1.7). Let n˜ = ln, m˜ = [n˜/ log n˜], and for integers j set,
Tn˜ =
{ j
n˜
; dn ≤ j ≤ dn+ m˜− 1
}
. (3.46)
Clearly, for all l ≥ l0, for some l0 sfficiently large,
Tn˜ ⊆ [d/l, d/l + 1/ log n˜]. (3.47)
We take d ≤ l and n˜ sufficiently large so that d/l + 1/[log n˜] ≤ (d+ 1)/l.
Consider the mean zero Gaussian process η = {η(j/n˜); j = dn, . . . , dn+m˜},
with covariance
u˜(j/n˜, k/n˜) =
{
e−(λ/n˜)|j−k|
λ
}
j,k
, j, k = dn, . . . , dn+ m˜− 1. (3.48)
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In the proof of Theorem 1.1, (1.7) we consider permanental processes with
the kernel,
u˜(j/n˜, k/n˜) + fk/n˜, j, k = dn, . . . , dn+ m˜− 1, (3.49)
where f satisfies (1.4). The (m˜+ 2)× (m˜+ 2) matrix for this kernel is given
by K(m˜+ 1, n˜) where,
K(m˜+ 1, n˜)p,−1 = 1, p = −1, 0, . . . , m˜,
K(m˜+ 1, n˜)−1,q = fd/l+q/n˜, q = 0, 1, . . . , m˜,
K(m˜+ 1, n˜)p,q = G(m˜, n˜)p,q + fd/l+q/n˜, p, q = 0, 1, . . . , m˜.
(3.50)
where G(m˜, n˜) is given in (3.4). (We can use the matrix G(m˜, n˜) in the last
line above because the Gaussian process is stationary.)
Compare this matrix to the matrixK(m+1, n) in (3.9). The analysis in the
beginning of this section goes through, with appropriate notational changes,
if we start with K(m˜ + 1, n˜). This is easy to see. The analysis depends
on G(m,n) which is essentially the same as G(m˜, n˜) except for a notational
change, and the fact that f satisfies (1.4). Consequently we see that,
K(m˜+ 1, n˜)isymi (3.51)
has exactly the same form as K(m+1, n)isymi in (3.35) and (3.36). Therefore,
the kernel that defines the symmetric permanental processes in Lemma 3.3 is,
G(m˜, n˜)p,q + a¯(m˜, n˜)p/n˜a¯(m˜, n˜)q/n˜, p, q = 0, . . . , m˜, (3.52)
where,
a¯(m˜, n˜)p/n˜ = ν
−1/2
m˜,n˜
(
h˜G(m˜, n˜)
)
p
, p = 0, . . . , m˜. (3.53)
We use the notation a¯(m˜, n˜)p/n˜ rather than a(m˜, n˜)p/n˜ to emphasize that we
are dealing with the kernel in (3.50). The terms νm˜,n˜ and h˜ are obtained as
in the beginning of this section. They are only estimated and the estimates
depended only on G(m˜, n˜) and the fact that f satisfies (1.4). Therefore, as in
(3.38) and (3.39),
a¯(m,n)p/n˜ ≤ C, 0 ≤ p ≤ m˜. (3.54)
for some constant C and,
|a¯(m˜, n˜)p/n˜ − a¯(m˜, n˜)q/n˜| ≤ C
|p − q|
n˜
, 0 ≤ p, q ≤ m˜. (3.55)
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4 Moduli of continuity of permanental processes re-
lated to the Ornstein–Uhlenbeck proces
As we point out in Section 1, the upper bounds in (1.6) and (1.7) are given
in [8, Theorems 1.13] and they hold for Xα = {Xα(t), t ∈ R1} all α > 0. We
need only obtain the lower bounds. (Note that [8, Theorems 1.13] is proved
at the end of [8, Section 4] not in [8, Section 3] as we erroneously state in [8].)
Proof of Theorem 1.1, (1.6) This follows closely the proof of Theorem
1.2. Let T = [0, 1/n, . . . ,m/n] and let {η(t); t ∈ T} be a mean zero Gaussian
process with covariance K(m,n) in (3.41). We have
(K(m,n))j,k =
e−(λ/n)|j−k|
λ
+ a(m,n)j/n(m,n)k/n := u(j/n, k/n) (4.1)
Note that by (3.38) and (3.39),
u(0, 0) − u(0, j/n)
u(0, 0)
≤
(
j
n
+ C|a(m,n)0 − a(m,n)j/n|
)(
1
λ
+ a2(m,n)0
)−1
≤ C ′m
n
. (4.2)
for some constant C ′.
Set,
φ(t) = 2 (t log log 1/t)1/2 . (4.3)
Using (2.1) we see that,
sup
t∈T
∑k
i=1(η
2
i (t)− η2i (0))
2φ(t)
≥ sup
t∈T
∑k
i=1(ηi(t)− ηi(0))ηi(0)
φ(t)
. (4.4)
Therefore,
sup
t∈T
∑k
i=1(η
2
i (t)− η2i (0))
2φ(t)
(4.5)
≥ sup
t∈T
∑k
i=1
(
ηi(t)− u(0,t)u(0,0)ηi(0)
)
ηi(0)
φ(t)
− sup
t∈T
(
u(0,0)−u(0,t)
u(0,0)
)∑k
i=1 η
2
i (0)
φ(t)
.
We see from (4.2) that,
sup
t∈T
u(0, 0) − u(0, t)
u(0, 0)φ(t)
≤ O((m/n)1/2) := ǫm/n. (4.6)
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Consequently,
sup
t∈T
∑k
i=1(η
2
i (t)− η2i (0))
2φ(t)‖ ~η(0)‖2
+ ǫm/n‖ ~η(0)‖2 (4.7)
≥ sup
t∈T
∑k
i=1
(
ηi(t)− u(0,t)u(0,0)ηi(0)
)
φ(t)
ηi(0)
‖ ~η(0)‖2
.
It follows from (2.7) and (2.8) that the second line of (4.7) is equal in law to.
sup
t∈T
(
η(t)− u(0,t)u(0,0)η(0)
)
φ(t)
= sup
t∈T
(η(t)− η(0))
φ(t)
+
(
u(0,0)−u(0,t)
u(0,0)
)
φ(t)
η(0)
= sup
t∈T
(η(t)− η(0))
φ(t)
+ ǫm/n|η(0)|. (4.8)
Therefore, using (4.7) and (4.8) we see that for any ǫ > 0,
P
(
sup
t∈T
∑k
i=1(η
2
i (t)− η2i (0))
2φ(t)
≥ ‖ ~η(0))‖2
(
1− ǫ− ǫm/n‖ ~η(0)‖2
))
(4.9)
≥ P
(
sup
t∈T
(η(t)− η(0))
φ(t)
≥ 1− ǫ− ǫm/n|η(0)|
)
.
Note that, {η(j/n); j = 0, 1, . . . ,m} is the Gaussian process,
{ηj/n + a(m,n)j/nξ; j = 0, . . . ,m}, (4.10)
described in (3.42).
Choose 0 < θ < 1 so that 1/θ is an integer. Let r and s be integers where
r < s and set n = θ−s and m/n = θr, so that m = θ−(s−r). Note that {θl}sl=r
is a subset of {j/n}mj=1. We have,
η(θl)− η(0)
2(θl log l)1/2
=
η(θl)− η(0)
2(θl log l)1/2
+
a(m,n)θl − a(m,n)0
2(θl log l)1/2
ξ (4.11)
By (3.39) ∣∣∣a(m,n)θl − a(m,n)0
2(θl log l)1/2
ξ
∣∣∣ ≤ C ′′θl/2|ξ|. (4.12)
Therefore, for any ǫ > 0 we can find numbers ǫ1,θr such that limr→∞ ǫ1,θr = 0,
and,
P
(
sup
r≤l≤s
∣∣∣a(m,n)θl − a(m,n)0
2(θl log l)1/2
∣∣∣|ξ| ≥ ǫ
2
√
2
)
≤ ǫ1,θr . (4.13)
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Let ξ′ be an independent copy of ξ and note that η(0)
law
= ξ + ξ′
law
=
√
2ξ.
Consequently,
P
(
sup
r≤l≤s
∣∣∣a(m,n)θl − a(m,n)0
2(θl log l)1/2
∣∣∣|η(0| ≥ ǫ
2
)
≤ ǫ1,θr . (4.14)
In addition, it is well known that,
lim sup
l→∞
η(θl)− η(0)
2(θl log log 1/θl)1/2
= 1, a.s. (4.15)
(The upper bound follows immediately from the Borel-Cantelli Lemma. For
the lower bound see e.g. the proof of [4, Theorem 7.2.12].)
It follows from this that for sufficiently large r we can find numbers ǫ2,θr
such that limr→∞ ǫ2,θr = 0, for which,
P
(
max
r≤j≤s
η(θj)− η(0)
2(θj log log 1/θj)1/2
> 1− ǫ− ǫ|η(0)|
)
≥ 1− ǫ2,θr . (4.16)
We now use (4.9), which obviously holds when T is replaced by a subset of T
to see that for all sufficiently large r,
P
(
max
r≤j≤s
∑k
i=1 η
2
i (θ
j)− η2i (0)
4(θj log log 1/θj)1/2
≥ ‖ ~η(0)‖2
(
1− ǫ− ǫ‖ ~η(0)‖2
))
≥ 1− ǫ2,θr . (4.17)
Using (2.11) we can write (4.17) as,
P
(
max
r≤j≤s
Yk/2,(m,n)(θ
j)− Yk/2,(m,n)(0)
2(λθj log log 1/θj)1/2
≥
√
2Y
1/2
k/2,(m,n)(0)
(
1− ǫ− ǫY 1/2k/2,(m,n)(0)
))
≥ 1− ǫ2,θr . (4.18)
We now use Lemma 3.3 and Remark 3.1 to see that,
P
(
max
r≤j≤s
Xk/2(θ
j)−Xk/2(0)
2 (λθj log log 1/θj)1/2
≥
√
2X
1/2
k/2(0)
(
1− ǫ− ǫX1/2k/2(0)
))
≥ ν−k/2m,n (1− ǫ2,θr).
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Therefore, using Lemma 3.2, for sufficiently large r we can find numbers ǫ3,θr
such that limr→∞ ǫ3,θr = 0, for which,
P
(
max
j≥r
Xk/2(θ
j)−Xk/2(0)
2 (λθj log log 1/θj)1/2
≥
√
2X
1/2
k/2(0)
(
1− ǫ− ǫX1/2k/2(0)
))
≥ 1− ǫ3,,θr . (4.19)
Take a subsequence rn → ∞ such that
∑∞
n=1 ǫ3,θrn < ∞. It follows from
the Borel-Cantelli Lemma that,
lim sup
j→∞
Xk/2(θ
j)−Xk/2(0)
2 (λθj log log 1/θj)1/2
≥
√
2X
1/2
k/2(0)
(
1− ǫ− ǫX1/2k/2(0)
)
, a.s.
(4.20)
Since ǫ can be taken to be arbitrarily small, we get the lower bound in (1.6).
Proof of Theorem 1.1, (1.7) To simplify the notation we take ∆ = [0, 1].
It should be clear that the same proof works for any interval in [0, 1]. To
obtain the lower bound in (1.7) it suffices to show that for each l ≥ l0 and
d = 0, 1, . . . , l − 1, for some l0 sfficiently large,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
|Xk/2(u)−Xk/2(v)|
2(|u− v| log 1/|u− v|)1/2 ≥
√
2X
1/2
k/2 (d/l) a.s. (4.21)
This is because since this holds for each d = 0, 1, . . . , l − 1 almost surely, it
holds for all d = 0, 1, . . . , l − 1 almost surely. Consequently,
lim sup
h→0
sup
|u−v|≤h
u,v∈∆
|Xk/2(u)−Xk/2(v)|
2(|u− v| log 1/|u − v|)1/2 ≥
√
2 max
0≤d≤l−1
X
1/2
k/2 (d/l) a.s..
(4.22)
Since l can be taken arbitrarily large this implies (1.7).
Let
j′ =
j
n˜
, j = dn, 1, . . . , m˜. (4.23)
With this change of variables the Gaussian process with covariance given in
(3.52) and (3.53) can be writen as,
η(j′) = η(j′) + a˜(n˜, m˜)j′ξ,
d
l
≤ j′ ≤ d
l
+
1
[log n˜]
, (4.24)
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where a˜(n˜, m˜)j′ = a¯(n˜, m˜)j′− d
l
. For j′, k′ ∈ Tn˜,
σ2n˜(j
′, k′) := E(η(j′)− η(k′))2 (4.25)
=
2
λ
(
1− e−λ|j′−k′|
)
+
(
a˜(n˜, m˜)j′ − a˜(n˜, m˜)k′
)2
.
It follows from that by (3.55) that,
|a˜(n˜, m˜)j′ − a˜(n˜, m˜)k′ | ≤ C|j′ − k′|. (4.26)
Therefore, in particular,
|a˜(n˜, m˜)(j+1)′ − a˜(n˜, m˜)j′ | ≤
C
n˜
. (4.27)
Also, by (4.25),
sup
j′∈Tn˜
σ2n˜(j
′, d/l) ≤ 1
log n˜
. (4.28)
Let
ϕn˜(j
′, k′) =
(
2σ2n˜(j
′, k′) log(|1/|j′ − k′|))1/2 . (4.29)
We have,
ϕn˜((j + 1)
′, j′) (4.30)
=
(
2
{
2
λ
(
1− e−λ/n˜
)
+
(
a˜(n˜, m˜)(j+1)′ − a˜(n˜, m˜)j′
)2}
log n˜
)1/2
=
(
2
{
2
λ
(
1− e−λ/n˜
)
+O
(
1
n˜2
)}
log n˜
)1/2
∼
(
4 log n˜
n˜
)1/2
,
as n˜→∞.
Let {ηi; 1 ≤ i ≤ k} be independent copies of η. In the notation used in
the proof of Theorem 1.3, a minor modification of the argument used up to
(2.21), see in particular (2.15), shows that for any ǫ > 0, for all n sufficiently
large,
P
(
sup
j′∈Tn˜
∑k
i=1(η
2
i ((j + 1)
′)− η2i (j′))
2ϕn˜((j + 1)′, j′)‖~η(d/l)‖2
(4.31)
≥ (1− ǫ)− 2∆˜
∗
‖~η(d/l)‖2
)
≥ P
(
sup
j′∈Tn˜
∑k
i=1 (ηi((j + 1)
′)− ηi(j′)) ηi(d/l)
ϕn˜((j + 1)′, j′)‖~η(d/l)‖2
≥ (1− ǫ)
)
,
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where
∆˜∗ =
k∑
i=1
sup
j′∈Tn˜
|ηi((j + 1)′)− ηi(d/l)|. (4.32)
Let
vn˜(j
′, k′)) = E
(
η(j′)η(k′)
)
. (4.33)
and
Hi(u, v) =
(
1− vn˜(v, d/l)
vn˜(d/l, d/l)
)
ηi(u)−
(
1− vn˜(u, d/l)
vn˜(d/l, d/l)
)
ηi(v). (4.34)
It follows from the arguments used in (2.22)–(2.33) that analogous to (2.27)
and (2.28) the last line of (4.31),
≥ P
(
sup
j′∈Tn˜
η((j + 1)′)− η(j′)
ϕn˜((j + 1)′, j′)
≥ (1− ǫ) + ∆∗∗
)
, (4.35)
where,
∆∗∗ =
k∑
i=1
sup
j′∈Tn˜
|Hi((j + 1)′, j′)|
ϕn˜((j + 1)′, j′)
+ sup
j′∈Tn˜
|Hn˜((j + 1)′, j′)|
ϕn˜((j + 1)′, j′)
, (4.36)
and,
Hn˜((j + 1)
′, j′) (4.37)
=
(
1− vn˜(j
′, d/l)
vn˜(d/l, d/l)
)
η((j + 1)′)−
(
1− vn˜((j + 1)
′, d/l)
vn˜(d/l, d/l)
)
η(j′).
We now find an upper bound for the probability distribution of ∆∗∗. It
follows from Lemma 2.1, (4.28), (4.29) and the fact that vn˜(d/l, d/l) > 1/λ
that,
sup
j′∈Tn˜
|Hn˜((j + 1)′, j′)|
ϕn˜((j + 1)′, j′)
(4.38)
≤ sup
j′∈Tn˜
λ|η(j′ + 1)− η(j′)|σn˜(j′, d/l)
ϕn˜((j + 1)′, j′)
+ sup
j′∈Tn˜
λσn˜((j + 1)
′, j′)
ϕn˜((j + 1)′, j′)
|η(j′)|
≤ C ′
(
sup
j′∈Tn˜
|η(j′ + 1)− η(j′)|
σn˜((j + 1)′, j′) log n˜
+ sup
j′∈Tn˜
|η(j′)|
(log n˜)1/2
)
,
for some constant C.
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Since there are m˜ elements in Tn˜,
P
(
sup
j′∈Tn˜
|η((j + 1)′)− η(j′)|
σn˜((j + 1)′, j′) log n˜
≥ C
′′
(log n˜)1/2
)
≤ m˜ exp
(
−(C
′′)2 log n˜
2
)
:= δn˜,m˜. (4.39)
Clearly by taking C ′′ sufficiently large limn˜→∞ δn˜,m˜ = 0.
In addition supj′∈Tn˜ |η(j′)| ≤ supj′∈Tn˜ |η(j′)| + C|ξ|; see(3.38). It is well
known that supt∈[0,1] |η(t)| is a finite random variable almost surely. Conse-
quently,
δ′n˜ := P
(
sup
j′∈Tn˜
|η(j′)| > (log n˜)1/4
)
→ 0 a.s. n→∞. (4.40)
Putting together the material from (4.36)–(4.40) we see that,
δ1,n˜ := P
(
∆∗∗ ≥ C
′
log1/4 n˜
)
→ 0 a.s. n→∞. (4.41)
Using this observation, (4.31) and (4.35) we see that for any ǫ > 0 and n˜
sufficiently large,
P
(
sup
j′∈Tn˜
∑k
i=1(η
2
i ((j + 1)
′)− η2i (j′))
2ϕn˜((j + 1)′, j′)
≥ (1− ǫ)‖~η(d/l)‖2 − 2∆˜∗
)
≥ P
(
sup
j′∈T(n˜)
η((j + 1)′)− η(j′)
ϕ(n˜)((j + 1)′, j′)
≥ (1− 2ǫ)
)
− δ1,n˜. (4.42)
We now use (4.42) and Lemma 4.1 at the end of this section to see that,
P
(
sup
j′∈Tn˜
∑k
i=1(η
2
i ((j + 1)
′)− η2i (j′))
2ϕn˜((j + 1)′, j′)
≥ (1− ǫ)‖~η(d/l)‖2 − 2∆˜∗
)
≥ 1− δ2,n˜, (4.43)
where limn˜→∞ δ2,n˜ = 0.
Refer to (4.32). Using (4.27) we have,
∆˜∗ ≤
k∑
i=1
sup
j′∈Tn˜
(|ηi((j + 1)′)− ηi(d/l)| + |a˜(m˜, n˜)(j+1)′/n˜ − a˜(m˜, n˜)d/l||ξ|)
≤
k∑
i=1
sup
j′∈Tn˜
(|ηi((j + 1)′)− ηi(d/l)|) + Ck
log n˜
|ξ|. (4.44)
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Therefore for all a > 0,
P
(
∆˜∗ ≥ a
)
≤ P
(
k∑
i=1
sup
j′∈Tn˜
|ηi((j + 1)′)− ηi(d/l)| ≥ a− Ck
log n˜
|ξ|
)
≤ P
(
k∑
i=1
sup
j′∈Tn˜
|ηi((j + 1)′)− ηi(d/l)| ≥ a
2
)
+ P
(
Ck
log n˜
|ξ| ≥ a
2
)
.
Let |∆| = 1/ log n˜ and,
a = k
(
(1 + 2C)σ2(|∆|) log 1/|∆|
)1/2
. (4.45)
It now follows from Lemma 2.2 and (4.43) that for n˜ sufficiently large,,
P
(
sup
j′∈Tn˜
∑k
i=1(η
2
i ((j + 1)
′)− η2i (j′))
2ϕn˜((j + 1)′, j′)
≥ (1− ǫ)‖~η(d/l)‖2 − ǫ
)
≥ 1− δ3,n˜, (4.46)
where limn˜→∞ δ3,n˜ = 0.
Note that in the notation of Lemma 3.3, using now (3.50),{
1
2
k∑
i=1
η2i (t); t ∈ Tn˜
}
law
=
{
Yk/2,(m˜,n˜)(t); t ∈ Tn˜
}
, (4.47)
so we can rewrite (4.46) as,
P
(
sup
j′∈Tn˜
|Yk/2,(m˜,n˜)((j + 1)′)− Yk/2,(m˜,n˜)(j′)|
ϕn˜((j + 1)′, j′)
(4.48)
≥ (1− ǫ)
√
2Y
1/2
k/2,(m˜,n˜)(d/l)‖2 − ǫ
)
≥ 1− δ3,n˜.
Therefore, it follows from Lemma 3.3 and Remark 3.1 that,
P
(
sup
j′∈Tn˜
|Xk/2((j + 1)′)−Xk/2(j′)|
ϕn˜((j + 1)′, j′)
≥ (1− ǫ)
√
2X
1/2
k/2(d/l) − ǫ
)
≥ ν−k/2m˜,n˜ (1− δ3,n˜). (4.49)
Furthermore, using Lemma 3.2 we see that,
P
(
sup
j′∈Tn˜
|Xk/2((j + 1)′)−Xk/2(j′)|
ϕn˜((j + 1)′, j′)
≥ (1− ǫ)
√
2X
1/2
k/2(d/l) − ǫ
)
≥ (1− δ4,n˜). (4.50)
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where limn˜→∞ δ4,n˜ = 0.
Take an infinite subsequence {n˜i} such that
∑∞
i=1 δ4,ni < ∞. It follows
from the Borel-Cantelli Lemma applied to the complement of the event in
(4.50) that,
lim sup
i→∞
sup
j′∈Tn˜i
|Xk/2((j + 1)′)−Xk/2(j′)|
ϕn˜i((j + 1)
′, j′)
≥ (1− ǫ)
√
2X
1/2
k/2(d/l) − ǫ a.s.
(4.51)
We use (4.30) and the fact that this is true for any ǫ > 0 to get (4.21). This
completes the proof of Theorem 1.1. (1.7).
Lemma 4.1 For any ǫ > 0 we can find a sequence {δn˜}, with limn˜→∞ δn˜ = 0,
such that for all n˜ sufficiently large,
P
(
sup
j′,k′∈Tn˜
η(j′)− η(k′)
ϕn˜(j′, k′)
≥ 1− ǫ
)
≥ 1− δn˜. (4.52)
Proof Note that for 0 ≤ j, j + 1, k, k + 1 ≤ n, j 6= k, it follows from [4,
Lemma 7.2.7], and is easy to check directly that,
E
(
η((j + 1)′)− η(j′)) (η((k + 1)′)− η(k′)) ≤ 0. (4.53)
Therefore,
E
(
(η((j + 1)′)− η(j′)) (η((k + 1)′)− η(k′))) (4.54)
= E
(
η((j + 1)′)− η(j′)) (η((k + 1)′)− η(k′))
+
(
a˜(n˜, m˜)(j+1)′ − a˜(n˜, m˜)j′
) (
a˜(n˜, m˜)(k+1)′ − a˜(n˜, m˜)k′
)
≤ (a˜(n˜, m˜)(j+1)′ − a˜(n˜, m˜)j′) (a˜(n˜, m˜)(k+1)′ − a˜(n˜, m˜)k′) .
Set,
ρj′ =
(
E(η((j + 1)′)− η(j′))2)1/2 = (2
λ
(
1− e−λ/n˜
))1/2
, (4.55)
and consider the stochastic process
ζj′ = ρj′ηj′ +
(
a˜(n˜, m˜)(j+1)′ − a˜(n˜, m˜)j′
)
ξ, j′ ∈ Tn˜, (4.56)
where {ηj′ ; j′ ∈ Tn˜} and ξ are independent standard normal random variables.
Note that,
E(η((j + 1)′)− η(j′))2 = Eζ2j′ , (4.57)
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and by (4.54),
E
(
(η((j + 1)′)− η(j′))(η((k + 1)′)− η(k′)))
≤ Eζj′ζk′ , (4.58)
when j 6= k.
Therefore, by Slepian’s Lemma, for any ǫ > 0,
An˜ := P
(
sup
j′∈Tn˜
η((j + 1)′)− η(j′)
ϕn˜(j′, (j + 1)′)
≥ 1− ǫ
)
≥ P
(
sup
j′∈Tn˜
ζj′
ϕn˜(j′, (j + 1)′)
≥ 1− ǫ
)
. (4.59)
Note for all j′ ∈ Tn˜, by (4.27) and (4.30),
|a˜(n˜, m˜)(j+1)′ − a˜(n˜, m˜)j′ |
ϕn˜(j′, (j + 1)′)
≤ C
n˜1/2
. (4.60)
Consequently,
P
(
sup
j′∈Tn˜
ζj′
ϕn˜(j′, (j + 1)′)
≥ 1− ǫ
)
(4.61)
≥ P
(
sup
j′∈Tn˜
ρj′ηj′
ϕn˜(j′, (j + 1)′)
≥ 1− ǫ+ C
n˜1/4
)
− P (|ξ| ≥ n˜1/4).
Set δn = P (|ξ| > n˜1/4). We see that for all n˜ sufficiently large,
An˜ ≥ P
(
sup
j′∈Tn˜
ρj′ηj′
ϕn˜(j′, (j + 1)′)
≥ 1− ǫ/2
)
− δn. (4.62)
Note that for all j′ ∈ T , by (4.30) and (4.55),
ϕn˜(j
′, (j + 1)′)
ρj′
= (2 log n˜)1/2 +O
(
log n˜
n˜
)1/2
. (4.63)
In addition, using the fact that {ηj′ ; j′ ∈ Tn˜} are independent we have,
P
(
sup
j′∈Tn˜
ηj′ ≥ b
)
= 1−
∏
j′∈Tn˜
P
(
ηj′ < b
)
(4.64)
= 1−
∏
j′∈Tn˜
(
1− P (ηj′ ≥ b))
≥ 1− exp
(
−m˜ e
−b2/2
√
2πb
)
.
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Let
b =
ϕn˜(j, j + 1)
ρj
(1− ǫ/2) (4.65)
= (1− ǫ/2) (2 log n˜)1/2 +O
(
log n˜
n˜
)1/2
,
Using the fact that m˜ ∼ n˜/ log n˜ we see that for ǫ sufficiently small,
exp
(
−m˜ e
−b2/2
√
2πb
)
≤ exp
(
−n˜ǫ/3
)
. (4.66)
Consequently, for all n sufficiently large,
P
(
sup
j′∈Tn˜
ρj′ηj′
ϕn˜ (j′, (j + 1)′)
≥ 1− ǫ/2
)
≥ 1− exp
(
−n˜ǫ/3
)
. (4.67)
Using (4.59) and (4.62) we get (4.52) with δn˜ = δn + exp
(−n˜ǫ/3) .
5 Appendix
Proof of Theorem 3.2 Consider the discussion in the paragraphs containing
(1.2)–(1.5). Let f be a potential for B as in (1.3). It follows from [8, Theorem
6.1] that there exists a transient Borel right process B˜ with state spaceR1∪{∗},
where ∗ is an isolated point, such that B˜ has potential densities,
u˜(x, y) = ûf (x, y) + f(y), x, y ∈ R1 (5.1)
u˜(∗, y) = f(y), and u˜(x, ∗) = u˜(∗, ∗) = 1.
Consequently, it follows from [6, Lemma A.1] that A(m+1, n) is anM−matrix
when f is a potential for B. Since any excessive function is the limit of such
potentials, we see that A(m+1, n) is an M−matrix holds for any excessive f .
It now follows from [3, Lemma 4.2] that for all α > 0, K(m+ 1, n) is the
kernel of an α-permanental process.
Lemma 5.1 Let f be a C2 excessive function for B and let vl, l = 0, 1, . . . ,m,
be as given in (3.17)– (3.19). Then,
vl ≥ 0, l = 0, 1, . . . ,m. (5.2)
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Proof Write,
ρl(f(x)) =
(
1 + e−2λ/n
)
fl/n − e−λ/n
(
f(l+1)/n + f(l−1)/n
)
. (5.3)
It is easy to see that,
ρl(Ce
λx) = ρl(Ce
−λx) = 0, (5.4)
where C is a constant.
Now let f(x) = e−λ|x−y| any fixed y ∈ R1. Clearly,
f(x) =
{
eλxe−λy, x ≤ y
e−λxeλy, x ≥ y . (5.5)
Therefore, if y ≥ (l+1)/n, f(x) = e−λyeλx, when x = (l− 1)/n, l/n, (l+1)/n,
and it follows from (5.4) that in this case ρl(f(x)) = 0. A similar argument
shows that when y ≤ (l + 1)/n, ρl(f(x)) = 0.
Let l = 1, . . . ,m − 1 and suppose that (l − 1)/n ≤ y ≤ l/n. Then, using
(5.5) we see that,
ρl(f(x)) =
(
1 + e−2λ/n
)
e−λl/neλy (5.6)
−e−λ/n
(
e−λ(l+1)/neλy + eλ(l−1)/ne−λy
)
.
Note that when b ≥ a,
e(a−b) = e(b−a) − δ, (5.7)
for some δ ≥ 0. Using this in (5.7) we get,
ρl(f(x)) =
(
1 + e−2λ/n
)
e−λl/neλy (5.8)
−e−λ/n
(
e−λ(l+1)/neλy + e−λ(l−1)/neλy
)
+ e−λ/nδ′
= e−λ/nδ′,
for some δ′ ≥ 0, where we use (5.4) for the last equality.
A similar proof shows that ρl(f(x)) > 0 when l/n ≤ y ≤ (l + 1)/n.
When 0 ≤ y ≤ 1/n,
ρ0(f(x)) := e
−λy − e−2λ/neλy = e−λy
(
1− e−2λ((1/n)−y)
)
≥ 0, (5.9)
and, when (m− 1)/n ≤ y ≤ m/n,
ρm(f(x)) := e
−λ(m/n)eλy − e−λ/neλ(m−1)/n)e−λy (5.10)
= e−λ(m/n)eλy
(
1− e−2λ(y−(m−1)/n)
)
≥ 0.
36
Let
f(x) =
∫ ∞
−∞
e−λ|x−y|h(y) dy, (5.11)
where h ≥ 0. This function can be be written as the limit of functions of the
form,
h(x) =
∑
k
bke
−λ|x−yk| (5.12)
. We have shown that vl(h(x)) ≥ 0 for all 0 ≤ l ≤ m. Therefore, vl(f(x)) ≥ 0
for all 0 ≤ l ≤ m, for all potentials f in (5.11).
If g is a C2 excessive function for B, it follows as in the proof of [8, Theorem
1.11] that we can find a sequence of potential functions fn ↑ g. Therefore,
vl(g(x)) ≥ 0 for all 0 ≤ l ≤ m.
Remark 5.1 We show that the condition vl ≥ 0 requires that f satisfies (1.4).
Consider,
vl =
(
1 + e−2λ/n
)
fl/n − e−λ/n
(
f(l+1)/n + f(l−1)/n
)
. (5.13)
We write,
e−x = 1− x+ x
2
2
− b(x). (5.14)
In this notation,
vl =
(
2− (1− e−2λ/n)
)
fl/n − e−λ/n
(
f(l+1)/n + f(l−1)/n
)
= (1− λ/n) (2fl/n − f(l+1)/n − f(l−1)/n) (5.15)
+
2λ2
n2
fl/n −
λ2
2n2
(
f(l+1)/n + f(l−1)/n
)
+O(1/n3).
We write this last line as,
λ2
n2
fl/n −
λ2
2n2
(
f(l+1)/n − 2fl/n + f(l−1)/n
)
, (5.16)
and see that,
vl =
λ2fl/n − (1− λ/n− λ2/(2n2))n2
(
f(l+1)/n − 2fl/n + f(l−1)/n
)
n2
+O(1/n3).
(5.17)
Let l = x0n, for some 0 < x0 < n. It follows from (5.17) that,
n2vl ∼ λ2f(x0)− f ′′(x0), (5.18)
as n→∞.
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Consider first l = 1, . . . ,m− 1. Recall the numerator of (3.18) which is(
1 + e−2λ/n
)
fl/n − e−λ/n
(
f(l−1)/n + f(l+1)/n
)
. (5.19)
It is easily seen that this is 0 if either f(x) = eλx or f(x) = e−λx in a neighbor-
hood of l/n, hence for any linear combination aeλx+ be−λx in a neighborhood
of l/n.
We now show that (5.19) is ≥ 0 for f(x) = e−λ|x−y| any y ∈ R1. Consider
first the case where y ≤ l/n. Then fl/n = e−λl/neλy. On the other hand since
e−λ|x−y| = min
(
e−λxeλy, eλxe−λy
)
, (5.20)
we have f(l−1)/n ≤ e−λ(l−1)/neλy and f(l+1)/n ≤ e−λ(l+1)/neλy. Thus (5.19) is
≥ the value obtained by taking f(x) = e−λxeλy which we know is 0.
Similarly, if y > l/n. Then fl/n = e
λl/ne−λy, and using (5.20) we have
f(l−1)/n ≤ eλ(l−1)/ne−λy and f(l+1)/n ≤ eλ(l+1)/ne−λy. Thus (5.19) is ≥ the
value obtained by taking f(x) = eλxe−λy which we know is 0.
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