A Diffuse Interface Model of Reactive-fluids and Solid-dynamics by Wallis, Tim et al.
A Diffuse Interface Model of Reactive-fluids and Solid-dynamics
Tim Wallisa,∗, Philip T. Bartonb, Nikolaos Nikiforakisa
aDepartment of Physics, University of Cambridge, Cavendish Laboratory, JJ Thomson Avenue, CB3 0HE, UK
bAWE Aldermaston, Reading, Berkshire, RG7 4PR, UK
Abstract
This article presents a multi-physics methodology for the numerical simulation of physical systems that involve the non-linear
interaction of multi-phase reactive fluids and elastoplastic solids, inducing high strain-rates and high deformations. Each state of
matter is governed by a single system of non-linear, inhomogeneous partial differential equations, which are solved simultaneously
on the same computational grid, and do not require special treatment of immersed boundaries. To this end, the governing equations
for solid and reactive multiphase fluid mechanics are written in the same mathematical form and are discretised on a regular
Cartesian mesh. All phase and material boundaries are treated as diffuse interfaces. An interface-steepening technique is employed
at material boundaries to keep interfaces sharp whilst maintaining the conservation properties of the system. These algorithms
are implemented in a highly-parallelised hierarchical adaptive mesh refinement platform, and are verified and validated using
numerical and experimental benchmarks. Results indicate very good agreement with experiment and an improvement of numerical
performance compared to certain existing Eulerian methods, without loss of conservation.
c© British Crown Owned Copyright 2020/AWE
Keywords: Multi-physics, Multi-phase, Reactive fluids, Elastoplastic Solids, Interface Sharpening, Diffuse interface
1. Introduction
The ability to model systems containing both solid and
reactive-fluid materials is of interest in many industries and aca-
demic disciplines. Examples include applications in explosive
safety, mining, explosive welding, and blast-structure interac-
tion. It is desirable to model materials with different physical
properties and equations of motion in a single framework, as
this ensures full physical interaction between materials and re-
duces the complexity of simulations. Furthermore, these prob-
lems often feature disparate length scales for which it is de-
sirable to use adaptive mesh refinement (AMR) to better focus
computational resources. Eulerian methods are well suited to
problems of this kind, where complex, high strain-rate deforma-
tions can result in large topological changes that conventional
Lagrangian methods cannot resolve. However, previous Eule-
rian methods are not without drawbacks and have challenges
associated with their implementation in higher dimensions and
with AMR. Resolving material boundaries in Eulerian methods
is a non-trivial problem. This is further exacerbated by mate-
rials such as condensed phase explosives that introduce addi-
tional phase boundaries between their reactants and products.
This paper outlines a new method that resolves multi-physics
and multi-materials simultaneously, and is straightforward to
solve on a structured AMR framework.
Most existing Eulerian models capable of simulating fluids
and elastoplastic solids are based on tracking material interfaces
and fall into one of three broad categories:
∗Corresponding author
Email address: tnmw2@cam.ac.uk (Tim Wallis )
• Methods based on homogenised mixed cells and volume-
of-fluid reconstruction, along the lines of the approach
described in [6]. These methods underpin many well-
established and legacy multi-material codes.
• Ghost-fluid methods such as [27, 33, 23, 24]. Introduced
more recently, these methods capture internal boundary
conditions by extending the multi-fluid methods from
[15, 31, 37]. The main drawback of these methods is that
they are non-conservative.
• Cut-cell methods [26, 4]. These methods resolve the ge-
ometry of cells intersected by interfaces and apply a strict
finite volume discretisation.
All of these approaches have the advantage that they maintain
arbitrarily sharp interfaces, but to do so they involve complex
interface reconstructions and mixed cell algorithms. Further-
more, applying load-balancing to these schemes when using
AMR is difficult due to the non-uniform numerical methods.
Robust implementations can therefore be challenging to con-
struct. Some of these difficulties have led to the development
of hybrid approaches such as Arbitrary Lagrangian Eulerian
(ALE) methods and co-simulation methods, based on embed-
ding finite element grids in fluid domains [such as 10]. These
methods are popular for fluid-structure interaction (FSI) prob-
lems, but again introduce the natural complexities of mesh man-
agement associated with Lagrangian methods.
Diffuse interface methods are a practical alternative class
of Eulerian techniques. These methods allow a finite-volume
computational cell to contain a mixture of several different
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materials, and are governed by single set of evolution equa-
tions that encompasses the physics of all the components in
the mixture. These methods are well established for multi-fluid
problems [see for example 1, 32, and references therein], but
have emerged only recently for coupled solid-fluid dynamics
[3, 14, 13, 16]. A particular benefit of diffuse interface models
is that they provide conservation equations for mass, momen-
tum and energy across interfaces. Previous work has shown
that these schemes have the considerable advantage over inter-
face tracking methods in that they can support genuine fluid
mixtures, allowing for the study of phenomena such as cavi-
tation and chemical reaction which rely on physical mixtures
[29]. In diffuse interface methods the complexities of inter-
face interactions and multi-physics are built into the equations
themselves, and only having to solve a single system of evolu-
tion equations removes much of the difficulty of constructing
numerical methods. In the recent model from Barton [3] for in-
stance, which this work builds upon, the numerical methods are
only marginally more complicated than a conventional shock
capturing method for inviscid gas dynamics.
This paper extends the method of Barton [3] to include re-
active fluids by following along the lines of Michael and Niki-
forakis [22]. The resulting model is capable of resolving not
only material boundaries, but also boundaries between material
phases. A practical AMR-based numerical method is detailed,
which includes a recently developed interface sharpening tech-
nique to counter the diffusion of material interfaces and bring
the interface dimensions on par with those of sharp interface
methods. To demonstrate the potential of the method, results
are provided for several challenging tests including a multi-
dimensional simulation of an explosively formed elastoplastic
jet.
2. Governing Theory
This system is based on the Allaire five-equation model [1],
augmented with evolution equations for elastoplastic solids fol-
lowing Barton [3], and reactive, physically mixing fluids fol-
lowing Michael and Nikiforakis [22] (MiNi16). With the base
model of conservation equations in place, the additional multi-
physics components require closure models to convey specific
material behaviour (such as plastic strain rate or reaction rate),
which this work will also outline.
2.1. Evolution equations
In the interests of focusing on multi-physics, only a sum-
mary of the core evolution equations is provided here. Full de-
tails, including the derivation, are outlined by Barton [3]. Ma-
terials are allowed to mix at their interfaces. A material’s con-
tribution to a spatially averaged physical quantity is weighted
by its volume fraction, φ, in that region. This mixing is referred
to as numerical mixing, to distinguish it from the physical mix-
tures produced by detonations. The state of any material l is
characterised by the phasic density ρ(l), volume fraction φ(l),
symmetric left uni-modal stretch tensor V
e
, velocity vector u,
and internal energy E . The model assumes mechanical equi-
librium; materials in a mixture region share a single velocity,
pressure and deviatoric strain. Mixture rules are provided for a
consistent definition of thermodynamically averaged quantities
in these mixture regions. For l = 1, . . . ,N materials:
∂φ(l)
∂t
+
∂φ(l)uk
∂xk
= φ(l)
∂uk
∂xk
(1)
∂ρ(l)φ(l)
∂t
+
∂ρ(l)φ(l)uk
∂xk
= 0 (2)
∂ρui
∂t
+
∂(ρuiuk − σik)
∂xk
= 0 (3)
∂ρE
∂t
+
∂(ρEuk − uiσik)
∂xk
= 0 (4)
∂V
e
i j
∂t
+
∂
(
V
e
i juk − V
e
k jui
)
∂xk
=
2
3
V
e
i j
∂uk
∂xk
− uiβ j − Φi j ,(5)
where E = E + |u|/2 denotes the specific total energy, and
β j = ∂V
e
k j/∂xk. Some multi-physics closure models introduce
a dependence on material history variables such as equivalent
plastic strain, εp(l), and reactant mass fraction, λ(l). For these
materials, additional evolution equations are required:
∂ρ(l)φ(l)α(l)
∂t
+
∂ρ(l)φ(l)α(l)uk
∂xk
= ρ(l)φ(l)α˙(l) . (6)
Here α(l) represents any such history parameter which is ad-
vected and evolved with a material as time progresses. A mate-
rial may have more than one history variable, in which case α
represents a vector.
The system presented here allows for the fully-coupled
multi-physics solution of problems involving the interaction of
elastoplastic solids with reactive fluid mixtures. The extension
to yet more multi-physics applications would follow straight-
forwardly by the inclusion of additional history parameters and
closure relations.
2.2. Thermodynamics
The internal energy E for each material is defined by an
equation-of-state that conforms to the general form:
E(l)
(
ρ(l),T(l), dev (He)
)
= E c(l)
(
ρ(l)
)
+ E t(l)
(
ρ(l),T(l)
)
+E s(l)
(
ρ(l), dev (He)
)
, (7)
where
dev (He) = ln
(
V
e)
(8)
is the deviatoric1Hencky strain tensor and T is the temperature.
The three terms on the right hand side are the contribution due
to cold compression or dilation, E c(l)
(
ρ(l)
)
, the contribution due
to temperature deviations, E t(l)
(
ρ(l),T(l)
)
, and the contribution
due to shear strain E s(l)
(
ρ(l), dev (He)
)
. The cold compression
energy will generally be provided by the specific closure model
for each material, covered in Section 2.3. The thermal energy
is given by
E t(l)(ρ(l),T ) = C
V
(l)
(
T − T 0(l)θD(l)
(
ρ(l)
))
, (9)
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where CV(l) is the heat capacity, T
0
(l) is a reference temperature,
and θD(l)(ρ(l)) is the non-dimensional Debye temperature. The
Debye temperature is related to the Gru¨neisen function, Γ(ρ(l)),
via
Γ(l)(ρ(l)) =
∂ ln θD(l)(ρ(l))
∂ ln
(
1/ρ(l)
) = ρ(l)
θD(l)(ρ(l))
∂θD(l)(ρ(l))
∂ρ(l)
. (10)
The shear energy is given by
E s(l)(ρ(l), dev (H
e)) =
G(l)
(
ρ(l)
)
ρ(l)
J2 (dev (He)) , (11)
where G(ρ) is the shear modulus, and
J2(dev (He)) = tr
(
dev (He) · dev (He)T
)
(12)
is the second invariant of shear strain. This form is chosen such
that the resultant stresses are analogous to Hooke’s law. Bruhns
et al. [8] find that this form provides good empirical agreement
for a range of materials and deformations.
For each component, the Cauchy stress, σ, and pressure, p,
are inferred from the second law of thermodynamics and clas-
sical arguments for irreversible elastic deformations:
σ(l) = p(l)I + dev
(
σ(l)
)
(13)
p(l) = ρ2(l)
∂E(l)
∂ρ(l)
(14)
dev
(
σ(l)
)
= 2G(l) · dev (He) . (15)
Although it might appear that the model describes solid materi-
als, fluids can be considered a special case where the shear mod-
ulus is zero, resulting in a spherical stress tensor and no shear
energy contribution. It is the equation-of-state for each material
that ultimately distinguishes solids from fluids. This formula-
tion lends itself well to diffuse interface modelling where differ-
ent phases that share the same underlying model can combine
consistently in mixture regions.
Mixture rules must be provided to represent the state of
regions containing multiple materials in a thermodynamically
consistent way. The following mixture rules are applied [22, 1,
3]:
1 =
N∑
l=1
φ(l) (16)
ρ =
N∑
l=1
φ(l)ρ(l) (17)
ρE =
N∑
l=1
φ(l)ρ(l)E(l) (18)
G =
∑N
l=1
(
φ(l)G(l)(ρ(l))/Γ(l)
)∑N
l=1
(
φ(l)/Γ(l)
) (19)
c2 =
∑N
l=1
(
φ(l)Y(l)c2(l)/Γ(l)
)
∑N
l=1
(
φ(l)/Γ(l)
) (20)
where c is the sound speed and Y(l) =
φ(l)ρ(l)
ρ
is the mass fraction.
1 For any N × N matrix M, dev (M) := M − 1N tr(M)I denotes the matrix
deviator, tr(M) denotes the trace, and I denotes the identity matrix.
2.3. Closure models
It can be seen that, by writing the internal energy in the form
outlined, equation (14) can be written in the form:
p(l) = pref,(l) + ρ(l)Γ(l)
(
E(l) − Eref,(l)) . (21)
Here, Eref,(l) = E c(l) +E
s
(l) and pref,(l) = ρ
2
(l)
∂Eref,(l)
∂ρ(l)
. This is the form
of the standard Mie-Gru¨neisen equation-of-state. This encom-
passes a wide range of different materials, not limited to solids,
depending on the choice of the reference curves Eref,(l)(ρ(l)),
pref,(l)(ρ(l)), and Γ(l)(ρ(l)). These additional freedoms incorpo-
rate thermal, compaction and shear effects. For example:
• Eref,(l) = pref,(l) = 0, Γ(ρ) = Γ0 = γ − 1 gives the ideal gas
law, used for relatively simple gases such as air.
• pref,(l) = −γp∞, Eref,(l) = e∞, Γ(ρ) = Γ0 = γ − 1 gives
the stiffened gas equation of state, used to model denser
fluids such as water.
• Γ(ρ) = Γ0 = γ − 1 and
pref,(l)(ρ(l)) = Ae−R1
ρ0
ρ(l) + Be−R2
ρ0
ρ(l) (22)
Eref,(l)(ρ(l)) =
A
R1ρ0 e
−R1 ρ0ρ(l) +
B
R2ρ0 e
−R2 ρ0ρ(l) (23)
gives the JWL equation-of-state, widely used for con-
densed phase explosives or reaction products [22].
• Γ(ρ) = Γ0 = γ − 1 and
Eref,(l)(ρ(l)) =
K0
2ρ(l)α2
((
ρ(l)
ρ0
)α
− 1
)
+ E s(l) (24)
G(ρ(l)) = G0
(
ρ(l)
ρ0
)β+1
(25)
pref,(l)(ρ(l)) = ρ2(l)
∂Eref,(l)
∂ρ(l)
(26)
gives the Romenskii equation-of-state, used for elastic
solids [12].
2.3.1. Reactive Fluids
The reactive components considered in this work do not
model the specific chemistry of any given reaction, rather
the approach will be to model the effects on the continuum
scale. As such, following Michael and Nikiforakis [22], reac-
tive species are modelled as a fluid mixture, with this mixture
being treated as one material for the purposes of bookkeeping.
In this mixture, ‘reactants’ will turn to ‘products’ in a simple
one-step exothermic reaction:
R→ P . (27)
This reactive mixture is referred to as a physical mixture to
distinguish it from the numerical mixtures inherent in diffuse
interface schemes. This distinction is drawn as both the ori-
gin (physical reactive source terms) and the length scale of the
mixing are different. It is assumed for simplicity that physical
c© British Crown Owned Copyright 2020/AWE 3
mixtures are composed of two components, α and β, each of
which may be governed by different equations-of-state with dif-
ferent parameters. The progress of the reaction will be tracked
by following the reactant mass fraction, λ; when only reactants
are present λ = 1, and when λ = 0 the reaction has fully con-
verted reactants to products. Mixture rules for mass fraction
and internal energy must be provided to relate how these two
components combine in mixture regions [22]:
1
ρ(l)
=
λ(l)
ρα
+
1 − λ(l)
ρβ
(28)
E(l) = λ(l)Eα + (1 − λ(l))Eβ (29)
This exothermic reaction powers detonation waves. The en-
ergy input will generally arise by including the reaction energy
as a term in the energy of the products:
Eref,(l) → Eref,(l) − Q , (30)
where Q is the energy released by the reaction. The rate at
which this reaction occurs is defined by the choice of reaction
rate law. For example, this could be given by the Arrhenius rate
law:
λ˙ = kλ = Ae−
Ea
RT λ , (31)
where k is the reaction rate in s−1, A is the so-called ‘pre-
exponential factor’, Ea is the activation energy, R is the univer-
sal gas constant and T is the temperature of the mixture. This
equation can equally be written:
λ˙ = Aλe−
Tref
T , (32)
where Tref is an activation temperature. Other rate laws will
also be considered. This equation will be included to track the
mixture mass fraction as it evolves:
∂ρ(l)φ(l)λ(l)
∂t
+
∂ρ(l)φ(l)λ(l)uk
∂xk
= ρ(l)φ(l)λ(l)Ae
− TrefT(l) . (33)
The temperature is taken to be
T(l) =
p − pref,(l)
ρ(l)Γ(l)CV(l)
, (34)
where CV is the specific heat at constant volume for the mate-
rial. The sound speed in a physical mixture is also calculated
using the reactant mass fraction weighted form from Michael
and Nikiforakis [22]:
c2mix,(l) =
p
ρ2(l)
−
(
∂E(l)
∂ρ(l)
)
p(
∂E(l)
∂p
)
ρ(l)
(35a)
(
∂E(l)
∂p
)
ρ(l)
= λ(l)
(
∂Eα
∂p
)
ρ(l)
+ (1 − λ)
(
∂Eβ
∂p
)
ρ(l)
(35b)(
∂E(l)
∂ρ(l)
)
p
= λ(l)
(
∂Eα
∂ρα
)
p
(
∂ρα
∂ρ(l)
)
p
+ (1 − λ)
(
∂Eβ
∂ρβ
)
p
(
∂ρβ
∂ρ(l)
)
p
.
(35c)
2.3.2. Plasticity
The introduction of plasticity through the source term Φ fol-
lows the method of convex potentials (see for example [28]) and
is therefore thermodynamically compatible. In this approach,
the von Mises yield criterion forms the scalar potential which
leads to the plastic flow rule:
Φ = χ
√
3
2
dev (σ)
||dev (σ)||V
e
. (36)
The plastic flow rate χ is a closure model and must be suitable
for arbitrary mixtures. For a mixture of N materials:
χ =
∑N
l=1
(
φ(l)χ(l)(ρ(l))/Γ(l)
)∑N
l=1
(
φ(l)/Γ(l)
) . (37)
If any material is does not obey a plasticity model, that material
contributes χ(l) = 0.
The form of χ relates the particular material flow model.
This paper considers both ideal plasticity, where χ is a Heavi-
side function such that the relaxation is non-zero only when the
stress exceeds the yield surface σY :
χ(l) = χ
0
(l)H

√
3
2
||dev(σ)(l)|| − σY
 , (38)
and the rate sensitive isotropic work-hardening plasticity out-
lined by Johnson and Cook [19]:
χ(l) = χ
0
(l) exp
 1C

√
3
2 ||dev
(
σ(l)
) ||
σY
(
εp,(l)
) − 1

 , (39)
where χ0 > 0 is the reference plastic strain-rate and the constant
C controls the rate dependency. In the Johnson and Cook model
the yield stress is given by:
σY
(
εp,(l)
)
= c1 + c2(εp,(l))n , (40)
where c1, c2 and n are material dependent constants. This yield
surface is a function of the accumulated plastic strain, εp, mak-
ing it necessary to add an additional evolution equation to the
system to advect and evolve the plastic strain:
∂ρ(l)φ(l)ε(l),p
∂t
+
∂ρ(l)φ(l)ε(l),puk
∂xk
= ρ(l)φ(l)χ(l) . (41)
Using the Johnson-Cook model in this way results in a vis-
coplastic flow rule, where plastic deformations can accumulate
from the onset of loading. Note however that the parameter C
is usually small such that χ(l)  χ0(l) for stresses much below
the characteristic stress. Indeed, as C → 0 the plastic flow be-
comes rate independent and the stress becomes bounded by a
yield surface.
3. Numerical Approach
The model is solved on a Cartesian mesh with local res-
olution adaptation in space and time. This is achieved using
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the AMReX software from Lawrence Berkeley National Lab-
oratory [40], which includes an implementation of the struc-
tured adaptive mesh refinement (SAMR) method of Berger and
Colella [7] for solving hyperbolic systems of partial differential
equations (PDEs) of the form of equation (42). In this approach,
cells of identical resolution are grouped into logically rectangu-
lar sub-grids or ‘patches’. Refined grids are derived recursively
from coarser ones, based upon a flagging criterion, to form a
hierarchy of successively embedded levels. All mesh widths on
level l are rl-times finer than on level l − 1, i.e. ∆tl := ∆tl−1/rl
and ∆xl := ∆xl−1/rl with rl ∈ N, rl ≥ 2 for l > 0 and r0 = 1.
The numerical scheme is applied on level l by calling a single-
grid update routine in a loop over all patches constituting the
level. The discretisation of the constitutive models does not dif-
fer between patches or levels, so for clarity the method shall be
described for a single sub-grid. Cell centres are denoted by the
indices i, j, k ∈ Z and each cell Cli jk has the dimensions ∆xli jk.
The system of equations can be written compactly in vector
form by separating it into various qualitatively different parts:
a conservative hyperbolic part for each spatial dimension, non-
conservative terms from the volume fraction and stretch tensor
updates, a source term due to plastic flow, a source term due to
reactive species, and a source term to account for geometrical
effects. This can be written as:
∂q
∂t
+
∂gk
∂xk
= snon-con. + sp + sr + sg . (42)
Subject to the closure relations previously outlined, this is given
by:
∂
∂t

φ(l)
φ(l)ρ(l)
φ(l)ρ(l)λ(l)
φ(l)ρ(l)εp,(l)
ρui
ρE
V
e
i j

+
∂
∂xk

φ(l)uk
φ(l)ρ(l)uk
φ(l)ρ(l)λ(l)uk
φ(l)ρ(l)εp,(l)uk
ρuiuk − σik
ρEuk − uiσik
V
e
i juk − V
e
k jui

+ · · · (43)
=

φ(l)
∂uk
∂xk
0
0
0
0
0
2
3V
e
i j
∂uk
∂xk
− ui ∂V
e
k j
∂xk

+

0
0
0
φ(l)ρ(l)ε˙p,(l)
0
0
Φi j

+

0
0
φ(l)ρ(l)λ˙(l)
0
0
0
0

+ sg (44)
When considering cylindrical symmetry, the conservative vari-
ables and geometrical term are given by:
q =

φ(l)
φ(l)ρ(l)
φ(l)ρ(l)λ(l)
φ(l)ρ(l)εp,(l)
ρur
ρuz
ρE
V
e
i j

, sg = −1r

0
φ(l)ρ(l)ur
φ(l)ρ(l)λ(l)ur
φ(l)ρ(l)εp,(l)ur
ρu2r − σrr + σθθ
ρuzur − σrz
ρEur − (urσrr + uzσzr)
1
3V
e
i jur − δiθV
e
i jur

.
(45)
The inhomogeneous system is integrated for time intervals
[tn, tn+1] where the time-step ∆t = tn+1−tn is chosen to be a frac-
tion of the global maximum allowable time step required for
stability of the hyperbolic update method. For high strain-rate
or highly reactive applications, the plastic relaxation or reac-
tions can occur over smaller time scales, which can lead to local
stiffness. To address this issue, without resorting to forecasting
stiff zones and resolving the time scales of irreversible physical
processes, Godunov’s method of fractional steps is used, where
the hyperbolic part is updated first, followed by serially adding
in contributions from each source term:
∂q
∂t
= −∂gk
∂xk
+ snon-con. IC: qn
∆t
=⇒ qI (46)
∂q
∂t
= sx IC: qI
∆t
=⇒ qF , (47)
where the result of the each step is used as the initial condition
(IC) for the next. Here sx = sp, sr, sg. Once all source terms
have been added, the last qF becomes qn+1.
3.1. Hyperbolic update
Employing the method of lines and replacing the spatial
derivatives with a conservative approximation, the hyperbolic
system can be written
d
dt
qi jk +Di jk (q) = 0, (48)
where qi jk represents the vector of conservative variables stored
at cell centres, and
Di jk := 1
∆x1i jk
(˜
g1i+1/2, jk − g˜1i−1/2, jk
)
+
1
∆x2i jk
(˜
g2i, j+1/2,k − g˜2i, j−1/2,k
)
+
1
∆x3i jk
(˜
g3i j,k+1/2 − g˜3i j,k−1/2
)
− snon-con.,i jk, (49)
where g˜lm±1/2, for m = i, j, k, are the cell wall numerical flux
functions. The numerical fluxes are computed through suc-
cessive sweeps of each spatial dimension and summed accord-
ing to equation (49). Fluxes are computed using the HLLD
solver from Barton [3]. To achieve higher order spatial accu-
racy the initial conditions for the Riemann solver are taken to
be MUSCL reconstruction of cell centred primitive variables. It
should be noted that this procedure is generally carried out on
the conservative variables; this work instead follows Johnsen
and Colonius [18], who showed that, for multi-material prob-
lems, reconstruction of the primitive variables leads to fewer
oscillations around interfaces. An artificial interface recon-
struction is applied to reduce numerical diffusion around inter-
faces. This is achieved using the Tangent of Hyperbola IN-
terface Capturing (THINC) method: an algebraic interface re-
construction technique that fits a hyperbolic tangent function
to variables inside a cell. In contrast to Barton [3] who used
the original THINC method of Xiao et al. [38], the more re-
cent MUSCL-BVD-THINC scheme of Deng et al. [11] is em-
ployed. This more recent scheme provides an additional check
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to minimise oscillations by comparing the reconstructed state’s
cell boundary variation with the previously calculated MUSCL
reconstruction. THINC-reconstructed states are only accepted
when their total boundary variation is lower than that of the
MUSCL scheme alone. This algorithm is provided in Appendix
A for convenience. The non-conservative source terms that re-
sult from the volume fraction and deformation tensor updates
are added in the hyperbolic step following a procedure similar
to that used by several authors [22, 1, 3]. To achieve a higher
temporal resolution in the update of the hyperbolic terms, a sec-
ond order Runge-Kutta time integration is used.
q(1) = qn − ∆tD (qn) (50)
q(2) = q(1) − ∆tD
(
q(1)
)
(51)
qI =
1
2
qn +
1
2
q(2) . (52)
3.2. Plastic update
The plastic update is performed after the hyperbolic step
as detailed above. The potentially stiff ODEs governing the
plasticity evolution are solved using an analytical technique as
detailed by Barton [3], which reduces the problem to a single
ODE for each material in a given cell. The algorithm can be
summarised as follows:(
V
e)F
= exp
(
dev (He)F
)
(53)
dev (He)F =
JF
JI dev
(
He
(
V
eI
))
(54)
JF =
∑N
l=1
(
φ(l)/Γ(l)
)JF(l)∑N
l=1 φ(l)/Γ(l)
(55)
R
(
JF(l)
)
= JF(l) −JI(l) + ∆t
√
3
2
χ(l)
(
JF(l) , εFp(l)
(
JF(l)
))
(56)
The last objective equation is solved using a simple bisection
algorithm between the limits JF(l) ∈ [0 : JI(l)]. As a result
numerical error the stretch tensor to lose its symmetry and uni-
modular properties. To mitigate this, at the end of every time
step, the symmetry must be reinstated by evaluating
V
e ←
√
V
e
V
eT
(57)
It is necessary to evaluate this algorithm, at least in part, every-
where in a problem irrespective of whether a material adheres
to a plasticity law or not, since the algorithm encompasses the
enforcement of equation (57) to ensure that the stretch tensor
remains symmetric, and the condition V
e
= I is true for fluids.
The implementation of this algorithm by Barton [3] employs
singular value decomposition (SVD) so that equation (53) and
equation (54) are evaluated exactly. Since SVD is relatively ex-
pensive, this part of the overall numerical scheme constitutes a
primary overhead. To alleviate this computational burden, the
following modifications are made.
Firstly, prior to proceeding with the algorithm the volume
fractions are interrogated to check if a cell contains all or pre-
dominantly fluid materials, in which case the condition V
e
= I
is enforced directly. This simple additional step makes a pro-
found difference for problems where fluids occupy large regions
of a problem, but adds negligible cost to the original method.
Secondly, the logarithmic strain tensor in equation (54) is
evaluated using a variant of the approximation by Bazˇant [5]:
dev (He) ≈ 1
2
He
(1)
B
(
V
e
V
eT
)
, (58)
where
He
(m)
B
(
V
e)
=
1
2m
(
V
em − Ve−m
)
, (59)
and the invariants evaluated from this in turn; the exponential
matrix in equation (53) is evaluated using the first Pade´ approx-
imant:
(V
e
)n+1 ≈
(
1 − 1
2
dev (He)n+1
)−1 (
1 +
1
2
dev (He)n+1
)
. (60)
The approximation of the strain was proposed in Barton [3] but
was used only where stresses are computed for the numerical
flux functions. Use of the first Pade´ approximate is found to
be sufficient over second or higher variants since the second
norm of He is known a priori to not exceed sufficiently small
values for the materials of interest. These approximations avoid
the use of a SVD, and the algorithm reduces to simple matrix
operations. Further efficiency can be achieved noting V
e
and
dev (He) are unimodular, meaning their inverses are equivalent
to their cofactor, the evaluation of which avoids computing the
determinant.
3.3. Reactive update
The potentially stiff reactive update consists of solving the
equation:
d
dt
(
ρ(l)φ(l)λ(l)
)
= ρ(l)φ(l)λ˙(l) . (61)
A second order Runge-Kutta integration was used for this task.
In the course of computation it is necessary to be able to convert
between the primitive variables and the conservative variables,
of which the only non-trivial conversion is between p and E.
This requires knowledge of the mixture phase densities ρα and
ρβ. As only the total phase density of the mixture is evolved,
a non-linear root finding procedure is required to define these
component densities before the conversion can be performed.
The outline of this root finding procedure is included in Ap-
pendix B. In this work, only a single physical mixture species is
considered in a simulation, as including more than this requires
an unstable multi-dimensional root finding procedure. Once
these component densities are defined, the conversion may be-
gin. Starting with the single-phase equations of state:
p(l) = pref,(l) + ρ(l)Γ(l)
(
E(l) − Eref,(l)) , (62)
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Figure 1: A detonation wave impacting an elastoplastic solid, transmitting a
shock wave. This test was used by Schoch et al. [33] in a sharp interface con-
text, and this paper’s results in a purely diffuse interface scheme agree well
this author’s results. The images are taken at t = -10, 0, 0.4, 19.5 µs after the
collision and show −σxx. This test demonstrates the ability of the model to
simultaneously handle reactive fluid mixtures and elastoplastic solids.
the mixing rule for internal energy, equation (29), gives:
ρE =
N∑
l=1
ρ(l)E(l)
=
 ∑
Non-mixtures, x
φxρxEx
 + ∑
Mixtures, y
φy
(
ρyλyEα,y + ρy(1 − λy)Eβ,y
) . (63)
Pressure equilibrium assumptions then allow these equations to
be combined, to allow ρE to be calculated from p:
ρE =
 ∑
Non-mixture, x
φx
(
(p − pref,x)
Γx
+ Eref,x
) + (64)
φy
(
ρyλy(p − pref,α)
ραΓα
+
ρyλyEref,α
ρα
+ (65)
ρy(1 − λy)(p − pref,β)
ρβΓβ
+
ρy(1 − λy)Eref,β
ρβ
)
.
Alternatively, the equation can be rearranged to find p from ρE :
p =
1∑
x
φx
Γx
+
φyρyλy
ραΓα
+
φyρy(1−λy)
ρβΓβ
[
ρE + · · ·
∑
x
φx
(
pref,x
Γx
− Eref,x
) + · · ·
φy
(
λyρy pref,α
ραΓα
− ρyλyEref,α
ρα
+ · · ·
(1 − λy)ρy pref,β
ρβΓβ
− ρy(1 − λy)Eref,β
ρβ
) ]
. (66)
Figure 2: Comparison with experiment [34] for the LX-17 rate stick test. Good
agreement is observed with experimental values, and a marked difference be-
tween confined and unconfined detonation velocity is seen.
4. Validation and Evaluation
4.1. One Dimensional Test
The interaction of reactive fluids with elastic solids was ex-
amined to ensure this multiphase aspect can be handled by this
scheme. A one-dimensional test employed by Schoch et al. [33]
was considered. This test involves a detonation wave travel-
ling through a multiphase explosive and then hitting a slab of
purely elastic copper. Here, x = [0, 0.4] m, CFL = 0.9 and
N = 4000. The initial conditions are quiescent copper occupy-
ing the region x < 0.15 m with explosive occupying the rest of
the domain. The solid is governed by the Romenskii equation-
of-state, with the parameters ρ0 = 8930 kgm−3, K0 = 136.5
GPa, G0 = 39.4 GPa, Γ0 = 2, α = 1 and β = 3. The explosive
used is the idealised multiphase mixture used by Schoch et al.
[33]. The reactants are governed by a stiffened gas equation-of-
state with γ = 4.0, p∞ = 1.0 GPa with a density of 1600 kgm−3,
and the products are governed by an ideal gas equation-of-state
with γ = 3.0. The reaction rate law used by Schoch et al. [33]
is a simplified mass fraction based law. In terms of this model,
this law can be expressed as:
λ˙ = k
√
λ , (67)
where k = 2 × 106 s−1. The reaction energy is Q = 3.68 ×
106 Jkg−1. To ignite the detonation wave, the region 0.35 < x <
0.40 m has a pressure of 109 Pa, with the rest of the domain
having a pressure of 105 Pa.
Figure 1 shows this test. A correct, stable interaction be-
tween the fluid detonation wave and the quiescent copper was
observed, matching the sharp interface results of Schoch et al.
[33].
4.2. Confined Rate Stick Test
Similar to the previous test is the confined rate stick test,
commonly used to assess reactive models [2], [22]. This test
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Figure 3: Pressure (top), density and AMR patches (bottom) in the 20 mm LX-17 confined rate stick test. This image is taken at 1.55 ×10−5 s. This test demonstrates
the both the AMR working correctly and the dual multi-physics capabilities of plasticity and reactive fluids working simultaneously.
features a cylinder of the condensed phase explosive LX-17 sur-
rounded by an elastoplastic copper container. This scenario is
then compared to the unconfined case where the explosive is
surrounded by air. LX-17 is a slightly non-ideal explosive, so a
difference in the confined and unconfined steady state detona-
tion velocities is observed experimentally [34].
The explosive’s products and reactants are governed by the
JWL equation-of-state previously outlined. The reactants have
the parametersA = 7.781×1013 Pa, B = −5.031×109 Pa, R1 =
11.3, R2 = 1.13, Γ = 0.8938, CV = 1305.5 Jkg−1K−1 and the
products have the parameters A = 14.8105 × 1011 Pa, B =
6.379 × 1010 Pa, R1 = 6.2, R2 = 2.2, Γ = 0.5, CV =
524.9 Jkg−1K−1 [35, 36, 17]. The detonation energy is given
by Q = 3.94 × 106 Jkg−1.
The ignition and growth rate law was used to describe the
explosive. More details of the use of this rate law for LX-17 are
outlined in Tarver [36]. This is a three-stage rate law, based on
phenomenological experience of how detonations in condensed
phase explosives evolve. The rate can be expressed as:
λ˙ = I(1 − F)b
(
ρ
ρ0
− 1 − a
)x
H(Fig − F) (68)
+G1(1 − F)cFd pyH(FG1 − F)
+G2(1 − F)eFg pzH(F − FG2 )
where F = 1 − λ is the reacted fraction and H is the
Heaviside function. Other parameters are material dependent
constants, given in this case by I = 4 × 1012 s−1, G1 =
4500 GPa−3s−1, G2 = 0.3 × 106 GPa−1s−1, a = 0.22, b =
0.667, c = 0.667, d = 1, e = 0.667, x = 7, y = 3, z =
1, Fig = 0.02, FG1 = 0.8, FG2 = 0.8 and ρ0 = 1905 kgm
−3.
A cylindrically symmetric domain was used for these tests,
with a reflective boundary condition on the axis. A CFL num-
ber of 0.4 was used. The explosive cylinder had a radius vary-
ing from r0 = 4 to 20 mm, with a domain of r = [0, 2r0],
z = [0, 10r0]. AMR is required for this test, as the resolution of
the detonation front is crucial in measuring accurate detonation
velocities. Four refinement levels each with a refinement factor
of 2 and base resolution of 24 × 160 are used, giving an effec-
tive resolution of 384 × 2560. Criteria are needed to choose
where the spatial grid should be refined in order to reduce er-
ror and preserve flow features. A difference-based approach is
taken, where when the fractional change in a refinement vari-
able between a cell and its neighbour is larger than a specified
amount, those cells are tagged for refinement in the procedure
outlined previously. Generally this flagging is performed on the
variables φ(l), φ(l)ρ(l), ui, and p.
The solid was described by the Romenskii equation-of-state
with the parameters laid out in Section 4.1, with a yield stress of
σy = 0.07GPa. The air, when used, was described by an ideal
gas with γ = 1.4.
The detonation was started by a booster region at the end
of the cylinder with a pressure of 27 × 109 Pa and a thickness
of 0.5r0, with the other materials at atmospheric pressure. The
explosive is initialised with a density of ρ = ρ0 = 1905 kgm−3.
It is worth reiterating here that this test is performed with all
materials having diffuse interfaces between them. There is no
use of level sets, only the THINC algorithm to keep the appro-
priate interfaces sharp. This contrasts the mixed approach used
by both Schoch et al. [33] and Michael and Nikiforakis [23]
Figure 2 shows the results of several confined and uncon-
fined rate stick tests with comparison against experiment [34].
The results are non-dimensionalised following the procedure in
Ioannou et al. [17]. The results show good agreement with the
experimental values, validating the reactive part of the model.
Figure 3 shows the r0 = 20 mm confined test for reference. This
test shows good qualitative agreement with previous numerical
rate stick tests, such as the strong confinement case of Banks
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et al. [2] and Michael and Nikiforakis [22]. The THINC recon-
struction maintains sharp interfaces, even when using AMR.
4.3. Explosive filled copper vessel
To more rigorously test the coupling of the explosive and
elastoplastic solids and the ability of the THINC algorithm to
maintain sharp interfaces over large deformations, the ‘explo-
sive filled cooper vessel’ tests from Schoch et al. [33] were con-
sidered. This test is commonly employed in detonation studies,
and appears in a variety of forms [25], [22], [23].
Both the booster- and flyerplate-ignited versions of this
test were considered. A cylindrically symmetric domain of
r = [0, 20] cm, z = [0, 40] cm was used, with a CFL number
of 0.4 and a resolution of N = 400 × 800. The initial condi-
tions for the flyerplate version of this test are set out in Figure
4. The domain consists of a copper can filled with explosive,
surrounded by air. In the test with the flyerplate, a partition is
included in the centre of the can and the plate hits the can at 400
ms−1. For the booster ignited version, the partition is removed
and the detonation is started by a 1 cm thick booster region with
a pressure of 109 Pa.
The explosive here is the same idealised explosive as was
used in the one-dimensional reactive test and the copper is
again governed by the Romenskii equation-of-state. Follow-
ing Schoch et al. [33], this test uses ideal plasticity with a yield
stress of σY = 0.07 GPa.
Figure 4 shows how the pressure and density progressed
through the flyerplate test. This method recovers the same be-
haviour as that found by Schoch et al. [33]; the shock is able to
pass through the solid partition and reignite on the other side, a
demonstration of the full multi-physics coupling of this model.
Figure 6 shows the percentage mass change for the solid
phase in the booster ignited test, compared to the results ob-
tained by Schoch et al. [33]. The method presented here out-
performed the Ghost Fluid method at all resolutions tested.
This is due to the intrinsic conservation errors in sharp inter-
face methods that this scheme avoids. On top of this, Figure 5
shows how the THINC reconstruction helps to reduce numer-
ical diffusion; evidently this is required when the copper con-
finer undergoes such large deformations.
4.4. Hemispherical Indentation Tests
To strenuously test all parts of the model, the final test con-
sidered is an explosively-initiated shock colliding with a hemi-
spherical indentation in copper. This test has been performed
experimentally [20] and numerically [30, 9], making it a suit-
able candidate for validation. Experimental research [20, 21]
has found that the problem has the benefit of being charac-
terised by the radius of the indentation, if material parameters
are kept constant, allowing for straight forward comparison be-
tween tests. When the shock hits the hemispherical indenta-
tion, the resulting converging wave causes a very high speed (≈
Mach 10), high deformation, thin spike to jet out from the metal
surface. Experimentally, the shock is generated by the detona-
tion of an explosive below the metal. Previous numerical sim-
ulations have instead imposed shock conditions on the metal
Test Jet Velocity /kms−1 Jet Radius /mm
4mm Radius
Experimental [20] 2.5 0.8
This work 2.58 ± 0.05 0.85 ± 0.09
Sambasivan et al. [30] - -
Cooper et al. [9] 2.03 ± 0.14 0.75
15mm Radius
Experimental [20] 2.7 3.0
This work 2.77 ± 0.02 3.07 ± 0.47
Sambasivan et al. [30] 2.75 2.9
Cooper et al. [9] 2.52 ± 0.12 2.4
Table 1: Results of the hemispherical indentation test from different sources
for two different radii: 4mm and 15mm. Excellent agreement with previous
simulation and experimental work is seen for the work at hand.
without the use of an explosive. This work includes both this
and a multiphase explosive to drive the shock, with the multi-
physics approach enabling the full experimental set-up to be
modelled.
The thin jet is also a good test of the interface capturing
method, and this work’s results can be compared to those of
Sambasivan et al. [30] who performed this test with a Ghost
Fluid method.
The copper in these tests used the Romenskii equation of
state previously outlined, but now following the Johnson and
Cook plasticity model (39) with the parameters C = 0.025, c1 =
0.4 GPa, c2 = 0.177 GPa, n = 1.0 and χ0 = 1.0 s−1. The air was
an ideal gas with γ = 1.4, and the explosive was the idealised
condensed phase explosive used in the confined rate stick test,
now following the Arrhenius reaction rate to demonstrate the
capability of the model to handle more complex reaction rates.
This rate law is given by:
λ˙ = Aλe−
Tref
T , (69)
with A = 2.6 × 106, Tref = 210 K, and a detonation energy
Q = 5 × 106Jkg−1.
Two radii were considered: 4mm and 15mm. The 15mm
test used the full multi-phase explosive ignition and is shown in
Figure 9a. The 4mm test uses the simple shocked metal initial
conditions and is shown in Figure 8.
The initial conditions for these tests are outlined in Figure
7. Both tests employed a cylindrically symmetrical domain. In
the 4mm test, the shock is started by accelerating the bottom of
the domain to 1000 ms−1 and in the 15mm test the explosive
is ignited by a 1mm booster region with a pressure of 1 GPa
at its base. Adaptive mesh refinement is used in both of these
tests, with a base mesh of 64×560 and one level of refinement
for the 4mm test, and a base mesh of 24×352 and two levels of
refinement for the 15mm test. A CFL number of 0.4 was used
for these tests.
Table 1 shows how these numerical tests compare with pre-
vious results in terms of the radius and initial velocity of the jet
produced.
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Figure 4: The Schoch et al. [33] shock-induced copper can test. The images are taken at t = 5, 10, 19.5, 29, 33.5 and 54.5 µs, chosen to correspond to the results
of Schoch et al. [33]. In each frame, the top shows the pressure and the bottom shows the density. This test demonstrates a full coupling of the elastoplastic and
reactive mixture components of the model, showing good agreement with the sharp interface results of Schoch et al. [33]
Figure 5: A comparison of THINC reconstruction and no reconstruction for the solid volume fraction profile of the Schoch et al. [33] can test at 40 µs. The black
points show the THINC profile and the blue points show the no reconstruction profile.
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Figure 6: The percentage solid mass loss over the course of the Schoch explo-
sive can test for different spatial resolutions. Data obtained by Schoch et al.
[33] is plotted as points and this paper’s data is plotted as lines. Corresponding
colours represent the same resolution of test. In all cases, the mass loss incurred
by this model is significantly lower than that of Schoch et al. [33].
Explosive
Booster
Solid
Air
1 mm
24 mm
75 mm
250 mm
15 mm
25 mm
Solid
Shock
Air
1 mm
9 mm
40 mm
4 mm
6 mm
Figure 7: (left) multi-physics and (right) simple shock initial conditions for the
hemispherical indentation test.
Figure 8: Experimental comparison with the work of Mali [20] for the 4mm
indentation test. Images are taken at 4, 8, 16 and 20 mus.
Figure 8 shows the 4mm test alongside experimental images
from Mali [20]. Good qualitative agreement is seen, backed up
by the quantitative agreement in Table 1 for the jet radius and
velocity. Figure 9a shows 3D images of the 15mm test, show-
ing the pressure in the solid and explosive, and a numerical
schlieren of the shock waves in the surrounding air. Addition-
ally, Figure 9b shows the effect of the THINC interface sharp-
ening. The jet is longer and wider, its interfaces are sharper and
shock waves in the surrounding air are captured earlier, all for
the same resolution.
5. Conclusion
In this work, a multi-material, multi-phase, multi-physics
diffuse interface scheme with crisp material interfaces has been
created and numerically validated against experiment and previ-
ous simulations. This was accomplished by combining diffuse
interface elastoplastic methods, reactive fluid mixture methods,
and THINC interface reconstruction techniques. This com-
bined system solves the same set of equations over the entire
domain, with all materials being defined globally, without the
need for a dividing level set. The model is general, capable of
handling an arbitrary number of materials that obey the broad
class of Mie-Gru¨neisen equations of state in three dimensions,
some of which can be reactive fluid mixtures. This enables the
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(a) The 15mm radius hemispherical indentation test. The images show the pressure in the explosive and solid,
and a numerical schlieren of the density in the surrounding air. The images are taken at 0, 15, 30, 40, 60 and
60 µs.
(b) A comparison of no reconstruc-
tion (left) and THINC reconstruc-
tion (right) for the 15mm radius
hemispherical indentation test. A
clear difference in the ability of the
model to capture the thin jet is ob-
served.
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simulation of complex multi-material reactive problems, which
have many valuable applications. Simulations of this form
have previously been facilitated with unphysical co-simulation
techniques, or non-conservative sharp interface methods. This
method is fully coupled and more conservative than sharp inter-
face methods developed in recent times.
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Appendix A. THINC Reconstruction Algorithm
The THINC algorithm models a thermodynamic quantity q
in a cell i near an interface as obeying a tanh profile, given by:
qi(x)THINC = qmin +
qmax
2
1 + θ tanh β  x − xi− 12xi+ 12 − xi− 12 − x0
 .
(A.1)
Here qmin = min(qi−1, qi+1), qmax = max(qi−1, qi+1) − qmin,
θ = sgn(qi+1 − qi−1) and β is a parameter that controls the thick-
ness of the interface. x0 is the unknown interface location as
a fraction of the cell width, such that when x0 = 0 the inter-
face lies at xi− 12 , and when x0 = 1 it lies at xi+ 12 . This interface
location is found by solving
qi =
1
∆x
∫ xi+ 12
xi− 12
qi(x)THINC dx . (A.2)
Using this form also ensures conservation of the variable. The
cell-edge values are computed as
qLi = qmin +
qmax
2
(1 + θA) (A.3a)
qRi = qmin +
qmax
2
(
1 + θ
tanh(β) + A
1 + A tanh(β)
)
, (A.3b)
where
A =
B
cosh(β) − 1
tanh(β)
, B = exp(θβ(2C − 1)), C = qi − qmin + 
qmax + 
,
(A.4)
are constants that arise in the integration of Equation A.2. A
small positive quantity, , is introduced to prevent division by
zero. A value of  = 10−20 is used in this work.
The decision of whether to apply this reconstruction is
based on criteria for whether the cell in question is a mixed cell,
defined as satisfying:
δ < C < 1 − δ, (qi+1 − qi)(qi − qi−1) > 0 , (A.5)
where δ is a small positive value. This work uses δ = 10−5.
Following this initial reconstruction along the lines of Xiao
et al. [38], the BVD (Boundary Variation Diminishing) algo-
rithm of Deng et al. [11] is then applied in conjunction with a
MUSCL extrapolation scheme. The premise of this scheme in-
volves minimising the variation between cells, hence reducing
the dissipation at interfaces, by comparing the THINC recon-
struction with the MUSCL extrapolation and taking whichever
gives a lower boundary variation. This is achieved by compar-
ing the total boundary variation (TBV) of each scheme, given
by:
TBVP = min( |qMUSCLi−1,R − qPi,L| + |qPi,R − qMUSCLi+1,L |,
|qTHINCi−1,R − qPi,L| + |qPi,R − qTHINCi+1,L|,
|qMUSCLi−1,R − qPi,L| + |qPi,R − qTHINCi+1,L|,
|qTHINCi−1,R − qPi,L| + |qPi,R − qMUSCLi+1,L |) , (A.6)
where P stands for either MUSCL or THINC. Therefore the
final criterion for whether the THINC reconstruction is applied
to a cell is given by:
qBVDi =
{
qTHINCi if TBV
THINC < TBVMUSCL
qMUSCLi otherwise
. (A.7)
Multidimensionality is accounted for following the proce-
dure used by Xiao et al. [38], which takes
β = β0|nd | + 0.01 , (A.8)
where β0 = 2.5 is a constant and |nd | is the magnitude of the
component of the interface normal in a given direction. This
normal vector is calculated using Youngs’ method [39].
Appendix B. Root Finding procedure
Combining equations (21) and (63) and using the assump-
tion that pressure is constant between materials gives:
ρE =
 ∑
Non-mixture, x
φx
(
(p − pref,x)
Γx
+ Eref,x
) + (B.1)
φy
(
ρyλy(p − pref,α)
ραΓα
+
ρyλyEref,α
ρα
+ (B.2)
ρy(1 − λy)(p − pref,β)
ρβΓβ
+
ρy(1 − λy)Eref,β
ρβ
)
.
Rearranging this equation for p gives:
p =
1∑
x
φx
Γx
+
φyρyλy
ραΓα
+
φyρy(1−λy)
ρβΓβ
[
ρE + · · ·
∑
x
φx
(
pref,x
Γx
− Eref,x
) + · · ·
φy
(
λyρy pref,α
ραΓα
− ρyλyEref,α
ρα
+ · · ·
(1 − λy)ρy pref,β
ρβΓβ
− ρy(1 − λy)Eref,β
ρβ
) ]
. (B.3)
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This scheme only evolves the total mixture density and the re-
actant mass fraction. This is insufficient to uniquely define the
densities of the two subspecies α and β. The mixture rule for
the subspecies densities:
1
ρy
=
λy
ρα
+
1 − λy
ρβ
(B.4)
makes it possible to write ρβ = ρβ(ρα), letting Equation B.3 be
treated as a function p = p(ρα). Finally the assumption that
temperature is constant between species in a physical mixture
is used. Temperature is given by:
T(l) =
p − pref,(l)
ρ(l)Γ(l)CV(l)
, (B.5)
where CV is the specific heat at constant volume for the mate-
rial. Here l can equally refer to an inert material or a reactant
or product of a mixture. Constant mixture temperature assump-
tions mean that:
Tα = Tβ
p − pref,α
ραΓαCVα
=
p − pref,β
ρβΓβCVβ
(B.6)
Now the root finding procedure may begin. An initial guess for
the density ρα is made and ρβ is calculated using Equation B.4.
If the pressure is known, then the two mixture temperatures can
be compared straight away, but if only energy is known, first the
pressure is calculated with Equation B.3. The two temperatures
that this guess gives are compared using Equation B.6. When
the two temperatures are equal, the root has been reached, den-
sities are correct. A robust bisection root-finding technique is
used for this task.
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