EVects of shading in face recognition have often alluded to 3D shape processing. However, research to date has failed to demonstrate any use of important 3D information. Stereopsis adds no advantage in face encoding [Liu, C. H., Ward, J., & Young, A. W. (in press). Transfer between 2D and 3D representations of faces. Visual Cognition], and perspective transformation impairs rather than assists recognition performance [Liu, C. H. (2003) . Is face recognition in pictures aVected by the center of projection? In IEEE international workshop on analysis and modeling of faces and gestures (pp. 53-59). Nice, France: IEEE Computer Society]. Although evidence tends to rule out involvement of 3D information in face processing, it remains possible that the usefulness of this information depends on certain combinations of cues. We tested this hypothesis in a recognition task, where face stimuli with several levels of perspective transformation were either presented in stereo or without stereo. We found that even at a moderate level of perspective transformation where training and test faces were separated by just 30 cm, the stereo condition produced better performance. This provides the Wrst evidence that stereo information can facilitate face recognition. We conclude that 3D information plays a role in face processing but only when certain types of 3D cues are properly combined. 
Introduction
One of the prominent features of the face is its threedimensional (3D) structure. Because two-dimensional (2D) projections of a face can be predicted from its 3D structure, it seems sensible to presume that the visual system infers the facial structure from available 3D cues to deal with image variations in face recognition. Indeed, the literature on the role of shading information appears to support this hypothesis (Bruce & Humphreys, 1994) . However, studies to date have revealed little evidence for any eVective use of 3D cues. Linear perspective, for example, oVers little help in recovering the underlying 3D shape of a face, despite its system of transformation in size and convergence often producing remarkable shape constancy. An example of perspective transformation is given in Fig. 1 , where images of a face were taken from diVerent camera distances. The diVerence between these images is created by diVerent levels of perspective convergence, which is deWned here as the angle subtended from the vertical extent of a face to the camera. The challenge of such transformations to the visual system is that it alters facial features, as well as their conWguration on a 2D projection plane. As Fig. 1 shows, a relatively large perspective convergence results in visibly larger internal facial features and a diVerent spatial layout of these features than images with a relatively smaller perspective convergence. To match the 3D features and conWgurations underlying these images, the observer has to compensate for the diVerence between their 2D projections. Research has found that perspective transformation can severely impair face recognition, demonstrating a general failure in using perspective cues to recover the face shape (Liu, 2003; Liu & Chaudhuri, 2003) .
Research has also found that stereopsis does not produce better face recognition performance. For example, when faces were shown in diVerent poses at training and test, stereo information adds no advantage for pose generalisation (Liu, Collin, & Chaudhuri, 2000; Liu, Ward, & Young, in press ).
Findings like these are consistent with the literature, which has often found recognition of unfamiliar faces susceptible to image variations (Hancock, Bruce, & Burton, 2000) . They seem to lend strong support for the hypothesis that face recognition is image-based. In contrast to modelbased approaches that require reconstruction of 3D shape from depth cues, image-based solutions seek to tackle the problem of image variation through alignment and linear combinations based on 2D images (Hallinan, Gordon, Yuille, Giblin, & Mumford, 1999; Ullman, 2000) . Although both approaches have enjoyed considerable success in engineering, the psychological reality of these models remains unclear (Liu, 2003) . Recent reports have shown that manipulation of depth cues can produce measurable eVects on recognition. For example, when face images in perspective were presented at angular subtenses/viewpoints that severely deviated from their centres of projection and recognition performance were more impaired than the conditions that had less deviation (Liu, 2003) . The Wnding implies that perspective cues are not entirely discarded in face processing although they aVord little assistance for the reconstruction of 3D shape. More recently, Liu et al. (in press) found that although recognition of faces with or without stereo information produces comparable results, there is a cost for matching between 3D (with stereo) and 2D (without stereo) representations. This again alludes to the involvement of depth processing. Evidence like this shows that face recognition in humans cannot be easily explained by image-based processes alone.
If depth cues are not discarded in face processing, why are they contributing so little to recognition? One answer may be that recognition of complex 3D forms requires combinations of depth cues that the experiments have not provided so far. This hypothesis suggests that although stereopsis by itself shows little use for recognition, combining this information with perspective cues may facilitate recognition. The purpose of this study was to examine whether stereopsis helps to tackle the problem of perspective transformation.
Participants in this study were asked to perform a standard yes/no recognition task, where diVerent levels of perspective transformation occurred between training and test. Stereo information was present in half of the face stimuli. Recognition performance in stereo conditions was compared to that in mono conditions.
Materials and methods

Materials
The face database was obtained from the University of South Florida (USF HumanID 3D Face Dataset, http:// marathon.csee.usf.edu/HumanID/). It contained 135 models and their texture maps without facial hair or spectacles. The object Wle format of the models was converted to OpenInventor Wle format. They were then displayed in real time with VRVision 1.02 (http://www.hive.hull.ac.uk/software/vrvision/), an interface between MATLAB and OpenInventor graphics (http://oss.sgi.com/projects/inventor/) environments. VRVision was designed for displaying 3D stimuli in generic face and object recognition research (Ward & Liu, in press) .
Twelve faces from the database were reserved for practice trials. The remaining faces were used in experimental trials. To maximize the applicability of our Wndings to diVerent faces, we randomly assigned a set of 32 faces to every two participants. Half of these faces were assigned to the stereo condition, and the other half to the mono condition. Of the 16 faces in each condition, half were randomly assigned to targets and the remaining half as distractors. The number of males and females in the target and distractor sets was identical.
A simulated pinhole camera was pointed at the centre of the face model with a distance of 42 cm. The level of perspective convergence was determined by the conditions in Table 1 . Each face was presented at two simulated locations, which were either near or far from the observer, coinciding with the observer's line of sight. One of these was used as the training image and the other was used as the test image. The simulated distance between the two locations, called 'inter-face distance' in the table, ranged from large (53 cm) to none (0 cm). The values of perspective convergence for the near and far faces at these diVerent levels of inter-face distance are given in the last two columns of Table 1 . These are means and standard deviations because the physical size of the faces was diVerent. The mean upper and lower bounds of perspective convergence in this study (31.7° and 9.9°, respectively) were similar to the two convergence levels in Liu and Chaudhuri (2003) . The latter study Fig. 1. An example face and conditions used in this study. The Wrst and the second rows of images simulate the face shown at near and far distances, respectively, except for condition D, where both images are captured from the same distance. The level of perspective transformation in A through D was large, medium, small, and none, respectively. The exact inter-face distance and speciWc angle subtended from the vertical extent of the face to the camera for each condition are given in Table 1. showed that perspective transformation only aVects recognition performance when the range of perspective convergence is greater than 10°. The levels of perspective convergence for the medium and small inter-face distance in the present study were used to examine how face recognition would be aVected by mild degrees of perspective transformation and whether stereopsis could make any diVerence at these levels. When the inter-face distance was 0 cm, face stimuli used at training and test were identical. This was a baseline condition where no perspective transformation was present. An example for each condition in the table is given in Fig. 1 . As the Wgure shows, the diVerence between the two face images involving large inter-face distance is more evident than those involving medium or small inter-face distance which are rather subtle.
A computer-rendered 3D cube was used as a Wxation point before presentation of face stimuli. The physical dimension of the cube was 12 cm 3 . One corner of the cube was oriented towards the simulated camera such that equal portions of the top, left, and right faces were visible. The cube always moved from the midway of the inter-face distance to a near or a far position where the face was presented. The purpose of this was to direct the observer's attention to a spatial location where the face was to be displayed and in the case of the stereo condition to elicit appropriate vergent eye movements that would help to achieve fusion.
Stereo images were created with two simulated pinhole cameras that were horizontally displaced by 6 cm. An asymmetric viewing frustum was used for the stereo projection. The left and right stereo views were drawn to two screen buVers through a graphics card, Quadro 4 700XGL (nVidia Corporation). Both stereo and mono images were viewed with the CrystalEyes Workstation (StereoGraphics Corporation), which consisted of a pair of shutter glasses and an E-2 emitter. The shutter glasses presented the two stereo halves to respective eyes to produce the stereo eVect.
All stimuli were shown in black and white with 256 levels of grey. The face stimuli were displayed on a 21" monitor (SONY Trinitron, GDM-F520). The screen resolution was set at 1024 £ 768. The vertical frequency of the monitor was set to 120 Hz. The experiment was run on a Pentium 4 computer. The software for experimental control was written in MATLAB 6.5 for PC, with Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997) .
Design
This was a 2 £ 4 mixed design. The within-participants variable was the presence of stereo information (with or without stereopsis), and the between-participants variable was the degree of perspective transformation (four levels varying from large to no transformation) described in Table 1 .
Participants
A total of 190 undergraduate students from the University of Hull were randomly assigned to the four conditions. Each condition had 39-54 participants whose ages ranged from 18 to 56 (median D 20). All participants were required to pass a screening test for normal stereo vision. We used Titmus Stereo Tests (Titmus Optical, ca1960) for this purpose. The passing criterion was a stereo acuity of 120 s of arc. Only one participant failed the test due to an amblyopic eye.
Procedure
Participants in all conditions performed the task, wearing the shutter glasses. An adjustable headrest was used to Wx their viewing position. Each participant completed two blocks of trials, one for the stereo condition and another for the mono condition. The order of the two conditions was counterbalanced across participants. Each block of the experiment consisted of a learning session and a test session. During the learning session, the participant was presented with eight target faces, one at a time, in the center of the screen for 8 s. Half of the faces were presented at a near distance, whereas the remaining half were presented at a far distance from the observer.
The test session began immediately after the learning session. During the test session, the trained faces (targets) were presented with eight distractor faces, again one at a time. Both learning and test faces were preceded by a Wxation cube, which was presented for 3 s. The order of the targets was not completely random in the test session, because that would create a good chance for the last few target items in the training session to appear as the Wrst few items in the test session. To avoid this possible recency eVect, the order of presentation of target faces during the testing session was the same as in the learning session, but distractor faces were randomly inserted into the sequence between targets. Participants were asked to decide whether the faces presented at the test session had been shown at the learning session. They were instructed to press the key labelled "Yes" if the face was seen during the learning session or the key labelled "No" otherwise. They were informed by way of the practice session before the experiment that the face Table 1 Conditions in which face stimuli were shown at training and test a Angle subtended from the vertical extent of a face to the camera. The vertical extent refers to the length from the top edge of the forehead to the tip of the chin.
b Distance between two locations at which face stimuli were shown at training and test. images presented in the test would be shown at a diVerent distance from the learning session. Because faces themselves could have diVerent eVects on recognition memory due to their variable levels of distinctiveness and other characteristics, the same set of faces was assigned to both the stereo and mono conditions. After one participant used a set of faces in the stereo condition, another participant would use the same set of faces in the mono condition, and vice versa. After a set of faces was used twice, a new set was randomly chosen from the pool of face stimuli.
Results
The dЈ and criterion results are shown in Table 2 , and the percent accuracy results are shown in Fig. 2 Bonferroni post hoc tests showed that the mean accuracy in no transformation condition was signiWcantly higher than that in the small and medium transformation conditions. Also, mean accuracy in the small condition was signiWcantly higher than that in the medium and large transformation conditions. Other pair-wise comparisons did not yield any signiWcant diVerence.
Overall, recognition in the stereo condition was 5.0% better than the mono condition. The advantage of stereo conditions in Fig. 2 appears to scale with levels of perspective transformation. At the large or medium levels of perspective transformation, the stereo advantages were 7.1 and 7.7%, respectively. At the small perspective transformation, the stereo condition had 4.1% advantage. When no perspective transformation was involved, the diVerence dropped to 0.3%. However, this apparent trend was not backed up by a signiWcant interaction between the presence of stereo information and perspective transformation.
An ANOVA was also performed on the response criterion data. No signiWcant diVerence was found between the results of stereo and mono conditions, F (1, 185) D 0.41, p D .84. The main eVect of perspective transformation or the interaction between these two factors was also not signiWcant, Fs (3, 185) D 2.16 and 0.42, ps D .10 and .74, respectively.
Discussion
Face recognition performance in the stereo condition was superior to the mono condition. This demonstrates for the Wrst time that stereo information can facilitate face recognition when it is combined with linear perspective. The stereo advantage appeared to be stronger when a relatively large perspective transformation of face stimuli occurred between training and test. Even when the distance between face stimuli shown at training and test was as small as 12 cm, the beneWt of stereo information was still evident. The stereo advantage only dropped to nearly 0% when a perspective transformation of face stimuli was absent. This apparent decline of stereo advantage, however, was not supported by statistical analysis. Given the relatively strong eVect of stereo found in this study and the consistent failure to Wnd any stereo advantage in prior studies, the lack of a signiWcant interaction between the presence of stereo and perspective transformation is rather unexpected. It is quite possible that the use of a between-participant design has contributed to a high level of noise in our data. Although we were aware of the limitation of this method, it was diYcult to implement this study in a within-participant design because only a small number of faces can be remembered in an old/new recognition task and four levels of perspective transformation were too many to be included as a withinparticipant factor.
It is also clear from our results that stereo information cannot completely compensate for the eVect of perspective transformation. Recognition performance in both stereo and mono conditions was aVected by the diVerence in perspective convergence between learning and test. The less perspective transformation involved at test, the better the recognition performance. This result is consistent with the existing studies (Liu, 2003; Liu & Chaudhuri, 2003) . The data complement the prior Wndings by showing that even a very small perspective transformation produces measurable impairment in face recognition. Compared to the baseline condition where no perspective transformation was present, recognition performance was still signiWcantly compromised when faces at test were moved away or toward the observer from their original position at training by a very small distance over 12 cm. As Fig. 1C shows, the diVerence between the two images at this level of transformation was very subtle. This vulnerability to perspective transformation in face recognition is striking, particularly when it is compared to the relatively high level of tolerance to slanted pictures of faces or aYne transformations of face images (Busey, Brady, & Cutting, 1990; Hole, George, Eaves, & Rasek, 2003) . In perspective transformation, face shape co-varies with image size. It is therefore possible that both transformation of image size and projective face shape are responsible for the recognition impairment. Although recognition of familiar face is more or less size invariant (Brooks, Rosielle, & Cooper, 2002) , it may not be true for recognition of unfamiliar faces, which is typically image dependent. The contribution of image size in our current Wnding thus awaits further veriWcation. We do know, however, that transformation of shape is more detrimental than transformation of size. When either size or perspective shape of the face is varied from learning to test, recognition performance is aVected more by a change in shape (Liu, 2003) .
Although the robust eVect of perspective transformation lends strong support to image-based theories of face recognition, the usefulness of stereo cues demonstrated in this study suggests that 3D shape information is not discarded altogether. Like the beneWts of cue combination in perception of simple 3D forms (BülthoV, 1991; BülthoV & Mallot, 1988) , 3D information may also play a noticeable role in face perception when a cue combination generates suYcient advantage in revealing the underlying 3D structure of the face. Inferences of 3D shape from perspective projection alone are limited by inherent ambiguities. However, stereopsis may resolve some of the ambiguities and become a useful cue in deriving shape information from perspective transformation.
Our Wnding is also consistent with the results of various studies in object recognition that have examined the role of stereo information (e.g., Edelman & BülthoV, 1992; Farah, Rochlin, & Klein, 1994; Humphrey & Khan, 1992) . The studies reported a similar stereo advantage in recognizing novel objects. The converging results have implications for the general role of 3D information in face and object recognition. Clearly, both object and face recognition rely on stereo information to a certain extent, although the degree of this dependence may vary across the types of stimuli. Stereo information seems to play a more prominent role in recognition of novel objects. Edelman and BülthoV (1992) have shown that stereopsis improves recognition of novel, tubelike objects when the test view diVers from the training view. Such stereo advantage may not be present in recognition of a familiar class of objects such as faces. Recent research has shown that both stereo and mono conditions produce similar performance when the test view of a face is diVerent from the training view (Liu et al., in press ). If stereo information plays a stronger role in recognition of novel objects, similar stereo advantage as reported in this study should also be found in recognition of novel objects when they are learned and tested at diVerent distances.
It is fortunate that in reality none of depth cues is used alone. Perspective is often accompanied by several other depth cues such as binocular disparity, motion parallax, and accommodation. These rich cues may enhance the precision of 3D shape estimation and make model-based face processing more feasible. Some cues such as perspective and stereo in this study may produce a combined eVect, whereas other cues such as shading can override stereo information in face perception (Liu et al., 2000) . The most eVective use of these cues, however, is likely to be restricted to a small distance, perhaps within the personal space of approximately 2 m as deWned by Cutting and Vishton (1995) , beyond which the usefulness of stereopsis and perspective for face recognition may be negligible.
