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A linear (n, k, d) code is said to be optimal iff d = n - k + 1. Assmus and Mattson 
have shown that given a prime p, for all but a finite number of primes q each cyclic 
(p, k) code over GF(q’) is optimal. This paper provides a method for determining 
these “exceptional” characteristics, and the corresponding minimum weights, for 
quadratic-residue (QR) codes of modest length. The procedure involves calculations 
with global QR codes. The analysis reveals that a nonoptimal case requires 
q < 2-‘p-1)/2[(p + 1)/2]“‘+‘)/“. In addition, the method can be used to examine the 
t-designs derived from the codewords of minimum weight. 0 1988 Academic Press, Inc. 
1. MINIMUM WEIGHT CODEWORDS AND INFORMATION SETS 
In this section we review some basic results on codes that meet the 
Singleton bound, with emphasis on the role of information sets. We also 
establish a property of minimum weight codewords for linear codes in 
general, which is essential for our method. 
Given a linear (n, k) code, a set I of k coordinate positions is said to be 
an information set for the code, provided the projection map onto Z is a 
vector space isomorphism; more concretely, this condition amounts to hav- 
ing the corresponding k columns of a generator matrix for the code 
be linearly independent over the field of the code. Thus a codeword is 
uniquely determined by its entries from an information set. A codeword 
with only one nonzero information entry has at least k- 1 zeroes 
altogether, and hence the minimum weight d satisfies d 6 n-k + 1; this 
is known as the Singleton bound. In this paper, codes for which the 
bound is attained will be called optimal, following [l] and [2] on which 
this work is based; the term maximum distance separable is also used in the 
literature. 
The results in this section can all be derived from the following obser- 
vation of Pless in [S], section 2.3. 
PROPOSITION 1.1. Let C be a linear (n, k) code wtth minimum weight d. 
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(i) Among any n -d+ 1 coordinate positions there are k that con- 
stitute an information set for C. 
(ii) There are n -d coordinates that contain no information set. 
Proof. (i) Let U denote a set of n - d + 1 coordinate positions and let 
G be a k x n generator matrix for C. Consider the k x (n - d + 1) submatrix 
H consisting of the columns of G that correspond to the elements of U. If 
the column rank of H were less than k, so that U contained no information 
set, then there would also be a nontrivial linear dependence on the rows of 
H. Applying this linear combination to the rows of G would produce a 
nonzero codeword with all zero entries on U, violating the hypothesis that 
d is the minimum weight of C. 
(ii) If C is optimal, then n -d= k - 1 and the conclusion is 
vacuously true. Otherwise, given a codeword c of minimum weight, the 
IZ - d coordinate positions corresponding to the zero entries of c cannot 
contain an information set, because only the all-0 codeword has zeroes on 
the entire information set. 1 
COROLLARY 1.2. Let C be a linear (n, k) code with minimum weight d. 
Then every k-set is an information set for C if and only if C is optimal. 
Proof ( c= ) If d = n - k + 1, apply part (i) of the proposition. 
( * ) If d < n -k + 1, apply part (ii) of the proposition. 1 
Remark. It follows immediately that the dual of an optimal code is 
optimal. 
In [ 11, Assmus and Mattson give conditions under which codewords of 
a given weight in a linear code will form a t-design. Ordinarily when con- 
sidering t-designs derived from nonbinary codes, scalar multiples of a 
codeword are all identified with one block, namely, the support of the 
codeword, that is, the set of coordinates with nonzero entries. The next 
result characterizes those linear codes whose minimum weight codewords 
yield a trivial t-design. 
COROLLARY 1.3. Let C be a linear (n, k) code with minimum weight d. 
Then every d-set is the support of a codeword of weight d ij” and only if C is 
optimal. 
Proof: ( = ) Given a d-set S, we can choose a k-set I, with jS n II = 1. 
Since I is an information set by Corollary 1.2, the entries on I can be 
specified as nonzero only at Sn I. The resulting codeword must have 
weight d = n -k + 1; consequently, it has support S. 
( * ) Given a k-set Z, we can find k different d-sets, S,, Sz, . . . . S, such 
that each element of I is contained in exactly one Si. By hypothesis each Sj 
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is the support of a codeword. The resulting k codewords will serve as the 
rows of a generator matrix for C; moreover the columns of this matrix that 
correspond to I are also clearly independent. Therefore every k-set is an 
information set and the result follows from Corollary 1.2. 1 
We shall also require the following variation on Corollary 1.3. 
COROLLARY 1.4. Let C be a linear (n, k) code. Then every (n -k + 1)-set 
is the support of a codeword of weight n -k + 1 tf and only tf C is optimal. 
Proof The proof of 1.3 remains valid when d is replaced by 
n-k+l. 1 
It is a trivial consequence of Corollary 1.2 that in an optimal code, each 
minimum weight codeword is among those with just one nonzero entry on 
some information set. In fact this is true for any linear code. 
THEOREM 1.5. Let C be a linear (n, k) code. Given a codeword of 
minimum weight with support S, there is a k-set I such that IS n II = 1 and I 
is an information set for C. 
Proof The complement of S has n-d elements, where d is the 
minimum weight of C; adjoin to them any one element s E S and apply 
Proposition 1.1. Among these n - d + 1 coordinates there is an information 
set which must include s, since, as we argued in part (ii) of the proposition, 
the complement of S alone cannot contain an information set. 1 
In effect this says that the strategy of assigning k- 1 zero entries to an 
information set used to establish the Singleton bound will produce all 
minimum weight codewords (up to scalar multiples). While this is precisely 
what we need in the analysis that follows, a search based solely on this fact 
would only be practical if the information sets are easily determined and 
their number is relatively small. In this connection, we mention the follow- 
ing crude bound for the number of information sets in a code. 
COROLLARY 1.6. Let C be a linear (n, k) code over GF(q) with minimum 
weight d and let A, denote the number of weight-d codewords. The number of 
k-sets that will serve as an information set for C is at least (dA,)/k(q - 1). 
Proof If J denotes the number of information sets for C, then the num- 
ber of codewords with exactly one nonzero entry on an information set is 
(q - 1) kJ. This count will include each minimum weight codeword d times, 
because the choice of s E S in the proof of the Theorem was arbitrary. 1 
Remark. Equality is obtained when C is optimal. 
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2. GLOBAL CYCLIC CODES OF PRIME LENGTH 
This section contains the main theorem of the paper, which relates the 
minimum weight codewords in cyclic codes of prime length over a finite 
field, to codewords in the corresponding global cyclic code. This analysis 
will form an important part of the algorithm presented in the next section 
where we specialize to the case of QR codes. As an immediate corollary, (a 
different proof of) the result of Assmus and Mattson that “almost all” 
cyclic codes of prime length are optimal is obtained. 
To begin we rework some of the results in section 2 of [ 11. Let p be 
an odd prime and cc) be a primitive (p - 1)st root of unity in GF(p). The 
cyclic (p - 1, k) code over GF(p) with generator polynomial (x-w) 
(X-(32)...(X-&4-1 ) is optimal by the BCH bound; in fact it is a 
Reed-Solomon code. If we adjoin an overall parity check digit we get a 
(p, k) code which is also optimal; the original minimum weight codewords 
must get a nonzero parity digit in the new code since they cannot have o” 
as a root, else the BCH (lower) bound would exceed the Singleton (upper) 
bound. Since the resulting code is an extended, primitive BCH code, it is 
invariant under the affine group on GF(p) by a result of Kasami and 
Lin [3]. Consequently the extended code is equivalent to the unique cyclic 
(p, k) code over GF(p) with generator polynomial (x- l)pPk. We have 
established 
LEMMA 2.1. Let p be an odd prime. For every k, the cyclic (p, k) code 
over GF(p) is optimal. 
Remark. The indirect proof above reveals incidental information about 
the automorphism group of these codes, namely that they all include a 
(p - 1 )-cycle, in addition to the “built-in” p-cycle (cf. [6]). 
This result is used in [l] to establish the optimality of global cyclic 
codes of prime length. (We recommend [7 ] for the necessary background 
from algebraic number theory.) Let CI be a primitive pth root of unity over 
the rationals Q. Consider a cyclic (p, k) code I/ over Q(a),‘ having 
generator polynomial g(x). Form the module M of all codewords with 
entries in the integers of Q(a), which is just Z[cr] for p an odd prime; 
reducing A4 modulo a prime ideal that contains p * Z[a], we will obtain a 
cyclic code C over a field of characteristic p, which must be GF(p) because 
the ideal has degree 1. Since any divisor of xp - 1 over Q(a) has coefficients 
in Z[cx], the generator polynomial of C will be the image under this 
residue-class map of g(x), and so M is, in fact, mapped to a cyclic (p, k) 
code, which has minimum weight p -k + 1 by the lemma. But the elements 
of M are actually scalar multiples of the codewords of V, and so the 
minimum weight of V must also be p -k + 1, as claimed. Moreover a cyclic 
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(p, k) code delined over a subfield of Q(a) is simply a subset of the 
codewords in one defined over Q(M), and consequently it too will have 
minimum weight p -k + 1. In summary, we have proved 
PROPOSITION 2.2. Let p be un odd prime and CI a primitive pth root of 
unity over the rationals Q. Then any cyclic (p, k) code defined over a subfield 
ofQ(a) is optimal. 
Codes defined over an algebraic number field are called global codes. 
They were first investigated by Assmus and Mattson in the early 1960s 
(which work appears in [2]). They also incorporated the idea into the 
proof of the Gleason-Prange theorem for QR codes in [ 11. 
For the case at hand, we want to consider global cyclic (p, k) codes 
defined over a subfield L of Q(N). Letting 0 denote the algebraic integers in 
L, we again restrict our attention to codewords in Op; to obtain codes over 
characteristic q # p fields, entries are reduced modulo a prime ideal con- 
taining q . 0. As before the generator polynomial of the global code will be 
in O[x] and its image yields a cyclic (p, k) code over GF(q’), where i is 
determined by the number m of prime ideals in the factorization of q. 0, 
according to the expression [L: Q] = mi (because q does not ramify). Since 
L is a Galois extension, selecting a different prime ideal for the residue- 
class map has the effect of replacing the generator polynomial of the global 
code with an algebraic conjugate, which will produce an equivalent code. 
We can now give the main result. 
THEOREM 2.3. Let p be an odd prime and a a primitive pth root of unity 
over the rationals Q. Given V a cyclic (p, k) code defined over a subfield L of 
Q(N), set M= V n Op, where 0 denotes the algebraic integers in L, and sup- 
pose that CD: Op --f GF(qi)P is coordinatewise reduction via a residue-class 
map. Then each minimum weight codeword in the cyclic (p, k) code d>(M) is 
the image under @ of a global minimum weight codeword in M. 
Proof Given a minimum weight codeword c E Q(M), by Theorem 1.5 
there is an information set Z that intersects the support of c in just one 
point, call it s. Since Z is also an information set for V, there is a global 
codeword v whose entries on Z are zero except at s; by Proposition 2.2, v is 
of minimum weight. Moreover there is a smallest positive z E Z such that 
z. v is in M. If @(z . v) is a nonzero codeword, then it must be a scalar mul- 
tiple of c because Z is an information set for Q(M); but then some scalar 
multiple of z .v maps to c under 0. In fact if q. 0 is itself a prime ideal, 
then @(z . v) must be nonzero, or else z would not be minimal. Otherwise 
z . v can map to the zero codeword, but this can be adjusted as follows: let 
q.O=P,P, ... P, be a factorization into prime ideals and let @ be the 
residue-class map associated with PI. To say that z .v maps to the zero 
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codeword means that every entry is in P,. Without loss of generality, we 
may assume that the s-entry of z. v is z. Now choose p E P,P, .. P,\P,. 
Scaling z . v by p, we get a codeword with all entries in q ‘0; hence 
(p/q) z .v E M. If after scaling by (p/q), all entries are still in P,, the 
procedure is repeated. Eventually the s-entry will not be in P, because p is 
not in P, and the power of q dividing z is diminished each time; therefore 
the process terminates and produces a minimum weight codeword in A4 
with exactly one nonzero entry on I, whose image under @ is a nonzero 
codeword. We can now argue as before that some scalar multiple of this 
global codeword maps to c under @. 1 
It is apparent from the proof that this characterization of minimum 
weight codewords holds in greater generality than the case we have con- 
sidered. However to complete the algorithm requires a method for finding 
such global codewords, as is done for QR codes in the next section; con- 
sequently we have not given the most general statement here. The following 
would also hold for other codes with an optimal global pre-image, 
although we state only the formulation due to Assmus and Mattson. 
COROLLARY 2.4. Let p be an odd prime. For all but a finite number of 
primes q, each cyclic code of length p defined over GF(q’) is optimal. 
ProoJ Given a global cyclic (p, k) code, choose a minimum weight 
codeword with entries in 0 for each (p-k + 1)-set. If q is a prime that is 
relatively prime to the norms of all the entries of each of these codewords, 
any residue-class map to a characteristic q field will yield a codeword of 
weight p-k + 1 for every (p-k+ 1)-set; by Corollary 1.4, the resulting 
code must be optimal. Since there are only a finite number of exceptions to 
this circumstance, it remains only to show that all cyclic (p, k) codes are 
covered by this analysis. This follows from the discussion preceeding 
Theorem 2.3, the fact that the ideals for the residue-class map are maximal, 
and the result that extending the coefficient field of a code does not affect 
the minimum weight [ 11. 1 
In [2] Assmus and Mattson determined these “exceptional” charac- 
teristics, together with the corresponding minimum weights, in the case of 
QR codes with p d 11, using fairly specialized arguments. It is the intent of 
this paper to show how Theorem 2.3 can be used to calculate this infor- 
mation for the next several cases. Furthermore, this algorithm can be used 
to examine the designs associated with the minimum weight codewords in 
QR codes for these exceptional cases, which by Corollary 1.3, are exactly 
the ones that yield nontrivial t-designs. 
110 DONALD W. NEWHART 
3. THE CASE OF QR CODES 
We now adapt a technique from [4] to calculate the minimum weight 
codewords in the global QR codes to use in conjunction with the analysis 
in section 2 to present an algorithm for determining the minimum weight in 
QR codes of modest length for all finite fields. An explicit bound on the 
characteristic of a nonoptimal QR code is obtained from this technique. 
First we recall the construction of QR codes in order to set notation. Let 
p and q be distinct primes, with p odd. Set F equal to GF(q) or GF(q2), 
according to whether q is, or is not a square in GF(p), respectively. Let R 
and N denote the quadratic residues, respectively nonresidues, for p. 
Choose a primitive pth root of unity, CI, in an appropriate extension field of 
F, and set gl(x)=n,,.(x-ar) and g2(x)=n,.,,,(x-cP). Then gl(x) 
and g,(x) are in F[x] and will serve as generator polynomials for cyclic 
(p, (p + 1)/2) codes over F; adopting the notation of [l] which employs 
recursive descriptions, these codes are denoted by B+ and A +, respectively. 
The algorithm works with the cyclic (p, (p - 1)/2) subcodes with generator 
polynomials (x- 1) gi(x) and (x- 1) g2(x), which are denoted by B and 
A, respectively. For either pair of codes, the permutation of coordinates 
i -+ ni, where II EN, is an equivalence map; thus the ambiguity in the selec- 
tion of CI is of no consequence as far as minimum weight codewords are 
concerned. 
The global QR codes are defined analogously, starting instead with CI a 
primitive pth root of unity over the rationals Q. For the field of the codes, 
we choose the unique quadratic subfield of Q(H), which is simply Q(O), 
where f3 is the Gauss sum C,, R c? - Cne,+Y. With this choice, the 
polynomials g,(x) and g2(x) are irreducible, and so the global code A, for 
instance, has a presentation in terms of a trace function: let K denote Q(X) 
and L denote Q(0); then the codewords in A over the field L are 
((fo(c),fi(c), . . . . f,- 1(c)) 1 c E K), where J;(c) = TKIL(c~I’). Now for x= cli, 
T,,(x) = C,, sJ. Hence TKIL (a’) assumes only two values other than the 
case iz0 (mod p), when it is (p- 1)/2: for i a nonzero square in GF(p), 
Tf&‘) = c,, R ,$ and for i a nonsquare in GF(p), T,,,(cr’) =CnE,,, cn”; 
denote these two values by [, and c2, respectively. Now ii + c2 = 
c rsGF(p)* a’=l,andwecansolvetoget~,=+(-l+O)andi,=t(-l-8). 
It is well known that 8’ = + p, with the sign being that in p = f 1 (mod 4) 
and that the integers of L are just (a + b[, 1 a, b E Z}, that is, { 1, ii} is an 
integral basis. 
With this background, we can now describe a method for finding 
minimum weight codewords in the global code A with entries in the 
integers of L. We begin by examining the codewords obtained using 
c = (l/0)(&’ - a”), with u # u, in the trace presentation given above for the 
global code A. The ith coordinate will be (1/13)[T~,~(cP+~) - TK,L(a”+‘)l, 
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which can be determined from the exponents alone as follows: set j, = u + i 
and j, = v + i. These values can be regarded modulo p, because CI has order 
p. Then for j,, j, nonzero, we have (l/Q)[T,,(&) - TKIL(aj2)] = i(x(j,) - 
x(j,)), where x is the usual quadratic character on GF(p); thus these entries 
are 0, 1, or - 1, accordingly. For the coordinates where one of ji, j, is zero, 
the congruence p = + 1 (mod 4) needs to be taken into account. It is a sim- 
ple matter to verify that for p = 1 (mod 4), (l/O)[TKIL(OCi’) - TKIL(~‘)] = 
i(x(j,)-l)-ii, while for p= -1 (mod4), we have (l/Q[r,,(c@)- 
TKIL(rxo)] = t(x(j,) + 1) + ii; thus the entries with one of ji, j, equal to 0 
are f il, or + 1 i ii. In summary, setting c = ( l/O)(a” - CY”) produces a 
codeword with: (1) all entries in the integers of L; (2) all entries expressed 
in terms of the integral basis { 1, [, }; (3) all but two of the entries are 0, 1, 
or -1. 
Given any (p + 3)/2-set S which is to serve as the support of a minimum 
weight global codeword, select an element s E S. Let Z denote the union 
of the complement of S in GF(p), and the point s. Finally, let 
Ul> u2, ...? U(,,l)/, be an enumeration of the complement of - 1 . Z in 
GF(p). Now construct a (p - 1)/2 x p matrix G consisting of the 
codewords that are obtained from setting c = ( l/O)(ccuC - cP) for 
2 6 t 6 (p + 1)/2 in the trace presentation for A. By choice of the u, values, 
the Z entries of these codewords are all 0, 1, or - 1. Let G, denote the 
(p - 1)/Z x (p - 1)/2 submatrix of G consisting of the columns that corres- 
pond to the elements of I; let G, be the remaining (p - 1)/2 x (p + 1)/2 sub- 
matrix. Before continuing with the procedure, we pause to illustrate the 
notation with an example. 
EXAMPLE. p = 11. We will construct G for S = (0, 4, 6, 7, 8, 9, lo}. Let 
Z be the set (0, 1, 2, 3, 5 }, that is, s = 0, so that the u, values are 
1, 2, 3, 4, 5, 7. Using the formulas above, we obtain the matrix shown in 
Table I. 
The first five columns constitute G, and the remaining six constitute G,. 
A crucial property of the submatrix G, is that it will be invertible for any 
choice of I. This result is essentially the same as in [4], but we shall 
TABLE I 
0 1 2 3 5 4 6 I 8 9 10 
-1 1 0 0 0 -1 0 1 -1 --iI 1 +i, 
0 1 0 -1 0 -1 1 -“; -l-i, i l 
0 1 -1 -1 1 -1 
0 0 -1 -1 0 0 
-O[, 
’ 
0 1 +i, 
1 -1 1 +i* 
-1 0 0 -1 1 -l-i* 0 1 0 1 il 
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provide a different argument here. If G, were singular, there would be a 
nontrivial Q-linear dependence on the rows. Applying this linear com- 
bination to the rows of the entire matrix, G, we would obtain a global 
codeword in A with all entries on I equal to 0. By Proposition 2.2 and 
Coroliary 1.2, this codeword must be the all-0 codeword. It is immediate 
from the construction, however, that for each row of G, there is a column 
(of G,) whose only entry involving ii is in that row. Since ii is irrational, a 
nontrivial Q-linear combination of at least one of these columns will be 
nonzero. We have established 
LEMMA 3.1. In the construction described above, for any choice of infor- 
mation set I, the matrix G, is nonsingular. 
Remark. In effect this says that G is a generator matrix for A over Q(0). 
Given G, we can extract a codeword with support S with all entries 
expressed in terms of the integral basis { 1, ii} as follows: let w denote the 
vector obtained by scaling the first row of G,’ by det(G,). The product wG 
has the desired property because w will have all rational integer entries. 
Continuing with the example begun above, we would multiply our matrix 
by the vector (-2, 1, 1, - 1, - 1) to obtain the codeword 
(3 0 0 0 0 1 +[I l+i, -4-1, 2-1, -1+21, -2-21,), 
where the ordering of coordinates is the same as for G. In the context of the 
proof of Theorem 2.3, the value of z is 3, since a + b[, is integral if and only 
if both a and b are rational integers. In general z will be a divisor of the 
determinant of G,. To prove this, consider the set of all rational integers 
that are the s-entries of codewords among those with support S and all 
entries in the integers of L. This forms an ideal in Z, which is necessarily 
principal and generated by z, the least such rational integer; moreover, it 
includes det(G,). 
This procedure yields an upper bound on the possible nonoptimal 
characteristics for QR codes of a given length referred to in Corollary 2.4. 
THEOREM 3.2. Let p be an odd prime. For q>2-(P-l)/2 
C(P + lIPI (p+ ‘)I4 the QR codes of length p defined over a field of charac- 
teristic q are optiAa1. 
Proof The result will be proved for the QR codes of dimension 
(p - 1)/2, with the dimension (p + 1)/2 cases following from connections 
between the respective minimum weight codewords due to transitivity of 
the automorphism group of the extended QR codes (see [ 1, Sect. 31). It 
suffices by Corollary 1.2 to show that given any set I of size (p - 1)/2 and q 
in the range specified, I is an information set for the QR code obtained 
from a characteristic q residue-class map. 
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Construct the matrix G as above with I as the first (p - 1)/2 coordinates, 
and consider [det(G,) G,‘] G; its entries are all in Z[cl], and G, is 
replaced by a scalar matrix with diagonal entries equal to det(G,). By con- 
struction, the nonzero entries of a given column in G, have the same sign. 
Therefore, G, is the product of a 0, l-matrix and a unimodular matrix, and 
jdet(G,)/ is subject to Hadamard’s well known bound for the maximum 
determinant of an n x n 0, l-matrix, which is the above expression for 
IZ = (p - 1)/2. Consequently det(G,) cannot map to 0 under a characteristic 
q residue-class map, and I is an information set for the resulting QR code, 
as claimed. 1 
Remark. In the other direction, an optimal (p, (p - 1)/2) code over a 
field F must satisfy / Fl > (p + 1)/2 ( see, e.g., [ 11). As far as optimality of 
QR codes is concerned, it is the range between these two bounds that is in 
doubt. 
EXAMPLES. For the three cases discussed in [Z], namely p = 5, 7, and 11, 
this bound forces optimality for q > 1, 2, and 6, respectively. For the remain- 
ing characteristics, the remark shows that nonoptimal codes are obtained: 
p = 7 with F= GF(2) has minimum weight 4; p = 11 with F= GF(4), GF(3), 
or GF(5) all have minimum weight 6. 
Next we describe the procedure for computing the residue-class maps for 
QR codes in a manner that complies with the proof of Theorem 2.3. For 
our purposes, it suffices to determine the support of the codewords under 
the (coordinatewise) residue-class map. The simpler case is for q a non- 
square modulo p, because then the ideal q Z[(,] is prime; thus an entry 
a + bc, is mapped to 0 iff q 1 a and q 1 b. Once any common rational integer 
factors among the entries are eliminated, the resulting support will be non- 
empty, as desired. 
When q is a square modulo p, q . Z[c,] factors as (q, 0 -m) (q, 0 + m), 
where m2 E e2 (mod 4, unless q=2, in which case 2.Z[[,]= . 
(2, ii). (2, c2). In either case, the ideals are conjugate and so a + b[, is in 
one of the ideals iff q divides its algebraic norm, which is given by 
a2 - ab + b2( 1 - e2)/4. Once this is established, we can distinguish between 
the ideals by again adapting a technique from [4]: given integers pr, p2, 
each in one of the ideals, they are in the same ideal iff q divides the 
algebraic norm of pi + p2; this follows because if they were not in the same 
ideal, their sum would be in neither of the ideals. For example, a + b[, is in 
(q,f3-m) iff q divides the norm of a+b[, and of (a+l-m)+(b+2)[,, 
since e-m = (1 -m) + 21,. If all codeword entries are in (q, Q-m), we 
would then scale by (e+m)/q, using 8+m = (1 +m) + 2[,, until the 
residue-class map produces nonempty support. We can illustrate each of 
these situations using the global codeword obtained above. 
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EXAMPLE. First, we compute the algebraic norms 
(3 0 0 0 0 l+[, l+i, -4-1, 2-1, -I+211 -2-2111, 
9 3 3 1.5 9 1.5 12 
Therefore, unless q = 2, 3, or 5, only the 0 entries of this codeword will map 
to 0 under a residue-class map. For the nonsquare characteristic 2, 
- 2 - 21, is the only nonzero entry that maps to 0, and we get a weight 6 
codeword in the (11, 5) QR code over GF(4). On the other hand, 5 is a 
square mod 11 and both - 4 - [i and - 1 + 21, are in one of the ideals 
(5, 8 - 2) and (5,0 c 2); a calculation shows that they are not in the same 
ideal, and therefore we get a weight 6 codeword in the (11, 5) QR code 
over GF(5) when applying the residue-class map associated with either 
ideal. Finally, 3 is also a square, but every entry is in (3, 8 + 1). Assuming 
that this ideal was selected for the residue-class map, we would scale by 
[i/3, since [, has norm 3 but is not in (3, 8 + 1). The resulting entries and 
their corresponding norms are 
(Cl 0 0 0 0 -1 -1 1 -iI 1 +i, -2-1, 2). 
3 1 1 5 3 5 4 
The two entries with norm 3 are in distinct ideals, and a codeword of 
weight 6 is obtained for the (11, 5) QR code over GF(3). In summary, for 
p = 11 we have a minimum weight global codeword whose image under 
each residue-class map is a codeword of minimum weight in its respective 
QR code. 
As a final comment on the algorithm, it is not necessary to find the 
minimum weight global codeword for every support set, because A is 
invariant under the coordinate permutations i + i+ 1 and i -+ vi, where 
r E R; it suffices to check the orbit representatives of (p + 3)/2-sets under 
this group action. 
4. EXTENDED QR CODES AND ~-DESIGNS 
In this section we discuss the results of the global code calculations for 
determining the minimum weight of every QR code with p 6 31. Where 
possible, we also examine the t-designs in the extended QR codes. 
The content of the Gleason-Prange theorem is that the QR codes A + 
and B+ can be extended to linear (p + 1, (p + 1)/2) codes which are 
invariant under a monomial action whose permutation part includes 
PSL(2, p) in its natural action on the projective line; these are denoted by 
A cD, B, , respectively. We omit the details of this, as they are only inciden- 
tal to the discussion, referring the reader instead to [ 11. In the same paper, 
TABLE II 
P F Min. Weight A,+ (14 - 1); t 
I 
11 
13 
17 
19 
23 
GW) 
All other characteristics 
GF(22) 
GW) 
W5) 
All other characteristics 
GF(2*) 
GW) 
All other characteristics 
GW) 
GF(32) 
GF( 13) 
GF(19) 
All other characteristics 
GF(22) 
GF(32) 
GF(5) 
GV7) 
GF(ll) 
GF( 17) 
GF(23) 
GF(43) 
GF(47) 
GF(61) 
GF(73) 
All other characteristics 
GW’) 
GW) 
GF(S) 
GF(72) 
GF(112) 
GF(13) 
GF( 172) 
GF(29) 
GF(31) 
GF(41) 
GF(47) 
GF(59) 
GF(71) 
GF(73) 
GF(lO1) 
GF(131) 
GF(139) 
GF(167) 
GF(173) 
GF(193) 
GF(233) 
GF(269) 
GF(317) 
GF(347) 
All other characteristics 
d=4 
d=5 
d=6 
d=6 
d=6 
d=l 
d=6 
d=6 
d= 8” 
d=6 
d=8” 
d=9” 
d=9” 
d= 10” 
d=8 
d= 10” 
d=8” 
d=9” 
d= 10” 
d= 10” 
d= 10” 
d= 10” 
d= 10” 
d= 10” 
d= 10” 
d= 11” 
d=8 
d=9 
d= 12” 
d= 12” 
d= 12” 
d= 10” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 12” 
d= 13” 
1.2; 3 
11.10; 3 
11.12; 5 
11.10; 3 
13.7; 3 
13.7; 2 
17.6; 2 
17.36; 3 
17.120; 2 
17.72; 2 
19.15; 3 
19.648; 3 
19.30; 3 
19.60; 3 
19.540; 3 
19.420; 3 
19.360; 3 
19.180; 3 
19.180; 3 
19.90; 3 
19.90; 3 
23.33; 5 
23.88; 5 
23.3300;3 
23.1408;3 
23.264; 3 
23.132; 3 
23.264; 3 
23.3168;3 
23.2640;3 
23.1980;3 
23.1584;3 
23.1584;3 
23.528; 3 
23.1320;3 
23.924;.3 
23.264; 3 
23.264; 3 
23.528; 3 
23.396; 3 
23.132; 3 
23.132; 3 
23.132; 3 
23.264; 3 
23.264; 3 
Note: Ad is the number of minimum weight codewords in the quadratic-residue code of 
length p + 1. The support sets form a t-design for the value shown. 
a Newly established minimum weight. 
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TABLE III 
P F Min. Weight 
29 GF(2*) d= 12 
GF(3*) d= 12” 
GF(5) d= 12” 
WV d= 12” 
GF(ll*) d= 14” 
GF( 13) d= 12” 
GF(172) d= 15” 
GF(192) d= 15” 
GF(23) d= 14” 
GF(31’) d= 15” 
GF(372) d= 15” 
GF(412) d= 14” 
GF(53) d= 14” 
GF(59) d= 14” 
GF(67) d= 14” 
GF(71) d= 14” 
GF(83) d= 15” 
GF( 103) d= 14” 
GF( 107) d= 14” 
GF( 109) d= 14” 
GF(139) d= 14” 
In addition, for the following primes, q, d= 15” for the code over GF(q): 149, 151, 167, 173, 
179, 181, 197, 199, 223, 227, 233, 239, 241, 257, 277, 281, 283, 313, 341, 349, 353, 373, 383, 
397, 401, 419, 431, 439, 457, 463, 487, 499, 509, 521, 523, 547, 557, 571, 587, 593, 613, 631, 
643, 647, 661, 673, 683, 691, 701, 709, 719, 761, 787, 811, 821, 857, 863, 877, 883, 919, 929, 
937, 941, 953, 977, 991, 1009, 1019, 1021, 1031, 1039, 1051, 1069, 1093, 1097, 1103, 1109, 
1151, 1153, 1193, 1213, 1217, 1223, 1231, 1277, 1283, 1289, 1301, 1321, 1327, 1367, 1399, 
1427, 1451, 1459, 1483, 1499, 1531, 1543, 1553, 1559, 1567, 1579, 1601, 1619, 1657, 1669, 
1741, 1747, 1811, 1861, 1879, 1889, 1973, 1979, 1997, 2017, 2039, 2087, 2111, 2137, 2153, 
2179, 2213, 2239, 2423, 2503, 2539, 2543, 2551, 2609, 2659, 2663, 2677, 2693, 2749, 2791, 
3109, 3181, 3271, 3467, 3877, 3911, 4073, 4093, 4229, 4691, 5881. 
For all other characteristics, d= 16”. 
31 GF(2) 
GF(32) 
GF(5) 
GF(7) 
GF(112) 
GF( 13’) 
GF( 172) 
GF(19) 
GF(232) 
GF(292) 
GF(372) 
GFf41) 
d=8 
d= 12” 
d= 10” 
d= 13” 
d= 15” 
d= 15” 
d= 16” 
d= 14” 
d= 15” 
d= 15” 
d= 16” 
d= 14” 
Table Continued 
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TABLE III-Continued 
P F Min. Weight 
GF(43*) d= 16” 
GF(47) d= 15” 
GF(532) d= 16” 
GF(59) d= 14” 
GF(61Z) d= 16” 
GF(67) d= 15” 
GF(71) d= 15” 
GF(732) d=16” 
GF(97) d= 15” 
GF(lO1) d= 15” 
GF( 103) d= 15” 
GF( 107) d= 15” 
GF( 109) d= 16” 
GF(113) d= 16” 
GF(131) d= 16” 
GF(149) d= 16” 
GF(157) d= 16” 
GF(163) d= 15” 
GF(173) d= 16” 
GF(191) d= 16” 
GF(193) d= 16” 
GF(211) d= 16” 
GF(227) d= 16” 
GF(233) d= 16” 
GF(257) d= 16” 
GF(281) d= 16” 
GF(283) d= 15” 
In addition, for the following primes, q, d= 16” for the code over GF(q): 293, 307, 311, 317, 
349, 359, 373, 379, 397, 419, 421, 431, 439, 443, 467, 479, 503, 521, 541, 541, 563, 577, 593, 
599, 607, 617, 653, 659, 661, 683, 691, 701, 727, 733, 751, 769, 811, 839, 853, 857, 877, 887, 
907, 919, 937, 971, 977, 997, 1031, 1033, 1039, 1051, 1061, 1063, 1087, 1093, 1103, 1117, 1123, 
1151, 1163, 1187, 1213, 1217, 1223, 1229, 1237, 1249, 1259, 1279, 1289, 1291, 1303, 1307, 
1321, 1327, 1361, 1373, 1399, 1409, 1423, 1427, 1433, 1451, 1459, 1471, 1489, 1493, 1523, 
1559, 1583, 1597, 1601, 1609, 1613, 1619, 1621, 1637, 1657, 1663, 1693, 1699, 1709, 1721, 
1723, 1733, 1741, 1783, 1787, 1823, 1831, 1847, 1861, 1867, 1879, 1901, 1907, 1931, 1973, 
1993, 2003, 2017, 2029, 2053, 2081, 2113, 2141, 2143, 2153, 2179, 2203, 2221, 2237, 2239, 
2251, 2267, 2333, 2339, 2341, 2357, 2389, 2423, 2437, 2459, 2521, 2539, 2543, 2549, 2551, 
2591, 2593, 2609, 2663, 2699, 2707, 2711, 2713, 2753, 2767, 2791, 2797, 2861, 2903, 2939, 
2953, 2963, 3011, 3023, 3079, 3089, 3169, 3181, 3187, 3203, 3209, 3221, 3257, 3331, 3389, 
3407, 3457, 3491, 3511, 3559, 3581, 3593, 3637, 3643, 3659, 3697, 3709, 3727, 3863, 3911, 
3947, 4001, 4007, 4079, 4093, 4111, 4139, 4159, 4261, 4327, 4349, 4373, 4441, 4447, 4621, 
4657, 4691, 4793, 4813, 4903, 4999, 5209, 5309, 5503, 5507, 5519, 5563, 5569, 5639, 5647, 
5701, 5869, 6101, 6143, 6329, 6481, 6551, 6619, 6883, 7057, 7351, 7411, 7507, 7589, 8171, 
8243, 8419, 8839, 8963, 10093, 11149, 12377, 12569, 14177, 14657. 
For all other characteristics, d= 17”. 
’ Newly established minimum weight. 
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the authors observe the following consequence: a weight class in one of 
these codes will form a t-design on p + 1 points with t = 3 when p E 3 
(mod 4), or if p E 1 (mod 4) and the characteristic q is a nonsquare mod p; 
otherwise t = 2 is as much as can be guaranteed. In addition they found 
several instances where the t value is higher than can be accounted for by 
this group action alone; in each of these cases the design was established 
via the Assmus-Mattson theorem, which relies on gaps in the weight dis- 
tributions of the codes. The gaps arise from divisibility conditions on the 
weights that occur, which, in turn, can be present in the extended QR 
codes only for certain characteristic 2 or 3 cases as a consequence of the 
Gleason-Pierce-Turyn theorem, as observed in [ 11. 
The code A is essentially the subcode of A co whose (p + 1 )st digit is 0. By 
transitivity of PSL(2, p), the minimum weight of A and A, coincide. 
Moreover, a t-design derived from codewords of weight w in A, gives rise 
to a (t - 1)-design in A derived from its codewords of weight W. Therefore, 
if the minimum weight codewords in A do not form a t-design, it follows 
that the corresponding design in A, is not (t + l)-design. Using this test, 
we were able to show that the (nontrivial) designs in the extended QR with 
p < 23 are all accounted for by the group action alone, apart from the three 
cases that were already known p = 11 with q = 3, p = 23 with q = 2 and 
q= 3, each of h’ h w rc produce 5-designs on p + 1 points. If b, b, denote the 
number of blocks in the design derived from the weight d codewords in A, 
respectively A oo, then we have the identity b, = (p + 1) b/(p+ 1 -d), 
which may be obtained from counting zeroes in the incidence matrix on 
p + 1 points; hence we could obtain the full parameters of the t-designs in 
A, from the weight d codewords in A. Table II gives the minimum weight 
d of every (extended) QR code with p ~23 together with the number of 
blocks in the t-design formed by the support sets of the weight d codewords 
in A,, for each nonoptimal case. It is an immediate consequence of 
Theorem 1.5, that these designs contain no repeated blocks. 
This method has also been used to determined the minimum weight of 
every QR code with p = 29 and p = 31; the number of nonoptimal cases is 
169, 288, respectively. These data are given in Table III. 
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