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RADIUS ESTIMATES FOR ALEXANDROV SPACE WITH
BOUNDARY
JIAN GE AND RONGGANG LI
Abstract. In this note, we study the radius of positively curved or non-
negatively curved Alexandrov space with strictly convex boundary, with con-
vexity measured by the Base-Angle defined by Alexander and Bishop. We also
estimate the volume of the boundary of non-negatively curved spaces as well
as the rigidity case, which can be thought as a non-negatively curved version
of a recent result of Grove-Petersen.
0. Introduction
Let Mn be a closed n-dimensional Riemannian manifold with Ricci curvature
bound from below by (n − 1), then by the classical Bonnet-Myers theorem the
diameter of M has the upper bound: diam(M) ≤ π. Let X ∈ Alexn(1), i.e. an
n-dimensional Alexandrov space with curvature bounded from below by 1, we have
the same diameter estimate diam(X) ≤ π, by [BGP92]. The positive lower bound
of the curvature is crucial here, since for any X ∈ Alexn−1(0), the cylinder X×R ∈
Alexn(0) has infinite diameter. On the other hand, if the Ricci curvature of Mn is
nonnegative, and ∂M is non-empty with mean curvature satisfiesH ≥ (n−1)h > 0,
we can still estimate the inner radius of M , i.e. the largest radius of a metric ball
inscribed inside the manifold: InRad(M) ≤ 1/h. cf. [Li14]. Cf. also [Ge15] for a
unified treatment for all lower curvature bounds. In this case, one cannot estimate
the diameter as the solid cylinder with cross section a unit disc: Dn−1 ×R shows.
For Alexandrov spaces, one expects that a similar estimate holds. First, the mean
curvature assumption in [Li14] needs to be replaced by something meaningful for
non-smooth spaces. This has been done by Alexander-Bishop in [AB10], where the
authors defined a function called Base-Angle at each foot point.
Definition 0.1 ([AB10]). Let X be an n-dimensional Alexandrov space with non-
empty boundary ∂X. For x ∈ ∂X, the base angle at p of a chord γ of V at an
endpoint p is the angle formed by the direction of γ and ∂(Σx(X)), where Σx(X) is
the space of directions at x of X. We call the boundary ∂X has extrinsic curvature
≥ A in the base-angle sense at x or BA(x) ≥ A, if the base angle α at x of a chord
of length r from x satisfies
lim inf
r→0
2α
r
≥ A.
It can be verified that if X is a Riemannian manifold with smooth boundary, a
Base-Angle lower bound is equivalent to a lower bound on the principal curvatures
the boundary. We will call the boundary ∂X is A-convex, if the base-angle BA(x) ≥
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A at each foot point, which will be written as BA(∂X) ≥ A. Recall that a point
x ∈ ∂X is called a foot point, if there exists y ∈ X \ ∂X such that
ρ(y) := |y, ∂X | = |y, x|.
We use |A,B| to denote the distance between subsets A and B in X . In [AB10]
it is then proved, among other things, that the inner radius of X ∈ Alexn(κ) with
A-convex boundary ∂X satisfies the expected estimate, see Corollary 1.2.
In this note, we are interested in the radius estimate for X ∈ Alexn(κ) with
A-convex boundary ∂X . Recall the radius of X at p is defined by
Radp(X) = sup{|p, x| | x ∈ X},
and the radius of X is defined by
Rad(X) = inf
p∈X
Radp(X).
Now we state our main theorems
Theorem 0.2. Let X ∈ Alexn(0), with BA(∂X) ≥ A > 0. We have:
Rad(X) ≤ 1
A
,
with equality holds if and only if X is isometric to the warped product [0, A]×t ∂X.
Theorem 0.3. Let X ∈ Alexn(1), with BA(∂X) ≥ A ≥ 0. We have:
Rad(X) ≤ arccot(A),
with equality holds if and only if X is isometric to the warped product [0, arccot(A)]×sin(t)
∂X.
Remark 0.4. As one can easily see, our upper bound of the radius is the same as the
upper bound of inner-radius proved in Corollary 1.2 by Alexander-Bishop, but our
theorem does not imply their estimate since we use the inner radius estimate in our
proof of radius estimate. On the other hand, our result gives shaper estimates of
inner-radius, in fact, we insert more terms between the inner-radius and Alexander-
Bishop’s upper bound. See Theorem 1.6 and Theorem 1.7 for details.
Let X ∈ Alexn(κ) with nonempty boundary ∂X , the Boundary Conjecture says
that ∂X equipped with the induced path metric is again an Alexandrov space with
the same lower curvature bound κ. In particular, if κ = 1, we expect ∂X has
lower curvature bound 1, thus it would follows from the Boundary Conjecture that
diam(∂X) ≤ π and Vol(∂X) ≤ Vol(Sn−1), where Sn−1 denotes the unit (n − 1)-
sphere. The volume upper bound of ∂X was called Lytchak’s Problem in [Pet07],
and Petrunin proved it using gradient exponential map. The rigidity result is proved
only recently by Grove-Petersen [GP18]. In the [Ge18], the first author estimates
the volume of Alexandrov space with fixed boundary, where we could think of the
convexity of the boundary as positive curvatures. As the classical Gauss equation
relates the intrinsic curvature of submanifold and ambient space via the second
fundament form. So we propose the following Boundary Conjecture for Alexandrov
spaces with curved boundary:
Conjecture 0.5. Let X ∈ Alexn(0) and BA(∂X) ≥ 1, then ∂X ∈ Alexn−1(1).
Our next theorem gives an evidence of this conjecture. Namely we get a solution
to the Lytchak’s Problem for the non-negatively curved Alexandrov space with
1-convex boundary, as well as a rigidity result parallel to the one in [GP18]:
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Theorem 0.6. Let X ∈ Alexn(0) with ∂X 6= ∅. Suppose BA(∂X) ≥ 1. Then
Voln−1(∂X) ≤ Voln−1
(
Sn−1(1)
)
.
Moreover, if ∂X is intrinsically isometric to Sn−1, then X is isometric to the unit
disk in Rn.
Note that in the classical positive mass theorem implies that the Euclidean Rn
admits not compact perturbation while keeping lower scalar curvature bound 0. On
the hand, the boundary hypersurface is assumed to be smooth or with a restricted
type of singularity, cf. [ST02, ST18] . Our approach to this problem uses no as-
sumption on the smoothness of the boundary at all. However, we required a much
strong curvature condition.
Acknowledgment: We would like to thank Stephanie Alexander and Yuguang
Shi for their interest in our work and helpful discussions.
1. Proofs of the Radius Estimates
One key ingredient of our proof is the following concavity estimates of the dis-
tance function ρ(x) = |x, ∂X |:
Theorem 1.1 ([AB10]). Let X ∈ Alexn(κ) and BA(∂X) ≥ A. Let
D = R(κ,A)− dist∂X
where R(κ,A) is the radius of the circle with geodesic curvature equals to A in the
2-dimensional space form of curvature κ. If κ > −A2, then D is nonnegative, and
the function f = mdκ(D) satisfies
f ′′ + κf ≥ 1
where mdκ(t) =
∫ t
0
1√
κ
sin(
√
κs)ds.
The non-negativity of D implies that the inner radius estimate of X , i.e.
Corollary 1.2 ([AB10], Cor. 1.9). Let X and R be as above, then the inner radius
of X satisfies
a := max
x∈X
ρ(x) ≤ R(κ,A).
In particular, a ≤ 1
A
for κ = 0 and a ≤ arccot(A) for κ = 1. Moreover, in the case
κ = 0, A > 0 and κ = 1, A ≥ 0, there is a unique point s ∈ X realized the maximum
of ρ, which is called the soul of X.
First, we need characterize the set of points with maximal distance to the soul
s ∈ X .
Lemma 1.3. Let X ∈ Alexn(κ) with κ ≥ 0 and ∂X 6= ∅. Let s be the soul of X.
Then
Rads(X) = sup
x∈∂X
|s, x| =: b.
Proof. For any y in the interior of X , let q ∈ ∂X be a foot point such that |y, ∂X | =
|y, q| =: β. Let γ(t) : [0, β]→ be the unit-speed geodesic from y to q. We have:
| ⇑sy, γ+(0)| ≥
π
2
,
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since otherwise there would exist a geodesic α from y to s with α(0) = y and
|α+(0), γ+(0)| < pi2 , then by the first variation formula
ρ(α(ǫ)) ≤ |α(ǫ)q| < |yq| = ρ(y)
for ǫ small. Here the set ⇑sy consists of initial directions of all the unit speed
geodesics from y to s.
On the other hand, ρ is a concave function with the maximum achieved at s, it
follows that ρ(α(·)) is monotone, therefore ρ(s) < ρ(y). Hence a contradiction.
Since ∀t ∈ [0, β], q is the foot point achieves the distance form γ(t) to ∂X , we
have:
| ⇑sγ(t), γ′(t)| ≥
π
2
.
by replacing the y above by γ(t), t ∈ [0, β]. Therefore the first variation formula
tells |γ(t), s| is increasing along γ(t). It follows that
|qs| ≥ |ys|.
Therefore the conclusion holds. 
Remark 1.4. It can be showed that Rads(X) can only be achieved by geodesics
from s to some points on ∂X . In fact, if | ⇑s
γ(t), γ
′(t)| > pi2 for some t ∈ [0, β],
then we have the strict inequality |q, s| > |y, s|. Therefore if there were an interior
point y /∈ ∂X satisfies |s, y| = Rads(X), it follows that | ⇑sγ(t), γ′(t)| ≡ pi2 for any
t ∈ [0, β]. In particular, the equality holds at q = γ(β), therefore ↑sq∈ ∂ΣsX . By
the convexity of ∂X , we have s ∈ ∂X . Hence a contradiction.
The following elementary comparison result for ODEs is needed.
Lemma 1.5. For any κ ≥ 0, let f and f˜ be real functions on [0,∞) satisfying:
f ′′ + κf ≥ 1
f˜ ′′ + κf˜ = 1
respectively, while 0 ≤ f(0) < 1
κ
(if κ = 0, define 1
κ
as ∞), f(0) = f˜(0), f ′(0) =
f˜ ′(0). Then
f(t) ≥ f˜(t) ∀t ∈ [0, t0]
where t0 is the first zero of
1
κ
− f˜ .
Proof. For the case κ > 0, let w = 1
κ
− f and w˜ = 1
κ
− f˜ . Then w(0) = w˜(0) > 0,
and the ordinary functions of f and f˜ makes
w′′ + κw ≤ 0
w˜′′ + κw˜ = 0.
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Then
w′′(t)w˜(t)− w˜′′(t)w(t) ≤ 0
⇐⇒ (w′(t)w˜(t)− w˜′(t)w(t))′ ≤ 0
=⇒ (w′(t)w˜(t)− w˜′(t)w(t)) ≤ (w′(0)w˜(0)− w˜′(0)w(0)) = 0
=⇒ ( w˜
w
)′(t) ≥ 0 whenever w(t) > 0
(
w
w˜
)′(t) ≤ 0 whenever w˜(t) > 0
=⇒ w(t) ≤ w˜(t) whenever w˜(t) ≥ 0
⇐⇒ 1
κ
− f(t) ≤ 1
κ
− f˜(t) whenever 1
κ
− f˜(t) ≥ 0
⇐⇒ f(t) ≥ f˜(t) whenever 1
κ
− f˜(t) ≥ 0.
In the case that κ = 0, it is easy to see f ′′ − f˜ ′′ ≥ 0, thus f ′ − f˜ ′ ≥ 0 by
f ′(0) = f˜ ′(0), and then, f(t) ≥ f˜(t) follows from f(0) = f˜(0). 
The Theorem 0.3 and Theorem 0.2 are in fact easy corollaries of the following
theorems, where we insert one more term between the inner radius estimates of
Corollary 1.2. As we can see easily
a ≤ Rad(x) ≤ b,
Recall that a = maxx∈X ρ(x) and b = Rads(X). We have:
Theorem 1.6. If X ∈ Alexn(1) and BA(∂X) ≥ A ≥ 0. Then
Rad(X) ≤ b ≤ arccos
(
A
A cos a+ sina
)
.
Proof. Set ℓ = R(1, A) = arccot(A). Let γ(t) be a geodesic of length b with γ(0) = s
and γ(b) ∈ ∂X . Therefore dist∂X(γ(0)) = a ≤ ℓ. Let
h(t) = ρ(γ(t)),
Then h satisfies
h(0) = a, h(b) = 0, h′(0) = − cosα0,
where α0 = |γ′(0),⇑∂Xs |. Since s is the critical point for the distance function ρ,
we have α0 ≤ pi2 . Define
f(t) = 1− cos(ℓ− h(t)) t ∈ [0, b].
Since we are working for the case κ = 1, mdκ(x) = 1−cosx. Therefore the function
f satisfies the following differential inequality:
f ′′ + f ≥ 1
Let
f˜(t) = 1− cos(ℓ− a) cos t+ sin(ℓ− a) sin t cosα0.
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then one verifies easily:
f˜(0) = 1− cos(ℓ − a) = f(0)
f˜ ′(0) = sin(ℓ− a) cosα0 = f ′(0)
and
f˜ ′′(t) + f˜(t) = 1
that follows:
f(t) ≥ f˜(t)
for t ≤ t0, where the t0 > 0 is the first zero of 1 − f˜ by Lemma 1.5. Especially
when t = b ≤ t0, we have
cos ℓ ≤ cos(ℓ− a) cos b− sin(ℓ − a) sin b cosα0
=⇒ cos ℓ ≤ cos(ℓ− a) cos b
⇐⇒ cos ℓ
cos(ℓ− a) ≤ cos b
⇐⇒ A
A cos a+ sin a
≤ cos b
⇐⇒ b ≤ arccos
(
A
A cos a+ sin a
)

Proof of Theorem 0.3. One observe that
A
A cos a+ sina
≥ A√
1 +A2
,
since a ≤ l ≤ pi2 . We have:
b ≤ arccos
(
A
A cos a+ sin a
)
≤ arccos A√
1 +A2
that is b ≤ arccot(A). 
Now we move to the discussion on the case κ = 0.
Theorem 1.7. Let X ∈ Alexn(0) and BA(∂X) ≥ A > 0. Let a be the inner radius
of X. We have:
Rad(X) ≤ b ≤
√
2
a
A
− a2
Proof. Let ℓ = R(0, A) = 1
A
. Suppose γ(t) is a geodesic of length b, with γ(0) = s
and γ(b) ∈ ∂X . Therefore dist∂X(γ(0)) = a ≤ 1A by Corollary 1.2. Let
h(t) = dist∂X(γ(t)),
then
h(0) = a, h(b) = 0, −h′(0) = cosα0
where α0 = |γ′(0),⇑∂Xs |. Since s is the critical point for ρ, we know α0 ≤ pi2 . In
this case,
mdκ(x) =
x2
2
,
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thus
f(t) =
( 1
A
− h(t))2
2
, 0 ≤ h(t) ≤ 1
A
satisfying
f ′′ ≥ 1.
Let
f˜(t) =
t2 + 2( 1
A
− a) cosα0t+ ( 1A − a)2
2
then
f˜(0) = f(0) =
( 1
A
− a)2
2
f˜ ′(0) = f ′(0) = (
1
A
− a) cosα0
and
f˜ ′′(t) = 1
It follows that
f(t) ≥ f˜(t).
Therefore, when t = b, we have
b2 + 2(
1
A
− a) cosα0b+ (a2 − 2 a
A
) ≤ 0
=⇒ b ≤
√
2
a
A
− a2

Proof of Theorem 0.2. By Theorem 1.7 and Corollary 1.2: a ≤ 1
A
, we have:
b ≤
√
2
a
A
− a2 ≤ 1
A
.
Thus the conclusion follows. 
2. Discussion of the Equality Cases
In this section we discuss various equality case in the estimates below. Recall
that the inner radius a := maxx∈X ρ(x) and b := maxx∈∂X |x, s|. By the previous
theorems we have for the case κ = 0, A > 0:
a ≤ Rad(X) ≤ b ≤
√
2
a
A
− a2 ≤ 1
A
; (2.1)
and for the case κ = 1, A > 0:
a ≤ Rad(X) ≤ b ≤ arccos
(
A
A cos a+ sin a
)
≤ arccot(A). (2.2)
For simplicity, we will refer the terms in the (2.1) and (2.2) as 1 to 5 from the
left to the right.
Proposition 2.1 ( 1 = 5 , [AB10]). The equality a = 1
A
in (2.1) (resp. a =
arccot(A) in (2.2)) implies that the space X is isometric to the cone [0, a] ×t ∂X
(resp. [0, a]×sin t ∂X).
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As one can see in our proof of Theorem 1.6 and Theorem 1.7, the same type of
rigidity holds, that is.
Proposition 2.2 ( 2 = 5 ). The equality Rad(X) = 1
A
in (2.1) (resp. Rad(X) =
arccot(A) in (2.2)) implies that the space X is isometric to the cone [0, a] ×t ∂X
(resp. [0, a]×sin t ∂X).
The following example shows that class of spaces satisfying Rad(X) = b =√
2 a
A
− a2 or Rad(X) = b = arccos
(
A
A cos a+sin a
)
are very large.
Example 2.3 ( 2 = 4 ). We constructX ∈ Alex3(0), and BA(∂X) ≥ A ≥ 0 in the
Euclidean space R3 as the intersection of three balls centered at ( 1
A
−a, 0, 0), −( 1
A
−
a, 0, 0), and (0,
√
2 a
A
− a2− ǫ− 1
A
, 0) respectively, where a < 1
A
, ǫ <
√
2 a
A
− a2−a.
Soul ofX is the origin ofR3, the inner radius ofX is a while the radius is
√
2 a
A
− a2,
which is also the distance from the soul to the boundary of X . A similar example
in Alex3(1) can be constructed easily.
Proposition 2.4 ( 1 = 4 ). The equality a =
√
2 a
A
− a2 in (2.1) (resp. a =
arccot(A) in (2.2)) follows the equivalent in 2.1, thus that the space X is isometric
to the cone [0, a]×t ∂X (resp. [0, a]×sin t ∂X).
The case κ = 1, A = 0 contains all positively curved Alexandrov spaces with
boundary. The upper bound 5 in (2.2) is π/2. In this case, the following rigidity
theorem is proved by Petersen and Grove
Proposition 2.5 ([GP18]). Let X ∈ Alexn(1) and ∂X is intrinsically isometric
to Sn−1. Then X is isometric to the lens Lnα = [0, α] ∗ Sn−2 for some 0 < α ≤ π,
where ∗ is the spherical join.
3. The Filling of Round Sphere
In this section, we prove Theorem 0.6. The volume estimate uses the same idea
as Petrunin’s in [Pet07] we include it only for completeness. The rigidity part uses
our discussion on the equality case in the previous section.
Proof of Theorem 0.6. For X ∈ Alexn(0) with no empty boundary, the distance
function to the boundary is concave in X . Thus the gradient exponential map
gexps maps Bb(os) onto X . Moreover gexps also gives a homotopy equivalence of
∂Bb(os) = Σs and X \ {s}, which is homotopy to ∂X , by noting that the soul s
is the only critical point of the distance function to ∂X . Since Σs is a compact
Alexandrov space without boundary, we have Hn−1(∂X,Z2) 6= 0. Hence ∀x ∈ ∂X ,
the geodesic sx must have a point of gexps
(
∂Bb(os)
)
. Since the inverse of the
gradient exponential map gexp−1s is uniquely defined inside any geodesic starting
at s, it can only be x for gexps is a short map. Thus
∂X ⊂ gexps(∂Bb(os)).
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On another hand, Using gradient exponential map is a distance non-increasing map,
we have
Voln−1(∂X) ≤ Voln−1
(
gexps(∂Bb(os))
)
≤ Voln−1
(
∂Bb(os)
)
≤ Voln−1
(
Sn−1(b)
)
≤ Voln−1
(
Sn−1(1)
)
.
If ∂X is intrinsically isometric to Sn−1, the previous inequalities implies b = 1.
Recall
b ≤
√
2a− a2 ≤ 1,
we get a = 1 thus by the Corollary 1.10 in [AB10], X is isometric to the ball of
radius 1 about the vertex in a 0-cone over it’s boundary. Since ∂X is isometric to
Sn−1, such cone is Rn, therefore the conclusion holds. 
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