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Electrostatic correlations and variable permittivity of electrolytes are essential for exploring many
chemical and physical properties of interfaces in aqueous solutions. We propose a continuum elec-
trostatic model for the treatment of these effects in the framework of the self-consistent field theory.
The model incorporates a space- or field-dependent dielectric permittivity and an excluded ion-size
effect for the correlation energy. This results in a self-energy modified Poisson-Nernst-Planck or
Poisson-Boltzmann equation together with state equations for the self energy and the dielectric
function. We show that the ionic size is of significant importance in predicting a finite self energy
for an ion in an inhomogeneous medium. Asymptotic approximation is proposed for the solution
of a generalized Debye-Hu¨ckel equation, which has been shown to capture the ionic correlation and
dielectric self energy. Through simulating ionic distribution surrounding a macroion, the modified
self-consistent field model is shown to agree with particle-based Monte Carlo simulations. Numerical
results for symmetric and asymmetric electrolytes demonstrate that the model is able to predict the
charge inversion at high correlation regime in the presence of multivalent interfacial ions which is
beyond the mean-field theory, and also show strong effect to double layer structure due to the space-
or field-dependent dielectric permittivity.
I. INTRODUCTION
Electrostatic interaction in aqueous solutions including
charged interfaces is of interest in a wide range of areas
such as biological macromolecules, colloidal suspensions
and nanoparticle assembly. The structure of screened
ions near charged surfaces, so-called the electric double
layer, controls many macroscopic properties of the sys-
tem such as the zeta potential and colloidal renormalized
charges [1–5], and is affected by the interfacial chemistry,
the surface charge distribution, the ionic specificity, and
so on. In the presence of divalent ions, electrostatic cor-
relation plays a very important role, which could lead
to the overscreening of counterions near highly charged
surfaces, i.e., the charge inversion phenomenon [6–10].
The electrostatic correlation is probably responsible for
a lot of many-body phenomena such as like-charge attrac-
tion [11, 12] and ion crowding in membrane channels [13],
and many-body systems such as electrodes in ionic liquids
[14]. The correct understanding of correlation effects and
their relation with interfacial properties are then consid-
ered to be of significant in many applications.
Electrostatic correlation should be seriously studied
in many conditions, e.g., if a system includes highly
charged surfaces, multivalent counterions, or if the sys-
tem is at low temperature. The correlation strength is
often measured by a coupling parameter [15] defined as
Ξ = z3cσe
4/8π(εkBT )
2, where zc, σ, e, ε and kBT are
the counterion valence, the average surface charge den-
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sity, the electronic charge, the dielectric permittivity, and
the thermal energy, respectively. The coupling parameter
can be simplified to Ξ = z2c ℓB/ℓGC , the product of z
2
c and
the ratio of the Bjerrum length ℓB to the Gouy-Chapman
length ℓGC . These two length scales describe the ion-
ion and ion-interface interaction strengths, respectively.
The classical Poisson-Boltzmann (PB) theory is often
used, but it is mean-field and works only when Ξ ≪ 1
since it ignores the ion correlation, thus fails to capture
correlation-induced electrostatic phenomena. Many ex-
tended theories beyond the mean field have been pro-
posed and applied for different problems, e.g., to include
the steric effect or dielectric self energy [16–20]. A first-
principle description of electrostatic correlation should
follow the integral-equation theory [21], which turns out
to be a difficulty in resolving high-dimensional obstacles.
Phenomenologically, the electrostatic correlation is taken
into account in a Ginzburg-Laudau-type functional which
yields a modified PB equation with a biharmonic term
to describe the contribution from the correlation energy
[22, 23] and a correlation length as a parameter to be
accurately fitted by simulations or experiments.
In most of theoretical and computational studies un-
der the primitive model [24, 25], a homogeneous dielec-
tric profile for electrolytes near surfaces is often assumed,
e.g., 80 for the relative dielectric constant of water sol-
vent. This is far from a high-accurate description of
the solvent. Water molecules are ordered near micro-
or macro- ions, weakening the shielding for ion-ion in-
teractions. This has led to models for ion-concentration-
or field-dependent dielectric permittivities. Historically,
the dependence of the dielectric permittivity on the ionic
solution has been discussed as early as 1940s [26]. Later,
Booth considered the dielectric constant of polar elec-
2trolytes as a function of the electrostatic field strength
[27, 28], which was followed by many related studies
from molecular dynamics simulations [29, 30] to contin-
uum theory [31, 32]. Recent work also reported that
the dielectric decrement is relevant to ion-specific effects
[33]. On the other hand, the Booth’s model was utilized
to modify the Poisson-Boltzmann equation to predict
the capacitance with effects of morphology and dielectric
permittivity [34]. Coupled with the Booth’s model, the
Langevin-Poisson-Boltzmann (LPB) equation was devel-
oped to investigate the effects of polarization saturation
to the contact potential at the colloid surface and the
long-range interaction between colloids [35]. More re-
cently, Bonthuis et al. [36, 37] and Bonthuis and Netz
[38] through molecular dynamics simulations showed that
the interfacial dielectric function is closely related to the
molecular solvent structure of the surface. By incorporat-
ing the structure properties in the dielectric profile, the
Bonthuis-Netz model [38] has been successful in predict-
ing the ion distribution with good agreement to a bunch
of physical experimental results and particle simulations.
When moving an ion from a high-dielectric region to
a lower one, it costs the solvation energy and thus fa-
vors to stay away. This explains the ion depletion near
the water/air interface [39]. So with the decrement of
the double-layer dielectric permittivity by the field, ions
are repelled. In contrast, we should see that the ion-ion
correlation becomes stronger for lower ε since the cou-
pling parameter Ξ is proportional to 1/ε2, favorable for
the ion congregation. These mutual effects to the inter-
facial ion structure are less understood. This is our pur-
pose to find an appropriate model to account for both
effects. We considered the effect of inhomogeneous di-
electric function, which is either space-dependent or field-
dependent under the continuum theory. We go one step
further to couple the dielectric function with the self-
consistent field (SCF) theory [40–47] to incorporate the
correlation energy (the self energy of a test ion). A self-
consistent system composed of a self-energy modified PB
equation (or Possion-Nernst-Planck equation for charge
dynamics) and a generalized Debye-Hu¨ckel (DH) equa-
tion is derived, which can characterize the inhomoge-
neous dielectric background. This SCF model gives rise
to many difficult issues for numerical approximation. On
one hand, the inhomogeneity of dielectric permittivity
introduces the difference in the solvation energy (Born
energy), which is inversely proportional to the product
of the dielectric constant and the ionic radius [48]. It is
necessary to handle the exclude-volume effect of ions, es-
sentially giving rise to a multi-scale problem, which was
discussed by Wang [43]. On the other hand, the solution
of the generalized DH equation is always a difficult issue
even when the dielectric profile is homogeneous, since
it is a Green’s function equation. Numerical methods
for this high-dimensional problem are computationally
expensive. More efficient numerical methods should be
proposed. These technical issues will be resolved by in-
troducing an asymptotic decomposition of the self energy,
where the approximate DH equation is represented by an
integral over the three-dimensional domain.
The traditional SCF equations for charged systems are
based on a point-charge assumption, formulated from the
variational field theory. The solution of this set of equa-
tions blows up at a high coupling parameter Ξ because
the ionic size effect is ignored and thus the correlation
energy is divergent [49]. This shortcoming is fixed in this
paper, thus allowing us to explore new physics at the
higher coupling regime. we simulate 1:1 and 2:1 salts
for electrolytes through the proposed SCF model and
particle-based Monte Carlo simulations, and find excel-
lent agreement between two approaches. Meanwhile, it is
illustrated that many important features are captured by
the modified SCF equations, e.g., the depletion due to the
low dielectric zone and the charge inversion for strong-
coupling systems. Furthermore, we find from the Booth
dielectric model that the electric field causes the ordered
water alignment only for the first few layers, which how-
ever greatly changes the surface potential of the charged
interface. These results demonstrate attractive features
of the modified SCF model, and then promising for the
use in understanding more physical and biological phe-
nomena.
II. MODEL
A. Self-consistent field model with variable
permittivity
Let ε be the dielectric permittivity of the solvent with a
binary salt of valences z±. Subject to suitable boundary
conditions, the electrostatic potential Φ in the electrolyte
is described by the classical Poisson equation,
−∇ · ε∇Φ =
∑
i=±
zieci, (1)
where e is the elementary charge and ci is the concentra-
tion function of the ions of species i. By the mass con-
servation, the modified Nernst-Planck equation is used
to describe the dynamics of charged particles in an elec-
trolyte, i.e., the equation for ci is,
∂ci
∂t
= ∇ ·Di (∇ci + βci∇Ui) ,
Ui = zieΦ+
1
2
z2i e
2ui,
(2)
where Di is the diffusion constant, and β = 1/kBT is the
inverse thermal energy. The first term in the right side
of Eq. (2) describes the diffusion of ions, and the second
term is the contribution from the ion convection due to
the energy gradient and Ui is the electrostatic energy of
an ion at the position, called the potential of mean force
as approximated by the sum of the mean potential en-
ergy and the correlation energy 12z
2
i e
2ui, following a lot
of work [41, 42, 45, 50]. The physical meaning of the
3potential of mean force is the free energy cost of mov-
ing a test ion from the bulk solvent region into its cur-
rent position, where the correlation energy is related to
a Green’s function to be discussed later on. In equilib-
rium, the Nernst-Planck equation Eq. (2) has an explicit
formula for ionic concentration, ci = ci0e
−βUi , where ci0
is the concentration in bulk solution. This leads to the
self-energy modified PB equation,
−∇ · ε∇Φ =
∑
i
zieci0e
−βUi . (3)
This equation is beyond the classical PB theory in the
sense that electrostatic correlations have been included
in the self energy to improve the approximation of the
mean-force potential.
Equation (3) is available for cases with symmetric or
asymmetric ionic sizes and valences. For physical sys-
tems with high surface charge densities or large surface
electric potentials, since the ion density near the inter-
face increases exponentially and does not saturate. We
introduce a local treatment by using the entropic con-
tribution of water molecules in the free energy and use
the lattice gas formalism to derive the ion density dis-
tribution with maximal charge density constraints [16],
though the influence of this treatment is debated in [51].
In this case, the equilibrium ion concentration with steric
entropic effect of each particle in the solvent is given by,
ci = ci0e
−βUi−S , with
S = log
[
1 +
∑
j
νcj0
(
e−βUj − 1) ], (4)
where ν is the lattice volume of an ion. At the dilute
limit or at the bulk solvent S decays to zero. We then
modify Eq. (3) into,
−∇ · ε∇Φ =
∑
i
zieci0e
−βUi−S . (5)
It should be noted that the use of asymmetric lattice
volumes is also possible though the relation between the
ion concentration and the electric energy has to be in a
form of a transcendental equation [52, 53], which has the
exact explicit solution only for the same size. We should
remark that the ionic steric effect is essentially short-
range correlation effect and nonlocal [54]. This should
be modified by, e.g., the modified fundamental measure
theory [55], when this steric effect has to treated more
accurately.
In order to close the above equation system, we define
the self energy ui by following the SCF theory [41–43],
where it is defined as the self-Green’s function limit,
ui = lim
r
′→r
[
Gi(r, r
′)−G0(r, r′)
]
, (6)
and Gi is the Green’s function described by a generalized
Debye-Hu¨ckel (DH) equation, and G0 is the free-space
Green’s function described by−εeff∇2G0(r, r′) = δ(r, r′).
In order to take into account the effect of variable dielec-
tric permittivity, the DH equation in the SCF theory is
expressed as [56],
−∇·εi(r, r′)∇Gi(r, r′)+2Ii(r, r′)Gi(r, r′) = δ(r, r′), (7)
where the dielectric permittivity εi(r, r
′) and ionic
strength Ii(r, r
′) locally depend on the position of the
test ion of species i, which characterizes its ionic size ef-
fects to the dielectric function and excluded volume,
εi(r, r
′) =
{
εeff, |r− r′| < ai,
ε(r), otherwise,
(8)
Ii(r, r
′) =
{
0, |r− r′| < ai,
1
2βe
2
∑
i z
2
i ci, otherwise,
(9)
where εeff is the effective dielectric permittivity inside the
ion and is thought to be related with the ionic specificity,
e.g., ionic polarizability. The ions can also be treated
as conducting spheres with adjustable hydrated radius.
This treatment has been shown to perform well in match-
ing the simulation and experimental results and explain-
ing the Hofmeister effect for ions near dielectric interfaces
[57–59]. However, we will not investigate polarizable ef-
fects in this work and assume a constant interior dielec-
tric constant εeff = ε0. At the point charge assumption
ai → 0, Eq. (6) is divergent for a space-dependent ε,
thus this modification is essential to ensure a finite self
energy ui. It can be emphasized that ionic specific effects
can be accounted for by defining a species-dependent ε0
in Eq. (8).
The large potentials usually appear near the surfaces
with strong surface charges, the treatment with steric
entropy is useful to control numerical stability and per-
forms well to constrain the concentration of counterions
in a physically significant regime. For the case of asym-
metric ionic sizes, we take the lattice volume ν as the
volume of a counterion, considering the ion distribution
is far below the saturation density and not sensitive to
the size of the coions. On the other hand, we do intro-
duce the effect of asymmetry in ion size when calculating
the self energy with Eq. (7). We find this consideration
is necessary when the ion-ion correlation between coions
is also strong, e.g., for 2:2 electrolytes.
B. Nondimensionalization
Let L be a length scale to characterize the geometric
length of interfaces, ℓB = βe
2/(4πεW ) be the Bjerrum
length in water solvent, and ℓD = 1/
√
4πℓB
∑
i z
2
i ci0
be the Debye screening length. Following dimension-
less parameters and variables in [56], we define r˜ = r/L,
c˜i0 = ci0/c+0, ε˜ = ε/εW , Φ˜ = βeΦ, G˜i = βe
2Gi, and
G˜0 = βe
2G0. We define the dimensionless variables for
the surface charge density σ˜ = σL2/e and the dipole mo-
ment p˜0 = p0/(eL) for the use in next sections. We drop
tildes of all new variables and have the dimensionless
4modified PB and DH equations as the following,
−2I0ǫ2∇ · ε∇Φ =
∑
i
zici0e
−Ui−S , (10)
Ui = ziΦ+
1
2
z2i ui, (11)
S = log
[
1 +
∑
j
νcj0
(
e−Uj − 1) ], (12)
ui = lim
r
′→r
[Gi(r, r
′)−G0(r, r′)] , (13)
−∇ · εi∇Gi + Ii/(I0ǫ2)Gi = 4πqδ(r− r′), (14)
where
G0 =
q
εeff|r− r′| , (15)
εi(r, r
′) =
{
εeff, |r− r′| < ai,
ε(r), otherwise,
(16)
Ii(r, r
′) =
{
0, |r− r′| < ai,
1
2
∑
i z
2
i ci, otherwise,
(17)
and ǫ = ℓD/L and q = ℓB/L are two dimensionless pa-
rameters, I0 =
∑
i z
2
i ci0/(2c+0) = z+(z+ + 1)/2 is the
scaled far field ionic strength, which is one for 1:1 elec-
trolytes, and 3 for 2:1 electrolytes. We shall note that
after the nondimensionalization the dielectric permittiv-
ities εeff = 1/80 and ε(r) → 1, since they are divided
by the water dielectric constant. It is not difficult to
see that (2I0ǫ
2ε) denotes the effective dielectric function,
and q represents the effective charge of the test ion and
hence the strength of its self energy. Eqs. (10)-(14) com-
prises the SCF model for variable media. This system
of self-consistent equations is general for different elec-
trolytes and arbitrary surface geometries. The solution
of the DH equation is challenging, not only because of its
high dimensions but also because it is a multiscale prob-
lem, i.e., the sizes of nanoparticles and mobile ions are of
two different spatial scales.
C. The self-energy approximation
To approximate ui, we denote an inverse Debye length
function by κ(r) =
√∑
i z
2
i ci/(2I0ǫ
2), and set q = 1
without loss of generality, then the DH equation is writ-
ten as,
−∇ · εi∇Gi + κ2iGi = 4πδ(r− r′), (18)
where similar to εi defined by Eq. (16), κi(r, r
′) is six
dimensional and locally depend on the location of the
test ion,
κi(r, r
′) =
{
0, |r− r′| < ai,
κ(r), otherwise.
(19)
We recall the dimensionless ε is unitary in the bulk sol-
vent region.
To resolve the multiscale problem in the approximation
of the self energy, we decompose the solution for ui into
two parts by
ui = u1 + u2
= lim
r
′→r
(Gi −G′i) + lim
r
′→r
(G′i −G0), (20)
such that G′i satisfies,
−∇ · ε′i∇G′i = 4πδ(r− r′), (21)
where
ε′i(r, r
′) =
{
εeff, |r− r′| < ai,
ε(r′), otherwise.
(22)
We shall see that ε′i is piecewise constant, which is uni-
form outside the ionic cavity. Then the second part of the
self energy, u2, can be evaluated locally and analytically,
giving us a form of the Born energy [48],
u2 =
1
ai
[
1
ε(r)
− 1
εeff
]
, (23)
which characterizes the mutual effect of the ionic size and
variable permittivity.
In the first component of the self energy (20), the
solution of Green’s function depends on the boundary,
global ionic concentrations and dielectric permittivity,
and u1 has no explicit expression. We consider the
small ai asymptotic and that ε
′
i ≈ εi in the locality
of r′. At the limit ai → 0, the self Green’s function
u˜1 = limr′→r(G˜− G˜′), where
−∇ · ε(r)∇G˜ + κ2(r)G˜ = 4πδ(r− r′), (24)
and G˜′ = 1/ε(r′)|r − r′|. Here, ε(r) and κ(r) do not
depend on the site of the test ion, and we then remove the
difficulty of solving two space scales. We shall use the far
field approximation to include the excluded-volume effect
in the definition of κi(r, r
′), which yields the expression
for u1,
u1 ≈ u˜1
1− ε(r)u˜1ai . (25)
The approximate expression (25) is accurate in the sense
that the function κ(r) is not rapidly varying or the ion
size ai is small.
The only expensive part is then how to solve Eq. (24)
to obtain u˜1 = lim
r
′→r
(G˜− G˜′). Let
H =
√
ε(r)ε(r′)G˜. (26)
Since ε(r) and κ(r) are both smooth functions, we trans-
form the Green’s function equation into the equation for
H,
−∇2H + v2H = 4πδ(r− r′), (27)
5where, after using the property g(r)δ(r−r′) = g(r′)δ(r−
r
′) for any smooth g, we can write,
v(r) =
[√
ε(r)∇2
√
ε(r) + κ2(r)
ε(r)
]1/2
. (28)
For the free-space Green’s function, we introduce H0 =
ε(r′)G˜′ = 1/|r − r′|. Subtracting Eq. (27) and H0 into
Eq. (27) gives,
∇2(H−H0) = v2H. (29)
The solution of this equation can be represented by a
Born series through the integral equation,
H−H0 = − 1
4π
∫
v2(r′′)H(r′′, r′)
|r− r′′| dr
′′. (30)
To solve it, initially we could take the leading asymptotic
for H,
H(1)(r, r′) = exp[v(r)r12]
r12
, (31)
where r12 is the distance between r and r
′, then a series
solution is iteratively defined by,
H(n) −H0 = − 1
4π
∫
v2(r′′)H(n−1)(r′′, r′)
|r− r′′| dr
′′. (32)
In principle, the solution is obtained upon the conver-
gence of the iteration. Each step includes a multiplication
of two dense matrices, which is too expensive to imple-
ment. However, H(1) is actually pretty good asymptotic
approximation to the Green’s function, and we could ex-
pect that H(2) may include enough information to under-
stand the Green’s function. At this point, the expression
for u˜1 is,
u˜1 =
1
ε(r)
lim
r
′→r
[H(2)(r, r′)−H0(r, r′)]
= − 1
4πε(r)
∫
v2(r′′)H(1)(r′′, r)
|r− r′′| dr
′′. (33)
Finally, we find an approximate solution for the self en-
ergy,
ui =
u˜1
1− ε(r)u˜1ai +
1
ai
[
1
ε(r)
− 1
εeff
]
, i = ±, (34)
where u˜1 is tge integral expression (33). The global di-
electric and ionic strength variations due to dielectric in-
terfaces are included in v. For general q, Eq. (34) multi-
plied by q is the self energy of the ion.
For weak coupling cases, e.g., dilute electrolytes with
monovalent ions, the Born energy (the second term in
Eq. (34)) dominates the self energy. This term is a lo-
cal property which only depends on the local dielectric
constant and ionic radius. This energy has been incorpo-
rated into the classical mean-field PB theory by Paunov
et al. [32]. This modified PB theory captures some im-
portant effects due to inhomgeneous dielectric media in
dilute electrolytes. The modified equation can be solved
simply by the iterative numerical methods. However, for
strong coupling cases as discussed in the present work,
the nonlocal correlation effect (the first term in Eq. (34))
is of great importance and non-ignorable. As is shown,
the correlation energy corresponds to the solution of the
self Green’s function. In order to approximate the sophis-
ticated procedure of solving the generalized DH equation
(14), we make use of the concept of Born series (32) and
arrive at the integral formula as (33), which corresponds
to a matrix-vector multiplication in discretization form,
and thus is achievable in practical use.
It should be remarked that the convergence of the Born
series depends on the smoothness of the dielectric permit-
tivity. The accuracy may be low when a large gradient
is present in the dielectric profile. When the interface is
regular such as planes or spheres, this can be tackled by
taking the integral region as the solvent region and in-
troducing a WKB-type approximation by using the im-
age charge method; see [56] for planar interfaces. For a
general geometry, an efficient approximation remains an
open question.
D. Field-dependent dielectric permittivity
In this section, we introduce the dipolar model for the
dielectric permittivity. The solvent molecules of the so-
lution generally contain permanent dipoles. When an
external electric field is applied, the dipoles are oriented
against the field and the solvent is polarized. As afore-
mentioned in the Introduction, the dependence of po-
larization and dielectric permittivity on the electric field
strength was systematically discussed by Booth [27, 28]
in the 1950s. In the dimensional form, the Booth’s rela-
tion is expressed by the formula,
ε(E) = ε0 +
p0nd(βp0E)L (βp0E)
E
, (35)
with the field strength E = |∇Φ|, the Langevin function
L (x) = cothx − 1/x and the dipole density nd(x) =
cd sinhx/x, where p0 and cd are the permanent dipole
moment of a solvent molecule and its number density.
Considering the case of water solvent, we have the limit
in bulk electrolytes ε(E → 0) = ε0 + βp20cd/3 = εW ,
which gives βp20cd = 3(εW − ε0). In Eq. (35), we have
neglected the finite size effect of solvent molecules by
assuming them as point dipoles. This field-dependent di-
electric effect was involved into the classical PB model
by Paunov et al. [32] and was named later as dipolar PB
(DPB) equation by Abrashkin et al. [60]. Usually, it is
reasonable to neglect the small change in the dipolar den-
sity for water solvent, i.e., assume nd(βp0E) = cd, which
yields the Langevin PB equation [35]. Interestingly, this
neglect repairs the divergence of the dipole density, and
6thus the Langevin equation gives more reasonable pre-
diction for the dielectric function than the diploar model
[61].
We then follow the simplified version for ignoring the
density fluctuation of water, and include the self-energy
contribution due to the dielectric inhomogeneity and
the electrostatic correlation. In dimensionless form, the
Langevin-SCF equation (SCF-L) reads,
− 2I0ǫ2∇ · ε(|∇Φ|)∇Φ =
∑
i
zici0e
−Ui−S , (36)
where Ui and S are expressions described in Eqs. (11)
and (12) and
ε(E) = ε0 + 3(1− ε0)L (p0E)/(p0E). (37)
We have ε0 = 1/80 and ε(E → 0) = 1.
Besides the above field-dependent or Booth’s model for
dielectric permittivity, there have been many discussions
for other effects to local variations of the dielectric per-
mittivity. With the simple dipole moment model, one
can see that ions in electrolytes undergo solvation shells
and prevent the surrounding water molecules from being
oriented against the external field. The dielectric per-
mittivity of the solution will be decreased when ions are
added to it, and one can obtain equations for the salt-
concentration-dependent dielectric permittivity for elec-
trolytes [26, 33, 62–65]. Furthermore, the ionic polariza-
tion also plays a role in the dielectric function because
ions act as induced dipole moments in an external field
[66]. When these effects are considered, the potential
of mean force Ui in the SCF model has to be modified
again. However, we will limit the discussion to Eq. (36)
and save them as future work if these effects have to be
included to describe unexplored physics.
III. ELECTROLYTES AROUND A MACROION
Now we consider a special case of a charged nanoparti-
cle with radius R surrounded by an electrolyte (see Fig.
1). The surface charge is distributed uniformly on the
surface with density σ to make the potential field spheri-
cally symmetric. Thus, the potential field and ionic con-
centration densities are spherically symmetric in spheri-
cal coordinates (r, θ, φ). We have the Neumann boundary
condition for electric potential on the surface
− ε(r) ∂Φ
∂r
∣∣∣∣
r=R
= 4πqσ. (38)
Note here we have used the dimensionless surface charge
density and q = ℓB/L, and the dielectric permittivity is
also dimensionless which is relative to the water dielectric
permittivity. The origin of the sphere is set to be r = 0
in the spherical coordinates. Clearly, we have the fact
that the ith ion cannot penetrate the region r < R + ai
due to the hard-wall repulsion to mobile ions. However,
-
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FIG. 1: Schematic representation of a charged nanoparticle
immersed in an electrolyte. Cations and anions are repre-
sented by solid red and blue balls, respectively. The surface
charges are negative. Dipolar solvent molecules (empty green
balls) near the surface are ordered under the influence of the
strong electric field, leading to nonuniform dielectric permit-
tivity.
in order to maintain the continuous density profiles, we
simplify this boundary effect for asymmetric electrolytes
and assume the modified boundary is located at r = R+a
with a = max ai. Thus, the modified boundary condition
is
− ε(r) ∂Φ
∂r
∣∣∣∣
r=R+a
= 4πqσ
R2
(R + a)2
. (39)
The far field conditions for electric potential is the de-
caying condition, Φ(r → +∞) = 0.
In this special spherical geometry, the dimensions in
the self energy ui can be reduced, where u˜1 in Eq. (34)
is simplified as,
u˜1 =
1
ε
lim
r
′→r
[H(2)(r, r′)−H0(r, r′)]
= − 1
2ε
∫
v2(r′′)
e−v0(r)
√
r′′2+r−2rr′′ cos θ
r′′2 + r − 2rr′′ cos θ r
′′2 sin θdr′′dθ
= − 1
2ε
∫ +∞
0
v2(r′′)
r′′
r
dr′′
∫ v2(r′′)|r+r′′|
v2(r′′)|r−r′′|
e−z
z
dz. (40)
The exponential integral is a special function and can
be pre-computed. The computational cost of evaluat-
ing δH(r → r′) for each point r′ becomes only a one-
dimensional integral for r′′.
We propose a self-consistent iterative algorithm to
solve the SCF and SCF-L models. The algorithm is com-
posed of two alternating steps: (1) For given c
(k)
i and
Φ(k), we update u
(k)
i ; and (2) for given u
(k)
i , we solve the
modified PB equation for Φ(k+1) subject to given bound-
ary conditions. The iterative scheme for time steps is as
7follows,
u
(k)
i =
u˜
(k)
1
1− ε(k)u˜(k)1 ai
+
1
ai
[
1
ε(k)
− 1
ε0
]
, (41)
u˜
(k)
1 = −
∫
[v(k)(r′′)]2 exp[v(k)(r)|r− r′′|]
4πε(k)(r)|r − r′′|2 dr
′′, (42)
−2I0ǫ2∇ · ε(k+1)∇Φ(k+1) =
∑
i
zici0e
−U
(k+1)
i
−S(k+1) ,
(43)
U
(k+1)
i = ziΦ
(k+1) +
1
2
z2i qu
(k)
i , (44)
S(k+1) = log
[
1 +
∑
j
νcj0
(
e−U
(k+1)
j − 1)], (45)
for k = 0, 1, 2, ...,K and the iterative steps are performed
until the convergence criteria |u(k+1)i − u(k)i | < δ is ar-
rived, where δ is a small tolerant value. Here, we shall
note that ε and v are functions of Φ and ci. This nu-
merical scheme follows a recent work [49] for solvents of
uniform dielectric function where the self-Green’s func-
tion in the DH equation can be efficiently solved by a
method of the selected inversion. Differently, in this pa-
per a numerical integration is used for the self energy,
thus we can work on more general geometries.
The sub-level of the iterative scheme is embodied in the
solution of the modified PB equation (43), which shows
high nonlinearity. We could in general use the iterative
scheme at the (k)th loop as
− 2I0ǫ2∇ · ε[l]∇Φ[l+1] − γ[l]Φ[l+1] =
∑
i
zic
[l]
i − γ[l]Φ[l],
(46)
where c
[l]
i means the potential in Ui and S uses the value
from the lth step, and the relaxation function γ(r) is
defined as
γ(r) = |
∑
i
zici|/(|Φ|+ δ0), (47)
with δ0 = 10
−8. Here we use the index [·] to represent the
sub-iteration in the (k)th loop of the self-consistent iter-
ation. This iteration stops when the convergence criteria
|Φ[l+1] − Φ[l]| < δ is arrived.
For the physical setting with one macroion, the mean
potential is spherically symmetric, hence the space dis-
cretization for Eq. (46) can be done by the central dif-
ference scheme for one-dimensional equation along the
radial direction. The composite trapezoidal rule is used
to approximate the integral in computing Eq. (40) for
u˜1.
We have not mentioned the direct numerical method
for solving the self Green’s function. Solving the diagonal
elements of lattice Green’s function from the generalized
DH equation can be done by the use of selected inversion
[67, 68], which has been shown to reduce the computa-
tional cost a lot with point charge limit [49, 56]. However,
direct solvers of problems with inhomogeneous dielectric
constant and size effect still remain challenging since it
is a two-scale problem and we have to use a mesh size
much smaller than an ion radius.
IV. RESULTS
In this section, we present numerical results for differ-
ent systems of binary electrolytes surrounding a spherical
macroion. We study the position-dependent dielectric
constant ε(r), compared with results from MC simula-
tions. We then perform calculations for the SCF model
with the field-dependent dielectric function. We use 1:1
and 2:1 salts, where anions are coions and always mono-
valent. Divalent counterions are used for strongly cor-
related systems, for which a correct treatment of elec-
trostatic self energy is essential. Without specific state-
ment, ions have radius of a = 0.225 nm, the simulations
are performed at room temperature and the relative di-
electric constant is 80 for the bulk water, so the Bjerrum
length ℓB = 7.14 nm. The dimensional dipole moment
is chosen as p0 = 4.8 D [60] for keeping the bulk wa-
ter density cd = 55 M. Surface charge density is varied
within 0 < −σ < 3 e/nm2, which describes most of the
environments in biological or physical systems.
A. Space-dependent dielectric function
In the following two groups of simulations, we consider
simulated systems with given space-dependent dielectric
functions. We take the radius of macroion as R = 2 nm,
and the grid size for the SCF approximation as 3.75 ×
10−3 nm.
Electrolyte with 1:1 salts. We first consider that the
macroion is surrounded by an electrolyte of 50 mM 1:1
salts. A ramp shape of radial function is used to de-
scribe the dielectric permittivity, given by the following
formula,
ε(r) = εW +
εC − εW
1 + exp[(r − 2.45)/λ] , (48)
where the unit for the spatial length is nm, and λ =
0.2 nm is the length scale for the region of varying di-
electric. We shall see the dielectric constant is εC in
the deep of the macroion, and εW in the bulk water.
Experimental measurements and computational studies
have indicated that the dielectric permittivities of vari-
ous ionic fluids near different interfaces can be fitted by
the exponential function [69, 70]. We take εC = 10ε0 and
εW = 80ε0. In Fig. 2, the counterion and coion density
distributions along the radial direction are plotted by nu-
merically solving the SCF equations and particle-based
MC simulations. Two sets of surface charge densities,
σ = −0.2 and −1.6 e/nm2, are taken to check the accu-
racy of the SCF computation. To run the MC simulation,
the harmonic interpolation method (HIM) [71] is applied
to calculate ion-ion pairwise energies with well treated
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FIG. 2: Counterion and coion concentration profiles as a func-
tion of the distance to the surface in 1:1 symmetric electrolytes
with bulk concentration c± = 50 mM and surface charge
σ = −0.2 e/nm2 (a) and σ = −1.6 e/nm2 (b). The ramp
shape of dielectric profile is given by Eq. (48). Both SCF and
MC simulations are presented.
boundary conditions for the Hamiltonian. The simula-
tion volume is a concentric cell of radius Rc = 8.629 nm.
For a surface of low surface charge, the electrostatic
attraction between the macroion and counterions is weak,
while the Born solvation energy increases when an ion
approaches to the surface. It can be seen from 2(a) that
the counterion is depleted near the surface, leading to an
obvious nonmonotonic counterion concentration. For the
strong surface charge, however, the attraction from the
macroion dominates, clear depletion effect is not observed
from 2(b). The SCF results in both weak and strong
coupling cases are shown in good agreement with MC
simulations.
Electrolyte with 2:1 salts. In the second group of sys-
tems, we consider a sharp jump of dielectric permit-
tivity across the macroion surface with εC = 2ε0 and
εW = 80ε0 inside and outside it, and an electrolyte of
50 mM 2:1 salts which will show strong correlation ef-
fects for high surface charges. The dielectric-boundary
effect is of interest in community [25, 44, 72–76]. For ex-
ample, the theoretical treatment of dielectric-boundary
effects for both weak and strong coupling cases was also
developed [77]. It is then of interest to study the in-
terplay between dielectric-boundary (image charge) and
correlation effects in the SCF framework, verified with
MC simulations. Two surface charge densities σ = −0.2
and −2 e/nm2 are taken. The radius of the simulation
cell for MC calculations is 10 nm. For this setup, the
image charge method [78, 79] is used to obtain accurate
MC results. As aforementioned, the Born series for the
self energy has slow convergence for the sharp dielectric
variation and Eq. (40) fails when it integrates over the
whole domain. In order to make the Born series work,
we take the lower limit of integral Eq. (40) as R + a for
u˜1, and follow similar technique for planar interfaces [56]
to introduce the dielectric effect from the macroion by
a WKB type approximation using image charges for an
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FIG. 3: Counterion and coion concentration profiles as a func-
tion of the distance to the surface in 2:1 symmetry electrolytes
with bulk concentration c+ = 50 mM and surface charge
σ = −0.2 e/nm2 (a) and σ = −2 e/nm2 (b). A sharp di-
electric jump is across the colloidal surface. Both SCF and
MC simulations are presented.
updated self energy,
u˜′1 = u˜1 +
L∑
ℓ=1
zℓ exp(u˜1Dℓ)
εWDℓ
, (49)
where index ℓ means the ℓth image charge, zℓ is its
strength due to a unit source charge, and Dℓ is its dis-
tance to the source charge; for these parameters see Eqs.
(11)-(12) in Ref. [79]. Both SCF and MC simulations
use three image charges.
The results are presented in Fig. 3 for both weak and
strong surface charge densities. From the left panel, we
shall see that the WKB type approximation is very accu-
rate for the dielectric effect, and the SCF and MC results
are in a perfect agreement. For the weak-coupling system
(Fig. 3(a)), the image charges repel mobile ions and a
depletion zone is formed near the surface. For the strong-
coupling system (Fig. 3(b)), they are screened by the
surface charge since the image charges are dipole effects.
The MC simulation does not predict a depletion zone,
while the SCF result has a short interval for the depletion
due to the steric effect applied to the double-layer ions in
the vicinity of the surface. Both results show much higher
counterion density near the surface than the bulk region
with a factor of ∼ 300 times (15 M vs. 50 mM). Both
coion distribution profiles are slightly nonmonotonic, in-
dicating a possibility of overscreening inside the double
layer. These nonmonotonic curves are important signals
for the correlation-induced charge inversion widely stud-
ied in literature [6, 7, 74, 80–83]. The results shown in
the two panels demonstrate that the SCF model can ac-
curately capture the dielectric-boundary effect and the
ion-ion electrostatic correlation.
B. Field-dependent dielectric function
We have seen that the SCF theory can accurately
capture the effects of electrostatic correlation, dielec-
tric boundary and varying dielectric permittivity by a
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FIG. 4: Ion concentrations and electric potentials for SCF
calculations with field-dependent dielectric function (SCF-L).
(a)(b) Ion concentrations for 1:1 salts; (c)(d) Ion concentra-
tions for 2:1 concentration; (e)(f) Electric potential profiles
for 2:1 salts by SCF-L and classical PB models.
comparison with particle-base MC simulations with a
fixed space-dependent dielectric function. In this sec-
tion, we study equilibrium properties for systems of field-
dependent dielectric function using the Langevin-SCF
model. We consider both 1:1 and 2:1 salts with a fixed
salt density 100 mM and set the radius of the macroion,
R = 4 nm. The dielectric-boundary effect is ignored by
assuming the dielectric constant for r < R + a is uni-
form and equal to ε(R + a), which greatly improves the
convergence of the Born series. For the numerical ap-
proximation, we take the grid size as 2.5× 10−3 nm.
1. Effect of the ion correlation
In Fig. 4, numerical results of ionic concentrations
and electric potentials for three different surface charges
σ = −0.5,−1.5 and −2.5 e/nm2 are given. Correspond-
ingly, the coupling parameters for 1:1 salts are Ξ = 1.6,
4.8 and 8.0, and those for 2:1 salts are Ξ = 12.8, 38.4
and 64.1. The upper and middle panels show the cation
and anion density distributions, (a)(b) for 1:1 salts, and
(c)(d) for 2:1 salts. The bottom panels, (e)(f), are the
electric potentials for 2:1 salts from both the SCF-L and
classical PB predictions.
For monovalent ions, since the electric field only
slightly changes the nearby permittivity at the surface,
the Born-energy repulsion to mobile ions is weak and
not enough to overcome the electrostatic attraction from
the macroion surface. On the other side, the electrostatic
correlation between monovalent ions is weak too, and the
entropic effect leads to a monotonic neutralization of the
surface charge along the radial direction. Therefore, with
the increase of the surface charge, both cation and anion
densities of monovalent salts remain monotonic curves.
For divalent ions, the situations are different. The
strength of electric field is high near the surface. This
produces the decrement of the dielectric permittivity
as an output. The Born solvation energy is repulsive
and has a quadratic relation with the ion valence. Al-
though the surface-charge attraction is strong, a deple-
tion zone can be observed for high surface charge densi-
ties σ = −1.5 and −2.5 e/nm2, demonstrating that the
zone is difficult to access by mobile ions due to the repul-
sion from the Born solvation energy. On the other hand,
for these two surface densities, coion densities have a
sharp increase up to a maximum at the one-ion-diameter
distance, then decay to the bulk value monotonically.
Observed from the distributions of electric potentials, the
curves reverse the sign at the nearby distance, predicting
a positive potential at the far field. This is the result of
the correlation. Strange charge inversion phenomenon for
multivalent counterions has been confirmed theoretically
[82, 84, 85] and experimentally by electrophoresis mo-
bility [86–88]. This clearly demonstrates again that the
SCF model describes the electrostatic correlation. Ignor-
ing the many-body correlation, the classical PB theory
does not predict the charge inversion and as shown in
Fig. 4(f) that the electric potentials are always negative
with the increase of σ.
2. Effects of the field-dependent permittivity
In Fig. 5(a)(b), the relative dielectric functions for 1:1
and 2:1 salts are illustrated in the cases of σ = −0.5, −1.5
and −2.5 e/nm2. We shall see that the relative dielectric
function is rapidly increased from ∼ 55 to > 75 for a
distance less than one ion radius. In order to probe the
effect of the dielectric variation in this small region, we
present comparisons for the SCF calculations between
using this field-dependent dielectric function and using
uniform water dielectric constant εW = 80ε0. We call
both results as the SCF-L and SCF, respectively.
Since the surface charge density plays an important
role to provide different electric field and then affects the
solvent structural details within the double layer [35], we
calculate the surface potential as a function of the sur-
face charge density and present the results in Fig 5(c)(d).
The difference of surface potentials between two models
becomes larger with the increase of σ, and significant dif-
ferences appear in both 1:1 and 2:1 salts for large surface
charges. For the 2:1 salt, the relative difference is already
very high when −σ is slightly bigger than 0.5 e/nm2
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FIG. 5: The relative dielectric profiles as functions of radial
distance to the surface in (a) 1:1 and (b) 2:1 symmetric elec-
trolytes at room temperature ℓB = 0.714 nm with three dif-
ferent surface charge densities. Comparison of surface poten-
tials with SCF model (homogeneous water permittivity) and
SCF-L model in: (c) 1:1 symmetric electrolyte and (d) 2:1
symmetric electrolyte.
(5% for σ = −1 e/nm2 and 14% for σ = −2 e/nm2).
These results shall lead to the conclusion that the effect
of field-dependent dielectric permittivity (i.e., the orien-
tation of interfacial water molecules) are important for
double-layer structure.
3. Effect of the ionic size
At last, let us see how the ionic size asymmetry af-
fects the double-layer structure. We remain the anion ra-
dius of a− = 0.225 nm, and consider two different cation
(counterion) radii a+ = 0.225 nm and a+ = 0.18 nm.
The effect of ionic size is minor at the weak coupling
regime. So we consider valence-symmetric electrolytes
for the strong-coupling regime by setting the Bjerrum
length ℓB = 2.856 nm, a four times larger than the water
Bjerrum length at room temperature. We can think this
large Bjerrum length is because of a low temperature or
a low bulk dielectric constant or multivalent ion species.
Fig. 6 plots the curves of both symmetric and asym-
metric cases with three surface charge densities σ =
−0.2,−0.3 and −0.4 e/nm2. We shall note that for a
large ℓB, the electrostatic correlations between ions are
strong and thus the nonmonotonic concentration should
be predicted when σ is not very low. On the other hand,
the smaller counterion radius greatly increases the corre-
lation self energy which is negative and thus is favorable
for the ion congregation in the double layer. Both coun-
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FIG. 6: Ion concentration and potential profiles for elec-
trolytes of 1:1 salts with ℓB = 2.856 nm. Symmetric
size (a+ = a− = 0.225 nm) and asymmetric sizes (a+ =
0.18 nm, a− = 0.225 nm). Ion concentrations for: (a) σ =
−0.2 e/nm2; (b) σ = −0.3 e/nm2; and (c) σ = −0.4 e/nm2.
(d) The electric potentials for σ = −0.4 e/nm2.
terion and coion nearby densities of the asymmetric case
(smaller counterions) are higher than the symmetric case,
and this effect is enlarged with the increase of the surface
charge density, as is shown in the insets. Fig. 6(d) shows
the electric potentials in the case of σ = −0.4 e/nm2 for
symmetric and asymmetric ionic sizes. The coupling pa-
rameter is Ξ = 20.50. We observed the charge inversion
for the asymmetric case other from the symmetric case,
illustrating the ionic sizes are very much relevant to ion
correlations.
V. CONCLUSIONS
We have introduced a modified version of the self-
consistent field model for electrostatic interaction, and
developed a hybrid numerical method for the numerical
solution of the resulted system of PDEs. In particular,
we proposed a new and efficient way to deal with the so-
lution of self Green’s function for a test ion as a charged
hard sphere in a dielectrically inhomogeneous medium.
As a result, the expensive direct numerical implementa-
tion for a multiscale (macroion and small ions) and high-
dimensional Green’s function problem (i.e., 6D problem
for a 3D geometry) is avoided.
The numerical results are shown to capture many-body
effects, such as the effect of inhomogeneous dielectric per-
mittivity (the Born energy), size effect and ionic corre-
lations. These effects are thought to be significant in
many biological and physical phenomena near aqueous
electrolyte interfaces. Strong ionic correlations lead to
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the charge inversion which has also been well reproduced
by the SCF model. The numerical results are shown to
quantitatively match the results from MC simulations.
We shall notice the drawback of the approximation with
Born series is obvious for irregular surfaces and remain
the challenges of overcoming this issue by developing fast
and accurate numerical methods as our future work. The
effect of correlation to charge dynamics shall be an im-
portant direction to be addressed in the future, which will
be studied in the framework of modified Poisson-Nernst-
Planck equations.
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