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Выпускная квалификационная работа по теме «Методы повышения произ-
водительности сети при пиковых нагрузках» содержит 42 страницы текстового 
документа, 16 иллюстраций, 3 таблицы, 2 приложения, 7 использованных источ-
ников. 
СЕТИ ПЕРЕДАЧИ ДАННЫХ, МАРШРУТИЗАЦИЯ, ПРОТОКОЛ, OSPF, 
ПАКЕТЫ ПРОТОКОЛА OSPF, ПРОПУСКНАЯ СПОСОБНОСТЬ, МЕТРИКА, 
ТАБЛИЦА МАРШРУТИЗАЦИИ, ОПТИМИЗАЦИЯ, ИНТЕРФЕЙС, МОДИФИ-
КАЦИЯ, МОДЕЛИРОВАНИЕ, OMNET++, INET FRAMEWORK. 
Цель работы – разработка и реализация метода повышения производитель-
ности сети, использующей в качестве протокола маршрутизации протокол OSPF, 
при пиковых нагрузках в фреймворке INET для среды OMNeT++. 
Задачи работы: 
- рассмотреть наиболее используемые протоколы маршрутизации сетей, в 
частности – протокол OSPF; 
- определить преимущества и явные недостатки протокола, не позволяю-
щие эффективно использовать его в сетях с большим уровнем трафика, проде-
монстрировать их на примере моделирования сети в дискретном симуляторе со-
бытий OMNeT++; 
- предложить модификацию протокола OSPF для решения проблемы, свя-
занной с не учетом нагрузки на каналы при построении таблиц маршрутизации 
и передаче пакетов адресату; 
- реализовать эту модификацию в фреймворке INET для использования в 
OMNeT++; 
- показать работоспособность полученного метода моделированием сети в 
OMNeT++. 
В результате выполнения работы был разработан метод повышения произ-
водительности сети при пиковых нагрузках, где в качестве протокола маршрути-
зации используется протокол OSPF. Метод основан на измерении пропускной 
способности на интерфейсах маршрутизаторов и перерасчете таблицы маршру-
тизации при падении производительности на них. 
В итоге метод был реализован в библиотеке INET Framework для OM-
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Первые компьютерные сети появились относительно недавно, в конце 60-
х годов прошлого века. Они унаследовали много имеющих пользу свойств от те-
лекоммуникационных телефонных сетей. В то же время компьютерные сети сде-
лали доступными для всех огромнейшие объемы информации, созданные циви-
лизацией за время своего существования. И эти данные продолжают пополняться 
со все больше растущей скоростью. 
Позже в 80-х были разработаны и утверждены стандартные технологии 
объединения компьютеров в сеть – Ethernet, ARCNET, Token Ring, Token Bus и 
др. Стандартизация сетевых технологий превратила процесс построения локаль-
ной сети из решения сложной технической проблемы в рутинную работу. 
В конце 80-х годов локальные и глобальные сети имели существенные от-
личия по протяженности и качеству линий связи, сложности методов передачи 
данных, скорости обмена данными, разнообразию предоставляемых услуг и мас-
штабируемости. В дальнейшем в результате тесной интеграции LAN (локальные 
сети), WAN (глобальные сети) и MAN (городские сети) произошло взаимопро-
никновение соответствующих технологий [1, с. 37]. 
В крупных сетях со сложной топологией и большим количеством альтер-
нативных маршрутов использование протоколов маршрутизации автоматизи-
рует построение таблиц маршрутизации, а также позволяет отыскать новые 
маршруты при изменениях сети: отказах или появлении новых линий связи и 
маршрутизаторов. Хотя протоколы маршрутизации, в отличие от сетевых прото-
колов (IP и IPX), не являются обязательными, т. к. таблица маршрутизации мо-
жет строиться администратором сети вручную, но такие протоколы выполняют 
очень важную и полезную работу. 
Протоколы маршрутизации обеспечивают поиск и фиксацию маршрутов 
продвижения данных через составную сеть TCP/IP [1, с. 572]. 
Существуют способы продвижения пакетов в составных сетях, которые не 
требуют наличия таблиц маршрутизации на маршрутизаторах. 
Одним из таких способов передачи пакетов по сети является лавинная 
маршрутизация, когда каждый маршрутизатор передает пакет всем своим непо-
средственным соседям, исключая тот, от которого его получил (сильное сниже-
ние пропускной способности). 
Еще одним видом маршрутизации, не требующим наличия таблиц марш-
рутизации, является маршрутизация от источника (англ. source routing). Отпра-
витель помещает в пакет информацию о том, какие промежуточные маршрути-
заторы должны участвовать в передаче пакета к сети назначения. На основе этой 
информации каждый маршрутизатор считывает адрес следующего маршрутиза-
тора, и, если он действительно является адресом его непосредственного соседа, 
передает ему пакет для дальнейшей обработки [1, с. 572]. Сложность в том, как 
отправитель узнает точный маршрут следования пакета через сеть (маршрут 
можно задавать либо вручную, либо узел-отправитель делает это автоматически, 
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но в этом случае ему нужно поддерживать какой-либо протокол маршрутизации, 
который сообщит ему о топологии и состоянии сети). 
Большинство протоколов маршрутизации создают таблицы маршрутиза-
ции. 
Различают протоколы, выполняющие статическую и адаптивную (динами-
ческую) маршрутизацию. 
При статической маршрутизации все записи в таблице статичны (это под-
разумевает бесконечный срок их жизни). Записи о маршрутах составляются и 
вводятся в память каждого маршрутизатора вручную администратором сети. 
При изменении состояния сети администратору необходимо срочно отразить эти 
изменения в соответствующих таблицах маршрутизации, иначе может про-
изойти их рассогласование, и сеть будет работать некорректно. 
При адаптивной маршрутизации все изменения конфигурации сети авто-
матически отражаются в таблицах маршрутизации благодаря протоколам марш-
рутизации, которые собирают информацию о топологии связей в сети, что поз-
воляет им оперативно отрабатывать все текущие изменения. В таблицах марш-
рутизации при адаптивной маршрутизации обычно имеется информация об ин-
тервале времени, в течение которого данный маршрут будет оставаться действи-
тельным. Это время называют временем жизни (TTL) маршрута. Если по истече-
нии времени жизни существование маршрута не подтверждается протоколом 
маршрутизации, то он считается нерабочим, пакеты по нему больше не посыла-
ются. 
Применяемые сегодня в IP-сетях протоколы маршрутизации относятся к 
адаптивным распределенным протоколам, которые, в свою очередь, делятся на 
две группы [1, с. 573]: 
- дистанционно-векторные алгоритмы (Distance Vector Algorithm, DVA); 
- алгоритмы состояния связей (Link State Algorithm, LSA). 
В дистанционно-векторных алгоритмах каждый маршрутизатор периоди-
чески и широковещательно рассылает по сети вектор, компонентами которого 
являются расстояния (измеренные в той или иной метрике) от данного маршру-
тизатора до всех известных ему сетей. Пакеты протоколов маршрутизации 
обычно называют объявлениями о расстояниях, так как с их помощью маршру-
тизатор объявляет остальным маршрутизаторам известные ему сведения о кон-
фигурации сети [1, с. 574]. 
Получив от некоторого соседа вектор расстояний (дистанций) до извест-
ных тому сетей, маршрутизатор наращивает компоненты вектора на величину 
расстояния от себя до данного соседа. Кроме того, он дополняет вектор инфор-
мацией об известных ему самому других сетях, о которых он узнал непосред-
ственно (если они подключены к его портам) или из аналогичных объявлений 
других маршрутизаторов. Обновленное значение вектора маршрутизатор рассы-
лает своим соседям. В конце концов, каждый маршрутизатор узнает через сосед-
ние маршрутизаторы информацию обо всех имеющихся в составной сети сетях 
и о расстояниях до них [1, с. 574]. 
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Затем он выбирает из нескольких альтернативных маршрутов к каждой 
сети тот маршрут, который обладает наименьшим значением метрики. Маршру-
тизатор, передавший информацию о данном маршруте, отмечается в таблице 
маршрутизации как следующий (англ. next hop). 
Дистанционно-векторные алгоритмы хорошо работают только в неболь-
ших сетях. В больших сетях они периодически засоряют линии связи интенсив-
ным трафиком, к тому же изменения конфигурации не всегда корректно могут 
отрабатываться алгоритмом этого типа, так как маршрутизаторы не имеют точ-
ного представления о топологии связей в сети, а располагают только косвенной 
информацией – вектором расстояний [1, с. 574]. 
Наиболее распространенным протоколом, основанным на дистанционно-
векторном алгоритме, является протокол RIP. 
Алгоритмы состояния связей обеспечивают каждый маршрутизатор ин-
формацией, достаточной для построения точного графа связей сети. Все марш-
рутизаторы работают на основании одного и того же графа, что делает процесс 
маршрутизации более устойчивым к изменениям конфигурации. 
Каждый маршрутизатор использует граф сети для нахождения оптималь-
ных по некоторому критерию маршрутов до каждой из сетей, входящих в состав-
ную сеть. 
Чтобы понять, в каком состоянии находятся линии связи, подключенные к 
его портам, маршрутизатор периодически обменивается короткими пакетами 
HELLO со своими ближайшими соседями. В отличие от протоколов DVA, кото-
рые регулярно передают вектор расстояний, протоколы LSA ограничиваются ко-
роткими сообщениями, а передача более объемных сообщений происходит 
только в тех случаях, когда с помощью сообщений HELLO был установлен факт 
изменения состояния какой-либо связи [1, с. 574]. 
В результате служебный трафик, создаваемый протоколами LSA, гораздо 
менее интенсивный, чем у протоколов DVA. 
Протоколами, основанными на алгоритме состояния связей, являются про-
токол IS-IS стека OSI (этот протокол используется также в стеке TCP/IP) и про-
токол OSPF стека TCP/IP. 
Далее рассматриваться будет только протокол OSPF, он же принят за базо-
вый, описан в документе RFC 2328 [2, 3]. 
Целью данной работы является разработка и реализация метода повыше-
ния производительности сети, использующей в качестве протокола маршрутиза-
ции протокол OSPF, при пиковых нагрузках в фреймворке INET для среды OM-
NeT++. 
Для достижения этой цели были поставлены следующие задачи: 
- рассмотреть наиболее используемые протоколы маршрутизации сетей, в 
частности – протокол OSPF; 
- определить преимущества и явные недостатки протокола, не позволяю-
щие эффективно использовать его в сетях с большим уровнем трафика, проде-
монстрировать их на примере моделирования сети в дискретном симуляторе со-
бытий OMNeT++; 
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- предложить модификацию протокола OSPF для решения проблемы, свя-
занной с не учетом нагрузки на каналы при построении таблиц маршрутизации 
и передаче пакетов адресату; 
- реализовать эту модификацию в фреймворке INET для использования в 
OMNeT++; 





1 Обзор протокола OSPF 
 
Протокол OSPF (англ. Open Shortest Path First – по самому короткому пути) 
служит для маршрутизации трафика TCP/IP. Протокол OSPF относится к числу 
внутренних протоколов маршрутизации (англ. Interior Gateway Protocol, IGP) – 
это означает, что маршрутная информация распространяется между маршрути-
заторами одной автономной системы (англ. Autonomous System, AS). Протокол 
OSPF работает на основе технологии SPF (или link-state – по состоянию канала) 
в отличие от алгоритмов Беллмана-Форда, используемых традиционными про-
токолами маршрутизации TCP/IP [3, с. 3]. 
Протокол OSPF подготовлен одноименной рабочей группой IETF и пред-
назначен для использования в средах TCP/IP. Протокол включает явную под-
держку бесклассовой адресации и установки меток (англ. tagging) при использо-
вании внешней маршрутной информации. OSPF использует аутентификацию и 
групповую адресацию (англ. IP multicast) при обмене маршрутными сообщени-
ями. Кроме того, при разработке протокола были приложены значительные уси-
лия по ускорению обработки топологических изменений в сети и снижению 
уровня служебного трафика. 
OSPF обеспечивает маршрутизацию пакетов IP исключительно на основе 
IP-адресов получателей, определенных из заголовка пакетов IP. Пакеты IP марш-
рутизируются без их изменения, т. е. не используется инкапсуляция в какие-то 
иные пакеты. OSPF является динамическим протоколом маршрутизации, обес-
печивающим быстрое обнаружение топологических изменений в AS (например, 
сбои маршрутизаторов или каналов) и расчет новых беспетлевых (англ. loop-free) 
маршрутов. Период схождения (англ. convergence) – расчет нового маршрута – 
достаточно короток и уровень служебного трафика невелик [3, с. 3]. 
В протоколах на основе состояния каналов каждый маршрутизатор под-
держивает базу данных с описанием топологии AS. Эти базы называют базами 
данных о состоянии каналов (англ. link-state database). Базы данных всех марш-
рутизаторов одной области идентичны. Каждый элемент базы данных представ-
ляет собой локальное состояние отдельного маршрутизатора (например, поддер-
живаемые интерфейсы или доступные соседи). Маршрутизаторы распростра-
няют информацию о своем локальном состоянии путем лавинной маршрутиза-
ции (англ. flooding). 
Все маршрутизаторы работают в параллель, используя одинаковый алго-
ритм. На основе базы каналов каждый маршрутизатор строит дерево кратчайших 
путей, корнем которого является сам маршрутизатор. Это дерево содержит 
маршруты ко всем адресатам внутри AS. Маршрутная информация внешнего 
происхождения представляется как листья дерева. 
При наличии нескольких путей равной стоимости к одному адресату тра-
фик поровну распределяется между всеми маршрутами (по каждому из маршру-
тов пакеты отправляются попеременно). Стоимость маршрута описывается без-
размерной метрикой, представляемой в виде одного числа. По умолчанию в этой 
метрике учитывается пропускная способность каналов связи. Например, для 
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Ethernet значение равно 10, для Fast Ethernet – 1, для канала Т-11 – 65, для канала 
с пропускной способностью 56 Кбит/с – 1785. При наличии высокоскоростных 
каналов, таких как Gigabit Ethernet или STM-16/64, администратору нужно задать 
другую шкалу скоростей, назначив единичное расстояние наиболее скоростному 
каналу [1, с. 584]. Допускается применение других метрик, одна из них учиты-
вает задержки, а другая – надежность передачи пакетов каналами связи. Для каж-
дой из метрик протокол OSPF строит отдельную таблицу маршрутизации. Выбор 
нужной таблицы происходит в зависимости от значений битов TOS в заголовке 
пришедшего IP-пакета (англ. Type of Service, предназначен для приоритизации 
IP-трафика на сетевых маршрутизаторах, чтобы обеспечить высокое качества пе-
редачи данных): 
- если бит D (англ. Delay – задержка) установлен в 1, то для этого пакета 
маршрут должен выбираться из таблицы с маршрутами, минимизирующими за-
держку; 
- если установлен бит Т (англ. Throughput – пропускная способность), то 
пакет должен маршрутизироваться по таблице, учитывающей пропускную спо-
собность каналов; 
- если установлен бит R (англ. Reliability – надежность), то должна исполь-
зоваться таблица, критерием для построения которой является надежность до-
ставки. 
OSPF позволяет группировать сети – такие группы называют областями 
(англ. area). Топология области невидима для остальной части AS. Такое сокры-
тие (избыточной) информации позволяет существенно снизить уровень служеб-
ного трафика. Кроме того, маршрутизация внутри области определяется исклю-
чительно внутренней топологией этой области, что обеспечивает защиту обла-
стей от использования некорректной маршрутной информации. Понятие области 
является обобщением подсетей IP. 
OSPF обеспечивает возможность гибкой настройки подсетей IP. Каждый 
маршрут в OSPF распространяется с указанием адресата и маски подсети. Две 
разных подсети одной сети IP могут иметь различные размеры (т. е. разные 
маски) – для обозначения этого обычно используется термин variable length 
subnetting (переменный размер подсетей). Пакеты маршрутизируются по пути с 
наилучшим (т. е. самым длинным или более конкретным) соответствием. Марш-
руты к хостам рассматриваются как пути в подсети с маской из одних единиц 
(0xffffffff или 255.255.255.255). 
Весь обмен информацией OSPF осуществляется с использованием аутен-
тификации. Это означает, что в маршрутизации внутри AS могут участвовать 
только уполномоченные маршрутизаторы. Могут использоваться различные 
схемы аутентификации; в частности, допустимо применение различных схем для 
каждой подсети IP. 
Внешние маршрутные данные (т. е. маршруты, полученные от протоколов 
внешних шлюзов EGP (англ. Exterior Gateway Protocol) – например, BGP) анон-
сируются через AS. Такие данные сохраняются отдельно от данных OSPF о со-
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стоянии каналов. Каждый внешний маршрут может также быть помечен анонси-
рующим его маршрутизатором – это дает возможность передачи дополнитель-
ной информации между маршрутизаторами на границе AS [3, с. 4]. 
Ниже приведено общее описание (алгоритм) работы протокола OSPF на 
маршрутизаторах. 
В каждой области работает отдельная копия базового алгоритма маршру-
тизации OSPF. Маршрутизаторы с интерфейсами в разные области поддержи-
вают соответствующее число копий алгоритма маршрутизации. 
При активизации маршрутизатора он сначала инициализирует структуры 
данных протокола. После инициализации маршрутизатор ждет от протоколов 
нижележащих уровней индикации активности интерфейсов. Далее маршрутиза-
тор отыскивает соседей (англ. neighboring routers (соседние маршрутизаторы) – 
два маршрутизатора, имеющие интерфейсы в общую сеть) с помощью протокола 
OSPF Hello – для этого соседям передаются пакеты Hello (интервал передачи 
hello-пакета с интерфейса равен 10 секундам) и в ответ должны также прийти 
пакеты Hello. В широковещательных сетях и сетях point-to-point маршрутиза-
торы динамически детектируют соседей, передавая пакеты Hello по групповому 
адресу AllSPFRouters (224.0.0.5). В сетях без поддержки широковещания обна-
ружение соседей может потребовать некоторой настройки маршрутизатора. В 
широковещательных сетях и сетях NBMA (англ. non-broadcast multi-access – мно-
жественный доступ без широковещания) протокол Hello также указывает выде-
ленный маршрутизатор (Designated Router или DR, групповой IP-адрес всех та-
ких устройств – 224.0.0.6). 
Маршрутизатор будет пытаться установить отношения смежности (англ. 
adjacency) с некоторыми из новообретенных соседей. Пары смежных маршрути-
заторов синхронизируют между собой базы данных о каналах. В широковеща-
тельных сетях и сетях NBMA выделенный маршрутизатор DR определяет, какие 
маршрутизаторы должны быть смежными. Отношения смежности определяют 
распространение маршрутной информации – обновления маршрутных данных 
передаются только смежным маршрутизаторам. 
Маршрутизатор периодически анонсирует свое состояние (состояние ка-
нала – link state). При изменении состояния маршрутизатора изменяется и состо-
яние канала. Отношения смежности маршрутизаторов отражаются в содержи-
мом анонсов LSA (англ. link-state advertisement – объявление о состоянии ка-
нала). Связь между отношениями смежности и состояниями каналов позволяет 
протоколу обнаруживать неработающие («мертвые») маршрутизаторы доста-
точно быстро. Анонсы LSA рассылаются в области с использованием лавинной 
маршрутизации. Алгоритм лавинной рассылки надежен и обеспечивает распро-
странение по всей области единой копии базы данных о каналах. База данных 
содержит набор LSA от каждого маршрутизатора, входящего в область. На осно-
вании этих данных каждый маршрутизатор рассчитывает дерево кратчайших пу-
тей, используя себя в качестве корня. Это дерево дает таблицу маршрутизации 
для протокола [3, с. 14]. 
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Выше была рассмотрена маршрутизация в пределах одной области, когда 
никакой дополнительной маршрутной информации не требуется. Для обеспече-
ния маршрутизации между областями граничные маршрутизаторы областей 
(имеющие интерфейсы в несколько областей) вводят в область дополнительные 
сведения о маршрутах. Эта информация представляет собой выжимку из сведе-
ний о топологии остальной части AS. 
Для дальнейшего описания работы OSPF нужно объяснить понятие маги-
страли AS. 
Магистраль OSPF (англ. backbone) представляет собой специальную об-
ласть OSPF Area 0 (часто обозначают как Area 0.0.0.0, поскольку в OSPF иденти-
фикаторы областей обычно записывают в формате IP-адресов). Магистраль 
OSPF всегда включает все граничные маршрутизаторы областей. Магистраль от-
вечает за распространение маршрутной информации между остальными (non-
backbone) областями. Магистраль должна обеспечивать смежность (англ. 
contiguous), однако это не обязательно физическое соседство – магистральные 
соединения могут организовываться и поддерживаться с помощью настройки 
виртуальных соединений. 
Виртуальное соединение можно настроить между любой парой маршрути-
заторов магистрали, имеющих интерфейсы в одну область за пределами маги-
страли. Виртуальные соединения относятся к магистральной области. Протокол 
трактует пару маршрутизаторов, соединенных виртуальным каналом, как марш-
рутизаторы, связанные через безадресную магистральную сеть point-to-point. На 
графе магистрали два таких маршрутизатора соединяются дугами (англ. arc), для 
которых стоимость определяется внутридоменным расстоянием между маршру-
тизаторами. Для служебного трафика, передаваемого через виртуальное соеди-
нение, используется только внутридоменная маршрутизация [3, с. 10]. 
Тогда распространение сведений о топологии автономной системы проис-
ходит следующим образом. Каждый граничный маршрутизатор области по опре-
делению связан с магистралью области. Все граничные маршрутизаторы обла-
стей анонсируют топологию подключенных к ним областей, не являющихся ма-
гистральными, для передачи в магистраль и, следовательно, всем остальным гра-
ничным маршрутизаторам областей. В результате каждый граничный маршру-
тизатор области имеет полные сведения о магистрали и суммарные данные по 
каждой области от граничных маршрутизаторов остальных областей. На основа-
нии этих данных маршрутизатор рассчитывает пути для междоменной маршру-
тизации и анонсирует эти пути в подключенные к нему области. Получив такие 
сведения, внутренние маршрутизаторы могут выбрать оптимальные точки вы-
хода из области для рассылки междоменного трафика [3, с. 14]. 
Протокол OSPF инкапсулируется в IP, используя идентификатор 89, не 
требует какой-либо дополнительной фрагментации или сборки пакетов – при 
возникновении такой необходимости используется обычная фрагментация и 
сборка IP. Пакеты протокола OSPF имеют такой формат, что большие блоки про-
токольной информации в общем случае можно легко разделить на более мелкие 
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пакеты. Рекомендуется использовать именно такой вариант, избегая по возмож-
ности фрагментирования IP. 
Пакеты протокола маршрутизации всегда должны передаваться с нулевым 
значением поля IP TOS. Если это возможно, пакеты протоколов маршрутизации 
должны иметь преимущество по сравнению с обычным трафиком данных IP как 
для приема, так и при передаче [3, с. 14]. 
Все пакеты протокола OSPF используют однотипные заголовки. Типы па-
кетов OSPF приведены в таблице 1. Протокол OSPF Hello использует пакеты 
Hello для организации и поддержки соседских отношений. Пакеты Database 
Description (описание базы данных) и Link State Request (запрос состояния ка-
нала) служат для поддержки отношений смежности. Гарантированный обмен об-
новлениями OSPF основан на обмене пакетами Link State Update (обновление 
состояния канала) и Link State Acknowledgment (подтверждение приема обнов-
ления). 
 
Таблица 1 – Типы пакетов OSPF 
Тип Название Назначение 
1 Hello 
Обнаружение и поддержка 
соседства 
2 Database Description Резюмирование содержимого БД 
3 Link State Request Загрузка БД 
4 Link State Update Обновление БД 
5 Link State Acknowledgment Подтверждение лавинной рассылки 
 
Каждый пакет Link State Update содержит набор новых анонсов состояния 
каналов (LSA) на один интервал (англ. hop) удаленных от пункта генерации 
анонса. Один пакет Link State Update может содержать анонсы LSA от несколь-
ких маршрутизаторов. Каждая запись LSA помечается идентификатором создав-
шего анонс маршрутизатора и сопровождается контрольной суммой содержи-
мого. В каждой записи LSA имеется также поле типа; возможные варианты этого 
поля описаны в таблице 2. 
 
Таблица 2 – Типы анонсов LSA в OSPF 
Тип Имя LSA Описание LSA 
1 Router-LSA 
Генерируются всеми маршрутизаторами. Этот тип LSA описывает со-
стояния интерфейсов маршрутизатора в область. Анонс рассылается в 




Генерируется выделенным маршрутизатором DR для широковеща-
тельных и NBMA-сетей. Этот тип LSA включает список маршрутиза-





Генерируется граничными маршрутизаторами областей и рассылается 
в лавинном режиме в пределах связанной с LSA области. Каждый 
анонс summary-LSA описывает маршрут к адресату за пределами дан-
ной области, но внутри данной AS (междоменный маршрут). Тип 3 
summary-LSA описывает маршруты в сети, а тип 4 – к граничным 
маршрутизаторам AS. 
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Окончание таблицы 2 




Генерируется граничными маршрутизаторами AS и рассылается по 
всей автономной системе. Каждый анонс AS-external-LSA описывает 
маршрут к адресатам в другой AS. Принятые по умолчанию маршру-
тизаторы AS также могут описываться в AS-external-LSA. 
 
Пакеты протокола OSPF (за исключением пакетов Hello) передаются 
только между смежными маршрутизаторами. Это означает, что все пакеты про-
токола OSPF проходят только один интервал между маршрутизаторами, за ис-
ключением тех ситуаций, когда смежность поддерживается через виртуальные 
соединения (англ. virtual adjacency). IP-адрес отправителя пакета OSPF является 
адресом одного из смежных маршрутизаторов, а IP-адрес получателя является 
адресом второго из смежных маршрутизаторов или групповым IP-адресом [3, 
с. 15]. 
Можно отметить основные преимущества OSPF: 
- высокая скорость сходимости по сравнению с протоколами, использую-
щими дистанционно-векторную маршрутизацию; 
- поддержка сетей с переменным размером (работа с сетевыми масками пе-
ременной длины); 
- оптимальное использование пропускной способности (низкий уровень 
служебного трафика) с построением дерева кратчайших путей. Таким образом, 
данный протокол можно использовать даже в очень больших сетях (высокая мас-
штабируемость). 
Есть также некоторые недостатки: 
- сложность OSPF, что требует грамотного планирования, более комплекс-
ной настройки и администрирования; 
- из-за использования алгоритма Дейкстры при построении дерева кратчай-
ших путей протокол не защищает сеть от перегрузок (отслеживание загрузки ка-
нала в динамике не происходит). Это требует реализации дополнительных мето-
дов по снижению вероятности перегрузки. 
Решение последней проблемы имеет теоретическое и практическое значе-
ние для более эффективного использования ресурсов сети, это позволит умень-
шить нагрузку на отдельные узлы сети, увеличить их отказоустойчивость, и в то 
же время даст дополнительные возможности для дальнейшего анализа и улуч-
шения работы протокола OSPF. 
 
2 Модификация протокола OSPF для оптимизации его работы в 
сетях под пиковыми нагрузками 
 
2.1 Выбор критерия эффективности работы сети 
 
Для функционирования сети самым эффективным образом и для ее опти-
мизации нужно выбрать критерий эффективности работы сети. Наиболее часто 
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используемые критерии можно разделить на несколько групп. Первая из них ха-
рактеризует производительность работы сети, вторая – надежность, т. е. способ-
ность сети правильно функционировать в течение длительного времени (дости-
гается, например, слежением за количеством отказов). 
Производительность сети измеряется с помощью показателей двух типов 
– временных, оценивающих задержку, вносимую сетью при выполнении обмена 
данными, и показателей пропускной способности, отражающих количество ин-
формации, переданной сетью в единицу времени [4]. Эти показатели взаимно об-
ратны, зная один из них, можно вычислить другой. 
Обычно временной характеристикой производительности сети выбирается 
время реакции, в общем случае, это интервал времени между возникновением 
запроса пользователя к какому-либо сетевому сервису и получением ответа на 
этот запрос. В качестве примера показателя времени реакции можно привести 
RTT (англ. Round Trip Time) – время между отправкой запроса и получением от-
вета, замеряемое утилитой ping, которая отправляет запросы ICMP Echo-Request 
протокола ICMP по указанному адресу и фиксирует поступающие ответы ICMP 
Echo-Reply. Определив RTT по маршруту и частоту потери пакетов, можно кос-
венно судить о загруженности на каналах передачи данных и промежуточных 
устройствах. Также RTT связано с длиной очереди буфера на интерфейсах 
устройства, т. к. ее увеличение может привести к «заторам» в обработке соеди-
нений и, соответственно, к слишком большим значениям RTT. 
Значение пропускной способности хорошо отражает качество выполнения 
сетью ее основной задачи – быстрой передачи информации между устройствами. 
Определить этот критерий можно множеством вариантов, которые отличаются 
друг от друга выбранной единицей измерения количества передаваемой инфор-
мации, характером учитываемых данных – только пользовательские или же 
пользовательские вместе со служебными, количеством точек измерения переда-
ваемого трафика, способом усреднения результатов на сеть в целом [4]. 
Измерять передаваемую информацию можно в пакетах (кадрах) или в би-
тах, т. е. пропускная способность может быть выражена в пакетах в секунду или 
в битах в секунду. Первый вариант является более предпочтительным, т. к. в этом 
случае можно определить используемый пакетами протокол и их размер (чаще 
всего подразумевают пакеты протокола Ethernet, как самого распространенного 
[4]) и отделить пользовательские данные от служебных. 
Если пропускная способность измеряется без деления информации на 
пользовательскую и служебную, то в этом случае нельзя ставить задачу выбора 
протокола или стека протоколов для данной сети, но, если тип протокола не ме-
няется при настройке сети, можно использовать и критерии, не выделяющие 
пользовательские данные из общего потока [4]. 
Пропускная способность может быть измерена между любыми двумя уз-
лами или точками сети. Полную характеристику пропускной способности сети 
дает набор пропускных способностей, измеренных для различных сочетаний вза-
имодействующих компьютеров, – матрица трафика узлов сети. Для этого есть 
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специальные средства измерения, которые фиксируют матрицу для каждого узла 
сети. 
Так как в сетях данные на пути до узла назначения обычно проходят через 
несколько транзитных промежуточных этапов обработки, то в качестве критерия 
эффективности может рассматриваться пропускная способность отдельного про-
межуточного элемента сети – отдельного канала, сегмента или коммуникацион-
ного устройства [4]. 
Знание общей пропускной способности не дает полной информации о воз-
можных путях ее повышения, так как из общей цифры нельзя понять, какой из 
промежуточных этапов обработки пакетов в наибольшей степени тормозит ра-
боту сети. Поэтому данные о пропускной способности отдельных элементов сети 
могут быть полезны для принятия решения о способах ее оптимизации [4]. 
Для предлагаемого метода повышения производительности сети под 
нагрузкой в качестве критерия эффективности работы сети выбрана пропускная 
способность, т. к. этот показатель хорошо характеризует скорость передачи дан-
ных между узлами, фиксация значений параметра является наиболее простым и 
распространенным процессом. Измерения происходят на каждом OSPF-
маршрутизаторе (на всех интерфейсах) в битах в секунду без разделения тра-
фика. 
 
2.2 Метод оптимизации протокола маршрутизации, алгоритм работы 
 
Предлагается следующая модификация в работу протокола OSPF: 
- на каждом интерфейсе роутера, который использует OSPF в качестве про-
токола маршрутизации, производить расчет текущей пропускной способности за 
определенный интервал или за определенное количество пакетов в битах в се-
кунду; 
- если пропускная способность на одном из интерфейсов, например, в те-
чение 1 секунды, меньше определенного порога, то необходимо увеличить мет-
рику на данном интерфейсе; 
- при изменении состояния канала вызвать перерасчет таблицы маршрути-
зации на устройстве, после чего автоматически запустится механизм лавинной 
рассылки, обеспечивающийся пакетами Link State Update (LSU). В этом случае 
(т. е. при изменении топологии) на каждом из оставшихся маршрутизаторов 
также должен произойти перерасчет дерева кратчайших путей и, соответственно, 
таблицы маршрутизации. 






















Рисунок 1 – Блок-схема алгоритма слежения за пропускной способностью 
канала 
 
При этом расчет пропускной способности осуществляется при окончании 
интервала времени, равного 1 секунде, или при прохождении определенного ко-
личества пакетов через интерфейс устройства. Выбор этих значений осуществ-
ляется в ходе их тонкой настройки и основан на определении порога чувстви-
тельности для каждой сети при моделировании. Подбор общих значений, подхо-
дящих для любой сети, возможен, но требует дополнительных исследований. 
 
2.3 Общие сведения об OMNeT++ 
 
Для реализации предложенного способа, моделирования и проверки всех 
утверждений и предположений используется фреймворк OMNeT++ версии 4.6. 
OMNeT++ [5] – расширяемая, модульная C++ библиотека моделирования 
на основе компонентов, предназначенная для создания сетевых симуляторов, 
разработчик – Андраш Варга (Andras Varga). Это продукт с открытым исходным 
кодом, является бесплатным только для академического и некоммерческого ис-
пользования. Здесь сеть понимается в более широком смысле, включая в себя 
проводные и беспроводные сети связи, чипы, которые построены по архитектуре 
сеть-на-чипе (подразумевается, что каждое вычислительное ядро связано непо-
средственно только с ближайшими ядрами), сети массового обслуживания и т. д. 
Предметно-ориентированная функциональность (поддержка сенсорных сетей, 
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беспроводных ad-hoc-сетей или беспроводных динамических (самоорганизую-
щихся) сетей, интернет-протоколов, моделирования производительности, фо-
тонных сетей и т. д.) обеспечивается модельными фреймворками, разработан-
ными в качестве самостоятельных проектов. OMNeT++ предоставляет IDE на ос-
нове Eclipse, графическую среду выполнения, а также множество других инстру-
ментов. Есть расширения для моделирования в реальном времени, эмуляции 
сети, интеграции с базами данных, с SystemC и ряд других функций. 
Хотя OMNeT++ не является сетевым симулятором, этот продукт приобрел 
широкую популярность в качестве платформы сетевого моделирования в науч-
ном сообществе, а также в промышленных установках. OMNeT++ предоставляет 
компонентную архитектуру для моделей. Компоненты (модули) запрограммиро-
ваны в C++, затем собраны в более крупные компоненты и модели с использова-
нием языка высокого уровня (NED). Данный инструмент имеет расширенную 
поддержку графического интерфейса пользователя, и благодаря своей модуль-
ной архитектуре ядро моделирования (и модели) может быть легко встроено в 
пользовательские приложения. 
OMNeT++ работает на Windows, Linux, Mac OS X и других UNIX-
подобных системах и состоит из следующих компонентов: 
- библиотека ядра моделирования; 
- язык описания топологии NED (англ. NEtwork Description); 
- IDE на базе платформы Eclipse; 
- GUI для выполнения моделирования Tkenv, линкуется в исполняемый 
файл симуляции; 
- интерфейс командной строки для выполнения моделирования (Cmdenv); 
- утилиты (инструмент создания makefile и т. д.); 
- документация, примеры моделей и др. 
OMNeT++ предоставляет эффективные инструменты для пользователя, 
чтобы описать структуру реальной системы. Некоторые из главных особенно-
стей: 
- иерархически вложенные модули; 
- модули являются экземплярами типов модулей; 
- модули связываются сообщениями по каналам; 
- гибкие параметры модуля; 
- язык описания топологии. 
Модель OMNeT++ состоит из следующих частей: 
- описания топологий на языке NED (файлы с расширением .ned), которые 
описывают структуру модуля с параметрами, шлюзами и т. д. Такие файлы могут 
быть созданы с помощью любого текстового редактора, но IDE OMNeT++ обес-
печивает поддержку двустороннего графического и текстового редактирования; 
- определения сообщений (.msg файлы). Можно определить различные 
типы сообщений и добавить поля данных в них. OMNeT++ автоматически пере-
ведет определения сообщений в полноценные классы C++; 
- исходные коды модуля представляют собой C++ файлы с расширением .h 
или .cc. 
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Система моделирования предоставляет следующие компоненты: 
- ядро моделирования, которое управляет моделированием и классовыми 
библиотеками моделирования, написано на C++, скомпилировано в общие или 
статические библиотеки; 
- пользовательские интерфейсы, используются при выполнении моделиро-
вания, чтобы облегчить отладку, демонстрацию или пакетное выполнение симу-
ляций, написаны на C++, скомпилированы в библиотеки. 
Программы моделирования построены из вышеуказанных компонентов. 
Сначала .msg файлы преобразуются в код на C++ с использованием компилятора 
сообщений opp_msgc. После все исходники на C++ компилируются и линкуются 
с ядром моделирования и библиотекой пользовательского интерфейса для фор-
мирования исполняемого файла моделирования или общей библиотеки. NED-
файлы загружаются динамически в исходных текстовых формах при запуске 
программы моделирования. Программа моделирования может быть скомпили-
рована как отдельный исполняемый файл так, что она может быть запущена на 
других компьютерах, где OMNeT++ не установлена. Или симуляция может быть 
создана как общая библиотека, тогда общие библиотеки OMNeT++ должны при-
сутствовать в системе. 
После запуска программа считывает все файлы NED, потом – конфигура-
ционный файл (обычно называется omnetpp.ini). Этот файл содержит пара-
метры, которые определяют, как выполняется моделирование, значения парамет-
ров модели и т. д. В файле конфигурации также можно задать несколько выпол-
нений моделирования; в простейшем случае они будут выполнены программой 
моделирования один за другим. 
















Рисунок 2 – Обзор процесса построения и запуска программ моделирования, 
созданных в OMNeT++ 
 
Выходные данные моделирования записываются в файлы результатов: вы-
ходные файлы векторов (запись данных во время выполнения моделирования), 
выходные файлы скаляров (итоговые результаты, вычисленные во время моде-
лирования и записанные после завершения моделирования), выходные файлы, 
определенные пользователем. OMNeT++ содержит интегрированную среду раз-
работки, которая обеспечивает богатые возможности для анализа этих файлов. 
Выходные файлы – это линейно-ориентированные текстовые файлы, что дает 
возможность обрабатывать их с помощью различных инструментов и языков 
программирования (в т. ч. MATLAB, GNU R, Perl, Python и программы для ра-
боты с электронными таблицами). 
OMNeT++ может быть расширен с помощью специальных библиотек мо-
делирования. Наиболее известной и распространенной является INET 
Framework, исходный код которой открыт. INET предоставляет протоколы, 
агенты и другие модели для исследователей и студентов, работающих с сетями 
передачи данных. INET особенно полезна при разработке и утверждении новых 
протоколов, при изучении новых экзотических сценариев. 
INET содержит модели для стека протоколов Интернета (TCP, UDP, IPv4, 
IPv6, OSPF, BGP и т. д.), для проводных и беспроводных протоколов канального 
уровня (Ethernet, PPP, IEEE 802.11 и т. д.), для поддержки мобильности, прото-
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колов MANET (Mobile Ad hoc Network), DiffServ, MPLS с LDP и RSVP-TE-сиг-
нализацией, включает несколько моделей приложений, много других протоко-
лов и компонентов. 
Установка INET Framework описана в [6], версия в работе – 3.3.0. Для ис-
пользования возможностей фреймворка INET для OMNeT++ в свойствах проекта 
нужно настроить ссылку на inet (зайти в Preferences нажатием правой кнопки 
мыши на проекте, далее – в Project References, выбрать inet и нажать OK). Окно 




Рисунок 3 – Выбор inet для использования в проекте OMNeT++ 
 
2.4 Реализация метода в библиотеке INET Framework для OMNeT++ 
 
В ходе реализации предложенного метода были затронуты следующие ис-
ходные классы и файлы библиотеки INET: 
- class INET_API EtherEncap (файлы EtherEncap.h и EtherEncap.cc), осу-
ществляет инкапсуляцию и декапсуляцию Ethernet-фреймов; 
- class INET_API IPv4 (файл IPv4.cc), который реализует протокол IPv4; 
- class INET_API MessageHandler (файл MessageHandler.cc), класс необхо-
дим для обработки OSPF-пакетов. 
А в файл OSPFRouter.ned. описывающего структуру OSPF-маршрутизатора 
(рисунок 4), были добавлены переменные bool isThresholdPassed и int ifIndex, 
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первая из которых служит для предупреждения о том, что пропускная способ-
ность сильно упала и нужно предпринять требуемые действия, а вторая – для 
сохранения номера интерфейса, на котором наблюдается снижение данного па-







// An OSPFv2 router. 
// 
module OSPFRouter extends Router 
{ 
parameters: 
    hasOSPF = true; 
    bool isThresholdPassed = default(false); 





Рисунок 4 – Структура модуля OSPFRouter, описывающего структуру 
маршрутизатора OSPF в OMNeT++ 
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Пропускная способность рассчитывается на уровне Ethernet, значение 
имеет количество инкапсулированных фреймов. В класс class INET_API Ether-
Encap : public cSimpleModule были введены следующие дополнительные дан-
ные (свойства), описание которых приведено в таблице 3: 
 
simtime_t startTime; // start time 
unsigned int batchSize; // number of packets in a batch 
// max length of measurement interval (measurement ends 
// if either batchSize or maxInterval is reached, whichever 
// is reached first) 
simtime_t maxInterval; 
simtime_t timestamp; // time when threshold passed 
 
// current measurement interval 
simtime_t intvlStartTime; 
unsigned long packetsPerIntvl; 
unsigned long bitsPerIntvl; 
 




cModule *ethIft; // EthernetInterface module (network card) 
 
Таблица 3 – Описание введенных для измерения пропускной способности 
переменных 
Переменная Описание переменной 
simtime_t startTime Время начала моделирования 
unsigned int batchSize Количество пакетов в партии 
simtime_t maxInterval Максимальная длина измерительного интервала 
simtime_t timestamp 




Время начала нового интервала 
unsigned long 
packetsPerIntvl 
Количество пакетов за интервал 
unsigned long 
bitsPerIntvl 
Количество битов за интервал 
double k Пороговое значение 
bool shouldChangeCost Нужно или нет увеличить метрику 
cModule *ethIft 
Указатель на текущий Ethernet-интерфейс, где происходит 
расчет пропускной способности 
 
В методе этого класса void EtherEncap::initialize() новые данные ини-
циализируются: 
 
startTime = 0; 
batchSize = 25; 
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maxInterval = 1; 
 
intvlStartTime = 0; 
packetsPerIntvl = bitsPerIntvl = 0; 
 
k = 0; 
 
shouldChangeCost = false; 
 








Размер «пачки» пакетов batchSize, равный 25, по приходу которых значе-
ние пропускной способности снова рассчитается, было подобрано в ходе экспе-
риментов при моделировании, оно действительно для модели тестовой сети, при-
водимой в качестве примера в этой работе. Функция WATCH() позволяет видеть 
значение переменной, указанной в качестве параметра к ней, в окне инспектора 




Рисунок 5 – Возможность просмотра значения переменной любого модуля в 




Вычисление пропускной способности double bitpersec происходит в 
функции void EtherEncap::processPacketFromHigherLayer(cPacket *msg), обра-
батывающей пакеты от вышележащих уровней роутера: 
 
// measure throughput only on an OSPF router 
if(strcmp(ethIft->getParentModule()->getModuleType()->getName(), 
   "OSPFRouter") == 0) 
{ 
    bool threshold = ethIft->getParentModule() 
      ->par("isThresholdPassed"); 
 
    simtime_t now = simTime(); 
    unsigned long bits = msg->getBitLength(); 
 
    // packet should be counted to new interval 
    if (packetsPerIntvl >= batchSize  
   || now - intvlStartTime >= maxInterval) 
    { 
        simtime_t duration = now - intvlStartTime; 
 
        // record measurements 
        double bitpersec = bitsPerIntvl / duration.dbl(); 
         
        EV << "bitpersec = " << bitpersec << " " << simTime()  
   << "\n"; 
 
        // set necessary values, if threshold passed 
        if(k && bitpersec <= k && !threshold) 
        { 
            timestamp = simTime(); 
            ethIft->getParentModule() 
     ->par("isThresholdPassed").setBoolValue(true); 
            ethIft->getParentModule() 
     ->par("ifIndex").setLongValue(ethIft->getIndex()); 
            shouldChangeCost = true; 
        } 
 
        // 70 % 
        k = 0.30 * bitpersec; 
 
        // restart counters 
        intvlStartTime = now; 
        packetsPerIntvl = bitsPerIntvl = 0; 
    } 
 
    packetsPerIntvl++; 
    bitsPerIntvl += bits; 
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    // send TCN (Topology Change Notification) 
    if(threshold && shouldChangeCost && simTime() >= timestamp) 
    { 
        cModule *ospf = ethIft->getParentModule() 
     ->getSubmodule("ospf"); // (OSPFRouting) ospf 
 
        int oldCost = ospf->par("interfaceOutputCost"), 
            factor = 3; 
 
        int newCost = oldCost * factor; 
        ospf->par("interfaceOutputCost").setLongValue(newCost); 
 
        char msgname[20]; 
        sprintf(msgname, "%s-to-%s-TCN", ethIft->getFullName(),  
    ospf->getName()); 
 
        TplgyChngNtfctn *tcnMsg = new TplgyChngNtfctn(msgname); 
        tcnMsg->setSource(ethIft->getFullName()); 
        tcnMsg->setDestination(ospf->getName()); 
        tcnMsg->setShouldChangeTopology(shouldChangeCost); 
        tcnMsg->setIfIndex(ethIft->getIndex()); 
        tcnMsg->setFactor(factor); 
 
        cGate *outGate = gate("upperLayerOut"); 
        send(tcnMsg, outGate); 
 
        shouldChangeCost = false; 
    } 
} 
 
Если пропускная способность упала на 70 % и больше, то происходит фик-
сация этого момента времени в timestamp, параметр isThresholdPassed роутера 
устанавливается в значение true, а в ifIndex записывается номер интерфейса, 
на котором произошло падение производительности. Значение порога 
k = 0.30 * bitpersec; было выбрано таким во время экспериментов, оно соот-
ветствует создаваемому падению производительности в передаче данных во 
время моделирования и одинаково для всех моделей сетей. 
Далее, если случилось сильное уменьшение пропускной способности и 
нужно поменять метрику, происходит умножение метрики на величину factor, 
которая равна 3. Такое значение выбрано для исключения ситуации, когда 
трафик будет распределен между всеми маршрутами при их равной стоимости; 
это число может быть изменено для сети при необходимости. Полученная 
стоимость записывается в параметр interfaceOutputCost модуля (OSPFRouting) 
ospf на роутере. 
После этого формируется сообщение TCN (англ. Topology Change 
Notification) типа TplgyChngNtfctn, сигнализирующее об изменении топологии 
сети, которое отправляется вышележащему уровню (модулю) устройства, в 
данном случае – модулю (IPv4NetworkLayer) networkLayer, отвечающему за 
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работу протокола IPv4. В этом сообщении дублируется номер интерфейса 
ifIndex и значение factor, на которое необходимо умножить метрику 
интерфейса. Для создания и использования такого сообщения нужно было 
реализовать его в .msg файле. 




// Topology Change Notification 
message TplgyChngNtfctn 
{ 
    string source; 
    string destination; 
    bool shouldChangeTopology = false; 
    short ifIndex = -1; 
    unsigned short factor;  
} 
 
При последующей компиляции автоматически создаются файлы TCN_m.cc 
и TCN_m.h с C++ классом class TplgyChngNtfctn : public ::cMessage, который 
можно использовать в модулях. Эти файлы содержат реализацию созданного 
класса (в т. ч. сеттеры и геттеры). Для использования класса нужно подключить 





Когда посланное сообщение пришло к модулю сетевого уровня 
(IPv4NetworkLayer) networkLayer, происходит его переотправка. Это 
осуществляется в функции void IPv4::handleMessage(cMessage *msg) после 
 
else if (!msg->isSelfMessage() && msg->getArrivalGate() 
    ->isName("arpIn")) 




// received message is a TCN message, send in to ospf module 
else if (dynamic_cast<TplgyChngNtfctn *>(msg)) 
{ 
    cMessage *msgCopy = msg->dup(); 
    delete msg; 
    cGate *outGate = gate("transportOut", 0); 





При принятии модулем (OSPFRouting) ospf TCN-сообщения в функции 
обработки сообщений void MessageHandler::messageReceived(cMessage 
*message) начинается перерасчет таблицы маршрутизации: 
 
// received TCN, rebuild routing table 
else if (dynamic_cast<TplgyChngNtfctn *>(message)) 
{ 
    TplgyChngNtfctn *tcnMsg = check_and_cast<TplgyChngNtfctn *> 
        (message); 
    EV << "Received TCN: (" << tcnMsg->getClassName() << ")"  
   << tcnMsg->getName() << "\n"; 
 
    if(tcnMsg->getShouldChangeTopology()) 
        router->rebuildRoutingTable(); 
 
    delete message; 
    delete tcnMsg; 
} 
 
С новой таблицей маршрутизации данные будут передаваться по другому 




3.1 Обобщенная структура сети 
 
Недостаток протокола OSPF при работе в сетях под нагрузками, решение 
которого предлагается в работе, наглядно можно показать на сетях с общей 
структурой, приведенной на рисунке 6. 
 
Сеть N1 с общей 
метрикой M1
Сеть N2 с общей 
метрикой M2
Отправитель PC1 Получатель PC2





Рисунок 6 – Структурная схема сети для демонстрации работы протокола OSPF 
 27 
Здесь информация передается от отправителя PC1 до получателя PC2. При 
этом инфраструктура сети N3 и N4 не так важна, их может и не быть, в этом 
случае PC1 напрямую соединен с маршрутизатором R1, а PC2 – с R2. Конструк-
ция сетей N1 и N2 произвольна. 
Основное условие – наличие разветвления на роутере R1. Тогда, если на 
одном из двух возможных маршрутов на пути трафика через R1 в сторону R2 
находится сеть N1 с метрикой M1, а на втором – сеть N2 с метрикой M2, и, напри-
мер, M1 заведомо лучше (меньше) M2, согласно алгоритму работы протокола 
OSPF пользовательские данные будут идти по пути, проходящему через сеть N1. 
При возникновении в сети N1 такого дополнительного трафика, при кото-
ром общая нагрузка сильно увеличится, скорость передачи данных упадет, и по-
является необходимость перенаправить пользовательский трафик через сеть N2. 
Но в OSPF нет механизма, обеспечивающего эту возможность. 
Для моделирования подойдут любые вариации описанной сети со структу-
рой рисунка 6. 
 
3.2 Моделирование сети с протоколом маршрутизации OSPF при 
пиковых нагрузках 
 
3.2.1 Описание модели 
 
Исходя из вышеизложенных соображений, для проведения моделирования 




Рисунок 7 – Модель сети, написанная в OMNeT++ IDE 
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Эта модель описана в файле network.ned на языке NED, код которого при-
веден в приложении А. 
Конструкция channel C extends ThruputMeteringChannel {} в network.ned 
описывает тип канала соединения, это позволяет использовать только имя этого 
типа в секции connections, вместо повторения одного и того же определения ка-
нала; выбраны следующие параметры соединения: 
- задержка соединения равна 0,1 мкс; 
- скорость передачи данных канала равна 100 Мбит/с; 
- thruputDisplayFormat = "#N" позволяет выводить общее количество при-
нятых и отосланных пакетов на интерфейсе в графической оболочке Tkenv во 
время выполнения моделирования. 
Этот тип канала используется для всех соединений (секция connections) в 
приведенной модели, которые, к тому же, являются двухсторонними (символ  
<-->). 
Модуль module OspfLan {} определяет локальную сеть с произвольным 
количеством хостов h в ней. В каждой такой сети хаб типа EtherHub соединен со 
всеми хостами StandardHost и с одним из роутеров общей модели по Ethernet-
интерфейсам ethg. 
Тестовая сеть OspfNet состоит из семи роутеров R1-R7, каждый из которых 
имеет тип OSPFRouter и некоторое количество Ethernet-интерфейсов, четырех ло-
кальных сетей N1-N4 типа OspfLan и конфигуратора IPv4NetworkConfigurator, ав-
томатически назначающего IP-адреса на всех устройствах и сетях. 
Каждое из устройств типа StandardHost или OSPFRouter имеет схожую 
структуру, которую они унаследуют от типа NodeBase. Структура OSPFRouter 
(файл OSPFRouter.ned) была представлена на рисунке 4. Таким образом, 










- WLAN и др. 
В OSPF-роутере есть таблица маршрутизации routingTable и таблица се-
тевых интерфейсов interfaceTable. 
Для сравнения на рисунке 8 приведена структура StandardHost, у которого, 
кроме всего прочего, есть разные приложения, например pingApp (аналог ко-





Рисунок 8 – Структура модуля StandardHost, использующегося в тестовой сети 
 
Конфигурация создаваемой модели описана в файле omnetpp.ini: 
 
[General] 
network = OspfNet 
#record-eventlog = true 
#debug-on-errors = true 
#tkenv-plugin-path = ../../../etc/plugins 
sim-time-limit = 200s#200s#600s 
**.ospf.ospfConfig = xmldoc("ASConfig.xml") 
# hookType settings 
**.eth[*].numOutputHooks = 1 
**.eth[*].outputHook[0].typename = "ThruputMeter" # Nop |  
  ThruputMeter | OrdinalBasedDropper | OrdinalBasedDuplicator 
 
[Config TCPload] 
description = "Use of TCP apps to decrease network throughput" 
# tcp apps 
# 
# from N3.host[0] (R1) to N4.host[0] (R7) 
# 
**.N3.host[0].numTcpApps = 1 
**.N3.host[0].tcpApp[0].typename = "TCPSessionApp" 
**.N3.host[0].tcpApp[0].sendBytes = 2000000 bytes 
**.N3.host[0].tcpApp[0].active = true 
 30 
**.N3.host[0].tcpApp[0].connectAddress = "N4.host[0]" 
**.N3.host[0].tcpApp[0].connectPort = 10021 
**.N3.host[0].tcpApp[0].tOpen = 50s 
**.N3.host[0].tcpApp[0].tSend = 50.10s 
**.N3.host[0].tcpApp[0].tClose = 50s 
**.N4.host[0].numTcpApps = 1 
**.N4.host[0].tcpApp[0].typename = "TCPEchoApp" 
**.N4.host[0].tcpApp[0].localPort = 10021 
 
# 
# from N1.host[0] (R2) to N2.host[0] (R3) 
# 
**.N1.host[0].numTcpApps = 1 
**.N1.host[0].tcpApp[0].typename = "TCPSessionApp" 
**.N1.host[0].tcpApp[0].sendBytes = 1000000 bytes 
**.N1.host[0].tcpApp[0].active = true 
**.N1.host[0].tcpApp[0].connectAddress = "N2.host[0]" 
**.N1.host[0].tcpApp[0].connectPort = 10021 
**.N1.host[0].tcpApp[0].tOpen = 50s 
**.N1.host[0].tcpApp[0].tSend = 50.15s 
**.N1.host[0].tcpApp[0].tClose = 50s 
**.N2.host[0].numTcpApps = 1 
**.N2.host[0].tcpApp[0].typename = "TCPEchoApp" 
**.N2.host[0].tcpApp[0].localPort = 10021 
 
Настройки автономной системы находятся в файле ASConfig.xml 
(приложение Б), что указывается командой **.ospf.ospfConfig = 
xmldoc("ASConfig.xml"). Все OSPF маршрутизаторы принадлежат одной обла-
сти, стоимость всех интерфейсов равна 1. 
На Ethernet-интерфейсах всех устройств сети используется т. н. хук 
outputHook типа ThruputMeter, позволяющий измерить пропускную способность, 
что потом будет использовано для визуализации результатов моделирования. 
 
3.2.2 Эксперимент и результаты 
 
Для создания нагрузки на модель сети через файл omnetpp.ini в секции 
[Config TCPload] были созданы TCP-приложения на некоторых хостах локаль-
ных сетей N1-N4, а именно: 
- на одном из хостов сети N3 создается TCP-приложение, отправляющее 
2000000 байт (2 Мбайта) одному из хостов сети N4, на котором инициализируется 
TCP-приложение, отправляющее эти данные обратно. Время начала отправки – 
50,10 с. 
- аналогичная ситуация и в сетях N1 и N2: хост сети N1 в 50,15 с отправляет 
хосту сети N2 1000000 байт (1 Мбайт), а тот отправляет их обратно. Такой мани-
пуляцией создается дополнительная нагрузка на маршрутизаторы R2 и R3. 
После запуска проекта создается симуляция, настройка сети происходит 
автоматически (рисунок 9). По окончанию моделирования был получен график 
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загрузки интерфейсов eth[0] (соединен с интерфейсом eth[0] роутера R1) и 
eth[2] (соединен c Ethernet-интерфейсом хоста из сети N1) маршрутизатора R2, 









Рисунок 10 – Полученный график изменения пропускной способности каналов 
маршрутизатора R2 (интерфейсы eth[0] и eth[2]) 
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В момент времени, равный 50,15 с, действительно происходит провал в 
производительности, что обусловлено механизмом работы протокола TCP, кото-
рый динамически регулирует размер окна (число, определяющее в байтах размер 
данных, которые отправитель может отправить без получения подтверждения) 
для уменьшения потерь данных. 
 
3.3 Моделирование сети с оптимизированным протоколом OSPF при 
пиковых нагрузках 
 
3.3.1 Описание модели 
 
Моделирование для подтверждения работоспособности разработанного 
способа оптимизации OSPF производится на модели сети, описанной ранее. 
Значения основных параметров для этой модели: 
- batchSize = 25; 
- maxInterval = 1; 
- k = 0.30 * bitpersec; 
- factor = 3. 
 
3.3.2 Эксперимент и результаты 
 
Во время моделирования на интерфейсе eth[1] маршрутизатора R2 (рису-
нок 11) и интерфейсе eth[0] маршрутизатора R3 (рисунок 12) были зафиксиро-




Рисунок 11 – Изменение значений параметров isThresholdPassed и ifIndex на 




Рисунок 12 – Изменение значений параметров isThresholdPassed и ifIndex на 
роутере R3 при сильном уменьшении пропускной способности 
 
На R3 в параметр timestamp было сохранено время определения падения 
пропускной способности (рисунок 13), метрика была изменена (рисунок 14), по-
сле чего модулем ospf было получено TCN-сообщение и произошло перестрое-




Рисунок 13 – Значение параметра timestamp роутера R3 после определения 








Рисунок 15 – Перестроение таблицы маршрутизации на роутере R3 после 
получения TCN-сообщения 
 
Таблица маршрутизации была изначально перестроена только на устрой-
стве R3, т. к. перегрузка впервые была обнаружена именно там. На других узлах 
сети вследствие работы предложенного метода улучшения протокола OSPF та-
кого не будет. Перестроения таблицы маршрутизации только на одном роутере 
будет хватать, ведь при анонсировании новых данных (об изменении топологии) 
в сеть с этого роутера произойдет синхронизация баз данных OSPF-устройств, 
маршрутные таблицы буду перестроены и на других маршрутизаторах, и тогда 
данные с компьютера сети N3 до ПК сети N4 будут передаваться по новому пути. 
График изменения пропускной способности на интерфейсах eth[0] и 
eth[2] маршрутизатора R2 и на интерфейсах R1, полученный после окончания 





Рисунок 16 – Полученный график изменения пропускной способности 
интерфейсов маршрутизатора R1 и R2 при моделировании сети с 
оптимизированным протоколом OSPF 
 
Здесь Tреакции – время, необходимое на определение перегрузки интерфейса 
маршрутизатора, а Tпер. OSPF – время, затраченное на получение пакетов LSU ро-
утерами, синхронизацию баз данных состояния каналов и перестроение их таб-
лиц маршрутизации на основе новых записей.  
Видно, что после 50,15 с пропускная способность на R2 и R3 сильно упала, 
на определение этого ушло время, равное Tреакции. После 50,25 началось перестро-
ение работы протокола OSPF в сети с учетом новых данных (измененной мет-
рики интерфейса eth[0] маршрутизатора R3), на этот процесс было потрачено 
время Tпер. OSPF. Затем пользовательские данные стали передаваться по новому 
маршруту, проходящему через интерфейс eth[1] роутера R1, через R4, R5 и R6. 
Таким образом, при проведении моделирования была показана правильная 
работа разработанного метода. Достижение большей эффективности по сравне-
нию с оригинальным протоколом OSPF в качестве цели выпускной работы не 







В результате выполнения работы был разработан метод повышения произ-
водительности сети при больших нагрузках, где протокол OSPF используется в 
качестве основного протокола маршрутизации. Метод был реализован в библио-
теке INET Framework для OMNeT++. Также были изучены основы маршрутиза-
ции, основные протоколы маршрутизации, в т. ч. OSPF. Были отмечены его пре-
имущества и недостатки. Один из главных недостатков – невозможность прото-
кола учитывать текущую пропускную способность канала для оптимизации 
нагрузки на сеть – был показан с помощью моделирования в OMNeT++. 
Были проведены эксперименты с модифицированным OSPF на модели 
сети, написанной в OMNeT++, и была показана работоспособность доработан-
ной версии протокола. Можно считать, что полученное улучшение алгоритма ра-
боты OSPF дает некоторую оптимизацию при передаче данных в сети. 
Т. к. OSPF пригоден для использования в больших сетях, полученная нара-
ботка может быть полезна при ее внедрении в другие среды моделирования и, 
возможно, в реальные сети передачи данных. 
Дальнейшие исследования в рассматриваемой области могут быть прове-
дены для определения общих значений интервала времени и количества пакетов, 
проходящих через интерфейс, после которых будет рассчитываться новое значе-
ние пропускной способности, а также для определения порога допустимой 
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channel C extends ThruputMeteringChannel 
{ 
    delay = 0.1us; 
    datarate = 100Mbps; 





    parameters: 
        int h; // number of hosts on the hub 
        @display("i=old/cloud"); 
    gates: 
        inout ethg[]; 
    submodules: 
        hub: EtherHub { 
            @display("is=s"); 
        } 
        host[h]: StandardHost { 
            @display("is=s"); 
        } 
    connections: 
        for i=0..sizeof(ethg)-1 { 
            hub.ethg++ <--> ethg[i]; 
        } 
        for i=0..h-1 { 
            hub.ethg++ <--> C <--> host[i].ethg++; 





    submodules: 
        R1: OSPFRouter { 
            parameters: 
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                @display("p=70,198"); 
            gates: 
                ethg[3]; 
        } 
        R2: OSPFRouter { 
            parameters: 
                @display("p=124,150"); 
            gates: 
                ethg[3]; 
        } 
        R3: OSPFRouter { 
            parameters: 
                @display("p=232,150"); 
            gates: 
                ethg[3]; 
        } 
        R7: OSPFRouter { 
            parameters: 
                @display("p=300,198"); 
            gates: 
                ethg[3]; 
        } 
        R4: OSPFRouter { 
            parameters: 
                @display("p=124,258"); 
            gates: 
                ethg[2]; 
        } 
        R5: OSPFRouter { 
            parameters: 
                @display("p=178,258"); 
            gates: 
                ethg[2]; 
        } 
        R6: OSPFRouter { 
            parameters: 
                @display("p=232,258"); 
            gates: 
                ethg[2]; 
        } 
 
        N1: OspfLan { 
            parameters: 
                h = 2; 
                @display("p=123,83"); 
        } 
        N2: OspfLan { 
            parameters: 
                h = 2; 
                @display("p=231,83"); 
        } 
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        N3: OspfLan { 
            parameters: 
                h = 1; 
                @display("p=21,197"); 
        } 
        N4: OspfLan { 
            parameters: 
                h = 1; 
                @display("p=360,197"); 
        } 
        configurator: IPv4NetworkConfigurator { 
            @display("p=70,35"); 
        } 
    connections: 
        R1.ethg[0] <--> C <--> R2.ethg[0]; 
        R2.ethg[1] <--> C <--> R3.ethg[0]; 
        R3.ethg[1] <--> C <--> R7.ethg[0]; 
 
        R1.ethg[1] <--> C <--> R4.ethg[0]; 
        R4.ethg[1] <--> C <--> R5.ethg[0]; 
        R5.ethg[1] <--> C <--> R6.ethg[0]; 
        R6.ethg[1] <--> C <--> R7.ethg[1]; 
 
        N1.ethg++ <--> C <--> R2.ethg[2]; 
        N2.ethg++ <--> C <--> R3.ethg[2]; 
 
        N3.ethg++ <--> C <--> R1.ethg[2]; 







Содержимое файла ASConfig.xml, описывающего параметры автономной 




  xsi:schemaLocation="OSPF.xsd"> 
 
  <!-- Areas --> 
  <Area id="0.0.0.0"> 
    <AddressRange address="R2>N1" mask="R2>N1"  
   status="Advertise" /> 
    <AddressRange address="R3>N2" mask="R3>N2"  
   status="Advertise" /> 
     
    <AddressRange address="R1>N3" mask="R1>N3"  
   status="Advertise" /> 
    <AddressRange address="R7>N4" mask="R7>N4"  
   status="Advertise" /> 
     
    <AddressRange address="R1>R2" mask="R1>R2"  
   status="Advertise" /> 
    <AddressRange address="R2>R1" mask="R2>R1"  
   status="Advertise" /> 
     
    <AddressRange address="R2>R3" mask="R2>R3"  
   status="Advertise" /> 
    <AddressRange address="R3>R2" mask="R3>R2"  
   status="Advertise" /> 
     
    <AddressRange address="R3>R7" mask="R3>R7"  
   status="Advertise" /> 
    <AddressRange address="R7>R3" mask="R7>R3"  
   status="Advertise" /> 
     
    <AddressRange address="R1>R4" mask="R1>R4"  
   status="Advertise" /> 
    <AddressRange address="R4>R1" mask="R4>R1"  
   status="Advertise" /> 
     
    <AddressRange address="R4>R5" mask="R4>R5"  
   status="Advertise" /> 
    <AddressRange address="R5>R4" mask="R5>R4"  
   status="Advertise" /> 
     
    <AddressRange address="R5>R6" mask="R5>R6"  
   status="Advertise" /> 
    <AddressRange address="R6>R5" mask="R6>R5"  
   status="Advertise" /> 
 42 
    <AddressRange address="R6>R7" mask="R6>R7"  
   status="Advertise" /> 
    <AddressRange address="R7>R6" mask="R7>R6"  
   status="Advertise" /> 
  </Area> 
 
  <!-- Routers --> 
  <Router name="R1" RFC1583Compatible="true"> 
    <BroadcastInterface toward="N3" areaID="0.0.0.0" /> 
    <PointToPointInterface toward="R2" areaID="0.0.0.0" /> 
    <PointToPointInterface toward="R4" areaID="0.0.0.0" /> 
  </Router> 
 
  <Router name="R2" RFC1583Compatible="true"> 
    <BroadcastInterface toward="N1" areaID="0.0.0.0" /> 
    <PointToPointInterface toward="R1" areaID="0.0.0.0" /> 
    <PointToPointInterface toward="R3" areaID="0.0.0.0" /> 
  </Router> 
   
  <Router name="R3" RFC1583Compatible="true"> 
    <BroadcastInterface toward="N2" areaID="0.0.0.0" /> 
    <PointToPointInterface toward="R2" areaID="0.0.0.0" /> 
    <PointToPointInterface toward="R7" areaID="0.0.0.0" /> 
  </Router> 
   
  <Router name="R4" RFC1583Compatible="true"> 
    <PointToPointInterface toward="R1" areaID="0.0.0.0" /> 
    <PointToPointInterface toward="R5" areaID="0.0.0.0" /> 
  </Router> 
   
  <Router name="R5" RFC1583Compatible="true"> 
    <PointToPointInterface toward="R4" areaID="0.0.0.0" /> 
    <PointToPointInterface toward="R6" areaID="0.0.0.0" /> 
  </Router> 
   
  <Router name="R6" RFC1583Compatible="true"> 
    <PointToPointInterface toward="R5" areaID="0.0.0.0" /> 
    <PointToPointInterface toward="R7" areaID="0.0.0.0" /> 
  </Router> 
   
  <Router name="R7" RFC1583Compatible="true"> 
    <BroadcastInterface toward="N4" areaID="0.0.0.0" /> 
    <PointToPointInterface toward="R3" areaID="0.0.0.0" /> 
    <PointToPointInterface toward="R6" areaID="0.0.0.0" /> 
  </Router> 
 
</OSPFASConfig> 
