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Velen hebben bij de totstandkoming van dit proefschrift een rol van betekenis ge-speeld. De belangrijkste personen wil ik daarvoor op deze plek graag hartelijkdanken.
Om te beginnen wil ik mijn promotoren Lou Boves en Roeland van Hout bedanken.Lou, ik waardeer het zeer dat je mijn enthousiasme voor bepaalde onderwerpen hebterkend en me hebt gemotiveerd om die onderwerpen in artikelen uit te werken. Bijhet schrijven van dit proefschrift heb je ook altijd de moeite genomen om wat ikproduceerde grondig te lezen, volledig te begrijpen en beter te maken. Ook aldeed de confrontatie wel eens pijn, uiteindelijk heb ik onze bijeenkomsten altijdals verlichtend ervaren. Roeland, bij de totstandkoming van de artikelen zorgdeje op de juiste momenten voor de benodigde extra druk. Bijvoorbeeld wanneermijn andere werkzaamheden weer eens voor langere tijd een beroep deden op debeschikbare ruimte in mijn hoofd. Ook was je hulp bij verschillende methodologischgeorie¨nteerde onderdelen onmisbaar.Daarnaast heb ik nauw samen mogen werken met Louis, Jos, Joep en Jan Pie-ter. Louis, dank voor je hulp bij de artikelen over de Kleverlandse data en je al-tijd inspirerende nieuwsgierigheid. Jos en Joep, zonder jullie enorme kennis vande dialectwerkelijkheid had ik de woordenboekgegevens en de uitkomsten van decomputationele analyses onvoldoende op waarde kunnen schatten. Ook heb ik erggoede herinneringen aan onze deelname aan een nauwelijks georganiseerde maarerg hartelijke conferentie in Braga. Jan Pieter, dankzij jouw ervaring met dialect-cartografie en je precieze manier van werken, konden verschillende van de ideee¨nover visualisatie in dit proefschrift ook in software gestalte krijgen.Zeer waardevol waren ook de contacten met groepen buiten Nijmegen. Dankzijconferenties, reviews en verschillende vormen van samenwerking heb ik ook mogenleren van John Nerbonne, Sjef Barbiers, Wilbert Heeringa en vele anderen.
Beste (ex-)collega’s van CLST en de afdeling Taal en Spraak, ik ben aan de arti-kelen voor dit proefschrift begonnen in de tijd dat ik nog volop meedraaide op deachtste. In die tijd had ik ook de eer om Ambra en Christophe ter zijde te staan alsparanimf en daarbij de bu¨hne al eens van dichtbij te bekijken. Vanaf 2008 nam mijnbetrokkenheid bij de afdeling door nieuwe werkgevers steeds verder af. Toch hebik dankzij Eric, een werkplek op de elfde, een bijbaan als quizmaster en (natuurlijk)
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de besprekingen met Lou en Roeland, voeling kunnen blijven houden met CLST ende afdeling. Bedankt dat het op de achtste nog altijd heel vertrouwd voelt.
Geachte paranimfen, beste 2JS. Janienke, door onze vriendschap, je interesse voorde inhoud van mijn proefschrift en je ervaring met de dagelijkse praktijk van hetpromotieproces (waaronder de begeleiding door de mysterieuze Lou), wist ik al ineen vroeg stadium dat ik je zou vragen om een van mijn paranimfen te zijn. Jeroen,wij kennen elkaar al schrikbarend lang en vele scharniermomenten passeerden indie jaren de revue. Nu heb ik eindelijk tijd voor jouw biografie. Janienke en Jeroen,dank dat ik op jullie kan rekenen.
Tot slot wil ik Joop, Adri en Jelger graag bedanken. Jullie houden van me omdatik jullie zoon of broer ben. Deze eenvoud is me zeer veel waard. Liefste Marloes,niemand die de totstandkoming van dit boekje van zo dichtbij heeft meegemaakt alsjij. En het was niet altijd een dolle boel. Dank dat je er altijd voor me was.
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Chambers and Trudgill define dialect geography as a set of methods for systematicgathering of evidence about dialect differences (Chambers and Trudgill 1998: 14).They also describe how dialect geography originated from advances in other fieldsof linguistics (Chambers and Trudgill 1998: 14):
Until the latter half of the nineteenth century characterisations of di-alect areas were intuitive and casual. Only then did it become ap-parent that such characterisations were inadequate beside the strikingadvances in philology and other language studies, which were leadingto the modern discipline of linguistics. The first attempts to systema-tise observations of dialect difference were a direct response to thoseadvances.
Traditionally (and naturally) the main focus in dialect geography has been on howlanguage variation is related to geographical factors. Seminal dialect geographyprojects in Europe were Wenker’s Sprachatlas von Nord- und Mitteldeutschland(1881), the more recent Deutscher Sprachatlas (1927–56), which was based onWenker (1881), and the Atlas linguistique de la France of Gillie´ron and Edmont(1902–10). These works were ‘dialect atlases’ and, as such, aimed at systematicallydocumenting the relation between language variants and geographical locationswith the use of maps as the medium for presenting the results/data. The typicaldialect atlas had an onomasiological organization (“how do you express the conceptX?”) and would cover only a relatively small selection of different senses/concepts.Another popular type of dialect (geographic) research aimed at documenting lan-guage phenomena for a small and clearly delineated geographical area or location.
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The results of this type of research were usually published in the form of ‘dialectdictionaries’. The typical dialect dictionary was alphabetically organized by lexicalforms (‘semasiological’) and aimed at being comprehensive. Examples of influentialdialect dictionary projects in the Dutch language area are J.H. Hoeufft; Proeve vanBredaasch taal-eigen (1836) and G.S. Overdiep; De volkstaal van Katwijk aan Zee(1940).Two large recent dictionary creation projects in the Dutch language area werethe Woordenboek van de Brabantse Dialecten (WBD 1967-2005) and the Woorden-boek van de Limburgse Dialecten (WLD 1983-2008). With the start of these dialectdictionary projects in the 1960s, a new research method was introduced by Weijnenthat combines onomasiological and semasiological approaches (Weijnen, 1961). Likedialect atlases, WBD and WLD were organized by sense. One of the motivations forthis organization was that in this way the lemmas could be accompanied by mapsshowing the geographic dialect variation (De Tollenaere and Weijnen 1963). ButWBD and WLD also aimed at being comprehensive, like the conventional dialectdictionaries.
The relation between language variation and geographical factors can be studiedusing various types of data. Empirical evidence can be found using primary or sec-ondary language data. In both cases a further distinction can be made into languageproduction data and language perception data. Most projects using production datafocus on the lexical or the phonetic description levels. Those that use perceptiondata focus on the extent to which linguistic laymen recognize and understand otherlanguage varieties than their own native language variety (see Long and Preston1999 for an introduction to perceptual dialectology).
For projects researching larger geographic areas (i.e. more than one location) twotypical approaches to interpreting the linguistic characteristic of an area can be dis-cerned. Some approaches focus on classification of locations (towns or villages) intoclearly demarcated groups that represent distinct dialect areas. Other approachesfocus on the relations of individual locations to their surrounding locations in aneffort to do justice to the existence of dialect continua. (Goebl (1982), Kretschmar(2006)). As early as 1934 Bloomfield commented as follows on this opposition:
Accordingly, some students now despaired of all classification and an-nounced that within a dialect area there are no real boundaries. Evenin a domain such as that of the western Romance languages (Italian,Latin, French, Spanish, Portuguese) it was urged that there were noreal boundaries, but only gradual transitions: the difference between
2
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any two neighbouring points was no more and no less important thanthe difference between any two other neighbouring points. Opposingthis view, some scholars held fast to the national and provincial classi-fications, insisting, perhaps with some mystical fervor, on a terminologyof cores and zones. (Bloomfield 1933, p. 341)
The dominant type of data visualization in dialect geography is some kind of map.What type of map to use depends on the aims of the research (Daan 2000, Nerbonne2010). When the research is aimed at classifying locations, a map like the one inFig. 1 can be used. It is taken from Belemans and Goossens (2000) and shows theaggregate classification of locations in the Brabant dialect area into distinct dialectgroups. The location ‘s-Hertogenbosch’, for instance, belongs to the dialect classMaaslands (Area 23 in the map).
When the research is aimed at gradual changes a map like the one in Fig. 2 can beused. It is taken from Heeringa (2004) and shows the Dutch language area in theNetherlands and Flanders. Gradual shifts in colour show that adjacent locationshave many phenomena in common. Sharp or categorical shifts in colour show theopposite and this can be interpreted as a ‘dialect border’. For example, it can beseen that the location Overpelt is just east of a sharp shift in colour while Hattemis in the middle of an area with a very gradual shift in colour.
Besides making explicit the relation between linguistic variation and geographicalareas, dialect geographers have also been interested in geographically bound fea-tures and characteristics that can explain variation between language communities.Especially factors that are likely to have an effect on inter-human contact have beenstudied for their role in determining this relation.
People can only talk like people with whom they have had some contact,whether personally or, much less importantly, through some passivemedium like reading or listening to the radio or watching televisionand movies. (Thill et al. 2008)
Weijnen (1937) for instance looked at the role of geographic factors like swamps ormountain areas, which are natural borders inhibiting inter-human contact. Socialfactors have been studied for their effect as well. Hinskens, Kallen and Taeldeman(2000) looked at the effect of social constructs like political state borders on olddialect continua in Europe. Heeringa, Nerbonne, Niebaum, Nieuweboer and Klei-weg (2000) and Giesbers (2008) investigated the effect of a political state border for
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Figure 1: Dialect classification for Brabant (Belemans and Goossens2000).
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Figure 2: Map visualizing the place of individual locations in a dialectcontinuum of the Dutch language area (taken from Heeringa 2004:273).
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parts of the Dutch-German border area. The central research hypothesis in Gies-bers (2008) was that the Dutch-German state border has given rise to a linguisticborder in a sub-area of the Kleverlandish dialect continuum.
1.2 The dialect dictionaries WBD and WLD
As explained in the previous section, WBD and WLD were innovative dialect ge-ographic projects. They were initiated by A.A. Weijnen and eventually producedlarge printed dictionaries. The dictionaries contain huge amounts of dialect datafor a large number of locations. WBD consists of 33 fascicles and WLD consistsof 39 fascicles. Of the total number of WBD fascicles, 31 are typical dictionaryfascicles and two are introductions (WBD 1967 and WBD 2000). For WLD the twointroductions were incorporated in two of the 39 regular fascicles (WLD 1983 andWLD 2001) (see section 2.2 for an explanation of the second introductions). WBDcovers the Dutch province of North Brabant, the Belgian provinces Antwerp andFlemish Brabant and Brussels. WLD covers the Dutch and Flemish provinces Lim-burg and the Northern (Dutch speaking) part of the province of Lie`ge. Together withthe ongoing Woordenboek van de Vlaamse Dialecten, which started in 1979, andcovers East-, West-, French and Zeeland Flanders, the WBD and WLD dictionariescover almost the whole of the southern Dutch language area.
1.2.1 Micro and macro structure
In all three dictionaries (WBD, WLD and WVD) a distinction can be made betweenthe macro structure (above the lemma level) and the micro structure (at the lemmalevel) (Kruijsen 1996).The most important aspect of the macro structure of WBD and WLD is how thedictionaries are organised. Instead of alphabetically, they are organized themati-cally, each fascicle covering concepts from a specific semantic domain (for instancevocabulary covering the human body). At the highest level of the organization of thedictionaries the following distinction was made in semantic domains for the dialectvocabulary: Agricultural vocabulary (part I), Non-Agricultural crafts terminologies(part II) and General vocabulary (part III) (see also Van Keymeulen (1992) and Krui-jsen (1996)). The distinction between agricultural vocabulary and non-agriculturalcrafts terminologies was made because at the start of the projects the agriculturalvocabulary was believed to be most in danger of becoming extinct and therefore hadto be recorded as quickly as possible. Work on WBD and WLD therefore startedwith the fascicles of part I about the agricultural vocabulary. For part III a secondary
6
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principle for organising the semantic domains of the dictionaries was introduced,viz. a taxonomy of senses developed by Hallig and Von Wartburg (1952).The microstructure for part III of the dictionaries is illustrated in Fig 3.1 It showsa lemma from part III of WBD (taken from page 32 of fascicle 4.3 about Flora). Thelemma in Fig. 3 lists for the concept Spruiten, uitbotten (‘to bud’) all the lexicalvariants found (spruiten, spuiten, spranten, etc.) and a location or geographic areaindicating where the variants were found (Maasl., Oisterwijk, Hooge Mierde, etc.).Besides this information, also present in the lemma are frequency indicators forthe lexical variants (only the indicator freq. is visible in Fig. 3), a description ofthe meaning of each concept (Uitloper krijgen, loten vormen, . . . ), and, often, mapsshowing the geographic distribution of the variants found. Finally, also referencesto the data source(s) used for producing a lemma were listed. In Fig. 3 one ofthe data sources is encoded as N 082 (1981) (011), which stands for ‘Nijmegenquestionnaire, number 82, question 11, published in 1981’. The specific source(s)for individual dialect forms is (are) not published in the printed fascicles.
1.2.2 Dialect geographic method
The WBD and WLD projects used the same method for preparing and publishingdictionary fascicles.2 The editors performed a qualitative linguistic analysis of hugeamounts of raw data. These raw data consisted of both primary and secondarydata. The primary data were production data that were collected with question-naires. Only data for concepts from the open word classes ‘nouns’, ‘verbs’ and‘adjectives’ were collected. The secondary data consisted mostly of monographs orpreviously published dictionaries of the dialect vocabulary of a town or area. Forthe primary data a tailor-made phonetic alphabet was used. This was called Gen-oveva and it was developed especially for use in the WBD and WLD projects. Eachlocation where a dialect form was found was specified with the geocoding systemof Kloeke (Kloeke and Grootaers, 1934).3 The editors devoted substantial effort tointerpreting all the raw data. In doing so, they focussed on form variation for in-dividual concepts. When the form variation had an interesting geographic pattern,the editors often produced a dialect map as well. Most maps are so called symbolmaps, which display the locations where specific forms were attested by printing asymbol corresponding to that form on that location (cf. Fig. 3). From this approachto interpreting and visualizing language variation it can be seen that the WBD andWLD dictionaries aimed at classification of locations.
1 The microstructure of part III differs from that for part I and II. See subsection 2.2.2 The WVD project followed a similar but different dialect geographic method.3 How to assign Kloeke codes to locations is described in the introductions to WBD and WLD.
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Figure 3: A dictionary lemma illustrating the microstructure for partIII of WBD.
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Figure 4: Evolution of technological support for the methods used inthe WBD and WLD projects (1967-2008). The left-most column depictsthe production of the oldest fascicles; the right-most column shows theprocess used in producing part III. The blocks with underlined text arediscussed in section 3.
In part I and II of WBD and WLD the results of this dialect geographic method werepublished in the form of dictionary lemmas with detailed phonetic and geographicinformation. For part III the dialect geographic method and way of publishing waschanged. Since a broader audience was believed to be interested in the vocabu-lary of part III (‘general vocabulary’), it was decided to apply a dialect geographicmethod and a publishing strategy that would suit both professional dialect geog-raphers and a broad audience. In practice this meant that the method now usedbroader geographic and more abstract linguistic classifications of the data. Cities,towns and villages were often grouped together into areas and the detailed pho-netic information was grouped under lexical variants that only contained informationabout variation in the consonant structure. In the printed fascicles of part III onlythese general classifications were published (cf. Fig. 3). For a more specialist audi-ence the detailed geographic and linguistic data were published on a website. Thiswebsite was developed by the company Polderland Language and Speech Technol-ogy.4 Since the introductions to the dictionaries (WBD 1967 and WLD 1983) onlyintroduced the dialect geographic method and way of publishing applied in part Iand II, two new introductions were published for part III: WBD 2000 and WLD 2001.




Over the years the dialect geographic method for WBD and WLD was supported byincreasingly more powerful and capable computer technology. This is illustrated inFig. 4. For the oldest fascicles of the dictionaries the raw data were first manuallyconverted to a library catalogue. The library catalogue contained cards (“fiches”)with triplets consisting of dialect form, concept and location. The individual cardswere ordered by concept. For these fascicles the publisher would use just the librarycatalogue in producing the print dictionaries.For the newer fascicles the editors would still base themselves on the librarycatalogue, but they used a word processor for preparing the dictionary lemmasthemselves. The publisher would use the word processor files in producing theprint dictionaries.For the newest fascicles the dictionary texts were also delivered to the publisherin a word processor format. The library catalogue, however, was now replacedby a database system. For these fascicles the raw data were first put into thatdatabase. Also, in producing these fascicles the editors now used lexicographictools for preparing lemmas and dialect maps. These tools were developed by theMeertens Institute. The tools automatically generated rough versions of lemmasand maps that were based on the data in the database. Next, these lemmas andmaps were to be cleaned and interpreted further by the editors before they wereready to include in the dictionary text of a fascicle.
During the course of the projects, WBD and WLD collaborated with many other dic-tionary creation and research projects carried out in other universities and institutesin the Netherlands and Flanders. The “Permanent Overlegorgaan Regionale Wo-ordenboeken” (Permanent Consultative Body “Regional Dictionaries”) coordinatedthe collaboration between WBD, WLD and WVD related to technological support forthe methods they used for producing the eventual publications (WLD 2001). Otherdialect/regional dictionary projects in the Dutch language area cooperated in thisconsultative body as well.5
1.3 The D-Square project
In the final stage of the WBD and WLD projects it became clear that there wasa need for curating the results of the WBD and WLD projects before all expertisewould be lost at the institutes where the projects had been carried out. This gave
5 http://taalunieversum.org/taalunie/overleg regionale woordenboeken rewo/
10
Introduction
rise to the project “digital databases and digital tools for WBD and WLD”, or “D-Square” in short (De Vriend and Swanenberg, 2006).6
1.3.1 Data curationThe primary aim of the D-Square project was the curation of the most importantWBD and WLD data. Three types of data (marked using underlined text in Fig. 4)were curated in D-Square:
• The oldest fascicles. These were printed book pages that were OCRed andthen saved as word processor files.• The word processor files of the newer and newest fascicles. These wereconverted to a uniform word processor file format.• The databases of the newest fascicles. These were converted to a newdatabase file format. The Genoveva alphabet and Kloeke codes in the databasewere converted to modern representations as well.
Special attention was also given to the taxonomies used for organising the semanticdomain of the newest fascicles. These taxonomies were curated in the project byconverting them to an XML format. The library catalogues in Fig. 4 were notcurated, since they contained the same information as the printed fascicles.
In the project an experimental interface to the curated data of the newest fascicleswas developed. Through this interface the databases of the newest fascicles couldbe accessed by browsing the taxonomy or by using a search engine. The screen shotin Fig 5 shows how the data are presented when accessed through the taxonomy.For the concept ‘Kerkuil’ (English: barn owl) all lexical variants are listed (under‘trefwoord’ (English: headword)), together with their phonetic transcription (under‘opgave’ (English: listing)) and the location where the data were recorded (under‘plaats’ (English: location)).
1.3.2 Development of cartographic toolsAn additional aim of the D-Square project was the development of new cartographictools for dialect geography. The lexicographic tools referred to in Fig. 4 producedstatic maps aimed at print publication of WBD and WLD fascicles. These maps
6 The D-Square project was carried out over a period of four years (2004-2008) by Jos Swanenberg andFolkert de Vriend under the supervision of Roeland van Hout (project leader), Henk van den Heuvel (Centrefor Language and Speech Technology), Theo van de Heuvel (Polderland Language & Speech Technology B.V.)and Joep Kruijsen (editor of WLD). The project was funded by the Radboud University and the NetherlandsOrganisation for Scientific Research (NWO).
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Figure 5: Screen shot of experimental interface to the dialect database.
depict the relation between geographic areas and the linguistic variation found. Aspointed out in section 1, dialect geographers have also been interested in explain-ing this relation and for this purpose they have looked at many intra- and extra-linguistic factors. For exploratory research into this relation, and for testing specifichypotheses, researchers would be helped if they could visually combine maps withdialect data and maps containing other types of data. In the D-Square project atechnical solution was sought for visually combining WBD and WLD maps with othermaps by means of overlaying. The solution was found in extending existing car-tographic software for Variationist Linguistics developed by the Meertens Institutewith a module that can output data in the file format used in the geo-browser GoogleEarth called Keyhole Markup Language (KML; http://code.google.com).7 TheGoogle Earth platform offers facilities for overlaying several maps and for showingindependent geo-data on a map. The cartographic module developed in D-Squarecan generate symbol maps from the WBD and WLD database that was created forthe preparation of the newer fascicles. These symbol maps can then be displayedin Google Earth and laid over maps with other types of data. A repository for up-loading maps that can be combined with maps generated from the WBD and WLDdatabases was created in the project as well. When clicking on the link ‘Google
7 The module can be accessed as a web service at http://www.meertens.knaw.nl/kaart.
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Earth’ in the interface shown in Fig. 5, a symbol map based on WBD data is gen-erated for the concept ‘Kerkuil’. Fig. 6 shows what this WBD map looks like whenlaid over another map in Google Earth. The WBD map shows symbols for locationsin the WBD research area that differ in shape and colour depending on the lexicalform type found in those locations. This map has been laid over a map from therepository (Kloeke 1927) showing the distribution of the vowel in the words mouseand house in the Dutch language area. For example, it can be seen that the threelocations in the upper right corner belong to a distinct area. In this area the secondvowel in the lexical form Katuil will be pronounced as [y:].
1.4 Tools for computational analyses of dialect geography data
The lexicographic tools for WBD and WLD were aimed at supporting the creationof printed dictionary fascicles following a qualitative dialect geographic researchmethod. The available data were manually assessed and interpreted by trainedlinguists. The database for supporting the creation of the newest fascicles, however,opens up possibilities for other types of tools and research methods as well. Asdiscussed in the previous section, one of the results of the D-Square project wascartographic software for visualizing the data from this database with the use ofGoogle Earth. The scope of this software was still limited to data for individualconcepts. In this section we will introduce dialect geographic methods and toolsthat can be applied to large quantities of data for many concepts. With the useof such methods and tools hitherto unobserved structures in dialect data can beuncovered and verifiable claims about dialect geography data can be made.
1.4.1 Dialectometry
An important method for dialect geography that can be applied to large quantities ofdata was introduced under the heading of dialectometry. In 1973 Jean Se´guy, direc-tor of the Atlas linguistique de la Gascogne, coined the term Dialectometry, whichmeans literally ‘the measurement of dialects’ (Heeringa and Nerbone (2001)). In di-alectometry language variation data are converted to distances (or similarities) thatcan be measured in some (often multidimensional) space. Se´guy (1971) introduceda basic way of obtaining distances from language production data. For a data set,one counts the number of times any pair of two locations share the same form typefor a given sense. The resulting number then indicates the degree of form overlapbetween two locations and can be converted into a distance. Different types of mea-sures have been used, varying from basic binary (same/different) measures to moresophisticated measures like the Hamming distance and the Levenshtein distance
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Figure 6: Screenshot of mapped WBD data for the concept ‘Kerkuil’combined with a historic dialect map from the online map reposi-tory (Kloeke 1927) using Google Earth as cartographic platform. (TheKloeke map was taken from Bloomfield 1933)
(two types of “edit distance”, see Kessler (1995) and Heeringa (2004)). EspeciallyGoebl (1982) and Goebl (1984) refined and improved dialectometry. Hoppenbrouw-ers and Hoppenbrouwers (1988) were the first to apply dialectometric methods tothe Dutch language area (Heeringa and Nerbonne 2006).
The results obtained by dialectometric measurement normally take the form of ma-trices consisting of rows and columns with distances. Fig. 7 shows part of a tablewith such distances. The distances in this figure were obtained using a binarymeasure. First, each pair of locations in the dataset is checked to see if the forms(strings) for each of the concepts in the dataset are the same or not. If for a conceptthe forms for the two locations are not the same, the difference between those loca-tions is set to 1. If the forms for the two locations are the same, the difference is setto 0. By summing up the differences for all the concepts for each pair of locationsand then dividing them by the number of concepts that were taken into account, thetotal distance for a pair of locations is obtained.
Since dialectometric distances usually have to be obtained for many locations (andbecause the procedures for computing the distances can be very sophisticated)
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i 057a i 057b i 078 i 078a i 079 ...i 057a 0.0000 0.5574 0.6016 0.5924 0.6451 ...i 057b 0.5574 0.0000 0.3560 0.6470 0.4979 ...i 078 0.6016 0.3560 0.0000 0.6111 0.4348 ...i 078a 0.5924 0.6470 0.6111 0.0000 0.5316 ...i 079 0.6451 0.4979 0.4348 0.5316 0.0000 ...... ... ... ... ... ... ...
Figure 7: Part of a matrix with dialectometric distances based onlexical data and using a binary measure. The labels i057a . . . areKloeke codes that indicate geographic locations (towns, etc...).
these distances are usually obtained with the help of computer tools. For this the-sis the dialectometric software Rug/L04 (http://www.let.rug.nl/~kleiweg/L04/)was used for computing all dialectometric distances. Because of their size, theresulting matrices with distances are difficult to interpret by an unaided linguist(Nerbonne 2010). For instance, the complete matrix in Fig. 7 (only a small frag-ment is shown in the figure) has a size of 639x639. Analytical tools for numericalprocessing and visualization therefore are needed for interpreting matrices withdialectometric distances.
1.4.2 Tools for numerical processing
There are many tools for numerical processing that can be applied to matrices withdialectometric distances. Goebl (1982) for instance emphasized the application ofstatistical methods for analyzing large volumes of dialect data. At that time thesemethods had only recently been developed for the analysis of categorical data(Nerbonne et al. 2008). What type of tool to choose depends on the aims of theresearch and the limitations of the researchers using the tools. In section 1 threemajor aims of dialect geography research have already been introduced:
1. Making explicit the relation of individual locations to their surrounding loca-tions. Which locations are linguistically close to each other and which onesare far apart?2. Classifying locations into groups representing distinct dialect areas.3. Making explicit what geographical features and characteristics are closelyrelated to and can explain variation between locations.
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For the first aim patterns in a matrix that contains observations of -often large num-bers of- dialect phenomena have to be made explicit. Most matrices with distancesare hard to interpret for humans since they are high-dimensional. By reducingthe number of dimensions (usually to two or three) with a dimensionality reductiontechnique such as multidimensional scaling (MDS) it becomes easier to interpretdistances and to make explicit the patterns hidden in the raw data. Embleton (1993)introduced MDS to dialectology (Nerbonne 2010).For the second aim, a matrix has to be analysed for its structure. For this taskcluster analysis can be used. Cluster analyses is defined in Jain and Dubes (1988)as ‘the process of classifying objects into subsets that have meaning in the contextof a particular problem’. In a dialect geographic context the problem can be findingdialect areas. There is quite a number of different cluster analysis techniques, butall techniques have in common that they process distance (or similarity) measures.In dialectometry cluster analysis is typically used for discovering (the boundariesbetween) dialect areas. Many cluster analysis techniques require that the eventualnumber of clusters (or dialect areas) is specified in advance. Even if some kindof ‘goodness’ measure is used to decide what is the optimal number of clusters ina given data set, there is no hard and fast criterion for the optimal trade-off be-tween the number of clusters and the loss of information caused by summarizing(agglomerating) individual data points as members of a cluster. Hierarchical clusteranalysis techniques can provide a compromise between dialect geography meth-ods that emphasise gradual changes and methods that emphasise classifications ofindividual locations into discrete areas.For the third aim techniques are needed for researching potential relations be-tween matrices with dialectometric distances and matrices with other types of data.If the language variation data to be explained can be expressed as a vector, (mul-tiple) regression techniques can be used for searching possible explanations. If thelanguage variation data to be explained are themselves inherently multidimensional,canonical correlation techniques should be used.
1.4.3 Tools for visualization
The results of numerical processing are still numbers, which again can be difficult tointerpret. Choosing the right type of visualization aids the interpretation of the pat-terns, structures and relations the numerical results convey. Again there are manytypes of visualization and the choice for a certain type depends on the aims of theresearch and the limitations of researchers interpreting the visualization. Advancedvisualization techniques take into account psychophysical knowledge about the hu-man visual processing system. For example, it is well-known that some colours and
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colour differences are easier for the human visual perception system to perceivethan others (Nerbonne 2010).A typical way of visualizing the results of MDS is by plotting them in twodimensions. MDS is almost never used without visualizing the results. The hier-archical grouping of locations resulting from cluster analyses is usually visualizedas a dendrogram, a tree in which the leaves are the locations and the lengths ofthe branches correspond with the distances (Heeringa 2004, blz 147). The outcomeof simple regression analyses is often visualized by plotting (observed, predicted,residual) variables using scattergrams and quantile plots. For multiple regressionanalyses of three variables three-dimensional plots can be used.Finally, because geography is of fundamental importance to the field of dialectgeography, it is often desirable to visualize the results of numerical processingdirectly onto the geography of the locations of the research area. For this aimNerbonne and Heeringa (1998) for instance applied a technique utilizing colourcoding to visualize the results of MDS onto cartographic maps (c.f. Fig. 2).
1.4.4 e-Science
In this introduction approaches are described that range from a traditional qualita-tive analysis of data written on cards to a modern quantitative analysis of databasesusing tools for computational analysis. Today, computer technology enables the in-tensive use of such tools on large data collections. Both the data sources and theprocessing power for analyzing them can be distributed over computers connectedto the Internet and utilized from the desktop of an individual researcher. Accordingto some scholars, the increase in computing power, storage capacity and networkbandwidth of the past decades forms the basis of a revolutionary shift towards anew research paradigm: (digitally) enhanced science or ‘e-Science’ (see for instance:
http://www.vl-e.nl).
1.5 Outline of the dissertation
This dissertation is centred around five studies that originated in the context ofthe D-Square project. The studies are about tools and infrastructure for dialectgeography. The results of three of these studies were published as journal articlesthat were peer-reviewed. The other two studies were published as conference pro-ceedings articles with peer-review on the basis of extended abstracts. Each articleconstitutes a chapter in this thesis.
The article in chapter 2 was published in the proceedings of the 5 th International
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conference on Language Resources and Evaluation (LREC) (De Vriend et al. 2006).The focus of this article is on the development of an infrastructure for electronicaccess to the data of all dialect dictionaries collaborating in the ReWo. In this articlewe firstly reconsider the nature of the core data types - form, sense and location- present in the different dialect dictionaries and the ways these data types areclassified. Next, we focus on the problems encountered when trying to unify thesedictionary data and their classifications and suggest solutions. Finally, we look atseveral implementation issues regarding a specific encoding for the dictionaries.
Chapter 3 is in Dutch. It is an article that appeared in Taal en Tongval (De Vriend etal. 2007). The data from the databases of part III of the WBD and WLD dictionarieswere not previously analyzed using the type of tools for computational analysesdescribed in section 4. This article illustrates how these tools can be applied todata from the WBD database. The data are transformed to dialect distances andanalyzed using cluster analyses. Next, the cartographic software developed in theD-Square project for visualizing data with the use of Google Earth is used forvisualizing the geographic subdivisions found.Further, in this article we investigate if familiar dialect patterns (mostly definedon the basis of a number of different linguistic description levels) can be found basedon lexical data only. The dialect patterns that we find are compared to the dialectmap in Fig. 1 (Belemans and Goossens 2000). This map represents a traditionalview on the classification of the Brabant dialect area, which is based on qualitativeanalyses of several types of data. In the article special attention is given to thecharacteristics of the WBD database (mainly the lack of balance due to missingdata) and how to cope with these.
Chapter 4 and 5 focus on the central research hypothesis in Giesbers (2008): theDutch-German state border has given rise to a new linguistic border in the Klev-erlandish dialect continuum. The data used in chapter 4 and 5 were collected byGiesbers for ten locations in the Dutch-German border area.The article in chapter 4 was published in the International Journal of Humanitiesand Arts Computing (De Vriend et al. 2008). In this article the characteristics of theKleverlandish dialect area are researched by testing three models for explaininglinguistic distances in the area. In each model a different variable is used as thepredictor of today’s linguistic variation. For the continuum model (model 1) thevariable is geographic distance, for the gap model (model 2) the variable is the stateborder and for the social model (model 3) the variable is social distance. For testingthe three models we use several tools for numerical processing and visualization.
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Chapter 5 is adapted from an article that was published in the proceedings ofthe 6th International conference on Language Resources and Evaluation (LREC) (DeVriend et al. 2008). In this chapter the focus is on a prototype tool for visualizing therelation between geographic and linguistic distances using 3D modelling softwareand a geobrowser. The tool is tested for phonetic data Giesbers collected in theKleverlandisch dialect area.
Chapter 6 is an article that appeared in Literary and Linguistic Computing (DeVriend et al. 2011). In this chapter we argue that moving from a traditional modelfor conducting dialect geography research to one in which data are processed elec-tronically, and visualization is used as a research tool, can be of great benefit to di-alect geography. A working environment offering full support for such a model couldtake dialect geography into the era of e-Science. We show how dialect geographyresearch can benefit from using visualization as a research tool and that existinggeo-browsers such as ‘NASA Worldwind’ or ‘Google Earth’, which are extremelypowerful tools for displaying all kinds of data that can be related to geographicallocations, offer most of the visualization functionalities that a dialect geographerwill need. The discussion is illustrated with examples taken from WBD, WLD andthe D-Square project.




A unified structure for Dutch dialect dictionarydata
Edited from: Folkert de Vriend, Lou Boves, Henk van den Heuvel, Roeland van Hout, JoepKruijsen, Jos Swanenberg (2006). A Unified Structure for Dutch Dialect Dictionary Data.In: Proceedings of The fifth international conference on Language Resources and Evaluation(LREC 2006), Genoa, Italy, pp. 1660-1665.
Abstract




The traditional dialect vocabulary of the Netherlands and Flanders is recordedand researched in several Dutch and Belgian research institutes and universities.Most of these distributed dictionary projects, which are in different phases of de-velopment and completion, collaborate in the “Permanent Overlegorgaan RegionaleWoordenboeken” (ReWo). These are the Woordenboek van de Brabantse Dialecten(WBD), the Woordenboek van de Drentse Dialecten (WDD), the Woordenboek vande Gelderse Dialecten (WGD), the Woordenboek van de Limburgse Dialecten (WLD),the Woordenboek van de Overijsselse Dialecten (WOD), the Woordenboek van deVlaamse Dialecten (WVD), the Woordenboek der Zeeuwse Dialecten (WZD), theStellingwarfs Woordeboek (SW) and the Woordenboek van de Achterhoekse enLiemerse Dialecten (WALD). The focus of ReWo is on coordinating the efforts relatedto the digitisation of dialect data and the use of computer tools for interpreting data.The dialect dictionaries WBD (for the provinces of Northern Brabant in theNetherlands and Antwerp and Flemish Brabant in Belgium) and WLD (for theprovinces of Limburg, both in the Netherlands and Belgium) are the products oflarge conventional dialect geographic projects which were initiated around 1960.WBD has recently been completed with the publication of the last fascicle of theprinted dictionary. WLD will be finished in 2007. In the final stage of these projectsit became clear that there is a need for electronic access to the data in these dictio-naries, for a large number of reasons. This gave rise to the project “digital databasesand digital tools for WBD and WLD” (“D-square” in short).1The first goal of the project D-square is to digitise the enormous amounts ofdialect data (about 3 million phonetic variants) as published in the many fasciclesof the dictionaries WBD and WLD over the years. Some of the oldest fascicles hadto be scanned, OCR’ed and then further converted to XML. Newer material couldbe converted to XML from Word, MacWrite and FileMaker formats. Access to thedata will be provided through a web interface. Special attention will be given tocartography, since maps are widely used in interpreting dialect geographic data.The product of D-square is aimed at both the general public and linguists.Additional goals of the D-square project include the development of user friendlytools for analyzing the large amounts of data and the development of an infrastruc-ture for electronic access to all dialect dictionaries collaborating in the ReWo. Thefocus of this paper is on the latter goal of D-square. Eventually, this infrastructurewill enable unified access to dialect geographic data for the complete Dutch lan-guage area through one interface and one set of research tools as if it were one
1 The project D-square was partly funded by Netherlands Organisation for Scientific Research (NWO).
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homogeneous data collection.In section 2 we reconsider the nature of the core data of the different dialectdictionaries and the ways this data is further classified. Section 3 will focus on howto unify this dictionary data and their classifications. Finally in section 4 we willlook at several implementation issues.
2.2 The data reconsidered
In order to realise a unified structure for the different Dutch dialect dictionaries, wedid not take the printed dictionaries themselves as the starting point. Rather, westarted from the questionnaires used to collect the data on which the dictionaries arebased. The questionnaires more clearly show the essence of the data at hand. Alldialect dictionary projects essentially go through the same process: documentationand classification of dialectal form variants that are used to talk about specificsenses in specific locations (geographic coordinates). So the core data types theywork with are form, sense and location. The most striking difference between thedictionary projects is the way they have organised their data for the purpose ofpublication. A choice for a certain organisation of the data was imposed upon theeditors by the medium they had to use for presenting their findings in the twentiethcentury: i.e., the printed book. Books are one dimensional and linear and thereforethe dialect dictionaries could not but present the data sequentially according tosome ordering principle. In practice this meant that the editors had to choose oneof the aforementioned types of core data - form, sense and location - as the mostimportant organizing principle.Traditionally, there have been two closely related fields of research that influ-enced dialect geography; lexicography and language geography (Kruijsen, 1996).The lexicographers used to take form as main core data type for presenting lexicaldata, ordered alphabetically. In the field of language geography it was common touse sense as main core data type, because it was felt that sense varied least in somegeographic area.2 Moreover, the questionnaires also tended to be organized on thebasis of sense, rather than form or location. In a way, location has also been usedas the primary criterion for making the data accessible, as testified by a number ofdictionaries for a single city. However, the use of such local dictionaries is limited,and they incur a large amount of redundancy if they must be used in combination tocover a larger geographical area. We can see the two conventional approaches veryclearly in the dictionary projects collaborating in the ReWo. Three of them follow
2 Good examples are atlasses like Taalatlas van Noord- en Zuid-Nederland (G.G. Kloeke en L.J.Grootaers (1939-1972) Leiden) and Nouvel Atlas linguistique de la France (first fascicle published in 1957)
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Figure 1: WZD entry.
the lexicographic form-based organisation of their data, while the other six followthe organisation most commonly used in language geography based upon senses.This raises the problem that uniform access and uniform research tools can only beprovided if we can convert the data to a uniform internal structure.
2.2.1 Form-based organisation
The dictionaries WZD, WDD and SW have an alphabetical organisation based onforms. This kind of organisation has a very long tradition and is especially useful insituations where one encounters a certain dialectal form variant and wants to knowits sense. Fig. 1 shows an example of a WZD entry.An entry can contain several related forms, as depicted in Fig. 1. In such a caseone of the forms functions as reference form/headword. All forms are spelled in aphonetic alphabet and each form corresponds to a specific location. It is possiblethat one form refers to different senses in different locations.An advantage of a form based dictionary over a sense based dictionary is thefact that it is completely based on observed data. It makes no tacit assumptionsabout the existence of specific forms in specific locations.
2.2.2 Sense-based organisation
WBD and WLD are among the projects that based their data organisation on senses.Access to the data presented in the individual fascicles is provided firstly by travers-ing a taxonomy.3 Fig. 2 shows a part of such a taxonomy. At the end leafs of thetaxonomy the dictionary user (“reader”) is presented with the entry belonging to aparticular sense.The entries consist of a classification of the corresponding raw (i.e. “uninter-preted”) dialectal forms. Part of the entry for groenvoerkuil (“greenfodder pit”) inWBD is shown in Fig. 3. The sense of the entry is in uppercase: groenvoerkuil.
3 The sense taxonomy used in WBD and WLD is based on Begriffssystem als Grundlage fu¨r die Lexiko-graphie: Versuch eines Ordnungsschemas by R. Hallig and W. Von Wartburg (1952).
24
A unified structure for Dutch dialect dictionary data
Figure 2: Partial taxonomy for the agricultural vocabulary.
Figure 3: Partial WBD entry.
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The raw forms are in italics and in the phonetic alphabet Genoveva.4 Each rawform matches with one or more locations where this form was recorded. The lo-cations are specified with the geocoding system of Kloeke (Kloeke and Grootaers,1934). All raw forms have been classified under so called heteronym categories.A heteronym is a synonym that has form variants that are geographically distinct(Weijnen 1961).5 In Fig. 3 the heteronyms are in bold face.6For WBD and WLD, there were several reasons for choosing the sense basedorganisation over the form based organisation which has a long tradition in lexicog-raphy.7 The most important reason De Tollenaere and Weijnen (1963) give is thatit makes it possible to present the form variation for the senses in dialect maps.These maps by their nature are linked to the senses. Entries with a substantialamount of form variation are accompanied with such a map.A most practical reasons for an organisation based on senses is the self-containednature of single fascicles covering a specific sense field instead of “all forms begin-ning with the letters a to g”. This is of practical importance to both editors andbuyers of the dictionaries.
2.2.3 Basic structure of the dialect data
It is interesting to note that all of the reasons given up till now for opting forone organisation and not the other are based not on fundamental differences inimportance of one core data type over another, but purely on practical reasons.Different uses of the data are better catered for by one or the other organisation.But the nature of the data does not have an intrinsic “sense over form” or a “formover sense” hierarchy. The UML class diagram in Fig. 4 illustrates how we modelthe relation between the core data types in a heterarchical manner. A completedictionary consists of a large number of such sets of three data points.
2.2.4 Higher order structure
Above these basic tripartite units different classifications can be created. The mostnatural way of classifying the senses is by using a taxonomy like the one depictedin Fig. 2. For the forms the natural way of classifying is to reduce raw phonetic
4 Genoveva is a phonetic font especially designed for use in WBD and WLD.5 This is the definition as used in dialect geography. It differs somewhat from the more general definitionfor heteronym.6 For the last fascicles of the WBD and WLD the editors have chosen to leave out the raw forms andin stead introduce a new intermediate level of classification in between raw forms and heteronyms: thelexical variant. Lexical variants group together raw variants that are distinct with regard to their consonantstructure.7 WBD and WLD were the first comprehensive dictionaries in Europe that were based on sense.
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Figure 4: Core data types.
variation to the standardised orthography of the meta-language used to describe thevariation; in most cases this will be standard Dutch. Of course, also the locations canbe further organised. The most natural organisation of the locations is a geopoliticaltaxonomy; villages are part of a municipality, a municipality is part of a province orregion, etc. The diagram in Fig. 5 shows the relationship between the core datatypes and their classifications.
2.2.5 Micro- and macrostructure
It is important to note that in the class diagram of Fig. 5 no one classification actsas main organisation for all core data types. This model also makes it possible toabandon the distinction between macro- en microstructure as it has traditionallybeen used for WBD and WLD. The macrostructure was seen as the basis on which toorganise the data. WBD and WLD were sense based. The microstructure concernedthe internal structure of the sense entries. In WBD and WLD the entry containednot only the form, sense and location relation depicted in Fig. 4, but also theclassification of the form variation into higher level heteronyms (Kruijsen, 1996).In our model we can redefine and simplify the distinction between micro- andmacrostructure. The microstructure is reduced to the relation between the threecore data types. The concept of macrostructure on the other hand is broadened.Every classification created above the basic tripartite units is a macrostructure initself.Adopting the model depicted in Fig. 5 has two advantages. First of all strictlyseparating the different classifications (macro structures) from the core data rela-
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Figure 5: Core data types with classifications.
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tions (microstructures) ensures optimal flexibility in working with the data. It willenable the user to choose the viewpoint most suitable to his needs. For instance,if he wants to know the form variation for the sense “plough”, he will choose forthe sense based view. If he wants to know what the sense distribution of the form“mus” (with the default meaning “sparrow”) is, he will want to have the form basedview on the data. And finally, if he wants to make a local dictionary (covering thetown of Maastricht for instance) he will want to have a location based view on thedata. The data can be used for more different purposes if it is possible to view themin multiple ways and from multiple perspectives. By offering this possibility thedialect data are turned into a resource for eHumanities (Kircz, 2004).The second advantage of this model becomes apparent when looking beyond thescope of any single dictionary. It also helps in realising the infrastructure that willenable unified access to the different dialect dictionaries in the ReWo.
2.3 A unified structure
By adopting the model presented in section 2 for every dictionary we can focusmore clearly on where the fundamental inter dictionary differences exist. In thissection we will try and analyse these differences more closely and go into moredetail about strategies for merging the data and classifications belonging to differentdictionaries.
2.3.1 Sense
Up till now we have used the term sense covering both the linguistic terms conceptand meaning. From a language internal perspective forms can have meanings. Froma language external perspective concepts can be referred to by forms that can beused in a language. A choice for one or the other perspective is directly related tochoosing for a form based or a sense based methodology for data collection. In theform based dictionaries, what we have called sense so far, is more appropriatelycalled ‘meaning’ from a linguistic point of view. The sense based dictionaries onthe other hand are actually concept based. We propose to continue using sense asa linguistically and methodologically more neutral term covering both meaning andconcept on the level of the core data.The use of a published taxonomy does not solve all problems, because the con-cepts still must be referred to by words in a natural language. Two dictionaries canboth use Dutch as language for describing senses in the taxonomy, but use slightlydifferent wordings; one can use “hair of the dog”, while the other uses “dog’s hair”.These are the well known and unavoidable problems of using a taxonomy in an
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environment that cannot enforce a fixed terminology. Also, one dictionary can useDutch as language to describe its senses, while the other uses the dialect itself.The latter goes for WALD.Another issue involves word forms that have no sense attached to them but onlya grammatical function; the article “the” for instance. Such words have not beenrecorded for WBD and WLD because these dictionaries do not contain any closedword classes. Historically, the reason for this was that the need to record themwas not felt as strongly as the need to record other word classes. The closedword classes are a rather stable core in every language. They are less subject tochange than the open word classes, where words tend to disappear more easily.This was particularly relevant for the agricultural vocabulary that has been quicklydisappearing since the start of the industrialisation. So, for WBD and WLD there areno word forms without a sense. But other dictionaries in the ReWo will introduce theproblem of function words, if we want to collect all data in one unified environment.We can deal with this problem in several ways. We can be very strict and leave thesense field empty or extend the data model with a core data type “function”. Butwe choose to be pragmatic here and follow the same strategy as most monolingualdictionaries do. That is to assign the grammatical function to the sense field andthereby make the notion of sense broader.
We propose to tackle the problems observed so far at the classification level; in ataxonomy. We could best deploy the WBD and WLD taxonomy (partly depicted inFig. 2) as the basis for a sense classification that covers all dictionaries. Thesedictionaries have the most extensive sense taxonomy of the sense based dictionariesin the ReWo. The form based dictionaries have no sense taxonomy.When deployed as the link between the senses used in the different dictionar-ies this sense taxonomy does not only describe hierarchical relations between theconcepts themselves, but can also act as an interlingua between the senses usedin the different dictionaries.The senses of the other dictionaries need to be mapped onto this taxonomy.For form based dictionaries this means mapping the meanings to the more abstractconcepts in the taxonomy. For the other sense based dictionaries the differencesin wording and language of the senses can also be overcome by mapping thosesenses to standard concepts in the taxonomy. When dictionaries contain sensesnot already covered by the taxonomy, it should be possible to add new concepts tothe taxonomy bottom up. The senseless forms have a grammatical function instead.This grammatical function will be mapped to a separate branch of the taxonomythat deals with a classification that adheres to that of the Dutch reference grammarANS. (Haeseryn et al, 1997)
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Figure 6: Partial WVD entry.
2.3.2 Form
In looking more closely at the differences in form, the first thing to note is thatevery dictionary uses its own kind of phonetic alphabet. For the dictionaries thathave forms without a further classification into heteronyms, we have the problemhow to relate them to forms in other dictionaries. All phonetic alphabets can beconverted to IPA as a kind of objective reference, but this mapping is not necessarilytrivial. Moreover, there is not yet a single standard for representing IPA symbolsand diacritics in a computer readable and printable form.On the level of the classifications of the forms there are a couple of typical prob-lems when trying to unify them. The biggest problem with unifying the linguisticallymotivated heteronym classifications used in WBD, WLD and WVD can be illustratedby comparing the partial WBD entry in Fig. 3 with the partial WVD entry in Fig.6. Both entries show the variation for the sense greenfodder pit. However the formvoerkuil has been classified under the heteronym “voederkuil” in WBD while thevery similar form vo¯e¯rku¯l has been classified under a separate heteronym “voerkuil”in WVD. The problem is that the heteronym classification is based on a numberof different linguistic criteria and that it is up to the intuition of the editor whatcriteria prevail (Van Keymeulen, 2004). This kind of inter-dictionary variation alsoexists between WBD and WLD.Ideally, for a suitable unification consensus on the ways to classify forms intoheteronyms should be reached. Because this is a very labour intensive undertaking,we suggest that users will get a choice between one of two possible automaticallyderived unifications. When comparing two dictionaries A and B, whenever a het-eronym and a raw form are encountered that are identical, either the classificationof dictionary A is adjusted to that of dictionary B, or the other way round. For theform variants voerkuil (WBD) and vo¯e¯rku¯l (WVD) this would result into one of thetwo classification mergers shown in tables 1 and 2. Both strategies are lossy bynature. Either you loose the information that in WVD a variant had been classifiedas heteronym or you loose the information that in WBD this variant was classifiedas subordinate to a heteronym. We could let expert users choose one of the twomergers or no merger at all while presenting members of the general public with
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one kind of merger by default.We are aware of the fact that the unification as presented does not automaticallymake it possible to draw methodologically sound conclusions from the dataset as awhole. However, since the data themselves cannot be altered anymore this is thebest we can offer. When interpreting a unified data set one should always be keptaware of this.
WVD forms WBD formsvoederkuil voej@rku¯l voejerkuilvoerkuil vo¯e¯rku¯l voerkuil
Table 1: WBD classification adjusted to WVD classification.
WVD forms WBD formsvoederkuil voej@rku¯l, vo¯e¯rku¯l voejerkuil, voerkuil
Table 2: WVD classification adjusted to WBD classification.
2.3.3 Location
All dictionaries use either villages or cities as possible kinds of location. Someuse the geocoding system of Kloeke, while others just use place names. In somedictionaries the place names have been abbreviated.The dictionaries do not always cover mutually exclusive dialect areas. There arefor instance locations that used to belong to WBD and later on became locationsbelonging to the dialect area of WLD. Just like one had to choose for either a formor a sense based organisation due to practical limitations imposed by the bookmedium, there have been practical reasons for deciding on the area any of thedictionaries would cover. The most important factors playing a role here were:who the funding organisation was, linguistic principles; isoglosses or the standardlanguage of the area, or natural borders; the Nether Rhine acts as dialect borderin WGD. None of these borders are strict natural dialect borders, however. Byunifying all dictionaries again we see the advantage of being able to abstract awayfrom enforced perspectives on the data: the original division into dialect areas.
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Ideally, users should be able to define the area in which they want to know theform variation. Information about the dialect area to which a variant was originallyassigned should be of secondary importance.Also place name ambiguity can be introduced when unifying the dictionaries.There might have been just one place Berghem in WBD, but when combining thedata with other data sets all of a sudden three new Berghems might be introduced.There are two solutions for this. Either a geopolitical taxonomy covering all loca-tions is introduced. Constructing such a taxonomy will not be very hard to do. Orall locations are converted to a geocoding system that can be used for uniquelyencoding geographical locations world wide: longitude and latitude.
2.4 Implementation issues
For implementation of our model and strategies for unifying the classifications andtaxonomies we first need to decide what encoding to use. In our model the coredialect geography data is clearly data centred and heterarchical. For this type ofdata the relational data model is most appropriate. The taxonomies for the sensesand locations have a natural and elaborate hierarchy; thus, the hierarchical datamodel of XML is most suitable (Wittenburg, 2004). The most suitable data modelfor the form classification is still under investigation.
2.4.1 Standardisation
For archival purposes and interoperability with projects outside the ReWo we alsowant to adhere to the Data Category Registry (Ide and Romary, 2004) and theLexical Markup Framework (Francopoulo et al, 2006). The Lexical Markup Frame-work (LMF) is being developed in the ISO TC37/SC4 group and originated fromthe recognition of the troubles cross lexica search, merging, linking and comparisonpose. The LMF core model is depicted in Fig. 7.The LMF core model has a sense and a form class but no location class. TheLMF model being a flexible model, new components can be added to it. For ourdata we will attach a “location” extension to the LexicalEntry class. By doing sowe do justice to the heterarchical nature of our data.All core data will be imported into LMF with the use of the lexicon tool LEXUS(Kemps-Snijders, 2006).8 Since LEXUS also provides support for the Data CategoryRegistry (DCR) using predefined and accepted concepts and tag names is encour-
8 This will be possible when there is an XML implementation of LMF. The XML implementation isexpected in the spring of 2006.
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Figure 7: UML class diagram of LMF core model.
aged. However, also in the DCR there is no data category covering our data type’location’ yet.
2.4.2 One interface for unified data
For the WBD data we have experimented with using Google Earth as cartographicinterface, as shown in Fig. 8.9 A unified structure for the Dutch dialect dictionariesas presented in this paper ultimately will make it possible to combine data from alldictionaries in such a location based interface.Further functionality of the Google Earth interface is provided by the ability tocombine data with overlays. This means the dialect data can be combined with allkinds of maps, for instance about historic geopolitical borders. Such combinations
9 http://earth.google.com
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Figure 8: The three most frequent WBD heteronyms for “kikker” (frog)displayed in Google Earth.
of different resources can shed new light upon the origin of patterns in dialectvariation.
2.5 Conclusion
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Abstract
In the project ’digital databases and digital tools for WBD and WLD’ (D-square)the dialect data published by the dictionary project Woordenboek van de BrabantseDialecten (WBD) has been digitised. In this paper we analyse the WBD data usingcluster analyses in order to see if we can find detailed dialect patterns in Brabantbased on lexical data only. We compare the dialect patterns that we find with thedetailed dialect map of Belemans and Goossens (2000). Special attention is givento the characteristics of the raw WBD data and how to cope with them.




In het project Digitale databanken en digitaal gereedschap voor WBD en WLD(D-kwadraat, gefinancierd door NWO, Investeringen Middelgroot) zijn alle gege-vens gedigitaliseerd waarop het Woordenboek van de Brabantse dialecten (WBD)en het Woordenboek van de Limburgse dialecten (WLD) zijn gebaseerd. Het gaatom een enorme hoeveelheid gegevens voor een groot aantal plaatsen. De digitalebeschikbaarheid van deze gegevens levert de mogelijkheid om kwantitatieve on-derzoeksmethoden toe te passen en om nieuwe onderzoeksvragen te stellen. Eenvraag die gezien de omvang van het databestand voor de hand ligt, is of met dia-lectometrische technieken gedetailleerde dialectindelingen uit het materiaal zijn afte leiden. De indeling van dialecten in dialectgebieden is een onderwerp waar dedialectologie zich al van oudsher mee bezighoudt (zie bijvoorbeeld de website vanhet Meertens Instituut, met allerlei kaarten met indelingen van de Nederlandse dia-lecten). In deze bijdrage richten we ons op de indeling van de Brabantse dialectenop grond van de ruwe lexicale gegevens van het WBD.
We passen in onze analyses een bottom-up-benadering toe, een benadering vanuitde lexicale gegevens zoals ze zijn. Op grond van lexicale verschillen berekenen westeeds eerst afstanden tussen de plaatsen in het onderzoeksgebied. Hierbij moetenwe rekening houden met de ruwheid van het materiaal. Met ruw doelen we opde aard van de gegevens zoals die zijn opgenomen in de woordenboeken; voor delexicale varianten zijn ook de toevalligheden en wisselvalligheden opgenomen. Ditis een typische eigenschap van omvangrijke dialectwoordenboeken zoals het WBD.Maar door de ruwheid van het materiaal zijn misschien grote steekproeven benodigdom betrouwbare uitkomsten te krijgen.
Vervolgens verkrijgen we via clusteranalyse op grond van die afstanden een indelingvan de dialecten die we met een kaart kunnen afbeelden. Hierbij is het de vraag ofhet lexicale niveau zich eigenlijk wel goed leent om een gedetailleerd kaartbeeldvoor het Brabants vanaf te leiden. De isoglossen die gebruikt worden om de dia-lecten te groeperen betreffen vaak fonologische of morfologische verschillen of hetgaat om onderscheidingen op grond van functiewoorden (bijv. pronomina). Lexicalegrenzen lijken over het algemeen veel willekeuriger en diffuser. Zo zijn in beidezuidelijke dialectwoordenboeken (WBD en WLD) zeer veel dialectkaarten opgeno-men. Deze kaarten zijn vaak gekozen op grond van een interessant patroon waarbijgebiedsvorming meestal een criterium was. Praktisch alle kaarten laten ruime over-lappingen met gemengde gebieden zien en bijna nergens is sprake van haarscherpeafgrenzingen.
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Kaart 1: De lexicale dialectindeling van het Nederlandse taalgebiedvolgens Heeringa en Nerbonne (2006).
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Ook de zuiver lexicale en op kwantitatief onderzoek gebaseerde indelingskaart vande Nederlandse dialecten van Heeringa en Nerbonne (2006) roept vraagtekens opover de geschiktheid van lexicaal materiaal voor het vinden van gedetailleerdegrenzen in het Brabants dialect. Hun indelingskaart is afgebeeld in kaart 1 enis gebaseerd op 125 woorden uit de Reeks Nederlandse Dialectatlassen (RND). Zijselecteerden 360 plaatsen uit dit materiaal, verspreid over zestien provincies in Ne-derland en Vlaanderen. Dit resulteerde in een dataset van ca. 45.000 vormen (zieook Heeringa 2004) waarop de auteurs een dialectometrische methode toepasten.Kaart 1 kent voor het hele Nederlandse taalgebied elf aaneengesloten gebieden.Van de elf gebieden zijn er al acht voor rekening van het noordoosten, inclusiefhet Fries. Het Nedersaksische gebied valt uiteen in liefst zeven gebieden. Bin-nen Brabant is er in kaart 1 echter geen enkele sprake van differentiatie. Sterkernog, Brabant wordt samen met andere provincies (Nederlands Limburg, BelgischLimburg, Oost-Vlaanderen) onder een enkel gebied geschaard. Dit gebied wordtin kaart 1 aangeduid als de zuidoostelijke dialecten (gebied 11). Ook al zijn ervoor het bestaan van differentiatie binnen deze zuidoostelijke dialecten misschienvoldoende lexicale bewijzen in de data van Heeringa en Nerbonne (2006) aanwezig,op kaart 1 komt dit in ieder geval niet tot uitdrukking.
Een kaart van een geheel andere aard is de kaart van Belemans en Goossens(2000). De indeling voor Brabant die zij voorstellen is afgebeeld in kaart 2. Dezeindeling biedt een samenvattend overzicht van de indelingen die voor het Brabantszijn voorgesteld op basis van kwalitatief onderzoek. Het gaat hierbij om traditioneledialectindelingen op basis van voornamelijk fonologische en morfologische en somsook syntactische en lexicale verschillen, zoals Weijnen (1937), Pauwels (1958) enLontie (1923). Terwijl in de kaart van Heeringa en Nerbonne (2006) Brabant opgaatin een veel groter gebied, valt Brabant in de kaart van Belemans en Goossens(2000) juist uiteen in een rijk palet aan subgebieden. Kaart 2 laat als globaleindeling een indeling in negen gebieden zien. Vijf van die negen gebieden (10, 20,30, 40 en 50) zijn ook nog eens verder opgedeeld in subgebieden. Zo ontstaat ereen gedetailleerde opdeling in eenentwintig aaneengesloten dialectgebieden.
Ook al is de kaart van Belemans en Goossens (2000) niet enkel op lexicale gegevensgebaseerd, maar eerder op een amalgaam aan kennis over dialectvariatie in Brabant,de kaart leent zich door de hoge mate van detail erg goed om het resultaat vanonze analyses tegen af te zetten. De kaart is voor Brabant bijvoorbeeld ook veelgedetailleerder dan de klassieke indeling die we kennen voor het Nederlandsetaalgebied als geheel (zie bijv. Daan en Blok 1969). Een 1-op-1 overlap tussen demet onze clusteranalyses verkregen kaartbeelden en de indeling van Belemans en
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Kaart 2: De dialectindeling van Brabant volgens Belemans en Goos-sens (2000).
41
Chapter 3
Goossens (2000) mogen we echter niet verwachten.
Gegeven de bovenstaande af- en overwegingen zijn er drie kernvragen die we opgrond van de WBD-data met onze analyses willen beantwoorden:1. Hoe ruw zijn de WBD-gegevens?2. Kunnen we op basis van lexicale gegevens gebiedsvorming voor Brabant vin-den?3. Hoe zeer sluiten de gebieden die we vinden aan bij de gedetailleerde kaartvan Belemans en Goossens (2000)?In paragraaf twee gaan we eerst in op de kenmerken van de dataset die we gebruikthebben. Vervolgens bespreken we in paragraaf drie de methode die we hebbentoegepast om plaatsen te clusteren op grond van lexicale afstanden en ze vervolgensop een kaart als dialectgebieden weer te geven. In de vierde paragraaf begint dedata-analyse. We bekijken eerst hoe lexicale afstanden voor de totale dataset zichverhouden tot lexicale afstanden voor steekproeven uit de dataset, om een indruk tekrijgen van de ruwheid van het materiaal. Vervolgens bespreken we de uitkomstenvan de clusteranalyse voor de totale ruwe dataset. In paragraaf 5 reduceren we deruwe data om het mogelijk storende effect van veel lege cellen in de dataset tegente gaan en bespreken we vervolgens opnieuw de uitkomsten van de clusteranalyse.In de slotparagraaf gaan we in op enkele conclusies die we willen trekken op grondvan onze ervaringen.
3.2 De lexicale gegevens van het WBD
Als uitgangspunt voor onze analyses hebben we deel III van het WBD genomen.Dit is het deel over de algemene woordenschat. Het in het WBD onderzochte ge-bied is gelijk aan het gebied van Belemans en Goossens (2000) dat is afgebeeldin kaart 2. Het onderzoeksgebied bestaat uit de provincies Noord-Brabant, Ant-werpen, Vlaams-Brabant en het hoofdstedelijk gewest Brussel. In vergelijking metdeel I over de agrarische woordenschat en deel II over de niet-agrarische vakter-minologiee¨n is het materiaal van deel III van het WBD veel beter verspreid over demeetpunten van het onderzoeksgebied. De dataset is bovendien veel omvangrijkeren niet gebonden aan sociaal beperkte gebruikssferen, zoals bij deel I en II. DeelIII over de algemene woordenschat vormt daarom een directere afspiegeling vanhet lexicon. Wel moet opgemerkt worden dat functiewoorden en woorden die geenlexicale variatie vertonen niet als lemma zijn opgenomen.
De algemene woordenschat van het WBD bevat een groot aantal lemma’s. Eenvoorbeeld is het lemma fret, weergegeven in figuur 1. De figuur laat zien dat in de
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Figuur 1: Het WBD-lemma voor de fret.
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lemmatitel kort het concept wordt geformuleerd waarvoor in dit lemma de lexicalevariatie wordt beschreven, in dit geval de fret. Onder de lemmatitel worden eerst debronnen opgesomd waaruit de dialectvormen voor dit concept gee¨xcerpeerd werden.Het gaat hier hoofdzakelijk om twee vragen uit de zogeheten Nijmeegse enqueˆte(N, in dit geval de vragenlijsten N 100 en N 94). Vervolgens wordt een korte uitlegvan het concept gegeven. In deel III van het WBD is ervoor gekozen om de uit-spraakvariatie niet te publiceren maar alleen de lexicale variatie. Daarmee vallenklankverschillen weg. Wel worden verschillen in afleiding onderscheiden, met alsgevolg dat bijvoorbeeld basisvorm en verkleinvorm worden onderscheiden (zie bij-voorbeeld het trefwoord fretje in figuur 1). In een WBD-lemma worden de lexicalevormen als trefwoord in vet weergegeven. Achter de lexicale vormen vindt men totslot de dialectgebieden waar deze vorm gevonden werd en een frequentieaandui-ding: zeldz. Mark. wil bijvoorbeeld zeggen dat deze vorm verhoudingsgewijs weinig(zeldzaam) is opgetekend in het Markizaatse dialectgebied. Indien de vormen in eenbepaald gebied maar in e´e´n of twee plaatsen werden opgetekend, worden de namenvan die plaatsen opgesomd in plaats van het dialectgebied.
Voor onze analyses zijn we niet uitgegaan van de data zoals die in de woorden-boeken gepubliceerd zijn, maar van de database waarin de ruwe gegevens zijnopgeslagen en waarvan de gepubliceerde woordenboeklemma’s zijn afgeleid. Vandeze database hebben we op basis van twee criteria onze dataset afgeleid. Teneerste werken we voor onze analyse enkel met de datacategoriee¨n concept, lexi-cale vorm en plaats (zie ook: De Vriend, Boves, Van den Heuvel, Van Hout, Kruijsenen Swanenberg 2006). Als we bijvoorbeeld het lemma in figuur 1 nemen dan zijnwe enkel ge¨ınteresseerd in het gegeven dat voor het concept fret de lexicale vormfarret is gevonden in de plaats Kobbegem. De overige informatie in het lemma isniet van belang voor onze analyse.
Ten tweede hebben we de dataset beperkt tot data uit de Nijmeegse enqueˆte. Ma-teriaal uit andere bronnen zoals andere enqueˆtes en lokale woordenboeken hebbenwe buiten beschouwing gelaten omdat die bronnen niet ons gehele onderzoeksge-bied bestrijken. Zo is de enqueˆte van Schrijnen, Van Ginneken en Verbeeten uit1914 bijvoorbeeld alleen in oostelijk Noord-Brabant afgenomen.
Onze totale ruwe dataset bestaat zo uit 4229 concepten, 639 Brabantse plaatsenen 614.941 lexicale vormen. In figuur 2 is een uitsnede van de dataset te zien. Dezeheeft de vorm van een matrix. Op de horizontale as staan allereerst de plaatsenaangegeven. Deze zijn in de data als Kloeke-codes gecodeerd (Kloeke en Grootaers1934): i 057a staat bijvoorbeeld voor Nieuw-Vossemeer en i 078 voor Halsteren. Op
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de verticale as zijn de concepten uitgezet: gemartel, gemelijk, etc. De cellen van dematrix bevatten de lexicale vormen. Figuur 2 geeft de matrix netjes in geordendekolommen weer. In de feitelijke database zijn de velden door tabs gescheiden.
Ook al bestrijkt de Nijmeegse enqueˆte het gehele onderzoeksgebied, niet voor ie-dere vraag en iedere vragenlijst is ook voor iedere plaats een antwoord opgetekend.Dit zien we terug in figuur 2 door de verschillende lege cellen. Verderop in dit artikelzal nog blijken dat deze eigenschap van belang is. Daarnaast komt het ook veel-vuldig voor dat er voor een plaats juist meerdere vormen zijn opgetekend voor eenconcept. Zo zien we in figuur 2 dat bijvoorbeeld voor plaats i 057a en het conceptgerookt vlees zowel de vorm paardenspiertje als rundsspiertje zijn opgetekend.
i 057a i 057b i 078 i 078aGemartel een heel gesjouw Sukkelen gesukkel -gemelijk - Grimmig - -gemet - Gemet gemet -gemoed gemoed; ziel Gemoed gemoed -generale biecht generale biecht - - -genezen (beter) Beter Beter beter -geniepige plager Pestkop - - -genoegen Contentigheid Plezier - -geplooide kanten boord - Ruchetjes - -geraamte Geraamte Geraamte - geraamtegereed Afgedaan Af af; klaar -gering aantal, een paar - paar; stukjes paar -gerookt vlees paardenspiertje; rundsspiertje Rookvlees rookvlees -gerookte haring bruine bukkem; bukkem Bukkem bukkem -gerookte panpaling gerookte paling - - -geruite jurk Ruitenkleedje Ruitenkleedje - -
Figuur 2: Uitsnede van de totale ruwe dataset met lexicale gegevens.
3.3 De methode




Lexicale afstanden geven aan hoe ver twee plaatsen lexicaal van elkaar afliggen,gebaseerd op de overeenkomsten en verschillen tussen het op elk van de plaatsengebezigde lexicon. Een eenvoudige manier om lexicale afstand te berekenen is meteen binaire maat voor al dan niet overeenkomst. Deze aanpak werd ge¨ıntroduceerddoor Jean Se´guy (Chambers en Trudgill 1998). In tabel 1 wordt ge¨ıllustreerd hoemet zo’n binaire maat de afstand tussen plaats A en plaats B wordt berekend voorelk concept in de dataset. De afstand is 1 voor concept A omdat plaats A en plaats Bieder een andere vorm (vorm A en vorm B) gebruiken voor dat concept. Voor conceptB is de afstand 0 omdat plaats A en B dezelfde vorm voor dat concept gebruiken(vorm C). Uiteindelijk resulteert de optelsom van de verschillen, gewogen voor hetaantal vergeleken concepten, in de lexicale afstand tussen twee plaatsen.
plaats A plaats B binaire afstand tussen plaats A en Bconcept A vorm A vorm B 1concept B vorm C vorm C 0
Tabel 1: Lexicale afstand op basis van een binaire maat voor al danniet overeenkomst.
Heeringa en Nerbonne (2006) hebben met hun lexicale materiaal veelal betere ge-biedsindelingen gevonden door gebruik te maken van een gewogen maat welkege¨ıntroduceerd is door Goebl (1984): de gewichteter Identita¨tswert (GIW). Met deGIW-maat wordt de lexicale afstand tussen plaatsen die als e´nige in het onder-zoeksgebied een vorm voor een concept gemeen hebben kleiner dan de lexicaleafstand tussen plaatsen die een vorm voor een concept gemeen hebben met veela´ndere plaatsen in het onderzoeksgebied. In tabel 2 wordt ge¨ıllustreerd hoe deafstand tussen twee plaatsen berekend wordt met behulp van de GIW-maat. Voorconcept A hebben plaats A en B ieder een verschillende vorm. Met de GIW-maatwordt de afstand in die gevallen eenvoudigweg 1, net zoals bij de binaire maat. Voorconcept B hebben plaats A en B echter dezelfde vorm. In dat geval is de afstandgelijk aan N’/N. Hierbij is N’ het totaal aantal keer dat vorm C gevonden wordtvoor concept B. N is het totaal aantal vormen dat gevonden wordt voor concept B.Wanneer plaats A en B een identieke vorm hebben wordt de afstand daarom eenwaarde tussen de 1 en de 0. De waarde zal meer richting de 0 gaan als de vormmaar weinig op andere plaatsen dan A en B voorkomt. Spruit (2008) merkt hierovernog op dat GIW infrequente woorden dus zwaarder meetelt dan frequente woorden
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en dat dit ingaat tegen de in de kwantitatieve lingu¨ıstiek vaak gehoorde aannamedat infrequente woorden veelal juist ongewenste ruis zouden zijn.
plaats A plaats B GIW-afstand tussen plaats A en Bconcept A vorm A vorm B 1concept B vorm C vorm C N’/N
Tabel 2: Lexicale afstand op basis van de GIW-maat (gewichteter Iden-tita¨tswert).
Voor het berekenen van zowel binaire afstanden als GIW-afstanden hebben we ge-bruik gemaakt van RuG/L04, een softwarepakket voor dialectometrie en cartografiedat ontwikkeld is door Peter Kleiweg en dat vaker is toegepast in recent dialec-tometrisch onderzoek naar de Nederlandse dialecten (zie bijv. Heeringa 2004 ofSpruit 2008). Een groot voordeel van RuG/L04 is dat het gemakkelijk met catego-riale variabelen, zoals dialectvormen, overweg kan.
De berekeningen met RuG/L04 leveren voor elk plaatskoppel in het onderzoeksge-bied een lexicale afstand op. Figuur 3 toont een uitsnede van een door RuG/L04opgeleverde matrix met daarin lexicale afstanden. In dit geval betreft het afstandenop basis van de binaire maat. Op de horizontale en de verticale as zijn de 639 plaat-sen uit onze dataset uitgezet. In de cellen staan de afstanden die zijn berekendop basis van alle 614.941 lexicale vormen in de ruwe dataset. Verder is de matrixgespiegeld en bestaat de diagonaal uit enkel nullen. De afstand tussen een plaatsen zichzelf is immers altijd nul. De maximale ongelijkheid (ofwel afstand) in dematrix van figuur 3 is 1 en de minimale ongelijkheid is 0. Wanneer er sprake is vanmeerdere vormen per plaats dan berekent RuG/L04 eenvoudigweg het gemiddeldevan de afzonderlijke waardes. Als een vergelijking niet mogelijk is omdat voor e´e´nof allebei de plaatsen in een plaatspaar een vorm ontbreekt dan telt die vergelijkingniet mee. Wanneer bij een plaatspaar voor a´lle concepten in de dataset blijkt datdit het geval is, dan wordt dit in de matrix aangegeven met NA (‘not available’).Zo zien we in Figuur 3 bijvoorbeeld dat voor het plaatspaar i 078a - i 102 om dezereden geen afstand berekend kon worden.
3.3.2 ClusteringOp grond van de verkregen lexicale afstanden kunnen de plaatsen worden geclus-terd. Het doel van clusteranalyse is om een indeling te krijgen naar elementen die
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i 057a i 057b i 078 i 078a i 079 i 102 i 102ai 057a 0.0000 0.5574 0.6016 0.5924 0.6451 0.5280 0.6432i 057b 0.5574 0.0000 0.3560 0.6470 0.4979 0.4233 0.5249i 078 0.6016 0.3560 0.0000 0.6111 0.4348 0.4251 0.4674i 078a 0.5924 0.6470 0.6111 0.0000 0.5316 NA 0.5636i 079 0.6451 0.4979 0.4348 0.5316 0.0000 0.4635 0.5364i 102 0.5280 0.4233 0.4251 NA 0.4635 0.0000 0.3386i 102a 0.6432 0.5249 0.4674 0.5636 0.5364 0.3386 0.0000
Figuur 3: Matrix met lexicale afstanden tussen de plaatsen op basisvan de binaire maat.
bij elkaar geplaatst worden omdat ze veel op elkaar lijken (maximale gelijkenis),waarbij de clusters onderling maximaal verschillen (minimale gelijkenis). De ele-menten zijn in ons geval de plaatsen. Met clusteranalyse komen we dus te wetenwelke plaatsen lexicaal op elkaar lijken. Ook voor de clusteranalyses hebben wegebruik gemaakt van RuG/L04. De verschillende clusteralgoritmen die L04 aan-biedt worden beschreven in Jain en Dubes (1988) en zijn van het type hierarchicalaglomerative. De algoritmen van dit type vertrekken bottom up vanaf de afzon-derlijke plaatsen waarbij elke plaats wordt beschouwd als een cluster. Vervolgensworden de clusters samengevoegd in steeds groter wordende clusters met steedsmeer plaatsen. Bij het zoeken van oplossingen voor het clusteren betrekken dealgoritmen geen informatie uit andere data. Het resultaat van de clusteranalyse iseen toekenning van de plaatsen aan clusters.
Om nog voor het stadium van kartering te kunnen bepalen welke parameterinstellin-gen voor afstandsmaat en clusteranalyse de beste gebiedsindeling opleveren makenwe gebruik van een programma in RuG/L04 waarmee op basis van informatie overde lengte- en breedtegraden van de plaatsen in het onderzoeksgebied de local in-coherence gemeten kan worden; het gebrek aan geografische samenhang op lokaalniveau. Over het algemeen wil een lagere waarde voor de local incoherence zeggendat er sprake is van een betere meting. (zie: http://www.let.rug.nl/kleiweg/
L04/Tutorial/t06.html.nl)
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3.3.3 KarteringOm de resultaten van de clusteranalyse vervolgens te kunnen interpreteren, vertalenwe met een semi-automatische procedure het bestand waarin de clusters wordengedefinieerd naar een symboolkaart welke door de geo-browser Google Earth kanworden afgebeeld. Hiertoe hebben we met RuG/L04 telkens eerst het resultaatvan de clusteranalyse opgedeeld in een aantal sets met plaatsen. Vervolgens die-nen deze sets als input voor een kaartmodule die is ontwikkeld op het MeertensInstituut (zie www.meertens.knaw.nl/kaart onder “XML-RPC interface”) en welkesymboolkaarten kan genereren in het formaat van de geobrowser Google Earth. DeGoogle-Earth-uitbreiding op de kaartmodule is ontwikkeld binnen het project D-kwadraat (De Vriend en Swanenberg 2006). Op de symboolkaarten krijgen plaatsenuit hetzelfde cluster telkens hetzelfde symbool toebedeeld. Op deze manier kunnende mate van geografische differentiatie en de overeenkomst tussen het resultaatvan de clusteranalyse en de indeling van Belemans en Goossens (2000) visueelge¨ınspecteerd worden. Om de vergelijking tussen onze resultaten en de indelingvan Belemans en Goossens (2000) te vergemakkelijken, projecteren we de symbool-kaart in Google Earth telkens over de indeling van Belemans en Goossens (2000)heen.
3.4 De analyse van de ruwe data
3.4.1 De steekproefomvang en de convergentie van de uitkomstenOm een indruk te krijgen van de ruwheid van de totale dataset bekijken we eerst hoede lexicale afstanden voor de totale dataset van 4229 concepten zich verhouden totde lexicale afstanden voor steekproeven uit de dataset. Als het materiaal erg ruwen heterogeen is dan zullen de afstanden voor kleine steekproeven sterk afwijkenvan de afstanden voor de hele dataset. Ook zullen dan grote steekproeven benodigdzijn voor het krijgen van betrouwbare uitkomsten.
In totaal hebben we 422 steekproeven getrokken uit de dataset, oplopend met in-tervallen van 10, te beginnen met een trekking van 10 concepten: 10, 20, ..., 4210,4220. De steekproeven zijn random en met teruglegging getrokken. Voor de random-trekking hebben we gebruikgemaakt van de Perl-functie rand welke random getal-len genereert. Elk van de 422 steekproeven resulteert in een subset van de totaledataset. Op basis van de lexicale data in elk van deze subsets is vervolgens eenafstandsmatrix berekend met gebruikmaking van de meest eenvoudige van de tweebesproken maten; de binaire maat. Zo zijn uiteindelijk 422 afstandsmatrices verkre-gen welke op een steeds grotere steekproef zijn gebaseerd.
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Figuur 4: Convergentie van de afstand tussen steekproef en de totaledataset, oplopend in grootte van de steekproef.
Om te bepalen hoe de afstanden behorend bij de steekproeven convergeren naarde afstanden voor de totale dataset hebben we een maat genomen welke wordtberekend tussen elk van de afstandsmatrices en de afstandsmatrix behorend bij degehele dataset. De maat is berekend als de som van de gekwadrateerde verschillenover alle cellen tussen de afstandsmatrix voor de gehele dataset en de afstandsma-trix behorend bij een steekproef. Figuur 4 toont het resultaat.
De grafiek toont wat het verloop is vanaf de kleinste steekproefomvang (10 concep-ten) naar de totale dataset (de 4229 concepten; in dit geval te beschouwen als depopulatie). We zien dat zowel de fluctuatie als het verschil tussen steekproef ende populatie duidelijk afneemt bij toenemende steekproefgrootte. Kleinere randomsteekproeven kunnen echter nog behoorlijk verschillen ten opzichte van de popula-tie en dit is een indicatie dat ons materiaal inderdaad behoorlijk ruw is. Hierdoorkunnen we pas bij grotere steekproeven betrouwbare uitkomsten verwachten. Voorde verdere analyse van de ruwe data werken we daarom in eerste instantie met detotale dataset en niet met een van de steekproeven.
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3.4.2 Clustering van de ruwe data
Op basis van de totale ruwe dataset bestaande uit 614.941 lexicale vormen hebbenwe afstanden berekend met zowel de binaire maat als de GIW-maat. Door vervol-gens naar de local incoherence te kijken hebben we bepaald welke van de tweeafstandsmaten de beste is voor onze dataset. De local incoherence voor de binairemaat blijkt 13.8227 te zijn en die voor de GIW-maat 10.173. De GIW-maat blijkt dusde beste maat te zijn voor onze dataset. Met de matrix met GIW-afstanden zijn wedaarom verder gegaan.
Bij de beschrijving van de lexicale gegevens in paragraaf 2 wezen we al op hetopvallend grote aantal lege cellen in onze dataset. In onze dataset zijn voor som-mige plaatsen vele dialectvragenlijsten ingevuld, maar voor andere plaatsen slechtseen enkele. Van de in totaal 2.702.331 cellen van de matrix in figuur 2 blijken ermaar liefst 2.250.522 leeg te zijn. Dat komt neer op wel 83.3%. Dit is het natuurlijkgevolg van de wijze waarop de gegevens voor de zuidelijke dialectwoordenboekenverzameld zijn. Voor de in de woordenboeken toegepaste methodologie is dit geenprobleem geweest. Daar was het hoofddoel om de vormdifferentiatie voor concep-ten te inventariseren, waarbij het er op zich niet veel toe doet uit welke plaats eendialectvorm nu precies afkomstig was. Voor de door ons toegepaste methodologie isdit echter wel een probleem. De vele lege cellen zorgen er voor dat het relatief vaakvoorkomt dat voor een plaatspaar geen afstand berekend kan worden. Dit werd inde afstandsmatrix aangegeven met NA (zie paragraaf 3.2). In totaal vinden we in deafstandsmatrix 43.407 NA’s. Dit komt neer op 10,6 % van de in totaal 408.321cellenin de afstandsmatrix. Het probleem zit hem er nu in dat de clusteralgoritmen dieRuG/L04 aanbiedt niet overweg kunnen met ontbrekende afstanden. Het pakketbiedt als oplossing voor het probleem een programma aan waarmee voor de ont-brekende afstanden plausibele waardes ingevuld kunnen worden (“imputeren”). Deontbrekende afstanden worden ingevuld op basis van de lexicale afstand tot geo-grafisch nabije plaatsen. Welke plaatsen als geografisch nabij worden beschouwdwordt afgeleid uit een bestand waarin we voor elke plaats in ons onderzoeksgebiedde lengte- en de breedtegraad hebben gedefinieerd. Met deze extra stap hebben weeen afstandsmatrix gemaakt waarin voor elk plaatskoppel in het onderzoeksgebiedeen afstand is gedefinieerd. Met deze matrix zijn we vervolgens gaan clusteren.
Clustering is van nature erg instabiel (Jain, Murty en Flynn 1999). Zo kunnenkleine verschillen in de afstandsmatrix die voor de clusteranalyse gebruikt wordt,een groot effect hebben op de uitkomst. Om te voorkomen dat de uitkomst vande clusteranalyse te veel afhangt van toevalligheden in de afstandsmatrix stellen
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Kleiweg, Nerbonne en Bosveld (2004) voor om meerdere keren te clusteren mettoevoeging van ruis. We hebben voor onze data dezelfde aanpak gehanteerd enons voor de parameterinstellingen laten leiden door Nerbonne, Kleiweg, Manni enHeeringa (2008). Zij gebruikten voor een dataset bestaande uit Duitse dialect-gegevens een ruiswaarde van 0,5 keer de standaarddeviatie van de afstanden enherhaalden de clusteranalyse vervolgens minimaal 100 keer.
Opdeling van het resultaat van de clusteranalyse in slechts twee clusters levertduidelijk twee zwaartepunten op in het onderzoeksgebied; e´e´n cluster aan Neder-landse zijde van de staatsgrens en e´e´n cluster aan Vlaamse zijde. Beide clustersbevatten echter ook enkele plaatsen aan de andere kant van de staatsgrens en vaneen scherpe afbakening is dus geen sprake. Ook al is de rijksgrens van een jongeredatum dan de vele oude dialectgrenzen, het is wel een belangrijke dialectgrens. Detweedeling van Brabant langs de rijksgrens zien we bijvoorbeeld ook terug in deanalyses van Spruit (2008), welke op syntactische kenmerken gebaseerd zijn (degegevens van de Syntactische Atlas van de Nederlandse Dialecten). Het is dus be-moedigend dat deze verdeling zich als eerste aandient. Vervolgens zijn we verderop gaan delen. Bij opdeling in 3 tot en met 8 clusters vallen er twee dingen op.Allereerst zien we steeds meer gebieden verschijnen die min of meer aansluiten bijde indeling van Belemans en Goossens (2000). Ten tweede zien we dat er telkenseen cluster verschijnt dat bestaat uit exact dezelfde 53 plaatsen en dat niet aansluitbij Belemans en Goossens (2000) maar het gehele gebied overdekt. Vanaf opdelingin 9 clusters splitst dit gebiedsoverdekkende cluster zich in een groot gebiedsover-dekkend cluster van 49 plaatsen en een klein, maar tevens wijd verspreid, clustervan 4 plaatsen. Het resultaat van de opdeling in 9 groepen is weergegeven in kaart3 en 4.2 Kaart 3 toont de zes gebiedsvormende clusters bij deze opdeling en kaart4 de drie gebiedsoverdekkende clusters. In beide kaarten zijn de clusters over deindeling van Belemans en Goossens (2000) heen geprojecteerd.
We kunnen van de zes clusters in kaart 3 zeggen dat ze zeer globaal de indelingvan Belemans en Goossens (2000) volgen. Ze tonen daarmee in ieder geval aan datmet onze methode op basis van lexicale gegevens gebiedsvorming voor Brabant iste vinden. Toch is het resultaat niet erg sterk. De zes clusters zijn erg diffuus enbevatten plaatsen die geografisch vaak ook erg ver uit elkaar liggen. Van lexicalegrenzen hebben we in de inleiding gezegd dat ze meestal wel diffuus zijn, maardit is wel erg extreem. Bovendien hebben we nog te maken met de drie clusters
2 De KML-bestanden voor kaart 3 tot en met 7 vindt u op de website http://dialect.ruhosting.nl/
d2. Voor deze bestanden heeft u het programma Google Earth nodigdat gratis is te downloaden op http://earth.google.nl.
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Kaart 3: Kaart op basis van de ruwe data; opdeling in 9 groepen,alleen de 6 gebiedsvormende groepen zichtbaar.
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Kaart 4: Kaart op basis van de ruwe data; opdeling in 9 groepen,alleen de 3 niet-gebiedsvormende groepen zichtbaar.
in kaart 4 welke zelfs het gehele gebied overdekken en waarvoor we dus helemaalgeen geografische gebiedsvorming zien.
Omdat we vermoeden dat de tegenvallende resultaten die we zien in kaart 3 en 4hun oorsprong vinden in de vele lege cellen en de manier waarop we die vervol-gens hebben aangepakt met imputatie, proberen we de lege cellen in de volgendeparagraaf op een fundamentelere manier aan te pakken.
3.5 Reductie van de ruwe data
In de vorige paragraaf hebben we de ontbrekende lexicale afstanden ingevuld opbasis van de lexicale afstand tot geografisch nabije plaatsen. Een nadeel van impu-tatie op basis van geografie is dat we in zekere zin onze afstanden met oneigenlijke,want niet op lexicale gegevens gebaseerde, afstanden vervuilen en dat hierdoor deinvloed van de geografie op onze indeling wordt versterkt. In deze sectie pakken we
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Figuur 5: Het aantal lege cellen met dialectgegevens afgezet tegenplaats.
de ontbrekende afstanden op een fundamentelere manier aan. We reduceren hetpercentage ontbrekende gegevens drastisch door plaatsen en concepten uit de da-taset te verwijderen waarvoor weinig of geen lexicale gegevens beschikbaar waren.
We zijn begonnen met de plaatsen. In figuur 5 is het aantal lege cellen (verticaal)uitgezet tegen de plaatsen (horizontaal). De plaatsen zijn oplopend genummerd van1 tot en met 639, waarbij een hoger nummer een hoger aantal lege cellen inhoudt.
Figuur 5 laat een regelmatig stijgende curve zien, waaruit blijkt dat voor veel plaat-sen relatief weinig gegevens beschikbaar zijn. De plaats met het maximum aantallege cellen is Neerhespen (plaatsnummer 639) met 4228 lege cellen op een totaalvan 4229 cellen. Voor deze plaats hebben we dus maar een enkele cel met gegevensin de dataset. De plaats met het kleinst aantal lege cellen is Roosendaal (plaats-nummer 1) met 638 lege cellen. Dit komt altijd nog neer op 15.1% lege cellen. We
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Kaart 5: De geografische verdeling van de 179 plaatsen waarvoor 1000of meer lexicale gegevens beschikbaar zijn.
hebben besloten om verder te gaan in de analyse met die plaatsen waarvoor min-stens 1000 gevulde cellen beschikbaar waren, omdat zo rond de waarde van 3200lege cellen de stijging in het aantal plaatsen begint af te nemen (het duidelijksteomslagpunt ligt ongeveer bij 3500). Bij het criterium van 3200 blijven er van de 639plaatsen nog 179 over. Dat is een forse reductie, maar kaart 5 laat zien dat metdeze 179 plaatsen de overdekking van het onderzoeksgebied nog steeds voldoendeis.
Vervolgens hebben we ons gericht op de concepten. Het totaal aantal conceptenis na verwijdering van de 639-179 = 460 plaatsen geen 4229 meer, maar 4192. Wehebben op basis van de nieuwe datamatrix (bestaande uit 179 bij 4192 cellen) beke-ken hoeveel lege cellen er nog per concept aanwezig waren. Ee´n van de conceptenmet het grootst aantal lege cellen (178) was zwavel. Aangezien het onderzoeks-gebied was teruggebracht tot nog maar 179 plaatsen, betekent dit dat we in onzedatamatrix nog maar e´e´n opgave hebben voor dit concept. Het concept met het
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Figuur 6: Het aantal lege cellen voor de 179 plaatsen afgezet tegende concepten.
minst aantal lege cellen was wieg met maar twee lege cellen. In onderstaandegrafiek is het aantal lege cellen (verticaal) uitgezet tegen de 4192 concepten (ho-rizontaal). De concepten zijn oplopend genummerd van 1 tot en met 4192, waarbijeen hoger nummer een hoger aantal lege cellen inhoudt.
Figuur 6 laat aan het begin een scherp oplopende lijn zien. Dat betekent dat er sneleen groter aantal lege cellen is voor een groot aantal concepten. Het is moeilijk omergens een grens te trekken, maar zo rond concept 500 loopt het aantal ontbrekendegegevens richting 50 en dat is rond de 30%. We hebben de dataset verder ingeperktdoor alleen de 500 concepten te gebruiken met het minst aantal lege cellen. Deze500 concepten bevinden zich aan de linkerkant van de grafiek in figuur 6 en hebbenmaximaal 48 lege cellen.
Door onze bewerkingen voor plaatsen en concepten is het totaal aantal lexicale
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vormen teruggebracht van 614.941 naar 117.286 en is de datamatrix teruggebrachttot een formaat van 179 x 500 = 89.500 cellen. Gemiddeld bevat elke gevulde cel1,64 (117.286/71.362) lexicale vormen. Van de in totaal 89.500 cellen zijn er 18.138leeg. Vergeleken met de totale ruwe dataset is het percentage lege cellen nuteruggebracht van 83.3% naar 20.3%. We hebben met onze bewerkingen de datasetdus zodanig ingeperkt dat we een veel beperkter percentage ontbrekende gegevenshebben, terwijl er nog altijd sprake is van een grote hoeveelheid gegevens en eenredelijke spreiding van de plaatsen over het onderzoeksgebied.
Op basis van de 117.286 vormen zijn we vervolgens opnieuw afstanden gaan bere-kenen met de binaire maat en de GIW-maat. Onze criteria voor inperking blijkensuccesvol want het komt nu niet meer voor dat er voor een plaatspaar geen afstandberekend kan worden en dus hoeven er ook geen afstanden meer ge¨ımputeerd teworden op basis van geografie. De local incoherence is voor de GIW-maat 1.60774en voor de binaire maat 2.07088. Ook voor de gereduceerde dataset is GIW dusde meest succesvolle van de twee maten. Door vervolgens alleen vormen mee tenemen die minimaal 5 keer voorkomen in de dataset blijkt de local incoherence voorde GIW-maat nog verder omlaag te gaan van 1.60774 naar 1.42852 en wordt dedataset verder gereduceerd van 117.286 naar 100.277 lexicale vormen.
Met de op deze manier berekende afstanden zijn we vervolgens weer gaan clus-teren. Dit doen we op dezelfde manier als in de vorige paragraaf; 100 keer meteen ruiswaarde van 0,5 keer de standaarddeviatie van de afstanden. In kaart 6is de opdeling van het clusterresultaat in negen groepen afgebeeld. Ook nu weerhebben we de clusters over de indeling van Belemans en Goossens (2000) heengeprojecteerd.
Duidelijk is te zien dat er gebiedsvorming is en dat de negen gebieden beter ver-deeld zijn over het onderzoeksgebied dan bij de totale ruwe dataset het geval was.Geheel gebiedsoverdekkende clusters komen ook niet meer voor. Vervolgens bekij-ken we opnieuw de mate van aansluiten van de clusters bij de negen hoofdgebiedenin de kaart van Belemans en Goossens (2000). Dit keer doen we dat wat uitgebrei-der en bespreken we de clusters een voor een, op volgorde van groot (38 plaatsen)naar klein (4 plaatsen).
Het eerste en grootste cluster op de kaart bevat 38 plaatsen en wordt weergegevendoor schuine streepjes (van links onder naar rechts boven). Dit cluster beperkt zichtot de zuidelijke helft van het Oost-Noord-Brabants gebied (30), met uitzonderingvan drie plaatsen die net in het Midden-Noord-Brabants gebied (20) liggen.
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Kaart 6: Kaart op basis van de gereduceerde dataset; opdeling in 9groepen.
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Het tweede cluster, bestaande uit 31 plaatsen en weergegeven door een omge-keerd schuin streepje (van rechts onder naar links boven), beperkt zich tot hetZuid-Brabants gebied (50) en het Getelands (60), met uitzondering van Mechelendat er tegenaan ligt maar door Belemans en Goossens (2000) tot het Zuiderkempens(42) wordt gerekend, een subgebied van het Kempens (40).
Het derde cluster bevat 27 plaatsen en is aangegeven met een verticaal streepje.Dit cluster bevindt zich binnen de grenzen van het Markizaats (11) en het Baronies(12), twee subgebieden van het Noordwest-Brabants (10).
Het vierde cluster van 22 plaatsen is gemarkeerd met een horizontaal streepje.Dit cluster vult het eerste cluster (schuine streepjes) aan, want het bestrijkt denoordelijke helft van het Oost-Noord-Brabants gebied (30). Daarnaast heeft hetnog een plaats in het aansluitende Maaslands (23).
Het vijfde cluster bevat 19 plaatsen, is gemarkeerd met rechtopstaande rechthoe-ken en verspreidt zich over het Kempens (40) en het zuiden van het Noord-west-Brabants (10).
Het zesde cluster wordt aangegeven door liggende rechthoeken en laat een patroonzien dat zich minder aan de indeling van Belemans en Goossens (2000) houdt. De14 plaatsen centreren zich rond Tilburg in het Midden-Noord-Brabants (20) maarliggen daarbuiten in een vrij rechte lijn vanaf Bergen op Zoom in het uiterste Westenvan het Noordwest-Brabants (10) tot Oss dat aan de Noordelijke grens van hetOost-Noord-Brabants (30) ligt. Om precies te zijn bevat het cluster plaatsen in desubgebieden Markizaats (11), Baronies (12), Tilburgs (21), Hollands Brabants (22),Maaslands (23) en Noord-Meierijs (32). Het cluster doorkruist dus ook verschillendevan de andere clusters.
Het zevende cluster bestaat uit 13 plaatsen en wordt weergegeven met driehoe-ken. De belangrijkste concentratie van plaatsen in dit cluster ligt in het Antwerpssubgebied (13). Verder houdt ook dit cluster zich iets minder aan de indeling vanBelemans en Goossens (2000), met plaatsen in zowel het Noordwest-Brabants (10),het Zuid-Brabants (50) als het Kempens (40).
Het achtste cluster bestaat uit 11 plaatsen en is weergegeven met cirkels. Het ge-bied bevat plaatsen in 80 en het noorden van de drie subgebieden van het Midden-Noord-Brabants (20). Het gebied lijkt hierbij sterker aan te sluiten bij de stroom-gang van de rivier de Maas dan bij de indeling van Belemans en Goossens (2000).
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Het negende en kleinste cluster, met maar vier plaatsen, wordt weergegeven doorvierkanten en is midden in het Tilburgs gebied (21) gesitueerd, een subgebied vanhet Midden-Noord-Brabants (20).
De clusters zijn dus allemaal mooi gebiedsvormend en sluiten overwegend vrij goedaan bij de negen hoofdgroepen in Belemans en Goossens (2000). Wel zijn er nogclusters (met name de liggende rechthoeken) die zich duidelijk niet houden aanBelemans en Goossens (2000) en een sterke menging laten zien.
Omdat sommige van de clusters ook aan subgebieden van de negen hoofdgebie-den waren toe te kennen gaan we vervolgens nog een stap verder. We hebbenbekeken of ook een verdere opdeling van het resultaat van de clusteranalyse aan-sluit bij Belemans en Goossens (2000). De negen hoofdgebieden bevatten in totaaleenentwintig subgebieden. Om die reden hebben we ook het resultaat van de clus-teranalyse opgedeeld in eenentwintig clusters. De bijbehorende kaart is afgebeeldals kaart 7.
Ook al is er geen sprake van een verregaande overeenkomst met de 21 subgebiedenvan Belemans en Goossens (2000), het resultaat vertoont op veel plaatsen nog altijdeen duidelijke overlap. Verder valt op dat er nu effecten van de verzamelmethodezichtbaar beginnen te worden. Zo zijn bijvoorbeeld de twee kleinste clusters (Aarleen Rixtel, Beek en Donk) het gevolg van de beslissing van de WBD-redactie om voorde ene plaats uit het cluster de data te gebruiken die voor de andere plaats uit hetcluster was verzameld. Dit is destijds gedaan omdat de kernen van deze plaatsenal lange tijd geleden zijn samengesmolten, zodat er vanuit kon worden gegaan datde gegevens voor de ene plaats ook gelden voor de andere. Wanneer we teruggaannaar kaart 6 dan kunnen we nu ook het kleinste cluster aldaar verklaren: twee vande vier plaatsen in dat cluster zijn Berkel en Enschot. Ook voor deze plaatsen geldtdat de kernen al lange tijd geleden zijn samengesmolten.
3.6 Conclusies
In deze bijdrage hebben we gekeken naar lexicale gegevens uit het WBD. Kernvraag1 was hoe ruw de gegevens zijn. In 4.1 zagen we aan het convergerende karaktervan de steekproeven dat we pas bij grotere steekproeven betrouwbare uitkomstenkunnen verwachten. De ruwheid van het materiaal wordt voor een belangrijk deelbepaald door de hoeveelheid ontbrekende gegevens, een typische eigenschap vande zuidelijke woordenboeken. Omdat de methode die we gebruikten hier niet meeoverweg kan hebben we de ontbrekende lexicale afstanden die hier het gevolg
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Kaart 7: Kaart op basis van de gereduceerde dataset; opdeling in 21groepen.
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van zijn eerst aangepakt door te imputeren op basis van geografische gegevens.Het resultaat van de clusteranalyse toonde aan dat we voor Brabant op basis vanlexicale gegevens in ieder geval gebiedsvorming kunnen vinden (kernvraag 2). Maarhet resultaat was nog niet erg bevredigend omdat de kaart grote menggebiedenbevatte en ook enkele clusters die zelfs het gehele gebied overdekten. Omdat wehet vermoeden hadden dat de tegenvallende resultaten hun oorsprong hebben inde vele ontbrekende gegevens en de manier waarop we die vervolgens hebbenaangepakt met imputatie, hebben we deze vervolgens op een meer fundamentelemanier aangepakt. Concepten en plaatsen met veel ontbrekende gegevens hebbenwe uit de dataset verwijderd. Hierdoor bleek imputatie voor de afstandsmatrix nietmeer nodig en de uitkomst van de clusteranalyse een veel beter kaartbeeld op televeren. Deze kaart sloot op veel punten aan bij de indeling van Belemans enGoossens (2000) en bevatte geen clusters meer die het gehele gebied overdekten(kernvraag 3).
Concluderend kunnen we stellen dat de data van het WBD door het grote percentageontbrekende gegevens problemen oplevert voor de clusteranalyse en voor het vindenvan een gedetailleerde indeling. Door de data volgens weloverwogen criteria sterkte reduceren blijkt het echter toch mogelijk om van de ruwe lexicale gegevens vanhet WBD een gedetailleerde indeling van het Brabants af te leiden, welke sterkeovereenkomsten vertoont met de indeling van de Brabantse dialecten van Belemansen Goossens (2000).
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Abstract
In this paper we relate linguistic, geographic and social distances to each other inorder to get a better understanding of the impact the Dutch-German state borderhas had on the linguistic characteristics of a sub-area of the Kleverlandish dialectarea. This area used to be a perfect dialect continuum. We test three models forexplaining today’s pattern of linguistic variation in the area. In each model anothervariable is used as the determinant of linguistic variation: geographic distance(continuum model), the state border (gap model) and social distance (social model).For the social model we use perceptual data for friends, relatives and shoppinglocations. Testing the three models reveals that nowadays the dialect variation inthe research area is closely related to the existence of the state border and to thesocial structure of the area. The geographic spatial configuration hardly plays arole anymore.
1 The authors would like to thank Janienke Sturm, Joanne van Emmerik and three anonymous reviewersfor their valuable comments on previous versions of this paper.
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Figure 1: Geographic details of the Kleverlandish dialect area (Cor-nelissen 2003).
4.1 Introduction
The Dutch-German state border south of the river Rhine was established in 1830.Before that time, the administrative borders in this region frequently changed. TheKleverlandish dialect area, which extends from Duisburg in Germany to Nijmegenin The Netherlands, crosses the state border south of the Rhine. The area is de-marcated by the Uerdingen line in the south, the diphthongisation line of the WestGermanic ‘i’ in the West, and the border with the Low Saxon dialects of the Achter-hoek area in the North-East. The geographic details of the area can be found inFigure 1 (the state border is depicted with a dashed-dotted line).
Hinskens, Kallen and Taeldeman (2000) pointed out that European state bordersthat cut across old dialect continua had a strong impact on dialect change. Boberg(2000) investigated the dialects on both sides of the border between Canada andthe US and criticised Trudgill’s gravity model (Trudgill, 1974). The gravity model
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Figure 2: Position of the research area of Giesbers (2008), relative toThe Netherlands. The map also includes provincial borders.
says that language varieties may be subject to a ‘gravity-like law’. In the model,population size plays the role of mass, so that settlements with large populationsare particularly likely to adopt each other’s changes. However, the effects of stateborders are not taken into account in the model.The Kleverlandish area, in its original form, is a prototypical example of a di-alect continuum. There were no natural borders or sharp dialect borders. Kremer(1984; 1990) and Niebaum (1990) discussed the increased significance of the Dutch-German state border as a dialect border. Later, both Heeringa, Nerbonne, Niebaum,Nieuweboer and Kleiweg (2000) and Giesbers (2008) quantatively examined the ef-fect of the Dutch-German state border. The area Heeringa et al. (2000) wereinterested in is situated north of the Rhine, around the German town of Bentheim.Giesbers (2008) investigated a sub-area of the Kleverlandish dialect area that issituated south of the Rhine between the Dutch towns of Nijmegen (in the north)and Venray (in the south), as depicted in Figure 2. Both studies showed that thepolitical border had a significant impact on the dialect continuum and separatedthe Dutch from the German dialects.
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In this paper we test three models to explain the linguistic characteristics of thearea depicted in Figure 2. The three models are the continuum model, the gapmodel and the social model.When closely related language varieties in an area form a continuum, theirdistribution is marked by a direct, monotonic relationship between geographic andlinguistic distance. Chambers and Trudgill (1985) formulate this as:
If we travel from village to village, in a particular direction, we no-tice linguistic differences which distinguish one village from another.Sometimes the differences will be larger, and sometimes smaller, butthey will be cumulative. The further we get from our starting point, thelarger the differences will become.
A cumulative model implies that the linguistic distance can be estimated fairlyprecisely on the basis of geographic distance: the larger the geographic distance,the larger the linguistic distance. The default model for a perfect dialect continuumcan be defined as follows:
continuum modellinguistic distance = f(geographic distance)
f is a monotonic increasing function in this model, and, in a particularly simplecase, a linear function. An error term could be added to the model since there maybe some variability across the area. Hard (1972) simulated a continuum model forthe Rhenish Fan (cf. Bloomfield, 1933), a famous example of a cumulative dialectcontinuum consisting of a stepwise isoglossic structure, with a random variabilitycomponent.The Kleverlandish dialects in The Netherlands and Germany came under thehegemony and influence of the two respective standard languages after the es-tablishment of the state border in 1830. In addition, political, administrative andcultural developments became different in the area that was divided then over twocountries. What was the impact of the state border on the dialects? The centralresearch hypothesis in Giesbers (2008) is that the Dutch-German state border hasgiven rise to a linguistic gap in the Kleverlandish dialect continuum. If this is true,the continuum model could be extended by adding a constant value to f repre-senting the state border gap. In its most outspoken form we may assume that thegap became the main determinant of the linguistic distance, overshadowing remain-ing differences and patterns of dialect variation. Such an outspoken model can bedefined as:
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gap modellinguistic distance = f(gap)
The gap can only have two values in this model. It is zero when two locations arenot separated by the state border. It has a specific, fixed value when two locationsare separated by the state border. Again, an error term could be added to accountfor variability across the area.The usefulness of the continuum model and the gap model is supported by histor-ical marriage data collected in the research area by Giesbers (2008). In the period1850–1870 30 per cent of the marriages were mixed, indicating a continuous socio-geographic network structure, with no notable effect of the state border. Nowadaysthe number of mixed marriages has dropped to less than 5 per cent, indicating thatthe state border has formed a gap in marital exchange. Intensive contact betweenspeakers is an essential condition for dialects to continue to cohere. Could the lin-guistic distances in our research area be more directly related to social distancesthan to geographic distances? Assuming that marriage data reflect the intensityof cross-border contact, the question arises which other properties correlate withthe social contact structure of the area. These properties could contribute to ourunderstanding of the new linguistic structure in the Kleverlandish area. No ob-jective data, however, are available on the social structure of the research area.Alternatively, one can ask people living in the area about how they perceive thegeographic distribution of relevant social phenomena. We will look at perceptualsocial contact data for friends, relatives and shopping places. An explanatory modelbased on these social data can be defined as follows:
social modellinguistic distance = f(social distance)
The social model is similar to the continuum model but takes social distance asthe determinant of linguistic distance instead of geographic distance. f is again amonotonic increasing function in this model and an error term could be added heretoo.We want to test the explanatory power of the three models. In section 2 we firstdescribe the data that will be used to test the models. These data were collectedalong the state border in the Kleverlandish area. In section 3 we derive distancesfrom the data and test the three models. We first compare the continuum and gapmodels and then check to see if the social model has more explanatory power. Insection 4 we discuss the results followed by a conclusion.
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Figure 3: The 10 locations on both sides of the Dutch-German stateborder; cross-border paired locations are connected by lines. Therightmost line is the state border.
4.2 Data collection
We collected data for 10 locations in the northern part of the Kleverlandish dialectarea. Five locations on each side of the border were selected, as is shown in Figure3. The area does not contain any natural borders and the 10 locations lie close tothe state border. In the selection process, locations on the Dutch side of the borderwere paired with similar locations on the German side of the border based oninformation about population size, infrastructure and distance to the border. Thisresulted in five cross-border pairs of locations. The town centres of both Huelm(Germany) and Siebengewald (The Netherlands) for instance are 3.7 kilometresfrom the border. Two locations with a larger distance to the border are Gennepand Goch: 17 kilometres. The population size of the locations varies between 721(Huelm) and 19,961 (Goch) in Germany, and 777 (Ven- Zelderheide) and 11,403(Groesbeek) in The Netherlands. For these 10 locations we collected linguistic andsocial data.
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4.2.1 Linguistic data
The linguistic data were collected by recording 20 respondents in the researcharea. In each of the 10 locations two dialect speakers (one younger and one olderspeaker) that spoke their dialect on a daily basis were asked to give their dialectwords (nouns) for a list of a hundred concepts related to everyday life. We only usedthe data from the 10 older speakers ( > 60 years) since these data are expectedto be closer to typical dialect speech and less likely to have been influenced bythe standard languages of the two areas (Dutch and German) (cf. Giesbers, 2008).The list of concepts we used was developed by Van Bezooijen to measure lexicaland phonetic-phonological variation between closely related (Germanic) languagevarieties (cf. Heeringa, Nerbonne, Van Bezooijen and Spruit, 2007).The recordings were transcribed on a detailed phonetic level. Table 1 shows anexample of the phonetic transcriptions. It shows the pronunciation for the conceptaardappel (‘potato’) as realised by the older respondent of the location Gennep.The transcription system used was a combination of German and Dutch X-SAMPA.
Location Concept Phonetic transcriptionGennep (> 60 yrs) Aardappel ERdAp@l
Table 1: Example of the phonetic transcriptions used.
Many subtle differences were transcribed, such as the voicing of fricatives, differ-ences in place and manner in [r] pronunciations and the height, rounding and lengthof vowels. The frequency of each phoneme and phoneme cluster in the dataset wasrepresentative for the range of sounds in the dialect speech (cf. Giesbers, 2008).
4.2.2 Social data
The social data were collected using a questionnaire that was filled in by 268respondents from the 10 locations in the research area. The respondents belongedto two age groups (i.e., 30–40 years, 60 years and over) and they were balancedfor age and gender. The respondents were recruited through a regional Dutchand a regional German newspaper. Both newspapers published an article aboutthe research project together with the questionnaire. Of the 340 informants thatreturned the questionnaire, 268 also met the selection criteria: they grew up in thelocation where they were living today and they spoke the local dialect.Respondents were asked to indicate and rank in which locations they had friends
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and family and where they went shopping. These three types of data give informa-tion on the degree of social contact between the locations in the area. Respondentswere asked to name and rank order 10 locations for friends and family, and five forshopping locations.
4.3 Methodology and results
We first obtained geographic distances and distances for the linguistic and socialdata to test the three models. Next, we performed Multi-Dimensional Scaling onthe distances and plotted the two-dimensional result. We also plotted the distancesafter transforming them to a similar scale. By visually comparing the plots to eachother we can interpret the explanatory power of the three models. To comparethe different distance topologies (Pearson product-moment) correlations were alsoused. Finally, the three models were tested statistically using regression analysis.
4.3.1 The continuum model versus the gap model
We used a Dutch route planner website by the Dutch Automobile Association(‘ANWB’) to obtain geographic distances. The geographic distances obtained werenot distances ‘as the crow flies’ but the shortest travel distance when following thenormal road infrastructure. Travel distances are not equal to distances ‘as the crowflies’ and Gooskens (2005) for instance notes that in Norway they can be quitedifferent because of the mountainous characteristics of the country. In our researcharea, however, there are no natural borders and the travel distances we obtained arequite comparable to distances ‘as the crow flies’. The longest geographic distancein our data set is the distance between Groesbeek and Huelm; 26.1 kilometres. Thesmallest geographic distance is between Goch and Huelm; 3.4 kilometres.The locations were selected in such a way that they were geographically bal-anced, but the border may have had an effect on the actual connectedness betweenlocations. To validate our sample we looked at the Dutch, the German and theDutch-German distances separately. Table 2 shows the range and mean for thethree types of geographic distances. The distances are evenly distributed over thethree groups of locations and no significant differences were found (F (2.42) = 0.787,p = 0.462).We used the Levenshtein method (Kruskal, 1983) to obtain linguistic distances.The Levenshtein method computes linguistic distances between locations basedon all pairs of phonetic transcriptions (strings). The distance between the twophonetic transcriptions involved is calculated on the basis of the minimum number
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Dutch German Dutch-GermanRange 4.90 - 22.00 3.70 - 26.10 3.40 - 20.00Mean 12.14 12.98 10.25
Table 2: Range and mean for the geographic distances.
of operations needed for string A to be transformed into string B. The three typesof operations permitted are insertion, deletion or substitution of characters.We calculated Cronbach’s Alpha (Cronbach, 1951) with the dialectometric soft-ware RuG/L04 to make sure that the number of words used is a sufficient basisfor the Levenshtein analysis. With Cronbach’s Alpha we can measure the minimumreliability of our Levenshtein distance measurements when applied to our dataset.In the social sciences values higher than 0.70 are considered sufficient (Nunnally,1978). Cronbach’s Alpha was 0.93 for our dataset of a hundred concepts.Next, we used RuG/L04 to compute the linguistic distances with the Levenshteinmethod. We used the simplest version of the method in which phonetic overlap isbinary: non-identical phones contribute to phonetic distance, identical ones do not.No feature-based segment distance table was used and no weights were assignedto the different types of operations. The RuG/L04 software was used to obtain a 10by 10 dissimilarity matrix for the locations. The diagonal of this matrix is alwayszero and only half of the matrix is used since the lower half is the mirror image ofthe upper half.To test the continuum model we first performed Multi-Dimensional Scaling (MDS)on the distances. Point sets are projected and visualised in two- dimensional spacewith MDS (see for instance Nerbonne, Heeringa and Kleiweg, 1999; Spruit, 2008).The MDS analysis on the linguistic distances (Alscal) gave a nearly perfect two-dimensional solution (Stress = 0.050, RSQ = 0.990). Both the x-axis and the y-axisare mirrored in this plot, depicted in Figure 4, to make it easier to visually comparethe result of the analysis to the topology of the distances ‘as the crow flies’ depictedin Figure 3. The topology of the linguistic distances is clearly different from thegeographic distances ‘as the crow flies’.The most remarkable outcome is that distances between locations within thesame country are always (much) smaller than distances between locations thatare in different countries. The continuum model does not apply to the linguisticdistances. It is the gap model that seems to give the required topology.To investigate the topological structures and their relations in more detail we
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Figure 4: Two-dimensional MDS plot of the linguistic distances.
also calculated the correlations between the geographic and the linguistic distancesfor all 45 pairs of locations. The continuum model predicts a high correlation, thegap model no correlation at all. The correlation is 0.291, with a one-tailed p value of0.038. We opted for a one-tailed test, since the values must be positive if there is acorrelation. Since the distances are not independent measurements, the probabilityvalues of the correlation coefficients were calculated using the Mantel test (Mantel,1967). The conclusion is that the correlation is significant but low. Geographicdistances hardly play a role in explaining the linguistic distances. Does this meanwe have to reject the continuum model completely?We divided the 45 location pairs into three groups to test the continuum modelin more detail: 10 Dutch pairs, 10 German pairs and 25 Dutch-German pairs. Thegap model predicts that the linguistic distances within Dutch-German pairs shouldbe relatively large and constant. The linguistic distances in the Dutch pairs andin the German pairs may be arbitrary, but under the assumption of the remains ofa continuum model, a relationship between geography and linguistic distance maystill hold. The correlations for the three groups of pairs are given in Table 3. Thecorrelation coefficients were calculated using a classical statistical test instead ofthe Mantel test because of the asymmetric nature of the three distance matrices.
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Geographic Geographic Geographicdistance distance distanceDutch German Dutch-German(N=10) (N=10) (N=25)Linguistic distance 0.495 (p = 0.073) 0.577 (p = 0.041) 0.098 (p = 0.321)
Table 3: Correlation values for linguistic distance and the three typesof location pairs; one-tailed p values.
The correlation for the Dutch-German location pairs is not significant. Thecorrelations for the Dutch and German location pairs are clearly higher, althoughthe correlation for the Dutch pairs fails to reach significance. Given the low numberof location pairs, the statistical test of the correlations does not have much powerto detect lower correlations.Next, we visualised the relationship between the geographic and linguistic dis-tances after having transformed the linguistic distances to a similar scale as thegeographic distances (we used the same maximum). Standardising the scaling helpsin interpreting the relationship and does not change the intrinsic structural charac-teristics of the distances. We now expect to find the location pairs adhering to thecontinuum model, in which the linguistic distance equals the geographic distance,on the diagonal. The scatter plot is given in Figure 5. The three groups of locationpairs were given different symbols.The Dutch-German pairs (the triangles) show a distinct pattern. Their geo-graphic distance varies between 3 and 26 kilometres, but their (scaled) linguisticdistance ranges from 17 to 26 kilometres. There is no further explanation for thevariation within the range found. The smallest distance in the Dutch-German pairs(17) is equal to the largest distance found for the Dutch and German pairs. Thegap model clearly applies to the Dutch-German pairs. The distances for the Dutchand German pairs are smaller, and they are roughly on the diagonal. For boththe Dutch pairs and the German pairs the linguistic distance on average increasesas the geographic distance increases. This relationship was also reflected in thehigher correlation values in Table 3. The continuum model no longer applies tothe whole research area, but only (moderately) to the within-country linguisticdistances. Location pairs across the Dutch-German border are nowadays separatedby a clear linguistic gap.Our interpretation of the plot in Figure 5 is further corroborated by the highcorrelation between linguistic distance and the gap as a nominal variable (two
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Figure 5: Linguistic distance by geographic distance for the threegroups of location pairs on the same scale of magnitude.
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locations are separated by the border, yes or no): 0.850 (N = 45, p = 0.000). Lookingat the strong division between the Dutch-German location pairs and the Dutch orGerman location pairs in Figure 5, this high correlation was to be expected. Whenentering both the gap and geographic distance in a (linear) regression analysis, theeffect of geographic distance turns out to be not significant, even when we use aone-tailed test. Our conclusion is that we need to reject the continuum model andaccept the gap model.
4.3.2 The gap model versus the social modelCan other types of data tell us more about the linguistic structure in the Kleverlan-dish area? In this section we test the social model to see if it has more explanatorypower than the gap model. We used the social data Giesbers (2008) collected aboutfriends, family, and shopping for this. In these data no effect was found for the re-spondent variables gender and age. The weighted data were computed per locationand three separate 10 by 10 dissimilarity matrices were obtained for each of thesocial variables. MDS returned excellent results for a two-dimensional representa-tion for all three variables. The two-dimensional MDS results for friends (Stress =0.070, RSQ = 0.972) are given in Figure 6. Again we mirrored the x-axis.The plot in Figure 6 shows that the general topology for friends resemblesthe MDS plot for the linguistic distances depicted in Figure 4. Next, we checkedthe correlations for linguistic distance and each of the three social variables. Thecorrelations can be found in Table 4. Again we used the Mantel test to determinetheir statistical significance.
Shopping Family Friendsdistance distance distance(N=45) (N=45) (N=45)Linguistic distance 0.623 (p = 0.001) 0.737 (p = 0.001) 0.818 (p = 0.000)
Table 4: Correlation values for linguistic distance and the distance forshopping, family or friends; one-tailed p values.
The social variable friends shows the strongest correlation, but the correlationfor the other two variables is also clearly present. Linguistic distance is not aproperty on its own, but is embedded in the social structure of the research area.To get a more detailed picture of the relationship between the variable friendsand linguistic distance, we used the same visualisation method as applied in Figure 5.
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Figure 6: Two-dimensional MDS plot of the social variable friends.
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Figure 7: Linguistic distance by friends distance for the three groupsof location pairs on the same scale of magnitude.
This time, we scaled up both the friends distances and the linguistic distances tothe same maximum value of the geographic distances. Next, we plotted the relationbetween the friends distances and the linguistic distances in Figure 7, for the threegroups of pairs: Dutch, German and Dutch-German.Figure 7 shows that all location pairs are on the diagonal this time, althoughthe relationship is not perfect, but scattered. The diagonal pattern applies to allthree groups of pairs. This means that the two variables really share a similarconfiguration or topology. Figure 7 supports our finding that the linguistic distancesappear to belong to an overarching socio-geographic pattern that has developed inthe research area over the last two centuries.A regression analysis was also performed to see if a combination of social vari-ables gives an even better result. However, no better model could be found. Thesimple model in which friends is the only explanatory variable still gave the best re-
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sult. We also entered both friends and geographic distances in a (linear) regressionanalysis. The effect of geographic distance here turned out not to be significant.The explanatory power of the gap model (explained variance: 0.723) is higherthan that of the social model (explained variance: 0.668). However, the differencebetween the two models is not big enough to make a final choice for one of them.Combining the two variables in a regression analysis returned a better model witha higher amount of explained variance (0.781). Both variables are significant, al-though the strongest predictor is the gap variable. This is not surprising since thecorrelation value for the gap was higher. Explaining linguistic distance in the Klev-erlandish area clearly requires combining the assumption of a gap and data aboutthe social structure of the area.
4.4 Discussion and conclusions
In this paper we tested three models to explain the pattern of linguistic variationin a sub-area of today’s Kleverlandish dialect area: the continuum model, the gapmodel and the social model. We first compared the continuum model to the gapmodel and concluded that the continuum model nowadays no longer applies to thewhole research area. It applies only moderately to the within- country locations.The gap model explains the linguistic distances between the cross-border pairs oflocations very precisely. There, the state border has become the main determinant ofthe linguistic distances, overshadowing remaining differences and patterns of dialectvariation. Next, we checked to see if the social model had more explanatory power.We therefore looked at contact data about friends, relatives and shopping placesand found that linguistic distance nowadays is embedded in the socio-geographicstructure of the research area. Especially the friends data very much resembledthe linguistic data. Combining the gap model and the social model turned out tobe the most successful way to explain the linguistic distances. Clearly, the dialectvariation in our research area is closely related to the existence of the state borderand to the social structure of the area. The geographic spatial configuration hardlyplays a role anymore.We have shown that political and social contact variables nowadays are moreimportant than geography in explaining the topological structure for linguistic vari-ation in our research area. The pattern of linguistic variation that existed about200 years ago in the Kleverlandish area was the result of human contact. With-out natural or political borders or dominant population centres, the Kleverlandishdialect area developed into a dialect continuum in which linguistic distance wasclosely related to geography. The cohesive social system between locations acrossthe state border diverged after the establishment of the state border in the area in
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Abstract




The primary motivation for using visualization techniques is that we often needa graphical representation to understand the data (Jessop, 2006). In this paperwe discuss how linguistic and geographic distances can be related using a 3Dvisualization.The combination of multi-dimensional scaling and colour coding is a populartechnique in dialectometric studies to visualize the relation between geographic andlinguistic distance (cf., Nerbonne, Heeringa and Kleiweg (1999) and, more recently,Spruit (2008)). The geography of the dialect area is maintained and the differ-ences in linguistic distances are rendered through changing colours. The larger thechange, the larger the linguistic distance. However, the precise relation betweengeographic and linguistic distance is lost. We will convert linguistic data to linguis-tic distances that can also be compared directly to geographic distances. In ourapproach, however, we are able to visualize linguistic distances as ‘real’ distanceswith the use of the third dimension available in 3D modelling software. By doingso more information about the precise relation between geographic and linguisticdistance can be visualized.
The linguistic data that we use are the dialect data that Giesbers (2008) collectedfor 10 locations along the German-Dutch border in the Kleverlandish dialect area.In dialect research we often look at non-linguistic, external factors that might helpexplain language system internal variation. A typical example is the effect naturalobtacles have on dialect variation. Weijnen (1937) for instance discusses the effectof swamp areas on the dialect variation in the Dutch province of Brabant. Sinceno human transportation was possible through the swamp areas in the South-Eastof Brabant, Weijnen claims that these areas are responsible for some of the mainBrabant dialect borders. Hinskens, Kallen and Taeldeman (2000) have pointed at theimportance of socially constructed borders: ‘The influence of socially constructedborders on the dialect landscape, especially those that reflect political, economic,or ecclesiastic boundaries, is often assumed to be minor compared to the influenceof natural borders. However, upon closer consideration, European state borderscutting across old dialect continua sometimes appear to have significant impact ondialect change’.It is the latter kind of effect that Heeringa, et al. (2000) and Giesbers (2008)have examined for the border area between the Netherlands and Germany. The areaHeeringa, et al. (2000) were interested in is situated North of the Rhine, aroundthe German town of Bentheim. Giesbers investigated the Kleverlandish dialect areathat is situated south of the Rhine. North of the Rhine the Dutch-German border
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was already defined in 1648 whereas the border in the Kleverland area, South ofthe Rhine, was defined only after 1815. This dialect area used to be a perfect dialectcontinuum without any natural or political borders, but recent perceptual linguisticdata clearly show a breach in this continuum along the border. The differencesbetween the dialects within the Netherlands and Germany are being perceived asmuch smaller than the differences between the German and Dutch dialects (Giesbers2008).
Do descriptive dialect data support the hypothesis that the state border becamea linguistic border between the German and Dutch dialects? To test this hypoth-esis we developed a procedure for visualizing the relation between linguistic andgeographic distances in 3D. In section 2 we describe the Kleverland research areaand the descriptive linguistic data that Giesbers (2008) collected. Section 3 ex-plains how the linguistic data were converted to linguistic distances and how theselinguistic distances can be related to geographic distances. In section 4 we willdiscuss a visualization of the geographic and linguistic distances with the use ofthe 3D modelling software SketchUp.1
5.2 Data
The research area consists of 10 locations in the Kleverlandish dialect area andis shown in Fig. 1 below. The area does not have any natural borders and the10 locations lie in a connected area close to the state border (the light-colouredline running North-South around the middle). Each location on the Dutch side ofthe border was paired with one location on the German side of the border, thusyielding five pairs of locations. Care was taken that the locations in each pair hada comparable infrastructure, size and distance to the border.
For obtaining geographic distances between each pair of two locations in our re-search area we used an online route planner and queried it for shortest traveldistances by car. This resulted in a 10 x 10 distance matrix GEO with geographicdistances in kilometres between the 10 locations.




Figure 1: The 10 locations on both sides of the Dutch-German stateborder.
The lexical transcriptions were derived from the phonetic transcriptions. Table 1shows an example of the phonetic transcriptions made. It shows the pronunciationfor the concept ‘aardappel’ (potato) as realized by the older respondent of the lo-cation Gennep. The transcription system used was a combination of German andDutch SAMPA.
Location Concept Phonetic transcriptionGennep aardappel ERdAp@l
Table 1: Example of the phonetic transcriptions used.
The data for younger and older respondents was split. This resulted in four subsets(lexical vs. phonetic by young vs. old) of 1000 (10 x 100) data points each.
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5.3 Methodology
In this section we deal with the concept of distance in more detail, and discussan approach to derive a new distance between two locations that is based on thelinguistic differences between them.We used the dialectometric software RuG/L04 for converting the linguistic dif-ferences as expressed in our data to linguistic distances (http://www.let.rug.nl/
~kleiweg/L04/). With this software we first computed the lexical distances be-tween the dialects based on a binary comparison of all the lexemes. The outcomefor a pair is 0 if the lexemes are the same, otherwise it is 1. The distance betweentwo locations is the number of differing lexemes, with a maximum of 100 in this case.The phonetic distances are computed using the Levenshtein method in which twostrings of phonemes A and B are compared. The distance between the two strings iscalculated on the basis of the minimum number of operations needed for string A tobe transformed into string B. The three types of operations permitted are insertion,deletion or substitution of a single character.With the RuG/L04 software we obtained four 10 by 10 distance matrices; LING1,LING2, LING3 and LING4, one for each combination of age (young vs. old) and typeof linguistic distance (lexical vs. phonetic).2 Table 2 shows how LING1, 2, 3 and 4relate to the combination of the age of the participants and the type of linguisticfeature underlying the distance.
Older YoungerLexical LING1 LING2Phonetic LING3 LING4
Table 2: Distribution of age and type of linguistic distance over theLING matrices.
In formal terms, a distance is a mathematical concept that assigns to each pair ofpoints (p1, p2) a number D(p1, p2) such that the following three properties are met:
• D(p1, p2) ≥ 0, and D(px, px) = 0• D(p1, p2) = D(p2, p1)• D obeys the triangle inequality D(p1, p2) + D(p2, p3) >D(p1, p3)
2 In our methodology for computing the linguistic distances we did not use the information aboutinfrastructure and size of the individual locations.
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Geographic measures always meet these three properties and are therefore inter-pretable as distances. This is not necessarily true for the linguistic distances thatwe computed with RuG/L04. These reflect degrees of dissimilarity between loca-tions and the values expressing this dissimilarity do not necessarily obey the criteriafor ‘distance’. Since it would be na¨ıve to assume that these linguistic dissimilaritymatrices would be interpretable on a map without any precaution, we developed aprocedure that copes with this problem. We take the geographic distance matrixGEO as a reference matrix and iteratively adjust it to optimally reflect the linguis-tic dissimilarity matrix, while preserving the mathematical properties of a genuinedistance. We performed this procedure in MATLAB for all four LING matrices asfollows:3
1. The intrinsic difference in scaling between GEO and LING 1, 2, 3 and 4was removed by linearly scaling the LING matrices such that the maximumdistance in the LINGx matrix becomes equal to the maximum distance inGEO (which happened to be 26.1 km). Scaling does not change the intrinsicstructural characteristics of a matrix. The scaling of the LING matrices resultsin four matrices LINGx scaled that are now fully comparable to GEO.2. Next, we create new matrices Dx new(α) = (1 - α)*GEO + α*LINGx scaledfor α in [0,1] using a step size of 0.005, and we search for the largest value of
α for which Dx new(α) is still a formal distance matrix. Evidently, Dx new(0)= GEO, while Dx new(1) returns the LINGx scaled matrix. For intermediatevalues of α we obtain a weighted mix of the two original matrices. It appearedthat the eventual value of α was close to 0.5 for all four LINGx scaled matrices.
This procedure resulted in four matrices Dx new that contain distances that can beinterpreted as kilometres that are based on the linguistic differences between alllocations.Table 3 shows an example of the result of our procedure for two locations (As-perden and Kessel). It is taken from the matrix D3 new that was derived from GEOand LING3 (phonetic data from the older speakers). The first value (3.90) is thegeographic distance between the two locations in kilometres (taken from the GEOmatrix). The third value (4.52) is the distance between the two locations in D3 new(which can also be interpreted in kilometres). The distance between Kessel andAsperden in D3 new is 1.16 times their distance in GEO.
3 http://www.mathworks.com
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Geographic Ratio LinguisticAsperden-Kessel 3.90 1.16 4.52
Table 3: Example of data output by our procedure for one combinationof locations.
5.4 Visualization
In this section we describe a way of visualizing in 3D the relation between thelinguistic distances and the geographic distances taken from the D new matrices.The visualization is based upon the following three basic distinctions. When thelinguistic distance between two locations is larger than the geographic distance,this is visualized as a connecting peak. When the linguistic distance between twolocations is shorter than the geographic distance, this is visualized as a connectingbut interrupted line. If the linguistic distance is exactly the same, this is visualizedas a normal connecting line. The rationale behind this is that if we take two fixedpoints and try to force a line between those two points that is too long for thedistance available, a natural type of behaviour for this line would be to break andform a peak. If the line is too short for the distance available it would break upin pieces and be torn apart. If the line is exactly long enough for it to fit betweenthe two points, nothing happens. A colour coding was also added to further helpdiscern the three types of relations. The peaks are red, the interrupted lines areblue and the connecting lines are black.
We used the modelling software SketchUp for implementing our 3D visualizationand developed a Ruby script to build 3D-models for SketchUp in a semi automaticfashion.4The data for the Ruby script can be fed to it either by filling in several inputscreens or by loading a data file in txt format.5 The current version of the scriptneeds the following three types of data:
1. The number of locations. For our research area this number is always 10.2. The coordinates of the locations, measured in kilometres on the x and y axisof the SketchUp software.
4 http://www.ruby-lang.org5 Please contact the authors if you are interested in the code of the Ruby script.
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3. For each possible combination of two locations the geographic and linguisticdistance between them and the ratio value (cf. Table 3). For our 10 locationsthere are 45 combinations.
Based on these three types of data the script draws a 3D model visualizing thelinguistic distances in our research area.
In the model the amount of mismatch between geographic and linguistic distance isalso visualized, but only when the linguistic distances are larger than the geographicdistances. In those cases this is reflected in the steepness of the peaks. The steepera peak is, the larger the mismatch between geographic and linguistic distance. Forthe current implementation this information about mismatch is not visualized whenthe linguistic distances are smaller than the geographic distances (the interruptedlines).The colour coding of the model (blue, black and red) is based on the informationin the ratios provided. If the ratio value is smaller than 1.00 this means the linguisticdistance is smaller than the geographic distance. If the ratio value is exactly 1.00this means the distances are equal. And if the ratio value is larger than 1.00 thismeans the linguistic distance is larger than the geographic distance.
The model for the LING3 distances is depicted in Fig. 2. It shows the mismatchbetween the linguistic and geographic distances. Of the 45 linguistic distancesvisualized most are larger than their geographic reference distance: the 33 redpeaks. Many linguistic distances are also smaller: the 11 blue interrupted lines.One of the linguistic distances is equal to the geographic reference distance: theblack connecting line.
If we want to see in more detail how the model is related to the research area andthe state border, we need to combine the model with the 2D map of our researcharea that was depicted in Fig. 1. This is shown in Fig. 3.6
Since we hypothesized that the state border has formed a linguistic border in thedialect area we would expect to see mostly red peaks for cross border pairs andblue interrupted lines for pairs on the same side of the border (either Dutch-Dutchor German-German pairs).Of the 11 blue interrupted lines (meaning linguistic distance is smaller thangeographic distance) 9 connect location pairs that are indeed on the same side
6 At http://www.ru.nl/dialect/d2 we also made available a version of the model that can be viewedin Google Earth.
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Figure 2: The model for LING3.
Figure 3: The model for LING3 combined with the 2D map of theresearch area and the state border.
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of the state border. Two of them however are also cross border location pairs:Kranenburg-Afferden and Groesbeek-Huelm. It must be noted that the locations ofthese two pairs are geographically at the far ends of the research area. In addition,these pairs differ substantially in population size and facilities.The one black connecting line (meaning that the linguistic distances is equal tothe geographic distance) is a cross border pair: Siebengewald-Kranenburg. Alsothese locations are geographically at the far ends of the research area and verydifferent in size and facilities.Of the 33 red peaks (meaning linguistic distance is larger than geographicdistance) 22 indeed belong to cross border location pairs. The three steepestpeaks (most mismatch) are also for cross border pairs: Huelm-Siebengewald, Ven-Zelderheide-Kessel, and Goch-Siebengewald. The locations in these pairs are ge-ographically relatively close to each other while linguistically they are relativelyfar apart from each other. However, for the peaks that are less steep the picture ismixed. Also many German-German pairs for instance have relatively steep peaks.And more importantly, 11 of the 33 red peaks also belong to location pairs that areon the same side of the state border.
5.5 Conclusion
In this paper we tested whether descriptive dialect data support the hypothesis thatthe state border in the Kleverlandish dialect area became a linguistic border. Tothis aim we developed a prototype procedure that enables visualizing the relationbetween linguistic and geographic distances using 3D models. When projectingthe descriptive linguistic distances that are based on phonetic data of the olderrespondents as a 3D model onto the 2D map of the research area and the stateborder, we saw a linguistic ‘mountainscape’. This mountainscape showed partialsupport for our hypothesis. Although the steepest red peaks are cross border pairsand most blue connected lines are for pairs on the same side of the border, thered peaks in general show a mixed picture since they also consist of many locationpairs that are on the same side of the border. However, we think that the procedureleaves room for improvement. For instance, instead of visualizing the distances forall 45 possible pairs of locations in the research area, it might be interesting to focuson distances between neighbouring locations only. Such a more local perspectivewould make sense since geographically more remote pairs of locations tend to haveabout the same linguistic distances to each others (Nerbonne and Kleiweg 2006).Also, reducing the number of location pairs will make the visualization less clutteredand easier to interpret.
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Visualization as a research tool for dialectgeography using a geo-browser
Edited from: Folkert de Vriend, Lou Boves, Roeland van Hout, Jos Swanenberg (2011). Visu-alization as a Research Tool for Dialect Geography Using a Geo-browser. In: Literary andLinguistic Computing, 26(1), pp. 17-34.1
Abstract
Moving from a traditional dialect geography research methodology to one in whichdata are processed electronically, and where visualization is used as a researchtool, can be of great benefit to dialect geography. A working environment offeringfull support for using visualization as a research tool could take dialect geogra-phy into the era of e-Science. Despite the advent of electronic data processing,electronic publishing and Geographic Information Systems (GIS), an analysis of themost important computerized tools for dialect geography research suggests thatthere is little support for the use of modern data mining and analysis techniquesconnected to visualization for the analysis and interpretation of dialect data. Inthis article, we use the electronic publication of two major dialect dictionaries toillustrate the value of visualization as a research tool by showing how visual datamining and combining dialect data with independent data sets applies to dialectgeography research. We argue that there is no need for large-scale software de-velopment because visualization, as a research tool, is supported to a large extentby geo-browsers such as ’Google Earth’, which make it possible to flexibly combineand visualize different types of geo-referenced data.




In a traditional model for conducting dialect geography research, visualization isthe last stage of the research chain, and the dominant type of visualization is somekind of map. When data had to be processed manually and printing books or jour-nals was the only publication medium at hand, there was hardly an alternativefor drawing and printing maps. In this article, we argue that moving from thistraditional model to one in which data are processed electronically, and visualiza-tion is used as a research tool, can be of great benefit to dialect geography. Aworking environment offering full support for such a model could take dialect geog-raphy into the era of e-Science: ‘the systematic development of research methodsthat exploit advanced computational thinking’ (Malcolm Atkinson, e-Science Envoy,
http://www.rcuk.ac.uk/escience). So far, despite the advent of electronic dataprocessing, electronic publishing and Geographic Information Systems (GIS), thereseems to be little support in computer-aided dialect geography research for usingvisualization as a research tool. In this article, we show how dialect geographyresearch can benefit from this and that existing geo-browsers such as ‘Nasa World-wind’ or ‘Google Earth’, which are extremely powerful tools for displaying all kindsof data that can be related to geographical locations, offer most of the visualizationfunctionalities that a dialect geographer will need.Our arguments will mostly be illustrated with examples taken from two dialectdictionary projects in the Dutch language area, namely Woordenboek van de Bra-bantse Dialecten (WBD 1967–2005) and Woordenboek van de Limburgse Dialecten(WLD 1983–2008), and the project ‘Digital Databases and Digital Tools for WBDand WLD’ (D-Square). In the project D-Square (De Vriend and Swanenberg, 2006)the data published by the WBD and WLD projects have been digitized. Besidesmaking the data digitally accessible, the project originally aimed to develop ad-vanced cartographic tools for dialect geography. During the course of the project,it appeared that the use of geo-browsers enables novel and extremely powerfulresearch methods well beyond computer-aided cartography.In Section 2, we sketch a basic model for conducting dialect geography research.For that purpose, we analyse the data that are at stake and the relations betweenraw and processed data. In Section 3, we extend this basic model with visualizationas a research tool. Next, we check to what extent tools that are already availablefor dialect geography support using visualization as a research tool and then we gointo more detail about the use of the geo-browser ‘Google Earth’ in the D-Squareproject. In Section 5, we discuss a working environment for dialect geographyresearch in the context of e-Science and draw some conclusions about the role ofthe geo-browser.
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6.2 The dialect geography research chain
Dialect geography is founded on a long history. Seminal dialect geography projectsin Europe were Wenker’s Sprachatlas von Nord- und Mitteldeutschland (1881), themore recent Deutscher Sprachatlas (1927–56), which was based on Wenker (1881),and the Atlas linguistique de la France of Gillie´ron and Edmont (1902–10). Theseworks were ‘dialect atlases’ and, as such, aimed at systematically documentingthe relation between language variants and geographical locations with the use ofmaps. The typical dialect atlas had an ‘onomasiological’ organization and wouldcover only a small selection of different senses. Another popular type of dialectgeographic research aimed at documenting language phenomena for a small andclearly delineated geographical location. The results of this type of research wereusually published in the form of ‘dialect dictionaries’. The typical dialect dictionarywas alphabetically organized by lexeme (‘semasiological’) and aimed at being ex-haustive. Examples of influential dialect dictionary projects in the Dutch languagearea are J.H. Hoeufft; Proeve van Bredaasch taal-eigen (1836) and G.S. Overdiep;De volkstaal van Katwijk aan Zee (1940). With the start of the Brabant (WBD) andLimburg (WLD) dialect dictionary projects in the 1960s, a new research method wasintroduced that combines onomasiological and semasiological approaches (Weijnen,1961). Like dialect atlases, WBD and WLD were organized by sense, and linguisticvariation between different geographical locations was visualized with the use ofmaps. But WBD and WLD also aimed at being comprehensive, like the conventionaldialect dictionaries. The difference between atlases and dictionaries has also beendescribed in other terms: because dictionaries describe linguistic observations forjust one location, they are called ‘monotopical’, while atlases, describing the lin-guistic variation for multiple locations, are ‘diatopical’.Fig. 1 shows a basic dialect geography research chain that essentially appliesto all approaches mentioned above. In this research chain, we distinguish the mainstages in dialect data processing: collection, filtering, different types of interpreta-tion and visualization. The methodological distinction between the typical dialectdictionary and dialect atlas is also shown. The shaded blocks at the top of Fig.1 are only relevant to the typical dialect atlas project. The blocks ‘filtering’ and‘linguistic interpretation’ are partly shaded since they are relevant to both dialectatlas projects and dialect dictionary projects.Below, we will go into more detail about the nature of the stages in the researchchain. We focus on the shaded (and half shaded) blocks. These are relevant to thediatopical perspective of the typical dialect atlas and the WBD and WLD projects.As can be seen from Fig. 1, we model the conventional dialect geography processesvery much as a pipeline in which dialect data flows from left to right. To a large
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Figure 1: Processing stages of dialect data in basic research chain.
extent, the left-to-right data and process flow was imposed by the limitations ofthe manual labour involved. Moreover, it was not uncommon to embark on datafiltering only after data collection was completed; and to start interpretation onlyafter filtering was complete, if only because filtering would reduce the amount ofraw data to what could be interpreted by an unarmed researcher.
6.2.1 Collection of raw diatopical dataBefore the raw data can be collected, a dialect geography project needs to define thegeographical area of interest. In diatopical projects, the definition of the researcharea is usually based on political criteria, such as provincial or regional boundaries.Next, the set of ‘locations’ contained within the borders of the research area isdefined. Because the location where they were attested is an inherent property ofthe raw data, all dialect geography data can be considered as both linguistic dataand geo-referenced data, i.e. data with an inherent geographic component. Thisis also true for monotopical data collections, even if the geographical location willonly become important information if two or more dialect dictionaries are used asthe basis for subsequent comparative research. Some dialect geography projectsalso define the senses for which dialect data will be collected. This was the case forthe WBD and WLD projects, which were based on a taxonomy of senses (Hallig andVon Wartburg, 1952). Finally, before the dialect forms can be collected, a choicehas to be made for the linguistic description level the research is aimed at. Mostprojects focus on the lexical or the phonetic level, although there are, of course, alsoprojects that focus on syntax (cf. Barbiers et al., 2005).In the actual data collection phase for each ‘location’ in the research area,dialectal ‘forms’ are recorded for each of the ‘senses’ defined. Thus, the core datatypes in the raw dialect data are ‘form’, ‘sense’, and ‘location’ (De Vriend et al.,
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2006a). The raw data collected in the WBD and WLD projects are ‘forms’, i.e. thehandwritten answers given in questionnaires (cf. Fig. 2) that are related to ‘senses’(the great titmouse in the example) and attested in a specific geographic location(not visible in the example). The question in the left-hand panel translates as ‘whatdo you call a great titmouse?’ The answer is given to the right in the questionnairein a phonetic transcription system, called Genoveva, which was especially designedfor use in WBD and WLD (WBD, 1967).It should be clear that most aspects of the data collection must be fixed at thestart of a dialect geography project. Adapting procedures during the collectionprocess is bound to result in inconsistencies. At best, the geographic area and setof senses for which data are collected can be changed.The raw data of the WBD and WLD dictionaries have not been digitized in theD-Square project. Since this information is recorded on paper questionnaires, someof which date back to the 1960s, this means that valuable information only presentin the raw data may eventually be lost.
6.2.2 Filtering
Before the raw data can be interpreted, a distinction is made between data thatcan be used and data that is deemed unfit for use in the project. Raw data canbe considered unfit for further processing for several reasons. This can be becausethe data are unintelligible or because the respondent has given an obviously wronganswer. The former can happen when a respondent has very bad handwriting. Thelatter can happen because respondents misunderstood the question (for example,because two bird species were confused) or because they did not know the dialectform and have given the standard language form instead.Another reason to leave data out is for avoiding an unbalanced data set or acollection with data missing. A fully balanced data set would contain a form variantfor each sense and for each location. In practice, the raw data are very likely notperfectly balanced. In that case, one might decide to omit senses and/or locationsfor which too few data were recorded, or to omit part of the data from locationswhere the data were particularly abundant. The former strategy was applied byDe Vriend et al. (2007) for analysing the very unbalanced WBD data using clusteranalyses. If, however, only the filtered data were stored and digitized, potentiallyuseful data would be irrecoverably destroyed.
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Figure 2: Example of raw data for Koolmees (‘great titmouse’) in WBDquestionnaire [taken from Nijmeegse vragenlijst 9 (1961)].
6.2.3 Linguistic interpretation
Next, the raw data are interpreted linguistically. In the interest of brevity, we willlimit the discussion to the interpretation of form variation; issues related to sensevariation are largely analogous.When data has been collected for more than one respondent per location, select-ing a unique representative form for that location can reduce form variation in eachlocation. Furthermore, when raw data are transcribed by more than one person, thiscan introduce inter-transcriber variation, for instance, in the level of phonetic detail.In WBD and WLD, changes were made to the phonetic transcriptions in an effortto make these more consistent. Projects that collect phonetic forms usually as-sign these to higher order classes, for instance, a lexical entry. In WBD and WLD,phonetic forms were collapsed to so-called heteronym categories, i.e. synonymswith form variants that are geographically distinct and that differ in more aspectsthan pronunciation variation, such as more open/closed vowels, etc. (Weijnen, 1961).WBD and WLD also introduced a level of classification in between the raw pho-netic forms and heteronyms: the lexical variant. Lexical Variants group togetherraw variants that are distinct with regard to their consonant structure, but may bethe same regarding the vowels used. Figs 2 and 3 illustrate the two classificationlevels used in WBD and WLD. The raw phonetic form for the sense ‘great titmouse’in Fig. 2 was classified under the lexical variant ‘kesemus’ depicted in italics in Fig.3. This lexical variant was then classified under the heteronym ‘kezenmus’ which isdepicted in bold face in Fig. 3. This heteronym is one of the many form variants for‘Koolmees’ (great titmouse) in WBD. In the WBD fascicle containing this lemma, thephonetic forms could not be published for space limitations, but they are availablethrough the D-Square project. This is one example of how electronic data repre-sentations can overcome practical limitations imposed by the data processing andpublication methods that were available in the ‘printed book’ era. We will return tothese ‘hidden’ data in sections 3 and 4, where we will show how modern interactiveresearch methods can make good use of the detailed data.
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6.2.4 Geographic interpretation
When the raw data has been cleaned and interpreted linguistically, it can be fur-ther interpreted by looking at the relation between form variation and the differentlocations in the research area. Some dialect geography approaches focus on clas-sification of locations into clearly demarcated groups that represent distinct dialectareas. Other approaches focus on the role of individual locations in relation to theirsurrounding locations in an effort to do justice to the existence of dialect continua.These two methodologies have been called ‘typophilia’ and ‘typophobia’, respec-tively, by Goebl (1982) or ‘German’ and ‘French’ style by Kretzschmar (2006). Inthis article, we use the terms ‘German’ and ‘French’.
The German approach typically involves the classification of locations basedon form types. The WBD and WLD dictionaries have applied this approach fordistinguishing (sub-)dialects within the Brabant and Limburg areas. For example,the locations ‘Lith’, ‘Oijen’, and ‘Megen’ are classified as belonging to the Brabantsub-dialect Maaslands, because of the relatively large number of form types theyhave in common. In the example given in Fig. 3, we can see that the locationwhere the form type ‘kezenmus’ was found is classified under the geographic areaof Kleinbr. (‘Kleinbrabants’), another Brabant sub-dialect.
The French approach, typically, is based on form distances that are calculatedfor location pairs in the research area. A basic way of obtaining such form distanceswas introduced by Se´guy (1971). For a data set, one counts the number of timesany pair of two locations share the same form type for a given sense. The resultingnumber then indicates the degree of form overlap between two locations and can beconverted into a form distance. Using form distances makes it possible to avoid hardclassification that might not correspond to the perception of the local people andrather focus on relative differences between locations and regions. Dialectometryarose out of the approach to dialectology developed by Se´guy (Goebl, 2006; Kret-zschmar, 2006) and has become a popular computational method in dialectology.
Mixed forms of the two methodologies are also possible. Heeringa and Ner-bonne (2006), for instance, first calculated form distances between locations follow-ing a French approach, and then clustered these distances to construct discreteclasses that would be typical for a German approach. This data-driven classifica-tion also avoids political or geographical biases in establishing borders between(sub-)dialects.
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Figure 3: Interpretation of raw data for Koolmees (‘great titmouse’).(taken from Swanenberg, 2001, p. 98)
6.2.5 Visualization of map data
The last stage in the research chain in Fig. 1 is visualization. Since the datatype ‘location’ has a physical grounding on the Earth’s surface, an intuitive wayof visualizing the geographic interpretation of the data is with the use of a map.Individual locations on a map can be depicted in such a way that not only their placein the physical/natural space is visible, but also their place in a dialect continuum(for the French approach) or in a dialect area (for the German approach). Themap in Fig. 4 is an example of a visualization following a French approach. It istaken from Heeringa (2004) and was made using a combination of multi-dimensionalscaling and colour coding for visualizing the form distances between locations inthe Dutch language area. Gradual shifts in colour show that adjacent locationshave many phenomena in common. Sharp shifts in colour imply that the distancebetween neighboring locations is rather large, and this can be interpreted as a‘dialect border’. For example, it can be seen that the location Overpelt is just eastof the border between Brabant and Limburg dialects, and that Geraardsbergen ison the border between Flemish and Brabant dialects.The WBD dictionary project uses visualizations in a German approach. Mostmaps are so called symbol maps, which display the locations where specific formswere attested by printing a symbol corresponding to that form on that location (cf.Fig. 7). The map in Fig. 5, however, is an example of a WBD map (Belemansand Goossens, 2000) that shows the aggregate classification of locations in theBrabant dialect area into distinct dialect groups. The location ‘s Hertogenbosch’,for instance, belongs to the dialect class Maaslands (Area twenty-three in the map).
6.3 Extending the research chain: visualization as a research tool
The dialect geography research chain, described in Section 2, is a highly schematicand, therefore, simplified view of the methodology for conducting diatopical research.Visualization of map data does not have to be a static and final stage in the research
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Figure 4: Map visualizing the place of individual locations in a dialectcontinuum of the Dutch language area. (taken from Heeringa, 2004, p.273)
chain. The human eye has been frequently advocated as the ultimate data-miningtool (Lin et al., 2007). In this section, we go into more detail about using visualizationas a research tool. We discuss how combining visual data-mining processes with theability to incorporate independent diatopical data can be a powerful tool for betterunderstanding dialect data (and possibly also for reaching a different interpretation).This will lead to an extended version of the research chain that is depicted in Fig. 6.Compared with the diatopical perspective of the basic research chain in Fig. 1, wemade the visualization stage dynamic and added right-to-left arrows going from thevisualization stage back to preceding stages. We also added the box ‘incorporationof independent diatopical data’. These extensions are discussed in more detailbelow.
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6.3.1 Visual data mining
Shneiderman’s ‘visual information-seeking mantra’ formulates the basic principlesfor designing advanced information visualization interfaces as: ‘overview first, zoomand filter, then details-ondemand’ (Shneiderman, 1996). These guidelines applyto every visualization interface that facilitates basic user-controlled exploration ofinformation. A visualization interface for dialect geography information in the form ofmap data is no exception. For using visualization as a research tool, the principlescan be regarded as a set of minimum requirements. In Fig. 6, they have beenincorporated by making the visualization stage dynamic.For dialect geography research, Shneiderman’s mantra implies that, first, oneshould be able to see an overview of the entire collection of locations in the researcharea. With dialect geography, data overviews are mostly used for seeing whetherpatterns (dialect area’s) can be distinguished or not. However, if the map areaon display is large, the data to be displayed must be processed in such a mannerthat the picture remains interpretable. This can be done by selecting only themost important data points for display, or by using a procedure that can transformlarge amounts of detailed data in such a manner that an easily interpreted visualrendering is possible.After having gained an overview, one should be able to zoom in on locations ofspecial interest. Locations can be of special interest for many reasons. Switchingbetween different zoom levels can facilitate searching in a set of data for patternsthat are only apparent when the right zooming level is selected. For instance, whenone is looking for important isoglosses and one, initially, has chosen a zoom levelthat only shows the transitional area between two language phenomena, no clearpattern will be visible. Only on a larger scale, when zoomed out sufficiently, can onesee the overall pattern and how the transitional area is related to the surroundingareas (e.g. Crystal, 1995). Therefore, ‘zooming’ does not always mean that the areaon the display is decreased; on the contrary, it may be necessary to zoom in andout successively.Often, zooming needs to be combined with some kind of filtering or - in dialectgeography - selection of a subset of the map data. Especially when zooming out,it is important that the display remains clear and uncluttered. For instance, for themap displayed in Fig. 4, one might be interested only in the Flemish locations ofthe Dutch language area (the locations in the lower part of the map, roughly fromKalmthout downwards). Then, it would be helpful if the locations in the northernpart of the map could be omitted from the visualization, since their presence wouldonly be distracting.Finally, access to ‘details-on-demand’ allows for selecting a location or group
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of locations and getting details when needed. As discussed in Section 2, in theprinted WBD and WLD dictionaries, only the lexical variants were published, notthe detailed phonetic transcriptions. Thanks to the inclusion of these phonetictranscriptions in D-Square, it is possible to investigate linguistic phenomena in alevel of detail that was previously unattainable.Filtering and access to ‘details-on-demand’ are processes that do not operateon the visualization stage of the research chain only. They can be used for inter-acting with the preceding filtering and interpretation stages as well. In Fig. 6,this extension of the research chain is indicated by the three arrows going fromvisualization back to the preceding filtering and interpretation stages.Instead of filtering out map data (one or more locations) in the visualizationstage only, visual inspection of map data would also allow a researcher to removethe raw data responsible for those map data in the filtering stage. A researchershould be aware, however, that this would have an effect on all subsequent stages,since these raw data will no longer be fed to the interpretation stages. There, theremaining raw data can now lead to a different interpretation. For instance, whenone is using cluster analyses for finding dialect areas, removal of raw data mayresult in locations moving from one cluster (area) to another.In Section 2.3, we discussed how, for WBD and WLD, raw data were linguisti-cally interpreted and classified at different levels of detail. Raw phonetic forms werefirst classified under lexical variants, which were then classified under heteronyms.For further geographic interpretation of the data, a choice for one (or more) of theselevels of detail has to be made. However, it is quite possible that isoglosses onlyappear in the visualization stage when the appropriate level of detail is chosen inthe linguistic interpretation stage. The same principle applies to the geographic in-terpretation stage where, in WBD and WLD, geographical locations were collapsedto names for fairly large areas. Furthermore, here, the researcher might want tochange the level of detail used in the interpretation stage.By combining dynamic visualization with direct manipulation of the filtering andinterpretation stages, visualization can be turned into a research tool for advancedvisual data mining. This underlines the crucial role of the researcher who carriesout the procedures, but also the importance of excellent tools to make the processeseasy and transparent. These tools should support the cyclic nature of the process ofgoing back and forth between the stages, and render the results for visual inspec-tion. A working environment that allows for effortless and rapid rendering of theresults of new analyses makes it possible to interactively explore multiple hypothe-ses about structure in the data. By doing so, the original unidirectional researchchain depicted in Fig. 1 is turned into an architecture that supports an iterativeprocess flow.
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Figure 5: Map visualizing the WBD classification of locations in theBrabant dialect area. (taken from Belemans and Goossens, 2000, p.69)
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Figure 6: Processing stages of diatopical dialect data in extendedresearch chain. Note the cyclic process flow.
6.3.2 Incorporating independent diatopical data
Weijnen (1977) discusses different patterns that can be distinguished when lookingat dialect maps. Each type of pattern might reflect a different underlying process.For instance, ‘the shattered block’ is a pattern consisting of two or more geograph-ically separated areas where the same phenomenon was found. Fig. 7 shows thegeographic distribution of the form ‘apis’ for ‘abeille’ (English ‘bee’) in France. Thequestion is what historical processes might explain this pattern.Support for hypotheses about the underlying processes might be found in in-dependent diatopical data. This can not only be other dialect data or historicallinguistic data (Goossens, 1977), but also data that is seemingly independent fromdialect geography or even linguistics as a whole.2 Dialect variation can be linkedto many different circumstances or events that affect inter-human contact. Weijnen(1977) argues that one should be very careful in the interpretation of patterns, likethe shattered block. It could be that the forms, which are now only attested indisparate areas, were also present in the areas in between, but were lost there forsome reason. But the pattern could also be attributed to colonization processes.When a dominant tribe invades an area, they may introduce new objects or conceptsor new words for existing concepts. The locals are then likely to adopt the wordsthat the invaders use. If the invaders do not settle in the area in between their
2 See for instance Nerbonne (2007) about cross talk in humanities computing.
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origin and new settlements, there is no need for the corresponding forms. How-ever, one would expect that colonization processes are also attested in historicalsources that have nothing to do with language per se. Today, electronic access tomany different kinds of data enables us to search for evidence that may support orinvalidate hypothetical explanations.The example given in the preceding paragraph illustrates the need for dialectresearchers to be able to incorporate different types of non-linguistic diatopicaldata into their research. Ideally, research into relations between such independentdiatopical and dialect data already starts in the interpretation stage, using data-mining techniques (cf. the work of Muysken on traces of contact for which extremelyrich databases of linguistic variation are exploited: www.ru.nl/linc). In Fig. 6, thisis shown by the box ‘incorporation of independent diatopical data’ as an additionalinput to the geographic interpretation stage. Next, visualization will help to furtherunderstand the relations between the independent diatopical and the dialect databy means of combined visualization, i.e. by overlaying maps. As with filtering andaccessing ‘details-on-demand’, multiple hypotheses could be explored by overlayingmaps related to different phenomena.
6.4 Technologies for using visualization as a research tool
In dialect geography, the advent of electronic data processing, electronic publishing,and GIS has provided many technologies for supporting (stages of) the researchchain. In this section, we investigate to what extent existing techniques benefit fromusing visualization as a research tool. We do this by focusing on the two aspectsdiscussed in the previous section: support for visual data mining and the abilityto incorporate independent diatopical data. We first look at two workbenches fordialect geography research: RuG/L04 and Visual DialectoMetry. Next, we discusstwo projects aimed at digitization and electronic publication: DIWA and D-Square.In the last subsection, we illustrate in more detail how, in the D-Square project, ageo-browser is used for visualization purposes.
6.4.1 Workbenches for computer-aided dialect geography researchRuG/L04, developed by P. Kleiweg, is a collection of scripts that can be executedfrom a Graphical User Interface (GUI).3 It includes scripts for data preparation,dialectometric approaches to data analyses, statistics, and ways of visualizing theresults of the analysis (in the form of dendrograms and maps). Since the first versionof the software released in 2004, it has been continuously updated and extended
3 See http://www.let.rug.nl/kleiweg/L04/ (accessed 10 July 2009).
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Figure 7: The ‘shattered block’. (taken from Weijnen 1977, p. 12)
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with new and improved functionality. Some of the latest updates, for instance, areWeb-based versions of the software. Data that RuG/L04 takes as input alreadyhave to be filtered and linguistically interpreted and visualizations are generatedin static image files (.eps). The system does not offer support for using visualizationas a research tool. Both dynamic visualization and direct manipulation of data inthe stages preceding visualization are not supported. The system does not supportthe use of independent diatopical data either, because the software can only processor visualize one data set at a time.Visual DialectoMetry (VDM) was developed, between 1998 and 2000, in thecontext of the dialectometry project at the Salzburg University and implements al-gorithms that support the dialectometric analyses of dialect atlas data (Haimerl,2006). It offers functionality for management of pre-classified atlas data, variousdialectometric approaches to data analyses, and various ways to visualize the re-sults of such analyses (dendrograms, charts, or maps). All data are stored in a MSAccess database and the functionality of VDM is accessed through a GUI. Since2000 VDM has been further enhanced with updates and new functionality. VDMdoes provide some support for using visualization as a research tool. It is possi-ble to filter map data in the GUI, so that specific data layers can be visualized.However, one cannot zoom or access detailed data from the visualization interface.Although VDM does offer some control over parameter settings for the geographicinterpretation stage through the visualization, direct manipulation of data in theinterpretation or filtering stages is not supported.4 Finally, just like RuG/L04, thissoftware can only process or visualize one data set at a time. Therefore, VDMcannot take independent diatopical data into account.
6.4.2 Projects aimed at digitization and electronic publication
The workbenches discussed in the previous subsection were custom developed fordialect geography research and support the last two stages of the extended researchchain: geographic interpretation and visualization. Here, we look at two projectsaimed at digitization and electronic publication of an existing set of interpreteddialect data and focus on the visualization stage of the extended research chain.5Both projects use third-party software for visualization: a GIS and a geo-browser,respectively.
4 Parameter settings for the geographic interpretation stage can be controlled for so-called ‘referencepoint maps’. There, the user can click on one of the polygons, which represent one location, and by doingso make this location the new reference location. Furthermore, the colours of all other polygons are thenset to reflect their similarity to the new reference location automatically (Haimerl, 2006).5 These projects, therefore, will (and can) not be checked for support for direct manipulation of data inthe stages preceding visualization in the research chain.
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The project Digitaler Wenker Atlas (DIWA) is aimed at the electronic publicationof the Wenker atlas. The project aims to archive all the data from the Wenker atlasand improve the accessibility of this data through Internet publication (Kehrein etal., 2005). In the project, all maps from the Wenker atlas have been scanned andthen geo-referenced. Furthermore, all completed questionnaires with raw data havebeen scanned. The images are made available using a GIS-server.The DIWA web interface offers substantial support for using visualization as aresearch tool. After having selected a map in the application, one starts out with anoverview of this map. Next, it is possible to zoom in on a sub-area of the map. Thelocations on the maps are connected to a database with detailed information; byclicking on symbols visible on the maps, data from the completed questionnaire thatwas used for a particular location can be accessed. Filtering of map data is providedsince the data layer with additional information can be turned on or off. Finally,Wenker maps can also be combined with other maps from the atlas or with mapscontaining independent diatopical data (Herrgen and Lenz, 2003). This is done byrendering two transparent maps simultaneously.In the D-Square project, we took a different approach to the electronic publi-cation of dialect geography data. Instead of the costly process of scanning, geo-referencing, and database linking of all the original print maps of the WBD andWLD dictionaries, we chose to generate new maps based on the interpreted databy means of a geo-browser (De Vriend and Swanenberg, 2006). Geo-browsers aregraphical user interfaces for geo-referenced data that use a three-dimensional rep-resentation of the earth (a ‘virtual globe’) as the primary principle to structure anddisplay data. One of the first geo-browsers was developed by Keyhole Technologyand was first demonstrated in 2001 (Foresman, 2004). Today’s best-known geo-browsers are ‘NASA World Wind’, ‘Microsoft Virtual Earth’, and ‘Google Earth’.6In the D-Square project, we choose to use the geo-browser ‘Google Earth’, mainlybecause of its easy to interpret XML encoding for geo-referenced data called Key-hole Markup Language (KML).7 In the next subsection, we go into some more detailabout the use of the ‘Google Earth’ geo-browser in the D-Square project and seeto what extent it supports visualization as a research tool.
6.4.3 Visualization as a research tool using a geo-browser
In the D-Square project, existing cartographic software for Variationist Linguisticsdeveloped by the Meertens Institute was extended with a module that can output
6 ‘Google Earth’ is based on the geo-browser developed by Keyhole Technology.7 See http://earth.google.com (accessed 10 July 2009).
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the interpreted WBD and WLD data in the KML file format used in ‘Google Earth’.8To maintain consistency with the original printed maps, we chose to display thedata as a symbol map. For converting data to a symbol map in the KML-format,two conditions must be fulfilled:
• The format of the original data should be tabular (e.g. an Excel file or rela-tional database).• The geo-referencing system used in the data should be longitude and latitude.
The first condition was met for the WBD and WLD data about the ‘GeneralVocabulary’ (Part III) that were already in a database format. The data about ‘Agri-cultural Vocabulary’ (Part I) and ‘Technical and Craft Vocabulary’ (Part II), however,are currently only available as running text. Therefore, no maps in the KML formatare available for these data. The second condition was not met for any of the WBDand WLD data, since the locations are all specified with the geo-referencing sys-tem of Kloeke (Kloeke and Grootaerts, 1934). Therefore, in the D-Square projectthe Kloeke system was converted to longitude and latitude. In doing so, we did notchange the spatial resolution.In addition to displaying symbol maps, the KML file format can also be used todisplay data in the form of a polygon or as an image overlay. Polygons can be usedto recreate, in ‘Google Earth’, the map in Fig. 5 by using a separate polygon foreach of the twenty-one areas depicting a class of WBD locations. Polygons can alsobe used for creating 3D-shapes.9 Image overlays can be used for overlaying othermaps upon the ‘Google Earth’ surface (see also below where independent diatopicaldata are discussed) and overlays can be made transparent for visually relating themto each other. For converting data to polygons or image overlays in the KML fileformat, the tools built into ‘Google Earth’ can be used. Alternatively, the data canbe converted to KML directly. Again, the basic geo-referencing system used in thedata should be longitude and latitude. For 3D polygons, a value for elevation mustalso be added. For encoding an image overlay, each of the four corners of an imageneeds to be bound to longitude and latitude values. The amount of rotation theimage should have relative to the ‘Google Earth’ surface can be set as well.Geo-browsers fully adhere to Shneiderman’s visual information-seeking mantra.This is illustrated by the ‘Google Earth’ examples in Figs 8 and 9.10 The WBD map
8 See http://www.meertens.knaw.nl/kaart (accessed 10 July 2009).9 As De Vriend et al. (2008) demonstrate, 3D-models could potentially be used for visualizing formdistances as geographic distances by using arcs, connected lines, and dotted lines in a geo-browser. Forthese 3D-models, the authors did not use KML, but a file format that can be created in a specialized helperapplication for ‘Google Earth’ called SketchUp.10 See also Wood et al. (2007) who illustrate this by using ‘Google Earth’ for a mobile service directorylog file.
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data displayed in these figures come from one file in the KML file format that isdiscussed in De Vriend et al., 2007.11 The white overlay covering the whole WBDarea was added for this print publication to help distinguish the map data from the‘Google Earth’ data. The authors performed a data-driven classification of WBDdata using cluster analyses. Fig. 8 shows an overview of the resulting (German-type) symbol map (altitude = 199.63 km), together with some of the geographiccontext; for instance, it can be seen how the Dutch/Belgian research area is situatedrelative to Belgium and the Dutch provinces of Limburg and Zeeland. Fig. 9 showsthe same symbol map, but now zoomed in on the Dutch part of the WBD area(altitude = 122.81 km), filtered (only one of the nine clusters is displayed becauseit shows an atypical pattern), and with the optional details about the underlyinggeographic data (the original Kloeke code) shown for the location ‘Oss’ in a smallpop-up window.Furthermore, multiple sets of independent diatopical data can be combined ina geo-browser (for instance, Blower et al., 2007). Geo-browsers usually come witha large amount of geo-referenced data, such as satellite pictures of the surface ofthe Earth that shape the virtual globe onto which other geo-referenced data can beprojected. These data can be seen as one type of independent diatopical data thatis readily available. The combination of these data with dialect geography data canalso be seen in Figs 8 and 9. In Fig. 10, we have added another set of independentdiatopical data. It shows the same WBD data from Fig. 8. (zoomed in on the north-eastern part of the WBD area), but now we replaced the white overlay with animage overlay showing the political borders of the Duchy of Brabant around 1400AD. Around that time, the Duchy of Brabant was at the height of its power. The mapis taken from Van Uytven (2004) and was scanned and then imported into ‘GoogleEarth’. The combination is interesting, since the set of eleven locations depictedas small bullets roughly following the river ‘Maas’ in the figure does not cross thedashed line marking the north-eastern border of the Duchy in the fifteenth century.Only much later in history did these eleven locations become part of the provinceof Brabant. Combining present day WBD data about the dialects spoken in thisarea with the historical political map from Van Uytven (2004) helps in generatinghypotheses about the origins of present-day patterns in dialect variation. Basedon Fig. 10, we can hypothesize that because there used to be no political influencefrom the Duchy of Brabant on this area for a long period in history, the dialects ofthe ‘Land van Heusden’, ‘Land van Herpen’, ‘Land van Cuijk’, and the location ‘Lith’(northwest of Oss), together are still recognizable as a sub-dialect in present-dayBrabant.
11 The KML files discussed in this article can be downloaded from http://dialect.ruhosting.nl/d2.
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Figure 8: Dynamic visualization in a geo-browser (1): overview of datawith geographic context.
6.5 Discussion and conclusions
In this article, we first described a basic dialect geography research chain in whichwe distinguished the main stages in dialect data processing: collection, filtering,different types of interpretation and visualization. This research chain was mod-elled very much as a pipeline with a left-to-right data and process flow. We thenextended the basic research chain with support for visual data-mining processesand incorporation of independent diatopical data. We illustrated how these exten-sions open up novel possibilities for interpreting dialect geography data and howthey turn visualization into a valuable research tool for dialect geography.
E-Science enables new research by giving researchers access to re-sources held on independent computers in different locations as thoughthey were on their own desktops. The resources can include data col-lections, very large-scale computing resources, scientific instrumentsand high performance visualization. (Malcolm Atkinson, e-Science En-voy, http://www.rcuk.ac.uk/escience).
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Figure 9: Dynamic visualization in a geo-browser (2): zoomed in, fil-tered, and with details on demand.
The extended dialect geography research chain that we sketched in this articleoffers full support for all aspects of e-Science, with a focus on visualization as aresearch tool. A working environment supporting such a research chain will enablegenerating and testing multiple hypotheses about the data much more easily thanpreviously in traditional research methods. By using dynamic visualization andbeing able to repeatedly iterate through the stages of the research chain, multiplehypotheses about structure in the data can be explored. By combining differenttypes of non-linguistic diatopical data with dialect data, one is able to explorehypotheses about relations between the structures found in the data sets.We investigated to what extent existing technologies in dialect geography canbenefit from using visualization as a research tool. The RuG/L04 software offersstrong support for the interpretation stage, but the map data it outputs in eps filescannot readily be connected to visualization as a research tool. Although VDMexplicitly aims at offering a tool for visual exploration of dialect data, it offers onlylimited support for using visualization as a research tool. Independent diatopi-cal data cannot be taken into account and filtering of map data is the only visualdata-mining process supported. The focus in the projects DIWA and D-Square ison the visualization stage, since these projects aimed to publish a digitized ver-
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Figure 10: Relating independent diatopical data on historical politicalborders to present day dialect geography data using a geo-browser.(map fragment taken from Van Uytven, 2004, p. 224)
sion of already interpreted data. Both projects offer substantially more supportfor visualization as a research tool. For building an e-Science working environ-ment, the geo-browser ‘Google Earth’, used in the D-Square project, has the mostpotential. The DIWA system only supports image overlays for incorporating in-dependent diatopical data. Moreover, these image overlays also need to be ona specialized GIS-server. ‘Google Earth’ supports a range of encoding types forindependent diatopical data besides image overlays: symbol maps, polygons, and3D-models. These data can reside on any web server or be made available via a webservice. For quickly overlaying images, ‘Google Earth’ offers easy-to-use built-intools. Although overlaid maps in ‘Google Earth’ are less accurate than using trulygeo-referenced maps, they are often sufficient for quickly generating and testinghypotheses. Lastly, the KML format recently became the OpenGISstandard. Themain objective of this standard is the development of KML into the internationalstandard language for expressing geographic annotation (such as the places wherespecific dialect/language phenomena were attested) and visualization on existing orfuture web-based online and mobile maps (2D) and earth browsers (3D). Further-more, the standard will lead to greater uptake and interoperability of geo-browserimplementations (http://www.opengeospatial.org/standards/kml).
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Ideally, a full-fledged e-Science working environment would support the com-plete extended research chain in Fig. 6. A first step towards such a workingenvironment would be to combine the ‘Google Earth’ geo-browser with specializedtools for use in the interpretation stage. As already indicated in Section 4.1, one ofthe latest developments for the RuG/L04 software is the availability of web-basedversions of the tools for dialectometric analyses. Together with the API recentlyintroduced by ‘Google’ that enables embedding of the ‘Google Earth’ application ina webpage, this would offer the basic building blocks for the development of such aworking environment. Such a web-based e-Science working environment could offerthe researcher a ‘dashboard-like’ overview of the stages of the extended researchchain in which changes made in one stage are instantly visible in the other stages.Several hurdles, however, still have to be overcome. Only with seamless inte-gration of ‘Google Earth’ with the RuG/L04 software can direct manipulation of thedata through visualization be possible. For this, the ‘Google Earth’ API would haveto offer access to user input, subsequent behaviour of map data, and applicationoutput for sending calls to RuG/L04. Currently, this is not the case. Issues alsoremain with regard to the meta-data used by the two applications in order to makethem interoperable. A module recently added to RuG/L04 that converts a symbolmap made in ‘Google Earth’ to the RuG/L04 map configuration format provides animportant first step towards such interoperability. By applying the conversion pro-cedure the other way round, the RuG/L04 software will be able to output maps to‘Google Earth’.Researchers in the Humanities still need to be made aware of the importanceof providing their data in the OpenGIS-standard (KML) and tools are needed forconverting existing data to KML and for geo-referencing existing image files/maps.The latter is dealt with in the project AlfaGeo that is carried out in the institute DataArchiving and Networked Services (DANS). Creating tools for converting existingdialect geography data to an open standard such as KML is on the agenda of theEuropean project Common Language Resources and Technology Infrastructure forthe Humanities and Social Sciences (CLARIN). CLARIN will also tackle the difficultsubject of syntactic and semantic variation in the meta-data that describe existingprimary language data. Once the data and meta-data have been converted to astandard format and made available publicly, there will be a need for a ‘centralcatalogue’ listing all diatopical data in the humanities available for use in geo-browsers. The website ‘Geodata portal’ at Kings College London is an example ofsuch an effort from the environmental sciences (http://www.kcl.ac.uk/schools/
sspp/geography/research/emm/geodata/). It contains a variety of environmentaldata sets available for visualization in ‘Google Earth’ and ‘Google Maps’. Sincemost environmental issues deal with human activities, these diatopical data are
115
Chapter 6
also potentially interesting for combining with data from the social sciences andthe humanities.
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Summaries, conclusions and suggestions forfuture research
In this chapter the studies that form the body of this thesis are summarized andconclusions are drawn. Also suggestions for future research are given.
7.1 Summaries and conclusions
7.1.1 Chapter 2
The focus of chapter 2 was on the development of an infrastructure for electronicaccess to all dialect dictionary projects collaborating in the “Permanent Overlegor-gaan Regionale Woordenboeken” (ReWo).
We firstly reconsidered the nature of the core data types present in the differentdialect dictionaries and the ways these data types are further classified. All dialectdictionary projects essentially go through the same process: documentation andclassification of dialectal form variants that are used to talk about specific sensesin specific locations (geographic coordinates). So the core data types they workwith are form, sense and location. The most striking difference between the dic-tionary projects is the way they have organised their data for the purpose of printpublication (books). Here the editors had to choose one of the aforementioned typesof core data as the primary type of data and the most important organizing principle.Of all the dictionary projects collaborating in the ReWo, three chose a form-basedorganisation of their data, while the other six chose a sense-based organization.This raises the problem that uniform access and uniform research tools can only beprovided if we can convert the data to a uniform internal structure.
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In the model we suggested, the distinction between micro- (at the lemma level)and macrostructure (above the lemma level) that was applied in WBD, WLD andWVD is redefined and simplified. The microstructure would be reduced to the re-lation between the three core data types. About this relation we stated that it isheterarchical for all dictionaries, since the nature of the data does not have an intrin-sic ‘sense over form’ or a ‘form over sense’ hierarchy. The concept of macrostructureon the other hand would be broadened. Every classification that can be createdabove the basic tripartite units (form, sense, location) is a macrostructure in itself.This data model has two advantages. First of all, strictly separating the differentclassifications (macrostructures) from the core data relations (microstructures) en-sures optimal flexibility in working with the data. It will enable the user to choosethe viewpoint most suitable to his or her needs: sense, form or location based. Byoffering the possibility to view the data in multiple ways and from multiple per-spectives, the data can be used for more different purposes and are turned into aresource for eHumanities (Kircz, 2004). The second advantage of this model is thatit will also help in realising the infrastructure that will enable unified access to thedifferent dialect dictionaries in the ReWo. By treating all data from the differentdictionaries as one huge data set and letting differences in the more precise natureof each of the data types be specified by the classifications, all problems related tounifying the dictionaries are shifted to the classifications part of the model.
Next we focused on some of the problems that will be encountered when trying tounify the data and their classifications and suggested some solutions. We suggestedusing the term ‘sense’ to cover both ‘concept’ and ‘meaning’. We also suggestedadding the possibility of assigning a grammatical function to the sense field in casea word form does not have a sense but only a grammatical function. For the senseclassifications we suggested to use the WBD and WLD taxonomies as the basis fora sense classification that covers all dictionaries and map the senses of the otherdictionaries onto this taxonomy.With respect to the forms, the different phonetic alphabets used should be con-verted to one (preferably standardized) alphabet. A problem with the form clas-sifications into heteronyms in WBD, WLD and WVD is that they are based on anumber of different linguistic criteria and that it was left to the intuition of theeditor what criteria prevail (Van Keymeulen, 2004). As a compromise to the verylabour-intensive undertaking of reaching consensus on the ways to classify formsinto heteronyms, it is suggested to automatically derive a uniform classification.With respect to the locations, place name ambiguity can be introduced whenunifying the dictionaries. Two solutions for this problem were proposed. Either ageopolitical taxonomy covering all locations is introduced, or all locations are con-
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verted to a geocoding system that can be used for uniquely encoding geographicallocations worldwide: longitude and latitude.
Finally we looked at several implementation issues regarding a specific encoding forthe dictionary data and their classifications. We suggested using a relational datamodel for the core dialect geography data, since here the relations are data centredand heterarchical. For standardization purposes we also suggested to import allcore data into the Lexical Markup Framework. For the classifications (taxonomies)discussed for the senses and locations the hierarchical data model of XML is mostsuitable, since these classifications have a natural and elaborate hierarchy (Wit-tenburg et al. 2004). What the most suitable data model for the form classificationcould be, was not further researched. Finally, we also hinted at how the unifiedstructure discussed ultimately will make it possible to combine data from all ReWodictionaries in a location-based interface such as the geo-browser Google Earth.
7.1.2 Chapter 3
The data from the databases of part III of the WBD and WLD dictionaries werenot previously analyzed using tools for computational analyses. In chapter 3 weanalysed the WBD data using cluster analyses in order to see if we could finddetailed dialect patterns in Brabant based on lexical data only. The dialect patternsthat we found were compared to the dialect map of Belemans and Goossens (2000).This map represents a traditional view on the classification of the Brabant area,and is based on qualitative analyses of several types of data. Special attention wasgiven to the characteristics of the raw WBD data and how to cope with them.
The data for part III of WBD were available in database format and therefore mostsuitable for computational analyses. This part of the dictionary is about the generalvocabulary, a usage domain that is not socially bound like the usage domains ofpart I (‘Agricultural Vocabulary’) and II (‘Technical and Craft Vocabulary’).For our purposes we extracted from the database of part III only the data forthe core data types concept, lexical form and location that had been collected inthe ‘Nijmeegse enqueˆte’. The data from the ‘Nijmeegse enqueˆte’ were collectedfor the whole research area and not just for subareas of Brabant. The data matrixderived from the database consisted of 614,941 lexical forms for 4229 concepts and639 locations.
The research method involved four procedures that were applied consecutively. Forthe first two procedures the dialectometric software RuG/L04 was used. First, lexical
119
Chapter 7
distances were computed for all location pairs in the data set. Next, using theselexical distances the locations were grouped together using cluster analyses. Forinterpreting the resulting groups of locations, these were then converted to a symbolmap using cartographic software developed in the D-Square project. Finally, thissymbol map was imported into Google Earth and overlaid onto the map of Belemansand Goossens (2000) so that (mis)matches between the two maps could be visuallyinspected.
The data of large dialect dictionaries like WBD have some typical ‘raw’ character-istics. Although the ‘Nijmeegse enqueˆte’ covered the whole research area, not forevery concept a lexical form was recorded in each location. The opposite happenedas well. For many concepts more than one form was recorded in a location.Because of this raw nature of the data, large samples might be needed for gettingreliable results from our method. For better understanding exactly how raw the dataare, we first looked at how lexical distances computed for the complete dataset of614,941 lexical forms relate to the lexical distances computed for random samples ofthe dataset. For computing the lexical distances we used a binary distance measure.With this distance measure we only determine whether two words are identical ornot. For determining how the distances for the random samples converge to thedistances for the complete dataset we used another measure. For each randomsample this measure sums up the squared differences between its distance matrixand the distance matrix for the complete dataset.It appeared that distances computed for small samples could be very differentfrom distances computed for the complete dataset. We concluded that this indicatedthat the data are indeed rather raw and that reliable results were to be expectedfor large samples only. For further analyses of the data we therefore used distancescomputed for the complete dataset.
We then compared the use of a binary distance measure and a weighted measure(GIW) by calculating the Local Incoherence of the resulting distance matrices. Sincethe GIW measure yielded distances with a lower Local Incoherence than the binarymeasure, we decided to use GIW for our cluster analyses.Since for many concepts lexical forms were not recorded in each location in theresearch area, 83.3% of the cells in the data matrix were empty. Because of thishigh percentage of empty cells relatively often no distance could be calculated fora pair of locations. This turned out to be problematic, since the cluster algorithmsoffered by RuG/L04 cannot deal with missing distances. Therefore, we had to usea program that is part of RuG/L04 and which creates plausible lexical distances for
120
Summaries, conclusions and suggestions for future research
the empty cells using the lexical distance to locations that are geographically near(‘imputation’).After the distance matrix was completed using imputation, cluster analysis wasperformed with one of the hierarchical agglomerative clustering algorithms RuG/L04offers: Ward’s Method. To make sure the results of our cluster analyses werenot influenced too much by coincidences in the distance matrix, we performed theanalyses multiple times with added noise.Cluster analyses set to yield two and nine clusters showed that it was possibleto find dialect areas for Brabant based on lexical data. Although the resulting di-alect maps showed some general resemblance with Belemans and Goossens (2000),the results were not very satisfactory. The dialect maps contained clusters thatoverlapped each other much and also clusters covering the entire research area.
A clear disadvantage of imputation based on geography is that the influence ofgeography on the classification is enhanced. Because we suspected that the unsat-isfactory results were caused by the many empty cells and the way we had dealtwith these using imputation, we then addressed the problem of missing data in adifferent way.We strongly reduced the percentage of empty cells in the data matrix by com-pletely removing all concepts and locations with little or no lexical forms. This way,the percentage of empty cells in the data matrix was reduced from 83.3% to 20.3%.Now for every pair of locations a distance could be calculated and imputation ofdistances was no longer necessary. Also, the remaining locations in the datasetwere still reasonably well spread out over the research area.For the reduced data matrix the local incoherence for the distances computedwith the GIW measure were again lower than for the binary measure, so we usedGIW again. The local incoherence for the GIW distances was lowered some moreby also enforcing that only lexical forms with a frequency of at least five were used.By enforcing this threshold 100,277 of the 117,286 lexical forms of the reduced datamatrix were used for computing the distances.The outcome of the cluster analysis based on these distances now yielded muchbetter results. Again we used the clustering algorithm Ward’s Method. Requiringthe cluster analysis to return nine clusters resulted in a close resemblance to thenine main areas of the dialect map of Belemans and Goossens (2000). Also, theresult did not contain clusters covering the entire research area anymore.Finally, we went one step further requiring the cluster analysis to return twenty-one clusters and checked to see to what extent the result resembled the twenty-one subareas of the dialect map of Belemans and Goossens (2000). Although someeffects of the data collection method now became visible in the way the locations
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were distributed over the clusters, the result of the clustering analyses still matchedthe map of Belemans and Goossens (2000) rather well.
7.1.3 Chapter 4
In chapter 4 three models were tested for explaining the linguistic distances inthe Kleverlandish dialect area: the continuum model, the gap model and the so-cial model. In each model a different variable was used as the predictor of today’slinguistic variation. The criterion variables were geographic distance (for the con-tinuum model), the state border (for the gap model) and social distance (for thesocial model). In the continuum model linguistic distance is a monotonic functionof geographic distance. In the gap model linguistic distance is a function that cantake two values, depending on the presence or absence of a state border. The socialmodel is similar to the continuum model, but takes social distance as the determi-nant of linguistic distance instead of geographic distance. For testing the threemodels we used several tools for numerical processing and visualization.
We first obtained geographic distances and distances for the linguistic and socialdata.The geographic distances were obtained using a route planner website. Thesedistances were not distances ‘as the crow flies’, but the shortest travel distancewhen following the normal road infrastructure.The linguistic distances were obtained using the Levenshtein method (Kruskal,1983) on the linguistic data collected by Giesbers (2008). The linguistic data con-sisted of phonetic transcriptions of dialect speech for young and old respondents inthe research area. For this chapter we used only the data from the older respon-dents ( > 60 years).The social distances were based on self-reported social contact data. Thesedata were collected using a questionnaire on which respondents had indicatedand ranked in which locations they had friends and family and where they wentshopping. This information was converted to three subsets of social distances.
We then compared the continuum model to the gap model. We performed Multi-Dimensional Scaling on the linguistic distances and plotted the two-dimensionalresult. This showed that the continuum model does not apply to the linguisticdistances. It is the gap model that seems to explain the linguistic distances in theKleverlandish dialect area best.To investigate the relation between geography and linguistic variation in moredetail, we then calculated the correlations between the geographic and the linguistic
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distances for all 45 pairs of locations. The conclusion was that the correlation issignificant, but low. Geographic distances hardly play a role in explaining thelinguistic distances.We then divided the 45 location pairs into three groups to test the continuummodel in more detail: 10 Dutch pairs, 10 German pairs and 25 Dutch-Germanpairs. The correlation for the Dutch-German location pairs was not significant. Thecorrelations for the Dutch and German location pairs were clearly higher, althoughthe correlation for the Dutch pairs failed to reach significance, which may be dueto the small number of observations.We then visualised the relationship between the geographic and linguistic dis-tances in a different way. We first transformed the linguistic distances to the samescale as the geographic distances (using the same maximum). Then all pairs of lo-cations were plotted based on both distances. The plot showed that the gap modelclearly applies to the Dutch-German location pairs. The continuum model no longerapplies to the whole research area, but only (moderately) to the within-country lin-guistic distances. Location pairs across the Dutch-German border are nowadaysseparated by a clear linguistic gap. A high correlation between linguistic distanceand the gap as a nominal variable (two locations are separated by the border, yesor no) further corroborated the explanatory power of the gap model.Finally, when entering both the gap and geographic distance in a (linear) re-gression analysis, the effect of geographic distance turned out to be not significant.We concluded the comparison of the continuum model and the gap model bystating that we need to reject the continuum model and accept the gap model.
Next, we tested the social model to see if it could explain the linguistic distances inthe Kleverlandish area better than the gap model. We used the same tools as beforeand looked at the three types of social variables separately: friends, relatives andshopping places.We first performed Multi-Dimensional Scaling on the social distances. The gen-eral topology of the MDS result plotted for friends resembled the MDS result plottedfor the linguistic distances very much.Next, we checked the correlations between linguistic distance and each of thethree social variables. The social variable friends showed the strongest correlation,but the correlation for the other two variables was also highly significant. Weconcluded that linguistic distance must be embedded in the social structure of theresearch area.To get a more detailed picture of the relationship between the variable friendsand linguistic distance, again we scaled and then visualized the distances. Thistime, we scaled both the friends distances and the linguistic distances to the same
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maximum value of the geographic distances. The resulting visualization supportedour finding that the linguistic distances appear to correspond to an overarchingsocio-geographic pattern.Finally, a regression analysis was performed to see if a combination of socialvariables would explain even more of the linguistic distances. However, no bet-ter model could be found. The simple social model in which friends is the onlyexplanatory variable still gave the best result.Although the explanatory power of the gap model was higher than that of thesocial model, the difference between the two models was not big enough to make afinal choice for one of them. Combining the two variables in a regression analysisreturned a model with a higher proportion of explained variance. Both variableswere significant; the strongest predictor was the gap variable.The conclusion of the comparison of the gap model and the social model was thatexplaining linguistic distance in the Kleverlandish area clearly requires combiningthe assumption of a gap and data about the social structure of the area.
The final conclusion in this chapter was that testing the three models reveals thattoday the language variation in the research area is heavily determined by theexistence of the state border and by the social structure of the area. The geographicspatial configuration hardly plays a role anymore. Combining the gap model andthe social model therefore turned out to be the most successful way to explain thelinguistic distances.
7.1.4 Chapter 5
In chapter 5 the characteristics of the Kleverlandish dialect area were researchedfurther using a prototype tool for visualizing the relation between geographic andlinguistic distances. In this chapter we described a procedure for creating 3D modelsof linguistic distances that can be projected onto a geographic map. Such visual-izations can be used as a tool for researching the relation between the state borderand the linguistic and geographic characteristics of the Kleverlandish dialect area.
We first described how four subsets of descriptive linguistic data that Giesbers(2008) collected were converted to linguistic distances. These subsets consistedof lexical and phonetic data from either younger or older respondents. We thenstated that geographic measures always obey the formal mathematical criteria for‘distance’, but that it would be na¨ıve to assume that the linguistic distances thatwe computed will obey these criteria too. Since the linguistic distances reflectdegrees of dissimilarity between locations, these values do not necessarily obey the
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formal criteria for ‘distance’ and can only be projected onto a map with due caution.Therefore, we developed the following procedure for coping with this problem.First, any intrinsic overall difference between the scales of the geographic andlinguistic distances was removed by linearly scaling the linguistic distances to thesame maximum as the geographic distances. Next, a weighted average of the geo-graphic distances and the linguistic distances was created. By doing so, we mouldedthe geographic distances to become more similar to the linguistic distances betweenthe locations. We found the largest weight for the linguistic distances that yields amathematically sound distance matrix, i.e., a matrix in which all distances respectthe triangle inequality. These distances were interpreted as linguistic distancesmeasured in kilometres.
We also developed a script for building 3D-models which could be displayed usingthe modelling software SketchUp. The script applies the following three simpleprinciples for any pair of locations in the research area:
• A linguistic distance larger than the geographic distance is visualized as ared connecting peak.• A linguistic distance shorter than the geographic distance is visualized as ablue connecting dashed line.• A linguistic distance exactly equal to the geographic distance is visualizedas a black full connecting line.
In the models the amount of mismatch between geographic and linguistic distancewas also visualized, but only for the peaks. The steeper a peak is, the larger themismatch between geographic and linguistic distance.
To test the hypothesis that the state border became a linguistic border in the Klev-erlandish dialect continuum, we projected the 3D model for the phonetic data of theolder respondents onto a map of the Kleverlandisch research area and the stateborder. The model resembled a linguistic ‘mountainscape’ that showed partial sup-port for our hypothesis. Although the steepest red peaks were cross border pairsand most blue connected lines were for pairs on the same side of the border, the redpeaks in general showed a mixed picture since they also connected many locationpairs that are on the same side of the border. This made it less clear from thevisualization to what extent the state border is indeed reflected in the linguisticdistances.
The final conclusion of this chapter was that the 3D model for the phonetic dataof older respondents showed only partial support for the hypothesis that the state
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border caused the emergence of a dialect border. However, we also stated that theprocedures used for creating the 3D models still leave room for improvement.
7.1.5 Chapter 6In chapter 6 we argued that moving from a traditional model for conducting dialectgeography research to one in which data are processed electronically, and visual-ization is used as a research tool, can be of great benefit to dialect geography. Aworking environment offering full support for such a model could take dialect ge-ography into the era of e-Science. So far, despite the advent of electronic dataprocessing, electronic publishing and Geographic Information Systems (GIS), thereseems to be little support in computer-aided dialect geography research for usingvisualization as a research tool. In this chapter, we showed how dialect geographyresearch can benefit from using visualization and that existing geo-browsers suchas ‘NASA Worldwind’ or ‘Google Earth’, which are extremely powerful tools for dis-playing all kinds of data that can be related to geographical locations, offer most ofthe visualization functionalities that a dialect geographer will need. The discussionwas illustrated with examples taken from WBD, WLD and the D-Square project.
We first sketched a traditional model for conducting dialect geography research.This model (‘the basic dialect geography research chain’) applies to dialect dictio-nary projects as well as to dialect atlas projects. The main stages in dialect dataprocessing that we distinguished in the research chain were collection, filtering, dif-ferent types of interpretation and visualization. The research chain was modelledvery much as a pipeline with a unidirectional data and process flow.Where relevant to the diatopical perspective of the WBD and WLD projects, wethen analyzed each of the four stages of the research chain. In the data collec-tion phase for each ‘location’ in the research area, dialectal ‘forms’ are recorded foreach of the ‘senses’ defined. Before these raw data can be interpreted, a distinctionmust be made between data that can be used and data that is deemed unfit foruse in the project. Next, the selected raw data are interpreted linguistically andgeographically. In the interest of brevity, we limited the discussion on linguisticinterpretation to form variation only. Linguistic interpretation often involves as-signing forms to higher order categories. After linguistic interpretation the datacan be interpreted geographically by looking at the relation between form variationand the different locations in the research area. The last stage in the basic dialectgeography research chain is visualization. The dominant type of visualization issome kind of map.
Visualization of map data does not have to be a static and final stage in the research
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chain. Rather, the basic research chain can be extended with support for visual data-mining processes and incorporation of independent diatopical data. By doing so,the original unidirectional basic research chain is turned into an architecture thatsupports an iterative process flow. Such an architecture offers full support for allaspects of e-Science, with a focus on visualization as a research tool.We first illustrated what the four principles of Shneiderman’s ‘visual information-seeking mantra’ imply for dialect geography research. For using visualization asa research tool, Shneiderman’s mantra can be regarded as a set of minimum re-quirements. The mantra formulates the basic principles for designing advancedinformation visualization interfaces as: ‘overview first, zoom and filter, then details-on-demand’ (Shneiderman, 1996). We pointed out that ‘filtering’ and access to‘details-on-demand’ are processes that do not operate on the visualization stageof the research chain only. They can be used for interacting with the precedingfiltering and interpretation stages as well. By combining dynamic visualizationwith direct manipulation of the filtering and interpretation stages, a researcher canrepeatedly iterate through the stages of the research chain and explore multiplehypotheses about structure in the data. This way, visualization can be turned intoa research tool for advanced visual data mining.We then discussed how support for hypotheses about the processes underlyingpatterns in dialect variation might be found in independent diatopical data. Thisneed not only be other dialect data or historical linguistic data (Goossens, 1977),but also data can be used that is seemingly independent from dialect geography oreven linguistics as a whole. By combining different types of non-linguistic diatopicaldata with dialect data, one is able to explore hypotheses about relations betweenthe structures found in the data sets. Ideally, research into relations between suchindependent diatopical and dialect data already starts in the interpretation stage,using data-mining techniques. Therefore, in the extended research chain incorpo-ration of independent diatopical data can be an additional input to the geographicinterpretation stage. Next, visualization will help to further understand the re-lations between the independent diatopical data and the dialect data by meansof combined visualization, for example by overlaying maps. As with filtering andaccessing ‘details-on-demand’, multiple hypotheses can be explored by overlayingmaps related to different phenomena.
Next, we checked to what extent tools that are already available for dialect ge-ography research support using visualization as a research tool. We did this byfocusing on whether these tools support visual data mining and on their ability toincorporate independent diatopical data.We first looked at two workbenches for dialect geography research that were
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custom-developed: RuG/L04 and Visual DialectoMetry (VDM). Both workbenchessupport the last two stages of the extended research chain: geographic interpreta-tion and visualization. The RuG/L04 software offers strong support for the interpre-tation stage, but the map data it outputs in eps files cannot readily be connected tovisualization as a research tool. Although VDM explicitly aims at offering a tool forvisual exploration of dialect data, it offers only limited support for using visualiza-tion as a research tool. Independent diatopical data cannot be taken into accountand filtering of map data is the only visual data-mining process supported.Next, we discussed two projects aimed at digitization and electronic publication:DIWA and D-Square. The focus in the projects DIWA and D-Square is on the visual-ization stage of the extended research chain, since these projects aimed to publisha digitized version of already interpreted data. Both projects offer substantiallymore support for visualization as a research tool. The DIWA system supports imageoverlays for incorporating independent diatopical data, but these need to be on aspecialized GIS-server. In the D-Square project the geo-browser ‘Google Earth’is used for visualization purposes. It appeared that ‘Google Earth’ fully adheresto Shneiderman’s visual information-seeking mantra. Also, for quickly overlayingmaps with independent diatopical data, ‘Google Earth’ offers easy-to-use built-intools. Independent diatopical data can reside on any web server or be made avail-able via a web service. Although overlaid maps in ‘Google Earth’ are less accuratethan truly geo-referenced maps, they are often sufficient for quickly generating andtesting hypotheses.
In conclusion, we argued that for building an e-Science working environment fordialect geography there is no need for large-scale software development, becausevisualization as a research tool, is supported to a large extent by geo-browserssuch as ‘Google Earth’.
7.2 Suggestions for future research
7.2.1 Chapter 2
Already in the introductions of WBD (WBD 2000) and WLD (WLD 2001) the de-sirability of building a common infrastructure for the three Southern Dutch di-alect dictionaries (WBD, WLD and WVD) was stated. Maps for individual lem-mas that combine data from WBD, WLD and WVD clearly illustrate the addedvalue of such a unified infrastructure (see for instance the map for ‘Kikker’ (frog)at: https://fuzzy.arts.kuleuven.be/rewo/zuidned.htm). The focus in chapter 2goes one step further and aims at the development of an infrastructure for electronic
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access to the data of all dialect dictionaries collaborating in ReWo. Eventually, suchan infrastructure could enable unified access to dialect geographic data for the com-plete Dutch language area through one interface and one set of research tools asif it were one homogeneous data collection.In this chapter we stated that uniform access and uniform research tools can onlybe provided if we convert the data to a uniform internal structure. For obtaining sucha uniform internal structure we suggested a model in which the distinction betweenmicro- (at the lemma level) and macrostructure (above the lemma level) that wasapplied to WBD, WLD and WVD is redefined and simplified. In the D-Square projectsome of the issues discussed in this chapter have been tackled for the data of WBDand WLD. For instance, Kloeke codes were converted to a geocoding system usinglongitude and latitude. The data from other dictionary projects in ReWo have notbeen converted to the uniform internal structure suggested in this chapter. Futureresearch therefore is still needed for unifying the data and classifications from theseprojects.As a compromise to the very labour intensive undertaking of getting to a suitableunification consensus on the ways to classify forms into heteronyms it was suggestedto automatically derive such unifications. What is the best way of doing this wasnot researched further.For the sense classifications we suggested to use the WBD and WLD taxonomiesas the basis for a sense classification that covers all dictionaries and map the sensesof the other dictionaries onto this taxonomy. Further research is needed for this aswell. To what extent can the senses be mapped automatically? How can semanticweb technologies be used to this aim?
7.2.2 Chapter 3
The data of large dialect dictionaries like WBD and WLD are intrinsically incom-plete: not in all locations the same concepts are known. For instance, depending onthe type of soil, farmers will grow different kinds of crops, for which different typesof tools are needed. The concept of certain specialized tools will not be knowneverywhere in the research area. For the methods used for producing print publi-cations this was not a problem, since the aim was to collect as much variation aspossible. Overall lack of balance was less of an issue.However, this chapter showed that the unbalance in the raw WBD data wasproblematic for cluster analyses aimed at finding resemblances with the map ofBelemans and Goossens (2000). Although the raw data were filtered using onlythe data collected with a questionnaire that covered the whole research area (theNijmeegse enqueˆte), still not for every concept a lexical form was recorded in each
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location. Classifications with a level of detail similar to that of the map of Bele-mans and Goossens (2000) could not be obtained with cluster analyses using thisdata set. Imputation did not solve this problem. Only by reducing the datasetaccording to criteria that greatly reduce the percentage of missing data, therebyeliminating empty cells in the distance matrix, it did become possible to deducea detailed subdivision of the Brabant dialect from these data and compare it tothe dialect classification of Belemans and Goossens (2000). Next, the results werefurther improved by using only forms that occurred minimally five times in the dataset. Future research is needed for finding better and new tools for computationalanalyses to cope with intrinsically incomplete data. It must be noted though thatthis is a very general problem that is being researched in many disciplines.For future research the procedures applied to WBD data could be applied toWLD data as well. Here the issues with data sparseness can be dealt with in asimilar manner. The patterns to be found using WLD data could be compared to thedialect map of Kruijsen 2001. Another topic for future research would be to takethe data from part III of WBD and WLD together and perform cluster analyses onthis merged dataset.
7.2.3 Chapter 4
In chapter 4 three models were tested for explaining the linguistic distances inthe Kleverlandish dialect area. In each model another variable was used as thepredictor of today’s linguistic variation. For testing the three models, several toolsfor numerical processing and visualization of the distances obtained were used. Thischapter therefore also illustrated the need for tools that can combine independentdata with dialect geography data. The final conclusion in this chapter was thattesting the three models reveals that today the language variation in the researcharea is heavily determined by the existence of the state border and by the socialstructure of the area. The geographic spatial configuration hardly plays a roleanymore.Future research is needed for investigating what other variables might help tocome to a better understanding of the structure of the linguistic variation in theKleverlandish dialect area. Giesbers (2008) shows that the divergence of dialectvariation in the Kleverlandish dialect area was further stimulated by the influence ofthe two standard language varieties, Dutch and German, on the dialects. Gooskens(2005) points at the influence mass media and demographic factors like migrationand immigration might have on the spreading of linguistic variables. Social contactdata about mobility and telecommunication possibilities could be helpful as well.Because of increased mobility and telecommunication the relation between geog-
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raphy and language variation is likely to decrease in the future. As a result toolsfor combining language variation data with data other than geography in the futurewill become increasingly more important for dialect geography research.
7.2.4 Chapter 5
In chapter 5 the characteristics of the Kleverlandish dialect area were researchedfurther using a prototype tool for visualizing the relation between geographic andlinguistic distances. The tool offered an alternative approach to testing the gapmodel, but it appeared that there is ample room for further research and develop-ment.Instead of visualizing the distances for all 45 possible pairs of locations in theresearch area, it might be interesting to focus on distances between neighbouringlocations only. Such a more local perspective would make sense, since geographi-cally more remote locations tend to have linguistic distances that, on average, areso large that small distances become obscured by the inevitable noise in the data(Nerbonne and Kleiweg 2006). Also, reducing the number of location pairs will makethe visualization less cluttered and easier to interpret.The visualizations produced by the tool could also be improved by adding tex-tures. With the help of textured surfaces the grid models currently being visualizedcan be made solid. Such solid surfaces could make the information in the visualiza-tion of the linguistic distances easier to interpret. However, since they would alsoobscure part of the original geography, some form of transparency would have tobe added as well. Also, currently the information about mismatch is not visualizedwhen the linguistic distances are smaller than the geographic distances (the blueinterrupted lines). This detailed information could be added to a future implemen-tation as well.
7.2.5 Chapter 6
In chapter 6 we showed how dialect geography research can benefit from usingvisualization as a research tool. We also stated that for using visualization as a re-search tool, the four principles of Shneiderman’s ‘visual information-seeking mantra’can be regarded as a set of minimum requirements. Future research is needed fordeveloping research tools that go beyond these basic design principles. For in-stance, support for information presentation utilizing the 3rd (height) and 4th (time)dimensions could be added to these tools. Additional types of information could bevisualized using these extra dimensions. The 4th dimension for instance would bea very valuable addition, since it would add support for historical dialectology.
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In this chapter we also stated that, ideally, a full-fledged e-Science working envi-ronment for dialect geography would support the complete extended research chaindiscussed. A first step towards such a working environment would be to combine theGoogle Earth geobrowser with specialized tools for use in the interpretation stage.Some of the latest developments for the RuG/L04 software made available are web-based versions of the tools for dialectometric analyses and a web application fordialectology called ‘Gabmap’. Gabmap exploits several of the RuG/L04 componentsand is aimed especially to facilitate explorations in quantitative dialectology (Ner-bonne et al. 2011). Together with the Google API that enables embedding of theGoogle Earth application in a webpage, RuG/L04 and Gabmap would offer the basicbuilding blocks for the development of such a working environment. Such a webbased e-Science working environment could offer the researcher a ‘dashboard-like’overview of the stages of the extended research chain in which changes made inone stage are instantly visible in the other stages.Several hurdles, however, still have to be overcome. Only with seamless in-tegration of Google Earth with dialectometric software direct manipulation of thedialect data through the visualization will be possible. For this the Google EarthAPI at least would have to enable sending calls to other software based on userinput. Currently this is not the case.
7.3 Future research: general topics
Future research is also needed for a number of more general topics, which arerelevant to several of the chapters in this thesis.
7.3.1 CurationCuration of data should (as much as possible) enable new and better ways of re-searching the data with the help of tools for computational analyses. This mayrequire changing the representation and organization of the data.When curating a resource such as WBD, which was originally geared towardspublishing an interpretation of raw data, it is desirable to curate the raw datain addition to the interpretations. This way, valuable information only present inthe raw data will not get lost. The raw data of the WBD and WLD dictionarieswere not curated in the D-Square project. The raw data were recorded on paperquestionnaires, some of which date back to the 1960s. However, a substantialpart of these data (mostly from ‘de Nijmeegse vragenlijsten’) have recently beendigitized (Kruijsen 2011).1 Future research could for instance focus on comparing
1 The raw data for WLD can be downloaded at http://dialect.ruhosting.nl/wld.
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the interpretations of the raw data the editors produced with the results of automaticclassification procedures.When curating a resource, it is desirable to structure the data as much aspossible. More structure will make it easier to process the data with tools forcomputational analyses. The tools for cluster analyses and visualization describedin chapter 3 and 6 were applied to the data for part III of the WBD, because thesedata were available in a structured manner (in a database). For part I and II ofWBD and WLD only word processor files with running text are available. Futureresearch could focus on how to convert such running text containing valuable datato a more structured format so that (part of) the data in it also becomes availablefor processing using tools for computational analyses. Research could focus on howpeople indicate structure in running text. For instance, what words and syntax dothey typically use in running text to indicate a listing of items belonging to the sameclass? Such knowledge could then be fed into software for conversion of runningtext.
7.3.2 Visualizing linguistic distance
Choosing the right type of visualization aids the interpretation of the patterns,structures and relations that are conveyed by the results of numerical processing.In chapter 4 and 5 several visualization tools were used for researching if thereis a linguistic gap in the Kleverlandish dialect area. In chapter 4 we performedMulti-Dimensional Scaling on linguistic and social distances and plotted the two-dimensional result. We also plotted these distances after transforming them to thesame scale as the geographic distances (using the same maximum). By visuallycomparing the plots to each other we could then interpret the explanatory powerof the three models that were tested. In chapter 5 the gap model was tested oncemore, now using a prototype tool for visualizing the relation between geographicand linguistic distances in 3D. Depending on the focus of the researcher he or shewill prefer one type of visualization to the other. If the focus is purely on whetheror not a linguistic gap exists in the research area, any visualization that can dividelocations in a clear and meaningful way will do. If, however, the researcher is alsointerested in knowing how such a gap is related to the actual geography of thelocations this extra information should be visualized as well. One way of visualizingboth types of information was presented in chapter 5. Visualizing this contextualinformation can help to understand the data better and it can stimulate furtherhypothesising about what other geographically bound factors could play a role inthe formation of the gap.The way linguistic distances are visualized should enable easy discovery and
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understanding of the structure in the data. Heeringa and Kleiweg developed atechnique that uses colour coding to visualize linguistic distances onto cartographicmaps (Nerbonne 2010). Their method is another example of visualizing the resultsof numerical processing directly onto the actual geography of the locations. In themaps their method produces large colour shifts equal large linguistic distances.In chapter 5 we used 3D models resembling a mountainscape for visualizing lin-guistic distances as ‘real’ geographic distances. Although our visualization methodis only a prototype, an advantage of it is that it visualizes linguistic distance as‘real’ geographic distance and does not make understanding the information in ourvisualization dependent on an extra encoding layer like colour.2Research is needed for further development of rich information visualizationsthat are able to present the data at hand in multiple ways. They should enablea researcher to switch flexibly between specialized data visualizations, like thosein chapter 4, and visualizations that contextualize the data, like the visualizationdiscussed in chapter 5 and the method developed by Heeringa and Kleiweg.
7.3.3 Infrastructure
To enable reuse of tools and data for computational analyses by researchers whowere not involved in the creation or curation of those tools or data, technical in-frastructures must be developed. For making the data and tools in an infrastructureinteroperable, standardization and metadata are needed.Researchers in the Humanities still need to be made aware of the importance ofproviding their data in formats that are open and standardized like KML, CSV, PNGor Unicode. Tools are needed for converting existing data to such standard formatsand representations. A more difficult problem is standardization of annotation andlabelling systems that add meaning that is specific for a certain field of research.In ISOCat (http://www.isocat.org/) researchers are encouraged to use existinglabels/categories, while still being free to define and use their own as well. Futureresearch is needed for developing frameworks that make it easier for researchers touse each other’s best practices regarding such labels. By doing so best practicescan develop into de-facto standards. A first step should be to form groups focusingon standardization within certain sub-disciplines, such as dialect geography.Descriptive metadata are needed for data (and tools) to make it possible todiscover relevant data/tools in catalogues. The metadata should contain both tech-nical information and information specific to the field of research the resource ortool originated from. The metadata could also play a role in helping researchers
2 Colour coding was also used here, but only to complement the more basic principles for visualizingthe distances in 3D.
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to choose the right kinds of tools for analysing their data. The problem with datasparseness discussed in chapter 3 illustrates the need for understanding what re-quirements a data set must fulfil so that it can safely be processed by a certaintype of tool. In the metadata of a resource information could be added about theextent to which the data are balanced. In the metadata of a tool information couldbe added about how the tool handles unbalanced datasets. This way, researcherscould be guided in choosing the right tool for computational analyses of their data.
Most of the aforementioned issues are on the agenda of the European projectCLARIN (Common Language Resources and Technology Infrastructure for the Hu-manities and Social Sciences).3 In CLARIN an infrastructure is being built for awide range of language-related data and tools in the Social Sciences and the Hu-manities. In CLARIN data curation and tool development are also considered partof the infrastructure that is being built. For maintaining this infrastructure CLARINworks together with certified centres that can offer stable and persistent reposito-ries and services for resources and technology and that will register all services fordiscovery purposes. CLARIN will also offer expertise centres that can help the dif-ferent user communities. In the CLARIN project COAVA (Cornips et al. 2011) somespecific problems that were encountered in D-Square and in the work presented inthis thesis are currently being tackled. For instance, in COAVA the data of part IIIof WBD and WLD will be converted to LMF and the project will also provide a uni-fied perspective on the WBD and WLD data. In another CLARIN project (MIGMAP)cartographic tools are being developed.In the future CLARIN could also play a role in supporting the aforementionedformation of groups focusing on standardization within certain sub-disciplines, suchas dialect geography.




The way scientific results are published will have to change in an e-Scienceparadigm. Since print publication inhibits the transmission of the information presentin dynamic and/or 3D visualizations, more dynamic media will be needed for pub-lishing scientific results.4 Also, enriched publications offering access to the data theresearch is about will only be possible using dynamic media.Researchers in dialect geography, and other sub-disciplines in the Humani-ties, who are mainly taught qualitative research methods applied to small datasets, will have to learn how to use large datasets and how to discover and deploytools for computational analyses. To this aim they will have to work together withresearchers who have a thorough understanding of such datasets and tools. Initia-tives like the Digging into Data Challenge (http://www.diggingintodata.org/)will help in understanding which new, computationally based research methods canbe applied to so called ‘big data’ (massive databases of materials used by scholars)in the Humanities and Social sciences.
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Chambers en Trudgill (1998) definie¨ren dialectgeografie als een set van metho-den voor het systematisch verzamelen van bewijzen voor dialectverschillen. Tweebelangrijke voorbeelden van recente dialectgeografische projecten in het Neder-lands taalgebied zijn het Woordenboek van de Brabantse Dialecten (WBD) en hetWoordenboek van de Limburgse Dialecten (WLD). WBD en WLD leverden uiteinde-lijk een grote hoeveelheid gedrukte woordenboeken op met enorme hoeveelhedendialectdata voor een groot aantal plaatsen. In de laatste fase van de WBD- enWLD-projecten werd besloten om de resultaten van de projecten te digitaliseren.Digitalisering was een van de doelstellingen van het project Digitale databankenen digitaal gereedschap voor WBD en WLD (D-kwadraat). Deze dissertatie bevatvijf hoofdstukken met verschillende studies die zijn ontstaan in de context van hetproject D-kwadraat. De studies handelen over gereedschappen en infrastructuurvoor dialectgeografie.
In hoofdstuk 2 ligt de focus op de ontwikkeling van een infrastructuur voor elektroni-sche toegang tot de data van alle dialectwoordenboeken die samenwerkten binnenhet Permanent Overlegorgaan Regionale Woordenboeken (ReWo).In dit hoofdstuk heroverwegen we eerst de aard van de in de verschillendedialectwoordenboeken aanwezige essentie¨le datatypen ‘vorm’, ‘betekenis’ en ‘loca-tie’, en de manieren waarop deze datatypen geclassificeerd worden. De binnenhet ReWo samenwerkende woordenboeken verschillen in de manier waarop ze hunessentie¨le datatypen hebben georganiseerd. Uniforme toegang en uniforme gereed-schappen zijn daarom alleen mogelijk als de data van elk van de projecten eerstgeconverteerd kunen worden naar hetzelfde datamodel. In het model dat we hier-toe voorstellen, wordt het onderscheid tussen micro- (op het niveau van het lemma)en macrostructuur (boven het niveau van het lemma) dat toegepast werd bij WBD,WLD en het Woordenboek van de Vlaamse Dialecten (WVD) vereenvoudigd en op-nieuw gedefinieerd. In het herziene model worden de verschillende classificatiesbinnen de macrostructuur strikt gescheiden van de relaties tussen de essentie¨ledatatypen binnen de microstructuur. We stellen voor om de data van de verschil-lende woordenboeken te behandelen als een grote set met essentie¨le datatypen ende verschillen in de precieze aard van de essentie¨le datatypen te specificeren metbehulp van de classificaties. Hierdoor worden de problemen rond de unificatie vande woordenboeken verschoven naar het classificatiedeel van het datamodel. Een
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bijkomend voordeel van het datamodel is dat optimale flexibiliteit voor het werkenmet de essentie¨le datatypen wordt gewaarborgd en dat de data bijvoorbeeld ookbenut kunnen worden voor e-Humanities.Vervolgens focussen we op enkele van de problemen bij het unificeren van dewoordenboekdata en bijbehorende classificaties en doen we suggesties voor op-lossingen. Tot slot kijken we naar verschillende aspecten rond de implementatievan een geu¨nificeerde structuur voor dialectwoordenboeken volgens het besprokenmodel.
De data uit de databanken van deel III van de WBD- en WLD-woordenboekenwerden niet eerder geanalyseerd met behulp van gereedschappen voor computati-onele analyse. Hoofdstuk 3 illustreert hoe zulke gereedschappen toegepast kunnenworden op de lexicale gegevens van het WBD. In dit hoofdstuk onderzoeken we ofwe voor het Brabants gedetailleerde dialectpatronen kunnen vinden op basis vanenkel lexicale gegevens. De patronen die we vinden, vergelijken we met een dia-lectkaart die de traditionele kijk op de classificatie van het Brabants dialectgebiedvertegenwoordigt.Binnen de methode die we toepassen, worden de data eerst vertaald naar dia-lectafstanden en dan geanalyseerd met behulp van clusteranalyse. Vervolgens wor-den de gevonden geografische onderverdelingen gevisualiseerd als symboolkaart.Hiertoe wordt cartografische software ingezet die in D-kwadraat werd ontwikkeld.Tot slot wordt deze symboolkaart met behulp van een geobrowser geprojecteerdover de kaart met een traditionele classificatie, zodat beide kaarten met elkaarvergeleken kunnen worden. Bij de toegepaste methode wordt speciale aandachtbesteed aan de (ruwe) karakteristieken van de WBD-databank en hoe daar mee omte gaan.Het blijkt dat de lexicale WBD-data van deel III door het grote percentage ont-brekende gegevens problemen oplevert voor de clusteranalyse en voor het vindenvan een gedetailleerde indeling. Imputatie op basis van geografische gegevensblijkt slechts een beperkte verbetering op te leveren. Alleen door de data volgensweloverwogen criteria sterk te reduceren blijkt het mogelijk om van de ruwe lexi-cale gegevens van het WBD een gedetailleerde indeling van het Brabants af teleiden, welke sterke overeenkomsten vertoont met de traditionele classificatie vande Brabantse dialecten.
Hoofdstuk 4 en 5 focussen op de centrale hypothese in Giesbers (2008): de Nederlands-Duitse staatsgrens heeft in het Kleverlands dialectcontinuu¨m een taalkundige grensdoen ontstaan. De data die we gebruiken in hoofdstuk 4 en 5 werden door Giesbersverzameld voor tien locaties in het Nederlands-Duits grensgebied.
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In hoofdstuk 4 worden de karakteristieken van het Kleverlands dialectgebiedonderzocht door drie modellen voor het verklaren van taalkundige afstanden in hetgebied te testen. In elk model wordt een andere variabele gebruikt als voorspellervan de hedendaagse taalkundige variatie. Voor het continuu¨mmodel (model 1) is datde variabele ‘geografische afstand’, voor het kloofmodel (model 2) de variabele ‘destaatsgrens’ en voor het sociale model (model 3) de variabele ‘sociale afstand’. Voorhet testen van de drie modellen gebruiken we verschillende gereedschappen voorcomputationele analyse. Eerst vergelijken we het continuu¨mmodel met het kloofmo-del. Het continuu¨mmodel blijkt vandaag de dag niet langer van toepassing te zijnop het gehele onderzoeksgebied. Het kloofmodel blijkt de taalkundige afstandentussen de paren met locaties aan weerszijden van de grens daarentegen zeer pre-cies te bepalen. Voor deze paren geldt dat de staatsgrens de belangrijkste bepaleris geworden voor de taalkundige afstanden. We concluderen dat het kloofmodel dehedendaagse taalkundige variatie beter voorspelt dan het continuu¨mmodel. Ver-volgens hebben we gekeken of het sociale model de taalkundige variatie misschiennog beter kan verklaren dan het kloofmodel. Voor het sociale model gebruiken wecontactgegeven over vriendschappen, familie en plaatsen waar men boodschappendoet. Het blijkt dat de taalkundige afstanden vandaag de dag ingebed zijn in desociaalgeografische structuur van het onderzoeksgebied. Met name de gegevensover vriendschappen blijken de taalkundige afstanden erg goed te kunnen voorspel-len. Het combineren van het kloofmodel met het sociale model blijkt uiteindelijkde beste manier om de taalkundige afstanden te verklaren. Het testen van de driemodellen toont aan dat tegenwoordig de dialectvariatie in het onderzoeksgebiedsterk wordt bepaald door de aanwezigheid van de staatsgrens en door de socialestructuur van het gebied. De geografische configuratie blijkt vrijwel geen enkele rolmeer te spelen.In hoofdstuk 5 wordt het Kleverlands dialectgebied verder onderzocht met ge-bruikmaking van een prototype van een gereedschap voor de visualisatie van taal-kundige afstanden. Het in het hoofdstuk beschreven gereedschap is bedoeld omde relatie tussen de staatsgrens en de taalkundige en geografische afstanden inhet onderzoeksgebied inzichtelijk te maken met behulp van 3D-modellen. Hethoofdstuk beschrijft de procedure waarmee eerst elke geografische afstand tus-sen twee plaatsen in het onderzoeksgebied zodanig wordt aangepast dat deze zoveel mogelijk gaat lijken op de taalkundige afstand tussen de desbetreffende tweeplaatsen. Vervolgens worden deze aangepaste afstanden met modelleringssoftwareomgevormd tot 3D-modellen welke met behulp van een geobrowser geprojecteerdkunnen worden op een kaart van het grensgebied. De 3D-modellen kunnen ver-volgens beschouwd worden als visualisaties van de relatie tussen de geografischeen taalkundige afstanden in het gebied. De 3D-modellen tonen enige gelijkenis
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met een ‘berglandschap’ waarbij steilere hellingen gelijk staan aan een grote on-gelijkheid tussen geografische en taalkundige afstand. Om de hypothese te testendat de staatsgrens een taalkundige grens is geworden, wordt met behulp van hetgereedschap een 3D-model voor fonetische data gemaakt en geprojecteerd op eenkaart van het grensgebied. Het model levert slechts gedeeltelijke ondersteuning opvan de hypothese. Tot slot stellen we dat de procedures voor het cree¨ren van de3D-modellen op veel punten verbeterd zouden kunnen worden.
In het zesde en laatste hoofdstuk betogen we dat de overgang van een traditio-neel model voor het uitvoeren van dialectgeografisch onderzoek naar een modelwaarin data elektronisch worden verwerkt en visualisatie wordt gebruikt als eenonderzoeksinstrument, grote voordelen kan hebben voor de dialectgeografie. Ditillustreren we aan de hand van voorbeelden uit WBD, WLD en D-kwadraat.We beschrijven eerst een standaard onderzoeksketen voor dialectgeografie waarinwe de belangrijkste stadia onderscheiden bij de verwerking van dialectdata: ver-zamelen, filteren, verschillende soorten van interpretatie en ten slotte visualisatie.Vervolgens breiden we de standaard onderzoeksketen uit met ondersteuning voor vi-suele datamining en de opname van onafhankelijke diatopische data. We illustrerenook hoe deze uitbreidingen nieuwe mogelijkheden bieden voor de interpretatie vandialectgeografische data en hoe ze van visualisatie een waardevol onderzoeksinstru-ment voor dialectgeografie maken. We betogen vervolgens dat een werkomgevingdie ondersteuning biedt voor deze uitgebreide onderzoeksketen, het - vergelekenmet traditionele onderzoeksmethoden - veel makkelijker zal maken om over de datahypotheses te genereren en te testen. Visuele datamining met behulp van dyna-mische visualisatie stelt de onderzoeker in staat om gemakkelijk herhaaldelijk deverschillende stadia van de onderzoeksketen te doorlopen en zodoende snel meer-dere hypothesen over structuur in de data te verkennen. Door verschillende typenniet-lingu¨ıstische diatopische data te combineren met dialectdata, wordt de onder-zoeker daarnaast in staat gesteld om hypothesen te verkennen over relaties tussende structuren die gevonden worden in verschillende datasets. Verder stellen wedat de uitgebreide onderzoeksketen op deze manier ondersteuning biedt voor alleaspecten van e-Science, met een focus op het gebruik van visualisatie als onder-zoeksinstrument.In het laatste deel van hoofdstuk 6 bekijken we in hoeverre bestaande dialectge-ografische werkomgevingen en elektronische publicaties het gebruik van visualisatieals onderzoeksinstrument ondersteunen. Dit doen we door ons te richten op de matewaarin ze visuele datamining ondersteunen en het mogelijk maken om onafhanke-lijke diatopische data op te nemen. We concluderen dat het project D-kwadraat,dankzij de inzet van de geobrowser Google Earth, de meeste ondersteuning biedt
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