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Abstract
Sequence-to-sequence (s2s) models are the ba-
sis for extensive work in natural language pro-
cessing. However, some applications, such as
multi-document summarization, multi-modal
machine translation, and the automatic post-
editing of machine translation, require map-
ping a set of multiple distinct inputs into a sin-
gle output sequence. Recent work has intro-
duced bespoke architectures for these multi-
input settings, and developed models which
can handle increasingly longer inputs; how-
ever, the performance of special model archi-
tectures is limited by the available in-domain
training data. In this work we propose a sim-
ple decoding methodology which ensembles
the output of multiple instances of the same
model on different inputs. Our proposed ap-
proach allows models trained for vanilla s2s
tasks to be directly used in multi-input set-
tings. This works particularly well when each
of the inputs has significant overlap with the
others, as when compressing a cluster of news
articles about the same event into a single co-
herent summary, and we obtain state-of-the-art
results on several multi-document summariza-
tion datasets.
1 Introduction
The practice of pre-training large neural networks
using self-supervision and then fine-tuning on
downstream tasks has produced new state-of-the-
art results in many application areas. Although
originally used for classification and sequence la-
beling, these models have recently been adopted
for sequence-to-sequence problems as well (Lam-
ple and Conneau, 2019; Lewis et al., 2019; Raffel
et al., 2019). There is also been renewed inter-
est in the task of multi-document summarization
(MDS), highlighted by the introduction of several
new large-scale datasets (Fabbri et al., 2019; Gu
et al., 2020; Ghalandari et al., 2020).
(a) (b)
Figure 1: (a) In standard ensembling, a single input is
passed through distinct models. (b) In dynamic ensem-
bling distinct, complimentary inputs are passed through
the same model. In both cases, the set of outputs is
combined via the reduce operation.
In this work we explore the use of powerful
pre-trained models on the MDS task, which we
view as an instance of the more general multi-
input sequence-to-sequence problem. These mod-
els are data-hungry, and expensive to train, thus
we would like to establish to what extent mod-
els trained on single inputs can be directly used
for multi-input tasks. For applications such as
MDS, model architectures may be adapted to bet-
ter suit the specific task, potentially improving per-
formance at the cost of limiting the generality of
the method. An alternative approach is to simply
change the way predictions are generated from a
single-document summarization (SDS) model, en-
abling the reuse of existing SDS models for MDS
(Lebanoff et al., 2018).
Ensembling is a general technique that is used
extensively to improve the performance of ma-
chine learning models. In most cases, ensembling
means combining the outputs of distinct models on
the same input. However, for applications where
multiple inputs are available, we may also con-
sider ensembles which combine the outputs of the
same model on different inputs (see figure 1). This
is especially appealing in cases where the inputs
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are complimentary or contain significantly over-
lapping information, and we wish to leverage con-
sensus in the inputs to make better predictions
about what content is important. In settings where
the inputs are expected to be highly overlapping
in content, or paraphrases of the same content, we
expect that simply ensembling model output over
each of these inputs should improve performance,
and we verify this hypothesis experimentally in
§ 4.
We show that pre-trained encoder-decoder mod-
els fine-tuned for single document abstractive
summarization can achieve state-of-the-art perfor-
mance on the multi-document summarization task
without any changes to the SDS model architec-
ture or training objectives. The key contributions
of this work are:
1. A simple ensembling method is presented
that allows models trained for single inputs
to be used in multi-input settings.
2. We show that our method achieves state-of-
the-art performance on multi-document sum-
marization tasks with no changes to the un-
derlying model architecture.
3. We show how dynamic ensembling also en-
ables some degree of interpretability and
provenance tracing by collecting statistics
during the decoding process.
2 Background
2.1 Multi-Document Summarization
Datasets
Traditional datasets for the MDS task include
DUC 2004 (Paul and James, 2004) and TAC
2011 (Owczarzak and Dang, 2011). Recently, the
MULTINEWS dataset (Fabbri et al., 2019) was in-
troduced, containing 56,000 clusters with an aver-
age of 2.3 source documents per cluster.
Ghalandari et al. (2020) presented the WCEP
dataset, which is a large-scale collection of clus-
ters of news articles with a corresponding sum-
mary, constructed using the Wikipedia Current
Events Portal, with additional articles gathered
from CommonCrawl. This dataset is intended to
mimic real-world MDS settings, with a large num-
ber of documents per-cluster, a large number of
clusters, and acknowledgement of some degree of
noise in the clusters. The NEWSHEAD dataset
(Gu et al., 2020) is a recently introduced large-
scale MDS dataset for headline generation.
Zopf (2018) created the AUTO-hMDS dataset
by using the lead section of Wikipedia articles
as summaries, and automatically searching for re-
lated documents on the web, resulting in 7,300
clusters. The WIKISUM dataset (Liu et al., 2018)
uses a similar approach and additionally uses cited
sources on Wikipedia. The dataset contains 2.3
million clusters. These Wikipedia-based datasets
have long summaries about various topics and het-
erogeneous source documents, whereas our focus
is on short summaries of highly similar news arti-
cles.
The summaries provided by different MDS
datasets are diverse in terms of summary length.
WCEP summaries are one or two sentences, re-
sembling headlines or short TL;DR summaries,
while MULTINEWS summaries are often longer
than some of the input articles themselves, and of-
ten look like standalone news stories.
2.2 Multi-Document Summarization Models
Extractive Models Most MDS approaches to
date are based on sentence extraction (Goldstein
et al., 2000; Radev et al., 2004; Gillick and Favre,
2009; Haghighi and Vanderwende, 2009; Lin and
Bilmes, 2011; Hong and Nenkova, 2014; Ya-
sunaga et al., 2017). Many of these approaches
are very efficient due to sparse text represen-
tations and simple greedy selection algorithms
(Zopf et al., 2018). Other approaches use ex-
plicit sentence compression and fusion (Ganesan
et al., 2010; Berg-Kirkpatrick et al., 2011; Baner-
jee et al., 2015; Chali et al., 2017; Nayeem et al.,
2018), which may be considered a hybrid of ex-
tractive and abstractive summarization techniques.
Abstractive Models Lebanoff et al. (2018) em-
phasize the important practical need to adapt mod-
els trained for SDS to the MDS task. Lebanoff
et al. (2018) allow SDS models to be used for
MDS by modifying the attention weights. Like
ours, their approach does not require training on
MDS datasets, but it is specific to certain model
architectures, and it is unclear how generalizable
this approach may be. Their approach to avoid-
ing redundancy by dynamically modifying atten-
tion weights is complementary to the dynamic en-
sembling method we present.
Liu and Lapata (2019); Lebanoff et al. (2018);
Fabbri et al. (2019); ElSahar et al. (2020) create
bespoke model architectures for MDS. However,
the MDS task as currently defined focuses upon
utilizing the overlap of content in multiple docu-
ments to improve summaries. Therefore, we hy-
pothesize that special architectures may be unnec-
essary for this task in its current formulation.
Pre–trained Text Generation Models Large
pre-trained transformer-based models which can
be efficiently fine-tuned for downstream tasks are
the state-of-the-art for many classification and se-
quence labeling tasks (Devlin et al., 2019; Liu
et al., 2019; Clark et al., 2020), inter alia. Re-
cent work has shown that pre-trained models can
be fine-tuned to achieve strong performance on
sequence-to-sequence problems as well, by fram-
ing the pre-training task as some variant of denois-
ing auto-encoding. When fine-tuned for the SDS
task, these models achieve state-of-the-art perfor-
mance (Lewis et al., 2019; Raffel et al., 2019).
Lewis et al. (2019) introduced the BART model,
which we use to validate the ideas in this work.
3 Model
We consider a datasetD consisting of pairsX ,y ∈
D, where each X consists of one or more distinct
sequences x ∈ X , and y is a single output se-
quence. Given a set of documents X , the model
should predict the best output summary yˆ∗. In the
case of MDS, we refer to each X as a cluster since
it consists of one or more documents that should
be about the same event or topic.
Considering a set of distinct inputs X , each
of which are fed to the model independently, we
can jointly decode by ensembling the predictions
of an SDS model given each distinct input. At
each decoding timestep t, the output of the model
with respect to each input is computed, then a
reduce function combines the individual outputs
into a single output. Note that the prefix y0:t−1
is the same for all inputs; thus, the predictions of
all model instances are conditioned on the same
shared partial output sequence constructed so far.
The average log-probability assigned to a particu-
lar token y at decoding timestep t is (Eq. 1):
pθ(yt|X ) = 1|X |
∑
xi∈X
pθ(yt|xi;y0:t−1), (1)
and the global score of a finished sequence yˆ
according to the ensemble is (Eq. 2):
pθ(yˆ|X ) =
T∑
t=0
pθ(yt|X ) (2)
We use standard beam-search decoding to
search for the best yˆ∗:
yˆ∗ = argmax
y∈{y[T]}
pθ(y|X ), (3)
where {y[T]} is the set of all possible sequences
up to a maximum length T.
We refer to this approach as Dynamic Ensem-
bling (DYNE). We refer to the function which
combines model output conditioned on each in-
put into a single output as the reduce function. In
this case, we simply take the elementwise mean
of output probabilities, but in general arbitrary re-
duce functions are possible that would weight or
combine the contribution of each input differently
based upon heuristics or auxiliary models1.
4 Experiments
For all experiments, we start from the pre-trained
bart-large model fine-tuned on the cnn-dm
summarization dataset2. This model achieves
state-of-the-art performance on the cnn-dm SDS
dataset (Nallapati et al., 2016), so we hypothesize
that it is a good base model for MDS as well. Our
implementation is based on the transformers
library (Wolf et al., 2019)3.
We evaluate DYNE on three multi-document
summarization datasets: DUC2004 (Paul and
James, 2004), MULTINEWS (Fabbri et al., 2019),
and WCEP (Ghalandari et al., 2020), and compare
with existing MDS approaches.
To fine-tune the SDS model on MDS datasets,
we use the first document from a cluster as the
input, and try to predict the reference summary.
Note that the fine-tuning process is only a means
of domain adaptation because the model is never
aware of the multi-document setting that we use
during evaluation. For both MULTINEWS and
WCEP, we notice a significant improvement after
fine-tuning the summarization model for each do-
main. We select the best checkpoint according to
performance on the development set, and use this
checkpoint to evaluate performance on the test set.
For WCEP and MULTINEWS, we present re-
sults using the same evaluation as Ghalandari et al.
(2020), while for DUC2004 we evaluate with the
1Note in principle it also is possible to ensemble both dis-
tinct models and distinct inputs simultaneously
2model id: bart-large-cnn
3code, outputs, and trained model checkpoints avail-
able at: https://github.com/chrishokamp/
dynamic-transformer-ensembles
Dataset SRC-LEN TGT-LEN NUM-BEAMS
WCEP 512 64 5
MULTINEWS 768 256 3
MULTINEWS 768 128 5
Table 1: Decoding hyperparameters for each MDS
dataset.
F-score
Method R1 R2 RL
ORACLE (MULTI) 0.558 0.29 0.4
ORACLE (SINGLE) 0.539 0.283 0.401
LEAD ORACLE 0.329 0.131 0.233
RANDOM LEAD 0.276 0.091 0.206
RANDOM 0.181 0.03 0.128
TEXTRANK 0.341 0.131 0.25
CENTROID 0.341 0.133 0.251
SUBMODULAR 0.344 0.131 0.25
TSR 0.353 0.137 0.257
BERTREG 0.35 0.135 0.255
SUBMODULAR+ABS 0.306 0.101 0.214
BART-CNN-DM DYNE-1 0.27 0.083 0.201
BART-CNN-DM DYNE-5 0.303 0.097 0.223
BART-WCEP DYNE1 0.328 0.13 0.237
BART-WCEP DYNE-5 0.354 0.151 0.256
Table 2: Evaluation results on WCEP test set.
same script as Lebanoff et al. (2018) for fair com-
parison. Because each dataset has a different aver-
age summary length and a different average length
of input articles, we use different decoding hyper-
parameters for each dataset at inference time (Ta-
ble 1).
4.1 WCEP
Table 2 presents scores on the WCEP dataset,
compared with oracle performance and with sev-
eral strong extractive models. Our ensembling
method excels on this dataset, likely because it
is highly abstractive, with short reference sum-
maries. Fine-tuning the base model leads to signif-
icant improvement, and adding more documents
to input clusters consistently increases summary
quality. An ensemble with five documents per
input cluster outperforms all extractive baselines.
Note that the truncated version of WCEP con-
tains clusters of up to 100 documents, but we use
only up to five randomly selected documents from
each cluster. Thus the performance ceiling for ab-
stractive MDS on this dataset is potentially much
higher.
4.2 MultiNews
Table 3 shows results on the MULTINEWS dataset,
using the output of the two best models from Fab-
bri et al. (2019) as baselines. Using only one ran-
F-score
Method R1 R2 RL
MULTINEWS TRANSFORMER 0.42 0.149 0.195
MULTINEWS HI-MAP 0.408 0.149 0.197
BART-MULTINEWS DYNE-1 0.439 0.158 0.222
BART-MULTINEWS DYNE-5 0.432 0.136 0.204
Table 3: Evaluation results on MultiNews test set.
F-score
Method R1 R2 R-SU
PG-MMR W/ SUMMREC 34.57 7.46 11.36
PG-MMR W/ SENTATTN 36.52 8.52 12.57
PG-MMR W/ COSINE (DEFAULT) 36.88 8.73 12.64
BART-CNN-DM DYNE-1 25.95 5.41 8.22
BART-CNN-DM DYNE-5 32.64 7.78 11.22
BART-CNN-DM DYNE-8 33.21 8.06 11.47
Table 4: Evaluation results on DUC2004 MDS test set,
compared with Lebanoff et al 2018.
domly selected document already outperforms the
state-of-the-art on this dataset, but adding more in-
puts into the ensemble hurts performance slightly.
This is an unexpected result which warrants fur-
ther investigation; however, preliminary inspec-
tion reveals that some clusters in MULTINEWS
contain a document which is very similar to the
reference summary, thus in the case that this par-
ticular document is selected as input, the evalua-
tion results are artificially high. We plan to inves-
tigate issues with the MULTINEWS dataset further
when time allows.
4.3 DUC 2004
Table 4 contains the results of DYNE with clus-
ters of various sizes on the DUC2004 dataset. For
this dataset, we cannot fine tune because we do not
have a held-out training dataset. Despite this, per-
formance improves as we add more documents to
input clusters, and approaches the results of strong
abstractive baselines.
5 Analysis
5.1 Interpretibility of Multi-Document
Summaries
An advantage of inference-time ensembling is that
the timestep-level scores are simply composed
from predictions on the individual inputs. Uti-
lizing the global ensemble predictions, but condi-
tioning on each distinct input at each timestep, we
can directly study how each input document con-
tributed to the ensemble output at that timestep.
By combining the timestep-level scores, we can
also measure how likely the final output is accord-
Figure 2: Visualizing ensemble scores per-input, per-timestep on an example from the WCEP MDS dataset. The
example at index 2 is deliberately selected from another cluster, and thus does not align with the content of other
cluster items. The visualization convincingly shows that dynamic ensembling effectively deals with this noise
article in the cluster.
ing to each input. Unlike attention-based inter-
pretations, or other model-specific approaches to
interpretability, this method is exact in the sense
that the contribution of each input does not depend
upon the other inputs.
The score that each input xi assigns to a token
at each decoding timestep is (Eq. 4):
pθ(yt|xi) = pθ(yt|xi;y0:t−1), (4)
noting again that the prefix y0:t−1 is the same for
all inputs since we are decoding jointly. By col-
lecting the scores for each input, we can visualize
the contribution of each input to the ensemble’s
prediction (figure 2).
6 Conclusion
We have presented DYNE, a simple approach to
ensembling for multi-input problems, allowing
SDS models to be directly leveraged to achieve
state-of-the-art results on the MDS task. The en-
sembling approach presented here is well-suited
to problems like multi-document summarization,
where the information overlap between individ-
ual inputs is presumed to be high; however, for
problems where the inputs contain disjoint infor-
mation, a more sophisticated decoding controller
with global awareness of all inputs may be needed.
A weakness of the method proposed here is that
document length is not a factor in the relative con-
tribution of input documents to summaries. For
news data in particular, it is plausible that a short
document such as a tweet could add relevant novel
information to that provided by the longer docu-
ments in the cluster. Another weakness is that the
decoder memory usage increases linearly with the
number of inputs, despite the decoded prefix be-
ing the same for all inputs. However, we note that
DYNE allows parallel decoding of the documents
in a cluster, in contrast to other methods which
necessarily combine all documents in a cluster into
a single input. In future work, we hope to address
some of the weaknesses with DYNE and apply the
technique to other tasks and model types.
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