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CHAOTIC SIZE DEPENDENCE IN THE ISING MODEL
WITH RANDOM BOUNDARY CONDITIONS
A. C. D. VAN ENTER, I. MEDVEd’, AND K. NETOCˇNY´
Abstract. We study the nearest-neighbour Ising model with a
class of random boundary conditions, chosen from a symmetric
i.i.d. distribution. We show for dimensions 4 and higher that al-
most surely the only limit points for a sequence of increasing cubes
are the plus and the minus state. For d=2 and d=3 we prove a
similar result for sparse sequences of increasing cubes. This ques-
tion was raised by Newman and Stein. Our results imply that
the Newman-Stein metastate is concentrated on the plus and the
minus state.
1. Introduction
In most studies of phase transitions, one considers boundary condi-
tions which are either symmetric between the different possible phases
(such as free, periodic or antiperiodic boundary conditions in low tem-
perature Ising, Potts or vector models) or a priori known to be in some
sense typical for one of the phases. The latter case in its best-known
(and purest) form is realized by the choice of plus or minus boundary
conditions for the Ising model, and in some sense by the wired or free
boundary conditions for the random cluster model. Other examples of
an unambiguous preference for one phase are the cases of uniform weak
boundary conditions [17, 19] for low temperature Ising or Potts models,
predominantly plus boundary conditions for the Ising model [12], and
random or weak boundary conditions at the high-q Potts transition
temperature [8, 19, 28]. Complementary results generalizing (deter-
ministic) symmetric boundary conditions can be found in [2, 4, 3, 19],
for instance.
A question which comes up naturally in the theory of spin-glasses,
where the phases are unknown so that the choice of coherent bound-
ary conditions is not available (although one can put the question in
substantial greater generality), is what will happen if one chooses the
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boundary conditions randomly, without having a systematic preference
for one of the phases.
This is the type of question we want to study here. To be more def-
inite, we consider the standard Ising model at low temperature, with
symmetric i.i.d. boundary conditions, c.f. [22], example iii.4. It is con-
jectured there (compare also [10, 27]) that when one would take an
increasing sequence of volumes, one would oscillate randomly between
being close to the plus and the minus phase. Heuristically, the fluc-
tuations of the free energies of the plus and minus states should scale
with the square root of the boundary, which diverges with increasing
volumes. Thus, one would expect that weight of either the plus or the
minus measure in a mixture will be of order e−V
(d−1)/2d
, which becomes
negligible for sufficiently large volumes.
This non-convergence to a single thermodynamic limit measure is
an example of what Newman and Stein call “chaotic size dependence”.
They have developed their ideas within the formalism of metastates
[23, 24, 21, 25]. Since then similar arguments have been made precise
for a class of random mean-field models [5, 14, 16, 15, 6, 29]. However,
for short-range models hardly any precise result has been obtained.
Here we study a simple version of this problem for the standard
Ising model. Our simplification is the condition that the bonds on
the boundary are weaker than the bonds in the bulk. This removes
“by hand” any interface (large contour) because these get attracted to
the boundary. Our result is that the above heuristics is correct, and
that a chaotic size dependence occurs indeed. The two possible limit
states occurring with the same limit frequency are the plus and the
minus states. In other words, the metastate is concentrated with equal
weight on these two pure states. This can be shown for a sequence
of strictly increasing cubes in high dimensions, in dimension 2 and 3
we need to impose an extra condition of “sparsity” on the sequence of
increasing volumes (c.f. Corollary 5.5).
The structure of the set of limit states can be inferred through a toy-
model, where only two configurations are allowed (the zero-temperature
approximation). Having in mind the Ising model coupled to a random
environment, let Λn ⊂ Z
d be a cube with side n and σ ∈ {−1, 1} the
possible states. Considering a collection {λx}x∈Zd of identical indepen-
dent variables with the distribution P(−1) = P(1) = 1
2
, the Hamilton-
ian of the toy-model is
Hλn(σ) = −σ
∑
x∈∂Λn
λx . (1.1)
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Using µλn to denote the corresponding finite-volume Gibbs measure,
we immediately have µλn(σ) = tanhS
λ
n with S
λ
n =
∑
x∈∂Λn
λx. Thus,
in order to find the limit points of {µλn}, it is sufficient to find the
limit points of {Sλn}. However, the latter is a sequence of “essentially”
independent functions, each of them being the sum of independent
variables. Therefore, one can readily use the local-limit theorem to
show that P(Sλn = k) ≃ n
− d−1
2 for any k ∈ 2Z. Then, according to
the Borel-Cantelli lemmas, k ∈ 2Z is a limit point of {Sλn} P-a.s. if and
only if
∑
n P(S
λ
n = k) =∞. Realizing that −∞ and∞ are always limit
points P-a.s. (due to the Borel-Cantelli argument and the symmetry of
the distribution), we can conclude the following: for d = 2, 3 the set
of limit points of {Sλn} is 2Z ∪ {−∞,∞} P-a.s., while for d > 3 it is
{−∞,∞} P-a.s. As a consequence, the only limit points of the sequence
of the Gibbs measures for d > 3 are δ1 and δ−1 P-a.s. On the other
hand, in dimensions d = 2, 3 we obtain an infinite set of limit measures.
The set of mixed limit measures, however, is null-recurrent. Note that
this picture differs from the case of free boundary conditions, where
there is only one limit state 1
2
(δ1 + δ−1).
In the sequel, we show that this behaviour is stable with respect to
thermal fluctuations for d > 3. This is done by generalizing the above
scenario and proving a weak variant of the local-limit theorem for the
boundary term. A similar result is obtained in dimensions 2 and 3 for
“sparse” sequences. Although this behaviour seems almost “physically
obvious” (as one can see from the toy model), the proof turns out,
somewhat surprisingly, to be rather non-trivial.
On the other hand, the full low-dimensional structure of limit points
remains out of the scope of the present paper. Presumably, mixed
states can appear as limit points, but again null recurrent, that is,
with disappearing probabilities.
The organization of the paper is as follows. In Section 2, we specify
the studied model and state our main result in Theorem 2.1. Section 3
is devoted to the contour analysis of our model, yielding its reformula-
tion in terms of contour ensembles. The cluster-expansion control over
these ensembles is provided in Section 4. This leads to Proposition 4.4
and its Corollary 4.5 from which we can conclude that no long con-
tours will appear inside the system. The proof of Theorem 2.1 is then
finished by the probabilistic arguments of Section 5. We again em-
ploy cluster-expansion techniques, now to prove a weak version of the
local limit theorem (Lemma 5.3). A Borel-Cantelli argument (Propo-
sition 5.4) then closes the argument. Some comments and remarks
are given in Section 6. Technicalities concerning statements for the
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abstract polymer model and their application to the proof of the con-
vergence of cluster expansions needed in Sections 4 and 5 are deferred
to the appendices.
2. Model and Results
Let {Λn}n∈N be the sequence of d-dimensional cubes on Z
d, d ≥ 2,
given by1
Λn = {x ∈ Z
d : −
n
2
< xi ≤
n
2
∀ i = 1, . . . , d}. (2.1)
In this paper, we study the ferromagnetic, nearest-neighbour Ising
model in Λn exposed to random boundary fields λ ∈ R
Zd in the ther-
modynamic limit n→∞. Namely, using Ω to denote the set {−1, 1}Z
d
of spin configurations on Zd and Ωn to denote the set {−1, 1}
Λn of spin
configurations in Λn, we consider the Hamiltonian
Hλn(σn) = − β
∑
〈x,y〉
x,y∈Λn
(σxσy − 1) −
∑
x∈∂Λn
λxσx, σn ∈ Ωn. (2.2)
Here 〈x, y〉 stands for a pair of nearest-neighbour sites x, y ∈ Zd, the
bulk coupling β > 0, the set ∂Λn contains all x ∈ Λn having at least
one nearest-neighbour site in Λcn, and {λx}x∈Zd are identical, indepen-
dent, symmetrically distributed random variables with zero mean. The
latter represent random boundary conditions with boundary terms of
strength λx. We will write P for the (product) probability law of λ and
E for the expectation with respect to P. Let ϕ(t) = E eitλ0 , t ∈ R, be
the characteristic function of λ0. We restrict ourselves to distributions
with bounded supports, precisely, we assume that P(|λ0| > λ
∗) = 0 for
a certain finite λ∗.
The finite-volume Gibbs measure µλn corresponding to the Hamilton-
ian (2.2) is defined as
µλn(A) =
∑
σn∈A
e−H
λ
n(σn)
Zλn
, A ⊂ Ωn, (2.3)
where the normalizing constant Zλn =
∑
σn∈Ωn
e−H
λ
n(σn) is the partition
function. Given β sufficiently large, our aim is the analysis of the set
of limit points of the sequence of random measures {µλn}n∈N. Let
µ±n (A) =
∑
σn∈A
e−H
±
n (σn)
Z±n
, A ⊂ Ωn, (2.4)
1Notice that the cube Λn has side-length n− 1 and is centred at the origin if n
is odd and at 1
2
I if n is even, where I ∈ Zd is the unit vector.
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where
H±n (σn) = − β
∑
〈x,y〉
x,y∈Λn
(σxσy − 1) ∓ β
∑
x∈∂Λn
σx (2.5)
and Z±n =
∑
σn∈Ωn
e−H
±
n (σn). The weak limits µ± of the sequences {µ±n }
are the only extremal translation-invariant Gibbs measures of the Ising
model and µ+ 6= µ− for d ≥ 2 and β large enough, see e.g. [11]. In this
paper we prove the following theorem.
Theorem 2.1. Given d ≥ 2 and 0 < λ∗ < ∞, there exists a constant
β0 = β0(λ
∗, d) < ∞ such that for any β ≥ β0 and any symmetric dis-
tribution P of boundary fields with zero mean, strictly positive variance,
and satisfying P(|λ0| > λ
∗) = 0, one has:
1. If d > 3, then the set of limit points of {µλn}n∈N is {µ
+, µ−} P-a.s.
2. If d ∈ {2, 3} and ω > 0, then the set of limit points of the “sparse”
sequence {µλ
[n4−d+ω]
}n∈N is {µ
+, µ−} P-a.s.
The conclusion of the theorem implies that the Newman-Stein metas-
tate is 1
2
(δµ+ + δµ−).
The proof of the theorem is carried out in two steps. First, in Sec-
tion 3 we rewrite our model in terms of contours, using two auxiliary
contour ensembles with the corresponding measures µλ,+n and µ
λ,−
n and
the partition functions Zλ,+n and Z
λ,−
n . This enables us to express µ
λ
n
through µλ,+n , µ
λ,−
n , and F
λ
n = logZ
λ,+
n − logZ
λ,−
n . In Section 4 we in
particular show that the occurrence of long contours is excluded in the
region β ≥ β0(λ
∗, d), where the low-temperature cluster expansions for
Zλ,+n and Z
λ,−
n converge. Establishing the relation between the limit
points of {µλn} and the limits of {µ
±
n } in Corollary 4.5, the original
problem gets reduced to the task of finding the limit points of {F λn }.
Second, in Section 5 we solve this task by using probabilistic argu-
ments that have again the structure of a cluster expansion, this time
for a kind of imaginary boundary free energy. We prove a weak variant
of the local-limit theorem which suffices for our purposes; this is to
exclude the occurrence of a“mixed state” as a possible limit measure.
The structure of the set of limit points of {F λn } is finally obtained with
the help of the Borel-Cantelli lemmas, and is stated in Proposition 5.4.
3. Contour Representations
In this section, we introduce contour representations for our model
given by the Hamiltonian Hλn as well as for the models corresponding
to the Hamiltonians H+n and H
−
n . In the former case, we are inter-
ested in boundary fields λ of small strength. Hence, we make use of
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contours suitable for the study of lattice models under free boundary
conditions. These may be “open” and their definition is in the spirit
of [3]. In the latter case, the standard, “closed” Ising contours are em-
ployed. It turns out that the difference between the two cases merely
concerns “boundary contours”, i.e. those containing the sites from ∂Λn,
see below.
Our contour representations are set up to allow us to establish esti-
mates that are uniform in a large class of boundary conditions. When-
ever these estimates hold, long contours will not appear in typical con-
figurations, and the expansions given in the next section will converge.
When this happens, we can consequently conclude that we either have
a “typical plus” or a “typical minus” configuration. We will estimate
these two sets of configurations separately, uniformly in our chosen
class of boundary conditions.
We shall proceed in a slightly more general context, allowing at the
same time to study the expectation of local observables in the above
models as n→∞. By virtue of an “FKG-argument”, see Corollary 4.5,
it is sufficient to control the infinite-volume expectation of the spin at
each site x ∈ Zd. Observing that there exists nx <∞ such that x ∈ Λn
for all n ≥ nx, we therefore introduce an external field η ∈ R at x, i.e.
for each x ∈ Zd we consider models with the perturbed Hamiltonians
Hλ,xn (σn) = H
λ
n(σn)− η σx and H
±,x
n (σn) = H
±
n (σn)− η σx . (3.1)
Here σx is the restriction of σn to x if n ≥ nx, while it is 0 otherwise.
All other quantities associated with these new models will also have the
additional superscript x. The superscript will be suppressed whenever
we will be in the original situation, corresponding to η = 0.
Let ✷x, x ∈ Z
d, be the closed unit cube in Rd whose centre is
at x and let Vn = ∪x∈Λn✷x. Given σn ∈ Ωn, we define V
±
n (σn) =
∪x∈Λn: σx=±1✷x ⊂ Vn as the “± regions” corresponding to σn and D(σn)
as the set of connected components of V +n (σn)∩V
−
n (σn). Thus, the set
D(σn) represents the connected and mutually disjoint boundaries sep-
arating V +n (σn) from V
−
n (σn). A contour is any element of the union
Dn = ∪σn∈ΩnD(σn). We write |γ| for the number of plaquettes (i.e.
closed (d − 1)-dimensional faces of the closed unit cubes) lying in the
contour γ.
Next, we will define the interior and exterior of a contour γ. For
each corner k = [k1, . . . , kd] of the box Vn,
2 let us introduce the “octant”
2If n is odd, n = 2m+ 1, then one obviously has |ki| = m, i = 1, . . . , d, for the
corner k. However, if n is even, n = 2m, then |ki| equals either m or m− 1.
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associated with k as
On(k) = {x ∈ R
d : xi ≥ ki if i ∈ I−, xi ≤ ki if i ∈ I+}, (3.2)
where i ∈ I− whenever yi ≥ ki for all y ∈ Vn, while i ∈ I+ whenever
yi ≤ ki for all y ∈ Vn. Notice that Vn = ∩kOn(k). Two possibilities
arise:
1. There is a corner k of Vn such that γ ∩ ∂Vn ⊂ ∂On(k). Then
Int γ is the union of all finite components of On(k)\γ and Ext γ
is Vn \ (γ ∪ Int γ).
3
2. There is no corner k of Vn for which γ ∩ ∂Vn ⊂ ∂On(k), i.e. there
is a kind of interface. We then choose Ext γ to be the largest
component of Vn\γ and Int γ to be the union of the remaining
components of Vn\γ.
4
We point out that the joint exterior Ext(∂) = ∩γ∈∂ Ext γ of any set
of contours ∂ ∈ Dn such that ∂ = D(σn) is either a subset of V
+
n (σn)
or V −n (σn). Hence, the set Ωn may be written as a union Ω
+
n ∪ Ω
−
n of
disjoint subsets Ω±n = {σn ∈ Ωn : Ext(D(σn)) ⊂ V
±
n (σn)}. Finally,
let Λ(γ) = Int γ ∩ Λn and v(γ) = maxγ′⊂Int γ |Λ(γ
′)| for any contour
γ ∈ Dn.
We shall now rewrite the partition function Zλ,xn in terms of contours.
Given Θ ⊂ Zd, let SλΘ =
∑
x∈Θ∩∂Λn
λx and E
λ,x,±
Θ = ∓(S
λ
Θ + η1x∈Θ),
x ∈ Zd. For simplicity, we write Sλn = S
λ
∂Λn
and Eλ,x,±n = E
λ,x,±
Λn
. Let
us introduce the quantities Zλ,x,±γ and K
λ,x,±
γ for any contour γ ∈ Dn
in the following inductive manner:
1. We set
Zλ,x,±γ = e
−Eλ,x,±
Λ(γ) and Kλ,x,±γ = e
−2β|γ|+Eλ,x,±
Λ(γ)
−Eλ,x,∓
Λ(γ) (3.3)
for any contour γ with v(γ) = 0.
2. Assuming thatKλ,x,±γ′ and Z
λ,x,±
γ′ have been defined for all contours
having v(γ′) < N ≤ |Λn|, for any γ with v(γ) = N we set
Zλ,x,±γ = e
−Eλ,x,±
Λ(γ)
∑
∂❁Int γ
∏
γ′∈∂
K
λ,x,±
γ′ (3.4)
and
Kλ,x,±γ = e
−2β|γ|
Zλ,x,∓γ
Z
λ,x,±
γ
. (3.5)
3Cf. [3]. This definition does not depend on the choice of k if more corners are
possible. This case also covers the contours which do not touch the boundary ∂Vn.
4 If there are several components of Vn\γ with the largest volume, we take the
first one in some fixed (e.g. lexicographic) order.
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Here the sum is over all families ∂ ⊂ Dn of mutually disjoint
contours which all lie in Int γ; the term corresponding to ∂ = ∅ is
set equal to 1.
In the second step one uses the fact that v(γ′) < v(γ) for any γ′ which
lies in Int γ (notice that γ ∩ Int γ = ∅). Observing that
Hλ,xn (σn) = 2β
∑
γ∈D(σn)
|γ|+ Eλ,x,+
V +n (σn)∩Λn
+ Eλ,x,−
V −n (σn)∩Λn
(3.6)
for all σn ∈ Ωn, one may use standard arguments [30, 1, 3] to express
Zλ,xn as the sum of two partition functions of auxiliary contour ensem-
bles. Namely, one has
Zλ,xn = Z
λ,x,+
n + Z
λ,x,−
n with Z
λ,x,±
n = e
−Eλ,x,±n
∑
∂❁Vn
∏
γ∈∂
Kλ,x,±γ ,
(3.7)
where the summation is over all families ∂ ⊂ Dn of mutually disjoint
contours; the term corresponding to ∂ = ∅ is set equal to 1. Each of
the contour ensembles may be associated with a measure µλ,x,±n given
through the restricted sets of configurations Ω±n ,
µλ,x,±n =
{
e−H
λ,x
n (σn)
Zλ,x,±n
σn ∈ Ω
±
n ,
0 otherwise.
(3.8)
These contour ensembles provide a suitable representation for the finite-
volume Gibbs measure µλn,
µλn =
Zλ,+n µ
λ,+
n + Z
λ,−
n µ
λ,−
n
Z
λ,+
n + Z
λ,−
n
=
µλ,+n
1 + e−Fλn
+
µλ,−n
1 + eFλn
, (3.9)
where
F λn = logZ
λ,+
n − logZ
λ,−
n . (3.10)
In the case of± boundary conditions, one considers the set D±(σn) of
connected components of the boundary ∂V ∓n (σn). The set of contours
in Vn is then defined as Dˆn = ∪σn∈ΩnD
+(σn) = ∪σn∈ΩnD
−(σn). Given
γˆ ∈ Dˆn, its interior and exterior are introduced naturally: Int γˆ is the
union of all finite components of Rd \ γˆ and Ext γˆ = Vn \ (γˆ ∪ Int γˆ).
Again, we let Λ(γˆ) = Int γˆ∩Λn and v(γˆ) = maxγˆ′⊂γˆ |Λ(γˆ
′)|. Clearly, the
sets Dn and Dˆn only differ in “boundary contours” since Λ(γ)∩∂Λn = ∅
iff γ ∈ Dn ∩ Dˆn. Setting E
±,x
Θ = ∓η 1x∈Θ for any Θ ⊂ Z
d and x ∈ Zd
and observing that
H±,xn (σn) = 2β
∑
γ∈D(σn)
|γ|+ E+,x
V +n (σn)∩Λn
+ E−,x
V −n (σn)∩Λn
, (3.11)
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the quantities Z±,xγˆ and K
±,x
γˆ are introduced in an inductive manner
analogously to Zλ,x,±γ and K
λ,x,±
γ . It then follows that
Z±,xn = e
−E±,xn
∑
∂ˆ❁Vn
∏
γˆ∈∂ˆ
K
±,x
γˆ , (3.12)
where the sum goes over all families ∂ˆ ⊂ Dˆn of mutually disjoint con-
tours with the term corresponding to ∂ˆ = ∅ being set equal to 1.
4. Perturbative Control of the Contour Ensembles
Let us define the relation ι of incompatibility on the sets Dn and Dˆn
of contours in Vn as disjointness (for instance, for any γ, γ
′ ∈ Dn one
has γιγ′ iff γ ∩ γ′ 6= ∅). Then the logarithms of the partition functions
Zλ,x,±n and Z
±,x
n as well as those of Z
λ,x,±
γ and Z
±,x
γˆ can be expressed
in the form of cluster expansions (c.f. Appendix A). Namely, writing
Cn and Cˆn for the set of all clusters C ⊂ Dn and Cˆ ⊂ Dˆn, respectively,
one has
logZλ,x,±n = −E
λ,x,±
n +
∑
C∈Cn
Φλ,x,±C (4.1)
and
logZ±,xn = −E
±,x
n +
∑
Cˆ∈Cˆn
Φ±,x
Cˆ
, x ∈ Zd . (4.2)
The convergence of these series as well as the convergence their deriva-
tives with respect to η is guaranteed by the following two lemmas. Their
proofs, carried out with the help of the Kotecky´-Preiss criterion (A.5)
(see [13] and also [7, 20, 26], for instance), are deferred to Appendix B.
Lemma 4.1. Let d ≥ 2 and λ∗, η∗ ≥ 0. There exist c1, c2 < τ < ∞
such that for any β ≥ τ and x0 ∈ Z
d one has∑
C: Λ(C)∋x
e2(β−c1)|C||Φλ,x0,±C | ≤ 1 (4.3)
and
∑
C: Λ(C)∋x
e2(β−c2)|C|
∣∣∣∂Φλ,x0,±C
∂η
∣∣∣ ≤ 1 (4.4)
for all x ∈ Λn and n ∈ N whenever |λy| ≤ λ
∗ for all y ∈ Zd and
|η| ≤ η∗. Here |C| =
∑
γ∈C |γ| and Λ(C) = ∪γ∈CΛ(γ).
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Remark 4.2. It will turn out in the proof of this lemma (see Appen-
dix B) that the dependence of the constants c1, c2, and τ on d, λ
∗, and
η∗ is of the form θλ∗ + η∗ + const(d). Similar dependencies also occur
in the next lemma.
Lemma 4.3. There exist constants cˆ1, cˆ2 < τˆ ≤ τ depending on d and
η∗ such that for any β ≥ τˆ and x0 ∈ Z
d one has∑
Cˆ: Λ(Cˆ)∋x
e2(β−cˆ1)|Cˆ||Φ±,x0
Cˆ
| ≤ 1 (4.5)
and
∑
Cˆ: Λ(Cˆ)∋x
e2(β−cˆ2)|Cˆ|
∣∣∣∂Φ±,x0Cˆ
∂η
∣∣∣ ≤ 1 (4.6)
for all x ∈ Λn and n ∈ N whenever |η| ≤ η
∗. Here τ is the constant
from Lemma 4.1.
In the following proposition we prove that the limits of {µλ,±n } and
{µ±n } coincide on the level of “magnetizations”. Instead of proving
that the limits are actually identical, in Corollary 4.5 we use an ab-
stract argument to show that the limit points of {µλn} coincide with µ
±
whenever they correspond to infinite limit points of F λn .
Proposition 4.4. Let β ≥ τ , where τ is the constant from Lemma 4.1.
Then for every x ∈ Zd one has limn→∞ µ
λ,±
n (σx) = µ
±(σx).
Proof. Let β ≥ τ and x ∈ Zd. Taking into account the convergent
cluster expansions (4.1) and (4.2), we have
µλ,±n (σx) =
∂ logZλ,x,±n
∂η
∣∣∣
η=0
= ±1 +
∑
C: Λ(C)∋x
∂Φλ,x,±C
∂η
∣∣∣
η=0
(4.7)
and
µ±n (σx) =
∂ logZ±,xn
∂η
∣∣∣
η=0
= ±1 +
∑
Cˆ: Λ(Cˆ)∋x
∂Φ±,x
Cˆ
∂η
∣∣∣
η=0
(4.8)
for all n ≥ nx.
5 Since any contour γ from Dn whose volume Λ(γ)
does not intersect ∂Λn is necessarily in Dˆn and vice versa and since
5Recall that x ∈ Λn for all n ≥ nx.
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Kλ,x,±γ = K
±,x
γ for such γ, it follows that
µλ,±n (σx)− µ
±
n (σx) =
∑
C: Λ(C)∋x
Λ(C)∩∂Λn 6=∅
∂Φλ,x,±C
∂η
∣∣∣
η=0
−
∑
Cˆ: Λ(Cˆ)∋x
Λ(Cˆ)∩∂Λn 6=∅
∂Φ±,x
Cˆ
∂η
∣∣∣
η=0
(4.9)
for all n ≥ nx. Realizing that a cluster contributing to any of the
last two sums must necessarily satisfy |C| ≥ n
4
whenever n ≥ 2nx,
Lemma 4.1 and 4.3 yield
|µλ,±n (σx)− µ
±
n (σx)| ≤ e
−(β−max{c2,cˆ2})
n
2 ×
×
( ∑
C:Λ(C)∋x
e2(β−c2)|C|
∣∣∣ ∂Φλ,x,±C
∂η
∣∣∣+ ∑
Cˆ:Λ(Cˆ)∋x
e2(β−cˆ2)|Cˆ|
∣∣∣ ∂Φx,±Cˆ
∂η
∣∣∣ )
η=0
≤
≤ 2e−(β−max{c2,cˆ2})
n
2 . (4.10)
As a result, we have limn→∞ |µ
λ,±
n (σx)− µ
±
n (σx)| = 0.
Corollary 4.5. Let β ≥ τ , where τ is the constant from Lemma 4.1.
If kn is an increasing sequence of integers such that limn Fkn = ±∞,
then µλkn → µ
± weakly.
Proof. Let limn Fkn = ∞. Since limn µ
λ,+
kn
(σx) = µ
+(σx) for all x ∈ Z
d
due to Proposition 4.4, it follows by (3.9) that also limn µ
λ
kn
(σx) =
µ+(σx). Using a compactness argument, the sequence µ
λ
kn
has a limit
point in the weak topology. If νλ is any such limit point, then it is
FKG-dominated by µ+ and satisfies νλ(σx) = µ
+(σx) for all x. As
a consequence, see [18], Corollary II.2.8, one has νλ = µ+, implying
limn µ
λ
kn
= µ+. The case limn Fkn = −∞ then immediately follows by
the spin-flip symmetry.
5. Probabilistic Analysis
In view of Corollary 4.5, the study of the limit points of the sequence
{µλn} boils down to the analysis of the sequence of random functions
{F λn }. Using (4.1) with η = 0, they have the form
F λn = 2S
λ
n +
∑
C∈∂Cn
∆ΦλC (5.1)
with ∂Cn being the set of clusters from Cn for which P(C) = ∪γ∈CP(γ)
is not empty. Notice that ∆ΦλC only depends on λx iff x ∈ ∂n(C).
In order to prove our main claim about the structure of the limit
points of the random sequence {F λn }, see Proposition 5.4, we need
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a version of the local-limit theorem for this sequence. If the actual
local-limit theorem would hold, we could conclude that there exists a
sequence of numbers {αn}, αn = O(n
d−1), such that
lim
n→∞
α1/2n P(F
λ
n ∈ (a, b)) = b− a (5.2)
for every finite a < b. If F λn were a sum of i.i.d. random variables (as is
true in the toy model), such a strong result could easily be derived [9].
However, the ∆ΦλC terms in (5.1) spoil the independence, and we are
not able to establish a statement of the form (5.2). Nevertheless, we can
again apply a cluster expansion, see (5.12) below, now for the boundary
term, which will give us a slightly weaker result. More precisely, we
estimate from above the probabilities to find F λn in intervals which are
not fixed but rather grow as small powers of n, see Lemma 5.3 below.
This weaker result is enough for what we need, which is that the free
energy differences between plus and minus due to the random boundary
term will be far enough away from zero for all large enough volumes,
with overwhelming probability. Therefore either the plus or the minus
state will dominate.
Let us consider the characteristic function
ψn(t) = E e
itFλn , t ∈ R. (5.3)
In order to control ψn(t) for small values of t, we rewrite it as the
partition function of a polymer model with complex weights as follows.
Realizing that ∏
C∈∂Cn
eit∆Φ
λ
C =
∑
C⊂∂Cn
∏
C∈C
(
eit∆Φ
λ
C − 1
)
, (5.4)
where the term corresponding to C = ∅ is set equal to 1, and using
∂n(C) to denote ∪C∈C∂n(C), it readily follows that
ψn(t) =
∑
C⊂∂Cn
(
E e
2itSλ
∂n(C)
∏
C∈C
(
eit∆Φ
λ
C − 1
))
E e
2itSλ
∂Λn\∂n(C) . (5.5)
Since E e2itS
λ
∂Λn\∂n(C) = (ϕ(2t))|∂Λn\∂n(C)|, we therefore have
ψn(t) = (ϕ(2t))
|∂Λn|
∑
C⊂∂Cn
̺C(t) (5.6)
with
̺C(t) = (ϕ(2t))
−|∂n(C)| E e
2itSλ
∂n(C)
∏
C∈C
(
eit∆Φ
λ
C − 1
)
(5.7)
for all t ∈ R for which ϕ(2t) 6= 0; we only consider such t in the sequel.
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Let G(C) be the graph on the vertices of all clusters in C ⊂ Cn such
that C1, C2 ∈ C are connected by the edge iff P(C1) ∩ P(C2) 6= ∅
(sharing of at least one plaquette of ∂Vn). We say that C is a connected
family of clusters whenever the corresponding graph G(C) is connected.
Clearly,
̺C(t) =
∏
Ccon⊂C
̺Ccon(t), (5.8)
where the product runs over all connected components of the family
C. Writing P(C) = ∪C∈CP(C) and collecting all the connected families
Ccon of clusters with the same set P(Ccon), we get∑
C⊂∂Cn
̺C(t) =
∑
{Pk}
∑
C
(1)
con:P(C
(1)
con)=P1,
...
∏
k
̺
C
(k)
con
(t) =
=
∑
{Pk}
∏
k
∑
Ccon:P(Ccon)=Pk
̺Ccon(t). (5.9)
In view of (5.6), we have thus rewritten ψn as the partition function of
a polymer model,
ψn(t) = (ϕ(2t))
|∂Λn|
∑
{Pk}
∏
k
wPk(t), (5.10)
in which polymers are any (not necessarily connected) sets of plaquettes
on ∂Vn, the polymer weights are
wP (t) =
∑
Ccon:P(Ccon)=P
̺Ccon(t), (5.11)
and incompatibility of two distinct polymers means sharing of at least
one of their plaquettes. Denoting by Yn the set of all clusters of poly-
mers in Vn, the characteristic function is given by the cluster expansion
logψn(t) = |∂Λn| logϕ(2t) +
∑
Y∈Yn
wTY(t) . (5.12)
The following two statements establish a control over the behaviour
of the characteristic function in a neighbourhood of the origin. A rather
technical proof of Lemma 5.1 is given in Appendix C.
Lemma 5.1. There exist constants β0 = β0(d, λ
∗) < ∞ and ǫ > 0
such that β ≥ β0 implies the inequality∑
Y∈Yn
|wTY(t)| ≤
1
2
σ2t2 |∂Λn| (5.13)
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for all n and |t| ≤ ǫ. Here σ2 = Eλ20 is the variance of the distribution
of the boundary fields.
Corollary 5.2. Let σ2 > 0 and β ≥ β0 with β0 being the constant from
Lemma 5.1. Then there exists t0 > 0 such that
|ψn(t)| ≤ exp
(
−
1
2
σ2t2|∂Λn|
)
(5.14)
holds true for any n and |t| ≤ t0.
Proof. Since logϕ(t) = −1
2
σ2t2 + o(t2) and since σ2 > 0, there exists
t1 > 0 such that | logϕ(t) +
1
2
σ2t2| ≤ 1
4
σ2t2 whenever |t| ≤ t1, yielding
|ϕ(t)| ≤ e−
1
2
σ2t2 e| logϕ(t)+
1
2
σ2t2| ≤ e−
1
4
σ2t2 . (5.15)
Using the cluster expansion (5.12) and Lemma 5.1, we immediately get
the above statement with t0 = min{t1, ǫ}.
We now prove the following weak variant of the local-limit theorem.
Lemma 5.3. Let the assumptions of Corollary 5.2 be satisfied. Then,
for any finite interval I ⊂ R whose end-points are a and b and any
ζ > 0, we have
lim sup
n→∞
n
d−1
2
−ζ
P
(
F λn ∈ n
ζI
)
<∞ . (5.16)
Here nζI is the interval with the end-points anζ and bnζ .
Proof. The idea of the proof is to “blur” the distribution function of the
random variable F λn by convoluting it with a smooth function without
changing the inequality (5.16). This trick will enable us to obtain a
sufficient control over the asymptotic behaviour of the characteristic
function outside the regime where the cluster expansions hold.
Let g ∈ C∞ be a positive function with a compact support in [−1, 1]
and satisfying the normalization condition
∫
R
g(x) dx = 1. Further, we
use Fn to denote the distribution function of F
λ
n and define
F˜n(z) =
∫ z
−∞
dx
∫
R
gn(x− y) dFn(y) , (5.17)
where
gn(x) = n
−ζg(xn−ζ) (5.18)
with ζ > 0. The function F˜n is clearly a distribution function due to
the properties of g. Given an interval I ⊂ R with the end-points a ≤ b,
the lemma will be proved once we show that
lim sup
n→∞
n
d−1
2
−ζ
∫
nζ I˜
dF˜n <∞, (5.19)
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where I˜ = [a− 1, b+ 1]. Indeed, since∫
nζ I˜
dF˜n =
∫
nζ I˜
dx
∫
R
gn(x− y) dFn(y) ≥
≥
∫
nζ I˜
dx
∫
nζI
gn(x− y) dFn(y) =
=
∫
nζI
dFn(y)
∫
R
gn(x− y) dx =
∫
nζI
dFn
(5.20)
by Fubini’s theorem and the normalization condition
∫
R
gn(x)dx = 1,
this estimate combined with (5.20) immediately yields the lemma.
Turning now to the proof of (5.19), we first introduce the functions
gˆ(t) =
∫
R
eixtg(x) dx (5.21)
and gˆn(t) = gˆ(tn
ζ). Moreover, since g ∈ C∞ and has a compact sup-
port, for all k = 0, 1, 2, . . . and t ∈ R \ {0} the bounds |gˆ(t)| ≤ ck|t|
−k
are true, where c0 = 1 and ck <∞ for k ≥ 1, implying
|gˆn(t)| ≤ ckn
−kζ|t|−k (5.22)
for all n ∈ N. It also immediately follows that the modified character-
istic function
ψ˜n(t) =
∫
R
eixt dF˜n(x) = ψn(t)gˆn(t) (5.23)
satisfies the condition
∫
R
|ψ˜n(t)| dx <∞ and, therefore, F˜n is given by
the inversion formula
F˜n(z) =
∫ z
−∞
dx
2π
∫
R
e−itxψ˜n(t)dt . (5.24)
Using (5.23) and the fact that |ψn(t)| ≤ 1, we obtain the estimate
n
d−1
2
−ζ
∫
I˜nζ
dF˜n = n
d−1
2
−ζ
∫
I˜nζ
dx
2π
∫
R
e−itx ψ˜n(t) dt ≤
≤ n
d−1
2
∫
I˜
dx
2π
∫
R
|ψ˜n(t)| dt ≤ (I
1
n + I
2
n)
∫
I˜
dx
2π
(5.25)
for all n ∈ N. Here
I1n = n
d−1
2
∫
|t|≤t0
|ψn(t)| dt and I
2
n = n
d−1
2
∫
|t|>t0
|gˆn(t)| dt (5.26)
with t0 being the constant from Corollary 5.2. The interval I˜ being
finite, it now suffices to show that the integrals I1n and I
2
n are uniformly
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bounded if n→∞. First, in view of (5.22), one can conclude that
I2n ≤ ckn
d−1
2
−kζ
∫
|t|>t0
|t|−k dt. (5.27)
Hence, choosing an integer k > max{1, d−1
2ζ
}, we get limn→∞ I
2
n = 0.
In order to estimate the integral I1n, we make use of Corollary 5.2 to
obtain
lim sup
n→∞
I1n ≤ lim sup
n→∞
n
d−1
2
∫
R
exp
(
−
1
2
σ2t2|∂Λn|
)
dt =
1
σ
(π
d
)1/2
,
(5.28)
which finishes the proof.
The proof of Theorem 2.1 will be finished once we prove the following
lemma, yielding the structure of limit points of the sequence F λn . For
convenience, we use Lλ to denote the (random) set of all limit points of
the sequence {F λn } and L
λ
d, ω for the set of limit points of the “sparse”
sequence {F λ
n[4−d+ω]
}.
Proposition 5.4. Let σ2 > 0 and β ≥ β0 with β0 from Lemma 5.1.
1. If d > 3, then Lλ = {∞,−∞} P-a.s.
2. If d ∈ {2, 3} and ω > 0 , then Lλd, ω = {∞,−∞} P-a.s.
Proof. (1) Let d > 3. First, we shall show that Lλ∩R = ∅ a.s. Defining
the events
E ζn,k = {λ : −kn
ζ < F λn < kn
ζ} (5.29)
for all k ∈ N and ζ ≥ 0, Lemma 5.3 implies that there are constants
ck(ζ), nk(ζ) <∞ such that
P(E ζn,k) ≤ ck(ζ)n
− d−1
2
+ζ (5.30)
for any ζ > 0 whenever n ≥ nk(ζ). Choosing 0 < ζ <
d−3
2
, this yields∑
n
P(E0n,k) ≤
∑
n
P(E ζn,k) <∞ . (5.31)
Using the Borel-Cantelli lemma, it follows that P(lim supn E
0
n,k) = 0,
where lim supn E
0
n,k = ∩n ∪
∞
m=n E
0
m,k is the event that infinitely many
events E0n,k occur. As a consequence, we have P(L
λ ∩ (−k, k) 6= ∅) = 0.
Hence,
P(Lλ ∩ R 6= ∅) ≤
∑
k
P(Lλ ∩ (−k, k) 6= ∅) = 0 . (5.32)
Further, the events A+n = {λ : F
λ
n ≥ 0} and A
−
n = {λ : F
λ
n ≤ 0}
satisfy limn→∞ P(A
±
n ) =
1
2
due to the symmetry of the distribution P
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and because limn→∞ P(λ : F
λ
n = 0) = 0 by the the same argument as
above. Since {A±2n} are subsequences of independent events, one gets
P(lim supnA
±
n ) = 1 by the (second) Borel-Cantelli lemma. Therefore,
both F λn ≥ 0 and F
λ
n ≤ 0 occur infinitely many times P-almost surely
and we get P(Lλ ∩ [0,∞] 6= ∅) = 1 as well as P(Lλ ∩ [−∞, 0] 6= ∅) = 1.
Combined with (5.32), this proves the statement.
(2) Let d ∈ {2, 3}. Recalling the definition (5.29) of the events E ζn,k,
this time one arrives at the inequality∑
n
P(E0[n4−d+ω], k) <∞ (5.33)
whenever choosing 0 < ζ < d−1
2
− 1
4−d+ω
. The rest of the proof runs
along the same lines as for d > 3.
Corollary 5.5. In the situation of Proposition 5.4, the Newman-Stein
metastate is 1
2
(δµ+ + δµ−).
Remark 5.6. In fact we have proved something strictly stronger. If
the set of mixed states is null-recurrent (which we suspect happens for
non-sparse sequences in d = 2, 3), this still would lead to the same
metastate. However, this we cannot prove.
6. Concluding Remarks
In the introduction, we have concluded that the set of limit points
of {µλn} for d = 2, 3 and β = ∞ is countable a.s., containing all the
convex combinations 1+α
2
δ1 +
1−α
2
δ−1 whenever α = tanhα
′ for some
α′ ∈ 2Z ∪ {−∞,∞}. Nevertheless, once β0 ≤ β < ∞, our conjecture
is that any convex combination of µ+ and µ− is a limit point of {µλn}
a.s. In order to verify this, one would need to show that
lim inf
n→∞
n
d−1
2
+ζ
P(F λn ∈ (a, b)) > 0
for a sufficiently small ζ ≥ 0 whenever a < b. In the context of our per-
turbation scheme, this would require a variant of Lemma C.1, yielding
a lower bound on the cluster-weight differences ∆ΦλC . The problem of
lower bounds on cluster weights is highly non-trivial, however.
Presumably, Theorem 2.1 remains valid for all symmetric distribu-
tions with zero mean and a positive variance, provided β is large enough
(depending only on d). It is the uniformity of cluster expansions in re-
alizations of the boundary fields λ why we restrict ourselves to λ of
small strength in the paper. As a result, one has an extra attraction
of contours to the boundary (suppressing interfaces even for the Do-
brushin boundary field realizations) which always leads to a convex
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combination of the two translation-invariant extremal states. In order
to prove the theorem for all distributions of λ, one should perhaps re-
fine the strategy by replacing the uniformity with the “typicality” and
by using a coarse-graining argument to show that large-scale contours
are typically suppressed or attracted to the boundary even without
the above-mentioned extra attraction. We defer the details to a later
investigation.
It is interesting to consider the situation of asymmetric distributions
of λ (keeping the mean zero). Clearly, whenever lim infn
1
|∂Λn|
EF λn > 0
or lim supn
1
|∂Λn|
EF λn < 0, then µn → µ
+ a.s. or µn → µ
− a.s., respec-
tively. By adding a boundary “magnetic-field” term to the Hamilton-
ian, one can find a transition between these two regimes. Heuristically,
taking into account only the clusters surrounding a single site, the
leading asymptotics of the transition point is h ≈ e−2(2d−1)β E sinh λ0.
Yet, this time one cannot conclude whether the chaotic size-dependence
actually occurs at the transition point because Lemma 5.4, where the
symmetry of the distribution plays a crucial role, is not valid any more.
Appendix A. Cluster expansions
In this appendix we summarize statements on the convergence of
cluster expansions for the abstract polymer model in the context of the
Kotecky´-Preiss formalism [13]. Besides the standard result concerning
the exponential decay of cluster weights, we consider a model with
parameter-dependent weights and prove estimates on their derivatives.
The proof proposed here is entirely in the spirit of [13].
Let K be a countable set and let us call its elements polymers. Given
a reflexive and symmetric relation ι ⊂ K×K, two polymers Γ1,Γ2 ∈ K
are incompatible if Γ1ιΓ2; otherwise they are compatible. A finite set
∆ ⊂ K is called compatible whenever all polymers from ∆ are pairwise
compatible. If ∆ is not a union of two disjoint, non-empty sets ∆1 and
∆2 such that Γ1 is compatible with Γ2 for any Γ1 ∈ ∆1 and Γ2 ∈ ∆2,
then ∆ is a cluster. We write ∆ιΓ whenever there exists Γ′ ∈ ∆ such
that Γ′ιΓ.
Let us consider a function w : K → C called weight. For any finite
set ∆ ⊂ K, we let
w(∆) =
{∏
Γ∈∆ w(Γ) if ∆ is compatible,
0 otherwise.
(A.1)
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The partition function in a finite set Λ ⊂ K is defined as
Z(Λ) =
∑
∆⊂Λ
w(∆) . (A.2)
Its logarithm can be formally written in the form
logZ(Λ) =
∑
∆⊂Λ
wT (∆) , (A.3)
where the weights wT are unique and given by the Mo¨bius inversion
formula
wT (∆) =
∑
Λ⊂∆
(−1)|∆\Λ| logZ(Λ) (A.4)
for any finite ∆ ⊂ K. As a consequence, one has wT (∆) = 0 whenever
∆ is not a cluster.
Proposition A.1. Given functions a, b : K → [0,∞), let the condition∑
ΓιΓ0
e(a+b)(Γ)|w(Γ)| ≤ a(Γ0) (A.5)
be satisfied for every Γ0 ∈ K. Then∑
∆ιΓ0
eb(∆)|wT (∆)| ≤ a(Γ0) (A.6)
with b(∆) =
∑
Γ∈∆ b(Γ). Moreover, let the weights w be differentiable
functions in an open interval I ⊂ R. If the condition (A.5) is true
uniformly in I with a ≤ b and if c : K → [0,∞] is a function such
that6 ∑
ΓιΓ0
c(Γ) e(a+b)(Γ)
∣∣∣dw(Γ)
dη
∣∣∣ ≤ a(Γ0) , (A.7)
then ∑
∆ιΓ0
c(∆) e(b−a)(∆)
∣∣∣dwT (∆; η)
dη
∣∣∣ ≤ 2a(Γ0) (A.8)
for any Γ0 ∈ K and η ∈ I. Here, c(∆) = minΓ∈∆ c(Γ).
Proof. The bound (A.6) is proved in [13]. The proof of (A.8) goes along
the same lines as follows.
6 We allow c(Γ) to be ∞ and use the convention 0 · ∞ = 0 in order to cover the
contour models introduced in Section 3.
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Let Γ0 ∈ K be fixed. Let ws(Γ) be the s-dependent weight defined
by sw(Γ) if ΓιΓ0 and by w(Γ) otherwise. Using the Mo¨bius formula
(A.4), we obtain
dwTs (∆; η)
dη
=
∑
Λ⊂∆
(−1)|∆\Λ|
∑
Γ∈Λ
d logZs(Λ)
dws(Γ)
dws(Γ; η)
dη
=
=
∑
Γ∈∆
dws(Γ; η)
dη
∑
Λ:Γ∈Λ⊂∆
(−1)|∆\Λ|
Zs(Λ \ [Γ])
Zs(Λ)
.
(A.9)
Here [Γ] is the set of all polymers incompatible with Γ and, due to the
formula (A.3), we have the cluster expansion
Zs(Λ \ [Γ])
Zs(Λ)
= exp
[
−
∑
∆′⊂Λ
∆′ιΓ
wTs (∆
′)
]
. (A.10)
Following the strategy of [13], we write
d
ds
∑
∆ιΓ0
c(∆) e(b−a)(∆)
∣∣∣dwTs (∆)
dη
∣∣∣ = X1 +X2 , (A.11)
where, in view of (A.10) and (A.11),
X1 =
∑
∆ιΓ0
ε(∆)c(∆) e(b−a)(∆)
∑
Γ∈∆
ΓιΓ0
dw(Γ)
dη
×
×
∑
Λ:Γ∈Λ⊂∆
(−1)|∆\Λ| exp
[
−
∑
∆′⊂Λ
∆′ιΓ
wTs (∆
′)
]
=
=
∑
ΓιΓ0
dw(Γ)
dη
∑
∆∋Γ
ε(∆)c(∆) e(b−a)(∆)
∞∑
n=0
1
n!
∑
∆1,...,∆n⊂∆
∆kιΓ, k=1,...,n
n∏
k=1
[
−wTs (∆k)
]
×
×
∑
Λ: {Γ}∪
⋃
k∆k⊂Λ⊂∆
(−1)|∆\Λ| , (A.12)
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and
X2 = −
∑
∆ιΓ0
ε(∆)c(∆) e(b−a)(∆)
∑
Γ∈∆
dws(Γ)
dη
×
×
∑
Λ: Γ∈Λ⊂∆
(−1)|∆\Λ|
∑
∆′⊂Λ
∆′ιΓ,Γ0
dwTs (∆
′)
ds
exp
[
−
∑
∆′′⊂Λ
∆′′ιΓ
wTs (∆
′′)
]
=
=
∑
∆′ιΓ0
dwTs (∆
′)
ds
∑
Γι∆′
dws(Γ)
dη
∑
∆∋Γ
∆⊃∆′
ε(∆)c(∆) e(b−a)(∆) ×
×
∞∑
n=0
1
n!
∑
∆1,...,∆n⊂∆
∆kιΓ, k=1,...,n
n∏
k=1
[
−wTs (∆k)
] ∑
Λ:∆′∪{Γ}∪
⋃
k∆k⊂Λ⊂∆
(−1)|∆\Λ| .
(A.13)
Here ε(∆) is such that
∣∣dwT (∆)
dη
∣∣ = ε(∆) dwT (∆)
dη
. Since
∑
B⊂A(−1)
|A\B|
equals 1 if A = ∅ and 0 otherwise, one can use the obvious estimates
b(∪kAk) ≤
∑
k b(Ak) and c(∆) ≤ c(Γ) for any Γ ∈ ∆ to get
|X1| ≤
∑
ΓιΓ0
c(Γ) e(b−a)(Γ)
∣∣∣dw(Γ)
dη
∣∣∣ exp[∑
∆′ιΓ
e(b−a)(∆
′)|wTs (∆
′)|
]
≤
≤
∑
ΓιΓ0
c(Γ) eb(Γ)
∣∣∣dw(Γ)
dη
∣∣∣ ≤ a(Γ0) (A.14)
for any s ∈ (0, 1) due to (A.6) and (A.7). Similarly,
|X2| ≤
∑
∆′ιΓ0
e(b−a)(∆
′)
∣∣∣dwTs (∆′)
ds
∣∣∣∑
Γι∆′
∣∣∣dws(Γ)
dη
∣∣∣×
× exp
[∑
∆′ιΓ
c(Γ) e(b−a)(∆
′)|wTs (∆
′)|
]
≤
≤
∑
∆′ιΓ0
e(b−a)(∆
′)
∣∣∣dwTs (∆′)
ds
∣∣∣ ∑
Γ′∈∆′
∑
ΓιΓ′
c(Γ) ea(Γ)
∣∣∣dws(Γ)
dη
∣∣∣ ≤
≤
∑
∆ιΓ0
a(∆)e(b−a)(∆)
∣∣∣dwTs (∆)
ds
∣∣∣. (A.15)
Using the inequality
d
ds
∑
∆ιΓ0
eb(∆)|wTs (∆)| ≤ a(Γ0) (A.16)
22 A. C. D. VAN ENTER, I. MEDVEd’, AND K. NETOCˇNY´
for any s ∈ (0, 1) proved in [13], we may conclude that |X2| ≤ a(Γ0).
To finish the proof, it now suffices to realize that
∑
∆ιΓ0
e(b−a)(∆)
∣∣∣dwT (∆)
dη
∣∣∣ ≤ sup
s∈(0,1)
d
ds
∑
∆ιΓ0
e(b−a)(∆)
∣∣∣dwTs (∆)
dη
∣∣∣ . (A.17)
As an application of the above proposition, let us consider a couple
of weight functions w1,2 : K → C. Then the above proposition implies
an estimate on the difference of the corresponding cluster weights wT1
and wT2 .
Corollary A.2. Let a, b : K → [0,∞), a ≤ b, and let the condition
(A.5) be satisfied for both polymer weights w1,2. If there is a function
c : K → [0,∞] such that∑
ΓιΓ0
c(Γ) e(a+b)(Γ)|(w2 − w1)(Γ)| ≤ a(Γ0) (A.18)
is true for all Γ0 ∈ K, then∑
∆ιΓ0
c(∆) e(b−a)(∆)|(wT2 − w
T
1 )(∆)| ≤ 2a(Γ0) . (A.19)
Proof. The parameter-dependent weight w(η) = ηw2 + (1 − η)w1 sat-
isfies the conditions (A.6) and (A.7) uniformly in the interval [0, 1].
Therefore, using the inequality
∑
∆ιΓ0
c(∆) e(b−a)(∆)|(wT2 − w
T
1 )(∆)| ≤ sup
η∈(0,1)
∑
∆ιΓ0
c(∆) e(b−a)(∆)
∣∣∣dwT (η)
dη
∣∣∣
(A.20)
and (A.8), one immediately obtains (A.19).
Appendix B. Proof of Lemmas 4.1 and 4.3
We begin with a geometrical lemma giving an estimate on the size
of the set P(γ) of all plaquettes of the boundary ∂ Int γ lying on ∂Vn.
Lemma B.1. Let d ≥ 2 and n ∈ N. For an arbitrary contour γ ∈ Dn
the estimate |P(γ)| ≤ θ |γ| with θ = 2
1/d+1
21/d−1
holds true.
Proof. See Lemma B.3 in [3].
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Proof of Lemma 4.1. Let β ≥ τ with τ to be specified later. Let x0 ∈
Zd and x ∈ Λn be given. Together with the inequalities (4.3) and (4.4),
we simultaneously prove that∑
γ: Λ(γ)∋x
e2(β−c
′
1)|γ|Kλ,x,±γ ≤ 1 (B.1)
and ∑
γ: Λ(γ)∋x
e2(β−c
′
2)|γ|
∣∣∣∂Kλ,x,±γ
∂η
∣∣∣ ≤ 1 (B.2)
for some constants c′1, c
′
2 < τ (depending on d, λ
∗, η∗). We shall proceed
by induction on the size of the volumes v(γ) and v(C) = maxγ∈C v(γ).
First, let us consider only contours and clusters with v(γ) = 0 and
v(C) = 0, respectively. From (3.3) it follows that
Kλ,x0,±γ ≤ e
−2(β|γ|−|SλΛ(γ)|−η∗) ≤ e−2(β−θλ
∗−η∗)|γ|, (B.3)
where we also used Lemma B.1. Since |γ| ≥ d and since there exists a
constant κ = κ(d) < ∞ such that the number of all contours γ ∈ Dn
with |γ| = ℓ and such that Λ(γ) contains a given site from Λn can be
bounded by κℓ, the last estimate implies∑
γ: Λ(γ)∋x
v(γ)=0
e2(β−c
′
1)|γ|Kλ,x0,±γ ≤
∞∑
ℓ=d
(κe−2(c
′
1−θλ
∗−η∗))ℓ ≤
1
2
, (B.4)
provided c′1 − θλ
∗ − η∗ ≥ 1
2
log 2κ, say, which in its turn yields∑
γ′ιγ:
v(γ′)=0
e2(β−c
′
1)|γ
′|K
λ,x0,±
γ′ ≤ |γ| max
p⊂Vn
|{x ∈ Λn : ✷x ∩ p 6= ∅}| ≤ 3
d|γ|.
(B.5)
The condition (A.5) is thus satisfied in our case with a(γ) = |γ| and
b(γ) = [2(β − c′1)− d log 3 − 1] |γ|. Hence, in view of Proposition A.1,
we have∑
C: Λ(C)∋x
v(C)=0
e2(β−c1)|C||Φλ,x0,±C | ≤
∑
γ: Λ(γ)∋x
v(γ)=0
∑
C:C∋γ
v(C)=0
e2(β−c1)|C||Φλ,x0,±C | ≤
≤
∑
γ: Λ(γ)∋x
v(γ)=0
e−[2(c1−c
′
1)−d log 3−1] |γ|
∑
C:Cιγ
v(C)=0
e[2(β−c
′
1)−d log 3−1] |C||Φλ,x0,±C | ≤
≤
∑
γ: Λ(γ)∋x
v(γ)=0
e−[2(c1−c
′
1)−d log 3−2] |γ| ≤ 2(3dκe−2(c1−c
′
1−1))d ≤ 1 (B.6)
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if c1−c
′
1−1 ≥
1
2
log(2.3dκ). By virtue of (3.3), one has
∣∣ ∂
∂η
Kλ,x0,±γ
∣∣∣ ≤
2Kλ,x0,±γ . Combined with the above, we therefore verified the inequal-
ities (4.3) to (B.2) for the considered contours and clusters, provid-
ing that c′1 ≥ θλ
∗ + η∗ + 1
2
log 2κ, c1 ≥ c
′
1 + 1 +
1
2
log(2.3dκ), c′2 ≥
θλ∗ + η∗ + 1
2
log 2κ, and c2 ≥ c
′
2 + 1 +
1
2
log(2.3dκ).
Next, let us prove these inequalities for any contours and clusters
with v(γ) = N and v(C) = N , respectively, assuming that they have
already been proved for all contours and clusters with their volumes
smaller than N . Recalling that for any γ′ ⊂ Int γ one necessarily has
v(γ′) < v(γ), from the inductive assumption it follows that logZλ,x0,±γ
can be controlled by convergent cluster expansions. In view of (3.4)
and (4.1), we thus have
logZλ,x0,+γ − logZ
λ,x0,−
γ = 2S
λ
Λ(γ) + 2η1x0∈Λ(γ) +
∑
C:C❁Int γ
∆Φλ,x0C ,
(B.7)
where ∆Φλ,x0C = Φ
λ,x0,+
C −Φ
λ,x0,−
C and the sum runs only over the clusters
C such that all of its contours are in Int γ. Observing that ∆Φλ,x0C
vanishes whenever Λ(C) ∩ ∂Λn = ∅ or Λ(C) 6∋ x0, we get∑
C:C❁Int γ
|∆Φλ,x0C | ≤
∑
y∈∂n(γ)
∑
C:C❁Int γ
Λ(C)∋y
|∆Φλ,x0C | +
∑
C:C❁Int γ
Λ(C)∋x0
|∆Φλ,x0C |, (B.8)
where ∂n(γ) = Λ(γ) ∩ ∂Λn. Using the inductive assumption (4.3) and
Lemma B.1, the former sum may be estimated by
∑
y∈∂n(γ)
∑
C: Λ(C)∋y
|∆Φλ,x0C | ≤ 2e
−2(β−c1)|∂n(γ)| ≤
≤ 2e−2(β−c1)|P(γ)| ≤ 2de−2(β−c1)|γ| ≤ |γ| (B.9)
once τ ≥ τ1 = c1 +
1
2
log 2d, while the latter sum is smaller than 1 if
τ ≥ c1 +
1
2
log 2. Combining these bounds with the definition (3.5) of
Kλ,x0,±γ , we therefore find
Kλ,x0,±γ ≤ e
−2(β|γ|−|SλΛ(γ)|−η∗−|γ|−1) ≤ e−2(β−θλ
∗−η∗−2)|γ| (B.10)
as long as τ ≥ τ1. Moreover,∣∣∣ ∂Kλ,x0,±γ
∂η
∣∣∣ ≤ 4Kλ,x0,±γ (B.11)
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for any τ ≥ c2. To see this, it suffices to combine (3.5) with the bound∣∣∣ ∂
∂η
(logZλ,x0,∓γ − logZ
λ,x0,±
γ )
∣∣∣ ≤ 2 + ∑
C:C❁Int γ
Λ(C)∋0
∣∣∣ ∂∆Φλ,x0C
∂η
∣∣∣ ≤ 4 (B.12)
following from the cluster expansion (B.7) and the inductive assump-
tion (4.4). Using (B.10) and (B.11), the arguments from the case N = 0
readily yield the bounds (4.3) to (B.2) if c′1 ≥ θλ
∗ + η∗ + 2 + 1
2
log 2κ,
c1 ≥ c
′
1 + 1 +
1
2
log(2.3dκ), c′2 ≥ θλ
∗ + η∗ + 2 + 1
2
log 2κ, c2 ≥
c′2 + 1 +
1
2
log(4.3dκ), and τ ≥ max{c1 + log 2d, c2}.
Proof of Lemma 4.3. The proof goes along the same lines as that of
Lemma 4.1. It should be clear that the constant τˆ can be chosen in
such a way that τˆ ≤ τ − θλ∗.
Appendix C. Proof of Lemma 5.1
In order to prove the uniformness in the distribution of the boundary
fields λ, we will need the following lemma.
Lemma C.1. There exist constants c3 < τ˜ < ∞ depending on d and
λ∗ such that for any β ≥ τ˜ one has∑
C: Λ(C)∋x
e2(β−c3)|C|
|∆ΦλC |
sinh
(
4
∑
y∈∂n(C)
|λy|
) ≤ 1 (C.1)
for any x ∈ Λn and n ∈ N, provided |λx| ≤ λ
∗ for all x ∈ Zd. Here
∆ΦλC = Φ
λ,+
C −Φ
λ,−
C , ∂n(C) = ∪γ∈C∂n(γ) with ∂n(γ) = Λ(γ)∩∂Λn, and
in the summation we adopt the convention that 0.∞ = 0.
Proof. Let β ≥ τ˜ with τ˜ to be determined and x ∈ Λn. Proceeding by
induction on N ∈ N, where N is the maximal size of v(γ) and v(C) for
γ and C under consideration, along with the estimate (C.1) we shall
also prove that
∑
γ: Λ(γ)∋x
e2(β−c
′
3)|γ|
|∆Kλγ |
sinh
(
4
∑
y∈∂n(γ)
|λy|
) ≤ 1 (C.2)
for some c′3 < τ˜ (depending on d and λ
∗), where ∆Kλγ = K
λ,+
γ −K
λ,−
γ .
First, let N = 0. Then (3.3) yields
|∆Kλγ | ≤ 2e
−2β|γ| sinh
(
2
∑
x∈∂n(γ)
|λx|
)
. (C.3)
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As a consequence,∑
γ: Λ(γ)∋x
v(γ)=0
e2(β−c
′
3)|γ| |∆Kλγ |
sinh
(
4
∑
y∈∂n(γ)
|λy|
) ≤ 2 ∑
γ: Λ(γ)∋x
v(γ)=0
e−2c
′
3|γ| ≤ 4(κe−2c
′
3)d ≤ 1
(C.4)
once c′3 ≥
1
2
log 2κ, which verifies (C.2) and leads to the estimate
∑
γ′ιγ: v(γ′)=0
e2(β−c
′
3)|γ
′| |∆Kλγ′ |
sinh
(
4
∑
x∈∂n(γ′)
|λx|
) ≤ 3d|γ|. (C.5)
Using Corollary A.2, the latter implies (c.f. (B.6))∑
C: Λ(C)∋x
v(C)=0
e2(β−c3)|C| |∆ΦλC |
sinh
(
4
∑
y∈∂n(C)
|λy|
) ≤ 2 ∑
γ: Λ(γ)∋x
v(γ)=0
e−[2(c3−c
′
3−2)−d log 3] |γ| ≤ 1
(C.6)
if c′3 ≥ c
′
1, τ˜ ≥ τ˜1 = c
′
3+1+
d
2
log 3, and c3 ≥ c
′
3+2+
1
2
log(2.3dκ) (here
c′1 is the constant from (B.1)), which proves (C.1) in the case N = 0.
Supposing now that the estimates (C.1) and (C.2) have been proved
for all integers smaller than N , let us prove them for N . The relations
(3.5) and (B.7) with η = 0 yield
|∆Kλγ | ≤ 2e
−2β|γ| sinh
(
2
∑
x∈∂n(γ)
|λx|+
∑
C:C❁Int γ
∂n(C) 6=∅
|∆ΦλC |
)
, (C.7)
where in the second sum only the clusters C such that all of their
contours lie in Int γ are considered. Using the inductive assumption
(C.1), let us first show that∑
C:C❁Int γ
∂n(C) 6=∅
|∆ΦλC | ≤ 2
∑
x∈∂n(γ)
|λx| (C.8)
whenever τ˜ ≥ τ˜2 = c3 +2θλ
∗+1+ 1
2
log 4θ. Since sinh x ≤ xex for any
x ≥ 0, the left-hand side of the last inequality can be bounded by
4e−2(β−c3−2θλ
∗−1)
∑
x∈∂n(γ)
∑
C:C❁Int γ
Λ(C)∋x
e2(β−c3−2θλ
∗−1)|C| |∆ΦλC |
sinh
(
4
∑
y∈∂n(C)
|λy|
) ×
× e4θλ
∗|C|
∑
z∈∂n(C)
|λz| ≤
≤
1
θ
∑
z∈∂n(γ)
|λz|
∑
C: Λ(C)∋z
∑
x∈∂n(C)
e2(β−c3−1)|C| |∆ΦλC |
sinh
(
4
∑
y∈∂n(C)
|λy|
) . (C.9)
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Realizing that the last summand is independent of x and that one
has |∂n(C)| ≤
∑
γ′∈C |∂n(γ
′)| ≤ θ|C|, we obtain (C.8). Combining
this estimate and (C.7) with the arguments from the case N = 0,
one readily arrives at (C.1) and (C.2) for any c′3 ≥ max{
1
2
log 2κ, c′1},
c3 ≥ c
′
3 + 2 +
1
2
log(2.3dκ), and τ˜ ≥ max{τ˜1, τ˜2} = τ˜2.
We are now ready to prove Lemma 5.1.
Proof of Lemma 5.1. Let β ≥ β0 and |t| ≤ ǫ, both the constants being
specified in the course of the proof. For any set P of plaquettes in Vn,
let
|P |con = inf
P ′⊃P
connected
|P ′| , (C.10)
where the infimum is taken over all connected sets of plaquettes con-
taining P . It suffices to prove that
∑
P∋p
e
σ2t2
4d
|P |con|wP (t)| ≤
σ2t2
4d
(C.11)
holds for any plaquette p ∈ ∂Vn. Indeed, the last inequality implies that
the condition (A.5) is satisfied with a(P ) = σ
2t2
4d
|P |con and b(P ) = 0.
Considering the polymer ∂Vn and realizing that |∂Vn|con ≤ 2d|∂Λn|,
Proposition A.1 immediately yields (5.13).
So, let us prove (C.11). Recalling that ∆ΦλC is an odd function of
λ, we may use the symmetry of the distribution P to cast (5.7) into a
more suitable form, namely,
̺C(t) = (ϕ(2t))
−|∂n(C)| E
{
sin
cos
}[
t
(
2Sλ∂n(C) +
1
2
∑
C∈C
∆ΦλC
)]
×
×
∏
C∈C
2 sin
(t∆ΦλC
2
)
. (C.12)
Here sin is to be taken iff the cardinality of the set of clusters card(C)
is odd and cos whenever the cardinality is even; to distinguish both
cases, we will use the notation rC = 1 and rC = 0, respectively. Taking
now ǫ such that ǫλ∗ ≤ 1
2
, one has ϕ(2t) = E cos(2tλ0) ≥
1
2
whenever
|t| ≤ ǫ, and we can estimate
|̺C(t)| ≤ 2
|∂n(C)|tcard(C)+rC E
(
2|S∂n(C)|+
1
2
∑
C∈C
|∆ΦλC |
)rC ∏
C∈C
|∆ΦλC | .
(C.13)
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Since |λx| ≤ λ
∗ and sinh x ≤ exmin{1, x} for any x ≥ 0, with the help
of Lemma B.1 we have the inequality
|∆ΦλC | ≤ z
λ
C min{1, 4
∑
y∈∂n(C)
|λy|} , (C.14)
where we introduced the shorthand
zλC =
|∆ΦλC |
sinh(4
∑
x∈∂n(C)
|λx|)
e4θλ
∗|C| . (C.15)
Lemma C.1 then gives the estimate
1
2
∑
C∈C
|∆ΦλC | ≤ 2
∑
y∈∂n(C)
|λy|
∑
C∈C
y∈∂n(C)
zλC ≤
≤ 2
∑
y∈∂n(C)
|λy|
∑
C: y∈Λ(C)
zλC ≤ 2
∑
x∈∂n(C)
|λx|
(C.16)
provided β0 ≥ 2θλ
∗ + c3, where c3 is the constant from Lemma C.1.
Using the bounds (C.14) and (C.16), we obtain
|̺C(t)| ≤ 2
|∂n(C)|+1 |t|card(C)+rC E
(
4
∑
x∈∂n(C)
|λx|
)
×
×
∏
C∈C
zλC min{1, 4
∑
x∈∂n(C)
|λx|} ≤
≤ 2|∂n(C)|+1 t2 E
(
4
∑
x∈∂n(C)
|λx|
)2 ∏
C∈C
zλC
(C.17)
once ǫ ≤ 1. Since E |λx| ≤ (Eλ
2
x)
1/2 by the Cauchy-Schwartz inequality,
we have
E
( ∑
x∈∂n(C)
|λx|
)2
=
∑
x∈∂n(C)
Eλ2x +
∑
x,y∈∂n(C)
x 6=y
E |λx| E|λy| ≤ σ
2|∂n(C)|
2 ,
(C.18)
yielding the bound
|̺C(t)| ≤ 32σ
2t2 2|∂n(C)||∂n(C)|
2
∏
C∈C
zλC ≤ 32σ
2t2
∏
C∈C
(2e2)θ|C|zλC .
(C.19)
Observing that, in view of Lemma B.1,
|P |con ≤ |P ∪ (∪C∈CconC)| ≤ (d+ 1)
∑
C∈Ccon
|C| (C.20)
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for any Ccon with P(Ccon) = P , we thus get
|wP (t)| ≤ 32σ
2t2e−2
β−ϑ
d+1
|P |con
∑
Ccon:
P(Ccon)=P
∏
C∈C
z˜λC ≤
≤ 32σ2t2e−2
β−ϑ
d+1
|P |con
∑
C:P(C)∩P 6=∅
for all C ∈ C
∏
C∈C
z˜λC (C.21)
for any ϑ > 0, where z˜λC = (2e
2)θ|C|e2(β−ϑ)|C|zλC . With the help of
Lemma C.1, the last sum may be further estimated by∏
C:P(C)∩P 6=∅
(1 + z˜λC) ≤ e
∑
C:P(C)∩P 6=∅ z˜
λ
C ≤ e|P | infx
∑
C: x∈Λ(C) z˜
λ
C ≤ e|P |
(C.22)
whenever ϑ ≥ 2θλ∗+c3+d(1+
1
2
ln 2). Realizing that σ2t2 ≤ (λ∗ǫ)2 ≤ 1
and that the number of connected polymers containing a given plaque-
tte and having the size |P | = l may be estimated by κl with a constant
κ > 0, we finally get∑
P∋p
e
σ2t2
4d
|P |con |wP (t)| ≤ 32σ
2t2
∑
P∋p
∑
P ′⊃P
connected
e−2(
β−ϑ
d+1
−1)|P ′| ≤
≤ 32σ2t2
∑
P ′∋p
connected
[
2e−2(
β−ϑ
d+1
−1)
]|P ′|
≤
≤ 32σ2t2
∞∑
l=1
[
2κe−2(
β−ϑ
d+1
−1)
]l
≤
σ2t2
4d
,
(C.23)
providing that β0 ≥ ϑ+ (d+ 1)[1 + 4 ln 2 +
1
2
log(2dκ)], say.
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