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Vorwort
Im Rahmen der Vorlesung
”
Einfu¨hrung in die Extremwerttheorie“ von Prof. Dr.
Martin Schlather lernte ich im Wintersemester 2008/2009
”
Brown-Resnick-Pro-
zesse“ als eine spezielle Klasse stationa¨rer, max-stabiler stochastischer Prozesse
kennen.
Diese haben vielfa¨ltige Anwendungen. So wird z. B. in [BdZ08] ein Brown-Resnick-
Prozess (mit Standard-Fre´chet-Ra¨ndern) zum Variogramm γ((h1, h2)) =
1
2(|h1|+
|h2|) verwendet, um die ra¨umliche Verteilung von extremen Regenfa¨llen zu model-
lieren. Aufgrund derartiger Anwendungen sind Brown-Resnick-Prozesse und ihre
Simulation auch von starkem wirtschaftlichen Interesse, wie z. B. fu¨r auf Monte-
Carlo-Methoden basierenden Kalkulationen von Versicherern.
Bei der Simulation von Brown-Resnick-Prozessen nach dem sich aus der Defi-
nition kanonisch ergebenden Verfahren wa¨chst jedoch der Approximationsfehler
exponentiell mit der Intervallgro¨ße. Daher verha¨lt sich auch die Laufzeit entspre-
chend schlecht, wenn der Fehler auf großen Intervallen klein gehalten werden soll.
Daraus ergeben sich die Problemstellung und das Ziel dieser Arbeit. Es sollen
verschiedene Simulationsverfahren vorgestellt, untersucht und miteinander vergli-
chen werden. Gesucht ist eine Anwort auf die Frage: Welches Verfahren ist – je
nach Anforderungen an die Simulation – hinsichtlich des Fehlers
”
optimal“?
Die Arbeit gliedert sich dabei wie folgt: In Kapitel 1 werden die Grundbegriffe
fu¨r die Definition von Brown-Resnick-Prozessen bereitgestellt. Diese erfolgt in
Kapitel 2 ebenso wie die Vorstellung stochastisch a¨quivalenter Darstellungen der
Prozesse. Das Kapitel basiert im Wesentlichen auf dem Artikel
”
Stationary Max-
Stable Fields Associated to Negative Definite Functions“ von Sachar Kablutschko,
Martin Schlather und Laurens de Haan (imWeiteren als [KSd09] bezeichnet) sowie
weiteren Ideen der Autoren.
Anhand der unterschiedlichen Darstellungen ergeben sich verschiedene Simulati-
onsverfahren fu¨r Brown-Resnick-Prozesse. Diese werden in Kapitel 3 na¨her be-
schrieben und der bei den Verfahren auftretende Approximationsfehler wird ab-
gescha¨tzt. Schließlich werden die Ergebnisse der Simulationsverfahren in R in Ka-
pitel 4 dargestellt und verglichen. Programmcode, Dokumentation und eine detail-
lierte Auflistung der Ergebnisse der zugrundeliegenden Simulationsstudie finden
sich im Anhang.
Sehr herzlich danken mo¨chte ich Prof. Martin Schlather fu¨r meine Ausbildung in
vielfa¨ltigen Bereichen der Stochastik, insbesondere stochastischen Prozessen und
Extremwerttheorie, fu¨r die Vermittlung wesentlicher Programmierkenntnisse in R,
i
die Bereitstellung des Packages RandomFields sowie fu¨r die spannende Fragestel-
lung und die hervorragende Betreuung der Arbeit.
Weiterhin gilt mein Dank Dr. Sachar Kablutschko fu¨r seine Hilfe bei Messbar-
keitsproblemen sowie seine Bereitschaft zur Zweitkorrektur der Arbeit.
Go¨ttingen, im Juli 2009
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Notation
N Menge der natu¨rlichen Zahlen N = {1, 2, . . .}
Z, Q, R Menge der ganzen/rationalen/reellen Zahlen
pZ {pz : z ∈ Z}
M≥x {y ∈M : y ≥ x} mit M ⊂ R
M>x {y ∈M : y > x} mit M ⊂ R
Md {(x1, . . . , xd) : xi ∈M, i = 1, . . . , d} fu¨r eine Menge M
B Borel-σ-Algebra von R
Bd Borel-σ-Algebra des Rd
Rm×n Menge aller m× n-Matrizen mit reellen Eintra¨gen
C(Rd) Menge aller stetigen Funktionen von Rd nach R
RM Menge aller reellwertigen, auf einer Menge M definierten Funktionen
σ(τ) σ-Algebra, die von einem Mengensystem τ erzeugt wird
a ∨ b das Maximum von a und b
P Wahrscheinlichkeitsmaß
EX Erwartungswert einer Zufallsvariablen X
VarX Varianz einer Zufallsvariablen X
Cov(X,Y ) Kovarianz der Zufallsvariablen X und Y
δx Dirac-Maß im Punkt x
1A Indikatorfunktion einer Menge A
∼ ist verteilt wie
u.i.v. unabha¨ngig identisch verteilt
iii
d
= Gleichheit in Verteilung
N (µ,Σ) Normalverteilung mit Erwartungswert µ und Kovarianzmatrix Σ
Exp(λ) Exponentialverteilung mit Parameter λ
U(M) Gleichverteilung auf einer Menge M
iv
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1 Einleitung
1.1 Zufallsfelder
In diesem Kapitel sollen zuna¨chst die Begriffe, die fu¨r die Definition von Brown-
Resnick-Prozessen beno¨tigt werden, erla¨utert werden. Dabei handelt es sich u. a.
um grundlegende mo¨gliche Eigenschaften von Zufallsfeldern.
Definition 1.1. Sei T eine Indexmenge. Eine Familie von reellwertigen Zufalls-
variablen {Z(t), t ∈ T} heißt stochastischer Prozess. Im Fall T = Rd nennt man
{Z(t), t ∈ T} auch d-dimensionales Zufallsfeld.
Definition 1.2. Ein Zufallsfeld heißt Gaußsch genau dann, wenn alle endlich-
dimensionalen Randverteilungen multivariat normal sind.
Definition 1.3. Ein Zufallsfeld Z(·) auf Rd heißt
1. stationa¨r (im engeren Sinne) genau dann, wenn alle endlich-dimensionalen
Randverteilungen translationsinvariant sind, d. h.
P(Z(x1 + x) ∈ B1, . . . , Z(xn + x) ∈ Bn) = P(Z(x1) ∈ B1, . . . , Z(xn) ∈ Bn)
fu¨r alle x, xi ∈ Rd, Bi ∈ Bd, i ∈ {1, . . . , n}, n ∈ N.
2. stationa¨r (im weiteren Sinne) oder schwach stationa¨r genau dann, wenn
Erwartungswert EZ(t) und Kovarianz Cov(Z(x + t), Z(t)) fu¨r alle x ∈ Rd
nicht von t ∈ Rd abha¨ngen.
Die Funktion C : Rd → R,
C(h) = Cov(Z(h), Z(0))
heißt Kovarianzfunktion.
Bemerkung 1.4. Da eine multivariate Normalverteilung eindeutig durch Er-
wartungswert und Kovarianzmatrix bestimmt ist, sind in dem Fall, dass Z(·) ein
Gaußsches Zufallsfeld ist, die Begriffe
”
stationa¨r im engeren Sinne“ und
”
stationa¨r
im weiteren Sinne“ a¨quivalent.
Definition 1.5. Ein Zufallsfeld Z(·) auf Rd heißt intrinsisch stationa¨r genau
dann, wenn fu¨r jedes h ∈ Rd das Zufallsfeld {Z(x+ h) − Z(x), x ∈ Rd} schwach
stationa¨r ist.
Die Funktion γ : Rd → [0,∞),
γ(h) =
1
2
E(Z(h)− Z(0))2
heißt (Semi-)Variogramm.
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Bemerkung 1.6. Aus der Stetigkeit des Variogramms im Ursprung folgt die
Stetigkeit des Variogramms auf Rd, denn es gilt fu¨r beliebiges x ∈ Rd:
lim
h→0
E(Z(x+ h)− Z(0))2 − E(Z(x)− Z(0))2
= lim
h→0
E(Z(x+ h)− Z(x))2 + 2E(Z(x+ h)− Z(x))(Z(x)− Z(0))
+ E(Z(x)− Z(0))2 − E(Z(x)− Z(0))2
= lim
h→∞
E(Z(h)− Z(0))2 + 2E(Z(x+ h)− Z(x))(Z(x) − Z(0))
≤ lim
h→∞
E(Z(h)− Z(0))2 + 2
√
E(Z(x+ h)− Z(x))2 · E(Z(x)− Z(0))2
nach der Cauchy-Schwarz-Ungleichung
= 0, falls lim
h→0
E(Z(h)− Z(0))2 = 0.
Somit ist ein Variogramm γ genau dann stetig auf Rd, wenn es im Ursprung stetig
ist.
Definition 1.7. Sei {Z(t), t ∈ Rd} ein Zufallsfeld auf Rd mit Standard-Gumbel-
Ra¨ndern, d. h. es ist P(Z(t) ≤ x) = exp(−e−x) fu¨r alle t ∈ Rd, x ∈ R, und seien
Zi(·) ∼u.i.v. Z(·), i ∈ N.
Dann heißt Z(·) max-stabil genau dann, wenn fu¨r alle n ∈ N die Beziehung
max
i=1,...,n
Zi(·)− log n d= Z(·)
gilt.
1.2 Poisson-Punktprozesse
Weiterhin treten im Zusammenhang mit Brown-Resnick-Prozessen sogenannte
”
Poisson-Punktprozesse“ auf, die auf
”
Polnischen Ra¨umen“ definiert sind.
Definition 1.8. Sei (Ω,m) ein metrischer Raum und T die von m induzierte
Topologie. Dann heißt Ω Polnischer Raum genau dann, wenn Ω bezu¨glich m
vollsta¨ndig ist und T eine abza¨hlbare Basis besitzt.
Die von der Topologie T erzeugte σ-Algebra, σ(T ), heißt Borel-σ-Algebra.
Definition 1.9. Sei S ein lokal kompakter Polnischer Raum mit Borel-σ-Algebra
S, versehen mit einem lokal endlichen Maß µ. Ein zufa¨lliges Za¨hlmaß Π auf (S,S)
heißt Poisson-Punktprozess mit Intensita¨tsmaß µ genau dann, wenn
1. Π(A1), . . . ,Π(An) sind stochastisch unabha¨ngig fu¨r alle A1, . . . , An ∈ S mit
Ai ∩Aj = ∅ fu¨r i 6= j, i, j ∈ {1, . . . , n} und n ∈ N,
2. Π(A) ist Poisson-verteilt mit Parameter µ(A) fu¨r alle A ∈ S.
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1.2. Poisson-Punktprozesse
Das nachfolgende Lemma behandelt die
”
Erweiterung“ von bestimmten Poisson-
Punktprozessen um Zufallsvariablen. Eine solche wird im weiteren Verlauf der
Arbeit noch mehrfach auftreten.
Lemma 1.10. Sei
∑
i∈N δXi ein Poisson-Punktprozess auf R mit Intensita¨tsmaß
λe−xdx, λ > 0. Seien weiterhin Y1, Y2, . . . unabha¨ngig identisch verteilte Zufalls-
gro¨ßen (unabha¨ngig von {Xi}i∈N) mit Werten in einem Polnischen Raum S. Sei
P das zu Yi geho¨rige Wahrscheinlichkeitsmaß.
Dann ist Π̂ :=
∑
i∈N δ(Xi,Yi) ein Poisson-Punktprozess auf R×S mit Intensita¨ts-
maß λe−xdxP(dy).
Beweis. Zuna¨chst bemerken wir, dass das Maß λe−xdxP(dy) lokal endlich ist,
denn fu¨r jede beschra¨nkte Borel-messbare Menge A×B ⊂ R× S ist∫
A×B
λe−xdxP(dy) ≤
∫
A×S
λe−xdxP(dy) =
∫
A
λe−xdx <∞,
da A beschra¨nkt ist.
Seien nun [a, b] ⊂ R, A ⊂ S Borelmengen. Dann gilt fu¨r k ∈ N:
P(Π̂([a, b] ×A) = k)
=
∞∑
n=k
P(Π([a, b] = n)P(#{i ∈ {1, . . . , n} : Yi ∈ A} = k)
=
∞∑
n=k
exp(−λ(e−a − e−b)) 1
n!
(λ(e−a − e−b))n
(
n
k
)
P(A)k(1− P(A))n−k
=
1
k!
exp(−λ(e−a − e−b))
(
P(A)λ(e−a − e−b)
)k
·
∞∑
n=0
(λ(e−a − e−b))n
n!
(1− P(A))n
=
1
k!
exp
(
−P(A)λ(e−a − e−b)
)(
P(A)λ(e−a − e−b)
)k
=
1
k!
exp
(
−
∫
A
λ
∫
[a,b]
e−xdxdP(y)
)(∫
A
λ
∫
[a,b]
e−xdxdP(y)
)k
Die Anzahl von Punkten in einer Borel-Menge ist also Poisson-verteilt mit der
behaupteten Intensita¨t.
Die Unabha¨ngigkeit der Anzahlen von Punkten in Mengen, die in der ersten Kom-
ponente disjunkt sind, folgt bereits aus der Tatsache, dass
∑
i∈N δXi ein Poisson-
Punktprozess ist und dass Y1, Y2, . . . unabha¨ngig sind.
Es genu¨gt daher, dies fu¨r Mengen der Form [a, b]×A1, [a, b] ×A2, . . . , [a, b] ×An
zu zeigen mit disjunkten Borel-Mengen A1, A2, . . . , An ⊂ S und [a, b] ⊂ R. Seien
3
1. Einleitung
dazu k1, . . . , kn ∈ N, k1 + . . .+ kn = k und Λa,b = λ(e−a − e−b). Dann gilt
P(Π̂(A1 × [a, b]) = k1, . . . , Π̂(An × [a, b]) = kn)
=
∞∑
j=k
1
j!
Λja,b exp(−Λa,b)
j!
(j − k)!
(
1−
n∑
i=1
P(Ai)
)j−k n∏
i=1
1
ki!
(P(Ai))
ki
=
n∏
i=1
1
ki!
(P(Ai)Λa,b)
ki exp (−Λa,bP(Ai))
=
n∏
i=1
P(Π̂(Ai × [a, b]) = ki),
also die zu zeigende stochastische Unabha¨ngigkeit.
Somit ist Π̂ ein Poisson-Punktprozess mit dem angegebenen Intensita¨tsmaß.
Ebenfalls werden wir den folgenden Transformationssatz fu¨r Poisson-Punktpro-
zesse beno¨tigen.
Satz 1.11. Seien S, T Polnische Ra¨ume mit Borel-σ-Algebren S bzw. T und
Π =
∑
i∈N δXi ein Poisson-Punktprozess auf (S,S) mit lokal endlichem Inten-
sita¨tsmaß µ und f : S → T messbar so, dass auch das Bildmaß µ∗ = µ ◦ f−1 lokal
endlich ist. Dann ist durch
∑
i∈N δf(Xi) ein Poisson-Punktprozess auf (T,T ) mit
Intensita¨tsmaß µ∗ gegeben.
Beweis. siehe [Kle06], Satz 24.16.
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2 Brown-Resnick-Prozesse
Bevor Brown-Resnick-Prozesse definiert werden ko¨nnen, sind zuna¨chst noch ei-
nige Vorbemerkungen notwendig: In diesem Kapitel werden wir u. a. Poisson-
Punktprozesse auf dem Raum C(Rd), also dem Raum der reellwertigen, stetigen
Funktionen auf Rd, betrachten. Dazu versehen wir C(Rd) mit der σ-Algebra C,
die von den Mengen der Form
Ct1,...,tm(B) := {f ∈ C(Rd) : (f(t1), . . . , f(tm)) ∈ B},
mit t1, . . . , tm ∈ Rd, m ∈ N und B ∈ Bm erzeugt wird. Diese σ-Algebra ermo¨glicht
es uns, Aussagen u¨ber Funktionswerte an endlich vielen Stellen zu treffen, was sich
als sehr nu¨tzlich herausstellen wird.
Nun ist Ωk := C([−k, k]d), versehen mit der Metrik mk gegeben durch
mk(f, g) := sup
x∈[−k,k]d
|f(x)− g(x)|,
ein Polnischer Raum. Dabei ist durch
Fk := {B(k)ε (f) : ε ∈ Q>0, f ∈ ΠQ},
wobei ΠQ die Menge aller Polynome auf R
d mit rationalen Koeffizienten und
B
(k)
ε (f) := {g ∈ Ωk : mk(f, g) < ε} sei, nach dem Satz von Stone-Weierstraß
(reelle Fassung) eine abza¨hlbare topologische Basis gegeben.
Damit ist auch der Produktraum Ω :=×∞k=1Ωk mit der Metrik
m :=
∞∑
k=1
2−k
mk
1 +mk
ein Polnischer Raum.
Lemma 2.1. Die von m auf Ω induzierte Topologie ist die Produkttopologie aus
den von den Metriken mk auf Ωk, k ∈ N, induzierten Topologien.
Beweis. Es genu¨gt zu zeigen, dass die Basis der einen Topologie jeweils in der
anderen Topologie enthalten ist.
Eine Basis der Produkttopologie bilden die Mengen der Form ×k∈NB(k)εk (fk) mit
fk ∈ Ωk, wobei nur endlich viele εk endlich seien und wir B(k)∞ (f) := Ωk definieren.
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Fu¨r g ∈ ×k∈NB(k)εk (fk) mit g = (g1, g2, . . .) gibt es nun δ = (δ1, δ2, . . .) mit
0 < δk <∞, falls εk <∞, und δk =∞, falls εk =∞, so, dass
×
k∈N
B
(k)
δk
(gk) ⊂×
k∈N
B(k)εk (fk).
Sei ε := min{k∈N: δk<∞}
(
2−k−1 ·min(δk, 1)
)
, dann folgt – wegen 1
2k
mk(·,·)
1+mk(·,·) ≤
m(·, ·) – fu¨r h = (h1, h2, . . .) ∈ Bε(g) := {h ∈ Ω : m(h, g) < ε}, dass
mk(gk, hk) ≤ m(g, h)2
k
1−m(g, h)2k ≤
m(g, h)2k
1
2
≤ δk,
falls δk <∞. Somit ist
Bε(g) ⊂×
k∈N
B
(k)
δk
(gk) ⊂×
k∈N
B(k)εk (fk),
d. h. ×k∈NB(k)εk (fk) ist auch offen bezu¨glich der von m erzeugten Topologie.
Sei andererseits nun ein Basiselement Bε(f) der von m induzierten Topologie
gegeben. Dann existiert fu¨r jedes g ∈ Bε(f) ein δ > 0 mit Bδ(g) ⊂ Bε(f). Wa¨hle
nun N ∈ N so groß, dass 2−N < δ2 .
Dann gilt fu¨r jedes h ∈ B(1)δ/2(g1)×B
(2)
δ/2(g2)× . . .×B
(N)
δ/2 (gN )××∞k=N+1Ωk, dass
m(g, h) ≤
N∑
k=1
2−kmk(gk, hk) +
∞∑
j=N+1
2−j ≤
N∑
k=1
2−k
δ
2
+ 2−N <
δ
2
+
δ
2
= δ.
Also ist B
(1)
δ/2(g1)×B
(2)
δ/2(g2)× . . .×B
(N)
δ/2 (gN )××∞k=N+1Ωk ⊂ Bδ(g) ⊂ Bε(f), d. h.
jedes Element g ∈ Bε(f) hat eine Umgebung aus der Basis der Produkttopologie,
die in Bε(f) enthalten ist. Somit la¨sst sich Bε(f) als Vereinigung von Basisele-
menten der Produkttopologie schreiben und ist daher in dieser enthalten.
Da wir C(Rd) mit der abgeschlossenen Teilmenge
F := {(f1, f2, . . .) ∈ Ω : fn+1
∣∣
[−n,n]d = fn ∀n ∈ N} ⊂ Ω
identifizieren ko¨nnen, ist auch C(Rd) mit der Metrik m ein Polnischer Raum.
Nun ist der Zusammenhang zwischen der Borel-σ-Algebra von C(Rd) und der
σ-Algebra C zu kla¨ren.
Proposition 2.2. Sei τ die von m auf C(Rd) induzierte Topolgie. Dann gilt
σ(τ) = C.
Beweis. Wir stellen fest, dass C bereits von den Mengen der Form Ct1,...,tm(B),
wobei t1, . . . , tm ∈ Rd, m ∈ N und B ⊂ Rm offen seien, erzeugt wird. Da B offen
ist, existiert zu jedem f ∈ Ct1,...,tm(B) ein ε > 0 mit
Ct1,...,tm ((f(t1)− ε, f(t1) + ε)× . . . × (f(tm)− ε, f(tm) + ε)) ⊂ Ct1,...,tm(B),
6
denn diese Teilmenge ist ein offener Ball um f in der Supremumsnorm auf Rm.
Wa¨hlen wir nun N ∈ N derart, dass t1, . . . , tm ∈ [−N,N ]d ist, so gilt nach Kon-
struktion ((
N×
k=1
Bkε (g)×
∞×
k=N+1
Ωk
)
∩ F
)
⊂ Ct1,...,tm(B).
Also gibt es zu jedem Element aus Ct1,...,tm(B) eine in Ct1,...,tm(B) enthaltene offe-
ne Umgebung aus der Basis der Spur der Produkttopologie auf F . Diese Topologie
ist nach Lemma 2.1 gerade τ . Also ist jede erzeugende Menge Ct1,...,tm(B) ∈ τ und
damit gilt auch C ⊂ σ(τ).
Da
F :=
{(
×
k∈N
B(k)εk (fk)
)
∩ F : εk ∈ Q>0 ∪ {∞}, fk ∈ ΠQ,
wobei nur endlich viele εk endlich seien
}
nach obigen Ausfu¨hrungen und Lemma 2.1 eine abza¨hlbare Basis von τ ist, gilt
σ(F) = σ(τ) und es genu¨gt G ∈ C fu¨r alle G ∈ F zu zeigen.
Sei nun q
(k)
1 , q
(k)
2 , . . . eine Abza¨hlung von Q
d ∩ [−k, k]d. Dann ist(
×
k∈N
B(k)εk (fk)
)
∩ F
=
{
g ∈ C(Rd) ∣∣ ∀k ∈ N ∃nk ∈ N ∀j ∈ N : |g(q(k)j )− fk(q(k)j )| < εk − 1nk
}
=
⋂
k∈N
⋃
nk∈N
⋂
j∈N
C
q
(k)
j
((
fk(q
(k)
j )− εk +
1
nk
, fk(q
(k)
j ) + εk −
1
nk
))
∈ C
– wie behauptet.
Somit ist C(Rd) ein Polnischer Raum mit Borel-σ-Algebra C. Da C(Rd) zudem
lokal kompakt ist, ko¨nnen wir im Folgenden auf (C(Rd), C) Poisson-Punktprozesse
definieren.
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2. Brown-Resnick-Prozesse
2.1 Brown-Resnick-Prozesse als max-stabile Prozesse
Fu¨r den Beweis des Satzes 2.4, der gleichzeitig den Begriff Brown-Resnick-Prozess
definiert, beno¨tigen wir das folgende Lemma. Dieses la¨sst sich leicht nachrechnen,
weshalb hier auf seinen Beweis verzichtet werden soll.
Lemma 2.3. Seien
(X1,X2) ∼ N
((
µ1
µ2
)
,
(
Σ11 Σ12
Σ21 Σ22
))
mit µ1 ∈ Rk, µ2 ∈ Rl,Σ11 ∈ Rk×k,Σ12 = ΣT21 ∈ Rk×l,Σ22 ∈ Rl×l.
Dann gilt:
X2|(X1 = x1) ∼ N (µ2 +Σ21Σ−111 (x1 − µ1),Σ22 −Σ21Σ−111 Σ12).
Der nachfolgende Satz geht auf Brown und Resnick zuru¨ck, die ihn fu¨r die Brown-
sche Bewegung als zugrundeliegendem Prozess (d. h. fu¨r den Spezialfall γ(h) =
1
2 |h|) bewiesen (vgl. [BR77]).
Satz und Definition 2.4. Sei W (·) ein pfadstetiges, intrinsisch stationa¨res
Gaußsches Zufallsfeld auf Rd mit Variogramm γ, Erwartungswert EW (t) = 0
und Varianz σ2(t) := Var(W (t)), t ∈ Rd.
Weiterhin seien Wi(·) ∼W (·), i ∈ N unabha¨ngig identisch verteilt, sowie
Π =
∑
δXi ein von diesen stochastisch unabha¨ngiger Poisson-Punktprozess auf R
mit Intensita¨tsmaß e−xdx. Dann ist durch
Z(t) := max
i∈N
(
Xi +Wi(t)− σ
2(t)
2
)
, t ∈ Rd
ein stationa¨rer max-stabiler Prozess auf Rd mit Standard-Gumbel-Ra¨ndern gege-
ben. Die Verteilung von Z ha¨ngt nur von γ ab.
Z(·) heißt Brown-Resnick-Prozess zum Variogramm γ.
Beweis. Seien t1, . . . , tm ∈ Rd, y1, . . . ym ∈ R, m ∈ N beliebig und Pt˜1,...,t˜k sei
das zum Zufallsvektor (W (t˜1), . . . ,W (t˜k)) geho¨rende Wahrscheinlichkeitsmaß.
Wir definieren nun fu¨r i = 1, . . . ,m die Gro¨ßen σ2i := σ
2(ti) sowie die Zufallsva-
riablen ξi := W (ti)− σ
2
i
2 . Dann ist ξi ∼ N (−
σ2i
2 , σ
2
i ).
Sei
Γij := Cov(ξi − ξ1, ξj − ξ1) = E((W (ti)−W (t1)) · (W (tj)−W (t1)))
= − 1
2
E{((W (ti)−W (t1))− (W (tj)−W (t1)))2
− (W (ti)−W (t1))2 − (W (tj)−W (t1))2}
= − γ(ti − tj) + γ(ti − t1) + γ(tj − t1) (2.1)
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und Γ := (Γij)i=2,...,m, j=2,...,m.
Weiterhin seien µ2m := (E(ξj − ξ1))j=2,...,m =
(
σ21−σ2j
2
)
j=2,...,m
und g := (Cov(ξj − ξ1, ξ1))j=1,...,m.
Nun ist 
ξ2 − ξ1
...
ξm − ξ1
ξ1
 =

−1 1 0 · · · 0
...
. . .
. . .
−1 0 · · · 0 1
1 0 · · · 0 0
 ·

ξ1
ξ2
...
ξm

und (ξ1, . . . , ξm) ist normalverteilt.
Daher ist auch (ξ2 − ξ1, . . . , ξm − ξ1, ξ1) normalverteilt und nach obigen U¨berle-
gungen gilt 
ξ2 − ξ1
...
ξm − ξ1
ξ1
 ∼ N
((
µ2m
−σ212
)
,
(
Γ g
gT σ21
))
.
Dann ist nach Lemma 2.3
ξ1 | (ξj−ξ1)j=2,...,m ∼ N
(
−σ
2
1
2
+ gTΓ−1((ξj − ξ1)j=2,...,m − µ2m), σ21 − gTΓ−1g
)
.
(2.2)
Weiterhin ist Φ :=
∑n
i=1 δ(Xi,Wi(·)) nach Lemma 1.10 ein Poisson-Punktprozess
auf (R×C(Rd),B × C) mit Intensita¨tsmaß e−xdx× P und unter Verwendung der
A¨quivalenz
Z(t1) ≤ y1, . . . , Z(tm) ≤ ym
⇐⇒ Xi ≤ min
k=1,...,m
(
yk −Wi(tk) + σ
2(tk)
2
)
∀i ∈ N
⇐⇒ Φ
({
(x,w) : x ≥ min
k=1,...,m
(
yk − w(tk) + σ2(tk)/2
)})
= 0
folgt daraus
− log(P(Z(t1) ≤ y1, . . . , Z(tm) ≤ ym))
=
∫
Rd
∫ ∞
mink=1,...,m(yk−wk+σ2(tk)/2)
e−xdx Pt1,...,tm(d(w1, . . . , wm))
=
∫
Rd
max
k=1,...,m
e−(yk−wk+σ
2(tk)/2)Pt1,...,tm(d(w1, . . . , wm))
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= E
(
max
k=1,...,m
e−(yk−ξk)
)
= E
(
eξ1 max
k=1,...,m
e(ξk−ξ1)−yk
)
= E
(
E
(
eξ1 max
k=1,...,m
e(ξk−ξ1)−yk
∣∣ (ξj − ξ1)j=2,...,m))
= E
(
max
k=1,...,m
e(ξk−ξ1)−ykE
(
eξ1
∣∣ (ξj − ξ1)j))
(2.2)
= E
(
max
k=1,...,m
e(ξk−ξ1)−yk · exp
(
gTΓ−1((ξj − ξ1)j − µ2m)− 1
2
gTΓ−1g
))
,
da U ∼ N (µ, σ2)⇒ E(eU ) = eµ+σ
2
2
=
∫
Rm−1
max
k=2,...,m
{e−y1 , ewk−yk} · exp
(
gTΓ−1(w − µ2m)− 1
2
gTΓ−1g
)
· 1
(2pi)
m−1
2 det(Γ)
exp
(
−1
2
(w − µ2m)TΓ−1(w − µ2m)
)
dw2 · · · dwm
=
∫
Rm−1
max
k=2,...,m
{e−y1 , ewk−yk} · 1
(2pi)
m−1
2 det(Γ)
· exp
(
−1
2
(w − µ2m − g)TΓ−1(w − µ2m − g)
)
dw2 · · · dwm.
Mit
(µ2m + g)j =
1
2
(σ21 − σ2j ) + E((ξj − Eξj − ξ1 + Eξ1)(ξ1 − Eξ1))
= − 1
2
E
(−(ξ1 − Eξ1)2 + (ξj − Eξj)2 − 2(ξj − Eξj)(ξ1 − Eξ1) + 2(ξ1 − Eξ1)2)
= − 1
2
E(ξj − Eξj − ξ1 + Eξ1)2 = −1
2
E(W (tj)−W (t1))2 = −γ(tj − t1)
erha¨lt man also
− log(P(Z(t1) ≤ y1, . . . , Z(tm) ≤ ym))
=
∫
Rm−1
max
k=2,...,m
{e−y1 , ewk−yk} · 1
(2pi)(m−1)/2 det(Γ)
· exp
(
−1
2
(w + γ(t· − t1))TΓ−1(w − γ(t· − t1))
)
dw2 · · · dwm.
In dieser Gleichung treten nach (2.1) nur Terme der Form γ(tj − ti)i,j=1,...,m auf,
d. h. Z(·) ist stationa¨r und die Verteilung ha¨ngt nur von γ ab.
Im Fall m = 1 ist das Integral degeneriert und wir erhalten
− log(P(Z(t) ≤ y) = e−y,
d. h. Z(·) hat Standard-Gumbel-Ra¨nder.
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Seien nun Z(l)(·) ∼u.i.v. Z(·) fu¨r l ∈ {1, . . . , n}. Dann gilt
− log(P( max
l=1,...,n
Z(l)(t1)− log n ≤ y1, . . . , max
l=1,...,n
Z(l)(tm)− log n ≤ ym))
= − log(P(Z(t1) ≤ y1 + log n, . . . , Z(tm) ≤ ym + log n)) · n
=
∫
Rm−1
max
k=2,...,m
{e−y1−logn, ewk−yk−logn} · 1
(2pi)(m−1)/2 det(Γ)
· exp
(
−1
2
(w + γ(t· − t1))TΓ−1(w − γ(t· − t1))
)
dw2 · · · dwm · n
=
1
n
∫
Rm−1
max
k=2,...,m
{e−y1 , ewk−yk} · 1
(2pi)(m−1)/2 det(Γ)
· exp
(
−1
2
(w + γ(t· − t1))TΓ−1(w − γ(t· − t1))
)
dw2 · · · dwm · n
= − log(P(Z(t1) ≤ y1, . . . , Z(tm) ≤ ym)),
also maxl=1,...,n Z
(l)(·)− log n d= Z(·) – wie behauptet.
Bemerkung 2.5.
1. Im Folgenden wird mit Z(·) stets der oben definierte Brown-Resnick-Prozess
bezeichnet.
2. Sei W (·) ein intrinsisch-stationa¨res Gaußsches Zufallsfeld auf Rd mit Erwar-
tungswert 0 und Variogramm γ. Existieren α, β,Ck > 0 derart, dass
E||W (h)−W (0)||α ≤ Ck||h||d+β fu¨r alle h ∈ [−k, k]d, k ∈ N, (2.3)
so gibt es nach dem Satz von Kolmogorov-Chentsov (Verallgemeinerung auf
Rd, vgl. Abschnitt I.I.1.3 in [BS02]) eine pfadstetige Modifikation von W (·).
Ob diese Voraussetzung erfu¨llt ist, ha¨ngt nur vom Variogramm γ ab, denn es
ist W (h)−W (0) ∼ N (0, 2γ(h)). Wir ko¨nnen daher fu¨r die entsprechenden
Variogrammtypen die Pfadstetigkeit ohne Einschra¨nkung voraussetzen (vgl.
hierzu Abschnitt 2.3.1 in [CD99]).
3. Definition und Satz 2.4 lassen sich auch auf nicht-pfadstetige Zufallsfelder
erweitern. Aus technischen Gru¨nden wird in dieser Arbeit jedoch darauf
verzichtet.
4. Wir ko¨nnen auch Brown-Resnick-Prozesse mit Standard-Fre´chet-Ra¨ndern
(d. h. P(Z(t) ≤ x) = exp(− 1x) ∀x ∈ R, t ∈ Rd) erhalten durch
Z(t) = max
i∈N
exp
(
Xi +Wi(t)− σ
2(t)
2
)
, t ∈ Rd.
Ebenso erreichen wir Standard-Fre´chet-Ra¨nder in den weiteren Sa¨tzen, in-
dem wir auf die dortigen Prozesse vor der Maximumsbildung die Exponen-
tialfunktion anwenden.
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2.2 Stochastisch a¨quivalente Darstellungen mit zufa¨lligen
Translationen
Satz 2.6. Seien W wie in Satz 2.4, Wi ∼u.i.v. W, i ∈ N. Sei Q ein Wahrschein-
lichkeitsmaß auf Rd und Π =
∑
δ(Xi,Hi) ein von {Wi(·), i ∈ N} unabha¨ngiger
Poisson-Punktprozess auf R×Rd mit Intensita¨tsmaß e−xdx Q(dh). Dann ist
Z˜(t) := max
i∈N
(
Xi +Wi(t−Hi)− σ
2(t−Hi)
2
)
, t ∈ Rd
ein Brown-Resnick-Prozess zum Variogramm γ, d. h. Z˜
d
= Z.
Beweis. Seien t1, . . . , tm ∈ Rd, y1, . . . ym ∈ R, m ∈ N beliebig und Pt˜1,...,t˜k
sei das zum Zufallsvektor (W (t˜1), . . . ,W (t˜k)) geho¨rende Wahrscheinlichkeitsmaß.
Nun ist Φ :=
∑
i∈N δ(Xi,Hi,Wi) nach Lemma 1.10 ein Poisson-Punktprozess auf
(R × Rd × C(Rd), B × Bm × C) mit Intensita¨tsmaß e−xdx Q(dh)P(dW ) und es
gelten die A¨quivalenzen
Z˜(t1) ≤ y1, . . . , Z˜(tm) ≤ ym
⇐⇒ Xi ≤ min
k=1,...,m
(
yk −Wi(tk −Hi) + σ
2(tk −Hi)
2
)
∀i ∈ N
⇐⇒ Φ
({
(x, h,w) ∈ R× Rd × C(Rd) :
x > min
k=1,...,m
(
yk −w(tk − h) + σ
2(tk − h)
2
)})
= 0.
Damit ergibt sich
− log(P(Z˜(t1) ≤ y1, . . . , Z˜(tm) ≤ ym))
=
∫
Rd
∫
Rm
∫ ∞
mink=1,...,m
(
yk−wk+σ
2(tk−h)
2
) e−xdx
Pt1−h,...,tm−h(d(w1, . . . , wm)) Q(dh)
= − log
(∫
Rd
P(Z(t1 − h) ≤ y1, . . . Z(tm − h) ≤ ym) Q(dh)
)
= − log
(∫
Rd
P(Z(t1) ≤ y1, . . . Z(tm) ≤ ym) Q(dh)
)
,
da Z(·) stationa¨r ist nach Satz 2.4
= − log(P(Z(t1) ≤ y1, . . . Z(tm) ≤ ym)),
da Q ein Wahrscheinlichkeitsmaß ist.
Also gilt Z˜
d
= Z – wie behauptet.
Dieser Satz ermo¨glicht uns stochastisch a¨quivalente Darstellungen des Brown-
Resnick-Prozesses. Zwei Spezialfa¨lle werden in den folgenden Korollaren betrach-
tet.
12
2.3. Brown-Resnick-Stationarita¨t
Korollar 2.7. Seien W wie in Satz 2.4, W
(j)
i ∼u.i.v. W, i ∈ N, j = 1, . . . , n.
Weiterhin seien Π(j) =
∑
δ
X
(j)
i
, j = 1, . . . , n stochastisch unabha¨ngige Poisson-
Punktprozesse auf R (unabha¨ngig von {W (j)i (·), i ∈ N, j ∈ {1, . . . , n}}) mit
Intensita¨tsmaß 1n · e−xdx sowie h1, . . . , hn ∈ Rd fest. Dann ist
Z1(t) := max
j=1,...,n
max
i∈N
(
X
(j)
i +W
(j)
i (t− hj)−
σ2(t− hj)
2
)
, t ∈ Rd
ein Brown-Resnick-Prozess zum Variogramm γ, d. h. Z1
d
= Z.
Beweis. Nach Konstruktion ist
∑
i∈N δ(X(j)i ,hj)
fu¨r jedes j = 1, . . . , n ein Poisson-
Punktprozess auf R×Rd mit Intensita¨tsmaß 1n e−xdx δhj (dh). Diese Prozesse sind
fu¨r j ∈ {1, . . . , n} stochastisch unabha¨ngig.
Daher ist auch
∑n
j=1
∑
i∈N δ(X(j)
i
,hj)
ein Poisson-Punktprozess und das zugeho¨rige
Intensita¨tsmaß ist 1ne
−xdx(
∑n
j=1 δhj )(dh). Mit Q =
1
n
∑n
j=1 δhj folgt daher die
Aussage des Korollars aus Satz 2.6, denn Q ist ein Wahrscheinlichkeitsmaß auf
Rd.
Korollar 2.8. Seien W, Wi, i ∈ N wie in Satz 2.4, I ⊂ Rd ein endliches Intervall.
Weiterhin sei Π =
∑
δ(Xi,Hi) ein davon unabha¨ngiger Poisson-Punktprozess auf
R× I mit Intensita¨tsmaß |I|−1e−xdx dh. Dann ist
Z2(t) := max
i∈N
(
Xi +Wi(t−Hi)− σ
2(t−Hi)
2
)
, t ∈ Rd
ein Brown-Resnick-Prozess zum Variogramm γ, d. h. Z2
d
= Z.
Beweis. Es ist durch Q(dh) := 1|I|dh das zur Gleichverteilung auf I geho¨rende
Wahrscheinlichkeitsmaß gegeben. Damit folgt die Aussage aus Satz 2.6.
2.3 Brown-Resnick-Stationarita¨t
Der folgende Abschnitt u¨ber den Begriff der
”
Brown-Resnick-Stationarita¨t“ ori-
entiert sich an Kapitel 2 aus [KSd09].
Sei {ξ(t), t ∈ Rd} ein stochastischer Prozess mit der Eigenschaft
E(eξ(t)) <∞ ∀t ∈ Rd (2.4)
und seien ξi(·) ∼u.i.v. ξ(·), i ∈ N. Sei
∑
i∈N δXi ein davon unabha¨ngiger Poisson-
Punktprozess auf R mit Intensita¨tsmaß e−xdx.
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Definition 2.9. ξ(·) heißt Brown-Resnick-stationa¨r genau dann, wenn der Pro-
zess {η(t), t ∈ Rd}, gegeben durch
η(t) := max
i∈N
(Xi + ξi(t)),
stationa¨r ist.
Bemerkung 2.10. Sei W (·) ein pfadstetiges, intrinsisch stationa¨res Gaußsches
Zufallsfeld auf Rd mit Variogramm γ, Erwartungswert 0 und Varianz σ2(t).
Wa¨hlen wir nun ξ(t) =W (t)− σ2(t)2 , dann ist
Eeξ(t) =
∫
R
ew−
σ2(t)
2
1√
2piσ(t)
e
− 1
2
(
w
σ(t)
)2
dw =
∫
R
1√
2piσ(t)
e
− 1
2
(
w−σ2(t)
σ(t)
)2
dw = 1
fu¨r alle t ∈ Rd. Damit ist ξ(·) Brown-Resnick-stationa¨r, denn es ist η(·) = Z(·)
stationa¨r nach Satz 2.4.
Wir wollen nun eine a¨quivalente Definition der Brown-Resnick-Stationarita¨t ge-
ben. Dazu betrachten wir den Raum C(Rd) versehen mit der Borel-σ-Algebra C.
Nun ko¨nnen wir
∑
δXi+ξi(·) nach Satz 1.11 als Poisson-Punktprozess auf C(R
d)
auffassen und das zugeho¨rige Intensita¨tsmaß Λ ist das Bildmaß von e−xdx × P
(wobei P das zur Verteilung von ξ(·) geho¨rende Wahrscheinlichkeitsmaß sei) unter
der messbaren Abbildung
pi : R×C(Rd)→ C(Rd), (x, ξ(·)) 7→ x+ ξ(·),
also
Λ(Ct1,...,tm(B)) =
∫
R
e−x
∫
B−(x,...,x)
Pt1,...,tm(dw1, . . . dwm) dx
=
∫
Rd
∫
R
1B−(x,...,x)(w1, . . . , wm) e−xdxPt1,...,tn(dw1, . . . , dwm).
Fu¨r t ∈ Rd, z ∈ Z betrachten wir die Menge At,z := {f ∈ C(Rd) : f(t) > z}. Dann
ist
Λ(At,z) =
∫
R
e−xP(ξ(t) > z − x)dx y:=z−x=
∫
R
ey−zP(ξ(t) > y)dy
u:=ey
= e−z
∫
R>0
P(eξ(t) > u)du = e−zEeξ(t) <∞ (2.5)
nach (2.4). Weiterhin ist jede beschra¨nkte Menge der Form Ct1,...,tm(B) ∈ C in
einem solchen At,z enthalten. Daher ist Λ lokal endlich.
Satz 2.11. {ξ(t), t ∈ Rd} ist Brown-Resnick-stationa¨r genau dann, wenn der
Poisson-Punktprozess
∑
i∈N δXi+ξi(·) auf C(R
d) translationsinvariant ist (d. h.,
dass das zugeho¨rige Intensita¨tsmaß translationsinvariant ist).
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Beweis. Mit den Notationen von oben gilt
P(η(t1) ≤ y1, . . . , η(tm) ≤ ym)
= P
∑
i∈N
δXi+ξi(·)
 ⋃
j=1,...,m
{f ∈ C(Rd) : f(tj) > yj}
 = 0

= exp(−Λ(Ct1,...,tm(B))) (2.6)
mit B = Rm\×mj=1(−∞, yj].
Ist nun der Punktprozess
∑
δXi+ξi(·) translationsinvariant, so ist Λ translations-
invariant, und fu¨r jedes h ∈ Rd folgt nach (2.6)
P(η(t1) ≤ y1, . . . , η(tm) ≤ ym) = exp(−Λ(Ct1,...,tm(B)))
= exp(−Λ(Ct1+h,...,tm+h(B))) = P(η(t1 + h) ≤ y1, . . . , η(tm + h) ≤ ym),
also ist η(·) stationa¨r.
Ist andererseits η(·) stationa¨r, so ergibt sich fu¨r alle h ∈ Rd wiederum nach (2.6)
die Gleichung
exp(−Λ(Ct1,...,tm(B))) = exp(−Λ(Ct1+h,...,tm+h(B))) (2.7)
fu¨r alle Mengen B = Rm \×mj=1(−∞, yj ].
Fu¨r feste t1, . . . , tm ∈ Rd definieren wir nun Ct1,...,tm := {Ct1,...,tm(A), A ∈ A)}
mit A := {Rm \×mj=1(−∞, yj] : y1, . . . , ym ∈ R}. Da nun A stabil unter Vereini-
gungen ist und außerdem Ct1,...,tm(B1)∪Ct1,...,tm(B2) = Ct1,...,tm(B1 ∪B2) fu¨r alle
B1, B2 ∈ Bm gilt, ergibt sich die Stabilita¨t von Ct1,...,tm unter Vereinigung. Mit der
Siebformel sowie der Gleichung Ct1,...,tm(B1) ∩ Ct1,...,tm(B2) = Ct1,...,tm(B1 ∩ B2)
folgt nun aus (2.7), dass auch der Schnitt zweier Mengen aus Ct1,...,tm die Bezie-
hung
Λ(Ct1,...,tm(B)) = Λ(Ct1+h,...,tm+h(B)) ∀h ∈ Rd (2.8)
erfu¨llt.
Induktiv so fortfahrend und dabei die Siebformel benutzend erha¨lt man, dass
die Gleichung (2.8) auch fu¨r jedes Element Ct1,...,tm(B) der (nach Konstruktion
schnittstabilen) Menge
Mt1,...,tm := {C1 ∩ . . . ∩ Cn, n ∈ N, Ci ∈ Ct1,...,tm}
gilt.
Damit gilt die Translationsinvarianz auch fu¨r die Elemente von
M :=
⋃
t1,...,tm∈Rd,
m∈N
Mt1,...,tm
und M ist schnittstabil.
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Weiterhin ist A ein Erzeuger von Bm und somit erzeugt⋃
t1,...,tm∈Rd,
m∈N
Ct1,...,tm ⊂M
die σ-Algebra C. Daher ist M ein schnittstabiler Erzeuger von C.
Fu¨r jedes t ∈ Rd und Bn := R \ (−∞,−n] ∈ A ist die Folge (Ct(Bn))n∈N ⊂ M
monoton wachsend gegen C(Rd) und wegen (2.5) gilt
Λ(Ct(Bn)) = Λ(At,−n) <∞
fu¨r alle n ∈ N. Damit folgt nach dem Eindeutigkeitssatz u¨ber Maße die Transla-
tionsinvarianz von Λ auf ganz C.
Satz 2.12. Seien W (·) ein pfadstetiges, intrinsisch stationa¨res Gaußsches Zu-
fallsfeld auf Rd mit Variogramm γ, Erwartungswert 0 und Varianz σ2(·),
W
(j)
i ∼u.i.v. W, i ∈ N, j ∈ Zd und T (j)i := inf
(
argsupt∈Rd
(
W
(j)
i (t)− σ
2(t)
2
))
. Es
gelte
lim
|t|→∞
(
W (t)− σ
2(t)
2
)
= −∞ P− f.s. (2.9)
Weiterhin seien Π(j) =
∑
δ
X
(j)
i
stochastisch unabha¨ngige Poisson-Punktprozesse
auf R (unabha¨ngig von {W (j)i (·), i ∈ N, j ∈ Zd}) mit Intensita¨t 1md e−xdx, m ∈ N
sowie p ∈ Rd>0. Dann ist
Z3(t) := max
j∈Zd
max
i∈N
T
(j)
i ∈(−mp2 ,
mp
2 ]
(
X
(j)
i +W
(j)
i (t− p · j)−
σ2(t− p · j)
2
)
, t ∈ Rd
ein Brown-Resnick-Prozess zum Variogramm γ, d. h. Z3
d
= Z.
Dabei ist die Multiplikation p·j als komponentenweise Multiplikation zu verstehen,
d. h. (p1, . . . , pd) · (j1, . . . , jd) := (p1j1, . . . , pdjd).
Beweis. Sei ξ
(j)
i (t) :=W
(j)
i (t)− σ
2(t)
2 .
Zuna¨chst bemerken wir, dass jedes T
(j)
i aufgrund von Bedingung (2.9) P-f.s. end-
lich ist und auch M
(j)
i = supt∈Rd(X
(j)
i + ξ
(j)
i (t)) wohldefiniert ist.
Wir zeigen nun, dass die Transformation
Φ : C(Rd)→ Rd × C(Rd), X(j)i + ξ(j)i (·) 7→ (T (j)i ,X(j)i + ξ(j)i (·))
messbar ist.
Sei dazu t1, t2, . . . eine Abza¨hlung von Q
d. Wir definieren nun fu¨r k ∈ N die
messbare Abbildung Mk : C(R
d) → R, ξ 7→ ξ(tk). Dann ist auch die Abbildung
M : C(Rd) → R, ξ 7→ supk∈NMk(ξ) als punktweises Supremum abza¨hlbar vieler
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messbarer Funktionen wieder messbar und es ist M(ξ
(j)
i ) = M
(j)
i . Damit ist wei-
terhin die Abbildung Φ˜ : C(Rd)→ C(Rd), X(j)i + ξ(j)i (·) 7→ X(j)i + ξ(j)i (·)−M (j)i
messbar. Nun ist nach Konstruktion T
(j)
i die ”
kleinste“ Nullstelle von Φ˜(ξ
(j)
i ). Wir
definieren fu¨r k, n ∈ N die messbaren Abbildungen
τ
(n)
k : C(R
d)→ Rd, τnk (ξ) =
{
tk, falls ξ(tk) > − 1n
(∞, . . . ,∞), sonst
und schließlich τ : C(Rd)→ Rd, ξ 7→ lim
n→∞ infk∈N
τ
(n)
k (ξ).
τ ordnet nun jeder (im Unendlichen negativen) Funktion ihre
”
kleinste“ Nullstelle
zu und ist weiterhin messbar, da punktweise Limites und Infima abza¨hlbar vieler
messbarer Funktionen wieder messbar sind.
Da nun Φ(ξ) = (τ ◦ Φ˜(ξ), ξ) gilt, ist Φ messbar.
Dadurch erhalten wir einen Poisson-Punktprozess∑
i∈N
δ
(T
(j)
i ,X
(j)
i +ξ
(j)
i (·))
mit transformiertem Intensita¨tsmaß
Ψ(A) =
∫
R
1
md
e−xP(x+ ξ ∈ Φ−1(A))dx, A ∈ Bd × C,
wobei P das zu W (·) geho¨rende Wahrscheinlichkeitsmaß sei. Seien nun
Ut : C(R
d)→ C(Rd), f(·) 7→ f(· − t)
und Vt : R
d × C(Rd)→ Rd × C(Rd), (x, f(·)) 7→ (x+ t, f(· − t))
Verschiebungen um ein t ∈ Rd.
Dann gilt
(Φ ◦ Ut)(X(j)i + ξ(j)i (·)) = Φ(X(j)i + ξ(j)i (· − t))
= (T
(j)
i + t,X
(j)
i + ξ
(j)
i (· − t))
= Vt(T
(j)
i ,X
(j)
i + ξ
(j)
i (·))
= (Vt ◦ Φ)(X(j)i + ξ(j)i (·)).
Da ξ(·) nun nach Bemerkung 2.10 Brown-Resnick-stationa¨r ist, ist das Intensita¨ts-
maß von
∑
δXi+ξi(·) nach Satz 2.9 translationsinvariant (bzgl. Ut) und damit auch
das Intensita¨tsmaß von
∑
δ
X
(j)
i +ξ
(j)
i (·)
, denn beide Maße unterscheiden sich nur um
den Faktor md. Aufgrund der Tatsache, dass Φ mit den Verschiebungsoperatoren
kommutiert, ist dann auch das transformierte Intensita¨tsmaß Ψ translationsinva-
riant (bzgl. Vt).
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Daraus folgt fu¨r jedes j ∈ Zd:
max
i∈N
T
(j)
i ∈(−mp2 ,
mp
2 ]
(
X
(j)
i + ξ
(j)
i (· − p · j)
)
= max
i∈N
T
(j)
i +p·j∈(p·j−mp2 ,p·j+
mp
2 ]
(
X
(j)
i + ξ
(j)
i (· − p · j)
)
d
= max
i∈N
T
(j)
i ∈(p·j−mp2 ,p·j+
mp
2 ]
(
X
(j)
i + ξ
(j)
i (·)
)
(2.10)
Betrachtet man nun jede Seite der Gleichung (2.10) fu¨r verschiedene j ∈ Zd, so
erha¨lt man jeweils stochastisch unabha¨ngige Prozesse. Daraus folgt:
Z3(·) = max
j∈Zd
max
i∈N
T
(j)
i ∈(−mp2 ,mp2 ]
(
X
(j)
i + ξ
(j)
i (· − p · j)
)
d
= max
j∈Zd
max
i∈N
T
(j)
i ∈(p·j−mp2 ,p·j+
mp
2 ]
(
X
(j)
i + ξ
(j)
i (·)
)
Weiterhin ist
max
i∈N
T
(j)
i ∈(p·j−mp2 ,p·j+
mp
2 ]
(
X
(j)
i + ξ
(j)
i (·)
)
d
= max
i∈N
T
(j mod m)
i ∈(p·j−mp2 ,p·j+
mp
2 ]
(
X
(j mod m)
i + ξ
(j mod m)
i (·)
)
, (2.11)
wobei die Modulo-Operation hier komponentenweise zu verstehen ist. Da die ent-
sprechenden Mengen {i : T (j mod m)i ∈
(
p · j − mp2 , p · j + mp2
]} disjunkt sind, sind
die Prozesse auf jeder der beiden Seiten von (2.11) fu¨r jl ∈ Zd, l ∈ N, mit
jl ≡ j mod m fu¨r alle l ∈ N jeweils stochastisch unabha¨ngig. Somit gilt auch
Z3(·) d= max
j∈Zd
max
i∈N
T
(j mod m)
i ∈(p·j−mp2 ,p·j+
mp
2 ]
(
X
(j mod m)
i + ξ
(j mod m)
i (·)
)
= max
k∈{0,...,m−1}d
max
j∈Zd
j mod m≡k
 max
i∈N
T
(k)
i ∈(p·j−mp2 ,p·j+mp2 ]
(
X
(k)
i + ξ
(k)
i (·)
)
= max
k∈{0,...m−1}d
max
i∈N
T
(k)
i ∈Rd
(
X
(k)
i + ξ
(k)
i (·)
)
,
da
⋃
j∈Zd
j mod m≡k
(
p · j − mp
2
, p · j + mp
2
]
= Rd
= max
k∈{0,...m−1}d
max
i∈N
(
X
(k)
i + ξ
(k)
i (·)
)
d
= Z(·).
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Dabei benutzen wir im letzten Schritt, dass
∑
k∈{0,...,m−1}d
∑
i∈N δX(k)i
als Summe
von stochastisch unabha¨ngigen Poisson-Punktprozessen auch ein Poisson-Punkt-
prozess ist mit Intensita¨tsmaß
∑
k∈{0,...,m−1}d
1
md
e−xdx = e−xdx.
Um andere Darstellungen des Brown-Resnick-Prozesses zu erhalten, verwenden
wir das nachfolgende Lemma, das eine Folgerung aus Satz 13 aus [KSd09] ist. Der
Beweis verla¨uft daher analog.
Lemma 2.13. Seien W (·) ein pfadstetiges, intrinsisch stationa¨res Gaußsches Zu-
fallsfeld auf Rd mit Variogramm γ, Erwartungswert 0 und Varianz σ2(·),
Wi(·) ∼u.i.v. W (·), i ∈ N, sowie Ti := inf
(
argsupt∈Rd
(
Wi(t)− σ
2(t)
2
))
,
Mi := supt∈Rd
(
Wi(t)− σ
2(t)
2
)
und schließlich Fi(·) :=Wi(·+ Ti)− σ
2(·+Ti)
2 −Mi.
Es gelte (2.9).
Weiterhin sei durch
∑
i∈N δXi ein von {Wi(·), i ∈ N} unabha¨ngiger Poisson-
Punktprozess mit Intensita¨tsmaß e−xdx gegeben.
Dann ist
∑
i∈N δ(Ti,Xi+Mi,Fi) ein Poisson-Punktprozess auf R
d×R×C(Rd), dessen
Intensita¨tsmaß in ein Produkt zerfa¨llt.
Beweis. Wir definieren zuna¨chst
ξ(·) :=W (·)− σ
2(·)
2
,
M := sup
t∈Rd
ξ(t),
T := inf (argsup (ξ(t)))
und F (·) := ξ(·+ T )−M.
Um zu zeigen, dass
∑
i∈N δ(Ti,Xi+Mi,Fi) ein Poisson-Punktprozess ist, beweisen wir,
dass die Abbildung Φ : R × C(Rd) → Rd × R × C(Rd), (u, ξ) 7→ (T, u +M,F )
messbar ist.
Wir wissen bereits, dass die Abbildung ξ 7→ T messbar ist (vgl. Beweis Satz
2.12). Weiterhin betrachten wir eine Abza¨hlung t1, t2, . . . von Q
d. Nun sind die
Abbildungen fi : C(R
d) → R, ξ(·) 7→ ξ(ti), i ∈ N, messbar und somit auch die
Abbildung auf das punktweise Supremum ξ 7→M = supi∈N fi(ξ). Ebenso ist auch
die Abbildung Φ˜ : Rd×C(Rd)→ C(Rd), (t, ξ(·)) 7→ ξ(·+ t) messbar, denn fu¨r alle
t1, . . . , tm, m ∈ N und jede offene Teilmenge B ⊂ Rm gilt aufgrund der Stetigkeit,
dass
Φ˜−1(Ct1,...,tm(B)) = R
d ×
⋂
t∈Qd
Ct1−t,...,tm−t(B) ∈ Bd × C.
Somit ist die Abbildung ξ(·) 7→ (T, ξ(·) −M) Φ˜7→ F messbar und daher auch Φ.
Damit ist
∑
i∈N δ(Ti,Xi+Mi,Fi) ein Poisson-Punktprozess auf R
d × R × C(Rd) mit
Intensita¨tsmaß
Ψ(A) =
∫
R
e−xP(A− (0, x, 0))dx, A ∈ Bd × B × C
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wobei P das zu (T , M , F ) geho¨rende Wahrscheinlichkeitsmaß sei.
Nun gilt fu¨r alle y, z ∈ R, t ∈ Rd, f ∈ C(Rd) und fu¨r jede Borelmenge A ⊂
Rd × R× C(Rd) die Gleichung∫
A+(0,z,0)
eydΨ(t, y, f) =
∫
R
e−x
∫
A+(0,z,0)
eydP(t, y − x, f) dx
=
∫
R
e−x
∫
A
ey+zdP(t, y + z − x, f) dx
=
∫
R
e−x−z
∫
A
ey+zdP(t, y − x, f) dx
=
∫
R
e−x
∫
A
eydP(t, y − x, f) dx =
∫
A
eydΨ(t, y, f),
also ist eydΨ(t, y, f) ein translationsinvariantes Maß in der zweiten Komponente.
Seien weiterhin
Ut : C(R
d)→ C(Rd), f(·) 7→ f(· − t)
und Vt : R
d × R× C(Rd)→ Rd × R× C(Rd), (x, y, f(·)) 7→ (x+ t, y, f(·))
Verschiebungen um ein t ∈ Rd.
Dann gilt:
(Φ ◦ Ut)(Xi + ξi(·)) = Φ(Xi + ξi(· − t))
= (Ti + t, Xi +Mi, ξi(· − t+ Ti + t)−Mi)
= Vt(Ti, Xi +Mi, ξi(· − t+ Ti + t)−Mi)
= (Vt ◦ Φ)(Xi + ξi(·)).
Da der Poisson-Punktprozess
∑
i∈N δXi+Wi(·)−σ
2(·)
2
nach Bemerkung 2.10 und Satz
2.11 ein translationsinvariantes Intensita¨tsmaß hat (bzgl. Ut) und die Translati-
onsoperatoren mit Φ kommutieren, ist auch das Bildmaß Ψ bzgl. Vt, also in der
ersten Komponente, translationsinvariant, d. h.
Ψ(A+ (t, 0, 0)) = Ψ(A) fu¨r alle A ∈ Bd × B × C, t ∈ Rd.
Nun ist
Ψ([0, 1]d × [0, 1] × C(Rd))
=
∫
R
e−xP
(
sup
t∈Rd
(
W (t)− σ
2(t)
2
)
∈ [−x,−x+ 1], T ∈ [0, 1]d
)
dx
≤
∫
R
e−xP
(
sup
t∈[0,1]d
W (t) ≥ −x
)
dx =
∫
R
exP
(
sup
t∈[0,1]d
W (t) ≥ x
)
dx. (2.12)
Da sich außerdem M˜ := supt∈[0,1]d W (t) als Supremum der Gaußschen Zufallsva-
riablen W (ti), i ∈ N, ti ∈ (Q ∩ [0, 1])d, schreiben la¨sst und aufgrund der Pfad-
stetigkeit von W (·) die Beziehung P(|M˜ | < ∞) = 1 > 0 gilt, folgt nach Satz 5
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aus [LS70], dass ein ε > 0 existiert mit
E(exp(ε|M˜ |2)) <∞. (2.13)
Andererseits ist
E(exp(ε|M˜ |2)) =
∫ ∞
0
P
(
exp(ε|M˜ |2) > z
)
dz
= 1 +
∫ ∞
1
P
(
exp(ε|M˜ |2) > z
)
dz
= 1 +
∫ ∞
0
2εz exp(εz2)P
(
|M˜ | > z
)
dz.
Es folgt mit (2.12) die Ungleichungskette
Ψ([0, 1]d × [0, 1] × C(Rd)) ≤
∫
R
exP
(
sup
t∈[0,1]d
W (t) ≥ x
)
dx
≤
∫ 1
ε
−∞
exdx+
∫ ∞
1
ε
exP(|M˜ | ≥ x)dx
≤ exp
(
1
ε
)
+
∫ ∞
0
2εx exp(εx2)P
(
|M˜ | > x
)
dx
< exp
(
1
ε
)
+ E(exp(ε|M˜ |2)) <∞ nach (2.13).
Somit ist das Maß eydΨ(t, y, f) in den ersten beiden Komponenten translati-
onsinvariant und jede Menge, deren Projektion auf diese Komponenten im Ein-
heitswu¨rfel enthalten ist, hat unter diesem Maß eine endliche Masse. Also ist fu¨r
A ∈ C, B ∈ Bd × B durch
ΨA(B) :=
∫
B×A
eydΨ(t, y, f)
ein translationsinvariantes Maß auf (Rd × R,Bd × B) definiert, das auf dem Ein-
heitswu¨rfel endlich ist. Daher ist dieses Maß ein Vielfaches des Lebesgue-Maßes,
wobei der (endliche) Vorfaktor von A ∈ C abha¨ngt, d. h. ΨA(B) = λ(A)
∫
B e
ydy dt
mit 0 < λ(A) < λ(C(Rd)) <∞.
Weiterhin ist durch Q(·) := λ(·)
λ(C(Rd))
ein Wahrscheinlichkeitsmaß auf (C(Rd), C)
gegeben. Mit 0 < λ∗ := λ(C(Rd)) <∞ gilt also
dΨ(t, y, f) = λ∗e−ydy dt× dQ
.
Satz 2.14. Seien λ∗ und Q wie im Beweis von Lemma 2.13. Weiterhin sei durch
Π :=
∑
i∈N δ(Si,Ui) ein Poisson-Punktprozess mit Intensita¨tsmaß λ
∗e−udu ds ge-
geben und F˜i ∼u.i.v. Q unabha¨ngig von Π.
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Dann ist
Z4,λ∗(t) :=max
i∈N
(
Ui + F˜i(t− Si)
)
, t ∈ Rd,
ein Brown-Resnick-Prozess zum Variogramm γ ist, d. h. Z4,λ∗(·) d= Z(·).
Beweis. Seien Xi,Wi, Ti,Mi, Fi wie in Lemma 2.13. Dann sind nach Lemma 2.13
und Lemma 1.10 sowohl
∑
i∈N δ(Ti,Xi+Mi,F˜i) als auch Π Poisson-Punktprozesse auf
Rd × R × C(Rd) mit Intensita¨tsmaß dt × e−udu × Q(dF ). Weiterhin lassen sich
Z(·) und Z4,λ∗(·) auf dieselbe Art und Weise aus diesen Punktprozessen gewinnen,
na¨mlich Z(·) = maxi∈N Γ(Ti,Xi +Mi, Fi) bzw. Z4,λ∗ = maxi∈N Γ(Si, Ui, F˜i) mit
Γ : Rd × R × C(Rd) → C(Rd), (T,U, F ) 7→ U + F (· − T ). Damit sind Z(·) und
Z4,λ∗(·) in Verteilung gleich.
Bemerkung 2.15. Ein a¨hnliches Resultat erhalten wir, wenn wir die Prozesse
aus Satz 2.14 auf pZd, p > 0, einschra¨nken.
Dann ist fu¨r
T
(p)
i = inf
(
argsupt∈pZd
(
Wi(t)− σ
2(t)
2
))
,
M
(p)
i = sup
t∈pZd
(
Wi(t)− σ
2(t)
2
)
and F
(p)
i (·) =Wi(·+ T (p)i )−
σ2(·+ T (p)i )
2
−M (p)i , t ∈ pZd,
das zufa¨llige Maß
∑
i∈N δ(T (p)i ,Xi+M
(p)
i ,F
(p)
i )
ein Poisson-Punktprozess auf pZd ×
R × RpZd mit Intensita¨tsmaß λ(p)pdδt × e−udu × Q(p)(dF ) fu¨r ein λ(p) > 0 und
ein Wahrscheinlichkeitsmaß Q˜(p). Eine a¨quivalente Darstellung Z4,λ(p) von Z er-
gibt sich analog zu Satz 2.14. Ebenso ko¨nnen alle bisherigen Resultate auch auf
Prozesse mit eingeschra¨nktem Definitionsbereich u¨bertragen werden.
Um Z4 zu approximieren, mu¨ssen Prozesse mit der Verteilung Q bzw. Q
(p) simu-
liert werden. Dazu ist es notwendig, diese Maße explizit zu kennen. Man beachte
dabei, dass Q im Allgemeinen nicht die Verteilung vonW (·+T )−σ2(·+T )−M ist
(und Q(p) nicht die Verteilung von W (·+T (p))−σ2(·+T (p))−M (p)). Dies erkennt
man am folgenden Resultat, nach dem Q(p) die Verteilung vonW (·)− σ2(·)2 | T (p) =
0 ist, fallsW (0) = 0. Im Fall einer Brownschen BewegungW ist aber eine verscho-
bene Brownsche Bewegung anders verteilt als eine Brownsche Bewegung bedingt
darauf, dass sich das Maximum im Ursprung befindet.
Satz 2.16. Sei W (·) wie in Lemma 2.13 und
T (p) = inf
(
argsupt∈pZd
(
W (t)− σ
2(t)
2
))
.
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Wir nehmen weiterhin W (0) = 0 an. Dann ist Q(p) die Verteilung
W (·)− σ
2(·)
2
| T (p) = 0.
Beweis. Seien A ∈ B(RλZd) und V ∈ B(R) so, dass
0 <
∫
V
e−xdx <∞.
Weiterhin sei Π =
∑
i∈N δ(T (p)i ,Xi+M
(p)
i ,F
(p)
i )
der Poisson-Punktprozess auf pZd ×
R× RpZd wie in Bemerkung 2.15. Dann ist
Q(p)(A) = P(Π({0} × V ×A) = 1 | Π({0} × V × RpZd) = 1), (2.14)
da das Intensita¨tsmaß von Π ein Produktmaß ist.
Wenn wir annehmen, dass die Punkte (T
(p)
i ,Xi + M
(p)
i , F
(p)
i ) so indiziert sind,
dass die Folge (Xi)i∈N realisierungsweise monoton fallend ist (siehe Kapitel 3),
erhalten wir
P(Π({0} × V ×A) = 1 | Π({0} × V × RpZd) = 1)
=
∑
i∈N
P(T
(p)
i = 0, Xi +M
(p)
i ∈ V | #{i : (T (p)i ,Xi +M (p)i ) ∈ {0} × V } = 1)
· P(F (p)i ∈ A | T (p)i = 0, Xi +M (p)i ∈ V,
#{i : (T (p)i ,Xi +M (p)i ) ∈ {0} × V } = 1) (2.15)
mit
P(F
(p)
i ∈ A | T (p)i = 0, Xi +M (p)i ∈ V,
#{i : (T (p)i ,Xi +M (p)i ) ∈ {0} × V } = 1)
= P(F
(p)
i ∈ A | T (p)i = 0, Xi +M (p)i ∈ V,
(T
(p)
j ,Xj +M
(p)
j ) /∈ {0} × V ∀j 6= i)
= P(F
(p)
i ∈ A | T (p)i = 0, Xi ∈ V, (T (p)j ,Xj +M (p)j ) /∈ {0} × V ∀j 6= i)
= P(F
(p)
i ∈ A | T (p)i = 0),
wobei wir ausnutzen, dass Wi stochastisch unabha¨ngig von Xi, Xj und Wj fu¨r
alle j 6= i ist.
Verwenden wir (2.14), (2.15) und∑
i∈N
P
(
T
(p)
i = 0, Xi +M
(p)
i ∈ V | Π({0} × V × RpZ
d
) = 1
)
= 1,
so erhalten wir
Q˜(p)(A) = P(F
(p)
i ∈ A | Ti = 0) = P
(
W (·)− σ
2(·)
2
∈ A | T (p) = 0
)
fu¨r alle A ∈ B(RλZd).
23
2. Brown-Resnick-Prozesse
Beschra¨nken wir uns auf die Annahmen von Lemma 2.13, so ko¨nnen wir Q
als die Verteilung von Fi bedingt auf Xi + Mi und Ti beschreiben. Seien Π =∑
i∈N δ(Ti,Xi+Mi,F)i und E ∈ B(Rd × R) so, dass
∫
E e
−x(dt × dx) ∈ (0,∞). Wei-
terhin seien N = Π(E × C(Rd)) und i1, . . . , iN so, dass (Tik ,Xik + Mik) ∈ E
fu¨r k = 1, . . . , N . Mit G1, . . . , GN bezeichnen wir eine zufa¨llige Permutation von
Fi1 , . . . , FiN , wobei jede Permutation die gleiche Wahrscheinlichkeit habe.
Satz 2.17. Bedingt auf N = n sind G1, . . . , Gn unabha¨ngig identisch gema¨ß Q
verteilt.
Beweis. Wir wollen zeigen, dass alle endlich-dimensionalen Ra¨nder von G1, . . . , Gn
Produkte der eindimensionalen Ra¨nder mit Verteilung Q sind. Durch Zerlegen
der Mengen in C und Umindizieren genu¨gt es, P(G1 ∈ A1, . . . , Gn1 ∈ A1, Gn1+1 ∈
A2, . . . , Gn1+n2+...+nl ∈ Al | N = n) equals
∏l
i=1 Q˜(Ai)
ni fu¨r paarweise disjunkte
Mengen A1, . . . , Al ∈ C, n1, . . . , nl ∈ N mit n1 + . . . + nl ≤ n zu zeigen. Seien
m = n1 + . . .+ nl und A =
⋃l
i=1Ai. Dann gilt
P(G1 ∈ A1, . . . , Gn1 ∈ A1, Gn1+1 ∈ A2, . . . , Gm ∈ Al | N = n)
=
∑
k1≥n1,...,kl≥nl
k1+...+kl≤n
P(G1 ∈ A1, . . . , Gm ∈ Al |
l⋂
j=1
Π(E ×Aj) = kj , N = n)
· P(Π(E ×Aj) = kj , j = 1, . . . , l | N = n)
=
∑
k1≥n1,...,kl≥nl
k1+...+kl≤n
k1
n
· · · k1 − n1 + 1
n− n− 1 + 1
k2
n− n1 . . .
kl − nl
n−m+ 1
·
(
n
k1, . . . , kl, n− k1 − . . .− kl
)
· Q˜(A1)k1 · · ·Q(Al)kl
· (1−Q(A))n−k1−...−kl
=
(
l∏
i=1
Q(Ai)
ni
)
·
( ∑
k1≥n1,...,kl≥nl
k1+...+kl≤n
(
n−m
k1 − n1, . . . , kl − nl, n− k1 − . . . − kl
)
·Q(A1)k1−n1 · · ·Q(Al)kl−nl · (1−Q(A))n−k1−...−kl
)
=
(
l∏
i=1
Q(Ai)
ni
)
·
( ∑
k1≥0,...,kl≥0
k1+...+kl≤n−m
(
n−m
k1, . . . , kl, n−m− k1 − . . .− kl
)
·Q(A1)k1 · · ·Q(Al)kl · (1−Q(A))n−m−k1−...−kl
)
=
l∏
i=1
Q(Ai)
ni .
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3 Simulationsmethoden und
Fehlerabscha¨tzungen
Aus der Verteilungsgleichheit der Prozesse Z(·), Z1(·), Z2(·), Z3(·) und Z4,λ∗(·) er-
halten wir fu¨nf verschiedene Darstellungen eines Brown-Resnick-Prozesses, aus de-
nen sich jeweils unterschiedliche Simulationsmethoden ergeben. Dabei tritt stets
ein Poisson-Punktprozess auf R mit Intensita¨tsmaß λe−xdx, λ > 0 auf. Daher
betrachten wir zuna¨chst, wie man diesen simulieren kann.
3.1 Simulation von Poisson-Punktprozessen
Sei {N(x), x ≥ 0} ein (homogener) Poisson-Prozess auf R mit Intensita¨t λ, λ > 0,
d. h. N(0) = 0, {N(x), x ≥ 0} hat unabha¨ngige und stationa¨re Zuwa¨chse und
fu¨r alle x, t ≥ 0 ist N(x + t) − N(x) Poisson-verteilt mit Parameter λt (vgl.
Definition 2.1.1 in [Ros96]). Seien Yn, n ∈ N die zugeho¨rigen ”Wartezeiten“, d. h.
Yn := inf{x ≥ 0 : N(x) ≥ n} − inf{x ≥ 0 : N(x) ≥ n− 1}. Dann sind Yn, n ∈ N
nach Proposition 2.2.1 aus [Ros96] unabha¨ngig identisch exponentialverteilt mit
Parameter λ. Seien nun Sn :=
∑n
i=1 Yi, n ∈ N, d. h. Sn := inf{x ≥ 0 : N(x) ≥ n}.
Dann gilt andererseits
Lemma 3.1. Es ist Π =
∑
j∈N δSj ein Poisson-Punktprozess auf R≥0 mit Inten-
sita¨t λ.
Beweis. Nach Konstruktion gilt fu¨r 0 ≤ a ≤ b, dass
Π((a, b]) = {#j : Sj ∈ (a, b]} = N(b)−N(a).
Die Poisson-Punktprozesseigenschaften folgen nun aus der Definition eines Pois-
sonprozesses:
1. P(Π((a, b]) = n) = P(N(b)−N(a) = n) = e−λ(b−a) (λ(b−a))nn! .
2. Fu¨r A1, A2, . . . ⊂ R, Ai ∩Aj = ∅, i 6= j sind Π(A1),Π(A2), . . . stochastisch
unabha¨ngig, da {N(x), x ≥ 0} stochastisch unabha¨ngige Zuwa¨chse hat.
Die Punkte eines Poisson-Punktprozesses auf R mit Intensita¨t λ lassen sich also
als Summen von unabha¨ngig identisch exponentialverteilten Zufallsvariablen mit
Parameter λ simulieren.
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Aus diesem Lemma erha¨lt man nun folgendes
Korollar 3.2. Es ist Π˜ =
∑
j∈N δlog( 1
Sj
) ein Poisson-Punktprozess auf R mit
Intensita¨tsmaß λe−xdx.
Beweis. Wir stellen zuna¨chst fest, dass die Abbildung
H : R>0 → R, x 7→ log
(
1
x
)
ein Homo¨omorphismus ist. Daher ist fu¨r jede Borel-Menge A ⊂ R auch H−1(A)
eine Borel-Menge in R≥0 und es gilt Π˜(A) = Π(H−1(A)). Auch sind die Urbilder
disjunkter Mengen unter der AbbildungH disjunkt. Somit bleiben die Eigenschaf-
ten eines Poisson-Punktprozesses erhalten.
Zu berechnen bleibt das Intensita¨tsmaß von Π˜. Seien a < b ∈ R. Dann gilt
P(Π˜([a, b]) = 0) = P(Π([e−b, e−a]) = 0)
= exp(−λ(e−a − e−b)) = exp
(
−
∫ b
a
λe−xdx
)
.
Also ist das Intensita¨tsmaß λe−xdx – wie behauptet.
Einen Poisson-Punktprozess wie in Satz 2.8 ko¨nnen wir mit Hilfe des folgenden
Korollars simulieren, welches ein Analogon zu Lemma 3 aus [Sch02] ist.
Korollar 3.3. Sei I ⊂ Rd ein endliches Intervall, Ui ∼u.i.v. U(I), i ∈ N. Dann
ist Π̂ =
∑
i∈N δ(log( 1
Si
),Ui)
ein Poisson-Punktprozess auf R× I mit Intensita¨tsmaß
λ
|I|e
−xdx dt.
Beweis. Folgt direkt aus Korollar 3.2 und Lemma 1.10.
3.2 Fehlerabscha¨tzungen
Im Folgenden werden wir den Brown-Resnick-Prozess gema¨ß Z(·), Z1(·), Z2(·),
Z3(·) bzw. Z4,λ∗(·) approximieren. Fu¨r das Berechnen der Approximationsfehler
(im Sinne der Wahrscheinlichkeit, dass die Approximation nicht der korrekten
Realisierung des Prozesses entspricht) werden sich die folgenden Lemmata als
nu¨tzlich erweisen.
Lemma 3.4. Sei {W (t), t ∈ R} die eindimensionale Standard-Brownsche-Be-
wegung, Wi(·) ∼u.i.v. W, i ∈ N und
∑
i∈N δXi ein davon unabha¨ngiger Pois-
son-Punktprozess auf R mit Intensita¨tsma¨ß λe−xdx, λ > 0. Weiterhin seien
tu ≤ 0 ≤ to, C, x ∈ R, C > x. Dann gilt
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P
(
∃i ∈ N : Xi < x, sup
t∈[tu,to]
Xi +Wi(t) > C
)
≤ λe−C 2|tu|
C − x exp
( |tu|
2
)(
1− Φ
(
C − x− |t∗|√|tu|
))
+ λe−C
2|to|
C − x exp
( |to|
2
)(
1− Φ
(
C − x− |t∗|√|to|
))
.
Beweis. Wir betrachten den Poisson-Punktprozess Π :=
∑
i∈N δ(Xi,Xi+Wi(·)) auf
R× C(Rd) mit Intensita¨tsmaß
Λ(A1 ×A2) =
∫
A1
e−yP(y +W (·) ∈ A2)dy
fu¨r A1×A2 ∈ B×C (vgl. Kapitel 2), wobei P das zu W (·) geho¨rende Wahrschein-
lichkeitsmaß sei.
Fu¨r t∗ ∈ R definieren wir nun die Menge
At∗ :=
{
(X,W (·)) ∈ R× C(Rd) : X < x, sup
t∈[0,|t∗|]
X +W (t) > C
}
.
Dann gilt:
Λ(At∗) =
∫ x
−∞
λe−y
2√
pi
∫ ∞
C−y√
2|t∗|
e−z
2
dz dy nach Formel 1.1.1.4 aus [BS02]
≤
∫ x
−∞
λe−y
2√
pi
√
2|t∗|
2(C − y)
∫ ∞
C−y√
2|t∗|
2ze−z
2
dz dy
=
∫ x
−∞
λe−y
1√
pi
√
2|t∗|
C − y exp
(
−(C − y)
2
2|t∗|
)
dy
=
∫ ∞
C−x
λe−Cey
1√
pi
√
2|t∗|
y
exp
(
− y
2
2|t∗|
)
dy
≤ λe
−C
√
pi
√
2|t∗|
C − x
∫ ∞
C−x
exp
(
− y
2
2|t∗| +
2|t∗|y
2|t∗|
)
dy
= λe−C
2|t∗|
C − x exp
( |t∗|
2
)∫ ∞
C−x
1√
2|t∗|pi exp
(
− y
2
2|t∗| +
2|t∗|y
2|t∗| −
|t∗|2
2|t∗|
)
dy
= λe−C
2|t∗|
C − x exp
( |t∗|
2
)∫ ∞
C−x
1√
2|t∗|pi exp
(
−(y − |t
∗|)2
2|t∗|
)
dy
= λe−C
2|t∗|
C − x exp
( |t∗|
2
)(
1−Φ
(
C − x− |t∗|√|t∗|
))
.
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Damit erha¨lt man die Ungleichung
P
(
∃i ∈ N : xi < x, sup
t∈[0,|t∗|]
Xi +Wi(t) > C
)
= P
(
Π(A|t∗|) > 0
)
= 1− exp (−Λ(A|t∗|))
≤ Λ(A|t∗|), da e−x ≥ 1− x ∀x > 0
≤ λe−C 2|t
∗|
C − x exp
( |t∗|
2
)(
1− Φ
(
C − x− |t∗|√|t∗|
))
.
Weiterhin ist
P
(
∃i ∈ N : Xi < x, sup
t∈[tu,to]
Xi +Wi(t) > C
)
≤ P
(
∃i ∈ N : Xi < x, sup
t∈[0,|tu|]
Xi +Wi(t) > C
)
+ P
(
∃i ∈ N : Xi < x, sup
t∈[0,|to|]
Xi +Wi(t) > C
)
und somit folgt die behauptete Ungleichung.
Dieses Lemma ermo¨glicht uns eine Aussage u¨ber das Verhalten von
P
(
∃i ∈ N : Xi < x, sup
t∈[0,|t∗|]
Xi +Wi(t) > C
)
fu¨r große t∗.
Korollar 3.5. Unter den Voraussetzungen von Lemma 3.4 gibt es L1, L2, t0 > 0
so, dass fu¨r alle |t∗| > t0 gilt:
L1 exp
( |t∗|
2
)
≤ − log
(
1− P
(
∃i ∈ N : Xi < x, sup
t∈[0,|t∗|]
Xi +Wi(t) > C
))
≤ L2|t∗| exp
( |t∗|
2
)
.
Beweis. Seien Λ, At∗ wie im Beweis von Lemma 3.4. Dann gilt nach eben diesem:
Λ(At∗) ≤ λe−C
√
2|t∗|3
C − x exp
( |t∗|
2
)(
1 +
1
C − x exp
(
−(C − x)
2
2|t∗|
))
.
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Andererseits ist
Λ(At∗) =
∫ x
−∞
λe−y
2√
pi
∫ ∞
C−y√
2|t∗|
e−z
2
dz dy nach Formel 1.1.1.4 aus [BS02].
Definieren wir Ψ(t) :=
∫∞
t ϕ(s)ds mit ϕ(t) :=
1√
2pi
exp
(
− s22
)
, t ≥ 0, so gilt
Ψ(t) =
∫ ∞
t
1√
2pi
s
s
e−
s2
2 ds
=
1√
2pi
1
t
e−
t2
2 −
∫ ∞
t
1√
2pi
s
s3
e−
s2
2 ds
=
1√
2pi
1
t
e−
t2
2 −
[
− 1√
2pi
1
s3
e−
s2
2
]∞
s=t
+
∫ ∞
t
1√
2pi
3
s4
e−
s2
2 ds
≥
(
1
t
− 1
t3
)
ϕ(t) ∀t > 0.
(Eine pra¨zisere Abscha¨tzung, die man durch weitere Iterationsschritte der parti-
ellen Integration erha¨lt, findet sich im Beweis von Satz 4 aus [BKS09].)
Wegen t−3 = o(t−1) gibt es also ein K1 > 0 so, dass Ψ(t) ≥ K1t exp
(
− t22
)
fu¨r alle
t ≥ 1. Da andererseits Ψ(t)√
2piϕ(t)
eine stetige Funktion auf R≥0 und [0, 1] kompakt ist,
existiert K2 := mint∈[0,1]
Ψ(t)√
2piϕ(t)
> 0 und somit folgt fu¨r alle t > 0 die Ungleichung
Ψ(t) ≥ min
(
K2,
K1
t
)
exp
(
− t
2
2
)
.
Damit erhalten wir fu¨r |t∗| > 1 die Abscha¨tzung:
Λ(At∗) =
∫ x
−∞
λe−y2
∫ ∞
C−y√
|t∗|
1√
2pi
e−
z2
2 dz dy
≥
∫ x
−∞
λe−y2min
(
K2,
K1
√|t∗|
C − y
)
exp
(
−(C − y)
2
2|t∗|
)
dy
= 2λe−C
∫ ∞
C−x
eymin
(
K2,
K1
√|t∗|
y
)
exp
(
− y
2
2|t∗|
)
dy
= 2λe−Ce
|t∗|
2
∫ ∞
C−x
min
(
K2,
K1
√|t∗|
y
)
exp
(
−(y − |t
∗|)2
2|t∗|
)
dy
= 2λe−Ce
|t∗|
2
∫ ∞
C−x√
|t∗|−
√
|t∗|
min
(
K2
√
|t∗|, K1|t
∗|
y
√|t∗|+ |t∗|
)
exp
(
−y
2
2
)
dy
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≥ 2λe−Ce |t
∗|
2
∫ C−x√
|t∗|
C−x√
|t∗|−1
√
|t∗|min
(
K2,
K1
√|t∗|
y
√|t∗|+ |t∗|
)
exp
(
−y
2
2
)
dy
≥ 2λe−C exp
( |t∗|
2
)
min
(
K2
√
|t∗|, K1|t
∗|
C − x+ |t∗|
)
· exp
(
−max{(C − x)
2, (C − x−√|t∗|)2}
2|t∗|
)
≥ 2λe
−CK1|t∗|
C − x+ |t∗| exp
( |t∗|
2
)
exp
(
−max{(C − x)
2, (C − x−√|t∗|)2}
2|t∗|
)
fu¨r |t∗| groß genug.
Mit exp
(
− (C−x)22|t∗|
) |t∗|→∞−→ 1 bzw. exp(− ((C−x)−√|t∗|)22|t∗| ) |t∗|→∞−→ exp(−12) und
P
(
∃i ∈ N : Xi < x, sup
t∈[0,|t∗|]
Xi +Wi(t) > C
)
= 1− exp(−Λ(At∗))
folgt die Behauptung.
Lemma 3.6. Seien W
(j)
i ∼ W, i ∈ N, j ∈ N, unabha¨ngig identisch verteilte
Standard-Brownsche-Bewegungen auf R. Seien weiterhin
∑
i∈N δX(j)i
fu¨r j ∈ N
stochastisch unabha¨ngige Poisson-Punktprozesse auf R mit Intensita¨tmaß e−xdx
sowie 0 < a1 < a2 < a3 < . . . a¨quidistante Punkte mit Abstand h > 0 und
a1 > 4 + h, a1 ∈ hZ, sowie L > 0, L ∈ hZ, C ∈ R. Dann gilt:
P
(
∃i, j ∈ N : C < X(j)i + sup
t∈[aj ,aj+L]∩hZ
(
W
(j)
i (t)−
t
2
)
≤ X(j)i +W (j)i (0)
)
≤ 8e
−C
h
(
exp
(
−
√
a1 − h
2
)
+
25L
9
√
2L
pi
exp
−( 310√a1 − h+ 15√(a1 − h) ∨ 25− log(
√
(a1−h)∨25
2 ))
2
2L

+
1√
2pi
(
1 +
1√
a1 − h− 2
)
exp
(
−(
√
a1 − h− 2)2
8
))
.
Beweis. Zuna¨chst definieren wir u¨r j ∈ N die Poisson-Punktprozesse
Πj :=
∑
i∈N
δ
X
(j)
i +W
(j)
i
auf C(Rd) sowie die Mengen
Aj :=
{
x+ w(·) ∈ C(Rd) : C < x+ sup
t∈[aj ,aj+L]∩hZ
(
w(t) − t
2
)
≤ x+ w(0)
}
.
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Sei weiterhin P das zu W (·) geho¨rende Wahrscheinlichkeitsmaß.
Dann hat Πj , j ∈ N, das Intensita¨tsmaß Λj(A) :=
∫
R
e−xP(W ∈ A − x)dx fu¨r
A ∈ C (vgl. Kapitel 2).
Wir wollen nun Λj(Aj) nach oben hin abscha¨tzen. Es gilt:
Λj(Aj) =
∫
R
e−xP
(
C − x < sup
t∈[aj ,aj+L]∩hZ
(
W (t)− t
2
)
≤W (0)
)
dx
=
∫
R
e−xP
(
C − x < sup
t∈[aj ,aj+L]∩hZ
(
W (t)− t
2
)
≤ 0
)
dx,
da W (0) = 0 P-f.s.
≤
∫ ∞
C+
√
aj
2
+log(
√
aj
2
)
e−xdx
+
∫ C+√aj
2
+log(
√
aj
2
)
C
e−xP
(
C − x < sup
t∈[aj ,aj+L]∩hZ
(
W (t)− t
2
)
≤ 0
)
dx
= e−C
2√
aj
exp
(
−
√
aj
2
)
+ e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
exP
(
x < sup
t∈[aj ,aj+L]∩hZ
(
W (t)− t
2
)
≤ 0
)
dx
≤ e−C 2√
aj
exp
(
−
√
aj
2
)
+ e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
exP
(
0 ≥W (aj)− aj
2
> −√aj ,
sup
t∈[aj ,aj+L]∩hZ
(
W (t)− t
2
)
> x
)
dx
+ e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
exP
(
W (aj)− aj
2
≤ −√aj,
sup
t∈[aj ,aj+L]∩hZ
(
W (t)− t
2
)
> x
)
dx
≤ 2e
−C
√
aj
exp
(
−
√
aj
2
)
+ e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
exP
(
0 ≥W (aj)− aj
2
> −√aj
)
dx
+ e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
exP
(
W (aj)− aj
2
≤ −√aj,
sup
t∈[0,L]
(
W˜ (t)− t
2
)
> x−W (aj) + aj
2
)
dx,
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wobei W˜ eine von W unabha¨ngige Brownsche Bewegung sei.
Nun verwenden wir, dass W (aj)− aj2 ∼ N
(−aj2 , aj) ist und erhalten damit
Λj(Aj) ≤ e−C 2√
aj
exp
(
−
√
aj
2
)
+ e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
ex
∫ 0
−√aj
1√
2piaj
exp
(
−(y +
aj
2 )
2
2aj
)
dy dx
+ e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
ex
∫ −√aj
−∞
1√
2piaj
exp
(
−(y +
aj
2 )
2
2aj
)
P
(
sup
t∈[0,L]
(
W˜ (t)− t
2
)
> x− y
)
dy dx
≤ 2e
−C
√
aj
exp
(
−
√
aj
2
)
+ e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
exdx
∫ √aj
2
−1+
√
aj
2
1√
2pi
exp
(
−y
2
2
)
dy
+ e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
ex
∫ −√aj
−∞
1√
2piaj
exp
(
−(y +
aj
2 )
2
2aj
)
P
(
sup
t∈[0,L]
W (t) > x− y
)
dy dx
≤ e−C 2√
aj
exp
(
−
√
aj
2
)
+ e−C
(
1− exp
(
−
√
aj
2
− log
(√
aj
2
)))
·
∫ √aj
2
−1+
√
aj
2
1√
2pi
exp
(
−y
2
2
)
dy
+ e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
ex
∫ −√a
−∞
1√
2piaj
exp
(
−(y +
aj
2 )
2
2aj
)
· 2√
pi
∫ ∞
x−y√
2L
exp(−z2)dz dy dx nach Formel 1.1.1.4 aus [BS02]
≤ e−C 2√
aj
exp
(
−
√
aj
2
)
+ e−C
∫ √aj
2
−1+
√
aj
2
1√
2pi
exp
(
−y
2
2
)
dy
+ e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
ex
∫ −√aj
−∞
1√
2piaj
exp
(
−(y +
aj
2 )
2
2aj
)
·
√
2L√
pi(x− y) exp
(
−(x− y)
2
2L
)
dy dx (3.1)
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Fu¨r den dritten Summanden aus (3.1) la¨sst sich weiterhin abscha¨tzen:
e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
ex
∫ −√aj
−∞
1√
2piaj
exp
(
−(y +
aj
2 )
2
2aj
)
·
√
2L√
pi(x− y) exp
(
−(x− y)
2
2L
)
dy dx
≤ e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
ex
∫ −√aj
−∞
1√
aj
exp
(
−(y +
aj
2 )
2
2aj
)
· 1
pi
√
L
√
aj
2 − log(
√
aj
2 )
exp
(
−(x− y)
2
2L
)
dy dx,
da x− y ≥ −
√
aj
2
− log
(√
aj
2
)
+
√
aj =
√
aj
2
− log
(√
aj
2
)
ist
≤ e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
ex
∫ −√aj
−∞
√
L
pi
√
aj
exp
(
−(y +
aj
2 )
2
2aj
)
· exp
(
−(x− y)
2
2L
)
dy dx,
da fu¨r alle x > 1 die Ungleichung x− log(x) > 1− log(1) = 1 gilt
und
√
aj
2
>
√
4
2
= 1 ist
≤ e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
exdx
∫ −√aj
−∞
1√
aj
exp
(
−(y +
aj
2 )
2
2aj
)
dy
·
√
L
pi
exp
(
−(
√
aj
2 − log(
√
aj
2 ))
2
2L
)
.
Nun ist die Funktion 25x − log(x) auf R minimal an der Stelle x = 52 . Damit ist
2
5x − log(x) > 0 fu¨r alle x ∈ R, denn es ist 25 52 = log(e) > log
(
5
2
)
, und diese
Funktion ist isoton auf R≥ 5
2
. Daraus folgt
(√
aj
2
− log
(√
aj
2
))2
=
(
3
√
aj
10
+
(
2
√
aj
10
− log
(√
aj
2
)))2
=
9
100
aj +
3
5
√
aj
(
2
√
aj
10
− log
(√
aj
2
))
+
(√
aj
2
− log
(√
a
2
))2
≥ 9
100
aj +
3
5
√
a1 − h
(
2
5
(√
a1 − h
2
∨ 5
2
)
− log
(√
a1 − h
2
∨ 5
2
))
+
(
2
5
(√
a1 − h
2
∨ 5
2
)
− log
(√
a1 − h
2
∨ 5
2
))2
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=
9
100
aj +
3
5
√
a1 − h
(√
(a1 − h) ∨ 25
5
− log
(√
(a1 − h) ∨ 25
2
))
︸ ︷︷ ︸
K
(1)
a1
+
(√
(a1 − h) ∨ 25
5
− log
(√
(a1 − h) ∨ 25
2
))2
︸ ︷︷ ︸
=:K
(2)
a1
fu¨r alle j ∈ N und man erha¨lt mit Ka1 := K(1)a1 +K(2)a1 die Ungleichung
e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
exdx
∫ −√a
−∞
1√
aj
exp
(
−(y +
aj
2 )
2
2aj
)
dy
·
√
L
pi
exp
(
−(
√
aj
2 − log(
√
aj
2 ))
2
2L
)
≤ e−C
(
1− exp
(
−
√
aj
2
− log
(√
aj
2
)))∫ ∞
−∞
√
2pi√
2piaj
exp
(
−(y +
aj
2 )
2
2aj
)
dy
·
√
L
pi
exp
(
−
9
100aj
2L
)
· exp
(
−Ka1
2L
)
≤ e−C
√
2L
pi
exp
(
−
9
100aj
2L
)
· exp
(
−Ka1
2L
)
.
Einsetzen in 3.1 liefert schließlich
Λj(Aj) ≤ e−C 2√
aj
exp
(
−
√
aj
2
)
+ e−C
∫ √aj
2
−1+
√
aj
2
1√
2pi
exp
(
−y
2
2
)
dy
+ e−C
√
2L
pi
exp
(
−
9
100aj
2L
)
exp
(
−Ka1
2L
)
. (3.2)
Nun ist
P
(
∃i, j ∈ N : C < X(j)i + sup
t∈[aj ,aj+L]
(
W
(j)
i (t)−
t
2
)
≤ X(j)i +W (j)i (0)
)
= P (∃j ∈ N : Πj(Aj) > 0) = 1− exp
−∑
j∈N
Λj(Aj)

≤
∑
j∈N
Λj(Aj), da 1− e−x ≤ x fu¨r alle x > 0 gilt.
≤
∑
j∈N
(
e−C
2√
aj
exp
(
−
√
aj
2
)
+ e−C
∫ √aj
2
−1+
√
aj
2
1√
2pi
exp
(
−y
2
2
)
dy
+
√
2L
pi
exp
(
−
9
100aj
2L
)
exp
(
−Ka1
2L
))
nach (3.2)
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≤
∫ ∞
a1−h
1
h
(
e−C
2√
a
exp
(
−
√
a
2
)
+ e−C
∫ √a
2
−1+
√
a
2
1√
2pi
exp
(
−y
2
2
)
dy
+ exp
(
−Ka1
2L
)√
2L
pi
exp
(
−
9
100a
2L
))
da,
da der Integrand streng monoton fallend ist
≤ e−C 8
h
exp
(
−
√
a1 − h
2
)
+ e−C
1
h
∫ ∞
−1+
√
a1−h
2
∫ ∞
a1−h
1
y∈[−1+
√
a
2
,
√
a
2
]
1√
2pi
exp
(
−y
2
2
)
da dy
+ e−C exp
(
−Ka1
2L
)
200L
9h
√
2L
pi
exp
(
−
9
100 (a1 − h)
2L
)
≤ e
−C
h
(
8 exp
(
−
√
a1 − h
2
)
+
∫ ∞
−1+
√
a1−h
2
(8y + 4)
1√
2pi
exp
(
−y
2
2
)
dy
+
200L
9
√
2L
pi
· exp
−( 310√a1 − h+ 15√(a1 − h) ∨ 25− log(
√
(a1−h)∨25
2 ))
2
2L
 ,
da y ∈
[
−1 +
√
a
2
,
√
a
2
]
⇐⇒ a ∈ [4y2, 4(y + 1)2]
≤ 8e
−C
h
(
exp
(
−
√
a1 − h
2
)
+
25L
9
√
2L
pi
exp
−( 310√a1 − h+ 15√(a1 − h) ∨ 25− log(
√
(a1−h)∨25
2 ))
2
2L

+
1√
2pi
(
1 +
1√
a1 − h− 2
)
exp
(
−(
√
a1 − h− 2)2
8
))
Verscha¨rfen wir die Voraussetzungen ein wenig, so erhalten wir
Lemma 3.7. Seien W
(j)
i ∼ W, i ∈ N, j ∈ N, unabha¨ngig identisch verteilte
Standard-Brownsche-Bewegungen auf R. Seien weiterhin
∑
i∈N δX(j)i
fu¨r j ∈ N
stochastisch unabha¨ngige Poisson-Punktprozesse auf R mit Intensita¨tmaß e−xdx
sowie 0 < a1 < a2 < a3 < . . . a¨quidistante Punkte mit Abstand h > 0 und
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a1 > 16 + h, a1 ∈ hZ, sowie L > 0, L ∈ hZ, C ∈ R. Dann gilt:
P
(
∃i, j ∈ N : C < X(j)i + sup
t∈[aj ,aj+L]∩hZ
(
W
(j)
i (t)−
t
2
)
≤ X(j)i +W (j)i (0)
)
≤ 2e
−C
h
(
exp
(
−
√
a1 − h
)
+
25L
9
√
2L
pi
exp
(
−(
√
a1 − h− log(
√
a1 − h))2
2L
)
+
8√
2pi
(
1 +
2√
a1 − h− 4
)
exp
(
−(
√
a1 − h− 4)2
8
))
.
Beweis. Der Beweis verla¨uft analog zum Beweis von 3.6. Da sich jedoch einige
Konstanten a¨ndern und Integrationsgrenzen anders gewa¨hlt werden, wird er hier
dennoch in Ga¨nze ausgefu¨hrt. Seien also Πj, Aj ,Λj fu¨r j ∈ N genau wie dort
definiert und P das zu W (·) geho¨rende Wahrscheinlichkeitsmaß.
Wiederum wollen wir Λj(Aj) nach oben hin abscha¨tzen. Es gilt:
Λj(Aj) =
∫
R
e−xP
(
C − x < sup
t∈[aj ,aj+L]∩hZ
(
W (t)− t
2
)
≤W (0)
)
dx
=
∫
R
e−xP
(
C − x < sup
t∈[aj ,aj+L]∩hZ
(
W (t)− t
2
)
≤ 0
)
dx,
da W (0) = 0 P-f.s.
≤
∫ ∞
C+
√
aj+log(
√
aj)
e−xdx
+
∫ C+√aj+log(√aj)
C
e−xP
(
C − x < sup
t∈[aj ,aj+L]∩hZ
(
W (t)− t
2
)
≤ 0
)
dx
= e−C
1√
aj
exp
(−√aj)
+ e−C
∫ 0
−√aj−log(√aj)
exP
(
x < sup
t∈[aj ,aj+L]∩hZ
(
W (t)− t
2
)
≤ 0
)
dx
≤ e−C 1√
aj
exp
(−√aj)+ e−C ∫ 0
−√aj−log(√aj)
exP
(
0 ≥W (aj)− aj
2
> −2√aj,
sup
t∈[aj ,aj+L]∩hZ
(
W (t)− t
2
)
> x
)
dx
+ e−C
∫ 0
−√aj−log(√aj)
exP
(
W (aj)− aj
2
≤ −2√aj ,
sup
t∈[aj ,aj+L]∩hZ
(
W (t)− t
2
)
> x
)
dx
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≤ 1√
aj
exp
(−√aj)+ e−C ∫ 0
−√aj−log(√aj)
exP
(
0 ≥W (aj)− aj
2
> −2√aj
)
dx
+ e−C
∫ 0
−√aj−log(√aj)
exP
(
W (aj)− aj
2
≤ −2√aj ,
sup
t∈[0,L]
(
W˜ (t)− t
2
)
> x−W (aj) + aj
2
)
dx,
wobei W˜ eine von W unabha¨ngige Brownsche Bewegung sei.
Mit W (aj)− aj2 ∼ N
(−aj2 , aj) erhalten wir
Λj(Aj) ≤ e−C 1√
aj
exp
(−√aj)
+ e−C
∫ 0
−√aj−log(√aj)
ex
∫ 0
−2√aj
1√
2piaj
exp
(
−(y +
aj
2 )
2
2aj
)
dy dx
+ e−C
∫ 0
−√aj−log(√aj)
ex
∫ −2√aj
−∞
1√
2piaj
exp
(
−(y +
aj
2 )
2
2aj
)
P
(
sup
t∈[0,L]
(
W˜ (t)− t
2
)
> x− y
)
dy dx
≤ e
−C
√
aj
exp
(−√aj)+ e−C ∫ 0
−√aj−log(√aj)
exdx ·
∫ √aj
2
−2+
√
aj
2
1√
2pi
exp
(
−y
2
2
)
dy
+ e−C
∫ 0
−√aj−log(√aj)
ex
∫ −2√aj
−∞
1√
2piaj
exp
(
−(y +
aj
2 )
2
2aj
)
P
(
sup
t∈[0,L]
W (t) > x− y
)
dy dx
≤ e−C 1√
aj
exp
(√
aj1
)
+ e−C
∫ √aj
2
−2+
√
aj
2
1√
2pi
exp
(
−y
2
2
)
dy
+ e−C
∫ 0
−√aj−log(√aj)
ex
∫ −2√aj
−∞
1√
2piaj
exp
(
−(y +
aj
2 )
2
2aj
)
· 2√
pi
∫ ∞
x−y√
2L
exp(−z2)dz dy dx nach Formel 1.1.1.4 aus [BS02]
≤ e−C 1√
aj
exp
(−√aj)+ e−C ∫
√
aj
2
−2+
√
aj
2
1√
2pi
exp
(
−y
2
2
)
dy
+ e−C
∫ 0
−√aj−log(√aj)
ex
∫ −2√aj
−∞
1√
2piaj
exp
(
−(y +
aj
2 )
2
2aj
)
·
√
2L√
pi(x− y) exp
(
−(x− y)
2
2L
)
dy dx (3.3)
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Fu¨r den dritten Summanden aus (3.3) la¨sst sich weiterhin abscha¨tzen
e−C
∫ 0
−√aj−log(√aj)
ex
∫ −2√aj
−∞
1√
2piaj
exp
(
−(y +
aj
2 )
2
2aj
)
·
√
2L√
pi(x− y) exp
(
−(x− y)
2
2L
)
dy dx
≤ e−C
∫ 0
−√aj−log(√aj)
ex
∫ −2√aj
−∞
1√
aj
exp
(
−(y +
aj
2 )
2
2aj
)
· 1
pi
√
L√
aj − log(√aj) exp
(
−(x− y)
2
2L
)
dy dx
≤ e−C
∫ 0
−√aj−log(√aj)
∫ −2√aj
−∞
ex
pi
√
L
aj
exp
(
−(y +
aj
2 )
2
2aj
)
· exp
(
−(x− y)
2
2L
)
dy dx,
da fu¨r alle x > 1 die Ungleichung x− log(x) > 1− log(1) = 1 gilt
≤ e−C
∫ 0
−√aj−log(√aj)
exdx
∫ −2√aj
−∞
1√
aj
exp
(
−(y +
aj
2 )
2
2aj
)
dy
·
√
L
pi
exp
(
−(
√
aj − log(√aj))2
2L
)
.
Mit der gleichen Argumentation wie im Beweis von Lemma 3.6 ist die Funktion
x 7→ 25x− log(x) positiv und isoton auf R≥ 52 und somit insbesondere auf
[
√
a1 − h,∞) ⊂ [4,∞)
isoton.
Daraus ergibt sich
(√
aj − log
(√
aj
))2
=
(
3
√
aj
5
+
(
2
√
aj
5
− log (√aj)))2
=
9
25
aj +
6
5
√
aj
(
2
√
aj
5
− log(√aj)
)
+
(
2
√
aj
5
− log (√a))2
≥ 9
25
aj +
6
5
√
a1 − h
(
2
√
(a1 − h)
5
− log
(√
(a1 − h)
))
︸ ︷︷ ︸
K
(1)
a1
+
(
2
√
(a1 − h)
5
− log
(√
(a1 − h)
))2
︸ ︷︷ ︸
=:K
(2)
a1
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fu¨r alle j ∈ N und mit Ka1 := K(1)a1 +K(2)a1 ergibt sich die Ungleichung
e−C
∫ 0
−
√
aj
2
−log(
√
aj
2
)
exdx
∫ −√a
−∞
1√
aj
exp
(
−(y +
aj
2 )
2
2aj
)
dy
·
√
L
pi
exp
(
−(
√
aj − log(√aj))2
2L
)
≤ e−Ce0 ·
√
2pi ·
√
L
pi
exp
(
−
9
25aj
2L
)
exp
(
Ka1
2L
)
.
Einsetzen in 3.3 fu¨hrt schließlich zu
Λj(Aj) ≤ e−C 1√
aj
exp
(−√aj)+ e−C ∫
√
aj
2
−2+
√
aj
2
1√
2pi
exp
(
−y
2
2
)
dy
+ e−C
√
2L
pi
exp
(
−
9
25aj
2L
)
exp
(
Ka1
2L
)
. (3.4)
Nun ist
P
(
∃i, j ∈ N : C < X(j)i + sup
t∈[aj ,aj+L]
(
W
(j)
i (t)−
t
2
)
≤ X(j)i +W (j)i (0)
)
= P (∃j ∈ N : Πj(Aj) > 0) = 1− exp
−∑
j∈N
Λj(Aj)

≤
∑
j∈N
Λj(Aj), da 1− e−x > x fu¨r alle x > 0 gilt
≤
∑
j∈N
(
e−C
1√
aj
exp
(−√aj)+ e−C ∫
√
aj
2
−2+
√
aj
2
1√
2pi
exp
(
−y
2
2
)
dy
+
√
2L
pi
exp
(
−
9
25aj
2L
)
exp
(
Ka1
2L
))
nach (3.4)
≤
∫ ∞
a1−h
1
h
(
e−C
1√
a
exp
(−√a)+ e−C ∫ √a2
−2+
√
a
2
1√
2pi
exp
(
−y
2
2
)
dy
+
√
2L
pi
exp
(
−
9
25a
2L
)
exp
(
Ka1
2L
))
da
≤ e−C 2
h
exp
(
−
√
a1 − h
)
+ e−C
1
h
∫ ∞
−2+
√
a1−h
2
∫ ∞
a1−h
1
y∈[−2+
√
a
2
,
√
a
2
]
1√
2pi
exp
(
−y
2
2
)
da dy
+ e−C
50L
9h
√
2L
pi
exp
(
−
9
25 (a1 − h)
2L
)
exp
(
Ka1
2L
)
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≤ e
−C
h
(
2 exp
(
−
√
a1 − h
)
+
∫ ∞
−2+
√
a1−h
2
(16y + 16)
1√
2pi
exp
(
−y
2
2
)
dy
+
50L
9
√
2L
pi
exp
(
−(
√
a1 − h− log(
√
a1 − h))2
2L
)
,
da y ∈
[
−2 +
√
a
2
,
√
a
2
]
⇐⇒ a ∈ [4y2, 4(y + 2)2]
≤ 2e
−C
h
(
exp
(
−
√
a1 − h
)
+
25L
9
√
2L
pi
exp
(
−(
√
a1 − h− log(
√
a1 − h))2
2L
)
+
8√
2pi
(
1 +
2√
a1 − h− 4
)
exp
(
−(
√
a1 − h− 4)2
8
))
3.2.1 Approximation von Z(·)
Zuna¨chst wollen wir einen Brown-Resnick-Prozess gema¨ß der Definition 2.4 ap-
proximieren. Dazu erzeugen wir zuna¨chst unabha¨ngig identisch standardexponen-
tialverteilte Zufallsvariablen Yi, i ∈ N, und setzen Xk := log
(
1∑k
i=1 Yi
)
. Dann ist∑
i∈N δXi ein Poisson-Punktprozess mit Intensita¨t e
−xdx nach Korollar 3.2.
Weiterhin sei zu jedem Xi ein (stochastisch unabha¨ngiger) Pfad {Wi(t) − σ
2(t)
2 :
t ∈ Rd} gegeben. Definieren wir Z(k)(t) := maxi=1,...,kXi + Wi(t) − σ
2(t)
2 , k ∈
N, t ∈ Rd, so gilt nach Konstruktion Z(k)(t) k→∞−→ Z(t) fu¨r alle t ∈ Rd.
Wir wollen nun den Fehler der Approximation nach k Schritten berechnen. Dazu
betrachten wir den Spezialfall, dass W (·) die eindimensionale Standard-Brown-
sche-Bewegung ist. Zudem schra¨nken wir die Approximation auf ein Intervall
[−b, b] ⊂ R, b > 0 ein. Sei nun C := inft∈[a,b](Z(k)(t) + σ
2(t)
2 ).
Proposition 3.8. Seien x(k) < c(k) < 0. Dann gilt
P(Z(k)(t) 6= Z(t) fu¨r ein t ∈ [−b, b] | Xk ≤ x(k), Ck > c(k))
≤ 4e−c(k) b
c(k)− x(k) exp
(
b
2
)(
1− Φ
(
C − x− b√
b
))
. (3.5)
Weiterhin
P(Ck ≤ c(k)) ≤ 1−
(
1− exp
(
− exp
(
−c(k)
2
)))
·
(
2Φ
(
−c(k)
2
√
b
)
− 1
)2
(3.6)
und
P(Xk > x(k)) ≤ exp(−(k − 1)x(k))
(k − 1)! (1− exp(− exp(−x(k)))). (3.7)
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Die unbedingte Fehlerwahrscheinlichkeit P(Z(k)(t) 6= Z(t) fu¨r ein t ∈ [−b, b]) kann
durch diese Summe der rechten Seiten von (3.5), (3.6) und (3.7) beschra¨nkt wer-
den.
Beweis. Es gilt:
Z(k)(t) 6= Z(t) fu¨r ein t ∈ [−b, b] | Xk ≤ x(k), Ck > c(k)
⇐⇒ Z(k)(t) < Z(t) fu¨r ein t ∈ [−b, b] | Xk ≤ x(k), Ck > c(k)
=⇒ ∃m > k : Xm +Wm(t) > Z(k)(t) + σ
2(t)
2
≥ c(k) fu¨r ein t ∈ [−b, b]
| Xk ≤ x(k), Ck > c(k)
=⇒ ∃m > k : sup
t∈[−b,b]
(Xm +Wm(t)) > c(k) | Xk ≤ x(k).
Weiterhin ist die Folge (Xm)m∈N nach Konstruktion monoton fallend, d. h. aus
m > k folgt Xm ≤ Xk ≤ x(k).
Daraus erhalten wir folgende Fehlerabscha¨tzung:
P(Z(k)(t) 6= Z(t) fu¨r ein t ∈ [−b, b] | Xk ≤ x(k), Ck > c(k))
≤ P(∃i ∈ N : Xi ≤ x(k), sup
t∈[−b,−b]
(Xi +Wi(t)) > c(k))
≤ 4e−c(k) b
c(k) − x(k) exp
(
b
2
)(
1− Φ
(
C − x− b√
b
))
,
wobei der letzte Schritt aus Lemma 3.4 folgt.
Weiterhin gilt
P(Ck > c(k)) ≥ P(X1 > c(k)/2)P
(
inf
t∈[−b,b]
W (t) > c(k)/2
)
= (1− exp(− exp(−c(k)/2))) · P
(
inf
t∈[0,b]
W (t) > c(k)/2
)2
= (1− exp(− exp(−c(k)/2))) ·
(
2Φ
(
−c(k)
2
√
b
)
− 1
)2
nach Formel 1.1.1.4 in [BS02], und
P(Xk > x(k)) = P(e
−Xk < e−x(k))
=
∫ e−x(k)
0
tk−1
exp(−t)
(k − 1)! dt
≤ exp(−(k − 1)x(k))
(k − 1)!
∫ e−x(k)
0
exp(−t)dt
=
exp(−(k − 1)x(k))
(k − 1)! (1− exp(− exp(−x(k)))).
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Dann ko¨nnen wir die Ungleichung
P(Z(k)(t) 6= Z(t) fu¨r ein t ∈ [−b, b])
= P(Z(k)(t) 6= Z(t) fu¨r ein t ∈ [−b, b] | Xk ≤ x(k), Ck > c(k))
· P(Xk ≤ x(k), Ck > c(k))
+ P(Z(k)(t) 6= Z(t) fu¨r ein t ∈ [−b, b] | X{Xk > x(k)} ∪ {Ck ≤ c(k)})
· P({Xk > x(k)} ∪ {Ck ≤ c(k)})
≤ P(Z(k)(t) 6= Z(t) fu¨r ein t ∈ [−b, b] | Xk ≤ x(k), Ck > c(k))
+ P({Xk > x(k)} ∪ {Ck ≤ c(k)})
≤ P(Z(k)(t) 6= Z(t) fu¨r ein t ∈ [−b, b] | Xk ≤ x(k), Ck > c(k))
+ P(Ck ≤ c(k)) + P(Xk > x(k)).
Um die Konvergenz Z(k) gegen Z im Sinne von
lim
k→∞
P(Z(k)(t) 6= Z(t) fu¨r ein t ∈ [−b, b]) = 0
einzusehen, mu¨ssen c(k) und x(k) so gewa¨hlt werden, dass jede der rechten seiten
von (3.5), (3.6) und (3.7) fu¨r k → ∞ gegen Null geht. Dies ist z. B. fu¨r c(k) =
− log log(log(k)/2) und x(k) = − log(k)/2 erfu¨llt.
3.2.2 Approximation von Z1(·)
Nun soll ein Brown-Resnick-Prozess gema¨ß Korollar 2.7 approximiert werden.
Wir erzeugen dazu u. i. v. Exp( 1n)-Zufallsvariablen Y
(j)
i , i ∈ N, j ∈ {1, . . . , n},
und definieren
X
(j)
k := log
(
1∑k
i=1 Y
(j)
i
)
.
Dann ist fu¨r jedes j ∈ {1, . . . , n} nach Korollar 3.2 der Punktprozess ∑i∈N δX(j)i
ein Poisson-Punktprozess auf R mit Intensita¨tsmaß 1ne
−x.
Fu¨r jedes Paar (i, j) ∈ N×{1, . . . , n} sei W (j)i (·) unabha¨ngig identisch verteilt wie
W (·).
Seien weiterhin k ∈ N sowie – wie in Korollar 2.7 – h1, . . . , hn ∈ Rd gegeben. Dann
definieren wir
Z
(k)
1 (t) := maxj=1,...,n
max
i=1,...,k
X
(j)
i +W
(j)
i (t− hj)−
σ2(t− hj)
2
.
Wiederum gilt limk→∞Z
(k1,...,kn)
1 (t) = Z1(t) fu¨r jedes t ∈ Rd.
Fu¨r die Fehlerabscha¨tzung beschra¨nken wir uns erneut auf den Fall, dassW (·) eine
eindimensionale Standard-Brownsche-Bewegung ist und betrachten die Simulation
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auf einem Intervall [−b, b] ⊂ R, b > 0. Weiterhin sei h1 < h2 < . . . < hn und die
Menge {hj , 1 ≤ j ≤ n} sei symmetrisch Seien Xk := maxj=1,...,nX(j)k , Ck :=
inft∈[a,b]
(
Z
(k)
1 (t) + minj=1,...,n
σ2(t−hj)
2
)
.
Proposition 3.9. Sei x(k) < c(k) < 0. Dann gilt
P(Z
(k)
1 (t) 6= Z1(t) fu¨r ein t ∈ [−b, b] | Xk ≤ x(k), Ck > c(k))
≤ 4e−c(k) b− h1
c(k)− x(k)e
(b−h1)/2
(
1− Φ
(
C − x− (b− h1)√
b− h1
))
.
Weiterhin ist
P(Ck ≤ c(k))
≤ 1− (1− exp(− exp(−c(k)/2)))
·
(
Φ
(
−c(k) + (b− h1)
2
√
b− h1
)
+ e−
c(k)
2
(
1− Φ
(
−c(k)− (b− h1)
2
√
b− h1
)))2
und
P(Xk > x(k)) ≤ nk+1 exp(−(k − 1)x(k))
(k − 1)! (1− exp(− exp(−nx(k)))).
Beweis. Es gilt
Z
(k)
1 (t) 6= Z1(t) fu¨r ein t ∈ [−b, b] | Xk ≤ x(k), Ck > c(k)
⇐⇒ Z(k)1 (t) < Z1(t) fu¨r ein t ∈ [−b, b] | Xk ≤ x(k), Ck > c(k)
=⇒ ∃j ∈ {1, . . . , n}, m > k : X(j)m +W (j)m (t− hj) > Z(k)1 (t) +
σ2(t− hj)
2
≥ c(k)
fu¨r ein t ∈ [−b, b] | Xk ≤ x(k), Ck > c(k)
=⇒ ∃j ∈ {1, . . . , n}, m > k : sup
t∈[−b−hn,b−h1]
(X(j)m +W
(j)
m (t)) > c(k) | Xk ≤ x(k).
Nun ist jede Folge (X
(j)
n )n∈N monoton fallend und daher folgt aus m > k, dass
X
(j)
m ≤ X(j)k ≤ x(k). Wir erhalten somit unter Verwendung von −b− hn = −(b−
h1), dass
P(Z
(k1,...,kn)
1 (t) 6= Z1(t) fu¨r ein t ∈ [−b, b] | Xk ≤ x(k), Ck > c(k))
≤ P(∃j ∈ {1, . . . , n}, m > k : sup
t∈[−b−hn,b−h1]
(X(j)m +W
(j)
m (t)) > c(k) | Xk ≤ x(k))
≤
n∑
j=1
P(∃i ∈ N : X(j)i ≤ x, sup
t∈[−b−hn,b−h1]
(X
(j)
i +W
(j)
i (t)) > c(k))
≤ 2e−c(k)
√
2
pi
√
(b− h1)3
c(k) − x(k)e
(b−h1)/2
(
1 +
1
c(k) − x(k) exp
(
−(c(k)− x(k))
2
2(b− h1)
))
,
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wobei im letzten Schritt Lemma 3.4 verwendet wurde.
Fu¨r c(k) < 0 gilt zudem mit X1 = maxj=1,...,nX
(j)
i , dass
P(Ck > c(k)) ≥ P(X1 > c(k)/2)P
(
inf
t∈[−(b−h1),b−h1]
(W (t)− |t|/2) > c(k)/2
)
= P(X1 > c(k)/2)P
(
inf
t∈[0,b−h1]
(W (t)− |t|/2) > c(k)/2
)2
= (1− exp(− exp(−c(k)/2))) ·
(
Φ
(
− c(k)
2
√
b− h1
−
√
b− h1
2
)
+ exp(−c(k)/2)
(
1− Φ
(
− c(k)
2
√
b− h1
+
√
b− h1
2
)))2
nach Formel 2.1.1.4 in [BS02]. Weiterhin ist
P(X
(j)
k > x(k)) = P(e
−X(j)
k < e−x(k))
=
∫ e−x(k)
0
nktk−1
exp(−nt)
(k − 1)! dt
≤ nk exp(−(k − 1)x(k))
(k − 1)!
∫ e−x(k)
0
exp(−nt)dt
= nk
exp(−(k − 1)x(k))
(k − 1)! (1− exp(− exp(−nx(k))))
fu¨r j = 1, . . . , n. Die Behauptung folgt mit P(Xk > x(k)) ≤
∑n
j=1 P(X
(j)
k >
x(k)).
Konvergenz erha¨lt man beispielsweise wiederum fu¨r c(k) = − log log(log(k)/2)
und x(k) = − log(k)/2.
3.2.3 Approximation von Z2(·)
Es soll ein Brown-Resnick-Prozess gema¨ß Korollar 2.8 approximiert werden. Wir
erzeugen dazu unabha¨ngig identisch standardexponentialverteilte Zufallsvariablen
Yi, i ∈ N, und definieren Xk := log
(
1∑k
i=1 Yi
)
sowie unabha¨ngig identisch auf
I gleichverteilte Zufallsvariablen Hi, i ∈ N. Dann ist nach Korollar 3.3 durch∑
i∈N δ(Xi,Hi) ein Poisson-Punktprozess auf R× I mit Intensita¨tsmaß 1|I|e−xdx dh
gegeben. Weiterhin seien W1(·),W2(·), . . . unabha¨ngig identisch verteilt wie W (·).
Fu¨r k ∈ N definieren wir
Z
(k)
2 (t) := max
i=1,...,k
(
Xi +Wi(t−Hi)− σ
2(t−Hi)
2
)
.
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Dann gilt limk→∞Z
(k)
2 (t) = Z2(t) fu¨r jedes t ∈ Rd.
Fu¨r die Fehlerabscha¨tzung beschra¨nken wir uns erneut auf den Fall, dassW (·) eine
eindimensionale Standard-Brownsche-Bewegung ist und betrachten die Simulation
nur auf einem Intervall [−b, b] ⊂ R, b > 0.
Sei Ck = inft∈[a,b](Z
(k)
2 (t) + minh∈I
σ2(t−h)
2 ). Ferner nehmen wir an, dass I sym-
metrisch sei. Schließlich definieren wir to := b−minh∈I h.
Proposition 3.10. Unter den genannten Voraussetzungen und Notationen gilt
P(Z
(k)
2 (t) 6= Z(t) fu¨r ein t ∈ [−b, b] | Xk ≤ x(k), Ck > c(k))
≤ 4e−c(k) to
c(k)− x(k) exp
(
to
2
)(
1− Φ
(
C − x− to√
to
))
.
Weiterhin ist
P(Ck ≤ c(k))
≤ 1− (1− exp(− exp(−c(k)/2)))
·
(
Φ
(
− c(k) + to
2
√
b− h1
)
+ e−
c(k)
2
(
1− Φ
(
−c(k)− to
2
√
b− to
)))2
und
P(Xk > x(k)) ≤ exp(−(k − 1)x(k))
(k − 1)! (1− exp(− exp(−x(k)))).
Beweis. Es ist
Z
(k)
2 (t) 6= Z2(t) fu¨r ein t ∈ [a, b] | Xk ≤ x(k), Ck > c(k)
⇐⇒ Z(k)2 (t) < Z2(t) fu¨r ein t ∈ [a, b] | Xk ≤ x(k), Ck > c(k)
=⇒ ∃m > k : Xm +Wm(t−Hm) > Z(k)2 (t) +
σ2(t−Hm)
2
≥ c(k)
fu¨r ein t ∈ [a, b] | Xk ≤ x(k), Ck > c(k)
=⇒ ∃m > k : sup
t∈[−to,to]
(Xm +Wm(t)) > c(k) | Xk ≤ x(k)
=⇒ ∃i ∈ N : Xi ≤ x(k), sup
t∈[−to,to]
(Xi +Wi(t)) > c(k).
Die Aussage der Proposition folgt nun direkt aus Lemma 3.4.
Die Abscha¨tzung fu¨r P(Ck ≤ c(k)) la¨sst sich wie in Proposition 3.9 beweisen, die
Abscha¨tzung fu¨r P(Xk > x(k)) wie in Propostion 3.8.
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3.2.4 Approximation von Z3(·)
Wir wollen einen Brown-Resnick-Prozess nach Satz 2.12 approximieren. Wir er-
zeugen zuna¨chst u. i. v. Exp( 1
md
)-Zufallsvariablen Y
(j)
i , i ∈ N, j ∈ Zd, und defi-
nieren
X
(j)
k := log
(
1∑k
i=1 Y
(j)
i
)
.
Dann ist fu¨r jedes j ∈ Zd nach Korollar 3.2 der Punktprozess ∑i∈N δX(j)i ein
Poisson-Punktprozess auf R mit Intensita¨tsmaß 1
md
e−x. Fu¨r jedes Paar (i, j) ∈
N× Zd sei W (j)i (·) unabha¨ngig identisch verteilt wie W (·).
Seien weiterhin jmin, jmax ∈ Zd mit jmin < jmax und k ∈ N gegeben. Dann
definieren wir
Z
(k)
3 (t) := maxj=jmin,...,jmax
max
i=1,...,k
T
(j)
i ∈(−mp2 ,
mp
2 ]
X
(j)
i +W
(j)
i (t− pj)−
σ2(t− pj)
2
.
Nach Konstruktion gilt
lim
jmin→−∞,jmax→∞,
k→∞
Z
(k)
3 (t) = Z3(t)
fu¨r jedes t ∈ Rd.
Wir wollen nun auch hier eine Fehlerabscha¨tzung fu¨r die Approximation durch-
fu¨hren. Dabei beschra¨nken wir uns wiederum auf den Fall, dass W (·) eine eindi-
mensionale Standard-Brownsche-Bewegung ist und betrachten die Simulation auf
einem Intervall [−b, b] ⊂ R, b ∈ pZ>0. Weiterhin sei m = 1; jmin = −jmax ∈ Z<0
seien so gewa¨hlt, dass b+ 4 < p · jmax.
Zur Vereinfachung betrachten wir den Prozess lediglich auf dem Gitter pZ. Wir
definieren
T
(j,p)
i := inf
(
argsup
((
W
(j)
i (t)−
|t|
2
) ∣∣∣
t∈pZ
))
und approximieren Z3(·) durch
Z
(k;p)
3 (t) := maxj=jmin,...,jmax
max
i=1,...,k
T
(j,p)
i ∈(−mp2 ,
mp
2 ]
X
(j)
i +W
(j)
i (t− pj)−
σ2(t− pj)
2
fu¨r t ∈ pZ.
Seien nun Xk := maxj=jmin,...,jmax X
(j)
k , Ck := inft∈[−b,b]∩pZ Z
(k;p)
3 (t).
Unter der Annahme Xk < Ck gilt fu¨r jedes j ∈ {jmin, . . . , jmax}, i > k mit
T
(j,p)
i ∈
(−p2 , p2], dass
max
t∈[a,b]∩pZ
X
(j)
i +W (t)−
t
2
= X
(j)
i < Xk < Ck.
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Somit ko¨nnen alle Pfade X
(j)
i +W
(j)
i (· − pj)− σ
2(·−pj)
2 fu¨r i > k ohne Verschlech-
terung der Approximation abgebrochen werden, sobald X
(j)
k < Ck ist.
Proposition 3.11. Sei c(k) < 0. Dann gilt:
P(Z
(k;p)
3 (t) 6= Z˜(p)3 (t) fu¨r ein t ∈ [−b, b] ∩ pZ |Xk ≤ c(k), Ck > c(k))
≤ 16e
−c(k)
p
(
exp
(
−
√
pjmax − b
2
)
+
100
9
√
b3
pi
· exp
−( 310√pjmax − b+ 15√(pjmax − b) ∨ 25− log(
√
(pjmax−b)∨25
2 ))
2
4b

+
1√
2pi
(
1 +
1√
pjmax − o− 2
)
exp
(
−(
√
pjmax − o− 2)2
8
))
Weiterhin gelten
P(Ck ≤ c(k))
≤ 1−
(
1− exp
(
−2b/p + 1
4
· exp
(
−c(k)
2
)(
1− exp
(
−p
2
))2))
·
(
1− 4
1− exp(−p/2)
(
1− Φ
(
−c(k)√
8b
−
√
b
2
)
− exp(−c(k)/2)
(
1− Φ
(
−c(k)√
8b
+
√
b
2
)))2)
und
P(Xk > c(k)) ≤ (2jmax + 1)exp(−(k − 1)c(k))
(k − 1)! (1− exp(− exp(−c(k)))).
Beweis. Gema¨ß obigen Ausfu¨hrungen haben wir nur den Fehler zu betrachten,
der durch die Nichtberu¨cksichtigung der Poisson-Punktprozesse Π(j) mit j ∈ Z \
{jmin, . . . , jmax} entsteht. Wir beno¨tigen also
P
(
∃(i, j) ∈ N× Z>jmax :
c(k) < X
(j)
i + sup
t∈[−(pj−a),−(pj−b)]∩pZ
(
W
(j)
i (t)−
|t|
2
)
≤ X(j)i +W (j)i (0)
)
= P
(
∃i ∈ N, j ∈ Z>jmax : c(k) < X(j)i + sup
t∈[pj−b,pj+b]∩pZ
(
W
(j)
i (t)−
t
2
)
≤ X(j)i
)
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≤ 8e
−c(k)
p
(
exp
(
−
√
pjmax − b
2
)
+
100
9
√
b3
pi
· exp
−( 310√pjmax − b+ 15√(pjmax − b) ∨ 25− log(
√
(pjmax−b)∨25
2 ))
2
4b

+
1√
2pi
(
1 +
1√
pjmax − b− 2
)
exp
(
−(
√
pjmax − b− 2)2
8
))
,
wobei die letzte Ungleichung aus Lemma 3.6 folgt. Analog erha¨lt man
P
(
∃(i, j) ∈ N× Z<jmin :
c(k) < X
(j)
i + sup
t∈[−b−pj,b−pj]∩pZ
(
W
(j)
i (t)−
t
2
)
≤ Xji +W ji (0)
)
≤ 8e
−c(k)
p
(
exp
(
−
√−b− pjmin
2
)
+
100
9
√
b3
pi
· exp
−( 310√−b− pjmin + 15√(−b− pjmin) ∨ 25− log(
√
(−b−pjmin)∨25
2 ))
2
4b

+
1√
2pi
(
1 +
1√−b− pjmin − 2
)
exp
(
−(
√−b− pjmin − 2)2
8
))
.
Die Aussage der Proposition folgt daraus mit
P(Z
(k;p)
3 (t) 6= Z˜(p)3 (t) fu¨r ein t ∈ [−b, b] ∩ pZ |Xk ≤ c(k), Ck > c(k))
≤ P
(
∃(i, j) ∈ N× Z \ [jmin, jmax] :
c(k) < X
(j)
i + sup
t∈[−(pj+b),−(pj−b)]∩pZ
(
W
(j)
i (t)−
|t|
2
)
≤ X(j)i +W (j)i (0)
)
.
Weiterhin definieren wir Zufallsvariablen Yi, i ∈ N durch die Poisson-Punktprozesse
∑
i∈N
δYi =
b/p∑
j=−b/p
∑
i∈N
δ
X
(j)
i
1
T
(j;p)
i =0
.
Dieser hat das Intensita¨tsmaß (2b/g+1)P(T (p) = 0)e−xdx. Da jede Folge (X(j)i )i∈N
monoton fallend ist, ko¨nnen wir Y1 > Y2 > . . . annehmen. Damit erhalten wir
P(Ck > c(k))
≥ P(Y1 > c(k)/2) · P
(
inf
t∈[−2b,2b]∩pZ
(
W (t)− |t|
2
)
>
c(k)
2
| T (p) = 0
)
=
(
1− exp
(
−(2b/p + 1)e−c(k)/2P(T (p) = 0)
))
·
(
1− P
(
inf
t∈[0,2b]
(W (t)− |t|/2) < c(k)/2
)2
/P(T (p) = 0)
)
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≥
(
1− exp
(
−2b/p+ 1
4
· exp
(
−c(k)
2
)(
1− exp
(
−p
2
))2))
·
(
1− 4
1− e−p/2
(
1− Φ
(
−c(k)√
8b
−
√
b
2
)
− exp(−c(k)/2)
(
1− Φ
(
−c(k)√
8b
+
√
b
2
)))2)
nach Formel 2.1.1.4 in [BS02].
Fu¨r die Verteilung von Xk ergibt sich
P(Xk > c(k)) ≤
jmax∑
j=−jmax
P(X
(j)
k > c(k)) ≤ (2jmax + 1)P(X(1)k > c(k)).
Daraus la¨sst sich wie in Proposition 3.8 die behauptete Abscha¨tzung herleiten.
Setzen wir sogar p · jmin < a− 16, b+16 < p · jmax voraus, so erhalten wir analog
mit Hilfe von Lemma 3.7 die folgende
Proposition 3.12. Unter den genannten Voraussetzungen und Notationen gilt:
P(Z
(k;p)
3 (t) 6= Z˜(p)3 (t) fu¨r ein t ∈ [−b, b] ∩ pZ |Xk ≤ c(k), Ck > c(k))
≤ 4e
−c(k)
p
(
exp
(
−
√
pjmax − b
)
+
100
9
√
b3
pi
exp
(
−(
√
pjmax − b− log(
√
pjmax − b))2
4b
)
+
8√
2pi
(
1 +
2√
pjmax − b− 4
)
exp
(
−(
√
pjmax − b− 4)2
8
))
Diese Fehlerabscha¨tzungen weisen fu¨r b→∞ ein deutlich langsameres Wachstum
auf als die Abscha¨zungen in den vorhergehenden Abschnitten. Daher ko¨nnte es
fu¨r große Intervalle sinnvoll sein, Z3(·) anstelle von Z(·) zu approximieren. Um
Konvergenz einzusehen, mu¨ssen wir wiederum c(k) und jmax = jmax(k) so wa¨hlen,
dass jede Fehlerabscha¨tzung aus Proposition 3.11 fu¨r k →∞ gegen Null geht, z. B.
c(k) = − log(k)/2 und jmax = k.
3.2.5 Approximation von Z4,λ∗(·)
Schließlich soll der Brown-Resnick-Prozess auch gema¨ß Satz 2.14 approximiert
werden. Sei zuna¨chst I ⊂ Rd ein Intervall. Wir erzeugen nun unabha¨ngig iden-
tisch mit Parameter λ∗|I| exponentialverteilte Zufallsvariablen Vi, i ∈ N und
definieren Uk := log
(
1∑n
i=1 Vi
)
sowie unabha¨ngig identisch auf I gleichverteilte
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Zufallsvariablen Si, i ∈ N. Dann ist nach Korollar 3.3 durch
∑
i∈N δ(Si,Ui) ein
Poisson-Punktprozess auf R× I mit Intensita¨tsmaß λ∗e−udu ds gegeben. Außer-
dem seien F˜1(·), F˜2(·), . . . unabha¨ngig identisch verteilt mit Verteilung Q.
Fu¨r k ∈ N definieren wir nun
Z
(k,I)
4,λ∗ (t) := maxi=1,...,k
Xi + F˜i(t− Si).
Nach Konstruktion gilt wiederum limk→∞
I→Rd
Z
(k,I)
4,λ∗ (t) = Z4,λ∗(t) fu¨r alle t ∈ Rd.
Fu¨r eine Fehlerabscha¨tzung beschra¨nken wir uns erneut auf den Fall, dass W (·)
die eindimensionale Standard-Brownsche-Bewegung ist und betrachten den Pro-
zess auf einem Gitter pZ, p > 0. Wir wollen Z4,λ(p) auf einem Intervall [−b, b]
approximieren. Es sei I =: [v, v] ⊃ [−b, b], v ∈ pZ.
Seien nun
∑
i∈N δ(Ri,Y (p)i )
ein Poisson-Punktprozess auf ([−v, v] ∩ pZ) × R und∑
i∈N δ(ri,y(p)i )
ein Poisson-Punktprozess auf (pZ \ [−v, v]) × R jeweils mit In-
tensita¨tsmaß pλ(p)δpZ(dr)e
−udu und fallend in der zweiten Komponente, d. h.
Y
(p)
1 > Y
(p)
2 > . . . sowie y
(p)
1 > y
(p)
2 > . . .. Weiterhin seien F˜i, f˜i ∼u.i.v. Q. Dann
gilt
Z4,λ(p)(·) = max
{
max
i∈N
(Y
(p)
i + F˜i(· −Ri)),max
i∈N
(y
(p)
i + f˜i(· − ti))
}
. (3.8)
Nun definieren wir die diskrete Approximation
Z
(k,v,p)
4,λ∗ (t) := maxi=1,...,k
(
Y
(p)
i + F˜i(t−Ri)
)
fu¨r t ∈ pZ, fu¨r welche wir eine Fehlerabscha¨tzung vornehmen werden.
Weiterhin sei Ck := mint∈[−b,b]∩pZ Z
(k;v;p)
4,λ(p)
(t). Fu¨r die folgende Proposition ver-
wenden wir, dass Q(p) die Verteilung von W (t)− |t|2 | T (p) = 0 ist, wobei W eine
Standard Brownsche Bewegung und T (p) = inf
(
argsupt∈pZ (W (t)− |t|/2)
)
sei.
Proposition 3.13. Seien c(k) < 0 und v > b+ 4. Dann gilt:
P(Z
(k;v;p)
4,λ(p)
(t) 6= Z(p)
4,λ(p)
(t) fu¨r ein t ∈ [−b, b] ∩ pZ | Y (p)k ≤ c(k), Ck > c(k))
≤ 64e−c(k)(1− e− p2 )−2λ∗
·
(
exp
(
−
√
v − b
2
)
+
1√
2pi
(
1 +
1√
v − b− 2
)
exp
(
−(
√
v − b− 2)2
8
)
+
100
√
b3
9
√
pi
exp
−( 310√v − b+ 15√(v − b) ∨ 25− log(
√
(v−b)∨25
2 ))
2
4b
).
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Weiterhin sind
P(Ck ≤ c(k))
≤ 1−
(
1− exp
(
−λp(2b+ p)e−c(k)/2
))
·
(
1− (2(o− b)λ(p))k exp(−
(k−1)c(k)
2 )
(k − 1)! (1− exp(−e
−(v−b)λ(p)c(k)))
)
·
(
1− 4
1− e−p/2
(
1− Φ
(
−c(k)√
8b
−
√
b
2
)
− exp(−c(k)/2)
(
1− Φ
(
−c(k)√
8b
+
√
b
2
)))2)
und
P(Y
(p)
k > c(k)) ≤ ((2v + p)λ(p))k
exp(−(k − 1)c(k))
(k − 1)! (1− exp(−e
−(2v+p)λ(p)c(k))).
Beweis. Es gilt wegen (3.8) und Xk < c(k) < Ck, dass
P(Z
(k;v,p)
4,λ(p)
(t) 6= Z(p)
4,λ(p)
(t) fu¨r ein t ∈ [−b, b] ∩ pZ | Y (p)k ≤ c(k), Ck > c(k))
≤ P
(
∃i ∈ N : sup
t∈[−b,b]∩pZ
y
(p)
i +Wi(t− ri)− |t− ri|/2 > c(k) |T (p) = 0
)
≤ 2
∑
r∈v+pN
λ(p)p ·
∫
R
e−xP
(
sup
t∈[−b,b]∩pZ
x+W (t− s)− |t− s|
2
> c(k)
∣∣∣∣∣ T (p) = 0
)
dx
≤ 2 pλ
(p)
P(T (p) = 0)
( ∑
s∈o+pN
∫
R
e−xP
(
c(k) < sup
t∈[s−b,s+b]∩pZ
x+W (t)− |t|
2
≤ x
)
dx.
Analog zu Lemma 3.6 ergibt sich daraus
P(Z
(k;v;p)
4,λ(p)
(t) 6= Z4,λ(p)(t) fu¨r ein t ∈ [−b, b] ∩ pZ | Xk ≤ c(k), Ck > c(k))
≤ 16e−Cλ∗P(T (p) = 0)−1
·
(
exp
(
−
√
v − b
2
)
+
1√
2pi
(
1 +
1√
v − b− 2
)
exp
(
−(
√
v − b− 2)2
8
)
+
100
√
b3
9
√
pi
exp
−( 310√v − b+ 15√(v − b) ∨ 25− log(
√
(v−b)∨25
2 ))
2
4b
)
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Außerdem ist
P(T (p) = 0)
≥ P
(
sup
t∈(−∞,−p)
(
W (t)− |t|
2
−W (−p) + | − p|
2
)
<
p
2
, W (−p)− | − p|
2
≤ −p
2
,
W (p)− |p|
2
≤ −p
2
, sup
t∈(p,∞)
(
W (t)− |t|
2
−W (p) + |p|
2
)
<
p
2
)
=
[
P(W (p) ≤ 0) · P
(
sup
t∈(0,∞)
W (t)− t
2
<
p
2
)]2
=
[
1
2
· (1− e− p2 )
]2
nach Formel 2.1.1.4 (1) aus [BS02]
=
1
4
(1− e− p2 )2.
Damit folgt die erste Aussage der Proposition.
Weiterhin gilt
P(Y
(p)
k > x) = P(e
−Y (p)
k < e−x)
=
∫ e−x
0
((2v/p + 1)pλ(p))ktk−1
exp(−(2v/p + 1)pλ(p)t)
(k − 1)! dt
≤ ((2v + p)λ(p))k exp(−(k − 1)x(k))
(k − 1)!
∫ e−x
0
exp(−(2v + p)λ(p)t)dt
= ((2v + p)λ(p))k
exp(−(k − 1)x)
(k − 1)! (1− exp(− exp(−(2v + p)λ
(p)x))).
A¨hnlich wie im Beweis von Proposition 3.11 definieren wir nun Zufallsvariablen
Y ′i , Y
′′
i , i ∈ N, u¨ber die Poisson-Punktprozesse
∑
i∈N δY ′i =
∑
i∈N δY (p)i
1|si|≤b und∑
i∈N δY ′′i =
∑
i∈N δY (o;p)i
1|si|>b mit Y
′
1 ≥ Y ′2 ≥ . . . and Y ′′1 ≥ Y ′′2 ≥ . . ..
Dann gilt
P(Ck > c(k))
≥ P(Y ′1 > c(k)/2) · P(Y ′′k < c(k)/2)
· P
(
inf
t∈[−2b,2b]∩pZ
(
W (t)− |t|
2
)
>
c(k)
2
| T (p) = 0
)
=
(
1− exp
(
−λ(p)p(2b/p + 1)e−c(k)/2
))
·
(
1− (2(v − b)λ(p))k exp(−
(k−1)c(k)
2 )
(k − 1)! (1− exp(−e
−(v−b)λ(p)c(k)))
)
·
(
1− P
(
inf
t∈[0,2b]
(W (t)− |t|/2) < c(k)/2
)2
/P(T (p) = 0)
)
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3.2. Fehlerabscha¨tzungen
≥
(
1− exp
(
−λ(p)(2b+ p)e−c(k)/2
))
·
(
1− (2(v − b)λ(p))k exp(−
(k−1)c(k)
2 )
(k − 1)! (1− exp(−e
−(v−b)λ(p)c(k)))
)
·
(
1− 4
1− e−p/2
(
1−Φ
(
−c(k)√
8b
−
√
b
2
)
− exp(−c(k)/2)
(
1− Φ
(
−c(k)√
8b
+
√
b
2
)))2)
.
Verscha¨rfen wir die Voraussetzungen mit b + 16 < o, so erhalten wir mit einer
Rechnung wie im Beweis von Lemma 3.7 die folgende
Proposition 3.14. Unter den genannten Voraussetzungen und Notationen gilt:
P(Z
(k;v;p)
4,λ(p)
(t) 6= Z(p)
4,λ(p)
(t) fu¨r ein t ∈ [−b, b] ∩ pZ | Xk ≤ c(k), Ck > c(k))
≤ 16e−c(k)(1− e− p2 )−2λ(p)
·
(
exp
(
−√v − b
)
+
8√
2pi
(
1 +
1√
v − b− 4
)
exp
(
−(
√
v − b− 4)2
8
)
+
100
√
b3
9
√
pi
exp
(
−(
√
o− b− log(√v − b))2
4b
))
.
Diese Abscha¨tzungen haben fu¨r b → ∞ das gleiche Verhalten wie im vorherigen
Abschnitt. Daher ko¨nnte auch die Approximation von Z4,λ besonders fu¨r große
Intervalle sehr interessant sein. Wa¨hlen wir beispielsweise v = v(k) = k1/4 und
c(k) = − log(k)/4, konvergieren wiederum alle Abscha¨tzungen aus Proposition
3.13 gegen 0 fu¨r k →∞.
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4 Simulationsergebnisse
Fu¨r eine aktualisierte und ausfu¨hrliche Simulationsstudie, die insbesondere die
Aussagen der Sa¨tze 2.16 und 2.17 beru¨cksichtigt sowie die Methoden anhand
mathematisch scha¨rfere Kriterien vergleicht, sei auf
Oesting, Marco; Kabluchko, Zakhar ; Schlather, Martin : Simulation Tech-
niques for Brown Resnick Processes. Submitted to Extremes (2010).
verwiesen. Ein besonderer Dank gilt dabei den Referees dieses Papers, die mit
ihren Hinweisen zu einer Verbesserung der Fehlersbscha¨tzungen und der Simula-
tionsstudie beigetragen haben.
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