To date, only the implicit (Crank-Nicholson) integration method has ben used for numerical integration of the Schrodinger equation for collision processes. The standard explicit methods are known to be unstable and a high price is paid for the implicit method due to the inversion of the large matrices involved. Furthermore, the method is prohibitive in more than two dimensions due to restrictions on memory and large computation times, An explicit method (i.e., a method which doesn't require the solution of simultaneous equations) is presented, and is shown to be stable in n dimensions to the same order of accuracy as the implicit method with the unitarity being secured to two orders higher accuracy than that for the wave function.
I. INTRODUCTION
Currently, the only successful method used in the integration of the time-dependent Schrodinger equation for the complex valued wave function is the implicit CrankNicholson method, since this method is known to be stable.
I -3 However, in this method large matrices need to be inverted; although they are banded, the inversion of these matrices gets to be prohibitively expensive as the number of unknowns gets larger. To date, only one and two dimensional problems in space have been solved by means of direct integration. 2. 3 Explicit integration schemes which do not require the repeated solution of a large system of equations are clearly more desirable, provided that they can be shown to be stable. The absence of such a stable explicit scheme in the quantum mechanics literature has led to the present usage of implicit schemes.
In this paper an explicit integration method is presented for the time-dependent Schrodinger equation that is stable, has the same degree of accuracy as the implicit Crank-Nicholson method, is straight forward and simple, and is applicable in n dimensions without extensive memory requirements.
II. THE EXPLICIT CRUDE EULER AND IMPLICIT CRANK-NICHOLSON METHODS

Consider the time-dependent Schrodinger equation in
one-space dimension, in the units The simplest method is to expand e-it>.tH into a Taylor series and keep the leading terms. Thus,
To discretize the differential system above, the notation </J7 is adopted where the superscript indicates the time step and the subscript the values of the function at the location Xj' Thus, (2.7) An expression correct to 0(t:..x 2 ) for the second space derivative for an equally spaced mesh is Defining the lJI" as the vector having the </J7 as its components, the system of equations in (2.9) takes the form l/J"+1 =A· l/J" , (2.11) where the matrix A is easily deduced from Eq. (2.9). This scheme is called the one-step forward or the "Crude Euler" method. It is an explicit scheme as the function at any time step is calculated in terms of the known values of the function at past time(s) without the need to solve a system of equations. In order to study the numerical stability of this system of equations according to the Courant-Levi-Fredrichs criterion, 4 consider the error (2.12) in </Ji and consider the evolution of this error by computing the error Et! in </Jj+l. Thus The basic difficulty in the scheme in Eq. (2.9) is that it is not centered; i. e., while the right-hand side is calculated at time step n to accuracy t:.t, the left-hand side is a derivative at time step n + t to accuracy t:.t 2 • It is this noncentered aspect that causes the instability of the numerical scheme.
The Crank-Nicholson scheme is based on eliminating I/J" between the two equations (2. 5) to obtain the identity where B = A * and the elements of A and B are easily deduced from Eq. (2.19). The scheme in Eq. (2.19) is an "implicit" integration scheme as a system of equation is needed to be solved, i. e., the matrix A needs to be inverted in order to calculate I/J"+l. The stability analysis along the previous steps, yields the growth factor to be (11(I-cosqt:.x) In order to study the unitarity of the scheme, rewrite Eq. (2.17) as 
(2.29)
ilL A STABLE EXPLICIT SCHEME Within the above framework, unlike in the CrankNicholson method, keeping </J" in the pair of Eqs. (2.5) and subtracting one equation from the other yields the identity
Similarly, the expansion of e~jAtH into a Taylor series to the same number of terms as in obtaining Eq. (2.6) yields This scheme is an explicit one as the state of the system at time step (n + 1) is directly calculated in terms of the states at past times without the need to invert an equation. Equation (3.4) should be contrasted with the implicit Crank-Nicholson scheme (2.20).
The stability analysis of this scheme along the same steps as above yields the following equation for the growth factor g (3.5) Two growth factors gl and g2 are obtained from the quadratic equation above as gl, 2= -i[201(I-cosqt:.x The stability of the proposed explicit scheme is seen to be governed by the same criterion as the CrankNichOlson method. As for the accuracy, Taylor series expansion (3.3) near tn yields ' . 
t t::.t 4 (H 2 Ij;n-l, H 2 1j!"-I)
Therefore, the scheme here is not strictly unitary. However, the unitarity is secured to order t::.t\ i. e., to 0(t::.x 8 ) with QI = t::.t/2t::.x 2 = 0(1). Thus, such an error in the norm is acceptable as it is four orders of magnitude less than that of the scheme. Furthermore, the error will not cumulate since the scheme is stable. Consequently, it appears that the sacrifice in the strict unitarity is well compensated by the implicit aspect of the method.
It is worth noting that the scheme here is known to be unstable for the heat diffusion (i. e., parabolic) equation 
IV. MULTIDIMENSIONAL CASE
For the scheme in p dimensions, let (4.1)
The finite difference analog of the Laplace operator correct to (t::.X)2 is Consequently, as in Eq. (3.6), the scheme is stable since Igl l = Igl 2 = 1.
In particular, in two space dimensions, Eq. To be able to use the proposed scheme, at t = 0 a projection is made for t = t::.t by any scheme (implicit or explicit) correct to 0(t::.t2) . From this point on the scheme (4.3) is used to calculate the evolution of the function Ij; in time.
V. APPLICATION
In the use of the scheme in (3.3) complex algebra may be used directly. However, in many computations real algebra may be preferred. In this case let The p dimensional generalization of Eq. (5.2) after Eq. (4.12) being straightforward, is not given.
The proposed scheme is tried out by repeating the calculations of Weiner and Askar 3 for the evolution of a Gaussian wave packet in two dimensions subject to a potential barrier with a saddle point. As in Ref. 3, the problem is defined by the potential V(x, y) = 16 -x 2 + y2 and the initial condition on the wave packet as Yo=O, Po=, [6, qo=O This problem corresponds to the scattering of a Gaussian wave packet centered at (-4.0) and oriented at 45° and having a translational energy of 75% of the barrier energy. In the calculations in atomic units with m = h = 1, a rectangular space {-8::Sx::S 4, 3::S y::S 3} is used with a mesh spacing of 0.4, 0.2, and 0.1 with time steps of 0.010, 0.0025, and 0.0020, respectively, for three sets of calculations. The scheme is observed to be stable and the norm is conserved to an accuracy ::s 10-2 as seen in Table 1 . The evolution of the collision is illustrated in Figs. 4 
VI. DISCUSSION
The importance of the explicit scheme presented here lies primarily in its applicability in two and higher dimensions. In the implicit schemes the matrices involved are almost unmanageable and difficult to visualize in more than two dimensions. In fact, on one-two-and three-space dimensions, the Crank-Nicholson scheme Clearly, the one dimensional problem presents no difficulty, AJh Bjk are banded matrices of width 3, and the elements AJk and BJk are easily identifiable. For the two dimensional problem, the algebraic equations with the four dimensional matrices AmnJk and BmnJk nonmanageable in their present forms. Nevertheless, a contraction is made on the indices to reduce the second Eq. (6.U into 2 (6.2)
Although the contracted matrices are very large, and are not thin banded, this set of equations can nevertheless be solved. For the three dimensional problem, however, even if a contraction is made on the triple indices, the resulting matrices are too large to be inverted with a reasonable computational effort and the elements of the contracted matrices are quite difficult to visualize. However, the equations analogous to Eq. (6.1) corresponding to the method proposed in this paper are of the form (6. 3)
The advantages of Eq. (6.3) in comparison to Eq. (6.1) are obvious: No matrices need be inverted, only one matrix is stored in memory, and no contraction is necessary. Furthermore, the matrices A JP' A JkPq, and A JklPqr are banded in the sense that only the elements
