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Abstract
Rock-paper-scissors games metaphorically model cyclic dominance in ecology and microbiology. In a static envi-
ronment, these models are characterized by fixation probabilities obeying two different “laws” in large and small
well-mixed populations. Here, we investigate the evolution of these three-species models subject to a randomly
switching carrying capacity modeling the endless change between states of resources scarcity and abundance. Focus-
ing mainly on the zero-sum rock-paper-scissors game, equivalent to the cyclic Lotka-Volterra model, we study how
the coupling of demographic and environmental noise influences the fixation properties. More specifically, we inves-
tigate which species is the most likely to prevail in a population of fluctuating size and how the outcome depends on
the environmental variability. We show that demographic noise coupled with environmental randomness “levels the
field” of cyclic competition by balancing the effect of selection. In particular, we show that fast switching effectively
reduces the selection intensity proportionally to the variance of the carrying capacity. We determine the conditions
under which new fixation scenarios arise, where the most likely species to prevail changes with the rate of switching
and the variance of the carrying capacity. Random switching has a limited effect on the mean fixation time that scales
linearly with the average population size. Hence, environmental randomness makes the cyclic competition more egal-
itarian, but does not prolong the species coexistence. We also show how the fixation probabilities of close-to-zero-sum
rock-paper-scissors games can be obtained from those of the zero-sum model by rescaling the selection intensity.
Keywords: Population Dynamics, Ecology and Evolution, Fluctuations, Stochastic Processes, Rock-Paper-Scissors
PACS: 05.40.-a, 87.23.Kg, 02.50.Ey, 87.23.-n
1. Introduction
Studying what affects the extinction and survival of
species in ecosystems is of paramount importance [1].
It is well known that birth and death events cause de-
mographic fluctuations (internal noise, IN) that can
ultimately lead to species extinction and fixation –
when one species takes over the entire population [2,
3]. IN being stronger in small communities than in
large populations, various survival and fixation sce-
narios arise in populations of different size and struc-
ture [4, 5, 6, 7, 8, 9]. For instance, experiments on
a colicinogenic microbial communities have demon-
strated that cyclic rock-paper-scissors-like competition
between three strains leads to intriguing behavior [10]:
the colicin-resistant strain is the only one to survive in a
large well-mixed population, whereas all species coex-
ist for a long time on a plate. These observations, and
the rock-paper-scissors being the paradigmatic model
of cyclic dominance in ecology and microbiology, see,
e.g, Refs. [11, 12, 14, 16, 15, 17, 9, 18], have moti-
vated the study of the survival/fixation properties of the
cyclic Lotka-Volterra model (CLV). This is character-
ized by a zero-sum rock-paper-scissors competition be-
tween three species [14, 15, 17, 5, 4, 19, 21, 6, 22, 23,
24, 25, 26, 27, 28, 30, 31, 32, 33]. Remarkably, it has
been shown that, when the population size is constant,
the fixation probabilities in the CLV obey two simple
laws [6, 4, 23]: In a large well-mixed population, the
species receiving the lowest payoff is the most likely
to survive and fixate, a result referred to as the “law of
the weakest”, whereas a different law, called the “law of
stay out”, arises in smaller populations.
In fact, the fate of a population is influenced by nu-
merous endlessly changing environmental conditions
(e.g. light, pH, temperature, nutrient abundance) [34].
Detailed knowledge about exogenous factors being gen-
erally unknown, these are often modeled as environ-
mental (external) noise (EN) [35, 36, 37, 25, 38, 39,
40, 41, 42, 43, 44, 45, 33, 46, 47]. In many biologi-
cal applications the population size varies in time due
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to changing external factors [48, 49]. The EN-caused
fluctuations in the population size in turn affect the de-
mographic fluctuations which results in a coupling of IN
and EN leading to feedback loops that shape the popu-
lation’s long-term evolution [50, 51, 52, 53, 54, 55, 56,
57, 58]. This is particularly relevant in microbial com-
munities that are subject to sudden and extreme environ-
mental changes leading, e.g., to population bottelnecks
or to the collapse of biofilms [59, 60, 61, 62]. While EN
and IN are naturally interdependent in many biological
applications, the theoretical understanding of their cou-
pling is still limited. Recently, progress has been made
in simple two-species models [56, 57], but the analy-
sis of EN and IN coupling in populations consisting of
many interacting species is a formidable task.
Here, we study the coupled effect of environmental and
internal noise on the fixation properties of three-species
rock-paper-scissors games in a population of fluctuat-
ing size, when the resources continuously vary between
states of scarcity and abundance. Environmental ran-
domness is modelled by assuming that the population is
subject to a carrying capacity, driven by a dichotomous
Markov noise [63, 64, 65, 66], randomly switching be-
tween two values. A distinctive feature of this model
is the coupling of demographic noise with environmen-
tal variability: Along with the carrying capacity, the
population size can fluctuate and switch between values
dominated by either the law of the weakest or stay out.
It is therefore a priori not clear which species will be the
most likely to prevail and how the outcome depends on
the environmental variability. Here, we show that en-
vironmental variability generally balances the effect of
selection and can yield novel fixation scenarios.
The models considered in this work are introduced
in Sec. 2. Section 3 is dedicated to the analysis of the
long-time dynamics of the cyclic Lotka-Volterra model
(CLV) with a constant carrying capacity. This paves the
way to the detailed study of the survival and fixation
properties in the CLV subject to a randomly switch-
ing carrying capacity presented in Sec. 4. In Section
5, our results are extended to close-to-zero-sum rock-
paper-scissors games. Our conclusions are presented in
Sec. 6. Technical details and supporting information are
provided in an accompanying supplementary material
(SM) [85]. Thereafter, Sa.b and Sc refer to the section
a.b and equation or figure Sc in the SM [85].
2. Rock-paper-scissors games with a carrying ca-
pacity
We consider a well-mixed population (no spatial
structure) of fluctuating size N(t) containing three
species, denoted by 1, 2, and 3. At time t, the popula-
tion consists of Ni(t) individuals of species i ∈ {1, 2, 3},
such that N(t) = N1(t) + N2(t) + N3(t). As in all rock-
paper-scissors (RPS) games [14, 15, 16, 17], species are
engaged in a cyclic competition: Species 1 dominates
over type 2, which outcompetes species 3, which in turn
wins against species 1 closing the cycle. In a game-
theoretic formulation, the underpinning cyclic competi-
tion can be generically described in terms of the payoff
matrix [13, 14, 15, 16, 17, 18, 67, 68, 69]:
P =
Species 1 2 3
1 0 r1 −r3(1 + ǫ)
2 −r1(1 + ǫ) 0 r2
3 r3 −r2(1 + ǫ) 0
Here, 0 < ri = O(1), with
∑3
i ri = 1, and ǫ >
−1. According to P, an i-individual gains a payoff ri
against an (i + 1)-individual and gets a negative payoff
−ri−1(1 + ǫ) against an (i − 1)-player (with cyclic order-
ing, i.e. 1 − 1 ≡ 3 and 3 + 1 ≡ 1, see below). Hereafter,
species i−1 is therefore referred to as the “strong oppo-
nent” of type i, whereas species i + 1 is its “weak oppo-
nent”. Interactions between individuals of same species
do not provide any payoff. When ǫ = 0, P underlies a
zero-sum RPS game, also referred to as “cyclic Lotka-
Volterra model” (CLV) [22, 24, 23, 4, 5, 13, 14, 15, 19,
21, 6, 25, 26, 27, 29, 30, 31, 32, 28, 33, 18]: what i
gains is exactly what i + 1 loses. When ǫ , 0, P de-
scribes the general, non-zero-sum, RPS cyclic competi-
tion: What an i loses against i − 1, ri−1(1 + ǫ), differs
from the payoff ri−1 received by i− 1 against i, see, e.g.,
[20, 67, 68, 69, 18, 9, 8, 70, 71, 72, 73, 74, 75, 76, 77].
In Secs. 3 and 4, we focus on the CLV, and then discuss
close-to-zero-sum RPS games (|ǫ| ≪ 1) in Sec. 5.
In terms of the densities xi ≡ Ni/N of each species in
the population, that span the phase space simplex S 3 [6,
33], species i’s expected payoff is
Πi = (P~x)i = rixi+1 − ri−1(1 + ǫ)xi−1, (1)




where ~x = (x1, x2, x3) and Π̄ is the population’s av-
erage payoff which vanishes when ǫ = 0 (zero-sum
game). Here and in the following, the indices are or-
dered cyclically: In Eq. (1), x1−1 ≡ x3, r1−1 ≡ r3 and
x3+1 ≡ x1, r3+1 ≡ r1. In evolutionary game theory, it is
common to define the fitness fi of species i as a linear
function of the expected payoff Πi [14, 15, 16, 17]:
fi = 1 + sΠi and f̄ = 1 + sΠ̄ (average fitness), (2)
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Figure 1: (a,b) Sample paths of N(t) (black), and Ni(t) (colored)
with constant carrying capacity K = 104 in (a) and K = 200 in
(b); solid gray lines show N(t) = K. Parameters are (s, r1, r2, r3) =
(1/10, 3/5, 1/5, 1/5). N(t) quickly fluctuates about K, while Ni
evolve on a much slower timescale, see text. Fluctuations and ex-
tinction properties vary with sK, see Sec. 3. (c) Sample paths
of N(t) (black), densities xi(t) = Ni(t)/N(t) (colored), and typical
evolution of the randomly switching K(t) (gray). Parameters are:
(s, r1, r2, r3, ν,K+,K−) = (1/20, 1/3, 1/3, 1/3, 1/4, 2700, 300). N(t)
quickly settles into its (quasi) stationary state while xi vary much more
slowly until fixation occurs in a time ∼ 〈K〉, see Sec. 4.2. In all panels:
N1(t), x1(t) in red, N2(t), x2(t) in blue, and N3(t), x3(t) in green, ǫ = 0.
Initially, all species have the same density 1/3.
where s > 0 is a parameter measuring the contribu-
tion to the fitness arising from P, i.e. the “selection
intensity”: species have close fitness in the biologically
relevant case s ≪ 1 (weak selection), whereas the fit-
ness fully features the cyclic dominance when s = O(1)
(strong selection). The average fitness f̄ =
∑3
i=1 xi fi = 1
in the CLV (ǫ = 0).
Population dynamics is often modeled by assuming a
finite population of constant size evolving according to
a Moran process [78, 3, 79, 80, 15], see Sec. S1. Here,
the population size is not constant but fluctuates in time
due to environmental variability modeled by introduc-
ing a carrying capacity K, see Fig. 1. Below, we first
consider a constant carrying capacity, and then focus on
the case where K fluctuates in time. For the fluctuat-
ing carrying capacity, we assume that K(t) continuously
switches between two values, K+ and K−. This simply
models that available resources continuously and ran-
domly change from being scarce (K = K−) to being
abundant (K = K+ > K−). The population size thus
varies with K and so do the demographic fluctuations,
resulting in of IN being coupled to EN. For simplic-
ity, we model the switches of K(t) with a colored di-
chotomous Markov noise [64, 63], or “random telegraph




Here, the dichotomous noise is always at stationarity 1:
Its average vanishes, 〈ξ(t)〉 = 0, and its autocorre-
lation is 〈ξ(t)ξ(t′)〉 = exp (−2ν|t − t′|) [64, 63] (here,
〈·〉 denotes the ensemble average over the environmen-
tal noise). The randomly switching carrying capacity





(K+ + K−) + ξ(t) (K+ − K−)
]
, (4)
where 〈K〉 = (K+ + K−)/2 is its constant average. The
constant-K case is recovered by setting K+ = K− in (4).
In what is arguably its simplest formulation, see
Sec. S1, the RPS dynamics subject to K(t) is here de-




−→ Ni + 1 and Ni
T−
i
−→ Ni − 1, (5)
for the birth (Ni → Ni + 1) and death (Ni → Ni − 1) of
an i-individual, respectively, with the transition rates






where the randomly switching carrying capacity is
given by (4), while K(t) = K when the carrying capacity
is constant. It is worth noting that we consider 0 ≤ s ≤
1/(1 + ǫ), which suffices to ensure T±
i
≥ 0. The mas-
ter equation associated with the continuous-time birth-
death process (5),(6) gives the probability P(~N, ξ, t) to
find the population in state (~N, ξ) = (N1,N2,N3, ξ) at

































are shift operators, associated with (5), such
that E±
1
h(N1,N2,N3, t) = h(N1 ± 1,N2,N3, t) etc, for
any h(~N, ξ, t), and the last line accounts for the random
switching of K. In Eq (7), P(~N, ξ, t) = 0 whenever any







Figure 2: Stochastic orbits in S 3 of the constant-K BDCLV (ǫ = 0) of
Fig. 1 (a,b), with (s, r1, r2, r3) = (1/10, 3/5, 1/5, 1/5) and illustration
of Stages 1 and 2 of dynamics, see text. Initially all species have the
same density 1/3 (gray dot), and (a) K = 104, (b) K = 200. (a) In
Stage 1, when sK ≫ 1, erratic trajectories approach ∂S 3 from the
outermost orbit (deterministic orbit at a distance 1/K from ∂S 3, see
text). (b) When sK = O(10), in Stage 1, stochastic trajectories reach
∂S 3 without settling onto the outermost orbit. Stage 2: Once on an
edge of ∂S 3 (black dot), a competition (shown as arrows) takes place
between species i and its weak opponent i + 1, with the former (long
arrows) more likely to win than the latter (short arrows), see text.
Ni < 0. This multidimensional master equation can be
simulated exactly to fully capture the stochastic RPS dy-
namics [84]. This is characterized by a first stage in
which all species coexist, then two species compete in
a second stage, and, after a time that diverges with the
system size, the population finally collapses 2. Here, we
focus on the first two stages of the dynamics in which
N(t) is characterized by its quasi-stationary distribution
(N-QSD). In the constant-K case, one drops the last line
and sets K+ = K− = K in Eq. (7), yielding the underpin-
ning master equation for P(~N, t).
3. The birth-and-death cyclic Lotka-Volterra model
(ǫ = 0) with constant carrying capacity
In order to understand how environmental variabil-
ity affects the RPS dynamics, it is useful to study first
the dynamics of the model defined by (1)-(6) with ǫ = 0
when the carrying capacity K is constant. This zero-sum
model (Π̄ = 0, f̄ = 1), is referred to as the constant-K
birth-and-death cyclic Lotka-Volterra model (BDCLV)
and its dynamics is fully described by the underpinning
ME. Proceeding as in Sec. S1, the mean-field descrip-
tion of the constant-K BDCLV is obtained by neglecting
2The population eventually collapses into the unique absorbing
state of the birth-death process (5)-(7) which is N = Ni = 0. How-
ever, this phenomenon is practically unobservable in a population with
a large carrying capacity: it occurs after lingering in the N-QSD for a























= xi[αixi+1 − αi−1xi−1], (9)
where αi ≡ sri, and the dot stands for the time deriva-
tive. Clearly, the population size obeys the logistic
equation (8), and thus N(t) → K after a time t = O(1).
The rate equations for xi = Ni/N describe how the
population composition changes due to cyclic domi-
nance on a timescale 1/s. Eqs. (8) and (9) are decou-
pled and, when s ≪ 1, there is a timescale separa-
tion: N rapidly approaches K while the xi’s evolve much
slower. When time is rescaled (t → st), the rate equa-
tions (9) coincide with the celebrated replicator equa-
tions of the zero-sum RPS game [13, 14, 15, 16, 17].
These are characterized by a neutrally stable fixed point
~x∗ = (r2, r3, r1) associated with the coexistence of a frac-
tion ri+1 of each species i, and three saddle (unstable)
fixed points
{
~e1 = (1, 0, 0), ~e2 = (0, 1, 0), ~e3 = (0, 0, 1)
}
,
~ei corresponding to a state in which only individuals
of species i are present. In addition to conserving






. The deterministic trajectories in
the phase space S 3 are therefore neutrally stable orbits
surrounding ~x∗ [14]. The dynamics in a finite popula-
tion is characterized by noisy oscillations about ~x∗, see
Fig. 1 (a,b), with erratic trajectories performing a ran-
dom walk between the deterministic orbits until ∂S 3 is
hit and one species goes extinct. This first stage of the
dynamics (Stage 1) where the three species coexist is
followed by Stage 2 where the two surviving species,
say i and i + 1, compete along the edge (i, i + 1) of S 3
until one them prevails and fixates, see Fig. 2. The pop-
ulation size N(t) is not constant but, after t = O(1), fluc-
tuates about K, with fluctuation intensity that decreases
with K, see Fig. 1 (a,b). It is worth noting that the popu-
lation size keeps fluctuating, N(t) ≈ K, even after Stage
2 when it consists of only the species having fixated in
Stage 2, see Footnote 2.
The fact that, after a short transient, N(t) ≈ K
suggests a relation between the constant-K BDCLV
and the cyclic Lotka-Volterra model evolving accord-
ing to a Moran process in a population of constant size
N = K [67, 16, 68, 69], see Sec. S1.2. In the Moran
cyclic Lotka-Volterra model (MCLV), the birth of an i-
individual and the death of an individual of type j , i
occurs simultaneously: In the MCLV, an i replaces a j
with rate T j→i and the population size remains constant,
see, e.g., [67, 68, 69]. In Sec. S1.2, the constant-K BD-
4
CLV is shown to have the same fixation properties as






N = K, see Fig. S1.
It is also useful to compare the constant-K BDCLV
with the so-called chemical cyclic Lotka-Volterra model
(cCLV), see Sec. S1.3. In the cCLV, the cyclic competi-
tion between the three species is of predator-prey type:
An i-individual (predator) kills an (i + 1)-individual (its
prey) and immediately replace it, leaving the popula-
tion size constant. In Sec. S1.3, we show that the cCLV
admits the same mean-field dynamics as the constant-
K BDCLV, see Eq. (S15). However, once a species
has gone extinct in the cCLV, there is a predator-prey
competition in Stage 2 won by the predator with a
probability 1. Hence, Stage 1 survival and fixation
probabilities coincide in the cCLV. Remarkably, it was
found that these quantities obey two simple laws, the
so-called “law of the weakest” (LOW) when N is large
and the “law of stay out” (LOSO) in smaller popula-
tions [6, 4, 33], see Sec. S1.3.1 and Fig. S2.
As detailed in Sec. S2, the stage 1 dynamics of the
constant-K BDCLV is similar to the stage 1 cCLV dy-
namics in a population of size O(sK). The stage 2
dynamics in the constant-K BDCLV and MCLV with
N = K are similar, with both surviving species having a
non-zero probability to fixate, see Sec. S2.
In what follows, we exploit the relationships between
the BDCLV and the MCLV and cCLV to shed light on
its fixation properties when K is constant and randomly
switching. In particular, we study the novel survival sce-
narios that can arise when N(t) fluctuates.
3.1. Survival, absorption and fixation probabilities in
the constant-K BDCLV
All three species coexist during Stage 1: In the
constant-K BDCLV their fractions erratically oscillate
about ~x∗ until ∂S 3 is hit, see Figs. 1 (a,b) and 2. Stage
1 ends at this point and is characterized by the proba-
bility φi,i+1 to have reached the edge (i, i + 1) (survival
of species i and i + 1) or, equivalently, that species i − 1
is the first to die out. Once on ∂S 3, Stage 2 starts and
two species, say i and i + 1, compete along their edge
until either i, with probability φi, or i + 1, with proba-
bility 1 − φi, get absorbed. Clearly, the stage 2 dynam-
ics is conditioned by the outcome of Stage 1 and the
overall fixation probability φ̃i depends on φi, j and φi,
see Eq. (16).
Below, we show that φi,i+1, φi and φ̃i are functions of
sK, see Figs. 3 and 4, and can respectively be inferred
from the well-known properties of the cCLV and MCLV,
see Sec. S1. In our discussion, we distinguish three
regimes: (i) quasi-neutrality, when sK ≪ 1 and K ≫ 1;
(ii) weak selection, when sK = O(10), with s ≪ 1
and K ≫ 1; and (iii) strong selection, when sK ≫ 1,
with s = O(1) and K ≫ 1. In the examples below,
these three regimes are identified as follows: s . 1/K
in regime (i), 1/K . s . 100/K in regime (ii), and
s & 100/K in regime (iii), with K ≫ 1. Furthermore,
since the overall fixation probability of each species φ̃i
is trivially 1/3 when r1 = r2 = r3 = 1/3 [19, 6, 33],
we focus on the general case where the ri’s are unequal.
All figures have been obtained with the initial fraction
1/3 of each species, i.e. ~x0 ≡ (x1(0), x2(0), x3(0)) =
~xc ≡ (1, 1, 1)/3, and we consider the following set of
parameters: ~r ≡ (r1, r2, r3) = ~r
(1) ≡ (1, 5, 5)/11 and
~r = ~r(2) ≡ (3, 1, 1)/5. These choices suffice to reveal
most of the generic properties of the system. When we
study how φi,i+1, φi and φ̃i depend on sK, in Figs. 3 and 4
we consider K ∈ κ ≡ {1000, 450, 250, 90, 50} and s = 1
for K = 1000, s ∈ {10−k/4, k = 0 . . . 3} for K = 450,
s ∈ {10−(2+k)/4, k = 0 . . . 9} for K = 250, s ∈ {10−k/4, k =
0 . . . 8} for K = 90, and s ∈ {10−(9+k)/4, k = 0 . . . 3} for
K = 50. In all figures (except Figs. 1 and 2), simulation
results have been sampled over 104 − 105 realizations.
3.1.1. Stage 1: Survival probabilities in the constant-K
BDCLV
The stage 1 dynamics of the constant-K BDCLV and
cCLV with N = O(sK) are similar, see Sec. S2. The
constant-K BDCLV survival probabilities φi, j are there-
fore similar to the survival/fixation probabilities in the
cCLV. These obey the LOW when N is large and the
LOSO in smaller populations [6, 4, 33], see Sec. S1.3.1.
The LOW and LOSO are here used to determine φi, j in
regimes (ii) and (iii).
- Regime (i): When sK ≪ 1, with K ≫ 1, the sys-
tem is at quasi-neutrality. The dynamics is driven by
demographic fluctuations and all species have the same
survival probability φi,i+1 ≈ 1/3, see (i) in Fig. 3 (a,b).
- Regime (ii): When sK = O(10) and K ≫ 1, the
intensity of selection strength is weak (s ≪ 1) and com-
parable to that of demographic fluctuations. From the
relation with the cCLV, we infer that φi,i+1 is given by the
fixation probability φcCLV
i
|sK of species i in the cCLV in






|sK obeys the LOSO, see Sec. S1.3.1,
and from Eq. (S.20) we obtain:
φi−1,i > φi,i+1, φi+1,i−1 if ri > ri±1 (10)
φi,i+1 ≈ φi+1,i−1 > φi−1,i if ri+1 = ri−1 > ri.
Accordingly, when ri > ri±1 species i − 1 and i are the
most likely to survive Stage 1 under weak selection, as
confirmed by Fig. 3 (b). When ri+1 = ri−1 > ri and
5
































Figure 3: (a,b) Constant-K BDCLV survival probabilities simulation
results (♦): φ1,2 (purple), φ2,3 (light blue) and φ3,1 (orange) vs. sK
for values of s ∈ (10−3, 1) and K ∈ κ in regimes (i)-(iii) separated
by dashed lines, see text. Non-monotonicity arises across regimes
(ii) and (iii) and can be explained in terms of the LOSO (regime (ii))
and LOW (regime (iii)), see text. (a) ~r = ~r(1); species 1 and 3 are
the most likely to die out in regime (ii) and (iii), respectively. (b)
~r = ~r(2) ; species 2 and 1 are the most likely to die out in regime
(ii) and (iii), respectively. (c,d) Constant-K BDCLV absorption prob-
abilities φi vs. sK: φ1 (red), φ2 (blue) and φ3 (green) vs. sK for
K = (1000, 450, 250, 50, 20), with (c) ~r = ~r(1) and (d) ~r = ~r(2). The
solid line is given by (15) and coincide for species 2 and 3. In all pan-
els K = 1000 (⊲), 450 (◦), 250, (⋄), 90 (), 50 (△), ǫ = 0, ~x0 = ~xc.
sK = O(10), the edges (i, i + 1) and (i + 1, i − 1) are the
most likely to be hit, while species i − 1 is most likely
to die out first, see Fig. 3 (a). While the φi, j’s obey the
LOSO, we notice that φi, j ≈ 1/3 when s ≪ 1.
- Regime (iii): When sK ≫ 1, with s = O(1) and
K ≫ 1, the stage 1 dynamics is governed by cyclic
dominance. An edge of S 3 is hit from the system’s out-
ermost orbit as in the cCLV, see Sec. S2 and Fig. 2 (a).
From the relation between the constant-K BDCLV and
the cCLV, we have φi,i+1 ≈ φ
cCLV
i
|sK which obeys the
LOW in regime (iii), and therefore from Eq. (S18) we
have:
φi,i+1 > φi+1,i−1, φi−1,i if ri < ri±1, (11)
φi,i+1 ≈ φi+1,i−1 > φi−1,i if ri = ri+1 < ri−1.
When sK & 103, the LOW becomes asymptotically a
zero-one law: φi,i+1 → 1, φi−1,i → 0 and φi+1,i−1 → 0
if ri < ri±1, and φi,i+1 = φi+1,i−1 → 1/2, φi−1,i+1 → 0
if ri = ri+1 < ri−1, see Eq. (S.19). Accordingly, when
sK ≫ 1 and ri < ri±1 species i and i + 1 are most likely
to survive and species i − 1 the most likely to die out in
Stage 1, in agreement with Fig. 3 (a).
The relations (10) and (11) explain that φi,i+1 is a
function of sK that can exhibit a non-monotonic behav-
ior. For instance, for ~r = ~r(1) as in Fig. 3 (a), the rela-
tions (10) yield φ1,2 ≈ φ2,3 > φ3,1 when sK = O(10),
and (11) predict φ1,2 > φ2,3, φ3,1 when sK ≫ 1, while
φ1,2 ≈ φ2,3 ≈ φ3,1 ≈ 1/3 when sK ≪ 1. From these re-
sults, it is clear that φ2,3 increases across the regimes (i)-
(ii), and then decreases with sK across the regimes (ii)-
(iii), whereas φ1,2 and φ3,1 respectively increases and de-
creases with sK across all regimes.
3.1.2. Stage 2: Absorption probabilities in the
constant-K BDCLV
At start of Stage 2, species i competes against i + 1
(weak opponent), along the edge (i, i + 1) where their
fitnesses are fi = 1 + αi(1 − xi) and fi+1 = 1 − αixi, see
(2). Stage 2 ends with the absorption of either i or i + 1,
respectively with probability φi and 1 − φi.
- At quasi neutrality, species i’s selective advantage is
negligible since fi− fi+1 = αi ≪ 1. In regime (i), species
i and i + 1 have therefore almost the same absorption
probability φi ≈ 1/2.
- Under strong selection, species i has an important
selective advantage over species i+1: fi− fi+1 = O(1). In
regime (iii), species i is almost certain to be absorbed as
in Stage 2 of the cCLV dynamics, and therefore φi ≈ 1
as predicted by the LOW, see Secs. S1.3 and S2.
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- Under weak selection, in regime (ii), φi is nontrivial
and can be obtained from the fixation probability φi|K
of species i in the MCLV with N = K, see Appendices
Secs. S1.2 and S3. When the stage 2 dynamics starts
with a fraction x̂i of individuals of species i, φi|K under













by solving G(i,i+1)|K(x̂i)φi|K(x̂i) = 0 with φi|K(1) = 1 −
φi|K(0) = 1, see Eq. (S24), yielding




A difficulty arises from x̂i being a random variable de-
pending on the outcome of Stage 1: x̂i is distributed ac-
cording to the probability density P(i,i+1)(x̂i). The ab-
sorption probability is thus obtained by averaging (13)
over P(i,i+1):
φi ≃ φi|K =
∫ 1
0
P(i,i+1)(x̂i) φi(x̂i)|K dx̂i. (14)
In practice, P(i,i+1)(x̂i) is obtained from stochastic simu-
lations, see Sec. S4. Analytical progress can be made by
noticing that in regime (ii) where s ≪ 1 and sK . 10,
each pair i, i + 1 has approximately the same survival
probability at the end of Stage 1 (φi,i+1 ≈ 1/3, see
Fig. 3 (a,b)), and the initial distribution along (i, i + 1)
can be assumed to be uniform, i.e. Pi,i+1(x̂i) ≈ 1, see
Fig. S3. Substituting in Eq. (14), we obtain the approx-
imation (s ≪ 1, sK . 10):
φi ≃ φi|K ≈
e−αiK + αiK − 1
αiK(1 − e−αiK)
, (15)
which is an S-shaped function of αiK that correctly pre-
dicts the behaviors φi → 1/2 when αiK ≪ 1 (regime
(i)) and φi → 1 when αiK ≫ 1 (regime (iii)), see
Fig. 3 (c,d). Comparison with simulation results of
Fig. 3 (c,d) confirm that φi is sigmoid function of sK
and Eq. (15) provides a good approximation of φi when
the assumption P(i,i+1) ≈ 1 holds, see Fig. S3.
3.1.3. Total fixation probabilities in the constant-K BD-
CLV
Species i’s total fixation probability φ̃i consists of two
contributions: φi,i+1φi and φi−1,i(1 − φi−1). The first one
counts the probability for i to fixate after hitting the edge
(i, i + 1), with a probability φi,i+1, and prevailing against
i + 1 (weak opponent) with a probability φi. We also
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Figure 4: (a,b) Total fixation probabilities φ̃1 (red), φ̃2 (blue), φ̃3
(green) vs. sK for values of s ∈ (10−3, 1) and K ∈ κ with symbols as
in Fig. 3, see text. Regimes (i)-(iii), from left to right, are indicatively
separated by dashed gray lines. (a) ~r = ~r(1); (b) ~r = ~r(2). The solid
black lines show the predictions of (16) using (14), with φi,i+1 and
P(i,i+1) inferred from simulations. Predictions from (18) are shown as
solid colored line. φ̃i can display a non-monotonic dependence on sK
across regimes (ii)-(iii), see text. (c) Chart summarizing the outcome
of Stage 1, Stage 2 and the overall fixation probability φ̃i as function
of sK in regimes (i)-(iii), from left to right. In all panels: ~x0 = ~xc and
ǫ = 0.
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need to consider that, after reaching the edge (i − 1, i)
with a probability φi−1,i, species i has a probability 1 −
φi−1 to win against i−1 (strong opponent), which yields
φi−1,i(1 − φi−1). With these two contributions, we obtain
φ̃i = φi,i+1φi + φi−1,i(1 − φi−1), (16)
which is also a function of sK, see Fig. 4 (a,b). Of par-
ticular interest is the situation where the selection inten-
sity is weak, s ≪ 1, in which case (16) can be simpli-
fied by noting φi,i+1 ≈ φi−1,i ≃ 1/3 and using the result
φi ≃ φi|K , given by (15), for the absorption probability




(1 + φi − φi−1) ≈
1
3
(1 + φi|K − φi−1|K) . (17)
Using the properties of the survival and absorption prob-
abilities φi, j and φ j discussed above, we can infer those
of φ̃i in the regimes (i)-(iii):
- Regime (i): At quasi-neutrality, all species have
the same this fixation probability to first order: φ̃i =
1/3 + O(sK). An estimate of the subleading correc-
tion is obtained by noticing φi|K ≃
1
2
(1 + αiK/6) when











This result allows us to understand which are the species
(slightly) favored by selection: When r1 < r2, r3,
Eq. (18) predicts that φ̃1 is less than 1/3 and decreases
with sK, while φ̃2 > 1/3 and increases with sK, and
φ̃3 = 1/3+O(s
2). These predictions agree with the sim-
ulation results of Fig. 4 (a) in regime (i).
- Regime (iii): Under strong selection, the total fix-
ation probability obeys the LOW, as in the cCLV (see
Sec. S2). The species overall fixation probabilities are
therefore ordered as follows, see Eqs. (S18, S19):
φ̃i > φ̃i+1, φ̃i−1 if ri < ri±1, and
φ̃i ≈ φ̃i+1 > φ̃i−1 if ri = ri+1 < ri−1, (19)
with φ̃i ≈ φi,i+1
sK≫1
−→ 1, 1/2 or 0. These predictions
agree with the simulations results of Fig. 4 (a,b).
- Regime (ii): Under weak selection, φ̃i can vary non-
monotonically with sK, see Fig. 4 (a,b). This behavior
can be understood by noticing that near the boundary of
regimes (i)-(ii), we have φi ≈ 1/3 that increases with sK
if ri > ri−1 and decreases when ri < ri−1, see Eq. (18)
and Fig. 4 (a,b). As sK approaches the boundary of
regimes (ii)-(iii), the dynamics is increasingly governed
by the LOW with φ̃i ≈ φi,i+1
sK≫1
−→ 1, 1/2 or 0. This
can lead to a non-monotonic dependence on sK: For
instance, if r1 < r2, r3, φ̃1 decreases and φ̃2 increases
about the value 1/3 near the (i)-(ii) boundary, and then
respectively increases and decreases as sK approaches
the boundary (ii)-(iii), and through regime (iii) where
φ̃1 → 1 while φ̃2 → 0, see Fig. 4 (a).
The main features of the survival, absorption and
overall fixation probabilities in the constant-K BDCLV
are summarized in the chart of Fig. 4 (c).
3.2. Mean fixation time in the constant-K BDCLV
The overall mean fixation time TF is the average time
after which one of the species takes over the entire popu-
lation. This quantity consists of one contribution arising
from Stage 1, referred to as the mean extinction time T1,
and the mean absorption time T2 arising from Stage 2.
In Sec. S5.1, we study T1 and T2 in the regimes (i)-
(iii) and show that, when ~x0 = ~xc, the overall mean
fixation time TF = T1 + T2 = O(K), see Fig. S4 (c).
Since N(t) ≃ K after a short transient, this means that
species coexistence is lost after a mean time scaling lin-
early with the population size. We also show that T1
and T2 are both of order O(K) in regimes (i)-(ii) and
T1 ≫ T2 in the regime (iii), see Figs. S4 (a,b) and 1.
4. CLV with randomly switching carrying capacity
In many biological applications, the population is
subject to sudden and extreme environmental changes
dramatically affecting its size [60, 59, 52, 53, 54]. The
variation of N(t) leads to a coupling between demo-
graphic fluctuations which greatly influence the popu-
lation’s evolution [56, 57, 52, 53, 54].
Here, we study the coupled effect of demographic
and environmental fluctuations on the BDCLV fixation
properties by considering the randomly-switching car-
rying capacity (4), modeled in terms of the stationary
dichotomous noise (3), that can also be written as
K(t) = 〈K〉(1 + γξ(t)), with γ ≡
K+ − K−
2〈K〉
where 0 < γ < 1 is a parameter measuring the inten-
sity of the environmental variability. In fact, the vari-
ance of K(t) is var(K(t)) = (γ〈K〉)2, and we can write
K± = (1 ± γ)〈K〉. In order to study the influence of
environmental variability on the population dynamics,
we consider γ = O(1) and 〈K〉 ≫ 1. This ensures
that the population is subject to significant environmen-
tal variability (var(K) ≫ 1), and its typical size is large
enough to avoid that demographic fluctuations alone are
the main source of randomness. In all our simulations,
the initial value of K(t) is either K+ or K− with proba-
bility 1/2.
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From the master equation (7), proceeding as in
Sec. S1.1, the population composition is found to still
evolve according to Eqs. (9) when all demographic
fluctuations are neglected. However, now the random
switching of K(t) drives the stochastic evolution of the
population size which, when demographic noise is ig-
nored, obeys Ṅ = N(1 − N/K±) if ξ = ±1, see Eq. (S8).










K ≡ (1 − γ2)〈K〉 =
2K+K−
K+ + K−
is the harmonic mean of K± and ξ is the multiplica-
tive dichotomous noise (3). The external noise inten-
sity being N2γ/K , the environmental fluctuations in-
crease with γ together with var(K) = (γ〈K〉)2. Eq. (20)
defines a piecewise-deterministic Markov process [66].
When ν → ∞, the environmental noise self averages,
with ξ → 〈ξ〉 = 0 in (20) which reduces to the lo-
gistic equation (8) with a renormalized carrying capac-
ity K → K [56, 57]. Again, a timescale separation
arises when s ≪ 1, with N evolving faster than xi’s:
N settles in its quasi-stationary distribution (N-QSD) in
a time t = O(1), while the xi’s change on a timescale
t = O(1/s), see Fig. 1 (c).
The process defined by Eq. (20) [63, 64, 43, 56, 57]
is characterized by the following stationary marginal









where Z is the normalization constant. The pdf p∗ν
gives the long-time probability density of N on the sup-
port N ∈ [K−,K+] regardless of the environmental state
ξ [63, 64]. When γ = O(1) and 〈K〉 ≫ 1, p∗ν is a
good approximation of the N-QSD even if it ignores
the effect of the IN, see Fig. 5. In fact, the comparison
of p∗ν and N-QSD shown in Fig. 5 reveals that p
∗
ν cor-
rectly captures the main features of the N-QSD, such as
the location of the peak(s) and its right-tailed skewness,
whereas it fails to capture the width about the peak(s) 3.
However, for our purposes here the process defined by
3This stems from the demographic fluctuations being ignored by
the process defined by (20): These cause a “leakage” of the distribu-
tion of N outside [K−,K+]. This is particularly visible when ν < 1,
see Fig. 5 (a). As shown in Ref. [57], the actual width of the N-QSD
can be accurately computed with a linear-noise approximation about
the process defined by (20).












































Figure 5: N-QSD and p∗ν(N) for (a) ν = 0.01, (b) ν = 0.1, (c) ν = 2, (d)
ν = 10. Parameters are (s,K+,K−) = (0.02, 450, 50). Solid lines are
histograms from stochastic simulations and colored dashed lines are
predictions from (21), see text. Black dashed lines indicate N = K±
in (a) and (b), N = N∗ in (c), and N = K in (d), see text.
(20) is sufficient to characterize the system’s fixation
properties [56, 57]. It is noteworthy that p∗ν and the N-
QSD are bimodal if ν < 1, with peaks at N ≃ K±, see
Fig. 5 (a,b). When ν > 1, p∗ν and N-QSD are unimodal
and N fluctuates about the maximum of p∗ν given by




1 − 4ν(1 − γ2)/(1 + ν)2
)
/2. The
value of N∗ increases with ν at γ fixed, see Fig. 5 (c,d),
and decreases with γ (environmental variability) at ν
fixed. When ν→ ∞, we have N∗ → K and p∗ν is sharply
peaked about K , as expected from the self-averaging of
ξ(t) when ν ≫ 1, see Fig. 5 (d). In this case, we recover
the constant-K BDCLV dynamics with K → K .
4.1. Survival, absorption and fixation probabilities in
the switching-K BDCLV
As in the constant-K BDCLV, the total fixation prob-
ability φ̃i depends on the stage 1 survival and stage 2
absorption probabilities. Here, we analyze the effect of
the environmental randomness on these quantities, by
distinguishing again the regimes of (i) quasi-neutrality,
where s ≪ 1 and s〈K〉 ≪ 1; (ii) weak selection, where
s ≪ 1 and s〈K〉 = O(10); and (iii) strong selection,
where s = O(1) and sK ≫ 1.
4.1.1. Stage 1: Survival probabilities in the switching-
K BDCLV
To analyze the survival probability φi,i+1 in the
switching-K BDCLV, it is convenient to consider this
quantity in the limits ν → ∞ and ν → 0, where φi,i+1
can be expressed in terms of φi,i+1|K , the survival proba-
bility in the constant-K BDCLV studied in Sec. 3.1.1.
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Figure 6: (a) Stage 1 survival probability φi,i+1 vs. γ for 〈K〉 = 250
kept fixed (K+ ∈ [275, 475] and K− ∈ [25, 225]). and s = 0.01
(black), s = 0.4 (gray). Simulation results for ν = 10 (circles),
ν = 1.2 (squares) and ν = 0.001 (triangles). (b) φi,i+1 vs. s〈K〉 for
〈K〉 = 250, γ = 0.8 and s ∈ {10−k/4, k = 0, . . . , 12} kept fixed, with
ν = 2 (circles) and ν = 0.001 (squares); lines are φi, j |(1−γ2)〈K〉 (solid)
and 1
2
(φi, j |(1+γ)〈K〉 + φi, j |(1−γ)〈K〉) (dashed) are from the constant-〈K〉
BDCLV. In panels (a,b) ~r = ~r(1), φ1,2 in purple, φ2,3 in light blue,
φ3,1 in orange. (c) Stage 2 absorption probabilities φ1 (red triangles)
and φ3 (green squares) vs. ν for 〈K〉 = 250 and γ = 0.8 kept fixed
and ~r = ~r(2). Symbols are from simulations with s = 0.1 (open) and
s = 10−5/4 ≈ 0.056 (filled). Lines are from (26) (solid), (25) (dashed),
(24) (dotted), and assume Pi,i+1 ≈ 1; they capture reasonably well the
ν-dependence of φ1 and φ3 when s〈K〉 . 10, see text. (d) Same as
in panel (c) for φ1 (red triangles) and φ2 (blue squares) vs. ν with
s = 10−1/4 and ~r = ~r(1). In all panels ~x0 = ~xc, ǫ = 0.
When ν → ∞, many switches occur in Stage 1
and the dichotomous noise self averages, ξ → 〈ξ〉 =
0 [56, 57]. The population thus rapidly settles in its
N-QSD that is delta-distributed at N = (1 − γ2)〈K〉
when 〈K〉 ≫ 1. Hence, the stage 1 dynamics under
fast switching is similar to the cCLV dynamics in a pop-




When ν→ 0, there are no switches in Stage 1, and the
extinction of the first species is equally likely to occur in








The case of intermediate ν can be inferred from the
above by noting that the average number of switches
occurring in Stage 1 is O(ν〈K〉), see Fig. S6 (a). As
the population experiences a large number of switches
in Stage 1 when ν = O(1) and 〈K〉 ≫ 1, the dichoto-





When ν ≪ 1/〈K〉, there are very few or no switches











Eq. (22) implies that for any ν = O(1), the survival prob-
ability of species i, i + 1, i.e the probability that species
i − 1 dies out first, is given by the survival probability
in the constant-K BDCLV with K = 〈K〉 (same aver-
age carrying capacity) and a rescaled selection intensity
(1 − γ2)s. The effect of random switching is therefore
to effectively reduce the selection intensity by a factor
1 − γ2 = 1 − (var(K(t))/〈K〉2) proportional to the vari-
ance of the carrying capacity. The s〈K〉-dependence of
φi,i+1 can thus readily be obtained from Fig. 3 (a,b) by
rescaling s→ (1− γ2)s as shown in Fig. 6 (a,b). Hence,
when there is enough environmental variability (γ large
enough) the survival scenarios differ from those of the
constant-K BDCLV and depend on the switching rate:
- When ν ≫ 1/〈K〉, switching reduces the selection by
a factor 1 − γ2, see Fig. 6 (b). Hence, there is a crit-
ical γ∗, estimated as γ∗ ≈ (1 − 50/s〈K〉)1/2, such that
φi,i+1 obeys the LOSO when γ > γ
∗ and s〈K〉 ≫ 1,
while the LOW still applies when γ < γ∗. Therefore,
when γ > γ∗, all species have a finite chance to sur-
vive Stage 1, with probabilities ordered according to the
LOSO, (φ1,2 ≈ φ2,3 > φ3,1 with γ
∗ ≈ 0.7, in Fig. 6 (a)).
Fig. 6 (a), also shows that the exact value ν has little
influence on φi,i+1 provided that ν〈K〉 ≫ 1 (circles and
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squares almost coincide).
- When ν ≪ 1/〈K〉, we have φi,i+1 ≈ (φi,i+1|K+ +
φi,i+1|K− )/2. Hence, if s〈K〉 ≫ 1 and γ > γ̂, where
γ̂ ≈ 1 − 50/s〈K〉, φi,i+1|K+ follows the LOW whereas
φi,i+1|K− obeys the LOSO, and the φi,i+1’s therefore inter-
polate between LOW and LOSO values: For γ > γ̂, the
survival probabilities under strong selection and slow
switching deviate markedly from the purely LOW val-
ues of φi,i+1|〈K〉 which asymptotically approach 0, 1 or
1/2 (see triangles in Fig. 6 (a) where γ̂ ≈ 0.5).
When s ≪ 1 and s〈K〉 = O(10) in regime (ii), chang-
ing γ has little effect on the survival probabilities: the
survival probabilities φi,i+1 ≈ 1/3, and remain ordered
according to the LOSO (see black symbols in Fig. 6 (a)).
These results show that environmental variability
leads to new survival scenarios in the BDCLV under
strong selection: When there is enough variability, all
species have a finite probability to survive even when
s〈K〉 ≫ 1. The departure from the pure LOW sur-
vival scenario is most marked in the generic case of
a finite switching rate (ν ≫ 1/〈K〉). With respect to
the constant-K BDCLV, the general effect of random
switching in Stage 1 is therefore to “level the field” by
hindering the onset of the zero-one LOW. Since BD-
CLV survival probability φi,i+1 coincides with the fixa-
tion probability of species i in the cCLV, see Sec. S2, it
is noteworthy that these results also show that random
switching can lead to new survival/fixation scenarios in
the cCLV when the variance of the carrying capacity is
sufficiently high.
4.1.2. Stage 2: Absorption probabilities in the
switching-K BDCLV
Stage 2 consists of the competition between types i
and i + 1 along the edge (i, i + 1) of S 3. This starts
with an initial fraction x̂i of i individuals and ends up
with the absorption of one of the species with probabil-
ities φi (for species i) and 1 − φi (for i + 1). Again x̂i
is randomly distributed according to a probability den-
sity P(i,i+1) resulting from Stage 1, see Sec. S4
4. Since
φi ≈ 1/2 at quasi-neutrality and φi ≈ 1 under strong se-
lection, see Fig. 6 (c,d), Stage 2 dynamics is nontrivial
in regime (ii). To analyze the stage 2 dynamics under
weak selection s ≪ 1 and 〈K〉 ≫ 1, it is again useful to
consider the limits ν→ 0 and ν→ ∞:
4The probability density function of x̂i is generally different in the
constant-K and switching-K BDCLV, see Fig. S3. Yet, for the sake
of simplicity, with a slight abuse of notation, we denote these two
quantities by Pi,i+1(x̂i).
- When ν → 0, there are no switches in Stage
2 and absorption is equally likely to occur in the
static environment K = K− or K = K+. Hence,












, where φi(x̂i)|K =
(1 − e−αiKx̂i )/(1 − e−αiK), see (13). Since x̂i is ran-












(x̂i)P(i,i+1)(x̂i) dx̂i. In general, P(i,i+1)
is obtained from stochastic simulations and has been
found to be mostly independent of ν, see Fig. S3 (c,d).
When s ≪ 1 with s〈K〉 . 10, we can again assume















−αiK + αiK − 1)/(αiK(1 − e
−αiK)), see (15).
- When ν → ∞, the environmental noise self aver-
ages (ξ → 〈ξ〉 = 0) [56, 57], and the absorption occurs
subject to the effective K(t) = K , see Eq. (20). Hence,





(x̂i) = φi(x̂i)|K , whose












(x̂i) P(i,i+1)(x̂i) dx̂i. When s ≪ 1







e−αiK + αiK − 1
αiK(1 − e−αiK )
. (25)
- When the switching rate ν is finite and s ≪ 1,
with s〈K〉 = O(10), the probability φi can be com-
puted as in Ref. [56] by exploiting the time scale sep-
aration between N and xi, and by approximating the
N-QSD by the marginal stationary probability density
(21). In this framework, φi can be computed by averag-
ing φi(x̂i)|N = (1 − e
−αiNx̂i )/(1 − e−αiN) over the rescaled













is given by (21) with a rescaled switching
rate ν → ν/αi due to an average number O(ν/αi) of
switches occurring in Stage 2, see [57] and Sec. S5.3.
As above, the absorption probability is obtained by








(x̂i) P(i,i+1)(xi) dx̂i. Under weak selection, we can
approximate P(i,i+1) ≈ 1, see Sec. S4, and, using (14)














p∗ν/αi (N) dN. (26)
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The uniform approximation of P(i,i+1) ≈ 1 is legitimate
when s〈K〉 = O(10), and has broader range applicabil-
ity than in the constant-K case, see Sec. S4 and Fig. S3.
Hence, Eq. (26), along with (24) and (25), captures the
ν-dependence of φi over a broad range of values ν when
s ≪ 1. In fact, simulation results of Fig. 6 (c,d) show
that the φi’s generally have a non-trivial ν-dependence.
When s ≪ 1 and s〈K〉 = O(10), this is satisfactorily













when ν ≫ 1, see Fig. 6 (c, filled symbols).
Clearly, the assumption P(i, j) ≈ 1 and the timescale sep-
aration break down when s = O(1) [57], and the approx-
imations (24)-(26) are then no longer valid.
4.1.3. Overall fixation probabilities in the switching-K
BDCLV
The overall fixation probability φ̃i is obtained from
the survival and absorption probabilities according to
φ̃i = φi,i+1φi + φi−1,i(1 − φi−1), see Eq. (16).
In order to study the influence of the environmental
variability on φ̃i, it is again useful to consider the lim-
iting cases of fast/slow switching. In fact, as shown in
Fig. 7, when ν → ∞, 0, the overall fixation probability
is given by φ̃i → φ̃
(∞)
i



















where φ̃i|K is the overall fixation probability in the BD-
CLV with constant carrying capacity K, see Fig. 4 (a,b).
These results stem from the outcomes of Stage 2 when
s〈K〉 ≪ 1 and from Stage 1 when s〈K〉 ≫ 1:
- When s〈K〉 ≪ 1, in regime (i) and about the bound-
ary of regimes (i)-(ii): φi,i+1 ≈ 1/3 for all species and
P(i,i+1) ≈ 1, see Sec. S4. The overall fixation probabil-




if ν/s ≫ 1 and φi ≈ φ
(0)
i
if ν/s ≪ 1, yielding
(to leading order in s〈K〉)










where κ = (1 − γ2)〈K〉 if ν/s ≫ 1 and κ = 〈K〉 if ν/s ≪
1. In agreement with Fig. 7, Eq. (29) predicts that φ̃i is
greater than 1/3 and increases with s〈K〉 (at ν fixed) if
ri > ri−1, whereas φ̃i is less than 1/3 and is a decreasing
function of s〈K〉 (at ν constant) when ri < ri−1.
- When αi〈K〉 ≫ 1, about the boundary of regimes
(ii)-(iii) and in regime (iii): Selection strongly favors
species i on edge (i, i + 1) in Stage 2, and the fixation
Figure 7: Total fixation probabilities φ̃i vs. s〈K〉 for values of s ∈
(10−3, 1) and with 〈K〉 = 250 and γ = 0.8 kept fixed, see text. (a)
~r = ~r(1); (b) ~r = ~r(2). Shaded areas and symbols are from stochastic
simulations with ν = 10 (◦), ν = 0.1 (), ν = 10−5/2 (⋄). Solid
and dashed black lines show respectively φ̃i |K and (φ̃i |K− + φ̃i |K+ )/2
in both panels and insets, see text. Vertical light gray lines indicate φ̃i
for s = 10−1/4 (a) and s = 10−5/4 (b). φ̃i increases with ν when the
solid black line is above the dashed black line, otherwise φ̃i decreases
with ν, see text. Dashed colored lines show φ̃2 in (a) and φ̃1 in (b)
obtained from φ̃i ≈ (1 + φi − φi−1)/3, with (26) and ν = 10. Insets:
φ̃i vs. ν for s = 10
−1/4 (a) and s = 10−5/4 (b); symbols are from
stochastic simulations and solid lines in inset (b) are predictions of
(16) obtained using (26), with φi,i+1, φi−1,i inferred from simulations.
Fixation scenario changes at ν = ν∗(s) with ν∗ ≈ 10−2 in (a) and
ν∗ ≈ 10−5/2 in (b), see text. In all panels and insets: species 1 in red,
species 2 in blue, species 3 in green; ~x0 = ~xc, ǫ = 0.




if ν ≫ 1/〈K〉 and φ̃i ≈ φ̃
(0)
i
when ν ≪ 1/〈K〉.
Hence, in regime (i) and about the boundary of
regimes (i)-(ii) and (ii)-(iii), as well as in regime (iii)
we have φ̃i → φ̃
(∞)
i




ν → 0. We have found that the fixation probabilities of
the species surviving Stage 1 vary monotonically with
ν, whereas the fixation probability of the species most
likely to die out first varies little with ν, see the insets of
Fig. 7. Therefore, as corroborated by Fig. 7, for finite




















Taking into account the average number of switches









ν ≪ min(s, 1/〈K〉), see Fig. 7.
According to Eqs. (27)-(30), the fixation probabili-
ties under random switching can be inferred from φ̃i|K
obtained in the constant-K BDCLV with a suitable value
of K:
- Under fast switching, φ̃i coincides with φ̃i|(1−γ2)〈K〉.
Since φ̃i|K is a function of sK, when the average car-
rying capacity 〈K〉 is kept fixed, φ̃ is thus given by φ̃i|〈K〉
subject to a rescaled selection intensity (1−γ2)s. Hence,
when ν ≫ max(s, 1/〈K〉) and 〈K〉 is kept fixed, the ef-
fect of random switching is to reduce the selection in-
tensity by a factor 1 − var(K(t))/〈K〉2.
- Under slow switching, φ̃i is given by the arithmetic
average of φ̃i|K+ and φ̃i|K− . When the average carrying
capacity 〈K〉 is kept fixed, φ̃ is thus given by the aver-
age of φ̃|〈K〉 subject to a selection intensity (1 + γ)s and
(1 − γ)s. These predictions, agree with the results of
Fig. 7, and imply that the s〈K〉-dependence of φ̃i can be
readily obtained from Fig. 4 (a,b).
At this point, we can discuss the effect of ran-
dom switching on φ̃i by comparison with φ̃i|〈K〉 in the
constant-K BDCLV, when 〈K〉 is kept fixed:
• Random switching “levels the field” of competition
and balances the effect of selection: The species
that is the least likely to fixate has a higher fixation
probability under random switching than under a
constant K = 〈K〉, compare Figs. 4 (a,b) and 7 (see
also Fig. 8): Dichotomous noise balances the se-
lection pressure that favors the fixation of the other
species, and hence levels the competition.
• Random switching effectively reduces the selec-
tion intensity under fast switching: When ν ≫
max(s, 1/〈K〉), we have seen φ̃i = φ̃i|〈K〉 subject
to a rescaled selection intensity (1 − γ2)s = (1 −
var(K(t))/〈K〉2)s. Fast random switching there-
fore reduces the selection intensity proportionally
to the variance of K. Hence, under strong selection
and fast switching, a zero-one LOW appears in the
switching-K BDCLV only in a population whose
average size is 1/(1 − γ2) times greater than in the
constant-K BDCLV. This means that when K has
a large variance (large γ) the onset of the zero-one
LOW, with φ̃i → 0, 1/2, 1, in the fast switching-K
BDCLV arises when s〈K〉 ≫ 1 and 〈K〉 is at least
one order of magnitude larger than in the constant-
K BDCLV (e.g., 〈K〉 & 104 instead of 〈K〉 & 103
when γ = 0.8), see also Fig. 8.
• Random switching can yield new fixation scenar-
ios: Which species is the most likely to fixate can
vary with ν and γ, at s and 〈K〉 fixed, and does
not generally obey a simple law (neither LOW
nor LOSO). When the environmental variance is
large enough (γ & γ∗) the shaded areas of Fig. 7
can overlap. This occurs when the fixation prob-
abilities of the two most likely species to prevail
cross, see insets of Fig. 7. This yields different
fixation scenarios below/above a critical switching
rate ν∗(s): one of these species is the best off at
low switching rate, while the other is the best to
fare under fast switching. These crossings there-
fore signal a stark departure from the LOW/LOSO
laws. For a crossing between φ̃i and φ̃i+1 to be pos-
sible, one, say φ̃i, should decrease and the other
























, there is a crit-
ical switching rate ν = ν∗(s) where φ̃i = φ̃i+1. The
crossing conditions can be determined using (27)
and (28). A new fixation scenario emerges when
the switching rate varies across ν∗: φ̃i+1 > φ̃i when
ν > ν∗, while φ̃i+1 ≤ φ̃i when ν ≤ ν
∗. Intuitively,
crossings are possible when the variance of K is
large (γ & γ∗), ensuring that Stage 1 ends up with
comparable probabilities of hitting two edges of
S 3, and when the two most likely species to fixate
have a different ν-dependence arising from Stage
2, see Fig. 6 (c,d). In the inset of Fig. 7 (a), φ̃1
decreases and φ̃2 increases with ν; they intersect at
ν = ν∗ ≈ 0.01 for s = 10−1/4: Species 1 is the most
likely to fixate at ν < ν∗ and species 2 the most
likely to prevail at ν > ν∗, and we have φ̃1 > φ̃2 ≫
φ̃3 for ν < ν
∗ and φ̃2 ≫ φ̃1 > φ̃3 when ν > ν
∗.
This is to be contrasted with Fig. 4 (a), where the
LOW yields φ̃1|〈K〉 ≫ φ̃2|〈K〉 ≫ φ̃3|〈K〉. The inset of
Fig. 7 (b), shows another example of a fixation sce-
nario that depends on ν, with φ̃3 > φ̃1 > φ̃2 when
ν < ν∗ ≈ 0.003 and φ̃1 > φ̃3 > φ̃2 when ν > ν
∗.
The main effect of the random switching of K is
therefore to balance the influence of selection and to
“level the field” of cyclic dominance according to (27)-
(30). This is particularly important under strong se-
lection and large K variability, when random switching
hinders the LOW by effectively promoting the fixation
of the species that are less likely to prevail under con-
stant K = 〈K〉. This can result in new fixation sce-
narios in which the most likely species to win varies
with the variance and rate of change of the carrying ca-
pacity. The CLV fixation scenarios are therefore richer
and more complex when demographic and environmen-
tal noise are coupled than when they are independent of
each other as, e.g., in Ref. [33].
To rationalize further how environmental variability
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φ̃i|(1−γ2)〈K〉/φ̃i|〈K〉 and ρi → ρ
(0)
i
≡ (φ̃i|K− + φ̃i|K+ )/(2φ̃i|〈K〉)
for fast and slow switching, respectively. We say that
random switching enhances the fixation of species i
when ρi > 1, whereas dichotomous noise hinders
species i’s fixation when ρi < 1 and environmental vari-
ability has no influence if ρi ≈ 1. Simulation results
of Fig. 8 show that ρi varies non-monotonically across
regime (i)-(iii), with a weak dependence on the switch-








It is clear in Fig. 8 that, when there is enough envi-
ronmental variance (large γ), the main effect of random
switching arises at the boundary of regimes (ii)-(iii) and
in regime (iii): In this case, the dichotomous noise bal-
ances the strong selection pressure yielding φ̃i < 1 and
ρi < 1 when φ̃i|〈K〉 ≈ 1 (for ri < ri±1), and φ̃i > 0
and ρi > 1 when φ̃i|〈K〉 ≈ 0 (for ri > ri±1). This sig-
nals a systematic deviation from the asymptotic zero-
one law predicted by the LOW in the constant-K BD-
CLV. The LOW and the zero-one LOW still arise in
the switching-K BDCLV with s = O(1), but they set
in for much larger values of 〈K〉 than in the constant-
K BDCLV (for 〈K〉 = 103 − 104), see insets of Fig. 8.
This demonstrates again that environmental variability
acts to “level the field” of cyclic competition among the
species by hindering the onset of the zero-one LOW.
From Eq. (29), when s〈K〉 ≪ 1, to leading order, we
find






with κ = (1 − γ2)〈K〉 if ν/s ≫ 1 and κ = 〈K〉 if
ν/s ≪ 1. When s〈K〉 ≪ 1 and ν/s ≫ 1, we thus
have have ρi ≈ 1 − sγ
2(ri − ri−1)/12 when ν/s ≫ 1
and ρi = 1 + O(s
2) when ν/s ≪ 1. This means that
in regime (i), and at the boundary of regimes (i)-(ii),
when there is enough switching (ν ≫ s), ρi > 1 if
ri < ri−1 and ρi < 1 if ri > ri−1, which is in agreement
with the results of Fig. 8. Accordingly, whether a fast
switching environment promotes/hinders species i un-
der weak selection depends only on its growth rate rela-
tive to that of its strong opponent. In Fig. 8, we notice a
non-monotonic dependence of ρi on s〈K〉 resulting from
a different influence of environmental variability under
weak and strong selection: In Fig. 8, the fixation proba-
bility of a species that is promoted/hindered under weak
selection is hindered/promoted under strong selection.
Figure 8: ρi vs. s〈K〉 for values of s ∈ (10
−3, 1) and with 〈K〉 = 250
and γ = 0.8 kept fixed, see text. (a) ~r = ~r(1); (b) ~r = ~r(2). Shaded areas
and symbols are from stochastic simulations with ν = 10 (◦), ν = 0.1
(), ν = 10−5/2 (⋄); lines show ρ
(∞)
i
(fast switching, solid) and ρ
(0)
i



















s〈K〉 with γ = 0.8 and 〈K〉 = 10000 fixed and s varies between 1/〈K〉
and 1. When s〈K〉 = 103 − 104, ρi → 1. In both panels and insets:
species 1 in red, species 2 in blue, and species 3 in green; ~x0 = ~xc;
ǫ = 0.
4.2. Mean fixation time in the switching-K BDCLV
In Sec. S5.2, we analyze the effect of random switch-
ing on the mean extinction and absorption times T1 and
T2 characterizing respectively the stages 1 and 2 of the
switching-K BDCLV dynamics, see Figs. S5 (a,b). We
thus show that, when ~x0 = ~xc, the overall mean fixation
time TF = T1 + T2 = O(〈N〉) = O(〈K〉) scales linearly
with the average population size, see Fig. S5 (c), sim-
ilarly to TF in the constant-K BDCLV. Hence, random
switching makes the cyclic competition more “egalitar-
ian” but does not prolong species coexistence. We also
show that the average number of switches occurring in
Stage 1 scales as ν〈K〉, see Fig. S6 (a), while the average
number environmental switches along the edge (i, i + 1)
in Stage 2 scales as O(ν/αi) when s is neither vanish-
ingly small nor too large.
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5. Fixation properties of close-to-zero-sum rock-
paper-scissors games in fluctuating populations
The general, non-zero-sum, rock-paper-scissors
refers to the game with payoff matrix (1) where ǫ , 0
and non-zero average fitness f̄ = 1 − ǫ
∑3
i=1 αixixi+1.
The mean-field description of the general RPS game,
formulated as the birth-death process (5)-(7) with 0 ≤







ẋi = xi[αixi+1 − (1 + ǫ)αi−1xi−1 + 1 − f̄ ]. (33)
In this model, the evolution of N is coupled with the xi’s,
whose mean-field dynamics is characterized by hetero-
clinic cycles when ǫ > 0 and a stable coexistence fixed
point when ǫ < 0 [20, 13, 14, 16, 17, 74, 18]
In this section, we briefly focus on the fixation proba-
bilities of close-to-zero-sum rock-paper-scissors games
when |ǫ | ≪ 1. We therefore approximate f̄ ≈ 1 and
still assume that there is a timescale separation between
N and xi. This assumption is backed up by simulations
results which also show that fixation properties that are
qualitatively the same as in the BDCLV, see Fig. 9 (to be
compared with Figs. 4 and 7). This suggests that the fix-
ation probabilities of close-to-zero-sum RPS games can
be obtained from those of the BDCLV by rescaling the
selection intensity according to s → s(1 + σǫ + O(ǫ2)),
see Fig. 9. To determine the parameter σ, we consider
the constant-K RPS dynamics with 0 < ǫ ≪ 1. Since
the fixation properties of the BDCLV vary little with the
selection intensity at quasi neutrality and under strong
selection, we focus on the regime (ii) of weak selec-
tion where s ≪ 1 and sK = O(10), and assume that
φi j ≈ 1/3 and P(i, j) ≈ 1. As shown in Sec. S3, the ab-
sorption probability of species i along the edge (i, i + 1)

















which coincides with (15) upon rescaling the selection





(s) denote respectively the fixation proba-
bility of species i in close-to-zero-sum RPS game with





(s(1 + ǫ/2)). Since φ̃i is related to φi|K , via
(17), the overall fixation probability is also obtained by
rescaling the fixation probability φ̃BDCLV
i
with the same
carrying capacity K according to s→ s(1+ (ǫ/2)). This
is confirmed by the results of Fig. 9 (a) where we find
that this scaling holds across the regimes (i)-(iii).



























Figure 9: (a) φ̃i vs. sK in the close-to-zero-sum RPS game with
constant carrying capacity K = 450 (circles), 90 (upward triangles),
50 (downward triangles), ǫ = −0.2 (light symbols) and ǫ = 0.2 (dark
symbols). Lines show stochastic simulation results for the BDCLV
(ǫ = 0, see Fig. 4) with rescaled selection intensity s → s(1 + ǫ/2)
with ǫ = 0.2 (solid) and ǫ = −0.2 (dashed). Dark symbols /





(s(1 + ǫ/2)), see text. (b) φ̃i vs. s〈K〉 when K
switches between K− = 50 and K+ = 450 (〈K〉 = 250, γ = 0.8), with
s ∈ (10−3, 1). Symbols are stochastic simulation results for ǫ = −0.2
and and ν = 10 (filled diamonds) and ν = 0.001 (open squares). Lines
are stochastic simulation results from the BDCLV with same switch-
ing carrying capacity, ν = 10 (solid) and ν = 0.001 (dashed) and
rescaled selection intensity s → s(1 + ǫ/2), see text and Fig. 7. (c)
Same as in panel (b) with ǫ > 0: Symbols are stochastic simulation
results for ǫ = 0.2; solid (ν = 10) and dashed (ν = 0.001) lines are
results from the BDCLV with same switching carrying capacity and
selection intensity s → s(1 + ǫ/2). In all panels: red denotes species
1, blue species 2, and green species 3; ~r = ~r(1) and ~x0 = ~xc.
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This conclusion also holds when the carrying capac-
ity K(t) is randomly switching according to (4) and
|ǫ| ≪ 1, see Fig. 9 (b). In fact, proceeding as above
and focusing on the weak selection regime where s ≪ 1
and sK = O(10), we can assume φi j ≈ 1/3 and
P(i, j) ≈ 1, and find that φi is given by (26) with the
same carrying capacity K(t) and a rescaled selection in-
tensity s → s(1 + (ǫ/2)). Along the same arguments
as above, we expect that also when the carrying capac-
ity is switching, the overall fixation probabilities across
the regimes (i)-(iii) are approximately the same as in the
switching-K BDCLV subject to a rescaled selection in-
tensity s(1 + (ǫ/2)). This is confirmed by the results of
Fig. 9 (b) where we have reported φ̃i for fast and slow
switching rates. As in the BDCLV, values of φ̃i for in-
termediate ν lie between the data shown in Fig. 9 (b).
In Section Sec. S5.4, we show that the mean fixation
time in the BDCLV with a rescaled selection intensity
s → s(1 + (ǫ/2)) allows us to obtain the mean fixation
time of the close-to-zero-sum RPS game when sK and
s〈K〉 are of order O(10) and |ǫ| ≪ 1.
6. Summary & Conclusion
Inspired by the evolution of microbial communities
in volatile environments, we have studied the evolution
three species engaged in a cyclic rock-paper-scissors
competition when the environment varies randomly. In
a static environment, the fixation probabilities in rock-
paper-scissors games obey two different laws: The “law
of the weakest” (LOW) prescribes that the species with
the lowest payoff is the most likely to fixate in large
populations, whereas a different rule (“law of stay out”,
LOSO) arises in smaller populations [6, 4, 5, 33]. In
this work, we have studied how this simple scenario
changes when environmental and demographic noise
are coupled. Environmental randomness is here intro-
duced via a randomly switching carrying capacity (di-
chotomous Markov noise) modeling how the available
resources switch continuously between states of scarcity
and abundance.
We have studied a birth-and-death process, in which a
fluctuating population of three species competing cycli-
cally is subject to either a constant or randomly switch-
ing carrying capacity. As demographic fluctuations (in-
ternal noise) depend on the population size which in
turn varies with the switching carrying capacity, inter-
nal and environmental noise are here coupled. The size
of the fluctuating population can be subject to either the
LOW (weak internal noise) or the LOSO (stronger in-
ternal noise), or can switch between values subject to
one and then the other law. This can greatly influence
the fixation properties: It is not clear which species will
be the most likely to prevail when the population size
fluctuates and how the outcome depends on the envi-
ronmental variability. These questions have been stud-
ied in detail for the zero-sum rock-paper-scissors game,
equivalent to the cyclic Lotka-Volterra model (CLV).
The CLV dynamics consists of two stages: Species
coexist in Stage 1 until one of them dies out initiat-
ing Stage 2 that consists of a two-species competition.
When the carrying capacity is constant, the CLV fixa-
tion probabilities under strong selection obey the LOW
and the LOSO holds under weak selection. When the
CLV is subject to a randomly switching carrying capac-
ity, the fixation probabilities can be expressed in terms
of the fixation probabilities of the CLV subject to a suit-
able constant carrying capacity. This has allowed us to
analyze in detail how the variance and rate of change
of the carrying capacity affect the fixation properties of
the CLV. We have found that the general effect of ran-
dom switching is to balance selection, and to “level the
field” of the cyclic competition: When the average car-
rying capacity is kept constant, the species that is the
least likely to fixate has a higher probability to prevail
under random switching than in a static environment. In
particular, we have shown that when the rate of switch-
ing is large, the effect of the environmental noise is
to effectively reduce the selection strength by a factor
increasing with the variance of the carrying capacity.
Hence, when the carrying capacity has a large variance,
the LOW becomes a zero-one-law only for much larger
average population size than in the absence of switch-
ing. We have also found new fixation scenarios, not
obeying neither the LOSO nor the LOW: Under deter-
mined conditions, one of the species surviving Stage 1
is best off below a critical switching rate, whereas the
other is most likely to win under faster switching. Un-
der random switching, fixation still occurs after a mean
time that scales linearly with the average of the popula-
tion size, with the subleading prefactor affected by the
switching rate. Hence, environmental variability ren-
ders cyclic competition more “egalitarian” but does not
prolong species coexistence. Finally, we have consid-
ered close-to-zero-sum rock-paper-scissors games and
have shown that the fixation probabilities can be ob-
tained from those of the CLV by a suitable rescaling of
the selection intensity.
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