Elastic and inelastic differential and integral cross sections for low-energy vibrational excitation of N 2 by electron impact are calculated by solving vibrationally coupled scattering equations. Unlike previous calculations of this type, which used model-exchange potentials, the present formulation incorporates exchange effects rigorously. The resulting coupled integrodifferential equations are solved using a combination of linear-algebraic and R-matrix-propagator techniques. Theoretical differential cross sections for both resonant and non-resonant scattering are compared to recent absolute measurements by Allan (2005 J. Phys. B: At. Mol. Opt. Phys. 38 3655), with special attention given to the region of the 2 g shape resonance near 2.4 eV and to disagreements between theory and experiment at non-resonant energies above this region.
Introduction
The e-N 2 system has a somewhat special status in electronmolecule scattering. It marks a transition between simple, moderately non-spherical few-electron systems (such as e-H 2 ) and everything else. As such, e-N 2 is one of the most exhaustively researched of all electron-molecule systems-a prototype for theoretical and experimental study of electronmolecule dynamics. (For an extensive discussion of and citations to previous research on this problem, see [2, 3] .) Yet, in spite of decades of theoretical and experimental research, substantial differences persist among various sets of cross sections [3] . These differences are particularly severe for differential vibrational excitation cross sections, the focus of the present study.
No previously published calculations of vibrationally inelastic e-N 2 cross sections have included both the nuclear dynamics of vibration and exchange effects rigorously. The present study does. In this respect it marks an improvement on our previous work on this problem [3] [4] [5] , which represented exchange effects via a parameter-dependent, free-electron-gas model potential [6, 7] .
The theoretical framework for the present research is the body-frame vibrational close-coupling formulation [8, 9] . Rather than treating nuclear vibration adiabaticallyan approximation that, because it violates conservation of energy, is inappropriate for low-energy vibrational excitations [10] [11] [12] -we include vibration by converging coupled scattering equations that derive from expansion of the system wavefunction in vibrational states of the target. Unlike previous implementations of this formulation, the coupled equations solved here are based on a properly antisymmetrized wavefunction for the entire e-N 2 system and so include exchange effects rigorously.
In addition to exchange, short-range bound-free correlation of the scattering electron and bound electrons of the target must be included in calculations of low-energy electronmolecule collisions [2, 13] . As the radial coordinate of the scattering electron with respect to the centre of mass of the molecule becomes asymptotic, these bound-free correlation effects rigorously reduce to a local induced polarization potential energy with a simple analytic form that depends on the polarizability tensor of the target (see [2] and references therein). Near the target, however, the corresponding boundfree correlation operator in coupled scattering equations is a non-local, complex and energy-dependent many-body optical potential [14] [15] [16] . While bound-free correlation has been included by various configuration-interaction-type schemes, these have been applied only to elastic scattering-e.g., in the fixed-nucleus approximation [2] . Prominent among such methods are the Schwinger multichannel method (see [27] and references therein), the R-matrix method [18] [19] [20] [21] [22] [23] [24] [25] [26] and the complex Kohn method [15] [16] [17] .
To date, no published non-adiabatic vibrational excitation calculations have included bound-free correlation other than via a model potential (for citations to and discussion of such models, see [5] ). In vibrational excitation calculations, more rigorous treatments of bound-free correlation are considerably more intractable than even exchange, because they require inclusion of an (in principle) infinite set of excited vibronic states of the target. The present study of e-N 2 vibrational excitation does not tackle this problem; rather, we use parameter-free local correlation/polarization potentials we have previously applied to e-N 2 scattering [3, 5, 28] . Thus, we focus here on the importance of rigorous, as opposed to approximate, treatments of exchange.
The role played by exchange and bound-free correlation in low-energy vibrational cross sections differs appreciably for non-resonant versus resonant scattering. In the latter case, the greatly altered character of the resonant scattering function in the vicinity of the target makes cross sections acutely sensitive to these effects [3] . Low-energy e-N 2 cross sections are distinguished by a pronounced, low-energy (∼2.4 eV) 2 g shape resonance. This resonance provides an especially demanding test case for theory and experiment alike, as it induces intricate oscillations in vibrationally elastic (0 → 0) and inelastic (0 → v) cross sections and dominates the energy range up to about 4.0 eV. Since integrating over scattering angles eliminates some of this sensitivity, our results are primarily differential cross sections (DCSs).
Notwithstanding the importance of resonant scattering, disagreements between experimental and theoretical e-N 2 vibrational cross sections persist even at non-resonant energies.
Especially noteworthy are disagreements at energies above the aforementioned resonance region. Here significant differences between experiment and all theoretical vibrationally elastic and inelastic cross sections persist, especially at angles below about 90
• in vibrationally elastic cross sections [1, 3] . By replacing model-exchange potentials by a rigorous treatment of exchange, the present calculations address (but do not fully resolve) these disagreements.
In section 2 we summarize relevant scattering theory, emphasizing the scattering equations and the non-local exchange potential operator and its matrix elements. In section 3, we compare present and previous theoretical cross sections to experimental data. In earlier papers [3, 5] , we based such comparisons primarily on crossed-beam data measured at the Australian National University [3] . Here, we include more recent absolute elastic and vibrational cross sections measured by Allan [1] . In section 4, we conclude with a summary and prospects for future work. Unless otherwise stated, atomic units are used throughout, with energies in Hartree and cross sections in square Bohr.
Theory and implementation

The electron-molecule interaction
In the vicinity of the target, the incident electron must be treated as quantum-mechanically indistinguishable from the target electrons. To devise practical strategies for scattering calculations and to better understand the behaviour of the resulting cross sections, the potential energy of interaction between the incident electron and the target is usually separated into static, exchange and correlation-polarization terms as [2, 13] 
The static term V st arises from electrostatic (Coulomb) interactions between the projectile and the electrons and nuclei of the target. The exchange term V ex is a non-local operator that arises from the antisymmetrization requirement on the electron-molecule wavefunction. The correlationpolarization term V cp incorporates both short-range, non-local, bound-free electron correlation and intermediate-and longrange polarization of the target by the scattering electron. At incident kinetic energies below about 20 eV, all three interactions significantly influence electron-scattering cross sections and must somehow be taken into account [2, 12] .
The scattering equations of body-frame vibrational closecoupling (BFVCC) theory, which we solve in this paper, are coupled by matrix elements of the interaction potential between initial and final vibrational states of the target [8, 9] . In calculating these matrix elements, inclusion of electrostatic effects is straightforward: one averages the Coulomb potential energy over a target-state probability density calculated, for example, using a Hartree-Fock electronic wavefunction of the target [29] . Including exchange and bound-free correlation effects dynamically in vibrational excitation calculations is much more difficult, in large part because of the non-local nature of these effects. All previous electron-molecule e-N 2 calculations that included exchange rigorously were based on the fixed-nucleus or adiabatic-nuclear-vibration approximations, neither of which is appropriate for the study of low-energy vibrational excitations [12] . In this study, we approximate the correlation-polarization potential by the socalled better-than-adiabatic-dipole (BTAD) [30, 31] model or by the distributed spherical Gaussian (DSG) model [5] . One can approximate the non-local exchange potential using a separable expansion [32] [33] [34] or using various local model potentials [7, [35] [36] [37] : previously, we used the tuned-freeelectron-gas model-exchange (TFEGE) potential described in [3] [4] [5] . In this paper, however, we treat exchange rigorously.
The scattering equations
The coupled scattering equations of BFVCC theory are based on the fixed-nuclear-orientation approximation, in which one neglects the rotational kinetic energy operator in the system Hamiltonian and accounts for target rotation approximately in the asymptotic region (for a review, see [12] and citations therein). The electron-molecule wavefunction is expanded in complete sets of target vibrational wavefunctions and spherical harmonics in the scattering electron's angular variables. The resulting coupled integrodifferential equations for the radial scattering functions have the form [38] 
where the subscript 0 signifies the initial state of the electron and target. Here k 2 v /2 is the exit-channel energy, determined by energy conservation as
with v being the energy of the v th vibrational state and k 2 0 /2 the incident-electron kinetic energy. On the right-hand side of the scattering equations, the coupling matrix elements of the local (static and correlation-polarization) terms in the potential energy are
where the subscripts on the matrix elements indicate integration over the internuclear separation R and the angular variables of the scattering electron,r = (θ, ϕ). The nonlocal exchange terms are integrals over the scattering electron's radial variable r. Their integrands include matrix elements of kernel K:
The local terms in the interaction potential, which are the sum of the static and (model) correlation-polarization potentials, are expanded in Legendre polynomials:
where r is the radial coordinate of the scattering electron and θ is the angle between r and the internuclear axis R. Evaluating the angular integrals in the coupling matrix elements of these local terms gives.
where the prime on the sum over λ indicates that, because of the symmetry of a homonuclear target, only even values, λ = 0, 2, 4, . . ., contribute. This (infinite) sum is truncated at a value λ max chosen to ensure convergence of the calculated cross sections. The angular coefficients g λ ( , ; ) that result from the angular integration [38] are given in terms of Clebsch-Gordan coefficients, using the conventions of Rose [39] , by
The matrix elements w λ v,v (r), which effect vibrational coupling, require integration over R:
where φ v (R) is the vth vibrational eigenfunction of the neutral target.
Exchange potential
The non-local character of the exchange-potential operator V ex greatly complicates the solution of the coupled scattering equation (2), because it renders them integrodifferential equations, rather than the usual differential equations of a purely local coupling potential. Of the many approximations that have been developed to simplify such calculations, one of the most widely used approximates the exchange kernel, K in equation (5), by implementing a free-electrongas approximation for the target electrons and a free-wave approximation for the continuum function in the exchange kernel only [7] . In our previous research on e-N 2 scattering, we used a version of this potential given by Sun et al [3] and Telega and Gianturco [40] ; because we compare to these earlier results in section 3, we include the relevant equations here:
where the Fermi momentum is
The quantity η is defined in terms of the wave number k of the scattering electron as
with ρ(r) being the one-electron density function of the ground-state molecular electrons. In our previous research on e-N 2 scattering, [3] the parameter I was adjusted to bring theoretical static-model-exchange scattering results into agreement with static-exact-exchange values. To allow for vibrational excitation, I is treated as a function of R as well as of the electron-molecule symmetry, as detailed in [3] . It is this crude model of exchange that we here replace by a treatment that is exact to within the numerical precision of our calculations.
In position space, the exchange kernel for scattering from a closed-shell target represented by an electronic wavefunction in the form of single-configuration Slater determinant is a sum over the N occ occupied molecular orbitals ξ i i (r; R) (see [12] and references therein):
We expand each molecular orbital in the complete set of spherical harmonics {Y i (r)} for the irreducible representation appropriate to each electron-molecule symmetry class. Letting i denote the projection of the electronic angular momentum of the ith molecular orbital along the internuclear axis and ζ i i, (r; R) denote the expansion coefficient for angular momentum , we write this expansion as
This potentially infinite sum is truncated at a maximum partialwave order max . Inserting two such expansions into the bodyframe fixed-nuclear-orientation (BF-FNO) exchange kernel yields
where r < and r > are the minimum and maximum of r and r , respectively, and the angular-momentum coupling coefficient is
To calculate the matrix elements K ( ) v,v ( , |r, r ) of equation (5), which appear in the coupled equation (2), the quantity defined in equation (11a) is sandwiched between the initial and final vibrational wavefunctions and the result is integrated over the internuclear separation R, as detailed in [41] .
Implementation
Evaluating the exchange kernel (11a) requires summing over four indices, i, , and λ, and the resulting number of terms can rapidly get out of hand. Many of these terms, however, are zero because of triangle and sum rules resulting from the Clebsch-Gordan coefficients [39] . These rules require that
The sum over i in equation (11a) runs over occupied molecular orbitals. In a single-configuration representation, the ground In solving the coupled integrodifferential scattering equations computationally, one must balance the speed of computation and numerical stability. To this end, we use different numerical algorithms in different regions of position space. In the near-target region, where the effects of nonlocal exchange are strong, we use the linear-algebraic (LA) algorithm [42, 43] , extended to allow for target vibrations. Outside the target, where the potential is local, we use an R-matrix propagator [ 41, 44] with a step size of 0.1a 0 to a maximum propagation radius of 85a 0 . We match the solutions generated by the LA and R-matrix-propagator calculations at a radius r match where the exchange contribution is negligible. At r match and beyond, the (local) potential can be expanded in multipoles. In these e-N 2 calculations, r match = 6.0a 0 . From this point we integrate outwards to the asymptotic region, where we extract the reactance (K) matrix [38] . A critical constraint on the efficiency of the LA algorithm is the size of the potential coupling and radial-scatteringfunction matrices in the near-target region, where this matrix includes exchange contributions. This size is determined by the number of channels required to converge cross sections and, critically, by the number of points used to discretize the radial coordinate r. Prior research has shown [42, 43, 45 ] that a Gauss-Legendre quadrature scheme gives high accuracy with comparatively few quadrature points. For example, reference [42] , which considers electron scattering from a rigid (fixed R) homonuclear molecule, recommends subdividing the integration range for r into four subregions with a total of N GL = 50 Gauss-Legendre points. Letting r N denote the radial position of a nucleus (in units of a 0 ) and a number between 0.2a 0 and 0.5a 0 , these regions are (1) 0 r 1 r N − , (2) r N − r 2 r N + , (3) r N + r 3 2r N and (4) 2r N r 4 r match . For vibrational excitation, however, this choice is less suitable. Since the vibrational matrix elements in equation (2) require integration over R, the exchange kernels K(r, r ; R) of equation (9) for different internuclear separations must be evaluated at the same quadrature points, and no single r N works for all kernels. The choice of 50 quadrature points in [42] was based on a scattering calculation at an at E = 2.76 eV. The latter value, like those considered at other internuclear separations, is converged to two decimal places with N GL = 202.
In our vibrational e-N 2 calculations, we included 14 internuclear separations: R = 1.600, 1.700, 1.800, 1.850, 1.900, 1.950, 2.000, 2.020, 2.068, 2.100, 2.200, 2.300, 2.400 and 2.500a 0 . To converge the reported cross sections, we chose Gauss-Legendre quadrature points as follows: We divide the region r = 0a 0 to 1.60a 0 into 23 equal subdivisions with seven points per subdivision. For 1.60 r 2.50a 0 , which includes the internuclear separations in this study, we use N GL = 20, while for 2.50 r 6.00a 0 , we use N GL = 21. Our static, exchange and correlation-polarization potentials are based on an R-dependent near-Hartree-Fock wavefunction for the ground electronic state of N 2 . (A description of the basis used in these calculations, an assessment of the accuracy of the resulting wavefunctions and details of the calculation of the potentials appear in [3, 5] .) In calculating the exchange coupling matrix elements, at all energies we used 11 partial waves and 9 vibrational wavefunctions based on a Morse potential for the target. The size of the resulting LA matrix of the radial scattering function (equation (2)) is
Solving the scattering equations is therefore very time consuming. For r > 85.0a 0 , we used analytic Born completion [46, 47] to evaluate elements of the K matrix with partial-wave orders larger than max , as required to converge the differential cross sections; the quantitative importance of including Born completion for these cases is described and illustrated in [47] . We also used this completion technique to converge cross sections in each electron-molecule symmetry class, as discussed in [47] .
Results
We here report integral, momentum-transfer and differential cross sections for vibrationally elastic (0 → 0) and inelastic (0 → 1) scattering from N 2 at three non-resonant energies, E = 0.8, 1.5 and 5.0 eV, and two resonant energies, E = 1.98 and 2.47 eV. We chose these energies to typify resonant and non-resonant scattering and to facilitate comparison with our earlier research on this system [3, 5] . The energies 0.80 eV and 1.50 eV lie well below the region of the well-known 2 g shape resonance (1.9 eV E 4.0 eV). Within this region, 2.47 eV is considered the third peak for vibrationally elastic (0 → 0) scattering [1, 3] . (Differential cross sections at 5.00 eV, which is at the upper end of this region, show only residual traces of this resonance.) Our integral and momentum-transfer cross sections are tabulated in table 1; DCSs are compared to recent experimental data in figures 2-10. Figure 2 shows that at 0.80 eV the exact-and modelexchange DCSs differ at all angles, regardless of which correlation-polarization potential is used. At 1.50 eV, the exact-exchange DCS differs only slightly from the modelexchange DCS at angles greater than 120
• , but shows more significant differences between 50
• and 100
• . At 5.00 eV (figure 6), the differences are most pronounced at angles smaller than 50
• . The effects of different treatments of exchange and correlation/polarization on elastic scattering are most noticeable for resonant scattering in figures 4 and 5. Here, a slight difference in the weighting of differential contributions to the expansion of the DCS in Legendre polynomials can cause the resulting cross sections to differ at almost all angles. This effect is evident, for example, in the exact-and modelexchange cross sections (using the DSG correlation potential) at 2.47 eV in figure 5 . Figures 7-9 show DCSs for vibrationally inelastic scattering (0 → 1). At 0.8 eV, for either the BTAD or DSG potential, the exact-exchange DCSs agree better at almost all angles with the experimental data [1] than do the model-exchange results. Similar results are evident at 1.5 eV. The DCSs at 5.00 eV in figure 11 , however, show that all theoretical results exceed experimental data at all angles.
These figures support several observations regarding exchange, correlation and the current status of agreement between experiment and theory on e-N 2 scattering. First, resonant 0 → 1 DCSs are extremely sensitive to the treatment of short-range bound-free correlation; as illustrated in figures 9 and 10, the difference between results based on the DSG and BTAD potentials (treating exchange exactly) is as large as 50%.
(As illustrated in these figures, the consequences of leaving out correlation-polarization altogether are, unsurprisingly, dire.) These resonant 0 → 1 DCS cross sections are even more sensitive to treatments of exchange, the TFEGE overestimating the DCS by as much as 134%, when the DSG correlation-polarization model is used, and 265%, when the BTAD is used. (Resonant cross sections should be sensitive to approximations in short-range contributions to the interaction potential, because a resonant scattering wavefunction manifests far more localization in the region of the target than a non-resonant wavefunction.) These comparisons provide strong evidence that, in studies of resonant vibrationally inelastic scattering, exchange should be treated as accurately as possible. Second, at all energies studied the inelastic 0 → 1 DCS manifests interdependence between treatments of exchange and correlation-polarization. That is, the magnitude of the error introduced by approximating exchange with the TFEGE potential, considered as a function of scattering angle, depends (in some cases greatly) on whether correlation-polarization is included via the DSG or BTAD models. This sensitivity is strikingly diminished for the elastic cross sections in these figures.
Turning to the comparison between experiment and theory, we find the agreement to be generally very good. We also find interesting anomalies. First, at 0.80 eV and 1.98 eV, the experimental 0 → 1 DCSs agree better with theoretical calculations based on the TFEGE than with those based on exact exchange (see especially the 0 → 1 DCS at 1.98 eV in figure 9) .
If the origin of this phenomenon is in the theory, then it is likely due to inadequacies of both correlation-polarization models (or it is a fluke). Second, for elastic scattering at the above-resonance energy of 5.0 eV, all experimental data are significantly lower than all theoretical results at scattering angles less than about 60
• ; this disagreement is a special concern because at energies above the resonance, the elastic and inelastic DCSs are predominantly forward-peaked. Fortunately, we have three sets of experimental data for this case; as figure 6 shows, this disagreement is most pronounced for the most recent experimental data [1] .
Finally, the experimental elastic DCS of Allan at 5.00 eV (figure 6) lies slightly above the exact-exchange DCS between 60
• and 90
• . By contrast, experimental inelastic DCSs at 5.00 eV (figure 11) lie appreciably below almost all theoretical results at all scattering angles. The energy 1.98 eV ( figure 9 ) is in the resonance region, and the disparity evident in figures 4 and 9 may be due to the model correlation-polarization potential situating the resonant pole of the S matrix incorrectly in the complex momentum plane. Yet, at 2.47 eV, much nearer the correct energy of this resonance, the elastic experimental and theoretical results (figure 5) are in excellent agreement. The static-exchange results in our comparisons at 1.98 eV and at 2.47 eV vividly demonstrate the importance of including polarization for resonant scattering. 
Conclusions
The e-N 2 vibrational excitation cross sections reported here incorporate exchange effects rigorously, rather than via a separable expansion [34] or a model-exchange potential. We have taken account of short-range correlation effects using model potentials that have been previously shown to be reliable for low-energy e-N 2 collisions. We solve the exactexchange, body-frame vibrational close-coupling scattering equations using a combination of linear-algebraic and Rmatrix-propagation algorithms. The comparisons in section 3 argue for exact inclusion of exchange in studies of vibrational excitation, especially for resonant scattering. These comparisons also show that, in cases where doing so is not feasible, the tuned model-exchange potential described [3] [4] [5] is generally an acceptable alternative (see, however, the low-energy elastic DCS in figure 2 ). The present study does not, however, clearly argue for either the BTAD or DSG correlation-polarization potentials; the accuracy of each model depends on the excitation and on the scattering energy. It should be emphasized, however, that the amount of effort required to generate a DSG potential is far less than that required for a BTAD potential [5] . In light of the centrality of the e-N 2 system to electron-molecule physics, the few instances where there remain striking disparities between the present results and recent experimental data discussed in section 3 require further investigation. The next phase in this research will consider resonant excitations involving higher lying initial and final vibrational states.
