In this paper, the classical KKT, complementarity, and Lagrangian saddle point conditions are generalized to obtain equivalent conditions characterizing the optimality of a feasible solution to a general linear semi-infinite programming problem without constraint qualifications. The method of this paper differs from the usual convex analysis methods and its main idea is rooted in some fundamental properties of linear programming.
Introduction
Semi-infinite programming (SIP) has been an attractive area of research in optimization for decades. It has important applications in industry, economics, and science and engineering (see [13] for details). Particularly, it has interesting applications in other classes of optimization problems such as semi-definite programming and optimal control ( [9, 16, 18] ). At the same time, convex programming and convex semi-infinite programming problems can be formulated as linear semi-infinite programming (LSIP) problems through linearization. It is reasonable to expect that ideas and methods for LSIP also provide insight into other classes of optimization problems.
The optimality theory of LSIP has been developed for different classes of LISP problems characterized by various constraint qualifications (CQs). Extensive summary of the most common and most important classes of LSIP problems is available from [2, 4] . Of all these classes of LSIP problems, the largest class seems to be the one specified by the so-called locally Farkas-Minkowski (LFM) CQ (note: LFM can be further relaxed by narrowing the locality down to an interested point [15] ). It is well known that the classical KKT, complementarity, and Lagrangian saddle point conditions are equivalent and that they each characterize the optimality for LFM LSIP. Other classes of LSIP problems are also discussed in [2] [3] [4] and [8] . An asymptotic optimality condition was developed in [1] for linear infinite programming without any CQs. For other types of semi-infinite programming problems, the developments of the new results of later sections. Section 3 consists of an introduction of the so-called intersection inclusive region and its properties that are crucially important to the proof of the main results of this paper, which are given in Section 4. The first main result is Theorem 4.4 which extends the classical complementarity condition to an asymptotic form that characterizes the optimality of a feasible point without CQ. As consequences of of Theorem 4.4, the classical KKT and Lagrangian saddle point conditions are also generalized to asymptotic forms. Their equivalence to the optimality of a feasible solution is stated in Theorem 4.5. Two illustrative examples are given in this section to show how the new results work when the classical optimality conditions do not apply. Finally, Section 5 contains a brief summary and some comments.
Inclusive Cone
The underlying idea of the main results of this paper depends on the concepts of inclusive cone and inclusive region (also called ladder) which were initially introduced in [10] for LP and in [12] for LSIP. For the purpose of this paper, they are slightly extended here so that these concepts are not necessarily related to a specific LP or LSIP problem. Some related properties to be used later are included in this section.
For given vectors a j ∈ R n (or R n ), j = 1, 2, · · · , k, we denote by ; a 2 ; · · · ; a n ], a j ∈ R n , j = 1, 2, · · · , n, be a given n × n invertible matrix. If
−c
T ∈ cone{a 1 , a 2 , · · · , a n }, cone{a 1 , a 2 , · · · , a n } is called an inclusive cone of −c, and the set {x | Ax ≤ d} is called an inclusive region (or a ladder ) associated with c, denoted by
The unique solution of the linear system Ax = d is the unique vertex of L(c; A, d).
For a given inclusive region, its vertex is its only corner point. The following lemma is a direct consequence of Theorem 2.5(e) in [10] , which is used in the proof of Lemma 3.1. 
2 Definition 2 ( [10, 12] ) Consider a problem P(c; a, b, Ω) where Ω is either a finite or an infinite set. The convex cone generated by n linearly independent constraint normal vectors a(
In this case, the corresponding set of indices I = {t 1 , t 2 , · · · , t n } is called the generator of the inclusive cone which is then denoted by N (I).
If N (I) is an inclusive cone for problem P(c; a, b, Ω), then according to Definition 1, for
and
L(c; A I , b I ) is an inclusive region associated with c. This inclusive region will often be denoted by L(c; a, b, I) or simply by L(I).
The following theorem, useful in our later development, is from [10] . It is parallel to the fundamental theorem of LP and bears both theoretical and computational importance ( [10] [11] [12] 
Intersection Inclusive Cone
In this section, we discuss the so called intersection inclusive cone and intersection inclusive region obtained by restricting a given inclusive region to a special hyperplane. Some properties of the intersection inclusive region are given here and will be used in the next section.
Throughout this section, we suppose that L(c; A, d) is an inclusive region associated with c, and x 0 is its vertex, where
We see that an inclusive region L(c; A, d) is a conical region having n edges. The j-th edge of L(c; A, d), denoted by E j , is given by
The unit vector in the recession direction of L(c; A, d) that is parallel to E j is called the direction vector of E j and is denoted by e j .
and 
be the hyperplane passing through x * and normal to e l . Clearly, the line extending
If x * ̸ =x 0 , the unit vector v 1 defined by
is normal to e l , and hence can be extended into an orthonormal basis
such that
Note that V is an orthogonal matrix. If V is considered a linear transformation from R n−1 to R n , however, V T is only a left inverse of V . In addition, we see that (7) defines an invertible mapping from R n−1 to H(x * , l). Some useful properties are given in the following two lemmas. (1) and (3), is an inclusive region associated with c with vertexx 0 given by (5) .
Proof.
We need only to show that the columns ofÃ T generate an inclusive cone for c. To this end, we consider the LP problem LP(c;Ā,d), wherē
Note that x 0 violates the constraint 
with one of the edges of L(c; A, d).
Suppose that x * is the intersection of the hyperplane (8) with E j . It is obvious that x * = x 0 + σe j for some σ ≥ 1. Since c T e j ≥ 0 and E l is a minimal edge, we see that
This implies that the intersection of the hyperplane (8) with E l , x 0 + e l , is an optimal solution of problem LP(c;Ā,d). Therefore, according to Lemma 2.3, L(c; Ã, d) is an inclusive region, wherê
Thus, the columns ofÃ T generates an inclusive cone associated with c. 2
Lemma 3.2 Suppose that the following conditions are satisfied:
with the line extending E l , and
. We know that there exists τ ∈ R n−1 such thatc = V τ , which implies that
since
Now, when x is restricted to the hyperplane H(x * , l), according to (7), the con-
which are constraints in R n−1 . The set
is obviously linearly independent as its image under V is the basis
In addition, it follows from (9) and (10) that
Equation (11) and the linear independence of
Now, the vertex of L(τ ; Λ, β) is the unique solution y 0 of the system Λy = β, which means that
Hence, the point V y 0 + x * , also satisfying
is a solution toÃx =d. Thus, V y 0 + x * =x 0 , which together with the fact that
implies that
The proof is complete. 2
, where H(x * , l) is the hyperplane passing through x * and normal to e l . The inclusive cone associated with L(τ ; Λ, β) is said to be the corresponding intersection inclusive cone.
We note that the intersection inclusive region L(τ ; Λ, β) depends on the choice of the matrix V . In addition, if the edge E l is not minimal, the quantities τ , Λ and β can still be defined but Λ and β do not determine an inclusive region associated with τ .
Optimality
In this section, equivalent optimality conditions are developed for LSIP without assuming any CQs. Several existing important optimality theorems are discussed first, together with two illustrative examples. This is followed by the new optimality results and their proof. As an application, an alternative proof of the asymptotic optimality theorem for LSIP [1] is derived from the main results of this paper.
Problem P (c; a, b, T ) is said to be locally Farkas-Minkowski (LFM in brief) at x * ∈ F if every linear consequence of {a (t) x ≤ b (t) , t ∈ T } binding at x * is a linear consequence of a finite subsystem. It is said to be Slater if there exists a Slater point. It is known that for a Slater problem P(c; a, b, T ) if T is a compact topological space and a and b are continuous on T then P(c; a, b, T ) is LFM. Both LFM and Slater LSIP problems are important in the classical optimality theory for LSIP, which depend on the so-called generalized sequences over T , that is, functions from T to R. A generalized sequence λ : T → R is said to be a generalized finite sequence on T if its support given by supp(λ) = {t ∈ T | λ(t) ̸ = 0} is a finite set. Let R (T ) denote the linear space of all generalized finite sequences on T , and R (T ) + the positive cone of R (T ) . For given f : T → R m and λ ∈ R (T ) with
Following [15] , the optimality theorem under the LFM CQ can be stated as follows: 
where the Lagrangian L(x, λ) is given by
All known optimality conditions without any CQ are in asymptotic form. The next optimality theorem characterizing the optimality of a feasible solution without any CQ comes from [1] (Corollary 5).
Theorem 4.2 (Optimality theorem without CQ) A point x * ∈ F is optimal if and only if there exists a sequence
It's also worth mentioning the result of [5] (Corollary 5.5) which provides a sufficient condition of the optimality of a feasible x * for LSIP without CQ. That result is given in terms of the so-called cone of extended active constraints at x * .
The following are two examples for which the conditions (ii)-(iv) of Theorem 4.1 fail to be necessary conditions for (i). These examples will also be used later in this section to illustrate the new results of this paper.
It is easy to see that the feasible region of this problem is
The inequality −x 1 ≤ 0, which gives a supporting hyperplane x 1 = 0 of F, is a consequence of the given constraint system, but not a consequence of any finite constraint subsystem. This means that the LFM CQ is not satisfied at x * .
At the optimal solution x * = [0; 0], the only active constraints are those two that correspond to t = 0 and t = π, respectively. The classical KKT, complementarity, and the Lagrange saddle point conditions in Theorem 4.1 are not satisfied. In fact, it is obvious that the classical KKT and the complementarity conditions fail to hold at x * . To see that the saddle point condition also fails, we note that the first inequality in (13) leads to conclusion that the support of λ * must be a subset of {0, π}. However, for any of the three possible cases for supp(λ * ), namely {0}, {π}, and {0, π}, one can check that the second inequality is violated at x = [−1; 0].
For this example, the feasible region is
There are multiple solutions and the optimal solution set is
The inequality −x 2 ≤ 0, which gives a supporting hyperplane x 2 = 0 of F, is a consequence of the given constraint system, but it is not a consequence of any finite constraint subsystem. The LFM CQ is thus not satisfied.
At
, there is simply no active constraint. The classical KKT, complementarity, and the Lagrange saddle point conditions are not satisfied at any optimal solution.
The above examples show that the LFM CQ cannot be completely removed for conditions (ii)-(iv) in Theorem 4.1 to be necessary for optimality. The remaining of this section is devoted to obtain generalized versions of the classical KKT, complementarity, and Lagrangian saddle point conditions that characterize the optimality of a feasible solution for LSIP without any CQs.
In the following, we consider a sequence of inclusive regions
with corresponding sequence of vertices x i , i = 1, 2, · · · , where
We assume that the following properties are satisfied.
Sequences of inclusive regions satisfying (19)-(21) are of special importance to the new optimality results. The following is a related result that will used in the proof the first main result, Theorem 4.4. 
Then, there exist an infinite sequence of integers, denoted by I, and corresponding sequences
and for each i ∈ I there exist λ i j ≥ 0, j = 1, 2, · · · , k such that
where
Proof. When n = 1, (19) and (20) mean |c 0 | = 1. It follows that conditions (22) and (23) cannot be satisfied at the same time. Thus, the lemma is true for n = 1.
To prove the lemma for n ≥ 2, we use induction on the dimension n.
When n = 2, we have
it follows that
Thus, there exist index s(i, 1) ∈ {1, 2} and constants α i and ε i with
From equation (29) and the assumptions (19)-(23), we get
Thus, from the definition ofx i andx i ,
Equation (30), together with (21), implies
Since (x−x i ) ⊥ (x * −x),x is on the line segment connecting x * andx (see Figure 1, where a i represents a i,s(i,1) ), and
From (28), (30) and (32), the lemma holds true for n = 2 if we choose s(i,1) ) T for all i ∈ I. Suppose that the lemma is true for n = p ≥ 2. Consider n = p + 1. For each integer i, we assume without loss of generality that the n-th edge E i,n of L(c i ; A i , b i ) is one of its minimal edges, and the direction vector of E i,n is simply denoted by e i . The hyperplane passing through x * and normal to e i is denoted by H i (x * , n). To complete the proof, we consider two complementary situations. Case I. There exists an infinite sequence of integers, denoted by I, such that x i = x * for all i ∈ I. In this case, for each i ∈ I, we choosex i =x i andc i = c i . Then, it can be seen that the lemma holds true according to Lemma 3.1.
Case II. There are at most finitely many i's such thatx i = x * . Then,x i ̸ = x * if i is sufficiently large.
We define v i,1 by
Then we define a matrix V i by
The intersection inclusive region L(τ i ; Λ i , β i ), and its vertex y i satisfy, for i = 1, 2, · · · ,
If there is a sequence of integers I such that the corresponding sequence
we choosex i =x i andc i =c i for all i ∈ I, wherec i is the projection of c i onto H i (x * , n). Since, according to (36), (38) implies
thus we havex
From (22), we have
and hence
Thus,c i satisfiesc
For each i ∈ I,x i hencex i (=x i ) is on the line obtained by extending E i,n . Therefore,
Furthermore, for i ∈ I, as L(τ i ; Λ i , β i ) is an inclusive region associated with τ i , we have
Consequently, we have
Expressions (39)- (42) show that, in case (38) is satisfied, the lemma is true for n = p + 1.
On the other hand, if (38) is not satisfied for any infinite integer sequence I, there must exist a sequence I of integers such that
Let y * = 0 be the zero vector in
Clearly,
is bounded. It has a converging subsequence which is assumed without loss of generality to be
itself and satisfies
for some τ 0 ∈ R p . In addition, since
we have
Furthermore, as V i is norm preserving on H i (x * , n), equation (47) implies that
We see from (43)- (49) that the sequence
satisfies the conditions of the lemma. Therefore, according to the induction assumption, there exists a subsequence of I, still denoted by I, and corresponding sequences {ỹ i } i∈I and {τ i } i∈I , and indices 1 ≤ s(i, j) ≤ n, for i ∈ I and
and for each i ∈ I there exist µ i j ≥ 0, j = 1, 2, · · · , l such that
For i ∈ I, letc i = V iτ i . Then, (33), (46) and (50) imply that
This, together with the fact thatc i − c i → 0 (i → ∞), means that
At the same time, letx i be defined asx i = V iỹ i + x * . Then (51) indicates that
Equation (53) implies
Equations (54)- (57) show that the lemma is true for Case II. 2
Theorem 4.4 A feasible solution x * of problem P(c; a, b, T ) is an optimal solution if and only if there exist, for each
i = 1, 2, · · · , an integer k = k(i) satisfying 1 ≤ k ≤ n, a
unit vector c i and a point x i , both in R n , and an index set
where λ i j > 0, and a(t i j ), j = 1, 2, · · · , k, are linearly independent.
Before giving a proof for this theorem, we note that the integer k = k(i) in the theorem may be required to be independent of i. Furthermore, the multipliers λ i j may be relaxed from being positive to being non-negative.
Proof. We first prove the sufficiency. Let conditions (58)-(61) be satisfied and x ∈ F be any given feasible solution to problem P(c; a, b, T ). It is clear that x i is an optimal solution andx is a feasible solution to problem P (c i ; a, b, T i ) 
Tx which means that x * is an optimal solution to problem P(c; a, b, T ).
To prove the necessity, let x * be an optimal solution of problem P(c; a, b, T ). Suppose that Ω = {ω 1 , ω 2 , · · · , ω 2n−2 } is an index set such that Ω ∩ T = ϕ. We extend the definition of both a(t) and b(t) to Ω as follows:
is an arbitrarily chosen orthonormal basis for the subspace { x c T x = 0 } ⊂ R n . Consider the LSIP problem P(c; a, b, T ∪ Ω) which can be explicitly formulated as follows:
It is obvious that x * is an optimal solution of problem P(c; a, b, T ∪ Ω). We define, for each δ > 0, a compact set S δ ⊂ R n by
Consider each i = 1, 2, · · · and the corresponding set S 1/(i+1) . For each y ∈ S 1/(i+1) , we choose an index t i y ∈ T ∪ Ω and an open ball O(y, ε y ) ⊂ R n with centre y and radius ε y as follows:
Case I. y ∈ S 1/(i+1) satisfies c T y < c T x * . Then, y is infeasible to problem P(c; a, b, T ), and y must violate a constraint corresponding to some t i y ∈ T . That is, a(t i y )y > b(t i y ). Thus, there exists O(y, ε y ) such that
Case II. y ∈ S 1/(i+1) satisfies c T y = c T x * . In this case, since the point x * + α(y − x * ) (α ≥ 0) moves away from x * as α increases from α = 0, it will eventually violate at least one of the constraints in (66) and (67) that correspond to the index set Ω. Suppose that the first of these constraints that is to be violated has index t i y ∈ Ω. Then,
It is easy to see that the point
is on the hyperplane a(t i y )x = b(t i y ). In addition, x * , y andȳ are on the same line, and
The last inequality, together with (69), means that y is located strictly between x * andȳ on the line segment joining x * andȳ. Consider the open ball O(ȳ, 1/(i + 1)) with centreȳ and radius 1/(i + 1). There exists ε y > 0 such that
as the right hand side of (70) is an open set containing y.
Since S 1/(i+1) is covered by the family of open sets
it is covered by a finite subfamily
This gives a finite sequence
With t i y j determined above for j = 1, 2, · · · , n i , let
Consider the LP problem P(c; a, b,T i ). It is clear that this problem is feasible and bounded. Therefore, according to Theorem 2.2, it has an optimal solution x i at the vertex of some inclusive region L(c; a, b,T i ) of problem P(c; a, b,T i ), wherē
Thus,
and there exist λ i j ≥ 0, j = 1, 2, · · · , n, such that
If
Equations (72) and If x 0 = x * , it is easy to see that (58) and (59) of the theorem hold true by taking 
Then,x i is an optimal solution to problem P(c i ; a, b, T (x i )), and (60) and (61) are equivalent to the complementarity condition for problem P(c i ; a, b, T (x i )) atx i . It is clear that for any LSIP problem, the classical KKT, complementarity, and Lagrange saddle point conditions either all hold or all fail at an optimal solution. Therefore, we have the following straightforward consequence of Theorem 4.4.
Theorem 4.5 Let x * ∈ F . The following statements are equivalent:
(ii) (generalized KKT condition) there exist sequences {c i } and {x i } such that
By the assumptions, ε i → 0 + and
which justifies (15) . Moreover,
so that (14) holds. Now we assume that (14) and (15) hold. Letc i := − ∑ t∈T λ i (t) a (t) and let x ∈ F. Then,
Taking limits as i → ∞ we get that c T x ≥ c T x * . Thus, x * ∈ F * . 2 Now we go back and revisit Examples 1 and 2. As we have seen earlier in this section, the classical optimality conditions of Theorem 4.1 are not satisfied at the optimal solutions for both examples. On the other hand, the LSIP problems in both examples satisfy the optimality conditions given in Theorem 4.5.
We can easily verify that, for Example 1, Theorem 4.4 is satisfied with the fol- Note that in the above example, {c i } can be chosen as a constant sequence, but {x i } cannot be constant. It is of interest to note that optimal solutions of LSIP problems can be classified into four types according to the convergence pattern of the sequences {x i } and {c i } , as specified below.
I. x * ∈ F * and (ii)-(iv) of Theorem 4.5 are satisfied byx i = x * andc i = c for i = 1, 2, · · · . II. x * ∈ F * is not of type I, (ii)-(iv) of Theorem 4.5 are satisfied byc i = c, i = 1, 2, · · · , and some non-constant sequence {x i } . III. x * ∈ F * is not of type I or type II, (ii)-(iv) of Theorem 4.5 are satisfied bỹ x i = x * , i = 1, 2, · · · , and some non-constant sequence {c i } . IV. x * ∈ F * is not any of above type. In this case, none of the sequences {x i } and {c i } in Theorem 4.5 can be constant.
Type I optimal solutions are those of LSIP problems at which the classical KKT, complementarity and Lagrangian saddle point conditions hold. An example of type II optimal solution is the optimal solution of the LSIP problem in Example 2. The optimal solution x * = [0; 0] for the problem in Example 1 is a type III optimal solution, while the remaining optimal solutions for this problem are all of type IV. 
Comments
In this paper, three new equivalent conditions characterizing the optimality of a feasible solution for general linear semi-infinite programming without constraint qualifications have been provided. They are direct generalizations of the classical KKT, complementarity, and Lagrangian saddle point conditions. The method used in this paper, in contrast to the classical convex analysis method, is based on finite dimensional analysis and the geometric properties of so called inclusive cone that coexists with the associated inclusive region. The current paper and some related previous works ( [10] [11] [12] ) demonstrate that the inclusive cone and inclusive region are efficient tools for the theory and computation of linear optimization problem. The method is expected to be useful in the theoretical analysis and the numerical study of general convex optimization. This will be investigated as a future research.
