• Manuscript provides analytic solution for traveling wave profiles of the phase field crystal model in two dimensions.
Introduction
When phase transformations occur it is often the case that interfaces or domain walls form between different phases or states. The interaction and motion of these interfaces play a key role in the subsequent evolution of the system. For example, in order-disorder transitions domain walls form between different, but energetically equivalent, variants of a given sublattice ordering. Subsequent evolution towards equilibrium is then thought to be driven by the curvature of the domain walls [1] . One reason that many studies [2] [3] [4] have been devoted to understand the dynamics and motion of such domain walls is that the motion often leads to complex spatial structures which strongly influence material properties. For example, properties such as the yield strength and magnetic coercivity are known to be a strong function of grain size in polycrystalline materials [5] . Another interesting aspect of interface motion is that when a stable phase invades a metastable or unstable phase it is possible that the state that is selected at the front is not exactly the equilibrium state as occurs when a periodic phase invades a uniform state. In this instance, the periodicity that is selected near the propagating front may not be the equilibrium periodicity. This could potentially lead to a strained state or in extreme circumstances a glassy state [6] .
Recently, the phase field crystal (PFC) model has been used to examine the dynamics of liquid-solid, grain boundaries and dislocation motion [7] [8] [9] [10] . The PFC model is a continuum model that describes processes on atomic length scales and patterns on the nano-and micro-length scales [10, 11] . This model is characterized by a free energy that is a functional of a field (n) that is periodic in the solid phase and uniform in a liquid state and an equation of motion that conserves the average value of n. The periodicity of n naturally incorporates elasticity and multiple crystal orientation which allows the model to be used to study a number of phenomena including epitaxial growth, ordering of nano-scale structures on micron length scales [11] , liquid-solid transitions, dislocation motion and plasticity, glass formation and foams, grain boundary premelting, crack propagation, surface reconstructions, grain boundary energies, dynamics of colloidal systems and polymers (see overview [12] and references therein).
In a previous work the selection of a periodic state as it invades an unstable state was examined in the one-dimensional PFC-model with both hyperbolic and parabolic dynamics [6] . A marginal stability analysis was used to determine the velocity and periodicity of the front. It was found that the periodicity of the selected state was different from the equilibrium state and as expected did depend on the type of dynamics. For very high driving forces it was also found that the periodicity selected was above the Eckhaus instability leading to the speculation of glassy states. The results of the work [6] were quantitatively verified with direct numerical simulations [13] .
In this work we consider the solidification of a crystalline state from a metastable or unstable liquid state as described by the two-dimensional PFC model and develop analytic solutions for a crystalline front invading the liquid. Here we assume that the transition from the metastable state to the stable state occurs by overcoming the energy barrier which is usually necessary for the emergence of a new phase. Contrary to that, the transition from the unstable state proceeds without energetic barrier that is usually evolves by fluctuation mechanism. The analysis of these two transitions is based on the amplitude representation of the PFC model [14, 15] in which the conserved scalar field n is represented by a set of complex amplitudes that are assumed to vary on length scales larger than the wavelength of n. The phase of the amplitudes allows for elastic strains and multiple crystal orientation and the magnitude of the amplitudes incorporates liquid-solid interfaces and transitions. The combination of the phase and magnitude allows for more complex features such as dislocations and grain boundaries. However, some features, such as Peierls barriers and faceting are missing from the amplitude description used in this work, although higher order corrections are possible [16] . In this paper analytic solutions for a crystalline front invading an unstable and metastable liquid state are derived in the limit in which the amplitude can be represented by a single magnitude only. For comparison, numerical simulations of the full amplitude description are also conducted.
The paper is organized as follows. Section 2 presents a formulation of the model which introduces governing hyperbolic PFC-equation. This equation describes simultaneously dissipation for diffusive regimes existing in slow transitions and inertia for propagative regimes occurring in fast phase transitions. In Section 3, the amplitude equations are first introduced and then simplified to a magnitude (φ) only description. In Section 4 the equilibrium properties of the system are described in terms of φ.
The dynamics and traveling wave solution for the real amplitude of the triangular pattern propagating into unstable and metastable homogeneous states are obtained. In Section 5, numerical solutions of the full amplitude formalism are presented and compared with the analytic solutions. Conclusions are given in Section 6. Appendix A presents details of analytical method based on amplitude wave representation. Appendix B gives details of the computational scheme used in the numerical modeling. Finally, Appendix C describes numerical estimations for the relaxation times used in the presented model.
Hyperbolic PFC-model
The hyperbolic PFC model describes a first order liquid-solid transformation in terms of a field, n(⃗ r, t), that is related to the dimensionless local atomic number density and a flux ⃗ J(⃗ r, t). The free energy functional [6, 17] is a functional of n and ⃗ J and can be written in dimensionless form as
(1)
The local equilibrium contribution is given by [18] 
where
B 0 , B x 0 , R o , a and v are phenomenological parameters that can be fit to various physical properties of the systems as discussed in references [19, 20, 18, 21] . Briefly the sum, B [18, 21] . In this respect, the parameter B 0 can be thought of as a control parameter similar to a temperature difference.
The nonequilibrium contribution is given by
where τ is the characteristic time for relaxation of the flux ⃗ J to its steady state. The dynamics are described by a continuity equation to ensure conservation of n, i.e.,
The non-equilibrium contribution to energy (4) is introduced phenomenologically by the extended thermodynamics [22] or by the generalized hydrodynamics [23] . The requirement that the free energy given in Eq. (1) decreases (or is constant) in time leads to the hyperbolic equation [17, 24] :
The hyperbolic phase-field equation (6) contains both the relaxation of slow conserved variable n(⃗ r, t) and fast non-conserved variable ⃗ J(⃗ r, t) to their own steady-states (see Ref. [22] and references therein). As a result of these two relaxation processes, Eq. (6) shows that, in addition to the dissipation described by the traditional parabolic PFC-equation [7] , inertia ∝ ∂ 2 n/∂t 2 is also taken into account due to kinetic contribution (4). Alternatively, Eq. (6) was proposed by Stefanovic et al. [25, 26] to incorporate both fast elastic relaxation and slower mass diffusion. Similar equations have also been obtained using dynamical density functional theory by Archer [27] . As a result, Eq. (6) can describe the dynamics of a periodic crystalline state invading a metastable or unstable liquid state and vice versa. To obtain an understanding of these processes an analytic solution will be derived by considering an amplitude representation of Eq. (6) as described in the next section.
Amplitude's equation
For mathematical convenience it is useful to write the solutions of the atomic density n in terms of the following expansion
where the small-scale crystalline structure is characterized by the vectorial factor In principle, a density difference between the liquid and solid states should exist, but for the purposes of this work n o will be assumed to a constant. To obtain an exact match to the equilibrium solutions all integer values of (k, l, m) must be used, however close to the liquid-solid transition, it is a good approximation for the PFC model to include only the lowest order terms.
We consider a two-dimensional system in which the crystalline state has triangular symmetry with lattice parameter q and principle reciprocal lattice vectors ⃗ q 1 = −q(
0 (whereî 1 andî 2 are unit vectors and we note only two vectors are needed in two dimensions). Near the transition it is sufficient to consider three amplitudes corresponding to (k, l, m) = (1, 0, 0), (0, 1, 0), (1,1, 0), where using standard notation [28] thek ≡ −k for example. As has been done in prior publications [10, 18] it is convenient to refer to these vectors as simply
G11 0 , and similarly with the amplitudes,
i.e., η 100 ≡ η 1 , η 010 ≡ η 2 and η¯1¯1 0 ≡ η 3 . To derive equations of motion for the amplitudes we also consider the length scale over with they vary is much larger than the lattice spacing. The magnitude of the amplitudes is constant in a perfect crystalline state and go to zero in the liquid state (as shown in Fig. 1 ) or near grain boundaries. As a result, the equations of motion for the corresponding amplitudes can be derived by integrating over one unit cell and assuming that the amplitudes are constant on these length scales [14, 18, 21, 29] . The equations of motion become (see, for details, Appendix A)
where the operator G j is given by
For convenience all length scales have been scaled by R o so that in the equilibrium state the magnitude of wave-number q is unity. The amplitude equations (9) are similar to those obtained in Ref. [11] in that the expansion is about a strained state, which leads to a modification of the operator (10) 
, respectively, instead of the equilibrium wave-numbers, q = 1, then this extra term appears if the Laplacian operates on the atomic density n, i.e.,
This leads to the origin of the extra term in Eq. (9) . Obviously, with
[14,18,21] (with no extra term in Eq. (9)). The amplitude equations (9) can be written in a modified Allen-Cahn form [22] , i.e.,
in which the free energy is described as
We note that in the limit of small value of B 0 in the PFC-model the equilibrium value of q = q e is only 1 for when B 0 = 0. However, in the amplitude model described above the free energy functional (12) is minimized by q = 1 exactly, since only the lowest order modes were included.
To make further progress we consider the limit in which all the amplitudes are real and identical, that is we represent η j ≈ φ for all j. In this instance it is possible to obtain an analytic solution for a traveling wave front describing a crystal state invading a supercooled liquid (or a liquid phase invading a superheated crystal state). One can show that the sum of the three amplitude equations given by Eq. (9) reduces to the following equation
in which we have assumed φ = η 1 = η 2 = η 3 (see also
Ref. [10] ). In order to proceed we will make a long-wavelength approximation and assume that the ∇ 2 term can be neglected in
Without further approximation one can perform the summations and obtain the result
Substituting Eq. (15) into Eq. (13) gives the following amplitude equation: where we introduced
This can also be re-written as
Eq. (16) describes evolution of the amplitudes of the periodic triangular pattern described by the PFC model in the long-wave limit. The field φ = |η ⃗ G | is the envelope of the periodic triangular pattern and can be thought as the phase field variable used to describe the liquid-solid transition (as is shown in Fig. 1 ).
Our calculations show that the φ-field satisfies a non-conserved hyperbolic Allen-Cahn type Eq. (11) (or Eq. (18)). One interesting feature of this result is that the parameter B 0 is always greater than B 0 when q is not the equilibrium value (i.e., q ̸ = 1). This implies an effectively higher temperature which should slow down a solid front invading a liquid state, if the solid is strained. Eq. (16) state for the system. In the latter case, it is straightforward to show that, in analogy with the above analytical treatments, the transition from unstable state is described by
with
Eqs. (17) and (21) take into account expansion for arbitrary values of the wave-number q selected at the front of a periodic pattern invading a metastable phase or unstable phase, respectively.
Transition from metastable and unstable states

Free energy density
When a liquid is quenched just below the melting temperature it is usually the case that a solid phase nucleates and then invades the metastable supercooled liquid, as typically occurs in first order phase transitions. Of course, if the liquid is quenched far below the transition temperature the liquid can become unstable as opposed to metastable and there exists the possibility of the crystalline state invading an unstable liquid phase.
In the following analysis, we shall distinguish between transitions from metastable or unstable states through the standard thermodynamic description of the homogeneous part of the free energy density. With this aim, we consider the properties of the free energy given in Eq. (19) with | ⃗ ∇φ| = 0 described below and shown in Fig. 2 : 
Traveling wave solutions
Consider a periodic crystalline state invading the homogeneous liquid state. Transformation from an unstable liquid phase occurs for the condition B 0 < 0, which energetically corresponds to all possible curves lying below the bottom curve in Fig. 2 . The transition from a metastable state usually occurs near first order transitions as in the classical example of solidification from an undercooled liquid. In this case, transformation occurs for the condition B 0 > 0, which energetically corresponds to all possible curves lying above the bottom curve up to the curve given by the condition B 0 = 8a 2 /(15v) corresponding to phase coexistence, Fig. 2 . Both transitions can be analyzed by unified solution of Eqs. (16) and (20) . For the analysis, it is convenient to introduce the following parameters
Note that all the above parameters are a function of B which is a function of the dimensionless crystal wave-number q (in equilibrium value, q = 1), i.e., a function of the strain in the system. Now, using the scales (22) , one can introduce variables
Taking into account these new scales and variables, Eqs. (16), (17), (20) and (21) can now be written in the following unified form
where κ 0 = +1 for B 0 > 0 (metastable), κ 0 = −1 for B 0 < 0 (unstable), andb is defined to bẽ
When the two states have equal energy B 0 = 8a 2 /135v one gets b = 3/ √ 2. Thus we expect that the velocity of the front will be zero at this value ofb.
We now consider a steady state front propagating at a constant velocity V . In the moving coordinate frame Eq. (24) transforms to
withṼ φ the dimensionless parameter of the maximum speed V φ for the disturbances propagation in the field of amplitude φ. Note that the scaling (27) is chosen to get the material parameter V φ independent from the governing parameter | B 0 | such that: 
can be found. Substituting this general solution into Eq. (26) and setting the coefficients of each powers of ψ equal to zero leads to the following system of equations
Eq. (29) give the solution for the amplitude-factor A,
the self-consistent velocity,
with its maximum value,Ṽ m , given bỹ
and, finally, the correlation length
The traveling wave solution (28) 
Extensions to three-dimensional BCC-systems are also possible.
The results obtained depend on the governing parameter | B 0 | which is a function of the selected wave-number q. Thus, to obtain a complete theory, another selection rule would have to be derived to determine the value of q. For purposes of comparison with the full amplitude model we will simply use the equilibrium value q = 1. As will be shown in the next section this approximation is only good close to the melting temperature.
Numerical modeling: parameters, results and discussion
To test the validity of the calculations presented in the previous sections, numerical solutions of the amplitude equations were conducted for a two-dimensional triangular lattice invading metastable homogeneous state and vice versa. With this aim, the complex amplitudes were solved by Eq. (9) using the numerical approximation presented in Appendix B. In these simulations the initial condition was a small crystalline solid seed (η m finite) surrounded by a supercooled melt (η m = 0). The solid front was propagating in the x-direction. Boundary conditions for η m were chosen as: periodic conditions at the ends of computational domain in the y-direction and constant values at the ends of computational domain in the x-direction.
To solve amplitude equations (9) the grid size is limited by the interfacial width (not by the atomic spacing as in the case of solving Eq. (6) for the atomic density). It has been also taken into account that the amplitudes are constant in the y-direction, therefore, the calculations and results are independent of the width of interface between homogeneous and periodic states. As such, the simulations were merely done in two spatial dimensions on regular mesh with the size x = y = 0.7. To stabilize the solution of hyperbolic-type Eqs. (9), the time step has been chosen as t = 0.001 (as explained in Appendix B). Thirteen hundred grid points in the x direction were sufficient to obtain steady state front profiles. From these profiles the front velocity V and width Z were measured. For the calculations of the wave-number selected at the front in the steady state regime, it was necessary to use three thousand grid points. In the y-direction just four grid nodes were used, hence, the traveling front has been analyzed for a thin strip of material in quasi-one-dimensional space. In all simulations we have utilized the following numerical values: B x 0 = a = 1 and v = 0.1. Then, B 0 was varied to obtain the different velocities, widths, and wave-numbers. A value of q = 1 was used for the operator in Eq. (10) . In this instance variations in the phase of the amplitudes will evolve to take into account changes in the selected wave-number from this value. Each parameter range was then repeated for different values of the relaxation time τ taken in the present work as τ = 0 and 0.1 (see estimation for τ and comments in Appendix C). To illustrate the nature of the traveling fronts a sample solution of Eqs. (9) was used to reconstruct the density field, n using Eq. (7). This reconstruction is shown in Fig. 3 for parameters B 0 − B * 0 = 0 and τ = 0. Fig. 5 ) that is perfectly consistent with the PFC studies of crystal layer growth and pinning [16] . The disagreement between the numerical and analytic results at larger values of the driving force (Figs. 4 and 5) is likely due to the assumption that the selected wave-number is q = 1 and that the complex amplitudes can all be represented as a single real field, φ. Fig. 6 shows the difference δq between wave-number q, which was numerically calculated just behind the solidifying front and its equilibrium value q e , i.e. δq = q − q e , for (9) expanded as Eqs. (9) for τ = 0 and 0.1, respectively. rigorous analytic methods to determine the front velocity are not yet found.
A form of the interfacial profile between homogeneous undercooled liquid and perfectly periodic crystal is given analytically by the function of hyperbolic tangent (see Eq. (28) together with the parameters (30)- (33)). This analytical profile was also compared with the numerical results. For this comparison, it should be noted that each amplitude η j has both a magnitude (φ) and phase (θ ). The relationship between strain and linear dependence of the phase onx can be seen by considering the full expansion of density n by using Eq. 
3dθ /dx since the equilibrium wave-number is q = q e = 1. As a result, in regions where θ is a linear function ofx the derivative dθ /dx is a measure of the strain or change in wave-number. As a result, the slope dθ /dx = q − 1 represents the difference between the bulk value of q and its equilibrium value q e = 1. A comparison of the analytic and numerical results are given at equilibrium (Fig. 7) and at a driving force of ( B 0 − B * 0 )/ B * 0 = −0.6 for parabolic PFC-model with τ = 0 and hyperbolic PFC-model with τ = 0.1 (Figs. 8 and 9 ). Fig. 7 shows that the analytic φ-profile is reasonably close to the φ-profile obtained from the amplitude equations in the thermodynamic equilibrium. In the range of driving force around equilibrium one may also find well fit for the φ-profile obtained from the analytical and numerical solutions. As the velocity of the front increases the fits deviate from the analytically predicted profiles, Figs. 8 and 9 . This result is consistent with the above outcomes for V , Z and q. 
Conclusions
A phase-field model with one-order parameter, φ, was obtained from the amplitude representation [14, 18, 21] of the hyperbolic PFC-equation (6) as described by Eq. (9). This order parameter represents the envelope of the periodic field n which is changed between phases by the amplitude φ. Analytic solutions for φ were derived for the case of a solid phase invading a homogeneous metastable or unstable phase with arbitrary driving force, In order to provide a more accurate analytic description of the moving front a theoretical prediction for the selected wave-number would be needed in this regime. Finally, we note that the analysis provided in this work are easily applicable to systems with different crystal symmetries (as is given for FCC-, BCC-, HCP-, etc. crystal primary structures and an average number density of 0.0801 Å −3 . As a result, using all above estimations and Eq. (C.1), one obtains: τ /t 0 = 0.124 and τ = 0.015. In the present estimate, the value of τ is small compared to unity. This is not a surprising result since the relaxation time τ is generally defined (in its dimensionless form) as the ratio between the relaxation time for the flux ⃗ J and the relaxation time for φ. The flux ⃗ J should relax to steady state faster than the relaxation of the φ-field, therefore, the relaxation time τ should be smaller unity. Therefore, at the estimated value τ ≈ 10 −2 , a difference between parabolic and hyperbolic description of crystallization phenomena can be seen at very high values of the front velocity and large values of the driving force [30] . By this reason, finally, we specially note that numerical difference in present predictions of equations with τ = 0 and τ = 0.1 should not be so large in a pure (chemically onecomponent) system. However, such difference in τ must be quite essential in the description of a binary system (i.e., in chemically two component systems [31, 32] ) for which the presently obtained solutions will be logtheically advanced.
