ABSTRACT In this paper, we consider the necessary and sufficient rearrangeability conditions for the wavelength-space-wavelength switching fabric, called the WSW2 switching fabric, for elastic optical network nodes. We derive and prove the lower bound of the necessary conditions for such switching fabrics to be rearrangeable. We also show the upper bound of the sufficient conditions for the rearrangeability of the switching fabric with two input and two output switches. For simultaneous connection routing, we propose a routing algorithm that always ends with success in switching fabrics, which fulfill the sufficient conditions. Finally, we extend the proposed algorithm to the switching fabric with r input and r output switches, and we derive the conditions under which this routing algorithm always ends in success. The required number of center-stage switches is significantly lower than that in the strict-sense nonblocking switching fabrics. To our knowledge, the proposed routing algorithm is the first one which ends with success for any connection set, within the provided sufficient conditions. INDEX TERMS Elastic optical network, optical switch, rearrangeable switching network, simultaneous connection routing algorithm.
I. INTRODUCTION A. ELASTIC OPTICAL NETWORKS AND SWITCHES
In elastic optical networks (EONs), bandwidth is assigned to an optical path flexibly, depending on the required transmission speed, distance to be covered, modulation format which can be used, and sometimes, other parameters which influence the effective bandwidth utilization [1] - [4] . The International Telecommunication Union (ITU) has added the flexible grid to the traditionally fixed frequency grid, where the optical spectrum is divided into frequency slots that use a different amount of this spectrum. The minimum quantum of spectra by which two frequency slots can differ is named as the frequency slot width granularity, but the name frequency slot unit (FSU) is also often used in the literature. The ITU standard [5] sets this width granularity to 12.5 GHz, but
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this may be reduced in the future to 6.25 GHz or even less. A frequency slot assigned to an optical path may use an arbitrary number of FSUs, but they must be adjacent. When an optical path occupies a frequency slot having width equal to m adjacent FSUs, a respective connection which is set up in an EON to form this optical path is called an m-slot connection.
The limitation imposed on the FSUs assigned to an m-slot connection is called the adjacency constraint, and it influences the network performance, mainly the number of connections which can be set up. When the traffic served by a network is static or incremental, a network can be carefully designed in advance. However, in the case of dynamic traffic, changes in optical paths (terminating existing and establish new connections) lead to the big spectrum defragmentation [6] . When switching nodes do not have a spectrum conversion capability, an m-slot connection must use FSUs with the same central frequencies throughout the whole path (a continuity constraint). Because of these two constraints, adjacency and continuity, many optical paths cannot be set up and the network suffers from high connection blocking probability; however, this probability can be reduced when spectrum conversion capability is introduced in the switching nodes [7] , [8] .
B. RELATED WORKS
Several switching node architectures with spectrum conversion capability were already considered in a few papers [9] - [12] , with spectrum converters realized as separate devices (often with costly and power consuming optical-electrical-optical signal conversion). However, a new design of the bandwidth-variable wavelength-selective switch (BV-WSS) with an internal all-optical wavelength conversion was reported recently in [13] , and this can make spectrum converting switches more realistic. In [9] , the authors added spectrum converters to four switching fabrics, which may be considered as one-stage or twostage architectures, with spectrum converters working in the ''shared-per-link'' and ''shared-per-node'' modes. The authors of [10] proposed two three-stage switching fabrics of wavelength-space-wavelength (W-S-W) architecture, with spectrum converters in the first and third stages and space switching in the second stage. They named these architectures as WSW1 and WSW2. In [11] , the authors proposed two alternative architectures called SWS1 and SWS2.
When a new connection between a free input and free output cannot be set up because of all possible connecting paths being used by other connections, such state in a switching fabric is called a blocking state, and the new connection is internally blocked (or simply blocked or lost). Switching fabrics with blocking states are called blocking, however, it is possible to design switching fabrics in which blocking states can be omitted or even do not exist (called nonblocking switching fabrics.) Depending on how the blocking states are omitted, nonblocking switching fabrics can be further divided into four categories: strict-sense nonblocking (SNB), wide-sense nonblocking (WSNB), rearrangeable nonblocking (RNB), and repackable nonblocking (RPNB) [14] - [16] . In an SNB switching fabric, any new connection will never be internally blocked, while in a WSNB one, the nonblocking feature is obtained provided that a specific routing algorithm is used. An RNB switching fabric can route any set of conflict-free (i.e., directed to different output ports) connections simultaneously, while in an RPNB switching fabric, blocking states can be omitted by rerouting existing connections after one connection is terminated.
Combinatorial properties are important characteristics of switching networks, since they show the theoretical limits when the blocking probability drops to zero (nonblocking) or when all possible permutations between inputs and outputs can be set up simultaneously (rearrangeability). These properties depend not only on the switching fabric topology but also on connection types (unicast or multicast, single-rate or multi-rate). The survey of combinatorial characteristics of space-division and time-division switching fabrics is available in [14] - [16] . As it was shown in [10] , the known results elaborated for time-division switching fabrics with multi-slot connections cannot be used in WSW1 or WSW2 switching fabrics, since they underestimate the required amount of resources, and the designed architectures are, in fact, blocking. Therefore, the new SNB conditions for WSW1 and WSW2 switching fabrics have been derived in [17] and [10] , respectively. In [18] and [19] , the authors consider different routing strategies based on the functional decomposition of center-stage switches, or FSUs, and derived appropriate WSNB conditions. Two approaches have been proposed to route simultaneous connections in WSW1 and WSW2 switching fabrics, one is based on graph coloring [20] , and the other one -only for WSW1 switching fabrics -on matrix decomposition [21] - [23] .
C. NEW CONTRIBUTION AND ORGANIZATION OF THE PAPER
In this study, we derive and prove, for the first time, the necessary RNB conditions for the WSW2 switching fabrics. They provide a lower limit for the number of center-stage switches, below which not all permutations can be realized in a WSW2 switching fabric, and therefore, the network is blocking. The elaborated necessary RNB conditions also show that the algorithm proposed in [20] does not always end with success. Subsequently, we determine the sufficient RNB conditions for the switching fabric with two switches in the first and third stages, and then propose the simultaneous connection routing algorithm. Then, we extend the proposed algorithm to WSW2 switching fabrics with r input and r output switches, and we derive the conditions under which the proposed simultaneous connection routing algorithm ends with success for any set of connection requests.
The rest of the paper is organized as follows. In Section II, we describe the WSW2 switching fabric architecture. We also present the problem considered in this study and the model used to solve it. In Section III, we derive and prove the necessary conditions for the WSW2 switching fabric to be rearrangeable. In Section IV, we discuss the sufficient conditions and propose a control algorithm that simultaneously routes any set of connection requests in the WSW2 switching fabrics with two input and two output switches. We also describe an example that shows how the algorithm operates. In the next section, we extend the proposed algorithm to the WSW2 switching fabric with r input and r output switches. In Section VI, we compare the derived rearrangeable conditions with the strict-sense nonblocking conditions proved in [10] . Conclusions are provided at the end of the paper.
II. SWITCHING FABRIC ARCHITECTURE AND MODEL USED A. SWITCHING FABRIC ARCHITECTURE
The WSW2 switching fabric contains r bandwidth-variable spectrum-converting switches (BV-WSs) in the first stage, FIGURE 1. The WSW2 switching fabric architecture, denoted also by WSW2(p, q, r , n, k).
p bandwidth-variable wavelength-selective space switches (BV-SSs) in the second stage, and r BV-WSs in the third stage, as it is shown in Fig. 1 . The BV-WSs in the first stage (also called the input switches) are of size q × p, i.e., each of them has q input fibers and p output fibers. The spectrum in each input fiber is divided into n FSUs, while in the output fiber -into k FSUs. The BV-WSs in the third stage (also called the output switches) have a size of p×q with k FSUs in each input fiber and n FSUs in each output fiber. The BV-SSs in the second stage are also called the center-stage switches and are of size r ×r with k FSUs in each input or output fiber. Switches in the outer stages are indexed by numbers from 1 to r, while center-stage switches are indexed by numbers from 1 to p. Similarly, FSUs in the input fibers coming to the input switches and in output fibers going out from the output switches are indexed by numbers from 1 to n, while FSUs in the interstage links, i.e., the fibers coming to and going out from each center-stage switch, are indexed by numbers from 1 to k. Since parameters p, q, r, n, and k explicitly define this switching fabric, in the rest of this paper it will be denoted by WSW2(p, q, r, n, k). We also use the following notation: I i denotes the input switch i, 1 i r; O j denotes the output switch j, 1 j r; M l denotes the center-stage switch l, 1 l p.
The operation of the WSW2(p, q, r, n, k) switching fabric is also presented in Fig. 1 , where three connections are shown. An m-slot connection from the input fiber v 1 in the input switch I i , where it uses FSUs with index numbers from x to x + m − 1, to the output fiber v 2 in the output switch O j , with the used FSUs indexed by numbers from y to y + m − 1, is denoted by [1, 1] , 3). The first and second connections are set up through the switch M p , while the third one -through the switch M 1 . In the interstage links, FSUs with index numbers from 1 to 2 are used by the first 2-slot connection, while the second 2-slot connection uses FSUs indexed by numbers 3 and 4. FSUs from 1 to 3 are assigned to the 3-slot connection. The role of I 1 is to move (I 1 [1, 2] , O r [1, 3] , 2) from the first input fiber FSUs 2-3 to FSUs 1-2 in the interstage link directed to the center-stage switch M p , which switches it from input fiber 1 to output fiber r, and at O r , this connection is moved from FSUs 1−2 to 3−4 at output fiber 1. Analogous operations are performed in I r and O 1 for the other connections. Generally, the role of the input switches is to move a connection to FSUs used in the link to the selected center-stage switch, while the role of the center-stage switch is to direct this connection to the requested output switch; finally, the output switch moves the connection to FSUs assigned in the selected output link.
B. PROBLEM STATEMENT
For each new m-slot connection, a control algorithm (called also a routing algorithm) has to find a center-stage switch through which this connection will be realized, and to assign m adjacent FSUs. When one connection arrives at a node at a time, the one-at-a-time connection model is used, and one of the well-known routing algorithms, like sequential routing and random routing [16] can be used. However, when a group of connections arrive at a node at the same time, we have to consider the simultaneous connection routing model with a different type of routing algorithm. The simultaneous connection routing model is used, for instance, in a router, where output contention-free packets of equal lengths appear at the inputs of a switching fabric to be transferred at the same time to respective outputs. The control algorithms for simultaneous connection routing in the WSW2(p, q, r, n, k) switching fabric are the subject of this paper. Earlier, such algorithms were considered for WSW1(r, n, k) switching fabrics in [23] . The graph coloring approach for routing connections simultaneously in WSW1(r, n, k) and WSW2(p, q, r, n, k) switching fabrics was considered in [20] , but as we will show later, in the case of WSW2(p, q, r, n, k), the routing algorithm proposed in that paper does not route all possible sets of connections successfully. Here we, for the first time, derive the lower bound of necessary RNB conditions, as well as propose two control algorithms, one for the WSW2(p, q, 2, n, n) switching fabric and one for the WSW2(p, q, r > 2, n, n) switching fabric, and determine the conditions under which these algorithms will always end in success.
In this study, we consider the simultaneous connection routing model. In this model, a set of conflict-free m-slot connections arrive at the switching fabric simultaneously and m is limited to a certain maximum value: m max , 1 m m max n. Two connections are conflict-free if they use different resources in the input and output links (such connections are also considered to be compatible). For instance, the connections presented in Fig. 1 VOLUME 7, 2019 set is called the maximum set of compatible connections and is denoted by C. In case some FSUs in the input and output links remain unused, we can add ''dummy'' connections using these FSUs, and do not realize them when the routing algorithm is terminated. The problem which we have to solve now is:
(i) How many center-stage switches do we need in the WSW2(p, q, r, n, n) switching fabric, so that any possible set C can be realized? (ii) What routing algorithm should we use, so that for any C it ends with success? The role of a routing algorithm is to allocate center-stage switches to connections, and assign FSUs in interstage links to each connection. The FSUs assigned in these links must be adjacent and must have the same index numbers, since BV-SSs have no spectrum conversion capability.
C. MODEL USED
In this study, we use the connection matrix H H H r×r to represent C. This matrix is defined as:
where
and X is a set of all connections in C from I i to O j . So h i,j denotes a sum of FSUs used by all connections from I i to O j . This matrix has the following property:
This is because we have q input links, each with n FSUs in each input switch and all of them are used by the connections. Similarly, each of the q output links in each output switch has n FSUs assigned to connections. We also use h i,j [v] to denote the number of FSUs used by all connections at input v of I i , which are directed to O j :
and X v is a set of all connections in C from input v of I i to O j .
The following equation holds:
In the WSW2(p, q, 2, n, n) switching fabric, H H H 2×2 representing C is:
In this matrix, according to property (3) 
This property of H H H 2×2 is used later in this study to prove the RNB conditions of the WSW2(p, q, r, n, n) switching fabrics.
III. NECESSARY RNB CONDITIONS
First, we consider the necessary RNB conditions for WSW2(p, q, r, n, n) switching fabric. Intuitively, it is not difficult to foresee that the required number of center-stage switches is q, i.e., the number of FSUs in all the interstage links going out from an input switch is the same as the number of FSUs coming into that switch. However, due to the adjacency constraints, connections cannot be divided between the interstage links, and therefore, the number of required switches is greater than q. Theorem 1: The WSW2(p, q, r, n, n) switching fabric with q 2 and n 7 is RNB for m-slot connections, 1 m m max = n, only if:
Proof: To prove the necessary conditions, we show such a set of connections, which cannot be realized using the lower number of BV-SSs. It is also obvious that when a certain set C can be realized using some number of BV-SSs in the WSW2(p, q, 2, n, n) switching fabric, the same set of connections between any two pairs of outer-stage switches in the switching fabric with r > 2 needs the same number of BV-SSs. Therefore, the necessary conditions derived for the WSW2(p, q, 2, n, n) switching fabric are also true for any WSW2(p, q, r, n, n) switching fabric. To construct this set, we consider that connections between two different pairs of outer-stage switches can be set up through the same set of BV-SSs. Without any loss of generality, we can assume that the considered connections are I 1 − O 1 and I 2 − O 2 . When two connections, namely, I 1 − O 1 and I 2 − O 2 , are of different size but lower than n, the remaining FSUs in the interstage links can be used by other connections. However, when one of these connections is the n-slot connection, the free slots in the interstage links between the other 
additional center-stage switches. Thus, the total number of required BV-SSs is:
where m 1 , m 2 , and m 6 are given by equations (9), (10), and (11), respectively. It should be noted that, sometimes, one of m 2 -slot connections in one input of the input switches and one output of the output switches are divided between m 5 -slot connections, as well as FSUs in m 6 can be assigned to one m 6 -slot connection or must be divided between more connections of lower rates, as shown in Fig. 2 . The state discussed above can be constructed when m 4 < m 2 , i.e., n − 2m 2 < m 2 , and this inequality is true when n > 6. For n = 6 we have m 2 = 2 and in each input link, we can construct three m 2 -slot connections not two, and therefore, the necessary conditions will be different from those provided in (8) . But in a practical network, n is much greater than 6 and thus, we will not consider the case with lower number of FSUs in input and output fibers.
Theorem 1 shows that more than q BV-SSs are needed to simultaneously route all possible sets of connections. In [20] , the author stated that the algorithm based on graph coloring requires only q center-stage switches when r = 2. This means that this algorithm will not successfully route a connection set presented in the proof of this theorem.
To clarify the proof, we show the set of connections in the WSW2(7, 5, r, 7, 7) switching fabric which requires all p = 7 BV-SSs. The switching fabric has r input and output switches, but it is sufficient to show that there is the set of connections between two outer-stage switches that requires seven BV-SSs; connections between other switches are not important. The considered connections are between switches I 1 , I 2 , O 1 , and O 2 and the example is shown in Fig. 3 . In this example, we have n = 7, so m 1 = • Connections I 1 − O 1 (shown in pink in Fig. 3 [5, 5] , O 2 [4, 7] , m 6 = 1), (I 1 [5, 6] , O 2 [5, 7] , 1), and (I 1 [5, 7] , O 2 [3, 7] , m 5 = 1);
• Connections I 2 − O 2 (shown in yellow in Fig. 3 [4, 7] , O 1 [5, 5] , m 6 = 1), (I 2 [5, 7] , O 1 [5, 6] , 1), and (I 2 [3, 7] , O 1 [5, 7] , m 5 = 1). Each 4-slot connection in I 1 requires a separate BV-SS, so five such connections will use five BV-SSs, denoted by M 1 to M 5 . The 7-slot connections and the 6-slot connection from I 2 can use the same BV-SSs, as 4-slot connections in I 1 , say M 1 , M 2 , and M 3 . Switches M 1 and M 2 cannot now be used by any other connection, while through M 3 we can set up connections (I 1 [5, 7] , O 2 [3, 7] , m 5 = 1) and (I 2 [3, 7] , O 1 [5, 7] , m 5 = 1). The switches M 4 and M 5 can be now used for 3-slot connections but only one in each link since 4 FSUs are already used by 4-slot connections. In I 1 , we can use, for instance, M 4 and M 5 to route connections (I 1 [1, 5] [5, 5] , O 2 [4, 7] , 1), (I 1 [5, 6] , O 2 [5, 7] , 1). The latter two correspond to the bandwidth which cannot be used in the switch M 3 , because of the 6-slot connection, i.e., from the m 2 = 3 FSUs in each input link for connections between switches I 1 and O 2 , one FSU is used by the connection (I 1 [5, 7] , O 2 [3, 7] , m 5 = 1) and only remaining m 6 = m 2 − min{m 2 , m 5 } = 2 FSUs must be set up, and these FSUs are divided between two 1-slot connections since such slots are available at the output of the switch O 2 . Ultimately, we have connections using 2m 2 + m 6 = 8 FSUs, they cannot be set up through any of five already used BV-SSs, and none of connections can be rearranged so that any of the connections that have not been set up can be added to the already occupied switches. This means that additional BV-SSs are needed and since, in each interstage link, we have n = 7 FSUs, this number is equal to 2m 2 +m 6 n = 8 7 = 2. As can be seen in Fig. 3 , through the last BV-SS only one 1-slot connection is set up; however, it cannot be added to any other BV-SSs, and we cannot rearrange other connections so that this connection can be added to any other BV-SS.
Theorem 1 provides the necessary RNB conditions, which means that there is no algorithm that can route all possible Cs using less number of BV-SSs than that determined by equation (8) . When n is large, we can approximate m 1 ≈ n 2 and m 2 ≈ n 2 , while m 6 = 0. Putting these values in equation (8) we get
So we can say that we need at least 25% more switches in the center stage than the inputs in each input-stage switch. However, this does not mean that this number is sufficient. At the given point in time, we do not know the algorithm which can route all Cs using only this number of centerstage switches. In the next section, we derive the sufficient RNB conditions for the WSW2(p, q, 2, n, n) switching fabric and propose a routing algorithm that can route any C, however, the number of required BV-SSs for successful operation of this algorithm is greater than those determined by the necessary RNB conditions.
IV. SUFFICIENT RNB CONDITIONS IN SWITCHING FABRICS WITH
Theorem 1 gives the number of BV-SSs below which some connection sets cannot be routed simultaneously in the WSW2(p, q, r, n, n) switching fabric. Now we will consider, how many switches will be sufficient to route all possible connection sets. First, we will deal with the WSW2(p, q, 2, n, n) switching fabric, the case with r > 2, we will consider in the next section.
A. SUFFICIENT CONDITIONS
In the H H H 2×2 matrix (6), connections represented by h 1,1 and h 2,2 are directed from different input switches to different output switches, so they can be routed through one set of BV-SSs and using FSUs with the same index numbers. Similarly, connections represented by h 1,2 and h 2,1 are not in conflict in the interstage links, and they can be set up through the next set of BV-SSs and assigned FSUs with the same index numbers. When there are enough switches in both sets for setting up all possible connection sets C, the WSW2(p, q, 2, n, n) switching fabric is rearrangeable. The question now is, how many BV-SSs are needed, and how we should divide them between these two sets.
The number of required BV-SSs to simultaneously route any connection set C is given by the following theorem.
Theorem
where m 1 = n 2 + 1 and
Proof: Sufficient conditions can be proved by showing that, using the number of BV-SSs given by (15) , any connection set C can always be set up. The proof is based on the fact that connections which are not in conflict can use the same BV-SSs and FSUs with the same index numbers. Since connections I 1 −O 1 and I 2 −O 2 can use one group of BV-SSs, and connections I 2 − O 1 and I 2 − O 1 can use another group of BV-SSs, it is sufficient to derive the number of required switches in each group. We assume that, in the H H H 2×2 matrix, we have h 1,1 h 1,2 since this simplifies the description, but has no effect on the final conclusions. If this condition is not true, the matrix can simply be rearranged by changing the order of numbering output switches.
In C, connections I 1 − O 1 and I 2 − O 2 use h 1,1 FSUs, they can use the same BV-SSs. When there are two ( n 2 + 1)-slot connections in two input links, they have to be set up through two different BV-SSs since they need more than n FSUs in the interstage link (2( n 2 + 1) > n). In one input link, we can have one ( n 2 + 1)-slot connection, so in the input switch (irrespective of whether it is I 1 or I 2 ), there can be at most
such connections, but their number cannot be greater than the number of input links q. Each connection must be set up through the separate switch, so the total number of BV-SSs needed is not greater than:
When p 1 switches are used by
( n 2 + 1)-slot connections, there still may be some connections between switches I 1 −O 1 (or/and I 2 −O 2 ) left and they all together use the number of FSUs equal to the remainder from dividing h 1,1 by n 2 +1. When these FSUs are spread through connections on different input links, they can be set up through BV-SSs together with ( n 2 + 1)-slot connections. When they are used by one connection, but the number of FSUs is lower than n 2 , this connection can be also set up through one of the BV-SSs used by ( n 2 + 1)-slot connections. For instance, when n is odd, the greatest number of available FSUs for this connection is n 2 , and n 2 + n 2 + 1 = n, one BV-SS can be used for these two connections. However, when n is even, we have (h 1,1 ) . The maximum number of BV-SSs which can route all connections represented by h 1,1 is thus p 1 + R(h 1,1 ).
Similar considerations for connections I 1 − O 2 and I 2 − O 1 lead to the conclusion, that these connections need not more than p 2 + R(nq − h 1,1 ) BV-SSs, where
In equation (18),
is greater than q only when we can set up q ( is always lower than q when
When we have at least
BV-SSs, the given set C can be realized. To realize all possible sets C, equation (19) 4) , but the 4-slot connection cannot be set up through any of these four switches as VOLUME 7, 2019 two connections will require more than 8 FSUs in interstage links (5 + 4 = 9 > 8). This is the case when n = 8 is even and the remainder from dividing h 1,1 through m 1 is equal to n 2 , i.e., 4 in the considered example. A similar situation is in I 2 , where p 2 = 4 and R(nq − h 1,1 ) = 1. The total number of required switches is p 1 + p 2 + R(h 1,1 ) + R(nq − h 1,1 = 10), and this is the maximum value of p. When we check the other values of h 1,1 from 25 to 30 -that is for h 1,1 = qm 1 -we get p = 10 for h 1,1 = 29 and p = 9 for other values of h 1,1 . For the greater values of h 1,1 we get p = 10 once more for h 1,1 = 30 and then p drops to 6.
B. ROUTING ALGORITHM
In Theorem 2, we proved that when connections from one input switch to two different output switches are set up through the separate sets of center-stage switches, the sufficient number of BV-SSs is given by eq. (15) . Now, we propose the algorithm to assign connections in C to center-stage switches and FSUs in interstage links. Before we move to describe the simultaneous connection routing algorithm, we define two more matrices that are used in the algorithm. The first matrix, denoted by A A A q×2 i is defined as follows:
Algorithm 1 Matrices (A A A
where elements a i v,j are calculated using Algorithm 1. The role of this algorithm is to group connections from several input links together, so that they can be set up through one link to a center-stage switch. Each element a i v,j represents the number of FSUs occupied by connections from several input links of I i and directed to O j , and this number is not greater than n. Since each element h i,j [v] is counted only once, the following equation holds:
In the next matrix, denoted by T T T 
i.e., connections corresponding to these elements cannot be set up together in one interstage link. Thus, 2 ) , i.e., eq. (19) . Since this equation is maximized through all possible Cs, CSSD has always enough center-stage switches to realize any C.
C. EXAMPLE
To explain how the CSSD algorithm works, let us consider the following connection set C in the WSW2(8, 5, 2, 6, 6) switching fabric (presented also in Fig. 4 ):
• Connections I 1 − O 1 (shown in pink in Fig. 4 • Connections I 1 − O 2 (shown in gray in Fig. 4 ) (I 1 [1, 5] , O 2 [3, 1] , 2), (I 1 [2, 5] , O 2 [3, 3] , 2), (I 1 [3, 5] , O 2 [4, 3] , 2), (I 1 [4, 4] • Connections I 2 − O 2 (shown in yellow in Fig. 4 
We do not need to rearrange it since we have h 1,1 = h 1,2 .
In the next step, we calculate the number of FSUs used by connections to different output switches in each input link of each input switch. These numbers are as follows:
At inputs from 1 to 3 in I 1 , we have 4-slot connections to O 1 , and at the link 4, we have one 3-slot connection to this switch. Any two of these connections require more than n FSUs, so they must be set up through separate BV-SSs. But connections corresponding to h 1,2 [1] , h 1,2 [2] , and h 1,2 [3] , uses 6 FSUs, so they can be set up through the same BV-SS. Elements in A A A 5×2 1 show connections from different inputs of I 1 which can be set up together. Similarly, the matrix A A A 5×2 2 does this for I 2 . These matrices are calculated using Algorithm 1, and the results for both input switches are as follows (a 1 1,2 = 6 h 1,2 [1, 2, 3] denotes, that element a 1 1,2 represents the number of FSUs required by connections in VOLUME 7, 2019 h 1,2 [1] , h 1,2 [2] , and h 1,2 [3] ):
When we have matrices A A A, we can go to the next step and sort their columns in the descending order. As a result, we get following matrices T T T:
Now we can proceed with assigning connections to BV-SSs. In the first run (v 1 = 1) of the repeat loop, we assign connections represented by t 1 1,1 and t 2 1,2 , i.e. connections h 1,1 [1] and h 2,2 [1] , to M 1 . In the next run of this loop (v 1 = 2), we assign connections represented by t 1 2,1 and t 2 2,2 , i.e. connections h 1,1 [2] and h 2,2 [2, 3] , to M 2 . In a similar way, connections represented by elements in rows 3 and 4 will be assigned to M 3 and M 4 , respectively. This loop ends when v 1 = 5 since both elements t 1 5,1 and t 2 5,2 are equal to 0 or all element up to t 1 5,1 and t 2 5,2 are checked and assigned, and v 1 reaches the value q + 1. We now have four BV-SSs used by connections, thus we reduce v 1 by 1, so it indicates the last used BV-SS, and go to the second repeat loop. In the first run of this loop (v 2 = 1), we assign connections represented by t 1 1,2 and t 2 1,1 , i.e. connections h 1,2 [1, 2, 3] and h 2,1 [3] , to M 5 . By analogy, we assign connections to switches M 6 , M 7 , and M 8 . The second loop ends when v 2 = 5, and in the last step, this value is reduced by one to indicate the last (8, 5, 2, 6, 6) switching fabric presented in Fig. 4 .
used center-stage switch. Center-stage switches and FSUs assigned to connections are shown in Fig. 4 and listed in Table 1 .
Similarly, as in [23] , the CSSD algorithm can be extended to the WSW2(p, q, r, n, n) switching fabric. The difference is that this time we divide connections in C into subsets, and each subset contains only connections between two pairs of input and output switches. Subsets of connections without conflict can be set up through a subset of the same BV-SSs. Within each subset, we can use the CSSD algorithm designed for the WSW2(p, q, 2, n, k) switching fabric. For instance, let us consider the WSW2(p, q, 6, n, n) switching fabric with the connection matrix: . There are many ways of assigning submatrices to these subsets M i , but when the cardinality of each subset is given by (15) , any of these assignments will lead to success. One such assignment is used in Algorithm 3 (CSSDr). For each submatrix and assigned subset M i , we can use CSSD to assign switches to connections. 
VI. NUMERICAL ANALYSIS
In this section, we compare our RNB conditions with the SNB conditions proved in [17] . As far as we know, up till now, neither necessary nor sufficient RNB conditions, as well as the routing algorithm which always ends with success, have been proposed, thus we cannot compare our results with any other. Since RNB conditions do not depend on m max , we consider only SNB conditions calculated for m max = n. The number of center-stage switches in the SNB WSW2(p, q, r, n, n) switching fabric is calculated using the following formula [10] : In Table 2 , we compare p
2×2
RNBs for n = 8, 20, 40, 60, 80, 100, 120, 240, and 320, and q ranging from 2 to 20. One can notice that, for greater values of n, p reaches a certain value VOLUME 7, 2019 and does not change. When q grows, p also grows, and for greater values of q, there are some changes in p with n, when n is small. For instance, for q = 10 and n = 8, 20, and 40, we have p = 16, 18, and 19, respectively. Then p remains unchanged with n growing to 320. We also added in this table q = 100, to show the relationship between p and n for greater values of q, although input switches have usually much lower number of inputs. We see that p is increasing with n, but after some value of n, this increase is very small. In Table 3 , we compare p 2×2 SNB , p 2×2 RNBn , and p
RNBs -denoted in the table by SNB, RNBn, and RNBs, respectively -in the WSW2(p, q, 2, n, n) switching fabrics that fulfill SNB conditions, RNB necessary and RNB sufficient conditions. RNB switching fabrics, as expected, require significantly less switches than the SNB one. For small values of q, switching fabrics require only a few switches even when n is quite large, and the difference between necessity and sufficiency is not large but it is growing with n and q. For instance, when n = 320 and q = 8 we need at least 10 center-stage switches for necessity, while the proposed sufficient conditions define this number as 15 to successfully route any of compatible connection sets. The SNB switching fabric requires in this case 4799 switches in the center stage. The differences between SNB and RNB conditions are so big, that it was difficult to show these results together in a chart; therefore we decided to use only tables in our comparison. Discrepancy between necessity and sufficiency shows that either it is possible to construct connection sets which require a greater number of center-stage switches than given by Theorem 1, or there is still room for a more sophisticated routing algorithm that will be able to route all possible connection sets using a lower number of these switches. In cases when r > 2, the required number of center-stage switches in SNB and RNB WSW2(p, q, r, n, n) switching fabrics are compared in Table 4 . We selected a few values of q and r, all of them being powers of two. The values of n are a multiple of ten. SNB and necessary RNB conditions do not depend on r, thus they are placed in one column each. Sufficient RNB conditions for switching fabrics with r > 2 are based on the algorithm proposed for the switching fabrics with r = 2, therefore, when r grows, the number of required center-stage switches also grows. For big values of r this number may exceed the number determined by the SNB conditions, but for the practical values of n, that are usually high, and q, that are low, the difference between SNB and RNB conditions is profitable. For instance, when we have r = q = 8, i.e., the switching fabric has N = qr = 64 input and output fibers, we need only 60 switches in the center stage of the RNB switching fabric, while the SNB one requires 2399 such switches. This sufficient RNB conditions can be improved by designing another control algorithm which will be able to allocate some connections to unused FSUs in links to other center-stage switches, since according to the necessary RNB conditions, only 10 center-stage switches are surely needed.
VII. CONCLUSIONS
In this paper, we considered the necessary and sufficient RNB conditions for rearrangeability of WSW(p, q, r, n, n) switching fabrics. First, we proved the necessary RNB conditions, and they show that, contrary to the traditional threestage Clos switching fabrics, expansion is needed in the first stage switches. When n > 5 and q > 5, the number of center-stage switches is approximately 25% greater than the number of inputs in one input switch (p ≈ 1.25q). On the other hand, the proposed CSSD algorithm ensures successful operation when the number of center-stage switches is almost two times the number of inputs in each input switch (p ≈ 2q − 1). This number of switches can be reduced when a more sophisticated algorithm is designed. In Fig. 4 , we can see that a connection realized through M 5 can be moved to M 4 , and one less switch is needed in the center stage. Similarly, connections from M 8 can be moved to switches M 6 and M 7 . In practical networks, n is usually big (we can have about 350 FSUs in the C-band), while m max is limited to not more than 20. In this case, we cannot construct an n-slot connection and hence, the blocking state which is presented in Fig. 2 cannot be constructed. Thus, the necessary conditions will change. In the paper, we considered only the switching fabrics with k = n. By increasing k, we can reduce p. In the considered switching fabrics, when k = 2n, we can divide FSUs in interstage links to two subsets and consider one center-stage switch with k FSUs on input and output links as two logical switches with n FSUs in these links. The number of switches can then be reduced by two. However, when we consider that, in one link with k = 2n FSUs we can have two n-slot connections but instead of two ( n 2 + 1)-slot connections we can accommodate three of them, both the necessary and sufficient RNB conditions would have to be changed. Modifications in the algorithm should also be done when k > n. WOJCIECH 
