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The geometry of the generalized algebraic Riccati
equation and of the singular Hamiltonian system
Lorenzo Ntogramatzidis, and Augusto Ferrante
Abstract
This paper analyzes the properties of the solutions of the generalized continuous algebraic Riccati
equation from a geometric perspective. This analysis reveals the presence of a subspace that may provide
an appropriate degree of freedom to stabilize the system in the related optimal control problem even in
cases where the Riccati equation does not admit a stabilizing solution.
I. INTRODUCTION
This paper investigates the geometric properties of the set of solutions of the so-called con-
strained generalized continuous algebraic Riccati equation associated with the infinite-horizon
linear quadratic (LQ) optimal control problem, when the matrix R weighting the input in the cost
function is allowed to be singular. This problem, often referred to as the singular LQ problem,
has a long history. It has been investigated in several papers and with different techniques, see
[12], [24], [19], [17], [13] and the references therein. See also the monographs [1], [14], [16],
[20] for a more general discussion.
In particular, in the foundational contributions [12] and [24] it was proved that an optimal
solution of the singular LQ problem exists for all initial conditions if the class of controls is
extended to include distributions. A different perspective was offered in [17], where a geometric
approach was employed on the Hamiltonian differential equation to study the subspace of initial
conditions for which the control law is impulse-free.
In the discrete time this issue does not arise, and it is an established fact that the solution
of regular and singular infinite-horizon LQ problem can be found resorting to the so-called
constrained generalized discrete algebraic Riccati equation, see [7]. Considerable effort has
been devoted — also in recent years — in providing a geometric characterization of the set of
solutions of this discrete Riccati equation, see e.g. [22] and [7]. A similar characterization for
the continuous-time generalized Riccati equation has never been considered.
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2There are several reasons for considering this equation and for analyzing the geometric
structure of its solutions. The first, which is our main motivation, is given by the recent results
connecting the continuous time generalized Riccati equation with LQ optimal control problems
[8]. Another reason derives from the fact that this equation is a particular case of an even more
general type of Riccati equation that arises in the literature that flourished in the past twenty
years on stochastic optimal control, see e.g. [1], [2], [3], [4], [10], [11] and the references cited
therein as well as [26], [27], [28] for the dual version in filtering problems. These research lines
may benefit of our contribution. In fact, the natural approach in this field is based on the study of
the corresponding Hamiltonian system, so that our new geometric results may furnish a powerful
point of view to deal with these problems and with the associated numerical analysis.
In [15] the constrained generalized continuous algebraic Riccati equation was defined, in
analogy with the discrete case, by replacing the inverse of the matrix R appearing in the standard
Riccati equation with its pseudo-inverse. In particular, this paper offers a characterization in terms
of deflating subspaces of the Hamiltonian pencil of the conditions under which the constrained
generalized Riccati equation has a stabilizing solution.
To our best knowledge, the recent papers [8], [9] were the first attempts to link this equation to
singular LQ optimal control problems. In [8], [9] it was shown that the existence of symmetric
solutions of the constrained generalized continuous-time Riccati equation is equivalent to the
existence of impulse-free solutions of the associated singular LQ problem from any initial
condition. This means, in particular, that an optimal control can always be expressed as a state-
feedback. Now that the connection between the constrained generalized continuous-time algebraic
Riccati equation and the singular LQ problem has been explained, the important issue arises of
analyzing the set of solutions of such equation and the relations of each such solution with the
corresponding LQ control problem.
In this paper a geometric analysis is carried out on the structure of the symmetric solutions
of the constrained generalized continuous-time algebraic Riccati equation. This analysis leads to
the following main contributions. First, we show that the dynamics of the closed-loop system can
be divided into a part that depends on the particular solution X that we are considering, and one
which is independent of it. We also show that the latter dynamics, which is not necessarily stable,
is confined to an output nulling subspace, so that it does not contribute to the cost function. The
spectrum associated with the reachable part of this dynamics can therefore be assigned without
affecting the optimality of the cost. As a consequence, we show that the LQ optimal control
problem may admit a stabilizing solution even in cases in which the generalized continuous-time
Riccati equation does not admit a stabilizing solution. This is a new feature that has no parallel
in the regular LQ problems. We finally address the analysis of the structure of the corresponding
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3Hamiltonian system and its relations with the generalized algebraic Riccati equations and the
singular LQ optimal control problems: we show that differently from the regular case, only the
eigenvalues of the closed-loop dynamics that depend on the particular solution X correspond
– together with their mirrored values – to the invariant zeros of the Hamiltonian system. An
anonymous reviewer has pointed out that some of the results of this paper may be alternatively
obtained by performing a preliminary transformation that brings the system in the so-called
special coordinate basis of [19]. We believe that a direct derivation of these results will provide
additional insight to some readers as it connects the results with the structure of the Hamiltonian
system.
II. THE GENERALIZED RICCATI EQUATION AND LINEAR QUADRATIC OPTIMAL CONTROL
Let Q ∈ Rn×n, S ∈ Rn×m, R ∈ Rm×m. We make the following standing assumption:
Π
def
=
[
Q S
S⊤ R
]
= Π⊤ ≥ 0. (1)
The triplet Σ
def
= (A,B,Π) is referred to as Popov triple.
From the properties of the Schur complement, we recall that the condition Π = Π⊤ ≥ 0 is
equivalent to the simultaneous satisfaction of the three conditions
• R ≥ 0;
• kerR ⊆ kerS;
• Q−SR†S⊤ ≥ 0;
Dually, Π ≥ 0 if and only if
• Q ≥ 0;
• kerQ ⊆ kerS⊤;
• R−S⊤Q†S ≥ 0.
See e.g. [18] or [7] for a proof. From these considerations it follows also that if Π = Π⊤ ≥ 0,
then SR†R = S and S⊤Q†Q = S⊤.
The classic LQ problem can be stated as the problem of finding the control u(t), t ≥ 0, that
minimizes
J∞(x0,u) =
∫ ∞
0
[ x⊤(t) u⊤(t) ]
[
Q S
S⊤ R
][
x(t)
u(t)
]
dt (2)
subject to the constraint
x˙(t) = Ax(t)+Bu(t), x(0) = x0 ∈ Rn (3)
where A ∈Rn×n and B ∈Rn×m. When R is positive definite, the optimal control (when it exists)
does not include distributions, since in such a case an impulsive control u will always cause
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4J∞(x0,u) to be unbounded for any x0 ∈ Rn. If R is only positive semidefinite, in general the
optimal solution can contain the Dirac delta distribution and its derivatives. In the very recent
literature, it has been shown that important links exist between the existence of the solutions of
the constrained generalized continuous algebraic Riccati equation (often denoted by the acronym
CGCARE and formally introduced in the next section) and the non-impulsive optimal solutions
of the infinite-horizon LQ problem, [8], [9]. This point represents a crucial difference between the
discrete and the continuous time. Indeed, while in the discrete time the existence of symmetric
positive semidefinite solutions of the constrained generalized discrete algebraic Riccati equation
is equivalent to the solvability of the infinite-horizon LQ problem, in the continuous-time case
this correspondence holds for the so-called regular solutions, i.e., the optimal controls of the LQ
problem that do not contain distributions.
LQ problems have been found to be very important as control problems in their own right.
On the other hand, in the last thirty years the LQ problem has been often used as a building
block to solve different, and usually more articulated, optimal control problems. For example,
in the so-called H2 problem [21] the index to be minimized is the norm of the output of the
system
y(t) =C x(t)+Du(t).
The corresponding LQ problem is obtained by defining Q = C⊤C, S = C⊤D and R = D⊤D.
Since the very vast majority of systems (for example virtually all mechanical systems) are
strictly proper, then the corresponding LQ problem is usually singular.
III. GENERALIZED CARE
Consider the following matrix equation1
X A+A⊤X − (S+X B)R† (S⊤+B⊤X)+Q = 0, (4)
where the matrices Q,A ∈ Rn×n, B,S ∈ Rn×m, R ∈ Rm×m are as defined in the previous section.
Equation (4), where R is allowed to be singular, is often referred to as the generalized continuous
algebraic Riccati equation GCARE(Σ). Equation (4) along with the condition
kerR ⊆ ker(S+X B), (5)
will be referred to as constrained generalized continuous algebraic Riccati equation, and denoted
by CGCARE(Σ). In view of the positive semidefiniteness of Π, as already observed in Section
II, we have kerR⊆ kerS, which implies that (5) is equivalent to kerR⊆ ker(X B). The following
1The symbol M† denotes the Moore-Penrose pseudo-inverse of matrix M.
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5notation is used throughout the paper. First, let G
def
= Im−R†R be the orthogonal projector that
projects onto kerR. Moreover, we consider a non-singular matrix T = [T1 | T2] where imT1 = imR
and imT2 = imG, and we define B1
def
= BT1 and B2
def
= BT2. Finally, to any X = X
⊤ ∈ Rn×n we
associate the following matrices
QX
def
= Q+A⊤X +X A, SX
def
= S+X B, (6)
KX
def
= R† S⊤X , AX
def
= A−BKX , ΠX def=
[
QX SX
S⊤X R
]
. (7)
When X is a solution of CGDARE(Σ), then KX is the corresponding gain matrix, and AX the
associated closed-loop matrix.
Remark 1: A symmetric and positive semidefinite solution of the generalized discrete-time
algebraic Riccati equation also solves the constrained generalized discrete-time algebraic Riccati
equation. This fact does not hold in the continuous time, i.e., not all symmetric and positive
semidefinite solutions of GCARE(Σ) are also solutions of CGCARE(Σ).
IV. CHARACTERIZATION OF THE SOLUTIONS OF CGCARE
The purpose of this section is to provide a geometric characterization for the set of solutions of
the generalized continuous algebraic Riccati equation. To this end, we first recall some concepts
of classical geometric control theory that will be used in the sequel. More details can be found e.g.
in [23]. Consider a system described by (3) along with the output equation y(t) =C x(t)+Du(t),
that we concisely identify with the quadruple Σ0 = (A,B,C,D).
The invariant zeros of Σ0, here denoted by Z (A,B,C,D), are the values s ∈ C such that
the rank of the Rosenbrock system matrix pencil
[
A−sIn B
C D
]
is smaller than its normal rank,
[25, Def. 3.16]. We recall that the reachable subspace is R0 = im[ B AB . . . An−1B ],
and coincides with the smallest A-invariant subspace of Rn containing the image of B, i.e.
R0 = 〈A | imB〉. An output-nulling subspace V of Σ0 is a subspace of Rn for which there exists
a matrix F ∈Rm×n such that (A+BF)V ⊆ V ⊆ ker(C +DF). Any real matrix F satisfying
these inclusions is referred to as a friend of V . We denote by F(V ) the set of friends of V . We
denote by V ⋆ the largest output-nulling subspace of Σ0, which represents the set of all initial
states x0 of Σ0 for which a control input exists such that the corresponding output function is
identically zero. Such an input function can always be implemented as a static state feedback of
the form u(t) = F x(t) where F ∈ F(V ⋆). The so-called output-nulling reachability subspace on
V ⋆, herein denoted with R⋆, is the smallest (A+BF)-invariant subspace of Rn containing the
subspace V ⋆∩B ker D, where F∈F(V ⋆), i.e., R⋆ = 〈A+BF |V ⋆∩B kerD〉 where F ∈ F(V ⋆).
Let F ∈ F(V ⋆). The closed-loop spectrum (viewed as a multiset, with aggregation denoted by ⊎)
can be partitioned as σ(A+BF) = σ(A+BF |V ⋆)⊎σ(A+BF |X /V ⋆), where σ(A+BF |V ⋆)
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6is the spectrum of A+BF restricted to V ⋆ and σ(A+ BF |X /V ⋆) is the spectrum of the
mapping induced by A+BF on the quotient space X /V ⋆. The eigenvalues of A+BF restricted
to V ⋆ can be further split into two disjoint sets: the eigenvalues of σ(A+BF |R⋆) are all freely
assignable with a suitable choice of F in F(V ⋆). The eigenvalues in σ (A+BF |V ⋆/R⋆) – which
coincide with the invariant zeros of Σ0, see e.g. [23, Theorem 7.19] – are fixed for all the choices
of F in F(V ⋆).
Since Π is assumed symmetric and positive semidefinite, we can consider a factorization of
the form
Π =
[
Q S
S⊤ R
]
=
[
C⊤
D⊤
]
[ C D ], (8)
where Q =C⊤C, S =C⊤D and R = D⊤D. Let us define G(s) def=C (s In−A)−1B+D. Let G∼(s) def=
G⊤(−s). The “spectrum” or “spectral density” Φ(s) def= G∼(s)G(s) can be written as
Φ(s) = [ B⊤(−s In−A⊤)−1 Im ]
[
Q S
S⊤ R
] [
(s In−A)−1B
Im
]
,
which is also referred to as Popov function. We recall the following classical result.
Lemma 1: For any X = X⊤ ∈ Rn×n, there holds
Φ(s) = [ B⊤(−s In−A⊤)−1 Im ]ΠX
[
(s In−A)−1B
Im
]
. (9)
Proof: The statement follows on noticing that
[ B⊤(−s In−A⊤)−1 In ](ΠX −Π)
[
(s In−A)−1B
In
]
=−B⊤(s In+A⊤)−1[(s In+A⊤)X −X(s In−A)](s In−A)−1B
−B⊤(s In +A⊤)−1X B+B⊤X(s In−A)−1B = 0.
The following important result relates the rank of the spectrum Φ(s) with that of the matrix
R, and it provides an explicit expression for a square spectral factor of Φ(s).
Theorem 1: Let X = X⊤ solve CGCARE(Σ). Then,
1) the normal rank of Φ(s) is equal to the rank of R;
2) W (s)
def
= R
1
2 R†S⊤X (s In−A)−1B+R
1
2 is a square spectral factor of Φ(s).
Proof: As already observed, since X is a solution of CGCARE(Σ), there holds kerR⊆ ker(XB).
It follows that ΠX can be written as ΠX = V
[
QX−SX R†S⊤X 0
0 R
]
V⊤, where V =
[
In SX R
†
0 Im
]
. More-
over, if X solves CGCARE(Σ), we get QX − SX R†S⊤X = 0, and ΠX can be factored as ΠX =(
V
[
0 0
0 R
1
2
])([
0 0
0 R
1
2
]
V⊤
)
. From
[
0 0
0 R
1
2
][
In 0
R† S⊤X Im
]
=
[
0 0
R
1
2 R† S⊤X R
1
2
]
, we find that Φ(s) can be
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7written as Φ(s)=W⊤(−s)W (s), where W (s)= R 12 R†S⊤X (s In−A)−1B+R
1
2 = R
1
2 [Im+R
†S⊤X (s In−
A)−1B]. Thus we can write W (s)=R
1
2 TX(s), where TX(s)
def
= Im+R
† S⊤X (s In−A)−1B is square and
invertible for all but finitely many s ∈C. Its inverse can be written as T−1X (s) = Im−R†S⊤X (s In−
AX)
−1B. Thus, the normal rank of (T⊤X (−s))−1Φ(s)T−1X (s) = R is equal to the normal rank r of
Φ(s).
In the following lemma, given a solution of CGCARE(Σ), a subspace that will be shown to
play a crucial role in the solution of the associated optimal control problem will be introduced.
This subspace is the reachable subspace associated with the pair (AX ,BG).
Lemma 2: Let X = X⊤ solve CGCARE(Σ) and define
R0,X
def
= im[ BG AX BG A
2
X BG . . . A
n−1
X BG ]. (10)
Let CX
def
=C−DR†S⊤X . There holds R0,X ⊆ kerCX .
Proof: Since Φ(s) = G⊤(−s)G(s) =W⊤(−s)W (s) with W (s) = R 12 TX(s), we find
G(s)T−1X (s) =
(
C (s In−A)−1B+D
)(
Im−R†S⊤X (s In−AX)−1B
)
= C (s In−A)−1B+D+C (s In−AX)−1B
−DR† S⊤X (s In−AX)−1B
= (C−DR†S⊤X )(s In−AX)−1B+D,
where the first equality follows from observing that BR†S⊤X = A−AX = (s In−AX)− (s In−A).
We have already shown that (T⊤X (−s))−1Φ(s)T−1X (s) = R. Thus, kerR⊆ kerG(s)T−1X (s). Hence,
G(s)T−1X (s)kerR =CX (s In−AX)−1BkerR+D kerR = {0}. Since D kerR = {0}, then CX (s In−
AX)
−1B2 = 0. Therefore, R0,X must be in kerCX .
In the case where X = X⊤ is the solution of GCARE(Σ) corresponding to the optimal cost, it
is intuitive and simple to see that kerX is output-nulling for the quadruple (A,B,C,D) and the
corresponding gain −KX is a friend of kerX , on the basis of the optimality and of the fact that
the cost cannot be smaller than zero in view of the positivity of the index. Stated differently, if
x0 ∈ kerX , applying the control u(t) = −KX x(t) ensures that x(t) ∈ kerX for all t ≥ 0, and the
cost remains at zero, i.e., [
A−BKX
C−DKX
]
kerX ⊆ kerX ⊕{0}.
However, the following much stronger result holds.
Theorem 2: Let X = X⊤ be a solution of GCARE(Σ). Then, kerX is an output-nulling subspace
of the quadruple (A,B,C,D) and −KX is a friend of kerX , or, equivalently, kerX is AX -invariant
and contained in the null-space of CX .
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8Proof: Since X is a solution of GCARE(Σ), the closed-loop Lyapunov equation
X AX +A
⊤
X X +Q0X = 0 (11)
holds, where Q0X
def
= Q− SR†S⊤+X BR†B⊤X = C⊤X CX ≥ 0. Moreover, from the definition of
CX we also get Q0X =C
⊤
X CX = [ In −KX ]Π
[
In
−K⊤X
]
≥ 0. Now, consider the Lyapunov equation
X AX +A
⊤
X X +C
⊤
X CX = 0, and let ξ ∈ kerX . By multiplying this equation from the left by ξ⊤ and
from the right by ξ we obtain CX ξ = 0, which says that kerX ⊆ kerCX . With this fact in mind,
we multiply the same equation from the right by ξ , and we obtain X AX ξ = 0, which says that
kerX is AX -invariant. Thus, kerX is an AX -invariant subspace contained in the null-space of CX ,
and is therefore an output-nulling subspace for (A,B,C,D) and −KX =−R†SX is an associated
friend.
We recall that we have defined the subspace R0,X as the reachability subspace of the pair
(AX ,BG). Since AX depends on the solutions X = X
⊤ of CGCARE(Σ) considered, at first glance
it appears that the subspace R0,X also depends on X . However, we now prove that this is not
the case: the subspace R0,X is independent of the particular solution X = X
⊤ of CGCARE(Σ).
Moreover, AX restricted to this subspace does not depend on the particular solution X = X
⊤ of
CGCARE(Σ).
Theorem 3: Let X = X⊤ be a solution of CGCARE(Σ), and let R0,X be defined by (10). Then,
• X R0,X = {0};
• R0,X is independent of X ;
• AX |R0,X is independent of X .
Proof: Since R0,X is AX -invariant and is contained in kerCX , in a basis of the state space
adapted to R0,X we have R0,X = im
[
Ir
0
]
, AX =
[
AX ,11 AX ,12
0 AX ,22
]
, B2 =
[
B21
0
]
, CX = [ 0 CX ,2 ],
where r = dimR0,X . If we partition X conformably with this basis as X =
[
X11 X12
X⊤12 X22
]
, we need
to show that X11 = 0 and X12 = 0. Due to the structure of CX , by pre- and post-multiplying
the closed-loop Lyapunov equation X AX +A
⊤
X X +C
⊤
X CX = 0 by [ Ir 0 ] and
[
Ir
0
]
, respectively,
we get X11AX ,11+A
⊤
X ,11X11 = 0. Now, kerR⊆ ker(X B) implies X B2 = 0, which in turn implies
X11B21 = 0 and X
⊤
12B21 = 0. Therefore, X11 satisfies
[
X11AX ,11+A
⊤
X ,11X11 X11B21
B⊤21X11 0
]
= 0. Since the
pair (AX ,11,B21) is reachable, it is always possible to choose a matrix K in such a way that
AX ,11+B21K has unmixed spectrum. Thus,
0 =
[
Ir K
⊤
0 In−r
][
X11AX ,11+A
⊤
X ,11X11 X11B21
B⊤21X11 0
][
Ir 0
K In−r
]
=
[
X11(AX ,11+B21K)+(AX ,11+B21K)
⊤X11 X11B21
B⊤21X11 0
]
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9gives X11 = 0. The Lyapunov equation (11) reads as[
0 X12AX ,22
X⊤12AX ,11 ⋆
]
+
[
0 A⊤X ,11X12
A⊤X ,22X
⊤
12 ⋆
]
+
[
0 0
0 ⋆
]
= 0,
which leads to X12AX ,22+A
⊤
X ,11X12 = 0. This identity, together with X
⊤
12B21 = 0, leads to X12 = 0
in view of the observability of the pair (A⊤X ,11,B
⊤
21). Thus, X R0,X = {0}.
We now want to show that R0,X is independent of X , where X = X
⊤ is a solution of
CGCARE(Σ). In a certain basis of the input space, we can write R =
[
R0 0
0 0
]
, where R0 is
positive definite. Matrix B can be written conformably with this basis as B = [B1 B2 ]. From
(5), in this basis we must have B⊤2 X = 0, i.e., X BG = 0. Let us write AX = F −BR†B⊤X ,
where F
def
= A−BR† S⊤. We show that R0,X , i.e, the reachable subspace of the pair (AX ,BG),
coincides with that of the pair (F,BG), which is independent of X since F is independent
of X . First, we observe that AX B2 = (F − BR†B⊤X)B2 = F B2, since as already observed
X B2 = 0. We now prove by induction that A
j
X B2 = F
j B2 for all j ∈ N. The statement has
been proved for j = 1. Assume AkX B2 = F
k B2 for some k > 1. First, in view of Theorem 2,
kerX is AX -invariant, which also implies that A
k
X kerX ⊆ kerX , i.e., X AkX kerX = {0}. On the
other hand, since imB2⊆ kerX , we have also X AkX B2 =X Fk B2= 0. Thus, Ak+1X B2 =AX Fk B2 =
(F −BR†B⊤X)Fk B2 = F Fk B2 = Fk+1B2. It is now clear that
R0,X = im[ B2 AX B2 . . . A
n−1
X B2 ] = im[ B2 F B2 . . . F
n−1B2 ]
which is independent of X . We now prove that AX |R0,X is independent of X . Let Y = Y⊤ now
be another solution of CGCARE(Σ). Let AY be the corresponding closed-loop matrix. We find
AX −AY = BR†(S⊤Y −S⊤X ) = BR†B⊤(Y −X). We want to show that in this basis we have AY =[
AX ,11 AY,12
0 AY,22
]
. From the considerations above, since it has been already proved that R0,X =R0,Y , in
this basis we have X =
[
0 0
0 X22
]
and Y =
[
0 0
0 Y22
]
, so that AY = AX −
[ ⋆ ⋆
⋆ ⋆
][0 0
0 X22−Y22
]
=
[
AX ,11 ⋆
0 ⋆
]
,
which shows that AX |R0,X = AY |R0,Y .
The next result shows that the reachable subspace associated with the pair (AX ,BG), which we
denoted by R0,X , coincides with the largest reachability output-nulling subspace on the output-
nulling subspace kerX . In view of Theorem 3, such reachability output-nulling subspace (and
the corresponding restriction of the closed-loop mapping to it) is therefore independent of the
particular solution X = X⊤ of CGCARE(Σ) that we consider.
Theorem 4: Let X = X⊤ be a solution of CGCARE(Σ). Let R⋆kerX be the largest reachability
subspace on kerX . Then, R⋆kerX = R0,X .
Proof: Since R0 is the reachable subspace of the pair (AX ,BG), it is the smallest AX -invariant
subspace containing im(BG) = B kerD. On the other hand, the reachability subspace R⋆kerX on
kerX is the smallest (A+ BF)-invariant subspace containing kerX ∩ B kerD, where F is an
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10
arbitrary friend of kerX , i.e., F is any feedback matrix such that (A+ BF)kerX ⊆ kerX ⊆
ker(C +DF), [23, Theorem 7.14]. Notice that R⋆kerX does not depend on the choice of the
friend F , [23, Theorem 7.18]. We have seen in Theorem 2 that F =−KX is a particular friend
of kerX . For this choice of F , we have A+BF = A−BKX = AX , so that R⋆kerX is the smallest
AX -invariant subspace containing kerX ∩B kerD. It is easy to see that kerX ∩B kerD coincides
with BkerD, because kerX ⊇ BkerD in view of the inclusion kerR⊆ kerXB following from (5).
V. THE HAMILTONIAN SYSTEM
The aim of this section is to establish a link between the geometric properties of the solutions
of CGCARE(Σ) presented in the previous section and the structure of the so-called Hamiltonian
system, which plays a crucial role in the study of the solutions of continuous-time (differential
and algebraic) Riccati equations. Recall that the Hamiltonian system associated with the Popov
triple Σ is defined by the equations[
x˙(t)
λ˙ (t)
]
=
[
A 0
−Q −A⊤
][
x(t)
λ (t)
]
+
[
B
−S
]
u(t)
y(t) = [ S⊤ B⊤ ]
[
x(t)
λ (t)
]
+Ru(t),
(12)
where the variable λ (t) is the costate vector. We define Aˆ
def
=
[
A 0
−Q −A⊤
]
, Bˆ
def
=
[
B
−S
]
, Cˆ
def
= [S⊤ B⊤ ]
and Dˆ
def
= R. The Hamiltonian system (12) is identified with the matrix quadruple (Aˆ, Bˆ,Cˆ, Dˆ).
The Hamiltonian system has strong relations with the corresponding optimal control problem.
Indeed, using an Euler-Lagrange approach, the optimality conditions of an LQ problem can
be written as in (12) with the additional constraint y(t) = 0 for all t ≥ 0. It is a classic and
very well-known result that the set of invariant zeros of the Hamiltonian system is mirrored
with respect to the imaginary axis, see e.g. [17]. Moreover, given a solution X of the standard
continuous-time algebraic Riccati equation, the invariant zeros of the Hamiltonian system (12)
are given by the union of the eigenvalues of the closed-loop matrix AX with those of −AX . In
symbols,
Z (Aˆ, Bˆ,Cˆ, Dˆ) = σ(AX)∪σ(−AX). (13)
The goal of this section is to show that when R is singular but the CGCARE(Σ) admits a solution
X , the set of invariant zeros of the Hamiltonian system (12) is a subset of such union. More
precisely, the following result holds.
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Theorem 5: Let X be a solution of CGCARE(Σ). Let the pair (AX ,BG) be written in the
reachability form as
[
AX ,11 AX ,12
0 AX ,22
]
,
[
B2,1
0
]
, where the pair (AX ,11,B2,1) is completely reachable.
Let ΓX
def
= AX ,22. There holds
Z (Aˆ, Bˆ,Cˆ, Dˆ) = σ(ΓX)∪σ(−ΓX).
In order to prove Theorem 5, we need the following technical lemmas.
Lemma 3: The set of invariant zeros of a quadruple (A,B,C,D) is invariant with respect to
state feedback and output injection and with respect to changes of coordinates in the state space,
i.e., for any matrices F and G and for any non-singular T of suitable sizes there hold
Z (A,B,C,D) = Z (A+BF,B,C+DF,D)
= Z (A+GC,B+GD,C,D)
= Z (T−1AT,T−1B,C T,D).
Proof: The first equality follows by observing that for all matrices F and for all s ∈ C there
holds
[
A+BF−sIn B
C+DF D
]
=
[
A−sIn B
C D
][
In 0
F Im
]
. The second is dual. The third statement follows from[
T−1AT−sIn T−1B
C T D
]
=
[
T−1 0
0 Ip
][
A−sI B
C D
][
T 0
0 Im
]
.
Lemma 4: Let X = X⊤ be a solution of CGCARE(Σ). The invariant zeros of the Hamiltonian
system (12) coincide with the generalized eigenvalues of the matrix pencil
Pˆ(s) =

 AX − s In 0 B0 −(A⊤X + s In) 0
0 B⊤ R

 . (14)
Proof: We perform a state-feedback transformation in (12). Let u(t)= [ −KX 0 ]
[
x(t)
λ (t)
]
+v(t),
so that [
x˙(t)
λ˙ (t)
]
=
[
A−BKX 0
−Q+SKX −A⊤
][
x(t)
λ (t)
]
+
[
B
−S
]
v(t)
y(t) = [ S⊤−RKX B⊤ ]
[
x(t)
λ (t)
]
+Rv(t)
Now we change coordinates in the state-space of the Hamiltonian system with T =
[
In 0
X In
]
, and
we obtain
Aˆ′ = T−1AˆT =
[
In 0
−X In
][
A−BKX 0
−Q+SKX −A⊤
][
In 0
X In
]
= diag{AX ,−A⊤},
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since−X AX−Q+SKX −A⊤X = 0 in view of CGCARE(Σ). Moreover Bˆ′=T−1 Bˆ=
[
In 0
−X In
][
B
−S
]
=[
B
−X B−S
]
and Cˆ′ = Cˆ T = [ S⊤−RKX B⊤ ]
[
In 0
X In
]
= [ S⊤−RR†SX B⊤ ] = [ 0 B⊤ ]. Fi-
nally, Dˆ′ = R. In view of Lemma 3, we have Z (Aˆ, Bˆ,Cˆ, Dˆ) =Z (Aˆ′, Bˆ′,Cˆ′, Dˆ′). Now we perform
an output-injection using the matrix G =
[
0
K⊤X
]
and we obtain
Aˆ′′ = Aˆ′+GCˆ =
[
AX 0
0 −A⊤
]
+
[
0
K⊤X
]
[ 0 B⊤ ] =
[
AX 0
0 −A⊤X
]
Bˆ′′ = Bˆ′+GDˆ =
[
B
−X B−S
]
+
[
0
K⊤X
]
R =
[
B
0
]
Cˆ′′ = Cˆ′ = [ 0 B⊤ ] Dˆ′′ = Dˆ′ = R,
where we have used the fact that −X B−S+SX R†R = 0 since SR†R = S and XB(R†R− Im) = 0.
Again, in view of Lemma 3, we have Z (Aˆ, Bˆ,Cˆ, Dˆ) = Z (Aˆ′′, Bˆ′′,Cˆ′′, Dˆ′′). Thus, the invariant
zeros of the Hamiltonian system (Aˆ, Bˆ,Cˆ, Dˆ) are the values of ζ ∈ C such that the Rosenbrock
matrix pencil (14) loses rank.
It is worth remarking that the generalized eigenvalues of Pˆ(s) are independent of the solution
X = X⊤ of CGCARE(Σ), since these coincide with the invariant zeros of the Hamiltonian system.
Observe also that when R is non-singular (i.e., when X is a solution of CARE(Σ)), this result
allows us to re-obtain (13), since clearly
σ(Pˆ(s)) = σ(AX − s In)∪σ(A⊤X + s In), (15)
where the symbol σ(Pˆ(s)) stands for the set of generalized eigenvalues of the pencil Pˆ(s)
counting multiplicities. However, (15) does not hold when R is singular.
Example 5.1: Let A =
[−4 0
2 6
]
, B =
[
0 −7
2 −4
]
, Q =
[
17
4 0
0 0
]
, S =
[
0 0
0 0
]
, R =
[
0 0
0 4
]
. The matrix
X = diag{−1,0} is a solution of CGCARE(Σ) but CARE(Σ) is not defined in this case. The
closed-loop matrix is AX =
[
33/4 0
9 6
]
. Applying the result in Lemma 4 we find that the Rosenbrock
matrix associated with the Hamiltonian system can be written as
Pˆ(s) =


33
4
− s 0 0 0 0 −7
9 6− s 0 0 2 −4
0 0 − 33
4
− s −9 0 0
0 0 0 −6− s 0 0
0 0 0 2 0 0
0 0 −7 −4 0 4


.
The normal rank of Pˆ(s) is equal to 5. The eigenvalues of AX are equal to 33/4 and 6. While it
is true that when s =±33/4 the rank of Pˆ(s) is equal to 4, for both s = 6 and s =−6 the rank of
Pˆ(s) is equal to 5. This result says that, unlike the regular case, not all the eigenvalues of AX are
invariant zeros of the Hamiltonian system. Specifically, the invariant zeros of the Hamiltonian
system are ±33/4. 
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Theorem 6: Let X be a solution of CGCARE(Σ). Two matrices UX and VX exist such that
UX Pˆ(s)VX =

AX ,11− sIr B21 0 AX ,12 0 B11
0 0 −(A⊤X ,11+ sIr) 0 0 0
0 0 B⊤21 0 0 0
0 0 0 AX ,22− sIn−r 0 B12
0 0 −A⊤X ,12 0 −(A⊤X ,22+ sIn−r) 0
0 0 B⊤11 0 B
⊤
12 R0


, (16)
where the pair (AX ,11,B21) is reachable and R0 is invertible. Moreover, the sub-matrix pencil
Pˆ1(s)
def
=
[
AX ,22−sIn−r 0 B12
0 −(A⊤X ,22+sIn−r) 0
0 B⊤12 R0
]
in (16) is regular, and the generalized eigenvalues of the pencil Pˆ(s) are the generalized eigen-
values of Pˆ1(s).
Proof: Consider an orthogonal change of coordinate in the input space Rm induced by the
m×m orthogonal matrix T = [T1 T2 ] where imT1 = imR and imT2 = imG = kerR. In this basis
R is block-diagonal, with the first block being non-singular and the second being zero, i.e.,
T⊤RT = diag{R0,0}, where R0 is invertible. Its dimension is denoted by m1. Consider the block
matrix Tˆ
def
= diag{In, In,T}. By multiplying Pˆ(s) on the left by Tˆ⊤ and on the right by Tˆ , and by
defining the matrices B1
def
= BT1 and B2
def
= BT2 we get
Tˆ⊤Pˆ(s) Tˆ =


AX − sIn 0 B1 B2
0 −(A⊤X + sIn) 0 0
0 B⊤1 R0 0
0 B⊤2 0 0

 .
Notice that imB2 = im(BG) in view of the identity kerR= imG. Matrix B1 has m1 columns. Let
us denote by m2
def
= m−m1 the number of columns of B2. Let us now take a matrix H = [H1 H2 ]
such that imH1 is the reachable subspace from the origin of the pair (AX ,B2), which coincides
with the subspace kerR, yielding H−1AX H =
[
AX ,11 AX ,12
0 AX ,22
]
, H−1B2 =
[
B21
0
]
, H−1B1 =
[
B11
B12
]
.
Let Hˆ = diag{H,H, Im1, Im2} be partitioned conformably with the block structure of the pencil.
Reordering Hˆ−1Tˆ⊤Pˆ(s) Tˆ Hˆ via two suitable unimodular matrices Ω1 and Ω2 yields (16) with
UˆX = Ω1 Hˆ
−1 Tˆ⊤ and VˆX Tˆ Hˆ Ω2, where r is the size of the reachable subspace of the pair
(AX ,B2). We now proceed with the computation of the normal rank of P(s) . Since the pair
(AX ,11,B21) is reachable by construction, all the r rows of the submatrix [AX ,11− s Ir B21 ]
are linearly independent for every s ∈ C∪{∞}. This also means that of the r +m2 columns
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of [AX ,11− s Ir B21 ], only r are linearly independent, and this gives rise to the presence of a
null-space of P(s) whose dimension m2 is independent of s ∈ C∪{∞}. Thus,
rankPˆ(s) = r+ rank


−(A⊤X ,11+ s Ir) 0 0 0
B⊤21 0 0 0
0 AX ,22− s In−r 0 B12
−A⊤X ,12 0 −(A⊤X ,22+ s In−r) 0
B⊤11 0 B
⊤
12 R0


.
Again, since the pair (AX ,11,B21) is reachable, then (A
⊤
X ,11,B
⊤
21) is observable, and the rank of
the submatrix
[
−(A⊤X ,11+sIr)
B⊤21
]
is constant and equal to r for every s ∈ C∪{∞}. Thus, rankPˆ(s) =
2r+ rankP1(s), where
Pˆ1(s) =

 AX ,22− sIn−r 0 B120 −(A⊤X ,22+ sIn−r) 0
0 B⊤12 R0

 .
Since det Pˆ1(s)= det(AX ,22−s In−r) ·det(−(A⊤X ,22+s In−r)) ·detR0, a value s∈C can certainly be
found for which det Pˆ1(s) 6= 0. This means that the normal rank of Pˆ1(s) is equal to 2(n−r)+m1,
and therefore normrank Pˆ(s) = 2r+2(n−r)+m1= 2n+m1. It also follows that the generalized
eigenvalues of the pencil Pˆ(s) are the values s ∈ C∪{∞} for which the rank of Pˆ1(s) is smaller
than its normal rank 2(n−r)+m1. These values are the eigenvalues of AX ,22 plus their opposites,
including possibly the eigenvalue at infinity, whose multiplicity — be it algebraic or geometric
— is the multiplicity of the zero eigenvalue of the matrix P∞
def
= diag{In−r, In−r,0m1}. The last m1
columns of P∞ give rise to an eigenvalue at infinity whose multiplicity (algebraic and geometric)
is exactly equal to m1, since in this case the dimension of kerP∞ is equal to m1.
Theorem 5 now follows as a corollary of Theorem 4. Indeed, from (16) we find Z (Aˆ, Bˆ,Cˆ, Dˆ)=
σ(AX ,22)∪σ(−AX ,22). It turns out that, unlike the regular case, not all the eigenvalues of the
closed-loop matrix AX are invariant zeros of the Hamiltonian system (12). In particular, the
eigenvalues of AX restricted to R
⋆
kerX – which are the controllable eigenvalues of the pair
(AX ,BG) – are not invariant zeros of the Hamiltonian system, whereas the eigenvalues induced
by AX on R
n/R⋆kerX along with their opposites are invariant zeros of the Hamiltonian system.
Example 5.2: Consider Example 5.1. Using the solution X = diag{−1,0} of CGCARE(Σ)
we easily find that kerR and imR are respectively spanned by the vectors
[
1
0
]
and
[
0
1
]
. Hence,
by taking T =
[
0 1
1 0
]
we obtain T⊤RT = diag{4,0}. Hence, in this case m0 = 1. Moreover,
we partition BT as BT =
[−7 0
−4 2
]
, so that B1 =
[−7
−4
]
and B2 =
[
0
2
]
. As expected, the image
of B2 = BG is exactly equal to the reachability subspace on kerX = span
{[
0
1
]}
, which in
this case coincides with span
{[
0
1
]}
. The normal rank of the Pˆ(s) is equal to 2n+m0 = 5.
The invariant zeros of the Hamiltonian system are given by the uncontrollable eigenvalues of
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the pair (AX ,B2) =
([
33/4 0
9 6
]
,
[
0
2
])
plus their opposites, i.e., 33/4 and one at −33/4. Since
AX ,22 = 0 and B12 = 2, the matrix pencil Pˆ(s) also has a generalized eigenvalue at infinity with
multiplicity equal to the dimension of ker
[
0 0
2 0
]
, which is equal to 1. By writing the Rosenbrock
matrix pencil associated with the Hamiltonian system in the form given by (16), we get in fact
Tˆ⊤Pˆ(s) Tˆ =


6− s 2 0 9 0 −4
0 0 −6− s 0 0 0
0 0 2 0 0 0
0 0 0 33
4
− s 0 −7
0 0 −9 0 −( 33
4
+ s) 0
0 0 −4 0 −7 4


, (17)
which shows that 33/4 and −33/4 are indeed the only finite generalized eigenvalues of Pˆ(s).
Remark 2: The MATLAB R© routine for the solution of the continuous-time algebraic Riccati
equation is care.m. This routine requires matrix R to be positive definite, and delivers the
stabilizing solution of this equation (which exists if and only if (A,B) is stabilizable and the
Hamiltonian matrix has no eigenvalues on the imaginary axis). Thus, care.m cannot handle
the case where R is singular. Using the decomposition in this section, and using care.m for
the regular part of the Hamiltonian pencil delivers the solution of CGCARE(Σ) which, loosely
speaking, is as stabilizing as possible. Differently from what happens in the standard case, when
no stabilizing solutions of CGCARE(Σ) exist, it may still be possible to add another feedback
which stabilizes the system, as the following section will show.
VI. STABILIZATION
In the previous sections, we have observed that the eigenvalues of the closed-loop matrix AX
restricted to the subspace R0,X are independent of the particular solution X =X
⊤ of CGCARE(Σ)
considered. This means that these eigenvalues – which do not appear as invariant zeros of
the Hamiltonian system – are present in the closed-loop regardless of the solution X = X⊤ of
CGCARE(Σ) that we consider. On the other hand, we have also observed that R0,X coincides with
the subspace R⋆kerX , which is by definition the smallest (A−BKX)-invariant subspace containing
kerX ∩B kerD = im(BG). It follows that it is always possible to find a matrix L that assigns all
the eigenvalues of the map (AX +BGL) restricted to the reachable subspace R
⋆
kerX , by adding
a further term BGLx(t) to the feedback control law, because this does not change the value
of the cost with respect to the one obtained by u(t) = −KX x(t). Indeed, the additional term
only affects the part of the trajectory on R⋆kerX which is output-nulling. However, in doing so
it may stabilize the closed-loop if kerX is externally stabilized by −KX , see [23]. Indeed, since
July 14, 2018 DRAFT
16
R0,X is output-nulling with respect to the quadruple (A,B,C,D), it is also output-nulling for the
quadruple (A−BKX ,B,C−DKX ,D), and two matrices Ξ and Ω exist such that[
AX
CX
]
R0,X =
[
R0,X
0
]
Ξ+
[
B
D
]
Ω, (18)
where R0,X is a basis matrix of R0,X . In order to find a feedback matrix that stabilizes the
system, we solve the former in Ξ and Ω, so as to find L such that
[
AX+BL
CX+DL
]
R0,X =
[
R0,X
0
]
Ξ,
where the eigenvalues of Ξ are the eigenvalues of the map AX +BL restricted to R0,X . We first
compute the set of solutions of (18) in Ξ and Ω, i.e.,[
Ξ
Ω
]
=
[
Ξˆ
Ωˆ
]
+
[
H1
H2
]
K,
[
Ξˆ
Ωˆ
]
def
=
[
R0 B
0 D
]†[
AX
CX
]
R0 (19)
and
[
H1
H2
]
is a basis matrix of ker
[
R0 B
0 D
]
. Since R0,X is a controllability subspace, the pair (Ξˆ,H1)
is reachable. This implies that a matrix K in (19) can always be found so that the eigenvalues of
Ξ are freely assignable (provided they come in complex conjugate pairs). Hence, we use such
K in (19) and then we compute L =−ΩR†0. This choice guarantees that only the eigenvalues of
AX restricted to R0,X get affected by the use of L.
Example 6.1: Let A =
[−8 0
6 0
]
, B=
[
0
−4
]
, C = [ 4 0 ], D= 0, so that Q=C⊤C = diag{16,0},
S =C⊤D = 0 and R = D⊤D = 0. One can directly verify that the set of solutions of GCARE(Σ)
is parameterized in t ∈ R as Xt =
[
9
16 t+1
3
4 t
3
4 t t
]
. Thus, X = X0 =
[
1 0
0 0
]
is the only solution of
GCARE(Σ) for which kerR⊆ ker(S+X B). This implies that X = X0 =
[
1 0
0 0
]
is the only solution
of CGCARE(Σ), and it is positive semidefinite. Since R = 0, we find KX = [0 0 ], which implies
AX = A. Hence, CGCARE(Σ) does not admit a stabilizing solution. However, we now see that
the infinite-horizon problem admits an optimal solution which is also stabilizing. Indeed, we
find R0,X = im
[
0
1
]
. The eigenvalue of AX restricted to R0,X is 0, while the eigenvalue induced
by the map AX on the quotient space R
2/R0,X is −8. The optimal trajectory is[
x1(t)
x2(t)
]
= eAX t
[
x1(0)
x2(0)
]
=
[
e−8t 0
3
4
(
1− e−8t) 1
][
x1(0)
x2(0)
]
,
which implies that the optimal cost is J∗ = x21(0), i.e., it coincides with x
⊤(0)X0 x(0). We can
find another optimal solution that assigns the additional eigenvalue of the closed loop to −1. In
this case,
[
R0,X B
0 D
]†
=
[
0 0
1 −4
0 0
]†
= 1
17
[
0 1 0
0 −4 0
]
, so that
[
Ξˆ
Ωˆ
]
=
[
0
0
]
using (19). Moreover, a basis
for the null-space of
[
R0,X B
0 D
]
is
[
4
1
]
. We find
[
Ξ
Ω
]
=
[
4
1
]
K. Imposing Ξ =−1 gives K =−1/4,
which in turn gives L =−ΩR†0,X =−K
[
0
1
]†
= 1
4
[ 0 1 ] = [ 0 1
4
]. Thus, e(A+BL)t =
[
e−8 t 0
⋆ e−t
]
,
and the value of the cost remains J∗ = x21(0). This solution is optimal, and is also stabilizing.
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Thus, we found a stabilizing optimal control even in a situation in which CGCARE(Σ) does not
admit a stabilizing solution.
Remark 3: The same procedure used in Example 6.1 can be used also in examples where
the eigenvalues of AX are complex. Consider e.g. A =
[
1 1
−1 1
]
, B =
[
1
0
]
, and Q, S and R are zero
matrices. The only solution of CGCARE(Σ) is X = 0, so that σ(AX) = σ(A) = {1± i}. However,
using the same procedure of Example 6.1 we can find a matrix L = [ −9 19 ] which stabilizes
the system since σ(AX +BGL) = {−3,−4}. Thus, an optimal feedback that is stabilizing exists.
Remark 4: The case discussed in the previous example is somehow extreme. In fact, if
CGCARE(Σ) admits a solution and R = 0 (which clearly implies S = 0) it is clear that BG = B
and, for any solution X of CGCARE(Σ), AX = A. Therefore in this case there exists a matrix
L such that the system can be stabilized by the feedback AX +BGL (that does not affect the
cost index) if and only if (A,B) is stabilizable. This is an extreme case, but, as shown in the
following example, R = 0 is far from being a necessary condition for the occurrence of cases
where CGCARE(Σ) admits solutions, none of which is stabilizing, but there exist a solution X
and a matrix L such that AX +BGL is a stability matrix.
Example 6.2: Let A =
[
1 1 1
−3 1 0
1 0 0
]
, B =
[
0 2
0 0
1 0
]
, Q =
[
1 0 −1
0 0 0
−1 0 1
]
, S =
[
1 0
0 0
−1 0
]
and R =
[
1 0
0 0
]
. One
can directly verify that the only two solutions of CGCARE(Σ) are X0 = 0 and X1 = diag{0,0,2}.
None of these two solutions is stabilizing. Indeed, the eigenvalues of the closed-loop matrix
relative to X0 are {1,1± i
√
3}, while those of the one relative to X1 are {−1,1± i
√
3}. Thus,
CGCARE(Σ) does not have a stabilizing solution. Let us consider the solution X = X1. We have
AX1 =


1 1 1
−3 1 0
0 0 −1

 and BG =


0 2
0 0
0 0

 .
Thus, by suitably selecting L we can arbitrarily place the eigenvalues of the north-east corner
of AX1 +BGL while the third eigenvalue is fixed (and stable) and this new feedback does not
affect the cost (2). For example, we can take
L =
[
0 0 0
−7
2
3
2
0
]
so that the overall closed-loop matrix becomes
AX1 +BGL =


−6 4 1
−3 1 0
0 0 −1

 ,
whose eigenvalues are {−1,−2,−3} and, hence, it is stable.
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CONCLUDING REMARKS AND FUTURE DIRECTIONS
In this paper we investigated some structural properties of CGCARE arising from singular
LQ optimal control problems. These considerations revealed that a subspace can be identified
that is independent of the particular solution of the Riccati equation considered and, even more
importantly, such that the closed-loop matrix restricted to this subspace does not depend on the
particular solution of the Riccati equation. If such subspace is not zero, in the optimal control
a further term can be added to the state feedback associated with the solution of the Riccati
equation that does not affect the value of the cost function. This term can be expressed in
state-feedback form, and can be used as a degree of freedom to be employed to stabilize the
closed-loop even in cases in which no stabilizing solutions exist of the Riccati equation. As
for the discrete-time case, see [5], [6], our analysis is expected to lead to a procedure for the
order reduction of the CGCARE, which we believe will provide a relevant numerical edge in
the solutions of CGCARE.
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