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A set A in a metric space is called totally bounded if for each ε > 0 the set can be
ε-approximated by a ﬁnite set. If this can be done, the ﬁnite set can always be chosen
inside A. If the ﬁnite sets are replaced by an arbitrary approximating family of sets,
this coincidence may disappear. We present necessary and suﬃcient conditions for the
coincidence assuming only that the family is closed under ﬁnite unions. A complete
analysis of the structure of totally bounded sets is presented in the case that the
approximating family is a bornology, where approximation in either sense amounts to
approximation in Hausdorff distance by members of the bornology.
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1. Introduction
By a bornology B on a set X , we mean a family of subsets of X that is closed under taking ﬁnite unions, that is hered-
itary (closed under taking subsets), and that forms a cover of X . Bornologies have been widely applied in the theory of
locally convex spaces [15], where additional conditions are required, e.g., that the bornology be closed under vector addition
and scalar multiplication, and perhaps that the balanced hull of B ∈B remain in B. For example, over the last 15 years
J. Borwein and his associates [9] have used bornologies to develop a uniﬁed theory of differentiability for functions de-
ﬁned on general normed spaces, characterizing various geometric properties of spaces in terms of the relationship between
different bornological derivatives on various classes of functions.
More recently, there has been renewed interest in bornologies in general topology. Stemming from the wide applicability
of Hausdorff metric convergence and the weaker Attouch–Wets convergence (see, e.g., [1,6]) for sequences of closed sets,
Lechicki, Levi and Spakowski [20] initiated a comprehensive study of “bornological convergence” for nets of arbitrary sets
in a metric space 〈X,d〉 (see also [7,8]). The ﬁrst author, following S.-T. Hu [16], has investigated bornologies deﬁned on
a metrizable space that correspond to the bornology of bounded sets with respect to some admissible metric and associated
one-point extensions of the space [4] (see more generally [10,11]). Further, the Tychonoff Embedding Theorem has now been
extended to bornological universes [16], that is, topological spaces equipped with a bornology, characterizing the embeddabil-
ity of such a space in a product of real lines equipped with the product topology and a natural product bornology [5].
We list a few of the many natural bornologies on a metric space 〈X,d〉:
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(2) the power set P(X);
(3) the d-bounded subsets of X Bd(X);
(4) the d-totally bounded subsets sets of X ;
(5) the subsets of X with compact closure;
(6) the discrete subsets of X ;
(7) the nowhere dense subsets of X (provided X has no isolated points).
Given any family of subsets A of X there is a smallest bornology that contains it. Constructively, begin with A ∪F ,
form all ﬁnite unions of sets in this family, and then take all subsets. We call this the bornology generated by A . From
a cover of X directed by inclusion, we can obtain the bornology it generates simply by taking subsets. Such a cover is
called a base for the bornology it generates. Given A ⊆ X the bornology generated by P(A) is called a principal bornology.
Evidently, this bornology consists of all sets of the form B ∪ F where B ⊆ A and F ∈F . The set of bornologies BX on X
forms a complete lattice (with respect to set-theoretic inclusion) with smallest member F and largest member P(X). We
note that for bornologies B1 and B2, the binary lattice operations amount to
B1 ∧B2 =B1 ∩B2,
B1 ∨B2 = {B1 ∪ B2: B1 ∈B1, B2 ∈B2}.
Given a subset A of X and ε > 0 we denote the ε-enlargement of A by Aε , i.e.,
Aε := {x: x ∈ X and d(x, A) < ε}.
In this notation, the open ball with radius ε about x ∈ X is {x}ε , and a subset A of X is d-totally bounded if ∀ε > 0 ∃F ∈F
with F ⊆ A ⊆ F ε . Of course, it does not matter whether we require F to be contained in A or not. But if we replace F by
an arbitrary bornology B, this is no longer the case: the condition (1) ∀ε > 0 ∃B ∈B with B ⊆ A ⊆ Bε may be properly
stronger than (2) ∀ε > 0 ∃B ∈B with A ⊆ Bε . Following [20], we call the former condition B-total boundedness and the
latter condition weak B-total boundedness, and consistent with their notation, we denote the B-totally bounded sets by B∗
and the weakly B-totally bounded sets by B∗ . We note that weak B-total boundedness was considered by Lowen and
Sioen [21] in their study of topologies on closed sets that are topologies of uniform convergence of distance functions on
a bornology (see also [8]).
As Lechicki, Levi and Spakowski observed,
B⊆B∗ ⊆B∗,
and B∗ is a bornology. Further, different bornologies can induce the same totally bounded or weakly totally bounded sets,
e.g., the ordinary d-totally bounded sets are equally well induced by the sets with compact closure. The structure of B∗
is rather transparent: it is the closure of the initial bornology with respect to the Hausdorff pseudometric on P(X) (see
Section 2 below). On the other hand, the smaller family B∗ while a cover and closed under ﬁnite unions need not be
hereditary.
It is the purpose of this article to answer some basic questions about the totally bounded subsets B∗ induced by
a bornology B, including all of the following ones:
(1) When is a family of subsets A of X equal to B∗ for some bornology B?
(2) What is the structure of the bornologies that induce a particular family of totally bounded sets? Is there a largest and
a smallest bornology among them, and if so, what do they look like?
(3) Under what conditions is B∗ a bornology?
(4) Under what conditions does B∗ =B∗?
Further, we answer question (4) in a much more general setting, assuming only that the family B is closed under ﬁnite
unions.
2. Preliminaries
In the sequel, R will denote the set of real numbers and N will be the set of positive integers. Each metric space will be
assumed to contain at least two points.
Let 〈X,d〉 be a metric space, and let A ⊆ X . We denote the closure and interior of A by cl(A) and int(A) respectively.
If A and B are two subsets of X , we deﬁne the Hausdorff distance [17,3] between them by the formula
Hd(A, B) := inf
{
ε > 0: A ⊆ Bε and B ⊆ Aε}.
Hausdorff distance so deﬁned gives an inﬁnite valued pseudometric on P(X) and when restricted to the closed subsets of X
yields an inﬁnite valued metric. Notice that if B is a bornology and A ∈B∗ , then there is a sequence 〈Bn〉 in the bornology
G. Beer, S. Levi / Topology and its Applications 156 (2009) 1271–1288 1273that approximates A in Hausdorff distance: for each n there exists Bn ∈B with A ⊆ B1/nn . Now setting Cn = Bn ∩ A1/n , we
have Cn ∈B and Hd(A,Cn) 1/n. Evidently A ∈B∗ also means that A can be approximated from the inside by members
of B in Hausdorff distance.
It makes perfect sense to consider the operators A → A∗ and A → A ∗ on the power set of P(X), rather than
restricting them to bornologies, and we will in fact need to consider them at this level of generality (note that our deﬁnition
of these operators differs from the ones presented in [20] but agrees with them when A is a bornology). We ﬁnd it
worthwhile to note the following fact as a proposition.
Proposition 2.1. Let 〈X,d〉 be a metric space. Then the operators A → A∗ and A → A ∗ on the power set of P(X) satisfy the
Kuratowski closure axioms (see, e.g., [19, p. 38] or [13, p. 73]) and hence are closure operators with respect to topologies deﬁned
onP(X).
Proof. There is nothing complicated here, but we establish two points for A → A∗ to give the ﬂavor of the arguments.
First we show that A∗∗ = A∗ . The inclusion A∗ ⊆ A∗∗ follows from A ⊆ A∗ and the monotonicity of the operator. For
the reverse inclusion, let E ∈ A∗∗ and ε > 0 be arbitrary. Choose D ∈ A∗ with D ⊆ E ⊆ Dε/2 and choose A ∈ A with
A ⊆ D ⊆ Aε/2; this yields E ∈ A∗ because A ⊆ E ⊆ Aε as required. To show (A ∪ C )∗ = A∗ ∪ C∗ , by the monotonicity
of the operator, we need only check (A ∪C )∗ ⊆ A∗ ∪C∗ . Given E ∈ (A ∪C )∗ , for each positive integer n we can ﬁnd
Wn ∈A ∪C with Wn ⊆ E ⊆ W 1/nn . But frequently either Wn ∈A or Wn ∈C , establishing the required inclusion. 
There are many consequences of Proposition 2.1, but we content ourselves with presenting just one at this time: for each
family A we have (A∗)∗ = (A ∗)∗ =A ∗ , that is, the lower- and upper-star operators commute.
It is easy to describe a local base for the topologies on P(X) determined by the two closure operators at C ∈P(X).
For A →A ∗ , a countable local base for its induced topology T∗ consists of all sets of the form{
A: C ⊆ A1/n}.
This of course is nothing but the lower half of the Hausdorff pseudometric topology (see [3, p. 114]), also known as the
lower Hausdorff hemimetric topology [17]. As is well known [3, p. 119], x → {x} is a topological embedding of 〈X,d〉 into the
hyperspace 〈P(X),T∗〉. We also note that T∗ even when restricted to the nonempty closed subsets of X is not Hausdorff
(nor T1), as it is impossible to T∗-separate two sets one of which is a subset of the other.
A countable local base at C for the ﬁner topology T∗ determined by the lower-star operator consists of all sets of the
form {
A: A ⊆ C ⊆ A1/n}.
Here, x→ {x} fails to be a topological embedding unless 〈X,d〉 carries the discrete topology, as singleton sets of the form {x}
(x ∈ X ), are isolated points in the hyperspace. More generally, each hereditary family (and thus each bornology) A is
open relative to T∗ as at each A ∈A there is a local base for the topology consisting of subsets of A. While one cannot
T∗-separate two subsets of X with same closure, T∗ restricted to the closed subsets of X is Hausdorff. To see this, let B
and C be closed sets with B  C . Choose b ∈ B and n ∈ N with d(b,C) > 1/n. Then {A: A ⊆ B ⊆ A1/n} is a T∗-neighborhood
of B disjoint from each basic T∗-neighborhood of C .
In [20] an example was given in the plane showing that B∗ for the bornology B on the plane generated by the family
of vertical lines is not hereditary. We give a very different example here in the line.
Example 2.2. Deﬁne an equivalence relation  on R by x y provided x− y is rational. There are uncountably many equiv-
alence classes and each is dense in R. Consider the bornology B generated by the equivalence classes. As each equivalence
class is dense in R, we have R ∈B∗ . Let E be formed by taking exactly one representative from each equivalence class in
a way such that E is unbounded. Then each member B of B contained in E must be ﬁnite whence E is contained in no
enlargement of B . While E is not in B∗ , note however that E ∈B∗ =P(R).
Retaining the notation of [20], if A is a family of subsets of X we write
↓A := {E: E ⊆ A for some A ∈A },
Σ(A ) :=
{
n⋃
i=1
Ai: n ∈ N and ∀i  n, Ai ∈A
}
.
It is natural to call ↓A the hereditary hull of A . Evidently, the operators ↓ and Σ are monotone and idempotent. With
this notation, one of the many equivalent ways to say that A is a bornology is this: A = ↓Σ(A ∪F ). The next result,
expressed in this notation, says in particular that each weakly totally bounded set as determined by some bornology is
a subset of some totally bounded set.
Theorem 2.3. LetB be a bornology in a metric space 〈X,d〉. Then ↓(B∗) =B∗ .
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For each n ∈ N choose Bn ∈B with A ⊆ B1/nn . Let Tn = Bn ∩ A1/n so that Tn ∈B and Hd(A, Tn) 1/n. Now for each n ∈ N
set En =⋃nj=1 T j ∈B. Let δ > 0; we claim that whenever 1n < δ/2 then
A ∪
∞⋃
j=1
T j ⊆ Eδn.
First Hd(A, Tn) 1/n < δ/2 gives
A ⊆ T δ/2n ⊆ Eδ/2n .
If j  n then T j ⊆ En ⊆ Eδn . On the other hand, if j > n then Hd(A, T j) < δ/2 and so
Hd(Tn, T j) Hd(Tn, A) + Hd(A, T j) < δ.
Thus in this case T j ⊆ T δn ⊆ Eδn . These three estimates together establish the claim. Since δ > 0 was arbitrary we may
conclude that A ∪ (⋃∞n=1 Tn) ∈B∗ and so A ∈ ↓(B∗). 
The next result says that, relative to the topologies T∗ and T∗ , the descriptor “closed bornology” is unambiguous.
Corollary 2.4. LetB be a bornology on a metric space 〈X,d〉. ThenB=B∗ if and only ifB=B∗ .
Proof. Suppose B = B∗ and let A ∈ B∗ . By the last result, ∃C ∈ B∗ with A ⊆ C . But B is hereditary and so A ∈ B.
Conversely, we always have B⊆B∗ ⊆B∗ , so that B=B∗ gives B=B∗ . 
This corollary is of course reminiscent of a fundamental fact from functional analysis (that is a consequence of the
Separation Theorem) [24]: while the weak topology on an inﬁnite-dimensional normed linear space is properly coarser than
the norm topology, a convex set is weakly closed if and only if it is norm closed. But the analogy is an imperfect one, in that
the weak closure of a convex set equals its norm closure, whereas here the two closures of a bornology need not coincide.
This in fact is the point of departure for our article!
3. Main results
As we mentioned earlier a family of subsets A of a metric space forms the weakly bounded subsets for some bornology
if and only if A is itself a bornology closed with respect to the Hausdorff pseudometric topology; more formally, A is
a bornology with A =A ∗ . We now characterize those A that are the totally bounded subsets for some bornology. The
key idea here is that the hereditary core of A , deﬁned by
hc(A ) := {A ∈A : P(A) ⊆A }
be large enough.
Theorem 3.1. LetA be a family of subsets of 〈X,d〉. ThenA =B∗ for some bornologyB if an only if each of the following conditions
is satisﬁed:
(1) F ⊆A ;
(2) Σ(A ) =A ;
(3) A = (hc(A ))∗ .
Proof. Suppose A = B∗ for some bornology B. Condition (1) holds since always F ⊆ B ⊆ B∗ . For (2), we need only
consider unions of size two. Let A1 ∈ A and A2 ∈ A and let ε > 0 be arbitrary. Choose B1 and B2 ∈ B such that for
j = 1,2, B j ⊆ A j ⊆ Bεj . This immediately yields
B1 ∪ B2 ⊆ A1 ∪ A2 ⊆ (B1 ∪ B2)ε.
Condition (3) holds as hc(A ) ⊆A implies(
hc(A )
)
∗ ⊆A∗ =B∗ =A
on the one hand, while B⊆B∗ =A implies B ⊆ hc(A ) and B∗ =A ⊆ (hc(A ))∗ on the other.
Conversely, suppose conditions (1)–(3) are satisﬁed for A . By condition (1) hc(A ) is a cover of X and by deﬁnition it is
hereditary. Also condition (2) says that hc(A ) is closed under ﬁnite unions. Altogether we see that hc(A ) is a bornology.
Finally, by condition (3) we have A =B∗ with B= hc(A ). 
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gies that have the same totally bounded sets must have the same weakly totally bounded sets (this also follows from
Theorem 2.3). The converse, though, does not hold in general (see, e.g., Example 2.2). As a result of this aﬃrmative ob-
servation, the assignment B∗ → B∗ where B ∈ BX is a well-deﬁned function Φ . The function Φ maps the collection
of totally bounded families (BX )∗ as determined by members of BX onto the family of weakly totally bounded bornolo-
gies B∗X . A basic question can be asked with respect to Φ: given A ∈ B∗X , what is the form of those T in (BX )∗ such that
Φ(T ) =A ? We now give an answer in the spirit of Theorem 3.1.
Theorem 3.2. Suppose A is a bornology on a metric space 〈X,d〉 such that A =B∗ for some bornology B. Then, for an arbitrary
collectionT of subsets of X , we have the two relationsT ∈ (BX )∗ andA = Φ(T ) if and only ifT has the following properties:
(1) T ⊆A andT is coﬁnal inA with respect to inclusion;
(2) F ⊆T ;
(3) Σ(T ) =T ;
(4) T = (hc(T ))∗ .
Proof. Condition (1) is equivalent to A = ↓T and is thus necessary by Theorem 2.3 while conditions (2)–(4) are necessary
by Theorem 3.1. For suﬃciency of the conditions, we must produce a bornology B such that
B∗ =T and B∗ =A .
We claim that hc(T ) does the job. By (2) F is a hereditary subset of T and so by deﬁnition F ⊆ hc(T ). Since hc(T ) is
hereditary and by (3) closed under ﬁnite unions, it is a bornology. Condition (4) says T is its induced totally bounded sets,
and in view of Theorem 2.3 and condition (1), A is its induced weakly totally bounded sets. 
Notice that when A is a totally bounded family induced by some bornology, hc(A ) is the largest bornology whose
induced totally bounded sets equal A , for if B′ is a bornology with B′∗ =A and B ∈B′ , then
P(B) ⊆B′ ⊆A
so that B ∈ hc(A ) by deﬁnition. In the sequel, given a particular bornology B, we will understand Blarge to be this largest
bornology contained in B∗ . Since B∗ is closed under ﬁnite unions, minimally Blarge contains F∗ ∨B.
For concreteness, we next exhibit Blarge for a bornology B introduced in [20] for the purpose of showing that B∗ need
not be hereditary.
Example 3.3. Consider the bornology in the plane generated by the family of all vertical lines. Thus B ∈ B if and only
if B is a subset of a ﬁnite union of vertical lines. We claim Blarge = {E1 ∪ E2: E1 is bounded and E2 ∈ B}. It is obvious
that this hereditary family is contained in Blarge as bounded sets in the plane are totally bounded in the ordinary sense.
For the reverse inclusion, suppose A ⊆ R2 cannot be written as such a union. Let L0 be an arbitrary vertical line and pick
(x1, y1) ∈ A with (x1, y1) /∈ L0 ∪ [−1,1] × [−1,1]. Let L1 be the line with equation x = x1 and then pick (x2, y2) ∈ A with
(x2, y2) /∈ (L0∪ L1) and (x2, y2) /∈ [−2,2]×[−2,2]. Continuing we produce a sequence of points (x1, y1), (x2, y2), (x3, y3), . . .
in A such that no two lie on a common vertical line and ∀n min{|xn|, |yn|} > n. It follows that {(xn, yn): n ∈ N} /∈B∗ and
so A /∈Blarge.
Our next goal is to show that there is a smallest bornology that induces a given family of totally bounded sets. Our
construction will be put to use in Section 6 infra. Recall that a subset A of a metric space 〈X,d〉 is called ε-discrete if
whenever {a1,a2} ⊆ A, then d(a1,a2)  ε, and uniformly discrete if A is ε-discrete for some ε > 0. The following simple
lemma is the key to identifying this smallest bornology.
Lemma 3.4. LetB be a family of subsets of 〈X,d〉 and let A ∈B∗ .
(1) IfB is hereditary, then ∀ε > 0 there exists a uniformly discrete element D ofB with D ⊆ A ⊆ Dε;
(2) if A itself is uniformly discrete then A ∈B.
Proof. For (1), choose B ∈ B with B ⊆ A ⊆ B ε2 . If we partially order the ε2 -discrete subsets of B by inclusion, by Zorn’s
lemma, there exists a maximal ε2 -discrete subset D and it follows that D ⊆ A ⊆ Dε . For (2), if A is λ-discrete and C satisﬁes
C ⊆ A ⊆ Cλ , then we must have A = C . 
By Lemma 3.4, each uniformly discrete subset of a metric space is an isolated point in the topology of the closure
operator A →A∗ . More importantly for us, given a family A of subsets of X induced as the totally bounded subsets of
some bornology, each bornology that so induces A must contain the uniformly discrete subsets of A . From this observation
we get
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bounded sets coincide withB∗ , namely
Bsmall := {E: E is a ﬁnite union of uniformly discrete subsets of X which are inB}.
Proof. Bsmall as described is the bornology generated by the uniformly discrete subsets of the initial bornology. By part (1)
of Lemma 3.4 we have Bsmall∗ =B∗ and by part (2) of Lemma 3.4 each bornology that induces B∗ must contain Bsmall as
bornologies are closed under ﬁnite unions. 
Corollary 3.6. LetB1 andB2 be two bornologies on 〈X,d〉. Then (B1)∗ = (B2)∗ if and only ifB1 andB2 have the same uniformly
discrete subsets of X .
By Corollary 2.6 of [20], there is an additional condition equivalent to the two listed in the above corollary: equality
of the lower bornological convergences associated to B1 and B2. We now apply Corollary 3.6 to obtain a notable lattice-
theoretic result, namely
Proposition 3.7. LetA be a family of subsets of 〈X,d〉 that form the totally bounded subsets of some bornology. Then
B(A ) := {B: B is a bornology andB∗ =A }
is a complete sublattice of the lattice of bornologies on X, that is, whenever M is a nonempty subset of B(A ), we have both∧
BX
M ∈ B(A ) and∨BX M ∈ B(A ).
Proof. By Theorem 3.5 and the observations after Theorem 3.2, there exist B1,B2 ∈ B(A ) such that with respect to A ,
Bsmall =B1 and Blarge =B2. Since ∀B ∈ B(A ) we have Bsmall ⊆B⊆Blarge, given an arbitrary nonempty M ⊆ B(A ),
we have
B1 ⊆
⋂
M =
∧
BX
M ⊆
∨
BX
M ⊆B2.
The monotonicity of the lower-star operator gives
A = (B1)∗ ⊆
(∧
BX
M
)
∗
⊆
(∨
BX
M
)
∗
⊆ (B2)∗ =A ,
and this shows that both
∧
BX
M and
∨
BX
M belong to B(A ). 
In view of Theorem 3.5 it seems worthwhile to describe in a more tangible way what a ﬁnite union of uniformly discrete
subsets of a metric space looks like.
Proposition 3.8. Let A be a nonempty subset of 〈X,d〉. The following conditions are equivalent:
(1) A =⋃nj=1 E j where each E j is uniformly discrete;
(2) ∃ε > 0 ∃n ∈ N ∀a ∈ A, {a}ε contains at most n points of A.
Proof. ⇒ Suppose A =⋃nj=1 E j where each E j is ε j-discrete. Let δ = 12 min{ε j: j  n}. By the pigeon-hole principle, for
each x ∈ X , {x}δ can contain at most n points of A.
⇐ Suppose ε and n are as stated in condition (2). By Zorn’s lemma A has a subset E1 such that (1) for all
x, y ∈ E1d(x, y)  ε, and (2) for all z ∈ A ∃x ∈ E1 with d(x, z) < ε. By deﬁnition E1 is ε-discrete and for each z ∈ A − E1,
{z}ε ∩ (A − E1) contains at least one less point than does {z}ε ∩ A, i.e., it contains at most n − 1 points. Applying the same
construction to A − E1 we obtain an ε-discrete ε-net E2 of A − E1 and each {z}ε for z ∈ A − (E1 ∪ E2) contains at most
n− 2 points of A − (E1 ∪ E2). Continuing this process we may write after n steps A =⋃nj=1 E j where each E j is ε-discrete,
for A −⋃n−1j=1 E j will itself be ε-discrete. 
Our next result answers two questions posed in the introduction simultaneously.
Theorem 3.9. LetB be a bornology on 〈X,d〉. The following conditions are equivalent.
(1) B∗ =B∗;
(2) B∗ is a bornology;
(3) B∗ is hereditary;
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(5) Blarge =B∗;
(6) Blarge =B∗ .
Proof. (1) ⇒ (2). Since B∗ is always a bornology, equality of the totally bounded and weakly totally bounded sets forces B∗
to be a bornology.
(2) ⇒ (3). This is trivial.
(3) ⇒ (4). If B∗ is hereditary, then by the deﬁnition of Blarge, we have Blarge =B∗ . Keeping in mind Corollary 2.4,
(4) now follows from the idempotency of the lower-star operator.
(4) ⇒ (5). If condition (4) holds, since B⊆Blarge, we obtain
B∗ ⊆ (Blarge)∗ =Blarge ⊆B∗ ⊆B∗.
(5) ⇒ (6). This is immediate from the inclusion string Blarge ⊆B∗ ⊆B∗ .
(6) ⇒ (1). From condition (6), B∗ is a bornology and from Theorem 2.3 it now follows that B∗ ⊆ B∗ . The reverse
inclusion always holds. 
It is a rare occurrence for Bsmall to be closed. For example, if 〈X,d〉 admits a Cauchy sequence 〈xn〉 with distinct terms
and B is any bornology on X , then Bsmall cannot be closed: Proposition 3.8 guarantees that {xn: n ∈ N} is not a ﬁnite
union of uniformly discrete sets, but we clearly have
{xn: n ∈ N} ∈F∗ ⊆
(
Bsmall
)
∗.
For completeness we state this structural result.
Proposition 3.10. LetB be a bornology on 〈X,d〉. ThenBsmall is closed if and only ifBsmall =B∗ .
Proof. If Bsmall is closed, then
Bsmall = (Bsmall)∗ = ((Bsmall)∗)∗ = (B∗)∗ =B∗.
On the other hand if Bsmall =B∗ , then (Bsmall)∗ =B∗∗ =B∗ =Bsmall. 
The condition Bsmall =B∗ above forces the coincidence of Bsmall and Blarge, i.e., the collapsing of the complete sub-
lattice of bornologies whose totally bounded sets are B∗ (see Proposition 3.7 supra). The next example, graciously provided
by the referee, shows that the converse fails.
Example 3.11. Put M := {n − 1n : n ∈ N} and let X = N ∪ M equipped with the ordinary Euclidean metric d. Consider this
bornology B on X :
B := {L ∪ F : L ⊆ N and F is a ﬁnite subset of M}.
As the union of a uniformly discrete set and a ﬁnite set is uniformly discrete, we get B = Bsmall. Also, no element B
of Blarge can have inﬁnite intersection with M as it would follow from the deﬁnition of Blarge that B ∩ M ∈B∗ , which is
impossible because B ∩ M would be unbounded. Thus Blarge =B=Bsmall.
On the other hand, it is clear that X ∈B∗ , as for each positive integer m, we have (N ∪ {n − 1n : 1 nm})
1
m = X . This
proves that Bsmall =B∗ .
4. Principal bornologies
Recall that the principal bornology BA determined by a subset A of X consists of all sets of the form B∪ F where B ⊆ A
and F is ﬁnite. We ﬁrst describe the weakly totally bounded sets and totally bounded sets induced by a principal bornology.
In general the former does not coincide with the latter, nor do the totally bounded sets form a bornology.
Proposition 4.1. Let A be a nonempty subset of a metric space 〈X,d〉. Then for the principal bornologyBA , we have
(BA)
∗ = {C ⊆ X: ∀ε > 0 C − Aε is d-totally bounded}.
Proof. If C ⊆ X is such that C − Aε is d-totally bounded for each ε > 0, then ∀ε > 0 ∃F ∈F such that C − Aε ⊆ F ε , whence
C ⊆ Aε ∪ F ε = (A ∪ F )ε,
with A ∪ F ∈BA . This shows C ∈ (BA)∗ .
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that we can δ-approximate the set by a ﬁnite set for each δ ∈ (0, ε). For such a δ, choose A′ ⊆ A and F ∈F with
C ⊆ (A′ ∪ F )δ = (A′)δ ∪ F δ.
From this, C − (A′)δ ⊆ F δ and so C − Aε ⊆ F δ as required. 
Mimicking the last proof, it is a routine exercise to obtain the following characterization of the totally bounded sets
determined by a principal bornology.
Proposition 4.2. Let A be a nonempty subset of a metric space 〈X,d〉. Then for the principal bornologyBA , we have
(BA)∗ =
{
C ⊆ X: ∀ε > 0 C − (C ∩ A)ε is d-totally bounded}.
Example 4.3. Let 2 be the Hilbert space of square summable sequences with the usual orthonormal base e1, e2, e3, . . . and
closed unit ball U . Consider C = U ∪{n+1n en: n ∈ N}. Then C ∈ (BU )∗ while its subset 12U ∪{n+1n en: n ∈ N} fails to be totally
bounded with respect to the principal bornology. Again, the totally bounded sets and weakly totally bounded sets do not
coincide.
In our next result, we determine when the weakly totally bounded sets coincide with the totally bounded sets for
a principal bornology BA determined by a nonempty subset A of the metric space. Clearly, (BA)∗ must contain both P(A)
and F∗ and hence all sets of the form E1 ∪ E2 where E1 ⊆ A and E2 is d-totally bounded. If (BA)∗ contains anything more,
it cannot be a bornology!
Theorem 4.4. Let A be a nonempty subset of 〈X,d〉. The following conditions are equivalent:
(1) ∀λ > 0 ∃δ > 0 ∃F ∈F with (Aδ − A) ⊆ F λ;
(2) (BA)∗ = {E1 ∪ E2: E1 ⊆ A and E2 ∈F∗};
(3) (BA)∗ = {E1 ∪ E2: E1 ⊆ A and E2 ∈F∗};
(4) (BA)∗ is a bornology;
(5) (BA)∗ = (BA)∗ .
Proof. The equivalence of conditions (4) and (5) was established in Theorem 3.9. We intend to prove (1) ⇒ (2) ⇒ (3) ⇒
(4) ⇒ (1).
(1) ⇒ (2). Let C ∈ (BA)∗ be arbitrary. By Proposition 4.1 ∀δ > 0 C − Aδ ∈F∗ . Let λ > 0 and choose by (1) δ > 0 and
F1 ∈F with (Aδ − A) ⊆ F λ1 . Choose F2 ∈F with C − Aδ ⊆ F λ2 . Then
C − A ⊆ (F1 ∪ F2)λ,
and so C − A is d-totally bounded. The decomposition C = (C ∩ A) ∪ (C − A) does the job.
(2) ⇒ (3). This follows from the remarks preceding the theorem and (BA)∗ ⊆ (BA)∗ .
(3) ⇒ (4). Evidently {E1 ∪ E2: E1 ⊆ A and E2 ∈F∗} is a bornology.
(4) ⇒ (1). We prove the contrapositive. Suppose (1) fails. Then ∃λ > 0 ∀δ > 0 ∀F ∈ F (Aδ − A)  F λ . In particular
∀δ > 0, Aδ − A is nonempty. Let x1 be an arbitrary point of A1 − A. Since (A1/2 − A)  {x1}λ , pick x2 ∈ A1/2 − A with
x2 /∈ {x1}λ . Since (A1/3 − A)  {x1, x2}λ , pick x3 ∈ A1/3 − A with x3 /∈ {x1, x2}λ . Continuing, we produce a sequence 〈xn〉 in X
such that
(i) ∀n ∈ N xn ∈ A1/n − A,
(ii) ∀n, j ∈ N d(xn, x j) λ.
Let C = A ∪ {xn: n ∈ N}. Evidently, C satisﬁes the conditions of Proposition 4.2 for belonging to (BA)∗ . Then
{xn: n ∈ N} /∈ (BA)∗ because any subset that belongs to BA must be ﬁnite and cannot λ3 -approximate {xn: n ∈ N}. We
conclude that (BA)∗ is not a bornology as it is not hereditary. 
Corollary 4.5. Let A be a subset of 〈X,d〉 such that either A is d-totally bounded or for some δ > 0 Aδ − A is d-totally bounded. Then
(BA)∗ is a bornology.
Example 4.6. Condition (1) of Theorem 4.4 is properly weaker than the disjunction of the conditions of Corollary 4.5. To see
this, in the Hilbert space of square summable sequences 2, let A = {3ke1: k ∈ Z}; this is a 3-discrete set containing the
origin. Now let W be this metric subspace of the Hilbert space:
W = A ∪
{
1
ek: n ∈ N, k ∈ N
}
.n
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δ < 1
Aδ − A = {w ∈ W : 0< ‖w‖2 < δ}
is never d-totally bounded.
5. Lifting bornological maps
An important concept in functional analysis is the idea of a compact (linear) operator as developed by F. Riesz [22,24], i.e.,
one that maps elements of the bornology of norm-bounded sets to elements of the bornology of sets with compact closure
in the norm topology. Implicitly S.-T. Hu [16] ﬁrst considered the natural generalization of this concept to bornologies
deﬁned on topological spaces. We here call a mapping f from a metric space 〈X,d〉 with bornology B1 to a metric space
〈Y ,ρ〉 with bornology B2 bornological [14] if it maps elements of B1 to elements of B2. Since the direct image operator
associated with f preserves (ﬁnite) unions, and since the image of a hereditary collection under the above-mentioned
operator is easily seen to be a hereditary collection, the smallest bornology on Y containing f (B1) is given by{
f (B1) ∪ F : B1 ∈B1 and F ∈F
}
.
Of course, when f is surjective, f (B1) is itself a bornology.
Relevant to our investigation is the following question: when does a bornological map “lift” to a map between the totally
bounded/weakly totally bounded sets induced by the bornologies? Continuity of f is neither necessary nor suﬃcient to
guarantee this in either case.
Example 5.1. Let f : (0,∞) → R be the continuous function deﬁned by f (x) = 1x . Obviously, f maps ﬁnite sets to ﬁnite
sets, but it does not map d-totally bounded sets to d-totally bounded sets. On the other hand, the Dirichlet function while
nowhere continuous maps d-totally bounded sets to d-totally bounded sets.
When f : X → Y is surjective, there is an attractive algebraic way to describe when lifting is possible without regard to
the size of the bornology on Y .
Proposition 5.2. Let 〈X,d〉 be a metric space with bornology B and let 〈Y ,ρ〉 be a second metric space. Suppose f : X → Y is
surjective. The following conditions are equivalent.
(1) For each bornologyB′ on Y containing f (B), we have f (B∗) ⊆ (B′)∗;
(2) f (B∗) ⊆ [ f (B)]∗;
(3) [ f (B∗)]∗ = [ f (B)]∗ .
Proof. Since f is surjective, f (B) is the smallest bornology containing f (B), and equivalence of (1) and (2) follows from
the monotonicity of the upper-star operator. Condition (3) ensures (2) as the weakly bounded sets determined by a bornol-
ogy contain the bornology. Finally, if condition (2) holds, then by monotonicity and idempotency[
f (B∗)
]∗ ⊆ [ f (B)]∗∗ = [ f (B)]∗,
whereas by monotonicity,
f (B) ⊆ f (B∗) ⇒ [ f (B)]∗ ⊆ [ f (B∗)]∗.
This establishes (3). 
There is an obvious companion result for total boundedness which we state without proof.
Proposition 5.3. Let 〈X,d〉 be a metric space with bornology B and let 〈Y ,ρ〉 be a second metric space. Suppose f : X → Y is
surjective. The following conditions are equivalent.
(1) For each bornologyB′ on Y containing f (B), we have f (B∗) ⊆ (B′)∗;
(2) f (B∗) ⊆ [ f (B)]∗;
(3) [ f (B∗)]∗ = [ f (B)]∗ .
Notice that condition (2) of Proposition 5.3 implies f (Blarge) ⊆ [ f (B)]large. We return to the general case, dropping our
assumption of surjectivity. Theorem 2.3 plays a role in sorting out the facts here.
Proposition 5.4. Let 〈X,d〉 be a metric space with bornology B1 and let 〈Y ,ρ〉 be a metric space with bornology B2 . Suppose f is
a bornological map from X to Y . If f ((B1)∗) ⊆ (B2)∗ , then f (B∗) ⊆B∗ .1 2
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Even if f is continuous, the converse may fail.
Example 5.5. Adopting the notation of Example 4.3, let
X = Y = U ∪
{
n+ 1
n
en: n ∈ N
}
,
and let B1 = B2 = the principal bornology BU determined by U . By Proposition 4.2, X ∈ (BU )∗ and so B∗U = P(X).
Now deﬁne f : X → X by
f (x) =
{
1
2 x if x ∈ U ,
x if x= n+1n en.
Since B∗2 = P(X), f maps the weakly totally bounded sets into but not onto the weakly totally bounded sets. But
f (X) /∈ (BU )∗ .
We now give our main result regarding lifting.
Theorem 5.6. Let 〈X,d〉 be a metric space with bornology B1 and let 〈Y ,ρ〉 be a metric space with bornology B2 . Suppose f is
a bornological map from X to Y .
(1) f is uniformly continuous restricted to elements of (B1)∗ if and only if it is uniformly continuous restricted to members ofB∗1;
(2) if f is uniformly continuous so restricted, then f ((B1)∗) ⊆ (B2)∗ and f (B∗1) ⊆B∗2 .
Proof. The ﬁrst assertion is obvious from Theorem 2.3. For the second assertion, in view of Proposition 5.4, we need only
establish the ﬁrst inclusion. To this end let C ∈ f ((B1)∗) and let ε > 0. Pick A ∈ (B1)∗ with f (A) = C . Since f restricted
to A is uniformly continuous, there exists δ > 0 such that {a1,a2} ∈ A and d(a1,a2) < δ ⇒ ρ( f (a1), f (a2)) < ε. Choose
B1 ∈B1 with B1 ⊆ A ⊆ Bδ1. It now follows that
f (B1) ⊆ C ⊆ f (B1)ε
as required. 
Observe from Example 5.1 that uniform continuity of f restricted to members of B1 does not guarantee a lifting. Our
ﬁnal result clariﬁes what occurs when our bornologies in both the domain and codomain spaces are the ordinary totally
bounded sets.
Proposition 5.7. Let 〈X,d〉 and 〈Y ,ρ〉 be metric spaces, and let f : X → Y . Equip both X and Y with the bornologyF∗ .
(1) f : X → Y is bornological if and only if f maps Cauchy sequences of X to sequences in Y having Cauchy subsequences.
(2) f is uniformly continuous restricted to each d-totally bounded subset of X if and only if f maps Cauchy sequences of X to Cauchy
sequences of Y .
Proof. We will use freely a well-known characterization of ordinary totally bounded sets [13, p. 312]: A ∈F∗ if and only
if each sequence in A has a Cauchy subsequence. For (1), suppose f is bornological, and let 〈xn〉 be a Cauchy sequence
in X . Then {xn: n ∈ N} ∈ F∗ ⇒ { f (xn): n ∈ N} ∈ F∗ , and so 〈 f (xn)〉 has a Cauchy subsequence. Conversely, if f is not
bornological, choose B that is d-totally bounded but such that f (B) is not ρ-totally bounded. We can choose a sequence 〈yn〉
in f (B) and some positive ε such that n = j ⇒ ρ(yn, y j) > ε. Then picking xn ∈ B with f (xn) = yn , the image of no
subsequence of 〈xn〉 can be Cauchy in Y . But 〈xn〉 has a Cauchy subsequence, ﬁnishing the proof.
For (2), let 〈xn〉 be a Cauchy sequence in X . Then {xn: n ∈ N} ∈F∗ and so f is uniformly continuous on {xn: n ∈ N}. It im-
mediately follows that { f (xn): n ∈ N} is Cauchy. Conversely, suppose f is not uniformly continuous restricted to the d-totally
bounded set T . Then ∃ε > 0 ∀n ∈ N ∃{xn, tn} ⊆ T , d(xn, tn) < 1n , and ρ( f (xn), f (tn))  ε. Since T is d-totally bounded, by
passing to a subsequence we can assume 〈tn〉 is Cauchy. Then, t1, x1, t2, x2, t3, . . . is a Cauchy sequence in X whereas the
image sequence f (t1), f (x1), f (t2), f (x2), f (t3), . . . is not Cauchy. 
As noted earlier, bornological maps need not be continuous on X , but functions that map Cauchy sequences to Cauchy
sequences must be. Of course, a uniformly continuous function is a Cauchy map, so the class of Cauchy maps sits in between
the continuous functions and uniformly continuous functions. With respect to the smaller class, each Cauchy map on X is
uniformly continuous if and only if each continuous function on the completion of X is uniformly continuous [2,3,18] (this
does not mean that the completion is compact!). With respect to the larger, each continuous function on X is a Cauchy
map if and only if X is a complete metric space [23,12].
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As we mentioned in the introduction, the set of bornologies BX on X forms a lattice with respect to the meet and join
operations
B1 ∧B2 =B1 ∩B2,
B1 ∨B2 = {B1 ∪ B2: B1 ∈B1, B2 ∈B2}.
It makes perfect sense to consider these binary operations on arbitrary families of subsets of X , but given a collection U
of families, these operations need not be lattice operations on U with respect to inclusion, despite the suggestive notation.
We note that the operation ∧ is a bonaﬁde meet provided U is closed under pairwise intersections, whereas ∨ is a bonaﬁde
join provided that each element A of U contains the empty set and is closed under ﬁnite unions and A1,A2 ∈ U ⇒
A1 ∨A2 ∈ U (see Theorem 6.9 infra).
We might anticipate that the upper and lower-star mappings B → B∗ and B → B∗ deﬁned on (BX ,∨,∧) =
(BX ,∨,∩) are homomorphisms, i.e., preserve meet and join. Unfortunately, in general, neither one is.
Example 6.1. Our ﬁrst example in the plane shows that in general the mappings do not preserve intersection. Let A =
{(0, y) ∈ R2: y is irrational} and let B = {(0, y) ∈ R2: y is rational}. Evidently, BA ∩BB = F . Using Proposition 4.1, we
see that
C :=
{
(x, y) ∈ R2: 0< x 1, 0 y  1
x
}
∈B∗A ∩B∗B ,
whereas C is not d-totally bounded, so that (BA ∩BB)∗ is a proper subfamily of B∗A ∩B∗B . Using Proposition 4.2 and the
set cl(C), we see that (BA ∩BB)∗ is a proper subfamily of (BA)∗ ∩ (BB)∗ .
We note that while B∗A =B∗B , it is not true that their totally bounded sets coincide (but see the comment following
Theorem 2.3). We also note that while Proposition 3.7 ensures that if two bornologies have the same totally bounded sets,
then their intersection has again the same totally bounded sets, we have here an example of two bornologies with the
same weakly totally bounded sets but such that the intersection bornology has a properly smaller family of weakly totally
bounded sets.
Our next example shows with two independent constructions that neither of our two star mappings in general preserves
join.
Example 6.2. Our ﬁrst construction depends on the fact that in an inﬁnite-dimensional normed linear space Y , no open
subset can be totally bounded with respect to the norm. Let Y be such a space, and for our metric space 〈X,d〉, let
X = Y ×
{
0,1,
1
2
,
1
3
,
1
4
, . . .
}
where
d
(
(y1,α1), (y2,α2)
)=max{‖y1 − y2‖, |α1 − α2|}.
Now let B1 be the bornology on X generated by {An: n ∈ N} where for each n
An =
{(
y,
1
n
)
: ‖y‖ n
}
,
and let B2 be the bornology on X generated by {Cn: n ∈ N} where for each n
Cn =
{(
y,
1
n
)
: ‖y‖ n
}
.
For each n ∈ N we have An ∪Cn = Y ×{ 1n }, and so Y ×{0} ∈ (B1 ∨B2)∗ . Now as the elements of B1 are all d-bounded sets,
each element E1 of B∗1 is again a d-bounded set. On the other hand, if E2 ∈B∗2 satisﬁes E2 ⊆ Y × {0}, then for each n ∈ N,{(y,0) ∈ E2: ‖y‖  n} is d-totally bounded. Thus, Y × {0} cannot be of the form E1 ∪ E2 because E2 would of necessity
contain a relatively open subset of Y × {0}. This shows that B∗1 ∨B∗2 is a proper subfamily of (B1 ∨B2)∗ .
To see that (B1)∗ ∨ (B2)∗ is a proper subfamily of (B1 ∨B2)∗ , observe ﬁrst that X ∈ (B1 ∨B2)∗ , since for each n,
X ⊆
(
Y ×
{
1,
1
2
,
1
3
, . . . ,
1
n+ 1
}) 1
n
=
[(
n+1⋃
k=1
Ak
)
∪
(
n+1⋃
k=1
Bk
)] 1
n
.
But if X ∈ (B1)∗ ∨ (B2)∗ were valid, then X would belong to the bornology B∗1 ∨B∗2 from which we conclude Y × {0} ∈
B∗ ∨B∗ , which we have shown to be impossible.1 2
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star operators are join homomorphisms. First, partition N into inﬁnite subsets {Mn: n ∈ N} where n → Mn is one-to-one.
For each n ∈ N, deﬁne An and Bn as follows:
An :=
{
m+ 1
n
: m ∈
n⋃
i=1
Mi
}
,
Bn :=
{
m+ 1
n
: m ∈
∞⋃
i=n
Mi
}
.
Letting B1 and B2 be the two bornologies on R generated, respectively, by {An: n  3} and {Bn: n  3}, we see that
for n 3,
N ⊆ (A2n ∪ B2n) 1n ,
so that N ∈ (B1 ∨B2)∗ . On the other hand, we claim that N /∈B∗1 ∨B∗2. To see this suppose E ⊆ N and E ∈B∗1. Then we
can ﬁnd B ∈B1 with E ⊆ B 12 . By the deﬁnition of B1, B ⊆ An1 ∪ An2 ∪ · · · ∪ Ank ∪ F where 3 n1 < n2 < · · · < nk and F
is a ﬁnite subset of R. Since only ﬁnitely many points of E have distance less than 12 from F , it follows that for a suitable
ﬁnite subset G of E , E \ G ⊆⋃nki=1 Mi , and so E ⊆ N ⇒ E ⊆⋃ ji=1 Mi for some j  nk . But it is clear that ⋃∞i> j Mi /∈B∗2, and
the claim is veriﬁed. Thus, the upper-star operator fails to be a join homomorphism.
To check that the lower-star operator also fails to be a join homomorphism, we see that C := N ∪ {m+ 1n : m ∈ N, n 3}
belongs to (B1 ∨B2)∗ because ∀n 3,
C ⊆
(
2n⋃
i=3
Ai ∪ Bi
) 1
n
.
On the other hand, C cannot belong to (B1)∗ ∨ (B2)∗ because this would imply that C ∈B∗1 ∨B∗2, and since B∗1 ∨B∗2 is
hereditary, also that N ∈B∗1 ∨B∗2 which we have already proved not to hold.
No construction achieving the ends of those of Example 6.2 can be given in the framework of principal bornologies, as
was the case in Example 6.1, for as the referee has correctly observed, if A, B are arbitrary subsets of 〈X,d〉, then
(BA ∨BA)∗ = (BA∪B)∗ = (BA)∗ ∨ (BB)∗
and
(BA ∨BA)∗ = (BA∪B)∗ = (BA)∗ ∨ (BB)∗.
Veriﬁcation of these formulae is left to the reader.
Failure of the star mappings to be either meet or join homomorphisms can only involve one inclusion, as described by
the next lemma. The simple proof is left to the reader.
Lemma 6.3. LetB1 andB2 be bornologies on a metric space 〈X,d〉. Then
(1) (B1)∗ ∨ (B2)∗ ⊆ (B1 ∨B2)∗;
(2) B∗1 ∨B∗2 ⊆ (B1 ∨B2)∗;
(3) (B1 ∩B2)∗ ⊆ (B1)∗ ∩ (B2)∗;
(4) (B1 ∩B2)∗ ⊆B∗1 ∩B∗2 .
We note that conditions (3) and (4) above are just particular instances of the fact that for a general closure operator, the
closure of an intersection is contained in the intersection of the closures.
Theorem 6.4. Let B1 and B2 be bornologies on a metric space 〈X,d〉. Then B∗1 ∨B∗2 = (B1 ∨B2)∗ if and only if B∗1 ∨B∗2 is
closed.
Proof. Necessity is obvious. For suﬃciency, suppose that the bornology B∗1 ∨B∗2 is closed. Then ∃B3 ∈ BX with B3 =B∗3
and B∗1 ∨B∗2 =B3. Evidently,
B1 ∨B2 ⊆B∗1 ∨B∗2 =B3,
so by monotonicity of the upper-star mapping,
(B1 ∨B2)∗ ⊆B∗3 =B3 =B∗1 ∨B∗2.
The reverse inclusion is provided by condition (2) of Lemma 6.3. 
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Given a family of bornologies B, closure of B∗ and B∗ under meet and join obviously tells us nothing about B. But
closure is reﬂected in the structure of the saturation of the family of bornologies under the two mappings.
Deﬁnition 6.6. Let C and D be nonempty sets. If f :C → D and C1 is a subset of C , then we call the set f −1( f (C1)) the
saturation of C1 with respect to f and denote it by sat f (C1).
We record the following algebraic fact about saturations, implicit in a ﬁrst course in abstract algebra, as a lemma.
Lemma 6.7. Let (C,⊗) and (D,⊕) be sets endowed with binary operations and let C1 be a subset of C . If f :C → D is operation-
preserving restricted to sat f (C1), then sat f (C1) is closed under ⊗ if and only if f (C1) is closed under ⊕.
Here we of course view the upper and lower-star operators as deﬁned on BX so that the saturation under either of
a family of bornologies is again a family of bornologies.
Proposition 6.8. Let B be a family of bornologies on a metric space 〈X,d〉. The following conditions are equivalent.
(1) (B∗,∨) is a join semilattice;
(2) (sat∗(B),∨) is a join semilattice on whichB→B∗ is a join semilattice homomorphism.
Proof. Suppose (1) holds, i.e. (B∗,∨) is a join semilattice. Let B1 ∈ sat∗(B) and B2 ∈ sat∗(B); then B∗1 = B˜∗1 and
B∗2 = B˜∗2 for some B˜1,B˜2 ∈ B. Since by (1), B˜∗1 ∨ B˜∗2 = B˜∗3 for some B˜3 ∈ B, we see that B˜∗1 ∨ B˜∗2 = B∗1 ∨ B∗2
is closed. Applying Theorem 6.4, we have the equality string
(B1 ∨B2)∗ =B∗1 ∨B∗2 =B∗3,
so that B1 ∨B2 ∈ sat∗(B), and the upper-star operator turns out to be a join semilattice homomorphism on sat∗(B).
Conversely, condition (1) is an immediate consequence of (2) by Lemma 6.7. 
Unfortunately, the assumption that B∗ be closed under intersection does not guarantee that intersection is preserved
under the mapping B → B∗ restricted to sat∗(B). For any metric space 〈X,d〉, trivially sat∗(BX ) = BX , and we further
see that B∗X is closed under intersection as for B1,B2 ∈ BX ,(
B∗1 ∩B∗2
)∗ ⊆ (B∗i )∗ =B∗i (i = 1,2)
whence (B∗1 ∩B∗2)∗ ⊆B∗1 ∩B∗2 (which implies equality). Example 6.1 now provides the desired counterexample.
Theorem 6.9. Let B be a family of bornologies on a metric space 〈X,d〉. The following conditions are equivalent.
(1) (B∗,∨,∩) is a lattice;
(2) (sat∗(B),∨,∩) is a lattice on whichB→B∗ is a lattice homomorphism.
Proof. By Lemma 6.7, only (1) ⇒ (2) requires proof. Suppose (B∗,∨,∩) is a lattice and let {B1,B2} ⊆ sat∗(B). We can
choose C ∈ B with
(B1)∗ ∨ (B2)∗ =C∗.
Arguing exactly as in the proof of Theorem 6.4 but now using condition (1) of Lemma 6.3 in lieu of condition (2), we get
(B1 ∨B2)∗ =C∗ = (B1)∗ ∨ (B2)∗.
This shows that sat∗(B) is a join semilattice on which the lower-star mapping is a join homomorphism. We next consider
the meet operation ∩. Again, let {B1,B2} ⊆ sat∗(B); since B∗ is closed under intersection, we can choose D ∈ B with
D∗ = (B1)∗ ∩ (B2)∗ . Let T be a uniformly discrete subset of D . Then by Lemma 3.4, T ∈ Bi for i = 1,2. Therefore,
Dsmall ⊆ (B1 ∩ B2)small, and so by Theorem 3.5, (B1)∗ ∩ (B2)∗ = D∗ ⊆ (B1 ∩ B2)∗ . Again, Lemma 6.3 provides the
reverse inclusion, so that sat∗(B) is a meet semilattice on which the lower-star mapping is a meet homomorphism. 
It is no surprise that in Proposition 6.8 and Theorem 6.9, equivalence of the conditions fails if we omit the assumption
that the maps are operation preserving in condition (2) of each. For example, for Proposition 6.8, let X be the product space
of Example 6.2. Then BX is trivially both closed under join and is its own saturation with respect to B → B∗ . But by
Proposition 6.8, B∗ cannot be closed under join because the upper-star map is not a join homomorphism on BX .X
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Our focus to this point has been on the operators A →A∗ and A →A ∗ restricted to bornologies. We now consider
them on the power set of P(X) where, as we have observed in Proposition 2.1, they are monotone, idempotent, and
preserve ﬁnite unions of families. Further, if A is closed under ﬁnite unions, so is its image under each operator. While
↓A = A does not guarantee ↓(A∗) = A∗ (see Example 2.2), we have ↓(A ∗) = A ∗ with no assumptions whatsoever
on A . Here, we introduce another operator of intermediate strength deﬁned on the power set of P(X), namely A →A⊗
deﬁned by
A⊗ :=
{
E ⊆ X: ∀ε > 0 ∃A ∈A with E ⊆ (E ∩ A)ε}.
While a study of this operator is interesting in its own right, it leads to several sets of necessary and suﬃcient conditions
for the equality of A∗ and A ∗ for a general family of sets closed under ﬁnite unions as presented in Theorem 7.20 infra.
From the point of view of approximation theory, this is perhaps the most satisfying result of the paper.
The following proposition collects some facts about the operator A →A⊗ and its relation to the other two. These facts
provide precisely the tools we need in the sequel.
Proposition 7.1. Let 〈X,d〉 be a metric space. The operator ⊗ on the power set ofP(X) has the following properties.
(1) The operator ⊗ preserves ﬁnite unions of families of sets and so is monotone;
(2) A ⊆A∗ ⊆A⊗ ⊆A ∗ for every familyA ;
(3) ifA is closed under ﬁnite unions, so isA⊗;
(4) ifA = ↓A , thenA⊗ =A∗;
(5) ↓A ⊆A⊗ for every familyA ;
(6) A⊗ = (↓A )⊗ = (↓A )∗ for every familyA ;
(7) (A⊗)∗ = (A ∗)⊗ =A ∗ for every familyA ;
(8) (A⊗)∗ =A⊗ for every familyA .
Proof. We only prove conditions (6) and (8). For (6), to show the ﬁrst equality, take E ∈ (↓A )⊗; then ∀ε > 0 ∃V ∈ ↓A
with E ⊆ (V ∩ E)ε . Choosing A ∈A that is a superset of V , we have E ⊆ (A∩ E)ε . Thus, (↓A )⊗ ⊆A⊗ . The reverse inclusion
follows from monotonicity of ⊗. The second equality follows from (4) as ↓A is hereditary.
For (8) we use (6): As A⊗ = (↓A )∗ we have
(A⊗)∗ = (↓A )∗∗ = (↓A )∗ =A⊗. 
Example 7.2. The new operator ⊗ can be different from the other two. For example, if A contained only unbounded subsets
of the metric space, then each element of A∗ is unbounded, while by condition (5) of Proposition 7.1, each bounded subset
of each member of A is in A⊗ . On the other hand, by condition (4) of Proposition 7.1, whenever A is a bornology with
A∗ =A ∗ , then A⊗ =A ∗ (see Example 2.2 supra).
Condition (4) of the last proposition does not characterize equality of A⊗ and A∗ for a family A .
Example 7.3. As a subspace of the line consider X = {0,1, 12 , 13 , 14 , . . .}, and for A take all subsets of X save {1, 12 , 13 , 14 , . . .}.
While this family is not hereditary, we have A⊗ =A∗ =P(X).
Theorem 7.4. LetA be a family of subsets of 〈X,d〉. The following conditions are equivalent:
(1) A⊗ =A∗;
(2) A∗ = (↓A )∗;
(3) ↓A ⊆A∗;
(4) (A⊗)∗ =A∗ .
Proof. The equivalence of (1) and (2) is immediate from condition (6) of Proposition 7.1, while (1) ⇒ (3) and (4) ⇒ (1)
follow, respectively, from conditions (5) and (8) of the same proposition. As for (3) ⇒ (4), we again use condition (6) of
Proposition 7.1 to obtain
(A⊗)∗ = (↓A )∗∗ = (↓A )∗ ⊆A∗∗ =A∗,
while the opposite inclusion is obvious. 
It is not in general true that the operators A →A∗ and A →A⊗ commute, which in view of condition (8) of Propo-
sition 7.1, means that (A∗)⊗ can properly contain A⊗ .
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have B⊗ =B∗ . Let E ∈ ↓(B∗) where E /∈B⊗ . By condition (5) of Proposition 7.1, we have E ∈ (B∗)⊗ .
The equality of (A∗)⊗ and A∗ can be characterized in an attractive way.
Proposition 7.6. LetA be a family of subsets of a metric space 〈X,d〉. Then (A∗)⊗ =A∗ if and only ifA∗ is hereditary.
Proof. If (A∗)⊗ = A∗ , then applying condition (5) of Proposition 7.1 it follows that ↓(A∗) ⊆ (A∗)⊗ = A∗ , so that A∗ is
hereditary. Conversely, if A∗ is hereditary then by condition (4) of Proposition 7.1 we obtain (A∗)⊗ =A∗∗ =A∗ . 
Corollary 7.7. LetA be a family of subsets of a metric space 〈X,d〉. IfA∗ is hereditary, thenA⊗ =A∗ .
Proof. By the last result and conditions (1) and (2) of Proposition 7.1, we have A∗ ⊆A⊗ ⊆ (A∗)⊗ =A∗ . 
Moving up the ladder, we now seek to determine (i) when (A∗)⊗ =A⊗ , and (ii) when (A∗)⊗ =A ∗ . To obtain necessary
and suﬃcient conditions for equality in both cases, we ﬁrst determine when A⊗ =C⊗ for general families. Our result here
is anticipated by Corollary 3.6 supra. We now let UD(X) denote the family of all uniformly discrete subsets of 〈X,d〉.
Lemma 7.8. LetA be a family of subsets of 〈X,d〉. Then the following formulae are valid:
(1) A⊗ = [(↓A ) ∩UD(X)]∗;
(2) A⊗ ∩UD(X) = (↓A ) ∩UD(X).
Proof. By condition (6) of Proposition 7.1, A⊗ = (↓A )∗ . Since ↓A is hereditary, the result now follows from Lemma 3.4(1).
For formula (2), condition (5) of Proposition 7.1 gives (↓A ) ∩ UD(X) ⊆ A⊗ ∩ UD(X). For the reverse inclusion, note
that if E is an ε-discrete element of A⊗ for some ε > 0, then ﬁxing a δ ∈ (0, ε), there must exist some A ∈A such that
E ⊆ (A ∩ E)δ . This implies A ∩ E = E . 
Corollary 7.9. Let A and C be families of subsets of a metric space 〈X,d〉. Then A⊗ = C⊗ if and only if (↓A ) ∩ UD(X) =
(↓C ) ∩UD(X).
We are now ready to address our two questions.
Proposition 7.10. LetA be a family of subsets of 〈X,d〉. The following conditions are equivalent:
(1) (A∗)⊗ =A⊗;
(2) (↓(A∗)) ∩UD(X) = (↓A ) ∩UD(X);
(3) ↓(A∗) ⊆A⊗ .
Proof. The equivalence of (1) and (2) is an immediate consequence of Corollary 7.9. The implication (1) ⇒ (3) follows from
condition (5) of Proposition 7.1. For (3) ⇒ (1), we apply condition (6) of Proposition 7.1 to A∗ and then condition (8):
(A∗)⊗ =
(↓(A∗))∗ ⊆ (A⊗)∗ =A⊗. 
Proposition 7.11. LetA be a family of subsets of 〈X,d〉. Then (A∗)⊗ =A ∗ if and only if (↓(A∗)) ∩UD(X) =A ∗ ∩UD(X).
Proof. Since A ∗ = (A ∗)⊗ and A ∗ is hereditary, Corollary 7.9 yields
(A∗)⊗ =A ∗ ⇔
(↓(A∗))∩UD(X) = (↓(A ∗))∩UD(X)
⇔ (↓(A∗))∩UD(X) =A ∗ ∩UD(X). 
It is not in general true that A⊗ = A⊗⊗ , e.g., take for A a bornology for which A∗ is not hereditary. As such, the
operator ⊗ fails to be idempotent and so it is not a closure operator in the sense of Kuratowski. Our next result describes
exactly when A⊗ =A⊗⊗ occurs.
Proposition 7.12. LetA be a family of subsets of 〈X,d〉. ThenA⊗ =A⊗⊗ if and only ifA⊗ is hereditary.
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A⊗ ⊆ ↓(A⊗) ⊆A⊗⊗ =A⊗,
and hence A⊗ = ↓(A⊗). Conversely, suppose A⊗ is hereditary. Then by conditions (4) and (8) of Proposition 7.1,
A⊗⊗ = (A⊗)∗ =A⊗. 
We now additionally require that A be closed under ﬁnite unions. This makes A ∗ an ideal of subsets that will be
a bornology if and only if
⋃
A is dense in X . In this setting, the operator ⊗ agrees with the operator of [20, Deﬁnition 2.4].
Under this assumption, something unanticipated occurs with respect to A⊗⊗: it actually agrees with A ∗ and, in particular,
is hereditary.
Theorem 7.13. LetA be a family of subsets of 〈X,d〉 such that Σ(A ) =A . The following formulae hold:
(1) A ∗ = ↓(A⊗) =A⊗⊗;
(2) ↓((↓A )∗) =A ∗ .
Proof. Beginning with (1), let us prove that A ∗ = ↓(A⊗). It is clear that ↓(A⊗) ⊆A ∗; to check the reverse inclusion, the
construction in the proof of Theorem 2.3 is adequate, noting upon replacing B in the proof by A that
(i) each Tn will be in A⊗ by condition (5) of Proposition 7.1;
(ii) each En will be in A⊗ since Σ(A ) =A ⇒ Σ(A⊗) =A⊗;
(iii) A ∪ (⋃∞n=1 Tn) ∈ (A⊗)∗ =A⊗ by condition (8) of Proposition 7.1;
(iv) A is then a subset of a member of A⊗ .
To show A⊗⊗ coincides with the other two, notice that ↓(A⊗) ⊆A⊗⊗ by condition (5) of Proposition 7.1, and of course
A⊗⊗ ⊆A ∗∗ =A ∗ .
For formula (2), by condition (6) of Proposition 7.1, we have A⊗ = (↓A )∗ , and so by formula (1) we have
A ∗ = ↓(A⊗) = ↓
(
(↓A )∗
)
. 
Example 7.14. All of the formula for A ∗ can fail if we do not assume that A is closed under ﬁnite unions. In the real line,
let A = {{ 1n }: n ∈ N}; while {0} ∈A ∗ , we see that ↓(A⊗) =A⊗⊗ = ↓((↓A )∗) = ↓A =A ∪ {∅}.
Proposition 7.12 and Theorem 7.13 together immediately give
Corollary 7.15. LetA be a family of subsets of 〈X,d〉 such that Σ(A ) =A . The following conditions are equivalent:
(1) A⊗ is hereditary;
(2) A⊗ =A⊗⊗;
(3) A⊗ =A ∗ .
Corollary 7.16. LetA be a family of subsets of 〈X,d〉 such that Σ(A ) =A . The following conditions are equivalent:
(1) A∗ is hereditary;
(2) (A∗)⊗ =A∗;
(3) A∗ =A⊗ =A ∗ .
Proof. By Proposition 7.6, conditions (1) and (2) are equivalent without the assumption that Σ(A ) =A . If (2) holds, then
by formula (1) of Theorem 7.13,
A ∗ =A⊗⊗ ⊆
[
(A∗)⊗
]
⊗ = (A∗)⊗ =A∗,
and (3) now follows from condition (2) of Proposition 7.1. Finally, condition (1) follows from (3) as A ∗ is always heredi-
tary. 
Corollary 7.17. LetA be a family of subsets of 〈X,d〉 such that Σ(A ) =A . Then (A∗)⊗ is hereditary if and only if (A∗)⊗ =A ∗ .
Proof. Suﬃciency is obvious. Necessity uses formula (1) of Theorem 7.13 with A replaced by A∗:
A ∗ = (A∗)∗ = ↓
[
(A∗)⊗
]= (A∗)⊗. 
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hereditary, then the auxiliary family must coincide with A ∗ . In qualitative terms—and addressing a main objective of the
article indicated in the abstract—stronger forms of total boundedness agree with weak total boundedness if and only if the
stronger total boundedness is hereditary. Notice that each auxiliary family is also closed under ﬁnite unions and moreover
is T∗-closed (see condition (8) of Proposition 7.1). Lurking in the background is this meta-theorem: if a hereditary family C
for which Σ(C ) =C is T∗-closed, then C =C ∗ . The reader is invited to supply a proof, based on the construction found
in the proof of Theorem 2.3.
It is natural to wonder whether in formula (1) of Theorem 7.13 we can actually get a stronger equality: is A ∗ = (A∗)⊗
always true under the assumption Σ(A ) = A ? If this were so, then our last corollary would have no content. But the
answer is negative.
Example 7.18. Let X = [0,1] × [0,∞) as a subspace of the plane with the usual metric. For each n ∈ N, let An be the
following union of 2n vertical segments each of length n:
An =
{
(x, y): x= k
2n
, 0 y  n where k ∈ {1,2,3, . . . ,2n}}.
For each n, An ⊆ An+1 and so A := {An: n ∈ N} is closed under ﬁnite unions. Now the union of any sequence in A with
distinct terms is{
(x, y): x is a dyadic rational in (0,1] and y ∈ [0,∞)},
an unbounded set. Since each An is bounded, it follows that A∗ = A . Now if C is any subset of X consisting solely of
ordered pairs with irrational second coordinate, then ∀n C ∩ An = ∅. Thus, no such C can belong to (A∗)⊗ . On the other
hand, {(x,0): x is irrational and 0< x< 1} ∈A ∗ .
Example 7.18 also shows that Σ(A ) =A does not guarantee A ∗ = ↓(A∗), a formula that of course is valid for bornolo-
gies. Relative to this formula, we submit this further consequence of Theorem 7.13.
Theorem 7.19. LetA be a family of subsets of 〈X,d〉 such that Σ(A ) =A . ThenA ∗ = ↓(A∗) if and only ifA⊗ ⊆ ↓(A∗).
Proof. Necessity is obvious as A⊗ ⊆ A ∗ . Suﬃciency depends on formula (1) of Theorem 7.13 and idempotency of the
hereditary hull operator: assuming that A⊗ ⊆ ↓(A∗), we have
A ∗ = ↓(A⊗) ⊆ ↓↓(A∗) = ↓(A∗). 
Combining the various results of this section gives us three different necessary and suﬃcient conditions for the equality
of A ∗ and A∗ that can be expressed solely in terms of the hereditary hull and lower-star operators. Notice how the ﬁrst
conditions in Theorem 3.9 fall out as a special case.
Theorem 7.20. LetA be a family of subsets of 〈X,d〉 such that Σ(A ) =A . Then each of the conditions below constitutes necessary
and suﬃcient conditions forA ∗ =A∗:
(1) ↓((↓A )∗) =A∗;
(2) ↓((↓A )∗) = (↓A )∗ and ↓A ⊆A∗;
(3) A∗ is hereditary.
Proof. Condition (1) follows from formula (2) of Theorem 7.13. In view of Theorem 7.4, Theorem 7.13, and condition (6) of
Proposition 7.1, condition (2) above splits up into A ∗ =A⊗ and A⊗ =A∗ . Condition (3) is part of Corollary 7.16. 
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