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I. INTRODU~TX~N 
In part I of this paper [8] we examined the variation of the zeros of an 
analytic functionfwhenfis varied by a small function, under the assumptions 
thatfis bounded in the region considered and bounded away from zero at one 
point. No assumption was made regarding the multiplicities of the zeros of J 
In this part we study the behavior of zeros of specified multiplicity. To fix the 
ideas, we consider the Banach algebra R of all functions 4, analytic an 
bounded in the unit circle U: Iz] < 1, with the norm 
lifll = wW(z>l:.2 E W. 
Suppose IhatfE R, jifll G 1 and thatfhas a zero of order irk at 0. What can we 
say about the zeros of g =f+ (b, where $ E R and /I# is small? 
We may representfin the form 
f(z) = zn h(z) 
wherehER, ijhli<l, Ih(0)) = A>O. By Hurwitz’theoremw 
sufficiently small, then g has exactly II zeros near the origin. 
to make this statement precise and quantitative. We prove 
THEOREM 2. Under the above assumptions onf, ifli4iI G E c E,(A), where 
,,fl A”+1 
44 = (n + ly+I ! 
nA2 
1+ n+l + WA41 
then the number n(r, g) of zeros of g in U,.: jz/ -c P is equal to n4 for 
h,A<r<X,A, 
where X1 and X2 are the roots of the equation 
x”(1 - A) = 6(1 - AA*), E = aA”+” 
in the interval 0 -c X -c 1. 
As 6 + 0 the numbers Xi and h2 satisfy 
A, = 1 - (1 - A*)6 + O(6’) 
275 
ROSENBLOOM 276 
and 
h,=q 1 +(‘q+0(0(?3 ) 
( n 1 
y”=S. 
While the proof follows classical ines, it is not usually observed that we can 
specify a small circle in which there are y1 zeros and a fairly large circle in which 
there are no other zeros. 
For it = 1, we can obtain much more detailed information. If z(g) is the 
(unique) smallest zero of g, then z(g) is approximately -g(O)/f’(O), and we have 
the error estimate 
iz(g) + j$j < 12e2/A3. 
Now the quantity L(g) = -,0(0)/f’(O) = =1$(0)/f’(O) isa linear functional on R, 
and the estimate 
z(g) - z(f) - Zk -f> = w? -fl12> 
shows that L = z’(f) is the FrCchet derivative of z atJ The FrCchet differenti- 
ability of z(g) means that z(g) is an analytic function on a certain domain of R. 
Consequently, if g depends analytically on one or more parameters, then z(g) 
is an analytic function of these parameters. 
By slight modifications of the argument, we obtain 
COROLLARY le. The function z(f ), the smallest zero off, is defined and 
analytic in the domain 9 of R defined by 
3: llfll -=c 1, IfW12' 4lf(O)l(l - If(0)12)2, 
and its Fr&het derivative is 
Ke- >I ___-. z'(fM> = -fyz(f>> 
The problem of obtaining the higher variations, i.e., the higher Frtchet 
derivatives, of z(f) on D, turns out to be equivalent to that of finding the 
classical Lagrange expansion (Whittaker-Watson [9], p. 132) of the smallest 
zero of 
z-X$(z)=0 
in powers of A. We can also attain error estimates for the power series expansion 
of z( f + A$). 
The approximation formula 
z(g) - z - gF) = H(z) = H(z,g) 
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if z is close to z(g), which is implied by the formula in the above corollary, is t 
first step in Newton’s method for functions of the class considered. 
In the appendix we prove 
THEOREM 6. Let E(A) be the set off E R such that f (0) = 0, and \f’(O)] = A. 
Let H(z) = ZZ(z,f) and0 < k G 1. Then /H(z)] G klzlfir jzj G r(k), where 
r(k) = A(” - l>/(a + 2k + I) 
and 
o2 = ((2k c 1)’ - A2)/(1 - A2). 
This is the best possible, and is attained only by f (z) = I, 1 c/ = 1, where 
S(z) = z (Gz) ’ 
The iterates of H converge to 0 in the circle Izj < r(h). 
If H(x) is real and nonnegative on the interval 0 G x G A, then the iterates of 
H converge on the interval 0 G x < A/(2 - A)2, and this is also the best possible 
While r(l) is the radius of the largest circle in which His a contraction for all 
f E E(A), we do not know whether this is the largest circle in which the iterates 
of H converge to zero. For references to the literature on Newton’s method, see 
Ostrowski [ 71. 
Hn part I, we derived a criterion of the form 
If (O)l < B(lz,l, If (zdl) if lifll G l,f~ 
for the existence of a small zero off. We also have the criteria 
2lf @>I logullf WI> < lf’@I 
for the existence of a small zero, and 
4lfcMl - lfcw>2 < ls’(w 
for the existence and uniqueness of a small zero, expressed in terms of /f(O) I 
and If ‘(0) 1. In the appendix, we give a criterion for the existence of a small zero 
in terms of the values of I f (0) and If (z,) 1, where zi depends onf(O), 
The simplest example is 
COROLLARY 5a. Zff E R, IIfIl G 1, lzij G If(O)/, and if f(z) # 0 in the circle 
l-4 -CT IzII/to, where 
to= li-4/(S+4, 
5 = 14 l/f(Zl)l> a = NSllf (ON, 
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then 
-217<“-5<2 
where 7 exp( 1 + 7) = 1,q > 0. 
Thus if logjf(zr)/f(O)] is greater than 2 or less than -27,fhas a small zero. 
In particular, we may take z1 =f(O), and we obtain the criterion that if 
f(f(O))/f(o) is too large or too small, thenfhas a small zero. 
If n > 1, then the n-tuple zero off splits, in general, into y1 small zeros of g, 
and these have an algebraic singularity at g =J However, we can represent gin 
the form 
g(z) = Pk d G(z, g)> 
where 
w, $3 = z” -t- e<z, $9, 
Q is a polynomial of degree cn in z, and G is analytic in z and # 0 in a neighbor- 
hood of zero. Furthermore, P and G are analytic functions of g for jjg -fil 
sufficiently small. 
This is the essential content of the Weierstrass preparation theorem (see 
Bochner-Martin [2], p. 183). We give a proof which yields explicit estimates for 
the various quantities and domains involved. (A similar proof was given in the 
thesis of Brown [3].) 
If g =f+ h$, Q = Q (z, h),G = G(z, h), 
then 
and 
where 
G,&, 0) = h(z) Mz, +/h), 
and 
Ritz, n = w-4 - &l- 1 tz, m/z”. 
We obtain explicit estimates for 
I Q<z, 1) - Q,dz, 011 
and 
in terms of /j$lj. 
1% 1) - 1 - Wz, O>l 
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The Weierstrass theorem is a special case of a general theorem on 
algebras. We prove 
THEOFLEM 4. If M is a closed module in a Banach algebra BP and R(M) is the 
set ofx E B such that every y E I3 has a unique representation i the form 
y=qx+r, 4 E B, YE&f3 
then R(M) is open. The solutions q = S,(y) and r = T,(y) are bounded linear 
transformations on B into B and M, respectively, and S, and TX are analytic 
functions of x in R(M). Specijically, the sphere 115 - x/i < l/jl.?Qj is contained ia 
-mw. 
In this sphere we can obtain the FrCchet derivatives of S, and TX‘,, an 
estimates of the form 
and 
IIT&) - TX(Y) + ~x@xWt - 4ll G GAS - 4%4l. 
The Weierstrass theorem is the simple special case B = R, M = the set of 
polynomials of degree tn, and x = z”. In this case, if y E R, then 
G(Y) (4 = &(z, Y) 
and 
TX(Y) (4 = srl- 1 k Y>- 
In part III of this paper, we study the simultaneous variation of all the zeros 
offE R in a compact subset of U, under perturbation off. 
II. PERTURBATIONOF SIMPLEZEROS 
Let f~ R, lif[l G 1, f(0) = 0, f’(0) = a. If g E R, and /jg -fll is sufficiently 
small, theng has a unique zero z(g) near 0. We wish to study z(g) in some detail. 
Letf(z) = zh(z), where h E R, llhll G 1, and h(0) = a, and let 
u(z) = (h(z) - a)/( 1 - ah(z)). 
Since IIujj G 1, u(0) = 0, then, by Schwarz’ lemma, mu/ G /z/. From 
h = (u + a)/(1 + au), 
weobtainfos Iz/ <r<A= Ia/, 
Ih( 2 (A - r)/(l - Ar) 
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and 
If(z)] > P(A - r)/(l - Ar) = k(v). 
Hence, by Roucht’s theorem, if 0 < Y < A and 
II‘!? -fll =z E -=I k(r), 
theng has a unique zero z(g) in the circule U,.: jz/ < Y. 
The function k(r) attains its maximum a(A) in the interval (0, A) at 
Y = r(A) = (1 - (1 - A2)“2)/A 
+!+!g+ .. . + 1.3..... (2n - 3, A2n-1 + . . . 
2”?2! (1) 
and 
a(A) = k@(A)) = -1f 2r(A)/A 
=$+$+ . ..* 
If 0 < E < a(A), then the equation 
k(r) = E 
has two roots in (U, A) : 
Q(E) = E 1’2 r(6) < F-~(E) = ~“~/r(s) < A, 
where 
6 = 2~“~/A(l + e). 
Consequently, if jig -flj G E < a(A), then g has a unique zero z(g) in the 
circle IzI < T,(E), and 
I4dl G y2(4. 
The estimates 
and 
A2/4 < a(A) < A2, 
are often sufficiently accurate. Thus, we have 
jz(g)l < 2441 + 4 < 24 
and if E G A2/4, then g has no zeros in the annulus 
2e/A(l + c) < IzI < A(1 + e)/(l + ~3~). 
Hence, we obtain 
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THEOREM 1. 1f.f~ R, \[fj/ G 1, f (0) = 0, 1 f ‘(O>[ = A # 0, and ifr(A), CL(A), 
Ye, and r2(c) are defined as above, then for g E W, and 
llg -fll G E < 44, 
g has a unique zero z(g) in the circle Jz] ==c r,(e) and 
k>l G ~2(4. 
As E --f 0, we have 
I’Z(E) - 44 A - Q(E) - ~(1 - A’)/A, 
and as E + a(A), we have 
limr,(c) = limT2(E) = u(A). 
Let F(z) = g(z) - az -g(O), where a =f’(O) = b(O). %f we apply the S&wax-~ 
lemma to g(z) -f(z) - g(O), we obtain 
I&> -f(z) -m G 24. 
Similarly, we have 
I&9 - al G 214, 
so that 
satisfies 
F(z) = g(z) -f(z) - g(O) + zt@) - 4 
IF(z)/ < 21212 + 2E(ZI. 
If E < a(A) and z = z(g), we have 
laz + g(O)] G 21~1~ + 2~121 G 12e2/A2. 
This yields 
COROLLARY la. Under the hypotheses qf Theorem 1, 
1.2(g) + g(O)/y”‘(O)j < 12c2/A2* 
Therefore z(g) is FrFue’chet differentiable atx and 
z’(f 1 w = -m/f’(o). 
If we apply this result to g(z) =f(z) - IV, where w is a constant, we obtain 
COROLLARY lb. For 0 < E G a(A), the image of the circle U,, r = Ye, con- 
tains the circle U,. In particular, the circle U,,,, is co&ained in the range off. 
The inverse function f -’ is defined in 7JaCAj, 
If-l(w)1 <r2(jw))J4 
A c 
1+4M 
A* 
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f-‘(w) - +gjj < 121J4q/A3. 
COROLLARY~C.I~~ER,~(O)=O,~/(O)=~,~TZ~~~~~~ GM, then therangeoff 
contains the circle U,, r = 1/4M. 
This is obtained by applying the previous corollary to F = f/M, and using 
the estimate a(A) > A2/4. 
Corollary lc is the main step in the classical proof of Bloch’s theorem (see 
Landau [6]). If we apply the same reasoning, using Theorem 1 instead of the 
corollary, we obtain 
COROLLARY Id. If f E R,f’(O) = 1, then there is a constant c such that 
f++chasazeroinUforallc$~Rsuchthat~~~ll~1/16. 
Iff E R, IIf jl G 1, f(0) = a,,,f’(O) = al, thenf = $(F>, where 
PER, IlFll G 1, F(0) = 0 
and 
F’(O) = -.!%- . 
1 - taoI 
The above results, applied to F and to g = a0 + F, imply that if 
4/a,,](l - lao/2)2 < la1j2, then f has a unique zero z(f) in the circle U,., 
r = r,(laol, B), B= lull/(1 - lao12), and that 
/z(f)1 < !d 
( > 
1 + 4’a01 ~. 
B, B, 
(0 
A weaker sufficient condition on f e R, II f I/ G 1, for the existence of a small 
zero with, however, a cruder estimate of jz( f )I is : 
Iff(O)=e>O, If’(O)l=A, and 2clog(l/e) < A, then f has a zero in Ur, 
where 
r = 2~log(l/~)/A = 2y(f). 
This is obtained by applying Schwa& lemma to 
fit4 = 
log E - log f (z) 
log E + log f (z) 
in the circle U,, where r = lz( f) I. 
The example f(z) = ((z + S)/(l + 8))2, 0 < 6 < 1, shows that r(f) can be 
arbitrarily small and If ‘(0) I’/ 1 f(O) I can be arbitrarily close to 4 for a function 
with a sm.all multiple zero. Therefore, no condition of the above type, on y( f ), 
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can insure the uniqueness of z(f), and the constant 4 in the above results is the 
best possible. 
A complex valued function T(f) on R is said to be analytic atfo ifit is define 
atfo and if there is a linear functional L on R such that 
lwi + 4) - xh) - L(?fJ)l = ~il4li> 
, il& + 0. We call L = T’(f,) the Frechet derivative of T atSo. 
The above results imply 
COROLLARY le. The function z(f ), the smallest zero of ./I is dejined and 
analytic in the domain of R defined by 
23: llf II < 1, If ‘@)I2 ’ 4f (WJ - If(0)12)29 
and its FrPchet derivative is 
$(z(f )) __- s z’(f )(4) =- f ‘(z(f )) 
To obtain the higher variations of .a( f ), we must study the smallest zero of 
g =f+ A+ as a function of A. If 
SER, llf II G 1, f’(0) = a # 0, 
and 
Z@) = z(f f MS 
where 4 E R, then the nth Frechet derivative z(“)(f) (4) is given by 
z(“)(f) (4) = Z’“‘(0) 
and we have the power series expansion 
z(f+ $) = 8 z'"'(f)(~)/n!. 
But Z(h) is the smallest zero of 
2 - X$(z) = 0, 
where # = -4/h. We arrive at the classical Lagrange expansion (see Whittaker- 
Watson [9]). The Cauchy formula yields 
z(l - &/J’(Z)) dz 
3 
Q z - V(z) 
where% is the circle lz] = r, and r2(E) < r < rI(E), E = ll$ll, 1x1 < 1. Orrg wehave 
I9WI G GW1, 
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SO that the most favorable choice of r is Y = r(A), and then k(r) = C&I). Since 
41 - h+‘(z)) = z - h+(z) + &Q) - z@(z)), 
we see that 
Z(h)=& d(z) dz = - 2; 
s 
44 dz, 
Q r 0 
where U(Z) = log(1 - X$(z)/z), taking the determination such that 
jargu(z)] c 42 for z E 9. We thus obtain 
and D = d/dz. This yields 
z@)($) = (-1)” (D”-‘(#/h)“)(O). 
The error 
(2) 
%I = jzcf t- $1 - Ig z’“‘(f) G/w ! / (3) 
can be estimated by 
1 E‘ n+1 
0 
I En<-- - 
n+l a F&’ (4) 
if cc = a(A), 0 < E < a(A). 
We remark that by using the facts that Z(A) is analytic and IZ(A)l G r(A) for 
]A] < E/E, and by applying Landau’s theorem (see Landau [6], p. 26), we can 
prove that 
E, < (K, + 1) v(A>(E/a)“+‘, (5) 
where 
K,, = 
Thus, we obtain 
K,, - log n/r asn-tw. 
COROLLARY If. If f E 3, f(0) = 0, C$ E R, li# G E < cc = c&4), then the nth 
Fr&het derivative of z(f) isgiven by (2), and the error E, in the approximation (3) 
can be estimated by (4) and (5). 
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III. PERTURBATION OF MULTIPLEZERQS 
Let .f~ K llfll < 1, f(z) = z"h( 2 >, w h ere h E R, iihji G 1, h(0) = A > 0, and 
n > 1. If g E R, and 11 g -f/ is small, then g has n zems near 0. We wish to study 
these zeros in some detail. 
As before, we have 
If(z)] > r”(a - r)/(l - Ar) = k,(v) 
for Izi G P < A. Hence, if 
llg -fil =G E< Ur)9 
then g has exactly n zeros in the circle U,.. 
Now, k,(u) attains its maximum in (0, A) at 
r = m(A) = [b - (b2 - 4)“2J/2 
= pA2 + 1 - [(I - M)(l - #12A2)]“2 
Au+ P> 
=niA+nAi+...T 
(n + l)j 
where b = [n(l + A2) + 1 - A2]/nA, p = (n - l)/(n + 1). This radius v,(A) is, 
thus, expressed as a power series in A with nonnegative coefficients, which 
easily yields the estimates : 
nA FlA 3 
-%z.+& 
nA+A3 
n+l 
< r,(A) < -____ < A. 
ntl 
The maximum 
~(4 = kt(rrhW 
= r,(A)” (m,(A) - (n - 1) A) 
n” A”+1 
= (m 1 +;;“2 + O(A4) 
satisfies 
r,(A)“+l 
n 
< ccn(A) < r,(A)“+lm 
If 0 < E < a,(A), then the equation 
k,(r) = E 
has two roots 0 < p2 < p1 in the interval (0, A). If we set E = &A”“, Y = hA, we 
find that h satisfies 
P(1 - A) = 6(1 - ALP), Q<h<l. 02 
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For small 6, we see that the two solutions 0 < X2 < Xi < 1 satisfy 
x,=9 1+(1-A2q+O(q2) ) 7jn=f3, 
( n > 
and 
X,=1-(l-A2)8+0(82). 
A little computation shows that if 7 G l/6, then 
We obtain the result: 
THEOREM 2. Iffy R, ijfil G 1, f(z) = z”h(z), where jh(O)j = A > 0, and if 
g E R, llg -.flI G E x a,(A), then the number n(r, g) of zeros of g in U, satisfies 
n(r, g) = nfor 
X,A<r<X,A, 
where X1 and h2 are the roots of(6) in (0,l). 
We remark that while the above is the best possible condition on j/g - flj, 
the behavior of g outside U, is not used in the above proof. If M(r, F) = 
sup (IF(z)/ : Iz] =G r) (so that ]lFll = M(1, F)), then it suffices for the above 
conclusion that 
MU, g -f> < 6 c: q,(A). 
We can apply these remarks to obtain a generalization of Corollary le : 
COROLLARY~~.I~'~ R,jljlj~ 1, 
f(z) = 8 ak zk, s,(z) = f$ ak zk, 
0 
and 
M(A, ~“-1) = E ==I K,’ an(A), 
where 
A = IanI/&‘, K,’ = Knwl + 1 
and K, is the constant in (5), then I@, f) = nfor 
h2(4Kn’) A -C r -C h2(4Kn’) A. 
For we have 
f(z) = G-I(Z) -I- z”N.4, 
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where h E ;R, h(0) = a,, and llhll = /If-- s,-~]] < K,‘. Hence theorem 2 applies to 
$ =fiKi- 
For IZ = 2, we have a,(A) > 4A3/9, and &’ = 914, which leads us to the 
condition 
E = laOI + 4ja,l la2i/9 < (41a,\/9)3 = A3 
forfto have two small zeros. If 6 = 4e/9A3, then the two zeros are in Izl < X2 A, 
and there are no other zeros in IzI < hi A, where 0 < X2 -C A, are the roots in 
(0, 1) of the equation 
h2(1 - A) = 6(1 - /$2X). 
Since the &h-order zero off= z"h splits, in general, into n zeros of g when 
1 /g -fl/ is small, z(g) has a branch point at g = f, and this algebraic singularity is 
rather complicated. If zi , * . . ) z,, are the small zeros ofg, then 
P(z,g) = fJ (z - zJ = z” + Q(z), deg Q -C n, 
is an analytic function of g. We have the representation 
g=PG, 
where G E R and G(z) # 0 in a neighborhood of0 containing z19 .. .) z,. 
essentially the Weierstrass preparation theorem. 
Iff= z”h, h(0) # 0, then we can easily reduce the study of the represeutatio~ 
of g =f+ $9 ll~ll small, in the form PG, to the special case h = 1. We shall, 
therefore, first analyze the problem: 
For 4 E R, il$ll< E, find a polynomial P = zn -i- Q, deg Q < n, and a function 
G, such that G, l/G E R, and 
g=z”+$=PG. 
We wish to obtain control over the dependence ofP and G on 4. 
Of course, if I/#/ < E < 1, then we see, by Rochk’s theorem, that n(r,g) = n for 
E’!” -C Y < 1. We have the formula 
log(P(z)/z”) = log( 1 + Q(z)/z”) 
= fl(z,g) = ki /gg$+g 
where ‘8 is the circle IsI = Y, &” c r -C 1, and IzI > Y. This shows that A, an 
P = z*exp A, are analytic in the sphere jl g - Y/I < 1 in R. 
We can put the formula ford in another form which may be useful for some 
purposes. Let g(z,h) = z” + X4(z), where /I$]] < E < 1, and IX/ < 1, and let 
9% 4 = logk(z, WZ”)~ 
19 
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Then ~,4 is analytic in h and z for IAl G I, @ .=z I,zj < I, and 
gz(z, 4 n 
Therefore 
(1) 
where 
and 
Of course 
k! ck(z) = 
0 
$ ‘A(& z” + #)I,+,, = Ack’(z, z”)(4) 
is the kth FrCchet derivative (kth variation) of A at the point z” in R. In par- 
ticular, we have the first variation ofP: 
P”‘(z, z”)($) = Q(l)@, z”)(C) = z”Acl)(z, zn)(+) 
= % 1 (2, 41, 
and the estimate 
IW,g) - z” - sn-,(z, $11 G BE*, I4 G 1, (2) 
for a certain constant B. 
While we can obtain an estimate for B directly from the formula for A, 
another approach is also quite instructive. Since we have 
then for Izj = 1, 
p(z) = $ (z - 23, lZk/ < @, 
(1 - G’n)n < jP(z)l < (1 + &n)n < 2”, 
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and therefore 
IG(z)-” 1 = IP(z)/g(z)I < P/(1 - 4 
Since G(z)-’ E R, this inequality also holds for 121 -C 1, i.e., ilG-“i/ < 2”/(1 - e)= 
Let H(z) = l/G(z) = 1 + H,(z). Then the equation 
P=z”+ Q=(z”+C;)M 
implies 
Q = z”Hj + H$s 
or 
Hence, by Landau’s theorem, we obtain 
IIQII G K-IIIHII Ml =G K-1 2” 41 - 4. 
Moreover, if we define the operator I’, by 
.F2 $ akzk = $ akzk-*? 
c 1 
then we have 
H, + rz(H+) = 0. 
ut for ijfil< 1, we have 
IV’xfNz)l G IW> - .L,WPI G Kn’, 
i.e., []I’,]! < K2’. Hence we infer that 
W/l G ~,‘IIWl~ll G K’2”40 - 4 
and therefore 
This yields (2), with 
B = K,,-, K,,‘27(1 - c). 
Higher order approximations can be obtained by solving 
HI = -J-‘, 4 - ~2W’d 
by iteration, and substituting the results in (3). 
Since P is a perturbation of P,, = z” $ s,,-1(z, r,!~) of the order of O(e2), we see> 
by the results of this and the preceding section, that if zO is a zero or order m of 
PO, then P has m zeros in a circle of radius O(E~‘“) about z,. 
We may summarize these results as follows: 
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THEOREM 3. If +ER, ll# <E-C 1, and g=z”++, then n(r,g)=n for 
&* -C r < 1, and there is a polynomial Q = Q(z,g), deg Q -C n, and a function 
G = G(z,g) such that 
g = (z” + Q) G in U, 
G, l/G E R. 
The function P = z” + Q = z”exp A is analytic in g in the sphere jl$l\ -C 1 in R, 
and so is G. The function A = A(z,g) is given by the formula (1) (with h = 1). 
The first variation of P is s,-,(z, c#), and the error is estimated by (2) and (4). 
The function G satisfies 
and 
(1 - ~)/2” < IG(z)j < (1 + +(l - ~r’*)n, 
111 - l/Gil < K,‘2”~/(1 -E), 
IjG- 111 <K,‘2”~(1 + ~)/(l - ~)(l - @)n. 
More generally, if fE R, \lfli < 1, and f(z) = z”h(z), where h E R, (h(O)( = 
A > 0, and 4 E R, Ilqll < E, then, for g =f+ 4, we have 
&4/r* = h(rzW + h(z)>, 
where 
If 0 < r -C A, then & E R, and 
II&II G 4 - AW”(A - r> = GW’>, 
so that the most favorable choice of r is r,(A), and then I]$, 11~ c/an(A). 
Therefore, if E < a,(A), we have the factorization 
gW/r” = (f’ + Qd GI, 
where Qi is a polynomial of degree -C n, and G,, l/G, E R. Hence we have 
g(z) = (z” + r” Qdz/r>> Gdzlr! = (z” + Q(z)> G(z), 
where Q is a polynomial of degree < n, and G and l/G are bounded and 
analytic in U,, r = r,(A). Furthermore, Q and G are analytic functions of g in 
the sphere llg -f/l < q(A) of R. Thus, if g depends analytically on some para- 
meters, then Q and G will be analytic functions of these parameters. 
In particular, we obtain the classical case of the Weierstrass preparation 
theorem :
COROLLARY 3a.IfFisanaZyticon U x U, llFj/ < 1, andF(z,O)=z”h(z), where 
h E R, Ih( = A > 0, then there exist Q = Q(z, t) and G = G(z, t) such that Q is 
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a polynomial of degree -cn in z, and Q, G, and l/G are analytic in 1 t [ < or,(A)/2: 
and jzl < r,,(A), 
F(z, t) = (z” + Q(z, t)) G(z, t)~ 
Furthermore, $FF,(z,O) =,f,(z), then we have, 
Of course, we can easily give bounds on Q, G, and l/G in the bicylinder 
U, x Us, r = r,,(A), s = cr,(A)/2. 
One of the main values of the above results concerning the analyticity of 
G, and giving bounds on them, is that they are uniform in the sphere ]i+ij f E and 
do not depend on any more detailed information regarding #~ If 3* is the ideal 
in R generated by zk, i.e., the set of C$ E R which have a zero of multiplicity >k 
at 0, then for + E 3,‘ - &+i, we can obtain another proof of theorem 3 and 
another representation of P and G, by using the approach of Corollary If. 
Let us assume, for the sake of simplicity, that h = 1. (We have seen how to 
reduce the general case to this special case.) If # E Z3”, - Dk-i, then #B can be 
represented in the form $I = -zk P-k, and this representation is unique, if we 
restrict arg#(O) in an obvious way. Since the case k > n is trivial, we may 
assume that k < IZ. 
Then we have, setting X = pnmk, 
g = z” + A$, = Zk(Z”-k - pn-k p-k) 
n-k 
= zk I$ (z - CJ Mw), 
where 
w = exp(2rri/(n - k)). 
But the equation 
z - t+(z) = 0 
has a unique solution z = l(t) such that i(O) = 0 and 5 is analytic for 
It I < m4 If 
a-% -4 = WI) - twMz1 - zd9 
then D is analytic in the bicylinder U x U and 
I%, 41 G 2/u - f-1 
in the bicylinder U, x U. 
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Then we have 
z - 4w = z - 50) -I- t&w>) - $(d) 
= m t>(z - S(t)>, 
where 
K(z, t) = 1 - tD(z, #(t)). 
We see that Kis analytic in U x Uif lj#jl< 1 and 
IK(z,t)- lI<2s/(l -r) for jz/ <r, ItI <s. 
This yields the representation 
g(z, A) = z” + A+ = PG, 
where 
n-k 
P(z, 8 = zk IJ (z - Kw’p-c)) 
and 
n-k 
G(z, A) = -j-J K(z, 02 p). 
1 
We can obtain bounds on P and G for [z/ < 1 and IhI < l/l]r#l, and on l/G for 
IZI + 2lj-4 < c -=c 1. 
Since equations of the type defining 5 are easy to handle, this representation 
may be useful when detailed information regarding 4 is available. 
IV. GENERALIZATIONOFTHEWEIERSTRASSPREPARATIONTHEORJZM 
The following considerations give, perhaps, a better insight into the meaning 
of this theorem. In the formulation of Theorem 3, we are given a small # in R, 
and we seek a function q E R and a polynomial Q of degree a such that 
z”=(z”+&q- Q. 
This is a special case of the representation of any FE R in the form 
F==(z”+rb)q+p, q E R degp <n. (5) 
The general case follows from the special case on division of F by the poly- 
nomial P = z* + Q. 
On the other hand, when 4 = 0, the equation (5) has the unique solution 
q=rzF, p=.T,F=s,-,(z,F). 
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The Weierstrass theorem says that (5) retains this property of solvability endue 
the perturbation 4, and that CJ and p are analytic functions of+. 
The set @a-I of polynomials of degree tn. is a closed module in the algebra 
We are thus led to examine the general problem of a Banach algebra B an 
closed module MC B. The element x E B is said to be M-regular, if every 
element y E B has a unique representation i  the form 
y=&K+t-, 4 E R TEM. (61 
If M is the zero module (01, then x is M-regular if and only if x has an inverse. 
A classical theorem (see, e.g. Gelfand, Raikov, and Shilov, [4], p. 20) states that 
the set of invertible elements is open and that x-’ is analytic on this set. 
shall prove that the set of M-regular elements is open, and tb 
analytic functions of x, for a general M. The special case B = 
x = X, = .a”, is essentially Theorem 3. 
If Xis M-regular, consider the Banach space B x AI, with the norm 
/I(% r)ll = lkll + II~ll, 
and the linear transformation 
L(q, r) = qx + r. 
This is continuous, and transforms B x M one-to-one onto B. 
Banach [Z], pa 41, L has a continuous inverse 
L-‘(y) = c%(Y)> TX(Y)). 
Let 5 = x + cj, where l#il is small. We wish to solve the equation 
y= Qt+R. 
This equation is equivalent o 
and 
Q=&tu- Q+>=q-Sx( 
R = T,(Y - Q+> = r - TxtQrb). 
The linear transformation V(Q) = S,( Q+) is a contraction if 
II VI G Wl~ll = k -=c 1. 
Hence, if II&j -C l/s(x), then there is a unique solution for Q: 
Q = (I+ V-‘(q) = if (-V(q) = v,(q), 
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and, therefore, also a unique solution for R : 
R = r - TxV-&I $1. 
We have the bounds 
IIQII G llqll1(1 - 4 G +W4l/U - kh 
and 
IIRII G Wl~ll/(l - 4. 
These estimates imply that 
IIQ -q/l G k+WIlU - W, 
and 
IIR - yll G W4llull/(l - k), 
II Q - 4 + &(q&l/ G k2 44llull/(l - W, 
IIR - y + ~&4)/l G k2 Wlull/(l - k), 
The first two inequalities assert he continuity of S and T: 
iI& - &II G MNl - k), k = 44115 - 41, 
and 
IIT, - Txll G %4/U - W, 
(7) 
while the last two assert hat S and Tare Frechet differentiable at x. Let Wand 
I2 be the linear transformations on B into B, = BB, the space of bounded 
linear transformations on B to itself, defined by 
W($)(Y) = -&&(Y) d>? 
Q@)(Y) = -TX&(Y) $1. (8) 
Then the Frdchet derivatives of S and Tare Wand Q, respectively, and 
IIS - Kc - WC5 - XII G h dx13 IIf - XI/~, 
IITs - Tx - %t - XIII G k, 4~)~ WIIE - XI/~, (9) 
where 
k, = l/(1 -k), k = s(x)l/[ - x/I < 1. 
We can summarize our results as follows : 
THEOREM 4.If A4 is a closedmodule ina Banach algebra B, then the set R(M) of 
M-regulm elements is open. If x E R(M), then the solutions q = S,(y) and 
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r = T,(y) of (6) determine bounded linear transformations SX and T, on B into 
and M, respectively. The sphere 
is contained in R(M). If k = s(x)ji~ - xi/ < 1, s(x) = IISJ, then S and T are 
continuous functions of x (inequalities (7)), and are, in fact, analytic on R(M). 
Their Frdchet derivatives are W and 8, given by formulas (8). The errors in 
approximating S, - S, and Tt - TX by their jirst variations are estimated in 
inequalities (9). 
APPENDIX 
V. SOMEOTHERCRITERIAFORLQCATKONOFAZERO 
Here we return to the question of detecting a zero of a function ff~ 
i]fjl =G 1, by means of the values off at a few points. In Part I of this paper we 
showed that iff(z,) is not too small, andf(zJ is very small, where zr and z2 are 
given in U, thenf has a zero near z2. In section II of the present part, we showed 
that iff(zl) is sufficiently small in comparison tof’(zl) (which is obtained from 
the values off at two “infinitely near” points), then there is a zero off near zI I 
In these criteria we use the values off at two points chosen in advance. In the 
present section, we give criteria for the existence of a zero near z, in terms of 
the values off (zi) and f(z2), where the location of z2 depends on the value of 
f(z,). Crudely speaking, if Iz2 - zi 1 G C 1 f(zi)l, and 1 f (z2)/f(z1)j is too large 
or too small, then f has a zero near zl. For example, if / f(f(O))/f(O)i is greater 
than e2 or less than exp (-277), where 
logy+~+l=o, O<q<l, 
then f has a zero near 0. 
Suppose the f E R, j~f~j G 1, and /f(O)1 = e-=. Iff# 0 in Ur, and jz/ = rO, 
If(z)1 = e-5, then, by Harnack’s inequality, we have 
r - r, r + rO -lXCr<5-C-i 
r + r. r-ra ’ 
or 
where 
to = I I - al/G + 4* 
Hence, if r. < to, we infer that f has a zero in U, and obtain the non-trivial 
bound ro/to for the smallest zero. 
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The condition ra < to is equivalent o 
minW5 4J < (1 - r0)/(1 + ro). 
This form of the condition is useful if we are given in advance r. = 1.~1, where z 
is the second point where f is computed. We are interested here in the situation 
where r. depends on a, i.e., we computef(0) and, depending on its value, we 
choose the point z at which we computef. In this case, it is more convenient o 
put the criterion in the form 
a - 5 > 2ro a/(1 + ro) or s* - CL > 2ro a/(1 - ro). 
For example, let r. = cl f(O)\ k = cexp (-kor), where c > 0, k > 0. Then we 
have 
2~0 LX/( 1+ r,,) = 2c/kh(y), 
where 
NY) = @Y + 4/v, y=kcr. 
The minimum of h(y) for y > 0 is attained at 1 + 7, where 
rlem(rl+l)=c, (11) 
the minimum being c/r. Therefore, we shall have r. < to, if 5 - CI > 2q/k. 
Similarly, we find that if 0 < c G 1, then the maximum of 2ro cz/(l - ro) is 
27/k, where y is the solution of the equation 
Yexp(l--y)=c. (12) 
We have thus proved 
THJIOREM 5. If f E U, j/flj G 1, If(O)1 = e-cL, [z,l G c If(O = cexp(-ko$ 
c>O,k>O,undIf(z,)I =e-5, and iff(z) # 0 in the circle jz] < Iz, I/to, where to 
is given by (lo), then 
a - 5 G 2yWk 
where q(c) is the solution of( 1 l), and if0 < c G 1, then 
5 - a G 2yWlk 
where y(c) is the solution of(12). 
If we take c = 1, k = 1, then we obtain 
COROLLARY 5a. Iff~l?, jlfll G 1, lzll G If(O and iff(z) #O in IzI < 
Iz, l/to, A32 
-211(l) Q bdf-(~,Nf(0)l G2, 
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VI. NEWTON’S METHOD 
Corollary la, applied to g(z) = aa +f(z) = clko t Z&Z), g’(O) = ai = h(O), 
states that if Icao[ < jlhjl c& I/II/#, theng has a unique small zero z(g), and that 
We recognize the approximation formula 
z(g) - -m/g’(o) = fw 
as the first step in Newton’s method: 
z(g) - fw = z - &MZ>~ 
That is, our corollary gives us a criterion for the existence of a unique small zero 
z(g), and an estimate for the error ]z(g) - H(O)/ in the first step of Newto~~s 
method. 
This raises the question of the behavior of the iterates of .H, and of the 
domain of convergence of Newton’s method. Of course, there is a vast liter- 
ature on this subject (see Ostrowski 171). 
We wish to discuss here the domain of attraction of N around a fixed point, 
which is, of course, a zero of g. 
More precisely, givenfE R, jjfll G 1, f(0) = 0, If’(O)1 = A > 0, we wish to 
determine an Y G 1 such that for Iz] G Y, 
fw = z -fWf’W 
satisfies Ii??(z) 1 G I z] , and, more generally, for 0 < k G 1, to find r(k) such t 
IH( G k]zl in the circle /zI G r(k). 
We may, without loss of generality, assume that f’(0) = A. Thenf can be 
represented in the form 
f(z) = 4(V) = z44, 
where 
4(z) = (A - 4/U - 4, 
and D E R, //a// < 1, v(O) = 0. We find that 
H(z)/2 = u/(1 + u), 
where u(z) = zh’(z)/h(z). 
We wish to determine the domain of variation of u(z) for a fixed z, [ zl = Y -C A, 
as v ranges over the set E: 
VER, II4 G 1, v(0) = 0. 
Now, we have 
u = z+‘(v) v’/~(v) = -( 1 - A*) zv’~gJ(v), 
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where 
$qu) = (A - V)(l -AU). 
But it is known (see Heins [5], p. 84) that 
b’(z>I G (1 - I~(Z>lZ)/(l - r2), 
and that for given z and U(Z), v’(z) can take on any value in this circle. Hence, 
given z and v(z), u(z) can take on any value in the circle 
b(z)l G (1 - A2)r(l - kw12>/$@(41>(1 - r2). 
We have 
$4x>* &(l - ~‘)/~(X)) = (1 + A*) ((x - &)* + (G)‘) ’ 0, 
so that (1 - x2)/$( x is increasing. But, by Schwarz’ lemma, IV(Z)] G Y, and ) 
v(z) can take on any value in U,.. Consequently, we have 
lu(z)l < (1 - A*> r/$(r) = --r+‘(r)@(r) = U(r) 
for Iz] G r < A. 
This inequality is the best possible, and the equality is attained for V(Z) = 
cz, ICI = 1, 
where g(z) = z+(z). If 
is the “Newton function” corresponding to 5, then we can express this result in 
the form : 
IfWl(z - ffW)I < I$XrMr - Hr>>l for Izj <rrA. 
Hence, if U(r) < 1, then 
IW4/4 G I~S(rW~ 
and this is true for r < r. = A/(1 + (1 - A*)‘/*). Since $ has a pole at r,,, there- 
fore for the class of functions considered, there is no uniform bound for H in 
any circle U,, r a r,. 
We find that for 0 < k < 1, r(k) is the root of the equation 
U(r) = k/(k + 1) or g(r) = -kr, 
and we obtain 
(13) 
where 
r(k) = A(0 - l)/(u + 2k + l), (14) 
We thus have 
u = (((2k + l)* - A*)/(1 - A*)}“*. 
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THEOREM 6. Let E(A) be the set off E E, such that f(0) = 0 and If’(O)/ = A~ 
For f E E(A), let 
H(z) = z -fWf’(z> = Hk f-1. 
Thenfor jz/ G r < r0 = A/(1 + (1 - A2)‘12), we have 
max IfWl = ISX~>L 
PEE(A) 
where G(z) = 5j(z,s), g(z) = z(A - z)/(l - AZ), For jz/ 2 rot W(z, f) is un- 
boundedforfE E(A). For 0 ==c k s 1, IH(z,f)j G kjzlfor CzI G r(k), where v(k) 
isgiven by(13), (14), and this is the bestpossible. Hence, the iteratesof~co~ve~g~ 
to zero for 121 < r(1). 
For rQ > Y > r1 = A/(1 + (1 + A) (1 - A)‘j2), we have j$j(r)i > 1; hence there 
are f’s in E(A) such that for given z, IzI = Y > rl, IM(z)j > 1, so that PI&z) = 
H(H(z)) may be undefined. For r(1) < / / z < rls our theorem does not tell us 
anything about the convergence of H,(z). 
Forf = $j, N=!& if we set 
p(z) = (1 - AZ) z/(A - z), 
then we have 
PW)> = -Pd42 
and therefore 
P(5ntz>> = -Pw”~ 
Hence sin(z) -+ 0 in the region Iv(z)/ < 1, and &(A) --f A in the circle 
1 p(z)/ > 1 a In general, for /p(z)/ = 1, gn(z) diverges. 
The region [p(z)/ < 1 is the exterior of the circle with diametral points at 
A/(;! - A2) and l/A. The circle jzl < A/(2 - AZ) is the largest circle with center 
at the origin contained in this region. Therefore $jn(z) converges in this circle 
which is larger than IzI -C r(1). 
We note that if IzI < r, U(r) = h, then H(z)/z lies in the image of the circle UA 
under the mapping 
w = U/(1 + U). 
This is the interior of the circle with diametral points at X/(1 + A) and -X/(1 - A) 
for X K 1, the exterior of this circle for X > 1, and the half-plane 
A= 1. 
We can obtain, more generally, an estimate for 
fW 4-4 
AZ - H(z) = x + (A - 1) u(z) 
if A > 1. For then we have 
IfWIt~ - fW>I s U(r)/@ - 0 - 1) U(r)> 
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if U(r) < h/(X - 1). But the right-hand side is easily expressible in terms of jj, 
and we infer that 
IfJW(~z - fW)l G Ib(rY@r - $Xr>>l, 
under the condition U(r) < h/(X - 1). If we set X = A/r, and observe that 
U(r) < A/(A - r) for r c A, we conclude that 
We have in particular, 
j,@(r))] -G p(r)2 for 0 G r < A. 
Iffis such that H(r) is real and non-negative for 0 G r < A, then we see that 
AKir)) < M2” 
and therefore H,(r) + 0 if p(r) < 1, i.e., r < A/(2 - A2). 
Thus, under these additional assumptions, Newton’s method converges on 
the same interval [0, A/(2 - A2)) as it does for the special function 5, and this 
result cannot be improved. It would be desirable to clear up the question of the 
behavior of H,,(z) in the annulus r(1) < IzI < r,, for generalfE E(A). 
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