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Abstract
A two-species competitive model with stage structure is discussed. The dynamics of coupled sys-
tem of semilinear parabolic equations with time delays are investigated. Results on the local and
global stabilities of the axial equilibria and positive equilibrium are given. Our results show that the
introduction of diffusion does not affect the permanence and extinction of the species though the
introduction of stage structure brings negative effect on it.
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1. Introduction
Two-species continuous time models of competitive Lotka–Volterra have been exten-
sively studied in literature. The dynamics of the system is governed by the following system
of differential equations:{
dX1
dt
= X1(b1 − a11X1 − a12X2),
dX2
dt
= X2(b2 − a21X1 − a22X2),
(1.1)
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Z. Lin / J. Math. Anal. Appl. 315 (2006) 202–215 203where Xi(t) denotes the density of ith species at time t , bi and aij (i = 1,2, j = 1,2)
are model parameters assuming only positive value. Many authors have considered the
permanence and global stability of the system (1.1) (see, for example, [6,12,19,21,25]) and
the following results are well known:
Theorem 1.1. For any positive initial value, there exists unique solution (X1(t),X2(t)) of
(1.1) and it remains positive for any time. Moreover,
(i) (X1(t),X2(t)) →
(
a22b1−a12b2
a11a22−a12a21 ,
a11b2−a21b1
a11a22−a12a21
)
as t → +∞ provided
(H1):
a11
a21
>
b1
b2
>
a12
a22
;
(ii) (X1(t),X2(t)) → (b1/a11,0) as t → +∞ provided
(H2):
b1
b2
>
a11
a21
and
b1
b2
>
a12
a22
;
(iii) (X1(t),X2(t)) → (0, b2/a22) as t → +∞ provided
(H3):
b1
b2
<
a11
a21
and
b1
b2
<
a12
a22
.
The above model is based on the assumptions that during the entire life history each
individual admits an unchanged density-dependent rate and an equal chance to breed
and compete with others. But for many animals, it is clearly unrealistic, the immature
members are much weaker that the mature members, for example, the babies are raised
by their parents, they have no ability to compete with others and no ability to produce
babies during a not short time interval. Therefore stage-structured models have been in-
troduced to embody a distinction between their different stages, see [1,4,5] and references
therein.
Assume that each species is divided in two stages: the immature and the mature, the
following two species stage-structured system was investigated in [8,9]:


dX1/dt = b1e−d1τ1X1(t − τ1)− a11X21(t)− a12X1(t)X2(t),
dY1/dt = b1X1(t)− d1Y1(t)− b1e−d1τ1X1(t − τ1),
dX2/dt = b2e−d2τ2X2(t − τ2)− a21X1(t)X2(t)− a22X22(t),
dY2/dt = b2X2(t)− d2Y2(t)− b2e−d2τ2X2(t − τ2),
Xi(t) = φi(t), τi  t  0, i = 1,2,
Yi(t) = ξi(t), τi  t  0, i = 1,2,
(1.2)
where Xi , Yi (i = 1,2) denote the densities of the mature and the immature members of
ith species, respectively. τi is the time length to maturity in the ith species and di the death
rate of it’s immature members. They studied the effect of stage structure on asymptotic
behavior of solutions and gave the following result.
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(i) Assume that
(G1):
a11
a21
>
b1e−τ1d1
b2e−τ2d2
>
a12
a22
holds, then the positive equilibrium E = (X∗1, Y ∗1 ,X∗2, Y ∗2 ) of system (1.2) is globally
asymptotically stable.
(ii) Assume that
(G2):
b1e−τ1d1
b2e−τ2d2
>
a11
a21
and
b1e−τ1d1
b2e−τ2d2
>
a12
a22
holds, then the axial equilibrium E1 = (b1e−τ1d1/a11, b21(1 − e−τ1d1)e−τ1d1/a11d1,
0,0) of system (1.2) is globally asymptotically stable.
(iii) Assume that
(G3):
b1e−τ1d1
b2e−τ2d2
<
a11
a21
and
b1e−τ1d1
b2e−τ2d2
<
a12
a22
holds, then the axial equilibrium E2 = (0,0, b2e−τ2d2/a22, b22(1 − e−τ2d2)e−τ2d2/
a22d2) of system (1.2) is globally asymptotically stable.
However, it is not enough that populations of species are considered in only time, the
distribution of the species in different spatial locations should be considered in space, for
example, dispersion of animals, the spreading of invading species, the spreading of a plant
disease [2,13,14]. To take into account the natural tendency of each species to diffuse, we
are led to the following weakly-coupled reaction–diffusion system with time delays

∂u1
∂t
−D1∆u1 = b1e−d1τ1u1(x, t − τ1)− a11u21(x, t)− a12u1(x, t)u2(x, t),
∂v1
∂t
−D11∆v1 = b1u1(x, t)− d1v1(x, t)− b1e−d1τ1u1(x, t − τ1),
∂u2
∂t
−D2∆u2 = b2e−d2τ2u2(x, t − τ2)− a21u1(x, t)u2(x, t)− a22u22(x, t),
∂v2
∂t
−D21∆v2 = b2u2(x, t)− d2v2(x, t)− b2e−d2τ2u2(x, t − τ2),
∂ui
∂ν
= ∂vi
∂ν
= 0, i = 1,2 on ∂Ω × (0,∞),
ui(x, t) = φi(x, t), vi(x, t) = ξi(x, t), i = 1,2 in Ω × [−τi,0],
(1.3)
where Ω is a bounded domain in RN with smooth boundary, denoted by ∂Ω . The ho-
mogeneous Neumann boundary condition implies that the above system is self-contained
and there is no migration across the boundary. The positive constant Di , is diffusion coef-
ficient of the mature members of ith species, Di1 is diffusion coefficient of the immature
members of ith species and the initial value φi(x, t) and ξi(x, t) are nonnegative Hölder
continuous in Ω × [−τi,0] and satisfy the compatibility condition ∂φi/∂ν = ∂ξi/∂ν = 0
on ∂Ω × [−τi,0], respectively.
The existence of a solution and the asymptotic behavior of the solution have been
studied extensively, see, for example, [2,3,23,24]. For the related parabolic equations and
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ample, [11,20,22] for the scalar parabolic equations using semi-group theory and functional
analytic approach, and also [10,15–17] using the method of upper and lower solutions and
its associated monotone iterations for nonlinear parabolic systems.
The main purpose of this paper is to study the existence and uniqueness of a solution
to (1.3) and the asymptotic behavior of the solution. The paper is arranged as follows.
In Section 2 the positivity lemma, the existence of global solution to (1.3) and the local
stability of equilibria are given. Section 3 is devoted to its global stability.
2. The existence-uniqueness result
In this section, we first present the positivity lemma and then show existence-uniqueness
result for (1.3).
Noting that the equations for the variables u1 and u2 are independent of v1 and v2, we
first consider the subsystem of (1.3):

∂u1
∂t
−D1∆u1 = b1e−d1τ1u1(x, t − τ1)− a11u21(x, t)− a12u1(x, t)u2(x, t),
∂u2
∂t
−D2∆u2 = b2e−d2τ2u2(x, t − τ2)− a21u1(x, t)u2(x, t)− a22u22(x, t),
∂ui
∂ν
= 0, i = 1,2 on ∂Ω × (0,∞),
ui(x, t) = φi(x, t), i = 1,2 in Ω × [−τi,0],
(2.1)
and give the upper and lower bounds.
Lemma 2.1. Let ui ∈ C(Ω × [0, T ])∩C2,1(Ω × (0, T ]) (i = 1,2) and satisfies

uit −Di∆ui ∑2j=1 bijuj (x, t)+∑2j=1 cij uj (x, t − τj ) in Ω × (0, T ],
∂ui(x,t)
∂ν
 0 on ∂Ω × (0, T ],
ui(x, t) 0 in Ω × [−τi,0],
where bij , cij ∈ C(Ω × [0, T ]). If bij  0 for j = i and cij  0 for all i, j = 1,2. Then
ui(x, t) 0 on Ω × [0, T ]. Moreover, ui > 0 or ui ≡ 0 in Ω × (0, T ].
It is so-called the positivity lemma. The proof is due to Pao, see [15, Lemma 3.1]. When
τi = 0, the positivity lemma for the solution (1.3) without time delay has been obtained by
Pao in [14]. As a consequence, we have
Theorem 2.1. Let ui ∈ C(Ω × [0, T )) ∩ C2,1(Ω × (0, T )) with T  +∞, (u1, u2) be a
solution of (2.1). Then we have
0 ui Mi max
{‖φi‖∞, bie−diτi /aii}, i = 1,2, (x, t) ∈ Ω × [0, T ). (2.2)
Proof. Set 0 < τ < T , then

uit − di∆ui = Biiui(x, t)+Ciiui(x, t − τi), x ∈ Ω, 0 < t  τ,
∂ui(x,t)
∂ν
 0, x ∈ ∂Ω, 0 < t  τ,ui(x, t) 0, x ∈ Ω, −τi  t  0,
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B11 = −a11u1(x, t)− a12u2(x, t), B22 = −a21u1(x, t)− a22u2(x, t),
C11 = b1e−d1τ1 > 0, C22 = b2e−d2τ2 > 0.
Using Lemma 2.1 yields that ui  0 for (x, t) ∈ Ω × [0, τ ]. As τ(< T ) is arbitrary, ui  0
for (x, t) ∈ Ω × [0, T ).
Next we consider the upper bound of the solution. For any τ with 0 < τ < T , the
function u1 is continuous on Ω × [0, τ ], if maxΩ×[0,τ ] u1 > ‖φ1‖∞, then there exists
(x0, t0) ∈ Ω × (0, τ ] such that u1(x0, t0) = maxΩ×[0,τ ] > ‖φ1‖∞ since u1 satisfies the
homogeneous Neumann boundary condition. It follows from the first equation of (2.1) that
∂u1
∂t
−D1∆u1  b1e−d1τ1u1(x, t − τ1)− a11u21(x, t).
Noting that u1 attains its maximum at (x0, t0) yields u1(x0, t0)  b1e−d1τ1/a11 if
maxΩ×[0,τ ] u1 > ‖φ1‖∞. Therefore
u1(x, t)M1, (x, t) ∈ Ω × [0, τ ].
As τ(< T ) is arbitrary, u1  M1 for (x, t) ∈ Ω × [0, T ). The similar result holds
for u2. 
We establish the existence and uniqueness of the solution to (2.1). First, we introduction
the following definitions.
Definition 2.1. A pair of nonnegative functions (u˜1, u˜2), (uˆ1, uˆ2) is called coupled upper
and lower solution of (2.1) if uˆi , u˜i in C(Ω × [−τi, T ]) ∩ C2,1(Ω × (0, T ]), 0 uˆi  u˜i
in Ω × [−τi, T ] for i = 1,2,3 and if

u˜1t −D1∆u˜1  b1e−d1τ1 u˜1(x, t − τ1)− a11u˜21 − a12u˜1uˆ2 in Ω × (0, T ],
u˜2t −D2∆u˜2  b2e−d2τ2 u˜2(x, t − τ2)− a21uˆ1u˜2 − a22u˜22 in Ω × (0, T ],
uˆ1t −D1∆uˆ1  b1e−d1τ1 uˆ1(x, t − τ1)− a11uˆ21 − a12uˆ1u˜2 in Ω × (0, T ],
uˆ2t −D2∆uˆ2  b2e−d2τ2 uˆ2(x, t − τ2)− a21u˜1uˆ2 − a22uˆ22 in Ω × (0, T ],
∂uˆi
∂ν
 0 ∂u˜i
∂ν
, i = 1,2 on ∂Ω × (0, T ],
uˆi(x, t) φi(x, t) u˜i (x, t), i = 1,2 in Ω × [−τi,0].
(2.3)
Definition 2.2. A sector S is called an invariant rectangle with respect to the system (2.1)
if for any (φ1, φ2) ∈ S, the corresponding solution (u1, u2) of (2.1) remains in S for all
x ∈ Ω , t > 0. The set S is called positively invariant if (u1, u2) ∈ S and ui > 0 for all
x ∈ Ω , t > 0 for i = 1,2.
Lemma 2.2. Let (u˜1, u˜2) and (uˆ1, uˆ2) be a pair of coupled upper and lower solutions
of (2.1) in Ω × [0,∞). Then the system (2.1) has a unique global nonnegative solu-
tion (u∗1, u∗2). Moreover, the solution satisfies uˆi (x, t) u∗i (x, t) u˜i (x, t) in Ω × [0,∞)
whenever uˆi  φi(x, t) u˜i in Ω × [−τi,0] for i = 1,2.
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and the reaction functions in (2.1) satisfy Lipschitz condition in Λ, where
Λ = {(u1, u2); uˆi (x, t) ui(x, t) u˜i (x, t) in Ω × [−τi,∞)},
it follows from Theorem 2.2 of [16] that the system has a unique global solution in Λ.
We conclude that it is also the uniqueness of nonnegative solution in C(Ω × [0,∞)) ∩
C2,1(Ω × (0,∞)). In fact, by Lemma 2.1, any nonnegative solution of (2.1) belongs
to Λ. 
If the coupled upper and lower solutions are independent of x and t , that is u˜i (x, t) = c˜i
and uˆi (x, t) = cˆi , the inequalities in (2.3) reduces to{
b1e−d1τ1 c˜1 − a11c˜21 − a12c˜1cˆ2  0 b1e−d1τ1 cˆ1 − a11cˆ21 − a12cˆ1c˜2,
b2e−d2τ2 c˜2 − a21cˆ1c˜2 − a22c˜22  0 b2e−d2τ2 cˆ2 − a21c˜1cˆ2 − a22cˆ22.
(2.4)
As a consequence of Lemma 2.2, we have the following result.
Lemma 2.3. Let c˜ and cˆ be a pair of nonnegative constant vectors satisfying c˜  cˆ
and (2.4). Then the system (2.1) has a unique global solution (u∗1, u∗2) such that cˆi 
u∗i (x, t) c˜i in Ω × [0,∞) whenever cˆi  φi(x, t) c˜i in Ω × [−τi,0] for i = 1,2.
Lemma 2.3 implies that the sector
〈cˆ, c˜〉 ≡ {(u1, u2); cˆi  ui(x, t) c˜i in Ω × [−τi,∞)}
is an invariant rectangle with respect to the system (2.1) and Lemma 2.1 implies that it is
also positively invariant if the initial functions are nontrivial.
Theorem 2.2. For any nonnegative initial functions, the system (2.1) has a unique global
solution (u∗1, u∗2) such that 0  u∗i (x, t)  Mi in Ω × [0,∞) for i = 1,2, where Mi =
max{‖φi‖∞, bie−diτi /aii}.
Proof. It is easy to verify that c˜  cˆ and (2.4) holds if we let cˆi = 0 and c˜i = Mi for
i = 1,2. Therefore c˜ and cˆ is a pair of coupled constant upper and lower solutions. The
existence-uniqueness result follows from Lemma 2.3 immediately. 
Now consider the system (1.3), since the function ui is in C(Ω ×[−τi,∞))∩C2,1(Ω ×
(0,∞)) and bounded by Mi , it is follows from the standard PDE theory [7] and the maxi-
mum principle that the system admits a unique bounded solution.
Theorem 2.3. For any nonnegative initial functions, the system (1.3) has a unique global
solution (u∗1, v∗1 , u∗2, v∗2) such that 0 u∗i (x, t)Mi and 0 v∗i (x, t) M˜i in Ω ×[0,∞)
for i = 1,2, where M˜i = max{‖ξi‖∞, biMi/di}.
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nonnegative solution R1 = (b1e−d1τ1/a11,0) and R2 = (0, b2e−d2τ2/a22). Assume (G1)
holds or assume that
(G4):
a11
a21
<
b1e−τ1d1
b2e−τ2d2
<
a12
a22
holds, then it has a unique positive equilibrium R = (X∗1,X∗2) with
X∗1 =
a22b1e−d1τ1 − a12b2e−d2τ2
a11a22 − a12a21 , (2.5)
X∗2 =
a11b2e−d2τ2 − a21b1e−d1τ1
a11a22 − a12a21 . (2.6)
Similarly as in [18], using the linearization and detailed spectral analysis yield the local
stability of these equilibria.
Theorem 2.4. The equilibrium point (0,0) of (2.1) is unstable; the unique positive equilib-
rium is locally asymptotically stable provided (G1) holds and is unstable provided (G4)
holds; the axial equilibrium R1 = (b1e−τ1d1/a11,0) of system (2.1) is locally asymptot-
ically stable provided (G2) holds and the axial equilibrium R2 = (0, b2e−τ2d2/a22) of
system (2.1) is locally asymptotically stable provided (G3) holds.
3. Global stability
Note that the asymptotic behavior of vi is dependent on that of ui , we then first in-
vestigate the asymptotic behavior of the solution of (2.1) in relation to its corresponding
constant steady-state solution (c1, c2) of (2.1) given by{
b1e−d1τ1c1 − a11c21 − a12c1c2 = 0,
b2e−d2τ2c2 − a21c1c2 − a22c22 = 0.
(3.1)
We deal with (3.1) as an elliptic system, similarly as to (2.1), we denote by c˜ ≡ (c˜1, c˜2)
and cˆ = (cˆ1, cˆ2) a pair of upper and lower solutions of (3.1) if c˜ cˆ (0,0) and{
b1e−d1τ1 c˜1 − a11c˜21 − a12c˜1cˆ2  0 b1e−d1τ1 cˆ1 − a11cˆ21 − a12cˆ1c˜2,
b2e−d2τ2 c˜2 − a21cˆ1c˜2 − a22c˜22  0 b2e−d2τ2 cˆ2 − a21c˜1cˆ2 − a22cˆ22.
(3.2)
Every pair of upper and lower solutions of (3.1) is also a pair of upper and lower solutions
of (2.1) whenever cˆi  φi  c˜i in Ω × [−τi,0] for i = 1,2.
Noticing the Lipschitz condition,∣∣[b1e−d1τ1u1 − a11u21 − a12u1u2]− [b1e−d1τ1w1 − a11w21 − a12w1w2]∣∣
K
(|u1 −w1| + |u2 −w2|),∣∣[b2e−d2τ2u2 − a21u1u2 − a22u22]− [b2e−d2τ2w2 − a21w1w2 − a22w22]∣∣
K
(|u1 −w1| + |u2 −w2|)
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{c(m)1 , c(m)2 }, {c(m)} ≡ {c(m)1 , c(m)2 } from the iteration process

c
(m)
1 = c(m−1)1 + 1K c(m−1)1 (b1e−d1τ1 − a11c(m−1)1 − b12c(m−1)2 ),
c
(m)
2 = c(m−1)2 + 1K c(m−1)2 (b2e−d2τ2 − a21c(m−1)1 − a22c(m−1)2 ),
c
(m)
1 = c(m−1)1 + 1K c(m−1)1 (b1e−d1τ1 − a11c(m−1)1 − b12c(m−1)2 ),
c
(m)
2 = c(m−1)2 + 1K c(m−1)2 (b2e−d2τ2 − a21c(m−1)1 − a22c(m−1)2 ),
(3.3)
with initial iteration c(0) = c˜ and c(0) = cˆ, respectively, where K is the above Lipschitz
constant. It is easy to see that the sequences {c(m)}, {c(m)} posses the monotone property
cˆ c(m)  c(m+1)  c(m+1)  c(m)  c˜, m = 1,2, . . . ,
and the limits
c = lim c(m), c = lim c(m) as m → ∞ (3.4)
exist and satisfy the equations{
c1(b1e−d1τ1 − a11c1 − a12c2) = 0 = c1(b1e−d1τ1 − a11c1 − a12c2),
c2(b2e−d2τ2 − a21c1 − a22c2) = 0 = c2(b2e−d2τ2 − a21c1 − a22c2).
(3.5)
The constant vectors c and c are called quasisolutions of (3.1) in 〈cˆ, c˜〉. In general, the
constant vectors c and c are not true solutions of (3.1). However, if c = c, then c ( or c ) is
the unique solution of (3.1) in 〈cˆ, c˜〉. Now we present the following relation between the
solution of (2.1) and that of (3.1).
Theorem 3.1 [17, Theorems 2.1 and 2.2]. Let c˜ and cˆ be a pair of upper and lower solutions
of (3.1) or (2.1). Then the sequences {c(m)}, {c(m)} given by (3.3) converge monotonically
to their respective limits c and c, which are the quasisolutions of (2.1) and satisfy (3.5).
For any initial function satisfying cˆi  φi(x, t) c˜i in Ω × [−τi,0] for i = 1,2, the cor-
responding solution (u1, u2) of (2.1) possess the property
c lim inf
t→∞ u(x, t) lim supt→∞
u(x, t) c on Ω.
Moreover, if c = c, then c (or c) is the unique solution of (3.1) in 〈cˆ, c˜〉 and the solution
u = (u1, u2) of (2.1) converges to c as t → ∞ uniformly on Ω .
To establish the global stability of system (1.3), we first give two lemmas for global
stability of the corresponding scalar problems.
Lemma 3.1. Let u ∈ C(Ω × [0,∞)) ∩ C2,1(Ω × (0,∞)), u be a nonnegative nontrivial
solution of the scalar problem:

∂u
∂t
−D∆u = Bu(x, t − τ)±A1u(x, t)−A2u2(x, t) in Ω × (0,∞),
∂u
∂ν
= 0 on ∂Ω × (0,∞),
u(x, t) = φ(x, t) 0 in Ω × [−τ,0]
(3.6)
with A1  0, B,A2, τ > 0. Then we have
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(ii) if B ±A1 < 0, then u → 0 as t → +∞ uniformly on Ω .
Proof. If B ± A1 > 0, since u is a nonnegative nontrivial solution of the scalar prob-
lem (3.6), the strong maximum principle for the standard parabolic problems shows
that there exists positive constants δ0, t0 such that u(x, t)  δ0 on Ω × [t0, t0 + τ ].
Now we consider (3.6) in Ω × [t0 + τ,+∞). Let c˜ = M and cˆ = ε, where M =
max{maxΩ×[t0,t0+τ ] u(x, t), (B ± A1)/A2} and ε is a positive constant satisfying ε < δ0
and ε < (B ±A1)/A2. It is easy to check that
Bε ±A1ε −A2ε2 > 0, BM ±A1M −A2M2  0.
Then c˜ and cˆ are coupled upper and lower solution of (3.6) in Ω × [t0 + τ,+∞). From
Theorem 3.1, there exist the quasisolutions c and c satisfying 0 < ε  c cM and
c(B ±A1 −A2c) = 0 = c(B ±A1 −A2c). (3.7)
Combining (3.7) and the fact that (B ± A1)/A2 is the unique positive solution of the
equation c(B ± A1 − A2c) = 0 yields that c = c = (B ± A1)/A2 and then u(x, t) →
(B ±A1)/A2 as t → ∞ uniformly in Ω .
If B ± A1 < 0, set c˜ = L and cˆ = 0 where L = ‖φ‖∞. Then c˜ and cˆ are coupled upper
and lower solution of (3.6) in Ω × [t0 + τ,+∞). Noting that 0 is the only equilibrium of
the equation c(B ± A1 − A2c) = 0 between 0 and L yields that u(x, t) → 0 as t → ∞
uniformly in Ω . 
Lemma 3.2. Let v ∈ C(Ω × [0,∞)) ∩ C2,1(Ω × (0,∞)), v be a nonnegative nontrivial
solution of the scalar problem:

∂v
∂t
−D∆v = −Av(x, t)+ f (x, t) in Ω × (0,∞),
∂v
∂ν
= 0 on ∂Ω × (0,∞),
v(x,0) 0 in Ω,
(3.8)
where A> 0 and f (x, t) is nonnegative continuous function. Then v → B/A as t → +∞
uniformly on Ω if f (x, t) → B as t → +∞ uniformly on Ω .
Proof. If B > 0, it follows from the assumption that for any positive constant ε < B , there
exists a t1 such that B − ε < f (x, t) < B + ε on Ω × [t1,∞). Using the standard com-
parison theorem for parabolic boundary-value problems yields that w1(x, t)  v(x, t) 
w2(x, t) in Ω × [t1,∞), where w1 and w2 satisfy

w1t −D∆w1 = −Aw1 +B − ε in Ω × (t1,+∞),
w2t −D∆w2 = −Aw2 +B + ε in Ω × (t1,+∞),
∂w1
∂ν
= ∂w2
∂ν
= 0 on ∂Ω × (t1,+∞),
w1(x, t1) = w2(x, t1) = v(x, t1) in Ω.
Since that w1(x, t) → (B−ε)/A and w2(x, t) → (B+ε)/A as t → +∞ (cf. [14, p. 201]),
we then have (B − ε)/A < v(x, t) < (B + ε)/A as t → +∞. As ε is arbitrary, therefore
v → B/A as t → +∞ uniformly on Ω .
If B = 0, replace B − ε by 0, the proof is similar. 
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(2.1) exists for any nonnegative function φi . Moreover, the maximum principle for the
standard parabolic problems shows that ui(x, t)  0 and ui(x, t) ≡ 0 in Ω × (0, τi] if
φi(x, t) ≡ 0 in Ω × [−τi,0] for i = 1,2. This means that there exists t1 ∈ (0, τi] such that
ui(x, t1) ≡ 0 in Ω . Replacing the initial time 0 by t1, we conclude that ui(x, t) > 0 in
Ω × (τi,∞) for i = 1,2 by the strong maximum principle. Next we distinguish five cases
depending on whether ui(x, t) ≡ 0 or ui(x, t) ≡ 0 in Ω × [−τi,0].
Case (i). φ2(x, t) ≡ 0 in Ω × [−τ2,0]. This ensures that u2(x, t) ≡ 0 in Ω × [0,∞) and
(2.1) reduces to the scalar problem with time delay:
∂u1
∂t
−D1∆u1 = b1e−d1τ1u1(x, t − τ1)− a11u21(x, t). (3.9)
Then u1(x, t) ≡ 0 in Ω × [0,∞) when φ1(x, t) ≡ 0 in Ω × [−τ1,0].
If φ1(x, t) ≡ 0 in Ω × [−τ1,0], then the solution u1 of (3.9) is nonnegative nontrivial.
It follows from Lemma 3.1 that u1(x, t) → b1e−d1τ1/a11 as t → ∞ uniformly in Ω .
Case (ii). φ1(x, t) ≡ 0 in Ω ×[−τ1,0]. Similarly as in Case (i), u2(x, t) ≡ 0 in Ω ×[0,∞)
when φ2(x, t) ≡ 0 in Ω × [−τ2,0], and u2(x, t) → b2e−d2τ2/a22 as t → ∞ uniformly in
Ω when φ2(x, t) ≡ 0 in Ω × [−τ2,0].
Case (iii). φi(x, t) ≡ 0 in Ω × [−τi,0] for i = 1,2 and the assumption (G2) holds. This
case ensures that a unique nonzero nonnegative solution to{
c1(b1e−d1τ1 − a11c1 − a12c2) = 0,
c2(b2e−d2τ2 − a21c1 − a22c2) = 0
exists and is given by ( b1e
−d1τ1
a11
,0). We choose (c˜1, c˜2) = (N1,N2) and (cˆ1, cˆ2) = (δ,0),
where N1 and N2 are any constant satisfying Ni  bie−diτi /aii . Take δ sufficiently small
and Ni sufficiently large so that the inequalities in (3.2) hold. Then (c˜1, c˜2) and (cˆ1, cˆ2) are
coupled upper and lower solution of (2.1) in Ω × [0,+∞). From Theorem 3.1, there exist
the quasisolutions (c1, c2) and (c1, c2) satisfying 0 cˆi  ci  ci  c˜i and{
c1(b1e−d1τ1 − a11c1 − a12c2) = 0 = c1(b1e−d1τ1 − a11c1 − a12c2),
c2(b2e−d2τ2 − a21c1 − a22c2) = 0 = c2(b2e−d2τ2 − a21c1 − a22c2).
(3.10)
It follows from the iteration process in (3.3) and initial iteration c(0)2 = 0 that c(m)2 = 0
for every m = 1,2, . . . . Therefore the limit c2 = 0. Noting that c1  c1  δ yields c1 =
b1e−d1τ1/a11 and(
b1e
−d1τ1 − a11c1 − a12c2
)= 0 = c2(b2e−d2τ2 − a21c1 − a22c2). (3.11)
This ensures that c2 = 0, for if c2 = 0 then by solving the above two equations and using
the assumption (G2) we have
c2c1 =
(
a12b2e
−d2τ2 − a22b1e−d1τ1
)(
a21b1e
−d1τ1 − a11b2e−d2τ2
)
/(a21a12 − a11a22)2 < 0,
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(b1e−d1τ1/a11,0), Theorem 3.1 ensures that (u1(x, t), u2(x, t)) → ( b1e−d1τ1a11 ,0) as t → ∞
if δ  φ1(x, t)N1 in Ω × [−τ1,0] and 0 φ2(x, t)N2 in Ω × [−τ2,0]. By the arbi-
trariness of δ and Ni , we conclude that for any nonnegative nontrivial initial value φi the
solution of (2.1) converges to ( b1e−d1τ1
a11
,0) as t → ∞.
Case (iv). φi(x, t) ≡ 0 in Ω × [−τi,0] for i = 1,2 and the assumption (G3) holds. In this
case, the same argument as above shows that for any nonnegative nontrivial initial value φi
the solution of (2.1) converges to (0, b2e−d2τ2/a11) as t → ∞. That is, (0, b2e−d2τ2/a11)
is globally asymptotically stable with respect to nontrivial nonnegative perturbations.
Case (v). φi(x,0) ≡ 0 in Ω for i = 1,2 and the assumption (G1) holds. In this case, we
will show the time dependent solution of (2.1) converges to (X∗1,X∗2) defined in (2.5) and
(2.6) as t → ∞.
Using the standard comparison theorem for parabolic boundary-value problems yields
that u1(x, t)  U1(x, t) in Ω × [0,∞), where U1 is the positive solution of the scalar
problem

U1t −D1∆U1 = b1e−d1τ1U(x, t − τ1)− a11U21 in Ω × (0,+∞),
∂U1
∂ν
= 0 on ∂Ω × (0,+∞),
U1(x, t) = φ1(x, t) in Ω × [−τ1,0].
Since that U(x, t) → b1e−d1τ1/a11 as t → +∞ by Lemma 3.1, we see that for arbitrary
positive constant ε and
ε < min
{
b1a22e−d1τ1 − b2a12e−d2τ2
2(a11a22 + a12a22) ,
b2a11e−d2τ2 − b1a21e−d1τ1
2(a11a22 + a21a11)
}
there exists t1 > 0 such that u1(x, t)  U1(x, t) < b1e−d1τ1/a11 + ε  Xε1 on Ω ×
[t1,+∞). Similarly, we have that there exists t2 > t1 such that u2(x, t) < b2e−d2τ2/a22 +
ε Xε2 on Ω × [t2,+∞). From the system (2.1), we have

∂u1
∂t
−D1∆u1 > b1e−d1τ1u1(x, t − τ1)− a11u21 − a12[b2e−d2τ2/a22 + ε]u1,
∂u2
∂t
−D2∆u2 > b2e−d2τ2u2(x, t − τ2)− a21[b1e−d1τ1/a11 + ε]u2 − a22u22
in Ω × (t2,∞).
(3.12)
Using the standard comparison theorem again yields that u1(x, t)  w1(x, t) in Ω ×
[t2,∞), where w1 is the positive solution of the scalar problem

w1t −D1∆w1 = b1e−d1τ1w1(x, t − τ1)
− a12[b2e−d2τ2/a22 + ε]w1 − a11w21 in Ω × (t2,+∞),
∂w1
∂ν
= 0 on ∂Ω × (t2,+∞),
w1(x, t) = u1(x, t) in Ω × [−τ1 + t2, t2].
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t → +∞, we see that for the above ε there exists t3 > t2 such that
u1(x, t)w1(x, t) >
[
b1e
−d1τ1 − a12
(
b2e
−d2τ2/a22 + ε
)]
/a11 − ε X1ε
on Ω × [t3,+∞). Similarly, there exists t4 > t3 such that
u2(x, t) >
[
b2e
−d2τ2 − a21
(
b1e
−d1τ1/a11 + ε
)]
/a22 − ε X2ε
on Ω × [t4,+∞). We then have
0 <X1ε  u1(x, t)Xε1, 0 <X2ε  u2(x, t)Xε2
on Ω × [t4,+∞). Now we consider (2.1) in Ω × [t4 + τ1 + τ2,+∞). Let (c˜1, c˜2) =
(Xε1,X
ε
2) and (cˆ1, cˆ2) = (X1ε,X2ε), it is easy to verify that{
c˜1(b1e−d1τ1 − a11c˜1 − a12cˆ2) 0 cˆ1(b1e−d1τ1 − a11cˆ1 − a12c˜2),
c˜2(b2e−d2τ2 − a21cˆ1 − a22c˜2) 0 cˆ2(b2e−d2τ2 − a21c˜1 − a22cˆ2).
(c˜1, c˜2) and (cˆ1, cˆ2) are coupled upper and lower solution of (2.1) in Ω × [t4 + τ1 + τ2,
+∞). From Theorem 3.1, there exist the quasisolutions (c1, c2) and (c1, c2) satisfying
0 < cˆi  ci  ci  c˜i and the equations (3.5). Subtraction of the equations (3.5) gives
a11(c1 − c1)− a12(c2 − c2) = 0,
a21(c1 − c1)− a22(c2 − c2) = 0.
By the condition a11a22 > a12a21, we have c1 = c1  X1ε > 0 and c2 = c2  X2ε > 0.
Therefore (c1, c2) is a positive solution of{
c1(b1e−d1τ1 − a11c1 − a12c2) = 0,
c2(b2e−d2τ2 − a21c1 − a22c2) = 0.
The uniqueness of the positive solution ensures that (c1, c2) = (c1, c2) = (X∗1,X∗2). From
Theorem 3.1, we know that the solution (u1(x, t), u2(x, t)) to (2.1) converges to (X∗1,X∗2)
as t → ∞ uniformly in Ω .
To summarize the above results together with Lemma 3.2 we have the following result.
Theorem 3.2. Let (u1(x, t), v1(x, t), u2(x, t), v2(x, t)) be the unique nonnegative nontriv-
ial solution of (1.3). Then
(i) Assume that (G1) holds, the unique positive equilibrium E = (X∗1, Y ∗1 ,X∗2, Y ∗2 ) of
system (1.3) is globally asymptotically stable for all solutions with nonnegative non-
trivial initial values.
(ii) Assume that (G2) holds, the axial equilibrium E1 = (b1e−τ1d1/a11, b21(1 − e−τ1d1)×
e−τ1d1/a11d1,0,0) of system (1.3) is globally asymptotically stable.
(iii) Assume that (G3) holds, the axial equilibrium E2 = (0,0, b2e−τ2d2/a22, b22(1 −
e−τ2d2)e−τ2d2/a22d2) of system (1.3) is globally asymptotically stable.
214 Z. Lin / J. Math. Anal. Appl. 315 (2006) 202–215When (G1) holds true, the system is permanence and the unique equilibrium of system
will be globally asymptotically stable. When (G2) holds true, the second species will go
extinct while the mature and immature of the first species will be globally attracted to their
respective equilibrium values. When (G3) holds true, then we get the reverse result to that
of case (G2): the first species will go extinct while the mature and immature of the second
species will be globally attracted to their respective equilibrium values.
Theorem 1.2 given in [8] shows that stage structure brings negative effect on perma-
nence of one species as well as contribution to its extinction in the competitive community.
Our result extends to the time delayed parabolic system. Moreover, Theorem 3.2 shows that
the introduction of diffusion does not affect the permanence and extinction of the species.
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