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Abstract 
 
The use of composite structures in engineering applications has proliferated over the past few 
decades due to its distinct advantages namely: high structural performance, corrosion resistance, 
and high strength/weight ratio. However, they also come with a set of disadvantages, i.e. they are 
prone to fibre breakage, matrix cracking and delaminations. These types of damage are often 
invisible and if undetected, could lead to catastrophic failures of structures. Although there are 
systems to detect such damage, the criticality assessment and prognosis of the damage is often 
much more difficult to achieve.  The research study conducted here resulted in the development 
of a Structural Health Monitoring (SHM) system for a 2D polymeric composite T-joint, used in 
maritime structures. The SHM system was found to be capable of not only detecting the presence 
of multiple delaminations in a composite structure, but also capable of determining the location 
and extent of all the delaminations present in the T-joint structure, regardless of the load (angle 
and magnitude) acting on the structure. The system developed relies on the examination of the 
strain distribution of the structure under operational loading.  
 
This SHM system necessitated the development of a novel pre-processing algorithm - Damage 
Relativity Assessment Technique (DRAT) along with a pattern recognition tool, Artificial Neural 
Network (ANN), to predict and estimate the damage. Another program developed – the Global 
Neural network Algorithm for Sequential Processing of Internal sub Networks (GNAISPIN) uses 
multiple ANNs to render the SHM system independent to variations in structural loading and 
capable of estimating multiple delaminations in composite T-joint structures. Upto 82% 
improvement in detection accuracy was observed when GNAISPIN was invoked. The Finite 
Element Analysis (FEA) was also conducted by placing delaminations of different sizes at 
various locations in two structures, a composite beam and a T-joint. Glass Fibre Reinforced 
Polymer T-joints were then manufactured and tested, thereby verifying the accuracy of the FEA 
results experimentally. The resulting strain distribution from the FEA was pre-processed by the 
DRAT and used to train the ANN to predict and estimate damage in the structures.   
 
Finally, on testing the SHM system developed with strain signatures of composite T-joint 
structures, subjected to variable loading, embedded with all possible damage configurations 
(including multiple damage scenarios), an overall damage (location & extent) prediction 
accuracy of 94.1% was achieved. These results are presented and discussed in detail in this 
study. 
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CHAPTER 1 
Introduction 
 
1.1 Background 
Nowadays, a large number of laminated composite structures are used in aeronautical, 
automobile, marine and the rail industries. The composite materials exhibit an excellent 
strength-to-weight ratio compared to metal and timber, which are the traditionally used 
materials. In addition, composite materials provide superior corrosion resistance in the 
harsh marine environment. For military applications, composite structures also help to 
minimise electromagnetic radar signature for stealth operation. This clearly indicates the 
superiority of composite structures. However, a composite structure has its own 
disadvantages. One of the major concerns associated with composites is the vulnerability 
to impact damage, which may occur during manufacture, service or maintenance. Impacts 
can induce serious damage to composites such as delamination, matrix and fibre 
cracking. Although such damage is hardly visible, it can severely degrade the mechanical 
properties and the load carrying capability of the structure. Any growth of this damage, as 
a result of local buckling caused by compressive load, can lead to final fracture of the 
material. The severity of impact damage can be significantly reduced by the use of 
tougher fibre matrix materials. However, for safe life and damage-tolerant composite 
structures, the problem of impact damage detection is of ongoing importance.  
 
1.2 Objectives and Rationale 
The aim of the research was to use strain sensors such as strain gauges or optical fibres, 
embedded in composite materials, for detecting variations in structural parameters due to 
damage. These variations were then processed by signal processing techniques for 
damage detection and characterisation. A major part of this project was to identify 
structural responses that may be used to detect damage, to determine the pattern 
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recognition techniques that could be used to interpret the structural responses, and to 
determine a means of extracting the size and the location of the damage from the 
structural responses. 
 
This research was part of a large Cooperative Research Center for Advanced Composite 
Structures (CRC-ACS) program on Structural Health Monitoring (SHM) of composite 
ship joints. This program comprised of researchers from Royal Melbourne Institute of 
Technology (RMIT) University, Monash University and the Defence Science and 
Technology Organization (DSTO). This program was also funded in part by the United 
States Office of Naval Research (USONR), Grant No. N00014-02-1-1006. 
 
The key objective of this research was to develop a SHM technique to detect the presence 
of delamination, predict the location of the delamination and also the extent of the 
delamination in composite structures, regardless of the load experienced by the structure. 
The proposed embedded Intelligence is expected to reliably capture the damage-related 
information from a distributed array of sensors. This embedded intelligence will also 
obviate the need for both the placement of copious sensors and its associated signal 
processing demands. 
 
The advantages of semi autonomous or fully autonomous detection of damage are 
numerous: when damage can be detected online it can give essential information to the 
operator before catastrophic failures occurs. This can prevent both catastrophic and 
insipid failure modes. Moreover, temporal based maintenance schedules can now be 
modified to situation based maintenance schedules. Therefore, a lot of resources could be 
saved by using the outcomes of the proposed research in numerous fields. 
 
1.3 Methodology 
Initially, a comprehensive literature review was conducted on the various Structural 
Health Monitoring / Non-Destructive Testing techniques, various measurable features of 
structural damage, and the various sensors available and sensing techniques. After this 
detailed study, strain based monitoring using strain gauges was chosen as the best option 
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for assessing the condition of the structure. A comprehensive study was then conducted 
on the various types of Artificial Neural Networks (ANN) and training algorithms for 
pattern recognition purposes.  
 
Finite element models of composite beams were then created using MSC.PATRAN™ 
and analysed using MSC.NASTRAN. The beam models were embedded with 
delamination-damage along the bond-line after which a stress and a strain analysis was 
conducted on the beam. The ideal sensor configuration was then developed, from the 
strain concentration plot, and the output strain signatures obtained from the model were 
stored in Damage Signature Databases (DSD). A suitable network configuration was then 
designed to predict the presence and location of the damage embedded in the beam 
structure. The DSD was then used to train the network. The performance of the network 
was then tested by using a separate set of damage signatures which were not a part of the 
training set. 
 
 A pre-processing package, Damage Relativity Assessment Technique (DRAT), was 
developed which was capable of filtering the unnecessary features from the damage 
signature, in order to optimise the generalization capacity of the network. 
 
To extend the capability and functionality of the DRAT enabled ANN pattern recognition 
protocol, T-joints were then modelled with delaminations embedded. The optimum 
sensor configuration was obtained, and the strain signatures were stored in another DSD. 
The network configuration was then determined using an optimisation method called the 
3-Fold Cross Validation technique. The DRAT protocol was again used to filter the DSD 
before training the optimised network. Another set of filtered damage signatures which 
were not a part of the DSD were used to test the performance of the network. 
 
Glass Fibre Reinforced Polymer T-joint specimens were then manufactured, at RMIT’s 
composites laboratory, identical to the models created. These T-joints were embedded 
with artificial delaminations and sensors were placed on the surface of the structure. The 
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results obtained after testing the T-joint on a tensile testing machine were used to validate 
the finite element models created. 
 
A stress analysis was then conducted on the validated T-joint models and delaminations 
were embedded in all the critical regions. The DRAT protocol was then modified in order 
to make the network independent of the loading angle and the loading magnitude acting 
on the structure. This was then used in tandem with the neural network to detect the 
presence of the delamination, predict the location of the delamination and also estimate 
its extent.  
 
Finally, a Structural Health Monitoring system was developed consisting of the 
Modified-DRAT pre-processing protocol along with another algorithm, Global neural 
Network Algorithm Incorporating Sequential Processing of Internal sub Networks 
(GNAISPIN), for virtually combining multiple networks. This SHM system was capable 
of detecting multiple delaminations in the T-joint structure, regardless of the load acting 
on the structure.  
 
1.4 Thesis Outline 
 
Chapter 1: Introduction 
This chapter presents a brief background of composites, the objective and rationale of the 
research, the research methodology, the outline of the thesis, and a list of publications. 
 
Chapter 2: Literature Review: Composites and Structural Health Monitoring 
A comprehensive literature review of the various types of Structural Health Monitoring / 
Non-Destructive Testing techniques and the various types of structural responses that 
could be used for damage categorization is presented. This chapter also gives a brief 
introduction to composite structures and structural health monitoring.  
 
Chapter 3: Literature Review: Sensors used in Structural Health Monitoring 
This chapter discusses the various types of sensors used frequently for Structural Health 
Monitoring purposes. The pros and cons of each type of sensor are also discussed.  
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Chapter 4: Background: Artificial Neural Network 
A comprehensive review on Artificial Neural Networks and the various types of networks 
used for pattern recognition or for structural health monitoring are discussed in this 
chapter. The various types of network training algorithms available and the advantages / 
disadvantages of each are also discussed.   
 
Chapter 5: Composite Beam Modelling 
This chapter discusses the intricacies involved in finite element modelling of composite 
beams using MSC.PATRAN™ and MSC.NASTRAN.  
 
Chapter 6: Damage Detection in Composite Beams 
This chapter elaborates the methodology used to detect delaminations in composite 
beams. A comprehensive analysis of the performance of various training algorithms is 
presented in this chapter. The neural network architecture, the sensor configuration and 
the Damage Relativity Assessment Technique developed are also discussed. Finally, the 
results obtained on using the DRAT and the Neural Network to detect damage in beams 
is discussed.  
 
Chapter 7: Composite T-joint Modelling 
This chapter discusses the methodology involved in the finite element modelling of 
composite T-joint structures (used in maritime structures) using MSC.PATRAN™ and 
MSC.NASTRAN.  
  
Chapter 8: Estimation of Horizontal Delamination in T-joints 
The network architecture and the sensor configuration used to detect horizontal 
delaminations in T-joint structures are discussed. The optimisation method, 3-Fold Cross 
Validation Technique, used to determine the appropriate network architecture is also 
discussed. Finally, the performance of the SHM systems, consisting of the ANN and the 
DRAT, in predicting and estimating horizontal delaminations in T-joints is presented. 
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Chapter 9: Manufacture and Testing of T-joints 
This chapter discusses the methodology followed to manufacture Glass Fibre Reinforced 
Polymer T-joints embedded with delaminations. An elaborate discussion of the strain 
gauge selection and installation procedure is also discussed. The procedure involved in 
testing the T-joint in a MTS load frame and the data acquisition process is then discussed. 
Finally, the corroboration of computational results with experimental results is discussed.  
 
Chapter 10: Development and Application of Global Neural-Network Architecture 
for Incorporating Sequential Processing of Internal sub Networks (GNAISPIN) 
This chapter discusses the Global neural Network Architecture for Incorporating 
Sequential Processing of Internal sub Networks (GNAISPIN) and also the modifications 
made to the Damage Relativity Assessment Technique (MDRAT) in order to make the 
SHM system independent of the loading angle and the loading magnitude experienced by 
the structure. This chapter also discusses and presents the capability of the SHM system 
to detect and predict the extent of multiple delaminations embedded in composite T-
joints. 
 
Chapter 11: Conclusion 
This chapter finally presents a summary of the outcomes of the work conducted in this 
study, followed by some suggestions for future work. 
 
1.5 List of Publications  
Journal Papers 
 
• Kesavan, A, Deivasigamani, M, John, S & Herszberg, I 2006, ‘Damage Detection 
in T-joint Composite Structures’, Composite Structures, vol.75, no.1-4, pp.313-
320. 
 
• Kesavan, A, John, S & Herszberg, I, ‘Structural Health Monitoring of Composite 
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CHAPTER 2 
Literature Review: Composites and Structural Health 
Monitoring 
 
2.1 Introduction 
Composite (Hull, 1996; Mallick, 1988; Schwartz, 1996) is a structure or an entity made 
up of distinct components. They usually have two main constituent materials: matrix, and 
reinforcement. The reinforcements are typically stiffer than the matrix (Hull, 1996; 
Mallick, 1988; Schwartz, 1996). The role of the matrix is to bind the reinforcements 
together, and transfer load among the reinforcements. The matrix material used can be 
metal, ceramic or plastic. Thermoset resins and Thermoplastic resins are the two kinds of 
matrix materials typically used for making composites. Thermoset resins which include 
epoxy, polyester, polyurethane, silicone, melamine etc. undergo a chemical cross-linking 
reaction (Hull, 1996; Mallick, 1988; Schwartz, 1996).  Whereas thermoplastic resins 
which include Acrylic, ABS, PVC, Polyamide, and Polycarbonate are formed under heat 
(Hull, 1996; Mallick, 1988; Schwartz, 1996). The commonly used reinforcements are 
classified as particulate reinforcements (fibres are shaped in the form of spheres, plates or 
ellipsoids), discontinuous reinforcements (fibres are chopped and disseminated in the 
resin) and continuous reinforcements (fibres run through the structure with no 
discontinuities). Carbon/Graphite, Aramid, and Glass fibres are the different kinds of 
fibre reinforcement materials commonly used in the industry (Hull, 1996; Mallick, 1988; 
Schwartz, 1996). 
 
Composites are manufactured in the form of plies or lamina. A single ply consists of a 
layer of fabric oriented in a particular direction.  When multiple plies are stacked up in 
different directions it is called a laminate. The composites are usually loaded in the fabric 
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direction as the composite properties are the best in this direction. However, if loaded the 
other way the matrix properties dominate (Hull, 1996; Mallick, 1988; Schwartz, 1996). 
 
Glass Fibre Reinforced Polymers (GFRP) are a category of composites which consist of  
short and/or long glass fibres as a reinforcing component with thermoset materials such 
as polyester and vinyl ester as the resin component (Keller & Tirelli, 2004). GRP 
materials derive its strength from the glass fibre and its resistance to corrosion from the 
plastics. Filler materials enhance the functional properties like gloss; wear resistance, 
electrical insulation and resistance to fire. The glass fibre used is available in the form of 
roving, woven roving, woven cloth, chopped strand mat, continuous strand mat, stitched 
mat, chopped strands, yarn, and surface mat (Hull, 1996; Mallick, 1988; Schwartz, 1996). 
The fibre diameter and length affect the mechanical properties of the composite structure. 
Hence the fibre diameter and the length are selected depending on the manufacturing 
method and application.  
 
 
Figure 2.1: Composites in Boeing 757 (Courtesy: Boeing). 
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2.2 Application of Composites 
Over the past few years a large number of composite structures have been utilized in 
aeronautical, marine, automotive and the commercial industries (Baker et al., 2004; 
Greene, 1998). Commercial flights like Lear Fan 2100, Beech Starship, Boeing (Figure 
2.1), and Airbus used composites mainly because it helped in the reduction of weight, 
increased fuel economy, reduced emissions, and reduced production and maintenance 
costs. Military aircrafts like the Advanced Tactical Fighter (ATF), Advanced Technology 
Bomber (B-2) (Figure 2.2), Second Generation British Harrier “Jump Jet” (AV-8B) made 
use of composites because of its high strength to weight ratio, reduced drag, low radar 
observability, its ability to be moulded into complex shapes, and increased resistance to 
temperatures generated at high speeds.  
 
 
Figure 2.2: Advanced technology Bomber (B-2) (Courtesy: en.wikipedia.org). 
 
The interests of the naval industry are towards applying composite materials to save 
weight; reduce acquisition, maintenance and life-cycle costs; increase corrosion 
resistance, and enhance signature control (Smith, 1990). The coastal mine hunter (MHC-
51) (Figure 2.3.), U.S Navy Osprey class Mine Hunter, the Mirabella V, and HMS Wilton 
(GRP minesweeper) were ships constructed mainly out of composites. 
 
Composites proved useful in industries (Hull, 1996; Mallick, 1988; Schwartz, 1996) 
because of its wide useful temperature range, chemical resistance, flexibility, thermal and 
electrical insulation, favourable fatigue characteristics, and strength to weight ratio. 
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Because of these properties composites are used for making pipes, air handling 
equipment, commercial ladders, drive shafts and bridge structures.  
 
 
Figure 2.3: MHC-51 Coastal Mine Hunter (Courtesy: globalsecurity.org). 
 
 
 
Figure 2.4: Composites in Airbus 380 (Courtesy: www.flightinternational.com). 
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In 2006, Airbus (Frawley, 2005) launched the A380 (Figure 2.4.) which is a double deck 
civil aircraft with a seating capacity of 555. The A380 is currently the world’s largest 
airliner. Approximately 25 percent of the aircraft is built using composite material – 22 
percent using carbon fibre reinforced plastic and three percent using GLARE fibre-metal 
laminate, which is used for the first time on a civilian airliner. The aircraft also has a 
composite centre wing-box (a crucial primary structure which connects the wings to the 
fuselage), and a composite rear fuselage section behind the rear pressure bulkhead, for the 
first time on a civilian aircraft. 
 
2.3 Need for Structural Health Monitoring 
Although fibre reinforced composites have numerous advantages, they also have 
disadvantages. These composites are prone to matrix cracking, fibre matrix debonding, 
delaminations, fibre breakage and fibre-pull out (Hull, 1996; Mallick, 1988; Schwartz, 
1996). Among the various types of damage, delaminations are probably the most 
frequently occurring damage (Zou et al., 2000). Delaminations are caused due to: 
imperfect bonding, crack in matrix materials, separation of adjoining plies, broken fibres, 
impact loads or fatigue loading of the structure. The presence of this sort of damage can 
severely degrade the mechanical properties of composite structures, and if it is not 
detected in the incipient stage, it can lead to catastrophic failure of the structure. To 
prevent tragic accidents from occurring, of late a lot of importance has been given to the 
area of Structural Health Monitoring (SHM). 
 
Structural Health Monitoring (Kessler et al., 2002; Mickens et al., 2003; Zou et al., 
2004) is the process of acquiring data from sensors, validating the acquired data, 
analysing the data and then making informed decisions of life-cycle management. SHM 
generally implies using an online/onboard monitoring system to detect damage, whereas 
conventional non-destructive evaluation (NDE) inspections are done at periodic 
maintenance checks. The key deliverables of SHM (Kessler et al., 2002) are: Increasing 
safety and reliability of structures by detecting the occurrence of damage instantaneously, 
while the structure is in use. Extending the life of structures and reducing costs by 
adopting conditioned-based maintenance strategies rather than time based maintenance. 
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Health monitoring is done by placing a sensor on the structure or embedding it with in the 
structure to measure physical quantities sensitive to damage such as vibration, strain, 
thermal emissions, acoustic emissions or electrical conductivity. On analysing the 
measurements from the sensor system, an ideal real-time structural health monitoring 
system should be capable of determining: 
 
• The presence of damage 
• The location of the damage 
• The extent of damage 
• The criticality of the damage 
• The remaining life of the structure  
 
Numerous researchers have worked on different Non-Destructive Testing (NDT) 
techniques to formulate a system which is reliable, sensitive, user friendly, cheap, has 
high operational speed and also which could be used on complex materials and structures. 
The various NDT techniques include: Visual Inspection, Strain analysis technique, 
Optical techniques, Ultrasonic techniques, Vibration techniques, Thermal techniques, 
Radiographic techniques and Electrical techniques 
 
2.4 Visual Inspection 
Visual Inspection (Bray & McBride, 1992) is one of the oldest forms of non-destructive 
testing. The principle of this method is to visually observe the condition of a structure and 
judge it acceptable or un-acceptable according to a predefined criterion. These 
inspections can be classified as direct or indirect depending on if they are real-time or 
not. Visual inspection is the easiest means of testing whenever there is easy access to the 
structure and when testing for superficial damage. However, before inspecting the surface 
generally has to be prepared by cleaning and sand blasting. Visual inspection techniques 
also cannot be used for identifying sub-surface damage, which is often more critical than 
surface damage. Dye-penetrant testing is essentially a visual inspection technique. 
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2.4.1 Liquid Penetrant Testing 
Liquid penetrant (Bray & McBride, 1992; Dry, 1996; Pang & Bond, 2005; Shull, 2002) 
testing is an age old method of non-destructive testing. It is applicable to solid non-
porous structures. The principle of the technique (Bray & McBride, 1992; Shull, 2002) is 
that the presence of cracks on the surface of structures tends to draw in the penetrant by 
capillary action. The general testing procedure (Bray & McBride, 1992) is to apply the 
penetrant to the surface of the specimen. Excess penetrant is then removed from the 
surface, after allowing enough time for the crack to draw in the penetrant. A 
developer/powder is then applied to the surface to draw out the penetrant from the cracks 
and also providing a contrasting background for damage indication. The penetrants (Bray 
& McBride, 1992) used are categorised as fluorescent penetrants or visible penetrants/dye 
penetrants. The liquid penetrant testing technique has been used in the past only for 
surface crack testing (Bray & McBride, 1992). Recently, this method has also been used 
to detect sub-surface damage (Dry, 1996; Pang & Bond, 2005). Pang et al. (2005) 
developed a novel technique using hollow glass fibres for detecting sub-surface cracks 
and also for self-repair of the damaged structure. Pang et al. (2005) filled one layer of 
hollow glass fibres with the uncured epoxy resin along with the ultraviolet fluorescent 
dye; another layer of hollow glass fibres was filled with the hardener/catalyst. The 
evolution of damage due to impact or loading cracked the glass fibres causing the 
bleeding of the embedded liquids. The crack is detected by exposing the structure to 
ultra-violet light, at the same time the epoxy resin starts to cure once in contact with the 
hardener thereby arresting the further propagation of the damage. Dry (1996) also 
developed a similar self-healing system. He found that this system was capable of 
repairing matrix microcracks and deterring potential failure by healing cracks, preventing 
crack reopening or further crack growth. The disadvantages (Shull, 2002) of this 
technique are that it cannot be used on porous structures and is mainly used to detect 
superficial damage. Dirty or rough surfaces can also hide discontinuities. Tight 
discontinuities restrict the entry of penetrants hence such type of damage also cannot be 
detected. Moreover, temperature and humidity also affect the sensitivity of this method 
and after the testing process is complete the liquid penetrants have to be cleaned from the 
surface. 
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2.5 Strain Monitoring 
Strain monitoring is categorized as a passive form of monitoring as the structure requires 
no additional excitation other than the operational loading. Many researchers have 
confirmed the fact that the presence of damage in structures alters the local strain 
distribution (Galea et al., 2001; Li et al., 2004; Moss et al., 2000; Vodicka & Galea, 
1998) under structural loading due to the changing load path. This phenomenon is used as 
the key to damage detection. Therefore a large deviation of the measured strain value 
from the expected strain value can be classified as an anomaly.  However, in complex 
structures under multiple loading scenarios, the expected strain values can be difficult to 
quantify. This then requires the need to use a reference sensor at a location with similar 
loading conditions and a low probability of damage (Moss et al., 2000). Strain 
monitoring is the most easily measurable physical change in a structure due to loading 
and it is also the most direct method of assessing the structural condition with a very low 
probability of false positive identifications. A large variety of sensors exist for the 
accurate measurement of strain, including electrical resistance strain gauges, fibre optic 
sensors and piezoelectric transducers.  
 
Strain monitoring is a localized technique and is therefore capable of detecting anomalies 
in the vicinity of the sensors only. This problem may however be overcome by the 
placement of sensor around known critical zones. This information about critical zones 
(Beral & Speckmann, 2003) is often available for in-service structures through rigorous 
numerical analyses and experimental testing as part of the certification process (Beral & 
Speckmann, 2003; Cramer et al., 1995; Fawcett et al., 1997; Schmidt et al., 2004). 
 
Several researchers have documented the use of the strain analysis technique to monitor: 
performance of structures, study the load variation and identify damage in structures. 
Takeda et al. (2002) have made use of Bragg grating sensors in carbon fibre reinforced 
plastic laminates to detect delaminations in the structure, whereas Xu et al. (2005) have 
made use of the Mach-Zehnder interferometer set-up to capture the variation of the 
integral strain to detect delaminations. Structural health monitoring of composite ship 
structures by strain-based techniques has also been conducted by Herszberg et al. (2005). 
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Strain gauges were used by Koski et al. (2006) to study the structural responses of an 
ageing aircraft wing under complex multi-axial loading. 
 
2.6 Optical NDT Techniques 
 
2.6.1 Laser Shearography 
Shearography technique involves qualitative assessment of fringe patterns produced by 
video imaging of surface displacements illuminated by a coherent laser. Shearography 
provides full-field, non-contact non destructive testing for rapid wide-field inspection of 
composites, bonded structures and other advanced materials. Hung and Taylor (1997) 
first introduced shearography as a full-field strain analysis technique. Its working 
principle is that coherent waves of light having different path lengths produce a fringe 
pattern when interference occurs. This fringe pattern represents changes in the out-of-
plane displacement derivative of the surface under test.  This is mathematically as shown 
below: 
     
                                     (2.1)                               
where:  
 φ∆  : Correlation Phase, 
 d   : out of plane displacement of the object due to the applied stress,  
 
x
d
δ
δ
 : rate of displacement, 
 S  : magnitude of image shear, 
 λ  : wavelength of the laser light. 
 
The out of plane displacement is a representative of strain; hence it is classified as a strain 
analysis technique. The presence of defects in a structure leads to strain concentrations 
when the structure is loaded, either through pressure or thermal excitation, this fact has 
also  been validated by several other researchers (Li et al., 2004; Moss et al., 2000; 
Vodicka & Galea, 1998). These strain concentrations form fringe patterns which are then 
used to detect and analyse the flaws. The accuracy of the results depends on two factors.  
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The method used for exciting the specimens and the image analysis technique. During 
shearographic examination, the test specimen is excited while it is illuminated by laser 
light. An image shearing Charge-Coupled Device (CCD) camera is then used to capture 
the displacements on the surface of the structure. The image which represents the strain 
signature is then stored in digital format for further processing. The most common 
excitation methods (Henry et al., 2001) used in practise are, pressurizing technique, 
partial vacuum stressing, mechanical loading, thermal excitation, excitation by vibrations, 
microwave excitations and impact stressing methods. Henry et al. (2001) as well as 
Findies et al. (2005) have reported a method to detect delaminations in composites 
making use of the electronic shearography technique. A typical schematic of the laser 
shearography set-up is shown in Figure 2.5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5: Typical laser shearography se-tup (Findeis et al., 2005). 
 
2.6.2 Electronic Speckle Pattern Interferometry 
The Electronic Speckle Patten Interferometry (ESPI) (Findeis et al., 2005) technique is 
very similar to the shearography technique. It is also based on the recording of speckle 
images, created when two light waves interfere with one another. In order to obtain these 
fringes, monochromatic light waves are required, for this reason single mode lasers are 
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used. ESPI technique is used to produce fringe patterns which represent an object’s 
surface displacement in response to an applied stress, whereas the laser shearography 
technique produces results which depict the first derivative of the surface displacement in 
response the applied stress. A critical parametric relationship involved in the ESPI 
(Findeis et al., 2005) technique is shown in Equation 2.2. 
βα
λ
coscos  +
=
n
d  
where: 
d  : out of plane displacement of the object due to the applied stress, 
α  : angle between the camera viewing angle and the normal to the object, 
β  : angle between the object beam direction and normal to the top of the object, 
λ  : wavelength of the laser beam, 
n  : no. of fringes counted. 
 
The optical set-up of the ESPI configuration (Figure 2.6) is slightly different from the 
Shearography method.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.6: Typical ESPI Set-up (Findeis et al., 2005). 
 
(2.2) 
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The laser beam is split into two with the aid of a beam splitter into an object beam and a 
reference beam, as shown below. The two light waves interfere to produce a speckle 
pattern if the beam path lengths of the reference and object beams are within the coherent 
length of the laser. This image is captured in a similar manner to the shearography 
method. Ambu et al. (2006) have reported the use of ESPI technique to detect impact 
damage in thin composite laminates. Similar work has also been published by Hiroshi et 
al. (2005). 
 
2.6.3 Holographic Interferometry 
Holography (Gryzagoridis, 1996; Montemezzani, 2002) is the science of producing 
holograms, which is an advanced form of photography that allows images to be recorded 
in three dimensions. Holograms have the capability of recording both the amplitude and 
the phase of the light. Upon reconstruction, the resulting light field is identical to that 
which emanated from the original scene. To create a recording, holography uses a 
reference beam which is combined with the light from the object. Optical interference 
between the two beams produces a series of intensity fringes which are recorded on a 
standard photographic film. These fringes form a diffraction grating on the film, which is 
called a hologram. Once the film is processed and illuminated again by the reference 
beam, diffraction from the fringe occurs and the film reconstructs the object beam in both 
intensity and phase. The double exposure holographic interferometry involves the 
recording of the image of an unstressed structure on a photographic plate and 
subsequently making a second recording of the structure after loading it. Inspection of the 
fringe patterns produced when the wavefronts are reconstructed gives considerable 
amount of information on the type and magnitude of surface movements. The presence of 
damage in the structure causes a variation in the surface displacement; this disturbs the 
fringe pattern which occurs as a result of image interference. Ambu et al. (2006) have 
documented the use of this technique for impact damage detection in composite 
laminates. Jiantang (1996) also made use of technique for examination of glass-fibre 
reinforced plastic honeycomb structures. An alternate technique called the real time 
holographic interferometry is accomplished by recording a single image of the structure 
(unstressed) on a holographic plate. The plate is then processed and relocated in its 
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original position. On illuminating the plate the reconstructed image is superimposed on 
the real object. Instantaneous fringe pattern can then be obtained by loading the real 
structure.  The presence of damage in a structure disturbs the contour line pattern which 
occurs as a result of image interference. Hence, in both techniques comparing the fringe 
pattern of the undamaged structure and the damaged structure, the embedded damaged 
can be detected and located.  
 
Gryzagoridis (1989) made use of both the techniques discussed for non-destructive 
testing of composites. He found the real-time holographic interferometry technique to be 
far more time consuming than the former. A typical optical arrangement for holographic 
interferometry is shown in Figure 2.7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.7: Typical Holographic Interferometry Se-tup (Gryzagoridis, 1989) 
 
Optical techniques cannot be used for in-situ damage detection purposes. Moreover the 
equipment cost is also high when compared to the other non-destructive testing 
techniques. Stability is highly essential for all the optical methods (Bray & McBride, 
1992). When a stressing source is required, the fixture must be properly supported to 
prevent displacement of the specimen when it is stressed. Since lasers are often used in 
optical techniques, eye safety is also major concern. 
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2.7 Ultrasonic NDT Techniques 
 
2.7.1 Passive Ultrasonics - Acoustic Emissions 
Stress waves released in the acoustic (mostly ultrasonic) spectrum as a result of 
deformation and fracture are known as acoustic emissions. Researchers have been 
working on this technology (Summerscales, 1987) in its complete sense involving the 
detection, processing and analysis of the AE activity for the systematic investigation of 
materials, from early 1950s.  This method has been used as an investigative technique, to 
assist in under-standing the mechanical behaviour of materials (Lee & Tsuda, 2005; 
Summerscales, 1987), as an NDT technique for assessing the structural integrity of 
structures and composites (Green, 2004; Grondel et al., 2004; Silva et al., 2005; 
Summerscales, 1987; Tsuda, 2006), or as a quality control measure (Lee et al., 2006). 
 
Acoustic emission is often compared to the material scientists’ stethoscope, allowing the 
perception of low level sonic or ultrasonic signals generated by material deformation, 
degradation or damage. When a structure with a crack (eg. specimen used for the K1c 
test) is loaded, it starts to deform elastically, associated with this deformation is the 
storage of elastic strain energy. Some of this energy gets released when the crack extends.  
 
 
 
 
 
 
 
 
 
 
 
Figure 2.8: Schematic illustration of acoustic emission generation, detection and analysis 
(Summerscales, 1987). 
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A part of this energy is absorbed by the surface energy required to produce the new crack 
surface, some by the plastic growth zone, and some to produce AE activity or rather to 
produce stress waves. A schematic of the AE generation, detection and analysis is shown 
in Figure 2.8. 
 
The propagation of these stress waves through the structure is a complex process 
involving; different wave types, mode conversion and reflection, attenuation and 
dispersion. Different types of waves are observed in structures depending on the 
boundary conditions imposed namely; longitudinal waves, shear waves, surface waves, 
plate waves and rod waves (Summerscales, 1987). The characteristics of each of these 
waves vary depending on the mechanical and microstructural properties of the structure. 
To make things more complicated, on reflection of these acoustic waves at free surfaces, 
they undergo mode conversion (Summerscales, 1987). The AE signal is also affected by 
attenuation and dispersion. Attenuation is frequency-dependent, with the higher 
frequency components suffering more losses. Moreover due to the anisotropic and 
orthotropic nature of composites the waves which are non-dispersive in isotropic 
materials become directionally dependent in composites.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.9: Illustration of the continuous/burst activity which is the sum of electronic 
noise and the ambient acoustic noise (Summerscales, 1987) 
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Piezoelectric sensors (Grondel et al., 2004), interferometric sensors (Green, 2004) and 
recently even Bragg grating sensors (Lee & Tsuda, 2005; Tsuda, 2006) are used to detect 
the AE activity in composites. The choice of the operating frequency depends on a few 
factors: the ambient noise level, the materials attenuation and the frequency 
characteristics of the source. The acoustic coupling (Summerscales, 1987) between the 
sensor and the specimen is also an important factor to consider.  
 
The presence of air in the interface between the sensor and the specimen tends to reflect 
the waves back into the specimen. It is therefore essential to use acoustic couplants such 
as resins, greases and oils to assist the stress wave propagation into the sensor from the 
specimen. The output from the sensor is then goes through a complex filtration process. 
The analogue waveform displayed on an oscilloscope is shown in Figure 2.9. 
 
The occurrence of burst events corresponds to discrete micromechanical events that occur 
within the material. On using advance digital and intelligent signal processing techniques 
this sort of activity can be mapped to the different kinds of failure modes namely; 
matrix/fibre debonding, matrix cracking, fibre failure, fibre pull-out, delamination and 
crushing. 
 
Numerous researchers have reported the use of acoustic emission techniques for different 
purposes: Lee et al. (2005) and Tsuda (2006) have used Bragg grating sensors to detect 
acoustic emissions for mechanical property testing and damage detection purposes 
respectively. Grondel et al. (2004) have used piezoceramic sensors to detect acoustic 
emissions for continuously monitoring aircraft windbox structures. Silva et al. (2005) and 
Fereira et al. (2004) have attempted to classify the failure mechanisms that occur in 
GFRP’s when subjected to tensile and flexural loads based on acoustic emission analysis.  
 
A few of the concerns in using acoustic emission is that it requires complex processing 
and significant attention needs to be paid to the elimination of background noise. Apart 
from this due to the transient nature of acoustic emission, there is only one single 
opportunity to capture a particular damage event when it occurs. Thus, the risk of missing 
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an event is high, particularly if it is masked by acoustic emissions resulting from an 
impact or explosion.  
 
Acoustic emission technique requires stress, chemical activity or other stimuli to generate 
the acoustic emission. Therefore only cracks propagating can be detected and stable 
cracks cannot be detected. This technique is also not suitable for complex structures, as 
multiple travel paths between sensor and source make signal identification difficult. The 
extent of the damage cannot be estimated from this technique, moreover to accurately 
predict the presence of the damage the ambient noise and electrical interference must be 
filtered out of the emission signals. 
 
2.7.2 Active Ultrasonics 
Active ultrasonic techniques overcome most of the shortcomings of the acoustic emission 
technique. Instead of attempting to detect damage-induced acoustic emissions, this 
technique utilises artificially generated ultrasonic stress waves such as lamb waves. Lamb 
waves (Grondel et al., 2004; Rajic et al., 2002; Su et al., 2002; Takeda et al., 2005) are 
guided ultrasonic waves that can propagate over large distances in elastic plates, are 
dispersive and display modal behaviour. The velocity and attenuation of the wave depend 
on the physical properties of the material through which it travels. Since damage affects 
material properties, this offers an effective tool for structural health monitoring. 
 
 
 
 
 
 
 
 
 
Figure 2.10: Dispersion curves for the first six lamb modes (a) Phase velocity; (b) group 
velocity (Grondel et al., 2004). 
 
 26 
The lamb waves are generated by piezoelectric transducers. The lamb wave generated by 
this method contains multiple modes in plate-like laminated structures simultaneously 
due to the exclusive attenuation mechanism. (Su et al., 2002) The dispersion curves for 
the first six lamb modes are shown in Figure 2.10 (a) and (b). 
 
Any one or two of these could be used for damage diagnosis. These transmitted waves 
are picked up by a piezoelectric or a fibre optic sensor. The waves received are then 
processed and compared with a healthy signal, and changes in the amplitude ratio or 
arrival time of the signal are used to identify and quantify the damage. Takeda et al. 
(2005) made use of this method to quantify damage. Another method making use of the 
fundamental symmetric lamb mode and the lowest order shear wave mode for detecting 
delaminations in composites was proposed by Su et al. (2002). Lamb waves were also 
used for health monitoring of a composite wingbox by Grondel et al. (2004). The use of 
an array of surface-mounted piezoceramic wafer elements for the detection of fatigue 
degradation, based on signal attenuation, in metallic specimens due to cyclic loading, was 
reported by Rajic et al. (2002).  
 
Active-ultrasonic techniques cannot be used on materials which have excessive 
attenuation properties (Bray & McBride, 1992). In general, ultrasonic testing techniques 
are not suitable for complex geometries and structures with tight cracks (Bray & 
McBride, 1992). Another disadvantage is ultrasonic waves generally do not detect 
damage when it lies parallel to the direction of wave travel (Shull, 2002). 
 
2.7.3 Conventional Ultrasonic Methods 
Ultrasonic A, B or C (Mallick, 1988) scan involves the generation of an ultrasonic map of 
the structure understudy. The map is generated by scanning the entire structure at regular 
intervals with a piezoelectric transducer. In the A-Scan procedure, output signal 
amplitudes are displayed against a time scale and the depths of various defect locations 
are judged from the position of the signal peaks on the time sweep. The B-Scan 
procedure profiles the top and the bottom surfaces of a defect, whereas the C-Scan 
procedure displays the plan view of the defect boundaries in the material. Two sensor 
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configurations namely the pulse echo method (Mourtiz et al., 2000) or the through-
transmission method (Mallick, 1988) can be used. Mouritz et al. (2000) used the pulse-
echo ultrasonic technique for detecting fatigue cracks in thick composites. They 
successfully detected cracks as small as 10 mm more than 100 mm below the surface of 
the structure. The ultrasonic scan technique can be used to detect large voids, 
delaminations, clusters of microvoids, and foreign materials. However, this technique is 
time consuming, as it involves line scanning of the entire structure, and also requires 
access to the entire structure under study, which is not feasible in most cases (Bray & 
McBride, 1992; Shull, 2002; Summerscales, 1987). This technique also cannot be used 
for online-structural health monitoring. 
 
2.8 Vibration Techniques 
Vibration techniques for non-destructive testing have been used for hundreds of years. 
The damage is usually localized by comparing the dynamic response between damaged 
and undamaged structures. The vibrations are induced into the structure by means of 
piezoelectric actuators (Diaz & Soutis, 1999), electromagnetic hammers (Gibson, 2000), 
loud speakers (Hou & Jeronimidis, 1999) or ambient vibrations (Lee et al., 2002) and 
strain gauges, piezoelectric sensors or accelerometers (Lee et al., 2002) can be used to 
monitor the dynamic structural response.  
 
Researchers have made use of numerous methods to detect damage. They can be 
classified based on the dynamic response parameters analysed namely: modal analysis, 
frequency domain analysis, time domain analysis, impedance domain analysis and 
wavelet analysis. Zou et al. (2000) have also published a detailed review of the various 
types of vibration techniques used to detect damage in composite structures. 
 
2.8.1 Modal Analysis 
Modal analysis is based on the principle that modal parameters are functions of the 
physical properties (mass, damping and stiffness) of the structure. The modal parameters 
used in this method are: modal frequencies, mode shapes and modal damping ratio. The 
introduction of damage usually reduces the local stiffness and increases the local 
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damping ratio. Damping ratio is most sensitive (Summerscales, 1987) to damage 
followed by natural frequency (or stiffness). However, damping tends to be much more 
difficult to measure accurately. Atmospheric damping and the damping due to the support 
tend to affect the accuracy of the results. Gibson’s (2000) study indicated that the 
damping factor can be a good indicator of damage for higher modes of vibration. This 
fact is also reiterated by Kyriazoglou et al. (2004), however all their vibration tests were 
conducted in vacuum to improve the accuracy. Finegan et al. (2000) and Adams et al. 
(1995) have also investigated the effect of damage in composites using the damping 
factor.                                                 
 
Modal analysis is based on the fact that damage reduces the dynamic stiffness of a 
structure which inturn results in the reduction of the resonant natural frequencies. Thus 
the measurement of resonant frequencies of a structure offers the possibility of detecting 
the presence of damage. Diaz et al. (1999) have proposed a technique to determine the 
presence of delamination in composite laminates by analysing and comparing the natural 
frequencies of a healthy and damaged structure. Hou et al. (1999) have documented the 
use of loud speakers to excite thin composite plates and accelerometers to pick up the 
dynamic response for analysing the variation in natural frequency of the structure, to 
detect damage.  
 
Presence of damage also causes a variation to the mode shapes. Qu et al. (2006) have 
suggested a local method to locate the presence of delamination using mode shapes. 
Ratcliffe (1997) and Yuen (1985) have also discussed the sensitivity of displacement 
mode shapes and strain/curvature mode shapes to damage in a beam. Modal analysis can 
be used to measure both local and global structural response. For local response higher-
frequency modes are captured whereas for global response lower-frequency modes are 
captured (Campanelli & Englbom, 1995; Diaz & Soutis, 1999; Tenek et al., 1995). 
 
2.8.2 Frequency Domain 
The frequency responses (Kim, 2003; Zou et al., 2000) obtained by vibration testing of 
composite structures is used to detect and localize damage. The principle of this group of 
 29 
methods is that damage produces a decrease in structural stiffness, which, inturn 
decreases the natural frequency (Salawu, 1997). Frequency response function based 
damage identification requires inputs from only a few sensors located on the structure. 
Damage is detected using vibration measurements, and identified by comparing signals 
before and after damage. The size of the delamination is estimated by changes in the 
peaks and valleys of the FRFs and the changes in the FRFs areas.  
 
Kim (2003) developed an online structural damage identification which identifies the 
damage and determines it extent from the frequency responses of a damaged structure. 
The extent of damage is determined from changes in the FRFs area, changes in natural 
frequency and damping ratios. Gibson (2000) made use of FRFs to characterize the 
global elastic constants of composites, the distribution of reinforcing fibres within 
composites, time-domain creep response of composites, elevated-temperature behaviour 
of composites and their constituents, interlaminar fracture toughness of composites, and 
the presence of defects, damage, and degradation in composite structures. Kessler et al. 
(2002) have also document some work on damage detection in composites using FRFs. 
 
2.8.3 Time Domain 
Time domain (Diaz & Soutis, 1999) method uses frequency as a known parameter to 
which the sensor response is related. The problems with frequency when dealing with 
FRF (Diaz & Soutis, 1999) is overcome in this method hence the signal processing 
involved are much simpler. Damage is estimated (Zou et al., 2000) using time histories of 
the input and vibration responses of the structure.  Damage evaluation is usually sensitive 
to any mode if the time response is taken over long periods (Zou et al., 2000). Time 
domain methods are used to detect damage both locally and globally. Banks et al. (1996) 
and Diaz at al. (1999) made use of the time domain technique to localize damage in an 
aluminium beam and a laminated composite beam respectively. 
 
2.8.4 Impedance Analysis 
Impedance analysis (Zou et al., 2000) methods are based on the measurement of the 
impedance, Z, at a point in a structure. The impedance is defined as Z = F/v, where F is 
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the applied force input to the structure, and v is the resultant velocity of the structure at 
the same point. 
 
The principle of this technique (Zou et al., 2000) is that each part of the structure 
contributes to the impedance of the structure to some extent; any variation in impedance 
is detected as an anomaly/damage. Impedance changes with changes in stiffness of the 
structure. Impedance domain methods are generally used to detect the presence of 
delaminations. Cawley (1984) and Kow et al. (1999) have documented the use of the 
impedance method for non-destructive inspection of composite structures. 
 
2.8.5 Wavelet Analysis 
In this method the energy distribution of the decomposed structural dynamic responses is 
processed using the wavelet analysis technique to extract features of structural damage. 
The energy of the dynamic response from a structure under study is compared with that 
of an intact structure. The presence of structural damage produces an increase or a 
decrease of some response signal components. 
 
Wavelet analysis is a localization method in the time and frequency domain. The time 
and the frequency windows can be changed.  This signal processing method has higher 
frequency and time resolution. A continuous wavelet transform (Yan & Yam, 2004) of a 
function f (t) is defined mathematically as shown below: 
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Where ‘b’ is the translation parameter, ‘a’ is the scale parameter, f (t) is the function 
(signal) to be transformed, )(* tψ is the transforming function, Wf is the calculated 
wavelet coefficients, which can be used to recompose the original function f (t). Yan et 
al. (2004) have successfully made use of the vibration response energy variation and the 
wavelet signal processing tool to detect delaminations in a composite plate. Yan et al. 
(2004) have proved that this method is capable of predicting delaminations as small as 
(2.3) 
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0.13% of the total area of the composite plate. Yam et al. (2003) and Wei et al. (2004) 
have made use of the wavelet analysis in tandem with artificial neural networks to 
localize the delamination in a PVC sandwich and carbon fibre reinforced epoxy 
composites.  
 
2.8.6 Other Vibration Techniques 
 
2.8.6.1 Random Decrement Technique 
The random decrement technique (Cole, 1968; Li et al., 2004) is based on the fact that the 
random response of a structure consists of two parts: a deterministic part and a random 
part. By averaging sample responses with a set boundary condition (initial condition), the 
random part associated with the random excitation averages out, leaving only the 
deterministic part behind. From literature (Cole, 1968; Li et al., 2004) it is known that the 
deterministic part that remains is the free-decay response associated with the initial 
condition. From this free-decay response the modal parameters and the damping 
characteristics can be extracted. This would thus be an index of damage level. The 
random signature vector (Cole, 1968; Li et al., 2004) ),( xz τ  can be obtained as 
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where y(t, x) is the measurement at x, ti’s are the time instances satisfying a prescribed 
triggering condition at a leading station, N is the number of the triggering points, and τ  
is the time variable. 
 
Ambient vibration data caused by traffic loadings have been analysed using random 
decrement techniques, by Lee et al. (2002), for the health monitoring of bridges. The 
random decrement method eliminates the need for a deliberate excitation force which is 
difficult to implement on a large ship. Li et al have proposed a system which makes use 
of the random decrement technique for damage detection purposes in a glass fibre 
reinforced plastic beam structure (Li et al., 2004). 
(2.4) 
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2.8.6.2 Coin Tap Test 
The coin tap method uses the response of a structure to a light strike to determine the 
health of the area directly under the striker. This method is a local method as a 
delamination is detected only when the coin is struck directly above it. The principle of 
the method is based on the fact that the presence of deamination modifies the striking 
force, rather than the natural modes of the structure. Cawley et al. (1991) have 
documented the used of this method for non-destructive testing. Lipetzky et al. (2003) 
made used of the impact duration and the acoustic response to detect damage in 
composite structures. 
 
The hardware and the software required for data acquisition and analysis is high in 
vibration techniques (Bray & McBride, 1992). In this technique the measurement noise is 
usually high. The measurement accuracy and repeatability requirements are unknown, 
and the best methods for data presentation and processing are also ambiguous. The 
quantity of data required to make an accurate damage assessment is also unclear (Bray & 
McBride, 1992). The vibration techniques require complex signal processing and data 
recognition algorithms to detect and localize damage (Bray & McBride, 1992). 
 
2.9 Thermal Techniques 
Thermal non-destructive testing (Bray & McBride, 1992; Shull, 2002; Summerscales, 
1987; US Department of Defence, 1989) uses the surface temperature patterns to detect 
sub-surface defects, to identify thermo-physical properties, and to detect coating 
thickness of structures. The inspection process consists of three main functions namely: 
heating/cooling the specimen, sensing the resulting temperatures and/or the thermal 
gradients and correlating the measurements with that of a healthy structure. The presence 
of damage in a structure can vary the thermal conductivity, thermal diffusivity, thermal 
effusivity or the density of the structure (Bray & McBride, 1992; Shull, 2002; 
Summerscales, 1987; US Department of Defence, 1989).  
  
Thermal NDT techniques are in most cases accomplished by heating the specimen. The 
specimen can be heated either externally or internally. External heating techniques (Bray 
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& McBride, 1992) include convection, conduction and radiation. Internal heating of 
specimens (Bray & McBride, 1992) is done by converting electrical, mechanical, 
magnetic or chemical energy into heat energy.  The heat may be applied continuously or 
it may be pulsed to minimize the reflected interference.  
 
 
Figure 2.11: Thermal measurement methods (Bray & McBride, 1992). 
 
Some of the thermal NDT tests are conducted in steady-state (Argyris & Tenek, 1996) 
thermal conditions while others are conducted in transient (Avdelidis et al., 2004) 
thermal conditions. Measurements for thermal NDT techniques fall under two categories: 
thermometry or thermography. Thermometry involves the measurement of the 
temperature itself and thermography involves the mapping of contours of equal 
temperature over a surface. The various sensors which fall under this category are listed 
in Figure 2.11. 
 
The output of the temperature measurement device is either visual or electrical 
(Krishnapillai et al., 2005; Meola et al., 2006; Orazio et al., 2005). Visual temperature 
signals are recorded by means of a thermal camera or a video camera if the time 
parameter is required. A few other standard data (Bray & McBride, 1992) display and 
recording instruments include pen recorders, oscillographs, oscilloscopes with cameras 
and digital readouts. Area scanning radiometers and photon effect scanners are also used 
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to perform line or area scan of the surface under study. These instruments visually display 
the surface with the temperature profile. This profile is then compared to that of a healthy 
specimen to identify damage in the structure. 
 
Avdelidis et al. (2004) have comprehensively studied the effectiveness of transient 
thermal non-destructive techniques to assess defects like delaminations, burned drilled 
holes, mislocated-podged holes and over-countersunk holes on aerospace composites. 
Takeda et al. (in press) made use of pulsed thermography and C-scan techniques to 
monitor the evolution of damage in a composite wing structure under fatigue loading. A 
novel damage detection technique by using the heat emitted by broken optic fibres, 
embedded in composite structures, is suggested by Pevsner et al. (2005). Pevsner et al 
weaken the optic fibre and embed them into the structure, the occurrence of damage 
cracks these fibres. This causes the causes the transmitted laser light energy to be 
converted into thermal energy, causing a temperature rise in the neighbourhood of the 
crack. This serves to identify the damage. 
 
Thermal techniques have numerous disadvantages (Bray & McBride, 1992):  The cost of 
the sensors and the equipment is high. As composites have variable emissivity, because 
of different materials, the interpretation of the emissivity gets complicated. Detection of 
damage on structures having low-emissivity is a problem. Infrared instruments require 
frequent calibration as they are subject to drift. Lastly, this technique is excessively 
sensitive to reflected radiation and extraneous background radiation.   
 
2.10 Radiographic Techniques 
A radiographic image (Bray & McBride, 1992; Shull, 2002; Summerscales, 1987; US 
Department of Defence, 1989) is a two-dimensional picture of the intensity distribution of 
a form of radiation (x-ray, gamma ray, neutrons, or protons) that has passed through the 
object (Bray & McBride, 1992). The structure attenuates (Bray & McBride, 1992; Shull, 
2002; Summerscales, 1987; US Department of Defence, 1989) the radiation according to 
mass and type and size of defects present. Therefore depending on the damage an 
intensity distribution of radiation is created. The radiation pattern can be recorded on a 
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photographic film, fluorescent screen, or by electronic means. The different types of 
radiography (Summerscales, 1987; US Department of Defence, 1989) include X-ray 
radiography, Fluoroscopic Radiography, Neutron Radiography, Gamma Radiography, 
Radiographic imaging. 
 
2.10.1 X-ray radiography 
X-ray radiography (Bray & McBride, 1992; Shull, 2002; Summerscales, 1987; US 
Department of Defence, 1989) can be used to detect cracks, fibre orientations, porosity, 
inclusions, splice flaws, and crushed core. X-ray radiography will effectively detect the 
presence of these damages as long as they are opaque to X-rays. This method can also be 
used from complex geometries which are difficult to inspect ultrasonically.  The 
fluoroscopic method is a means of real-time viewing of X-ray radiography. Composite 
materials, bonded plastics and moulded plastics have been tested using the fluoroscopic 
method. Thornton (2004) and Balasko et al. (2004) made use of the X-ray radiography 
technique to detect damage in aircraft components and composite helicopter blades 
respectively. 
 
2.10.2 Neutron radiography 
The principle of operation of the Neutron radiography (Bray & McBride, 1992; Shull, 
2002; Summerscales, 1987; US Department of Defence, 1989) is essentially the same as 
the X-ray radiography technique, the only difference being the form of radiation. Neutron 
radiography is ideal for the detection of water intrusion in structures, as hydrogen atoms 
in water are neutron opaque. However, metallic components are not neutron opaque so 
this method cannot be used for analysing defects in metals or metal matrix composites. 
Fast neutron radiography has been used by Kim at al. (1999) for the evaluation and 
testing of composites. Kim et al. (1999) found the fast neutron radiography an effective 
method for thick composite structures (> 1/2”). 
 
2.10.3 Gamma Radiography 
The use of gamma radiography (Bray & McBride, 1992; Shull, 2002; Summerscales, 
1987; US Department of Defence, 1989) has not been widely accepted due to issues with 
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constant emission of highly penetrative radiation. The concept behind gamma 
radiography is similar to that of X-ray radiography. The gamma rays are obtained from 
radioactive isotopes. The use of gamma radiography has been reported for measuring 
properties such as the fibre and resin content in composite structures. Jama et al. (1998) 
have documented the used of gamma-ray Compton scattering for the detection of 
debonding in adhesively bonded composite-aluminium joints. 
  
2.10.4 Radiographic Imaging 
Radiographic Imaging (Bray & McBride, 1992; Shull, 2002; Summerscales, 1987; US 
Department of Defence, 1989) is an extension to the conventional film based X-ray, 
gamma ray and neutron ray non-destructive techniques. By using the radiographic 
imaging techniques the defect can be viewed in different angles i.e. it creates three-
dimensional images of the flaw. The images created by this method can be viewed on 
cathode ray tubes, fluoroscopic screens, liquid crystal displays or it could be fed into the 
computer for further image processing. The various radiographic imaging techniques 
(Summerscales, 1987) include: Conventional Tomography, Analog Tomography, 
Multiple-Film Projection, Film-Based Axial Tomography, Computerized Axial 
Tomography, Scatter Tomography, Reconstructive Scatter Imaging of Compact Objects, 
Imaging by Nuclear Scattering, Stereoradiography and Parallax Image Method.   
 
The volume fraction ad the connectivity of the metallic phase in an alumina-chromium 
composite was measured by Geandier et al. (2003) using X-ray microtomography 
technique. Tsao et al. (2005) used the computerized tomography technique for the 
evaluation of drilling-induced-delamination in carbon fibre reinforced composites. 
 
The radiographic techniques (Summerscales, 1987) have a few major disadvantages. 
Firstly, they require access to the entire test structure, which is difficult in most cases. 
Secondly, cracks perpendicular to the rays are difficult to detect. Thirdly, these 
techniques are expensive to use. Finally and most importantly, radiation poses a health 
hazard in all the radiographic techniques.  
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2.11 Electrical Techniques 
This non-destructive technique is applicable to only carbon fibre based composites, as 
carbon fibres can act as conductors when embedded in an insulating matrix. The principle 
behind this technique (Seo & Lee, 1999) is that the presence of damage causes a variation 
to the electrical resistance under mechanical loading. To perform electrical 
measurements, copper electrodes are electroplated at various locations on the specimen 
surface. Thus electrical resistance measurement is used as the damage parameter for 
detecting damage. As carbon fibres require no additional sensing elements they are 
usually considered as a self-monitoring material. Abry et al. (1999) have documented the 
efficiency of this technique in detecting fibre breakage in CFRP laminate under cyclic 
loading. Xia et al. (2003) have numerically modelled an electrical resistor network in 
order to quantify the dependence of electrical resistance on mechanical fibre damage at 
the micromechanical level. A method to determine the size and the position of damage in 
highly orthotropic (unidirectional) CFRPs, using electrical impedance tomography, has 
been developed by Schueler et al. (2001). 
 
The main disadvantage of the electrical NDT techniques is that it can be used to detect 
damage only if the structure under study is a conductor. Also, the various permittivities of 
composites materials do not favour the use of electrical parameter for characterising 
damage. This limits the applicability of this technique. Moreover complex processing is 
required to determine the location of the damage. 
 
2.12 Preferred NDT Technique 
Among the various types of structural responses to detect damage, strain monitoring was 
chosen for this research study. This is because: 
• Strain monitoring requires no additional excitation other than the operational 
loading. 
• It is the most easily measurable physical change in a structure due to loading.  
• It is also a direct method of assessing the structural condition with a low 
probability of false positive identification. 
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• Moreover a variety of sensors are available for accurate measurement of strain, 
including electrical strain gauges, fibre optic sensors and piezoelectric 
transducers. 
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CHAPTER 3 
Literature Review: Sensors used in Structural Health 
Monitoring (SHM) 
 
3.1 Introduction 
This chapter discusses the sensors used in structural health monitoring systems. The 
commonly used sensors include: piezoelectric sensors, optic fibre sensors (Bragg grating 
or Fabry- Perot system), shape memory alloys and the conventional resistance-strain 
gauges. A more detailed review of the various types of sensors used for Structural Health 
Monitoring is published in the Encyclopedia of Smart Structures (2002). 
 
3.2 Piezoelectric Sensors 
Piezoelectricity (Baker et al., 2004; Busch-Vishniac 1998; Encyclopaedia of Smart 
Structures 2002, p.149-155) was discovered by Pierre and Jacques Curie in 1880. Since 
then the use of the principle of piezoelectricity has been of great use to a number of 
fields. There are basically two types of piezoelectricity observed, direct and the indirect 
piezoelectricity (Baker et al., 2004; Busch-Vishniac, 1998; Encyclopaedia of Smart 
Structures 2002, p.149-155). In the direct piezoelectricity a piezoelectric material when 
mechanically stressed produces an electric discharge on the surface of the material. On 
the other hand, in in-direct piezoelectricity the piezoelectric material produces 
mechanical deformation when subjected to an electric field. 
 
The materials that exhibit the above phenomenon are called piezoelectric materials. The 
piezoelectric materials get its properties when a high electrical field is applied, in a 
particular direction, to the material at elevated temperatures. This causes the ferroelectric 
domains within the material to align in the direction of the electric field. This action is 
called poling. The common types of piezoelectric materials (Encyclopaedia of Smart 
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Structures 2002, p.149-155) used are: quartz, barium titanate, cadmium sulphide, and 
lead zirconium titanate (PZT). Most of these piezoelectric materials (Figure 3.1) are 
ceramic and hence brittle in nature, this makes it unsuitable to embed within composite 
structures. To overcome these difficulties piezoelectric polymers (Encyclopaedia of 
Smart Structures 2002, p.149-155) such as: polyvinylidene fluoride (PVDF), polymer 
films, and polyvinyl chloride (PVC) are being increasingly used as sensors. Piezoelectric 
materials can be manufactured in thin plates, strips, or films. Recently, Advanced 
Cerametrics Inc. (2003) has developed a patented low cost technology to form composite 
fibrous piezoelectric transducers (Figure 3.1). 
 
Figure 3.1: Types of Piezoelectric actuators (Courtesy:  www.physikinstrumente.de & 
www.advancedcerametrics.com). 
 
The extensive use of piezoelectric materials is mainly because they provide a coupling 
between electrical and mechanical energy. Direct piezoelectric phenomenon is used in 
spark ignition devices such as space heater, gas stoves and even cigarette lighters. 
Piezoelectric-based pressure and vibration sensors such as accelerometers, automobile 
knock sensors, and vibration sensors also use the direct piezoelectric principle. The 
indirect piezoelectric effect is used to produce small displacements or vibrations in 
actuators. If the alternating field applied is tuned at the mechanical resonant frequency of 
the piezoelectric device, it can be used to generate acoustic and ultrasonic vibrations. 
Piezoelectric devices can also be used as wave filters. 
 
For structural health monitoring applications piezoelectric elements can be used for 
structural vibrational monitoring, impact damage monitoring, internal damage detection 
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by diagnostic signals, structural impedance monitoring, internal damage monitoring by 
lamb waves, and damage monitoring by acoustic emission. Numerous researchers have 
documented the use of piezoelectric devices. PZT and PVDF polymer sensors were used 
by Park et al. (2005) to study the damage sensitivity of single fibre/epoxy composites, 
through acoustic emission measurement. Ativitavas et al. (2006) have also made use of 
piezoelectric sensors to detect acoustic emission signals, from which they attempted to 
identify the failure mechanisms of fibre-reinforced plastics. Su et al. (2002) attached a set 
of PZTs to the surface of a fibre-reinforced composite plate in order to localize 
delaminations. Half of the PZTs they used acted as actuators to generate lamb waves and 
the other half acted as sensors to pickup these lamb waves. Takeda et al. (2005) also 
generated lamb waves using PZTs, but he made use of an FBG sensor to pick up the 
reflected lamb waves, instead of using PZTs as sensors. Yan et al. (2004) used multiple 
frequency voltages to actuate the embedded polyvinylidene fluoride actuators to produce 
structural vibrations and then made use of embedded PVDF sensors to pickup the 
dynamic response signals, from which the energy variation was calculated and used as a 
damage parameter. 
 
3.3 Optical Fibre Sensors 
Optical fibres (Baker et al., 2004; Busch-Vishniac, 1998; Encyclopaedia of Smart 
Structures 2002, p.715-736) consist of three main parts the core through which light 
travels, surrounded by a cladding and an outermost protective jacket, as shown in Figure 
3.2. The core and the cladding are made out of silica, where the refractive index of the 
core is higher than that of the cladding. This change in refractive index provides the 
required mechanics (total internal reflection) for light propagation within the core. The 
primary function of the optical fibre is to conduct light from one point to another.  
 
There are three main ways of classifying (Encyclopaedia of Smart Structures 2002, 
p.715-736) optical fibres based on: the bandwidth (Multimode or Single mode), the 
variation of refractive index of the core (Stepped or graded), and the location of the 
sensing region of the optical fibre (Intrinsic or Extrinsic). Multimode optical fibres permit 
the propagation of several modes of light, whereas single mode permits the transmission 
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of the only the zero-order mode. A stepped optical fibre has a homogenous core refractive 
index, whereas the refractive index of a graded optical fibre decreases continuously and 
radially from the centre of the cladding interference. If the sensing region of the fibre 
sensor is located outside the optic fibre then it is classified as extrinsic type (e.g. Fabry-
Perot Interferometer), whereas if it were within the optic fibre then it is classified as 
intrinsic type (e.g. Bragg Grating).  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2: Optical fibre characteristics (Encyclopaedia of Smart Materials 2002, 
p.716). 
 
There are many kinds (Encyclopaedia of Smart Structures 2002, p.715-736) of fibre-optic 
sensors used for in-situ health monitoring namely: intensity-based sensors, 
interferometric sensors, polarimetric sensors, extrinsic Fabry-Perot interferometers, Fibre 
Bragg grating sensors (FBG), long-period grating based sensors, Raman scattering 
sensors, and Brillouin scattering sensors. Among these the ones used most often for 
structural health monitoring are: the fibre Bragg grating sensors and the extrinsic Fabry-
Perot interferometers. 
 
Optical fibres have been used by numerous researchers due to its ability to detect a wide 
range of parameters including: strain, temperature, pressure, displacement, acceleration, 
angular velocity, acoustic emission, humidity, pH level, vibration, and corrosion. Takeda 
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et al. (2005) have documented the use of fibre Bragg Grating sensors for sensing lamb 
waves, which inturn are used for quantitative evaluation of damage in CFRP laminates. 
FBG sensors were used by Lee et al. (2005) to sense acoustic emissions for mechanical 
testing of materials. Ling et al. (2004) embedded multiplexed FBG sensors in composite 
structures to measure the dynamic strain profile, from which the presence of 
delaminations was identified. The Fabry-Perot interferometric sensor was used by 
Oliveira et al. (2004) to sense acoustic emission due to damage. Leng et al. (2002) made 
use of extrinsic Fabry-Perot interferometric sensors to sense the flexural strain for 
identifying damage in composite and aluminium plates. 
 
3.3.1 Bragg Grating Optical Fibre Sensor 
A fibre Bragg grating sensor (Baker et al., 2004; Encyclopaedia of Smart Structures 
2002, p.728-730) consists of periodic modulation of the core refractive index of an 
optical fibre.  These gratings are created on the optical fibre by exposure of intense 
ultraviolet light. Due to the presence of the grating, a narrow band of wavelength is 
reflected back down the fibre, as shown in Figure 3.3. 
 
Figure 3.3: Schematic of a Bragg grating sensor (Baker et al., 2004). 
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The peak wavelength of the reflected light is the Bragg wavelength (λB) of the grating 
given by the following equation. 
 
Λ= nB 2λ  
where, 
n : is the effective wavelength of the fibre, 
Λ  : is the period of the grating. 
The reflected Bragg wavelength is linearly proportional to the grating period. Hence any 
variation in the period of the grating due to strain or temperature change, results in a shift 
of the reflected wavelength. The wavelength shift for an applied longitudinal strain is 
given by: 
 
ελλ α ∆−=∆ )1( pBBS  
where, 
BSλ∆  : wavelength shift, 
ε∆  : applied longitudinal strain. 
pα : photoelastic coefficient of the fibre material. 
 
The advantage of using this type of sensor is that it has the potential for multiplexing, i.e. 
numerous amounts of sensing strips can be written on to a single fibre. However, the 
instrumentation used for extracting strain or temperature is rather expensive and bulky. 
 
3.3.2 Extrinsic Fabry-Perot Optical Sensor 
The extrinsic Fabry Perot Interferometric (Encyclopaedia of Smart Structures 2002, 
p.727-728) sensor works with the principle of coherent interference between reflected 
and transmitted light waves.  A schematic of an extrinsic Fabry-Perot sensor is shown in 
Figure 3.4. An extrinsic Fabry-Perot sensor consists of a single-mode fibre which is used  
  
 
 
(3.1) 
(3.2) 
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Figure 3.4: Schematic of an Extrinsic-Fabry-Perot grating sensor (Encyclopaedia of 
Smart Materials 2002, p.728). 
 
as the input/output lead. The function of the multimode fibre is to act as a reflector, 
reflecting the transmitted light. The single-mode fibre and the multimode fibre are 
coupled in an alignment tube with an air gap between them. The transmitted light that 
travels through the single-mode fibre passes through the air gap and is reflected at the 
face of the multimode fibre. A percentage of this reflected light re-enters the single-mode 
fibre. This causes interference between the transmitted light and the reflected light and a 
fringe pattern is obtained. Any change in the air gap causes a change in the interference 
pattern, from which information on strain levels can be measured. The use of EFPI 
sensors is limited although they are sensitive to strain and temperature variations, this is 
because they are very difficult to fabricate and also have very limited multiplexing 
capabilities. 
 
3.4 Resistance - Strain Gauge 
Strain gauge (National Instruments, 2006; Vishay Measurements Group Inc., 2000; 
Wikipeda: The free encyclopaedia, 2004) is the most commonly used device for the 
measurement of strain. It was first used as early as 1938 by Edward Simmons. The 
frequently used strain gauge, i.e. the bonded metallic strain gauge, consists of a flexible 
backing which supports a metallic foil pattern etched on to the backing. The strain gauge 
is bonded on to a structure by means of an adhesive. The working principle of the strain 
gauge is based on the piezoresistive (Vishay Measurements Group Inc., 2000) effect, i.e. 
Alignment tube 
Multimode fibre 
Single-mode fibre 
Air gap 
Epoxy 
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when the foil is deformed (because of structural deformation) the resistance of the foil 
changes. A Wheatstone bridge circuit is then used to calculate the strain, from the 
resistance change. Different types of Wheatstone bridge circuits can be used for this 
purpose including: Full bridge circuit, half bridge circuit and the quarter bridge circuit. 
The sensitivity of a strain gauge to strain is determined by the gauge factor (National 
Instruments, 2006; Vishay Measurements Group Inc., 2000; Wikipeda: The free 
encyclopaedia, 2004), which is: 
 
LL
RR
GF
/
/
∆
∆
=
 
 
where, 
GF  : is the gauge factor 
RR /∆   : is the change in resistance by actual resistance 
LL /∆   : is the change in gauge length by actual gauge length (strain) 
 
3.5 Shape memory alloys 
Alloys, like Nickel-titanium, that exhibit the shape memory effect are called shape 
memory alloys (SMA) (Baker et al., 2004). There are two basic kinds of shape memory 
effects: one way effect and the two way effect. In the one way effect a SMA (Baker et al., 
2004; Oishi et al., 2005; Shimamoto et al., 2004), in its martensitic form, is plastically 
deformed from its original shape. This SMA then regains its original shape when it is 
heated to a temperature above the austenitic finish temperature. In the two way effect, 
which involves further programming and thermal training, the structure can made to 
regain its temporary deformed shape. The transformation temperature is of the range of 
210ºC to 100ºC depending on the alloy composition. The one way transformation effect 
is shown in Figure 3.5. Limited work has been published using SMAs for structural 
health monitoring; most of the work published has been focused on using SMAs for 
vibration or shape control. Shimamoto et al. (2004) embedded nickel-titanium SMAs in 
composites to generate a compressive stress, which was used to control the fatigue crack 
propagation by suppressing the stress concentration at the crack tip. SMAs have been 
(3.3) 
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used for structural health monitoring of aluminium composites by Oishi et al. (2005). 
Oishi et al. embedded SMA wires within the composite to monitor the amount of strain 
(by resistance change), locate the deformations (from acoustic emissions of SMAs), and 
suppress damage (by the one way shape memory effect). 
 
 
Figure 3.5: One way shape memory effect (Baker et al., 2004). 
 
3.6 Summary 
As the strain gauges are easy to install, cheap, accurate and require no signal processing, 
they were used as the main means of strain measurement, throughout this research 
program. Moreover, the performance of the Structural Health Monitoring system 
developed does not depend of the strain sensor utilized, as long as it can measure the 
strain with an acceptable level of accuracy and spatial resolution. 
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CHAPTER 4 
Background: Artificial Neural Network 
 
4.1 What are Artificial Neural Networks?  
Artificial Neural Networks (ANN) (Dayhoff, 1990; Hagan et al., 1995; Haykin, 1999; 
Kohonen et al., 1977; Rosenblatt, 1958; The Mathworks, 1999; Simpson, 1990) are 
relatively crude electronic models based on the neural structure of the brain. The field 
goes by many names, such as connectionism, parallel distributed processing, neuro-
computing, natural intelligent systems, machine learning algorithms, and artificial neural 
networks.  
 
According to Haykin (1999) “A neural network is a massively parallel distributed 
processor made up of simple processing units, called neurons, which have a natural 
tendency for storing experiential knowledge and making it available for use”. This 
knowledge is acquired from the environment through a learning process and is stored in 
connections between the neurons, know as synaptic weights. There are different types of 
networks (Hagan et al., 1995; Haykin, 1999; The Mathworks, 1999) namely: Feed 
Forward network, Radial Basis network, Elman’s network, Hopfield network and Self 
Organizing Maps (SOM). The most famous among the lot is the feed forward network.  
 
The principal components of a network are: Neurons, Synaptic weight, Bias, Activation 
Function, Performance Function, and the Training Algorithm (Learning Algorithm). Each 
of them is discussed subsequently. 
 
4.2 Need for Artificial Neural Networks in SHM 
Over the past few years enormous amount of funding (approx $3.1 billion overall funds 
from the Defence Advanced Research Projects Agency; DARPA 2005) has been directed 
to the development of real-time structural health monitoring systems. This field is of 
paramount importance especially with the increase in use of composites in structures. The 
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increase in use of composites is obviously because of its distinct advantages namely: high 
strength-to-weight ratio, high stiffness, high corrosion resistance etc. Unfortunately, these 
composites are prone to in-service defects like matrix cracking, delamination, fibre 
breakage, and debonding. This necessitates the need for an online structural health 
monitoring system, which is capable of determining the presence of the damage (in the 
incipient stage itself), determining the location of the damage, the size of the damage, and 
possibly the criticality of the damage. Various non-destructive techniques, which are 
capable of achieving the goal, have been discussed in Chapter 2. For complex situations 
(variable loading, variable damage level, and variable type of damage) using complex 
structures the response signal obtained from the sensors (damage signature vector) will be 
complicated. This makes it difficult to decode the signal to determine the damage 
location and damage. Moreover, it is also difficult or impossible to create accurate 
mathematical models for complex structures due to both geometric and material property 
non-linearity. This is where the role of Artificial Neural Networks is of utmost 
importance. The following features of neural networks make it an effective tool in 
structural health monitoring. 
 
Generalization ability: Generalization (Haykin, 1999) refers to the neural network 
producing reasonable outputs for inputs not encountered during training (learning). This 
information-processing capability makes it possible for neural networks to solve complex 
(large-scale) problems that are currently intractable. Hence for ANNs to detect damage, 
the network has to be trained with sufficient damage signatures and their corresponding 
physical parameters. 
 
Non-linearity: Artificial neural networks can be used even for non-linear problems 
(Hagan et al., 1995; Haykin, 1999; The Mathworks, 1999), as the interconnected neurons 
can be either linear or non-linear. Multiple interconnections between neurons tend to 
make the system non-linear. This feature is extremely important in the field of structural 
health monitoring as the signals from complex structures under variable loading may be 
non-linear. 
 
 60 
Input-Output Mapping: This is the most powerful feature of the neural network which 
involves supervised learning. The network tries to correlate a unique input signal with a 
desired response. It modifies the synaptic weights by a learning process in order to 
achieve the desired response. Training the network involves feeding the network with a 
set of input signals and the corresponding desired response. The network then tries to 
learn from the examples by constructing an input-output mapping (Hagan et al., 1995; 
Haykin, 1999; The Mathworks, 1999) for the problem at hand.  
 
Adaptivity:  Neural networks adapt easily to changes in the environment, by adjusting the 
synaptic weight accordingly on retraining the system. Real-time networks which are 
capable of changing its synaptic weights automatically can be designed for non-stationary 
environmental conditions. This feature clubbed with the natural network architecture is 
quintessential for adaptive pattern classification, adaptive signal processing and adaptive 
control (Haykin, 1999). 
 
Evidential Response: For pattern classification purposes, networks can be designed to 
provide information about the pattern to selected, as well as the confidence of the 
decision made. This helps in rejecting indistinct patterns, thereby improving the 
classification performance of the network. 
 
Contextual Information: Related information is dealt with naturally by the network as the 
knowledge is represented by the very structure and activation state of the network. 
Essentially, every neuron is affected by the activity of all other neurons in the network. 
 
Fault Tolerance:  Neural networks are inherently fault tolerant. If the neural networks 
were implemented in hardware form, and if a neuron or a connecting link is damaged, 
then only the output quality deteriorates (Haykin, 1999) rather than the system failing 
completely. This is mainly because of the distributed nature of the information stored in 
the network; the damage to the hardware has to be extensive for the network to fail 
completely.  
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Scores of researchers have documented the use of artificial neural networks in tandem 
with existing non-destructive testing techniques for the purpose of structural health 
monitoring. Yam et al. (2003) effectively made use of ANNs to establish a mapping 
relationship between the structural vibration response and the structural damage status. 
Seo et al. (1999) studied the relationship between the electrical resistance change, fatigue 
life and stiffness reduction in carbon fibres reinforced plastics making use neural 
networks. Su et al. (2005) have documented the use of neural networks to localize the 
damage from lamb wave response signals. Neural networks were trained with global 
image data, by Nyongesa et al. (2001), obtained from stereographic imaging of laminated 
composites. Nyongesa et al. (2001) made use of this trained network to detect impact 
damage on composites. Similar work has also been published by Orazio et al. (2005). In 
this the neural network was trained with thermographic images of composites with sub-
surface cracks and was then used for damage detection purposes. 
 
4.3 Neuron model 
A neuron is the information-processing unit of the neural network, much like the brain in 
human beings (Hagan et al., 1995; Haykin, 1999; The Mathworks, 1999). Figure 4.1 
shows the block diagram of the neuron. 
 
 
Figure 4.1: Non-linear model of a neuron (Haykin, 1999). 
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The neuron consists of three main parts: A set of Synapses, which connect the input 
signal (xj) to the neuron via a set of weights (wkj), an adder (uk) which sums up the input 
signals, weighted by the respective synapses of the neuron and an activation function 
( )(⋅ϕ ) for limiting the amplitude of the output of the neuron. At times a bias (bk) is added 
to the neuron to increase or decrease the net output of the neuron.  
 
Mathematically (Haykin, 1999) a neuron k is described as 
j
n
j
kjk xwu ∑=
= 1
 
)( kkk buy += φ  
where,  
x1, x2, x3, …., xn : are the input signals, 
wk1, wk2, ...., wkn : are the weights for neuron k,  
bk   : is the bias, 
uk   : is the adder or the linear combiner, 
)(⋅ϕ    : is the activation function, 
yk   : is the output signal of the neuron. 
 
The output range of the neuron depends on the type of activation function used. There are 
four types activation functions (The Mathworks, 1999) commonly used namely: hard-
limit activation function, log-sigmoid activation function, tan-sigmoid activation 
function, and linear activation function.  
 
4.4 Activation Function 
 
4.4.1 Hard-limit activation function 
 
 
 
Figure 4.2: Hard-limit activation function (Hagan et al., 1995). 
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(4.1) 
(4.2) 
 63 
The hard-limit activation function is shown in Figure 4.2. This function limits the output 
(yk) of the neuron to either 0, if the net input argument vk is less than zero; or 1, if vk is 
greater than or equal to zero. 
Mathematically the hard-limit activation function can be described as: 
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4.4.2 Log-Sigmoid activation function 
 
 
 
 
 
Figure 4.3: Log-sigmoid activation function (Hagan et al., 1995). 
 
The sigmoid activation function is shown in Figure 4.3. This function limits the output 
(yk) to a range of 0 to 1, according to the expression:   
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The input can be anything between plus and minus infinity. 
 
4.4.3 Tan- Sigmoid Activation function 
 
 
 
 
Figure 4.4: Tan-sigmoid activation function (Hagan et al., 1995). 
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The tan-sigmoid activation function is shown in Figure 4.4. This function takes the input, 
which again may have any value between plus and minus infinity, and limits the output 
into the range -1 to 1. 
 This is done according to the following mathematical expression: 
 
)tanh( kk vy =  
 
4.4.4 Linear Activation function  
The linear activation function shown in Figure 4.5 reproduces the input fed into it as the 
output itself.  
 
 
 
 
Figure 4.5: Linear activation function (Hagan et al., 1995) 
 
4.5 Network Architecture 
 
4.5.1 Single Layer Feed-forward Network 
 
 
Figure 4.6: Single layer feed-forward network (Haykin, 1999). 
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The simplest form of the feed-forward network is a single layer network (Haykin, 1999), 
shown in Figure 4.6. The network consists of the input layer consisting of source nodes 
directly connected to the output layer, with neurons (computational nodes). This type of a 
network has no hidden layers. 
 
4.5.2 Multi-Layer Feed-forward Network 
 
 
Figure 4.7: Multi-layer feed-forward network (Haykin, 1999). 
 
The feed-forward network consisting of one or more hidden layers between the input and 
the output layer is called a Multi-Layer feed-forward network (Haykin, 1999). A typical 
multi-layer network is shown in Figure 4.7, consisting of an input layer with ten nodes, 
one hidden layer with 4 neurons, and an output layer with 2 neurons. The presence of the 
hidden layer neurons enables the network to extract higher-order statistics; which tends to 
be useful when the input layer is large. 
 
A good number of researchers have documented the use of multi-layer feed-forward 
networks. Altinkok & Koker (2006) made use of the multi-layer feed forward network to 
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determine the properties of metal matrix composites, whereas Jia & Davalos (in press) 
made use of the same for predicting the fatigue crack growth in fibre reinforced plastics 
bonded with wood interfaces. Multi-layer networks were also used by Ishak et al. (2001) 
for localizing delaminations in composite laminate beams using its displacement 
responses. 
 
4.5.3 Recurrent Networks 
 
 
Figure 4.8: Recurrent Network (Haykin, 1999). 
 
Recurrent networks (Hagan et al., 1995; Haykin, 1999; The Mathworks, 1999) are single 
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were fed into the input of all other neurons. Z-1 denotes the unit-delay element in the 
feedback loop. The presence of feedback loops in a network improves the learning 
capability of the network and also its performance. There is limited work been published 
in the use of these networks for non-destructive testing, structural health monitoring, and 
material property testing of composites. However, Assaf & Kadi (2001) have documented 
the use of recurrent neural networks to predict the fatigue behaviour of unidirectional 
glass fibre/epoxy composite laminate under tension–tension and tension–compression 
loading. 
 
4.6 Types of Networks and Training Algorithms 
 
4.6.1 Feed-Forward Back-Propagation Network 
Feed forward back-propagation network (Dayhoff, 1990; Hagan et al., 1995; Haykin, 
1999; The Mathworks, 1999; Simpson, 1990) basically consists of three layers the input, 
output and one or more hidden layers. Each layer consists of multiple neurons. Sigmoid 
or tan-sigmoid activation function is normally used in the hidden layers, and linear 
activation functions are used in the output layers. These networks are also known as 
Multi-Layer Perceptrons. 
 
These networks are trained using algorithms know as error back-propagation algorithm 
(Haykin, 1999). Error back-propagation learning can be divided into two stages namely: 
the forward pass and the backward pass. During the forward pass the input vector 
(damage signature) is applied to the input nodes of the network. This signal propagates 
through the network layer by layer and finally produces an actual output. In this forward 
pass stage the synaptic weights are not modified and they remain constant. Once actual 
output is obtained it is compared with the target output (damage size) and an error signal 
is obtained. This error signal is then propagated back into the network in the opposite 
direction. During this stage the synaptic weights are adjusted in such a way that the actual 
response moves closer to the target response. Properly trained back-propagation networks 
tend to give reasonable answers when presented with inputs that they have never seen. 
Typically, a new input leads to an output similar to the correct output for input vectors, 
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which are similar to the ones used for training. This generalization property makes it 
possible to train a network on a representative set of input/target pairs and get good 
results without training the network on all possible input/output pairs.  A multi-layer feed 
forward back-propagation network is shown in Figure 4.9. This network consists of an 
input layer, two hidden layers and an output layer.  
 
 
Figure 4.9: Multi-layer feed-forward back-propagation network (Haykin, 1999). 
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A lot of work has been reported in the area of structural health monitoring using the feed-
forward back propagation network. Xu et al. (2001) made use of the feed forward 
network to for damage detection in anisotropic laminated plates. Feed forward networks 
were used by Graham et al. (2004) to detect impact induced damage in tandem with an 
eddy current based technique. Ativitavas et al. (2006) successfully predicted the different 
types of failure mechanisms in fibre reinforced composites using acoustic emission 
response as input to the feed forward back propagation network. These networks were 
also used, by Lee & Yun (2006), for detecting damage on bridges using the ambient 
vibration data as its input. 
 
4.6.1.1 Training Algorithm 
The main objective of all the training algorithms is to adjust the synaptic weights in such 
a way that the performance function decreases. The performance function is a 
quantitative measurement of network performance. Therefore, if the network performs 
well the performance function is small whereas, if the network performs poorly the 
performance function is large. 
 
4.6.1.1.1 Gradient Descent Algorithm 
The gradient descent algorithm (Hagan et al., 1995; The Mathworks, 1999) updates the 
network weights and biases in the direction in which the performance function decreases 
most rapidly (negative of the gradient). An iteration of this algorithm is shown below: 
 
kkkk gxx α−=+ 1  
 
Where the current weight vector is represented by xk, the current gradient is gk, and αk is 
the learning rate. The current weight vector is added to the product of the learning rate 
and the negative of the gradient to determine the new weight. The learning rate 
determines the size of the step. If the learning rate chosen is too large, then the algorithm 
becomes unstable and does not converge whereas, if the learning rate chosen is too small 
then the algorithm takes too long to converge. 
 
(4.6) 
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Incremental mode and batch mode are the two ways in which the gradient descent 
algorithm can be implemented. In the incremental mode, the gradient is computed and the 
weights are updated after each input is applied to the network. Whereas, in the batch 
mode all of the inputs are applied to the network before the weights are updated. Su et al. 
(2004) and Fang et al. (2005) have documented the use of the steepest descent algorithm 
for training the feed forward network in order to detect damage in a composite laminate 
and a cantilevered beam respectively. 
 
4.6.1.1.2 Gradient Descent with Momentum 
This algorithm makes use of a modified version of the gradient descent algorithm. This 
algorithm adds a momentum factor to the gradient decent algorithm, thereby providing 
faster convergence. The momentum makes the network ignore all the small features in 
the error surface. Without momentum the network may get stuck in a shallow local 
minimum (Hagan et al., 1995; The Mathworks, 1999).  
 
Momentum is added to the gradient descent algorithm by making weight changes equal to 
the sum of a fraction of the last weight change and the new weight change, where the new 
weight is calculated by the gradient descent algorithm. The momentum constant, which 
has a value between 0 and 1, determines the effect that the last weight change is allowed 
to have on the current weight update. If the momentum constant is 0, then the last weight 
change is not taken into account at all. However if the momentum constant is 1, then the 
new weight change is equated to the last weight change and the gradient is not taken into 
account. 
 
4.6.1.1.3 Resilient Back-propagation Algorithm 
The gradient decent algorithms are not suitable for using with multi-layer networks. This 
is mainly because of the fact that these networks typically use the sigmoid or the tan-
sigmoid activation functions. The slope of the sigmoid and the tan-sigmoid functions 
approach zero when the input is large. This effect causes the weights to be updated by 
only a minute fraction, when using the gradient descent algorithm, even though they are 
far from their optimal value.   
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The resilient back-propagation algorithm (Hagan et al., 1995; The Mathworks, 1999) 
considers only the sign of the gradient to determine the direction of the weight update. 
The size of the weight change is governed by a separate update value. This method 
therefore eliminates the effects of the magnitudes of partial derivatives. 
 
In this method if the derivative of the performance function has the same sign for two 
successive iterations, with respect to the current weight, then the update value is 
increased. The update value is decreased in case the derivative with respect to the current 
weight, changes signs from the previous iteration. The update value remains constant if 
the derivative is zero. If the weights tend to oscillate then the weight change will be 
reduced. And finally if the weight continues to change in the same direction for several 
iterations the magnitude of weight change is increased. 
 
This algorithm is more robust and facilitates faster convergence than the steepest descent 
algorithms; hence it is apt for multi-layer feed forward networks. However, not many 
researchers have made use of this algorithm for training artificial neural networks. 
Resilient back propagation was used by Kesavan et al. (2005) to determine the location 
and size of delaminations in composite ship structures. Some work has also been 
documented by Koker et al. (in press), where they use resilient back-propagation 
algorithms to train neural networks for predicting the mechanical properties of reinforced 
metal matrix composites. 
 
4.6.1.1.4 Conjugate Gradient Algorithm 
The performance function decreases most rapidly in the steepest descent direction 
(negative of the gradient, 0g− ). However, this does not necessarily produce the fastest 
convergence. In order to achieve rapid convergence the conjugate gradient algorithms 
(Hagan et al., 1995; The Mathworks, 1999) are used. In the conjugate gradient algorithms 
a search is performed along conjugate directions, which produces generally faster 
convergence than steepest descent directions.  On the first iteration the conjugate gradient 
algorithms start the search in the steepest descent direction ( 0p ). 
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A line search is then performed to determine the optimal distance to move along the 
current search direction:  
kkkk pxx α+=+ 1  
 
Then the next search direction is chosen in such a way that it is conjugate to the previous 
search direction. To determine the new search direction, the new steepest descent 
direction is combined with the previous search direction as shown below: 
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The update value βk is computed by any one of the following methods: 
 
The Fletcher-Reeves update value, βk, is:  
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For the Polak-Ribiére update, the value βk, is computed by 
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Zhang et al. (2002) made use of various training algorithms including the conjugate 
gradient algorithm to train networks for predicting the properties of composite materials. 
Al-Haik et al. (2006) have reported the use of scaled conjugate gradient algorithms to 
train neural networks for the prediction of stress relaxation curves of carbon fibre 
composites. 
 
 
(4.7) 
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(4.10) 
(4.11) 
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4.6.1.1.5 Newton and Quasi-Newton Algorithms 
Newton’s method (Hagan et al., 1995; Haykin, 1999; The Mathworks, 1999) is based on 
the second order Taylor series. It is an alternative to the conjugate gradient methods for 
fast optimisation. The principal of Newton’s methods is to approximate a function as a 
quadratic and then locate the stationary point of the quadratic approximation. This holds 
good as long as the function is quadratic, if the function is not quadratic then Newton’s 
algorithm might not converge (The Mathwork, 1999). 
 The basic step of Newton's method is: 
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where, Ak is the Hessian matrix (second derivatives) of the performance function at the 
current values of the weights and biases. The main drawback of this algorithm is that it is 
complex and it is expensive to compute the Hessian matrix for feed-forward neural 
networks.  
 
Quasi-Newton algorithm (Hagan et al., 1995; The Mathworks, 1999), a variation of 
Newton’s method, does not require the calculation of second derivatives. Quasi-Newton 
algorithm updates an approximate Hessian matrix at each iteration of the algorithm, and 
this update is computed as a function of the gradient. 
 
Quasi-Newton algorithm was used by Koker et al. (2005) for predicting the mechanical 
properties of reinforced metal matrix composites. Singh et al. (2005) have documented 
the use of different training algorithms including the quasi-newton algorithm to train the 
multi-layer feed forward back propagation algorithm for fitting transducers static 
response characteristics to measured data. 
 
4.6.1.1.6 One Step Secant Algorithm 
The one step secant (OSS) (The Mathworks, 1999) combines the advantages of the 
conjugate gradient algorithm and the Quasi-Newton algorithm. This algorithm assumes 
the previous Hessian matrix as the identity matrix, at each iteration, and thereby not 
(4.12) 
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storing the entire Hessian matrix. Another advantage of this method is that it calculates 
the new search direction without computing the matrix inverse.  
 
One-Step Secant algorithms was used by Singh et al. (2005) for fitting transducers static 
response characteristics to measured data.  
 
4.6.2 Radial-Basis Network 
A radial-basis network (The Mathworks, 1999) considers the design of a network as a 
curve-fitting problem in multidimensional space, and not as a stochastic approximation. 
Therefore, learning is equivalent to finding a surface in a multi-dimensional space that 
provides a best fit to the training data. This network generally consists of three layers. 
The input layer consists of source nodes; it has one hidden layer which applies a non-
linear transformation from the input layer to the outer hidden layer. The output layer of 
the network is linear, which directly gives the networks response to the applied input 
signal. Radial basis networks can be trained faster than a standard feed-forward back-
propagation network, but they require many neurons for high-dimensional input spaces. 
Radial basis network have two variants namely the Generalized Regression Network, 
which is used for function approximation, and the Probabilistic Neural Network, which is 
used for classification problems. Both these networks generalize well, but their common 
flaw is that they use more computation than other kinds of networks to do their function 
approximation or classification. 
 
4.6.2.1 Architecture of the Radial-Basis Neuron 
Figure 4.10 shows the architecture of a radial-basis neuron, k, which consists of ‘N’ 
inputs. The vector distance between the weights ‘W’ and input vector ‘x’, multiplied by 
the bias ‘b’, is the net input to the radial-basis activation function. Figure 4.11 shows the 
plot for the activation function of a radial-basis neuron. From Figure 4.11 it is clear that 
the radial basis function has a maximum of 1 when its input is 0, and as the distance 
between weight vector and the input vector decreases, the output increases. Hence when 
ever the input vector and the weight vector are identical the network displays an output of 
one.  
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Figure 4.10: Architecture of the Radial-Basis Network (Hagan et al., 1995). 
 
 
 
 
 
 
Figure 4.11: Radial bias activation function (The Mathworks, 1999). 
 
Radial basis networks have been used by Smid et al. (2005) for detection of flaws using 
eddy current signatures. Similar work using radial basis network and eddy current 
signatures, for damage localization, has also been published by Wrzuszczak et al. (2005). 
 
4.6.3 Hamming Networks 
 The hamming network (Hagan et al., 1995; The Mathworks, 1999) is one form of a 
competitive network. A typical hamming network consists of two layers; the first layer, 
which is a layer of instars (neurons with vector input), performs a correlation between the 
input vector and the prototype vector. The typical architecture of the Hamming network 
is shown in Figure 4.12.  The hamming network is made of two parts the feed-forward 
layer and the recurrent layer. Each row of the weight matrix (W1) represents a prototype 
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prototype vectors with the input vectors (x), plus the bias (b). The result of this layer 
would indicate the degree of similarity between the prototype and the input vectors. A 
linear activation function is used in the feed-forward layer and a positive linear activation 
function is used in the recurrent layer. The recurrent layer also has a delay unit in it. 
 
 
Figure 4.12: Architecture of a Hamming Network (Hagan et al., 1995). 
 
The output of the first layer is represented as: 
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In the second layer the neurons are initialised by the output of the previous layer. 
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 After initiation the neurons compete with each other to determine the winner. After the 
competition, only the winning neuron will have a non-zero output. 
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The weights 2 j,iw   are defined as follows 
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Due to this weight matrix, every neuron’s output will decrease in proportion to the sum of 
the other neuron’s outputs, at each iteration. Eventually there will be only one neuron 
with a positive output, which is then deemed as the winner. Competitive networks (Hagan 
et al., 1995; Haykin, 1999; The Mathworks, 1999) have the inbuilt capability to 
categorize the input vectors presented to it. They can also learn the distribution of input 
vectors by the use of higher number of neurons. The applications of hamming networks 
and its variations are discussed in detail by Koutroumbas et al. (2005). 
 
4.6.4 Self-Organizing Maps 
Creating one or two dimensional discrete maps by transforming an incoming arbitrary 
signal, in a topologically ordered manner, is the main goal of the self-organizing feature 
maps (SOFM). Self-organizing maps (Hagan et al., 1995; The Mathworks, 1999) learn 
both the distribution and topology of the input vectors they are trained on, as the 
neighbouring neurons in the SOFM learn to recognize neighbouring sections of the input 
space. This architecture of a SOFM is similar to that of a competitive network, except no 
bias is used.  
 
The first task of the training algorithm is to initialise the weights in the network, by 
assigning some random number. Once the weights have been initialised the network is 
presented with the input pattern. For each input pattern the neurons in the network 
computes a discriminant function value, the neuron with the largest value is the winner. 
The winning neuron provides the basis for cooperation among neighbouring neurons by 
determining the spatial location of a neighbourhood of excited neurons.  In the final stage 
of the learning process, appropriate adjustments are made to the weights, so as to increase 
the discriminant function of the excited neurons, in relation to the input applied. These 
(4.16) 
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adjustments are made in such a way the response of the winning neuron is increased 
every time a similar input pattern is presented. 
 
Self-organizing maps were used, by Bar et al. (2004), to identify different failure modes 
of glass fibre reinforced plastics from acoustic signals. Similar use of self-organizing 
maps for damage classification is also documented by Oliveira et al. (2004). Huguet et al. 
(2002) have also worked on self-organizing maps for identifying damage modes in glass 
fibre reinforced polyesters. 
 
4.7 Alternate Signal Processing Method - Genetic Algorithms 
 
4.7.1 Introduction 
Genetic algorithm (GA) (Haupt, 2004; Liu, 2003; Rao, 1996) is a search or an 
optimisation method based on, Darwin’s nature evolution theory, survival of the fittest. 
The use of GAs was first documented by John Holland in 1975. Genetic algorithms are 
similar to genes in genetics, i.e. it represents parameters in a given problem by encoding 
them in a string. In genetic algorithms a population of coded strings is used to search for 
the optimal solution, unlike the single point search used in traditional mathematical 
optimisation methods. Moreover, GAs requires only objective function information. 
These features help the GA to effectively deal with complicated, non-linear, multimodal 
optimisation problems, and inverse problems (Au et al., 2003; Chou & Ghaboussi, 2001; 
Haupt, 2004; Liu, 2003; Rao et al., 2004). The genetic search procedures use the basic 
elements of natural genetics namely: Reproduction, Cross over and Mutation.   
 
4.7.2 Coding 
Binary coding (Liu, 2003) is the simplest and the most common method of coding the 
input parameter into a finite-length string. The genetic algorithm then combines all these 
finite-length strings into one long string which is analogous to the chromosome. After the 
chromosomes are created its fitness values are estimated by computing the objective 
function. The optimiser of the optimisation problem, i.e. the fit chromosome, is then 
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found out by making use of the basic genetic operators. This optimum individual is 
finally decoded back to the physical parameter. 
 
4.7.3 Selection 
Selection (Haupt, 2004; Liu, 2003; Rao, 1996) is a method of selecting chromosomes 
with high fitness level and mating them in order to get a fit next generation (child 
generation). The fitness level of the chromosome is calculated through the evaluation of 
the objective function (fitness function). Therefore the function of this operator is 
basically to improve the average quality of the next generation’s (child generation) 
population by giving individual chromosomes (of this generation) of higher fitness a 
higher probability to be copied into the chromosomes of the child generation. There are 
few different types of selection schemes namely: proportionate selection, ranking 
selection and tournament selection. 
 
4.7.4 Crossover 
Crossover (Haupt, 2004; Liu, 2003; Rao, 1996) is the most important operator in a 
genetic algorithm. Once the fit chromosomes are selected and placed into a mating pool, 
pairs are randomly formed. Crossover is the operation of using a part of the genes of each 
of the pairing chromosomes in a defined manner to create a new chromosome (child 
generation). This process is then repeated for the rest of the chromosomes in the mating 
pool. There are three main types of crossover schemes namely: One-point crossover, 
multipoint crossover and uniform crossover. 
 
4.7.5 Mutation 
The mutation (Haupt, 2004; Liu, 2003; Rao, 1996) operator has two main roles one is to 
prevent the genetic population from converging to a local minimum; the other is to 
introduce new solutions to the generation. Mutation basically involves the random 
alteration of a binary digit in chromosome. Mutation serves as a safeguard against 
premature loss of important genetic material at certain locations, when it is used carefully 
along with the reproduction and crossover operators. 
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The Genetic algorithm suffers from a few disadvantages (Haupt, 2004; Liu, 2003; Rao, 
1996). It is computationally expensive when compared to traditional gradient based 
optimisation techniques. This is mainly because the GA requires more evaluations of the 
objective function than the traditional methods. The other disadvantage of a GA, when 
compared with the gradient-based methods, is that it does not converge well when the 
number of variables is large.  
 
Considerable interest has grown in developing inverse procedures, employing 
optimisation methods that include genetic algorithms for damage detection. Chou & 
Ghaboussi (2001) used the genetic algorithms to localize damage from the static 
displacement measurement (which are a representative of damage) of the structure. Two-
point crossover binary coded genetic algorithm with tournament selection approach was 
adopted by Rao et al. (2004) to detect damage using the concept of residual forces. Au et 
al (2003) have documented a method based on microgenetic algorithms for detecting 
structural damage using incomplete and noisy modal test data. 
 
4.8 Summary 
Artificial Networks forms the backbone of the Structural Health Monitoring system 
developed. This is because ANN’s are capable of  establishing a mapping relationship 
between measurable but in-determinate features of structural damage and their physical 
parameters. They also have a natural tendency for storing knowledge and making it 
available for use, when required. Another very important feature is the generalization 
power of the neural network. Generalization refers to the neural network producing 
reasonable outputs for inputs not encountered during training (learning). This 
information-processing capability makes it possible for neural networks to solve complex 
(large-scale) problems that are currently intractable. Hence for ANN’s to effectively 
detect damage, the network has to be trained with sufficient damage signatures and their 
corresponding physical parameters. 
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CHAPTER 5 
Composite Beam Modelling 
 
5.1 Introduction 
Initially, Finite Element (FE) models of two dimensional (2D) composite beams were 
created to verify the integrity of the computational technique to extract and signal-process 
the strain values from damaged structures. The FE models were also used to analyse the 
strain distribution of a simple beam structure, with and without embedded damage in the 
structure. The FE models of beams were then used to extract strain signatures of damaged 
structures, which were inturn used as damage parameters to train Artificial Neural 
Networks to predict and locate damage. 
 
5.2 Finite Element Modelling 
Finite Element Method (FEM) (Felippa, 2005; Widas, 1997) was developed from the 
needs for solving complex structural problems in the fields of aeronautical, civil and 
mechanical engineering. In the early 1940’s itself, Hrennikoff and Courant published 
(Felippa, 2005; Widas, 1997) some work related to finite element analysis.  Although 
both their approaches were different, they both divided a continuous domain into discrete 
sub-domains by mesh discretization. A broad definition of numerical analysis was 
obtained after Turner, Clough, Martin and Topp published a paper on the “Stiffness and 
Deflection Analysis of Complex Structures” (1956). By the early 70's, Finite Element 
Analysis was limited (Widas, 1997) to expensive mainframe computers generally owned 
by the aeronautics, automotive, defence, and nuclear industries. However, in the last 
decade due to the drop in the computer prices and increase in computing power, the use 
of FEM has also increased. 
The fundamental concept (Felippa, 2005) behind the Finite Element Method can be 
explained physically or mathematically. In physical terms the FEM involves the 
breakdown of a complex mechanical system into simple, disjoint components called 
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finite elements. These elements have a finite number of degrees of freedom, which 
represent the values of the unknown functions as a set of node points. The mechanical 
responses of the elements are also categorized in terms of the degrees of freedom. The 
individual elements are then assembled together to form a discrete model. The element 
response is expressed by algebraic equations constructed from mathematical or 
experimental models. Finally, the original systems response is obtained by approximating 
the discrete models response. Figure 5.1 shows a schematic of the physical interpretation 
of FEM. Mathematically, the FEM is used for finding approximate solutions (Felippa, 
2005) of partial differential equations (PDE) as well as of integral equations such as the 
heat transport equation. The solution approach is based either on eliminating the 
differential equation completely (steady state problems), or reproducing the PDE into an 
equivalent ordinary differential equation (which is numerically stable), which is then 
solved using the Ritz method, the Galerkin, least-squares or other weighted-residual 
minimization methods. 
 
 
 
 
 
 
 
 
 
Figure 5.1:  Schematic of the Physical FEM (Felippa, 2005). 
 
The FE methods have a number of advantages (Kristensen, 1998), they can deal with 
irregular boundaries, general loads, different materials, different boundary conditions, 
elements can have different sizes, they can be modified easily and they can also deal with 
non-linear problems. The disadvantages (Kristensen, 1998) of the FEM namely: 
approximate solution and element dependency can be avoided by carrying out hand 
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calculations (Navier, Airy, Timoshenko), norm based calculations, or experimental tests. 
In this research, experimental tests were conducted to verify the FE models.  
Nowadays there are numerous finite element modelling and analysis tools available 
(Kristensen, 1998) namely: ALGOR, ANSYS, COSMOS/M, STARDYNE / FEMAP, 
MSC.PATRAN™, MSC.NASTRAN, SAP90/2000, ADINA, NISA, ABACUS etc. 
However, in this research study all the finite element models were created using 
MSC.PATRANTM and analysed using MSC.NASTRAN. MSC.PATRANTM is a general 
purpose, 3-D computer aided-engineering (CAE) software package (MacNeal, 1978) 
developed and maintained by the MacNeal-Schwendler Corporation (MSC). 
MSC.PATRANTM supports interactive graphics and provides a complete CAE 
environment for linking engineering design, analysis, and results evaluation functions. 
Hence, it functions both as a pre and a post processor. Through computer-based 
simulations MSC.PATRANTM enables the user to conceptualise, develop and test a 
product before actually manufacturing it. MSC.PATRANTM is also one among the 
leading finite element modellers used in various industries. FE models were created using 
the programs advance modelling and surfacing tools. Once these models were created 
MSC.PATRANTM submits the model for structural analysis to MSC.NASTRAN. 
MSC.NASTRAN is a general purpose structural analysis program (MacNeal, 1978), 
which is also developed and maintained by the MacNeal-Schwendler Corporation (MSC). 
MSC.NASTRAN was originally called the NASA Structural Analysis System 
(NASTRAN) and was a NASA sponsored program for designing space systems for lunar 
exploration. Nowadays, this program is being used for performing static and dynamic 
structural analysis, thermal analysis, acoustic analysis, and also electromagnetic analysis 
in various industries. MSC.NASTRAN employs the FEM of structural analysis. It forms 
a mathematical model by subdividing the real-world structure into a finite number of 
parts called elements. The elements are connected to its neighbours at a finite number of 
points know as grid-points or nodes. The only interactions along the elements are through 
the forces they apply on grid points. The elements in the FEM can be used to fill up the 
interiors of complex structures because the elements can take up arbitrary shapes. This 
makes the Finite Element Method far superior (MacNeal, 1978) than other structural 
analysis methods such as the finite difference method or the Rayleigh-Ritz method.   
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5.3 Geometric modelling of the Beam 
MSC.PATRANTM was used to create a two dimensional Finite Element model of a Glass 
Fibre Reinforced Polymer (GFRP) beam.  This beam was modelled with an embedded 
delamination. The beam was 600 mm long, 30 mm wide and 30 mm thick. The geometry 
of the beam is shown in Figure 5.2. 
 
Figure 5.2: Geometry of the composite beam 
 
As shown in Figure 5.2, the bond-line of the beam divides the beam into two sections and 
it coincides with the neutral axis in bending.  
 
5.4 Meshing & Element properties 
Once the beam geometry was created, four node quadratic elements (QUAD4) and the 
Isomesh meshing technique were used to form a uniform mesh. The QUAD4, which is a 
plate and shell element, was selected because according to MacNeal (1978), its bending 
part gives nearly exact results when the curvature varies linearly over the surface of the 
element. The isomesh meshing technique was found to be appropriate, as the model 
created had a fairly simple symmetric geometry. The mesh size was set as 1 mm in order 
to increase the accuracy of the model. 
 
5.5 Constraints and Loading 
The model is constrained at two points, the bottom left hand side and right hand side 
corners. The left hand side constraint permits only rotation in the Z direction, whereas 
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translation in the X, Y, Z directions and rotation in the X, Y directions are prevented. The 
right hand side constraint permits rotation in the Z direction and translation in the X 
direction, and does not permit translation in the Y, Z directions and rotation in the X, Y 
directions respectively. A point load is applied at the centre of the upper edge of the 
model. The constraints and the load applied to the model are shown in Figure 5.3. 
 
5.6 Embedding Delaminations - Gap Element 
While creating the two surfaces of the beam, a gap of 0.01 mm was maintained between 
them to simulate the through-width delamination. The equivalence function was then 
used to define the length and the location of the delamination and also delete all the 
redundant nodes along the bond-line. The equivalence function virtually stiches the 
surfaces together to make it act like one complete unit, with an embedded delamination. 
 
 
Figure 5.3: Constraints used in the finite element beam model, embedded with a 
delamination along the bond-line. 
 
When the model is subjected to a three point bending test, due to the presence of the gap, 
the upper surface (Surface 1) tends to penetrate (depending on where the delaminations is 
located) into the lower surface (Surface 2), as shown in Figure 5.4. 
 
In reality this never occurs, therefore to prevent this phenomenon from occurring, gap 
elements are created at the discontinuity. Non-linear adaptive gap elements are used at 
the interface of the delamination, where either contact or separation occurs. The gap 
elements are basically two-node elements formulated in three-dimensional space. The 
Load 
Delamination  Bond-line R.H.S Constraint 
(2, 3, 4, 5) 
L.H.S Constraint 
(1, 2, 3, 4, 5) 
X 
Y 
Surface 1 
Surface 2 
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closing stiffness of the gap element is set to be higher than that of the composite material 
used. This prevents the surfaces from penetrating. On the other hand the element has zero 
stiffness in tension, i.e. when the crack opens up.  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.4: Deformation of the beam, with a 50 mm delamination (without gap elements), 
due to the applied load. 
 
5.7 Material Properties 
3D-Orthotropic shell elements were used to model the surfaces of the beam. The 
properties of the composite material used for the model (Table 5.1) corresponded to 800 
grams-per-square-metre (gsm) plain weave E-glass fabric in a vinylester resin matrix. 
The material properties of which were determined according to ASTM D3039M-00 and 
ASTM D3518M-94 by Gellert et al. (2004). 
 
Load 
Penetration of surfaces 
R.H.S Constraint 
(2, 3, 4, 5) 
L.H.S Constraint 
(1, 2, 3, 4, 5) 
Surface 1 
Surface 2 
Delamination 
  
  X 
  Y 
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Table 5.1: Material properties of the composite beam 
Woven E-glass Material 
Hand-layup 
Ex (GPa) (Warp) 21 
Ey (GPa) (Interlaminar) 3 
Ez (GPa) (Weft) 17 
νxy 0.145 
νxy 0.165 
νxy 0.165 
Gxy (GPa) 4.6 
Gxz (GPa) 3.5 
Gyz (GPa) 3.5 
 
 
5.8 Output 
Non-linear static analysis was performed by MSC.NASTRAN, in case gap elements were 
used for modelling the delamination. On the other hand, if gap elements were not used, 
MSC.NASTRAN was used to perform linear analysis. Strain tensor, stress tensor and 
displacement along the X-axis were set as the output parameter in NASTRAN. Once the 
static analysis was completed by MSC.NASTRAN the output was displayed in 
MSC.PATRANTM. 
 
5.8.1 Bond-line Strain Distribution 
The longitudinal strain distribution along the bond-line of a composite beam embedded 
with a 50 mm and a 100 mm delamination respectively, located 50 mm from the left edge 
is shown in Figure 5.5 and 5.6. Figure 5.7 shows the strain distribution along the bond-
line of a beam embedded with a 50 mm delamination, located 200 mm from the left edge. 
In all the above cases the beam was subjected to a 3-point bend test, loaded centrally with 
a magnitude of 8kN. 
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Figure 5.5: Strain distribution along the bond-line of a beam embedded with a 50 mm 
delamination, located 50 mm from the left edge. 
 
From Figures 5.5-5.7 it is evident that presence of through-width delaminations along the 
bond-line causes localised strain concentrations. Whereas, barely any strain is recorded in 
the regions without delaminations. The magnitude of the strain is found to peak at the tips 
of the delamination, but have opposing signs. This is because one half of the free surface 
within the delamination is in tension whilst the other half is in compression, the nature of 
the strain is reversed for opposing free surfaces.  This causes high shear stresses at the 
tips of the delamination.  The results presented in Figures 5.5 to 5.8 also confirm those 
reported by Li et al. (2004).   
 
It is also clear from Figures 5.5-5.7 that the damage induced change in strain distribution 
along the bond-line is restricted to the size of the delamination, and as the size of the 
delamination increases the magnitude of the strain concentration also increases. 
Moreover, for delaminations located to the right of the applied load, the magnitudes of 
the strain disturbance are reversed as shown in Figure 5.8. 
 
 
50mm 
50mm 
8kN 
Delamination Bond-line Delamination 
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Figure 5.6: Strain distribution along the bond-line of a beam embedded with a 100 mm 
delamination, located 50 mm from the left edge. 
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Figure 5.7: Strain distribution along the bond-line of a beam embedded with a 50 mm 
delamination, located 200 mm from the left edge. 
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Figure 5.8: Comparison of bond-line strain distribution in beams, embedded with 
delaminations of different sizes and locations. 
 
 
5.8.2 Surface Strain Distribution 
The undamaged strain distribution along the upper and lower surface of the beam, 
subjected to an 8kN load, is shown in Figure 5.9 and 5.10. The strain pattern observed in 
Figures 5.9 and 5.10 is because of the nature of loading. The upper surface of the beam, 
in a 3-point bend test, is obviously in compression while the bottom surface is in tension. 
In Figure 5.9, the abnormality in the central region of the plot is due to the effect of the 
concentrated point load. In Figure 5.10 relatively high strains are observed at the start and 
the end of the graph, this is because of the supports.  
 
On introducing a delamination along the bond-line of the beam, an anomaly is also 
observed in the surface strain distribution of the beam. This is evident from Figures 5.11-
5.13.  Figure 5.11 and 5.12 shows the surface strain distribution of a beam embedded 
with a 50 mm and a 100 mm delamination respectively, located 50 mm from the left edge 
of the beam.  
100 mm Delamination 
Located at 400 mm from left 
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Located at 200 mm from left 
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Whereas, Figure 5.13 shows the surface strain distribution of a beam embedded with a 50 
mm delamination, located 200 mm from the left edge of the beam. The variation in the 
trend of the surface distribution observed in Figures 5.11-5.13, due to the delamination, is 
not as pronounced as the deviation of the bond-line strain distribution. This is because the 
bond-line coincides with the neutral axis in bending. 
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 Figure 5.9: Strain distribution along the upper surface in an undamaged beam, subject 
to a 3-point bend test. 
 
 
From Figures 5.11-5.13 it is evident that the magnitude of the strain anomaly depends on 
the size of the delamination. Another point noticed is that the strain irregularity, in the 
surface strain distribution, extended beyond the actual length of the delamination itself, 
which was not noticed in the case of bond-line strain distribution. 
 
 
 
 
 
Strain distribution along the upper surface in an Undamaged Beam 
8kN 
Strain 
monitored 
region 
 96 
 
 
0
3000
6000
9000
12000
15000
0 100 200 300 400 500 600
Node
M
ic
r
o
st
r
a
in
Strain distribution along the lower surface in an Undamaged Beam
 
Figure 5.10: Strain distribution along the lower surface in an undamaged beam, subject 
to a 3-point bend test. 
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Figure 5.11: Strain distribution along the lower surface in a beam embedded with a 50 
mm delamination, located 50 mm from the left edge of the beam. 
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Figure 5.12: Strain distribution along the lower surface in a beam embedded with a 100 
mm delamination, located 50 mm from the left edge of the beam. 
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Figure 5.13: Strain distribution along the lower surface in a beam embedded with a 50 
mm delamination, located 200 mm from the left edge of the beam. 
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Figure 5.14 shows the stress distribution (X component) on the beam which is embedded 
with a 100mm delamination. The stress concentration along the length of the 
delamination and more noticeably around the tips of the delamination is observed in 
Figure 5.14. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.14: Stress distribution along a beam embedded with a 100 mm delamination. 
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5.9 Summary and Discussion 
From the above Finite element analysis it can be concluded that the presence of damage 
(delamination) along the bond-line of a beam, causes a stress concentration at the crack 
tips and a disturbance in the strain distribution. This anomaly or perturbation is observed 
both in bond-line strain and surface strain distribution. However the perturbation 
appeared to be more dominant in the bond-line strain distribution, because the bond-line 
coincided with the neutral-axis in bending. This strain variation occurs due to the change 
in the loading path, due to the introduction of the delamination. 
 
The magnitude of the strain perturbation seems to depend on the size of the delamination; 
this was observed for the bond-line strain distribution as well as the surface strain 
distribution case. However, in the strain disturbance caused in the bond-line strain 
distribution, due to the delamination, is restricted to the actual size of the delamination. 
Whereas, the strain perturbation in the surface strain distribution seems to extend beyond 
the actual size of the delamination, this is because the strain interrogation points in this 
case are located away from the neutral axis in bending. 
 
A set of strain sensors could be either embedded along the bond-line or attached to the 
surface of the beam to measure the strain and analyse the distribution, which could be 
used as a damage parameter for detecting and localizing the damage. The challenge 
would then be to build an intelligent system capable of predicting the presence of 
damage, the location of damage and the extent of damage, when it is provided with 
spatial strain distribution data. 
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CHAPTER 6 
Damage Detection in Composite Beams 
 
6.1 Introduction 
The presence of delaminations within the beams causes a local variation of strain 
distribution both along the bond-line as well as along the surface of the structure. It is 
evident from the previous chapter that this strain disturbance is dependent on the position 
and location of the delamination. This phenomenon is utilized together with Artificial 
Neural Networks to characterize the damage. 
 
6.2 Artificial Neural Network 
An Artificial Neural network (Haykin, 1999; Hagan, 1995; Simpson, 1990) is an 
extremely parallel distributed processor that has a natural tendency for storing 
experiential knowledge and making it available for use. The knowledge is acquired by the 
network through a learning process. Neurons form the information-processing units of the 
neural network, much like the brain in human beings. Knowledge is stored in interneuron 
connections known as synaptic weights.  Neural networks are used, for damage detection 
purposes, because of their ability to solve complex problems that are in deterministic and 
require a non-linear mapping between the input space and the output space, and their 
generalization capability that allows them to produce reasonable outputs from inputs not 
encountered during learning. Hence, in order to use the neural network for damage 
detection purposes the key would be to train the network with various damage signatures 
and their corresponding physical parameters. 
 
There are different kinds of networks (Haykin, 1999; Hagan, 1995; Simpson, 1990) 
available, namely: feed forward back propagation network, radial-basis network, 
hamming network and self organizing maps. A detailed discussion of all these networks 
has been presented in Chapter 4. In this research study, feed forward neural networks 
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were used. This is because it is evident from open literature (Ativitavas et al., 2006; Fang 
et al., 2005; Graham et al., 2004; Kesavan et al., 2005; Su & Ye, 2004; Xu et al., 2001), 
that for inverse problems, in structural health monitoring, feed forward back propagation 
networks are the most effective and commonly used type of network.  The are different 
algorithms (The Mathworks, 1999) used to train such networks including gradient 
descent algorithm, resilient back-propagation algorithm, conjugate gradient algorithm, 
quasi-newton algorithm, and the one step secant algorithm.  The efficiency of the 
different algorithms to train the network is also studied. A detailed discussion of the 
working principle of the different training algorithms is also documented in Chapter 4. 
 
6.3 Feed Forward Back Propagation Network 
Feed forward back propagation (Haykin, 1999) networks are also known as multi-layer 
perceptrons. They consist of one input layer, one output layer and one or more hidden 
layers. A combination of linear as well as sigmoidal activation functions are used in the 
feed forward network. A feed forward back propagation network with two hidden layers, 
one input and output layer is shown in Figure 6.1. 
 
Figure 6.1: Architecture of a feed forward network (Haykin, 1999) 
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Where, 
nx    : is the input vector 
n,kw    : is the weight matrix 
 )(⋅ϕ    : is the activation function 
∑
=
+=
n
i
kinkk bywv
0
, )(  
)v(y kk ϕ=   : is the output 
 
The input layer consists of sensory nodes which receive the input, in this case the damage 
signature (strain distribution). Therefore the number of sensory nodes dependent on the 
number of strain sensors used. The output layer consists of neurons, the number of 
neurons present depend on the number of physical parameters to be identified. In case 
both the damage location and size is to be determined, two neurons are required in the 
output layer. The hidden layers also consist of neurons. The number of neurons and 
hidden layers used depend on the complexity and the non-linearity of the problem. There 
is however no hard and fast rule to determine the number of neurons in the hidden layer, 
it is chosen by a trial and error basis with the network convergence as the index. 
 
6.4 Principle of the Back-propagation algorithm 
Back propagation algorithm (Haykin, 1999) is a supervised means of learning which 
consists of two passes through the different layers of the network, the forward pass and 
the backward pass. In the forward pass an input signal (damage signature) is applied to 
the sensory input nodes. A weighted sum of the input signal is then presented to the 
activation function of every neuron in the first layer. There are different kinds of 
activation functions namely: linear activation function, hard-limit activation function, log 
sigmoid activation function, and tan-sigmoid activation function. The neuron output 
depends on the kind of activation function used. The set of outputs obtained from the 
neurons of one layer propagate further and serve as the input to the next layer. This 
process goes on until an output set is produced from the last layer (output layer) of the 
network. This set is classified as the actual response (yk) of the network. In the forward 
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pass the synaptic weights remain constant. However, in the backward pass the synaptic 
weights are adjusted according to an error correction rule (Haykin, 1999). The error 
signal is produced from the difference between the actual response and the target 
response (tk). In the backward pass the weights are changed in such a manner that the 
actual response approaches the target response and hence the error signal tends to zero. 
There are a number of different algorithms commonly used to calculate the weight 
change namely: steepest descent, resilient back-propagation, conjugate gradient and 
quasi-newton algorithm. 
 
Figure 6.2 shows the signal flow diagram for a neuron ‘k’ at iteration ‘n’. Neuron ‘k’ 
receives its input from the pervious neuron ‘j’. )(ny j  are the outputs of neuron ‘j’. 
)(nwkj  are the synaptic weights connecting neuron ‘j’ and ‘k’. The induced local field  
)(nvk  is the sum of the product of the weights and the input signal. )(⋅ϕ  is the activation 
function. The desired output (target) and the error signal is represented by )(ntk  and 
)(nek  respectively. 
  
 
Figure 6.2: Signal flow diagram of neuron ‘k’ (Haykin, 1999). 
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The error signal at the output of neuron ‘k’ at iteration ‘n’ is represented as  
 
)n(y)n(t)n(e kkk −=  
 
The instantaneous error energy (Haykin, 1999) for neuron ‘k’ is )(
2
1 2 nek , hence the total 
instantaneous error signal )(nξ of all the output neurons is defined as 
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where C is the set consisting of all the output neurons. If the total number of damage 
signatures in the training set is N, then the average normalized total error signal (Haykin, 
1999) is given by 
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From Figure 6.2 the induced local field (input to the activation function) can be 
represented as  
 
∑
=
=
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where ‘m’ is the total number of inputs to the neuron ‘k’, the output of this neuron can be 
represented as: 
 
))(()( nvny kkk ϕ=  
 
(6.2) 
(6.1) 
(6.3) 
(6.4) 
(6.5) 
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A weight correction of  )(nwkj∆  is applied to the weights wkj(n), by the back propagation 
algorithm. This weight correction is proportional to the partial derivate of the sensitivity 
factor ( )(/)( nwn kj∂∂ξ ) (Haykin, 1999), which is expressed as 
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where η  is the learning rate parameter of the network. This weight correction factor can 
be used to determine the direction of search in the weight space for the synaptic weight 
wkj. The sensitivity factor (Haykin, 1999) can be expressed using the chain rule of 
calculus as  
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On differentiating both sides of equation 6.1 with respect to yk(n), we get 
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On differentiating both sides of equation 6.2 with respect to ek(n), we get  
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On differentiation equation 6.4 with respect to wkj(n), we get 
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(6.8) 
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And on differentiating both sides of equation 6.5 with respect to vk(n), we get 
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Substituting equations 6.8-6.11 in equation 6.7, we get 
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This can be further substituted in equation 6.6 to obtain. 
 
)())(()()( nynvnenw jkkkkj ϕη ′=∆  
 
which can be represented as 
 
)()()( nynnw jkkj ηδ=∆  
 
where )(nkδ is  the local gradient, which is 
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Using this method the weight correction factor is calculated, for every neuron in the 
network, for each and every backward pass until the desired output (target) becomes 
equal to the actual output. 
 
 
(6.11) 
(6.12) 
(6.13) 
(6.14) 
(6.15) 
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6.5 Artificial Neural Network Training 
Neural network must be put through a training cycle, for it to predict the size and location 
of delaminations embedded in the bond-line of composite beams. This training set should 
therefore encompass all possible delamination sizes and locations. The input to the neural 
network would be the damage signature (strain distribution), which is unique for every 
damage configuration, and the desired output (target) would be the actual delamination 
position and possibly the size. In order to create the training set, finite element models 
embedded with delaminations were created using MSC.PATRANTM and analysed using 
MSC.NASTRAN. 
 
6.6 Parametric modelling technique 
In order to create a training set to train the network, a good number of finite element 
models have to be created. This is because various permutations and combinations of 
delamination size and location have to be modelled for the network to generalize 
accurately. Unfortunately, every time a few parameters are varied, the entire model has to 
be re-created. Such a process becomes extremely tedious and expensive as it uses a lot of 
resources, requires a lot of computational time, and is also prone to error due to user 
fatigue. 
 
To over such a problem, the developing environment of MSC.PATRANTM, namely 
PATRAN Command Language (PCL), was used. PCL (MSC Software 2003) is basically 
a parametric modelling technique, which is capable of automatically creating models 
once appropriate programs were written. The parameters which need to be defined in the 
program in order to create a beam model are: 
 
• Geometric Parameters  
 Beam Dimension 
 Delamination Dimension 
 Delamination Location 
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• FEM Parameters  
 Mesh Size 
 Type of Mesh 
 Gap Element 
• Load Cases  
 Type of Load 
 Load Position  
• Boundary Conditions 
• Material Properties 
• Element Properties 
• Model Analysis Software (MSC.NASTRAN) 
• Output Parameters Required 
 Location of Interrogation points (Sensor locations) 
 Displacement 
 Strain Tensor 
 Stress Tensor 
 
Once the PCL file was created, finite element models with delaminations were created by 
compiling and executing the file using MSC.PATRANTM. After the model is created the 
program triggers a function to call MSC.NASTRAN, which analyses the model created. 
Finally the program executes a function to store the output obtained from the analysis, as 
requested by the user. For changing the delamination size, location, or load position only 
the corresponding node numbers have to be changed in the program. By using this 
parameterised modelling technique, it was found that, error free finite element models 
were automatically created approximately 30 times faster than the manual modelling 
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process. This enabled the investigation of an extensive range of damaged structures 
described in the following subsections and chapters. 
 
The outputs (damage signature) obtained from the PCL program, representing various 
unique damage configuration, are stored in a Damage Signature Database (DSD). Every 
column of the DSD represented a unique damage configuration. The number of rows in 
the DSD depended on the sensor configuration used. This damage signature database 
served as the training set to train the artificial neural network. The process flow chart of 
the PCL program is shown in Figure 6.3. 
 
 
 
Figure 6.3: Process flow chart of the PATRAN command language program. 
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6.7 Sensor Configuration 
Sensor configurations were classified according to the number of sensors used and 
according to the position of the sensors.  
 
6.7.1 Sensors along the bond-line – Case 1 
In this case study 23 or 12 sensors were placed along the bond-line of the beam as shown 
in Figure 6.4 and 6.5 respectively. In case of a 23 sensor network the sensor spacing was 
maintained as 25 mm, and in the case of a 12 sensor network the sensor spacing was 50 
mm. 
 
 
Figure 6.4: Twenty-three sensor configuration (along the bond-line). 
 
 
 
Figure 6.5: Twelve sensor configuration (along the bond-line). 
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   Delamination     Bond-line 
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6.7.2 Sensors on the surface - Case 2 
In this case study 23 or 12 sensors were placed on the surface of the beam as shown in 
Figure 6.6 and 6.7 respectively. Again in case of a 23 sensor network the sensor spacing 
was maintained as 25 mm, and in the case of a 12 sensor network the sensor spacing was 
50 mm. 
 
 
Figure 6.6: Twenty-three sensor configuration (on the surface). 
 
 
Figure 6.7: Twelve sensor configuration (on the surface). 
 
The nodes corresponding to the sensor positions were encoded in the PATRAN command 
language program and the strain at each of these nodes were noted. In case a 23 sensor 
network was used then the DSD consists of 23 rows whereas, it consists of 12 rows 
incase a 12 sensor network was used.  
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Damage estimation in a Composite Beam – Results and Discussion  
 
6.8 Sensors embedded in the bond-line - Case 1 
The architecture of the feed forward back propagation algorithm chosen for predicting the 
presence and location of delaminations, along the bond-line of the composite beam is 
shown in Figure 6.8. The network consists of three layers. The input layer with 23 or 12 
sensory nodes depending on the sensor configuration, one hidden layer with 12 neurons 
and the output layer with 1 neuron for predicting the delamination size. The hidden layer 
consists of neurons with the tan-sigmoid activation function, whereas the output layer 
consists of neurons using the sigmoid activation function. In Figure 6.8, IW{1,1}and 
IW{2,1} represents the weights connecting the input layer with the hidden layer and the 
hidden layer with the output layer respectively. b{1} and b{2} are the biases. 
 
 
Figure 6.8: Architecture of the network used for predicting the delamination location. 
 
As there are numerous training algorithms available, a brief study was conducted to 
choose the algorithm which converges quickly, requires less computational effort and 
generates the least training errors. For this purpose the Damage Signature Database 
(DSD) was loaded with damage signatures of beams, embedded with a 50 mm 
delamination, located at different position along the bond-line. This DSD was then used 
to train the network, with the different algorithms and the network’s performances were 
studied. 
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6.9 Performance Comparison of Various Training Algorithms 
The training algorithms were compared based on the convergence, computational time 
and training error (error signal). To achieve this, three training parameters namely: 
number of iterations, minimum gradient and goal (desired value of performance function) 
were made constants. The number of iterations was set to a maximum of 50,000; the 
minimum gradient was set as 1e-10, and the goal was set as zero. 
 
6.9.1 Gradient Descent Algorithm 
The learning rate in the gradient descent algorithm was set as 0.02 and the maximum 
gradient to prematurely abort the training was set as 5. The performance function value 
plotted against the iterations is shown in Figure 6.9, and the normalized percentage error 
for various training samples is shown in Figure 6.10. 
 
 
  Figure 6.9: The training curve obtained using the Gradient Descent algorithm. 
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The error is basically the difference between the desired output (target delamination size) 
and the actual output (predicted delamination size).  The normalized percentage error is 
expressed as 
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Figure 6.10: Normalized percentage error obtained on using the Gradient Descent 
algorithm. 
 
It can be seen from Figure 6.9 and 6.10 that on using the gradient descent algorithm, the 
network doesn’t converge even after reaching 50,000 iterations. The normalized error 
signal is also very high. Another issue with this algorithm is the optimum learning rate 
has to be computed by a trial and error method, as a high learning rate causes instability 
whereas, a low value causes the network to converge very slowly. 
 
6.9.2 Gradient Descent with Momentum Algorithm 
The presence of the momentum factor in the gradient descent algorithm improves the 
results, but only marginally. The momentum factor used is 0.9. The learning rate and the 
maximum gradient were maintained at 0.02 and 5 respectively. The value of the 
performance function against the number of iterations is plotted in Figure 6.11. 
Gradient Descent Algorithm – Training Error 
N
o
rm
a
li
ze
d
 P
er
ce
n
ta
g
e 
E
rr
o
r 
Training Samples 
 116 
 
 
Figure 6.11: The training curve using the Gradient Descent with Momentum algorithm. 
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Figure 6.12: Normalized percentage error obtained on using the Gradient Descent with 
Momentum algorithm. 
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The normalized training error for every training sample is shown in Figure 6.12. From 
Figures 6.11 and 6.12, it is evident that marginally better convergence and accuracy is 
obtained when the momentum factor is introduced to the gradient descent algorithm. 
 
6.9.3 Resilient Back-Propagation Algorithm 
The resilient back-propagation algorithm requires five additional parameters other than 
the three constant parameters to train the network. The maximum gradient value for 
prematurely stopping the training is set as 5 again. The weight increment factor was set as 
1.2 and the decrement factor was set as 0.5. The initial step size and the maximum step 
size are 0.07 and 50 respectively.  Figure 6.13 shows the value of the performance 
function vs. the number of iterations and Figure 6.14 is a plot of the normalized training 
error percentage for every training case. It can be seen from Figure 6.13 that the value of 
the performance function almost approaches the goal, after 50,000 iterations. The training 
error is also markedly less than the previous methods, evaluated in this section, as seen in 
Figure 6.14. 
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Figure 6.14: Normalized percentage error obtained on using the Resilient Back-
propagation algorithm 
 
 
 
Figure 6.15: The training curve obtained using the Scaled Conjugate Gradient algorithm 
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6.9.4 Scaled Conjugate Gradient Algorithm  
Scaled conjugate gradient algorithms perform a search in the conjugate directions, and 
not along the negative of the gradient. This algorithm is a combination of the conjugate 
gradient algorithm and the Levenberg-Marquardt algorithm. The scaled conjugate 
gradient algorithm avoids the time-consuming line search used by the basic conjugate 
gradient algorithms. The additional training parameters required for this algorithm are: a 
factor determining the change in weight for the second derivative approximation and a 
factor to regulate the indefiniteness of the Hessian. These factors are set as 5e-5 and 5e-7 
respectively. The training curve obtained on using the scaled conjugate gradient 
algorithms is shown in Figure 6.15 and the training error is shown in Figure 6.16. 
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Figure 6.16: Normalized percentage error obtained on using the Scaled Conjugate 
Gradient Algorithm 
 
From Figure 6.15, it can be seen that the training stops at 49,752 iterations, this is 
because at this point the gradient drops below the minimum gradient limit (1e-10). This 
indicates that this algorithm facilitates quick convergence. It is also clear from Figure 
6.16 that this network also achieves excellent results. 
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6.9.5 Quasi-Newton Algorithm 
The Quasi-Newton algorithm, as discussed in the previous chapter, updates an 
approximate Hessian matrix at each iteration of the algorithm, and this update is 
computed as a function of the gradient. In the quasi-Newton algorithm the second 
derivatives of the performance function need not be calculated. The quasi-Newton 
method also uses the line search method (a main parameter for this algorithm) like the 
conjugate gradient algorithm making it time-consuming and expensive to compute. There 
are many line search routines available to choose from, but for the quasi-Newton 
algorithm the backtracking search routine is apt. The other parameters required by this 
algorithm relating to line search methods are: 
 
Scale factor which determines a sufficient reduction in performance  - 0.001 
Scale factor which determines a sufficiently large step size    - 0.1 
Initial step size        -0.01  
A parameter to avoid minute reduction in performance   -0.1 
Lower limit on change in step size      -0.1 
Upper limit on change in step size      -0.5 
Maximum step length        -100  
Minimum step length        -1.0e-6 
Maximum step size        -26 
 
The value of the performance function vs. the number of iterations is shown in Figure 
6.17. The speed of convergence obtained on using this method is evident from Figure 
6.17; only 4732 iterations were required for obtaining a global minimum. The gradient at 
this point passes below the minimum gradient threshold, hence stopping the training. The 
training error is shown in Figure 6.18. This clearly indicates the accuracy of this 
algorithm over the others discussed. However, it has a couple of disadvantages which 
limits its use. Firstly, this algorithm approximates the performance function to be a 
quadratic, which need not be the case always. Secondly, this algorithm requires more 
computation and more storage in each iteration than the conjugate gradient methods, 
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hence it is time consuming and expensive to use. However, the training error is almost 
zero using this algorithm, as shown in Figure 6.18. 
 
 
Figure 6.17: The training curve obtained using the Quasi-Newton algorithm 
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Figure 6.18: Normalized percentage error obtained using the Quasi-Newton algorithm 
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6.9.6 One Step Secant Algorithm 
 
 
Figure 6.19: The training curve obtained using the One Step Secant algorithm 
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Figure 6.20: Normalized percentage error obtained on using the One Step Secant 
algorithm 
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One step secant algorithm is a variation of the quasi-Newton algorithm. This algorithm 
uses exactly the same parameters as the Quasi-Newton algorithm. The value of the 
performance function vs. the number of iterations is shown in Figure 6.19. Figure 6.20 
shows the training error for different training cases.  These algorithms do not store the 
complete Hessian matrix and hence are not as computationally demanding as the quasi-
Newton algorithm. However, the convergence produced and the accuracy of the results 
can in no way be compared with the accuracy of the quasi-Newton algorithm. Moreover, 
the resilient back-propagation algorithm (Figure 6.14) and the scaled conjugate gradient 
algorithm (Figure 6.16) are found to be more accurate than this algorithm. 
 
On analysing the advantages and disadvantages of various algorithms discussed, two 
algorithms stand above the rest namely: the Resilient Back-Propagation algorithm and the 
Scaled Conjugate Gradient algorithm. This facilitated the use of one of these algorithms, 
to train the artificial neural networks, for the rest of this research study. 
 
6.10 Test Set Modelling 
In order to test the generalization performance of the artificial neural network, a test set 
which was not a part of the training set is used for simulation purposes. For this particular 
case, the test set consisted of finite element models with delaminations embedded along 
the bond-line at positions that were not used for training the network. The bond-line 
strains of which are stored in the Damage Signature Test Database (DSTD), in a similar 
manner as the DSD. Three different delamination sizes were also incorporated for testing 
namely: 50 mm, 75 mm and 100 mm. The damage signature pattern was found to consist 
of positive and negative strains which represent tensile and compressive stresses. The 
effect on the network convergence was studied by using both the raw strain values and 
the absolute values of the strain signatures to train the network. 
 
6.10.1 Twenty-three Sensor Network Predictions – Along the bond-line 
The normalized percentage error obtained by the network when predicting the locations 
of delaminations, of size 50 mm, embedded in the bond-line of a composite beam subject 
to central loading (3 point bend) of 8kN  is shown in Figures 6.21 and 6.23. In Figure 
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6.21 the DSD and the DSTD used to train and test the network respectively consisted of 
the actual strain signatures. Whereas, Figure 6.23 shows the results obtained on using the 
absolute values of the strain signatures, present in the DSD and the DSTD, to train and 
test the network. Scaled conjugate gradient algorithm was used to train the network. 
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Figure 6.21: Normalized % error obtained by the network when predicting the location 
of the delaminations using the actual strain signatures of a composite beam, embedded 
with a 50 mm delamination, having 23 interrogation points along the bond-line. 
 
The difference between the actual and the predicted delamination location is normalized 
by the length of the beam. It is clear from Figure 6.21 that the average accuracy of the 
network predictions is 98.17%. The percentage error was found to be less than 1 % in all 
but one case, where it was 16.9%. This anomaly was obtained because of the location of 
delamination. The delamination in this case is located exactly beneath the loading point. 
This causes the strain distribution along the bond-line to appear as shown in Figure 6.22. 
From Figure 6.22 it is clear that the strain distribution, along the bond-line, for a beam 
embedded with a delamination directly beneath the load, causes a unique strain 
distribution. Moreover, while training the network the training set did not consist of 
sufficient samples with this type of a strain distribution, this led to the error in prediction. 
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Figures 6.21 correponds to Table 1 in Appendix A 
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Figure 6.22: Comparison of strain distribution along the bond-line of the beam with 
delaminations embedded at different locations 
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Figure 6.23: Normalized % error obtained by the network when predicting the location 
of the delaminations using the absolute strain signatures of a composite beam, embedded 
with a 50 mm delamination, having 23 interrogation points along the bond-line. 
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Figure 6.23 correponds to Table 2 in Appendix A 
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Figure 6.24: Comparison of absolute strain distribution along the bond-line of the beam 
with delaminations embedded at different locations 
 
Upon training and testing the network with the absolute values of the strain signatures 
present in the DSD and the DSTD, it can be seen from Figure 6.23 that the anomaly 
discussed earlier disappears. This can be easily explained on comparing the absolute 
strain distribution, along the bond-line, for beams embedded with a 50 mm delamination 
at 50 mm and 273 mm from the left edge of the beam (Figure 6.24). The network is able 
to generalize better in this case due to the similarity of the strain disturbances, as shown 
in Figure 6.24. Although on using the absolute strain value method an over all accuracy 
of 98.95% is achieved, which is marginally higher than the actual strain value method, 
the strain signatures loose their uniqueness. This causes an increase in prediction error, 
locations 173 and 222 mm in Figure 6.23, when compared to the actual strain value 
method (Figure 6.21). The loss of uniqueness is clear from Figure 6.25 and 6.26.  
 
Figure 6.25 shows the actual strain distribution, along the bond-line, of two beams each 
consisting of a 100 mm delamination, located at 100 mm and 400 mm from the left edge 
of the beam respectively.  Figure 6.26 shows the absolute strain distributions along the 
bond-line of these beams. It is apparent that taking the absolute value of the strain 
distribution causes a loss of distinctiveness of the damage signature, i.e. on taking the 
absolute value of the strains, the strain signatures of 100 mm delaminations located at 100 
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Delamination Size – 50 mm 
Location – 273 mm from the left edge 
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mm and 400 mm from the left edge of the beam become nearly identical (Figure 6.26), 
unlike the case shown in Figure 6.25. However, this proves to be useful (Figure 6.24) for 
cases where the delamination is located directly beneath the load. 
 
-8000
-6000
-4000
-2000
0
2000
4000
6000
8000
0 100 200 300 400 500 600
 
Figure 6.25: Actual strain distributions along the bond-line of two composite beams 
embedded with a 100 mm delamination.  
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Figure 6.26: Absolute strain distributions along the bond-line of two composite beams 
embedded with a 100 mm delamination. 
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Figure 6.27: Normalized % error obtained by the network when predicting the location 
of the delaminations using the actual strain signatures of a composite beam, embedded 
with a 75 mm delamination, having 23 interrogation points along the bond-line. 
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Figure 6.28: Normalized % error obtained by the network when predicting the location 
of the delaminations using the absolute strain signatures of a composite beam, embedded 
with a 75 mm delamination, having 23 interrogation points along the bond-line. 
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Figures 6.27 & 6.28 correpond to Tables 3 & 4 in Appendix A 
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Figures 6.27 and 6.28 show the normalized percentage error obtained by the network 
when predicting the locations of delaminations, of size 75 mm, embedded in a composite 
beam, loaded centrally (3-point bend) with a magnitude of 8kN, using the actual strain 
value method and the absolute strain value method respectively. It can be seen Figures 
6.27 and 6.28 from that the ANN predicts the location of damage with an average 
accuracy of 99.76% and 99.65% respectively. This is because in a 23 sensor network with 
25 mm sensor spacing, more often than not three sensors pick up the strain disturbance 
due to the delamination unlike the previous case, this enhances the networks 
performance. For the same reason a 100 mm delamination case would generate similar, if 
not better results. 
 
The normalized percentage error obtained by the network when predicting the locations 
of delaminations, of size 100 mm, embedded in a composite beam, loaded centrally (3-
point bend) with a magnitude of 8kN, using the actual strain value method and the 
absolute strain value method is shown in Figures 6.29 and 6.30 respectively.  
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Figure 6.29: Normalized % error obtained by the network when predicting the location 
of the delaminations using the actual strain signatures of a composite beam, embedded 
with a 100 mm delamination, having 23 interrogation points along the bond-line. 
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Figure 6.29 correponds to Table 5 in Appendix A 
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Figure 6.30: Normalized % error obtained by the network when predicting the location 
of the delaminations using the absolute strain signatures of a composite beam, embedded 
with a 100 mm delamination, having 23 interrogation points along the bond-line. 
 
As expected in both cases the ANN predicted the delamination locations almost 
flawlessly. The accuracies achieved from the actual and the absolute methods are 99.88% 
and 99.48% respectively. However, in Figure 6.30 one particular damage location, 173 
mm, produces a relatively higher percentage error. This is assumed to be due to the lack 
of individuality of the strain signature on using the absolute value method.  
 
6.10.2 Twelve Sensor Network Predictions – Along the bond-line 
A study was conducted to test the efficiency of the network to sense and predict the 
extent of damage using a 12-sensor network, since the network was able to localize the 
damage exceptionally well using the 23-sensor configuration. The spacing between the 
sensors in this case is 50 mm. The network architecture used was the same as the 23-
sensor configuration, the only difference being that instead of 23 sensory nodes in the 
input layer, there are only 12 sensory nodes. The network consists of two layers of 
neurons: the hidden layer which consists of 12 neurons and the output layer consisting of 
1 neuron (to determine the crack location). Tan-sigmoid activation function was used in 
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Figure 6.30 correponds to Table 6 in Appendix A 
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the hidden layer and log-sigmoid in the output layer, and the training algorithm used to 
train the network was scaled conjugated gradient algorithm. Both actual value method 
and absolute value method was used to train this network. The result obtained on 
presenting the DSTD to the network is tabulated.  
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Figure 6.31: Normalized % error obtained by the network when predicting the location 
of the delaminations using the actual strain signatures of a composite beam, embedded 
with a 50 mm delamination, having 12 interrogation points along the bond-line. 
 
Figure 6.31 shows the normalized prediction error of a network trained with the actual 
strain signatures of beams, embedded with 50 mm delaminations, subjected to a 3-point 
bend with a magnitude of 8kN. It is clear that the network predicts all the cases accurately 
except two, 273 mm (because the delamination is located beneath the loading point, 
similar to the case shown in Figure 6.24) & 322 mm (which is the error due to the 
reduction in number of interrogation points) delamination locations.  
 
The average prediction accuracy of the network was found to be 94.97%. Whereas, from 
Figure 6.32 it can be seen that the network trained using the absolute strain signature of 
beams had an average prediction accuracy of 97%. It is also evident from Figure 6.32 that 
for most test cases the percentage error obtained is higher than the corresponding values 
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Figure 6.31 correponds to Table 7 in Appendix A 
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of the raw values method. This is again due to the lack of uniqueness of the strain 
signature when its absolute value is used for training. 
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Figure 6.32: Normalized % error obtained by the network when predicting the location 
of the delaminations using the absolute strain signatures of a composite beam, embedded 
with a 50 mm delamination, having 12 interrogation points along the bond-line. 
 
Figure 6.33 and 6.34 shows the normalized percentage errors obtained by the network 
when predicting the locations of the delamination, of size 75 mm, embedded along the 
bond-line of the beam using the actual value method and the absolute value method 
respectively. The average accuracy in the case of actual value method was found to be 
97.65% and 97.82% in the case of the absolute values method. Both methods had a high 
error percentage in predicting the 77 mm and the 496 mm crack locations. This is easily 
explained from Figure 6.35, only one sensor lies above the delamination in this case. 
Moreover, this sensor is located at point where the strain is nearly zero. A similar case is 
also observed for the 75 mm delamination located at 496 mm from the left edge of the 
beam, as shown in Figure 6.36. The sensor which lies above the delamination is located 
near the region where the strain tends to be close to zero, this causes the relatively large 
error. 
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Figure 6.33: Normalized % error obtained by the network when predicting the location 
of the delaminations using the actual strain signatures of a composite beam, embedded 
with a 75 mm delamination, having 12 interrogation points along the bond-line. 
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Figure 6.34: Normalized % error obtained by the network when predicting the location 
of the delaminations using the absolute strain signatures of a composite beam, embedded 
with a 75 mm delamination, having 12 interrogation points along the bond-line. 
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Figures 6.33 & 6.34 correpond to Tables 9 & 10 in Appendix A 
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Figure 6.35: Strain distribution along the bond-line of a beam embedded with a 75 mm 
delamination, located 77 mm from the left edge. 
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Figure 6.36: Strain distribution along the bond-line of a beam embedded with a 75 mm 
delamination, located 496 mm from the left edge. 
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It was also noticed in Figure 6.34 that a 6% error was obtained by the network when 
predicting a 75 mm delamination located 229 mm from the left edge of the beam; this is 
again due to the lack of uniqueness of the damage strain signature when its absolute value 
is used for training. 
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Figure 6.37: Normalized % error obtained by the network when predicting the location 
of the delaminations using the actual strain signatures of a composite beam, embedded 
with a 100 mm delamination, having 12 interrogation points along the bond-line. 
 
Finally, Figure 6.37 and 6.38 shows the normalized percentage error obtained by the 
network when predicting the location of delaminations, of 100 mm size, embedded in the 
bond-line of the beam, using the actual strain value method and the absolute strain value 
method respectively. As expected the ANN predicts the damage location extremely well, 
because each delamination crosses at least two sensors. The average accuracy of the 
network using the actual strain value method, from Figure 6.37, works out to be 99.41%.  
 
Whereas, the average accuracy of the network using the absolute strain value method, 
from Figure 6.38, works out to be 99.08%. The negligible reduction in performance of 
the absolute network is attributed to the loss in distinctiveness of the strain signature, as 
discussed earlier. 
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Figure 6.37 correponds to Table 11 in Appendix A 
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Figure 6.38: Normalized % error obtained by the network when predicting the location 
of the delaminations using the absolute strain signatures of a composite beam, embedded 
with a 100 mm delamination, having 12 interrogation points along the bond-line. 
 
From this study it is evident that the network predicts the presence and location of the 
delamination, regardless of its size, to a reasonable extent. The next challenge is to see if 
this network is capable of detecting the presence and predicting its location, if the sensors 
are placed on the surface of the beam (i.e. at an offset of 15 mm from the bond-line). 
 
 
6.11 Sensors located on the surface - Case 2 
In this case the sensors, 23/12, were placed on the lower surface of the beam. Placing the 
sensors on the surface of the beam is slightly more complicated than the bond-line case, 
as the strain disturbance caused by the delamination on the surface of the beam is not as 
pronounced as it is along the bond-line of the beam. This is reiterated in Figures 6.39 and 
6.40. 
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Figure 6.39: Strain distribution of a beam, embedded with a delamination and subjected 
to loading, along its bond-line. 
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Figure 6.40: Strain distribution along the bottom surface of a beam, embedded with a 
delamination and subjected to loading. 
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6.11.1 Twenty-three Sensor Network Predictions – Along the surface 
The Damage Signature Database (DSD) consisting of the actual strain values, obtained 
from 23 sensors placed on the surface of the composite beam, were used to train the 
neural network. As an initial guess the network used for the bond-line case was used, i.e. 
a three layer network. The input layer with 23 sensory nodes, one hidden layer with 12 
neurons, and the output layer with 1 neuron. The activation function used in hidden layer 
is tan-sigmoid and for the output layer log-sigmoid was used. The training algorithm used 
here was the scaled conjugate gradient algorithm. On training this network with the 
training set, it was observed that the network was unable to converge after 50,000 
iterations, as shown in Figure 6.41, and therefore produced erroneous results, shown in 
Figure 6.42.  Figure 6.41 shows the performance function value vs. iterations. 
 
 
Figure 6.41: Training curve obtained on using the actual strain signatures, obtained 
from the surface of the beam, to train the 12 neuron network. 
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Figure 6.42: Error obtained on using actual strain signatures, obtained from the surface 
of the beam, to train the 12 neuron network. 
 
It is clear from Figure 6.42 that using the training set consisting of actual strain 
signatures, obtained from the surface of the beam, the network produces unacceptable 
results (Errors as high as 20% were noticed). 
 
To possibly reduce and rectify these errors, the number of neurons in the hidden layer 
was increased to 23. On training this revised network with the same training set, 
produced similar results. The results obtained are shown graphically in Figure 6.43 and 
6.44. It is evident from these figures that even after increasing the number of neurons, the 
network fails to converge. From Figure 6.44 it is apparent that the training error decreases 
only negligibly, but it still falls under the unacceptable range. 
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 Figure 6.43: Training curve obtained on using the actual strain signatures, obtained 
from the surface of the beam, to train the 23 neuron network. 
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Figure 6.44: Error obtained on using actual strain signatures, obtained from the surface 
of the beam, to train the 23 neuron network. 
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These errors were due to the large compressive or tensile strains obtained on the top or 
bottom surface of the beam due to the kind of loading. These high magnitude strains tend 
to curtail the surface strain disturbance produced due to the presence of the delamination. 
Testing the networks performance with the absolute strain value method would have no 
favourable effect, on analysing the surface strain distribution shown in Figure 6.40. The 
solution to this problem would then be to use some kind of filtration technique, which 
magnifies the strain disturbance produced due to the delamination and minimizes all the 
rest. 
 
6.11.2 Damage Relativity Assessment Technique 
The Damage Relativity Assessment Technique (DRAT) is a pre-processing program 
developed which was initially coded in Java, the object-oriented programming language. 
The main function of the DRAT is to identify the values pertaining to the delamination 
and filter out the rest. The DRAT was initially written for the case of a beam 
experiencing 3-point beam, with a constant magnitude of load. 
 
In the composite beam case, the DRAT protocol compares the surface strain distribution 
of the healthy beam with that of the damaged beam. It then computes the difference of 
these two vectors and feeds the output to a filtered damage signature database. This 
process is then carried out for all the surface strain signature vectors present in the 
damage signature database. The filtered damage signature database is then used to train 
the artificial neural network. The DRAT filtration process is shown in Figure 6.45. The 
filtered value obtained is similar to the strain anomaly observed along the bond-line, in 
the presence of damage.  This pre-processing algorithm was then used to filter the 
damage signature database used for training the network. 
 
The network with 23 sensory nodes in the input layer, 12 neurons in the hidden layer and 
1 neuron in the output layer, which was used to predict the damage location with the 
bond-line strain distribution, was used in this case too.  The performance function vs. 
iteration and the training error vs. number of training cases obtained on training the 
network with the filtered DSD are shown in Figure 6.46 and 6.47 respectively. 
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Figure 6.45: The DRAT process is illustrated, where (a) is the bottom surface strain 
distribution of an undamaged beam, (b) is the bottom surface strain distribution of a 
beam embedded with a 50 mm delamination, (c) is the filtered value obtained using 
DRAT. 
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Figure 6.46: Training curve obtained on using the filtered strain signatures, obtained 
from the surface of the beam, to train the 12 neuron network. 
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Figure 6.47: Error obtained on using the filtered strain signatures, obtained from the 
surface of the beam, to train the 12 neuron network. 
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It is evident from Figure 6.46 that the network converges extremely well after the 
filtration was performed. The performance function value decreased to as low as 2.0e-11. 
The training errors generated by the network, after it was fed with the filtered training set, 
were less than 2.5e-3 %, as shown in Figure 6.47.  
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Figure 6.48: Comparison of the Training Errors obtained by the network before and after 
the DRAT filtration process. 
 
Figure 6.48 shows the comparison of training errors obtained by the network before and 
after the DRAT filtration process. Figure 6.48 clearly demonstrates the extent to which 
the DRAT reduces the training errors. It also highlights the importance of the DRAT in 
pre-processing the strain signatures. The results obtained on feeding the filtered test set to 
this trained network are presented in Figure 6.49. Figure 6.49, shows the normalized 
prediction error obtained by the ANN when predicting the delamination location, of size 
50 mm, embedded in bond-line of the beam. The network predicts the damage location 
precisely in all the cases except one, 273 mm from the left edge of the beam. This is an 
expected error, because the delamination is located right beneath the loading point. The 
overall prediction accuracy of the network works out to be 94.2 %. Interestingly, the 
network predictions continue to be accurate, even though the sensors are located 15 mm 
away from the damage. The normalized network prediction errors obtained when the 
absolute values of the filtered surface strain signatures are used are shown in Figure 6.50.  
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From Figure 6.50 it is clear that taking the absolute value of the filtered strain signatures 
does not affect the network performance by a great deal. In this case also, the network 
predicts the delamination location accurately. The only critical error observed is because 
of the delamination located beneath the load.  
 
The performance of the network when trained and tested with the filtered and the 
absolute of the filtered strain signatures of beams, embedded with 75 mm and 100 mm 
delaminations are presented in Figures 6.51-6.54 respectively. As expected the network 
determines the presence and location of all the delaminations, in the respective test sets, 
with great accuracy. Moreover, from Figures 6.53 and 6.54 it can be seen that for the 100 
mm delamination case, the network predicts even the delamination located beneath the 
loading point accurately. This is because in the 100 mm delamination case, at least 10 
training samples consist of delaminations at locations, which lie beneath the loading 
point.  
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Figure 6.49: Normalized % error obtained by the network when predicting the location 
of the delaminations using the filtered strain signatures of a composite beam, embedded 
with a 50 mm delamination, having 23 interrogation points along the surface. 
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Figure 6.49 correponds to Table 13 in Appendix A 
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Figure 6.50: Normalized % error obtained by the network when predicting the location 
of the delaminations using the absolute filtered strain signatures of a composite beam, 
embedded with a 50 mm delamination, having 23 interrogation points along the surface. 
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Figure 6.51: Normalized % error obtained by the network when predicting the location 
of the delaminations using the filtered strain signatures of a composite beam, embedded 
with a 75 mm delamination, having 23 interrogation points along the surface. 
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Figures 6.50 & 6.51 correpond to Tables 14 & 15 in Appendix A 
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Figure 6.52: Normalized % error obtained by the network when predicting the location 
of the delaminations using the absolute filtered strain signatures of a composite beam, 
embedded with a 75 mm delamination, having 23 interrogation points along the surface. 
 
0
0.25
0.5
0.75
1
 
Figure 6.53: Normalized % error obtained by the network when predicting the location 
of the delaminations using the filtered strain signatures of a composite beam, embedded 
with a 100 mm delamination, having 23 interrogation points along the surface. 
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Figures 6.52 & 6.53 correpond to Tables 16 & 17 in Appendix A 
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Figure 6.54: Normalized % error obtained by the network when predicting the location 
of the delaminations using the absolute filtered strain signatures of a composite beam, 
embedded with a 100 mm delamination, having 23 interrogation points along the surface. 
 
6.11.3 Twelve Sensor Network Predictions – Along the surface 
As the network predicts the presence and location of the delamination accurately, with 
the help of 23 sensors placed on the surface of the beam, the next step would be to try and 
reduce the number of sensors and test the network’s performance again.  
 
 
Figure 6.55:  12-sensor configuration, with the sensors placed along the bottom surface 
of the beam. The spacing between the sensors is 50 mm. 
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Figure 6.54 correponds to Table 18 in Appendix A 
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Twelve sensors were placed on the bottom surface of the beam (Figure 6.55), which was 
subjected to a 3-point bend with a loading magnitude of 8kN. The filtered damage 
signature database was then created by using the finite element models, previously 
created. This filtered DSD was then used to train a three layer network, with 12 sensory 
nodes, 12 neurons in the hidden layer and one neuron in the output layer. Tan-sigmoid 
and log-sigmoid activation functions were used in the hidden layer and the output layer 
respectively. The scaled conjugate training algorithm was used to train the network. 
 
This network was not trained with the actual strain signatures, because the 23 sensor 
network itself was unable to converge when presented with actual strain signatures for 
training. Hence DRAT filtered damage signature database was used to train the network. 
The results obtained on presenting this network with the 50 mm delamination filtered and 
the absolute filtered test sets are shown in Figure 6.56 and Figure 6.57 respectively. 
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Figure 6.56: Normalized % error obtained by the network when predicting the location 
of the delaminations using the filtered strain signatures of a composite beam, embedded 
with a 50 mm delamination, having 12 interrogation points along the surface. 
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Figure 6.56 correponds to Table 19 in Appendix A 
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Figure 6.57: Normalized % error obtained by the network when predicting the location 
of the delaminations using the absolute filtered strain signatures of a composite beam, 
embedded with a 50 mm delamination, having 12 interrogation points along the surface. 
 
It is evident from Figures 6.56 and 6.57 that the network generalizes well, regardless of 
the fact that only 12 sensors were used. Moreover, these sensors were placed at an offset 
of 15 mm from the delamination. This only proves the networks power to generalize once 
trained. Average network prediction accuracies of 96.7% and 98.9% were achieved, as 
shown in Figure 6.56 and Figure 6.57. 
 
Figures 6.58 and 6.59  shows the normalized prediction errors obtained by the network 
when predicting the location of delaminations, of sizes 75mm, embedded along the bond-
line of the beam subjected to a 3-point load,  using the filtered DSTD and the absolute 
value of the filtered DSTD respectively.  Average prediction accuracies of 99.7% each 
were obtained on using both these methods, as shown in Figures 6.58 and 6.59. 
 
Finally, Figures 6.60 and 6.61 show the results obtained by the network when it is 
presented with the filtered DSTD and the absolute filtered DSTD of beams, embedded 
with a 100 mm delamination, subjected to a 3-point load.  
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Figure 6.57 correponds to Table 20 in Appendix A 
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Figure 6.58: Normalized % error obtained by the network when predicting the location 
of the delaminations using the filtered strain signatures of a composite beam, embedded 
with a 75 mm delamination, having 12 interrogation points along the surface. 
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Figure 6.59: Normalized % error obtained by the network when predicting the location 
of the delaminations using the absolute filtered strain signatures of a composite beam, 
embedded with a 75 mm delamination, having 12 interrogation points along the surface. 
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Figures 6.58 & 6.59 correpond to Tables 21 & 22 in Appendix A 
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Figure 6.60: Normalized % error obtained by the network when predicting the location 
of the delaminations using the filtered strain signatures of a composite beam, embedded 
with a 100 mm delamination, having 12 interrogation points along the bond-line. 
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Figure 6.61: Normalized % error obtained by the network when predicting the location 
of the delaminations using the absolute filtered strain signatures of a composite beam, 
embedded with a 100 mm delamination, having 12 interrogation points along the surface. 
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Figures 6.60 & 6.61 correpond to Tables 23 & 24 in Appendix A 
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On analysing Figures 6.60 and 6.61, it is clear that the network had no issue localizing 
damage at all. In fact, almost 100% network prediction accuracies were achieved. The 
average prediction accuracy of the network using the two methods worked out to be 
99.9% each respectively. 
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Figure 6.62: Average network prediction error for various damage sizes using the actual 
and the absolute value method, with 23 interrogation points along the bond-line of the 
structure. 
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Figure 6.63: Average network prediction error for various damage sizes using the actual 
and the absolute value method, with 12 interrogation points along the bond-line of the 
structure. 
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The average network prediction error using the actual strain value method and the 
absolute strain value method, with the 23 sensor network and the 12 sensor network 
placed along the bond-line or the surface of the structure is shown in Figures 6.62-6.65.  
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Figure 6.64: Average network prediction error for various damage sizes using the actual 
and the absolute value method, with 23 interrogation points along the surface of the 
structure. 
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Figure 6.65: Average network prediction error for various damage sizes using the actual 
and the absolute value method, with 12 interrogation points along the surface of the 
structure. 
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From Figures 6.62-6.65 it is clear that for small delaminations the absolute value method 
seemed to generate less error. However, as the size of the delamination increases the error 
produced by the absolute strain value technique was found to be higher than the actual 
strain value method, in most cases. 
 
6.12 Summary and Discussion 
A comprehensive analysis of the various training algorithms (with a constant: goal, 
minimum gradient, and maximum no. of iterations) were conducted, based on the 
convergence and the training error. It was found that the Resilient Back-Propagation 
algorithm and the Scaled Conjugate Gradient algorithm performed much better and 
produced the least training error when compared to the other algorithms tested.  
  
The Artificial Neural Network was found to be an effective tool in predicting the 
presence and location of delamination in composite beams. A 12 sensor network i.e. a 
three layer feed forward back propagation network, consisting of 12 neurons in the 
hidden layer and 1 neuron in the output layer, was capable of localizing damage, when 
the sensors (12) were placed along the bond-line of the structure.  
 
Taking the absolute of the strain signatures proved useful only when delaminations of 
small sizes were to be localized, in all other cases taking the actual strain signatures 
proved to be more efficient. This error is due to lack in exclusivity of the strain signatures 
after their absolute values are used for training the network. 
 
It was found out that both the 12 and the 23 sensor network failed to converge when the 
sensors were placed on the surface of the surface of the structure. This is because the 
interrogation points lie away from the neutral axis in bending and the strain disturbance 
produced due to the delamination is not as pronounced as it is along the bond-line. 
 
However, the performance of this network was found to improve drastically and it was 
able to localize damage precisely, when the training set was pre-processed using the 
developed damage relativity assessment technique (DRAT). 
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Finally, it was found that on using DRAT a 12 sensor neural network, with a sensor 
spacing of 50 mm, placed on the surface of the structure was capable of determining the 
presence and location of delaminations in a 600 mm long, 30 mm deep and 30 mm thick 
composite beam with an acceptable level of accuracy. 
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CHAPTER 7 
Composite T-joint Modelling 
 
7.1 Introduction 
The study conducted with simple composite beam structures proved that the Artificial 
Neural Network was capable of predicting the presence and location of delamination, 
embedded in the beam, based on the strain distribution obtained from the structure under 
load. In this chapter, a more realistic structure with a complex geometry is examined. 
Glass Fibre Reinforced Polymer T-joints used in maritime structures are modelled and 
the bond-line & surface strain distributions are analysed. T-joints were considered in this 
study because this  research was part of a Structural Health Monitoring project, which 
was a collaborative effort involving the Cooperative Research Centre for Advanced 
Composite Structures (CRC-ACS), the Defence Science and Technology Organization 
(DSTO) and the United States Office of Naval Research (USONR). T-joints are known 
configurations in marine structures to be susceptible to initiating damage zones. 
Moreover, one of the main aims of the project were to develop a SHM system capable of 
detecting the presence, predicting the location and extent of delaminations in composite 
T-joints (identical to the ones used in ship structures).  
 
7.2 Finite Element Modelling of T-joint 
 
7.2.1 Geometric Modelling of the T-joint 
Composite T-joint structures made of glass fibre reinforced polymers were modelled 
using MSC.PATRANTM and analysed using MSC.NASTRAN. The T-joint is a complex 
structure consisting of four major parts namely: the hull, the bulkhead, the filler section 
and the overlaminates. Two dimensional finite element models of a 700 mm long, 460 
mm high and 50 mm thick T-joints, as shown in Figure 7.1, were created. These T-joints 
were also embedded with delaminations. 
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Figure 7.1: Geometry of T-joint structure 
 
7.2.2 Meshing & Element properties 
After the T-joint geometry was created, four node quadratic elements (QUAD4) (which is 
a plate and shell element) (MacNeal, 1978; MacNeal, 1981) and the isomeshing 
technique were used to uniformly mesh all the surfaces of the model.  The filler region, 
due to the presence of sharp corners and relatively complex geometry, produced poor 
mesh quality when using the isomesh meshing technique. This is because the isomesh 
meshing technique is suitable only for regular shaped surfaces, the presence of holes or 
sharp corners affect its mesh quality. To overcome this problem the paver (Blacker & 
Stevenson, 1991) meshing technique was incorporated. This meshing technique improves 
the regularity and quality of the surface mesh when the surface consists of interior holes, 
sharp corners or arbitrary boundaries. This is achieved as the paver technique permits 
easy transitions between dissimilar sizes of elements and element size variations, based 
on sizing functions. In general a mesh size of 2 mm was used. However, extremely fine 
mesh sizes, 0.1 mm to 0.5 mm, were used near the crack tips.  
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Figure 7.2: T-joint model illustrating the constraints and load applied. 
 
7.2.3 Constraints and Loading 
 The constraints and the load applied to the model are shown in Figure 7.2. The left hand 
side (L.H.S) constraint permits only rotation about the Z axis (thickness direction) and 
prevents all the other translational and rotational motion. Whereas the right hand side 
(R.H.S) constraint permits translation along the X-axis and rotation about the Z-axis, all 
other rotational and translational motion is prevented. The L.H.S and R.H.S constraint are 
positioned 120 mm from the left edge and the right edge of the hull respectively, as 
shown in Figure 7.2. The load applied is distributed along all the nodes in the upper edge 
of the bulk head, as shown. The T-joint is subjected to a tensile pull-off force of 
magnitude 5kN. 
 
7.2.4 Embedding Delaminations - Gap Elements 
Figure 7.3 illustrates the most probable damage zones all of which have been analysed in 
this research study. 
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Figure 7.3: Damage zones in a T-joint model 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.4: T-joint embedded with a horizontal delamination 
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A gap of 0.01 mm was maintained between the surfaces, where a through-thickness 
delamination is to be embedded. Equivalence function is then used to set the length of the 
delamination and exclude redundant nodes along the bond-lines. Non-linear gap elements 
are not used in this model, as it is subjected to a pull-off load (pure tensile force). Under 
this type of loading the delaminations tend to open, hence preventing the penetration of 
surfaces and avoiding the need of gap elements. Figure 7.4 illustrates the meshing pattern 
for a T-joint with a 75 mm horizontal damage between the hull and the overlaminate.   
 
7.2.5 Material Properties 
Two dimensional orthotropic shell elements were used the model the surface of the hull, 
bulkhead and the overlaminates, whereas isotropic shell elements were used to model the 
filler section. The properties of the hull, bulkhead and the overlaminates used for the 
model corresponded to 800 grams-per-square of plain weave E-glass fabric in a vinylester 
resin matrix (Dow Derakane 411-350), whereas the properties of the filler section 
corresponded to that of chopped glass in the same vinylester resin matrix. The material 
properties of these were determined according to ASTM D3039M-00 and ASTM 
D3518M-94 by Gellert et al. (2004). These material properties are presented in Table 7.1. 
The properties of the hull, bulkhead, overlaminates and the filler varied depending of the 
manufacturing procedure adopted. 
 
Table 7.1: Material properties of the composite T-joint 
Hull & Bulkhead Overlaminate Filler 
VBRI Hand layup Mould 
Property 800 GSM Woven 
E-glass and 
Vinlyester resin 
800 GSM Woven 
E-glass and 
Vinlyester resin 
Milled Glass in 
Vinylester resin 
Ex (GPa) (Warp) 26.1 23.5 2 
Ey (GPa) (Interlaminar) 3 3  
Ez (GPa) (Weft) 24.1 19.5  
νxy = νyz 0.17 0.17 0.3 
νxz 0.1 0.14  
Gxy = Gyz (GPa) 1.5 1.5 4 
Gxz (GPa) 3.34 2.86  
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7.2.6 Output 
Models with various delamination sizes and locations were created and a linear static 
analysis was then performed by MSC.NASTRANTM. The output parameters were set as 
strain tensor, stress tensor and displacement along the x-axis. Once this analysis was 
completed the output was displayed in MSC.PATRAN™. 
 
7.2.6.1 Bond-line Strain Distribution 
The strain distribution along the bond-line of a healthy T-joint, subjected to a pull-off 
load of 5kN is shown in Figure 7.5. It can be seen in Figure 7.5 that an irregular strain 
distribution curve was obtained, unlike that of the beam. The magnitude of the strain is 
found to increase up to the loading point, this is because of the tensile load applied and 
also because the neutral axis in bending is away from the bond-line. A few anomalies 
were noticed which were basically due to the complexity of the T-joint structure and the 
manner in which the load is transmitted from the bulkhead to the hull section. The strain 
anomalies are marked “a” “b” and “c” in Figure 7.5 and 7.6. Strain anomaly “a” is due to 
the stress concentration at the constraints. Anomaly “b” is due to the stress concentration 
due to the sharp corners of the filler section as shown in Figure 7.5.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.5: Strain distribution along the horizontal bond-line of a healthy T-joint, 
subjected to tensile pull-off loading. 
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Figure 7.6: Strain distribution plot on the healthy T-joint subjected to a pull-off load. 
 
When a pull-off load is applied to the upper edge of the bulkhead, most of the load is 
transmitted to the hull section via the overlaminates. This fact together with the 
differences in the material properties of the filler and the hull section causes the strain 
anomaly “c”.  These anomalies can be seen more clearly on analysing the strain 
distribution plot shown in Figure 7.6.  
 
The strain distribution along the bond-line for a T-joint, embedded with a 50 mm right 
hand side horizontal delamination 400 mm from the left edge of the hull section, 
subjected to a 5kN tensile load is shown in Figure 7.7. In all cases with horizontal 
delaminations, strain is interrogated along the lower surface of the delamination. It can be 
seen from Figure 7.7 that the presence of the delamination causes a local strain 
disturbance, as expected. It can be also deduced from the strain distribution that first half  
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 Figure 7.7: Strain distribution along the horizontal bond-line of a T-joint, embedded 
with a 50 mm horizontal delamination 400 mm from the left edge of the hull, subjected to 
tensile pull-off loading. 
 
 
Figure 7.8: Strain distribution along the horizontal bond-line of a T-joint, embedded with 
a 75 mm horizontal delamination 400 mm from the left edge of the hull, subjected to 
tensile pull-off loading. 
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of the lower surface of the delamination is in tension and the other half in compression, 
whereas for the upper surface of the delamination this is reversed. It can also be seen 
from Figure 7.7 that when a tensile load is applied to a T-joint, embedded with a 
horizontal delamination, the delamination tends to open. 
 
Figure 7.8 shows the strain distribution along the bond-line for a T-joint, embedded with 
a 75 mm delamination beneath the right hand side overlaminate and the hull section, with 
the delamination initiating from the tip of the filler section. This T-joint is subjected to a 
5kN pull-off load.  In this case the strain anomaly produced has a larger magnitude than 
the previous case. 
 
The strain distribution along the bond-line of a T-joint, embedded with a 50 mm 
delamination between the right hand side overlaminate and the hull section at an offset of 
50 mm from the corner of the filler, subjected to a 5kN tensile load is shown in Figure 
7.9. Figure 7.9 also reiterates the fact that the strain disturbance caused due to the 
delamination, depends on the size and location of the delamination. 
 
Figure 7.9: Strain distribution along the horizontal bond-line of a T-joint, embedded with 
a 50 mm horizontal delamination located 450 mm from the left edge of the hull, subjected 
to tensile pull-off loading. 
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Figure 7.10: Strain distribution along the horizontal bond-line of a T-joint, embedded 
with a 50 mm horizontal delamination located 250 mm from the left edge of the hull, 
subjected to tensile pull-off loading. 
 
The strain distribution along the bond-line for a T-joint, embedded with a 50 mm 
delamination between the left hand side overlaminate and the hull section, subjected to a 
tensile load of 5kN is shown in Figure 7.10. The strain disturbance produced is similar to 
the ones shown in Figures 7.7-7.9; the only difference is that the first half of the lower 
surface of the delamination experiences compression while the second half experiences 
tension. This is due to the position of the delamination with respect to the load.  
 
The presence of a vertical delamination, between the overlaminate and the bulkhead, has 
negligible effect on horizontal bond-line strain distribution. Whereas, when a 
delamination is embedded between the overlaminate and the filler section a strain 
anomaly occurs in the horizontal bond-line strain distribution. However, this disturbance 
is not as prominent as the one caused due to a horizontal delamination. This is assumed to 
be because of the fact that the delamination between the overlaminate and hull (horizontal 
delamination) experiences the maximum bending forces when compared to the 
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loaded in tension. Moreover, the delamination between the overlaminate and the 
bulkhead experiences the least bending force (almost zero i.e. pure tension only) when 
compared to the other damage configurations. Figure 7.11 shows the strain distribution 
along the bond-line of a T-joint, embedded with a 57.5 mm delamination between the 
overlaminate and the filler section, subjected to a vertical load of 5kN. 
 
  
Figure 7.11: Strain distribution along the horizontal bond-line of a T-joint, embedded 
with a 57.5 mm delamination beneath the right hand side overlaminate and the filler, 
subjected to tensile pull-off loading. 
 
7.2.6.2 Surface Strain Distribution 
The strain distribution obtained along the surface of the overlaminates of a healthy T-
joint subjected to tensile loading is shown in Figure 7.12. The peaks, “a”-“d”, observed in 
the strain distribution are due to the steep corners of the overlaminates. It can be 
concluded from Figure 7.12 that the magnitudes of strain are higher along the horizontal 
overlaminate (Node 0-120 LHS Overlaminate, Node 120-220 RHS Overlaminate), 
followed by the inclined overlaminate (Node 120-150 : LHS Overlaminate, Node 80-120 
: RHS Overlaminate) and the least strain magnitudes are found along the vertical 
overlaminates (Node 150-225 : LHS Overlaminate, Node 0-80 : RHS Overlaminate). 
This trend is due to the fact that the horizontal overlaminate experiences higher bending 
forces that the rest. Moreover, the vertical overlaminate is assumed to under pure tension. 
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 Figure 7.12: Strain distribution along the overlaminates of a healthy T-joint, subjected 
to tensile pull-off loading. 
 
The strain distribution observed along the overlaminate when a 50 mm horizontal 
delamination was embedded in the T-joint, subjected to a tensile force of 5kN, is shown 
in Figure 7.13. The delamination was positioned between the right hand side 
overlaminate and the hull section, the leading crack tip of the delamination was located at 
the edge of the filler section as shown in Figure 7.13.  
 
On comparing the surface strain distribution along the overlaminates of an undamaged 
structure with the surface strain distribution of this structure embedded with a 
delamination, a considerable strain disturbance was observed on the surface of the 
structure as shown in Figure 7.13. It is evident from the figure that the presence of right 
hand side horizontal delamination affects only the surface strain distribution along the 
right hand side overlaminate and no strain disturbance is observed along the left hand 
side overlaminate. 
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Figure 7.13: Strain distribution along the overlaminates of a T-joint, embedded with a 
50mm right hand side horizontal delamination, subjected to tensile pull-off loading. 
 
Figure 7.14 shows the strain distribution along the overlaminates of a T-joint embedded 
with a 75 mm delamination. The delamination is again located between the right hand 
side overlaminate and the hull section. On careful observation of this figure it can be 
noticed, as expected, that the magnitude and extent of the disturbance produced in this 
case is greater than the pervious case (with a smaller delamination). However, no strain 
disturbance was observed on the left hand side overlaminate again. 
 
The surface strain distribution obtained on embedding a delamination between the 
inclined overlaminate section (R.H.S) and the filler section is shown in Figure 7.15. The 
T-joint is subjected to a 5kN tensile load and it is embedded with a 57.5 mm 
delamination. It is evident from Figure 7.15 that in this damage configuration strain 
disturbances are observed in the vertical, inclined and horizontal parts of the right hand 
side overlaminate. A small disturbance is also recorded in the strain distribution along the 
left hand side overlaminate. 
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Figure 7.14: Strain distribution along the overlaminates of a T-joint, embedded with a 75 
mm right hand side horizontal delamination, subjected to tensile pull-off loading. 
 
 
Figure 7.15: Strain distribution along the overlaminates of a T-joint, embedded with a 
57.5 mm delamination, subjected to tensile pull-off loading. 
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Figure 7.16: Strain distribution along the overlaminates of a T-joint, embedded with a 50 
mm right hand side vertical delamination, subjected to tensile pull-off loading. 
 
 
Figure 7.17: Strain distribution along the overlaminates of a T-joint, embedded with a 75 
mm right hand side vertical delamination, subjected to tensile pull-off loading. 
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Figure 7.16 and 7.17 show the anomaly obtained in the strain distribution due to the 
presence of a vertical delamination, in a T-joint subjected to a 5kN tensile load. The 
delaminations are located between the right hand side overlaminate and the bulkhead 
section. The sizes of the delaminations are 50 mm and 75 mm respectively.  From Figures 
7.16 and 7.17 it is evident that the presence of a delamination in this damage 
configuration affects the strain distribution along the right hand side vertical and inclined 
overlaminates. 
 
Strain disturbances were also noticed along the left hand side overlaminate. However, no 
strain anomaly was noticed along the right and left hand side horizontal overlaminate 
sections. 
 
7.3 Summary and Discussion 
It is clear from the above study that unlike the beam case, approximately zero strain was 
not obtained along the bond-line of the T-joint, as it is located away from the neutral-axis 
in bending. Moreover, anomalies were noticed both on the bond-line and surface strain 
distributions. These anomalies were due to: stress concentration at the sharp corners of 
the filler section, load transmission path, and differences in the material properties. 
It was found that the presence of a delamination in the T-joint causes a local variation of 
strain, depending on the size and location of the delamination. 
 
It was also noticed that the presence of a delamination between the overlaminate and the 
hull section (horizontal delamination), and a delamination between the overlaminate and 
the filler section, causes a strain anomaly in the horizontal bond-line strain distribution. 
However, a delamination between the overlaminate and the bulkhead (vertical 
delamination) has only a negligible effect on the horizontal bond-line strain distribution. 
This is assumed to be due to the fact that the vertical delamination experiences almost 
pure tension, with negligible bending forces. 
 
Apart from this, it was found out that the presence of delaminations along the bond-line 
of a T-joint causes strain disturbances also on the surface strain distribution of the T-joint. 
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The presence of a horizontal delamination affected the surface strain distribution along 
the horizontal and the inclined overlaminates. The presence of a vertical delamination 
affected the surface strain distribution along the vertical and the inclined overlaminates. 
And the presence of an inclined delamination (between the overlaminate and the filler 
section) affected the surface strain distribution along the horizontal, inclined and vertical 
overlaminates. 
 
However, similar to the beam case, the magnitude of the strain disturbance produced 
along the bond-line was found to be more prominent that the one along the surface of the 
structure and this surface strain disturbance was found to extend beyond the actual size of 
the delamination itself. 
 
The occurrence of these strain anomalies, depending on the damage configuration, could 
then be used as damage parameters to train artificial neural network, thereby forming a 
reliable system for structural health monitoring. 
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CHAPTER 8 
Estimation of Horizontal Delamination in T-joints 
 
8.1 Introduction 
The ability of the neural network to detect and determine the extent of damage in 
complex structures, like the composite T-joint structure, was initially tested with the 
horizontal damage scenario. In this damage configuration delaminations were located 
between the overlaminates and the hull section and also between the filler and the hull 
section. The size of the delaminations embedded in the model, for training, ranged from 
30 mm to 100 mm. These delaminations were placed anywhere between the two 
constraints. The T-joint was then subjected to a tensile load of 5kN, the strain distribution 
obtained from along the bond-line and along the surface (overlaminates) were then 
tabulated.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.1: Bond-line sensor configuration 
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8.2 Sensors along the horizontal bond-line 
Eleven sensors were placed along the horizontal bond-line as shown in Figure 8.1. The 
spacing between the sensors varied from 50 mm to 10 mm. The spacing between the 
sensors, near the centre of the hull, is decreased in order to avoid errors when the 
delaminations are located beneath the loading point, similar to the beam model case. 
 
A PATRAN command language program was then written to hasten the T-joint and 
delamination modelling process. The strain output obtained from eleven nodes 
corresponding to the sensors were then obtained for each damage case and inserted into 
the damage signature database. This DSD was then used to train the artificial neural 
network.  
 
A separate test set was also modelled which consisted of strain signatures of T-joints 
embedded with delaminations of sizes and positions which were not a part of the training 
set. 
 
 
Figure 8.2: Network Architecture for detecting horizontal delamination embedded in T-
joints. 
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8.3 Network Architecture 
The architecture of the network used for predicting the presence and estimating 
horizontal delaminations in T-joints is shown in Figure 8.2.  This network consisted of an 
input layer with eleven sensory nodes (corresponding to the location of the strain 
sensors), three hidden layers with 11, 25 and 15 neurons respectively, and an output layer 
with 2 neurons (to predict the location and extent of damage).  
 
The activation function used in the hidden layers was tan-sigmoid and for the output layer 
log-sigmoid was used. In this case the resilient back propagation algorithm was used to 
train the network, as this network was unable to converge on using the scaled conjugate 
gradient training algorithm.  
 
The number of iterations was set to a maximum of 75,000 and the minimum gradient for 
early stoppage was set as 10e-10. In order to select the number of neurons in the hidden 
layers an optimisation method called the 3- fold cross validation test was utilized. 
 
8.4 Three-Fold Cross Validation Test 
The generalization power of the ANN reduces drastically if the appropriate number of 
neurons for every layer is not selected. To eliminate this problem the network is 
optimised using a 3-Fold Cross Validation Technique. This technique involves the 
division of the entire training set into 3 equal parts (A, B, C). The number of neurons in 
the appropriate network is initially selected at random.  This network is then trained using 
A and B as the training set and is tested using C, the output obtained is recorded. The 
process is again repeated using the combinations B and C for training and A for testing 
and finally C and A for training and B for testing. 
 
If the training error produced by the three different cases is above the acceptable limit, 
the number of neurons in the hidden layers is increased and the entire process is repeated.  
 
Raw strain signature values present in the damage signature database was initially used to 
train the designed network. The output obtained on training the network is shown in 
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Figures 8.3 and 8.4. Figure 8.3 shows the variation of performance value function with 
the number of iterations and Figure 8.4 plots the training error of various training 
samples. It was noticed that the time it took for this network to converge was much 
higher than the beam model case. This is due to the fact that the training set, in this case, 
was larger than the beam case. The size of the training set was large because both the 
location and the extent of the damage had to be predicted, unlike the beam case. 
 
On analysing Figures 8.3 and 8.4, it is clear that the network was unable to converge to a 
reasonable extent. Moreover, high training errors, 10%, were obtained on using the raw 
damage signature database to train the network.  
 
 
 
Figure 8.3: Training curve obtained using the unfiltered DSD, with sensors placed along 
the bond-line of the T-joint, to train the network. 
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Figure 8.4: Normalized percentage error obtained on training the network with the raw 
strain signatures, obtained from the bond-line of the T-joint. 
 
On carefully examining the damage strain signatures, it can be noticed that the strain 
disturbance produced due to presence of the delamination is much lower in magnitude 
than the strains generated due to the load; this deteriorates the performance of the 
network.  
 
In order to improve the performance of the network and reduce the training time, the 
damage relativity assessment technique was used. Figure 8.5 shows the filtered strain 
signal obtained on using the DRAT. 
 
The entire damage signature database is then filtered using the damage relativity 
assessment technique after which it is used to train the network. The training results are 
shown in Figure 8.6 and 8.7. 
 
From Figures 8.6 and 8.7 it is blatant that on using the pre-processing program the 
convergence of the network improved and the training error reduced drastically. 
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Figure 8.5: Schematic of the DRAT, where (a) is the bond-line strain distribution of a 
healthy T-joint, (b) is the bond-line strain distribution of a T-joint embedded with a 50 
mm horizontal delamination, (c) is the filtered value obtained using DRAT. 
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Figure 8.6: The training curve obtained using the processed DSD, with sensors along the 
bond-line, to train the network. 
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Figure 8.7: Error obtained on training the network with the filtered DSD, with the 
sensors placed along the bond-line of the structure.  
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Training errors observed in Figure 8.7 were less than 1%. The result obtained on 
inputting the test set (after filtration) to this trained network is presented in Table 8.1. The 
normalized error shown in Table 8.1 is calculated as: 
 
100*
section hull  theofLength 
izeLocation/S Predicted-izeLocation/S Actual
ErrorPercentageNormalized 





=  
 
where the length of the hull is taken as 700 mm. 
 
Table 8.1: The actual and the ANN predicted damage location and extent in a T-joint 
structure subjected to a tensile load, with the sensors along the bond-line of the structure. 
 
Filtered Strain Signatures used for Training and Testing the ANN 
Location of Delamination Size of Delamination 
Target Predicted Difference 
Normalized 
Error 
Target Predicted Difference 
Normalized 
Error 
mm mm mm % mm mm mm % 
151 152.8 -1.8 0.26 50 53.9 -3.9 0.56 
166 163.9 2.1 0.3 70 73.6 -3.6 0.51 
200 200.8 -0.8 0.11 27 28.6 -1.6 0.23 
200 199.7 0.3 0.04 32 34.4 -2.4 0.34 
200 199.9 0.1 0.01 36 39.2 -3.2 0.46 
266 270.1 -4.1 0.59 40 40.5 -0.5 0.07 
297 296 1 0.14 35 34.9 0.1 0.01 
301 300.3 0.7 0.1 60 62.4 -2.4 0.34 
333 332.8 0.2 0.03 100 106.1 -6.1 0.87 
375 373.3 1.7 0.24 90 81.2 8.8 1.25 
431 434.4 -3.4 0.49 40 38.2 1.8 0.26 
466 470.2 -4.2 0.6 60 58.5 1.5 0.21 
491 489 2 0.29 30 37.9 -7.9 1.13 
511 502.9 8.1 1.15 50 54.2 -4.2 0.6 
     Average Error 0.49 % 
 
It is evident from Table 8.1 that the network was able to predict the presence, estimate the 
location and the extent of damage located anywhere between the overlaminate and the 
hull section. The network also faced no issues localizing damage located beneath the 
filler and the hull, even though the strain distribution occurring from this damage 
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configuration is different from the former. A total network prediction accuracy of 99.51 
% (100-Average Error) was obtained after the DRAT pre-processing technique was used.  
The absolute value method, used in the beam case, was not used in this case as the 
network was able to generalize extremely well using the filtered values of the DSD itself.  
 
8.5 Sensors along the overlaminate 
From the previous discussion, it is clear that the network was able to predict the presence, 
location and extent of damage precisely when the strain was interrogated along the bond-
line of the T-joint structure. Hence, the next step was to study the effect of the networks 
prediction power, convergence and training time, when the strain sensors were located on 
the surface (along the overlaminate) of the T-joint. A total of 12 sensors were placed on 
the overlaminate of the T-joint, as shown in Figure 8.8. The strains obtained from these 
sensors are stored in another DSD. This DSD, like in the previous case, was created (with 
the help of a PCL program) consisting of strain signatures of T-joints, embedded with 
delaminations of various sizes and locations along the horizontal bond-line.  
 
 
Figure 8.8: Overlaminate sensor configuration 
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The network used to train this DSD was fundamentally the same as that in the bond-line 
case, the differences being that it consisted of 12 sensory nodes in the input layer and 12 
neurons in the first hidden layer.  
 
The training curve and training error obtained on using this unfiltered DSD to train the 
network is shown in Figure 8.9 and 8.10 respectively. Resilient back propagation was the 
training algorithm used in this case also. It can be  seen from Figures 8.9 and 8.10 that 
although the network converges well, training errors of around 3 % were observed. 
 
To improve the networks generalization power and reduce the computational time, the 
DRAT protocol was used. The effect on using DRAT on the surface strain distribution is 
shown in Figure 8.11, which clearly indicates the reason for the improvement in the 
networks performance. 
 
It can be seen from Figure 8.11 that the strain perturbation caused by the delamination on 
the surface of the structure tends to extend beyond the actual size of the delamination 
itself, this phenomenon could help in enhancing the performance of the artificial neural 
network. 
 
The damage signature database is then filtered using the DRAT protocol, after which the 
filtered DSD is used to train the network. The training curve and error obtained is shown 
in Figures 8.12 and 8.13. 
 
 As expected the networks performance improved, the training error is within 1% but the 
network converges only marginally more than the previous case. However, the 
computational time for the network to converge was much less than the pervious case. 
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Figure 8.9: The training curve obtained using the unfiltered DSD, obtained from sensors 
along the overlaminate of the T-joint, to train the network. 
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Figure 8.10: Error obtained on training the network with the raw strain signatures, 
obtained from the sensors along the overlaminate of the T-joint. 
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Figure 8.11: The DRAT process is illustrated, where (a) is the surface strain distribution 
of a healthy T-joint, (b) is the surface strain distribution of a T-joint embedded with a 50 
mm horizontal delamination, (c) is the filtered value obtained using DRAT. 
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Figure 8.12: The training curve obtained using the filtered DSD, obtained from sensors 
along the overlaminate of the T-joint, to train the network. 
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Figure 8.13: The training error obtained using the filtered DSD, obtained from sensors 
along the overlaminate of the T-joint, to train the network. 
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The results obtained on inputting the filtered test set, consisting of surface strain 
signatures of T-joints embedded with delaminations of sizes and locations which were 
not a part of the training set, to the network is presented in Table 8.2. 
 
From Table 8.2 it is evident that the network predicts the location and the size of the 
delamination exceptionally well, regardless of the fact that the sensors were placed on the 
surface of the structure. It is also clear that the pre-processing of the strain signatures 
plays a vital role in improving the performance of the network. In this case, an overall 
network prediction accuracy of 99.7 % (i.e. 100% - Average Error %) was achieved.  
 
Table 8.2: The actual and the ANN predicted damage location and extent in a T-joint 
structure subjected to a tensile load, with the sensors along the surface of the structure. 
 
Filtered Strain Signatures used for Training and Testing the ANN 
Location of Delamination Size of Delamination 
Target Predicted Difference 
Normalized 
Error 
Target Predicted Difference 
Normalized 
Error 
mm mm mm % mm mm mm % 
151 160.1 -9.1 1.3 50 35.7 14.3 2.04 
166 163.7 2.3 0.33 70 70.9 -0.9 0.13 
200 201.4 -1.4 0.2 27 29.2 -2.2 0.31 
200 198.9 1.1 0.16 32 32.6 -0.6 0.09 
200 198 2 0.29 36 35.3 0.7 0.1 
266 263.5 2.5 0 40 38.9 1.1 0.16 
297 294.5 2.5 0.36 35 34.6 0.4 0.06 
301 301 0 0 60 59.2 0.8 0.11 
333 333 0 0 100 96.9 3.1 0.44 
375 374.7 0.3 0.04 90 88.5 1.5 0.21 
431 432.1 -1.1 0.16 40 38.5 1.5 0.21 
466 467.5 -1.5 0.21 60 59.5 0.5 0.07 
491 490.2 0.8 0.11 30 29.3 0.7 0.1 
511 517.3 -6.3 0.9 50 49 1 0.14 
     Average Error 0.3 % 
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8.6 Summary and Discussion 
From the study performed, it can be seen that regardless of the geometric complexity of 
the structure, the occurrence of delamination damage can be easily estimated from its 
strain distribution in tandem with the structural health monitoring tool discussed.  
 
It was noticed that, a 11 sensor network with four layers, with 11, 25 and 15 neurons in 
the hidden layers, and 2 neurons in the output layer (one for the size of the delamination 
and the other for the location of the delamination) was capable of predicting the presence 
of delamination, location of the delamination (along the horizontal bond-line) and the 
extent of the delamination. 
 
It was found that the network was able to precisely predict and localize the damage, 
regardless of where the sensors were placed, i.e. along the bond-line or on the surface of 
the structure. Total prediction accuracies of 99.51% and 99.7% were achieved by this 
network when the sensors were placed along the bond-line and on the surface of the 
structure respectively. This high accuracy was achieved due to three main factors: the 
optimisation process (3-Fold Cross Validation technique) used for determining the 
appropriate number of neurons in the hidden layer, the ability of the pre-processing 
protocol (DRAT) to filter out the unnecessary features from the damage signature, and 
also the artificial neural networks natural tendency to learn and generalize. 
 
The accuracy of the Artificial Neural Networks predictions also relies on accuracy of the 
Finite Element Models used for training. Hence, it is important to validate the FE models 
created, before enhancing the developed Structural Health Monitoring tool, to detect 
multiple delaminations embedded in T-joints, subjected to variable loading conditions. 
 
In order to validate the model, the next step was to manufacture and test a replica of the 
Finite Element T-joint model created. 
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CHAPTER 9 
Manufacture and Testing of T-joints 
 
9.1 Introduction 
T-joints were manufactured to validate the finite element model created. They were 
manufactured at RMIT University’s composites laboratory. The T-joint, as discussed 
initially, consists of four distinct sections namely: the hull, the bulkhead, the 
overlaminates and the filler section as shown in Figure 9.1. 
 
 
Figure 9.1: Geometry of T-joint structure 
 
The hull and the bulkhead were manufactured by the vacuum bag resin infusion 
technique (Barbero, 1998; Mallick, 1988; Schwartz, 1996), the overlaminates by the hand 
4
6
0
 m
m
 
4
1
0
 m
m
 
4
0
 m
m
 
700 mm 
Bulkhead 
Filler 
Overlaminates 
Hull 
Y 
X 
50 mm
 191 
lay-up technique (Barbero, 1998; Mallick, 1988; Schwartz, 1996) and the filler was 
formed in a mould. A total of 11 specimens of 50 mm thickness was manufactured, most 
of which were embedded with artificial delaminations. 
 
9.2 Materials 
The materials which were used to manufacture the T-joint are: 
 
1. Glass plain weave (PW) fabric (800 g/m2) 
2. Glass chopped strand mat (CSM) (450 g/m2) 
3. Chopped glass filler 
4. Vinyl ester resin – Dow Derakane 411-350 
5. Promoter – NOROX methyl ethyl ketone peroxide - 925H (MEKP) 
6. Catalyst - Cobalt Napthenate - 6% (CoNap), Dimethyl Aniline (DMA) 
7. Retarder – 2, 4-Pentanedione (2, 4-P) 
8. Teflon impregnated glass film (~60 µm) 
 
9.3 Manufacture of the Hull and Bulkhead  
The hull and the bulkhead sections are manufactured by the Vacuum Bag Resin Infusion 
(VBRI) technique (Barbero, 1998; Mallick, 1988; Schwartz, 1996). The glass plain 
weave fabric is cut into a rectangular shape as shown in Figure 9.2. For the hull section, 
68 plies are cut into a 700 mm by 800 mm rectangle and stacked up on a steel plate. The 
warp direction of the fabric, to be followed while stacking, is indicated in Figure 9.2. 
Figure 9.3 shows the cut glass plain weave fabric. The steel plate is polished with wax 
(release agent) several times and a sheet of release film is placed on it before the 
laminates are stacked on it. A release film is also placed on the surface of the uppermost 
laminate. A layer of breather-bleeder combination is then placed above this surface. This 
laminate is then covered with a flexible bag, all ends of which are sealed to the steel 
plate. The role of the release film is to prevent the cured laminate from sticking to the 
steel plate or the breather. The breather is used to uniformly distribute the applied 
vacuum and to permit uniform flow of the resin. A uniform vacuum pressure is applied to 
points at one end of the bag and the resin is injected at the centre of the opposite end as 
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shown in the Figure 9.4. The resin is drawn into the bag with the help of the vacuum. The 
uniform pressure applied to the laminate, with the help of the bag, helps in removing the 
trapped air and excess resin. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9.2: Hull dimensions 
 
 
 
 
 
 
 
 
 
Figure 9.3: Glass plain weave fabric cut to the appropriate shape for stacking 
 
The resin used was a mixture of vinyl ester resin (Dow Derakane 411-350), NOROX 
methyl ethyl ketone peroxide -925H (MEKP), Cobalt napthenate -6%  (CoNap), and 2, 4-
Pentanedione (2, 4-P). Hundred parts by weight of vinyl ester resin was mixed with 1 part 
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of MEKP, 0.2 parts of CoNap 6%, and 0.08 parts of 2, 4 -P. This mixture was then 
uniformly injected into the bag with the help of the applied vacuum. Once the stack of 
laminates is completely soaked with resin, the resin port is blocked and the laminate is 
allowed to cure at room temperature, as shown in Figure 9.5. 
 
 
Figure 9.4: The VBRI technique used for manufacturing the hull section. 
 
 
Figure 9.5: Hull section curing in atmospheric temperature. 
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In a similar manner 24 plies, with the dimensions shown in Figure 9.6, were stacked up 
and cured to form the bulkhead. Once the hull and the bulkhead sections have cured 
completely the bag, breather and the release film are removed. 50 mm of each edge of 
then specimens are then cut off as indicated by Figures 9.2 and 9.6, and the bonding 
surfaces of the specimens are prepared by grit blasting and cleaning with acetone. The 
hull and the bulkhead sections after cutting to required dimension, grit blasting and 
cleaning are shown in Figure 9.7. 
 
 
Figure 9.6: Bulkhead dimensions 
 
 
 
 
 
 
 
 
 
Figure 9.7: Hull and the bulkhead sections after machine cutting to appropriate 
dimensions, and sand blasting the surface for adhesion. 
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9.4 Manufacture of the Filler 
The filler which is formed in a mould is a mixture of one part by weight of ground glass 
particles to three parts of vinyl ester resin. One part of MEKP per hundred parts of vinyl 
ester resin (phr), 0.20 phr of CoNap 6% and 0.05 phr of 2, 4-P are also included in the 
mixture. The dimension of the filler material manufactured is shown in Figure 9.8. The 
formed filler material after it was exposed to grit blasting followed by cleaning with 
acetone is shown in Figure 9.9. 
 
 
 
 
 
 
 
 
 
 
 
Figure 9.8: Filler geometry (Li & Herszberg, 2004) 
 
 
 
 
 
 
 
 
 
 
Figure 9.9: Filler section after grit blasting and cleaning 
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9.5 Delamination Impregnation  
Teflon impregnated glass film (~60µm) is used to simulate the effect a delamination. 
Initially a 52 x 90 mm Teflon strip is pasted in position A1, as shown in Figure 9.10. The 
filler section is then bonded, with a mixture of ground glass and vinyl ester resin, on the 
hull section above this delamination as shown in Figure 9.11. 
 
 
Figure 9.10: Size and location of Teflon inserts along the bond-line of the T-joint (Li & 
Herszberg, 2004) 
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Eleven specimens are cut from the T-joint 
 
Specimen width is 50 mm 
 
Shaded areas represent Teflon inserts 
 
A1 - Delamination between the filler and the hull 
section of size 52 x 90 mm 
 
A2 - Delamination between the overlaminate and 
hull section of sizes 
• 52 x 30 mm 
• 52 x 60 mm  
• 53 x 90 mm  
 
B1 - Delamination between the overlaminate and 
the filler section of size 52 x 53 mm 
 
B2 - Delamination between the overlaminate and 
bulkhead section of sizes 
• 52 x 30 mm 
• 52 x 60 mm  
• 53 x 90 mm  
 
Cross-sectional view 
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The bulkhead is then bonded to the filler section with same ground glass-resin mixture 
and it is connected to the hull section with the help of braces. These braces are used to 
keep the bulkhead in a vertical position when the overlaminates are laid up. 
 
 
 
 
 
 
 
 
 
 
 
Figure 9.11: Filler bonded to the hull section. 
 
9.6 Hand Lay-up of Overlaminates 
Once the bulkhead is connected to the hull with the braces, the remaining Teflon inserts 
are pasted to the surface of the hull, filler, and bulkhead respectively as per Figure 9.10. 
The hand lay-up technique (Barbero, 1998; Mallick, 1988; Schwartz, 1996) which is also 
know as the wet lay-up technique was then used to bond the overlaminates with the 
bulkhead, filler and hull sections. 573 x 600 mm rectangular sections of the glass plain 
weave fabric and chopped strand mat are cut shown in Figure 9.12. The lay-up for the 
overlaminates comprises of one layer of chopped strand mat at the interface, followed by 
12 layers of woven glass and a final layer of chopped strand mat to improve the surface 
finish. Each ply is positioned as required and a mixture of vinyl ester resin and a catalyst, 
which cures in 15 minutes, is applied to the surface of the ply. This is then rolled on to 
the joint with the help of a hand roller as shown in Figure 9.13. The concentration of the 
catalyst and the accelerator varies depending on the ambient temperature; this is 
presented in Table 9.1.  
 
Teflon insert 
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Figure 9.12: Overlaminate dimensions (Li & Herszberg, 2004). 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 Figure 9.13: Hand lay-up of the overlaminates. 
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The final two glass plain weave plies are longer than the rest, in order to cover the drop-
off terminations. This lay-up process is repeated on the other side of the joint also. 
 
Table 9.1: Typical gel times using NOROX MEKP-925H and Cobalt Napthenate -6% 
Temperature 15 +/- 5 Minutes 30 +/- 5 Minutes 60 +/- 5 Minutes 
1.5 phr MEKP 1.5 phr MEKP 1.25 phr MEKP 
0.30 phr CoNap 6% 0.30 phr CoNap 6% 0.30 phr CoNap 6% 
0.20 phr DMA 0.05 phr DMA 0.05 phr DMA 
15ºC/59ºF 
  0.04 phr 2,4-P 
1.5 phr MEKP 1.5 phr MEKP 1.5 phr MEKP 
0.30 phr CoNap 6% 0.30 phr CoNap 6% 0.30 phr CoNap 6% 
0.10 phr DMA 0.05 phr DMA 0.05 phr DMA 
20ºC/68ºF 
 0.03 phr 2,4-P 0.06 phr 2,4-P 
1.25 phr MEKP 1.25 phr MEKP 1.5 phr MEKP 
0.20 phr CoNap 6% 0.20 phr CoNap 6% 0.20 phr CoNap 6% 25ºC/77ºF 
0.05 phr DMA 0.02 phr 2,4-P 0.05 phr 2,4-P 
1.0 phr MEKP 1.25 phr MEKP 1.25 phr MEKP 
0.20 phr CoNap 6% 0.20 phr CoNap 6% 0.20 phr CoNap 6% 30ºC/86ºF 
0.02 phr DMA 0.04 phr 2,4-P 0.06 phr 2,4-P 
1.0 phr MEKP 1.0 phr MEKP 1.0 phr MEKP 
0.20 phr CoNap 6% 0.20 phr CoNap 6% 0.20 phr CoNap 6% 35ºC/95ºF 
0.02 phr 2,4-P 0.05 phr 2,4-P 0.08 phr 2,4-P 
   
9.7 Cutting and Machining 
Once the overlaminates are fully cured, the manufactured T-joint is cut into 11 specimens 
of 50 mm thickness each. The top end of the bulk head is also machined to enable 
symmetric gripping about the central axis in suitable test machine grips. 
 
9.8 Strain Gauge Selection 
The selection of strain gauges although looks simple peripherally, is a complicated task. 
There are a number of parameters involved in selecting the gauge.  
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The gage parameters (Vishay Measurements Group Inc., 2000) involved are: 
• Strain-sensitive alloy 
• Self-temperature-compensation number 
• Backing material 
• Grid resistance 
• Gauge length 
• Gauge pattern 
 
Most of these parameters are affected by the abient conditions, therefore the combination 
of parameters which is most compatible with the environmental and other operating 
conditions must be chosen. The parameters chosen also must aid in easy installation of 
the gauge. A few important operating requirements (Vishay Measurements Group Inc., 
2000) which play a vital role in the selection of the appropriate gauge parameters are: 
• Accuracy 
• Test duration 
• Stability 
• Cyclic endurance 
• Temperature 
• Ease of installation 
• Elongation 
• Environment 
 
9.8.1 Strain-Sensing Alloy 
The strain sensitive alloy (Vishay Measurements Group Inc., 2000) used in the foil grid is 
the principal component of the strain gauge which determines its operating 
characteristics. A few different types of alloys can be procured namely: A-Alloy (Copper 
nickel alloy called constantan), P-Alloy (Annealed constantan), D-Alloy (Isoelastic 
Nickel-chromium alloy) and K-Alloy (Nickel-chromium alloy).  
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The constantan alloy (A-alloy) was selected because it was the most commonly used 
(Vishay Measurements Group Inc., 2000) alloy and it also could be processed for self-
temperature compensation. 
 
9.8.2 Self-Temperature-Compensation 
Self-temperature-compensated (S-T-C) (Vishay Measurements Group Inc., 2000) strain 
gauges are designed to produce minimum temperature-induced strains over the 
temperature range of -45ºC to +200ºC, and the S-T-C number is the approximate thermal 
expansion coefficient in ppm/ºF of the structural material on which the strain gauge will 
display minimum thermal output. 
 
9.8.3 Backing material 
The choice of backing material (Vishay Measurements Group Inc., 2000) is an important 
parameter when selecting the strain gauges, as it has three main roles: provides a means 
to handle the foil during installation, serves as an electrical insulator between the test 
specimen and the foil, and forms a bondable surface to adhere the gauge to the test 
surface. There are two types of backing materials commonly used the polyimide type and 
the epoxy-phenolic type.  
 
The polyimide type backing material was found to be more suitable, as it is less sensitive 
to mechanical damage during installation and most importantly this backing material is 
capable of large elongations. 
 
9.8.4 Grid Resistance 
The grid resistances commonly used are 120 ohms or 350 ohms. The higher resistance 
gauge is only used when heat generation rate is a critical issue. Moreover, since the strain 
gauge circuit used does not consist of sources of resistance change, the lower resistance 
gauge was found to satisfy the application. 
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9.8.5 Gauge Length 
The strain sensitive length (Vishay Measurements Group Inc., 2000) of the grid is the 
gauge length, which is the length of the grid minus the end loops and the solder tabs, as 
shown in Figure 9.14. Gauge length is important in determining the accuracy of the strain 
gauge. This can also be easily explained from Figure 9.14. The strain gauge tends to 
average the strain covered by the grid area, hence if accurate values of peak strain need to 
be measured, short gauge lengths have to be chosen. However, as the size of the strain 
gauge decreases installation difficulties increase. Hence an optimum gauge length of 0.25 
inches was selected. 
 
 
Figure 9.14: Gauge length of a strain gauge and the strain averaging effect (Vishay 
Measurements Group Inc., 2000) 
 
 
9.8.6 Gauge Pattern 
The shape of the grid, the width of the grid, and the number grids and its orientation (in a 
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rosette type (multi-axial type). Since only the longitudinal strain, on the surface of the T-
joint, needs to be measured the uniaxial gauge suits the application. 
 
9.9 Specification of the strain gauge selected 
After careful analysis of each of the above parameters EA-06-250BG-120 type precision 
strain gauges were procured from Vishay Micro-Measurements, North Carolina. 
 
Where, 
EA - Constantan (A-alloy) with a polyimide type backing material 
06 - Self-Temperature-Compensation number 
250 -  Gauge length in thou (0.25 inches) 
BG - Grid and tab geometry corresponding to uniaxial grid with a grid width of 0.125 
inches  
120 - Resistance in OHMS +/-0.15% (at 24ºC) 
The gauge factor of the strain gauge is 2.070 +/-0.5% (at 24ºC). 
 
9.10 Sensor Installation 
The strain sensors were bonded to the surface of the T-joint, vertically above the crack 
tips. The strain gauges were installed in such a way that it measured the longitudinal 
strain (i.e. the grid was placed parallel to the length). Hence, two sensors were used per 
delamination in the horizontal and vertical damage configurations. However, four sensors 
were used for the case where the delamination was located beneath the filler and three 
sensors when the delamination was located between the overlaminates and the filler. 
 
Installing strain gauges (Vishay Measurements Group Inc., 2000) involves a few steps, 
which need to be carried out to obtain optimum performance. These steps are: 
 
• Specimen surface preparation 
• Gauge preparation 
• Gauge transfer 
• Catalyst application 
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• Gauge bonding 
• Tape removal 
 
The materials required to perform these tasks are gauze sponges, cotton tip applicator, 
neutralizer 5A, blunt-nosed tweezers, cellophane tape, catalyst and M-Bond 200 
adhesive. 
 
9.10.1 Specimen Surface Preparation 
The surface where the strain gauges were to be installed was smoothened by using sand 
paper. The gauze sponges were then used to clean the abraded surface, after which the 
neutralizer was used to clean the surface of grease and dust particles, with the cotton 
stick. Finally, the surface was dried clean by the gauze sponge again (wiping in only one 
direction). 
 
9.10.2 Gauge Preparation 
A glass plate was cleaned with the neutralizer a similar manner, after which the strain 
gauge was placed on the clean glass surface with the help of tweezers. The strain gauge 
was placed on the glass plate in such a way that the solder tabs faced up. 
 
9.10.3 Gauge Transfer 
A 6 inch cellophane tape was then carefully stuck on this glass plate in such way that the 
strain gauge is centrally within the tape. The grid and the solder tabs of the strain gauge 
stick to the adhesive part of the tape, exposing the back of the strain gauge. The tape is 
then pulled of from the glass plate at a shallow angle, with the gauge centrally bonded to 
it. One end of this tape is then stuck to the surface of the T-joint and the position of the 
tape is adjusted in order to align the strain gauge as required. 
 
9.10.4 Catalyst Application 
A very small amount of catalyst is applied to the back of the strain gauge. This catalyst 
expedites the bonding of the strain gauge to the surface of the T-joint. The catalyst is 
allowed to dry before the adhesive is applied. 
 205 
9.10.5 Gauge Bonding and Soldering 
Few drops of adhesive (M-Bond 200) is applied at the junction of the specimen and the 
tape. The tape is held at a shallow angle, and the gauze sponge is used to gradually stick 
the tape onto the surface of the T-joint. A firm pressure was then applied over the strain 
gauge, by the thumb, for a minute. After a couple of minutes, the tape was removed at a 
shallow angle. Finally, the lead wires were soldered onto the solder taps of the strain 
gauge. 
 
9.11 Alignment of the T-joint in the Load Frame 
The T-joint mounted with strain gauges was then loaded on to a hydraulic MTS tensile 
testing machine. The bulk head of the T-joint was fitted into the grip. Constraints were 
applied to the T-joint at two places as shown in Figure 9.15. The T-joints were aligned in 
such a way that the bulkhead was parallel to the grip. 
 
 
Figure 9.15: T-joint with strain sensors bonded to the surface, aligned in a MTS load 
frame. 
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9.12 Data Acquisition System 
The lead wires of the bonded strain gauges are connected to a strain indicator, through a 
switch and balance unit. The portable P-3500 strain indicator (Vishay Measurements 
Group Inc., 2000) used was a battery powered instrument, procured from Vishay Micro-
Measurements, North Carolina. The P-3500 was capable of accepting full, half or quarter-
bridge strain gauge inputs. The instrument also permits setting of the gauge factor to a 
precision of 0.001. Two volt DC was the bridge excitation voltage used by the 
instrument. The switch and balance unit (Vishay Measurements Group Inc., 2000) used 
was SB-10, procured again from Vishay Micro-Measurements, North Carolina. The SB-
10 consists of gold-plated push binding posts for fast and reliable connection of input 
circuits, and individual 10-turn potentiometers with turns-counting dial for fine-balancing 
adjustments of the circuit. The P-3500 and the SB-10 were connected in such a way as to 
form a quarter-bridge strain gauge circuit, as shown in Figure 9.16. Once the lead wires 
were connected to the input ports of the SB-10, its gauge factor was set in the P-3500 
unit.  
 
 
Figure 9.16: P-3500 portable strain indicator and the SB-10 switch and balancing unit 
interconnected in to form a quarter-bridge circuit to indicate the strain produced in the 
strain gauges. 
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9.12.1 Quarter-Bridge Circuit 
The circuit (Kuphaldt, 1996) used to connect the strain gauge is shown in Figure 9.17. 
Resistances R1 and R3 shown in the figure are set equal to each other. The bridge is then 
balanced by adjusting the rheostat R2 in such a way that when no load is applied to the 
strain gauge, the voltmeter shows a zero reading. Basically, R2 is adjusted in such a way 
that it is equal to the resistance of the strain gauge connected to the circuit.  
 
As the strain gauge experiences compression or tension, its resistance changes, causing 
the bridge circuit to be unbalanced and produce an indication at the voltmeter. The P-
3500 is then calibrated in such a way that it indicates the strain experienced by the strain 
gauge on receiving this voltage input.  
 
 
 
 
 
 
 
 
 
 
Figure 9.17: Quarter-bridge circuit (Kuphaldt, 1996) 
 
9.13 Loading of T-joints 
The T-joints were aligned, as discussed, in the 100kN hydraulic “MTS” tensile testing 
machine and the lead wires of the strain gauges bonded to the surface were connected to 
the strain indicator and the switch and balance unit. The quarter-bridge network used for 
every strain gauge was then balanced such that the strain indicator showed zero strain in 
the unloaded state. The T-joints were then loaded in steps of 500N up to 5000N and the 
strain generated from the strain gauges were tabulated, the T-joints were then unloaded in 
steps of 500N and the strain observed was recorded again. Finally, the T-joint was loaded 
R1 R2 
R3 =R1 
Strain Gauge 
V 
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to failure and the failure load and the axial displacement produced was recorded for each 
and every case.  
 
Table 9.2 presents the strain picked up by the strain gauges on the surface of three T-
joints embedded with 30 mm, 60 mm and 90 mm horizontal delamination respectively. 
Figure 9.18 shows the location of the sensors on the T-joint with a horizontal 
delamination. Figure 9.19 shows the load vs. displacement curve for the three T-joints 
and compares it with that of an undamaged T-joint. 
 
Table 9.2: Strain observed on the surface of a T-joint embedded with a delamination 
between the overlaminate and the hull sections. 
 
30 mm Horizontal 
Delamination 
60 mm Horizontal 
Delamination 
90 mm Horizontal 
Delamination Load 
Sensor 1 Sensor 2 Sensor 1 Sensor 2 Sensor 1 Sensor 2 
N 
Loading / 
Unloading 
Micrometer Micrometer Micrometer 
L 0 0 0 1 0 0 
0 
U.L -3 8 -10 -1 -25 -8 
L 53 100 52 77 52 86 
500 
U.L 53 108 29 63 5 50 
L 100 195 99 146 92 155 
1000 
U.L 102 201 65 125 33 106 
L 148 288 140 210 128 220 
1500 
U.L 150 295 100 188 61 164 
L 195 380 175 271 123 252 
2000 
U.L 200 390 135 250 90 220 
L 245 473 200 331 150 300 
2500 
U.L 246 480 170 310 118 278 
L 293 567 232 396 172 355 
3000 
U.L 295 570 205 373 145 333 
L 341 659 264 452 200 410 
3500 
U.L 342 660 239 438 173 390 
L 389 751 295 515 225 463 
4000 
U.L 390 755 274 500 203 448 
L 435 842 328 575 250 518 
4500 
U.L 434 842 312 560 235 508 
5000 L 480 932 362 632 280 576 
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Figure 9.18:  Location of sensors on a T-joint with a horizontal delamination. 
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Figure 9.19: Load vs. Displacement graph for T-joints embedded with a 30 mm, 60 mm, 
and a 90 mm delamination beneath the overlaminate and the hull section (horizontal 
delamination) respectively. 
 
As expected, as the size of the delamination increases the ultimate load capacity of the T-
joint decreases, this is evident from Figure 9.19. For the T-joint embedded with a 30 mm 
horizontal delamination micro-cracking was observed at a load of 9kN, crack propagation 
at a load of 11kN and final failure occurred at a load of 13.53kN. For the T-joint 
embedded with a 60 mm horizontal delamination micro-cracking was observed at a load 
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of 8kN, the crack started to propagate at a load of 8.29kN, and final failure occurred at a 
load of 13.57kN. Whereas, for the T-joint with a 90 mm delamination crack propagation 
was accompanied by sudden failure of the structure at 8.49kN. 
 
Table 9.3 presents the strain produced by the strain gauges bonded to the surface of T-
joints embedded with a 90 mm delamination between the filler and the hull section and a 
52 mm delamination between the overlaminate and the filler section respectively. Figure 
9.20 shows the position of the sensors on the surface of the T-joints for both these cases. 
 
Table 9.3: Strain observed on the surface of two T-joints embedded with a delamination 
between the filler and the hull section, and a delamination between the overlaminate and 
the filler section (along the slant) respectively. 
 
Damage below Filler section Damage along Slant 
Load 
S1 S2 S3 S4 S1 S2 S3 
N 
Loading / 
Unloading 
Microstrain Microstrain 
L 3 -2 -2 -2 0 0 3 
0 
U.L 30 -2 -5 25 -7 -10 3 
L 130 42 25 134 87 40 12 
500 
U.L 163 44 25 160 87 40 9 
L 260 85 58 265 173 83 20 
1000 
U.L 295 85 58 295 181 83 17 
L 390 130 88 400 258 131 30 
1500 
U.L 422 128 89 425 272 131 25 
L 520 170 120 535 340 175 40 
2000 
U.L 551 171 121 555 356 175 35 
L 655 215 150 670 425 222 50 
2500 
U.L 675 215 151 690 441 219 43 
L 780 258 183 805 510 265 58 
3000 
U.L 805 260 182 820 524 263 54 
L 910 300 215 943 592 310 65 
3500 
U.L 935 301 213 956 605 310 63 
L 1035 340 245 1078 678 360 73 
4000 
U.L 1058 343 243 1085 690 362 72 
L 1175 383 276 1210 762 400 82 
4500 
U.L 1185 385 275 1221 773 400 80 
5000 L 1300 425 308 1345 850 445 90 
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Figure 9.20: Location of the sensors on the T-joints embedded with delaminations 
beneath the filler and beneath the slant 
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Figure 9.21: Load vs. Displacement graph for T-joints embedded beneath the filler and 
along the slant. 
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The load vs. displacement curve for the T-joints embedded with delaminations beneath 
the filler and along the slant is shown in Figure 9.21. For the T-joint with the 
delamination beneath the filler, micro-cracking was observed at 12.07kN, crack 
propagation at 13.28kN and final failure took place at 13.61kN. Whereas, for the T-joint 
with the delamination along the slant, micro-cracking was observed at 8kN, crack 
propagation at 12kN and final failure took place at 14.76kN. 
 
Finally, Table 9.4 presents the strains observed on the strain gauges bonded to T-joints 
with delaminations between the overlaminate and the bulkhead section.  
 
Table 9.4: Strain observed on the surface of a T-joint embedded with a delamination 
between the overlaminate and the bulkhead section. 
 
30 mm Vertical 
Delamination 
90 mm Vertical 
Delamination Load 
Sensor 1 Sensor 2 Sensor 1 Sensor 2 
N 
Loading / 
Unloading 
Microstrain Microstrain 
L 1 0 -1 -1 
0 
U.L -15 -11 10 2 
L 63 5 46 6 
500 
U.L 48 15 57 7 
L 128 8 87 11 
1000 
U.L 110 23 100 11 
L 192 10 130 15 
1500 
U.L 175 6 140 13 
L 255 13 175 18 
2000 
U.L 243 29 183 18 
L 321 24 215 22 
2500 
U.L 305 32 223 22 
L 385 27 257 26 
3000 
U.L 370 41 261 25 
L 446 35 297 29 
3500 
U.L 477 40 298 28 
L 508 41 335 32 
4000 
U.L 503 45 333 32 
L 570 47 372 36 
4500 
U.L 568 47 372 36 
5000 L 635 49 409 41 
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The position of the sensors on the T-joint is shown in Figure 9.22. Figure 9.23 compares 
the load vs. displacement curve of T-joints with vertical delaminations with that of 
undamaged T-joints. Matrix cracking was observed at 10.83kN, 9.1kN and 8.56kN for 
the T-joint with a 30 mm, 60 mm, and 90 mm vertical delamination respectively. Final 
failure of the T-joint with the 30 mm delamination occurred at 13.61kN whereas, for the 
T-joint with the 60 and 90 mm vertical delamination, final failure occurred at 12.66kN 
and 10.12kN respectively. 
 
 
Figure 9.22: Location of the sensors on the T-joints embedded with vertical 
delaminations. 
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Figure 9.23: Load vs. Displacement graph for T-joints embedded with vertical 
delaminations. 
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Strain readings for the undamaged T-joint and the T-joint embedded with a 60 mm 
delamination could not be recorded due to error in the installed strain gauges. Apart from 
this the first and the last specimens (Undamaged T-joints, shown in Figure 9.10) were 
damaged, while cutting the 600 mm deep T-joint into 11 specimens (50 mm thick). 
 
9.14 Corroboration of Computation with Experiments - Discussion 
The geometry of the T-joint specimen manufactured differed slightly from the existing T-
joint model. Hence, the geometry of the FE T-joint model was modified in such a way 
that the experimental model and the FE model were identical. A bulge was noticed in the 
slanted region of the overlaminate, above the filler, which was formed when 
manufacturing the T-joint. This bulge was also incorporated in the FE model. The nodes 
corresponding to the strain gauge locations were identified and the strains observed when 
the T-joint was loaded, from 500N to 5000N in steps of 500N, were noted and compared 
with the experimental results. 
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Figure 9.24: Comparison between the experimental and computational strain variation 
for a T-joint, embedded with a 30 mm horizontal delamination, loaded vertically. 
30 mm Horizontal Delamination 
S2 
S1 
Microstrain 
L
o
a
d
 (
N
) 
 215 
Figure 9.24 and 9.25 shows the comparison of the experimental and the computational 
strains (loaded vertically). Figure 9.24 shows the load vs. strain graph for a T-joint with a 
30 mm horizontal delamination and Figure 9.25 shows the load vs. strain graph for a T-
joint with a 30 mm vertical delamination.  
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Figure 9.25: Comparison between the experimental and computational strain variation 
for a T-joint, embedded with a 30 mm vertical delamination, loaded vertically. 
 
From Figures 9.24 and 9.25 it is clear that a good match between the experimental and 
computational results were not achieved. The difference was found to be more 
pronounced for the vertical delamination, whereas, a reasonably good corroboration was 
achieved for the T-joint with the horizontal delamination.  
 
It was suspected that there was a small misalignment in the specimen manufactured or in 
the support of the test rig. The presence of this misalignment causes a small bending 
force to act on the bulkhead, which was assumed to be under pure tension. This causes 
the computational strain values of T-joint, with the vertical delamination, to deviate by a 
large amount from the experimental values.  
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As the hull section of the T-joint already experiences bending forces, this slight increase 
in the bending force (due to the misalignment) hardly causes any difference to the 
computational strain values (in the horizontal delamination case). 
 
0
1000
2000
3000
4000
5000
0 100 200 300 400 500 600 700 800
Expertimental strain value
Computational strain at 1Deg CCW
Computational strain at 0.55Deg CCW
Computational strain at 0Deg
Computational strain at -1Deg CW
 
 
Figure 9.26: Comparison between the experimental and computational strain variation 
for a T-joint, embedded with a 30 mm vertical delamination, loaded vertically at different 
offset angles. 
 
In order to overcome this issue, the load was applied at a slight offset from the vertical. 
After numerous trials (Figure 9.26-9.27), it was found that a very small loading angle of 
0.55° (counter clockwise to the vertical) was sufficient to achieve good agreement 
between the experimental and computational strain, for all the damage configurations 
studied. This load application angle was used in all future models so as to enable a 
comparison between computational and experimental results.  Figure 9.28, 9.29 and 9.30 
shows the comparison between experimental strain and computation strain for a T-joint 
embedded with a 30 mm, 60 mm and 90 mm horizontal delamination respectively. These 
figures show the strain, when the T-joint experiences pure tension and also a vertical load 
applied at an offset of 0.55º (counter clock-wise) to the Y axis.  
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Figure 9.27: Comparison between the experimental and computational strain variation 
for a T-joint, embedded with a 30 mm vertical delamination, loaded vertically at different 
offset angles. 
 
Figure 9.28: Comparison between the experimental and computational strain variation 
for a T-joint, embedded with a 30 mm horizontal delamination, in tension. 
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Figure 9.29: Comparison between the experimental and computational strain variation 
for a T-joint, embedded with a 60 mm horizontal delamination, in tension. 
 
 
Figure 9.30: Comparison between the experimental and computational strain variation 
for a T-joint, embedded with a 90 mm horizontal delamination, in tension. 
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Figure 9.31 and 9.32 shows the load vs. strain variation, both the experimental and 
computational case, for a T-joint embedded with a delamination beneath the filler section. 
It is evident from Figure 9.31 and 9.32 that an extremely good match is obtained between 
the experimental and computational results, just like the horizontal case. Apart from this, 
the offset applied to the loading angle seems to have only a negligible affect on the strain.  
 
Figure 9.33, shows the experimental and computational strain distribution for a T-joint, 
embedded with a delamination between the overlaminate and the filler (along the slant), 
loaded vertically and also at an offset of 0.55º to the Y-axis.  It is clear from this Figure 
that the strain distribution along the vertical overlaminate is sensitive to minute changes 
in the loading angle (because of the bending effect). However, a good match between the 
experimental and computational strain variation is obtained on applying the load at an 
offset. 
 
 
Figure 9.31: Comparison between the experimental and computational strain variation 
for a T-joint, embedded with a delamination beneath the filler, experiencing a tensile 
load.  
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Figure 9.32: Comparison between the experimental and computational strain variation 
for a T-joint, embedded with a delamination beneath the filler, experiencing a tensile 
load. 
 
 
Figure 9.33: Comparison between the experimental and computational strain variation 
for a T-joint, embedded with delamination along the slant, experiencing a tensile load. 
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Figure 9.34: Comparison between the experimental and computational strain variation 
for a T-joint, embedded with a 90 mm vertical delamination, experiencing a tensile load. 
 
Finally, Figure 9.34 shows the experimental and computational strain variation of a T-
joint, embedded with a 90 mm vertical delamination.  
 
From the above discussion it is clear that an excellent substantiation between the 
computational and experimental results were obtained, for all the damage configurations 
studied. This facilitated and supported the used of these finite element models for the rest 
of the research study. 
 
9.15 Summary and Discussion 
Eleven t-joint specimens, with a thickness of 50 mm, were manufactured at RMIT 
University’s composite laboratory. Three of these specimens had horizontal 
delaminations, three had vertical delaminations, one had a delamination beneath the filler, 
one had a delamination between the overlaminate and the filler, and three T-joints were 
healthy T-joints (of which two were damaged during the cutting operation). 
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These T-joints were then attached with strain gauges at critical points, and the structure 
was loaded (to failure) in a MTS load frame. The strain reading that were tabulated, at 
regular intervals, could then be used to validate the finite element models created. 
 
It was found that as the size of the embedded delamination increases the final failure load 
decreases, this is because the overall stiffness of the structure decreases (as the size of the 
delamination increases). 
 
Among the set of delaminations, the 90 mm horizontal delamination was found to be the 
most critical, followed by the 90 mm vertical delamination as they caused the structure to 
fail at 8.49kN and 10.12kN respectively, whereas, the undamaged structure only failed at 
21.39kN. This was because the horizontal delamination experiences a much higher 
bending force than the vertical delamination. 
 
From the above study it is clear that a substantial corroboration between the 
computational and experimental results has been obtained. It was also found that the 
strain distribution in the vertical overlaminate was extremely sensitive to the loading 
angle, due to the bending force effect. 
 
The corroboration of computational results with the experimental results facilitated and 
supported the used of these finite element models for the rest of the research study. 
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Chapter 10 
Development and Application of the Global Neural-
Network Architecture for Incorporating Sequential 
Processing of Internal sub Networks (GNAISPIN) 
 
10.1 Introduction 
Good agreement between the experimental and the computational results facilitated the 
use of Finite Element modelling for damage detection purposes. The intent of this chapter 
was to see if the Artificial Neural Networks combined with the pre-processing algorithm 
DRAT was capable of detecting delaminations (single or multiple) embedded in T-joints, 
regardless of the load applied on the T-joint. 
 
The FE models created were embedded with delaminations of different sizes, at different 
locations. Sensors were then placed on the surface of the T-joint to sense the strain, which 
was then processed and inputted into the artificial neural networks for detecting the 
presence and estimating the extent of the damage. In order to detect multiple 
delamination a Global Neural-Network Architecture Incorporating Sequential Processing 
of Internal sub Networks was developed, which was capable of virtually combining 
multiple Artificial Neural Networks into a single global network. 
 
10.2 Damage Configurations Considered 
A stress analysis of the T-joint model was conducted to identify the critical areas, prone 
to damage. Figure 10.1 shows the stress distribution (X-component) across a healthy T-
joint. From the figure it is clear that stress concentration occurs around the edges (a, b, c, 
d) of the filler section. Hence, it is assumed that when a delamination occurs, it is likely 
to initiate from one of these corners.  
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Figure 10.1: Stress distribution on a healthy T-joint subjected to a tensile load 
 
A total of eight critical damage positions were identified and modelled: 
 
• Delamination between the overlaminate and the hull, to the left or right side of the 
bulkhead (LH or RH Delamination) 
• Delamination between the overlaminate and the filler section, to the left or the 
right side of the bulkhead, initiating from the bottom corner of the filler (SLB or 
SRB Delamination). 
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• Delamination between the overlaminate and the filler section, to the left or the 
right side of the bulkhead, initiating from the top corner of the filler (SLT or SRT 
Delamination). 
• Delamination between the overlaminate and the bulkhead, on the left or right side 
of the bulkhead (LV or RV Delamination). 
Figure 10.2 shows the critical damage configurations considered and modelled for this 
part of the study.  
 
 
 
Figure 10.2: Various critical damage configurations 
 
10.3 Sensor Configuration 
It was determined that eight sensors (on the surface of the structure) were sufficient to 
predict the presence of damage, identify its location and also estimate the extent of 
damage, in all the damage configurations discussed. The locations of these sensors are 
shown in Figure 10.3. The strain obtained from these sensors are then pre-processed and 
used as input to the artificial neural network. In order to remove the effect of load acting 
on the structure, a couple of reference sensors were required as shown in Figure 10.3. 
SLT Delamination 
LV Delamination RV Delamination 
SRT Delamination 
SLB Delamination 
LH Delamination 
SRB Delamination 
RH Delamination 
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These reference sensors were placed at a location where there was minimal probability of 
the occurrence of a delamination. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10.3: Location of the sensors on the surface of the T-joint 
 
10.4 Network Architecture 
The architecture of the network used to detect the presence, the location and the extent of 
damage, for the various damage configurations, in a T-joint is shown in Figure 10.4. This 
network consisted of an input layer with eight sensory nodes (corresponding to the 
location of the strain sensors), three hidden layers with 8, 7 and 5 neurons respectively, 
and an output layer with 8 neurons (to predict the location and extent of damage). Tan-
sigmoid activation function was used in the first and the second hidden layers and log-
sigmoid was used in the third hidden layer and the output layer. In this case the resilient 
back propagation algorithm was used to train the network, as this network was unable to 
converge on using the scaled conjugate gradient training algorithm. The number of 
iterations was set to a maximum of 75,000 and the minimum gradient for early stoppage 
was set as 1e-010. In order to select the number of neurons in the hidden layers the 3- fold 
cross validation test was utilized. 
Strain Sensor 
Delamination 
Reference Sensor (R1) Reference Sensor (R2) 
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Figure 10.4: Network architecture for detecting delaminations embedded in a T-joint at 
different damage configurations 
 
 
 
Figure 10.5: Training curve obtained on using the training set with different damage 
configurations to train the network 
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10.5 Training Set  
The optimised T-joint models were embedded with delaminations of different sizes and 
locations, and a pull-off load of 5kN at an angle of 0.55º (counter-clockwise to the y-axis) 
is applied to the bulkhead. The strain observed at the sensor locations is entered into the 
Damage Signature Database (DSD), corresponding to the location and size of the 
damage. This DSD is filtered using the DRAT pre-processing technique and is then used 
to train the artificial neural network. The training error obtained on using the filtered 
training set to train the network is shown in Figure 10.5. 
 
10.6 Test Set – Variable Loading Magnitude 
A separate test set was then created which consisted of T-joints embedded with 
delaminations of sizes which were not a part of the training set. The load applied in each 
of these T-joint models was also varied, but the loading angle was maintained at 0.55º 
CCW to the Y-axis.  
 
The strain signatures obtained from these models were entered into the Damage Signature 
Test Database (DSTD). The DRAT algorithm had to be modified slightly to remove the 
effect of the loading magnitude. For each case, the ratio of the strain, obtained at the 
reference sensor (R1), from the healthy T-joint and the T-joint embedded with the 
delamination was computed. The result was then factored with the damaged strain 
signature, which was then compared with the healthy strain signature in the usual 
manner. This method works because of the linearity of the system. 
 
The filtered DSTD was then keyed in to the trained neural network. The simulated 
response obtained from the neural network is presented in Table 10.1. Table 10.1 shows a 
comparison of the actual and the predicted delamination size. The normalized prediction 
error is represented as: 
 
100*
Size onDelaminati Max.
Size Predicted-Size Actual
ErrorPercentageNormalized 





=  
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where the maximum length of the delamination is taken as 100 mm. 
 
From the Table it is evident that the average prediction accuracy of the system was found 
to be 99.3%. The SHM system was found to be capable of predicting the size of the 
delamination in all the cases studied, regardless of the loading magnitude.  
 
The network also predicts the location of the delamination (LH, RH, LV, RV, SLB, SLT, 
SRB or SRT) precisely in all the cases hence the percentage error is not tabulated.   
 
Table 10.1: The actual and the predicted damage size and location in a T-joint structure 
subjected to tensile loading, of different magnitudes.  
 
Size of the Delamination 
Load 
Actual Predicted Difference 
Normalized 
Error 
N 
Delamination 
Location 
(Labels Described in 
Figure 10.2) mm mm mm % 
6000 L.H 15 14.8 0.2 0.2 
2500 L.H 19 18.8 0.2 0.2 
3000 R.H 24 23.8 0.2 0.2 
3750 R.H 29 29.6 0.6 0.6 
5000 S.L.B 33 33.5 0.5 0.5 
4500 S.L.B 37 37.9 0.9 0.9 
2750 S.L.T 39 41.4 2.4 2.4 
7000 S.L.T 42 43.9 1.9 1.9 
6500 S.R.T 46 44.8 1.2 1.2 
4750 S.R.T 49 49.1 0.1 0.1 
2500 S.R.B 51 52.1 1.1 1.1 
3250 S.R.B 53 51.4 1.6 1.6 
5750 L.V 64 63.4 0.6 0.6 
5250 L.V 69 68.8 0.2 0.2 
8000 L.V 76 76.5 0.5 0.5 
8500 R.V 85 85.4 0.4 0.4 
9000 R.V 94 94.5 0.5 0.5 
8750 R.V 97 97 0 0 
-8500 R.V 85 85.4 0.4 0.4 
-5000 R.V 85 85.4 0.4 0.4 
   Average Error 0.7% 
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It is evident from the above discussion that the SHM system developed was capable of 
predicting and estimating the damage regardless of the magnitude of the load acting on 
the system. Therefore, the logical next step would be to test its performance when the 
angle at which the load applied is varied. 
 
10.7 Variable Loading Angle and Magnitude 
 
10.7.1 Training Set 
To make the SHM system insensitive to the loading angle and the magnitude of load 
acting on the structure, a few changes had to be made to the training set and also to the 
DRAT protocol. As an initial assumption the network and sensor architecture used in the 
previous case study (SHM insensitive to loading magnitude) was used again. The 
network consisted of 4 layers, the input layer had 8 sensory nodes, three hidden layers 
with 8-7-5 neurons respectively, and the output layer had 8 neurons (Figure 10.4).  
 
The training set used in the previous case study, consisting of filtered damaged strain 
signatures of T-joints embedded with delamination subject to a pull-off load of 5kN at a 
loading angle of 0.55º, was normalized. The maximum absolute strain value for every 
damage strain signature, in the training set, was identified and it was used to normalize 
the corresponding strain signature. This normalized training set was then used to train the 
artificial neural network. 
 
The training algorithm used was resilient back-propagation. The number of iterations was 
set to a maximum of 75,000 and the minimum gradient for early stoppage was set as 1e-9. 
The network was found to converge and the training curve obtained was similar to the 
one in Figure 10.5. 
 
10.7.2 Test Set 
A test set was then created which consisted of T-joints embedded with delaminations of 
sizes which were again not a part of the training set. The magnitude of the load applied 
and the loading angle was also varied for every test model. The strain signatures obtained 
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from these models were entered into the Damage Signature Test Database (DSTD). The 
DRAT algorithm had to be further modified to remove the effect of the loading 
magnitude as well as loading angle.   
 
10.8 DRAT Modification (MDRAT)  
In order to remove the effect of the magnitude and the loading angle the DRAT algorithm 
had to be modified. Firstly, a database of strain signatures (undamaged) obtained from 
healthy T-joints loaded at a constant magnitude of 5kN, and variable loading angles were 
created. These healthy T-joints also consisted of the reference sensor, R3 and R4, located 
corresponding to sensors R1 and R2.  
 
Next, the ratio { })R(Abs)R(Abs(/R 433 +  is calculated for all the cases in the healthy 
database. A polynomial curve fitting was then performed for strains obtained from every 
sensor location, for different loading angles. The polynomial equation is represented as: 
 
k
k10 xa....xaay +++=  
 
where, 
)R(Abs)R(Abs
R
x
43
3
+
=   
 iy ε=  (where ‘i’ indicates the sensor no.) 
 ak = coefficient of the polynomial 
 k = order of the polynomial 
 
A total of ten polynomial equations were created, i.e. for every sensor location. The 
polyfit function in Matlab® was then used to obtain the coefficients of the polynomial 
equations created. These polynomial equations were then used to determine the healthy 
strain signature of a T-joint experiencing an identical loading pattern as the test case (T-
joint embedded with damage). 
 
(10.1) 
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The ratio { })R(Abs)R(Abs(/R 211 +  of the damaged strain signature, from the test case 
under investigation was then computed.  This ratio was then substituted into all the ten 
polynomial equations created, to determine the strain signature of a healthy T-joint 
experiencing an identical loading pattern as the test case.  
 
The ratio of the strain, obtained at the reference sensors R3 & R1, corresponding to the 
healthy structure and the damaged structure was then computed. The result obtained was 
factored with the damaged strain signature. The damaged strain signature was then 
compared with the estimated healthy strain signature, and the unnecessary features were 
removed to obtain a filtered strain signature.  
 
The maximum absolute strain value of the filtered strain signature was identified and it 
was used to normalize the strain signature. The normalized strain signature was then 
inserted into the Damage Signature Test Database (DSTD). This DSTD was then used to 
test the performance of the Artificial Neural Network.  
 
10.8.1 Performance of MDRAT 
A schematic of the modification made to the Damage Relativity Assessment Technique is 
shown in Figure 10.6. Figure 10.7, 10.8 and 10.9 shows the effect of using the Modified 
DRAT (MDRAT) algorithm to filter the damage signatures. Figure 10.7 shows the actual 
damage signature the, DRAT filtered damage signature and the modified DRAT filtered 
damage signature for a T-joint embedded with a 70 mm horizontal delamination, 
subjected to loading at various angles. Figure 10.8 and 10.9 shows the actual strain 
signatures, DRAT filtered damage signature and the MDRAT filtered damage signature 
of T-joints embedded with a 70 mm vertical delamination and a 20 mm delamination 
between the overlaminate and the filler section respectively.  
 
From Figures 10.7, 10.8 and 10.9 it can be seen that the modification made to the pre-
processing algorithm (MDRAT) was reasonably effective in normalizing the strain 
signatures. 
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Figure 10.6: Schematic of the modification made to the DRAT algorithm to remove the 
effect of the load acting on the structure. 
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and consequently used as input data to the ANN for predicting the damage. 
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Figure 10.7: Comparison of the actual vs. the filtered strain signature for a T-joint 
embedded with a horizontal delamination, subjected to different loading angles. 
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Figure 10.8: Comparison of the actual vs. the filtered strain signature for a T-joint 
embedded with a vertical delamination, subjected to different loading angles. 
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Figure 10.9: Comparison of the actual vs. the filtered strain signature for a T-joint 
embedded with an inclined delamination, subjected to different loading angles. 
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10.8.2 Anomalies due to Crack Closure 
Discrepancies were found occur when the T-joint, embedded with a LH, SL or LV 
delamination, was loaded at angles of 45º and 10º CCW to the Y-axis. This was because 
at these angles the compressive nature of the force caused crack closure and hence 
increased the stochastic nature of the data for these two cases. The strain disturbance 
(along the bond-line or surface) obtained due to the presence of a delamination, when 
crack closure occured was also found to be unique. Moreover, it also had a smaller 
magnitude (c & d in Figures 10.7-10.9) than that obtained when the crack tended to open.  
 
10.8.3 ANN Test Results: Using MDRAT  
The filtered DSTD was then used with the trained ANN to test the networks prediction 
and generalization accuracy. Figure 10.10 shows the normalized percentage prediction 
error obtained.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10.10: The percentage prediction error obtained when the trained network was 
used with the processed test set. 
 
It was observed that the network was able to predict the presence and location of damage 
precisely in all the cases tested. Figure 10.10 shows the normalized percentage prediction 
error obtained by the network when predicting the extent of the delamination. It can also 
be seen from Figure 10.10 that the network predicts the extent of horizontal 
delaminations accurately.  
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Figure 10.11: MDRAT filtered strain distribution of T-joints embedded with horizontal, 
vertical and inclined delaminations respectively, subjected to loading at different angles. 
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However, unacceptably large errors were obtained for the vertical damage configurations.  
This can be explained with the help of Figure 10.11. Figure 10.11 shows the Modified-
DRAT filtered strain distribution of T-joints embedded with LH, LV, and SL 
delaminations. From Figure 10.11 (a & b) it is apparent that the strain distribution along 
the RHS overlaminate of a T-joint, embedded with a LV delamination, subjected to 
different loading angles is not normalized as well as the strain distribution along the LHS 
overlaminate. This anomaly leads to a high prediction error in the case of LV 
delamination configuration. A similar sort of trend, with a lower magnitude, was also 
noticed for the SL delamination case. The presence of LV and SL delaminations affects 
not only the LHS strain distribution but also the RHS strain distribution, unlike the LH 
delamination. This effect increases in magnitude when the structure is loaded at an angle, 
which leads to the anomaly discussed.  
 
10.9 Global Neural-Network Architecture for Incorporating Sequential 
Processing of Internal sub Networks 
In order to reduce the prediction errors produced, the training set is divided into two 
equal parts and trained separately by two neural networks. This is then combined into a 
virtual network by using the Global Neural Network Architecture for Incorporating 
Sequential Processing of Internal sub Networks (GNAISPIN). The architecture of the 
networks used is shown in Figure 10.12. 
 
 
Figure 10.12: Architecture of the network used in tandem with the GNAISPIN method. 
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The network as shown in Figure 10.12 consists of two hidden layers with four and three 
neurons respectively, and the output layer consists of four neurons (corresponding to LH, 
SLB, SLT, LV or RH, SRB, SRT, RV damage locations respectively). Tan-sigmoid 
activation function is used in the hidden layers and the log-sigmoid function in the output 
layer. The first network is trained with readings from sensors S1 to S4 (LHS of the 
bulkhead) and the second network is trained with the readings from sensors S5 to S8 
(RHS of the bulkhead). The training set, consisting of strain signatures of T-joints 
embedded with different delamination sizes & configurations and loaded at an angle of 
0.55º CCW to the Y-axis, is filtered using the original DRAT algorithm. The filtered 
training set is then normalized with the maximum absolute strain value of the respective 
strain signatures. The normalized training set is then divided into two parts and used to 
train the two neural networks. 
 
The GNAISPIN algorithm, programmed in MATLAB®, is then used to virtually 
combine the two networks. GNAISPIN on execution creates a front end (graphical user 
interface) which requests the user to enter the structural strains readings obtained from 
the strain gauges. A schematic of GNAISPIN is shown in Figure 10.13. On receiving all 
the strain values from the damage signature test set (created earlier); GNAISPIN 
sequentially calls upon one sub-network at a time and checks for delaminations.  
 
 
Figure 10.13: Schematic of the GNAISPIN incorporating the Modified-DRAT algorithm. 
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Once all the sub-networks are invoked, through a complete cycle, the result i.e. the 
location of the delamination and its size are displayed. GNAISPIN also incorporates the 
modified-DRAT pre-processing protocol developed earlier. The prediction result 
obtained on using the GNAISPIN technique is presented in Table 10.2. 
 
Table 10.2: Comparison of the actual and network predicted size and location of 
delaminations embedded in T-joints, subjected to loading at various angles. 
 
Location of the Delamination Size of the Delamination 
Load 
Load 
Angle Actual  Predicted  Actual Predicted Diff 
Normalized 
Error 
N Deg   mm mm mm % 
5500 240 L.H L.H 40 39.7 0.3 0.3 
5000 320 L.H L.H 55 55.5 -0.5 0.5 
3500 300 L.H L.H 65 64.5 0.5 0.5 
3000 270 L.H L.H 75 76.5 -1.5 1.5 
        
4000 245 L.V L.V 30 46.1 -16.1 16.1 
7000 230 L.V L.V 45 51.7 -6.7 6.7 
5000 320 L.V L.V 60 56.5 3.5 3.5 
2500 300 L.V L.V 75 62 13 13 
        
4000 300 S.L S.L 30 40.4 -10.4 10.4 
6000 350 S.L S.L 35 42.4 -7.4 7.4 
4000 75 S.R S.R 25 36.1 -11.1 11.1 
3000 150 S.R S.R 30 46.7 -16.7 16.7 
        
4500 2 R.V R.V 60 61.4 -1.4 1.4 
6000 40 R.V R.V 70 75.5 -5.5 5.5 
5000 45 R.V R.V 80 85 -5 5 
2500 10 R.V R.V 90 92.9 -2.9 2.9 
        
3000 130 R.H R.H 20 16 4 4 
4500 45 R.H R.H 50 47.7 2.3 2.3 
5000 10 R.H R.H 60 59 1 1 
6500 0 R.H R.H 75 75.1 -0.1 0.1 
     Average Error 5.50% 
 
From Table 10.2 it is evident that on using two separate networks, by the GNAISPIN 
technique, to train and test the networks, produces much better results than the single 
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network case. The network locates the delamination accurately in all the cases shown in 
Table 10.2. The average damage size prediction accuracy was also found to be 94.5%. 
The improvement as a consequence of using GNAISPIN has resulted in an accuracy 
augmentation by up to 82.8%. This is by comparing the RV case for the 80 mm 
delamination in Figures 10.14(a) & 10.14(b). Hence, it can be concluded that the 
modification made to DRAT in tandem with the GNAISPIN technique enhances the 
generalization ability of the artificial neural network. Moreover, they also make the 
structural health monitoring system independent of the loading magnitude and loading 
angle acting on the structure.  
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 10.14: Network results obtained (a) without using GNAISPIN (b) using 
GNAISPIN 
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The results obtained on testing the network with and without the GNAISPIN technique is 
shown graphically in Figure 10.14.   
 
The final step was to test and if necessary improve the performance of the structural 
health monitoring system in multiple damage scenarios. 
 
10.10 Multiple Damage Configuration Detection 
Since the structural health monitoring system developed proved to be accurate in 
predicting the location and extent of delamination in a T-joint, regardless of the 
magnitude and angle of the load acting on the structure, the final step was to test the 
performance of the SHM system in multiple damage scenarios. 
 
The presence of a delamination in the T-joint structure not only affects the strain 
distribution above the delamination, but also the strain distribution in the vicinity of the 
delamination (Discussed in Chapter 7). From Figure 10.15 it is clear that presence of a 70 
mm LHS horizontal delamination affects the horizontal region of the overlaminate above 
the delamination, the inclined region of the overlaminate, and also causes minor 
disturbances in the RHS overlaminate region. A similar trend is also observed for the 
other delamination configurations. 
 
Due to this occurrence the number of sensors had to be increased and the location of the 
sensors also had to be modified, for the SHM system to be able to detect and locate the 
multiple delaminations embedded in the structure. A total of 11 different multiple 
damage configurations were tested and it was determined that, twelve sensors (plus two 
reference sensors) were sufficient to predict the presence, location and extent of the 
delaminations. 
 
These sensors were positioned in such a way that it picked up the strain disturbance in the 
same plane as the delamination only. The position of the 12 sensors and the two reference 
sensors are shown in Figure 10.16 
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Figure 10.15: Strain disturbance caused by delaminations embedded in a T-joint 
subjected to loading at various angles. 
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Figure 10.16: Sensor configuration for detecting multiple delaminations. 
 
In order to detect multiple delaminations the network architecture had to be modified. 
Four networks were used, which were then combined together using the GNAISPIN 
technique to form a global network. The networks consisted of four layers, three hidden 
layers with 3, 4 and 2 neurons respectively and the output layer with 1 neuron. The 
training algorithm used was the resilient back-propagation algorithm. The activation 
function used for the first and the second layer was tan-sigmoid, and log-sigmoid 
activation function was used for the third layer and the output layer.  
 
The normalized training set, previously created, consisting of strain signatures of T-joints 
embedded with delaminations at various positions and subjected to a load of 5kN at 0.55º 
CCW to the Y-axis, was divided into four parts and were used to train the respective 
networks. A separate test set was then modelled which consisted of multiple 
delaminations embedded in the T-joint, subjected to loading at different magnitudes and 
also a few at different loading angles. The strain signatures obtained from these models 
were stored in the damage signature test database. The multiple delamination 
configurations studied are shown in Figure 10.17.  
Reference Sensor 
Sensors for detecting L.H.S 
Vertical (LV) Delamination 
Sensors for detecting R.H.S 
Vertical (RV) Delamination 
Sensors for detecting L.H.S 
Horizontal (LH) Delamination 
Sensors for detecting R.H.S 
Horizontal (RH) Delamination 
 247 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10.17(a-k): Multiple damage configurations modelled for the test set. 
 
(a) LH-RH (b) LV-RV (c) LH-LV 
(d) LH-RV (e) LV-RH (f) RV-RH 
(g) LH-LV-RH (h) LH-RV-RH (i) LH-LV-RV 
(j) LV-RV-RH (k) LH-LV-RV-RH 
RH Delamination LH Delamination 
LV Delamination RV Delamination 
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The strain signatures obtained from the DSTD were then filtered and normalized by using 
the Modified-DRAT and the GNAISPIN techniques. The result obtained is presented in 
Table 10.3. Table 10.3 shows the actual vs. network predicted size and locations of 
multiple delaminations embedded in T-joints, subjected to loading at various magnitudes. 
 
Table 10.3: Comparison of the actual and network predicted size and location of multiple 
delaminations embedded in T-joints, subjected to different loading magnitudes. 
 
A - Actual Delamination                     P- Predicted Delamination                     N.E - Normalized Error % 
LH Delamination LV Delamination RV Delamination RH Delamination 
Load 
A P N.E A P N.E A P N.E A P N.E 
Crack 
Configuration 
N mm mm % mm mm % mm mm % mm mm % 
5000 70 72.1 2.1       30 35.9 5.9 
LH-RH 
5000 25 23.6 1.4       65 63.7 1.3 
3500    100 109.1 9.1 100 117.1 17.1    
LV-RV 
5900    15 15.2 0.2 100 103.7 3.7    
6000 70 72.6 2.6 100 106.9 6.9       
LH-LV 
7000 30 30.5 0.5 60 56.2 3.8       
6000 35 38.8 3.8    75 80.1 5.1    
LH-RV 
7500 25 22.6 2.4    60 64.6 4.6    
8000    100 107.5 7.5    80 72.3 7.7 
LV-RH 
5300    75 79.3 4.3    25 24.8 0.2 
5000       60 67 7 31 39.1 8.1 
RV-RH 
5000       100 108.9 8.9 26 26.2 0.2 
4520 35 42.8 7.8 100 107.7 7.7    25 24.7 0.3 
LH-LV-RH 
5560 55 59.6 4.6 20 21.4 1.4    63 59.8 3.2 
6750 24 23.2 0.8    50 60.4 10.4 55 52.9 2.1 
LH-RV-RH 
5550 58 61.6 3.6    15 19.5 4.5 58 55.6 2.4 
5950 70 74.1 4.1 100 104 4 100 110 10    
LH-LV-RV 
5000 63 66.3 3.3 95 105.9 11 90 112.2 22.2    
4000    90 105.5 16 90 107.5 17.5 58 55.7 2.3 
LV-RV-RH 
3250    35 31.3 3.7 40 47.8 7.8 60 57.6 2.4 
5000 67 73.8 6.8 25 24.1 0.9 35 23.4 11.6 55 51.8 3.2 
LH-LV-RV-RH 
6500 15 23.1 8.1 30 33.6 3.6 40 46.4 6.4 24 22.8 1.2 
              
LH-LV / 325º 5500 40 44.7 4.7 50 42.2 7.8       
LV-RH / 350º 6000    75 44.7 30    25 32.5 7.5 
RV-RH / 90º 3000       40 44.5 4.5 40 40 0 
RV-RH / 45º 3250       30 13.5 16.5 60 60 0 
        Average Error 5.9% 
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The normalized prediction error in the table is represented as: 
 
100*
Size onDelaminati Max.
Size Predicted-Size Actual
ErrorPercentageNormalized 





=  
 
where the maximum length of the delamination is taken as 100 mm. 
 
It is evident from Table 10.3 that the SHM system developed, detected the presence of 
the delaminations precisely in all the test cases and also predicted the size of these 
delaminations with an average accuracy of 94.1%. However, a few test cases were 
noticed with prediction errors above 10%, this is due to excessive influence of the strain 
disturbance of one delamination over another in the damage signature. It was also noticed 
that the network failed to predict the delaminations, when the delamination tended to 
close due to the loading angle. This error was due to the fact that the training set 
consisted of strain signatures obtained from T-joints, embedded with delaminations, 
subjected to a load (5kN) at an angle of 0.55º CCW to the Y-axis which tended to open 
the delamination in all the damage configurations.  
 
From the above study it can thus be concluded that the SHM system developed consisting 
of the modified-DRAT, GNAISPIN and the Artificial Neural Networks has proved to 
capable of detecting the presence, predicting the location and extent of multiple 
delaminations in the T-joint structure, regardless of the magnitude of the load applied and 
the loading angle. 
 
10.11 Comparison of Neural Network and Outlier based Damage Detection  
This study compares the Structural Health Monitoring (SHM) system developed, using 
Artificial Neural Networks, with an alternate SHM technique using Statistical-Outlier 
Analysis. However, both the techniques discussed use strain signatures, obtained from the 
surface of the T-joint structure, as damage features to facilitate damage detection and 
classification. The Real-Time SHM technique developed using Artificial Neural 
Networks (ANN) and the Modified-Damage Relativity Assessment Technique (MDRAT) 
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and the Global Neural-Network Architecture for Incorporating Sequential Processing of 
Internal sub Networks (GNAISPIN).  
 
Numerous Finite Element models of T-joints were created, embedded with delaminations 
(single and multiple), to test efficiencies of the Neural Network technique and the Outlier 
Analysis technique. The results obtained are discussed in this section. 
 
10.11.1 Outlier Analysis Technique – Method II 
This technique is a model-independent technique. It effectively checks if the measured 
strain reading lies within the expected normal range of a health structure. Unlike the 
neural network technique, it does not take into consideration the amount by which the 
strain deviates from the normal value. Li et al. (2006) developed a novel technique for 
damage diagnosis. The technique Li developed uses statistical tools to determine the 
presence of the delamination. The size and location of the delamination are determined 
by knowing the absolute spatial position of the sensors. The accuracy with which the size 
of the damage is predicted depends on the spacing between the sensors (interrogation 
points). This technique uses 12 sensors on each side of the structure (LH, RH, LV, RV), 
hence a total of 48 sensors.   
 
10.11.2 Data Normalization 
In order to remove the effect of loading, Li et al. (2006) proposed a method based on the 
finite difference approach. The strain measurements at each location are normalized by 
dividing by the incremental change in dimension between the current and successive 
interrogation locations. This is shown mathematically in Equation 10.2. 
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Li also introduced a residual function, which is defined as follows: 
 
xx
xx
x
x
ii
i
i
R
∆∆
−+
+
=
1
)(
1
2
εε
ε
                                                     (10.4) 
 
where ii xxx −+=∆ 1  is the distance between the sensors. It is clear from above, that 
measurements from the last data node at nx  are used to determine the normality of the 
preceding location ( 1−nx ), hence the normality of the last node itself cannot be assessed. 
Moreover, the accurate assessment of the second last data node relies on the provision 
that the last data node is itself normal under all conditions.  Upon normalization, the 
strain measurements can be statistically analysed to determine their normality. The 
training data for this statistical method is obtained from undamaged T-joint FE models. 
 
10.11.3 Damage Detection 
The residual at each point of interrogation is treated as a univariate statistical variable. 
Comparison of the measured strain against the range of known healthy values and 
thereby detecting anomalies is the basic principle of the outlier analysis. Li (2006) used a 
criteria based on quartiles to detect damage. A data point was considered to be an outlier 
if it fell outside the region 1.5 times the inter-quartile range beyond the upper (UQR) or 
lower quartile (LQR) of the data set.  
 
This is shown mathematically in Equation 10.5. 
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 > UQR + 1.5(UQR -LQR) 
or is an outlier if 
 
(10.5) 
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10.11.4 Methodology 
10.11.4.1 ANN Technique 
Finite Element models of T-joints were modelled with delaminations of varying sizes and 
locations. The models were constructed using MSC.PATRAN™ and analysed using 
MSC.NASTRAN. A T-joint with 700 mm length, 420 mm height and 50 mm depth was 
considered. The FE models were constructed with 2-D shell elements. Orthotropic 
elements were used to model the base, bulkhead and overlaminates whereas isotropic 
elements were used for the filler. Simply supported boundary conditions were applied at 
two nodal points. The T-joints were then subject to a pull-off load of 5kN. The strain 
(longitudinal) outputs obtained for a 12 sensor configuration (plus two reference sensors), 
where sensors were placed on the surface, were stored in a Damage Signature Database. 
This DSD was then pre-processed using the DRAT (Kesavan et al., 2005), and used as a 
training set for the network. This training set was then divided into four parts, 
corresponding to the damage locations (LH, RH, LV, and RV), and each part, after 
normalization, was used to train a separate four layer network. Each of these networks 
were trained and optimised using the 3-fold cross validation technique. The optimised 
network consisted of 3, 4, 2 neurons in the hidden layers and 1 neuron in the output layer. 
Tan-Sigmoid was the function used for the first two layers and Log-Sigmoid for the last 
two. Resilient back-propagation was used as the training algorithm. The performance 
function used was mean square error. The Global Neural-Network Architecture 
Incorporating Sequential Processing of Internal sub Networks was then used to virtually 
combine all the sub-networks into one global network. The function of the program was 
to accept the input strain reading, invoke the Modified-DRAT protocol and the trained 
ANNs (to process the strain value), and if damage was detected display the number of 
delaminations, the location and size of each. 
 
10.11.4.2 Outlier Analysis Technique  
Finite Element models of T-joints without damage were modelled in a similar manner as 
the ones created for training the ANN. This model was used to train the statistical engine. 
Load was applied to the bulk head. Longitudinal strain at 48 points (11 sensors and 1 
reference sensor per damage position) along the surface of the structure was taken. The 
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magnitude of the load and the angle of application of the load were also varied and the 
strain readings were taken. These strains were then normalized and the upper and lower 
quartiles for every sensor location were calculated. These lower and upper quartile values 
were used to identify outliers using Equation 10.5. 
  
10.11.5 Testing 
Two separate Test Sets were created. “Test Set A” consisted of strain signatures of T-
joints modelled with single delamination. The size of delamination (sizes which were not 
a part of the ANN training set were used) was varied for every model in the test set.  
“Test Set B” consisted of strain signatures of T-joints modelled with multiple 
delaminations (up to 4). The number of delaminations, its size and location was also 
varied in this set. The magnitude of load applied to the models in the test sets was also a 
variable.  The artificial neural network technique and the outlier analysis technique were 
used to analyse Test Sets A and B to predict the presence, the size and the location of the 
delamination. 
 
10.11.6 Results and Discussion 
The results obtained on analysing “Test Set A” using the ANN and the outlier technique 
is shown in Figure 10.18. Figure 10.18 shows the actual size and the predicted size of the 
delamination using both techniques. It is evident from the figure that both techniques are 
able to predict the presence of the delamination accurately. However, the ANN technique 
proves to be much more accurate than the Outlier technique in predicting the size of the 
delamination. The results obtained on analysing “Test Set B” using ANN technique and 
the Outlier analysis technique is shown in Figure 10.19. Test Set B, as discussed earlier, 
consists of T-joint models embedded with multiple delaminations. Figure 10.19 shows 
the actual and predicted sizes of the delamination, in two FE models, using both the 
techniques discussed. In each of the models delaminations are located in the LH, RH, LV, 
and RV positions. It is clear from this Figure that both the techniques were able to 
identify the presence of the delamination precisely. However, as far as predicting the 
damage size is concerned, the ANN technique proved to be superior to the Outlier 
technique. 
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Figure 10.18: Comparison of actual and predicted crack sizes embedded in T-joints (with 
one delamination), using ANN technique and the Outlier analysis technique. 
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Figure 10.19: Comparison of actual and predicted crack sizes embedded in T-joints with 
multiple delaminations, using ANN technique and the Outlier analysis technique. 
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In Figures 10.18 and 10.19, actual damage location and predicted damage location are not 
compared as they are predicted precisely by both the ANN and the Outlier analysis 
technique. It is also apparent from Figures 10.18 and 10.19 that the ANN technique 
predicts the extent of the delamination well, regardless of the number of delaminations 
embedded in the T-joint and also regardless of the load applied to the structure. However, 
the outlier analysis technique appears to overestimate the size of the damage drastically, 
in most cases. 
 
10.12 Summary and Discussion 
A stress analysis was conducted on the T-joint models (which were verified with the 
experiments). Critical damage zones were identified and the T-joints were modelled with 
delaminations embedded at these zones. A training set was then modelled, with the T-
joint embedded with delaminations of different sizes and configurations, keeping the 
loading magnitude (5kN) and the loading angle (0.55º CCW to the Y-axis) a constant. 
 
A separate test set was constructed which consisted of T-joints, subjected to variable 
loading magnitude, embedded with delaminations of size which not a part of the training 
set. It was determined that 8 sensors (with two reference sensors), placed on the surface 
of the structure used along with DRAT and the ANN were sufficient to detect the 
presence, predict the location and extent of the damage in all the damage configurations 
considered, regardless of the loading magnitude. 
 
Another test set was then modelled which consisted of T-joints, subjected to variable 
loading magnitude and loading angle, embedded again with delaminations which were 
not a part of the training set. It was determined that on using the Modified-DRAT and the 
GNAISPIN technique in tandem with the ANN, 8 sensors again proved sufficient to 
predict damage with an average accuracy of 94.5%. 
 
A third and final test set was then created to test the performance of the structural health 
monitoring system in multiple damage scenarios. The test set consisted of T-joints, 
subjected to variable loading magnitudes and variable loading angles, embedded with 
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multiple delaminations of various sizes and damage configurations. The modified-DRAT 
and the GNAISPIN technique was used with the trained neural network to detect the 
number of delaminations, their location and extent of the delaminations. Twelve sensors 
(plus two reference sensors) were used to predict the damage. The SHM system 
developed was found to capable of predicting multiple delaminations, regardless of the 
loading magnitude and loading angle, with an average accuracy of 94.1%.  
 
It was also noticed that the network failed to predict the delaminations, when crack 
closure occurred due to the loading angle. This error was due to the fact that the training 
set consisted of strain signatures obtained from T-joints, embedded with delaminations, 
subjected to a load (5kN) at an angle of 0.55º CCW to the Y-axis which tended to open 
the delamination in all the damage configurations. Hence, this error could be avoided by 
training the network with strain signatures of T-joints, loaded at an angle which causes 
crack closure. 
 
The study conducted also shows that the Artificial Neural Network (ANN) Technique or 
the Outlier Analysis Technique can form efficient tools in detecting the presence, and 
location of damage in a structure. They can also be used effectively in predicting the 
presence of delaminations in multiple-damage scenarios. However, ANN’s seem to 
predict the size of the delamination much better than the outlier technique. 
 
Moreover, the ANN technique requires only 12 sensors (plus two reference sensors) to 
detect the presence of multiple delaminations whereas the outlier technique requires 48 
sensors to detect the presence of single or multiple delaminations. In actual large scale 
structures, localized placement of sensors around known critical zones is preferred over 
embedding the sensors throughout the structure. Therefore, it would be more practical to 
use the ANN-based Structural Health Monitoring system developed in this scenario. 
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Chapter 11 
Conclusion 
 
11.1 Overview  
The main aim of this research study was to develop a real-time Structural Health 
Monitoring (SHM) system which was capable of detecting the presence of delamination 
damage in any composite structure, predict its location and also estimate the extent of the 
damage. The subsections below describe how the aims of this research were largely 
achieved. 
 
11.2 Optimised Artificial Neural Networks 
A comprehensive study was conducted on the various types of Artificial Neural Networks 
(ANN) and training algorithms. The ANN played a key role in the SHM system 
developed. This was mainly because of its ability to establish mapping relationships 
between measurable features of structural damage and their physical parameters. 
 
Of the various types of networks, the Feed Forward Back-Propagation neural network 
used along with either the Resilient Back-Propagation training algorithm or the Scaled 
Conjugate Gradient training algorithm appeared to produce the best results for the 
solution domain investigated in this study. An optimisation method called the 3-Fold 
Cross Validation Technique was utilized to choose the number of neurons in the hidden 
layers. 
 
11.3 Preliminary Test Outcomes 
Two structures were used to test the performance of the SHM system: a composite beam 
and a composite T-joint (used in maritime structure). Finite element models of these 
structures were constructed using MSC.PATRAN™ and they were analysed using 
MSC.NASTRAN. 
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Strain and stress analysis were conducted on both these structures and probable damage 
zones were identified. The beam and the T-joint models were then embedded with 
delaminations, in the critical zones, and subjected to loading. 
 
On analysing the strain distribution of the structures it was noticed that the presence of a 
delamination, along the bond-line of the structure, causes a strain disturbance both in the 
bond-line and on the surface strain distribution. This perturbation was found to be more 
prominent along the bond-line than on the surface of the structure. The magnitude of the 
strain distribution was also found to increase as the size of the delamination increased. 
This phenomenon was then used a damage parameter to estimate damage. 
 
PATRAN Command Language (PCL) programs were then written to automatically create 
beam and T-joint models with horizontal delaminations embedded in them, with strain 
tensor as the output parameter. The outputs from these models were stored into a Damage 
Signature Database (DSD). The DSD was then used as the training set for the neural 
network. This study enabled the conception, design and implementation of the DRAT 
technique described below. 
 
11.4 Damage Relativity Assessment Technique (DRAT) 
A pre-processing tool- the Damage Relativity Assessment Technique (DRAT), was 
developed to pre-process the strain signatures, stored in the DSD, before training the 
network. The filtered DSD was used to train a four layer neural network. A separate test 
set, which was not a part of the training set, was then created to test the generalization 
performance of the trained network 
 
It was determined that on using the Structural Health Monitoring system developed 
(consisting of the ANN and the DRAT), 11 sensors placed on the surface of the T-joint 
structure were sufficient to determine the presence, predict the location (along the bond-
line) and estimate the extent of an horizontal delamination with an average prediction 
accuracy of 99.7%. 
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11.5 T-joint Manufacture 
Glass Fibre Reinforced Polymer T-joints were manufactured using the Vacuum Bag 
Resin Infusion (VBRI) technique and the Hand Lay-up technique. Artificial 
delaminations (Teflon impregnated glass film) were also embedded at various 
configurations. It was noticed that using the VBRI technique a consistent production 
quality could be achieved with a high fibre-volume ratio. Moreover, no volatile 
substances were emitted as the structures were sealed against the atmosphere. 
 
However, the finish obtained on using the Hand Lay-up technique, for laying up the 
overlaminates, depends on the skill of the operator. Moreover, low-fibre volume ratio is 
obtained using this technique and volatile substances are also emitted as the structure is 
not enclosed. 
 
The specimens manufactured were then attached with strain gauges at critical points and 
the structure was loaded, to 5kN (in steps of 500N) and then to failure, in a MTS load 
frame.  The strain readings obtained were then used to validate the finite element models 
created.  
 
Excellent corroboration between the computational and experimental results was 
obtained, for all the damage configurations studied. This facilitated and supported the use 
of finite element models in the study.  
 
11.6 MDRAT and GNAISPIN Development 
A training set consisting of the strain signatures of the T-joints, subjected to a constant 
loading magnitude and loading angle, embedded with delaminations at all the critical 
locations was created with the help a PCL program. Three test sets were also created: 
1. Varying the magnitude of loading 
2. Varying the angle of loading and the loading magnitude 
3. Varying the angle of loading, loading magnitude and embedded with multiple 
delaminations. 
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However, in all the test cases the size of the delamination differed from those used in the 
training set. 
 
The DRAT had to be modified in order to remove the effect of the load acting on the T-
joint structure. Another program, Global Neural-Network Architecture for Incorporating 
Sequential Processing of Internal sub Networks, was also written  to virtually combine 
multiple ANNs and enhance the performance of the SHM system when detecting 
delaminations in structures experiencing variable loading angles or for detecting multiple 
delaminations embedded in composite structures.  
 
11.7 The Universal ANN Incorporating MDRAT and GNAISPIN 
It was determined that on using the Modified DRAT, GNAISPIN and the Artificial 
Neural Networks, eight sensors (plus two reference sensors) were sufficient to detect the 
presence of delaminations, predict its location and extent with an average accuracy of 
94.5%, regardless of the loading magnitude and loading angle. However, twelve sensors 
(plus two reference sensors) were needed to achieve an average accuracy of 94.1% in 
multiple damage scenarios. 
 
From the research study conducted it can be concluded that regardless of the complexity 
of the structure, the SHM system developed is capable of detecting the presence of 
delamination-damage, predicting the location of the damage and estimating the extent of 
the damage, regardless of the loading magnitude and the loading angle of the structure 
and the number of delaminations present in the structure. 
 
It is also evident from the above study that the modified-DRAT protocol and the 
GNAISPIN technique, provides a level of robustness which obviates the need to use 
numerous sensors for adequate SHM. This thus increases the prospects of deploying such 
an embedded Intelligence system in real-world structures since it will be able to augment 
the information received from a finite and manageable array of structural sensors. 
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11.8 Future Work  
1. In this research study strain based SHM monitoring was conducted, the technique 
developed could be extended to analyse transient vibration or induced vibrations 
on structures to determine damage. However, damage detection based on 
vibration response tends to be difficult due to the complexities involved in 
creating an accurate numerical model. 
 
2. All the work conducted in this research was based on 2-dimensional numerical 
models and specimens. Although it is possible to extend this technique for a 3-
dimensional structure by having a set of parallel sensor configurations, further 
work will be needed to confirm his proposition. 
 
3. Another important aspect that could be looked into is assessing the criticality 
prognosis of the damage and hence predicting the remaining life of the structure. 
This will involve the tie up of the ANN predictions to Fracture Mechanics based 
analytical work.  
 
4. This work could also lend itself to self-correction actuation systems through a 
standard feed back control routine. This can incorporate other actuation systems 
such as piezoelectric actuators to actively cancel offending vibration amplitudes. 
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Appendix A - Network Prediction Results Tabulated - Beam Case 
 
Table 1: Comparison of Actual and ANN Predicted delamination locations using the 
actual strain signatures of a composite beam, embedded with a 50 mm delamination, 
loaded centrally, and having 23 interrogation points along the bond-line. 
 
Actual Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 36.6 0.4 0.07 
87 86.9 0.1 0.02 
113 112.6 0.4 0.07 
173 170.9 2.1 0.35 
222 222.7 -0.7 0.12 
273 374.3 -101.3 16.9 
322 323.3 -1.3 0.22 
381 380.1 0.9 0.15 
429 429.9 -0.9 0.15 
471 472.2 -1.2 0.2 
  Average Error 1.83 % 
 
 
Table 2: Comparison of Actual and ANN Predicted delamination locations using the 
absolute strain signatures of a composite beam, embedded with a 50 mm delamination, 
loaded centrally, and having 23 interrogation points along the bond-line. 
Absolute Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 36.3 0.7 0.12 
87 86.8 0.2 0.03 
113 112.8 0.2 0.03 
173 137.5 35.5 5.92 
222 211.8 10.2 1.7 
273 262.5 10.5 1.75 
322 317.8 4.2 0.7 
381 380.9 0.1 0.02 
429 430 -1 0.17 
471 470.8 0.2 0.03 
  Average Error 1.05 % 
Tables 1 & 2 correspond to Figures 6.21 & 6.23  
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Table 3: Comparison of Actual and ANN Predicted delamination locations using the 
actual strain signatures of a composite beam, embedded with a 75 mm delamination, 
loaded centrally, and having 23 interrogation points along the bond-line. 
 
Actual Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
33 33.81 -0.81 0.14 
77 76.1 0.9 0.15 
117 117.7 -0.7 0.12 
158 152.5 5.5 0.92 
229 229.4 -0.4 0.07 
261 261.7 -0.7 0.12 
314 313.8 0.2 0.03 
363 363.1 -0.1 0.02 
496 497.8 -1.8 0.3 
513 516.4 -3.4 0.56 
  Average Error 0.24 % 
 
 
Table 4: Comparison of Actual and ANN Predicted delamination locations using the 
absolute strain signatures of a composite beam, embedded with a 75 mm delamination, 
loaded centrally, and having 23 interrogation points along the bond-line. 
 
Absolute Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
33 33.1 -0.1 0.02 
77 63.9 13.1 2.18 
117 117.2 -0.2 0.03 
158 156.8 1.2 0.02 
229 231.1 -2.1 0.35 
261 261.6 -0.6 0.1 
314 313.9 0.1 0.02 
363 363.2 -0.2 0.03 
496 495.5 0.5 0.08 
513 509 4 0.67 
  Average Error 0.35 % 
 
Tables 3 & 4 correspond to Figures 6.27 & 6.28  
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Table 5: Comparison of Actual and ANN Predicted delamination locations using the 
actual strain signatures of a composite beam, embedded with a 100 mm delamination, 
loaded centrally, and having 23 interrogation points along the bond-line. 
 
Actual Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 36.6 0.4 0.07 
87 86.9 0.1 0.02 
113 112.7 0.3 0.05 
173 170 3 0.5 
222 221.6 0.4 0.07 
273 274.1 -1.1 0.18 
322 322.5 -0.5 0.08 
381 380.8 0.2 0.03 
430 430 0 0 
471 472 -1 0.17 
  Average Error 0.12 % 
 
 
Table 6: Comparison of Actual and ANN Predicted delamination locations using the 
absolute strain signatures of a composite beam, embedded with a 100 mm delamination, 
loaded centrally, and having 23 interrogation points along the bond-line. 
 
Absolute Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 36.6 0.4 0.07 
87 86.9 0.1 0.02 
113 113 0 0 
173 152.7 20.3 3.38 
222 220.8 1.2 0.2 
273 271.1 1.9 0.32 
322 327.3 -5.3 0.88 
381 380.6 0.4 0.07 
430 430 0 0 
471 472.3 -1.3 0.22 
  Average Error 0.52 % 
Tables 5 & 6 correspond to Figures 6.29 & 6.30  
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Table 7: Comparison of Actual and ANN Predicted delamination locations using the 
actual strain signatures of a composite beam, embedded with a 50 mm delamination, 
loaded centrally, and having 12 interrogation points along the bond-line. 
 
Actual Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 39 -2 0.33 
87 88.3 -1.3 0.22 
113 112.7 0.3 0.05 
173 168.9 4.1 0.68 
222 221.9 0.1 0.02 
273 27.4 245.6 40.9 
322 284.9 37.1 6.2 
381 381.6 -0.6 0.1 
429 430 -1 0.17 
471 461.4 9.6 1.6 
  Average Error 5.03 % 
 
 
 
Table 8: Comparison of Actual and ANN Predicted delamination locations using the 
absolute strain signatures of a composite beam, embedded with a 50 mm delamination, 
loaded centrally, and having 12 interrogation points along the bond-line. 
 
Absolute Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 37.8 -0.8 0.13 
87 83.6 3.4 0.57 
113 121.4 -8.4 1.4 
173 231.6 -58.6 9.77 
222 217.5 4.5 0.75 
273 200.9 72.1 12.01 
322 315.4 6.6 1.1 
381 401.2 -20.2 3.37 
429 430 -1 0.17 
471 467.6 3.4 0.57 
  Average Error 2.99 % 
 
Tables 7 & 8 correspond to Figures 6.31 & 6.32  
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Table 9: Comparison of Actual and ANN Predicted delamination locations using the 
actual strain signatures of a composite beam, embedded with a 75 mm delamination, 
loaded centrally, and having 12 interrogation points along the bond-line. 
 
Actual Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
77 159.7 -82.7 13.78 
117 117.5 -0.5 0.08 
158 153.4 4.6 0.77 
229 231.2 -2.2 0.37 
261 259.9 1.1 0.18 
314 314.5 -0.5 0.08 
363 359.1 3.9 0.65 
496 537.3 -41.3 6.89 
507 502.9 4.1 0.68 
513 513.1 -0.1 0.02 
  Average Error 2.35 % 
 
 
Table 10: Comparison of Actual and ANN Predicted delamination locations using the 
absolute strain signatures of a composite beam, embedded with a 75 mm delamination, 
loaded centrally, and having 12 interrogation points along the bond-line. 
 
Absolute Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
77 110.2 -33.2 5.53 
117 114.9 2.1 0.35 
158 145.5 12.5 2.08 
229 232.6 -3.6 6 
261 259.4 1.6 0.27 
314 313.8 0.2 0.03 
363 363.9 -0.9 0.15 
496 452.5 43.5 7.25 
507 506.6 0.4 0.07 
513 513.2 -0.2 0.03 
  Average Error 2.18 % 
Tables 9 & 10 correspond to Figures 6.33 & 6.34  
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Table 11: Comparison of Actual and ANN Predicted delamination locations using the 
actual strain signatures of a composite beam, embedded with a 100 mm delamination, 
loaded centrally, and having 12 interrogation points along the bond-line. 
 
Actual Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 37.1 -0.1 0.02 
87 86.9 0.1 0.02 
113 113.2 -0.2 0.03 
173 152.9 20.1 3.35 
222 223.1 -1.1 0.18 
273 286.2 -13.2 2.2 
322 322.4 -0.4 0.07 
381 381 0 0 
430 430 0 0 
471 471.2 -0.2 0.03 
  Average Error 0.59 % 
 
 
Table 12: Comparison of Actual and ANN Predicted delamination locations using the 
absolute strain signatures of a composite beam, embedded with a 100 mm delamination, 
loaded centrally, and having 12 interrogation points along the bond-line. 
 
Absolute Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 37.1 -0.1 0.02 
87 86.7 0.3 0.05 
113 113.3 -0.3 0.05 
173 166.2 6.8 1.13 
222 218.62 3.38 0.56 
273 235.5 37.5 6.25 
322 316.1 5.9 0.98 
381 380.9 0.1 0.02 
430 430 0 0 
471 471.9 -0.9 0.15 
  Average Error 0.92 % 
 
 
Tables 11 & 12 correspond to Figures 6.37 & 6.38 
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Table 13: Comparison of Actual and ANN Predicted delamination locations using the 
filtered surface strain signatures of a composite beam, embedded with a 50 mm 
delamination, loaded centrally, and having 23 interrogation points on the surface. 
 
Filtered Surface Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 36.2 0.8 0.13 
87 86.2 0.8 0.13 
113 111.5 1.5 0.25 
173 174.4 -1.4 0.23 
222 221.7 0.3 0.05 
273 617.6 -344.6 57.4 
322 322 0 0 
381 381.2 -0.2 0.03 
429 429.6 -0.6 0.1 
471 471.3 -0.3 0.05 
  Average Error 5.84 % 
 
 
Table 14: Comparison of Actual and ANN Predicted delamination locations using the 
absolute filtered surface strain signatures of a composite beam, embedded with a 50 mm 
delamination, loaded centrally, and having 23 interrogation points on the surface. 
 
Absolute Filtered Surface Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 36.1 0.9 0.15 
87 86.8 0.2 0.03 
113 112.9 0.1 0.02 
173 173.3 -0.3 0.05 
222 221.6 0.4 0.07 
273 34.21 238.79 39.8 
322 323.8 -1.8 0.3 
381 380.6 0.4 0.07 
429 429.7 -0.7 0.12 
471 470.7 0.3 0.05 
  Average Error 4.07 % 
 
Tables 13 & 14 correspond to Figures 6.49 & 6.50 
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Table 15: Comparison of Actual and ANN Predicted delamination locations using the 
filtered surface strain signatures of a composite beam, embedded with a 75 mm 
delamination, loaded centrally, and having 23 interrogation points on the surface. 
 
Filtered Surface Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
77 76.8 0.2 0.03 
117 116.9 0.1 0.02 
158 157.9 0.1 0.02 
229 228.7 0.3 0.05 
261 261.1 -0.1 0.02 
314 322.5 -8.5 1.42 
363 361.1 1.9 0.32 
412 411.9 0.1 0.02 
496 496.1 -0.1 0.02 
507 507.2 -0.2 0.03 
  Average Error 0.20 % 
 
 
Table 16: Comparison of Actual and ANN Predicted delamination locations using the 
absolute filtered surface strain signatures of a composite beam, embedded with a 75 mm 
delamination, loaded centrally, and having 23 interrogation points on the surface. 
 
Absolute Filtered Surface Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
77 77.2 -0.2 0.03 
117 116.7 0.3 0.05 
158 158.5 -0.5 0.08 
229 228.5 0.5 0.08 
261 260.8 0.2 0.03 
314 326.9 -12.9 2.15 
363 348.1 14.9 2.48 
412 412.2 -0.2 0.03 
496 496.3 -0.3 0.05 
507 508.4 -1.4 0.23 
  Average Error 0.52 % 
 
Tables 15 & 16 correspond to Figures 6.51 & 6.52 
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Table 17: Comparison of Actual and ANN Predicted delamination locations using the 
filtered surface strain signatures of a composite beam, embedded with a 100 mm 
delamination, loaded centrally, and having 23 interrogation points on the surface. 
 
Filtered Surface Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 37.5 -0.5 0.08 
87 87.1 -0.1 0.02 
113 113.2 -0.2 0.03 
173 172.8 0.2 0.03 
222 221.8 0.2 0.03 
273 273.1 -0.1 0.02 
322 321.7 0.3 0.05 
381 381.1 -0.1 0.02 
430 430.1 -0.1 0.02 
471 470.9 0.1 0.02 
  Average Error 0.03 % 
 
 
Table 18: Comparison of Actual and ANN Predicted delamination locations using the 
absolute filtered surface strain signatures of a composite beam, embedded with a 100 mm 
delamination, loaded centrally, and having 23 interrogation points on the surface. 
Absolute Filtered Surface Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 37.2 -0.2 0.03 
87 87.1 -0.1 0.02 
113 112.9 0.1 0.02 
173 173.1 -0.1 0.02 
222 222.2 -0.2 0.03 
273 272.9 0.1 0.02 
322 322.2 -0.2 0.03 
381 381.2 -0.2 0.03 
430 429.9 0.1 0.02 
471 471.9 -0.9 0.15 
  Average Error 0.04 % 
 
 
Tables 17 & 18 correspond to Figures 6.53 & 6.54 
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Table 19: Comparison of Actual and ANN Predicted delamination locations using the 
filtered surface strain signatures of a composite beam, embedded with a 50 mm 
delamination, loaded centrally, and having 12 interrogation points on the surface. 
 
Filtered Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 37.3 -0.3 0.05 
87 89.2 -2.2 0.37 
113 113.1 -0.1 0.02 
173 176.9 -3.9 0.65 
222 222.3 -0.3 0.05 
273 455.1 -182.1 30.4 
322 322.6 -0.6 0.1 
381 377.6 3.4 0.57 
429 430 -1 0.17 
471 471 0 0 
  Average Error 3.24 % 
 
 
Table 20: Comparison of Actual and ANN Predicted delamination locations using the 
absolute filtered surface strain signatures of a composite beam, embedded with a 50 mm 
delamination, loaded centrally, and having 12 interrogation points on the surface. 
 
Absolute Filtered Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 37.4 -0.4 0.07 
87 87.2 -0.2 0.03 
113 113.6 -0.6 0.1 
173 174.3 -1.3 0.22 
222 222.4 -0.4 0.07 
273 335.5 -62.5 10.42 
322 322.2 -0.2 0.03 
381 381.2 -0.2 0.03 
429 430 -1 0.17 
471 470.8 0.2 0.03 
  Average Error 1.12 % 
 
Tables 19 & 20 correspond to Figures 6.56 & 6.57 
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Table 21: Comparison of Actual and ANN Predicted delamination locations using the 
filtered surface strain signatures of a composite beam, embedded with a 75 mm 
delamination, loaded centrally, and having 12 interrogation points on the surface. 
 
Filtered Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
77 76.9 0.1 0.02 
117 117.7 -0.7 0.12 
158 157.5 0.5 0.08 
229 228.7 0.3 0.05 
261 261.9 -0.9 0.15 
314 323.2 -9.2 1.53 
363 365.9 -2.9 0.48 
412 412.2 -0.2 0.03 
496 496.3 -0.3 0.05 
507 507.4 -0.4 0.07 
  Average Error 0.26 % 
 
 
Table 22: Comparison of Actual and ANN Predicted delamination locations using the 
absolute filtered surface strain signatures of a composite beam, embedded with a 75 mm 
delamination, loaded centrally, and having 12 interrogation points on the surface. 
 
Absolute Filtered Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
77 77.8 -0.8 0.13 
117 116.6 0.4 0.07 
158 158.8 -0.8 0.13 
229 229 0 0 
261 256.4 4.6 0.77 
314 321.8 -7.8 1.3 
363 361.8 1.2 0.2 
412 412.1 -0.1 0.02 
496 495.3 0.7 0.12 
507 507.5 -0.5 0.08 
  Average Error 0.28 % 
 
Tables 21 & 22 correspond to Figures 6.58 & 6.59  
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Table 23: Comparison of Actual and ANN Predicted delamination locations using the 
filtered surface strain signatures of a composite beam, embedded with a 100 mm 
delamination, loaded centrally, and having 12 interrogation points on the surface. 
 
Filtered Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 37.2 -0.2 0.03 
87 86.9 0.1 0.02 
113 112.9 0.1 0.02 
173 173.4 -0.4 0.07 
222 222.2 -0.2 0.03 
273 272.4 0.6 0.1 
322 321.4 0.6 0.1 
381 381.2 -0.2 0.03 
430 430.4 -0.4 0.07 
471 470.5 0.5 0.08 
  Average Error 0.06 % 
 
 
Table 24: Comparison of Actual and ANN Predicted delamination locations using the 
absolute filtered surface strain signatures of a composite beam, embedded with a 100 mm 
delamination, loaded centrally, and having 12 interrogation points on the surface. 
 
Absolute Filtered Strain Signatures are used for Training and Testing the ANN 
Location of Delamination 
Target Predicted 
Difference Normalized Error 
mm mm mm % 
37 36.9 0.1 0.02 
87 87.2 -0.2 0.03 
113 112.8 0.2 0.03 
173 173.1 -0.1 0.02 
222 223.1 -1.1 0.18 
273 272.3 0.7 0.12 
322 322.2 -0.2 0.03 
381 380.9 0.1 0.02 
430 429.8 0.2 0.03 
471 472 -1 0.16 
  Average Error 0.06 % 
 
Tables 23 & 24 correspond to Figures 6.60 & 6.61 
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Appendix B - PCL Program for Creating a Beam 
 
 
FUNCTION BEAM() 
 
uil_file_new.go( "c:\msc\patran2001r2/template.db",  @ 
"C:\Documents and Settings\Administrator\beam.db" ) 
 
$# Creating the geometry of the beam.  
 
STRING asm_line_2point_created_ids[VIRTUAL] 
asm_const_line_2point( "1", "[0 0 0]", "[600 0 0]", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "2", "[0 0 15]", "[600 0 15]", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
 
STRING sgm_surface_2curve_created_ids[VIRTUAL] 
sgm_const_surface_2curve( "1", "Curve 1", "Curve 2",  @ 
sgm_surface_2curve_created_ids ) 
 
STRING sgm_transform_surf__created_ids[VIRTUAL] 
sgm_transform_translate( "2", "surface", "<0 0 15.01>", "Coord 0", 1, FALSE,  @ 
"Surface 1", sgm_transform_surf__created_ids ) 
 
$# Meshing the geometry created.  
 
ui_exec_function( "mesh_seed_display_mgr", "init" ) 
mesh_seed_create( "Curve 1", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Surface 2.2", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Surface 2.3", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Surface 1.3", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 2", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Surface 2.4", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Surface 2.1", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Surface 1.1", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
 
INTEGER fem_create_mesh_surfa_num_nodes 
INTEGER fem_create_mesh_surfa_num_elems 
STRING fem_create_mesh_s_nodes_created[VIRTUAL] 
STRING fem_create_mesh_s_elems_created[VIRTUAL] 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 1 2", 1, ["5.85366"],  @ 
"Quad4", "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
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fem_create_mesh_s_elems_created ) 
 
$# Embedding delaminations in the beam.  
 
REAL fem_equiv_all_x_equivtol 
INTEGER fem_equiv_all_x_segment 
fem_equiv_all_group3( [" "], 0, "Node 9487:9587", 1, 0.1, FALSE,  @ 
fem_equiv_all_x_equivtol, fem_equiv_all_x_segment ) 
 
fem_equiv_all_group3( [" "], 0, "Node 10088:10188", 1, 0.1, FALSE,  @ 
fem_equiv_all_x_equivtol, fem_equiv_all_x_segment ) 
 
STRING fem_create_elemen_elems_created[VIRTUAL] 
fem_create_elems_1( "Bar ", "Bar2", "18001", "Standard", 3, "Node 9487:9587",  @ 
"Node 10088:10188", "", "", "", "", "", "", fem_create_elemen_elems_created ) 
 
$# Defining the load and constraints.  
 
loadsbcs_create2( "left", "Displacement", "Nodal", "", "Static", ["Node 1"],  @ 
"FEM", "Coord 0", "1.", ["<0,0,0>", "<0, ,0>"], ["", ""] ) 
 
loadsbcs_create2( "right", "Displacement", "Nodal", "", "Static", ["Node 601"] @ 
, "FEM", "Coord 0", "1.", ["< ,0,0>", "<0, ,0>"], ["", ""] ) 
 
loadsbcs_create2( "down", "Force", "Nodal", "", "Static", ["Node 18932"],  @ 
"FEM", "Coord 0", "8000", ["<0,0,1 >", "<0,0,0 >"], ["", ""] ) 
 
loadsbcs_modify2( "down", "down", "Force", "Nodal", "", "Static", [ @ 
"Node 18932"], "FEM", "Coord 0", "8000.", ["<0., 0., -1.>", "<0., 0., 0.>"], [ @ 
"", ""]) 
 
$# Defining the material properties.  
 
material.create( "Analysis code ID", 1, "Analysis type ID", 1, "composites",  @ 
0, "Date: 11-Mar-04           Time: 00:59:23", "3d Orthotropic", 2,  @ 
"Directionality", 2, "Linearity", 1, "Homogeneous", 0, "Linear Elastic", 1,  @ 
"Model Options & IDs", ["", "", "", "", ""], [0, 0, 0, 0, 0], "Active Flag",  @ 
1, "Create", 10, "External Flag", FALSE, "Property IDs", ["Elastic Modulus 11" @ 
, "Elastic Modulus 22", "Elastic Modulus 33", "Poisson Ratio 12",  @ 
"Poisson Ratio 23", "Poisson Ratio 31", "Shear Modulus 12", "Shear Modulus 23" @ 
, "Shear Modulus 31"], [2, 3, 4, 5, 6, 7, 8, 9, 10, 0], "Property Values", [ @ 
"21000", "17000", "3000", "0.145", "0.165", "0.165", "4600", "3500", "3500",  @ 
""] ) 
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$# Assigning the material properties to the elements.  
 
elementprops_create( "shell", 51, 25, 35, 1, 1, 20, [13, 20, 36, 4037, 4111,  @ 
4118, 4119], [5, 9, 1, 1, 1, 1, 1], ["m:composites", "", "30", "", "", "", ""] @ 
, "Surface 1 2" ) 
 
elementprops_create( "gap", 24, 25, 40, 66, 2, 20, [4127, 4071, 4072, 4074,  @ 
4073, 4075, 4130, 4131, 4132, 4133, 4134], [2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1],  @ 
["<1,0,1>", "", " ", " 100000", " ", " ", " ", "", "", "", ""],  @ 
"Element 18001:18101" ) 
 
loadcase_create2( "force", "Static", "", 1., ["left", "right", "down"], [0, 0, @ 
 0], [1., 1., 1.], "", 0., TRUE ) 
 
$# Subcase creation for MSC.NASTRAN analysis.  
 
mscnastran_subcase.create( "106", "force", "This is a default subcase." ) 
mscnastran_subcase.create_char_param( "LOAD CASE", "force" ) 
mscnastran_subcase.create_char_param( "DISPLACEMENTS", "1" ) 
mscnastran_subcase.create_char_param( "DISPLACEMENTS 1",  @ 
"DISPLACEMENT(SORT1,REAL)=0" ) 
 
mscnastran_subcase.create_char_param( "ELEMENT STRESSES", "1" ) 
mscnastran_subcase.create_char_param( "ELEMENT STRESSES 1",  @ 
"STRESS(SORT1,REAL,VONMISES,BILIN)=0;PARAM,NOCOMPS,-1" ) 
mscnastran_subcase.create_char_param( "CONSTRAINT FORCES", "1" ) 
mscnastran_subcase.create_char_param( "CONSTRAINT FORCES 1",  @ 
"SPCFORCES(SORT1,REAL)=0" ) 
mscnastran_subcase.create_char_param( "INTERMEDIATE OUTPUT OPTION", "No" 
) 
mscnastran_subcase.create_char_param( "SUBCASE WRITE", "ON" ) 
mscnastran_subcase.create_int_param( "SUBCASE INPUT 0", 0 ) 
mscnastran_subcase.create_char_param( "NUMBER OF LOAD INCREMENTS", "10" ) 
mscnastran_subcase.create_char_param( "MATRIX UPDATE METHOD", "Automatic" 
) 
mscnastran_subcase.create_char_param( "USE_ARCLEN", "OFF" ) 
mscnastran_subcase.create_char_param( "NUMBER OF ITERATIONS PER UPDATE", 
"5" ) 
mscnastran_subcase.create_char_param( "ALLOWABLE ITERATIONS PER 
INCREMENT",  @ 
"25" ) 
mscnastran_subcase.create_char_param( "DISPLACEMENT ERROR", "OFF" ) 
mscnastran_subcase.create_char_param( "LOAD ERROR", "OFF" ) 
mscnastran_subcase.create_char_param( "WORK ERROR", "OFF" ) 
mscnastran_subcase.create_char_param( "NONL_MODES", "OFF" ) 
mscnastran_subcase.create_char_param( "NONL_BUCKL", "OFF" ) 
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mscnastran_subcase.create_int_param( "SUPER ELEMENT 0", 0 ) 
mscnastran_subcase.create_char_param( "ALL EXPLICIT MPCS", "ON" ) 
 
 
mscnastran_subcase.create( "106", "force", "This is a default subcase." ) 
mscnastran_subcase.create_char_param( "LOAD CASE", "force" ) 
mscnastran_subcase.create_char_param( "DISPLACEMENTS", "1" ) 
mscnastran_subcase.create_char_param( "DISPLACEMENTS 1",  @ 
"DISPLACEMENT(SORT1,REAL)=0" ) 
mscnastran_subcase.create_char_param( "ELEMENT STRESSES", "1" ) 
mscnastran_subcase.create_char_param( "ELEMENT STRESSES 1",  @ 
"STRESS(SORT1,REAL,VONMISES,BILIN)=0;PARAM,NOCOMPS,-1" ) 
mscnastran_subcase.create_char_param( "CONSTRAINT FORCES", "1" ) 
mscnastran_subcase.create_char_param( "CONSTRAINT FORCES 1",  @ 
"SPCFORCES(SORT1,REAL)=0" ) 
mscnastran_subcase.create_char_param( "INTERMEDIATE OUTPUT OPTION", "No" 
) 
mscnastran_subcase.create_char_param( "SUBCASE WRITE", "ON" ) 
mscnastran_subcase.create_int_param( "SUBCASE INPUT 0", 0 ) 
mscnastran_subcase.create_char_param( "NUMBER OF LOAD INCREMENTS", "10" ) 
mscnastran_subcase.create_char_param( "MATRIX UPDATE METHOD", "Automatic" 
) 
mscnastran_subcase.create_char_param( "USE_ARCLEN", "OFF" ) 
mscnastran_subcase.create_char_param( "NUMBER OF ITERATIONS PER UPDATE", 
"5" ) 
mscnastran_subcase.create_char_param( "ALLOWABLE ITERATIONS PER 
INCREMENT",  @ 
"25" ) 
mscnastran_subcase.create_char_param( "DISPLACEMENT ERROR", "OFF" ) 
mscnastran_subcase.create_char_param( "LOAD ERROR", "OFF" ) 
mscnastran_subcase.create_char_param( "WORK ERROR", "OFF" ) 
mscnastran_subcase.create_char_param( "NONL_MODES", "OFF" ) 
mscnastran_subcase.create_char_param( "NONL_BUCKL", "OFF" ) 
mscnastran_subcase.create_int_param( "SUPER ELEMENT 0", 0 ) 
mscnastran_subcase.create_char_param( "ALL EXPLICIT MPCS", "ON" ) 
 
$# File submitted to MSC.NASTRAN for analysis.  
 
jobfile.open( "beam", "ANALYZE NO JOBFILE" ) 
msc_delete_old_files( "beam", ".bdf", ".op2" ) 
jobfile.write_spl( "/* Jobfile for PATNAS created %A% at %A% */", ["12-Mar-04" @ 
, "01:23:44"] ) 
jobfile.writec( "", "TRANSLATOR = pat3nas" ) 
jobfile.writec( "DATABASE", "C:\Documents and Settings\Administrator\beam.db" ) 
jobfile.writec( "JOBNAME", "beam" ) 
jobfile.writec( "ANALYSIS TITLE", "MSC.Nastran job created on 12-Mar-04 at" // @ 
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" 01:23:00" ) 
jobfile.writec( "", "" ) 
jobfile.writec( "OBJECT", "Entire Model" ) 
jobfile.writec( "METHOD", "Full Run" ) 
jobfile.writec( "", "" ) 
jobfile.writec( "MODEL SUFFIX", ".bdf" ) 
jobfile.writec( "RESULTS SUFFIX", ".op2" ) 
jobfile.writec( "", "" ) 
jobfile.writec( "", "/*" ) 
jobfile.writec( "", " * File Search Path Declaration" ) 
jobfile.writec( "", " */" ) 
jobfile.writec( "", "" ) 
jobfile.writec( "File Search Path", "C:\Documents and Settings\Administrator" ) 
jobfile.writec( "File Search Path", "c:\msc\patran2001r2" ) 
jobfile.writec( "File Search Path", "c:\msc\patran2001r2\helpfiles" ) 
jobfile.writec( "File Search Path", "c:\msc\patran2001r2\alters" ) 
jobfile.writec( "File Search Path", "c:\msc\patran2001r2\icons" ) 
jobfile.writec( "File Search Path", "c:\msc\patran2001r2\bin\exe" ) 
jobfile.writec( "File Search Path", "c:\msc\patran2001r2\bin" ) 
jobfile.writec( "File Search Path", "C\Documents and Settings\Administrator" ) 
jobfile.writec( "", "" ) 
jobfile.writec( "", "/*" ) 
jobfile.writec( "", " * Translation Parameters" ) 
jobfile.writec( "", " */" ) 
jobfile.writec( "", "" ) 
jobfile.writec( "DATA OUTPUT", "OP2 Only" ) 
jobfile.writec( "OUTPUT2 REQUESTS", "P3 Built In" ) 
jobfile.writec( "OUTPUT2 FORMAT", "Binary" ) 
jobfile.writec( "DIVISION TOLERANCE", "1.0e-08" ) 
jobfile.writec( "NUMERICAL TOLERANCE", "1.0e-04" ) 
jobfile.writec( "WRITING TOLERANCE", "1.0e-21" ) 
jobfile.writec( "CARD FORMAT", "either" ) 
jobfile.writec( "NODE COORDINATES", "reference frame" ) 
jobfile.writec( "MSC.Nastran VERSION", "2001" ) 
jobfile.writec( "PROPS ON ELEM ENTRY", "FALSE" ) 
jobfile.writec( "CONTINUATION ENTRY", "FALSE" ) 
jobfile.writec( "CONVERT CBAR CBEAM", "FALSE" ) 
jobfile.writec( "ITERATIVE SOLVER", "FALSE" ) 
jobfile.writec( "MODEL TOLERANCE", "0.0049999999" ) 
jobfile.writec( "ELEMENT PROPERTY OFFSET", "0" ) 
jobfile.writec( "MATERIAL PROPERTY OFFSET", "0" ) 
jobfile.writec( "TABLE OFFSET", "0" ) 
jobfile.writec( "LOAD SET OFFSET", "0" ) 
jobfile.writec( "LOAD CASE OFFSET", "0" ) 
jobfile.writec( "CONTROL SET OFFSET", "0" ) 
jobfile.writec( "RIGID ELEMENT OFFSET", "0" ) 
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jobfile.writec( "SCALAR POINT OFFSET", "0" ) 
jobfile.writec( "BEGINNING CONTINUATION MARKER", "+      A" ) 
jobfile.writec( "NUMBER ONLY", "ON" ) 
jobfile.writec( "BEGINNING NUMBER", "OFF" ) 
jobfile.writec( "TRAILING NUMBER", "OFF" ) 
jobfile.writec( "SYNTAX NUMBER", "ON" ) 
jobfile.writec( "SYNTAX MARKER", "." ) 
jobfile.writec( "", "" ) 
jobfile.writec( "", "/*" ) 
jobfile.writec( "", " * Solution Parameters" ) 
jobfile.writec( "", " */" ) 
jobfile.writec( "", "" ) 
jobfile.writec( "SOLUTION TYPE", "NONLINEAR STATIC" ) 
jobfile.writei( "SOLUTION SEQUENCE", 106 ) 
jobfile.writec( "AUTOMATIC CONSTRAINTS", "OFF" ) 
jobfile.writec( "LARGE DISPLACEMENTS", "ON" ) 
jobfile.writec( "FOLLOWER FORCES", "ON" ) 
jobfile.writec( "MASS CALCULATION", "Lumped" ) 
jobfile.writec( "DATA DECK ECHO", "None" ) 
jobfile.writec( "PLATE RZ STIFFNESS FACTOR", "100.0" ) 
jobfile.writec( "MAXIMUM PRINTED LINES", "999999999" ) 
jobfile.writec( "MAXIMUM RUN TIME", "600" ) 
jobfile.writec( "WT-MASS CONVERSION", "1.0" ) 
jobfile.writec( "NODE ID FOR WT-GENER", "" ) 
jobfile.writec( "FMS WRITE", "ON" ) 
jobfile.writei( "FMS INPUT 0", 0 ) 
jobfile.writec( "EXEC WRITE", "ON" ) 
jobfile.writei( "EXEC INPUT 0", 0 ) 
jobfile.writec( "CASE WRITE", "ON" ) 
jobfile.writei( "CASE INPUT 0", 0 ) 
jobfile.writec( "BULK WRITE", "ON" ) 
jobfile.writei( "BULK INPUT 0", 0 ) 
jobfile.writec( "", "END" ) 
jobfile.close(  ) 
mscnastran_job.associate_subcases( "106", "beam", 1, ["force"] ) 
analysis_submit_2( "MSC.Nastran", "beam" ) 
 
END FUNCTION 
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Appendix C - PCL Program for Creating a T-Joint 
 
 
FUNCTION tjoint() 
 
uil_file_new.go( "c:\msc\patran2001r2/template.db",  @ 
"C:\Documents and Settings\Administrator\tjoint.db" ) 
 
$# Creating the geometry of the T-joint.  
 
STRING asm_create_grid_xyz_created_ids[VIRTUAL] 
 
asm_const_grid_xyz( "1", "[0 0 0]", "Coord 0", asm_create_grid_xyz_created_ids ) 
point_size( 9 ) 
asm_const_grid_xyz( "2", "[710 0 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
 
STRING asm_line_2point_created_ids[VIRTUAL] 
 
asm_const_line_2point( "1", "Point 1", "Point 2", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
 
STRING sgm_transform_curve_created_ids[VIRTUAL] 
 
sgm_transform_translate( "2", "curve", "<0 48.5 0>", "Coord 0", 1, FALSE,  @ 
"Curve 1", sgm_transform_curve_created_ids ) 
sgm_transform_translate( "3", "curve", "<0 48.51 0>", "Coord 0", 1, FALSE,  @ 
"Curve 1", sgm_transform_curve_created_ids ) 
 
STRING sgm_surface_2curve_created_ids[VIRTUAL] 
 
sgm_const_surface_2curve( "1", "Curve 1", "curve 2",  @ 
sgm_surface_2curve_created_ids ) 
asm_const_grid_xyz( "7", "[0 53.51 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "8", "[710 53.51 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_line_2point( "4", "Point 7", "Point 5", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "5", "Point 8", "Point 6", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_grid_xyz( "9", "[347.25 68.51 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "10", "[362.75 68.51 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
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asm_const_grid_xyz( "11", "[362.75 406.26 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "12", "[347.25 406.26 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_line_2point( "6", "Point 9", "Point 10", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "7", "Point 12", "Point 11", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "8", "Point 9", "Point 12", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "9", "Point 10", "Point 11", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_grid_xyz( "13", "[347.25 85.51 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "14", "[362.75 85.51 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "15", "[310.212 48.51 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "16", "[399.788 48.51 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "17", "[348.5 408.01 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "18", "[361.5 408.01 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "19", "[361.5 469.01 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "20", "[348.5 469.01 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "21", "[347.25 307.01 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "22", "[362.75 307.01 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "23", "[337.25 196.51 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "24", "[372.75 196.51 0]", "Coord 0",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_line_2point( "10", "Point 17", "Point 20", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "11", "Point 18", "Point 19", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "12", "Point 20", "Point 19", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "13", "Point 17", "Point 18", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "14", "Point 12", "Point 17", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
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asm_const_line_2point( "15", "Point 11", "Point 18", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "16", "Point 23", "Point 21", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "17", "Point 24", "Point 22", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "18", "Point 21", "Point 22", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
 
STRING asm_create_line_nor_created_ids[VIRTUAL] 
 
asm_const_line_normal( "19", "Point 23", "Curve 8",  @ 
asm_create_line_nor_created_ids ) 
asm_const_line_normal( "20", "Point 24", "Curve 9",  @ 
asm_create_line_nor_created_ids ) 
asm_const_line_2point( "21", "Point 25", "Point 26", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "22", "Point 15", "Point 13", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "23", "Point 16", "Point 14", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "24", "Point 13", "Point 14", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_normal( "25", "Point 9", "Curve 2",  @ 
asm_create_line_nor_created_ids ) 
asm_const_line_normal( "26", "Point 10", "Curve 2",  @ 
asm_create_line_nor_created_ids ) 
asm_const_line_normal( "27", "Point 27", "Curve 22",  @ 
asm_create_line_nor_created_ids ) 
asm_const_line_normal( "28", "Point 28", "Curve 23",  @ 
asm_create_line_nor_created_ids ) 
 
STRING asm_create_cord_3po_created_ids[VIRTUAL] 
 
asm_const_coord_3point( "1", "Coord 0", 1, "Point 29",  @ 
"[ 332.631256 63.134075 0.000000 ]", "[ 335.768219 74.040001 0.000000 ]",  @ 
asm_create_cord_3po_created_ids ) 
asm_const_coord_3point( "2", "Coord 0", 1, "Point 30",  @ 
"[ 377.003296 62.758923 0.000000 ]", "[ 386.083923 62.200001 0.000000 ]",  @ 
asm_create_cord_3po_created_ids ) 
asm_const_grid_xyz( "31", "[30 0 -10]", "Coord 1",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "32", "[-30 0 -10]", "Coord 1",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "33", "[-30 0 -10]", "Coord 2",  @ 
asm_create_grid_xyz_created_ids ) 
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asm_const_grid_xyz( "34", "[30 0 -10]", "Coord 2",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_line_2point( "29", "Point 32", "Point 31", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "30", "Point 34", "Point 33", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_grid_xyz( "35", "[22.015 0 -10]", "Coord 1",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "36", "[-22.015 0 -10]", "Coord 1",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_line_2point( "31", "Point 23", "Point 35", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_normal( "32", "Point 35", "Curve 8",  @ 
asm_create_line_nor_created_ids ) 
asm_const_grid_xyz( "38", "[-22.015 0 -10]", "Coord 2",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_grid_xyz( "39", "[22.015 0 -10]", "Coord 2",  @ 
asm_create_grid_xyz_created_ids ) 
asm_const_line_2point( "33", "Point 24", "Point 38", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "34", "Point 7", "Point 36", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "35", "Point 8", "Point 39", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
 
STRING asm_delete_any_deleted_ids[VIRTUAL] 
 
asm_delete_curve( "Curve 30", asm_delete_any_deleted_ids ) 
asm_delete_point( "Point 33", asm_delete_any_deleted_ids ) 
asm_delete_point( "Point 34", asm_delete_any_deleted_ids ) 
asm_delete_curve( "Curve 29", asm_delete_any_deleted_ids ) 
asm_delete_point( "Point 31", asm_delete_any_deleted_ids ) 
asm_delete_curve( "Curve 32", asm_delete_any_deleted_ids ) 
asm_delete_point( "Point 32", asm_delete_any_deleted_ids ) 
asm_const_line_2point( "36", "Point 36", "Point 35", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "37", "Point 39", "Point 38", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "38", "Point 15", "Point 36", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "39", "Point 35", "Point 13", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "40", "Point 14", "Point 38", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "41", "Point 16", "Point 39", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
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asm_delete_curve( "Curve 27", asm_delete_any_deleted_ids ) 
asm_delete_curve( "Curve 28", asm_delete_any_deleted_ids ) 
asm_delete_curve( "Curve 25", asm_delete_any_deleted_ids ) 
asm_delete_curve( "Curve 26", asm_delete_any_deleted_ids ) 
asm_const_line_2point( "42", "Point 15", "Point 9", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "43", "Point 16", "Point 10", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
 
uil_toolbar.shaded_smooth(  ) 
uil_toolbar.shaded_smooth(  ) 
 
STRING sgm_create_surface__created_ids[VIRTUAL] 
 
sgm_const_surface_vertex( "2", "Point 36", "Point 7", "Point 5", "Point 15",  @ 
sgm_create_surface__created_ids ) 
uil_toolbar.shaded_smooth(  ) 
sgm_const_surface_vertex( "3", "Point 36", "Point 15", "Point 13", "Point 35", @ 
sgm_create_surface__created_ids ) 
uil_toolbar.shaded_smooth(  ) 
sgm_const_surface_vertex( "4", "Point 9", "Point 15", "Point 16", "Point 10",  @ 
sgm_create_surface__created_ids ) 
sgm_const_surface_vertex( "5", "Point 13", "Point 15", "Point 9", "Point 13",  @ 
sgm_create_surface__created_ids ) 
sgm_const_surface_vertex( "6", "Point 14", "Point 10", "Point 16", "Point 14", @ 
 sgm_create_surface__created_ids ) 
sgm_const_surface_vertex( "7", "Point 13", "Point 9", "Point 10", "Point 14",  @ 
sgm_create_surface__created_ids ) 
sgm_const_surface_vertex( "8", "Point 14", "Point 16", "Point 39", "Point 38", @ 
 sgm_create_surface__created_ids ) 
sgm_const_surface_vertex( "9", "Point 6", "Point 16", "Point 39", "Point 8",  @ 
sgm_create_surface__created_ids ) 
sgm_const_surface_vertex( "10", "Point 23", "Point 35", "Point 13", "Point 25" @ 
, sgm_create_surface__created_ids ) 
sgm_const_surface_vertex( "11", "Point 26", "Point 14", "Point 38", "Point 24" @ 
, sgm_create_surface__created_ids ) 
sgm_const_surface_vertex( "12", "Point 25", "Point 13", "Point 14", "Point 26" @ 
, sgm_create_surface__created_ids ) 
sgm_const_surface_vertex( "13", "Point 21", "Point 25", "Point 26", "Point 22" @ 
, sgm_create_surface__created_ids ) 
sgm_const_surface_vertex( "14", "Point 21", "Point 23", "Point 25", "Point 21" @ 
, sgm_create_surface__created_ids ) 
sgm_const_surface_vertex( "15", "Point 22", "Point 26", "Point 24", "Point 22" @ 
, sgm_create_surface__created_ids ) 
sgm_const_surface_vertex( "16", "Point 12", "Point 21", "Point 22", "Point 11" @ 
, sgm_create_surface__created_ids ) 
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sgm_const_surface_vertex( "17", "Point 17", "Point 12", "Point 11", "Point 18" @ 
, sgm_create_surface__created_ids ) 
sgm_const_surface_vertex( "18", "Point 17", "Point 18", "Point 19", "Point 20" @ 
, sgm_create_surface__created_ids ) 
 
asm_const_line_2point( "44", "Point 1", "Point 3", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
sgm_transform_translate( "45", "curve", "<310.212 0 0>", "Coord 0", 1, FALSE,  @ 
"Curve 44", sgm_transform_curve_created_ids ) 
sgm_transform_translate( "46", "curve", "<399.788 0 0>", "Coord 0", 1, FALSE,  @ 
"Curve 44", sgm_transform_curve_created_ids ) 
sgm_transform_translate( "47", "curve", "<710 0 0>", "Coord 0", 1, FALSE,  @ 
"Curve 44", sgm_transform_curve_created_ids ) 
asm_delete_surface( "Surface 1", asm_delete_any_deleted_ids ) 
asm_delete_curve( "Curve 9", asm_delete_any_deleted_ids ) 
asm_delete_curve( "Curve 8", asm_delete_any_deleted_ids ) 
asm_delete_curve( "Curve 2", asm_delete_any_deleted_ids ) 
asm_delete_curve( "Curve 3", asm_delete_any_deleted_ids ) 
asm_delete_curve( "Curve 1", asm_delete_any_deleted_ids ) 
asm_const_line_2point( "48", "Point 1", "Point 40", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "49", "Point 40", "Point 42", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "50", "Point 42", "Point 2", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "51", "Point 3", "Point 41", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "52", "Point 41", "Point 43", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "53", "Point 43", "Point 4", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "54", "Point 5", "Point 15", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "55", "Point 15", "Point 16", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "56", "Point 16", "Point 6", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "57", "Point 12", "Point 21", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "58", "Point 21", "Point 25", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "59", "Point 25", "Point 13", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "60", "Point 13", "Point 9", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "61", "Point 11", "Point 22", 0, "", 50., 1,  @ 
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asm_line_2point_created_ids ) 
asm_const_line_2point( "62", "Point 22", "Point 26", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "63", "Point 26", "Point 14", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "64", "Point 14", "Point 10", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
 
point_size( 1 ) 
 
sgm_const_surface_2curve( "19", "Curve 44", "Curve 45",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "20", "Curve 45", "Curve 46",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "21", "Curve 46", "Curve 47",  @ 
sgm_surface_2curve_created_ids ) 
 
STRING sgm_renum_surface_new_ids[VIRTUAL] 
 
sgm_renumber( 1, "surface", "#", "Surface 19:21 2 4 9 3:7:2 6:12:2 11 14 1" // @ 
"3 15:18", sgm_renum_surface_new_ids ) 
sgm_renumber( 1, "surface", "1", "Surface 22:41", sgm_renum_surface_new_ids ) 
asm_delete_point( "Point 1:26 35 36 38:43 Curve 4:7 10:24 31 33:64 Surface" // @ 
" 1:20 Coord 1 2 0", asm_delete_any_deleted_ids ) 
asm_delete_curve( "Point 1:26 35 36 38:43 Curve 4:7 10:24 31 33:64 Surface" // @ 
" 1:20 Coord 1 2 0", asm_delete_any_deleted_ids ) 
 
STRING asm_create_grid_int_created_ids[VIRTUAL] 
 
asm_const_grid_intersect_v1( "1", "Surface 1.4", "Surface 1.1",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "2", "Surface 1.1", "Surface 1.2",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "3", "Surface 1.2", "Surface 1.3",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "4", "Surface 1.4", "Surface 1.3",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "5", "Surface 2.1", "Surface 2.2",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "6", "Surface 3.3", "Surface 2.2",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "7", "Surface 3.1", "Surface 3.2",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "8", "Surface 3.2", "Surface 3.3",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "9", "Surface 4.2", "Surface 4.3",  @ 
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asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "10", "Surface 4.3", "Surface 4.4",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "11", "Surface 4.4", "Surface 4.1",  @ 
asm_create_grid_int_created_ids ) 
 
asm_const_grid_intersect_v1( "12", "Surface 4.1", "Surface 4.2",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "13", "Surface 5.1", "Surface 5.4",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "14", "Surface 5.4", "Surface 5.3",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "15", "Surface 11.2", "Surface 6.3",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "16", "Surface 6.3", "Surface 6.4",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "17", "Surface 6.4", "Surface 6.1",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "18", "Surface 6.1", "Surface 11.2",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "19", "Surface 7.4", "Surface 7.3",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "20", "Surface 7.2", "Surface 8.3",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "21", "Surface 9.4", "Surface 10.1",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "22", "Surface 11.3", "Surface 11.4",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "23", "Surface 12.1", "Surface 12.4",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "24", "Surface 12.3", "Surface 13.4",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "25", "Surface 14.1", "Surface 14.4",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "26", "Surface 14.3", "Surface 14.4",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "27", "Surface 15.1", "Surface 16.1",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "28", "Surface 16.3", "Surface 17.3",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "29", "Surface 18.1", "Surface 18.4",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "30", "Surface 18.3", "Surface 18.4",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "31", "Surface 19.4", "Surface 19.1",  @ 
asm_create_grid_int_created_ids ) 
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asm_const_grid_intersect_v1( "32", "Surface 19.4", "Surface 19.3",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "33", "Surface 20.4", "Surface 20.3",  @ 
asm_create_grid_int_created_ids ) 
asm_const_grid_intersect_v1( "34", "Surface 20.2", "Surface 20.3",  @ 
asm_create_grid_int_created_ids ) 
asm_delete_surface( "Point 1:34 Surface 1:20 Coord 1 2 0",  @ 
asm_delete_any_deleted_ids ) 
asm_const_line_2point( "1", "Point 1", "Point 2", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "2", "Point 2", "Point 3", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "3", "Point 3", "Point 4", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "4", "Point 4", "Point 1", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "5", "Point 2", "Point 5", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "6", "Point 5", "Point 6", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "7", "Point 6", "Point 3", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "8", "Point 5", "Point 7", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "9", "Point 7", "Point 8", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "10", "Point 8", "Point 6", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "11", "Point 9", "Point 10", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "12", "Point 10", "Point 11", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "13", "Point 11", "Point 12", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "14", "Point 12", "Point 9", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "15", "Point 10", "Point 13", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "16", "Point 13", "Point 14", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "17", "Point 18", "Point 18", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "18", "Point 14", "Point 18", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "19", "Point 18", "Point 10", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
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asm_const_line_2point( "20", "Point 18", "Point 15", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "21", "Point 15", "Point 16", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "22", "Point 16", "Point 17", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "23", "Point 17", "Point 18", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "24", "Point 11", "Point 19", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "25", "Point 19", "Point 20", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "26", "Point 20", "Point 10", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "27", "Point 20", "Point 13", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "28", "Point 20", "Point 21", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "29", "Point 21", "Point 14", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "30", "Point 21", "Point 18", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "31", "Point 21", "Point 22", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "32", "Point 22", "Point 15", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "33", "Point 19", "Point 23", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "34", "Point 23", "Point 24", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "35", "Point 24", "Point 20", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "36", "Point 24", "Point 25", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "37", "[ 363.377747 196.509872 0.000000 ]", "Point 25", @ 
 0, "", 50., 1, asm_line_2point_created_ids ) 
asm_delete_point( "Point 35", asm_delete_any_deleted_ids ) 
asm_delete_curve( "Curve 37", asm_delete_any_deleted_ids ) 
asm_const_line_2point( "37", "Point 25", "Point 21", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "38", "Point 25", "Point 26", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "39", "Point 26", "Point 22", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "40", "Point 23", "Point 27", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
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asm_const_line_2point( "41", "Point 27", "Point 24", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "42", "Point 27", "Point 28", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "43", "Point 28", "Point 25", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "44", "Point 26", "Point 28", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "45", "Point 27", "Point 29", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "46", "Point 29", "Point 30", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "47", "Point 30", "Point 28", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "48", "Point 29", "Point 31", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "49", "Point 31", "Point 32", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "50", "Point 32", "Point 30", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "51", "Point 31", "Point 33", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "52", "Point 33", "Point 34", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
asm_const_line_2point( "53", "Point 34", "Point 32", 0, "", 50., 1,  @ 
asm_line_2point_created_ids ) 
sgm_const_surface_2curve( "1", "Curve 1", "Curve 3",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "2", "Curve 5", "Curve 7",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "3", "Curve 8", "Curve 10",  @ 
sgm_surface_2curve_created_ids ) 
 
uil_toolbar.shaded_smooth(  ) 
 
sgm_const_surface_2curve( "4", "Curve 11", "Curve 13",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "5", "Curve 19", "Curve 16",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "6", "Curve 23", "Curve 21",  @ 
sgm_surface_2curve_created_ids ) 
 
uil_toolbar.shaded_smooth(  ) 
uil_toolbar.shaded_smooth(  ) 
 
sgm_const_surface_2curve( "7", "Curve 24", "Curve 26",  @ 
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sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "8", "Curve 26", "Curve 15",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "9", "Curve 27", "Curve 29",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "10", "Curve 18", "Curve 30",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "11", "Curve 30", "Curve 32",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "12", "Curve 33", "Curve 35",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "13", "Curve 35", "Curve 37",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "14", "Curve 37", "Curve 39",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "15", "Curve 40", "Curve 41",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "16", "Curve 41", "Curve 43",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "17", "Curve 43", "Curve 44",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "18", "Curve 45", "Curve 47",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "19", "Curve 48", "Curve 50",  @ 
sgm_surface_2curve_created_ids ) 
sgm_const_surface_2curve( "20", "Curve 51", "Curve 53",  @ 
sgm_surface_2curve_created_ids ) 
 
$# Meshing the geometry created.  
 
mesh_seed_create( "Curve 4", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 3", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 2", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 7", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 6", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 10", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 9", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 11", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 13", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 12", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
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mesh_seed_create( "Curve 14", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 19", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 15", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 16", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 18", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Surface 6.4", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 20", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 21", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 22", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 24", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 25", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 26", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 27", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 28", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 29", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 30", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 31", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 32", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 33", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 35", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 37", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 39", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 34", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 36", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 38", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 40", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 41", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 43", 2, 0, 0., 1., 0. ) 
mesh_seed_create( "Curve 44", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 42", 2, 0, 0., 1., 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 46", 2, 0, 0., 0.89999998, 0. ) 
mesh_seed_create( "Curve 49", 2, 0, 0., 0.89999998, 0. ) 
mesh_seed_display_mgr.refresh(  ) 
mesh_seed_create( "Curve 52", 2, 0, 0., 0.89999998, 0. ) 
mesh_seed_display_mgr.refresh(  ) 
 
INTEGER fem_create_mesh_surfa_num_nodes 
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INTEGER fem_create_mesh_surfa_num_elems 
STRING fem_create_mesh_s_nodes_created[VIRTUAL] 
STRING fem_create_mesh_s_elems_created[VIRTUAL] 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 1", 1, ["16.777"], "Quad4", @ 
 "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 2", 1, ["12.5856"], "Quad4" @ 
, "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 3", 1, ["16.777"], "Quad4", @ 
 "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 4", 1, ["2.93701"], "Quad4" @ 
, "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "Paver", 49680, "Surface 5", 4, ["4.44151", "0.1",  @ 
"0.2", "1.0"], "Quad4", "#", "#", "Coord 0", "Coord 0",  @ 
fem_create_mesh_surfa_num_nodes, fem_create_mesh_surfa_num_elems,  @ 
fem_create_mesh_s_nodes_created, fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 6", 1, ["2.93441"], "Quad4" @ 
, "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 7", 1, ["3.26595"], "Quad4" @ 
, "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "Paver", 49680, "Surface 8", 4, ["2.25992", "0.1",  @ 
"0.2", "1.0"], "Quad4", "#", "#", "Coord 0", "Coord 0",  @ 
fem_create_mesh_surfa_num_nodes, fem_create_mesh_surfa_num_elems,  @ 
fem_create_mesh_s_nodes_created, fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "Paver", 49680, "Surface 10", 4, ["2.25992", "0.1",  @ 
"0.2", "1.0"], "Quad4", "#", "#", "Coord 0", "Coord 0",  @ 
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fem_create_mesh_surfa_num_nodes, fem_create_mesh_surfa_num_elems,  @ 
fem_create_mesh_s_nodes_created, fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 9", 1, ["3.24308"], "Quad4" @ 
, "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 11", 1, ["3.26595"],  @ 
"Quad4", "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 12", 1, ["3.65051"],  @ 
"Quad4", "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 13", 1, ["5.44032"],  @ 
"Quad4", "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 14", 1, ["3.65287"],  @ 
"Quad4", "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 15", 1, ["1.90969"],  @ 
"Quad4", "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 16", 1, ["5.4373"], "Quad4" @ 
, "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 17", 1, ["1.90969"],  @ 
"Quad4", "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 18", 1, ["5.36253"],  @ 
"Quad4", "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
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fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 19", 1, ["0.60821"],  @ 
"Quad4", "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
fem_create_mesh_surf_4( "IsoMesh", 49152, "Surface 20", 1, ["4.28649"],  @ 
"Quad4", "#", "#", "Coord 0", "Coord 0", fem_create_mesh_surfa_num_nodes,  @ 
fem_create_mesh_surfa_num_elems, fem_create_mesh_s_nodes_created,  @ 
fem_create_mesh_s_elems_created ) 
 
$# Embedding delaminations in the T-join.  
 
REAL fem_equiv_all_x_equivtol 
INTEGER fem_equiv_all_x_segment 
 
fem_equiv_all_group3( [" "], 0, "node 15440:15535", 1, 0.5, FALSE,  @ 
fem_equiv_all_x_equivtol, fem_equiv_all_x_segment ) 
 
$# Defining the load and constraints.  
 
loadsbcs_create2( "left", "Displacement", "Nodal", "", "Static", ["Node 39176"],  @ 
"FEM", "Coord 0", "1.", ["<0,0,0>", "<0,0, >"], ["", ""] ) 
 
loadsbcs_create2( "right", "Displacement", "Nodal", "", "Static", [ @ 
"Node 43515"], "FEM", "Coord 0", "1.", ["< ,0,0>", "<0,0, >"], ["", ""] ) 
 
loadsbcs_create2( "pulloff", "Force", "Nodal", "", "Static", ["Node 55388"],  @ 
"FEM", "Coord 0", "1.", ["<0,5000,0>", "<0,0,0>"], ["", ""] ) 
 
$# Defining the material properties. 
 
material.create( "Analysis code ID", 1, "Analysis type ID", 1, "pasta", 0,  @ 
"Date: 27-Oct-04           Time: 03:40:28", "Isotropic", 1, "Directionality",  @ 
1, "Linearity", 1, "Homogeneous", 0, "Linear Elastic", 1,  @ 
"Model Options & IDs", ["", "", "", "", ""], [0, 0, 0, 0, 0], "Active Flag",  @ 
1, "Create", 10, "External Flag", FALSE, "Property IDs", ["Elastic Modulus",  @ 
"Poisson Ratio", "Shear Modulus"], [2, 5, 8, 0], "Property Values", ["4000",  @ 
"0.3", "2000", ""] ) 
 
material.create( "Analysis code ID", 1, "Analysis type ID", 1, "vaccum", 0,  @ 
"Date: 27-Oct-04           Time: 03:40:28", "2d Orthotropic", 5,  @ 
"Directionality", 4, "Linearity", 1, "Homogeneous", 0, "Linear Elastic", 1,  @ 
"Model Options & IDs", ["", "", "", "", ""], [0, 0, 0, 0, 0], "Active Flag",  @ 
1, "Create", 10, "External Flag", FALSE, "Property IDs", ["Elastic Modulus 11" @ 
, "Elastic Modulus 22", "Poisson Ratio 12", "Shear Modulus 12",  @ 
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"Shear Modulus 23", "Shear Modulus 13"], [2, 3, 5, 8, 9, 10, 0],  @ 
"Property Values", ["26100", "3000", "0.165", "1500", "1500", "3340", ""] ) 
 
material.create( "Analysis code ID", 1, "Analysis type ID", 1, "handlay", 0,  @ 
"Date: 27-Oct-04           Time: 03:40:28", "2d Orthotropic", 5,  @ 
"Directionality", 4, "Linearity", 1, "Homogeneous", 0, "Linear Elastic", 1,  @ 
"Model Options & IDs", ["", "", "", "", ""], [0, 0, 0, 0, 0], "Active Flag",  @ 
1, "Create", 10, "External Flag", FALSE, "Property IDs", ["Elastic Modulus 11" @ 
, "Elastic Modulus 22", "Poisson Ratio 12", "Shear Modulus 12",  @ 
"Shear Modulus 23", "Shear Modulus 13"], [2, 3, 5, 8, 9, 10, 0],  @ 
"Property Values", ["23500", "3000", "0.165", "1500", "1500", "2860", ""] ) 
elementprops_create( "shellv", 51, 25, 35, 1, 1, 20, [13, 20, 36, 4037, 4111,  @ 
4118, 4119], [5, 9, 1, 1, 1, 1, 1], ["m:vaccum", "Coord 0", "5", "", "", "",  @ 
""], "Surface 1:3 9 13 16 18:20" ) 
 
$# Assigning the material properties to the elements. 
 
elementprops_create( "shellh", 51, 25, 35, 1, 1, 20, [13, 20, 36, 4037, 4111,  @ 
4118, 4119], [5, 9, 1, 1, 1, 1, 1], ["m:handlay", "Coord 0", "5", "", "", "",  @ 
""], "Surface 4 6 7 11 12 14 15 17" ) 
 
elementprops_create( "shellp", 51, 25, 35, 1, 1, 20, [13, 20, 36, 4037, 4111,  @ 
4118, 4119], [5, 9, 1, 1, 1, 1, 1], ["m:pasta", "Coord 0", "5", "", "", "", "" @ 
], "Surface 5 8 10" ) 
 
loadcase_create2( "pulloff load", "Static", "", 1., ["left", "right",  @ 
"pulloff"], [0, 0, 0], [1., 1., 1.], "", 0., TRUE ) 
 
$# Subcase creation for MSC.NASTRAN analysis.  
 
mscnastran_subcase.create( "101", "pulloff load", "This is a default subcase." ) 
mscnastran_subcase.create_char_param( "LOAD CASE", "pulloff load" ) 
mscnastran_subcase.create_char_param( "DISPLACEMENTS", "1" ) 
mscnastran_subcase.create_char_param( "DISPLACEMENTS 1",  @ 
"DISPLACEMENT(SORT1,REAL)=0" ) 
mscnastran_subcase.create_char_param( "ELEMENT STRESSES", "1" ) 
mscnastran_subcase.create_char_param( "ELEMENT STRESSES 1",  @ 
"STRESS(SORT1,REAL,VONMISES,BILIN)=0;PARAM,NOCOMPS,-1" ) 
mscnastran_subcase.create_char_param( "CONSTRAINT FORCES", "1" ) 
mscnastran_subcase.create_char_param( "CONSTRAINT FORCES 1",  @ 
"SPCFORCES(SORT1,REAL)=0" ) 
mscnastran_subcase.create_char_param( "MULTI POINT CONSTRAINT FORCES", 
"1" ) 
mscnastran_subcase.create_char_param( "MULTI POINT CONSTRAINT FORCES 1",  
@ "MPCFORCES(SORT1,REAL)=0" ) 
mscnastran_subcase.create_char_param( "ELEMENT FORCES", "1" ) 
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mscnastran_subcase.create_char_param( "ELEMENT FORCES 1",  @ 
"FORCE(SORT1,REAL,BILIN)=0" ) 
mscnastran_subcase.create_char_param( "APPLIED LOADS", "1" ) 
mscnastran_subcase.create_char_param( "APPLIED LOADS 1", 
"OLOAD(SORT1,REAL)=0" ) 
mscnastran_subcase.create_char_param( "ELEMENT STRAIN ENERGIES", "1" ) 
mscnastran_subcase.create_char_param( "ELEMENT STRAIN ENERGIES 1", "ESE=0" 
) 
mscnastran_subcase.create_char_param( "ELEMENT STRAINS", "1" ) 
mscnastran_subcase.create_char_param( "ELEMENT STRAINS 1",  @ 
"STRAIN(SORT1,REAL,VONMISES,STRCUR,BILIN)=0" ) 
mscnastran_subcase.create_char_param( "ELEMENT STRESS DISCONTINUITIES", 
"1" ) 
mscnastran_subcase.create_char_param( "ELEMENT STRESS DISCONTINUITIES 1",  
@ 
"ELSDCON=0;VOLUME # SET #,PRINCIPAL,SYSTEM Coord 0;SURFACE # SET 
#,FIBRE A" // @ 
"LL,SYSTEM Coord 0,AXIS X1,NORMAL R,TOPOLOGICAL 0.,BRANCH BREAK" 
) 
mscnastran_subcase.create_char_param( "SUBCASE WRITE", "ON" ) 
mscnastran_subcase.create_int_param( "SUBCASE INPUT 0", 0 ) 
mscnastran_subcase.create_char_param( "PERFORM ERROR ANALYSIS", "ON" ) 
mscnastran_subcase.create_int_param( "SUPER ELEMENT 0", 0 ) 
mscnastran_subcase.create_char_param( "ALL EXPLICIT MPCS", "ON" ) 
 
$# File submitted to MSC.NASTRAN for analysis. 
 
jobfile.open( "tjoint", "ANALYZE NO JOBFILE" ) 
msc_delete_old_files( "tjoint", ".bdf", ".op2" ) 
 
jobfile.write_spl( "/* Jobfile for PATNAS created %A% at %A% */", ["27-Oct-04" @ 
, "03:45:47"] ) 
jobfile.writec( "", "TRANSLATOR = pat3nas" ) 
jobfile.writec( "DATABASE", "C:\Documents and Settings\Administrator\tjoin" // @ 
"t.db" ) 
jobfile.writec( "JOBNAME", "tjoint" ) 
jobfile.writec( "ANALYSIS TITLE", "MSC.Nastran job created on 27-Oct-04 at" // @ 
" 03:44:50" ) 
jobfile.writec( "", "" ) 
jobfile.writec( "OBJECT", "Entire Model" ) 
jobfile.writec( "METHOD", "Full Run" ) 
jobfile.writec( "", "" ) 
jobfile.writec( "MODEL SUFFIX", ".bdf" ) 
jobfile.writec( "RESULTS SUFFIX", ".op2" ) 
jobfile.writec( "", "" ) 
jobfile.writec( "", "/*" ) 
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jobfile.writec( "", " * File Search Path Declaration" ) 
jobfile.writec( "", " */" ) 
jobfile.writec( "", "" ) 
jobfile.writec( "File Search Path", "C:\Documents and Settings\Administrator" ) 
jobfile.writec( "File Search Path", "c:\msc\patran2001r2" ) 
jobfile.writec( "File Search Path", "c:\msc\patran2001r2\helpfiles" ) 
jobfile.writec( "File Search Path", "c:\msc\patran2001r2\alters" ) 
jobfile.writec( "File Search Path", "c:\msc\patran2001r2\icons" ) 
jobfile.writec( "File Search Path", "c:\msc\patran2001r2\bin\exe" ) 
jobfile.writec( "File Search Path", "c:\msc\patran2001r2\bin" ) 
jobfile.writec( "File Search Path", "C\Documents and Settings\Administrator" ) 
jobfile.writec( "", "" ) 
jobfile.writec( "", "/*" ) 
jobfile.writec( "", " * Translation Parameters" ) 
jobfile.writec( "", " */" ) 
jobfile.writec( "", "" ) 
jobfile.writec( "DATA OUTPUT", "OP2 and Print" ) 
jobfile.writec( "OUTPUT2 REQUESTS", "P3 Built In" ) 
jobfile.writec( "OUTPUT2 FORMAT", "Binary" ) 
jobfile.writec( "DIVISION TOLERANCE", "1.0e-08" ) 
jobfile.writec( "NUMERICAL TOLERANCE", "1.0e-04" ) 
jobfile.writec( "WRITING TOLERANCE", "1.0e-21" ) 
jobfile.writec( "CARD FORMAT", "either" ) 
jobfile.writec( "NODE COORDINATES", "reference frame" ) 
jobfile.writec( "MSC.Nastran VERSION", "2001" ) 
jobfile.writec( "PROPS ON ELEM ENTRY", "FALSE" ) 
jobfile.writec( "CONTINUATION ENTRY", "FALSE" ) 
jobfile.writec( "CONVERT CBAR CBEAM", "FALSE" ) 
jobfile.writec( "ITERATIVE SOLVER", "FALSE" ) 
jobfile.writec( "MODEL TOLERANCE", "0.0049999999" ) 
jobfile.writec( "ELEMENT PROPERTY OFFSET", "0" ) 
jobfile.writec( "MATERIAL PROPERTY OFFSET", "0" ) 
jobfile.writec( "TABLE OFFSET", "0" ) 
jobfile.writec( "LOAD SET OFFSET", "0" ) 
jobfile.writec( "LOAD CASE OFFSET", "0" ) 
jobfile.writec( "CONTROL SET OFFSET", "0" ) 
jobfile.writec( "RIGID ELEMENT OFFSET", "0" ) 
jobfile.writec( "SCALAR POINT OFFSET", "0" ) 
jobfile.writec( "BEGINNING CONTINUATION MARKER", "+      A" ) 
jobfile.writec( "NUMBER ONLY", "ON" ) 
jobfile.writec( "BEGINNING NUMBER", "OFF" ) 
jobfile.writec( "TRAILING NUMBER", "OFF" ) 
jobfile.writec( "SYNTAX NUMBER", "ON" ) 
jobfile.writec( "SYNTAX MARKER", "." ) 
jobfile.writec( "", "" ) 
jobfile.writec( "", "/*" ) 
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jobfile.writec( "", " * Solution Parameters" ) 
jobfile.writec( "", " */" ) 
jobfile.writec( "", "" ) 
jobfile.writec( "SOLUTION TYPE", "LINEAR STATIC" ) 
jobfile.writei( "SOLUTION SEQUENCE", 101 ) 
jobfile.writec( "DATABASE RUN", "ON" ) 
jobfile.writec( "CYCLIC SYMMETRY", "OFF" ) 
jobfile.writec( "AUTOMATIC CONSTRAINTS", "OFF" ) 
jobfile.writec( "INERTIA RELIEF", "OFF" ) 
jobfile.writec( "ALTERNATE REDUCTION", "OFF" ) 
jobfile.writec( "SHELL NORMAL TOLERANCE", "" ) 
jobfile.writec( "MASS CALCULATION", "Lumped" ) 
jobfile.writec( "DATA DECK ECHO", "None" ) 
jobfile.writec( "PLATE RZ STIFFNESS FACTOR", "0.0" ) 
jobfile.writec( "MAXIMUM PRINTED LINES", "999999999" ) 
jobfile.writec( "MAXIMUM RUN TIME", "600" ) 
jobfile.writec( "WT-MASS CONVERSION", "1.0" ) 
jobfile.writec( "NODE ID FOR WT-GENER", "" ) 
jobfile.writec( "FMS WRITE", "ON" ) 
jobfile.writei( "FMS INPUT 0", 0 ) 
jobfile.writec( "EXEC WRITE", "ON" ) 
jobfile.writei( "EXEC INPUT 0", 0 ) 
jobfile.writec( "CASE WRITE", "ON" ) 
jobfile.writei( "CASE INPUT 0", 0 ) 
jobfile.writec( "BULK WRITE", "ON" ) 
jobfile.writei( "BULK INPUT 0", 0 ) 
jobfile.writec( "", "END" ) 
jobfile.close(  ) 
mscnastran_job.associate_subcases( "101", "tjoint", 1, ["pulloff load"] ) 
analysis_submit_2( "MSC.Nastran", "tjoint" ) 
 
END FUNCTION 
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Appendix D - Original DRAT Program (JAVA) 
 
import java.io.*; 
import java.util.*; 
import java.sql.*; 
public class drat 
 
{ 
 public static void main(String[] args) 
 
 { 
  Connection connection = null; 
  String columnValue=null,nextValue=null; 
  float fMax=0,fMin=0; 
  try 
  { 
   
//Take the odbc connection to connect to the test xls database. 
   
Class.forName("sun.jdbc.odbc.JdbcOdbcDriver"); 
  Connection con = DriverManager.getConnection( "jdbc:odbc:test" ); 
  Statement st = con.createStatement(); 
  Statement ps = con.createStatement(); 
  PreparedStatement st1=null; 
  ResultSet rs,rs1; 
 
  //Select all rows in the xls to the Result set to be used by the program 
   
rs = st.executeQuery( "Select * from [data$]" ); 
  rs.next(); 
  rs.next(); 
  rs.next(); 
  rs.next(); 
  System.out.print("Enter your option Beam(B) or T-Joints(T):"); 
BufferedReader br = new BufferedReader(new  
InputStreamReader(System.in)); 
  String option = br.readLine(); 
  option = option.toUpperCase(); 
  if( option.equals("B") ) 
   System.out.println("You have chosen Beam"); 
  else if( option.equals("T") ) 
   { 
   System.out.println("You have chosen T-Joints"); 
   } 
  else 
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   { 
   System.out.println("You have chosen a value not identified"); 
   } 
  String strY = "Y"; 
  String strN = "N"; 
  String strBeam = "Beam"; 
  String strTJ = "T-Joint"; 
 
  if( option.equals("B") ) 
   { 
ps.executeUpdate("update [data$] set New = '" + strY + "' where 
Old = '" + strBeam +"'"); 
ps.executeUpdate("update [data$] set New = '" + strN + "' where 
Old = '" + strTJ +"'"); 
   } 
  else if( option.equals("T") ) 
   { 
ps.executeUpdate("update [data$] set New = '" + strN + "' where 
Old = '" + strBeam +"'"); 
ps.executeUpdate("update [data$] set New = '" + strY + "' where 
Old = '" + strTJ +"'"); 
   } 
 
  //Skip few rows to go to the actual data. 
   
rs.next(); 
  rs.next(); 
  rs.next(); 
  rs.next(); 
  int loop = 0; 
  int cnt = 0; 
 
  // Set the predetermined number of values for beam and t-joints 
   
if(option.equals("B")) 
   { 
   loop = 12; 
   } 
  else if(option.equals("T")) 
   { 
   loop = 11; 
   } 
  double val = 0.0; 
 
  // Get the undamaged strain values into the array. 
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double[] arrB = {1197.504, 3147.772, 5176.02, 7206.86, 9240.651, 
11303.22, 11303.22, 9240.651, 7206.86, 5176.02, 3147.772, 1197.504}; 
double[] arrT = {66.4884, 185.2206, 303.9621, 382.2476, 339.9192, 
197.3299, 316.2631, 377.5786, 314.8193, 198.2744, 65.0957}; 
   
//Loop individual values entered by user and calculate the filtered 
strain values. 
   
while (loop > 0) 
   { 
   rs.next(); 
   loop--; 
   cnt++; 
   System.out.print("Enter value " + cnt + ": "); 
   br = new BufferedReader(new InputStreamReader(System.in)); 
   val = Double.valueOf(br.readLine()).doubleValue(); 
   if(option.equals("B")) 
    { 
    val = (val - arrB[cnt-1])/1000; 
    } 
   else if(option.equals("T")) 
    { 
    val = (val - arrT[cnt-1])/1000; 
    } 
   System.out.println(val); 
ps.executeUpdate("update [data$] set New = '" + val + "', Old = '" 
+ arrB[cnt-1] +"' where SNo = " + cnt ); 
   } 
 
  //Remove the last extra row for t-joints if already created. 
   
if(option.equals("T")) 
   { 
   cnt++; 
   System.out.println("value" + cnt); 
ps.executeUpdate("update [data$] set New = '', Old = '' where SNo 
= " + cnt ); 
   } 
  } 
  catch(Exception ex) 
  { 
   System.err.print("Exception: Invalid value for processing "); 
   System.err.println(ex.getMessage()); 
  } 
 } 
} 
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Appendix E - Modified-DRAT Program (Matlab®)  
 
 Single Delamination Case (Different Loading Magnitude and Loading Angle) 
 
% Load previously created polynomial equations 
 
load Single_Polyfunctions; 
 
% Prompt user to enter the sensor values of the test case.  
% Accept the values entered by the user. 
 
for i=1:8 
disp(['Enter the Value of Sensor',sprintf(' %d',i)]); 
Input(i,1) =input(''); 
disp(' '); 
i=i+1; 
end 
 
disp(['Enter the Value of Reference Sensor 1']); 
R1=input(''); 
disp(' '); 
 
disp(['Enter the Value of Reference Sensor 2']); 
R2=input(''); 
disp(' '); 
 
R=R1/(abs(R1)+abs(R2)); 
 
% Compute the healthy strain signature of the T-joint experiencing the same 
loading as the test case. 
 
if (R1>0 & R2>0) | (R1<0 & R2>0) 
UD(1,1)=polyval(z1,R); 
UD(2,1)=polyval(z2,R); 
UD(3,1)=polyval(z3,R); 
UD(4,1)=polyval(z4,R); 
UD(5,1)=polyval(z5,R); 
UD(6,1)=polyval(z6,R); 
UD(7,1)=polyval(z7,R); 
UD(8,1)=polyval(z8,R); 
R3=polyval(RZ1,R); 
R4=polyval(RZ2,R); 
else 
UD(1,1)=polyval(x1,R); 
UD(2,1)=polyval(x2,R); 
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UD(3,1)=polyval(x3,R); 
UD(4,1)=polyval(x4,R); 
UD(5,1)=polyval(x5,R); 
UD(6,1)=polyval(x6,R); 
UD(7,1)=polyval(x7,R); 
UD(8,1)=polyval(x8,R); 
R3=polyval(Rx1,R); 
R4=polyval(Rx2,R); 
end 
 
% Compare the damaged and the undamaged strain signature and normalize it. 
 
D=Input*(R3/R1); 
F=D-UD; 
LH(1,1)=F(1,1); 
LH(2,1)=F(2,1); 
LH(3,1)=F(3,1); 
LH(4,1)=F(4,1); 
RH(1,1)=F(5,1); 
RH(2,1)=F(6,1); 
RH(3,1)=F(7,1); 
RH(4,1)=F(8,1); 
 
% Input the filtered signal sequentially into the corresponding ANNs. 
 
LH_SIM=LH/(max(abs(LH))); 
RH_SIM=RH/(max(abs(RH))); 
 
load lh; 
LH=sim(network1,LH_SIM); 
LH=LH*1000; 
LH=round(LH); 
clear network1; 
 
load rh; 
RH=sim(network1,RH_SIM); 
RH=RH*1000; 
RH=round(RH); 
clear network1; 
 
% Display the network output. 
 
disp('Left Hand Side Delamination') 
LH(1,1) 
disp('Right Hand Side Delamination') 
RH(1,1) 
 
3
1
9
 
A0 A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14
S1 1.39E+10 -6.49E+10 1.15E+11 -7.76E+10 -3.07E+10 8.90E+10 -5.82E+10 8.84E+09 9.10E+09 -5.97E+09 1.48E+09 -1.05E+08 -2.46E+07 5.44E+06 -3.12E+05
S2 2.24E+10 -1.04E+11 1.83E+11 -1.21E+11 -5.16E+10 1.41E+11 -9.04E+10 1.27E+10 1.45E+10 -9.24E+09 2.24E+09 -1.50E+08 -3.82E+07 8.15E+06 -4.59E+05
S3 2.45E+10 -1.10E+11 1.82E+11 -1.04E+11 -6.93E+10 1.41E+11 -7.76E+10 4.34E+09 1.52E+10 -7.72E+09 1.54E+09 -4.67E+07 -3.22E+07 5.06E+06 -2.35E+05
S4 3.45E+10 -1.52E+11 2.47E+11 -1.32E+11 -1.05E+11 1.91E+11 -9.77E+10 8.82E+08 2.09E+10 -9.58E+09 1.67E+09 -1.19E+06 -4.03E+07 5.03E+06 -1.84E+05
S5 -3.09E+10 1.35E+11 -2.16E+11 1.09E+11 9.79E+10 -1.67E+11 8.07E+10 2.24E+09 -1.85E+10 7.82E+09 -1.21E+09 -3.63E+07 3.30E+07 -3.28E+06 7.95E+04
S6 -1.39E+10 5.95E+10 -9.17E+10 4.08E+10 4.81E+10 -7.09E+10 2.98E+10 3.94E+09 -8.11E+09 2.79E+09 -2.63E+08 -5.26E+07 1.20E+07 -2.91E+05 -4.66E+04
S7 9.51E+08 -8.67E+09 2.61E+10 -3.38E+10 1.13E+10 2.01E+10 -2.60E+10 1.05E+10 1.39E+09 -2.87E+09 1.05E+09 -1.29E+08 -1.15E+07 4.36E+06 -2.99E+05
S8 3.84E+09 -2.09E+10 4.46E+10 -4.14E+10 9.15E+08 3.44E+10 -3.14E+10 9.36E+09 3.05E+09 -3.37E+09 1.07E+09 -1.14E+08 -1.37E+07 4.29E+06 -2.80E+05
R3 8.48E+09 -3.85E+10 6.55E+10 -3.98E+10 -2.23E+10 5.06E+10 -2.97E+10 2.76E+09 5.35E+09 -2.99E+09 6.54E+08 -3.17E+07 -1.24E+07 2.26E+06 -1.16E+05
R4 -3.07E+09 1.22E+10 -1.63E+10 2.77E+09 1.36E+10 -1.26E+10 1.77E+09 3.05E+09 -1.63E+09 7.62E+07 1.49E+08 -3.84E+07 4.95E+05 8.11E+05 -7.12E+04
A0 A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14
S1 -1.53E+06 4.40E+04 6.40E+06 -2.12E+06 -8.47E+06 3.87E+06 4.78E+06 -2.52E+06 -1.15E+06 6.71E+05 8.89E+04 -5.89E+04 -2.22E+03 1.96E+03 5.98E+02
S2 -3.90E+06 1.89E+06 1.33E+07 -7.65E+06 -1.59E+07 9.97E+06 8.35E+06 -5.61E+06 -1.86E+06 1.38E+06 1.22E+05 -1.17E+05 -1.92E+03 3.70E+03 7.38E+02
S3 -1.31E+07 1.32E+07 3.32E+07 -3.43E+07 -3.13E+07 3.39E+07 1.31E+07 -1.57E+07 -2.09E+06 3.33E+06 1.51E+03 -2.59E+05 8.07E+03 7.37E+03 -5.82E+02
S4 -2.33E+07 2.48E+07 5.70E+07 -6.27E+07 -5.17E+07 6.04E+07 2.06E+07 -2.73E+07 -2.97E+06 5.70E+06 -7.02E+04 -4.38E+05 1.70E+04 1.22E+04 -1.58E+03
S5 2.36E+07 -2.57E+07 -5.69E+07 6.43E+07 5.07E+07 -6.13E+07 -1.97E+07 2.75E+07 2.68E+06 -5.68E+06 1.05E+05 4.34E+05 -1.84E+04 -1.20E+04 1.86E+03
S6 1.34E+07 -1.50E+07 -3.13E+07 3.70E+07 2.71E+07 -3.47E+07 -1.01E+07 1.53E+07 1.22E+06 -3.12E+06 8.77E+04 2.36E+05 -1.14E+04 -6.43E+03 1.26E+03
S7 9.05E+06 -1.16E+07 -1.89E+07 2.68E+07 1.39E+07 -2.36E+07 -3.80E+06 9.75E+06 -2.53E+04 -1.85E+06 1.43E+05 1.33E+05 -1.07E+04 -3.33E+03 1.48E+03
S8 5.98E+06 -8.11E+06 -1.17E+07 1.83E+07 7.76E+06 -1.56E+07 -1.57E+06 6.24E+06 -2.81E+05 -1.14E+06 1.20E+05 7.98E+04 -8.00E+03 -1.88E+03 1.17E+03
R3 -3.37E+06 3.12E+06 9.05E+06 -8.48E+06 -9.01E+06 8.71E+06 4.01E+06 -4.18E+06 -7.17E+05 9.14E+05 1.78E+04 -7.25E+04 1.46E+03 2.12E+03 -1.89E+01
R4 4.96E+06 -5.87E+06 -1.12E+07 1.41E+07 9.17E+06 -1.29E+07 -3.14E+06 5.57E+06 2.82E+05 -1.11E+06 4.94E+04 8.24E+04 -4.85E+03 -2.18E+03 5.96E+02
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Multiple Delamination Case (Different Loading Magnitude and Loading Angle) 
 
% Load previously created polynomial equations 
load Polyfunctions; 
 
% Prompt user to enter the sensor values of the test case.  
% Accept the values entered by the user. 
 
for i=1:12 
disp(['Enter the Value of Sensor',sprintf(' %d',i)]); 
Input(i,1) =input(''); 
disp(' '); 
i=i+1; 
end 
 
disp(['Enter the Value of Reference Sensor 1']); 
R1=input(''); 
disp(' '); 
 
disp(['Enter the Value of Reference Sensor 2']); 
R2=input(''); 
disp(' '); 
 
R=R1/(abs(R1)+abs(R2)); 
 
% Compute the healthy strain signature of the T-joint experiencing the same 
loading as the test case. 
 
if (R1>0 & R2>0) | (R1<0 & R2>0) 
UD(1,1)=polyval(x1,R); 
UD(2,1)=polyval(x2,R); 
UD(3,1)=polyval(x3,R); 
UD(4,1)=polyval(x4,R); 
UD(5,1)=polyval(x5,R); 
UD(6,1)=polyval(x6,R); 
UD(7,1)=polyval(x7,R); 
UD(8,1)=polyval(x8,R); 
UD(9,1)=polyval(x9,R); 
UD(10,1)=polyval(x10,R); 
UD(11,1)=polyval(x11,R); 
UD(12,1)=polyval(x12,R); 
R3=polyval(xR1,R); 
R4=polyval(xR2,R); 
else 
 
UD(1,1)=polyval(z1,R); 
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UD(2,1)=polyval(z2,R); 
UD(3,1)=polyval(z3,R); 
UD(4,1)=polyval(z4,R); 
UD(5,1)=polyval(z5,R); 
UD(6,1)=polyval(z6,R); 
UD(7,1)=polyval(z7,R); 
UD(8,1)=polyval(z8,R); 
UD(9,1)=polyval(z9,R); 
UD(10,1)=polyval(z10,R); 
UD(11,1)=polyval(z11,R); 
UD(12,1)=polyval(z12,R); 
R3=polyval(zR1,R); 
R4=polyval(zR2,R); 
end 
 
% Compare the damaged and the undamaged strain signature and normalize it. 
 
D=Input*(R3/R1); 
F=D-UD; 
 
LH(1,1)=F(1,1); 
LH(2,1)=F(2,1); 
LH(3,1)=F(3,1); 
 
LV(1,1)=F(4,1); 
LV(2,1)=F(5,1); 
LV(3,1)=F(6,1); 
 
RV(1,1)=F(7,1); 
RV(2,1)=F(8,1); 
RV(3,1)=F(9,1); 
 
RH(1,1)=F(10,1); 
RH(2,1)=F(11,1); 
RH(3,1)=F(12,1); 
 
% Input the filtered signal sequentially into the corresponding ANNs. 
 
LH_SIM=LH/(max(abs(LH))); 
LV_SIM=LV/(max(abs(LV))); 
RV_SIM=RV/(max(abs(RV))); 
RH_SIM=RH/(max(abs(RH))); 
 
load lh; 
LH=sim(network1,LH_SIM); 
LH=LH*1000; 
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LH=round(LH); 
clear network1; 
 
load lv; 
LV=sim(network1,LV_SIM); 
LV=LV*1000; 
LV=round(LV); 
clear network1; 
 
load rv; 
RV=sim(network1,RV_SIM); 
RV=RV*1000; 
RV=round(RV); 
clear network1; 
 
load rh; 
RH=sim(network1,RH_SIM); 
RH=RH*1000; 
RH=round(RH); 
clear network1; 
 
% Display the network output. 
 
disp('Left Hand Side Horizontal Delamination') 
LH(1,1) 
disp('Left Hand Side Vertical Delamination') 
LV(1,1) 
disp('Right Hand Side Vertical Delamination') 
RV(1,1) 
disp('Right Hand Side Horizontal Delamination') 
RH(1,1) 
 
disp(' '); 
disp('Do you want to Search for Damage in a Different Data Set?'); 
disp('Y/N') 
disp(' ') 
A=input('','s'); 
 
if A == 'y'; 
   multiple; 
elseif A=='Y'; 
       multiple; 
else  
end 
 
 
 
3
2
3
 
A0 A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14
S1 3.10E+04 3.69E+05 -2.98E+04 -9.72E+05 6.19E+04 9.80E+05 -1.35E+05 -4.55E+05 1.05E+05 8.51E+04 -2.76E+04 -1.39E+03 2.88E+02 1.20E+03 6.78E+01
S2 2.93E+04 3.90E+05 -2.16E+04 -1.03E+06 5.46E+04 1.04E+06 -1.37E+05 -4.83E+05 1.10E+05 9.04E+04 -2.91E+04 -1.48E+03 2.96E+02 1.27E+03 7.83E+01
S3 5.47E+04 5.49E+05 -6.85E+04 -1.44E+06 1.18E+05 1.45E+06 -2.14E+05 -6.72E+05 1.59E+05 1.25E+05 -4.11E+04 -2.02E+03 4.46E+02 1.77E+03 8.45E+01
S4 3.21E+06 4.39E+06 -8.40E+06 -1.07E+07 9.52E+06 9.83E+06 -6.09E+06 -4.05E+06 2.22E+06 6.35E+05 -3.66E+05 -4.74E+03 9.74E+03 9.83E+03 -4.59E+03
S5 1.45E+06 1.94E+06 -3.79E+06 -4.73E+06 4.29E+06 4.34E+06 -2.74E+06 -1.78E+06 9.90E+05 2.78E+05 -1.63E+05 -2.00E+03 4.37E+03 4.31E+03 -2.08E+03
S6 1.20E+06 1.63E+06 -3.15E+06 -3.98E+06 3.57E+06 3.65E+06 -2.28E+06 -1.50E+06 8.28E+05 2.35E+05 -1.36E+05 -1.72E+03 3.64E+03 3.64E+03 -1.73E+03
S7 -1.40E+06 -1.83E+06 3.67E+06 4.44E+06 -4.15E+06 -4.06E+06 2.63E+06 1.66E+06 -9.45E+05 -2.57E+05 1.53E+05 1.73E+03 -4.19E+03 -4.00E+03 2.03E+03
S8 -1.84E+06 -2.43E+06 4.84E+06 5.90E+06 -5.47E+06 -5.39E+06 3.47E+06 2.21E+06 -1.25E+06 -3.42E+05 2.03E+05 2.34E+03 -5.53E+03 -5.33E+03 2.67E+03
S9 -3.51E+06 -4.57E+06 9.22E+06 1.11E+07 -1.04E+07 -1.01E+07 6.61E+06 4.14E+06 -2.36E+06 -6.38E+05 3.83E+05 4.23E+03 -1.05E+04 -9.96E+03 5.10E+03
S10 -8.74E+05 -6.92E+05 2.37E+06 1.58E+06 -2.64E+06 -1.31E+06 1.54E+06 4.63E+05 -4.75E+05 -5.12E+04 6.27E+04 -7.73E+02 -2.35E+03 -9.76E+02 1.42E+03
S11 -6.08E+05 -4.67E+05 1.65E+06 1.06E+06 -1.84E+06 -8.74E+05 1.07E+06 3.03E+05 -3.27E+05 -3.20E+04 4.25E+04 -6.00E+02 -1.63E+03 -6.28E+02 9.95E+02
S12 -5.59E+05 -4.27E+05 1.52E+06 9.67E+05 -1.69E+06 -7.98E+05 9.82E+05 2.76E+05 -3.00E+05 -2.89E+04 3.90E+04 -5.60E+02 -1.50E+03 -5.71E+02 9.16E+02
R3 5.30E+04 2.69E+05 -1.08E+05 -7.00E+05 1.39E+05 6.95E+05 -1.46E+05 -3.17E+05 8.70E+04 5.80E+04 -2.05E+04 -8.85E+02 2.77E+02 8.27E+02 -8.19E+00
R4 -4.34E+05 -3.79E+05 1.17E+06 8.78E+05 -1.31E+06 -7.50E+05 7.73E+05 2.76E+05 -2.45E+05 -3.41E+04 3.38E+04 -2.36E+02 -1.19E+03 -6.06E+02 6.94E+02
A0 A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14
S1 -6.78E+05 1.25E+06 1.19E+06 -2.83E+06 -7.13E+05 2.45E+06 2.12E+05 -9.93E+05 -6.58E+04 1.78E+05 1.61E+04 -8.09E+03 5.46E+02 1.33E+03 -7.66E+01
S2 -7.14E+05 1.32E+06 1.25E+06 -2.99E+06 -7.43E+05 2.59E+06 2.19E+05 -1.05E+06 -6.82E+04 1.89E+05 1.69E+04 -8.57E+03 5.86E+02 1.41E+03 -8.76E+01
S3 -1.01E+06 1.85E+06 1.79E+06 -4.20E+06 -1.08E+06 3.62E+06 3.29E+05 -1.47E+06 -1.01E+05 2.64E+05 2.41E+04 -1.20E+04 7.88E+02 1.96E+03 -9.76E+01
S4 -1.03E+07 1.39E+07 2.11E+07 -3.08E+07 -1.68E+07 2.57E+07 7.07E+06 -9.90E+06 -1.84E+06 1.65E+06 2.49E+05 -7.86E+04 -1.11E+03 1.13E+04 4.49E+03
S5 -4.56E+06 6.15E+06 9.41E+06 -1.36E+07 -7.51E+06 1.14E+07 3.17E+06 -4.37E+06 -8.24E+05 7.28E+05 1.11E+05 -3.47E+04 -5.59E+02 4.96E+03 2.04E+03
S6 -3.82E+06 5.16E+06 7.87E+06 -1.14E+07 -6.28E+06 9.55E+06 2.65E+06 -3.68E+06 -6.88E+05 6.13E+05 9.29E+04 -2.92E+04 -4.42E+02 4.18E+03 1.69E+03
S7 4.32E+06 -5.77E+06 -8.94E+06 1.28E+07 7.18E+06 -1.06E+07 -3.04E+06 4.09E+06 7.89E+05 -6.79E+05 -1.05E+05 3.24E+04 6.25E+02 -4.61E+03 -1.99E+03
S8 5.73E+06 -7.66E+06 -1.18E+07 1.70E+07 9.49E+06 -1.41E+07 -4.02E+06 5.43E+06 1.04E+06 -9.02E+05 -1.39E+05 4.31E+04 7.97E+02 -6.13E+03 -2.61E+03
S9 1.08E+07 -1.44E+07 -2.24E+07 3.19E+07 1.80E+07 -2.66E+07 -7.63E+06 1.02E+07 1.98E+06 -1.69E+06 -2.63E+05 8.08E+04 1.61E+03 -1.15E+04 -5.00E+03
S10 1.90E+06 -2.07E+06 -4.23E+06 4.49E+06 3.73E+06 -3.62E+06 -1.70E+06 1.31E+06 4.27E+05 -2.00E+05 -4.68E+04 1.01E+04 1.16E+03 -1.20E+03 -1.41E+03
S11 1.30E+06 -1.39E+06 -2.90E+06 3.01E+06 2.57E+06 -2.42E+06 -1.18E+06 8.73E+05 2.95E+05 -1.32E+05 -3.19E+04 6.71E+03 8.34E+02 -7.77E+02 -9.86E+02
S12 1.19E+06 -1.27E+06 -2.66E+06 2.75E+06 2.36E+06 -2.21E+06 -1.08E+06 7.97E+05 2.71E+05 -1.20E+05 -2.93E+04 6.12E+03 7.70E+02 -7.07E+02 -9.07E+02
R3 -5.18E+05 9.00E+05 9.40E+05 -2.03E+06 -6.09E+05 1.75E+06 2.03E+05 -7.04E+05 -5.93E+04 1.25E+05 1.24E+04 -5.71E+03 3.17E+02 9.21E+02 1.87E+00
R4 1.01E+06 -1.15E+06 -2.21E+06 2.51E+06 1.91E+06 -2.04E+06 -8.62E+05 7.51E+05 2.17E+05 -1.17E+05 -2.47E+04 5.83E+03 5.15E+02 -7.29E+02 -6.86E+02
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For Angles 0º to 180º 
For Angles 180º to 360º 
