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legislation has significantly increased. Tougher stand against corrupt business 
practices ramped up significant enforcement actions against both companies and 
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INCREASED ENFORCEMENT OF FOREIGN CORRUPT PRACTICES 
ACT: USE OF ARTIFICIAL NEURAL NETWORK FOR THE SELECTION 
OF SALES INTERMEDIARIES 
SUMMARY 
In the last decade, the risk of not complying with the local and international 
legislation has significantly increased. In the business risk evaluations of the leading 
professional companies, “regulation and compliance” was rated as one of the most 
prominent risks since 2008. In 2009, this risk was exceeded only by worries about 
the credit crunch in the market within the crisis environment. In 2010, “regulation 
and compliance” has resumed its place as the number one threat; not only for the area 
of financial services, but also across a spectrum of sectors, ranging from oil and gas, 
through life sciences and technology to telecommunication. Compliance risks are 
also notable in the automotive sector and the power and utilities sector. 
The main reason for the tougher stand against corrupt business practices is the 
increased enforcement actions against both companies and individuals. These anti-
corruption practices are mainly initiated by the U.S. laws, “United Nations 
Convention Against Corruption”, “Organization for Economic Cooperation and 
Development Anti-Bribery Convention” and domestic laws. 
Within this legislative framework, companies have to implement their own robust 
and proactive anti-corruption compliance program as an integral and permanent 
component of the corporate culture in order to mitigate their monetary and 
reputational risk. 
When companies go global and extend their network in different countries, they will 
surely get into business relationships with third parties, especially sales 
intermediaries. Therefore, all companies have to pay special attention to the selection 
process of their “ethical” business partners. A systematic detailed check of the 
prospective sales intermediaries questioning their economical, legal and ethical 
aspects, aiming to reveal any issue which could cast doubt on the integrity is called 
the Due Diligence. This costly examination usually carried forth by external 
professionals has become a business standard of almost all multi-national companies. 
In the thesis, a practical management decision support tool using pattern recognition 
of artificial neural networks (ANNs) was developed aiming to assist companies in 
their selection of sales intermediaries by way of minimizing any future risk of a 
“compliance and regulation” violation, which could result in severe sanctions and 
punishments against such companies. 
As the set of input patterns for the network training is available, the supervised 
learning methodology of the ANNs was used. First, the ANN model was created 
within the mathematical programming application, following which the model was 
trained with the existing data which consists of already resulted due diligence of 
sales intermediaries. The trained ANN model acted as a decision support tool. By 
implementation of this decision support tool using pattern recognition of ANN, users 
  
xviii 
will benefit from the pattern of already completed sales intermediary decisions, 
which contains valuable experience and knowledge. 
The performance of the developed ANN model resulted in an intact correct outcome, 
brining forth confidence relating the implementation of the ANN model as a 
management decision support tool within companies. 
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YURTDIŞI YOLSUZLUK FAALĐYETLERĐ KANUNU’NUN ARTAN 
UYGULAMASI: SATIŞ ARACILARININ SEÇĐLMESĐNDE YAPAY SĐNĐR 
AĞLARININ KULLANIMI 
ÖZET 
Son on yılda, yerel ve uluslararası kanunlara uymamanın riski ciddi seviyede 
artmıştır. Önde gelen profesyonel danışman firmaların gerçekleştirdiği iş riski 
değerlendirmelerinde, “mevzuat ve uygunluk” riski, 2008 yılından beri en önemli 
risklerden biri olarak belirlenmiştir. 2009 yılında gerçekleştirilen değerlendirmede, 
“mevzuat ve uygunluk” riski, kriz ortamı nedeni ile piyasada oluşan “kredi 
darboğazı” riski tarafından geride bırakılmıştır. 2010 yılında ise, “mevzuat ve 
uygunluk” riski en önemli risk olarak kendini tekrar göstermiştir. Bu risk sadece 
finansal sektörlerde değil, petrol ve gaz sektöründen iletişim teknolojilerine kadar 
diğer birçok sektörde de en önemli iş riski olarak değerlendirilmiştir. Uygunluk riski, 
aynı zamanda otomotiv ve enerji sektöründe de büyük bir önem taşımaktadır. 
Yolsuzluk karşıtı mevzuatının firma ve kişilere olan yaptırımının artması, bu risk 
faktörünün en önemli iş risklerinden biri olmasının temel nedenidir. Đlgili yolsuzluk 
karşıtı uygulamalar, özellikle Amerika Birleşik Devletleri mevzuatı, Birleşmiş 
Milletler ve Ekonomik Kalkınma ve Đşbirliği Örgütü Yolsuzluk Karşıtlığı 
Anlaşmaları ve yerel mevzuat tarafından tetiklenmektedir. 
Yolsuzluk karşıtı mevzuatın artarak uygulandığı bu ortamda, firmalar parasal ceza ve 
itibar zedelenmesi risklerini azaltmak için, kendilerine has, proaktif ve dayanıklı 
yolsuzluk karşıtı uygunluk programlarını uygulamakta ve bu programlarını kurumsal 
kültürlerinin bir parçası haline getirmektedirler. 
Firmalar küreselleşerek iş ve satış ağlarını farklı ülkelerde genişlettikçe, üçüncü şahıs 
ve firmalar ile iş ilişkisi içine girmektedirler. Özellikle satış aracıları ile kurulan iş 
ilişkileri en yaygın olanıdır. Bu nedenle, tüm firmalar etik çalışacak iş ortaklarının 
seçilmesi sürecini itinalı bir şekilde yürütmek durumundadırlar. Müstakbel satış 
aracılarının finansal, hukuksal ve etik açılardan sistematik bir şekilde 
değerlendirmesine “detaylı inceleme” denilmektedir. Genelde profesyonel danışman 
firmaları tarafından gerçekleştirilen bu maliyetli çalışma, günümüz koşullarında 
özellikle uluslararası faaliyet gösteren firmalar için standart bir iş haline gelmiştir.  
Bu çalışmada, firmaların kanunlara uygunsuzluk, başka bir deyişle cezai yaptırım ve 
itibar zedelenmesi risklerini en aza indirmek için satış aracılarının seçiminde 
kullanılabilecek pratik bir karar destek aracı geliştirilmiştir. Bu araç, yapay sinir 
ağlarının örüntü tanıma yöntemini kullanmaktadır. 
Model ağının öğrenimi için girdi örüntüleri halihazırda mevcut olduğu için, yapay 
sinir ağlarının denetlenen öğrenme metodolojisi kullanılmıştır. Öncelikle, yapay sinir 
ağı örüntü tanıma modeli, bir matematik programlama uygulaması kullanılarak 
yaratılmıştır. Daha sonra bu model halihazırda bulunan mevcut kararlar çerçevesinde 
eğitilmiştir. Eğitilmiş yapay sinir ağı modeli, yeni satış aracılarının seçim kararları 
için bir karar destek aracı olarak kullanılabilmektedir. Örüntü tanıma modeli 
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kullanılarak yapılan yeni satış aracıları seçimi, eski kararların tecrübesini yeni 
verilecek kararlara başarılı bir şekilde aktarılmasını sağlamaktadır. 
Bu çalışmada geliştirilen ve satış aracılarının seçiminde kullanılabilecek yapay sinir 
ağı modelinin doğru sonuç verme performansı yüksek olup, modelin firmalarda bir 
karar destek aracı olarak kullanılması önerilmektedir. 
 1 
1.  INTRODUCTION 
The “Business Risk Report 2010” held by Ernst & Young Global shows that the 
demand growth of the emerging markets is the biggest opportunity for 2011 and 
beyond (Scott, 2010; Vernon, 2010). As multi-national companies get into these 
emerging markets, they most likely confront with government interactions. 
Therefore, within defined top 10 business risks in the “Business Risk Report 2010”, 
“regulation and compliance” has remained one of the most prominent risks since 
2008. In 2008, “regulation and compliance” risk topped the global list. In 2009, this 
risk was exceeded only by worries about the credit crunch in the market. For 2010, 
“regulation and compliance” has resumed its place as the number one threat; not only 
for financial services, but also across a spectrum of sectors, from oil and gas to real 
estate, and from life sciences and technology to telecoms. Compliance risks are also 
notable in the automotive sector and the power and utilities sector (Figure 1.1). 
 
Figure 1.1: Risk Impact Matrix (Scott, 2010). 
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The main reason of the increased compliance risk over the past five years is that the 
U.S. has taken a notably tougher stand against corrupt business practices, ramping up 
significant enforcement actions against both companies and individuals. These anti-
corruption practices are not only initiated by the U.S. laws, but also supported and 
approved by 140 countries signing on to the United Nations Convention Against 
Corruption (UNCAC) and 38 countries ratifying the Organization for Economic 
Cooperation and Development (OECD) anti-bribery convention (incl. Turkey). 
Within this legislative enforcement, companies have to implement their own robust 
and proactive anti-corruption program as an integral and permanent component of 
the corporate culture in order to mitigate their monetary and reputational risk. 
One of the most critical components of a successful anti-corruption program is the 
Third-Party Foreign Corrupt Practices Act (FCPA) Due Diligence, which is a 
systematic detailed check of the prospective third party by the economical, legal and 
ethical aspects that could cast doubt on the integrity. This costly examination usually 
done by the external professionals became a business standard of almost all multi-
national companies. 
During the extensive literature research, no other numeric or systematic approaches 
found which brings the “third party due diligence” and “mathematical decision 
support tool” concepts together, therefore the thesis is unique. 
1.1 Purpose of the Thesis 
Within the anti-corruption legislative environment and increasing enforcement of 
FCPA, UNCAC and anti-bribery convention of OECD; this thesis points out the 
importance of adherence to the legislative regulations and provides a practical 
management decision support tool using the “Pattern Recognition” approach of the 
provided Artificial Neural Networks that was developed. Then, the model is trained 
based on the existing data and finally successfully applied for selection of the new 
sales intermediaries (due diligence process).  
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1.2 Section Outline of the Thesis 
After this introductory section, the second section will provide detailed insight about 
the Foreign Corrupt Practices Act, its anti-bribery provisions, enforcement and 
financial implications. In this section, the business impact of the FCPA in the recent 
years and current trend will be explained. 
Next, in the third section, the Transparency International and the need for the anti 
corruption activities will be described. Moreover, the calculation methodology of the 
corruption perception index, which is an aggregate indicator that combines different 
sources of information about corruption, making it possible to compare countries will 
be explained and Turkey’s positioning against corruption is discussed and indicated. 
In the fourth section, the insight and reason of performing of the third party FCPA 
due diligence will be described. 
Next, in the fifth section the use of artificial neural networks, their basics, types and 
architectures will be discussed and summarized. 
In the sixth section of the thesis, the artificial neural network model for the selection 
of sales intermediaries will be developed and performance of the model will be 
emphasized. 
In section seven, the study will be summarized and conclusions of the study will be 
depicted. Besides, the overall contribution of the study will be discussed and further 
suggestions for future research will be indicated. 
1.3 Disclaimer 
This thesis contains only general knowledge based on the information provided by 
the authors/websites as defined in the references and related personal evaluations. 
The author is not providing a legal, a professional advice, or other similar services. 
The information in this thesis is not a substitute for such legal advice or services, nor 
should it be used as a basis for any decision or action that may affect your business. 
Before making any such decisions or taking any action that may affect your business, 
you should consult a qualified legal advisor. The author shall not be responsible for 
any loss sustained by any person or entity that relies on the information provided in 
this thesis. 
 4 
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2.  FOREIGN CORRUPT PRACTICES ACT 
2.1 Definition 
The Foreign Corrupt Practices Act (FCPA) is a U.S. law that has been in existence 
since the 1970s, when investigations by the Securities and Exchange Commission 
(SEC) showed U.S. companies engaged in illegal payments exceeding $300 million. 
to foreign government officials. The passage of the FCPA was intended to stop these 
improper payments and to ensure a fair playing field for overseas business dealings 
(Chaturvedi et al., 2009). 
The FCPA’s premise is simple: The FCPA makes it illegal for a U.S. company, U.S. 
individual, or foreign corporation that has a class of securities registered, or that is 
required to file reports under the Securities and Exchange Act of 1934, to make 
payments to a foreign official to obtain or retain business or to gain an improper 
business advantage. Public companies should accurately and fairly reflect the 
transactions of a corporation on its books and records, and maintain an adequate 
system of internal accounting controls. 
2.2 Anti-Bribery Provisions 
2.2.1 Basic prohibition 
The FCPA makes it unlawful to bribe foreign government officials to obtain or retain 
business. There are five elements in the basic prohibition, which must be met to 
constitute a violation of the Act (Url-1). 
2.2.1.1 Affected entities and individuals 
The FCPA potentially applies to any individual, firm, officer, director, employee, or 
agent of a firm and any stockholder acting on behalf of a firm. Individuals and firms 
may also be penalized if they order, authorize, or assist someone else to violate the 
anti-bribery provisions or if they conspire to violate tho
 6 
Under the FCPA, U.S. jurisdiction over corrupt payments to foreign officials 
depends upon whether the violator is an "issuer," a "domestic concern," or a foreign 
national or business. An "issuer" is a corporation that has issued securities that have 
been registered in the United States or who is required to file periodic reports with 
the SEC. 
A "domestic concern" is any individual who is a citizen, national, or resident of the 
United States. Any corporation, partnership, association, joint-stock company, 
business trust, unincorporated organization, or sole proprietorship which has its 
principal place of business in the United States, or which is organized under the laws 
of a State of the United States, or a territory, possession, or commonwealth of the 
United States is also considered as a “domestic concern” (Url-1). 
Issuers and domestic concerns may be held liable under the FCPA under either 
territorial or nationality jurisdiction principles. For acts taken within the territory of 
the United States, issuers and domestic concerns are liable if they take an act in 
furtherance of a corrupt payment to a foreign official using the U.S. mails or other 
means or instrumentalities of interstate commerce. Such means or instrumentalities 
include telephone calls, facsimile transmissions, wire transfers, and interstate or 
international travel. In addition, issuers and domestic concerns may be held liable for 
any act in furtherance of a corrupt payment taken outside the United States. 
Thus, a U.S. company or national may be held liable for a corrupt payment 
authorized by employees or agents operating entirely outside the United States, using 
money from foreign bank accounts, and without any involvement by personnel 
located within the United States. 
Prior to 1998, foreign companies, with the exception of those who qualified as 
"issuers", and foreign nationals were not covered by the FCPA. The 1998 
amendments expanded the FCPA to assert territorial jurisdiction over foreign 
companies and nationals. A foreign company or person is now subject to the FCPA if 
it causes, directly or through agents, an act in furtherance of the corrupt payment to 
take place within the territory of the United States. 
There is, however, no requirement that such act make use of the U.S. mails or other 
means or instrumentalities of interstate commerce. 
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Finally, U.S. parent corporations may be held liable for the acts of foreign 
subsidiaries where they authorized, directed, or controlled the activity in question, as 
can U.S. citizens or residents, themselves "domestic concerns," who were employed 
by or acting on behalf of such foreign-incorporated subsidiaries. 
2.2.1.2 Corrupt intent 
The person making or authorizing the payment must have a corrupt intent, and the 
payment must be intended to induce the recipient to misuse his official position to 
direct business wrongfully to the payer or to any other person (Url-1). You should 
note that the FCPA does not require that a corrupt act succeed in its purpose. The 
offer or promise of a corrupt payment can constitute a violation of the statute. The 
FCPA prohibits any corrupt payment intended to influence any act or decision of a 
foreign official in his or her official capacity, to induce the official to do or omit to 
do any act in violation of his or her lawful duty, to obtain any improper advantage, or 
to induce a foreign official to use his or her influence improperly to affect or 
influence any act or decision. 
2.2.1.3 Payment 
The FCPA prohibits paying, offering, promising to pay (or authorizing to pay or 
offer) money or anything of value (Url-1). 
2.2.1.4 Recipient 
The prohibition extends only to corrupt payments to a foreign official, a foreign 
political party or party official, or any candidate for foreign political office (Url-1). A 
"foreign official" means any officer or employee of a foreign government, a public 
international organization, or any department or agency thereof, or any person acting 
in an official capacity. It is considered that utilizing the Department of Justice's 
Foreign Corrupt Practices Act Opinion Procedure for particular questions as to the 
definition of a "foreign official," such as whether a member of a royal family, a 
member of a legislative body, or an official of a state-owned business enterprise 
would be considered a "foreign official." 
The FCPA applies to payments to any public official, regardless of rank or position. 
The FCPA focuses on the purpose of the payment instead of the particular duties of 
the official receiving the payment, offer, or promise of payment. 
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2.2.1.5 Business purpose 
The FCPA prohibits payments made in order to assist the firm in obtaining or 
retaining business for or with, or directing business to, any person (Url-1). The 
Department of Justice interprets "obtaining or retaining business" broadly, such that 
the term encompasses more than the mere award or renewal of a contract. It should 
be noted that the business to be obtained or retained does not need to be with a 
foreign government or foreign government instrumentality. 
2.2.2 Third party payments and prohibited entities 
The FCPA prohibits corrupt payments through intermediaries (Url-1). It is unlawful 
to make a payment to a third party, while knowing that all or a portion of the 
payment will go directly or indirectly to a foreign official. The term "knowing" 
includes conscious disregard and deliberate ignorance. The elements of an offense 
are essentially the same as described above, except that in this case the "recipient" is 
the intermediary who is making the payment to the requisite "foreign official." 
Intermediaries may include joint venture partners or agents. To avoid being held 
liable for corrupt third party payments, U.S. companies are encouraged to exercise 
due diligence and to take all necessary precautions to ensure that they have formed a 
business relationship with reputable and qualified partners and representatives. 
Such due diligence may include investigating potential foreign representatives and 
joint venture partners to determine if they are in fact qualified for the position, 
whether they have personal or professional ties to the government, the number and 
reputation of their clientele, and their reputation with the U.S. 
Embassy or consulate and with local bankers, clients, and other business associates. 
In addition, when negotiating a business relationship, the U.S. firm should be aware 
of so-called "red flags," i.e., unusual payment patterns or financial arrangements, a 
history of corruption in the country, a refusal by the foreign joint venture partner or 
representative to provide a certification that it will not take any action in furtherance 
of an unlawful offer, promise, or payment to a foreign public official and not take 
any act that would cause the U.S. firm to be in violation of the FCPA. 
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Uunusually high commissions, lack of transparency in expenses and accounting 
records, apparent lack of qualifications or resources on the part of the joint venture 
partner or representative to perform the services offered, and whether the joint 
venture partner or representative has been recommended by an official of the 
potential governmental customer. 
There following entities are prohibited from making improper payments (Url-2).  
2.2.2.1 Issuers  
Issuers are companies that have securities registered in the U.S. or are required to file 
reports with the Securities and Exchange Commission. 
2.2.2.2 Domestic concerns  
Any person or business entity, as well as nationals and residents of the U.S. are 
considered domestic concerns. This includes any entities who have their principal 
place of business in the U.S. or who are organized under the laws of the U.S. 
Both issuers and domestic concerns may be held liable for any act that promotes a 
corrupt payment, by using the U.S. mail or any means or instrument of interstate 
commerce or for an act that occurs outside of the U.S. 
2.2.2.3 Foreign nationals and businesses  
A foreign national or business may be held liable for any act that promotes a corrupt 
payment within the U.S. Unlike the first two entities, foreign nationals and 
businesses are not liable for acts committed outside of the U.S. 
2.2.2.4 Third parties and agents 
A third party or agent acting on behalf of an issuer, domestic concern or foreign 
national or business is liable under the same conditions as the issuer, domestic 
concern or foreign national or business. 
2.3 Enforcement and Financial Implications of FCPA Violations 
The Securities and Exchange Commission of U.S. is in charge of enforcing 
violations of the accounting provisions while the Department of Justice of U.S. is 
primarily responsible for enforcing the anti-bribery provisions (Url-1). Both agencies 
can institute civil actions, but only the Department of Justice of U.S. is authorized to 
file criminal charges. 
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In the United States, the Federal Bureau of Investigation (FBI) has a dedicated team 
of special agents in Washington, D.C., who are now working all FCPA cases, 
alongside federal prosecutors from the Fraud Section of the United States 
Department of Justice (DOJ). This effort was undertaken to centralize and coordinate 
the investigation and prosecution of all anti-bribery cases. 
2.3.1 Punishments for entities 
Violation of the FCPA act has severe punishments (Url-1): 
Violation of Anti-bribery provisions: 
• Civil penalty up to $10,000. 
• Criminal fine up to $2 million. 
• The Alternative Fines Act may increase the criminal fine to twice the gain or 
loss resulting from the corrupt payment.  
Violation of Accounting provisions: 
• Civil penalty up to $500,000. 
• Criminal fine up to $25 million or twice the gain or loss caused by the 
violation. 
2.3.2 Punishments for individuals 
Violation of Anti-bribery provisions: 
• Civil penalty up to $10,000. 
• Criminal fine up to $250,000 and/or imprisonment up to five years. 
• Under the Alternative Fines Act, the fine may be increased to twice the gross 
financial gain or loss resulting from the corrupt payment.  
• The company cannot directly or indirectly pay a criminal fine imposed on an 
individual who acted on their behalf.  
Violation of Accounting provisions: 
• Civil penalty up to $100,000. 
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• Criminal fine up to $5 million or twice the gain or loss caused by the 
violation, and or imprisonment up to 20 years. 
• Fines cannot be paid directly or indirectly by the company on whose behalf 
the person acted.  
2.3.3 Other government punishments 
Under guidelines issued by the Office of Management and Budget, a person or firm 
found in violation of the FCPA may be barred from doing business with the Federal 
government. Indictment alone can lead to suspension of the right to do business with 
the government (Url-1). 
The President has directed that no executive agency shall allow any party to 
participate in any procurement or non-procurement activity if any agency has 
debarred, suspended, or otherwise excluded that party from participation in a 
procurement or non-procurement activity. 
In addition, a person or firm found guilty of violating the FCPA may be ruled 
ineligible to receive export licenses. The SEC may suspend or bar persons from the 
securities business and impose civil penalties on persons in the securities business for 
violations of the FCPA; the Commodity Futures Trading Commission and the 
Overseas Private Investment Corporation both provide for possible suspension or 
debarment from agency programs for violation of the FCPA. In addition, a payment 
made to a foreign government official that is unlawful under the FCPA cannot be 
deducted under the tax laws as a business expense. 
2.3.4 Summary of FCPA punishments 
As stated, failure to comply with the regulations can result in prison sentences and 
substantial fines. Under the anti-bribery provisions, individuals face imprisonment of 
up to five years and criminal fines of up to $250,000, and companies may be fined up 
to $2 million for each violation. Under the accounting provisions, individuals face 
imprisonment for up to 20 years and criminal fines of up to $5 million, and 
companies may be fined up to $25 million for each violation. Federal law allows for 
even higher fines, which may equal twice the gain to the defendant or the loss to the 
third party resulting from the violation. 
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There are also civil fines that may be levied against both a company and individuals. 
Furthermore, a company’s reputation is damaged when news of such activity is 
shared in the press and industry, and that may never be salvaged. 
2.4 Anti-Corruption Trends 
As recently published in “2010 Year-End FCPA Update” report of Gibson Dunn & 
Crutcher1, the  new era of FCPA enforcement activity is characterized by escalating 
numbers of enforcement actions, bolstered by industry-wide investigations and a 
focus on prosecuting individuals, and heightened levels of international anti-
corruption cooperation and enforcement (Url-3). Each of these trends continued in 
2010, as the number of enforcement actions brought by the U.S. Department of 
Justice (DOJ) and Securities and Exchange Commission (SEC) – the statute's dual 
enforcers – reduced the tally from any prior year in the statute's 33-year history. 
These enforcement trends are by now familiar to directors, officers, and general 
counsels of multinational companies, as well as to the criminal defense bar, but 
increasing attention from U.S. legislators portends the potential for future 
developments that could further heighten the focus on anti-corruption enforcement 
and compliance in the international business environment. 
Fraud and corruption continue to increase during the latest global recession; the 
percentage of companies who have fallen victim to serious cases of fraud in the last 
two years has risen worldwide from 13% to 16%. In Western Europe, 21% of 
companies encountered white-collar crime. Latin America (21%) and the Middle 
East/Africa (18%) are also still high corruption risks (Stulb, 2010). 
In the 2010 Global Fraud Survey conducted by Ernst & Young, more than 1,400 
managers from 36 countries were surveyed, including CFOs and heads of internal 
audit, legal, and compliance. One reason for the increase in the corruption risk in 
times of crisis is the reduced budget. However, there are also dangers in growth 
phases. For example, many companies have no systematic risk assessment process. 
The authors of the study claim that people are not yet aware of the importance of 
prevention of fraud and corruption at their own companies. 
                                               
1
 Gibson Dunn & Crutcher is one of the most prestigious global law firm, founded in Los Angeles in 
1890 
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Advisors also warned that the risk of corruption is growing internationally because 
companies are pursuing increasingly aggressive expansion strategies aimed at 
improving their competitiveness after the financial crisis. 
In the process, growth is often accompanied by higher risks as new and unknown 
markets or foreign companies are taken over. According to 74% of the respondents, 
the most important measure for prevention of white-collar crime in growth phases 
are internal control systems and audits (65%), followed by training sessions for 
employees and communicating the regulations (51%). 
While many have viewed this trend as creating an uneven and potentially costly 
global playing field for US companies, other countries around the world are now 
starting to follow suit, committing to global anti-corruption standards and taking 
action. To be sure, an environment of heightened enforcement against corrupt 
business practices presents new compliance challenges, but it also opens up a world 
of opportunity to companies seeking entry into markets they may have shied away 
from in the past.  
Furthermore, an aggressive international push to fight corruption has moved well 
beyond well-intentioned rhetoric and toward hard results (Sulavik, 2009). Foreign 
Corrupt Practices Act (FCPA) investigations and enforcement actions have spiked in 
the last several years while investigation backlogs pile up and criminal prosecutions 
lead to executives serving prison sentences. 
Penalties, disgorgement of profits and monitoring costs have also grown appreciably. 
Additionally, forfeiture actions against foreign officials receiving bribes further 
indicate greater progress by anticorruption regulators. 
Two underpinning factors have driven this push: 
• a deeper desire among most developed nations to establish a level playing 
field for business competitors regardless of their countries of domicile and 
• the recognition by governments that corruption of any type is a destabilizing 
force within the international community. 
Companies face intensified risks and competition as they expand globally via 
mergers and acquisitions (M&A), especially where geopolitical risk and corruption 
are pervasive. 
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This new anticorruption era is forcing companies to change their behaviors to adapt 
to greater financial and reputational risks. At the same time, gray areas, including 
facilitation payments, travel and entertainment expenses and the retention of third-
party agents, add to the ever-heavier burden of anticorruption compliance. 
Business leaders and board members should take notice. How well companies 
prepare for geopolitical risk and anticorruption compliance could make or break the 
viability of doing business in a desired region. While the US and the Organization for 
Economic Cooperation and Development (OECD) have led the world in promoting 
and harmonizing antibribery initiatives, some countries still lag and send mixed 
messages with inadequate records on antibribery legislation, policing and 
investigative rigor. The resulting patchy progress in combating corruption throughout 
the world leaves US companies to expect the worst and guard most vigilantly against 
exposure to FCPA violations. Some companies may believe that complying with 
anticorruption laws inevitably places them at a competitive disadvantage against 
companies that do not comply. While this may be true in some cases, the increasing 
vigor of anticorruption investigations should not necessarily discourage companies 
from doing business in countries where bribery, for example, is pervasive. 
Instead, companies that commit to competing internationally need to build in 
aggressive and thorough anticorruption compliance measures, especially in 
monitoring contracts, Merger and Acquisition (M&A) due diligence and budgets thus 
guarding against risks of unpredictable employee behavior in all corners of the world 
where companies do business. 
The following trends are likely to intensify going forward (Sulavik, 2009): 
• The number of FCPA cases and severity of penalties will likely continue to 
increase as the US Department of Justice (DOJ) and the US Securities and 
Exchange Commission (SEC) work through a backlog of up to an estimated 
combined 120 cases. The year 2008 saw its first billion-dollar settlement, 
with a global company agreeing to pay over $1.6 billion in penalties to 
several governments. 
• International harmonization of antifraud and anticorruption regulation will 
lead to more parallel investigations, with the likely consequence of increased 
penalties. 
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• FCPA compliance will become a top corporate governance issue leading to 
more rigorous FCPA compliance and self-monitoring programs. The expense 
will continue to be placed upon companies to dedicate greater resources to 
anticorruption initiatives, including due diligence, during mergers and 
acquisitions. 
• FCPA investigations will likely continue to trigger other actions such as 
shareholder litigation, tax investigations and money-laundering probes. 
Without a doubt, 2010 will go down yet another landmark year for anti-corruption 
enforcement worldwide. As the level of enforcement activity continues its meteoric 
rise, multinational companies and their employees must be increasingly vigilant in 
conducting their business in the world's most challenging environments. 
Clearly, the enforcement actions brought by DOJ and the SEC in 2010 reinforce 
several compliance themes for corporations (Sulavik, 2009): 
• close scrutiny and examination of third-party agents and distributors; and 
• awareness of industry business practices, investigations, and litigation; and 
last but not least; 
• the challenges of conducting business in China; and 
• a detailed anti-corruption due diligence; 
which is going to be in the main focus of the  thesis by offering a practical model to 
the companies as a management decision support system tool for selection of the 
sales intermediaries (due diligence process) by using the “Pattern Recognition” 
approach of the Artificial Neural Networks. 
2.4.1 FCPA enforcement statistics between 2004 and 2010 
The number of FCPA enforcement actions by DOJ and the SEC during the past 
seven years rose significantly (Figure 2.1). 
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Figure 2.1: 2004 - 2010 FCPA Enforcement Statistics (Url-3). 
There can be no question but that 2010 was yet another high-water mark for U.S. 
regulators charged with enforcing the FCPA (Url-3). Although the level of 
enforcement activity has been rising steadily over the past seven years, the explosion 
of 2010 witnessed an 85% increase in enforcement actions over 2009, which was 
itself a record year. 
The 26 enforcement actions brought by the SEC exceed the previous high of 20 
actions in 2007, and the 48 cases filed by DOJ dwarfs last year's record 26 actions. 
The increased focus and resources being devoted to FCPA enforcement at both 
agencies, coupled with several key legislative developments, suggests that the 
prolific pace of FCPA prosecutions is unlikely to abate soon. 
2.4.2 Top five penalties of the FCPA related settlements 
Not only is 2010 notable for the sheer number of enforcement actions, but the 
monetary penalties assessed in the past year also reached historic heights. Indeed, 
three of the top five monetary settlements in FCPA history were reached in 2010 
(Figure 2.2). 
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Figure 2.2: Top FCPA-Related Monetary Settlements with DOJ&SEC (Url-3). 
Siemens (2008): The highest penalty due to FCPA violation was assessed to 
Siemens A.G. As announced by Department of Justice of U.S. on 15.12.2008, 
Siemens A.G. pleaded guilty to violating the internal controls and books and records 
provisions of the FCPA and reached to settlements with the U.S. Department of 
Justice and the Securities and Exchange Commission. Siemens A.G. also resolved 
charges by the Munich Public Prosecutor’s Office based on its corporate failure to 
supervise its officers and employees. Siemens A.G. will pay a criminal fine of $450 
million in the DOJ settlement and $350 million in disgorgement of profits under its 
agreement with the SEC. 
In addition to this settlement, in Germany, they will also pay €395 million (about 
$569 million), on top of the €201 million paid in October 2007 to settle a related 
action brought by the Munich Public Prosecutor; ending up a payment of ca. $1,600 
million of penalty due to FCPA violation. 
The U.S. dispositions require appointment of a compliance monitor for four years. 
Siemens A.G. has already named a lawyer who served in the German Parliament and 
as the German Finance Minister as the compliance monitor. 
In a sign that U.S. prosecutions of individuals tied to the case may follow, the DOJ 
said Siemens A.G. "also agreed to continue fully cooperating with the Department in 
ongoing investigations of corrupt payments by company employees and agents” 
(Url-4). The official settlement of Siemens A.G. is provided in Appendix A. 
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KBR/Halliburton (2009): Houston-based global engineering firm Kellogg Brown & 
Root LLC (KBR) pleaded guilty on 11.02.2009 to a five-count criminal information, 
with one conspiracy count and four substantive counts of violating the FCPA. KBR 
agreed to pay a $402 million fine, the second largest criminal fine for an FCPA 
violation, following Siemens A.G.' $450 million penalty in December 2008. 
KBR admitted paying Nigerian officials at least $182 million in bribes for 
engineering, procurement and construction contracts awarded between 1995 and 
2004 to build liquefied natural gas facilities on Bonny Island, Nigeria. 
The contracts to an international joint venture led by KBR were worth more than $6 
billion. KBR's former CEO, Albert "Jack" Stanley, pleaded guilty in September 2008 
to conspiring to violate the FCPA. 
In addition, KBR’s parent company, KBR Inc., and its former parent company, 
Halliburton Company, settled civil FCPA charges with the Securities and Exchange 
Commission, agreeing to be jointly liable to pay $177 million in disgorgement. The 
SEC's complaint alleges that Halliburton's internal controls failed to detect the 
bribery, and that its records were falsified to cover up the illegal payments (Url-4). 
BAE Systems (2010): BAE Systems is one of the premier companies working for 
global defense, security and aerospace. 
They pleaded guilty on 01.03.2010 in U.S. federal court in the District of Columbia 
and admitted conspiring to defraud the United States by impairing and impeding its 
lawful functions, to make false statements about its Foreign Corrupt Practices Act 
compliance program, and to violate the Arms Export Control Act and International 
Traffic in Arms Regulations. They were sentenced to pay a $400 million criminal 
fine. 
Despite its assurances, BAE "made a series of substantial payments to shell 
companies and third party intermediaries" without due diligence or proper corporate 
controls. Some of the payments were to "marketing advisors" whose identity BAE 
actively concealed from the U.S. government. It also did not disclose some of the 
payments (Url-4). 
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ENI/ Snamprogetti (2010): ENI is an integrated energy company, committed to 
developing its activities in research, production, transport, transformation and 
marketing of oil and natural gas. Snamprogetti and its parent company ENI of Italy 
will pay $365 million to resolve FCPA-related charges for Snamprogetti's role in the 
TSKJ-Nigeria joint venture. 
Dutch-based Snamprogetti was charged by the DOJ in a criminal information with 
one count of conspiracy and one count of aiding and abetting violations of the FCPA. 
It will pay a $240 million criminal penalty. 
Snamprogetti and ENI also entered into a two-year deferred prosecution agreement 
with the DOJ. The agreement does not require appointment of a compliance monitor. 
To resolve the SEC's charges that Snamprogetti and ENI violated the anti-bribery 
and recordkeeping and internal controls provisions of the Securities Exchange Act 
and, the companies are jointly and severally liable to pay $125 million in 
disgorgement (Url-4). 
Technip (2010): Paris-based Technip is an engineering and construction firm that's 
part of the oil and gas services industry, has resolved FCPA-related charges with the 
DOJ. It agreed to pay a $240 million criminal penalty and enter into a deferred 
prosecution agreement. It also settled a civil complaint filed by the SEC by paying 
$98 million in disgorgement of profits. 
Technip, Kellogg Brown & Root (KBR), ENI of Italy, and JGC of Japan were equal 
partners in the TSKJ joint venture. The JV operated through three special purpose 
corporations formed and based in Madeira, Portugal. Between 1995 and 2004, the 
joint venture won contracts worth $6 billion to build massive LNG facilities on 
Nigeria's Bonny Island. 
Technip was charged in a two-count criminal information with one count of 
conspiracy and one count of violating the FCPA. The case was filed in the U.S. 
District Court for the Southern District of Texas. The two-year deferred prosecution 
agreement requires Technip to retain an independent compliance monitor (Url-4). 
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3.  TRANSPARENCY INTERNATIONAL 
Transparency International (TI), the global civil society organization leading the 
fight against corruption, brings people together in a powerful worldwide coalition to 
end the devastating impact of corruption on men, women and children around the 
world (Url-5).  
TI’s mission is to create change towards a world free of corruption. Transparency 
International challenges the inevitability of corruption, and offers hope to its victims. 
Since its founding in 1993, TI has played a lead role in improving the lives of 
millions around the world by building momentum for the anti-corruption movement. 
TI raises awareness and diminishes apathy and tolerance of corruption, and devises 
and implements practical actions to address it. 
Transparency International is a global network including more than 90 locally 
established national chapters and chapters-in-formation. These bodies fight 
corruption in the national arena in a number of ways. 
They bring together relevant players from government, civil society, business and the 
media to promote transparency in elections, in public administration, in procurement 
and in business. TI’s global network of chapters and contacts also use advocacy 
campaigns to lobby governments to implement anti-corruption reforms.  
Politically non-partisan, TI does not undertake investigations of alleged corruption or 
expose individual cases, but at times will work in coalition with organizations that 
do. 
TI has the skills, tools, experience, expertise and broad participation to fight 
corruption on the ground, as well as through global and regional initiatives. Now in 
its second decade, Transparency International is maturing, intensifying and 
diversifying its fight against corruption (Url-5). 
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3.1 Definition of Corruption 
“Corruption is the abuse of entrusted power for private gain. It hurts everyone whose 
life, livelihood or happiness depends on the integrity of people in a position of 
authority” (Url-5). 
3.2 The Importance of  Fighting Against Corruption 
Corruption hurts everyone, and it harms the poor the most. Sometimes its devastating 
impact is obvious:  
“A father who must do without shoes because of his insufficient wages are used to 
pays a bribe to get his child into a supposedly free school. The unsuspecting sick 
carpenter who buys useless counterfeit drugs, putting his health in grave danger. A 
small shop owner whose weekly bribe to the local inspector cuts severely into his 
modest earnings. The family is trapped for generations in poverty because a corrupt 
and autocratic leadership has systematically siphoned off a nation’s riches” (Url-5).   
Other times corruption’s impact is less visible (Url-5):  
The prosperous multinational corporation that secured a contract by buying an unfair 
advantage in a competitive market through illegal kickbacks to corrupt government 
officials, at the expense of the honest companies who did not.  
Post-disaster donations provided by compassionate people, directly or through their 
governments, that never reach the victims, instead callously diverted into the bank 
accounts of criminals.  
The faulty buildings, built to lower safety standards that collapse in an earthquake or 
hurricane because a bribe passed under the table in the construction process.  
Corruption has dire global consequences, trapping millions in poverty and misery 
and breeding social, economic and political unrest.  
Corruption is both a cause of poverty, and a barrier to overcoming it. It is one of the 
most serious obstacles to increasing wealth of nation. 
Corruption denies poor people the basic means of survival, forcing them to spend 
more of their income on bribes. Human rights are denied where corruption is rife, 
because a fair trial comes with a hefty price tag where courts are corrupted.  
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Corruption undermines democracy and the rule of law, distorts national and 
international trade, jeopardizes sound governance and ethics in the private sector, and 
threatens domestic and international security and the sustainability of natural 
resources.  
3.3 Corruption Perceptions Index (CPI) 
TI defines corruption as the abuse of entrusted power for private gain. This definition 
encompasses corrupt practices in both the public and private sectors. The Corruption 
Perceptions Index (CPI) ranks countries according to perception of corruption in the 
public sector. The CPI is an aggregate indicator that combines different sources of 
information about corruption, making it possible to compare countries (Url-5). 
The 2010 CPI draws on different assessments and business opinion surveys carried 
out by independent and reputable institutions. It captures information about the 
administrative and political aspects of corruption. 
Broadly speaking, the surveys and assessments used to compile the index include 
questions relating to bribery of public officials, kickbacks in public procurement, 
embezzlement of public funds, and questions that probe the strength and 
effectiveness of public sector anti-corruption efforts.  
For a country or territory to be included in the index a minimum of three of the 
sources that TI uses must assess that country. Thus, inclusion in the index depends 
solely on the availability of information. Perceptions are used because corruption – 
whether frequency or amount - is largely a hidden activity that is difficult to measure. 
Over time, perceptions have proved to be a reliable estimate of corruption. 
Measuring scandals, investigations or prosecutions, while offering ‘non-perception’ 
data, reflect less on the prevalence of corruption in a country and more on other 
factors, such as freedom of the press or the efficiency of the judicial system. 
TI considers it of critical importance to measure both corruption and integrity, and to 
do so in the public and private sectors at global, national and local levels. The CPI is 
therefore one of many TI measurement tools that serve the fight against corruption. 
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3.3.1 Methods and interpretation 
Transparency International commissioned Johann Graf Lambsdorff of the University 
of Passau to produce the Corruption Perceptions Index (CPI) (Url-5). The CPI 2005 
draws on 16 different polls and surveys from 10 independent institutions. The 
institutions that provided data for the CPI 2005 are: Columbia University, Economist 
Intelligence Unit, Freedom House, Information International, International Institute 
for Management Development, Merchant International Group, Political and 
Economic Risk Consultancy, United Nations Economic Commission for Africa, 
World Economic Forum and World Markets Research Centre. Early CPIs used 
public opinion surveys, but now only "experts" are used. TI requires at least three 
sources to be available in order to rank a country in the CPI.  
TI writes in their FAQ on the CPI that "residents' viewpoints correlate well with 
those of experts abroad. In the past, the experts surveyed in the CPI sources were 
often business people from industrialized countries; the viewpoint of less developed 
countries was underrepresented. This has changed over time, giving increasingly 
voice to respondents from emerging market economies (Url-5). 
As this index is based on polls, the results are subjective, and less reliable for 
countries with fewer sources. Also, what is legally defined (or perceived) to be 
corruption, differs between jurisdictions: a political donation legal in some 
jurisdiction may be illegal in another; a matter viewed as acceptable tipping in one 
country may be viewed as bribery in another. In former Soviet states, the term 
"corruption" itself has become a proxy for the broader frustration with all changes 
since the breakup of the USSR. In the Arab world, terms for corruption had to be 
invented by advocates as recently as the 1990s. 
3.3.2 CPI rankings and scores 
The 2010 Corruption Perceptions Index (Figure 3.1) shows that nearly three quarters 
of the 178 countries in the index score below five, on a scale from 10 (very clean) to 
0 (highly corrupt). In Figure 3.2, the countries are clustered based on the scores. 
To address these challenges, governments need to integrate anti-corruption measures 
in all spheres, from their responses to the financial crisis and climate change to 
commitments by the international community to eradicate poverty. Transparency 
International advocates stricter implementation of the UN Convention against 
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Corruption, the only global initiative that provides a framework for putting an end to 
corruption. 
Denmark, New Zealand and Singapore are tied at the top of the list with a score of 
9.3, followed closely by Finland, Sweden at 9.2. At the bottom is Somalia with a 
score of 1.1, slightly trailing Myanmar and Afghanistan at 1.4 and Iraq at 1.5. 
Turkey, on the other hand, scored 4.4. 
Notable among decliners over the past year are some of the countries most affected 
by a financial crisis precipitated by transparency and integrity deficits. Among those 
improving in the past year, the general absence of OECD states underlines the fact 
that all nations need to bolster their good governance mechanisms. 
The message is clear: Across the globe, transparency and accountability are critical 
to restoring trust and turning back the tide of corruption. Without them, global policy 
solutions for many global crises are at risk. Detailed 2010 CPI scores of all countries 
per region are provided in Appendix B. 
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The CPI trend of Turkey complies with its liabilities as agreed by the OECD Anti-
Bribery Convention. On 26.06.2000 Turkey deposited of instrument of acceptance, 
and then on 24.09.2000 entered into the force of the convention (Url-6). Finally, the 
legislation was put into force on 11.01.2003 and accordingly the Turkish Criminal 
Code (law no: 4782) was amended as the Turkish Criminal Code (Official Gazette 
No: 24990, 2000) provided in Appendix C. 
Turkey has made significant  progress in its efforts to combat bribery in international 
business deals by fully implementing all but one of the recommendations made by 
the OECD Working Group on Bribery since 2007, earning praise from the other 37 
countries that are party to the OECD Anti-Bribery Convention at a meeting in Paris 
in 2010 (Url-6). 
The Working Group on Bribery made strong recommendations to Turkey in 
December 2007. A second review in June 2009 indicated that Turkey was on the 
right track. In a follow-up assessment discussed at the meeting in Paris in 2010, the 
group found that Turkey has implemented the vast majority of the Group’s 
recommendations for improving implementation of the Anti-Bribery Convention. 
Highlights of measures taken by Turkey include are as follows (Url-6): 
• Reestablishing an anti-bribery law on corporate liability, which will hold 
Turkish companies liable for bribery in their international business 
transactions;  
• Actively enforcing the Turkish offence against foreign bribery through 
ongoing investigations in three foreign bribery cases;  
• Adopting specific legislative and regulatory provisions, including instituting 
new laws to protect whistleblowers, and ending tax deductions for bribe 
payments; and  
• Developing awareness raising and training on the bribery of foreign public 
officials in international business deals. 
This outcome demonstrates the positive effects of peer pressure. 
Turkey’s implementation of the convention will continue to be monitored through 
the Working Group’s rigorous peer-review monitoring system. The Working Group 
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on Bribery will follow up in particular Turkey’s progress in investigating and 
prosecuting allegations (Url-6). 
Not only the U.S. Government supports the enforcement of FCPA, but also Turkey 
provides extensive enforcement with its legislative landscape. 
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4.  THIRD PARTY FCPA DUE DILIGENCE 
4.1 Definition 
“Due diligence" is a term used for a number of concepts involving either an 
investigation of a business or person prior to signing a contract, or an act with a 
certain standard of care. It can be a legal obligation, but the term will more 
commonly apply to voluntary investigations. A common example of due diligence in 
various industries is the process through which a potential acquirer evaluates a target 
company or its assets for acquisition (Lawrence, 1994). 
In other words, it is an information gathering procedure (entity’s ownership, 
background, financial standing, etc.) required in connection with the retention of a 
third party and used to assess the third party’s integrity, reputation, technical 
competence, and ability to perform the work in question in a manner that fully 
complies with relevant laws. This is done in order to avoid potential liability for the 
conduct of third parties representing the company. 
4.2 Reason of Performing 
As the FCPA risks are pointed out in the Section 2, depending on industry type, 
regional business practice, business model and company size, a legal or compliance 
department may face a difficulties in an unknown quantity. The numbers and 
categories of third parties may range from a few dozen resellers doing business on 
behalf of a small startup software company to tens of thousands of sales/distribution 
agents inherited through various subsidiary acquisitions or market expansions. 
Regardless how they have come to the relationship, as long as they are representing a 
company that has corporate ties to the U.S., they are liable to FCPA regulation. 
With an eye toward meeting and exceeding the most fundamental regulatory 
expectations, the following are a few of the components found are most critical to 
building out a smart, credible due diligence process within a FCPA compliance 
program (Gillman, 2010). 
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Due diligence concerning FCPA compliance is required in two aspects (Hoskisson, 
2004): 
• Initial due diligence: This step is necessary in evaluating what risk is 
involved in doing business with an entity prior to establishing a relationship 
and assesses risk at that point in time.  
• Ongoing due diligence: This is the process of periodically evaluating each 
relationship overseas to find links between current business relationships 
overseas and ties to a foreign official or illicit activities linked to corruption. 
This process will be performed periodically as long as a relationship 
continues. 
4.3 Sales Intermediary FCPA Due Diligence 
4.3.1 Definition of the sales intermediary 
 “Sales Intermediary” means any outside concern (third party), which a company 
uses, directly or indirectly, either for a particular transaction or on a continuing basis 
(Lawrence, 1994), 
• to provide services in obtaining purchase orders for products or services, 
• to assist company in implementing sales transactions, or 
• to sell or resell products or services and includes, for example: 
o distributors, dealers, vendors, service centers, body builders and 
assemblers, 
o sales representatives, finders, agents and consultants. 
4.3.2 Evaluation of the sales intermediary FCPA due diligence 
Some may believe that a basic database check and cursory media survey is sufficient, 
but this is not necessarily the case. 
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Regardless of what a field sales staff or others might say, the fact is that Politically 
Exposed Persons (people currently or recently holding public positions or performing 
important public functions, such as senior diplomats, governmental officials, high-
level leaders of religious or political organizations, members of ruling royal families, 
military leaders or judges) are not always identified by global database checks, nor 
do they necessarily appear in media coverage. 
The company expects the same from their business partners as from their employees: 
Integrity in all their actions. To ensure this at the outset, all business partners must 
undergo compliance due diligence review before a business relationship is entered 
into. Particularly if business partners act on behalf of the company, their reputation 
and previous conduct in business life must meet the toughest requirements. 
In the widely used questionnaire-based assessment, the commissioning unit, the local 
compliance manager (if there is one) and the new sales intermediary are asked to 
provide detailed information on various topics in questionnaires. For example, details 
regarding business and management, ownership structure and remuneration system 
as well as potential conflicts of interest or compliance issues are requested. 
Finally, this information is used to examine the business partner, paying particular 
attention to warning signals (red flags). If warning signals such as unethical conduct 
in the past or signs of involvement in cases of corruption arise, they are examined, 
assessed and documented. The specialist department obtains approval to commence 
the planned business relationship from a compliance point of view with regard to this 
specific partner only when all outstanding issues are resolved. After that, contract 
negotiations can be started. Otherwise, collaboration with the business partner is 
neither desirable nor permissible. Overall, this process enables a detailed check of 
the prospective business partner. 
At the end of the due diligence, the status of the business relation is resulted as 
follows: 
• Business with the Sales Intermediary not recommended. 
• Business with the Sales Intermediary permissible but watch the Sales 
Intermediary carefully. 
• Business with the Sales Intermediary permissible. 
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As also stated in the “Purpose of Thesis” section, the aim of this thesis is to provide a 
practical management decision support tool using the “Pattern Recognition” 
approach of the Artificial Neural Networks that was developed and successfully 
applied for selection of the sales intermediaries (due diligence process). 
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5.  ARTIFICIAL NEURAL NETWORKS 
5.1 Introduction 
Neural networks have seen an explosion of interest over the late 1990’s and been 
successfully applied across an extraordinary range of problem domains, in areas as 
diverse as finance, medicine, engineering, geology, physics and biology (Jha, 2007). 
The excitement originates from the fact that these networks are attempts to model the 
capabilities of the human brain. From a statistical perspective, neural networks are 
interesting because of their potential use in prediction and classification problems. 
Artificial neural networks are mathematical or computational models that are 
inspired by the structure and functional aspects of biological neural networks 
(Ripley, 1996). 
A neural network consists of an interconnected group of artificial neurons, and it 
processes information using a connectionist approach to computation. In most cases, 
ANNs are adaptive systems that change its structure based on external or internal 
information that flows through the network during the learning phase. Modern neural 
networks are non-linear statistical data modeling tools. They are usually used to 
model complex relationships between inputs and outputs or to find patterns in data. 
Artificial neural networks (ANNs) are non-linear data driven self-adaptive approach 
as opposed to the traditional model based methods. They are powerful tools for 
modeling, especially when the underlying data relationship is unknown and 
nonlinear. ANNs can identify and learn correlated patterns between input data sets 
and corresponding target values. 
ANNs are effective and reliable algorithms capable of performing functional input 
and output mappings (Rajpal et al., 2006). Their parallel, multi-parametric 
characters, and computing speed, make them a powerful computational tool 
especially when the underlying physical-mathematical models are complicated. 
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ANNs are also known as universal approximators. Information is processed in a non-
algorithmic way. Knowledge is acquired through learning, which means that ANNs 
can be used to model complex systems for which mathematical descriptions are not 
available. 
A simplified model of a neural network is a machine that is designed to model the 
way in which the brain performs a particular task or function of interest The network 
is usually implemented using electronic components or simulated in software on a 
digital computer (Haykin, 1999). 
After training, ANNs can be used to predict the outcome of new independent input 
data. ANNs imitate the learning process of the human brain and can process 
problems involving complex data with non-linear relations even if the data are 
imprecise and noisy. Thus, they are ideally suited for the modeling of complex 
models that include numerous non-linear inputs. 
A very important feature of these networks is their adaptive nature, where “learning 
by example” replaces “programming” in solving problems. This feature makes such 
computational models very appealing in application domains where one has little or 
incomplete understanding of the problem to be solved but where training data is 
readily available. 
These networks are “neural” in the sense that they may have been inspired by 
neuroscience but not necessarily because they are faithful models of biological neural 
or cognitive phenomena. In fact, majority of the network are more closely related to 
traditional mathematical and/or statistical models such as non-parametric pattern 
recognition, clustering algorithms, nonlinear filters, and statistical regression models 
than they are to neurobiology models. 
Typical characteristics of ANNs are: 
• The ANNs exhibit mapping capabilities, that is, they can map input patterns 
to their associated output patterns. 
• The ANNs learn by examples. Thus, NN architectures can be ‘trained’ with 
known examples of a problem before they are tested for their ‘inference’ 
capability on unknown instances of the problem. Therefore, they can identify 
new objects that are previously untrained. 
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• The ANNs possess the capability to generalize. Thus, they can predict new 
outcomes from past trends. 
• The ANNs are robust systems and are fault tolerant. Therefore, they can 
recall full patterns from incomplete, partial or noisy patterns. 
• The ANNs can process information in parallel, at high speed, and in a 
distributed manner. 
5.2 Applications Areas of ANNs 
Since late 1990’s there has been a substantial increase in the interest on artificial 
neural networks. ANNs have been applied successfully in a various fields of 
mathematics, engineering, medicine, economics, meteorology, psychology, and 
many others (Kalogirou, 2001). 
Neural networks (ANNs) have been used for a wide variety of applications where 
statistical methods are traditionally employed. They have been used in classification 
problems, such as identifying underwater sonar currents, recognizing speech, 
predicting the secondary structure of globular proteins and even iris recognition 
(Sibai et al., 2010). 
In time-series applications, ANNs have been used for predicting stock market 
performance. As statisticians or users of statistics, these problems are normally 
solved through classical statistical methods, such as discriminant analysis, logistic 
regression, Bayes analysis, multiple regression, and time-series models. It is, 
therefore, time to recognize neural networks as a powerful tool for data analysis. 
They have been also used in a wide range of applications including pattern 
classification, function approximation, optimization, prediction and automatic 
control and many other engineering problems (Mohandes et al., 2004). This method 
learns from given examples by constructing an input-output mapping in order to 
perform predictions. 
In other words, to train and test a neural network, input data and corresponding 
output values are necessary (Çam et al., 2005). ANNs can be trained to overcome the 
limitations of the conventional approaches to solve complex problems that are 
difficult to model analytically. 
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ANNs were also used in a wide area: For an integrated transportation decision 
support system for transportation policy decisions, the causal relationships between 
variables that have non-linearity and multi collinearity in their nature were 
determined by using ANNs (Ülengin et al., 2007). Moreover, ANN techniques 
provided superior results to conventional methods (Yoon et al., 1993). Selection of 
the major driving forces of inflation among all the driving forces that were revealed 
through a cognitive map is realized through ANNs (Şahin et al., 2004). Especially 
when it is necessary to work with nonlinear data, ANN gives better results than the 
traditional methods (Gately, 1996). 
For the clustering of countries, the relationships between the criteria and the 
classification of countries were determined by using ANNs (Önsel et al., 2008). In 
fact, one of the primary applications of ANN is in understanding complex nonlinear 
mapping (Hruschka, 1993). 
The importance of the criteria for complex problems like criteria affecting country’s 
efficiency score can be also determined by ANNs (Ülengin et al., 2011). They show 
excellent performance on pattern recognition tasks and they were suggested over 
statistical methods (Hwarng et al., 2001). 
5.3 Basics of Biological Neurons 
The human brain provides proof of the existence of massive neural networks that can 
succeed at those cognitive, perceptual, and control tasks in which humans are 
successful. 
The brain is capable of computationally demanding perceptual acts (e.g. recognition 
of faces, speech) and control activities (e.g. body movements and body functions) 
(Abraham, 2005). 
The advantage of the brain is its effective use of massive parallelism, the parallel 
computing structure, and the imprecise information-processing capability. The 
human brain is a collection of more than 10 billion interconnected neurons. Each 
neuron is a cell that uses biochemical reactions to receive, process, and transmit 
information (Figure 5.1). 
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Figure 5.1: Mammalian Neuron. 
Treelike networks of nerve fibers called dendrites are connected to the cell body or 
soma, where the cell nucleus is located. Extending from the cell body is a single long 
fiber called the axon, which eventually branches into strands and substrands, and is 
connected to other neurons through synaptic terminals or synapses. 
The transmission of signals from one neuron to another at synapses is a complex 
chemical process in which specific transmitter substances are released from the 
sending end of the junction. The effect is to raise or lower the electrical potential 
inside the body of the receiving cell. If the potential reaches a threshold, a pulse is 
sent down the axon and the cell is ‘fired’. 
5.4 Basics of Artificial Neural Networks 
ANNs have been developed as generalizations of mathematical models of biological 
nervous systems. A first wave of interest in neural networks (also known as 
connectionist models or parallel distributed processing) emerged after the 
introduction of simplified neurons (McCulloch, 1943). 
The basic processing elements of neural networks are called artificial neurons, or 
simply neurons or nodes. In a simplified mathematical model of the neuron, the 
effects of the synapses are represented by connection weights that modulate the 
effect of the associated input signals, and the nonlinear characteristic exhibited by 
neurons is represented by a transfer function. 
The neuron impulse is then computed as the weighted sum of the input signals, 
transformed by the transfer function. The learning capability of an artificial neuron is 
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achieved by adjusting the weights in accordance to the chosen learning algorithm 
(McCulloch, 1943). 
A typical artificial neuron and the modeling of a multilayered neural network are 
illustrated in Figure 5.2. 
 
Figure 5.2: Architecture of an Artificial Neuron (a) and a Multilayered ANN (b). 
Referring to Figure 5.2, the signal flow from inputs x1, . . . , xn is considered to be 
unidirectional, which are indicated by arrows, as is a neuron’s output signal flow (O). 
The neuron output signal O is given by the following relationship (5.1): 

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where wj is the weight vector, and the function f(net) is referred to as an activation 
transfer) function. The variable net is defined as a scalar product of the weight and 
input vectors (5.2); 
nn
T xwxwxwnet ++== ....11  (5.2) 
where T is the transpose of a matrix, and, in the simplest case, the output value O is 
computed as (5.3); 

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==
0
1)(netfO  
otherwise
xwif T θ≥
 (5.3) 
where θ is called the threshold level; and this type of node is called a linear threshold 
unit. So the neuron “fires” when the scalar product of weights and inputs is over the 
threshold. 
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5.5 Artificial Neural Network Architectures 
ANNs are classified according to the differences between the structures of nodes and 
their connections (Elmas, 2003). A network is classified either as a feedforward 
network if it does not contain directed cycles, or recurrent if it does contain such 
cycles. 
Most applications use a three layer network consisting of one input, one hidden and 
one output layer (Figure 5.2). Hidden nodes with their activation function are needed 
to introduce nonlinearity into the network (Karaali, 2006). 
5.5.1 Single-layer feedforward networks 
Nodes in a neural network are arranged by layers (Zhang et al., 1998). In the simplest 
form of a layer, there exists an input layer of source nodes that projects onto an 
output layer of neurons (computation nodes). The information flows from the input 
layer to the output layer in one direction. 
This network is called a single layer feedforward network where the single layer 
represents the output layer of the network (Haykin, 1999). The single layer 
feedforward network corresponds to the linear regression model when the output 
layer uses a linear activation function. 
5.5.2 Multi-layer feedforward networks 
A multi-layer feedforward neural network consists of a set of neurons that are 
logically arranged into two or more layers (Masters, 1993). 
In addition to the input and output layers there exists one or more hidden layers, 
whose computation nodes are called hidden neurons or hidden units. 
Hidden units with their activation function are used to capture the nonlinear 
structures in the system observed (Zhang et al., 2005). The ability of hidden nodes to 
extract nonlinear structures is particularly valuable when the system under 
consideration is complex, where the size of the input layer is large and the underlying 
relationship between the input and output units are undeterminable. 
The process in the multilayer feedforward networks starts with the sending of the 
signals from the input layer to the second layer- the first hidden layer, the signals are 
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processed in the second layer and the outputs of the second hidden layer are used as 
the inputs of the incoming layer. 
The set of signals of the neurons in the output layer constitutes the overall response 
of the network. Figure 5.3, shows a multi layer feedforward network having two 
hidden layers.  
 
Figure 5.3: Multi-Layer Feedforward Neural Network (Haykin, 1999). 
Multi-layer feedforward neural networks, especially the one hidden layer 
feedforward network type are the mostly used model form in literature (Masters, 
1993). 
The popularity of the one hidden layer feedforward networks come from the fact that 
they are universal approximators (Zhang et al., 2003). 
5.5.3 Recurrent neural networks 
A recurrent neural network is different from the feedforward neural networks by 
having at least one feedback loop. The feedback loop helps to implement a delay in 
the system (Karaali, 2006). 
A recurrent neural network is a class of neural network where connections between 
units form a directed cycle. This creates an internal state of the network that allows it 
to exhibit dynamic temporal behavior. Unlike feedforward neural networks, 5.5.3 
Recurrent Neural Network can use their internal memory to process arbitrary 
sequences of inputs. This makes them applicable to tasks such as unsegmented 
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connected handwriting recognition, where they have achieved the best known results 
(Graves et al., 2009). 
5.6 Types of ANN Algorithms 
The two main criterions for classification of ANNs are whether the ANN has 
feedforward or feedback and whether the ANN is supervised or unsupervised (Mori 
et al., 1992). Some ANN algorithm types can be seen in Table 5.1. 
Table 5.1: Classification of Algorithms of ANNs (Gören, 2007). 
 
Adaptive resonance theory and trilateral associative memory are some of the 
recurrent unsupervised ANN algorithms. On the other hand, backpropagation and 
perception are feedforward supervised algorithms. 
5.7 Learning Methods of ANNs  
All knowledge in an artificial neural network is encoded in its interconnection 
weights among the neurons determined by the learning process. 
A weight represents the strength of association among connected features, concepts, 
propositions or events during a training period. A neural network learns by 
adaptation in the training phase in which the interconnection weights are changed 
appropriately. Therefore, learning can be simply defined as the modification in 
weights so that they perform according to the required performance criteria (Haykin, 
1999). 
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A neural network has to be configured such that the application of a set of inputs 
produces the desired set of outputs. Various methods to set the strengths of the 
connections exist. One way is to set the weights explicitly, using a priori knowledge. 
Another way is to train the neural network by feeding it teaching patterns and letting 
it change its weights according to some learning rule. The learning situations in 
neural networks may be classified into three distinct sorts: 
• supervised learning 
• unsupervised learning 
• reinforcement learning 
5.7.1 Supervised learning of ANNs 
In supervised learning, it is assumed that a teacher or supervisor exists and this 
supervisor presents a set of input patterns to the network with their desired outputs in 
order to train the network (Masters, 1993). 
In supervised learning, an input vector is presented at the inputs together with a set of 
desired responses, one for each node, at the output layer. A forward pass is done, and 
the errors or discrepancies between the desired and actual response for each node in 
the output layer are found. 
These are then used to determine weight changes in the net according to the 
prevailing learning rule. The term supervised originates from the fact that the desired 
signals on individual output nodes are provided by an external teacher. The best 
known examples of this technique occur in the backpropagation algorithm, the delta 
rule, and the perceptron rule. 
5.7.2 Unsupervised learning of ANNs 
The second principal learning method is “unsupervised learning”. In unsupervised 
learning inputs are provided, however, the outputs corresponding to those inputs are 
not given to the network. 
The assumption in this type of learning is that each input arises from one of several 
classes, and the networks output is an identification of the class to which its input 
belong. Unsupervised learning method is applicable especially to classification 
problems.  
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In unsupervised learning, an output unit is trained to respond to clusters of pattern 
within the input. In this paradigm, the system is supposed to discover statistically 
salient features of the input population. 
Unlike the supervised learning paradigm, there is no a priori set of categories into 
which the patterns are to be classified; rather, the system must develop its own 
representation of the input stimuli. 
5.7.3 Reinforcement learning of ANNs 
The third type of learning is the hybrid learning, which is a combination of the 
supervised learning and unsupervised learning and labeled as the reinforcement 
learning. 
In reinforcement learning, the learner is not told which actions to take; but instead 
must discover which actions yield the most reward by trying them. In the most 
interesting and challenging cases, actions may affect not only the immediate reward, 
but also the next situation and, through that, all subsequent rewards. 
These two characteristics, trial-and-error search and delayed reward are the two most 
important distinguishing features of reinforcement learning. 
5.8 Selection of the ANNs Learning Methodology of the Study 
In this study; since the set of input patterns for the network training is available, the 
supervised learning methodology of the ANNs training will be used. 
The most popular type of supervised learning algorithm is the backpropagation 
algorithm and the learning process performed with the algorithm is called the 
backpropagation learning. 
Backpropagation learning consists of two passes through the different layers of the 
network: 
A forward pass and a backward pass. In the forward pass an activity pattern (input 
vector), selected from the training set is applied to the network, and its effect 
propagates through the network layer by layer. Finally, a set of outputs is produced 
as the actual response of the network. 
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During the forward pass, the weights of the network are all fixed. During the 
backward pass, the weights are all adjusted in accordance with an error minimization 
rule. The actual response of the network is subtracted from a desired target response 
to produce an error signal. This error signal is then propagated through the network 
against the direction of the weights. 
The interconnection weights are adjusted to make the actual response of the network 
move closer to the desired response in a statistical sense (Haykin, 1999). 
Simply, in supervised learning with backpropagation algorithm, the weights are 
continually modified until the total error across all the training patters is reduced 
below some predefined tolerance level. Proof of that the effect of these weights 
updates gradually minimizes the mean square error across all input patterns relies on 
the fact that backpropagation learning algorithm performs gradient descent of the 
error function (Smith et al., 2001). 
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6.  ANN MODEL FOR THE SELECTION OF THE SALES 
INTERMEDIARIES 
6.1 Definition of the Questions and Evaluation Scale 
The questions used for the selection of the sales intermediaries were defined from the 
due diligence questionnaires used widely by the dignitary professional services firms, 
intelligence and investigations companies and risk advisors worldwide. 
The Sales Intermediary (SI) Evaluation Questionnaire includes 29 questions. All 
questions can be answered either “no” or “yes”, whereas some of the questions can 
also be answered as “partial” as shown (Table 6.1). 
In the Table 6.1, the “n.a.” stands for “not applicable”. The questions, that have 
“n.a.” comment in the “Partial” column cannot be answered as “partial”. 
For instance, the question number 6 (Table 6.1) is as follows: “Were any of the 
owners, shareholders, officers or directors charged or convicted with fraud or 
bribery?” 
The answer of the question can be either “yes” or “no”. 
• If the answer is “no”, then the SI score for this question is “0”. 
• If the answer is “yes”; then the SI score for this question is “1”. 
The question number 21 (Table 6.1) is as follows: “Does the SI has good reputation 
based on the evaluation of the press reports?” 
The answer of the question can be either “yes”, “partial” or “no”. 
• If the answer is “no”, then the SI score for this question is “0”. 
• If the answer is “partial”; then the SI score for this question is “0,5”. 
• If the answer is “yes”; then the SI score for this question is “1”. 
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Table 6.1: Sales Intermediary (SI) Evaluation Questionnaire. 
No Partially Yes
1 Does the SI have a clear and comprehensible address? 0,0 n.a. 1,0
2 Does the SI have a Valid Business Registration Certificate? 0,0 n.a. 1,0
3 Does the SI have a list of banks with which the company has a financial relationship and related “good-standing” letter? 0,0 n.a. 1,0
4 Is the SI in a Good Financial Status? 0,0 n.a. 1,0
5 Do the owners and shareholders of the SI has governmental and political ties? 0,0 n.a. 1,0
6 Were any of the owners, shareholders, officers or directors charged or 
convicted of the with fraud or bribery? 0,0 n.a. 1,0
7 Is the SI recommended by a government official? 0,0 n.a. 1,0
8 Will signature of standard anti-bribery clauses exist in the proposed 
contract? 0,0 0,5 1,0
9 Does the SI have a clear description of the tasks/services ? 0,0 0,5 1,0
10 Does the SI have the resources (staff/facility) and industry/technical 
experience for the proposed bussiness? 0,0 0,5 1,0
11 Does sales intermediary expect a lamp sum payment for the activities to be performed? 0,0 0,5 1,0
12 Does sales intermediary expect a commission payment based on a 
contract? 0,0 n.a. 1,0
13 Are the services and duties of the SI comparable and plausible to the industry standards? 0,0 0,5 1,0
14 Will the proposed payment method to the SI be via bank transfer? 0,0 n.a. 1,0
15 Will the proposed payment method to the SI be as cash? 0,0 n.a. 1,0
16 Does the SI expect an upfront payment? 0,0 n.a. 1,0
17 Did the SI suggest anything unusual “to get the business”? 0,0 n.a. 1,0
18 Is there any local law or policy that prohibits the relation with the proposed SI. 0,0 n.a. 1,0
19 Is there any indications or allegations of illegal or unethical conduct of the SI? 0,0 0,5 1,0
20 Are you aware that the SI share his remuneration with any other 3rd party? 0,0 n.a. 1,0
21 Does the SI have good reputation based on the evaluation of the press 
reports? 0,0 0,5 1,0
22 Is the SI publicly listed? 0,0 1,0
23 What is the percentage of SI's capacity that will be devoted to the proposed business relationship (0: >80%, 0,5: = %50-80,1: <%50)? 0,0 0,5 1,0
24 The number employees of the SI?  (0: <6, 0,5: = 6-20, 1: >20) 0,0 0,5 1,0
25 Does the SI have a clear organization chart? 0,0 0,5 1,0
26 Does the SI have a clear definition of the principle lines of business? 0,0 0,5 1,0
27 Does the SI have any internal compliance regulations, policies and guidelines? 0,0 0,5 1,0
28 Is the SI able to provide 5 generally knows references? 0,0 n.a. 1,0
29 Is the SI an incorporated company? 0,0 n.a. 1,0
EvaluationNo Questions
 
At the end of the evaluation, three different decisions for the proposed business 
relationship with the sales intermediary can be achieved as follows: 
• Business with the sales intermediary not recommended (result score: 0) 
• Business with the sales intermediary permitted, but watch the SI carefully 
(result score: 0,5) 
• Business with the sales intermediary permissible (result score: 1) 
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6.2 Preparation of Data for Learning, Validating and Testing Sets 
In ANN analysis, a set of the input patterns are set aside for testing training the 
network and the rest of the patterns are used for testing and validating the network 
performance. 
The important point in selecting the training sample is that the input patterns selected 
as the training set should be representative of the population and the underlying 
structure (Roiger and Geats, 2003). Inappropriate selection can cause a faultily 
configured network and thus low performance. 
There is no consensus in literature on the determination of the training sample and 
test sample sizes. Most researchers select the training and testing and validation sets 
on the rule of 90 % vs. 10 %, or, 80 % vs. 20 %, or 70 % vs. 30 %, (Zhang et al., 
1998). 
Although as the sample size gets larger, the accuracy of the results get better 
(Masters, 1993); in reality, the sample size is constrained by the data in hand. Zhang 
et al. (1998), state that with a large enough sample ANNs can model any complex 
structure in data and can benefit from large samples than linear statistical models 
can. ANNs do not necessarily require a larger sample than is required by linear 
models in order to perform well. Zhang et al. (1998), state that ANN forecasting 
models perform quite well even when the sample size is less than 50, while the linear 
models typically require more (Karaali, 2006). 
As the aim of the model is to develop a tool as a decision support system, therefore 
use of actual data for the training, validating and testing is needed. Accordingly, 584 
different anonymous sales intermediary decisions that were provided from 
professional consulting firms based on the questions defined in the Table 6.1 were 
obtained as provided in Appendix D. 
In the study 409 (70%) instances of 584 total available actual data set is used for the 
training, 117 (20) of 584 data is used for the validation. The the remaining (58, 10%) 
for the test procedure is used to evaluate the success of the training. These sets can 
overlap and do not have to be continuous (Figure 6.1). 
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Data for Learning, Validating and Testing
Learning Set
Validating Set
Testing Set
 
Figure 6.1: Schematic Description of the Learning, Validating and Testing Set. 
The learning set is a input to the neural network during the learning phase (409 data, 
70% of the available data). The network is adapted to it to achieve required outputs 
(in other words, weights in the network are changed based on this set).  
The difference to required output is measured using the validating set (117 data, 20% 
of the available data) and this difference is used to validate whether the learning of 
the network can be finished. The last set, testing set (58 data, 10% of the available 
data), is then used to test whether the network is able to work also on the data that 
were not used in the previous process. In other words, training data is repeatedly 
used to estimate the weights (includes biases) of candidate designs, validation data 
repeatedly used to estimate the non- training performance error of candidate designs 
and also used to stop training once the non-training validation error estimate stops 
decreasing. Test data used once and only once on the best design to obtain an 
unbiased estimate for the predicted error of unseen non-training data. 
To summarize, the learning set is used for creating a model, validation set is used for 
verifying the model, and the testing set is used for performance of the usability of the 
model. 
6.3 Development of the ANN Model for the Sales Intermediary Selection 
6.3.1 Application of the ANN model 
For the application of the ANN model, Neural Network Pattern Recognition Tool of 
the Matlab’s Product Family was used. Matlab is a product of MathWorks company, 
who is the leading developer of mathematical computing software for engineers and 
scientists, headquarters in Natick, Massachusetts, U.S. (Url-7). 
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6.3.2 Formation of the model in neural network pattern recognition tool 
The Neural Network Pattern Recognition Tool is created as provided in Appendix E. 
The pattern recognition model is structured with 2, 3, 4 and 5 hidden neurons for the 
training with the actual data. Accordingly, the results and validation performances 
using different hidden neuron numbers were compared and evaluated. The 
parameters used with the model is also defined in Appendix E. 
6.3.3 Training result of the ANN model using 2 hidden neurons 
Training a neural network to learn patterns in the data involves iteratively presenting 
it with examples of the correct known answers. The objective of training is to find 
the set of weights between the neurons that determine the global minimum of error 
function. This involves decision regarding the number of iteration i.e., when to stop 
training a neural network and the selection of learning rate (a constant of 
proportionality which determines the size of the weight adjustments made at each 
iteration) and momentum values (how past weight changes affect current weight 
changes). 
The result output of the training with 2 hidden neurons is shown in Figure 6.2. 
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Figure 6.2: Result Confusion Matrix using 2 Hidden Neurons. 
The Figure 6.2 shows the confusion matrices for training, testing, validation and 
combined result data by using 2 hidden neurons. The diagonal cells in each table 
show the number of cases that were correctly classified, and the off-diagonal cells 
show the misclassified cases. The blue cell in the bottom right shows the total 
percent of correctly classified cases (in green) and the total percent of misclassified 
cases (in red). The results for all three data sets (training, validation, and testing) 
show very good recognition. 
The correct responses are shown in the green squares and the incorrect responses are 
shown in the red squares. The high number of responses in the green squares 
indicates that the pattern has been successfully trained by the ANN model. 
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The lower right blue squares illustrate the overall accuracies of the corresponding 
confusion matrices. 
The result of the training confusion matrix shows that in total 409 data are 
successfully trained by the model (target and output numbers matched). 
The result of the validation confusion matrix in Figure 6.2 shows that; as the model 
measures the difference to validate whether the learning of the network can be 
finished or not, 5 (sum of 2, 1, 1 and 1 in the red squares) out of 117 output did not 
match the target. The number “1” in the red square of the validation confusion matrix 
(column 1, row 2) means: During validation of the training, 1 data of the validation 
set produced a incorrect output. Similarly, the number “2” in the red square of the 
validation confusion matrix (column 3, row 2) means: During validation of the 
training, 2 data of the validation set produced a incorrect output. The percentage 
(95,7%) in the blue square of the validation confusion matrix means that with 95,7% 
success, the validation has been completed, which is a very good result. 
The result of the test confusion matrix in Figure 6.2 shows the performance of the 
ANN model whether the network is able to work also on the data that were not used 
in the previous process. In this matrix, only 3 (in red squares) out of 58 output did 
not match the target. The number “2” in the red square of the test confusion matrix 
(column 1, row 2) means: During testing, 2 data of the testing set produced a 
incorrect output. Similarly, the number “1” in the red square of the test confusion 
matrix (column 1, row 3) means: During testing, 1 datum of the testing set produced 
a incorrect output. The percentage (94,8%) in the blue square of the test confusion 
matrix means that the testing resulted with 94,8% success, which is considered a very 
good result.  
The result of the all confusion matrix in Figure 6.2 shows a sum of all other 3 
matrices, which are the training confusion matrix, validation confusion matrix and 
test confusion matrix. 
As a result, the percentage in the blue square of the all confusion matrix shows that 
the pattern recognition network training of the ANN model was completed with 
98,5% success. 
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Figure 6.3: Validation Performance Result using 2 Hidden Neurons. 
The Figure 6.3 shows the best validation performance is occurred by iteration 126 
whereat the final mean-square error is small (0,0306) and the test set error and the 
validation set error have similar characteristics. 
6.3.4 Training result of the ANN model using 3 hidden neurons 
Within the same logic, the number of hidden neurons are increased to 3. The result 
output of the training with 3 hidden neurons is shown in Figure 6.4. 
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Figure 6.4: Result Confusion Matrix using 3 Hidden Neurons. 
The Figure 6.4 shows the confusion matrices for training, testing, validation and 
combined result data by using 3 hidden neurons. The correct responses are shown in 
the green squares and the incorrect responses are shown in the red squares. The high 
number of responses in the green squares indicates that the pattern has been 
successfully trained by the ANN model. The lower right blue squares illustrate the 
overall accuracies of the corresponding confusion matrices. 
Similar to the training with 2 hidden neurons, the result of the training confusion 
matrix shows that in total 409 data are successfully trained by the model (target and 
output numbers matched). 
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The result of the validation confusion matrix in Figure 6.4 shows that; as the model 
measures the difference to validate whether the learning of the network can be 
finished or not, 1 (in the red square) out of 109 output did not match the target. The 
number “1” in the red square of the validation confusion matrix (column 1, row 3) 
means: During validation of the training, 1 datum of the validation set produced a 
incorrect output. The percentage (99,1%) in the blue square of the validation 
confusion matrix means that the validation resulted with 99,1% success, which is a 
very good result. 
The result of the test confusion matrix in Figure 6.4 shows the performance of the 
ANN model whether the network is able to work also on the data that were not used 
in the previous process. In this matrix, all test set match the target, since there is no 
number in the red area. The percentage (100%) in the blue square of the test 
confusion matrix means that the testing resulted with 100% success, the testing has 
been completed, which is considered a perfect result. 
The result of the all confusion matrix in Figure 6.4 shows a sum of all other 3 
matrices, which are the training confusion matrix, validation confusion matrix and 
test confusion matrix. As a result, the percentage in the blue square of the all 
confusion matrix shows that the pattern recognition network training of the ANN 
model was completed with 99,8% success. 
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Figure 6.5: Validation Performance Result using 3 Hidden Neurons. 
The Figure 6.5 shows the best validation performance is occurred by iteration 56 
whereat the final mean-square error is small (0,00562). 
6.3.5 Training result of the ANN model using 4 hidden neurons 
Within the same logic, the number of hidden neurons are increased to 4. The result 
output of the training with 4 hidden neurons is shown in Figure 6.6. 
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Figure 6.6: Result Confusion Matrix using 4 Hidden Neurons. 
The Figure 6.6 shows the confusion matrices for training, testing, validation and 
combined result data by using 4 hidden neurons. The correct responses are shown in 
the green squares and the incorrect responses are shown in the red squares. The high 
number of responses in the green squares indicates that the pattern has been 
successfully trained by the ANN model. The lower right blue squares illustrate the 
overall accuracies of the corresponding confusion matrices. 
Similar to the training with 2 and 3 hidden neurons, the result of the training 
confusion matrix shows that in total 409 data are successfully trained by the model 
(target and output numbers matched). 
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The result of the validation confusion matrix in Figure 6.6 shows that; as the model 
measures the difference to validate whether the learning of the network can be 
finished or not, 3 (in the red squares) out of 109 output did not match the target. The 
number “3” in the red square of the validation confusion matrix (column 1, row 2) 
means: During validation of the training, 3 data of the validation set produced a 
incorrect output. The percentage (97,4%) in the blue square of the validation 
confusion matrix means that the validation resulted with 97,4% success, which is a 
very good result. 
The result of the test confusion matrix in Figure 6.6 shows the performance of the 
ANN model whether the network is able to work also on the data that were not used 
in the previous process. In this matrix, 4 (in red square) out of 58 output did not 
match the target. The number “2” in the red square of the test confusion matrix 
(column 1, row 2) means: During testing, 2 data of the testing set produced a 
incorrect output. The percentage (93,1%) in the blue square of the test confusion 
matrix means that the testing resulted with 93,1% success, which is still considered a 
very good result. 
The result of the all confusion matrix in Figure 6.6 shows a sum of all other 3 
matrices, which are the training confusion matrix, validation confusion matrix and 
test confusion matrix. As a result, the percentage in the blue square of the all 
confusion matrix shows that the pattern recognition network training of the ANN 
model was completed with 98,5% success. 
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Figure 6.7: Validation Performance Result using 4 Hidden Neurons. 
The Figure 6.7 shows the best validation performance is occurred by iteration 51 
whereat the final mean-square error is small (0,0066) and the test set error and the 
validation set error have similar characteristics. 
6.3.6 Training result of the ANN model using 5 hidden neurons 
Within the same logic, the number of hidden neurons are increased to 5. The result 
output of the training with 5 hidden neurons is shown in Figure 6.8. 
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Figure 6.8: Result Confusion Matrix using 5 Hidden Neurons. 
The Figure 6.8 shows the confusion matrices for training, testing, validation and 
combined result data by using 5 hidden neurons. The correct responses are shown in 
the green squares and the incorrect responses are shown in the red squares. The high 
number of responses in the green squares indicates that the pattern has been 
successfully trained by the ANN model. The lower right blue squares illustrate the 
overall accuracies of the corresponding confusion matrices. 
Similar to the training with 2, 3 and 4 hidden neurons, the result of the training 
confusion matrix shows that in total 409 data are successfully trained by the model 
(target and output numbers matched). 
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The result of the validation confusion matrix in Figure 6.8 shows that; as the model 
measures the difference to validate whether the learning of the network can be 
finished or not, 3 (in the red squares) out of 109 output did not match the target. The 
number “2” in the red square of the validation confusion matrix (column 1, row 3) 
means: During validation of the training, 2 data of the validation set produced a 
incorrect output. The percentage (97,4%) in the blue square of the validation 
confusion matrix means that the validation resulted with 97,4% success, which is a 
very good result. 
The result of the test confusion matrix in Figure 6.8 shows the performance of the 
ANN model whether the network is able to work also on the data that were not used 
in the previous process. In this matrix, 1 (in red square) out of 58 output did not 
match the target. The number “1” in the red square of the test confusion matrix 
(column 1, row 2) means: During testing, 1 datum of the testing set produced a 
incorrect output. The percentage (98,3%) in the blue square of the test confusion 
matrix means that the testing resulted with 98,3% success, which is still considered a 
very good result. 
The result of the all confusion matrix in Figure 6.8 shows a sum of all other 3 
matrices, which are the training confusion matrix, validation confusion matrix and 
test confusion matrix. As a result, the percentage in the blue square of the all 
confusion matrix shows that the pattern recognition network training of the ANN 
model was completed with 99,3% success. 
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Figure 6.9: Validation Performance Result using 5 Hidden Neurons. 
The Figure 6.9 shows the best validation performance is occurred by iteration 32 
whereat the final mean-square error is small (0,0117) and the test set error and the 
validation set error have similar characteristics. 
6.3.7 Comparison of the testing results with different hidden neurons 
Testing results with 2, 3, 4 and 5 hidden neurons resulted in all successful and similar 
as shown in the Table 6.1. 
Table 6.2: Comparison of the Testing Results with Different Hidden Neurons. 
Nr. of Hidden
Neurons
Training
Success
Validation
Success
Testing
Success
All Confusion
Success
2 99,8% 95,7% 94,8% 98,5%
3 100,0% 99,1% 100,0% 99,8%
4 99,5% 97,4% 93,1% 98,5%
5 100,0% 97,4% 98,3% 99,3%
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However, testing success is achieved by using 3 hidden neurons (100%) is slightly 
higher then the others. As a result, the model with 3 hidden neurons is recommended 
for the usage with the tool. As shown in the Figure 6.10, the ANN model using 3 
hidden neurons achieved to classify all 58 data correctly with a success rate of 100%. 
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7.  CONCLUSION AND FURTHER SUGGESTIONS 
The major purpose of this thesis was to point out the importance of adherence to the 
legislative regulations like FCPA, UNCAC and OECD Anti-Bribery Convention; 
and to develop a practical management decision support tool that assists the 
companies to select their sales intermediaries (due diligence process) by minimizing 
the future risk of the FCPA violation, which results in severe sanctions and 
punishments to the companies. 
As also pointed out in the “Business Risk Report 2010” held by Ernst & Young 
Global, “regulation and compliance” expected to be the number one risk factor of the 
(especially) multi-national companies. When the multi-national companies go global 
and extend their network in different countries, they will expectedly get into business 
relationship with numerous third parties, especially sales intermediaries. As the 
biggest FCPA risk originates from the sales intermediaries, in this thesis, we focused 
to the application of the ANN model to the sales intermediaries.  
The due diligence process for sales intermediaries are held today mainly by 
professional companies, which requires significant monetary resources. By using the 
proposed decision support tool using pattern recognition of ANN, the users will 
benefit from the pattern of the already resulted sales intermediary decisions, which 
contains the experience and knowledge.  
The performance of the developed ANN model in Section 6.3 for new data resulted 
in a almost intact correct outcome, which increases the confidence about the usability 
of the ANN model as a management decision support tool in the companies. 
The companies, which require due diligence process for the selection of sales 
intermediaries, need to setup their own ANN model within a mathematical 
programming application (within this study MatLab is used) and let the ANN model 
be trained from the existing decisions. After the model is trained, the model will 
propose a decision to the management of the company. 
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Whenever the company plans to get into a business relationship with a new SI, by 
using the trained tool, it will accordingly enable the company save significant 
monetary resources from consultancy expenses. 
This thesis has a pioneer view and is a unique synthesis of a decision support system 
tool and due diligence process for the selection of the sales intermediaries. As a 
further suggestion and next steps of this study, the application of the ANN model 
shall be broadened to other third parties of the companies like vendors, law firms, 
accounting firms and other third parties which also requires due diligence 
performance in order to mitigate any “compliance and regulation” associated risks. 
Moreover, application of other decision-making models shall provide the evaluation 
of the effects of individual criteria to the decision process and shall enable to 
compare result decisions of company similarities. 
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APPENDIX B: 2010 CPI Information of all Countries per Region (Url-5) 
 
Table B.1: Results by Region: Americas. 
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Table B.2: Results by Region: Asia Pacific. 
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Table B.3: Results by Region: Eastern Europa and Central Asia. 
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Table B.4: Results by Region: European Union and Western Europa. 
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Table B.5: Results by Region: Middle East and North Africa. 
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Table B.6: Results by Region: Sub-Saharan Africa. 
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Table B.6 (contd.): Results by Region: Sub-Saharan Africa. 
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Does the SI have a clear and comprehensible address?
Does the SI have a Valid Business Registration Certificate?
Does the SI have a list of banks with which the company has a financial relationship and related “good-standing” letter?
Is the SI in a Good Financial Status?
Do the owners and shareholders of the SI has governmental and political ties?
Were any of the owners, shareholders, officers or directors charged or convicted of the with fraud or bribery?
Is the SI recommended by a government official?
Will signature of standard anti-bribery clauses exist in the proposed contract?
Does the SI have a clear description of the tasks/services ?
Does the SI have the resources (staff/facility) and industry/technical experience for the proposed bussiness?
Does sales intermediary expect a lamp sum payment for the activities to be performed?
Does sales intermediary expect a commission payment based on a contract?
Are the services and duties of the SI comparable and plausible to the industry standards?
Will the proposed payment method to the SI be via bank transfer?
Will the proposed payment method to the SI be as cash?
Does the SI expect an upfront payment?
Did the SI suggest anything unusual “to get the business”?
Is there any local law or policy that prohibits the relation with the proposed SI.
Is there any indications or allegations of illegal or unethical conduct f the SI?
Are you aware that the SI share his remuneration with any other 3rdparty?
Does the SI have good reputation based on the evaluation of the press reports?
Is the SI publicly listed?
What is the percentage of SI's capacity that will be devoted to the proposed business relationship (0: >80%, 0,5: = %50-80,1: <%50)?
The number employees of the SI?  (0: <6, 0,5: = 6-20, 1: >20)
Does the SI have a clear organization chart?
Does the SI have a clear definition of the principle lines of business?
Does the SI have any internal compliance regulations, policies and guidelines?
Is the SI able to provide 5 generally knows references?
Is the SI an incorporated company?
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APPENDIX E: ANN Model and Parameters for the Sales Intermediary Selection in 
Neural Network Pattern Recognition Tool 
 
function net = create_pr_net(inputs,targets) 
%CREATE_PR_NET Creates and trains a pattern recognition neural network. 
%  NET = CREATE_PR_NET(INPUTS,TARGETS) takes these arguments: 
%  INPUTS - RxQ matrix of Q R-element input samples 
%  TARGETS - SxQ matrix of Q S-element associated target samples, where 
%  each column contains a single 1, with all other elements set to 0. 
%  and returns these results: 
%  NET - The trained neural network 
% Create Network 
numHiddenNeurons = 3;  % Adjust as desired; 2, 4 and 5 were also tested 
net = newpr(inputs,targets,numHiddenNeurons); 
net.divideParam.trainRatio = 70/100; 
net.divideParam.valRatio = 20/100; 
net.divideParam.testRatio = 10/100; 
net.trainParam.epochs=3000; 
net.trainParam.max_fail=20; 
% Train and Apply Network 
[net,tr] = train(net,inputs,targets); 
outputs = sim(net,inputs); 
perf=tr; 
% Plot 
plotperf(perf) 
plotconfusion(targets,outputs) 
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