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When programming, one encounters various kinds of data, such as integers and strings. Programs that
manipulate data, only behave as intended if the right kind of data is provided. For example, a function that
adds two integers, is unable to deliver a sensible result if it gets the number 40 and the string “two” as input.
Type systems are used in programming languages to eliminate bugs, and they do so by guaranteeing
type safety during compilation. With a type system, one can specify the type of data, and both functions and
variables are assigned types. The compiler checks whether all functions receive the correct kind of arguments.
This way one eliminates bugs occurring from the user supplying the wrong kind of argument.
However, the expressiveness of type systems has limitations. For example, in programming languages
like C or Haskell, one can say that some expression is an integer, but one cannot say that it satisfies some
property. More concretely, one cannot express that a tree is balanced. Algorithms acting on data types such
as AVL trees or weight-balanced trees, are thus defined on all trees and the programmer needs to check by
hand that the required invariants are preserved. This puts a rather big burden on the programmer since such
invariants tend to be difficult and tedious to be maintained and verified.
Numerous solutions to this problem have been considered, among which are tools that automatically
verify properties of a program, and programming languages with an increased expressiveness in the type
system. In this thesis, we look at the second approach and more specifically, we investigate (extensions of)
dependent type theory (DTT), which is the underlying type system of proof assistants such as Coq and
Agda. The notion of type within DTT contains enough generality to encapsulate both simple data types and
specifications, while the notion of program within DTT is general enough to support writing proofs. A type
checker of DTT does not only check whether the programs have the required types, but it also checks the
correctness of the proofs of the specifications.
Let us illustrate DTT with an example. In Haskell, one would define a sort algorithm as a function
which sends a list to another list. Since the type system in Coq is more expressive, one can define a predicate
on lists, which says that the list is sorted. To define a sorting algorithm in Coq, one can give a function s
that sends a list l to a list s(l) together with a proof that s(l) is sorted.
Note that here, we make use of the principle propositions as types, also called the Curry-Howard
isomorphism. This principle says that propositions are represented as types in DTT and that proofs are
represented as terms. Dependent types on A then represent predicates on A. The Curry-Howard isomorphism
relates logical connectives with type constructors. For example, the conjunction of two proposition is the
product of types while the disjunction of propositions is the disjoint sum.
One peculiar feature of DTT is inductive types and in particular, equality. Within DTT, there are two
kinds of equality. The first notion is called definitional equality and it represents equality by simplification.
Functions in DTT come together with computation rules, which say how to unfold and simplify expressions
using this map. The computation rules describe how a functional program is evaluated and we denote this by
f x y.
Yet definitional equality is not a satisfactory notion. Let us look at a concrete example to understand why.
There are two constructors for the natural numbers: a number is either 0 or a successor Sn. Defining addition
by recursion on the first argument, gives two simplification rules: 0 +m  m and S n +m  S(n +m).
However, since we do not have a rule that simplifies n+ S m to S(n+m), we are unable to prove that, for
example, n+ 1 and 1 + n are equal.
For this reason, we need a more permissive notion of equality. Given a type A and two elements a,b : A,
there is a type a = b called propositional equality or the identity type, which is the second notion of equality
in DTT. This type represents provable equality within DTT and it is defined to be the least reflexive relation
on A, and this definition gives both introduction and elimination rules. Note that since a = b is again a type,
proofs of equality are terms. Hence, if we have p,q : a = b, there is a type p = q whose terms represents
proofs of equality between the proofs p and q.
The way equality is added to type theory gives a striking difference to mathematics with set-theoretical
foundations (ZFC). While in ZFC there is no difference between simplification and equality, in type theory
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these notions do not have to coincide. Furthermore, since propositional equality is a type, one can iterate
identity types to talk about the equality of equality proofs, which does not make sense in ZFC. Extensional
type theory (ETT) addresses this gap by adding the reflection rule, which says that each propositional equality
can be turned into a definitional equality. However, adding the reflection rule comes at a cost: type checking
becomes undecidable. In ETT, the user needs to provide equality proofs to guarantee that a proof assistant
can type check the programs.
Type theory without the reflection axiom is called intensional type theory (ITT). Again one can try to
imitate set-theoretical mathematics in ITT. While one can accept that definitional and propositional equality
do not coincide, one can still object iterated identity types since those are not sensible in ZFC. This is done
by adding an axiom called uniqueness of identity proofs (UIP), which says that for every p,q : x = y, we
have p = q. That is to say, every two identity proofs are equal, and thus iterated identity types collapse. As
a result, reasoning in ITT with UIP is similar to set-theoretical reasoning.
Yet one does not have to fixate on set-theoretical reasoning, and instead, one can also choose to embrace
other flavors of mathematics. One alternative is homotopy type theory (HoTT). Within HoTT, the notion of
type and equality are understood in a very different way. Types are understood as spaces, terms as points,
proofs of equalities a = b as paths from a to b within a space, and proofs of equalities of paths as homotopies.
Note that in this interpretation, UIP is not satisfied since not every two paths are homotopical.
From a logical point of view, HoTT is a variant of Martin-Löf type theory with the univalence axiom and
higher inductive types. To formulate the univalence axiom, one requires the type theory to have a universe. A
universe is a type U together with a function El, which interprets inhabitants of U as types. Besides universes,
we need equivalences of types to formulate this axiom. A function f : X→ Y is said to be an equivalence if for
each y : Y there is a unique element x : X with f(x) = y. Note that equivalences generalize bijections.
Now let us formulate the univalence axiom formally. Since the identity map is always an equivalence, we
have a map c sending paths X = Y in the universe to equivalences from X to Y. The univalence axiom says
that c is an equivalence and as such, equality of types is the same as equivalences between types. Since there
are two ways to construct an equivalence from the type of booleans to itself, we have two paths that show
that the booleans are equal to the booleans. As a consequence, the univalence axiom contradicts UIP.
1.1. Higher Inductive Types
Higher inductive types (HITs) are another major feature of HoTT. HITs can be used to define types that
represent topological spaces and to define (possibly higher) algebraic theories. Examples of the first kind
include the circle, torus, and Eilenberg MacLane spaces, while examples of the second kind include the free
monoidal category and the partiality monad.
An important special case of HITs are inductive types. These are well-known in the functional programming
and type theory community, and they are used to define data types such as the natural numbers and lists.
Inductive types are specified by giving arities for the constructors.
Inductive N :=
| 0 : N
| S : N→ N
Inductive List A :=
| nil : List A
| cons : A→ List A→ List A
The first type, N, represents the natural numbers and it has two constructors: 0 and S. The second type,
List A, represents lists with elements from A. Note that both S and cons have a recursive argument.
While inductive types only have constructors for their points, a HIT also has constructors for paths,
paths between paths, and so on. Let illustrate this via two examples.
Inductive S1 :=
| baseS1 : S
1
| loopS1 : baseS1 = baseS1
Inductive T2 :=
| base : T2
| loopl, loopr : base = base
| surf : loopl • loopr = loopr • loopl
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The first type is called the circle and it is denoted by S1. It has a point constructor baseS1 and a path
constructor loopS1 : baseS1 = baseS1 . For the second type, called the torus, we use path concatenation. Given
p : x = y and q : y = z, we write p • q : x = z for the concatenation. The torus is denoted by T2, and it does
not only have a point constructor and a path constructor, but also a higher path constructor surf . Note
that surf has type loopl • loopr = loopr • loopl, which means that it is a path between paths. Both types come
with an induction principle, which expresses that these types are initial in suitable categories.
This thesis investigates whether higher inductive types can be reduced to simpler principles. More
specifically, we show that two classes of higher inductive types can be constructed from a suitable notion
of quotient. The two classes we study, are particular instances of truncated types, namely set-truncated
and 1-truncated types. Intuitively, a type is n-truncated if the homotopical structure beyond dimension n
is trivial. More precisely, a type X is called set-truncated if for all x,y : X and p,q : x = y, we have p = q.
Set-truncated types are also called sets and these are precisely the types that satisfy UIP. Furthermore, a
type X is called 1-truncated if each x = y is set-truncated. Such types are also called 1-types. Note that
1-types do not have to satisfy UIP even though they satisfy some higher dimensional version of UIP.
1.2. Bicategories
One of the main tools in this thesis is category theory and in particular, bicategory theory. Category
theory is a tool to describe classes of structures. For example, we have categories of sets, groups (sets with
a group structure), monoids, and so on. The basic notions in category theory are objects and morphisms.
Objects are specified by universal mapping properties, which specify how to construct morphisms from or to
that object. For example, an object is called initial if we have a unique morphism to every other object. The
importance of initiality in the study of (higher) inductive types is that these types can be described as initial
algebras. This is called initial algebra semantics.
While category theory is useful to study structures on sets, it has limitations when moving to higher
dimensional structures like 1-types. The reason for this is a bit technical. When defining categories within
homotopy type theory, one requires that the type of morphisms from objects x to y is a set. If equality on
morphisms would be proof relevant, then the category actually has higher cells, namely equality proofs.
The type of functions between 1-types does not form a set and thus 1-types with functions between
them does not form a category, and thus we need some kind of higher category. Bicategories are a particular
instance of higher categories with 0-cells (objects), 1-cells (morphisms), and 2-cells (morphisms between
morphisms), but no higher cells. While 1-types do not form a category, they do form a bicategory.
Notions from category theory have analogues in bicategories. For example, the analogue of initiality for
bicategories is biinitiality. More specifically, an object X in a bicategory is said to be biinitial if for every
object Y there is a 1-cell from X to Y which is unique up to a 2-cell. Bicategories and biinitiality are thus
cornerstones in our study of 1-truncated higher inductive types. For this reason, the formalization bicategory
theory in homotopy type theory is also one of the main topics in this thesis.
1.3. Contributions and Overview
This thesis consists of roughly three parts. In the first part, we give a schema for higher inductive types
(Chapter 2) and we investigate a practical example, finite sets, more closely in Chapter 3. In the second
part, we construct set-truncated HITs from quotients (Chapter 4). In the third part, we generalize this
construction to the 1-truncated setting and for that, we first formalize bicategory theory within homotopy
type theory (Chapter 5). We finish in Chapter 6 by constructing the desired HITs, and there, we also study
universal algebra in the 1-truncated case.
Below we give an overview of all chapters in this thesis and their main contributions. Related work is
discussed in each chapter separately.
Chapter 2: Higher Inductive Types in Programming. In this chapter, we define a schema for higher
inductive types, which allows constructors for the points and paths, and we give introduction, elimination,
and computation rules for these HITs. Furthermore, we look at several examples of this schema, namely the
integers, natural numbers modulo 2, and finite sets, and we define several functions on these types. This
chapter is based on the following publication:
• Henning Basold, Herman Geuvers, Niels van der Weide, Higher Inductive Types in Programming. J.
UCS, 23(1):63-77, 2017.
The main contributions of this paper are as follows
• A schema of higher inductive types, which allows constructors for both the points and paths;
• Several instances of this schema, namely the integers, natural numbers modulo 2, and finite sets.
My contribution has been to develop the schema and the examples in the paper.
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Chapter 3: Finite Sets in Homotopy Type Theory. We take a closer look at finite sets in this chapter.
Within homotopy type theory, one can define the type of finite sets as a higher inductive type in various
ways. We take advantage of this approach to formalize the notion of finite types within HoTT and to define
an interface for finite sets suitable for data refinement. This chapter is based on the following publication:
• Dan Frumin, Herman Geuvers, Léon Gondelman, Niels van der Weide, Finite Sets in Homotopy Type
Theory. In Proceedings of the 7th ACM SIGPLAN International Conference on Certified Programs
and Proofs, CPP 2018, Los Angeles, CA, USA, January 8-9, 2018, pages 201-214, 2018.
The main contributions of this paper are as follows
• A formalization of finite sets in homotopy type theory;
• A comparison between various notions of finite type (enumerated types, Bishop finite types).
The proof of Theorem 3.2.4 is mine, and I had a major role in the formalization. Furthermore, I helped
coming up with the theorems in Sections 3.3 to 3.5.
Chapter 4: The Construction of Set-Truncated Higher Inductive Types. Next we show how to
construct a class of higher inductive types from quotients. More specifically, we define a type of codes for
higher inductive types and we show that each code has an initial algebra in sets. Using initial algebra
semantics, we can then conclude that each such signature has a set-truncated higher inductive type. This
chapter is based on the following publication:
• Niels van der Weide and Herman Geuvers, The Construction of Set-Truncated Higher Inductive Types.
In Electronic Notes in Theoretical Computer Science, 347:261–280, 2019.
The main contributions of this paper are as follows
• A type of codes for higher inductive types and a proof of initial algebra semantics;
• A construction of set-truncated HITs.
I made the complete formalization of this paper and I developed the main ideas.
Chapter 5: Bicategories in Univalent Foundations. Before we construct 1-truncated higher inductive
types, we first study bicategories within HoTT. More specifically, we define univalent bicategories and
show how to construct such bicategories modularly using displayed machinery. We prove several results on
univalent bicategories, including the uniqueness of biinitial objects, and we construct the Rezk compleition.
In addition, we show how to modularly construct biequivalence between complicated bicategories using
displayed biequivalences.
This chapter is based on the following publications:
• Benedikt Ahrens, Dan Frumin, Marco Maggesi, Niels van der Weide, Bicategories in univalent
foundations. In Herman Geuvers, editor, 4th International Conference on Formal Structures for
Computation and Deduction, volume 131, pages 5:1-5:17, Schloss Dagstuhl–Leibniz-Zentrum fuer
Informatik, 2019.
• Benedikt Ahrens, Dan Frumin, Marco Maggesi, Niccolò Veltri, Niels van der Weide, Bicategories in
univalent foundations. arXiv preprint arXiv:1903.01152, 2019.
The main contributions of this paper are as follows
• The definitions of univalent bicategory, isplayed bicategory, pseudofunctor, and biequivalence;
• The usage of displayed machinery to construct complicated univalent bicategories and biequivalences
between them.
In this part, I contributed to a large part of the formalization, and I came up with the examples in Section
5.9.2.
Chapter 6: Constructing Higher Inductive Types as Groupoid Quotients. In this chapter, our
goal is to construct 1-truncated HITs. We start by defining signatures for such types and we define bicategories
of algebra for these signatures in both 1-types and groupoids. After that, we prove initial algebra semantics
and we construct a biadjunction between the two bicategories using displayed machinery. The argument
is concluded by adapting the semantics of HITs in the groupoid model. Furthermore, we construct finite
limits of algebras and we prove the first isomorphism theorem. We also show how to use the construction to
determine fundamental groups.
This chapter is based on the following publications:
• Niels van der Weide, Constructing Higher Inductive Types as Groupoid Quotients. Proceedings of the
35th Annual ACM/IEEE Symposium on Logic in Computer Science, pages 929-943, 2020.
• Niccolò Veltri, Niels van der Weide, Constructing Higher Inductive Types as Groupoid Quotients.
arXiv preprint arXiv:2002.08150v2, 2020.
The main contributions of this paper are as follows
• A construction of 1-truncated HITs using groupoid quotients;
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• A development of universal algebra in 1-types.
The first six sections of this chapter come from my single author LICS paper. I did the formalization of
Sections 6.9 and 6.10, and half of the formalization in 6.11. The authors contributed equally to the main
ideas of Sections 6.7 and 6.8.
The following work by the author is not included in this thesis.
• Niccolò Veltri, Niels van der Weide, Guarded Recursion in Agda via Sized Types. In Herman Geuvers,
editor, 4th International Conference on Formal Structures for Computation and Deduction, volume
131, pages 32:1-32:19, Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik, 2019.

CHAPTER 2
Higher Inductive Types in Programming
2.1. Introduction
Already in the early days of programming it has been observed that type systems can help to ensure
certain basic correctness properties of programs. For example, type systems can prevent the confusion of an
integer value for a string value inside a memory cell. Much research and literature has since been devoted to
type systems that allow more and more properties of programs to be checked, while retaining decidability of
type checking, see [109, 110].
The very idea of using types to ensure some basic correctness properties stems from the realm of
logic, namely from the monumental project of Russell and Whitehead [140] to find a logical foundation of
mathematics. Since then, type systems had not been very successful in logic until Martin-Löf proposed a
type system, now called Martin-Löf type theory (MLTT), that gives a computational reading to intuitionistic
higher-order logic [98, 99, 104] based on Russell’s theory of types [115]. This turned type systems from
tools to merely ensure correctness properties into first-class logics.
The main idea underlying MLTT is that terms (i.e., programs) can be used inside types, we say that
MLTT has dependent types. For example, given two terms s, t, one can form a type s = t. Its inhabitants,
that is terms of type s = t, should be thought of as proofs for the identity of s and t. It was then also realized
that dependent types can be used to give even stronger correctness specifications of programs. For instance,
suppose we can form for a type A and natural number n a type Vec A n, the elements of which are lists
over A of length n. This type allows us, for instance, to write a safe function head : VecA (n+ 1)→ A that
returns the first element of a given list. Hence, dependent types allow us to establish statically verifiable
invariants based on runtime data.
Invariants as the one described above are very useful, but we often want to express more sophisticated
invariants through types. An example is the type Fin(A) of finite subsets of a given type A. Finite sets are
generated by the empty set, the singleton sets and the union of two sets together with a bunch of equations for
these operations. For instance, the empty set should be neutral with respect to the union: ∅ ∪ X = X = X ∪ ∅.
In many programming languages this would be implemented by using lists over A as underlying type and
exposing Fin(A) through the three mentioned operations as interface. The implementation of these operations
then needs to maintain some invariants of the underlying lists, such that the desired equations hold. If these
equations are used to prove correctness properties of programs, then the programmer needs to prove that the
interface indeed preserves the invariants. This is a laborious task and is thus very often not carried out. So
we may ask to what extent data types can be specified by an interface and invariants.
A possible extension of type systems to deal with this are quotient types. These are available in a
few functional programming languages, for example Miranda [126], where they are called algebraic data
types with associated laws [124, 125]. On the other hand, in the proof assistant NuPRL quotient types are
implemented using squash types and nondeterminism [103]. In dependent types they have been introduced
in a limited form in [24], where they are called congruence types, and in [67]. Quotient types are fairly easy
to use but have a major drawback: quotients of types whose elements are infinite, like general function spaces,
often require some form of the axiom of choice, see for example [41]. Moreover, quotient types detach the
equational specification of a data type from its interface, thus making their specification harder to read. This
is because the type and its equality are defined separately.
Both problems can be fixed through by using of higher inductive types [94, 93, 117], and some examples
are given in [128]. A limited form of higher inductive types has been proposed in [9] where they are defined
using dialgebras. These are inductively constructed types, but unlike inductive types, one can also specify
propositional equalities in their definition. So, there are not just term constructors, but also path constructors,
and the elimination rule also depends on the constructors for the path.
In this paper, we propose a general scheme for higher inductive types (HITs) with non-dependent and
dependent elimination rules and associated computation rules. We demonstrate our scheme through the use
of HITs as replacement for quotient types in programming by studying some illustrative examples. We begin
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with arithmetic on integers modulo a fixed number. This example serves as an introduction to the concept of
higher inductive types, and the structures and principles that are derived from their specification. Next, we
give several descriptions of the integers and study their differences. Especially interesting here is that the
elements of two HITs can be the same but the equality of one type can be decidable whereas that of the
other is not. The last example we give are finite subsets of a given type. We show how set comprehension for
finite sets can be defined. All the examples are accompanied with proofs of some basic facts that illustrate
the proof principles coming with higher inductive types.
The rest of the paper is structured as follows. We first give in Section 2.2 a brief introduction to
Martin-Löf type theory and the language of homotopy type theory, as far as it is necessary. Next, we
introduce in Section 2.3 the syntax for the higher inductive types we will use throughout the paper. This
is based on the Master’s thesis of the third author [131], which also discusses the semantics of HITs that
are not recursive in the equality constructors. In the following sections we study the mentioned examples of
modulo arithmetic (Section 2.4), integers (Section 2.5) and finite sets (Section 2.6). We close with some final
remarks and possibilities for future work in Section 6.12.
The results have been formalized in Coq using the homotopy type theory library in [27].
2.2. Martin-Löf Type Theory and Homotopy Type Theory
In this section, we introduce the variant of Martin-Löf type theory (MLTT) [104] that we are going to
use throughout the paper, and we introduce homotopy type theory [128]. This type theory has as type
constructors dependent function spaces (also known as Π-types), dependent binary products (aka Σ-types),
binary sum types (coproducts) and identity types. Later, in Section 2.3, we will extend the type theory with
higher inductive types, which will give us some base types like natural numbers.
Next, we will restate some well-known facts about MLTT and the identity types in particular. The
properties of identity types lead us naturally towards the terminology of homotopy theory, which we discuss
at the end of the section.
2.2.1. Martin-Löf Type Theory. We already argued in the introduction for the usefulness of depen-
dent type theories, so let us now come to the technical details of how to realize such a theory. The most
difficult part of defining such a theory is the fact that contexts, types, terms and computation rules have to be
given simultaneously, as these rules use each other. Thus the following rules should be taken as simultaneous
inductive definition of a calculus.
We begin by introducing a notion of context. The purpose of contexts is to capture the term variables
and their types that can be used in a type, which makes the type theory dependent, or a term. These can be
formed inductively by the following two rules.
` · Ctx
` Γ Ctx Γ ` A : Type
` Γ , x : A Ctx
Note that in the second rule the type A may use variables in Γ , thus the order of variables in a context is
important. We adopt the convention to leave out the empty context · on the left of a turnstile, whenever we
give judgments for term or type formations.
The next step is to introduce judgments for kinds, types and terms. Here, the judgment Γ ` A : Type
says that A is a well-formed type in the context Γ , while Γ ` t : A denotes that t is a well-formed term of
type A in context Γ . For kinds we only have the following judgment.
` Γ Ctx
Γ ` Type : Kind
To ease readability, we adopt the following convention.
Notation 2.2.1. If we are given a type B with Γ , x : A ` B : Type and a term Γ ` t : A, we denote by B[t]
the type in which t has been substituted for x. In particular, we indicate that B has x as free variable by
writing B[x].
The type formation rules for dependent function spaces, dependent binary products and sum types, and
the corresponding term formation rules are given as follows. To avoid duplication of rules, we use  to denote
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either Type or Kind. Thus, we write Γ `M :  whenever M is a type or the universe Type.
Γ , x : A `M : 
Γ ` (x : A)→M : 
Γ , x : A ` B : Type
Γ ` (x : A)× B : Type
Γ ` A,B : Type
Γ ` A+ B : Type
Γ , x : A `M :  Γ , x : A ` t :M
Γ ` λx.t : (x : A)→M
Γ , x : A `M :  Γ ` t : (x : A)→M Γ ` s : A
Γ ` t s :M[s]
Γ ` t : (x : A)× B[x]
Γ ` π1 t : A
Γ ` t : (x : A)× B[x]
Γ ` π2 t : B[π1 t]
Γ ` t : A Γ ` s : B[t]
Γ ` (t, s) : (x : A)× B[x]
j ∈ {1, 2} Γ ` t : Aj
Γ ` inj t : A1 +A2
Γ , z : A+ B `M :  Γ , x : A ` t :M[in1 x] Γ ,y : B ` s :M[in2 y]
Γ ` {in1 x 7→ t ; in2 y 7→ s} : (z : A+ B)→M
If Γ ` A,B : Type, then we write A→ B and A× B instead of (x : A)→ B and (x : A)× B, respectively.
Note that we can obtain two kinds of function spaces: A→ B for a type B and A→ Type. The latter
models families of types indexed by the type A. Also note that the elimination rule for the sum type gives us
what is called large elimination, in the sense that we can eliminate a sum type to produce a new type by case
distinction. For instance, later we can define the unit type 1 as an inductive type and then a type family
X = {in1 x 7→ A ; in2 y 7→ B} : 1 + 1→ Type,
such that X t reduces to either A or B, depending on t.
Next, identity types and their introduction and elimination terms are given by the following rules.
Γ ` A : Type Γ ` s, t : A
Γ ` s = t : Type
Γ ` t : A
Γ ` refl t : t = t
Γ , x : A,y : A,p : x = y ` Y : Type Γ ` t : (x : A)→ Y[x, x, refl x]
Γ ` Jx,y,p(t) : (x y : A)→ (p : x = y)→ Y[x,y,p]
Higher inductive types will allow us to add more constructors, besides refl, to identity types. This will,
surprisingly so, not affect the elimination principle given by J. The J-rule does not imply uniqueness of
identity proofs, so it is also valid if there are other equality proofs. We discuss as part of the introduction to
homotopy type theory.
To be able to evaluate computations in MLTT, we introduce a rewriting relation −→ on terms and
types [104]. This rewriting relation is given on terms as the compatible closure of the following clauses.
(λx.t)s −→ t[s/x]
πk (t1, t2) −→ tk
{in1 x1 7→ t1 ; in2 x2 7→ t2} (ink s) −→ tk[s/xk]
Jx,y,p(t) s s (refl s) −→ t s
On types, the reduction relation is obtained as the compatible closure of
s −→ t
Y s −→ Y t
Let us denote the relation for reductions in either direction by ←→:=←− ∪ −→. That is to say, we have
s ←→ t if either s −→ t or t −→ s. Moreover, we obtain definitional equivalence, denoted by ≡, as the
equivalence closure of the rewriting relation. Since definitionally equal terms are considered to carry the
same information, we use the following conversion rule that allows us to mix rewriting steps in types with
type checking.
(1)
Γ ` X, Y : Type Γ ` u : X X←→ Y
Γ ` u : Y
By repeatedly applying this rule, we can also replace X←→ Y by X ≡ Y in it.
Let us now establish some facts about identity types, which will prove very useful later and are also
relevant to the discussion of homotopy type theory. First of all, we can prove that the identity is symmetric
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and transitive, thus an equivalence relation. In type theoretical terms we establish that for each type A there
are terms symmA and transA, as indicated below. We also say that the corresponding types are inhabited.
symmA : (x y : A)→ (x = y)→ (y = x)
transA : (x y z : A)→ (x = y)→ (y = z)→ (x = z)
Proof. To demonstrate a typical use of the J-rule, let us prove transitivity by giving the corresponding
term transA. We put
Y[x,y,p] := (z : A)→ (y = z)→ (x = z)
t := λx z q.q,
so t : (x : A)→ (z : A)→ (x = z)→ (x = z), hence t : (x : A)→ Y[x, x, refl x]. These definitions give us then
that
Jx,y,p(t) : (x y : A)→ (x = y)→ (z : A)→ (y = z)→ (x = z),
thus
transA := λx y z q.Jx,y,p(t) x y q z
is of the correct type. 
In a similar spirit, one can use the J-rule to also prove the following facts about identity types.
Proposition 2.2.2. Let X ` Type : and x : X ` Y[x] : Type be types. There are terms of the following types.
` ap : (f : X→ Y)→ (x y : X)→ x = y→ f x = f y
` transport : (x y : X)→ x = y→ Y[x]→ Y[y]
The latter we abbreviate to
p∗ := transport x y p.
This allows us to define a term
` apd : (f : (x : X)→ Y[x])→ (x y : X)→ (p : x = y)→ p∗(f x) = f y.
We also can derive the following definitional equivalences for these terms
ap f t t (refl t) ≡ refl (f x)
transport t t (refl t) s ≡ refl s
apd f t t (refl t) ≡ refl (f x)
Note that the names “ap” and “apd” stand for “apply” and “dependent apply”, respectively. Also, note
that transport is Leibniz’ law.
Since the kind of equality that occurs in the type of apd appears frequently in the following, we use the
more symmetric notation
s =Yp t := (p∗ s) = t,
where x : X ` Y[x] is a type, x,y : X, s : Y[x], t : Y[y] and p : x = y, so this denotes an equality in the type Y[y].
Using this notation, apd has the following type.
` apd : (f : (x : X)→ Y[x])→ (x y : X)→ (p : x = y)→ f x =Yp f y
We abbreviate ap f x y p by ap(f,p) and apd f x y p by apd(f,p).
2.2.2. Homotopy Type Theory. We have discussed several types now, and most of these have a
clear meaning. For example, product types should be seen as the type of pairs. For the identity type, however,
it is more complicated. An inhabitant p : a = b is supposed to be a proof that a and b are equal.
In homotopy type theory types T are seen as spaces X, inhabitants x : X are seen as points of X, and
inhabitants p : a = b are seen as paths between the points a and b. The path refl a is interpreted as the
constant path. For example, the type N is the space with points xn for every natural number n, and the only
paths are constant paths. But we could also look at types in which there are more paths from a to b. For
example, we could look at the interval which has two points 0 and 1 and a path seg between 0 and 1. Now
there are two paths from 0 to 0, namely the constant path, but we can also first go from 0 to 1 via seg and
then go back.
This seems rather boring now, because the most common types in type theory just have a trivial
interpretation. They just consist of points, and we cannot find any non-constant path. However, one of the
important features of homotopy type theory is higher inductive types which allow us to add paths to types.
Even though new paths are added, the J-rule will still hold. For normal spaces this is not strange: the J-rule
says how every constant path is mapped which is sufficient to define a map.
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There are also two other features of homotopy type theory, but they do not play a major role in this
paper. These are function extensionality and univalence. Univalence roughly says that isomorphic types are
equal, and using this axiom one can prove function extensionality.
Before studying higher inductive types in Section 2.3, we first need to introduce some preliminary facts.
For given s, t,u : A, p : s = t and q : t = u we denote the corresponding symmetry and transitivity proofs by
p−1 := symmA s t p
p • q := transA s t u p q.
These can be interpreted as operations on paths. The path p−1 is made by reversing p, and the path
p •q is the path which starts by walking along p and then q. Again we abbreviate apd(f, x,y,p) by apd(f,p).
It is often required in homotopy type theory to compute the map p∗ more concretely, and we shall do so
as well. For a proof, we refer the reader to Theorem 2.11.3 in [128]. It is expressed as a composition of paths
which is easier to determine in concrete situations.
Proposition 2.2.3. Let A and B be types and f,g : A→ B be function terms. Furthermore, suppose that we
have inhabitants a,a ′ : A and paths p : a = a ′ and q : f a = g a. There is a path of type
p∗(q) = ap(f,p)
−1 • q • ap(g,p),
where p∗ transports along Y := f x = g x.
2.3. Higher Inductive Types
Regular inductive types are usually specified by their constructors, which then give rise to canonical
elimination principles, in the form of recursion or induction, and the corresponding computation principles. A
higher inductive type (HIT) can additionally be equipped with path constructors for that type. The examples
discussed in this paper just require paths between points, so our syntax will be restricted to this case and will
not allow constructors for paths between paths. A semantical justification of this syntax has been proposed
in [131]. There, the semantics is given for non-recursive higher inductive types, that is, HITs in which the
path constructors do not quantify over the HIT that is being defined.
As already mentioned, a higher inductive type T can have regular data constructors and path constructors.
Data constructors can take as argument a polynomial over T , which is the first notion we introduce in this
section. Afterwards, we introduce a special kind of terms, called constructor terms, that will be allowed in
the path constructors. These two definitions will then allow us to give (dependent) elimination principles and
well-behaved computation rules for HITs.
The syntax of higher inductive types consists of two parts. First, we have the standard inductive type
with a number of point constructors. On top of that, higher inductive type allow the specification of paths
between elements of that type. Thus, we need to devise a syntax for adding path constructors between two
elements of the type at hand.
We begin by introducing polynomial type constructors that allow us to give well-behaved constructor
argument types. They ensure that a (higher) inductive type given in our syntax is strictly positive. To ease
readability in the following definitions, we use the following notations for terms t : A→ C and s : B→ D.
idA := λx.x : A→ A
t× s := λx.(t (π1 x), s (π2 x)) : A× B→ C×D
t+ s := {in1 x 7→ in1 (t x) ; in2 y 7→ in2 (s y)} : A+ B→ C+D
Definition 2.3.1. Let X be a variable. We say that F is a polynomial (type constructor) if it is given by the
following grammar.
F,G ::= A : Type | X | F×G | F+G
For a type B, we denote by F[B] the type that is obtained by substituting B for the variable X and interpreting
× and + as type constructors. Let H be a polynomial and f : B → C be a term. We define a term
H[f] : H[B]→ H[C], the action of H on f, by induction in H as follows.
A[f] := idA (F×G)[f] := F[f]×G[f]
X[f] := f (F+G)[f] := F[f] +G[f]
Remark 2.3.2. The notion of polynomial could be generalized to that of containers [2] or in the sense
of [61]. However, we stick to the above simple definition to make the development, especially the lifting to
type families, more accessible.
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To give the dependent elimination principle for higher inductive types, we need to be able to lift
polynomials to type families (predicates) and maps between them. This is provided by the following
definition.
Definition 2.3.3. Suppose F is a polynomial type constructor. We define a lifting of F to type families as
follows. Let ` U : B→ Type be a type family, then we can define ` F(U) : F[B]→ Type by induction:
A(U) := λx.A (F×G)(U) := λx. F(U)(π1 x)×G(U)(π2 x)
X(U) := U (F+G)(U) := {in1 x 7→ F(U) x ; in2 y 7→ G(U)y}
Moreover, given a term f : (b : B)→ U b→ V b we define another term H(f) : (b : H[B])→ H(U) b→ H(V) b
again by induction in H:
A(f) := λb. idA (F×G)(f) := λb. F(f)(π1 b)×G(f)(π2 b)
X(f) := f (F+G)(f) := {in1 x 7→ F(f) x ; in2 y 7→ G(f) y}
A special case that we will use frequently is the choice U = 1, which allows us to obtain H(f) : (b : H[B])→
H(V) b from f : (b : B)→ V b.
The correctness of this definition, that is, the typings announced in Definition 2.3.3 are valid, is proved
by induction in the polynomial H[X].
Next, we give a preparatory definition for path constructors that allow us to specify paths between
two terms of the type at hand. To be able to give type-correct computation rules, these terms must be,
however, of a special form, called constructor terms. Such constructor terms are built from a restricted term
syntax, possibly involving the data constructors and an argument for the corresponding path constructor.
We introduce constructor terms in the following definition, for which we assume the type theory introduced
in Section 2.2.1 to be extended by the variable X as base type.
Definition 2.3.4. Let k be a positive natural number, and let H1, . . . ,Hk be polynomials and c1 : H1[X]→
X, . . . , ck : Hk[X]→ X be constants. We say that r is a constructor term (over c1, . . . , ck), if there is a context
Γ in which no type uses X, a variable x that does not occur in Γ , and polynomials F[X] and G[X], such that
x : F  r : G can be derived using the following rules.
` t : A X does not occur in A
x : F  t : A x : F  x : F
x : F  r : Hi[X]
x : F  ci r : X
j ∈ {1, 2} x : F  r : G1 ×G2
x : F  πj r : Gj
j = 1, 2 x : F  rj : Gj
x : F  (r1, r2) : G1 ×G2
j ∈ {1, 2} x : F  r : Gj
x : F  inj r : G1 +G2
If x does not occur in r, we say that r is a non-recursive constructor term.
Remark 2.3.5. We could have extended the type theory in Section 2.2.1 with constants c1, . . . , ck and
use restricted terms of that theory as constructor terms. Again, to make the following development more
accessible, we stick to the explicit definition given above.
We now extend MLTT with higher inductive types. To this end, we devise a scheme, whose syntax
is similar to the syntax for inductive types in Coq, that allows us to introduce a new type with data
constructors and path constructors. For this type we then have an elimination rule in form of dependent
iteration (induction) and the corresponding computation rules. Higher inductive types that can be introduced
through this scheme are of a restricted form, in that we only allow data and path constructors, but no
constructors for higher paths. These are sufficient for the present exposition.
Definition 2.3.6. A higher inductive type is given according to the following scheme.
Inductive T (B1 : Type) . . . (B` : Type) :=
| c1 : H1[T B1 · · ·B`]→ T B1 · · ·B`
. . .
| ck : Hk[T B1 · · ·B`]→ T B1 · · ·B`
| p1 : (x :A1[T B1 · · ·B`])→ t1 = r1
. . .
| pn : (x :An[T B1 · · ·B`])→ tn = rn
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Here, all Hi and Aj are polynomials that can use B1, . . . ,B`, and all tj and rj are constructor terms over
c1, . . . , ck with x : Aj  tj, rj : T . If X does not occur in any of the Aj, then T is called non-recursive and
recursive otherwise.
We now give the rules that extend the type theory given in Section 2.2.1 with higher inductive types,
according to the scheme given in Definition 2.3.6.
Definition 2.3.7 ((MLTT with HITs, Introduction Rules)). For each instance T of the scheme in Defini-
tion 2.3.6, we add the following type formation rule to those of MLTT.
Γ ` B1 : Type · · · Γ ` B` : Type
Γ ` T B1 · · ·B` : Type
For the sake of clarity we leave the type parameters in the following out and just write T instead of T B1 · · ·B`.
The introduction rules for T are given by the following data and path constructors.
` Γ Ctx
Γ ` ci : Hi[T ]→ T
` Γ Ctx
Γ ` pj : Aj[T ]→ tj = rj
The dependent elimination rule for higher inductive types provides the induction principle: it allows to
construct a term of type (x : T)→ Y x for Y : T → Type. In the hypothesis of the elimination rule we want
to assume paths between elements of different types: the types Y(tj) and Y(rj). Concretely we will assume
paths q as follows
q : (x : A)→ t̂ =Ypx r̂
where p is the path constructor of T meaning that p : (x : A)→ t = r and t̂ : Y t and r̂ : Y r. We need to define
t̂ by induction on t to state this hypothesis in the elimination rule. This is done in the following definition.
Definition 2.3.8. Let ci : Hi[X]→ X be constructors for T with 1 6 i 6 k as in Definition 2.3.6. Note that
each constructor term x : F  r : G term immediately gives rise to a term x : F[T ] ` r : G[T ]. Given a type
family U : T → Type and terms Γ ` fi : (x : Hi[T ])→ Hi(U) x→ U(ci x) for 1 6 i 6 k, we can define
Γ , x : F[T ],hx : F(U) x ` r̂ : G(U) r
by induction in r as follows.
t̂ := t x̂ := hx ĉi r := fi r r̂
π̂j r := πj r̂ ̂(r1, r2) := (r̂1, r̂2) înj r := r̂
It is straightforward to show that this definition is type correct.
Lemma 2.3.1. The definition of r̂ in Definition 2.3.8 is type correct, that is, we indeed have Γ , x : F[T ],hx :
F(U) x ` r̂ : G(U) r under the there given assumptions.
We are now in the position to give the (dependent) elimination rule for higher inductive types.
Definition 2.3.9 ((MLTT with HITs, Elimination and Computation)). For
each instance T of the scheme in Definition 2.3.6, the following dependent elimination rule is added to MLTT.
Y : T → Type
Γ ` fi : (x : Hi[T ])→ Hi(Y) x→ Y (ci x) (for i = 1, . . . ,k)
Γ ` qj : (x : Aj[T ])→ (hx : Aj(Y) x)→ t̂j =Y(pj x) r̂j (for j = 1, . . . ,n)
Γ ` T -rec(f1, . . . , fk,q1, . . . ,qn) : (x : T)→ Y x
Note that t̂j and r̂j in the type of qj depend on all the fi through Definition 2.3.8. If all the fi and qj are
understood from the context, T -rec(f1, . . . , fk,q1, . . . ,qn) is abbreviated to T -rec.
For every 1 6 i 6 k we have a term computation rule for each t : Hi[T ]





and for every 1 6 j 6 n we have a path computation rule for each a : Aj[T ]





This has to be understood in the sense that we extend the reduction relation introduced in Section 2.2.1 with
the clauses in (2) and (3), then take the compatible closure, and allow this extended reduction relation in the
conversion rule (1).
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We can derive some simplifications of this definition for special cases of higher inductive types. First of
all, if a higher inductive type T is non-recursive, then the elimination rule in Definition 2.3.9 can be simplified
to
Y : T → Type
Γ ` fi : (x : Hi[T ])→ Hi(Y) x→ Y (ci x) (for i = 1, . . . ,k)
Γ ` qj : (x : Aj)→ t̂j =Ypj x r̂j (for j = 1, . . . ,n)
Γ ` T -rec(f1, . . . , fk,q1, . . . ,qn) : (x : T)→ Y x
and the path computation rule becomes then
apd(T -rec,pj a) −→ qj a.
Second, if Y is also constant, that is, if there is D : Type with Y t ≡ D for all t, then we obtain the
non-dependent elimination or (primitive) recursion.
Γ ` fi : Hi[T ]→ Hi[D]→ D (for i = 1, . . . ,k)
Γ ` qj : (x : Aj)→ t̂j = r̂j (for j = 1, . . . ,n)
Γ ` T -rec(f1, . . . , fk,q1, . . . ,qn) : T → D
In this case, the path computation rules simplifies even further to
ap(T -rec,pj a) −→ qj a.
An important property of reduction relations in type theories is that computation steps preserve types
of terms (subject reduction). To be able to show subject reduction for MLTT + HIT presented here, we need
the following lemma.
Lemma 2.3.2. Let T be a higher inductive type and T -rec an instance of Definition 2.3.9. For all
constructor terms x : F  r : G and terms a : F[T ] we have
G(T -rec) (r[a/x]) −→ r̂ [a/x, F(T -rec) a/hx].
Proof. This is proved by induction in r. 
Proposition 2.3.10. The computation rules in Definition 2.3.9 preserve types.
Proof. That the computation rules on terms preserve types can be seen by a straightforward application
of the typing rules on both sides of (2). For the computation rules on paths, on the other hand, one can
derive that
Γ ` apd(T -rec,pj a) : T -rec (tj[a]) =Ypj a T -rec (rj[a])
and








Using F = Aj and G = X, we obtain from Lemma 2.3.2 that
t̂j[a,Aj(T -rec) a] −→ T -rec (tj[a]).




actually has the same type as apd(T -rec,pja). 
2.4. Modular Arithmetic
Modular arithmetic is not convenient to define using inductive types. One would like to imitate the
inductive definition of N by means of constructors 0 for zero and S for the successor. However, that will
always give an infinite amount of elements. If one instead defines N/mN by taking m copies of the type >
with just one element, then the definitions will be rather artificial. This way the usual definitions for addition,
multiplication or other operations, cannot be given in the normal way. Instead one either needs to define
them by hand, or code the N/mN in N and make a map mod m : N→ N/mN.
For higher inductive types this is different because one is able to postulate new identities. This way we
can imitate the definition N, and then add an equality between 0 and Sm 0. However, our definition for higher
inductive types does not allow dependency on terms. We can define N/2N, N/3N, and so on, but we cannot
give a definition for (m : N)→ N/mN. Instead of defining N/mN in general, we thus define N/100N which is
not feasible to define using inductive types. For other natural numbers we can give the same definition.
Inductive N/100N :=
| 0 : N/100N
| S : N/100N→ N/100N
| mod : 0 = S100 0
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This is a nonrecursive higher inductive type, because the path 0 = Sn 0 does not dependent on variables
of type N/100N. The definition of N/100N gives us the constructors 0 : N/100N, S : N/100N → N/100N
and mod : 0 = S100 0. Furthermore, we obtain for all type families Y : (x : N/100N) → Type the following
dependent recursion principle, which we refer to as induction to emphasize the relation to induction on
natural numbers.
z : Y 0 s : (x : N/100N)→ Y x→ Y (S x) q : 0̂ =Ymod Ŝ100 0
N/100N ind(z, s,q) : (x : N/100N)→ Y x
Remember 0̂ =Ymod Ŝ100 0 is defined by mod∗ 0̂ = Ŝ100 0 where we define the transport mod∗ using Proposi-
tion 2.2.2.
We note that, with this z and s, 0̂ ≡ z and Ŝ100 0 ≡ s 99 (s 98 · · · (s 0 z) · · · )), where n denotes Sn 0.
Finally, we have the following computation rules
N/100N ind(z, s,q) 0 −→ z,
N/100N ind(z, s,q) (S x) −→ s x (N/100N ind(z, s,q) x),
apd(N/100N ind(z, s,q), mod) −→ q.
We will now demonstrate the use of the recursion principle by defining addition. To do so, we will need
an inhabitant of the type (n : N/100N) → n = S100 n, which means that for every n : N/100N we have an
equality of type n = S100 n. This can be derived from the definition of N/100N , as we demonstrate now.
Proposition 2.4.1. There is a term gmod : (n : N/100N)→ n = S100 n.
Proof. We define the type family Y : N/100N→ Type by λn.n = S100 n. To apply induction, we first
need to give an inhabitant z of type Y 0 which is 0 = S100 0. Since mod is of type 0 = S100 0, we can take
z := mod.
Next, we have to give a function s : (n : N) → Y n → Y (S n), hence s must be of type (n : N) → n =
S100 n→ S n = S100 (S n). Thus, we can take s := λnλq. ap(S,q).
Finally, we need to give an inhabitant of z =Ymod Ŝ100 0. To do so, we first note that there is a path
Ŝ100 0 ≡ s 99 (s 98 · · · (s 0 z) · · · ) ≡ ap(S, ap(S, · · · ap(s, mod) · · · ))
= ap(λn.S100 n, mod),
where we used that for all f,g,p there is a path ap(f◦g,p) = ap(f, ap(g,p)). We can now apply Proposition 2.2.3
to f := id, g := λn.S100 n and p := q := mod to obtain a path
mod∗(mod) = ap(id, mod)
−1 •mod • ap(λn.S100 n, mod).
Since there is a path ap(id, mod) = mod, we thus obtain a path q
mod∗(mod) = ap(id, mod)
−1 •mod • ap(λn.S100 n, mod)
= mod−1 •mod • ap(λn.S100 n, mod)
= ap(λn.S100 n, mod)
= Ŝ100 0,
so that q : z =Ymod Ŝ100 0, and gmod is given by N/100N ind(z, s,q). 
Using this proposition and recursion on N/100N, we can define addition as function term + : N/100N→
N/100N→ N/100N. The recursion principle is, as we have shown in Section 2.3, a special case of induction
and amounts here to
z : Y s : Y → Y q : z = s100 z
N/100N-rec(z, s,q) : N/100N→ Y
with computation rules
N/100N-rec(z, s,q) 0 −→ z,
N/100N-rec(z, s,q) (S n) −→ s (N/100N-rec(z, s,q) n) and
ap(N/100N-rec(z, s,q),p) −→ q.
To define addition, we give for every n : N/100N a function fm, which represents λx.x+m. So, let m : N/100N
be arbitrary, and next we define fm using recursion. For the inhabitant z of type N/100N we take m.
Next we give a function s : N/100N → N/100N which will be S. Lastly, we need to give a path between
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m and S100 m, for which we can take gmod m by Proposition 2.4.1. This gives us the desired function
fm = N/100N(m,S,qm) : N/100N→ N/100N. By the computation rules we have
fm 0 = m, fm (S x) = S (fm x), ap(fm,p) = qm.
Hence, we can define + : N/100N→ N/100N→ N/100N by the function
λm : N/100Nλn : N/100N.fm n.
2.5. Integers
Another interesting data type, which we will study, are the integers. These can be defined as a
normal inductive type, but also as a higher inductive type. Both representations have their advantages and
disadvantages. To define it as an inductive type, we can do the same as in [91]. We first need to define an
inductive type for the positive natural numbers. This type is called Pos and has a constructors one : Pos and
S : Pos→ Pos.
The inductive typed definition is the same as for the natural numbers (one constant and one unary
constructor), but we interpret it differently. For example, for the type Pos we define addition in a different
where one+ one would be S one. To clarify the distinction between the inductive types N we will sometimes
write SN for the successor of N and SPos for the successor of Pos. We have a function i : Pos→ N that reflects
the semantics of Pos, sending one to SN 0 and SPos n to SN (i n). In the reverse direction we have a function
j : N→ Pos that reflects the semantics of Pos, sending 0 and SN 0 to one and SN (SN n) to SPos (j (SN n)).
Now we can define the integers. We need a constructor for zero, and we need constructors plus and
minus which turn a positive number into an integer. All in all, we get the following definition.
Inductive Z1 :=
| Z : Z1
| plus : Pos→ Z1
| minus : Pos→ Z1
We also have a recursion rule.
zY : Y plusY : Pos→ Y minusY : Pos→ Y
Z1-rec(z, plusY , minusY) : Z1→ Y
If we define the integers this way, then it is possible to define functions like addition, and show that
every number has an inverse. We can also show that equality is decidable.
Definition 2.5.1. A type A is said to have decidable equality, if the type
(x y : A)→ (x = y) + ¬(x = y)
is inhabited, where as usual ¬T := T → 0 and 0 is the type with no constructors.
Proposition 2.5.2. The type Z1 has decidable equality.
The disadvantage of this definition is that we have to redefine everything from the natural numbers
to the positive numbers. Instead, one would like to define the constructors plus and minus using natural
numbers. This means that we replace plus : Pos→ Z1 by a constructor plus ′ : N→ Z2. However, if we define
it this way, then the number 0 will be added twice. To solve this, we use higher inductive types, because
then we can add equalities as well. We use almost the same definition, but in addition, we add an equality
plus ′ 0 = minus ′ 0.
Inductive Z2 :=
| plus ′ : N→ Z2
| minus ′ : N→ Z2
| zero : plus ′ 0 = minus ′ 0
For this type we have two constructors, namely plus ′ : N → Z2 and minus ′ : N → Z2. We also have a
recursion rule.
plus ′Y : N→ Y minus ′Y : N→ Y zeroY : plus
′ 0 = minus ′ 0
Z2-rec(plus ′Y , minus ′Y , zeroY) : Z2→ Y
The computation rules say that
Z2-rec(plus ′Y , minus ′Y , zeroY) (plus
′ n) −→ plus ′Y n,
Z2-rec(plus ′Y , minus ′Y , zeroY) (minus ′ n) −→ minus ′Y n,
ap(Z2-rec(plus ′Y , minus ′Y , zeroY), zero) −→ zeroY .
Now we have two types which should represent the integers, namely Z1 and Z2. These types are related
via an isomorphism.
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Theorem 2.5.3. We have an isomorphism Z1 ' Z2.
Proof. We just show how to make the map g : Z2→ Z1. To make the function g : Z2→ Z1, we use
the map j : N → Pos defined before and the recursion principle of the higher inductive type Z2. We need
to say where plus ′ n and minus ′ n are mapped to, and for that we define two functions. For the positive
integers, we define ϕ : N→ Z1 which sends 0 to Z and SN n to plus (j (SN n)). For the negative integers we
define the map ψ : N→ Z1 which sends 0 to Z and SN n to minus (j (SN n)). Finally, we need to give a path
between ϕ 0 and ψ 0. Note that by definition we have ϕ 0 ≡ Z and ψ 0 ≡ Z, and we choose refl Z. So, we
define g to be the map Z2-rec(ϕ,ψ, refl Z). 
The definition of Z2 also has a disadvantage, and to illustrate it, we try to define + : Z2 × Z2 → Z2.
To do so, we use induction on both arguments. Now we need to give a value of +(plus ′ n, plus ′m) which is
plus ′(n+m). The case +(minus ′ n, minus ′m) is easy as well, because this is just minus ′(n+m). However,
defining +(plus ′ n, minus ′m) and +(minus ′ n, plus ′m) requires more work. We need to compare the values
of n and m in order to give this. In an expression it would look like
+(plus ′ n, minus ′m) = if n > m then plus ′(n−m) else minus ′(m− n),
+(minus ′ n, plus ′m) = if n > m then minus ′(n−m) else plus ′(m− n).
There is also another way to represent the integers as a higher inductive type, which makes defining
addition easier. The previous data types encoded the integers by partitioning them into positive and negative
numbers. However, we can try to imitate the definition of the natural numbers. These have two constructors,
namely 0 and the successor function S. The integers should instead have three constructors, namely 0, the
successor S, and predecessor P. On top, we need to ensure that S and P are inverses, which can be achieved
by using a higher inductive type as follows. As a matter of fact, this is basically the treatment of the integers
that Turner gives in [126].
Inductive Z3 :=
| 0 : Z3
| S : Z3→ Z3
| P : Z3→ Z3
| inv1 : (x : Z3)→ P (S x) = x
| inv2 : (x : Z3)→ S (P x) = x
For this type we have three constructors 0 : Z3, S : Z3→ Z3, and P : Z3→ Z3 for points, and we have
two constructors inv1 : (x : Z3) → P (S x) = x and inv2 : (x : Z3) → S (P x) = x for paths. We also have a
recursion rule
0Y : Y
SY : Y → Y
PY : Y → Y
invY,1 : (x : Y)→ PY (SY x) = x
invY,2 : (x : Y)→ SY (PY x) = x
Z3-rec(0Y ,SY ,PY , invY,1, invY,2) : Z3→ Y
This rule is derived from dependent elimination by taking the type family Y to be constant, see the discussion
after Definition 2.3.9. We denote Z3-rec(0Y ,SY ,PY , invY,1, invY,2) by Z3-rec and we have the following
computation rules:
Z3-rec 0 −→ 0Y , Z3-rec (S x) −→ SY (Z3-rec x),
Z3-rec (P x) −→ PY (Z3-rec x), ap(Z3-rec, inv1 x) −→ invY,1 (Z3-rec x),
ap(Z3-rec, inv2 x) −→ invY,2 (Z3-rec x).
One of the interesting features of homotopy type theory is proof relevance: not all proofs of equality are
considered to be equal. Let us look at the term P (S (P 0)) to demonstrate this. There are two ways to prove
this term equal to P 0. We can use that P (S x) = x, but we can also use that S (P x) = x. Hence, we have two
paths from P (S (P 0)) to P 0, namely inv1 (P x) and ap(P, inv2 (S (P 0))). Since higher inductive types are
freely generated from the points and paths, there is no reason why these two paths would be the same. As a
matter of fact, one would expect them to be different which is indeed the case.
Proposition 2.5.4. The paths inv1 (P (S (P 0))) and ap(P, inv2 (S (P 0))) are not equal.
Before we give the proof, let us start with a proof sketch. In type theory one can prove that the empty
type 0 and the type 1 with just one element, are different types. (That is, one can prove 0 6' 1.) One can
also define a type family (n : N)→ Y n sending 0 to 0 and S n to 1. This proves that 0 and S n are not equal.
More generally, this allows us to prove that different constructors of an inductive type are indeed different.
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However, for path constructors we cannot copy this argument. If we make a family of types on Z3, then
the paths inv1 and inv2 do not get sent to types. Hence, the induction principle cannot be used in this way
to show that inv1 and inv2 are different. Instead we rely on the univalence axiom to prove this.
First we need a type for the circle. The definition can be given as a higher inductive type.
Inductive S1 :=
| base : S1
| loop : base = base
The main ingredient here is that loop and refl are unequal. One can show this by using the univalence
axiom [91]. To finish the proof of Proposition 2.5.4, we define a function f : Z3→ S1 where the point 0 is
sent to base, the maps S and P are sent to the identity. Furthermore, we send the path inv1 to refl and
inv2 to loop. Using the elimination rule, we thus define f as Z3-rec(base, id, id, refl, loop). Note that by the
computation rules, f satisfies
f 0 −→ base, f (S x) −→ id (f x), f (P x) −→ id (f x),
ap(f, inv1) −→ refl, ap(f, inv2) −→ loop .
Now we can finish the proof of Proposition 2.5.4.
Proof. Our goal is to show that inv1 (P (S (P 0))) and ap(P, inv2 (S (P 0))) are not equal, for which
it is sufficient to show that ap(f, inv1 (P (S (P 0)))) and ap(f, ap(P, inv2 (S (P 0)))) are not equal. From the
computation rules we get that ap(f, inv1 (P (S (P 0)))) ≡ refl. One can prove by path induction that there is a
path from ap(f, ap(g,p)) to ap(f ◦ g,p) for any f and g, thus the type
ap(f, ap(P, inv2 (S (P 0)))) = ap(f ◦ P, inv2 (S (P 0)))
is inhabited. Using the computation rules, we see that f ◦ P is just f, and thus ap(f ◦ P, inv2 (S (P 0))) is
ap(f, inv2 (S (P 0))). Again we can use the computation rules, and this time it gives that ap(f, inv2 (S (P 0))) ≡
loop. Hence, the paths inv1 (P (S (P 0))) and ap(P, inv2 (S (P 0))) cannot be equal, because f sends them to
refl and loop respectively. 
Proposition 2.5.4 might not seem very interesting at first, but it actually has some surprising consequences.
For that we need to use Hedberg’s Theorem which says that in types with decidable equality there is only
one proof of equality [64].
Theorem 2.5.5 (Hedberg’s Theorem). If a type X has decidable equality, then we have a term
s : (x y : X) (p q : x = y)→ p = q.
Using the contraposition from this theorem, we can thus immediately conclude that Z3 cannot have
decidable equality.
Theorem 2.5.6. The type Z3 does not have decidable equality.
This sounds odd at first sight, but all it means is that we cannot decide equality just by using the
induction scheme of Z3. There are two, quite similar ways, to deal with this. We can either weaken the
notion of decidable equality or we enforce that all the HITs, that are introduced through our scheme, are
sets [128]. Let us start with the first possibility: weakening the notion of decidable equality. In (homotopy)
type theory, proofs of propositions are in general relevant, in the sense that we do not just care about the
existence of a proof but we are actually interested in the witness. Recall from Proposition 2.5.4 that there
are two different proofs of equality between P (S (P 0)) and P 0. Thus, proof relevance prevents equality to be
decidable on Z3. However, if we reason in a proof irrelevant way by neglecting the fact that there might be
several proofs for the same equality, then we obtain merely decidable equality. To do so, we need the so-called
truncation, which is given by the following higher inductive type.
Inductive ||_|| (A : Type) :=
| ι : A→ ||A||
| p : (x y : ||A||)→ x = y
The truncation comes with the recursion rule
ιY : A→ Y pY : (x,y : Y)→ x = y
||A||-rec(ιY ,pY) : ||A||→ Y
and computation rules
||A||-rec(ιY ,pY) (ι x) −→ ιY x,
ap(||A||-rec(ιY ,pY),p x y) −→ pY (|A||-rec(ιY ,pY) x) (|A||-rec(ιY ,pY) y).
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In the truncation every element is equal, because we add for each x,y a path pxy between them. Instead
of the proposition x = y, we can now talk about ||x = y||. In the first type there are different proofs of
equality, but in the second every element is considered to be the same. We can solve the fact that Z3 does
not have decidable equality by truncating the identity type for Z3, as in the following theorem.
Theorem 2.5.7. The type Z3 has a merely decidable equality, that is: the following type is inhabited:
(x y : Z3)→ ||x = y||+ ||¬(x = y)||.
Thus, if we want to consider the proofs of identities in Z3 to be irrelevant, we have to replace the type
s = t by its truncation ||s = t|| everywhere. There are two problems with that. First, this is very verbose,
in that we need to introduce the truncation everywhere, and maps out of Z3 with the truncated identity
types are given in terms of the recursion principles of both Z3 and the truncation. Second, if we want to
map Z3 with the truncated identity type to another type A, then that type must also be a set, that is, also
the identity types of A may have at most one inhabitant.
Let us now study a different approach to solve the problem of decidability for Z3. Since we do not
consider higher inductive types with higher path constructors in the present setting, we are morally just
dealing with quotients. However, this is not quite true, due to the fact that two paths might not be the same.
For example, Theorem 2.5.6 tells us that Z3 and Z2 are not isomorphic. To obtain actual quotients, we
need to require that each HIT definable in our setting is a set, c.f. [128, Sec. 11.3.1]. Thus, for every HIT T
defined by the scheme in Definition 2.3.6, we add a constructor
(4) isSetT : (x y : T)→ (p q : x = y)→ p = q.
Note that we would also need to extend the recursion scheme for HIT in Definition 2.3.9 to account for this
new constructor, since the constructor isSetT needs to be mapped to a corresponding term in the target type.
If we add for each HIT a constructor isSetT though, then every type is a set and we can keep the original
recursion scheme.
Lemma 2.5.1. If for every higher inductive type T introduced by the scheme in Definition 2.3.6 there is a
constructor isSetT as in (4), then every type is a set.
Proof. The important property of sets is that they are preserved under the type constructors in
Section 2.2.1, see [128, Sec 3.1 & Exerc. 3.2]. 
Forcing every HIT to be a set allows us to show that Z3 has decidable equality. This theorem has been
proved in the Coq formalization [132].
Theorem 2.5.8. If every type is a set, then Z3 ' Z2 and Z3 has decidable equality.
2.6. Finite Sets
The last type we study here is a data type for finite sets. In functional programming it is difficult to
work with finite sets. Often one represents them as lists on which special operations can be defined. This
gives some issues in the implementation, because different lists represent the same set and the definition of a
set-operation depends on the choice of the representative. For example, one could remove the duplicates or
not, and depending on that choice, functions on the type will be different.
The use of higher inductive types allows to abstract from representation details. The difference between
sets and lists is that in a list the order of the elements and the number of occurrences of an element matter,
which does not matter for sets. Higher inductive types offer the possibility to add equalities that ignore the
order of the elements and the number of occurrences. To demonstrate this, let us start by defining Fin(A) in
a similar way as [26].
Inductive Fin(_) (A : Type) :=
| ∅ : Fin(A)
| L :A→ Fin(A)
| ∪ : Fin(A)× Fin(A)→ Fin(A)
| assoc : (x,y,z : Fin(A))→ x∪ (y∪ z) = (x∪ y)∪ z
| neut1 : (x : Fin(A))→ x∪ ∅ = x
| neut2 : (x : Fin(A))→ ∅∪ x = x
| com : (x,y : Fin(A))→ x∪ y = y∪ x
| idem : (x :A)→ L x∪ L x = L x
Summarizing, the type of finite sets on A is defined as the free join-semilattice on A. We abbreviate L a
to {a}. The constructors can be read from the definition, but we give the recursion rule and the computation
rules.
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∅Y : Y
LY : A→ Y
∪Y : Y × Y → Y
aY : (x,y, z : Y)→ x ∪Y (y ∪Y z) = (x ∪Y y) ∪Y z
nY,1 : (x : Y)→ x ∪Y ∅Y = x
nY,2 : (x : Y)→ ∅Y ∪Y x = x
cY : (x,y : Y)→ x ∪Y y = y ∪Y x
iY : (x : A)→ LY x ∪Y LY x = LY x
Fin(A)-rec(∅Y ,Ly,∪Y ,aY ,nY,1,nY,2, cY , iY) : Fin(A)→ Y
We abbreviate Fin(A)-rec(∅Y ,Ly,∪Y ,aY ,nY,1,nY,2, cY , iY) to Fin(A)-rec. The computation rules are as follows.
Fin(A)-rec ∅ −→ ∅Y , Fin-rec (L a) −→ LY a,
Fin-rec (x ∪ y) −→ ∪Y (Fin-rec x) (Fin-rec x).
To demonstrate the possibilities of this definition, we define the comprehension and intersection of sets.
We first define “element of a set” as a relation ∈: A× Fin(A)→ Bool. For this relation, we need to be able
to compare elements of A. This means that A must have decidable equality, so we assume that there is a
term of type (x y : A)→ x = y+ ¬x = y. By sending every inhabitant of x = y to True and every inhabitant
of ¬x = y to False, we get a function ==: A×A→ Bool which decides the equality. Using this notation we
can define ∈ (a, s) for a : A and s : Fin(A).
Definition 2.6.1. Let A be a type with decidable equality. We define the function ∈: A× Fin(A)→ Bool
by recursion on Fin(A) as follows.
∈ (a, ∅) ≡ False, ∈ (a, {b}) ≡ a == b,
∈ (a, x ∪ y) ≡ ∈ (a, x)∨ ∈ (a,y)
In the notation of the recursion principle, given a : A we define the function Fin-rec : Fin(A)→ Bool, where
we use in the recursion scheme the auxiliary functions ∅Bool := False, ∪Bool := ∨, and LBool := λb.a == b.
To finish the recursion, we need to give images of the paths assoc, neut1, neut2, com, and idem. This
is not difficult to do, and we demonstrate how to do it for neut1. We need to give an inhabitant of type
(x : Bool) → x ∨ False = x. That term can be given by using properties of Bool, and thus the path we
choose is refl. For neut2 we can do the same thing, and for the images of assoc, com, and idem we use that
∨ on Bool is associative, commutative, and idempotent.
We will denote ∈ (a, x) by a ∈ x. As seen in Definition 2.6.1, to make a map Fin(A)→ Y, we need to
give images of ∅, L, and ∪, and then verify some equations. Briefly said, we need to give a join semilattice Y
and a map A→ Y. This way we also define the comprehension.
Definition 2.6.2. We define { _ | _ } : Fin(A) × (A → Bool) → Fin(A). Let ϕ : A → Bool. We define
{S | ϕ} : Fin(A) by recursion on S : Fin(A).
{∅ | ϕ} ≡ ∅, {{a} | ϕ} ≡ if ϕ a then {a} else ∅,
{x ∪ y | ϕ} ≡ {x | ϕ} ∪ {y | ϕ}.
Thus we use the recursion rule with ∅Y := ∅, LY a := if ϕ a then {a} else ∅, and ∪Y := ∪. Moreover, we to
check that ∪Y ≡ ∪ is associative, commutative, has ∅Y ≡ ∅ as neutral element, and is idempotent. This is not
difficult to check, because we have all these equalities from the constructors.
Using the comprehension, we can define more operators. For example, we can define x∩y as {x | λa.a ∈ y},
and x \ y := {x | λa.¬(a ∈ y)}.
2.7. Conclusion
We have given general rules for higher inductive types, both non-recursive and recursive, where we have
limited ourselves to higher inductive types with path constructors. This provides a mechanism for adding
data-types-with-laws to functional programming, as it provides a function definition principle, a proof (by
induction) principle and computation rules. This fulfills at least partly the desire set out in [127] to have a
constructive type theory where computation rules can be added. The use of higher inductive types and their
principles was then demonstrated for typical examples that occur in functional programming. Especially the
case of finite sets usually requires a considerable amount of book-keeping, which is lifted by the use of higher
inductive types.
We believe that our system can be extended to include higher path constructors. This requires extending
the notion of constructor term and extending the t̂ construction. It would be interesting to see which examples
that arise naturally in functional programming could be dealt with using higher paths. Furthermore, it also
remains to establish whether these rules are strongly normalizing, satisfy Church-Rosser and canonicity. The
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current definition defines HITs in type theory rather than languages like Haskell and Miranda. Hence, an
open problem is incorporating HITs in Turing complete functional programming languages.
The system we have may seem limited, because we only allow constructor terms t and r in the types of
equalities t = q for path constructors. On the other hand, for these constructor terms we can formulate the
elimination rules in simple canonical way, which we do not know how to do in general. Also, the examples
we have treated (and more examples we could think of) all rely on constructor terms for path equalities, so
these might be sufficient in practice.
Acknowledgments. We thank Ralf Hinze for the idea to link Turner’s work and higher inductive types,
and the anonymous referees for their suggestions.

CHAPTER 3
Finite Sets in Homotopy Type Theory
We study different formalizations of finite sets in homotopy type theory to obtain a general definition
that exhibits both the computational facilities and the proof principles expected from finite sets. We use higher
inductive types to define the type K(A) of “finite sets over type A” à la Kuratowski without assuming that A
has decidable equality. We show how to define basic functions and prove basic properties after which we give
two applications of our definition.
On the foundational side, we use K to define the notions of “Kuratowski-finite type” and “Kuratowski-
finite subobject”, which we contrast with established notions, e.g., Bishop-finite types and enumerated types.
We argue that Kuratowski-finiteness is the most general and flexible one of those and we define the usual
operations on finite types and subobjects.
From the computational perspective, we show how to use K(A) for an abstract interface for well-known
finite set implementations such as tree- and list-like data structures. This implies that a function defined on
a concrete finite sets implementation can be obtained from a function defined on the abstract finite sets K(A)
and that correctness properties are inherited. Hence, HoTT is the ideal setting for data refinement. Beside
this, we define bounded quantification, which lifts a decidable property on A to one on K(A).
3.1. Introduction
We study finite sets and finite types from the point of view of homotopy type theory (HoTT). HoTT
aims at providing a formal system that allows the user to reason about and compute with mathematical
structures at the proper level of abstraction. To do so, it employs, for example, the univalence axiom and
higher inductive types. Univalence allows treating isomorphic structures as equal and higher inductive types
allow – among other things – reasoning inductively over structures modulo an equivalence relation. We apply
these techniques to finite sets and finite types. HoTT should provide the proper computational mechanisms
and reasoning principles for finite sets, like taking the union of two finite sets, counting the number of
elements, having an element-of relation and extensional equality for sets.
In this paper we define the type of finite sets over a type A as a higher inductive type in two ways.
First we define K(A) (the type of Kuratowski-finite sets) as the free join semi-lattice over A. We give the
induction (and recursion) principle, show how some basic operations can be defined, and we show how some
basic properties can be proved. Second we define L(A) (the type of listed finite sets) as the higher inductive
type of lists over A such that swapping elements and removing duplicates preserves equality. We show that
these two types are equivalent.
This approach is inspired by topos theory [72] and it is translated to HoTT by encoding free algebras as
higher inductive types [128]. These two views are connected since sets in HoTT form a predicative topos
[114].
Our development of finite sets inside HoTT adequately stresses the subtlety of some of the defined
functions: for example, to count the number of elements of a finite set, we need the underlying type A to
have decidable mere equality (similarly for defining the intersection of two finite sets). That our type of finite
sets is at the proper level of abstraction, is further exemplified by the fact that a naive “size function” that
just takes the length of the list of elements can simply not be defined in our system. This is because such a
naive size function does not preserve equality.
In intuitionistic mathematics there are essentially different ways of defining the of “finite set”. The
most well-known, due to Bishop [34], states that a set A is finite if it is equivalent to a canonical finite set
{0, . . . ,n} for some n ∈ N. Alternatively, we could consider “Kuratowski-finiteness”, which states that there is
a Kuratowski-finite subset of A that contains all inhabitants of type A. Yet another way of defining that A is
finite, is by saying that it can be enumerated: there is a list of objects of type A that contains all a : A. We
prove that the latter two notions (Kuratowski-finite and enumerated) are equivalent. Bishop-finiteness is
really stronger as it implies that equality on the type A is decidable. In the presence of decidable equality, all
three notions coincide. Hence, the most general of these are Kuratowski-finiteness and enumeratedness.
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In computer science, there are various concrete data structures for finite sets, for example lists, labeled
binary trees, binary search trees, AVL trees, and so on. Using our higher inductive type K(A) of Kuratowski-
finite sets, we define the notion of a “implementation of finite sets over A”, which is basically a type T(A)
with some operations satisfying some equational laws. More precisely, we define a signature and then T(A)
is an implementation of finite sets if T(A) interprets that signature and we have a homomorphism from
T(A)→ K(A). The aforementioned examples are all implementations of finite sets and so is K(A) itself. We
show how a function defined on K(A) can be transferred to a function on another implementation of finite
sets over A while the properties are automatically preserved.
Contributions. The paper is intended as a case study in HoTT and its contributions are the following.
• It presents the first consequent Coq development of finite sets using higher inductive types;
• It translates the notions of Kuratowski-finiteness and enumeratedness to HoTT in a proof-irrelevant
way and it gives a formalized comparative study between these notions and Bishop-finiteness.
• It defines an interface of finite sets suitable for data refinement such that the implementations
properties can automatically be deduced.
Implementation. All results in the paper are formalized in Coq using the HoTT library [27]. The
formalization can be found at http://cs.ru.nl/~nweide/fsets/finitesets.html and contains many more
results about finite sets and finite types. An overview of the results, linking definitions and theorems presented
in this paper with formalized proofs, can be found in the file ‘CPP.v’. Our development contains 4051 lines
of code of which 1406 are specifications and 2645 are proofs. To implement finite sets efficiently, we use type
classes for overloading and proof automation [119, 79].
3.1.1. Homotopy Type Theory. We end this introduction with a short recap of homotopy type
theory where we also fix some notations. Everything we describe is standard [128], so readers familiar with
HoTT can skip this section.
In HoTT, a crucial role is played by the identity type, which is the inductive type with only one
constructor, refl of type
∏
(x : A), x = x, and with the J-rule as eliminator. The J-rule says that given a type
family ϕ :
∏
(x,y : A), x = y→ Type and an inhabitant r of type
∏





(p : x = y), ϕ x y p.
In HoTT, a proof of an equality p : a = b is interpreted as a “path” and from a computer science perspective,
we may view the term p as a way of transforming the object a into the object b.
With the J-rule, we get symmA :
∏
x,y:A x = y → y = x and transA :
∏
x,y,z:A x = y → y = z → x = z
representing symmetry and transitivity of equality respectively. For paths p : a = b and q : b = c we write
p−1 := symmA abp and pq := transA ab cpq.
The J-rule also allows substituting paths along type families (Leibniz’ law). For X and Y types and
P : X→ Type a type family over X we define
transport :
∏
(x,y : X), x = y→ P x→ P y.
As usual, we abbreviate this to p∗ := transport xyp.
Apart from the identity type, we also have definitional equality, which is not a judgment in the system
but rather an equality that can be checked automatically by performing reductions. Definitional equality is
denoted by ≡. The conversion rule implies that definitionally equal types and terms cannot be distinguished:
if m : A and B : Type such that we have A ≡ B, then m : B. For transport we have the definitional equality
(refl t)∗ s ≡ refl s.
Frequently, we need to compare terms s : P x and t : P y in some type family P : X → Type. If we
have a path q : x = y, then we can compare s and t by transporting along q. More precisely, we define
s =Pq t := (q∗ s) = t.
Another major feature of homotopy type theory is the univalence axiom which roughly says that
equivalent types are equal. With this axiom one can prove function extensionality. To formulate it more
precisely, we first need to define equivalences. Two types A and B are equivalent if there is a map f : A→ B




(f ◦ g = idB)×
∑
h:B→A
(h ◦ f = idA).
We write A ' B :=
∑
f:A→B isEquiv(f) and we call f an equivalence. The univalence axiom asserts that
equivalent types are equal meaning that there is an equivalence ua from the equivalences A ' B to the paths
A = B.
HoTT also refines the propositions-as-types perspective via the notion of a mere proposition. A type
A is a mere proposition if it is “proof-irrelevant” meaning that all its inhabitants are equal. This can be
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formulated as a predicate: Ishprop(A) :=
∏
(x,y : A), x = y. Furthermore, we define the collection of all mere
propositions as the type hProp :=
∑
A:Type Ishprop(A). An example of a mere proposition is A ' B, the type
of equivalences between two types. It is customary to use the word proposition when speaking about mere
propositions, so when we say “A is a proposition”, we actually mean that A : hProp.
The notion of “set” is refined by HoTT as well. A type A is an hSet if all paths between terms of A
are equal or phrased differently, if for all x,y : A, the type x = y is a mere proposition. We define isHSet(A)




(p,q : x = y), p = q and hSet as the type
∑
A:Type isHSet(A). It is
customary to use the word set when speaking about hSet, so when we say that “A is a set”, we actually
mean that A : hSet.
Another feature of HoTT is higher inductive types (HITs), which allows defining a type by giving
inductive constructors and equations. An important example of such a type is the truncation ||A|| of A.
Higher Inductive Type ||A|| :=
| tr : A→ ||A||
| trc :
∏
(x,y : ||A||), x = y
The truncation of a type is a proposition, as all the elements of ||A|| are equated. Truncation recursion
says that whenever B : hProp, a map A→ B gives a map ||A||→ B.
When discussing the finite subsets of a type A, it makes a difference whether or not we can algorithmically
compare elements of A. In case one can, the type A is said to have decidable equality which means we
have an inhabitant of type
∏
(x,y : A), x = y + ¬(x = y). In practice we are often not interested in
the path space on A and we only need decidable mere equality, which is expressed via a truncation as∏
(x,y : A), ||x = y||+ ||¬(x = y)||.
Another example of a higher inductive type is the quotient type, A/R. Given A : Type and R : A→ A→
hProp, it is defined as follows.
Higher Inductive Type A/R :=
| [·] : A→ A/R
| modr :
∏





(r, s : x = y), r = s
Quotient recursion states that, whenever B : hSet, a map A → B respecting R gives a map A/R→ B.
Note that a quotient is always a set, because the path space is truncated. Another important higher inductive
type is the circle.
Higher Inductive Type S1 :=
|base : S1
| loop : base = base
With the univalence axiom, it can be shown that S1 is not a set. More precisely, it is shown [91] that
loop 6= refl.
3.2. Definitions
Our goal is to define a type K(A) representing the finite subsets of some type A. In type theory and
functional programming languages one defines data types using inductive types. However, such types are
freely generated by constructors and that way equations on the type cannot be guaranteed. When defining
finite subsets, that lack of equations becomes a serious hurdle.
With higher inductive types (HITs) this hurdle can be overcome. Since HITs allow both point and path
constructors in their definitions, the type and its equality types are generated by the point and the path
constructors respectively.
In this section we give two equivalent representations of finite sets in terms of higher inductive types.
The first representation corresponds to the Kuratowski finite sets [81]. Here finite sets are built step by
step starting with the empty set and singleton sets and then making larger sets by taking the union. In an
abstracter language, the finite subsets of A form the free join semi-lattice on A.
The second representation is based on finite lists. Intuitively, sets are given by a list of elements, but the
order and multiplicity do not matter. This means that swapping two elements and removing duplicates in
the list gives the same finite set.
3.2.1. Kuratowski Finite Sets. We start by defining the type K(A) of finite subsets of A.
Definition 3.2.1. Given a type A, we define the type K(A) of Kuratowski finite sets as follows.
Higher Inductive Type K(A) :=
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ϕ : K(A)→ Type ∅ϕ : ϕ∅ Sϕ :
∏
(a : A), ϕ {a}
∪ϕ :
∏
(x,y : K(A)), ϕ x→ ϕ y→ ϕ (x ∪ y)
truncϕ :
∏
(x : K(A)), isHSet((ϕ x))
idemϕ :
∏
(a : A), ∪ϕ{a},{a} (S
















(p : ϕ x),
∏




∪ϕx,y∪z p (∪ϕy,z q r) =ϕassoc x y z ∪ϕx∪y,z (∪ϕx,y p q) r)
there exists indK(A)(ϕ,∅ϕ, Sϕ,∪ϕ, aϕ, cϕ, nlϕ, nrϕ, idemϕ, truncϕ) :
∏
x:K(A)ϕ x
such that indK(A)(. . .)∅ ≡ ∅ϕ,
indK(A)(. . .) {a} ≡ Sϕ a,
indK(A)(. . .) (x ∪ y) ≡ ∪ϕ (indK(A)(. . .) x) (indK(A)(. . .) y)
Figure 1. The induction principle for K(A)
| ∅ : K(A)
| {·} : A→ K(A)
| ∪ : K(A)→ K(A)→ K(A)
| nl :
∏
(x : K(A)), ∅ ∪ x = x
| nr :
∏
(x : K(A)), x ∪∅ = x
| idem :
∏
(x : A), {x} ∪ {x} = {x}
| assoc :
∏
(x,y, z : K(A)), x ∪ (y ∪ z) = (x ∪ y) ∪ z
| com :
∏





(p,q : x = y), p = q
Every line introduces a new constructor of the higher inductive type K(A). The first three lines correspond
to the point constructors, and the other lines correspond to the path constructors. All of those paths, except
for trunc, are paths between points and they describe basic join semi-lattice laws such as associativity,
commutativity, etc. Finally, the constructor trunc, which is a path between paths, forces the higher groupoid
K(A) to be an hSet.
Note that nr can be derived from nl and com. Since the type is truncated, these two paths are the same.
Hence, it does not matter whether we add just nl or both nl and nr. We choose the latter, more symmetrical,
option.
Now that we know how finite sets are generated by constructors, the next step is to equip the type
K(A) with induction and recursion principles to describe how our finite sets can be used. Since the recursion
principle can always be derived from the induction principle, we only give the latter one here.
Definition 3.2.2. Given a type family ϕ : K(A)→ Type, the induction principle postulates that, provided
how ϕ acts on each of the constructors of K(A), an eliminator of type
∏
(x : K(A)), ϕ x exists. Figure 1
shows the induction principle of K(A) in detail. For each constructor C ∈ {∅, . . .}, we denote by Cϕ the
action of ϕ on C.
In addition, there are computation rules describing how the eliminator acts on each of the constructors.
We will only need the computation rules for the points, and thus we will not give any computation rule for
the path constructors. For the points we just use the same rules as for inductive types.
The path computation rules are not needed, since we only use induction to prove mere propositions, and,
since all paths are equal in a proposition, we do not need to simplify paths with computation rules. Let us
illustrate how induction works on the following example.
Lemma 3.2.1 (Union-idem). For any x : K(A), x ∪ x = x.
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Proof. By induction on x. If x = ∅, the term nl∅ has the expected type ∅ ∪ ∅ = ∅. Similarly, if
x = {a}, we directly get idema : {a} ∪ {a} = {a}. If x = x1 ∪ x2 and xi ∪ xi = xi for i = 1, 2, we need to
show that the term x1 ∪ x2 is equal to (x1 ∪ x2) ∪ (x1 ∪ x2). Using associativity and commutativity, we can
show that the latter is equal to (x1 ∪ x1) ∪ (x2 ∪ x2) and applying induction hypotheses allows us to conclude
this case.
It remains to construct images of the path constructors nlϕ, nrϕ, etc., where ϕx is equal to x ∪ x = x.
First note that it is easy to produce truncϕ from trunc. Indeed, since K(A) is an hSet, ϕx is an hProp.
Consequently, ϕx is an hSet [128, Lemma 3.3.4] which gives us truncϕ. In addition, we can construct each
of remaining terms nlϕ, nrϕ, . . . straightforwardly using the fact that ϕ x is an hProp, which allows us to
conclude. 
3.2.2. Extensionality. One of the important axioms of set theory is extensionality which says that
two sets are equal if and only if they have the same elements. Since our higher inductive type K(A) represents
finite sets, we show that it satisfies extensionality. Let us start by defining the membership function.
Definition 3.2.3 (Membership). Assume univalence. Given a type A, we construct by induction the
membership function ∈ of type A → K(A) → hProp. For a : A we define membership for the points as
follows
a ∈ ∅ ≡ ⊥,
a ∈ {b} ≡ ||a = b||,
a ∈ (x1 ∪ x2) ≡ a ∈ x1 ∨ a ∈ x2
where B∨ C is defined by ||B+ C||. Dealing with other cases amounts to prove that (hProp,∨,⊥) is a join
semi-lattice. With univalence this is straightforward.
In the remainder we shall assume the univalence axiom unless stated otherwise. Note that we define
membership here as a function into hProp and not into Bool. As we shall see in the next section, defining
the latter is also possible, but requires assuming decidable mere equality on A. Let us now state the
extensionality for K(A).
Theorem 3.2.4 (Extensionality). For all x,y : K(A) the types x = y and
∏
(a : A), (a ∈ x = a ∈ y) are
equivalent.
We prove this theorem via the following equivalences:
x = y ' (y ∪ x = x)× (x ∪ y = y) '
∏
a:A
a ∈ x = a ∈ y.
Let us show only the following auxiliary lemma here.
Lemma 3.2.2. For all x,y : K(A) we have
(
∏
(a : A), a ∈ y→ a ∈ x)→ y ∪ x = x.
Proof. We prove the result by induction over y keeping x as a free variable. More specifically, we
construct for x : K(A) a map of type∏
(y : K(A)), (
∏
(a : A), a ∈ y→ a ∈ x)→ y ∪ x = x.
Note that it suffices to just consider the cases of the point constructors. Indeed, other cases are straightforward
since for each y the resulting type is a mere proposition.
If y = ∅, then nl x : ∅ ∪ x = x.
If y = {b} for some b : A, we have the hypothesis H of type
∏
(a : A), a ∈ {b}→ a ∈ x and we need to
show the equality {b} ∪ x = x. To do so, we show that∏
(x : K(A)), b ∈ x→ {b} ∪ x = x
by induction on x. Again it suffices to consider just the point constructors for the same reason as above.
If x = ∅, we have b ∈ ∅, which is a contradiction.
If x = {c}, we have p ′ : b ∈ {c} and we need to show that {b} ∪ {c} = {c}. Note that by Definition 3.2.3 we
have that p ′ is of type ||b = c||. Since the goal is a mere proposition, we get a path p : b = c by truncation
recursion. Now we can define the desired path as follows
ap (λx, {x} ∪ {c}) p idem c : {b} ∪ {c} = {c}.
Otherwise, we have x = x1 ∪ x2 and we have the hypothesis H ′ of type b ∈ x1 ∪ x2, and for i = 1, 2, the
hypotheses
Hi : b ∈ xi → {b} ∪ xi = xi.
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there exists recK(A)(ϕ, . . . , comϕ) : K(A)→ ϕ
such that recK(A)(. . .)(∅) ≡ ∅ϕ,
recK(A)(. . .)({a} ∪ x) ≡ a ::ϕx recK(A) x
Figure 2. A primitive recursion principle for K(A)
By definition, H ′ is of type b ∈ x1 ∨ b ∈ x2. Similarly to the previous case, we get by truncation recursion an
inhabitant of type b ∈ x1 + b ∈ x2. Hence, there are two cases to consider.
If t : b ∈ x1, then we have the following chain of equalities
{b} ∪ (x1 ∪ x2) = ({b} ∪ x1) ∪ x2 = x1 ∪ x2.
The case t : b ∈ x2 is proven similarly.
Lastly, if y = y1 ∪ y2 and if we have a term H of type
∏




(a : A), a ∈ yi → a ∈ x)→ yi ∪ x = x,
then we need to prove (y1 ∪ y2) ∪ x = x. Using the induction hypotheses, we get paths p1 : y1 ∪ x = x and
p2 : y2 ∪ x = x from which we get the desired path as the following chain of equalities
(y1 ∪ y2) ∪ x = y1 ∪ (y2 ∪ x) = y1 ∪ x = x. 
3.2.3. Listed Finite Sets. When working with finite sets, one would naturally expect to have standard
operations such as size of a set. However, it quickly turns out that just using the higher inductive type K(A)
is problematic.
There are two issues. First of all, without being able to decide membership, it is impossible to define
size (as we shall see in the next section). Second of all, even assuming decidable membership, we would get
stuck when defining the size for the union. Indeed, the corresponding equation
(3.2.3.1) #(x ∪ y) = #x+ #y− #(x ∩ y)
does not fit into the induction scheme from Figure 1 since #x ∩#y is not structurally smaller than x ∪ y.
Clearly, an alternative induction principle is needed.
A possible solution would be to reason in terms of strict subsets, which would require to show that strict
subsets is a well-founded relation. However, it turns out that we can work around this problem by defining
an alternative representation of finite sets, equivalent to K(A) and more suited for this purpose.
More concretely, we introduce a representation of finite sets based on lists.
Definition 3.2.5. Given a type A, we define the type L(A) of listed finite sets as follows.
Higher Inductive Type L(A) :=
| nil : L(A)















(p,q : x = y), p = q
We do not show the induction and recursion principles for L(A). What matters here, is that we can
establish an equivalence between the representations of finite sets based on Kuratowksi sets and lists.
Theorem 3.2.6. K(A) ' L(A).
This is proven by constructing a bi-invertible map from K(A) to L(A) and, assuming the univalence
axiom, this equivalence becomes an equality. With the equivalence we derive a new recursion principle for
Kuratowski sets.
Proposition 3.2.7. The type K(A) satisfies the primitive recursion principle given in Figure 2.
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Proof. Let e : K(A)→ L(A) be the equivalence defined in Theorem 3.2.6. By recursion on L(A) and
using the inverse of e, there exists µ : L(A)→ ϕ. Consequently, the composition µ · e can be taken as the
map recK(A)(. . .) : K(A)→ ϕ described in Figure 2. 
3.3. Decidability
Now there is only one obstacle left to define the size function: membership needs to be decidable.
Equivalently, we need to define membership as a Boolean predicate in contrast to the previous section’s
definition as a proposition.
In addition, in many situations it is convenient to have membership defined as a Boolean predicate. For
example, to equip K(A) with a lattice structure, we need to define intersection and for that we also use
decidable membership.
As we shall see, for defining those operations, some decidability notion for the equality on A is both
sufficient and necessary. More precisely, we show that decidable mere equality is suitable for our purpose. Recall
that a type A has decidable mere equality if we have an inhabitant of type
∏
(x,y : A), ||x = y||+ ||¬(x = y)||.
Interestingly enough, even though decidable mere equality might seem innocent, it actually is not. Indeed,
it yields the law of excluded middle if it holds in general.
Theorem 3.3.1. If all types have decidable mere equality, then the law of excluded middle holds.
Proof. Given P : hProp, consider the quotient type Bool /∼ where ∼: Bool → Bool → hProp is
defined by
false ∼ true ≡ true ∼ false ≡ P,
false ∼ false ≡ true ∼ true ≡ Unit .
First, note that ∼ is an equivalence relation. Hence, by [128, Lemma 10.1.8], the type [false] = [true] is
isomorphic to P.
Since all types are assumed to have decidable mere equality, the quotient Bool /∼ does so as well.
Therefore, we have an inhabitant of type
||[false] = [true]||+ ¬||[false] = [true]|| = ||P||+ ¬||P||.
Finally, since P is a mere proposition, we have ||P|| = P and thus we have an inhabitant of P+¬P. Hence, the
law of excluded middle holds. 
3.3.1. Decidable Membership. To construct a Boolean membership predicate, let us first show that
propositional membership is decidable whenever A has decidable mere equality.
Proposition 3.3.2. For a type A with decidable mere equality and x : K(A) we have an inhabitant
dec (a ∈ x) : a ∈ x+ ¬(a ∈ x).
Proof. By induction on x, using the fact that Empty is decidable and that decidability is closed under
+. The assumption is used in the singleton case. 
Now we can define the Boolean membership predicate.
Definition 3.3.3. We define ∈d: A→ K(A)→ Bool by case distinction on dec (a ∈ x).
a ∈d x ≡
{
true if dec (a ∈ x) = inl p with p : a ∈ x;
false otherwise.
Note that the predicate a ∈d · meets the expected specification for membership. That is, a ∈d ∅ = false
and a ∈d x ∪ y is equal to ∈d x ∨ a ∈d y. Furthermore, a ∈d {a} = true, while a ∈d {b} = false,
whenever we have ¬(a = b). In addition, extensionality holds for ∈d, i.e., assuming for all a : A the equality
a ∈d x = a ∈d y implies the equality between x and y.
It turns out that the decidable mere equality on A is not only sufficient, but also necessary condition for
the decidable membership predicate.
Proposition 3.3.4. If the proposition a ∈ x is decidable, then A has decidable mere equality.
Proof. Given a,b : A, the type a ∈ {b} is equal to ||a = b||. Since the former is decidable, the latter is
as well. Hence, the type ||a = b|| is decidable for all a and b and thus A has decidable mere equality. 
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3.3.2. Size. Now we have all the ingredients to define the size function.
Proposition 3.3.5 (Size). There is a size function on finite sets, denoted by # : K(A)→ N.
Proof. We use the primitive recursion principle in Figure 2. The element ∅ is mapped to 0. We map
{a} ∪ x to # x if a ∈d x = true and to # x+ 1 otherwise. Now we have two proof obligations left. We briefly
indicate how to prove them.
First, for duplϕ we need to show that #({a} ∪ {a} ∪ x) is equal to #({a} ∪ x). This follows directly
from the two equalities a ∈d {a} = true and a ∈d x ∪ y = a ∈d x∨ a ∈d y.
Second, for commϕ we show that #({a} ∪ {b} ∪ x) is equal to #({b} ∪ {a} ∪ x). Here we use the
decidability of mere equality. We have two cases to consider.
If ||a = b||, we get p : a = b. Rewriting along p solves it. Otherwise, we have ¬||a = b||, which gives us
¬(a = b). Then, a ∈d {b} = false, which, together with the equality a ∈d x ∪ y = a ∈d x∨ a ∈d y allows us
to conclude. 
Note that, for the size function as well, decidable mere equality on A is necessary.
Proposition 3.3.6. Given a map s : K(A)→ N such that
(1) For a : A we have s {a} = 1;
(2) Whenever s x = 1, then there merely exists an a : A such that x = {a},
then the type A has decidable mere equality.
Finally, note that the size function meets its specification, i.e., it verifies the Equation 3.2.3.1. We do
not describe here the proof but instead, we explain how we define the intersection of finite sets, which leads
us to another interesting topic, namely how to equip the type K(A) with a lattice structure.
3.3.3. Lattice Structure. To equip K(A) with a lattice structure, we need to define a meet operator
which, in our case, is intersection. To do so, we introduce the comprehension operation.
Definition 3.3.7 (Comprehension). For ϕ : A→ Bool and x : K(A) we define {x |ϕ} by induction on x as
follows
{∅ |ϕ} ≡ ∅,
{{a} |ϕ} ≡ if ϕ a then {a} else∅,
{x ∪ y |ϕ} ≡ {x |ϕ} ∪ {y |ϕ}.
For the image of idem we use Lemma 3.2.1. For the images of the other path constructors, we can take the
corresponding constructor itself in each case.
With this in place, we can define intersection.
Definition 3.3.8 (Intersection). If A has decidable mere equality, then we define x ∩ y ≡ {x | λa,a ∈d y}.
Note that intersection behaves correctly with respect to the membership predicate.
Proposition 3.3.9. For a : A and x,y : K(A) we have
a ∈d x ∩ y = a ∈d x∧ a ∈d y.
Finally, we equip K(A) with a lattice structure.
Theorem 3.3.10. The type K(A) is a lattice with join and meet operations ∪,∩, and minimal element
∅.
Let us just illustrate how we prove commutativity for the intersection. Other lattice laws are proved
similarly. To show that x∩y = y∩x, we start by using extensionality. Then, to show that a ∈d x∩y = a ∈d y∩x
for all a : A, we use Proposition 3.3.9, so it suffices to show
a ∈d x∧ a ∈d y = a ∈d y∧ a ∈d x.
This follows from the fact that ∧ on Booleans is commutative.
Note that this proof can be automated in Coq. The main ingredient is equipping the Booleans with a
lattice structure and then this method can be described with a tactic.
Let us finish this section by showing that, as with decidable membership and size, decidable mere equality
on A is necessary for the lattice structure. To this end, we use the following result.
Proposition 3.3.11 (Mere Choice). We have an inhabitant of type
∏
(x : K(A)), (x = ∅)+ ||
∑
(a : A),a ∈ x||.
Proposition 3.3.12. Given a binary operation ∩ such that for all a : A we have a ∈ x ∩ y = a ∈ x× a ∈ y,
the type A has decidable mere equality.
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Proof. Let a,b be some inhabitants of A. First, we apply mere choice on the set {a} ∩ {b}. We have
two cases to consider.
If {a} ∩ {b} = ∅, we reason by absurd, showing ||a = b|| leads to a contradiction. Assume p : ||a = b||.
Note that, since Empty is a mere proposition, by truncation recursion, we can assume a = b. Consequently,
we have
{a} ∩ {a} = {a} ∩ {b} = ∅,
which gives the contradiction a ∈ ∅, since
a ∈ ∅ = a ∈ {a} ∩ {a} = a ∈ {a}× a ∈ {a}.
Otherwise, given t : ||
∑
(c : A), c ∈ {a} ∩ {b}||, we show ||a = b||. Since this is a mere proposition, we
again use truncation recursion to acquire c : A with c ∈ {a} ∩ {b}. From that we get c ∈ {a} and c ∈ {b}.
In other words, we have ||c = a|| and ||c = b||. Again, since ||a = b|| is a mere proposition, we get
p1 : c = a and p2 : c = b. Then the desired path is tr(p−11 p2) : ||a = b||. 
3.4. Finite Types
In constructive mathematics, there are genuinely different ways of stating that a set has a finite number of
elements [120, 57]. A first one would be counting the elements, which leads to the notion of Bishop-finiteness
[34, 141]. However, this notion is rather restrictive since, for example, Bishop-finite subsets are not closed
under union in general.
Alternatively, one could represent collections with some data type and then use them to enumerate
elements of types. Using lists is the most straightforward. However, enumerating a type by lists without
truncation would make the notion of finiteness proof-relevant since list equality is too strict. By truncating, it
can be made proof-irrelevant again. Nevertheless, by truncation elimination, the list of enumerated elements
can be obtained when proving a proposition.
As we shall see, this problem can be overcome by using Kuratowski-finiteness instead since its definition
does not involve truncation. Moreover, we shall see that the Kuratowski-finiteness [81] is generally less strict
than Bishop-finiteness.
To study the aforementioned finiteness notions, we first need to introduce the notion of subobjects of a
given type A. This allows us to define a semi-lattice structure on subobjects of A and to see which notions of
finiteness preserve it.
3.4.1. Subobjects. We first need to recall the definition of subobjects [114, 128].
Definition 3.4.1. Given a type A, we define a type Sub(A) by the function type A→ hProp. Inhabitants
of Sub(A) are called subobjects. We say that a function λx.||a = x|| represents a singleton subobject, which we
write as {a}. We say that a is a member of X if X a, which we write as a ∈ X.
Intuitively, an inhabitant m of Sub(A) represents a subset of A by assigning to each element of A a
truth value indicating whether it is a member of m. Note that by extensionality Sub(A) is a set since hProp
is a set. Moreover, from the lattice structure on hProp, we get one for Sub(A) by defining the operations ∨
and ∧ pointwise.
Before investigating the aforementioned finiteness notions, let us prove the following auxiliary lemma:
Lemma 3.4.1. Given a type A with decidable equality, b : A, and Y : Sub(A) such that b /∈ Y, we have∑
(a : A),a ∈ {b} ∪ Y ' (
∑
(a : A),a ∈ Y) +Unit .
Proof. We construct a bi-invertible map. Define f for a : A and p : a ∈ {b} ∪ Y by case distinction on
dec (a = b).
If a = b, then f(a;p) = inr tt. If a 6= b, then we have p = tr(inr p ′) and we define f(a;p) = inl(a;p ′).
The inverse g is defined by g(inr(tt)) = (b; tr(inl(tr refl))) and g(inl(a;p)) = (a; tr(inrp)). The assumption
b /∈ Y is needed to prove these maps are indeed inverses. 
3.4.2. Finite by Counting. Let us start by defining Bishop-finiteness [34, 141].
Definition 3.4.2. For n : N we define the standard finite cardinals by [0] ≡ Empty and [n+ 1] ≡ [n] +Unit.
Definition 3.4.3. A type A is Bishop-finite, written as isBf(A), if there is n : N such that ||A ' [n]||.
Definition 3.4.4. A subobject P : Sub(A) is Bishop-finite, written as isBf(P), if
∑
(x : A),Px is Bishop-finite.
Note that isBf(A) is a mere proposition. We abbreviate Bishop-finite by B-finite. The B-finite types
come together with an induction principle [27] which corresponds to the following lemma.
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Lemma 3.4.2. Let P : Type→ hProp be a family such that P Empty, and P(X+Unit) for all X : Type
with isBf(X) and P X. Then we have
∏
(X : Type), isBf(X)→ P X.
Next we study the structure on B-finite types. The empty type is B-finite, but for singleton subobjects
the underlying type needs to be a set. This is both necessary and sufficient.
Proposition 3.4.5. If A is a set, then all its singleton subobjects are Bishop-finite.
Proof. It suffices to show {a} is contractible with center (a; tr refl). Let us show that all (b;p) are
equal to (a; tr refl). Since A is a set, by truncation recursion we obtain q : b = a from p : ||b = a||. For first
coordinate we use q; for the second that A is a set. 
Proposition 3.4.6. If all singleton subobjects of A are B-finite, then A is a set.
Since S1 is not a set, we deduce that not every singleton subobject of S1 is Bishop-finite. For example,
{base }, for which we have S1 ' { base }, cannot be Bishop-finite, because then S1 would be a set.
Next we look at the union of Bishop-finite subobjects, and here decidable equality is both sufficient and
necessary. We first need two lemmas.
Lemma 3.4.3. Suppose that we have a subobject P : Sub(A) and an equivalence f : (
∑








P a = (P ′ a∨ ||a = b||))× (
∑
a:A
P ′ a ' [n]).




−1 (inly)) and b := f−1 (inr tt).
First we show that P ′ a is a proposition. Suppose , we have (xi;pi) : P ′ a with xi : [n] and pi : a =
π1(f
−1 (inl xi)) for i = 1, 2. Since A is a set, it suffices to prove x1 = x2.
Using that f is an equivalence and inl is an embedding, it is sufficient to prove f−1 (inl x1) = f−1 (inl x2).
For the first coordinate we use p−11 p2, and for the second that A is a set.
Secondly, we show that (
∑
a:A P
′ a) ' [n]. The bi-invertible maps are f ′(a; (y;p)) = y and g ′ y =
(π1(f
−1 y); (y; refl)).
Finally, we show that P a = P ′ a∨ ||a = b|| for all a : A. Since it is an equality between propositions, it
suffices to prove a bi-implication. For the implication from right to left, there are two cases.
If p : P ′ a, then P a holds since we have f−1(inl (π1 p)) and π2 p. Otherwise, p : ||b = a||, and then P a
holds because we have P b by definition.
For the other direction, suppose that we have p : Pa. There are two cases to consider. Either f(a;p) = inly
for y : [n] or f(a;p) = inr tt. If f(a;p) = inl y, then P ′ a holds by definition of P ′. If f(a;p) = inr tt, then
b = π1(f
−1(inr tt))) = π1(f
−1(f(a;p))) = a 
Lemma 3.4.4. If A has decidable equality, then membership of Bishop-finite subobjects is decidable.
Proposition 3.4.7. If A has decidable equality, then Bishop-finite subobjects are closed under union.
Proof. Given is X, Y ∈ Sub(A) such that both X and Y are B-finite. We use induction on the size n of
X. If n = 0, then X = ∅, and thus X ∪ Y = Y is B-finite.
If n = n ′ + 1, then we use Lemma 3.4.3 to find P ′ and b. Since membership is decidable by Lemma 3.4.4,
there are two cases to consider.
If b ∈ X ′ ∪ Y, then X ∪ Y = X ′ ∪ Y. Then the result follows from the induction hypothesis.
Otherwise, b /∈ X ′ ∪ Y, and then there is m such that
∑
a:A a ∈ X ′ ∪ Y ' [m]. We show
∑
a:A a ∈ X∪ Y '
[m+ 1] in three steps. ∑
a:A
a ∈ X ∪ Y '
∑
a:A




a ∈ X ′ ∪ Y) +Unit
' [m] +Unit ' [m+ 1].
The first equivalence follows from Lemma 3.4.3, and the second step follows from Lemma 3.4.1. 
Proposition 3.4.8. If Bishop-finite subobjects of a set A are closed under union, then A has decidable
equality.
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Proof. Let a and b be of type A. Since singleton subobjects are Bishop finite, {a} ∪ {b} is so as well
by assumption. Note that we have p,q such that (a;p), (b;q) : {a} ∪ {b}. This means we have n such that
{a} ∪ {b} ' [n]. Since the goal is a proposition, we obtain f : {a} ∪ {b}→ [n]. Now there are three cases:
either n = 0, or n = 1, or n = n ′ + 2.
If n = 0, then we get a contradiction since {a} ∪ {b} is inhabited by (a;p). If n = 1, then ||a = b||
follows from the fact that [1] is a proposition, and thus
a = f−1(f(a;p)).1 = f−1(f(b;q)).1 = b.
If n = n ′+2, then [n] = ([n ′]+Unit)+Unit. We show ¬||a = b||, so given p : a = b, we get a contradiction.
Define (x1;p1) = f−1(inl(inr tt))) and (x2;p2) = f−1(inr tt)) from which we get p ′i : ||xi = a|| + ||xi = b|| for
i = 1, 2 by truncation recursion.
There are several cases to consider depending on the type of p ′i, but in all cases we get x1 = x2, so
(x1;p1) = (x2;p2). Since f is an equivalence, we have inl(inr tt)) = inr tt which is a contradiction. 
Hence, the Bishop-finite subobjects of A only possess a join-semilattice structure if A has decidable
equality.
3.4.3. Finite by Enumeration. Alternatively, one can say that an type is finite iff we can enumerate
its elements. Such a type is called enumerated in constructive mathematics [120]. If we enumerate the
elements by lists, then there are multiple ways to prove some type is finite as various lists can represent the
same set. However, with the “logic to type theory” translation [128, Definition 3.7.1], we get a proof-irrelevant
version.







where member : A→ List(A)→ hProp is the membership predicate on lists.
An alternative way to guarantee proof-irrelevance, is by using the type K(A) rather than lists. This
gives Kuratowski-finite types [81].





(a : A), a ∈ X.
Proposition 3.4.11. The type isKf(X) is a mere proposition.
Proof. Define ϕ X :=
∏
a:A a ∈ X. By [128, Chapter 2.7] it suffices to show that ϕ X is a proposition
and that X = Y whenever ϕ X and ϕ Y.
By function extensionality, ϕ X is a mere proposition. If ϕ X and ϕ Y, then by Theorem 3.2.4 we get
X = Y. 
These notions coincide as shown by the following two propositions. Their proofs are straightforward.
Proposition 3.4.12. Enumerated types are Kuratowski-finite.
Proof. Define a map f : ListA → K(A) by f nil = ∅ and f(a :: l) = {a} ∪ f l. Then we have
membera l = a ∈ f l. For any enumerated type A, we have a witness l : ListA proving its finiteness since
isKf is a proposition. Then f l proves A is Kuratowski-finite. 
Proposition 3.4.13. Kuratowski-finite types are enumerated.
Sketch. The recursion principle from Figure 2 can also be translated into an induction principle in the







a ∈ x = membera l ||.
Since truncations are propositions, it suffices to provide images for the point constructors.






a ∈ x ′ = membera l||.
This gives us l ′ : List(A) and p :
∏
a:A a ∈ x ′ = membera l ′ by truncation recursion. Then the desired
inhabitant is
tr(a :: l ′; λb.ap (λz.||b = a|| ∨ z) (p b)). 
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In addition, we can talk about Kuratowski-finite subobjects for which we first map K(A) into Sub(A).
For that we define a map fset by λ(X : K(A))(a : A),a ∈ X. Let us first show that different finite sets represent
different subobjects.
Proposition 3.4.14. The map fset is an embedding.
Proof. By the results [128, Section 4.6], it suffices to show that fset is injective, because both Sub(A)
and K(A) are sets. Assuming fset X = fset Y, we obtain the proof of
∏
(a : A), (a ∈ X = a ∈ Y) by definition
of fset. Then X = Y follows from Theorem 3.2.4. 
Definition 3.4.15. A subobject P : Sub(A) is Kuratowski-finite if
∑
X:K(A) P = fset X.
We abbreviate Kuratowski-finite by K-finite. Let us now move to the structure of K-finite subsets. The
first example is S1, which shows that being a set is not necessary.
Example 3.4.16. The circle S1 is Kuratowski-finite.
Proof. Take X = { base }. We show
∏
x:S1 x ∈ {base } by induction on S1. For base we take tr(refl) :
||base = base ||, and for loop we use that ||x = base || is an hProp. 
Furthermore, unlike B-finiteness, singleton subobjects are always K-finite subobjects and K-finite
subobjects are closed under union. In addition, they are closed under surjections, products, and sums.
Theorem 3.4.17. K-finite types are closed under surjections, products and sums. Singletons are K-finite
subobjects. K-finite subobjects are closed under union.
To prove that K-finiteness is preserved under products, we make a map · × · : K(A)→ K(B)→ K(A×B)
such that a ∈ X× Y iff a ∈ X and a ∈ Y. Now, if A1 and A2 are K-finite, we can find Xi : K(Ai), and then
X1 × X2 witnesses the finiteness A1 ×A2. For the other statements, we use the same technique.
Let us finish this section by comparing B-finiteness and K-finiteness. In general, the former is stronger
than the latter.
Proposition 3.4.18. Bishop-finite types are Kuratowski-finite.
Proof. Let A be a Bishop-finite type. We prove the statement isKf(A) by Bishop-finite induction
(Lemma 3.4.2), using the fact that isKf(A) is a proposition (Proposition 3.4.11). The requirements follow
from Theorem 3.4.17. 
Since B-finite types are sets ([141, Proposition 2.4.8]), this notion is strictly stronger than K-finiteness
by Example 3.4.16. However, they coincide if the type has decidable equality.
Theorem 3.4.19. If A has decidable equality, then A is B-finite iff it is K-finite. Consequently, a type is
B-finite iff it is K-finite and it has decidable equality.
Proof. The direction from left to right corresponds to Proposition 3.4.18. For the other direction, we
use K(A)-induction to establish
∏
(X : K(A)), isBf(fset X). Since isBf is a proposition, it suffices to provide
images for the point constructors. If X = ∅, then fset ∅ is Bishop-finite since we have [0] ' {x : A | Empty}.
The other cases follow from Lemma 3.4.5 and Proposition 3.4.7. 
3.5. Interface for Finite Sets
To obtain sound programs which use finite sets, one first models sets by either list-like or tree-like data
structures. Then one writes programs and specifications and finally one proves properties that relate the
programs and specifications. Implementing this in a proof assistant requires a significant number of properties
about operations of the data structure which are proven directly on the implementation level.
Since list-like and tree-like structures can be seen as concrete representations of finite sets, modeling them
explicitly as such might be useful in the development process. Indeed, this would allow one to reason about
correctness of programs on the abstract level of finite sets where various lattice laws and other properties
hold “on the nose” rather than via the induced equivalence on the concrete implentation (a so called “setoid
equality”). Moreover, a function defined on the abstract representation, can be refined into a function defined
on any given implementation, and functions on a concrete representation can be transferred to another.
We start this section by discussing how we can use our definition K(A) of finite sets for this approach
and then illustrate it on a small example.
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3.5.1. Method. Consider a type operator T : Type→ Type. Intuitively, T is an implementation of
K(A) if for all A : Type there exists an interpretation function J·KT from T(A) to K(A) providing structure-
preserving implementations of the three point constructors and propositional membership. For this, we use
the definitions of signatures, interpretations and homomorphisms, which are translated from model theory.
Formally, we have the following definitions.
Definition 3.5.1 (Interpretation). Let A be a type. Denote by ΣA the signature with a nullary symbol ∅,
a binary symbol · ∪ ·, and for each a : A, a nullary symbol {a} and a unary predicate a ∈ ·.
A type B is an interpretation of ΣA if there is ∅B : B, an operation ∪B : B→ B→ B, and if for each a : A
there is {a}B : B and a predicate a ∈B · : B→ hProp.
Given two interpretations T and S of ΣA, a map f from T to S is a homomorphism if
f∅T = ∅S f(x ∪T y) = f x ∪S f y
f{a}T = {a}S a ∈T x = a ∈S f x
Note that K(A) itself is an interpretation of ΣA and thus we can talk about homomorphisms into K(A).
Definition 3.5.2. A type operator T : Type→ Type is an implementation of finite sets if for each A the
type T(A) is an interpretation of ΣA and for each A we have a homomorphism J·KT from T(A) to K(A).
Suppose now that we are given an implementation T of finite sets. First, note that the predicate a ∈T ·
behaves as expected, i.e., we have for all a ∈ A,
(a ∈T ∅T ) = (a ∈ J∅T KT ) = (a ∈ ∅) = Empty,
(a ∈T {b}T ) = ||a = b||,
(a ∈T X ∪T Y) = (a ∈T X∨ a ∈T Y).
Next, let us show that J·KT is a surjective homomorphism.
Proposition 3.5.3. The map J·KT : T(A)→ K(A) is surjective.
Proof. To show that J·KT : T(A)→ K(A) is surjective, we need to prove∏
(Y : K(A)), ||
∑
(X : T(A)), JXKT = Y||.
We use induction on K(A). Since being surjective is a mere proposition, we only need to consider the point
constructors.
For Y = ∅ and Y = {a}, we use ∅T and {a}T respectively. For Y = Y1 ∪ Y2 we assume pi :
||
∑
(Xi : T(A)), JXiKT = Yi|| for i = 1, 2 and we need to find an inhabitant of the mere proposition
||
∑
X:T(A)JXKT = Y||. With truncation recursion we get Xi : T(A) and qi : JXiKT = Yi from pi. From
the qi we get a path q of type JX1 ∪X2KT = JX1KT ∪ JX2KT = Y1 ∪ Y2 and for the desired inhabitant we choose
tr(X1 ∪ X2;q). 
In general, T(A) might have fewer equalities than K(A), so we cannot guarantee the map J·KT is injective.
Nevertheless, it always induces an equivalence relation on T(A) by defining x ∼T y iff JxKT = JyKT . Moreover,
using the fact that J·KT is a homomorphism, we can conclude that the types x ∼T y and
∏
(a : A), a ∈T x =
a ∈T y are equivalent.









where the map mT is constructed by recursion on the quotient type T(A)/∼T . Before proceeding, let us show
that the quotient type T(A)/∼T and K(A) are indeed equivalent.
Proposition 3.5.4. The map mT is an equivalence.
Proof. Following Theorem 4.6.3 of [128], it suffices to show that mT is both an embedding and a
surjection.
To show that mT is an embedding, it suffices to show mT is an injection since T(A)/ ∼T and K(A) are sets.
Let x1, x2 be two arbitrary elements of T(A)/ ∼T . We use the recursion on both x1 and x2. Since quotient
types are sets, it suffices to look at the points. So, we need to show that x1 ∼T x2 whenever Jx1KT = Jx2KT ,
which follows by definition.
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The surjectivity of mT follows from Proposition 3.5.3 since whenever y = JxKT , we have y = JxKT =
mT [x]. 
Note that even though T(A) might not be a semi-lattice, the quotient type T(A)/∼T is always one. Indeed,
we can reflect the semi-lattice structure from K(A) using the equivalence mA. Doing so guarantees that [·]
becomes a homomorphism.
Even if we are just interested in the implementation T(A), this is still useful, because equalities in the
quotient can be reflected to the relation ∼T we defined.
Proposition 3.5.5. We have [x] = [y] ' JxKT = JyKT .
Last, but not least, given a function from a certain implementation of finite sets to some type B, we can
get that function from another implementation to B.
Theorem 3.5.6. Suppose, we are given two implementations T and S of finite sets. Then from a map
f : T(A)→ B respecting ∼T , we get a map S(A)→ B.
Proof. This follows from the diagram
S(A)/ ∼S
mS // K(A)










where h : T(A)/∼T → B is obtained by quotient-type recursion from f and the fact that f respects ∼T . The
map S(A)→ B is obtained by composition in the diagram. 
Since K(A) itself is an implementation of finite sets, we immediately gain the following corollary.
Corollary 3.5.7. Given an implementation T of finite sets and a map K(A)→ B, we get a map T(A)→ B.
3.5.2. Application. Let us illustrate our method on the example of lists. We define interpretation of
ΣA for List(A) as follows
∅List(A) ≡ nil, {a}List(A) ≡ a :: nil,
∪List(A) ≡ append, ∈List(A) ≡ member.
We define a homomorphism J·K : List(A)→ K(A) by
JnilK ≡ ∅, Jx :: xsK ≡ {x} ∪ JxsK.
Consequently, we get l1 ∼ l2 iff for all a : A we have membera l1 = membera l2.
The fact that List(A)/ ∼ is a semi-lattice implies that the induced append operation is commutative
even though the append operation is not. From Proposition 3.5.5 we get that append x y and appendy x have
the same elements. This way we can for example prove that l and reverse l have the same elements.
Finally, assuming that A has decidable mere equality, we transfer the size function (Proposition 3.3.5)
from K(A) to List(A). This means that we make the map #L : List(A)→ N according to Corollary 3.5.7.
By working out the definitions, we get
#L nil = 0,
#L (a :: l) = if membera l then #L l else #L l+ 1.
The same way we can define bounded quantification for lists. Both quantifiers exists and forall are done
similarly, so we only show forall here. Let us start by defining it on K(A) and showing it has the right
specification.
Definition 3.5.8. We define the universal quantifier forall of type (A → hProp) → K(A) → hProp by
induction on K(A). For the point constructors we define
forallϕ∅ ≡ Unit,
forallϕ {a} ≡ ϕ a,
forallϕ (x ∪ y) ≡ (forallϕx)× (forallϕy).
For the paths we need to prove that (hProp,×,Unit) is a semi-lattice which is straightforward.
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Proposition 3.5.9. The operation forall meets the following specification representing the introduction and













forallϕx→ a ∈ x→ ϕ a.
Using Definition 3.5.8 and Corollary 3.5.7 we define a quantifier foralll : (A → hProp) → List(A) →
hProp on lists. The specifications in Proposition 3.5.9 can be translated to List(A) and the quantifier foralll
satisfies these.
3.6. Related Work
There have been several proposals to describe the syntax and semantics of HITs in general [10, 117, 22,
52, 25, 95]. HITs originating from these schemata can be implemented in Coq[27], Agda [44], and Lean
[133, 49, 76].
Furthermore, several constructive interpretations of fragments of homotopy type theory exist. The
operational semantics of a small fragment of univalence is given, capturing extensionality in higher order
propositional logic [3]. Both the groupoid model [68, 69] and 2-dimensional type theory [90] are constructive,
but only model a fragment of homotopy type theory (groupoids). Cubical sets and cubical type theory
give a model with inductive types and numerous examples of non-trivial higher inductive types combined
with univalence at all levels [32, 45]. However, a constructive interpretation of HoTT including all higher
inductive types remains to be given.
Higher inductive types have been applied to numerous problems in computer science including partiality
[11, 129], homotopical patch theory [18], type theory formalized in type theory [13, 12], and even real
numbers [62]. In addition, HITs have been used to define spaces in synthetic algebraic topology of which the
homotopy is studied [89, 91, 128, 86, 71].
Bounded quantification has also been defined for enumerated sets [56]. In addition, the authors showed
that bounded quantification of decidable properties is again decidable. The same results hold for our notion
of finite sets.
In constructive mathematics finiteness has extensively been studied [34, 120, 134] and Kuratowski
finite sets have been studied both in a classical [81] and constructive setting [72, 36]. Other definitions
include Bishop-finiteness [34], enumerated sets [120], streamless sets, and Noetherian sets [120, 106, 107,
57, 33, 101]. The latter three notions have also been translated to type theory [56, 130, 31], but only in a
proof-relevant fashion i.e., without truncation. Note also that streamlessness and Noetherianness both are
weaker than enumeratedness, which we studied in Section 4.
The finite sets defined by Firsov et al. and Parmann always have decidable equality [106, 107, 56],
but there also are variations of Noetherianness which do not imply decidable equality [57]. In contrast,
Kuratowski-finiteness does not imply decidable equality and we systematically use the weaker notion of
decidable mere equality.
Furthermore, hereditary finite sets were studied in type theory for which categoricity and consistency
were shown by Smolka et al. [116]. In their work, the definition of a hereditary finite structure — a
model for hereditary finite sets — is similar to Definition 3.2.5. In addition, since the structures are defined
axiomatically, this gives an interface for finite sets.
In homotopy type theory, it has been proven that the universe of sets forms a predicative topos [114, 128]
and Bishop finiteness has been implemented [141, 137], although neither of those consider Kuratowski-finite
sets.
Other interfaces of finite sets have been developed, most notably by Krebbers and Wiedijk in the CH2O
formalization of the C-standard [80] and by Lescuyer [85]. In contrast to our work, those developments use
setoids instead of higher inductive types. The usage of higher inductive types allows us to avoid considerations
regarding well-definedness of the maps, as all defined functions automatically respect equality.
3.7. Conclusion and Perspectives
Higher inductive types offer a flexible method to work with finiteness. Using HITs, we can define a data
type of finite sets K(A) for which reasoning is sufficiently simple and which has the right level of abstraction.
In addition, using the data type K(A) we define finite subobjects, finite types and an interface for finite sets.
In constructive mathematics there is still an amount of theory about Kuratowski finite sets left untouched
in our development [72, 36]. Some work has already been done to prove that the decidable Kuratowski-finite
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sets form a topos in Theorem 3.4.17, but for a full proof, function spaces and the subobject classifier have to
be considered as well.
In a similar fashion to Definition 3.2.1, we can define bags. This would allows us to define when two lists
represent the same bag i.e., when two lists are permutations of each other. A sorting algorithm would then be
defined by a map sort from lists to ordered list such that l and sort l represent the same bag. This technique
could simplify correctness proofs of sorting algorithms. Furthermore, since these two definitions are similar,
it would be interesting to see whether techniques from “data types à la carte” would be applicable [122].
In Coq, there already are several implementations and interfaces of finite sets. One of them is included
in the Coq distribution [84]. It requires giving several operations satisfying some specifications and it is
more expanded than our interface. The specifications for operations present in our interface can be derived.
However, a complete connection between the two would require additional work.
To make the developed material work best, a computational interpretation of the univalence axiom and
higher inductive types is needed since that would allow actually executing the code. Steps have been made
towards this goal especially in cubical type theory [3, 32, 45], but a computational interpretation of higher
inductive types is still missing.
CHAPTER 4
The Construction of Set-Truncated Higher Inductive Types
We construct finitary set-truncated higher inductive types (HITs) from quotients and the propositional
truncation. For that, we first define signatures as a modification of the schema by Basold et al., and we
show they give rise to univalent categories of algebras in both sets and setoids. To interpret HITs, we use
the well-known method of initial algebra semantics. The desired algebra is obtained by lifting the quotient
adjunction to the level of algebras and adapting Dybjer’s and Moeneclaey’s interpretation of HITs in setoids.
From this construction, we conclude that the equality types of HITs are freely generated and that HITs are
unique. The results are formalized in the UniMath library.
4.1. Introduction
Homotopy type theory (HoTT) is a form of intensional type theory. It has semantics in the simplicial
sets model [75], and types represent spaces, terms represent points, and equalities represent paths, and so on.
Furthermore, equality is proof relevant and we frequently talk about homotopies: paths between paths.
One of the main features of HoTT is higher inductive types (HITs) [128]. These are types generated by
constructors for their points, paths, homotopies, and so on. HITs have been used in numerous applications
among which are homotopical patch theory [18], synthetic homotopy theory [89, 91, 128], defining type
theory within type theory [12, 14], constructive finiteness [60], and the partiality monad [11]. To get a
feeling for what HITs are, let us look at some examples.
Inductive S1 :=
| base : S1
| loop : base = base
Inductive ‖A‖ :=
| | · | : A→ ‖A‖
| p :
∏
(x,y : ‖A‖),x = y
Inductive Z2 :=
| Z : Z2
| S : Z2→ Z2
| mod :
∏
(x : Z2),S(S x) = x
| Ztrunc : isaset(Z2)
The first one, S1, is the circle. It has a point base and a path loop : base = base. Since neither the
point nor path constructors uses arguments from S1, this HIT is non-recursive. The second, ‖A‖, is the
propositional truncation of A. This type is A with all its points identified. Note that the path constructor p
uses arguments from ‖A‖, which means this HIT is recursive. The last one, Z2, is the integers modulo 2 and
note that both the point constructor S and path constructor mod are recursive. A HIT is called finitary if its
point constructor is described by a finitary polynomial and it is called set-truncated if it is a set.
In this paper, we show that all finitary set-truncated HITs can be constructed with quotients and
propositional truncations. This briefly means that all higher inductive types exist if a small number of simple
ones exist. The main idea of the proof is to take advantage that the quotient is left adjoint functor from
setoids to sets [114]. To relate this to HITs, we first define schemes, which are an internalized version of the
schema by Basold et al. [25], and categories of algebras on them. Then we lift the quotient adjunction to
an adjunction from algebras in setoids to algebras in sets. Since initiality implies induction, it suffices to
construct the initial setoid algebra for which we adapt the construction by Dybjer and Moeneclaey [52, 100].
Note that from our construction we can conclude that all finitary set-truncated HITs can be constructed
from non-recursive ones. Since quotients can be constructed from coequalizers and set truncations, we only
need coequalizers and propositional/set truncations for this construction [113].
4.1.1. Background and Related Work. The HITs we study in this paper, are set-truncated and
recursion is allowed for both the point and path constructors. It is a variation of the scheme by Basold et al.
[25], which does not allow constructors for higher paths. Other schemata of higher inductive types have
already been defined. W-suspensions, developed by Sojakova [117], allow defining HITs without recursive
constructors, but these are not necessarily truncated. The scheme by Dybjer and Moenclaey is similar to
the one by Basold et al., as it allows recursion for both the points and paths, but in addition, it supports
constructors for homotopies. Since types are ω-groupoids [30, 92], a type-theoretical version of these also
provide a semantic specification of HITs [66]. At the moment, the definition which encompasses all these
options, are higher inductive-inductive types (HIITs) [73] where induction-induction and paths in arbitrary
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dimensions are permitted. These are a generalization of quotient inductive-inductive types (QIITs) developed
by Altenkirch et al. [10]. Furthermore, Cavallo and Harper extend computational cubical type theory with a
scheme for indexed cubical inductive types [17, 40].
In addition to the schemata, some meta theory also has been developed. Here we internally provide
initial algebra semantics for our scheme meaning that we show initial implies induction. Awodey et al. showed
a stronger result for inductive types in intensional type theory [22, 50], namely that initiality is equivalent
to induction, and Sojakova proved this for W-suspensions [117]. For QIITs, initial algebra semantics has also
been given [10]. Beside initial algebra semantics, Cavallo and Harper shows that computational cubical type
theory, with cubical inductive types, satisfies canonicity [17, 40].
The main result of this paper is about constructing a class of higher inductive types from simple ones.
Both Kraus and Van Doorn show that the propositional truncation can be constructed from non-recursive
HITs [76, 49] and Rijke shows that every truncation can be constructed via non-recursive HITs [113]. Note
that these all are about truncations instead of a more general scheme. However, contrary to our result, they
do not rely on the restriction to set-truncated types. Kaposi et al. [74] show that can finitary QIITs can be
constructed from one specific QIIT, but their construction relies on UIP. From our construction, we deduce
that the path space of each HIT is freely generated. Kraus and Von Raumer obtained a similar property for
the coequalizer by providing a nicer induction principle for its path types [78].
Reducing the existence of HITs to the existence of a small number of them, gives an approach to defining
the semantics of HITs. Other approaches to this problem have also been considered. Coquand et al. interpret
various higher inductive types, such as spheres, the torus, the truncation, and the pushout, in cubical type
theory [32, 45, 47]. All of these examples are not set-truncated and thus not covered by our scheme. On
the other hand, Lumsdaine and Shulman also study the semantics of higher inductive types using a semantic
scheme (cell monads with parameters) and they prove existence in sufficiently nice Quillen model categories
[95]. Dybjer and Moeneclaey give an interpretation of their scheme in the groupoid model [52, 68].
4.1.2. Overview. We start in Section 4.2 by recalling some definitions from HoTT and category theory
required for the remainder of the paper. In Section 4.3, we define signatures for higher inductive types
and give a couple of examples. Next we define algebras in both the categories of sets and setoids for such
signatures in Section 4.4. We define the induction principle of HITs via displayed algebras in Section 6.4
and we show that initial objects satisfy this principle. Section 4.6 contains the main result of this paper and
there we construct an adjunction between algebras in sets and setoids, and we use it to construct the initial
algebra in sets via the initial algebra in setoids. We study the consequences of this construction in Section 4.7
and in Section 6.12, we conclude and discuss further work.
All material in this paper are formalized over the UniMath library [137]. The proof of the main theorem
is 4060 lines of code and the additional examples are 3278 lines of code. The formalization can be found on
https://github.com/nmvdw/SetHITs.
4.2. Preliminaries
We start by recalling some definitions and notations from homotopy type theory and the basics of
category theory in HoTT [6, 97, 128]. The first notion we need, is the dependent equality type.
Definition 4.2.1. Given a type X, inhabitants x,y : X, a type family Y on X, and a path p : x = y, we define
by path induction a function transportY p : Y x→ Y y, which is the identity function for the reflexivity path.
If we have a path p : x = y and inhabitants z1 : Y x and z2 : Y y, we write z1 =p z2 for transportY p z1 = z2.
One of the core features of HoTT, is that equality is proof relevant. This means that not all inhabitants
of x = y are necessarily equal. Some types might actually have proof irrelevant equality, and we call such
types sets. More precisely, we define
Definition 4.2.2. A type X is a (mere) proposition if for all x,y : X we have x = y. A type X is a set if for
all x,y : X the type x = y is a proposition. We write isaprop(X) and isaset(X) to say that X is a proposition
and set respectively.
Our goal is to construct all higher inductive types from two specific ones, namely the quotient type
and the propositional truncation. We only give their introduction rules here, and for their elimination and
computation rules, we refer the reader to the literature [128].
Definition 4.2.3. Let X be a type and let R be an equivalence relation on X. The quotient type X/R is the
higher inductive type generated by
x : X
class x : X/R
x,y : X r : R x y
classeq r : class x = class y
isaset(X/R)
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Definition 4.2.4. Let X be a type. The propositional truncation ‖X‖ is the higher inductive type generated
by
x : X
|x| : ‖X‖ isaprop(‖X‖)
Next we briefly discuss category theory in univalent foundations [6, 128]. We start by recalling the
definition of categories. This is almost the same as the usual definition in mathematics, but there is a slight
discrepancy between the objects and arrows. While the objects can be any type, the arrows have to form a
set. Proof relevant equality on arrows would induce the structure of a higher category instead of an ordinary
one.
Definition 4.2.5. A category C consists of a type C0 of objects and a set X → Y of morphisms for each
X, Y : C0 together with identity morphisms idX : X→ X for each X : C0 and a compositions g ◦ f : X→ Z for all
mophisms f : X→ Y and g : Y → Z such that the usual associativity and identity laws holds.
We define isomorphisms in categories the usual way and we denote the type of isomorphisms from X to Y
by X ∼= Y. In the remainder, we also make use of univalent categories. These are categories in which equality
on objects is equivalent to isomorphisms between them. For the definition of equivalence of equivalences, we
refer the reader to the literature [128]. More precisely, we define
Definition 4.2.6. Let C be a category. Note that for all objects X and Y we have a map idtoisoX,Y : X =
Y → X ∼= Y sending the reflexivity path to the identity isomorphism. Then we say C is univalent if idtoisoX,Y
is an equivalence for each X and Y.
The primary example of a univalent category is hSet, whose objects are sets and morphisms are functions.
Another example of a univalent category which we use frequently, is the category of setoids.
Definition 4.2.7. A setoid is a set X together with an equivalence relation on X. A setoid morphism between
two setoids is a map between the underlying sets which preserves the equivalence relation. The category
Setoid of setoids is the category with setoids and setoid morphisms as objects and morphisms.
Recall that, If R is an equivalence relation on X, each R x y has to be a proposition. Note that in the
usual category of setoids, one would take a quotient of the setoid morphisms. However, we refrain to do so,
because in our construction, we do not need any additional equality. If X is a set and R is an equivalence
relation on X, then we write (X,R) for the setoid with this data. If no confusion arises, we write x ≡ y for
R x y.
We finish this section by giving some operations of functors and natural transformations, which we
need in Definition 4.4.2. Functors and natural transformations are defined the usual way [97], and we write
C −→ D and F =⇒ G for the type of functors from C to D and transformations from F to G respectively.
Notation 4.2.8. We have the following functors.
• For each category C, we have the identity idC : C −→ C.
• For F : C1 −→ C2 and G : C2 −→ C3, we have a composition G ◦ F : C1 −→ C3;
• If D has binary products, then for F,G : C −→ D, we have a product F×G : C −→ D;
• If D has binary sums, then for F,G : C −→ D, we have a sum F+G : C −→ D;
• For each object X : D, we have a constant functor CX : C −→ D.
Notation 4.2.9. We have the following natural transformations.
• Given F,G : C −→ D, we have
inl : F =⇒ F+G inr : G =⇒ F+G pr1 : F×G =⇒ F pr2 : F×G =⇒ G
• Given two transformations η1 : G1 ◦ F =⇒ G2 ◦ F and η2 : G1 ◦ F =⇒ G3 ◦ F, we have a pairing
(η1,η2) : G1 ◦ F =⇒ G2 ×G3 ◦ F.
• Given functors F : C1 −→ C2 and G1.G2 : C2 −→ C3, and a transformation η : G1 =⇒ G2, we have
η B F : G1 ◦ F =⇒ G2 ◦ F
• Given a functor F : C −→ hSet, a set X : hSet, and x : X, we have a transformation cx : F =⇒ CX
The type of (η1,η2) might seem unnatural. However, it is precisely this type we need for the constructions
in Definition 4.4.2..
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4.3. Signature of HITs
Before we study the construction of set truncated HITs, we first give a precise definition of those. We
describe HITs by saying how to construct points and paths. For example, the integers modulo 2, which we
considered in the introduction, has two constructors for points, namely Z ad S, and one for the paths, namely
mod. The signature of this type would thus indicate that we have one nullary and one unary operation, and
a path of the required type. In this section, we define a type of signatures as internalized variation of the one
by Basold et al. [25], and then in the upcoming sections, we define HITs for a signature.
The first ingredient of the signature, is the arity of the point constructor. This is described by a finitary
polynomial functor, and we define those as the following type.
Definition 4.3.1. We define the type P of codes of finitary polynomials as the inductive type generated by
the following constructors.
X : hSet
C X : P
I : P
P : P Q : P
P +Q : P
P : P Q : P
P ×Q : P
In the next section, we show that each code P : P gives rise to a functor JPK : hSet −→ hSet. Each
higher inductive type H has a point constructor c : JPKH→ H, which represents the introduction rule for
points.
HITs also have an introduction rule for paths, and for those, we need to give the possible endpoints of
paths. Each path is given by a universally quantified equation, which can possibly make use of the point
constructor. For this reason, the type of endpoint must depend on the data of the point constructor. We also
indicate the source and target of the equation, and both of them depend polynomially on the HIT being
defined. The type of endpoints is defined inductively.
Definition 4.3.2. Given polynomials, A,P,Q : P, the type EA(P,Q) of endpoints is inductively generated
by the following constructors.
P : P
idA : EA(P,P)
P,Q,R : P e1 : EA(P,Q) e2 : EA(Q,R)
e1 · e2 : EA(P,R)
P,Q : P
inl : EA(P,P +Q)
P,Q : P
inr : EA(Q,P +Q)
P,Q : P
pr1 : EA(P ×Q,P)
P,Q : P
pr2 : EA(P ×Q,Q)
constr : EA(A, I)
P : P X : hSet x : X
c x : EA(P, C X)
P,Q,R : P e1 : EA(P,Q) e2 : EA(P,R)
(e1, e2) : EA(P,Q× R)
In the formalization, we also include for each f : X→ Y an endpoint fmap f : EA(C X, C Y), which we do
not discuss here. The polynomial A represents the point constructor and that explains the endpoint constr.
The polynomials P and Q represent the source and target of the equation respectively. If we have a set X
with a map c : JAK X→ X, each endpoint e : EA(P,Q) gives rise to a natural morphism from the functor JPK
to JQK where constr is interpreted using c. These maps are the left- and right-hand side of the equations.
Now we put it all together to define signatures of HITs. Note that we index the path constructors by a
type meaning that we could possibly have infinitely many path constructors.
Definition 4.3.3. A HIT signature S consists of
• A polynomial Spt : P representing the point constructor;
• A type Spth representing the names of path constructors;
• A family Sarg : Spth → P representing the arguments of the paths;
• Maps Slhs, Srhs :
∏
(j : Spth),ESpt(Sarg j, I) representing the left- and right-hand side of the equations.
Briefly, the signature S represents the following HIT
Inductive H :=





(x : JSarg jKH), JSlhs jKHx = JSrhs jKHx
| s : isaset(H)
Since our goal is to interpret set-truncated HITs, we require the constructor s. To illustrate the
possibilities of this definition, we define two examples from the introduction as HIT signatures. The first one
is the integers modulo 2 and the second one is the propositional truncation of a set.
Example 4.3.4. Recall Z2 from the introduction. We represent it by the signature mod defined as follows
modpt := I + (C 1) modpth := 1 modarg := I
modlhs j := inl · constr · inl · constr modrhs j := idI
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Intuitively, this signature represents a HIT H with operation H+ 1→ H representing the successor and
zero. Note that the endpoint inl · constr takes the successor, so, the equation says that S(S x) = x for all x : X.
Since signatures can depend on types, we can also define the propositional truncation.
Example 4.3.5. Let A be a set. We represent its truncation by the following signature.
truncpt := CA truncpth := 1 truncarg := I× I
trunclhs j := pr1 truncrhs j := pr2
Other examples, such as the integers, free algebras, and the ring of polynomials, can be found in the
formalization. This signature represents a HIT H with a map A→ H and for which all inhabitants are equal,
which is precisely the propositional truncation from Definition 4.2.4 for sets A.
4.4. Algebras
4.4.1. Algebras in Sets. To define HITs on a signature, we need to give the introduction, elimination,
and compuation rules. Let us start with the introduction rule, which we define via algebras. Note that this
rule comes in two flavors: one for the points and one forthe paths. For this reason, we define algebras in two
steps.
We start by saying how to interpret the point constructors.
Definition 4.4.1. For each P : P, we define a functor JPK : hSet −→ hSet as follows
JC XK := CX JIK := idhSet JP +QK := JPK + JQK JP ×QK := JPK× JQK
We write FAlg(F) for the category of algebras on the functor F : C −→ C. Its objects are pairs X : C
together with an arrow C1(F X,X). The morphisms from (X, f) to (Y,g) consist of maps h : C1(X, Y) such that
h ◦ f = g ◦ F(h). Note that we always have a forgetful functor UF : FAlg(F) −→ C.
Now we define the category PreAlghSet(S) to be FAlg(JSptK). Since the objects do not satisfy the
equations in S, we call this the category of prealgebras. To obtain actual algebras of S, we need to interpret
the equations. For that, we first give a semantics of endpoints as natural transformations, which are defined
using the transformations from Lemma 4.2.9. Besides, we use for each polynomial P the transformation
constrP : JPK ◦ UP =⇒ JIK ◦ UP whose components are given by the prealgebra map.
Definition 4.4.2. For each endpoint e : EA(P,Q), we define a natural transformation JeK : JPK ◦ UA =⇒
JQK ◦ UA
JidPK := id Je1 · e2K := Je2K ◦ Je1K JinlK := inl B UA JinrK := inr B UA
Jpr1K := pr1 B UA Jpr2K := pr2 B UA J(e1, e2)K := (Je1K, Je2K)
Jc tK := ct JconstrK := constrA
Note that JconstrK is required to have type JPK ◦ UP =⇒ JIK ◦ UP. Since the functors JIK ◦ UP and UP
are only equal up to propositional equality, we defined constrA to be of that type instead of the expected
JPK ◦ UP =⇒ UP, Now we have everything in place to define algebras on S. An algebra on S consists of a
prealgebra together with proofs that the equations in S are satisfied. Since the carrier of each prealgebra is a
set, the equations form a proposition. Hence, we define the category of S-algebras as a full subcategory of
PreAlghSet(Spt).
Definition 4.4.3. Let S be a HIT signature. Then we define the category AlghSet(S) of S-algebras as the
full subcategory of PreAlghSet(Spt) such that each object X satisfies∏
(j : Spth),
∏
(x : JSarg jK X), JSlhs jK X x = JSrhs jK X x.
For an algebra X, we denote its operation by pointX : JSptK X→ X. The path witnessing the equalities of




(x : JSarg jK X), JSlhs jK x = JSrhs jK x. Note that the category of
S-algebras is univalent. This follows from the fact that the category of algebras on a functor is univalent and
that univalence is preserved under taking full subcategories.
Proposition 4.4.4. The category of S-algebras in sets is univalent.
Before we look at algebras in setoids in more detail, we recall the examples in the previous section and
look what algebras on those signatures are.
Example 4.4.5. Recall the signature mod from Example 4.3.4. A prealgebra of mod consists of a set X and
a map f : X+ 1→ X. We define SX x := f(inl x) and ZX = f(inr tt). An algebra of mod consists of a prealgebra
X such that for all x : X, we have SX(SX x) = x.
Example 4.4.6. Recall trunc from Example 4.3.5. For a set A. an algebra of truncA consists of a set X and
a map f : A→ X such that for all (x,y) : X× X, we have x = y. In particular, this means X is a proposition.
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4.4.2. Algebras in Setoids. Our goal is to construct HITs as a quotient of a certain setoids. To
guarantee that the resulting quotient has the right introduction rule, we require extra structure from the
setoid. This is given by an algebra structure on the setoid.
To interpret the action of P on setoids, we first define its action on equivalence relations, and we need
some preliminary operations for that. Note that for each set T , we have an equivalence relation Path T on T
such that Path T x y := x = y. Furthermore, given types X and Y with equivalence relations RX and RY on
them, we can define equivalence relations RX + RY and RX × RY on X+ Y and X× Y respectively. These are
defined as follows
RX × RY (x1,y1) (x2,y2) := (RX x1 x2)× (RY y1 y2)
RX + RY (inl x1) (inl x2) := RX x1 x2 RX + RY (inr y1) (inr y2) := RY y1 y2
RX + RY (inl x) (inr y) := 0 RX + RY (inr y) (inl x) := 0
Definition 4.4.7. Let R be an equivalence relation on a set X and let P : P be a polynomial. By induction,
we define an equivalence relation P̂ R on JPK X.
(̂C T) R := Path T Î R := R
̂(P +Q) R := (P̂ R) + (Q̂ R) ̂(P ×Q) R := (P̂ R)× (Q̂ R)
Now we define the functor 〈P〉 : Setoid −→ Setoid by 〈P〉(X,R) = (JPK X, P̂ R).
The functor 〈P〉 could also be defined by using that the category of setoids is Cartesian closed. However,
we chose this definition, because it was more convenient in the formalization. This is because the underlying
set of 〈P〉(X) can be computed definitionally.
With these definitions in place, we obtain a category PreAlgSetoid(S) of setoid prealgebras on S. To
define algebras on S, we also need to interpret endpoints for which we use setoid morphisms instead of natural
transformations.
Definition 4.4.8. Let e : EA(P,Q) be an endpoint and let X be a setoid prealgebra on A. Then we define
〈e〉 to be the setoid morphism from 〈P〉(X) to 〈Q〉(X) whose carrier is JeK.
The requirement for 〈e〉 to be a setoid morphism, is that for x,y : 〈P〉 X with r : x ≡ y, we have
JeK x ≡ JeK y. The category of algebras on S is defined differently for setoids than for sets. While for sets,
the equations of algebras are witnessed by actual equalities, the equations for setoids are witnessed by the
equivalence relation. Note that such relations are families of propositions meaning again this gives rise to a
proposition and thus we define it as a full subcategory.
Definition 4.4.9. Let S be a HIT signature. Then we define the category of S-setoid-algebras as the full
subcategory of PreAlgSetoid(Spt) such that each object satisfies∏
(j : Spth),
∏
(x : Sarg j), JSlhs jK x ≡ JSrhs jK x.
Since the category of setoids is univalent, the category of S-setoid-algebras is univalent as well.
Proposition 4.4.10. The category of S-setoid-algebras is univalent.
4.5. The Induction Principle
With the introduction rules covered by the algebra structure, we now take a look a the elimination and
computation rules. For this, we use displayed algebras [73, 117]. These represent the input of the elimination
rule. For the output, we define displayed algebra maps, also known as sections. The elimination rule says
that we have a displayed algebra map to every displayed algebra, while the computation rule says that the
algebra in place. Once we have this machinery in place, we define higher inductive type on a signature.
Since our goal is to construct HITs, we need to find an algebra for which the elimination rule holds, and
for that, we use initial algebra semantics [10, 22, 117]. More specifically, we show that the initial algebra
satisfies the induction rule. Hence, to obtain a HIT, it suffices to construct the initial algebra, which is more
convenient in the language of category theory.
4.5.1. Displayed Algebras. A displayed algebra is the input of the elimination rule. This means
that we have a dependent family and a dependent map over the point constructor. Furthermore, dependent
versions of the equations in the signature need to hold. Displayed algebras are similar to displayed categories
[7].
To formulate these requirements precisely, we need two preliminary definitions. The first one is the
action of polynomials on families of sets while the second one interprets endpoints as dependent maps.
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Definition 4.5.1. Given are P : P and Y : X→ hSet. We define P Y : JPK X→ hSet by induction
C X Y x := X I Y x := Y x P ×Q Y x := P Y (pr1 x)×Q Y (pr2 x)
P +Q Y (inl x) := P Y x P +Q Y (inr x) := Q Y x
Definition 4.5.2. Let A be a polynomial, X be a prealgebra on A, and let e : EA(P,Q). Suppose, we have a
family Y on X and a map c :
∏
(z : JAKX),P Y z → Y (pointX z). We define a map e c :
∏
(z : JPKX),P Y z →
Q Y (JeK z) by induction on e
idP c z y := y e1 · e2 c z y := e2 c (Je1K X z) (e1 c z y) c t c z y := t
inl c z y := y inr c z y := y pr1 c z y := pr1 y pr2 c z y := pr2 y
(e1, e2) c z y := (e1 c z y, e2 c z y) constr c := c
With this in place, we define displayed algebras. Note that since we are working in a family of sets, we
need to use the dependent equality type from Definition 4.2.1 instead of the ordinary one.
Definition 4.5.3. Give are a signature S and an algebra X on S. Then a displayed algebra over X consists of
• A type family Y : X→ hSet;
• An operation cY :
∏
(z : JSptKX), Spt Y z→ Y (pointX z);
• For each j : Spth, x : JSargK X, and y : Sarg Y x, a path pY : Slhs cY x y =pathX j x Srhs cY x y.
Now we got the input for the elimination rule in place and the next step is to look at the output. This is
a dependent map which preserves the algebra structure. To state this preservation property, we need yet
another operation on polynomials.
Definition 4.5.4. Let P be a polynomial, let X be a set, and let Y be a family of sets on X. Given a map
f :
∏
(x : X), Y x, we define a map P f :
∏
(x : JPK X),P Y x by induction
C X f x := x I f := f P ×Q f x := (P f (pr1 x),Q f (pr2 x))
P +Q f (inl x) := P f x P +Q f (inr x) := Q f x
Definition 4.5.5. Let Y be a displayed algebra over X. Then a displayed algebra map to Y consists of a map
f :
∏
(x : X), Y x such that for each x : JSptKX, we have f(pointX x) = cY x (Spt f x).
With all this in place, we can define the notion of a higher inductive type on a signature. Note that a
HIT needs to be an algebra so that we have the correct introduction rules and note that we use displayed
algebras to formulate the elimination principle.
Definition 4.5.6. Let S be a HIT signature. A higher inductive type on S consists of an algebra H such
that for each displayed algebra Y on H, we have a displayed algebra map to Y.
Note that HITs of S satisfy analogous rules to those defined by Basold et al. [25]. As usual, the induction
rule only guarantees the existence of a dependent map. This obtained map is unique, which is again proven
by induction. Furthermore, HITs on the signatures we discussed before, the integers modulo 2 in Example
4.3.4 and the propositional truncation in Example 4.3.5, satisfy the induction rule given in Basold et al. [25].
There are only two differences: the computation rule only holds propositionally rather than definitionally.
In addition, we can only map HITs into sets. This is because it also has constructors, which guarantee it is a
set. The algebra structure gives the right introduction rules and the existence of the displayed algebra map
gives the required elimination and computation rules.
4.5.2. Obtaining Induction from Initiality. Next we show how to obtain the induction principle
from initiality. This way it suffices construct an initial algebra of the signature to obtain a HIT, which is
more convenient in category theory. To this end, we first define the total algebra
∫
Y of a displayed Y on X
together a projection πY1 to X.
We define the carrier of
∫
Y by the dependent sum
∑
(x : X), Y x and for brevity, we denote this by
∫
Y.
To show this is an algebra, we first need to define a map c∫Y : JSptK (∫ Y)→ ∫ Y. The main idea is that we use
the algebra map of X for the first component and the displayed algebra map of Y for the second one. We
introduce an intermediate definition, which allows us to access the right data.
Definition 4.5.7. Let P be a polynomial and let Y be a family of sets on X. We define a map
πP1 : JPK (
∑
(x : X), Y x)→ JPK X πP1 x := JPK pr1 x
We also define a map πP2 :
∏
(x : JPK (
∑
(x : X), Y x)),P Y (πP1 x) by induction on P.
πC T2 x := x π
I
2 x := pr2 x π
P×Q









2 (inr x) := π
Q
2 x
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Now let z : JSptK (
∫
Y). The first coordinate of point∫Y z is defined to be pointX(πSpt1 x). The second
coordinate of point∫Y z is defined by cY (πSpt1 x) (πSpt2 x). The main challenge lies within proving the equations.
To do so, we compute the valuation of endpoints in the total algebra via those in X and Y.
Lemma 4.5.1. For every endpoint e : ESpt(P,Q), we have




Y) x) epr2 : e cY (π
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All in all, given a displayed algebra Y on some algebra X, we get the total algebra
∫
Y. We also define
an algebra homomorphism πY1 :
∫
Y → X, which sends z to its first projection pr1 z. The reason why we care
about this construction, is the following proposition.
Proposition 4.5.8. From an algebra homomorphism f : X→
∫
Y such that πY1 ◦ f is the identity, we obtain a
displayed algebra map from X to Y.
Now suppose X is an initial object in the category of algebras. Then, due to initiality, we always have a
map f : X→
∫
Y, and the composition πY1 ◦ f : X→ X must be the identity because initiality ensures uniqueness
of homomorphisms. Hence, we conclude
Corollary 4.5.9. If X is an initial object in the category of algebras on S, then X is a HIT for S.
4.6. Constructing the Initial Algebra
To construct the initial algebra, we first lift the quotient to a left adjoint functor from algebras in setoids
to algebras in sets. Such functors preserve initial objects, and thus it suffices to construct the initial setoid
algebra. For that, we use an adaption of Dybjer’s and Moeneclaey’s interpretation of HITs in the setoid
model [52, 100]. In the remainder of this section, we work with a fixed signature S.
4.6.1. Quotient Adjunction. We start by defining a left adjoint functor Q : Setoid −→ hSet. On
objects, we define Q (X,R) = X/R and its action on morphisms is defined by recursion on the quotient type.
The laws are proven by quotient induction. The right adjoint is the path setoid functor π0 : hSet −→ Setoid.
For sets X, we define the functor π0 X to be (X, PathX). Note that this action is functorial and that this gives
rise to an adjunction.
Lemma 4.6.1 (Theorem 2.20 from [114]). We have an adjunction Q a π0.
4.6.2. The Adjunction on Prealgebras. With this adjunction in place, our first step is to lift it to
the level of prealgebras. For this, we use a result from Hermida and Jacobs [65]. Note that this is also related
to the fact that the 2-functor from the bicategory of endofunctors to the bicategory of categories preserves
adjunctions [121].
The first step, is to lift the functors for which we use the following lemma.
Lemma 4.6.2. Given are categories C and D, functors A1 : C −→ C, A2 : D −→ D, and F : C −→ D, and
a natural transformation n : A2 ◦ F =⇒ F ◦A1. Then we get a functor FPreAlg : FAlg(A1) −→ FAlg(A2).
For algebras (X, f) : FAlg(A1), we define FPreAlg(X, f) = (F X, F f ◦ n X). To lift the quotient and the
path setoid, we need a lemma.
Lemma 4.6.3. The functors π0 and Q commute with sums and products. This gives rise to two natural
isomorphisms nP1 : 〈P〉 ◦ π0 =⇒ π0 ◦ JPK and nP2 : 〈P〉 ◦ Q =⇒ Q ◦ JPK.
Proving that Q commutes with products makes essential use of the double recursion principle of the
quotient type, which allows defining functions Q X× Q Y → Z. Using Lemmata 4.6.2 and 4.6.3, we lift both
the quotient and the path setoid functors to obtain.
QPreAlg : PreAlgSetoid(S) −→ PreAlghSet(S)
πPreAlg0 : PreAlghSet(S) −→ PreAlgSetoid(S).
This gives the required functors for the adjunction on the level of algebras, and the next step is to obtain the
new unit and counit. The main idea is to show that the unit and counit are algebra homormophisms.
Proposition 4.6.1. Given are categories C and D, functors A1 : C −→ C, A2 : D −→ D, and L : C −→ D,
and a natural transformation n : A2 ◦ L =⇒ L ◦A1. In addition, suppose we a functor R : D −→ C together
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with a natural transformation m : A1 ◦ R =⇒ R ◦A2 and an adjunction L a R with unit η and counit ε. We






















Then the maps ε X and η Y are algebra homomorphisms for each X : C and Y : D. Furthermore, we have an
adjunction LPreAlg a RPreAlg.
For the verification of the conditions of this proposition for the path setoid and quotient, we refer the
reader to the formalization. Now we conclude
Lemma 4.6.4. We have an adjunction QPreAlg a πPreAlg0 .
4.6.3. Algebras. If C is a category and P is a family of propositions on C, then we write full(C,P) for
the full subcategory of C in which each object satisfies P. First, we look at a way to obtain adjunctions
between full subcategories.
Lemma 4.6.5. Let C and D be categories, let P1 and P2 be families of propositions on C and D respectively,
and suppose we have a functor F : C −→ D. If for each object x : C we have P1 x → P2(F x), then we get a
functor Fsub : full(C,P1) −→ full(D,P2).
Proposition 4.6.2. Let C and D be categories, let P1 and P2 be families of propositions on C and D
respectively, and suppose we have an adjunction L a R with L : C −→ D. If for each object x : C we have
P1 x→ P2(L x) and for each y : D we have P2 x→ P1(R x), then we get an adjunction Lsub a Rsub.
Now we would like to apply this proposition to the adjunction obtained from Lemma 4.6.4. For that, we
first need to calculate the action of the endpoints. This is done by the following lemma.
Lemma 4.6.6. Given is an endpoint e : EA(P,Q). For every set prealgebra X, we have the following
equality
π0 (JeK X) ◦ nP1 X = n
Q
1 X ◦ 〈e〉 (πPreAlg0 X).
For every setoid prealgebra X, we have the following equality.
Q (〈e〉 X) ◦ nP2 X = JeK (QPreAlg X).
For the quotient, a similar lemma is required and for its precise formulation, we refer the reader the
formalization. With all this in place, we obtain the desired adjunction.
Theorem 4.6.3. We have an adjunction QAlg a πAlg0 .
4.6.4. Initial Setoid Algebra. The initial setoid is constructed in two steps. First we define its carrier
as the initial algebra on Spt and then we define the equivalence relation as the least congruence relation
containing the equations in S and preserving equality of the point constructor.
Lemma 4.6.7. The category PreAlghSet(Spt) has an initial object.
This follows from Adámek’s theorem and the fact that the functor JPK is ω-continuous for each P. The
colimits required for this theorem are constructed from quotient types. We denote the initial object of this
category by (X, f). The carrier of the desired setoid is X and the next step is to define the equivalence relation
on X. The main difficulty of defining this relation, is that we need to be able to lift f to a setoid morphism
meaning that JSptKX must be defined correctly. For that reason, we first define a relation on JPK X for P : P.
Definition 4.6.4. Given is P : P and a signature S. The relation R∗ P on JPK X is inductively generated by
the constructors
x : JPK X
refl x : R∗ P x x
r : R∗ P x y
sym r : R∗ P y x
r1 : R
∗ P x y r2 : R
∗ P y z
trans r1 r2 : R
∗ P x z
r : R∗ P1 x y
inl r : R∗ (P1 + P2) (inl x) (inl y)
r : R∗ P2 x y
inr r : R∗ (P1 + P2) (inr x) (inr y)
r1 : R
∗ P1 x1 x2 r2 : R
∗ P2 y1 y2
pair r1 r2 : R
∗ (P1 × P2) (x1, x2) (y1,y2)
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j : Spth x : JSarg jK X
path j x : R∗ I (JSlhs jK X x) (JSrhs jK X x)
r : R∗ Spt x y
cong r : R∗ I (f x) (f y)
The extra argument P represents the sort of x, and we leave the signature S implicit when talking about
this relation. Now we define a relation on X by R x y = ‖R∗ I x y‖. Because of the truncation, each R x y is
a proposition. Note that R is an equivalence relation, because of the constructor refl, sym, and trans. In
addition, all equations in S are validated in R by path. Finally, with the constructors pair, inl, inr, and cong,
we can show that f preserves R. Hence, we obtain a setoid I := (X,R∗) together with a setoid morphism
ϕ : 〈P〉 I→ I. To show that this is the initial setoid algebra, we first need a property of R, which allows us to
construct maps from I to algebras.
Lemma 4.6.8. If g is a prealgebra morphism from X to an algebra, then g preserves R.
Now we show that I is an initial object in AlghSet(S). To show that we always have a homomorphism
from I to an algebra X, we use that X is the initial prealgebra and Lemma 4.6.8. Furthermore, note that two
setoid morphisms are equal if their underlying carriers are equal and two algebra morphisms are also equal if
their underlying carrier is equal. Hence, the uniqueness also follows from initiality of R∗. All in all, we get
Theorem 4.6.5. The algebra I is the initial object of AlgSetoid(S).
From Theorems 4.6.3 and 4.6.5 we conclude
Corollary 4.6.6. For each signature S, there is a HIT on S.
4.7. Consequences
4.7.1. Uniqueness of HITs. Now we discuss two consequences of this construction. A first property
of higher inductive types, is that they are unique up to equality. For that, we first show that higher inductives
are initial algebras. This requires the well-known result that induction implies initiality [22, 117]. Note that
in Section 6.4 we used the converse statement, namely that initiality implies induction.
To show a HIT H is initial, we must show that for each algebra X the set of morphisms from H to X is
contractible. This means that there is precisely one homomorphism from H to X. To show the existence, we
use the following two lemmata.
Lemma 4.7.1. Let X and Y be algebras on S. Then there is a displayed algebra const Y on X of which the
underlying type family is Y on each point of X.
Lemma 4.7.2. Let X be Y be algebras on S. If we have a displayed algebra map from X to const Y, then
we have an algebra homomorphism from X to Y.
Corollary 4.7.1. If X is a HIT for S, then for each algebra Y we have an algebra map from X to Y.
To show uniqueness, we use an alternative induction principle for families of propositions. More
specifically, we use the following lemma.




(z : JSptKH), Spt Y z→ Y (pointX z),
then we have a map
∏
(x : H), Y x.
To prove the uniqueness of the map, we use function extensionality and the previous lemma. This is
sufficient to conclude that higher inductive types are initial objects.
Proposition 4.7.2. If H is a HIT for S, then H is an initial S-algebra.
Now we take advantage of Proposition 4.4.4 where we proved that the category of algebras is univalent.
Since initial objects in a univalent category are unique up to equality, we can immediately conclude that
HITs are actually unique up to equality. All in all, we get
Corollary 4.7.3. If H1 and H2 are HITs for S, then the underlying S-algebras of H1 and H2 are equal.
4.7.2. Path Spaces of HITs. The construction of HITs also allows us to characterize the path space
up to equivalence. For this, we first recall the characterization of the path space of the quotient type.
Proposition 4.7.4 (Lemma 10.1.8 from [128]). Let X be a type and let R be an equivalence relation on X.
Then for each x,y : X, we have an equivalence R x y ' class x = class y.
Now we specialize this theorem to HITs constructed according to Theorem 4.6.6. This allows us to
conclude that the path space of set truncated HITs is freely generated.
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Corollary 4.7.5. Let S be a signature. Then for each x,y : X we have an equivalence Rxy ' classx = classy
using X and R as defined in the previous section.
Hence, since HITs are unique, they must be equal to the HIT we constructed in the previous section, and
this determines the path spaces of HITs. Note that this corollary gives an induction principle for the type
class x = class y, because R is defined as the propositional truncation of an inductive type, For this reason,
we conclude that the path space of higher inductive types are freely generated.
4.8. Conclusion and Further Work
We have shown how to construct finitary set-truncated higher inductive types using the quotient and
propositional truncation in Theorem 4.6.6. Since truncations and the quotient can be constructed from
non-recursive HITs, this proves that all finitary set-truncated HITs can be constructed from non-recursive
ones. Besides that, we took advantage of this construction to show uniqueness of HITs in Corollary 4.7.3 and
to characterize their path space in Corollary 4.7.5.
The method used in this paper crucially relies on the polynomials being finitary. To show that Infinitary
polynomials commute with quotients, one needs the axiom of choice [42]. Furthermore, Lumsdaine and
Shulman gave an infinitary HIT which cannot be constructed from pushouts, and thus this result cannot be
extended to infinitary polynomials.
However, a possible extension would be by allowing the arguments of point constructors to depend on
previous ones [10]. For a construction of all finitary HITs, higher path constructors need to be allowed and
the HITs need to be interpreted in some higher category. A first step towards that goal, would be adapting
this construction to bicategory theory [5, 39] and constructing higher inductive 1-types using Dybjer’s and
Moeneclaey’s interpretation of those in groupoids [52]. For non-truncated types, a type theoretic definition
of ω-groupoid would be required [15, 39, 54, 66]. In both cases, one also needs to interpret the endpoints
of homotopies. In addition, the path computation rules become relevant. Proving the induction principle
from initiality is more difficult then, because equality becomes proof relevant giving nontrivial transports. In




Bicategories in Univalent Foundations
We develop bicategory theory in univalent foundations. Guided by the notion of univalence for (1-
)categories studied by Ahrens, Kapulkin, and Shulman, we define and study univalent bicategories. To
construct examples of univalent bicategories, we develop the notion of displayed bicategories, an analog of
displayed 1-categories introduced by Ahrens and Lumsdaine. Displayed bicategories allow us to construct
univalent bicategories in a modular fashion. We demonstrate the applicability of this notion, and prove that
several bicategories of interest are univalent. Among these are the bicategory of univalent categories with
families and the bicategory of pseudofunctors between univalent bicategories. Furthermore, we show that every
bicategory with univalent hom-category is weakly equivalent to a univalent bicategory.
All of our work is formalized in Coq as part of the UniMath library of univalent mathematics.
5.1. Introduction
Category theory (by which we mean 1-category theory) is established as a convenient language to
structure and discuss mathematical objects and maps between them. To axiomatize the fundamental objects
of category theory itself—categories, functors, and natural transformations—the theory of 1-categories is
not enough. Instead, category-like structures allowing for “morphisms between morphisms” were developed
to account for the natural transformations. Among those structures are bicategories. Bicategory theory
was originally developed by Bénabou [28] in set-theoretic foundations. The goal of our work is to develop
bicategory theory in univalent foundations. Specifically, we give a notion of a univalent bicategory and show
that some bicategories of interest are univalent, with examples from algebra and type theory. To this end, we
generalize displayed categories of Ahrens and Lumsdaine [7] to the bicategorical setting, and prove that the
total bicategory spanned by a displayed bicategory is univalent, if the constituent pieces are. In addition, we
show how to embed bicategories of which the hom-categories are univalent into univalent ones via the Yoneda
lemma, and we show how to use displayed machinery to construct biequivalences between total bicategories.
Univalent foundations and categories therein. According to Voevodsky [136], a foundation of mathematics
specifies, in particular, three things:
(1) a language for mathematical objects;
(2) a notion of proposition and proof; and
(3) an interpretation of those into a world of mathematical objects.
By “univalent foundations”, we mean the foundation given by univalent type theory as described, e.g., in the
HoTT book [128], with its notion of “univalent logic”, and the interpretation of univalent type theory in
simplicial sets expected to arise from Voevodsky’s simplicial set model [75].
In the simplicial set model, univalent categories (just called “categories” in [6]) correspond to truncated
complete Segal spaces, which in turn are equivalent to ordinary (set-theoretic) categories. In this respect,
univalent categories are “the right” notion of categories in univalent foundations: they correspond exactly to
the traditional set-theoretic notion of category. Similarly, the notion of univalent bicategory, studied in this
paper, provides the correct notion of bicategory in univalent foundations.
Throughout this article, we work in type theory with function extensionality. We explicitly mention any
use of the univalence axiom. We use the notation standardized in [128]; a significantly shorter overview of
the setting we work in is given in [6]. As a reference for 1-category theory in univalent foundations, we refer
to [6], which follows a path suggested by Hofmann and Streicher [69, Section 5.5].
Bicategories for Type Theory. Our motivation for this work stems from several particular (classes of)
bicategories, that come up in our work on the semantics of type theories and Higher Inductive Types (HITs).
Firstly, we are interested in the “categories with structure” that have been used in the model theory of
type theories. The purpose of the various categorical structures is to model context extension and substitution.
Prominent such notions are categories with families (see, e.g., [43, 51]), categories with attributes (see, e.g.,
[111]), and categories with display maps (see, e.g., [123]). Each notion of “categorical structure” gives rise to
a bicategory whose objects are categories equipped with such a structure.
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Secondly, Dybjer and Moenclaey define a notion of a signature for 1-HITs and they study algebras
of those signatures [52]. These algebras are groupoids equipped with extra structure according to the
signature. In the present work, we give general methods for constructing bicategories of such algebras and
we demonstrate the usage of those methods by constructing the bicategory of monads internal to a given
bicategory. We also show that the resulting bicategory of monads internal to the bicategory of univalent
categories is biequivalent to the bicategory of Kleisli triples. The main goal of the present paper is to show
that these bicategories are univalent.
Displayed bicategories. In this work, we develop the notion of displayed bicategory analogous to the 1-
categorical notion of displayed category introduced in [7]. Intuitively, a displayed bicategory D over a
bicategory B represents data and properties to be added to B to form a new bicategory: D gives rise to the
total bicategory
∫
D. Its cells are pairs (b,d) where d in D is a “displayed cell” over b in B. Univalence of
∫
D
can be shown from univalence of B and “displayed univalence” of D. The latter two conditions are easier to
show, sometimes significantly easier.
Two features make the displayed point of view particularly useful: firstly, displayed structures can be
iterated, making it possible to build bicategories of very complicated objects layerwise. Secondly, displayed
“building blocks” can be provided, for which univalence is proved once and for all. These building blocks, e.g.,
cartesian product, can be used like LEGO™ pieces to modularly build bicategories of large structures that are
automatically accompanied by a proof of univalence.
We demonstrate these features in examples, proving univalence of three important (classes of) bicategories:
first, the bicategory of pseudofunctors between two univalent bicategories; second, bicategories of algebraic
structures (given as pseudoalgebras of pseudofunctors); and third, the bicategory of categories with families.
Main contributions. Here we give a list of the main results presented in this paper:
• Following Ahrens, Kapulkin, and Shulman’s construction of the Rezk completion for categories
[6, Theorem 8.5], we show in Section 5.5 that every bicategory embeds into a univalent one. This
result fundamentally relies on the proof of a bicategorical version of the Yoneda lemma.
• We develop displayed infrastructure for bicategories and show that it is useful for building bicat-
egories and modularly prove univalence of complicated bicategories in Section 6.7, such as the
bicategory of pseudofunctors between two univalent bicategories, the bicategory of pseudoalgebras
of a given pseudofunctor, and the bicategory of categories with families.
• We show the benefits of the displayed infrastructure for defining morphisms between bicategories
in layers. We demonstrate this on two examples in Section 5.8: the construction of a biequivalence
between pointed 1-types and pointed univalent groupoids and the construction of a biequivalence
between monads internal to the bicategory of univalent categories and the bicategory of Kleisli
triples.
Formalization. The results presented here are mechanized in the UniMath library [137], which is based on
the Coq proof assistant [46]. The UniMath library is under constant development; in this paper, we refer to
the version with git hash d4de26f. Throughout the paper, definitions and statements are accompanied by a
link to the online documentation of that version. For instance, the link bicat points to the definition of a
bicategory.
Related work. Our work extends the notion of univalence from 1-categories [6] to bicategories. Similarly, we
extend the notion of displayed 1-category [7] to the bicategorical setting.
Capriotti and Kraus [39] study univalent (n, 1)-categories for n ∈ {0, 1, 2}. They only consider bicategories
where the 2-cells are equalities between 1-cells; in particular, all 2-cells in [39] are invertible, and their
(2, 1)-categories are by definition locally univalent (cf. Definition 5.3.1, Item 1). Consequently, the condition
called univalence by Capriotti and Kraus is what we call global univalence, cf. Definition 5.3.1, Item 2. In
this work, we study bicategories, a.k.a. (weak) (2, 2)-categories, that is, we allow for non-invertible 2-cells.
The examples we study in Section 6.7 are proper (2, 2)-categories and are not covered by [39].
Publication history. This article is an extended version of [4]. Compared to the conference version, we have
added the following content:
• In Section 5.2, we define the notion of biequivalence of bicategories, the “correct” notion of sameness
for bicategories. We construct a biequivalence between 1-types and univalent groupoids.
• In Section 5.3, we present an induction principle for invertible 2-cells in a locally univalent bicategory
and an induction principle for adjoint equivalences in a globally univalent bicategory. We put these
principles to work in a number of examples.
• Section 5.4 is new. In there, we propose a definition of 2-category and we compare it with our
definition of bicategory.
• Section 5.5 is new. In there, we show that any bicategory embeds into a univalent one via the
Yoneda embedding. This construction is reminiscent of the Rezk completion for categories.
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• In Section 5.6, we show the definition of the displayed bicategory of monads internal to a given
bicategory and the displayed bicategory of Kleisli triples . The bicategory of monads on a bicategory
B is univalent whenever B is univalent, which is proved in Section 5.9.2.
• Section 5.8 is new. In there, we introduce the notion of displayed biequivalence. Using this notion,
we show that the biequivalence between 1-types and univalent groupoids extends to a biequivalence
between their pointed variants. We also construct a biequivalence between, on the one hand, Kleisli
triples, and, on the other hand, monads internal to the bicategory of univalent categories.
5.2. Bicategories and Some Examples
Bicategories were introduced by Bénabou [28], encompassing monoidal categories, 2-categories (in
particular, the 2-category of categories), and other examples. He (and later many other authors) defines
bicategories in the style of “categories weakly enriched in categories”. That is, the hom-objects B1(a,b) of a
bicategory B are taken to be (1-)categories, and composition is given by a functor B1(a,b)×B1(b, c)→ B1(a, c).
This presentation of bicategories is concise and convenient for communication between mathematicians.
In this article, we use a different, more unfolded definition of bicategories, which is inspired by Bénabou
[28, Section 1.3] and [102, Section ‘Details’]. One the one hand, it is more verbose than the definition via
weak enrichment. On the other hand, it is better suited for our purposes, in particular, it is suitable for
defining displayed bicategories, cf. Section 5.6.
Definition 5.2.1 (prebicat, bicat). A prebicategory B consists of
(1) a type B0 of objects;
(2) a type B1(a,b) of 1-cells for all a,b : B0;
(3) a type B2(f,g) of 2-cells for all a,b : B0 and f,g : B1(a,b);
(4) an identity 1-cell id1(a) : B1(a,a);
(5) a composition B1(a,b)× B1(b, c)→ B1(a, c), written f · g;
(6) an identity 2-cell id2(f) : B2(f, f);
(7) a vertical composition θ • γ : B2(f,h) for all 1-cells f,g,h : B1(a,b) and 2-cells θ : B2(f,g) and
γ : B2(g,h);
(8) a left whiskering f C θ : B2(f · g, f · h) for all 1-cells f : B1(a,b) and g,h : B1(b, c) and 2-cells
θ : B2(g,h);
(9) a right whiskering θ B h : B2(f · h,g · h) for all 1-cells f,g : B1(a,b) and h : B1(b, c) and 2-cells
θ : B2(f,g);
(10) a left unitor λ(f) : B2(id1(a) · f, f) and its inverse λ(f)−1 : B2(f, id1(a) · f);
(11) a right unitor ρ(f) : B2(f · id1(b), f) and its inverse ρ(f)−1 : B2(f, f · id1(b));
(12) a left associator α(f,g,h) : B2(f · (g · h), (f · g) · h) and a right associator α(f,g,h)−1 : B2((f · g) ·
h, f · (g · h)) for f : B1(a,b), g : B1(b, c), and h : B1(c,d)
such that, for all suitable objects, 1-cells, and 2-cells,
(13) id2(f) • θ = θ, θ • id2(g) = θ, θ • (γ • τ) = (θ • γ) • τ;
(14) f C (id2 g) = id2(f · g), f C (θ • γ) = (f C θ) • (f C γ);
(15) (id2 f) B g = id2(f · g), (θ • γ) B g = (θ B g) • (γ B g);
(16) (id1(a) C θ) • λ(g) = λ(f) • θ;
(17) (θ B id1(b)) • ρ(g) = ρ(f) • θ;
(18) (f C (g C θ)) • α(f,g, i) = α(f,g,h) • ((f · g) C θ);
(19) (f C (θ B i)) • α(f,h, i) = α(f,g, i) • ((f C θ) B i);
(20) (θ B (h · i)) • α(g,h, i) = α(f,h, i) • ((θ B h) B i);
(21) λ(f) • λ(f)−1 = id2(id1(a) · f), λ(f)−1 • λ(f) = id2(f);
(22) ρ(f) • ρ(f)−1 = id2(f · id1(b)), ρ(f)−1 • ρ(f) = id2(f);
(23) α(f,g,h) • α(f,g,h)−1 = id2(f · (g · h)), α(f,g,h)−1 • α(f,g,h) = id2((f · g) · h);
(24) α(f, id1(b),g) • (ρ(f) B g) = f C λ(f);
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(25) α(f,g,h · i) • α(f · g,h, i) = (f C α(g,h, i)) • α(f,g · h, i) • (α(f,g,h) B i).




(f · g) · (h · i)
α(f·g,h,i) +3 ((f · g) · h) · i
f · ((g · h) · i)
α(f,g·h,i)
+3 (f · (g · h)) · i
α(f,g,h)Bi
19
A bicategory is a prebicategory whose types of 2-cells B2(f,g) are sets for all a,b : B0 and f,g : B1(a,b).
We write a→ b for B1(a,b) and f⇒ g for B2(f,g). Mitchell Riley formalized a definition of bicategories
as “categories weakly enriched in categories” in UniMath, based on work by Peter LeFanu Lumsdaine. These
two definitions are equivalent.
Proposition 5.2.2. The definition of bicategories given in Definition 5.2.1 is equivalent to the formalized
definition in terms of weak enrichment.
For this result, one needs to show that each B1(a,b) forms a category whose morphisms are 2-cells. Let
us introduce this formally.
Definition 5.2.3 (hom). Let B be a bicategory and a,b : B0 objects of B. Then we define the hom-category
B1(a,b) to be the category whose objects are 1-cells f : a→ b and whose morphisms from f to g are 2-cells
α : f⇒ g of B. The identity morphisms are identity 2-cells and the composition is vertical composition of
2-cells.
Proposition 5.2.2 is not formalized in our computer-checked library. However, as a sanity check for our
definition of bicategory, we constructed maps between the two variants of bicategories, see BicategoryOfBicat.
v and BicatOfBicategory.v.
Recall that our goal is to study univalence of bicategories, which is a property that relates equivalence
and equality. For this reason, we study the two analogs of the 1-categorical notion of isomorphism. The
corresponding notion for 2-cells is that of invertible 2-cells.
Definition 5.2.4 (is_invertible_2cell). A 2-cell θ : f ⇒ g is called invertible if we have γ : g ⇒ f
such that θ • γ = id2(f) and γ • θ = id2(g). An invertible 2-cell consists of a 2-cell and a proof that it is
invertible, and inv2cell(f,g) is the type of invertible 2-cells from f to g.
Since 2-cells form a set and inverses are unique, being an invertible 2-cell is a proposition. In addition,
id2(f) is invertible, and we write id2(f) : inv2cell(f, f) for this invertible 2-cell.
The bicategorical analog of isomorphisms for 1-cells is the notion of adjoint equivalences.
Definition 5.2.5 (adjoint_equivalence). An adjoint equivalence structure on a 1-cell f : a → b
consists of a 1-cell g : b → a and invertible 2-cells η : id1(a) ⇒ f · g and ε : g · f ⇒ id1(b) such that the
following two diagrams commute
(f · g) · f















g · (f · g)















An adjoint equivalence consists of a map f together with an adjoint equivalence structure on f. The
type AdjEquiv(a,b) consists of all adjoint equivalences from a to b.
We call η and ε the unit and counit of the adjunction, and we call g the right adjoint. The prime
example of an adjoint equivalence is the identity 1-cell id1(a) and we denote it by id1(a) : AdjEquiv(a,a).
Sometimes, we write a ' b for AdjEquiv(a,b).
Before we start our study of univalence, we present some examples of bicategories and preliminary
notions from bicategory theory.
Example 5.2.6 (fundamental_bigroupoid). Let X be a 2-type. Then we define the fundamental bi-
groupoid π(X) to be the bicategory whose 0-cells are inhabitants of X, 1-cells from x to y are paths x = y,
and 2-cells from p to q are higher-order paths p = q. The operations, such as composition and whiskering,
are defined using path induction. Every 1-cell is an adjoint equivalence and every 2-cell is invertible.
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Example 5.2.7 (one_types). Let U be a universe. The objects of the bicategory 1-TypeU are 1-truncated
types of the universe U, the 1-cells are functions between the underlying types, and the 2-cells are homotopies
between functions. The 1-cells id1(X) and f · g are defined as the identity and composition of functions,
respectively. The 2-cell id2(f) is refl, the 2-cell p•q is the concatenation of paths. The unitors and associators
are defined as identity paths. Every 2-cell is invertible, and adjoint equivalences from X to Y are the same as
equivalences of types from X to Y.
Example 5.2.8 (bicat_of_cats). We define the bicategory Cat of univalent categories as the bicategory
whose 0-cells are univalent categories, 1-cells are functors, and 2-cells are natural transformations. The
identity 1-cells are identity functors, the composition and whiskering operations are composition of functors
and whiskering of functors and transformations, respectively. Invertible 2-cells are natural isomorphisms, and
adjoint equivalences are external adjoint equivalences of categories.
Example 5.2.9 (op1_bicat). Let B be a bicategory. Then we define Bop to be the bicategory whose objects
are objects in B, 1-cells from x to y are 1-cells y→ x in B, and the 2-cells from f to g are 2-cells f⇒ g in B.
Definition 5.2.10 (fullsubbicat). Let B be a bicategory and P : B0 → hProp a predicate on the 0-cells of




P(x), 1-cells from (a,pa) to (b,pb) are 1-cells a→ b in B, and 2-cells are as in B. In
Example 5.6.5 we present a construction of this bicategory using displayed bicategories.
Example 5.2.11 (grpds). We define the bicategory Grpd as the full subbicategory of Cat in which every
object is a groupoid.
For 1-categories the “correct” notion of equality is not isomorphism of categories, but equivalence of
categories. Similarly, the right notion of equality for bicategories is biequivalence. To talk about biequivalences
we need to introduce pseudofunctors.
Definition 5.2.12 (psfunctor). Let B and C be bicategories. A pseudofunctor F from B to C consists of
• A map F0 : B0 → C0;
• For all a,b : B0, a map B1(a,b)→ C1(F0(a), F0(b));
• For all f,g : B1(a,b), a map B2(f,g)→ C2(F1(f), F1(g));
• For each a : B0 an invertible 2-cell Fi(a) : id1(F0(a))⇒ F1(id1(a));
• For each f : B1(a,b) and g : B1(b, c), an invertible 2-cell Fc(f,g) : F1(f) · F1(g)⇒ F1(f · g)
such that
F2(id2(f)) = id2(F1(f)) F2(f • g) = F2(f) • F2(g)




































+3 F1(f · id1(b))
F2(ρ(f))
KS
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(F1(f) · F1(g)) · F1(h)
Fc(f,g)BF1(h)

F1(f) · F1(g · h)
Fc(f,g·h)

F1(f · g) · F1(h)
Fc(f·g,h)

F1(f · (g · h))
F2(α(f,g,h))
+3 F1((f · g) · h)
We write B→ C for the type of pseudofunctors from B to C.
We call the 2-cells Fi and Fc the identitor and compositor, respectively. From each pseudofunctor
F : B→ C we can assemble functors F1(a,b) : B1(a,b)→ C1(F(a), F(b)) between the hom-categories.
Definition 5.2.13 (pstrans). Let B and C be bicategories and F,G : B→ C pseudofunctors between them.
Then a pseudotransfomation η from F to G consists of
• For each a : B0 a 1-cell η0(a) : F0(a)→ G0(a);
• For each a,b : B0 and f : B1(a,b), a 2-cell η1(f) : η0(a) ·G1(f)⇒ F1(g) · η0(b)











+3 F(id1) · η0(a)







(F1(f) · η0(b)) ·G1(g)
α−1

η0(a) ·G1(f · g)
η1(f·g)

F1(f) · (η0(b) ·G1(g))
F1(f)Cη1(g)

F1(f) · (F1(g) · η0(c))
α

F1(f · g) · η0(c) (F1(f) · F1(g)) · η0(c)
FcBη0(c)ks
We write F⇒ G for the type of pseudotransformations from F to G.
Definition 5.2.14 (modification). Let B and C be bicategories, F,G : B → C be pseudofunctors, and
η, θ : F⇒ G be pseudotransformations. A modification Γ from η to θ consists of 2-cells Γ(a) : η(a)⇒ θ(a)










+3 F(f) · θ(b)
commutes for every a,b : B and f : B1(a,b). We write ηV θ for the type of modifications from η to θ.
To illustrate these three definitions, we look at some examples.
Example 5.2.15. Let X and Y be 2-types.
• (ap_psfunctor) Each function f : X → Y induces a pseudofunctor f : π(X) → π(Y), which sends
objects x : X to f(x), 1-cells p : x = y to ap f p, and 2-cells h : p = q to ap (ap f) h.
• (ap_pstrans) Suppose, we have f,g : X→ Y and e :
∏
x:X f(x) = g(x). Then we get a pseudotrans-
formation e : f⇒ g whose component at x is e(x), and whose actions on 1-cells are given by path
induction.
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• (ap_modification) Let f,g : X → Y and e1, e2 :
∏
x:X f(x) = g(x). Then each family of paths
h :
∏
x:X e1(x) = e2(x) gives rise to a modification h : e1 V e2 whose component at x is h(x).
Example 5.2.16. We have the following pseudofunctors and pseudotransformations:
• (id_psfunctor) Given a bicategory B, we have the identity pseudofunctor id(B) from B to B. Its
action on 0-cells, 1-cells, and 2-cells is the identity.
• (comp_psfunctor) Given bicategories B1, B2, and B3 and pseudofunctors F : B1 → B2 and G : B2 →
B3, then we have a pseudofunctor F ·G from B1 to B3. It sends objects a to G(F(a)), 1-cells f to
G(F(f)), and 2-cells θ to G(F(θ)).
• (id_pstrans) Given bicategories B1 and B2 and a pseudofunctor F : B1 → B2, we have a pseudo-
transformation id(F) from F to F. It sends objects a to id1(F(a)), and similarly for 1-cells.
• (comp_pstrans) Given bicategories B1 and B2, pseudofunctors F1, F2, F3 : B1 → B2, and two
pseudotransformations θ1 : F1 ⇒ F2 and θ2 : F2 ⇒ F3, we have a pseudotransformation η1 • η2 :
F1 ⇒ F3. It sends objects a to θ1(a) · θ2(a).
Note that we have a bicategory Pseudo(B, C) of pseudofunctors, pseudotransformations, and modifications.
We construct this bicategory in Section 5.9.1 using displayed bicategories, and then we define invertible
modifications to be invertible 2-cells in this bicategory. With all this in place, we can define biequivalences.
Definition 5.2.17 (biequivalence). Let B and C be bicategories. A biequivalence from B to C consists
of
• A pseudofunctor L : B→ C;
• A pseudofunctor R : C→ B;
• Pseudotransformations η : R · L⇒ id(C) and ηi : id(C)⇒ R · L;
• Pseudotransformations ε : L · R⇒ id(B) ad εi : id(B)⇒ L · R;
• Invertible modifications
m1 : η • ηi V id m2 : ηi • ηV id m3 : ε • εi V id m4 : εi • εV id
As an example, we construct a biequivalence between 1-types (Example 5.2.7) and univalent groupoids
(Example 5.2.11).
Example 5.2.18 (biequiv_path_groupoid). We construct a biequivalence between 1-types and univalent
groupoids. We only show how the involved pseudofunctors are defined.
• (path_groupoid) Define a pseudofunctor PathGrpd : 1-Type → Grpd. It sends a 1-type X to the
groupoid PathGrpd(X) whose objects are X and morphisms from x to y are paths x = y.
• (objects_of_grpd) Define a pseudofunctor Ob : Grpd → 1-Type. It sends a groupoid G to the
1-type Ob(G) whose inhabitants are objects of G. Note that this is a 1-truncated type, because G
is univalent.
The last notion we discuss is biinitiality. This is the bicategorical analogue of initiality in categories.
Definition 5.2.19 (is_biinitial). Let B be a bicategory and let a be an object in B. Then a biinitiality
structure on a consists of an adjoint equivalence structure on the canonical functor from B1(a,b) to the
unit category for each b : B. A biinitial object is an object a : B together with a biinitiality structure on a.
Example 5.2.20. Note that both 1-Type and Cat have a biinitial object.
• (biinitial_1_types) The empty type is a biinitial object in 1-Type.
• (biinitial_cats) The empty category is a biinitial object in Cat.
5.3. Univalent Bicategories
Recall that a (1-)category C (called ‘precategory’ in [6]) is called univalent if, for every two objects
a,b : C0, the canonical map idtoisoa,b : (a = b)→ Iso(a,b) from identities between a and b to isomorphisms
between them is an equivalence. For bicategories, where we have one more layer of structure, univalence can
be imposed both locally and globally.
Definition 5.3.1 (Univalence.v). Univalence for bicategories is defined as follows:
(1) Let a,b : B0 and f,g : B1(a,b) be objects and morphisms of B; by path induction we define a map
idtoiso2,1f,g : f = g→ inv2cell(f,g) which sends refl(f) to id2(f). A bicategory B is locally univalent
if, for every two objects a,b : B0 and two 1-cells f,g : B1(a,b), the map idtoiso2,1f,g is an equivalence.
(2) Let a,b : B0 be objects of B; using path induction we define idtoiso2,0a,b : a = b → AdjEquiv(a,b)
sending refl(a) to id1(a). A bicategory B is globally univalent if, for every two objects a,b : B0,
the canonical map idtoiso2,0a,b is an equivalence.
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(3) (is_univalent_2) We say that B is univalent if B is both locally and globally univalent.
Univalent bicategories satisfy a variant of the elimination principle of path induction. More precisely,
there are two such principles: a local one for invertible 2-cells and a global one for adjoint equivalences. We
start with the induction principle associated to invertible 2-cells:












Y(a,b, f, f, id2(f)),









such that J2,1(Y,y,a,b, f, f, id2(f)) = y(a,b, f).
In particular, in order to prove a predicate over all invertible 2-cells in a given locally univalent bicategory,
it suffices to prove it for all identity 2-cells.
Next, we present the induction principle associated to adjoint equivalences:
















such that J2,0(Y,y,a,a, id1(a)) = y(a).
In particular, in order to prove a predicate over all adjoint equivalences in a given globally univalent
bicategory, it suffices to prove it for all identity 1-cells. Notice that in both induction principles the computation
rules hold only up to propositional equality. Next, we present some usage examples of Propositions 5.3.2 and
5.3.3.
Example 5.3.4 (comp_adjoint_equivalence). In a globally univalent bicategory B, sequential composition
of adjoint equivalences can be defined in a way that resembles the construction of composition of paths.
Consider the type family Y(a,b, f) :≡
∏
(c:B0)
b ' c→ a ' c and the function y(a) :≡ λ (c : B0)(f : a ' c). f.
The composition of f : a ' b and g : b ' c is given by
f ·' g :≡ J2,0(Y,y,a,b, f, c,g).
Example 5.3.5 (left_adjequiv_invertible_2cell). Suppose we have a bicategory B, 1-cells f,g : B1(a,b)
and an invertible 2-cell θ : inv2cell(f,g). If f is an adjoint equivalence, then g is an adjoint equivalence as
well. While this result generally holds in any bicategory B, it is particularly simple to prove when B is locally
univalent. Applying Proposition 5.3.2, we are left to prove the statement with θ as the identity 2-cell. In
that f and g are definitionally equal, and the statement of the proposition is vacuously true.
Example 5.3.6 (psfunctor_preserves_adjequiv). Every pseudofunctor F : B → C preserves adjoint
equivalences, that is, if f : a ' b in B, then F1(f) : F0(a) ' F0(b) in C. A proof of this fact is particularly
simple when B is globally univalent and C is locally univalent. In fact, applying Proposition 5.3.3 on f, we are
left to prove that F1(id1(a)) is an adjoint equivalence. Since F is a pseudofunctor, there exists an invertible
2-cell Fi(a) : id1(F0(a))⇒ F1(id1(a)). Therefore, by Example 5.3.5 and the fact that id1(F0(a)) is an adjoint
equivalence, we conclude that F1(id1(a)) is an adjoint equivalence as well.
Another immediate consequence is that biinitiality structures are unique up to identity in locally univalent
bicategories. In addition, bicategorical limits and colimits in a univalent bicategory are unique up to identity.
We exemplify the latter result for biinitial objects.
Proposition 5.3.7 (isaprop_is_biinitial). Let B be a locally univalent bicategory. Then for each a : B
the type of biinitiality structures on a is a proposition.
Proposition 5.3.8 (biinitial_unique). Let B be a univalent bicategory. Then the type of biinitial objects
in B is a proposition.
The analogous result for bifinal objects is formalized in bifinal_unique. Another consequence is that
biequivalences between univalent bicategories gives rise to equivalences on the level of objects.
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Proposition 5.3.9 (biequivalence_to_object_equivalence). Given univalent bicategories B and C, and
a biequivalence F from B to C, then we get an equivalence of types F0 : B0 ' C0.
While right adjoints are only unique up to equivalence in general, they are unique up to identity if the
bicategory is locally univalent:
Proposition 5.3.10 (isaprop_left_adjoint_equivalence). Let B be locally univalent. Then having an
adjoint equivalence structure on a 1-cell in B is a proposition.
As a consequence of this proposition we get the following:
Theorem 5.3.11. In a univalent bicategory B,
• (univalent_ bicategory_ 0_ cell_ hlevel_ 4 ) the type B0 of 0-cells is a 2-type.
• (univalent_ bicategory_ 1_ cell_ hlevel_ 3 ) for any two objects a,b : B0, the type a → b of
1-cells from a to b is a 1-type.
Proposition 5.3.10 has another important use: to prove global univalence of a bicategory, we need to
show that idtoiso2,0a,b is an equivalence. Often we do that by constructing a map in the other direction and
showing these two are inverses. This requires comparing adjoint equivalences, which is done with the help of
Proposition 5.3.10.
Now let us prove that some examples from Section 5.2 are univalent.
Example 5.3.12. The following bicategories are univalent:
(1) (TwoType.v, Example 5.2.6 cont’d) The fundamental bigroupoid of each 2-type is univalent.
(2) (OneTypes.v, Example 5.2.7 cont’d) The bicategory of 1-types of a universe U is locally univalent;
this is a consequence of function extensionality. If we assume the univalence axiom for U, then












The left map is an equivalence by univalence, and the right map is an equivalence by the character-
ization of adjoint equivalences in Example 5.2.7. The fact that this diagram commutes follows from
Proposition 5.3.10.
(3) (FullSub.v, If B is univalent and P is a predicate on B, then so is the full subbicategory of B with
those objects satisfying P.
It is more difficult to prove that the bicategory of univalent categories is univalent, and we only give a
brief sketch of this proof.
Proposition 5.3.13 (BicatOfCats.v, Example 5.2.8 cont’d). The bicategory Cat is univalent.
Local univalence follows from the fact that the functor category [C,D] is univalent if D is. For global
univalence, we use that the type of identities on categories is equivalent to the type of adjoint equivalences
between categories [6, Theorem 6.17]. The proof proceeds by factoring idtoiso2,0 as a chain of equivalences
(C = D)
∼−→ CatIso(C,D) ∼−→ AdjEquiv(C,D). To our knowledge, a proof of global univalence was first
computer-formalized by Rafaël Bocquet1.
In the previous examples, we proved univalence directly. However, in many complicated bicategories such
proofs are not feasible. An example of such a bicategory is the bicategory Pseudo(B, C) of pseudofunctors from
B to C, pseudotransformations, and modifications [83] (for a univalent bicategory C). Even in the 1-categorical
case, proving the univalence of the category [C,D] of functors from C to D, and natural transformations
between them, is tedious. In Section 5.7, we develop some machinery to prove the following theorem.
Theorem 5.3.14 (psfunctor_bicat_is_univalent_2). If B is a (not necessarily univalent) bicategory
and C is a univalent bicategory, then the bicategory Pseudo(B, C) of pseudofunctors from B to C is univalent.
5.4. Bicategories and 2-Categories
In this section, we propose a definition of 2-category, and compare 2-categories to bicategories. We start
by defining strict bicategories.
1https://github.com/mortberg/cubicaltt/blob/master/examples/category.ctt
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Definition 5.4.1 (locally_strict,is_strict_bicat). A bicategory is called locally strict if each B1(x,y)
is a set. A 1-strict bicategory is a locally strict bicategory such that
• for each a,b : B and f : a→ b we have pλ(f) : id1(a) · f = f;
• for each a,b : B and f : a→ b we have pρ(f) : f · id1(b) = f;
• for each a,b, c,d : B and f : a→ b,g : b→ c, and h : c→ d we have pα(f,g,h) : f · (g ·h) = (f ·g) ·h
Proposition 5.4.2 (isaprop_is_strict_bicat). Being a 1-strict bicategory is a proposition.
Now let us look at an example of a 1-strict bicategory.
Example 5.4.3 (two_cat_of_strict_cats). Recall that a category is called strict if its objects form a set.
Define CatS to be the bicategory whose objects are strict categories, 1-cells are functors, and 2-cells are
natural transformations. Then CatS is a 1-strict bicategory.
The bicategory Cat of univalent categories is not 1-strict. This is because functors between two categories
do not necessarily form a set.
Proposition 5.4.4 (cat_not_a_two_cat). The bicategory Cat is not 1-strict.
Next we look at 2-categories. These are defined as 1-categories with additional structure and properties.
Definition 5.4.5 (two_cat). A 2-category C consists of
• a category C0;
• for each x,y : C0 and f,g : x→ y a set C2(f,g) of 2-cells;
• an identity 2-cell id2(f) : C2(f, f);
• a vertical composition θ • γ : C2(f,h) for all 1-cells f,g,h : C1(a,b) and 2-cells θ : C2(f,g) and
γ : C2(g,h);
• a left whiskering f C θ : C2(f · g, f · h) for all 1-cells f : C1(a,b) and g,h : C1(b, c) and 2-cells
θ : C2(g,h);
• a right whiskering θ B h : C2(f · h,g · h) for all 1-cells f,g : C1(a,b) and h : C1(b, c) and 2-cells
θ : C2(f,g);
such that, for all suitable objects, 1-cells, and 2-cells,
• id2(f) • θ = θ, θ • id2(g) = θ, θ • (γ • τ) = (θ • γ) • τ;
• f C (id2 g) = id2(f · g), f C (θ • γ) = (f C θ) • (f C γ);
• (id2 f) B g = id2(f · g), (θ • γ) B g = (θ B g) • (γ B g).
The 0-cells of a 2-category C are just the objects of C0 while the 1-cells are just morphisms in the
category C0. For this reason, the 1-cells between every two objects of a 2-category always form a set. Note
that from a 1-strict bicategory, one can construct a 2-category.
Problem 5.4.6. Given a 1-strict bicategory B, to construct a 2-category.
Construction 5.4.7 (for Problem 5.4.6; strict_bicat_to_two_cat). Suppose B is a 1-strict bicategory.
We only give the data of the desired 2-category. The objects, 1-cells, and 2-cells are objects, 1-cells, and
2-cells from B respectively. Identities, composition, and whiskering are also taken from B. 
5.5. The Yoneda Embedding
In this section, we show that any bicategory naturally embeds into a univalent one, via the Yoneda
embedding. This construction is similar to the Rezk completion for categories [6, Theorem 8.5] and it makes
use of the Yoneda lemma. We start by discussing representable pseudofunctors, pseudotransformations, and
modifications. These are used to define the desired embedding.
Definition 5.5.1 (Representables). Let B be a locally univalent bicategory.
• (representable) Given an object a : B, we define the representable pseudofunctor Rep0(a)
from Bop (see Example 5.2.9) to Cat. It sends objects b to the category B1(b,a) and 1-cells
f : b1 → b2 to the functor Rep0(a)(f) : B1(b2,a)→ B1(b1,a) given by g 7→ f · g. If we have 1-cells
f,g : b1 → b2 and a 2-cell θ : f ⇒ g, then Rep0(a)(θ) : Rep0(a)(f) ⇒ Rep0(a)(g) is the natural
transformation whose component for each h : b2 → a is θ B h.
• (representable1) Let a,b : B be objects and let f : a → b be a 1-cell. Then we define the
representable pseudotransformation Rep1(f) from Rep0(a) to Rep0(b). Its component for each
c : B is the functor Rep1(f)(c) : B1(c,a)→ B1(c,b) sending g to g ·f. If we have c1, c2 : B and a 1-cell
g : c1 → c2, then the naturality 2-cell Rep1(f)(g) : Rep1(f)(c1)·Rep0(b)(g)⇒ Rep0(a)(g)·Rep1(f)(c2)
is a natural transformation, whose component for each h is α(g,h, f) : g · (h · f)⇒ (g · h) · f.
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• (representable2) Suppose that we have 0-cells a,b : B, 1-cells f,g : a→ b, and a 2-cell θ : f⇒ g.
Then the representable modification Rep2(α) from Rep1(f) to Rep1(g) is a modification, whose
component for each c : B is the natural transformation defined on h : B(c,a) by h C θ.
Definition 5.5.2 (y). Let B be a locally univalent bicategory. Then the Yoneda embedding y : B →
Pseudo(Bop, Cat) is defined as
y(a) = Rep0(a) for a : B
y(f) = Rep1(f) for a,b : B, f : a→ b
y(θ) = Rep2(θ) for a,b : B, f,g : a→ b, θ : f⇒ b
Problem 5.5.3 (Bicategorical Yoneda lemma). Given a locally univalent bicategory B, a pseudofunctor
P : Bop → Cat, and a : B, to construct an adjoint equivalence between the categories Pseudo(Bop, Cat)(y(a),P)
and P(a).
Construction 5.5.4 (for Problem 5.5.3; bicategorical_yoneda_lemma). To construct this, we provide
• (yoneda_to_presheaf) A functor F from y(a)⇒ P to P(a);
• (presheaf_to_yoneda) A functor G from P(a) to y(a)⇒ P;
• (yoneda_unit) A natural isomorphism from the identity to F ·G;
• (yoneda_counit) A natural isomorphism from G · F to the identity.
We only discuss the data of the involved functors. The functor F sends pseudotransformations τ to τ(a)(id1(a))
and modifications m to m(a)(id1(a))(a). In the other direction, G sends objects z : F(a) to the pseudotrans-
formation whose components are F(f)(z) with b : Bop and f : b→ a. 
Now let us use the bicategorical Yoneda lemma to construct for each locally univalent bicategory a weakly
equivalent univalent bicategory. We follow the construction of the Rezk completion by Ahrens, Kapulkin,
and Shulman [6], and take the image of the Yoneda embedding to be the univalent completion.
First, we define weak equivalences of bicategories.
Definition 5.5.5. Let B and C be bicategories and let F : B→ C be a pseudofunctor. We say
• (local_equivalence) F is a local equivalence if for each x,y : B the functor from B1(x,y) to
C1(F(x), F(y)) induced by F is an adjoint equivalence.
• (essentially_surjective) F is essentially surjective if for each y : C there merely exists an
x : B and an adjoint equivalence from F(x) to y.
• (weak_equivalence) F is a weak equivalence if F is both a local equivalence and essentially
surjective.
From the Yoneda lemma we know that y is a local equivalence:
Corollary 5.5.6 (yoneda_mor_is_equivalence). The pseudofunctor y is a local equivalence.
However, y is not essentially surjective: the bicategory Pseudo(Bop, Cat) contains non-representable
presheaves. To make y essentially surjective we restrict the bicategory of presheaves to the full image of the
Yoneda embedding.
Definition 5.5.7 (full_image). Let B and C be bicategories and let F : B→ C be a pseudofunctor. Then
the full image im(F) of F is the full subbicategory consisting of those objects c in C for which there merely
exists b : B such that F(b) = c.
Proposition 5.5.8 (is_univalent_2_full_image). If C is univalent, then so is the full image of F : B→ C.
Proof. Follows from Item 3 in Example 5.3.12. 
Definition 5.5.9 (restrict_full_image). Again let B and C be bicategories and suppose we have a
pseudofunctor F : B→ C. Then we define the restriction of F to be the pseudofunctor F : B→ im(F) which
sends b to F(b). The fact that F(b) is indeed in the image is witnessed by |(b, refl)|.
Now everything is in place to construct the desired embedding into a univalent bicategory.
Problem 5.5.10. For each locally univalent bicategory B, to construct a univalent bicategory RC(B) and a
weak equivalence F : B→ RC(B).
Construction 5.5.11 (for Problem 5.5.10; rezk_completion_2_0). We define RC(B) to be the image of the
Yoneda embedding y : B→ Pseudo(Bop, Cat). Since the codomain of y is univalent by Theorem 5.3.14, the image
is univalent as well by Proposition 5.5.8. Note that the restriction gives rise to a pseudofunctor y : B→ RC(B).
It is essentially surjective by construction. Furthermore, y is a local equivalence by Corollary 5.5.6, and local
equivalences are preserved by restrictions. Hence, y is indeed a weak equivalence. 
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5.6. Displayed Bicategories
Now let us study how to construct more complicated univalent bicategories. To that end, we introduce
displayed bicategories, the bicategorical analog to the notion of displayed category developed in [7]. A
displayed (1-)category D over a given (base) category C consists of a family of objects over objects in C
and a family of morphisms over morphisms in C together with suitable displayed operations of composition
and identity. A category
∫
D is then constructed, the objects and morphisms of which are pairs of objects
and morphisms from C and D, respectively. Properties of
∫
D, in particular univalence, can be shown from
analogous, but simpler, conditions on C and D.
A prototypical example is the following displayed category over C :≡ Set: an object over a set X is a group
structure on X, and a morphism over a function f : X→ X ′ from group structure G (on X) to group structure
G ′ (on X ′) is a proof of the fact that f is compatible with G and G ′. The total category is the category of
groups, and its univalence follows from univalence of Set and a univalence property of the displayed data.
Just like in 1-category theory, many examples of bicategories are obtained by endowing previously
considered bicategories with additional structure. An example is the bicategory of pointed 1-types in U. The
objects in this bicategory are pairs of a 1-type A and an inhabitant a : A. The morphisms are pairs of a
morphism f of 1-types and a path witnessing that f preserves the selected points. Similarly, the 2-cells are
pairs of a homotopy p and a proof that this p commutes with the point preservation proofs. Thus, this
bicategory is obtained from 1-TypeU by endowing the cells on each level with additional structure.
Of course, the structure should be added in such a way that we are guaranteed to obtain a bicategory at
the end. Now let us give the formal definition of displayed bicategories.
Definition 5.6.1 (disp_bicat). Given a bicategory B, a displayed bicategory D over B is given by data
analogous to that of a bicategory, to which the numbering refers:
1.: for each a : B0 a type Da of displayed 0-cells over a;
2.: for each f : a→ b in B and ā : Da, b̄ : Db a type ā
f−→ b̄ of displayed 1-cells over f;
3.: for each θ : f⇒ g in B, f̄ : ā f−→ b̄ and ḡ : ā g−→ b̄ a set f̄ θ=⇒ ḡ of displayed 2-cells over θ
and dependent versions of operations and laws from Definition 5.2.1, which are
4.: for each a : B0 and ā : D0(a), we have id1(ā) : ā
id1(a)−−−−→ ā;
5.: for all 1-cells f : a → b, g : b → c, and displayed 1-cells f̄ : ā f−→ b̄ and ḡ : b̄ g−→ c̄, we have a
displayed 1-cell f̄ · ḡ : ā f·g−−→ c̄;
6.: for all f : B1(a,b), ā : D0(a), b̄ : D0(b), and f̄ : ā
f−→ b̄, we have id2(f̄) : f̄
id2(f)
====⇒ f̄;
7.: for 2-cells θ : f ⇒ g and γ : g ⇒ h, and displayed 2-cells θ̄ : f̄ θ=⇒ ḡ and γ̄ : ḡ γ−→ h̄, we have a
displayed 2-cell θ̄ • γ̄ : f̄ θ•γ==⇒ h̄.
8.: for each displayed 1-cell f̄ : ā f−→ b̄ and each displayed 2-cell ḡ θ=⇒ h̄, we have a displayed 2-cell
f̄ C θ̄ : f̄ · ḡ fCθ===⇒ f̄ · h̄ ;
9.: for each displayed 1-cell h̄ : b̄ h−→ c̄ and each displayed 2-cell θ̄ : f̄ θ=⇒ ḡ, we have a displayed 2-cell
θ̄ B h̄ : f̄ · h̄ θBh===⇒ ḡ · h̄;
10.: for each f̄ : ā f−→ b̄, we have displayed 2-cells λ(f̄) : id1(ā) · f̄
λ(f)
===⇒ f̄ and λ(f̄)−1 : f̄ λ(f)
−1
====⇒ id1(ā) · f̄;
11.: for each f̄ : ā f−→ b̄, displayed 2-cells ρ(f̄) : f̄ · id1(b̄)
ρ(f)
===⇒ f̄ and ρ(f̄)−1 : f̄ ρ(f)
−1
====⇒ f̄ · id1(b̄);
12.: for each f̄ : ā f=⇒ b̄, ḡ : b̄ g=⇒ c̄, and h̄ : c̄ h=⇒ d̄, we have displayed 2-cells α(f̄, ḡ, h̄) : f̄ ·(ḡ · h̄) α(f,g,h)=====⇒
(f̄ · ḡ) · h̄ and α(f̄, ḡ, h̄)−1 : (f̄ · ḡ) · h̄ α(f,g,h)
−1
=======⇒ f̄ · (ḡ · h̄).
Note that we use the same notation for the displayed and the non-displayed operations.
These operations are subject to laws, which are derived systematically from the non-displayed version.
Just as for displayed 1-categories, the laws of displayed bicategories are heterogeneous, because they are
transported along the analogous law in the base bicategory. For instance, the displayed left-unitary law for
identity reads as id2(f̄) • θ̄ =e θ̄, where e is the corresponding identity of Item 13 in Definition 5.2.1.
13. : id2(f) • θ =∗ θ, θ • id2(g) =∗ θ, θ • (γ • τ) =∗ (θ • γ) • τ;
14.: f C (id2 g) =∗ id2(f · g), f C (θ • γ) =∗ (f C θ) • (f C γ);
15.: (id2 f) B g =∗ id2(f · g), (θ • γ) B g =∗ (θ B g) • (γ B g);
16.: (id1(a) C θ) • λ(g) =∗ λ(f) • θ;
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17.: (θ B id1(b)) • ρ(g) =∗ ρ(f) • θ;
18.: (f C (g C θ)) • α(f,g, i) =∗ α(f,g,h) • ((f · g) C θ);
19.: (f C (θ B i)) • α(f,h, i) =∗ α(f,g, i) • ((f C θ) B i);
20.: (θ B (h · i)) • α(g,h, i) =∗ α(f,h, i) • ((θ B h) B i);
21.: λ(f) • λ(f)−1 =∗ id2(id1(a) · f), λ(f)−1 • λ(f) =∗ id2(f);
22.: ρ(f) • ρ(f)−1 =∗ id2(f · id1(b)), ρ(f)−1 • ρ(f) =∗ id2(f);
23.: α(f,g,h) • α(f,g,h)−1 =∗ id2(f · (g · h)), α(f,g,h)−1 • α(f,g,h) =∗ id2((f · g) · h);
24.: α(f, id1(b),g) • (ρ(f) B g) =∗ f C λ(f);
25.: α(f,g,h · i) • α(f · g,h, i) =∗ (f C α(g,h, i)) • α(f,g · h, i) • (α(f,g,h) B i).
The purpose of displayed bicategories is to give rise to a total bicategory together with a projection
pseudofunctor. They are defined as follows:





B D) which has:
(1) as 0-cells tuples (a, ā), where a : B and ā : Da;
(2) as 1-cells tuples (f, f̄) : (a, ā)→ (b, b̄), where f : a→ b and f̄ : ā f−→ b̄;
(3) as 2-cells tuples (θ, θ̄) : (f, f̄)⇒ (g, ḡ), where θ : f⇒ g and θ̄ : f̄ θ=⇒ ḡ.
We also have a projection pseudofunctor πD :
∫
D→ B.
As mentioned before, the bicategory of pointed 1-types is the total bicategory of the following displayed
bicategory.
Example 5.6.3 (p1types_disp, Example 5.3.12, Item 2 cont’d). Given a universe U, we build a displayed
bicategory of pointed 1-types over the base bicategory of 1-types in U (Example 5.2.7).
• For 1-type A in U, the objects over A are inhabitants of A.
• For f : A→ B with A,B 1-types in U, the maps over f from a to b are paths f(a) = b.
• Given two maps f,g : A → B, a homotopy p : f ∼ g, two points a : A and b : B, and paths
qf : f(a) = b and qg : g(a) = b, the 2-cells over p are paths qf = p(a) • qg.
The bicategory of pointed 1-types is the total bicategory of this displayed bicategory.
Example 5.6.4 (pgrpds). We define a displayed bicategory of pointed groupoids over the base bicategory
Grpd of groupoids.
• For a groupoid G, the objects over G are objects of G.
• For a functor F : G1 → G2 between groupoids G1 and G2, the displayed 1-cells over F from x to y
are isomorphisms F(a) ∼= b.
• Given two functors F1, F2 : G1 → G2, a natural transformation n : F1 ⇒ F2, two points x : G1 and
y : G2, and isomorphisms q1 : F1(x) ∼= y and q2 : F2(x) = y, the displayed 2-cells over n are paths
p(a) • qg = qf.
The bicategory of pointed groupoids is the total bicategory of this displayed bicategory.
Example 5.6.5 (disp_fullsubbicat). Given a bicategory B and a predicate on 0-cells P : B0 → hProp,
define a displayed bicategory D over B such that Dx :≡ P(x), and the types of displayed 1-cells and 2-cells are
the unit type. The total bicategory of D provides a formal construction of the full subbicategory of B with
cells satisfying P introduced in Example 6.2.12. In particular, a 1-cell in the total bicategory of D is a pair
consisting of a 1-cell from B and the unique inhabitant of the unit type. Similarly for 2-cells.
We end this section presenting several general constructions of displayed bicategories.
Definition 5.6.6 (Various constructions of displayed bicategories).
(1) (disp_dirprod_bicat) Given displayed bicategories D1 and D2 over a bicategory B, we construct
the product D1 × D2 over B. The 0-cells, 1-cells, and 2-cells are pairs of 0-cells, 1-cells, and 2-cells
respectively.
(2) (sigma_bicat) Given a displayed bicategory D over a base B and a displayed bicategory E over
∫
D,
we construct the sigma displayed bicategory
∑
D E over B as follows. The objects over a : B
are pairs (ā, e), where ā : Da and e : E(a,ā), the morphisms over f : a→ b from (ā, e) to (b̄, e ′) are
pairs (f̄,ϕ), where f̄ : ā f−→ b̄ and ϕ : e (f,f̄)−−→ e ′, and similarly for 2-cells.
(3) (trivial_displayed_bicat) Every bicategory D is, in a trivial way, a displayed bicategory over
any other bicategory B. Its total bicategory is the direct product B×D.
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(4) (disp_cell_unit_bicat) We say a displayed bicategory D over B is chaotic if, for each α : f⇒ g
and f̄ : ā f−→ b̄ and ḡ : ā g−→ b̄, the type f̄ α=⇒ ḡ is contractible. Let B be a bicategory and suppose we
have
• a type D0 and a type family D1 on B as in Definition 5.6.1;
• displayed 1-identities id1 and compositions (·) of displayed 1-cells as Definition 5.6.1.
Then we have a chaotic displayed bicategory D̂(D0, D1, id1, (·)) over B by stipulating that the
types of 2-cells are the unit type.
Now let us discuss two more examples of bicategories obtained from displayed bicategories: firstly,
monads internal to an arbitrary bicategory and secondly, Kleisli triples. In Construction 5.8.13, we construct
a biequivalence between the bicategory of Kleisli triples and the bicategory of monads internal to Cat.
Definition 5.6.7 (monad). Let B be a bicategory. Then we define a displayed bicategory M(B) over B such
that
• The displayed objects over a : B are monad structures on a. A monad structure on a consists of a
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The total bicategory of M(B) is the bicategory of monads internal to B.
Definition 5.6.8 (kleisli_triple_disp_bicat). We define a displayed bicategory K over Cat such that
• The displayed objects over C are Kleisli triples over C. These consist of a functionM : C0 → C0, for
each a : C an arrow η(a) : a→M(a), and for each arrow f : a→M(b), an arrow f∗ :M(a)→M(b)
such that the usual laws hold.
• The displayed 1-cells over a functor F : C→ D from MC to MD consists of isomorphisms FM from
MD(F(a)) to F(MC(a)) for each a : C0 such that the usual laws hold.
• The displayed 2-cells over n : F⇒ G from FM to GM are equalities
FM(a) · n(MC(a)) =MD(n(a)) ·GM(a).
The total bicategory of K is the bicategory of Kleisli triples.
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5.7. Displayed Univalence
Given a bicategory B and a displayed bicategory D over B, our goal is to prove the univalence of
∫
D
from conditions on B and D. For that, we develop the notion of univalent displayed bicategories. We start by
defining displayed versions of invertible 2-cells.
Definition 5.7.1 (is_disp_invertible_2cell). Given are a bicategory B and a displayed bicategory D over
B. Suppose we have objects a,b : B0, two 1-cells f,g : B1(a,b), and an invertible 2-cell θ : B2(f,g). Suppose
that we also have ā : D0(a), b̄ : D0(b), f̄ : ā
f−→ b̄, ḡ : ā g−→ b̄, and θ̄ : f̄ θ=⇒ ḡ. Then we say θ̄ is invertible if we
have γ̄ : ḡ θ
−1
===⇒ f̄ such that θ̄ • γ̄ and γ̄ • θ̄ are identities modulo transport over the corresponding identity
laws of θ.
A displayed invertible 2-cell over θ, where θ is an invertible 2-cell, is a pair of a displayed 2-cell θ̄
over θ and a proof that θ̄ is invertible. The type of displayed invertible 2-cells from f̄ to ḡ over θ is denoted
by f̄ ∼=θ ḡ.
Being a displayed invertible 2-cell is a proposition and the displayed 2-cell id2(f̄) over id2(f) is invertible.
Next we define displayed adjoint equivalences.
Definition 5.7.2 (disp_left_adjoint_equivalence). Given are a bicategory B and a displayed bicategory
D over B. Suppose we have objects a,b : B0 and a 1-cell f : B1(a,b) together with an adjoint equivalence
structure A on f. We write r, η, ε for the right adjoint, unit, and counit of f respectively. Furthermore,
suppose that we have ā : D0(a),b̄ : D0(b), and f̄ : ā
f−→ b̄. A displayed adjoint equivalence structure on
f̄ consists of
• A displayed 1-cell r̄ : b̄ r−→ ā;
• An invertible displayed 2-cell id1(ā)
η
=⇒ f̄ · r̄;
• An invertible displayed 2-cell r̄ · f̄ ε=⇒ id1(b̄).
In addition, two laws reminiscent of those in Definition 5.2.5 need to be satisfied.
A displayed adjoint equivalence over the adjoint equivalence A is a pair of a displayed 1-cell f̄ over
f together with a displayed adjoint equivalence structure on f̄. The type of displayed adjoint equivalences
from ā to b̄ over f is denoted by ā 'f b̄.
The displayed 1-cell id1(ā) is a displayed adjoint equivalence over id1(a).
Using these definitions, we define univalence of displayed bicategories similarly to univalence for ordinary
bicategories. Again we separate it in a local and global condition.
Definition 5.7.3 (DispUnivalence.v). Let D be a displayed bicategory over B.
(1) Let a,b : B, and ā : Da, b̄ : Db. Let f,g : a → b, let p : f = g, and let f̄ and ḡ be displayed
morphisms over f and g respectively. Then we define a function
disp_idtoiso2,1
p,f̄,ḡ
: f̄ =p ḡ→ f̄ ∼=idtoiso2,1f,g(p) ḡ
sending refl to the identity displayed isomorphism. We say that D is locally univalent if the map
disp_idtoiso2,1
p,f̄,ḡ
is an equivalence for each p, f̄, and ḡ.
(2) Let a,b : B, and ā : Da, b̄ : Db. Given p : a = b, we define a function
disp_idtoiso2,0
p,ā,b̄
: ā =p b̄→ ā 'idtoiso2,0a,b(p) b̄
sending refl to the identity displayed adjoint equivalence. We say that D is globally univalent if
the map disp_idtoiso2,0
p,ā,b̄
is an equivalence for each p, ā, and b̄.
(3) (disp_univalent_2) We call D univalent if it is both locally and globally univalent.
Now we give the main theorem of this paper. It says that the total bicategory
∫
B D is univalent if B and
D are.




D is locally univalent if B is locally univalent and D is locally univalent;
(2)
∫
D is globally univalent if B is globally univalent and D is globally univalent.
Proof. The main idea behind the proof is to characterize invertible 2-cells in the total bicategory as
pairs of an invertible 2-cell p in the base bicategory, and a displayed invertible 2-cell over p. Concretely, for
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the local univalence of D, we factor idtoiso2,1 as a composition of the following equivalences:





(f, f̄), (g, ḡ)
)
∑







The map w1 is just a characterization of paths in a sigma type. The map w2 turns equalities into (displayed)
invertible 2-cells, and it is an equivalence by local univalence of B and displayed local univalence of D. Finally,
the map w3 characterizes invertible 2-cells in the total bicategory.
The proof is similar in the case of global univalence. The most important step is the characterization of
adjoint equivalences in the total bicategory.
(a, ā) ' (b, b̄) ∼−→
∑
(p:a'b)
ā 'p b̄. 
To check displayed univalence, it suffices to prove the condition in the case where p is reflexivity. This
step, done by path induction, simplifies some proofs of displayed univalence.
Proposition 5.7.5. Given a displayed bicategory D over B, then D is univalent if the following maps are
equivalences:
• (fiberwise_ local_ univalent_ is_ univalent_ 2_ 1 )
disp_idtoiso2,1
refl(f),f̄,f′
: f̄ = f ′ → f̄ ∼=id2(f) f ′
• (fiberwise_ univalent_ 2_ 0_ to_ disp_ univalent_ 2_ 0 )
disp_idtoiso2,0
refl(a),ā,a′
: ā = a ′ → ā 'id1(a) a ′
Now we establish the univalence of several examples.
Example 5.7.6. The following bicategories and displayed bicategories are univalent:
(1) The category of pointed 1-types (see Example 5.6.3) is univalent (p1types_univalent_2).
(2) The full subbicategory (see Example 6.2.12) of a univalent bicategory is univalent (is_univalent_
2_fullsubbicat).
(3) The product of univalent displayed bicategories (Definition 5.6.6, Item 1) is univalent (is_
univalent_2_dirprod_bicat).
For the sigma construction, we give two conditions for the univalence of the total bicategory. If we
have univalent displayed bicategories D1 and D2 over B and
∫






D2) directly or we can show the displayed univalence of
∑
D1
D2. Note that the
second property could be necessary as an intermediate step for proving the univalence of a more complicated
bicategory. For the proof of displayed univalence of
∑
D1
D2, we need two assumptions on both displayed
bicategories.
Definition 5.7.7 (disp_locally_groupoid). A displayed bicategory is called locally groupoidal if all its
displayed 2-cells are invertible.
Definition 5.7.8 (disp_2cells_isaprop). A displayed bicategory D over a bicategory B is called locally
propositional if the type f̄ θ=⇒ ḡ of displayed 2-cells over θ is a proposition.







D2) (Definition 5.6.6, Item 2) is univalent (sigma_ is_ univalent_ 2 ).
(2) If D1 and D2 are locally propositional and groupoidal, then
∑
D1
D2 is displayed univalent (sigma_
disp_ univalent_ 2_ with_ props ).
Lastly, we give a condition for when the chaotic displayed bicategory is univalent.
Proposition 5.7.10 (disp_cell_unit_bicat_univalent_2). Let B be a univalent bicategory. Let D =
(D0, D1, id1, (·)) be a tuple as in Definition 5.6.6, Item 4, such that D0 is a set and D1 is a family of
propositions. Then the chaotic displayed bicategory associated with D is univalent if we have a map in the
opposite direction of disp_idtoiso2,0.
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5.8. Displayed Constructions
The idea of building bicategories by layering displayed bicategories does not only allow for modular
proofs of univalence, but also for the modular construction of maps between them, e.g., pseudofunctors and
biequivalences. In this section, we introduce the notions of displayed pseudofunctor and biequivalence, and
use them to build biequivalences. The first example we look at, extends the biequivalence between 1-types
and univalent groupoids in Example 5.2.18 to their pointed variants (Example 5.6.3 and Example 5.6.4).
Problem 5.8.1. To construct a biequivalence between pointed 1-types and pointed groupoids.
To construct the desired biequivalence, we first define displayed biequivalences over a given biequivalence
in the base and we show that it gives rise to a total biequivalence on the total bicategories. Since biequivalences
are defined using pseudofunctors, pseudotransformations, and invertible modifications, we first need to define
displayed analogues of these.
Definition 5.8.2 (disp_psfunctor). Suppose we have bicategories B and C, displayed bicategories D1 and
D2 over B and C respectively, and a pseudofunctor F : B→ C. Then a displayed pseudofunctor F̄ from D1
to D2 over F consists of
• For each a : B a map F̄0 : D1(a)→ D2(F(a));
• For every 1-cell f : a→ b and all displayed objects ā : D1(a) and b̄ : D1(b), a map sending f : ā
f−→ b̄
to F̄1(f) : F̄0(ā)
F(f)−−→ F̄0(b̄);




• For all objects a : B and displayed objects ā : D1(a), we have a displayed invertible 2-cell
F̄i(x̄) : id1(F̄0(x̄))
Fi(x)===⇒ F̄1(id1(x̄));
• For all displayed 1-cells f̄ : ā f−→ b̄ and ḡ : b̄ g−→ c̄, we have a displayed invertible 2-cell F̄c(f̄, ḡ) :
F̄1(f̄) · F̄1(ḡ)
Fc(f,g)
=====⇒ F̄1(f̄ · ḡ).
In addition, several laws similar to those in Definition 5.2.12 need to hold. They are just dependent variants
of them and they hold over the corresponding non-dependent law. Since the required laws are obtained in
the same way as in Definition 5.6.1, we do not show them here and instead refer the interested reader to the
formalization. We denote the type of displayed pseudofunctors from D1 to D2 over F by D1
F−→ D2.
Definition 5.8.3 (disp_pstrans). Suppose that we have bicategories B and C, pseudofunctors F,G : B→ C,
and a pseudotransformation η : F⇒ G. Suppose furthermore that we have displayed bicategories D1 and D2
over B and C, respectively, and displayed pseudofunctors F̄ and Ḡ from D1 to D2 over F and G, respectively.
Then a displayed pseudotransformation η̄ over η from F̄ to Ḡ is given by
• For each x : B and x̄ : D1(x) a displayed 1-cell η̄0(x̄) : F̄0(x̄)
η0(x)−−−→ Ḡ0(x̄);
• For all 1-cells f : x→ y, displayed objects x̄ : D1(x) and ȳ : D1(y) and displayed 1-cells f̄ : x̄
f−→ ȳ, a
displayed invertible 2-cell η̄1(f̄) : η̄0(x̄) · F̄2(f̄)
η1(f)
===⇒ F̄1(f̄) · η̄0(ȳ).
Again laws similar to those in Definition 5.2.13 need to hold and again they are derived similar to those in
Definition 5.6.1. We denote the type of displayed pseudotransformations from F̄ to Ḡ over η by F̄ η=⇒ Ḡ.
Definition 5.8.4 (disp_invmodification). Suppose that we have bicategories B and C, pseudofunctors
F,G : B→ C, pseudotransformations η, θ : F⇒ G, and an invertible modification m : ηV θ. In addition, we
are given displayed bicategories D1 and D2 over B and C respectively, displayed pseudofunctors F̄ : D1
F−→ D2
and Ḡ : D1
G−→ D2, and displayed pseudotransformations η̄ : F̄
η
=⇒ Ḡ and θ̄ : F̄ θ=⇒ Ḡ. Then a displayed
invertible modification from η̄ to θ̄ over m is given by a displayed invertible 2-cell η̄0(x̄)
m(x)
===⇒ θ̄0(x̄) for
each x : B and x̄ : D1(x). In addition, the dependent version of the law in Definition 5.2.14 needs to hold. We
denote the type of displayed invertible modifications from η̄ to θ̄ over m by η̄ m *4 θ̄ .
Note that we only define displayed invertible modifications instead of displayed modification, because we
only need the former to define biequivalences.
Each of these notions also has a total version. These are constructed in a similar way to the total
bicategory in Definition 5.6.2.
Problem 5.8.5. For each displayed gadget we discussed before, we have a total version.
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• (total_ psfunctor ) Given a displayed pseudofunctor F̄ : D1






















Construction 5.8.6 (for Problem 5.8.5). Each of the constructions is defined componentwise. For example,∫
F̄ on an object (x, x̄) is defined to be (F(x), F̄(x̄)). 
To define displayed biequivalences, we need composition and identity of displayed pseudofunctors and
pseudotransformations:
Definition 5.8.7. Suppose that B1, B2, and B3 are bicategories and that D1, D2, and D3 are displayed
bicategories over B1, B2, and B3, respectively. In addition, let F : B1 → B2 and G : B2 → B3 be pseudofunctors
and suppose we have displayed pseudofunctors F̄ from D1 to D2 and Ḡ from D2 to D3 over F and G, respectively.
• (disp_pseudo_id) We have the identity displayed pseudofunctor
id(D1) : D1
id(B1)−−−−→ D1.
• (disp_pseudo_comp) We have a composition displayed pseudofunctor
F̄ · Ḡ : D1
F·G−−→ D3.
• (disp_id_pstrans) We have a displayed identity pseudotransformation id1(F̄) : F̄
id1(F)
====⇒ F̄.
• (disp_comp_pstrans) Suppose, we also have pseudofunctors F ′, F ′′ : B1 → B2 and pseudotransfor-
mations η : F ⇒ F ′ and θ : F ′ ⇒ F ′′. If we also have displayed pseudofunctors F̄ ′ : D1
F′−→ D2 and
F̄ ′′ : D1
F′′−→ D2 and displayed pseudotransformations η̄ : F̄
η
=⇒ F̄ ′ and θ̄ : F̄ ′ θ=⇒ F̄ ′′, then we have a
composition displayed pseudotransformation η̄ • θ̄ : F̄ η•θ==⇒ F̄ ′′.
Now we have developed sufficient displayed machinery to define displayed biequivalences.
Definition 5.8.8 (disp_is_biequivalence_data). Let D1 and D2 be displayed bicategories over bicategories
B and C, respectively. Suppose that we have a biequivalence L : B → C. We use the naming from
Definition 5.2.17. Then a displayed biequivalence from D1 to D2 over L consists of
• A displayed pseudofunctor L̄ : D1
L−→ D2;
• A displayed pseudofunctor R̄ : D2
R−→ D1;
• Displayed pseudotransformations η̄ : R̄ · L̄ η=⇒ id(D2) and ηi : id(D2)
ηi==⇒ R̄ · L̄;
• Displayed pseudotransformation ε̄ : L̄ · R̄ ε=⇒ id(D1) and εi : id(D1)
εi==⇒ L̄ · R̄;
• Displayed invertible modifications
m1 : η̄ • ηi
m1 *4 id1(R̄ · L̄) m2 : ηi • η̄
m2 *4 id1(id(D2))
• Displayed invertible modifications
m3 : ε̄ • εi
m3 *4 id1(L̄ · R̄) m4 : εi • ε̄
m4 *4 id1(id(D1))
Note that the total variant of each example in Definition 5.8.8 is its non-displayed analogue. Displayed
biequivalences give rise to a total biequivalence between their associated total bicategories.
Problem 5.8.9. Let B and C be bicategories and suppose we have a biequivalence L : B → C. If we have
displayed bicategories D1 and D2 over B and C, then each displayed biequivalence L̄ from D1 to D2 over L







Construction 5.8.10 (for Problem 5.8.9; total_is_biequivalence). The pseudofunctors, pseudotransfor-
mations, and invertible modifications are constructed using Construction 5.8.6. 
Note that to construct a displayed biequivalence, one must show several laws and construct multiple
displayed invertible 2-cells. If the involved displayed bicategories are locally groupoidal (Definition 5.7.7)
and locally propositional (Definition 5.7.8), then constructing a displayed biequivalence is simpler. This is
because all the necessary laws follow immediately from local propositionality and all the involved displayed
2-cells are invertible. With all this in place, we finally show how to construct the desired biequivalence in
Problem 5.8.1 with displayed machinery.
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Construction 5.8.11 (for Problem 5.8.1). By Problem 5.8.9 it suffices to construct a displayed biequivalence.
We only show how to construct the required displayed pseudofunctor from points on 1-types to points on
groupoids.
• Given a 1-type X and a point x : X, we need to give an object of PathGrpd(X), for which we take x.
• If we have 1-types X and Y with points x : X and y : Y, and a function f : X → Y with a path
pf : f(x) = y, then we need to construct an isomorphism between f(x) and y in PathGrpd(X). It is
given by pf.
• Suppose we have 1-types X and Y with points x : X and y : Y. Furthermore, suppose we have a
homotopy s : f ∼ g between functions f,g : X→ Y, paths pf : f(x) = y and pg : g(x) = y, and a path
h : pf = s(x) • pg. Then the required displayed 2-cell is the inverse of h.
The compositor and the identitor are both the reflexivity path. 
As a final example, we construct a biequivalence between the bicategory of monads internal to Cat and
the bicategory of Kleisli triples.
Problem 5.8.12. To construct a biequivalence between monads and Kleisli triples.
Construction 5.8.13 (for Problem 5.8.12; Monad_biequiv_Ktriple). Note that the bicategory of monads
and Kleisli triples are defined as the total bicategories of Definition 5.6.7 and Definition 5.6.8, respectively.
Hence, by Problem 5.8.9, it is sufficient to construct a displayed biequivalence between the respective displayed
bicategories. For the details on this construction, we refer the reader to the formalization. 
5.9. Univalence of Complicated Bicategories
In this section, we demonstrate the power of displayed bicategories on a number of complicated examples.
We show the univalence of the bicategory of pseudofunctors between univalent bicategories and of univalent
categories with families. In addition, we give two constructions to define univalent bicategories of algebras.
5.9.1. Pseudofunctors. As promised, we use displayed bicategories to prove Theorem 5.3.14. For the
remainder, fix bicategories B and C such that C is univalent. Recall that a pseudofunctor consists of an action
on 0-cells, 1-cells, 2-cells, a family of 2-cells witnessing the preservation of composition and identity 1-cells,
such that a number of laws are satisfied.
To construct the bicategory Pseudo(B, C) of pseudofunctors, we start with a base bicategory whose
objects are functions from B0 to C0. Then we add structure to the base bicategory in several layers. Each
layer is given as a displayed bicategory over the total bicategory of the preceding one. The first layer consists
of actions of the pseudofunctors on 1-cells. On its total bicategory, we define three displayed bicategories:
one for the compositor, one for the identitor, and one for the action on 2-cells. We take the total bicategory
of the product of these three displayed bicategories. Finally, we take the full subbicategory of that total
bicategory on those objects that satisfy the axioms of a pseudofunctor. To show its univalence, we show the
base and each layer are univalent.
Now let us look at the formal definitions.
Definition 5.9.1 (ps_base). The bicategory Base(B, C) is defined as follows.
• The objects are maps B0 → C0;








The operations are defined pointwise.
Next we define a displayed bicategory over Base(B, C). The displayed 0-cells are actions of pseudofunctors
on 1-cells. The displayed 1-cells over η0 are 2-cells witnessing the naturality of η0. The displayed 2-cells over
Γ are equalities which show that Γ is a modification.
Definition 5.9.2 (map1cells_disp_bicat). The displayed bicategory Map1D(B, C) over Base(B, C) is defined
as follows:




B1(X, Y)→ C1(F0(X), F0(Y));




η0(X) ·G1(f)⇒ F1(f) · η0(Y);
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• the displayed 2-cells over Γ : η0(x)⇒ β0(x) from η1 to β1 are equalities∏
(X,Y:B0)(f:X→Y)
η1(f) • (F1(f) C Γ(Y)) = (Γ(X) B G1(f)) • β1(f).
We denote the total bicategory of Map1D(B, C) by Map1(B, C). Now we define three displayed bicategories
over Map1(B, C). Each of them is defined as a chaotic displayed bicategory (Item 4 in Definition 5.6.6).
Definition 5.9.3 (identitor_disp_cat). The displayed bicategory MapId(B, C) over Map1(B, C) is defined
as follows:





• The displayed morphisms over (η0,η1) from Fi to Gi are equalities
ρ(η0(X)) • λ(η0(X))−1 • (Fi(X) B η0(X)) = (η0(X) C Gi(X)) • η1(id1(X)).
Definition 5.9.4 (compositor_disp_cat). The displayed bicategory MapC(B, C) over Map1(B, C) is defined
as follows:




F1(f) · F1(g)⇒ F1(f · g);
• The displayed morphisms over (η0,η1) from Fc to Gc consists of equalities
α • (η1(f) B G1(g)) • α−1 • (F1(f) C η1(g)) • α • (Fc B η0(Z)) = (η0(X) C Gc) • η1(f · g)
for all X, Y,Z : B0, f : B1(X, Y) and g : B1(Y,Z).
Definition 5.9.5 (map2cells_disp_cat). The displayed bicategory Map2D(B, C) over Map1(B, C) is defined
as follows:




(f⇒ g)→ (F1(f)⇒ F1(g));
• The displayed morphisms over (η0,η1) from F2 to G2 consist of equalities∏
(θ:f⇒g)
(η0(X) C G2(θ)) • η1(g) = η1(f) • (F2(θ) B η0(Y)).
We denote the total bicategory of the product of the displayed bicategories Map2D(B, C), MapId(B, C),
and MapC(B, C) by RawPseudo(B, C). Its objects are of the form ((F0, F1), (F2, Fi, Fc)), its 1-cells are pseudo-
transformations, and its 2-cells are modifications. However, its objects are not yet pseudofunctors, because
those also need to satisfy the laws in Definition 5.2.12.
Definition 5.9.6 (psfunctor_bicat). We define the bicategory Pseudo(B, C) as the full subbicategory of
RawPseudo(B, C) where the objects satisfy the following laws
• F2(id2(f)) = id2(F1(f)) and F2(f • g) = F2(f) • F2(g);
• λ(F1(f)) = (Fi(a) B F1(f)) • Fc(id1(a), f) • F2(λ(f));
• ρ(F1(f)) = (F1(f) C Fi(b)) • Fc(f, id1(b)) • F2(ρ(f));
• (F1(f) • Fc(g,h)) • Fc(f,g · h) • F2(α) = α • (Fc(f,g) B F1(h)) • Fc(f · g,h);
• Fc(f,g1) • F2(f C θ) = (F1(f) C F2(θ)) • Fc(f,g2);
• Fc(f1,g) • F2(θ B g) = (F2(θ) B F1(g)) • Fc(f2,g);
• Fi(X) and Fc(f,g) are invertible 2-cells.
Note that the objects, 1-cells, and 2-cells of the resulting bicategory correspond to pseudofunctors (Defi-
nition 5.2.12), pseudotransformations (Definition 5.2.13), and modifications (Definition 5.2.14) respectively.
Each displayed layer in this construction is univalent. In addition, if C is univalent, then so is Base(B, C). All
in all, the results of this subsection can be summarized as follows.
Definition 5.9.7. Given bicategories B and C, we define a bicategory Pseudo(B, C) whose objects are
pseudofunctors, 1-cells are pseudotransformations, and 2-cells are modifications.
Theorem 5.9.8. If C is univalent, then so is Pseudo(B, C).
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5.9.2. Algebraic Examples. Next, we show how to use displayed bicategories to construct univalent
bicategories of algebras for some signature. We consider signatures that specify operations, equations, and
coherencies on those equations. More specifically, a signature consists of a pseudofunctor F (specifying
the operations), a finite set of pairs of pseudotransformations li and ri (specifying the equations), and a
proposition P (specifying the coherencies) which can refer to F and the li and ri. An algebra on such a
signature consists of an object X, a 1-cell h : F(X) → X, 2-cells li(X) ⇒ ri(X), such that the predicate P is
satisfied by all this data.
To define the bicategory of algebras on a signature, we define three displayed bicategories which add
the operations, equations, and coherencies. Since the equations can make use of the operations and the
coherencies can refer to the equations, the displayed bicategories must be layered suitably. More specifically,
starting with a bicategory B and a pseudofunctor F : B → B, we first define a displayed bicategory whose
displayed objects are algebras on F. On top of its total bicategory, we give a displayed bicategory which adds
2-cells (modeling equations) to the structure. This gives rise to another total bicategory. Finally, we consider
the full subbicategory of the latter total bicategory consisting of all objects satisfying the desired coherencies.
The objects of the resulting total bicategory are models for the signature we started with.
To illustrate our approach, we show how to define the bicategory of monads internal to a bicategory, as
discussed in Definition 5.6.7. A monad internal to a bicategory B consists of, among others, a 0-cell X : B
and 1-cell X → X as an “operation”. Such structure is encapsulated by algebras for a pseudofunctor and
pseudomorphisms between those algebras.
Definition 5.9.9 (disp_alg_bicat). Let B be a bicategory and let F : B→ B be a pseudofunctor. We define
a displayed bicategory AlgD(F).
• The objects over a : B are 1-cells F(a)→ a.
• The 1-cells over f : B1(a,b) from ha : F(a) → a to hb : F(b) → b are invertible 2-cells ha · f ⇒
F1(f) · hb.
• Given f,g : B1(a,b), algebras ha : F(a) → a and hb : F(b) → b, and hf and hg over f and g










+3 F1(g) · hb
We write Alg(F) for the total category of AlgD(F).
Theorem 5.9.10 (bicat_algebra_is_univalent_2). Let B be a bicategory and let F : B → B be a
pseudofunctor. If B is univalent, then so is Alg(F).
Example 5.9.11 (Example 5.6.3 cont’d). The bicategory of pointed 1-types is the bicategory of algebras
for the constant pseudofunctor F(a) = 1.
Returning to the example of monads, define M1 to be Alg(id(B)). Objects of M1 consist of an X : B0 and
a 1-cell X→ X. To refine this further, we need to add 2-cells corresponding to the unit and the multiplication.
We do this by defining two displayed bicategories over M1.
In general, the construction for building algebras with 2-cells (which model “equations”) looks as follows.
Suppose that we have a displayed bicategory D over some B. Our goal is to define a displayed bicategory over∫
D where the displayed 0-cells are certain 2-cells in B. The endpoints for these 2-cells are choices of 1-cells
that are natural in objects, thus they are given by pseudotransformations l, r. The source of the endpoints is
πD · S for some S : B→ B, and the target is πD · id(B) where πD is the projection from
∫
D to B. The source
pseudofunctor S : B→ B determines the shape of the free variables that occur in the endpoints. Note that
the target of the endpoint is πD · id(B), instead of πD, which is symmetric to the source πD · S. This allows
us to construct such transformations by composing them.
Thus, pseudotransformations l, r : πD · S→ πD · id(B) give 1-cells l(a,ha), r(a,ha) : B1(S(a),a) for each
(a,ha) :
∫
D. By allowing l and r to depend not only on the 0-cell a : B, but also on the displayed cell
ha : D(a), the endpoints can refer to the operations that were added as part of algebras in Definition 5.9.9.
Formally, the construction that adds 2-cells from l(a) to r(a) is defined as the following displayed bicategory.
Definition 5.9.12 (add_cell_disp_cat). Suppose that D is a displayed bicategory over B. Let S : B→ B be
a pseudofunctor and let l, r : πD · S→ πD · id(B) be pseudotransformations. We define a displayed bicategory
Add2Cell(D, l, r) over
∫
D as a chaotic displayed bicategory (c.f. Item 4 in Definition 5.6.6).
• The objects over (a,ha) are 2-cells l(a,ha)⇒ r(a,ha).
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• The morphisms over (f, f̄) :
∫
D((a,ha), (b,hb)) from α : l(a,ha) → r(a,ha) to β : l(b,hb) →










+3 S(f) · r(b,hb)
Theorem 5.9.13. The displayed bicategory Add2Cell(D, l, r) is locally univalent (add_ cell_ disp_ cat_
univalent_ 2_ 1 ). Moreover, if C is locally univalent and D is locally univalent, then Add2Cell(D, l, r) is
globally univalent (add_ cell_ disp_ cat_ univalent_ 2_ 0 ).
Returning to the example of monads, let us use Definition 5.9.12 to add the unit and the multiplication
2-cells to the structure of M1. We can add the unit and the multiplication separately, as two displayed
bicategories. For the unit, we pick the source pseudofunctor S(a) = a and the endpoints are defined as
l(a, f : a→ a) = id0(a) and r(a, f : a→ a) = f. For the multiplication, we use the same source pseudofunctor
and the same right endpoint, but we pick the left endpoint to be l(a, f : a→ a) = f · f.
Let M2 ′ be the product of these two displayed bicategories, displayed over
∫
M1. We use the sigma
construction (c.f. Item 2 in Definition 5.6.6) to obtain a displayed bicategory M2 over B. It is almost the
bicategory of monads internal to B. To finalize the construction, we need to require the structures in M2
to satisfy the monadic laws: for each object (f,η,µ) in
∫
M2 the diagrams from Definition 5.6.7 need to
commute. We construct the final bicategory M(B) (as in Definition 5.6.7) as the full subbicategory of
∫
M2
with respect to these laws. Again to guarantee that M(B) is displayed over B, we use the sigma construction.
From Proposition 5.7.9, theorems 5.9.10 and 5.9.13, and example 5.7.6 we conclude:
Theorem 5.9.14 (bigmonad_is_univalent_2). If B is univalent, then so is M(B).
5.9.3. Categories with Families. Finally, we discuss the last example: the bicategory of (univalent)
categories with families (CwFs) [51]. We follow the formulation by Fiore (described as “dependent context
structures” in [55]) and Awodey [19, Section 1], which is already formalized in UniMath [8]: a CwF consists
of a category C, two presheaves Ty and Tm on C, a morphism p : Tm→ Ty, and a representation structure
for p.
However, rather than defining CwFs in one step, we use a stratified construction yielding the sought
bicategory as the total bicategory of iterated displayed layers. The base bicategory is Cat (cf. Example 5.2.8).
The second layer of data consists of two presheaves, each described by the following construction.
Definition 5.9.15 (disp_presheaf_bicat). Define the displayed bicategory PShD over Cat:
• The objects over C are functors from Cop to the univalent category Set;
• The 1-cells from T : C→ Set to T ′ : D→ Set over F : C→ D are natural transformations from T to
Fop · T ′;
• The 2-cells from β : T ⇒ Fop · T ′ to β ′ : T ⇒ Gop · T ′ over γ : F⇒ G are equalities
β = β ′ • (γop B T ′).
Denote by CwF1 the total category of the product of PShD with itself. An object in CwF1 consists of
a category C and two presheaves Ty, Tm : Cop → Set. The third piece of data is a natural transformation
between them.
Definition 5.9.16 (morphisms_of_presheaves_display). We define a displayed bicategory dCwF2 on CwF1
as the chaotic displayed bicategory (Item 4 in Definition 5.6.6) such that
• The objects over (C, (Ty, Tm)) are natural transformations from Ty to Tm.
• Suppose we have two objects (C, (Ty, Tm)) and (C ′, (Ty ′, Tm ′)), two natural transformations p :
Tm⇒ Ty and p ′ : Tm ′ ⇒ Ty ′, and suppose we have a 1-cell f from (C, (Ty, Tm)) to (C ′, (Ty ′, Tm ′)).
Note that f consists of a functor F : C → C ′ and two transformations β : Ty ⇒ Fop ◦ Ty ′ and
β ′ : Tm⇒ Fop ◦ Tm ′. Then a 1-cell over f is an equality
p • β = β ′ • (Fop C p ′).
With dCwF2 and the sigma construction from Item 2 in Definition 5.6.6, we get a displayed bicategory
over Cat and we denote its total bicategory by CwF2. As the last piece of data, we add the representation
structure for the morphism p of presheaves.
Definition 5.9.17 (cwf_representation). Given a category C together with functors Ty, Tm : Cop → Set
and a natural transformation p : Tm ⇒ Ty, we say isCwF(C, Ty, Tm,p) if for each Γ : C and A : Ty(Γ), we
have a representation of the fiber of p over A.
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A detailed definition can be found in [8, Definition 3.1]. Since C is univalent, the type isCwF(C, Ty, Tm, p)
is a proposition, and thus we define CwF as a full subbicategory of CwF2.
Proposition 5.9.18 ([8, Lemma 4.3] , isaprop_cwf_representation). The type isCwF(C, Ty, Tm, p) is a
proposition.
Definition 5.9.19 (cwf). We define CwF as the full subbicategory of dCwF2 with isCwF.
Theorem 5.9.20 (cwf_is_univalent_2). CwF is univalent.
5.10. Conclusions and Further Work
In the present work, we studied univalent bicategories. Showing that a bicategory is univalent can be
challenging; to simplify this task, we introduced displayed bicategories, which provide a way to modularly
reason about involved bicategorical constructions. We then demonstrated the usefulness of displayed
bicategories by using them to show that certain complicated bicategories are univalent. The same occurs for
many other basic notions and constructions such as pseudofunctors, pseudotransformations, modifications,
and biequivalences: the displayed approach allows one to stratify their presentation and thus it eases reasoning
on such objects.
For the practical mechanization of mathematics in a computer proof assistant, two issues may arise when
building elaborate bicategories as the total bicategory of iterated displayed bicategories. Firstly, the structures
may not be parenthesized as desired. This problem can be avoided or at least alleviated through a suitable
use of the sigma construction of displayed bicategories (Item 2 in Definition 5.6.6). Secondly, “meaningless”
terms of unit type may occur in the cells of this bicategory. We are not aware of a way of avoiding these
occurrences while still using displayed bicategories. However, both issues can be addressed through the
definition of a suitable “interface” to the structures, in form of “builder” and projection functions, which build,
or project a component out of, an instance of the structure. The interface hides the implementation details
of the structure, and thus provides a welcome separation of concerns between mathematical and foundational
aspects.
We have only started, in the present work, the development of bicategory theory in univalent foundations
and its formalization, and we have several future goals.
First, we aim to extend our formalization to include further general results about bicategory theory, such
as the universal property of the Rezk completion (see Section 5.5) or the Equivalence Principle (i.e., to show
that identity is biequivalence for univalent bicategories).
Next, the envisioned displayed machinery can be used to study the semantics of higher inductive types
(HITs). In particular, the existence of higher inductive 1-types can be reduced to an analogous problem in
the groupoid model, where the results of Dybjer and Moenclaey [52] apply.
Displayed notions naturally appear in Clairambault and Dybjer’s pair of biequivalences FL // CwFIext,Σdemoo
and LCC // CwFIext,Σ,Πdemoo relating categories with families equipped with structure modeling type and term
formers to finite limit categories and locally cartesian closed categories, respectively [43]. Here, the latter
biequivalence is an “extension” of the former; this can be made formal by a displayed biequivalence relating
the Π-structure with the locally cartesian closed structure.
More generally, we aim to use the displayed machinery when extending to the bicategorical setting the
comparison of different categorical structures for type theories started in [8].

CHAPTER 6
Constructing Higher Inductive Types as Groupoid Quotients
6.1. Introduction
The Martin-Löf identity type, also known as propositional equality, represents provable equality in
type theory [98]. This type is defined polymorphically over all types and has a single introduction rule
representing reflexivity. The eliminator, often called the J-rule or path induction, is used to prove symmetry
and transitivity. Note that in particular, we can talk about the identity type of an already established identity
type. This can be iterated to obtain an infinite tower of types, which has the structure of an ∞-groupoid
[30, 92].
The J-rule is also the starting point of homotopy type theory [128]. In that setting, types are seen as
spaces, terms are seen as points, proofs of identity of terms are seen as paths, and proofs of identity between
identities are seen as homotopies. In mathematical terms, type theory can be interpreted in many Quillen
model categories [21], as for example simplicial sets [75]. In the simplicial model, not every two inhabitants
of the identity type are equal, which is also the case in the groupoid model [68, 70] and the cubical sets
model [32].
If we assume enough axioms, then we can construct types for which we can prove that not every two
inhabitants of the identity type are equal. One example is the universe if one assumes the univalence axiom
[128]. Other examples can be obtained by using higher inductive types (HITs).
Higher inductive types generalize inductive types by allowing constructors for paths, paths between
paths, and so on. While inductive types are specified by giving the arities of the operations [50], for higher
inductive types one must also specify the arities of the paths, paths between paths, and so on. The resulting
higher inductive type is freely generated by the provided constructors. To make this concrete, let us look at
some examples [128]:
Inductive S1 :=
| baseS1 : S
1
| loopS1 : baseS1 = baseS1
Inductive T2 :=
| base : T2
| loopl, loopr : base = base
| surf : loopl • loopr = loopr • loopl
The first one, S1, represents the circle. It is generated by a point constructor baseS1 : S1 and a path
constructor loopS1 : baseS1 = baseS1 . The second one, T2, represents the torus. This type is generated
by a point constructor base, two path constructors loopl and loopr of type base = base, and a homotopy
constructor surf : loopl • loopr = loopr • loopl where p • q denotes the concatenation of p and q. Note that
path and homotopy constructors depend on previously given constructors in the specification. For both types,
introduction, elimination, and computation rules can be given [128].
In this paper, we study a schema of higher inductive types that allows defining types by giving constructors
for the points, paths, and homotopies. All of these constructors can be recursive, but they can only have
a finite number of recursive arguments. Concretely, this means that every inhabitant can be constructed
as a finitely branching tree. Note that recursion is necessary to cover examples such as the set truncation,
algebraic theories, and the integers. Such HITs are called finitary. A similar scheme was studied by Dybjer
and Moeneclaey and they interpret HITs on this scheme in the groupoid model [52].
Say that a type X is 1-truncated if for all x,y : X, p,q : x = y, and r, s : p = q we have r = s, and a
1-type is a type which is 1-truncated. In terms of the ∞-groupoid structure mentioned before, such types
are 1-groupoids. An example of a 1-type is S1 [91], which we mentioned before, and another one is the
classifying space of a group [89]. Groupoids are related to 1-types via the groupoid quotient [118], which
takes a groupoid G and returns a 1-type whose points are objects of G identified up to isomorphism.
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The main goal of this paper is to show that finitary 1-truncated higher inductive types can be derived
from simpler principles. More specifically, every finitary 1-truncated HIT can be constructed in a type theory
with propositional truncations, set quotients, and groupoid quotients. Note that the set quotient is a special
instance of the groupoid quotient. The result of this paper can be used to simplify the semantic study of
finitary 1-truncated HITs. Instead of verifying the existence of a wide class of HITs, one only needs to check
the existence of propositional truncations and groupoid quotients.
Moreover, we employ our framework for HITs for the development of 2-dimensional universal algebra.
Each HIT discussed in the paper comes with a notion of algebra: a 1-type (or a groupoid) which is closed
under the introduction rules of the HIT. Algebras for a HIT form a bicategory. We prove that this bicategory
has PIE limits. Moreover, all its morphisms admit a factorization analogous to the one given by the first
isomorphism theorem. Our framework also allows the construction of the free algebra for a signature,
generalizing the notion of term algebra in (1-dimensional) universal algebra.
Lastly, we show how to exploit our construction of HITs via the groupoid quotient to calculate the
fundamental group of some HITs.
The contributions of this paper are summarized as follows
• An internal definition of signatures for HITs which allow path and homotopy constructors (Definition
6.3.4);
• Bicategories of algebras in both 1-types and groupoids (Definition 6.3.16);
• A proof that biinitial algebras in 1-types satisfy the induction principle (Proposition 6.4.17);
• A biadjunction between the bicategories of algebras in 1-types and algebras in groupoids (Con-
struction 6.5.12);
• A construction of 1-truncated HITs from the groupoid quotient (Construction 6.6.4), which shows
that such HITs exist. This is the main contribution of this paper;
• PIE limits in the bicategories of algebras in 1-types (Section 6.8);
• The definition of the free algebra for a signature as a HIT (Definition 6.9.1);
• A proof of the first isomorphism theorem for 1-types (Theorem 6.10.9);
• An alternative approach for calculating the fundamental groups of some HITs (Section 6.11).
Related Work. Various schemes of higher inductive types have been defined and studied. Awodey et al.
studied inductive types in homotopy type theory and prove initial algebra semantics [22]. Sojakova extended
their result to various higher inductive types, among which are the groupoid quotient, W-suspensions, and the
torus [117, 118]. Basold et al. [25] defined a scheme for HITs allowing for both point and path constructors,
but no higher constructors, and a similar scheme is given by Moeneclaey [100]. Dybjer and Moeneclaey
extended this scheme by allowing homotopy constructors and they give semantics in the groupoid model [52].
In the framework of computational higher-dimensional type theory [17], Cavallo and Harper defined indexed
cubical inductive types and prove canonicity [40]. Altenkirch et al. defined quotient inductive-inductive types,
which combine the features of quotient types with inductive-inductive types [58, 10]. Kovács and Kaposi
extended this syntax to higher inductive-inductive types [73], which can be used to define not necessarily
set-truncated types. The scheme studied in this paper, is most similar to the one by Dybjer and Moeneclaey
[52] with the restriction that each type has a constructor indicating that the type is 1-truncated. In particular,
this means that inductive-inductive types are not considered. Note that the HITs we study only have the
right elimination property with respect to 1-types, unlike W-suspensions [117, 118].
Higher inductive types have already been used for numerous applications. One of them is synthetic
homotopy theory. Spaces, such as the real projective spaces, higher spheres, and Eilenberg-MacLane spaces,
can be defined as higher inductive types [87, 89, 37, 128]. The resulting definitions are strong enough to
determine homotopy groups [87, 91]. In addition, algebraic theories can be modeled as HITs, which allows
one to define finite sets as a higher inductive type [60]. Other applications of HITs include homotopical
patch theory, which provides a way to model version control systems [18], and modeling data types such
as the integers [25, 16]. Besides, quotient inductive-inductive types can be used to define the partiality
monad [11]. These types can also be used to define type theory within type theory [12] and to prove its
normalization [14]. Since the HITs in this paper are 1-truncated, they are able to express term algebras of
finitary algebraic theories. For examples such as real projective spaces and higher spheres, we can only define
their 1-truncation.
Several classes of higher inductive types have already been reduced to simpler ones. Both Van Doorn and
Kraus constructed propositional truncations from non-recursive higher inductive types [49, 76]. Using the
join construction, Rijke constructed several examples of HITs, namely n-truncations, the Rezk completion,
and set quotients [113]. Awodey et al. gave an impredicative construction of finitary inductive types and
some HITs [20]. Constructions of more general classes of HITs have also been given. Assuming UIP, Kaposi
et al. constructed all finitary quotient inductive-inductive types from a single one [74], and without UIP, Van
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der Weide and Geuvers constructed all finitary set truncated HITs from quotients [139]. Note that these two
works only concern set truncated HITs while our work concerns 1-truncated HITs. Furthermore, the HITs
considered by Van der Weide and Geuvers are a special case of the HITs in this paper.
An alternative way to verify the existence of higher inductive types, is by constructing them directly
in a model. Coquand et al. interpreted several HITs in the cubical sets model [32, 47]. Note that one can
constructively prove univalence in the cubical sets model [45] and that cubical type theory satisfies homotopy
canonicity [48]. Furthermore, cubical type theory has been implemented in Agda with support for higher
inductive types [135]. Lumsdaine and Shulman give a semantical scheme for HITs and show that these can
be interpreted in sufficiently nice model categories [95].
Lastly, there are other approaches to 2-dimensional universal algebra. Blackwell et al. study 2-dimensional
universal algebra in a syntax-less fashion: they define 2-categories of algebras of a given 2-monad [35]. Their
main result says that these 2-categories support limits and colimits. On the contrast, our approach is based
on a concrete notion of signature, which represents the syntax. Note that by Corollary 6.9.6, each signature
gives rise to a pseudomonad and as such, the work by Blackwell et al. considers a more general version of
2-dimensional universal algebra.
Formalization. All results in this paper are formalized in Coq [?] using UniMath [137]. The formalization
uses the version with git hash 2dadfb61 and can be found here:
https://github.com/nmvdw/GrpdHITs/tree/extended
Overview. We start by recalling the groupoid quotient and displayed bicategories in Section 6.2. Displayed
bicategories are our main tool to construct the bicategory of algebras for a signature. In Section 6.3, we
define signatures and show that each signature gives rise to a bicategory of algebras in both 1-types and
groupoids. The notion of a higher inductive type on a signature is given in Section 6.4. There, we also
prove initial algebra semantics, which says that biinitiality is a sufficient condition for being a HIT. To
construct the desired higher inductive type, we use the groupoid quotient, and in Section 6.5 we lift this
to a biadjunction on the level of algebras. As a consequence, constructing the initial algebra of a signature
in groupoids is sufficient to construct the desired higher inductive type. In Section 6.6, we construct the
desired initial algebra and we conclude that each signature has an associated higher inductive type. Next we
discuss more examples of HITs in Section 6.7 and there we also show how to obtain monoidal objects and
coherent 2-groups as algebras for certain signatures. After that we study 2-dimensional universal algebra
with our signatures. More specifically, we construct PIE limits of algebras in Section 6.8, the free algebra for
a signature in Section 6.9, and we prove the first isomorphism theorem in Section 6.10. The final topic we
discuss, is the calculation of fundamental groups. In Section 6.11, we use the way we constructed higher
inductive types to determine the fundamental group of the circle, the torus, and the group quotient. Lastly,
we conclude in Section 6.12.
Publication History. This paper is an extended version of [138] by the second author. In Section 6.3, we
changed Definition 6.3.3 and in Section 6.4, we added Construction 6.4.10. Sections 6.7 to 6.11 are new.
Notation. In this paper, we work in dependent type theory and we assume the univalence axiom. In
particular, this means that we also have function extensionality. Let us recall some notation from HoTT
which we use throughout this paper. The identity path is denoted by idpath(x), the concatenation of paths
p : x = y and q : y = z is denoted by p • q, and the inverse of a path p : x = y is denoted by p−1 : y = x.
Given a type X with points x,y : X and paths p,q : x = y, we call a path s : p = q a 2-path. A proposition
is a type of which all inhabitants are equal. A set is a type X such that for all x,y : X the type x = y is a
proposition. A homotopy between f,g : X→ Y consists of a path f(x) = g(x) for each x : A. By assuming
function extensionality, we have access to a map funext sending a homotopy between functions f and g to a
path f = g. Given a type A, we write ||A|| for its propositional truncation and inc : A→ ||A|| for the point




6.2.1. Groupoid Quotient. Let us start by formally introducing the groupoid quotient [118]. The
groupoid quotient is a higher dimensional version of the set quotient, so let us quickly recall the set quotient.
Given a setoid (X,R) (a set X with an equivalence relation R valued in propositions on X), the set quotient
gives a type X/R, which is X with the points identified according to R. Note that X/R always is a set since
equality in X/R is described by R.
Instead of a setoid, the groupoid quotient takes a groupoid as input. Recall that a groupoid is a category
in which every morphism is invertible. In particular, each groupoid has identity morphisms, denoted by
id(x), and a composition operation. The composition of f and g is denoted by f · g. In addition, the type of
morphisms from x to y is required to be a set. We write Grpd for the type of groupoids.




x,y : G f : G(x,y)
gcleq(f) : gcl(x) = gcl(y)
x : G
ge(x) : gcleq(id(x)) = idpath(gcl(x))
x,y, z : G f : G(x,y) g : G(y, z)
gconcat(f,g) : gcleq(f · g) = gcleq(f) • gcleq(g)
x,y : GQuot(G) p,q : x = y r, s : p = q
gtrunc(r, s) : r = s
Elimination rule:
Y : GQuot(G)→ 1-Type gclY :
∏
(x : G), Y(gcl(x))
gcleqY :
∏
(x,y : G)(f : G(x,y)), gclY(x) =gcleq(f) gclY(y)
geY :
∏
(x : G), gcleqY(id(x)) =ge(x) idpath(gclY(x))
gconcatY :
∏
(x,y, z : G)(f : G(x,y))(g : G(y, z)),
gcleqY(f · g) =gconcat(f,g) gcleqY(f) • gcleqY(g)
gind(gclY , gcleqY , geY , gconcatY) :
∏
(x : GQuot(G)), Y(x)
Computation rules:
For gcl: gind(gclY , gcleqY , geY , gconcatY)(gcl(x)) ≡ gclY(x)
For gcleq: apd (gind(gclY , gcleqY , geY , gconcatY)) (gcleq(f)) = gcleqY(f)
Figure 1. Introduction, elimination, and computation rules for the groupoid quotient [118].
Given G : Grpd, the groupoid quotient gives a 1-type GQuot(G). In this type, the points are objects of
G and these are identified according to the morphisms in G. In addition, the groupoid structure must be
preserved. Informally, we define the groupoid quotient as the following HIT.
Inductive GQuot (G : Grpd) :=
| gcl : G→ GQuot(G)
| gcleq :
∏
(x,y :G)(f :G(x,y)), gcl(x) = gcl(y)
| ge :
∏
(x :G), gcleq(id(x)) = idpath(gcl(x))
| gconcat :
∏
(x,y,z : G)(f :G(x,y))(g : G(y,z)), gcleq(f · g) = gcleq(f) • gcleq(g)
| gtrunc :
∏
(x,y : GQuot(G))(p,q : x = y)(r,s : p = q), r = s
To formally add this type to our theory, we need to provide introduction, elimination, and computation
rules for GQuot(G). Formulating the elimination principle requires two preliminary notions. These are
inspired by the work of Licata and Brunerie [88]. The first of these gives paths in a dependent type over a
path in the base.
Definition 6.2.1. Given a type X : Type, a type family Y : X→ Type, points x1, x2 : X, a path p : x1 = x2,
and points x1 : Y(x1) and x2 : Y(x2) over x1 and x2 respectively, we define the type x1 =Yp x2 of paths over
p from x1 to x2 by path induction on p by saying that the paths over the identity path idpath(x) from x1 to
x2 are just paths x1 = x2.
Note that the groupoid quotient also has constructors for paths between paths. This means that we also
need a dependent version of 2-paths, and inspired by the terminology of globular sets, we call these globes
over a given 2-path. We define them as follows.
Definition 6.2.2. Let X, Y, and x1, x2 be as in Definition 6.2.1. Suppose that we have paths p,q : x1 = x2,
a 2-path g : p = q, and paths p : x1 =p x2 and q : x1 =q x2 over p and q respectively. We define the type
p =g q of globes over g from p to q by path induction on g by saying that the paths over the identity path
idpath(p) are just paths p = q.
From this point on, we assume that our type theory has the groupoid quotient. More specifically, we
assume the following axiom.
Axiom 6.2.3. For each groupoid G there is a type GQuot(G) which satisfies the rules in Figure 1.
Note that there are no computation rules for gconcat, ge, and gtrunc, because equations on homotopies
follow automatically from the fact that Y is a family of 1-types.
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6.2.2. Bicategory Theory. The upcoming constructions make heavy use of notions from bicategory
theory [28, 83] and in particular, the displayed machinery introduced by Ahrens et al. [5]. Here we recall
some examples of bicategories and the basics of displayed bicategories.
A bicategory consists of objects, 1-cells between objects, and 2-cells between 1-cells. The type of 1-cells
from x to y is denoted by x → y and the type of 2-cells from f to g is denoted by f ⇒ g. Note that the
type f⇒ g is required to be a set. There are identity 1-cells and 2-cells denoted by id1 and id2 respectively.
Composition of 1-cells f and g is denoted by f · g, and the vertical composition of 2-cells θ and θ ′ is denoted
by θ • θ ′. Note that we use diagrammatic order for composition. The left whiskering of a 2-cell θ with 1-cell f
is denoted by f C θ and right whiskering of θ with a 1-cell g is denoted by θ B g. Unitality and associativity
of vertical composition of 2-cells hold strictly, while for 1-cells these laws hold only up to invertible 2-cells.
Given 1-cell f : A → B, there are invertible 2-cells λ : id1(A) · f ⇒ f and ρ : f · id1(B) ⇒ f. Given three
composable 1-cells f,g and h, there is an invertible 2-cell α : f · (g · h)⇒ (f · g) · h.
Let us fix some notation before continuing. Given bicategories B1 and B2, we write Pseudo(B1, B2) for the
type of pseudofunctors from B1 to B2. Pseudofunctors preserve identity and composition of 1-cells up to an
invertible 2-cell. Given a pseudofunctor F : Pseudo(B1, B2) and an object A of B1, there are invertible 2-cells
Fi : id1(F(A))⇒ F(id1(A)) and Fc : F(f) · F(g)⇒ F(f · g), with f and g two composable 1-cells. Preservation of
identity and composition of 2-cells is strict. The type of pseudotransformations from F to G is denoted by
F ⇒ G. The naturality square of a pseudotransformation θ : F ⇒ G commutes only up to invertible 2-cell.
Given a 1-cell f in B1, there is an invertible 2-cell θ1(f) : θ(A) ·G(f)⇒ F(f) · θ(B). The type of modifications
from θ to θ ′ is denoted by θV θ ′ [83]. Next we discuss biadjunctions [63, 82].
Definition 6.2.4. Let B1 and B2 be bicategories. A biadjunction from B1 to B2 consists of
• pseudofunctors L : Pseudo(B1, B2) and R : Pseudo(B2, B1);
• pseudotransformations η : id(B1)⇒ L · R and ε : R · L⇒ id(B2);
• invertible modifications
τ1 : ρ(R)
−1 • R C η • α(R,L,R) • ε B R • λ(R)V id(R)
τ2 : λ(L)
−1 • η B L • α(L,R,L)−1 • L C ε • ρ(L)V id(L)
The type of biadjunctions from B1 to B2 is denoted by L a R where L : Pseudo(B1, B2) and R : Pseudo(B2, B1).
If we have L a R, we say that L is left biadjoint to R.
Before presenting the definition of coherent biadjunction, let us introduce some notation. Suppose, that
we have a biadjunction L a R where L : Pseudo(B1, B2). For each x : B1 we get a 1-cell η(x) : x→ R(L(x)) and
for x : B2, we get a 1-cell ε(x) : L(R(x))→ x. Given x : B1, we get an invertible 2-cell τ̂2(x) : L(η(x)) ·ε(L(x))⇒
id1(L(x)) from τ2. Similarly, we define an invertible 2-cell τ̂1(x) : η(R(x)) · R(ε(x))⇒ id1(R(x)) for x : B2.
Definition 6.2.5. Given bicategories B1 and B2, a pseudofunctor L : Pseudo(B1, B2), and a biadjunction
L a R, we say that L a R is coherent if the following 2-cells are equal to identity 2-cells
(Li • L(τ̂1(x)
−1
) • L−1c ) B ε(x) • α−1 • L(η(R(x))) C ε1(ε(x))−1 • α • ̂τ2(R(x)) B ε(x)
η(x) C ̂τ1(L(x))
−1
• α • (η1(η(x)))−1 B R(ε(L(x))) • α−1 • η(x) C (Rc • R(τ̂2(x)) • R−1i )
The following bicategories are important for subsequent constructions: 1-Type and Grpd.
Example 6.2.6. We have
• a bicategory 1-Type whose objects are 1-types, 1-cells are functions, and 2-cells are homotopies;
• a bicategory Grpd of groupoids whose objects are groupoids, 1-cells are functors, and 2-cells are
natural transformations.
In homotopy type theory, groupoids (and more generally categories) are usually required to be univalent,
meaning that the type of isomorphisms between objects in a groupoid is equivalent to to the type of equalities
between objects. In this paper we do not use this requirement, so the groupoids in Grpd are not necessarily
univalent.
Next we discuss displayed bicategories, which is our main tool to define bicategories of algebras for a
signature. Intuitively, a displayed bicategory D over B represents structure and properties to be added to B.
Displayed bicategories generalize displayed categories to the bicategorical setting [7]. Each such D gives rise
to a total bicategory
∫
D. The full definition can be found in the paper by Ahrens et al. [5], and here, we
only show a part.
Definition 6.2.7. Let B be a bicategory. A displayed bicategory D over B consists of
• For each x : B a type D(x) of objects over x;
80 6. CONSTRUCTING HIGHER INDUCTIVE TYPES AS GROUPOID QUOTIENTS
• For each f : x→ y, x : D(x) and y : D(y), a type x f−→ y of 1-cells over f;
• For each θ : f⇒ g, f : x f−→ y, and g : x g−→ y, a set f θ=⇒ g of 2-cells over θ.
In addition, there are identity cells and there are composition and whiskering operations. The composition of
displayed 1-cells f and g is denoted by f · g, the displayed identity 1-cell is denoted by id1(x). The vertical
composition of 2-cells θ and θ ′ is denoted by θ • θ ′, the left and right whiskering is denoted by f C θ and
θ B f respectively, and the identity 2-cell is denoted by id2(f).
Definition 6.2.8. Let B be a bicategory and let D be a displayed bicategory over B. We define the total
bicategory
∫
D as the bicategory whose objects are dependent pairs (x, x) with x in B and x in D(x). The
1-cells and 2-cells in
∫
D are defined similarly. In addition, we define the projection πD : Pseudo(
∫
D, B) to
be the pseudofunctor which takes the first component of each pair.
Let us finish this section by defining the displayed bicategories we need in the remainder of this paper.
Examples 6.2.9 and 6.2.11 were first given by Ahrens et al. [5].
Example 6.2.9. Given a bicategory B and a pseudofunctor F : Pseudo(B, B), we define a displayed bicategory
DFalg(F) over B such that
• the objects over x : B are 1-cells hx : F(x)→ x;
• the 1-cells over f : x→ y from hx to hy are invertible 2-cells τf : hx · f⇒ F(f) · hy;
• the 2-cells over θ : f⇒ g from τf to τg are equalities
hx C θ • τg = τf • F(θ) B hy.
Example 6.2.10. Given a bicategory B, a type I, and for each i : I a displayed bicategory Di over B, we
define a displayed bicategory
∏
(i : I), Di over B such that
• the objects over x : B are functions
∏
(i : I), Di(x);
• the 1-cells over f : x→ y from x to y are functions
∏
(i : I), x(i)
f−→ y(i);
• the 2-cells over θ : f⇒ g from f to g are functions
∏
(i : I), f(i)
θ
=⇒ g(i).
Example 6.2.11. Let B be a bicategory with a displayed bicategory D over it. Now suppose that we have
pseudofunctors S, T : Pseudo(B, B) and two pseudotransformations l, r : πD · S ⇒ πD · T . Then we define a
displayed bicategory DFcell(l, r) over
∫
D such that
• the objects over x are 2-cells γx : l(x)⇒ r(x);
• the 1-cells over f : x→ y from γx to γy are equalities
(γx B T(πD(f))) • r(f) = l(f) • (S(πD(f)) C γy);
• the 2-cells over θ : f⇒ g are inhabitants of the unit type.
Example 6.2.12. Let B be a bicategory and let P be a family of propositions on the objects of B. We define
a displayed bicategory FSub(P) over B whose objects over x are proofs of P(x) and whose displayed 1-cells
and 2-cells are inhabitants of the unit type. The total bicategory
∫
FSub(P) is the full subbicategory of B
whose objects satisfy P.
6.3. Signatures and their Algebras
Before we can discuss how to construct 1-truncated higher inductive types, we need to define signatures
for those. Our notion of signature is similar to the one by Dybjer and Moenclaey [52]. However, instead
of defining them externally, we define a type of signatures within type theory just like what was done for
inductive-recursive and inductive-inductive definitions [53, 59]. We also show that each signature Σ gives
rise to a bicategory of algebras for Σ.
In this section, we study HITs of the following shape
Inductive H :=
| c : P(H)→H
| p :
∏
(j : I)(x :Q(H)), l(x) = r(x)
| s :
∏
(j : J)(x : R(H))(r : a1(x) = a2(x)),q1(x, r) = q2(x, r)
| t :
∏
(x,y :H)(q1,q2 : x = y)(r1, r2 : q1 = q2), r1 = r2
To see what the challenges are when defining such HITs, let us take a closer look at the torus.
Inductive T2 :=
| base : T2
| loopl, loopr : base = base
| surf : loopl • loopr = loopr • loopl
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P : P
idA : EA(P,P)
P,Q,R : P e1 : EA(P,Q) e2 : EA(Q,R)
e1 · e2 : EA(P,R)
constr : EA(A, Id)
P,Q : P
inl : EA(P,P +Q)
P,Q : P
inr : EA(Q,P +Q)
P,Q : P
pr1 : EA(P ×Q,P)
P,Q : P
pr2 : EA(P ×Q,Q)
P,Q,R : P e1 : EA(P,Q) e2 : EA(P,R)
(e1, e2) : EA(P,Q× R)
P : P X : 1-Type x : X
c(x) : EA(P, C(X))
X, Y : 1-Type f : X→ Y
fmap(f) : EA(C(X), C(Y))
Figure 2. Rules for the path endpoints.
There is a point constructor base, two paths constructors loopl, loopr : base = base, and a homotopy
constructor surf : loopl • loopr = loopr • loopl. Note that loopl and loopr refer to base and that surf refers to
all other constructors. Hence, the signatures we define must be flexible enough to allow such dependencies.
A similar challenge comes up when defining the bicategory of algebras for a signature. For the torus, an
algebra would consist of a type X, a point b, paths p,q : b = b, and a 2-path s : p • q = q • p. Again there
are dependencies: p and q depend on b while s depends on both p and q. To deal with these dependencies,
we use displayed bicategories, which allow us to construct the bicategory of algebras in a stratified way.
6.3.1. Signatures. Now let us define signatures, and to do so, we must specify data which describes
the constructors for points, paths, and homotopies. To specify the point constructors, we use polynomial
codes. Given a type X and a polynomial code P, we get another type P(X). Such a code P describes the input
of an operation of the form P(X)→ X.
Definition 6.3.1. The type of codes for polynomials is inductively generated by the following constructors
C(X) : P, Id : P, P1 + P2 : P, P1 × P2 : P
where X is a 1-type and P1 and P2 are elements of P.
The constructor C(X) represents the constant polynomial returning the type X, Id represents the identity,
and P1 + P2 and P1 × P2 represent the sum and product respectively. Note that we restrict ourselves to
finitary polynomials since we do not have a constructor which represents the function space.
The second part of the signature describes the path constructors, which represent universally quantified
equations. To describe them, we must give two path endpoints. These endpoints can refer to the point
constructor, which we represent by a polynomial A. In addition, they have a source (the type of the quantified
variable) and a target (the type of the term). The source and the target are represented by polynomials S
and T respectively.
Definition 6.3.2. Let A, S, and T be codes for polynomials. The type EA(S, T) of path endpoints with
arguments A, source S, and target T is inductively generated by the constructors given in Figure 2.
Note that the parameter A is only used in the path endpoint constr, which represents the point constructor.
If we have a type X with a function c : A(X) → X, then each endpoint e gives for every x : S(X) a point
JeK(x) : T(X). Note that JeK(x) depends on c while we do not write c in the notation. Often we write e(x)
instead of JeK(x). Hence, two endpoints l, r : EA(S, T) represent the equation∏
(x : S(X)), JlK(x) = JrK(x).
Note that a HIT could have arbitrarily many path constructors and we index them by the type J.
The last part of the signature describes the homotopy constructors and these depend on both the
point and path constructors. A homotopy constructor represents an equation of paths, which is universally
quantified over both points and paths of the HIT being defined. The point argument is represented by a
polynomial R, and the path argument is represented by a polynomial T and endpoints a,b : EA(R, T). Lastly,
the type of the paths in the equation is described by two endpoints s, t : EA(R,W) with a polynomial W.
Definition 6.3.3. Suppose that we have
• A polynomial A;
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T : P e : EA(R, T)
idpath(e) : Hl,r,a,b(e, e)
T : P e1, e2 : EA(R, T) h : Hl,r,a,b(e1, e2)
h−1 : Hl,r,a,b(e2, e1)
T : P e1, e2, e3 : EA(R, T) h1 : Hl,r,a,b(e1, e2) h2 : Hl,r,a,b(e2, e3)
h1 @h2 : Hl,r,a,b(e1, e3)
T1, T2 : P e1, e2 : EA(Q, T1) e : EA(T1, T2) h : Hl,r,a,b(e1, e2)
ap e h : Hl,r,a,b(e1 · e, e2 · e)
T1, T2, T3 : P e1 : EA(R, T1) e2 : EA(T1, T2) e3 : EA(T2, T3)
α(e1, e2, e3) : Hl,r,a,b(e1 · (e2 · e3), (e1 · e2) · e3)
T : P e : EA(R, T)
λ(e) : Hl,r,a,b(idR ·e, e)
T : P e : EA(R, T)
ρ(e) : Hl,r,a,b(e · idT , e)
T1, T2 : P e1 : EA(R, T1) e2 : EA(R, T2)
pairpr1 : Hl,r,a,b((e1, e2) · pr1, e1), pairpr2 : Hl,r,a,b((e1, e2) · pr2, e2)
T1, T2 : P
e1, e2 : EA(R, T1)
e3, e4 : EA(R, T2) h1 : Hl,r,a,b(e1, e2) h2 : Hl,r,a,b(e3, e4)
(h1,h2) : Hl,r,a,b((e1, e3), (e2, e4))
T1, T2, T3 : P e1 : EA(R, T1) e2 : EA(T1, T2) e3 : EA(T1, T3)
comppair : Hl,r,a,b(e1 · (e2, e3), (e1 · e2, e1 · e3))
T : P X : 1-Type x : X e : EA(R, T)
cmap(e) : Hl,r,a,b(e · c x, c x)
j : J e : EA(R,Qj)
pathj(e) : Hl,r,a,b(e · l(j), e · r(j)) parg : Hl,r,a,b(a,b)
Figure 3. Rules for the homotopy endpoints.
• A type J together with for each j : J a polynomial Qj and endpoints lj, rj : EA(Qj, Id);
• A polynomial R;
• A polynomial T with endpoints a,b : EA(R, T);
• A polynomial W with endpoints s, t : EA(R,W).
Then we define the type Hl,r,a,b(s, t) of homotopy endpoint inductively by the constructors in Figure 3.
There are three homotopy endpoints of particular importance. The first one is path, which represents the
path constructor and it makes use of lj and rj. The second one is parg, which represents the path argument
and it uses a and b. The last one is ap and it corresponds to the action of an endpoint on a homotopy
endpoint.
The way we represent path arguments allows us to specify equations with any finite number of path
arguments by only two path endpoints. For example, two path arguments p : x1 = y1 and q : x2 = y2 is
represented by one path argument of type (x1, x2) = (y1,y2).
From the grammar in Figure 3, we can derive the following additional homotopy endpoints, which will
be employed in forthcoming examples.
T1, T2 : P
e1, e2 : EA(R, T1)
e3, e4 : EA(R, T2) h : Hl,r,a,b((e1, e3), (e2, e4))
pr1(h) :≡ pairpr−11 @ ap pr1 h@ pairpr1 : Hl,r,a,b(e1, e2)
pr2(h) :≡ pairpr−12 @ ap pr2 h@ pairpr2 : Hl,r,a,b(e3, e4)
Moreover, we have a function idtoH sending a path between endpoints e1 = e2 into an homotopy endpoint
Hl,r,a,b(e1, e2), readily definable by path induction.
Given a type X with a function c : A(X) → X and for each x : Qj(X) a path lj(x) = rj(x), a homotopy
endpoint p : Hl,r,a,b(s, t) gives rise for each point x : R(X) and path w : a(x) = b(x) to another path
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p(x,w) : s(x) = t(x). Hence, two homotopy endpoints p,q : Hl,r,a,b(s, t) represent the equation∏
(x : R(X))(w : a(x) = b(x)),p(x,w) = q(x,w)
Now let us put this all together and define what signatures for higher inductive types are.
Definition 6.3.4. A HIT-signature Σ consists of
• A polynomial AΣ;
• A type JΣP together with for each j : JΣP a polynomial SΣj and endpoints lΣj , rΣj : EAΣ(SΣj , Id);










If Σ is clear from the context, we do not write the superscript. In the remainder, we show how to
interpret the following HIT given a signature Σ:
Inductive H :=
| c : A(H)→H
| p :
∏
(j : JP)(x : Sj(H)), JljK(x) = JrjK(x)
| s :
∏
(j : JH)(x : Rj(H))(r : aj(x) = bj(x)), pj(x, r) = qj(x, r)
| t :
∏
(x,y :H)(q1,q2 : x = y)(r1, r2 : q1 = q2), r1 = r2
Next we consider three examples of HITs we can express with these signatures.
Example 6.3.5. The torus is described by the signature T2.
• Take AT2 :≡ C(1);
• Take JT2P :≡ 2 and for both inhabitants we take ST
2
:≡ C(1) and lT2 :≡ rT2 :≡ constr;
• Take JT2H :≡ 1. Since there are no arguments for this path constructor, we take RT
2
:≡ TT2 :≡ C(1)
and aT2 :≡ bT2 :≡ c(tt). Now for the left-hand side and right-hand side of this equation, we take
pathtrue(id)@ pathfalse(id) and pathfalse(id)@ pathtrue(id) respectively.
Example 6.3.6. We represent the integers modulo 2 as the following HIT:
Inductive Z2 :=
| Z : Z2
| S : Z2→ Z2
| m :
∏
(x : Z2), S(S(x)) = x
| c :
∏
(x : Z2),m(S(x)) = ap S (m(x))
Note that all constructors except Z are recursive. We define a signature Z2.
• Take AZ2 :≡ C(1) + Id;
• Take JZ2P :≡ C(1) and for its unique inhabitant we take SZ2 :≡ Id and
lZ2 :≡ (inr · constr) · (inr · constr), rZ2 :≡ id;
• Take JZ2H :≡ C(1). Furthermore, we take RZ2 :≡ Id and aZ2 :≡ bZ2 :≡ c(tt). The endpoints s and
t encode S(S(S(x))) and S(x) respectively, and for the left-hand side and right-hand side of this
equation, we take
ap constr (λ−1 @α@ ap inr (path1(id))@α
−1 @λ@λ)
α−1 @α−1 @ pathtt(inr · constr)@ρ.
respectively. Note that we use α, λ, and ρ to make the equations type check. If we would interpret
the left-hand side and right-hand side of the homotopy constructor in 1-types, then all occurrences
of α, λ, and ρ become the identity path. We thus get the right homotopy constructor.
Example 6.3.7. Given a 1-type A, the set truncation of A is defined by the following HIT:
Inductive ||A||0 :=
| inc : A→ ||A||0
| trunc :
∏
(x,y : ||A||0)(p,q : x = y),p = q
Note that this higher inductive type has a parameter A, so the signature we define depends on a 1-type A as
well. To encode the path arguments of trunc, we use the fact that giving two paths p,q : x = y is the same
as giving a path r : (x, x) = (y,y). Define a signature ||A||0 such that
• A||A||0 :≡ C(A);
• J||A||0P is the empty type;
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• J||A||0H :≡ 1. In addition, there are two point arguments R||A||0 :≡ Id× Id and a path argument with
left-hand side (pr1, pr1) and right-hand side (pr2, pr2). For the left-hand side and right-hand side
of the homotopy, we take pr1(parg) and pr2(parg) respectively.
More examples of HIT signatures are discussed in Section 6.7.
6.3.2. Algebras in 1-types and groupoids. With the signatures in place, our next goal is to study
the introduction rules of HITs and for that, we define bicategories of algebras for a signature. Since we
ultimately want to construct HITs via the groupoid quotient, we look at both algebras in 1-types and
groupoids.
In both cases, we use a stratified approach with displayed bicategories. Let us illustrate this by briefly
describing the construction for 1-types. On 1-Type, we define a displayed bicategory and we denote its total
bicategory by PreAlg(Σ). The objects of PreAlg(Σ) consist of a 1-type X together with an operation AΣ(X)→ X.
Concretely, the objects satisfy the point introduction rules specified by Σ. On top of PreAlg(Σ), we define
another displayed bicategory whose total bicategory is denoted by PathAlg(Σ). Objects of PathAlg(Σ) satisfy
the introduction rules for both the points and the paths. Lastly, we take a full subbicategory of PathAlg(Σ)
obtaining another bicategory Alg(Σ) whose objects satisfy the introduction rules for the points, paths and
homotopies.
To define PreAlg(Σ), we use Example 6.2.9.
Problem 6.3.8. Given P : P, to construct pseudofunctors
JPK : Pseudo(1-Type, 1-Type), 〈P〉 : Pseudo(Grpd, Grpd).
Construction 6.3.9 (for Problem 6.3.8). We only discuss the case for 1-types since the case for groupoids
is similar. Given a polynomial P and a type X, we get a type P(X) by induction. The verification that this
gives rise to a pseudofunctor can be found in the formalization. 
Definition 6.3.10. Let Σ be a signature. Then we define the bicategories PreAlg(Σ) and PreAlgGrpd(Σ) to be
the total bicategories of DFalg(JAΣK) and DFalg(〈AΣ〉) respectively. Objects of these bicategories are called
prealgebras for Σ.
Note that prealgebras only have structure witnessing the introduction rule for the points. Next we look
at the introduction rule for the paths. In this case, the desired structure is added via Example 6.2.11 and to
apply this construction, we interpret path endpoints as pseudotransformations.
Problem 6.3.11. Given e : EA(P,Q), to construct pseudotransformations
JeK : πDFalg(JAK) · JPK⇒ πDFalg(JAK) · JQK,
〈e〉 : πDFalg(〈A〉) · 〈P〉 ⇒ πDFalg(〈A〉) · 〈Q〉.
Construction 6.3.12 (for Problem 6.3.11). We only discuss JeK since 〈e〉 is defined similarly. Given a
1-type X and c : A(X)→ X, we define the function JeK : P(X)→ Q(X) by induction. The verification that this
gives rise to a pseudotransformation can be found in the formalization. 
Definition 6.3.13. Let Σ be a signature. We use Examples 6.2.10 and 6.2.11 to define displayed bicategories
over PreAlg(Σ) and PreAlgGrpd(Σ).
DPathAlg(Σ) :≡
∏




(i : JΣP ), DFcell(〈lΣ(i)〉, 〈rΣ(i)〉)





Objects of PathAlg(Σ) and PathAlgGrpd(Σ) are called path algebras for Σ.
Problem 6.3.14. Suppose that we have a homotopy endpoint h : Hl,r,a,b(s, t). Given a 1-type X with
c : A(X)→ X and p :
∏
(j : J)(x : Qj(X)), lj(x) = rj(x), to construct for each x : Q(X) and w : JaK(x) = JbK(x)
an equality JhK(x,w) : JsK(x) = JtK(x).
In addition, given a groupoid G together with a functor c : 〈A〉(G) → G and for each j : J a natural
transformation 〈lj〉(G) ⇒ 〈rj〉(G), to construct for each object x : 〈Q〉(G) and morphism w : 〈a〉(G)(x) →
〈b〉(G)(x) a morphism 〈h〉(x,w) : 〈s〉(G)(x)→ 〈t〉(G)(x).
Construction 6.3.15 (for Problem 6.3.14). By induction. 
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Definition 6.3.16. Let Σ be a HIT signature. We define Alg(Σ) to be the full subbicategory of PathAlg(Σ)
in which every object X satisfies∏
(j : JΣH)(x : R
Σ
j (X))(w : Ja
Σ




j K(x,w) = Jq
Σ
j K(x,w)
In addition, we define AlgGrpd(Σ) to be the full subbicategory of PathAlgGrpd(Σ) in which every object X
satisfies ∏
(j : JΣH)(x : 〈RΣj 〉X)(w : 〈aΣj 〉(x) = 〈bΣj 〉(x)), 〈pΣj 〉(x,w) = 〈qΣj 〉(x,w)
Objects of Alg(Σ) and AlgGrpd(Σ) are called algebras for Σ.
The bicategory Alg(Σ) is constructed by repeatedly using Definition 6.2.8. By unpacking the definition,
we see that an algebra X : Alg(Σ) consists of
• A 1-type X;
• A function cX : A(X)→ X;
• For each j : JP and point x : Sj(X) a path pXj (x) : JljK(x) = JrjK(x);
• For each j : JH, x : R(X) and w : Ja1K(x) = Ja2K(x), a homotopy hXj : JpK(x,w) = JqK(x,w)
Furthermore, given two algebras X, Y : Alg(Σ), an algebra morphism f : X→ Y consists of
• a map f : X→ Y;
• for each x : AΣ(X) a path
cf(x) : f(cX(x)) = cY(JAΣK(f)(x));
• for each j : JΣP and x : SΣ(X) a 2-path
pfj (x) : ap f (p
X
j (x)) • JlΣj K(cf)(x) = JlΣj K(cf)(x) • pYj (JSΣK(f)(x)).
Lastly, given two algebras X, Y : Alg(Σ) and an algebra morphisms f,g : X→ Y, a 2-cell θ : f⇒ g in Alg(Σ)
consists of
• for each x : X a path θ : f(x) = g(x);
• for each x : AΣ(X) a path
cθ(x) : θ(x) • cg(x) = cf(x) • ap cY (JAΣK(θ)(x))
6.4. Induction and Biinitiality
The algebra structure only represents the introduction rule and the next step is to define the elimination
and computation rules for higher inductive types. Furthermore, we show that biinitial algebras satisfy the
induction principle.
Before we can formulate these principles, we need to define dependent actions of polynomials, path
endpoints, and homotopy endpoints. All of these constructions are done by induction and details can be
found in the literature [52, 65, 139].
Problem 6.4.1. Given a type X, a type family Y on X, and a polynomial P, to construct a type family P(Y)
on P(X).
Problem 6.4.2. Given a type X, a type family Y on X, a polynomial P, and a map f :
∏
(x : X), Y(x), to
construct a map P(f) :
∏
(x : P(X)),P(Y)(x).





(x:P(X)) P(Y)(x) such that for all z : P(
∑
(x:X) Y(x)), we have π1(oplax(P)(z)) = P(π1)(z).
Problem 6.4.4. Given a type X, a type family Y on X, an endpoint e : EA(P,Q), and a map c : A(X)→ X,
to construct for each x : P(X) and y : P(Y)(x) an inhabitant JeK(y) : Q(Y)(JeK(x)).
Problem 6.4.5. Suppose, that we have polynomials A,P,Q, a type X with a map cX : A(X)→ X, and a type
family Y on X with a map cY :
∏
(x : X),A(Y)(x)→ Y(cX(x)) and a map f :
∏
(x : X), Y(x). Given an endpoint
e : EA(P,Q), to construct an equality
JeK(f) : Q(f)(JeK(x)) = JeK(P(f)(x)).
1This operation is called oplax since, when the type family Y does not depend on X, it corresponds to oplax monoidality
of the pseudofunctor associated to the polynomial P wrt. the cartesian product ×.
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Problem 6.4.6. Let Σ be a signature. Let X be a type with a function cX : AΣ(X)→ X and for each j : JΣP
and x : SΣj (X) a path pX(j, x) : JlΣj K(x) = JrΣj K(x). In addition, suppose that Y is a type family on X, that
we have a function cY :
∏
(x : AΣ(X)), AΣ(Y)(x) → Y(cX(x)), and that for all j : JΣP and points x : SΣj (X)
and x : SΣj (Y)(x), we have a path pY : JlΣj K(x) =pX(j,x) Jr
Σ
j K(x). Furthermore, let j : J
Σ
H, let x : RΣj (X) and
x : RΣj (Y)(x) be points and let w : Ja
Σ
j K(x) = JbΣj K(x) and w : JaΣj K(x) =p JbΣj K(x) be paths. Then for each




j ), to construct a path
h(x,w) : JsΣj K(x) =h(x,w) JtΣj K(x).
With these notions in place, we define displayed algebras. A displayed algebra represents the input of
the elimination rule. Furthermore, we show that each displayed algebra gives rise to a total algebra and a
projection.
Definition 6.4.7. Given a signature Σ and an algebra X for Σ, a displayed algebra Y over X consists of
• A family Y of 1-types over X;
• For each x : A(X) a map cY : A(Y)(x)→ Y(cX(x));
• For each j : JP, x : Sj(X), and x : Sj(Y)(x), a path pYj : JljK(x) =pXj x JrjK(x);
• For each j : JH, points x : Rj(X) and x : Rj(Y)(x), and paths w : aj(x) = bj(x) and w : JajK(x) =w
JbjK(x), a globe h
Y




Remark 6.4.8. The type family of a displayed algebra is required to be 1-truncated. This means that the
HITs we construct, can only be eliminated into 1-types, and as a consequence, these HITs only have the right
elimination principle with respect to 1-types.
Problem 6.4.9. Given an algebra X for a signature Σ and a displayed algebra Y over X, to construct an
algebra
∫
Y for Σ and a morphism of algebras π1 :
∫
Y → X.





Y is defined to be
∑
(x : X), Y(x) and the function c
∫
Y acts on elements z : A(
∑




Y(z) :≡ (cX(π1(oplax(A)(z))), cY(π2(oplax(A)(z)))).
The underlying map of the morphism π1 :
∫
Y → X takes the first projection of a pair. 
We call
∫
Y the total algebra of Y and the morphism π1 is called the first projection. The output of the
elimination rule and the computation rules are given by a section to be defined in Definition 6.4.12 below.
One might expect that, just like for the groupoid quotient, the computation rules for the paths are given as
globes over some 2-path in the base (Definition 6.2.2). However, this is not the case.
This is because there is a slight discrepancy between the rules for the groupoid quotient and the HITs
we discuss, namely for the former the computation rules for the points are definitional equalities while for the
latter, these rules only hold propositionally. This affects how we need to formulate the computation rules for
the paths.
Let us illustrate this via the torus (Example 6.3.5). The input for the elimination rule consists, among
others, of a type family Y, a point b : Y(base), and a path pl : b =loopl b. The elimination rule gives a map
f :
∏
(x : T2), Y(x). By the point computation rule, we have a propositional equality between f(base) and b.
Now the computation rule for loopl ought to equate apd f loopl and pl. However, such an equation does not
type check since apd f loopl has type f(b) =loopl f(b) while pl has type b =loopl b. In conclusion, we cannot
formulate the computation rules the same way as we did for the groupoid quotient.
Our solution to this problem is to define a type of squares over a given 2-path similarly to Definition
6.2.2 [88].
Definition 6.4.11. Let X be a type and let Y be a type family on X. Suppose that we are given points
x1, x2 : X and x1, x1 ′ : Y(x1) and x2, x2 ′ : Y(x2), paths p,q : x1 = x2 together with paths p : x1 =p x2 and
q : x1
′ =q x2
′ over p and q respectively. If we also have two paths h1 : x1 = x1 ′ and h2 : x2 = x2 ′ and a
2-path g : p = q, then we define the type of squares over g from p to q with sides h1 and h2 by path
induction on g.
Definition 6.4.12. Let X be an algebra for a given signature Σ and let Y be a displayed algebra over X.
Then a section of Y consists of
• A map f :
∏
(x : X), Y(x);
• For all x : A(X), an equality f(cX(x)) = cY(A(f)(x));
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• For all j : JP and x : S(X), a square from apd f (pXj (x)) to pYj (S(f)(x)) with sides JljK(f)(x) and
JrjK(f)(x).
Definition 6.4.13. Let Σ be a signature. Then a 1-truncated higher inductive type for Σ consists of
an algebra X be an algebra for Σ and a proof that each displayed algebra Y over X has a section.
Often we just say that X is a HIT for Σ instead of saying that X is 1-truncated HIT. With this in place,
we can check whether our rules for higher inductive types agree for the usual examples with the rules given
in the literature [128]. We illustrate this with the torus (Example 6.3.5) and the set truncation (Example
6.3.7). In the next example, we write p • q for the concatenation of dependent paths.
Example 6.4.14 (Example 6.3.5 cont’d). Recall the signature T2 for the torus. Let X be a HIT for
T2. Since X is an algebra, we have a point base : X, two paths loopl, loopr : base = base, and a 2-path
surf : loopl • loopr = loopr • loopl. This corresponds precisely to the usual introduction rules of the torus.
A family Y of 1-types on X together with a point b : Y(base), two paths l : b =loopl b and r : b =loopr b
and a globe h : l • r =surf r • l over surf gives rise to a displayed algebra over X. This corresponds to the
usual input of the elimination rule of the torus. If we have a section s of Y, then in particular, we get a
map fs :
∏
(x : X), Y(x). We also get a path ps : f(base) = b, a square from apd f loopl to l and one from
apd f loopr to r. Both squares have sides ps and ps. These are the computation rules for the points and
paths of the torus. Note that since we are looking at 1-truncated HITs, this only gives the 1-truncation of
the torus.
Example 6.4.15 (Example 6.3.7 cont’d). Let A be a 1-type and recall the signature ||A||0. Now let X be a
HIT on ||A||0. Note that an algebra for ||A||0 consists of a type Z together with a map A→ Z and a proof
that Z is a set. This means in particular, that we have a map inc : A→ X and a proof trunc that X is a set.
A family Y of sets on X together with a map i :
∏
(a : A), Y(inc(A)) give rise to a displayed algebra over
X. A section s of that displayed algebra consists of a map fs :
∏
(x : X), Y(x) such that fs(inc(a)) = i(a) for
all a : A. This corresponds to the usual elimination and computation rules for the set truncation.
To verify that an algebra satisfies the elimination rule, we use initial algebra semantics [65]. However,
this technique is usually applied in a categorical setting and it uses initial objects in categories. Since we
work in a bicategorical setting, we need to use the corresponding notion in bicategory theory: biinitiality.
Definition 6.4.16. Let B be a bicategory and let x be an object in B. Then we say x is biinitial if
• For each object y there is a 1-cell x→ y;
• Given 1-cells f,g : x→ y, there is a 2-cell f⇒ g;
• Given 2-cells θ, θ ′ : f⇒ g, there is an equality θ = θ ′.
Briefly, an object x is biinitial if for each y there is a 1-cell from x to y, which is unique up to a unique
2-cell. Now we can formulate initial algebra semantics for our signatures.
Proposition 6.4.17. Let Σ be a signature and let X be an algebra for Σ. Then
• If X is a 1-truncated HIT for Σ, then X is biinitial in Alg(Σ).
• If X is biinitial, then X is a 1-truncated HIT for Σ.
One consequence of initial algebra semantics, is that HITs are unique up to path equality if the univalence
axiom holds. This result is a consequence of the fact that the bicategory of algebras is univalent. Recall that
a bicategory is univalent if equality between objects X and Y is equivalent to adjoint equivalences between X
and Y and equality of 1-cells f and g is equivalent to invertible 2-cells between f and g [5]. Using the methods
employed by Ahrens et al. [5] one can show that the bicategory of algebras is univalent. Since biinitial objects
are unique up to adjoint equivalence, one can conclude that HITs are unique up to path equality.
Proposition 6.4.18. Let Σ be a signature and let H1 and H2 be HITs for Σ. Denote the underlying algebras
of H1 and H2 by X1 and X2. Then X1 = X2.
6.5. Lifting the Groupoid Quotient
To construct higher inductive types, we use Proposition 6.4.17, which says that binitial objects satisfy
the induction principle. We use the groupoid quotient to acquire the desired algebra. More specifically, we
construct a pseudofunctor from AlgGrpd(Σ) to Alg(Σ), which is the groupoid quotient on the carrier. We do
that in such a way that the obtained pseudofunctor preserves biinitiality, so that we obtain the HIT by
constructing a biinitial object in AlgGrpd(Σ).
One class of pseudofunctors which preserve biinitial objects is given by left biadjoints. More precisely,
suppose that we have bicategories B and C, a left biadjoint pseudofunctor L : Pseudo(B, C), and an object
x : B. Then the object L(x) is biinitial if x is.
88 6. CONSTRUCTING HIGHER INDUCTIVE TYPES AS GROUPOID QUOTIENTS
Instead of directly lifting the groupoid quotient to the level of algebras, we first show that the groupoid
quotient is a left biadjoint and then we lift that biadjunction to the level of algebras. To do so, we use the
fact we defined the bicategory of algebras via displayed bicategories. This way we can define the biadjunction
on each part of the structure separately.
More specifically, we define the notion of displayed biadjunction between two displayed bicategories over
a biadjunction in the base, and we show that each displayed biadjunction gives rise to a total biadjunction
between the total bicategories. Defining displayed biadjunctions requires defining displayed analogues of
pseudofunctors, pseudotransformations, and invertible modification, which were defined by Ahrens et al. [5].
For this, we make use of displayed invertible 2-cells [5].
Definition 6.5.1. Let D1 and D2 be displayed bicategories over B1 and B2 respectively and let F :
Pseudo(B1, B2) be a pseudofunctor. Then a displayed pseudofunctor F from D1 to D2 over F consist of
• For each x : B1 a map F0 : D1(x)→ D2(F(x));
• For all 1-cells f : x→ y, objects x : D1(x) and y : D1(y), and displayed 1-cells f : x
f−→ y, a displayed
1-cell F1(f) : F0(x)
F(f)−−→ F0(y);
• For all 2-cells θ : f⇒ g, displayed 1-cells f : x f−→ y and g : x g−→ y, and displayed 2-cells θ : f θ=⇒ g, a
displayed 2-cell F2(θ) : F1(f)
F(θ)
===⇒ F2(g);
• For each x : B and x : D(x), a displayed invertible 2-cell Fi(x) : id1(F0(x))
Fi(x)−−−→ F1(id1(x));
• For all f : x f−→ y and g : y g−→ z. a displayed invertible 2-cell Fc(f,g) : F1(f) · F1(g)
Fc(f,g)−−−−→ F1(f · g).
Here Fi and Fc denote the identitor and compositor of F. In addition, several coherencies, which can be found
in the formalization, need to be hold. We denote the type of displayed pseudofunctors from D1 to D2 over F
by D1
F−→ D2.
Definition 6.5.2. Let D1 and D2 be displayed bicategories over B1 and B2 respectively. Suppose that we
have displayed pseudofunctors F : D1
F−→ D2 and G : D1
G−→ D2 and a pseudotransformation θ : F⇒ G. Then a
displayed pseudotransformation θ from F to G over θ consists of
• For all objects x : B and x : D1(x) a displayed 1-cell θ0(x) : F0(x)
θ(x)−−→ G0(x);




Here θ1 denotes the family of invertible 2-cells corresponding to the naturality squares of θ. Again several
coherencies must be satisfied and the precise formulation can be found in the formalization. The type of
displayed pseudotransformatons from F to G over θ is denoted by F θ=⇒ G.
Definition 6.5.3. Suppose that we have displayed bicategories D1 and D2 over B1 and B2, displayed
pseudofunctors F and G from D1 to D2 over F and G respectively, and displayed pseudotransformations θ
and θ
′
from F to G over θ and θ ′ respectively. In addition, let m be an invertible modification from θ to θ ′.
Then a displayed invertible modification m from θ to θ ′ over m consists of a displayed invertible 2-cell
m2(x) : θ(x)
m(x)
===⇒ θ ′(x) for each x : B1 and x : D1(x), In addition, a coherency must be satisfied, which can
be found in the formalization. The type of displayed invertible modifications from θ to θ
′
over m is denoted
by θ m *4 θ
′
.
Each of these gadgets has a total version.
Problem 6.5.4. We have
(1) Given a displayed pseudofunctor F : D1













(3) Given a displayed invertible modification m : θ m *4 θ
′








Construction 6.5.5 (for Problem 6.5.4). By pairing. 
Before we can define displayed biadjunctions, we need several operations on the displayed gadgets we
introduced.
Example 6.5.6. We have the following
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• We have id(D) : D id(B)−−−→ D where id(B) is the identity pseudofunctor;
• Given F : D1
F−→ D2 and G : D2
G−→ D3, we have F ·G : D1
F·G−−→ D3 where F ·G is the composition of
pseudofunctors;
• Given F : D1
F−→ D2, we have id1(F) : F
id1(F)
====⇒ F where id1(F) is the identity pseudotransformation
on F;
• Given θ : F θ=⇒ G and θ ′ : G θ
′
=⇒ H, we have θ • θ ′ : F θ•θ
′
===⇒ H where θ • θ ′ is the composition of
pseudotrasformations;
• Given F : D1
F−→ D2, G : D2
G−→ D3, H : D2
H−→ D3, and θ : G
θ
=⇒ H, we have
F C θ : F ·G FCθ−−→ F ·H;
• Given F : D1
F−→ D2, G : D1
G−→ D2, H : D2
H−→ D3, and θ : F
θ
=⇒ G, we have
θ B H : F ·H θBH−−−→ G ·H;
• Given F : D1
F−→ D2, we have
λ : id ·F λ=⇒ F, ρ : F · id ρ=⇒ F,
λ−1 : F
λ−1
===⇒ id ·F, ρ−1 : F ρ
−1
===⇒ F · id;
• Given F : D1
F−→ D2, G : D2
G−→ D3, and H : D3
H−→ D4, we have
α : (F ·G) ·H α=⇒ F · (G ·H),
α−1 : F · (G ·H) α
−1
===⇒ (F ·G) ·H.
Definition 6.5.7. Suppose we have bicategories B1 and B2 and a biadjunction L a R from B1 to B2. We
write η and ε for the unit and counit of L a R respectively, and we write τ1 and τr for the left and right
triangle respectively. Suppose, that we also have displayed bicategories D1 and D2 over B1 and B2 respectively
and a displayed pseudofunctor L : D1
L−→ D2. Then we say L is a displayed left biadjoint pseudofunctor
if we have





=⇒ L · R, ε : R · L ε=⇒ id;
• Displayed invertible modifications
τ1 : ρ
−1 • R C η • α • ε B R • λ
τ1 *4 id1(R),
τ2 : λ
−1 • η B L • α−1 • L C ε • ρ
τ2 *4 id1(L).
From Construction 6.5.5, we get
Proposition 6.5.8. Given a displayed left biadjoint pseudofunctor L, then
∫
L is a left biadjoint pseudofunctor.
Now let us use the introduced notions to construct the biadjunction on the level of algebras. Our approach
is summarized in Figure 4. We start by showing that the groupoid quotient gives rise to a biadjunction.
Problem 6.5.9. To construct GQuot a PathGrpd where GQuot : Pseudo(Grpd, 1-Type).
Construction 6.5.10 (for Problem 6.5.9). We only show how the involved pseudofunctors are defined. The
pseudofunctor GQuot is the groupoid quotient while PathGrpd sends a 1-type X to the groupoid whose objects
are points of X and morphisms from x to y are paths x = y. 
Next we lift this biadjunction to the level of algebras using the displayed machinery introduced in this
section.
Problem 6.5.11. Given a signature Σ, to construct a biadjunction GQuotAlg a PathGrpdAlg where GQuotAlg :
Pseudo(AlgGrpd(Σ), Alg(Σ)).































Figure 4. The biadjunction
Construction 6.5.12 (for Problem 6.5.11). We only give a very brief outline of the construction.
We start by constructing a displayed biadjunction from the displayed bicategory DFalg(〈AΣ〉) to
DFalg(JAΣK) over the biadjunction from Construction 6.5.10. To do so, we first need to lift the pseud-
ofunctors, and for that, we generalize the approach of Hermida and Jacobs to the bicategorical setting [65,
Theorem 2.14]. This requires us to construct two pseudotransformations.
p1 : JPK · GQuot⇒ GQuot · 〈P〉,
p2 : 〈P〉 · PathGrpd⇒ PathGrpd · JPK.
We denote the total biadjunction of the resulting displayed biadjunction by
GQuotPreAlg a PathGrpdPreAlg.
Next we lift the biadjunction to the level of path algebras and for that, we construct a displayed
biadjunction between DFcell(〈lΣ(i)〉, 〈rΣ(i)〉) and DFcell(JlΣ(i)K, JrΣ(i)K for all j : JP. Denote the resulting total
biadjunction by GQuotPathAlg a PathGrpdPathAlg.
To finish the proof, we need to construct one more displayed biadjunction. For that, we only need to
show that if G : PathAlgGrpd(Σ) is an algebra, then GQuotPathAlg(G) also is an algebra, and if X : PathAlg(Σ) is
an algebra, then so is PathGrpdPathAlg(X). 
The next proposition concludes this section.
Proposition 6.5.13. If G is an biinitial object in AlgGrpd(Σ), then GQuotAlg(G) is a biinitial object in Alg(Σ).
6.6. HIT Existence
From Theorem 6.4.17 we know that initiality implies the induction principle. Hence, it suffices to
construct a biinitial object in the bicategory of algebras in 1-types. By Proposition 6.5.13, it suffices to
construct a biinitial object in AlgGrpd(Σ). To do so, we adapt the semantics by Dybjer and Moeneclaey to our
setting [52].
Problem 6.6.1. Given a signature Σ, to construct a biinitial object G in AlgGrpd(Σ).
Construction 6.6.2 (for Problem 6.6.1). We only discuss how the carrier G of G is defined.
• Note that each polynomial P gives rise to a container P̂. Note that each container induces a W-type
[1], and we define the type of objects of G to be the W-type induced by Â. Denote this type by G0.
• The morphisms of G are constructed as a set quotient. We first define for each x,y : G0 a type
x ∼ y and for each x,y : G0 and f,g : x ∼ y, we define a type f ≈ g. Both of these are defined as an
inductive type and for the constructors, we refer the reader to the formalization. Basically, the
constructors for these types are chosen in such a way that the groupoid being defined here, has
the desired structure. This means we add constructors witnessing the path constructors, identity,
composition, and all other laws. We use the same idea to define f ≈ g.
Note that the input of the quotient is an equivalence relation, which is valued in propositions.
For this reason, we define f ≈p g to be the propositional truncation of f ≈ g All in all, we define
the morphisms from x to y to be the set quotient of x ∼ y by ≈p. 
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Problem 6.6.3. Each signature has a HIT.
Construction 6.6.4 (for Problem 6.6.3). By Propositions 6.4.17 and 6.5.13, it suffices to find a biinitial
object in AlgGrpd(Σ). The desired object is given in Construction 6.6.2. 
6.7. Additional Examples
In this section we present some additional examples, which complement the ones introduced in Section
6.3. Remember that our higher inductive types are all 1-truncated, and we always omit the 1-truncation
constructor from their syntax.
6.7.1. Coinserter. The coinserter is a bicategorical generalization of the coequalizer in a category. In
the bicategory of 1-types, coinserters can be constructed as homotopy coequalizer [128, Chapter 6].
Definition 6.7.1. Let B be a bicategory. Let A and B be objects of B and let f,g : A→ B. The coinserter
of f and g is an object Q together with a 1-cell q : B→ Q and a 2-cell θ : f · q⇒ g · q. The triple (Q,q, θ)
must satisfy the following universal property. Suppose that we have
• an object Q ′;
• a 1-cell q ′ : B→ Q ′;
• a 2-cell θ ′ : f · q ′ ⇒ g · q ′.
Then there exists a 1-cell h : Q→ Q ′ together with a 2-cell ϕ : q ·h⇒ q ′ with a path θ B h •g C ϕ = α • f C
ϕ • θ ′. The pair (h,ϕ) is unique up to unique 2-cell, which means that given another 1-cell h ′ : Q→ Q ′ and
another 2-cell ϕ ′ : q · h ′ ⇒ q ′ with a path θ B h ′ • g C ϕ ′ = α • f C ϕ ′ • θ ′, then there exists a unique 2-cell
τ : h⇒ h ′ such that q C τ •ϕ ′ = ϕ.
Next we show how to construct coinserters in the bicategory of 1-types. Given two 1-types A and B and
two functions f,g : A→ B, the coinserter of f and g is given by the following HIT:
Inductive Coeqz(f,g) :=
| inc : B→ Coeqz(f,g)
| glue :
∏
(x :A), inc(f(x)) = inc(g(x))
Here are all the ingredients needed to specify the signature Coeqz(f,g) for the coinserter:
• ACoeqz(f,g) :≡ C(B);
• JCoeqz(f,g)P :≡ 1, and for its unique inhabitant take SCoeqz(f,g) :≡ C(A) and endpoints
lCoeqz(f,g) :≡ fmap(f) · constr, rCoeqz(f,g) :≡ fmap(g) · constr;
• JCoeqz(f,g)H is the empty type.
6.7.2. Coequifier. The coequifier is a finite colimit in a bicategory, corresponding to a higher version
of the coequalizer. While the coinserter makes a diagram of 1-cell commute up to a 2-cell, the coequifier
makes a diagram of 2-cells commute strictly.
Definition 6.7.2. Let B be a bicategory. Let A and B be objects of B, let f,g : A → B be 1-cells and
β,γ : f ⇒ g be 2-cells. The coequifier of β and γ is an object Q together with a 1-cell q : B → Q and a
path β B q = γ B q. The pair (Q,q) must satisfy the following universal property. Suppose that we have
• an object Q ′,
• a 1-cell q ′ : B→ Q ′, and
• a path β B q ′ = γ B q ′.
Then there exists a 1-cell h : Q→ Q ′ together with a 2-cell ϕ : q · h⇒ q ′. The pair (h,ϕ) is unique up to a
unique 2-cell, which means that given another 1-cell h ′ : Q→ Q ′ and another 2-cell ϕ ′ : q · h ′ ⇒ q ′, there
exists a unique 2-cell τ : h⇒ h ′ such that q C τ •ϕ ′ = ϕ.
In the bicategory of 1-types, the coequifier can also be constructed as a HIT. In the definition below, A
and B are 1-types, f,g : A→ B are functions and β and γ are homotopies between f and g.
Inductive Coeqf(β,γ) :=
| inc : B→ Coeqf(f,g)
| glue :
∏
(x :A), ap inc (β(x)) = ap inc (γ(x))
The signature Coeqf(β,γ) for the coequifier of β and γ is given as follows:
• ACoeqf(f,g) :≡ C(B);
• JCoeqf(f,g)P is the empty type;
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• JCoeqf(f,g)H :≡ 1, and take RCoeqf(f,g) :≡ C(A). The homotopy constructor glue does not have path
arguments, so we take TCoeqf(f,g) :≡ C(1) and aCoeqf(f,g) :≡ bCoeqf(f,g) :≡ c(tt). The endpoints
sCoeqf(f,g) and tCoeqf(f,g) are:
sCoeqf(f,g) :≡ fmap(f) · constr, tCoeqf(f,g) :≡ fmap(g) · constr,
while the left and right homotopy endpoints are:
ap constr (idtoH(ap fmap (funext(β)))), ap constr (idtoH(ap fmap (funext(γ)))).
In the construction of the homotopy endopoint we used the function idtoH introduced in Section 6.3.1, which
embeds paths between endpoints into homotopy endpoints. Notice also the difference between ap and ap: the
first is an homotopy endpoint constructor, the second indicates the application of a function to a path.
6.7.3. Group Quotient. Now we introduce a particular instance of the groupoid quotient, that we
call the group quotient. We start with a group G and we write id for its unit and · for multiplication in G.
Define a groupoid Ĝ with only one object and with G as the only homset. The group quotient of G is the
groupoid quotient of Ĝ, and it corresponds to the following HIT:
Inductive GroupQuot(G) :=
| base : GroupQuot(G)
| loop : G→ base = base
| loope : loop(id) = idpath(base)
| loopm :
∏
(x,y :G), loop(x · y) = loop(x) • loop(y)
The signature GroupQuot(G) for the group quotient is defined as follows:
• A :≡ C(1);
• JP :≡ 1, and for its unique inhabitant take S :≡ C(G) and both endpoints l and r equal to
c(tt) · constr.
• JH :≡ 2, where 2 is the type of booleans with inhabitants true and false. This means that there are
two homotopy constructors: loope, with associated label true, and loopm, with associated label
false.
• The constructor loope does not have point arguments, so we take Rtrue :≡ C(1). It also does not
have path arguments, therefore Ttrue :≡ C(1) and atrue :≡ btrue :≡ c(tt). The endpoints strue and ttrue
are both equal to c(tt) · constr. The left homotopy endpoint is
ap constr (cmap(c(id)))−1 @α−1 @ path(c(id))@α@ ap constr (cmap(c(id))),
while the right homotopy endpoint is idpath(constr).
• The constructor loopm has two point arguments of type G, so we take Rfalse :≡ C(G×G). It does
not have path arguments, therefore Tfalse :≡ C(1) and afalse :≡ bfalse :≡ c(tt). The endpoints sfalse and
tfalse are both equal to c(tt) · constr. The left homotopy endpoint is
ap constr (cmap(fmap(λ x,y. x · y)))−1 @α−1
@ path(fmap(λ x,y. x · y))
@α@ ap constr (cmap(fmap(λ x,y. x · y))),




@α@ ap constr (cmap(fmap(π1)))
@ ap constr (cmap(fmap(π2)))
−1 @α−1
@ path(fmap(π2))
@α@ ap constr (cmap(fmap(π2)))
The signature for the groupoid quotient is obtainable as a slight generalization of the signature for the
group quotient. We do not show the more general construction here, since this is not conceptually more
enlightening than the (already quite complicated) signature for the group quotient.
6.8. PIE LIMITS OF ALGEBRAS 93
6.7.4. Monoidal Object. Next we look at two other examples of signatures. Here we are not interested
in the HIT described by the signature, but instead, we are interested in the algebras. We first discuss the
signature whose algebras are monoidal objects.
Inductive MonObj :=
| u : MonObj
| m : MonObj→MonObj→MonObj
| lam :
∏
(x : MonObj),m(u,x) = x
| rho :
∏
(x : MonObj),m(x, u) = x
| al :
∏




ap (λz. m(x,z)) (lam(y))
=






ap (λv. m(w,v)) (al(x,y,z)) • al(w,m(x,y),z) • ap (λv. m(v,z)) (al(w,x,y))
We do not show the signature associated to this HIT here. We redirect the interested reader to our
formalization for the complete definition.
In the constructors of MonObj, one can recognize the data of a monoidal category. The point constructors
u and m correspond to unit object and tensor. The path constructors lam, rho and al are left unitor, right
unitor and associator respectively, while the homotopy constructors tr and pent are the two coherence laws
of monoidal categories. And in fact, algebras in groupoids of the monoidal object signature are precisely
monoidal groupoids, the groupoid variant of monoidal categories, and MonObj is a presentation of the initial
monoidal groupoid.
Example 6.7.3. Let A be a 1-type. We can construct an algebra of MonObj whose carrier is the type
List(A) of lists of A. The unit is the empty list, the tensor is concatenation, and the laws and coherencies are
proven by induction.
We also define a signature CohGrp whose algebras are coherent 2-groups [23]. Its definition includes all




(x : CohGrp), m(i(x), x) = u, rinv :
∏
(x : CohGrp), u = m(x, i(x)),
and two new homotopy constructors similar to the coherencies given by Baez [23].
We look at two examples of coherent 2-groups. The first is based on the work of Buchholtz et al. [38]
and Kraus and Altenkirch [77]. They define higher groups as loop spaces and for 1-truncated types, the loop
space is a coherent 2-group in our sense.
Example 6.7.4. Suppose, A is a 2-type and a is a point of A. Then we can construct an algebra of CohGrp
whose carrier is given by a = a.
The second example is the automorphism group on a 1-type whose elements are equivalences on a given
1-type. Note that this group is the loop space of the 2-type of 1-types due to univalence.
Example 6.7.5. Let A be a 1-type. We have an algebra of CohGrp whose carrier is given by equivalences
f : A→ A. The unit element is the identity function, the tensor is the concatenation, and the inverse is just
the inverse of an equivalence.
6.8. PIE Limits of Algebras
This section is dedicated to the construction of PIE limits in the bicategory Alg(Σ) of algebras in 1-types
for the signature Σ [112]. Note that Alg(Σ) also has a terminal object whose carrier is the unit type.
6.8.1. Products. Binary products in a bicategory generalize the notion of binary product in a category.
Definition 6.8.1. Let B be a bicategory and let A and B be two objects of B. The product of A and B is
given by an object A× B together with 1-cells π1 : A× B→ A and π2 : A× B→ B.
The triple (A× B,π1,π2) must satisfy the following universal property. Given an object X and 1-cells
f : X → A and g : X → B, there exist a 1-cell 〈f,g〉 : X → A × B and two 2-cells θ : 〈f,g〉 · π1 ⇒ f and
θ ′ : 〈f,g〉 · π2 ⇒ g.
Moreover, given two 1-cells h1,h2 : X→ A×B with 2-cells θi : hi ·π1 ⇒ f and θ ′i : hi ·π2 ⇒ g, for i = 1, 2,
there exists a unique 2-cell τ : h1 ⇒ h2 such that τ B π1 • θ2 = θ1 and τ B π2 • θ ′2 = θ ′1.
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Problem 6.8.2. Given algebras A and B for Σ, to construct their product in Alg(Σ).
Construction 6.8.3 (for Problem 6.8.2). Let A and B be two algebras for Σ. The product of A and B
consists of the following data:
• The carrier is A× B, the product of the carriers of A and B.
• The function cA×B : A(A× B)→ A× B is
cA×B(x) :≡ (cA(A(π1)(x)), cB(A(π2)(x))).
• For all labels j : JP we are given pseudonatural transformations JljK and JrjK. We write JljKX for the
component of JljK at object X. Given a 1-cell f : X→ Y in Alg(Σ), we write JljK(f) for the 2-cell of
type JljKX · f⇒ Sj(f) · JljKY (this is the same notation used in Example 6.2.11). We write similarly
for JrjK.
For each point x : Sj(A × B), we are required to construct a path pA×Bj (x) : JljKA×B(x) =
JrjKA×B(x). This is a path in A × B, so it is enough to construct two paths π1(JljKA×B(x)) =










The second path is defined analogously.
• The construction of the required homotopies is more involved and we refer the reader to the
formalization for all the details.
It is not difficult to show that the projections π1 : A × B → A and π2 : A × B → B are morphisms of
algebras. Moreover, the product of algebras satisfies the required universal property of Definition 6.8.1. Given
two algebra morphisms f : X → A and g : X → B, we have a function 〈f,g〉 : X → A × B by the universal
property of the product (of types). We refer the reader to the formalization for the proof that 〈f,g〉 is a
morphism of algebras. 
6.8.2. Inserter. The inserter in a bicategory is a generalization of the equalizer in a category.
Definition 6.8.4. Let B be a bicategory. Let A and B be objects of B and let f,g : A→ B. The inserter of
f and g is an object E together with a 1-cell e : E→ A and a 2-cell ε : e · f⇒ e · g. The triple (E, e, ε) must
satisfy the following universal property. Suppose we have
• an object E ′;
• a 1-cell e ′ : E ′ → A;
• a 2-cell ε ′ : e ′ · f⇒ e ′ · g.
Then there exists a 1-cell h : E ′ → E together with a 2-cell ϕ : h · e⇒ e ′ and a path α−1 •h C ε •α •ϕ B g =
ϕ B f • ε ′. The pair (h,ϕ) is unique up to unique 2-cell, which means that given another 1-cell h ′ : E ′ → E,
another 2-cell ϕ ′ : h ′ · e⇒ e ′, and a path α−1 • h ′ C ε • α •ϕ ′ B g = ϕ ′ B f • ε ′, there exists a unique 2-cell
τ : h⇒ h ′ such that τ B e •ϕ ′ = ϕ.
Problem 6.8.5. Given algebras A and B for Σ and algebra morphisms f,g : A→ B, to construct the inserter
of f and g in Alg(Σ).
Construction 6.8.6 (for Problem 6.8.5). The inserter of f and g is defined as the total algebra
∫
Y of a
displayed algebra Y over A. Displayed algebras were introduced in Definition 6.4.7. Y is defined as follows:
• The underlying family Y of 1-types over A is Y(x) :≡ f(x) = g(x).
• For each x : A(A), we are required to construct a map cY : A(Y)(x)→ f(cA(x)) = g(cA(x)). Suppose
we have x : A(Y)(x). By induction on the polynomial A, it is possible to derive from x a path








• The construction of paths pYj is relatively involved, and we refer to the formalization for the details.
• The construction of globes hYj is straightforward. These are paths between paths in Y(x), for some
point x. Since Y(x) is a set, the required paths exist.
The 1-cell e is the first projection out of the total algebra
∫
Y, which is an algebra morphism by




Y satisfies the required universal
property of the inserter spelled out in Definition 6.8.4. 
6.9. THE FREE ALGEBRA 95
6.8.3. Equifier. The equifier is finite limit in a bicategory, corresponding to a higher version of the
equalizer.
Definition 6.8.7. Let B be a bicategory. Let A and B be objects of B, let f,g : A → B and β,γ : f ⇒ g.
The equifier of β and γ is an object E together with a 1-cell e : E→ A and a path e C β = e C γ. The pair
(E, e) must satisfy the following universal property. Suppose we have
• an object E ′;
• a 1-cell e ′ : E ′ → A;
• a path e ′ C β = e ′ C γ.
Then there exists a 1-cell h : E ′ → E together with a 2-cell ϕ : h · e ⇒ e ′. The pair (h,ϕ) is unique up to
unique 2-cell, which means that given another 1-cell h ′ : E ′ → E and another 2-cell ϕ ′ : h ′ · e ⇒ e ′, there
exists a unique 2-cell τ : h⇒ h ′ such that τ B e •ϕ ′ = ϕ.
Problem 6.8.8. Given algebras A and B for Σ, given 1-cells f,g : A → B and 2-cells β,γ : f ⇒ g, to
construct the equifier of β and γ in Alg(Σ).
Construction 6.8.9 (for Problem 6.8.8). Similar to the construction of the inserter, we define the equifier
of β and γ as the total algebra
∫
Y of the following displayed algebra Y over A.
• The underlying family Y of 1-types over A is Y(x) :≡ β(x) = γ(x).
• For each x : A(A), we are required to construct a map cY : A(Y)(x)→ β(cA(x)) = γ(cA(x)). Assume
given x : A(Y)(x). By induction on the polynomial A, it is possible to derive from x a path
p : A(β)(x) = A(γ)(x). We define cY(x) as the following concatenation of paths:
β(cA(x)) = β(cA(x))@ idpath(g(cA(x)))
= β(cA(x))@ (cg(x)@ (cg(x))−1)
= (β(cA(x))@ cg(x))@ (cg(x))−1
= (cf(x)@ ap cB (A(β)(x)))@ (cg(x))−1 (by cβ(x))
= (cf(x)@ ap cB (A(γ)(x)))@ (cg(x))−1 (by p)
= (γ(cA(x))@ cg(x))@ (cg(x))−1 (by cγ(x))
= γ(cA(x))@ (cg(x)@ (cg(x))−1)
= γ(cA(x))@ idpath(g(cA(x)))
= γ(cA(x))
• The construction of paths pYj and globes h
Y
j is straightforward. These are respectively paths and
paths between paths in Y(x) for some point x. Since Y(x) is a proposition, these constructions are
all trivial.
The 1-cell e is the first projection out of the total algebra
∫
Y, which is an algebra morphism by




Y satisfies the required universal
property of the equifier spelled out in Definition 6.8.7. 
6.9. The Free Algebra
In this section, we discuss the free algebra for a signature Σ and show that it gives rise to a left biadjoint
pseudofunctor from 1-types to algebras in 1-types for Σ. From this, we conclude that each signature generates
a pseudomonad on the bicategory of 1-types [82].
We construct the free algebra for Σ as a biinitial algebra for a modified version of Σ. More specifically,
suppose that we have a signature Σ and a 1-type A. We first construct another signature, called the free
signature, which has all the constructors of Σ and an additional point constructor with arguments from A.
Then we define the free Σ-algebra on A to be the biinitial algebra for the free signature.
Definition 6.9.1. Let Σ be a signature and let A be a 1-type. Define the free signature FreeSigΣ(A) as
follows
• AFreeSigΣ(A) :≡ AΣ + C(A)
• Note that each path endpoint e : EAΣ(P,Q) gives rise to another path endpoint ê : EAFreeSigΣ(A)(P,Q).





j to be l̂Σj and r̂Σj respectively.
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• To define the homotopy endpoints of FreeSigΣ(A), we first note that each h : HlΣ,rΣ,a,b(s, t) gives
rise to a ĥ : H
lFreeSigΣ(A),rFreeSigΣ(A),â,b̂
(ŝ, t̂). Now we define pFreeSigΣ(A) and qFreeSigΣ(A) to be p̂Σ and
q̂Σ respectively.
We define the free Σ-algebra on A to be the biinitial FreeSigΣ(A)-algebra. The free Σ-algebra on A is
denoted by FreeAlgΣ(A) and the inclusion is denoted by incΣ : A→ FreeAlgΣ(A).
Note that the free algebra exists by Construction 6.6.4. The free signature of the signature for monoidal
objects (Subsection 6.7.4) is given as follows
Inductive FreeMon(A) :=
| inc : A→ FreeMon(A)
| u : FreeMon(A)
| m : FreeMon(A)→ FreeMon(A)→ FreeMon(A)
| lam :
∏
(x : FreeMon(A)),m(u,x) = x
| rho :
∏
(x : FreeMon(A)),m(x,u) = x
| al :
∏




ap (λz. m(x,z)) (lam(y))
=






ap (λv. m(w,v)) (al(x,y,z)) • al(w,m(x,y),z) • ap (λv. m(v,z)) (al(w,x,y))
Note that this corresponds to the free monoidal groupoid as given by Piceghello [108]. To construct
the desired left biadjoint pseudofunctor, we first give a more convenient formulation of the biinitiality of
FreeAlgΣ(A). By stating the mapping properties with algebras for Σ, we can apply them directly when
constructing the biadjunction.
Corollary 6.9.2. Let Σ be a signature and let A be a 1-type. Suppose that we have Y : Alg(Σ) and ιY : A→ Y.
• There is an algebra morphism f : FreeAlgΣ(A)→ Y such that for all a : A, we have f(incΣ(a)) = ιY(a).
• Given algebra morphisms f1, f2 : FreeAlgΣ(A)→ Y and for each a : A a path p1 : f1(incΣ(a)) = ιY(a)
and a path p2 : f2(incΣ(a)) = ιY(a), there is a unique 2-cell θ : f1 ⇒ f2 such that θ(incΣ(a)) •
cf(inr(a)) = cg(inr(a)) for each a : A.
Now we have enough in place to construct the desired biadjunction.
Problem 6.9.3. Given a signature Σ, to construct a coherent biadjunction FΣ a UΣ where the forgetful
pseudofunctor is denoted by UΣ : Pseudo(Alg(Σ), 1-Type).
Construction 6.9.4 (for Problem 6.9.3). We only indicate how to construct the left biadjoint. To construct
FΣ : Pseudo(1-Type, Alg(Σ)), we need to give an algebra FΣ(A) for A : 1-Type. We define FΣ(A) to be the
biinitial algebra for FreeSigΣ(A). Pseudofunctoriality follows from Corollary 6.9.2. 
From all of this, we conclude that each signature gives rise to a pseudomonad on 1-types.
Proposition 6.9.5 (Proposition 5.1 in [82]). Each coherent biadjunction gives rise to a pseudomonad.
Corollary 6.9.6. Each signature gives rise to a pseudomonad on 1-types.
6.10. The First Isomorphism Theorem
The first isomorphism theorem is one of the classical results in universal algebra. While this statement
is usually about algebraic structures in sets [96], we look at a generalization to the 1-truncated case. More
specifically, we formulate and prove this theorem for algebras for the signatures defined in Definition 6.3.4.
Before stating and proving the isomorphism theorem, we need to generalize several notions from universal
algebra to the 1-truncated case. First of all, following the approach of Section 6.8, we define the image
of an algebra morphism using displayed algebras. Second of all, we define congruence relations and their
quotients. The main idea here is to use Construction 6.5.12, where we lifted the groupoid quotient to a
biadjunction from AlgGrpd(Σ) to Alg(Σ). This result also indicates how congruence relations will be defined.
Basically, a congruence relation on X : Alg(Σ) is a groupoid structure on X which gives an algebra of groupoids.
Once these notions are in place, we can formulate and prove the first isomorphism theorem similarly to the
set-theoretical version.
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6.10.1. The Image. We start by defining the image of an algebra morphism. For each f : A→ B we
are after a factorization A→ Imf→ B.
Problem 6.10.1. Given algebras A and B for a signature Σ and an algebra morphism f : A→ B, to construct
an algebra Im(f) and morphisms projf : A→ Imf and incf : Im(f)→ B.
Construction 6.10.2 (for Problem 6.10.1). We define Im(f) to be the total algebra
∫
Y of the following
displayed algebra Y over B:
• The underlying family of 1-types over B is Y(x) :≡ ∃a : A. f(a) = x.
• For each x : A(A), we are required to construct a map cY : A(Y)(x)→ ∃a : A. f(a) = cB(x). Suppose
we have x : A(Y)(x). By induction on the polynomial A, it is possible to derive from x an inhabitant
of ∃y : A(A). A(f)(y) = x. By invoking the elimination principle of propositional truncation, it is
sufficient to construct a map f :
∑
y:A(A) A(f)(y) = x→
∑
a:A f(a) = c
B(x) in order to define the
map cY . So, assume that we have y : A(A) and a path p : A(f)(y) = x. Take f(y,p) to be the pair






• Since Y(x) is a proposition for all x : B, the construction of paths pYj and globes h
Y
j is straightforward.
The map incf is the first projection and projf sends x : A to the element (f(x), inc(x, idpath(f(x)))), where
inc is the point constructor of propositional truncation. 
6.10.2. Congruence Relations. Next we define congruence relations and we show that each such
relation gives a algebra in groupoids. The difficulty here is constructing the homotopy constructor of that
algebra. For this reason, we define congruence relations in two steps, and we start by defining path congruence
relations and showing that these give rise to path algebras in groupoids.
Definition 6.10.3. Let Σ be a signature and let X : Alg(Σ). A path congruence relation R on X consists
of
• a groupoid structure R on X;
• for each x,y : AΣ(X) and f : AΣ(R)(x,y), a morphism cR : R(cX(x), cX(y)) and a proof that this
assignment is functorial;
• a proof that the assignment λ x, idtoiso(pXj (x)) gives a natural transformation 〈lΣj 〉 ⇒ 〈rΣj 〉 for each
j : JΣP .
Problem 6.10.4. Given a path congruence relation R, to construct R̂ : PathAlgGrpd(Σ).
Construction 6.10.5 (for Problem 6.10.4). We only discuss the data involved.
• The carrier R̂ is the groupoid whose type of objects is X and whose morphisms are given by R.
• Next we define a functor 〈AΣ〉(R̂)→ R̂. It is defined to be cX on objects and cR on morphisms.
• Lastly, we define a natural transformation 〈lΣj 〉 ⇒ 〈rΣj 〉 for each j : JΣP . The component function of
this transformation is λ x, idtoiso(pXj (x)). 
To show that R̂ is an algebra, we also need to give the homotopy constructor. Since this constructor
has both a point and a path constructor, we need to check an equality of morphisms of R̂, which depend on
points of X and morphisms of R̂. As a result, we cannot reuse the homotopy constructor of X, because it only
depends on points of X and paths in X. This means that to construct the groupoid algebra, the homotopy
constructor needs to be constructed from scratch. This is reflected in the following definition.
Definition 6.10.6. A path congruence relation R is a congruence relation if R̂ is an algebra in groupoids.
Note that each congruence relation R gives rise to an algebra R̂ : AlgGrpd(Σ). By Construction 6.5.12,
the groupoid quotient lifts to GQuotAlg : Pseudo(AlgGrpd(Σ), Alg(Σ)). Hence, we can construct an algebra
GQuotAlg(R̂) : Alg(Σ) from a congruence relation R. Since GQuotAlg is a left biadjoint, we also get a mapping
property for GQuotAlg(R̂).
Remark 6.10.7. Suppose that we have two algebras X, Y : Alg(Σ) and a congruence relation R on X. From
the biadjunction, we get a morphism GQuotAlgR̂ → Y from R → PathGrpdAlgY. Using this, we can give
conditions for when an algebra morphism f : X→ Y factors through GQuotAlgR̂. We can unfold the definition
to find the necessary ingredients for the factorization. For example, we need to show that f lifts to a functor,
which means we need to provide a path f2 : f(x) = f(y) for each x,y : X and p : R(x,y), and equalities
f2(refl(x)) = refl(f2(x)) and f2(p · q) = f2(p) • f2(q).
98 6. CONSTRUCTING HIGHER INDUCTIVE TYPES AS GROUPOID QUOTIENTS
6.10.3. The First Isomorphism Theorem. Now let us prove a generalization of the first isomorphism
theorem to the 1-truncated case. Note that our proof follows the same steps as the proof of the first isomorphism
theorem for sets. Let us start by characterizing adjoint equivalences in Alg(Σ).
Proposition 6.10.8. Suppose we have a signature Σ, algebras X, Y : Alg(Σ), and an algebra morphism
f : X→ Y. Then f is an adjoint equivalence in Alg(Σ) if its carrier is an adjoint equivalence in 1-Type.
Theorem 6.10.9. Let Σ be a signature. Suppose, we have algebras X, Y : Alg(Σ) and an algebra morphism
f : X→ Y. Then we have a congruence relation R on X and an adjoint equivalence f : GQuotAlg(R̂)→ Im(f).
Proof. The proof is done in three steps. First, we define the congruence relation R on X by setting
R(x,y) :≡ f(x) = f(y). Second, we factor the map projf from X to the image as a map f from GQuotAlg(R̂)
to Im(f) using Construction 6.10.7. Lastly, we show that the f is an adjoint equivalence using Proposition
6.10.8. This is done by showing that the fibers are contractible. Showing that the fibers are inhabited and
propositional is similarly to proving the surjectivity and injectivity for the set-theoretical first isomorphism
theorem [96]. 
6.11. Calculating Fundamental Groups
Let us finish by using Construction 6.6.4 to determine the fundamental group of some HITs. Such
results are often proven by encode-decode method [91, 89], but we take a different approach. We only use
encode-decode to determine the path space of the groupoid quotient. For the HITs considered in this section,
we give a simpler description of the initial groupoid algebra, which fixes the fundamental group. We start by
determining the path space of the groupoid quotient.
Proposition 6.11.1. Let G be a groupoid and let x and y be objects in G. Then the types gcl(x) = gcl(y)
and G(x,y) are equivalent.
As a result, the type of paths between two points in a HIT is the type of morphisms in the initial
groupoid algebra. Since this algebra is unique, we can determine the fundamental group by finding a simpler
description of the initial groupoid algebra.
6.11.1. Circle. Recall that the circle is defined as the following HIT
Inductive S1 :=
| baseS1 : S
1
| loopS1 : baseS1 = baseS1
Note that we can define a signature S1 that represents this HIT. Next we construct a groupoid algebra S
of this signature and we prove that S is biinitial.
Definition 6.11.2. We define a groupoid S as follows
• the type of objects is the unit type;
• the type of morphisms from tt to tt is the the type integers.
Problem 6.11.3. To construct an S1-algebra structure on S.
Construction 6.11.4 (for Problem 6.11.3). To construct the desired algebra structure, we first need to
define a functor b from the unit category to S. This functor sends the unique element to tt. Furthermore, we
need to define a natural transformation l from b to b. On each component, this transformation is defined to
be 1. 
Proposition 6.11.5. The groupoid S is biinitial in AlgGrpd(S1).
From Construction 6.6.4 and the fact that biinitial objects are unique up to equivalence, we can deduce
that the circle is the groupoid quotient of S and that its base point baseS1 is gcl(tt). Since the morphisms of
S are just the integers, we immediately get the following from Proposition 6.11.1
Corollary 6.11.6. The type baseS1 = baseS1 is equivalent to the integers.
6.11.2. Torus. Next we look at the torus, which we defined in Example 6.3.5. We use the same
approach to determine its fundamental group, so we start by giving a simpler description of the biinitial
algebra for T2 in groupoids.
Definition 6.11.7. Define a groupoid T as follows
• the type of objects is the unit type;
• the type of morphisms from tt to tt is Z× Z.
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Problem 6.11.8. To construct an T2-algebra structure on T.
Construction 6.11.9 (for Problem 6.11.8). Again the point constructor is given by a functor b from the
unit category to T, which sends the unique element to tt. The two natural transformations l and r from b to
b send each element to (1, 0) and (0, 1) respectively. For the last component, we need to give an equality s
between (1, 0) + (0, 1) = (0, 1) + (1, 0). This holds definitionally. 
Proposition 6.11.10. The groupoid T is biinitial in AlgGrpd(T2).
Again we can deduce that the torus is the groupoid quotient of T and that its base point base is gcl(tt).
From Proposition 6.11.1, we immediately get
Corollary 6.11.11. The type base = base is equivalent to Z× Z.
6.11.3. Group Quotient. For the remainder of this section, we assume that a group G is given. Our
goal is to show that the fundamental group of the group quotient at its base point is G. Again we do this
by determining the biinitial groupoid algebra. The algebra structure is constructed in a similar fashion to
Construction 6.11.9.
Definition 6.11.12. We define a groupoid G as follows
• the type of objects is the unit type;
• the type of morphisms from tt to tt is G.
Problem 6.11.13. To construct an GroupQuot(G)-algebra structure on G.
Proposition 6.11.14. The groupoid G is biinitial in AlgGrpd(GroupQuot(G)).
Corollary 6.11.15. The fundamental group of the group quotient of G is G itself.
6.12. Conclusion and Further Work
We showed how to construct finitary 1-truncated higher inductive types using the propositional truncation,
quotient, and the groupoid quotient. This reduces the existence of a general class of HITs to simpler ones.
We needed the types to be 1-truncated, so that we could use the framework of bicategory theory, and the
HITs we studied had to be finitary to guarantee that the groupoid quotient commutes with the involved
operations [42]. On the way, we also proved that HITs are unique and we studied universal algebra with our
signatures. We showed that the bicategory of algebras has finite limits and we proved the first isomorphism
theorem for these algebras. Lastly, we used the way we constructed HITs, to calculate fundamental groups.
There are numerous ways to improve on these results. First of all, we only constructed finite limits of
algebras while it should also be possible to construct finite colimits of algebras. The scheme studied in this
paper is not flexible enough to support these colimits since we do not have a path endpoint that represents
the action of a polynomial on the point constructor. Hence, if we want to internally construct these colimits,
then we need to define a more permissive signature for higher inductive types.
Secondly, it should be possible to modify our approach to obtain HITs in directed type theory (DTT)
[105]. In the model of DTT provided by North, types are interpreted as categories and higher inductive types
in DTT could be interpreted as initial algebras. We constructed such algebras in the bicategory of groupoids
and in a similar way, one should be able to construct the desired algebras in the bicategory of categories.
Lastly, our construction only considers a rather simple scheme of HITs. In particular, we restrict ourselves
to the 1-truncated case. Since untruncated types correspond to ∞-groupoids, generalizing the methods
used in this paper to the untruncated case, requires formalizing notions from ∞-category theory in type
theory [15, 39, 54]. This also requires finding an ∞-dimensional generalization of the groupoid quotient.
An alternative approach to deal with untruncated HITs, pointed out by Ali Caglayan, would be using wild
categories [66, 78]. We would also like to extend our scheme to incorporate both indexed HITs and higher
inductive-inductive types [40, 73].
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Summary
Type theory is a foundational system for computer science combining aspects from both functional
programming and constructive logic. It can be used to devise proof assistants in which programmers can
write and verify programs. Furthermore, these proof assistants can be used to formalize mathematics and to
mechanically check the correctness of proofs.
Equality is one of the fundamental notions within type theory, and it is treated quite uniquely. While
there is only one notion of equality within mathematics, type theory distinguishes two forms of equality:
judgmental and propositional. Judgmental equality is based on simplification while propositional equality is
an inductively defined notion.
Variations of type theory come in two flavors based on whether judgmental and propositional equality
coincide. In extensional type theory, the reflection axiom is added, which causes these two notions of equality
to coincide. In contrast, no such axiom is present in intensional type theory, which allows differences between
judgmental and propositional equality.
Homotopy type theory (HoTT) is a flavor of intensional type theory based on the interpretation of types
as geometric spaces and equality as paths within a space up to homotopy. New axioms (univalence) and
new constructions (higher inductive types) are added to replace established insights (uniqueness of identity
proofs), and as such, HoTT offers new insights and perspectives to both mathematics and computer science.
Higher inductive types (HITs) are the main topic in this thesis. In type theory, one usually has inductive
types, which allows one to specify data types by giving constructors for that type. Inductive types cannot
be used to define data types whose equality differs from syntactical equality. HITs, on the other hand,
allow specifying data types by giving constructors for the type being defined and its equality relation. As a
result, higher inductive types offer increased expressiveness when defining data types. They can be used to
define, among others, finite sets, the partiality monad, and topological spaces such as the circle, torus, and
Eilenberg-MacLane spaces.
Our goal is to reduce HITs to simpler principles by constructing classes of higher inductive types. More
specifically, we show how to construct set-truncated HITs as set-quotients and 1-truncated HITs as groupoid
quotients. Before we do so, we first define a schema for HITs and we show that this schema is flexible enough
to describe examples such as finite sets.
We frequently employ notions from (higher) category theory, such as bicategories, initial objects, and
adjunctions. Since we work within type theory rather than in set theory, we first formalize the relevant





Type theorie is een grondslag voor de informatica die aspecten van functioneel programmeren en
constructieve logica deelt. Het kan gebruikt worden om bewijsassistenten te maken waarin programmeurs
programma’s kunnen schrijven en verifiëren. Deze assistanten kunnen ook gebruikt worden om wiskunde te
formaliseren en om mechanisch de correctheid van bewijzen te controleren.
Gelijkheid van wiskundige objecten is één van de fundamentele noties binnen type theorie en de visie
erop is uniek binnen de wiskunde. Binnen de wiskunde is er maar één notie van gelijkheid, maar binnen type
theorie zijn er twee soorten: definitionele gelijkheid en propositionele gelijkheid. Definitionele gelijkheid gaat
over het herschrijven van termen terwijl propositionele gelijkheid een inductief gedefinieerd begrip is.
Er zijn twee verschillende smaken van type theory: intensionele en extensionele type theorie. In
extensionele type theorie heeft men het zogenaamde reflectie axioma. Dat zegt dat de twee soorten gelijkheden
overeenkomen. Echter, dat axioma hebben we niet in intensionele type theorieën en dus in die theorieën
kunnen definitionele gelijkheid en propositionele gelijkheid verschillen.
Homotopie type theorie (HoTT) is een vorm van intensionele type theorie waaarin types geïnterpreteerd
worden als meetkundige ruimtes en gelijkheid wordt gezien als het bestaan van een pad tussen punten. De
gelijkheid van paden wordt beschreven door homotopieën in de ruimte. In deze interpretatie worden nieuwe
axioma’s, zoals het ‘univalence axioma’, en nieuwe constructies, hogere inductieve types, toegevoegd waardoor
gevestigde principes (zoals het axioma UIP) omver worden geworpen en vervangen door nieuwe inzichten
(types hebben niet de structuur van verzamelingen, maar van ∞-groupoïden). HoTT biedt dus nieuwe
inzichten en nieuwe perspectieven binnen zowel de wiskunde als de informatica.
Het hoofdonderwerp van deze thesis zijn hogere inductive types (HITs). Inductieve types zijn een
gebruikelijke constructie binnen de type theorie en ze bieden een manier om types te maken door constructoren
te specificeren. Echter, twee elementen van een inductief type zijn gelijk als ze syntactisch gelijk zijn, dus we
kunnen inductieve types niet gebruiken om data types te definiëren waar de syntactisch gelijkheid verschilt
van de bedoelde gelijkheid. Hogere inductieve types worden daarentegen beschreven door constructoren
voor de termen van dat type, constructoren voor gelijkheid van termen binnen dat type, constructoren voor
gelijkheden van gelijkheden binnen dat type en zo door. HITs bieden meer mogelijkheden om data types te
definiëren dan inductieve types en we kunnen ze gebruiken om, onder andere, types van eindige verzamelingen,
de partiality monad en topologische ruimtes, zoals de cirkel, torus en Eilenberg-MacLane ruimtes.
Ons doel is om hogere inductieve types te reduceren naar eenvoudigere principes door een klasse van
HITs te construeren. Preciezer gezegd, we construeren set-truncated HITs als quotiënten van verzamelingen
en 1-truncated HITs als quotiënten van groupoïden. Om dat te doen, definiëren we eerst een schema voor
hogere inductieve types en we laten zien dat dit schema flexibel genoeg is om verscheidene voorbeelden, zoals
eindige verzamelingen, te definiëren.
Voor dit doelen zetten we middelen van (hogere) categorieën theorie in, zoals bicategorieën, initiële
objecten en adjuncties. Omdat we in type theorie werken in plaats van in klassieke verzamelingenleer,
formaliseren we eerst de relevante noties binnen type theorie. Verder bestuderen we displayed bicategorieën




This thesis research has been carried out under the research data management policy of the Institute for
Computing and Information Science of Radboud University, The Netherlands.2
The following research datasets have been produced during this PhD research:
• Chapter 2: Henning Basold, Herman Geuvers, Niels van der Weide (2016): Higher Inductive Types
in Programming, code on Github.
https://github.com/nmvdw/HITs-Examples
• Chapter 3: Dan Frumin, Léon Gondelman, Herman Geuvers, Niels van der Weide (2018): Finite
Sets in Homotopy Type Theory, code on Radboud University web page.
https://cs.ru.nl/~nweide/fsets/finitesets.html
• Chapter 4: Niels van der Weide, Herman Geuvers (2019): The Construction of Set-Truncated
Higher Inductive Types, code on Github.
https://github.com/nmvdw/SetHITs
• Chapter 5: Benedikt Ahrens, Dan Frumin, Marco Maggesi Niccol‘o Veltri, Niels van der Weide
(2019): Bicategories in Univalent Foundations, code on Github.
https://github.com/UniMath/UniMath/tree/d4de26f72a5c5d941db23a5d3c0f09ad659ce5c0
• Chapter 6: Niccolò Veltri, Niels van der Weide (2020): Constructing Higher Inductive Types as
Groupoid Quotients, code on Github.
https://github.com/nmvdw/GrpdHITs/tree/extended
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