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Abstract
The present study explored when and how the top-down intention to speak influences the language
production process. We did so by comparing the brain’s electrical response for a variable known
to affect lexical access, namely word frequency, during overt object naming and non-verbal object
categorization. We found that during naming, the event-related brain potentials elicited for objects
with low frequency names started to diverge from those with high frequency names as early as
152 ms after stimulus onset, while during non-verbal categorization the same frequency
comparison appeared 200 ms later eliciting a qualitatively different brain response. Thus, only
when participants had the conscious intention to name an object the brain rapidly engaged in
lexical access. The data offer evidence that top-down intention to speak proactively facilitates the
activation of words related to perceived objects.
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Introduction
Speaking is primarily an intentional activity: An interlocutor can voluntarily decide whether
or not to utter the ideas and thoughts he holds in mind, respond to the speech of others or
refer to the objects present in the environment. How does this intention to speak affect the
way words are activated and retrieved from memory for eventual production? Despite
various studies indicating that some lexical knowledge becomes available even for items we
do not intend to name, a deep understanding of when and how the top-down intention to
speak acts upon the processing of linguistic information is still lacking. Here, we aim at
addressing the influence intention-driven processes might exert on the temporal brain
dynamics of lexical access. To do so, we assess the effects of word frequency, as a proxy of
lexical activity, on event-related brain potentials (ERPs) in a task involving the intention to
speak (object naming) and in a task where no naming intention is present (object
categorization).
Investigating the interaction between top-down intention and language processing is quite
timely given recent developments, especially in vision and object recognition, highlighting
the early involvement of top-down processes. In those fields evidence is accumulating that
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the brain is not just a passive processor which propagates information in an unidirectional
manner, but rather is a collection of dynamical systems actively involved in the construction
of cognition (e.g., Desimone & Duncan, 1995; Engel, Fries, & Singer, 2001; Gilbert &
Sigman, 2007; Kanwisher & Wojciulik, 2000; Kastner & Ungerleider, 2000; Ullman, 1995).
Indeed, various studies have shown that top-down influences (e.g., attention, context,
intention) produce early and immediate effects on the sensory processing stream (e.g.,
Corbetta, Miezin, Dobmeyer, Shulman, & Petersen, 1990; Hillyard, Vogel, & Luck, 1998;
Posner & Dehaene, 1994) and, in some cases, even trigger task-relevant representations
prior to the arrival of the sensory-evoked activity (referred to as proactive top-down
processing; e.g., Bar et al., 2006; Kastner, Pinsk, De Weerd, Desimone, & Ungerleider,
1999; Luck, Chelazzi, Hillyard, & Desimone, 1997; O’Craven & Kanwisher, 2000; Peelen,
Fei-Fei, & Kastner, 2009).
Similar attempts in the field of language production are scarce. To clarify, we do not address
how speech intention (intention behind the message a speaker wishes to convey) comes
about, or how it shapes conceptual processing. Instead, we explore how the intention to
speak (the conscious intention to produce language) impacts the flow of information
between already activated semantic representations and lexical representations. Thus, to
avoid confusion, the term feedforward processing is referred to here as the unidirectional
transmission of information from the semantic to the lexical system. The term top-down
processing refers to task intentional (or attentional) mechanisms which may or may not
affect the feedforward flow between concepts and words. The latter will be investigated by
comparing brain activity in two tasks that rely on similar picture processing operations,
object naming and object categorization, but differ on the degree to which they require
speech production (e.g., Eddy, Schmid, & Holcomb, 2006). In particular, we will assess to
what extent the word frequency effect varies in function of the intention to speak.
Lexical access through feedforward spreading activation
Most researchers agree that access to words during speech production is achieved through
feedforward spreading activation; a principle according to which information necessarily
circulates between strongly connected representations (e.g., Collins & Loftus, 1975; Neely,
1977). For speech production this implies that activated semantic representations spread
activation to the corresponding lexical items which a speaker intends to utter (e.g.,
Caramazza, 1997; Dell, 1986; Dell & O’Seaghdha, 1992; Levelt, Roelofs, & Meyer, 1999;
Roelofs, 1992; Roelofs, 2003). With the exception of models developed to account for
interference induced by target-irrelevant stimuli (e.g., Roelofs, 1992; Roelofs, 2003; see also
Cohen, Dunbar, & McClelland, 1990), understandably most models of speech production
remain silent about the consequences of conceptual activation in the absence of the intention
to speak. Nevertheless, according to the dynamical principle of spreading activation some
lexical information should also become activated even when there is no speech. This is
because spreading activation models of lexical access assume a direct link between the
semantic and language system, regardless the intention to speak (e.g., Caramazza, 1997;
Dell, 1986; Levelt et al., 1999). In this view, a linguistic goal such as the intention to speak
(as opposed to a semantic goal such as intention of the message itself) affects the
lexicalization process only after this initial link is formed (referred to as reactive top-down
processes).
Most of the evidence supporting spreading activation models of lexical access comes from
Stroop-like tasks where linguistic influences of distractor words or pictures we do not intend
to verbalize affect the speed of target naming (e.g., Costa & Caramazza, 2002; Cutting &
Ferreira, 1999; Damian & Bowers, 2003; Glaser & Glaser, 1989; Griffin & Bock, 1998;
Levelt et al., 1991; Meyer & Damian, 2007; Morsella & Miozzo, 2002; Navarrete & Costa,
2005; Morgan & Meyer, 2005; Peterson & Savoy, 1998; Roelofs, 1992; Roelofs, 2003;
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Roelofs, 2006; Roelofs, 2008). Particularly compelling are the contextual effects produced
by to-be-ignored pictures, since both the target and the distractor need to be conceptually
processed in order to retrieve words (e.g., Bles & Jansma, 2008; Glaser & Glaser, 1989;
Meyer & Damian, 2007; Morsella & Miozzo, 2002; Navarrete & Costa, 2005). For instance,
a target picture DOG simultaneously presented with a phonologically related distractor
picture doll results in faster naming latencies as compared to when presented with an
unrelated distractor (coat). Researchers explained these and related findings in terms of
parallel activation of the linguistic system for both the speech intended and nonintended
object; a result which is consistent with the notion of spreading activation between
representational systems. However, some studies have failed to replicate this pattern of
results or demonstrated that the contextual effects only occur under certain circumstances
(e.g., Damian & Bowers, 2003; Jescheniak, Schriefers, Garrett, & Friederici, 2002;
Jescheniak et al., 2009; Oppermann, Jescheniak, & Schriefers, 2008; Oppermann,
Jescheniak, Schriefers, & Gorges, 2010). Others have found effects in the opposite direction
(e.g., Bloem & La Heij, 2003; Bloem, van der Boogaard, & La Heij, 2004), which has been
interpreted as favoring another class of speech production models, namely concept selection
models, where only those concepts one intends to utter will percolate to the lexicon (e.g.,
Bloem & La Heij, 2003; Levelt, 1989).
Furthermore, in all of the above studies a naming response was still required, leaving open
the question of whether activated concepts trigger lexical knowledge even when a task does
not involve speaking at all. The available evidence here, which is based on registering
linguistic effects in non-verbal tasks, is scarce and controversial. For example, some authors
have found that a lexical variable such as word frequency affects the speed of semantic
categorization, suggesting that words receive some input from semantic representations even
when there is no intention to speak (e.g., Kroll & Potter, 1984). However, this finding does
not seem very robust and most studies have failed to replicate it (e.g., Jescheniak & Levelt,
1994; Morrison, Ellis, & Quinlan, 1992; Wingfield, 1968). Similarly, while Schiefers et al.
(1990; see also Levelt et al., 1999) consistently found semantic interference from distractor
stimuli during picture naming, those effects were absent during a non-verbal old/new picture
judgment task. Notwithstanding, whether or not a linguistic manipulation affects the speed
of a non-linguistic response says little about the presence or absence of lexical activity in a
non-verbal task.
A recent fMRI study of the picture (distractor) – picture (target) paradigm provides an
illustrative example of this logic (Bles & Jansma, 2008). Target and distractor pictures
which activated brain areas thought to be involved in phonological processes during a
phoneme detection task also became active during a semantic categorization task. However,
a phonological relatedness effect between targets and distractors in both the reaction times
and the fMRI data was only found for the phonological task. In other words, even though
language-related information became available in a non-linguistic task, it seemed to
influence the brain and behavior in a different manner as during a task which explicitly
required language processing. By itself this is not so surprising. Models incorporating
spreading activation merely suppose that an activated concept percolates to the lexicon,
regardless whether the task is verbal or not. They do not assume that the speaker’s behavior
or overall brain response to a linguistic manipulation should be similar for verbal and non-
verbal tasks. The question here is not whether verbalizing a concept or not is different, but
when it is different. Reaction times and the BOLD response lack the temporal resolution to
determine at which point during processing the necessary differences between naming and
categorization occur.
The few studies in the language production literature which do employ time-sensitive
techniques capable of tracing language processing online, such as ERPs (e.g., Holcomb &
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Grainger, 2006; Kutas & Federmeier, 2000; Kutas & Hillyard, 1980) and eye tracking (e.g.,
Griffin & Bock, 2000), also have yielded inconclusive and contradicting results about
whether objects activate the language system in non-verbal tasks. Meyer, Sleiderink, and
Levelt (1998) encountered a lexical frequency effect in a picture naming task for both
reaction times and amount of viewing times as registered with eye tracking. During a
subsequent object/non-object decision task no lexical frequency effects were found for either
measure. The authors concluded that objects in a visual task are not processed up to
phonology. AlsoJescheniak et al. (2002) reached the same conclusion based on the presence
of a phonological relatedness effect in the ERPs between distractors and targets in a naming
task, which was absent in a non-verbal size judgment task. In contrast, Meyer, Belke,
Telling, and Humphreys (2007; see also Belke, Humphreys, Watson, Meyer, & Telling,
2008) showed in an eye tracking study that phonologically related picture distractors
resulted in increased error-rates and incorrect eye-saccades when visually searching for a
target picture. Based on these findings they argued that the mere visual presentation of an
object results in phonological activation. With respect to the role of the intention to speak
for lexical access several problems of these studies have to be pointed out. First, aside from
displaying contradicting results, none of these studies were able to unambiguously pinpoint
the locus of their observed effects to a particular linguistic or conceptual processing stage
(Jescheniak et al., 2002; Meyer et al., 1998; Meyer et al., 2007). Second, the non-verbal
tasks were all related to physical judgments about the objects. The semantic analyses might
be too superficial in this case to engage the link between concepts and words (e.g., Bles &
Jansma, 2008). The data are specially relevant for understanding whether a perceived object
is automatically associated with a verbal label (e.g., Griffin, 2004; Humphreys, Riddoch, &
Price, 1997; and see for a similar debate in spoken word recognition whether listeners can
pre-activate the names of objects in the visual world paradigm e.g., Allopenna, Magnuson,
& Tanenhaus, 1998; Dahan & Tanenhaus, 2005; Huettig & McQueen, 2007; Tanenhaus,
Magnuson, Dahan, & Chambers, 2000), but they do not necessarily relate to the dynamics
between concepts and words or how the intention to speak may influence this lexicalization
process.
To speak or not to speak: The present study
Most of the reviewed studies above show that distractors, objects a speaker does not intend
to utter, nonetheless activate lexical information in picture naming. Whether this is also the
case in non-verbal tasks is much less clear. One factor which seems to be of importance is
the depth of semantic processing required in the non-verbal tasks (e.g., Bles & Jansma,
2008). This is important for the present purposes. Whether guiding attention towards objects
is sufficient to generate lexical activation is an interesting issue, but it is not the one at stake
in differentiating between the mechanisms of lexical access and the role of intention to
speak. Speech production models which embrace spreading activation assign this principle
between concepts and words, not necessarily between objects and words. From here the
prediction follows that at least some lexical knowledge should become available in non-
verbal tasks demanding sufficient semantic processing. As reviewed above, only a few
demonstrations of the latter are available in the literature. And even those studies showing
language related activation in conceptual tasks (e.g., Bles & Jansma, 2008; Kroll & Potter,
1984; Meyer et al., 2007), lack the temporal accuracy to inform us about when the automatic
spread of activation is influenced by the conscious intention to speak (this also holds for the
discussed eye-tracking studies, since their time course is relevant from target presentation-
spoken or visual-onwards, but not for the prior presented prime or distractors). To this end,
here we will explore whether lexical access is entailed in a nonverbal semantic task, and if
so, whether the manner in which lexical access is achieved when there is no naming
intention can be considered quantitatively and/or qualitatively similar as during intended
speech production.
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In order to obtain explicit temporal information of the online processes involved in speech
production, the EEG is registered while participants are instructed to immediately respond
upon object presentation; also in the overt naming task. Such immediate object naming set-
up with EEG recordings only recently has been employed successfully in order to study
language production (e.g., Christoffels, Firk, & Schiller, 2007; Costa, Strijkers, Martin, &
Thierry, 2009; Koester & Schiller, 2008; Strijkers, Costa, & Thierry, 2010; Verhoef,
Roelofs, & Chwilla, 2009). A particularly relevant observation for the present goals is that
variables known to affect the speed with which we retrieve words (e.g., lexical frequency,
semantic interference, first vs. second language speech), have been shown to produce
deflections in electrical brain activity within 200 ms after picture onset (Costa et al., 2009;
Strijkers et al., 2010). In a positive going waveform (P2) ERP amplitudes increased as a
function of naming difficulty. We must point out that the underlying functionality of this P2
deflection is unclear and we certainly do not wish to claim that it reflects the process of
lexical access by itself. In fact, P2 modulations have been reported before in language
comprehension studies illustrating sensitivity to anticipatory effects, phonological priming
and word class (e.g., Federmeier, 2007; O’Hare, Dien, Waterson & Savage, 2008; ter Keurs,
Brown, Hagoort, & Stegeman, 1999). Most of these studies have related the P2 effects to the
ones encountered in visual attention, namely a modulation engendered by an attention-
driven analysis related to the physical properties of a visual stimulus (e.g., Luck & Hillyard,
1994). Interestingly and in contrast to the visual P2, the one elicited for lexical variables in
naming is found when the manipulated lexical variable bares no difference between the
conditions with respect to physical or conceptual attributes and even when stemming from
the same visual input (Costa et al., 2009; Strijkers et al., 2010). These findings in
combination with the different scalp distribution of the P2 in naming, makes it possible that
the lexical sensitive P2 is different from the exogenous P2 (we will come back to this issue
in the ‘General discussion’). To at least acknowledge this possibility we will label the P2
observed in naming tasks for now the production P2 (pP2). Let us stress again that this does
not mean that the mechanism responsible for the pP2 will only become apparent in
production tasks or that it is the direct expression of lexical access for that matter. Whatever
process may drive this ERP modulation, of importance here is that this process is sensitive
to lexical manipulations, making it a useful instrument to explore the dynamics of lexical
access in picture naming tasks.
The rationale behind the experiments is based on the combination of the theoretical
framework provided by the language production models embracing spreading activation as
main principle of lexical access with the above reported pP2 modulations to lexical
variables. Comparing the nature of the pP2 deflection between object naming and object
categorization should enable us to directly investigate whether lexical access is apparent in a
task which does not require speech and if so, whether it can be considered similar in both
tasks. In order to tap into lexical processing and elicit a pP2 modulation we chose to
manipulate the lexical frequency of the objects’ names (see Strijkers et al., 2010). The
lexical frequency effect refers to the observation that naming latencies are faster for objects
with names we produce on a regular basis compared to objects with names we produce
rarely. Crucially, this effect is thought to arise at the moment the brain starts retrieving word
information (e.g., Almeida, Knobel, Finkbeiner, & Caramazza, 2007; Caramazza, Costa,
Miozzo, & Bi, 2001; Graves, Grabowski, Mehta, & Gordon, 2007; Kittredge, Dell,
Verkuilen, & Schwartz, 2007; Knobel, Finkbeiner, & Caramazza, 2008; Navarrete, Basagni,
Alario, & Costa, 2006; Strijkers et al., 2010).
Tracking the time-course of the lexical frequency effect during a task that involves the
intention to name and a task that lacks naming intention generates the following predictions:
If concepts trigger the initial activation of words in a feedforward fashion independently of a
speaker’s intention (e.g., Caramazza, 1997; Dell, 1986; Dell & O’Seaghdha, 1992; Levelt et
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al., 1999; Roelofs, 1992; Roelofs, 2003), then both object naming and object categorization
should elicit the frequency effect in the ERPs under the form of an early pP2 modulation. If,
on the other hand, the brain’s rapid translation of a visual stimulus into word-related activity
is facilitated by top-down intention to speak, then we should observe an early divergence
between low and high frequency ERPs only in the case of object naming. If the latter turns
out to be true, two possibilities with respect to the frequency effect in object categorization
remain. First, there might be no frequency effect visible in the ERPs. This would be
problematic for the principle of spreading activation and would provide evidence favoring
concept selection models (e.g., Bloem & La Heij, 2003; Levelt, 1989). The other option is
that the lexical frequency effect appears at a later point in time, which would preserve the
notion of spreading activation. In this case two ERP expressions of the frequency effect
related to quantitative or qualitative differences in lexical access are possible. Or the same
pP2 effect is encountered but delayed in time, which would mean that lexical access in
object naming and object categorization results from the same spreading activation
mechanism, but that the intention to speak can speed up this mechanism for naming.
Alternatively, if a different ERP frequency effect presents itself during object categorization,
this would mean that lexical access is achieved in a qualitatively different manner when
there is intention to speak. That is, a top-down driven lexical access in naming and a ‘‘spill-
over’’ lexical access due to spreading activation in categorization.
Experiment 1: The lexical frequency effect in object naming
Methods
Participants—Twenty participants took part in the experiment. All were students at Tufts
University (ages 18–26; 8 males, 12 females) and native speakers of English. All were right-
handed, had normal or corrected-to-normal vision and did not suffer from any neurological
or motor problems.
Stimuli—We selected 310 simple white line drawings (presented on a black background)
representing different objects belonging to various semantic categories. A 170 of them were
target pictures, the remaining 140 pictures were fillers and/or go-trials in Experiment 2 (see
below). For the 170 target objects the lexical word frequency of their names was
manipulated, in that 85 corresponded to low frequency names (mean lexical frequency taken
from the CELEX database: 7.0) and 85 corresponded to high frequency names (mean lexical
frequency: 101.7). Between the low and high frequency groups of object names we
controlled for word length (mean letter length: low frequency: 5.1; high frequency: 4.9; F <
1), name agreement (low frequency: 83%; high frequency: 89%; p > .1; from Snodgrass &
Vanderwart, 1980) and distribution of the number of members belonging to the same
semantic category. All pictures used in the experiment measured on average 5.84 cm2
(±1.29 cm2). The 310 pictures were randomly assigned to an experimental list with the
single constraint that members belonging to the same semantic category were more or less
equally distributed throughout the list. The latter was achieved by dividing the experimental
list in 3 parts (100 first items, 110 middle items and 100 last items) and ensuring that
approximately the same amount of members of a semantic category appeared in the 3 parts
(for example, there were 16 items belonging to the category mammals; 5 appeared in the
first part, 5 in the middle and 6 in the last part of the list).
Procedure—Participants were not familiarized with the object names, but all pictures were
repeated once in the same order leading to a total of 620 trials (block 1: 1st presentation of
the 310 pictures; block 2: 2nd presentation of the 310 pictures). This was done to fully
explore the effect of repetition and its potential interaction with the variable of interest,
namely lexical word frequency. Participants were asked to name the pictures aloud as fast
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and accurately as possible. Their response was registered by a voice key in a soundproof
room. An experimental trial had the following structure: (a) an object was presented for 350
ms in the center of a computer screen; (b) a blank interval of 1750 ms intervened between
the offset of the object and the start of a new trial. Breaks of 5–15 s were administered
randomly after 15–30 object naming trials and there was a break of at least 1 min between
blocks 1 and 2 of the experiment.
EEG recording procedure—The electroencephalogram (EEG) was recorded from 28 tin
electrodes embedded in an elastic cap (Electrode-Cap International) and placed on the scalp
of the participants. Additional electrodes were attached below the left eye (LE, to monitor
for vertical eye movement/blinks), to the right of the right eye (VE, to monitor for horizontal
eye movements), over the left mastoid bone (A1, reference) and over the right mastoid bone
(A2, recorded actively to monitor for differential mastoid activity). All EEG electrode
impedances were maintained below 5 kX (impedance for eye electrodes was less than 10 kX
and for the reference electrodes less than 2 kX). The EEG was amplified by an SA
Bioamplifier with a bandpass of 0.01 and 40 Hz and the EEG was continuously sampled at a
rate of 250 Hz throughout the experiment.
Data analysis—The raw EEG was segmented off-line in epochs of 650 ms starting 100 ms
before stimulus onset until 550 ms after stimulus onset. All trials containing eye blinks
(signals exceeding ± 70 µV within an epoch) were removed prior to averaging. In addition,
trials containing errors (7%) and trials with naming latencies faster than 550 ms (5%) were
excluded from the analyses to avoid contamination of the ERPs caused by muscular and
mouth activity (e.g., Costa et al., 2009; Strijkers et al., 2010). The epochs were lowpass
filtered at 15 Hz and averaged together according to the two levels of lexical frequency
(high vs. low) and the two levels of presentation (first vs. second). All averaged data were
baseline corrected utilizing the 100 ms prior to stimulus presentation. For the analyses
various electrodes were clustered together dividing the scalp in 7 regions: Left
FrontoCentral (LFC: F3, F7, FC5, T3), Frontal (Fr: Fz, FC1, FC2), Right FrontoCentral
(RFC: F4, F8, FC6, T4), Left CentroParietal (LCP: C3, CP5, P3, T5), CentroParietal (CP:
Cz, CP1, CP2, Pz), Right CentroParietal (RCP: C4, CP6, P4, T6) and Occipital (Oc: O1, Oz,
O2). Two types of analyses were conducted on the ERP data. First, classical peak amplitude
analyses were performed on six time-windows containing visible peaks: [0–70 ms] (P1
peak), [70–140 ms] (N1), [140–210 ms] (pP2), [210–280 ms], [280–350 ms], [350–500 ms].
Separate 2 (frequency) × 2 (repetition) × 7 (electrode cluster) repeated measures analyses of
variance (ANOVAs) were used to analyze the data in all six time-windows. Where
necessary, Geisser and Greenhouse correction and Bonferonni correction for multiple
comparisons were applied. Second, we performed onset latency analyses between ERPs
elicited by pictures with low frequency names and those elicited by pictures with high
frequency names. We did so by running two-tailed t-tests at every sampling point (4 ms)
starting from picture onset (0 ms) until at least a sequence of 12 consecutive t-test samples
exceeded the 0.05 significance level (e.g., Costa et al., 2009; Guthrie & Buchwald, 1991;
Strijkers et al., 2010; Thierry, Cardebat, & Demonet, 2003). The first point where a
significant row of 12 t-tests occurred was taken as the onset of the frequency effect.
Results
The behavioral data displayed significant main effects of frequency (subjects: F1,19 = 16.27,
P = .001; items: F1,168 = 28.77, P < .001) and repetition (subjects: F1,19 = 68.92, P < .001;
items: F1,168 = 134.65, P < .001), and a significant interaction between frequency and
repetition (subjects: F1,19 = 12.91, P = .002; items: F1,168 = 22.59, P < .001). As can be
appreciated in Fig. 1, pictures with high frequency names were uttered faster than pictures
Strijkers et al. Page 7
J Mem Lang. Author manuscript; available in PMC 2013 September 11.
N
IH
-PA Author M
anuscript
N
IH
-PA Author M
anuscript
N
IH
-PA Author M
anuscript
with low frequency names, and pictures presented for a second time gave rise to faster
naming responses compared to the first presentation, especially for low frequency items.
For clarity we will mainly report the ERP results relevant in light of the present study, with a
special emphasis for the P2-range [140–210 ms], the time-window of interest (the statistical
results for all 6 time-windows and variables analyzed are summarized in Table 1a). There
were no significant effects in the earliest time-windows (P1 and N1) for any of the variables
(all Ps > .1). When comparing the ERPs elicited by low frequency versus high frequency
items, the first differences became significant in the P2 range (F1,19 = 9.85, P = .005). ERPs
to pictures with low frequency names had more positive amplitudes between 140–210 ms
than ERPs to pictures with high frequency names (see Fig. 2a). We also encountered a
significant main effect of repetition on the P2 amplitude (F1,19 = 5.51, P < .05). The P2 was
more positive for objects presented a second time compared to the first presentation (see Fig.
2b). Importantly, the data also showed a significant interaction between repetition and
electrode cluster (F6,114 = 3.60, P < .05) and a significant three-way interaction between
frequency, repetition and electrode cluster (F6,114 = 3.72, P < .05). T-tests of the various
contrasts revealed that the P2 frequency effect interacted with repetition but only for the
LFC, Fr and RFC electrode clusters (see Fig. 3). At posterior regions (CP, LCP) the
significant frequency effect was unaffected by the repetition of items (see Fig. 3).
Furthermore, we also observed significant interactions of frequency with electrode cluster in
the [280–350 ms] range and the [350–500 ms] range (all Ps < .05). T-tests showed that for
both time-windows ERPs for low frequency items were more positive going (and less
negative going) compared to the ERPs for high frequency items at LCP, CP and RCP
electrode clusters (all Ps < .05). Finally, we found a main effect of repetition in the [350–500
ms] time window with ERPs elicited by the first presentation of the pictures having more
negative amplitudes compared to those elicited by the second presentation (P < .05).
The onset latency analysis revealed that low and high frequency ERPs started to diverge
significantly and reliably from each other at 152 ms after picture onset for RFC, LCP, CP,
RCP and OC electrode clusters.
Discussion
The experiment replicated previous ERP findings regarding the onset of lexical access
during overt object naming (Strijkers et al., 2010). ERPs elicited by objects with low
frequency names produced more positive going amplitudes compared to those elicited by
objects with high frequency names in the P2 time-range, with an onset of 152 ms after
picture presentation. Replicating the pP2 frequency effect during the naming task, and this
for another response language and with more experimental stimuli than in the study
ofStrijkers et al. (2010), was crucial in order to use this electrophysiological correlate as a
tool to explore the potential influence of top-down intention on lexicalization in the
subsequent experiment.
In addition, these results also address two important issues regarding the pP2 frequency
effect during overt naming tasks: First, they demonstrate that repetition of the stimuli is not
responsible for the pP2 modulation. The frequency effect at the pP2 was present during the
first presentation of the objects (see Fig. 3), where repetition could not have come into play.
Second, the effect of repetition itself produced the typical positive shift for the 2nd
presentation of the objects (e.g., Grill-Spector, Henson, & Martin, 2006; Holcomb &
McPherson, 1994; see Fig. 2b). This finding is important when thinking about the validity of
using EEG during overt naming to encounter sensory and cognitive relevant brain activity. It
could be argued that all the electrophysiological effects of lexical load manipulations during
overt naming tasks (e.g., Costa et al., 2009; Strijkers et al., 2010), even the early ones,
merely reveal motor preparation activity, with the fastest conditions producing less positive
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preparation responses. If that was true, then there should always be these types of ERP
modulations during overt naming when contrasting fast versus slow naming conditions.
However, the repetition effect does not fit this pattern as in this case the fastest naming
condition (2nd presentation of the items) produced the more positive response compared to
the slower condition (1st presentation of the items). This is the same pattern found in non-
verbal tasks (e.g., Grill-Spector et al., 2006; Henson, Rylands, Ross, Vuilleumeir, & Rugg,
2004; Holcomb & McPherson, 1994; Rugg & Doyle, 1994; Schendan & Kutas, 2003). Such
finding supports the position that the early ERP effects for lexical frequency are associated
with cognitive relevant brain activity rather than an indication of motor preparation.
Furthermore, although both frequency and repetition could potentially affect the same
components and hence be sensitive to the same processes, the fact that the pP2 for lexical
frequency displays a reverse pattern in the direction of the modulation and elicits a different
scalp distribution compared to the repetition P2 (see Fig. 4), may be indicating that they
have distinct functionalities. If so, the repetition P2 (and later positive shift) encountered
here, could reflect recollection of a previously seen item (thus, explicitly related to the
process of repetition), as reported previously in the literature for objects as well as printed
words and faces (e.g., Barrett & Rugg, 1989; Grill-Spector et al., 2006; Henson et al., 2004;
Holcomb & McPherson, 1994; Rugg & Doyle, 1994; Van Petten, Kutas, Kluender,
Mitchiner, & McIsaac, 1991; Van Petten & Senkfor, 1996). In contrast, the pP2 for lexical
frequency, which is observed without the need of repeated items and thus seems to occur at
least to some degree independently from processes directly associated with repetition such
as recollection, may be related to the activation of task-relevant features (lexical here).
Having established the validity of the technique and more importantly, having replicated the
early onset of a lexical frequency effect during object naming, we now turn to Experiment 2,
for which the exact same stimuli were tested but participants had to engage in a go/no-go
semantic categorization task. Previous research has shown that this task engages perceptual
as well as higher conceptual processing (e.g., Eddy et al., 2006). In addition, aside from the
need to process an object well beyond its physical properties, it has been shown that
superordinate semantic categorization tasks also inflect the retrieval of the basiclevel
concept (e.g., Grill-Spector & Kanwisher, 2005; Rosch, 1978). This makes the task ideal
with respect to the goals of the present study. The crucial question in Experiment 2 was:
What will happen to the pP2 frequency effect when there is no conscious intention to utter
the names of the presented objects?
Experiment 2: The lexical frequency effect in go/no-go object
categorization
Methods
Participants—Eight-teen participants took part in the experiment. All were students at
Tufts University (ages 18–24; 7 males, 11 females) and native speakers of English. All were
right-handed, had normal or corrected-to-normal vision and did not suffer from any
neurological or motor problems.
Stimuli—The stimuli and the experimental presentation list were identical to Experiment 1.
However, to ensure sufficient go-trials (see procedure below), 18 extra items belonging to
the category food were included. The 18 novel items were randomly assigned to the
experimental presentation list of Experiment 1. As in Experiment 1 the experimental list was
repeated once in a second block resulting in a total of 656 trials.
Procedure—The whole procedure was identical to the one in Experiment 1. The only
difference with Experiment 1 was that participants, instead of object naming, had to perform
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a go/no-go semantic categorization. They were instructed to push a response button as fast
as possible whenever they saw an object belonging to the category food (go-trials; we
selected the category food given the nice property of this category to consist of a variety of
objects with visually distinct features ensuring that decisions could not be based on
prototypical canonical features). This was necessary for 16% of the trials (for a total of 51
objects; 33 belonging to the filler items of Experiment 1 and 18 extra food items included in
this experiment). All critical trials (low and high frequency items) corresponded to a no-go
response (170 of the 279 no-go trials in the list) and were identical to those in Experiment 1.
EEG procedure and data analyses—These were identical to those of Experiment 1.
Results
An overview of the statistical results for all the ERP analyses can be appreciated in Table
1b. For the earliest time-windows there was only a marginally significant interaction effect
of repetition with electrode cluster at the P1 (P = .053). However, independent t-tests
showed that the repetition effect did not reach significance for any of the electrode clusters;
there only were trends towards significance for the Fr and RFC electrode clusters (P < .1).
More relevant, the repeated measures ANOVAs revealed that there was no significant effect
when comparing the same low versus high frequency items as in Experiment 1 in the P2
range (F1,17 < 1) (see Fig. 5a). There were also no significant interactions of frequency with
repetition or electrode cluster (all Ps > .1), nor a significant three-way interaction between
frequency, repetition and electrode cluster (P > .6; see Fig. 6). As in Experiment 1, we did
observe a significant main effect of repetition for the P2 (F1,17 = 8.47, P < .001) as well as a
significant interaction of repetition with electrode cluster (F6,102 = 4.14, P < .05). The
repetition of the objects elicited a positive shift in the P2-range and this increase in positive
amplitudes was more pronounced for LFC, Fr, RFC and CP electrode clusters (see Fig. 5b).
The first significant effects of frequency became apparent in the [280–350 ms] and the
[350–500 ms] ranges with significant interactions of frequency and electrode cluster ([280–
350 ms]: F6,102 = 4.67, P < .01; [350–500 ms]: F6,102 = 3.46, P < .05) (see Fig. 5a and 6). T-
tests showed that this effect reached significance for the Fr electrode cluster (P < .05) in the
[280–350 ms] time window and for Fr, RCP and CP electrode clusters at the [350–500 ms]
time window (all Ps < .05). In the [280–350 ms] range, high frequency ERPs had more
positive amplitudes compared to low frequency ERPs for frontal sites and in the [350–500
ms] range low frequency ERPs were more negative going compared to high frequency ERPs
(see Fig. 5a). We also found significant main effects of repetition in the [280–350 ms] and
[350–500 ms] ranges ([280–350 ms]: F1,17 = 13.87, P < .001; [350–500 ms]: F1,17 = 6.02, P
< .05). Repetition resulted in a positive shift of the ERPs and this effect was broadly
distributed over the scalp (see Fig. 5b and 6). All other possible main or interaction effects
did not reach significance (all Ps > .1; see Table 1b and Fig. 6).
The onset latency analyses confirmed the above ANOVAs in that ERPs to pictures with low
frequency names started to diverge significantly from those with high frequency names at
352 ms, which is 200 ms later compared to Experiment 1 (CP electrode cluster: P < .001).
Discussion
The important observation in this experiment is the absence of a lexical frequency effect in
the P2-range. Instead, the ERPs elicited by objects with low frequency names did not start to
diverge from the ERPs elicited by objects with high frequency names until 352 ms after
picture onset. Thus, compared to Experiment 1, when there is no a priori intention to
verbalize the presented objects the first signs of lexical frequency are delayed by 200 ms.
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This finding argues against the notion that lexical access is solely achieved through
automatic feedforward spread of activation between concepts and words, but instead
supports the hypothesis that initial access to the linguistic system is facilitated (at least at the
neuronal level) by the intention to produce overt speech. Nonetheless, we still obtained a
frequency effect in this non-verbal task, preserving the dynamical principle of spreading
activation between distinct representational systems. Interestingly, this later word frequency
effect resulted in a different ERP modulation (of opposite polarity), most likely indicating a
distinct type of process underlying lexical access in the case of object categorization
compared to object naming. Finally, it is important to note that we found remarkably similar
timing and polarity effects of repetition in both experiments which supports the argument
that both types of tasks are equally sensitive to general picture processing.
In what follows we will focus on the crucial finding of an early lexical frequency effect
during object naming compared to a delayed and different one during object categorization
and what it may imply for the theoretical models of language production.
General discussion
In the present experiments we explored how and when the intention to speak affects lexical
activation. We did so by comparing an electrophysiological correlate sensitive to lexical
access, the pP2 word frequency effect, in a task involving overt speech versus a task that
does not. In the naming task word frequency elicited early ERP modulations (~152 ms) at
the point of the pP2 component, with low frequency items showing more positive
amplitudes than high frequency items (see also Sahin, Pinker, Cash, Schomer, & Halgren,
2009; Strijkers et al., 2010). Importantly, this pP2 modulation was absent for the go/no-go
semantic categorization in Experiment 2. Instead, the first modulations associated with
frequency were present in the N400-range, with an onset of 352 ms after picture
presentation.
To the extent that the word frequency effect indexes lexical processing in speech production,
two main conclusions can be drawn from these results. First, the initiation of lexical access
occurs about 200 ms earlier in object naming than in object categorization. Thus, the top-
down intention to verbalize a concept facilitates lexical access as compared to when no such
intention is present. This observation suggests that the speed of the feedforward transmission
between concepts and words is modulated by higher level top-down processes, such as the
goal-directed intention to speak. Second, the way in which lexical access occurred was
qualitatively different in the two tasks: Word frequency elicited pP2 modulations in naming
and N400-like modulations in categorization. This means that the two tasks not only differ
on the speed with which concepts trigger words, but also in the manner that words become
activated. As we will describe later, this latter observation reveals that top-down influences
in function of naming intention penetrate the lexico-semantic pathway in a proactive
fashion, prior to the feedforward spread. That is, while feedforward activation between
concepts and words cause lexical activation even in nonverbal tasks (N400 frequency effect;
see also e.g., Bles & Jansma, 2008; Meyer et al., 2007), engaging in lexical access seems to
be driven in a proactive manner by the top-down intention to speak. Before specifying how
proactive top-down mechanisms can be implemented in speech production models, we will
evaluate the reliability of the findings for supporting this conclusion.
Frequency effects, the pP2 modulation and the time course of lexical access
The above interpretation of our results hinges on the assumption that word frequency effects
index lexical access. However, it remains debatable whether this variable exerts it effect at
the level of ‘lemmas’ or ‘lexemes’. Notwithstanding, the conclusion that the intention to
speak alters the manner of lexicalization holds regardless of which component of lexical
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access is targeted by word frequency1 (e.g., Almeida et al., 2007; Caramazza et al., 2001;
Dent, Johnston, & Humphreys, 2008; Graves et al., 2007; Jescheniak & Levelt, 1994;
Kittredge et al., 2007; Knobel et al., 2008; Navarrete et al., 2006; Strijkers et al., 2010).
More problematic for our interpretation of the data is that word frequency also tends to
correlate with visual and conceptual variables (e.g., Snodgrass & Vanderwart, 1980). It
could be argued that the early frequency effect in the ERPs is driven by the input processes
involved in picture naming rather than the lexicalization process itself (e.g., Bates et al.,
2003). And although it is difficult to draw comparisons across modalities, it is nevertheless
interesting to mention that P2 modulations in other domains have been associated with top-
down effects for perceptual processes. In visual search paradigms an enhanced P2 is
reported for attended stimuli and target-relevant information, which has been proposed to
reflect attention-driven enhancements of perceptual features of the input (e.g., Hillyard &
Munte, 1984; Luck & Hillyard, 1994; Mangun & Hillyard, 1995). In language
comprehension similar P2 amplitude increases are observed when words are highly expected
in a given sentence or for related prime words (e.g., Federmeier, 2007; Federmeier & Kutas,
2005; Federmeier, Mai, & Kutas, 2005; Federmeier, Wlotko, De Ochoa-Dewald, & Kutas
2007). In line with the functionality assigned to the P2 in visual attention, this effect has
been proposed to indicate the correspondence between top-down anticipation of the
perceptual features of an upcoming word and the actual perceptual features of the presented
word (and see also Wlotko and Federmeier (2007) for evidence that these P2 modulations
may be engendered by the anticipatory process in isolation). Consequently, in light of the
correlated status of word frequency, it seems plausible that the pP2 modulation elicited by
this variable is similar to the visual P2, indexing the input processes related to object
naming.
Note however, that in order to explain the absence of a similar effect in the semantic
categorization task, the potential visual/conceptual influences at the pP2 in naming still have
to be driven by the top-down intention to speak. An explanation of this sort could be
invoked here given that naming and categorization impose different conceptual processing
demands. While naming requires the individuation of a specific object linked to a to-be
expressed lexical item, categorization, in principle, does not. As a consequence, the
correlated effect of word frequency might be sensitive to these top-down differences in
conceptual demands between both tasks, resulting in an early ERP modulation during
naming and a later one during categorization. This is a very interesting possibility that would
make our results even more relevant, given that they would indicate that the top-down
intention to speak already affects the manner in which we process objects. Despite the merits
and appeal of this alternative interpretation, the available evidence regarding the pP2 in
speech production suggests that this component is sensitive to lexical rather than visuo-
conceptual processes. Let us elaborate a bit more on this point.
Beyond word frequency, three other variables that are supposed to index the ease with which
lexical access proceeds have been shown to elicit pP2 modulations. First, the pP2 was
demonstrated to be affected by a picture name’s cognate status (cognates are translation
words with similar form (rata–rat); while non-cognates are dissimilar (raton–mouse);
Strijkers et al., 2010). Although cognate status is defined by formal overlap and it is
uncorrelated with any perceptual or conceptual variables (e.g.,Costa, Caramazza, &
Sebastian-Galles, 2000; Costa, Santesteban, & Cano, 2005), it elicited identical pP2
deflections (enhanced for non-cognates) as encountered for the lexical frequency effect
1Since we did not control for other lexical factors known to correlate with word frequency such as AoA, it is possible that part or all
of the pP2 effects are driven by AoA rather than lexical frequency. However, this potential lexical confound does not compromise the
data and interpretations in any way. The conclusion that intention to speak facilitates access to the lexicon stands independently of
which lexical load manipulation is truly behind the observations.
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(Strijkers et al., 2010; see also Christoffels et al., 2007).2 Second, the pP2 displayed
sensitivity to differences between first and second language naming in bilinguals. That is,
pP2 amplitudes were larger when bilinguals named pictures in their L2 compared to their L1
(Strijkers et al., 2010). Thus, the same pP2 effect which was modulated for lexical between-
item factors such as word frequency and cognate status, now also appeared for the within-
item manipulation of response language. Given that object recognition and conceptual
processing during L1 and L2 naming should be similar (at least for concrete objects in early
high proficient bilinguals), it is hard to see how a visuo-conceptual account associated with
the pP2 could accommodate this finding. Third, the pP2 was modulated in a very consistent
manner by the cumulative semantic interference effect (CSIE). The CSIE is a phenomenon
where naming responses display a cumulative increase in reaction times (RTs) for each
subsequent item belonging to the same semantic category as previously named items (e.g.,
RTs for hammer < ...pliers < ...saw etc.; e.g., Brown, 1981; Howard, Nickels, Coltheart, &
Cole-Virtue, 2006; Navarrete, Mahon, & Caramazza, 2010). Current interpretations of this
phenomenon agree that the effects induced by the paradigm occur during lexical access
(either as an expression of competition or not; e.g., Howard et al., 2006; Navarrete et al.,
2010; Oppenheim, Dell, & Schwartz, 2007; Oppenheim, Dell, & Schwartz, 2010).Costa et
al. (2009) traced the electrophysiological signature of the CSIE and observed a pattern at the
pP2 which perfectly mimicked the behavioral responses: For each subsequent ordinal
position of a member belonging to the same category there was a cumulative increase in
amplitude. Taken together, only a lexical account associated with the pP2 modulations in
object naming is able to unambiguously accommodate all of the results reported by Costa et
al. (2009) andStrijkers et al. (2010).
Interestingly, and consistent with the above conclusion, the pP2 in naming displays a distinct
topography compared to the one reported for the attentional P2 in vision and language
comprehension. While the latter has a frontro-central distribution (also when words instead
of pictures are used; e.g., Federmeier & Kutas, 2002), the pP2 in naming is maximal over
posterior sites (see also Costa et al., 2009; Strijkers et al., 2010). While these different
electrophysiological expressions between both P2 modulations on their own do not prove
anything and the complexity associated with this component certainly goes beyond a simple
anterior–posterior differentiation,3 it is nevertheless interesting to observe that the pP2,
which is problematic to accommodate with a perceptual account as discussed in the previous
paragraph, elicits a different pattern at the scalp compared to the P2 reported in most visual
attention and language comprehension studies. In other words, the fact that certain
electrophysiological properties between the pP2 and the perceptual P2 appear to be different
at least increases the likelihood that both components might be reflecting slightly different
underlying processes. That is, although both components seem to be related to top-down
processes, the pP2, in contrast to the exogenous P2, may actually reflect an endogenous
2All stimuli in the study were rated for familiarity, imageability, typicality and complexity as well as an objective measure of physical
variations between the items of the conditions was calculated (the inter-stimulus perceptual variability measure; see Thierry, Martin,
Dowing, and Pegna 2007). While lexical frequency did show a small but significant correlation with familiarity (none of the other
conceptual and visual measures reached significance), cognate status did not show any correlations with the ratings on the various
conceptual dimensions or for the perceptual variability measure.
3For instance, modulations related to phonology at a fronto-central distributed P2 have been reported in word comprehension studies
(e.g., Carreiras, Vergara, & Barber, 2005; Lee et al., 2007; but see O’Hare et al., 2008 for claims that this particular P2 effect is likely
the early onset of a word N300). Similarly, a few studies observed posterior P2 effects for nonlinguistic manipulations in memory and
vision (e.g., Anllo-Vento & Hillyard, 1996; Dunn, Dunn, Languis, & Andrews, 1998). Whether all these different P2 expressions can
be integrated into a single account is a very difficult exercise given the huge variety in stimuli, manipulations and designs employed
over studies and this is well beyond the scope of the present article; nevertheless, a possible hypothesis (purely suggestive), is that
they all are associated with top-down anticipatory and/or attentional influences, where the different expressions between studies
(either in terms of distribution, domain and/or manipulations) could relate to different representational levels targeted by this
anticipatory mechanism. Regardless the variety in P2 effects and whether they underpin a uniform process, of importance here is that
the one encountered in naming so far clearly seems to be sensitive to lexical processes and that this lexical sensitive ERP effect is
absent when there is no naming intention.
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change controlled by linguistic internal features rather than the physical properties of the
input. In this manner, the pP2 modulations associated with word frequency for instance
would appear to depend on the level of activation of specific items within the lexicon, with
representations which are less accessible (low frequency) necessitating additional top-down
enhancements compared to more accessible representations (high frequency).
Finally, despite the above discussed findings which strongly reduce the possibility that the
pP2 is linked to perceptual or conceptual operations, does the early time course of the
component (~150–200 ms) actually fit a lexical account? This question becomes especially
relevant since ERP studies on visual word recognition and object identification have
estimated lexical effects and concept retrieval, respectively, to occur roughly around 250 ms
(e.g., Eddy et al., 2006; Grainger & Holcomb, 2009; Holcomb & Grainger, 2006; Pylkkanen
& Marantz, 2003; Schendan & Kutas, 2003; Schendan & Kutas, 2007; Sitnikova, West,
Kuperberg, & Holcomb, 2006). However, in simpler experimental settings, other ERP
studies report time courses for word-related differences consistent with those reported here
(e.g., Hauk & Pulvermuller, 2004; Pulvermüller, Shtyrov, & Hauk, 2009) and (at least
broad) category-related differences between objects around 150 ms (e.g., Hauk & et al.,
2007; Kirchner & Thorpe, 2006; Liu, Agam, Madsen, & Kreiman, 2009; Schendan, Ganis,
& Kutas, 1998; Thorpe, Fize, & Marlot, 1996; VanRullen & Thorpe, 2002). Thus, even if
~250 ms is a more realistic index of the time needed to retrieve a concept associated with an
object, such time course does not negate the possibility that in a speech production task the
linguistic system can start receiving input within 200 ms. If we assume that (a) information
cascades between concepts and words, as most speech production models do, and (b) that
top-down intention in a production task will guide the flow of activation rapidly towards
lexicalization (though assumption (a) by itself is already sufficient to make the claim), the
prediction is to start seeing the first lexical effects in naming before input processing is
completed. In other words, if after 150–200 ms the brain has cumulated sufficient (though
likely not all) evidence regarding the input to start stimulating potential word candidates in a
production task, an early time course for the initiation of lexical processes (~150–200 ms) in
the presence of a later time course for concept selection (~250 ms) is perfectly reasonable.
Similarly, provided the evidence that the pP2 modulations in picture naming reflect the first
transmission between concepts and words (Strijkers et al., 2010), and at least another 180 ms
from that point until the completion of lexical selection are necessary (whether or not
including word forms; Costa et al., 2009), observing later lexical effects (~250–350 ms) in
other paradigms are not necessarily in contradiction with the earlier effects reported here.
Moreover, granting the above depicted estimates for respectively the onset and latency of
lexical access would leave about 400–500 ms for syllabification, metrical and phonetic
encoding, monitoring, motor programming and triggering the articulatory apparatus. This is
a highly realistic sequence of temporal events for single word production (e.g., Indefrey &
Levelt, 2004; Maess, Friederici, Damian, Meyer, & Levelt, 2002; Sahin et al., 2009) and
supports the notion that the time course underlying the pP2 fits a lexical account.
Incorporating top-down mechanisms in speech production
Granting lexical sensitivity of the pP2, in this section we describe which models of speech
production best fit our data and how they can be complemented with proactive top-down
mechanisms. At first sight, the fact that the pP2 effect is only present when the task involves
naming seems to be consistent with concept selection models, which postulate that only
under the intention to name will activity be propagated from concepts to words (e.g., Bloem
& La Heij, 2003; Levelt, 1989). However, since in these types of models words are not
supposed to get activated in categorization at all, no word frequency effects should be
detected. How then can such models accommodate the presence of the N400 effect in
categorization? In general, the N400 is an ERP component related to either the prediction,
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integration or both (depending on task and available resources) of lexico-semantic processes
in language (e.g., Federmeier, 2007; Hagoort, 2008; Holcomb, 1993; Kutas, 1993; Kutas &
Hillyard, 1980). One possibility for concept selection models to explain the N400 in
categorization is by assuming that it reveals semantic effects associated with word frequency
and not lexical ones. Nevertheless, most researchers agree that modulations of the N400
involve the lexical network at least to some extent (e.g., DeLong, Urbach, & Kutas, 2005;
Federmeier, 2007; Federmeier & Kutas, 1999; Grainger & Holcomb, 2009; Halgren et al.,
2002; Holcomb & Grainger, 2006; Kutas & Federmeier, 2000; Lau, Phillips, & Poeppel,
2008). Furthermore, in comprehension a parallel reduction of the N400 for lexical frequency
to the one encountered here is typically interpreted as revealing easier lexical integration or
prediction for high compared to low frequency words (e.g., Besson, Kutas, & Van Petten,
1992; Rugg, 1990; Van Petten, 1995; Van Petten & Kutas, 1990; Van Petten & Kutas,
1991). Adopting the same lexical account for our data seems the more parsimonious option.
But, even if we presume that the word frequency modulation of the N400 in categorization
solely indexes conceptual processes, it still remains unclear how concept selection models,
which argue that semantic retrieval has to be terminated prior to lexical access, would
account for the full set of data reported in our study. That is, why does a semantic effect in
categorization occurs so late while a lexical effect in naming is measureable within the first
200 ms? At the very least, concept selection models would predict that whatever the
semantic effect associated with word frequency reported in categorization, it should also be
present in the conceptually more demanding task of naming and, importantly, prior to
observing any linguistic-related differences.4 This is not what our results indicate.
Models incorporating spreading activation from the semantic to the lexical system appear to
be better suited to account for these data. As described in the Introduction, according to
these models any activated conceptual representation would lead to activation (at least in
part) of its corresponding lexical item. In this scenario, one would expect frequency effects
in tasks that require naming but also in non-verbal tasks which require conceptual
processing. This is precisely what is observed if one takes the N400 frequency effect as
being sensitive to lexical processes. Of course, assigning (at least partially) lexical
involvement to the N400 in categorization may invoke the question why we do not observe a
similar effect (alongside the pP2) in naming where lexical activation is more fundamental.
The most straightforward answer is that the N400 modulation for word frequency in naming
is to some degree being masked by the presence of the pP2 deflections, where the direction
of the frequency effect is the opposite than at the N400. Indeed, if we were to align the high
and low frequency waveforms in the P2-range, a very similar N400 modulation of word
frequency to the one encountered for categorization would emerge (see Figs. 2 and 3).
Secondly, though more an empirical issue, in categorization the task context “is a food”,
which is absent in naming where there are no uniform response requirements, may have
produced additional modulations at the N400 with low frequency words resulting in a worse
mapping onto the task context compared to high frequency words. In any event, the lexical
frequency effect at the N400 is most parsimoniously explained by assuming the presence of
spreading activation from concepts to words regardless of the intention to speak, as
proposed in various models of speech production (e.g., Caramazza, 1997; Dell, 1986; Levelt
et al., 1999). To also account for the qualitatively different time-course of the frequency
effect between the two tasks the spreading activation principle specified in these models has
to be complemented though with a proactive top-down mechanism.
Accounts from visual attention and object recognition offer useful insights about how such a
mechanism can be implemented. Early top-down effects in vision are often explained by
4And recall, as exhaustively discussed in the previous section, that arguing that the pP2 in naming actually reveals this correlated
semantic effect of word frequency is not straightforward, given the type of variables which induce modulations at the pP2.
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assuming that the sensory-evoked response for the task-relevant representations is amplified,
producing a processing advantage over task-irrelevant representations (e.g., Corbetta et al.,
1990; Hillyard et al., 1998; Posner & Dehaene, 1994). However, an explanation in terms of
sensory gain would in principle predict a stronger pP2 amplitude modulation of the
frequency effect in object naming compared to categorization or, alternatively, a delayed
pP2 frequency effect for the latter (depending on whether the ERP modulation directly
reflects the sensory gain or the consequences of it). In contrast, we observed a qualitatively
different time-shift between the frequency effects in both tasks. Such finding necessitates the
assumption that the relevant neural populations are tuned prior to the arrival of sensory-
driven activity. There are at least two general ways in which top-down signals can bring
about the proactive adjustment of task-related neuronal activity.
First, proactive influences can be achieved by either increasing the baseline activity of the
lexico-semantic pathway or by strengthening the propagation of information from semantic
to lexical representations (similar arguments have been put forward in visual attention,
perceptual learning and priming; e.g., Desimone & Duncan, 1995; Engel et al., 2001; Gilbert
& Sigman, 2007; Kastner et al., 1999; Luck et al., 1997; Naccache, Blandin, & Dehaene,
2002). This implementation would require only slight modifications to existing spreading
activation models, since access to the lexicon would still occur through feedforward
transmission of information from concepts to the lexicon. Importantly, however, in a naming
task access to the lexicon will be faster because top-down influences will favor the
lexicalization process due to the enhanced level of activation of the lexical system and/or the
connections feeding into it. Hence, the observed pP2 deflections can be considered as the
index of an interaction between the proactive top-down mechanism induced by task
intention and the level of activation of lexical representations (see Fig 7A). In contrast, in
the categorization task there is no need for top-down enhancements of the lexico-semantic
pathway and the modulation of the pP2 will be absent here. Nevertheless, given the nature of
spreading activation, eventually the activated conceptual system will pass on some
information to the corresponding lexical items, producing a frequency effect. In this
situation, the onset of lexical access will take place later in time (quantitative difference) and
in isolation from any intentionally driven top-down processes (qualitative difference), which
may be expressed by the N400 modulation for word frequency as we observed in the
categorization experiment (see Fig. 7B).
A second possibility (though not mutually exclusive with the previous one) is that the
intention-driven mechanism directly activates plausible word candidates by making well-
estimated guesses based on contextual cues (e.g., Bar, 2003; Bar et al., 2006; Delong et al.,
2005; Schiller, Horemans, Ganushchak, & Koester, 2009). An especially elegant proposal
for recognizing objects (and without the presence of a specific context) claims that the brain
uses the low-spatial frequency of perceived objects to predict what they might represent
prior to the completion of the sensory-driven recognition (Bar, 2003; Bar et al., 2006). A
similar top-down mechanism could be at work during object naming, but instead of (or
alongside with) anticipating potential object candidates, the top-down signals might pre-
activate potential word candidates. This may work in the following manner: A partially
analyzed version of the visual input (low spatial frequencies) is rapidly transmitted to the
prefrontal cortex (PFC) where expectations about the picture semantics are build up (Bar,
2003). These expectations are then used to pre-activate plausible lexical representations
prior to the feedforward flow coming from the conceptual system. In this slightly adapted
(and simplified) version of Bar’s object prediction model (2003) eventual selection of the
word one intends to utter will occur when the feedforward activation from the semantic
system corresponds to and maps onto the guesses instantiated by the top-down projections.
In this context, the pP2 may be indexing either the activation of the anticipated words made
by the proactive top-down signals themselves, or the match between the pre-activated words
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and the information coming from the semantic system (see Fig. 7C; see for similar claims
regarding perceptual features Federmeier et al., 2007). As in the previous framework, during
the categorization task there is no need for the top-down processes to facilitate lexical items
(but it will likely project to the object representation system; Bar, 2003). Consequently,
lexical access will be achieved via only one source, feedforward spreading activation from
concepts to words, without having the benefit from proactive facilitation. The N400
frequency effect observed for categorization may have appeared as a consequence of the
lexical knowledge which eventually gets triggered by the activated semantic representations
in this non-verbal conceptual task (see Fig. 7D).
Although our current data do not allow us to distinguish between the two tentative
frameworks we described here (as well as similar top-down (attentional) mechanisms with
slightly different properties are thinkable; e.g., Garagnani, Wennekers, & Pulvermüller,
2008), they do provide convincing evidence that intention to speak is the driving force
behind speeded word retrieval. This finding accentuates the need to explore the nature of
proactive facilitation in future work - a topic which to date has received little to no attention
in the language production literature.
Conclusion
The present set of results offer evidence regarding the role of proactive top-down processes
for accessing words in speech production. By contrasting the ERP effects of word frequency
in a task where participants had naming intention with a task were there was no naming
intention, we have been able to demonstrate that the conscious intention to speak proactively
facilitates the initial activation of words related to perceived objects. We concluded that no
current speech production model was capable of accommodating all the findings and argued
that spreading activation models of lexical access need to be complemented with a top-down
mechanism able to proactively tune the lexical system. Still many important questions
remain and novel ones surfaced: Can the proactive top-down mechanism also ignore
distractor objects we do not intend to name while verbalizing other objects? Is the overt
behavior of speech a necessary requisite to entail the top-down processes we observed or is
the intention to retrieve lexical knowledge sufficient? How exactly do the biasing signals
affect the lexicon? Can other components related to speech production also be proactively
facilitated? The present study offers both the theoretical framework and the methodological
tools to approach these and other challenging questions regarding the brain dynamics
underlying the production of speech.
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Fig. 1.
Naming latencies (in ms) of Experiment 1 for the repetition and frequency effects.
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Fig. 2.
Event-related potential results of Experiment 1. (a) ERPs elicited by pictures with low
compared to those with high frequency names at Frontal (Fr) and Centro-Parietal (CP)
electrode clusters. Grayed areas show significant frequency effects at the P2 and N400. (b)
ERPs elicited by the first compared to the second picture presentation at Frontal (Fr) and
Centro-Parietal (CP) electrode clusters. Grayed areas show significant repetition effects at
the P2 and N400.
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Fig. 3.
Event-related potential results of Experiment 1 for all conditions (1st presentation low
frequency (LF), 2nd presentation low frequency (LF), 1st presentation high frequency (HF),
2nd presentation high frequency (HF)) at all seven electrode clusters.
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Fig. 4.
Topographical distribution of the frequency (left) and repetition (right) effects for the P2
time window [140–210 ms] in Experiment 1.
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Fig. 5.
Event-related potential results of Experiment 2. (a) ERPs elicited by pictures with low
compared to those with high frequency names at Frontal (Fr) and Centro–Parietal (CP)
electrode clusters. Grayed areas show significant frequency effects at the N400. (b) ERPs
elicited by the first compared to the second picture presentation at Frontal (Fr) and Centro-
Parietal (CP) electrode clusters. Grayed areas show significant repetition effects at the P2
and N400.
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Fig. 6.
Event-related potential results of Experiment 2 for all conditions (1st presentation low
frequency (LF), 2nd presentation low frequency (LF), 1st presentation high frequency (HF),
2nd presentation high frequency (HF)) at all seven electrode clusters.
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Fig. 7.
Schematic visualization of the potential top-down and lexical processes in object naming
compared to object categorization and their subsequent electrophysiological expressions
(these are not representative models, merely visual aids; more or less connections and
“modules” are thinkable). A. Proactive top-down mechanism in terms of general baseline
increase in object naming. The gray and in italic “pP2” indications refer to potential sources
of the lexical ERP modulation in this task. B. Proactive top-down mechanism in terms of
general baseline increase in object categorization. The gray and in italic “N400” indications
refer to potential sources of the lexical ERP modulation in this task. C. Proactive top-down
mechanism in terms of specific predictions in object naming (through picture semantics; cf.
Bar, 2003). The gray and in italic “pP2” indication refer to potential sources of the lexical
ERP modulation in this task. D. Proactive top-down mechanism in terms of specific
predictions in object categorization (cf. Bar, 2003). The gray and in italic “N400”
indications refer to potential sources of the lexical ERP modulation in this task.
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