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Abstract. The Vehicle Routing Problem (VRP) is one of the combinatorial 
optimization problems most studied in Computer Science and of great 
relevance to the areas of logistics and transport. This paper presents a new 
algorithm for solving the Capacitated Vehicle Routing Problem (CVRP). The 
proposed algorithm was developed based on Monte Carlo simulations and 
Clarke and Wright Savings heuristic and demonstrated results comparable to 
the best existing algorithms in the literature surpassing previous work with 
Monte Carlo methods when considering the general result. The comparison, 
analysis and evaluation of the algorithm were based on existing benchmarks 
in the literature. 
Resumo. O Problema de Roteamento de Veículos (Vehicle Routing Problem, 
VRP) e um dos problemas de Otimização Combinatória mais estudados dentro 
da Computação e de grande relevância para as áreas de logística e 
transporte. Este trabalho apresenta um novo algoritmo para resolução do 
Problema de Roteamento de Veículos Capacitados (Capacitated Vehicle 
Routing Problem, CVRP). O algoritmo proposto foi desenvolvido baseado em 
Simulações de Monte Carlo e na heurística de Clarke & Wright Savings e 
demonstrou resultados comparáveis aos melhores algoritmos existentes na 
literatura, superando trabalhos anteriores com Métodos de Monte Carlo 
quando e considerado o resultado geral. A comparação, análise e avaliação 
do algoritmo foram feitas com base em benchmarks de problemas existentes 
na literatura. 
1. Introdução 
O Problema de Roteamento de Veículos (Vehicle Routing Problem, VRP) é um 
problema de otimização combinatória que vem sendo estudado na área de Computação 
há mais de cinquenta anos [Dantzig and Ramser 1959]. É uma variação do Problema do 
Caixeiro Viajante [Gutin and Punnen 2002, Kanda 2014], portanto da classe NP-difícil 
[Lenstra and Rinnooy Kan 1981], e resume-se em atender um número determinado de 
clientes através de uma frota de veículos, utilizando a rota que ofereça o menor custo 
possível. 
 Além de ser um problema importante de otimização combinatória muito 
estudado em Computação [Toth and Vigo 2002], o roteamento de veículos é parte 
crítica e fundamental para execução bem-sucedida do processo de logística e transporte 
[Giaglis et al. 2004]. Em uma sociedade onde a eficiência energética e a redução de 
poluentes são preocupações globais, o roteamento de veículos feito de forma eficiente 
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pode reduzir custos, economizar energia e reduzir a emissão de gases poluentes 
[Christie et al. 2006]. 
 Neste trabalho, será abordada a variação mais conhecida [Takes and Kosters 
2010a] do VRP: O Problema de Roteamento de Veículos Capacitados (Capacitated 
Vehicle Routing Problem, CVRP). O CVRP consiste no Problema de Roteamento de 
Veículos com a restrição de que cada veículo possui uma capacidade máxima de carga. 
Métodos de Monte Carlo serão aplicados para resolver o CVRP. Métodos de Monte 
Carlo são métodos estatísticos que utilizam amostragem aleatória para resolver 
problemas probabilísticos e determinísticos [Bindel and Goodman 2009]. Essas técnicas 
são aplicadas quando não é viável empregar métodos exatos na resolução de problemas. 
O algoritmo proposto foi desenvolvido baseado em Simulações de Monte Carlo e na 
heurística de Clarke & Wright Savings. 
 A Seção 2 apresenta a definição formal de CVRP. A Seção 3 introduz Métodos 
de Monte Carlo. A Seção 4 apresenta os trabalhos relacionados. O algoritmo proposto 
neste trabalho é discutido na Seção 5. Na Seção 6 são apresentadas a metodologia e os 
experimentos realizados. A Seção 6.4 discute sobre os resultados obtidos e a Seção 8 
conclui este trabalho. 
2. Definição formal de CVRP 
O Problema de Roteamento de Veículos Capacitados pode ser formalizado como um 
grafo não direcionado , onde  é o conjunto de 
vértices e   é o conjunto de arestas. Definimos  
como o número de veículos a serem usados para servir todos os clientes, onde 
. Os veículos têm a mesma capacidade máxima . O vértice  representa o 
depósito, de onde partem os veículos, e cada um dos demais vértices representa um 
cliente. Cada vértice  tem associada uma demanda , onde . Cada 
aresta  tem associada um custo não negativo , que representa o custo de 
se chegar do vértice  ao vértice . 
 A solução consiste em encontrar um conjunto de rotas , de 
forma que todos os clientes sejam visitados exatamente uma vez, sem que as rotas 
excedam a capacidade máxima  dos veículos e com o menor custo total  possível. 
Cada rota  é servida por exatamente um veículo, começa e termina no depósito, tem 
tamanho  e é definida por , onde  e  
para . Cada rota  tem um custo , que é o custo de 
percorrer a rota completamente (partindo do depósito, passando por todos os clientes e 
retornado ao depósito). O custo total da solução  é a soma do custo das rotas, 
definido como . 
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 O CVRP consiste em um problema de minimização e a melhor solução é aquela 
que apresenta o menor custo . 
3. Métodos de Monte Carlo 
Métodos de Monte Carlo são uma classe de métodos que utilizam amostragem de 
números aleatórios para se obter resultados numéricos, isto é, utilizam métodos 
probabilísticos para resolver problemas probabilísticos e determinísticos [Bindel and 
Goodman 2009]. Definido em 1949 por Nicholas Metropolis e Stanislaw Ulam, foi 
desenvolvido por John Von Neumann e Stanislaw Ulam [Metropolis and Ulam 1949]. 
 Simulação de Monte Carlo (Monte Carlo Simulation, MCS) é uma das técnicas 
usadas em análise probabilística para se entender distribuições e extrair seu 
comportamento de amostras aleatórias. Essas amostras são geradas a fim de permitir 
que o comportamento real possa ser simulado, estudado e entendido sem que novas 
amostras populacionais precisem ser colhidas [Mooney 1997]. O Método de Monte 
Carlo é muito utilizado, dentre outras coisas, para integrações em muitas dimensões, 
resolver sistemas lineares densos e simular modelos físicos e matemáticos complexos 
[Gentle 2003]. 
 Amostragem aleatória, em inglês random sampling, é o processo estatístico de 
seleção de uma amostra populacional. O tipo de amostragem aleatória abordado neste 
trabalho é a amostragem aleatória simples (plain random sampling ou simple random 
sampling) [Bussab and Morettin 2004]. Amostragem aleatória simples é um tipo de 
amostragem probabilística onde os elementos da população são sorteados 
aleatoriamente. Todos os elementos têm a mesma probabilidade de serem selecionados. 
O sorteio é feito através de números aleatórios gerados por computadores ou por 
numeração e sorteio usando tabelas de números aleatórios [Bussab and Morettin 2004]. 
 Em problemas de busca, plain random sampling pode ser usado como um 
método que começa no nó raiz e continuamente escolhe nós filhos aleatórios até que um 
nó folha seja alcançado. A cada nível da árvore, um nó é sorteado e escolhido para 
continuar com a busca. Esse método pode ser aplicado a fim de maximizar a diversidade 
das soluções encontradas quando o espaço de busca é muito grande para usar a busca 
em profundidade [Takes and Kosters 2010b]. 
 Plain random sampling pode ser aplicado em Simulações de Monte Carlo para 
problemas de busca [Takes and Kosters 2010b]. Primeiro é selecionado o nó raiz na 
árvore de busca. Para cada um dos  nós filhos candidatos, são executadas  simulações 
aleatórias até que um nó folha seja alcançado. A simulação é feita utilizando o método 
plain random sampling, explicado anteriormente. Após esse processo, o melhor nó filho 
candidato é escolhido entre os nós existentes para fazer parte da solução. O melhor nó 
pode ser o que obteve melhor solução entre todas as simulações ou o que obteve a 
melhor média entre as simulações [Takes and Kosters 2010b]. A partir daí, esse nó filho 
passa ser o nó atual da árvore de busca e o método continua até que o nó atual seja uma 
folha. A vantagem da Simulação de Monte Carlo é que a busca é guiada de acordo com 
o melhor resultado obtido dentre as simulações. Esse processo pode ser repetido várias 
vezes para se obter um conjunto de soluções ou a melhor solução entre todas as 
iterações.  
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4. Algoritmos de CVRP 
Há duas abordagens principais usadas para resolver o problema de roteamento de 
veículos: métodos exatos e métodos heurísticos. Os métodos exatos são soluções que 
garantem que a solução ótima será encontrada, mas que pode ser custoso 
computacionalmente devido à complexidade NP-difícil [Leeuewn 1990]. Entre os 
algoritmos exatos destacam-se branch and bound [Laporte 1992, Fischetti et al. 1994] e 
branch and cut [Lysgaard et al. 2004]. 
 Métodos heurísticos são métodos que percorrem um caminho reduzido no 
espaço de busca seguindo uma estratégia guiada e não garantem que a solução ótima 
será encontrada, mas permitem encontrar uma aproximação com menor custo de tempo 
e recursos [Pearl 1984]. Os métodos heurísticos são divididos em duas classes 
principais: métodos heurísticos clássicos e meta-heurísticos [Toth and Vigo 2002]. 
 Algoritmos heurísticos clássicos geralmente encontram soluções boas em tempo 
reduzido e sem explorar profundamente o espaço de busca [Toth and Vigo 2002]. Entre 
os métodos heurísticos clássicos destaca-se o Clarke & Wright Savings [Clarke and 
Wright 1964]. Esse método será abordado neste trabalho e usado como algoritmo base 
para aplicação dos Métodos de Monte Carlo. 
 Métodos meta-heurísticos geralmente incorporam métodos heurísticos clássicos, 
mas fazem uma exploração maior de regiões mais promissoras do espaço de busca. 
Esses métodos geralmente retornam soluções melhores do que os métodos tradicionais, 
ao custo de tempo de computação [Toth and Vigo 2002]. Algoritmos meta-heurísticos 
utilizam conceitos de diversas áreas para desenvolver heurísticas que possam obter 
melhores soluções dos problemas [Osman and Kelly 1996]. Entre as áreas podem ser 
destacadas Inteligência Artificial [Baker and Ayechew 2003, Bell and Mcmullen 2004] 
e Matemática [Perboli et al. 2011]. 
4.1. Algoritmo Clarke & Wright Savings 
O algoritmo Clarke & Wright Savings (CWS) é um dos algoritmos heurísticos mais 
conhecidos e estudados em CVRP [Toth and Vigo 2002]. Foi definido em 1964 [Clarke 
and Wright 1964] e é baseado no princípio de economia (savings). É um método 
construtivo, ou seja, a solução vai sendo construída a cada passo, sempre se 
preocupando com as restrições do problema. O princípio do algoritmo se baseia na ideia 
de que se há duas rotas diferentes  e  que são factíveis de 
uma fusão (merge) em uma nova rota , a fusão dessas rotas gera 
uma economia de custo  Sij [Clarke and Wright 1964], definida por: 
 
 
 
(1) 
 
 Duas rotas  e  são factíveis de uma fusão quando a soma das demandas dos 
clientes das duas rotas não excede a capacidade máxima  de um veículo: 
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(2) 
 
 Existem duas versões do algoritmo Clarke & Wright Savings: a versão paralela e 
a versão sequencial. A diferença entre as versões está na estratégia de seleção e no 
número de rotas construídas a cada passo do algoritmo. Enquanto a versão sequencial 
apenas trata de uma rota por vez, a versão paralela permite que mais de uma rota seja 
construída. A versão paralela do algoritmo supera os resultados da versão sequencial 
[Toth and Vigo 2002] e será abordada neste trabalho. O Algoritmo 1 contém o 
pseudocódigo do algoritmo paralelo. 
 
 O Algoritmo 1 começa colocando cada cliente  em uma nova rota  
que vai até o cliente e retorna para o depósito (Linha 1 do Algoritmo 1). Depois, é 
criada a lista de savings (savings list) com a economia obtida entre cada nó 
, ordenada de forma decrescente de economia. O Algoritmo 2 contém o 
pseudocódigo do algoritmo de criação da lista de savings. 
 
 Nos passos das Linhas 3-6 do Algoritmo 1, a lista de savings é iterada e para 
cada par  o Algoritmo CWS tenta fundir as rotas  e , as quais  e  pertencem 
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respectivamente (Linha 4). A Linha 4 verifica as condições para que duas rotas sejam 
consideradas factíveis de fusão, já citadas anteriormente:  
1.  deve ser o primeiro (ou último) cliente a ser visitado na sua rota ,  
2.  deve ser o último (ou o primeiro) cliente a ser visitado na sua rota ,  
3.  deve ser diferente de  e  
4. a capacidade das rotas juntas não deve exceder  (ver Equação 2).  
 Quando duas rotas  e  podem ser fundidas, uma nova rota  ligando as rotas  
e  é criada. As rotas  e  são eliminadas e a rota  é adicionada na lista de rotas (Linha 
5). No final, a lista de rotas criada (routes) é retornada pelo algoritmo. 
4.2. Algoritmo Clarke & Wright Savings 
BinaryMCS-CWS [Takes and Kosters 2010a] é um algoritmo que combina Simulação 
de Monte Carlo e o algoritmo Clarke & Wright Savings. O algoritmo trabalha 
percorrendo a lista de savings do CWS e então efetuando um número determinado de 
simulações. A estratégia usada no algoritmo é explorar a árvore de busca de forma 
binária, isto é, para cada par de nós  são feitas  simulações com o par pertencendo 
à solução e  simulações sem o par pertencer à solução. O caminho que obtiver o 
melhor custo médio determina se o par deve ou não ser incluído na solução que está 
sendo construída [Takes and Kosters 2010a]. 
 Em cada simulação, um par de nós  escolhido da lista de savings só é 
processado com uma probabilidade , com . O algoritmo pula alguns pares 
de nós durante as simulações e gera soluções diversificadas. Valores altos de  fazem 
com que muitos pares sejam pulados, gerando certo “caos", enquanto valores menores 
não permitem tanta exploração do espaço de busca [Takes and Kosters 2010a]. O autor 
demonstra  como o intervalo de  que gera soluções melhores para o 
algoritmo. A Figura 1 mostra o custo médio das soluções obtidas (eixo vertical) para as 
escolhas de  (eixo horizontal) para a instância E051-05E [Takes and Kosters 2010a]. 
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Figure 1. Custo médio  valores de  para a instância E051-05E [Takes and 
Kosters 2010a] 
 O algoritmo BinaryMCS-CWS, portanto, explora a árvore de busca e constrói 
uma solução de acordo com os resultados obtidos dentro das simulações. Isso guia a 
estratégia para o ramo de melhores resultados. Entretanto, a melhor solução pode ser 
encontrada em um ramo da árvore de busca percorrido durante uma simulação e não 
necessariamente ao término da iteração da lista de savings e da solução construída. 
5. Monte Carlo Savings 
Nesta seção, um novo algoritmo baseado no algoritmo Clarke & Wright Savings é 
proposto usando técnicas de Simulação de Monte Carlo. O algoritmo foi inspirado por 
aplicações anteriores dos Métodos de Monte Carlo e melhorias propostas no algoritmo 
de CWS. 
 Em todos os algoritmos que utilizam o algoritmo de Clarke & Wright Savings, 
as técnicas de Monte Carlo são aplicadas para aumentar a variabilidade das soluções a 
fim de superar os limites da heurística utilizada. Todos os algoritmos utilizam MCS 
durante a etapa de seleção de nós/arestas e fusão de rotas do algoritmo CWS. 
 Neste trabalho, uma abordagem diferente será feita utilizando a heurística de 
Clarke & Wright Savings. Simulações de Monte Carlo serão usadas para aumentar a 
variabilidade da lista de savings. A ideia é manter o algoritmo original de construção de 
soluções, mas utilizando as simulações para variar a ordem em que as arestas são 
percorridas, mudando as soluções finais e permitindo que diferentes rotas sejam geradas 
em cada simulação. 
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5.1. Algoritmo Monte Carlo Savings 
O algoritmo, batizado de Monte Carlo Savings, é um algoritmo heurístico novo baseado 
no Clarke & Wright Savings [Clarke and Wright 1964], que utiliza Simulações de 
Monte Carlo para gerar lista de savings com certo grau de variabilidade e permitir que 
soluções diversificadas sejam encontradas. O algoritmo Monte Carlo Savings 
(Algoritmo 3) executa  simulações, onde em cada uma delas é gerada uma lista de 
savings utilizando plain random sampling. Para cada lista gerada, o algoritmo procede 
ao método padrão de Clarke & Wright Savings, percorrendo a lista de forma decrescente 
de economia e fundindo as rotas factíveis. Para permitir a variabilidade nas listas de 
savings, a fórmula de cálculo de economia recebe um componente aleatório , definido 
em um intervalo , usado para penalizar ou bonificar a economia gerada entre 
dois nós  e . Uma economia é penalizada quando  e bonificada quando 
. Quando , a economia não tem alteração. Seja 
, a Equação 3 mostra o cálculo da nova economia entre 
dois clientes   e . 
 
 
 
(3) 
em que . Essas alterações na economia entre dois clientes permitem que a 
lista de savings tenha as arestas ordenadas de forma diferente do método padrão, 
fazendo com que a árvore de busca seja mais explorada e soluções diferentes sejam 
encontradas. 
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 Na Linha 1 do Algoritmo 3, é criada uma solução base com cada cliente sendo 
servido por seu próprio veículo. A função create_initial_routes é a mesma usada pelo 
CWS no Algoritmo 1. Nas Linhas 2-9 do Algoritmo 3, são efetuadas  simulações. Em 
cada simulação, é criada uma solução base (Linha 3), computada a lista de savings 
(Linha 4) usando o algoritmo compute_mcs_savings (Algoritmo 4), e calculada as rotas 
através do método clássico de Clarke & Wright Savings (Linhas 5-9). A função 
merge_routes é a mesma usada pelo CWS definida no Algoritmo 1. Finalmente, nas 
Linhas 10-12 do Algoritmo 3, compara-se o custo total da solução (definido na Seção 2) 
da simulação atual com o custo da melhor solução encontrada até agora e a solução com 
menor custo é escolhida como a melhor (best). O algoritmo termina quando  
simulações são executadas e a melhor solução encontrada dentre as simulações é 
retornada. O Algoritmo 4 mostra a criação da lista de savings, utilizando o parâmetro  
para definir o intervalo em que o valor da componente aleatória  pode estar. 
 
 Note que para  e , o algoritmo Monte Carlo Savings atua como o 
algoritmo padrão de Clarke & Wright Savings. 
 A Figura 2 contém as rotas iniciais e a lista de savings para uma instância de 
problema definida em [Larson and Odoni 1981] com 10 clientes e 3 veículos de 
capacidade . O exemplo está disponível em [Larson and Odoni 1999]. Cada 
aresta representa uma rota, que inicialmente vai do depósito até o cliente e retorna. Ao 
lado do grafo, está a lista de savings gerada por uma determinada simulação para 
. 
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Figure 2. Rotas iniciais criadas pelo algoritmo e uma determinada lista de 
savings gerada para  
 A Figura 3 mostra a população de rotas geradas pelo algoritmo Monte Carlo 
Savings para  e  para a instância de exemplo, com custos 520, 453 e 522, 
respectivamente. Nessa execução, o melhor resultado obtido foi de custo 453. A Figura 
4 mostra a rota completa gerada pela simulação com custo total de 453. Os pares em 
destaque são arestas que foram processadas por serem factíveis de junção. 
Comparativamente, a solução alcançada pelo algoritmo Clarke & Wright Savings tem 
custo 520 [Larson and Odoni 1981]. 
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Figure 3. População de rotas geradas pelo algoritmo Monte Carlo Savings para 
 e  
 
Figure 4. Rota gerada pelo algoritmo Monte Carlo Savings ao final de uma 
simulação e a lista de savings processada 
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5.2. Análise de complexidade assintótica 
Para analisarmos a complexidade assintótica do algoritmo Monte Carlo Savings é 
preciso primeiro analisar a complexidade do CWS, usado como base pelo nosso 
algoritmo. O consumo de tempo do algoritmo Clarke & Wright Savings, pode ser 
representado pela função , onde  é o número de clientes do problema e  o 
número de arestas. Essa função é obtida através da análise de complexidade dos 4 
passos principais do algoritmo: inicialização das rotas, criação da lista de savings, 
ordenação da lista de savings e fusão das rotas. O primeiro passo, inicialização das rotas 
(create_initial_routes do Algoritmo 1) tem complexidade linear . Os passos de criação 
e ordenação da lista de savings (compute_savings_list do Algoritmo 1) têm 
complexidade . Os passos de fusão das rotas, representado nas Linhas 
3-6 do Algoritmo 1 também têm complexidade linear . Assim, podemos concluir que 
o consumo de tempo do algoritmo Clarke & Wright Savings é 
. 
 Para facilitar, podemos tomar , embora o número máximo de arestas em 
um problema de CVRP seja de . Portanto, o consumo de tempo do 
algoritmo CWS é . 
 O algoritmo Monte Carlo Savings, de forma simplificada, executa  vezes o 
algoritmo de CWS usando números aleatórios na criação da lista de savings. Note que a 
função compute_mcs_savings também tem a mesma complexidade da função 
compute_savings_list do Algoritmo 1. Portanto, o consumo de tempo do algoritmo de 
Monte Carlo Savings é . 
 É importante ressaltar que o número de simulações  pode ser muito maior do 
que o número de clientes . 
6. Experimentos 
O algoritmo proposto é comparado com algoritmos de CVRP heurísticos, meta-
heurísticos e que usam dos Métodos de Monte Carlo, entre eles os algoritmos 
heurísticos Clarke & Wright Savings [Clarke and Wright 1964] e baseado em Centroide 
[Shin and Han 2011]; o algoritmo meta-heurístico Busca Tabu Granular [Toth and 
Vigo 2003]; e o algoritmo que aplica Métodos de Monte Carlo BinaryMCS-CWS [Takes 
and Kosters 2010a]. 
 Para avaliar e comparar o desempenho dos algoritmos, foram usados um 
subconjunto de 15 instâncias de problemas definidos por Augerat [Augerat 1995] e um 
subconjunto de 13 instâncias de problemas utilizados por Takes [Augerat 1995] para 
avaliar o desempenho do seu algoritmo BinaryMCS-CWS frente ao ALGACEA-2 [Faulin 
and Juan 2007, Faulin and Juan 2008]. O conjunto de problemas e soluções dos 
benchmarks utilizados está no formato TSPLIB [Reinelt 2014]. 
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 O benchmark de Augerat foi usado para comparar os algoritmos de Centroide, 
Busca Tabu Granular, Clarke & Wright Savings, BinaryMCS-CWS e o Monte Carlo 
Savings. O benchmark de Takes foi usado para comparar os algoritmos BinaryMCS-
CWS e o algoritmo proposto Monte Carlo Savings. 
 Foram avaliados os resultados baseados na melhor resposta obtida pelos 
algoritmos para aquela determinada instância de problema. As comparações também 
levam em conta a melhor solução conhecida na literatura. Para este trabalho, o 
algoritmo proposto Monte Carlo Savings foi implementado usando a linguagem de 
programação Python. Também foi implementada a versão paralela do algoritmo de 
Clarke & Wright Savings e o algoritmo BinaryMCS-CWS. O código fonte dessas 
implementações está disponível em 
https://github.com/RomuloOliveira/monte-carlo-cvrp/. 
 Foram feitas 2000 simulações em cada execução do algoritmo Monte Carlo 
Savings. O algoritmo foi executado cinco vezes para cada instância e o melhor resultado 
obtido foi selecionado. O tempo limite máximo estipulado por execução de instância foi 
de 5 minutos, o mesmo tempo usado por [Takes and Kosters 2010b] e [Takes and 
Kosters 2010b]. Os resultados da Busca Tabu Granular e do algoritmo de Centroide são 
os mesmos mostrados em [Barbosa and Takakura 2014]. Os resultados do BinaryMCS-
CWS e do CWS foram obtidos através de implementações próprias. Foram feitas 50 
simulações por cada aresta visitada no algoritmo BinaryMCS-CWS, utilizando os 
mesmos parâmetros de [Takes and Kosters 2010a]. O algoritmo também foi executado 
cinco vezes para cada instância e o seu melhor resultado selecionado. 
 Uma vez que um algoritmo robusto [Takes and Kosters 2010a]. deve usar o 
mesmo valor dos parâmetros para todas as instâncias, para definir o valor do parâmetro 
 foi usada a ferramenta de configuração automática de algoritmos IRACE [López-
Ibáñez et al. 2011]. Essa ferramenta encontra as configurações mais adequadas dos 
parâmetros utilizando comparações estatísticas. Dado que, métodos de configuração 
automática devem produzir uma configuração com bom desempenho em instâncias 
ainda não testadas, na etapa de ajuste de parâmetros foram fornecidas instâncias de 
[Augerat 1995] e de [DEIS 2014] diferentes das 28 utilizadas na etapa de teste. O 
IRACE foi executado com as configurações padrões, com exceção do tempo máximo de 
execução definido em 5 horas e tempo estimado de execução de cada teste definido em 
60 segundos, sendo que o valor encontrado pela ferramenta foi 0,034. Nas Seções 6.1 e 
6.2 são apresentados os resultados para as 15 e 13 instâncias de teste, respectivamente, 
usando esse valor de . 
 Os testes foram executados em um computador com processador AMD Phenom 
II X4 840 @ 3,2 GHz e 4GB de memória RAM. 
6.1. Benchmark Augerat 
Foram utilizadas 15 instâncias do benchmark Augerat [Augerat 1995] para comparação 
dos resultados. As instâncias escolhidas são as mesmas utilizadas por [Barbosa and 
Takakura 2014]. O número de clientes por instância varia de 16 a 66 clientes. 
 A Tabela 1 mostra a comparação de resultados entre os algoritmos e a melhor 
solução conhecida na literatura para essas instâncias. 
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Table 1. Comparação de resultados para as instâncias de Augerat 
 
  Nota-se que o algoritmo Monte Carlo Savings obtém os melhores resultados 
entre os algoritmos testados em 6 das 15 instâncias, incluindo uma solução igual à 
melhor solução conhecida e também o melhor resultado geral, com apenas 1,48% de 
variação da melhor solução conhecida da literatura. Nas instâncias P-n16-k8 e P-n23-k8 
o algoritmo de Clarke & Wright Savings não obteve uma solução factível com o número 
mínimo desejado de veículos. O mesmo aconteceu com o algoritmo Monte Carlo 
Savings nas instâncias P-n19-k2 e P-n23-k8. 
 Os resultados de ambos os algoritmos que utilizam Simulações de Monte Carlo 
mostram-se melhores que as outras abordagens, inclusive a Busca Tabu Granular. 
 A Tabela 2 mostra o resumo do desempenho dos algoritmos considerando o 
melhor resultado, a média dos resultados e o pior resultado. Os algoritmos BinaryMCS-
CWS e Monte Carlo Savings obtiveram os melhores resultados. 
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Table 2. Resumo do desempenho dos algoritmos para as instâncias de Augerat 
 
6.2. Benchmark Takes 
Foram utilizadas 13 instâncias, sendo duas de [Augerat 1995] e 11 de [Augerat 1995]. 
Como mencionado anteriormente, as instâncias são as mesmas utilizadas por [Takes and 
Kosters 2010b] em sua comparação com o algoritmo ALGACEA-2. O número de 
clientes por instância varia de 51 a 200 clientes para esse subconjunto. 
 A Tabela 3 mostra a comparação de resultados entre os algoritmos e a melhor 
solução conhecida na literatura para essas instâncias. 
Table 3. Comparação de resultados para as instâncias usadas por Takes 
 
 O algoritmo Monte Carlo Savings obteve os melhores resultados, agora em 8 das 
13 instâncias, com variação de 2,98% da melhor solução conhecida da literatura.  
 A Tabela 4 mostra o resumo do desempenho dos dois algoritmos. O Monte 
Carlo Savings mostrou bom desempenho também em instâncias com grande número de 
clientes. O resultado mais próximo da melhor solução conhecida foi obtido pelo 
BinaryMCS-CWS, enquanto o Monte Carlo Savings foi melhor nos outros dois quesitos 
(média dos resultados e pior resultado), além do resultado geral. 
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Table 4. Resumo do desempenho dos algoritmos para as instâncias usadas por 
Takes 
 
6.3. Análise de comportamento do algoritmo 
No trabalho feito por No trabalho feito por [Takes and Kosters 2010b], o parâmetro 
aleatório  tem relação quase direta com o custo das soluções obtidas pelo algoritmo 
BinaryMCS-CWS [Takes and Kosters 2010b], como pode ser visto na Figura 1. O 
algoritmo BinaryMCS-CWS utiliza  para pular arestas da solução com uma 
probabilidade . Isso faz com que valores muito altos de  gerem soluções com 
muito mais custos [Takes and Kosters 2010b].. 
 No algoritmo Monte Carlo Savings, o parâmetro  é um número aleatório 
definido no intervalo  e utilizado para aumentar ou diminuir o valor de 
economia de uma aresta, alterando a ordenação original da lista de savings. 
Diferentemente do BinaryMCS-CWS, o parâmetro  não tem relação direta com o custo 
das soluções. Isso se deve ao fato de que o algoritmo Monte Carlo Savings varia 
limitadamente a lista de savings, usando o parâmetro  como aditivo, penalizando ou 
bonificando as economias, com tendências de manter as arestas com maior economia no 
topo da lista e as com menor economia no fim. Esse comportamento tem relação direta 
com os bons resultados obtidos pelo algoritmo, que aproveita melhor a heurística 
desenvolvida por Clarke & Wright [Clarke and Wright 1964]. 
 A Figura 5 mostra o custo médio de todas as rotas obtidas dentro de uma mesma 
execução (eixo vertical) para as escolhas de  (eixo horizontal) para as instâncias A-
n32-k5, A-n65-k9 e E051-05E, para . Como esperado, não existe uma relação 
direta entre  e o custo médio das rotas. 
 Também não foi encontrada relação entre  e o tempo necessário para se 
encontrar a melhor solução, dentro do limite de 5 minutos. A Figura 6 mostra o instante 
de tempo (eixo vertical) em que a melhor solução entre as simulações foi encontrada 
para um determinado  (eixo horizontal) na instância E051-05e. Note que a melhor 
solução encontrada dentre as simulações numa mesma execução não é, necessariamente, 
a melhor solução entre todas as execuções do algoritmo. 
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Figure 5. Custo médio das rotas  Valores de  para as instâncias A-n32-k5, A-
n65-k9 e E-051-05E 
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Figure 6. Tempo necessário para encontrar a melhor solução  Valores de  
para a instância E-051-05E 
6.4. Discussão 
A aplicação das técnicas de Monte Carlo para resolver problemas de roteamento de 
veículos reais é limitada pelo tempo de computação necessário. Por se basear em 
Simulações de Monte Carlo, diversas soluções são geradas pelo algoritmo para se 
encontrar soluções ótimas ou próximas de ótimas. Nos testes, foi estipulado um limite 
de 5 minutos que se mostrou suficiente para encontrar boas soluções, mas que pode 
impossibilitar a aplicação dessas técnicas em ambientes onde há restrições de tempo. 
Podemos notar, entretanto, o desempenho superior dos dois algoritmos que utilizam 
essas técnicas, o BinaryMCS-CWS e o Monte Carlo Savings, esse último proposto neste 
trabalho.  
7. Trabalhos Correlatos 
Comparado com a literatura existente para o Problema de Roteamento de Veículos, a 
aplicação dos Métodos de Monte Carlo em VRP e CVRP é relativamente pequena 
[Takes and Kosters 2010b]. [Buxey 1979] foi provavelmente o primeiro trabalho que 
combina Simulação de Monte Carlo e o algoritmo Clarke & Wright Savings. Esse 
trabalho foi posteriormente revisado em [Faulin and Juan 2007, Faulin and Juan 2008]. 
O algoritmo ALGACEA-1 foi proposto em [Faulin and Juan 2007]. Logo depois, os 
autores propuseram o ALGACEA-2, uma versão melhorada do ALGACEA-1 que 
introduziu no algoritmo o conceito de Entropia [Faulin and Juan 2007, Faulin and Juan 
2008, Taneja et al. 1989]. Em [Takes and Kosters 2010a], foram propostas diversas 
formas de aplicar MCS em problemas de roteamento de veículos, entre elas um 
algoritmo baseado em Nearest Neighbor Insertion e dois algoritmos baseados em CWS, 
o BestX-CWS e o BinaryMCS-CWS. O algoritmo BinaryMCS-CWS supera os resultados 
de todos os trabalhos anteriores com MCS com resultados comparáveis aos melhores 
algoritmos de CVRP existentes na literatura [Takes and Kosters 2010a]. 
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 Os algoritmos BinaryMCS-CWS e Monte Carlo Savings utilizam o CWS como 
base. Enquanto o BinaryMCS-CWS explora a árvore de busca fazendo simulações com a 
mesma lista de savings, o algoritmo Monte Carlo Savings utiliza as simulações para 
gerar uma população de lista de savings diferentes, se baseando na eficiência bem 
estudada do algoritmo de Clarke & Wright Savings na geração da lista e obtendo, no 
geral, resultados melhores que todos os outros algoritmos analisados. 
 Em [de Carvalho Oliveira and Delgado 2015] foi apresentado o algoritmo Monte 
Carlo Savings e foram realizados experimentos com diferentes valores fixos de  
definidos manualmente para as diversas instâncias de teste. Neste trabalho, foi usada a 
ferramenta IRACE [López-Ibáñez et al. 2011] para encontrar um valor de  de maneira 
automática para todas as instâncias. Além disso, o algoritmo proposto foi ilustrado 
através de um exemplo; foi comparado o comportamento do parâmetro  do algoritmo 
BinaryMCS-CWS e o parâmetro  do algoritmo proposto; e foi analisada a relação entre 
λ e o tempo para encontrar a melhor solução. 
8. Conclusão 
Neste trabalho, foi proposto, implementado e analisado o algoritmo Monte Carlo 
Savings, que utiliza uma abordagem simples para aplicação dos Métodos de Monte 
Carlo, mais especificamente a Simulação de Monte Carlo, em problemas de roteamento 
de veículos capacitados, baseado no algoritmo heurístico Clarke & Wright Savings. 
 Nos dois benchmarks usados, no geral, o algoritmo proposto obteve o melhor 
desempenho entre todos os algoritmos comparados, com variação de apenas 1,48% e 
2,98% para as melhores soluções conhecidas da literatura de cada um dos benchmarks, 
superando métodos bem conhecidos, como a Busca Tabu Granular. Em comparação 
com outros algoritmos que utilizam Simulações de Monte Carlo, o Monte Carlo Savings 
também se mostrou uma boa opção, além de ser um algoritmo robusto e simples de ser 
implementado. Portanto, o algoritmo proposto demonstrou resultados comparáveis aos 
melhores algoritmos disponíveis na literatura, podendo ser considerado junto com o 
BinaryMCS-CWS o estado-da-arte quando o assunto é Métodos de Monte Carlo para 
CVRP.  
 Trabalhos futuros podem envolver a utilização do algoritmo proposto como 
entrada para outros métodos meta-heurísticos, incluindo a Busca Tabu Granular e o 
BinaryMCS-CWS; estudos e variações da fórmula de cálculo de savings; e a escolha 
automática do valor do parâmetro  baseada nas características da instância. 
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