ABSTRACT. We present a systematic technique to find explicit solutions of birational maps, provided that these solutions are given in terms of elliptic functions. The two main ingredients are: (i) application of classical addition theorems for elliptic functions, and (ii) experimental technique to detect an algebraic curve containing a given sequence of points in a plane. These methods are applied to Kahan-Hirota-Kimura discretizations of the periodic Volterra chains with 3 and 4 particles.
INTRODUCTION
This paper is devoted to finding solutions of integrable birational maps in terms of elliptic functions. The similar task for integrable ordinary differential equations was a popular and well-developed topic in the classical mathematics of 18-th and 19-th century. We mention here one of the most famous and prototypical examples, the Euler top. Differential equations of motion of the Euler top read   ẋ 1 = c 1 x 2 x 3 , x 2 = c 2 x 3 x 1 ,
with real parameters c i . They admit two functionally independent integrals of motion: one easily checks that the following three functions are integrals: 
but only two of them are functionally independent because of c 1 H 1 + c 2 H 2 + c 3 H 3 = 0. Using these integrals, one easily sees that the coordinates x j satisfy the following differential equations:    − H 1 ). The fact that the polynomials on the right-hand sides of these equations are of degree four implies that the solutions are given by elliptic functions, as explained in the following classical theorem, see, e.g., [4] . Institut 
is given by the (time shifts of the) second order elliptic function We recall that the order of an elliptic function is, by definition, the number of its zeros (or poles) in an arbitrary parallelogram of periods, counted with multiplicities. While for a mathematician of the 19-th century it was quite a routine task to derive a differential equation of the type (3) for dependent variables of integrable systems, it seems that nothing comparable to that has been developed for discrete time integrable systems which only became popular more recently, after the advent of the modern theory of integrable systems (also known as the theory of solitons). In the few number of examples, where the exact solutions of integrable maps were actually computed, the following classical result going back to L. Euler was used. (One of the first known applications of this result to the theory of discrete integrable systems is due to R. Baxter [1] .) Theorem 2. Let P(x, x) be a symmetric biquadratic polynomial over C. Then the curve C = (x, x) ∈ C 2 : P(x, x) = 0 has genus 1 and may be parametrized as (x, x) = ( f (t), f (t + ε)), with a second order elliptic function f and some shift ε ∈ C. Conversely, for an elliptic function f of order 2 and for an arbitrary ε ∈ C, x = f (t) and x = f (t + ε) satisfy an algebraic relation of the form P(x, x) = 0, where P is a symmetric biquadratic polynomial.
Concrete computations can be performed as follows. To determine invariants of the elliptic curve described by a symmetric biquadratic relation
consider the Hamiltonian system of differential equationṡ
Using the relation P(x, x) = 0, we can eliminate either x or x to geṫ
where
Now, Theorem 1 can be applied to differential equations (5) in order to determine g 2 and g 3 in terms of α i . To illustrate how a biquadratic relation of the type (4) can be derived for an integrable map, we briefly remind the relevant results for the so called Hirota-Kimura discretization of the Euler top [5, 10, 11] . The HK discretization of the Euler top (1) is:
The map f : x → x is obtained by solving (6) for x, and is a birational map of degree 6. As can be easily verified, this map possesses the following integrals of motion which are deformations of (2):
Only two of them are independent, since
To derive biquadratic relations for the components of the discrete time Euler top, one starts by proving the following relations:
From eqs. (6) and (8) there follows:
. It remains to express x 2 j and x 2 k through x 2 i and integrals H j (ε), H k (ε), which results in
, where the coefficients are expressed through the integrals of motion as follows:
Our goal in the present paper is to propose a toolbox which allows to compute the elliptic functions expressions for solutions of integrable maps going beyond the relatively simple situation covered by Theorem 2. Our approach is based on some classical results about elliptic functions combined with rigorous symbolic computations in the spirit of experimental mathematics.
OUTLINE OF THE METHOD
The theoretical basis of our method is the well known classical statement that any two elliptic functions with the same periods satisfy an algebraic relation. Specifically, we have the following claim [13] , which generalizes Theorem 2. 
The coefficients of P are unique up to multiplication with a scalar.
As a corollary, any elliptic function X satisfies an algebraic differential equation, i.e., a polynomial relation between X and its derivative X ′ . Similarly, if X = X(t) is an elliptic function, then X(t) = X(t + ε) for an arbitrary ε ∈ C is also an elliptic function with the same periods. Hence, X and X are connected by a polynomial relation, called addition theorem. Theorems 1, 2 illustrate these conclusions. A famous concrete example of an addition theorem is given by the Weierstrass ℘-function. If we take the following wellknown formula for ℘-functions,
and eliminate all derivatives via ℘ ′2 = 4℘ 3 − g 2 ℘ − g 3 , we obtain
Of course, the above relation may be of lower degree, as, for instance, for X = ℘ and Y = ℘ ′ (where n = 2, m = 3, but the total degree of P(X, Y) = Y 2 − 4X 3 + g 2 X + g 3 is only 3), or for an even more trivial example of X = ℘ and Y = ℘ 2 (where n = 2, m = 4, and P(X, Y) = Y − X 2 is of bidegree (2, 1) ). This is a common phenomenon related to shared poles of X and Y. If one imposes additional conditions on the poles of X and Y, one may obtain sharper degree bounds for P. In particular, the following statement holds true. Now we are in a position to sketch the essentials of our method. Assume that we are given a birational map f on the phase space R n with coordinates x i ,
We want to test whether it is solvable in terms of elliptic functions and to provide an Ansatz for explicit solutions. If f can be solved in terms of elliptic functions, then (x i , x i ) = (x i (t), x i (t + ε)) considered as functions of the discrete time t ∈ εZ will satisfy a polynomial relation of the type P(x i , x i ) = 0. (9) The degree of P in x i and x i must be the same and equal to the order of the elliptic function
Suppose that all components x i are elliptic functions. Then one could check whether they have the same periods. For this aim, one could compute the invariants g 2 , g 3 of all the curves given by the above relations. The computation of the invariants g 2 , g 3 may be accomplished using algorithms by M. van Hoeij [12] , implemented in Maple algcurves package.
Assume that all x i are given by elliptic functions with the same periods and (for the sake of simplicity) of the same order n. Then one could gather additional information about the distribution of their poles and zeros. For this aim, one looks for relations of the form Q(x i , x j ) = 0.
(10) The degree of Q now tells us whether x i and x j have a number of common poles. In particular, if deg Q = 2n − k, then x i and x j are likely to have k common poles. The same relation, considered as a polynomial relation between 1/x i and 1/x j , will deliver information about possible common zeros of x i and x j . Similarly, one looks for the number of coincidences between the poles of x i and zeros of x j (say). Eventually, we obtain enough information about the solutions in order to fully characterize poles and zeros of x i . On the base of this information, one finally arrives at Ansätze, which can be rigorously verified using the classical means of mathematical analysis.
In applications, formulas for the maps f are often given by implicit equations of motion, like eq. (6), the explicit formulas being much more complicated and difficult to handle. Also, explicit formulas for integrals are often very messy (compare [9, 10] ). Therefore, one cannot expect to be able to find the above mentioned relations (9), (10) by hand, and one has to turn to the software for symbolic manipulations. We discuss some aspects of symbolic computations in the next section.
3. HIROTA-KIMURA BASES For our method, the notion of a Hirota-Kimura basis, introduced and studied in some detail in [9] , is relevant. We recall here the main facts, following that reference.
For a given birational map f : R n → R n , a set of functions Φ = (ϕ 1 , . . . , ϕ m ), linearly independent over R, is called a Hirota-Kimura basis (HK-basis), if for every x ∈ R n there exists a non-vanishing vector c = (c 1 , . . . , c m ) T such that
For a given x ∈ R n , the vector space consisting of all c ∈ R m with this property, say K Φ (x), is called the null-space of the basis Φ at the point x.
The notion of HK-bases is closely related to the notion of integrals, even if they cannot be immediately translated into one another. For instance, if For a given set of functions Φ = (ϕ 1 , . . . , ϕ m ) and for any interval [j, k] ⊂ Z we denote
In particular, X (−∞,∞) (x) will denote the double infinite matrix of the type (11) . Obviously, ker
Thus, Φ is a Hirota-Kimura basis for f if and only if dim ker X (−∞,∞) (x) ≥ 1. Our algorithm for detecting this situation is based on the following result formulated in [9] .
and dim ker X [0,m−1] (x) = 1 (13) hold for all x ∈ R n . Then for any x ∈ R n there holds:
and, in particular,
Let us stress that, while in general (i.e., for general maps f , general function sets Φ and for generic x ∈ R n ) relations (12) are satisfied, one will generally find that the m × m matrix
The following numerical algorithm can be used for checking that a given system of functions Φ = (ϕ 1 , . . . , ϕ m ) is a HK-basis for a given birational map f .
(N) For several randomly chosen initial points x ∈ Q n , compute ker X [0,m−1] (x), using exact rational arithmetic. If for every x condition (13) is satisfied, then, for all practical considerations, Φ is a HK-basis for f , with dim K Φ (x) = 1. In what follows, we will call the results obtained in this way Facts. As such, they cannot be ascribed the status of mathematical theorems, but with an additional effort they can be given a rigorous proof (sometimes a human proof, and sometimes a computer assisted one). We have provided details for such proofs in [9] in the situation which was much more demanding than the ones described in the present paper. Therefore, we are pretty sure that all our Facts can be turned into mathematical theorems after a sufficient effort. However, this would not be strictly necessary for our purposes, because we use these Facts to formulate the Ansätze for solutions, which are then rigorously proved by different methods.
The relevance of the notion of HK-bases for our present goals is easy to understand. Indeed, existence of an algebraic relation like (9) or (10) for iterates of a birational map f can be phrased as existence of a certain HK-basis. For instance, formula (4) for some component x i of the vector x is equivalent to saying that
is a HK basis for f with K Φ (x) spanned by (α 0 , . . . , α 5 ). By the way, formula (3) can be interpreted as the claim that
is a HK-basis with dim K Φ (x) = 1 for the phase flow of the corresponding differential equation. Thus, actually HK-bases appeared in a disguised form in the continuous time theory long ago.
In the remaining part of the paper we will apply the method described in the last two sections to finding explicit solutions, given in terms of elliptic functions, of two birational maps discretizing two classical integrable systems, namely the periodic Volterra chains with N = 3 and N = 4.
ELLIPTIC SOLUTIONS OF THE INFINITE VOLTERRA CHAIN
The infinite Volterra chain (VC) is a well-known completely integrable system governed by the equations of motioṅ
They admit two different families of solutions, both of them in terms of elliptic functions. The first family of elliptic solutions is given by:
where v is an arbitrary complex number. The equivalence of the two representations (15) and (16) is either easily checked by looking at poles and zeroes of the both elliptic functions, or just by using formula
The check that (15) and (16) are indeed a solution of VC is now elementary. Take the logarithmic derivative of (16) and then use (15) with shifted indices:
The second family of elliptic solutions is given by:
and reduces to the first one if v 1 = v 2 = v. Again, the verification of these solutions is straightforward:
The first family of solutions admits an N-periodic reduction (n ∈ Z/NZ), if Nv ≡ 0 modulo the period lattice. The second family admits a (2N)-periodic reduction, if N(v 1 + v 2 ) ≡ 0 modulo the period lattice. We will show that for the periodic VC with N = 3 and N = 4, these elliptic solutions are indeed general solutions.
GENERAL SOLUTIONS OF THE PERIODIC VOLTERRA CHAIN WITH
The periodic reduction of the Volterra chain with N = 3 (VC 3 ) reads:
This integrable system possesses two functionally independent integrals of motion:
We now prove that formulas (15) or (16) provide indeed the general solution of VC 3 . 
or, in terms of σ-functions,
Proof. Eliminating x j , x k from equations of motion (22) for x i with the help of integrals of motion (23), one arrives atẋ
This shows that the general solution is given by elliptic functions. We can now apply Theorem 1 to the differential equation (27) . One first has to shift the dependent variables x i = y i + H 1 /2 so that the quartic polynomial in (27) takes the form (3). Then one gets
Thus, we find:
The last formula can be written, with the help of the previous two ones, into the form
This has to be compared with the duplication formula for the ℘-function,
As a result, we find ℘(2v) = ℘(v), so that 2v ≡ −v, or 3v ≡ 0. From the above formulas there follows:
Note that setting u 1 = u 2 = v, u 3 = −2v ≡ v in the Frobenius-Stickelberger formula,
Finally, each of the coordinates x i is a time shift of
We may eliminate any x k between equations (23), getting
Hence, any pair of functions (x i , x j ) satisfies a polynomial relation of degree 3, which implies that any two functions x i and x j must have one common pole. Therefore, solutions of VC 3 must be as in (24)-(26).
GENERAL SOLUTION OF HK-DISCRETIZATION
We study here the discretization of the Volterra chain produced by so-called HirotaKimura (HK) scheme. This scheme seems to be introduced in the geometric integration literature by W. Kahan in the unpublished notes [7] . Kahan's discretization is applicable to any system of ordinary differential equations with a quadratic vector field, and automatically produces birational maps. Probably unaware of the work by Kahan, this scheme was applied to integrable systems, namely to the Euler top and to the Lagrange top, by R. Hirota and K. Kimura [5, 8] . Later on, the authors of the present paper devoted a series of papers, [6, [9] [10] [11] , to integrability properties of this discretization technique, providing a long list of integrable discretizations of systems belonging to the realm of classical mechanics, including Volterra chains with N = 3 and N = 4. In the context of integrable systems, Kahan's discretization has been called HK-discretization. This line of research was continued in [2, 3] .
The existence of two independent conserved quantities and of an invariant measure form of the HK-discretization of VC 3 (dVC 3 ) has been established in [10] . The discrete equations of motion (with the time step 2ε) read:
The birational map generated by discrete equations of motion dVC 3 , possess the conserved quantities:
.
To construct the general solution of dVC 3 in terms of elliptic functions, we will follow the procedure described in section 2. Recall that a Fact is an experimental result obtained by a multiple run of Algorithm (N) with random initial data, which can be, in principle, given a rigorous (maybe, computer assisted) proof.
Fact 1. Along any orbit O(x), the pairs (x i , x i ) for all i = 1, 2, 3 lie on a symmetric biquadratic curve, as in equation (4).
According to Theorem 2, we interpret Fact 1 as follows: each variable x i as a function of t is an elliptic function of order 2. Furthermore, the biquadratic curve P(x i , x i ) is one and the same for all three components x 1 , x 2 , x 3 . Therefore all three components are time shifts of one and the same function. For symmetry reasons, we may assume that 
As a consequence, according to Theorem 4, every pair of functions x i and x j has one common pole. We may assume that the denominators of the functions x 1 , x 2 , x 3 are σ(t)σ(t + v), σ(t + v)σ(t + 2v), σ(t + 2v)σ(t + 3v), respectively, just as in the solution of VC 3 , see (24)-(26). As a consequence, the functions x i , 1/ x j have a common pole. Therefore the two zeros of x i must be the (2ε)-shift and the (−2ε)-shift of the common pole of x j and x k . We arrive at the conclusion that
where the factor ρ has to be determined. The other choice of the signs of the time shifts leads to the same functions, up to a constant factor. The last missing portion of information necessary for a complete solution is contained in Fact 4 below. The idea to consider the expressions mentioned there comes from the following equivalent form of equations of motion (28):
where (i, j, k) is any cyclic permutation of (1, 2, 3 ). (1, 2, 3) , the pairs
Fact 4. Along any orbit O(x), for each cyclic permutation (i, j, k) of the indices
lie on a symmetric biquadratic curve.
As a consequence, the functions
are elliptic functions of degree 2. In view of equations of motion (32), Fact 4 yields also that the two zeros of x 1 / 1 − ε(x 2 − x 3 ) must be v − 2ε, v, while the two zeros of x 1 / 1 + ε(x 2 − x 3 ) must be v, v + 2ε. In other words, the following relations must hold true:
Upon using formulas (29)-(31) and taking into account that 3v ≡ 0, both requirements in (33) result in one and the same formula for the factor ρ, namely,
To simplify this expression, we observe that
which follows from the three-term functional equation for the σ-function,
with the choice
Thus, we get 1
We arrive at the following statement, which can be now proven analytically.
Theorem 7. The general solution of dVC 3 is given by formulas (29)-(31), with 3v ≡ 0, where ρ is given in (36). In terms of ζ-functions,
Proof. We verify that formulas (29)- (31), with 3v ≡ 0, where ρ is given in (36) provide indeed solutions of equations of motion (32). A similar computation can be done for solutions (37)-(39) written in terms of ζ-functions. More concretely we want to prove that the following discrete equation of motion is satisfied:
From (34) and (30)- (31) we have:
Applying formula (35) twice, first with
and then with
we obtain:
A similar computation gives
. Now a straightforward computation leads to
and
,
The functions C 1 (t, v, ε) and C 2 (t, v, ε) are both constant (and equal to one another), since they are elliptic functions without zeros and poles, due to 3v ≡ 0. The Theorem is thus proved.
GENERAL SOLUTIONS OF THE PERIODIC VOLTERRA CHAIN WITH
The periodic reduction of the Volterra chain with N = 4 (VC 4 ) reads:
This integrable system possesses three functionally independent integrals of motion:
We now prove that formulas (18)-(21) provide indeed the general solution of VC 4 .
Theorem 8. The general solution of VC 4 is given by formulas (18)-(21) with
Explicitly, in terms of ζ-functions,
In terms of σ-functions,
Proof. One easily finds that x 1 , x 3 satisfy the differential equatioṅ
, while x 2 , x 4 satisfy a similar equation with H 2 ↔ H 3 . This immediately leads to solution in terms of elliptic functions. The cubic terms in both differential equations are eliminated by the shift x i = y i + H 1 /2. For instance, for y 1 , we obtaiṅ
With the help of the addition formula
we find
which gives
This implies that ℘(v 1 + v 2 ) is one of the roots of the Weierstrass cubic 4z 3 − g 2 z − g 3 , which means that ℘(
where ω i is one of the half periods of the period lattice corresponding to g 2 and g 3 . Hence, v 1 + v 2 must be equal to a half period modulo the period lattice. Therefore, 2(v 1 + v 2 ) ≡ 0. Now, from the above formulas it also follows, that
Finally, since H 1 , H 2 and H 3 must be conserved quantities, x i must hence be of the form stated above.
GENERAL SOLUTION OF HK-DISCRETIZATION OF PERIODIC VOLTERRA CHAIN WITH
The existence of three independent conserved quantities and of an invariant measure form of the HK-discretization of VC 4 (dVC 4 ) has been established in [10] . The discrete equations of motion (with the time step 2ε) read:
The birational map generated by the discrete equations of motion dVC 4 , possess the conserved quantities:
We are interested in constructing explicit elliptic solutions of dVC 4 . To do so we will proceed as in the case of dVC 3 , starting by collecting preliminary experimental results about the distribution of the points (x i , x i ) and (x i , x j ) on some curves. As a consequence, x 1 and x 3 are time shifts of one and the same function, and the same for x 2 and x 4 .
Fact 7.
Along any orbit O(x), the pairs (x 1 + x 3 , x 1 + x 3 ) lie on a biquadratic curve, and the same holds true for the pairs (x 2 + x 4 , x 2 + x 4 ).
As a consequence, functions x 1 + x 3 and x 2 + x 4 are of degree 2. Thus, the time shift relating x 1 and x 3 should be a half-period, and the same for x 2 and x 4 . Therefore, we assume
We denote the common poles of
With the help of all this information, we can proceed as follows. Denote the zeros of 
where ρ 1 and ρ 2 are two factors to be determined. This choice of the factorization is justified by the continuous limit, ε → 0, of (48)-(49) which has to be compared with (41) and (43). Such a limit tells us that
Eliminating b and d from the above expressions, we find:
Factorized expressions for x 3 , x 4 follow from (47). However, it turns out to be convenient to have expressions for these variables with the same denominators as for x 1 , x 2 , respectively. This is achieved by using the quasi-periodicity of the σ-function with respect to the period 2(v 1 + v 2 ) ≡ 0. We get:
Next, we have to find the remaining unknowns a and c, as well as ρ 1 and ρ 2 . The idea to consider expressions from the crucial Fact 8 formulated below, comes from the observation that equations of motion (46) can be equivalently re-written as
Fact 8. Along any orbit O(x), for each i = 1, 2, 3, 4, the pairs
, lie on a symmetric biquadratic curve.
As a consequence, the combinations
are elliptic functions of degree 2. The structure of zeros of these functions can be inferred from equations of motion (50)-(53). For instance, from (50) we see that the two zeros of x 1 /(1 − ε(x 2 − x 4 )) are −a, −b, while the two zeros of
Similarly, from (51) there follows that the two zeros of
From (52) we deduce that the two zeros of
Finally, from (53) we conclude that the two zeros of
Let us first concentrate on (56)-(57) and (60)-(61). They result in eight conditions for a, c and ρ 1 . We show that actually almost all these conditions are equivalent, so that we are actually left with one condition for c and one expression for ρ 1 through c and a. For this aim, we first apply the tree-term formula (35) with
to obtain the following expression:
This function changes its sign by the shift t → t + v 1 + v 2 . Therefore conditions (60)-(61) are equivalent to (56)-(57). Furthermore, the above function changes it sign by t → −t − 2v 1 − v 2 , therefore conditions (56) and (57) are equivalent. Thus, we can consider the first conditions in each of (56)-(57) only. They result in two different values for ρ 1 :
which are equivalent if and only if the following condition holds:
(62) Equation (62) determines c.
A similar computation can be performed for the function (x 2 − x 4 )/ρ 2 . It turns first out that conditions (58)-(59) are equivalent to (54)-(55). Then we find that (54) is indeed equivalent to (55). We get two different values for ρ 2 :
Equation (63) We are now ready to prove the desired result. 4 is given by 
Theorem 9. The general solution of dVC
Here the constants a and c are defined by (62)-(63).
Proof. We show how to verify (51). The remaining three equations may be dealt with in the same way. Under conditions (62) but this identity is easily verified using (66) and the quasi-periodicity of the σ-function.
CONCLUSIONS
We have shown how to use Hirota-Kimura bases to construct explicit solutions of birational maps which are solvable in terms of elliptic functions. The appealing features of this approach are the following:
• It is systematic: Ansätze for explicit solutions are derived via searching for algebraic curves on which different two-dimensional projections of the orbits lie.
• We do not look for or try to construct additional integrable structures (for instance Lax pairs), a process which would usually require large amounts of guesswork and/or research experience. It would be interesting to apply this approach to further birational maps which can be solved in terms of elliptic functions. These are, basically, almost all Hirota-Kimura discretizations presented in [10] , with the exception of the discrete Clebsch system (which is likely to admit solutions in terms of theta functions of genus 2 Riemann surfaces), and include, among others, the discrete Lagrange top and the discrete Kirchhoff system.
