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We show how to control the field profile on a sub-wavelength scale using a customised permittivity variation
in a functional medium, thus avoiding the need to e.g. synthesize the shape from its Fourier harmonics. For
applications such as beam dynamics, requiring field profile shaping in free space, we show that it is possible to
achieve this despite using a slot in the medium.
We show how we can use layered or varying material prop-
erties to sculpt the electric field profile along the propagation
direction. Here we use sub-wavelength variation as a means
of controlling the internal field profile [1, 2], in contrast to the
typical uses of layered [3] or chirped [4] 1D photonic crystals,
whose focus is primarily on manipulating the band structure,
reflectivity, or transmission properties. Up to now most of
the work has concentrated on photonic band gaps in photonic
crystals, and the transmission or reflection coefficients at vari-
ous angles or frequencies of an incident wave [5]. Our method
is also distinct from the synthesis of optical waveforms by
combining carefully phased harmonics [6, 7].
Many possibilities are unlocked by our ability to design
field profiles with sub-wavelength customization. We might
imagine enhancing ionization in high harmonic generation
(HHG, see e.g. [8] and citations thereof), where the field pro-
file aims to give a detailed control of the ionized electrons
trajectory and recollision. Further, we might create localized
peaks in the waveform, so that the concentration of optical
power enhances the signal to noise ratio, or gives a larger
nonlinear effect. Conversely, flatter profiles could help min-
imise unwanted nonlinear effects, or better localise the sign
transition as happens for a square wave signal. In accelera-
tor applications, there is much interest in controlling the size
and/or shape of electron bunches (see e.g. [9]), or for pre-
injection plasma ionisation for laser wakefield acceleration
[10]; sculpted electric field profiles are one way of achieving
the desired level of control.
Of course, when using customised field profiles to control
an electron bunch in an accelerator or synchrotron, we need
that field profile to be present in free space. We address this
important case using a gap between two slabs of the neces-
sary customised medium, and use CST Studio Suite [11] sim-
ulations of this arrangement to demonstrate that the desired
field profile is still present within the slot. A slot also enables
probes to be placed to measure the electric field, and can in-
crease the transmission of external fields into the medium.
To motivate our scheme we first consider assuming (or
guessing) some promising dielectic function ε(z), and solv-
ing the wave equation for E (z) under those conditions, and












FIG. 1: Left: Field profiles for the the ‘flat-top’ structure with ε(z)
as defined in (5), where ` = L/10. Right: Field profiles for the the
‘triangular’ structure with ε(z) as defined in (6), where `= L/10. In
both cases we have not plotted the predicted field as it is coincident
(at this resolution) to the simulated CST simulated field profile for
E˜x (blue). The brown curve is the CST generated field profile in
the slot, when a slot of 16 (flat-top) and
1
3 (triangular) width is cut
in the structure; a good match is still achieved demonstrating that
our scheme can also be used to control free-space field profiles. For
comparision the Mathieu functions for n = 1, and q = 0.8 (flat-top)
or q =−0.329 (triangular) are plotted (red).
By selecting a simple material variation we could make use
of existing solutions; notably repeating two-layer structure
would allow us to repurpose work on (e.g.) Bragg reflectors.
More interesting would be to assume a sinusoidal variation in
permittivity, which has a wave equation that matches that for
Mathieu functions1 [12, 13]. The periodic Mathieu functions
depend on two parameters an, q, where an = an(q) is the n-th
characteristic value. These give solutions of the differential
equation for An,q(z)
∂ 2z An,q(z)− [an−2qcos(4piz/L)]An,q(z) = 0. (1)
Sample Mathieu functions, with parameters chosen to give
both flat-topped and triangular profiles are shown compared
to other similar (but explicitly designed) profiles on fig. 1.
However, although Mathieu functions and the like are pow-
erful sources of inspiration, we prefer to follow a design-lead
scheme where we first specify the desired field profile E (z),
then use the wave equation to calcuate what the position de-
pendent dielectric properties ε(z) needs to be. In principle this
allows us to directly calculate the material function needed to
support almost any electric field profile we might want.























Consider the single frequency transverse mode with E =
eiωt E˜(z)i, P = eiωt P˜(z)i and H = eiωtH˜(z) j, together with the
permittivity ε(ω,z) = ε0εr(ω,z) and vacuum permeability µ0.
Then Maxwell’s equations, where ′= ddz , give




In principle almost any electric field profile is possible.
However, for some field profiles, the solution in (2) requires
the presence of negative permittivities, possibly with a very
high absolute value; in others Eˆ ′′/Eˆ is undefined.
Further, in order to design a simpler structure for the numer-
ical simulations, we choose our permittivity function so that
εr > 0, and that εr does not change rapidly. This requires the
E˜ ′′/E˜ < 0 and that when E˜(z) = 0 then E˜ ′′(z) = 0, i.e. a point
of inflection. To simplify the modelling we restrict ourselves
to modes with odd symmetry about z = 0 and z = L/2 and
hence even symmetry about z = L/4 where L is the desired
wavelength. Thus
E˜(z) =−E˜(−z) =−E˜(z+ L2 ) = E˜(z+L), (3)
and E˜(L4 − z) = E˜(L4 + z). (4)
Thus it is only necessary to specify E˜(z) for 0 < z < L/4.
The symmetry requirements imply E˜(0) = 0 and E˜ ′(L/4) = 0.
From (4) & (2) one see that εr has period half that of E, and has
even symmetry about z = 0, i.e. εr(z) = εr(−z) = εr(z+L/2).
It is advantageous for the electric field to be composed of
piecewise sections which are either sinusoidal, and hence cor-
respond to constant εr, or linear, which correspond to εr = 0.
Following this theoretical design step, we validate our
scheme using 3D CST simulations based on a rod-like unit
cell oriented along z, with a nearly square cross section in x
and y. On the x boundary we set a perfect magnetic conduc-
tor (i.e. H trans = 0), and on the y boundary we have a perfect
electric conductor (i.e. E trans = 0). The z boundary condi-
tions are periodic with a phase shift of 180◦. We choose these
boundary conditions since if we instead used all periodic con-
ditions, then spurious modes with finite ky or kz transverse to
the variation (in z) would appear.
In this Letter we confine ourselves to consider only material
variation that has a strictly positive-valued permittivity every-
where. In part, this is because materials with negative per-
mittivity are typically strongly dispersive, and so there may
be – at the very least – stringent bandwidth limitations. With
this constraint, and for some choices of profile, it can be more
difficult to construct the permittivity function that supports an
electric field with sufficient accuracy.
Nevertheless, by using materials with very low permittivity
ε (epsilon near zero, ENZ), one can construct profiles which
are (e.g.) almost flat for a significant proportion of the mode,
or which have near constant gradient – both being shown in
fig. 1. These profiles were inspired by Mathieu functions of
similar appearance, but as we found, that general appearance
does not require the specific sinusoidal ε variation needed for
the Mathieu functions themselves. In addition, profiles with

















FIG. 2: Results from 3D CST models of the ‘flat-top’ (top) and ‘tri-
angular’ (bottom) wave structure including free-space slots as de-
scribed in fig. 1, showing the electric field strength and direction
through the structure. In both cases the slot field differs from the
field in the structure by less than 1%.
materials of significantly different permittivities, and if one is
prepared to tolerate less precise profiles, it may be possible to
construct reasonable flat-top and triangular profiles using only
materials with ε ≥ 1. For brevity, here we will consider only
the four representative profiles indicated in table I.





Peak with multiple oscillations
√ χ
Peak with two oscillations χ χ
TABLE I: The four electric field profiles considered in this article,
and the permittivity properties require to generate them.
FLAT-TOP WAVE PROFILE: A flat-topped, or quasi square-
wave profile is a familiar waveform, and is often encountered
in digital switching circuits, being naturally of a binary (two-
level) form. The fast square-wave transitions are ideal for
triggering actions at precisely determined intervals; alterna-
tively its periods of near constant field are ideal for applying
a (nearly) identical force to each charged particle in a bunch.
However, to synthesize this profile directly from its many har-
monic components would require a significant effort, esecially
if attempting to build an optical square wave (see e.g. [6]).
However, using our technique we can sidestep that effort by
constructing instead a designer functional material that quite
naturally supports such waveforms. We can generate our flat-
top wave profile using
E˜(z) =
{
sin(piz/2`) , 0< z< `
1 , ` < z< 14 L,
and εr(z) =
{
c2pi2/4`2ω2 , 0< z< `
0 , ` < z< 14 L.
(5)
for `, with 0 < ` < 14 L. We implemented this structure in
CST, based on a unit cell with cross section ax = 6mm,
ay = 6.22mm and length L = 52mm. The slot, when present,
was 1mm wide. Fig. 1 demonstrates that the designed-for
2
field profile is achievable even in a 3D simulation; a 3D visu-
alization is given in fig. 2.
TRIANGULAR WAVE PROFILE: A field profile with a trian-
gular form, just like a square wave or indeed any waveform
can be synthesized from its harmonics. In comparison to the
square wave in particular, though, the proportion of higher
harmonics falls off more rapidly, so any synthesis would in
practise be easier. This ramped field profile could also be used
to impart a well-managed linear chirp to charged particles in
a bunch.
Nevertheless, here we can design a structure which natu-
rally supports triangular waves, which is given by
E˜(z) =
{
k sin(k`− 14 kL)z , 0< z< `
cos(kz− 14 kL) , ` < z< 14 L,
and εr(z) =
{
0, 0< z< `
c2k2/ω2 , ` < z< 14 L,
(6)
where `, with 0< ` < 14 L, and let k> 0 be the lowest solution
to `k = cot( 14 Lk−`k). We implemented this structure in CST,
based on the same unit cell as for the flat-top wave; except that
when present the slot width was 2mm. Fig. 1 demonstrates
that the designed-for field profile is achievable even in a full
3D simulation. A 3D visualization is given in fig. 2.
A saw-tooth profile could be created in a similar manner by
using an ENZ material for the linearly increasing section of
the wave, and then a relatively high permittivity segment for
the short near-vertical connecting part. Such a wave profile
was suggested as a ‘gradient gating’ way of optimising HHG
[8]; the idea being that the initial strong field could ionize a
gas atom and accelerate the electron away, before returning
to the nucleus to recombine and emit high-energy photons.
Subsequent work has focussed on optimising the field profiles
on the basis of detailed models of the ionization process [14].
Given such a wave profile, our method could be used to design
a structure to generate it – although tolerating the intense laser
pulses used would be a challenge.
PEAKED PROFILE WITH MULTIPLE OSCILLATIONS: Wave-
forms with strongly localized peaks can also be useful, par-
ticularly where an amplitude and/or intensity threshold is the
chosen discriminator. However, just like any wave with dis-
tinct or localized features, they have a significant harmonic
content and we might therefore prefer not to synthesize them
directly. Unfortunately, as we have noted, long intervals of a
near-constant electric field in a waveform require very small
permittivity values (i.e. the ENZ regime). To avoid this com-
plication, we might replace an idealized near-constant region
with many low-amplitude rapid oscillations that are assumed
to cycle-average to zero.
In the range 0 < z < ` there is a small E˜(z) with n oscilla-
tions, whereas the range ` < z < 14 L provides the desired sin-
gle large oscillation. The profile is chosen so that E˜(`) = 0,




FIG. 3: Field profiles for the the ‘multi-oscillation wave’ structure
with ε(z) as defined in (7), ` = (0.8) 14 L and n = 5. The CST simu-
lated field profile for E˜x (blue) is nearly coincident with the designed-





4n( 14 L− `)
, 0< z< `
cos
[
pi( 14 L− z)
2( 14 L− `)
]
, ` < z< 14 L,
and εr(z) =
{





, ` < z< 14 L.
(7)
This theoretically designed waveform is shown in fig. 3, along
with that resulting from 3D numerical simulations using CST.
PEAKED PROFILE WITH TWO OSCILLATIONS: We might also
want to generate a peaked profile with many fewer minor os-
cillations per half-period. However, this cannot be achieved
with only slabs of constant εr. Nevertheless, something closer
to the design goal can be made if we construct an E˜(z) using
two sinusoidal regions and a quadratic Bezier2 function B(z)




λ0 sin(k0z), 0< z< `0
Quadratic-Bezier, `0 < z< `1
λ1 sin(k1z), `1 < z< 14 L.
(8)
For this construction the challenge now becomes that the per-
mittivity becomes very large in a small region; the required
εr can be seen in the inset of fig. 4. Further, even before any
difficulties of fabricating an experimental structure are con-
sidered, generating numerical results for this is problematic.
We can see in fig. 4 the results of using CST to generate a
field profile in comparison to the designed-for wave shape –
there are significant regions where the match is rather poor.
Nevertheless, the general character of the desired wave pro-
file is achieved, and the important high-field peaks are closely
matched.
Having first considered theoretical structures based on an
infinitely periodic representation, we now move to the finite











FIG. 4: Field profiles for the the two-oscillations structure. The
CST simulated field profile for E˜x (blue) is broadly similar but not
that well matched to the designed-for profile from (8), with its con-
stant ε (black) and quadratic Bezier (red) parts. This is because
εr not only needs to be very large for a very thin slice, but is
also rapidly varying. The structure has a ε(z) from (8), with a0 =
0.5( 12 L), a1 = 0.668(
1
2 L), λ0 = 0.5, λ1 = 2.0, k0 = 2.5/(
1
2 L) and
k2 = 5/( 12 L); where the quadratic Bezier, is is given parametrically
by z = (−0.049t2 + .132t+ .25)L and E˜z =−.401t2 + .105t+ .474
structures of the kind most likely to be built. One practical fea-
ture of our scheme – the free space field wave profile shaping
using a slot – has already been demonstrated. This leaves two
important issues: (a) to what extent does the profile shaping
persist for a small or finite number of repetitions? (b) will an
incident field be transmitted effectively into the structure for
modulation? Since the structural periodicity is a good match
to the incident wavelength, any device might be expected to
act more like a Bragg mirror. Consequently, we adapted our
CST simulations to treat finite-period structures.
The left hand panel of fig. 5 shows a comparision of the
bandstructures for the flat-top wave structure with and without
a slot. We can easily see that the character of the bandstruc-
tures is preserved and that the slot-induced upward frequency
shift is relatively small. This trend was repeated in CST sim-
ulations for our other slotted structures.
Since the field profiles and bandstructure do not deteriorate
when a slot is present, we can turn to the second question, i.e.
whether or not an incident field of the correct/desired operat-
ing frequency will be transmitted through the structure and be
modulated in the desired way. That we can do this is shown
by the right hand panel of fig. 5, where we see the reflectivity
spectrum for a multiple period structures with and without a
slot. As a direct result of our design process, we see that the
presence of a slot – and perhaps despite its sub-wavelength
width – enhances transmission into the structure.
In summary, we have demonstrated a considerable freedom
to customise electric field profiles, even in free-space, and
without resorting to harmonic synthesis. This is achieved by
the use of a customised periodic structure with an engineered
permittivity profile based on functional materials. The mate-
rial permittivity function needed can be based either on known
solutions, such as specific Mathieu functions, or more gen-
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FIG. 5: Bandstructure (left) and transmission coefficients (right) cal-
culated using CST for a 3D ten cell flat-top structure, both without
(black) and with (blue) the presence of a slot. The angle gives the
phase difference across the length of the unit cell. The operating fre-
quencies (dashed lines) are at a 180◦ phase shift. Without a slot the
frequency is 2.867GHz & 30% transmission (red), and with a slot
it is 2.911GHz & 95% (brown). Transmission data was obtained by
exciting the structure with a Gaussian pulse of width 52.5ps and time
delay 0.1367 ns, and taking results after 60ns of run time.
validated our theoretical conception by implementing sample
structures in CST, checked that (i) they generate a field profile
that matches the design, (ii) that the profiling can be achieved
in free-space by means of a slotted structure, and (iii) that the
desired field modes inside the structure can be excited.
In future work we aim to investigate more realistic models
of our structures. Further, it seems likely that this scheme can
be adapted to other fields such as acoustics.
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