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Abstract of thesis entitled: 
Stock Risk Mining by News 
Submitted by PAN, Qi 
for the degree of Master of Philosophy 
at The Chinese University of Hong Kong in June 2009 
Due to the fast delivery of news articles by news providers on the In-
temet and/or via news datafeeds, it becomes an important research 
issue of predicting the risk of stocks by utilizing such textual infor-
mation available in addition to the time series information. 
In the literature, the issue of predicting stock price up/down trend 
based on news articles has been studied. 
In this thesis, we study a new problem which is to predict the risk 
of stocks by their corresponding news of companies and construct 
the volatility index for stock. The volatility index we constructed 
is powerful to predict the risk of corresponding stocks. Moreover, 
stocks are ranked based on the predicted volatility, with the focus of 
ranking. Such ranking information provides investors with knowl-
edge on how widely a stock price is dispersed from the average, as 
an important indicator of stock price change in a stock market. 
We discuss the unique issues of volatility prediction/ranking and 
news index constructing. A new feature selection approach is used to 
select bursty volatility features. The coverage of such selected fea-
tures is requested to be representative to represent/simulate volatil-
ity bursts. In addition, we propose a new prediction/ranking ap-
proach, based on the random walk with consideration of the impacts 
of bursty volatility features on the stocks. Moreover, the volatil-
ity index, which predicts the time series of stock volatility, is con-
structed by using textual information for each stock or portfolio. 
We conducted extensive experimental studies using real datasets and 
will report our findings in this thesis. 
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In this chapter, we introduce our work and some back-
ground information briefly, list the main contribution of our 
work, and introduce the structure of this thesis 
The modem risk management system has been strongly criticized 
in the recent financial tsunami, where the numerous different argu-
ments converge to one single theme: the current system failed to 
estimate the risks of financial instruments accurately, which were 
considered to be isolated, but in many cases seemingly challenge 
human understanding [13]. 
In stock markets, the risk of a financial instrument is commonly 
measured by the volatility of its stock price, where volatility is de-
fined as the standard deviation of the continuously compounded re-
turns of a stock, with a specific time horizon, and is used to measure 
how widely prices are dispersed from the average. Several models 
(e.g., ARMA [12]，GARCH [1]) were proposed to predict the future 
volatility based on historical stock price (time series information). 
However, these models cannot fully capture the fluctuation behavior 
of stock price, especially when there are some breaking news hitting 
the market. 
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Figure 1.1: Volatility Prediction/Ranking 
As a real example, Figure 1.1 (a) shows the daily volatility value, 
which is a measure of risk, of Industrial and Commercial Bank of 
China (ICBC) from September 1，2008 to October 24, 2008 over 37 
days,represented by the y-axis. 
Two bursts of volatility on September 17 and October 12 can be 
easily observed. Figure 1.1 (b) shows the predicted volatility based 
on the historical price and volatility information using GARCH model 
[1 ]. Compared with the real volatility value in Figure 1.1 (a), GARCH 
could track the evolutionary pattern of volatility precisely most of 
the time. More specifically, in this example, it could track the volatil-
ity within 10% error for more than 70% of the time. However, it fails 
to capture the two bursts, which results in a significant error rate 
(Figure 1.1 (b)). Although the Figure 1.1 (b) looks like a straight 
line, actually it is not. In Figure 1.1，to make the comparison better, 
the scale of y-axis is the same for the volatility value. And Figure 
1.2 shows the same contents of Figure 1.1 (b) with adjusted scale. 
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Figure 1.2: Adjusted Scale Figure for GARCH Model 
Several works [26，12, 5] have noted the GARCH forecast errors 
and related them to the arrival of asset specific news articles, i.e., the 
existing models cannot interpret the change of external environment 
(news) and therefore could not react accordingly. In [261，a classifi-
cation model is designed to detect these interesting news articles that 
would lead to understand the behavior of stock price volatility. How-
ever, except from the empirical studies and news classification, none 
of the work attempts to eliminate the phenomena by incorporating 
news information into risk analysis, or in other words, volatility pre-
diction/ranking. 
In this thesis, we concentrate on volatility prediction/ranking by 
utilizing both time series data (stock prices) and textual information 
(news articles). In other words, our focus is on volatility prediction 
and ranking, and is not on stock price trend prediction. The two 
are two different research issues. First, volatility carries different 
information from a trend, and there are no correlations between the 
changes of stock price trends and the stock volatility bursts. Actu-
ally, they are negatively correlated as shown in Figure 1.3 . 
More specifically, an example is shown in Figure 1.4，where Fig-
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Figure 1.3: Correlation between Stock Price and Volatility 
ure 1.4(a) shows real volatility and Figure 1.4(b) shows the stock 
price trends. It implies that the existing approaches for stock trend 
prediction can not be directly applied in volatility prediction. Sec-
ond, it can be difficult to build a classifier to predict volatility bursts 
by news articles because the distribution of training samples is highly 
biased. It is because that the number of volatility bursts is consid-
erably small and the number of news articles associated with such 
volatility bursts is accordingly small. Moreover, there are many fea-
tures which are not representative so that the method of sampling 
can not work well here. Third, predicting and ranking stocks based 
on the volatility is a completely different task in comparison with 
predicting a new trend for a single stock. Especially the methods 
used for mining in these two task are different. 
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Figure 1.4: Volatility, Trends, and Features 
Main Contributions 
The main contributions of the thesis are summarized as follows. 
• We study a new prediction/ranking problem of ranking stocks 
based on the predicted volatility by utilizing both time series 
information (stock price) and textual information (news arti-
cles). 
• We construct volatility index for tracking the risk of corre-
sponding stocks. The volatility index is purely constructed by 
the historical stock data and news. 
• We propose a new feature selection approach to select bursty 
volatility features (keywords) which have the similar bursty 
patterns with the volatility bursts of stocks. A set of such se-
lected bursty volatility features needs to be representable to 
represent the volatility of a stock. As an example, such a fea-
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• We propose a new prediction/ranking approach based on the 
random walk to rank stocks based on volatility by taking the 
impacts of bursty volatility features on the stocks into consid-
eration. As an example, the volatility prediction is shown in 
Figure 1.1(d) by news. The training/testing issues will be ad-
dressed in this thesis. 
• We conducted extensive testing using real datasets, and we con-
firm the improvements of our approach in comparison with the 
existing approaches. 
1.2 Structure of Thesis 
The rest of the thesis is organized as follows: Chapter 2 reviews 
some related works and background information. Chapter 3 gives 
the problem statement. Chapter 4 discusses the unique perspec-
tives related to volatility prediction and ranking. We discuss bursty 
volatility feature selection issues in Chapter 5, and stock ranking 
based on volatility in Chapter 6. Chapter 7 presents the approach 
of constructing volatility index. Chapter 8 reports the evaluation re-
sults of our approach, and Chapter 9 concludes the thesis. Finally, 
in the Appendix, some useful information is presented. 




In this chapter, we review the existing works which are re-
lated to our work, and introduce some background informa-
tion. 
2.1 Literature Review 
The first systematic examination against the impacts of textual infor-
mation on the financial markets was conducted in [18], which com-
pared the movements of Dow Jones Industrial Average with general 
news during the period from 1966 to 1972. [61 formulated an activ-
ity monitoring task for predicting the stock price movements, which 
issued alarms based on the content of the news articles. [30] devel-
oped an online system for predicting the opening prices of five stock 
indices, where by combining the weights of the keywords from news 
articles and the historical closing prices of a particular index, some 
probabilistic rules were generated using the approach proposed by 
；29]. [8] and [10] proposed a model for mining the impact of news 
stories on the stock prices by using a t-test based split and merge 
segmentation algorithm for time series preprocessing and SVM [17] 
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for impact classification. 
More specifically, [8] presents a system that predicts the change 
of stock trend by analyzing the influence of news articles. First, 
the stock price time series is segmented by using t-test based piece-
wise segmentation. Then based on the average slope, the segments 
are labeled and clustered as Rise/Drop/Steady. Because a set of 
news articles is aligned to the trends, a new weighting scheme is 
proposed for features in news articles. Finally, the Support Vector 
Machine(SVM) is applied in learning and prediction. 
26] discovered the relationship between news and abnormal stock 
prices behaviors. But it focused on how to detect this influential 
news using text classification technology. Its method is as follows. 
The category of each document is determined by the forecast er-
ror within AT minutes of the release of the document. If the error 
exceeds S standard deviations from the mean error for the asset then 
the document is categorized as interesting, for same S. Then, a sub-
dictionary is formed by taking the top • terms based on a given term 
ranking algorithm, such as term frequency inverse document fre-
quency (TFIDF). The method of binary version of the gain ratio se-
lects terms which provide the most information. Finally, the BM25 
algorithm (Best Match) was adapted to get the Average Document 
BM25 value. Now, a binary vector is created for each document 
in the training and testing sets where each entry specifies whether 
the given term occurred in the document. These vectors are used to 
train and test the classification models, such as C4.5 decision tree, 
and SVM. 
As aforementioned, the problem volatility prediction is different 
from trend prediction. In our work, instead of studying the news 
articles, we attempt to capture the breaking events by finding a set 
of representative bursty features whose evolutionary can describe 
the bursts of stock price volatility. 
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2.1.1 Existing Works on Bursty Feature Idenfication 
So far, there are many works related the topic of bursty feature detec-
tion [20，11，16，15, 9]. [20] proposed an algorithm for constructing 
a hierarchical structure for the features in the text corpus by using 
an infinite-state automaton. [11] stepped further and attempted to 
group the related bursty features into bursty events as well as to de-
termine the hot periods of bursty events. And [9] constructed an 
event hierarchy by extracting documents related to a set of bursty 
features. Similar to these approaches, our proposed algorithm is 
based on the bursty features. Unlike these approaches, we require 
the bursty features to be concurrent and have a good coverage on the 
bursty periods of stock price volatility. 
2.2 Classification 
A classification technique is a systematic approach to building clas-
sification models from an input data set, such as decision tree clas-
sifiers, rule-based classifiers, neural networks, support vector ma-
chines and naive Bayes classifiers [28]. 
2.2.1 Support Vector Machine 
Support Vector Machine(SVM) has its roots in statistical learning 
theory and has shown promising empirical results in many practical 
learning applications, from handwritten digit recognition to text cat-
egorization. An advantage of SVM is it also works very well with 
high-dimensional data, such as the text data in our work. 
Viewing input data as two sets of vectors in an n-dimensional 
space, an SVM will construct a separating hyperplane in that space, 
one which maximizes the margin between the two data sets. To 
calculate the margin, two parallel hyperplanes are constructed, one 
on each side of the separating hyperplane, which are "pushed up 
against" the two data sets. Intuitively, a good separation is achieved 
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by the hyperplane that has the largest distance to the neighboring 
datapoints of both classes, since in general the larger the margin the 
lower the generalization error of the classifier. 
2.2.2 Decision Tree and C4.5 Algorithm 
A decision tree is a decision support tool that uses a tree-like graph 
or model of decisions and their possible consequences.In data min-
ing and machine learning, a decision tree is a predictive model; that 
is, a mapping from observations about an item to conclusions about 
its target value. In these tree structures, leaves represent classifi-
cations and branches represent conjunctions of features that lead to 
those classifications. 
As an example, C4.5 is an algorithm used to generate a decision 
tree. C4.5 builds decision trees from a set of training data. At each 
node of the tree, C4.5 chooses one attribute of the data that most 
effectively splits its set of samples into subsets enriched in one class 
or the other. Its criterion is the normalized information gain (differ-
ence in entropy) that results from choosing an attribute for splitting 
the data. The attribute with the highest normalized information gain 
is chosen to make the decision. The C4.5 algorithm then recurses on 
the smaller sublists. 
2.3 PageRank and HITS Algorithm 
For the web graph, the traditional link analysis method PageRank 
[2] and HITS [19] attempted to calculate the importance of a Web 
page based on the scores of the pages pointing to that page. The rank 
vector can be computed by repeatedly iterating over the web graph 
structure until a stable assignment of page-importance is obtained. 
[4] used a bipartite graph to model the process of news generation 
and built a model to rank the news articles and the sources that gener-
ate them. [14] used a set of biased initial restart probability vectors 
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in computing PageRank. They attempted to capture a more accu-
rate importance score with respect to a particular topic. In order to 
consider indirect influence of features through correlated stocks, our 
work constructs a graph based on the correlation between stocks and 
takes the influence from bursty features as the initial starting prob-
ability in computing the final volatility rank. The ranking model in 
our approach is inspired by the PageRank and HITS Algorithm. 
2.3.1 PageRank 
A PageRank results from a ”ballot，’ among all the other pages on the 
World Wide Web about how important a page is. A hyperlink to a 
page counts as a vote of support. The PageRank of a page is defined 
recursively and depends on the number and PageRank metric of all 
pages that link to it ("incoming links"). A page that is linked to by 
many pages with high PageRank receives a high rank itself. If there 
are no links to a web page, there is no support for that page. 
The original PageRank algorithm was described by Lawrence 
Page and Sergey Brin in several publications. It is given by: 
PB,(A) = ( l - ( 0 + ( � P 尺 C^ l ) /C(Tl ) + ... + Pi?(7X)/C(r7i)) 
where 
• PR(A) is the PageRank of page A, 
• PR(Ti) is the PageRank of pages Ti which link to page A, 
• C(Ti) is the number of outbound links on page Ti 
• d is a damping factor which can be set between 0 and 1. 
2.3.2 HITS 
Hyperlink Induced Topic Search (HITS) (also known as Hubs and 
authorities) is a link analysis algorithm that rates Web pages, de-
veloped by Jon Kleinberg. It determines two values for a page: its 
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authority, which estimates the value of the content of the page, and 
its hub value, which estimates the value of its links to other pages. 
The algorithm performs a series of iterations, each consisting of 
two basic steps: 
(a)Authority Update: Update each node's Authority score to be 
equal to the sum of the Hub Score's of each node that points to it. 
That is, a node is given a high authority score by being linked to by 
pages that are recognized as Hubs for information. 
(b)Hub Update: Update each node's Hub Score to be equal to the 
sum of the Authority Score's of each node that it points to. That 
is, a node is given a high hub score by linking to nodes that are 
considered to be authorities on the subject. 
The Hub score and Authority score for a node is calculated with 
the following algorithm: 
(1)Start with each node having a hub score and authority score of 
1 
(2)Run the Authority Update 
(3)Rule Run the Hub Update Rule 
(4)Normalize the values by dividing each Hub score by the sum 
of all Hub scores, and dividing each Authority score by the sum of 
all Authority scores 
(5)Repeat from the second step as necessary. 
2.4 Efficient Market Hypothesis 
In finance, the Efficient Market Hypothesis [22] (EMH) asserts that 
financial markets are "informationally efficient", or that prices on 
traded assets (e.g., stocks, bonds, or property) already reflect all 
known information, and rapidly change to reflect new information. 
Therefore it is impossible to consistently outperform the market by 
using any information that the market already knows, except through 
luck. Information or news in the EMH is defined as anything that 
may affect prices that is unknowable in the present and thus appears 
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randomly in the future. 
However, the EMH does not stand strictly. There is a lag between 
the release of the news and the reaction of the financial market. This 
has been showed by many studies, such as [5]. 
Therefore, it is meaningful and practical to predict the reaction of 
the stock market by analyzing the news. Then the speed is becoming 
a problem. Because even the financial experts can not read so much 
information in such a short time, the advantage of computer appears. 
By using the data mining and text mining technology, we propose 
an innovative approach to predict the risk of stock based on news 
information. 




In this chapter, we introduce some background information 
and the problem statement. 
3.1 Volatility 
In financial markets, risk means the uncertainty of future outcomes, 
and is the probability that an investment's actual return will be dif-
ferent from his/her expectation. Volatility, which is defined as the 
variation or dispersion or deviation of an assets returns from their 
mean, is used to quantify risk over a time period. The historical 
volatility is the volatility of a series of stock prices where we look 
back over the historical price path of the particular stock. In stock 
markets, the most common measure of dispersion is the standard de-
viation, which measures how widely prices are dispersed from the 
average as follows. 
1 77 
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Here, Ri is the possible rate of return, E{Ri) is the expected rate 
of return. In this paper, we use the mean value R to represent the 
expected rate of return, given by: 
— 1 R = - y ^ R j (3.2) n ^ 
The intuition behind the mean-variance methods [23] suggests 
that a rational investor would be willing to pay a lower price to an 
uncertain claim than against a sure claim. 
3.2 Financial Model 
There are many statistical models proposed to forecast the volatil-
ity of financial or economic time series, for example Autoregressive 
moving average (ARMA) model, Markov swithching model and 
Hamilton model. Among them, the generalized autoregressive con-
ditional heteroscedasticity (GARCH) model red is the most classical 
one. It is oriented from autoregressive conditional heteroscedasticity 
(ARCH) model. In applications, the ARCH model has been replaced 
by the so-called generalized ARCH (GARCH) model. In this model, 
the conditional variance is a linear function of its own lags and the 
GAR,CH(p, q) model [1] is given below. 
� 2 - a o + X . + Pi约-i (3.3) 
i—l i—l 
Here, a is the historical volatility computed using Eq. (3.1) and e 
is the historical return (aj and sj are the a and e at time-unit j). 
And, p and q are the order of a and e respectively, and a and (3 are 
the parameters which can be trained in a learning phase. As given 
in Eq. (3.3)，the volatility at at time-unit t depends on the past £,； 
and (7.1, for a certain time period, for i = 力一 1，力一2， • • •， and is 
not considered to be possibly affected by the huge amount textual 
information available such as financial news articles，etc. 
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As discussed in [7], the overwhelmingly most popular GARCH 
model in applications has been the GARCH(1,1) model, that is, p = 
q = 1 in Eq. (3.3). A sufficient condition for the conditional variance 
to be positive with probability one is ao > 0, a^ > 0, j = L.q\f3j > 
0,j = The necessary and sufficient conditions for positivity of 
the conditional variance in higher-order GARCH models are more 
complicated than the sufficient conditions just mentioned and have 
been given in [3]. 
Here the GARCH model is used for representing the financial 
model rather than other state-of-the-art models, because this paper 
using data mining and text mining technology to provides a new 
approach of predicting and ranking volatility by using textual in-
formation, but is neither to improve the financial model itself, nor 
to develop a new financial model. Therefore, we just use the most 
classical one to make comparison. 
Moreover, applying other financial models will not change the 
structure of our risk prediction/ranking model. 
3.3 Problem Statement 
In fact, since most of these traditional financial models use only his-
torical stock price information and are based on the homogeneous 
time series assumption, they can not react properly when the ex-
ternal environment changes dramatically, i.e., some breaking news 
event happens. Therefore, our problem is defined as follows: 
Given a set of documents, T = {T!, r ? , . •. }，and a set of stocks, 
S = {5i, 52, • • • }, where SI is a time series, in this paper, given 
the documents, we focus ourselves on constructing new index and 
ranking stocks based on the predicted volatility, on the next time 
unit. And if the stock market is closed, the next time unit refers to 
the next time unit that it opens. 
It is worth noting that we attempt to utilize the textual information 
available to strengthen the power of predicting and ranking volatility 
CHAPTER 3. PROBLEM STATEMENT 17 
of stocks on next time unit. 
• End of chapter. 
Chapter 4 
Volatility V.S. Trend Prediction 
Summary 
In this chapter, the difference between our approach and tra-
ditional trend prediction is discussed. 
Ranking volatility of stocks on the next time unit involves pre-
diction, and predicting volatility is a challenging issue itself. 
In this section, we highlight the unique issues of volatility pre-
diction, and discuss why the existing work for trend prediction can 
not be effectively applied to volatility prediction based on which the 
ranking is conducted. 
In the literature [8，30，21，26], predicting the new stock-price 
up/down trend of a single stock, Si = (si, . . . , st丄 at time t, 
given a set of documents T, is to build text classifiers based on 
the selected features from the documents in T that are related to 
up/down-trends of Su and then predict the new up/down stock-price 
trend when it receives a new document (news article). More specifi-
cally, in [8], the author first segments the time series of stock price. 
In each segmentation, according to the slope of trends, the trends can 
be classified as rise or drop. The guided clustering is used to filter 
news articles with the help of the clusters that obtained from trends. 
Moreover, the support vector machine (SVM) is used for classifica-
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Figure 4.1: ICBC Volatility, Trends, and Features 
tion and weighting scheme is applied for features. After training, by 
using the incoming news, the trend of stock is predicted. In [26], the 
documents are classified into two classes by the GARCH forecast 
errors. Within r minutes, if the error exceeds a threshold, the corre-
sponding documents in this time period are classified as interesting. 
Then this degree of interest is quantified. And C4.5 decision tree 
[25], and the SVM are used for classification. Finally, by using the 
model and incoming news, it can predict whether the volatility will 
be abnormal or GARCH forecast errors will exceed a threshold. 
Although these approaches are useful for trend prediction, there 
are several reasons such approaches cannot be effectively used to 
predict volatility. 
First, volatility carries different information from a trend. Take 
the ICBC stock as an example. Figures 4.1(a) and Figure 4.1(b) 
show its volatility and stock price during 37 trading days (from 
September 01，2008 to November 09，2008)，respectively. We can 
see that there is no obvious correlation between the two time series. 
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More specifically, their correlation is -0.2527. Some of the volatility 
bursts occur at the turning points of stock price trends (e.g., point 
13 and point 27) but some others appear when there is no obvious 
change of the price trend (e.g., point 21). This is because that volatil-
ity is computed as the standard deviation and therefore reflects mar-
ket activities from a microscope perspective. As shown in example, 
the dramatic change of daily stock price can cause the increase of 
burst, but stable daily stock price does not mean the volatility is also 
stable. It could fluctuate dramatically, but has the similar prices with 
the previous day and following day. 
Second, the distribution of training samples is biased if we build 
a text classifier to categorize the documents that trigger volatility 
bursts. Consider the daily ICBC stock prices in 37 days (Figure 4.1). 
There are 12 up trends and 25 down trends. On the other hand, there 
are 4 volatility bursts out of 37. The ratio of the numbers of up/down 
trends is about 1:2，and the ratio of the numbers of bursty volatility 
and non-bursty volatility is 1:8. Furthermore, there are 185 news 
articles, as positive samples, associated with the up trend, and 363 
news articles, as negative samples, associated with the down trend, 
with a ratio of 1:2. 
On the contrary, there are only 51 news articles, as positive sam-
ples, associated with bursty volatility, and 497 news articles, as neg-
ative samples, associated with non-bursty volatility, with a ratio about 
1:10. We have observed similar biased distributions in our large-
scale experiments as well. The small number of positive samples re-
lated to the considerably small number of volatility bursts make the 
problem of predicting volatility bursts challenging. At certain ex-
tent, the prediction of volatility bursts shares some similarity to the 
prediction of the slopes of trends. Note that, for stock-price trend 
prediction, the existing work [8, 30，21, 26] can possibly predict 
up/down trend, but are not supposed to predict the slope of a new 
trend accurately, because the statistics is not sufficient. 
Third, ranking stocks based on the volatility is a new task, which 
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brings new added values into the prediction and is completely dif-
ferent from a task of predicting a new trend for a single stock. 
Fourth, constructing volatility index, bring both the information 
of news and stock markets, is also a different issue from predicting 
the trend of stocks. 
• End of chapter. 
Chapter 5 
Bursty Volatility Features 
Summary 
In this chapter, we discuss how to select the representative 
bursty feautures and build their relationship with volatility. 
As mentioned in previous chapters, instead of building a classi-
fier using the news articles directly, we need to seek for some other 
alternative ways to detect the breaking events that are indicators of 
volatility bursts. We observe that the emergence of a breaking event 
is usually accompanied with a burst of features (keywords): some 
features suddenly appear widely in different news articles when the 
event emerges and their occurrences drop significantly when the 
event fades away. By monitoring the occurrence changes of the fea-
tures in news articles, we can identify whether there is any new event 
occurring. So the problem is how to select a small set of features 
which can represent all breaking events. 
As discussed in the previous section, the number of volatility 
bursts in a stock Sk is considerably small in comparison with the 
total number of up/down trends occurring in the same stock. Even 
though the number of documents (news articles), that are related to 
the volatility bursts in the stock Sk’ is also observed to be small, we 
believe that the features in those documents can be possibly effec-
22 
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Figure 5.1: Comparison of Features 
tively used to predict/rank volatility bursts. The desirable features to 
be used are discussed below. 
• Bursty Features: An effective feature needs to be a bursty 
feature rather than a stable feature over a time interval. It is 
most likely that such bursty features can effectively represent 
volatility bursts. For example, as show in Figure 5.1, the fea-
ture "weaken" is more stable than the feature "tax". For the 
stock HK0005, HSBC, the latter one is more valuable than the 
former one. 
• High Indicative Ability: An effective feature needs to have 
high ability to indicate volatility bursts, i.e., the bursts of a fea-
ture need to be a good indicator of the volatility bursts of the 
corresponding stocks. Features whose high occurrences are al-
ways accompanied with volatility bursts are more preferable 
than those features whose high occurrences only cause volatil-
ity bursts occasionally. As an example showed in Figure 4.1, all 
) 50 100 150 200 
HK0005 feature: weaken 
250 
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these three features are selected from the good features. More-
over, independently the feature "cut" and "capit" are better than 
"boost". 
• High Coverage and Low Redundancy: A minimal set of se-
lected effective features needs to cover the volatility bursts as 
much as possible. By coverage we mean that the set of selected 
effective features, as a whole, captures all volatility bursts. By 
redundancy we mean that some selected features may give sim-
ilar information. Consider Figure 4.1. Figure 4.1(a) shows 
volatility over a time interval where there exist several volatil-
ity bursts. Suppose that there are three features, .fx, fy, and 
whose occurrences are shown in Figure 4.1(c), Figure 4.1(d) 
and Figure 4.1(e), respectively. Intuitively, from the viewpoint 
of coverage of the volatility bursts, either f^ and or fy and 
covers the volatility bursts (Figure 4.1 (a)) in a better man-
ner than the combination of fx and fy. The bursty occurrence 
patterns of fx and fy are similar, and therefore, one of the two 
can be redundant. Finally in our approach, the weights of the 
redundant ones will be decayed. 
In the following, in this section, we discuss bursty features, bursty 
volatility features, and bursty volatility features selection. 
5.1 ADFIDF Measure 
As each stock is representing a company, if there are some important 
things related to the company, the news appears immediately. Gen-
erally, the wider the news is reported, the more important the news 
is. If there is no bursty news, the value which measures the feature 
burstness should be around average. In the following, we discuss 
how to capture the wideness of a text feature. 
Given a set of stocks S = ，...}，where a stock SK = 
Ski, Sk2,. • •, Skx\ is a sequence of stock prices in the time interval 
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X. In the same time interval J , there exists a set of news/documents, 
T = {T i ,�2 , ...}，where a document J] e T contains a set of fea-
tures {fijYjLi' We assume that it is known which stock Sk a docu-
ment Ti is related to. The assumption is reasonable since most finan-
cial news providers do provide such information when distributing 
financial news articles. Then the features in the document T] can 
also be identified to which stock they are related. We represent a 
feature f related to a stock Sk in the time interval J as a time series, 
f{k)=[产(1)，产(2),…，产(I)], where f { t ) is defined as follows. 
寻 丨 。 g ( 錄 ) . （ 5 . 1 ) 
where DFkj{t) is the number of related documents in T contain-
ing the feature f for the stock Sk at time t, and Nk{t) is the total 
number of documents in T related to the stock Sk at time t. Here t is 
a time unit defined by user, such as one month, one day, or one hour. 
In this thesis, the t is defined as one day in the evaluation. 
Noting that DFKJ{T) is the number of all documents in T related 
to the stock Sk containing the feature /，and Nk{T) is the total num-
ber of documents in T related to the stock Sk, If there is a feature 
has large DFkj{t) all the time, that is not the case of bursty. 
will not large, because it is normalized by the DFKJ{T). Only when 
the DFkj-{t) in time period t is much larger than the average one 
in T, the f^{t) will be large, showing there is a burst. Therefore, 
产⑴ reflects the witness of the feature f for the stock Sk at time t. 
Below, we call 产⑴ the ADFIDF (Adjusted Document Frequency 
Inverse Document Frequency) value of a feature f related to stock 
Sk in time period L f{k) indicates such information in the entire 
time interval X as a sequence of / 人：⑴ for t e l . 
In addition, in our approach the feature is the keyword after stem-
ming, which is the process for reducing inflected words to their stem, 
base or root form. 
We assume that all 产⑴ values, Vt G X, form a normal dis-
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Figure 5.2: The 产 Normal Distribution 
tribution. Then we can identify the bursty features as well as the 
bursty time interval where such bursty features occur. Note that al-
though there are many methods, such as [20]，related to the bursty 
feature identification,there is no conclusion which one is the best. 
Actually, we could use other distributions, and the final identified 
features would be similar. 
A typical normal distribution for 汽 t \ for stock Sk e e J , 
is shown in Figure 5.2, where the x-axis is the 产⑴ value, and the 
y-sixis is its density. The value f^{t) = 0 indicates that a feature 
f occurs when there are no explicit events related to stock Sk at 
time t. The mean value of ’产⑷，denoted as 产，corresponds to the 
maximum density value of f^{t). We say that a feature f is a bursty 
feature related to stock Sk, if P > S, for a threshold S. In brief, the 
higher threshold, the better capability of filtering noise. However, 
if the threshold is set to be very high, it will miss many effective 
features; if the threshold is set to be very low, the noise will increase. 
① a 
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We will test and discuss the threshold in Section 8.2.2. The bursty 
time interval, denoted as TBF, for feature /，is a set of time intervals 
where f appears to be a bursty feature. 
It is worth noting that the commonly-used measure, TFIDF (term 
frequency inverse document frequency) [27], cannot be used since 
we need the features that witness a stock in a time interval rather than 
the importance of the features for a document. The TFIDF weight 
(term frequency inverse document frequency) is a weight often used 
in information retrieval and text mining. This weight is a statistical 
measure used to evaluate how important a word is to a document in 
a collection or corpus. The importance increases proportionally to 
the number of times a word appears in the document but is offset by 
the frequency of the word in the corpus. Variations of the TFIDF 
weighting scheme are often used by search engines as a central tool 
in scoring and ranking a document's relevance given a user query. 
The term count in the given document is simply the number of 
times a given term appears in that document. This count is usually 
normalized to prevent a bias towards longer documents (which may 
have a higher term count regardless of the actual importance of that 
term in the document) to give a measure of the importance of the 
term U within the particular document dj. Thus the term frequency 
is defined as follows. 
f, . = -Jlhi— 
''I� Efc "丸 j 
where rii, j is the number of occurrences of the considered term 
in document dj, and the denominator is the sum of number of occur-
rences of all terms in document dj. 
The inverse document frequency is a measure of the general im-
portance of the term (obtained by dividing the number of all doc-
uments by the number of documents containing the term, and then 
taking the logarithm of that quotient). 
妳 = l o g p ^ 
Here, |D| is the total number of documents in the corpus, and 
d : U G d}\ is the number of documents where the term U appears. 
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If the term is not in the corpus, this will lead to a division-by-zero. It 
is therefore common to use 1 \ {d : ti e d}\. Then, {tf — idf)ij = 
t f i j X idfi. 
Therefore, TFIDF can not be used here. We use our new mea-
sure: ADFIDF which is mentioned before. The idea of DFIDF is 
brought from [15], but our ADFIDF is different from it. Generally, 
the original DFIDF is computed for the global DF and IDF, and our 
documents are classified for each stock before computing their DF 
and IDF. Therefore, the value of DFIDF and ADFIDF is completely 
different. 
5.2 Bursty Volatility Features 
We identify all bursty features based on ADFIDF. Then we introduce 
a co-occurrence rate, denoted as E{Sk, /)，to measure how a bursty 
feature f and the volatility bursts of a stock Sk occur at the same 
time. The larger E�Sk, f ) is, the more important is the feature f to 
the stock Sk. The idea of co-occurrence is, if a feature always bursts 
together with the stock volatility bursts in the same time interval, 
the feature is valuable for identifying volatility bursts. E{Sk, f ) is 
defined below. 
雕 = (5.2) TDf\ j |:r| 
where is the sum of the bursty volatility values regarding 
stock Sk in the time interval J . A bursty volatility is a volatility 
value (7 (Eq. (3.1)) which is greater than or equal to the mean value 
of G in the entire time interval 1 {1' C 1). In detail, 
= (5.3) 
t£l 
where V{Sk, t) refers to bursty volatility at time t computed using 
Eq.(3.1). Recall that TBF is the set of bursty time intervals of the 
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feature /，and I is the entire time interval. In Eq.(5.2), the numerator 
computes the average volatility over the co-occurrence time intervals 
of the bursty feature f and volatility bursts. The normalization by the 
denominator makes the co-occurrence rates of features with respect 
to different stocks comparable. 
We will take an example to demonstrate the idea behind. The 
numerator in Eq. (5.2) represents the mean value of the volatility 
in the time interval of co-occurrence. The denominator is a factor 
for normalizing. It is the average bursty volatility of Sk over the 
entire time interval. For example, in Figure 4.1(a), the stock ICBC 
has three volatility burst. For the three different features, based on 
their ADFIDF value, their corresponding T B j are identified. The 
corresponding stock volatility burst value of feature "capit" is ob-
viously larger than the one of feature "boost", so the E{Sk, f ) of 
feature，，capit” is larger than the one of feature，，boost，，. Moreover, 
assuming the stock ICBC has more stock volatility bursts in this time 
period, the average bursty volatility of ICBC will increase, and the 
E{Sk, f ) will decrease for these three features. Therefore, the more 
co-occurrence, the better the value of E{Sk, / ) . In addition, because 
the volatility of different stocks varies, the denominator normaliza-
tion is necessary to makes the co-occurrence rates of features with 
respect to different stocks comparable. 
5.3 Bursty Volatility Features Selection 
In the previous subsections, we have discussed ADFIDF for feature 
burstness measurement and the co-occurrence rate E{Sk, / ) for in-
dicative ability measurement for a feature f . We will discuss how 
to select a compact set of bursty volatility features to ensure high 
coverage and low redundancy. Consider the example in Figure 1.4. 
There are three volatility bursts of the ICBC stock, denoted as Sk, 
shown in Figure 1.4(a). In addition there are three ADFIDF se-
quences of bursty features "cut" (denoted as fx), "capit" ( f y ) and 
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Algorithm 1 FeatureRank(>gfc，7) 
INPUT： stock Sk, bursty feature set F^, decay factor 7 
OUTPUT： a list of pairs ( f j , E[Sk, f j ) ) for f j e F^ in descending 
order 
compute TBf, for f i € F人,； 
for all f i e Fk do 
compute E[Sk�fi) using Eq. (5.2); 
end for 
£ — k 
while Fj, 0do 
sort Fk in decreasing order based on E[Sk, fi)', 
let f be the first feature in the sorted Fk.’ 
remove f from Fk\ 
append the pair of ( / , E{Sk, / ) ) into 
for all f j e Fk do 
B 二 TBf.门 TBf; 
if B ^ 0 then 
J.) for teB; 





‘‘boost’，(fz), shown in Figures 1.4(c)-(e), respectively. Here, the 
two ADFIDF sequences f^ and / � h a v e 2 similar bursts correspond-
ing to 2 out of 3 volatility bursts of Sk’ and the only burst in f^ 
corresponds to the remaining volatility burst in Figure 1.4(a). The 
three bursty volatility features, f^, fy, and together cover the 
three volatility bursts in Sk, By "cover", we mean that the fea-
tures jointly represent the volatility information about Sk- Assume 
E(Sk, fx) = E � S k � f y ) > E{Sk, fz) and the goal is to select top-2 
bursty volatility features. If we select both / � a n d fy, then one of 
them is considered as redundant and the third volatility burst cannot 
be captured. 
In order to select a set of representative bursty volatility features, 
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we design an algorithm to rank all bursty volatility features such that 
the top-A： features, to be selected from the ranking list, will be more 
likely to accurately capture the corresponding volatility bursts of a 
stock. The algorithm FeatureRank is outlined in Algorithm 1. The 
main idea is to reduce E(Sk, fy) if its burst time interval TBj^ is 
overlapped with another T B f^  for a higher ranked feature fx, using 
a feature decay factor 7. As shown in Algorithm 1，it takes a stock 
Sk，a set of bursty features related to Sk’ and a feature decay 
factor 7. It computes the bursty time interval TBJ. for every fea-
ture fi e Fk (line 1)，and then computes E{Sk, fi) using Eq.(5.2) 
(lines 2-4). Let S keep a list of pairs ( / j , E{Sk, /；)) in descending 
order of E{Sk, /；；)• In a while loop (lines 6-18)，in every iteration, 
it selects the top bursty volatility feature f from F}, and appends the 
pair ( / , E{Sk, / ) ) to S. It then recomputes E{Sk, f j ) for all remain-
ing f j e Fk using the decay factor 7，if there is an overlap between 
the burst time interval TBf of the selected feature f and TBf. of the 
feature f j . 
According to Algorithm 1，the top-2 bursty volatility features in 
Figure 1.4 would be either (“cut，，）or fy ("capit") plus /； (“boost”). 




In this chapter, we introduce our ranking approach for stock 
volatility. 
6.1 Graph Construction 
We have discussed how to select bursty volatility features in Chapter 
5. Such bursty volatility features are selected based on how the burst 
features in documents co-occur with the volatility bursts in stocks. 
In this section, we discuss how such selected bursty volatility fea-
tures are used to rank stocks, and we take consideration of the fact 
that volatility of a stock may affect and be affected by others. 
First, We construct an edge-weighted node-labeled graph Q{V, S) 
where V = Vf U V5 is a set of nodes, Vp represents the set of bursty 
volatility features, and Vs represents the set of stocks. S 二 fi^^sUfss 
is a set of edges, where Sps represents a set of edges from a node in 
Vf to a node in Vs, and Sss represents a set of edges from a node in 
Vg to another node in Vs. A node in V is associated with a unique 
label, so we treat labels as node identifiers. The edge weight on 
an edge {vf, Vg) G E f s represents the impact of a bursty volatility 
32 
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Figure 6.1: Ranking Based on Random Walk 
feature v j € 
larger impact 
edge {i .Si，. 
Vp to a stock Vg G V5. The higher the weight, the 
of the feature on the stock. The edge weight on an 
)G Ess represents the degree of co-occurrences of 
volatility bursts between two stocks Vg^  and Vs^  in Vs- The higher 
the weight, the more co-occurrences of the volatility bursts of two 
stocks. 
Figure 6.1 shows a simple graph g{V,S). Here, Vp contains 6 
bursty volatility features, “worth，,，“slump”，“warri,，，"rescu", “led”， 
and "hope". V5 contains 3 stocks, ‘‘Hang Seng Bank", "Hender-
son Land", and "Hutchison". Table 6.1 shows the edge weights 
from a feature (a node in Vf) to a stock (a node in V5) for Fig-
ure 6.1. The feature “rescu，，is linked to all three stocks with differ-
ent weights, which means that all these stocks are influenced by the 
feature “rescu，，. Some features may only have impacts on a subset of 
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Feature Hang Seng Bank Henderson Land Hutchison 
worth 0 0.88213 1.2434 
slump 0.94723 0.61459 0 
worri 0.98096 0.72786 0.33304 
rescu 0.38712 0.56985 1.0362 
led 0 0.61459 0 
hope 0.63762 0.68553 0 
Table 6.1: Impacts of Bursty Volatility Features on Stocks 
Stocks. For example, the feature “led’, does not have any impacts on 
"Hang Seng Bank" or "Hutchison", so there is no edge from "led" 
to "Hang Seng Bank" or “Hutchison”. 
Based on the graph Q{V, S), we perform random walk and cal-
culate the volatility of a stock at time t based on the available bursty 
feature information, as well as predicted volatility of correlated stocks, 





Here, the first part measures the accumulated direct impacts from 
bursty volatility features to a stock. This is the information we 
captured from news to stocks. Recall that jf [t) is the ADFIDF 
value to indicate how the feature h is related to stock Sk at time 
t (Eq.(5.1)), and E{Sk, fi) is the co-occurrence rate to measure how 
feature bursts of fi and volatility bursts of Sk occur at the same time. 
The second part captures the propagated volatility bursts from cor-
related stocks Sj based on random walk, as stocks may affect each 
other in the stock market. This part can also improve volatility pre-
diction for stocks which have very little related news. The correla-
tion factor p{Sj, Sk) is computed as follows. 
E i i ( 啊 , 丁 ) — r ) - 福 ） p{Sj,Sk)= (6.2) 
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Here, V{Sk, r) is the bursty volatility at time r computed using 
Eq.(3.1). and V{SK) are the mean volatility values of the two 
stocks SJ and SK’ respectively. CRV{Sj) and cTv{Sk) are the standard 
deviation of volatility for the two stocks in the time interval [1,X]. 
The parameter a balances the impacts of the two parts (0 < a < 1). 
We will discuss it in Section 8.2.4. 
Then, we can rank the stocks based on their volatility computed 
based on Eq. (6.1). A stock Sk will be ranked higher if its y{Sk, t) 
is larger at time t. 
6.2 Volatility Ranking By News 
Based on the graph and random walk model, we discuss the pro-
cedure of volatility prediction. Volatility prediction involves two 
phases, namely a training phase and a testing phase. The training 
phase is done based on a set of documents (news articles) T, and 
a set of stocks 5, obtained in the time interval [1,X]. The testing 
phase is, given a set of new documents T'，on the next time X + 1, 
to predict stocks volatility on time I" + 1. 
The training phase is done as follows. First, for each stock Sk € 
5, we compute the volatility over the time interval [1,2]，denoted 
as V{SK) = [(Ji, (72,..., cTj], where CII is computed using Eq.(3.1). 
Then we determine a set of bursty features F^ = {/i, /2, •..}’ where 
G Fk corresponds to a time series of ADFIDF / f = [/f (1), / f (2),. 
in the time interval [1,2]. jf(t)，t G [1,J], is computed using 
Eq.(5.1). Second, we compute the co-occurrence rate E{Sk, fi) for 
every fi G Fk using Eq.(5.2). Third, we obtain a list of pairs (/,；, E{Sk', fi)) 
using Algorithm 1 to rank the features with a decay factor 7. Finally, 
we compute the correlation p{Sj, Sk) between two stocks Sj and Sk 
using Eq. (6.2). 
The testing phase is done as follows. Suppose that we obtain a 
set of new documents at time 工 +1 . First, we compute / f ( J + l ) 
for every fi in a document in T'’ that is related to Sk. Second, we 
細 ： 
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construct an edge-weighted graph 0(V，f). V 二 VV U V5, where Vf 
is the set of features that both appear in T' and are burst volatility 
features obtained in the training phase. The edge weight for an edge 
, Sk), from a bursty volatility feature /,； to a stock Sk is assigned 
as E[Sk, fi) which is computed in the training phase. The edge 
weight for an edge {Sj, Sk), between two stock nodes, is assigned as 
p(Sj, Sk) computed in the training phase. An example is illustrated 
in Figure 6.1. Third, we compute V{SK,T + 1)，for every SK G S, 
using Eq.(6.1) iteratively, until it converges based on random walk. 
• End of chapter. 
Chapter 7 
Volatility Index for Stock Volatility 
Summary 
In this chapter, we discuss the construction of volatility in-
dex for stock volatility. 
Not only the ranking can be done by our approach, the volatility 
index for each stock or portfolio can also be done. The definition of 
volatility index is as follows: 
NI{Sk){T) = {iV/(阳⑴,7V/s'j2)，...}，where rep-
resents the volatility index for stock k in the time interval I , and it 
is a sequence of non-negative values which are risk values mining 
from the news. 
Based on the method proposed in Chapter 5, the E{Sk, fi) is 
computed and used for the random walk in Chapter 6. Here, the 
E(Sk, fi) is used again. However, the E�Sk, fi) is computed based 
on the feature burst threshold of each stock rather than the whole 
42 stock's graph. For each stock k, as long as the burst threshold 
S is defined, the E{Sk, fi) is unique. Then the volatility index is 
computed as follows: 
N I ( 5 , ) = f t { t ) x E { S k J i ) (7 .1) 
(b) 
Figure 7.1: Volatility Index/Real Volatility Value for HSBC 
Recalling that jf represents the ADFIDF value of feature i for 
stock k in a time period. Actually, it is similar to Eq. (6.1) except 
the part of random walk. If the volatility index works well, the corre-
lation between the value of NI{Sk) and real volatility in the testing 
period should be greater. The correlation is quantitatively measured 
using the Pearson correlation coefficient, similar to Eq. (6.2): 
_ ( 灿 V ^ � � • 卿 , V ( 划 ) ( 7 . 2 ) 
Here，iV/(Sy is the volatility index value, V{Sk) is the real volatility 
value, and cov means covariance. The correlation is 1 in the case of 
an increasing linear relationship, -1 in the case of a decreasing linear 
relationship, and some value in between in all other cases, indicating 
the degree of linear dependence between the variables. An example 
is showed in Figure 7.1. 
In this example, Figure 7.1(a) shows the new index value and 
Figure 7.1(b) shows the real daily volatility of HSBC in 2008. The 
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correlation between these two time series is 0.694. The result means 
this volatility index is highly correlated to the real daily volatility of 
the stock HSBC. 
Table C.l shows some other stocks' correlation values between 
their volatility index and real volatility. In addition, the features in 
the table represent the number of features that related to the corre-
sponding stock. The correlation values are different from stock to 
stock. The minimum correlation value is only 0.291. That means 
the linear independents is not so strong. From our study, we find 
that if the stock has more related features, the correlation value will 
be higher. This result satisfied the idea behind: this approach works 
better when a stock has more related news. In addition, supposing 
there is no related news for a stock, this approach even can not work 
at this stage. 
To solve the problem and improve this approach, the random 
walk is applied here. The idea behind is that: the stock's volatility 
is not only related to its company's news, but also some informa-
tion in the stock market. The information in the stock market in this 
thesis refers to the influence from other stocks in the market. To in-
clude the influence between stocks, we apply the random walk here 
as showed in Eq. (7.3): 




The difference between Eq. (7.3) and Eq. eq:fss is that the NISk 
is a sequence of value for a corresponding stock and the parameter 
is completely different. 
After combining the information from both news and stock mar-
ket, even there is no sufficient related news for a stock, our approach 
works well. Moreover, the performance of our model is improved a 
lot. More experiments and results will be reported and discussed in 
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the next chapter. 




In this chapter, the results of our experiments is presented 
and discussed. 
8.1 Experiments for Volatility Index 
In this section, we design a comprehensive set of experiments to 
answer the following questions: 
(1) Whether the volatility index is effective to predict the volatility 
of stocks? 
(2) What are the effects of proposed techniques (e.g., random walk) 
in our algorithm? How much improvement can they contribute 
respectively? 
(3) How about the difference between the performances based on 
training and testing data? 
We archive the minute-level intraday stock prices and the news 
articles from the Hong Kong Exchange Market and Don Jones Fac-
41 
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tiva database � f r o m January 1, 2008 to December 31，2008，re-
spectively. All 42 component stocks for Hang Seng Index (HSI) are 
selected, which are the most influential and most widely held public 
stocks in Hong Kong. In total, over 150,000 news articles are col-
lected. For the data preprocessing of these news articles, all features 
are stemmed using the Porter stemmer. The Porter stemming algo-
rithm (or Porter stemmer) is a process for removing the commoner 
morphological and inflexional endings from words in English. Its 
main use is as part of a term normalization process that is usually 
done when setting up Information Retrieval systems. Features are 
words that appear in the news articles, with the exception of digits, 
web page address, email address and stopwords. The words here are 
just single words rather than phrases. Features that appear more than 
80% of the total news articles in a day are categorized as stopwords. 
Also, features that appear less than 5% of the total news articles in a 
day are categorized as noisy features. Both the stopwords and noisy 
features are removed. All data from January 1，2008 to November 
30，2008 are used for training, and the data from December 1，2008 
to December 31，2008, are used for evaluation. We perform our ex-
periments on a PC with a Pentium IV 3.4GHz CPU and 2GB RAM. 
8.1.1 Effectiveness of Volatility Index 
As show in the previous Figure 7.1，this figure is just an example to 
show the two time series. The greater the correlation between these 
two time series, the better is the New Index. From the training data, 
we obtain the E(Sk, /?:)• Then /,：) is applied to the testing data 
to construct the Volatility Index. 
8.1.2 Information from News 
First, the Volatility Index is constructed purely based on the news 
information without taking the stock market information into con-
i h t t p : / / w w w . f a c t i v a . c o m / 
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Figure 8.1: Testing Result of Con-elation 
sideration. That means the Volatility Index is constructed by: 
m S k ) = 7 E (8.1) 
{n,Sk)€s 
The result is show in Figure 8.1. Each column in the figure 
represents a correlation value of corresponding stock volatility and 
volatility index. The average correlation value is 0.425193, the max-
imum one is 0.7951，and the minimum one is -0.1944. Although the 
overall performance looks good (noting that the average value of 
correlation between stocks is only around 0.409)，the performance 
varies dramatically for different stock. 
From our previous experiments, we find the performance of the 
correlation value varies for different stocks. Then the bottom ones 
are selected to analysis. Then we find that for these stocks, their 
related features are much less than the average one. Specifically, for 
the 42 stocks, their average number of related features is 1378. All of 
the bottom three ones, which have the negative correlation value, are 
less than 1378. Moreover, the mean number of their related feature 
is only 1060. Therefore, we try to verify the relationship between 
① n l e >
 u o ! } e | 3 j j o o 
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Figure 8.2: Analysis of Correlation Value 
features and the correlation performance. As show in Figure 8.2, x-
axis is different stocks. In Figure 8.2(a), y-axis is the the number of 
related features, and they have been sorted. In Figure 8.2(b), y-axis 
is the correlation value. 
From Figure 8.2, we can directly see the relationship between 
features and performance of correlation. If we divide the figure into 
two parts (from 1 to 24 is the left and from 25 to 42 is the right part), 
the right part is more stable and the performance is better than the 
left part. 
This phenomenon is reasonable. When a stock's related features 
is not sufficient, the number of related news is also small, because 
the features are oriented from news. Recall that now the volatility 
Index is constructed purely based on the news information. When 
the news information is not sufficient to identify the behavior of the 
stock volatility, the performance is unstable, and sometimes bad. 
5 10 15 20 25 30 
42 Stocks in Experiment 
Figure 8.3: Effectiveness of Random Walk 
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8.1.3 Information from Market 
To solve the previous problem and improve our model, we also in-
troduces stock markets information into our model by random walk 
as discussed in Chapter 6 and Chapter 7. That means now the New 
Index is constructed based on the Eq. (7.3). 
As show in Figure 8.3，the green columns are the performance 
before introducing the market's information, and the yellow ones 
are combined with the random walk to introduce the market's in-
formation. As long as the random walk is added into our model, the 
average correlation is 0.60213，which is improved a lot from 0.4251. 
Moreover, the bad results are disappeared. The bottom K result is 
improved a lot. The bottom one in is improved more than 0.48. At 
the same time, the top one is also better, which is 0.818 now instead 
of 0.795. 






15 20 25 
Different S tocks 
35 40 
Figure 8.4: Comparison with Correlation between Stocks 
8.1.4 Correlation Value 
To make the correlation value more meaningful, a comparison is 
made. As show in Figure 8.4，’s-s’ means the correlation value be-
tween the stock and the other 41 stocks in the whole year of 2008. 
，w/s’ and ’w/o’ are the same as previous, representing with random 
walk and without random walk. 
The mean value of the correlation between stocks is 0.4094. Even 
our approach without random walk, the average value of correla-
tion between stocks and volatility index is 0.4252. When our whole 
model is applied, the performance is stably better. That means the 
co-movement of our volatility index and stocks' volatility is even 
better than the co-movement of volatility of different stocks in the 
stock market. Moreover, noting that here the performance of our 
model is the predicting value, and the correlation value of stocks’ 
volatility is the training value rather than the predicting value. If we 
using training value to make the comparison, the performance of our 
model is even better, showed in Figure 8.5 
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Figure 8.5: Comparison with Correlation between Stocks (training value) 
8.1.5 Bursty Feature selection 
In this section, we evaluate the effectiveness of feature burst and the 
impacts of the threshold S on the performance of correlation. 
The setting of 6 has large impacts on the finalperformance. As 
show in Figure 8.6，the influence of the threshold for single stock 
is huge. When the S is 0，all features are used. Recall that when S 
is large enough, there is no feature selected and there is no result. 
The y-axis is the value of correlation of the risk predicted by news 
and the real daily volatility. Although this is just one stock (HSBC) 
example, actually all the other stocks has the similar shape with this 
one. And for different stocks, their thresholds should be set differ-
ently. Therefore, selection of Bursty Feature, which could influence 
the final performance so much, is necessary and important. 
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Figure 8.6: The Threshold for Single Stock 
8.2 Experiments for Ranking 
In this section, the experiments is designed to answer the following 
questions: 
(1) Whether our approach is effective to rank the volatility of time 
series compared to other approach? 
(2) What are the effects of proposed techniques (e.g., bursty fea-
ture, feature decay) in our algorithm? How much improvement 
can they contribute respectively? 
(3) If we combine our approach with traditional approach purely 
based on historical stock price data(i.e., GARCH), whether we 
can achieve any improvement? 
In this section, the testing environments are the same as previ-
ous. However, to show the flexible of our model, we use much small 
training data for evaluation. More specifically, also the minute-level 
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Normalized 
Real Volatility VbN GARCH SVM 
CHALCO Li & Fung Esprit Hldgs Esprit Hldgs 
Li & Fung CHALCO Li & Fung FIH 
New World Dev Esprit Hldgs HK & China Gas CITIC Pacific 
Esprit Hldgs FIH New World Dev CHALCO 
COSCO Pacific Henderson Land Sino Land Sinopec Corp 
MTR Corporation COSCO Pacific Hutchison CNOOC 
Sino Land Hutchison China Shenhua CLP Hldgs 
China Mer Hldgs HK & China Gas Henderson Land Hutchison 
Cathay Pac Air China Mer Hldgs FIH Hang Seng Bank 
Hang Lung Prop Sino Land Cheung Kong L i & Fung 
China Unicom New World Dev HKEx BOC Hong Kong 
CITIC Pacific Cathay Pac Air Hang Seng Bank Bank of E Asia 
China Resources Yue Yuen Ind China Mer Hldgs China Resources 
Yue Yuen Ind Hang Seng Bank Cathay Pac Air SHK Prop 
Henderson Land Cheung Kong CHALCO ICBC 
Table 8.1: Result Comparison Example 
intraday stock prices and the news articles from the Hong Kong Ex-
change Market and Don Jones Factiva database ^ is archived from 
September 01，2008 to November 09, 2008，respectively. The num-
ber of news articles is around 30,000. All data from September 01， 
2008 to October 24，2008 are used for training, and the other data 
are used for evaluation. 
8.2.1 Ranking Quality Comparison 
We compare our proposed volatility ranking approach, denoted VbN, 
for Volatility-by-News, with the following approaches. 
• Random Selection: The volatility rank list is formed based on 
random selection. The value in the following is the statistical 
mean value of random selection. 
^ht tp: / /www•fact iva .com/ 
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• Baseline Model: The volatility rank list is formed based on 
average volatility on the training set. 
• GARCH: We apply GARCH model to predict the volatility of 
next day and rank the stocks based on the predicted volatil-
ity. We use a five year daily stock data for training GARCH 
model instead, because if the time series is not long enough, 
the performance will be bad. And the last trade price is used 
to calculate returns. The UCSD Garch toolbox is used in our 
experiments. 
• SVM: we label news articles as positive ones and negative ones 
based on whether the burst of volatility occur after the news re-
lease, using the similar approach given in [8, 26]. We use the 
most promising text classification model [17], support vector 
machine (SVM), to train the text classifier. Based on the train-
ing results and the features of news articles in the testing phase, 
the volatility of stocks is ranked. 
In this experiment, since the stocks have volatility in different 
scales, all the predicted and realized volatility is normalized by its 
mean value and is transform into a relative volatility. The accuracy 
is measured by overlap-similarity [24], 0 5 ( r l , T2), which indicates 
the degree of overlapping between the top n high volatility stocks of 
the two rankings, r l and r2, where r l is the ranking computed by 
a model, whereas T2 is the actual ranking from ground truth. The 
overlap of two stock sets A and B (each of size k) is defined as 
As a case study, Table 8.1 shows a comparison among VbN, 
GARCH, and SVM against the ground truth, using top-15 stocks 
that have high volatility bursts in the next time unit. In Table 8.1，the 
stock with highest volatility ranked is shown on the top, and all are 
shown in descending order in terms of the corresponding volatility 
ranking. As shown in Table 8.1，the overlap-similarity between VbN 
and the ground truth (normalized real volatility) is 0.67，larger than 
-0-
•0-
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Top K Performance Comparison 
Figure 8.7: Comparison the Models of Performance 
the overlap-similarity between GARCH/SVM and the ground truth, 
which are 0.53 and 0.33，respectively. 
We test VbN in comparison with Random Selection, Baseline, 
SVM, and GARCH, while increasing the iop-k from k = 3 to 15. 
Figure 8.7 shows the mean value of accuracy comparison between 
our VbN, GARCH, SVM, Baseline and Random Selection over en-
tire testing periods. From Figure 8.7, when k is small {k = 3)，the 
accuracy of VbN is 40% higher than SVM, 25% higher than Ran-
dom Selection, and 20% higher than GARCH. When k increases, the 
accuracy of all the methods increase correspondingly. VbN Model 
outperforms other four methods in all cases. When k 二 15，VbN 
achieves an accuracy of 50% which is around 15% higher than other 
three approaches. 
8.2.2 Capturing Bursty Features 
In this section, we evaluate the effectiveness of feature burst and the 
impacts of the threshold 6 on volatility ranking. 
The setting of 5 also has impacts on the final stock ranking based 
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Figure 8.8: The Performance of Different S 
on volatility. If S is set to 0，all related features are included in the 
bursty feature set. On the other hand, if J is set to a large value, then 
there may not be any bursty feature being selected. Figure 8.8 shows 
the results. The x-axis is in a range of + xa, where [i is the mean 
of ADFIDF values, and a is its deviation, and x is a number in the 
range of [0..10]. The accuracy (y-axis) is the average accuracy of 
all top-Zc results for k = 1 , 2 , … , 1 5 . As shown in Figure 8.8，cap-
turing bursty features is a very important factor for ranking stocks 
based on volatility. When 5 = jj, 2.75a, the accuracy of ranking is 
the highest (39.5%), which is 7.7% higher than using all the bursty 
features (31.8%) and 8% higher than using none of news informa-
tion (31.5%). Because purpose of this experiment is to measure the 
effectiveness of capturing bursty features, we use a = I (refer to 
Eq. (6.1)). 
8.2.3 The Effectiveness of Feature Rank 
We test the effectiveness of Algorithm 1 with respect to the coverage 
of volatility bursts of a stock using a set of burst features. Figure 
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Figure 8.9: The Effectiveness of Feature Decay 
8.9 presents the mean accuracy for the top-A: out of the 42 stocks, 
when 7 = 0.97 (with decay) and 7 = 1 (without decay), over the 
entire testing time interval. As seen in Figure 8.9, when 7 = 0.97, 
its accuracy for top-1 stock is 40%, 7% higher than the accuracy 
of 33% when 7 = 1. It indicates the coverage of bursty volatility 
features selected helps the top-3 ranking. When the iop-k value is 
in the range of [4..12], the accuracy for the settings of 7 = 0.97 and 
7 = 1 seems similar, which is possibly due to the fact that the top-A: 
stocks share a similar distribution of features. When the top-A： value 
is greater than 12, the accuracy with decay outperforms the accuracy 
without decay. 
8.2.4 The Effectiveness of Random Walk 
We evaluate the effectiveness of VbN based on the random walk 
with a = 0.95 (refer to Eq. (6.1)). The ranking for all the compo-
nent stocks in Hang Seng Index is not noticeably affected by using a 
a value which is less than 1. It is because that the component stocks 
of Hang Seng Index are reported intensively and have a large infor-
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Figure 8.10: The Effectiveness of Random Walk 
mation overlap with each other. Therefore, the transitivity property 
used in the random walk is not obvious. In this testing, instead, we 
test 42 stocks including 11 HSI-component stocks and 31 non HSI-
component stocks that only receive few news articles from time to 
time. Figure 8.10 shows the mean value of accuracy comparison for 
the bo t tom-ou t of the 42 stocks, when cv = 1 (without random 
walk) and a = 0.95 (with random walk) over the entire testing pe-
riods. As seen in Figure 8.10，when a = G.95 (with random walk), 
its accuracy becomes 27.5% which is 20% higher than that when 
Q 二 1 (without random walk). While it increases the k value of the 
bottom-/c from 1 to 15, the least accuracy margin is still high as 10% 
which indicates our approach is effective to improve the accuracy 
for ranking stocks that do not frequently receive news articles. 
8.2.5 Combination of VbN and GARCH 
We test whether it is effective to combine both our proposed VbN 
and GARCH to increase the accuracy of ranking stocks based on 
— ^ volatility. Eq. (8.2) combines the ranking score Rf{t) using our VbN 
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Figure 8.11: VbN plus GARCH 
— * 
approach and the ranking score Rcit) using the GARCH model. 
Recall that Rf{t) is computed based on Eq. (6.1), and Roit) is com-
puted based on Eq. (3.3). 
艮(t) =�1 - P)艮fit) + f^^Git) (8.2) 
Here is a parameter to control the ratio of these two ranking scores 
(p e [0..1]). When = 1, the ranking is purely based on the 
GARCH model, whereas when ；5 二 0 the ranking result is produced 
by our VbN model. As shown in Figure 8.11，with VbN significantly 
outperforms non-VbN. When (3 = 0.4, the accuracy of ranking is the 
best, about 54%, to rank the top-15 stocks in Hang Seng Index. If we 
only use the VbN model for ranking, the best performance is 52%, 
for 0 = 0, which suggests to use ；^  = 0. 
It only works better when [3 < 1, for some extreme cases, for 
example, when there is no news at a time. However, this is a very 
rare case. As a result, VbN can work well in most of cases without 
combining GARCH Model. 
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8.2.6 Ranking Result Sample 
There would be a question about the ranking result: whether the 
ranking result is stable? If the predicted stock ranking is stable, that 
means it is even unnecessary to compute the ranking every time t. 
At the same time, if the stocks are ranked by their real volatility, 
certainly they are unstable and our experiments also shows it. Now 
let's look at the Table 8.2. This table shows top 10 ranking results in 
10 days in the whole testing period. The position of the stocks are 
also unstable. Moreover, if the result is not coining from continuous 
10 days, but relative long time period, it will be more unstable. 


















































































































































































































































































































































































































































In this chapter, we conclude our approach. 
In this thesis, we studied a new research issue of predicting and 
ranking stocks based on the volatility captured by news, where volatil-
ity is the standard deviation of the continuously compounded returns 
of a stock, with a specific time horizon and is used to measure how 
widely stock prices are dispersed from the average. Such volatility 
provides information on changes of the stock market. We discussed 
the unique issues and the difficulties of prediction/ranking of stocks 
based on volatility, and showed that the existing approach on stock 
trend prediction against a single stock cannot be applied to our prob-
lem. We introduced the bursty volatility features and proposed an 
approach to select a set of low redundant bursty volatility features to 
represent volatility bursts. The main idea behind is to utilize features 
in news articles to strengthen the prediction/ranking of volatility, be-
cause there exists much less information on volatility bursts in time 
series information. We construct the volatility index for correspond-
ing stocks. The correlation between volatility index and the risk of 
stocks is even much larger than the one between stocks. In addi-
tion, we proposed a random walk based approach that also takes the 
8 5 
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impacts of features on stocks into consideration, and investigated 
the issues on how to manage the impacts of features on stocks and 
how to combine our approach with the existing volatility prediction 
approach. We conducted extensive performance study using real 
datasets, and confirmed the effectiveness of our proposed approach. 
• End of chapter. 
Appendix A 
Most Important Features for Stocks 
Summary 
The tables shows examples of top 15 important features for 
corresponding stocks 
• End of chapter. 
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HKOOOl HK0002 HK0003 HK0004 HK0005 
institut Industrial intern hous Allianz 
beat Residenti Migrat world cite 
leas Properti outlook fell buyer 
broker good Allianz fear Well 
spread afternoon uncertain Dividend familiar 
Monetari uncertain Led Brent Eastern 
Joseph Trust Gain ING matter 
tonight plai NACM USD Possibl 
prolong II dividend Yr Billion 
Major dividend broader Indonesia Out 
siirg click export set Lender 
lend Board target second geograph 
STOCKWATCH Brief Morgan CHINA suitor 
basi Card Stanlei shop Nannini 
Fed Electron categori 
HK0006 HKOOll HK0012 HK0013 HK0016 
weaken Further good Insuranc strong 
fell progress regain Wanchai Reserv 
chase ASIAN Infomiat help 
reduct tonight Ppty PRC volatil 
tighten sharp Hunt Addition oper 
monetari ALERT Bargain Ctr good 
woe STOCK wave Rm fear 
credit Major Korea Tej continu 
Bear Migrat trigger Twr advane 
Steam deterior Taiwan Variabl bought 
OCTOBER disclos Loss Quarter clear 
Monei ECONOMIC choppi steep Januari 
No vein b TIMES add batter forecast 
MSCl reveal quot Tokyo Hedg 
recoup middai dismal 
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luxuri execut firmer Street cautiou 
lend director stabil fell CNOOC 
basi lion Joseph lift shine 
steep Cheng Buffett power ahead 
near Vincent vote lower placement 
tumbl Insuranc Warren perform plai 
record In form at counter morn job 
HKOlOl HK0144 HK0267 HK0291 HK0293 
Bargain fifth disappoint latest half 
discourag indie diversifi Jiangsu heavi 
Singapor slightli best Ireland jet 
Hunt District happi DUBLIN straight 
effort requir fix Hongkong afternoon 
momentum reserv push purchas financi 
ago hike parliament card Profit 
region featur We Sanjiu SHANGHAI 
critic consum USD track materi 
Western confid think unveil disappoint 
apolog kept Daili overhaul warn 
Doubl cap littl Monetari Warn 
recal Win woe Meet Down 
height Sach worldwid famili 
intervent Goldman heavi Yr 
Appendix A 
Correlation Matrix of Stocks 
Summary 
The tables shows a pan of the Correlation Matrix which 
demonstrate the correlation between stock and stock 
• End of chapter. 
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News Index Evaluation Result Table 
Summary 
The tables shows the complete experiments result for eval-
uating news index 
The table contains both the result of training sets and testing sets 
with and without random walk. 
• End of chapter. 
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Table C.l: News Index Evaluation 
Stock Features Correlation Correlation Correlation Correlation 




HKOOOl 1809 0.471934 0.4925 0.695233 0.6841 
HK0002 1101 0.440913 0.4053 0.555335 0.5353 
HK0003 997 0.297457 0.5986 0.559814 0.709 
HK0004 689 0.405882 0.1956 0.592394 0.499 
HK0005 3637 0.694073 0.5909 0.730527 0.818 
HK0006 784 0.398297 0.2047 0.566788 0.3478 
HKOOll 1847 0.576805 0.7951 0.607026 0.7425 
HK0012 1595 0.637476 0.7593 0.702544 0.7392 
HK0013 3064 0.650122 0.66 0.670599 0.6907 
HK0016 521 0.308827 0.0469 0.56729 0.2972 
HK0017 1002 0.633892 0.3821 0.78042 0.4788 
HK0019 902 0.440318 0.1707 0.606997 0.5845 
HK0023 944 0.491221 0.5678 0.605705 0.7226 
HK0066 1330 0.569086 0.3497 0.660636 0.6484 
HK0083 849 0.523399 0.5135 0.616213 0.4744 
HKOlOl 1056 0.372447 0.5662 0.532704 0.7189 
HK0144 1116 0.515911 0.2104 0.677514 0.6706 
HK0267 1623 0.389178 0.2403 0.616024 0.2895 
HK0291 1119 0.339507 0.2412 0.649853 0.6311 
HK0293 1678 0.446432 0.5439 0.390392 0.3967 
HK0330 963 0.459965 0.756 0.527938 0.556 
HK0386 1008 0.477944 0.4812 0.760976 0.7719 
HK0388 1845 0.66657 0.4755 0.688722 0.468 
HK0494 447 0.421764 0.5653 0.562866 0.7098 
HK0551 704 0.442882 0.5119 0.523745 0.4926 
HK0688 1206 0.551828 0.5089 0.636085 0.6746 
HK07()0 1152 0.536582 0.4798 0.561297 0.4559 
HK0762 1459 0.481348 0.2143 0.585625 0.4776 
HK0857 1384 0.291397 0.5697 0.613127 0.7629 
HK0883 1584 0.546486 0.6353 0.662536 0.5945 
HK0939 1669 0.683933 0.5632 0.788805 0.6233 
HK0941 2525 0.37201 0.6607 0.728278 0.8026 
HK1088 1719 0.551698 0.601 0.69999 0.7435 
HK1199 1503 0.62305 0.5557 0.662827 0.5028 
HK1398 1375 0.510033 0.35 0.739633 0.6245 
HK2038 1255 0.533489 -0.0757 0.611915 0.32 
HK2318 968 0.565852 0.3005 0.722591 0,7739 
HK2388 1067 0.502316 -0.1944 0.704048 0.5528 
HK2600 876 0.529658 -0.1244 0.639061 0.4078 
HK2628 816 0.480595 0.3824 0.766814 0.7279 
HK3328 1534 0.515972 0.4748 0.765926 0.7751 
HK3988 3156 0.572487 0.6317 0.712705 0.7932 
Max 3637 0.694073 0.7951 0.788805 0.818 
Average 1378.048 0.49812 0.425193 0.644036 0.602131 
Mill 447 0.291397 -0.1944 0.390392 0.2895 
Appendix D 
Stock Data in Experiments 
Summary 
The tables shows examples of the original stock data we 
used in the experiments 
Table D. 1: Stock Data Example 
Date Open Low High Close Volume Amount 
1/2/2008 10:00:00 4.69 4.65 4.69 4.68 1664000 7772280 
1/2/2008 10:01:00 4.68 4.66 4.68 4.67 1142000 5337116 
1/2/2008 10:02:00 4.68 4.67 4.69 4.68 2673000 12514112 
1/2/2008 10:03:00 4.67 4.67 4.7 4.7 4557000 21353712 
1/2/2008 10:04:00 4.69 4.69 4.7 4.7 779000 3660728 
1/2/2008 10:05:00 4.67 4.67 4.68 4.68 2544000 11914000 
1/2/2008 10:06:00 4.68 4.66 4.68 4.67 550000 2568384 
1/2/2008 10:07:00 4.67 4.66 4,68 4.68 1697000 7930720 
1/2/2008 10:08:00 4.68 4.67 4.69 4.69 286000 1338368 
1/2/2008 10:09:00 4.69 4.69 4.7 4.7 2580000 12093352 





As an example, the matrix shows a part of the Graph men-
tioned in Chapter 6 
Because the graph Q is too large (8858*42) to show here, we just 
show a part of it to demonstrate its structure. The different rows 
represents different features, and the columns represents the stocks. 
The value in the matrix means the corresponding weight of the edge 
8 between these two kind of nodes Vf and Vg. 
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