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Re´sume´ – Nous formalisons le proble`me du shape from shading dans un cadre bayesien. La fonctionnelle utilise´e s’interpre`te
alors comme l’e´nergie associe´e a` un champ markovien et est minimise´e par un recuit simule´. Des premiers re´sultats sur un relief
synthe´tique montrent les avantages de cette approche par rapport aux approches de´terministes classiques.
Abstract – We embed the shape from shading problem into a Bayesian framework. The used fonctional is thus interprated as
an energy function associated with a Markov Random Field and is minimized by a simulated annealing algorithm. Firt results
on synthetic data show the suppremacy of this approach w.r.t. classical deterministic approaches.
1 Introduction
Le shape from shading consiste a` retrouver le relief a`
partir de la radiome´trie d’une seule image bidimension-
nelle. Sous certaines hypothe`ses sur la source lumineuse et
sur les proprie´te´s photome´triques de la surface, on aboutit
a` “l’e´quation de l’eikonale”, qui relie la norme du gradient
d’altitude a` la radiome´trie en chaque point. Re´soudre le
proble`me du shape from shading consiste donc a` re´soudre
une e´quation aux de´rive´es partielles, non line´aire, du pre-
mier ordre. La premie`re me´thode de re´solution propose´e
par Horn [7] fut la “me´thode des lignes caracte´ristiques”.
Cette me´thode pose des proble`mes majeurs lors de sa
mise en œuvre, comme en particulier la non robustesse au
bruit [3], et s’ave`re plutoˆt utile pour l’e´tude the´orique du
nombre de solutions [12], au meˆme titre que les me´thodes
de re´solution par de´veloppement en se´ries entie`res [4]. La
“me´thode des courbes de niveau” (level set method), qui
pre´sente certaines analogies avec la me´thode des lignes ca-
racte´ristiques dans le domaine continu, comporte elle aussi
des faiblesses importantes lors de sa mise en œuvre dis-
cre`te [10]. Quant aux me´thodes d’estimation locale du gra-
dient d’altitude, elles sont toutes base´es sur des hypothe`ses
plus ou moins arbitraires concernant le relief recherche´ et
manquent fondamentalement de cre´dibilite´, meˆme si elles
sont ge´ne´ralement faciles a` programmer et peuvent donner
des re´sultats assez satisfaisants dans des cas simples [14].
A` l’heure actuelle, les me´thodes de re´solution donnant
les re´sultats les plus satisfaisants sont toutes des me´thodes
ite´ratives qui ne´cessitent la connaissance de l’altitude, voire
du gradient d’altitude, sur un contour ferme´. On peut les
classer en deux cate´gories : les me´thodes d’approximation
des solutions de viscosite´ [11, 5] et les me´thodes de minimi-
sation d’une fonctionnelle. Parmi ces dernie`res, la grande
majorite´ des auteurs ne se sont pas attache´s a` une mini-
misation directe de la fonctionnelle, mais a` la re´solution
ite´rative des e´quations d’Euler associe´es, ce qui pose des
gros proble`mes de convergence [9, 8].
D’autres auteurs ont opte´ pour une minimisation de´-
terministe de la fonctionnelle, a` l’aide de me´thodes rele-
vant de la descente de gradient et de ses diffe´rentes va-
riantes [13, 3]. Ces approches se re´ve`lent efficaces dans
le cadre de proble`mes a` e´nergie convexe. Dans un cadre
ge´ne´ral, elles convergent vers un minimum local de la fonc-
tionnelle. De`s lors, le re´sultat est fortement de´pendant de
l’initialisation. Un exemple test classique consiste a` simu-
ler une calotte sphe´rique. En utilisant un coˆne comme sur-
face initiale, de bons re´sultats sont obtenus. En revanche,
en partant d’une surface ale´atoire, les algorithmes de´ter-
ministes sont caduques. En outre, si les zones de conca-
vite´ et de convexite´ ne sont pas connues a priori et ne
sont pas de´finies dans l’initialisation, les performances des
approches de´terministes sont tre`s moyennes.
Nous proposons d’interpre´ter la fonctionnelle a` minimi-
ser comme l’e´nergie d’un champ ale´atoire markovien. Nous
nous plac¸ons alors dans un cadre bayesien pour lequel la
“contrainte de lissage” et la “contrainte d’inte´grabilite´”
repre´sentent l’a priori et l’e´quation de l’eikonale le loga-
rithme de la vraisemblance. La surface recherche´e est alors
obtenue par le maximum a posteriori (MAP) du mode`le.
Apre`s avoir rappele´ les fondements de l’approche mar-
kovienne, nous de´crivons une fonction d’e´nergie mode´li-
sant le proble`me du shape from shading et les contraintes
a priori sur la solution. Nous montrons ensuite l’inte´reˆt
de la mode´lisation stochastique sur un relief synthe´tique
relativement complexe, comportant des zones de concavite´
et de convexite´.
2 De´finitions et notations
2.1 Les champs de Markov et le cadre baye-
sien
Les champs de Markov (CM) sont des processus sto-
chastiques discrets dont les proprie´te´s locales sont de´finies
a` partir d’interactions locales. Ils sont de´finis par leurs pro-
babilite´s conditionnelles locales [1, 2, 6]. Nous rappelons
ici les de´finitions principales et introduisons les notations
utilise´es.
Soit K un compact de R2 et z(x, y) une fonction d’alti-
tude de´finie deK dansR. On de´signe conventionnellement
par p(x, y) et q(x, y) les deux de´rive´es partielles de cette
fonction. On note S la projection de K sur Z2, qui repre´-
sente la trame de l’image (ensemble des sites) et Λ ⊂ R
l’ensemble des e´tats. Une configuration dans ΛS est note´e
Σ et l’e´tat du site s = (i, j), σs = (ps, qs), ou` ps = p(s) et
qs = q(s).
Un champ ale´atoire (Σ, P ) est dit markovien si et seule-
ment si :
∀Σ ∈ ΛS , P (Σ) > 0
∀ s ∈ S, ∀λ ∈ Λ,
P (σs = λ|σt, ∀t ∈ S) = P (σs = λ|σt,∀t ∈ Vs)
(1)
ou` Vs est le voisinage de s.
Soit c un sous-ensemble fini de S que nous appellerons
une clique. Le the´ore`me d’Hammersley-Clifford [1] nous
permet d’e´crire un CM comme un champ de Gibbs :
P (Σ) =
exp [−U(Σ)]
Z
=
1
Z
exp
[
−
∑
c∈C
Vc(σs, s ∈ c)
]
(2)
ou` Vc est une fonction de ΛCard(c) (Card(c) repre´sente le
nombre d’e´le´ments de c) dans R, qui fait re´fe´rence au po-
tentiel associe´ a` la clique c. L’ensemble des cliques induit
le syste`me de voisinage du CM associe´ et est donne´ par :
Vs = {t ∈ S : ∃c ∈ C, {s, t} ⊂ c} (3)
En conclusion, un CM est caracte´rise´ par un ensemble
de cliques et une collection de potentiels associe´e a` cet
ensemble.
En de´signant par I les donne´es, nous recherchons la
configuration qui maximise la probabilite´ a posteriori P (Σ|I).
En vertu de la re`gle de Bayes, nous avons :
P (Σ|I) = P (I|Σ)P (Σ)
P (I)
∝ P (I|Σ)P (Σ) (4)
En faisant appel a` une hypothe`se d’inde´pendance condi-
tionnelle, la vraisemblance P (I|Σ) peut s’e´crire comme
suit :
P (I|Σ) =
∏
s∈S
P (Is|σs) = exp
[
−
∑
s∈S
−log(P (Is|σs))
]
(5)
Le MAP est alors obtenu en minimisant l’e´nergie glo-
bale :
U =
∑
c∈C
Vc(σs, s ∈ c) +
∑
s∈S
−log(P (Is|σs)) (6)
2.2 Le recuit simule´
Pour obtenir le crite`re du MAP, nous conside´rons un
recuit simule´ utilisant une dynamique de Metropolis [6].
C’est un algorithme permettant de sortir des minima lo-
caux de l’e´nergie pour lequel une preuve de convergence
presque suˆre vers le MAP a e´te´ e´tablie. Il peut eˆtre de´crit
comme suit :
Algorithme 1
1 Initialiser une configuration Σ = (σs) ale´atoirement
et poser T = T0.
2 Pour chaque site s :
2.a Choisir ale´atoirement une valeur nouv dans Λ
diffe´rente de la valeur courante cour.
2.b Calculer les e´nergies locales U(σs = cour |Vs)
et U(σs = nouv |Vs).
2.c Si U(σs = nouv |Vs) < U(σs = cour |Vs), alors
assigner nouv a` σs, sinon assigner nouv a` σs
avec la probabilite´ exp[−∆UT ], ou` :
∆U = U(σs = nouv |Vs)− U(σs = cour |Vs)
3 Si le crite`re d’arreˆt n’est pas atteint, alors faire de´-
croˆıtre T et retourner en 2.
3 Fonction d’e´nergie propose´e
Dans ce paragraphe, nous de´crivons une fonction d’e´ner-
gie, adapte´e au proble`me du shape from shading, conte-
nant trois termes. Le premier terme fait re´fe´rence aux
donne´es, alors que les deux termes suivants de´finissent des
contraintes a priori sur la solution. Cette fonction a de´ja`
fait ses preuves, en comple´ment a` une me´thode de mini-
misation de´terministe [3].
L’e´quation de l’eikonale
L’e´quation de l’eikonale reliant la radiome´trie aux de´ri-
ve´es partielles de l’altitude s’e´crit comme suit :
Is =
IMAX√
(1 + ps2 + qs2)
(7)
Si nous supposons que les donne´es sont bruite´es par un
bruit blanc gaussien additif, nous avons alors :
P (I|Σ) =
∏
s∈S
1√
2piσ2
exp
−
(
Is − IMAX√
(1+ps2+qs2)
)2
2σ2
 (8)
Contrainte de lissage
Pour de´finir le mode`le a priori, nous conside´rons en pre-
mier lieu une contrainte de lissage classique applique´e aux
de´rive´es partielles de la fonction d’altitude. Des potentiels
gaussiens sur le voisinage de premier ordre sont de´finis
comme suit :
∀ c = {s = (i, j), s′ = (i− 1, j)} ∈ S2,
∀ c = {s = (i, j), s′ = (i, j − 1)} ∈ S2,
V lisc (σs, σs′) =
(
(ps − ps′)2 + (qs − qs′)2
)
(9)
Contrainte d’inte´grabilite´
La surface est obtenue par inte´gration sur K des de´-
rive´es partielles p(x, y) et q(x, y), qui doivent satisfaire
l’e´galite´ de Schwartz :
∀(x, y) ∈ K, ∂p(x, y)
∂y
=
∂q(x, y)
∂x
(10)
Sur la trame S, cette contrainte est traduite sous forme
de potentiel, de la fac¸on suivante :
∀ c = {s = (i, j), s′ = (i− 1, j), s′′ = (i, j − 1)} ∈ S3,
V intc (σs, σs′ , σs′′) = (ps − ps′ − qs + qs′′)2 (11)
E´nergie totale
L’e´nergie globale, que nous devons minimiser, s’e´crit
donc, a` une constante additive pre`s, comme suit :
U =
∑
s
(
Is − IMAX√
(1+ps2+qs2)
)2
2σ2
(12)
+ λlis
∑
{s=(i,j),s′=(i−1,j)},
{s=(i,j),s′=(i,j−1)}
V lisc (σs, σs′)
+ λint
∑
{s=(i,j),s′=(i−1,j),s′′=(i,j−1)}
V intc (σs, σs′ , σs′′)
4 Re´sultats
Nous conside´rons ici une surface synthe´tique contenant
des zones concaves et convexes (cf. fig. 1).
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Fig. 1 - Relief re´el.
Nous traitons la reconstruction de l’image originale puis
de la meˆme image bruite´e (cf. fig. 2).
Fig. 2 - Images non bruite´e et bruite´e (σ = 5).
Nous supposons que z = p = q = 0 sur le bord de
ces images. Pour initialiser le recuit simule´, nous sommes
partis d’un relief ale´atoire (cf. fig. 3).
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Fig. 3 - Relief de de´part ale´atoire.
Les coefficients λlis et λint de la fonction d’e´nergie valent
respectivement 1000 et 10000 dans le cas de l’image non
bruite´e, et 1000 et 8000 dans le cas de l’image bruite´e.
Nous pouvons constater que le relief est correctement re-
construit, que ce soit a` partir de l’image non bruite´e (cf. fig. 4)
ou a` partir de l’image bruite´e (cf. fig. 5).
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Fig. 4 - Relief calcule´ par recuit simule´ a` partir du relief
de la figure 3, pour l’image non bruite´e.
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Fig. 5 - Relief calcule´ par recuit simule´ a` partir du relief
de la figure 3, pour l’image bruite´e.
Le recuit simule´, convergeant vers le minimum global
de la fonctionnelle minimise´e, permet de s’affranchir de
l’initialisation et de la connaissance a priori des zones de
concavite´ et de convexite´.
Il n’en va bien suˆr pas de meˆme pour une me´thode
de minimisation de´terministe. En utilisant la “me´thode
de descente de gradient optimale” [3] et la meˆme fonc-
tion d’e´nergie que ci-dessus, on obtient un re´sultat aber-
rant (cf. fig. 6) lorsque le relief de de´part est le relief ale´a-
toire de la figure 3. En revanche, si l’on utilise un relief de
de´part qui pre´sente des sommets et des bosses aux meˆmes
endroits que le relief re´el (cf. fig. 7), alors le re´sultat est le
meˆme qu’avec le recuit simule´ (cf. fig. 8), avec en outre un
temps de calcul nettement plus faible. Ne´anmoins, il est
bel et bien impossible de trouver un tel relief de de´part
sans connaissance a priori sur le relief re´el...
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Fig. 6 - Relief calcule´ par descente de gradient, a` partir
du relief de la figure 3, pour l’image non bruite´e.
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Fig. 7 - Relief de de´part similaire au relief re´el.
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Fig. 8 - Relief calcule´ par descente de gradient, a` partir
du relief de la figure 7, pour l’image non bruite´e.
5 Conclusion et perspectives
Nous avons montre´ dans cette article qu’il est possible
de re´soudre le proble`me du shape from shading par re-
cuit simule´. L’inte´reˆt d’un tel sche´ma d’optimisation re´side
dans sa convergence vers l’optimum global, inde´pendam-
ment des conditions initiales. Des premiers re´sultats sur
des donne´es synthe´tiques montrent la faisabilite´ de notre
approche.
A` plus long terme, le but de cette e´tude est, entre autres,
de traiter des proble`mes de reconstruction 3D par radar-
clinome´trie.
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