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ABSTRACT
Automatic safety verication of hybrid systems typically involves computing
precise reach sets of such systems. This computation limits scalability of ver-
ication as for many model classes it scales exponentially with the number
of continuous variables. First we propose a simulation-based algorithm for
computing the reach set of a class of deterministic hybrid system. The algo-
rithm rst constructs a cover of the initial set of the hybrid system. Then
the reach set of executions from the same cover are overapproximated by
simulation traces and tubes around them. Experiments are performed on
several benchmark problems including navigation benchmarks, room heating
benchmarks, non-linear satellite systems and engine hybrid control systems.
The results suggest the algorithm may scale to larger systems. Finally, we
present a reachability algorithm that computes precise reach set of dynamical
systems A with non-linear dierential inclusions. The algorithm constructs
a sequence of shrink concretizations of A. Then the reach sets of the con-
cretizations are used to construct an overapproximation of the reach set of
A. Soundness and Completeness of both algorithms presented are formally
proved.
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CHAPTER 1
INTRODUCTION
Computing systems that control physical processes have become common-
place in safety-critical applications such as vehicle control, smart grid, avion-
ics, air trac control and industrial automation. Design and operation of
these hybrid systems should provide a high level of assurance because fail-
ures and misbehaviors can lead to signicant nancial, environmental, and
societal losses. A recent example was the recall of Volkswagen because of
problems associated with the automated DSG gear boxes in 2012, including
excessive shift shock, unable to shift gear and abnormal increase in engine
rpm. The recall aects approximately 500,000 vehicles in China and a up-
grade of software is issued to resolve the problem [1]. Another example of
failure of hybrid system is the north America blackout in 2003, which dues
to race condition of the monitoring software [2]. The black out is the sec-
ond most widespread blackout in the history, which aected an estimated 10
million people in Ontario and 45 million people in 8 U.S. states.
Although high assurance is a desirable goal, as the systems become more
sophisticated, it is becoming more and more challenging to attain using stan-
dard design methodologies. The standard technique for detecting design aws
is based on testing and simulations. Since the correctness of these systems
crucially depends on the complex interactions between the computing and
physical elements, it is dicult and in some cases it is impossible to cover
the set of all possible behaviors with a nite number of simulations or tests.
Furthermore, the simulation tools often lack precise semantics. This makes
it impossible to arrive at rigorous assurance guarantees from the simulation
runs.
Formal verication provides an alternative to these approaches. This ap-
proach involves rst building a mathematical model for the system (with
precise semantics), and then using deductive or algorithmic techniques to
establish properties about all possible behaviors of the model in one go. The
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most common algorithmic approach involves computing the set of reachable
states of the model. This enables one to check if any of those reachable
states are unsafe. Algorithmic verication has seen success in establishing
correctness of many hardware and software systems, and based on recent de-
velopments, they present an attractive approach for verication of embedded
control systems (see [3] for a review).
A middle road between these two approaches has recently gained traction
in the hardware and software communities [4, 5]. In this approach, simula-
tion traces are used for providing system-level formal reliability guarantees
by appropriately generalizing individual traces to a set of executions and
then verifying the property for this set. Developing a \verication from exe-
cution" approach for embedded and cyber-physical systems presents several
challenges. First and foremost, these systems evolve both discretely and
continuously over time but in a simulation trace the states can be observed
and recorded only at discrete points in time. The gaps in the trace have to
be lled somehow for reasoning about the actual execution. Secondly, the
recorded states in an execution may be dierent from actual states that are
visited in an execution because of quantizations and numerical integration.
In this thesis, we propose solutions to these problems, which compute tubes
around simulation traces guarantee to contain all execution of the system.
In the computation, formal models of the systems are analyzed to extract a
metric of distance between executions start from initial states close to each
other.
1.1 Overview of Contributions
Consider a deterministic hybrid automaton A (see [6, 7]) with set of initial
states . A trace  from x0 2  is a sequence of, possibly inaccurate,
samples of an execution of A. In this thesis, we show the following: given
a deterministic hybrid system A with initial set , there exists some nite
cover of , which we call (; ; k)-representative cover, such that the radius
of each cover is bounded by  and the executions start in the same cover
visit the same sequence of locations evaluated in the rst k -samples. We
assume that such (; ; k)-representative covers can always be constructed
by some oracle. Then, given a simulation trace  from a state in a cover
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and a hybrid model A of the system, we can compute an overapproximation
of the time-bounded reachable states of any execution of A that may have
produced the trace  from initial states in the same cover as . This enables
us to verify bounded time safety property. The proposed algorithm combines
the dynamic information from  and the static information from the model
A.
We have implemented a MATLAB tool called Hybrid Trace Verier (HTV)
that implments this methodology and uses traces generated from Mathwork's
Simulink/Stateow (SLSF) [8]|a popular modeling environment for embed-
ded systems. For static analysis HTV translates the SLSF models to hybrid
automata [9, 7] using HyLink [10].
Building-up on the algorithm for deterministic HA, we develop algorithms
that can verify models A specied by dierential inclusions. We introduce
shrink concretizations of A, which are obtained in shrink A's initial set as
well as the dierential inclusion species A. With this notion, systems A can
be concretized to a system with dierential equations B, whose reach set is in
general easier to compute compared to A's. Our analysis establishes that the
reach set of A can be upper bounded by bloating ReachB (the reach set of B)
by a factor ofM1 and at the same time be lower bounded by bloating ReachB
by a factor of M2. With such relation, we can manipulate the reach set of
B, which is in general easier to compute, to derive tight overapproximations
of the reach set of A. We formally prove the soundness and completeness of
our algorithms.
1.2 Related Work
There is a large and growing body of work on automatic safety verication of
cyber-physical systems modeled as dierent types of hybrid systems. Initially
several classes of hybrid systems were identied for which the exact reachabil-
ity problem is decidable. These classes include timed automata [11] and rect-
angular initialized hybrid automata [12, 13]. However only a restricted class
of piratical systems can be modeled by these classes of hybrid automata, sub-
sequently , practical algorithms and data structures for computing the reach
sets of more general hybrid systems are studied. Several useful types of data-
structures have been proposed including polyhedra [14], zonotopes [15], ellip-
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soids [16] and semi-algebraic sets [17]. Approximate reachability algorithms
based on these data-structures are embodied in tools such as HyTech [18],
Checkmate [19], PHAVer [20], and more recently SpaceEx [21].
Several recent papers address the problem of formally verifying hybrid
systems from simulation traces [22, 23]. The approach presented in [23]
generates a symbolic trace from a given simulation trace by carefully instru-
menting SLSF models. The symbolic traces are then used to compute a set
of initial states that from which all traces visit the same sequence of loca-
tions. Such instrumentation can be used to generate simulation traces for
the method proposed in this thesis. The approach presented in [24] and [22]
searches for counterexamples to Metric Temporal Logic (MTL) properties for
(possibly non-linear) hybrid systems through minimization of a robustness
metric. The global minimization is carried out using Monte-Carlo techniques.
Guaranteed ODE solvers have been developed to compute error bounds on
the solutions of dierential equations. For example, the C++ library in [25]
solves an initial value problem and computes a discrete sequence of error
terms which upper bound the distances to the true solution at each sampled
point.
Several existing algorithms focus on hybrid system specied with rectan-
gular dynamics [26, 27] or dierential equations [18, 20, 28]. More recently,
reachability algorithms for hybrid system specied with linear dierential in-
clusions are introduced [16, 29, 30]. The algorithms presented in [29] employs
a data structure where the reach set of hybrid system are overapproximated
by unions and intersections of ellipsoids. Then the reach set is computed
by propagating and overapproximating the ellipsoids with linear dierential
inclusion in a discrete time fashion. The algorithm in [30] analyzes the vector
elds on the state space generated by linear dierential inclusions. Invariants
of the reach set can be generated by searching the state space.
1.3 Organization
The rest of the thesis is organized as follows. Chapter 2 presents necessary
background information and the hybrid automaton modeling framework that
is used throughout the thesis. Chapter 3 develops the reachability algorithms
that compute an overapproximation of the reach set of a deterministic non-
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linear hybrid automaton A. We also show that the overapproximation our
algorithm computes can be made arbitrarily tight. Then, in Chapter 4 we
introduce the implementation of the tool HTV and present experiment re-
sults on hybrid system benchmarks upto 10 continuous variables, including
room heating systems, navigation systems, satellites systems and engine con-
trol systems. Finally, in Chapter 5 we present an algorithm computes the
overapproximation of the reach set of a dynamical system A upto arbitrary
accuracy, where the trajectories of A are specied by a set of dierential
inclusions.
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CHAPTER 2
PRELIMINARIES
2.1 Functions, Sets, and Set-valued Functions
We will introduce the hybrid I/O automaton modeling framework, but rst
we begin with some notation for functions and sets. Without specication,
a function is single-valued. For any function f : A 7! B and a subset set of
its domain S  A, we write the restriction of f to S as f d S : S 7! B such
that f d S(x) = f(x) for each x 2 S. For a function f whose range is a set
of functions, we write f # S such that for each x 2 A, f # S(x) = f(x) d S.
A function f : Rn 7! Rm is smooth if all its higher derivatives exist. It is
said to be Lipschitz if there exists L > 0 such that jf(x)  f(y)j  Ljx  yj
for all x; y 2 Rn.
For a vector x 2 Rn, jxjp denotes the `p norm. For a matrix A 2 Rmn,
jAjp denotes the induced p norm of A, that is jAjp = sup
jxjp=1
jAxjp. Without a
subscript, jxj and A denote the `1 norm and induced innity norm. B(x) 
Rn denotes a closed ball with radius  > 0 around the point x 2 Rn measured
in innity norm.
For a set S  Rn, we denote So, Sc and @S as the interior, closure and
boundary of S respectively. Formally, So = fx 2 Rn : 9 > 0; B(x)  Sg,
Sc = fx 2 Rn : 8 > 0; B(x) \ S 6= ;g, and @S = fx 2 Sc : x =2 Sog.
For two set X; Y  Rn, d(X;Y ) denotes the Hausdor distance, that
is, d(X; Y )

= maxfsup
x2X
inf
y2Y
jx   yj; sup
y2Y
inf
x2X
jx   yjg: The diameter of a set
S  Rn is the supremum distance between its any two elements, that is
D(S)

= supx;y2S jx   yj. The compact set S  Rn expanded by  2 R0
is dened as Expand(S; )

= [
x2S
B(x). We dene Shrink(S; )

= fxjx 2
S ^ (min
y2@S
jy   xj)  g as the set S shrunk by . For a point x 2 Rn and
some subset A  Rn, we dene ProjA(x) = argmin
y2A
jx   yj as the Euclidean
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projection of x onto A. That is, the set of elements in set A that are closest
to the point x. For a set A, a collection of points fxigNi=1 is a -cover of A
if A  [Ni=1B(xi). That is, the union of the delta balls around xi covers the
set A.
A set-valued function, also known as multifunction or correspondence, is a
relation, where each input is associated with one or more than one outputs.
For example, F : Rn 7! 2Rm maps each point in Rn to a subset of the set Rm.
A set-valued function F : Rn 7! 2Rm is said to be upper hemicontinuous
at x 2 Rn if for every open set O  F (x), there exists a  > 0 such that for
all y 2 Bo (x), F (y)  O. F is said to be lower hemicontinuous at x 2 Rn
if for every open set O such that O \ F (x) 6= ;, there exists a  > 0 such
that for all y 2 Bo (x), O \ F (x) 6= ;. F is said to be continuous if it is both
upper hemicontinuous and lower hemicontinuous. A set-valued function F
is said to be Lipschitz with a Lipschitz constant L > 0 if for any x; y 2 Rn,
d(F (x); F (y))  Ljx  yj.
A single-valued function f : Rn 7! Rm is said to be a selection of set-valued
function F if for any x 2 Rn, f(x) 2 F (x). If F is lower hemicontinuous and
its value is always closed and convex, then there exists a continuous selection
f of F ([31]). Moreover, If F is Lipschitz with constant L, its selection f is
also Lipschitz with constant L.
2.2 Variables and Trajectories
A variable is a name used to identify state components of automata and
communication channels between automata. Each variable v is associated
with a type, type(v), which is the set of values v can take. A valuation for
a set of variables V , maps each v 2 V with a value in type(v). For a set of
variables V , val(V ) denotes the set of all possible valuations of V . Valuations
are denoted by v;x;x0, etc. For a valuation v of V the value of a variable
v 2 V , is denoted by v:v = v d fvg.
A trajectory  for V is a function  : [0; t] ! Q, where t 2 R0. That
is, a trajectory maps a time value in [0; t] to a valuations of V . We dene
: fstate

= (0), : lstate

= (t) and : dur

= t. A variable is continuous if
all its trajectories are piecewise-continuous. A discrete variable is a special
type of continuous variable whose trajectories are piece-wise constant. Given
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a trajectory  of V , the restriction of the trajectory to a variable v 2 V is
denoted by  # v. The concatenation of two trajectories 1; 2 is done by
taking the union between the rst trajectory and the second where the second
trajectory has its domain shifted by the limit time of the rst. That is, let


= 1
_2, then (i) (t) = 1(t) for t 2 [0; 1:dur), and (ii) (t) = 2(t 1:dur)
for t 2 [1:dur; 1:dur + 2:dur].
2.3 Hybrid Automata
The following denition of hybrid automata makes a few minor changes to
the standard one [6, 7] for a cleaner presentation of the results in this paper.
Denition 1. A hybrid automaton (HA) A() is a tuple hV;L; Q;; Grd; Inv; T i
where:
(i) V = X [ flocg is a nite set of variables, where loc is a discrete vari-
able of nite type L called the set of locations, and each x 2 X is a
continuous real-valued variable. Q  val(V ) is a set of states.   Q
is a non-empty bounded set of initial states.
(ii) Grd : L  L 7! 2val(X), is a function that maps each pair i; j 2 L to a
set in val(X). In addition, we assume that every guard is compact.
(iii) A transition v ! v0 can occur if v:X 2 Grd(v:loc;v0:loc) and v:X =
v0:X, and we write this transition as v ! v0. That is, the transitions
do not change the continuous state.
(iv) Inv : L 7! 2val(X) is a function that maps each location to a set of
states, called invariant set.
(v) T is a set of dierentiable trajectories for V which is closed under prex
and sux. Typically, T is specied by a set of ow conditions that is a
set of dierential inclusions.
Our denition of hybrid automaton is similar to the general denition ([7])
with the extra assumption that the continuous variables are not reset during
the discrete transitions.
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Semantics. In this paper, we discuss hybrid automaton with dierential
inclusions. For each l 2 L, the corresponding Fl is a set-valued function. For
each trajectory  2 T , (a) the discrete variable loc remains constant along
 denoted by :loc

= (0):loc, (b) for all t 2 [0; : dur) the state of  lies in
invariant: (t) 2 Inv(:loc), and (c) for any t 2 [0; : dur), the derivative
of the continuous variables X along the trajectory satisfy the dierential
inclusion
d
dt
(t):X 2 F:loc((t):X): (2.1)
In general, starting at a state v 2 Q, there may be multiple trajectories
with non-zero durations. Specially, if for all l 2 L and all x 2 Inv(l), Fl(x)
is a singleton, then Equation (2.1) reduces to a dierential equation
d
dt
(t):X = f:loc((t):X); (2.2)
where fl is the selection of Fl in domain Inv(l). For a HA dened with
dierential equations, there is a unique trajectory from a state v 2 Q.
For an automaton A, we refer to the components of the automaton as
VA;LA; QA;A, GrdA, InvA, TA etc.
2.4 Executions, Reach Sets, and Safety
An execution fragment  of automaton A is a sequence of trajectories  =
0
_ 1
_, where each i 2 T , and i 1: lstate ! i: fstate. The rst state of
, : fstate is denoted by 0: fstate. If  is a nite sequence ending with a
closed trajectory n, then its last state : lstate is dened as n: lstate and
its duration : dur

=
Pn
i=0 : ltime. Formally, for any time t 2 [0; : dur], we
dene the state of A at time t, denoted by (t), as 0: lstate where 0 is the
longest prex of  with 0: dur  t.
An execution fragment is an execution if it starts at an initial state, that
is, : fstate 2 . The set of all executions is denoted by ExecsA. The set
of executions and execution fragments up to time T are denoted ExecsTA and
FragsTA.
A state v is reachable if there exists an execution  with : lstate = v.
Dene ReachA(t1; t2)  Q as v 2 ReachA(t1; t2) i there exists an execution
 2 ExecsA and a time t 2 [t1; t2] such that (t) = v. We write ReachA(t; t)
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simply as ReachA(t) and ReachA(0; T ) as Reach
T
A. Given a set of states U 
Q, A is said to be T -safe with respect to U if ReachTA and U are disjoint. It
is said to be safe if it is T -safe for all T . Otherwise it is said to be unsafe.
Thus, the crucial step in verifying safety property of A is to compute the
exact or an accurate approximation of ReachA.
Several special classes of hybrid automata have been identied for which
ReachA and Reach
T
A can be computed exactly [11, 27, 32, 33]. For general
automata with complex continuous dynamics, exact computation is unde-
cidable and one has to rely on overapproximations for safety verication.
Over the past decade, several algorithms and tools have been developed for
computing overapproximations of bounded reach sets of dierent classes of
hybrid automata. Examples include tools such as HyTech [18], UPPAAL [34],
PHAVer [20], and the more recent SpaceEx [21].
2.5 Simulation Oracles
Besides the reachability tools introduced in Section 2.4, a various of simula-
tion engines have been used to analyze the reliability of hybrid systems. For
a hybrid automaton, these engines produce a sampled trace of an individ-
ual execution with some guarantees, which can be useful for nding defects.
While this method is usually computationally less expensive compared to
verication, it suers from the incompleteness. A middle road between these
two approaches has recently gained traction [4, 5]. In this approach, sim-
ulation traces are used for providing system-level reliability guarantees by
appropriately generalizing individual traces to a set of executions and then
verifying the property for this set.
For most of the simulation engines, a simulation trace of a HA, given initial
state  2 , is computed iteratively as following: starting at a precomputed
sample point vi 1:loc = l i the continuous part of next sample point vi is
obtained by numerically solving the initial value problem _x = fl(x), with
initial state x(0) = vi 1:X for a period of time . ii the discrete part of next
sample point is determined as: vi:loc = l
0 if vi:X 2 Inv(l0). The iteration
continues until the simulation time reaches the bound T > 0. Advanced
numerical algorithms provides stepwise bound in the computation error. We
capture these features of simulation traces in the denition below.
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Denition 2. Fixed a HA A() = hV;L; Q;; Grd; Inv; T i, for an initial
state  2 , time bound T , stepwise error bound  > 0, and time step  > 0, a
(; T; ; )-simulation trace is a nite sequence  = (v0; t0); (v1; t1); : : : (vk; tk),
where v0 = ; t0 = 0; tk = T , and for each i 2 [k]
(i) ti = i,
(ii) 8 2 T such that : fstate = vi 1 and :dur  , j():X   vi:Xj  ,
and
(iii) 8 2 ExecsA such that : fstate =  and :dur  ti, (ti):loc = vi:loc.
A (; T; ; )-simulation trace  is a sequence of samples starts at  with
duration T . The continuous state vi:X is within  distance to any trajectory
starts at vi 1 with duration , if no transition can occur in time interval
[ti 1; ti]. Moreover the sample points vi have the same discrete state as any
execution starts at  evaluated at time ti. Most simulation oracle guarantees
that by letting sample period  ! 0, the stepwise error goes to zero  ! 0.
Moreover,  is of a higher order than , that is,   o().
2.6 Summary
In this chapter, we described the language for specifying a general class hybrid
automata (HAs). We introduced simulation traces for HA. In Chapter 3, we
present a simulation-based verication algorithm for a class of HA that is
specied with dierential equations. In Chapter 4, the presented algorithm
is used to verify several examples specied in HA language, such as navigation
benchmark, room heating system, satellite system and engine control system.
In Chapter 5, we describe a special class of HA with dierential inclusions
and introduce a verication algorithm uses the algorithm presented for HA
specied with dierential inclusions.
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CHAPTER 3
HYBRID SYSTEM WITH DIFFERENTIAL
EQUATIONS
In this chapter, we present a simulation based algorithm to verify a class
of hybrid automata (HA) where the ow condition is a set of dierential
equations, as shown in Equation (2.2). In Section 3.1, we dene a class of
deterministic HA. In Section 3.3, we introduce a sound algorithm to com-
pute overapproximations of the reach sets of such HA. This algorithm rst
generates simulation traces start from dierent initial states. Then around
each simulation trace, a tube is computed which guarantees to contain a set
of executions start from a state close to the initial state of the simulation.
In Section 3.4, we prove that the algorithm is complete in the sense it can
compute the overapprixmation upto arbitrary accuracy.
3.1 System Properties
In this chapter we assume that the ow condition of each location of HA A
is specied by dierential equations, as shown in Equation (2.2). We will
assume that the discrete transitions of the HA are deterministic. For the
denition of HA given in Denition 1 this is accomplished by restricting the
invariants to be disjoint and the transition guards to be contained within the
boundary of the invariants.
Assumption 1 (Deterministic transition). For HA A = hV;L; Q;; Grd; Inv; T i,
we assume
(i) [l2LInv(l)c = V al(X),
(ii) Inv(l) \ Inv(l0) = ; for any l; l0 2 L, and
(iii) Grd(l; l0)  @Inv(l) \ @Inv(l0) for any l; l0 2 L.
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In above assumption, (ii) together with (iii) guarantees that the invariants
and guards are disjoint. As a result, from any state x 2 V al(X), there at
most exist one transition or a trajectory of positive duration. The rst part of
the above assumption is that the closures of the invariants cover the valuation
of continuous variable.
Assumption 2 (Dwell time). The automaton has a minimum dwell time
 > 0 such that along any execution, no two discrete transitions occur within
 time of each other.
The concept of a dwell time was introduced in [35] to characterize the speed
of mode switches in the context of analyzing stability of switched systems.
Assumption 2 is satised by most well-designed systems that do not have
Zeno executions.
Assumption 3 (Lipschitz). For each location l 2 L, the function fl (the
right hand side of the dierential equation) is Lipschitz continuous with a
Lipschitz constant Ll > 0.
Assumption 4 (Bounded derivative dierence). For l; l0 2 L, there exists
an upper bound D such that for all x 2 Grd(l; l0), jfl(x)  fl0(x)j  D.
Assumption 3 is satised if fi has a bounded derivative over Inv(i). This
assumption is commonly used to guarantee that, for any valuation x 2
Inv(l)o in the interior of any invariant, evolving according to Equation (2.2),
there always exists a unique trajectory  with (0):X 2 Inv(l) and :dur > 0.
If the guards are bounded then Assumption 3 implies Assumption 4.
3.2 Representative Cover
Consider any two executions ; 0 2 ExecsA which visit the same sequence
of locations. From Assumption 3 and 4, we can infer that (t) and 0(t) for
some t can be arbitrary close if (i) the initial states of  and 0 are close
enough, and (ii) the times at which the same transitions occur on  and 0
are close enough. Roughly, our algorithm works by constructing a tube that
overapproximates the reach set of all executions starting from a set of initial
states. For completeness, we will require that the overapproximations can be
made tighter with appropriate choice of (smaller) initial sets. However, we
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make no assumption on the size of the initial set  of A. Thus, a single simu-
lation trace from a particular initial state is insucient for tight reachability
computation of the HA.
We dene a type of cover for the initial set that groups together executions
that visit the same sequence of locations upto a given time horizon. The ex-
ecutions start from a cover of the initial set can be represented and therefore
approximated by a single simulation trace. First, we dene the notion of an
execution being represented by a initial state.
Denition 3 (Execution representation). Fix any sample period  > 0, ra-
dius  > 0 and a number k. An execution  2 ExecsA is (; ; k)-represented
by a  2  if
(i) (0): fstate 2 B(), and
(ii) for 0 with 0: fstate = , for any i = 0; 1; : : : ; k, (i):loc = 0(i):loc.
That is, an execution  is (; ; k)-represented by  if (i) it starts from a
state in the  ball of , and (ii) it visits the same sequence of location at
each sample time as the execution starts from . We dene E()  ExecsA
be the set of all (; ; k)-represented executions starting from . Roughly,
any execution  2 E() is close to the execution 0 starts from  in two
ways. First, the initial states of  and 0 can be at most  away. Second,
the dierence in time when the same transition occurs on  and 0 can be
at most .
Proposition 1 (Representative covers for initial sets). Fix an HA A. For
any sample period  > 0, a radius  > 0 and k there, There exists a nite
-cover of the initial state C = fjgNj=1, called the (; ; k)-representative
cover of , such that 8 2 ExecsA with :dur  k, 9j 2 C such that
 2 E(j).
Proof. We will construct a such -cover and then prove it has the desired
property. Fix any sample period  > 0, radius  > 0 and k. Let ExecsA(k) 
ExecsA be the subset of executions with duration no less than k. First,
we dene an equivalence relation () over the set ExecsA(k). For any
; 0 2 ExecsA(k),   0 if for any i = 0; 1; : : : ; k, (i):loc = 0(i):loc.
That is,  and 0 visit the same sequence of locations at each time t = i.
From Denition 1 of hybrid automaton, for any execution  and for each
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i = 0; 1; : : : ; k, the location (i):loc is an element in the set L. Thus the
sequence of location, ((0):loc; ():loc; : : : ; (k):loc), is an element in the
set Lk+1. Because L is nite, so is Lk+1. Each equivalence class dened
above corresponds to a unique element in Lk+1. Thus, there can be at most
jLjk+1 number of equivalence classes. Since  is bounded, the set of initial
state of executions in any of the equivalence classes of  is also bounded.
Therefore, each such set has a nite -cover. The union of all the - covers
of the equivalent classes is a (; ; k)-representative cover of . Thus the
proposition follows.
Figure 3.1: A (; ; k)-representative cover of the initial set 
The proposition implies that there is always a (; ; k)-representative cover
of a bounded initial set, see an example in Fig 3.1. In this example with k = 5,
let us say that the sequence of locations that executions staring from states
in the green zone visit is (1; 1; 1; 2; 2). The sequence of locations for the pink
zone is (1; 1; 2; 3; 3) and for the blue zone (1; 1; 1; 1; 1). A C = fjg12i=1 is
constructed as a (; ; k)-representative cover. Throughout the chapter we
will assume that the (; ; k)-representative covers can be computed.
Fix a sample period , a radius  and sample number k. Fix a (; ; k)-
representative cover C = fi=1gN . We denote Ej be the set of states that
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are reachable with in time bound T

= k by any execution  2 E(j). It
follows that ReachA(0; T ) = [Nj=1Ej.
In the next section, we discuss how to compute an overapproximation of the
set Ej based on the simulation trace starts from j. Using these techniques,
an overapproximation of ReachA(0; T ) can be obtained by the union of the
overapproximations of each Ej.
3.3 Overapproximation of Reach Set
Consider a HAA satisfying assumptions 1-4. Fix a sample period , a  and a
number k. Let C be a (; ; k)-representative cover. We dened a collection
of set of execution fE(j)gNj=1 such that each E(j) contains all executions starts
in the ball B(j) and visit the same sequence of location as the execution
starts at j. We dened set Ej as the reachable set of executions in E(j).
In this section, we introduce a simulation-based algorithm that computes an
overapproximation of the set Ej.
Our approach is based on a simulation traces of the HA starting from j of
the type dened in Denition 2. Given simulation trace , the computation
involves two steps: rst, we nd the accumulated simulation error corre-
sponding to every step, and then we propagate a tube around each sample
point in  that is guaranteed to contain all executions  2 E(j).
3.3.1 Estimating Accumulated Error
In Denition 2, we dene a (; T; ; )-simulation trace  = (v0; t0); : : : (vk; tk)
as a trace starts from  with a step-wise error . We discuss how fast the error
possibly accumulates. We x the initial state 

= j 2 C as any state in the
(; ; k)-representative cover and the sampled trace  from  of length k+1.
Let figk0 be a collection of error bounds for  that satisfy the following: for
any execution  2 E(j), for any i 2 f0; : : : ; kg,
j(ti):X   vi:Xj  i: (3.1)
That is, the state of any execution  in E(j), at time ti, is within i distance
of the ith sampled point vi:X. It follows Denition 3 that for any  2 E(j),
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j(0):X   jj  . That is, 0 = . We x any  2 E(j) in the rest part
of this section. Using the following Lemma 2 and 4, the figki=0 can be
computed inductively starting from 0 = .
Lemma 2. If 8t 2 [ti; ti+1], (t):loc = l for some l 2 L, then
i+1  ieLl + :
Proof. Fix i. Let 

= ti+1   ti be the gap in time between two samples.
(t):loc is a constant for t 2 [ti; ti+1]. From Section 2.4,  is a concatenation
of trajectories. From Denition 1, the set of trajectories is closed under prex
and sux. Thus, there must be a trajectory  2 T such that (t+ ti) = (t)
for all t 2 [0; ]. Fix any 0 2 T such that 0(0):X = xi and 0:dur  .
i+1 = jvi+1:X   (ti+1):Xj = jvi+1:X   ():Xj
 jvi+1:X   0():Xj+ j0(ti+1):X   ():Xj
(3.2)
From Denition 2, jvi+1:X   0(t):Xj  . From Equation (2.2), the other
term can be written in integral form.
j0():X   ():Xj = jvi:X +
Z 
0
fl(
0(t):X)dt  (0):X  
Z 
0
fl((t):X)dtj
By triangular inequality, we have:
j0():X   ():Xj  jvi:X   (0):Xj+
Z 
0
jfl(0(t):X)  fl((t):X)jdt
By denition, jvi:X   (0):Xj  i. From the condition of fl, we have
j0():X   ():Xj  i +
Z 
0
Llj0(t):X)  (t):X)jdt (3.3)
From the Gronwall-Bellman inequality [36],
j0():X   ():Xj  ieLl
Combined with Equation (3.2), we get i+1  ieLl + .
In the special case of a linear autonomous hybrid system we have the
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following corollary.
Corollary 3. If 8t 2 [tk; tk+1], (t):loc = l and the dierential that equation
continuous states evolve follows has the form fl(X) = AlX + Bl, where Al
and Bl are constant matrices, then
i+1  ijeAlj+ :
On the other hand, if a transition occurs in the interval [ti; ti+1], the fol-
lowing error bound holds.
Lemma 4. If there exists  2 [0; ti+1   ti] such that a single transition from
location l to l0 occurs in  at time ti+ , then there exists a constant M > 0
such that
i+1  (i +M=Ll0)eL  M=Lj + ;
where L = maxfLl; Ll0g.
Proof. Fix i. Denote 

= ti+1   ti. Fix an execution fragment 0 2 FragsA
such that 0(0) = vi and 0:dur  .
Construct an auxiliary trace  : [0; ] 7! Q with following properties: (i)
(0) = vi; (ii) 8t 2 [0; ti + ), ddt:X = fl(:X); and (iii) 8t 2 [ti + ; ti+1),
d
dt
:X = fl0(:X). The execution fragment 
0 is a continuous mapping over
[0; ], thus its range is bounded. Denote Rk to be the reach set of continuous
variables of 0 over [0; ]. From Assumption 3 and 4, we can show that
jfl(X)  fl0(X)j over Rk is bounded. Denote M = supX2Rk jfl(X)  fl0(X)j.
By applying triangular inequality we have:
jvi+1:X (ti+1):Xj  jvi+1:X 0():Xj+j0():X ():Xj+j():X (tk+1):Xj
(3.4)
The continuous states of  and that of  evolve follow identical dierential
equation for the whole interval [ti; ti+1]. Thus jvi+1:X 0():Xj+ j():X 
(tk+1):Xj is analog to the right hand side of Equation (3.2). Following the
same steps as in Lemma 2, we have
jvi+1:X   0():Xj+ j():X   (ti+1):Xj  ieL + :
Note that 0 and  have the same rst state vi. Thus the dierence between
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0(t) and (t) comes from the dierent times the transitions occur. Thus:
j0():X   ():Xj  R 
0
jfl(0(t):X)  fl0((t)):Xjdt
 R 
0
jfl(0(t):X)  fl0(0(t):X)jdt+
R 
0
jfl0(0(t):X)  fl0((t):X)jdt
 M + R 
0
Ll0j0(t):X   (t):Xjdt
From Gronwall-Bellman inequality,
j0():X   ():Xj  (M=Ll0)(eLl0   1):
Combining the above equation with Equation (3.4), from the denition of
i+1, we have i+1  (i+M=Ll0)eL M=Ll0+. Thus the lemma follows.
For bounded invariants Inv(l) and Inv(l0), settingM = supX2Inv(l)[Inv(l0) jfl(X) 
fl0(X)j satises the above condition and makes the proof to go through, but
a smaller range for X based on reachability analysis from vi can provide
tighter bounds.
1 0  ;
2 for i = 0 : k   1 do
3 l  vi:loc; l0  vi+1:loc;
4 if l = l0 then
5 i+1  ieLl + ;
6 end
7 else
8 M  supX2Inv(l)[Inv(l0) jfl(X)  fl0(X)j;
9 i+1  (i +M=Ll0)eL  M=Ll0 + ;
10 end
11 end
12 return figki=0;
Algorithm 1: Algorithm to compute figki=0
An algorithm that computes figki=0 is presented in Algorithm 1. Starting
from i = 0, the algorithm checks whether a transition takes place in [ti; ti+1]
(line 4). If no transition takes place, i+1 is computed using Lemma 2 (line 5).
Otherwise, it is computed using Lemma 4 (line 8-9). Recall that the sample
trace  starts from some j and E(j) denotes the set of executions start in the
ball B(j) and visit the same sequence of location as the execution starts at
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j. It follows Lemma 2 and 4 that, for any  2 E(j) and any i = 0; 1; : : : ; k,
j(ti):X   vi:Xj  i, with i computed by Algorithm 1.
3.3.2 Reach Set Between Sampled Points
We presented an Algorithm (Algorithm 1) that computes the sequence of
accumulated error (figki=0) of a given (; T; ; )-simulation trace (). In
this section, we construct tubes between each consecutive samples. We will
show later that under our construction, the union of such tubes contains
the set of reachable state by executions starts from a state in a ball B()
corresponds to . This tube is the union of all tube segments between every
two consecutive sample points. To build the tube segments, we execute
Algorithm 2.
1   i;
2 do
3   b  ;
4 B  B(vi:X);
5 m supx2B jf(x)j;
6 while   m < i;
7 fmin  inf
X2B
f(X); fmax  sup
X2B
f(X);
8 Ri  Post(Bi(vi:X); ; fmin; fmax);
9 return Ri;
Algorithm 2: Algorithm to compute Ri
The reachable tube is overapproximated by a convex set Ri. The do-
while loop (lines 2-6) iteratively computes a ball B centered at vi:X with
the radius  which contains the bounded reach set from vi for  time. The
estimate of  is bloated by a constant factor b > 1 in each iteration, until
 is grater than i added to the bound of change in the norm of continuous
state in a  interval (m  ). Given the ball B, the following part of the
algorithm (lines 6-8) computes the set Ri  B. The vector fmin (fmax) is
the element-wise lower (upper) bound of the derivative of :X. The function
Post(Bi(vi:X); ; fmin; fmax) returns the the set of states can be reached
from the ball Bi(vi:X) up to  time with derivative bounded by fmin and
fmax.
Let the simulation trace  starts from a state j in a (; ; k)-representative
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cover. For any  2 E(j), we claim that Ri contains (t) with t 2 [tk; tk+1].
First, we prove the following lemma based on the assumption on termination
of Algorithm 2.
Lemma 5. Assume that the while loop in Algorithm 2 terminates. For all
 2 E(j), for all t 2 [ti; ti+1], (t) 2 B, where B is computed by the while
loop.
Proof. Fix any  2 E(j) and any i. In Section 3.3.1 we show that (ti):X 2
Bi(xi) (Equation (3.1)). We will prove the lemma by contradiction. Assume
on the contrary, (t) with t 2 [tk; tk+1] is not contained by B. Note that
(ti) 2 Bi(vi). The radius of B is  which is strictly greater than i (line
1, 3). So we have (ti) 2 B. Thus, there must be a rst time t strictly
before ti+1 such that  reaches the boundary of B. That is, there exist a
time t 2 [ti; ti+1) such that (i) j(t):X   vi:Xj = , and (ii) 8t 2 [ti; t],
(t) 2 B.
From triangular inequality,
j(t):X   vi:Xj  j(ti):X   vi:Xj+ j(ti):X   (t):Xj: (3.5)
By denition j(ti):X   vi:Xj  i. From the integral form of the ow
condition, j(ti):X   (t):Xj = j
R t
ti
f((t):X)dtj. We know that for t 2
[ti; t
], (t) 2 B. By denition of m in Algorithm 2, jf((t):X)j  m.
Thus, j R t
ti
f((t):X)dt  jt   tijm < m. The strict inequality is derived
from the fact t is strictly before ti+1. Substitute the above inequalities into
Equation 3.5 we get
j(t):X   vi:Xj < i +m: (3.6)
Recall that we choose t such that j(t):X   vi:Xj = . Combined with
Equation (3.6), we derived that  < i+m, which contradicts to the termi-
nating condition. Then the lemma follows.
Let L = maxl2L Ll denote the largest Lipschitz constant. We will show
that Algorithm 2 terminates and is sound.
Lemma 6. The while loop of Algorithm 2 terminates if L < 1. Moreover,
for any (t) 2 E(j) and for any t 2 [ti; ti+1], (t):X 2 Ri, with Ri computed
by the algorithm.
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Proof. First we prove termination. Fix any i. We will use the superscript (j)
to denote variable values after the jth iteration. Let V (j)

= (j)  m(j). We
show that there exists a constant c > 0 such that for each j, V (j+1) > V (j)+c,
and thus, eventually V (j) > i which terminates the while loop.
V (j+1)   V (j) = bj+1i  m(j+1)   bji  m(j)
= bj(b  1)i   [m(j+1)  m(j)]
= bj(b  1)i   jf(X)j+ m(j):
(3.7)
whereX 2 B(j+1)(vi:X) is the state at which jf(X)j = m(j+1) is realized.
Next, we estimate a lower bound on m(j) in terms of f(X). From the
denition of L, for allX 2 B(j), we have jf(X)j jf(X)j  jf(X) f(X)j 
LjX   Xj. Thus, m(j)  jf(X)j  jf(X)j   LjX   Xj. In particular, if
we choose the X 2 B(j)(vi:X) that is closest to X, then we get the tightest
bound m(j)  jf(X)j   Lbj(b   1)i. Replacing this in Equation (3.7) and
simplifying, we get V (j+1)   V (j) > c = (1  L)(b  1)i. Provided L < 1,
we have c > 0. It follows that there exists a nite j such that V (j) > i,
which terminates the loop.
Lemma 5 suggests that B is an overapproximation for the reach set of .
The algorithm computes a better overapproximation using B. The fmin and
fmax computed by the algorithm satises fmin  f((t):X)  fmax for each
t 2 [ti; ti+1]. Since, (ti) 2 Bi(vi:X) it follows that the overapproximation
computed by Post(Bi(vi:X); ; fmin; fmax) = R contains (t) for all t 2
[ti; ti+1].
3.3.3 Overapproximation of Bounded Reach Set
In Lemma 6, we prove that Algorithm 2 computes a Ri contains the reach set
of executions in E(j) in time interval [ti; ti+1]. We introduce Algorithm 3 for
computing an overapproximation of the reach set ReachA(0; T ). We assume
that T is divisible by  (T = k). In Line 2 of the algorithm, the initial set of
A is partitioned into a (; ; k)-representative cover with N elements. For the
center point of each part, Line 4 computes a (j; T; ; )-simulation trace using
some oracle. Line 5 computes a sequence of error bounds using Algorithm 1.
And Line 7 computes the reach set in time interval [ti; ti+1] using Algorithm 2.
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1 R ;;
2 fjgNj=1  Partition(; ; k);
3 for j = 1 : N do
4   Simulation(j; T; ; );
5 figki=0  errorbnd(; ; );
6 for i = 0 : k   1 do
7 Ri  reach(i; );
8 R R [Ri;
9 end
10 end
11 return R;
Algorithm 3: Main Algorithm to compute ReachA(0; T )
Then the union of all computed Ris is an overapproximation of the reach set
of A.
We will prove our rst main theorem on the soundness of Algorithm 3
based on the lemmas stated previously.
Theorem 1. Let R be the output of Algorithm 3, then R  ReachA(0; T ).
Proof. Fix any execution  2 ExecsA. Let fjgNj=1 (line 2) be a (; ; k)-
representative cover of the initial state. From Proposition 1, there exists a
j 2 f1; : : : ; Ng such that  2 E(j) . That is, (i) : fstate 2 B(j), and
(ii) for 0: fstate = j and i = 0; 1; : : : ; k,
(i):loc = 0(i):loc: (3.8)
Let  = (v0; 0); : : : ; (vk; k) be a (j; T; ; )-simulation trace computed in
line 4. From Denition 2, vi:loc = 
0(i):loc. For each i = 0; 1; : : : ; k.
Combined with Equation (3.8) we have (i):loc = vi:loc. That is,evaluated
at each sample time i, the execution  has the same location the sample
trace . Let Ri be computed from line 7 for some i. Form Lemma 6, we
have for any t 2 [ti; ti+1], (t):X 2 Ri. We reapply the same analysis to each
sample point i = 0; : : : ; k and get (t) 2 [ki=0Ri for all t 2 [0; T ]. From line
8, we have [ki=0Ri  R. Thus we have (t)  R for all t 2 [0; T ]. Recall that
 is selected randomly in ExecsA. Thus ReachA(0; T )  R follows.
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3.4 Completeness of the Algorithm
In the previous section, we present an algorithm to compute an overapprox-
imation of the bounded reach set of HA A. In this section, we present that
the overapproximation can be made arbitrarily tight given ne enough initial
partition , sample period  and stepwise simulation error .
First, let figki=0 be made using Algorithm 1, we prove the following lemma.
Lemma 7. Let figki=0 be the output of Algorithm 1 with inputs ; ;  > 0.
We have i ! 0 as ; ; ! 0 for all i.
Proof. By denition i is an increasing sequence. So it is sucient to show
that k ! 0 as ; ;  ! 0. From Assumption 2, there only nite many
transitions can occur on any execution of A in bounded time T . Let L > 0
be the maximum Lipschitz constant. We prove this lemma using induction
on the number of transitions. Assume that there are in total M transitions
on the simulation trace . For 1  m  M , let the mth transition occurs in
intervals [ti; ti+1] with i = am. Denote aM+1   1 = k.
Base case: Before the rst transition occurs, 0  i < a1. We have
a1 1  a1 2eL + :
Recursively apply the above inequality, we get
a1 1  0eLta1 + 
eLta1   1
eL   1  e
LT +
(eLT   1)
L
: (3.9)
Recall in Section 2.5, we assume that  is of a higher order of . Thus
a1 1 ! 0, as ; ; ! 0.
Induction: Assume that am 1 ! 0, as ; ;  ! 0, we will prove that
am+1 1 ! 0. From Line 7-10 of Algorithm 1, we have
am  am 1eL +M=L
 
eL   1+   am 1eL +M + :
It follows that if ; ;  ! 0, am ! 0. Using the same recursion as for
Equation (3.9), we have
am+1 1  ameLT +
(eLT   1)
L
:
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As ; ; ! 0, we proved that am ! 0. Thus am+1 1 ! 0.
Using the induction, we have k = aM+1 1 ! 0 as ; ;  ! 0. Then the
lemma follows.
For an HA A satises Assumption 1-4, we will show that we can compute
the reach set of A with arbitrary accuracy using Algorithm 3.
Theorem 2. For any accuracy d > 0 and time bound T > 0, there exists
; ;  > 0 such that if R is computed by Algorithm 3 using ; ; , then
R  Expand(ReachA(0; T ); d):
Proof. In line 8 of Algorithm 2, the set Ri is obtained by propagate the ball
Bi(vi:X) for a  interval of time using the maximum and minimum rate of
evolution (fmax; fmin). Recall that f is Lipschitz continuous (Assumption 3),
thus fmaxi; fmin is always bounded in bounded domain. Thus, for suciently
small initial radii i and period , the diameter of the set Ri can be made
less than d. That is D(Ri) < d. In Lemma 7, we show that for suciently
small ; ;  > 0, i can be made arbitrarily small. Thus, we can choose
suciently small ; ;  such that D(Ri) < d for any Ri computed in line 7
of Algorithm 3.
Let fjgNj=1 be the (; ; k)-representative cover. Let R(j)i denote the set
Ri computed in the j
th for loop (line 3-10) of Algorithm 3. Recall that we
dened Ej be the set of state reachable by executions in E(j). By denition,
we have Ej  ReachA(0; T ) for each j. Recall that the diameter of R(j)i is
less than d. Thus R
(j)
i  Expand(Ej; d) for each i. Thus, R = [j [i R(j)i 
[jEj  ReachA(0; T ) follows.
3.5 Summary
In this chapter, we presented a reachability algorithm for a class of HA spec-
ied with dierential equations. We made Assumptions 1-4 on the systems'
determinism, dwell time and bounds on dynamics. We introduce a (; ; k)-
representative cover of the initial set of the HA such that executions from
the same cover have similar behaviors. For each cover, a simulation trace is
generated and used to compute arbitrarily tight overapproximations of the
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reachable state of the executions from the cover. The algorithm involves two
steps. First, the overapproximated reach set at each sample time is gener-
ated. Then, each reach set on the sample time is propagated for a sample
period. We proved the soundness and completeness of the algorithm.
Our simulation-based approach is similar to the one presented in [37]. In
that paper, dierent types of annotations, including Lipschitz constant as we
used here, are used to compute the bound on distance between the reachable
state on a trajectory and its simulation points. While our approach can
handle transitions.
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CHAPTER 4
EXPERIMENTAL EVALUATION
We present the experimental evaluation of the simulation-based verication
algorithm with respect to running time and memory usage. Recall that the
input to the algorithm is a simulation trace  with l states, an unsafe set
U , and a model of the system. The algorithm iteratively computes over-
approximations of the reach set of any execution that may correspond to
 and decides if the -tube is safe or unsafe with respect to U . We have
implemented the algorithm in a tool, the Hybrid Trace Verier (HTV) 1.
The user interface and an experiment result is shown in Figure 4.1. HTV
can handle both linear and non-linear hybrid automata models. This imple-
mentation uses MATLAB's Optimization Toolbox for maximizing f(x) over
compact sets. In this experiments, we consider small initial sets where no
partition is needed. The experimental results reported here were performed
on a Intel dual core 2.26GHz processor. In the following Table we show
the performance of HTV in handling realistic benchmarks and scalability to
higher dimensional models.
Table 4.1: Tool performance
Benchmark #var,loc rt (s) #sp ct (s) #tra. err. m. (Kb)
Room Heating I 3,3 2 168 6.6 4 0.34 24.4
Room Heating II 10,10 2 168 22.6 4 0.67 70
Navigation I 4,4 4 192 9.6 3 0.04 36
Navigation II 4,9 5 232 14.0 4 0.06 43
Navigation III 4,16 7 316 17 5 0.12 58
Navigation IV 8,16 7 321 36 5 0.13 110
Satellites 2,2 3.5 564 14 1 0.15 58
Engine Control 4,2 4 200 11 4 2.50 37
In Table 4.1, the entries in the rst column indicate the benchmarks veri-
1HTVand case study les are available from: https://wiki.cites.uiuc.edu/wiki/
display/MitraResearch/HTV
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Figure 4.1: The user interface and an experiment result
ed. The following columns strand for (i) the number of continuous variables
and the number of locations in this benchmark, (ii) the real time measured
in seconds of the reachability computation, (iii) the number of simulation
samples generated, (iv) the computation time for running the tool measured
in seconds, (v) the number of transitions occur on the trajectory, (vi) the
maximum error of the computation, and (vii) the memory used for the com-
putation measured in Kb.
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Figure 4.2: Room heating benchmark with 3 rooms
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Figure 4.3: Overapproximation of reach set for the navigation system.
Figure 4.4: Overapproximation of reach set for the two satellites system.
4.1 Room Heating
The Room heating benchmark [38] (Figure 4.2) models a building with
several rooms that are heated by heaters that can be turned o and on.
The temperature dynamics is captured by linear dierential equations. The
discrete transitions capture heater control strategies. For example, heater
in room a is turned o and the one in room b is turned on when (1) the
temperature of room b is less than 18C, (2) a has the highest temperature
among rooms adjacent to b, and (3) the temperature of room a is at least
1 degree higher than that of room b. An example of benchmark is specied
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Figure 4.5: Overapproximation of reach set for the hybrid engine control
system.
with the following dierential equation:
_x =
266664
 0:9 0:5 0
0:5  1:3 0:5
0 0:5  0:9
377775x+
266664
0:4
0:3
0:4
377775u+
266664
6 0 0
0 7 0
0 0 8
377775h;
where x 2 R3 is a vector of the temperatures in each room, u 2 R is the
outdoor temperature, and h 2 f0; 1g3 is a vector of boolean variables, the ith
entry of which is set to 1 if the heater in the corresponding room is on.
The safety property of interest is that the temperature in all rooms remain
above a threshold, say 17C degree. Higher dimensional models are created
by increasing the number of rooms.
Figure 4.2 illustrates an instance of the benchmark with 3 rooms, whose
temperature are plotted in red, green and blue respectively. The subgure on
the left shows an actual execution from initial state [20; 20; 20] and heaters
on in rooms 1 and 2. And the subgure on the right illustrates an overap-
proximation of reach set computed by HTV. The overapproximation stays
above 17C indicating safety.
4.2 Navigation
The navigation benchmark [38] (Figure 4.3) is a linear hybrid automa-
ton which models positions of one or more particles in a partitioned plane.
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Each partition is associated with a constant external force which acts on
the particle which then moves according to Newton's laws. We consider
a version of the 3  3 of this benchmark. This is a deterministic hybrid
automaton with 4 continuous variables X = (x; y; vx; vy) and 9 locations
L = f(i; j)ji; j 2 f1; 2; 3gg. The system evolves according to dierential
equation _X = AX  Bu(i; j), where
A =
2666666664
0 0 1 0
0 0 0 1
0 0  1:2 0:1
0 0 0:1  1:2
3777777775
and B =
2666666664
0 0
0 0
 1:2 0:1
0:1  1:2
3777777775
:
The input u is assigned to be a constant in each mode
u(i; j) = [sin((c(i; j))=4); cos((c(i; j))=4)]T ;
where c(i; j) 2 f0; 1;    ; 7g determines a direction vector of location (i; j).
The safety property of interest is that the particles never reach some partition
simultaneously. An experiment result is shown in Figure 4.3. The subgure
on the left illustrate the inputs to each modes and the unsafe region. The
subgure on the right plot an experiment result where the red region is the
unsafe set, the blue curve is the true execution and the green region is the
result of reachability computation. Because the overapproximated reach set
is disjoint from the unsafe region in this experiment, we prove safety.
4.3 Satellite
The nonlinear satellite system [39] models the angular position of a pair of
satellites with nonlinear dierential equations. The discrete states model the
orbit that the satellites are following and the orbits change through thrusting.
The safety property of interest is that the satellites never come closer than
some threshold value.
The continuous state of the system X = (1; 2) captures the angular
position of the two satellites. The discrete state L = f1; 2g captures the
two possible orbits of the active satellite. The guards model the relative
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angular positions at which the orbital transition must occur. The dierential
equation for the passive satellite is
_1 =
1:0077
(1 + 0:3 cos(1))2
:
The dierential equations for the the active satellite is
_2 =
0:9933
1 + 0:3 cos(2)2
in orbit 1 and
_2 =
1:0446
(1 + 0:25 cos(2   0:44))2
in orbit 2.
The computed reach set is shown in Figure 4.4. The gure on the left is the
reach set in Cartesian coordinate. The pink area contains the execution of
passive satellite and the cyan area contains the execution of active satellite.
The gure on the right is the phase portrait. The darker tiny rectangle
denotes the unsafe region near the intersection of the two orbits.
4.4 Engine Hybrid Control
The Engine control system models a switched linear jet engine control
system. The controller switches between multiple adaptive control laws. The
continuous variables are the fan speed, the core speed and two adaptive
control parameters. The discrete state captures the control law. The required
safety property is that the core speed remains below a threshold.
We consider an example with 4 continuous variables X = (nf ; nc; x1; x2)
and 2 locations f1; 2g. The dynamics in each location is _X = AiX + ui,
i 2 f1; 2g. Where,
A1 =
2666666664
 3:961 0:7344 672:7 0
 3:704  1:774 1437 0
 0:004285 0 0 0
 0:01497 0:007887 5:543  5:425
3777777775
; u1 =
2666666664
1973
4257
2:354
11:92
3777777775
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A2 =
2666666664
 2:145 0:4919 0 672:7
0:1758  4:394 0 1437
 0:0301  0:02322  12:74 12:74
0  0:002217 0 0
3777777775
; u2 =
2666666664
699
1493
 22:14
1:264
3777777775
The invariants of locations are Inv(1) : w  0, Inv(2) : w > 0. Where
w =  0:0027nf+0:001823nc+x1 x2+1:0468. The required safety property
is that nc remains below a threshold.
The experiment result is illustrated in Figure 4.5. The subplot on the left
is the phase portrait of the fan speed vs. the core speed. The subplot on the
right illustrate the reach set of the core speed as a function of time.
In this case the Ai matrices are Hurwitz. In each location, dierent exe-
cutions converge to each other. According to Corollary 3, the error bound
shrinks when k >
c
1 jjeA(tk+1 tk)jj .
4.5 Discussion
For each case study, rst, from a SLSF model a sampled trace is generated.
Secondly, a hybrid automaton translation representing the SLSF model is
obtained using the HyLink tool [10]. Performance of the tool is shown in
Table 4.1. The second column gives the number of continuous variables and
locations. The following columns give the duration of simulation trace (Real
time), the number of sampled points (l), the run time of HTVfor computing
the overapproximation of reach set (Reach time), the number of transitions,
the maximum error in fkg's, and the memory used to store the reachable
set.
We observe that HTV's running time increases roughly linearly with the
number of continuous variables of the system. Furthermore, the memory
requirement for HTVgrows only linearly with the number of sample points
and the dimension of the system. This is because HTVstores the sampled
trace and the polyhedral overapproximation of the reach set between a pair
of consecutive sample points. These observations suggest that this combined
static analysis and simulation based approach may scale to larger problems.
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CHAPTER 5
DYNAMICAL SYSTEMS WITH
DIFFERENTIAL INCLUSIONS
We will present an approximate reachability algorithm for hybrid automata
with dierential inclusions. The algorithm computes overapproximation of
bounded time reach set and it is guaranteed to be complete. In Section 5.1, we
formally dene several concepts including dynamical system with symmetric
uncertainty, shrink concretization and shift abstraction. Then in Section 5.2,
we prove that the reach set of a dynamical system A can be upper and
lower bounded by the reach set of its shrink concretization B. In Section 5.3
we present a reachability algorithm for dynamical system with symmetric
uncertainty A. The algorithm runs iteratively over k time intervals each
of which has length  > 0. In the i(th) iteration, we rst dene a shrink
concretization of A shifted by i in time. The concretization we dened is a
dynamical system specied by dierential equations. Then the reach set of
the shrink concretization in a time interval is computed using Algorithm 3 (in
Chapter 3). Finally, the reach set of A is computed using the reach set of its
shrink concretization. The majority of the existing reachability algorithms
for system with dierential inclusions work for rectangular dynamics [26, 27]
or linear dierential inclusions [29, 30]. To the best of our knowledge, this is
the rst algorithm for computing arbitrarily precise bounded time reach sets
for nonlinear dierential inclusions.
5.1 Preliminaries of Dynamical Systems
5.1.1 Dynamical System
In this section, we discuss dynamical systems which is a special class of HA,
where no transitions can occur.
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Denition 4 (Dynamical system). We assume that the HA A = hV;L; Q;;
Grd; Inv; T i satises
(i) the set of discrete variable L = ftrueg is a singleton,
(ii) the set of guard Grd is empty such that no transition can be enabled,
and
(iii) the invariant Inv(true) = Q of the unique location covers the state
space.
Thus, dynamical systems are the class of HA with a single location and no
transition.
5.1.2 Symmetric Uncertainty
Recall that in Section 2.3, the set of trajectories T of HA A is specied with
a ow condition. Formally, for all  2 T and any t 2 [0; :dur],
d
dt
(t):X 2 F ((t):X);
for some Lipschitz continuous set-valued function F : val(X) 7! 2val(X). Let
L > 0 denote the Lipschitz constant of F . For simplicity, we say that the
set-valued function F species the set of trajectories T . In many dynamical
systems, the set-valued function F has additional topological properties. We
introduce a particular class of such functions.
Denition 5 (Symmetric uncertainty). A dynamical system A has r-symmetric
uncertainty for some r > 0 if there exists a function f : val(X) 7! RjXj such
that for all x 2 val(X),
F (x) = Br(f(x));
where F is a set-valued function species A.
Roughly, the ow condition of a dynamical system with symmetric uncer-
tainty is specied by a set-valued function F , which maps to a ball around
the value of a single-valued function f . The radius of the ball is a constant
r > 0. It is the same as saying F (x) = f(x) +Br(0) where the sum is in the
sense of Minkowski.
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5.1.3 Shrink Concretization
We introduce (r; q)-shrink concretization, which transforms a dynamical sys-
tem with symmetric uncertainty to a dynamical system specied by dier-
ential equations. Then, in Lemma 10-12, we show that the reachable set of
the original system can be bounded by the reachable set of its (r; q)-shrink
concretization.
Denition 6 (Shrink concretization). For a dynamical system A = hV;L; Q;;
Grd; Inv; T i, a dynamical system B = hV 0;L0; Q0;0; Grd0; Inv0; T 0i is a
(r; q)-shrink concretization of A for some r; q  0 if:
(i) V 0 = V;L0 = L;Q0 = Q;Grd0 = Grd; Inv0 = Inv,
(ii) for each x 2 val(X), F 0(x) = Shrink(F (x); r), where F is species T
and F 0 species T 0, and
(iii) the initial sets of the two dynamical system satisfy Shrink(; q)  0 
.
Recall that in Chapter 2 we dene Shrink(S; )

= fxjx 2 S^(min
y2@S
jy xj) 
g as the set S shrunk by . That is, a (r; q)-shrink concretization B of A
has the same set of variables as A. Compared to A, system B's behaviors are
restricted in two directions. First, the trajectories of B are specied by a set-
valued function (F 0), which is obtained by the set-valued function species
A's trajectories (F ) point-wisely shrunk by r. Second, the initial set of B is
contained by the initial set of A with a dierence no more than q. If A has
symmetric uncertainty, we have the following proposition.
Proposition 8. For any a dynamical system A with r-symmetric uncer-
tainty, for any q > 0 smaller than the radius of its initial set, let B be the
(q; r)-shrink concretization of A, then B is a dynamical system for which
there exists fB such that all the trajectories  of B satisfy the dierential
equation d
dt
(t):X = fB((t):X).
The proposition follows Denition 5 and Denition 6.
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5.1.4 Shift Abstraction
Denition 7 (Shift abstraction). For a dynamical system A = hV;L; Q;;
Grd; Inv; T i, a dynamical system B = hV 0;L0; Q0;0; Grd0; Inv0; T 0i is a -
shift abstraction of A for some ; k  0 if:
(i) V 0 = V;L0 = L;Q0 = Q;Grd0 = Grd; Inv0 = Inv,
(ii) the set of trajectories TA and TB are specied by the same set-valued
function F , and
(iii) the initial set of B is the reach set of A at time , 0 = ReachA().
That is, B is a -shift abstraction of A if it has all the same set of variables
and ow condition (specied by F ) as A. However, the initial set of B is
the reach set of A at time . We denote the -shift abstraction of A by
B = S(A).
Proposition 9. For a dynamical system A and its shift abstraction B =
S(A), for any t2 > t1   ,
ReachA(t) = ReachB(t  ); and
ReachA(t1; t2) = ReachB(t1   ; t2   ):
We omit the proof because it is standard. Roughly, the -shift abstraction
B is obtained by masking the behavior of A upto time , but nothing else.
So far in Section 5.1, we formally dened dynamical system with r-symmetric
uncertainty and (r; q)-shrink concretization. In the next section, we show
that the reach set of a dynamical system A can be upper and lower bounded
by the reach set of its (r; q)-shrink concretization.
5.2 Reach set of shrink concretization
In this section we discuss the relation between the reach set of a symmetric
uncertain dynamical system A and that of its shrink concretization B. Our
result shows that
Expand(ReachB(T );M2)  ReachA(T )  Expand(ReachB(T );M1)
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with some constantM1;M2 > 0. In addition, by some choice of small enough
initial set dierence q and time bound T > 0,M1 M2 can be made arbitrarily
small. First, we show the later half of the argument.
Lemma 10. Let dynamical system B be the (q; r)-shrink concretization of dy-
namical system A. Let L > 0 be the Lipschitz constant of set-valued function
FB which species the set of trajectories of B. For any T > 0,
ReachA(0; T )  Expand(ReachB(0; T );M1); (5.1)
where M1

= (q + rT )eLT .
Proof. From Denition 6, A and B share the same variables (V ) and state
space Q. The distance between the initial sets satises d(;0)  q. Let TA
denote the set of trajectories of A specied by the set-valued function FA.
Let TB denote the set of trajectories of B specied by the set-valued function
FB.
Fix any x 2 ReachA(0; T ), there exists  2 TA and a t 2 [0; T ] such that
(0):X 2  and (t):X = x. From the ow condition of , we know that for
all s 2 [0; t], d
ds
(s):X 2 FA((s):X).
Recall that ProjFB((s):X)(
d
ds
(s):X) denotes the set of elements in the set
FB((s):X) that is closest to the derivative of . We dene a function  :
[0; t] 7! RjXj such that for all s 2 [0; t],
(s) 2 ProjFB((s):X)(
d
ds
(s):X): (5.2)
That is, (s) is an arbitrary element in the set FB((s):X) that is closest to
the derivative of . From Denition 6, we have FB((s):X) = Shrink(FA((s):X); r).
That is, for d
dt
(s):X 2 FA((s):X), there always exists an element in FB((s):X)
within r distance from d
dt
(s):X. Thus,
j(s)  d
ds
(s):Xj  r: (5.3)
Dene a dierentiable function 0 : [0; t] 7! Q such that
(i) 0(0):X 2 0 such that j0(0):X   (0):Xj  q, and
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(ii) for any s 2 [0; t],
d
ds
0(s):X 2 ProjFB(0(s):X)((s)): (5.4)
From Denition 6, d(;0)  q, so there exists 0(0):X satises (i) above. At
any time s 2 [0; t], the derivative of 0 is some element of the set FB(0(s):X)
that is closest to (s). From Equation (5.4), using the property of projection,
we have d
ds
0(s):X 2 FB(0(s):X). It follows that 0 2 TB and 0(t):X 2
ReachB.
From Equation (5.2), (s) 2 FB((s):X). From Lipschitz condition of FB,
we have
d(FB(0(s):X); FB((s):X))  Lj0(s):X   (s):Xj:
Combined with Equation (5.4), we have dds0(s):X   (s)
  Lj0(s):X   0(s):Xj: (5.5)
So far, for any x 2 ReachA(0; T ), we construct a trajectory (0) of B. Next,
we will prove that j0(t)  xj M1.
By writing  and 0 in integral form, we have
j0(t):X   (t):Xj =
0(0):X + R t0 dds0(s):Xds  (0):X   R t0 dds(s):Xds
 j0(0):X   (0):Xj+
R t0   dds0(s):X   dds(s):X ds
 q + R t
0
 d
ds
0(s):X   d
ds
(s):X
 ds
 q + R t
0
 d
ds
0(s):X   (s) ds+ R t
0
(s)  d
ds
(s):X
 ds
Substitute Equation (5.3) and (5.5) into the above equation, we have
j0(t):X   (t):Xj  q + rt+
Z t
0
Lj0(s):X   0(s):Xjds: (5.6)
By Gronwall-Bellman inequality, we have
j0(t):X   (t):Xj  (q + rt)eLt  (q + rT )eLT =M2: (5.7)
It follows that (t):X 2 B(q+r)TeLT (0(t):X). Recall that (t):X is selected ar-
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bitrarily in ReachA(0; T ) and that 0(t):X 2 ReachB(0; T ). Thus, ReachA(0; T ) 
Expand(ReachB(0; T ); (q + rT )eLT ) follows.
Corollary 11. Let dynamical system B be the (q; r)-shrink concretization
of dynamical system A. Let L > 0 be the Lipschitz constant of set-valued
function FB which species the set of trajectories of B. For any T > 0,
ReachA(T )  Expand(ReachB(T );M1): (5.8)
In Lemma 10, we show that, given a (r; q)-shrink concretization B of dy-
namical system A, there exists a bound M1 such the reach set of the con-
cretization B expanded by M1 guarantees to contain the reach set of A.
Corollary 11 follows Lemma 10, where the reach sets at time T are studied
instead of reach sets up to time T . Next, we show that there exists a lower
bound M2 such that the reach set of A at least contain the reach set of B
bloated by M2.
Lemma 12. Let dynamical system B be the (q; r)-shrink concretization of
dynamical system A with r-symmetric uncertainty. Let L > 0 be the Lipschitz
constant of fB. Dene M2

= rT   rLT 2eLT . For small enough T > 0 such
that M2 > 0, the following holds:
Expand(ReachB(T );M2)  ReachA(T ); (5.9)
Proof. We assume that q; T are selected such that M2 > 0. Fix any  2 TB
with :dur  T . Let u : [0; T ] 7! Br(0)  2jXj be a measurable function
which we will specify later. Dene a function 0 : [0; T ] 7! Q as following:
(i) 0(0):X = (0):X, and (ii) d
dt
0(t):X = fB(0(t):X) + u(t). Specied a
measurable u(t) for t 2 [0; T ], 0(t) is well dened on t 2 [0; T ]. From the
type of u : [0; T ] 7! Br(0), it follows that for any t 2 [0; T ], ju(t)j  r. Thus,
for any t, it follows that
d
dt
0(t):X = fB(0(t)) + u(t) 2 Br(fB(0(t):X)) = FA(0(t):X):
Recall that 0(0):X 2 B  A. Thus, for any choice of u of the type
dened, we have 0(t) 2 TA. Next, we compute the distance between the two
trajectory  and 0. Noticing that  and 0 share the same initial state, we
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have
0(T ):X   (T ):X = 0(0):X   (0):X + R T
0
(fB(0(t):X)  fB((t):X) + u(t)) dt
=
R T
0
(fB(0(t):X)  fB((t):X)) dt+
R T
0
u(t)dt:
(5.10)
From the Lipschitz property of fB, we have
jfB(0(t):X)  fB((t):X)j  Lj0(t):X   (t):Xj: (5.11)
It follows that
j0(T ):X   (T ):Xj 
Z T
0
Lj0(t):X   (t):Xjdt+
Z T
0
ju(t)jdt
By Gronwall-Bellman's inequality, we get
j0(T ):X   (T ):Xj  rTeLT :
Combine the above iniquity with Equation (5.11), we have
R T0 (fB(0(t):X)  fB((t):X)) dt  R T0 Lj0(T ):X   (T ):Xjdt
 rLT 2eLT :
(5.12)
Recall Equation (5.10)
0(T ):X = (T ):X +
Z T
0
(fB(0(t):X)  fB((t):X)) dt+
Z T
0
u(t)dt:
Dene a point x

= (T ):X +
R T
0
(fB(0(t):X)  fB((t):X)) dt. Then, x is a
point dened by (T ):X added a bounded vector
R T
0
(fB(0(t):X)  fB((t):X)) dt.
From Equation (5.12), we know that x should belongs to the ballBrLT 2eLT ((T ):X),
as shown in Figure 5.1. Recall that u can be chosen arbitrarily as a mea-
surable function with the type [0; T ] 7! Br(0). It follows that the vectorR T
0
u(t)dt can be chosen arbitrarily in the ball BrT (0). From the assumption
thatM2 > 0, we have rT > rLT
2eLT . Thus for any y 2 BrT rLT 2eLT ((T ):X) =
BM2((T ):X), there exists a u such that the trajectory 
0 dened by u
reaches y. Thus, we conclude 0(T ):X can be chosen arbitrarily in the ball
BM2((T ):X).
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Figure 5.1: An illustration of the reach set of 0(T ):X
The lemma relies on an assumption M2 > 0. Indeed, rLT
2eLT  O(T 2)
while rT  O(T ). Thus by choosing small enough T > 0,M2 = rT rLT 2eLT
can be made positive.
So far in this section, we show that:
Expand(ReachB(T );M2)  ReachA(T )  Expand(ReachB(T );M1):
The dierence between the constant M1 and M2 suggests the precision of
this bounds. We have,
M1  M2 = (q + rT )eLT   rT + rLT 2eLT = qeLT + rT (eLT   1 + LTeLT ):
It follows that as q; T ! 0, M1   M2 ! 0. In the next section, we use
this result to compute an overapproximation of the reach set for symmetric
uncertain dynamical system. We show that the overapproximation can be
made arbitrarily tight.
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5.3 Reachability of Symmetric Uncertain Dynamical
System
In this section, we present a reachability algorithm that can compute over-
approximations the reach set of a dynamical system to arbitrary precision.
5.3.1 Reachability Algorithm
We introduce Algorithm 4 for computing an overapproximation of the reach
set of a dynamical system A with r-symmetric uncertainty. The Algorithm
takes ve inputs: (i) a dynamical system A, (ii) the measure r of the sym-
metric uncertainty (of A), (iii) sample period , (iv) the time bound T , and
(v) precision parameter . We assume that the time bound T is always divis-
ible by the sample period . We dene the number of samples to be k

= T

.
1 R ;; B  A; q  0;
2 M2  r   rL2eL;
3 for i = 0 : k   1 do
4 C  shrink(B; r);
5 (R0T ; RT ) reach(C; ; );
6 M1  (q + r)eL;
7 q  M1  M2 + ;
8 R R [ Expand(R0T ;M1);
9  Expand(RT ;M2   );
10 B  set(B;);
11 end
12 return R;
Algorithm 4: Algorithm to compute ReachA(0; T )
In this algorithm, the overapproximation of ReachA(0; T ) is computed it-
eratively on the intervals [i; (i+ 1)] for i = 0; 1; : : : ; k   1.
Initially (line ??), R is set to empty set, B is set to A and q is set to 0. The
constant parameter M2 is set to r   rL2eL. In each iteration (line 3-11),
R;B and q get reset (line 7, 8 and 10). At the beginning of each iteration,
dynamical system C is dened by shrink the dynamics of B (line 4). That is
C is identical to B except that the dierential inclusion species C is derived
by the dierential inclusion of B shrunk by r. Because B has r-symmetric
uncertainty as A, C is a dynamical system specied by dierential equations.
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Recall that in in Chapter 3, we present an algorithm that computes the
reach set of a HA specied by dierential equations with arbitrary accuracy
(Theorem 1 and 2). In line 5, we use the algorithm presented to compute
two sets R0T and RT , such that
ReachC(0; )  R0T  Expand(ReachC(0; ); );
ReachC()  RT  Expand(ReachC(); ):
(5.13)
In line 6, the bloating parameter M1 are dened. In line 7, the variable q is
set to M1  M2 + . In the next line, R is added the set R0;T expanded by
M1. In line 9-10, we dene a new B by setting its initial set to be  , where
the set  is obtained by bloating the set RT by q amount.
The algorithm returns a set R and a number q. We will discuss the sound-
ness and completeness of this algorithm in the next section.
5.3.2 Soundness and Completeness
In this section, we show that Algorithm 4 computes overapproximation of A
upto arbitrary precision. That is, for any d > 0, there always exists some
;  > 0 such that
ReachA(0; T )  R  Expand(ReachA(0; T ); d);
where R is computed by Algorithm 4.
First we prove that in each iteration of a run of Algorithm 4, C is indeed
a (r; q)-shrink concretization of the shift abstraction of A.
Lemma 13. In a run of Algorithm 4, let C(j) denote the value of C assigned
in iteration i = j. Let q(j) denote the value of q at the beginning of the
iteration i = j. Then, for each iteration i = 0; : : : ; k   1, C(i) is a (r; q(i))-
shrink concretization of the i-shift abstraction of A, Si(A).
Proof. Let B(j) denote the valuation of B at the beginning of the iteration
i = j. For any j, B(j) is specied by the same dierential inclusion as A. The
dierential equation species C(j) is obtained by the dierential inclusion of
B(i) shrunk by r (line 4). It follows that dierential equation species C(j)
is always obtained by the dierential inclusion of A shrunk by r. Note that
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shift abstraction does not change the dynamics. It follows that C(i) and
Si(A) satises condition (ii) of the denition of (r; q)-shrink concretization
(Denition 6). Thus, C(i) is a (r; q(i))-shrink concretization of Si(A) if and
only if the initial set of C(i), denoted (i), is contained by the initial set of
Si(A) with dierence no more than q(i) (condition (iii) in Denition 6). The
initial set of Si(A) is dened by ReachA(i). Thus, for proving the lemma,
it is sucient to prove the following hold for all i:
(i)  ReachA(i)  Expand((i); q(n)): (5.14)
We prove this argument by induction.
Base case: for i = 0, we have q(0) = 0 and B(0) = A. (0) is the same as
the initial set of A. It follows that (0) = ReachA(0). Equation (5.14) holds
for i = 0.
Induction: If for i = j, C(j) is a (r; q(j))-shrink concretization of Sj(A), we
will prove Equation (5.14) holds for i = j + 1. Let M
(j)
1 be the value of M1
dened in iteration i = j. It follows Corollary 11 and Lemma 12 that
Expand(ReachC(j)();M2)  ReachSj(A)()  Expand(ReachC(j)();M (j)1 ):
(5.15)
From Denition 7, ReachSj(A)() = ReachA((k + 1)). From line 5, the set
R
(j)
T satises:
ReachC(j)()  R(j)T  Expand(ReachC(j) ; ) (5.16)
Expand the rst half of the above equation by the amount of M
(j)
1 , we get
Expand(ReachC(j)();M
(j)
1 )  Expand(R(j)T ;M (j)1 ): (5.17)
Expand the later half of of Equation (5.16) by the amount ofM2 , we have
Expand(R
(j)
T ;M2   )  Expand(ReachC(j) ;M2): (5.18)
Combining Equation (5.15), (5.17) and (5.18), we get
Expand(R
(j)
T ;M2   )  ReachA((j + 1))  Expand(R(j)T ;M (j)1 ): (5.19)
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From line 9 of Algorithm 4, we have (j+1) = Expand(R
(j)
T ;M2   ). From
line 7 we get q(j+1) = M
(j)
1   M2 + . Substitute (j+1) and q(j+1) into
Equation (5.19), we nally derive:
(j+1)  ReachSj(A)()  Expand((j+1); q(j+1)):
It follows that, Equation (5.14) holds for i = j + 1.
By induction, we show that Equation (5.14) holds for any i = 0; : : : ; k  1.
Thus the lemma follows.
Combined the above lemma with Lemma 10 and 12, we can prove that
Algorithm 4 is both sound and complete.
Theorem 3. For a dynamical system A with r-symmetric uncertainty, for
any time bound T > 0, for any sample period  > 0, and any precision
parameter  > 0,
ReachA(0; T )  R;
where R is computed by Algorithm 4 using A; r; T; ; .
Proof. By the Proposition 9, for T = k, the reach set of A can be decom-
posed as the union of its shift abstractions'.
ReachA(0; T ) = [k 1i=0ReachSi(A)(0; ):
We denote R
(j)
0T andM
(j)
1 as the value of R0T andM1 assigned in the iteration
i = j. We will prove that for each iteration i = j,
Expand(R
(j)
0T ;M
(j)
1 )  ReachSi(A)(0; ):
In Lemma 13, it is proved that C(j) is the (r; q(j))-shrink concretization of
Si(A). It follows Lemma 10 that Expand(ReachC(j)(0; );M (j)1 )  ReachSi(A)(0; ).
From line 5, it follows thatR
(j)
0T  ReachC(j)(0; ). Thus we get Expand(R(j)0T ;M (j)1 ) 
ReachSi(A)(0; ). From line 8, we have that R  Expand(R(j)0T ;M (j)1 ) for any
j = 0; : : : ; k   1. It follows that R  ReachA(0; T ).
The above theorem establishes the soundness of Algorithm 4. Next, we
show that the overapproximation can be made arbitrarily tight. In the fol-
lowing lemma, we show that the value of q can be made arbitrarily small.
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Lemma 14. Fix any dynamical system A with r-symmetric uncertainty and
any time bound T > 0. For any precision requirement d > 0, there exist
small enough  > 0 and  > 0, such that for all iteration i = 0; 1; : : : ; k   1,
q(i) < d;
where q(j) denotes the assignment of q in the iteration i = j, in a run of
Algorithm 4 with parameters A; r; T; ; .
Proof. We denote M
(j)
1 and q
(j) as the values of variables M1 and q assigned
in the iteration i = j. Note that q(i) is increasing in i. It is sucient
to show that q(k 1) < d. Before any iteration, q is initialized to 0. The
parameter M2 = r(1   LeL) is constant during a run of the algorithm.
In the iteration i = 0, from line 6 we have M
(0)
1 = re
L. From line 7,
q(0) = r(eL   1 + LeL) + . In the iteration i = j + 1 iteration, M (j+1)1 is
computed by
M
(j+1)
1 = (q
(j) + r)eL (5.20)
It follows that q(j+1) satises a recurrence relation:
q(j+1) =M
(j+1)
1  M2 +  = eLq(j) + r(eL   1 + LTeL) + :
Solving the recurrence relation with initial condition q(0) = r(eL   1 +
LeL) + , we have:
q(k 1) =
ekL   1
eL   1
 
r(eL   1 + LeL) +  :
Note that eL  L and that k = T . It follows that
q(k 1)  e
LT   1
L
 
r(L + LeL) + 
  r(eLT   1)(eL + 1) + eLT   1
L
:
It follows that by selecting   O(2), q(k 1)  O(). Thus, the values of q
can be made arbitrarily small (q < d) by choosing small enough ;  > 0.
With Lemma 14, we are ready to state our last theorem which establishes
the completeness of Algorithm 4.
Theorem 4. For a dynamical system A with r-symmetric uncertainty, for
any time bound T > 0, for any precision requirement d > 0, there exists
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small enough sample period  > 0 and precision parameter  > 0, such that
R  Expand(ReachA(0; T ); d);
where R is computed by Algorithm 4 using A; r; T; ; .
Proof. Fix any d > 0. By Proposition 9, for T = k, the reach set of A can
be decomposed as the union of its shift abstractions'.
ReachA(0; T ) = [k 1i=0ReachSi(A)(0; ):
We denote R
(j)
0T andM
(j)
1 as the value of R0T andM1 assigned in the iteration
i = j. We will prove that for each iteration i = j,
Expand(R
(j)
0T ;M
(j)
1 )  Expand(ReachSi(A)(0; ); d):
In Lemma 13, it is proved that C(j) is the (r; q(j))-shrink concretization of
Si(A). It follows that
ReachC(j)(0; )  ReachSj(A)(0; ): (5.21)
From line 5, we have R
(j)
0T  Expand(ReachC(j)(0; ); ). It follows that
Expand(R
(j)
0T ;M
(j)
1 )  Expand(ReachSj(A)(0; ); +M (j)1 ): (5.22)
Notice that M
(j)
1 = (q
(j 1) + r)eL. Note that q(j) is increasing in j. In
Lemma 14, we show that the nal value of q(k 1) can be made arbitrarily
small by choosing suciently small ; . Thus, we can chose suciently small
;  such that (q(k 1)+r)eL+ < d. It follows that, for each i = 0; : : : ; k 1,
Expand(R
(i)
0T ;M
(i)
1 )  Expand(ReachSi(A)(0; ); d)
Let R be the set computed by Algorithm 4. It follows that
R = [k 1i=0 Expand(R(i)0T ;M (i)1 )  [k 1i=0 Expand(ReachSi(A)(0; ); d)
 Expand(ReachA(0; T ); d):
The theorem thus follows.
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5.4 Summary
In this chapter we dene the notions of shrink concretization and shift ab-
straction. The reach set of A is related to the reach set of its shrink con-
cretization as well as its shift abstraction. In Section 5.3, we presented a
reachability algorithm for a dynamical system A with symmetric uncertainty.
The Algorithm runs in iteration. In each iteration, a (r; q)-shrink concretiza-
tion C of the shift abstraction of A is dened. Specically, C is specied by
dierential equation, which facilitates reachability computation. Then, the
overapproximation of reach set of A is obtained by manipulating the reach
set of C.
This reachability algorithm can handle a general class of dynamical systems
specied with non-linear dierential inclusions. We prove that, for any d > 0,
by choosing small enough sample period  and precision , the set R returned
by the algorithm satises ReachA(0; T )  R  Expand(ReachA(0; T ); d).
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CHAPTER 6
CONCLUSIONS
In this thesis, we presented simulation-based reachability algorithms for dif-
ferent classes of hybrid systems. In Chapter 3, an algorithm compute an
overapproximation of the reach set of a given hybrid automaton A. The tra-
jectories of hybrid automaton A is specied by a set of dierential equations.
We also show that the overapproximation our algorithm computes can be
made arbitrarily tight. Then, in Chapter 4 we introduce the implementation
of the tool HTV and present experiment results on hybrid system bench-
marks including room heating systems, navigation systems, satellites systems
and engine control systems. Finally, in Chapter 5 we present an algorithm
computes the overapproximation of the reach set of a dynamical system A,
where the trajectories of A are specied by a set of dierential inclusions.
6.1 Contribution
For a hybrid system A, trajectories of which are specied by non-linear dif-
ferential equations, we show that there exists a cover of the initial set  of
A (we call (; ; k-representative cover)) such that executions start from the
same cover start from initial states close to each other and visit the same se-
quence of locations in bounded time. We assume the (; ; k)-representative
covers are computable. Then, given a simulation trace  from a state in a
cover, we can compute an overapproximation of the time-bounded reachable
states of any execution of A whose initial states in the same cover as . This
enables us to verify bounded time safety property. The proposed algorithm
combines the dynamic information from  and the static information from
the model A.
We have implemented a MATLAB tool called Hybrid Trace Verier (HTV)
that implments this methodology and uses traces generated from Mathwork's
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Simulink/Stateow (SLSF). For static analysis HTV translates the SLSF
models to hybrid automata using HyLink.
For a dynamical system A specied by non-linear dierential inclusions,
we presented an algorithm that can compute the bounded reach set of A
with arbitrary precision. The algorithm constructs a sequence of shrink con-
cretizations C(i) of A. The precise reach sets of C(i) can be computed using
algorithm presented in Chapter 3. Then, precise reach sets of A can be
obtained using the reach sets of C(i).
The reachability algorithms presented in this thesis can handle non-linear
dynamics, thus can potentially apply to a variety of practical systems. For
both algorithm presented, the soundness and completeness are formally proved.
6.2 Future Directions
The results from this thesis suggest several possible directions. A natural
extension of both algorithms is to use other classes of trajectory annota-
tions besides Lipschitz dynamics. Possible candidates of the annotation in-
clude contraction metrics and incremental stability and Lyapunov as studied
in [37]. For the algorithm for hybrid system with deterministic transitions,
an extension can be to consider non-deterministic transitions. For this objec-
tive, a simulation tree instead of a single simulation trace from an initial state
might be useful for capturing behaviors of the true executions. I will also be
interesting to study dynamical system specied by dierential inclusion with
non-symmetric uncertainties.
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