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ABSTRACT
Determinations of the UV luminosity function of AGN at high redshifts are important
for constraining the AGN contribution to reionization and understanding the growth
of supermassive black holes. Recent inferences of the luminosity function suffer from
inconsistencies arising from inhomogeneous selection and analysis of data. We address
this problem by constructing a sample of more than 80,000 colour-selected AGN from
redshift z = 0 to 7.5 using multiple data sets homogenised to identical cosmologies,
intrinsic AGN spectra, and magnitude systems. Using this sample, we derive the AGN
UV luminosity function from redshift z = 0 to 7.5. The luminosity function has a dou-
ble power law form at all redshifts. The break magnitude M∗ shows a steep brightening
from M∗ ∼ −24 at z = 0.7 to M∗ ∼ −29 at z = 6. The faint-end slope β significantly
steepens from −1.7 at z < 2.2 to −2.4 at z ' 6. In spite of this steepening, the contri-
bution of AGN to the hydrogen photoionization rate at z ∼ 6 is subdominant (< 3%),
although it can be non-negligible (∼ 10%) if these luminosity functions hold down
to M1450 = −18. Under reasonable assumptions, AGN can reionize He II by redshift
z = 2.9. At low redshifts (z < 0.5), AGN can produce about half of the hydrogen
photoionization rate inferred from the statistics of H I absorption lines in the IGM.
Our analysis also reveals important systematic errors in the data, which need to be ad-
dressed and incorporated in the AGN selection function in future in order to improve
our results. We make various fitting functions, codes, and data publicly available.
Key words: dark ages, reionization, first stars – intergalactic medium – quasars:
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1 INTRODUCTION
The luminosity function of active galactic nuclei (AGN) and
its evolution over cosmological time scales has been a mat-
ter of central interest of a large body of work over the last
five decades (Schmidt 1968; Mathez 1978; Schmidt & Green
1983; Koo & Kron 1988; Boyle et al. 1988; Hewett et al.
1993; Warren et al. 1994; Schmidt et al. 1995; Kennefick
et al. 1995; Pei 1995; Boyle et al. 2000; Fan et al. 2001,
2004; Richards et al. 2006; Hopkins et al. 2007; Croom et al.
2009a; Willott et al. 2010; Glikman et al. 2011; Ross et al.
2013; McGreer et al. 2013; Giallongo et al. 2015; Kashikawa
et al. 2015; Yang et al. 2016; Jiang et al. 2016). Determi-
nation of the AGN luminosity function constrains models
? Email: kulkarni@theory.tifr.res.in
of the build-up of supermassive black holes (Soltan 1982;
Yu & Lu 2004; Hopkins et al. 2007; Silverman et al. 2008;
Ebrero et al. 2009; Haiman & Menou 2000; Aird et al. 2010;
Ross et al. 2013; DiPompeo et al. 2014; Dotti et al. 2015;
Sijacki et al. 2015; Rosas-Guevara et al. 2016). Due to the
incidence of supermassive black holes in most galaxies, the
tight scaling relations observed to exist between the mass
of these black holes and properties of their host galaxies,
and the increasing consensus that AGN activity feeds back
on the host galaxy evolution, the AGN luminosity function
also constrains models of galaxy formation (Lapi et al. 2006;
Marulli et al. 2008). Finally, thanks to their brightness and
high Lyman-continuum (LyC) escape fractions, the lumi-
nosity function of AGN determines their contribution to the
ultraviolet background that governs the temperature and
ionization state of the intergalactic medium (IGM), possi-
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bly even primarily driving hydrogen and helium reionization
(Haardt & Madau 2012; Giallongo et al. 2015; Onoue et al.
2017; Parsa et al. 2018; Puchwein et al. 2019).
There is a renewed interest in understanding the evolu-
tion of the UV luminosity function of AGN, triggered by the
discovery of 19 low-luminosity (−18.9 > M1450 > −22.6)
AGN candidates between redshifts z = 4.1 and 6.3 by
Giallongo et al. (2015) using a novel X-ray/NIR selection
criterion. This finding suggested that AGN brighter than
M1450 ∼ −18 can account for all of the metagalactic hy-
drogen photoionization rate inferred from the Lyα forest at
4 < z < 6, despite the fact that these AGN are fainter than
the brightest star-forming galaxies at these redshifts. (The
UV luminosity function of galaxies at z = 6 has charac-
teristic magnitude M∗1450 ∼ −20 (Bouwens et al. 2015).) A
significant presence of AGN at high redshift (z ∼ 6) and a
dominant contribution of AGN to reionization is appealing
as the LyC escape fraction of galaxies is uncertain, whereas
for AGN it is close to 100% (Stevans et al. 2014; Lusso et al.
2015; Grazian et al. 2016). High-redshift galaxies down to
rest-frame UV magnitude MUV = −12.5 at z = 6 (Liver-
more et al. 2017) and redshifts up to z = 11.1 (Oesch et al.
2016) have now been reported. But the escape of LyC pho-
tons has been measured in only a few comparatively bright
(L > 0.5L∗galaxies) galaxies at relatively low redshifts (z < 4).
The escape fraction in these galaxies reveals a broad distri-
bution from less than 2% to more than 80% (Vanzella et al.
2010; Borthakur et al. 2014; Mostardi et al. 2015; Grazian
et al. 2016; Izotov et al. 2016; Shapley et al. 2016; Japelj
et al. 2017; Steidel et al. 2018; Fletcher et al. 2018; Matthee
et al. 2018; Chisholm et al. 2018; Izotov et al. 2018b,a), but
the average escape fraction is typically lower than 20%. Sta-
tistical constraints from H I column density measurements in
gamma-ray burst (GRB) afterglow spectra suggest an even
lower escape fraction of 0.5% (Chen et al. 2007; Fynbo et al.
2009; Tanvir et al. 2019). This is a challenge for reionization
models, which require an escape fraction of about 20% in
galaxies as faint as MUV = −13 (Finkelstein 2016; Robert-
son et al. 2015; Khaire et al. 2016). An enhanced incidence
of high-redshift AGN may also be consistent with the shal-
low bright-end slopes of the z ∼ 7 UV luminosity function
of galaxies relative to a Schechter function (Bowler et al.
2012, 2014; Bradley et al. 2014; Bowler et al. 2015) and the
hard spectra of these galaxies (Stark et al. 2015a,b, 2017; La-
porte et al. 2017). Finally, AGN may also provide a natural
explanation for the large scatter in the Lyα opacity between
different quasar sightlines close to redshift z = 6 (Becker
et al. 2015; Bosman et al. 2018; Eilers et al. 2018). These
opacity fluctuations extend to substantially larger scales
(& 50h−1cMpc) than expected in galaxy-dominated reion-
ization models (Chardin et al. 2015; although see Davies &
Furlanetto 2016; D’Aloisio et al. 2015; Becker et al. 2018).
AGN clustering can result in these fluctuations naturally if
there is a significant contribution (& 50%) of AGN to the
ionising emissivity at z = 5–6 (Chardin et al. 2017).
Several counter-arguments against a higher incidence of
AGN at high redshift have also been made. D’Aloisio et al.
(2017) and Mitra et al. (2018) pointed out that an enhanced
number density of AGN at z ∼ 6 can lead to a He II reion-
ization that occurs much earlier than indicated by the ob-
served evolution of He II IGM opacity (Worseck et al. 2011,
2016) and the evolution of the IGM temperature (Becker
et al. 2011; Boera et al. 2014) (see also Khaire 2017). For
instance, He ii reionization is complete at z = 4.5 in the
model of Madau & Haardt (2015), compared to z = 3 in
the conventional scenario with sharply dropping AGN emis-
sivity at z > 2 (Haardt & Madau 2012). Such early He II
reionization will also result in higher IGM temperatures due
to the associated photoheating. D’Aloisio et al. (2017) found
that the temperature of the IGM at mean density is twice
as much in AGN-dominated reionization models as the stan-
dard models at z = 3.5–5, in conflict with constraints from
the Lyα forest. This inconsistency could be avoided by pos-
tulating a reduced escape fraction of He II-ionizing photons
in AGN, but it is difficult to reconcile this with a unit es-
cape fraction of hydrogen-ionizing photons that is required
to explain the Lyα opacity fluctuations. Further arguments
against AGN-dominated reionization have been presented
by Finlator et al. (2016), who analysed the simulations of
metal-line absorbers at z ∼ 6. Finlator et al. (2016) find
that in their cosmological radiation hydrodynamical simula-
tions AGN-dominated UV background results in too many
C iv absorption systems relative to Si iv and C ii at z ∼ 6.
Finally, comparing the Giallongo et al. (2015) sample to X-
ray-selected quasar data at z = 0–6, Ricci et al. (2017) ar-
gued that the faint end of the AGN UV luminosity function
at z ∼ 6 is probably shallower that reported by Giallongo
et al. (2015). Ricci et al. (2017) argue that the apparent con-
tradiction with the results of Giallongo et al. (2015) could be
explained by contamination from the host galaxies for faint
AGN (see also Georgakakis et al. 2015; Weigel et al. 2015;
Vito et al. 2016).
The premier way towards a more robust understanding
of the AGN contribution to the UV background is to de-
termine the evolution of the AGN UV luminosity function
across cosmic time. To this end, numerous measurements
of the luminosity function at various redshifts have been
published in the last decade (Schulze et al. 2009; Croom
et al. 2009a; Willott et al. 2010; Glikman et al. 2011; Masters
et al. 2012; Ross et al. 2013; McGreer et al. 2013; Giallongo
et al. 2015; Jiang et al. 2016; Yang et al. 2016; Palanque-
Delabrouille et al. 2016; Onoue et al. 2017; Akiyama et al.
2018; McGreer et al. 2018). However, many of these infer-
ences suffer from inconsistencies arising from inhomogeneous
selection and analysis of AGN data. Some of the data sets
analysed in these studies consist of photometric samples,
which is likely to increase sample contamination. In some
studies, distinct data sets binned differently in redshift and
magnitudes were inhomogeneously combined. Some authors
imposed restricted priors on parameters while fitting lumi-
nosity function models, e.g., by fixing luminosity function
slopes to certain values, which may bias the result. Finally,
some studies arbitrarily excluded certain data sets. This
has resulted in a large scatter in the inferred high-redshift
hydrogen-ionizing AGN emissivity between various recent
studies. For instance, there is an order of magnitude scat-
ter between various estimates of the hydrogen-ionizing AGN
emissivity at z = 5–6 (Glikman et al. 2011; Masters et al.
2012; Giallongo et al. 2015; Akiyama et al. 2018; McGreer
et al. 2018; Parsa et al. 2018; Onoue et al. 2017). Our aim in
this paper is to address this issue, by constructing an AGN
sample with robust redshift and completeness estimates and
homogeneous assumptions of the cosmology and intrinsic
AGN spectrum. After constructing such a sample, we derive
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Figure 1. Redshift distribution of the 83,488 AGN considered in this analysis. Shown here are the observed AGN numbers, without
correcting for incompleteness. Further details on each of these data sets are in Table 1 and Section 2.
the UV luminosity function of AGN from redshift z = 0–7.5
and estimate the AGN contribution to the UV background.
We discuss our sample construction in Section 2. Our de-
rived luminosity functions are presented in Section 3. Sec-
tion 4 presents our inference of the AGN contribution to the
HI-ionizing UV background and He II reionization history.
We summarise our findings in Section 5.
We assume a flat cosmology with density parame-
ters (Ωm,ΩΛ) = (0.3, 0.7) and a Hubble constant H0 =
70 km s−1 Mpc−1. Comoving distances are given explicitly in
comoving Mpc (cMpc). Magnitudes are reported in the AB
system (Oke & Gunn 1983), and observed magnitudes are
point spread function (PSF) magnitudes (Stoughton et al.
2002) corrected for Galactic extinction (Schlegel et al. 1998)
unless otherwise noted. Our homogenised sample (Section 2)
uses absolute monochromatic AB magnitudes at a rest frame
wavelength of 1450 A˚.
2 HOMOGENISED AGN SAMPLE
We started by compiling the samples of recent photomet-
ric rest-frame UV-optical quasar surveys. The restriction to
UV-optical surveys was mainly driven by our science goal to
characterise the UV luminosity function of Type 1 quasars.
X-ray-selected samples are less suited for this purpose due
to spectroscopic incompleteness and the ∼ 0.4 dex scatter in
the conversion from X-ray to UV luminosity (Lusso et al.
2010; Georgakakis et al. 2015; Lusso & Risaliti 2016) that
contributes significantly to the error budget in the UV lumi-
nosity function of X-ray-selected samples unless rest-frame
UV photometry is incorporated (Giallongo et al. 2015). The
individual surveys and their main characteristics are listed
in Table 1. Figure 1 presents a redshift histogram of the
contributing surveys.
2.1 Sample Selection
We included surveys based on a set of simple criteria:
(i) High spectroscopic completeness of the target sample.
(ii) Accurate rest-frame UV-optical CCD photometry.
(iii) Statistical power (sample size, coverage in z and/or
absolute magnitude).
(iv) A well-characterised selection function.
As a prerequisite for a joint analysis of the QSO luminos-
ity function (QLF) we obtained the survey selection func-
tions in electronic form, either from the publication or by
request from the authors. As a reference for future surveys
we make them electronically available here in modified and
homogenised form (see Section 2.2 and Appendix E)1.
Due to their selection criteria and their statistical power
specific surveys contribute to distinct redshift ranges. At
z < 2.2 we considered quasars from the SDSS DR7 quasar
catalogue (Schneider et al. 2010) and the 2SLAQ survey cat-
alogue (Croom et al. 2009a). We restricted the SDSS DR7
sample to the 48,664 0.1 < z < 2.2 quasars selected with
the final SDSS quasar selection algorithm (Richards et al.
1 These data and the code for deriving the luminosity functions
are available on https://github.com/gkulkarni/QLF. The data
will also be made available on CDS upon acceptance of this
manuscript for publication.
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2002, 2006) from a survey area of 6248 deg2 (Shen & Kelly
2012). We adopted the SDSS targeting photometry corrected
for Galactic extinction (Schneider et al. 2010). To limit sys-
tematic uncertainties in the correction for host galaxy light
(detailed in Croom et al. 2009a) we restricted the 2SLAQ
sample to 9365 g < 21.85 0.4 < z < 2.2 quasars from its
spectroscopic survey footprint near the North Galactic Pole
(NGP, 7027 quasars in 127.7 deg2) and the South Galactic
Pole (SGP, 2338 quasars in 64.2 deg2). The small sample
overlap between SDSS and 2SLAQ (102 quasars) has negli-
gible impact on the QLF evaluation.
At 2.2 < z < 3.5 we used a single sample of 23,301 uni-
formly colour-selected quasars from 2236 deg2 in BOSS DR9
(Ross et al. 2013) due to several improvements compared to
previous surveys. First, it covers a similar magnitude range
as 2SLAQ but with > 20 times as many quasars. Second,
although the SDSS DR7 sample provides better coverage of
the bright end of the QLF at these redshifts, its selection
function is highly dependent on the assumed incidence of
(partial) Lyman limit systems in the IGM (Prochaska et al.
2009; Worseck & Prochaska 2011). The BOSS DR9 selection
function incorporates an improved treatment of the QSO
SED and the IGM, including stochasticity in the colour dis-
tribution due to intervening Lyman-limit systems. While the
BOSS DR9 selection function considers these improvements,
the uncertainty in the QLF remains dominated by assump-
tions in the selection function given the large sample size
(Ross et al. 2013). Variability-selected quasar samples cir-
cumvent this issue (Ross et al. 2013; Palanque-Delabrouille
et al. 2013, 2016), but may be affected by (i) single-epoch
imaging incompleteness at the faint end (Ross et al. 2013),
and (ii) uncertainties in the selection function caused by the
limited number of known z >∼ 3 quasars not selected by vari-
ability in the same footprint (Palanque-Delabrouille et al.
2013, 2016).
At 3.7 < z < 4.7 we used a combination of SDSS DR7
(1785 uniformly selected quasars from Schneider et al. 2010)
and the NDWFS+DLS survey (Glikman et al. 2010, 2011).
The lower cut z > 3.7 in SDSS limits the impact of sys-
tematic uncertainties in the Richards et al. (2006) selec-
tion function (Prochaska et al. 2009; Worseck & Prochaska
2011). We did not consider the results from surveys for faint
z ∼ 4 quasars in the COSMOS field (Ikeda et al. 2011; Mas-
ters et al. 2012) due to systematic errors in their selection
functions2. Furthermore, 30 per cent of the Masters et al.
(2012) COSMOS sample have visually estimated photomet-
ric redshifts, and the spectroscopic subsample reveals that
40 per cent of the visually estimated redshifts are biased low
(zspec > zest + 0.3, see their Figure 9). These unaccounted
systematic redshift errors at least partly explain the discrep-
ancy in the z ∼ 4 QLF between Glikman et al. (2011) and
Masters et al. (2012), which justifies our preference for the
2 Both studies simulated quasar colours with a mean IGM at-
tenuation curve (Madau 1995) that cannot account for stochastic
Lyman continuum absorption, and therefore underpredicts the
variance in quasar colours (Bershady et al. 1999; Inoue & Iwata
2008; Worseck & Prochaska 2011). Modelling the colour variance
in these surveys is essential, as most of the Ikeda et al. (2011)
quasars are near the edge of their colour selection region (see their
Figure 1), and Masters et al. (2012) require modest attenuation
of the U band flux relative to the mid-infrared flux.
former sample that is 77 per cent spectroscopically complete
at R magnitudes < 23.5 (Glikman et al. 2011).
At 4.7 ≤ z < 5.5 we combined several recent surveys,
accounting for sample overlap and updated selection func-
tions. At the bright end of the QLF we used the 99 quasars
from the SDSS+WISE survey (Yang et al. 2016) that have
M1450 ≤ −26.73 in our adopted cosmology. For these 99
quasars selected from 14,555 deg2 we adopted the Yang et al.
(2016) selection function. The Yang et al. (2016) sample par-
tially overlaps with the McGreer et al. (2013) SDSS DR7
sample, so to avoid double-counting quasars we used the
latter sample only at M1450 > −26.73, yielding 103 addi-
tional 4.7 ≤ z < 5.5 quasars selected in 6248 deg2. We used
the z ∼ 5 SDSS DR7 selection function from McGreer et al.
(2013) that supersedes the one from Richards et al. (2006)
due to improved bandpass corrections and IGM parameteri-
zation. To these two bright-end samples we added the faint-
end sample from the McGreer et al. (2013) SDSS Stripe 82
survey (59 uniformly selected M1450 > −26.73 4.7 ≤ z < 5.5
quasars in 235 deg2) and two 4.7 ≤ z < 5.5 quasars from
Glikman et al. (2011), adopting the respective selection func-
tions. We did not consider the limit on the z ∼ 5 QLF by
Ikeda et al. (2012) due to systematic errors in their selection
function3.
The SDSS colours of 5.1 < z < 5.5 quasars are simi-
lar to those of M and L dwarf stars, resulting in a low and
uncertain completeness (McGreer et al. 2013). WISE mid-
infrared selection performs better (Yang et al. 2016), but is
restricted to the bright end of the quasar population. Un-
like McGreer et al. (2013) we include the 9 uniformly se-
lected M1450 > −26.73 SDSS DR7 quasars and the 10 SDSS
Stripe 82 quasars at z > 5.1, adopting their low complete-
ness. As we will show in Section 3.2, the resulting QLF is
consistent with those at lower and higher redshifts, indicat-
ing that the McGreer et al. (2013) selection functions are
quite reliable.
At z ∼ 6 we combined the samples from all spec-
troscopic surveys with a determined selection function as
of June 2017. Jiang et al. (2016) recently compiled all
quasars discovered in several SDSS z ∼ 6 surveys to-
gether with consistently derived selection functions. Their
uniform sample consists of 24 quasars from the SDSS
main survey (11,240 deg2), 10 additional quasars in regions
with two or more SDSS imaging scans (so-called over-
lap regions, 4223 deg2), and 13 faint quasars from SDSS
Stripe 82 (277 deg2). The CFHQS (Willott et al. 2010) pro-
vided a uniform sample of 16 quasars in the Very Wide
Survey (494 deg2) and a single quasar in the Deep Sur-
vey (4.47 deg2). The one quasar detected in both SDSS
and CFHQS does not lead to underestimated statistical er-
rors in the QLF. Lastly, we included the two objects from
Kashikawa et al. (2015), one of which might be a galaxy due
to its narrow Lyα emission line (half width at half maxi-
mum 427 km s−1). With better photometry and additional
3 Ikeda et al. (2012) underestimated the dispersion in rest-frame
UV quasar colours with respect to SDSS at all redshifts (their
Figure 4). Contrary to their claim, photometric errors have a
small effect on the colour distribution of SDSS quasars given the
statistical errors of < 0.03 mag in gri for 90 per cent of the SDSS
DR7 bright quasar sample (i < 19.1) and a relative calibration
error of ∼ 1 per cent (Padmanabhan et al. 2008).
MNRAS 000, 1–31 (2019)
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Table 1. AGN samples analysed in this work.
Sample z rangea Survey Reference Number Area
of quasars (deg2)
1 0.0–2.2 SDSS DR7 Schneider et al. (2010) 48664 6248.0
2b 0.4–2.2 2SLAQ SGP Croom et al. (2009a) 2338 64.2
3b 0.4–2.2 — NGP Croom et al. (2009a) 7027 127.7
4 2.2–3.5 BOSS DR9 Ross et al. (2013) 23301 2236.0
5 3.7–4.7 SDSS DR7 Schneider et al. (2010) 1785 6248.0
6 3.6–5.2 NDWFS Glikman et al. (2011) 12 1.71
7 3.8–5.3 DLS Glikman et al. (2011) 12 2.05
8 4.7–5.4 SDSS+WISE Yang et al. (2016) 99 14 555.0
9c 4.7–5.5 SDSS DR7 McGreer et al. (2013) 103 6248.0
10c 4.7–5.5 — Stripe 82 McGreer et al. (2013) 59 235.0
11 5.7–6.5 SDSS Main Jiang et al. (2016) 24 11 240.0
12 5.7–6.5 — Overlap Jiang et al. (2016) 10 4223.0
13 5.7–6.5 — Stripe 82 Jiang et al. (2016) 13 277.0
14 5.8–6.6 CFHQS Deep Willott et al. (2010) 1 4.47
15 5.8–6.6 — Very Wide Willott et al. (2010) 16 494.0
16 5.8–6.5 Subaru High-z Quasar Kashikawa et al. (2015) 2 6.5
17d 4.0–6.5 CANDELS GOODS-S Giallongo et al. (2015) 19 0.047
18e 6.5–7.4 UKIDSS Mortlock et al. (2011) 1 3370.0
19e 6.5–7.4 UKIDSS Venemans et al. (2015) 1 3370.0
20e 6.5–7.4 ALLWISE+UKIDSS+DECaLS Ban˜ados et al. (2018) 1 2500.0
aRedshift range of the sample or, for small samples, approximate redshift range in which the survey is sensitive.
bRestricted to z < 2.2.
cRestricted to M1450 > −26.73 quasars to avoid overlap with the Yang et al. (2016) sample.
dUsed only in Section 3.3 and Appendix C due to lack of spectroscopic redshifts for majority of the sample.
eUsed only in Section 3.3 due to roughly estimated selection function.
spectroscopy recently reported by Onoue et al. (2017) the
Kashikawa et al. (2015) sample is complete. Although we
will account for the slightly different redshift sensitivities
for the different surveys, we will quote a nominal redshift
range 5.7 < z < 6.5 for the combined z ∼ 6 sample.
At the highest redshifts z > 6.5 we considered
ULAS J1120+0641 (z = 7.085, Mortlock et al. 2011) and
PSO J036.5078+03.0498 (z = 6.527, Venemans et al. 2015),
both discovered in UKIDSS imaging (3370 deg2), in addi-
tion to the current highest-redshift quasar J1342+0928 at
z = 7.54 selected from a combination of UKIDSS, WISE and
DECaLS (∼ 2500 deg2, Ban˜ados et al. 2018). Although cur-
rently only rough estimates exist concerning their selection
functions, these quasars provide constraints on the evolution
of the integrated quasar space density from z ∼ 6 to z ∼ 7.
We use them in our secondary analysis in Section 3.3. Al-
though we do not include the highly debated Giallongo et al.
(2015) sample in our main analysis due to its rough selec-
tion function and lack of spectroscopy for 17 of the 22 quasar
candidates, we use it in Section 3.3 to constrain the faint end
(M1450 > −23) of the QLF at z > 4.1. We restricted the Gi-
allongo et al. (2015) sample to the 19/22 sources considered
in their QLF.
2.2 Sample Homogenisation
For a joint fit of the QLF it is necessary to homogenise the
different survey samples in absolute magnitude, and to con-
vert their selection functions to the same absolute magnitude
system. For the analysis of the quasar UV emissivity and to
be consistent with published work at z > 3 we chose to con-
vert all samples and selection functions to the absolute AB
magnitude at a rest frame wavelength λ = 1450 A˚
M1450 (z) = m− 5 log
(
dL (z)
Mpc
)
− 25−Km,1450 (z) , (1)
with the luminosity distance
dL(z) = (1 + z)
c
H0
∫ z
0
dz′√
Ωm(1 + z′)3 + ΩΛ
(2)
to a quasar at redshift z, the apparent magnitude m in
a filter used in the survey, and the bandpass correction
Km,1450 (z) (Humason et al. 1956; Oke & Sandage 1968;
Wisotzki 2000; Hogg et al. 2002). For the bandpass correc-
tion we used a combination of the Lusso et al. (2015) stacked
quasar spectrum at λ < 2500 A˚, and the Vanden Berk et al.
(2001) quasar composite spectrum at longer wavelengths
to cover the lowest redshifts. The samples from SDSS and
BOSS are defined in the SDSS i band, while 2SLAQ is de-
fined in the g band. At z > 4.7 we adopted the SDSS z
band magnitude (in the following denoted zAB) for SDSS
DR7 quasars to avoid additional corrections due to the Lyα
forest. Figure 2 shows our bandpass corrections for SDSS,
BOSS and 2SLAQ as a function of redshift. We ignored the
luminosity dependence of the bandpass correction due to the
known anticorrelation of emission line equivalent width and
luminosity (Baldwin 1977). While the Lusso et al. (2015)
spectrum is for luminous (M1450 ' −27.2) quasars, UV com-
posite spectra including fainter quasars (Telfer et al. 2002;
Shull et al. 2012b; Stevans et al. 2014) give similar val-
ues, such that our bandpass corrections remain applicable
at M1450 <∼ − 24. Empirical luminosity-dependent bandpass
corrections show a <∼ 0.2 mag variation over ∼ 4 orders of ab-
solute magnitude depending on redshift and the filter, and
with a ∼ 0.2 mag intrinsic scatter due to individual quasar-
to-quasar variations (Ross et al. 2013; McGreer et al. 2013;
Palanque-Delabrouille et al. 2013).
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Figure 2. Bandpass corrections Km,1450 from a broadband mag-
nitude m = {g, i, zAB} to the monochromatic AB magnitude at
1450 A˚ as a function of redshift z for the Lusso et al. (2015) quasar
SED used in this work, and for two quasar composite spectra
(Vanden Berk et al. 2001; Telfer et al. 2002). The redshift range
has been restricted to exclude the Lyα forest and to account for
the different rest frame wavelength coverage of the spectra.
For the z < 2.2 sample we corrected the SDSS i and
2SLAQ g band magnitudes for host galaxy contamination
following Croom et al. (2009a). Considering the different
magnitude limits of 2SLAQ and SDSS, the modelled host
galaxy contamination is small for z > 0.5 quasars (< 0.1 mag
in g, < 0.2 mag in i), and is negligible at z > 0.8. In case the
band defining the magnitude limit of the survey undesirably
overlaps with the Lyα forest (Glikman et al. 2010, 2011;
McGreer et al. 2013) we adopted their respective bandpass
corrections to M1450. In particular, for the z ∼ 4 sample of
Glikman et al. (2010, 2011) we recomputed M1450 from the
R band photometry to be consistent with the selection func-
tion defined in R, and to avoid uncertainties in their spec-
trophotometry due to incomplete spectral coverage. Since
the Glikman et al. (2010, 2011) R band traces the rest frame
UV, we assumed negligible host galaxy contamination for
their faint quasars. For the remaining high-redshift surveys
reporting M1450 obtained by various methods (Willott et al.
2010; Mortlock et al. 2011; Kashikawa et al. 2015; Venemans
et al. 2015; Yang et al. 2016; Jiang et al. 2016; Ban˜ados et al.
2018) we did not re-compute M1450, but applied appropriate
shifts to correct to our adopted cosmology.
The selection functions were treated similarly, i.e. the
photometric selection function of survey j given in ob-
served magnitudes fp,j (m, z) (Richards et al. 2006; Croom
et al. 2009a; Glikman et al. 2010; Ross et al. 2013) was
transformed to our absolute magnitudes fp,j (M1450, z) with
Equation 1, while the ones given in M1450 were adjusted to
our cosmology. Note, however, that many surveys report ad-
ditional sources of incompleteness that require modifications
to the photometric selection functions.
For 2SLAQ we corrected for magnitude-dependent spec-
troscopic coverage in the two survey areas (fc,NGP (g) and
fc,SGP (g); Figure 4 in Croom et al. 2009a) and spectro-
scopic redshift success (fs,2SLAQ (g); Figure 6b in Croom
et al. 2009a) by multiplying them with the photometric se-
lection function, resulting in two area-specific 2SLAQ se-
lection functions fNGP (M1450, z) = fp,2SLAQfc,NGPfs,2SLAQ
and fSGP (M1450, z) = fp,2SLAQfc,SGPfs,2SLAQ that are rel-
evant for the QLF. The z < 4.7 SDSS photometric selec-
tion function was modified to include known imaging in-
completeness to fSDSS,z<4.7 = 0.95fp,SDSS,z<4.7 (Richards
et al. 2006). The BOSS colour-selected sample (Ross et al.
2013) contains quasars with fc,BOSSfs,BOSS ≥ 0.85, and we
adopted fBOSS = fc,BOSSfs,BOSSfp,BOSS = 0.962fp,BOSS.
Glikman et al. (2010) presented two area-specific photomet-
ric selection functions due to different filters employed, and
more follow-up spectroscopy was reported in Glikman et al.
(2011). We accounted for remaining spectroscopic incom-
pleteness at R > 23, yielding the final selection functions
fNDWFS and fDLS. The updated z ∼ 5 SDSS photometric
selection function (McGreer et al. 2013) was modified to
include imaging and spectroscopic incompleteness, yielding
fSDSS,z∼5 = 0.952fp,SDSS,z∼5. In the deeper z ∼ 5 SDSS
Stripe 82 survey the spectroscopic incompleteness is larger
and magnitude-dependent (Figure 14 in McGreer et al.
2013), resulting in fS82,z∼5 = 0.95fs,S82,z∼5 (i) fp,S82,z∼5.
Likewise, imaging and magnitude-dependent spectroscopic
incompleteness was factored into the Yang et al. (2016) pho-
tometric selection function (their Figures 5 and 7), resulting
in fSDSS+WISE = 0.97fs,SDSS+WISE (zAB) fp,SDSS+WISE. We
obtained a rough estimate of the Giallongo et al. (2015)
selection function by comparing the corrected and observed
QLFs, i.e. taking fGOODS−S = φobs/φcorr (see their Table 3).
Finally, for the three z > 6.5 quasars we assumed a selection
function of unity in a range of z and M1450 estimated by the
respective survey teams (private communication).
3 LUMINOSITY FUNCTION
After homogenising the samples and selection functions we
are in a position to compute the UV luminosity function of
AGN. We begin our analysis by computing binned estimates
of the luminosity function as a function of magnitude in sev-
eral narrow redshift intervals. We then perform parametric
maximum-likelihood fits of the luminosity function in the
individual redshift bins, examine the resulting parameters
as a function of redshift, and attempt a joint fit in magni-
tude and redshift. For simplicity we will use the notation
M ≡M1450 in the following.
3.1 Binned luminosity function estimates
In a magnitude bin [Mmin,Mmax), and redshift bin
[zmin, zmax), we define the binned luminosity function as
(Page & Carrera 2000)
φ ≡ NQSO
Vbin
, (3)
where NQSO is the number of quasars with magnitude
Mmin ≤ M < Mmax and redshift zmin ≤ z < zmax, and
Vbin =
∫ Mmax
Mmin
dM
∫ zmax
zmin
dz f(M, z)
dV
dz
, (4)
is the effective volume of the bin. The inclusion of the sur-
vey selection function f(M, z) (Section 2.2) in Equation (4)
accounts for what are sometimes called “incomplete bins”
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(Richards et al. 2006). The comoving volume element dV/dz
is given by
dV
dz
=
dV
dz dΩ
×A× 4pi
41253
, (5)
where A is the survey area in deg2, and
dV
dz dΩ
=
c
H0
d2L (z)
(1 + z)2
[
Ωm (1 + z)
3 + ΩΛ
]1/2 (6)
denotes the comoving volume element per unit solid angle
(Hogg 1999). The resulting luminosity function φ has units
of cMpc−3mag−1.
We evaluate the double integral in Equation (4) by the
Euler method, i.e., by simply summing over the “tiles” of the
selection function in M and z without interpolation. This re-
sults in Vi = 0 for a few quasars, which are subsequently re-
moved from our analysis4. In each bin we estimate the uncer-
tainty in the luminosity function by assuming Poisson statis-
tics (Gehrels 1986) for the number of quasars, i.e. assuming
negligible uncertainty in the selection function. While this is
a reasonable approximation for small surveys, large surveys
with negligible Poisson errors are instead limited by rarely
quantified systematic errors due to implicit assumptions in
their selection functions. The resultant binned luminosity
function estimates are shown by the circles in Figure 3.
From Figure 3 we see that the distribution of luminos-
ity function values in each redshift bin are suggestive of a
double power law form for the QLF. We will fit such a form
below. However, in several redshift bins we note a suspicious
decline of the luminosity function at the faint limit of sev-
eral surveys, for example in the 2SLAQ sample at z < 2.2,
and in the SDSS sample at z < 1.8 and z ∼ 4. The incon-
sistency between the SDSS faint end and the deeper 2SLAQ
QLF indicates that the SDSS selection function is system-
atically overestimated at its magnitude limit. At z ∼ 4 the
SDSS faint end QLF is inconsistent with the fainter Glik-
man et al. (2011) QLF. We identify such discrepant bins
by eye, discard the contributing quasars from our analysis,
and set their selection function values to zero. The discarded
magnitude bins are shown in Figure 3 by open circles.
3.2 Double power law fits
In each redshift bin, we model the QLF as a double power
law (e.g. Boyle et al. 1988)
φ(M) =
φ∗
100.4(α+1)(M−M∗) + 100.4(β+1)(M−M∗)
(7)
with four free parameters: (i) the amplitude φ∗, (ii) the
break magnitude M∗, (iii) the bright-end slope α, and (iv)
the faint-end slope β. By assuming broad, uniform priors,
we obtain posterior probability distributions for these pa-
rameters using the Markov Chain Monte Carlo technique
(MCMC, e.g., Jaynes 2015). The joint posterior probability
4 We note that the interpolation of sometimes coarse selection
functions is not straightforward due to their strong gradients. The
presence of objects with Vi = 0 implies that the selection function
has systematic errors.
distribution of the model parameters is then written as
p(φ∗,M∗, α, β|{Mi, zi}) ∝
p(φ∗,M∗, α, β)p({Mi, zi}|φ∗,M∗, α, β), (8)
where the constant of proportionality is independent of
the luminosity function parameters, and {Mi, zi} denotes
the magnitudes and redshifts of quasars falling in a red-
shift bin [zmin, zmax). We use a uniform prior distribution
p(φ∗,M∗, α, β) and, following the standard practice of un-
binned luminosity function estimates (e.g., Fan et al. 2001),
assume that the likelihood
L ≡ p({Mi, zi}|φ∗,M∗, α, β) (9)
is given by φ(M) itself with suitable normalisation. The neg-
ative logarithm of the likelihood S ≡ −2 lnL can then be
written as
S = −2
NQSO∑
i=1
lnφ(Mi, zi)
+ 2
∫ Mmax
Mmin
dM
∫ zmax
zmin
dz φ(M, z)f(M, z)
dV
dz
, (10)
where the integral over magnitude is on the surveyed range
of M . We use the emcee code (Foreman-Mackey et al. 2013)
for MCMC.
The above likelihood can also be understood as the limit
of the Poisson likelihood in luminosity and redshift bins
(Marshall et al. 1983; Fan et al. 2001). We can write the
probability of observing nij quasars in the (Mi, zj) bin as
the Poisson distribution
L =
∏
i,j
e−µijµ
nij
ij
nij !
, (11)
where
µij =
∫ Mi+1
Mi
dM
∫ zj+1
zj
dz φ(M, z)f(M, z)
dV
dz
, (12)
is the average number of quasars expected in the (Mi, zj)
bin given the luminosity function φ(M, z). In the limit of
infinitesimal bins, nij = 0 or 1, and Equation (11) can be
simplified to obtain Equation (10).
Our estimates for the double power law luminosity func-
tion are shown in Figure 3 for 25 redshift bins. We adopt the
posterior median as our fiducial model fit, and the 68.26%
equal-tailed credible interval as the uncertainty on φ. (We
adopt similar definitions for the derived quantities.) The re-
sultant parameter values are listed in Table 2.5 Consistent
with previous studies, the double power law model provides
an excellent description of the luminosity function model
over almost the complete range of redshifts spanned by the
data. It is only in the highest redshift bin (z = 5.5–6.5) that
the data seem to favour a single power law. In this bin, the
resultant posterior distribution of the break magnitude M∗
is bimodal with favoured values at the faint (M∗ > −18)
and bright end of the data (M∗ < −30). While in the liter-
ature z ∼ 6 quasars have been assumed to lie on the bright
5 Full posterior distributions for the luminosity functions them-
selves should be obtained by running our publicly available code.
This is also true for other models and derived quantities such as
emissivities that we discuss in this paper.
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Figure 3. Homogenised quasar luminosity functions at rest-frame wavelength λ = 1450 A˚ in redshift bins from z = 0.1 to 6.5. The
symbols show our inferred binned luminosity functions from various data sets: Schneider et al. (2010, red), Croom et al. (2009a, green),
Ross et al. (2013, dark blue), Glikman et al. (2011, light blue), Yang et al. (2016, yellow), McGreer et al. (2013, DR7 brown), McGreer
et al. (2013, Stripe 82 teal), Jiang et al. (2016, pink), Willott et al. (2010, orange), and Kashikawa et al. (2015, grey). Open circles in
corresponding colours indicate magnitude bins excluded due to incompleteness in the respective data sets. The number of AGN before
this selection is shown in parentheses; the selected number of AGN is shown outside parentheses. In each redshift bin, the black curve
shows our fiducial double power law model fit, which is represented by the median of the posterior probability distribution function. The
grey shaded area shows the one-sigma uncertainty (68.26% equal-tailed credible interval). See Sections 3.1 and 3.2 for further details.
end of the luminosity function (e.g., Jiang et al. 2016), a
comparison with the luminosity function at lower redshifts
(z < 5.5) suggests that these AGN should instead be under-
stood to describe the faint-end of a double power law. As we
discuss below, M∗ gets progressively brighter with redshift.
Therefore, after inspecting the data at lower redshifts, we
use restricted priors in the z = 5.5–6.5 redshift bin in order
to avoid bimodal distributions. In this bin, we restrict the
bright-end slope α to values less than −4, which is equiva-
lent to forcing M∗ to be at the bright end of the data. Other
parameters continue to have wide uniform priors. This also
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Figure 4. Redshift evolution of the four double power law parameters from the redshift bins shown in Figure 3. Vertical error bars show
one-sigma (68.26%) statistical uncertainties derived from the posterior distribution, whereas horizontal error bars show widths of the
redshift bins. We identify the general evolutionary trends of each of these parameters from the bins shown by the filled symbols. The
open symbols show bins that appear to be offset from these trends, likely due to systematic errors. The open circles at 2.2 < z < 3.5
show the BOSS sample, while the bins at z < 0.6 contain AGN from the SDSS and 2SLAQ data sets.
illustrates the importance of analysing the evolution of the
QLF with redshift.
The redshift evolution of the four double power law pa-
rameters is shown in Figure 4 and tabulated in Table 2. We
find interesting evolutionary trends in each of the four pa-
rameters. The break magnitude M∗ evolves by more than
eight magnitudes from redshift z = 0 to 7. The amplitude of
the luminosity function φ∗ evolves moderately from z = 0
to z ∼ 3 and then drops by more than five orders of mag-
nitude to about 10−12 cMpc−3mag−1 at z ∼ 7. The bright
end slope α has significant scatter but still shows a trend
towards more negative values, i.e., steeper luminosity func-
tion bright ends, at high redshifts. Finally, the faint end
slope also shows signs of increasing steepness towards high
redshifts, but with a marked discontinuity at 2.2 ≤ z < 3.5.
Discontinuities and scatter in the QLF parameters over
short redshift intervals in Figure 4 reveal further likely sys-
tematic errors in the survey selection functions. Quasars at
2.2 ≤ z < 3.5 taken solely from BOSS (Ross et al. 2013)
follow the redshift trends in φ∗ and M∗, but with significant
scatter in ∆z = 0.1 intervals that is much larger than the
statistical error. The discontinuity at z = 2.2 indicates a
mismatch of BOSS and SDSS+2SLAQ. The most striking
feature, however, is the apparent rapid redshift evolution of
the faint-end slope revealed in the BOSS sample, which is
also highlighted in Figure 3. Given the relatively smooth evo-
lution of all QLF parameters at lower and higher redshifts
it is unlikely that the QLF evolution at 2.2 ≤ z < 3.5 indi-
cated by BOSS is physical. Rather it reflects the systematics
limit of the large BOSS sample induced by a fixed selection
function that critically depends on the assumed quasar spec-
tral energy distribution, the IGM parameterization, and the
modeled photometric errors at the targeted magnitude limit
of the single-epoch SDSS imaging (Worseck & Prochaska
2011; Ross et al. 2012, 2013). Consequently, we exclude all
BOSS quasars from further analysis.
The imperfect match between SDSS and 2SLAQ (Fig-
ure 3) causes low-level systematics, as evidenced by the ap-
parent discontinuities in α at z < 2.2 and the jump in β at
z = 1.8 in Figure 4. At z < 0.6 the faint-end slope shows a
sharp increase which we attribute to remaining uncertainties
in the correction for host galaxy light and potentially missed
AGN in extended sources. We exclude z < 0.6 quasars from
further consideration. Due to different selection function pa-
rameters inter-survey systematics are definitely present at
z > 3.5 as well, but Poisson errors of the limited samples
dominate.
3.3 Evolution of the luminosity function
After excluding the redshift bins that are most obviously
affected by systematic errors, the remaining redshift bins
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Table 2. Posterior median double power law luminosity function parameters and their 1σ (68.26%) statistical errors in various redshift
bins shown in Figure 4. The luminosity function parameters φ∗, M∗, α, and β are defined in Equation (7), with β denoting the faint-end
slope. Quasars in each bin have redshifts zmin ≤ z < zmax with a sample mean 〈z〉. The total number of QSOs in each bin is given by
N ′QSO. The selected number of QSOs in each bin, after excluding faint QSOs due to excess incompleteness is given by NQSO.
〈z〉 zmin zmax NQSO N ′QSO log10(φ∗/ M∗ α β
cMpc−3mag−1)
0.31a 0.10 0.40 3520 3632 −5.72+0.08−0.12 −21.30+0.24−0.29 −2.74+0.09−0.11 −1.07+0.22−0.20
0.50a 0.40 0.60 4555 4686 −6.39+0.05−0.05 −23.38+0.10−0.09 −3.49+0.10−0.10 −1.55+0.04−0.04
0.72 0.60 0.80 3308 4684 −6.57+0.14−0.12 −24.21+0.22−0.18 −3.55+0.16−0.17 −1.89+0.06−0.05
0.91 0.80 1.00 3922 5248 −6.48+0.11−0.10 −24.60+0.16−0.14 −3.69+0.12−0.13 −1.88+0.07−0.05
1.10 1.00 1.20 6367 6566 −6.62+0.03−0.03 −25.24+0.05−0.05 −4.24+0.09−0.09 −1.84+0.02−0.02
1.30 1.20 1.40 6479 7132 −6.52+0.04−0.04 −25.41+0.06−0.06 −4.02+0.09−0.09 −1.88+0.03−0.03
1.50 1.40 1.60 7539 7771 −6.59+0.03−0.03 −25.77+0.04−0.04 −4.35+0.09−0.09 −1.87+0.02−0.02
1.71 1.60 1.80 6788 7421 −6.29+0.04−0.04 −25.56+0.06−0.06 −3.94+0.07−0.08 −1.69+0.03−0.03
1.98 1.80 2.20 10478 1087 −6.79+0.03−0.03 −26.35+0.04−0.04 −4.26+0.07−0.08 −1.98+0.02−0.02
2.30a 2.20 2.40 8419 8419 −6.16+0.07−0.06 −25.50+0.12−0.11 −3.34+0.11−0.12 −1.61+0.04−0.04
2.45a 2.40 2.50 3403 3403 −6.40+0.08−0.08 −25.86+0.14−0.13 −3.61+0.21−0.22 −1.60+0.05−0.04
2.55a 2.50 2.60 2640 2640 −6.15+0.08−0.08 −25.33+0.17−0.16 −3.31+0.15−0.16 −1.38+0.08−0.07
2.65a 2.60 2.70 1883 1883 −5.98+0.05−0.06 −25.16+0.13−0.13 −3.13+0.11−0.12 −1.05+0.08−0.08
2.75a 2.70 2.80 1135 1135 −6.29+0.07−0.07 −25.94+0.14−0.13 −3.78+0.26−0.29 −1.34+0.07−0.06
2.85a 2.80 2.90 1069 1069 −6.46+0.12−0.10 −26.22+0.23−0.18 −3.61+0.37−0.43 −1.46+0.08−0.07
2.95a 2.90 3.00 1104 1104 −6.76+0.07−0.06 −26.52+0.11−0.09 −5.01+0.58−0.64 −1.71+0.05−0.04
3.05a 3.00 3.10 1127 1127 −6.77+0.08−0.07 −26.48+0.11−0.10 −4.72+0.44−0.50 −1.70+0.06−0.05
3.15a 3.10 3.20 1041 1041 −7.25+0.15−0.12 −27.10+0.21−0.18 −4.39+0.75−1.18 −1.96+0.07−0.05
3.25a 3.20 3.30 815 815 −7.33+0.12−0.13 −27.19+0.19−0.21 −4.39+0.66−0.76 −1.93+0.06−0.05
3.34a 3.30 3.40 510 510 −7.54+0.22−0.22 −27.39+0.29−0.37 −4.76+1.29−1.38 −2.08+0.09−0.07
3.44 3.40 3.50 155 155 −6.78+0.20−0.20 −26.65+0.44−0.34 −3.72+0.68−0.89 −1.25+0.29−0.22
3.88 3.70 4.10 628 1204 −7.92+0.12−0.10 −27.26+0.14−0.12 −4.84+0.36−0.38 −2.07+0.10−0.09
4.35 4.10 4.70 442 603 −8.32+0.31−0.26 −27.37+0.39−0.32 −4.19+0.43−0.50 −2.20+0.16−0.14
4.92 4.70 5.50 263 263 −9.03+0.29−0.22 −27.89+0.36−0.26 −4.55+0.69−0.82 −2.31+0.11−0.09
6.00 5.50 6.50 66 66 −10.66+0.75−1.12 −29.19+1.09−1.89 −5.00+0.73−1.20 −2.40+0.09−0.08
aRedshift bin not considered in the joint QLF fit due to systematic errors (open circles in Figure 4).
(filled symbols in Figure 4) are consistent with a smooth
redshift evolution of the luminosity function parameters
that may be described by parametric models (Mathez 1976;
Schmidt & Green 1983; Koo & Kron 1988; Boyle et al. 1988;
Hewett et al. 1993; Warren et al. 1994; Schmidt et al. 1995;
Kennefick et al. 1995; Pei 1995; Boyle et al. 2000; Fan et al.
2001; Richards et al. 2006; Bongiorno et al. 2007; Croom
et al. 2009b; Ross et al. 2013; Palanque-Delabrouille et al.
2013). Such descriptions have also been developed in the lit-
erature for the X-ray (e.g., Aird et al. 2015) and so-called
bolometric luminosity functions (e.g., Hopkins et al. 2007).
Such “global” models of the QLF evolution are useful as
they give a continuous description of the luminosity func-
tion. This allows one to reduce the bias introduced by bin-
ning the data in arbitrary redshift bins. By potentially allow-
ing for extrapolations beyond the redshift range spanned by
the data, such models are valuable for understanding of the
physics behind the luminosity function. Ideally, one would
want to use physically meaningful parameters that govern
the formation and evolution of the AGN population. Unfor-
tunately, such physical parameterisation is yet to be devel-
oped. We therefore set up an empirical parameterisation to
describe the evolution of the four parameters of the double
power law model in Equation (7) as
log10 φ∗(z) = F0({c0,j}, z)
M∗(z) = F1({c1,j}, z)
α(z) = F2({c2,j}, z)
β(z) = F3({c3,j}, z), (13)
where the {cn,j} are the new model parameters, and the
{Fj} are functions that vary smoothly with redshift z. The
joint posterior probability distribution of these parameters
can be now written as
p({cn,j}|{Mi, zi}) ∝ p({cn,j})p({Mi, zi}|{cn,j}), (14)
where the likelihood
L ≡ p({Mi, zi}|{cn,j}), (15)
is now given by φ(M, z) with suitable normalisation. Note
that φ(M, z) is given by Equation (7), but now the four pa-
rameters in that equation are redshift-dependent. The nega-
tive logarithm of the likelihood S ≡ −2 lnL is a straightfor-
ward generalisation of Equation (10). We consider models in
which the evolution of the four double power law parameters
is modelled independently as in Equations (13), an approach
sometimes termed as “flexible double power law” (Aird et al.
2015). We present three such models in this paper. These are
shown in Figure 5. The three models differ in the way they
describe the evolution of the faint-end slope β and in the se-
lection of the AGN data. The models are defined as follows.
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• In Model 1 we assume that the functions F0, F1 and F2
from Equation (13) are Chebyshev polynomials in (1 + z),
written as
Fi (1 + z) =
ni∑
j=0
ci,jTj (1 + z) (16)
for i ∈ {0, 1, 2}, where ci,j are the parameters from Equa-
tion (13) and Tj (1 + z) are Chebyshev polynomials of the
first kind. We try successively higher orders of Chebyshev
polynomials in order to arrive at a good fit with the data.
As we discuss below, we find that φ∗, M∗ and α prefer
quadratic, cubic, and linear evolutions in (1 + z), respec-
tively. For the faint-end slope β we adopt a double power law
to account for a possible break at z ∼ 3 that is currently not
covered with credible data with well-characterised selection
function. Thus we write
F3 (1 + z) = c3,0 +
c3,1
10c3,3ζ + 10c3,4ζ
, (17)
where
ζ = log10
(
1 + z
1 + c3,2
)
, (18)
thus resulting in a five-parameter model with parameters
c3,i. The parameters c3,3 and c3,4 thus determine the low
and high redshift slopes of this evolution, with a break at
redshift c3,2. This is similar to the model of Hopkins et al.
(2007), who also favoured a broken power law model for the
evolution of the faint-end slope of the bolometric luminosity
function of quasars. Model 1 thus has 14 parameters. Ex-
cluding those deemed to be dominated by systematic errors,
as discussed in the previous section, all of the remaining
AGN from Table 1 are included while fitting this model.
• Model 2 parameterises the luminosity function evolu-
tion in the same way as Model 1, so that the faint-end slope
evolution is described by a double power law while the evo-
lution of the other parameters φ∗, M∗ and α is described
by, respectively, quadratic, cubic, and linear polynomials in
(1 + z). The total number of parameters is 14. However,
while fitting this model, we exclude the samples from Gial-
longo et al. (2015), Mortlock et al. (2011), Venemans et al.
(2015), and Ban˜ados et al. (2018) from the analysis (samples
17–20 from Table 1). As discussed in Section 2.1, these sam-
ples have approximate selection functions. Removing them
allows us to understand the effect this has on the favoured
evolution model.
• In Model 3, we again exclude samples from Giallongo
et al. (2015), Mortlock et al. (2011), Venemans et al. (2015),
and Ban˜ados et al. (2018) from the analysis (samples 17–20
from Table 1). We also continue to describe the evolution of
φ∗, M∗ and α by quadratic, cubic, and linear polynomials
in (1 + z), respectively. But in this model, the evolution of
the faint-end slope β is also assumed to be linear in (1 + z).
This model thus has just 11 parameters.
Figure 6 shows the three global models in comparison
with the binned fits from the previous section. The shaded
regions show the one-sigma (68.26%) uncertainty. The sym-
bols show the luminosity function binned in luminosity and
redshift, and the yellow shaded regions show the posterior
distribution of the double power law luminosity functions in
various redshift bins, as in Figure 3. Bins containing data
with large systematic error are excluded from Figure 6. All
three global models are in good agreement with the luminos-
ity functions in redshift bins, although Model 1 reproduces
best the apparent rapid evolution in the faint-end slope β
at z > 4. Given the systematic errors in the data, a quanti-
tative model selection is of limited use.
Figure 5 shows the parameter evolution in the global
models, by comparing it with the results from the fits in
individual redshift bins shown in Figure 4. All three mod-
els capture the steepening of the faint end of the luminos-
ity function towards higher redshifts. The derived form of
Model 1 is shown by the black curves in Figure 5. The accom-
panying grey shaded area depicts the one-sigma (68.26%)
uncertainty. The model is in excellent agreement with the
results of the fits in redshift bins discussed in the previous
section. The deviation of the BOSS quasars at z = 2–4 from
the smooth evolution is again strikingly apparent, as is the
deviation of the SDSS and 2SLAQ quasars at z < 0.6. This
is an indirect justification for the data selection discussion
previously in Section 3.2. Unfortunately, this model suffers
from a remarkably sharp break in the evolution of the faint-
end slope β at about z ∼ 3.5. As seen in Figure 5, the
data seem to require this break, although it seems unlikely
that such a sharp break at this redshift would be physical.
Model 1 thus serves to emphasize the necessity of better
quality data at these redshifts. Models 2 and 3 are shown in
Figure 5 by the green and orange curves, respectively. The
corresponding parameter values are tabulated in Table 3.
The evolution of the comoving number density of
quasars is shown in Figure 7 when the luminosity function is
integrated down to different limits. Symbols show the num-
ber densities derived from the data. Solid curves and shaded
regions show the global models. This number density evolu-
tion again highlights the systematic error in data at z ∼ 3.
The number density of AGN down to the limit of the deep-
est spectroscopic surveys (M1450 < −21) is about few times
10−6 cMpc−3 at its peak. At higher redshifts, data go down
to only about M1450 = −24. This density rapidly increases
with redshift at low redshifts and then drops with redshift
gradually at high redshifts. Figure 7 also shows the famil-
iar downsizing feature in which the number density of faint
AGN peaks at lower redshifts than that of the bright AGN
(Hunt et al. 2004; Nandra et al. 2005; Richards et al. 2006;
Matute et al. 2006; Ebrero et al. 2009; Kolodzig et al. 2013;
Aird et al. 2010, 2015). While the number density of AGN
with M∗ < −27 peaks at z ∼ 2.5, the number density of
AGN with M∗ < −24 peaks at z ∼ 2. However, the dif-
ference between our three models is dramatically evident in
Figure 7. Model 1 prefers a decrease in the number density of
faint quasars at z ∼ 3 followed by an increase at higher red-
shift. This is caused by the rapid steepening of the faint-end
slope in this model at this redshift (Figure 5). Figure 7 re-
veals another property of these models: when extrapolated,
the AGN number density diverges in all three models at
high redshifts. This results from the steep faint-end slope at
high redshifts combined with the rapid brightening of the
break luminosity. While no data exist at redshift z > 7.5,
this divergent behaviour is shared by previous models in the
literature (Hopkins et al. 2007).
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Figure 5. Luminosity function parameter evolution in the global models. The symbols show the posterior median values of parameters
with one-sigma (68.26%) uncertainties in redshift bins from Figure 4. Redshift bins deemed to be affected by systematics and removed
from the global analysis are shown by the grey open circles. In each panel, the solid curves and shaded regions show the three derived
global models with one-sigma uncertainties.
Table 3.Derived luminosity function evolution models. These pa-
rameters are defined in Equations (16) and (17). See Section 3.3
for further details and the redshift range of validity of these mod-
els. Errors indicate one-sigma (68.26%) uncertainties.
Param. Model 1 Model 2 Model 3
c0,0 −7.798+0.145−0.157 −7.432+0.192−0.211 −6.942+0.086−0.086
c0,1 1.128
+0.085
−0.081 0.953
+0.122
−0.107 0.629
+0.046
−0.045
c0,2 −0.120+0.005−0.006 −0.112+0.007−0.008 −0.086+0.003−0.003
c1,0 −17.163+0.219−0.226 −15.412+0.288−0.318 −15.038+0.156−0.150
c1,1 −5.512+0.127−0.124 −6.869+0.183−0.169 −7.046+0.100−0.101
c1,2 0.593
+0.011
−0.010 0.778
+0.016
−0.015 0.772
+0.013
−0.013
c1,3 −0.024+0.00035−0.00039 −0.032+0.001−0.001 −0.030+0.001−0.001
c2,0 −3.223+0.127−0.121 −2.959+0.127−0.143 −2.888+0.097−0.093
c2,1 −0.258+0.047−0.051 −0.351+0.054−0.052 −0.383+0.039−0.041
c3,0 −2.312+0.034−0.032 −2.264+0.038−0.036 −1.602+0.029−0.028
c3,1 0.559
+0.049
−0.045 0.530
+0.054
−0.049 −0.082+0.009−0.009
c3,2 3.773
+0.017
−0.016 2.379
+0.118
−0.085 —
c3,3 141.884
+31.521
−8.832 12.527
+7.349
−3.618 —
c3,4 −0.171+0.101−0.116 −0.229+0.135−0.150 —
4 THE AGN CONTRIBUTION TO
REIONIZATION
We now discuss the contribution of AGN to the hydrogen
and helium reionization in our luminosity function model.
We first derive the redshift evolution of the 912 A˚ emissivity
of AGN, and then use this to estimate the contribution of
AGN to the H i photoionization rate between z = 0 and
z = 7, as well as the redshift evolution of the average He iii
fraction in the IGM for a quasar-driven He ii reionization.
4.1 Quasar emissivity at the hydrogen Lyman
limit
For simplicity we assume that all quasars have a universal
UV SED, parameterised as a power law fν ∝ ναν with a
break at 912 A˚,
fν ∝
{
ν−0.61 if λ ≥ 912 A˚,
ν−1.70 if λ < 912 A˚
(19)
as derived from a stacked spectrum of 53 luminous (M1450 '
−27) z ' 2.4 quasars (Lusso et al. 2015), and consistent
with recent composite spectra of low-z quasars with a wide
range in luminosity (Shull et al. 2012b; Stevans et al. 2014).
The extreme UV SED of faint (M1100 ≈ −22) AGN may
be significantly harder (αν = −0.56, Scott et al. 2004), but
the exact value of the slope critically depends on the total
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Figure 6. Luminosity function estimates from z = 0.6 to 6.5. Similar to Figure 3, the symbols show our inferred binned luminosity
functions. In each redshift bin, yellow curves show our fiducial double power law luminosity function model in that redshift bin. Other
curves show the three global evolution models. Shaded regions show the one-sigma (68.26%) uncertainties.
rest-frame wavelength coverage, the adopted continuum win-
dows, the correction for IGM line blanketing, and the ability
to distinguish low-equivalent-width emission lines from the
underlying continuum (Stevans et al. 2014; Lusso et al. 2015;
Tilton et al. 2016). For the computation of the hydrogen
Lyman limit emissivity the choice of the spectral index at
λ < 912 A˚ is inconsequential, whereas for the calculation of
the H i photoionization rate in the IGM and the He ii reion-
ization history other sources of uncertainty dominate (see
below). We note that all composite AGN spectra are consis-
tent with an AGN Lyman limit escape fraction of unity (see
also Grazian et al. 2018 for a recent sample of faint z ∼ 4
AGN). We therefore adopt an escape fraction of unity for
Lyman continuum photons.
With our adopted SED the specific comoving volume
emissivity of quasars at 1450 A˚ can be written as
1450 (z) =
M lim1450∫
−∞
dM1450 φ (M1450, z) 10
−0.4(M1450−51.60),
(20)
which depends on the adopted magnitude limit M lim1450 and
on the faint-end slope of the QLF if M lim1450 M∗. The 912 A˚
emissivity is then given by
912 = 1450 ×
(
912
1450
)0.61
. (21)
The black circles in Figure 8 show the comoving 912 A˚ emis-
sivity obtained from the individual QLF fits (Table 2) for
M1450 < −18 (left panel) and M1450 < −21 (right panel),
respectively. Redshift bins that were removed from the anal-
ysis due to large systematic errors in the QLF parameters
are shown as open circles, with the error bars representing
68.26% equal-tailed credible intervals. Our derived emissiv-
ity values at 912 A˚ and at 1450 A˚ are listed in Table D1
for reference. The emissivity peaks between z = 2 and 3 at
912 ' 1025 erg s−1 Hz−1 cMpc−3 depending on the magni-
tude limit, and decreases rapidly towards lower and higher
redshifts. Systematic errors in the faint-end slope derived
from BOSS data are more pronounced for M1450 < −18 due
to extrapolation of the QLF.
To account for redshift effects in the calculation of the
H i photoionization rate, a continuous function 912 (z) is re-
quired. As our parametric QLF models from the previous
section suffer from non-monotonic or divergent AGN num-
ber densities, we do not use them to derive the correspond-
ing 912 (z), but instead fit the individual emissivity values
derived from credible data with a five-parameter functional
form used by Haardt & Madau (2012)
912 (z) = 0(1 + z)
a exp(−bz)
exp(cz) + d
, (22)
assuming a Gaussian likelihood for the emissivity values. For
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M1450 < −18 we obtain
1450 (z) =
(
1024.72erg s−1 Hz−1 cMpc−3
)
(1 + z)8.42
× exp(−2.1z)
exp(1.09z) + 38.56
, (23)
and for M1450 < −21 we get
1450 (z) =
(
1023.91erg s−1 Hz−1 cMpc−3
)
(1 + z)8.26
× exp(−1.3z)
exp(1.62z) + 13.6
, (24)
where the parameter values are median values of
marginalised posterior distributions. The 912 A˚ emissivity
is then given by Equation (21). The resultant curves and
the corresponding one-sigma uncertainties are shown in Fig-
ure 8. Table D2 provides the derived emissivities at 912 A˚
and 1450 A˚ together with their derived errors at 0 < z < 15,
extrapolating at z < 0.6 and at z > 6.5.
4.2 Comparison to the literature
Before proceeding to derive estimates of the quasar contri-
bution to the IGM H i photoionization rate from the fit-
ted 912 A˚ emissivity, it is instructive to compare our results
to recent estimates from the literature6. The various blue
symbols in Figure 8 show emissivity values that we have
computed from other recent QLF determinations in nar-
row redshift ranges. The various curves show emissivities
derived from parametric QLF model fits over larger redshift
ranges, or fits to 912 (z). All QLFs using different magni-
tude systems have been converted to M1450 with the Lusso
et al. (2015) SED, and all QLFs have been adjusted to our
cosmology. For the z ' 0 QLF reported by Schulze et al.
(2009) we convert their BJ magnitudes in the Vega system
to our AB magnitudes as M1450,AB = MBJ ,Vega + 0.59. Ly-
man limit emissivities have been consistently derived using
Equation (19) and for our adopted magnitude limits when-
ever possible. We note that due to strong covariance in the
QLF parameters it is not straightforward to compute sta-
tistical errors of  from given QLF fits, and we refrained
from estimating them from the fits in the literature. The
statistical errors of our binned emissivities are based on the
posterior of the QLF fits from unbinned data, and thus nat-
urally account for the covariance in the QLF parameters. In
contrast, Khaire & Srianand (2015) derived the majority of
their values by refitting binned QLFs with fixed QLF slopes,
and they calculated errors by propagating the errors in the
QLF slopes, some of which they had assumed or inflated
from the cited literature. These incorrect procedures affect
the emissivity values derived by Khaire & Srianand (2015).
The brown dashed curve in Figure 8 shows the AGN
912 A˚ emissivity model adopted by Haardt & Madau (2012),
which is based on the bolometric luminosity function from
Hopkins et al. (2007). The bolometric emissivity derived by
Hopkins et al. (2007) converges for luminosities L > 0 due
to their shallow faint-end QLF slope, which should yield a
higher 912 A˚ emissivity for both our adopted magnitude lim-
its. We attribute much of the discrepancy to the conversion
from bolometric to 912 A˚ emissivity assumed by Hopkins
et al. (2007). Figure 8 also shows the emissivity curve from
Madau & Haardt (2015) that was inspired by recent QLF
fits including the highly debated Giallongo et al. (2015) re-
sults. The emissivity adopted by Madau & Haardt (2015)
exceeds our fits by more than a factor of two at z <∼ 1 and
z >∼ 4. Moreover, we stress that our emissivities have been de-
rived for fixed magnitude limits M lim1450 at all redshifts (Equa-
tion (20)), whereas other authors have adopted magnitude
limits M lim1450 (z) = M∗ (z) + 5 that vary with break magni-
tude and redshift (Giallongo et al. 2015; Madau & Haardt
2015; Khaire & Srianand 2015; Puchwein et al. 2019). We
deem the latter convention to be physically unfounded, be-
cause (i) the customary QLF double power-law parameter-
ization thus far lacks a deeper physical meaning, (ii) M∗
decreases by more than five magnitudes with redshift (Fig-
6 We do not compare to Manti et al. (2017) due to an error in
their analysis. Integration of the 912 A˚ emissivity to M lim1450 = −19
with their double power law QLF parameterization as a function
of redshift yields values 13–75 per cent higher than those implied
by their Equation 9. This also explains the striking discrepancy
to literature values at z < 3 (their Figure 4).
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Figure 8. The 912 A˚ emissivity of AGN down to a limiting magnitude for a luminosity function integration limit of M1450 = −18
(left panel) and M1450 = −21 (right panel). Black filled circles with one-sigma (68.26%) error bars in both panels show the emissivity
determinations in redshift bin deemed to have low systematic errors. Open circles show emissivities for redshift bins that we remove from
analysis due to high systematic errors. Solid red curves in both panels show the derived posterior median emissivity evolution model,
with the shaded area showing the one-sigma (68.26%) uncertainty. Also shown for comparison in both panels are models by Schulze et al.
(2009, pentagon symbol), Masters et al. (2012, star), Giallongo et al. (2015, square), Akiyama et al. (2018, triangle), McGreer et al.
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ure 4, see also McGreer et al. 2013 and Yang et al. 2016),
and (iii) the various QLF fits at the same redshift are highly
discordant (Appendix B). Inhomogeneous magnitude lim-
its lead to artificial scatter in the derived emissivities if the
faint-end slope of the QLF is not sufficiently shallow. Our
fixed magnitude limits bracket a reasonable range of QLF
extrapolations beyond the range covered by current data,
whereas a varying limit M∗+ 5 includes feeble M1450 ' −18
AGN at z < 0.6, but excludes verified M1450 ' −24 quasars
at z ' 6 (Figure 4).
Palanque-Delabrouille et al. (2013, 2016) presented two
variability-selected quasar samples that are not included in
our analysis, and therefore provide a valuable cross-check.
In Figure 8 we show the emissivities computed from their
parametric model fits to binned QLFs at 0.68 < z < 4.
Palanque-Delabrouille et al. (2013) fitted pure luminosity
evolution models to binned QLFs from their data set and
the one by Croom et al. (2009b), but with a discontinuity in
the QLF slopes at z = 2.2 that cause artificial discontinuities
in the QSO number density and the emissivity. The good
agreement with our inferences at z < 2.2 is partially due
to sample overlap. Palanque-Delabrouille et al. (2016) pre-
sented an independent sample of 13876 variability-selected
quasars. They fitted their binned QLFs with a pure luminos-
ity evolution model at z < 2.2 and a luminosity and density
evolution model at higher redshifts, imposing continuity at
z = 2.2. The emissivity computed from their QLF is in good
agreement with our results at z < 2.2, but is systematically
lower at higher redshifts. Caditz (2017) corrected an appar-
ent error in the bandpass correction applied by Palanque-
Delabrouille et al. (2016) that results in a higher QLF at
z > 3. However, his higher inferred φ∗ at z = 0 causes
a 30–60 per cent higher emissivity at z < 2.2 compared
to our inferences. Since neither Palanque-Delabrouille et al.
(2013, 2016) nor Caditz (2017) fitted the QLF in narrow
redshift bins from unbinned quasar data, it remains unclear
whether there is a systematic difference between colour-
selected and variability-selected samples at z < 2.2. As
variability-selected samples to not probe the faint end of the
QLF at z > 3, inferences of the high-redshift quasar number
density and emissivity are highly uncertain at present.
We also calculate the 912 A˚ emissivities from various
determinations of the UV QLF in narrow redshift ranges
(Schulze et al. 2009; Masters et al. 2012; Giallongo et al.
2015; Onoue et al. 2017; Akiyama et al. 2018; McGreer et al.
2018; Parsa et al. 2018). All these QLF determinations are
not fully independent from ours due to partial sample over-
lap, mostly from SDSS at the bright end. We use both QLF
determinations from Onoue et al. (2017) with and with-
out including a faint X-ray-selected z ∼ 6 AGN candidate
(Parsa et al. 2018), and indicate the emissivities with a box
in Figure 8. For M1450 < −21 our 912 (z) parameterization
and the individual values are generally consistent with those
computed from other QLFs in narrow redshift ranges, apart
from the results by Giallongo et al. (2015) that have been
disputed by several studies (Georgakakis et al. 2015; Vito
et al. 2016; Ricci et al. 2017; McGreer et al. 2018; Parsa
et al. 2018, see Appendix C for further discussion). As de-
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tailed in Section 2.1, the Masters et al. (2012) QLF at z ∼ 4
– and hence the derived emissivity – is underestimated due
to systematic error in their photometric redshifts, while their
z ∼ 3.2 results likely suffer from systematic uncertainty in
the SDSS selection function (Worseck & Prochaska 2011;
Ross et al. 2012, 2013).
Integration to M1450 = −18 results in larger discrep-
ancies due to extrapolation of the QLF with an uncertain
faint-end slope. Akiyama et al. (2018) obtained a very flat
faint-end slope β = −1.30 ± 0.05 that is inconsistent with
our determinations at all redshifts. Since they selected only
point sources, they might be missing a significant fraction
of AGN at M1450 > −23.5. In addition, only 4.6 per cent
of their AGN have spectroscopic redshifts, such that their
correction for contamination is very rough. The large differ-
ence in the inferred M1450 < −18 emissivity at z ' 5 with
respect to McGreer et al. (2018) is due to their shallower
faint-end slope β = −1.97± 0.09 compared to our result at
this redshift (β = −2.30+0.11−0.08). We attribute the difference
in the faint-end slope to the fixed bright-end slope α = −4
in McGreer et al. (2018) that is larger than our measure-
ments at z > 3.5 (Figure 4). Similarly, Onoue et al. (2017)
fixed the bright-end slope to α = −2.8 which had been de-
termined by Jiang et al. (2016) from a single power-law fit to
the QLF. Our bright-end slopes are inconsistent with such
high values at all redshifts, indicating that single power-law
fits to a limited range in magnitude yield only approximate
estimates of α, biasing the other derived QLF parameters,
quasar number densities and emissivities. Full double-power
law fits to unbinned data over a wide magnitude range are
required.
4.3 Hydrogen photoionization rate
Our calculation of the AGN contribution to the UV back-
ground follows previous work on UV background synthesis
models (e.g. Haardt & Madau 1996, 2012). The main quan-
tity of interest is the H i photoionization rate of the UV
background
ΓH i (z) =
∫ ∞
ν912
dν
4piJν (ν, z)
hν
σH i (ν) , (25)
where h is Planck’s constant, σH i(ν) is the H i photoioniza-
tion cross-section (Hui & Gnedin 1997; Draine 2011), and
Jν(ν, z) =
c
4pi
∫ ∞
z
dz′
(1 + z)3
H (z′) (1 + z′)
ν
(
νem, z
′)
× exp [−τeff (ν, z, z′)] (26)
is the angle- and space-averaged specific intensity of
the UV background. In the above equation H (z′) =
H0(Ωm (1 + z
′)3 + ΩΛ)1/2 is the Hubble parameter, and
ν (νem, z
′) is the comoving emissivity of all H i Lyman con-
tinuum sources at redshift z′ > z and emitted frequency
νem = ν (1 + z
′) / (1 + z) > ν912. In practice, we adopt an
upper limit z′max = 7 when integrating Equation (26). Due
to the short mean free path at high redshifts z′max = 7 is
sufficient to give converged result. We do not require severe
extrapolation of our emissivity models to high redshifts. As-
suming that quasars are the only ionizing sources and con-
sidering Equation (19) we have
ν
(
νem, z
′) = 912 (z′)( νem
ν912
)−1.70
, (27)
with 912 (z
′) obtained as described in Section 4.1. For
Poisson-distributed absorbers with an H i column density
distribution f (NH i, z
′′) = ∂2n/ (∂NH i∂z′′), the effective op-
tical depth to H i Lyman continuum photons travelling be-
tween redshifts z′ and z is (Paresce et al. 1980)
τeff
(
ν, z, z′
)
=
∫ z′
z
dz′′
∫ ∞
0
dNH if
(
NH i, z
′′) [1− e−τ1] ,
(28)
where τ1 ≈ NH iσH iν (1 + z′′) / (1 + z) is the Lyman con-
tinuum optical depth through an individual absorber7. For
the H i column density distribution f (NH i, z) we adopt the
piecewise power-law parametrization by Haardt & Madau
(2012) that is consistent with f (NH i, z) measurements at
z < 3.5, and roughly reproduces both the H i Lyα effec-
tive optical depth (but not in detail—see Puchwein et al.
2015; Bolton et al. 2017; On˜orbe et al. 2017) and the mea-
sured mean free path to H i Lyman limit photons at z < 5.5
(Prochaska et al. 2009; Worseck et al. 2014). Khaire & Sri-
anand (2019) suggest that variations in f (NH i, z) result in
modest (10–40 per cent) changes in ΓH i at z < 3. We note,
however, that at z >∼ 3.5 all UV background synthesis mod-
els are based on brazen extrapolations of f (NH i, z), whose
detailed shape for (partial) Lyman limit systems is not well
constrained at these redshifts (Prochaska et al. 2010).
Equations (26) and (28) assume that sources and ab-
sorbers are uncorrelated, and that Jν(ν, z) is spatially uni-
form, i.e. that the mean free path to H i Lyman continuum
photons is much larger than the average distance between
the sources (e.g. Madau et al. 1999; Meiksin & White 2004;
Faucher-Gigue`re et al. 2009; Haardt & Madau 2012). Ob-
viously, these assumptions do not hold for rare sources and
during H i reionization. At z ' 5 our (extrapolated) AGN
number densities suggest an average distance of ≈ 70 cMpc
between M1450 < −21 AGN (Figure 7), which is compa-
rable to the mean free path (83 ± 10 cMpc, Worseck et al.
2014). Consequently, if only M1450 < −21 AGN contribute
to the emissivity then the UV radiation field at z ' 5 must
fluctuate. If the QLF reaches to fainter magnitudes, or if
star-forming galaxies contribute to the emissivity, the UV
background remains uniform to higher redshifts, and the as-
sumptions of standard UV background synthesis models re-
main valid.
The red and blue curves in Figure 9 show the inferred
AGN H i photoionization rate as a function of redshift for
our integration limits M1450 = −18 and −21, respectively.
For comparison we also plot the predictions of recent UV
background synthesis models for AGN (Haardt & Madau
2012; Madau & Haardt 2015; Khaire & Srianand 2015) and
AGN+galaxies (Haardt & Madau 2012; Puchwein et al.
2019), as well as inferences from the H i Lyα forest (Wyithe
& Bolton 2011; Becker & Bolton 2013; Gaikwad et al. 2017b;
D’Aloisio et al. 2018), the Lyα+β forest (Davies et al. 2018),
7 The helium content of the absorber can be ignored due to the
small H i photoionization cross section at λ < 304 A˚.
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Figure 9. AGN contribution to the hydrogen photoionization rate, when the AGN luminosity function is integrated down to M1450 = −21
(blue curve and shaded region) and M1450 = −18 (red curve and shaded region). The shaded regions show the one-sigma (68.26%)
uncertainty. Also shown are the photoionization rate measurements by Becker & Bolton (2013, filled circles), Calverley et al. (2011,
inverted triangles), Wyithe & Bolton (2011, triangles), D’Aloisio et al. (2018, blue hexagons) and Davies et al. (2018, green squares),
and Gaikwad et al. (2017b, pentagons), and models of Haardt & Madau (2012, dotted brown curve), the QSO contribution in this
model (dashed brown), Madau & Haardt (2015, dotted green), the QSO contribution from the model of Khaire & Srianand (2015,
dashed orange), On˜orbe et al. (2017, dotted grey), and Puchwein et al. (2019, dashed grey). The photoionization rate derived from the
luminosity function fits of Giallongo et al. (2015) are shown by the red open circles.
and the quasar proximity effect (Calverley et al. 2011).
Where necessary, literature values have been rescaled by a
few per cent to adjust to our cosmology.
Differences in the H i photoionization rates inferred from
UV background synthesis models mostly arise from obvious
differences in the emissivities of AGN and galaxies, but also
due to differences in the parametrization of the IGM and
the AGN SED. For an integration limit of M1450 = −21 the
AGN contribution to the hydrogen photoionization rate falls
short of 100% across the redshift range. It is marginally con-
sistent with the measured photoionization rate at z = 2.4.
The photoionization rate in our model for M1450 = −21 has
the same evolution but a higher amplitude as the QSO con-
tribution to the H I photoionization rate in the model of
Haardt & Madau (2012). For both of our integration limits,
the photoionization rate peaks at z ∼ 2. For the integration
limit of M1450 = −18, AGN can provide all the flux nec-
essary to explain the observed Lyα forest between z = 2.4
and 3.2, with a contribution from other sources necessary
only at higher redshifts. However, the photoionization rate
contributed by AGN falls short of the inference of Gaikwad
et al. (2017b) from the low-redshift (z < 0.6) Lyα data. We
discuss this low-redshift evolution in greater detail in the
next section.
An important conclusion from Figure 9 is that the AGN
contribution to hydrogen reionization is likely subdominant,
although it can be non-negligible if faint AGN down to
M1450 = −18 emit hydrogen-ionizing photons with our as-
sumed SED and a unit escape fraction. At z = 6.1, AGN
with M1450 < −18 contribute about 10% of the required
H I ionizing flux. The contribution of M1450 < −21 at this
redshift is ∼ 3% relative to the measurements (Calverley
et al. 2011; D’Aloisio et al. 2018; Davies et al. 2018). At
z = 6, our determinations are lower than those by Giallongo
et al. (2015) by almost an order of magnitude. This differ-
ence arises from the difference in the inferred emissivities in
our models relative to Giallongo et al. (2015), as discussed
in the previous section. The photoionization rate evolution
in the model of Madau & Haardt (2015) agrees with our
determination at low redshifts (z < 0.5) for M1450 < −18
but is much higher at z > 4, as expected from the higher
emissivities assumed by these authors. At 3 < z < 6 our
model photoionization rates are understandably lower than
those in the models of On˜orbe et al. (2017) and Puchwein
et al. (2019) as these authors include contribution to the
photoionization rate from galaxies in their models. The dif-
ferences in our model from that of Khaire & Srianand (2015)
are a result of the inhomogeneous redshift-dependent inte-
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gration limits used by these authors and their refitting of the
results of Croom et al. (2009a) and Palanque-Delabrouille
et al. (2013).
4.4 Photon underproduction at z = 0?
It is instructive to closely examine if the corresponding
hydrogen photoionization rate is consistent with the H I
column density distribution function measured from the
Lyα forest (Danforth et al. 2016) at low redshifts (z < 0.5).
Kollmeier et al. (2014) argued that in order to match the H I
column density distribution function observed by Danforth
et al. (2016) at these redshifts, hydrodynamical cosmologi-
cal simulations require a hydrogen photoionization rate that
is a factor of five larger than that in the UV background
model of Haardt & Madau (2012). Several recent studies
have addressed this ‘photon underproduction crisis’ (Khaire
& Srianand 2015; Shull et al. 2015; Gaikwad et al. 2017b;
Fumagalli et al. 2017; Gaikwad et al. 2017a; Viel et al. 2017).
On the one hand, these studies emphasised the uncertainty
in the Haardt & Madau (2012) UVB model at these redshifts
due to the lack of certainty in the UV photon emissivities
of galaxies and AGN (Khaire & Srianand 2015; Shull et al.
2015). On the other hand, they noted the uncertainty in the
results of the cosmological simulations at these redshifts, due
to effects such as AGN feedback and limited numerical res-
olution (Shull et al. 2015; Viel et al. 2017; Nasir et al. 2017;
On˜orbe et al. 2017; Gaikwad et al. 2017a,b; Gurvich et al.
2017). A general conclusion of these studies was that the dis-
crepancy between the photoionization rate required by the
observed H I column density distribution and predicted by
the UVB model of Haardt & Madau (2012) is likely to be
smaller than that found by Kollmeier et al. (2014).
Figure 10 shows the evolution of the H I photoionization
rate due to AGN in our model for luminosity function inte-
gration limits of M1450 = −21 and −18 at redshifts z < 3.
Note that we use the 912 A˚ emissivity from Figure 8, derived
by fitting the model from Equation (22) to the emissivities
obtained from luminosity functions in various redshift bins.
While doing this, as discussed above, redshift bins that were
interpreted as being affected by systematic errors were ig-
nored. As a result, the emissivity model used in calculat-
ing the photoionization rate is an extrapolation at z < 0.6.
However, it is interesting to note that the extrapolated emis-
sivities at these redshifts are consistent with the emissivities
calculated from our luminosity function fits to the z < 0.6
data for either of our chosen integration limits. This can
be seen in Figure 8. At z ∼ 0, the comoving 912 A˚ emis-
sivity in our model is lower by almost a factor of 2 than
that derived from the luminosity function inferred at this
redshift by Schulze et al. (2009) for the M1450 < −18 case.
For the M1450 < −21 integration, our comoving emissivity
is higher than the emissivity in the model of Schulze et al.
(2009) by about 50%. This results from the very faint M∗
(∼ −19) and steep faint-end slope (β = −2) obtained by
Schulze et al. (2009). (See Appendix B.)
We find that the low-redshift H I photoionization rate
in our model is approximately equal to that in the Haardt
& Madau (2012) UVB model for both of our integration
limits. At z = 0.1, this rate is smaller by a factor of 2
than the photoionization rate derived by Gaikwad et al.
(2017b) from the H I column density distribution measure-
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Figure 10. Evolution of the hydrogen photoionization rate at low
redshifts, when the AGN luminosity function is integrated down
toM1450 = −21 (blue curve and shaded region) andM1450 = −18
(red curve and shaded region). Shaded regions show the one-sigma
(68.26%) uncertainty. Also shown are the models and inferences
from Haardt & Madau (2012, dotted brown curve), the QSO con-
tribution in this model (dashed grey), Madau & Haardt (2015,
dotted green), Shull et al. (2015, dashed black), the QSO contribu-
tion from the model of Khaire & Srianand (2015, dashed orange),
On˜orbe et al. (2017, dotted grey), Puchwein et al. (2019, dashed
brown), Fumagalli et al. (2017, yellow box), Viel et al. (2017, black
box), Becker & Bolton (2013, inverted triangle), Kollmeier et al.
(2014, pentagon), and Gaikwad et al. (2017b, circle). Note that
we use the H I column density distribution model from Haardt &
Madau (2012) to derive the photoionization rate.
ments of Danforth et al. (2016). The model of Madau &
Haardt (2015) also results in a higher ionisation rate than
our M1450 < −18 inference at z < 0.7. Shull et al. (2015)
compared the H I column density distribution measurements
to cosmological simulations with an enhanced photoioniza-
tion rate relative to the Haardt & Madau (2012) model to
find that ΓHI = 4.6 × 10−14(1 + z)4.4 s−1 produces the ob-
served H I column densities. This photoionization rate was
achieved in the simulations of Shull et al. (2015) by a com-
bination of quasars and galaxies (with an escape fraction of
hydrogen-ionizing photons assumed to be fesc = 0.05). As
seen in Figure 10, this photoionization rate is in closer agree-
ment with the Madau & Haardt (2015) model. The pho-
toionization rate estimate by Fumagalli et al. (2017) from
the Hα surface brightness of a z ∼ 0 galaxy observed by
VLT/MUSE is somewhat higher than most other models
shown in Figure 10. However, it is possible that the Fuma-
galli et al. (2017) estimate is an upper limit, as the con-
tribution of local sources to the photoionization rate is ne-
glected in their modelling. The requirement of an enhanced
photoionization rate at z ∼ 0 relative to our inference is also
confirmed by the simulations presented by Viel et al. (2017),
On˜orbe et al. (2017), and Puchwein et al. (2019). But note
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that, as discussed above in Section 4.1, a direct comparison
of our results with the models of Madau & Haardt (2015),
Khaire & Srianand (2015), and Puchwein et al. (2019) is dif-
ficult because of the inhomogenous redshift-dependent inte-
gration limits adopted by these authors.
Before considering the deficit in the photoionization rate
obtained from AGN at low redshifts relative to measure-
ments from the Lyα forest as a photon underproduction
crisis, it is worthwhile to recall various assumptions entering
our derivation. With a spectral index of −1.7, our ionisation
rate estimate falls short of the Lyα forest measurements by
a factor of ∼ 2 with an integration limit of M1450 = −18
on the luminosity function. Madau & Haardt (2015) implic-
itly assume an integration limit of M1450 = −14 at z ∼ 0
(see also Khaire & Srianand 2015; Puchwein et al. 2019)
as this limit corresponds to M∗ + 5 for the Schulze et al.
(2009) luminosity function measurement. It is unclear if the
assumption of unit LyC escape fraction is valid for such faint
AGN, but we find that even with this extremely faint inte-
gration limit, the photoionization rate deficit is reduced by
only about 25% for a spectral index of −1.7. While this re-
sult does not change significantly if we assume a spectral
index of −1.4 as suggested by Stevans et al. (2014), assum-
ing a much harder spectrum with a spectral index of −0.56
(Scott et al. 2004) for faint (M1450 > −23) AGN completely
alleviates the deficit for an integration limit of M1450 = −18.
One should also note that our ionization rate model ignores
the large uncertainties in the H I column density distribu-
tion at the Lyman limit (Ribaudo et al. 2011; Shull et al.
2017; Gaikwad et al. 2017a). Alternatively, it may be possi-
ble to balance the ionization rate deficit by the contribution
from low-redshift LyC-leaking galaxies (Izotov et al. 2016,
2018a,b)
4.5 Helium reionization
We now consider the implications of our AGN luminosity
function models for He ii reionization. The time evolution of
the volume-averaged He iii fraction QHe iii is given by (e.g.
Haardt & Madau 2012)
dQHe iii
dt
=
n˙ion,4
〈nHe〉 −
QHe iii
〈trec,He〉 , (29)
where n˙ion,4 is the emission rate of ≥ 4 Ry photons per unit
proper volume, 〈nHe〉 is the average proper helium number
density, and 〈trec,He〉 is the average recombination time scale
for He iii. With our quasar emissivity model from Section 4.1
the emission rate can be written as
n˙ion,4 (z) = − 4
αν
hαν
(1 + z)3 912 (z) , (30)
with the quasar spectral index αν = −1.7 and the comoving
912 A˚ emissivity 912 (z) is obtained from the fits shown in
Figure 8. The recombination time scale in Equation (29) is
given by
〈trec〉 = [(1 + 2χ)〈nH〉αB C]−1 , (31)
where 〈nH〉 = 1.881 × 10−7(1 + z)3 cm−3 is the average
proper hydrogen number density, αB is the Case B He iii
recombination coefficient (Hui & Gnedin 1997), and χ =
0.079 is the cosmic number fraction of helium for a cosmic
helium mass fraction of YHe = 0.24. We assume that the
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Figure 11. Redshift evolution of the volume-averaged He iii frac-
tion QHe iii considering AGN with M1450 < −21 (blue) and
M1450 < −18 (red) in our calculation of the emission rate of ion-
izing photons. The shaded regions show the one-sigma (68.26%)
confidence interval resulting from the uncertainty in the emissiv-
ity. The other curves show previous determinations of QHe iii (z)
based on Equation (29) (Haardt & Madau 2012; Madau & Haardt
2015; La Plante & Trac 2016; Puchwein et al. 2019) and on cosmo-
logical radiative transfer simulations of quasar-driven He ii reion-
ization (McQuinn et al. 2009; Compostella et al. 2014). Note that
Equation (29) ignores the presence of He ii Lyman limit systems
impeding reionization at QHe iii → 1, requiring further analytic
modelling (Madau 2017) or numerical simulation (Puchwein et al.
2019).
clumping factor C for helium is the same as for hydrogen,
for which Shull et al. (2012a) obtained
C = 2.9
(
1 + z
6
)−1.1
(32)
over the redshift range 5 < z < 9.
Equation (29) neglects He ii Lyman limit systems that
considerably delay the end of He ii reionization (Bolton et al.
2009; Madau 2017). In the absence of these self-shielded sys-
tems, QHe iii can continue to increase beyond unity and the
mean free path of He ii-ionizing photons diverges. We set
QHe iii = 1 when this happens. This can be corrected by
accounting for the He ii column density distribution and fil-
tering the He ii-ionizing radiation field through it. Unfortu-
nately, the He ii column density distribution is itself uncer-
tain, as it depends on the relative contributions of quasars
and galaxies to the UV background (e.g. Haardt & Madau
2012; Puchwein et al. 2019). We consider the simplified treat-
ment of QHe iii accurate enough for the purpose of this work,
while noting that the redshift of He ii reionization is likely
overestimated in any such model.
The resultant He ii reionization histories are shown in
Figure 11 for our two considered magnitude limits, with the
shaded regions showing the one-sigma uncertainty in QHe iii
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resulting from the uncertainty in the quasar emissivity alone,
i.e. using a fixed quasar spectral energy distribution and a
fixed redshift evolution of the clumping factor. In our model,
He ii reionization starts around the earliest quasars at z > 6
and finishes at 2.9<∼ z <∼ 3.7 depending on the extent of the
faint-end QLF. Considering the limitations of the modelling
discussed above, both He ii reionization histories are consis-
tent with recent He ii Lyα effective optical depth measure-
ments supporting substantial progression of He ii reioniza-
tion by z ' 3.4 (Worseck et al. 2016), and an end of the
process at z ' 2.7 (Worseck et al. 2011, 2016) with the
build-up of a quasi-homogeneous He ii-ionizing background
(Davies & Furlanetto 2014; Davies et al. 2017).
Figure 11 also shows previous solutions of Equation (29)
with different parameterizations of the quasar emissivity,
spectral energy distribution and clumping factor (Haardt &
Madau 2012; Madau & Haardt 2015; La Plante & Trac 2016;
Puchwein et al. 2019), as well as the results from cosmolog-
ical radiative transfer simulations of He ii reionization (Mc-
Quinn et al. 2009; Compostella et al. 2014). The differences
of our results to the ones by Haardt & Madau (2012) and
Madau & Haardt (2015) mostly result from differences in
the adopted quasar emissivity (Figure 8). The large quasar
emissivity adopted by Madau & Haardt (2015) results in
an early completion of He ii reionization at z ≈ 4, which
is inconsistent with the measured strong He ii absorption at
2.7 < z < 3 (Worseck et al. 2016; Mitra et al. 2018; Puchwein
et al. 2019) if the He ii-ionizing background is not fluctuat-
ing on large scales due to rare clustered and/or short-lived
quasars that result in a spatially varying mean free path of
He ii-ionizing photons (Furlanetto & Dixon 2010; McQuinn
& Worseck 2014; Davies & Furlanetto 2014; Davies et al.
2017). The quasar emissivity considered by Haardt & Madau
(2012) falls below our determinations at the relevant red-
shifts (Figure 8), which results in a delayed completion of
He ii reionization at z ' 2.8.
La Plante & Trac (2016) varied the parameters of Equa-
tion (29) to estimate the uncertainty in QHe iii (z), in particu-
lar the QLF8. Considering the limitations of Equation (29),
He ii reionization finishes too late (z ∼ 2.5) in their fidu-
cial model, which is probably due to their considered QLFs
and varying magnitude limits their emissivity calculations.
Puchwein et al. (2019) adopted a somewhat higher quasar
emissivity than Haardt & Madau (2012) that is compara-
ble to our fit for M1450 < −21 at the redshifts of interest.
Instead of their solution to Equation (29) we show their re-
sults of one-cell simulations with gas at cosmic mean density
(see Section 3.3 and Appendix C of Puchwein et al. 2019 for
details). In these simulations the He ii number density is cor-
rectly calculated as He ii is gradually ionized by a radiation
field resulting from one-dimensional radiative transfer calcu-
lations through an inhomogeneous IGM. This accounts for
He ii Lyman limit systems in a simple way, resulting in a
smooth transition of QHe iii to unity.
In Figure 11 we also plot QHe iii (z) from two numeri-
cal simulations of quasar-driven He ii reionization (McQuinn
et al. 2009; Compostella et al. 2014) that broadly repro-
8 La Plante & Trac (2016) erroneously varied the z > 3.5 QLF pa-
rameters independently, neglecting their covariance and the sur-
vey data.
duce the measured He ii effective optical depths (Worseck
et al. 2016). In these simulations the outputs of N -body
or hydrodynamic simulations are post-processed with radia-
tive transfer around quasars sourced according to a specific
model, and the effects of He ii Lyman limit systems are ap-
proximately captured with sub-grid filtering methods (Mc-
Quinn et al. 2009) or with adaptive mesh refinement (Com-
postella et al. 2014). Their different timing of He ii reioniza-
tion is mostly due to the adopted quasar model (QLF, spec-
tral energy distribution, quasar lifetime, anisotropic emis-
sion, halo mass range) and stochasticity in the z >∼ 3.5 quasar
number density in the limited simulation volumes. Thus,
while current simulations do not reproduce the measured
scatter in the He ii effective optical depths at 2.7 < z < 3.5
in detail (Worseck et al. 2016), this may reflect limitations
of the modelling other than the QLF (D’Aloisio et al. 2017).
Our QHe iii (z) for M1450 < −18 agrees reasonably well with
the simulation by Compostella et al. (2014), in which He ii
reionization is accomplished by the z < 5 quasar population
evolved assuming pure density or pure luminosity evolution
to match the QLF by Glikman et al. (2011) for M1450 <
−19.5 (see also Compostella et al. 2013). Future efforts in
numerical modelling of He ii reionization should investigate
quasar models which follow the QLF evolution in detail,
and which are consistent with the measured redshift evolu-
tion and scatter of the He ii effective optical depth, as well
as the measured redshift evolution of the IGM temperature-
density relation (e.g. Becker et al. 2011; Boera et al. 2014;
Rorai et al. 2018; Hiss et al. 2018).
5 SUMMARY AND CONCLUSIONS
We have analysed the evolution of the AGN UV luminosity
function from redshift z = 0 to 7.5 using a combined sample
of 83,488 mostly UV-optical colour-selected AGN from 12
data sets, homogenised with respect to the assumed cosmol-
ogy, magnitude system and bandpass correction (if possible).
The vast majority of them (83,469 AGN from 11/12 sam-
ples) have spectroscopic redshifts, and for all but 22 AGN
the selection functions have been characterised. After re-
stricting the sample due to persisting incompleteness at the
faint end we arrive at 77,659 spectroscopically confirmed
0 < z < 7.5 AGN extending to absolute AB magnitudes
M1450 ' −19 at z ' 0.5 and to M1450 ∼ −22 at z > 3.5, re-
spectively. To facilitate comparisons to future data sets we
make the homogenised AGN sample and the homogenised
selection functions publicly available.
Binning the 1450 A˚ AGN luminosity function in narrow
redshift ranges we find that it is excellently described by
the customary double power law in magnitude at all red-
shifts (Figure 3). Its four parameters significantly evolve
with redshift (Figure 4): (i) The break magnitude M∗ of the
AGN luminosity function shows a steep brightening from
M∗ ' −24 at z ' 0.7 to M∗ ∼ −29 at z ' 6. (ii) The
corresponding amplitude φ∗ drops by a factor ∼ 20, 000
from φ∗ ' 4 × 10−7 mag−1cMpc−3 at z < 2.2 to φ∗ ∼
2× 10−11 mag−1cMpc−3 at z ' 6. (iii) The faint-end slope
β significantly decreases from ' −1.7 at z < 2.2 to ' −2.4
at z ' 6, resulting in a steepening of the luminosity func-
tion. (iv) The bright-end slope α also shows a moderate de-
crease with redshift, but is less constrained at the highest
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redshifts because of the bright break magnitude. In contrast
to several previous studies, our fits are based on unbinned
homogenised AGN data and their selection functions, and
the confidence intervals fully account for covariance in the
luminosity function parameters. From the continuity of the
luminosity function at lower redshifts we argue that its ap-
parent single power law description at z ' 6 can be inter-
preted as the faint end of the double power law whose break
magnitude M∗ is at the bright end of the z ' 6 quasar pop-
ulation.
Similar continuity arguments let us scrutinize the value
of several photometrically-selected AGN samples in deter-
minations of the luminosity function. Our analysis has re-
vealed systematic errors in the survey selection functions
caused by their fixed and simplified assumptions, i.e. regard-
ing the parameterisation of the IGM and the AGN SED,
and the treatment of photometric errors at the survey mag-
nitude limit. Several of these systematic errors are easily
identified from artificial faint-end drops of the luminosity
function (Figure 3), an apparently zero accessible volume
for discovered AGN, or a mismatch between the observed
and the simulated AGN color distribution. In large samples
the precision of the AGN luminosity function is limited by
unaccounted systematic errors in the survey selection func-
tions, which lead to (i) unphysical variations in the luminos-
ity function parameters (i.e. for BOSS in Figure 4) and (ii)
inter-survey systematics in combined samples that are fur-
ther amplified by heterogeneous selection function parame-
ter choices amongst the surveys.
With only partially credible data it is challenging to de-
scribe the redshift evolution of the AGN luminosity function
with a viable parametric model. We have developed three
such models (Figure 5), finding that our fourteen-parameter
Model 1 describes the redshift evolution of the luminosity
function rather well. However, this model prefers a break in
the faint-end slope at z ' 3.5, which causes an unphysical
discontinuity in the cumulative AGN number density (Fig-
ure 7). Our other two models do not have these features, but
they do not match the measured faint-end slope at z > 4 as
well as Model 1 does.
With our determinations of the luminosity function we
have revisited the question of the contribution of AGN to
reionization and the UV background. We have made the
first determinations of the AGN 912 A˚ emissivity with ho-
mogeneous faint-end limits at all redshifts, whose statistical
uncertainties have been properly calculated from the pos-
terior distributions of the luminosity function (Figure 8).
Our parametric fits yield a peak in the 912 A˚ emissivity at
z ≈ 2.4, with a decline by ' 2 orders of magnitude to z ' 0
and z ' 7, respectively. At z > 4 our determined emis-
sivities are lower by a factor 2–10 than recently claimed by
Giallongo et al. (2015). At the same time, the 912 A˚ emissiv-
ity of M1450 < −18 AGN exceeds the model considered by
Haardt & Madau (2012) by a factor > 2 at z > 3, suggesting
a somewhat higher contribution of AGN to the high-z UV
background.
Having derived the AGN H i photoionization rate by fil-
tering the H i-ionizing AGN emissivity through the IGM H i
column density distribution, we find that while at z = 2–3
M1450 < −18 AGN are almost sufficient to explain mea-
surements from the Lyα forest, additional UV sources are
required at higher redshifts (Figure 9). Boldly extrapolating
the H i column density distribution to z = 6, we estimate
that M1450 < −18 AGN contribute to the H i photoioniza-
tion rate only at the ∼ 5 per cent level. This indicates a mi-
nor contribution of such AGN to H i reionization. At z < 0.5
M1450 < −18 AGN fall short by a factor of ∼ 2 to explain
UV background measurements (Figure 10), but we hesitate
to claim a ‘photon underproduction crisis’ (Kollmeier et al.
2014), because (a) the apparent tension may be alleviated
either by harder extreme-UV SEDs in faint (M1450 > −23)
AGN (Scott et al. 2004) or by known −18<∼M1450 <∼ − 14
AGN at these redshifts (Schulze et al. 2009) albeit their
Lyman continuum escape fraction is unknown, and (b) cur-
rent UV background synthesis models do not account for the
large uncertainty in the low-redshift column density distri-
bution of (partial) H i Lyman limit systems (Ribaudo et al.
2011; Shull et al. 2017). Helium reionization is accomplished
at z ' 3.5 by M1450 < −18 AGN (Figure 11), but should be
delayed by He ii Lyman limit systems (Bolton et al. 2009;
Madau 2017), requiring further modelling and detailed nu-
merical simulations of the He ii reionization process.
There are several promising paths forward in the char-
acterization of the AGN luminosity function, some of which
may substantially advance on current UV-optical broad-
band color-selected samples that have dominated the field
for the past 20 years. These include, but are not limited to,
comprehensive surveys for faint high-z quasars selected by
broadband photometry (Matsuoka et al. 2016; Wang et al.
2017) or variability (Ho¨nig et al. 2017), infrared-selected
highly complete surveys at z ∼ 3 (Schindler et al. 2017;
Yang et al. 2018), multi-band narrow-band surveys target-
ing AGN at all epochs (Benitez et al. 2014), slitless spec-
troscopic surveys with upcoming space telescopes (Laureijs
et al. 2011; Spergel et al. 2013), and next-generation X-ray
surveys (e.g. Kolodzig et al. 2013). However, we caution that
future progress based on massive surveys requires a detailed
quantification of their selection functions and the incorpora-
tion of systematic errors into AGN luminosity function mea-
surements, in a similar manner to recent surveys for lensed
high-redshift galaxies that are limited by the accuracy of
the lensing mass models (Bouwens et al. 2017; Ishigaki et al.
2018; Atek et al. 2018). For a better characterization of the
AGN contribution to the UV background one will need to (a)
perform spectroscopic surveys for faint AGN at all redshifts
and determine their characteristic UV SED, (b) carefully
assess the impact of the host galaxy on the survey selec-
tion and the ionizing power, and (c) measure precisely the
amplitude and shape of the column density distribution of
(partial) H i Lyman limit systems to inform UV background
synthesis models at z < 2 and z > 4.
Using the homogenised data and code that we make
publicly available (Appendix E), the luminosity functions
presented in this paper can be easily compared with the-
oretical models or future data sets. These luminosity func-
tions update previous determinations by including new data,
by analysing unbinned data, and extending the analysis to
higher redshifts. Our public code can be used either to repro-
duce all of our analysis starting from the QSO catalogues,
or to quickly evaluate our luminosity function fits at desired
redshifts and luminosities.
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APPENDIX A: POSTERIOR DISTRIBUTIONS
Figure A1 shows marginalised one-dimensional and two-
dimensional posterior probability distribution functions
(PDFs) of the four parameters, φ∗, M∗, α and β, of the
double-power-law luminosity function in the 3.7 ≤ z < 4.1
redshift bin. The procedure adopted for fitting this model is
described in Section 3.2. Figure A1 illustrates that the four
parameters are well-constrainted. This figure also shows the
degeneracies between the parameters. There is a relatively
strong correlation between the amplitude of the luminos-
ity function φ∗ and the break magnitude M∗. The faint-end
slope β is positively correlated with the other three parame-
ters. Similar behaviour of the posterior distributions is seen
in all the redshift bins defined in Section 3.2. In our highest-
redshift bin (5.5 ≤ z < 6.5), we impose a prior α < −4,
which changes the posterior distributions. However, various
parameter correlations remain qualitatively unchanged.
APPENDIX B: COMPARISON WITH OTHER
LUMINOSITY FUNCTION DETERMINATIONS
Figure B1 compares the parameters of the double power law
luminosity function from our analysis of Section 3.2 to val-
ues reported in the literature. There is significant disagree-
ment between various inferences. The break magnitude and
the luminosity function amplitudes are particularly severely
discordant towards the higher-redshift end of Figure B1, al-
though the disagreement is appreciable at other redshifts
too. The slopes are in conflict at all redshifts. In general,
our break luminosity is brighter and the faint-end slope is
steeper than other determinations.
Several results from the literature shown in Figure B1
make restrictive assumptions while fitting double power law
models to data. For example, McGreer et al. (2013) and
McGreer et al. (2018) fix the bright-end slope α to −4 at z ∼
5. Jiang et al. (2016) and Onoue et al. (2017) fix the bright-
end slope α to −2.8 at z ∼ 6. Giallongo et al. (2015) fix the
faint-end slope and the break luminosity in their highest-
redshift bin (z = 5.0–6.5). This biases the inference of other
parameters and will also underestimate the uncertainties.
The choice of data sets is also often different. For in-
stance, Giallongo et al. (2015) do not include the SDSS
Stripe 82 data from McGreer et al. (2013) and the AGN
samples of Willott et al. (2010) and Kashikawa et al. (2015)
in their analysis. (We discuss the results of Giallongo et al.
(2015) in greater detail in Appendix C.)
Our disagreement with Akiyama et al. (2018) is dis-
cussed above in Section 4. Akiyama et al. (2018) report a
very flat faint-end slope at z ∼ 4 that is inconsistent with
our inference at all redshifts. As discussed in Section 4, this
could be because of missing faint (M1450 > −23.5) AGN
population due to point source selection and partly also be-
cause of photometric redshift errors. The differences with
Masters et al. (2012) and Croom et al. (2009b) are less
straightforward to understand. The uncertainty reported by
Masters et al. (2012) on φ∗ spans negative values. (We dis-
cuss other issues with this data set in Section 2.1 above.)
At lower redshifts, our fits to the z < 2 luminosity func-
tion have steeper faint ends than those reported by Croom
et al. (2009b). Upon closer inspection, we found that our
binned luminosity functions differ systematically from those
of Croom et al. (2009b) in one or two faintest bins at all
redshifts while being in agreement in all other bins. One
possible reason behind this discrepancy is that these au-
thors made specific interpolation choices while integrating
over the completeness map.
It can also been seen that there is inconsistency in many
z ∼ 6 QLF parameterisations in the literature. To account
for QLF evolution across the redshift bin, many z = 6 anal-
yses assume that φ∗ evolves as φ∗(z) = φ∗(z = 6)×10k(z−6)
where k is negative, historically estimated to be −0.47 (Fan
et al. 2001). Jiang et al. (2016) assume k = −0.7 but their
φ∗ at z = 6 is higher than that in all z = 5 fits. The same
holds for Onoue et al. (2017). It is interesting to note that
the φ∗(z = 6) inferred by Yang et al. (2016) is factor of
10 smaller than the inference by Jiang et al. (2016). Recent
analysis by Matsuoka et al. (2018) using the SHELLQs sur-
vey gives parameter values that are in agreement with Jiang
et al. (2016). The SHELLQs AGN are not included in our
analysis, but the parameter inference by Matsuoka et al.
(2018) shown in Figure B1 suggests that smooth redshift
evolution in any of the four double-power-law parameters
is precluded. If the z ∼ 4–5 data are correct, then the lu-
minosity function evolution is highly non-monotonic. This
raises fundamental issues on the interpretation of QLFs and
the validity of parametric models. At this point we can only
speculate whether the QLF suddenly changes from z = 5 to
6 or whether there are data issues.
At high redshifts, our parameter values are closest to
those reported by Yang et al. (2016) at z = 4.7–5.4 and by
Schindler et al. (2019) at z = 2.8–5.
Figure B1 suggests that it is incorrect to fix QLF pa-
rameters while fitting QLF models and one should only fit
models if data actually span the magnitude range. In order
to emphasize this, we have shown inferences that used fixed
parameters as open symbols.
APPENDIX C: COMPARISON WITH G15
In the double power law luminosity function models pre-
sented in distinct redshift bins in Section 3.2, we did not
include the 19 low-luminosity (M1450 > −22.6) AGN be-
tween redshifts z = 4.1 and 6.3 reported by (Giallongo et al.
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Figure A1. Posterior distributions of the four double-power-law parameters in the 3.7 ≤ z < 4.1 redshift bin. The blue squares indicate
median values. Similar behaviour of the posterior distributions is seen in all other redshift bins defined in Section 3.2.
2015, hereafter G15). While this was done in order to restrict
our sample to quasars with spectroscopic redshift determina-
tions, it is instructive to consider how our results are affected
if the G15 AGN are added to the analysis. In their work,
G15 found a shallower faint-end slope (β ∼ −1.5 to −1.8)
for the luminosity function at 4.1 < z < 6.3, relative to our
result from other AGN samples at these redshifts (β ∼ −2.0
to −2.5). Still, G15 derived a higher 912 A˚ emissivity than
our estimates (cf. Figure 8), so that in their analysis AGN
can produce all ionizing photons necessary to keep hydro-
gen ionized and explain the Lyα data. The black points in
Figure C1 show the parameters of the double power law lu-
minosity function from our analysis of Section 3.2. The red
open circles show the parameter values obtained when the
G15 sample is added to the analysis. We find that the two
results are highly consistent, showing that the G15 sample
is consistent with our double power law fit obtained from
other AGN samples are comparable redshifts. This is sur-
prising as the integrated 912 A˚ emissivities in our model are
smaller than those derived by G15. Figure C2 provides an
explanation. As seen in this figure, the double power law
fits favoured by G15 (red dashed curves) are quite different
from our fits (black curves). The characteristic luminosity
M∗ obtained by G15 is much fainter (∼ −23 at z = 5) than
that resulting out of our analysis (∼ −29 at z = 5). Thus
the 912 A˚ emissivities are enhanced in G15 because of the
increase contribution from intermediate-luminosity AGN in
their model. Figure C2 suggests that this is possibly because
of the inclusion of SDSS Stripe 82 data from McGreer et al.
(2013) and the AGN samples of Willott et al. (2010) and
Kashikawa et al. (2015) in our analysis. Additionally, the
homogenisation of data in our work may also cause part of
the difference.
APPENDIX D: TABLES OF EMISSIVITIES
AND PHOTOIONIZATION RATES
Table D1 shows the 912 A˚ and 1450 A˚ comoving emissiv-
ities obtained in various redshift bins with the one-sigma
(68.26%) uncertainties. Redshift bins severely affected by
systematic errors are also shown. The result of the model
presented in Equation (22), which describes the emissivity
evolution using a smooth function, is tabulated in Table D2,
along with the hydrogen photoionization rate computed in
Section 4.3. In both tables, we show results for our two in-
tegration limits of M1450 < −18 and M1450 < −21. These
tables describe the curves shown in Figures 8 and 9. Note
that the photoionization rate calculation assumes an H I col-
umn density distribution given by Haardt & Madau (2012)
and extrapolates this to high redshifts.
MNRAS 000, 1–31 (2019)
24 Kulkarni et al.
−12
−11
−10
−9
−8
−7
−6
−5
−4
lo
g
1
0
( φ ∗/
m
ag
−1
cM
p
c−
3
)
Croom et al. 2009
Schulze et al. 2009
Glikman et al. 2011
Masters et al. 2012
McGreer et al. 2013
Ross et al. 2013
Giallongo et al. 2015
Jiang et al. 2016
Yang et al. 2016
Onoue et al. 2017
Akiyama et al. 2018
McGreer et al. 2018
Matsuoka et al. 2018
Schindler et al. 2019
Kulkarni et al. 2019 (this work) −32
−30
−28
−26
−24
−22
−20
−18
M
∗
0 1 2 3 4 5 6 7
z
−7
−6
−5
−4
−3
−2
−1
α
(b
ri
gh
t-
en
d
sl
op
e)
0 1 2 3 4 5 6 7
z
−3.0
−2.5
−2.0
−1.5
−1.0
−0.5
0.0
β
(f
ai
n
t-
en
d
sl
op
e)
Figure B1. A comparison of our inferred double power law parameter values with those reported in the literature. Yellow points show
our determinations from Figure 4. (Our statistical errors are often smaller than the symbol size.) Other data points show values from
Croom et al. (2009b, blue hexagons), Schulze et al. (2009, open rightward triangles), Glikman et al. (2011, purple diamonds), Masters
et al. (2012, open triangles), McGreer et al. (2013, open octagon), Ross et al. (2013, orange circles), Giallongo et al. (2015, open downward
triangles), Jiang et al. (2016, open square), Yang et al. (2016, cyan star), Onoue et al. (2017, open leftward triangles), Akiyama et al.
(2018, magenta pentagons), McGreer et al. (2018, open diamonds), Matsuoka et al. (2018, green star), and Schindler et al. (2019, red
squares). Inferences that fixed values of some parameters are shown using open symbols. Where necessary, values from the literature
have been converted to our cosmology.
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Figure C1. Effect of the 19 AGN reported by Giallongo et al. (2015) on the double power law luminosity function parameters in redshift
bins from z = 0 to 7. Black points show parameter values from Figure 4. Red open circles show the parameter values obtained when the
sample of G15 is added to the analysis. In both cases, vertical error bars show one-sigma (68.26%) uncertainties, and horizontal error
bars show widths of the redshift bins.
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Figure C2. Luminosity functions in three redshift bins at z > 4.1. Black curves in each panel show the double power law, with the
corresponding one-sigma (68.26%) uncertainty shown by the grey shaded area. There are 451, 270, and 69 AGN in each redshift bin from
left to right, respectively. These numbers are higher than those in Figure 3 because they include, respectively, 9, 7, and 3 AGN from
G15. The magnitude bins containing these AGN are shown in purple. The red dashed curves show the double power law fits reported by
G15 at z = 4.25, 4.75, and 5.75.
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Table D1. Comoving emissivities at 912 A˚ and 1450 A˚ derived from our double power law luminosity function models in redshift bins
(Table 2) for two magnitude limits. The units are 1024 erg s−1 Hz−1 cMpc−3. Statistical uncertainties are one-sigma (68.26%).
〈z〉 zmin zmax 912 1450 912 1450
(M1450 < −18) (M1450 < −18) (M1450 < −21) (M1450 < −21)
0.31a 0.10 0.40 0.41+0.01−0.01 0.55
+0.02
−0.02 0.27
+0.01
−0.01 0.36
+0.02
−0.01
0.50a 0.40 0.60 0.72+0.01−0.01 0.96
+0.02
−0.02 0.53
+0.01
−0.01 0.70
+0.01
−0.01
0.72 0.60 0.80 2.03+0.08−0.08 2.69
+0.13
−0.11 1.22
+0.02
−0.02 1.61
+0.03
−0.03
0.91 0.80 1.00 3.64+0.23−0.23 4.87
+0.35
−0.37 2.33
+0.06
−0.06 3.09
+0.08
−0.08
1.10 1.00 1.20 4.47+0.16−0.15 5.92
+0.19
−0.19 3.18
+0.05
−0.05 4.22
+0.07
−0.07
1.30 1.20 1.40 7.33+0.38−0.39 9.74
+0.53
−0.53 5.10
+0.12
−0.13 6.79
+0.17
−0.18
1.50 1.40 1.60 8.84+0.35−0.33 11.72
+0.45
−0.48 6.32
+0.13
−0.14 8.41
+0.17
−0.17
1.71 1.60 1.80 9.05+0.26−0.27 12.01
+0.33
−0.32 7.51
+0.13
−0.14 9.96
+0.15
−0.15
1.98 1.80 2.20 14.27+0.53−0.58 18.92
+0.85
−0.79 9.40
+0.19
−0.19 12.47
+0.25
−0.24
2.30a 2.20 2.40 10.20+0.25−0.24 13.54
+0.31
−0.31 8.88
+0.11
−0.12 11.78
+0.15
−0.17
2.45a 2.40 2.50 8.05+0.23−0.25 10.69
+0.30
−0.30 7.16
+0.14
−0.14 9.48
+0.21
−0.19
2.55a 2.50 2.60 6.60+0.20−0.19 8.80
+0.30
−0.28 6.22
+0.13
−0.12 8.23
+0.16
−0.16
2.65a 2.60 2.70 6.56+0.16−0.15 8.70
+0.20
−0.21 6.44
+0.16
−0.17 8.53
+0.18
−0.22
2.75a 2.70 2.80 7.47+0.22−0.20 9.90
+0.29
−0.26 7.19
+0.18
−0.18 9.50
+0.26
−0.26
2.85a 2.80 2.90 7.90+0.30−0.32 10.50
+0.44
−0.43 7.50
+0.28
−0.28 9.96
+0.40
−0.38
2.95a 2.90 3.00 7.96+0.37−0.39 10.55
+0.46
−0.47 6.85
+0.20
−0.19 9.07
+0.26
−0.25
3.05a 3.00 3.10 7.25+0.42−0.44 9.58
+0.51
−0.56 6.22
+0.20
−0.21 8.26
+0.30
−0.29
3.15a 3.10 3.20 9.91+1.14−1.11 13.20
+1.41
−1.32 6.99
+0.35
−0.35 9.29
+0.42
−0.42
3.25a 3.20 3.30 8.35+0.88−0.92 11.07
+1.15
−1.26 6.10
+0.36
−0.38 8.10
+0.48
−0.53
3.34a 3.30 3.40 12.19+2.77−2.67 15.99
+3.04
−3.34 7.30
+0.79
−0.74 9.74
+1.01
−1.10
3.44a 3.40 3.50 4.40+0.51−0.51 5.81
+0.70
−0.64 4.28
+0.45
−0.45 5.73
+0.54
−0.61
3.88 3.70 4.10 4.43+1.37−1.50 5.90
+1.69
−1.95 2.53
+0.45
−0.49 3.34
+0.65
−0.65
4.35 4.10 4.70 4.17+2.21−2.11 6.06
+3.08
−3.01 1.77
+0.43
−0.46 2.35
+0.69
−0.71
4.92 4.70 5.50 2.69+0.93−1.07 3.38
+1.34
−1.20 0.97
+0.17
−0.16 1.29
+0.29
−0.26
6.00 5.50 6.50 0.66+0.26−0.25 0.91
+0.29
−0.31 0.21
+0.05
−0.05 0.27
+0.05
−0.05
aRedshift bin considered to be severely affected by systematic errors (open circles in Figure 8). These
bins should be avoided while considering the evolution of emissivities.
APPENDIX E: CODE AND DATA
We make the code and data used in this work publicly avail-
able at https://github.com/gkulkarni/QLF. This includes
homogenised AGN catalogues and selection functions and
the code used for developing and analysing luminosity func-
tion models. The evolution of the luminosity function can
be derived using any of the three global models that we
presented in Section 3.3. However, as we discussed in Sec-
tion 3.3, none of these models should be extrapolated to
higher redshifts. Alternatively, our binned luminosity func-
tion estimates from Section 3.2 can be used. For applications
that require extrapolation to higher redshifts, such as cal-
culations of photoionization fluxes and emissivities, the fits
presented in Equations (24) and (23) can be used, or a sim-
ilar approach of fitting functional forms to quantities suit-
ably derived from the binned luminosity functions should be
adopted.
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Table D2. Comoving emissivities at 912 A˚ and 1450 A˚ obtained by fitting Equation (22) to the emissivities in selected redshift bins
from Table D1. Emissivities at z < 0.6 and at z > 6.5 are extrapolated assuming our best fits. The derived H i photoionization rates
(Equation 25) are also given. Emissivity units are erg s−1 Hz−1 cMpc−3, and photoionization rate units are s−1. Statistical uncertainties
are one-sigma (68.26%) equal-tailed credibility intervals. These values are shown in Figures 8 and 9. See Sections 4.1 and 4.3 for details.
z log10 1450 log10 1450 log10 912 log10 912 log10 ΓHI log10 ΓHI
(M1450 < −18) (M1450 < −21) (M1450 < −18) (M1450 < −21) (M1450 < −18) (M1450 < −21)
0.0 23.13+0.33−0.20 22.79
+0.13
−0.15 23.01
+0.33
−0.20 22.67
+0.13
−0.15 −13.66+0.08−0.05 −13.86+0.03−0.03
0.1 23.39+0.25−0.16 23.06
+0.10
−0.12 23.27
+0.25
−0.16 22.94
+0.10
−0.12 −13.45+0.06−0.05 −13.65+0.03−0.02
0.2 23.61+0.18−0.13 23.30
+0.08
−0.09 23.49
+0.18
−0.13 23.18
+0.08
−0.09 −13.27+0.05−0.04 −13.46+0.02−0.02
0.3 23.81+0.13−0.11 23.52
+0.06
−0.06 23.69
+0.13
−0.11 23.39
+0.06
−0.06 −13.10+0.04−0.04 −13.29+0.02−0.02
0.4 23.99+0.09−0.09 23.71
+0.04
−0.04 23.86
+0.09
−0.09 23.59
+0.04
−0.04 −12.95+0.04−0.03 −13.13+0.02−0.02
0.5 24.14+0.07−0.07 23.89
+0.03
−0.03 24.02
+0.07
−0.07 23.76
+0.03
−0.03 −12.82+0.03−0.03 −12.98+0.01−0.01
0.6 24.28+0.05−0.05 24.05
+0.02
−0.02 24.16
+0.05
−0.05 23.92
+0.02
−0.02 −12.69+0.03−0.03 −12.85+0.01−0.01
0.7 24.41+0.04−0.03 24.19
+0.02
−0.02 24.28
+0.04
−0.03 24.07
+0.02
−0.02 −12.58+0.02−0.02 −12.74+0.01−0.01
0.8 24.52+0.03−0.03 24.32
+0.01
−0.01 24.40
+0.03
−0.03 24.20
+0.01
−0.01 −12.48+0.02−0.02 −12.63+0.01−0.01
0.9 24.62+0.02−0.02 24.44
+0.01
−0.01 24.50
+0.02
−0.02 24.31
+0.01
−0.01 −12.39+0.02−0.02 −12.53+0.01−0.01
1.0 24.71+0.02−0.02 24.54
+0.01
−0.01 24.59
+0.02
−0.02 24.42
+0.01
−0.01 −12.31+0.02−0.02 −12.44+0.01−0.01
1.1 24.79+0.02−0.02 24.64
+0.01
−0.01 24.67
+0.02
−0.02 24.52
+0.01
−0.01 −12.24+0.02−0.02 −12.37+0.01−0.01
1.2 24.87+0.02−0.02 24.72
+0.01
−0.01 24.75
+0.02
−0.02 24.60
+0.01
−0.01 −12.17+0.02−0.02 −12.30+0.01−0.01
1.3 24.93+0.02−0.02 24.80
+0.01
−0.01 24.81
+0.02
−0.02 24.68
+0.01
−0.01 −12.12+0.02−0.02 −12.24+0.01−0.01
1.4 24.99+0.02−0.02 24.86
+0.01
−0.01 24.87
+0.02
−0.02 24.74
+0.01
−0.01 −12.08+0.02−0.03 −12.19+0.01−0.01
1.5 25.04+0.02−0.02 24.92
+0.01
−0.01 24.92
+0.02
−0.02 24.80
+0.01
−0.01 −12.04+0.02−0.03 −12.15+0.02−0.01
1.6 25.08+0.02−0.02 24.97
+0.01
−0.01 24.96
+0.02
−0.02 24.85
+0.01
−0.01 −12.01+0.03−0.03 −12.12+0.02−0.02
1.7 25.12+0.02−0.02 25.01
+0.01
−0.01 25.00
+0.02
−0.02 24.89
+0.01
−0.01 −11.99+0.03−0.03 −12.10+0.02−0.02
1.8 25.15+0.02−0.02 25.04
+0.01
−0.01 25.03
+0.02
−0.02 24.92
+0.01
−0.01 −11.97+0.03−0.04 −12.08+0.02−0.02
1.9 25.17+0.02−0.02 25.07
+0.01
−0.01 25.05
+0.02
−0.02 24.94
+0.01
−0.01 −11.96+0.04−0.04 −12.07+0.02−0.02
2.0 25.19+0.03−0.03 25.08
+0.01
−0.01 25.07
+0.03
−0.03 24.96
+0.01
−0.01 −11.95+0.04−0.05 −12.07+0.03−0.03
2.1 25.20+0.03−0.04 25.10
+0.02
−0.02 25.08
+0.03
−0.04 24.97
+0.02
−0.02 −11.95+0.04−0.05 −12.07+0.03−0.03
2.2 25.21+0.03−0.05 25.10
+0.02
−0.02 25.09
+0.03
−0.05 24.98
+0.02
−0.02 −11.95+0.05−0.06 −12.08+0.03−0.03
2.3 25.22+0.04−0.05 25.10
+0.03
−0.03 25.09
+0.04
−0.05 24.98
+0.03
−0.03 −11.96+0.05−0.07 −12.09+0.04−0.04
2.4 25.22+0.05−0.06 25.10
+0.03
−0.03 25.09
+0.05
−0.06 24.97
+0.03
−0.03 −11.97+0.06−0.07 −12.11+0.04−0.04
2.5 25.21+0.05−0.06 25.09
+0.04
−0.04 25.09
+0.05
−0.06 24.97
+0.04
−0.04 −11.99+0.06−0.08 −12.13+0.05−0.04
2.6 25.21+0.05−0.07 25.07
+0.04
−0.04 25.08
+0.05
−0.07 24.95
+0.04
−0.04 −12.01+0.07−0.08 −12.15+0.05−0.04
2.7 25.19+0.06−0.07 25.05
+0.05
−0.04 25.07
+0.06
−0.07 24.93
+0.05
−0.04 −12.03+0.07−0.09 −12.18+0.05−0.05
2.8 25.18+0.07−0.08 25.03
+0.05
−0.05 25.06
+0.06
−0.08 24.91
+0.05
−0.05 −12.05+0.08−0.09 −12.22+0.06−0.05
2.9 25.16+0.07−0.09 25.01
+0.05
−0.05 25.04
+0.07
−0.09 24.89
+0.05
−0.05 −12.08+0.08−0.10 −12.25+0.06−0.05
3.0 25.14+0.08−0.09 24.98
+0.06
−0.05 25.02
+0.08
−0.09 24.86
+0.06
−0.05 −12.11+0.09−0.10 −12.29+0.06−0.05
3.1 25.12+0.08−0.10 24.95
+0.06
−0.05 25.00
+0.08
−0.10 24.83
+0.06
−0.05 −12.14+0.09−0.11 −12.33+0.06−0.05
3.2 25.09+0.09−0.11 24.91
+0.06
−0.05 24.97
+0.09
−0.11 24.79
+0.06
−0.05 −12.18+0.10−0.12 −12.37+0.07−0.06
3.3 25.06+0.09−0.11 24.88
+0.06
−0.06 24.94
+0.09
−0.11 24.75
+0.06
−0.06 −12.22+0.10−0.12 −12.42+0.07−0.06
3.4 25.03+0.10−0.11 24.84
+0.07
−0.05 24.91
+0.10
−0.11 24.71
+0.07
−0.05 −12.26+0.11−0.13 −12.47+0.07−0.06
3.5 25.00+0.10−0.12 24.80
+0.07
−0.06 24.88
+0.10
−0.12 24.68
+0.07
−0.06 −12.30+0.11−0.13 −12.52+0.07−0.07
3.6 24.97+0.11−0.12 24.76
+0.07
−0.07 24.84
+0.11
−0.12 24.63
+0.07
−0.07 −12.34+0.11−0.14 −12.57+0.07−0.07
3.7 24.93+0.11−0.13 24.71
+0.07
−0.07 24.81
+0.11
−0.13 24.59
+0.07
−0.07 −12.38+0.11−0.15 −12.63+0.07−0.08
3.8 24.90+0.11−0.15 24.66
+0.07
−0.07 24.78
+0.11
−0.15 24.54
+0.07
−0.07 −12.43+0.12−0.16 −12.68+0.07−0.08
3.9 24.86+0.11−0.16 24.61
+0.07
−0.08 24.74
+0.11
−0.16 24.49
+0.07
−0.08 −12.48+0.12−0.17 −12.74+0.07−0.08
4.0 24.83+0.11−0.18 24.57
+0.07
−0.08 24.71
+0.11
−0.18 24.44
+0.07
−0.08 −12.52+0.12−0.19 −12.80+0.07−0.09
4.1 24.79+0.12−0.19 24.51
+0.07
−0.09 24.67
+0.12
−0.19 24.39
+0.07
−0.09 −12.58+0.13−0.19 −12.87+0.07−0.09
4.2 24.74+0.13−0.19 24.46
+0.07
−0.09 24.62
+0.13
−0.19 24.34
+0.07
−0.09 −12.63+0.14−0.20 −12.93+0.07−0.09
4.3 24.70+0.14−0.20 24.40
+0.07
−0.09 24.57
+0.14
−0.20 24.28
+0.07
−0.09 −12.69+0.15−0.21 −12.99+0.08−0.10
4.4 24.65+0.15−0.21 24.35
+0.08
−0.10 24.53
+0.15
−0.21 24.22
+0.08
−0.10 −12.75+0.15−0.22 −13.06+0.08−0.11
4.5 24.60+0.15−0.22 24.29
+0.08
−0.10 24.48
+0.15
−0.22 24.17
+0.08
−0.10 −12.80+0.16−0.23 −13.13+0.08−0.12
4.6 24.56+0.15−0.22 24.24
+0.08
−0.12 24.43
+0.15
−0.22 24.11
+0.08
−0.12 −12.86+0.16−0.24 −13.20+0.08−0.13
4.7 24.51+0.16−0.23 24.17
+0.09
−0.13 24.39
+0.16
−0.23 24.05
+0.09
−0.13 −12.92+0.17−0.25 −13.27+0.09−0.14
4.8 24.46+0.17−0.25 24.11
+0.09
−0.14 24.34
+0.17
−0.25 23.99
+0.09
−0.14 −12.98+0.17−0.26 −13.34+0.09−0.15
4.9 24.41+0.18−0.26 24.05
+0.09
−0.15 24.29
+0.18
−0.26 23.93
+0.09
−0.15 −13.04+0.18−0.27 −13.41+0.09−0.16
5.0 24.36+0.17−0.28 23.99
+0.09
−0.16 24.24
+0.17
−0.28 23.87
+0.09
−0.16 −13.10+0.18−0.29 −13.49+0.09−0.17
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Table D2 – continued
z log10 1450 log10 1450 log10 912 log10 912 log10 ΓHI log10 ΓHI
(M1450 < −18) (M1450 < −21) (M1450 < −18) (M1450 < −21) (M1450 < −18) (M1450 < −21)
5.1 24.31+0.18−0.29 23.93
+0.09
−0.17 24.18
+0.18
−0.29 23.80
+0.09
−0.17 −13.17+0.19−0.30 −13.56+0.10−0.17
5.2 24.25+0.19−0.30 23.86
+0.10
−0.17 24.13
+0.19
−0.30 23.74
+0.10
−0.17 −13.24+0.20−0.31 −13.64+0.11−0.18
5.3 24.19+0.20−0.32 23.79
+0.11
−0.19 24.07
+0.20
−0.32 23.67
+0.11
−0.19 −13.31+0.21−0.33 −13.72+0.12−0.20
5.4 24.14+0.22−0.33 23.73
+0.12
−0.20 24.01
+0.22
−0.33 23.60
+0.12
−0.20 −13.38+0.23−0.34 −13.80+0.13−0.21
5.5 24.08+0.23−0.34 23.66
+0.13
−0.21 23.95
+0.23
−0.34 23.53
+0.13
−0.21 −13.47+0.24−0.36 −13.89+0.14−0.22
5.6 24.01+0.24−0.36 23.59
+0.14
−0.23 23.89
+0.24
−0.36 23.47
+0.14
−0.23 −13.56+0.25−0.37 −14.00+0.14−0.24
5.7 23.96+0.25−0.38 23.52
+0.15
−0.25 23.84
+0.25
−0.38 23.40
+0.15
−0.25 −13.66+0.26−0.39 −14.11+0.15−0.25
5.8 23.90+0.26−0.39 23.45
+0.16
−0.25 23.78
+0.26
−0.39 23.32
+0.16
−0.25 −13.76+0.27−0.40 −14.22+0.16−0.26
5.9 23.83+0.28−0.40 23.37
+0.17
−0.26 23.71
+0.28
−0.40 23.25
+0.17
−0.26 −13.88+0.28−0.41 −14.34+0.18−0.26
6.0 23.77+0.28−0.42 23.30
+0.18
−0.27 23.65
+0.28
−0.42 23.17
+0.18
−0.27 −13.99+0.29−0.43 −14.47+0.19−0.28
6.1 23.71+0.30−0.43 23.23
+0.19
−0.29 23.59
+0.30
−0.43 23.11
+0.19
−0.29 −14.10+0.30−0.44 −14.59+0.19−0.29
6.2 23.65+0.31−0.45 23.15
+0.20
−0.30 23.52
+0.31
−0.45 23.03
+0.20
−0.30 −14.22+0.32−0.46 −14.72+0.21−0.30
6.3 23.59+0.33−0.47 23.07
+0.21
−0.31 23.47
+0.33
−0.47 22.95
+0.21
−0.31 −14.33+0.33−0.48 −14.85+0.22−0.32
6.4 23.53+0.34−0.50 23.00
+0.22
−0.33 23.41
+0.34
−0.50 22.88
+0.22
−0.33 −14.46+0.34−0.50 −14.99+0.23−0.33
6.5 23.47+0.35−0.51 22.91
+0.24
−0.34 23.34
+0.35
−0.51 22.79
+0.24
−0.34 −14.59+0.36−0.52 −15.14+0.25−0.34
6.6 23.40+0.37−0.53 22.83
+0.26
−0.35 23.28
+0.37
−0.53 22.71
+0.26
−0.35 −14.72+0.38−0.54 −15.29+0.27−0.35
6.7 23.33+0.39−0.55 22.76
+0.27
−0.37 23.21
+0.39
−0.55 22.64
+0.27
−0.37 −14.86+0.40−0.55 −15.44+0.27−0.38
6.8 23.26+0.42−0.56 22.68
+0.28
−0.40 23.14
+0.42
−0.56 22.56
+0.28
−0.40 −15.01+0.43−0.56 −15.59+0.28−0.40
6.9 23.19+0.44−0.58 22.60
+0.29
−0.41 23.07
+0.44
−0.58 22.48
+0.29
−0.41 −15.16+0.45−0.58 −15.75+0.30−0.41
7.0 23.12+0.46−0.59 22.52
+0.31
−0.42 23.00
+0.46
−0.59 22.40
+0.31
−0.42 −15.31+0.46−0.60 −15.91+0.31−0.43
7.1 23.05+0.48−0.61 22.45
+0.32
−0.44 22.93
+0.48
−0.61 22.32
+0.32
−0.44 −15.47+0.48−0.61 −16.07+0.32−0.45
7.2 22.98+0.50−0.62 22.37
+0.33
−0.47 22.85
+0.50
−0.62 22.24
+0.33
−0.47 −15.62+0.50−0.62 −16.24+0.33−0.47
7.3 22.91+0.52−0.64 22.29
+0.34
−0.48 22.78
+0.52
−0.64 22.17
+0.34
−0.48 −15.78+0.52−0.64 −16.40+0.34−0.49
7.4 22.84+0.53−0.66 22.21
+0.35
−0.50 22.72
+0.53
−0.66 22.09
+0.35
−0.50 −15.94+0.54−0.66 −16.57+0.35−0.51
7.5 22.77+0.55−0.68 22.13
+0.36
−0.52 22.65
+0.55
−0.68 22.01
+0.36
−0.52 −16.09+0.56−0.68 −16.73+0.37−0.53
7.6 22.70+0.57−0.69 22.05
+0.38
−0.54 22.57
+0.57
−0.69 21.93
+0.38
−0.54 −16.25+0.58−0.70 −16.90+0.38−0.55
7.7 22.63+0.59−0.71 21.97
+0.39
−0.56 22.51
+0.59
−0.71 21.85
+0.39
−0.56 −16.40+0.60−0.72 −17.07+0.40−0.56
7.8 22.56+0.61−0.73 21.89
+0.41
−0.58 22.44
+0.61
−0.73 21.76
+0.41
−0.58 −16.56+0.61−0.74 −17.23+0.41−0.58
7.9 22.49+0.62−0.76 21.80
+0.43
−0.60 22.37
+0.62
−0.76 21.68
+0.43
−0.60 −16.71+0.62−0.76 −17.40+0.43−0.61
8.0 22.41+0.63−0.77 21.72
+0.44
−0.63 22.29
+0.63
−0.77 21.60
+0.44
−0.63 −16.86+0.64−0.78 −17.56+0.44−0.63
8.1 22.34+0.65−0.80 21.63
+0.45
−0.65 22.22
+0.65
−0.80 21.51
+0.45
−0.65 −17.01+0.66−0.80 −17.72+0.46−0.65
8.2 22.26+0.68−0.81 21.55
+0.47
−0.67 22.14
+0.68
−0.81 21.43
+0.47
−0.67 −17.17+0.68−0.82 −17.88+0.47−0.68
8.3 22.19+0.70−0.83 21.46
+0.48
−0.70 22.06
+0.70
−0.83 21.34
+0.48
−0.70 −17.31+0.71−0.84 −18.04+0.49−0.70
8.4 22.12+0.72−0.86 21.38
+0.50
−0.72 21.99
+0.72
−0.86 21.25
+0.50
−0.72 −17.46+0.72−0.86 −18.20+0.51−0.72
8.5 22.04+0.73−0.87 21.29
+0.52
−0.74 21.92
+0.73
−0.87 21.16
+0.52
−0.74 −17.61+0.74−0.88 −18.36+0.53−0.74
8.6 21.96+0.76−0.89 21.20
+0.54
−0.76 21.84
+0.76
−0.89 21.07
+0.54
−0.76 −17.75+0.77−0.89 −18.52+0.54−0.76
8.7 21.88+0.79−0.90 21.11
+0.55
−0.78 21.76
+0.79
−0.90 20.99
+0.55
−0.78 −17.90+0.79−0.90 −18.67+0.56−0.79
8.8 21.81+0.81−0.91 21.03
+0.57
−0.81 21.69
+0.81
−0.91 20.91
+0.57
−0.81 −18.04+0.82−0.92 −18.82+0.57−0.81
8.9 21.73+0.83−0.93 20.95
+0.58
−0.83 21.61
+0.83
−0.93 20.82
+0.58
−0.83 −18.18+0.84−0.94 −18.97+0.59−0.84
9.0 21.65+0.85−0.94 20.86
+0.60
−0.85 21.53
+0.85
−0.94 20.74
+0.60
−0.85 −18.33+0.86−0.95 −19.12+0.60−0.86
9.1 21.57+0.88−0.95 20.77
+0.61
−0.87 21.45
+0.88
−0.95 20.65
+0.61
−0.87 −18.47+0.89−0.96 −19.28+0.62−0.88
9.2 21.50+0.90−0.97 20.68
+0.63
−0.89 21.37
+0.90
−0.97 20.56
+0.63
−0.89 −18.61+0.91−0.98 −19.43+0.63−0.90
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Table D2 – continued
z log10 1450 log10 1450 log10 912 log10 912 log10 ΓHI log10 ΓHI
(M1450 < −18) (M1450 < −21) (M1450 < −18) (M1450 < −21) (M1450 < −18) (M1450 < −21)
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