A comparison between sea trial measurements and full-scale CFD results is presented for two self-propelled ships. Two ships considered in the present study are: a general cargo carrier at Froude number F n = 0.182 and a car carrier at F n = 0.254. For the general cargo carrier, the propeller rotation rate is fixed and the achieved speed and trim are compared to sea trials, while for the car carrier, the propeller rotation rate is adjusted to achieve the 80% MCR. In addition, three grids are used for each ship in order to assess the grid refinement sensitivity. All simulations are performed using the Naval Hydro pack based on foam-extend, a community driven fork of the OpenFOAM software. The results demonstrate the possibility of using high-fidelity numerical methods to directly calculate ship scale flow characteristics, including the effects of free surface, non-linearity, turbulence and the interaction between propeller, hull and the flow field.
Introduction
Traditionally, features of engineering significance in marine hydrodynamic flows at full scale are deduced from extrapolation of the experimental model scale results. The practical limitations of matching both Reynolds and Froude scales simultaneously in towing tanks are well known. Additionally, extrapolating self-propulsion results from model scale to full scale is problematic due to inherently different flow conditions near the propeller. In contemporary engineering practice, these limitations are reliably circumvented by the vast practical experience and unique extrapolation procedures for standard hull forms (e.g. ITTC correlation lines). Recent regulations regarding Energy Efficiency Design Index (EEDI) (see e.g. [1] ) have increased the worldwide research in marine hydrodynamics, where Computational Fluid Dynamics (CFD) tools play an important role at predicting the flow field with Energy Saving Devices (ESDs). In their recent work, Visonneau et al. [2] performed CFD simulations for the Japan Bulk Carrier (JBC) [3, 4] and showed significant differences in flow field at the stern in model and full scale. Similar differences were observed by Castro et al. [5] for a ship without an ESD. They performed CFD self-propulsion simulations in model and full scale, with discretised propeller and concluded that the propeller performance is more favourable in full scale because of the more uniform inflow to the propeller caused by a thinner boundary layer compared to model scale.
Predicting the self-propulsion point of the ship is one of the main practical problems in marine hydrodynamics.
Due to high cost, uncertainty and severely limited availability of sea trial measurements, the CFD studies at model scale represent an active area of research [6, 7, 8] as they provide an opportunity to validate the numerical methods against measured data. However, there seems to be an ongoing effort for directly comparing full scale CFD simulations with sea trials as discussed by Ponkratov and Zegos [9, 10] . Comparing their full scale CFD results with sea trials, they obtained encouraging results for a medium range tanker. The increasing trend of performing full scale CFD simulations is witnessed by the recent Workshop on Ship Scale Hydrodynamic Computer Simulations [11, 12] , first of its kind, organized by the Lloyd's Register in 2016. The Workshop provides an unique opportunity for worldwide CFD research community to directly compare their self-propulsion computations with sea trials via a blind test, followed by a public comparison of CFD results from various groups [12] .
The self-propulsion of a ship in CFD simulations requires adequate representation of the propeller. The hullpropeller interaction can be taken into account in a number of ways. The most efficient approach from the computational point of view is to model the propeller as an actuator disc; see Tzabiras et al. [13] for successful application of the actuator disc. Another possibility is to use a fully discretised propeller, where the propeller rotation is enabled by either a sliding interface approach [10] or dynamic overset grids [14, 15] . Although this approach is the most detailed approach without any modelling, it requires significant computational resources. The high demand on computational resources forced researchers to come up with different ways to speed their CFD computations without significantly sacrificing the accuracy. As an example, Ponkratov and Zegos [10] use the Multiple Reference Frame (MRF) approach (also known as the "Frozen Rotor Approach") until the free surface converges and then start rotating the propeller. Recently, Carrica et al. [14] introduced a partially rotating frame approach, which is a combination of the MRF approach and full propeller rotation. The approach allowed them to increase the time step by one order of magnitude; while still being able to capture a part of the hull-propeller interaction.
In this work, the primary goal is to validate the integral (global) characteristics of a self-propelled ship (e.g. achieved speed, propeller rotation rate, etc.) in a CPU time efficient manner, while the local flow features near the propeller are neglected. For this reason, the actuator disc model as described byŠeb [16] is used to complement the two-phase, turbulent CFD model described below. In order to be able to assess the advance speed from the selfpropulsion simulation with the actuator disc model, we perform an actuator disc analysis of the momentum transfer from the propeller to the fluid. The advance speed can then be readily used to calculate the pressure and tangential velocity jumps from the thrust and torque curves. Such a procedure allows one to run a single self-propulsion computation without the need to perform a special procedure as explained by Krasilnikov [17] , where two simulations have to be run side-by-side to establish the effective wake field at the propeller plane.
The CFD model is based on Reynolds Averaged Navier-Stokes equations for incompressible, free surface and transient flow field, with the k − ω S S T [18] model to account for turbulence. The algebraic Volume-of-Fluid (VOF) method [19] is used to capture the free surface. The interface is kept sharp with the additional compressive term [20] , preventing the excessive smearing of the viscous stresses at the free surface. Although the smearing of viscous effects at the free surface is determined by the numerical smearing of the VOF field, the density and pressure gradient fields always have infinitesimally sharp distribution due to the Ghost Fluid Method (GFM) [21, 22] . The numerical model is implemented in the Naval Hydro pack and it is based on arbitrary polyhedral, cell-centred Finite Volume (FV) framework available within foam-extend-4.0, which is a community driven fork of the OpenFOAM software for Computational Continuum Mechanics (CCM) [23] .
In this paper, two sets of full scale CFD self-propulsion computations are performed and results are compared to sea trial measurements for two types of ships. The first ship is the general cargo carrier REGAL with publicly available ship parameters and results from the sea trials, published during the Lloyd's Workshop on Ship Scale Computer Simulation [12] . The sea trials have been performed by keeping the propeller rotation rate constant and measuring the achieved ship speed. This test is easily modelled with the actuator disc where the pressure jump and velocity swirl jump are evaluated based on thrust and torque obtained from the corrected advance coefficient during the CFD computation. The second ship is a car carrier built in the Croatian shipyard Uljanik, where only limited data can be provided due to confidentiality agreement. The CFD computations for the car carrier correspond to the measured mile sea trial, where the 80% Maximum Continuous Rating (MCR) is prescribed and the achieved speed and propeller rotation rate is measured. The Proportional-Integral (PI) controller is used to effectively reach the prescribed power with varying propeller rotation rate. Computations for both ships are performed on three unstructured grids each, in order to estimate the sensitivity of the solution with respect to grid refinement.
The paper is organized in the following manner. The mathematical and numerical models are presented first, with emphasis on the actuator disc model and the procedure for calculating the advance speed from the sampled axial speed at the propeller plane. The computational results for the REGAL ship are presented next, including: the details regarding computational grids, open water simulation results, comparison of achieved speed and trim with sea trial measurements and simplified uncertainty assessment. The Uljanik car carrier is considered next, where the achieved power, propeller rotation rate and ship speed are compared to measured mile data, including the grid uncertainty assessment. A short conclusion is given at the end, reflecting on achieved results and discussing the practicality and accuracy of full scale self-propulsion simulations.
Mathematical and numerical modelling
The final form of governing equations for a two-phase, incompressible, turbulent flow is presented here, while the reader is referred to Vukčević et al. [22, 21] for a detailed derivation. The free surface discontinuities are handled with the GFM [24, 25, 26] , while the interface is captured using the VOF approach [27, 28] in an implicit, algebraic formulation [19, 20] . Turbulence is modelled with the k − ω S S T turbulence model [18] with standard wall functions.
The actuator disc model [16] is presented and the special attention is given to the calculation of advance speed during the CFD simulation.
Governing equations
The presence of a free surface in the domain of interest Ω, requires certain jump conditions to be taken into account.
The jump conditions are denoted with [•] as used by e.g. Huang et al. [24] and are outlined here:
• Density discontinuity:
where ρ a is water density and ρ w is air density, and Γ denotes the free surface. Note that the density jump conditions simply indicates that the density field ρ is a piece-wise constant function of space and time.
• Continuity of pressure p:
Note that the surface tension effects are neglected.
• An additional jump condition for pressure gradient can be derived by taking into account continuity of velocity field at the free surface (kinematic boundary condition [29] ) and neglecting the tangential stress balance at the free surface [21] :
indicating that the pressure gradient divided by the density does not have a discontinuity at the free surface.
This can be easily understood when examining the hydrostatic case [30] , while it is important to note that this assumption is valid even in non-hydrostatic cases [21] .
• It is important to note that other fields are continuous at the free surface. Velocity field u is continuous across the free surface due to kinematic boundary condition (see Batchelor [29] ), while the specific turbulent kinetic energy k and specific dissipation rate of the turbulent kinetic energy ω are also continuous [24] since they depend only on the velocity field u.
It is important to clearly state the assumptions and simplifications within the present model:
• The tangential stress balance at the free surface is simplified by assuming a continuous effective kinematic viscosity across the free surface. Although continuous, the effective kinematic viscosity has a large gradient near the free surface as defined by the volume fraction field (see Eqn. (8) for details). Huang et al. [24] showed that this approach is valid for large Reynolds numbers encountered in ship hydrodynamic flows, which are considered in this work.
• The surface tension effects can also be neglected for full scale ship hydrodynamics flows. The reader is referred to Vukčević [21] for additional details.
If the jump conditions given by Eqn. (1)-(3) are taken into account, the flow field in both phases can be described with the continuity equation and Navier-Stokes equations in terms of primitive variables: velocity field u and dynamic pressure field p d , and the spatial variation of density can be neglected, as it is only present in a form of the Heaviside function at the interface:
where ν e is the effective viscosity field with a smeared profile across the free surface, and p d is the dynamic pressure defined as:
where x is the position vector. The VOF method is used to capture the interface:
where α is the volume fraction and u r is the compressive velocity field acting in the normal direction towards the interface, explained in detail in Sec. 2.3. The third term in Eqn. (7) is introduced to keep the interface from excessive smearing [20] . The term is active only near the free surface due to α(1 − α) prefactor that vanishes for α = 0, 1.
Note that the smearing of the interface only affects the viscous stresses at the free surface since we define the effective kinematic viscosity field as:
Note that the smearing of α does not affect the density field, since we define:
The piece-wise constant definition of the density field given by Eqn. (9) is taken into account with the GFM, which is practically embedding the discontinuities at the free surface during the discretisation process. Note that with this definition, we achieve an infinitesimally sharp jump of density and pressure gradient at α = 0.5 iso-surface.
Actuator disc model
The outline of the actuator disc model used in this work is given here, while the reader is referred toŠeb [16] for detailed derivation and validation. The actuator disc is a circular surface defined by three parameters:
1. Location of the propeller plane, 2. Direction of the propeller action,
Propeller radius.
Such definition makes it suitable for CFD calculations in FV framework, where a set of faces can be readily collected from the computational grid.
The pressure jump at the actuator disc is modelled as:
where R P is the propeller radius, R H is the hub radius, T (J) is the propeller thrust for a given advance coefficient J and f T (r) is defined as:
r * is the normalised disc radius defined as:
while r = r/R P and r h = R H /R P .
The tangential velocity jump models the swirl caused by the propeller action and is given by:
where Q(J) is the propeller torque for a given advance coefficient, u x is the axial speed at the propeller plane and f Q (r)
is given by:
Eqn. (10) and Eqn. (13) require thrust and torque curves from the open water test to determine the pressure and tangential velocity jump for the actuator disc model. The thrust and torque curves are usually given in dimensionless form with respect to the advance coefficient J, defined as:
where V A is the advance speed (equal to carriage speed in experimental set-up for the open water test), n is the propeller rotation rate and D is the propeller diameter. In order to determine the advance speed from the self-propulsion CFD simulation, we note that the propeller in the actuator disc theory accelerates the flow from V 1 = V A in front of the propeller to V 2 behind the propeller. Therefore, the propeller thrust is proportional to the mass flux at the propeller plane and the difference in flow velocities:
where A D is the actuator disc surface and V D is the average axial speed at the propeller plane.
we obtain an expression for the advance speed:
Note that V D can be readily evaluated from the CFD computation. However, although Eqn. (17) provides an expression for the advance speed, it depends on the thrust, creating a nonlinear system of equations since T is a function of J.
In practice, since the update of V A given by Eqn. (17) , followed by the ∆p update given by Eqn. (10) happens several times during a single time-step in a segregated solution algorithm for pressure-velocity coupling, the nonlinear system is easily converged without employing an additional iterative loop.
Numerical model
Governing equations Eqn. (4), Eqn. (5) and Eqn. (7) are discretised using the second order accurate in space and time, arbitrary polyhedral FV method [31] with compact computational support stencil. Time derivative terms are discretised with first-order accurate implicit Euler scheme since a quasi steady-state solution is sought. The convection term in the momentum equation is discretised using the Gauss theorem, where the linear, upwind-biased interpolation is used to interpolate from cell-centres to face-centres. The convection term in the VOF equation is discretised with van Leer's Total Variation Diminishing (TVD) scheme [32] in a deferred correction approach [33] . All diffusion terms are discretised using the Gauss theorem and central-differencing, with over-relaxed approach for the non-orthogonal correction [31] (see Demirdžić [34] for different treatments for the non-orthogonal correction). For full details of the discretisation the reader is referred to Jasak [31] .
The compressive term in the VOF transport equation, Eqn. (7) is discretised using Gauss theorem:
where V P is the volume of cell P, f denotes the sum over all faces of a cell, s f is the surface area vector of a face directed towards the neighbouring cell. Superscripts o and n denote values from previous and current time step, respectively. Rusche [20] defines the compressive velocity field u r as flow dependent, i.e. based on the flux through the free surface. A different approach is employed here, where the compressive velocity is defined as a purely numerical parameter:
where c α is the compression constant which controls the sharpness of the interface, usually taken as one. n Γ is the unit normal vector to the free surface, CFL re f = 0.5 is the reference compression Courant-Friedrichs-Lewy number, ∆t is the time step and |d f | is the distance between cell centres sharing this internal face. Compared to Rusche [20] , the formulation for the compressive velocity field u r used in this work given by Eqn. (19) does not depend on the physical flux through the interface, making the compression purely a numerical parameter, which can be tuned to obtain desired sharpness of the interface.
Interpolation of α f from cell centres to face centre reads:
where the weighting function w f is defined in terms of limiter function ψ f , central differencing weights w CD and upwind weights w U , following Jasak et al. [35] :
A limiter based on quartic function is used in this work:
as presented in Figure 1 . Looking at Eqn. (21) , the limiter is designed to be upwind biased if the interface is sharp The jump conditions at the free surface given by Eqn. (1)-(3) are enforced during the discretisation process using the GFM [22] , yielding interface-corrected interpolation schemes for fields with discontinuities: density and pressure.
The pressure-velocity coupling is resolved with a combination of SIMPLE [36] and PISO [37] algorithm, allowing the algorithm to advance with large time-steps and avoid the under-relaxation of governing equations and fields.
Evolution of the free-surface and rigid body motion of a ship is embedded within the outer iteration loop. Two outer iterations are used along six PISO pressure correction steps in a given time step, updating the free surface and position of the ship two times, while correcting pressure and velocity twelve times in total. For details of the solution algorithm and rigid body motion treatment, the reader is referred to Vukčević et al. [22] .
Implicit relaxation zones are used to prevent wave reflection [38] , where the waves are gradually damped near the farfield boundaries using the exponential blending function [39] . Length of the relaxation zones are: 0.75L PP for inlet, portside and starboard boundaries and 1.5L PP for the outlet boundary. 
Ship scale self-propulsion simulations
The CFD simulation results for two ships are presented in this section and directly compared to sea trial measurements.
The first ship is the general cargo carrier REGAL from the Lloyd's Workshop on Ship Scale Hydrodynamic Computer Simulations [11, 12] with fixed propeller rotation rate. The second ship is a car carrier from Uljanik shipyard where the 80% Maximum Continuous Rating (MCR) was fixed during the sea trial and the propeller rotation rate is reported.
In addition, a basic grid uncertainty assessment is presented for both ships.
General cargo carrier REGAL
The main particulars of the REGAL ship are given in Table 1 . Before the sea trials, the ship has been dry-docked, her hull cleaned and propeller polished. Within the Lloyd's Workshop On Ship Scale Computer Simulation [12] , surface meshes have been obtained with 3D laser scanning procedure and were provided to interested participants. The ship was taken to sea trials in ballast condition and three shaft speeds have been tested. In this work, we present a set of results obtained with three grids for a single shaft speed of 106.4 RPM, corresponding to a ship speed closest to the design speed. Computational grids are generated with cfMesh [40] , an open-source mesher available within foam-extend. The computational domain is one L PP in front of the ship, two L PP behind the ship and one L PP towards the starboard and portside and towards the bottom. Note that the symmetry plane is not used because the ship is fixed at a small roll angle (see Ponkratov [12] for details) and to allow for velocity swirl within the actuator disc model. In the present work, the superstructure and cranes on the deck were neglected in order to use coarser grids without significantly affecting the results. Figure 2a presents local surface refinements at the stern, clearly showing the actuator disc interface. Bow stem refinement is shown in Figure 2b , while Figure 2c shows the Kelvin angle refinement. Aggressive refinement towards the free surface is used, which can be seen in Figure 2d .
Three grids with non-uniform refinement are generated for this test case, as follows: the coarse grid with 5.6 million cells, the medium grid with 7.5 million cells and the fine grid with 11.7 million cells. The refinement ratio based on average cell size is not uniform between the refinement levels: the refinement ratio between the medium and the fine grid is r m f = 1.2, while the refinement ratio between the coarse and the medium grid is r cm = 1.1.
Results obtained with such a low refinement ratio cannot be reliably used to estimate achieved order of convergence and uncertainty. Rather, we use simplified methods reported by other authors [41, 42] to determine uncertainty intervals based on three results, as reported in Sec. 3.1.3. Grids coarser than 5.6 million cells generated with cfMesh were unable to produce physically meaningful results due to too low resolution in the vertical direction near the free surface. The grids mostly have hexahedral cells (95%), with occasional general polyhedral cells (5%). Maximum non-orthogonality for the fine grid is approximately 88 • , while the average value is approximately 7 • . Six boundary layers are used with a growth ratio of 1.3, yielding an average dimensionless distance to the wall y + between 900 and 1 100 across the three grids for the achieved speed.
Open water propeller simulations
As discussed in Sec. Figure 3b , where tip and hub vortices can be seen. No attempt has been made here to quantify the uncertainty with respect to grid refinement and solution settings, while the reader is referred toŠeb [16] for additional details on
our guidelines regarding open water propeller simulations.
Self-propulsion simulation results for REGAL ship
In self-propulsion simulations reported in this study, the ship is free to surge, heave and pitch, while sway, roll and The converged solution in terms of achieved forward speed of the ship is reached after 750 seconds for all three grids, which is equivalent to 10 000 time steps. The convergence of the forward speed for all three grids is presented in Figure 4a , where the results are compared with two sea trial measurements and the ISO 15016 value. All CFD results lie between the two sea trial measurements, with the relative error of CFD to the ISO 15016 is 0.2%. Following classification of grid convergence/divergence types as outlined by Eça and Hoekstra [44] , we achieve oscillatory converge with grid refinement. Stern et al. [41] propose to use the following expression to evaluate the grid uncertainty in case of oscillatory convergence:
where F S = 3 is the safety factor and V max and V min in this case denote the maximum and minimum speeds obtained with three grids. Using the results presented in Figure 4a , the numerical uncertainty is approximately 0.02 knots, or 0.15% of the fine grid result. In addition to the forward speed results, convergence of dynamic trim is presented in Figure 4b , comparing the CFD results with sea trial measurements. The calculated values on all three grids under-predict the measured trim by 0.02 degrees compared to the first sea trial and 0.028 degrees compared to the second sea trial. Iterative uncertainty for the dynamic trim calculated with Eqn. (23) yields an uncertainty of 0.025 degrees for the coarse grid and 0.0028 degrees for the fine grid, indicating that the convergence is smoother on finer grids. Convergence of the absolute value of resistance and propeller thrust is presented in Figure 5a . Since a uniform flow field is used as an initial condition, the propeller thrust is smaller than the resistance of the ship up to approximately 150 seconds, causing the ship to decelerate (see Figure 4a ). After 150 seconds, the net thrust is positive, accelerating the ship forward.
Finally, at approximately 600 seconds, the propeller thrust and resistance start to oscillate with ±8 kN, or ±2.5% compared to the final solution taken as the average over past two hundred iterations. The viscous force oscillates with the amplitude of ±0.15%, which is an order of magnitude smaller than the total force. In addition, the viscous force at achieved forward speed is compared with the ITTC 1957 correlation line, yielding a discrepancy of 2%.
The convergence of forces is significantly less oscillatory on medium and fine grids compared to the coarse grid, as indicated in Figure 5b . It is possible that the reason for inferior convergence on the coarse grid is directly linked to insufficient grid resolution near the free surface. However, after 600 seconds, all results oscillate by the same amount, indicating that the final result is insensitive to grid refinement. In the simulations, authors have noticed the occurrence of breaking waves in front of the bow due to vertical, cylindrical bow stem without a bulb, as indicated in Figure 6a . in last one hundred seconds reveals a spectrum with periods ranging from three seconds to seven seconds, as seen in Figure 7 . The video reveals numerically under-resolved wave breaking, which leads us to conclusion that finer grids should definitely be used in order to investigate this phenomena thoroughly, which is out of scope of this work.
In order to discuss the practical engineering feasibility of these computations, CPU times for all simulations are presented in Table 2 . Each simulation is carried out in parallel using up to 7 nodes (56 cores) on a distributed 
Car carrier from Uljanik shipyard
The second ship considered in this study is the car carrier built in Uljanik shipyard, with particulars given in Table 3 .
The input parameters for this test case were provided by Uljanik shipyard:
• Hull geometry,
• Propeller characteristics obtained from open water test in model scale,
• Target 80% MCR.
Since the target 80% MCR is given, a similar PI controller as used by Carrica et al. [45] is employed in this study, defined as:
where n is the propeller revolution rate in RPS, n is the propeller revolution rate from the previous iteration, P is the current power and P target is the target power. Proportional and integral constants are taken as K P = K I = 1.0 −10 . Using Eqn. (24) , propeller revolution rate n is updated based on current achieved power P, providing new thrust and torque estimates for the actuator disc model (see Sec. 2.2).
Three unstructured grids are generated with cfMesh. The grids have 1.7, 2.6 and 6.4 million cells and consist 
Self-propulsion simulation results for the Uljanik car carrier
Convergence history of the forward speed for three grids is presented in Figure 8a . Compared to REGAL ship, the car carrier immediately starts to accelerate since the initial speed is 5% to 10% smaller than the measured data. The ship speed is under-predicted by approximately 1.3% on the coarse and medium grids, while the fine grid solution is within 0.1% compared to the data from the measured mile test. Hence, convergence with grid refinement is not achieved for the final ship speed. Following Simonsen et al. [42] , the grid uncertainty is evaluated as a maximum deviation between the three results:
where F S = 3 is the safety factor [41] . The resulting grid uncertainty for the achieved speed is 4.02%, or 0.85 knots.
The achieved propeller rotation rate is 126.27 RPM, with a relative error of 0.24% compared to the measured mile data, with the corresponding grid uncertainty of 2.20% or 2.78 RPM. Figure 8b presents the convergence of forces during the CFD simulation with the fine grid. During the last 250 seconds of the simulation, the resistance oscillates within ±1%. Note that for the REGAL ship, the force oscillations are twice as high (±2.5%) because of the breaking bow wave, see Figure 6a . The waves at the bow of the Uljanik car carrier are mild and low in amplitude due to bulbous bow, as seen in Figure 9a . The wave field at the stern and the dynamic pressure at the propeller plane are presented in Figure 9b . It is also important to note that the average value of resistance and the propeller thrust are not perfectly balanced throughout last 50 seconds, indicating the need to run the simulation longer. This is a direct consequence of the PI controller (see Eqn. (24)) that has been used for these simulations. Better convergence properties may be obtained by tuning the PI controller and implementing different variants of controllers, which is out of scope of this work. Note that the thrust is on average approximately 0.3% higher, which is deemed negligible as the forward speed of the ship does not vary significantly as seen in Figure 8a .
CPU times required to perform self-propuslion simulations for the car carrier are presented in Table 4 . Since the grids are smaller compared to the first test case, 16 to 32 cores have been used in order to achieve the final solution within 6 hours and 16 hours.
Conclusion and future work
A direct comparison of full scale CFD self-propulsion simulations with sea trials is presented for two ships: a general cargo carrier and a car carrier. The actuator disc model is used for the propeller along with the existing two-phase, incompressible and turbulent CFD algorithm in the Naval Hydro pack, which is based on foam-extend, a fork of the OpenFOAM software. Both ships were in ballast condition, where a fixed propeller rotation rate has been prescribed for the general cargo carrier and a target 80%MCR has been prescribed for the car carrier. The target 80%MCR is achieved by employing a PI controller.
The achieved speed predicted with CFD compares very well to sea trial measurements, where the relative error is within 0.3% for both ships. For the general cargo carrier, trim angle is under-predicted compared to sea trials by approximately 0.02 degrees. The relative error of achieved propeller rotation rate for the car carrier is approximately 0.24%. By performing grid sensitivity studies, we estimated the grid uncertainty for the achieved forward speed to be reasonably low: approximately 0.15% for the general cargo carrier and 4.02% for the car carrier. Lower numerical uncertainty for the general cargo carrier is obtained since we have achieved oscillatory convergence, compared to the car carrier where we have not achieved convergence with grid refinement, thus using a higher safety factor equal to 3. However, it is important to note that this is not a strict verification study since the refinement ratios between grids are too low and not uniform. A strict verification study will be the topic of future work due to limited computational resources at present time. Still, the grid sensitivity study and the simplified uncertainty assessment allowed us to quantify a spread in the results when using different grids. As seen from the reported CPU times for particular cases, a very good solution compared to sea trial can be obtained in a single to few days.
The preliminary validation and grid sensitivity study for full scale ship hydrodynamics presented in this work is encouraging, although a lot of scientific and industrial effort must be invested in systematically quantifying numerous uncertainties that inevitably arise when directly comparing CFD results with sea trials, such as: propeller modelling, weather conditions, turbulence modelling, wall roughness modelling, elasticity of the ship (hogging/sagging), inertial properties of the ship, etc.
