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Abstract
The paper provides two versions of nonlocal Poincare´-type inequalities for integral operators
with a convolution-type structure and functions satisfying a zero-Dirichlet like condition. The
inequalities extend existing results to a large class of nonhomogeneous kernels with supports
that can vary discontinuously and need not contain a common set throughout the domain. The
measure of the supports may even vanish allowing the zero-Dirichlet condition to be imposed on
only a lower-dimensional manifold, with or without boundary. The conditions may be imposed
on sets with co-dimension larger than one or even at just a single point. This appears to
currently be the first such results in a nonlocal setting with integrable kernels. The arguments
used are direct, and examples are provided demonstrating the explicit dependence of bounds
for the Poincare´ constant upon structural parameters of the kernel and domain.
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1 Introduction
1.1 Overview
Nonlocal frameworks have empowered mathematical modelers with new tools to capture phenomena
with non-differentiable or even discontinuous features. Classical models employ operators that
inherently assume the solution possesses some level of differentiability. Modeling with nonlocal
operators can expand the space of possible solutions to functions that lack such smoothness. Areas
in which nonlocal models have had success include image processing [25, 32], diffusion models [6],
population models [11], flocking models [47], phase transitions [24, 29], and material deformation
with failure [50, 51, 49]. A comprehensive discussion of the applications and analysis for nonlocal
models and operators, with many additional references, is available in the monograph [15].
In this paper, we establish Poincare´ like inequalities for a broad family of nonlocal operators.
Roughly speaking, Poincare´ inequalities deliver a bound on either the norm, or the variance, of a
function in terms of some measure for the total change of the function throughout its domain. The
well-known classical Poincare´ inequality states that for each 1 ≤ p < ∞, there exists a constant
C <∞ such that
‖u‖Lp(Ω) ≤ C‖∇u‖Lp(Ω),
for all u ∈ W 1,p(Ω), with zero trace on the boundary ∂Ω. Here the domain Ω ⊂ Rn is an open
bounded set. There are many variants of this inequality, but our results can be best described
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as a nonlocal version of this one. In particular, we require u to satisfy, in some sense, a zero-
trace condition. In a classical (local) context, such inequalities are a key ingredient in establishing
existence and stability for variational and PDE problems. The Poincare´ constant is also related to
the conditioning number and stability in certain methods for numerical solutions.
Our focus is on Poincare´ inequalities where the measure for the total change in the function
has a weighted difference operator ∆zu(x) := [u(x + z) − u(x)]w(x, z) as their basis. Using L to
denote the space of R-valued measurable functions, we assume w ∈ L(Rn × Rn) and u ∈ L(Rn).
(We may always extend u by zero as needed.) Under various additional structural assumptions this
operator has been identified as a nonlocal or two-point gradient [15, 16, 25]. We consider two related
quantifications of the total change in u over the domain Ω, both of which involve “accumulating”
∆zu(x) over neighborhoods of x ∈ Ω. We establish conditions under which this nonlocal measure
for total change yields a bound for u in Lp, with 1 ≤ p <∞.
In the remainder of this section, we give a general description of the results proved in this paper.
The significance of the results, in the context of related work that can be found in the literature, is
discussed in Section 1.2, and the organization of the remainder of the paper is in Section 1.3. After
establishing some notation, in Section 3, we continue the introduction with a demonstration of the
arguments used in the context of a few examples.
1.1.1 Nonlocal Poincare´ Inequality I
The first version of the Poincare´ inequality is stated in Theorem 5.1 and has the general form
‖u‖pLp(Ω) ≤ C‖Gu(x)‖pLp(Ω), (1)
with
Gu(x) :=
ˆ
Z(x)
[u(x+ z)− u(x)]ρ(x, z)γ(x) 1p dz.
Here Z : Ω  Rn, ρ ∈ L(Rn × Rn), and γ ∈ L+(Rn). (We use  to indicate a set-valued function
and use L+ to denote the space of nonnegative measurable functions.) Define Ψ : Ω  Rn by
Ψ(x) := x+ Z(x). The main requirements on the kernel components ρ and γ are
(i) ρ(x, ·) ∈ L pp−1 (Rn) and ˆ
Z(x)
ρ(x, z)dz = 1, for all x ∈ Ω;
(ii) γ ≥ 1 and there exists 0 < ν < 1 such that
ˆ
Ψ−1(y)
R(x)γ(x)dx ≤ νγ(y), for all y ∈ Ω.
Here R(x) := ‖z 7→ ρ(x, z)‖p−1
L
p
p−1 (Z(x))
. There are some additional measurability assumptions, and
we refer to the statement of Theorem 5.1 for these. If the set Z is independent of x and symmetric
about 0 and ρ(x, ·) = |Z|−1, for all x ∈ Ω, then Z−1 = Z and (ii) becomes a reverse Jensen’s
inequality and is satisfied by any γ that is uniformly concave. We also observe that Gu ∈ L(Ω)
whenever u ∈ L1(Ω ∪ Γ ). As with the local Poincare´ inequality, we require u to satisfy a zero-
Dirichlet like condition. Let Γ ⊆ Rn be a measurable set such that ⋃x∈Ω Ψ(x) ⊆ Ω ∪ Γ . Our
nonlocal zero-trace conditions are
u = 0 a.e. on Γ and
ˆ
Ω\Γ
  
Ψ(x)
|u(y)|dy

p
γ(x)dx <∞. (BC)
The term in the parentheses is the mean-value of |u| over Ψ(x). If |Γ | > 0, then the first condition
in (BC) becomes a volume-constraint. If in addition, we find Ψ has uniformly positive measure in Ω
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and γ ∈ L∞, then the second condition in (BC) is always satisfied by u ∈ L1. The uniform positivity
of |Ψ |, however, is not a requirement of Theorem 5.1. In fact, with dΓ denoting the distance to Γ ,
we may have Ψ(x) ⊆ BdΓ (x)(x), for all x ∈ Ω, so Γ has zero measure. In Lemma 4.10, we provide
a large class of γ ∈ L∞loc(Rn \Γ ) that satisfy (ii). In this class, we find γ(x) ∼ dΓ (x)−β , with β > 0.
Since we only assume u ∈ L1, the first assumption in (BC) is empty. The second assumption,
however, requires |u(x)| to converge to zero in the sense of averages as Γ is approached.
1.1.2 Nonlocal Poincare´ Inequality II
A second version of the Poincare´ inequality is provided in Theorem 5.2. It has the form
‖u‖pLp(Ω) ≤ C
ˆ
Ω
ˆ
Z(x)
|u(x+ z)− u(x)|p µ(x, z)dzdx, (2)
with µ ∈ L+(Rn×Rn). The other assumptions on µ are somewhat technical but allow for integrable
or continuous kernels. Furthermore, the supports need not contain a common set, so there may be
x1,x2 ∈ Ω such that Z(x1) ∩ Z(x2) = ∅. The definition of Ψ and the assumptions for Γ are the
same as before. We see that we can obtain (2) from (1) when ρ(z, z) = |Z(x)|−1 and there is a
constant K < ∞ such that µ(x, z) ≥ Kγ(x)|Z(x)|−1, for x ∈ Ω and z ∈ Z(x). A challenge to
using Theorem 5.1, however, is identifying Ψ−1 and a weight γ that satisfies assumption (ii). For
Theorem 5.2, we instead assume that the sets Ψ(x) provide a family of paths that connect the
points in Ω to points in Γ , where it is assumed that u = 0 (see Figure 1 in Section 3). The paths
are represented by the forward orbits of a family of discrete dynamical systems with a common
absorption set contained within Γ . The constant in the Poincare´ inequality is related to the volume
changes of suppµ compounded by the number of “steps” in the path to the absorption set and
blows-up if |Ψ(x)| → 0, which must happen if |Γ | = 0. Supplementing the dynamical system
argument with a version of Poincare´ Inequality I allows us to obtain inequalities of the form (2)
even when |Γ | = 0. As an application, in Example 6.7 we establish the following: if Ω is a convex
set, m ∈ {0, 1, . . . , n− 1}, and Γ ⊆ Ω is a compact m-dimensional C 2-manifold without boundary,
then for each β > n−m and δ0 > 0, there exists C <∞ such that
‖u‖pLp(Ω) ≤ C
ˆ
Ω\Γ
1
δ(x)β
 
Ω∩Bδ(x)(x)
|u(y)− u(x)|pdydx, (3)
for every u ∈ L1(Ω) satisfying (BC). Here δ(x) = min{δ0, dΓ (x)}, for each x ∈ Ω. The set Γ , on
which (BC) is imposed, may be some or all of ∂Ω, or be contained in the interior of Ω. Moreover,
the co-dimension can be larger than one. For example Γ can be a discrete set of points or a filament
within Ω. One can extend Example 6.7 to accommodate manifolds with an m − 1-dimensional
boundary, provided β > n −m + 1 in an open neighborhood of the boundary of Γ . Relaxing the
smoothness requirement on Γ is briefly discussed in Remark 4.2.
1.2 Significance of Results
In this section, we provide a broader context for our results. Poincare´ inequalities are an important
component in the study of many mathematical problems. For example, the direct method for
existence and standard arguments for stability rely on coercivity of the associated functional in
an appropriate space, which is typically provided by a Poincare´ inequality [7, 17, 23, 30]. The
dependence of an upper bound for the Poincare´ constant on structural parameters in the problem
is also often essential. Bounds on the Poincare´ constant provide information about the conditioning
number and stability of the numerical methods [1, 2, 3]. In many models, the nonlocal operator
appears with a parameter that captures the concentration of the kernel allowing one to consider a
limit as the nonlocality vanishes. Identifying the local operator that corresponds to this limit relies
on the bound for the Poincare´ constant scaling properly with respect to the parameter [22, 42]. We
will outline some of the arguments for Poincare´ inequalities that exist in the current literature and
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then describe the distinguishing features of this paper’s results. For a much more comprehensive
survey of the literature, we refer to [15].
To facilitate the rest of the discussion, we introduce the parameter δ > 0 that captures the
nonlocality of the operators. For each δ > 0, suppose that Jδ ∈ L+([0,∞)) and αδ ∈ L2(Rn) satisfy
supp Jδ ⊆ [0, δ], suppαδ ⊆ Bδ(0),
αδ(−z) = −αδ(z), and
ˆ
Bδ(0)
z •αδ(z)dz = 1. (4)
Thus, as δ → 0, the masses of Jδ andαδ concentrate around the origin. We set Γδ := A[0,δ](Ω). Here,
with I an interval and E ⊆ Rn, we use AI(E) to denote the annular region {x ∈ Rn : dE(x) ∈ I},
where dE is defined in (9).
In [17], an argument for a one-dimensional version of (1) is provided. The proof relies on an
analysis of the Fourier transform of Gδu and thus requires u to satisfy periodic boundary conditions
and have zero-mean over Ω. Additionally, the kernel ρδ is assumed to be odd and homogeneous
throughout Ω. Ultimately, with 0 < α < 1, they show the stronger result that there is C < ∞,
independent of u, such that ‖u‖Hα(Ω) ≤ C‖Gδu‖L2(Ω). Moreover, in the limit as δ → 0, the Poincare´
constant becomes independent of δ and Gδ converges to the classical derivative operator. The proof,
however, requires the kernel to satisfy ρδ(z) = Jδ(|z|)z−1 ∼ |z|−1−α near the origin. (Note that
ρδ = Jδ in the notation of [17].) Thus the kernel is not an integrable function, and the operator
is understood in the sense of a Cauchy principle value. Under similar requirements, this result has
been extended in [33] to nonsymmetric kernels supported on the half-interval (0, δ).
Regarding inequalities of the form (2), we describe three strategies of proof. We assume that
u = 0 a.e. on Γδ. In the context of a nonlocal diffusion problem, a Poincare´ inequality of the form (2)
was proved in [5] (see also [1, 2]). It is assumed that Jδ has the additional properties supp Jδ = [0, δ],
Jδ ∈ C ([0,∞)), and ‖Jδ‖L1(Rn) = 1. The Poincare´ inequality is obtained by iterating and summing
the inequalities
‖u‖pLp(Sk) ≤ C ′k
ˆ
Sk
ˆ
Sk−1
|u(y)− u(x)|pJδ(‖y − x‖Rn)dydx+ C ′′k ‖u‖pLp(Sk−1)
through k = 0, . . . , k0. Here S−1 := Γδ and Sk := Ω ∩ A(kr,(k+1)r](∂Ω), for a sufficiently small
0 < r ≤ δ2 . The collection {Sk}k0k=0 must be a decomposition of Ω into concentric annular regions, so
k0 ∼ diam(Ω)r . Hence, for the resulting Poincare´ constant, one finds that there exists an M > 1 such
that C ∼ M diam(Ω)r ≥ M diam(Ω)δ , which scales poorly as δ → 0. For local-nonlocal correspondence
or condition analysis a different argument is needed. A second strategy to proving (2) requires
establishing some variant of the following compactness result: if V is a closed subspace of L2(Ω∪Γδ)
such that the only constant function is the zero function and {uk}∞k=1 ⊂ V converges weakly to some
u ∈ V , then
lim
k→∞
ˆ
Ω
ˆ
Bδ(x)
|uk(y)− uk(x)|2Jδ(‖y − x‖Rn)dydx = 0 =⇒ lim
k→∞
‖uk‖L2(Ω) = 0. (5)
The Poincare´ inequality then follows a proof by contradiction. An argument along these lines has
been used in [1, 2, 3, 39]. In [15] (Lemma 5.11), a Poincare´ inequality with nonhomogeneous support
Bd∂Ω(x)(x) is proved. Poincare´-Korn type inequalities, in a vector-valued setting, are provided in
[40, 41, 42, 38]. For versions of (5) with a general 1 < p <∞, we refer to [9, 42, 44, 45]. While this
yields a Poincare´ inequality that holds for general δ > 0, as this is an indirect argument, it is only
possible to identify the dependence of the Poincare´ constant on δ for sufficiently small δ . The last
argument, that we describe, can be found in a currently unpublished work [14]. It follows a standard
proof for the local Poincare´ inequality based on Gauss’ theorem [27]. Since αδ is antisymmetric,
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the Fubini-Tonelli theorem and the change of variables y 7→ x+ z yields, for any x0 ∈ Rn,
ˆ
Ω∪Γδ
|u(y)|2(y − x0) •
ˆ
Bδ(y)
αδ(y − x)dxdy
=
ˆ
Ω∪Γδ
ˆ
Bδ(0)
|u(x+ z)|2(x+ z − x0) •αδ(z)dzdx = 0. (6)
Using this, Ho¨lder’s inequality, and the assumptions in (4),
‖u‖2L2(Ω) =
ˆ
Ω∪Γδ
ˆ
Bδ(0)
(|u(x)|2 − |u(x+ z)|2) (x+ z − x0) •αδ(z)dzdx ≤ r02 12 I 121 · I 122 ,
with r0 := supy∈Ω∪Γδ ‖y − x0‖Rn ,
I1 :=
ˆ
Ω∪Γδ
ˆ
Bδ(0)
[|u(x+ z)|2 + |u(x)|2] dzdx,
and
I2 :=
ˆ
Ω∪Γδ
ˆ
Bδ(0)
|u(x+ z)− u(x)|2‖αδ(z)‖2Rndzdx.
Selecting x0 ∈ Ω ∪ Γδ so that r0 = 12 diam(Ω ∪ Γδ) one may obtain the Poincare´ inequality
‖u‖2L2(Ω) ≤ δn diam(Ω ∪ Γδ)2||B1|
ˆ
Ω∪Γδ
ˆ
Bδ(0)
|u(x+ z)− u(x)|2‖αδ(z)‖2Rndzdx. (7)
If Z = A(τδ,δ)(0) and αδ(z) = Az‖z‖−β−1χZ(z), for some β 6= n − 1 and 0 < τ < 1, then
assumption (4) implies A = n−β+1
n(1−τn−β+1)δ
β−1|Bδ|−1 and (7) becomes
‖u‖2L2(Ω) ≤
(
(n− β + 1) diam(Ω ∪ Γδ)
n(1− τn−β+1)
)2ˆ
Ω∪Γδ
 
Z
(
δ
‖z‖Rn
)2β |u(x+ z)− u(x)|2
‖z‖2Rn
dzdx.
The argument can easily be expanded to exponents 1 < p <∞ by using the inequality |b|p− |a|p ≤(|a|p−1 + |b|p−1) |b − a|. When β = 0 and p = 2, we see that the Poincare´ constant above is
comparable to the one produced in Example 3.2. A shortcoming for this argument is that the outer
domain of integration in the upper bound includes the annular region Γδ. This is a byproduct of
the Fubini-Tonelli theorem used to obtain (6).
In this paper, we provide broadly applicable Poincare´ inequalities in an arbitrary spatial dimen-
sion n ∈ N. We focus on function spaces satisfying a zero-Dirichlet like condition (BC). The set Γ
may include some, none, or all of an annular neighborhood around Ω or be completely contained
within Ω. The arguments described above require u ∈ Lp(Ω) a priori. In contrast, we need only
assume u ∈ L1(Ω ∪ Γ ) in addition to (BC) and in some cases, u ∈ L(Ω ∪ Γ ) (Remark 5 and Corol-
laries 5.3 and 5.4). Under the assumptions of this paper, the p-integrability of u is a consequence
of the Poincare´ inequalities. Furthermore, the proofs are based on direct arguments. As can be
seen in some of the examples, this allows us identify an upper bound for the Poincare´ constant with
explicit dependence on Ω and on the structural parameters for the kernel.
A more significant contribution of this paper towards the study and well-posedness of nonlo-
cal problems is the flexibility allowed for the kernels. Many physical applications are inherently
nonhomogeneous, a feature that is reflected in the kernel of the operator. One can see that the
Poincare´ inequalities described earlier in this section can be extended to nonhomogeneous kernels
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µ that dominate either Jδ or ‖αδ‖2Rn , but this requires the support of the kernel to uniformly con-
tain a fixed symmetric set of positive measure; i.e. there exists E ⊆ Bδ such that |E| > 0 and
E ⊆ suppµ(x, ·), for all x ∈ Ω. (We note that Lemma 5.11 in [15] is an exception to this state-
ment.) There are important settings that are incompatible with this requirement, such as models
for fractured materials. Theorems 5.1 and 5.2 allow kernels without any such uniform support or
symmetry. In fact, there can be open sets Ω1, Ω2 ⊂ Ω such that Ω1 ∩ Ω2 = ∅, ∂Ω1 ∩ ∂Ω2 6= ∅
and suppµ(x1, ·) ∩ suppµ(x2, ·) = ∅, for all x1 ∈ Ω1 and x2 ∈ Ω2. Thus the support of µ de-
forms discontinuously across ∂Ω1 ∩ ∂Ω2 and has no common support between the two regions (see
Example 6.2).
This work also contributes to the study of problems with Dirichlet like constraints on sets with co-
dimension larger than one. There has recently been much interest in studying PDEs with Dirichlet
conditions on low dimensional sets. A theory for elliptic problems, including trace theorems, Harnack
inequalities, regularity results, and harmonic measures, has already been developed in [12, 13, 21,
35, 37]. Very little has been done within a nonlocal framework. As explained in the previous
subsection, one may have x0 ∈ Ω where | suppµ(x, ·)| → 0 as x→ x0, which allows one to consider
a zero-Dirichlet like condition on a set Γ with dimension 0 ≤ m < n. In this setting, the Poincare´
inequality (3) is obtained in Example 6.7. For the purposes of comparison, put s = βp(n−m) >
1
p
and recall that δ(x) = min{dΓ (x), δ0}. We may rewrite (3) as
‖u‖pLp(Ω) ≤ C
ˆ
Ω\Γ
 
Bδ(x)(x)
∣∣∣∣u(y)− u(x)δ(x)s(n−m)
∣∣∣∣p dydx
︸ ︷︷ ︸
:=Jps,Γ [u]
. (8)
Let us denote the set of functions for which Jps,Γ is finite by J
p
s,Γ . The finiteness of J
p
s,Γ [u] implies,
in some sense, that u has s-order differentiability localized at Γ . The factor (n−m) accounts for the
scaling for the measure of the tubular r-neighborhood of Γ with respect to r. Due to the Poincare´
inequality, the p-integrability of u ∈J ps,Γ is expected, but outside any tubular neighborhood of Γ ,
the function u might exhibit no additional regularity. This is a generalization of Lemma 5.11 of [15]
where p = 2 and Γ = ∂Ω, so m = n − 1. In [52], it was shown that one can identify a trace that
is continuous from J 21,∂Ω is finite into the SobolevSlobodeckij space W
1
2 ,2(∂Ω). It seems natural
to expect a similar result for the space J ps,Γ . In fact, ongoing work suggests that, as in the setting
of Besov spaces [31], for 0 ≤ m ≤ n − 1 not necessarily an integer, there is a trace operator that
continuously maps J ps,Γ into W
s′,p(Γ ), with s′ = (s− 1/p) (n−m). This is currently work that is
still in progress. The Poincare´ inequality in (8) appears to be the first result towards developing a
theory for nonlocal problems with constraints on higher co-dimensional sets.
1.3 Organization of Paper
The next section establishes the notation used throughout the paper. In Section 3, we present the
arguments used for the main results specialized to a couple of basic examples. The results from the
literature that we need are collected in Section 4.1, and the main lemmas are proved in Section 4.2.
The main Poincare´ inequalities and a couple of corollaries are stated in Section 5. We provide a
complete proof for Poincare´ Inequality II. The proof for a Poincare´ Inequality I is essentially the
same as one of the components of the argument for Poincare´ Inequality II. To demonstrate the
applicability of the results, we produce several examples in Section 6.
2 Definitions and Notation
In this section, we summarize terminology and notation that is common throughout the paper.
Notation that is specific to a particular argument is introduced as needed.
The class of Borel-measurable sets in Rn is denoted by B(Rn) and the Lebesgue-measurable
sets are denoted by L (Rn). Unless indicated otherwise, Lebesgue-measurability is intended for
sets and maps. Let E,F ⊆ Rn be given. Given x ∈ Rn, the set x + E ⊆ Rn is the translation
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of E by x. If E ∈ B(Rn), its s-dimensional Hausdorff measure is denoted by H s(E). We use
χE : Rn → {0, 1} for the characteristic function for E. In addition to the standard notation for
Lp spaces, if G ⊆ Rm is measurable (i.e., Lebesgue-measurable), we use L(E;G) for the space of G-
valued Lebesgue measurable maps. The codomain may be omitted if it is R, and L+(E) is the space
of non-negative measurable functions. If u ∈ L(E) is differentiable at x ∈ E, then ∂xu(x) ∈ Rn
denotes its gradient. The distance function from E is dE : Rn → [0,∞) defined by
dE(x) := inf {‖x− y‖Rn : y ∈ E} . (9)
It is well-known that dE is a Lipschitz function, is differentiable a.e. on Rn, and ‖∂xdE‖Rn = 1
for a.e. x ∈ Rn. If E is compact, then by the KuratowskiRyll-Nardzewski measurable selection
theorem [4], there exists a measurable metric projection PE : Rn → E such that ‖x−PE(x)‖Rn =
dE(x), so PE(x) is a point in E that is nearest to x. The Hausdorff distance between E and F
is
dist(E,F ) := max
{
sup
x∈E
dF (x), sup
y∈F
dE(y)
}
.
For each r > 0, the open (tubular) r-neighborhood (or r-parallel neigborhood) of E is
Br(E) := {x ∈ Rn : dE(x) < r} and the r-boundary of E is Sr(E) := {x ∈ Rn : dE(x) = r}.
Given an interval I ⊆ [0,∞), we define the annular neighborhood AI(E) :=
⋃
r∈I Sr. For brevity,
we will use Ar(E) := A(0,r)(E), and we may write Br(x), Sr(x), or AI(x) if E = {x}. A super-
script will be included when the dimension of the set needs to be made explicit, so for example,
Sn−1r (x) := {y ∈ Rn : ‖y − x‖Rn = r}. The center set is E = {0} or irrelevant whenever it is
unspecified. Given 0 < θ ≤ pi, x ∈ Rn, and ω ∈ Sn1 , set
Cθ(x;ω) := {y ∈ Rn : (y − x) • ω > cos θ · ‖y − x‖Rn} , (10)
so Cθ(x;ω) is an n-dimensional open cone, with central axis parallel to ω, aperture 2θ, and vertex
at x. The set Cpi
2
(x;ω) is the open half-space of Rn bounded by the hyperplane with normal vector
ω and containing x. The ith-coordinate vector is ei ∈ Rn. Given a multi-index i = (i1, . . . , im) ∈
{1, . . . , n}m, with 1 ≤ i1 < · · · < im ≤ n, we define an associated m-dimensional coordinate-
hyperplane by
Hm = Hmi := {x ∈ Rn : xi1 = · · · = xim = 0}. (11)
As in [4], we use Ψ : E  F to denote a correspondence, so Ψ(x) ⊆ F , for each x ∈ E. The
inverse correspondence of Ψ is Ψ−1 : F  E defined by
Ψ−1(y) := {x ∈ E : y ∈ Ψ(x)}.
Definition 2.1. Let U ⊆ Rn be an open set.
(a) Recall that V is compactly contained U , denoted by V ⊂⊂ U , if V is a compact subset of U .
(b) We say that a measurable set E is essentially compactly contained in U , denoted E ⊂⊂ U
a.e., if there exists a set V ⊂⊂ U such that |E \ V | = 0.
Definition 2.2. Let E ⊂ Rm be a measurable set, and let U be a countable collection of sets.
(a) We call U a countable open partition of E if
• U ⊆ E and U is open, for each U ∈ U ;
• For each U1, U2 ∈ U , we find U1 ∩ U2 6= ∅ if and only if U1 = U2 (i.e. the members of U
are mutually disjoint);
• ∣∣E \⋃U∈U U ∣∣ = 0.
(b) We will call a map y : E → Rn countably Lipschitz on a countable open partition U of E
if, for each U ∈ U , there exists KU <∞ such that
‖y(x2)− y(x1)‖Rn ≤ KU‖x2 − x1‖Rm , for all x1,x2 ∈ U.
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(c) We say that y : E → Rn is countably injective on U if y is injective on each U ∈ U .
One may note that the graph of a countably Lipschitz y can be identified with an m-dimensional
rectifiable set in Rm+n.
Definition 2.3. A map y : Ω → Rn is a Lusin map if for any Lebesgue null set E ⊆ Ω, the image
y(E) is also a Lebesgue null set.
It will be useful to adopt some terminology related to discrete dynamical systems.
Definition 2.4. Let y : Rn → Rn be given.
(a) The (discrete) dynamical system generated by y is D = D[y] : Rn ×W → Rn defined by
D[y](x, k) = D(x, k) := yk(x), where
yk(x) :=

x, k = 0,
y(yk−1(x)) := (y ◦ · · · ◦ y)︸ ︷︷ ︸
k times
(x), k ∈ N.
(b) The (forward) orbit of a point x ∈ Rn in D is O+(x) = O+D (x) := {yk(x)}∞k=0. We similarly
define the (forward) orbit of a set E ⊆ Ω in D by O+(E) = O+D (E) := {yk(E)}∞k=0.
(c) An open set U ⊆ Rn essentially absorbs a measurable set E ⊆ Rn in D if there exists a finite
absorption index α ∈W defined by
α := min
{
k0 ∈W : yk(E) ⊂⊂ U a.e., for all k ≥ k0
}
.
(This is a modification of the usual definition; see [48]).
Definition 2.5. Let Φ ⊆ Rn and y : Rn × Φ→ Rn be given.
(a) We call {Dζ}ζ∈Φ a parameterized (discrete) dynamical system generated by {y(·, ζ)}ζ∈Φ,
with parameter space Φ, if Dζ = D[y(·, ζ)] is a discrete dynamical system for each ζ ∈ Φ.
(b) We say that an open set U ⊆ Rn essentially absorbs a measurable E in {Dζ}ζ∈Φ if U
essentially absorbs E a.e., for each ζ ∈ Φ.
In the case of a parameterized dynamical system, the absorption index may depend on ζ ∈ Φ.
Definition 2.6. Given a map y : E → Rn the Banach indicatrix or multiplicity function of
y at w ∈ y(E) over F ⊆ Rn is
Ny(w, F ) := card(y
−1({w}) ∩ F ).
The following definition is taken from [28].
Definition 2.7. A map y : E → Rm is approximately totally differentiable at a density point
x0 ∈ Rn of E if there exists F ∈ Rm×n such x0 is also a density point of{
x ∈ E : ‖y(x)− y(x0)− F (x− x0)‖Rm‖x− x0‖Rn < ε
}
, for all ε > 0.
3 Introductory Examples
In this subsection, we present a couple of examples to provide a context in which to describe the
key ideas underlying the proofs. Additional, more general, examples are found in Section 6. We
will use notation and definitions found in Section 2.
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3.1 Argument for Poincare´ Inequality I
The first example is a simplified version of Theorem 5.1.
Example 3.1. Put η := 2n+1 · H
n−1(Bn−1)
H n(Bn) . Let 0 < δ ≤ 1 be given. Define the correspondences
Ψ : Ω  Rn by
Ψ(x) := Bδ(x) ∩ Cpi2 (x; e1) = {y ∈ Bδ(x) : (y − x) • e1 > 0}.
Set Γ :=
⋃
x∈Ω Ψ(x) \Ω. If u ∈ L1(Ω ∪ Γ ) satisfies u = 0 a.e. on Γ , then
‖u‖2L2(Ω) ≤
4(1 + diam(Ω))3
η2
ˆ
Ω
∣∣∣∣∣∣∣
 
Ψ(x)
u(y)− u(x)
δ
dy
∣∣∣∣∣∣∣
2
dx. (12)
Remark. (a) We only require u to be defined on Ω ∪ Γ , but it can always be extended by zero. As
mentioned in the introduction, if u ∈ L1(Rn), then the upper bound is well-defined a.e. in Ω.
(b) We have set the exponent to p = 2 for the sake of simplicity only. In Example 6.3, we provide
the generalization to 1 ≤ p < ∞ and nonhomogeneous measurable supports. Example 6.4
provides an inequality similar to (12) with a sign-changing kernel with symmetric support.
(c) The value of η < 1 is the nonzero coordinate of the centroid for a hemisphere of B1(0). For the
first few dimensions, we find n = 1⇒ η = 12 , n = 2⇒ η = 43pi , and n = 3⇒ η = 38 .
Since (12) is translation invariant, without loss of generality, we assume that infx∈Ω x • e1 = 0.
Our argument is based on the one used in the proof for a nonlocal Hardy type inequality in [52].
The idea is to design a weight γ ≥ 1 so that (12) can be established, instead, for ‖u · γ 12 ‖2L2(0,1).
Given 0 < λ < 1,we may use the convexity of τ 7→ τ2 and Jensen’s inequality to deduce
ˆ
Ω
|u(x)|2γ(x)dx ≤ 1
1− λ
ˆ
Ω
∣∣∣∣∣∣∣
 
Ψ(x)
[u(y)− u(x)]dy
∣∣∣∣∣∣∣
2
γ(x)dx+
1
λ
ˆ
Ω
 
Ψ(y)
|u(x)|2γ(y)dxdy. (13)
Here we have relabeled x ↔ y in the last term. The goal is to choose γ so that the last integral
can be absorbed into the left-hand side. Using the Fubini-Tonelli theorem and the assumption that
u = 0 on Γ ,
ˆ
Ω
 
Ψ(y)
|u(x)|2γ(y)dxdy =
ˆ
Ω
|u(x)|2
 ˆ
Ψ−1(x)
γ(y)
|Ψ(y)|dy
dx. (14)
The key requirement that γ must satisfy is that the term in the parentheses is uniformly smaller
that γ(x). Observing that
Ψ−1(x) = Ω ∩ Bδ(x) ∩ Cpi/2(x;−e1) ⊆ {y ∈ Bδ(x) : (y − x) • e1 < 0},
we see that this requirement is satisfied by any γ that is uniformly strictly increasing in the e1
direction. In particular, if we define γ(x) := 1 +x •e1 and ν = 1− ηδ1+diam(Ω) < η < 1, we can argue
that ˆ
Ψ−1(x)
γ(y)
|Ψ(y)|dy ≤
(
1− ηδ
γ(x)
)
γ(x) ≤ νγ(x), for all x ∈ Ω. (15)
Returning to (13), using (14), for any ν < λ < 1, we can absorb the last integral into the lower
bound to obtain
ˆ
Ω
|u(x)|2γ(x)dx
︸ ︷︷ ︸
≥‖u‖2
L2(Ω)
≤ λ
(λ− ν)(1− λ)
ˆ
Ω
∣∣∣∣∣∣∣
 
Ψ(x)
[u(y)− u(x)]dy
∣∣∣∣∣∣∣
2
γ(x)dx.
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Since γ ≤ 1 + diam(Ω) on Ω, the inequality in (12) follows from making the optimal choice for
λ =
√
ν and using
√
1− ε ≤ 1 − 12ε, for 0 < ε < 1. One issue with the argument, as presented,
is that unless |u|2 · γ ∈ L1(Ω), the last term in (13) is not finite and cannot be absorbed. This
is overcome using an L∞ sequence that approaches u and the Lebesgue dominated convergence
theorem. It is at this step where the second part of (BC) is needed.
Theorem 5.1 generalizes this example in three main ways. Define Z := Bδ ∩ Cpi2 (0; e1). For this
example, using the definition of γ in the proof, the theorem yields a slight improvement of (12):
‖u‖2L2(Ω) ≤
4(1 + diam(Ω))2
η2
‖Gδu‖2L2(Ω),
with
Gδu(x) :=
 
Z
u(x+ z)− u(x)
δ
(1 + x • e1)
1
2 dz.
In either case the kernel component ρ is homogeneous and has an unchanging sign. In addition
to allowing a general exponent 1 ≤ p < ∞, the general result allows nonconstant, sign-changing
ρ with nonhomogeneous support. (See Examples 6.4 and 6.5 in Section 6.) As mentioned in the
introduction, with a nonhomogeneous kernel, identifying Ψ−1 and an appropriate γ is nontrivial.
Nevertheless, one can even have Ψ(x) ⊆ BdΓ (x)(x), so limx→x0 |Ψ(x)| = 0 for each x0 ∈ Γ . This
allows one to produce Poincare´ inequalities with Γ a set with measure zero and even Hausdorff
dimension smaller than n.
3.2 Argument for Poincare´ Inequality II
Next we present an example of Theorem 5.2 (Poincare´ Inequality II).
Example 3.2. Let 1 ≤ p < ∞, 0 < ε < δ, and an open Z ⊆ A(ε,δ)(0) be given. Set Γ :=⋃
x∈Ω (x+ Z) \Ω. If u ∈ L(Ω ∪ Γ ) and u = 0 a.e. on Γ , then
ˆ
Ω
|u(x)|pdx ≤ diam(Ω)p
ˆ
Ω
 
Z
|u(x+ z)− u(x)|p
‖z‖pRn
dzdx. (16)
Remark. (a) Unlike Example 3.1, we do not require u ∈ L1(Ω ∪ Γ ).
(b) Using the compactness result in [45], inequality (16) has been established elsewhere (e.g. [3]).
As explained in Section 1.2, however, the argument is indirect and requires δ > 0 sufficiently
small and the support Z to be rotationally symmetric.
(c) In [9], it is further shown that, if u ∈ W 1,p(Ω) and ε → 0+ as δ → 0+, then there exists a
constant 0 < Cp,n <∞ such that
lim
δ→0+
 
Z
|u(x+ z)− u(x)|p
‖z‖pRn
dz = Cp,n‖∂xu(x)‖pRn in L1(Rn).
(d) This example is a special case of Example 6.1.
The idea for the argument is to associate a discrete dynamical system Dz with each z ∈ Z. For
each k ∈W, we define y,yk : Rn × Z → Rn by
y(x, z) :=
{
x+ z, x ∈ Ω,
x, x /∈ Ω, and y
k(x, z) :=
{
x, k = 0,
(y ◦ yk−1)(x, z), k ∈ N. (17)
Since ‖z‖Rn > 0, for each x ∈ Ω, there is an index k0 = k0(x, z) ≤ diam(Ω)‖z‖Rn such that yk(x, z) /∈ Ω,
for all k ≥ k0. The orbit {yk(x, z)}∞k=0, in Dz, consists of a translation of x by kz for k ≤ k0 and
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is stationary at x+ k0z, for all k > k0. Thus Rn, or Γ to be precise, is an absorption set in Dz for
Ω, with absorbtion index
α = α(z) = max
x∈Ω
k0(x, z) ≤ diam(Ω)‖z‖Rn <∞. (18)
Given z ∈ Z, we find yα(Ω, z) ⊆ Γ . Since u = 0 a.e. on Γ , we may write
ˆ
Ω
|u(x)|pdx ≤ αp−1
α−1∑
k=0
ˆ
Ω
|u(yk+1(x, z))− u(yk(x, z))|pdx
︸ ︷︷ ︸
Ik
. (19)
By definition (17), the integrand for Ik vanishes whenever x /∈ Ω. SetXk := y−k(Ω∩yk(Ω, z)×{z}),
the change of variables x+ kz 7→ x delivers
Ik =
ˆ
Xk
|u(x+ z + kz)− u(x+ kz)|pdx =
ˆ
Ω∩yk(Ω,vz)
|u(x+ z)− u(x)|pdx
≤
ˆ
Ω
|u(x+ z)− u(x)|pdx. (20)
Incorporating this and the bound on the absorption index in (18) into (19) yields
ˆ
Ω
|u(x)|pdx ≤ diam(Ω)p
ˆ
Ω
|u(x+ z)− u(x)|p
‖z‖p dx
To conclude (16), we integrate both sides of the above inequality with respect to z over Z and
invoke the Fubini-Tonelli theorem.
For the general statement for Theorem 5.2, we extend the argument presented for Example 3.2
in three directions. First, the support of the kernel is not required to be homogeneous. Second,
we augment it with a version of Poincare´ Inequality I. The dynamical system argument is used to
obtain an intermediate inequality for ‖u‖Lp(Ω\U), where U is an open absorbing set. If u = 0 a.e. on
U , then the argument is done. Otherwise, a specialized version of Theorem 5.1 is used to produce
a bound for ‖u‖Lp(U). Finally, there is the option of restricting the domain of integration in the
lower bound to a measurable subset of Ω and a, potentially smaller, outer domain of integration in
the upper bound.
To extend the argument to kernels with inhomogeneous supports, we introduce a parameter space
Φ ⊂ Rn (Figure 1). For each x ∈ Ω and ζ ∈ Φ there corresponds a unique z(x, ζ) ∈ supp(µ(x, ·)) =:
Z(x). We define a map y : Rn × Φ→ Rn using (17) and composition with z. Associated with y is
a parameterized family of discrete dynamical systems {Dζ}ζ∈Φ. For each ζ ∈ Φ, the forward orbit
of x ∈ Ω is {yk(x, ζ)}∞k=0. In this setting, we assume Γ is a common absorbing set for Ω. The
outline of the proof for the Poincare´ inequality is essentially the same as presented in Example 3.2.
1. The parameter set Φ is decomposed into subsets Φ′α whose elements have a common associated
absorption index α, which was introduced in (18).
2. We produce the integrals in (19) and use Theorem 4.3 (a general change of variables theorem)
to obtain the analogue of (20).
3. We integrate over Φ′α, apply the Fubini-Tonelli theorem, and use Theorem 4.3 to transform
the integral over Φ′α into one over Z
′
α(x) ⊆ Z(x).
4. The Poincare´ inequality is obtained by summing the resulting inequalities over the absorption
indices.
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ΩΦ
ζ
Z(x) = z(x, Φ)
0
z
z
Bδ
y0
yα
x+ z
y
1
Figure 1: Setup for the proof of Poincare´ Inequality II
A minor refinement of the argument allows one to work with a measurable subset Ω′ ⊆ Ω and yields
‖u‖pLp(Ω′) ≤ C
ˆ
Ω∩Y ′
ˆ
Z(x)
|u(x+ z)− u(x)|pµ(x, z)dzdx.
Here Y ′ =
⋃∞
k=0 y
k(Ω′ × Φ) is the union of all the forward orbits of Ω′.
In Example 3.2, the parameter set was Z itself, so the second change of variables was not needed,
and (18) provided a direct connection between z and α, so step 4 was also unnecessary. Steps 2
and 3 are the content of Lemma 4.7. For the change of variables, Theorem 4.3 is flexible enough to
allow a null set Ω0 across which Z(x) changes discontinuously (see Definition 2.2 and Example 6.2).
A Lusin condition is imposed on y to ensure this null set of discontinuities remains a null set under
compositions of y. Another issue that arises is that Ω0 might not be absorbed by Γ . This leads to
the introduction of essentially absorbing sets (Definition 2.4(c)). Lemma 4.8 shows that the presence
of a non-absorbed null set does not affect the measurability of Φ′α.
4 Supporting Theorems and Lemmata
In this section, we collect several results that provide key components in the proofs of the main
results. Results found in the literature first subsection, we collect several results from the literature.
In the second subsection, some new results are proved.
4.1 Cited Results
The first statement follows from the discussion in [8] (p. 304).
Lemma 4.1. If y ∈ C (Ω;Rn) is a Lusin map, then y(E) ∈ L (Rn) whenever E ⊆ L (Ω).
Regarding the measurability of the Banach indicatrix function, we have [19] (see also [8, 28])
Lemma 4.2. If y : E → Rn is a Lebesgue measurable Lusin map, with E ∈ L (Rm), then for each
measurable E ⊆ Ω, the function w 7→ Ny(w, E) is Lebesgue measurable on Rn.
The following is the statement of Theorem 2 in [28] (see also [8]).
Theorem 4.3 (Change of Variables Formula). Let U ⊆ Rn be an open set, and suppose that
y : U → Rn is a Lusin map and approximately totally differentiable a.e. in U . Then given
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any measurable E ⊆ U and any f ∈ L + (y(E)), the functions x 7→ f(y(x))|det ∂y(x)| and
w 7→ f(w)Ny(w, E) are well-defined and measurable andˆ
E
f(y(x))|det ∂y(x)|dx =
ˆ
y(E)
f(w)Ny(w, E)dw. (21)
We will also use a corollary to the coarea formula, taken from [18].
Corollary 4.4. Let 0 < a < b <∞ and a nonempty compact set G ⊂ Rn be given. Then, for any
non-negative f ∈ L1(A(a,b)(Γ ),ˆ
A(a,b)(G)
f(x)dx =
ˆ
(a,b)
ˆ
Sτ (G)
f(w)dH n−1(w)dτ.
The following theorem is proved in [46].
Theorem 4.5. If U ⊆ Rn is an open set and y ∈ C (U ;Rn) is differentiable a.e. in Ω, then the
following are equivalent:
• |y−1(E)| = 0 for all measurable sets E ⊆ Ω that have zero measure.
• rank ∂xy(x) = n for a.e. x ∈ Ω
We will need the immediate
Corollary 4.6. Suppose y ∈ C (U ;Rn) is locally Lipschitz and |det ∂xy(x)| 6= 0 for a.e. x ∈ U .
Then |y−1(E)| = 0, for all E ∈ L (U) with zero measure.
4.2 New Lemmata
Throughout this section
• I and J are nonempty countable index sets;
• Ω,Φ ⊂ Rn are nonempty, open and bounded sets;
• E ⊆ Rn is a measurable set;
• {Ωi}i∈I and {Φj}j∈J are countable open partitions of Ω and Φ, respectively;
• z ∈ L(Rn × Φ;Rn) satisfies z(x, ζ) = 0 for all x /∈ Ω and ζ ∈ Φ.
• y,yk ∈ L(Rn × Φ;Rn) are defined by, for all k ∈W,
y(x, ζ) = x+ z(x, ζ) and yk(x, ζ) :=
{
x, k = 0,
y(yk−1(x, ζ), ζ), k > 0. (22)
Since z(x, ζ) = 0, for x /∈ Ω, we find yk(x, ζ) = yk′(x, ζ), for all k ≥ k′, whenever yk′(x, ζ) /∈
Ω.
• For each ζ ∈ Φ, we define the section yζ : Rn → Rn by yζ(x) := y(x, ζ).
The first lemma in this section is based on a generalization of the argument described in Ex-
ample 3.2. Given a measurable Ω′, we iteratively use the change of variables formula to compare
‖u‖Lp(Ω′) to the Lp-norm of u over a set in the forward orbit of Ω′ associated to the parameterized
dynamical system generated by y.
Lemma 4.7. Let Ω′ ⊆ Ω and Φ′ ⊆ Φ be measurable sets. Define Z ′ : Ω  Rn and the sets {Y ′k}k∈W
by
Z ′(x) := z({x} × Φ′) and Y ′k := yk(Ω′ × Φ′).
Assume each of the following.
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(i) z is countably Lipschitz on {Ωi × Φ′}i∈I
(ii) ζ 7→ z(x, ζ) is a Lusin map and injective on Φ′, for each x ∈ Ω′;
(iii) x 7→ y(x, ζ) is a Lusin map on Ω and countably injective on {Ωi}i∈I , for each ζ ∈ Φ′
(iv) There exists {N ′k}k∈W ⊂ L∞(Rn × Rn;W) such that
Nykζ (x, Ω
′) ≤ N ′k(x, z(x, ζ)), for a.e. (x, ζ) ∈ Rn × Φ′;
(v) There exists Λ,Θ <∞ such that for a.e. (x, ζ) ∈ Ω × Φ′,
|det ∂xy(x, ζ)|Θ ≥ 1, and |det ∂ζz(x, ζ)|Λ ≥ 1.
Then for each k0 ∈ N,
|Φ′|
ˆ
Ω′
|u(x)|pdx ≤ Λkp−10
k0−1∑
k=0
Θk
ˆ
Ω∩Y ′k
ˆ
Z′(x)
N ′k(x, z)|u(x+ z)− u(x)|pdzdx
+Θk0
ˆ
U∩Y ′k0
ˆ
Z′(x)
N ′k0(x, z)|u(x)|pdzdx
 , (23)
where U ⊆ Rn is any measurable set satisfying |Y ′k0 \ U | = 0.
Remark. (a) By definition, for each ζ ∈ Φ, the map y0(·, ζ) is the identity. Thus, we may take
N ′0 ≡ 1.
(b) For each ζ ∈ Φ and i ∈ I, the Lipschitz assumption implies yζ is a Lusin map on Ωi.
Kirszbraun’s theorem (see [20]) yields a Lipschitz, and hence Lusin, extension of zζ and yζ
to Ωi. Nevertheless, there might be ζ ∈ Φ such that there is no extension zζ : Ω → Rn that is
Lusin on Ω and equal to z on
⋃
i∈I Ωi. (Consider, for example, the Cantor function.) Therefore,
the Lusin condition in assumption (iii) is necessary. Moreover, since the sum of two Lusin maps
need not be a Lusin map [43], the Lusin assumption must be imposed on yζ , rather than zζ .
Proof. We may assume that the integrals in the upper bound appearing in (23) are finite. Note
that y and yζ are both measurable and thus, u ◦yk and u ◦ykζ , are both measurable for any k ∈W
and any ζ ∈ Φ. Moreover, the countably Lipschitz property and Radamacher’s theorem imples y
is approximately totally differentiable a.e. in Rn. Put Ω0 := Ω \
⋃
i∈I Ωi, so |Ω0| = 0. This and
assumption (v) imply, for each ζ ∈ Φ, that |y−1ζ (Ω0)| = 0. By assumption (ii) and Lemma 4.1,
the correspondence Z ′ is measurable-valued. For each i ∈ I, we introduce Xi : Φ′  Ω defined by
Ωi ∩ y−1ζ (Ω \Ω0), which is also measurable-valued.
Fix ζ ∈ Φ′. We will use an induction argument to establish the following intermediate inequality
(Step 2 in the discussion after Example 3.2):
ˆ
Ω′
|u(x)|pdx ≤ kp−10
k0−1∑
k=0
Θk
ˆ
Ω∩Y ′k
Nykζ (x, Ω
′)|u(x+ z(x, ζ))− u(x)|pdx
+ Θk0
ˆ
Y ′k0
N
y
k0
ζ
(x, Ω′)|u(x)|pdx
 . (24)
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For each x ∈ Ω′,
|u(x)|p ≤ kp−10
(
k0−1∑
k=0
|u(yk+1ζ (x))− u(ykζ (x))p + |u(yk0ζ (x))|p
)
.
Since x ∈ Ω′ is arbitrary, we may integrate over Ω′ and obtain
ˆ
Ω′
|u(x)|pdx ≤ kp−10

k0−1∑
k=0
ˆ
Ω′
|u(yk+1ζ (x))− u(ykζ (x))|pdx︸ ︷︷ ︸
:=Ik
+
ˆ
Ω′
|u(yk0ζ (x))|pdx

= kp−10
0∑
k=0
ˆ
Ω′
|u(x+ z(x, ζ))− u(x)|pdx
︸ ︷︷ ︸
I0
+ kp−10
k0−1∑
k=1
ˆ
Ω′
|u(yk+1ζ (x))− u(ykζ (x))|pdx+
ˆ
Ω′
|u(yk0ζ (x))|pdx
 (25)
Let 0 ≤ ` < k0 − 1 be given. For the purposes of induction, assume that
Ik =
ˆ
Ω∩ykζ (Ω′)
Nykζ (x, Ω
′)|u(x+ z(x, ζ))− u(x)|pdx, for all 0 ≤ k ≤ `
and
Ik =
ˆ
Ω∩y`ζ(Ω′)
Ny`ζ (x, Ω
′)|u(yk+1−`ζ (x))− u(yk−`ζ (x))|pdx, for all ` < k ≤ k0 − 1. (26)
Our base case can be seen in (25). For brevity, we will write Xi for Xi(ζ). Since {Ωi}i∈I is an open
partition of Ω, if x /∈ ⋃i∈I Xi, then either yζ(x) /∈ Ω or x ∈ Ω0 ∪ y−1(Ω0). In the first case, we
find yk
′
ζ (x) = yζ(x) /∈ Ω, for all k′ ∈ N. Consequently
|u(yk+1−`ζ (x))− u(yk−`ζ (x))|p = 0, for all k > `.
Since {Xi}i∈I are mutually disjoint and |Ω0 ∪ y−1(Ω0)| = 0, we deduce from (26) that
Ik =
ˆ
⋃
i∈I Xi∩y`ζ(Ω′)
Ny`ζ (x, Ω
′)|u(yk+1−`ζ (x))− u(yk−`ζ (x))|pdx
=
∑
i∈I
ˆ
Xi∩y`ζ(Ω′)
Ny`ζ (x, Ω
′)|u(yk+1−`ζ (x))− u(yk−`ζ (x))|pdx
︸ ︷︷ ︸
:=Ik,i
, (27)
for all ` < k ≤ k0 − 1. We want to make the change of variables yζ(x) 7→ y′. Assumption (iii),
allows us to define a measurable inverse map xi : Ω ∩ yζ(Ωi)→ Ωi such that
yζ(xi(yζ(x))) = x, for all x ∈ Ωi. (28)
Define N̂ ′`,i : Ω ∩ yζ(Ωi)→W by
N̂ ′`,i(y
′) := Ny`ζ (xi(y
′), Ω′). (29)
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We note that ‖N̂ ′`,i‖L∞ ≤ ‖N ′`‖L∞ , by assumption (iv). The inverse property in (28) implies
Ny`ζ (x, Ω
′) = N̂ ′`,i(yζ(x)) for all x ∈ Ωi.
Lemma 4.2 yields the measurability of x 7→ Ny`ζ (x, Ω′). Since xi is also measurable, we conclude
that N ′`,i is measurable. We may therefore make the desired change of variables in (27) and obtain
Ik,i ≤ Θ
ˆ
yζ(Xi∩y`ζ(Ω′))
N̂ ′`,i(y
′)|u(yk−`ζ (y′)− u(yk−`−1ζ (y′)))|pdy′.
Let y′ ∈ ⋃i∈I yζ(Xi ∩ y`ζ(Ω′)) be given. Recalling (29) and that yζ is injective on each Xi ⊆ Ωi,
we may write∑
i∈I
N̂ ′`,i(y
′) · χyζ(Xi∩y`ζ(Ω′))(y
′) =
∑
i∈I
Ny`ζ (xi(y
′), Ω′) · χXi∩y`ζ(Ω′)(xi(y
′))
=
∑
x∈y−1ζ (y′)\Ω0
Ny`ζ (xi(y
′), Ω′)
= Ny`+1ζ
(y′, Ω′).
We note that each of the sums above are infinite if and only if card(y−1ζ (y
′) \Ω0) =∞. Returning
to (27), we may use the monotone convergence theorem to produce
Ik =
∑
i∈I
Ik,i ≤ Θ
∑
i∈I
ˆ
yζ(Xi∩y`ζ(Ω′))
N̂ ′`,i(y
′)|u(yk−`ζ (y′)− u(yk−`−1ζ (y′)))|pdy′
= Θ
ˆ
yζ(y−1(Ω)∩y`ζ(Ω′))
(∑
i∈I
N̂ ′`,i(y
′) · χyζ(Xi∩y`ζ(Ω′))(y
′)
)
× |u(yk−`ζ (y′)− u(yk−`−1ζ (y′)))|pdy′
≤ Θ
ˆ
Ω∩y`+1ζ (Ω′)
Ny`+1ζ
(y′, Ω′)|u(yk−`ζ (y′)− u(yk−`−1ζ (y′)))|pdy′
In particular,
I`+1 ≤ Θ
ˆ
Ω∩y`+1ζ (Ω′)
Ny`+1ζ
(y′, Ω′)|u(y′ + z(y′, ζ))− u(y′)|pdy′.
This concludes the inductive step. A similar argument provides the corresponding bound for the
last term in (25). Using the fact that Y ′k ⊇ ykζ (Ω′), we may expand the domains of integration to
obtain (24).
For the last part (Step 3 in the Introduction) of the proof for (23), we integrate the result with
respect to ζ ∈ Φ′. After using the Fubini-Tonelli theorem, we make another change of variables
z(x, ζ) → z′. Since the lower bound of (24) is independent of ζ, we may use assumption (iv) and
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write
|Φ′|
ˆ
Ω′
|u(x)|pdx ≤ kp−10
k0−1∑
k=0
Θk
ˆ
Ω∩Y ′k
ˆ
Φ′
N ′k(x, z(x, ζ))|u(x+ z(x, ζ))− u(x)|pdζdx
+ Θk0
ˆ
Y ′k0
ˆ
Φ′
N ′k0(x, z(x, ζ))|u(x)|pdζdx

≤ Λkp−10
k0−1∑
k=0
Θk
ˆ
Ω∩Y ′k
ˆ
Z′(x)
N ′k(x, z
′)|u(x+ z′)− u(x)|pdz′dx
+ Θk0
ˆ
U∩Y ′k0
ˆ
Z′(x)
N ′k0(x, z
′)|u(x)|pdz′dx
 .
In the inner integral of the rightmost term, we used the assumption that |Y ′k0 \ U | = 0.
When proving the Main Poincare´ Inequality II, we will decompose the parameter space Φ into
subsets corresponding to distinct absorption indices. The next lemma ensures these subsets are
measurable, so that the previous lemma is applicable.
Lemma 4.8. Let a measurable Ω′ ⊆ Ω and an open U ⊆ Rn \ Ω′ be given. Suppose that U
essentially absorbs Ω′ in {Dζ}ζ∈Φ. For each α ∈ N and k ∈W, set
Φ′α := {ζ ∈ Φ : the absorption index for Ω′ in Dζ is α},
Assume the following.
(i) z is countably Lipschitz on {Ωi × Φj}i∈I,j∈J .
(ii) x 7→ y(x, ζ) is a Lusin map on Ω and countably injective on {Ωi}i∈I , for each ζ ∈ Φ
(iii) det ∂xy(x, ζ) 6= 0, for a.e. (x, ζ) ∈ Ω × Φ.
Then, for each α ∈ N, the set Φ′α ∈ B(Rn).
Proof. We introduce some families of sets and correspondences. These include partitions of Ω on
which we show that iterated compositions of y are countably Lipschitz continuous. Ultimately, this
will allow us to argue that Ψ ′α can be identified as a member of the Borel hierarchy on Rn.
Define the Borel-null set Ω0 := Ω \
⋃
i∈I Ωi. Fix i0 ∈ I and j0 ∈ J , and set Υ := Ωi0 × Φj0 .
For each k ∈ N, i = {(i1, . . . , ik)} ∈ Ik, define Yi ⊆ Ω, Υi ⊆ Ωi0 × Φj0 and Ωi, Ω0,k : Φj0  Ω as
follows:
Y(i1,...,ik) :=
{
y(Υ ) ∩Ωi1 , k = 1,
yk(Υ(i1,...,ik−1)) ∩Ωik , k > 1,
Υi := y
−k(Yi) ∩ Υ, Ωi(ζ) := {x ∈ Ωi0 : (x, ζ) ∈ Υi} . (30)
If x ∈ Ωi(ζ), then
x ∈ Ωi0 , y(x, ζ) ∈ Ωi1 , y2(x, ζ) ∈ Ωi2 , . . . , yk(x, ζ) ∈ Ωik .
The collection {Ωi(ζ)}i∈Ik identifies those points in Ωi0 with an orbit, in Dζ , that remains in the
partition {Ωi}i∈I for at least the first k steps. The multi-index i ∈ Ik captures the sequence of
subdomains {Ωi`}k`=1 that the orbit of x passes through in those first k steps. Thus, for k ≥ 1, we
see that
⋃
i∈Ik Ωi(ζ) ⊆
⋃
i∈Ik+1 Ωi(ζ). The set Ωi(ζ) can be empty, if there exists 1 ≤ k′ ≤ k for
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which yk
′
ζ (Ωi0) ⊆ Ω0 ∪ U . We will show that the composition yk+1ζ is continuous on Ωi, for each
i ∈ Ik.
To this end there are some additional properties of the sets defined in (30) that we need. We
will show by induction that, for each k ∈ N,
• Yi is an open set, for each i ∈ Ik;
• {Υi}i∈Ik and, for each ζ ∈ Φj , {Ωi(ζ)}i∈Ik are all collections of open sets;
• yk+1 is countably Lipschitz continuous on {Υi}i∈Ik ;
• yk+1ζ is countably injective on {Ωi(ζ)}i∈Ik , for each ζ ∈ Φj0 .
First, we establish the base case. By hypothesis Υ is an open set and y is continuous on Υ . From
their definitions, for each i1 ∈ I,
Y(i1) = Ωi1 ∩
⋃
ζ∈Φj0
yζ(Ωi0) and Ω(i1)(ζ) = y
−1
ζ (Ωi1) ∩Ωi0 . (31)
By assumptions (i) and (ii), for each ζ ∈ Φj0 , the map yζ is Lipschitz and injective on Ωi1 . It
follows, by the domain invariance theorem, that yζ(Ωi0) is open, and hence, so is Y(i1) ⊆ Ωi1 .
Invoking the Lipschitz continuity of y on Ωi1 , again, we conclude that Υ(i1) is the intersection of
two open sets, as well. Since, for each i1 ∈ I, the map y is Lipschitz continuous on both Υ(i1) ⊆ Υ
and y(Υ(i1))×Φj0 ⊆ Ωi1 ×Φj0 , we see that y2 is countably Lipschitz on {Υ(i1)}i1∈I . The injectivity
property for y2ζ follows from the injectivity of yζ on Ωi0 and on Ω(i1)(ζ) ⊆ Ωi1 . For the inductive
argument, let k ∈ N be given, and for each 1 ≤ k′ ≤ k, assume that each of the properties listed
above hold. For each i = (i1, . . . , ik) ∈ Ik and ik+1 ∈ I, put (i, ik+1) := (i1, . . . , ik, ik+1). We find
the following analogues of (31):
Y(i,ik+1) = Ωik+1 ∩
⋃
ζ∈Φj0
yk+1ζ (Ωi(ζ))
and
Ω(i,ik+1)(ζ) = y
−k−1
ζ (Ωik+1 ∩ yk+1ζ (Ωi(ζ)))
= y−kζ (y
−1
ζ (Ωik+1) ∩ ykζ (Ωi(ζ)))
As in the base case, assumption (ii), the domain invariance theorem together with the inductive
assumption that yk+1ζ is injective and Lipschitz continuous on the open setΩi(ζ) impliesΩ(i,ik+1)(ζ),
and thus Y(i,ik+1) = Ωik+1∩yk+1(Υi), is open. Using the inductive assumption that yk+1 is Lipschitz
on Υi, we deduce that Υ(i,ik+1) is open. The Lipschitz continuity of y
k+2 and injectivity of yk+2ζ
follows from the corresponding properties assumed for yk+1, y, yk+1ζ , and yζ . This concludes the
inductive argument. As i0 ∈ I and j0 ∈ J were arbitrary, this construction of open sets can be done
for each member of {Ωi × Φj}i∈I,j∈J .
Fix α ∈ N, i ∈ I, and j ∈ J . Set Ω′i := Ω′ ∩ Ωi. A straightforward induction argument and
assumption (ii) verifies that yαζ is a Lusin map on Ω, for each ζ ∈ Φj . Let {Υi}i∈Iα , and {Ωi}i∈Iα
denote the sets and correspondences constructed above, with Υ = Ωi ×Φj . For each i ∈ Iα, we use
ŷi : Υi → Rn to denote the restriction of y to Υi. We will prove that
Φ′α,i,j := {ζ ∈ Φj : yαζ (Ω′i) ⊂⊂ U a.e.}
can be identified with the countable union of countable intersections of Borel sets. To this end, we
make the observation that given an open set U ′ ⊆ Rn, a set Ω′′ ⊆ Ωi, and ζ ∈ Φj ,
yαζ (Ω
′′) ⊂⊂ U ′ a.e. (32)
⇐⇒ there exists an open set U ′′ ⊂⊂ U ′ such that
ŷαi (Ω
′′ ∩Ωi(ζ)× {ζ}) ⊂⊂ U ′′ a.e., for all i ∈ Iα.
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For each ` ∈ N, define
U` :=
{
x ∈ U : dU (x) > 1`
}
,
so
U` ⊂⊂ U`+1 ⊂⊂ U and U =
∞⋃
`=1
U`.
For each i ∈ Iα and ` ∈ N, define Ω′i : Φj  Ωi by Ω′i(ζ) := Ω′ ∩Ωi(ζ) and
Φ′i,` := {ζ ∈ Φj : ŷαi (Ω′i(ζ)× {ζ}) ⊂⊂ U` a.e.}
We claim that Φ′α,i,j =
⋃∞
`=1
⋂∞
i∈Iα Φ
′
i,`. Indeed, if ζ0 ∈ Φ′α,i,j , then there exists an ` ∈ N such
that yαζ0(Ω
′
i) ⊂⊂ U` a.e.. It follows from (32) that ζ0 ∈ Φ′i,`, for all i ∈ Iα. Hence Φ′α,i,j ⊆⋃∞
`=1
⋂∞
i∈Iα Φ
′
i,`. For the opposing inclusion, suppose that ζ0 is a member of the countable union of
countable intersections. Then there exists ` ∈ N such that ŷαi (Ω′i(ζ0)×{ζ0}) \U ` has zero measure
for every i ∈ Iα. Since U ` ⊂ U`+1, we conclude, from (32), that yα(Ω′i ×{ζ0}) ⊂⊂ U`+1 a.e.. Thus
Φ′α,i,j ⊇
⋃∞
`=1
⋂∞
i∈Iα Φ
′
i,`.
Fix i ∈ Iα and ` ∈ N. We will show that Φj \ Φ′i,` is an open set. Let Ki < ∞ be the Lischitz
constant for ŷi in Υi. Let ζ0 ∈ Φj \ Φ′i,` be given. Then |ŷαi (Ω′i(ζ0) × {ζ0}) \ U `| > 0. Since the
Lebesgue measure is inner regular, there exists a compact Y ′0 ⊆ ŷαi (Ω′i(ζ0) × {ζ0}) \ U ` such that
|Y ′0 | > 0. As Y ′0 ⊆ Rn \ U`, we find ε0 := dist(Y ′0 , U`) > 0. Set
X ′0 := {x ∈ Ωi(ζ0) : ŷαi (x, ζ0) ∈ Y ′0} .
Now Ω′ζ0 ⊆ Ωi(ζ0) and yαi (·, ζ0) is continuous on Ωi(ζ0). Thus assumption (iii) and Corollary 4.6
imply |X ′0| > 0. From the continuity and injectivity of ŷi(·, ζ0), we conclude that X ′0 is compact and
that X ′0 ⊆ Ω′i(ζ0). Recalling that Υi is an open set, we conclude that δ0 := dist(X ′0×{ζ0},Rn\Υi) >
0. Let ζ ∈ Φj such that ‖ζ − ζ0‖Rn < δ := min
{
δ0,
ε0
Ki
}
. Then X ′0×{ζ} ⊆ Υi, and so X ′0 ⊆ Ω′i(ζ).
Set Y ′ := ŷαi (X
′
0, ζ). Again, since X
′
0 is compact, so is Y
′. For each x ∈ X ′0, we have
‖ŷαi (x, ζ)− ŷαi (x, ζ0)‖ ≤ Ki‖ζ − ζ0‖Rn < ε0.
Thus, we must find ŷαi (x, ζ) ∈ Rn \ U`, since ŷαi (x, ζ0) ∈ Y ′0 and dist(Y ′0 , U`) = ε0. Hence Y ′ ⊂
Rn \ U`. In fact, the compactness of Y ′ yields dist(Y ′, U`) > 0. Finally, assumption (iii) allows us
to conclude that there exists a 0 < C <∞ such that
|Y ′| =
ˆ
ŷαi (X
′
0,ζ)
dy′ =
ˆ
X′0
|det ∂xŷαi (x, ζ)|dx = C|X ′0| > 0.
This shows that ζ /∈ Φ′i,`. Since ζ ∈ Bδ(ζ0) ⊆ Φj \Φ′i,` was arbitrary, we have verified that Φj \Φ′i,`
is open, and thus Φ′i,` is relatively closed in Φj . This establishes Φ
′
α,i,j ∈ B(Rn).
We conclude the proof with a simple induction argument. Clearly
Φ′1 =
⋂
i∈I
⋃
j∈J
Φ1,i,j ∈ B(Rn).
Let α ∈ N be given, and suppose that Φ′α′ ∈ B(Rn), for each 1 ≤ α′ ≤ α. Then
Φ′α+1 =
⋂
i∈I
⋃
j∈J
Φα+1,i,j \
α⋃
α′=1
Φ′α′ ∈ B(Rn).
The next two lemmas are inspired by some of the arguments in [52]. The first is a generalization
of the argument presented in Example 3.2. The next one is provides the basis for applying Poincare´
Inequality II when the zero-Dirichlet constraint is imposed on a lower dimensional manifold.
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Lemma 4.9. Let γ ∈ L+(E), ρ ∈ L(E × Rn), u ∈ L(Rn), and Ψ : E  Rn be given. Assume the
following:
(i) Ψ and Ψ−1 are measurable-valued and [x 7→ |Ψ(x)|] ∈ L(E; (0,∞]).
(ii) The range F :=
⋃
x∈E Ψ(x) is measurable.
(iii) |u|pγ ∈ L1(E), for some 1 ≤ p <∞;
(iv) u(x) = 0, for a.e. x ∈ F \ E.
(v) For each x ∈ E, we find ρ(x, ·) ∈ L pp−1 (Rn) and
ˆ
Ψ(x)
ρ(x,y − x)dy = 1.
Define R ∈ L(E; (0,∞)) by
R(x) :=

 ˆ
Ψ(x)
|ρ(x,y − x)| pp−1 dy

p−1
, 1 < p <∞,
ess sup
y∈Ψ(x)
|ρ(x,y − x)|, p = 1.
(vi) There exists a 0 < ν < 1 such that for each y ∈ E,
ˆ
Ψ−1(y)
R(x)γ(x)dx ≤ νγ(y). (33)
Put
C(ν, p) :=

1
1−ν , p = 1
min
{
1
λp−1−ν
(
λ
1−λ
)p−1
: ν
1
p−1 < λ < 1
}
, 1 < p <∞. (34)
Then
ˆ
E
|u(x)|pγ(x)dx ≤ C(ν, p)
ˆ
E
∣∣∣∣∣∣∣
ˆ
Ψ(x)
[u(y)− u(x)]ρ(x,y − x)dy
∣∣∣∣∣∣∣
p
γ(x)dx, (35)
provided the upper bound is well-defined in [0,∞]. If, in particular, we have 0 < |Ψ(x)| < ∞,
ρ(x, z) = |Ψ(x)|−1χΨ(x)(z), for all (x, z) ∈ E × Rn, then
ˆ
E
|u(x)|pγ(x)dx ≤ C(ν, p)
ˆ
E
 
Ψ(x)
|u(y)− u(x)|pγ(x)dydx. (36)
Remark. (a) For (35), it is not necessary for x 7→ |Ψ(x)| to be finitely valued.
(b) A straightforward computation shows that C(ν, 2) =
(
1
1−√ν
)2
.
Proof. Inequality (36) is trivial, if the upper bound is infinite. We focus on establishing (35),
since (36) follows from (35) and Jensen’s inequality. Assume the upper bound in (35) is well-defined
and finite. We may assume
ˆ
E
∣∣∣∣∣∣∣
ˆ
Ψ(x)
[u(y)− u(x)]ρ(x,y − x)dy
∣∣∣∣∣∣∣
p
γ(x)dx <∞.
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Otherwise the result is immediate.
The convexity of τ 7→ |τ |p implies that, for any 0 < λ < 1 and a, b ∈ R,
|a|p ≤ (1− λ)1−p|b− a|p + λ1−p|b|p.
Using this inequality, we may write
ˆ
E
|u(x)|pγ(x)dx =
ˆ
E
∣∣∣∣∣∣∣
ˆ
Ψ(x)
u(x)ρ(x,y − x)dy
∣∣∣∣∣∣∣
p
γ(x)dx
≤ (1− λ)1−p
ˆ
E
∣∣∣∣∣∣∣
ˆ
Ψ(x)
[u(y)− u(x)]ρ(x,y − x)dy
∣∣∣∣∣∣∣
p
γ(x)dx
+ λ1−p
ˆ
E
∣∣∣∣∣∣∣
ˆ
Ψ(x)
u(y)ρ(x,y − x)dy
∣∣∣∣∣∣∣
p
γ(x)dx
≤ (1− λ)1−p
ˆ
E
∣∣∣∣∣∣∣
ˆ
Ψ(x)
[u(y)− u(x)]ρ(x,y − x)dy
∣∣∣∣∣∣∣
p
γ(x)dx (37)
+ λ1−p
ˆ
E
ˆ
Ψ(x)
R(x)γ(x)|u(y)|pdydx.
In the last integral, we applied Ho¨lder’s inequality and the definition of R in (v). Focusing on the
last iterated integral, we see that
ˆ
E
ˆ
Ψ(x)
R(x)γ(x)|u(x)|pdydx =
ˆ
E
ˆ
F
R(x)γ(x)χΨ(x)(y)|u(y)|pdydx
=
ˆ
F
ˆ
E
R(x)γ(x)χΨ−1(y)(x)|u(y)|pdxdy
=
ˆ
E∩F
 ˆ
Ψ−1(y)
R(x)γ(x)dx
 |u(y)|pdy
≤ ν
ˆ
E
γ(y)|u(y)|pdy, (38)
where assumption (ii) allowed us to use the Fubini-Tonelli theorem for the second equality. From
assumption (iv), we deduced the third. Assumption (iii) was used to obtain the final inequality.
Incorporating the above bound into the inequality in (37) yields
ˆ
E
|u(x)|pγ(x)dx ≤ (1− λ)1−p
ˆ
E
∣∣∣∣∣∣∣
 
Ψ(x)
[u(y)− u(x)]ρ(x,y − x)dy
∣∣∣∣∣∣∣
p
γ(x)dx
+ λ1−pν
ˆ
E
|u(x)|pγ(x)dx.
Absorbing the rightmost integral into the lower bound yields the result.
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The following provides a class of correspondences Ψ and functions γ for which the previous
lemma is applicable when ρ ≡ |Ψ |−1. The conditions allow the set G to be a part of the boundary
of E or some subset of Rn with co-dimension larger than one.
Lemma 4.10. Let G ⊂ Rn be a compact set and E ⊆ Rn \G be a bounded measurable set. Suppose
that γ ∈ L+(E) and that Ψ : E  E satisfies hypothesis (i) in Lemma 4.9. Let 0 < a < b ≤ 1
be given, and define I : E  (0,∞) by I(x) := ( 1b · dG(x), 1a · dG(x)). Assume that there exists
K1,K2,K3 <∞, 1 ≤ α1 ≤ n, 1 ≤ α2 ≤ n− α1, and β ≥ α2 such that following hold.
(i) Ψ−1(x) ⊆ E ∩ AI(x)(G), for all x ∈ E.
(ii) There exists 1 ≤ α ≤ n, 1 ≤ α2 ≤ n − α1, and K1,K2 < ∞ such that, for x,y ∈ E and a.e.
τ ∈ I(x),
|Ψ(x)| ≥ b
α1 − aα1
K1
dG(x)
α1
and
H n−1
(Sτ (G) ∩ Ψ−1(y)) ≤ K2dG(y)α1−α2τα2−1. (39)
(iii) There exists K3 <∞ such that 1 ≤ dG(y)βγ(y) ≤ K3, for all y ∈ E.
Then ˆ
Ψ−1(y)
γ(x)
|Ψ(x)|dy ≤ K1K2K3
(
bβ−α2
α1
)
γ(y).
Remark. (a) The set G need not be compact, so long as dG is a Lipschitz map so that the co-area
formula is applicable.
(b) Clearly it is irrelevant whether I(x) includes its end points.
(c) Sτ (G) is the τ -boundary of G with radius τ . If G is an m-dimensional manifold and α2 = n−m,
then the upper bound in (39) resembles the derivative of Weyl’s tube formula with respect to
the radius τ [26].
Proof. Let y ∈ E be given. By assumptions (i) and (ii), for each x ∈ Ψ−1(y), we have dG(x) >
1
bdG(y), so
0 ≤ γ(x)|Ψ(x)| ≤
K1K3
dG(x)β+α1 (bα1 − aα1) ≤
K1K3b
β+α1
dG(y)β+α1 (bα1 − aα1) .
It follows that
[
x 7→ γ(x)|Ψ(x)|
]
∈ L1(Ψ−1(y)), for each y ∈ E. In fact, by the co-area formula in
Corollary 4.4, we find
ˆ
Ψ−1(y)
γ(x)
|Ψ(x)|dy ≤
K1K3
bα1 − aα1
ˆ
I(y)
 ˆ
Sτ (G)∩Ψ−1(y)
τ−α1−βdH n−1(w)
 dτ
≤ K1K2K3dG(y)
α1−α2
bα1 − aα1
1
adG(y)ˆ
1
b dG(y)
τα2−α1−β−1dτ.
Since α2 − β ≤ 0 and α1 > 0,
0 ≤
1
adG(y)ˆ
1
b dG(y)
τα2−α1−β−1dτ ≤
(
1
b
dG(y)
)α2−β 1adG(y)ˆ
1
b dG(y)
τ−α1−1dτ
≤
(
b
dG(y)
)β−α2 ( 1
α1
)[(
b
dG(y)
)α1
−
(
a
dG(y)
)α1]
=
(
bβ−α2
α1
)(
bα1 − aα1
dG(y)β+α1−α2
)
.
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Hence, from assumption (iii),
ˆ
Ψ−1(y)
γ(x)
|Ψ(x)|dx ≤ K1K2K3
(
bβ−α2
α1
)
1
dG(y)β
≤ K1K2K3
(
bβ−α2
α1
)
γ(y).
The following corollary provides the basis for examples of Poincare´ inequalities with zero-
Dirichlet type conditions on flat sets with integer co-dimension equal to one or more. For each
x, the set Ψ(x) will be a portion of a cone with a vertex in E \E ⊆ G := Hm(m+1,...,n) and contained
in a ball with radius proportional to dG(x). Thus, the measure |Ψ(x)| decreases as x approaches G.
For convenience, we define G⊥ := Hn−m(1,...,m) and for the volume of a cone contained in an annular
region around G, we use
cm,θ := |A1(G) ∩ Cθ(0; en)| (40)
Corollary 4.11. Let R <∞, 0 < θ < pi2 , 0 ≤ m ≤ n− 1, 0 < b < 1√n−m , and β > n−m be given.
Set E := (−R,R)n \G. Define Ψ : E  E by
Ψ(x) := E ∩ Ab·dG(x)(G) ∩ Cθ(x′;ω(x′′)), (41)
where x′ := PG(x) and x′′ := x − x′ = PG⊥(x). Suppose that γ : E → [0,∞) is measurable and
satisfies 1 ≤ dβGγ ≤ K3, for some K3 <∞, then
ˆ
Ψ−1(y)
γ(x)
|Ψ(x)|dx ≤
(
K3K4
n
)
bβ−(n−m)γ(y), for all y ∈ E, (42)
with
K4 = K4(m,n, θ) :=
(
2m tanm θ
cm,θ
)
H m(Bm1 )H n−m−1(Sn−m1 ) (43)
Remark. (a) For any 0 ≤ m ≤ n−1, the set A1(G)∩Cθ contains an n-dimensional cone with height
cos θ over the base Bn−1sin θ . Thus
cm,θ > c
′
n,θ :=
sinn−1 θ cos θ
n+ 1
H n−1(Bn−11 ) =
tann−1 θ cosn θ
n+ 1
H n−1(Bn−11 ).
A precise formula for cn−1,θ can be obtained using the volume of hyperspherical caps found
in [36] along with the volume of the cone.
(b) A similar bound can be obtained using cones with vertices at x that open towards G. If
Ψ : E  E is given by
Ψ(x) := E ∩ Ab·dG(x)(G) ∩ Cpi2 (x′;ω(x′′) ∩ Cθ(x;−ω(x′′)),
then inequality (42) holds, provided 0 < b < 12 .
(c) The set E need not be a cube and may include some, or all, points in [∂(−R,R)n] \G. The key
requirements are that there exists 1 ≤ η <∞ such that
η|Ψ(x)| ≥ |Ab·dG(x)(G) ∩ Cθ|
and dG(x) = ‖x′′‖Rn , for all x ∈ E. In the formula for K4, the factor 2m becomes η. For
example, we may take
E := {x ∈ (−R,R)n : xn > 0} ,
which is useful when imposing zero-Dirichlet conditions on subsets of ∂Ω. In this case, we find
η = 2m+1.
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Proof. Clearly dG(x) = ‖x′′‖Rn , for each x ∈ E. We note that although G is not compact, the
distance function dG is Lipschitz on E. For each r > 0, define C′r : E  Rn by
C′r(x) := Ar·dG(x)(G) ∩ Cθ(x′;ω(x′′)).
Thus Ψ = E ∩ C′r. For each 0 < a < b, define Ψa,b : E by
Ψa,b := (E ∩ C′b) \ (E ∩ C′a) = Ψ \ (E ∩ C′a).
We will verify the assumptions in Lemma 4.10 for Ψa,b, and then take the limit as a→ 0+.
We first establish the first part of assumption (ii). Since 0 < b < 1√
n−m , we find b · dG(x) < R
and, for all 0 < r ≤ b and x ∈ E,
|E ∩ C′r(x)| = rn|E ∩ C′b(x)| and |E ∩ C′b(x)| ≥ bn · dG(x)n
(cm,θ
2m
)
.
Thus
|Ψa,b(x)| = |E ∩ C′b(x)| − |E ∩ C′a(x)| ≥
(cm,θ
2m
)
(bn − an) dG(x)n.
Hence the first part of assumption (ii) is satisfied with α1 = n and K1 = 2
m/cm,θ.
For the second part of assumption (ii) in Lemma 4.10, we note that dG(x) = ‖x′′‖Rn and
x′ • x′′ = 0, for each x ∈ E. Let 0 < yn < R be given, and without loss of generality, we assume
ynen ∈ E and consider Ψ−1a,b (ynen). Suppose that x ∈ Ψ−1a,b (ynen). Then, by definition, we find
ynen ∈ Ψa,b(x). We conclude that
a2‖x′′‖2Rn ≤ y2n < b2‖x′′‖2Rn and
(
x′′ • ynen
‖x′′‖Rn
)2
> cos2 θ · ‖ynen − x′‖2. (44)
Let x ∈ Sτ (G), with yn/b < τ < yn/a, so ‖x′′‖Rn = τ . The last inequality in (44) may be rewritten
as (
y2n + x
2
1 + · · ·x2m
)
<
(
1
τ cos θ
)2
x2n · y2n,
which implies
‖x′‖2Rn < y2n
(
x2n
τ2 cos2 θ
− 1
)
.
Since ‖x′′‖ = τ , we must have |xn| ≤ τ . As dG(ynen) = yn, it follows that
‖x′‖Rn < dG(ynen) tan θ.
We conclude that x ∈ Bms (0) × Sn−mτ (x̂′′), where s := dG(ynen) tan θ and x̂′′ = (xm+1, . . . , xn) ∈
Rn−m. Consequently,
H n−1(Sτ (G) ∩ Ψ−1a,b (ynen)) ≤ K2dG(ynen)mτn−m−1, (45)
with
K2 =
(
1
θ2 − 1
)m
2 H m(B1)H n−m−1(S1).
Clearly the inequality in (45) continues to hold for general y ∈ E. This verifies the second part of
assumption (ii) with K2 identified above and α2 = n−m.
Lemma 4.10 yields ˆ
Ψ−1a,b(y)
γ(x)
|Ψa,b(x)|dy ≤
2m
cm,θ
K2K3
(
bβ−(n−m)
n
)
γ(y)
We observe that |Ψa,b(x)| ≤ |Ψ(x)|, for each x ∈ E and 0 < a < b, so γ(x)/|Ψ(x)| ≤ γ(x)/|Ψa,b(x)|.
Furthermore, we see that Ψ−1a,b (y) = Ψ
−1(y), for any y ∈ E and 0 < a < 1/(diam(E) ·dG(y)). Thus,
ˆ
Ψ−1(y)
γ(y)
|Ψ(x)|dx ≤
ˆ
Ψ−1a,b(y)
γ(x)
|Ψa,b(x)|dx ≤
2m
cm,θ
K2K3
(
bβ−(n−m)
n
)
γ(y).
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From the last remark we deduce a version of Corollary 4.11, where G corresponds to a half-
space/line with a boundary of dimension m imbedded in an n-dimensional box.
Corollary 4.12. Let R < ∞, 0 < θ < pi2 , 1 ≤ m ≤ n − 1, 0 < b < 1√n−m+1 , β1 > n −m, and
β2 > n−m+ 1 be given. Set G1 := Hm(m+1,...,m), G2 := Hm−1(1,0,...,0,m+1,...,n),
E1 := (−2R, 0)× (−R,R)n−1 \G1 and E2 := [0, R)× (−R,R)n−1 \G2
Define E := E1 ∪ E2, G := G1 ∪G2, and Ψ : E  E by
Ψ(x) :=
{
E1 ∩ Ab·dG1 (x)(G1) ∩ Cθ(x′;ω(x′′)), x ∈ E1
E2 ∩ Ab·dG2 (x)(G2) ∩ Cθ(x′;ω(x′′)), x ∈ E2,
where x′ := PG(x), x′′ := x − x′. Suppose that γ : E → [0,∞) is measurable and, for ` = 1, 2,
satisfies 1 ≤ dβ`G γ ≤ K3,` on E`, for some K3,`, then
ˆ
Ψ−1(y)
γ(x)
|Ψ(x)|dx ≤

(
K3,1K4,1
n
)
bβ1−(n−m)γ(y), y ∈ E1,(
K3,2K4,2
n
)
bβ2−(n−m+1)γ(y), y ∈ E2,
for all y ∈ E
with K4,1 := K4(m,n, θ) and K4,2 := K4(m+ 1, n, θ).
Proof. The dimension of G ∩ E1 is m and the dimension of G ∩ E2 is m − 1. The set G2 ∩ E
can be identified as the boundary of G within E. After translation Corollary 4.11 is immediately
applicable in the region E1. In view of Remark 4.2, Corollary 4.11 is also applicable in E2 after
elabeling coordinates.
Interestingly, the exponent for the parameter b in (42) is sensitive to the shape of Ψ as well as
how it scales as x approaches G. For example, if instead of conical regions, one used the cap-like
subsets of the balls BdG(x)(x) contained within tubular neighborhoods of G, we may obtain the
following:
Corollary 4.13. Let 0 < b < 1, 0 ≤ m ≤ n− 1, and β > n− m2 be given. Set G := Hm(m+1,...,n) and
E := (−1, 1)m × Bn−m1 (0) \G. Define Ψ : E  E by
Ψ(x) := E ∩ BdG(x)(x) ∩ Ab·dG(x)(G).
If γ : E → [0,∞) is measurable and satisfies 1 ≤ dβGγ ≤ K3, for some K3 <∞, then there exists a
constant K ′4 = K
′
4(n−m) such that
ˆ
Ψ−1(x)
γ(y)
|Ψ(y)|dy ≤ n2
3m
2 K3K
′
4
(
bβ+
m
2 −n
(1− b)n−m−1
)
γ(y), for all y ∈ E.
The argument is similar to the one used for Corollary 4.11. A key difference is that Ψ−1(y)
can be identified with a slice of a paraboloid. As y approaches G, the projection of Ψ−1(y) onto
directions orthogonal to G scales differently from the projection onto directions tangential to G.
The next corollary used to establish Poincare´ inequalities when the zero-Dirichlet conditions
m-dimensional manifolds that can be identified with a transformation of G := Hm(m+1,...,n). We use
the constant K4 = K4(m,n,
pi
4 ) defined in (43). We will use R
n⊗3 := Rn ⊗ Rn ⊗ Rn to denote the
space of real 3rd-order tensors, with the usual Eucliden norm.
Corollary 4.14. Let Γ0 ⊂ Rn, β > n, 0 < ν < 1, and γ0 ∈ L+(Rn \ Γ0) be given. Assume the
following
(i) There is 1 ≤ K0 <∞, an open bounded set U0, and a bijective map g ∈ C 2((−1, 1)n;U0) such
that
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• g((−1, 1)n ∩G) = U0 ∩ Γ0;
• g(PG(v)) = PΓ0(g(v)), for all (−1, 1)n.
• g−1 ∈ C 2(U0; (−1, 1)n);
• ‖∂vg‖Rn×n ≤ K0, ‖∂xg−1‖Rn×n ≤ K0, and ‖∂2vg‖Rn⊗3 ≤ 12K−10 .
(ii) There exists K3 <∞ such that 1 ≤ dβΓ0(x)γ0(x) ≤ K3 for all x ∈ U0 \ Γ0.
Then there exists 0 < b0 <
1√
n−m and 0 < θ0 <
pi
4 such that for all 0 < b ≤ b0 and 0 < θ ≤ θ0,
|Ψ0(x)|−1 ≤ nn2Kn0 |Ψ(g−1(x))|−1, Ψ0(x) ⊆ BdΓ0 (x)(x), for all x ∈ U0 \ Γ0, (46)
and ˆ
Ψ−10 (y)
γ0(x)
|Ψ0(x)|dx ≤ νγ0(y), for all y ∈ U0 \ Γ0.
Here Ψ0 : U0 \ Γ0  U0 \ Γ0 is defined by
Ψ0(x) := g(Ψ(g
−1(x))),
with Ψ provided by (41).
Remark. (a) If Γ is a smooth, say C 2, manifold, then the normal subbundle to Γ is a smooth
subbundle of the tangent space to Rn (see, for example, Corollary 10.36 in J. M. Lee’s text-
book [34]). Thus at each point x0 ∈ Γ , there exists a neighborhood U of x0 and a map g0
satisfying the first three bullets in (i). A rescaling of g0 can be used to produce g that also
satisfies the fourth part of (i). We refer to the proof for Example 6.6 for additional details.
(b) From Remark 4.2(a) and (48), we find that
|Ψ(g−1(x))| ≥ b
n · cm,θ
2m
· dG(g−1(x))n >
c′n,θ
2m
(
b · dΓ0(x)
K0
)n
.
From the proof, we see that we may take
θ ≤ θ0 = tan−1
(
1
4K20
)
and b ≤ b0 = min
 1√n−m, cos θ02K40 ,
(
ν
nn−1K2n−β0 K3K4
) 1
β−(n−m)
 .
Selecting θ = θ0 and b = b0 and recalling the formula for c
′
n,θ0
, we obtain the upper bound
|Ψ0(x)|−1 ≤ 2
m
c′n,θ0
(
n
1
2K20
b0 · dΓ0(x)
)n
=
2m(n+ 1)
4K20H
n−1(Bn−11 )
(
16n
1
2K60
b0 · dΓ0(x)
√
1 + 16K40
)n
.
(c) We see that Γ 0 is compact, since upon continuously extending g to [−1, 1]n, it is a continuous
image of [−1, 1]n ∩G. Thus dΓ0 = dΓ 0 is Lipschitz continuous.
(d) There is an obvious adaptation of the proof to establish a version of Corollary 4.14 for manifolds
with a boundary ∂Γ0. Using the notation from Corollary 4.12, in assumption (i), we require
∂Γ0 to be the image under g of [0, 1)× (−1, 1)n−1 ∩G2.
(e) In the case where we only assume g and g−1 are Lipschitz with constant K0, we cannot expect
the projection operator to commute with g. Nevertheless the same result can be obtained, but
with Ψ(x) ⊆ BK20 ·dΓ0 (x)(x) for the last part of (46). It seems likely, however, that curvature
measures and a relative Minkowski content, as introduced in [53], can provide a framework in
which one can work directly with Γ without using a transform to “flatten it”. This may lead
to a result, with the containment Ψ(x) ⊆ BdΓ0 (x)(x), for a general class of compact sets.
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Proof. We will identify the bounds b0 and θ0 in the course of the proof. Set E := (−1, 1)n \ G.
Recall that [∂vg(v)]
−1 = ∂xg−1(g(v)), for a.e. v ∈ (−1, 1)n. Thus assumption (i) and Hadamard’s
inequality (see Remark 6(b)) imply, for all x ∈ U0 \ Γ0 and all v ∈ (−1, 1)n,
|det ∂vg(v)|−1 = |det [∂vg(v)]−1 | ≤ nn2Kn0 and |det ∂vg(v)| ≤ n
n
2Kn0 . (47)
This and the change of variables formula implies |Ψ0(x)| ≥ n−n2K−n0 |Ψ(g−1(x))| and thus first part
of (46).
We now verify the second part. Our argument involves showing Ψ is contained within a cone.
Let x ∈ U0 \ Γ0 and y ∈ Ψ0(x) be given. Put v := g−1(x) and w := g−1(y), so w ∈ Ψ(v). Using
translations and rotations, without loss of generality, we may assume that x = xnen, PΓ0(x) = 0,
and v = vnen, for some xn > 0 and 0 < vn < 1. Thus
PΓ0(x) = 0, PG(v) = 0, dΓ0(x) = xn, dG(v) = vn, and Ψ(v) ⊆ Cθ(0; en).
Moreover assumption (i) implies
K−10 vn ≤ xn ≤ K0vn, and K−10 dG(w) ≤ dΓ0(y) ≤ K0dG(w). (48)
By the mean value theorem and (48), for all 0 < t < vn,
1
2K0
≥ sup
s∈(0,vn)
d2
ds2
[g(sen) • en] ≥ 1
vn
(
xn
vn
− d
dt
g(ten) • en
)
=⇒ d
dt
[g(ten) • en] ≥ xn
vn
− vn
2K0
≥ 1
K0
. (49)
Put wn := w • en, yn := y • en, ŵ := w − wnen, and ŷ := y − ynen. Since w ∈ Cθ(0; en),
‖ŵ‖2Rn = ‖w − 0‖2Rn − w2n < w2n tan2 θ, (50)
The bound on ‖∂2vg‖Rn⊗3 and (49) implies
d
dt
[g(ten + ŵ) • en] >
1
2K0
, for all 0 < t < vn.
Assuming tan θ0 ≤ 14K−20 , we deduce that
yn = g(w) • en >
wn
2K0
−K0‖ŵ‖Rn ≥ wn
4K0
>
cos θ
4K0
‖w‖Rn .
It follows that
‖y − xnen‖2Rn = x2n − 2xnyn + ‖ŷ‖2Rn < x2n −
cos θ
2K0
‖w‖Rnxn + ‖y‖2
≤ x2n −
cos θ
2K0
‖w‖Rnxn +K20‖w‖2
≤ x2n − ‖w‖xn
(
cos θ
2K0
− bK30
)
.
For the last inequality, we used Ψ(vnen) ⊆ Ab·vn(0). Suppose that b0 ≤ cos θ02K40 . Then y ∈ Bxn(xnen),
which proves the second part of (46).
To prove the last part of the corollary. Define γ := Kβ0 (γ0 ◦ g) ∈ L+((−1, 1)n \ G). Hence,
by (48) and assumption (ii),
1 ≤ dβΓ0(g(v))γ0(g(v)) ≤ dG(v)βγ(v) ≤ K
2β
0 K3, for all v ∈ (−1, 1)n \G.
Next we observe that, given y ∈ U0 \ Γ0,
x ∈ Ψ−10 (y)⇔ y ∈ Ψ0(x)⇐⇒ g−1(x) ∈ Ψ−1(g−1(y)).
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Hence Ψ−10 (y) = g(Ψ
−1(g−1(y))). By using the change of variables formula and Corollary 4.11, we
may write
ˆ
Ψ−10 (y)
γ0(x)
|Ψ0(x)|dx ≤ n
nK
2(n−β)
0
ˆ
g(Ψ−1(g−1(y)))
γ(g−1(x))
|Ψ(g−1(x))| |det ∂xg
−1(x)|dx
= nnK
2(n−β)
0
ˆ
Ψ−1(g−1(y))
γ(v)
|Ψ(v)|dv
≤ nn−1K2(n−β)0 K3K4bβ−(n−m)γ(g−1(y)).
The result follows by imposing b0 ≤
(
ν−1nn−1K2n−β0 K3K4
) 1
(n−m)−β
.
5 Nonlocal Poincare´ Inequalities
In this section, we present the two main nonlocal Poincare´ inequalities. The first version, Theo-
rem 5.1, is a generalization of Example 3.1. It relies on Lemma 4.9 being applicable throughout Ω.
The second version, Theorem 5.2, uses Lemma 4.9 as a complement to Lemma 4.7. It covers the
setting where the support of the kernel throughout a part of Ω can be identified with a dynamical
system with an absorption set U . Within the set U , the support of the kernel is assumed to have
properties that allow the application of Lemma 4.9. The theorem is stated to include the extreme
cases where only one or the other of Lemmas 4.7 and 4.9 is needed. There are several technical
components for the hypotheses of the second version. A couple of corollaries with a simplified set of
assumptions are provided after the main results. More explicit examples are presented in the next
section. We continue to use the notation introduced at the beginning of Section 4.2.
Theorem 5.1 (Nonlocal Poincare´ Inequality I). Let a measurable set Γ ⊆ Rn be given, and let
γ ∈ L1loc(Rn \ Γ ; [1,∞)), ρ ∈ L(Ω × Rn), and Ψ : Ω  Rn be given. Define Z : Ω  Rn by
Z(x) := Ψ(x)− x. Assume the following
• Ψ and Ψ−1 are measurable-valued and [x 7→ |Ψ(x)|] ∈ L+(Ω);
• F := ⋃x∈Ω Ψ(x) is measurable and F ⊆ Ω ∪ Γ ;
• For each x ∈ Ω, we find ρ(x, ·) ∈ L pp−1 (Rn) and
ˆ
Z(x)
ρ(x, z)dz = 1
Define R ∈ L+(Ω) by
R(x) :=

 ˆ
Z(x)
|ρ(x, z)| pp−1 dz

p−1
, 1 < p <∞,
ess sup
z∈Z(x)
|ρ(x, z)|, p = 1;
• There exists a 0 < ν < 1 such that
ˆ
Ψ−1(y)
R(x)γ(x)dx ≤ νγ(y), for all y ∈ Ω. (51)
28
If u ∈ L1(Rn) satisfies (BC) in Section 1, then
ˆ
Ω
|u(x)|pdx ≤ C
ˆ
Ω
∣∣∣∣∣∣∣
ˆ
Z(x)
[u(x+ z)− u(x)]ρ(x, z)dz
∣∣∣∣∣∣∣
p
γ(x)dx. (52)
Here C = C(ν, p) denotes the constant defined in (34) of Lemma 4.9.
Remark. (a) For each x ∈ Ω, the assumptions u ∈ L1(Rn), Ψ(x) has finite measure, and ρ(x, ·) ∈
L
p
p−1 (Rn) imply
ˆ
Z(x)
[u(x+ z)− u(x)]ρ(x, z)dz ∈ [−∞,∞], for a.e. x ∈ Ω.
Therefore, the upper bound in (52) always has well-defined value in [0,∞].
(b) Suppose that γ ∈ L1(Ω) and there exists ε > 0 such that |Ψ(x)| ≥ ε, for all x ∈ Ω. Then
u ∈ L1(Rn) implies (BC). Indeed
ˆ
Ω
  
Ψ(x)
|u(y)|dy

p
γ(x)dx ≤ 1
ε
‖u‖pL1(Rn)‖γ‖L1(E) <∞.
(c) If |Γ | = 0, then the requirement that u = 0 a.e. on Γ is irrelevant, since such a function always
belongs to the equivalence class of u in L1.
Proof. Using (35) of Lemma 4.9, the proof is a minor modification of the one used to obtain (58)
in the proof for the following Theorem 5.2.
Theorem 5.2 (Nonlocal Poincare´ Inequality II). Let a measurable Ω′ ⊆ Ω, an open U ⊆ Rn, and
a compact set Γ ⊆ U be given. Define, for each i ∈ I, the sets
V := Ω \ U, Vi := Ωi ∩ V, V ′ := Ω′ ∩ V, and E := U \ Γ
and the maps yV , zV : Rn × Φ→ Rn by zV := zχV×Φ and
zV (x, ζ) := z(x, ζ) · χV (x) and yV (x, ζ) := x+ zV (x, ζ).
Suppose that U essentially absorbs V ′ a.e. in the parameterized dynamical system {Dζ}ζ∈Φ generated
by {yV (·, ζ)}ζ∈Φ. For each α ∈ N,
• set
Φ′α := {ζ ∈ Φ : the absorption index into U for V ′ in Dζ is α},
A := {α ∈ N : |Φ′α| > 0} and A0 := A ∪ {0};
• define Z ′α : Ω  Rn and {Y ′k,α}k∈W
Z ′α(x) := z({x} × Φ′α) and Y ′k,α := ykV (V ′ × Φ′α).
Assume the following.
(i) • z is countably Lipschitz on {Vi × Φj}i∈I,j∈J .
• ζ 7→ z(x, ζ) is an injective Lusin map on Φ, for each x ∈ V .
• x 7→ y(x, ζ) is a Lusin map on V and countably injective on {Vi}i∈I , for each ζ ∈ Φ.
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(ii) There exists {Nk}k∈W ⊂ L∞(Rn × Rn;W) such that
NykV (·,ζ)(x, V
′) ≤ Nk(x, z(x, ζ)), for a.e. (x, ζ) ∈ Rn × Φ.
Put ‖Nα‖L∞L1(Y ′α,α×Z′α(·)) := ess supx∈Y ′α,α ‖Nα(x, ·)‖L1(Z′α(x)).
(iii) There exists MV < ∞ and {Λα}∞α=1, {Θα}α0α=1 ⊂ [0,∞) such that for each α ∈ N, k =
0, . . . , α− 1, and a.e. ζ ∈ Φ′α, we have
|det ∂xy(x, ζ)|Θα ≥ 1 and |det ∂ζz(x, ζ)|Λα ≥ 1, for a.e. x ∈ V
and
µ(x, z(x, ζ))MV ≥ αpΘkαNk(x, z(x, ζ))
Λα
|Φ| , for a.e. x ∈ V ∩ Y
′
k,α.
(iv) There exists {να}α∈A0 ⊂ (0, 1), {ME,α}α∈A0 ⊂ [0,∞), {γα}α∈A0 ⊂ L1loc(Rn \ Γ ), and corre-
spondences {Ψα : E  Rn}α∈A0 such that for each α ∈ A0,
• Ψα and Ψ−1α are measurable-valued and [x 7→ |Ψα(x)|] ∈ L+(E);
• Fα :=
⋃
x∈E Ψα(x) is measurable and Fα ⊆ U
• For each y ∈ E,
γα(y) ≥ 1 and
ˆ
Ψ−1α (y)
γα(x)
|Ψα(x)|dx ≤ ναγα(y).
• for a.e. x ∈ E and a.e. y ∈ Ψα(x),
µ(x, z)ME,0 ≥ C0|Ψ0(x)|γ0(x),
and for all α ∈ A,
µ(x, z)ME,α ≥ αpΘαα‖Nα‖L∞L1
Λα
|Φ|
Cα
|Ψα(x)|γα(x).
Here Cα = Cα(να, p) denotes the constant defined in (34) of Lemma 4.9.
• ME := supx∈E supy∈Ψα(x)
∑
α∈A0 ME,αχΨα(x)(y) <∞.
Define M := max{ME ,MV }, Y ′ := V ∩
⋃∞
k=0 y
k
V (V
′ × Φ), and Z : Ω  Rn by
Z(x) :=
{
z(x, Φ), x ∈ V,⋃∞
α=0 Ψα(x)− x, x ∈ E.
If u ∈ L1(Rn) satisfies u(x) = 0 for a.e. x ∈ Γ and
ˆ
E
  
Ψα(x)
|u(y)|dy

p
γα(x)dx <∞. (53)
then ˆ
Ω′
|u(x)|pdx ≤M
ˆ
Y ′∪E
ˆ
Z(x)
|u(x+ z)− u(x)|pµ(x, z)dzdx. (54)
Remark. (a) If yk
′
V (x, ζ) /∈ V , then ykV (x, ζ) = yk
′
V (x, ζ), for all k ≥ k′. Since U is an absorption
set for V , we may take Nk(x, ·) ≡ 1, for x /∈ U ∪ V .
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(b) If it is assumed that U \Ω ⊆ Γ , then Y ′ ∪ E ⊆ Ω, so (54) implies
ˆ
Ω′
|u(x)|pdx ≤M
ˆ
Ω
ˆ
Z(x)
|u(x+ z)− u(x)|pµ(x, z)dzdx.
(c) If Γ = U , then E = ∅ and assumption (iv) is an empty assumption. Moreover, since only the
measurability of u is needed for Lemma 4.7, in this case, it is not necessary to assume u ∈ L1
a priori.
(d) If Ω ⊆ U , then V = ∅ and only assumption (iv) needs to be satisfied.
(e) As explained in Remark 5, if |Ψα(x)| is uniformly positive throughout E and γα ∈ L1(E), then
the requirement in (53) is implied by u ∈ L1(Rn). Moreover, the requirement that u = 0 a.e.
on Γ is only relevant if |Γ | > 0.
(f) In the proof, we see that it the sequence of open sets {U ′`}∞`=1 need only satisfy |
⋂∞
`=1 U
′
`\Γ | = 0.
Thus, it is only necessary for Γ ⊆ U to be measurable and for γα ∈ L1(R \ U ′`), for each ` ∈ N
and α ∈ A0.
Proof. Clearly, we may assume that the upper bound in (54) is finite. We decompose the domain
of integration in the lower bound in (54) into the set V ′ and Ω′ ∩ U . The proof relies on using
Lemma 4.7 on the set V ′ and Lemma 4.9 on E.
By Lemma 4.8, we find {Φ′α}∞α=1 ⊂ B(Rn). The Lusin property, in assumption (i), implies the
correspondences {Z ′α : V  Rn}∞α=1, defined by Z ′α(x) := z(x, Φ′α) are each Lebesgue measurable-
valued. Moreover, the injectivity property implies {Z ′α(x)}∞α=1 is a partition of Z(x), for each
x ∈ V . Assumptions (i), (ii), and (iii) allow us to use Lemma 4.7 to obtain, for each α ∈ A,
|Φ′α|
ˆ
V ′
|u(x)|pdx ≤ αp−1
α−1∑
k=0
ΛαΘ
k
α
ˆ
V ∩Y ′k,α
ˆ
Z′α(x)
Nk(x, z)|u(x+ z)− u(x)|pdzdx
+ Λαα
pΘαα
ˆ
U∩Y ′α,α
ˆ
Z′α(x)
Nα(x, z)|u(x)|pdzdx.
Recall that, by definition of an essentially absorbing set, we find |yα(V ′ × {ζ}) \ U | = 0, for each
ζ ∈ Φ′α For each of the integrals in the summation, we may expand the domain of integration for
the outer integral to Y ′. Since u = 0 a.e. in Γ , so
|Φ′α|
ˆ
V ′
|u(x)|pdx ≤MV |Φ|
ˆ
Y ′
ˆ
Z′α(x)
|u(x+ z)− u(x)|pµ(x, z)dzdx
+ Λαα
pΘαα‖Nα‖L∞L1
ˆ
E
|u(x)|pdx. (55)
We now work to bound the last integral above.
Select open sets {U ′`}∞`=1 such that
• Γ ⊆ U ′`, for each ` ∈ N,
• U ′`+1 ⊆ U ′`, for each ` ∈ N,
• Γ = ⋂∞`=1 U ′`,
• E` := E \ U ′`,
For each ` ∈ N, define
• T` := {x ∈ E : |u(x)| ≤ `},
• u` := uχE`χT` ∈ L∞(Rn),
• fα,` ∈ L∞(E) by
fα,`(x) :=
 
Ψα(x)
u`(y)dy−u`(x).
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We also define the measurable function f : E → R by
fα(x) :=
 
Ψα(x)
u(y)dy − u(x).
By assumption γα ∈ L1loc(Rn \ Γ ). Thus |u`|pγα ∈ L1(E). We may therefore apply Lemma 4.9.
From (36), ˆ
E
|u`(x)|pγα(x)dx ≤ Cα
ˆ
E
|fα,`(x)|pγα(x)dydx. (56)
The hypotheses for Ψα, |Ψα|, and γα imply |fα,`|pγα is nonnegative and measurable. We will use
the Lebesgue dominated convergence theorem to argue that the inequality above is preserved in the
limit as `→∞. Clearly {u`}∞`=1 converges a.e. (in fact everywhere) to u on E. By hypothesis, given
x ∈ E, we find u ∈ L1(Ψα(x)) and |u`(y)| ≤ |u(y)|, for all y ∈ Ψα(x). The dominated convergence
theorem implies
lim
`→∞
ˆ
Ψα(x)
u`(y)dy =
ˆ
Ψα(x)
u(y)dy.
Thus lim`→∞ fα,`(x) = fα(x) for a.e. x ∈ E. Hence {|fα,`|pγα}∞`=1 converges to |fα|pγα a.e. in E.
Next we observe that, for each x ∈ E,
|fα,`(x)| ≤
 
Ψα(x)
|u`(y)|dy + |u`(x)| ≤ |fα(x)|+ 2
 
Ψα(x)
|u(y)|dy.
Hence
|fα,`(x)|pγα(x) ≤ 2p−1|fα(x)|pγα(x) + 2p
  
Ψα(x)
|u(y)|dy

p
γα(x). (57)
The rightmost term above with a function in L1(E). For the first term on the right in (57), we
recall that we are working under the assumption that the upper bound in (54) is finite. Suppose
that α ∈ A. Jensen’s inequality and the last part of assumption (iv) imply
ˆ
E
|fα(x)|pγα(x)dx ≤
ˆ
E
 
Ψα(x)
|u(y)− u(x)|pγα(x)dydx
≤ ME,α|Φ|
αpΘαα‖Nα‖L∞L1ΛαCα
ˆ
E
 
Ψα(x)
|u(y)− u(x)|pµ(x,y − x)dydx
≤ ME,α|Φ|
αpΘαα‖Nα‖L∞L1ΛαCα
ˆ
Y ′∪E
 
Ψα(x)
|u(y)− u(x)|pµ(x,y − x)dydx <∞.
Thus, we may apply the Lebesgue dominated convergence theorem to the upper bound in (56).
Using the monotone convergence theorem for the lower bound, we conclude thatˆ
E
|u(x)|pdx ≤
ˆ
E
|u(x)|pγα(x)dx ≤ Cα
ˆ
E
|fα(x)|pγα(x)dx
≤ Cα
ˆ
E
 
Ψα(x)
|u(y)− u(x)|pγα(x)dydx. (58)
The last item in assumption (iv) implies, for all α ∈ A0,
Λαα
pΘαα‖Nα‖L∞L1
ˆ
E
|u(x)|pdx ≤ME,α
ˆ
E
ˆ
Rn
|u(y)− u(x)|pµ(x,y − x)χΨα(x)(y)dydx.
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Returning to (55), we obtain, for each α ∈ A,
|Φ′α|
ˆ
V ′
|u(x)|pdx ≤MV |Φ|
ˆ
Y ′
ˆ
Z′α(x)
|u(x+ z)− u(x)|pµ(x, z)dzdx
+ME,α|Φ|
ˆ
E
ˆ
Rn
|u(y)− u(x)|pµ(x,y − x)χΨα(x)(y)dydx.
Recall that {Z ′α(x)}∞α=1 is a partition of Z(x), for each x ∈ V . Summing over α ∈ A and using the
monotone convergence leads to
ˆ
V ′
|u(x)|pdx ≤MV
ˆ
Y ′
ˆ
Z(x)
|u(x+ z)− u(x)|pµ(x, z)dzdx
+
ˆ
E
ˆ
Rn
|u(y)− u(x)|pµ(x,y − x)
∑
α∈A
ME,αχΨα(x)(y)dydx. (59)
Since u = 0 a.e. in Γ , the same argument used above also provides the inequality
ˆ
Ω′∩U
|u(x)|pdx ≤
ˆ
E
|u(x)|pdx ≤ME,0
ˆ
E
ˆ
Rn
|u(y)− u(x)|pµ(x,y − x)χΨ0(x)(y)dydx.
Adding this to (59) yields
ˆ
Ω′
|u(x)|pdx ≤
ˆ
V ′
|u(x)|pdx+
ˆ
E
|u(x)|pdx
≤MV
ˆ
Y ′
ˆ
Z(x)
|u(x+ z)− u(x)|pµ(x, z)dzdx
+
ˆ
E
ˆ
Rn
|u(y)− u(x)|pµ(x,y − x)
∑
α∈A0
ME,αχΨα(x)(y)dydx.
The proof is complete upon using the definition of MU and M and changing variables in the inner
integral of the last term.
We now present two corollaries. We continue to use the notation from Theorem 5.2. For both
corollaries, we assume that Γ = U , so it is not necessary to verify assumption (iv).
For Corollary 5.3, there are two main simplifying assumptions made. The first is that there is
less (volume) compression of the support of the kernel along orbits with large absorption indices.
Larger absorption indices are typically associated with parameters ζ such that ‖z(·, ζ)‖Rn is small.
Thus ‖y(x, ζ) − x‖Rn will be small, and it is reasonable to expect the distortion in the kernel’s
support between these two points to also be small. This is essentially the content of the first part
of assumption ii. The second simplifying assumption, in Corollary 5.3, is that for each absorbtion
index, there is a uniform bound for the Banach indicatrix.
Corollary 5.3. Let U ⊆ Rn \ Ω be an open absorption set for Ω, and set Γ := U . Assume the
following.
(i) The hypotheses in (i) of Theorem 5.2 are satisfied.
(ii) There exists 0 ≤ λ, θ < ∞ and {Λα}∞α=1 ⊂ (0,∞) such that for each α ∈ N and a.e. (x, ζ) ∈
Ω × Φ′α, we have
|det(∂xy(x, ζ))| ≥
(
α
α+ λ
)θ
and |det ∂ζz(x, ζ)|Λα ≥ 1.
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(iii) There exists M0 <∞ such that for each α ∈ N and for a.e. x ∈ Ω,
µ(x, z′)M0 ≥ αpNαΛα|Φ| , for a.e. z
′ ∈ z(x, Φ′α), (60)
with
Nα := ess sup
(x,ζ)∈Ω×Φ′α
Nyα−1(·,ζ)(x, Ω) <∞
If u : Rn → R is measurable and u = 0 a.e. in Γ , then
ˆ
Ω
|u(x)|pdx ≤M0eθλ
ˆ
Ω
ˆ
Z(x)
|u(x+ z)− u(x)|pµ(x, z)dzdx.
Proof. As indicated in Remark 5, to invoke Theorem 5.2, it is unnecessary to verify assumption (iv).
The proof simply requires checking assumption (ii) of Poincare´ Inequality II and identifying {Θα}∞α=1
and MV <∞ that ensures hypothesis (iii) of Theorem 5.2 is satisfied. We observe that {Nk}∞k=0 is
an increasing sequence of functions, so for each α ∈ N and a.e. (x, ζ) ∈ Ω × Φ′α,
Nk(x, z(x, ζ)) ≤ Nα−1(x, z(x, ζ)) ≤ Nα. for all k = 0, . . . , α− 1.
For each α ∈ N, put
Θα :=
(
α
α+ λ
)−θ
=
(
1 +
λ
α
)θ
.
Thus, for each k = 0, . . . , α− 1,
Θkα ≤ Θαα =
(
1 +
λ
α
)αθ
≤ eθλ.
Hence, by assumption (iii), for each α ∈ N and k = 0, . . . , α− 1, we have
µ(x, z(x, ζ′))M0eθλ ≥ αpNk(x, z(x, ζ′))Θkα
Λα
|Φ| ,
for a.e. x ∈ Ω ∩ Y ′k,α and a.e. ζ ∈ Φ′α. The result follows from Theorem 5.2.
For the second corollary, we assume that there exists α0 ∈ N such that Φ′α = ∅, for all α ≥ α0.
Thus, the lengths of the paths to the absorption set are uniformly bounded by α0. In this case,
it is reasonable to expect uniform bounds for the other parameters in assumptions (ii) and (iii) of
Theorem 5.2.
Corollary 5.4. Let U ⊆ Rn \ Ω be an open absorption set for Ω, and set Γ := U . Assume the
following.
(i) The hypotheses in (i) of Theorem 5.2 are satisfied.
(ii) There exists α0 ∈ N such that the absorption index for a.e. x ∈ Ω is at most α0.
(iii) There exists Λ0,M0, N0, Θ0 <∞ such that
• ess sup(x,ζ)∈Ω×ΦNyα0−1(·,ζ)(x, Ω) ≤ N0;
• for a.e. (x, ζ) ∈ Ω × Φ
|det(∂xy(x, ζ))|Θ0 ≥ 1 and |det ∂ζz(x, ζ)|Λ0 ≥ 1;
• for a.e. x ∈ Ω
µ(x, z′)M0 ≥ Λ0|Φ| , for a.e. z
′ ∈ Z(x).
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If u : Rn → R is measurable and u = 0 a.e. in Γ , then
ˆ
Ω
|u(x)|pdx ≤ αp0M0N0Θα00
ˆ
Ω
ˆ
Z(x)
|u(x+ z)− u(x)|pµ(x, z)dzdx.
Proof. The proof is a straightforward application of Theorem 5.2.
Remark. Clearly the Poincare´ inequalities in Corollaries 5.3 and 5.4 may be refined so that U absorbs
Ω′ ⊂ Ω.
6 General Examples
We use In ∈ Rn×n to denote the identity matrix.
The first example is a generalization of Example 3.2 given earlier.
Example 6.1. Let F ∈ C (Ω;Rn×n) be a Lipschitz function, with Lipschitz constant K < ∞.
Define z ∈ C (Ω × Φ;Rn) by z(x, ζ) := F (x)ζ, so
y(x, ζ) =
{
x+ F (x)ζ, x ∈ Ω,
x, x /∈ Ω.
Let {Dζ}ζ∈Φ denote the parameterized dynamical system generated by {y(·, ζ)}ζ∈Φ. Assume the
following.
(i) There exists open set U ⊆ Rn \Ω that absorbs Ω a.e. in {Dζ}.
(ii) There exists an R <∞ such that KR ≤ 1 and Φ ⊆ BR(0), and 0 /∈ Φ.
(iii) There exists an R ≤ S <∞ such that, for each α ∈ N and ζ ∈ Φ,
ζ ∈
∞⋃
k=α
Φ′α =⇒ ζ ∈ Φ ∩ BS/α(0).
(iv) There exists 0 ≤ θ, τ, Λ0 <∞ such that for all (x, ζ) ∈ Ω × Φ,
|det (In + ∂x[F (x)ζ])| ≥
(
1
1 + τ‖ζ‖Rn
)θ
and |detF (x)|Λ0 ≥ 1.
(v) There exists C <∞ such that
µ(x, z)C ≥ 1‖z‖pRn
Λ0|Z(x)|
|Φ| χΩ×Φ(x, z).
If u : Rn → R is measurable and u = 0 a.e. in Γ := U , then
ˆ
Ω
|u(x)|pdx ≤ CSpeθSτ
ˆ
Ω
 
Z(x)
|u(x+ z)− u(x)|pµ(x, z)dzdx,
Remark. (a) We present a condition implying the inequalities in (iv) of Example 6.1. Given B ∈
Rn×n, define ‖B‖max := maxi,j∈{1,...,n} |B(i,j)|. The following is established in [10]: for any
B ∈ Rn×n,
n‖B‖max ≤ 1 =⇒ det(In +B) ≥ 1− n‖B‖max.
Suppose that F satisfies the seconnd inequality in assumption (iv) and that nKR < 1, where
K is the Lipschitz constant for F and R is identified in assumption (ii). Then
n‖∂x[F (x)ζ]‖max ≤ n‖∂xF (x)‖max‖ζ‖Rn ≤ nKR < 1.
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Put τ := nK. It follows that
det(In + ∂x[F (x)ζ]) ≥ 1− nK‖ζ‖R
n
1 + τ‖ζ‖Rn (1 + τ‖ζ‖R
n)
=
1− nK‖ζ‖Rn
1 + τ‖ζ‖Rn
(
1 +
nK‖ζ‖Rn
1− nK‖ζ‖Rn
)
>
1
1 + τ‖ζ‖Rn .
(b) We note that by Hadamard’s inequality, given any x0 ∈ Ω
sup
x∈Ω
|detF (x)| ≤ nn2 sup
x∈Ω
‖F (x)‖nRn×n ≤ n
n
2 [K diam(Ω) + ‖F (x0)‖nRn×n ]
=⇒ |Z(x)| ≤ nn2 [K diam(Ω) + ‖F (x0)‖nRn×n ] |Φ|, for all x ∈ Ω.
(c) If 1 ≤ p < n, the lower bound in assumption (v) is integrable, for each x ∈ Ω, if p < n. For
p ≥ n, the lower bound remains integrable, at each x ∈ Ω, if there exists r > 0 such that
Φ ∩ Br(0) = ∅.
(d) We also note that this example can be further generalized by considering countably Lipschitz
maps F .
Proof. We will verify the hypotheses of Corollary 5.3. The Lipschitz requirement is clearly satis-
fied. By assumption (iv), the map ζ 7→ z(x, ζ) is injective on Φ for each x ∈ Ω. Given ζ ∈ Φ,
assumption (ii) implies, for each x1,x2 ∈ Ω,
‖y(x1, ζ)− y(x2, ζ)‖Rn ≥ ‖x1 − x2‖Rn − ‖F (x1)− F (x2)‖Rn×n‖ζ‖Rn
≥ (1−K‖ζ‖Rn)‖x1 − x2‖Rn
> (1−KR)‖x1 − x2‖Rn ≥ 0,
whenever x1 6= x2. Hence x 7→ y(x, ζ) is injective on Ω, for each ζ ∈ Φ. The Lusin require-
ments follow from the Lipschitz continuity properties and assumption (iv). Thus hypothesis (i) of
Corollary 5.3 is satisfied. By assumption (iii) and (iv), given α ∈ N,
ζ ∈ Φ′α =⇒ ‖ζ‖ ≤
S
α
=⇒ |det(In + ∂x[F (x)ζ])| ≥
(
α
α+ Sτ
)θ
.
Hence, assumption (ii) of Corollary 5.3 is satisfied with λ = Sτ . Since y is injective, we find
N ′α ∈ {0, 1}, as defined in assumption (iii) of Corollary 5.3. For each α ∈ N, we saw that α < S‖ζ‖−1.
Thus assumption (v) and Corollary 5.3 yields
ˆ
Ω
|u(x)|pdx ≤ CSpeθSτ
ˆ
Ω
1
|Z(x)|
ˆ
Z(x)
|u(x+ z)− u(x)|pµ(x, z)dzdx,
and the result follows.
In the following example, the domain is split into two regions. The two regions are “connected”
by an interface strip, which in turn is “connected” to the absorption set U .
Example 6.2. Consider Ω = (0, 2)2, and set Ωi := (i − 1, i) × (0, 2), i ∈ I = {1, 2}. Given
0 < δ1 < 1, put U := U1 ∪ U2 and Γ := U , with
U1 := (1− δ1, 1 + δ1)× (−1, 0), U2 := (1− δ1, 1 + δ1)× (2, 3).
Let 0 < θ ≤ pi4 and 0 < δ2 < δ1 sin θ be given, and set
Z1 := {z = (z1, z2) ∈ Cθ(0; e1) : z1 < δ1 and |z2| > δ2} and Z2 := −Z1.
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Define Z, Ψ : Ω  Rn by
Z(x) :=
{
Z1, x ∈ Ω1,
Z2, x ∈ Ω2 and Ψ(x) := (Ω ∪ U) ∩ (x+ Z(x)).
Suppose there exists a C <∞ such that
µ(x,y − x)C ≥ 1|y2 − x2|p+1|Z1|χΩ(x)χΨ(x)(y), for a.e. (x,y) ∈ R
n × Rn.
If u(x) = 0 for a.e. x ∈ U , then
ˆ
Ω
|u(x)|pdx ≤ 2p+4C
ˆ
Ω
ˆ
Ψ(x)
|u(y)− u(x)|pµ(x,y − x)dydx.
Remark. (a) We note that |Z1| = (δ1 sin θ−δ2)
2
sin θ .
(b) The example can be rescaled and repeated periodically to produce a Poincare´ inequality for a
laminate like structure.
Proof. We produce the Poincare´ inequality by applying Corollary 5.3 on members of an open parti-
tion of Ω into four subsets. We provide the details for one of the members, the others being handled
in a similar manner. Set Ω′ := (0, 1)× (0, 1). (The other members of the partition is (1, 2)× (0, 1),
(0, 1)× (1, 2), and (1, 2)× (1, 2).) We define
Φ := {ζ = (ζ1, ζ2) ∈ Z1 : ζ2 > δ2},
the correspondences S1, S2, S : Φ Rn by
S1(ζ) := (1− ζ1, 1)× (0, 3), S2(ζ) := (1, 1 + ζ1)× (0, 3), and S(ζ) := S1(ζ) ∪ S2(ζ)
and the piecewise Lipschitz map z : Rn × Φ→ Rn by
z(x, ζ) :=
 (ζ1, ζ2), x ∈ Ω1,(−ζ1, ζ2), x ∈ Ω2,
0, x /∈ Ω.
We see that S(ζ) \Ω = U2, for all ζ ∈ Φ. The map y : Rn × Φ→ Rn satisfies
y(x, ζ) := x+ z(x, ζ) ∈
 Ω \ S(ζ), 0 < x1 ≤ 1− 2ζ1 and 0 < x2 < 2− ζ2,Ω ∩ S(ζ), 1− 2ζ1 < x1 < 1 + ζ1 and 0 < x2 < 2− ζ2,
U2, x ∈ S(ζ) ∩Ω and 2− ζ2 < x2 < 2.
Moreover, since θ ≤ pi4 , we find 0 < ζ2 < ζ1 and thus x2 ≤ 2 − ζ1 < 2 − ζ2, for each ζ ∈ Φ,
x ∈ yk(Ω′ × {ζ}) \ S(ζ), and k ∈ W. We conclude that yk(Ω′ × {ζ}) ⊂ Ω1 ∪ S(ζ), and if
x ∈ Ω ∩ yk(Ω′ × {ζ}), then x+ z(x, ζ) ∈ Ψ(x). Given x = (x1, x2) ∈ Ω and ζ ∈ Φ, we find that
y−1ζ ({x}) =

{(x1 − ζ1, x2 − ζ2), (x1 + ζ1, x2 − ζ2)}, x ∈ S1(ζ) and x2 > ζ2,
{(x1 − ζ1, x2 − ζ2)}, x ∈ S2(ζ) and x2 > ζ2,
{(x1 − ζ1, x2 − ζ2)}, x ∈ Ω1 \ S1(ζ),
∅, 0 < x1 ≤ ζ1 or 0 < x2 ≤ ζ2.
Hence, if x ∈ Ω1 \ S1(ζ), then Nykζ (x, Ω′) ∈ {0, 1}, for all k ∈W. We deduce that
x /∈ S1 =⇒ Nyk+1ζ (x, Ω
′) ≤ Nykζ (x, Ω
′)
x ∈ S1 =⇒ Nyk+1ζ (x, Ω
′) = 1 +Nykζ (x, Ω
′).
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It follows that Nykζ (x, Ω
′) ≤ k + 1. Clearly, given ζ ∈ Φ, the absorption index α for Ω′ satisfies
α ≤ 2/ζ2. This also implies
N ′α := ess sup
(x,ζ)∈Ω×Φ′α
Nyα−1ζ
(x, Ω′) ≤ α ≤ 2
ζ2
.
Set Y ′ := Ω ∩ ⋃∞k=0 yk(Ω′ × Φ). We may invoke Corollary 5.3 and Remark 5, with |Φ| = |Z1|/2,
λ, θ = 0 and Λα = 1, for each α ∈ N, to conclude that
ˆ
Ω′
|u(x)|pdx ≤ 2p+2C
ˆ
Y ′
ˆ
Φ
|u(x+ z)− u(x)|pµ(x, z)dzdx
≤ 2p+2C
ˆ
Ω
ˆ
Ψ(x)
|u(y)− u(x)|pµ(x,y − x)dydx.
Adapting the above argument to the remaining partition members yields the result.
The following is an extension of Example 3.1. Here we assume that the support of the kernel is
a measurable set that can vary throughout Ω. As in Example 3.1, we use η to denote the nonzero
coordinate for a hemisphere of B1(0).
Example 6.3. Let 0 < δ ≤ 1. Suppose that Ψ : Ω  Rn satisfies the following assumptions:
• Ψ and Ψ−1 are measurable valued and [x 7→ |Ψ(x)|] ∈ L+(Ω);
• For each x ∈ Ω,
Ψ(x) ⊆ Bδ(x) ∩ Cpi2 (x; e1);
• There exists a 1− ηδ1+diam(Ω) < τ ≤ 1 such that |Ψ(x)| ≥ τ2 |Bδ|, for all x ∈ Ω.
Put
ντ :=
1
τ
[
1− ηδ
1 + diam(Ω)
]
,
and set Γ :=
⋃
x∈Ω Ψ(x) \Ω. If u ∈ L1(Rn) satisfies u = 0 a.e. on Γ , then
ˆ
Ω
|u(x)|pdx ≤ Cτ (1 + diam(Ω))
ˆ
Ω
∣∣∣∣∣∣∣
 
Ψ(x)
[u(y)− u(x)]dy
∣∣∣∣∣∣∣
p
dx.
Here Cτ = C(ντ , p) is the constant defined in (34) of Lemma 4.9.
Proof. Without loss of generality, we assume that infx∈Ω x • e1 = 0. We define ρ ∈ L∞(Ω × Rn)
by ρ(x, z) := |Ψ(x)|−1χΨ(x)(z). As defined in Theorem 5.1, we compute R(x) = |Ψ(x)|−1 ≤ τ2|Bδ| .
For each x ∈ Rn, set B−δ (x) := Bδ(x) ∩ Cpi2 (x;−e1). Although we cannot explicitly identify Ψ−1,
we do have
Ψ−1(y) ⊆ Ω ∩ B−δ (y) for all y ∈ Ω.
The hypothesis on τ implies ντ < 1. As in Example 3.1, we define γ ∈ C∞(Rn) by γ(x) = 1+x •e1.
Given y ∈ Ω, we find γ(y) ≥ 0, for all x ∈ B−δ (y), since δ ≤ 1. We deduce that, for each or all
y ∈ Ω, ˆ
Ψ−1(y)
γ(x)
|Ψ(x)|dx ≤
1
τ
 
B−δ (y)
γ(x)dx =
1
τ
(1 + y • e1 − γ0ηδ) ≤ ντγ(y).s
By assumption |Ψ | is uniformly positive in Ω. It follows that (BC) is satisfied (see Remark 5).
Poincare´ Inequality I yields the result.
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For Examples 6.4 and 6.5, we assume 1 < p <∞ and put q := pp−1 . The examples are analogues
of Example 3.1 with a sign-changing kernel that has symmetric support Bδ. In Example 6.4 the
support may be relatively small, when compared to diam(Ω); in Example 6.5 it can be relatively
large.
Example 6.4. Let α < nq and 0 < δ ≤ 12 diam(Ω) be given. Put
R0 :=
(
n− α
n
)(
n− α
n− qα
)p−1
. (61)
Suppose that diam(Ω) ≥ 2√
3
. Let σ : Ω × Sn1 → {−1, 1} be a measurable function such that, for
some 0 < τ ≤ 1,
ˆ
Sn1
σ(x,ω)dH n−1(ω) = τH n−1(Sn1 ) = τn|Bn1 |, for all x ∈ Ω
Define ρδ : Ω × Rn → R by
ρδ(x, z) :=

δα
τ |Bδ|
(
n− α
n
)
‖z‖−ασ(x, z|z| ), z ∈ Bδ \ {0},
0, z /∈ Bδ \ {0}.
(62)
Suppose that
νδ :=
R0
τ
[
1− n
n+ 2
(
δ
diam(Ω)
)2]
< 1. (63)
If u ∈ L1(Rn) satisfies u = 0 for a.e. on Γδ := A[0,δ] \Ω, then
ˆ
Ω
|u(x)|pdx ≤ Cδ diam(Ω)2
ˆ
Ω
∣∣∣∣∣∣
ˆ
Bδ
[u(x+ z)− u(x)]ρδ(x, z)dz
∣∣∣∣∣∣
p
dx. (64)
Here Cδ = C(νδ, p) is the constant defined in (34) of Lemma 4.9.
Remark. (a) The requirement in (63) restricts that range of admissible values for α and τ . Since
δ ≤ 12 diam(Ω), we must have R0τ < 4(n+2)3n+8 . For δ > 0 small, we must have both α > 0 and
1− τ > 0 small as well.
(b) The restrictions on diam(Ω) and δ > 0 can be relaxed by considering, for example, the function
x 7→ γ0 − ‖x− x0‖2 in place of the γ defined in the proof.
(c) If α = 0 and σ ≡ 1, then R0 = τ = 1. Using Remark 4.2, if p = 2, then we find that
Cδ ≤ 4
(
n+2
n
)2 (diam(Ω)
δ
)4
, so (64) implies
ˆ
Ω
|u(x)|2dx ≤ 4 diam(Ω)6
(
n+ 2
n
)2 ˆ
Ω
∣∣∣∣∣∣
 
Bδ
u(x+ z)− u(x)
δ2
dz
∣∣∣∣∣∣
2
dx.
Proof. Define Ψ : Ω  Rn by Ψ(x) := Bδ(x), so Ψ−1(x) = Bδ(x) ∩Ω. We see that, for all x ∈ Ω
R(x) =
ˆ
Bδ
|ρδ(x, z)|qdz
p−1 = ( δα
τ |Bδ|
)p(
n− α
n
)p−1ˆ
Bδ
‖z‖−qαdz
p−1 = 1
τ |Bδ|R0,
Let x0 ∈ Rn be the unique point such that Ω ⊆ B 1
2 diam(Ω)
(x0). Define γ ∈ C∞(Rn) by
γ(x) := diam(Ω)2 − ‖x− x0‖2,
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so
1 ≤ 3
4
diam(Ω)2 ≤ γ(x) ≤ diam(Ω)2, for all x ∈ Ω
We will verify
R0
τ |Bδ|
ˆ
Ψ−1(x)
γ(x′)dx′ =
R0
τ |Bδ|
ˆ
Bδ(x)∩Ω
γ(x′)dx′ ≤ νδγ(x), for all x ∈ Ω. (65)
Given z ∈ Rn, we find γ(x + z) = γ(x) − 2 (x− x0) • z − ‖z‖2. Since 0 < δ ≤ 12 diam(Ω) and‖x− x0‖ < 12 diam(Ω) + δ, we see that γ(x) ≥ 0, for all x ∈ Ωδ. Thus
R0
τ |Bδ|
ˆ
Bδ(x)∩Ω
γ(x′)dx′ ≤ R0
τ
 
Bδ
γ(x+ z)dz =
R0
τ
γ(x)− 2R0
τ
(x− x0) •
 
Bδ
zdz
︸ ︷︷ ︸
=0
−R0
τ
 
Bδ
‖z‖2dz
= γ(x)
R0
τ
[
1− n
n+ 2
δ2
γ(x)
]
≤ γ(x)R0
τ
[
1− n
n+ 2
(
δ
diam(Ω)
)2]
= νδγ(x).
Finally, as in the previous example, we have |Γδ| > 0 and thus (BC) is satisfied. Theorem 5.1
yields (64).
Example 6.5. We again assume α < nq . Let R0 and ρδ be defined as in (61) and (62), respectively.
Suppose that
νδ := R0
( |Ω|
τ |Bδ|
)
< 1.
If u ∈ L1(Rn) satisfies u = 0 for a.e. Γδ, then
ˆ
Ω
|u(x)|pdx ≤ Cδ
ˆ
Ω
∣∣∣∣∣∣
ˆ
Bδ
[u(x+ z)− u(x)]ρδ(x, z)dz
∣∣∣∣∣∣
p
dx. (66)
Proof. We see that R(x) = R0τ |Bδ| and Ψ
−1(x) = Bδ(x) ∩ Ω ⊆ Ω, for each x ∈ Ω. We put γ ≡ 1
throughout Rn. Then
R0
τ |Bδ|
ˆ
Ψ−1(x)
γdx′ ≤ R0
( |Ω|
τ |Bδ|
)
= νδγ.
The result follows from Theorem 5.1.
Remark. We observe that limδ→∞ ρδ(x, z) = 0, for all (x, z) ∈ Ω × Rn, and limδ→∞ Cδ = 1. Thus
lim
δ→∞
 ˆ
U∩Bδ
[u(x+ z)− u(x)]ρδ(x, z)dz
 = −u(x), for all x ∈ Ω
If there is a δ > 0 such that the upper bound in (66) is finite, then u ∈ Lp(Ω) and by the Lebesgue
dominated convergence theorem,
lim
δ→∞
Cδ
ˆ
Ω
∣∣∣∣∣∣
ˆ
Bδ
[u(x+ z)− u(x)]ρδ(x, z)dz
∣∣∣∣∣∣
p
dx =
ˆ
Ω
|u(x)|pdx.
The next two examples provide an application of Poincare´ Inequality II in the setting where
Dirichlet-like conditions, in the form of (53), are imposed on a manifold with co-dimension of at
least one. By a C 2-manifold we mean a topological manifold with a C 2-structure as defined in [34].
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Example 6.6 (Constraints m-Dimansional C 2-Manifolds). Let Γ ⊂ Ω be a 0 ≤ m ≤ n − 1
dimensional a compact C 2-manifold without boundary, and let β > n −m be given. There exists
CΓ <∞ and an open set U ⊆ Ω, satisfying Γ ⊆ U , such that
ˆ
U
|u(x)|pdx ≤ CΓ
ˆ
U\Γ
 
BdΓ (x)(0)
|u(x+ z)− u(x)|p
dΓ (x)β
dzdx, (67)
for any u ∈ L1(Rn) satisfying
ˆ
Ω\Γ
1
dΓ (x)β
  
BdΓ (x)
|u(y)|dy

p
dx <∞.
Remark. (a) The constant CΓ can be identified in terms of the upper bound for |Ψ0|−1 in Re-
mark 4.2(b) and depends on m, n, β, p, and the curvature of Γ (see (69).
(b) The set Γ may include a portion of ∂Γ or be completely contained within Γ . The example
can be furthermore extended to manifolds with boundary by requiring β > n − m + 1 (see
Remark 4.2(d)).
(c) We can adapt the argument below to uniformly Lipschitz manifolds. Based on Remark 4.2(e),
we may establish the following version of (67):
ˆ
U
|u(x)|pdx ≤ CΓ
ˆ
U\Γ
 
Ω∩B
K20 ·dΓ (x)
(x)
|u(y)− u(x)|p
dΓ (x)β
dydx,
where U ⊆ Ω is an open set and 1 ≤ K0 < ∞ is the Lipschitz constant for Γ . With the
introduction of curvature measures, it may be possible to extend the result to a more general
class of compact sets and refine the inequality to the one in (67).
Proof. We will produce U as the union of a finite cover of open sets {U`}`0`=1, where upon a rescaling,
we can use Corollary 4.14 and Poincare´ Inequality II to establish an appropriate Poincare´ inequality
for each ` = 1, . . . , `0. We set G := Hm(m+1,...,n). As discussed in Remark 4.2(a), for each x0 ∈ Γ ,
there exists 1 ≤ Kx0 <∞, an open neighborhood Ux0 of x0 and a bijective gx0 ∈ C 2((−1, 1)n;Ux0)
such that
• gx0((−1, 1)n ∩G) = Ux0 ∩ Γ ;
• g−1x0 ∈ C 2(Ux0 ; (−1, 1)n);
• gx0(PG(v)) = PΓ (gx0(v)), for all v ∈ (−1, 1)n;
• ‖∂vgx0‖Rn×n ≤ Kx0 , ‖∂xgx0‖Rn×n ≤ Kx0 , and ‖∂2vgx0‖Rn⊗3 ≤ Kx0 .
Since ∂Ω ∪ Γ is compact and Ω \ Γ is open, we may assume that dΓ (x) ≤ d∂Ω(x), for all x ∈ Ux0 .
We see that gx0 satisfies all but the last part of requirement (i) in Corollary 4.14. We “blow-
up” around x0 to obtain a g that possesses the final property. Put R0 := 2K
2
x0 ≥ 2 and define
g ∈ C 2((−R0, R0);Rn) by
g(v) := R0
[
gx0(
v
R0
)− x0
]
.
Thus g−1(x) := R0g−1x0 (
x+x0
R0
). A straightforward computation shows that for all v ∈ (−R0, R0)
and all x ∈ g((−R0, R0)n)
∂vg(v) = ∂vgx0(
v
R0
), ∂xg
−1(x) = ∂xg−1x0 (
x+x0
R0
), and ∂2vg(v) =
1
R0
∂2vgx0(
v
R0
).
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Set Γ0 := g((−R0, R0)n ∩ G). It is clear that g commutes with the projection operator, since
gx0 does. Restricting g to (−1, 1)n and setting U0 := g((−1, 1)n) yields a map g possessing all
of the properties listed in Corollary 4.14(i), with K0 := Kx0 . With b, θ satisfying the appropriate
constraints and Ψ0 : U0 \ Γ0  U0 \ Γ0 defined as in Corollary 4.14, we conclude thatˆ
Ψ−10 (y)
1
dΓ0(x)
β |Ψ0(x)|dx ≤
ν
dΓ0(y)
β
, for all y ∈ U0.
Define U ′x0 := x0+
1
R0
U ′x0 ⊆ Ux0 and Ψx0 : U ′x0 \Γ  U ′x0 \Γ by Ψx0(x) := x0+ 1R0Ψ0(R0(x−x0)).
As 0 ∈ U0, we find x0 ∈ U ′x0 . Since
dΓ (x) ≤ d∂Ω(x), dΓ (x) = 1
R0
dΓ0(R0(x− x0)), and Ψ0(x) ⊆ BdΓ0 (x)(x),
we see that Ψx0 ⊆ BdΓ (x)(x) ⊆ Ω \ Γ , for all x ∈ U ′x0 . Moreover
Fx0 :=
⋃
x∈U ′x0\Γ
Ψx0(x) ⊆ U ′x0 ⊆ Ω \ Γ. (68)
Put γx0 := (R0/dΓ )
β ∈ L+(Rn \Γ ), so γx0 ≥ 1 on Rn \Γ . The change of variables x 7→ R0(x−x0)
yields ˆ
Ψ−1x0 (y)
γx0(x)
|Ψx0(x)|
dx = Rβ0
ˆ
Ψ−10 (R0(y−x0))
1
dΓ0(x)
β |Ψ0(x)|dx ≤ νγx0(y), for all y ∈ U
′
x0 .
Before applying the Poincare´ Inequality II on U ′x0 , we need to verify (53). Using Remark 4.2(b),
there exists C ′x0 = C
′
x0(m,n, b, θ, ν,Kx0) such that
|Ψx0(x)|−1 ≤ Rn0 |Ψ0(x)|−1 ≤ C ′x0 ·
(
R0
b · dΓ0(R0(x− x0))
)n
= C ′x0 ·
(
R20
b · dΓ (x)
)n
. (69)
It follows that
ˆ
U ′x0\Γ
  
Ψx0 (x)
|u(y)|dy

p
γx0(x)dx ≤ C ′x0 ·
(
R2n+β0
bn
) ˆ
Ω\Γ
1
dΓ (x)β
  
BdΓ (x)
|u(y)|dy

p
dx <∞.
At this point, we fix the values of b, θ, and ν. Recalling (68), (69), and the definitions of R0 and
γx0 , we may apply the Poincare´ Inequality II, with A0 = {0}, and obtainˆ
U ′x0
|u(x)|pdx ≤ C(ν, p)
ˆ
U ′x0\Γ
 
Ψx0 (x)
|u(y)− u(x)|pγx0(x)dydx
≤ 2C ′x0
(
K
2(n+β)
x0
bn
)
· C(ν, p)︸ ︷︷ ︸
:=C′′x0
ˆ
U ′x0\Γ
 
U∩BdΓ (x)(x)
|u(y)− u(x)|p
dΓ (x)β
dydx.
The compactness of Γ allows us to extract a finite subcover {U ′x`}`0`=1 of {U ′x0}x0∈Γ . The result
follows with U :=
⋃`0
`=1 U
′
x`
and CΓ := `0 ·max`=1,...,`0 C ′′x` .
Our final example extends the previous one to the entire set Ω.
Example 6.7. Suppose that Ω ⊆ Rn is an open convex set. Let Γ ⊂ Ω be a 0 ≤ m ≤ n − 1
dimensional a compact C 2-manifold without boundary, and let β > n−m be given. With δ0 > 0,
define δ ∈ C (Rn) and Ψ : Ω \ Γ  Ω \ Γ by
δ(x) := min{δ0, dΓ (x)} and Ψ(x) := Ω ∩ Bδ(x)(x).
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There exists CΓ <∞ such that
ˆ
Ω
|u(x)|pdx ≤ CΓ
ˆ
Ω\Γ
 
Ψ(x)
|u(y)− u(x)|p
δ(x)β
dzdx, (70)
for any u ∈ L1(Rn) satisfying
ˆ
Ω\Γ
1
δ(x)β
  
Ψ(x)
|u(y)|dy

p
dx <∞.
Remark. (a) The statements in Remark 6 are also applicable in the setting of this example.
(b) We only require Γ to be a C 2-manifold. The set ∂Ω \ Γ may be less regular.
(c) The convexity requirement for Ω may be dropped provided there is a transformation, such a
C 2-diffeomorphism, of Ω into a convex set.
Proof. As in Example 6.6, we obtain a 0 < ν < 1, {x`}`0`=1 ⊆ Γ , open sets {U ′`}`0`=1, and {Ψx` :
U ′` \ Γ  U ′` \ Γ}`0`=1 such that
• x` ⊂ U` ⊆ Ω and Γ ⊂
⋃`0
`=1 U`,
• Ψx`(x) ⊆ BdΓ (x)(x), for all x ∈ U ′`,
• ´
Ψ−1x` (y)
dΓ (x)
−β |Ψx`(x)|−1dx ≤ νdΓ (x)−β , for all y ∈ U ′`.
Without loss of generality, we may assume that dΓ (x) ≤ 1, for all x ∈ U :=
⋃`0
`=1 U
′
x`
, so d−βΓ ≥ 1
on U . For each ` ∈ N, let Ω` ⊆ Ω the open and convex Voronoi set in Ω associated with x`. Thus,
for each x ∈ Ω`, we find ‖x−x`‖Rn < ‖x−xk‖Rn , for all k 6= `. The collection {Ω`}`0`=1 constitutes
an open partition of Ω. We will use the Poincare´ Inequality II on each Ω`.
To this end, fix ` = 1, . . . , `0. Without loss of generality, we assume that x` = 0. Using the
notation of Theorem 5.2, put U = U ′` ∩Ω`, so V = Ω` \ U , Γ ∩Ω` ⊂ U , and E = U \ Γ . Put
ε := min{1, δ0, 12 infx∈V dΓ (x)} > 0.
Thus Φ := Bε(0) ⊂ B2ε(0) ⊆ U . Define σ ∈ C 1((0,∞)) and z,y ∈ L∞(Rn × Φ;Rn) by
σ(τ) :=
ε
τ + ε
, z(x, ζ) := σ(‖x‖Rn) (ζ − x)χV (x), and y(x, ζ) := x+ z(x, ζ).
Since ‖x‖Rn − ε < ‖ζ − x‖Rn < ‖x‖Rn + ε, we find z ∈ Bε(0) ⊆ Bδ(x)(0), for all (x, ζ) ∈ V × Φ.
Moreover, we must have σ(‖x‖Rn) < 13 , since ‖x‖Rn > 2ε. This and the convexity of Ω` implies
y(V, ζ) ⊆ U ∪ V , for each ζ ∈ Φ. In fact, if x ∈ V , then
dΓ (y(x, ζ) ≥ dΓ (x)− ‖z(x, ζ)‖ = dΓ (x)− ε‖ζ − x‖R
n
‖ζ − x‖Rn + ε
> dΓ (x)− ε ≥ 1
2
dΓ (x) > ε.
It follows that dist(yk(V × {ζ}), Γ ) > ε, for all k ∈ W and ζ ∈ Φ. The maps y and z are clearly
differentiable throughout V . Using ⊗ for a tensor product, we compute
∂xy(x, ζ) = (1− σ(‖x‖Rn))In + σ
′(‖x‖Rn)
‖x‖Rn x⊗ (ζ − x).
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Since the second term is a rank-one matrix, we deduce that
det ∂xy(x, ζ) = (1− σ(‖x‖Rn))n
(
1 +
σ′(‖x‖Rn)
‖x‖Rn(1− σ(‖x‖Rn))x
• (ζ − x)
)
.
Now |σ′(‖x‖Rn)| = ε(‖x‖Rn+ε)2 and (1− σ(‖x‖Rn)) =
‖x‖Rn
‖x‖Rn+ε , so∣∣∣∣ σ′(‖x‖Rn)‖x‖Rn(1− σ(‖x‖Rn))x • (ζ − x)
∣∣∣∣ ≤ ε‖x‖Rn < 12 .
Consequently,
det ∂xy(x, ζ) >
(
1
3
)n
.
For each x ∈ V , we have the bound σ(‖x‖Rn) < εdiam(V )+ε , and hence
det ∂ζz(x, ζ) = σ(‖x‖Rn)n >
(
ε
diam(V ) + ε
)n
.
Next, we argue that U essentially absorbs V in parameterized dynamical system generated by y
and that x 7→ y(x, ζ) is injective on V . Let ζ ∈ Φ and x0 ∈ V be given. For each k ∈ N, put
xk := y(xk−1, ζ), so {xk}∞k=0 is the forward orbit of x0. We define x̂k := xk − ζ. It follows that,
for each k ∈W, if xk ∈ V , then {x`}k`=0 ⊂ V and
xk+1 = x̂k + ζ − σ(‖xk‖Rn)x̂k = (1− σ(‖xk‖Rn))x̂k + ζ
=⇒ x̂k+1 = (1− σ(‖xk‖Rn))x̂k =
k∏
`=0
(1− σ(‖x`‖Rn))x̂0.
As noted above, we σ(‖x‖Rn) < εdiam(V )+ε , for all x ∈ V . It follows that
‖xk+1 − ζ‖Rn = ‖x̂k+1‖Rn ≤
(
diam(V )
diam(V ) + ε
)k
diam(V ).
Select k0 ∈ N such that
(
diam(V )
diam(V )+ε
)k0−1
diam(V ) < ε. Since ζ ∈ Bε(0), we deduce that xk0 ∈
B2ε(0) ⊆ U . We conclude that U absorbs V , since k0 is independent of x0 ∈ V . In fact, the
absorption index is at most k0 for all ζ ∈ Φ. To show injectivity, suppose that there exists x1,x2 ∈ V
such that x1 6= x2 and y(x1, ζ) = y(x2, ζ). Using the notation already introduced, we may assume
that ‖x̂1‖Rn < ‖x̂2‖Rn . Then (1− σ(x1)) < (1− σ(x2))
(1− σ(‖x1‖Rn))x̂1 = (1− σ(‖x2‖Rn))x̂2 =⇒ x̂1 = 1− σ(‖x2‖R
n)
1− σ(‖x1‖Rn) x̂2.
This implies ‖x̂1‖Rn > ‖x̂2‖Rn , which is a contradiction. Therefore the map x 7→ y(x, ζ) is injective
on V .
We are now in position to apply Theorem 5.2. The set of absorption indices A satisfies A ⊆
{1, . . . , k0}, with k0 identified above. Let Ψ ′` : Ω`  U ′` ∪ V be defined by
Ψ ′`(x) :=
{
Ψx`(x), x ∈ U,
x+ z({x} × Φ), x ∈ V,
so Ψ ′`(x) ⊆ Ω ∩ Bε(x) ⊆ Ω ∩ Bδ(x)(x) and |Ψ ′`(x)| ≥ σ(x)2|Φ| >
(
ε2
diam(V )
)n
|B1|, for all x ∈ V .
For each α ∈ A ∪ {0}, we may select ME,α,MV < ∞ sufficiently large so that assumption (iv) is
satisfied. Recalling (69), Theorem 5.2 yieldsˆ
Ω`
|u(x)|pdx ≤ C`
ˆ
Ω`\Γ
 
Ψ ′`(x)
|u(y)− u(x)|p
δ(x)β
dzdx ≤ C ′`
ˆ
Ω`\Γ
 
Ω∩Bδ(x)(x)
|u(y)− u(x)|p
δ(x)β
dzdx.
Put CΓ := max`=1,...,`0 C
′
`. Since {Ω`}`0`=1 is an open partition of Ω, we may sum the above
inequality over ` = 1, . . . , `0 to obtain (70).
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