Abstract. We study a version of the Lebesgue differentiation theorem in which the integral averages are replaced with medians over Busemann-Feller differentiation bases. Our main result gives several characterizations for the differentiation property in terms of the corresponding median maximal function. As an application, we study pointwise behaviour in Besov and Triebel-Lizorkin spaces, where functions are not necessarily locally integrable. Most of our results apply also for functions defined on metric measure spaces.
Introduction
If f is a locally integrable function, then by the classical Lebesgue differentiation theorem, for almost every x ∈ R n . Here, B(x, r) = {y ∈ R n : |x − y| < r} is an open ball of radius r > 0 centered at x and |A| denotes the Lebesgue measure of set A ⊂ R n . If the integral averages in (1.1) are replaced by medians, or more generally, by γ-medians, m γ f (A) = inf a ∈ R : |{x ∈ A : f (x) > a}| < γ|A| , where A ⊂ R n is a bounded and measurable set and 0 < γ < 1, then for every measurable function f : R n → [−∞, ∞], with |f (x)| < ∞ for almost every x ∈ R n , we have (1.2) lim r→0 m γ f (B(x, r)) = f (x) for almost every x ∈ R n , see [4] , [28] . Let L 0 (R n ) denote the set of all measurable functions f : R n → [−∞, ∞] such that |f (x)| < ∞ for almost every x ∈ R n . Thus the Lebesgue differentiation theorem with medians holds for functions in L 0 (R n ). It is natural to ask whether (1.1) or (1.2) still hold true if the balls are replaced by some other collections of sets converging to x. In the case of integral averages, this problem has been studied by many authors, for example, see [1] , [2] and the references therein. It is known that if B is a homothecy invariant Busemann-Feller basis (see Definition 2.2), then for every f ∈ L 1 (R n ), we have 
for every f ∈ L 1 (R n ) and λ > 0. A striking fact is that the qualitative Lebesgue differentiation theorem is characterized through a quantitative weak type estimate for the corresponding maximal function.
The purpose of this note is to obtain similar results for medians and the median maximal function where f : R n → [−∞, ∞] is a measurable function with |f (x)| < ∞ for almost every x ∈ R n . Medians and related maximal functions have turned out to be useful in harmonic analysis and function spaces, see [3] , [4] , [5] , [8] , [9] , [11] , [13] , [14] , [15] , [16] , [17] , [18] , [24] , [26] , [27] , [28] , [30] , [31] , [33] . The main advantage of a median over an integral average is that it applies also when the function is not necessarily locally integrable. This is relevant in certain function spaces, where functions are not necessarily locally integrable and thus integral averages are not defined. As we shall see, in many cases medians are more tractable than integral averages.
For homothecy invariant Busemann-Feller bases, we will prove the following theorem. Theorem 1.1. Let B be a homothecy invariant Busemann-Feller basis on R n . Then the following claims are equivalent.
(1) B is a density basis, that is, for every measurable A ⊂ R n ,
for almost every x ∈ R n . (3) For every 0 < γ < 1, there exists a constant C such that
for every λ > 0 and f ∈ L 0 (R n ). (4) For every 0 < γ < 1 and 0 < p < ∞, there exists a constant C such that
(5) There exists 0 < p < ∞ such that, for every 0 < γ < 1, λ > 0 and for every sequence
Homothecy invariance and special covering properties of the Euclidean spaces are needed only in showing that (1) implies (3). Assertions (1), (2), (5) and (6) are equivalent in more general metric measure spaces.
As an application, we study pointwise behaviour of functions in Besov and TriebelLizorkin spaces. We employ the definitions of Besov and Triebel-Lizorkin spaces in metric measure spaces introduced in [23] . This definition is motivated by the Haj lasz-Sobolev spaces, see [6] and for fractional scales [32] . The functions in these spaces are more regular than arbitrary measurable functions, but they are not necessarily locally integrable. Exceptional sets are measured with the corresponding capacity instead of the underlying measure. We give several characterizations of (1.3) in the context of metric measure spaces. The results are new already in the Euclidean case with Lebesgue measure, but definitions of the function spaces in more general metric measure spaces give a transparent and flexible approach to pointwise behaviour.
Preliminaries
2.1. Basic assumptions. In this paper, X = (X, d, µ) denotes a metric measure space equipped with a metric d and a Borel regular outer measure µ, for which the measure of every ball is positive and finite.A measure µ is doubling if there exists a constant C d , such that µ(B(x, 2r)) ≤ C d µ(B(x, r)) for every ball B(x, r) = {y ∈ X : d(y, x) < r}, where x ∈ X and r > 0. The doubling condition is equivalent to existence of constants C and Q such that
for every 0 < r ≤ R and y ∈ B(x, R).
The integral average of a locally integrable function f over a measurable set A of positive and finite measure is denoted by
The characteristic function of a set E ⊂ X is denoted by χ E . L 0 (X) is the set of all measurable functions f : X → [−∞, ∞] such that |f (x)| < ∞ for almost every x ∈ X. In general, C denotes a positive and finite constant whose value are not necessarily same at each occurrence. When we want to emphasize that the constant depends on parameters a, b, . . . , we write C = C(a, b, . . . ).
2.2. γ-median. Let A ⊂ X be a measurable set with µ(A) < ∞. For 0 < γ < 1, the γ-median of a measurable function f :
0 (A) and 0 < µ(A) < ∞. We list some basic properties of the γ-median below. Properties (1), (2), (4), (6), (7) and (8) (
If B is a differentiation basis and f is continuous, then for every x ∈ X,
Property (9) above asserts that the pointwise value of a continous function can be obtained as a limit of medians over small balls. In this sense medians behave like integral averages of continuous functions. 
for almost every x ∈ X. (3) A differentiation basis B is homothecy invariant if B ∈ B implies that B ′ ∈ B for every B ′ homothetic to B.
We begin with a version of the Lebesgue density theorem for γ-medians.
Theorem 2.3. The following claims are equivalent.
(1) B is a density basis.
(2) For every f ∈ L 0 (X), there exists a set E with measure zero such that
there exists a set E with measure zero such that
for every 0 < γ < 1 and x ∈ X \ E.
Proof. We begin with showing that (1) implies (2). First we prove that for fixed f ∈ L 0 (X) and 0 < γ < 1,
for almost every x ∈ X. The proof is a slight modification of the proof of [28, Theorem 3.1] . For k = 1, 2, . . . and j ∈ Z, denote
for every x ∈ A. Let x ∈ A and ε > 0. Choose k such that 2 −k+1 < ε. Then x ∈ A k,j for some j. Thus, for all B ∈ B with diam(B) small enough,
For such B, we have
and thus m
On the other hand, for every δ > 0,
which implies that m
By what we have shown above, there exists E ⊂ X with µ(E) = 0 such that
, q ∈ Q and x ∈ X \ E. If 0 < γ < 1, x ∈ X \ E and ε > 0, we choose q ∈ Q such that |f (x) − q| < ε and η ∈ Q such that 0 < η ≤ γ. This implies
Then we show that (2) implies (3). Since
the claim follows immediately. Finally, we conclude that (3) implies (1). It is easy to see that
for every 0 < γ < 1 and A, B ⊂ X. This completes the proof.
3. Proof of Theorem 1.1
Next, we prove that if B is a homothecy invariant Busemann-Feller density basis on
The main ingredient of the proof is the following characterization of a density basis ([1, Theorem 1.2]).
Theorem 3.1. Let B be a homothecy invariant Busemann-Feller basis on R n . Then the following are equivalent.
(2) For every 0 < γ < 1, there exists a constant C = C(γ) such that
Remark 3.2. If (3.1) holds for every bounded measurable set A ⊂ R n , then it holds for every measurable A ⊂ R n . Indeed, if A is measurable, then A k = A ∩ B(0, k) is bounded and measurable for every k and so
We also need the following simple lemma which follows easily from the definitions.
If B is a density basis then, for every 0 < γ < 1, there exists a constant C = C(γ) such that
Proof. By Lemma 3.3,
is also bounded on other rearrangement invariant spaces such as Orlicz and Lorentz spaces.
Next, we prove the implication (6) =⇒ (5) of Theorem 1.1. We need a couple of simple lemmas. Lemma 3.6. Let A ⊂ X be a measurable set with 0 < µ(A) < ∞, f ∈ L 0 (A) and 0 < γ < 1. Then lim
Thus for ε small enough,
f (A) for every 0 < ε < γ, the claim follows. Lemma 3.7. Let A ⊂ X be a measurable set with 0 < µ(A) < ∞ and 0 < γ < 1.
For ε > 0, we have
for i large enough, which implies that
Then there are arbitrarily large i such that
which implies that, for ε, δ > 0,
Thus, m
The claim follows by passing ε → 0 and λ → lim inf i→∞ m
Proof. It suffices to show that lim inf
The claim follows by letting δ, ε → 0.
Lemma 3.9. Let X be separable and let B be a Busemann-Feller basis on X. Then there exists a countable Busemann-Feller basis B ′ such that
Proof. Fix a countable dense set A ⊂ X. Then
Hence, for every B ∈ B, there exists a nondecreasing sequence (C i ),
It follows that lim i→∞ µ(C i ) = µ(B) and, by Lemma 3.8,
.
is clearly a Busemann-Feller basis. By (3.5),
|f | (B) for every 0 < γ < 1 and f ∈ L 0 (X). It follows that
Theorem 3.10. Assume that X is separable and let B be a Busemann-Feller basis on X. Let 0 < γ < 1 and 0 < p < ∞.
Proof. The set L 0 (X) of measurable almost everywhere finite functions equipped with a functional
is a quasi-normed space in the sense of Yosida [32, p. 30] . In particular,
for every f, g ∈ L 0 (X) and
It is easy to see that
By Lemma 3.9, there exists a countable Busemann-Feller basis
By continuity, sets F m are closed. Since, by assumption and (3. 
This and (3.8) imply that, for every λ > 0,
To prove implication (5) =⇒ (1) (1) B is a density basis.
(2) For every 0 < γ < 1, for every nonincreasing sequence (r k ) such that r k → 0 as k → ∞, and for every nonincreasing sequence (A k ) of bounded measurable sets such that |A k | → 0 as k → ∞, we have
Proof of implication (5) =⇒ (1) of Theorem 1.1. By Theorem 3.11, it suffices to show that |{x ∈ R n : M B χ A k (x) > γ}| → 0 as k → ∞, whenever 0 < γ < 1 and (A k ) is a sequence of bounded measurable sets such that |A k | → 0 as k → ∞. Let (A k ) be such a sequence. Then, χ A k L p (X) → 0 as k → ∞. By applying Lemma 3.3 with f = χ A k and λ = 1/2, we have
, which, by assumption, tends to zero as k → ∞.
Haj lasz spaces, Haj lasz-Besov and Haj lasz-Triebel-Lizorkin spaces
Among several definitions for Besov and Triebel-Lizorkin spaces in metric measure spaces, we use the one introduced in [23] . This definition is motivated by the Haj lasz-Sobolev spaces M s,p (X), defined for s = 1, p ≥ 1 in [6] and for fractional scales in [32] . We begin with the definition of a gradient on metric measure spaces. Definition 4.1. Let 0 < s < ∞. A measurable function g : X → [0, ∞] is an s-gradient of a function u ∈ L 0 (X) if there exists a set E ⊂ X with µ(E) = 0 such that for all x, y ∈ X \ E,
The collection of all s-gradients of u is denoted by D s (u).
Then we define Sobolev spaces on metric measure spaces. 
Recall that for p > 1, [6] , whereas for n/(n+1) < p ≤ 1, M 1,p (R n ) coincides with the Hardy-Sobolev space H 1,p (R n ) by [22, Theorem 1] . For the definition of Haj lasz-Triebel-Lizorkin and Haj lasz-Besov spaces, we need a concept of a fractional gradient, which consists of a sequence of gradient functions. Definition 4.3. Let 0 < s < ∞. A sequence of nonnegative measurable functions (g k ) k∈Z is a fractional s-gradient of a function u ∈ L 0 (X), if there exists a set E ⊂ X with µ(E) = 0 such that
for all k ∈ Z and all x, y ∈ X \ E satisfying 2
For 0 < p, q ≤ ∞ and a sequence (f k ) k∈Z of measurable functions, we define
Next we recall the definition of Haj lasz-Triebel-Lizorkin and Haj lasz-Besov spaces on metric measure spaces. (1) The homogeneous Haj lasz-Triebel-Lizorkin spaceṀ s p,q (X) consists of functions u ∈ L 0 (X), for which the (semi)norm
(2) Similarly, the homogeneous Haj lasz-Besov spaceṄ s p,q (X) consists of functions u ∈ L 0 (X), for which
is finite, and the Haj lasz-Besov space N s p,q (X) isṄ
coincide with the classical Besov and Triebel-Lizorkin spaces defined via differences, see [5] .
When 0 < p < 1 or 0 < q < 1, the (semi)norms defined above are actually quasi-(semi)norms, but for simplicity we call them, as well as other quasi-seminorms in this paper, just norms.
A F (E) = u ∈ F : u ≥ 1 on a neighbourhood of E is a set of admissible functions for the capacity. We say that a property holds F -quasieverywhere if it holds outside a set of F -capacity zero.
Remark 4.6. It is easy to see that
Remark 4.7. The F -capacity is an outer capacity, which means that
is F -quasicontinuous if for every ε > 0, there exists a set E ⊂ X such that C F (E) < ε and the restriction of u to X \ E is continuous. The following lemma follows from [9, Theorem 1.2].
Lemma 4.8. For every u ∈ F , there exists an F -quasicontinuous u * such that u(x) = u * (x) for almost every x ∈ X.
The F -quasicontinuous representative is unique in the sense that if two F -quasicontinuous functions coincide almost everywhere, then they actually coincide F -quasieverywhere, see [19] . The following lemma gives a useful characterization of the capacity in terms of quasicontinuous functions. The proof of the lemma is essentially same as the proof of [20, Theorem 3.4] . For E ⊂ X, denote QA F (E) = {u ∈ F : u is F -quasicontinuous and u ≥ 1 F -quasieverywhere in E} and C F (E) = inf
for every E ⊂ X.
Proof. To prove the first inequality, let u ∈ A F (E) and let u * be a quasicontinuous representative of u. Since u ≥ 1 in some open set U containing E and u * = u almost everywhere, it follows that min{0, u * − 1} = 0 almost everywhere in U. Since min{0, u * − 1} is quasicontinuous, the equality actually holds quasieverywhere in U. Hence u * ≥ 1 quasieverywhere in U, which implies that u * ∈ QA F (E). For the second inequality, let v ∈ QA F (E). By truncation, we may assume that 0 ≤ u ≤ 1. Fix 0 < ε < 1, and choose an open set V with C F (V ) < ε so that v = 1 on E \ V and that v is continuous in X \ V . By continuity, there is an open set
Hence w ∈ A F (E) and so
Since ε > 0 and v ∈ QA F (E) are arbitrary, the desired inequality
The F -capacity is not generally subadditive but, for most purposes, the following result is sufficient, see [9, Lemma 6.4]. Lemma 4.10. Let 0 < s < ∞, 0 < p < ∞, 0 < q ≤ ∞ and let F ∈ {N s p,q (X), M s p,q (X)}. Then there are constants C ≥ 1 and 0 < r ≤ 1 such that
In fact, (4.3) holds with r = min{1, q/p}.
The following theorem is the main result of this section. Its proof is a modification of the proof of [7, Theorem 2.11].
Theorem 4.11. Let B be a differentiation basis on a doubling metric measure space
s,p (X), where 0 < s ≤ 1 and 0 < p < ∞. Then the following claims are equivalent.
(1) For every quasicontinuous u ∈ F , there exists a set E with C F (E) = 0 such that lim B ∋B→x m γ u (B) = u(x) for every 0 < γ < 1 and x ∈ X \ E.
(2) For every 0 < γ < 1, there exists a constant C such that
for every λ > 0 and u ∈ F . (3) For each 0 < γ < 1, λ > 0 and for each sequence (u k ) such that u k F → 0 as k → ∞, we have
Remark 4.12. If X and F are as above and B = {B(x, r) : x ∈ X, r > 0}, then by [9, Theorem 7.7] , for every 0 < γ < 1, there exists a constant C such that
for every λ > 0 and u ∈ F . It would be interesting to find out under what assumptions on X, B and F this type of estimate is equivalent to conditions (1)- (3) of Theorem 4.11.
For the proof of Theorem 4.11, we need the following lemma.
Lemma 4.13. Let B be a differentiation basis on a doubling metric measure space X. 
Hence, by Lemma 4.10,
By assumption, C F ({x ∈ X : lim sup
Since |w k | is quasicontinuous, Lemma 4.9 gives Proof of Theorem 4.11. We show that (1) implies (2). Let 0 < γ < 1 and u ∈ F . Then |u| ∈ F and |u| F ≤ u F . Let |u| * be a quasicontinuous representative of |u| and let λ > 0. By (1) and Lemma 4.9, we have
It is clear that (2) =⇒ (3).
Then we show that (3) implies (1) . Let u ∈ F be quasicontinuous. By Lemma 4.13, for every k = 2, 3, . . . , there exists E k such that C F (E k ) = 0 and If we restrict the value of p such that F -functions are locally integrable, then Theorem 4.11 has a counterpart formulated in terms of integral averages. The proof of Theorem 4.14, which is similar to the proof of Theorem 4.11, will be omitted. (1) For every quasicontinuous u ∈ F , there exists a set E with C F (E) = 0 such that lim
for every x ∈ X \ E. (2) There exists a constant C such that
For the proof of our next result, Theorem 4.16, we need the following lemma. The proof given below is a modification of the proof of [21, Theorem 4.1]. We do not know whether the lemma holds true when p ≤ 1 or q ≤ 1.
We prove the case F = M s p,q (X). The proof of the other case is similar. By monotonicity, lim
To prove the opposite inequality, we may assume that lim i→∞ C M s p,q (X) (U i ) < ∞. Let ε > 0 and let
. Hence, by passing to a subsequence, we may assume that u i → u weakly in L p (X) and g i → g weakly in L p (X, l q ). Using Mazur's lemma, we obtain convex combinations
Passing to a subsequence, we may also assume that v j → u and h j → g pointwise almost everywhere as j → ∞. This easily implies that g ∈ D s (u). Since u i = 1, it follows that, for every x ∈ U, v j (x) = 1 for j large enough. Hence u = 1 in U and so u ∈ A ′ M s p,q (X) (U). By the weak lower semicontinuity of norms, (1) For each 0 < γ < 1 and u ∈ F , 
Proof. Denote by Y the set of measurable functions for which for every u, v ∈ Y and (4.5) a n u Y → 0 whenever u ∈ Y and a n → 0.
It is easy to see that , one of the sets F n must have non-empty interior. Thus, there is n 0 ∈ N, u 0 ∈ F n 0 and δ > 0 such that B F (u 0 , δ) ⊂ F n 0 . Now, if u F < δ, then u + u 0 ∈ F n 0 , and so A similar reasoning as above gives the following result for the usual maximal function. The proof of the theorem will be omitted. for every x ∈ X \ E. Then (1) =⇒ (2) =⇒ (3).
