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Resumo
Esta dissertac¸a˜o tem por objetivo o estudo da aljava de mo´dulos r-inclinantes
sobre uma a´lgebra de Artin A para se obter informac¸o˜es sobre o diagrama de Hasse
do conjunto parcialmente ordenado (ΩA,≤) de mo´dulos r-inclinantes, como feito em
[8], e sobre determinados ve´rtices e caminhos, como encontrado em [9].
Para isso, comec¸amos estudando a teoria de inclinac¸a˜o onde buscamos general-
izac¸o˜es da definic¸a˜o de mo´dulos inclinantes e de alguns teoremas importantes, dadas
por Miyashita em [15]. Feito isso, seguindo Riedtmann e Schofield em [14], definire-
mos uma aljava de mo´dulos r-inclinantes ~KA e um conjunto parcialmente ordenado
(ΩA,≤), onde verificaremos que o grafo subjacente KA de ~KA e´ o diagrama de Hasse
de (ΩA,≤). Por fim, faremos um estudo da estrutura local de ~KA, de acordo com [9].
Palavras Chave: Aljavas, mo´dulos inclinantes, teoria de inclinac¸a˜o.
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Abstract
This dissertation aims to study the quiver of r-tilting modules over an algebra
of Artin A to obtain information about the Hasse diagram of the partially ordered
set (ΩA,≤) of r-tilting modules, as done in [8], and on certain vertices and paths, as
found in [9].
For this, we start by studying the inclination theory where we look generalizations
of the definition of tilting modules and some important theorems, given by Miyashita
in [15]. Done that, following Riedtmann and Schofield in [14], we will define a quiver
of r-tilting modules ~KA and a partially ordered set (ΩA,≤), where we will verify that
the underlying graph KA of ~KA is the Hasse diagram of (ΩA,≤). Finally, we will
study the local structure of ~KA, according [9].
Keywords: Quivers, tilting modules, inclination theory.
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Introduc¸a˜o
Neste trabalho lidamos com um certo tipo de a´lgebra associativa A chamada
a´lgebra de Artin e com a categoria modA, dos A-mo´dulos a` direita finitamente gera-
dos. Uma a´lgebra de Artin A e´ um anel finitamente gerado sobre um anel comutativo
artiniano K e sa˜o exemplos de a´lgebras de Artin as K-a´lgebras de dimensa˜o finita
sobre um corpo K. Uma das principais ferramentas da teoria de representac¸o˜es de
a´lgebras e´ a teoria de inclinac¸a˜o.
A noc¸a˜o de mo´dulos inclinantes foi introduzida inicialmente por Brener e Butler
em 1980. Atualmente e´ mais utilizada a definic¸a˜o dada por Happel e Ringel em 1982.
Assim, chamaremos um A-mo´dulo T de inclinante se ele satisfaz:
(T1) pdT ≤ 1,
(T2) Ext
1
A(T, T ) = 0 e
(T3) existe uma sequeˆncia exata
0 // AA // T0 // T1 // 0 ,
com T0 e T1 pertencentes a subcategoria addT de modA consistindo dos A-mo´dulos
que sa˜o somas diretas de somandos direto de T .
O principal objetivo da teoria de inclinac¸a˜o e´, dada uma a´lgebra de Artin A e um
A-mo´dulo finitamente gerado T , comparar as categorias de mo´dulos sobre A e sobre
a a´lgebra de endomorfismos B = EndT . Assim, se T e´ um A-mo´dulo inclinante,
enta˜o as categorias modA e modB esta˜o razoavelmente pro´ximas entre si, mas na˜o
necessariamente equivalentes, a saber, o conhecimento de uma destas categorias im-
plica o conhecimento de duas subcategorias do outro. Ao trabalharmos com a teoria
de inclinac¸a˜o, um tipo de objeto em modA que merece atenc¸a˜o sa˜o os A-mo´dulos
inclinantes parciais, isto e´, os A-mo´dulos satisfazendo (T1) e (T2) da definic¸a˜o acima.
Bongartz percebeu que se M satisfaz essas duas condic¸o˜es enta˜o podemos completar
M a um mo´dulo inclinante, ou seja, existe um A-mo´dulo E tal que M ⊕ E e´ incli-
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nante. Ja´ Happel nos disse que se M um mo´dulo inclinante parcial quase completo
e X e´ seu complemento Bongartz, enta˜o existe no ma´ximo um complemento Y para
M , com X e Y indecompon´ıveis e na˜o isomorfos. Ale´m disso, se tal complemento
existe, enta˜o existe uma sequeˆncia exata
0 // X // M˜ // Y // 0
com M˜ ∈ addT .
De posse dessas informac¸o˜es, Riedtmann e Schofield definiram, em [14], a aljava
~KA de mo´dulos inclinantes da seguinte maneira: Os ve´rtices de ~KA sa˜o os elementos
do conjunto ΩA de todos os A-mo´dulos inclinantes e para cada mo´dulo inclinante
parcial quase completo M =
⊕n−1
i=1 Ti, existe uma flecha M ⊕ Tn → M ⊕ T
′
n em ~KA
se o indecompon´ıvel Tn e´ o complemento Bongartz de M e T
′
n e´ um complemento
indecompon´ıvel para M na˜o isomorfo a Tn.
Esta dissertac¸a˜o tem por objetivo trabalhar com uma generalizac¸a˜o da aljava
de mo´dulos inclinantes, encontrada em [8], ale´m de servir como texto-base para es-
tudantes que desejam ler sobre tal tema. Para tanto, buscamos numa quantidade
razoa´vel de artigos, va´rios resultados e definic¸o˜es que nos auxiliara˜o no desenvolvi-
mento do texto. Devido a necessidade de generalizar o Teorema de Inclinac¸a˜o, bus-
caremos em [15] generalizac¸o˜es para alguns resultados fundamentais na teoria de
inclinac¸a˜o. Um resultado que nos auxiliara´ na obtenc¸a˜o da definic¸a˜o da aljava de
mo´dulos r-inclinantes foi encontrado em [5], e nos diz que se M ⊕ Y e´ r-inclinante,
Y ∈ GenM e´ indecompon´ıvel, enta˜o existe um complemento indecompon´ıvel X para
M e uma sequeˆncia exata curta
0 // X // M˜ // Y // 0
com M˜ ∈ addM .
Seguindo [8], definiremos a aljava de mo´dulos r-inclinante e uma ordem parcial ≤
em ΩA a fim de responder a seguinte questa˜o colocada em [14]: E´ KA o diagrama de
Hasse de (ΩA,≤)?
Para finalizarmos o trabalho faremos um estudo da estrutura local da aljava ~KA,
como apresentado em [9].
A dissertac¸a˜o esta´ estruturada da seguinte forma:
O primeiro cap´ıtulo e´ destinado a dar as principais definic¸o˜es e propriedades a
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serem utilizadas ao longo do texto.
No Cap´ıtulo 2 faremos um resumo da teoria de inclinac¸a˜o, onde nas primeiras
sec¸o˜es introduziremos o conceito de mo´dulos inclinantes parciais, mo´dulos inclinantes
dentre outros conceitos e veremos alguns resultados como, por exemplo, lema de Bon-
gartz e o Teorema de Inclinac¸a˜o. Ao final deste cap´ıtulo, seguindo [15], generalizare-
mos o conceito de mo´dulos inclinantes e a partir disto obteremos alguns resultados
generalizados e justificaremos, com um exemplo, que o lema de Bongartz na˜o pode
ser generalizado.
No Cap´ıtulo 3 definiremos o objeto de estudo do nosso trabalho, a aljava de
mo´dulos r-inclinantes. Inicialmente, seguindo [14], definiremos a aljava para r ≤ 1.
Na tentativa de definir tal aljava para um r qualquer, buscamos uma generalizac¸a˜o
da proposic¸a˜o:
Proposic¸a˜o: Se M e´ mo´dulo inclinante parcial quase completo, enta˜o existe no
ma´ximo um complemento T
′
n na˜o isomorfo a Tn, onde Tn e´ o complemento Bongartz
para M , tal que M ⊕ T ′n e´ um mo´dulo inclinante. Ale´m disso, se um tal T ′n existe,
enta˜o existe uma sequeˆncia exata
0 // Tn //
n−1⊕
i=1
T λii
// T
′
n
// 0 .
Em [5], encontramos o desejado na proposic¸a˜o (1.3). A partir da´ı, definimos
a aljava de mo´dulos r-inclinantes da seguinte maneira: Os ve´rtices de ~KA sa˜o os
elementos de ΩA, onde ΩA denota o conjunto de todos os A-mo´dulos r-inclinantes a
menos de isomorfismos, e existe uma flecha T
′ → T em ~KA se T ′ = M⊕X, T = M⊕Y
com X e Y indecompon´ıveis e na˜o isomorfos, M livre de multiplicidade e existe uma
sequeˆncia exata curta
0 // X // M˜ // Y // 0
com M˜ ∈ addM .
No cap´ıtulo 4 introduziremos uma ordem em ΩA de tal forma que T ≤ T ′ se
T⊥ ⊆ T ′⊥. Verificaremos que essa ordem define um conjunto parcialmente ordenado
(ΩA,≤). Com isso, na segunda sec¸a˜o responderemos a seguinte questa˜o colocada em
[14]. Se KA e´ o diagrama de Hasse de (ΩA,≤)? Mostraremos neste cap´ıtulo que
de fato isto acontece. A u´ltima sec¸a˜o do cap´ıtulo e´ destinada a estudar os elementos
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minimais em (ΩA,≤) ou equivalentemente, os poc¸os em ~KA, onde daremos um crite´rio
que nos permitira´ dizer se tal aljava tem elementos minimais atrave´s da importante
subcategoria P<∞(A) de modA, que e´ o seguinte:
Teorema: Seja A uma a´lgebra de Artin. Existe um elemento minimal em (ΩA,≤)
se, e somente se, P<∞(A) e´ contravariante finita.
Apresentaremos tambe´m uma a´lgebra de Artin A, onde ~KA na˜o tem poc¸os.
O cap´ıtulo 5 e´ destinado ao estudo da estrutura local de ~KA. Na primeira sec¸a˜o
consideraremos A uma a´lgebra heredita´ria, onde veremos que o nu´mero de flechas
chegando/saindo num dado ve´rtice T de ~KA e´ menor ou igual ao posto de K0(A)
(grupo de Grothendiechk de A), isto e´, na˜o supera o nu´mero de ve´rtices da aljava da
a´lgebra de caminhos A. E se a igualdade ocorre, dizemos que T e´ saturado. Ale´m
disso, daremos algumas caracterizac¸o˜es para ve´rtices saturados, uma delas e´:
Proposic¸a˜o: T ∈ ~KA e´ saturado se, e somente se, (dimT )i ≥ 2 para todo 1 ≤ i ≤ n.
Ja´ na segunda e u´ltima sec¸a˜o A denotara´ uma a´lgebra de Artin arbitra´ria. Da
teoria de inclinac¸a˜o e´ conhecido que dado um A-mo´dulo inclinante T existem duas
addT -resoluc¸o˜es, a saber,
0 // AA // T 0 // · · · // T r // 0 (1)
e
· · · // Ts // · · · // T0 // DAA // 0 (2)
e a partir disto, para cada somando indecompon´ıvel X de T , escolhemos i(X) como
sendo o menor inteiro tal que X e´ um somando direto de T i(X). Se X ocorre em
(2), escolhemos j(X) como sendo o menor inteiro tal que X e´ um somando direto de
Tj(X). Caso contra´rio, dizemos j(X) = ∞. Buscamos, nesta sec¸a˜o, estabelecer uma
relac¸a˜o entre comprimentos de caminhos comec¸ando/terminando num dado ve´rtice
T de ~KA, somandos diretos indecompon´ıveis de T e as addT -resoluc¸o˜es acima, onde
tal relac¸a˜o sera´ dada pelo seguinte teorema:
Teorema: Para cada somando direto indecompon´ıvel X de T , existem um caminho
w(X) em ~KA de comprimento i(X) terminando em T e um caminho u(X) em ~KA de
comprimento j(X) comec¸ando em T . Estes caminhos sa˜o dois a dois disjuntos.
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Cap´ıtulo 1
Preliminares
1.1 A categoria de mo´dulos
A categoria que usaremos com mais frequeˆncia ao longo desta dissertac¸a˜o e´ a
categoria modA. Para tanto, apresentaremos nesta sec¸a˜o algumas subcategorias im-
portantes de modA e alguns objetos importantes em modA, dentre outros conceitos.
Uma a´lgebra A e´ dita de Artin se e´ um mo´dulo finitamente gerado sobre seu
centro, que e´ um anel artiniano. Se K e´ um corpo, enta˜o A e´ dita ser uma K-a´lgebra
se A e´ um anel com unidade e possui estrutura de K-espac¸o vetorial compat´ıvel com
o produto do anel, isto e´, λ(ab) = (λa)b = a(λb) = (ab)λ para todo λ ∈ K e todo
a, b ∈ A. Ale´m disso, dizemos que A e´ uma K-a´lgebra de dimensa˜o finita, se
for de dimensa˜o finita como K-espac¸o vetorial. E´ claro que K-a´lgebras de dimensa˜o
finita sa˜o exemplos particulares de a´lgebras de Artin. Dizemos que A e´ ba´sica se
na decomposic¸a˜o em soma direta do A-mo´dulo AA seus fatores sa˜o dois a dois na˜o
isomorfos. Dizemos que A e´ conexa se na˜o conseguimos escrever A como soma de
duas a´lgebras com identidades. Ao longo do texto, a menos de indicac¸a˜o contra´ria,
A corresponde a uma a´lgebra de Artin, conexa e ba´sica.
Definic¸a˜o 1.1.1. Seja A uma a´lgebra de Artin. A categoria dos A-mo´dulos a`
direita finitamente gerados , denotada por modA, e´ dada por
(a) (modA)0 e´ o conjunto dos A-mo´dulos finitamente gerados.
(b) Dados M, N ∈ (modA)0, temos que HomA(M,N) e´ o conjunto dos morfismos
de A-mo´dulos entre M e N .
14
Consideraremos os A-mo´dulos a` esquerda como Aop-mo´dulos a` direita. Denotare-
mos por AA o A-mo´dulo a` direita A. Uma das propriedades das a´lgebras de Artin e´
a existeˆncia de uma dualidade D : modA→ modAop.
1.1.1 Subcategorias de modA
Para cada A-mo´dulo M associamos quatro importantes subcategorias de modA,
as quais sera˜o bastante trabalhadas ao longo do texto.
Denotaremos por addM a subcategoria aditiva de modA formada pelas somas
diretas de somandos diretos de M .
Dizemos que um A-mo´dulo Y e´ gerado por M se existe um epimorfismo M0 →
Y , com M0 ∈ addM e denotaremos por GenM a subcategoria plena de modA
consistindo de todos os A-mo´dulos Y gerados por M . Dualmente, dizemos que um A-
mo´dulo Y e´ cogerado por M se existe um monomorfismo Y →M0, com M0 ∈ addM
e denotaremos por CogenM a subcategoria plena de modA formada por todos os A-
mo´dulos cogerados por M .
Outra importante subcategoria de modA determinada por um A-mo´dulo M , a
qual sera´ utilizada para definirmos posteriormente uma ordem parcial, e´ a categoria
perpendicular a` direita de M definida por
M⊥ = {N ∈ modA | ExtiA(M,N) = 0 para todo i > 0 }.
Denotaremos por indA uma subcategoria plena modA cujos objetos formam um
conjunto completo de A-mo´dulos indecompon´ıveis, a menos de isomorfismos.
Sabemos tambe´m, pelo Teorema de Krull-Schmidt, que todo A-mo´dulo M pode
ser decomposto de forma u´nica como M =
⊕m
i=1M
di
i , onde Mi e´ indecompon´ıvel,
di > 0 e Mi  Mj para i 6= j, onde o nu´mero m na decomposic¸a˜o acima esta´
univocamente determinado e que denotaremos por δ(M). Dizemos que M e´ ba´sico
quando di = 1 para todo 1 6 i 6 m. Ale´m disso, se M e´ ba´sico, enta˜o para cada
1 6 i 6 m definimos M [i] =
⊕
j 6=iMj.
Seja C uma subcategoria plena de modA. Assumimos que ela e´ fechada para
somas diretas, somandos diretos e isomorfismos.
Dizemos que um objeto C ∈ C e´ uma cobertura de C se para todo X ∈ C existe
um epimorfismo µ : C
′ → X para algum C ′ ∈ addC. A cobertura C e´ dita ser
minimal se nenhum somando pro´prio de C e´ uma cobertura.
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Dualmente, dizemos que um objeto C ∈ C e´ uma cocobertura de C se para todo
X ∈ C existe um monomorfismo µ : X → C ′ para algum C ′ ∈ addC. A cocobertura
C e´ dita ser minimal se nenhum somando pro´prio de C e´ uma cocobertura.
Dizemos que C e´ contravariantemente finita em modA, se para cada X ∈
modA existe um morfismo f : FX → X com FX ∈ C tal que para cada objeto C ∈ C
e para cada morfismo g : C → X existe um morfismo h : C → FX tal que o seguinte
diagrama
C
g

h
}}|
|
|
|
FX f
// X
comuta, isto e´, fh = g. Dualmente, temos o conceito de covariantemente finita.
Dizemos que C e´ resolvente se C e´ fechada para extenso˜es, kernels de epimorfismos
e conte´m AA.
Sejam Y e Z dois A-mo´dulos tais que Z =
⊕m
i=1 Zi e addY ∩addZ = 0. Dizemos
que um morfismo f : Y →⊕mi=1 Zλii e´ um morfismo fonte de Y para addZ se:
(a) para qualquer Z
′ ∈ addZ, qualquer morfismo de Y para Z ′ se fatora atrave´s
de f , e
(b) f e´ minimal com respeito a propriedade (a), isto e´, se αf tem a propriedade (a)
para um endomorfismo α de
⊕m
i=1 Z
λi
i , enta˜o α e´ um isomorfismo.
Morfismos fonte existem e sa˜o u´nicos a menos de isomorfismos.
Dualmente definimos morfismos poc¸o de addZ para Y .
1.1.2 Mo´dulos projetivos e injetivos
Quando trabalhamos na categoria modA, os conceitos de mo´dulos projetivos e
mo´dulos injetivos sa˜o indispensa´veis.
Definic¸a˜o 1.1.2. Seja A uma K-a´lgebra. Um A-mo´dulo P e´ chamado projetivo
quando para qualquer epimorfismo f : M → N e para qualquer morfismo g : P → N
existe h : P → M tal que fh = g, isto e´, existe h : P → M tal que o seguinte
diagrama
P
g

h
~~|
|
|
|
M
f
// N // 0
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e´ comutativo.
Sejam M1, . . . ,Mn A-mo´dulos. Enta˜o
⊕n
i=1Mi e´ projetivo se, e somente se, Mi e´
projetivo para cada 1 ≤ i ≤ n.
Definic¸a˜o 1.1.3. Um A-mo´dulo I e´ chamado injetivo quando para qualquer monomor-
fismo f : M → N e para qualquer morfismo g : M → I existe h : N → I tal que
hf = g, isto e´, existe h : N → I tal que o seguinte diagrama
0 //M
f //
g

N
h~~|
|
|
|
I
e´ comutativo.
Outros tipos de mo´dulos importantes na categoria modA sa˜o:
Dizemos que um A-mo´dulo M e´ fiel se o anulador AnnM = { a ∈ A |Ma = 0 } e´
nulo. Ale´m disso, e´ fa´cil verificar que M e´ fiel se, e somente se, AA ∈ CogenM se, e
somente se, DAA ∈ GenM .
Dizemos que um A-mo´dulo S e´ simples quando os u´nicos submo´dulos sa˜o zero e
S. Em particular, todo mo´dulo simples e´ indecompon´ıvel.
1.1.3 O grupo de Grothendieck
Seja G o grupo abeliano livre gerado pelas classes de isomorfismos M˜ dos A-
mo´dulos finitamente gerados M , e seja H o subgrupo gerado por todas as expresso˜es
L˜+ N˜ − M˜ , tal que
0 // L //M // N // 0
e´ uma sequeˆncia exata em modA.
Definic¸a˜o 1.1.4. O grupo de Grothendieck de A denotado por K0(A) e´ o grupo
quociente G/H.
Denotaremos por [M ] a imagem de M˜ em K0(A).
Seja {S1, . . . , Sn } o conjunto de todos os A-mo´dulos simples a menos de iso-
morfismo. Segue do Teorema de Jordan-Holder (ver [2], pa´gina 17) que para cada
M ∈ modA o nu´mero mi(M) de fatores de composic¸a˜o de M isomorfos a Si depende
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somente de M e de Si (e na˜o da se´rie de composic¸a˜o de M). Chamamos vetor
dimensa˜o de M o vetor
dim(M) = [m1(M),m2(M), . . . ,mn(M)] ∈ Zn.
Teorema 1.1.5. O grupo K0(A) e´ abeliano livre com base {[S1], . . . , [Sn]} e a aplicac¸a˜o
dim : K0(A)→ Zn e´ um isomorfismo de grupos.
Demonstrac¸a˜o. Ver [1], pa´gina 2.
Neste caso dizemos que o posto do grupo de Grothendieck e´ n, o qual denotaremos
por rankK0(A) = n.
1.2 Dimenso˜es homolo´gicas
Nesta sec¸a˜o definiremos dimensa˜o projetiva e injetiva de um mo´dulo sobre uma
a´lgebra, dimensa˜o global e dimensa˜o finit´ıstica, como tambe´m apresentaremos algu-
mas ferramentas u´teis para o ca´lculo dessas dimenso˜es.
1.2.1 Dimensa˜o projetiva e injetiva
Seja M um A-mo´dulo.
(1) Uma resoluc¸a˜o projetiva de M e´ uma sequeˆncia exata
· · · // Pm hm // Pm−1 // · · · // P1 h1 // P0 h0 //M // 0
onde cada Pi e´ um A-mo´dulo projetivo. A sequeˆncia exata P1
h1 // P0
h0 //M // 0
e´ chamada apresentac¸a˜o projetiva.
(2) Uma resoluc¸a˜o injetiva de M e´ uma sequeˆncia exata
0 //M
h0 // I0
h1 // I1 // · · · // Im−1 hm // Im // · · ·
onde cada Ii e´ um A-mo´dulo injetivo.
A dimensa˜o projetiva de M e´ um nu´mero inteiro na˜o negativo m denotado por
pdM tal que existe uma resoluc¸a˜o projetiva
0 // Pm
hm // Pm−1 // · · · // P1 h1 // P0 h0 //M // 0
18
de M de comprimento m e M na˜o tem resoluc¸a˜o projetiva de comprimento m − 1.
Se M na˜o admite uma resoluc¸a˜o projetiva de comprimento finito, dizemos que a
dimensa˜o projetiva de M e´ infinita.
A dimensa˜o injetiva de M e´ um nu´mero inteiro na˜o negativo m denotado por
idM tal que existe uma resoluc¸a˜o injetiva
0 //M
h0 // I0
h1 // I1 // · · · // Im−1 hm // Im // 0
de M de comprimento m e M na˜o tem resoluc¸a˜o injetiva de comprimento m− 1. Se
M na˜o admite uma resoluc¸a˜o injetiva de comprimento finito, dizemos que a dimensa˜o
injetiva de M e´ infinita.
Vejamos alguns resultados importantes das dimenso˜es projetivas e injetivas.
Corola´rio 1.2.1 ( ver [2], A.4 ). Sejam M e N A-mo´dulos e n ≥ 0. Enta˜o:
(a) pdAM = n se, e somente se, Ext
n+1
A (M,−) = 0 e ExtnA(M,−) 6= 0.
(b) idAN = n se, e somente se, Ext
n+1
A (−, N) = 0 e ExtnA(−, N) 6= 0.
Proposic¸a˜o 1.2.2 ( ver [2], A.4 ). Seja 0 // L //M // N // 0 uma sequeˆncia
exata curta em modA. Enta˜o:
(a) pdAN ≤ max{ pdAM, 1 + pdA L }, e a igualdade ocorre se pdAM 6= pdA L.
(b) pdA L ≤ max{ pdAM, −1 + pdAN }, e a igualdade ocorre se pdAM 6= pdAN .
(c) pdAM ≤ max{ pdA L, pdAN }, e a igualdade ocorre se pdAN 6= 1 + pdA L.
1.2.2 Dimensa˜o global
Definic¸a˜o 1.2.3. Sejam K um corpo e A uma K-a´lgebra de dimensa˜o finita. O
nu´mero
d = sup{ pdM |M ∈ modA }
e´ chamado dimensa˜o global de A e e´ denotada por dim. gl. A.
Ao calcular a dimensa˜o global de uma a´lgebra A, o seguinte resultado e´ muito
u´til.
Teorema 1.2.4 ( ver [2], A.4 ). Seja A uma K-a´lgebra de Artin. Enta˜o
dim. gl. A = sup{pdS |S e´ um A−mo´dulo simples }.
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Outro conceito de dimensa˜o a ser utilizado no texto e´:
Definic¸a˜o 1.2.5. Seja A uma a´lgebra de Artin. A dimensa˜o finit´ıstica de A e´
definida como
fd(A) = sup{ pdM |M ∈ modA e pdM <∞}.
1.3 Aljavas
Uma aljava e´ uma qua´drupla Q = (Q0, Q1, s, t) formada por dois conjuntos, Q0
(cujos elementos chamaremos de ve´rtices) e Q1 (cujos elementos chamaremos de
flechas), e duas func¸o˜es s, t : Q1 → Q0 que associa a cada flecha α ∈ Q1 seu in´ıcio
s(α) e seu fim t(α). Denotaremos a aljava Q = (Q0, Q1, s, t) por Q.
Dizemos que Q e´ finito se os conjuntos Q0 e Q1 sa˜o finitos.
O grafo subjacente Q¯ da aljava Q e´ um grafo obtido de Q sem considerar a
orientac¸a˜o das flechas, isto e´, Q¯ e´ um grafo com os mesmos ve´rtices de Q e tal que
existe uma aresta entre os ve´rtices a e b em Q¯ se existe uma flecha α : a → b ou
β : b→ a. Dizemos que a aljava Q e´ conexa se o grafo subjacente Q¯ e´ conexo. Sejam
Q = (Q0, Q1, s, t) uma aljava e a b ∈ Q0. Um caminho de comprimento l ≥ 1 com
comec¸o em a e final em b e´ uma sequeˆncia de flechas
(a|α1, α2, . . . , αl|b)
onde αk ∈ Q1, para 1 ≤ k ≤ l, s(α1) = a, t(αk) = s(αk+1), para cada 1 ≤ k ≤ l − 1,
e t(αl) = b. Denotaremos tal caminho por α1α2 . . . αl. Ale´m disso, a cada ve´rtice
a ∈ Q0 associamos um caminho de comprimento l = 0 que chamamos de caminho
constante e denotamos por ea ou (a||a).
Um caminho de comprimento l ≥ 1 e´ chamado ciclo quando seu comec¸o e seu
final coincidem. Uma aljava que na˜o conte´m ciclos e´ chamada ac´ıclica.
Exemplo 1.3.1. Na aljava Q = 1
α // 2 3
βoo temos Q0 = {1, 2, 3 }, Q1 =
{α, β }, s(α) = 1, s(β) = 3 e t(α) = t(β) = 2.
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1.4 Teoria de Auslander-Reiten
Sabemos que o objetivo principal da teoria de Representac¸o˜es de A´lgebras e´, dada
uma a´lgebra A, descrever todos os A-mo´dulos indecompon´ıveis de dimensa˜o finita e os
morfismos entre eles. Uma vez que todo A-mo´dulo M e´ escrito de forma u´nica a menos
de isomorfismos como soma direta de A-mo´dulos indecompon´ıveis, basta descrevermos
os morfismos entre os A-mo´dulos indecompon´ıveis. Uma primeira aproximac¸a˜o da
categoria modA e´ a aljava de Auslander-Reiten.
Nesta sec¸a˜o introduziremos as noc¸o˜es de morfismos irredut´ıveis e sequeˆncias de
Auslander-Reiten tambe´m chamadas de sequeˆncias quase cindidas. Em seguida enun-
ciaremos o teorema de existeˆncia de sequeˆncias de Auslander-Reiten na categoria
modA. Isso nos permitira´ definir uma nova aljava (a aljava de Auslander-Reiten).
Para maiores detalhes e demonstrac¸o˜es ver [2].
No que segue, considere A uma a´lgebra de Artin ba´sica e conexa.
1.4.1 Morfismos irredut´ıveis e sequeˆncias de Auslander-Reiten
Sejam f : L→M e g : M → N morfismos de A-mo´dulos.
Dizemos que o morfismo f e´ minimal a` esquerda quando para todo morfismo
h : M →M tal que o seguinte diagrama
L
f //
f
  A
AA
AA
AA
A M
M
h
==||||||||
comuta, enta˜o h e´ um isomorfismo.
Dizemos que o morfismo f e´ quase cindido a` esquerda quando ele satisfaz as
seguintes condic¸o˜es:
(a) Na˜o e´ um monomorfismo que cinde;
(b) Para todo morfismo u : L → U que na˜o e´ um monomorfismo que cinde, existe
u
′
: M → U tal que o seguinte diagrama
L
f //
u
?
??
??
??
M
u
′
~~}}
}}
}}
}}
U
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comuta, ou seja, u
′
f = u.
e f e´ quase cindido a` esquerda minimal se e´ minimal e quase cindido a` esquerda.
Dizemos que o morfismo g e´ minimal a` direita quando para todo morfismo
k : M →M tal que o seguinte diagrama
M
g //
g
!!B
BB
BB
BB
B N
M
k
>>||||||||
comuta, enta˜o k e´ um isomorfismo.
Dizemos que o morfismo g e´ quase cindido a` direita quando ele satisfaz as
seguintes condic¸o˜es:
(a) Na˜o e´ um epimorfismo que cinde;
(b) Para todo morfismo v : V → N que na˜o e´ um epimorfismo que cinde, existe
v
′
: V →M tal que o seguinte diagrama
M
g // N
V
v
>>~~~~~~~~
v
′``AAAAAAAA
comuta, ou seja, gv
′
= v.
e g e´ quase cindido a` direita minimal se e´ minimal e quase cindido a` direita.
Um morfismo f : M → N e´ dito ser irredut´ıvel se:
(a) f na˜o e´ um monomorfismo nem epimorfismo que cinde;
(b) Para toda fatorac¸a˜o f = f1f2, com f1 : X → N e f2 : M → X, tem-se que f1 e´
um epimorfismo que cinde ou f2 e´ um monomorfismo que cinde.
Assim, se f e´ um morfismo irredut´ıvel, enta˜o ou f e´ monomorfismo ou e´ um epimor-
fismo.
A seguir enunciaremos um teorema que relaciona os morfismos irredut´ıveis e os
morfismos minimais quase cindidos a` esquerda (ou a` direita).
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Teorema 1.4.1 (ver [2], pa´gina 103). (a) Seja L um A-mo´dulo indecompon´ıvel. Um
morfismo f : L → M e´ irredut´ıvel se, e somente se, M 6= 0 e existe um morfismo
f
′
: L→M ′ tal que f =
[
f
f
′
]
: L→M ⊕M ′ e´ quase cindido a` esquerda minimal.
(b) Seja Num A-mo´dulo indecompon´ıvel. Um morfismo g : M → N e´ irredut´ıvel
se, e somente se, M 6= 0 e existe um morfismo g′ : M ′ → N tal que [g g′ ] : M⊕M ′ →
N e´ quase cindido a` direita minimal.
Vejamos agora o conceito de sequeˆncia de Auslander-Reiten.
Definic¸a˜o 1.4.2. Uma sequeˆncia exata curta de A-mo´dulos
0 // L
f //M
g // N // 0
e´ dita ser uma sequeˆncia de Auslander-Reiten ou sequeˆncia quase cindida
se f e´ quase cindido a` esquerda minimal e g e´ quase cindido a` direita minimal.
Segue da definic¸a˜o que toda sequeˆncia de Auslander-Reiten na˜o cinde. Ale´m disso,
elas sa˜o determinadas de forma u´nica, a menos de isomorfismos, por L ou por N ,
isto e´, dadas duas sequeˆncias de Auslander-Reiten 0 // L
f //M
g // N // 0
e 0 // L
′ f
′
//M
′ g
′
// N
′ // 0 , as seguintes afirmac¸o˜es sa˜o equivalentes:
(a) As duas sa˜o isomorfas.
(b) L ∼= L′ .
(c) N ∼= N ′ .
Algumas propriedades e caracterizac¸o˜es das sequeˆncias de Auslander-Reiten sa˜o
dadas pelo
Teorema 1.4.3 (ver [2], pa´gina 105). Seja 0 // L
f //M
g // N // 0 uma
sequeˆncia exata curta em modA. As seguintes condic¸o˜es sa˜o equivalentes:
(a) A sequeˆncia e´ de Auslander-Reiten.
(b) L e´ indecompon´ıvel e g e´ um morfismo quase cindido a` direita.
(c) N e´ indecompon´ıvel e f e´ um morfismo quase cindido a` esquerda.
(d) f e´ um morfismo minimal quase cindido a` esquerda.
(e) g e´ um morfismo minimal quase cindido a` direita.
(f) L e N sa˜o indecompon´ıveis e f e g sa˜o irredut´ıveis.
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1.4.2 Translac¸o˜es de Auslander-Reiten
Nesta subsec¸a˜o enunciaremos algumas definic¸o˜es e alguns teoremas para garantir
a existeˆncia de sequeˆncias de Auslander-Reiten em modA, onde A e´ uma K-a´lgebra
de dimensa˜o finita.
Consideramos o funtor A-dual
(−)t = HomA(−, A) : modA −→ modAop
E´ conhecido que esse funtor induz uma dualidade entre ProjA e ProjAop, a qual
usaremos para construir uma dualidade num quociente apropriado de modA
Comec¸amos aproximando cada A-mo´dulo M por mo´dulos projetivos.
Seja P1
p1 // // P0
p0 //M // 0 uma apresentac¸a˜o projetiva minimal de M .
Aplicando (−)t em P1 p1 // // P0 p0 //M // 0 obtemos a sequeˆncia exata de
Aop-mo´dulos
0 //M t
pt0 // P t0
pt1 // P t1
// Coker pt1
// 0
Denotamos Coker pt1 por TrM e chamamos de transposta de M . Sabemos que TrM
e´ univocamente determinada, a menos de isomorfismo.
Resumimos agora as principais propriedades da transposic¸a˜o Tr.
Proposic¸a˜o 1.4.4 (ver [2], pa´gina 107). Seja M um A-mo´dulo indecompon´ıvel.
Enta˜o:
(a) TrM na˜o tem somandos diretos projetivos na˜o nulos.
(b) M e´ projetivo se, e somente se, TrM = 0. Se M e´ na˜o projetivo, enta˜o TrM
e´ indecompon´ıvel e vale Tr(TrM) ∼= M .
(c) Se M e N sa˜o indecompon´ıveis na˜o projetivos, enta˜o M ∼= N se, e somente se,
TrM ∼= TrN .
Vimos que a transposic¸a˜o Tr mapeia mo´dulos de modA para mo´dulos de modAop,
mas na˜o define uma dualidade modA→ modAop, pois ela anula os projetivos. Para
tornar essa correspondeˆncia uma dualidade precisamos aniquilar os projetivos de
modA e modAop. Isso nos motiva a seguinte construc¸a˜o:
SejamM eN doisA-mo´dulos. Definiremos dois subgrupos do grupo HomA(M,N).
Denotamos por P(M,N) o subgrupo de HomA(M,N) consistindo de todos os mor-
fismos de M em N que se fatoram por A-mo´dulos projetivos, ou seja, f ∈ P (M,N)
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quando existem um A-mo´dulo projetivo P e morfismos g : M → P e h : P → N tal
que f = hg.
Dualmente, denotamos por I(M,N) o subgrupo de HomA(M,N) consistindo de
todos os morfismos de M em N que se fatoram por A-mo´dulos injetivos, ou seja,
f ∈ I(M,N) quando existem um A-mo´dulo injetivo I e morfismos g : M → I e
h : I → N tal que f = hg.
Sabemos que os subgrupos P(M,N) e I(M,N) de HomA(M,N) definem dois
ideais P e I de modA e isto nos permite considerar as seguintes categorias quocientes:
A categoria projetivamente esta´vel modA = modA/P , cujos objetos coinci-
dem com aqueles da categoria modA, e os morfismos de M a N pertencem a
HomA(M,N) = HomA(M,N)/P(M,N).
Dualmente, definimos a categoria injetivamente esta´vel modA = modA/I,
cujos objetos coincidem com aqueles da categoria modA, e os morfismos de M a N
pertencem a
HomA(M,N) = HomA(M,N)/I(M,N).
O funtor Tr : modA→ modAop induz o funtor
Tr : modA→ modAop.
A dualidade D = HomK(−, K) : modA → modAop induz a dualidade D :
modA→ modAop.
Proposic¸a˜o 1.4.5 (ver [2], pa´gina 110). A correspondeˆncia M 7−→ TrM induz uma
K-dualidade Tr : modA→ modAop.
Definic¸a˜o 1.4.6. As translac¸o˜es de Auslander-Reiten sa˜o definidas pelas com-
posic¸o˜es de D com Tr, a saber, τ = DTr e τ−1 = TrD.
Para cada A-mo´dulo M , τM sera´ chamado de transladado de Auslander-
Reiten deM e τ−1M sera´ chamado de transladado inverso de Auslander-Reiten
de M .
A seguir apresentaremos algumas ferramentas, envolvendo as translac¸o˜es de Auslander-
Reiten, que sera˜o utilizadas no cap´ıtulo 2. Comec¸amos com um crite´rio fa´cil e u´til
para que um mo´dulo tenha dimensa˜o projetiva, ou injetiva, no ma´ximo um.
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Lema 1.4.7 (ver [1], pa´gina 7). Seja M um A-mo´dulo.
(a) pdM ≤ 1 se, e somente se, HomA(DA, τM) = 0.
(b) idM ≤ 1 se, e somente se, HomA(τ−1M,A) = 0.
Teorema 1.4.8. (As fo´rmulas de Auslander-Reiten) Sejam M e N dois A-mo´dulos.
Existem isomorfismos
Ext1A(M,N)
∼= DHomA(τ−1N,M) ∼= DHomA(N, τM),
funtoriais em ambas as varia´veis.
Demonstrac¸a˜o. Ver [2], pa´gina 117.
Uma consequeˆncia imediata das fo´rmulas de Auslander-Reiten e´ o seguinte corola´rio,
o qual sera´ u´til para fazermos alguns ca´lculos no cap´ıtulo 2.
Corola´rio 1.4.9 (ver [1], pa´gina 9). Sejam M e N dois A-mo´dulos. Enta˜o:
(a) Se pdM ≤ 1, enta˜o Ext1A(M,N) ∼= DHomA(N, τM).
(b) Se idM ≤ 1, enta˜o Ext1A(M,N) ∼= DHomA(τ−1N,M).
O pro´ximo teorema garante a existeˆncia das sequeˆncias de Auslander-Reiten.
Teorema 1.4.10 (ver [2], pa´gina 120). (a) Para todo A-mo´dulo indecompon´ıvel na˜o
projetivo M , existe uma sequeˆncia quase cindida
0 // τM // E //M // 0 .
(b) Para todo A-mo´dulo indecompon´ıvel na˜o injetivo N , existe uma sequeˆncia quase
cindida
0 // N // F // τ−1N // 0 .
1.4.3 A aljava de Auslander-Reiten
Nesta subsec¸a˜o apresentaremos a construc¸a˜o da aljava de Auslander-Reiten. Para
tanto, necessitamos introduzir a noc¸a˜o de radical da categoria modA.
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O radical radA da categoria modA e´ definida pelas classes de todos os morfismos
tal que para cada par de A-mo´dulos M e N , definimos o radical do par (M,N) como
o seguinte K-espac¸o vetorial
radA(M,N) = { f ∈ HomA(M,N) | 1N−fg tem inverso a` direita, para todo g ∈ HomA(N,M) }.
Se M e N sa˜o dois A-mo´dulos indecompon´ıveis, enta˜o o conjunto acima pode ser
reescrito da forma
radA(M,N) = { f ∈ HomA(M,N) | f na˜o e´ isomorfismo }.
Agora, caracterizaremos morfismos irredut´ıveis em termos do radical de modA. Para
isso, dado n ∈ N, definimos o n-e´simo radical da seguinte forma
radnA =
{∑
i
gifi | gi ∈ radn−1A (Xi, N), fi ∈ radA(M,Xi), com Xi ∈ indA
}
.
Observe que pela definic¸a˜o de radical temos rad2A(M,N) ⊆ radA(M,N).
Lema 1.4.11 (ver [2], pa´gina 100). Sejam M e N dois A-mo´dulos indecompon´ıveis.
Enta˜o f : M → N e´ irredut´ıvel se, e somente se, f ∈ radA(M,N) \ rad2A(M,N).
Assim, podemos definir o espac¸o dos morfismos irredut´ıveis de HomA(M,N)
como
Irr(M,N) = radA(M,N) \ rad2A(M,N).
Agora somos capazes de definir a aljava de Auslander-Reiten.
Seja A uma a´lgebra ba´sica, conexa e de dimensa˜o finita sobre um corpo algebri-
camente fechado K. Definimos a aljava de Auslander-Reiten de A, Γ(modA), da
seguinte maneira:
(1) Os ve´rtices de Γ(modA) sa˜o as classes de isomorfismos [X] dos A-mo´dulos
indecompon´ıveis X.
[X] = {Y |Y e´ isomorfo a X }.
(2) Se [M ] e [N ] sa˜o ve´rtices em Γ(modA) correspondentes aos A-mo´dulos inde-
compon´ıveis M e N . As flechas [M ]→ [N ] esta˜o em correspondeˆncia biun´ıvoca
com os vetores da base do K-espac¸o vetorial Irr(M,N).
27
Cap´ıtulo 2
Teoria de Inclinac¸a˜o
A teoria de inclinac¸a˜o consiste em comparar as categorias de mo´dulos sobre uma
a´lgebra de Artin dada A e sobre a a´lgebra de endomorfismos B de um A-mo´dulo T
que se diz suficientemente pro´ximo do A-mo´dulo AA.
Neste cap´ıtulo apresentaremos uma introduc¸a˜o a teoria de inclinac¸a˜o para mo´dulos
inclinantes de dimensa˜o projetiva finita, onde buscamos uma generalizac¸a˜o do teorema
de inclinac¸a˜o para um mo´dulo inclinante de dimensa˜o projetiva > 1. Ale´m disso,
apresentaremos algumas semelhanc¸as e diferenc¸as dentro desta teoria ao trabalharmos
com mo´dulos inclinantes de dimensa˜o projetiva ≤ 1 e de dimensa˜o projetiva > 1.
2.1 A´lgebras de Endomorfismos
Seja T um A-mo´dulo a` direita e B = End(TA). Para cada a ∈ A, f ∈ B e t ∈ T
consideremos a ac¸a˜o natural de B em T
f(ta) = f(t)a = (ft)a.
Esta ac¸a˜o fornece a T uma estrutura de B-mo´dulo a` direita.
Para todo A-mo´dulo a` direita M , o grupo abeliano HomA(T,M) tem uma estru-
tura de B-mo´dulo a` direita dada por
(fb)t = f(bt)
para f ∈ HomA(T,M), b ∈ B e t ∈ T . Da mesma maneira, para todo B-mo´dulo a`
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direita X, o grupo X ⊗B T tem uma estrutura de A-mo´dulo a` direita dada por
(x⊗ t)a = x⊗ (ta)
para x ∈ X, t ∈ T e a ∈ A.
Temos assim dois funtores aditivos
HomA(T,−) : modA→ modB
e
−⊗B T : modB → modA.
Consideremos os seguintes morfismos
εM : HomA(T,M)⊗B T →M
f ⊗ t 7→ f(t)
(para f ∈ HomA(T,M) e t ∈ T ) e
δX : X → HomA(T,X ⊗B T )
x 7→ (t 7→ x⊗ t)
(para x ∈ X e t ∈ T ).
Lema 2.1.1. (a) Se T0 ∈ addT , enta˜o εT0 e´ um isomorfismo.
(b) Se P ∈ addB, enta˜o δP e´ um isomorfismo.
Demonstrac¸a˜o. (a) E´ suficiente verificar o enunciado quando T0 = T , pois os funtores
HomA(T,−) e −⊗B T sa˜o aditivos.
Observe que se f ∈ B e t ∈ T , enta˜o εT (f ⊗ t) = f(t) e isto define a estrutura de
B-mo´dulo de T , donde εT e´ um isomorfismo.
Analogamente prova-se (b).
A proposic¸a˜o seguinte nos diz que o funtor HomA(T,−) aplica os objetos de addT
sobre addB, isto e´, sobre os B-mo´dulos projetivos e o funtor −⊗B T aplica os objetos
de addB sobre addT , ou seja, aplica os B-mo´dulos projetivos sobre addT .
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Proposic¸a˜o 2.1.2 (Lema da Projetivizac¸a˜o). (a) Sejam T0 ∈ addT e M um A-
mo´dulo. A aplicac¸a˜o f 7→ HomA(T, f) induz um isomorfismo funtorial
HomA(T0,M)
∼= // HomB(HomA(T, T0),HomA(T,M)) .
(b) Os funtores HomA(T,−) e −⊗B T induzem equivaleˆncias quase inversas entre
addT e addB.
Demonstrac¸a˜o. (a) E´ suficiente verificarmos o enunciado quando T0 = T .
Observe que os isomorfismos funtoriais
HomB(HomA(T, T ),HomA(T,M)) ∼= HomB(B,HomA(T,M)) ∼= HomA(T,M)
aplicam HomA(T, f) sobre HomA(T, f)(1T ) = f1T = f.
(b) Seja T0 ∈ addT . Uma vez que HomA(T,−) e´ aditivo segue que HomA(T, T0) ∈
add HomA(T, T ) = addB. Logo HomA(T,−) aplica addT em addB.
Note que se T0 ∈ addT , enta˜o, pelo Lema (2.1.1), εT0 e´ um isomorfismo, donde
−⊗B T aplica addB em addT .
Do Lema (2.1.1) e da letra (a), esses funtores, restritos a addT e addB respec-
tivamente, sa˜o quase inversos. Logo, tais funtores induzem uma equivaleˆncia entre
addT e addB.
Observac¸a˜o 2.1.3. A a´lgebra B e´ ba´sica se, e somente se, na decomposic¸a˜o T =
⊕ni=1Ti em somandos diretos indecompon´ıveis, tem-se que Ti  Tj para i 6= j.
De fato, sabemos do Lema da Projetivizac¸a˜o que T0 ∈ addT se, e somente se,
HomA(T, T0) ∈ addB. Assim, Ti  Tj para i 6= j se, e somente se, eiB  ejB para
i 6= j.
Vimos que os funtores HomA(T,−) e −⊗B T nos deram uma equivaleˆncia entre as
subcategorias addT de modA e addB de modB. Tentaremos agora com hipo´teses
adicionais sobre T determinar subcategorias C ⊆ modA e D ⊆ modB que sera˜o
equivalentes atrave´s desses funtores e tais que addT ⊆ C e addB ⊆ D.
Proposic¸a˜o 2.1.4. Para todo A-mo´dulo M , tem-se que HomA(T,M)⊗B T ∈ GenT.
Com efeito, seja {f1, . . . , fm} um conjunto de geradores do B-mo´dulo finitamente
gerado HomA(T,M). Enta˜o consideremos o epimorfismo h : B
m → HomA(T,M)
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dado por h(b1 + · · ·+ bm) = f1b1 + · · ·+ fmbm. Como −⊗B T e´ funtor exato a` direita,
obtemos um epimorfismo Bm ⊗B T → HomA(T,M)⊗B T .
Agora observe que Bm⊗B T = (
⊕m
i=1B)⊗B T =
⊕m
i=1(B⊗B T ) =
⊕m
i=1 T = T
m
e, portanto, existe um epimorfismo de A-mo´dulos Tm → HomA(T,M) ⊗B T . Logo
HomA(T,M)⊗B T ∈ GenT.
Corola´rio 2.1.5. Seja A uma subcategoria abeliana plena de modA e T ∈ A um
objeto projetivo tal que A = GenT . Seja B = EndA T . Enta˜o o funtor
HomA(T,−) : A → modB
e´ uma equivaleˆncia de categorias.
Observe que as hipo´teses do Corola´rio acima sa˜o bastantes restritivas, e e´ claro
que em geral a subcategoria GenT de modA na˜o e´ equivalente a modB. Assim,
uma pergunta natural a ser feita e´: Qual subcategoria de modB seria candidata a
ser equivalente a GenT?
Como desejamos que os funtores HomA(T,−) e −⊗B T sejam equivaleˆncias quase
inversas entre essas duas subcategorias, um ponto de partida poss´ıvel seria tratar de
determinar quando o morfismo funtorial εM e´ um isomorfismo. Para isso necessitamos
de uma definic¸a˜o.
Definic¸a˜o 2.1.6. Seja M um A-mo´dulo e T0 ∈ addT . Se existe um morfismo f :
T0 → M na˜o-nulo, enta˜o dizemos que f e´ uma addT -aproximac¸a˜o a` direita de
M .
Dualmente define-se addT -aproximac¸a˜o a` esquerda de um A-mo´dulo M .
Lema 2.1.7. Seja M um A-mo´dulo e f : T0 →M uma addT -aproximac¸a˜o a` direita
de M . Enta˜o
(a) HomA(T, f) : HomA(T, T0)→ HomA(T,M) e´ um epimorfismo;
(b) f : T0 →M e´ um epimorfismo se, e somente se, M ∈ GenT .
Demonstrac¸a˜o. (a) Sendo HomA(T,−) aditivo, podemos considerar T0 = T e como
HomA(T,M) e´ um B-mo´dulo finitamente gerado segue que HomA(T, f) e´ um epi-
morfismo.
(b) Seja f : T0 →M e´ um epimorfismo. Enta˜o, por definic¸a˜o, M ∈ GenT .
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Reciprocamente, suponhamos M ∈ GenT . Enta˜o existe um epimorfismo g :
Tm →M , com m > 0. Pela definic¸a˜o de f , existe h : Tm → T0 tal que g = fh. Como
g e´ epimorfismo, enta˜o f tambe´m e´.
O seguinte Lema e´ dual do Lema (2.1.7).
Lema 2.1.8. Seja M um A-mo´dulo e f : M → T0 uma addT -aproximac¸a˜o a` esquerda
de M . Enta˜o
(a) HomA(f, T ) : HomA(T0, T )→ HomA(M,T ) e´ um epimorfismo;
(b) f : M → T0 e´ um monomorfismo se, e somente se, M ∈ CogenT .
A proposic¸a˜o seguinte nos dara´ uma condic¸a˜o necessa´ria e suficiente para de-
cidirmos se morfismo funtorial εM e´ um epimorfismo.
Proposic¸a˜o 2.1.9. Seja M um A-mo´dulo. Enta˜o εM : HomA(T,M)⊗BT →M e´ um
epimorfismo se, e somente se, M ∈ GenT . Ale´m disso, se M ∈ GenT , f : T0 →M e´
uma addT -aproximac¸a˜o a` direita de M e Ker f ∈ addT , enta˜o εM e´ um isomorfismo.
Demonstrac¸a˜o. (⇒) Pela Proposic¸a˜o (2.1.4) temos que HomA(T,M)⊗B T ∈ GenT .
Da´ı existe epimorfismo f : T0 → HomA(T,M) ⊗B T ∈ GenT , com T0 ∈ addT .
Logo, como εM e´ epimorfismo segue que εMf : T0 → M e´ epimorfismo e portanto,
M ∈ GenT .
(⇐) Suponhamos que M ∈ GenT e seja f : T0 → M uma addT -aproximac¸a˜o
a` direita de M , com T0 ∈ addT . Pelo Lema (2.1.7)(a) segue que f e´ sobrejetivo e
portanto, temos a sequeˆncia exata
0 // L // T0
f //M // 0 .
Aplicando HomA(T,−) e usando o Lema (2.1.7)(b) obtemos a sequeˆncia exata
0 // HomA(T, L) // HomA(T, T0)
HomA(T,f) // HomA(T,M) // 0 .
Agora, aplicando o funtor −⊗B T na u´ltima sequeˆncia obtemos o seguinte diagrama
comutativo com linhas exatas
HomA(T, L)⊗B T //
εL

HomA(T, T0)⊗B T //
εT0

HomA(T,M)⊗B T //
εM

0
0 // L // T0
f //M // 0
.
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Uma vez que T0 ∈ addT segue que εT0 e´ um isomorfismo, em particular, um
epimorfismo. Da´ı e do diagrama resulta que εM e´ um epimorfismo.
Ale´m disso, se tive´ssemos L ∈ addT , enta˜o εL seria um isomorfismo e portanto,
εM tambe´m seria isomorfismo.
Assim, para o nosso propo´sito, procuramos condic¸o˜es mı´nimas atendidas por T
para que GenT satisfac¸a a propriedade do enunciado da proposic¸a˜o.
2.2 Mo´dulos inclinantes parciais
Comec¸amos esta sec¸a˜o com a seguinte observac¸a˜o:
Observac¸a˜o 2.2.1. GenT e´ fechado por quocientes.
Com efeito, seja M ∈ GenT e f : M → N um epimorfismo. Uma vez que M ∈
GenT existe um epimorfismo g : T0 →M , com T0 ∈ addT . Assim, h = fg : T0 → N
e´ um epimorfismo, isto e´, N ∈ GenT .
Nesta sec¸a˜o estamos interessados em saber quando GenT e´ tambe´m fechado por
extenso˜es. Veremos que neste caso, GenT determina um par de torc¸a˜o.
Agora veremos que se T e´ um A-mo´dulo arbitra´rio, na˜o ha´ raza˜o para que GenT
seja fechada por extenso˜es.
Exemplo 2.2.2. Seja A a a´lgebra de caminhos da aljava Q = 1→ 2 e consideremos
T = S(1)⊕ S(2). Afirmamos que GenT na˜o e´ fechada para extenso˜es.
De fato, consideremos a sequeˆncia exata curta
0 // S(2) // P (1) // S(1) // 0 .
E´ claro que S(1), S(2) ∈ GenT mas, P (1) /∈ GenT pois, HomA(T, P (1)) ∼=
HomA(S(2), P (1)) e na˜o existe epimorfismo f : S(2)
m → P (1) qualquer que seja
m > 0. Logo, GenT na˜o e´ fechada por extenso˜es.
Antes de darmos uma condic¸a˜o suficiente para que GenT seja fechado por ex-
tenso˜es, definiremos par de torc¸a˜o.
Definic¸a˜o 2.2.3. Um par (T ,F) de subcategorias aditivas plenas de modA e´ um
par de torc¸a˜o se;
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(a) HomA(M,N) = 0 para todo M ∈ T e N ∈ F ;
(b) Se HomA(M,F ) = 0 para todo F ∈ F , enta˜o M ∈ T ;
(c) Se HomA(T,N) = 0 para todo T ∈ T , enta˜o N ∈ F ;
Em outras palavras, um par de torc¸a˜o em modA e´ um par de subcategorias
aditivas tal que na˜o existe nenhum morfismo na˜o-nulo da primeira na segunda, e
sa˜o maximais com essa propriedade. Calcular um par de torc¸a˜o em modA nos da´
informac¸a˜o sobre a direc¸a˜o dos morfismos em modA.
As subcategorias T e F sa˜o chamadas, respectivamente, classe de torc¸a˜o e
classe sem torc¸a˜o.
Proposic¸a˜o 2.2.4. (a) Seja T uma subcategoria aditiva plena de modA. Existe uma
subcategoria F tal que (T ,F) e´ um par de torc¸a˜o se, e somente se, T e´ fechada por
quocientes e extenso˜es.
(b) Seja F uma subcategoria aditiva plena de modA. Existe uma subcategoria T
tal que (T ,F) e´ um par de torc¸a˜o se, e somente se, F e´ fechada por submo´dulos e
extenso˜es.
(c) Se (T ,F) e´ um par de torc¸a˜o de modA, enta˜o para todo A-mo´dulo M existe
uma sequeˆncia exata curta, a qual chamaremos de sequeˆncia canoˆnica,
0 // tM //M //M/tM // 0
com tM ∈ T e M/tM ∈ F , u´nica no sentido que toda sequeˆncia exata curta
0 // L //M // N // 0
com L ∈ T e N ∈ F e´ isomorfa a anterior.
Demonstrac¸a˜o. Ver [1], pa´gina 29.
Observac¸a˜o 2.2.5. Se (T ,F) e´ um par de torc¸a˜o em modA e S e´ um A- mo´dulo
simples, enta˜o S ∈ T ou S ∈ F .
Com efeito, consideremos a sequeˆncia canoˆnica (ver [1], pa´gina 29)
0 // tS // S // S/tS // 0 .
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Uma vez que S e´ simples e tS e´ submo´dulo de S segue que tS = 0 ou tS = S. Se
tS = 0, enta˜o S/tS = S ∈ T . Caso contra´rio, tS = S ∈ F .
Lema 2.2.6. Seja T um A-mo´dulo tal que Ext1A(T,M) = 0 para todo M ∈ GenT .
Enta˜o GenT e´ uma classe de torc¸a˜o. Ale´m disso, a classe sem torc¸a˜o correspondente
e´ {M ∈ modA | HomA(T,M) = 0 }.
Demonstrac¸a˜o. Observe que para mostrarmos a primeira afirmac¸a˜o e´ suficiente provar-
mos que GenT e´ fechado por extenso˜es. Seja 0 // L //M // N // 0 uma
sequeˆncia exata em mod A com L, n ∈ GenT . Como Ext1A(T,M) = 0 para todo
M ∈ GenT , o funtor HomA(T,−) induz uma sequeˆncia exata
0 // HomA(T, L) // HomA(T,M) // HomA(T,N) // 0
Agora, aplicando o funtor −⊗B T na u´ltima sequeˆncia obtemos o seguinte diagrama
comutativo com linhas exatas
HomA(T, L)⊗B T //
εL

HomA(T,M)⊗B T //
εM

HomA(T,N)⊗B T //
εN

0
0 // L //M
f // N // 0
.
Uma vez que L, N ∈ GenT segue que εL e εL sa˜o epimorfismos. Da´ı e do diagrama
resulta que εM e´ um epimorfismo. Logo, pela Proposic¸a˜o (2.1.9), M ∈ GenT e,
portanto, GenT e´ fechado por extenso˜es, ou seja, GenT e´ uma classe de torc¸a˜o.
Seja M um A-mo´dulo pertencente a classe sem torc¸a˜o. Como T ∈ GenT temos
HomA(T,M) = 0. Reciprocamente, seja M um A-mo´dulo tal que HomA(T,M) = 0
e seja L ∈ GenT . Enta˜o existe um epimorfismo f : Tm → L, com m > 0. Logo,
HomA(L,M) = 0 e, portanto, M pertence a classe sem torc¸a˜o.
Como ja´ mencionamos anteriormente, procuramos mo´dulos pro´ximos dos ger-
adores. Uma primeira aproximac¸a˜o sa˜o os mo´dulos inclinantes parciais definidos
por
Definic¸a˜o 2.2.7. Um mo´dulo T ∈ modA e´ chamado um mo´dulo inclinante par-
cial se ele satisfaz as seguintes condic¸o˜es:
(T1) pdA T ≤ 1, e
(T2) Ext
1
A(T, T ) = 0.
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Dualmente define-se mo´dulo coinclinante parcial.
Se na definic¸a˜o acima tivermos δ(T ) = n− 1, onde rankK0(A) = n, dizemos que
T e´ um mo´dulo inclinante parcial quase completo.
Exemplo 2.2.8. Seja A a a´lgebra de caminhos dada pela aljava
4
γ
  



1 2
βoo
3
α
^^=======
com a relac¸a˜o αβ = 0. O mo´dulo T = 42 ⊕ 342 ⊕ 4 e´ inclinante parcial.
De fato, para mostrar que pdT ≤ 1 consideremos as resoluc¸o˜es projetivas
0 // 1 //
4
2
1
// 4
2
// 0 , 0 // 21
//
4
2
1⊕32 // 342 // 0 e
0 // 21
//
4
2
1
// 4 // 0
Para verificar (T2) notemos que
34
2 ⊕ 4 e´ injetivo e da´ı:
Ext1A(T, T )
∼= Ext1A(42⊕ 342 ⊕ 4,42 )
Como pdT ≤ 1, enta˜o, pelas fo´rmulas de Auslander-Reiten, temos:
Ext1A(
4
2,
4
2 )
∼= DHomA(42, τ(42)) ∼= DHomA(42,21 ) = 0,
Ext1A(
34
2 ,
4
2 )
∼= DHomA(42, τ(342 )) ∼= DHomA(42, 2) = 0 e
Ext1A(4,
4
2 )
∼= DHomA(42, τ(4)) ∼= DHomA(42,32 ) = 0
Logo, Ext1A(T, T ) = 0 e portanto, T e´ inclinante parcial.
Observac¸a˜o 2.2.9. Todo mo´dulo projetivo e´ inclinante parcial.
Lema 2.2.10. Seja T um A-mo´dulo tal que pdA T ≤ 1. Enta˜o T e´ inclinante parcial
se, e somente se, Ext1A(T,M) = 0 para todo M ∈ GenT .
Demonstrac¸a˜o. Suponhamos que T seja inclinante parcial e seja M ∈ GenT . Enta˜o
existe uma sequeˆncia exata curta
0 // L // Tm //M // 0 ,
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com m > 0. Aplicando HomA(T,−) obtemos a sequeˆncia exata longa
0 // HomA(T, L) // HomA(T, T
m) // HomA(T,M)
// Ext1A(T, L)
// Ext1A(T, T
m) // Ext1A(T,M)
// Ext2A(T, L)
.
Uma vez que pdA T ≤ 1 segue que Ext2A(T, L) = 0 e da´ı obtemos um epimorfismo
Ext1A(T, T
m) // Ext1A(T,M)
// 0 .
Logo, Ext1A(T, T ) = 0 implica Ext
1
A(T,M) = 0 para qualquer M ∈ GenT .
Reciprocamente, se Ext1A(T,M) = 0 para todo M ∈ GenT , em particular,
Ext1A(T, T ) = 0. Logo T e´ inclinante parcial.
Observac¸a˜o 2.2.11. Todo mo´dulo inclinante parcial T induz um par de torc¸a˜o
(T0(T ),F0(T )), com T0(T ) = GenT e F0(T ) = {M ∈ modA | HomA(T,M) = 0 }.
Segue dos Lemas (2.2.6) e (2.2.10).
Definic¸a˜o 2.2.12. Seja C uma subcategoria aditiva plena de modA, fechada por
extenso˜es. Enta˜o um objeto M de C diz-se:
(a) Ext-projetivo em C se Ext1A(M,C) = 0 para todo C ∈ C.
(b) Ext-injetivo em C se Ext1A(C,M) = 0 para todo C ∈ C.
O Lema (2.2.10) se reformula dizendo que se T e´ inclinante parcial, enta˜o e´ Ext-
projetivo em GenT .
O lema seguinte nos auxiliara´ no ca´lculo dos Ext-projetivos e Ext-injetivos.
Lema 2.2.13 (ver [1], pa´gina 31). Seja (T ,F) um par de torc¸a˜o.
(a) Se L ∈ T e´ indecompon´ıvel, enta˜o L e´ Ext-projetivo em T se, e somente se,
τL ∈ F .
(b) Se N ∈ F e´ indecompon´ıvel, enta˜o N e´ Ext-injetivo em F se, e somente se,
τ−1N ∈ T .
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Segue da´ı que se T e´ inclinante parcial, enta˜o τT ∈ F0(T ).
Na demonstrac¸a˜o do Lema (2.2.10) vemos que, se T e´ inclinante parcial, enta˜o
T0(T ) = GenT ⊆ {M ∈ modA | Ext1A(T,M) = 0 }. Provaremos agora que este
u´ltimo conjunto e´ uma classe de torc¸a˜o.
Lema 2.2.14. Seja T um A-mo´dulo inclinante parcial. Enta˜o
T1(T ) = {M ∈ modA | Ext1A(T,M) = 0 } e´ uma classe de torc¸a˜o que conte´m T0(T ).
Demonstrac¸a˜o. Observe que pela Proposic¸a˜o (2.2.4) e´ suficiente provarmos que T1(T )
e´ fechada por quocientes e extenso˜es. Para isso, seja 0 //M
′ //M //M
′′ // 0
uma sequeˆncia exata curta. Aplicando HomA(T,−) nesta sequeˆncia e usando
pdA T ≤ 1 obtemos a sequeˆncia exata
Ext1A(T,M
′
) // Ext1A(T,M)
// Ext1A(T,M
′′
) // 0 .
Assim, se M ∈ T1(T ), enta˜o Ext1A(T,M) = 0 donde Ext1A(T,M ′′) = 0 e da´ı,
M
′′ ∈ T1(T ). De maneira ana´loga, se M ′ , M ′′ ∈ T1(T ), enta˜o
Ext1A(T,M
′
) = Ext1A(T,M
′′
) = 0 donde Ext1A(T,M) = 0 e da´ı, M ∈ T1(T ).
Logo T1(T ) e´ fechada por quocientes e extenso˜es e consequentemente, uma classe
de torc¸a˜o.
Observac¸a˜o 2.2.15. Se T e´ fiel, enta˜o GenT conte´m todos os A-mo´dulos injetivos.
Ale´m disso, se T e´ inclinante parcial enta˜o T0(T ) conte´m todos os A-mo´dulos inje-
tivos.
De fato, sendo T fiel enta˜o DAA ∈ GenT , ou seja, GenT conte´m todos os A-
mo´dulos injetivos. Se, ale´m disso, T e´ inclinante parcial enta˜o T induz um par de
torc¸a˜o (T0(T ), T0(F )) com T0(T ) = GenT e F0(T ) = {M | HomA(T,M) = 0 }.
Observac¸a˜o 2.2.16. Se P e´ um A-mo´dulo projetivo-injetivo e T e´ inclinante parcial
fiel, enta˜o P ∈ addT .
Com efeito, sendo P injetivo e T fiel temos que P ∈ GenT . Assim, existe uma
sequeˆncia exata curta
0 // L // Tm // P // 0 .
Uma vez que P e´ projetivo segue que tal sequeˆncia cinde e da´ı, P ∈ addT .
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Definic¸a˜o 2.2.17. Um par de torc¸a˜o (T ,F) diz-se escindido se cada A-mo´dulo
indecompon´ıvel ou pertence a T ou pertence a F .
Proposic¸a˜o 2.2.18 (ver [1], pa´gina 36). Seja (T ,F) um par de torc¸a˜o de modA.
Sa˜o equivalentes:
(a) (T ,F) e´ escindindo.
(b) Para todo A-mo´dulo M , a sequeˆncia canoˆnica cinde.
(c) τ−1M ∈ T , para todo M ∈ T .
(d) τN ∈ F , para todo N ∈ F .
2.3 Mo´dulos inclinantes de dimensa˜o projetiva ≤ 1
Definic¸a˜o 2.3.1. Um A-mo´dulo inclinante parcial T diz-se inclinante se satisfaz a
propriedade adicional
(T3) Existe uma sequeˆncia exata curta
0 // AA // T
′ // T
′′ // 0
com T
′
, T
′′ ∈ addT .
Dualmente define-se mo´dulo coinclinante.
Observac¸a˜o 2.3.2. Todo mo´dulo inclinante T e´ fiel.
Com efeito, sendo T inclinante enta˜o (T3) e´ satisfeita. Logo, existe um monomor-
fismo AA → T0, com T0 ∈ addT , e da´ı AA ∈ CogenT . Logo, T e´ fiel.
Lema 2.3.3. Sejam M, T ∈ modA. Enta˜o existe uma sequeˆncia exata curta
0 //M // E // T0 // 0 (2.1)
com T0 ∈ addT , tal que o morfismo conexa˜o δ : HomA(T, T0)→ Ext1A(T,M) induzido
pelo funtor HomA(T,−) e´ sobrejetivo.
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Demonstrac¸a˜o. Se Ext1A(T,M) = 0 na˜o ha´ nada a fazer. Suponhamos enta˜o que
Ext1A(T,M) 6= 0 e seja { e¯1, . . . , e¯d } um conjunto de geradores do EndT -mo´dulo
Ext1A(T,M).
Representamos cada e¯i por uma sequeˆncia exata:
0 //M
fi // Ei
gi // T // 0 .
Assim, se f = [f1, . . . , fd] : M
d → ⊕di=1Ei e g = [g1, . . . , gd] : ⊕di=1Ei → T d sa˜o as
aplicac¸o˜es induzidas na soma direta, enta˜o temos o seguinte diagrama
0 //M
fi //
u
′
i

Ei
gi //
ui

T //
u
′′
i

0
0 //Md
f // ⊕di=1Ei
g // T d // 0
e´ comutativo com linhas exatas, onde ui, u
′
i, u
′′
i sa˜o as respectivas incluso˜es na i-e´sima
coordenada.
Agora, considerando o morfismo codiagonal k = [1M , . . . , 1M ] : M
d → M e
tomando o push-out (ver apeˆndice) obtemos o seguinte diagrama comutativo com
linhas exatas
0 //M
fi //
u
′
i

Ei
gi //
ui

T //
u
′′
i

0
0 //Md
f //
k

⊕di=1Ei
g //
v

T d //
1
Td

0
0 //M
f
′
// E
g
′
// T d // 0
Como ku
′
i = 1M , o diagrama acima induz outro diagrama comutativo com linhas
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exatas
0 //M
fi // Ei
gi //
vui

T //
u
′′
i

0
0 //M
f
′
// E
g
′
// T d // 0
Se e¯ denota o elemento 0 //M
f
′
// E
g
′
// T d // 0 de Ext
1
A(T
d,M), enta˜o
o u´ltimo diagrama nos diz que e¯i = Ext
1
A(u
′′
i ,M)e¯ = δ(u
′′
i ) para cada 1 ≤ i ≤ d.
Logo δ : HomA(T, T
d)→ Ext1A(T,M) e´ sobrejetivo e a sequeˆncia
0 //M
f
′
// E
g
′
// T d // 0
satisfaz o pedido.
Uma consequeˆncia imediata de (2.3.3) e´ o seguinte lema, chamado Lema de Bon-
gartz, que nos diz que todo mo´dulo inclinante parcial T pode ser completado a um
mo´dulo inclinante.
Lema 2.3.4 (Bongartz). Seja T um mo´dulo inclinante parcial. Enta˜o existe um
mo´dulo E tal que T ⊕ E e´ inclinante.
Demonstrac¸a˜o. Pelo Lema (2.3.3), existe uma sequeˆncia exata
0 // AA // E // T0 // 0 (2.2)
tal que T0 ∈ addT e o morfismo conexa˜o δ : HomA(T, T0)→ Ext1A(T,A) induzido por
HomA(T,−) e´ sobrejetivo.
Aplicando HomA(T,−) em (2.2) obtemos a sequeˆncia exata
. . .HomA(T, T0)
δ // Ext1A(T,A)
// Ext1A(T,E)
// Ext1A(T, T0) = 0 .
Como δ e´ sobrejetivo temos Ext1A(T,E) = 0.
Agora, aplicando sucessivamente os funtores HomA(−, T ) e HomA(−, E) em (2.2)
obtemos as sequeˆncias exatas
0 = Ext1A(T0, T )
// Ext1A(E, T )
// Ext1A(A, T ) = 0
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e0 = Ext1A(T0, E)
// Ext1A(E,E)
// Ext1A(A,E) = 0 .
Logo Ext1A(T,E) = Ext
1
A(E, T ) = Ext
1
A(E,E) = 0 e portanto, Ext
1
A(T ⊕E, T ⊕E) =
0. Como pdA T ≤ 1 temos pdA T0 ≤ 1 e de (2.2) segue que pdAE ≤ 1. Ale´m disso,
a sequeˆncia (2.2) e´ a sequeˆncia de (T3) e consequentemente, T ⊕ E e´ um mo´dulo
inclinante.
Observac¸a˜o 2.3.5. Na demonstrac¸a˜o do Lema de Bongartz provamos que para toda
sequeˆncia exata
0 // AA // E // T0 // 0
com T0 ∈ addT tal que o morfismo conexa˜o e´ sobrejetivo, que existe pelo Lema (2.3.3),
o mo´dulo T ⊕ E e´ inclinante. Tal sequeˆncia diz-se sequeˆncia de Bongartz para
T , e o mo´dulo E diz-se complemento de Bongartz de T .
Corola´rio 2.3.6. Seja E um complemento de Bongartz do mo´dulo inclinante parcial
T . Enta˜o T1(T ) = T1(T ⊕ E).
O teorema seguinte da´ va´rias caracterizac¸o˜es equivalentes dos mo´dulos inclinantes.
Teorema 2.3.7. Seja T um A-mo´dulo inclinante parcial. As seguintes condic¸o˜es sa˜o
equivalentes:
(a) T e´ um mo´dulo inclinante.
(b) T0(T ) = T1(T ).
(c) Para todo M ∈ T1(T ) existe uma sequeˆncia exata
· · · → T2 → T1 → T0 →M → 0
com Ti ∈ addT para todo i.
(d) L e´ Ext-projetivo em T1(T ) se, e somente se, L ∈ addT.
(e) δ(T ) = n = rankK0(A).
Demonstrac¸a˜o. (a)⇒ (b) Pelo Lema (2.2.14), sabemos que T0(T ) ⊆ T1(T ). Recipro-
camente, sejam M ∈ T 1(T ) e
0 // tM //M //M/tM // 0
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a sequeˆncia canoˆnica de M no par de torc¸a˜o (T0(T ),F0(T )). Como M/tM ∈ F0(T ),
tem-se que HomA(T,M/tM) = 0. Por outro lado, aplicando HomA(T,−) na sequeˆncia
canoˆnica, obtemos a sequeˆncia exata
Ext1A(T,M)
// Ext1A(T,M/tM)
// Ext2A(T,M) = 0
pois pdT ≤ 1. Logo Ext1A(T,M) = 0 implica Ext1A(T,M/tM) = 0. Agora, aplicando
HomA(−,M/tM) em
0 // AA // T
′ // T
′′ // 0
com T
′
, T
′′ ∈ addT , obtemos a sequeˆncia exata
0 = HomA(T
′
,M/tM) // HomA(A,M/tM) // Ext
1
A(T
′′
,M/tM) = 0.
Uma vez que M/tM ∼= HomA(A,M/tM) e HomA(A,M/tM) = 0 segue que
M/tM = 0, ou seja, M = tM . Logo tM ∈ T0(T ).
(b) ⇒ (c) Suponhamos que T0(T ) = T1(T ) e seja M ∈ T1(T ). Comec¸amos
provando a existeˆncia de uma sequeˆncia exata
0 // L // T0 //M // 0
com T0 ∈ addT e L ∈ T1(T ).
Com efeito, uma vez que M ∈ GenT enta˜o pelo Lema (2.1.7) segue que toda
addT -aproximac¸a˜o a` direita f : T0 →M de M e´ sobrejetiva. Ponhamos L = Ker f e
apliquemos HomA(T,−) em
0 // L // T0 //M // 0
para obtermos a sequeˆncia exata
. . .HomA(T, T0)
HomA(T,f) // HomA(T,M) // Ext
1
A(T, L)
// Ext1A(T, T0) = 0.
Como f e´ uma addT -aproximac¸a˜o, pelo Lema (2.1.7) temos que o morfismo HomA(T, f)
e´ sobrejetivo. Logo Ext1A(T, L) = 0 e portanto, L ∈ T0(T ) = T1(T ).
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Note que, como L ∈ GenT existe uma sequeˆncia exata
T1 // L // 0
com T1 ∈ addT . Logo a sequeˆncia
T1 // T0 //M // 0
e´ exata. Repetindo o argumento constru´ımos uma sequeˆncia exata
· · · // T2 // T1 // T0 //M // 0
como quer´ıamos.
(c)⇒ (d) Suponhamos que L ∈ addT . Enta˜o L e´ Ext-projetivo em T1(T ).
Reciprocamente, suponhamos que L ∈ T1(T ). Por (c), existe uma sequeˆncia exata
0 // L0 // T0 // L // 0 (2.3)
com T0 ∈ addT e L0 ∈ T1(T ). Como L e´ Ext-projetivo em T1(T ), tem-se que
Ext1A(L,N) = 0 para todo N ∈ T1(T ), em particular, Ext1A(L,L0) = 0.
Logo a sequeˆncia exata (2.3) cinde e portanto, L ∈ addT.
(d)⇒ (a) Seja 0 // A // E // T0 // 0 uma sequeˆncia de Bongartz para
T . Para provarmos que T e´ inclinante basta mostrarmos que E ∈ addT . E por (d),
este caso se reduz a provar que E e´ Ext-projetivo em T1(T ).
Sabemos que T ⊕E e´ inclinante e da´ı, Ext1A(T,E) = 0, donde E ∈ T1(T ). Agora,
seja M ∈ T1(T ). Aplicando HomA(−,M) na sequeˆncia de Bongartz obtemos uma
sequeˆncia exata
0 = Ext1A(T0,M)
// Ext1A(E,M)
// Ext1A(A,M) = 0
donde Ext1A(E,M) = 0.
Logo E e´ Ext-projetivo em T1(T ) e portanto, E ∈ addT .
(a)⇒ (e) ver [14], pa´gina 71.
Observac¸a˜o 2.3.8. Vimos no Teorema (2.3.7) que as classes de torc¸a˜o T0(T ) e T1(T )
coincidem se T e´ inclinante. A partir daqui notaremos por T (T ) = T0(T ) = T1(T ) e
F(T ) = F0(T ) = F1(T ).
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Observac¸a˜o 2.3.9. Na demonstrac¸a˜o do Teorema (2.3.7) vimos que GenT e´ fechado
para kernels de addT -aproximac¸o˜es epimo´rficas a` direita.
Consequeˆncias do Teorema (2.3.7).
Corola´rio 2.3.10 (ver [1], pa´gina 41). Sejam T um A-mo´dulo inclinante e B =
EndTA. Enta˜o:
(a) O funtor HomA(T,−)|T (T ) preserva sequeˆncias exatas curtas.
(b) O funtor Ext1A(T,−)|F(T ) preserva sequeˆncias exatas curtas.
Ao longo da sec¸a˜o procura´vamos condic¸o˜es mı´nimas atendidas por T para que
GenT satisfizesse as condic¸o˜es do enunciado da Proposic¸a˜o (2.1.9). O pro´ximo
corola´rio nos diz que se T e´ um A-mo´dulo inclinante enta˜o temos o desejado.
Corola´rio 2.3.11 (ver [1], pa´gina 41). Sejam T e´ um mo´dulo inclinante e B =
EndTA. Enta˜o M ∈ T (T ) se, e somente se, εM : HomA(T,M) ⊕B T → M e´ um
isomorfismo.
Corola´rio 2.3.12 (ver [1], pa´gina 42). Um mo´dulo inclinante parcial T e´ inclinante
se, e somente se, para todo A-mo´dulo projetivo indecompon´ıvel P existe uma sequeˆncia
exata curta
0 // P // T
′
0
// T
′′
0
// 0
com T
′
0, T
′′
0 ∈ addT .
Exemplo 2.3.13. O A-mo´dulo T = 42 ⊕ 342 ⊕ 4⊕
4
2
1 e´ inclinante.
Vimos no exemplo (2.2.8) que M =42 ⊕ 342 ⊕ 4 e´ inclinante parcial.
Uma vez que
4
2
1 e´ projetivo e M =
4
2 ⊕ 342 ⊕ 4 e´ inclinante parcial segue que T e´
inclinante parcial. Para verificarmos (T3) consideremos as sequeˆncias exatas curtas
0 // 1 //
4
2
1
// 4
2
// 0 , 0 // 32
// 34
2
// 4 // 0 e
0 // 21
//
4
2
1
// 4 // 0
Logo, pelo Corola´rio (2.3.12), T e´ inclinante.
O pro´ximo Corola´rio nos diz que um mo´dulo inclinante e´ um mo´dulo inclinante
parcial que tem um nu´mero maximal de somandos indecompon´ıveis na˜o isomorfos.
Corola´rio 2.3.14 (ver [1], pa´gina 42). Um A-mo´dulo T e´ inclinante se, e somente
se, e´ um mo´dulo inclinante parcial tal que, para cada mo´dulo E tal que T ⊕ E e´
inclinante parcial, temos que E ∈ addT .
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2.4 O teorema de inclinac¸a˜o
Seja A uma a´lgebra de Artin ba´sica e conexa e T um A-mo´dulo inclinante. O
teorema de inclinac¸a˜o, devido a Brenner e Butler, compara as categorias de mo´dulos
sobre A e sobre B = EndT . Ja´ sabemos que o funtor HomA(T,−) aplica addT
em addB. O pro´ximo lema nos diz que a restric¸a˜o deste funtor na subcategoria
GenT = T (T ) = {M ∈ modA | Ext1A(T,M) = 0 } e´ um funtor pleno, fiel e preserva
extenso˜es. Para maiores detalhes e as demonstrac¸o˜es dos resultados abaixo ver [1].
Lema 2.4.1. Sejam A uma a´lgebra, T um A-mo´dulo inclinante e B = EndT . Para
M, N ∈ T (T ) temos os isomorfismos funtoriais.
(a) HomA(M,N) = HomB(HomA(T,M),HomA(T,N)).
(b) Ext1A(M,N) = Ext
1
B(Ext
1
A(T,M),Ext
1
A(T,N)).
Uma observac¸a˜o base da teoria de inclinac¸a˜o e´ que, se TA e´ um mo´dulo inclinante
e B = EndTA, enta˜o BT e´ um B
op-mo´dulo inclinante.
Lema 2.4.2. Sejam A uma a´lgebra, T um A-mo´dulo inclinante e B = EndTA.
Enta˜o BT e´ um B
op-mo´dulo inclinante e a aplicac¸a˜o a 7→ (t 7→ ta) e´ um isomorfismo
A
∼=→ (EndB T )op.
Corola´rio 2.4.3. Sejam A uma a´lgebra, T um A-mo´dulo inclinante e B = EndT .
Enta˜o TA induz um par de torc¸a˜o (X (TA),Y(TA)) em modB, donde X (TA) = DF(BT ) =
{XB ∈ modB |X ⊗B T = 0 } e Y(TA) = DT (BT ) = {YB ∈ modB | TorB1 (Y, T ) =
0 }.
Lema 2.4.4. Sejam A uma a´lgebra, T um A-mo´dulo inclinante e B = EndT . Enta˜o
Y ∈ Y(TA) se, e somente se, o morfismo funtorial δY : Y → HomA(T, Y ⊗B T )
definido por y 7→ (t 7→ y ⊗ t) e´ um isomorfismo.
Teorema 2.4.5 (Teorema de Inclinac¸a˜o). Sejam A uma a´lgebra, T um A-mo´dulo
inclinante e B = EndTA. Enta˜o:
(a) Os funtores HomA(T,−) e −⊗B T induzem equivaleˆncias quase inversas entre
T (T ) e Y(T ).
(b) Os funtores Ext1A(T,−) e TorB1 (−, T ) induzem equivaleˆncias quase inversas en-
tre F(T ) e X (T ).
O Teorema de Inclinac¸a˜o e´ facilmente entendido atrave´s da figura a seguir.
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Figura 2.1: Ilustrac¸a˜o do Teorema de Inclinac¸a˜o.
Observac¸a˜o 2.4.6. A classe sem torc¸a˜o Y(T ) conte´m todos os projetivos.
De fato, segue do Lema da Projetivizac¸a˜o e do Teorema de Inclinac¸a˜o.
Exemplo 2.4.7. Seja A a a´lgebra de caminhos dada pela aljava
4
γ
  



1 2
βoo
3
α
^^=======
com a relac¸a˜o αβ = 0. Conseideremos o A-mo´dulo U = 42 ⊕ 342 ⊕ 4 ⊕
4
2
1 . Calculemos
os pares de torc¸a˜o (T (U),F(U)) e (X (U),Y(U)).
Vimos no Examplo (2.3.13) que o A-mo´dulo U = 42⊕ 342 ⊕4⊕
4
2
1 e´ inclinante. Agora,
calculemos a aljava de Auslander-Reiten de A:
Sabemos que os projetivos indecompon´ıveis sa˜o: P (1) = 1, P (2) =21, P (3) =
3
2
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e P (4) =
4
2
1 . Utilizando o algoritmo Knitinng (ver [13], pa´gina 84), obtemos
3
2
;
;;
;;
;;
; 4
1
:
::
::
::
: 2
BB
:
::
::
::
:
34
2
AA
;
;;
;;
;;
;
2
1
BB
8
88
88
88
88
4
2
AA
3
4
2
1
CC
Ca´lculo do par de torc¸a˜o (T (U),F(U)). Sabemos que T (U) = GenU e F(U) =
{M | HomA(U,M) = 0 }. Assim, pela aljava de Auslander-Reiten conclu´ımos que
T (U) = add{ 42,342 , 4,
4
2
1 , 3 } e F(U) = add{ 1,21 , 2,32 }. Logo, o par de torc¸a˜o (T (U),F(U))
e´ escindido e esta´ e´ dado por
Figura 2.2: Ilustrac¸a˜o do par de torc¸a˜o.
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Seja B = EndU . Calculemos a aljava de B.
Como U tem quatro somandos na˜o isomorfos, enta˜o a aljava de B tem exatamente
quatro ve´rtices. Ale´m disso, sabemos que existe uma flecha i→ j na aljava de B se:
(1) i 6= j
(2) existe um morfismo na˜o-nulo de A-mo´dulos f : Tj → Ti
(3) f na˜o e´ fator na˜o trivial de nenhum dos Tl.
Pela aljava de Auslander-Reiten de A, vemos os seguintes morfismos na˜o-nulos:
f1 : U1 → U2, f2 : U2 → U3 e f3 : U3 → U4. Como f3f2 6= 0, f2f1 6= 0, enta˜o a aljava
de B na˜o possui relac¸o˜es e e´ dada por:
1
′
2
′oo 3
′oo 4
′oo .
Calculemos a ac¸a˜o dos funtores HomA(U,−) e Ext1A(U,−) sobre os A mo´dulos
indecompon´ıveis
T (U) = add{ 42,342 , 4,
4
2
1 , 3 } e F(U) = add{ 1,21 , 2,32 }.
Sabemos que dim HomA(U,
4
2
1 ) = (dim HomA(U1,
4
2
1 ), . . . , dim HomA(U4,
4
2
1 )) = (1, 0, 0, 0),
donde HomA(U,
4
2
1 ) = 1
′
. De maneira ana´loga encontramos HomA(U,
4
2 ) =
2
′
1′ ,
HomA(U,
34
2 ) =
2
′
1′ ), HomA(U,
34
2 ) =
3
′
2
′
1
′ , HomA(U, 4) =
4
′
3
′
2
′
1
′
e HomA(U, 3) = 3
′
Por outro lado, como U e´ inclinante temos pdU ≤ 1. Assim, pelas fo´rmulas de
Auslander-Reiten, dim Ext1A(U, 1) = dim HomA(1, τU) = (0, 1, 0, 0), donde
Ext1A(U, 1) = 2
′
. De maneira ana´loga obtemos Ext1A(U,
2
1 ) =
4
′
3
′
2
′ , Ext
1
A(U, 2) =
4
′
3′ e
Ext1A(U,
3
2 ) = 4
′
.
Logo, pelo Teorema de Inclinac¸a˜o, X (U) = add{ 2′ ,
4
′
3
′
2
′ ,4
′
3′ , 4
′
, 3 } e
Y(U) = add{ 1′ ,2′
1′ ,
3
′
2
′
1
′ ,
4
′
3
′
2
′
1
′
, 3
′ }. O par de troc¸a˜o (X (U),Y(U)) na˜o e´ escindido, pois
3
′
2′ /∈ X (U) e 3
′
2′ /∈ Y(U).
Γ(modB) esta´ dado por:
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Figura 2.3: Ilustrac¸a˜o de Γ(modB).
2.5 Consequeˆncias do teorema de inclinac¸a˜o
Uma primeira consequeˆncia importante do Teorema de Inclinac¸a˜o e´ a relac¸a˜o
entre as dimenso˜es globais da a´lgebra de partida e da a´lgebra de endomorfismos de
um mo´dulo inclinante.
Seja C uma subcategoria plena de uma categoria de mo´dulos. Denotamos por pd C
o supremo das dimenso˜es projetivas dos mo´dulos de C.
Lema 2.5.1. Sejam A uma a´lgebra e C uma classe sem torc¸a˜o de modA que conte´m
os projetivos. Enta˜o dim. gl. A ≤ 1 + pd C.
Demonstrac¸a˜o. Sabemos que para todo A-mo´dulo M existe uma sequeˆncia exata
curta
0 // L // P //M // 0
com P projetivo. Uma vez que P ∈ C e C e´ fechada por submo´dulos segue que L ∈ C.
Logo pdM ≤ 1 + pdL ≤ 1 + pd C e portanto, dim. gl. A ≤ 1 + pd C.
Lema 2.5.2. Seja A uma a´lgebra e T um A-mo´dulo inclinante. Para todo M ∈ T (T )
tem-se pd HomA(T,M) ≤ pdM.
Demonstrac¸a˜o. Faremos a prova usando induc¸a˜o sobre n = pdM . Se n = 0, enta˜o
M e´ projetivo. Como M ∈ T (T ) tem-se que M ∈ addT . Logo, pelo Lema da
Projetivizac¸a˜o, HomA(T,M) e´ projetivo e portanto, pd HomA(T,M) ≤ pdM.
Agora, suponhamos que n ≥ 1. Uma vez que T e´ inclinante e M ∈ T (T ), pelo
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Teorema (2.3.7), existe uma sequeˆncia exata
0 // L // T0 //M // 0 (2.4)
com T0 ∈ addT e L ∈ T (T ). Como HomA(T,−)|T (T ) e´ exato, enta˜o deduzimos a
sequeˆncia exata
0 // HomA(T, L) // HomA(T, T0) // HomA(T,M) // 0 .
Aplicando HomA(−, N) em (2.4) e usando n = pdM obtemos a sequeˆncia exata
ExtnA(T0, N) // Ext
n
A(L,N) // Ext
n+1
A (M,N) = 0 .
Consideramos agora dois casos. Se n = 1, consideremos N ∈ T (T ). Enta˜o
Ext1A(T0, N) = 0 e portanto, Ext
1
A(L,N) = 0. Logo L e´ Ext-projetivo em T (T ).
Pelo Teorema (2.3.7), L ∈ addT e consequentemente, HomA(T, L) e´ um B-mo´dulo
projetivo. Da´ı pd HomA(T,M) ≤ HomA(T, L) + HomA(T, T0) ≤ 1.
Se n > 1, enta˜o pdT0 ≤ 1 implica que ExtnA(T0, N) = 0. Logo ExtnA(L,N) = 0
para todo A-mo´dulo N e da´ı, pdL ≤ n − 1. Da hipo´tese de induc¸a˜o temos que
pd HomA(T, L) ≤ n− 1 e da segunda sequeˆncia exata acima obtemos
pd HomA(T,M) ≤ 1 + pd HomA(T, L) ≤ n.
Teorema 2.5.3. Seja A uma a´lgebra e T um A-mo´dulo inclinante e B = EndTA.
Enta˜o
| dim. gl. A− dim. gl. B| ≤ 1.
Demonstrac¸a˜o. Sabemos que a classe sem torc¸a˜o Y(T ) em modB que conte´m os B-
mo´dulos projetivos. Seja Y Y(T ). Pelo Teorema de inclinac¸a˜o, existe M ∈ T (T ) tal
que Y ∼= HomA(T,M). Pelo Lema (2.5.2), pdY ≤ pdM ≤ dim. gl. A. Portanto,
pdY(T ) ≤ dim. gl. A. Pelo Lema (2.5.1), dim. gl. B ≤ 1 + pdY(T ) ≤ 1 + dim. gl. A e
da´ı, dim. gl. B ≤ 1 + dim. gl. A.
Por outro lado, considerando T um Bop-mo´dulo inclinado, obtemos de maneira
ana´loga que dim. gl. B˜ ≤ 1 + dim. gl. B, onde B˜ = (EndB T )op. Pelo Lama (2.4.2),
B˜ ∼= A e portanto, dim. gl. A ≤ 1 + dim. gl. B.
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Teorema 2.5.4 ( ver [1], pa´gina 62 ). Seja A uma a´lgebra e T um A-mo´dulo in-
clinante e B = EndTA. A aplicac¸a˜o f : K0(A) → K0(B) definida por M 7→
dim HomA(T,M)− dim Ext1A(T,M) e´ um isomorfismo de grupos.
Exemplo 2.5.5. Sejam A e B as a´lgebras dadas no exemplo (2.4.7). Calculemos
dim. gl. A e dim. gl. B.
Sabemos que, para uma a´lgebra A vale
dim. gl. A = sup{S |S e´ um A−mo´dulo simples }.
Assim, calculemos as dimenso˜es projetivas dos A-mo´dulos simples. Temos as seguintes
resoluc¸o˜es projetivas:
0 // 1 // 1 // 0 ,
0 // 1 // 21
// 2 // 0 ,
0 // 1 // 21
// 3
2
// 3 // 0 e
0 // 21
//
3
2
1
// 2 // 0 .
Portanto, pd 1 = 0, pd 2 = 1 = pd 4, enquanto que pd 3 = 2. Logo, dim. gl. A = 2.
Para a a´lgebra B, consideremos a seguinte resoluc¸a˜o projetiva:
0 // 1
′ // 2
′
1′
//
3
′
2
′
1
′
//
4
′
3
′
2
′
1
′
// 4
′ // 0
Logo, pd 4
′
= 3. Como | dim. gl. A − dim. gl. B| ≤ 1 e dim. gl. A = 2 temos
dim. gl. B = 3.
Terminamos esta sec¸a˜o com um crite´rio que nos permitira´ dizer se os pares de
torc¸a˜o (X (T ),Y(T )) e (T (T ),F(T )) sa˜o escindidos.
Teorema 2.5.6 ( ver [1], pa´gina 65 ). Seja A uma a´lgebra e T um A-mo´dulo incli-
nante. Enta˜o
(a) (X (T ),Y(T )) e´ escindido se, e somente se, idF(T ) ≤ 1.
(b) (T (T ),F(T )) e´ escindido se, e somente se, pdX (T ) ≤ 1.
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2.6 Mo´dulos r-inclinantes
Ao longo deste cap´ıtulo esta´vamos interessados em comparar as categorias de
mo´dulos sobre uma a´lgebra de Artin A e sobre a a´lgebra de endomorfismos B =
EndT , onde T ∈ modA. Vimos que se T e´ um mo´dulo inclinante, enta˜o o Teorema
de Inclinac¸a˜o nos diz que essas categorias sa˜o equivalentes. Ale´m disso, vimos que
se A e B sa˜o a´lgebras artinianas, enta˜o o grupo de Grothendieck de A e o grupo de
Grothendieck de B sa˜o isomorfos e, ale´m disso, vimos tambe´m que existe uma relac¸a˜o
entre as dimenso˜es globais de A eB. Nesta sec¸a˜o apresentaremos generalizac¸o˜es desses
resultados, fundamentais na teoria de inclinac¸a˜o, utilizando o conceito de mo´dulos r-
inclinantes.
Comec¸amos com a seguinte definic¸a˜o:
Definic¸a˜o 2.6.1. Seja T um A-mo´dulo. Dizemos que T e´ um mo´dulo r-inclinante
se ele satisfaz as seguintes condic¸o˜es:
(T
′
1) pdT ≤ r.
(T
′
2) Ext
i
A(T, T ) = 0 para todo 1 ≤ i ≤ r.
(T
′
3) Existe uma sequeˆncia exata
0 // AA // T0 // T1 // · · · // Tr // 0
com Ti ∈ addT para todo 1 ≤ i ≤ r.
Observac¸a˜o 2.6.2. Se r = 1 na definic¸a˜o acima, enta˜o a definic¸a˜o de T coincide
com a definic¸a˜o anterior de mo´dulo inclinante, o qual continuaremos chamando de
mo´dulo inclinante.
Seja r ∈ Z um inteiro na˜o-negativo fixo. Para cada T ∈ modA e cada inteiro
e ≥ 0, KEe(T ) e´ definido como
KEe(T ) = {M ∈ modA | ExtiA(T,M) = 0, se 0 ≤ i ≤ r + e e i 6= e },
e KTe(T ) e´ definido como
KTe(T ) = { AM ∈ modA | TorAi (M,T ) = 0, se 0 ≤ i ≤ r + e e i 6= e }.
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Observac¸a˜o 2.6.3. Seja T um A-mo´dulo r-inclinante, com pdA T = r. Enta˜o:
(i) Se e = 0, enta˜o
KE0(T ) = {M ∈ modA | ExtiA(T,M) = 0, se 1 ≤ i ≤ r }
= {M ∈ modA | ExtiA(T,M) = 0, se i > 0 }
e
KT0(T ) = { AM ∈ modA | TorAi (M,T ) = 0, se 1 ≤ i ≤ r }
= { AM ∈ modA | TorAi (M,T ) = 0, se i > 0 }
(ii) Se e = 1, enta˜o
KE1(T ) = {M ∈ modA | ExtiA(T,M) = 0, se 0 ≤ i ≤ r + 1 e i 6= 1 }
= {M ∈ modA | Ext0A(T,M) = 0 e ExtiA(T,M) = 0, se i > 1 }
= {M ∈ modA | HomA(T,M) = 0 } ∩ {M ∈ modA | ExtiA(T,M) = 0, se i > 1 }
= {M ∈ modA | HomA(T,M) = 0 }
e
KT1(T ) = { AM ∈ modA | TorAi (M,T ) = 0, se 0 ≤ i ≤ r + 1 e i 6= 1 }
= { AM ∈ modA | TorA0 (M,T ) = 0 e TorAi (M,T ) = 0, se i > 1 }
= { AM ∈ modA |M ⊗A T = 0 } ∩ {M ∈ modA | TorAi (T,M) = 0, se i > 1 }
= { AM ∈ modA |M ⊗A T = 0 }
Teorema 2.6.4. Seja T um A-mo´dulo r-inclinante. Enta˜o:
(a) T⊥ ⊆ GenT . Ale´m disso, esta inclusa˜o pode ser pro´pria.
(b) Para todo M ∈ T⊥ existe uma sequeˆncia exata
· · · // T2 // T1 // T0 //M // 0
com Ti ∈ addT para todo i.
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(c) L e´ Ext-projetivo em T⊥ se, e somente se, L ∈ addT .
Demonstrac¸a˜o. (a) Ver [11], pa´gina 265.
(b) Seja M ∈ T⊥. Pelo item (a), M ∈ GenT e da´ı existe uma sequeˆncia exata
0 // L // T0
f0 //M // 0
com L = ker f0. Aplicando HomA(T,−) na sequeˆncia exata acima obtemos a sequeˆncia
exata longa
0 // HomA(T, L) // HomA(T, T0)
δ // HomA(T,M)
// Ext1A(T, L)
// Ext1A(T, T0)
// Ext1A(T,M)
...
...
...
· · · // ExtmA (T, L) // ExtmA (T, T0) // ExtmA (T,M) · · ·
Como f0 : T0 → M e´ uma addT -aproximac¸a˜o a` direita de M temos que δ =
HomA(T, f0) e´ um epimorfismo, donde Ext
1
A(T, L) = 0. Por outro lado, como T0 ,M ∈
T⊥ segue que ExtiA(T, T0) = Ext
i
A(T,M) = 0 para todo i > 0. Assim, Ext
i
A(T, L) = 0
para todo i > 0 e da´ı L ∈ T⊥ ⊆ GenT . Assim, existe epimorfismo f1 : T1 → L com
T1 ∈ addT . Donde a sequeˆncia
T1
f1 // T0
f0 //M // 0
e´ exata. Repetindo o argumento obtemos o desejado.
(c) Se L ∈ addT , enta˜o ExtiA(T, L) = 0 para todo i > 0, donde L ∈ T⊥.
Reciprocamente, suponhamos que L seja Ext-projetivo em T⊥. Por (b), existe
uma sequeˆncia exata
0 // L
′ // T0
f // L // 0
com L
′
= ker f ∈ T⊥. Como L e´ Ext-projetivo em T⊥ e L′ = Coker f ∈ T⊥ segue que
Ext1A(L,L
′
) = 0, ou seja, a sequeˆncia exata acima cinde. Logo, L e´ somando direto
de T0 e portanto, L ∈ addT .
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Observac¸a˜o 2.6.5. Foi demonstrado no item (b) que se f : To → M e´ um epimor-
fismo, onde T0 ∈ addT , enta˜o ker f ∈ T⊥.
Sabemos que todo mo´dulo inclinante parcial T pode ser completado para um
mo´dulo inclinante, mas este na˜o e´ o caso para mo´dulos r-inclinantes. Assim, um
mo´dulo T qualquer satisfazendo (T
′
1) e (T
′
2) da definic¸a˜o de mo´dulos r-inclinantes,
para r ≥ 2, na˜o necessariamente pode ser completado para um mo´dulo r-inclinante.
A seguir exibiremos um exemplo onde tal situac¸a˜o acontece.
Lema 2.6.6. Seja A a a´lgebra de caminhos sobre um corpo K dada pela aljava
2
β
=
==
==
==
1
α
@@
3
γ
oo
δoo
com relac¸o˜es αβ = βγ = δα = 0. Enta˜o dim. gl. A = 4 e o A-mo´dulo simples S(2)
satisfaz (T
′
1) e (T
′
2) da definic¸a˜o de mo´dulos r-inclinantes mas na˜o e´ somando direto
de nenhum mo´dulo r-inclinante.
Demonstrac¸a˜o. Ver [11], pa´gina 264.
Isso nos motiva a seguinte definic¸a˜o:
Definic¸a˜o 2.6.7. Seja X ∈ modA. Dizemos que X e´ auto-ortogonal se
ExtiA(X,X) = 0 para todo i > 0, e dizemos que X e´ excepcional se X e´ auto-
ortogonal e pdAX ≤ r. Quando X e´ somando direto de um mo´dulo r-inclinante
dizemos que X e´ um mo´dulo r-inclinante parcial. Se, ale´m disso, δ(X) = n − 1
dizemos que X e´ um mo´dulo r-inclinante parcial quase completo.
Observac¸a˜o 2.6.8. Todo A-mo´dulo T satisfazendo (T
′
1) e (T
′
2) da definic¸a˜o de mo´dulos
r-inclinantes e´ excepcional, em particular, todo mo´dulo inclinante parcial e´ excep-
cional.
De fato, seja T um A-mo´dulo satisfazendo (T
′
1) e (T
′
2). Enta˜o pdA T ≤ r e
Ext(T, T ) = 0 para todo 1 ≤ i ≤ r. Uma vez que pdA T ≤ r segue que ExtiA(T,M) =
0 para todo M ∈ modA e todo i > r. Logo ExtiA(T, T ) = 0 para todo i > 0.
Agora enunciaremos alguns resultados encontrados em [15].
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Lema 2.6.9. Seja T ∈ modA um mo´dulo r-inclinante e seja
0 // Y
′ // Y // Y
′′ // 0
uma sequeˆncia exata em modA, com Y ∈ KE0(T ). Enta˜o temos o seguinte isomor-
fismo
ExtiA(T, Y
′′
)
∼ // Exti+1A (T, Y
′
)
para todo i ≥ 1. Em particular, ExtrA(T, Y ′′) = 0.
Uma consequeˆncia imediata desse lema e´ que T⊥ e´ fechado para cokernel de
monomorfismo.
Corola´rio 2.6.10. Seja T ∈ modA um mo´dulo r-inclinante e seja
Xr // · · · // X1 // Y0 // 0
uma sequeˆncia exata em modA tal que cada Xj ∈ KE0(T ). Enta˜o Y0 ∈ KE0(T ).
Corola´rio 2.6.11. Seja T ∈ modA um mo´dulo excepcional, com pdA T ≤ r, e seja
0 // Y0 // X1 // · · · // Xr
uma sequeˆncia exata em modA tal que cada Xj ∈ KT0(T ). Enta˜o Y0 ∈ KT0(T ).
Vimos no Lema (2.4.2) que se TA e´ um A-mo´dulo inclinante e B = EndTA,
enta˜o BT e´ um B
op-mo´dulo inclinante e a aplicac¸a˜o a 7→ (t 7→ ta) e´ um isomorfismo
A
∼→ (EndB T )op. O pro´ximo teorema nos da´ uma generalizac¸a˜o desse lema para um
mo´dulo inclinante generalizado T .
Teorema 2.6.12. Seja A uma a´lgebra, T um A-mo´dulo r-inclinante e B = EndTA.
Enta˜o BT e´ um B
op-mo´dulo inclinante generalizado e a aplicac¸a˜o a 7→ (t 7→ ta) e´ um
isomorfismo A
∼→ (EndB T )op.
Lema 2.6.13. Sejam T um A-mo´dulo excepcional, com pdA T = r, e EndT = B.
Enta˜o, para cada BY ∈ KE0(BT ) existem HomB(T, Y ) ∈ KT0(T ) e um isomorfismo
HomB(T, Y )⊗A T ∼→ Y dado por f ⊗ t 7→ f(t).
Lema 2.6.14. Sejam T um A-mo´dulo excepcional, com pdA T = r, e EndT = B.
Enta˜o, para cada YB ∈ KT0(BT ) existem T ⊗B Y ∈ KE0(T ) e um isomorfismo
YB
∼→ HomA(T, T ⊗B Y ) dado por y 7→ (t 7→ t⊗ y).
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Teorema 2.6.15. Sejam T um A-mo´dulo excepcional, com pdA T = r, e EndT = B.
Seja e ≥ 0 um inteiro, e seja BY ∈ KEe(BT ). Enta˜o ExteB(T, Y ) ∈ KTe(T ) e existe
um isomorfismo
TorAe (Ext
e
B(T, Y ),B T )
∼−→B Y.
Teorema 2.6.16. Sejam T um A-mo´dulo excepcional, com pdA T = r, e EndT = B.
Seja e ≥ 0 um inteiro, e seja YB ∈ KTe(TB). Enta˜o TorBe (T, Y ) ∈ KEe(T ) e existe
um isomorfismo
YB
∼−→ ExteA(BT,TorBe (T, Y )).
Teorema 2.6.17. Seja T um mo´dulo r-inclinante generalizado e seja e ∈ Z tal que
0 ≤ e ≤ r. Enta˜o as categorias KEe(T ) e KTe(BT ) sa˜o equivalentes sob os funtores
ExteA(T,−) e TorAe (T,−) , que sa˜o multuamente inversos entre si.
Este teorema e´ considerado como uma generalizac¸a˜o do Teorema de Inclinac¸a˜o.
Teorema 2.6.18. Sejam T um A-mo´dulo r-inclinante e EndT = B. Se A e B sa˜o
a´lgebras artinianas, enta˜o a aplicac¸a˜o
Ext : K0(A)→ K0B, [X] 7→
∑
i≥0
(−1)i[ExtiA(BT,X)]
e´ um isomorfismo de grupos. Ale´m disso, sua inversa e´ dada por
Tor : K0(B)→ K0(A), [y] 7→
∑
i≥0
(−1)i[TorBi (T, Y )].
Corola´rio 2.6.19. Sejam T um A-mo´dulo r-inclinante e EndT = B. Se A e B sa˜o
a´lgebras artinianas, enta˜o o nu´mero de classes de isomorfismos de A-mo´dulos simples
e´ igual ao nu´mero de classes de isomorfismos de B-mo´dulos simples. Em particular,
se rankK0(A) = n e δ(T ) = m, enta˜o m = n.
Observac¸a˜o 2.6.20. Seja T um mo´dulo r-inclinante. Se X e´ um somando direto
indecompon´ıvel de T , enta˜o X ∈ addTi para algum Ti em (T ′3).
De fato, suponhamos que exista um somando direto indecompon´ıvel X de T tal
que X /∈ addTi para todo Ti em (T ′3). Enta˜o, se T = M ⊕ X temos que M e´ um
mo´dulo r-inclinante com δ(M) = n− 1 o que e´ uma contradic¸a˜o.
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Observac¸a˜o 2.6.21 (ver [8], pa´gina 150). Se T e´ um mo´dulo r-inclinante, X ∈ T⊥
e pdAX <∞, enta˜o X admite uma addT -resoluc¸a˜o finita
0→ Tr → Tr−1 → · · · → T0 → X → 0.
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Cap´ıtulo 3
A aljava de mo´dulos r-inclinantes
Ao longo deste cap´ıtulo, consideremos r um inteiro na˜o-negativo.
Seja A um a´lgebra de Artin e modA a categoria dos A-mo´dulos a` direita finita-
mente gerados. Denotaremos por ΩA o conjunto de todos os A-mo´dulos r-inclinantes,
a menos de isomorfismos. O objetivo deste cap´ıtulo e´ definirmos a aljava de mo´dulos
r-inclinantes ~KA. Quando r ≤ 1, denotaremos especialmente por Ω1A e ~K1A ao inve´s
de ΩA e ~KA, respectivamente.
3.1 O complemento Bongartz
Ao longo desta sec¸a˜o trabalharemos com mo´dulos inclinantes, ou seja, mo´dulos
r-inclinantes com r ≤ 1.
Vimos no cap´ıtulo anterior que todo mo´dulo inclinante parcial T =
⊕r
i=1 Ti pode
ser completado para um mo´dulo inclinante T ⊕X, onde X era escolhido da seguinte
maneira: Tomamos uma sequeˆncia exata curta
0 // AA // X //
r⊕
i=1
T µii // 0
com a propriedade que, para qualquer k = 1, . . . , r, o morfismo induzido
HomA(Tk,
r⊕
i=1
T µii )→ Ext1A(Tk, A),
e´ sobrejetivo. Observe que tal escolha para X na˜o necessariamente e´ u´nica, mas
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outras poss´ıveis escolhas para X diferem apenas por somandos diretos em addT ⊕X,
a menos de isomorfismos. Logo T ⊕ X determina um mo´dulo 1-inclinante livre de
multiplicidade T˜ =
⊕n
i=1 Ti, que e´ u´nico a menos de isomorfismos.
A seguinte proposic¸a˜o e´ uma ferramenta muito u´til para decidirmos quando um
complemento
⊕n
i=r+1 Ti do mo´dulo inclinante parcial
⊕r
i=1 Ti e´ um complemento
Bongartz, onde T =
⊕n
i=1 Ti.
Proposic¸a˜o 3.1.1. Seja T =
⊕n
i=1 Ti um mo´dulo inclinante. Sa˜o equivalentes:
(a)
⊕n
i=r+1 Ti e´ um complemento Bongartz de
⊕r
i=1 Ti.
(b) Para cada j = r + 1, . . . , n, temos Tj /∈ GenT [j].
Demonstrac¸a˜o. (a) ⇒ (b) Seja ⊕ni=r+1 Ti um complemento Bongartz de ⊕ri=1 Ti e
suponha que existe Tj ∈ GenT [j] para algum j > r. Assim, existe um epimorfismo
f :
⊕
i 6=j T
νi
i → Tj.
Uma vez que
⊕n
i=r+1 Ti e´ um complemento Bongartz para
⊕r
i=1 Ti, existe uma
sequeˆncia exata
0 // AA //
n⊕
i=r+1
T ρii //
r⊕
i=1
T υii // 0
Podemos escrever essa sequeˆncia da seguinte forma:
0 // AA
ϕ // T
ρj
j ⊕
⊕
i 6=j
T ρii //
r⊕
i=1
T µii // 0
Como f e´ epimorfismo, existe um epimorfismo f¯ : (
⊕
i 6=j T
νi
i )
ρj → T ρjj induzido
por f e portanto, existe epimorfismo h : M →M ′ , onde M = (⊕i 6=j T νii )ρj⊕⊕i 6=j T ρii
e M
′
= T
ρj
j ⊕
⊕
i 6=j T
ρi
i . Da´ı e da projetividade de AA existe morfismo g : AA → M
tal que o seguinte diagrama
AA
ϕ

g
~~|
|
|
|
M
h //M
′ // 0
comuta, isto e´, hg = ϕ. Como ϕ e´ monomorfismo segue que g e´ monomorfismo.
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Logo, constru´ımos o seguinte diagrama comutativo com linhas exatas
0 // AA //M
′ //
r⊕
i=1
T µii // 0
0 // AA //M //
OO
X //
OO
0
O u´ltimo quadrado da direita nos fornece uma sequeˆncia exata
0 //M //M
′ ⊕X //
r⊕
i=1
T µii // 0
a qual cinde. Mas como Tj e´ somando de M
′
, enta˜o e´ isomorfo a algum Ti para i 6= j,
o que e´ uma contradic¸a˜o.
Logo Tj /∈ GenT [j] para todo j > r.
(b)⇒ (a) Suponhamos que Tj /∈ GenT [j] para todo j > r e seja
0 // AA //
n⊕
i=1
Tαii
h //
n⊕
i=1
T βii // 0
uma sequeˆncia exata.
Se piβj :
⊕n
i=1 T
βi
i → T βjj e´ a projec¸a˜o canoˆnica, enta˜o para todo j > r, com
βj > 0, a composic¸a˜o piβjh :
⊕n
i=1 T
αi
i → T βjj e´ um epimorfismo e como Tj /∈ GenT [j]
para todo j > r temos que piβjh deve ser uma retrac¸a˜o. Assim, podemos escolher
uma sequeˆncia de tal maneira que βj = 0 para todo j > r.
Agora, observe que como todo somando direto de T deve aparecer na sequeˆncia
exata acima (observac¸a˜o (2.6.20)) e podemos assumir βj = 0 para todo j > r temos
que
⊕n
i=r+1 Ti e´ um complemento Bongartz de
⊕r
i=1 Ti.
Seja M =
⊕n−1
i=1 Ti um mo´dulo inclinante parcial.
Sabemos que existe complemento Bongartz Tn de M tal que M ⊕ Tn e´ inclinante.
Agora estamos interessados em saber se existem complementos T
′
n de M que na˜o
sa˜o Bongartz, e se existem, qual a relac¸a˜o entre eles. O pro´ximo resultado nos diz
que T admite, no ma´ximo, um complemento T
′
n na˜o isomorfo a Tn ale´m de fornecer
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uma relac¸a˜o entre esses complementos, a qual sera´ utilizada para generalizarmos a
definic¸a˜o da aljava ~KA dos mo´dulos inclinantes.
Proposic¸a˜o 3.1.2. Se M e´ mo´dulo inclinante parcial quase completo, enta˜o existe
no ma´ximo um complemento T
′
n na˜o isomorfo a Tn tal que M ⊕ T ′n e´ um mo´dulo
inclinante e M tem um u´nico complemento indecompon´ıvel (a menos de isomorfismos)
se, e somente se, M e´ na˜o fiel. Ale´m disso, se um tal T
′
n existe, enta˜o existe uma
sequeˆncia exata
0 // Tn //
n−1⊕
i=1
T λii
// T
′
n
// 0 .
Demonstrac¸a˜o. Seja T
′
n um indecompon´ıvel na˜o isomorfo a Tn tal que M ⊕ T ′n e´
um mo´dulo inclinante. Pela Proposic¸a˜o (3.1.1), T
′
n ∈ GenM . Assim, existe um
epimorfismo g :
⊕n−1
i=1 T
λi
i → T ′n. Consideremos tal epimorfismo um morfismo poc¸o
de addT para T
′
n.
Agora, consideremos a sequeˆncia exata
0 // Z
f //
n−1⊕
i=1
T λii
g // T
′
n
// 0 (3.1)
Z = ker g.
Uma vez que g e´ um morfismo poc¸o segue que f esta´ no radical de modA, isto
e´, a restric¸a˜o de f a algum somando direto indecompon´ıvel de Z nunca e´ uma sec¸a˜o.
Ale´m disso, qualquer morfismo de Z para Tj se fatora atrave´s de f , uma vez que
temos que Ext1A(T
′
n, Tj) = 0 para todo j = 1, . . . , n − 1. Logo Z na˜o tem somandos
diretos pertencentes a addT . Como g esta´ no radical de modA segue que f e´ um
morfismo fonte de Z para addT .
Observe que da sequeˆncia exata acima e de pdTi ≤ 1, para i = 1, . . . , n, segue que
pdZ ≤ 1 e ale´m disso, Ext1A(Tj, Z) = 0 para todo j = 1, . . . , n − 1, pois Tj ∈ addT
e Z ∈ T (T ). Agora, aplicando HomA(−, Z) em (3.1) e usando que Ext2A(T ′n, Z) = 0,
pois pdT
′
n ≤ 1, obtemos Ext1A(Z,Z) = 0. Logo, T ⊕ Z e´ um A mo´dulo inclinante.
Suponhamos que exista epimorfismo h : T
′ → Z, com T ′ ∈ addT , enta˜o temos
uma sequeˆncia exata
0 // Y // T
′ h // Z // 0 (3.2)
com Y = kerh. Aplicando HomA(T
′
n,−) em (3.2) e usando pdT ′n ≤ 1 obtemos um
epimorfismo Ext1A(T
′
n, T
′
)→ Ext1A(T ′n, Z). Mas isto e´ imposs´ıvel, pois Ext1A(T ′n, T ′) =
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0 e (3.1) na˜o cinde, ou seja, Ext1A(T
′
n, Z) 6= 0. Logo, pela Proposic¸a˜o (3.1.1), Z e´ um
complemento Bongartz para T e, portanto, Z ∼= T λn para algum λ > 0.
Agora, para mostrarmos que λ = 1, consideremos ψ : Tn → T ′ um morfismo fonte
de Tn em addT . Assim, o morfismo
ψ 0
. . .
0 ψ
 : T λn → T ′λ,
satisfaz a primeira condic¸a˜o da definic¸a˜o de morfismo fonte, e ele e´, portanto, isomorfo
a [
f
0
]
: T λn →
n−1⊕
i=1
T λii ⊕ T
′′
,
para algum T
′′ ∈ addT . Comparando os cokernels, conclu´ımos que
(Cokerh)λ ∼= T ′′ ⊕ T ′n e como T ′n /∈ addT ′′ temos, pelo teorema de Krull-Schimidt,
λ = 1.
Finalmente, como f : Tn →
n−1⊕
i=1
T λii e´ um morfismo fonte, seu cokernel T
′
n e´
univocamente determinando, a menos de isomorfismos, por Tn.
3.2 Definindo a aljava de mo´dulos r-inclinantes
Comec¸amos definindo a aljava de mo´dulos inclinantes.
Definic¸a˜o 3.2.1. Os ve´rtices de ~K1A sa˜o os elementos de Ω1A e para cada mo´dulo incli-
nante parcial quase completo M =
⊕n−1
i=1 Ti, existe uma flecha M ⊕Tn →M ⊕T
′
n em
~K1A se o indecompon´ıvel Tn e´ o complemento Bongartz de M e T ′n e´ um complemento
indecompon´ıvel para M na˜o isomorfo a Tn.
Observac¸a˜o 3.2.2. Se M ⊕Tn →M ⊕T ′n e´ uma flecha em ~K1A, enta˜o T (M ⊕T ′n) (
T (M ⊕ Tn).
Com efeito, pela Proposic¸a˜o (3.1.2) existe uma sequeˆncia exata
0 // Tn // M˜ // T
′
n
// 0
com M˜ ∈ addM . Ale´m disso, Tn /∈ T (M ⊕ T ′n). De fato, caso contra´rio ter´ıamos
que Ext1A(M ⊕T ′n, Tn) = 0 o que implicaria Ext1A(T ′n, Tn) = 0 e da´ı, a sequeˆncia exata
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acima cindiria, ou seja, Tn ∈ addM . Contradic¸a˜o. Agora, seja N ∈ T (M ⊕ T ′n).
Aplicando HomA(−, N) na sequeˆncia exata acima obtemos a sequeˆncia exata
0 = Ext1A(M,N)
// Ext1A(Tn, N)
// Ext2A(T
′
n, N) = 0
donde Ext1A(Tn, N) = 0. Uma vez que Ext
1
A(M,N) = 0 segue que Ext
1
A(M⊕Tn, N) =
0, ou seja, N ∈ T (M ⊕ Tn). Logo T (M ⊕ T ′n) ( T (M ⊕ Tn).
Antes de enunciarmos o pro´ximo resultado, definiremos os seguintes conjuntos:
Para cada mo´dulo r-inclinante parcial M de multiplicidade livre, denotamos por
~lk(M) a seguinte subaljava de ~K1A
~lk(M) = {T ∈ ~K1A |M e´ somando direto de T}
E por lk(M) o seguinte subconjunto de ΩA
lk(M) = {T ∈ Ω1A |M e´ somando direto de T}
Lema 3.2.3. Seja M um mo´dulo inclinante parcial de multiplicidade livre. Se existe
um caminho T 1 → T 2 → · · · → T s em ~K1A com T 1, T s ∈ ~lk(M), enta˜o todo o caminho
esta´ em ~lk(M).
Demonstrac¸a˜o. Suponhamos que M = ⊕ri=1Ti.
Suponhamos s > 0 e seja T (T 1) uma classe de torc¸a˜o com T 1 = M ⊕ L.
Mostraremos que T 2 ∈ ~lk(M). Por definic¸a˜o, T 1 = N ⊕ X e T 2 = N ⊕ Y com
X e Y indecompon´ıveis na˜o isomorfos, X complemento Bongartz para N e ale´m
disso, existe uma sequeˆncia exata
0 // X // N˜ // Y // 0
com N˜ ∈ addN . Pela Observac¸a˜o (3.2.2) obtemos a seguinte cadeia
T (T s) ( · · · ( T (T 2) ( T (T 1)
Como T s ∈ ~lk(M) segue que M ∈ T (T s) o que implica M ∈ T (T 2). Uma vez que
X /∈ T (T 2) temos M ∈ addN , ou seja, M e´ somando de T 2 e da´ı T 2 ∈ ~lk(M). De
maneira ana´loga, obtemos T j ∈ ~lk(M) para todo 2 ≤ j ≤ s− 1.
Logo T 1 → T 2 → · · · → T s esta´ em ~lk(M).
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Em outras palavras, o Lema acima nos diz que se T 1 → T 2 → · · · → T s e´ um
caminho em ~KA e M e´ somando direto de T 1 e T s, enta˜o M e´ tambe´m somando direto
de T i para todo i = 2, . . . , s− 1.
Antes de darmos uma generalizac¸a˜o para ~K1A faremos o seguinte exemplo:
Exemplo 3.2.4. Seja A a a´lgebra de caminhos da aljava Q = 1 → 2 → 3 ← 4,
e denotemos por i¯j = (Mt, ϕα)t∈Q0,α∈Q1 a representac¸a˜o dos indecompon´ıveis tal que
Mt = K se i ≤ t ≤ j e Mt = 0, caso contra´rio.
Ca´lculo da aljava de Auslander-Reiten:
Os projetivos indecompon´ıveis sa˜o
P (1) = 1¯3, P (2) = 2¯3, P (3) = 3¯3, P (4) = 3¯4
e os injetivos indecompon´ıveis sa˜o
I(1) = 1¯1, I(2) = 1¯2, I(3) = 1¯4, I(4) = 4¯4.
Usando o algoritmo Knitting (ver [13], pa´gina 70) obtemos
1¯3
  A
AA
AA
AA
4¯4
2¯3
  A
AA
AA
AA
>>}}}}}}}
1¯4
  A
AA
AA
AA
>>}}}}}}}
3¯3
  A
AA
AA
AA
>>}}}}}}}
2¯4
  A
AA
AA
AA
>>}}}}}}}
1¯2
  A
AA
AA
AA
3¯4
>>}}}}}}}
2¯2
>>}}}}}}}
1¯1
Uma vez que A e´ heredita´ria temos que pdA i¯j ≤ 1 para todo 1 ≤ i ≤ j ≤ 4. Ale´m
disso, para cada representac¸a˜o indecompon´ıvel i¯j temos dimK HomA(i¯j, τ(i¯j)) = 0,
pois τ(i¯j) na˜o pertence ao caminho seccional comec¸ando em i¯j (ver [13], pa´gina
78) para todo 1 ≤ i ≤ j ≤ 4. Assim, pelas fo´rmulas de Auslander-Reiten temos
Ext1A(i¯j, i¯j) = DHomA(i¯j, τ(i¯j)) = 0 para todo 1 ≤ i ≤ j ≤ 4.
Logo, E = {1¯1, 1¯2, 1¯3, 1¯4, 2¯2, 2¯3, 2¯4, 3¯3, 3¯4, 4¯4} e´ o conjunto dos inclinantes par-
ciais.
Ca´lculo dos mo´dulos inclinantes:
Como a aljava Q e´ do tipo A4 temos que Ω1A conte´m 14 mo´dulos inclinantes (ver [10],
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pa´gina 650). Utilizando o fato que Ext1A(M,N) = DHomA(N, τ(M)) encontramos
os seguintes mo´dulos inclinantes:
T1 = (1¯1, 1¯2, 1¯3, 1¯4) T2 = (1¯1, 1¯2, 1¯4, 4¯4) T3 = (1¯1, 1¯3, 1¯4, 3¯4)
T4 = (1¯1, 1¯3, 3¯3, 3¯4) T5 = (1¯3, 2¯3, 3¯3, 3¯4) T6 = (1¯3, 2¯3, 2¯4, 3¯4)
T7 = (1¯3, 2¯2, 2¯3, 2¯4) T8 = (1¯2, 1¯3, 1¯4, 2¯2) T9 = (1¯2, 1¯4, 2¯2, 4¯4)
T10 = (1¯4, 2¯2, 2¯4, 4¯4) T11 = (1¯3, 1¯4, 2¯2, 2¯4) T12 = (1¯3, 1¯4, 2¯4, 3¯4)
T13 = (1¯4, 2¯4, 3¯4, 4¯4) T14 = (1¯1, 1¯4, 3¯4, 4¯4)
Ca´lculo da aljava de mo´dulos inclinantes ~K1A:
Existe uma flecha T1 → T2 em ~KA, pois pela aljava de Auslander-Reiten temos
que 0 → 1¯3 → 1¯4 → 4¯4 → 0 e´ uma sequeˆncia de Auslander-Reiten com 1¯4 ∈
Gen(1¯1, 1¯2, 1¯4) e existe uma flecha T3 → T1 em ~KA, pois 1¯4 → 1¯2 → 0 e´ uma
sequeˆncia exata com 1¯2 ∈ Gen(1¯1, 1¯3, 1¯4). Logo, 1¯2 na˜o e´ um complemento Bongartz
para (1¯1, 1¯3, 1¯4) e da´ı, 3¯4 e´ um complemento Bongartz para (1¯1, 1¯3, 1¯4).
Utilizando os mesmos argumentos conclu´ımos que ~K1A e´ dado por
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(1¯1, 1¯2, 1¯4, 4¯4)
(1¯2, 1¯4, 2¯2, 4¯4)
66lllllllllllll
(1¯1, 1¯4, 3¯4, 4¯4)
OO
(1¯1, 1¯2, 1¯3, 1¯4)
hhRRRRRRRRRRRRR
(1¯2, 1¯3, 1¯4, 2¯2)
66lllllllllllll
  
(1¯4, 2¯2, 2¯4, 4¯4)
OO
(1¯4, 2¯4, 3¯4, 4¯4)
OO
oo (1¯1, 1¯3, 1¯4, 3¯4)
hhRRRRRRRRRRRRR
OO
(1¯3, 1¯4, 2¯2, 2¯4)
hhRRRRRRRRRRRRR
OO
(1¯3, 1¯4, 2¯4, 3¯4)oo
OO 66lllllllllllll
(1¯1, 1¯3, 3¯3, 3¯4)
OO
(1¯3, 2¯2, 2¯3, 2¯4)
OO
(1¯3, 2¯3, 2¯4, 3¯4)oo
OO
(1¯3, 2¯3, 3¯3, 3¯4)
OO
<<zzzzzzzzzzzzzzzzzzzzz
Definimos anteriormente a aljava de mo´dulos inclinantes ~K1A usando o comple-
mento Bongartz. Agora nosso objetivo e´ darmos uma generalizac¸a˜o desta definic¸a˜o
para mo´dulos r-inclinantes. Comec¸amos generalizando o conceito de complemento
Bongartz.
Definic¸a˜o 3.2.5. Seja M um mo´dulo r-inclinante parcial e seja C um complemento
para M . Dizemos que C e´ um complemento fonte se (M ⊕ C)⊥ = M⊥.
Observe que se r ≤ 1 enta˜o C e´ o complemento Bongartz para M . Em particular,
todo complemento Bongartz e´ um complemento fonte.
Sabemos que na˜o e´ fa´cil decidirmos se um complemento C deM e´ um complemento
fonte atrave´s da definic¸a˜o. Uma ferramenta que nos auxiliara´ nessa decisa˜o e´ a
Proposic¸a˜o 3.2.6. Seja M um mo´dulo r-inclinante parcial quase completo e C um
complemento para M . Enta˜o C e´ um complemento fonte para M se, e somente se,
C /∈ GenM.
Demonstrac¸a˜o. (⇒) Suponhamos que C ∈ GenM . Pela Proposic¸a˜o (3.2.7) existe
uma sequeˆncia exata na˜o cindida
0 // C
′ // M˜ // C // 0
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com M˜ ∈ addM eM⊕C ′ um mo´dulo inclinante. Assim, C ′ ∈M⊥ mas C ′ /∈ (M⊕C)⊥
pois Ext1A(C,C
′
) 6= 0.
(⇐) Suponhamos que C na˜o e´ um complemento fonte para M , isto e´, existe X ∈M⊥
tal que ExtiA(C,X) 6= 0 para algum 1 ≤ i < ∞. Uma vez que M⊥ e´ corresolvente e
pdA(M ⊕C) <∞, existe Y ∈M⊥ com Ext1A(C, Y ) 6= 0 e ExtiA(C, Y ) = 0 para i ≥ 2.
Assim, podemos considerar uma sequeˆncia exata na˜o cindida
0 // Y // E
f // Cs // 0 (3.3)
tal que Cs ∈ addC, para algum s > 0, e o morfismo conexa˜o δ : HomA(C,Cs) →
Ext1A(C, Y ) e´ sobrejetivo. Aplicando HomA(C,−) em (3.3) obtemos a sequeˆncia exata
longa
0 // HomA(C, Y ) // HomA(C,E) // HomA(C,C
s)
δ // Ext1A(C, Y )
// Ext1A(C,E)
// Ext1A(C,C
s)
...
...
...
· · · // ExtnA(C, Y ) // ExtnA(C,E) // ExtnA(C,Cs) · · ·
Uma vez que δ e´ sobrejetivo, ExtiA(C, Y ) = 0 para i ≥ 2 e Cs ∈ addC segue que
ExtiA(C,E) = 0 para todo i > 0. Por outro lado, aplicando HomA(M,−) em (3.3)
obtemos a sequeˆncia exata longa
0 // HomA(M,Y ) // HomA(M,E) // HomA(M,C
s)
δ // Ext1A(M,Y )
// Ext1A(M,E)
// Ext1A(M,C
s)
...
...
...
· · · // ExtnA(M,Y ) // ExtnA(M,E) // ExtnA(M,Cs) · · ·
Como Y ∈M⊥ e Cs ∈ addC temos ExtiA(M,Y ) = ExtiA(M,Cs) = 0 para todo i > 0
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e da´ı, ExtiA(M,E) = 0 para todo i > 0.
Logo, ExtiA(M ⊕ C,E) = 0 para todo i > 0 e, portanto, E ∈ (M ⊕ C)⊥, em
particular, E ∈ Gen(M ⊕C). Assim, existe um epimorfismo g : (M ⊕C)r → E para
algum r > 0. Da´ı a sequeˆncia
(M ⊕ C)r f◦g // Cs // 0
e´ exata e f ◦ g e´ na˜o cindido, pois f na˜o cinde. Logo, C ∈ GenM .
Dualmente definimos e caracterizamos complemento poc¸o de um mo´dulo r-
inclinante parcial quase completo. Uma generalizac¸a˜o da Proposic¸a˜o (3.1.2) e´ a
Proposic¸a˜o 3.2.7. Seja M um mo´dulo r-inclinante quase completo. Suponhamos
que exista um indecompon´ıvel Y ∈ GenM tal que M ⊕ Y seja r-inclinante. Enta˜o:
(1) M e´ fiel;
(2) existe um complemento indecompon´ıvel X na˜o isomorfo a Y ;
(3) existe uma sequeˆncia exata
0 // X
µ // E
pi // Y // 0
com E ∈ addM ;
(4) ExtiA(X, Y ) = 0 para i > 0 e Ext
i
A(Y,X) = 0 para i > 1, e
(5) X esta´ univocamente determinado pela propriedade (3).
Demonstrac¸a˜o. (1) Seja M ⊕Y um mo´dulo inclinante. Enta˜o, pela propriedade (T3),
M ⊕ Y e´ fiel. Seja g : A→ F um morfismo injetivo com F ∈ add(M ⊕ Y ). Como Y
e´ gerado por M , existe um morfismo sobrejetivo h : E → F com E ∈ addM. Desde
que A e´ projetivo, existe um morfismo f : A→ E tal que o seguinte diagrama
A
f
~
~
~
~
g

E
h // F // 0
comuta, isto e´, hf = g. Da´ı f e´ injetivo e portanto A ∈ CogenM.
Logo M e´ fiel.
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(2), (3) Seja f1, . . . fr uma k-base de HomA(M,Y ) e seja
f =

f1
...
fr
 : M r → Y
a aplicac¸a˜o correspondente. Seja K = Ker f . Assim obtemos a sequeˆncia exata
0→ K →M r → Y → 0. (3.4)
Afirmamos que K ⊕M e´ um mo´dulo inclinante.
De fato, como pdAM < ∞ e pdA Y < ∞, pois M ⊕ Y e´ inclinante, segue que
pdAK <∞. Logo (T1) e´ satisfeita.
Para verificar (T2) observe que M⊕Y e´ inclinante e M r, Y ∈ add(M⊕Y ). Donde
K ∈ (M ⊕Y )⊥. Aplicando HomA(−, K) em 0→ K →M r → Y → 0 concluimos que
ExtiA(K,K) = 0 para todo i > 0. Logo, Ext
i
A(K ⊕M,K ⊕M) = 0 para todo i > 0
e, portanto, K ⊕M e´ um mo´dulo r-inclinante parcial.
Para mostrarmos que K ⊕ M e´ um mo´dulo r-inclinante observe que, por con-
struc¸a˜o, (3.4) na˜o cinde, donde K /∈ addM . Logo, usando 1.2 em [5], temos o
desejado.
Agora, consideremos um indecompon´ıvel X tal que K ∼= Xs ⊕M ′ para algum
s ≥ 1 e algum M ′ ∈ addM . Seja T = M ⊕ Y e B = EndA T . Afirmamos que s = 1.
Com efeito, aplicando HomA(T,−0 em (3.4) obtemos a seguinte sequeˆncia exata em
modB:
. . .HomA(T,M
r) // HomA(T, Y ) // Ext
1
A(T,X
s) // 0
Mas, como HomA(T, Y ) e´ um B-mo´dulo projetivo indecompon´ıvel e tem um top
simples conclu´ımos que s = 1.
Considerando a projec¸a˜o pi : X ⊕M ′ → X, obtemos o diagrama push-out (ver
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apeˆndice)
0

0

M
′

M
′

0 // X ⊕M ′
pi

//M r //

Y // 0
0 // X //

E //

Y // 0
0 0
Aplicando HomA(−,M) em 0 // X // E // Y // 0 obtemos a sequeˆncia
exata
0 // HomA(Y,M) // HomA(E,M) // HomA(X,M)
// Ext1A(Y,M)
// Ext1A(E,M)
// Ext1A(X,M)
ComoM⊕K eM⊕Y sa˜o mo´dulos r-inclinantes temos que Ext1A(Y,M) = Ext1A(X,M) =
0 e da´ı Ext1A(E,M) = 0. Logo a sequeˆncia exata
0 //M
′ //M r // E // 0
cinde, ou seja, E ∈ addM .
(4) Observe que a sequeˆncia exata
0 // X // E // Y // 0 (3.5)
na˜o cinde pois, E ∈ addM eX /∈ addM . Assim, aplicando HomA(X,−) e HomA(Y,−)
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em (3.5 obtemos as seguintes sequeˆncias exatas longas
0 // HomA(X,X) // HomA(X,E) // HomA(X, Y )
// Ext1A(X,X)
// Ext1A(X,E)
// Ext1A(X, Y )
...
...
...
· · · // ExtnA(X,X) // ExtnA(X,E) // ExtnA(X, Y ) · · ·
e
0 // HomA(Y,X) // HomA(Y,E) // HomA(Y, Y )
// Ext1A(Y,X)
// Ext1A(Y,E)
// Ext1A(Y, Y )
...
...
...
· · · // ExtnA(Y,X) // ExtnA(Y,E) // ExtnA(Y, Y ) · · ·
Uma vez que ExtiA(X,X) = Ext
i
A(X,E) = Ext
i
A(Y,E) = Ext
i
A(Y, Y ) = 0 para todo
i > 0 segue que ExtiA(X, Y ) para todo i > 0 e Ext
i
A(Y,X) = 0 para todo i > 1.
(5) Suponhamos que exista um complemento indecompon´ıvel X
′
e uma sequeˆncia
exata
0 // X
′ µ
′
// E
′ pi
′
// Y // 0
com E
′ ∈ addM . Logo, existe f : E → E ′ com fpi′ = pi e g : X → X ′ com gµ′ = µf .
Tambe´m existe f
′
: E
′ → E com f ′pi = pi′ e g′ : X ′ → X com g′µ = µ′f ′ . Se X
na˜o e´ isomorfo a X
′
, enta˜o gg
′
e´ um isomorfismo nilpotente pois X e´ indecompon´ıvel.
Logo existe m > 0 tal que (gg
′
)m = 0. Da´ı, 0 = (gg
′
)mµ = µ(ff
′
)m mostra que existe
h : Y → E com pih = (ff ′)m. Desde que pihpi = (ff ′)mpi = pi e pi e´ um epimorfismo,
temos que hpi = 1Y e, consequentemente a sequeˆncia cinde, o que uma contradic¸a˜o.
Logo X e´ unicamente determinado pela propriedade (3).
Salientamos tambe´m que Y e´ unicamente determinado pela propriedade (3). Ale´m
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disso, em (3) temos que M˜ e´ uma addM -aproximac¸a˜o minimal a` direita de Y , como
tambe´m uma addM -aproximac¸a˜o minimal a` esquerda deX. Chamaremos a sequeˆncia
exata em (3) de sequeˆncia de conexa˜o.
Observac¸a˜o 3.2.8. Segue da Proposic¸a˜o (3.2.7) que para cada somando indecom-
pon´ıvel Ti de T existe um u´nico complemento Xi ∈ CogenT [i] (Yi ∈ GenT [i]) de T [i]
se Ti ∈ GenT [i] (Ti ∈ CogenT [i]).
Sabemos todo mo´dulo inclinante parcial admite um complemento Bongartz, agora
veremos que todo mo´dulo r-inclinante parcial quase completo admite um comple-
mento fonte.
Corola´rio 3.2.9. Seja M um mo´dulo r-inclinante parcial quase completo. Enta˜o M
admite um complemento fonte. Mais precisamente, para cada complemento Y de M
com Y ∈ GenM existe uma sequeˆncia exata longa
0 // Xs //M s
fs //M s−1 // · · · //M1 f1 //M0 f0 // X0 = Y // 0
com Ker fi−1 = Xi para 1 ≤ i ≤ s, M i ∈ addM para 1 ≤ i ≤ s e X0, . . . , Xs
complementos para M onde s ≤ pdA Y .
Demonstrac¸a˜o. Seja Y ∈ GenM um complemento para M . Pela proposic¸a˜o (3.2.7),
existe uma sequeˆncia exata na˜o cindida
0 // X0 //M0 // Y // 0 (3.6)
com M0 ∈ addM , X0  Y e M ⊕X0 um mo´dulo inclinante.
SeX0 /∈ GenM , enta˜o ele e´ um complemento fonte. Caso contra´rio, pela Proposic¸a˜o
(3.2.7), existe uma sequeˆncia exata na˜o cindida
0 // X1 //M1 // X0 // 0 (3.7)
com M1 ∈ addM , X1  X0 e M ⊕X1 um mo´dulo r-inclinante.
De (3.6) e (3.7) obtemos a sequeˆncia exata
0 // X1 //M1
f0 //M0 // Y // 0
com Ker f0 = X1.
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Se X1 /∈ GenM , enta˜o ele e´ um complemento fonte. Caso contra´rio, repetimos o
argumento e afirmamos que tal processo e´ finito.
De fato, suponhamos que tal processo seja infinito. Se pdA Y = m, considere
T = M ⊕Xr tal que m < r + 1. Assim,
0 // Xr //M r // · · · //M0 // Y // 0
e´ uma addT -resoluc¸a˜o minimal de Y e portanto,
0 // HomA(T,Xr) // P r // · · · // P 0 // HomA(T, Y ) // 0
com P i = HomA(T,M
i), e´ uma resoluc¸a˜o projetiva minimal de HomA(T, Y ).
Logo, r + 1 = pdB HomA(T, Y ) ≤ pdA Y = m o que e´ uma contradic¸a˜o. Donde
tal processo e´ finito e portanto existe uma sequeˆncia exata
0 // Xs //M s
fs //M s−1 // · · · //M0 f0 // Y // 0
com Ker fi−1 = Xi, s ≤ pdA Y , X0, . . . , Xs complementos para M e ale´m disso, Xs
e´ um complemento fonte.
Vimos anteriormente que se M e´ um mo´dulo r-inclinante parcial quase completo,
enta˜o M admite, no ma´ximo, dois complementos na˜o isomorfos para r ≤ 1. No en-
tanto, para r > 1 nem sempre conseguimos somente uma quantidade finita de comple-
mentos na˜o isomorfos para M . A seguir apresentaremos uma condic¸a˜o suficiente para
que M tenha somente uma quantidade finita de complementos na˜o isomorfos, ale´m
disso, estabeleceremos uma relac¸a˜o entre eles, a qual sera´ usada no u´ltimo cap´ıtulo.
Teorema 3.2.10. Seja A uma a´lgebra de Artin. Seja M um mo´dulo r-inclinante
parcial quase completo. Enta˜o M tem no ma´ximo uma quantidade finita de comple-
mentos na˜o isomorfos se, e somente se, M admite um complemento poc¸o. Se existem
s + 1 complementos na˜o isomorfos para algum s ≥ 1, enta˜o s ≤ fd(A) e existe uma
sequeˆncia exata longa
0 // X0 //M1
f1 //M2 // · · · //M s−1 fs−1 //M s fs // Xs = Y // 0
com Ker fi = Xi−1 para 1 ≤ i ≤ s, M i ∈ addM para 1 ≤ i ≤ s e X0, . . . , Xs
complementos para M . Em particular, se fd(A) <∞, enta˜o M tem uma quantidade
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finita de complementos.
Demonstrac¸a˜o. Sejam X0, . . . , Xs os complementos para M tal que Xi ∼= Xj ⇔ i =
j.
Consideremos X0 um complemento fonte para M . Uma vez que X0 ∈ CogenM ,
pela Proposic¸a˜o (3.2.7), existe uma sequeˆncia exata
0 // X0 //M1 // X1 // 0 (3.8)
com M1 ∈ addM e M ⊕X1 um mo´dulo inclinante.
Se X1 /∈ CogenM , enta˜o ele e´ um complemento poc¸o. Caso contra´rio, pela
Proposic¸a˜o (3.2.7) existe uma seqeˆncia exata
0 // X1 //M2 // X2 // 0 (3.9)
com M2 ∈ addM e M ⊕X2 um mo´dulo r-inclinante.
De (3.8) e (3.9) obtemos a sequeˆncia exata
0 // X0 //M1
f1 //M2 // X2 // 0 (3.10)
com Ker f1 = X1.
Se X2 /∈ CogenM , ele e´ um complemento poc¸o. Caso contra´rio repetimos o
argumento e afirmamos que existe Xi tal que Xi /∈ CogenM . Suponhamos, por
contradic¸a˜o, que Xi ∈ CogenM para todo 0 ≤ i ≤ s. Enta˜o existe uma sequeˆncia
exata
0 // X0 //M1
f1 //M2 // · · · //Mn fn // Xn // 0 (3.11)
com Ker fi = Xi e n > s.
Assim, existem 1 ≤ i < j ≤ n tal que Xi = Xj e da´ı se T = M ⊕X0, enta˜o
0 // X0 //M1
f1 //M2 // · · · //M j fj // Xj // 0
na˜o e´ uma addT -resoluc¸a˜o minimal de Xj. O que e´ uma contradic¸a˜o. Logo Xi /∈
CogenM para algum 1 ≤ i ≤ n e portanto, M admite um complemento poc¸o.
Denotemos por X0 o complemento fonte , Xs o complemento poc¸o e seja T =
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M ⊕X0. Suponhamos que exista uma sequeˆncia exata
0 // Y0 = X0 //M1
f1 //M2 // · · · //Mn fn // Yn = Xs // 0 (3.12)
com Ker fi = Yi, n < s e Yi ∈ {X0, . . . , Xs} para 0 ≤ i ≤ n.
Assim, escolha Y˜t ∈ {X0, . . . , Xs} − {Y0, . . . , Yn}. Pela unicidade de X0 temos
que Y˜ na˜o e´ um complemento fonte e, pontanto, Y˜ ∈ GenM . Pelo Corola´rio (3.2.9),
existe uma sequeˆncia exata
0 // Y0 = X0 // M˜1
f˜1 // M˜2 // · · · // M˜ t f˜t // Y˜t // 0
com Ker f˜i = Y˜i−1 para 1 ≤ i ≤ t, M˜ i addM para 1 ≤ i ≤ t e Y0, Y˜1, . . . , Y˜t
complementos para M .
Pela Proposic¸a˜o (3.2.7), temos Y˜i ∼= Yi para todo 1 ≤ i ≤ t. Contradic¸a˜o. Logo
n = s e existe uma sequeˆncia exata longa
0 // X0 //M1
f1 //M2 // · · · //M s−1 fs−1 //M s fs // Xs = Y // 0
com Ker fi = Xi−1 para 1 ≤ i ≤ s, M i ∈ addM para 1 ≤ i ≤ s e X0, . . . , Xs
complementos para M . Ale´m disso, s = pdA HomA(T,Xs) ≤ pdAXs ≤ fd(A).
Para mostrarmos a u´ltima afirmac¸a˜o do teorema suponhamos que existam infinitos
complementos, Xi com i ∈ N, para M dois a dois na˜o isomorfos. Enta˜o M na˜o admite
complemento poc¸o e consequentemente, Xi ∈ CogenM para todo i ≥ 1. Assim, para
cada i ∈ N, existe uma sequeˆncia exata
0 // X0 //M1
f1 //M2 // · · · //M i−1 fi−1 //M i fi // Xi // 0
com Ker fj = Xj−1 para 1 ≤ j ≤ i, M j ∈ addM para 1 ≤ j ≤ i e X0, . . . , Xi
complementos para M .
Da´ı, se T = M ⊕ X0 enta˜o i = pdB HomA(T,Xi) ≤ pdAXi. E como para cada
i ∈ N temos Xi ∈ P<∞(A), segue que fd(A) =∞.
Agora daremos uma generalizac¸a˜o da aljava ~K1A.
Definic¸a˜o 3.2.11. Os ve´rtices de ~KA sa˜o os elementos de ΩA e existe uma flecha
T
′ → T em ~KA se T ′ = M ⊕ X, T = M ⊕ Y com X e Y indecompon´ıveis e na˜o
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isomorfos, M livre de multiplicidade e existe uma sequeˆncia exata curta
0 // X // M˜ // Y // 0
com M˜ ∈ addM .
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Cap´ıtulo 4
Uma ordem parcial de mo´dulos
r-inclinantes
Ao longo deste cap´ıtulo consideremos A uma a´lgebra de Artin e r um inteiro
positivo. O objetivo principal deste cap´ıtulo e´ definirmos uma ordem parcial ≤ em
ΩA e mostrarmos que se KA e´ o grafo subjacente de ~KA enta˜o KA e´ o diagrama de
Hasse para (ΩA,≤).
4.1 Uma ordem parcial ≤ em ΩA
Comec¸amos esta sec¸a˜o definindo uma ordem em ΩA.
Definic¸a˜o 4.1.1. Sejam T, T
′ ∈ ΩA. Dizemos que T ≤ T ′ quando T⊥ ⊂ T ′⊥.
Agora veremos que ΩA com a ordem definida acima e´ um conjunto parcialmente
ordenado.
Proposic¸a˜o 4.1.2. (ΩA,≤) e´ um conjunto parcialmente ordenado.
Demonstrac¸a˜o. (i) Para cada T ∈ ΩA, temos T⊥ = T⊥, donde T ≤ T .
(ii) Sejam T, T
′ ∈ ΩA tais que T ≤ T ′ e T ′ ≤ T . Enta˜o, pela definic¸a˜o de ≤, temos
T⊥ ⊂ T ′⊥ e T ′⊥ ⊂ T⊥. Da´ı, T⊥ = T ′⊥ o que implica em T = T ′ (ver [3],
Teorema 5.5)
(iii) Sejam T , T
′
e T
′′
pertencentes a ΩA tais que T ≤ T ′ e T ′ ≤ T ′′ . Enta˜o T⊥ ⊂ T ′⊥
e T
′⊥ ⊂ T ′′⊥, donde T⊥ ⊂ T ′′⊥. Logo, T ≤ T ′′ .
79
Antes de enunciarmos o principal teorema do cap´ıtulo faremos algumas con-
sequeˆncias da ordem parcial definida acima, as quais sera˜o utilizadas ao longo do
texto. Comec¸amos com a seguinte proposic¸a˜o:
Proposic¸a˜o 4.1.3. Se T
′ → T e´ uma flecha em ~KA, enta˜o T⊥ ⊂ T ′⊥ e, portanto,
T ≤ T ′ em ΩA.
Demonstrac¸a˜o. De fato, se T
′ → T e´ uma flecha em ~KA, enta˜o T ′ = M ⊕ X e
T = M ⊕ Y com X, Y indecompon´ıveis e existe uma sequeˆncia exata
0→ X → M˜ → Y → 0
com M˜ ∈ addM .
Seja N ∈ T⊥. Aplicando HomA(−, N) na sequeˆncia exata acima obtemos a
sequeˆncia exata longa
0 // HomA(Y,N) // HomA(M˜,N) // HomA(X,N)
// Ext1A(Y,N)
// Ext1A(M˜,N)
// Ext1A(X,N)
...
...
...
· · · // ExtnA(Y,N) // ExtnA(M˜,N) // ExtnA(X,N) · · ·
Uma vez que N ∈ T⊥ temos ExtiA(Y,N) = ExtiA(M˜,N) = 0 para todo i > 0 e
da sequeˆncia segue que ExtiA(X,N) = 0 para todo i > 0. Da´ı, Ext
i
A(T
′
, N) = 0 para
todo i > 0. Logo, N ∈ T ′⊥ e, portanto, T⊥ ⊂ T ′⊥, ou seja, T ≤ T ′ .
Vimos que se T
′ → T e´ uma flecha em ~K1A enta˜o T ≤ T ′ , mas em geral na˜o e´
verdade que se T ≤ T ′ enta˜o existe uma flecha T ′ → T em ~K1A. De fato, tomando
T = (1¯3, 2¯2, 2¯3, 2¯4) e T
′
= (1¯3, 2¯3, 3¯3, 3¯4) no Exemplo (3.2.4) temos T ≤ T ′ mas na˜o
existe uma flecha T
′ → T em ~K1A.
Lema 4.1.4. Sejam T, T
′ ∈ ΩA.
(a) T ≤ T ′ em ΩA se, e somente se, T ∈ T ′⊥.
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(b) Se T ≤ T ′ em ΩA, enta˜o pdA T ≥ pdA T ′.
Demonstrac¸a˜o. (a) Se T ≤ T ′ , enta˜o T⊥ ⊂ T ′⊥, em particular, T ∈ T ′⊥.
Suponhamos T ∈ T ′⊥, queremos mostrar que T⊥ ⊂ T ′⊥. Para isso, seja Z ∈ T⊥ ⊂
GenT . Assim, Z admite uma addT -resoluc¸a˜o minimal
. . . Ts // · · · // T1 // T0 // Z // 0
Aplicando HomA(T
′
,−) nesta addT -resoluc¸a˜o e usando que pdT ′ < ∞ e T ∈ T ′⊥
conclu´ımos que T⊥ ⊂ T ′⊥.
(b) Seja r = pdA T . Enta˜o, da defininic¸a˜o de mo´dulo r-inclinante (T
′
3), existe uma
sequeˆncia exata
0 // AA
f // T0 // · · · // Tr // 0
com Ti ∈ addT para todo 0 ≤ i ≤ r. Donde obtemos a sequeˆncia exata curta
0 // AA
f // T0 // L // 0 (4.1)
onde L = Coker f .
Aplicando HomA(T
′
,−) em (4.1) obtemos a sequeˆncia exata longa
0 // HomA(T
′
, A) // HomA(T
′
, T0) // HomA(T
′
, L)
// Ext1A(T
′
, A) // Ext1A(T
′
, T0) // Ext
1
A(T
′
, L)
...
...
...
· · · // ExtnA(T ′ , A) // ExtnA(T ′ , T0) // ExtnA(T ′ , L) · · ·
Uma vez que T ∈ T ′⊥ segue que Exti+1A (T ′ , A) = 0 para todo i ≥ r. Como
pdT
′
<∞, temos pdT ′ ≤ r.
Duas observac¸o˜es que seguem do Lema (4.1.4) sa˜o
Observac¸a˜o 4.1.5. Segue do Lema (4.1.4) que para quaisquer T, T
′ ∈ ΩA com T ∈
T
′⊥ e T
′ ∈ T⊥ temos T = T ′.
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De fato, como T ∈ T ′⊥ e T ′ ∈ T⊥ temos T ≤ T ′ e T ′ ≤ T . Uma vez que ΩA e´
parcialmente ordenado segue que T = T
′
.
Observac¸a˜o 4.1.6. Se T
′ → T e´ uma flecha em ~KA, enta˜o
pdA T
′ ≤ pdA T ≤ 1 + pdA T
′
.
Com efeito, pela definic¸a˜o de flecha em ~KA temos T ′ = M ⊕ X, T = M ⊕ Y e
existe uma sequeˆncia exata
0 // X // M˜ // Y // 0
com M˜ ∈ addM .
Sabemos que pdA M˜ ≤ max{pdAX, pdA Y } e pdA M˜ ≤ pdAM , pois M˜ ∈ addM ,
da´ı, pdAM < max{pdAX, pdA Y } ou pdAM ≥ max{pdAX, pdA Y }.
Se pdAM < max{pdAX, pdA Y }, enta˜o pdA Y = 1 + pdAX. Da´ı, pdA T =
pdA Y = 1 + pdAX = 1 + pdA T
′
.
Se pdAM ≥ max{pdAX, pdA Y }, enta˜o pdA T = pdAM = pdA T ′ .
Logo, pdA T
′ ≤ pdA T ≤ 1 + pdA T ′ .
Uma consequeˆncia do Lema (4.1.4) e´ o seguinte lema, o qual sera´ utilizado na
demonstrac¸a˜o do principal resultado do cap´ıtulo.
Lema 4.1.7. Sejam T um mo´dulo r-inclinante e M um mo´dulo r-inclinante parcial
tais que ExtiA(T,M) = Ext
i
A(M,T ) = 0 para todo i > 0. Enta˜o existe um comple-
mento Z para M tal que T = M ⊕ Z.
Demonstrac¸a˜o. Pelo Lema (2.3.3) sabemos que existe uma sequeˆncia exata curta
0 // AA // E //M0 // 0 (4.2)
com M0 ∈ addM tal que o morfismo conexa˜o δ : HomA(M,M0) → Ext1A(M,A) e´
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sobrejetivo. Aplicando HomA(−, T ) em (4.2) obtemos a sequeˆncia exata longa
0 // HomA(M0, T ) // HomA(E, T ) // HomA(A, T )
// Ext1A(M0, T )
// Ext1A(E, T )
// Ext1A(A, T )
...
...
...
· · · // ExtnA(M0, T ) // ExtnA(E, T ) // ExtnA(A, T ) · · ·
.
Uma vez que AA e´ projetivo, M0 ∈ addM e ExtiA(M,T ) = 0 para todo i > 0,
segue que ExtiA(A, T ) = Ext
i
A(M0, T ) = 0 para todo i > 0. Da´ı, Ext
i
A(E, T ) = 0 para
todo i > 0 e portanto, ExtiA(M ⊕ E, T ) = 0 para todo i > 0.
Agora mostraremos que ExtiA(T,M ⊕E) = 0 para todo i > 0. Para isso, aplique-
mos HomA(T,−) em (4.2) para obtermos a sequeˆncia exata longa
0 // HomA(T,A) // HomA(T,E) // HomA(T,M0)
// Ext1A(T,A)
// Ext1A(T,E)
// Ext1A(T,M0)
...
...
...
· · · // ExtnA(T,A) // ExtnA(T,E) // ExtnA(T,M0) · · ·
.
Como M0 ∈ addM e ExtiA(T,M) = 0 para todo i > 0 segue que ExtiA(T,M0) = 0
para todo i > 0.
Como T e´ r-inclinante existe uma sequeˆncia exata
0 // AA
f // T0 // T1 // · · · // Tr // 0
com Ti ∈ addT para todo 0 ≤ i ≤ r. Donde obtemos a sequeˆncia exata curta
0 // AA
f // T0 // L // 0 (4.3)
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onde L = Coker f . Aplicando HomA(T,−) em (4.3) obtemos a sequeˆncia exata longa
0 // HomA(T,A) // HomA(T, T0)
HomA(T,f) // HomA(T, L)
// Ext1A(T,A)
// Ext1A(T, T0)
// Ext1A(T, L)
Pelo Lema (2.1.7) segue que HomA(T, f) e´ um epimorfismo, pois f uma addT -
aproximac¸a˜o a` direita de L e, consequentemente, Ext1A(T,A) = 0.
Logo, ExtiA(T,E) = 0 para todo i > 0 e, portanto, Ext
i
A(T,M ⊕E) = 0 para todo
i > 0. Assim, se T
′
= M ⊕ E, enta˜o T ∈ T ′⊥ e T ′ ∈ T⊥. Pelo Lema (4.1.4) temos
T = T
′
.
4.2 O diagrama de Hasse de (ΩA,≤)
Comec¸amos estabelecendo as seguintes notac¸o˜es:
Seja (S,≤) um conjunto parcialmente ordenado. Dados x, y ∈ S, escrevemos
x < y se x ≤ y e x 6= y. Dizemos que y cobre x se, e somente se, x < y e na˜o ha´
z ∈ S tal que x < z < y.
Um diagrama de Hasse do conjunto parcialmente ordenado (S,≤) e´ uma rep-
resentac¸a˜o gra´fica onde os ve´rtices representam os elementos de S e dois elementos x
e y sa˜o ligados por uma aresta sempre que y cobre x.
Agora faremos alguns preparativos para a demonstrac¸a˜o do principal resultado
da sec¸a˜o. Comec¸amos apresentando dois lemas elementares sobre sequeˆncias exatas
na˜o cindidas, morfismos e coberturas projetivas os quais sera˜o utilizados nas demon-
strac¸o˜es de dois resultados posteriores.
Lema 4.2.1. Seja X ∈ modA e seja s ∈ N. Se 0 // Xs f // Y h // Z // 0 e´
uma sequeˆncia exata que na˜o cinde de A-mo´dulos com Z /∈ addY . Enta˜o existe um
monomorfismo na˜o cindido X → Y ′ com Y ′ ∈ addY .
Demonstrac¸a˜o. Faremos a prova usando induc¸a˜o sobre s. Se s = 1, consideremos o
monomorfismo na˜o cindido f : X → Y .
Suponhamos s > 1. Seja i : X → Xs a inclusa˜o canoˆnica sobre o primeiro
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somando e consideremos o monomorfismo g = f ◦ i1. Assim, o diagrama
0 // X
i1

1X // X
g

// 0

// 0
0 // Xs
f // Y
h // Z // 0
e´ comutativo com linhas exatas. Considerando um epimorfismo i2 : X
s → Xs−1, onde
ker i2 = Im i1 temos o seguinte diagrama push-out (ver apeˆndice)
0

0

X
i1

X
g

0 // Xs
i2

f // Y
h //

Z // 0
0 // Xs−1
f1 //

Y1
h
′
//

Z // 0
0 0
Denotando η : 0 // XS−1
f1 // Y1 // Z // 0 . Se g e´ na˜o cindido, segue o
resultado. Caso contra´rio, obtemos que Y ∼= X ⊕ Y1, em particular, Y1 ∈ addY .
Uma vez que Z /∈ addY e Y1 ∈ addY segue que Z /∈ addY1, donde η na˜o cinde. Pela
hipo´tese de induc¸a˜o, existe um monomorfismo na˜o cindido X → Y ′ , com Y ′ ∈ addY1
e portanto, Y
′ ∈ addY .
Lema 4.2.2. Sejam f : P0 → N cobertura projetiva de N , g : P (S) → S cobertura
projetiva do mo´dulo simples S e P (S) e´ um indecompon´ıvel somando de P0. Enta˜o
existe um epimorfismo N → S.
Demonstrac¸a˜o. Seja f : P0 → N uma cobertura projetiva. Enta˜o top f : topP0 →
topN e´ um epimorfismo, onde topM e´ o mo´dulo semissimples quociente de M pelo
seu radical. Uma vez que P0 = P (S)⊕ L temos topP0 = S ⊕Q.
Afirmamos que top f|S : S → topN e´ na˜o nulo.
Com efeito, se top f|S fosse um morfismo nulo, enta˜o top f|Q : Q → topN seria
um epimorfismo e da´ı f|L : L → N seria um epimorfismo, com L projetivo contido
propriamente em P0. Contradic¸a˜o.
85
Logo, top f|S : S → topN e´ na˜o nulo e como S e´ simples temos S 6 topN . Ale´m
disso, S e´ um somando direto de topN , que e´ semisimples.
Assim, existe um epimorfismo topN → S e portanto, existe um epimorfismo
N → S dado pela composic¸a˜o N → topN → S.
Os dois pro´ximos lemas envolvendo sequeˆncias exatas que na˜o cindem, addT -
resoluc¸o˜es minimais e subcategorias importantes de modA sera˜o utilizados na demon-
strac¸a˜o do principal teorema da sec¸a˜o como tambe´m em alguns resultados elementares.
Lema 4.2.3. Seja T um A-mo´dulo r-inclinante e seja 0 // T
′ // T
′′ // Q // 0
uma sequeˆncia exata que na˜o cinde com T
′
, T
′′ ∈ addT . Enta˜o existe um somando
direto indecompon´ıvel Ti de T
′
tal que Ti ∈ CogenT [i].
Demonstrac¸a˜o. Afirmamos que Q /∈ addT .
De fato, se Q ∈ addT ⊂ T⊥, enta˜o a sequeˆncia
0→ HomA(T, T ′)→ HomA(T, T ′′)→ HomA(T,Q)→ 0
seria exata, pois HomA(T,−)|
T⊥ e´ exato. Ale´m disso, tal sequeˆncia cindiria, pois
HomA(T,Q) seria um B-mo´dulo projetivo, onde B = EndT . Como Q /∈ addT temos
Q /∈ addT ′′ .
Desse modo ter´ıamos HomA(T, T
′′
) ∼= HomA(T, T ′ ⊕ Q) o que implicaria T ′′ ∼=
T
′ ⊕ Q. Mas isso contradiz o fato de que a sequeˆncia 0 → T ′ → T ′′ → Q → 0 na˜o
cinde.
Faremos a prova por induc¸a˜o sobre δ(T
′
). Se δ(T
′
) = 1, enta˜o T
′
= T ri com Ti
indecompon´ıvel. Pelo Lema (4.2.1), existe um monomorfismo na˜o cindido Ti → T˜ ′′
com T˜
′′ ∈ addT ′′ . Assim, Ti na˜o e´ isomorfo a nenhum somando de T˜ ′′ , ou seja,
T˜
′′ ∈ addT [i].
Logo Ti ∈ CogenT [i].
Agora, assumimos que δ(T
′
) > 1 e seja T
′
= T ri ⊕ Y com Y indecompon´ıvel e
addTi ∩ addY = 0. Consideremos o seguinte diagrama push-out
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0
0

Y

Y

0 // T
′

// T
′′ //

Q // 0
0 // T ri //

E //

Q // 0
0 0
Se a sequeˆncia 0 → Y → T ′′ → E → 0 na˜o cinde, enta˜o, como Y, T ′′ ∈ addT
e δ(Y ) < δ(T
′
), segue da hipo´tese indutiva que existe um somando direto indecom-
pon´ıvel Yi de Y e portanto, de T tal que Yi ∈ CogenT [i].
Se 0 → Y → T ′′ → E → 0 cinde, enta˜o E ∈ addT. Note tambe´m que pelo
que vimos na afirmac¸a˜o a sequeˆncia exata 0 → T ri → E → Q → 0 na˜o cinde, pois
Q /∈ addT e E ∈ addT .
Pelo Lema (4.2.1) existe um monomorfismo Ti → E ′ na˜o cindido com E ′ ∈
addE ⊂ addT . Logo Ti na˜o e´ isomorfo a nenhum somando de E ′ e portanto,
Ti ∈ CogenT [i].
Lema 4.2.4. Seja T um A-mo´dulo inclinante, e seja X ∈ T⊥ um mo´dulo excepcional
com X /∈ addT. Se 0 → Tr → · · · → T0 → X → 0 e´ uma addT -resoluc¸a˜o minimal
de X, enta˜o addTr ∩ addT0 = 0.
Demonstrac¸a˜o. Se X /∈ addT e 0 → Tr → · · · → T0 → X → 0 e´ uma addT -
resoluc¸a˜o minimal de X, enta˜o r > 0. Seja B = EndA T . Enta˜o N = HomA(T,X) e´
um B-mo´dulo excepcional.
De fato, aplicando HomA(T,−) na addT -resoluc¸a˜o minimal de X obtemos uma
resoluc¸a˜o projetiva minimal de N em modB
0→ Pr → · · ·P0 → N → 0
onde Pi = HomA(T, T
i). Logo pdB N = r <∞.
Para mostrarmos que ExtiB(N,N) = 0 para todo i > 1 basta aplicarmos HomB(−, N)
na resoluc¸a˜o projetiva de N e notar que ExtiB(Pj, N) = 0 para todo i > 0 e para
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todo 0 6 j 6 r, uma vez que Pj e´ um B-mo´dulo projetivo. Por outro lado, como
T e´ um mo´dulo r-inclinante e X e´ um mo´dulo excepcional temos Ext1B(N,N)
∼=
Ext1A(X,X) = 0. Donde N e´ um B-mo´dulo excepcional.
Agora observe que, para mostrarmos addTr ∩ addT0 = 0 e´ suficiente mostrarmos
que addPr ∩ addP0 = 0.
Seja S um B-mo´dulo simples com cobertura projetiva P (S). Se P (S) e´ um so-
mando direto de P0, pelo Lema (4.2.2) existe uma sequeˆncia exata 0 → K → N →
S → 0. Da´ı, aplicando HomB(N,−) nessa sequeˆncia exata curta obtemos a sequeˆncia
exata longa
0 // HomB(N,K) // HomB(N,N) // HomB(N,S)
// Ext1B(N,K)
// Ext1B(N,N)
// Ext1B(N,S)
...
...
...
· · · // ExtnB(N,K) // ExtnB(N,N) // ExtnB(N,S) · · ·
Como pdB N 6 r e N e´ excepcional temos ExtrB(N,S) = 0. Logo P (S) na˜o e´ somando
direto de Pr, como quer´ıamos.
Agora estamos prontos para demonstrar o principal resultado do cap´ıtulo.
Teorema 4.2.5. KA e´ o diagrama de Hasse de (ΩA,≤).
Demonstrac¸a˜o. Seja T
′ → T uma flecha em ~KA. Mostraremos que a inclusa˜o T⊥ ⊂
T
′⊥ e´ minimal, ou equivalentemente, T cobre T
′
.
Com efeito, como anteriormente, seja T
′
= M ⊕ X e T = M ⊕ Y com X, Y
indecompon´ıveis e
0 // X // M˜ // Y // 0 (4.4)
uma sequeˆncia exata com M˜ ∈ addM .
Seja T
′′
um mo´dulo inclinante tal que T⊥ ⊂ T ′′⊥ ⊂ T ′⊥. Enta˜o ExtiA(T ′′ , T ) = 0
e ExtiA(T
′
, T
′′
) = 0 para todo i > 0. E como M e´ somando direto de T e de T
′
segue
que ExtiA(T
′′
,M) = 0 e ExtiA(M,T
′′
) = 0 para todo i > 0. Assim, pelo Lema (4.1.7)
existe um complemento Z para M tal que T
′′
= M ⊕ Z. Aplicando HomA(−, Z) em
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(4.4) obtemos a sequeˆncia exata longa
0 // HomA(Y, Z) // HomA(M˜, Z) // HomA(X,Z)
// Ext1A(Y, Z)
// Ext1A(M˜, Z)
// Ext1A(X,Z)
...
...
...
· · · // ExtnA(Y, Z) // ExtnA(M˜, Z) // ExtnA(X,Z) · · ·
Sabemos que ExtiA(X,Z) = 0 e Ext
i
A(M˜, Z) = 0 para todo i > 0. Assim
ExtiA(Y, Z) = 0 para todo i > 1. Por outro lado, temos que Ext
i
A(Z, Y ) = 0 para todo
i > 0. Pela Proposic¸a˜o (3.2.7), existe uma sequeˆncia exata 0 → Z → E → Y → 0,
com E ∈ addM e ale´m disso, Z e´ unicamente determinado por essa sequeˆncia, donde
X ∼= Z e da´ı T ′′ ∼= T ′ .
Reciprocamente, suponhamos que T cobre T
′
. Enta˜o a inclusa˜o T⊥ ⊂ T ′⊥e´ mini-
mal. Mostraremos que existe uma flecha T
′ → T em ~KA.
Uma vez que T
′
e´ um mo´dulo r-inclinante, T ∈ T ′⊥ e pdA T <∞, pela observac¸a˜o
(2.6.21) existe uma addT
′
-resoluc¸a˜o minimal
0 // T
′
r
f // T
′
r−1 // · · · // T ′0 // T // 0. (4.5)
Observe que T /∈ addT ′ , pois do contra´rio todo somando direto de T seria somando
direto de T
′
e da´ı T
′⊥ ⊂ T⊥. Contradizendo o fato da inclusa˜o T⊥ ⊂ T ′⊥ ser pro´pria.
Assim, pelo Lema (4.2.4), temos addT
′
r ∩ addT ′0 = 0. Ale´m disso, como a sequeˆncia
exata
0 // T
′
r
f // T
′
r−1 // L // 0,
com L = Coker f , na˜o cinde, pois do contra´rio L ∈ addT ′ e da´ı (4.5) na˜o seria
minimal, segue do Lema (4.2.3) que existe um somando direto indecompon´ıvel X de
T
′
r tal que T
′
= M ⊕X e X ∈ CogenM . Da´ı X /∈ addT ′0 pois, addT ′r ∩ addT ′0 = 0.
Assim, existe uma sequeˆncia exata quase cindida
0 // X // M˜ // Y // 0
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com M˜ ∈ addM e T ′′ = M ⊕Y ∈ ΩA. Da´ı, T ′ → T ′′ e´ uma flecha em ~KA e portanto,
T
′′⊥ ⊂ T ′⊥. Nosso objetivo e´ mostrar que T ∼= T ′′ . Para tanto, mostraremos que
T ∈ T ′′⊥. Sabemos que ExtiA(M,T ) = 0 para todo i > 0, pois T ∈ T ′⊥. Aplicando
HomA(−, T ) em
0 // X // M˜ // Y // 0
obtemos a sequeˆncia exata longa
0 // HomA(Y, T ) // HomA(M˜, T ) // HomA(X,T )
// Ext1A(Y, T )
// Ext1A(M˜, T )
// Ext1A(X,T )
...
...
...
· · · // ExtnA(Y, T ) // ExtnA(M˜, T ) // ExtnA(X,T ) · · ·
e como ExtiA(M˜, T ) = Ext
i
A(X,T ) = 0 para todo i > 0 temos Ext
i
A(Y, T ) = 0 para
todo i > 1.
Por outro lado, aplicando HomA(Y,−) em 0 // K ′0 // T ′0 // T // 0 obte-
mos a sequeˆncia exata
0 // HomA(Y,K
′
0)
// HomA(Y, T
′
0)
// HomA(Y, T )
// Ext1A(Y,K
′
0)
// Ext1A(Y, T )
// Ext1A(Y, T )
// Ext2A(Y,K
′
0)
// Ext2A(Y, T
′
0)
// Ext2A(Y, T ) = 0
Como X /∈ addT ′0 e T ′ = M ⊕ X temos T ′0 ∈ addM . Donde ExtiA(Y, T ′0) = 0 para
todo i > 0 e consequentemente, Ext1A(Y, T )
∼= Ext2A(Y,K ′0).
Por fim, aplicando HomA(−, K ′0) em 0 // X // M˜ // Y // 0 obtemos a
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sequeˆncia exata longa
0 // HomA(Y,K
′
0)
// HomA(M˜,K
′
0)
// HomA(X,K
′
0)
// Ext1A(Y,K
′
0)
// Ext1A(M˜,K
′
0)
// Ext1A(X,K
′
0)
// Ext2A(Y,K
′
0)
// Ext2A(M˜,K
′
0)
// Ext2A(X,K
′
0) = 0
e como Ext1A(X,K
′
0) = Ext
2
A(M˜,K
′
0) temos Ext
2
A(Y,K
′
0) = 0, donde Ext
1
A(Y, T ) = 0.
Logo, ExtiA(Y, T ) = 0 para todo i > 0 e portanto, T ∈ T ′′⊥. Pelo Lema (4.1.4)(a),
temos T ≤ T ′′ o que implica em T ∼= T ′′ .
Sabemos que se T e´ um poc¸o em ~KA, enta˜o na˜o existe T ′ em ΩA tal que T ′ cobre
T . Assim, T e´ um elemento minimal em (ΩA,≤). Dualmente, se T e´ uma fonte
em ~KA, enta˜o T e´ um elemento maximal em (ΩA,≤). Logo, estudar os elementos
minimais (maximais) em (ΩA,≤) se reduz a determinarmos ve´rtices poc¸o (fonte) em
~KA.
Vimos que ~KA na˜o conte´m ciclos orientados. Assumindo que A e´ ba´sica, temos
que AA e´ um A-mo´dulo r-inclinante tal que Ext
i
A(A, T ) = 0 para todo i > 0 e para
todo T ∈ modA, em particular, A⊥A = modA. Assim, se T ∈ ΩA enta˜o T ≤ AA.
Logo, AA e´ uma fonte em ~KA. Na pro´xima sec¸a˜o discutiremos a existeˆncia de poc¸os
em ~KA.
Terminamos a sec¸a˜o com algumas consequeˆncias do Teorema (4.2.5).
Corola´rio 4.2.6. Se ~KA tem uma componente finita C, enta˜o ~KA = C.
Demonstrac¸a˜o. Uma vez que ~KA na˜o conte´m ciclos orientados segue que C tambe´m
na˜o conte´m. De sua finitude temos que C tem uma fonte, a saber, AA ∈ C.
Suponhamos que exista um ve´rtice T de ~KA que na˜o esta´ em C. Enta˜o T⊥ ⊂ A⊥.
Como T /∈ C esta inclusa˜o na˜o e´ minimal. Logo, existe T1 ∈ C vizinho de AA tal
que T⊥ ⊂ T⊥1 ⊂ A⊥. Pelo mesmo motivo temos que a inclusa˜o T⊥ ⊂ T⊥1 na˜o e´
minimal e da´ı existe T2 ∈ C vizinho de T1 tal que a inclusa˜o T⊥ ⊂ T⊥2 na˜o e´ minimal.
Prosseguindo com esse argumento constru´ımos um caminho infinito em C. Desde que
C na˜o conte´m ciclos orientados, isto contradiz a finitude de C.
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Corola´rio 4.2.7. Sejam C uma componente finita de ~KA e T um elemento minimal
em C. Se pdA T = d, enta˜o para cada 0 ≤ i ≤ d existe um mo´dulo r-inclinante Ti
com pdA Ti = i.
Demonstrac¸a˜o. Se C e´ uma componente finita de ~KA, enta˜o ~KA tem uma componente
conexa finita C ′ . Pelo Corola´rio (4.2.6) temos ~KA = C ′ = C.
Seja T
′ → T ′′ uma flecha em ~KA. Enta˜o, da Observasc¸a˜o (4.1.6) temos
pdA T
′ ≤ pdA T
′′ ≤ 1 + pdA T
′
(4.6)
Uma vez que ~KA e´ finita e conexa existe um caminho em ~KA da forma
AA → T0 → T1 → · · · → Ts → T. (4.7)
onde AA e T sa˜o os u´nicos elementos maximal e minimal, respectivamente, em
(ΩA,≤).
Faremos a prova usando induc¸a˜o sobre d.
Se d = 1, segue o resultado, pois pdAA = 0 e pdA T = 1.
Suponha que para cada 1 ≤ j < d, exista um mo´dulo inclinante Tj tal que
pdA Tj = j.
De (4.6) e (4.7) temos pdA Ts = d ou pdA Ts = d− 1.
Se pdA Ts = d−1, enta˜o o resultado segue da hipo´tese de induc¸a˜o. Se pdA Ts = d,
escolha k = max{1, . . . , s−2} tal que pdA Tk = d−1 e o resultado segue por induc¸a˜o.
Uma consequeˆncia imediata do Corola´rio (4.2.7) e´ o seguinte
Corola´rio 4.2.8. Seja A uma a´lgebra de Artin de representac¸a˜o de tipo finito e
dimenc¸a˜o finit´ıstica d. Enta˜o para cada 0 ≤ i ≤ d existe um mo´dulo excepcional
indecompon´ıvel Ei com pdAEi = i.
Demonstrac¸a˜o. Sabemos que se T = T1 ⊕ · · · ⊕ Ts e´ um mo´dulo inclinante, enta˜o
para cada 0 ≤ i ≤ s tem-se que Ti e´ excepcional. Sabemos tambe´m que pdA T =
max{pdA Ti : 0 ≤ i ≤ d }.
Uma vez que A e´ de representac¸a˜o de tipo finita temos que (ΩA,≤) e´ finito e
portanto, ~KA tem uma componente conexa finita C. Pelo Corola´rio (4.2.6), ~KA = C.
Logo, ~KA tem um poc¸o e consequentemente, (ΩA,≤) tem um elemento minimal T .
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Pelo Teorema (4.3.4), T e´ uma cocobertura minimal de P<∞(A). Da´ı, para cada
M ∈ modA, com pdAX <∞, temos M ∈ CogenT.
Como fd(A) = d existem X ∈ P<∞(A) com pdAX = d e uma sequeˆncia exata
0 // X // T
′ // Y // 0
com T
′ ∈ addT .
Sabendo que pdAX ≤ max{pdA T ′ , −1 + pdA Y }, pdA Y ≤ d e pdAX = d temos
−1 + pdA Y < pdAX donde pdAX ≤ pdA T ′ ≤ d o que implica em pdA T ′ = d.
Por outro lado, pdA T
′ ≤ pdA T ≤ d implica pdA T = d.
Pelo Corola´rio (4.2.7) temos que para cada 0 ≤ i ≤ d existe um mo´dulo inclinante
Ti tal que pdA Ti = i. Assim, para cada 0 ≤ i ≤ d existe um somando indecompon´ıvel
Ei de Ti tal que pdAEi = i.
4.3 Elementos minimais em KA
Nesta sec¸a˜o vamos investigar os elementos minimais em (ΩA,≤) ou equivalente-
mente os poc¸os em ~KA. Comec¸amos com uma simples observac¸a˜o.
Lema 4.3.1. Seja T = ⊕nj=1Tj um elemento em (ΩA,≤). Enta˜o as seguintes condic¸o˜es
sa˜o equivalentes:
(1) T e´ um elemento minimal.
(2) Para todo 1 ≤ i ≤ n temos que Ti /∈ CogenT [i].
(3) Na˜o existe monomorfismo na˜o cindido em addT .
Demonstrac¸a˜o. (2) ⇒ (1) Suponhamos que T na˜o seja minimal. Enta˜o existe uma
flecha T → T ′ em ~KA.
Por definic¸a˜o, T = T [i]⊕ Ti, T ′ = T [i]⊕ T ′i , e existe uma sequeˆncia exata
0 // Ti // M˜ // T
′
i
// 0
com M˜ ∈ addT [i] para algum 1 ≤ i ≤ n. Da´ı, Ti ∈ CogenT [i].
(1) ⇒ (2) Suponhamos que para algum 1 ≤ i ≤ n tenhamos Ti ∈ CogenT [i].
Enta˜o existe um indecompon´ıvel T
′
i e uma sequeˆncia exata
0 // Ti // M˜ // T
′
i
// 0
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com M˜ ∈ addT [i] e T ′ = T [i] ⊕ T ′i ∈ ΩA. Assim, existe uma flecha T → T ′ em ~KA,
donde T
′ ≤ T e portanto, T na˜o e´ minimal.
(2) ⇒ (3) Seja f : T0 → T1 um monomorfismo na˜o cindido com T0, T1 ∈ addT .
Enta˜o a sequeˆncia exata
0 // T0
f // T1 // Coker f // 0
na˜o cinde.
Uma vez T e´ r-inclinante, T0, T1 ∈ addT e tal sequeˆncia na˜o cinde, enta˜o, pelo
Lema (4.2.3), existe um somando indecompon´ıvel Ti de T0 tal que Ti ∈ CogenT [i].
(3) ⇒ (2) Suponhamos que todo monomorfismo em addT cinde e que existe
Ti ∈ CogenT [i] para algum 1 ≤ i ≤ n.
Como Ti ∈ CogenT [i], existe um monomorfismo f : Ti → T ′ com T ′ ∈ addT [i].
Assim, como f e´ um monomorfismo cindido temos Ti somando de T
′
, e da´ı Ti ∈
addT [i].
Esse Lema nos diz quando um elemento T ∈ ΩA e´ minimal em termos dos mor-
fismos em addT . A seguir apresentaremos dois crite´rios envolvendo a importante
subcategoria P<∞(A) de modA, definida por:
Para uma a´lgebra de Artin A, denotaremos por P<∞(A) a seguinte subcategoria
de modA
P<∞(A) = {X ∈ modA : pdAX <∞}.
Em particular, se dim. gl. A <∞, enta˜o P<∞(A) = modA.
Proposic¸a˜o 4.3.2. Seja T um mo´dulo r-inclinante. Enta˜o T e´ um elemento minimal
em (ΩA,≤) se, e somente se, T⊥ ∩ P<∞(A) = addT .
Demonstrac¸a˜o. Sabemos que addT ⊂ T⊥ ∩ P<∞(A). Seja Z ∈ T⊥ ∩ P<∞(A).
Uma vez que pdA Z <∞ e Z ∈ T⊥ ⊂ GenT existe uma sequeˆncia exata
0 // Ts
fs // Ts−1 // · · · // T0 // Z // 0 (4.8)
com Ti ∈ addT para todo 1 ≤ i ≤ s.
Suponhamos T minimal. Enta˜o, pelo Lema (4.3.1), na˜o existe monomorfismo na˜o
cindido em addT .
Usando induc¸a˜o sobre s, mostraremos que Z ∈ addT .
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Se s = 1, enta˜o (4.8) tem a forma
0 // T1
f1 // T0 // Z // 0
e da´ı, como f1 e´ um monomorfismo cindido temos T0 = Z ⊕ T1, ou seja, Z ∈ addT .
Suponhamos s > 1 e que para toda sequeˆncia da forma
0 // Tm // Tm−1 // · · · // T0 // Z // 0
tenhamos Z ∈ addT para todo 1 ≤ m < s.
Uma vez que fs e´ um monomorfismo em addT temos Im fs = T
′ ∈ addT e da´ı a
sequeˆncia
0 // T
′ // Ts−2 // · · · // T0 // Z // 0
e´ exata e tem comprimento menor que (4.8). Enta˜o da hipo´tese indutiva segue que
Z ∈ addT .
Logo T⊥ ∩ P<∞(A) = addT .
Reciprocamente, suponhamos que T na˜o seja minimal. Enta˜o existem uma flecha
T → T ′ em ~KrA com T ′ = M ⊕ Y , T = M ⊕X e uma sequeˆncia exata
0 // Y // M˜ // X // 0
tais que X e Y sa˜o indecompon´ıveis e M˜ ∈ addM .
Ale´m disso, Y ∈ T ′⊥ ⊂ T⊥ o que implica Y ∈ T⊥ ∩ P<∞(A), mas Y /∈ addT.
Observac¸a˜o 4.3.3. Se A e´ uma a´lgebra heredita´ria, enta˜o T e´ minimal em (ΩA,≤)
se, e somente se, T⊥ = addT .
Teorema 4.3.4. Seja A uma a´lgebra de Artin. Existe um elemento minimal em
(ΩA,≤) se, e somente se, P<∞(A) e´ contravariante finita.
Demonstrac¸a˜o. Suponhamos P<∞(A) contravariante finita. Por [7], existe T ∈ ΩA tal
que para todoM ∈ P<∞(A), tem-se Ext1A(M,T ) = 0. Assim, dado um monomorfismo
f : T1 → T0 com T0, T1 addT , temos a sequeˆncia exata curta
0 // T1
f // T0 // Coker f // 0 .
Uma vez que pdTi ≤ r para i = 0, 1 segue que pd Coker f < ∞ e da´ı, Coker f ∈
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P<∞(A). Assim, Ext1A(Coker f, T1) = 0 pois T1 ∈ addT , donde tal sequeˆncia cinde e
portanto, f e´ cindido.
Logo, na˜o existe monomorfismo na˜o cindido em addT . Pelo Lema (4.3.1), T e´
minimal.
Reciprocamente, seja T ∈ ΩA um elemento minimal. Enta˜o, pela Proposic¸a˜o
(4.3.2) temos T⊥ ∩ P<∞(A) = addT .
Mostraremos que T e´ uma cocobertura para P<∞(A). Para isso, seja X ∈
P<∞(A). Uma vez que T⊥ e´ covariantemente finita e corresolvente existe uma
sequeˆncia exata
0 // X // FX // QX // 0
com FX ∈ T⊥. Pelo Lema de Wakamatsu’s QX ∈⊥ (T⊥) (ver [3], Lema 1.3). Afir-
mamos que pdQX < ∞. De fato, sejam r = pdT e Y ∈ modA. Consideremos o
comec¸o de uma resoluc¸a˜o injetiva de Y
0 // Y // I0 // I1 // · · · // Ir // Ω−rY // 0
com Ij um A-mo´dulo injetivo pata 0 ≤ j ≤ r. Enta˜o Ω−rY ∈ T⊥. Uma vez que
QX ∈⊥ (T⊥) segue que Ext1A(QX ,Ω−rY ) = 0. Logo, Extr+1A (QX , Y ) = 0 e, portanto,
pdQX ≤ r. Assim, pdFX <∞ e da´ı, FX ∈ P<∞(A), ou seja, FX ∈ addT donde T e´
uma cocobertura de P<∞(A).
Como T e´ minimal, pelo Lema (4.3.1)(2), nenhum somando direto de T pode
ser uma cocobertura de P<∞(A), pois todo somando direto Ti de T pertence a
P<∞(A). Logo, T e´ uma cocobertura minimal de P<∞(A) e, portanto, e´ Ext-injetivo
em P<∞(A) por [4]. Logo, P<∞(A) e´ contravariantemente finita por [7].
Observac¸a˜o 4.3.5. Foi mostrado no Teorema (4.3.4) que se T ∈ ΩA e´ um elemento
minimal, enta˜o T e´ uma cocobertura minimal de P<∞(A).
Salientamos que existem a´lgebras de Artin A tal que P<∞(A) na˜o e´ contravari-
antemente finita. Assim, sa˜o a´lgebras de Artin A tal que (ΩA,≤) na˜o tem elemento
minimal. Vejamos um exemplo onde tal fato ocorre.
Proposic¸a˜o 4.3.6. Seja K um corpo algebricamente fechado e seja A a a´lgebra de
caminhos dada pela aljava
1
γ //
2
αoo
βoo
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com as relac¸o˜es αγ = γα = γβ = 0. Enta˜o P<∞(A) na˜o e´ contravariantemente
finita.
Demonstrac¸a˜o. Ver [12], Proposic¸a˜o 2.3
Algumas consequeˆncias imediatas do Teorema (4.3.4) sa˜o
Corola´rio 4.3.7. (ΩA,≤) conte´m, no ma´ximo,um elemento minimal.
Demonstrac¸a˜o. Sejam T e T
′
dois elementos minimais de (ΩA,≤). Pelo Teorema
(4.3.4), T e T
′
sa˜o cocoberturas minimais de P<∞(A) e portanto, se X ∈ P<∞(A)
temos Ext1A(X,T ) = Ext
1
A(X,T
′
) = 0. Logo, existem monomorfismos f : T → T ′0 e
g : T0 → T ′ tais que T0 ∈ addT e T ′0 ∈ addT ′ .
Assim as seguintes sequeˆncias exatas
0 // T
f // T
′
0
// Coker f // 0
e
0 // T
′ g // T0 // Coker g // 0
cindem. Donde T
′ ∈ addT , T ∈ addT ′ e portanto, T ∼= T ′ .
Corola´rio 4.3.8. Se ~KA e´ finita enta˜o P<∞(A) e´ contravariantemente finita.
Demonstrac¸a˜o. Sendo ~KA finita, enta˜o ela tem uma componente conexa finita C.
Pelo Corola´rio (4.2.6), ~KA = C. Logo, ~KA tem um poc¸o e portanto, (ΩA,≤) tem um
elemento minimal.
Pelo Teorema (4.3.4), P<∞(A) e´ contravariantemente finita.
Antes de enunciarmos a pro´xima consequeˆncia observemos o
Lema 4.3.9. Se T → T1 → · · · → Tr e´ um caminho em ~KA e B = EndA T , enta˜o
BB → HomA(T, T1)→ · · · → HomA(T, Tr) um caminho em ~KB.
Demonstrac¸a˜o. Pela definic¸a˜o de flecha em ~KA segue que T⊥i ⊂ T⊥ para todo 1 ≤
i ≤ r.
Primeiro mostraremos que HomA(T, Ti) e´ um B-mo´dulo r-inclinante.
(T1) Uma vez que Ti ∈ T⊥ temos pdB HomA(T, Ti) ≤ pdA Ti <∞;
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(T2) Uma vez que Ti ∈ T⊥ e pdA Ti <∞ existe uma addT -resoluc¸a˜o minimal
0 // T s // · · · // T 0 // Ti // 0
com T j ∈ addT para todo 0 ≤ j ≤ s.
Aplicando HomA(T,−) obtemos uma resoluc¸a˜o projetiva minimal
0 // HomA(T, T
s) // · · · // HomA(T, T 0) // HomA(T, Ti) // 0
(4.9)
para Ni = HomA(T, Ti). Assim, aplicando HomB(Ni,−) em (4.9) obtemos
ExtjB(Ni, Ni) = 0 para todo j > 0.
(T3) ...
Agora mostraremos que se T1 → T2 e´ uma flecha em ~KA com Ti ⊂ T⊥, i = 1, 2,
enta˜o HomB(T, T1)→ HomB(T, T2) e´ uma flecha em ~KB.
Pela definic¸a˜o de flecha temos que T2 = M ⊕ X, T1 = M ⊕ Y e existe uma
sequeˆncia exata
0 // X // M˜ // Y // 0
com M˜ ∈ addM .
Aplicando HomA(T,−) obtemos a sequeˆncia exata
0 // HomA(T,X) // HomA(T, M˜) // HomA(T, Y ) // 0
tais que HomA(T, M˜) ∈ add HomA(T,M), HomA(T, T1) = HomA(T,M)⊕HomA(T, Y )
e HomA(T, T2) = HomA(T,M)⊕ HomA(T,X).
Logo HomB(T, T1)→ HomB(T, T2) e´ uma flecha em ~KrB e portanto,
BB → HomA(T, T1)→ · · · → HomA(T, Tr)
e´ um caminho em ~KrB.
Corola´rio 4.3.10. Seja T um mo´dulo r-inclinante tal que B = EndA T e´ de repre-
sentac¸a˜o de tipo finita. Enta˜o P<∞(A) e´ contravariantemente finita.
Demonstrac¸a˜o. Seja T → T1 → · · · → Tr um caminho em ~KA. Pelo Lema (4.3.9),
BB → HomA(T, T1)→ · · · → HomA(T, Tr) e´ um caminho em ~KB.
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Como B e´ de representac¸a˜o de tipo finito segue que ~KB e´ finito. Assim, existe um
caminho de comprimento finito em ~KA comec¸ando em T . Logo, a componente de ~KA
contendo T tem um poc¸o, digamos T
′
.
Portanto, T
′
e´ um elemento minimal em (ΩA,≤) e o resultado segue do Teorema
(4.3.4).
99
Cap´ıtulo 5
Estrutura local da aljava ~KA
No cap´ıtulo anterior definimos a aljava ~KA e mostramos que KA e´ o diagrama de
Hasse do conjunto parcialmente ordenado (ΩA,≤) ale´m de estudamos os elementos
minimais em ~KA. Neste cap´ıtulo investigaremos a estrutura local de ~KA, a saber,
vamos estabelecer uma relac¸a˜o precisa entre o nu´mero de vizinhos de um dado ve´rtice
T e a addT -corresoluc¸a˜o de AA na definic¸a˜o de mo´dulo r-inclinante como tambe´m
discutiremos o nu´mero e comprimento dos caminhos comec¸ando ou terminando nesse
ve´rtice.
5.1 Estrutura local de ~KA para a´lgebras heredita´rias
Comec¸amos investigando a estrutura local de ~KA para a´lgebras de Artin heredita´rias.
Assim, ao longo desta sec¸a˜o consideramos A uma a´lgebra de Artin heredita´ria, em
particular, r ≤ 1.
Dado um ve´rtice T ∈ ~KA denotaremos por s(T ) (respectivamente e(T )) o nu´mero
de flechas comec¸ando (repectivamente terminando) em T em ~KA. Veja figura abaixo.
◦1
""F
FF
FF
FF
FF
. . . . . . ◦e(T )
zzuuu
uu
uu
uu
◦T
{{xx
xx
xx
xx
x
$$I
II
II
II
II
◦1 . . . . . . ◦s(T )
O resultado seguinte nos diz que o nu´mero de vizinhos de um dado ve´rtice T em ~KA
na˜o pode ser superior ao posto de K0(A).
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Lema 5.1.1. s(T ) + e(T ) ≤ n = rankK0(A).
Demonstrac¸a˜o. Seja T = ⊕ni=1Ti ∈ ~KA. Para cada 1 ≤ i ≤ n, considere o mo´dulo
inclinante parcial quase completo T [i]. Para T [i], temos um complemento indecom-
pon´ıvel Ti.
Se Ti ∈ GenT [i], enta˜o pela Observac¸a˜o (2.6.21), existe um u´nico complemento
Xi ∈ CogenT [i] de T [i], e portanto, existe uma flecha T [i]⊕Xi → T em ~KA.
Se Ti ∈ CogenT [i], enta˜o pela Observac¸a˜o (2.6.21), existe um u´nico complemento
Yi ∈ GenT [i] de T [i], e portanto, existe uma flecha T → T [i]⊕ Yi.
Observe que Ti /∈ GenT [i]∩CogenT [i], pois caso contra´rio pela Proposic¸a˜o (3.2.7)
ter´ıamos que T [i] admitiria pelo menos treˆs complementos na˜o isomorfos Xi, Yi e Ti.
Mas, como A e´ uma a´lgebra heredita´ria isto contradiz a Proposic¸a˜o (3.1.2).
Logo, s(T ) + e(T ) ≤ n = rankK0(A).
Uma consequeˆncia imediata desse lema e´ que se A e´ a a´lgebra de caminhos de
uma aljava ac´ıclica com n ve´rtices, enta˜o o nu´mero de vizinhos de um dado ve´rtice T
de ~KA e´ menor ou igual a n.
Quando s(T ) + e(T ) = rankK0(A) dizemos que T e´ saturado. Lembramos que
um A-mo´dulo M e´ dito sincero se, para todo A-mo´dulo injetivo na˜o nulo I, tem-se
que HomA(M, I) 6= 0. Claramente, todo mo´dulo fiel e´ sincero.
Observac¸a˜o 5.1.2. Observe que T ∈ ~KA e´ saturado se, e somente se, para cada
somando indecompon´ıvel Ti de T temos Ti ∈ CogenT [i] ou Ti ∈ GenT [i].
Observac¸a˜o 5.1.3. T ∈ ~KA e´ saturado se, e somente se, T [i] e´ fiel, ou equivalente-
mente, sincero para cada 1 ≤ i ≤ n.
A seguir caracterizaremos ve´rtices saturados atrave´s do seu vetor dimensa˜o.
Proposic¸a˜o 5.1.4. T ∈ ~KA e´ saturado se, e somente se, (dimT )i ≥ 2 para todo
1 ≤ i ≤ n.
Demonstrac¸a˜o. Suponhamos que exista 1 ≤ i ≤ n com (dimT )i = 1, escolha um
somando direto indecompon´ıvel X de T com (dimX)i = 1. Seja T = M ⊕X. Enta˜o
(dimM)i = 0 o que implica em HomA(eiA,M) ∼= Mei = 0, ou seja, M na˜o e´ fiel.
Reciprocamente, suponhamos que T e´ na˜o saturado. Enta˜o existe um somando
direto indecompon´ıvel X de T = M ⊕X tal que M na˜o e´ sincero. Assim, existe um
injetivo indecompon´ıvel I tal que HomA(M, I) = 0.
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Seja B = EndA T . Enta˜o HomA(T, I) e´ um B-mo´dulo indecompon´ıvel. Seja
PX = HomA(T,X) e SX = topPX . Agora
HomA(T, I) ∼= Sdim HomA(T,I)X ∼= Sdim HomA(X,I)X .
Uma vez que HomA(T, I) e´ indecompon´ıvel segue que dim HomA(T, I) = 1. Logo,
existe 1 ≤ i ≤ n com (dimT )i = 1.
Para o pro´ximo resultado consideremos T ∈ ΩA, B = EndA T , (X (T ),Y(T ))
um par de torc¸a˜o em modB induzido por T , T = M ⊕ X, PX = HomA(T,X) e
SX = topPX .
Proposic¸a˜o 5.1.5. Com as notac¸o˜es acima o seguinte ocorre.
(1) SX ∈ X (T ) se, e somente se, X ∈ GenM.
(2) X ∈ CogenM se, e somente se, SX ∈ Y(T ) e T ⊗B SX e´ na˜o injetivo.
Demonstrac¸a˜o. (1) Suponhamos que X ∈ GenM . Enta˜o, pela Prposic¸a˜o (3.2.7)
existe uma sequeˆncia exata
0 // Y // M˜ // X // 0 (5.1)
com M ⊕ Y inclinante e M˜ → X uma addM -aproximac¸a˜o minimal a` direita de X.
Aplicando HomA(T,−) em (5.1) obtemos a sequeˆncia exata de B-mo´dulos
0→ HomA(T, Y )→ HomA(T, M˜)→ PX → Ext1A(T, Y )→ 0.
Uma vez queA e´ heredita´ria segue que 1 ≤ pdB Ext1A(T, Y ) ≤ 2. Se pdB Ext1A(T, Y ) =
1, enta˜o HomA(T, Y ) = 0 e da´ı Y ∈ F(T ). Se pdB Ext1A(T, Y ) = 2, enta˜o HomA(T, Y )
e´ um B-mo´dulo projetivo o que implica em Y ∈ addT , mas isto contradiz o fato de
X na˜o ser isomorfo a Y . Logo Y ∈ F(T ) e, portanto, Ext1A(T, Y ) ∈ X (T ). E como
Ext1A(T, Y )
∼= SX temos SX ∈ X (T ).
Reciprocamente, seja SX ∈ Y(T ). Consideremos a sequeˆncia exta de B-mo´dulos
0 // KX // PX // SX // 0 (5.2)
Como PX ∈ Y(T ), que e´ fechado para kernels, e (5.2) e´ exata temos KX ∈ Y(T ).
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Agora EndX e´ um anel com divisa˜o, pois X e´ um somando direto indecompon´ıvel
de um mo´dulo inclinante. Pela teoria de inclinac¸a˜o, inferimos que o mesmo ocorre
com EndPX . Consequentemente, SX na˜o e´ um fator de composic¸a˜o de KX e da´ı,
KX ∈ Gen HomA(T,M). Mas isto implica que X ∈ GenM .
(2) Suponhamos que X CogenM . Pela Proposic¸a˜o (3.2.7) existe uma sequeˆncia
exata
0 // X // M˜ // Y // 0 (5.3)
com M ⊕ Y um mo´dulo inclinante e X → M˜ uma addM -aproximac¸a˜o minimal
a` esquerda de X. Aplicando o funtor exato HomA(T,−)|GenT em (5.3) obtemos a
sequeˆncia exata
0 // PX // HomA(T, M˜) // HomA(T, Y ) // 0 (5.4)
Aplicando HomB(−, SX) em (5.4) obtemos a sequeˆncia exata
. . .HomB(HomA(T, M˜), SX) // HomB(PX , SX) // Ext
1
B(HomA(T, Y ), SX)
// 0
Como HomB(HomA(T, M˜), SX) = 0 temos Ext
1
B(HomA(T, Y ), SX)
∼= HomB(PX , SX) 6=
0 o que implica Ext1B(HomA(T, Y ), SX) 6= 0. Como Y ∈ GenT = T (T ) temos
HomA(T, Y ) ∈ Y(T ).
Agora, observe que A heredita´ria implica dim. gl. A ≤ 1, donde idF(T ) ≤ 1.
Logo, pelo Teorema (2.5.6), (X (T ),Y(T )) e´ escindido e da´ı SX ∈ Y(T ). Como
X ∈ CogenM , temos que M e´ sincero. Suponhamos que T⊗BSX = I e´ um A-mo´dulo
injetivo. Enta˜o HomA(M, I) = SX . Note que, HomA(X, I) ∼= HomA(PX , SX) 6= 0
implica HomA(M, I) = 0. Logo, M na˜o e´ sincero, o que e´ uma contradic¸a˜o. Portanto,
T ⊗B SX = I e´ um A-mo´dulo na˜o injetivo.
Reciprocamente, sejam SX ∈ Y(T ) e T ⊗B SX um A-mo´dulo na˜o injetivo. Supon-
hamos, por contradic¸a˜o, que X /∈ CogenM . Como SX ∈ Y(T ) temos, por (1), que
X /∈ GenM . Logo M na˜o e´ sincero e, portanto, M na˜o e´ fiel. Assim, existe um
A-mo´dulo injetivo indecompon´ıvel I com HomA(M, I) = 0 e HomA(T, I) = SX . Pelo
Teorema de Inclinac¸a˜o temos que T ⊗B SX = I, contradizendo o fato que T ⊗B SX e´
um A-mo´dulo na˜o injetivo.
Uma caracterizac¸a˜o teo´rica de ve´rtices saturados e´
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Corola´rio 5.1.6. Seja T ∈ ~KA e B = EndT . Enta˜o T e´ saturado se, e somente se,
para todo B-mo´dulo simples S ∈ Y(T ) o A-mo´dulo T ⊗B S e´ na˜o injetivo.
Demonstrac¸a˜o. Suponhamos T = M ⊕ X saturado e seja S = SX ∈ Y(T ) um B-
mo´dulo simples. Uma vez que SX ∈ Y(T ) temos SX /∈ X (T ) e pela Proposic¸a˜o
(5.1.5)(1) segue que X /∈ GenM .
Como T e´ saturado temos X ∈ CogenM . Logo, pela Proposic¸a˜o (5.1.5)(2), T ⊗B
SX e´ na˜o injetivo.
Reciprocamente, seja T = M ⊕X com X indecompon´ıvel. Se SX ∈ X (T ), enta˜o,
pela Proposic¸a˜o (5.1.5)(1), X ∈ GenM . Se SX ∈ Y(T ), enta˜o, pela Proposic¸a˜o
(5.1.5)(2), X ∈ CogenM pois T ⊗B SX e´ na˜o injetivo.
Logo, para todo somando direto indecompon´ıvel X de T temos X ∈ CogenM ou
X ∈ GenM e, portanto, T e´ saturado.
Seja T ∈ ~KA. Consideremos as seguintes addT -resoluc¸o˜es minimais:
0 // AA // T 0 // T 1 // 0
0 // T1 // T0 // DAA // 0
O pro´ximo resultado nos dara´ uma relac¸a˜o entre o nu´mero de flechas comec¸ando/terminando
num dado ve´rtice T ∈ ~KA e as addT -resoluc¸o˜es minimais acima.
Proposic¸a˜o 5.1.7. s(T ) = n− δ(T0) = δ(T1) e e(T ) = n− δ(T 0) = δ(T 1).
Demonstrac¸a˜o. Sabemos que DAA ∈ T⊥ e DAA /∈ addT . Enta˜o, pelo Lema (4.2.4)
temos addT0 ∩ addT1 = 0. Da´ı e da Observac¸a˜o (2.6.20) segue que addT pode
ser escrito como a seguinte unia˜o disjunta addT = addT0 ∪ addT1. Logo δ(T ) =
δ(T0) + δ(T1) e, portanto, n− δ(T0) = δ(T1).
Dualmente prova-se que n− δ(T 0) = δ(T 1).
Uma consequeˆncia imediata dessa proposic¸a˜o e´
Corola´rio 5.1.8. T ∈ ~KA e´ saturado se, e somente se, n = δ(T 0) + δ(T0). Em
particular, AA e´ na˜o saturado.
Demonstrac¸a˜o. Temos as seguintes equivaleˆncias: T e´ saturado ⇔ s(T ) + e(T ) =
n⇔ n = n− δ(T0) + n− δ(T 0)⇔ n = δ(T0) + δ(T 0).
Uma vez que AA e´ uma fonte em ~KA temos e(A) = 0, donde δ(A0) = n. E como
δ(A0) 6= 0 segue que δ(A0) + δ(A0) 6= n e consequentemente, T e´ na˜o saturado.
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5.2 Estrutura local de ~KA para a´lgebras arbitra´rias
Nesta sec¸a˜o, seja A uma a´lgebra de Artin arbitra´ria. Nosso objetivo aqui e´ in-
vestigar certos caminhos comec¸ando ou terminando num dado ve´rtice T ∈ ~KA. Para
provarmos o principal resultado do cap´ıtulo, comec¸amos fazendo algumas preparac¸o˜es.
Lema 5.2.1. Sejam A uma a´lgebra de Artin, M um A-mo´dulo r-inclinante parcial
quase completo, T = M ⊕X um A-mo´dulo r-inclinante e
0 // K // V
f // D(AA) // 0 (5.5)
uma addT -aproximac¸a˜o minimal a` direita de D(AA). Enta˜o V ∈ addM se, e so-
mente se, X ∈ CogenM .
Demonstrac¸a˜o. (⇒) Suponhamos que V ∈ addM . Seja X ∈ modA e µ : X →
D(AA)
s um monomorfismo para algum s > 0. Aplicando HomA(T,−) em (5.5)
obtemos a sequeˆncia exata longa
0 // HomA(T,K) // HomA(T, V )
δ // HomA(T,D(AA))
// Ext1A(T,K)
// Ext1A(T, V )
// Ext1A(T,D(AA))
Uma vez que f e´ uma addT -aproximac¸a˜o minimal a` direita de D(AA) temos que
δ e´ sobrejetor, donde Ext1A(T,K) = 0, em particular, Ext
1
A(X,K) = 0. Mas isto
implica que µ se fatora sobre V s → (D(AA))s → 0, ou seja, X ∈ CogenV e portanto,
X ∈ CogenM .
(⇐) Suponhamos que X ∈ CogenM . Pela Proposic¸a˜o (3.2.7), M e´ fiel e existe
uma sequeˆncia exata
0 // X // M˜ // Y // 0
com M˜ ∈ addM e M ⊕ Y r-inclinante. Ale´m disso, seja
0 // K
′ //M
′ // D(AA) // 0 (5.6)
uma addM -aproximac¸a˜o minimal a` direita de D(AA).
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Aplicando HomA(T,−) em (5.6) obtemos a sequeˆncia exata longa
0 // HomA(T,K
′
) // HomA(T,M
′
) // HomA(T,D(AA))
// Ext1A(T,K
′
) // Ext1A(T,M
′
) // Ext1A(T,D(AA))
...
...
...
· · · // ExtnA(T,K ′) // ExtnA(T,M ′) // ExtnA(T,D(AA)) · · ·
ComoK
′ ∈ T⊥ segue que ExtiA(T,K ′) = 0 para todo i > 0, em particular, ExtiA(X,K ′) =
0 para todo i > 0.
Por outro lado, aplicando HomA(Y,−) em (5.6) obtemos a sequeˆncia exata longa
0 // HomA(Y,K
′
) // HomA(Y,M
′
) // HomA(Y,D(AA))
// Ext1A(Y,K
′
) // Ext1A(Y,M
′
) // Ext1A(Y,D(AA))
...
...
...
· · · // ExtnA(Y,K ′) // ExtnA(Y,M ′) // ExtnA(Y,D(AA)) · · ·
Uma vez queM⊕Y e´ r-inclinante eD(AA) e´ injetivo temos ExtiA(Y,K ′) = ExtiA(Y,M ′) =
0 para todo i > 1.
Logo (5.6) e´ uma addT -aproximac¸a˜o minimal a` direita de D(AA) e, portanto,
V ∈ addM .
No´s tambe´m usaremos o dual do Lema (5.2.1) que e´ o
Lema 5.2.2. Seja A uma a´lgebra de Artin e M um mo´dulo r-inclinante parcial quase
completo. Seja T = M ⊕X um mo´dulo r-inclinante. Seja
0 // AA //W // Q // 0
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uma addT -aproximac¸a˜o minimal a` esquerda de AA. Enta˜o W ∈ addM se, e somente
se, X ∈ GenM .
Para o pro´ximo resultado necessitamos das seguintes notac¸o˜es:
No Teorema (3.2.10) estabelecemos uma relac¸a˜o entre complementos na˜o isomorfos
para um mo´dulo r-inclinante parcial quase completo M . A partir dessa relac¸a˜o,
consideremos X um complemento para M , digamos X = Xn para algum n. Dizemos
que o nu´mero de complementos para M precedendo X e´ n + 1. Se existem somente
s+1 complementos para M , dizemos que o nu´mero nu´mero de complementos para M
sucedendo X e´ s+1−n. Caso contra´rio, dizemos que existem infinitos complementos
para M sucedendo X. Em seguida daremos outra importante notac¸a˜o.
Para T ∈ ~KA, consideremos as duas addT -resoluc¸o˜es minimais seguintes:
0 // AA // T 0 // · · · // T r // 0 (5.7)
· · · // Ts // · · · // T0 // DAA // 0 (5.8)
Seja X um somando direto indecompon´ıvel de T . Escolhemos i(X) como sendo o
menor inteiro tal que X e´ um somando direto de T i(X). Segue da Observac¸a˜o (2.6.20)
que cada somando direto indecompon´ıvel X de T tem que ocorrer em (5.7), assim
i(X) esta´ bem definida. Se X ocorre em (5.8), escolhemos j(X) como sendo o menor
inteiro tal que X e´ um somando direto de Tj(X). Caso contra´rio, dizemos j(X) =∞.
Lema 5.2.3. Seja T um mo´dulo r-inclinante e seja X um somando direto indecom-
pon´ıvel de T = M ⊕ X. Enta˜o o nu´mero de complementos para M precedendo X e´
i(X) + 1.
Demonstrac¸a˜o. Seja
0 // AA // T 0 // · · · // T s // 0
uma addT -resoluc¸a˜o minimal de AA. Faremos a prova usando induc¸a˜o sobre i(X).
Se i(X) = 0, enta˜o X e´ um somando direto de T 0, isto e´, X ∈ addT 0, em
particular, T 0 /∈ addM . Pelo Lema (5.2.2), temos X /∈ GenM e, consequentemente,
X e´ um complemento fonte para M . Logo, existe um u´nico complemento para M
precedendo Xr.
Se i(X) > 0, seja X = Xr. Consideremos a sequeˆncia exata longa de complemen-
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tos para M precedendo X
0 // X0 //M0 // · · · //M r−1 // Xr // 0
com M i ∈ addM para 1 ≤ i ≤ r− 1. Ale´m disso, seja 0→ Xr−1 →M r−1 → Xr → 0
a sequeˆncia conexa˜o. Seja T
′
= M ⊕Xr−1. Logo a quantidade de complementos para
M precedendo Xr−1 e´ r. Por induc¸a˜o, temos r = i(Xr−1) + 1.
Consideremos o comec¸o da addT
′
-resoluc¸a˜o minimal de AA:
0 // AA // T
′0 // · · · // T ′r // 0 (5.9)
Por construc¸a˜o, temos que Xr−1 ∈ addT ′r−1 e T ′i ∈ addM para 0 ≤ i < r − 1. A
partir de (5.9), considere a sequeˆncia exata 0→ Qr−2 → T ′r−1 → Qr−1 → 0.
Uma vez que T
′r−1 = M¯ ⊕ X t, com M¯ ∈ addM , e Xr−1 ∈ CogenM temos que
T
′r−1 ∈ CogenM e, portanto, Qr−2 ∈ CogenM . Agora, seja
0 // Qr−2 // M˜ // Q
′r−1 // 0 (5.10)
uma addM -aproximac¸a˜o minimal a` esquerda deQr−2. Agora temos ExtiA(Q
′r−1, Xr) =
Exti+1A (Q
′r−1, Xr−1) = ExtiA(Q
r−2, Xr−1) = 0. Logo, (5.10) e´ tambe´m uma addT -
aproximac¸a˜o minimal a` esquerda de Qr−2. Por isso, temos que r ≤ i(Xr). Enta˜o
Q
′r−1 GenM e a addM -aproximac¸a˜o minimal a` esquerda 0 // Q
′r−1 //M
′ // Qr // 0
de Q
′r−1 e´ tambe´m uma addT -aproximac¸a˜o minimal a` esquerda de Q
′r−1. Logo,
ExtiA(Q
r, Xr) = 0. Mas, 0 = Ext
i
A(Q
r, Xr) = Ext
i+1
A (Q
r, Xr−1) = ExtiA(Q
′r−1, X1−1)
mostra que (5.10) e´ tambe´m uma addT
′
-aproximac¸a˜o minimal a` esquerda, con-
tradizendo i(Xr−1) = r − 1.
Usaremos tambe´m o dual do Lema (5.2.3)
Lema 5.2.4. Seja T um mo´dulo inclinante e seja X um somando direto indecom-
pon´ıvel de T = M ⊕ X. Enta˜o o nu´mero de complementos para M sucedendo X e´
j(X) + 1.
Agora estamos prontos para demonstrarmos o principal teorema da sec¸a˜o
Teorema 5.2.5. Para cada somando direto indecompon´ıvel X de T , existem um
caminho w(X) em ~KA de comprimento i(X) terminando em T e um caminho u(X)
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em ~KA de comprimento j(X) comec¸ando em T . Estes caminhos sa˜o dois a dois
disjuntos.
Demonstrac¸a˜o. Seja X um somando direto indecompon´ıvel de T = M ⊕ X. Pelo
Lema (5.2.3), o nu´mero de complementos para M precedendo X e´ i(X) + 1, digamos
que i(X) = t. Consideremos a sequeˆncia exata longa de complementos para M
precedendo X = Xt
0 // X0 //M0 // · · · //M t−1 // Xt // 0
com M i ∈ addM para 1 ≤ i ≤ t − 1 e X0 complemento fonte para M . Para cada
0 ≤ i ≤ t, considere o mo´dulo inclinante Ti = M ⊕Xi.
Agora, observe que para cada 1 ≤ j ≤ t temos a sequeˆncia conexa˜o
0 // Xj−1 //M j−1 // Xj // 0
com M j−1 ∈ addM , e portanto, Tj−1 → Tj e´ uma flecha em ~KA para cada 1 ≤ j ≤ t.
Logo
T0 → T1 → · · · → Tt−1 → Tt
e´ um caminho de comprimento i(X) + 1 em ~KA terminando em T .
Pelo Lema (5.2.4), o nu´mero de complementos para M sucedendo X e´ j(X) + 1,
digamos que j(X) = k. Consideremos a sequeˆncia exata longa de complementos para
M sucedendo X = Xt
0 // Xt //M t // · · · //Mk−1 // Xk // 0
com M i ∈ addM para t ≤ i ≤ k e X0 complemento fonte para M . Para cada
t ≤ i ≤ k, considere o mo´dulo inclinante Ti = M ⊕Xi.
Agora, observe que para cada t ≤ j < k temos a sequeˆncia conexa˜o
0 // Xj //M j // Xk // 0
com M j ∈ addM , e portanto, Tj → Tj+1 e´ uma flecha em ~KA para cada t ≤ j ≤ k.
Logo
Tt → Tt+1 → · · · → Tk−1 → Tk
e´ um caminho de comprimento j(X) + 1 em ~KA comec¸ando em T
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Agora mostraremos que os caminhos sa˜o dois a dois disjuntos. Para isso, seja
T = M ⊕X = N ⊕ Y ∈ ~KA com X e Y indecompon´ıveis e na˜o isomorfos. Assim, X
e´ um somando direto de N e Y e´ um somando direto de M .
Sejam
Ti(X) // · · · // T1 //M ⊕X // T 1 // · · · // T j(X)
e
T¯i(Y ) // · · · // T¯1 // N ⊕ Y // T¯ 1 // · · · // T¯ j(Y )
caminhos em ~KA obtidos como anteriormente. Suponhamos, por contradic¸a˜o, que
esses caminhos na˜o sa˜o disjuntos. Uma vez que ~KA na˜o conte´m ciclos orientados
existem i e j tal que Ti = T¯j ou T
i = T¯ j. Assumimos que Ti = T¯j. Por construc¸a˜o,
temos que Ti = M ⊕ Xi para algum complemento Xi para M e T¯j = N ⊕ Yj para
algum complemento Yj para N .
Como X na˜o e´ isomorfo a Y segue que M na˜o e´ isomorfo a N e da´ı, Xi na˜o e´
isomorfo a Yj. Assim, Xi e´ um somando direto de N . Uma vez que Ext
r
A(N,N) = 0
para todo r > 0 e X, Xi sa˜o somandos direto de N temos que Ext
r
A(X,Xi) = 0
para todo r > 0. Mas pelo Teorema (3.2.10), temos que ExtiA(X,Xi) 6= 0, uma
contradic¸a˜o.
O caso em que T i = T¯ j e´ ana´logo.
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Cap´ıtulo 6
Apeˆndice
6.1 Categoria
Aqui apresentaremos os conceitos ba´sicos de categoria que necessitaremos.
Definic¸a˜o 6.1.1. Uma categoria e´ uma tripla C = (Obj(C0),Mor(C0), ◦), onde:
(1) Obj(C) e´ chamada classe de objetos cujos elementos sa˜o chamados objetos
de C;
(2) Mor(C0) e´ chamada classe de morfismos onde para cada par (x, y) de objetos,
define-se um conjunto de morfismos, denotado por HomC(x, y), cujos elementos
sa˜o chamados morfismos (de C) de x para y, tal que se (x, y) 6= (x′ , y′), enta˜o
HomC(x, y) ∩ HomC(x′ , y′) = ∅;
(3) ◦ e´ uma operac¸a˜o bina´ria parcial sobre os morfismos em C, onde para cada
tripla (x, y, z) de objetos de C, a aplicac¸a˜o
◦ : HomC(y, z)× HomC(x, y)→ HomC(x, z)
e´ chamada composic¸a˜o de morfismos e satisfaz as condic¸o˜es:
(a) Se f ∈ HomC(x, y), g ∈ HomC(y, z) e h ∈ HomC(z, w), enta˜o h ◦ (f ◦ g) =
(h ◦ g) ◦ f ;
(b) Para todo objeto x de C, existe um morfismo
1x ∈ HomC(x, x)
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chamado morfismo identidade em x e tal que se f ∈ HomC(x, y) e g ∈
HomC(y, x), enta˜o f ◦ 1x = f e 1x ◦ g = g.
Denotaremos de agora em diante a composic¸a˜o f ◦ g por fg.
Sejam x, y ∈ C0. Um morfismo h : x → x e´ chamado endomorfismo de x.
Um morfismo µ : x → y e´ chamado monomorfismo se para cada objeto z ∈ C0
e cada par de morfismos f, g ∈ HomC(z, x) tal que µf = µg, temos f = g. Um
morfismo ν : x → y e´ chamado epimorfismo se para cada objeto z ∈ C0 e cada
par de morfismos f, g ∈ HomC(y, x) tal que fν = gν, temos f = g. Um morfismo
η : x→ y e´ chamado isomorfismo se existe um morfismo ν : y → x tal que ην = 1y
e νη = 1x. Neste caso, x e y sa˜o ditos isomorfos, e representamos com a notac¸a˜o
x ∼= y.
Definic¸a˜o 6.1.2. Seja C uma categoria. Dizemos que C e´ uma categoria aditiva
quando sa˜o satisfeita as seguintes condic¸o˜es:
(a) Para cada conjunto finito de objetos x1, x2, . . . , xn existe a soma direta x1 ⊕
x2 ⊕ . . .⊕ xn em C.
(b) Para todo x e y objetos em C o conjunto HomC(x, y) tem estrutura de grupo
abeliano.
(c) A composic¸a˜o de morfismos em C e´ bilinear.
(d) Existe um objeto 0 ∈ Obj(C), chamado objeto zero de C, tal que o morfismo
identidade 10 e´ o elemento zero do grupo abeliano HomC(0, 0).
Definic¸a˜o 6.1.3. Seja C uma categoria. Dizemos que B e´ uma subcategoria de C
quando sa˜o satisfeita as seguintes condic¸o˜es:
(a) Obj(B) ⊆ Obj(C).
(b) Para todo x, y ∈ C, tem-se HomB(x, y) ⊆ HomC(x, y).
(c) A composic¸a˜o de morfismos em B e´ igual a composic¸a˜o em C.
(d) Para cada objeto x ∈ B, o morfismo identidade 1x em B e´ o mesmo que em C.
Seja C uma categoria e B uma subcategoria de C.
Dizemos que uma subcategoria B da categoria C e´ uma subcategoria plena
quando, para todo x e y objetos em B tem-se HomB(x, y) = HomC(x, y). Dizemos que
112
C e´ uma categoria abeliana quando e´ uma categoria aditiva, cada morfismo em C
tem kernel, cokernel em C e vale o primeiro teorema do isomorfismo. Dizemos que B
e´ fechada para soma direta quando para todo x e y objetos de B temos que x⊕ y
e´ um objeto de B. Dizemos que B e´ fechado por somandos diretos quando para
todo x objeto de B, com x = y ⊕ z, tem-se que y e z sa˜o objetos de B. Dizemos que
B e´ fechada para isomorfismos quando para todo objeto y de C tal que existe x
objeto de B isomorfo a y temos que y e´ um objeto de B. Dizemos que B e´ fechada
por extenso˜es se para toda sequeˆncia exata curta 0 // L //M // N // 0
em C com L, N ∈ B tem-se M ∈ B.
Para mais informac¸o˜es sobre a teoria ba´sica de categorias ver [2].
6.2 Funtores
A seguir apresentaremos algumas noc¸o˜es ba´sicas de funtores utilizadas no texto.
Sejam C, D duas categorias.
Um funtor covariante F : C → D e´ uma aplicac¸a˜o que associa:
• a cada objeto X ∈ C um objeto F (X) ∈ D e
• a cada morfismo f : X → Y em C um morfismo F (f) : F (X) → F (Y ) em D,
tal que F (1X) = 1F (X) e F (f ◦ g) = F (f) ◦ F (g), para todos os objetos X e Y
em C e todos os morfismos f e g em C.
Um funtor contravariante F : C → D e´ uma aplicac¸a˜o que associa:
• a cada objeto X ∈ C um objeto F (X) ∈ D e
• a cada morfismo f : X → Y em C um morfismo F (f) : F (Y ) → F (X) em D,
tal que F (1X) = 1F (X) e F (f ◦ g) = F (g) ◦ F (f), para todos os objetos X e Y
em C e todos os morfismos f e g em C.
Definic¸a˜o 6.2.1. Sejam F, G : C → D dois funtores. Um morfismo funtorial
Ψ : F → G e´ uma famı´lia Ψ = {ΨX }X∈Obj C de morfismos ΨX : F (X) → G(X) tal
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que, para qualquer morfismo f : X → Y em C, o diagrama
F (X)
ΨX //
F (f)

G(X)
G(f)

F (Y )
ΨY // G(Y )
e´ comutativo. Chamamos Ψ de isomorfismo funtorial se, para cada X ∈ Obj C,
o morfismo ΨX : F (X)→ G(X) e´ um isomorfismo em D.
Um funtor covariante F : C → D e´ chamado uma equivaleˆncia de categorias se
existe um funtor G : D → C e isomorfismos funtoriais Ψ : 1C → GF e Φ : 1D → FG,
onde 1C e 1D sa˜o os funtores identidade de C e D, respectivamente. Neste caso, o
funtor G e´ chamado quase-inverso de F .
Um funtor contravariante F : C → D e´ uma equivaleˆncia de categorias se o funtor
covariante induzido F : Dop → C e´ uma equivaleˆncia de categorias. Neste caso, F e´
chamado uma dualidade.
Seja K um corpo, A uma K-a´lgebra de dimensa˜o finita e Aop sua a´lgebra oposta
definida em [2], pg. 4. Um examplo importante de dualidade utilizado no texto e´ a
dualidade canoˆnica D = HomK(−, K) : modA→ modAop (ver [2], pg. 12), entre
a categoria modA dos A-mo´dulos a` direita finitamente gerados e a categoria modAop
dos A-mo´dulos a` esquerda finitamente gerados.
Um funtor covariante F : C → D e´ chamado denso se, para cada objeto B de D,
existe um objeto A de C tal que F (A) ∼= B. Dizemos que F e´ pleno se a aplicac¸a˜o
FXY : HomC(X, Y )→ HomD(F (X), F (Y )),
dada por f 7−→ F (f), e´ sobrejetora para todos objetos X e Y de C. Se FXY e´ injetor
para todos objetos X e Y de C, dizemos que F e´ fiel.
Seja F : C → D um funtor covariante entre categorias aditivas. Dizemos que
F preserva somas diretas se, para quaisquer objetos X e Y de C, os morfismos
F (X)
F (f) // F (X ⊕ Y ) F (Y )F (g)oo induzido pelas incluso˜es canoˆnicas nos somandos
diretos X
f // X ⊕ Y Ygoo nos da´ um isomorfismo F (X) ⊕ F (Y ) ∼= F (X ⊕ Y ).
Dizemos que F e´ aditivo se F preserva somas diretas, e, para quaisquer objetos X e
Y de C, a aplicac¸a˜o FXY : HomC(X, Y )→ HomD(F (X), F (Y )), dada por f 7−→ F (f),
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satisfaz F (f + g) = F (f) + F (g) para quaisquer f e g em HomC(X, Y ).
Seja F : C → D um funtor covariante aditivo entre categorias abelianas C e D.
Dizemos que F e´ exato a` esquerda (ou exato a` direita) se, para qualquer sequeˆncia
exata X
f // Y
g // Z // 0 (ou a sequeˆncia exata 0 // X
f // Y
g // Z ) em
C, a sequeˆncia exata induzida F (X) T (f) // F (Y ) F (g) // F (Z) // 0 (ou a sequeˆncia
exata 0 // F (X)
F (f) // F (Y )
F (g) // F (Z) ) e´ exata em D. Dizemos que F e´ exato
quando e´ exato a` direita e a` esquerda. Analogamente definimos quando um funtor
contravariante aditivo entre categorias abelianas e´ exato a` esquerda, exato a` direita
e exato.
Teorema 6.2.2. Um funtor covariante F : C → D e´ uma equivaleˆncia de categorias
se, e somente se, F e´ denso, pleno e fiel.
Demonstrac¸a˜o. Ver [2], pg. 412.
A seguir apresentaremos dois funtores utilizados no texto. Para maiores detalhes
dos resultados e definic¸o˜es abaixo ver [2].
Seja A uma K-a´lgebra. Para cada n ≥ 0, o n-e´simo bifuntor extensa˜o
ExtnA : (modA)
op ×modA→ modK
e´ definido da seguinte maneira:
Dados dois A-mo´dulos M e N , comec¸amos com uma resoluc¸a˜o projetiva de M
· · · // Pm+1 hm+1 // Pm // · · · // P1 h1 // P0 //M // 0
e aplicamos HomA(−, N) para obtermos o complexo
0 // HomA(P0, N)
HomA(h1,N) // HomA(P1, N) // · · ·
· · · // HomA(Pm, N) HomA(hm+1,N) // HomA(Pm+1, N) // · · ·
de K-espac¸os vetoriais. Definimos
ExtnA(M,N) = ker HomA(hn+1, N)/ Im HomA(hn, N).
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Assim, temos os seguintes funtores:
O funtor covariante aditivo ExtnA(M,−) : modA→ modK e o funtor contravari-
ante aditivo ExtnA(−, N) : modA→ modK.
Teorema 6.2.3. (a) Para quaisquer A-mo´dulos M e N existe um isomorfismo fun-
torial Ext0A(M,N)
∼= HomA(M,N).
(b) Sejam M e N A-mo´dulos. Enta˜o toda sequeˆncia exata curta
0 // X // Y // Z // 0 em modA induz duas sequeˆncias exatas longas
0 // HomA(M,X) // HomA(M,Y ) // HomA(M,Z)
δ0 // Ext1A(M,X)
// Ext1A(M,Y )
// Ext1A(M,Z)
...
...
...
· · · δn−1 // ExtnA(M,X) // ExtnA(M,Y ) // ExtnA(M,Z)
δn // Extn+1A (M,X) . . .
e
0 // HomA(Z,N) // HomA(Y,N) // HomA(X,N)
δ0 // Ext1A(Z,N)
// Ext1A(Y,N)
// Ext1A(X,N)
...
...
...
· · · δn−1 // ExtnA(Z,N) // ExtnA(Y,N) // ExtnA(X,N)
δn // Extn+1A (Z,N) . . .
Para cada n ≥ 0, definimos o n-e´simobifuntor torc¸a˜o
TorAn : modA×modAop → modK
116
como o seguinte. Dado um A-mo´dulo a` direita M e um Aop-mo´dulo a` direita N ,
comec¸amos com uma resoluc¸a˜o projetiva P• de M e aplicando −⊗AN em P• obtemos
o complexo
· · · // Pm ⊗A N hm⊗1 // Pm−1 ⊗A N // · · · // P1 ⊗A N h1⊗1 // P0 ⊗A N // 0
de K-espac¸os vetoriais. Definimos
TorAn (M,N) = ker (hm ⊗ 1)/ Im(hm+1 ⊗ 1)
Assim, temos dois funtores covariantes aditivos, a saber, TorAn (M,−) : modAop →
modK e TorAn (−, N) : modA→ modK.
Teorema 6.2.4. Seja A uma K-a´lgebra e M um A-mo´dulo a` direita. Enta˜o para
todo Aop-mo´dulo a` direita N , existe um isomorfismo funtorial de K-espac¸os vetoriais
TorA0 (M,N) = M ⊗A N .
6.3 Construindo o diagrama push-out
A seguir apresentaremos a contruc¸a˜o do diagrama push-out. Para maiores detalhes
dos resultados e definic¸o˜es abaixo ver [13].
Definic¸a˜o 6.3.1. Sejam M , M
′
e N A-mo´dulos e sejam f : M → N , g : M ′ → N
morfismos. Definimos o pull-back de f e g como
X = { (a, b) ∈M ⊕M ′ | f(a) = g(b) }.
Observac¸a˜o 6.3.2. Na definic¸a˜o acima, X e´ submo´dulo de M ⊕M ′.
Com as notac¸o˜es acima, temos:
Lema 6.3.3. Sejam pi1, pi2 : X → M ⊕M ′ sa˜o as projec¸o˜es das por pi1(a, b) = a e
pi2(a, b) = b. Enta˜o:
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(a) Existe um diagrama comutativo
X
pi2 //
pi1

M
′
g

M
f // N
(b) Se f e´ monomorfismo, enta˜o pi2 e´ monomorfismo.
(c) Se f e´ epimorfismo, enta˜o pi2 e´ epimorfismo.
(d) Suponhamos que 0 // L
h //M
f // N // 0 seja uma sequeˆncia exata
curta em modA, e seja h
′
: L → X dado por h′(n) = (h(n), 0). Enta˜o o
seguinte diagrama
0 // L
h
′
// X
pi1

pi2 //M
′
g

// 0
0 // L
h //M
f // N // 0
e´ comutativo com filas exatas.
Definic¸a˜o 6.3.4. Sejam L, M e M
′
A-mo´dulos e sejam f : L → M , g : L → M ′
morfismos. Definimos o push-out de f e g como
Y = (M ⊕M ′)/{(f(l),−g(l)) | l ∈ L }.
Lema 6.3.5. Sejam u1 : M → Y u2 : M ′ → Y morfismos de A-mo´dulos dados por
u1(m) = (m, 0) e u2(m
′
) = (0,m′), onde (a, a′) denota a classe de (a, a
′
) ∈ M ⊕M ′
em Y . Enta˜o:
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(a) Existe um diagrama comutativo
L
f //
g

M
u1

M
′ u2 // Y
(b) Se 0 // L
f //M
h // N // 0 e´ uma sequeˆncia exata em modA e h
′
:
Y → N e´ um morfismo dado por h′(m,m′) = h(m), enta˜o o seguinte diagrama
0 // L
g

f //M
u1

h // N // 0
0 //M
′ u2 // Y
h
′
// N // 0
e´ comutativo com filas exatas.
Os lemas acima nos diz que se 0 // L //M // N // 0 e´ uma sequeˆncia
exata em modA, f : L → L′ e g : N ′ → N sa˜o morfismos em modA, enta˜o existem
diagramas comutativos
0 // L
f

//M

// N // 0
0 // L
′ // Y // N // 0
e
0 // L // X

// N
′
g

// 0
0 // L //M // N // 0
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com filas exatas. Ale´m disso, temos o diagrama push-out
0

0

X

X

0 // L
f

//M //

N // 0
0 // L
′ //

Y //

N // 0
0 0
onde X = ker f.
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