Abstract. We consider evolution equations generated by quadratic operators admitting a decomposition in creation-annihilation operators without usual ellipticity-type hypotheses; this class includes hypocoercive model operators. We identify the singular value decomposition of their solution operators with the evolution generated by an operator of harmonic oscillator type, and in doing so derive exact characterizations of return to equilibrium and regularization for any complex time.
Introduction
We consider evolution equations given by operators acting on L 2 (R n ) which can be decomposed into the annihilation and creation operators A j = ∂ xj + x j and A * j = −∂ xj + x j . These operators are motivated by hypocoercive models; see Example 1 below. For M = (m jk ) n j,k=1 ∈ M n×n (C), let We present weak solutions to the problem (2) ∂ t u(t, x) + P u(t, x) = 0, u(0, x) = u 0 (x) ∈ L 2 (R n ).
Our goal is to precisely describe the norm of these weak solutions in a way which makes clear how the eigenvalues of P determine the long-time behavior of these solutions. We emphasize that we make no assumptions on the sign of u, P u or on any other version of ellipticity, assumptions which have been relied on previously even to define a solution to the evolution equation. Nonetheless, in this much broader setting, we are able to establish a simple exact description of the decay and regularizing effects of these solutions. This sharpens and extends previous results on return to equilibrium and how long-term behavior is governed by the spectrum of the operator, and it puts these phenomena in an elementary dynamical setting.
The present work is a special case of a more general analysis of evolution equations generated by quadratic operators [1] . In particular, the special creationannihilation operator form considered here is not stable under perturbations in the coefficients of a quadratic operator, but the more general analysis is applicable under a much weaker hypothesis.
We remark that necessary and sufficient conditions for a quadratic operator to admit such a creation-annihilation operator decomposition, after a unitary equivalence, may deduced from [9, Thm. 1.4] and [1, Sec. 4] .
Let {h α } α∈N n be the orthonormal basis for L 2 (R n ) formed by the Hermite functions, which may be realized as
αn defined via the multi-index α and the n-vector of creation operators. An induction argument and the commutator identity [A j , A * k ] = 2δ jk shows that
with α − e j + e k obtained by decreasing the jth index and increasing the kth index of α. We recall that therefore the Hermite functions diagonalize the standard harmonic oscillator
here chosen so that Spec Q 0 = N:
We note that
and therefore P commutes with Q 0 . We define the natural energy subspaces
which are P -invariant since they are eigenspaces of an operator which commutes with P . By putting P | Em into Jordan normal form, it is therefore elementary that P has a family of generalized eigenfunctions with span identical to that of the Hermite functions, which is dense in L 2 (R n ). These eigenfunctions generally are not orthogonal, however, and their associated projections grow up to exponentially rapidly [9, Cor. 1.6]. 
is of the form (1) with
Results
Our main result is an exact simple description of the norm behavior of a weak solution to (2) relying only on the singular value decomposition of the invertible matrix e −tM .
Theorem. Let P be as in (1), fix t ∈ C, and let
be the singular values of e −tM , repeated for multiplicity. There exists a closed densely defined operator, which we denote exp(−tP ), extending the solution to (2) defined on span{h α } α∈N n . There exist furthermore two unitary operators U 1 and U 2 on L 2 (R n ), which preserve each E m from (6), reducing exp(−tP ) to a solution operator corresponding to a sum of harmonic oscillators: specifically,
Remark. We say that this is a singular value decomposition of the solution operator exp(−tP ) because the operator
exponentiated on the right-hand side of (7) is self-adjoint and diagonal with respect to the Hermite basis:
Therefore exp Q is self-adjoint, positive definite, and diagonal with respect to the Hermite basis.
Proof. The main tool here is the classical Bargmann transform; to fix a reference, we refer the reader to [3, Sec. 1.6, 1.7], but some changes of variables are necessary to adjust for factors of √ π. We recall that the Bargmann transform
is a unitary map from L 2 (R n ) to the Fock space F consisting of holomorphic functions of n variables for which the norm
where the derivative is holomorphic in the former and the latter is a multiplication operator. Therefore, for P in (1), we have
Furthermore,
so the E m in (6) map to spaces of homogeneous polynomials
The solution is unique in the space of holomorphic functions because any solution must obey ∂ t (v(t, e −tM z)) = 0 and therefore v(t, e −tM z) = v 0 (z). Therefore the solution agrees with the realization as a matrix exponential on any element of span{Bh α } = span{z α }, the polynomials. This operator exp(−t(M z)·∂ z ) is densely defined because the polynomials are dense in F; equivalently, the Hermite functions have dense span in L 2 (R n ). It has a closed graph when equipped with the domain
which implies pointwise convergence for holomorphic functions. Therefore, whenever {v k } k∈N is a sequence in Dom(exp(−t(M z · ∂ z ))) for which
A change of variables makes it clear that, whenever U ∈ M n×n (C) is a unitary matrix,
is a unitary transformation on F preserving each E m . Furthermore, V * U = V U * . For t ∈ C fixed, by the singular value decomposition for e −tM we let U 1 , U 2 be unitary matrices such that
for Σ the diagonal matrix with entries σ 1 , . . . , σ n . Then
where the formula for exp((log Σ)z · ∂ z ) comes from the same reasoning which revealed that (10) solves (11). But by (9) we have that
Therefore, writing U j = B * V Uj B and noting that the operators U j preserve the spaces E m because the operators V Uj preserve the spaces E m , we have proven the theorem.
We continue by proving several immediate consequences, the first of which is the identification of the eigenvectors of P . These form a complete system, meaning that their span is dense in L 2 (R n ).
be the eigenvalues of M , repeated for algebraic multiplicity. Let G be such that GM G −1 is in Jordan normal form, therefore having diagonal entries λ 1 , . . . , λ n . Then
forms a complete system of eigenfunctions of P in (1) with corresponding generalized eigenvalues
Proof. This essentially follows the part of the proof of [7, Thm. 3.5] ; see also [6, Lem. 4.1] . It suffices to show that {(Gz) α } are eigenfunctions of M z · ∂ z ; using that
Letting e j indicate the standard basis vector with 1 in the j-th component and 0 elsewhere,
with γ j ∈ {0, 1} equaling 1 only when e j is part of a Jordan block of GM G −1 . In particular, if γ j = 0 then λ α−ej +ej−1 = λ α . Therefore
where c β = 0 is possible only when |β| = |α|, when λ β = λ α , and when n j=1 jα j < n j=1 jβ j . This can only be repeated finitely many times before one violates the trivial bound n j=1 jβ j ≤ n|β|. Since also n j=1 jα j ≥ |α|, we conclude that
proving that ζ α = (Gz) α is a generalized eigenvector of M z · ∂ z as claimed. Since span{ζ α } = span{z α } which is dense in F, these generalized eigenvectors form a complete family, completing the proof of the corollary. Proof. For exp(−tP ) to be bounded (resp. compact), it is necessary and sufficient for the self-adjoint operator exp Q for Q as in (8) to be bounded (resp. compact), and the singular values of exp(−tP ) are the eigenvalues of exp Q. From the Hermite function diagonalization,
Since the σ j are arranged in increasing order, it is necessary and sufficient for boundedness to have σ n = e −tM ≤ 1, because otherwise (13) exp(−tP )U * 2 h (0,...,0,k) = σ k n tends to infinity exponentially rapidly as k → ∞. Similarly, if σ n = e −tM = 1, then (13) shows that the eigenvalue 1 for exp Q has infinite multiplicity, precluding compactness of exp(−tP ). If σ n = e −tM < 1, then exp Q is a positive self-adjoint operator whose eigenvalues tend to zero, and therefore exp Q and exp(−tP ) are compact. Remark. The symbol of P as a differential operator is 1 2
Setting z = x − iξ, we see that the conditions in the corollary are equivalent to the classical ellipticity conditions that the real part of the symbol should be positive (semi-)definite. The second condition is not necessary to have exp(−tP ) compact for all t > 0, as is clear from Examples 1 and 9.
Proof. We compute that
and note that e −tM ≤ 1 for all t ≥ 0 if and only if |e −tM z| 2 is decreasing on {|z| = 1} while e −tM < 1 for all t > 0 if |e −tM z| 2 is strictly decreasing on {|z| = 1}. This, along with Corollary 3, proves the corollary.
We next show precise asymptotics for the exponential decay, like exp(−Cj) 1/n , of the singular values s j of exp(−tP ) whenever this operator is compact. In particular, this implies that exp(−tP ) is in every Schatten class S p , p ∈ (0, ∞), as soon as it is compact.
Corollary 5. Let P and exp(−tP ) be as in the Theorem, and let Σ be the diagonal matrix with entries equal to the singular values of e −tM . If exp(−tP ) is compact, then its singular values, arranged in non-increasing order, obey
Proof. From (12), we have the singular values of exp(−tP ) which tend to zero by the assumption that exp(−tP ) is compact. Note that this means that σ j ∈ (0, 1) for all j. Taking logarithms, we see that the singular value s j of exp(−tP ) is determined by the requirements that #{α ∈ N n :
An elementary argument (cf. [8, Eq. (68)]) comparing the cardinality of this set with the volume of the boxes anchored at lattice points -which is in turn wellapproximated by the volume of a simplex -shows that as R → ∞ we have the estimate
Letting R = − log s j and taking n-th roots, we obtain
Since we now have that − log s j grows like j 1/n , we have that (1 + O(− log s j )) −1 = 1 + O(j −1/n ) as j → ∞, and the result follows.
We can study the regularization properties of the operator exp(−tP ) by comparing it with the standard harmonic oscillator semigroup through composition.
Corollary 6. Let Q 0 be the standard harmonic oscillator (5). Then, for δ ∈ R, Proof. From the proof of the Theorem, for any v ∈ F,
But again this map is bounded if and only if e δ−tM ≤ 1, which gives the corollary.
Corollary 7.
Let exp(−tP ) be as in the Theorem and suppose that e −tM ≤ 1. For the Hermite functions {h α } from 3, let
Remark. When N = 0, the decay of exp(−tP )(1 − Π 0 ) is known as return (or convergence) to equilibrium; see e.g. [5, Ch. 6] .
Proof. The norm of an operator is the largest of its singular values, and from the classical formula for the eigenvalues of an operator of harmonic oscillator type and the Theorem, the singular values of exp(−tP )| Em are
We recall that every σ j ∈ (0, 1] since e −tM ≤ 1, and therefore the largest such singular value appears when m = N + 1 with singular value σ N +1 n = e −tM N +1 . This identifies the norm of the operator composed with the projection as desired.
Corollary 8. If Spec M ⊂ { λ > 0} and exp(−tP ) is as in the Theorem then there exists T 0 > 0 such that exp(−tP ) is compact on L 2 (R n ) for all t > T 0 . Moreover, for any δ > 0, however large, there exists T δ > 0 such that the operators (14) and
Proof. Both statements follow immediately from the fact that e −tM → 0 which follows from exponentiating the Jordan normal form of M . In fact, if
and r is the size of the largest Jordan block corresponding to a λ ∈ Spec M for which λ = α, then there exists C > 0 where, for t sufficiently large,
We may therefore certainly take T δ ≤ C 0 (1 + δ) for some C 0 > 0 and all δ > 0.
Further directions and example details
For reasons of length and in order to rest entirely on the classical Bargmann transform, the current work avoids an in-depth treatment of many natural questions. In [1] , we continue in these directions, considering a more stable class of quadratic operators by using a family of FBI-Bargmann transforms. We also consider many other questions and extend the analysis here, including the question of whether the eigenfunctions form a core for the solution operators, relationships between regularizing properties of different harmonic oscillator semigroups, and the way ellipticity and weak ellipticity (from a bracket condition) reappear in an elementary way in the Taylor expansion of, for instance, e −tM . Throughout, we see a theme where the range of the symbol determines behavior for short times and the eigenvalues determine behavior in long times, even when the short-time behavior is wildly unbounded.
Example 9. We illustrate these results on the Fokker-Planck model P a from Example 1.
Return to equilibrium results like those in [4, Thm. 3] follow from analysis of the norm e −tMa . The phenomenon of weak ellipticity is reflected geometrically in the fact that the norm is decreasing along integral curves of d dt z(t) = M z(t), but the integral curves are tangent to the unit circle at {z 2 = 0}. More precisely, |e −tMa (z 1 , z 2 )| is strictly decreasing for all (z 1 , z 2 ) ∈ C 2 \{0}, but only slowly for small t: that is, while
decay along the z 1 -axis is slower: Some further calculations reveal that
with z = (1, at/2) realizing the maximum up to an error of O(t 4 ). That regularization and return to equilibrium of exp(−tP a ) are governed for large times by Spec M a is elementary because Spec M a (almost) determines e −tMa as t → ∞, as seen in (16).
In addition, a weak definition of the solution operator remains even if we add a perturbation which destroys the ellipticity: let
and therefore exp(−tP a,b ) is unbounded for small times. Additionally, a simple scaling argument and a classical pseudomode construction taken from [2] shows that SpecP a,b = C; see [1, Sec. 3] . On the other hand, so long as b > 0 is sufficiently small that SpecM a,b ⊂ { λ > 0}, which means that b < min{a 2 , 1}, we have e −tM a,b → 0 exponentially rapidly as t → ∞. Therefore, for sufficiently large times, the weakly defined solution operator exhibits all the same properties of compactness, exponentially decaying singular values, regularization, and exponentially fast return to equilibrium which are enjoyed by P a .
As a final illustration, we let a = 5 and b = 0.9 and present in Figure 1 the contours of log e −tM a,b when e −tM a,b ≤ 1. Therefore exp(−tP a,b ) is bounded inside the outermost curve and return to equilibrium is stronger as log e −tM a,b becomes more negative. Previously, it was not clear that exp(−tP a,b ) could be defined as a bounded operator for any t > 0; now boundedness for large t > 0 is obvious from the spectrum ofM a,b . Geometrically, it is intuitively clear that the strong rotation combined with expansion in the z 1 direction allows integral curves ofż = −M z to exit and re-enter the unit ball multiple times, and this is reflected in the isolated regions of boundedness for exp(−tP a,b ). Finally, we see clearly that the eigenvalues determine, to a large extent, whether exp(−tP a,b ) is bounded for t ∈ C and |t| large: if A were a normal operator with the same eigenvalues asP a,b indicated by Corollary 2, then the sector demarcated by dotted lines is precisely the set of t ∈ C for which exp(−tA) would be a bounded operator. Since the boundedness of exp(−tA) for a normal operator A is determined solely by its eigenvalues, we see that the set of t ∈ C for which exp(−tP a,b ) is bounded strongly resembles, for |t| large, the set indicated when considering only the eigenvalues ofP a,b .
