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Résumé
De nos jours, la notion de système dynamique s’étend de plus en plus à tous
les domaines. Plusieurs problèmes (phénomènes) de la vie courante évoluent
au cours du temps et peuvent être modélisés par des équations différentielles.
Les scientifiques s’intéressent à l’étude de la stabilité de ces modèles.
Cette question est déjà abordée par des outils classiques (linéarisation autour
de l’équilibre,. . . ) et cela pour des systèmes hyperboliques et des cycles li-
mites. La linéarisation ne peut pas être utilisée pour étudier la stabilité d’un
système dynamique non hyperbolique (un système dont au moins une des
valeurs propres de la jacobienne est à partie réelle nulle), [1, p.19,135].
On souhaite donc étudier la stabilité des tels systèmes sans les linéariser lo-
calement, ce qui peut être réalisé au travers les propriétés spectrales de l’opé-
rateur de Koopman. L’objectif de ce mémoire est ainsi d’étudier le spectre
de l’opérateur de Koopman associé à des systèmes non hyperboliques et de
calculer numériquement ses fonctions propres.
Nous avons appliqué l’opérateur de Koopman (son générateur infinitési-
mal) à un système dynamique (non linéaire) non hyperbolique pour étudier
son spectre en considérant différents espaces des fonctions observables. Nous
avons par la suite développé une méthode numérique pour approximer l’opé-
rateur de Koopman par une matrice de grande taille dans une base finie (base
des monômes ou base de Fourier). La matrice obtenue dans la base de Fourier
a été utilisée pour calculer numériquement les approximations des fonctions
propres généralisées.
Abstract
Nowadays, the concept of dynamic system extends more and more to all
fields. Several problems (phenomena) of everyday life evolve over time and
can be modeled by differential equations. Scientists are interested in the
study of the stability of these models. This question is already addressed
by classical tools (linearization around the equilibrium,. . . ) in the case of
hyperbolic systems and limit cycles. Linearization techniques cannot be used
to study the stability of a non-hyperbolic dynamical system (a system for
which at least one of the eigenvalues of the Jacobian is a real zero part), [1,
p.19,135].
We want to study the stability of such systems without linearizing them
locally and this can be done through the spectral properties of the Koopman
operator. The purpose of this thesis is to study the spectrum of the Koopman
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operator associated with non-hyperbolic systems and to numerically compute
its eigenfunctions.
We applied the Koopman operator (its infinitesimal generator) to a non-
hyperbolic (nonlinear) dynamic system to study its spectrum by considering
different spaces of the observable functions. We then developed a numeri-
cal method to approximate the Koopman operator by a large matrix in a
finite basis (basis of monomials or Fourier basis). The matrix obtained in the
Fourier basis was used to numerically compute the approximations of the
generalized eigenfunctions.
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Chapitre1
Introduction
La notion de système dynamique est née de la théorie de la mécanique
newtonienne. Elle consiste en la définition des règles de l’évolution d’un en-
semble de variables basiques connues sous le nom de variables d’état qui sont
liées par un certain processus. On peut, selon le besoin, découper l’étude d’un
système dynamique en trois parties :
— la modélisation qui consiste à décrire le comportement d’un système
ou à le représenter par un modèle mathématique ;
— l’analyse qui permet d’obtenir des informations importantes sur le
système comme par exemple des réponses à des questions liées à la
stabilité du système.
— la commande qui, quant à elle, correspond à l’action de vouloir inférer
sur le système un contrôle pour que certains objectifs soient atteints.
On peut par exemple s’intéresser aux questions de stabilisation, de la
minimisation de l’énergie du système, etc.
Un système dynamique peut être, de façon simplifiée, représenté par une
équation différentielle de la forme
x˙ = F(x) (1.1)
où x ∈ Rn, appelé variable d’état, représente la position et F(x) est le champ
de vitesse. Plus rigoureusement, l’équation (1.1) peut s’écrire comme
x˙(t) = F(x(t))
pour insister sur le fait que la position et le champ de vitesse sont fonction
du temps t.
Il existe une façon classique d’étudier un système dynamique : elle consiste
à résoudre l’équation différentielle (1.1) et d’en étudier les trajectoires (les
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solutions). Mais dans beaucoup de cas, il n’est possible d’exprimer analyti-
quement cette solution et surtout dans le cas non linéaire.
Des outils mathématiques ont été développés pour étudier certaines proprié-
tés d’un système dynamique sans devoir résoudre l’équation différentielle qui
le représente (modélise). C’est le cas par exemple de la théorie de Lyapunov 1.
Une de ces propriétés qui intéressent les mathématiciens (les scientifiques en
général) est par exemple la stabilité d’un système.
Un des outils récents permettant de faire une étude globale (de la stabilité)
d’un système dynamique non linéaire, sans devoir le linéariser localement,
est la théorie des opérateurs. C’est cette approche qui est abordée dans ce
travail. Plus spécifiquement, il s’agit de l’opérateur de Koopman, qui est un
opérateur de composition. C’est un opérateur linéaire qui agit sur l’espace
des observables. L’espace étant de dimension infinie, on doit arriver à ap-
proximer l’opérateur de Koopman par une grande matrice dans une base
finie quelconque, passer donc de la dimension infinie en dimension finie.
Des études sur la stabilité d’un système dynamique non linéaire ont été
réalisées à partir de propriétés spectrales de l’opérateur de Koopman. On peut
citer par exemple [2] et [3]. Dans [2], une attention est portée sur un équilibre
hyperbolique et le cycle limite, laissant ainsi une voie ouverte pour le cas de
l’équilibre non hyperbolique dont la stabilité n’est pas étudiée. D’après [1,
p.19, 135], la stabilité d’un système non hyperbolique ne peut pas être étu-
diée (déterminée) par linéarisation. D’après [2, p.4], pour un équilibre non
hyperbolique, le spectre continu de l’opérateur de Koopman est un ensemble
non vide pour certains espaces. Il est alors intéressant de mettre en évidence
des fonctions propres "généralisées" pour l’analyse ou l’étude de la stabilité
de l’équilibre et/ou du système non hyperbolique.
En nous inscrivant dans la même démarche, nous comptons étudier, dans
ce travail, les propriétés spectrales de l’opérateur de Koopman pour un équi-
libre non hyperbolique. En effet, comme expliquée ci-dessus, la méthode de
linéarisation ne permet pas de tirer des conclusions sur la stabilité d’un sys-
tème dynamique lorsqu’au moins une des valeurs propres de la jacobienne
est à partie réelle nulle. Ceci est confirmé dans le théorème suivant, sur la
stabilité d’un système non linéaire, tiré de [4, p.90].
Théorème 1.0.1 Soit x˙ = F (x) un système dynamique non linéaire. Soit
A = ∂F
∂x
| x∗ = 0 sa jacobienne.
1. Cette théorie intervient dans l’étude de la stabilité d’un système.
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• Si ∀λ ∈ σ(A), <{λ} < 0, alors le point d’équilibre est asymptotique-
ment stable.
• Si ∀λ ∈ σ(A), <{λ} > 0, alors le point d’équilibre est instable.
• Si ∀λ ∈ σ(A), <{λ} ≤ 0 et qu’au moins pour un λi ∈ σ(A), λi =
0 (<{λi} = 0) alors on ne peut rien conclure.
La connaissance du spectre de l’opérateur de Koopman peut aider à étu-
dier la stabilité d’un tel équilibre et/ou du système.
Nous précisons que dans le cadre de ce travail, nous nous sommes limité aux
seuls systèmes dynamiques non linéaires non hyperboliques dont les champs
de vitesse sont polynomiaux à une ou deux indéterminées et dont l’origine
est un point fixe. C’est une simplification relativement légère de la ques-
tion d’étude. Nous précisons tout de même que les différents systèmes sont à
temps continu et ne sont soumis à aucun contrôle (ilsystèmes autonomes).
Ainsi, l’objectif principal de ce mémoire est de proposer un cadre théo-
rique sur la stabilité des systèmes dynamiques à équilibre non hyperbolique en
complément de résultats présentés dans [3] et [2], via l’opérateur de Koop-
man. En plus de fournir une caractérisation du spectre de l’opérateur de
Koopman pour des systèmes dynamiques non hyperboliques, nous obtien-
drons la matrice représentative de l’opérateur de Koopman dans une base
(base de monômes ou base de Fourier) afin de calculer les fonctions propres
de l’opérateur.
Ce travail est organisé comme suit :
Le second chapitre porte sur les généralités à propos de l’opérateur de Koop-
man qui est associé à un système dynamique non linéaire de manière générale.
Il présente quelques définitions et résultats de base sur ce dernier, nécessaires
pour la suite du travail.
Le troisième chapitre, porte sur la recherche du spectre de l’opérateur
Koopman associé au système non hyperbolique. Il est au cœur de notre pre-
mière contribution dans ce travail. Il prend en compte les éléments présentés
dans le deuxième chapitre pour étudier le spectre de l’opérateur de Koopman
dans le cas particulier des systèmes non hyperboliques.
Le quatrième chapitre porte sur le développement d’une méthode numé-
rique pour construire la matrice de Koopman dans la base des monômes et
dans la base de Fourier. Il présente également une méthode de calcul des
fonctions propres de l’opérateur de Koopman dans la base de Fourier. Après
cette caractérisation, quelques exemples illustratifs sur le calcul des fonctions
propres sont proposés.
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Chapitre2
Généralités sur l’opérateur de
Koopman
Sommaire
2.1 Opérateur de Koopman . . . . . . . . . . . . . . . 9
2.1.1 Cas discret . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Cas continu . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Valeurs et fonctions propres de l’opérateur de
Koopman . . . . . . . . . . . . . . . . . . . . . . . 16
Dans ce chapitre, nous présentons l’opérateur de Koopman dans sa géné-
ralité en insistant sur les différents aspects qui interviendront dans la suite
de ce travail. Nous insistons plus principalement sur les fonctions propres de
cet opérateur qui seront calculées au chapitre (4), en utilisant la méthode
développée.
2.1 Opérateur de Koopman
Pour un système dynamique donné, on est souvent amené à chercher ou
à décrire son état à un instant t donné. Désignons par F l’espace vectoriel
de fonctions et notons par f ses éléments, qui sont dans ce contexte, appelés
des observables f : X → R où X ⊂ Rn est l’espace d’état.
Dans l’étude d’un système dynamique, une attention est portée sur l’espace
d’état (trajectoires). L’opérateur de Koopman peut être défini aussi bien pour
le paramètre temporel continu que pour celui discret.
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2.1. Opérateur de Koopman
2.1.1 Cas discret
Pour définir un système dynamique, il suffit de tenir compte du fait que
chaque état se déduit du précédent par une relation de la forme
x[n] = T(x[n− 1]) (2.1)
où T est une application de X dans X. Autrement dit, l’application T décrit
le système dynamique. En adoptant les notations de [5], on définit l’opérateur
de Koopman comme suit :
UT : F −→ F f 7→ (UTf)(x) = f [T(x)].
L’opérateur UT ainsi défini est linéaire. En effet, soient f et g deux obser-
vables de F et c1, c2 ∈ R. On a :
UT(c1f(x) + c2g(x)) = [c1f(x) + c2g(x)] ◦T(x)
= (c1f + c2g)[T(x)]
= c1f [T(x)] + c2g[T(x)]
= c1(f ◦T)(x) + c2(g ◦T(x)
= c1UTf(x) + c2UTg(x)
D’après [5], quelle que soit la dimension de X (finie ou infinie), l’opérateur
de Koopman UT est généralement de dimension infinie. Le plus souvent, on
peut accéder à une sous-collection d’observables de F , base de celui-ci. Soit
{f1, f2, . . . , fN} ⊂ F cette collection. Posons F = (f1, f2, . . . , fN) ∈ FN . On
peut exprimer l’action de UT sur chaque fi et on a
[UTF ](x) =

[UTf1](x)
[UTf2](x)
...
[UTfN ](x)
 (2.2)
Cet opérateur peut être représenté par une application linéaire (une matrice)
comme le montrent les exemples qui suivent.
Exemple 2.1.1 (Groupe cyclique) [5, p.5] Soit X = {e, a, a2} avec a3 ≡ e
un groupe cyclique d’ordre 3.
On définit l’application T par T : X → X tel que x 7→ T(x) = a.x. On note
par F l’ensemble de fonctions définies sur X évaluées dans C. On pose f1, f2
et f3 les fonctions indicatrices sur e, a et a2 dans cet ordre :
f1(x) =
1 si x = e0 si x 6= e , f2(x) =
1 si x = a0 si x 6= a , f3(x) =
1 si x = a20 si x 6= a2 (2.3)
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2.1. Opérateur de Koopman
La collection {f1, f2, f3} de la relation (2.3) forme une base de F . L’action
de l’opérateur de Koopman UT sur la collection ci-dessus est :
• (UT)f1(x) = (f1 ◦T)(x)
= f1(T(x))
= f1(a.x)
= f3(x)
• (UT)f2(x) = (f2 ◦T)(x)
= f2(T(x))
= f2(a.x)
= f1(x)
• (UT)f3(x) = (f3 ◦T)(x)
= f3(T(x))
= f3(a.x)
= f2(x)
Toute observable f ∈ F peut s’écrire, de manière unique, sous la forme
f = c1f1 + c2f2 + c3f3 dans la base {f1, f2, f3} et l’action de UT sur f est
donnée par
(UTf)(x) = UT(c1f1 + c2f2 + c3f3)(x)
= c1UTf1(x) + c2UTf2(x) + c3UTf3(x)
= c1f3(x) + c2f1(x) + c3f2(x).
On obtient ainsi la matrice A de UT
A =
 0 1 00 0 1
1 0 0

Exemple 2.1.2 (Système linéaire diagonalisable), inspiré de [5].
Soit X = Rd. On définit l’application T par T : X → X
x 7→ (T(x))i = µixi avec i = 1, . . . , d; x = (x1, . . . , xd)T et µi ∈ R.
Soit F l’espace de fonctions définies sur X à valeurs dans C. Posons B =
{b1, . . . , bd} une base de X et définissons l’application fi(x) =< bi, x > où
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2.1. Opérateur de Koopman
< ·, · > est le produit scalaire sur X. On a
f1(x) =< bi,
[
x1 . . . xd
]T
>
=
[
b1,1 . . . b1,d
] 
x1
...
xd

...
fd(x) =< bi,
[
bd,1 . . . bd,d
]T
>
=
[
bd,1 . . . bd,d
] 
x1
...
xd

L’action de l’opérateur de Koopman UT sur les fonctions fi est donnée par
(UT)(x) = (fi ◦T)(x)
= fi[T(x)]
= fi(µixi)
=< bi, µixi >
=
[
bi,1 . . . bi,d
] 
µ1x1
...
µdxd

=
[
bi,1 . . . bi,d
]

µ1 0 . . . 0
0 µ2 . . . 0
... ... . . . ...
0 0 . . . µd


x1
x2
...
xd

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2.1. Opérateur de Koopman
Posons F =
[
f1 . . . fd
]T
. Avec la relation (2.2), on peut écrire :
[UTF ] (x) =

[UTf1](x)
[UTf2](x)
...
[UTfd](x)

=

f1(T(x))
f2(T(x))
...
fd(T(x))

=

f1(µ1x1)
f2(µ2x2)
...
fd(µdxd)

=

b1,1µ1x1 . . . b1,dµ1x1
b2,1µ2x2 . . . b2,1µ2x2
... . . . ...
bd,1µdxd . . . bd,dµdxd
 .
Ce qui peut se décomposer sous la forme suivante
(UTF )(x) =

b1,1 b1,2 . . . b1,d
bd,1 b2,2 . . . b2,d
... ... . . . ...
bd,1 bd,2 . . . bd,d


µ1 0 . . . 0
0 µ2 . . . 0
... ... . . . ...
0 0 . . . µd


x1
x2
...
xd
 (2.4)
L’expression (2.4) représente l’action de l’opérateur de Koopman pour un
sous-ensemble d’observables F de F .
Remarque 2.1.3 Si les coordonnées de la base {bi}di=1 sont celles de la base
canonique, les fonctions fi sont des projections canoniques et on a, dans ce
cas, que l’action de l’opérateur de Koopman est donnée par
(UTF )(x) =

µ1 0 . . . 0
0 µ2 . . . 0
... ... . . . ...
0 0 . . . µd


x1
x2
...
xd

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2.1. Opérateur de Koopman
2.1.2 Cas continu
La notion d’opérateur de Koopman ci-dessus présentée pour le système
dynamique à temps discret s’étend également au système dynamique à temps
continu. Soit l’équation
x˙ = F(x) (2.5)
qui décrit un système dynamique à temps continu où x est un état défini sur
X ⊂ Rn et F : X → X le champ de vitesse (non linéaire) est une fonction
lisse. Notons la solution de l’équation différentielle (2.5) par ϕt(x0) = x(t) où
x0 est la condition initiale (au temps t = 0). La solution ϕt est une courbe
intégrale du champ de vecteurs F. On l’appelle flot. D’après [6, p.3] et [1,
p.7], le flot ainsi défini satisfait les propriétés d’un semi-groupe telles qu’elles
seront présentées pour l’opérateur de Koopman.
Définition 2.1.4 (tirée de [5]).
Étant donné un système dynamique à temps continu x˙ = F(x) et une
observable f , le semi-groupe d’opérateurs de Koopman U t : F → F associé à
ϕt est donné par l’expression
U tf(x0) = f ◦ ϕt(x0).
La famille {U t}t≥0 est appelée famille d’opérateurs de Koopman associés à un
système dynamique à temps continu. La notion d’opérateurs de Koopman a
été définie pour la première fois pour des systèmes hamiltoniens, voir [7] pour
des détails. Ces opérateurs sont souvent appelés opérateurs de composition
étant donné que U t agit sur les observables par composition avec le flot ϕt.
Nous présentons,ici, de petits détails de propriétés énoncées dans [8, p.9].
Propriétés : Étant donné un système dynamique à temps continu, on a :
1. U t est linéaire.
En effet, soient f et g deux observables, α et β des scalaires réels ou
complexes.
U t(αf + βg)(x0) = ((αf + βg) ◦ ϕt)(x0)
= (αf + βg)(ϕt(x0))
= αf(ϕt(x0)) + βg(ϕt(x0))
= αf ◦ ϕt(x0) + βg ◦ ϕt(x0)
= αU tf(x0) + βU tg(x0).
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2. U t1+t2 = U t1U t2 .
En effet, soit f ∈ F .
U t1+t2f(x0) = f ◦ ϕt1+t2(x0)
= f(ϕt1+t2(x0))
= f(ϕt1(ϕt2(x0)))
= U t1f(ϕt2(x0))
= U t1U t2 .
3. U0 = 1, 1 est l’identité.
U0f(x0) = (f ◦ ϕ0)(x0)
= f(ϕ0(x0))
= f(x0).
4. (U t)−1 existe si F est Lipschitz 1.
Remarque 2.1.5 Si la quatrième propriété est garantie, on a la structure
de groupe qui est définie sur la famille {U t}t≥0, t ∈ R (aussi pour t < 0).
L’exemple suivant, inspiré de [8], montre comment une observable peut évo-
luer sous l’action de l’opérateur de Koopman.
Exemple 2.1.6 Considérons le système dynamique
θ˙ = ω
avec θ qui appartient au cercle unité S1, ω une constante.
Posons f(θ) = A sin θ. On peut vérifier sans peine que le flot est donné par
ϕt(θ0) = ωt+ θ0. L’évolution de f(θ) sous l’action de U t est
U tf(θ0) = f ◦ ϕt(θ0)
= f(ωt+ θ0)
= A sin(ωt+ θ0).
Par suite, θ(t) = A sin(ωt+ θ0).
L’évolution de f est par exemple un pendule d’amplitude A, de pulsation ω
et de phase à l’origine θ0.
1. Une fonction f est dite lipschitzienne de rapport L <∞ si pour tous x, y, on a
| f(x)− f(y) |≤ L | x− y |, où L est appelé constate de Lipschitz de f . Voir [6, p.3].
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Définition 2.1.7 (Générateur infinitésimal)
Soit U t le semi-groupe d’opérateur de Koopman. Le générateur infinitési-
mal de ce semi-groupe est par définition
LUf = lim
t→0
U tf − f
t
,
f étant une observable. D’après [2] et [8, p.16], étant donné le système (2.5) de
solution ϕt(x0) associée à la condition initiale x0, si f et F sont continûment
différentiables (au moins f ∈ C1(X) ⊃ F), on peut alors écrire
LUf = F.∇f ; (2.6)
où ∇ est le symbole du gradient et . le produit scalaire dans Rn.
On vérifie que
LUf(x) = lim
t→0
U tf(x)− f(x)
t
= lim
t→0
f ◦ ϕt(x)− f ◦ ϕ0(x)
t
= lim
t→0
f(ϕt(x))− f(ϕ0(x))
t
= lim
t→0
d
dt
f ◦ ϕt′(x)|t′=θt, θ ∈ [0, 1]
= d
dt
(f ◦ ϕt′(x))|t′=0
= df(x)
dt
.
dϕt
′(x)
dt
= F(x).∇f(x).
Pour une démonstration plus rigoureuse 2 et pour plus de détails, on peut
consulter [9, pp.255-256].
Remarque 2.1.8 On montre facilement que le générateur infinitésimal LU
de U t est aussi linéaire.
2.2 Valeurs et fonctions propres de l’opéra-
teur de Koopman
Les fonctions propres de l’opérateur de Koopman interviennent dans l’étude
de la stabilité d’un système dynamique, comme nous l’avons signalé dans l’in-
troduction. Dans cette section, nous présentons quelques propriétés sur les
2. Convergence forte (limite en norme)
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valeurs et fonctions propres de cet opérateur telles qu’elles vont intervenir
dans la suite de ce travail.
Définition 2.2.1 (Fonction propre (temps continu)) D’après [2], [8]
et [10, p.2], une fonction propre de l’opérateur de Koopman U t est une ob-
servable φλ (de l’espace de fonctions) non nulle qui satisfait
U tφλ = eλtφλ, (2.7)
pour un scalaire λ donné. Le scalaire λ est la valeur propre associée à la
fonction propre φλ.
Pour un système dynamique à temps discret, les fonctions propres vérifient
la relation
Uφµ = µφµ,
où µ et φµ sont respectivement appelés valeur et fonction propres.
Remarque 2.2.2 Sauf indication contraire, nous ne considérons que les sys-
tèmes à temps continu, dans la suite de ce travail.
Si le champ de vitesse F est de classe C1 sur X, la relation (2.6) permet
d’obtenir l’égalité
LUφλ = F.∇φλ = λφλ (2.8)
3 Les exemples suivants, tirés de [8], montrent comment on peut trouver une
fonction propre de l’opérateur de Koopman pour un système.
Exemple 2.2.3 1. Système stable en 1D
Considérons le système dynamique
x˙ = −λx, λ > 0.
On peut montrer que les trajectoires sont exponentielles de la forme
ϕt(x0) = e−λtx0 i.e ϕt(x) = e−λtx. Posons φ(x) = x, une observable
à valeur dans R.
On a
U tφ(x) = φ ◦ ϕt(x)
= φ(ϕt(x))
= φ(e−λtx)
= e−λtx
= e−λt.φ(x).
3. Voir par exemple [8, p.16]. En plus, un semi-groupe a le même spectre que son
générateur infinitésimal (voir [11, p.176] pour des théorèmes qui en parlent).
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On remarque donc que φ(x) = x est une fonction propre associée à la
valeur propre −λ.
2. Système masse-ressort
Soit x˙ = Ax où
A =
[
0 1
−k/m 0
]
.
On peut facilement montrer que les valeurs propres de l’opérateur de
Koopman associé à ce système sont de la forme λi = ±jω, avec j2 =
−1 et en vertu de la proposition (2.2.4), dans les lignes qui suivent, 0
est aussi valeur propre.
On définit la fonction φ0(x, y) = my2 + kx2. En utilisant la relation
(2.8) on montre que φ0(x, y) est une fonction propre du système en
remarquant simplement qu’elle vérifie l’égalité
∂φ0(x, y)
∂x
y = k
m
∂φ0(x, y)
∂y
x.
La propriété suivante, tirée de [2, p.3] et [8, p.11-], est une caractérisation de
fonctions et valeurs propres de l’opérateur de Koopman.
Proposition 2.2.4 Soient φλ1 et φλ2 deux fonctions propres de l’opérateur
de Koopman de valeurs propres respectives associées λ1 et λ2.
Si ψ = φλ1 .φλ2 ∈ F , alors ψ est une fonction propre du même opérateur dont
la valeur propre associée est λ1 + λ2.
Preuve : En appliquant la définition de l’opérateur de Koopman à l’obser-
vable ψ, on a :
U tψ(x) = U t(φλ1(x).φλ2(x))
= (φλ1 .φλ2) ◦ ϕt(x)
= (φλ1 .φλ2)(ϕt(x))
= φλ1(ϕt(x)).φλ2(ϕt(x))
= eλ1tφλ1(x).eλ2tφλ2(x)
= e(λ1+λ2)tφλ1(x).φλ2(x)
= eµtψ(x) avec µ = λ1 + λ2.

Cette proposition est généralisable en prenant en compte les puissances
de fonctions propres (voir par exemple [2, pp3-4]).
Pour le cas de systèmes dynamiques linéaires, on a la remarque suivante,
tirée (adaptée) de [2, p.5] et [8, p.37].
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Remarque 2.2.5 Soit un système dynamique linéaire x˙ = Ax; x ∈ Rn. Les
valeurs propres λi de A sont aussi valeurs propres de l’opérateur de Koopman
U t associé au système et ses fonctions propres sont des fonctions linéaires
données par
φλi(x) =< x,wi >
avec wi les vecteurs propres de l’adjointe de A.
En effet, φλi(x) =< x,wi >
⇒
φ˙λi(x) =< x˙, wi >
=< Ax,wi >
=< x,A∗wi >
=< x, λiwi >
= λi < x,wi >
= λiφλi(x).
Pour un temps t donné, on a φλi(t, x0) = U tφλi(x0) = eλitφλi(x0).
D’après [8, p.38], pour n’importe quel état x ∈ X on peut avoir
x =
n∑
i=1
< x,wi > vi =
n∑
i=1
φλivi.
L’opérateur U t appliqué à cet état, fonction de l’état initial, donne
U tx(x0) = x(t, x0)
= eAtx0
=
n∑
i=1
< eAtx0, wi > vi
=
n∑
i=1
< x0, e
A∗twi > vi
=
n∑
i=1
< x0, e
λitwi > vi
=
n∑
i=1
eλit < x0, wi > vi
=
n∑
i=1
eλitφλi(x0)vi.
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avec vi les valeurs propres de A (et < vi, wk >= δjk 4). On constate que
tout état de X s’écrit comme combinaison linéaire des éléments propres de
l’opérateur de Koopman évalué en l’état initial et dans la base des vecteurs
propres de A. A titre illustratif, pour un système linéaire dans le cas discret,
nous renvoyons à [12, p.4].
Pour étudier la stabilité globale d’un système dynamique à l’aide des fonc-
tions propres de l’opérateur de Koopman, on s’intéresse aux valeurs propres
de la jacobienne du champ de vitesse évalué au point fixe. En effet, si on peut
trouver exactement N fonctions propres φλ associées aux valeurs propres à
partie réelle strictement négative, de la jacobienne du champ de vitesse, telles
que ces fonctions soient de classe C1 sur l’espace d’état X, et sans qu’elles
ne soient redondantes, alors elles permettent de fixer les conditions pour la
stabilité globale du système.
La proposition suivante, tirée de [2, p.5], résume ce qui précède.
Proposition 2.2.6 Soit X ⊂ RN un ensemble compact. Supposons que
x˙ = F (x), avec F ∈ C2(X) admet x∗ ∈ X comme point fixe et que la ja-
cobienne J de F évaluée en x∗ a exactement N valeurs propres distinctes à
partie réelle strictement négative. Alors x∗ est globalement asymptotiquement
stable si et seulement si l’opérateur de Koopman associé au système x˙ = F (x)
possède N fonctions propres φλi , i = 1, . . . , N qui sont dans C1(X) (avec des
valeurs propres λi différentes) avec <{λi} < 0 5 et ∇φλi(x∗) 6= 0. Les valeurs
propres λi sont aussi valeurs propres de la jacobienne J .
Pour la démonstration de cette proposition, voir [2, pp.5-6].
4. δjk désigne le symbole de Kronecker.
5. <{λi} désigne la partie réelle de λi.
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Chapitre3
Caractérisation de l’opérateur de
Koopman pour un équilibre non
hyperbolique
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Dans ce chapitre, nous commençons par faire un petit rappel sur la clas-
sification de points fixes d’un système dynamique avant de nous positionner
par rapport à notre cas de figure, celui de l’équilibre non hyperbolique. En
utilisant certains des résultats présentés dans le chapitre précédent, il sera
question d’étudier différents spectres de l’opérateur de Koopman.
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3.1 Système dynamique et point fixe
Nous avons représenté un système dynamique par la forme générale sim-
plifiée
x˙ = F(x) (3.1)
avec x ∈ X ⊂ Rn et F(x) le champ de vitesse (non linéaire). Notons par x∗
un point de X tel que F(x∗) = 0.
x∗ est alors dit un point fixe ou un point d’équilibre du système (3.1). Pour
plus de détails, on peut consulter [1, p.11, 178].
Le but de cette section est de présenter, en rappel, les différents types de
points d’équilibre d’un système dynamique.
Le système (3.1) étant non linéaire, nous recourons à la jacobienne de F(x)
évaluée en x∗ pour classifier ses points fixes, comme pour un système linéaire.
Cette classification est basée sur les valeurs propres de cette jacobienne [4,
p.24].
Si x = (x1, x2, . . . , xn)T , F = (f1, f2, . . . , fn)T , alors la matrice jacobienne
évaluée en x∗ est
A = ∂F(x
∗)
∂x
=

∂f1
∂x1
∂f1
∂x2
. . .
∂f1
∂xn
∂f2
∂x1
∂f2
∂x2
. . .
∂f2
∂xn
... ... . . . ...
∂fn
∂x1
∂fn
∂x2
. . .
∂fn
∂xn

(x∗). (3.2)
On a donc un système linéaire de la forme
x˙ = Ax (3.3)
D’après [13, p.151], l’étude qualitative du système (3.3) est aussi valable que
celle du système (3.1) sauf pour les cas limites [13].
Notons par λi = αi + jβi, i ∈ I = {1, 2, . . . , n}, (j le complexe unité), les n
valeurs propres de (3.2). On a les définitions suivantes.
Définition 3.1.1 1. Si pour tout i ∈ I, αi 6= 0, alors x∗ est dit équilibre
hyperbolique.
2. S’il existe i ∈ I, αi = 0, alors x∗ est dit équilibre non hyperbolique.
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Des définitions similaires, qui n’utilisent pas la matrice jacobienne sont don-
nées dans [1, p.19]. Pour plus de détails sur les cas possibles, en dimension
2, nous renvoyons à [13, pp.129-137].
Dans le cadre de ce travail, nous étudierons les points qui sont des équilibres
non hyperboliques pour des systèmes en une ou deux dimensions.
3.2 Caractérisation spectrale de l’opérateur
de Koopman pour un équilibre non hy-
perbolique
Les propriétés spectrales de l’opérateur de Koopman jouant un rôle dans
l’étude de la stabilité d’un système, cette section est totalement centrée sur
la détermination du spectre pour notre cas de figure. On envisage d’étu-
dier les différents spectres de l’opérateur en considérant différents espaces
des observables. Sans beaucoup de détails, les définitions suivantes s’avèrent
importantes dans la suite de cette section.
Définition 3.2.1 ([14, pp45-47] et [11, pp.157-167])
Soit A un opérateur linéaire défini sur un espace X.
— On appelle spectre ponctuel de A, on note σp(A), l’ensemble de sca-
laires λ complexes tels A − λI n’est pas injectif. Autrement dit, c’est
l’ensemble de valeurs propres de l’opérateur A.
— On appelle spectre résiduel de A ; on note σr(A), l’ensemble de com-
plexes λ tels que A − λI est injectif et que son image n’est pas dense
dans X.
— On appelle spectre continu de A ; on note σc(A), l’ensemble de com-
plexes λ tels que A−λI est injectif et non surjectif mais à image dense
dans X.
— Le spectre de A est la réunion de trois spectres précédents.
Quelques résultats d’Analyse sont nécessaires pour la suite.
3.2.1 Rappels de quelques résultats d’analyse
Dans cette sous-section, nous rappelons quelques résultats d’analyse dont
nous avons besoin et qui portent sur la continuité et l’intégrabilité d’une
fonction réelle à variable réelle.
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Proposition 3.2.2 Soit f une fonction continue sur ]a, b[.
1. Si a ∈ R, alors f est intégrable en a+ s’il existe n < 1 tel que
lim
x→a+
(x− a)n | f(x) | (3.4)
existe et est finie.
2. Si a = −∞, alors f est intégrable en −∞ s’il existe n > 1 tel que
lim
x→−∞ | x |
n| f(x) | (3.5)
existe et est finie.
3. Si b ∈ R, alors f est intégrable en b− s’il existe n < 1 tel que
lim
x→b−
(b− x)n | f(x) | (3.6)
existe et est finie.
4. Si b = +∞, alors f est intégrable en +∞ s’il existe n > 1 tel que
lim
x→+∞ | x |
n| f(x) | (3.7)
existe et est finie.
Proposition 3.2.3 Toute fonction continue sur un intervalle fermé borné y
est intégrable.
Le théorème (3.2.4) est fondamental pour assurer l’existence d’une primitive,
pour une fonction continue sur un intervalle.
Théorème 3.2.4 Toute fonction f continue sur un intervalle I admet des
primitives sur I. Plus précisément, pour tout a ∈ I ⊂ R, la fonction F
définie sur I par F (x) =
∫ x
a f(t)dt est l’unique primitive de f sur I vérifiant
F (a) = 0.
3.2.2 Dynamique cubique en dimension 1
Nous prenons un cas de figure de système non hyperbolique. Considérons
le système dynamique en une dimension 1 suivant
x˙ = −x3 (3.8)
1. Proposé dans [1, p.19] et dans [2]
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On peut montrer que son flot est
x(t) = x0√
1 + 2x20t
. (3.9)
On peut vérifier sans aucune peine que 0 est un équilibre non hyperbolique
du système (3.8). Pour chercher le spectre de l’opérateur de Koopman associé
à ce système, nous considérons différents espaces des observables F . Notons
par f ∈ F une fonction propre associée à la valeur propre λ.
D’après les relations (2.6) et (2.8), on a
LUf(x) = F(x).∇f(x) = λf(x).
Par substitution, nous avons
⇒ −x3.∇f(x) = λf(x)
⇔ −x3df(x)
dx
= λf(x)
⇔ df(x)
f(x) =
−λ
x3
dx
⇔ f(x) = k.e λ2x2 .
(3.10)
La fonction f(x) ainsi calculée est une fonction propre généralisée (voir les
références [2] et [15]) pour autant qu’elle n’appartienne pas à l’espace F .
Dans le cas où elle appartient à F , elle est simplement une fonction propre.
La différence entre les deux concepts, fonction propre généralisée et fonction
propre se situe au niveau de la valeur propre λ qui est dans le spectre continu
ou dans le spectre ponctuel.
A partir de cette fonction, avec d’autres outils, nous mettrons en évidence
les différents spectres de l’opérateur, comme mentionné précédemment.
Remarque 3.2.5 Si λ ≤ 0 (resp. λ > 0), la fonction f précédente est (res-
pectivement n’est pas) définie au point d’équilibre.
A partir de la relation
LU .f(x) = λf(x),
on peut définir l’opérateur
LU − λI : F → F
tel que
f 7→ (LU − λI)f.
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Intéressons-nous à l’opérateur de Koopman dont on a noté le générateur
infinitésimal par LU .
Pour se convaincre de la non surjectivité de LU − λI, on peut montrer qu’il
existe une fonction f ∈ F telle que l’équation
f = (LU − λI)h (3.11)
n’ait pas de solution h ou si elle existe (ce qui peut être possible), elle n’est
pas dans l’espace F . En utilisant la définition de l’action de LU sur une
fonction observable, on a
⇒ (LU − λI)h(x) = f(x)
⇒ LUh(x)− λI)h(x) = f(x)
⇒ F∇h(x)− λh(x) = f(x)
⇒ −x3dh(x)
dx
− λh(x) = f(x).
(3.12)
La dernière ligne de (3.12) est une équation différentielle linéaire ordinaire
non homogène du premier ordre dont la solution de l’équation homogène
correspondante est donnée par
h(x) = k(x).e
λ
2x2 . (3.13)
Par la méthode de la variation de la constante, on obtient
dh(x)
dx
= e
λ
2x2
(−λ
x3
k(x) + dk(x)
dx
)
. (3.14)
En injectant (3.14) dans la dernière égalité de (3.12), on obtient
−x3dk(x)
dx
e
λ
2x2 = f(x)
dont la solution k(x) est donnée par
k(x) = −
∫ e −λ2x2
x3
f(x)dx+ C. (3.15)
Finalement, en injectant (3.15) dans (3.13), la solution générale de l’équation
de la dernière égalité de (3.12) est
h(x) = −e λ2x2
∫ x
0
e
−λ
2x′2
x′3
f(x′)dx′ + Ce
λ
2x2 . (3.16)
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En particulier, si C = 0, la fonction h est donnée par
h(x) = −e λ2x2
∫ x
0
e
−λ
2x′2
x′3
f(x′)dx′. (3.17)
Pour le cas particulier f(x′) = 1, posons
δ =
∫ x
0
e
−λ
2x′2
x′3
dx′ (3.18)
On pose u = −12x′2 et e
−λ
2x′2 = eλu.
⇒ du = 1
x′3
dx′
⇒
∫ e −λ2x′2
x′3
dx′ =
∫
eλudu
= 1
λ
eλu + c
= 1
λ
e
−λ
2x′2 + c
⇒
∫ x
0+
e
−λ
2x′2
x′3
dx′ = 1
λ
[
e
−λ
2x′2
]x
0+
= 1
λ
e −λ2x2 − limx→0+ e −λ2x2︸ ︷︷ ︸
=0

⇒ δ = 1
λ
e
−λ
2x2 , pour <{λ} > 0.
(3.19)
Remarque 3.2.6 Nous aurons besoin de l’expression de la fonction δ ci-
dessus calculée dans la suite.
Toute la discussion au sujet du spectre de l’opérateur de Koopman associé au
système (3.8) réside au niveau des expressions (3.13), (3.15) et (3.16).
Remarque 3.2.7 Le choix des espaces fonctionnels, dans ce qui suit, est
celui de ceux bien connus et plus utilisés ; l’idée étant de vérifier si le spectre
de l’opérateur de Koopman reste ou pas le même lorsqu’on travaille dans l’un
ou l’autre espace fonctionnel pour le système (3.8).
Pour chaque espace qui sera fixé, il s’agira de préciser (caractériser) en pre-
mier lieu le spectre ponctuel avant de passer, en second lieu, à la caractéri-
sation de celui du spectre continu pour certains espaces.
Considérons le cas de quelques espaces fonctionnels.
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Espace de fonctions continues
Considérons l’espace fonctionnel F = C([0, 1]) des fonctions continues sur
K = [0, 1].
1. Le spectre ponctuel
La fonction f donnée par (3.10) (voir la dernière égalité) est la même
que celle h donnée par (3.13) (pour k = cste) obtenue à partir de
(3.12) pour f(x) = 0. Il s’agit d’une fonction propre associée à la
valeur propre λ dont la partie réelle est négative.
En effet, la fonction f est continue sur R si <{λ} ≤ 0.
Pour des valeurs λ à partie réelle strictement positive, la fonction
(3.10) n’est pas continue sur K. Dans ce cas, on conclut que les seules
valeurs λ à partie réelle négative sont dans le spectre. Par suite, on
a un spectre ponctuel de l’opérateur LU avec un continuum de
valeurs propres.
σp(LU) = C−, (3.20)
avec C− = {z ∈ C : <{z} ≤ 0}.
2. Le spectre continu
Nous avons besoin du résultat suivant.
Théorème 3.2.8 (Théorème de Weierstrass)
Soit f une fonction définie sur un intervalle I = [a, b] des réels et
à valeurs réelles. Si f est continue, alors f est bornée et atteint ses
bornes. Autrement dit, il existe deux réels α1 et α2 de I tels que pour
tout x ∈ I, les inégalités suivantes sont vérifiées :
f(α1) 6 f(x) 6 f(α2)
Ce théorème permet d’affirmer qu’une fonction continue sur un seg-
ment (intervalle) possède un minimum et un maximum sur ce segment.
Revenons à l’étude du spectre.
Nous considérons à présent les valeurs λ à partie réelle strictement
positive. Soit maintenant une fonction f continue sur le compact
K = (0, 1). En vertu du théorème précédent, nous pouvons admettre
qu’il existe des réels α1 et α2 positifs tels que α1 6 f(x) 6 α2 (c-à-d
f est bornée).
Avec ces inégalités, pour C = 0, le second membre de (3.16) peut se
mettre sous la forme
−e λ2x2
α1 ∫ x
0
e
−λ
2x′2
x′3
dx′ 6
∫ x
0
e
−λ
2x′2
x′3
f(x′)dx′ 6 α2
∫ x
0
e
−λ
2x′2
x′3
dx′

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c’est-à-dire
−α2e
λ
2x2
∫ x
0
e
−λ
2x′2
x′3
dx′ 6 −e λ2x2
∫ x
0
e
−λ
2x′2
x′3
f(x′)dx′︸ ︷︷ ︸
=h(x)
6 −α1e
λ
2x2
∫ x
0
e
−λ
2x′2
x′3
dx′
En tenant compte de (3.18) et après simplification, on obtient (3.21)
−α2
λ
6 h(x) 6 −α1
λ
, (3.21)
qui montre que la fonction h(x) est bornée et donc continue sur le
compact K quelles que soient la fonction f continue et les valeurs λ
telles que <{λ} > 0.
L’opérateur LU − λI est donc surjectif et on conclut que les spectres
continu et résiduel sont vides
σc(LU) = ∅.
σr(LU) = ∅.
Espace L1(0, 1)
Soit F l’espace de fonctions intégrables sur le compact K = (0, 1).
Le spectre ponctuel : La fonction f donnée par (3.10) est intégrable sur
le compact K pour des valeurs λ à partie réelle négative. On peut se servir
des résultats (3.4) et (3.6) de la proposition (3.2.2) pour le vérifier. Il suffit
de voir qu’il existe n < 1 tel que les limites
lim
x→0 | x |
n . | k.e λ2x2 |
est finie.
Par contre, pour des valeurs λ telles que <{λ} > 0, la fonction (3.10) n’est
pas intégrable sur K (voir (3.4)), car non intégrable en 0.
On peut alors conclure que le spectre ponctuel de l’opérateur LU est formé
de seuls scalaires à partie réelle négative.
σp(LU) = C−
Espace L2(0, 1)
Soit F = L2(0, 1) l’espace de fonctions de carré intégrable 2 sur le compact
K = (0, 1).
2. Une fonction g est de carré sommable (intégrable) sur un ensemble K si l’intégrale∫
K
|g(x)|2dx est convergente.
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Le spectre ponctuel : Soit la fonction f définie par (3.10). Elle est de
carré intégrable sur (0, 1) pour des scalaires λ à partie réelle négative. On
peut le vérifier par les résultats de la proposition (3.2.2).
Par contre, elle ne l’est pas sur tout le compact K pour des scalaires à partie
réelle strictement positive (le critère (3.4) n’est pas satisfait pour a = 0.) On
peut conclure que
∀λ : <{λ} 6 0,
∫ 1
0
k2e
λ
x2 dx est convergente.
On peut alors affirmer que
σp(LU) = C−. (3.22)
Remarque 3.2.9 Pour les espaces L1(0, 1) et L2(0, 1), on a les mêmes
conclusions sur le spectre ponctuel de l’opérateur de Koopman associé au sys-
tème (3.8). Pour ces deux espaces, on n’a pas traité le cas du spectre continu.
Espace de fonctions analytiques
Soit F l’espace de fonctions analytiques. Pour le cas de cet espace, nous
voulons identifier des scalaires λ pour lesquels la fonction propre ou la fonc-
tion propre "généralisée" peut être approximée par un polynôme dans un
voisinage de zéro.
Le spectre ponctuel : La fonction (3.10) peut être approximée par un
polynôme dans le cas où le scalaire λ est nul. La fonction est donc réduite à
une constante k. Pour des scalaires λ à partie réelle strictement négative, les
dérivées de tout ordre n, n = 1, 2, . . . de la fonction f(x) = k.e
λ
2x2 s’annulent
en zéro. Pour des valeurs propres à partie réelle strictement positive, les
dérivées ne s’annulent pas en zéro. Par contre, la fonction n’est pas définie en
zéro, et donc elle ne peut pas être analytique. Cela montre qu’on ne peut pas
approximer les fonctions propres qui ne sont pas analytiques. Les valeurs λ
telles que <{λ} < 0 ou <{λ} > 0 ne sont donc pas dans le spectre ponctuel
de l’opérateur.
Le spectre ponctuel est alors réduit au singleton {0}. Par suite, nous pouvons
écrire
σp(LU) = {0}. (3.23)
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Le spectre continu : Dans [2], il est affirmé que le spectre continu de
l’opérateur de Koopman pour des systèmes non hyperboliques est différent
de l’ensemble vide, pour le cas de l’espace de fonctions analytiques, comme
nous l’avons rappelé dans l’introduction. Ceci étant, il est alors possible de
prouver que l’opérateur LU − λId n’est pas surjectif.
Nous expliquons ci-dessous une des manières dont on pourrait aborder la
question.
Dans l’équation (3.16), en supposant que la fonction f est analytique en zéro,
c’est-à-dire qu’elle s’écrit en série de Taylor suivante
f(x) =
n∑
i=0
fixi,
avec les fi des réels, on devrait arriver à montrer que l’intégrale (3.16) donne
une fonction qui n’est pas analytique. Ce calcul est relativement difficile, vu
les intégrales qui n’ont pas des expressions analytiques (fonctions d’erreur).
Dans le même but, on pourrait aussi poser que
h(x) =
n∑
i=0
hixi,
où les hi sont des réels à déterminer en fonctions de coefficients fi en résolvant
le système d’équations obtenu en identifiant les coefficients de monômes de
même degré dans l’expression
(LU − λI)(
n∑
i=0
hixi) =
n∑
i=0
fixi
Il faudrait arriver à résoudre le système
f0 = −λh0
f1 = λh1
f2 = −λh2
f3 = −h1 − λh3
f4 = −2h2 − λh4
...
fn = −(n− 2)hn−2 − λhn
(3.24)
et prouver que la série formée par les termes hi n’est pas convergente et que
ceux-ci ne sont pas des coefficients d’une fonctions analytique en zéro. La
détermination du spectre continu reste donc une question ouverte pour le
cas de l’espace des fonctions analytiques (point fixe non hyperbolique).
31
3.2. Caractérisation spectrale de l’opérateur de Koopman pour un
équilibre non hyperbolique
3.2.3 Généralisation
Dans cette sous-section, nous présentons une généralisation des résultats
obtenus ci-dessus. Soit un système dynamique à une dimension de la forme
x˙ = F(x), x ∈ R (3.25)
dont le champ de vitesse est supposé s’annuler uniquement en zéro et dont
la dérivée première est aussi nulle en zéro 3.
Si f est une fonction propre associée à la valeur propre λ, de l’opérateur LU
associé à (3.25), elle est de la forme
f(x) = ke
∫ x
x0
λ
F(x′)dx
′
, (3.26)
où l’intégrale
∫ x
x0
λ
F(x′)dx
′ peut, intuitivement, être perçue comme le temps
qu’il faut pour aller de xo ( qui est un point assez proche de l’origine) à x
Soient f et h deux observables d’un certain espace fonctionnel F . La relation
LUh− λh = f (3.27)
s’écrit par définition comme
F(x)dh(x)
dx
− λh(x) = f(x). (3.28)
La solution de l’équation homogène correspondant à l’équation différentielle
ci-dessus est donnée par
h(x) = K(x)e
∫ x
x0
λ
F(x′)dx
′
(3.29)
Par la méthode de la variation de la constante, on obtient
dh(x)
dx
= e
∫ x
x0
λ
F(x′)dx
′
(
d(K(x))
dx
+ λF(x)K(x)
)
. (3.30)
En injectant l’équation(3.30) dans (3.27), on obtient la valeur de K(x) qui
est donnée par
K(x) =
∫ e− ∫ xx0 λF(x′)dx′
F(x) f(x)dx+ C (3.31)
Et la solution générale de (3.28) est alors
h(x) = e
∫ x
x0
λ
F(x′)dx
′ ∫ e− ∫ xx0 λF(x′)dx′
F(x) f(x)dx+ Ce
∫ x
x0
λ
F(x′)dx
′
(3.32)
3. Dans ce cas, zéro est un équilibre non hyperbolique.
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Cette expression est utilisée dans la suite pour caractériser le spectre continu
de l’opérateur pour n’importe quel champ de vitesse F(x) tel que décrit
précédemment.
En posant δ′ =
∫ e− ∫ xx0 λF(x′)dx′
F(x) dx et en faisant un changement de variables,
on peut montrer que
δ′ = −1
λ
e
−
∫ x
x0
λ
F(x′)dx
′
, avec <{λ} > o. (3.33)
Plaçons-nous dans un espace fonctionnel bien précis pour déterminer le spectre
de l’opérateur.
Cas de fonctions continues sur un compact
Nous étudions le spectre de l’opérateur de Koopman en considérant l’es-
pace de fonctions continues sur un compact de R.
1. Spectre ponctuel
Posons
I(x) =
∫ x
x0
1
F(x′)dx
′.
Nous partons de la fonction
h(x) = K eI(x) (3.34)
L’analyse de cette fonction nous amène à des conclusions suivantes :
(a) Si
<{λ} 6 0⇒ h(x)
 est continue si ∀a ∈ R : limx→a I(x) ∈ R ∪ {+∞},est discontinue si ∃a ∈ R : limx→a I(x)→ −∞
(3.35)
(b) Si
<{λ} > 0⇒ h(x)
 est continue si ∀a ∈ R : limx→a I(x) ∈ R ∪ {−∞},est discontinue si ∃a ∈ R : limx→a I(x)→ +∞
(3.36)
Pour cet espace fixé, nous notons la conclusion suivante sur le spectre.
Si <{λ} 6 0 et ∀a ∈ R, (limx→a I(x)) ∈ R ∪ {+∞} , la fonction h(x)
(voir (3.34)) est continue.
Le spectre ponctuel est alors tout le demi-plan négatif.
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2. Spectre continu
Dans ce qui suit, nous considérons des scalaires λ qui ne sont pas
dans le spectre ponctuel. En utilisant le théorème (3.2.8) précédem-
ment présenté, nous obtenons les inégalités
eI(x)α1δ
′ 6 eI(x)
∫ e−I(x)
F(x) f(x)dx︸ ︷︷ ︸
=h(x)
6 eI(x)α2δ′
En remplaçant δ′ par (3.33), ces inégalités s’écrivent, après simplifica-
tion
−α1
λ
6 h(x) 6 −α2
λ
.
La fonction h est donc continue quelle que soit f continue choisie.
Ainsi, les spectres continu et résiduel sont égaux à l’ensemble vide.
σc(LU) = σr(LU) = ∅
Cas de fonctions intégrables sur K = (0, 1)
Spectre ponctuel : Sous l’hypothèse que I(x) et donc eI(x) est continue 4
sur le compact K, pour des scalaires λ à partie réelle négative, on conclut
que la fonction (3.34) est intégrable sur K. Par suite
σp(LU) = C−
Pour une approximation des fonctions propres, telles que trouvées précédem-
ment, nous proposons de considérer une autre base : la base de Fourier en
l’occurrence. Cependant, dans la mesure où les fonctions propres de l’opéra-
teur de Koopman pourraient être approchées dans la base des monômes, nous
développons une méthode pour les calculer dans cette base afin de la mettre
en relation avec la base de Fourier. Ceci est l’objet du chapitre suivant.
4. Voir les relations (3.35) et (3.36).
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Chapitre4
Calcul numérique des fonctions propres
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4.1 Représentation matricielle de l’opérateur de Koop-
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4.1.1 Cas de dimension 1 . . . . . . . . . . . . . . . . . . 36
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4.2.1 Rappels sur le développement en série de Fourier . 41
4.2.2 Application au système en une dimension . . . . . 42
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Ce chapitre est axé sur le calcul numérique des fonctions propres de l’opé-
rateur de Koopman d’un système non hyperbolique dans une base donnée.
Nous y expliquons comment construire la matrice qui approxime l’opérateur
de Koopman dans la base de monômes et dans la base de Fourier. Préci-
sons quand même que seule la base de Fourier sera prise en compte pour le
calcul des fonctions propres. Ce chapitre sera clôturé par la visualisation de
quelques fonctions propres de l’opérateur de Koopman associé à un système
non hyperbolique.
4.1 Représentation matricielle de l’opérateur
de Koopman dans la base de monômes
Comme déjà annoncé à l’introduction, grâce à l’opérateur de Koopman,
on arrive à étudier un système non linéaire comme étant un système linéaire.
L’opérateur de Koopman est cependant de dimension infinie et il peut être
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utile de l’approximer par une matrice de grande taille, dans une base finie.
Il s’agit donc d’une linéarisation globale et non locale du système.
Pour ce faire, nous commençons par fixer la base de l’espace des fonctions ob-
servables. Nous supposons donc que le champ de vitesses F est un polynôme.
Un exemple illustratif est proposé selon le cas dans ce travail.
4.1.1 Cas de dimension 1
Pour notre cas, nous supposons que le champ de vitesse a la forme cano-
nique d’un polynôme à une indéterminée x et à coefficients dans R, c’est-à-
dire étant donné le système dynamique x˙ = F(x),
F(x) =
n∑
i=0
aix
i, ai ∈ R.
Le champ de vitesse s’écrit donc comme combinaison linéaire des éléments
{1, x, x2, x3, x4, . . . , xn} qui forment ainsi la base B que nous fixons.
On peut alors, par la relation (2.6), évaluer l’action du générateur infinitési-
mal de l’opérateur de Koopman sur chaque élément xj de la base B ci-dessus.
Et on obtient
LUxj = F(x)∇xj
= F(x).dx
j
dx
= j.(
n∑
i=0
aix
i)xj−1
= j.(a0xj−1 + a1xj + a2xj+1 + a3xj+2 + . . .+ anxj−1+n)
(4.1)
En variant l’indice j et en notant par fj, la partie littérale du monôme de
degré j (j ≥ 0) dans l’expression (4.1), nous obtenons des coefficients
mij = j ∗ ai−j+1 avec j > i (4.2)
de la matrice. Finalement on a une matrice "infinie" qu’on va noter, ici, par
A, qui représente l’opérateur de Koopman.
A =

0 a0 0 0 . . .
0 a1 2a0 0 . . .
0 a2 2a1 3a0 . . .
0 a3 2a2 3a1 . . .
0 a4 2a3 3a2 . . .
... ... ... ... . . .

(4.3)
En voici un exemple.
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Exemple 4.1.1 Soit le système dynamique non linéaire en dimension 1 ci-
dessous.
x˙ = −x− x2.
On peut montrer que
LUfj(x) = −jxj − jxj+1.
La matrice de l’opérateur de Koopman associé à ce système est donnée par
A =

0 0 0 0 . . .
0 −1 0 0 . . .
0 −1 −2 0 . . .
0 0 −2 −3 . . .
0 0 0 −3 . . .
... ... ... ... . . .

4.1.2 Cas de dimension 2
En deux dimensions, le système dynamique s’écrit sous la forme
x˙ = F(x, y)y˙ = G(x, y)
avec F(x, y) et G(x, y) des polynômes à deux indéterminées.
Ils s’écrivent ainsi comme F(x, y) =
n∑
j,i=0
aijx
iyj etG(x, y) =
n∑
j,i=0
bijx
iyj dans
la base
B = {1, x, y, x2, xy, y2, . . . , xn, xn−1y, . . . , xyn−1, yn}. (4.4)
Pour déterminer l’action de l’opérateur de Koopman sur un système en deux
dimensions, par la relation (2.6), on procède comme en dimension 1, mais
avec deux variables x et y. On doit donc tenir compte des dérivées partielles
par rapport à l’une et l’autre de ces deux variables. L’action du générateur
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infinitésimal sur un élément de la forme xpyk, de la base B est donnée par
LU(xpyk) = ∇(xpyk)
[
F(x, y)
G(x, y)
]
=
[
∂(xpyk)
∂x
∂(xpyk)
∂y
] [
F(x, y)
G(x, y)
]
=
[
pxp−1yk kxpyk−1
] [ F(x, y)
G(x, y)
]
= pxp−1ykF(x, y) + kxpyk−1G(x, y)
= pxp−1yk
n∑
j,i=0
aijx
iyj + kxpyk−1
n∑
j,i=0
bijx
iyj
=
n∑
j,i=0
paijx
i+p−1yj+k +
n∑
j,i=0
kbijx
i+pyj+k−1
Comme en dimension 1, en variant les indices et en notant par fpk la partie
littérale du monôme de degré p+ k, on obtient une matrice « infinie » de la
forme
A =

0 a00 b00 0 0 0 . . .
0 a10 b10 2a00 b00 0 . . .
0 a01 b01 0 a00 2b00 . . .
0 a20 b20 2a10 b10 0 . . .
0 a11 b11 2a01 a10 + b01 2b10 . . .
0 a02 b02 0 a01 2b01 . . .
0 a30 b30 2a20 b20 0 . . .
0 a21 b21 2a11 a20 + b11 2b20 . . .
0 a12 b12 2a02 a11 + b02 2b11 . . .
0 a03 b03 0 a02 2b02 . . .
... ... ... ... ... ... . . .

(4.5)
qui approxime l’opérateur de Koopman dans cette base et représente donc le
système non linéaire.
Étant donné que dans l’un ou l’autre cas, la matrice obtenue est infinie, il
est question de fixer le degré qu’on ne désire pas dépasser et ainsi tronquer
la matrice à partir d’un certain degré.
Remarque 4.1.2 Comme on peut le constater, dans l’un ou l’autre cas, la
première colonne est toujours nulle, si on la supprime, on doit aussi sup-
primer la première ligne ; cela signifie qu’il n’y a pas de terme indépendant
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dans l’expression du champ de vitesse, ce qui sera toujours le cas (en effet,
l’origine est toujours un point fixe) pour le(s) système(s) considéré(s) dans
ce travail.
Remarque 4.1.3 La matrice obtenue étant infinie, pour pouvoir l’utiliser
numériquement, on peut la tronquer. Particulièrement pour la matrice (4.5),
une fois qu’on a déjà fixé le degré, le tableau (4.1) montre comment la di-
mension de l’espace varie en fonction (du degré des monômes) de la base
fixée.
Degré (d) 0 1 2 3 4 5 6 7 . . .
Dimension (N) 1 3 6 10 15 21 28 36 . . .
Table 4.1 – Degré total des monômes de la base et dimension de l’espace
De manière générale, la dimension N de l’espace F est reliée au degré total
d des monômes de la base par la formule
N = (d+ 1)(d+ 2)2 , (4.6)
qui correspond ainsi à la dimension de la matrice de Koopman avant sup-
pression de la première ligne et de la première colonne.
Ci-dessous, voici un exemple pour lequel nous varions le degré total des mo-
nômes dans la base et donnons la matrice de Koopman, déjà tronquée, qui
le représente.
Exemple Soit le système dynamiquex˙ = x(1−
x
2 )− xy
y˙ = xy − y
(4.7)
Le degré total du champ de vitesse est d = 2 et donc N = 6. Dans la
base {1, x, y, x2, xy, y2}, l’action du générateur infinitésimal appliqué à ce
système est représentée par la matrice de Koopman suivante :
A =

1 0 0 0 0
0 −1 0 0 0
−0.5 0 2 0 0
−1 1 0 0 0
0 0 0 0 −2
 (4.8)
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4.1. Représentation matricielle de l’opérateur de Koopman dans la base de
monômes
Si d = 3, N = 10, on a la matrice
A =

1 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0
−0.5 0 2 0 0 0 0 0 0
−1 1 0 0 0 0 0 0 0
0 0 0 0 −2 0 0 0 0
0 0 −1 0 0 3 0 0 0
0 0 −2 0.5 0 0 1 0 0
0 0 0 −1 2 0 0 −1 0
0 0 0 0 0 0 0 0 −3

(4.9)
Remarque 4.1.4 Après avoir approximé un système dynamique non linéaire
par un système linéaire via l’opérateur de Koopman, on peut alors étudier fa-
cilement ses propriétés spectrales.
Nous décrivons brièvement comment calculer analytiquement les approxima-
tions des fonctions propres de l’opérateur de Koopman associé à un système.
Posons
Φ(x, y) = (1, x, y, x2, xy, y2, x3, x2y, xy2, y3, . . . , xn, xn−1y, . . . , xyn−1, yn)T
Soit f ∈ F . La fonction f s’écrit de manière unique comme combinaison des
éléments de la base (4.4), c’est-à-dire
f(x, y) = aTΦ(x, y). (4.10)
L’action de de LU sur l’observable définie par (4.10) est
LUf(x, y) = LU(aTΦ(x, y))
= aT Φ˙(x, y)
(4.11)
Or
LUf(x, y) = (Aa)TΦ(x, y) = aTATΦ(x, y). (4.12)
En combinant (4.11) et (4.12), on obtient le système
Φ˙(x, y) = ATΦ(x, y). (4.13)
En appliquant le même raisonnement pour une fonction propre φλ, on a
φλ(x, y) = aTΦ(x, y) (4.14)
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et
LUφλ(x, y) = λφλ(x, y). (4.15)
Ce qui donne
(Aa)TΦ(x, y) = λaTΦ(x, y)
⇒ aTATΦ(x, y) = aTλΦ(x, y)
⇒ Aa = λa,
(4.16)
avec A la matrice représentative de LU .
La solution, a, de la dernière égalité de (4.16) permet de trouver les coef-
ficients de fonctions propres de l’opérateur de Koopman qu’on peut alors
exprimer analytiquement par
φλ(x, y) = Φ(x, y)aT , (4.17)
comme dans le cas linéaire, mais qui s’écrivent dans la base (4.4). Les vec-
teurs propres qui interviennent dans le calcul de ces fonctions propres sont
donc les vecteurs propres à droite de la matrice de Koopman. Les détails
de calcul présentés dans la sous-section (4.1.2) sont aussi valables pour tout
point d’équilibre. On peut les utiliser pour déterminer les fonctions propres
de l’opérateur de Koopman associé à un système dont l’équilibre est hyper-
bolique.
4.2 Cas d’une autre base : base de Fourier
Dans cette section du travail, nous développons une méthode numérique
permettant de trouver une approximation de l’opérateur de Koopman dans la
base de Fourier. Nous allons, par la suite, l’appliquer à un système dynamique
non linéaire dont l’origine est un équilibre non hyperbolique pour approximer
les fonctions propres de cet opérateur. Ces approximations s’écrivent comme
combinaison linéaire des vecteurs propres à droite de la matrice de Koopman
et des éléments de la base. Cette base a été choisie plutôt que celle monômes
pour la raison que les fonctions propres généralisées obtenues ont toutes leurs
dérivées nulles, pourtant ne peuvent pas être approximer par un polynôme
constant, moins encore par le polynôme nul.
4.2.1 Rappels sur le développement en série de Fourier
Ces rappels sont rassemblés à partir de [16, pp.11-17], [17, p.22-23], [18,
p.1] et [19].
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Soit f une fonction 2pi−périodique sur l’intervalle [−pi, pi]. Le développement
de f en série de Fourier donne une fonction de la forme
f(x) = 12a0 +
∞∑
n=1
(an cos(nx) + bn sin(nx)) , (4.18)
où les coefficients sont donnés par
a0 =
1
pi
∫ pi
−pi
f(x)dx,
an =
1
pi
∫ pi
−pi
f(x) cos(nx)dx,
et
bn =
1
pi
∫ pi
−pi
f(x) sin(nx)dx.
Sous la forme exponentielle, la série (4.18) s’écrit :
f(x) =
∞∑
n=−∞
cne
inx, (4.19)
avec
cn =
an − ibn
2 =
1
2pi
∫ pi
−pi
f(x)e−inxdx
et
c−n =
a−n + ib−n
2 = c¯n; (n = 0, 1, 2, 3, . . .).
Pour plus de détails sur le développement d’une fonction en série de Fourier,
nous renvoyons à l’une ou l’autre de références ci-dessus.
Dans la suite, nous considérerons la série de Fourier sous sa forme exponen-
tielle.
4.2.2 Application au système en une dimension
Cette sous-section présente une brève description de l’approximation de
l’opérateur de Koopman dans la base de Fourier. Soit x˙ = F(x) un système
unidimensionnel. Pour calculer les fonctions propres de l’opérateur de Koop-
man associé à ce système, on commence par trouver la série de Fourier de
son champ de vitesse sous la forme
F(x) =
∞∑
n=−∞
cne
inx
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et appliquer les résultats présentés sur l’opérateur de Koopman au début de
ce travail.
Supposons que f(x) = ∑∞k=−∞ dkeikx est une fonction propre de l’opéra-
teur de Koopman dans la base de Fourier. L’action du générateur infinitésimal
de l’opérateur de Koopman sur f donne
LU(f(x)) =
( ∞∑
n=−∞
cne
inx
)
·
 ∞∑
k=−∞
dke
ikx
′
=
( ∞∑
n=−∞
cne
inx
)
·
 ∞∑
k=−∞
(ik)dkeikx

=
∞∑
n=−∞
∞∑
k=−∞
cn(ik)dkei(n+k)x
= λ ·
∞∑
k=−∞
dke
ikx
On a donc l’équation aux valeurs propres
∞∑
n=−∞
∞∑
k=−∞
cn(ik)dkei(n+k)x = λ ·
∞∑
k=−∞
dke
ikx (4.20)
qui permet de trouver les coefficients dk de la fonction f .
De manière équivalente, on peut évaluer l’action de LU sur chaque élément
eimx de la base.
Ce qui donne
LU(eimx) = F(x) · d
dx
(eimx)
= F(x) · (im.eimx)
=
( ∞∑
n=−∞
cne
inx
)
· (im.eimx)
=
∞∑
n=−∞
cn(im)ei(n+m)x
=
∞∑
p=−∞
cp−m(im)eipx
Nous pouvons alors construire la matrice de Koopman, dans cette nouvelle
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base. En évaluant l’action de LU sur un élément eimx de la base, on obtient
LU(eimx) = im
∞∑
n=−∞
cne
i(n+m)x
= im(. . .+ c−6ei(m−6) + c−5ei(m−5)x + c−4ei(m−4)x + c−3ei(m−3)x
+ c−2ei(m−2)x + c−1ei(m−1)x + c0eimx + c1ei(m+1)x
+ c2ei(m+2)x + c3ei(m+3)x + c4ei(m+4)x + c5ei(m+5)x + +c6ei(m+6) . . .)
(4.21)
Si nous fixons la valeur de N , nous pouvons alors varier m (prendre les
valeurs négatives et celles positives) dans l’expression (4.21), pour construire
la matrice de Koopman, qui est alors de la forme
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L U
=
i
                               . . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
..
.
−7
c 0
−6
c −
1
−5
c −
2
−4
c −
3
−3
c −
4
−2
c −
5
−c
−
6
0
c −
8
2c
−
9
3c
−
10
4c
−
11
5c
−
12
6c
−
13
7c
−
14
..
.
..
.
−7
c 1
−6
c 0
−5
c −
1
−4
c −
2
−3
c −
3
−2
c −
4
−c
−
5
0
c −
7
2c
−
8
3c
−
9
4c
−
10
5c
−
11
6c
−
12
7c
−
13
..
.
..
.
−7
c 2
−6
c 1
−5
c 0
−4
c −
1
−3
c −
2
−2
c −
3
−c
−
4
0
c −
6
2c
−
7
3c
−
8
4c
−
9
5c
−
10
6c
−
11
7c
−
12
..
.
..
.
−7
c 3
−6
c 2
−5
c 1
−4
c 0
−3
c −
1
−2
c −
2
−c
−
3
0
c −
5
2c
−
6
3c
−
7
4c
−
8
5c
−
9
6c
−
10
7c
−
11
..
.
..
.
−7
c 4
−6
c 3
−5
c 2
−4
c 1
−3
c 0
−2
c −
1
−c
−
2
0
c −
4
2c
−
5
3c
−
6
4c
−
7
5c
−
8
6c
−
9
7c
−
10
..
.
..
.
−7
c 5
−6
c 4
−5
c 3
−4
c 2
−3
c 1
−2
c 0
−c
−
1
0
c −
3
2c
−
4
3c
−
5
4c
−
6
5c
−
7
6c
−
8
7c
−
9
..
.
..
.
−7
c 6
−6
c 5
−5
c 4
−4
c 3
−3
c 2
−2
c 1
−c
0
0
c −
2
2c
−
3
3c
−
4
4c
−
5
5c
−
6
6c
−
7
7c
−
8
..
.
..
.
−7
c 7
−6
c 6
−5
c 5
−4
c 4
−3
c 3
−2
c 2
−c
1
0
c −
1
2c
−
2
3c
−
3
4c
−
4
5c
−
5
6c
−
6
7c
−
7
..
.
..
.
−7
c 8
−6
c 7
−5
c 6
−4
c 5
−3
c 4
−2
c 3
−c
2
0
c 0
2c
−
1
3c
−
2
4c
−
3
5c
−
4
6c
−
5
7c
−
6
..
.
..
.
−7
c 9
−6
c 8
−5
c 7
−4
c 6
−3
c 5
−2
c 4
−c
3
0
c 1
2c
0
3c
−
1
4c
−
2
5c
−
3
6c
−
4
7c
−
5
..
.
..
.
−7
c 1
0
−6
c 9
−5
c 8
−4
c 7
−3
c 6
−2
c 5
−c
4
0
c 2
2c
1
3c
0
4c
−
1
5c
−
2
6c
−
3
7c
−
4
..
.
..
.
−7
c 1
1
−6
c 1
0
−5
c 9
−4
c 8
−3
c 7
−2
c 6
−c
5
0
c 3
2c
2
3c
1
4c
0
5c
−
1
6c
−
2
7c
−
3
..
.
..
.
−7
c 1
2
−6
c 1
1
−5
c 1
0
−4
c 9
−3
c 8
−2
c 7
−c
6
0
c 4
2c
3
3c
2
4c
1
5c
0
6c
−
1
7c
−
2
..
.
..
.
−7
c 1
3
−6
c 1
2
−5
c 1
1
−4
c 1
0
−3
c 9
−2
c 8
−c
7
0
c 5
2c
4
3c
3
4c
2
5c
1
6c
0
7c
−
1
..
.
..
.
−7
c 1
4
−6
c 1
3
−5
c 1
2
−4
c 1
1
−3
c 1
0
−2
c 9
−c
8
0
c 6
2c
5
3c
4
4c
3
5c
2
6c
1
7c
0
..
.
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
                               (4.22
)
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Dans la matrice (4.22), les colonnes avant la colonne nulle correspondent
abusivement aux colonnes de rangées négatives (elles correspondent aux va-
leurs négatives de m).
Le calcul des fonctions propres de l’opérateur de Koopman va alors reposer
sur une matrice de la forme (4.22) dont on peut se fixer la dimension en
fonction des termes de la série de Fourier qui approxime le champ de vitesse
du système. A un facteur près, on peut remarquer une certaine "symétrie"
entre les coefficients cn et c−n, à partir de c0, qui sont d’ailleurs complexes
conjugués l’un de l’autre.
Cette matrice étant de dimension infinie, nous allons la tronquer pour calcu-
ler numériquement les fonctions propres. Ayant déjà fixé une valeur de N , la
dimension de la matrice déjà tronquée sera
N ′ = 2N + 1
4.2.3 Exemple
Voici quelques illustrations sur la matrice de Koopman associée au sys-
tème dans la base de Fourier. Selon la valeur de N fixée, la matrice de Koop-
man obtenue permettra d’obtenir les coefficients cn de Fourier des fonctions
propres pour n ∈ {−N,−N + 1, . . . , N −1, N}. Nous nous limitons à un sys-
tème à une dimension. Sans perdre de généralité, considérons la dynamique
(3.8). La fonction f(x) = −x3 étant impaire, les coefficients a0 et an de (4.18)
sont nuls, pour tout n, naturel. Les coefficients cn sont donnés par
cn = i(−1)n (n
2pi2 − 6)
n3
, ∀n 6= 0
Et le champ de vitesse peut être approximé par la série
F(x) = −x3 '
N∑
n=−N
i(−1)n (n
2pi2 − 6)
n3
einx, (4.23)
pour N →∞.
• Pour N = 2, on a
A =

0.00000 −3.86960 0.00000 3.06765 −4.74730
7.73921 0.00000 0.00000 −4.18480 6.13529
−8.36960 3.86960 0.00000 3.86960 −8.36960
6.13529 −4.18480 0.00000 0.00000 7.73921
−4.74730 3.06765 0.00000 −3.86960 0.00000

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• Pour N = 3, la matrice de Koopman correspondant est de dimension 7×7.
A =

0.00000 −7.73921 4.18480 0.00000 −2.37365 3.85184 −4.85147
11.60881 0.00000 −3.86960 0.00000 3.06765 −4.74730 5.77776
−12.55441 7.73921 0.00000 0.00000 −4.18480 6.13529 −7.12095
9.20294 −8.36960 3.86960 0.00000 3.86960 −8.36960 9.20294
−7.12095 6.13529 −4.18480 0.00000 0.00000 7.73921 −12.55441
5.77776 −4.74730 3.06765 0.00000 −3.86960 0.00000 11.60881
−4.85147 3.85184 −2.37365 0.00000 4.18480 −7.73921 0.00000

Approximation des fonctions propres
On peut alors calculer les approximations de fonctions propres de l’opé-
rateur de Koopman. Pour rappel, les fonctions propres « généralisées » de
l’opérateur de Koopman associé au système (3.8) sont de la forme
f(x) = ke
λ
2x2
Ce sont ces fonctions dont nous allons calculer les approximations. Nous
considérons différentes valeurs de N , fixant ainsi la base finie dans laquelle
nous voulons approximer l’opérateur. Nous ne reprenons que les fonctions
propres associées aux valeurs propres réelles négatives.
Les figures (4.1) et (4.2) suivantes montrent que plus la valeur du nombre
de termes de la série de Fourier, mieux sera l’approximation des fonctions
propres.
Quand on compare les graphes, la fonction représentée à la figure (4.2) (en
bleu à gauche), semble approcher au mieux la fonction généralisée f(x) en
ce sens qu’elle ne s’écarte pas « trop » de valeurs autour de zéro par rapport
à f .
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Figure 4.1 – Fonction propre "généralisée" et fonction propre approchée pour
N = 5, et associée à la valeur propre λ = −0.70916 ; N = 15, et associée à
la valeur propre λ = 0.1158
Figure 4.2 – Fonction propre "généralisée" et fonction propre approchée
pour N = 20 et associée à la valeur propre λ = −0.0739 ; N = 30 et associée
à la valeur propre λ = −0.1582.
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Chapitre5
Conclusion
Nous voici à la fin de ce travail qui a porté sur la caractérisation spectrale
de l’opérateur de Koopman pour un équilibre non hyperbolique. L’étude de la
stabilité de systèmes dynamiques intéresse plus d’un chercheur. L’opérateur
de Koopman est un nouvel outil pour l’étude des systèmes dynamiques non
linéaires. Tout au long ce travail, dont l’objectif a été de calculer le spectre de
l’opérateur de Koopman pour des systèmes non hyperboliques, nous avons :
• calculé exactement le spectre ponctuel et le spectre continu, en cal-
culant les fonctions propres et les fonctions propres généralisées de
l’opérateur de Koopman associé à un système dynamique non hyper-
bolique, pour certains espaces fonctionnels. Les résultats obtenus ont
été généralisés pour tout système non hyperbolique en une dimension ;
• réalisé une approximation de l’opérateur de Koopman sous forme
d’une matrice de grande taille ; d’une part, dans la base des monômes
et d’autre part, dans la base de Fourier. La matrice étant de dimension
infinie, nous l’avons tronquée pour ainsi traiter des systèmes linéaires
de dimension finie. La matrice de Koopman permet donc de faire une
linéarisation globale du système. Les vecteurs propres à droite de cette
matrice ont permis d’approximer numériquement les fonctions propres
de l’opérateur ;
• développé une méthode numérique pour calculer les fonctions propres
de l’opérateur déjà approximé par une grande matrice dans la base
de Fourier. Nous avons appliqué la méthode développée à un système
non hyperbolique pour approximer les fonctions propres.
Loin de nous la prétention d’une étude complète sur le thème abordé. Nous
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pensons avoir ouvert une voie pour l’étude du spectre de l’opérateur de Koop-
man associé à un système non hyperbolique. Pour un chercheur intéressé au
thème, ce travail reste envisageable dans la mesure où on peut :
• considérer des systèmes dynamiques en dimension supérieure à 2 et
dont les champs de vitesse ne sont pas forcément polynomiaux ;
• appliquer la méthode développée pour des systèmes non hyperboliques
en dimension supérieure.
• travailler avec d’autres bases que celles de monômes et de Fourier et
comparer les résultats qu’on obtiendrait numériquement sur l’approxi-
mation des fonctions propres à ceux-là que nous avons présentés ;
• considérer d’autres espaces fonctionnels et calculer le spectre continu
de l’opérateur, par exemple, comme nous l’avons indiqué pour l’espace
des fonctions analytiques.
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Code matlab
1 %ce code calcule les coeeficients de la serie de fourier d’un champ de
vitesse en 1D, %calcule les fonctions propres de l ’ operateur de
Koopman dans la base de fourier ainsi %que les approximations des
fonctions propres .
2 clc
3 clear all
4 k=5; % fixe le nombre de termes de la serie
5 t=-2*k:2*k; %% fixer les coefficients qui interviennet dans la matrice
6 coeff=zeros(numel(t),1);
7 A = zeros(2*k+1); %% matrice de koopman
8 for n=-2*k:2*k
9 coeff(n+2*k+1)=(-1)^n*1i*(-pi^2*n^2+6)/n^3; % coefficients de la serie
10 end
11 %% remplacer l’’ infini par zero ( si le champ de vitesse est impaire ( si
non, on %commente la ligne)
12 coeff(2*k+1)=0;
13 coeff;
14 for m=1:2*k+1
15 for p=0:2*k
16 A(m,p+1)=(-k+p)*1i*coeff(2*k+m-p);
17 end
18 end
19 A ;[E,V]=eig(A); l=eig(A);
20 x=-pi:0.0001:pi; % discretisation de x
21 for j=0:2*k
22 base(j+1,:)=exp((-k+j)*1i*x);
23 end
24 f=zeros(size(base,1),size(base,2));
25 propre=zeros(size(base,1),size(base,2));
26 for j=1:2*k+1
27 for n=1:2*k+1
28 f(j,:)=f(j,:)+E(n,j)*base(n,:); % mise a jour de f
29 propre(j,:)=exp(l(j)./(2*x.^2));
30 end
31 end
32 f;
33 figure
34 plot(x,real(f(end-1,:)), ’-b’,’LineWidth’,2);
35 hold on
36 plot(x,1*real(propre(end-1,:)),’-r’,’LineWidth’,2);
37 title(’Fonctions propres’);
38 xlabel(’x’);ylabel(’f(x)’);
39 legend(’Approximation de f (N=5)’,’Fonction propre generalisee f’)
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