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Abstract
When compiling programs for fault-tolerant quantum com-
puters, approximation errors must be taken into account. We
propose a methodology that tracks such errors automatically
and solves the optimization problem of finding accuracy pa-
rameters that guarantee a specified overall accuracy while
aiming to minimize a custom implementation cost.
The core idea is to extract constraint and cost functions
directly from the high-level description of the quantum pro-
gram. Then, our custom compiler passes optimize these func-
tions, turning them into (near-)symbolic expressions for (1)
the total error and (2) the implementation cost (e.g., total gate
count). All unspecified parameters of the quantum program
will show up as variables in these expressions, including
accuracy parameters. After solving the corresponding op-
timization problem, a circuit can be instantiated from the
found solution.
We develop two prototype implementations, one in C++
based on Clang/LLVM, and another using the Q# compiler in-
frastructure. We benchmark our prototypes on typical quan-
tum computing programs, including the quantum Fourier
transform, quantum phase estimation, and Shor’s algorithm.
Keywords Quantum algorithms, approximation errors, lan-
guage support, resource estimation
1 Introduction
There exists awide range of quantum algorithms that promise
asymptotic speed-ups with respect to their classical coun-
terparts. Application domains include cryptography [6, 29],
machine learning [18], material science [25], and quantum
chemistry [3, 24]. However, concrete resource estimates
for problems at which quantum computers are expected
to outperform their classical counterparts remain scarce. To
carry out such resource estimates, several quantum program-
ming languages and toolchains have been developed such
as Q# [36], Quipper [16], Scaffold/ScaffCC [21], Qiskit [13],
ProjectQ [34], and QuRE [35]. Some of these frameworks
provide domain-specific languages with the necessary ab-
stractions, libraries, simulators, and in some cases cloud
access to small-scale quantum computers. Despite the avail-
ability of these languages, there is still a significant amount
of manual work involved in resource estimation [31, 32]—
one reason being the lack of built-in support for handling
approximation errors.
Why do approximation errors occur in quantum programs
in the first place? We discuss three main sources of errors
in this paper, however, the framework is extensible to other
sources of error:
1. Synthesis errors. Due to the discrete nature of the com-
monly used fault-tolerant instruction sets (and indeed, it
is known that any universal fault-tolerant instruction set
necessarily must be discrete [26]), it cannot be avoided to
introduce approximation errors. For instance, consider a ro-
tation around the Z -axis such as
RZ (θ ) =
[
e−iθ/2 0
0 eiθ/2
]
,
which can be defined for any θ ∈ [0, 4π ). Such rotations
can only be implemented exactly for a discrete subset of the
interval [0, 4π ), as gates have to be expressed as words of
finite length over any universal set of generators. It should
be noted that there is a mathematical function that expresses
the length of the approximating word in terms of an ap-
proximation error, which we label εR . This mathematical
function depends on the concrete synthesis algorithm used
to perform the factorization into fault-tolerant instructions.
State-of-the-art synthesis algorithms lead to a cost (e.g., num-
ber ofT gates, whereT = eiπ /8RZ (π/4)) that is proportional
to log2(ε−1R ).
2. Phase estimation errors. An important technique in
quantum computing is to extract estimates of an eigenvalue
λ of an operator U [22, 33]. A common method to achieve
this works by preparing an eigenstate |ψλ⟩ of U and then
applying powersU 2i , for i = 0, . . . ,k to the eigenstate |ψλ⟩.
This application is done conditionally on the value of a refer-
ence system and allows us to extract thek+1most significant
bits of the eigenvalue. As λ can in principle be any complex
number of the form λ = eiα , where α ∈ [0, 2π ), the par-
ticular choice of k introduces an approximation error and
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limits how precisely we can estimate λ. We label the resulting
approximation error εQPE .
3. General algorithmic errors. Some quantum programs
are part of a parametric family of programs that gracefully
degenerate with a reduction of the parameters. A concrete ex-
ample for such a family of programs is the quantum Fourier
transform [33]. While the transformation itself can be im-
plemented exactly and with no approximation error over a
gate set that includes continuous rotations such as RZ (θ ) for
arbitrary θ ∈ [0, 4π ), it is possible to approximate the trans-
formation by selectively dropping some of the rotations that
occur, in particular by “pruning” values of θ that are very
close to 0. One such pruning method is well known [10] and
allows us to drop many of the O(n2) rotations that a simple
implementation of the Fourier transform requires and just re-
tainO(n logn) rotations, while still maintaining an excellent
approximation. We call the resulting approximation error
εQFT in the paper. Another example of algorithmic error
comes from formulas that are known to converge to a target
program when taking the limit, e.g., of alternations of other,
typically smaller and simpler programs. An example for the
latter is the so-called Trotter formula, a well-known identity
to implement an approximation to ei(A+B) for Hermitian ma-
trices A and B, from the knowledge of implementations of
eiA and eiB . The resulting approximation error is called εT E
in the paper.
Overview of our approach. A quantum program can be
expressed at a high level of abstraction using any of the lan-
guages and frameworks mentioned above. Instead of speci-
fying quantum circuits at the level of single- and two-qubit
quantum gates, these languages provide abstract primitives
such as quantum Fourier transform and quantum phase esti-
mation, which can be used when implementing a quantum
algorithm. Once the target machine has been specified, a
compiler is used to translate this high-level description of
the quantum program to low-level hardware-specific gates,
such as the Clifford+T gate set [1], which can be implemented
fault-tolerantly on several scalable quantum computer archi-
tectures [8].
At any point in the quantum program and during com-
pilation, various approximations may be necessary, such as
the ones described thus far. With existing languages, pro-
grammers must manually keep track of all of these approxi-
mation errors. In addition, they must tune the parameters of
their implementation to keep the total error beneath a given
threshold. To guarantee this, they must derive the resulting
error bounds manually.
To address this issue, our methodology introduces lan-
guage support into existing quantumprogramming languages
to allow programmers to deal independently with the ap-
proximation errors introduced by each subroutine. The job
of inferring how all introduced approximation errors inter-
act is thus transferred from the programmer to the compiler.
Our methodology automatically infers an error bound for
the overall quantum program and then selects appropriate
values for each of the program’s accuracy parameters to si-
multaneously (1) satisfy a user-specified overall tolerance
and (2) reduce the required quantum resources.
More specifically, our methodology supports:
1. given the desired approximation error, determining the
assignment of accuracy parameters that guarantees the
given approximation error while aiming to minimize
the number of operations;
2. given a maximal operation count, determining the as-
signment of accuracy parameters that yield at most
the given operation count while aiming to reduce the
total approximation error.
The automatic optimization of accuracy parameters is
carried out by solving an optimization problem before a
quantum circuit is generated. The constraint and cost func-
tions describing the optimization problem are extracted by
the compiler directly from the source code of the quantum
program. Then, before execution, the optimized accuracy
parameters are fed into the main program.
Finding a suitable assignment of accuracy parameters us-
ing, e.g., simulated annealing, requires hundreds of eval-
uations of both constraint and cost functions. Hence, our
methodology has to lean on a fast method to estimate re-
source requirements and the total approximation error. Avail-
able methods, e.g., in Q#, estimate resources by actually gen-
erating quantum circuits from completely specified programs
and then counting the generated gates. Hence, their runtime
will increase with increasing problem size, making them ill-
suited to cost function evaluation in a simulated annealing
procedure, as we will show in Section 8.
Instead, we propose fast symbolic methods that extract a
symbolic expression for the desired cost or constraint func-
tion (total approximation error or number of gates) directly
from the source code of the quantum program. The resulting
expressions feature variables that correspond to the various
parameters of the program, including accuracy parameters.
The symbolic approach does not need to execute the com-
plete control flow of the quantum program to get an estimate,
hence it provides a much faster solution that is viable even
for application-scale programs.
Our two prototypes both implement a symbolic approach
for resource and error estimation. Since the resulting expres-
sions may theoretically still contain some residual code that
must be executed (e.g., certain if-else statements), we refer to
them as being (near-)symbolic. However, both our prototypes
generate fully symbolic expressions for all the examples in
this paper.
Contributions. To the best of our knowledge, we are the
first to present a quantum programming framework that pro-
vides built-in support for automatic accuracy management.
Our methodology automatically selects accuracy parameters
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such that the overall error is at most equal to a user-specified
value while aiming to reduce the quantum resource require-
ments, or vice versa. As the interplay between the various
approximation errors can be quite complicated, it can be
difficult for a human to find the best trade-offs.
In addition, our approach for extracting symbolic resource
estimates from the quantum program, and using them to
specify and solve the optimization problem of tuning accu-
racy parameters, appears to be new. Some state-of-the-art
methods exist to automate resource estimation. Examples
are methods embedded in Q#, ProjectQ, and Quipper, which
are based on circuit-description languages, and QuRE, which
is capable of evaluating different technologies and error-
correcting codes. Nevertheless, all these frameworks require
a priori specified quantum circuits. Thus, they cannot be
used to derive asymptotic estimates as a function of the in-
put parameters of the algorithm, in contrast to the symbolic
approach we propose.
Indeed, a salient feature is that we acquire symbolic es-
timates for the total error and gate count directly from the
high-level description of a quantum program, without ex-
ecuting the control-flow. It is only after the final resource
requirements and total approximation error are known that
we instantiate a circuit using the determined accuracy param-
eters. This allows us to automatically evaluate the resource
requirements of a given quantum program in an accuracy-
aware fashion, without the overhead of having to execute
the entire control-flow of the program.
We evaluate our framework with reference implementa-
tions in C++ and Q#, where in both cases we implemented
new compiler passes to enable the new functionality. Finally,
we validate and benchmark our methodology on quantum
programs such as quantum phase estimation and Shor’s algo-
rithm [33]. We show that the runtime gap between the best
previous methods and our symbolic method for resource and
error estimation is unbounded as a function of the problem
size.
Related work. In [19], a theoretical framework is presented
to reason about erroneous behavior in quantum programs
and analyze noise. That approach relies on an explicit repre-
sentation of quantum states by means of density matrices.
Therefore, a hypothetical implementation would not scale to
programs that require significantly more than 20 qubits. In
contrast, we provide an implementation of our theoretical
framework and demonstrate that it is capable of handling
application-scale quantum programs featuring thousands of
qubits and billions of operations.
Our methodology also relates to the automatic approach
presented in [28] for handling floating-point rounding errors
in classical computing. This approach, called Herbie, is capa-
ble of locating sources of errors in the code and proposing
candidate rewrites to improve the overall precision. Simi-
larly, our approach locates and adapts accuracy parameters
to reduce the total error. While Herbie must be combined
with other methods [4, 7, 11] to provide worst-case guaran-
tees, our methodology proposes parameter assignments that
guarantee the specified worst-case upper bound, assuming
a correct implementation. We are not concerned with veri-
fying actual correctness of the quantum program, but refer
the reader, e.g., to [37].
Further relatedwork is symbolic execution, which is widely
used for code testing and for finding bugs. The method trans-
lates the given program into a logical formula in order to
check some input properties. A relevant example is veritest-
ing [2], which alternates dynamic (DSE) and static (SSE)
symbolic execution for testing. Similarly, we extract from a
quantum program symbolic expressions for upper bounds
on the total error and the gate count.
2 Quantum computing background
2.1 Quantum states
Quantum computers process information encoded in qubits.
The quantum state of a qubit |ϕ⟩ (using Dirac or bra-ket
notation) can be written as
|ϕ⟩ = α0 |0⟩ + α1 |1⟩ ,
where α0,α1 ∈ C are the complex probability amplitudes
corresponding to the computational basis states |0⟩ and |1⟩,
respectively, and |α0 |2 + |α1 |2 = 1. The computational basis
states |0⟩ and |1⟩ may be associated with two-dimensional
basis vectors |0⟩ = ( 10 ) and |1⟩ = ( 01 ) . Single-qubit quan-
tum gates (or quantum operations) can be written as 2 × 2-
dimensional complex unitary matrices. A matrix U is uni-
tary if its conjugate transpose corresponds to its inverse:
UU † = U †U = 1. When applying a quantum gate to a single
qubit, its new quantum state can be computed via a sim-
ple matrix-vector multiplication of the gate matrix and the
two-dimensional amplitude vector |ϕ⟩ = ( α0α1 ) .
Similarly, an n-qubit quantum state may be described by
a vector containing the 2n amplitudes corresponding to all
possible bitstrings of length n, or, using the bra-ket notation:∑
x ∈Bn
ax |x⟩,
where
∑
x |ax |2 = 1. Quantum operations over n qubits are
modeled by unitary matrices of size 2n × 2n .
Measuring all n qubits of the n-qubit state above results in
a collapse of the superposition onto one of the computational
basis states |x⟩ with probability |ax |2.
2.2 Quantum gates
A quantum program consists of classical and quantum in-
structions [23]. While classical instructions are performed
on the (classical) controller, the latter are performed on the
quantum processing unit (QPU). In each step of the compu-
tation, the controller sends a sequence of quantum instruc-
tions to the QPU. After execution of each such sequence, the
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Figure 1. Example of a quantum circuit computing an entan-
gled state (a) and the corresponding expected measurement
outcomes (b).
QPU returns classical measurement results to the controller,
which may use them to decide on the quantum instructions
to perform next (if any).
The mentioned sequences of quantum instructions can be
visualized using circuit diagrams, so-called quantum circuits.
Example 1. An example of a quantum circuit is shown in
Fig. 1. This circuit generates a Greenberger–Horne–Zeilinger
state on three qubits, i.e., the state
1√
2
(|000⟩ + |111⟩).
In a quantum circuit, each qubit is represented by a horizontal
line. Operations are denoted by boxes or other symbols on the
qubit(s) they are being applied to. Time advances from left to
right. The first operation is a Hadamard gate (H ) applied to
the first qubit. In matrix notation,
H =
1√
2
(
1 1
1 −1
)
.
Applying H to the first qubit maps |000⟩ to 1√
2
(|000⟩ + |100⟩).
The next gate is a controlled-NOT or CNOT,
CNOT =
( 1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
)
,
which entangles the first with the second qubit by flipping the
latter if the first qubit is |1⟩. After the two CNOT gates, the
three qubits are in the state 1√
2
(|000⟩+ |111⟩). Finally, all three
qubits are measured. There is a 50% probability of measuring
all 0s and a 50% probability of measuring all 1s.
Quantum programs can be written in one of the various
languages and software frameworks for quantum comput-
ing, e.g., ProjectQ, Q#, Qiskit. All of these languages allow
programmers to specify the quantum program in terms of
high-level operations. They also provide methods to decom-
pose such operations into the native gate set of the QPU.
Different quantum architectures support different native op-
erations. A common low-level instruction set is the so-called
Clifford+T gate set [1]. This instruction set includes the al-
ready mentioned CNOT gate and Hadamard gate H , as well
as the gates
X =
[
0 1
1 0
]
, Y =
[
0 −i
i 0
]
, Z =
[
1 0
0 −1
]
, T =
[
1 0
0 eiπ /4
]
.
Here X , Y , and Z denote the Pauli matrices that, like CNOT
and H , are Clifford gates, while T is a non-Clifford gate re-
quired to achieve universality. In a fault-tolerant setting, the
T gate is particularly expensive to be applied. As a conse-
quence, the T -count (number of T gates) is a good measure
for the cost of a fault-tolerant implementation of a given
quantum program [9, 15].
2.3 Error propagation in quantum circuits
Given a quantum program that executes a sequence of ap-
proximate quantum instructions, how do the approximation
errors of these individual instructions compose?
In this section, we prove that an upper bound on the total
approximation error can be derived by adding all individual
approximation errors. As a consequence, our methodology
produces quantum circuits with accuracy guarantees for
quantum programs without measurement feedback. Note
that this excludes programs that rely on repeat-until-success
statements, i.e., loops that iterate until a certain measure-
ment outcome is observed (see, e.g., [27]). Such cases can
be handled separately using, e.g., an upper bound on the
number of iterations.
Quantum circuits corresponding to feedback-free pro-
grams consist of a sequence of gates U1, ...,Um , followed
by a sequence of measurements M1, ...,Mk that produce a
measurement outcomem = xi for a final state
|ψ ⟩ = Um · · ·U1 |0⟩⊗N
with probability
P(m = xi ) = | ⟨xi |ψ ⟩ |2.
Therefore, our methodology must ensure that the actual
final state |ψ˜ ⟩ is close to the desired final state |ψ ⟩ after all
decompositions have been applied toU1, ...,Um .
Let V1, ...,Vn be an approximate decomposition of the
quantum program in terms of the gates supported by the
target hardware, i.e.,
∥Um · · ·U1︸     ︷︷     ︸
U
−Vn · · ·V1︸   ︷︷   ︸
V
∥ ≤ ε .
Then, ∥ |ψ ⟩ − |ψ˜ ⟩ ∥ = ∥U |0⟩⊗N − V |0⟩⊗N ∥ ≤ ε , which
guarantees that, with |ψ ⟩ = ∑i ai |xi ⟩ and |ψ˜ ⟩ = ∑i a˜i |xi ⟩,
|ai − a˜i | =
√
|ai − a˜i |2
≤
√∑
i
|ai − a˜i |2
≤ ε .
Therefore, it is sufficient that our methodology guarantees
∥U −V ∥ ≤ ε .
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In the process of translating the quantum program to the
native gate set, several decompositions are applied that intro-
duce approximation errors. LetU be a quantum operation be-
ing approximated by the decomposition intoW1, ...,Wt . The
decomposition introduces at most εU if ∥U − (Wt · · ·W1)∥ ≤
εU , assuming that allWi are implemented exactly. Now, com-
bining multiple such approximate implementations U˜i of
Ui such that ∥Ui − U˜i ∥ ≤ εi yields a total error of at most∑
i εi [17].
Therefore, it is possible to derive recursively-defined ex-
pressions for the error E(U , εU ) and the total gate count
T (U , εU ) [17]:
E(U , εU ) = εU +
∑
W ∈D(U ,εU )
E(W , εW )fW (εU )
T (U , εU ) =
∑
W ∈D(U ,εU )
T (W , εW )fW (εU )
where D(U , εU ) is the set of gates in the εU -approximate
decomposition of U and fW (εU ) denotes the number ofW
operations in the decomposition. Looking at these expres-
sions, it is clear that an upper-bound on the total error can
be computed very similarly to counting gates.
In conclusion, choosing all ε(·) in the expression for
E(UMain , εUMain )
such that E(UMain , εUMain ) ≤ ε , ensures that the measure-
ment probability amplitude for a given bit-string changes by
at most ε .
3 Sample quantum programs
3.1 Simulating time-evolution of operators
Being a quantum system, a quantum computer can be pro-
grammed to simulate other quantum systems. This can be
used, e.g., to elucidate chemical reaction mechanisms [31].
Given the quantum-mechanical Hamiltonian H which
describes the system being studied, the time evolution of the
system can be simulated by implementing the time-evolution
operator U = e−iHt . The time-evolved quantum state can
then be obtained by applyingU to the initial state |ψ (0)⟩:
|ψ (t)⟩ = e−iHt |ψ (0)⟩.
In order to implement the time-evolution operator on a quan-
tum computer, it needs to be decomposed into the native
gate set, e.g., Clifford+T . Different decomposition methods
are available, each one scaling differently with the targeted
precision εT E : polynomial for the Trotter decomposition
method, logarithmic for the linear combination of unitaries
(LCU) [3, 30].
Example 2. Consider the Hamiltonian of a 1D transverse-
field Ising model (TFIM)
H = −J
∑
⟨i, j ⟩
Z iZ j︸         ︷︷         ︸
H1
−h
∑
i
X i︸   ︷︷   ︸
H2
,
whereH1 defines the interaction of adjacent spins with periodic
boundary conditions and H2 defines the interaction of the
system with the external transverse field.
Using a second-order Trotter-Suzuki decomposition, the time-
evolution operator under this Hamiltonian can be written as
e−iHt ≈ (e−iH1 t2M eiH2 tM e−iH1 t2M )M .
The number of Trotter stepsM will be chosen according to the
desired accuracy εT E . In particular, for this second-order Trotter
decomposition we have thatM is proportional to 1/√εT E [31].
Each Trotter step can be implemented using CNOT and RZ (θ )
gates. The latter being a gate that applies a rotation equal to the
angle θ around the z-axis. Considering Clifford+T as the native
gate set, each rotation has to be synthesized or decomposed in
terms of these gates. As not every rotation can be realized ex-
actly using this gate library, rotation synthesis also introduces
an error. Given a target approximation error εR , the number
of T gates per rotation will be proportional to log2
(
1
εR
)
when
using the best currently available methods [14, 27].
Thus, to express the time-evolution operator we need to take
into account two inter-dependent approximation errors, namely
εT E and εR .
3.2 Quantum Fourier transform
The quantum Fourier transform (QFT) is an algorithm that
performs the Fourier transform of quantum mechanical am-
plitudes. QFT is implemented as a linear operator that applies
the following unitary transformation on a basis state |j⟩ [26]:
|j⟩ 7→ 1√
N
N−1∑
k=0
e2π i jk/N |k⟩
The effect of the transform on an arbitrary state can be de-
scribed using a product representation that maps |j1, . . . , jn⟩
to
(|0⟩ + e2π i0.jn |1⟩)(|0⟩ + e2π i0.jn−1 jn |1⟩) · · · (|0⟩ + e2π i0.j1 j2 ...jn |1⟩)
2N /2
where 0.jl jl+1 . . . jm is the binary expansion jl/2 + jl+1/4 +
· · · + jm/2m−l+1. This representation has a direct correspon-
dence to the circuit implementation of the quantum Fourier
transform shown in Fig. 2. The circuit is composed of n steps,
one for each qubit. In each step, for each qubit, a Hadamard
gate is applied, followed by a series of rotation gates con-
trolled by all remaining qubits.
In this work, we will largely refer to an approximate ver-
sion of QFT (AQFT) in which the number of rotations is
reduced according to the desired approximation error εQFT .
5
|j1⟩
|j2⟩
...
|jn−1⟩
|jn⟩
H R2 · · ·
· · ·
Rn−1
H
Rn
· · · Rn−2 Rn−1 · · ·
· · ·
· · ·
H R2
H
|0⟩ + e2π i0.j1 ...jn |1⟩
|0⟩ + e2π i0.j2 ...jn |1⟩
...
|0⟩ + e2π i0.jn−1 jn |1⟩
|0⟩ + e2π i0.jn |1⟩
Figure 2. Efficient circuit computing the quantum Fourier transform.
This is done by pruning rotations with small angles. In par-
ticular, for each qubit ji with 1 ≤ i < n a maximum of
l = ⌈log2(n/εQFT )⌉ + 3
controlled-rotations is applied [10].
The quantum Fourier transform enables the quantum
phase estimation algorithm and has a key role in the solu-
tion of many relevant problems, e.g., the integer factorization
problem.
3.3 Quantum phase estimation
Once time-evolution under the Hamiltonian H is imple-
mented, one may perform measurements similar to experi-
ments with the actual system. Quantum computing, however,
allows us to achieve a quadratic advantage over repeated
measurement and sampling via quantum phase estimation
(QPE). Given a state with large overlap with the ground
state |ψ0⟩ of the Hamiltonian, this algorithm allows us to
determine the ground state energy E0
H|ψ0⟩ = E0 |ψ0⟩.
One of several possible implementations of QPE [26] is shown
in Fig. 3. The measurement outcomes of the top k + 1 qubits
yield a k + 1-bit approximation to the phase due to time-
evolution. More precisely, the number of qubits to choose
nQPE depends on the desired accuracy and the probability p
of a successful measurement as follows
nQPE = n +
⌈
log
(
2 + 12(1 − p)
)⌉
,
where n is the desired accuracy in number of bits.
The number of controlled time-evolution unitaries re-
quired for QPE to succeed with p = 0.5 and accuracy εQPE
may thus be bounded by 2nQPE − 1 ≤ 16π/εQPE .
|0⟩
...
|0⟩
|0⟩
|ψ0⟩ n
H
H
H
U U 2
· · ·
· · ·
· · ·
· · · U 2k
QFT †
...
Figure 3. Quantum circuit performing quantum-phase es-
timation on an n-qubit system with an accuracy of k + 1
bits.
Not only does QPE allow one to infer the ground state
energy if the ground state is known, but it also collapses a
non-eigenstate input |ϕ⟩ to the i-th eigenstate |ψi ⟩ of the
Hamiltonian H with probability | ⟨ψi |ϕ⟩ |2.
In terms of accuracy, it is important to distinguish between
the different applications of QPE. If QPE is used to determine
only the energy, i.e., |E0 − E˜0 | ≤ ε is required, then it is suffi-
cient to implement time-evolution such that ∥U − U˜ ∥ ≤ ε −
εQPE . However, if the goal is to prepare the ground state, i.e.,
∥ |ψ0⟩−|ψ˜0⟩ ∥ ≤ ε , then ∥U −U˜ ∥ ≤ ε−εQPE2nQPE −1 is sufficient (both
via triangle inequality). Distinguishing these cases clearly
has a great impact on the resulting resource requirements.
4 Language support for accuracy
management
Since large-scale quantum computers are not yet available,
resource estimation is a crucial feature of any software frame-
work for quantum computing. Typically, such resource esti-
mation is performed by compiling the quantum program into
the chosen target gate set and then executing the resulting
circuit on a classical simulator that counts native operations
(instead of executing them). For this to be possible, how-
ever, all the parameters of the program, including accuracy
parameters for each subroutine, must be determined.
Existing quantum programming languages do not offer
built-in support for accuracy management. Consequently, it
is very cumbersome to implement large-scale quantum algo-
rithms in an accuracy-aware fashion. Thus, despite the avail-
ability of a wide range of quantum programming languages,
resource estimates are still computed (semi-)manually, taking
care of accuracy parameters using pen and paper [31, 32].
The main difficulty when selecting appropriate accuracy
parameters is that parameters at a higher level of abstraction
have an effect on the ones at lower levels, as illustrated by
the following example:
Example 3. Consider QPE on U = RZ (α) := e−i α2 Z and the
target gate set Clifford+T . The number of phase-estimation
qubits nQPE depends on the desired precision of the phase (and
the probability of success). At the lowest level, the various
U 2
i
= RZ (αi ) are decomposed into a sequence of Clifford+T
gates featuring O(log 1εr ) T gates. To achieve an overall target
accuracy ε , εr must be chosen such that εQPE + εR ≤ ε , where
εR denotes the error introduced by all rotations in the quantum
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circuit. Since εQPE affects the number of rotations in the circuit,
εr must be chosen as a function of εQPE .
In general, it would be possible to adapt all values in the
code manually on a case-by-case basis—however, this defeats
the purpose of having a high-level programming language.
Without language support, programmers are forced to man-
ually handle accuracy parameters by passing all such pa-
rameters to the main routine, which forwards the necessary
ones to each subroutine. For example, in the case of the QPE
algorithm:
function QPE(εQPE , εT E ,εQFT , εRT E , εRQFT , U)
reд_size ← f (εQPE )
for i ← 0 to reд_size do
for j ← 0 to n_iter (i) do
cU(εT E , εRT E )
AQFT†(εQFT , εRQFT )
where cU is the controlled version ofU .
This programmer-unfriendly approach does not allow
code reuse for resource estimation, as implementations of
subroutines need to be adapted to the context in which they
are used and, in particular, to the choice of accuracy pa-
rameters. For example, cU(εT E , εRT E ) is implemented using
a number of Clifford+T gates that depends on the chosen
accuracy parameters.
When using our methodology, programmers only need
to worry about accuracy parameters in subroutines where
the corresponding errors are introduced. The compiler will
take care of extracting all dependencies. Specifically, this
allows us to express the pseudo-code for phase estimation
as follows:
function cR
declare εR
. . .
function cU
declare εT E
. . .
function AQFT†
declare εQFT
l ← д(εQFT )
for i ← 0 toд′(l) do
. . .
cR()
. . .
function QPE(U)
declare εQPE
reд_size ← f (εQPE )
for i ← 0 to reд_size do
for j ← 0 to n_iter (i) do
cU()
AQFT†()
Using abstract syntax tree (AST) transformations, our
methodology is able to handle various levels of granular-
ity, from using the same value for all accuracy parameters to
using a different value for every instance that is created dur-
ing runtime (via an accuracy parameter data structure that
mirrors the call graph). This is crucial as there is a substantial
trade-off between the number of accuracy parameters being
considered and the resulting gate count [17]. This can be
illustrated with the following example:
QPE
cU
RR
cU
RR
AQFT†
RR. . . . . . . . .
. . .
+ + +
+ + +
+
ε
εQPE
εR
εcU εQFT
Figure 4. Flow diagram explaining how the code of the QPE
algorithm is transformed into a code evaluating the overall
approximation error ε .
Example 4. Consider Beauregard’s implementation of Shor’s
algorithm [5]. In addition to the (semi-classical) inverse Fourier
transform of phase estimation, every addition circuit requires
two (approximate) QFTs [10] (one inverted, one regular) [12].
While the number of additions (and thus the number of QFTs)
varies with the bit-size n of the number to factor, phase esti-
mation always requires a single QFT. Therefore, it is natural
to choose a different accuracy parameter for the (approximate)
QFT of the phase estimation than for the (approximate) QFTs
of the O(n2)-many n-bit additions.
Besides facilitating accuracy-aware implementations of
quantum programs and providing various levels of granu-
larity for assigning accuracy parameters, our methodology
allows us to automatically deduce the number of contexts
in which a given (approximate) decomposition is applied.
This enables automatic selection of the number of accuracy
parameters and thus removes the need to perform this task
manually.
5 Automatic accuracy management
In this section, we describe the proposed procedure to auto-
matically determine accuracy parameters. The optimization
problem is solved using a simulated annealing procedure
that iteratively changes the parameters and evaluates the
corresponding total approximation error. The procedure ter-
minates as soon as accuracy parameters have been found
that guarantee a user-specified overall accuracy. To further
improve the parameter selection, we also evaluate the circuit
cost in terms of the T -count and pass the information to
the optimization procedure. The result is a valid distribu-
tion of the available approximation error, which also aims
to minimize the circuit cost.
Our approach is to extract a (near-)symbolic expression
for the total error and gate count from the algorithm and
use the obtained expressions in the annealing procedure. In
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general, it is possible to use the annealing procedure with
any available resource estimation method, the difference
being that the runtime of each evaluation depends on the
problem size if non-symbolic methods are used.
5.1 Cost/constraint functions: extraction
Our methodology proceeds by automatically generating two
pieces of code that compute (an upper bound on) (i) the
number of costly quantum gates (i.e., T gates) and (ii) the
overall approximation error as a function of the different
approximation errors. We denote the two functions by
T (ε1, . . . , εn) and E(ε1, . . . , εn).
The automatic generation of these two functions can be
achieved via a few simple transformations of the program’s
AST. Specifically, to generate T , all calls to native operations
are removed from the AST, except those corresponding to
costly gates that are replaced by counter-increments. The
program computing a bound on the overall approximation
error (E) can be generated in a similar fashion, where incre-
ments are added for every epsilon declaration (see Sec. 2.3).
Example 5. In Fig. 4 we show the different decomposition lev-
els of the QPE algorithm. The standard coherent QPE requires
2nQPE − 1 controlled time-evolution unitaries cU , followed by
an inverse QFT. At the next decomposition level, each unitary
(including the QFT) is decomposed into rotation gates. In turn,
those rotations will be fed into rotation synthesis, which out-
puts a sequence of O(log 1εR ) Clifford+T gates for each rotation,
where εR denotes the target accuracy of rotation synthesis (per
rotation). Since errors accumulate at most linearly due to being
unitary (see Sec. 2.3), an upper bound on the overall approxi-
mation error can be computed by adding all the εi introduced
by the various decomposition steps.
5.2 Cost/constraint functions: optimization
Once the two pieces of code evaluating the total approxi-
mation error E(ε1, ..., εn) and the cost T (ε1, ..., εn) have been
generated, they could be fed into the simulated annealing
procedure. While this would allow us to perform accuracy
management automatically, the resulting code will take sub-
stantial time to execute: typical quantum applications require
on the order of 1015 or more operations [31] and the opti-
mization loop is executed hundreds of times until suitable
accuracy parameters are found.
As a remedy, we employ custom compiler optimization
passes, which enable much faster evaluation of gate counts
and error bounds. Specifically, our methodology aims to infer
symbolic and loop-free expressions for (upper bounds on)
gate count and overall approximation error. The following
example demonstrates how beneficial the use of our symbolic
approach is:
Example 6. Consider the example of the approximate quan-
tum phase estimation algorithm and a two-mode simulated an-
nealing procedure. Even with an optimized annealing schedule,
it will require a minimum of about 200 evaluations to guaran-
tee an overall approximation error of at most 10−2. As accuracy
parameters ε1 . . . εn approach the optimal values (minimizing
the T -count), one evaluation of the non-optimized T (ε1, ..., εn)
function on 8 qubits takes 9m 10s , while evaluating the inferred
symbolic expression takes 0.1µs . If the number of qubits grows
to 16, then we have 34m 14s for the non-optimized case, while
evaluating the expression still takes 0.1µs .
The transformations that we propose to implement at the
intermediate-representation level of the compilation proce-
dure are shown in Table 1. In particular, our optimization
routine would:
1. Check if there is an addition between a variable v
initialized outside the loop and a loop invariant, and
if v is not used elsewhere in the loop. If so, apply
transformation 1, where N is the number of iterations
of the loop.
2. Check if there is an addition between a variable v
initialized outside the loop and a function f only de-
pending on the inductive variable and other loop in-
variants. If so, apply transformation 2. In the particular
case where f (i) ismin(), the expression can be upper
bounded as shown in the table. In addition, polyno-
mial expressions can be derived from some finite series
using Faulhaber’s formula.
3. When generic branching instructions are found, they
are transformed intomax(i f , else) instructions, where
the branch that gives the larges contribute to the cost
function is selected.
The following example shows the described transforma-
tions applied to the AQFT quantum algorithm.
Example 7. The pseudo-code of the functionAQFT_T , which
computes the total number of T gates required for the AQFT
algorithm, obtained after source-to-source transformation is
shown in Alg. 1. As our implementation uses three rotation
gates for each controlled-rotation, the function takes as in-
put three accuracy parameters. This is why there are three
innermost loops in Alg. 1. Since we want to extract a symbolic
expression for the variableTcount , we have to get rid of as many
loops as possible. The if statement is hoisted in the second loop,
which becomes:
for j ← 0 tomin(n − 1 − i, l) do
Then all the loops are optimized applying the transformations
in Table 1. Finally, the code in Alg. 2 is obtained, which shows
the closed-form expression for the Tcount with respect to the
algorithm’s parameters.
While our methodology succeeds at extracting closed-
form expressions for all our examples, we note that this is
not necessary for our methodology to work: The remaining
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Table 1. Compiler transformations.
Original Code Symbolic expression
1 for i ← 0 to N do
v += const
v += const · N
2 for i ← 0 to N do
v += f (i) v +=
∑
i f (i)
for i ← 0 to N do
v +=min(д(i),h(i))
v +=
∑
imin(д(i),h(i))
≤
v +=min(∑i д(i),∑i h(i))
for i ← 0 to N do
v += ip
v +=
∑
i i
p
(p + 1)th degree polynomial
derived from Faulhaber’s formula
3 if (. . . ) then expr1else expr2 max(expr1, expr2)
control flow would not affect applicability or correctness,
but merely cause an increase in runtime.
6 Compiler Requirements
In order to add the proposed accuracy management feature
to any quantum programming language, it is necessary to
integrate it into the language compiler. Here we describe all
the features that the compiler must support. Meanwhile, we
explain how the respective features are implemented in our
two prototypes (LLVM and Q#).
6.1 Don’t-cares
Our methodology requires that the compiler identifies sub-
routine parameters that have no, or a negligibly small, effect
on either of the two functions being evaluated. The function
will be called using the default value of the don’t-care pa-
rameter as its argument. This allows the compiler to simplify
repeated calls to the same function.
Example 8. As a simple example, consider AQFT. Calls to
functions with different parameters will have to be evaluated
several times. For example, the function describing a rotation
gate will take the rotation angle as a parameter. Nevertheless,
the angle will have no impact on the approximation error se-
lected to decompose the rotation. If several rotation gates are
applied in the same algorithm with different angles, the corre-
sponding calls will be evaluated several times by the compiler.
We address this problem by annotating the angle parameter
as a don’t-care. This will result in many identical calls to the
function with identical arguments that hence may be removed
by the compiler.
In our LLVM implementation, we use compiler annota-
tions to introduce additional information in the source code.
In particular, we attach a don’t-care annotation to a parame-
ter declaration if it has negligible effect on the cost/constraint
functions.
6.2 Epsilon-declarations
To provide language support (see Section 4) the compiler
must be capable of locating all introduced accuracy parame-
ters. This can be done by matching against a specific class
or by using annotations. In both our implementations, we
match to declarations with a custom type. As the applied
solutions are equivalent, we only detail the Q# solution, a
language the reader is probably less familiar with.
Q#. Q# provides user-defined types bymeans of named types.
We declare a user-defined type
newtype EpsilonValue = Double;
which allows the programmer to declare and use accuracy
parameters, e.g.,
let eps_R = EpsilonValue(0.1);
for (i in 1..Ceiling(1.5 * Lg(1.0 / eps_R!))) {
. . .
}
In the code, the epsilon value of 0.1 is just a dummy value,
since the compiler requires the specification of a value. Fur-
ther, the ‘!’ postfix operator unwraps the value of the user-
defined type into a value of type Double.
6.3 AST modification
The compiler must provide access to the AST and allow
rewriting and copying. In particular, we need to generate
3 different versions of the entire program: one that com-
putes the total approximation error, one that computes the
total cost, and the original quantum program, which will
ultimately be invoked using optimized accuracy parameters.
LLVM. We approach the problem of modifying the AST us-
ing source-to-source transformation. We implement a Clang-
Tool and run an ASTFrontendAction: a routine that has access
to the AST and allows us to interface with the source code.
Our ClangTool outputs files containing the function to com-
pute the T -count, e.g., the one in Alg. 1, and the function
computing the total approximation error E. Our action ex-
ploits the ASTmatcher library, which allows us to match
nodes in the AST that have some specific properties. The
library provides a concise way of describing patterns and is
implemented as a domain-specific language (DSL). In addition,
matchers allow us to access to the source code by running
a callback function on the matched AST nodes. Once the
locations of interest in the code have been identified, we can
use an instance of the Rewriter class to modify it accordingly.
The AST being constant by design, we must generate a new
file containing our transformed source code.
Our tool also makes use of header files in which we define
basic quantum operations, such as the one in the Clifford+T
gate set. Those header files can be adjusted according to
the specific application. For example, in addition to the T -
gate, we might want to consider other expensive operations.
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Finally, the tool adds to all function declarations the attribute
always inline to enable successive optimization steps.
The result of running the Clang tool is a new source file
computing the total error or gate count as a function of all
the accuracy parameters defined in the source code.
Q#. We have implemented an AST transformation pass to
detect all EpsilonValue declarations, remove them, and add
them as arguments to the operation signature. This step
is performed before producing the two pieces of code that
compute the number of costly quantum gates and the upper
bound on the overall approximation error.
There exist no global variables and no call-by-reference pa-
rameters in Q#. However, it is possible to declare an operation
in Q# and implement it in C#. In order to count the number of
T gates, we introduce an operation IncrementCounter(id,
value) whose implementation in C# increments a global
counter, called id, by value.
We use a similar technique as used for counting gates to
accumulate the bound on the overall approximation error.
Each declaration of an epsilon value is replaced by a call to
an operation IncrementValue(id, value) whose imple-
mentation in C# increments a global variable called id by
value.
The programs obtained after the described AST modifi-
cations could already be used to estimate the resource re-
quirements of the quantum program. In this case, the only
advantage with respect to using state-of-the-art methods
would be that our approach provides language support by
keeping track of all the introduced approximation errors,
work that otherwise would have to be performed manually.
In addition, the estimation would be too slow to be used in
the simulated annealing procedure (see results in Fig. 5). To
overcome this issue, the rewrites described in the following
Section 6.4 are necessary to obtain estimates suited to be
used to solve the optimization problem.
6.4 Rewrites to make evaluation more efficient
In order to speed up the optimization process, we need
fast evaluations of the cost and error functions. The two
functions extracted from most quantum algorithms will fea-
ture many loops performing simple counter increments or
floating-point additions. Our goal is to extract a symbolic
expression from the control flow structure. To this end, we
employ loop optimization.
LLVM. We implemented compiler optimization passes with
the purpose of eliminating loops in our cost estimate by
transforming them into additions and multiplications. For
example, the first loop optimization described in Table 1
needs to be performed for both integral and floating-point
numbers, as approximation errors require double precision.
We use an LLVM loop pass to perform this optimization.
Example 9. Consider the following code that computes the
total approximation error of n quantum operations, character-
ized by the same approximation error val :
double Eps = 0.00;
double val = 0.02;
for (int i = 0; i < n; i++) {
Eps += val;
}
Once this function is compiled into Intermediate Representation
(IR) code, val will be identified as a loop-invariant variable,
while Eps will be assigned to a so-called PHI node. PHI nodes
assign a variable with a different value, depending on the
predecessor of the current block. Where blocks are groups of
instructions. In our example the PHI node would have two
incoming values: 0.00 (if the predecessor block is outside the
loop) and the temporary value containing the addition result
(if the predecessor was the previous loop iteration). PHI nodes
are defined in the loop header block.
The loop pass traverses the code from the innermost to the
outermost loop in the IR and checks whether:
1. it contains an instruction performing the addition oper-
ation between a loop-invariant operand and a variable
defined through a PHI node in the loop header,
2. the PHI node is only used in the addition operation
inside the loop or in the loop latch block,
3. the result of the addition is only used as the incoming
value of the PHI node.
If the described conditions apply, the loop is removed. Refer-
ring to the code in Example 9, the operations %1 = val ∗ n
and %2 = Eps + %1 would be added to the pre-header loop
block, i.e., outside the loop. In addition, the result %2 would
replace all uses of the original addition operation, which
would be erased. All the other transformations in Table 1 are
achieved in a similar fashion.
Q#. The Q# compiler already contains some transformation
passes, e.g., for operation inlining, propagating constants, or
removing unused code. We have added two additional trans-
formation passes that optimize the use of IncrementCounter
and IncrementValue calls. Without loss of generality we ex-
plain the transformation passes by means of the Increment-
Counter operation, remarking that they work analogously
for the IncrementValue operation.
The first transformation pass collects all IncrementCoun-
ter calls inside a scope level that have the same id and do not
contain values incorporating mutable variables. These calls
can be merged into a single call by accumulating all values,
benefiting from further optimization, e.g., constant prop-
agation. The second transformation pass lifts Increment-
Counter calls inside a for-loop. If the call is the only state-
ment in the body of the for-loop and does not use the loop
variable to compute the value, the for-loop can be removed
when multiplying the value in the IncrementCounter call
by the number of loop iterations.
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Algorithm 1 Cost function for the AQFT algorithm
function N_ROT(εrot ) return 1.5 ∗ log2(1./εrot )
function AQFT_T(εQFT , εR1 , εR2 , εR3 )
Tcount ← 0
l ← ⌈log2(n/εQFT )⌉ + 3
for i ← 0 to n do
for j ← 0 to n − 1 − i do
if j ≤ l then
for k ← 0 to N_ROT (εR1 ) do Tcount++
for k ← 0 to N_ROT (εR2 ) do Tcount++
for k ← 0 to N_ROT (εR3 ) do Tcount++return Tcount
Algorithm 2 Cost function for the AQFT algorithm after
loop optimization
function AQFT_T(εQFT , εR1 , εR2 , εR3 )
Tcount ← 0
l ← ⌈log2(n/εQFT )⌉ + 3
Tcount = Tcount + min(n(n−1)2 ,nl) · (N_ROT (εR1 ) +
N_ROT (εR2 ) + N_ROT (εR3 ))
return Tcount
Extraction of symbolic representation. Our LLVM proto-
type also has a method that navigates the fully optimized IR
code and extracts symbolic expressions for the two estimates.
LLVM. The pass to extract the symbolic expression from
the IR has been implemented as an LLVM function pass. Given
the main function, it starts from the return instruction and
recursively visits all instruction’s operands annotating the
respective functionality. The recursion terminates when the
operand is a constant or, in general, is not an instruction.
The extraction pass supports the following instructions:
casting, PHI nodes, selects, truncations, zero extensions, call
instructions, compare instructions, shifts, addition, multipli-
cation, division, and subtraction. The expression is written
in the Wolfram language, such that Mathematica [20] can be
used for conversion to LATEX and further expression simplifi-
cations.
7 Qualitative evaluation
In this section, we evaluate our prototypes using differ-
ent quantum algorithms. Starting with a simple quantum
Fourier transform, we increase the complexity of our exam-
ples. As a highlight, we extract a symbolic expression for the
phase estimation of a Trotter-decomposed time-evolution
under a transverse-field Ising model Hamiltonian, where the
phase estimation features an approximate QFT. The com-
plete pseudo-code for this algorithm is shown in Alg. 5. In
addition, we also tested our tool on Shor’s algorithm [33],
to provide the reader with a large-scale example. We used
the period finding quantum routine as implemented in the
Algorithm 3 Exact QFT algorithm
function QFT(qubits)
for i ← 0 to n do
H(qubits[i])
for j ← 0 to n − i − 1 do
control = qubits[j + 1 + i]
anдle= π/(j + 1)2
tarдet = qubits[i]
controlled_R(control , anдle , tarдet )
Algorithm 4 AQFT algorithm
function AQFT(qubits)
declare εQFT
← ⌈log2(n/εQFT ) + 3⌉
for i ← 0 to n do
H(qubits[i])
for j ← 0 to n − i − 1 do
if j ≤ l then
control = qubits[j + 1 + i]
anдle= π/(j + 1)2
tarдet = qubits[i]
controlled_R(control , anдle , tarдet )
open source programming framework ProjectQ [34]. Our
prototype leverages Wolfram/Mathematica [20] to export
the resulting expression to LATEX.
Exact QFT. The first example is the QFT algorithm, de-
scribed in Alg. 3. Our implementation is able to directly op-
timize all loops, including the outermost loop which yields a
sum of the form
∑
i i =
n(n−1)
2 . The expressions for T -count
and total approximation error are:
T ≃ 3.246n(n − 1) log
(
1
εR
)
E =
3
2εRn(n − 1)
Approximate QFT (AQFT). Next, we consider the approx-
imate QFT, implemented in Alg. 4. An intermediate expres-
sion of the form c +
∑
i min(f (i),д(i)) is upper bounded by
choosing one of the arguments to themin-function. Our pro-
totype implementation returns the following expressions:
T ≃ 6.492n log
(
1
εR
) (⌈ log( nεQFT )
log 2
⌉
+ 3
)
E ≃ 3εRn
(⌈ log( nεQFT )
log 2
⌉
+ 3
)
+ εQFT
Quantumphase estimation (QPE). We combine the time
evolution of a TFIM with QPE, to find the ground state of
the TFIM. The pseudo-code is shown in Alg. 5. A simplifying
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Algorithm 5 QPE algorithm
function CTE(control_qubit , qubits)
declare εT E
n_steps = 1/√εT E
for i ← 0 to n_steps do
for j ← 0 to n − 1 do
tarдet = qubits[j + 1]
CNOT(qubits[j], tarдet )
controlled_Rz(control_qubit , 1.0, tarдet )
CNOT(qubits[j], tarдet )
for j ← 0 to n do
tarдet = qubits[j]
H(tarдet )
controlled_Rz(control_qubit , 2.0, tarдet )
H(tarдet )
function QPE(qubits)
declare εQPE
reд_size ← ⌈− log2(εQPE/(2 ∗ π ))⌉ + 2
for i ← 0 to reд_size do
control = reд[i]
n_iter ← 2i
H(control)
for j ← 0 to n_iter do
CTE(control , qubits)
AQFT†(reд)
assumption we made in this first QPE example is that the
inverse QFT can be performed natively. Our methodology
successfully removes all loops. The resulting expressions for
the total error and the T -count are:
T ≃
34.625
(
n − 12
)
log
(
1
εR
)
(2⌈2.652−1.443 log(εQPE )⌉− 14 )
√
εT E
E ≃
(
εR (n − 12 ) +
ε3/2T E
4
) (
2⌈2.652−1.443 log(εQPE )⌉+4 − 4
)
√
εT E
+ εQPE
Dropping the simplifying assumption from the previous
example, we implement the inverse QFT as in Section 3.2.
The updated expressions for T -count and total error are:
T ≃ log
(
1
εR
) ( (n − 12 )(34.625⌈2.652−1.443 log(εQPE )⌉ − 8.656)√
εT E
+⌈
2.652 − 1.443 log(εQPE )
⌉(3.246⌈2.652 − 1.443 log(εQPE )⌉+
9.738) + 6.492
)
E ≃
16
(
εR
(
n − 12
)
+
ε3/2T E
4
) (
2⌈2.652−1.443 log(εQPE )⌉ − 14
)
√
εT E
+
3
2εR (
⌈
2.652 − 1.443 log(εQPE )
⌉
+ 1)
(⌈2.652 − 1.443 log(εQPE )⌉ + 2) + εQPE
Finally, we replace the exact QFT by an approximate QFT
(see Alg. 4). Again, our optimization pass can upper bound
an intermediate expression of the form c +
∑
i min(f (i),д(i))
by choosing one of the arguments to the min-function:
T ≃ log
(
1
εR
) (
6.492(⌈2.652 − 1.443 log(εQPE )⌉ + 2)
( 
log
( ⌈2.652−1.443 log(εQPE )⌉+2
εQFT
)
log 2
 + 3
)
+
34.625
(
n − 12
) (
2⌈2.652−1.443 log(εQPE )⌉ − 14
)
√
εT E
)
E ≃ 3εR (
⌈
2.652 − 1.443 log(εQPE )
⌉
+ 2)
©­«

log( ⌈2.652−1.443 log(εQPE )⌉+2εQFT )
log 2
 + 3ª®¬+
16
(
εR
(
n − 12
)
+
ε3/2T E
4
) (
2⌈2.652−1.443 log(εQPE )⌉ − 14
)
√
εT E
+
εQFT + εQPE
Shor’s algorithm. As last example, we present the results
for Beauregard’s implementation of Shor’s algorithm [5],
which defines two approximation errors, one for the rota-
tion gates εR and one for the approximate QFT (εQFT ). The
resulting functions are:
T ≃ 2n2
(
129.843(n + 1) log
(
1
εR
) 
log
(
n+1
εQFT
)
log 2
+
471.761(n + 1) log
(
1
εR
)
+ 84n + 91
)
E ≃ 4n2 ©­­«εR (n + 1)
©­­«30

log
(
n+1
εQFT
)
log 2
 + 109
ª®®¬ + 10εQFT
ª®®¬ .
In summary, ourmethodology successfully produces closed-
form expressions to compute the total error and gate count
for all our examples. In the next section, we show the benefits
of having access to symbolic expressions when optimizing
accuracy parameters in terms of optimization runtime.
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Figure 5. Each data point marks the runtime required for a single evaluation of the T function plus a single evaluation of the
E function for the QPE algorithm with approximate QFT and for Shor’s algorithm. The accuracy parameters used are selected
by the annealer procedure in order to bound the approximation error to 5 · 10−3. A comparison between the runtimes of the
non-symbolic approach and the symbolic approach developed in this paper is shown. We provide polynomial extrapolations
from the collected runtimes for the non-symbolic approach as the runtime tops out for bit sizes above 512 for Shor and 32 for
QPE.
8 Quantitative evaluation
In this section, we demonstrate how our code, optimized us-
ing the transformations in Table 1, enables faster evaluations
of the cost/constraint functions. We compare the runtimes
of our symbolic resource estimation method against a non-
symbolic approach. The latter does not use symbolic estima-
tions for resources and errors. The non-symbolic estimates
are generated by our prototypes during the ASTmodification
step (see Section 6.3).
We ran all experiments on a MacBook Pro with an Intel
Core i5 processor with 3.1 GHz processor clock frequency
and 16 GB main memory. All source codes have been com-
piled using Clang version 9.0.0 with level 3 optimization
(-O3) and with the fast-math mode enabled (-ffast-math).
For these experiments, we select our Clang/LLVM proto-
type. As previously described, it uses a two-mode anneal-
ing procedure to find suitable assignments for all accuracy
parameters. We measure the runtime for performing one
evaluation of the T and E functions using accuracy parame-
ters provided by the annealer, guaranteeing an upper bound
on the overall approximation equal to 5 · 10−3. The runtime
measurements are performed using different input sizes for
Shor’s algorithm and for our QPE example (with approximate
QFT). The plots in Fig. 5 depict the sum of the runtimes re-
quired for evaluating the constraint and cost functions once,
as they are always evaluated the same number of times in
the simulated annealing procedure. While the non-symbolic
approach exhibits a growing runtime as a function of the
problem size, our symbolic method features the expected con-
stant behavior. In particular, the runtime of the non-symbolic
approach grows linearly for the QPE example and (roughly)
cubically for our implementation of Shor’s algorithm.
Given that the QPE example is only interesting for n ≫ 50
and the target number of bits for Shor’s algorithm is n ≈
4000, we show function extrapolations for the non-symbolic
approach in Fig. 5. The two resulting functions are fQPE =
1737.30x+816.98 and fShor = 2.38·10−5x3. We aim to provide
an indication of how much time it would take for the non-
symbolic approach to optimize accuracy parameters using
our proposed methodology. We thus estimate the minimum
number of evaluations of the functions T and E required for
the annealer to converge to a good result. For our examples,
this is between 200 and 400 evaluations, independent of
problem size.
We may thus conclude that non-symbolic approaches are
not feasible for large-scale applications: For example, if we
multiply our runtime results in Fig. 5(b) for the number of
evaluations required to find suitable accuracy parameters
for Shor’s algorithm, we obtain a runtime of approximately
1890 days for n = 4096 bits and an overall approximation
error of at most 5 · 10−3.
9 Conclusion and outlook
We describe the first framework with the ability to automat-
ically manage approximation errors and outputting (near-)
symbolic resource estimates.
Our methodology can be added to any quantum soft-
ware framework, thereby greatly facilitating resource es-
timation of quantum programs. Such integration will allow
even domain-experts from, e.g., chemistry or machine learn-
ing, to write accuracy-aware quantum programs without
having to manually derive and prove error bounds.
In this work, we identify the features that a quantum
programming language must support in order to enable our
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methodology. We develop two prototype implementations,
which we evaluate on various example programs.
Futurework could implement improved handling of branch-
ing on measurement results and repeat-until-success-like
structures. To handle such programs, our methodology re-
quires additional input such as the maximal or expected
iteration count (e.g., as a program annotation). For verifi-
cation purposes, one could instrument the code in order to
assert that the actual number of iterations does not deviate
(too much) from the provided estimate. Future work could
also compare upper bounds to actually achieved errors on
example applications. Currently, our methodology doesn’t
take into account gate cancellations that may be performed
by circuit optimization. This, in addition to the repeated use
of the triangle inequality to bound the overall error, likely
leads to pessimistic error bounds.
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