The role of mesoscale oceanic eddies in driving large-scale currents is studied in an eddy-resolving midlatitude double-gyre ocean model. The reference solution is decomposed into large-scale and eddy components in a way which is dynamically consistent with a non-eddy-resolving ocean model. That is, the non-eddy-resolving solution driven by this eddy-forcing history, calculated on the basis of this decomposition, correctly approximates the original flow. The main effect of the eddy forcing on the large-scale flow is to enhance the eastward-jet extension of the subtropical western boundary current. This is an anti-diffusive process, which cannot be represented in terms of turbulent diffusion. It is shown that the eddy-forcing history can be approximated as a space-time correlated, random-forcing process in such a way that the non-eddy-resolving solution correctly approximates the reference solution. Thus, the random-forcing model can potentially replace the diffusion model, which is commonly used to parameterize eddy effects on the large-scale currents. The eddy-forcing statistics are treated as spatially inhomogeneous but stationary, and the dynamical roles of space-time correlations and spatial inhomogeneities are systematically explored. The integral correlation time, oscillations of the space correlations, and inhomogeneity of the variance are found to be particularly important for the flow response.
Introduction
Mesoscale eddy fluxes of momentum and potential vorticity are capable of driving large-scale oceanic currents. In the ocean models, the unresolved fluxes are always accounted for by simple mathematical models, i.e. parameterizations. This paper proposes to represent effects of eddy fluxes in a non-eddy-resolving ocean model in terms of random forcing. In the introduction, some background is discussed and the problem is posed. Section 2 describes ocean models used and the diagnostics method, and § 3 analyses statistics of the eddy forcing; § 4 deals with modelling random forcing, and summary and discussion of the results follow in § 5.
Background
The idea of modelling eddy effects by random processes is both attractive and underdeveloped. Some encouraging results have been obtained for simple differential equations (Majda, Timofeyer & Vanden-Eijnden 1999 and advanced toward a realistic barotropic model of the atmosphere (Franzke, Majda & VandenEijnden 2004) . In a broad class of fluid-dynamic models of the homogeneous and isotropic three-dimensional turbulence, the nonlinear interactions (i.e. eddy fluxes) are replaced by random forcing acting in the wavenumber spectral space (e.g. Herring & ocean, with a prescribed density stratification, and in a flat-bottomed square basin with north-south and east-west boundaries. The quasi-geostrophic potential-vorticity equations (Pedlosky 1987) for N dynamically active isopycnal layers are:
where δ i,j = 1 if i = j ; δ i,j = 0 if i = j , and i is the layer index starting from the top; H 1 and ρ 1 are the upper-layer depth and density, respectively; and ν is the eddy diffusivity coefficient. The meridional planetary vorticity gradient is β, the surface wind stress is τ , and J (,) is the Jacobian operator. The potential-vorticity anomalies, q i , are connected with the velocity streamfunctions, ψ i , through the system of elliptic equations:
with the stratification parameters S i,1 and S i,2 . The horizontal velocity components are found to be
and, on the lateral boundaries, velocity is zero. Also, there is the mass conservation constraint for each layer:
The spatial resolution is 7.5 km (512 × 512 grid points). This grid size is close to the 1/12-degree resolution, at which, it is argued, the mesoscale eddies are marginally resolved (e.g. Bleck et al. 1995) . Parameters of the model and basic features of the flow solution are discussed in Appendix A, and the time-mean and instantaneous flow patterns are shown in figures 1 and 2, respectively. After the initial spin-up from the state of rest, the solution equilibrates statistically. Then, it is computed for 10 4 days and stored for the analysis on the coarsened 129 × 129 grid, with 1-day time intervals. This data set is referred to as the coarsegrained (or, projected on the coarse grid), reference eddy-resolving solution, and it has the same spatial resolution as the non-eddy-resolving model. In general, the coarse-graining method can be altered by using a coarse-gridscale filter, but here the simplest option is used, which is equivalent to the common observational practice of estimating pointwise quantities. Also, the filtering would result in underestimating the variance of the flow fluctuations.
Eddy forcing and dynamical decomposition algorithm
The large-scale and eddy components of the flow, arbitrary so far, are denoted with overbar and prime, respectively, and the full flow is: u(t, x) = u + u , q(t, x) = q + q .
The eddy forcing is defined as
Presumably, the eddy forcing is the eddy effect that is missing from a non-eddyresolving dynamical model of the large-scale flow. There is a caveat here: if the flow decomposition is not consistent with a particular non-eddy-resolving model, then solution of this model forced by the eddy-forcing history will not approximate the original flow. This is because the non-eddy-resolving model will develop its own nonlinear dynamics, which is inconsistent with the large-scale flow evolution implied by (5). If the caveat is overcome, then we can think of forcing the non-eddy-resolving model with random forcing that replaces the real eddy-forcing history -this is a way of parameterizing the eddy effects. On the other hand, if decomposition (5) is done in a purely statistical way, as common in practice, no dynamical consistency is ensured. This is because the corresponding eddy forcing is unrelated to the difference in dynamical degrees of freedom between the full flow and its truncated (i.e. noneddy-resolving) approximation. For example, when a weakly truncated model resolves a large fraction of the eddy population, the corresponding eddy forcing has to be weak. The dynamical decomposition algorithm is based on integrating and interactively correcting the non-eddy-resolving model solution with the information supplied by the structure of the full flow. This information enters the non-eddy-resolving model in terms of the interactively calculated eddy forcing, and the eddies are continuously and interactively defined in terms of the structural differences between the full and non-eddy-resolving flows. The non-eddy-resolving model is formulated in the same way as the eddy-resolving one, except that it has a coarse spatial grid with 30 km resolution (Berloff 2004b) . Also, its eddy diffusivity, ν, is enhanced by a factor of 10, in order to parameterize the effects of sub-mesoscale eddy forcing wiped out as a result of the coarse-grid projection of the eddy-resolving solution (Appendix A). Sensitivity study with the enhancement factors of 1 and 100 confirm all of the basic conclusions of the analysis. This is so, because most of the dissipation occurs near the western boundary and the dynamically important eddy fluxes in the eastward-jet region are not very sensitive to the diffusivity enhancement. Given that the coarse grid has four times fewer points in each direction, the grid-scale Reynolds number, U∆/ν, where U is some typical velocity and ∆ is the grid scale, is reduced by a factor of 0.4. This is done in order to be able to resolve marginally, by just one point, the Munk scale, [ν/β] 1/3 . In a more advanced application of the ideas developed in this paper, either ∆ or ν can be spatially inhomogeneous, so that both the grid-scale Reynolds number is kept fixed and the Munk scale is well resolved.
More specifically, the non-eddy-resolving model is initialized with the initial conditions for the eddy-resolving flow and integrated in time. In each isopycnal layer and at each grid point, the instantaneous eddy forcing is found according to (6), where J (,) and ∇ are the coarse-grid operators. The large-scale component of the flow, ψ, is defined as the non-eddy-resolving solution; and the eddy component, ψ , is found to be the difference between the full flow and the non-eddy-resolving solution. The non-eddy-resolving model is stepped forward with this eddy-forcing term and the process is repeated for the next time step. Thus, the eddies are literally the unresolved fluctuations of the non-eddy-resolving dynamics, but, nevertheless, they are accounted for in terms of the (residual) eddy forcing.
In the upper ocean, the time-mean eddy forcing has the dipolar structure that enhances the main eastward jet by driving cyclonic and anticyclonic recirculations to the north and south of it, and in the deep ocean it acts in the opposite way (figure 1). The detailed study of the structure of the time-mean eddy fluxes and forcing is in Berloff (2004b) . The eddy-forcing history, (6), includes divergences of the largescale/eddy and eddy/eddy potential-vorticity fluxes, and both of them substantially contribute to the time-mean component and variance of the eddy forcing. Importance of the large-scale advection in driving the recirculations by supplying potentialvorticity anomalies is argued in Cessi, Ierley & Young (1987) and Cessi (1988) , and the role of the time-mean eddy/eddy potential-vorticity flux is studied in Jayne, Hogg & Malanotte-Rizzoli (1996) .
Relation to other decomposition methods
Decomposing turbulence by dynamic models, as is done here, is not common. An alternative method, applied to the large-eddy simulation of the isotropic turbulence, calculates the eddy forcing by making use of the truncated approximation of the Navier-Stokes equation solved on a finer grid (Domaradzki, Loh & Yee 2002) . This method has no enhanced eddy diffusivity, therefore the energy gradually piles up at small scales, and to avoid problems, the fine-grid flow has to be periodically reinitialized with the parallel coarse-grid solution. The dynamical decomposition method is simpler and more straightforward, but it is expected to work only when the eddy forcing is a leading-order term. Fortunately, this is the case in the oceanic gyres. Although the method proposed here also involves corrections given by differences between the modelled and reference flows, it is different from the method based on calculating residual forcing from the tendency term (D'Andrea & Vautard 2000) and from the approach in which the residual forcing is used to correct the eddy diffusivity coefficient (Kaas et al. 1999) . It is also different from the approach in which the solution is corrected by the time-mean component rather than the full history of the eddy forcing (Marshall & Molteni 1993) . Here, an attempt to account for other eddy effects by correcting the diffusion operator and the β-term destroys the leadingorder linear balance in the western-boundary viscous layer and corrupts the integral potential-vorticity balance. In turn, this induces solution runaway characterized by exaggerated gyres.
2.4. Sensitivity to coarse grid Finally, sensitivity to the choice of the coarse grid is tested by projecting the eddyresolving solution on the 65 × 65 grid and by using the corresponding non-eddyresolving model. Although the corresponding non-eddy-resolving solution produces an enhanced eastward jet, the quality of the solution is worse, mainly because of the excessive broadening of the western boundary currents and their eastward jets, and to the poor resolution of the intense mesoscale eddies, such as those in figure 2. The eddy forcing retains its general statistical features, except for the small-scale structure of spatial correlations. Here, it is argued that although the method works with tolerable quality for very coarse resolutions, the optimal coarse grid should marginally resolve the first baroclinic Rossby deformation radius, so that large transient coherent structures around the eastward jet, such as the meanders and vortices in figure 2, remain substantially represented. The basis for this reasoning is that such coherent structures dominate material transport (e.g. Armenio, Piomelli & Fiorotto 1999; Berloff & McWilliams 2002) , which has to be modelled properly if the method is advanced to more comprehensive ocean models (see also discussion in § 5.3).
Statistical properties of the eddy-forcing fluctuations
This section studies statistical properties of the eddy-forcing fluctuations. The fluctuation statistics are described by the spatial distribution of the space-time statistical moments:
where indicates the time averaging. Here, the focus is on the second-order covariance function (i.e. m = n = 1), under the hypothesis that it contains all of the important information. The full covariance is separated into the temporal (i.e. autocovariance) and spatial components, and the latter is separated into the horizontal and vertical components. The correlation function is obtained by dividing by the covariance function with square roots of the corresponding variances. All of these quantities yield the autocorrelation, R T , horizontal correlation, R H , and vertical correlation, R V , functions: where σ f = f 2 is the f -variance. The time mean eddy forcing is characterized by the dipole pattern that enhances the main eastward jet in the upper ocean, but drives the opposite current in the deep ocean (figure 1). Below, properties of σ f , R T , R H , and R V , are analysed statistically and dynamically (i.e. by calculating the corresponding non-eddy-resolving solutions).
The σ f is spatially inhomogeneous (figure 3): its maximum values are located in the western part of the basin and in the upper ocean; in the east, dominated by the Rossby waves, the variance is small. Instantaneous spatial patterns of the eddy forcing are complex, and it is not easy to associate them with flow patterns (figure 2). The dominant length scale of the eddy-forcing pattern increases gradually from west to east. The third-and higher-order statistical moments of the eddy forcing indicate strongly non-Gaussian, that is, intermittent, statistical distributions. In particular, the prevailing large and positive values of the kurtosis, that is, the fourth-order moment non-dimensionalized by the variance, indicate enhanced probability of both very strong and weak events. The kurtosis values of more than 10 are found around the subtropical western boundary current and its eastward jet, and near the northern and southern boundaries. In the random-forcing model, the intermittency is neglected, for simplicity.
3.1. Temporal correlations It is found that R T (τ, x 0 ) decays and oscillates for all x 0 (figure 4). The minimum value of R T averaged over the western third of the basin is about −0.2, and the corresponding value for the eastern third of the basin, where R T has more pronounced oscillations, is about −0.65. In the western basin, dominated by relatively localized eddies generated by the western boundary current and eastward jet, R T decays below the 0.1 threshold on a time scale of 1 month. In the eastern basin, this time scale is about 3 months, which is the time scale of the first baroclinic Rossby-wave mode. This increase of the decay time scale is associated with broader spatial correlations ( § 3.2).
The R T oscillates on the time scale of about 40 days, but in the western basin this oscillation is masked by rapid decay of correlations. Over this time scale, a 4b). The mechanism of the excitation of the barotropic mode excitation is unclear, but the presence of the signal is not surprising, given the variety of organized propagating patterns observed at similar Re (Berloff & McWilliams 1999a) . Overall, this behaviour illustrates that the eddy forcing can be affected by new modes excited by the non-eddy-resolving dynamics. Spatial distribution of the integral correlation time,
is difficult to explain (figure 5). In the upper-ocean western boundary currents and the main eastward jet, T INT is relatively large (3-10 days), owing to the relatively weak negative lobe of R T , and toward the east it gradually decays to about 1 day. In the deep ocean (the middle layer is the transition zone), the situation is the reverse: because of the barotropic-mode contribution, T INT increases from 4 days near the western boundary to more than 10 days near the eastern one.
3.2. Horizontal correlations Spatial correlations of the eddy forcing are characterized by the single central maximum at x 0 and by oscillations with alternating sign. The R H shapes can be classified into three types (figure 6): (a) approximately monotonic and isotropic mesoscale pattern found in the western basin, except for the upper-ocean eastward jet; (b) oscillating and anisotropic mesoscale pattern in the upper-ocean eastward jet; and (c) wavelike and anisotropic large-scale pattern in the eastern basin. The relatively long-living and approximately axisymmetric vortices generated in the main western boundary current and eastward jet yield type (a). Type (b) is due to the relatively short-living small mesoscale vortices (not shown) generated by the strongly sheared eastward jet with very large cross-jet potential-vorticity gradient (i.e. by the KelvinHelmholtz instability). These vortices, occasionally, during the events of smooth, that is, uninterrupted by large vortices, boundary-layer separation, appear in the form of relatively regular vortex chains. Thus, the alternating-sign pattern (figure 6b) is due to the advection of large-amplitude positive and negative potential-vorticity anomalies. Type (c) is formed by the Rossby waves, therefore it is characterized by large oscillations, which are similar to those observed by Jayne et al. (1996) in a zonal-jet model. Type (c) is also characterized by long-range positive correlations along the basin boundaries. The propagating nature of the signal that forms (c) is evident in the delayed-time correlation function,
which shows westward propagation of the coherent signal. TheR H of type (a) exhibits westward propagation of the barotropic component on the time scale of 1 month, but time-delayed correlations of type (b) disappear within a few days. The zonal, L H x , and meridional, L H y , correlation length scales are defined as such distances away from x 0 , over which R H decays to 0.3; the isotropic radius of correlation is defined as L H = (L H x + L H y )/2; and the correlation anisotropy coefficient is defined as western boundary current, where it is less than 40 km, toward the east and north (figure 7a). In the eastern basin, it varies from 100 to 300 km, with an average value of about 250 km. The A H is small in the western basin, but it is large in the eastern basin (figure 7b), where L H y is about twice as long as L H x , owing to the asymmetry introduced by the Rossby waves. The barotropic and baroclinic components of the eddy forcing have significant spatial correlations over the same length scales, except for the eastern basin, where the barotropic correlation (hence, the deep-ocean correlation) decays over the distance twice as short as that of the baroclinic correlation (the faster decay does not affect the wavelength). To summarize, both temporal and horizontal correlation patterns of the eddy forcing are set by the barotropic (in spite of its relatively small contribution to the streamfunction variance) and not baroclinic component, because the barotropic waves more efficient decorrelators. 
Vertical correlations
The three-layer vertical stratification does not properly resolve the actual oceanic R V , therefore the focus here is on the most basic properties only. Overall, the eddy forcing is substantially correlated in the vertical direction (figure 8). Relative to fluctuations of ψ, the eddy forcing is characterized by very weak barotropic, by the weakened first baroclinic, and by the dominant second baroclinic components. This redistribution of correlations between the vertical modes occurs because, typically, the lower the order of the mode, the larger is its horizontal length scale; therefore, the lower modes are better captured by the reduced dynamics, and the corresponding residual eddy forcing is weaker. The second-mode dominance is equivalent to substantial negative correlations between the upper and middle layers, and to substantial positive correlations between the upper and deep layers (the vertical mode structure is not shown). Around the subtropical western boundary current and eastward jet, the eddy forcing is concentrated in the upper ocean -this behaviour is associated with positive correlations between all of the vertical modes. In the central and southern parts of the subtropical gyre, the first baroclinic mode dominates; hence, there is substantial positive correlation between the upper and middle layers, and there is negative correlation between the upper and deep layers.
Modelling random forcing
Here, the random-forcing model is formulated and tested. The flow rectification mechanism is described in § 4.1; and the way the temporal evolution and spatial correlations are represented is given in § § 4.2 and 4.3. The roles of the spatial resolution, variance and spatial correlations are studied in the next three sections.
4.1. Physical mechanism: rectified flow driven by fluctuating forcing Purely fluctuating eddy forcing is capable of driving rectified (i.e. with a non-zero timemean component) large-scale flows. Here, the principal physical mechanisms behind the rectification phenomenon are discussed. Two regimes of rectification are relevant to the double gyres, and both of them result in formation of zonal currents (Rhines 1975 (Rhines , 1994 . Let us consider potential-vorticity dynamics forced by the localized zero-mean external forcing, Φ(t, x), with (positive) amplitude A:
By integrating (13) over a short time interval and by multiplying the result by the flow velocity, we obtain:
If A → 0, then, taking into account that v = δy/δt, we average over the ensemble of realizations (here, the ensemble averaging is denoted by angle brackets) and obtain:
If there is irreversible Lagrangian dispersion of the fluid elements, then there is the asymptotic diffusive limit, in which: y 2 ∼ t. In this limit, the right-hand side of (15) is negative, hence the ensemble-average meridional flux of q, which is equivalent to the Eulerian flux of q, is negative. This flux results in the westward acceleration of the background flow. In short, this flow regime is a result of the meridional mixing and partial homogenization of the absolute potential vorticity. The second regime occurs when the forcing is sufficiently strong and v is substantially correlated with it (that is, v Φ dt > 0), which is a typical phenomenon for the β-plane dynamics, (13), in the near-Sverdrup regime. Then, the meridional q-flux is positive, hence, it drives the eastward current. Both regimes can be present simultaneously when the forcing is strong around some latitude, but weak elsewhere. This is the case in the double-gyre solution which is characterized by the enhanced eddy-forcing variance around the main eastward jet (figure 3). As a result, the flow rectification consists of the cyclonic/anticyclonic recirculations, which are discussed further below, to the north/south of the eastward jet.
Modelling temporal evolution
Although the observed R T (τ ) is complex, it can be approximated by the second-order autoregressive (AR-2) process, which is capable of simulating exponentially decaying oscillations (Box, Jenkins & Reinsel 1994) . The AR-2 process for function f is defined at discrete times separated by the timestep, dt:
where dW is a random increment (Wiener process). Given time scales of the exponential decay, θ, and the oscillation, T , the AR-2 coefficients are:
The autocorrelation function for the AR-2 process is:
where the phase shift, Φ, is found from the equation:
The first-order autoregressive process (AR-1), which is given by
is a more simple model for the time evolution -it captures only exponential decay. Here, either model is integrated with dt = 0.2 day. By considering the non-eddy-resolving model with idealized random-forcing functions, it is found that T INT , (11), is one of the most important eddy-forcing parameters. For the AR-2 process, it is:
and for the AR-1 process, it is:
In the first experiment, the observed R T is approximated with: T INT = 3 and T = 40 days. These values are taken on the basis of the analysis presented in § 3. The functional dependence of T INT on θ and T is such that the same value of T INT can be generally achieved for two cases: without and with the change of sign in R T (figure 9). The values of θ, found numerically as roots of (21), are θ 1 = 1.6993297 and θ 2 = 25.2987717 days, and the corresponding R T are very different from each other (figure 9). In the second experiment, the AR-1 process is used with three values of T INT = θ: 3.3, 10 and 30 days. It is found that, in the realistic range of the eddy variance and space correlations, the time-mean non-eddy-resolving solutions are largely insensitive to the oscillating structure of R T , because the difference between the θ 1 and θ 2 solutions is negligible. On the other hand, the flow amplitude, both the time-mean and instantaneous, monotonically increases with the above T INT values, each time by a factor of 2.7.
Modelling spatial structure
The method of constructing space-correlated random functions is based on calculating an N-dimensional random vector (for N spatial grid points) and on multiplying it with the corresponding transformation matrix (Appendix B). For the stationary statistics, the transformation matrix is calculated just once. Overall, the method is intentionally local rather than spectral, because inhomogeneity of the spatial correlations is strong. The method is further optimized by using a spatially nonuniform grid, with low resolution in parts of the basin characterized by weak gradients of the space correlation function (Appendix B). Three grids are used, with uniform low, non-uniform standard, and non-uniform high resolutions. The vertical correlations are incorporated into the random-forcing model by the same method, by finding the vertical transformation matrix, separately.
4.4. Random-forcing solutions: resolution The analysed random-forcing solutions differ in terms of the spatial resolution, spatial correlations and variance. Here, the temporal evolution of the forcing is modelled as the AR-1 process, with distribution of the exponential decay time scale given by the integral time scale (figure 5). All of the solutions are routinely found for the model configurations with and without the wind and time-mean eddy forcing, but only the most informative results are reported here. Below, the focus is on situations with purely fluctuating forcing. First, the benchmark STANDARD solution and the analogous solutions with the lower and higher resolutions are looked at. By using the moderately coarsened grid as the standard one, the fact is emphasized that computational expenses required for reasonably good-quality solutions can be moderate. In terms of the random-forcing properties, the corresponding solutions are labelled as: 1. STANDARD: the spatially inhomogeneous variance; non-uniform standard grid; empirical spatial correlations; 2. LR-STANDARD: the same, but with the low-resolution grid; 3. HR-STANDARD: with the high-resolution grid.
In the western basin, the STANDARD forcing replaces 3/4 of the original degrees of freedom with spatially interpolated values (Appendix B) -this, effectively, increases correlation length scales in the subtropical western boundary current and its eastward jet and, therefore, enhances the dynamic flow response. In other words, the forcing generated on a coarsened grid does not properly resolve the small-scale features of the original-grid covariance. Some of the small-scale fluctuations are anti-correlated, therefore they largely compensate each other in terms of the dynamic response. This compensation is unambiguously demonstrated by adding small regions of negative forcing amplitude to the west and east of the localized, spatially coherent forcing placed in the centre of the basin. The amplifying effect of the covariance coarsening can be compensated for by reducing σ f . Here, the reduced σ f is calculated by applying the grid-scale 9-point Gaussian filter to the instantaneous fields of the diagnosed eddyforcing history †: this results in a similar strength of the flow rectification, as in the reference solution.
Overall, climatology of the STANDARD solution (figure 10) is qualitatively similar to that of the reference solution (figure 1) -this important result proves that actual eddy forcing can be simulated as a random process. The main deficiency of the STANDARD and other solutions is that they slightly underestimate flow in the subtropical western boundary current. As a result, the southern inertial recirculation does not extend to the southern boundary but, instead, concentrates near the eastward jet (figure 11a). It is plausible that the underestimate in the subtropical † There is a general warning against calculating covariance of the filtered field, because it is likely not to be a positive-definite one, as required by the method of solving the S-problem. In general, the best way to reduce the number of the degrees of freedom contained in the random forcing is to further reduce the whole dynamic model. western boundary current is a result of the neglected joint space-time correlations, which are associated with the strong downstream-propagating near-boundary vortices (Berloff & McWilliams 1999b) . The neglected intermittency of the eddy forcing can be another reason. Another drawback of the STANDARD solution is that the northern recirculation is too compact, but this problem is fixed in the HR-STANDARD solution -this is the only substantial improvement of the higher resolution. The LR-STANDARD solution is obtained with σ f reduced by smoothing the noise until it yields the correct transport in the eastward jet. (The result is largely insensitive to the smoothing algorithm, and here it is achieved by applying the grid-scale 25-point Gaussian filter twice.) The LR-STANDARD solution is a smoother version of the STANDARD solution, but it has an eastward jet only half as long and an approximately symmetric and relatively localized recirculation pattern. On the one hand, the LR-STANDARD solution illustrates the ultimate robustness of the eastward-jet enhancement; on the other hand, it is a poor-quality solution that indicates the practical limit of the grid coarsening.
4.5. Random-forcing solutions: spatial correlations Random forcing of each of the following solutions (denoted by the corresponding symbol) has only one spatial-correlation property that is different from the STANDARD case.
4. GAUSS-STANDARD: gaussian approximation of the spatial correlations. 5. GAUSS-SHORT: very compact Gaussian spatial correlations (10 km length scale).
6. MIXED: linear combination of the spatial correlations from the STANDARD and GAUSS-STANDARD solutions with the variance weights of 4/5 and 1/5, respectively.
7. VERT-0: no vertical correlations between the isopycnal-layer random forcing functions.
8. VERT-1: absolute positive correlation between the isopycnal-layer forcing functions.
The complex spatial correlations of the observed eddy forcing are approximated with a much simpler Gaussian shape of the correlation function (9):
where X m and Y m are the Gaussian correlation length scales defined at the middle point, (x − x 0 )/2. The rotational symmetry, R H (x; x 0 ) ≡ R H (x 0 ; x), is automatically satisfied, because of the mid-point definition. The covariance matrix corresponding to (23) is positive-definite †, as required by the method of solving the spatial-correlation problem (Appendix B). The correlation length scales estimated from the diagnosed eddy forcing (figure 6) are used for X m and Y m . The GAUSS-STANDARD solution overestimates the rectified flow recirculations by a factor of 2.5 -this suggests that the structure of the spatial correlations and, in particular, the ubiquitous negative correlations are very important. The overestimate by a factor of more than 2 is found in the GAUSS-SHORT solution, in which the forcing is virtually uncorrelated on the grid interval. Hence, the correlation length scale reduction cannot compensate for the negative correlations. If the forcing is defined as the linear combination of the Gaussian and STANDARD forcings (i.e. the MIXED case), then 20 % contribution of the Gaussian component results in 40 % enhancement of the flow amplitude ( figure 11b) . Thus, the MIXED solution shows that even small corruption of the negative correlations results in qualitative error. The vertically uncorrelated forcing (VERT-0) yields only small differences in the flow, if compared to the STANDARD case. This is because in the most energetic subtropical western boundary current/eastward jet region, the vertical eddy-forcing correlations are small (figure 8). On the other hand, the absolutely correlated forcing (VERT-1) yields noticeable enhancement of the rectified recirculations around both eastward jets and of the anticyclonic cell along the southern boundary ( figure 11c ). This enhancement is associated with substantial barotropization of the flow, and the question of why the barotropic mode rectifies more efficiently requires further study.
4.6. Random-forcing solutions: variance Here, the dynamical role of the spatial inhomogeneity of σ f is analysed. In the following solutions, the forcing variance is non-zero only in certain region.
9. VAR-UPPER: in the upper ocean. 10. VAR-DEEP: in the deep ocean. 11. VAR-WBC: in the western boundary current. 12. VAR-WEST: in the western basin. 13. VAR-EAST: in the eastern basin. 14. VAR-WEST-HOMOG: as VAR-WEST, but with the locally averaged homogeneous value.
The VAR-UPPER and VAR-DEEP solutions show that the flow is dominated by the upper-ocean forcing. In the VAR-UPPER case, it is found that the upper-and deep-ocean responses are about 10 % and 50 % weaker, respectively, and the deep ocean develops the time-mean recirculations, which are more similar to the upperocean recirculations than to those of the STANDARD solution. In the VAR-DEEP case, it is found that the upper-ocean response is just 13 % of the STANDARD one, and flow in the main recirculations is opposite to the STANDARD one. The other solutions are obtained by partitioning the basin into three regions characterized by the upper-ocean σ f (figure 3): σ f > 10 × 10
(VAR-WEST), and σ f < 2.5 × 10 −12 s −2 (VAR-EAST). Overall, the corresponding solutions show that the flow is dominated by the western-basin eddy forcing, and the main eastward-jet recirculations are dominated by the forcing which is even more limited to the western boundary-current region. The VAR-WBC forcing yields the main recirculations with 90 % of the STANDARD strength, and the VAR-WEST forcing yields qualitatively correct flow in the western part of the basin. Thus, the strength of the eastward jet is largely controlled by the up-stream eddy forcing.
The VAR-EAST solution is characterized by the set of the time-mean zonal jets with the meridional scale of about 280 km. The alternating jets correspond to the rectified flow regime driven by homogeneous variance (Rhines 1994) . Finally, the importance of the spatial inhomogeneity is illustrated by averaging the upper-ocean σ f over the WEST region (the VAR-WEST-HOMOG solution) -this is an attempt to reduce σ f to some universal value. Although the resulting time-mean flow still possesses some qualitatively correct features, its main recirculations (and the eastward jet) are too weak, and all the other recirculations are too strong ( figure 11d) ; hence, the idea of the universal value fails. Finally, the VAR-WEST-HOMOG solution suggests that the absence of the eastward-jet enhancement in Seidov & Marushkevich (1992) is a result of the homogeneity of the random forcing.
Summary and discussion
The approach taken in this paper is a combination of mathematical modelling and dynamical analysis of the eddy effects on the large-scale ocean circulation. The main result of this work is to demonstrate that the large-scale flow can be simulated by a non-eddy-resolving dynamical model driven by a random process that represents actual eddy forcing. This approach is an alternative to the common turbulent diffusion approach, and in the ocean gyres it allows us to simulate important anti-diffusive eddy effects.
5.1. Random-forcing modelling First, the eddy-forcing history is diagnosed from the eddy-resolving reference solution. This is done by the dynamical decomposition method, which ensures that the noneddy-resolving ocean model driven by the corresponding eddy-forcing history correctly approximates the reference solution. Here, the eddy-resolving grid contains 512 × 512 nodes with 7.5 km resolution, and the non-eddy-resolving grid contains 129 × 129 nodes with 30 km resolution. The diagnosed history and the corresponding non-eddyresolving solution are the starting points for further analysis and modelling.
First, it is found that nonlinearity of the non-eddy-resolving model is fundamentally important, because it is responsible for the flow rectification. Secondly, the eddyforcing statistics, which are treated as spatially inhomogeneous but stationary, are obtained, and, on the basis of them, the eddy forcing is modelled as a simple random process with non-zero time average. The diagnosed eddy forcing is substantially correlated over time intervals ranging from about 1 month in the western to more than 3 months in the eastern basin. In the west, the time scale is set by intense coherent vortices, and in the east, by the Rossby waves. In most of the basin, the corresponding autocorrelation function oscillates on the time scale of about 40 days, which is set by the barotropic Rossby waves. In the western basin, the horizontal spatial correlations of the eddy forcing are nearly isotropic and relatively localized, and in the eastern basin they are in the form of large-scale and anisotropic structures imposed by the Rossby waves. Typically, spatial correlations oscillate and change sign. The vertical correlations are dominated by high-order vertical modes in the east, and by surface-intensified fluctuations which contain a mixture of the modes, in the west. If the non-eddy-resolving grid is reduced to 65 × 65 nodes, then the pattern of the spatial and temporal correlations remains qualitatively the same, except for the short-scale horizontal correlations in the eastward-jet region, that become essentially unresolved.
It is shown, that the diagnosed time evolution of the random forcing can be approximately modelled by an autoregressive process, and spatial correlations can be introduced by the transformation matrix calculated from the eddy-forcing covariance.
5.2. Dynamic response to the random forcing The benchmark solution correctly simulates the reference climatology; hence, the random-forcing approach works. This is so, because the large-scale flow rectifies and enhances the subtropical eastward jet. Next, non-eddy-resolving randomly forced solutions are analysed for different parameters of the forcing. It is found that the integral time scale is an important parameter, but the period of the oscillations of the autocorrelation function plays no significant role. The structure of horizontal spatial correlations is important: positive and negative correlations partially compensate each other in terms of the large-scale response. The vertical correlations are found to be relatively unimportant, but this can be a result of the poor vertical resolution. Spatial inhomogeneity of the eddy-forcing variance, which has maximum values in the subtropical western boundary current and its eastward-jet extension, is found to be very important because it qualitatively sets the large-scale flow pattern. Finally, in the numerical sensitivity analysis, coarsening the spatial resolution results in the more symmetric and more confined to the west rectified flow recirculations.
5.3. Further developments The following developments of the results of this paper are anticipated. The random-forcing approach can be extended toward other geophysical flows. Other properties of the eddy forcing have to be statistically and dynamically analysed: full, three-dimensional spatial correlations, without separation into the horizontal and vertical components; combined space-time correlations, with emphasis on propagating components; details of the sign-changing spatial correlations; and intermittency. Also, the random-forcing model does not account for material transport induced by the eddies, therefore, it has to be complemented by a transport model which is likely to be non-diffusive on the intermediate time scales (e.g. Griffa 1996; Berloff & McWilliams 2003) . As the starting-point along this line, we have to analyse transports induced by the dynamically consistent eddy and large-scale components of the ocean gyres. Hopefully, the approach can be advanced even further, to primitive-equation general circulation models, but potential challenges along these lines are not yet known. In this case, we have to work with momentum rather than potential-vorticity eddy forcing, and the complementing transport models have to account for both temperature and salinity transports. So far, the main weakness of the random-forcing as well as the turbulent diffusion approaches, is uncertainty about relationships between parameters of the model for the eddy effects and large-scale flow patterns. Some progress can be made by studying long-range transport of the potential-vorticity fluctuations in the region that includes the subtropical western boundary current and its eastward-jet extension and by analysing low-frequency variability of the flow and its eddy forcing. Finally, the dynamical decomposition method can be optimized by incorporating a spatially non-uniform coarse grid, with finer resolution around the subtropical western boundary and its eastward-jet extension. 
Appendix A. Parameters and solution of the eddy-resolving model
Parameters of the eddy-resolving model are the following. The flow is driven at the surface by the asymmetric double-gyre zonal wind stress:
where τ 0 = 0.04 N m −2 and L = 3840 km is the size of the square basin (with 0 6 y 6 L, 0 6 x 6 L). The lateral viscosity, that is, the eddy diffusivity, is ν = 100 m 2 s −1 . The ocean is discretized vertically in three isopycnal layers with depths H 1 = 200 m, H 2 = 1200 m and H 3 = 2600 m. The ratio of the density jumps across the layer interfaces is γ = (ρ 2 − ρ 1 )/(ρ 3 − ρ 2 ) = 2, which yields the first, Rd 1 , and second, Rd 2 , Rossby deformation radii of 52 and 30 km. The stratification parameters in (2) are:
(1 < i 6 N),
(1 6 i < N), The factorization works, unless time series of the eddy-forcing history in the neighbouring grid points are too positively correlated, that is, if the points are too close to each other. In the ill-posed situation, the covariance matrix eigenvalues are close to zero (hence, the positive definiteness is in danger) and the method fails because of the numerical round-off error. To avoid the problem, the spatial-grid distances have to be made larger in places where correlations decay more slowly (e.g. in the eastern basin), and here this is achieved by the systematic rarefication of the original, 129 × 129 grid, without the boundary points. Also, the rarefication significantly reduces computational cost of the factorization. Here, three grids are implemented with uniform low, nonuniform standard, and non-uniform high resolutions.
For generating non-uniform grids, the original 129 × 129 grid points are grouped in several subsets, that is, in coarsened uniform grids, which are referred to as the mthorder levels, L-m. Here, L-1 is the 17 × 17 uniform grid, L-2 is the set of grid points added in the middle of the grid squares formed by the L-1 points, and L-3 is the set of grid points added in the middle of the grid squares (rotated by 45
• ) formed by the points from the combined, two lower levels, and the boundary points of L-3 are in the middle of the L-1 boundary points. Combined, the first three levels are equivalent to the 33 × 33 grid. When the next two levels, generated in the same way, are added, the grid is 65 × 65 points, L-6 and L-7 complete the original, 129 × 129 grid.
The uniform low-resolution grid consists of two levels. The other two grids are generated by the rejection algorithm: starting from the second level, a grid point is rejected if correlation of the f between it and at least one of the nearest-neighbour points (from the same and lower levels) is greater than 0.82 and 0.74 in the upper and and deep ocean, respectively. Here, the correlation thresholds are found empirically. After f is found at all not rejected points, its values at rejected points are restored by linear interpolation to the lower level, and from the 65 × 65 grid, f is bicubically interpolated to the 129 × 129 grid. The non-uniform standard grid is generated with five levels, and in the upper ocean it contains N = 3027 points (figure 12). The non-uniform high-resolution grid (N = 4239) is generated with seven levels in the western half of the basin, but in the eastern half it is equivalent to the standard grid. Deep-ocean non-uniform grids have N which is 5 %-10 % smaller than in the upper ocean.
