Abstract-The major challenges in designing survivable schemes are how to allocate minimal amount of spare resources (e.g., bandwidth) using fast (e.g., polynomial-time) algorithms, and in case a failure occurs, to be able to quickly recover from it. All existing approaches invariably make tradeoffs.
I. INTRODUCTION

I
N DESIGNING a survivable network, the major challenges to be addressed are how to allocate minimal amount of spare resources (e.g., bandwidth) using scalable (e.g., polynomialtime) algorithms, and in case a failure occurs, to be able to quickly recover from it by rerouting affected traffic using the spare resources. These issues are challenging because the objectives to optimize bandwidth usage, algorithm complexity, and recovery time often conflict with each other. As a result, existing approaches invariably make tradeoffs between bandwidth efficiency and recovery time for example. In this work, we strive to demonstrate that, using an innovative approach called PRotection using Multiple SEgments (PROMISE), we can "have it all" with no or little compromise: that is, we can use fast polynomial-time algorithms to achieve superior bandwidth efficiency, as well as quick recovery speed at the same time.
A. Background and Motivation
There are two main survivability schemes: protection and restoration. The major difference between the two is that in protection, a detour around a possible failure is determined (along which spare capacity is allocated) at the time of connection setup or network design (i.e., prior to the failure), whereas in restoration, it is dynamically determined after the failure occurs. Accordingly, protection schemes can in general recover from a failure quicker (as long as the detour is not affected by any other failures), but are less bandwidth efficient than restoration schemes. On the other hand, restoration schemes can survive one or multiple failures (as long as the destination is still reachable, with sufficient connectivity and bandwidth), but they cannot guarantee the recovery time, and/or the amount of information loss for real-time applications, making them unsuitable for mission-critical applications. In this paper, we will focus on improving the bandwidth efficiency of existing protection schemes in mesh networks.
Depending on where a detour originates, mesh protection schemes can be classified into link protection, path protection, and segment protection. In link protection, for every link carrying traffic under normal (working) situations, called active links, an backup segment or BS (here, the term "segment" loosely refers to one or more consecutive links), from one end of the link to the other end, is used as the detour. This is illustrated in Fig. 1(a) , where the two active links from node to node and from node to node , are shown in bold lines and their corresponding backup segments, denoted by BS1 and BS2, respectively, are shown in dashed lines. In path 0733 -8716/03$17.00 © 2003 IEEE protection, for every active path (AP) (along which a survivable connection is established) from source to destination , a backup path (BP) from to is used as the detour.
Path protection can be further classified into either failure-dependent or failure-independent. With failure independent path protection, the BP has to be link (node) disjoint with the AP, in order to protect against any single link (node) failure. Fig. 1(b) and (c) shows two examples, where BPs (in dashed lines) are link disjoint and node disjoint with their corresponding APs (in solid lines), respectively. With failure-dependent path protection, multiple detours that are not necessarily link/node disjoint with a given AP are selected and which detour to use depends on which active link has failed, but rerouted traffic always goes through the source node (either the rerouting takes place at the source node or rerouted traffic loopbacks to the source node). In a sense, link protection is similar to failure-dependent path in that in link protection, which detour to take also depends on which link has failed, except that link protection uses "local" recovery (rerouting).
In segment protection, an AP is divided into several active segments or ASs and each AS is then protected with a backup segment (instead of protecting the AP as a whole as in path protection schemes). Segment-based protection schemes are also similar to failure-dependent path protection (or link protection), but rerouted traffic only needs to go through the node that starts a BS which protects the failed link, as opposed to the source as in path protection (or the immediate upstream node of the failed link as in link protection). In general, both link and path protection can, thus, be considered as an special case of segment-based protection.
To achieve bandwidth efficiency in link, path or segment protection schemes, backup bandwidth allocated to different BSs or BPs can be shared. However, a nonshared (or dedicated) protection scheme can preconfigure the cross-connects and, thus, results in faster failure recovery. An example of shared-path protection is shown in Fig. 1(c) . Since a single link (or node) failure will not affect both AP1 and AP2 at the same time, whose bandwidth requirements are assumed to be and (units), respectively, their corresponding BPs can share bandwidth on the common link . More specifically, the amount of backup bandwidth that needs to be reserved on link is .
It is well known that shared link protection is less bandwidth efficient than shared-path protection but the former can recover faster [1] - [3] . As long as all nodes are capable of detecting link failure and propagating/processing failure notification signals, a segment based protection approach can recover faster than shared-path protection schemes because, just as in link protection, its BS is usually shorter than the BP used in path protection. On the other hand, existing segment protection schemes, including one of our earlier works [4] , simply trade off bandwidth efficiency. More specifically, as to be discussed in more detail in Section III (related work), no existing segment protection schemes can achieve bandwidth efficiency as high as SCI [5] and DPIM [6] , two of the best-performing failure-independent shared-path protection schemes.
In this work, we propose shared segment protection schemes that, for the first time, can significantly reduce recovery time without sacrificing bandwidth efficiency of shared-path protection schemes.
B. Major Contributions
In this paper, we describe an elegant integer linear programming (ILP) model and a dynamic programming heuristic for a novel shared segment-based protection approach called PROMISE, that combines the best of link and path protection schemes (e.g., bandwidth efficiency and fast recovery) with no or little compromise.
PROMISE allows for overlapping ASs (and BSs), and exploits bandwidth sharing not only among the BSs for different APs, but also among those for the same AP. As a result, it is the most bandwidth efficient among all existing segment protection schemes and in fact, can be as bandwidth efficient as some of the best-performing shared-path protection schemes, while at the same time, recovering faster than those path protection schemes due to the fact that ASs and BSs are shorter than the AP and BP, respectively.
To our best knowledge, no ILP model has ever been developed for such shared segment-based protection schemes (allowing overlapping ASs and BSs) due to the huge number of possible routing combinations and the associated design complexity. Accordingly, our first major contribution is an elegant link-labeling scheme which enables us to develop an ILP model that can determine the optimal partition of a given AP into ASs and find the corresponding BSs. This ILP model for PROMISE can be used to feasibly obtain an optimal solution for a medium-to-large network (with close to a hundred of nodes). However, it becomes too time consuming for large-size networks with over one hundred nodes (typically deployed by large ISPs).
The second major contribution of this work is a fast dynamic programming based heuristic (having a polynomial time complexity) for PROMISE. This heuristic obtains a near-optimal set of ASs and their BSs for a given AP (compared with the above ILP model), but its bandwidth efficiency is still as good as and sometimes even better than that of the best-performing failureindependent shared-path protection schemes and certainly all other existing segment based approaches.
As another contribution of this work, results from comprehensive performance evaluation and comparison of representative shared link, path, and segment protection schemes are reported, and these results not only substantiate our claims of the superior performance of PROMISE, but also provide useful insights into certain performance aspects of existing link, path, and segment protection schemes.
The rest of the paper is organized as follows. Section II provides an overview of the proposed PROMISE approach and its primary benefits. Section III describes related prior work. Section IV describes the proposed PROMISE algorithms (based on ILP and dynamic programming, respectively). Section V presents the performance evaluation model used, followed by numerical results of the performance comparison between the PROMISE schemes and representative shared link and path protection schemes, as well as an existing shared segment protection scheme. Finally, Section VI concludes the paper. 
II. OVERVIEW AND MAJOR BENEFITS
In this section, we provide an overview of PROMISE scheme and describe its major benefits over existing link or path protection schemes.
As mentioned earlier, the basic idea of segment-based protection is to provide protection for one AS at a time using a detour called BS. 1 The BS starts and ends at the same two nodes as the corresponding AS, but is otherwise node disjoint with the AS, not just link disjoint.
In our proposed PROMISE schemes, a valid AS set (or active segmentation) for a given AP need to follow two constraints.
1) Every link along the AP belongs to at least one AS and, at most, two ASs. 2) An AS cannot be a proper subset of any other AS. In addition, each link belonging to two overlapping ASs needs to be protected only by the BS corresponding to the second (posterior) AS.
It is worth noting that, as a segment-based protection, PROMISE approach is more than just a trivial combination (or compromise) of link and path protection. More specifically, due to its inherent flexibility in partitioning an AP and protecting it with multiple BSs, PROMISE enjoys advantage over shared-path protection in the following three major aspects: 1) bandwidth efficiency; 2) recovery time; and perhaps more importantly; and 3) ability to establish a survivable connection.
1) Bandwidth Efficiency:
The tremendous amount of flexibility PROMISE offers in choosing the appropriate ASs and their corresponding BSs can lead to a higher bandwidth efficiency than some shared-path protection schemes (as to be shown in Section V). The major reason is that such a flexibility can lead to a higher degree of backup bandwidth sharing not only among BSs for different APs (called intersharing), as shown in Fig. 2(b) (where two BSs ( and ) can share backup bandwidth as their corresponding ASs are link disjoint, even though AP1 and AP2 are not link disjoint), but also among BSs for the same AP (called intrasharing), as shown in Fig. 2(a) , (where BS1 and BS2 share backup bandwidth on link ). Similar reasons have also been identified in [7] and [8] 1 Hereafter, a segment refers to a channel on one or more consecutive links.
(but see Sections III and V for comparison between PROMISE and the work in [7] and [8] ).
2) Recovery Time: At the same time, PROMISE has better quality-of-service (QoS) guarantees on failure recovery times. This is because PROMISE protects each AS using a shorter BS instead of protecting the entire AP using a longer BP (as in path protection). More specifically, recovery time of shared-path (or multisegment) protection schemes in general includes the time required for fault detection, alarm holdoff (to allow recovery at the low layer and/or to avoid false alarms), failure notification, detour setup, and traffic rerouting (see, e.g., [9] ). Clearly, the first two terms are more or less independent of which protection scheme is used. The third term is usually proportional to the length of the AP (or AS) while the fourth and fifth are normally proportional to the length of the BP (or BS).
3) Ability to Establish a Survivable Connection: The flexibility of PROMISE also allows us to provide protection successfully when neither link nor path protection can. Some examples can be found in [7] and [8] . We also note that, in case the AP and BP (or AS and BS) need to be disjoint in terms of shared risk link group (SRLG) [10] , [11] , it is common for the existing algorithms, especially those that find an active path first (i.e., the so-called APF heuristic), to fail to find a SRLG-disjoint BP (while a SRLG-disjoint path pair may or may not exist) due to the so-called "trap" problem. The flexibility of PROMISE helps deal with either real (i.e., network connectivity induced) or avoidable (algorithm induced) traps but due to limited space, the subject of trap avoidance in finding SRLG-disjoint paths is treated in another paper [12] .
Note that PROMISE scheme has other benefits as well. For example, PROMISE is more resilient/robust, it can tolerate more multiple failures than path protection (with the same or lower bandwidth consumption). In addition, when backup bandwidth is utilized by preemptable traffic under normal fault-free situations, a failure along an AS will disrupt preemptable traffic carried on its corresponding BS only, instead of all the preemptable traffic carried on the BP as in path protection. Of course, such additional benefits of PROMISE require more complex signaling control compared with path protection. A possible implementation of PROMISE under the evolving generalized multiprotocol label switched (G-MPLS) framework will be briefly discussed in Section III-B while detailed operational overhead will be investigated in future work.
III. RELATED WORK
In this section, we will briefly describe some related protection schemes for mesh networks, with a focus on recently proposed variations of link, path, and segment protection, and comment on their differences from PROMISE. In addition, a possible implementation of segment-based protection in G-MPLS networks will also be discussed.
A. PROMISE Versus Existing Schemes
We first comment on two variations of link protection schemes. In [13] , a detour is established for each link, which starts from its immediately upstream node but can end at any downstream node along the AP (including the destination of the connection). While this may resemble the proposed PROMISE heuristic (see Section IV), the key difference is that here, only sufficient backup bandwidth to recover the failure of a given (intermediate) link will be allocated on its corresponding detour and, hence, even if the detour ends at the destination of the connection, this approach still needs to establish one detour for each of the subsequent downstream link, which is not the case in PROMISE (due to constraint 2 in Section II). In [14] , a so-called "node-based" scheme, where for each link, a detour starting from the upstream node and ending at the node two hops away from it along the AP is used to improve the backup bandwidth sharing over the link-based schemes. The bandwidth efficiency of both approaches, especially the second, are low compared with best-performing path protection schemes, and neither of the above two approaches, especially the first, made any attempts to limit the length of the detour.
We now discuss a couple of variations of path protection schemes. The approach called partial path protection (PPP) [15] designates a different BP for each specific link failure along an AP and, accordingly, it is a failure-dependent path protection scheme. More specifically, since rerouting upon a failure starts at the source, PPP will have a long recovery time compared with PROMISE. In [16] , the concept of "backtracking distance" was introduced to limit the restoration latency of path protection and algorithms that can meet a range of restoration latency requirements but at the expense of reduced bandwidth efficiency were proposed.
Among the first few segment protection schemes proposed is called short leap shared protection (SLSP) proposed in [17] , where an AP is divided into several equal-length and overlapped segments. The approach proposed in [18] partitions a mesh network into a set of nonoverlapping areas, and as a result, any AP traversing a sequence of such areas will be automatically segmented into a set of nonoverlapping subpaths. More recently, the concept of -cycle, introduced first in [19] , was extended to path-segment protection in [20] . The choice of -cycles determines how any given AP is segmented. In other words, all three approaches lack flexibility in selecting a customized set of segments for an individual AP and, thus, cannot obtain high bandwidth efficiency.
Perhaps the most relevant work to PROMISE is the one described in [7] , [8] , which used a heuristic algorithm similar to that for finding a shortest pair of disjoint paths [21] to find an AP first, followed by the corresponding BSs. A major shortcoming of this heuristic is that it does not consider backup bandwidth sharing until all the paths/segments are found. As a result, its bandwidth efficiency can be lower than that of best-performing shared-path protection, as to be shown in Section V.
In short, none of the existing work has developed an ILP formulation for shared segment protection which allows overlapping ASs (and corresponding BSs) and considers bandwidth sharing when determining the segments. Nor has any existing heuristic segment protection scheme achieved better bandwidth efficiency than some of the best-performing failure-independent shared-path protection schemes.
B. PROMISE Under MPLS
Several MPLS based signaling protocols that support local repair/recovery have also been proposed [9] (none of them specified the algorithms to find an AP and its BSs or their bandwidth efficiency). The proposed PROMISE approach can readily be applied to MPLS networks by extending these protocols for local repair/recovery in MPLS networks. More specifically, each BS can be established as a LSP tunnel using extended RSVP [9] , [22] - [24] . When a link (or node) along an AP fails, the nearest upstream node that starts a BS can initiate the recovery process. For example, in Fig. 3 , if the link fails, detects the failure and sends a fault notification message upstream (i.e., backward to ). After receiving the message, the point of repair will trigger the recovery action. Any traffic received on link with label would be sent out to link with label (along the detour LSP-BS ). The merge point would recognize that packets received on link with label should be sent out to link with label and, thus, completing the rerouting process. Other approaches are also possible. For a summary of some of the existing link, path, and segment restoration techniques, and their performance tradeoffs in G-MPLS networks, see [25] .
IV. NOVEL ALGORITHMS FOR PROMISE
In this section, we will show in detail how PROMISE scheme works. More specifically, we will describe efficient algorithms for finding an AP, determining its partition into ASs and their corresponding BSs for a given request. We will focus on the on-line case, where a decision as to how to satisfy a request (if possible at all) has to be made without knowing about any future requests and, for the sake of guaranteed QoS, without being able to rearrange the way existing connections are established.
Note that joint optimization of AP and its protecting BSs in PROMISE is naturally much more challenging than joint optimization of AP and BP in path protection especially because PROMISE allows ASs (and their corresponding BSs) to overlap (and "criss-cross") one another, thus making it very difficult to formulate the flow constraints.
To simplify the task of determining AP and its protecting BSs, we propose to find an AP first, followed by the set of BSs to protect the AP (the set of BSs uniquely determines how the AP is partitioned into a set of ASs). In this way, the joint-optimization problem is decomposed into a much simpler (tractable) two-phase optimization problem. The challenge is not to fall into the common pitfalls of all other heuristics that optimizes the AP selection in the first phase but completely ignores interphase correlation. In other words, during the first phase of AP selection, it is important that we take into consideration the impact on the second phase of optimization. Below, we describe how an AP will be selected upon a request during the first phase, followed by how BSs are determined for the given AP during the second phase.
A. Find an AP First
To find an AP in PROMISE, we propose to use the so-called APF-PBC heuristic algorithm described in [26] for shared-path protection schemes, where PBC stands for potential backup cost. The basic idea of APF-PBC is that, for a given survivable connection requiring units of bandwidth, all links having less than units of residual bandwidth are assigned a cost of infinity. A link having no less than units of residual bandwidth is assigned a cost of , where PBC is a function that estimates the additional backup bandwidth to be allocated (somewhere in the network) to protect the failure of link once is chosen as a part of the AP.
The definition and applicability of the PBC function and its benefits are described in [26] . In particular, when using shared-path protection schemes in an on-line case, where no existing connections (including BPs) can be rearranged, such a heuristic can perform better than an ILP model that finds an optimal pair of AP and BP in terms of the total amount of bandwidth consumption by a set of requests [26] . This result, though surprisingly pleasant, is reasonable as ILP only optimizes for each request, but not for the set of requests. This observation also gives us a reason to conjecture that the same may also hold for PROMISE, that is, even if an ILP model for PROMISE that jointly optimizes the AP and its BS set can be developed and is feasible for a reasonably sized network in terms of running time, the ILP model may not be much better than what we can achieve using the APF-PBC heuristic during the first phase combined with the innovative methods to find the BS set during the second phase (such as the one to be described later in this section).
Note that, once the links are assigned a cost, any shortest-path algorithm like Dijkstras can be used to find a "cheapest" path as the AP. The APF-PBC heuristic can also be combined with a modified Bellman-Ford algorithm to find a minimum-cost path while taking into consideration the limitation on the APs hop count if needed.
B. Find the BSs
In this section, we first describe how to determine the cost of using a link on a BP to protect a given AP, where and denote the set of links along an AP and BP, respectively. We then describe how to extend the method to the case of PROMISE where each link should similarly be assigned a cost in order to determine an optimal set of BSs for a given AP.
In shared-path protection requiring a BP to be link (or node) disjoint with the given AP, it is desirable that if link is used by the BP, the cost assigned to link , denoted by , should be indicative of the actual amount of additional backup bandwidth required on link (unless the residual bandwidth on link , denoted by , is insufficient, or is already used in AP).
Let be the additional backup bandwidth needed on link if link is used by the BP that protects an AP traversing link , then . There are two representative approaches to be taken depending on how much information on the existing connections is made available to the controller responsible for determining (under distributed control, such a controller is usually co-located at the ingress node). In either approach, it is assumed that for every link , the amount of backup bandwidth already allocated on it, denoted by , is known (in addition to ). In the first approach, complete (aggregate) information on all existing connections in the network is made available, that is, for all links and is known to the controller. While the amount of information that needs to be maintained by the controller is thus , where is the number of links in a network, the advantage of the approach is that it can determine and, thus, accurately. Specifically, the accurate value of is . Accordingly, after the BP is determined, the amount of backup bandwidth allocated on each link is equal to the minimum (which is , same as the estimated value). An example shared-path protection scheme taking this approach is called sharing with complete information (SCI) [5] .
In the second approach, only partial aggregate information including and for every link need to be made available to the controller. However, the best estimation (which is an overestimation) of is . Nevertheless, after the AP and BP are determined, the amount of backup bandwidth allocated on each link can still be the minimum needed as in the first approach. This is possible as long as every node (edge or core) also maintains partial information for each link incident upon the node, such as and for all links (the total amount of information that each node needs to maintain is, thus, , where is the number of links incident upon a node). An example shared-path protection scheme taking this second approach is called distributed partial information management (DPIM) [6] .
As mentioned earlier, in PROMISE, an AP is partitioned into possibly overlapping ASs, each is protected by only one BS. While the above methods to assign backup costs and allocate backup bandwidth can be applied to PROMISE by treating each AS as if it were an AP, specific modifications and extensions also need to be made to take into consideration intrasharing discussed in Fig. 2(a) . More specifically, denote by the set of BSs that protect the same AP and use a common link , and the set of links on AP protected by these BSs. Then, (for any given ) can still be calculated in the same way as described above for SCI or DPIM, but . In the remainder of the section, we will describe how to determine the set of BSs using an elegant ILP or dynamic programming once a AP is found. Both approaches take into consideration the sharing of backup bandwidth among BSs for different APs (intersharing), as well as for the same AP (intrasharing) and are capable of incorporating QoS constraints such as the limitation on the BSs hop count). In addition, both can be applied when either complete aggregate information on existing connections and link status is available, or only partial aggregated information is available [5] , [6] , [27] .
The main difference between the ILP and dynamic programming approaches is that the former can select an "optimal" set of BSs for the given AP, but is feasible only for medium-to-large networks; On the other hand, the latter results in a polynomial time algorithm so it is applicable to very large networks as well, and at the same time, it will still achieve similar or higher performance than shared-path protection schemes using ILP (such as SCI and DPIM), as to be shown later.
C. ILP Approach
Even though an AP is given, the ILP formulation to find an optimal set of protecting BSs can be very challenging. In fact, the problem cannot be easily modeled and perhaps is harder than modeling the general multicommodity flow problem because here, the source and destination for each BS and the number of BS are not known beforehand. We address the challenge by developing a unique link-labeling scheme that labels each link along the given AP such that there is a one-to-one mapping between how the links are labeled and how the AP is divided (and, thus, protected with BSs). Fig. 4 shows two possible mappings for a seven-link AP. As can be seen from the example, the labels (integer numbers) are assigned to the links along the AP in an ascending order, by labeling the first link along the AP with 0. 2 Compared with the label of the link preceding a node, if the node does not start or end an AS, the label of the link following it will have the same label. Otherwise, if it (only) ends AS (except if it is destination node) or (only) starts at a node (except if it is source node), the label of the link following it will be increased by one. Finally, if the node ends and starts two ASs, respectively, the label of the link following it will be increased by two.
The basic idea of the ILP formulation is that if we can compare all feasible BS sets corresponding to given partition of the given AP, we can select the best BS set as a candidate solution. Then, for all possible partitions of the AP, the best candidate will be the optimal solution.
The following symbols are used in the ILP formulation.
• : Number of hops along the given AP. This is also an upper bound on the number of BSs. • : Set of nodes along the AP, whose source and destination nodes are denoted by and , respectively.
• : Specified maximal number of BSs to be used. We can specify an appropriate value less than to obtain a subop-timal result to save time. If is set to one, the solution is reduced to providing shared-path protection (with a node disjoint path pair).
• : Current number of BSs to be used. We will run times with different value, from 1 to . The best result of these sub-ILP problems will be used as the final solution.
• The order of the node ending .
• : In Label of node , i.e., the label of the link preceding along the AP.
• : Out Label of node , i.e., the label of the link following along the AP. The objective function in the ILP formulation can be written as , since the AP is already given and, hence, we only need to minimize the total backup bandwidth requirement.
The following are the constraints:
The above equations state that the source node should be (and only be) the beginning of the 0-th BS, while the destination node should be (and only be) the ending of the last BS (3) is a result of the link labeling scheme (4) implements the two criterium of valid active segmentation as discussed in Section II (5) ensures flow balance at nodes that are not along the AP (6) From (6), will be set to 1, only when . i.e., active link is protected by the . (7) states the minimum additional backup bandwidth required on link if active link is protected by a BS traversing link , where is determined as discussed in Section IV-B
Moreover, the range of the value of some of the variables are constrained as above.
Finally, if we want to limit the length of each BS (in hops) to , we can add the following constraint: .
D. A Dynamic Programming Based Solution
Although solving the ILP formulation will result in an "optimal" set of BSs for a given AP, its exponential time complexity makes such approach impractical for very large networks. In this section, we describe an alternative using dynamic programming heuristic that has only a polynomial time complexity and, thus, is feasible for very large networks. The heuristic is in fact to test a subset of all possible segmentation of AP and find a near-optimal solution.
To describe the proposed last-hop-first algorithm based on dynamic programming, let us number the nodes along the candidate AP from 0 to , where is the number of hops along the given AP. In addition, let be the "best" way (known to dynamic programming) to protect the part of AP from node to node (destination) by possibly dividing it into multiple active segments and protecting them with one or more BSs. The algorithm starts by first determining the BS for the last hop (i.e., with ) and ends when the entire AP is protected (i.e., when ). The pseudocode of the dynamic programming based algorithm is shown in Algorithm 1 and Fig. 5 .
Algorithm 1 Dynamic Programming Based Algorithm for
down to 0 do Initialize to a BS from nodes to H for to do Let be a BS to protect nodes to end for end for return As shown in Fig. 5 , is first initialized to be a shortest BS protecting the last hops of the AP. Then, the algorithm finds , which is a shortest BS that protects the links from node to node . Note that may end at a node but only needs to be node disjoint with and have sufficient backup bandwidth for the links from node to node . The algorithm then picks either the initial solution for , or the combination of a previously determined and , whichever results in a lower cost (e.g., bandwidth consumption). By examining all possible such combinations, the algorithm produces the "best" (lowest cost) solution to protecting the last hops of the AP. The total number of times the algorithm needs to find a BS is limited to . Once the BS set is chosen, the minimum amount of additional backup bandwidth will be allocated on each link used by one or more BSs, taking into consideration intersharing, as well as intrasharing of backup bandwidth among the BSs. As to be shown later, this dynamic programming heuristic can obtain near-optimal results (with respect to PROMISE with ILP).
V. PERFORMANCE EVALUATION
In this section, we compare the performance of four PROMISE schemes, all of which use the same APF-PBC function to determine an AP first for a given request. The differences among them are that two of them use complete information (CI) on how active and backup bandwidth is allocated on each link and, thus, are called PROMISE with CI or simply PRO-CI, while the other two used partial information (or PI) and, thus, are called PROMISE with PI simply PRO-PI (see Section IV-B for discussion on what constitutes complete and partial information). The two PRO-CI schemes are further classified into PRO-CI-I and PRO-CI-D, where the last letter (I or D) indicates whether ILP or dynamic programming is used to determine the set of BSs for a given AP. Similarly, the two PRO-PI schemes will be referred to as PRO-PI-I and PRO-PI-D.
We compare the above four PROMISE schemes with two of the best-performing shared-path protection schemes based on CI and PI, called PATH-CI and PATH-PI, respectively. These two shared-path protection schemes use the same APF-PBC function as the above PROMISE schemes to determine an AP first, and then to determine the BP using complete and partial information, respectively. They are identical to SCI-P and DPIM-P described in [26] and have been shown to perform better than their ILP-based counterparts called SCI [5] and DPIM [6] , respectively.
For the sake of completeness, we also compare with two link protection schemes called LINK-CI and LINK-PI, which use the same algorithms as the PRO-CI-I and PRO-PI-I, respectively, except that for each link along an AP, one BS is used whenever possible. 3 Finally, we also compare with the two heuristic algorithms for path and segment protection proposed in [7] and [8] , which will be referred to hereafter as "PATH-CI-H" and "SEG-CI-H," respectively, for they also require complete information to facilitate backup bandwidth sharing (even though this is considered only after the paths/segments are found). The protection schemes evaluated are summarized in Table I .
We have simulated these ten approaches by injecting a large number (e.g., few hundreds) of randomly generated requests (one after another in an on-line fashion) into networks with four topologies. Two of them, namely the topologies of the European Optical Network (EON) and USAnet [28] are shown in Fig. 6 , and the other two are 9 9 and 12 12 regular grid networks, respectively, used in [7] and [8] . As noted in [7] and [8] , it does not make too much sense to apply segment protection to APs that are short (in terms of hop count). Accordingly, in the simulation, we will only consider requests for a connection whose shortest path between its source and destination is longer than a specified minimum length (hop) as in [7] and [8] . For the above four topologies, the specified minimum lengths are 3, 4, 6, and 8 hop, respectively.
A. Traffic Types
We consider two types of traffic: the incremental traffic in which an established connection lasts sufficiently long assuming networks where links have a sufficiently large capacity as in [5] , [6] , and [27] , and the fluctuating traffic in which it may terminate after a certain duration assuming that each link has a finite capacity (48 units in each direction to model an OC-48 link) [6] . In both cases, the ingress and egress of a connection establishment request are evenly distributed among all nodes and the bandwidth required by each connection varies from 1, 2, 3, 4, 6, and 12 units with probability being 20%, 10%, 30%, 10%, 10%, 20%, respectively, as in [26] .
B. Performance Metrics
We use different performance metrics when considering two traffic types as follows.
1) Incremental traffic: a) Restoration overbuild:
Since the various schemes we evaluate may choose different working paths for the same connection request, we first define the service bandwidth as the minimum amount of active bandwidth required to satisfy a given connection request (along a shortest path) without considering the need for protection. This service bandwidth is, thus, independent of protection schemes. Then, restoration overbuild is the percentage increase in the total bandwidth (active backup) required by a scheme over the above service bandwidth to satisfy all requests. 4 Generally, it shows the efficiency of backup bandwidth sharing of a recovery scheme. It is also a major optimization objective.
b) Components of recovery time: As discussed in Section II, when comparing different protection schemes, the failure notification time, the BP (or BS) length, and the sum of the length of the AP (or AS) and the length of BP (or BS) can serve as good indications of the recovery time (other components of the recovery time such as failure detection time are almost independent of the protection scheme used).
Without loss of generality, we may assume that for link protection, the failure notification time is zero (or some basic constant value). For path protection, let be the number of hops along a given AP, the average failure notification time along the given AP will be calculated as (assuming the failure probabilities of the links along the AP are the same). Accordingly, for PROMISE, if is the number of BSs used for a given AP, and is the set of active links protected by (where ), then the normalized average failure notification time of the AP can be calculated as , where is the number of links in and . Note that, the reason for having to use is because in PROMISE, ASs can overlap but each active link is protected only by one BS. Also, the normalized average makes more sense than simply as the latter implicitly makes the (unreasonable) assumption that the failure probability of a shorter AS is the same as that of a longer AS.
Similarly, for PROMISE, we may calculate the normalized average length of a backup segment (in number of hops) for the given AP in PROMISE as , where is the number of links in . Finally, the average total length of an AS and its corresponding BS is also an important indication of the recovery time and it is defined to be .
2) Fluctuating traffic: a) Earning fulfillment ratio (EFR):
In capacitated networks, some requests may be rejected under a heavy traffic load. We use the total earnings (or revenues) as a metric as in [6] based on a scheme-independent earning rate matrix whose entry at represents earnings per bandwidth unit and time unit by satisfying a connection from ingress node to egress node . The earnings from a connection from to is, thus, the product of the earning rate, requested units of bandwidth and the connection duration. We measure the EFR, which is the percentage of the total possible earnings obtained by each scheme (if a scheme satisfies all the requests, its EFR is 100%).
b) Blocking probability: We also use this traditional measure although as pointed out in [6] , it may unfairly favor a scheme that satisfies more "short" connections over another that satisfies fewer "long" connections.
Under fluctuating traffic, we have also considered the case where the routing policies and/or QoS constraints impose an upper limit on the length of BP (or BS). For example, let be the parameter whose value is larger than one (but does not have to be an integer) and be the length (in hop count) of the shortest path from the source to destination of a requested connection. Then, for path protection, BPs length may be limited to , where is used to make sure that when and (and, thus, ), the limitation on the BPs length is reasonable (since one cannot expect to find a BP of length 1). Similarly, for PROMISE, 's length is limited to , where is the length of its corresponding . The following results are obtained by setting to 3. Note that when the length of BP and BS is limited in this way, shared-path protections schemes may fail to satisfy some requests, even though they can be satisfied by the proposed PROMISE schemes.
C. Performance Results
We will first compare the performance of all the ten schemes mentioned in the beginning of this section in the relatively small EON network and under incremental traffic only. This is mainly to show that: 1) the proposed four PROMISE schemes can achieve no worse bandwidth efficiency than their path protection counterparts and better bandwidth efficiency than the existing segment protection schemes in [7] and [8] , and their link protection counterparts and 2) the proposed two heuristic schemes, namely PRO-PI-D and PRO-CI-D, can obtain similar or better performance than their ILP counterparts PRO-CI-I and PRO-PI-I, respectively, (see Section IV-A for related discussion on why such heuristics may outperform their ILP counterparts).
Since the optimal results for ILP formulation are intractable for large networks, we will focus on the comparison of the two proposed PROMISE heuristics with the existing segment approach and their path protection counterparts in other (larger) networks in addition to EON, under both incremental and fluctuating traffic. Fig. 7 shows the restoration overbuild of the ten algorithms in the EON network under incremental traffic. The four dashed lines are for schemes using partial information (PI) only. As can be seen, LINK-PI performs worst in this regard, and PATH-PI, PRO-PI-I, and PRO-PI-D all perform equally well (with PRO-PI-D being slightly better than the other two). In addition, the six solid lines are for schemes using complete information. As can be seen, although SEG-CI-H performs better than PATH-CI-H, none of them is even as good as LINK-CI because both PATH-CI-H and SEG-CI-H do not consider backup bandwidth sharing when finding an AP and its BSs and, hence, are far from being able to fully explore the backup bandwidth sharing potential. As in the case of having complete information, the three schemes, PATH-CI, PRO-CI-I, and PRO-CI-D, performed equally well (with PRO-CI-D being slightly better than the other two).
1) Broad comparison under incremental traffic:
As expected, Fig. 7 also shows that, shared protection schemes using complete information, excluding SEG-CI-H and PATH-CI-H, can (and should) save more backup bandwidth than their counterparts using partial information only. On the other hand, as can be seen from Fig. 8 , they generally suffer from having a longer failure notification time, a longer backup segment/path, and a larger sum of the hops along an AS (or AP) and its corresponding BS (or BP) than their partial information counterparts. Fig. 8(a) also shows that the three path protection schemes, namely PATH-CI-H, PATH-PI, and PATH-CI have an almost the same average failure notification time because these three schemes often use the same AP for a given connection; Similarly, both LINK-PI and LINK-CI have almost the same average failure notification time (see footnote 3 for an explanation as to why the average notification time in LINK-PI/LINK-CI is not 0 hop).
Also, as expected is the results in Fig. 8(c) that the two link protection schemes perform the best in terms of reducing the sum of the hops along an AS (or AP) and its corresponding BS (or BP). However, the proposed heuristic PROMISE schemes, PRO-PI-D, and PRO-CI-D, are also effective in this regard when compared with their ILP counterparts and other path and segment protection schemes as well and, hence, represent the best choices in terms of overall performance. 
2) In-depth comparison under incremental traffic:
Hereafter, we will exclude the two time-consuming ILP based PROMISE schemes and three bandwidth inefficient schemes, namely the PATH-CI-H in [7] and [8] , and the two link protection schemes heuristics, from further in-depth performance comparison. To be consistent with the previous notations, the remaining two schemes using partial information, PATH-PI, and PRO-PI-D, are shown in dashed lines and the remaining three schemes using complete information, PATH-CI, PRO-CI-D, and SEG-CI-H, are shown in solid lines. Fig. 9 shows the average restoration overbuild of the above mentioned five different schemes in each of the four different network topologies. It shows that, as expected, this performance metric decreases with the number of established connections in any one of the four networks using any one of the five protection schemes.
The results in Fig. 9 , along with those in Figs. 10-12 , show that the proposed PROMISE heuristics can obtain similar or better bandwidth efficiency as the most bandwidth efficient, (failure-independent) shared-path protection schemes and at the same time, reduce the failure notification time, the average length of backup path/segment, and the total hop number along the AS and BS significantly compared with such shared-path protection schemes. In particular, while the absolute values of the length of AP (AS), the length of BP (BS) and their sum increase with the network size (from EON to the 12 12 Mesh), the relative improvement (reduction) in PROMISE heuristics over their path protection counterparts is around 40% in each of the all four networks. In addition, compared with SEG-CI-H, PRO-CI-D has a slightly longer total length of AS and BS. Overall, the two PROMISE heuristics can obtain much better bandwidth efficiency than SEG-CI-H, while having a similar recovery time to that of SEG-CI-H. Fig. 13 shows the EFR under different QoS routing constraints on the maximum ratio, , of the length of a BS (or BP) over the length of its corresponding AS (or AP) obtained for a capacitated USAnet (see Section V-A for related assumptions). Fig. 14 shows the corresponding blocking probabilities of the proposed PROMISE and existing path protection schemes from the same set of simulations. Similar results have been obtained for other topologies, but are omitted due to space limitation. Since SEG-CI-H is incapable of handling such a QoS constraint, it is excluded from this comparison study.
2) Comparison under fluctuating traffic:
These results demonstrate that the PROMISE schemes consistently outperform their shared-path protection counterparts in capacitated networks under fluctuating traffic as well. In particular, the improvement over shared-path protection is small when is large enough (though not shown) and becomes more significant as decreases. In fact, PRO-CI-D and PRO-PI-D, can improve the earnings fulfillment ratios over PATH-CI and PATH-PI, respectively, by as much as 15% and reduce the blocking probability by as much as 23% (when ). The reason is that while a more stringent constraint (i.e., a smaller ) does not affect the two PROMISE schemes much due to their flexibility in choosing ASs and BSs, it results in a lower EFR and a higher blocking probability of the two path protection schemes due to their inability to satisfy as many requests and achieve as good utilization under these stringent constraints. In addition, the results in Figs. 13 and 14 also demonstrate that when , the EFR of PATH-CI is higher than that of PRP-PI-D, but the blocking probability of PATH-CI is also higher. In other words, the two performance metrics do not always imply each other, giving rise to the need to study both, especially the EFR which is often ignored in existing performance evaluation study.
VI. CONCLUSION
In this paper, we have proposed a novel survivability approach called PROMISE, which combines the best of the existing link and path protection schemes by making little or no compromise. We have developed an elegant ILP model based on link labeling and an efficient dynamic programming based algorithm for finding a set of backup segments to protect a given active path. We have conducted comprehensive performance evaluation and comparison of various link, path, and segment protection schemes. We have found that even the proposed heuristic PROMISE approaches can achieve similar or higher bandwidth efficiency, and at the same time, be able to recover from a failure much faster than the best-performing shared-path protection schemes.
