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Abstract-We designed a model to contour hydrographic data to determine a region of 
depth greater than or equal to 5.0 ft. Because of the sparse and random nature of the 
given data, we superimposed an optimally sized grid system on the region and assigned 
the known data at their corresponding grid points. Then we used the principle of min- 
imum curvature to derive finite difference equations that calculated the remaining grid 
points. We iterated these equations until a convergence criterion of .Ol over the whole 
grid was reached; this gave us a grid of values to contour. To insure convergence of 
the grid before round-off error swamped the routine, we put the grid through an ini- 
tializing routine. This initializing routine was designed to “spread” the data by assigning 
the adjacent neighbors of a known grid value to that value. Although this initialization 
may seem unwai-ranted, we felt justified in using this procedure due to the sparseness 
of the data given. Our results also bore out this assumption. With the exception of one 
corner of our grid (we were unable to find the “bug” causing this), the values we 
obtained were very reasonable. 
Our results were these: we were able to obtain convergence of the grid to within 
0.01 error with approximately 70 iterations. After graphing the region, \ve found that 
the ship should not go within the rectangular region (I IO, - 5)% (110, 120). (250, IZO), 
(250, -5), where the coordinates are in yards. Under the conditions given the ship 
should be able to go everywhere else within (75, 200) x (-50, 150) Lvithout fear of 
shipwreck. 
RESTATEMENT AND CLARIFICATION OF PROBLEM 
Table 1 gives the depth Z of water in feet for surface points with rectangular coordinates 
X, Y in yards. The depth measurements were taken at low tide. The ship has a draft of 
5 ft (i.e. the depth of water the ship draws, especially when loaded). What region should 
one avoid within the rectangle (75, 200) x (-SO, ISO)? 
Essentially, we see this problem as a contouring exercise using sparse, randomly scat- 
tered data. The main objective is to contour the region without introducing spurious 
information. Judging from our contour map, we should then be able to locate the region 
the ship should avoid. 
ASSUMPTIONS 
(1) The ship will need a leeway of 5.5 ft to safely travel through the region. 
(2) Slightly adjusting the data to fit a 2.5 x 50 observation point grid will not significanti) 
affect our results. 
(3) Interpolation to get initial values surrounding given data points will: 
a. speed the convergence of our method. 
b. not significantly alter our results. 
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Table I 
I ’ 
Original data Adjusted ix,!) coordinates 
x Y 2 ‘I, I. 
129.0 7.5 4 130.0 10.0 
110.0 Ill.5 8 l-LO.0 110.0 
108.5 28.0 6 110.0 30.0 
88.0 147.0 8 90.0 115.0 
185.5 22.5 6 185.0 25.0 
195.0 137.5 8 195.0 110.0 
105.5 85.5 8 105.0 85.0 
157.5 -6.5 9 160.0 - 5.0 
107.5 -81.0 9 110.0 -80.0 
77.0 3.0 8 75.0 5.0 
81.0 56.5 8 80.0 55.0 
162.0 81.0 -I 160.0 85.0 
117.5 -38.5 9 120.0 --lo.0 
Nature tends to minimize the curvature of topographical surfaces (i.e. there are no 
significant relief features such as coral reefs, submarine canyons. etc. in the region 
of consideration). 
ANALYSIS OF PROBLEM 
(4) 
In geophysics and other fields, contour maps are used to draw imaginary surfaces which 
pass exactly through known data points. The problem is in finding an interpolation scheme 
which allows for randomly scattered points and creates a regular grid of points through 
which contours may be drawn. In one dimension, cubic splines are used to fit a curve 
through random points; splines are known to have well-defined smoothness properties. 
This method can be extended to the two-dimensional case utilizing the principle of min- 
imum total curvature. Using piecewise two-dimensional polynomials. finite difference 
equations can be found to iteratively solve for a surface. 
A good spline fit can be obtained by solving a differential equation equivalent to a 
third-order spline. This differential equation arises from the principle of minimum cur- 
vature and describes the behavior of a thin sheet under the effect of point forces. The 
boundary conditions can occur not only at the edges or boundaries, but within the region 
of interest and the solution is forced to reflect these conditions at each known observation 
point. 
Let II be the displacement, x and ?: the space variables, and f, the point forces acting 
at (I,, , yn), n = I, . * . , N. 
In two dimensions, the differential equation is 
911 
f 3 $$ + g = f,,. a.yJ - _.’ _,-t .r = .r ,I . .v = ?‘,, 
= 0. otherwise. 
The boundary conditions for the two-dimensional case include freedom at the edge 
(zero force), and zero bending moment about a tangential ine, i.e. 
$[$+$I =o 
for the case where the normal to the edge is in the .V direction. 
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Also, I&, in) = kt’,,, n = 1. . . . . N (observed value) is a boundary condition. 
Next, finite difference equations can also be derived from the principle of minimum 
curvature. The total squared curvature of a surface is given by 
d.r dy. 
The total squared curvature for the discrete case can be expressed by 
C = i i (Ci,j)’ 
;=,j=, 
where C;,j is the curvature at (.yi, yi). Ci,j is a function of Al;., and neighboring grid values. 
In two dimensions, the simplest approximation to the curvature Ci,j at (x;, .v;) is 
ci,j = Idi- I.j + l/i- I.j + “,1:- I + lii.j- I - 411ij , 
where h = grid spacing. Other expressions can be found to approximate the curvature 
on the corners and edges of a grid. To minimize the total curvature, vve must set the 
derivative of Ci,j with respect to lri.i to zero. After this is done, a set of equations relating 
neighboring grid points is found. 
The difference equation for grid points away from the edges and corners of the grid is 
UiC2.j + lli,j+2 + lli-2.j + 11’ l.J-2 + z(lri- I.,j+ I f I{;- ],j_ 1 $_ I/;- I,j- 1 + I/;_ ~,j_ 1) 
- 8(lli+l.j + I!;-1.j + lIi,.i_1 f ll;,j-1) + 20 1li.j = 0. 
A complete set of difference equations can be found in Appendix A. 
DESIGN AND IMPLEMENTATION OF THE MODEL 
We began our model by determining an optimal grid with suitable resolution. Taking 
time and machine storage space constraints into consideration, vve chose a grid of 25 x 
50 points. Although this did not provide the resolution we originally wanted, we felt that 
1250 data points could adequately describe the surface. This grid size required some 
rounding of data points in order to fit the grid. Specifically, both I and )’ coordinates were 
rounded to the nearest multiple of 5.0 yd (Fig. 2). 
We then translated the finite difference equations from Appendix A into FORTRAN 
source code (see Appendix B) and constructed a matrix (or grid) to contain the values of 
Ili,j at each (.ri, JJ;). The given 1lf.j (depth) values were inserted in the matrix at the adjusted 
(I, y) coordinates. Next, by assigning the remaining unintialized [li.j values from neigh- 
boring known grid points, the data was (in essence) “spread” to aid convergence (see 
Fig. 3 for fully initialized grid). The subroutine vve used to initialize our matrix, FUNGUS. 
follows the main body of the paper. We felt justified in initializing the matrix when we 
ran the program without FUNGUS (i.e. initialization to zero) and convergence could not 
be achieved within a reasonable number of iterations. Using the finite difference equations 
described in the Appendix, our FORTRAN program calculated the new values for Ili,j 
until a infinity norm convergence criterion of 0.01 was met (Fig. 4). 
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125 150 175 200 
X t yds) 
Fig. I. Plot of the region to avoid. 
STRENGTHS AND WEAKNESSES OF THE MODEL 
We believe the major support of our model lies in nature’s tendency to minimize the 
curvature of topographic features. Most natural processes on the Earth’s surface build 
and tear down high relief structures so that the curvature is minimal. For example, the 
erosion of a hill typically results in a smooth distribution of sediments spread equally on 
lower elevations. The surface created by these deposits can be modelled by a plane or 
lower-order function because the curvature is small. We feel that this phenomenon can 
be used in determining the region to be avoided by the boat. 
Another strength of our model is the determination of initial values in our ~(i.~ matrix. 
125 150 
X (ydsl 
Fig. 2. Superimposed grid. 
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Fig. 3. Initial grid (using FUNGUS routine). 
Using the subroutine FUNGUS, we were able to assign these values in order to maximize 
the effectiveness of our algorithm. The apparent dangers in assigning initial values were 
(1) biasing our results with past experience in contour mapping and (2) placing data in 
locations that could slow down the possible convergence or create unstable results. For 
example, if the grid points near a known point were assigned a value from yet another 
known point, the algorithm would try to minimize the curvature and drastically change 
the values near the known value. Even though the known value is preserved in each 
iteration, the stabilization of points nearby could take many more iterations and needed 
effects might not propagate to important areas of the matrix. Therefore, it was very im- 
portant to have borders separating different known values which would occur approxi- 
mately half way between known points. This way, the areas between the known points 
benefit most from the algorithm while known points and their neighbors remain stable. 
The major weakness of our model is not a property of the model itself, but a function 
Fig. 4. Final surface (after 70 iterations). 
.L~ICH.+EL H~LZRICHTER er tri 
AFTER 
Fig. 5 
AFTER 
I,, 
2 ITERATICNS ERRMAX = 5 6523260 ‘I I 
Fig. 6 
Figs. 5. 6. 7 and 8. These four graphs are representations of the absolute errors in the matrix after I. 2. 4. and 
6 iterations of the routine. Convergence can be seen uith increasing iterations. 
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AFTER 4 ITERATIONS ERRMAX * 9601221 
Fig. 7 
AFTER 6 ITERATIONS ERRMAX * .4c52415 
Fig. 8 
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of the resources available to us. When determining the appropriate grid size and resolution; 
we wanted each known data value to correspond exactly with a grid point. However, this 
required a 250 x 400 grid containing over 100 000 calculated points. Since we only had 
the Texas Instruments Professional Computer at our disposal, we constructed a 25 x 50 
grid and translated the known data points to the nearest grid point. We believe that our 
model still gives adequate resolution of the problem: yet some of the known data has been 
shifted. As a result, we allowed the ship a minimum of 5.5 ft draft to compensate for the 
introduced error. 
I. 
2. 
3. 
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APPENDIX A 
Finite diffrence equtrtions for the minimum crrr%mlrre model 
I. For grid points located safely inside the region: 
I(;+?,j + llf,j_2 + fl,_?,j + Il,,j-z + 2(11i+l,,+I + IIs-I./Cl + ll,*l.J-l + 11!-11-1) 
- Stll, c 1.1 + I(, _ 1,~ + Ili.1 T I + It,,,- I ) - 20 11t.J = 0. 
1. For grid points on the edges: 
Ui-2.1 + Iltc2.j + Il,,,+? + 1O-I.,tl + lti-l.,‘l - 4(11,_,,, + 14,,,_, f 4 ,-I,) i 7 u,, = 0. 
3. For grid points one row from an edge: 
If;_z,j + Il,,+?j + I(;,,-1 + 2 (Il;-l,,-l + [I,*,,/+,) + (Iri-I.,-I + Ir,-I~,-I) 
4. For grid points at corners: 
-S(u;_,,, + If,,,+, + u,_,.,) - Irr, .,-I -7 19 ui.; = 0. 
2Ll;,j + Il;,j+l + Ili_2,j - 2(ll,,,+ I + Iii- 1.1) = 0. 
5. For grid points next to a corner: 
I(;,, + 2 + 0; _ 2.j f llj-I,,+( + Ili*l./-l + 2 l(!Ll.,-I 
- 8(!~,,,+1 + /l<_l,,) - 4(rri,j-l + I(,-I./) - 18 I/;., = 0. 
6. For grid points on an edge next to a corner: 
I(;.,+~ + Al;+,.,-, + I!; _,., _, + II,+?., - 2 u; -I., - 4(u;-,,, + u,.,-1) + 6 II,, = 0. 
FORTRAN solrrce code 
APPENDIX B 
I FORflAT (.2X. F5.3.\) 
CALL INIT (DEPTH) 
CALL FUNGUS (OEPTH) 
N = 0 
WRITE t’,‘) ‘ENTER TOLERANCE’ 
REAO (‘,‘) TOL 
99 WRITE (‘.‘) ‘ENTER # OF ITERATIONS PER DISPLAY 
REAO (‘9 ‘) NITER 
BH 00 900 INOEX = I. NITER 
N=N+I 
ERRMAX = 0.0 
DEPTH (1.1.2) = F4 (DEPTH. Iv 1) 
OEPin ;I.2.2, = F6 (OEPTH. I, 2) 
00 100 J = 3. 40 
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DEPTt! (l.J.2) = F2 (DEPTH. I. J) 
CONT L NUE 
OEPTH (1.50.2) = FG (DEPTH. I. 50) 
DEPTH (1.51.2) = F4 (DEPTH. I. 51) 
!UU 
200 
3UU 
4UU 
5UU 
500 
YUU 
44 
55 
77 
1000 
IIUU 
IZUU 
OEPTH (2.1 .Z) = F6 (DEPTH. 2, I) 
DEPTH (2.2.2) = F5 (OEPTH. 2. 2) 
00 2OU.J =.3. 49 
OEPTH (2.J.Z) = F3 (DEPTH. 2. J) 
CONT I NUE 
DEPTH (2.50.2) = F5 (OEPTH. 2. 50) 
OEPTH (2.51.2) = F6 (OEPTH. 2. 51) 
DO 400 K = 3. 24 
DEPTtl (K.l.2) = F2 (DEPTH, K. I) 
DEPTH (K.2.2) = F3 (DEPTH, I<. 2) 
DO 300 J = 3. 49 
TEnP = FI (OEPTH. I<. J) 
ERROR (K.J) = ASS (DEPTH (K.J.2) - TEf+P) 
IF (ERROR (K.J) .GT. ERRflAX ERRflAX = ERROR (K.J) 
OEPTIi (K.J.2) = TEtiP 
CONTINUE 
DEPTH (K.50.2) = F3 (OEPTH. K. 50) 
DEPTH (K.51.2) = F2 (DEPTH, I<. 51) 
CONT I NUE 
DEPTH (25. I .2) = F6 (DEPTH. 25. I) 
OEPTH (25.2.2) = F5 (OEPTH. 25. 2) 
DO 5UU-J = 3:49 
DEPTH (25.J.2) = F3 (DEPTH. 25. J) 
CONTINUE 
DEPTH (25.50.2) I F5 (DEPTH. 25. 50) 
DEPTH (25.51.2) = F6 (OEPTH. 25. 511 
DEPTH (25.1.2) = F4 (DEPTH. 26. I) 
OEPTH (26.2.2) = F6 (OEPTH. 26. 21 
00 600 J = 3, 49 
DEPTH (26.J.2) = F2 (DEPTH. 26. J) 
CONTINUE 
OEPTH (26.50.2) = F6 (OEPTH. 25, 50) 
DEPTH (2b.51.2) = F4 (DEPTH. 26. 51) 
CONT I NUE 
IF (ERRflAX .LT. TOL) GOTO 77 
URITE (‘.‘) 
WRITE (‘,‘) 
WRITE (‘.‘I ‘AFTER ‘. N. ’ ITERATlONS ERRMAX =‘, ERRMAX 
WRITE (‘.‘) 
00 55 I = I. 25. 2 
00 44 J = I, 51. 5 
WRITE (‘. 1) ERROR (1.J) 
CONTINUE 
WRITE (‘.‘) 
CONTINUE 
WRITE (‘.‘) 
URITE (‘.‘) 
IF (ERRflAX .CT. TOL) GOT0 88 
WRITE f-,-l ‘CONVERGENCE AFTER’. N. ’ ITERATIONS’ 
WRITE (‘.‘I 
WRITE (‘.‘) 
WRITE (‘.’ 1 ‘00 YOU WANT TO VIEW A PORTION? 
REAO c-v’) NOPT 
IF (NOPT .GT. 0) THEN 
WRITE (‘.‘) ‘ENTER CCOROIINATES TO VIEW’ 
REAO c-.*) II, JJ 
DO 1200 I = 11-5. i1+s 
00 1100 J = JJ-5. JJC5 
IF ((I .LT. I) .OR. (1 .GT. 26)) THEN 
A = -500.0 
ELSE IF ((J .LT. I) .OR. (J .GT. 51)) 
A = -500.0 
ELSE 
A = DEPTH (I. J, 2) 
EN0 IF 
WRITE (‘.I) A 
CONTINUE 
WRITE (‘.‘I 
CONTINUE 
GOT0 1000 
EN0 IF 
END 
YES =I, N&U' 
ThEN 
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REAL FUNCTlON Fl (DEPTH.1.J) 
REAL DEPTH (X.51.2) 
INTEGER 1 ,J 
IF(OEPTH (I.J.I) .EQ. 1.0) THEN 
FI = DEPTH (l.J.2) 
ELSE 
Fl = -(OEPTH(l+Z.J.Z) + OEPTH(I,J+2.2) + OEPTH(l-2.J.2) l 
+ OEi=‘TH(l.J-2,tJ + 2 - (OEPTH(I+I.J+L.~) + OEPTH(I-I.J+l.Z) + 
+ OEPTH(l+l.J-1.2) + OEPTH(I-I.J-1.2)) - 8 l (OEPTti(I+l.J.2) + 
+ OEPTH(I-I.J.2) + OEPTtl(I.J+I.21 + OEPTH(I.J-I.t)))/ZO.O 
ENOIF 
RETURN 
EN0 
REAL FUNCTION Ft (0EPTH.I.J) 
REAL 0EPTH(26.51.2) 
INTEGER I ,J 
IF (OEPTH(l.J.1) .EP. 1.0) THEN 
F2 = DEPTH (I.J.2) 
ELSE 
IF(1 .EQ. 1) THEN 
F2 = -(DEPTH (I.J+2.2) + OEPTH(l.J-2.2) + OEPTH(2,J+I. 
+ 21 + OEPTH(Z.J-1.2) + OEPTH(3.J.2) - 4 l (OEPTH(I.J+I.Z) + 
+ OEPTti(Z.J.2) + OEPTH(l.J-1.2)))/7.0 
ELSE 
IF (1 .EQ. 26) THEN 
F2 = -(OEPTH (26.J+2.2) + OEPTH(25.J+I.2) + OEPTH(24. 
+ J.2) + OEPTH(25.J-1.2) + OEPTH(26.J-2.2) - 4 l (OEPTH(26.J+I.Z) 
+ + 0EPTH(25.J.2) + OEPTH(26.J-1.2)))/7.0 
El-SE 
IF (J .EQ. 1) THEN 
F2 = -(DEPTH (I-2.1.21 + OEPTH(l-1.2.2) + OEPTH(l.3.2) 
+ + OEPTti(Icl.2.2) + OEPTH(I+Z.I,2) - 4 l (OEPTH(l-1.1.2) + DEPTH 
‘+ (1.2.2) + OEPTH(I+I.I.2)))/7.0 
ELSE 
F2 = -(OEPTH(l-t.SI.2) + OEPTH(I-1,SO.Z) + 0EPTH(l.49. 
+ 2) + OEPTti(l+l.SO.2) + OEPTH(1+2,51.2) - 4 . (OEPTH(I-1.51.2) + 
+ OEPTH(I.50,2) + OEPTH(l+l.51.2)))/7.0 
ENOIF 
ENOIF 
ENDIF 
ENOIF 
RETURN 
EN0 
REAL FUNCTION F3(OEPTH.I.J) 
REAL 0EPTH(26.51.2) 
INTEGER 1,~ 
IF (OEPTH(l.J.1) .EO. 1.0) THEN 
F3 = OEPTH(l.J.2) 
ELSE 
IF(I .EQ. 2) THEN 
F3 is -(OEPTH(Z.J+Z.Z) + OEPTli(4.J.2) + OEPTH(E.J-2.2)+ 
* OEPTH(I.J-1.2) + DEPTH(I.J+l,Z) - 8 l (OEPTH(2.J+1.2) + 
+ OEPTH(3.J.2) + CIEPTH!Z.J-1.2)) - 4’OEPTH(I.J.2) + Z’(OEPTH(3, 
+ J+I.2) + OEPTH(3,J-I,Z)))/l9.0 
ELSE 
IF(I .ECJ. 25) THEN 
F3 = -(OEPTH(25,J+2.2) + OEPTH(23.J.2) + OEPTH(25. 
+ J-2.2) + OEPTH(26,J-1,2) + OEPTH(26.J+1,2) - 8 ‘(OEPTH(25. 
+ J+l.2) + 0EPTH(24.J.2) + OEPTH(25.J-1.2)) - 4*OEPTH(26.J.2) + 
+ 2~(OEPTH(24,J+I.2) + OEPTH(24,J-1.2)))/19.0 
ELSE 
IF(J .EO. 2) THEN .~ 
Fi -= :(OEPTH(1,4.2) + OEPTH(l-2.2.2) + 
+ OEPTH(l-1.1.2) + OEPTH(l+l,l.2) + OEPTti(lc2.2.2) - 8 ‘(OEPTH 
+ (l-1,2,2) + 0EPTH(1.3.2) + OEPTH(l+l,2.2)) + 2 l (OEPTH(I-1. 
+ 3.2) + OEPTH(I+l.3.2)) - 4 l OEPTH(l.I.2))/19.0 
ELSE 
F3 = -(OEPTH(I-2.50.2) + OEPTH(1.48.21 + 
+ OEPTH(1+2.50.2) + OEPTH(I+l,51.2) + OEPTH(L-1,SI.Z) - 8 * 
+ (OEPTH(l-1.50.2) + OEPTH(1.49.2) + OEPTH(I+I.50.2)) - 4 * 
+ OEPTH(1.51.2) + 2 - (OEPTH(l+l.49,2) + OEPTH(l-1.49.2)))/19.0 
ENOlF 
ENOIF 
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l (2.1,2) + DEPTn(l,2.2)))/2.0 
ENOIF 
ENOIF 
RETURN 
EN0 
REAL FUNCTION F4 (0EPTH.I.J) 
REAL OEPTH(26.51.2) 
INTEGER 1.J 
IF(DE;;H(I.J.l) .EQ. 1.01 THEN 
= OEPTH(I.J.2) 
ELSE 
IF (I .EO. I) THEN 
IF (J .EQ. 11 THEN 
FO = -(OEPTH(I.~.Z) + DEPTH(3.1.2) - t=(OEPTH 
ELSE 
F4 i -(DEPTH(l.49.2) + OEPTH(3.51.2) - Z’(OEPTH 
+(1.50.2) + OEPTH(2.51.2)))/2.0 
ENOIF 
ELSE 
+ 
+ 
LF (J .~9. I) THEN 
F4 = -(DEPTH(26.3.2) + OEPTH(24.1.2) - 2’(DEPTH 
(26.2.2) + OEPTH(25.1.2)))/2.0 
ELSE 
F4 = -(OEPTH(26,49.2) c 0EPTH(24.51.2) - Z’(DEPTH 
(26.50.2) + OEPTH(25.51.2)))/2.0 
ENOIF 
ENOIF 
ENOIF 
RETURN 
EN0 
FUNCTION F6 (DEPTH. I. J) 
OIi?ENSlON DEPTH (26.51.2) 
REAL FF 
IF (OEPTH (I.J.1) .GT. 0) THEN 
F6 = OEPTH (l.J.2) 
RETURN 
EN0 IF 
F6 = FF (DEPTH. I-2, J) + FF (DEPTH. 1+2. J) 
F6 s Fti + FF (OEPTH. 1, J-2) + FF (OEPTH. [. J+2) 
F6 = F6 + FF (OEPTH.l+l. J+I) + FF (DEPTH. l+l. J-l) 
F6 = F6 + FF (OEPTH,l-1. J+I) + FF (OEPTH. 1-I. J-l) 
F6 = F6 - 4 l (FF (OEPTH. i+i. J) + FF (DEPTH. I-I. J)) 
F6 = F6 - 4 l (FF (OEPTH. 1. J+L) + FF (OEPTH. 1. J-l)) 
IF (I .LE. 2) THEN 
IF ;; .LE. 2) THEN 
- F6 + 2 l OEPTH (1.1.2) 
ELSE 
F6 f F6 + 2 * DEPTH (1.51.2) 
EN0 IF 
ELSE 
IF ;; .LE. 2) THEN 
= F6 + 2 l 0EPl.H (26.1.2) 
ELSE 
F6 = F6 + 2 - DEPTH (26.51.2) 
EN0 IF 
EN0 IF 
F6 = -F6 / 6.0 
EN0 
FUNCTION F5 (DEPTH. 1. J) 
Olf?ENSION DEPTH (26.51.2) 
REAL FF 
IF (DEPTH (I.~.11 .GT. 0) THEN 
FS = DEPTH (l.J.2) 
RETURN 
END IF 
F5 = FF (DEPTH. I+2. J) + FF (OEPTH. l-2. J) 
FS = F5 + FF (DEPTH, 1. J+2) + FF (OEPTH. I. J-2) 
F5 = F5 - 4. (FF (DEPTH. l+l.J) c FF (DEPTH. I-1.J)) 
FS = F5 - 4 * (FF (DEPTH, I,J+I) f FF (DEPTH. L, J-1)) 
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IF (I .LE. 2) THEN 
IF (J .LE. 2) THEN 
FS = FS + UEPTH (1.3.2) + DEPTH (3.1.2) 
FS = FS - 4 . (DEPTH (3.2.2) + OEPTti (2.3.2)) 
FS = F5 * 2 - OEPTH ti.3.2, 
ELSE 
F5 = FS + DEPTH (1.49.2) + OEPTH (3.51.2) 
F5 = FS - 4 - (DEPTH (2.49.2) + DEPTH (3.50,2)1 
ENDF:F 
= F5 + 2 l DEPTH (3.49.2) 
ELSE 
IF (J .LE. 2) THEN 
FS = FS + DEPTH (24,1,2) + OEPTti (26.3.2) 
FS = F5 - 4 l (DEPTH (24.2.2) + DEPTH (25.3.2)) 
F5 = F5 + 2 l DEPTH (24.3.2) 
ELSE 
F5 = FS + DEPTH (24.S1.2) + OEPTH (26,49.2) 
FS = FS - 4 - (DEPTH (24.50.2) + DEPTH (25.49.2)) 
FS = FS + 2 = DEPTH (24.49.2) 
EN0 IF 
END IF 
FS I -FS / 16.0 
EN0 
FUNCTION FF (DEPTH. 1 s J> 
Dlt?ENSiON DEPTH (26. 51, 2) 
IF ((1 .LE. 0) .oR. (I .tE. 27)) THEN 
FF = 0.0 
ELSE IF ((J .LE. 0) .OR. (J .CE. 52)) THEN 
FF = 0.0 
ELSE 
FF = DEPTH 0.J.2) 
EN0 If 
END 
SUBROUTlNE INIT (OEPTH) 
INTEGER I ,J.K 
REAL OEPTti(26.51 .2) 
00 100 1 = I. 26 
00 SO J = I. 51 
00 25 K = i.2 
OEPTH (1.J.K) = 0.0 
2s CONTINUE 
so CONTINUE 
100 CONTINUE 
DEPTH(1.22.1) = I.0 
0EPTH(l.ZZ.2) = 8.0 
DEPTH(2.32.1) = 1.0 
OEPTH(2.32,2) = 8.0 
OEPTn(4.5O.l) = I.0 
OEPTH(4.50.2) = 8.0 
0EPTH(7.38.1) = 1.0 
OEPTH(7.38.2) = 8.0 
OEPTH(B.S,Il = I.0 
CJEPTH(8.5.2) = 9.0 
OEPTH(8.27.l) = 1.0 
UEPTH(B.27.21 = 6.0 
OEPTH(lO.l3.1) = 1.0 
OEPTH(lO.l3.2) = 9.0 
OEPTH(12.23.1) = 1.0 
OEPTt1(12.23.2) = 4.0 
DEPTH(ld.49.I) = 1.0 
0EPTH(14.49.2) = 8.0 
OEPT~(l8.20.1) = 1.0 
OEPTH(l8.20.2) = 9.0 
OEPTH(18.9.1) = I.0 
OEPTti(IB,8,2) = 9.0 
OEPTH(18.3B.l) = 1.0 
OEPTH(l8.38.2) = 4.0 
OEPTH(23.26. I) = I .O 
0EPTti(23.26.2) = 6.0 
DEPTtI(25.49.I) = 1.0 
0EPTH(25.49.2) = 8.0 
RETURN 
EN0 
Contouring of hydrographic data 
300 
Xl0 
500 
400 
700 
LOO 
SUBROUTINE FUNGUS (DEPTH) 
OIHENSION OEPTH (ZG. 51. 21 
00 999 IPASS = I. 15 
00 200 I = I. 25, 2 
00 300 J = I. 51. 2 
LF (ASS (DEPTH (l.J.2)) .GT. .OOl) THEN 
CALL ADJACENT (DEPTH, I. J) 
EN0 IF 
CCX’dT L NUE 
CONTI NUE 
00 400 1 = 2. 26. 2 
00 500 J = 2. 50. 2 
IF (ABS (OEPTH (1 .J.Z)) .GT. .OOl) THEN 
CALL AOJACENT (OEPTH, 1. J) 
END IF 
CONTINUE 
CONTINUE 
00 600 I = 1. 25. 2 
00 700 J = 2. 50. 2 
IF CABS (DEPTH (l.J.2)) .GT. .OOl) THEN 
CALL ADJACENT (OEPTH. 1. J) 
EN0 IF 
CONTINUE 
CONTINUE 
00 800 I = 2. 26, 2 
00 900 J = 1. 51. 2 
IF (ABC, (DEPTH (1.J.t)) .GT. .OOl) TtiEN 
CALL ADJACENT (OEPTH. 1. J) 
900 
EN0 IF 
CONTINUE 
coo CONTINUE 
999 CONTINUE 
EN0 
SUBROUTINE AOJACENT (DEPTH. 1. J) 
OI??ENS!ON DEPTH (26, 51. 2) 
IF (1 .GT. I) THEN 
IF (OEPTI-! (!-I.J.1) .LT. -5) THEN 
iF (DEPTH (l-1,J.Z) .LE. 01 THEN 
DEPTH (I-1,J.Z) = DEPTH (I.J.21 
EN0 IF 
EN0 IF 
EN0 if 
IF (J .GT. 1) THEN 
IF (OEPTH (l.J-1.1) .LT. -5) THEN 
IF (OEPTH (l.J-1.2) .LE. 0) THEN 
DEPTH (I,+1.2) = DEPTH (l.J.2) 
EN0 IF 
EN0 IF 
EN0 IF 
IF (I .LT. 26) THEN 
IF (DEPTH (I+I.J.l) .LT. -5) THEN 
IF (OEPTH (l+l.J.Z) .LE. 0) THEN 
DEPTH (1+1.J.2) = OEPTH (I.J.2) 
EN0 LF 
EN0 IF 
EN0 IF 
IF (J .LT. 51) THEN 
IF (DEPTH (I.J+I.I) .LJ. -5) THEN 
IF (DEPTH (I.Jt1.2) .LE. 0) THEN 
OEPTH (l.J+l.Z) = DEPTH (I.J.2) 
EN0 IF 
EN0 IF 
END 1F 
EN0 
SUBROUTINE CRAPn (GRItI, DETAIL) 
LOGICAL’4 tiETAlL 
OIMENSION GRlO (26. 51) 
CALL SWINOO (0.719.299.01 
560 MICHAEL HOLZRICHTER et al. 
CALL CLRSCR 
CALL SETUR (6) 
if (LIETALL) THEN 
00 200 I = 1. 26 
x = 200.0 - 7.0 * (I-1) 
Y i 180.0 - 4.0 l (1-I) + 10.0 l GRID (1.11) 
nz - NINT (X) 
N2 = NINT (Y) 
00 100 J = 1. 40 
X = 200.0 + 12.0 l J - 7.0 * (1-I) 
Y 3 180.0 - 2.2 . J - 4.0 l (I-1) + 10.0 l GRID (I.J+Il) 
Ill = nz 
NI = N2 
tl2 = NINT (X) 
N2 = NINT (Y) 
CALL ORLiNE (Ml.Nl.fl2.N2) 
100 CONTINUE 
200 CONT I NUE 
ELSE 
00 400 I = I. 26 
x - 200.0 - 7.0 l (1-I) 
Y - 180.0 - 4.0 l (1-I) + 10.0 - GRID (1.1) 
n2 = NINT (XI 
N2 = NINT (Y) 
00 300 J = I. 51 
X I 200.0 + 10.0 l J - 7.0 l (I-1) 
Y = 180.0 2.0 . J - 4.0 l (1-l) + 10.0 * - GRID (I,J) 
n1 = MZ 
NI = N2 
n2 = NINT (X) 
N2 = NINT (Y) 
CALL ORLINE (nl.Nl.!i2.N2) 
300 CONTINUE 
400 CONTINUE 
EN0 IF 
EN0 
