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I N T R O D U C T I O N
1.1 microscopy and computational imaging
Curiosity has driven people to see beyond what is visible to the naked eye. From
the invention of single-lens magnifying glasses to compound optical microscopes,
the door to the microscopic world has been knocked open. Ever since, the devel-
opment of imaging techniques have advanced people’s understanding in life and
materials science.
As pointed out by Ernst Abbe in 1873 [1], due to diffraction effects, the lateral
resolution limit for a microscope is given by ∆x = λ2NA , and the axial resolution
limit is given by ∆z = 2λ
NA2
. In these expressions, λ is the wavelength of light and
NA = n sin θ is called the numerical aperture, where n is the refractive index of
the imaging medium and θ is the maximum scattering angle. Thus, one way to
achieve a high imaging resolution in all three dimensions is to increase the NA.
Modern optics have achieved an NA value of above 1.5 using high-refractive-index
immersion oils. This pushes the resolving power of an optical microscope down
to 100-200 nm in the lateral dimension and 500-600 nm in the axial dimension.
Given by the diffraction limit, the axial resolution is always lower than the lateral
resolution. In the late 1980s and beginning 1990s, a 3D image modality called
optical coherence tomography (OCT) [2, 3] was developed, which successfully
decouples the lateral and axial imaging resolution by taking advantage of short
temporal coherence of broadband light sources. OCT has been a prominent
micrometer-scale 3D imaging technique with successful clinical applications in
for example ophthalmology, dermatology, and angiography [4–7]. In the past
five decades, super-resolution fluorescence microscopy methods [8–11] have been
developed to overcome the diffraction limit, further pushing the 3D imaging
resolution to below 50 nm [12–15]. Super-resolution fluorescence microscopy has
been applied to image living cells and even living organisms, leading to numerous
discoveries in biomedical studies [16–18]. However, an intrinsic disadvantage of
these techniques is the requirement of invasive fluorescence labeling, which
involves complex sample preparation and measurement control, and introduces
the risk of disturbing the imaging samples.
According to the diffraction limit, the other way to improve 3D imaging reso-
lution is to utilize shorter wavelengths. Soft and hard x-rays with a wavelength
range from 10 nm down to 0.01 nm potentially allow nanoscale imaging. More-
over, x-rays offer large penetration depth and element-specific imaging. However,
compared to visible and near-infrared wavelengths, one of the main difficulties of
using shorter wavelengths is the limited availability of high-quality optics. This
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has motivated and driven the development of computational imaging techniques.
X-ray computed tomography (CT) [19], as an important medical radiography tool,
enables cross-sectional image reconstructions from attenuation measurements.
In CT, an x-ray beam is scanning over a specimen and due to its absorption
variation, a 3D attenuation map can be created combining all measured direc-
tions. Commercial CT scanners often provide a 3D resolution of hundreds of
micrometers with a centimeter-scale image range. By utilizing diffraction effects,
the imaging resolution can be drastically improved as in diffraction tomogra-
phy [20], which is computationally more demanding than CT. Apart from x-rays,
electrons (having a wavelength in the range of picometers) have also been used
for imaging applications, and the first electron microscope was developed in 1931.
Also due to the lack of high quality lenses, the electron microscopy community
sought for computational imaging methods to improve the imaging resolution
and reach the diffraction limit [21, 22]. Therefore, diffraction-based measurements
appeared, where instead of relying on optics to form an ’equivalent’ image of
a specimen, diffraction patterns of the specimen are measured from which the
specimen is numerically reconstructed. Early diffraction studies started with pe-
riodically structured crystals, which produce discrete Bragg peaks in far-field
diffraction patterns. X-ray and electron crystallography [23] have been developed
to reveal the internal molecular/atomic arrangements of crystals. Later, coherent
diffractive imaging (CDI) [24, 25] branched off from crystallography, extending to
reconstruction of non-periodic objects from diffraction patterns with continuous
features. The main task of CDI is to solve the so-called ’phase problem’ [26]. When
measuring a diffraction pattern with a camera, only the intensity of the complex
electric field is recorded and the phase information is lost. In order to invert the
measured data and reconstruct the object, numerical algorithms together with
diffraction measurement schemes are developed to perform phase retrieval [24,
27–29]. In the past two decades, benefiting from rapid development of computer
technologies, computational imaging techniques have become more powerful and
mature. Among various phase retrieval methods, ptychography [30, 31] stands
out as it enables simultaneous reconstruction of the illumination probe and the
specimen.
Although originally designed for x-ray and electron microscopy, computational
imaging techniques turn out to be beneficial in the optical regime as well. Re-
placing imaging optics by algorithms simplifies the hardware of a microscope,
lowers the cost, reduces aberrations and deformations induced by imperfect optics
and/or misalignment of optics, and enables diffraction-limited resolution. It has
been shown that incorporating computational methods into existing imaging
modalities can drastically improve the imaging capability. Fourier ptychographic
microscopy [32] solves the tradeoff between resolution and field-of-view of a
conventional optical microscope, enabling gigapixel high-resolution color imaging
by simply adding a low-cost light-emitting diode matrix module and utilizing
computational power. Similarly, the tradeoff between transverse resolution and
depth-of-field in conventional OCT has been circumvented by utilizing model-
based computational aids [33]. Moreover, computational imaging methods can
provide quantitative information of a specimen. Recent work has demonstrated
spatially resolved refractive index imaging by combining computational tomog-
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raphy with conventional OCT [34]. Also compared to traditional phase-contrast
microscopy [35], ptychography offers quantitative phase reconstruction [36, 37].
1.2 outline of the thesis
In this thesis, we explore the benefits of computational imaging methods in the
direction of depth-resolved imaging and rough surface characterization using
visible and near-infrared light. More specifically, we start by introducing two
existing imaging techniques: OCT and ptychography in Chapter 2, and we lay
down the fundamentals of both methods. The rest of the thesis is divided into two
parts. The first part aims at depth-resolved imaging, where OCT and ptychogra-
phy are extended and combined. In Chapter 3, we present a computational OCT
system and demonstrate 3D reconstruction with micrometer-scale resolutions. In
Chapter 4, we introduce a new optical imaging concept that combines ptychog-
raphy with OCT, and we demonstrate 3D micrometer-scale resolution with both
nanolithographic and biological specimens. In Chapter 5, we work towards 3D
ptychography, where simulations are performed on weakly scattering samples.
The second part of the thesis investigates computational imaging methods as
a metrology tool. In Chapter 6, we show that ptychography can be used as a
wavefront sensing tool for beam quality, wavefront and lens aberration characteri-




P T Y C H O G R A P H Y A N D O P T I C A L C O H E R E N C E
T O M O G R PA H Y
ABSTRACT
This chapter introduces two imaging techniques, known as ptychography and
optical coherence tomography (OCT). We start with the scalar diffraction theory,
where we focus on numerical propagators which serve as indispensable tools
for performing computational imaging. The development of coherent diffractive
imaging (CDI) is revisited, where we discuss the phase problem, uniqueness of the
2D phase retrieval and the oversampling requirement in conventional CDI. Then,
as an unconventional CDI technique, ptychography is introduced. We explain
the 2D forward model and algorithms in the ptychographic iterative engine (PIE)
family. We also show implementation of an adapted forward model in reflection
ptychography with experimental data. Finally, we introduce OCT and explain its
depth sectioning principle.
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2.1 scalar wave propagation
We start from considering a monochromatic scalar electric field at the optical
frequency f propagating in a homogeneous and isotropic dielectric medium with
a refractive index n. If we drop the time dependence, the complex amplitude of
the electric field obeys the Helmholtz equation1:
(∇2 + k2)E = 0, (2.1)
where k = 2πλ is the wavenumber, and λ =
c
n f is the wavelength.
2.1.1 Angular spectrum propagation
A 2D Fourier transform decomposes a complex electric field into a collection of
plane waves:
Ẽ(kx, ky; z) =
∫∫ ∞
−∞
E(x, y, z)e−i(kx x+kyy)dxdy, (2.2)
where the exponential function e−i(kx x+kyy) represents a plane wave with a
wavevector k = (kx, ky, kz) = (k cos α, k cos β, k cos γ) as shown in Fig. 2.1. The











Figure 2.1: A wavevector k.
The field E(x, y, z) can be written as an inverse Fourier transform:
E(x, y, z) =
∫∫ ∞
−∞
Ẽ(kx, ky; z)ei(kx x+kyy)dkxdky, (2.3)
and it must obey the Helmholtz equation. By inserting Eq. 2.3 into the Helmholtz
equation (Eq. 2.1) and rearranging, we obtain:
d2
dz2
Ẽ(kx, ky; z) + (k2 − k2x − k2y)Ẽ(kx, ky, z) = 0. (2.4)
1 see [38] chapter 3 for derivation from Maxwell’s equations for vector fields to Helmholtz equation
for scalar fields.
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An elementary solution for the above equation can be written as:




where Ẽ(kx, ky; 0) =
∫∫ ∞
−∞ E(x, y, 0)e
−i(kx x+kyy)dxdy is the angular spectrum of the
electric field at z = 0 plane. Thus the electric field E(x, y, z) can be reformulated
into:









where F and F−1 denote forward and inverse 2D Fourier transform, and H(kx, ky, z)
is the transfer function of the optical system:
H(kx, ky, z) = e
iz
√
k2−k2x−k2y = eizkz (kz =
√
k2 − k2x − k2y), (2.7)
which is essentially a spherical spatial phase dispersion term as shown in Fig. 2.2(a),
where low spatial frequency components experience relatively less phase shift
compared to high spatial frequency components. As we often can observe in

















Figure 2.2: Calculated phase of the transfer function using λ = 700 nm and z = 1 mm (a)
2D spherical map. (b) 1D plot at ky = 0, where aliasing can be observed at
higher spatial frequencies.
Equation 2.6 is referred to as the angular spectrum propagator (AS propagator)
that describes how an electric field propagates from one plane to any other parallel
plane over a distance z. The angular spectrum propagation is derived directly
from the scalar diffraction theory without approximation (contrary to the Fresnel
or Fraunhofer propagation introduced in the following section).
2.1.2 Fresnel and Fraunhofer propagation
In this section we introduce Fresnel and Fraunhofer propagators to calculate





the complex wavefield distribution across the source plane z = 0, and after











Figure 2.3: Wavefield propagation through parallel planes: z is the propagation direction,
(x′, y′) at z = 0 are the source plane coordinates, (x, y) are the parallel plane
coordinates after propagation.
propagation E(x, y, z) is the complex wavefield across a parallel observing plane.
r is the distance between a source and an observing point:
r =
√
(x− x′ )2 + (y− y′ )2 + z2 (2.8)
By assuming that all distances r are much larger than the wavelength λ:
r  λ, (2.9)
the planar wavefield propagation over distance z is described by the Huygens-
Fresnel principle2:

















where the observing field is considered as a superposition of spherical waves
from secondary sources at the starting plane. θ is the angle between the normal
of the source plane and the observation direction. In the case of parallel planes,
cosθ = zr , thus the Huygens-Fresnel principle can be written as:

















Below additional approximations are applied to Eq. 2.11 to simplify the calculation,
namely the Fresnel approximation and Fraunhofer approximation.
2 see [38] chapter 3 for details of the Huygens-Fresnel principle.
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The Fresnel approximation
The Fresnel approximation, which is equivalent to the paraxial approximation,
replaces the spherical waves by quadratic waves in Eq. 2.11 by applying binomial






















Using this approximation, Eq. 2.11 becomes:


















There are two approaches to rearrange Eq. 2.13:
• Approach 1: Fresnel diffraction integral

















′2)}e−i kz (xx′+yy′ )dx′dy′ (2.14)
The integral can be seen as a Fourier transform of the product between the source








Equation 2.14 is referred to as the Fresnel integral propagator in this thesis.
• Approach 2: Fresnel convolution





























and its Fourier transform is:





This is the transfer function for Fresnel diffraction. It can also be obtained by
applying the Fresnel approximation directly onto the transfer function of the
angular spectrum propagation (see Eq. 2.7), where the spherical spatial phase
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The max( kxk ) and max(
ky
k ) represents the numerical aperture (NA) of the system
in two directions. As mentioned before, the Fresnel approximation is equivalent
to the paraxial approximation (small-angle approximation), here we can see that
Eq. 2.20 is only valid if kxk and
ky
k are both much smaller than 1. Equation 2.16 is
referred to as the Fresnel Convolution propagator in this thesis.
Fraunhofer approximation
The Fraunhofer approximation is a special case of the Fresnel approximation.















′2) << 1, (2.21)
then we arrive at the far-field Fraunhofer diffraction formula:




































Equation 2.22 is referred to as the Fraunhofer propagator in this thesis.
2.1.3 Practical considerations
We have introduced four propagators for numerical propagation, i.e. the AS
propagator (Eq. 2.6), Fresnel integral propagator (Eq. 2.14), Fresnel convolution
propagator (Eq 2.16), and Fraunhofer propagator (Eq. 2.22). Here we compare
different propagators and address practical issues when using them.
Accuracy
The AS propagator is directly derived from the scalar diffraction theory without
additional approximations. In principle, it should be suitable for general propaga-
tion cases with different propagation distances or diffraction regimes (near- or
far-field). However, numerical errors may arise from ill-sampling of the transfer
function. As shown in Fig. 2.2(b), the oscillation frequency of the phase of the
transfer function (Eq. 2.7) increases as a function of the angular spatial frequency
kx, and the propagation distance z. When the oscillation is faster than the sam-
pling rate, aliasing errors appear. We adopt the solution proposed in [39] to solve
this problem by using band-limited transfer functions. Firstly, we calculate the












k2 − k2x − k2y
. (2.24)
2.1 scalar wave propagation 11
Then according to the Nyquist theorem, the sampling interval should be smaller


















The values of the transfer function above the cut-off frequencies are set to zero.
The AS propagator used in the rest of this thesis is referred to as the band-
limited angular spectrum propagator. Since the Fresnel convolution propagator is
a special case of the AS propagator, a similar band-limit approach can be used in
the transfer function to avoid aliasing problems.
Efficiency
The AS and Fresnel Convolution propagators both require two times 2D Fourier
transforms, while the Fresnel integral and Fraunhofer propagators only require a
single 2D Fourier transform, which are more advantageous in terms of calculation
efficiency and speed.
Sampling
In the AS and Fresnel Convolution propagators, the sampling window and
intervals remain the same upon propagation. More specifically, they do not
depend on the wavelength or the propagation distance. In contrast, for the Fresnel
integral and Fraunhofer propagators, the sampling window and intervals are a
function of wavelength and propagation distance as shown in Eq. 2.15 and in
Eq. 2.23 respectively. In practice, a 2D detector is often used to sample a wavefield.
When using the AS or Fresnel Convolution propagators, the lower bound of the
imaging resolution is mainly determined by the camera pixel size. However, in
the Fresnel integral and Fraunhofer propagators, the camera pixel size is not
necessarily a limitation, and the imaging resolution can be smaller than the pixel
size by tuning the propagation distance.
In this thesis, we only discuss propagation between parallel planes. For non-
parallel planes, readers are referred to [40–42].
2.1.4 Lens transformation
In the previous sections we have shown how wavefields propagates in free space.
We now proceed to discuss how wavefields propagate through lenses. We start
with the phase transformation of a thin lens in the paraxial approximation [38]:
tl(x, y) = eikn∆0 e
−i k2 f (x
2+y2), (2.27)
12 ptychography and optical coherence tomogrpahy
where k = 2πλ is the wavenumber, n is the refractive index, ∆0 is the maximum
thickness of the lens, and f is the focal length, which is defined by
f =
1





where R1 and R2 are the radii of curvature of the front and the back surface of
the lens. Within the paraxial approximation, spherical aberration is induced by
applying a quadratic approximation to a spherical surface curvature. In practice,










Figure 2.4: Wavefield propagation through parallel planes: z is the propagation direction,
(x′, y′) at z = 0 are the source plane coordinates, (x, y) are the parallel plane
coordinates after propagation.
Consider the situation shown in Fig. 2.4, in which an object, represented by
E(x′, y′, 0), is placed in front of a lens at a distance d1, and a detector is behind the
lens at a distance d2. To find the field distribution at the detector plane E(x, y, z2),
we first calculate the field distribution El1(xl , yl , z1) at the front plane of the lens
using the Fresnel integral propagator, then we calculate the field distribution at
the back plane of the lens by applying the lens transformation (Eq. 2.27), thus
El2(xl , yl , z1) = El1(xl , yl , z1)tl(xl , yl). Finally, we propagate El2(xl , yl , z1) over a
distance of ds to the detector plane to obtain E(x, y, z2). The derivation is included
in Appx. h.1. The final wavefield at the detector plane is expressed as

















where A represents a constant phase term that is often neglected, as in many
cases only the intensity of a wavefield is of interest. The expression of A can be
found in Appx. h.1. B is a factor determined by the distances d1, d2, and focal





2d1( f d1 + f d2 − d1d2)
. (2.30)
From this general expression, we find that as long as the detector is placed at the
back focal plane of the lens (d2 = f ), the factor B becomes 0 and the quadratic
phase term eikB(x
′2+y
′2) in Eq. 2.29 vanishes. Thus the detector plane directly
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becomes the reciprocal plane of the object, where the wavefield at the detector
plane is simply a Fourier transform of the object wavefield. In a lensless diffraction
geometry, the object and camera distance need to be large enough to be in the
far-field regime, which often leads to a very low NA that limits the imaging
resolution. The relation given in Eq. 2.29 indicates that a lens can be used to
achieve far-field diffraction while maintaining an NA that is determined by the
lens.
2.2 the phase problem
In the previous section (Sec. 2.1), we have discussed how to numerically calculate
the propagation of a complex-valued scalar wavefield in free space or through
thin lenses. In practice, detectors based on photoelectric effects are often used
to measure an electric field, where only the intensity3 of the electric field can
be directly recorded, and the phase information is lost. The term ’the phase
problem’ originally came from crystallography [23], where the lost phase of the
far-field diffraction pattern of a crystal needs to be retrieved in order to invert
its 3D structure [43]. The same problem applies for diffraction imaging of non-
periodic structures. In fact, regardless of whether a measurement is performed at
a diffraction plane or directly at an image plane of an object, half of the wavefield
information is lost. For quantitative imaging that aims at obtaining physical
quantities of an object, as opposed to contrast-only imaging, solving the phase
problem is often equally important. There are generally two main approaches
towards imaging complex wavefields, one is holography [44] and the other is
coherent diffractive imaging (CDI) [24, 25].
2.2.1 Holography
Holography was proposed by Gabor in 1948 [44] as a new lensless imaging princi-
ple in electron microscopy. In the original idea of Gabor [44], a weakly scattering
object is illuminated by a divergent spherical wave, where the unscattered part
functions as a reference that interferes with the scattered part of the wave. The
total intensity can be expressed as:
I = |O + R|2 = |O|2 + |R|2 + OR∗ + O∗R, (2.31)
where O and R represent the scattered object field and the reference field respec-
tively. The intensity pattern is regarded as a hologram, which used to be recorded
on a photographic film. Once the hologram is generated, an identical copy of the
spherical wave is used to illuminate the hologram, resulting in a 3D virtual image
of the object behind. By multiplying an identical reference wave to the recorded
hologram in Eq. 2.31:
RI = R|O|2 + R|R|2 + O|R|2 + O∗RR, (2.32)
we can see the object wavefield appears in the third term of Eq. 2.32. Gabor’s
measurement arrangement later has been referred to as in-line holography, where
3 Note that throughout the paper, the term ’intensity’ denotes the optical intensity as it is commonly
defined in laser physics, i.e. the detected optical power per unit area.
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the object wave and the reference wave propagate colinearly, and all four terms
in Eq. 2.32 overlap in the hologram. Phase shifting methods [45, 46] can be used
to separate the object term from the rest. Off-axis holography [47] was later
introduced, which uses a separate reference at an angle with respect to the object
wave. This modification offers direct spatial separation between the object wave
and the other terms, and it also relaxes the weak scattering requirement of the
object.
Benefiting from the development of computer technology, digital holography
became mature in the 1990s [48], where holograms are recorded digitally by
a camera, and reconstructions are numerically performed on computers. Until
now, digital holography still remains popular as a lensless imaging technique [46,
49]. In the short-wavelength regime, where the generation of a separate refer-
ence wave is more challenging, Fourier transform holography (FTH) [50] was
developed, in which a reference aperture is placed next to the imaging object to
produce a spherical reference wave. The imaging resolution of FTH is limited
by the size of the reference aperture, which can be improved by deconvolution
methods. A technique called HERALDO (holography with extended reference by
autocorrelation linear differential operation) was demonstrated to improve the
imaging resolution in FTH using an extended reference and a paired differential
operator [51–53]. Despite the development and modifications of the technique, the
core of holography is to record the full information of a coherent wavefield, both
the amplitude and phase, by interfering it with a known reference wave. This
concept has been applied in Chap. 3, combined with broadband illumination for
depth-resolved computational imaging.
2.2.2 Coherent diffractive imaging
Coherent diffractive imaging (CDI) is a computational imaging technique that
reconstructs an object from its diffraction intensity patterns using iterative phase
retrieval algorithms. The evolution of CDI techniques has been inseparably related
to the development of phase retrieval algorithms. In the early 1970s, Gerchberg
and Saxton [22] introduced an algorithm for solving the phase problem of a
general object from intensity measurements in both image and diffraction planes.
The Gerchberg-Saxton (GS) algorithm is also referred to as the error-reduction
algorithm since the defined error function is guaranteed to either decrease or
remain constant [22]. The algorithm starts with a random phase guess for the
object wave, which is propagated back and forth between the object and the
camera plane, and at each plane, the calculated wavefield is updated with the
measured intensity. Although the method was initially intended for improving
the resolution in electron microscopy, the authors predicted that it is possible
to extend it for broader applications such as x-ray crystallography and optical
imaging due to its generality.
Further developments were realized in the optics community aimed at imaging
space objects, where Fienup modified the error-reduction algorithm and intro-
duced the input-output type of algorithms [27, 54] with improved convergence
speed, which also allow errors to go up temporarily to escape local minima.
Also other types of algorithms developed in the same period were discussed
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and compared by Fienup [27]. However, although simulated results convincingly
suggested the success of phase retrieval algorithms, by the end of 1970s it still
remained unclear if unique solutions to general 2D Fourier phase problems exist.
In the meantime in the x-ray community, Sayre suggested (in 1980) that crystal-
lography may be potentially extended to image non-periodic objects that have
continuous diffraction structures instead of discrete Bragg peaks [55]. Finally in
1982, Bates mathematically demonstrated that the 2D Fourier phase problems
have unique solutions [26], more specifically he showed that it is possible to
reconstruct a localized 2D complexed-valued object from its oversampled far-field
diffraction pattern. The first proof-of-principle experiment was carried out in
the optical regime using a laser in 1988 [56]. Yet, more than a decade later, the
first x-ray experimental reconstruction of a non-crystalline object was successfully
demonstrated in 1999 [24] reaching an imaging resolution of 75 nm, which drew
considerable attention. Ever since, many successful CDI experiments and recon-
structions using various radiation sources have followed [25, 28, 57]. Before going
further with the development of CDI, we emphasize two important aspects in the
conventional CDI methods that followed Bates’s original idea: uniqueness and
oversampling.
Ambiguities and uniqueness
Bates pointed out that three kinds of inherent ambiguities exist in CDI when only
the Fourier modulus of a 2D object is measured [26, 58]:√
I(u, v) = F(u, v) = |F{ f (x, y)}|2, (2.33)
where I(u, v) is the measured intensity of the diffracted field F(u, v), and f (x, y)
is the object wavefield. The absolute position or orientation of the object can not be
determined because f (x− x0, y− y0) would result in the same diffraction intensity.
The complex conjugate or twin image f ∗(−x− x0,−y− y0) with arbitrary transla-
tions would also produce the same diffraction pattern. The third case is the phase
ambiguity where the absolute phase of the object can not be determined since
f (x, y)ei(φ(x−x0,y−y0)+φc) with a constant phase factor, and/or an arbitrary linear
phase ramp would lead to the same diffraction intensity measurements. However,
as Bates suggested, these ambiguities are often trivial in imaging applications
where the shape of an object is concerned. Thus, phase retrieval methods are
considered to provide unique solutions to the phase problem within the tolerance
of these inherent ambiguities.
Oversampling
According to the Nyquist-Shannon sampling theorem [59], a localized object is
required to guarantee that the far-field diffraction is band-limited, to ensure that it
can be properly sampled in a diffraction measurement [26]. In the error reduction
algorithm, Gerchberg and Saxton stated that at both the image and the diffraction
plane, the Nyquist-Shannon sampling condition needs to be satisfied [22]. How-
ever, if only a single diffraction intensity is available, the phase retrieval problem
is under-determined by a factor of two [60]: For a 2D N by N image with complex
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Figure 2.5: Oversampling. (a) A Fourier plane image sampled by N points in each dimen-
sion, and (b) the corresponding real space image. (c) A Fourier plane image
sampled by 2N points in each dimension, and (d) the corresponding real space
image.
values, the total number of unknowns is 2N2. From a single diffraction measure-
ment, the total number of equations is N2. To solve the problem, oversampling





where Nt is the total pixel number and Nu is the number of unknown-valued
pixels. As shown in Fig. 2.5, by oversampling the diffraction pattern in the
Reciprocal space, effectively the object in the real space is padded with known
pixel values (zeros). When the oversampling factor σ > 2, the phase problem is
not underdetermined anymore and unique solutions should exist.
Fienup’s hybrid input-output algorithm [27] (HIO) is one of the most popular
phase retrieval algorithms used in CDI, in which waves are numerically propa-
gated back and forth between a diffraction and image plane. At the diffraction
plane the Fourier modulus constraint is applied, and at the image plane, various
support constraints based on a priori knowledge of the sample can be applied [62–
65]. Support constrains essentially decrease the total number of unknowns to help
solve the phase problem. However, these unknowns can be sample-specific, and
might not be available in every case. A general method that needs no a priori
knowledge of the sample is introduced in 2003 [66], which only requires that the
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object is sufficiently small to satisfy the oversampling criterion. This method uses
a ’shrink-wrap’ algorithm to iteratively determine a support constraint together
with the object from a diffraction intensity measurement alone.
Another way to solve the phase problem without a priori information is to
take multiple diffraction measurements. Originally, CDI measures the diffraction
pattern in the far-field, where the relation between the diffracted wave and the
object wave is described by a Fourier transform. As can be seen in the Fraunhofer
propagator in Eq. 2.22, the intensity measured in the far-field simply scales
with the propagation distance. However, in the near-field regime, the diffraction
intensity evolves along propagation as can be seen in Eq. 2.14. Thus multiple
diffraction intensities in the near-field regime can be measured by translating the
detector, and with known propagation distances, the object can be reconstructed
successfully [67, 68]. Similarly, since the wavelength and the propagation distance
appear as a product in the Fresnel propagator (Eq. 2.14), multiple diffraction
patterns measured at different wavelengths in the near-field can deliver the
same result under the condition that dispersion effects can be neglected. Using
wavelength diversity offers the advantage of avoiding moving part in the setup,
which potentially improves the measurement speed [69–72]. In the optical regime,
a compact setup consisting of laser diodes and a RGB camera can be used to
record multiple diffraction patterns in a single shot, which enables high-speed
phase imaging [72]. In addition, wavefront modulation has also been used to
generate multiple diffraction patterns in CDI [73, 74].
The shape of the illumination beam plays an important role in CDI. Originally,
plane-wave illumination was required to satisfy the Fourier transform relation
between the scattered field and directly the object field. A beam stop is necessary
to block the unscattered light on the detector. In this configuration, it requires
an isolated object to satisfy the Nyquist-Shannon sampling condition. In the
2000s, curved wavefronts were explored for illumination and Fresnel CDI was
introduced [75, 76], where it is necessary to recover the illumination in order
to obtain quantitative phase information of the object. It has also been shown
that structured illumination improves the reconstruction resolution [77]. In 2008,
a method called keyhole CDI [28] was introduced, which takes advantage of a
localized illumination to release the localization requirement for the object itself
in order to satisfy the oversampling requirement. This improvement enabled CDI
for extended objects.
We refer the aforementioned CDI methods as conventional CDI. In the following
section (Sec. 2.3), a transverse scanning CDI technique called ptychography [31]
is introduced. Similar to keyhole CDI, ptychography enables extended object
reconstructions by using a localized illumination, which shifts the oversampling
requirement from the object to the probe. What also distinguishes ptychography
from conventional CDI is that it provides simultaneous quantitative reconstruction
of the illumination and the object [78].
2.3 ptychography
The concept of pytchography was first introduced in the early 1970’s to solve the
phase problem in X-ray or electron crystallography [21], which was originally
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a non-iterative approach based on convolution theory. With its development,
especially in the past two decades, modern ptychography is often referred to
as an iterative phase retrieval technique for imaging both periodic and non-
periodic objects. In addition, the non-iterative ptychographic method, namely the
Wigner distribution deconvolution (WDD), has been revisited recently [79, 80],
which provides a deeper understanding of the inversion problem ([31], Sec.17.10).
The historic evolution, theories, experimental configurations, various algorithms,
and the state of art of ptychography have been summarized by Rodenberg and
Maiden [31].
Ptychography scans a localized illumination beam across an object with spatial
overlaps, and collects the diffraction pattern at each scan position. With redundant
information, ptychographic algorithms are able to deconvolve the illumination
from the object and deliver quantitative reconstructions of both [78]. Mathemati-
cally, ptychography solves two functions related by a convolution. This concept
has been exploited in other variations such as Fourier ptychography [32, 81, 82]
and time-domain ptychography [83]. The former synthesizes a high numerical
aperture by scanning the illumination angles, which results in a high-resolution
image with a large field of view. The latter scans a probe pulse to retrieve a
time-varying signal from multiple convolution spectrum measurements.
Compared to conventional CDI methods, ptychography offers a superior al-
ternative for imaging applications using short wavelengths, e.g. EUV, X-ray and
electrons [78, 84–87], for which manufacturing of high-quality optics still remains
challenging. For imaging with visible or near-infrared lights, ptychography offers
label-free, speckle-free, aberration-free, quantitative imaging [36, 37, 88]. Recently,
ptychography has also been extended for 3D computational imaging using a
multi-slice approach [89, 90], as well as tomographic imaging combined with
computed tomography and diffraction tomography [20, 91]. Below we explain the
fundamentals of 2D ptychography.
2.3.1 The forward model
x
y
Figure 2.6: Schematic of a transmission ptychography setup. An object is translated with
respect to the probe beam. At each position (denoted by circles), a diffraction
intensity is recorded.
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A schematic of a ptychograpy setup in a transmission geometry is shown in
Fig. 2.6. An incident beam, often referred to as the probe, scans transversely across
the object, sequentially illuminating partially overlapping areas. A 2D detector is
used to record the diffracted intensities as a function of scan position. An essential
assumption in ptychography is that the interaction between the probe and the
object can be described by a multiplication:
ψj(r) = P(r)O(r− Rj), (2.35)
where r is the real-space coordinate, and Rj is the translation vector (j = 1,2,...N,
where N is the amount of scan positions). P(r) represents the complex illumination
function, O(r) represents the complex transmission function of an object, and
ψj(r) is the exit wave. [92]. The multiplicative relation holds for thin objects with




where θmax is the maximum scattering angle captured by the detector. Derivations
can be found in the supplementary material of [78]. For thick objects, a multi-slice
approach has been introduced to divide the object into thin slices such that each
slice satisfies the multiplicative relation [89, 90]. In this thesis, we develop different
3D ptychographic approaches, which are discussed in Chap. 4 and Chap. 5.
Here we continue for the case of a 2D object. The exit wave ψj(r) further






The diffracted waves are denoted by ψ̃j(q), where q is the detector coordinate.
Pz represents propagation over distance z. As discussed in Sec. 2.1, depending
on the diffraction conditions, different propagators can be chosen for numerical
calculations. At the detector plane, only the intensity of the field is recorded:





Thus there are two constraints in a ptychography dataset:
• constraint 1: translation constraint in the object plane.
• constraint 2: intensity constraint in the detector plane.
It has been proven that these two constraints in ptychography provide a pow-
erful way to condition the inversion problem, which results in relatively robust
reconstruction algorithms [81].
2.3.2 PIE family algorithms
Inversion from diffraction intensity measurements is a nonlinear problem. A
variety of nonlinear optimization approaches have been successfully applied to
ptychography. The first iterative algorithm developed for ptychography is called
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the ptychographical iterative engine (PIE) [30], where the object is reconstructed
under the condition that the probe is known accurately. Based on the first version
of PIE, a modified algorithm that is able to simultaneously reconstruct probe and
object has been developed, which is called ePIE (short for extented ptychographic
iterative engine) [93]. Later, further improvements have been made by introducing
a machine learning concept called ’momentum’, which resulted in the mPIE
(momentum-accelerated PIE) algorithm [94].
All algorithms in the PIE family follow the same workflow as shown in Fig. 2.7,
and the only difference is how the object patch and the probe functions are
updated (in yellow boxes). The PIE family is naturally a sequential approach
where the object and probe are updated at each scan position j after each update
of the exit wave. Comparisons to parallel approaches [78, 95], where the probe
and the object functions are updated after a parallel update of all exit waves at all
scan positions, have been investigated [31, 96]. In this thesis, we used ePIE and
mPIE for experimental data reconstructions.
Figure 2.7 shows the workflow of the PIE family algorithms: we start with an
initial guess for the object Oj(x) and probe Pj(r) respectively. Note that the calcula-
tion window for the full object is larger than the probe, and each object patch has
the same dimensions as the probe. Thus we use different spatial coordinates x and
r to distinguish a complete object from an object patch. Then we select an object
patch Oj(r) often following a random order, and multiply with the probe to form
the exit wave ψj(r). By using a suitable propagator, the exit wave is numerically








α is a small number to avoid zero divisions. After replacing the amplitude of the
diffracted waves by the measured amplitude, we back-propagate to the object
plane to form the updated exit wave ψ
′
j(r). Up until this step, all the PIE family
algorithms are the same. The next step is to update the object patch and the
probe, where different approaches are taken in different algorithms (highlighted
in yellow in Fig. 2.7). After updating the object patch O
′
j(r) and the probe P
′
j (r),
we update the full object O
′
j(x) by inserting the updated object patch. Then we
move to the next scan position j + 1 and repeat the same steps from the top. Once
we go through all the scan positions (j = 1, 2, ...., N) often in a random order, one
full iteration is complete. The error metric is calculated after each iteration to
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Figure 2.7: Workflow chart of PIE family algorithms (modified from Fig.1 in [94]). The
white boxes show common procedures in all algorithms of the PIE family, and
the yellow boxes highlight the steps where different approaches are taken in
different algorithms. The dashed boxes show momentum-acceleration options.
The subscript j = 1, 2, ..., N denotes the scan positions. One full iteration covers
all the scan positions.
2.3.3 Update rules
Different update rules are used in PIE, ePIE and mPIE. To derive such update
functions for the object and the probe from the exit wave, we first write down the
cost function:
L = |ψ− PO|2 = (ψ− PO)(ψ∗ − P∗O∗). (2.41)
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To minimize the cost function, the first-order derivative needs to vanish. For a
real-valued cost function, we can take the derivative with respect to the complex-
conjugate P∗ and O∗ respectively and set to zeros [97]:
∂L
∂P∗














where α is a small number to avoid zero divisions. Here we can see that P and O
appear symmetric, thus they can be simultaneously updated in the same form.
However, the update functions in Eq. 2.42 and 2.43 are both unstable. Taking the
object update function Eq. 2.43 as an example, it is poorly conditioned in the
region where the beam is dim, due to the probe intensity term in the denominator.
Thus a spatially varying weighting function can be introduced such that the object








j(r) + (1− wj(r))Oj(r) (2.44)






where wj(r) is close to one in the region where the probe intensity is high, and
close to zero where it is low.






which results in the PIE object update function [30]:
O
′








where 0 < β < 1 is added to control the step size of the object. Originally the probe
in the first version of the PIE algorithm is pre-calibrated and not updated [30]. It
was realized later that, due to the symmetry of the problem, the priory knowledge
requirement of the probe can be removed.






which results in the ePIE object update function [93]:
O
′







where the small factor α can be waived because the intensity term in the denomi-
nator is canceled out.
A further improvement was made in [94] by introducing the concept of ’momen-
tum’, which helps to escape local minima. The momentum-acceleration step can
be used as an add-on for existing PIE algorithms after the conventional update
step for the object and probe as shown in Fig. 2.7. The frequency of applying
momentum-acceleration can also be tuned by a parameter, often denoted by T.
This implies that after every T position updates, the object is updated by adding
a damped momentum term:
O(j+1)(x) = O
′
j(x) + ηvj(x), (2.49)
where 0 < η < 1 is called the friction term, and vj(x) is called the velocity map,
which is calculated from:
vj(x) = ηvj−T(x) + (O
′
j(x)−O(j−T+1)(x)) (2.50)
where v0(x) = 0. The momentum-updated object O(j+1)(x) needs to be stored
temporarily to calculate the next velocity map. In each algorithm, the probe can be
updated in the same way as the object with its own tuning parameters. Figure 2.8
shows an example of the ptychographic reconstruction of a sample slice containing
a finger print using the mPIE algorithm.
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Figure 2.8: Reconstruction results using mPIE: (a) Reconstructed object, a finger print, (b)
Reconstructed beam. The scalebars are 200 µm. The colorbar is shared between
(a) and (b). The intensity is represented by the brightness and the phase is
represented by the color. (c) Error evolution over 450 iterations.
2.3.4 Adapted forward model for samples on transparent substrates in reflection pty-
chography
In reflection ptychography when we measure semi-transparent specimens on
glass substrates, the forward model (in Eq. 2.38) needs to be adjusted in order to
better describe the scattering events, which in turn improves the reconstruction
quality. To demonstrate, we measure a USAF resolution test target (Thorlabs
R3L1S4P), which contains bar structures in chrome on a 1.5 mm thick soda lime
glass substrate. The schematic of the measurement geometry is shown in Fig. 2.9.







Figure 2.9: A schematic of measurement geometry in reflection ptychography.
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Figure 2.10: A comparison of ptychography reconstructions using the conventional and
the adapted forward model. Left two columns are reconstructions of a dataset
measured with a smooth beam, and right two columns are with a structured
beam. (a,b,e,f) Probe and object reconstructions using the conventional for-
ward model. (c,d,g,h) Probe and object reconstructions using the adapted
forward model. The scale bar in (a) is shared among all the probe recon-
structions, and the scale bar in (b) is shared among object reconstructions in
(b,d,f,g). (i)(j) Zoomed in parts of (f) and (g). The colorbar is shared among
all the reconstructions.
Reflections from both sides of the substrate contribute to the diffraction intensity,
thus the sample can be considered having two layers. Since the separation of the
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two layers is larger than the coherence length of the light, the light reflected from
the flat glass air interface can be modeled as a constant signal across all scan
positions. The adjusted forward model becomes:






where ψc(q) represents the constant signal at the camera plane that is reflected
from the front flat side of the substrate, and P(r) becomes the probe on the second
interface after transmitting through the first one. Two sets of measurements
are performed using a smooth and a structured beam respectively4. For each
measurement, 100 diffraction patterns are recorded with an average overlap
factor of 70%. All reconstructions are performed with mPIE [94]. For the dataset
measured with a smooth beam, the reconstructed probe and the object using
the conventional forward model are shown in Fig. 2.10(a) and (b) respectively.
Artefacts can be observed in the object reconstruction (Fig. 2.10(b)), where even
big structures appear blurred. Reconstructions using the adjusted forward model
are shown in Fig. 2.10(c) and (d), where a clear improvement can be observed and
most artefacts are successfully removed. The same conclusion can be drawn for
the structured beam dataset, where Fig. 2.10(e) and (f) are reconstructed from the
conventional forward model and Fig. 2.10(g) and (h) are from the adjusted model.
In addition, comparing Fig. 2.10(i) and (j), we also observed that the structured
beam leads to a higher resolution for the object. Intuitively the structured beam
provides a higher illumination NA, thus leads to a higher imaging NA (a sum
of illumination NA and detection NA). Further studies are necessary to give
quantitative explanations.
2.4 optical coherence tomography
Optical coherence tomography is a 3D, micrometer-scale, non-invasive optical
imaging technique which was first demonstrated in 1991 [2]. It has several notable
advantages, including the ability for label-free imaging, background rejection
in turbid media through coherence gating, and coherent amplification of weak
sample beams from sensitive biological samples. As in all high-resolution volu-
metric imaging systems, OCT faces the challenge to achieve extended images at
sufficiently high acquisition speed, which has led to successful applications in
ophthalmology, angiography and other medical fields [4–7].
The principle of optical coherence tomography (OCT) [98] is low coherence
interferometry, which measures optical echoes inside a semi-transparent object
through interferometric comparison with a reference beam from a broadband
light source. Since the first demonstration of point-scanning time-domain OCT
(TDOCT) [2], various measurement schemes (summarized in Table 2.1) have
been introduced, including full-field TDOCT, point-scanning spectral-domain
OCT (SDOCT), point-scanning and full-field swept-source OCT (SSOCT) [98].
Depending on the applications, each variation has its own advantages. Gener-
ally, FDOCT offers a higher sensitivity over TDOCT [99–101]. Point scanning
4 Structured beams are created by inserting a piece of scotch tape in the beam path
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Table 2.1: Variations of OCT.
approaches, compared to full-field techniques, enable better rejection of multiple
scattering. Nevertheless, one crucial advantage that all OCT variations share is
the decoupling between the transverse and axial resolution, as the axial resolution
is determined by the bandwidth of the light source rather than the imaging optics.
Below we discuss the depth sectioning principles in OCT.
2.4.1 Depth sectioning in OCT
Time-domain OCT
In conventional TDOCT as shown in Fig. 2.11(a), a reference mirror is scanned
axially and interferometric intensities are measured as a function of scan delay.
The depth distribution is attained by taking the advantage of the low temporal
coherence property of broadband light sources. Specifically, interference signals
only appear when the optical path length difference between the reference and



















Figure 2.11: (a) Schematic of a simple OCT setup. (b) Simulated spectrum of the broad-
band light source in (a).
As shown in Fig. 2.11(a), a simulated object contains two flat layers. The simu-
lated Gaussian-shaped spectrum of the light source is presented in Fig. 2.11(b).
The total intensity of the back-scattered light from the object and the reference
mirror as a function of time delay between them can be expressed in the form:
I(t) =
∫
| Ao(ω)eiϕo(ω) + Ar(ω)ei(ϕr(ω)+ωt) |
2
dω, (2.52)
where ω = 2π f with f the frequency of the light. Ao(ω)eiϕo(ω) represents the
object wave field and Ar(ω)eiϕr(ω) is the reference wave field at the detector plane.
2.4 optical coherence tomography 27
These fields are also functions of the transverse spatial coordinates (x,y), which
are omitted for clarity since only flat layers are considered in this analysis. The
extra phase term ωt represents the time- and frequency-dependent phase delay
between the reference and object signals. At a given time delay, the integration
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Figure 2.12: Simulated intensity (in TDOCT) as a function of time delay between the
reference and object, where the simulated object consists of two layers with
different reflection coefficients, which are separated by 20 µm in depth.
The depth separation of the two layers of the simulated object is 20 µm, which
results in a 40 µm difference in the optical delay distance (Fig. 2.12) due to a
double pass in the reflection geometry. The width of the interference fringes is
determined by the coherence length of the light source. For a Gaussian spectrum,
the coherence length is given by [102]: lc = 4ln2π
λ0
2
∆λ , where λ0 is the central
wavelength and ∆λ is the full width at half maximum (FWHM) of the Gaussian
spectrum. Taking into account the double pass and the refractive index n of the








In conventional OCT, the final depth response is produced by using a combina-
tion of detection schemes and signal processing methods [98], which rejects the
DC offset and produces the envelope of the interferometric signal.
SSOCT
SSOCT collects equivalent data as TDOCT with improved speed by avoiding
time-delay scans. In SSOCT, the reference mirror remains stationary, and the data
acquisition is performed in the frequency domain, as interference signals are
recorded as a function of optical wavelength or frequency:
I(ω) = | Eo(ω) + Er(ω)e−iωtz |
2
, (2.54)
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where tz = z/c denotes the fixed time delay between the reference and the object,
which can be tuned by adjusting the position of the reference mirror. A simulated































Figure 2.13: (a) Simulated intensity measurement as a function of frequency on a two-
layer object in SSOCT. (b) The inverse Fourier transform of the spectral
interferogram in (a).
A inverse Fourier transform can be applied to the spectral interference signal
(Eq. 2.54) to reveal the depth information. When the spectral signal is not sampled
evenly in optical frequency, an interpolation step is necessary. Taking the inverse
Fourier transform of Eq. 2.54 results in three terms in the time domain given by
the following equation:
I(t) = Ft{I(ω)} = Iδ(0) +Ft{Eo(ω)E∗r (ω)}~ δ(t− tz)
+Ft{E∗o (ω)Er(ω)}~ δ(t + tz), (2.55)
where different depths corresponding to different time delay are separated. As can
be seen in Fig. 2.13(b), the two cross-correlation terms are symmetric with respect
to the autocorrelation terms in the middle. In principle, the two cross-correlation
terms contain the same information. Either one can be chosen as the sample signal,
the other one becomes its mirror artefact. A simple way to mitigate autocorrelation
and mirror artefacts is to place the reference such that the three terms do not
overlap after the Fourier transform, as in our simulated case in Fig. 2.13(b). Then
the image signal can be directly selected by numerically filtering the relevant
part of the signal. However, this reduces the total depth range to half. In order to
obtain the full depth range and to eliminate mirror image artefacts, phase-shifting
techniques [103] have been used at a cost of speed. Later, single shot techniques
taking advantage of dispersion effects have been developed [104].
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ABSTRACT
A computational 3D imaging system is developed that enables polychromatic,
depth-resolved, diffraction-limited imaging of semi-transparent objects. By com-
bining lensless imaging and optical coherence tomography (OCT), we reconstruct
tomographic images of 3D objects from a set of wavelength- and phase-resolved
diffraction patterns, using numerical methods to achieve image quality beyond
the hardware limits of the optical systems used. We implement both time- and
frequency-domain versions of full-field OCT systems, and for both versions we
demonstrate fully lensless, as well as high-numerical-aperture configurations.
We provide a comparison and overview of these different practical approaches
to depth-resolved computational imaging. Furthermore, we demonstrate depth-
resolved imaging of multilayer samples with an isotropic resolution in the µm
range over a depth range that extends well beyond the depth-of-focus given by
the numerical aperture of the imaging system.
A research article based on this chapter has been published as: "Du, M., Eikema, K.S.E & Witte, S.
Computational-imaging-based optical coherence tomography in time-and frequency-domain. OSA
Continuum 2, 3141-3152 (2019)."
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3.1 computational imaging in optical coherence tomography
Three-dimensional (3D) imaging techniques have provided many new insights in
material and life science. For the last half century, the unprecedented development
of 3D imaging technologies such as computed tomography, magnetic resonance
imaging, and ultrasound imaging has changed our life in various aspects [105].
The development of similar 3D imaging capabilities operating at smaller length
scales down to micrometers has also been a subject of considerable attention, as it
brings the prospect of non-invasive cellular-level-resolution imaging, which may
one day replace the need for invasive biopsies in some medical applications. The
main 3D optical technique that has shown the potential to fulfill that promise is
optical coherence tomography (OCT), which has drawn considerable attention
and is already widely applied in medical sensing and diagnosis [2, 3, 5, 6, 98].
The depth-sectioning principle of OCT has been explained in Sec. 2.4. One
fascinating property of OCT is the decoupling between transverse and axial
resolution, as the axial resolution is determined by the bandwidth of the light
source rather than the imaging optics. However, it is complicated to make full use
of this advantage, as the depth-of-field (DoF) of a traditional OCT measurement
is still limited by the numerical aperture (NA) of the imaging system, leading
to a trade-off between transverse resolution and imaging depth (see Fig. 3.1).
Computational post-processing methods have been proposed to correct for the
defocus blurring by estimating the point spread function of the OCT system and
applying deconvolution algorithms [106–108]. Another approach to mitigate the
limited imaging depth is to adopt lensless or computational imaging techniques
[109–112], where numerical refocus can be used for different depths inside a thick
object. Moreover, the interferometric nature of OCT provides an excellent starting
point for computational image reconstruction, as the phase of the light field is
directly measured in a holographic scheme.
low-NA                        high-NA 
DoF DoF
Figure 3.1: The transverse resolution is proportional to the NA of the beam, while the
DoF is inversely proportional to NA2.
This concept of combining holographic methods and broadband illumination
to achieve 3D imaging capabilities has been explored by several groups, starting
out either from a holography viewpoint [113, 114] or from an OCT-centered
approach [115, 116]. In most of these systems, an off-axis holography geometry
was employed, which enables rapid extraction of the interferometric term, but at
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the expense of field-of-view. One challenge in computational OCT stems from the
wavelength-dependence of wave propagation in the Fresnel regime: the different
spectral components of a broadband light pulse will therefore each require a
different amount of numerical propagation from the detector to achieve a focused
image at a specific object depth. In this paper we discuss a set of computational
methods for disentangling the information contained in the polychromatic diffrac-
tion patterns to retrieve a volumetric image of a 3D object. We introduce and
compare methods for time-domain and frequency-domain/swept-source OCT
implementations. We then proceed to show these methods experimentally, in both
lensless and high-NA configurations. All these variations are combined in one
versatile on-axis full-field OCT setup, allowing a direct comparison of the different
methods and implementations. With this system, we demonstrate depth-resolved
reconstruction of multi-layer samples, with an isotropic resolution at the 2-3 µm
level.
3.2 principles of computational oct
3.2.1 Computational TDOCT
In computational TDOCT, we measure interferometric intensities between the
diffracted light of the object and the reference. Spatially coherent broadband
light sources are required, as the numerical propagation step requires a well-
defined spatial phase profile across the object field-of-view. However, each spectral
component of the object exit wave propagates differently to the detection plane[38],
resulting in a wavelength-dependent interference pattern at the detector plane.
The recorded full-field image is then the incoherent sum of all these individual
spectral components. In this case, the function of the reference wave is not only
that of coherence gating, but also assisting to encode the phase information of the
diffracted object field in the interferograms.
For convenience, we expand the interferometric intensity in Eq. 2.52 into:
I(t) =
∫
[ | Ao |2 + | Ar |2 + Ao(ω)A∗r (ω)ei(∆ϕ(ω)−ωt)
+ A∗o (ω)Ar(ω)e
−i(∆ϕ(ω)−ωt) ] dω, (3.1)
where ∆ϕ(ω) = ϕo(ω) − ϕr(ω) denotes the initial phase difference between
the reference and the object signals. In a similar way to Fourier transform spec-
troscopy[117], a Fourier transform is performed on the intensity signal along the
time delay axis,
I(ω) = Ft{I(t)}
= Iδ(0) + Ao(ω)A∗r (ω)e
i∆ϕ(ω) + A∗o (−ω)Ar(−ω)ei∆ϕ(−ω). (3.2)
Three terms are obtained in Eq. (3.2): these are the DC term (i.e. at ω = 0), as
well as two cross terms at positive and negative frequencies, which are complex
conjugates of each other (see in Fig. 3.2(b)). The complex electric field information
is contained in these individual cross terms, and a single cross term can be
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Figure 3.2: (a) Simulated inteferometric intensity as a function of reference scan distances.
(b) Fourier transform of the inteferometric signal, where three terms (DC and
two cross terms) are separated in the frequency domain. (c) Simulated depth
response of a two-layer sample resolved from TDOCT. (d) Zoomed in intensity
distribution of the selected cross term in the positive part of the spectrum in
(b).
extracted from Eq. 3.2 due to the spectral separation as shown in Fig. 3.2(d). This
results in:
I+1(ω, x, y) = Ao(ω, x, y)A∗r (ω, x, y)e
i∆ϕ(ω,x,y), (3.3)
Thus for each location (x,y) on the detector, we obtain a complex spectrum, in
which the intensity is the product of the amplitudes of the reference and object
field (Fig. 3.2(b)), and the phase is the phase difference between them as can
be seen in Eq. 3.3. If plane waves are used as reference, this complex field is
proportional to the diffracted field of the object. In other words, we obtain the
full information of the spectrally resolved diffraction fields of the object, both the
amplitude and phase. Thus, numerical refocus can be performed, where each
individual diffraction pattern is numerically propagated back to the object plane
as
Eo(ω, x0, y0) = P{I+1(ω, x, y)}
= P{Ao(ω, x, y)A∗r (ω, x, y)e−i∆ϕ(ω,x,y)}. (3.4)
In order to retrieve the depth information, an inverse Fourier transform along the
frequency axis back to the time domain is performed:
Eo(t, x0, y0) = F−1ω {Eo(ω, x0, y0)}. (3.5)
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The time delay t is directly related to the axial position inside the object, as the
reflected light from an axial position z relative to the reference mirror distance
is given by z = 2ct. Thus the final result Eo(t, x0, y0) in Eq. (3.5) provides the full
three dimensional reconstruction of the object. Figure 3.2(c) shows the resolved
depth distribution of a simulated two-layer object.
3.2.2 Computational SSOCT
The computational SSOCT reconstruction shares the same principle as TDOCT,
except that it requires one more Fourier transform and the cross correlation term
is selected out in the time domain. As shown in Fig. 3.3(a), the three terms in
Eq. 2.55 are separated in the time domain. After selecting out one of the cross
terms, an inverse Fourier transform can be performed to obtain the spectrum as
shown in Fig. 3.3(b), which leads to the same result as in computational TDOCT
(Eq. 3.3), namely the full information of the diffracted fields from the object at
each spectral component. Subsequently we can follow the same steps (Eq. 3.4-3.5)




























Figure 3.3: (a) Intensity distribution after Fourier transforming the interferometric signal
in Fig. 2.13, where three terms (DC and two cross terms) are separated in the
time domain. (b) Intensity distribution after Fourier transforming the positive
cross order in Fig. 3.3(a) back to the frequency domain.
3.3 experimental setups and performance characterization
3.3.1 Setup
A key component in the experimental combination of OCT with lensless imaging
is a spatially coherent broadband light source. A broadband supercontinuum
white-light laser (NKT Photonics WhiteLase Micro, spectrum from 400 nm to 2000
nm, output power 200 mW) with a high degree of spatial coherence for all spectral
components is used as shown in Figure 3.4(a). Short-pass (1000 nm) and long-pass
(700 nm) color filters are used to select part of the spectrum for our experiments.
A polarizing beamsplitter cube is used to create two paths 1&2 and to provide
polarized input for the acousto-optic tunable filter (AOTF, Gooch and Housego:
TeO2 AOTF I-TF950-500-1-2-GH96) in path 2. After the polarizing beamsplitter
36 computational oct in time- and frequency-domain
L1  PH              L2supercontinuum       SP1000






















Figure 3.4: (a) Schematic of the setup. LP700: 700 nm long-pass filter, SP1000: 1000 nm
short-pass filter, PBS: polarizing beamsplitter cube, AOTF: acousto-optic tun-
able filter, BS: beamsplitter cube, M: mirror, FM: flip mirror, BD: beam dump,
L: lens, PH: pinhole. The setup has 4 different settings: low/high NA TDOCT
and low/high NA SSOCT. The gray box contains the components for the high
NA setting, consisting of an objective and a tube lens in the sample arm, and
the dispersion compensation glass in the reference arm. (b) Schematic of a
homemade 3-layer sample.
cube, path 1 (dashed line) is for TDOCT, where the light beam is directed by
mirrors M1, M2, and flip mirror FM into the telescope (1:12 magnification with a
50 µm pinhole at the common focal plane) for spatial filtering and collimation.
Path 2 (solid line) is for SSOCT, where an AOTF is used to sweep through the
spectrum. The AOTF has a broad tuning range from 700 nm to 1200 nm, with
sub-nanometer spectral resolution at a maximum modulation speed of 100 kHz,
allowing for fast acquisition. The sub-nm spectral resolution enables an imaging
depth up to 1.6 mm in air. The zeroth order transmitted beam from the AOTF
is blocked, and the first order beam is directed by mirror M3 and M4 into the
telescope and spatial filter that was already described above. The main imaging
part (dashed blue box) of the setup is based on a Michelson interferometer. The
components in the gray box are for high NA settings, where an objective (Mitutoyo,
M Plan Apo NIR 10x, 0.26 NA) and a tube lens (Thorlabs, TTL200) are arranged
in a telecentric configuration to guarantee a plane wave illumination [118]. Both
TDOCT and SSOCT can be performed in either lensless or high NA settings,
depending on insertion of these components. For the TDOCT measurements, a
reference mirror is mounted on a motorized stage (PI N-565 with controller E861,
13 mm travel range, 0.5 nm system resolution), which scans the time delay between
the reference and the sample arms with evenly spaced steps in a stop and go
configuration. The stabilization time of the stage for each step is roughly 100 ms.
As the shortest wavelength used in the experiment is 700 nm, to fulfill Nyquist
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sampling and to take into account the double path in the reflection geometry, the
biggest step size allowed is 175 nm. In our experiment 150 nm was chosen. At
each step, a polychromatic interferogram is recorded by a 2D image sensor. Two
different cameras have been used in the experiments, namely a Prosilica GT 3400
(Allied Vision Technology) with 3.69 µm pixel size and 3384*2704 pixels, and an
ORCA-Flash 4.0 V3 (Hamamatsu), with 6.5 µm pixel size and 2048*2048 pixels. In
the SSOCT measurements, the stage position is kept fixed, and spectral scanning
is performed through electronic control of the AOTF. In these measurements, the
camera is synchronized to the AOTF to record monochromatic interferograms at
each wavelength.
To demonstrate 3D image reconstruction, multi-layer samples (Fig. 3.4(b)) are
fabricated using UV lithography and thermal thin film deposition. Discrete struc-
tures are printed layer by layer using various metals, including gold, chromium,
and germanium, with a thickness between 10 to 50 nm. In between different layers,
photoresists are used as transparent media with a thickness ranging from 10 to
50 µm. Fabrication recipes are included in Appx. h.3.
3.3.2 Transverse resolution
The transverse resolution (half pitch) of the computational OCT system is in
principle limited by the diffraction limit of the imaging system, λ2NA . In reality,
the camera pixel size and dynamic range can become limiting factors if the spatial
sampling of the Fresnel diffraction pattern is not sufficient [71]. The simple lensless
arrangement, featuring only free-space propagation from sample to detector,
readily enables numerical aberration correction, but has a limited transverse
resolution. To characterize the transverse resolution, we measured a 1951 USAF
resolution target using the lensless TDOCT scheme (Fig. 3.4 without the high-NA
parts in gray). An example of a measured polychromatic interferogram is shown
in Fig. 3.5(a) and the 2D reconstruction is shown in Fig. 3.5(b) where the smallest
resolved feature has a width of 11 µm (element 4 in group 5). In this case, the
refocus distance from the camera plane to the object plane is 62 mm, which in
principle leads to a detection NA of 0.08. With the central wavelength 780 nm, the
diffraction limited resolution is 4.9 µm, which is a factor two lower than what is
actually achieved. This discrepancy is mainly due to the limited dynamic range of
the camera, leading to a reduced signal strength for the higher diffraction angles
of the structure.
In order to improve the transverse resolution, the high-NA optics is used as
shown in Fig. 3.4(a). This increases the detection NA to 0.26, and at the same
time the additional 10x magnification of the imaging system results in an effective
sub-micron pixel size in the detected image (0.65 µm for the Hamamatsu camera,
and 0.369 µm for the AVT). This makes it possible to achieve diffraction-limited
resolution. The OCT measurements can be done either in the image plane or in an
out-of-focus Fresnel diffraction plane. Figure 3.5(c) shows a high-NA measurement
of the USAF target in the Fresnel regime, performed with SSOCT. After extracting
the phase of the diffraction patterns at each wavelength using the methods
described in the previous section, we numerically refocus the sample in Fig. 3.5(d).
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Figure 3.5: Typical imaging results obtained with lensless OCT in different configurations.
(a,b) Measurement and reconstruction of a USAF sample using the lensless
TDOCT method. (c,d) Measurement and reconstruction of a USAF sample
using the high-NA SSOCT method.
The smallest element (element 6 in group 7) on the USAF target is well resolved,
demonstrating a transverse resolution better than 2.2 µm.
3.3.3 Axial resolution
Similar to traditional OCT, the axial resolution of our imaging systems are deter-
mined by the coherence length of the light source. The axial point spread function
is mainly determined by the shape of the source spectrum, but dispersion dif-
ferences between the reference and sample arm need to be compensated as well
to achieve optimum depth resolution. Gaussian shaped spectra are considered
ideal for not having side lobes in the axial response. However, most broadband
light sources do not have smooth Gaussian spectra, thus spectral shaping before
and after data acquisition have both been studied [119–122]. Numerical spectral
shaping in the post-processing step has the advantage that it also accounts for the
spectral response of optical components and detector. Besides Gaussian spectra,
other spectral shapes have been proposed to improve axial resolution, includ-
ing flat, Hamming-windowed, as well as adaptively shaped spectra for sidelobe
reduction [123, 124]. In our case, the complex spectrum of the backscattered
light recorded by the camera can be calculated by Eq. 3.3, directly enabling post-
processing spectral shaping. With a desired shape, for instance a super-Gaussian
spectrum, we calculate the ratio between the original resolved spectrum and the
desired spectrum to obtain a correction curve. In Fig. 3.6(a), the resolved spectrum
from a USAF target measurement (using high-NA SSOCT), together with the
assigned super-Gaussian shape is presented. The corresponding axial responses
for the direct source spectrum, the super-Gaussian filtered spectrum, and the
dispersion-compensated filtered spectrum are plotted in Fig. 3.6(c). It can be seen
that the raw broadened, noisy axial response (blue trace) is only slightly improved
after the spectral shaping (orange trace), and that the main improvement comes
from the numerical dispersion compensation as will be further discussed below.
The main obstacle for getting an optimal axial resolution in our system is
chromatic dispersion. When light of a broad spectral range passes through an
asymmetric interferometer that has different amounts of dispersive materials in














360 380 400 420 
Frequency(THz)
360 380 400 420 
Depth (μm)
50 100 150 200 

















































Figure 3.6: A USAF sample measured by high-NA SSOCT method: (a) Resolved spectrum
and final shaped spectrum. (b) Averaged phase (left axis) and extracted disper-
sion (right axis). (c) Axial response from the raw data, after spectral shaping
and after dispersion compensation (final).
the two arms, a spectrally dependent phase mismatch between the light fields
from the two arms is induced. This is a common problem in traditional OCT,
causing a deterioration of the achievable axial resolution. In order to achieve
Fourier-limited axial resolution, both hardware- and software-based dispersion
compensation methods have been proposed. Choosing identical optics or adding
dispersive materials to physically match the optical materials in the two arms
of the interferometer can compensate for non-sample induced dispersion [125,
126]. Theoretical modeling of dispersion from specific samples, e.g. human eyes,
has been applied to obtain optimal axial resolution [127, 128]. Additionally,
iterative optimization based on the sharpness of the image has been demonstrated
[129, 130], as well as numerical dispersion control to increase the axial range
in frequency-domain OCT [104, 131]. The interferometric OCT measurement
scheme directly provides the phase information in the spectral domain (Eq. (3.3)),
facilitating numerical dispersion compensation. The measured phase difference
∆ϕ(ω) between the backscattered object field and reference field can be expanded
into a Taylor series [132]:












(ω−ω0)2 + ... , (3.6)
where the zeroth-order term ϕ(ω0) is a constant phase term at frequency ω0, and
the first-order term (the group delay) represents the linear phase difference due to
the global optical path delay between the reference and the object. The longer the
delay, the steeper the slope of the phase d∆ϕdω . The second- and higher-order terms
are referred to as the dispersion terms that lead to broadening and distortion
of the axial resolution, and any (numerical) dispersion compensation scheme
aims to minimize these terms. In our lensless arrangement, direct characterization
of dispersion is done by fitting a linear function to the resolved phase along
the frequency axis and calculating the residual. In the high-NA arrangement, a
combination of software- and hardware-based compensation is required, as the
dispersion caused by the objective and tube lens in the sample arm is so severe
that the first order interference signals extend well beyond the axial measurement
range. Thus, prior to the numerical compensation, dispersive glass is added
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in the reference arm to reduce the dispersion to a level where extraction of
the interferometric cross-term (Eq. 3.3) is feasible. In Fig. 3.6(b) we show the
resolved phase and dispersion from the USAF sample measurement. The final
axial response after both spectral shaping and dispersion compensation is plotted
in Fig. 3.6(c), where 3.5 µm axial resolution in air is achieved. Considering that
the DoF of the high NA system is 12 µm, the achieved axial resolution is more
than 3 times better. Note that this short DoF would severely limit the axial
measurement range in traditional OCT. In contrast, the numerical refocusing
capability of computational OCT allows the use of such a high-NA configuration
while maintaining the axial range set by the spectral resolution of the measurement
system, without loss of transverse resolution outside the DoF.
3.4 experimental results on computational 3d imaging
In the previous section we discussed characterization measurements on a single-
layer USAF sample using different combinations of low- and high-NA, TDOCT
and SSOCT to benchmark the achievable resolution. As a next step, reconstruc-
tions of home-made lithographic multi-layer samples are presented, and the
performance of TDOCT and SSOCT is compared. As a first experiment, a home-
made two-layer sample is measured in the low-NA lensless TDOCT arrangement,
where a stack of polychromatic diffraction patterns is recorded during the data
acquisition. In Fig. 3.7(a), the interference between the diffracted fields from the
sample and the reference fields is shown. After numerical reconstruction, two dif-
ferent structures separated in depth are resolved, which are shown in Figs. 3.7(b)
and 3.7(c), respectively. Due to the opacity of the top layer (consisting of 50 nm
thick gold), a shadow is projected on the bottom layer tomogram. For compari-
son, the optical microscope image of the sample is shown in Fig. 3.7(d), where
both layers are shown at the same time. The second row of Fig. 3.7 shows the
reconstruction of another two-layer sample with smaller feature size measured in
the high-NA TDOCT arrangement. Following the same reconstruction procedure,
2 µm features are resolved.
As a first characterization of the SSOCT method, the reconstruction of a home-
made three-layer sample measured in the high-NA arrangement is shown in
Fig. 3.8. The three-layer sample is placed outside the focal plane of the objective.
As can be seen in Fig. 3.8(a), all three-layer structures are out of focus. The re-
solved depth distribution of the whole sample, after the dispersion compensation
and spectral shaping, is plotted in Fig. 3.8(b). In this graph the depth axis cor-
responds to the physical distance of the sample, which is converted from the
direct result of optical distance while taking into account the double pass in the
reflection geometry and the refractive index of the sample. From this measure-
ment a depth resolution of 2.3 µm (FWHM) in the sample is obtained, and the
physical distance between adjacent layers is measured to be 15 µm, which agrees
with the expectation from the fabrication procedure. Figures 3.8(c) and 3.8(g)
are the optical microscopy images taken from both sides of the sample, where
the structure on the middle layer is not recognizable. In contrast, reconstructed
tomograms of all three layers of the sample as measured with computational OCT
are shown in Figs. 3.8(d-f) respectively. The structured layers in this three-layer
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Figure 3.7: Row 1: Measurement of a two-layer sample in the low-NA TDOCT config-
uration. Row 2: Measurement of a different two-layer sample with smaller
features (in order to show the improved transverse resolution) in the high-NA
TDOCT configuration. (a) A raw camera frame from the stack of polychromatic
interferogram measurements. (b,c) Reconstructed tomograms of the top and
bottom layers of the sample. (d) Optical microscope image (5x, 0.13 NA) of
the sample. The scale bar specifies the transverse dimension of the two-layer
sample. The axial separation of the two layers is 26 µm. (e) A raw camera
frame from the stack of polychromatic interferogram measurements. (f,g) Re-
constructed tomograms of the top and bottom layers of the sample. (h) Optical
microscope image (10x, 0.25 NA) of the sample. The scale bar specifies the
transverse dimension of the two-layer sample. The axial separation of the two
layers is 28 µm.
sample are made of 10 nm thick layers of Germanium, which are semi-transparent
in the near-infrared range. Therefore, the shadowing effect that is visible in the
reconstructions shown in Fig. 3.7 is much less apparent in the middle (c) and
bottom (d) layer reconstruction for this object. In these high-NA measurements,
the axial extent of the sample is larger than the DoF of the system. Therefore,
numerical refocusing is done for each layer separately to obtain focused images of
the individual layers. In Fig. 3.8(h-j) we show the three-layer reconstruction when
only one focal distance (for the bottom layer of the sample Figs. 3.8(f,j)) is chosen.
The defocus effect in the middle layer (Fig. 3.8(i)) and the top layer (Fig. 3.8(h))
can be observed.
To enable a direct comparison, the same three-layer sample is also measured in
the high-NA TDOCT arrangement. Eight hundred images are recorded covering
a scanning range of 120 µm in air (corresponding to 80 µm in the sample). Due to
the limited speed of the scan stage, the data acquisition takes about 60 seconds,
which is more than 10 times slower than the acquisition time in SSOCT, where
400 images are recorded during a wavelength scan from 700 nm to 850 nm. Due
to the fast AOTF sweeping, in SSOCT the speed limitation is the camera (max
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Figure 3.8: (a) A single camera frame taken from a high-NA SSOCT measurement se-
ries. (b) Resolved depth distribution of the three-layer sample. (c,g) Optical
microscope image (10x, 0.25 NA ) of the three-layer sample from the front and
back sides. The scale bar specifies the transverse dimension of the three-layer
sample. The separation between adjacent layers is 15 µm. The 3D rendering
of the sample is shown in Fig. 3.4(b). Reconstructed tomograms of the three
layers of the sample with (d-f) and without (h-j) numerical refocusing for each
individual layer.
100 fps), while in TDOCT the main limitation is the time required for accurate
stage positioning. In fact, in our present setting the SSOCT measurement covers a
3 times larger depth range within the aforementioned measurement time, so that
the difference in data acquisition speed actually reaches a factor 30.
The resolved depth resolution in TDOCT is 2.3 µm, which is the same as in
SSOCT within the experimental accuracy (see Fig. 3.9(a,b)). The resolved positions
of the peaks are all relative to the starting position of the reference, so the absolute
numbers in terms of depth can be different. The peak width and the relative
distance between the peaks as measured with the two different methods are both
in good agreement. The total incident energy on the sample integrated over the
duration of the scan was 17 µJ and 31 µJ for TDOCT and SSOCT respectively. At
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these energies the final signal to noise ratio (SNR) in TDOCT is 3 dB lower than
in SSOCT, which is directly explained by the difference in energy on sample. For
further comparison, a series of simulations has been performed to investigate the
noise sensitivity of the respective methods (Fig. 3.9(c,d)). From these simulations
we find that the influence of the background signal, which is less than 5% of
the maximum signal level in our measurements, has a limited effect on the SNR
in both cases. However, in principle TDOCT is more sensitive to the noise from
the detection side compared to SSOCT, because in the latter case any randomly
distributed noise will be filtered by the additional Fourier transform [99, 100]. This
can be seen in Figs. 3.9(c) and 3.9(d), where 30% noise is added in the simulation
on a two-layer object in both TDOCT and SSOCT. The noise floor is significantly
increased for the case of TDOCT, while the SNR for the SSOCT reconstruction is
only slightly affected.
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Figure 3.9: Experimentally determined depth distribution of the three-layer sample mea-
sured with (a) high-NA TDOCT and (b) high-NA SSOCT on a logarithmic
scale. (c,d) Simulated depth response with 30% noise added, and without
noise on a two-layer object.
In summary, we have shown a comprehensive comparison of computational full-
field OCT methods for tomographic reconstruction of 3D objects. In a single setup,
we have combined low- and high-NA imaging systems as well as time-domain and
swept-source OCT configurations, enabling a direct comparison of these different
methods in terms of achievable resolution, depth range, measurement speed and
noise sensitivity. Using this system, we show the advantage of computational
imaging methods in OCT to enable high-NA transverse imaging combined with a
large depth range that extends well beyond the DoF of the imaging hardware. The
lensless (low-NA) arrangement allows for a simple and flexible experimental setup,
but has a limited transverse resolution. A significant resolution improvement is
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provided by incorporating high-NA optics, which does require additional effort
in dispersion balancing in the setup. With a homemade three-layer sample, we
demonstrate a 3D reconstruction with 2 µm transverse and 3.5 µm axial resolution,
and a measurement depth range of >200 µm.
3.5 inverse scattering point of view of oct
We have shown that numerical refocusing can be used to enable a large imaging
depth across the object, where different back-propagation distances can be chosen
to produce sharp images at different depths inside a 3D object. In this section,
we show that it is possible to bring the complete depth range of a 3D object into
focus simultaneously. This is realized by interpreting OCT data in the inverse-
scattering point of view [116]. Here, we show both the theoretical derivation and
















Figure 3.10: Schematic of an OCT measurement geometry. (x′, y′, z′) is the object co-
ordinates, and (x, y, z) is the detection coordinates. η(x′, y′, z′) is the 3D
susceptibility function of the object. The equivalent position of the reference
mirror in the interferometric detection in SSOCT is marked by the vertical
lashed line. zr represents the optical delay distance between the top layer
of the object and the reference. For convenience, we set the first layer of the
object at z′ = 0, and the detector plane at z′ = z.
In order to better understand the problem, we start from setting up the forward
model in full-field SSOCT. It is convenient to formulate the model in the frequency
domain, nevertheless it has been shown in Sec. 3.2 that TDOCT shares the same
principle. As depicted in Fig. 3.10, a 3D object, described by the susceptibility
function η(r′), is illuminated by a plane wave along z′ direction given by:
Ei(r′; k) = A(k)e−ikr
′ ·ẑ+iφ0(k), (3.7)
where r′ = (x′, y′, z′) denotes the object coordinates, k = 2πλ is the wavenumber,
A(k) is the power spectral density of the broadband light source, and φ0(k) is the
initial phase difference at each frequency. Under the first Born approximation [133],
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where r = (x, y, z) denotes the position vector in the detection coordinates as
shown in Fig. 3.10. Returning from the other arm of the interferometer, the
reference field at the detector plane can be expressed as:
Er(r; k) = A(k)ei[k(z−zr)+φ0(k)], (3.9)
where zr represents the optical path length difference between the reference beam
and the first layer of the object as shown in Fig. 3.10. Note that we assume a perfect
flat mirror with reflectivity of 1 and the phase-shift induced upon reflection is
neglected. At the detector plane, the measured intensity of the interference signal
between the back-scattered field from the object and the reference field is given
by:
I(r; k) = |Er(r; k) + Es(r; k)|2. (3.10)
As explained in section 3.2.2, one of the cross terms can be selected out:











From Eq. 3.11 we can see that one of the advantages offered by the interferometric
detection of OCT is that the initial phase difference φ0(k) between wavelengths is
canceled out. In order to solve for the object susceptibility η(r′) from Eq. 3.11, we









where the 2D Fourier transform of the Green’s function is calculated by using the







In the above equations, k|| = kx + ky, kz =
√
k2 − k2||. We can see from Eq. 3.12
that the 3D integral term takes the form of a 3D Fourier transform:∫∫∫
V
η(r′)e−i[k|| ·r
′+z′(k+kz)]d3r′ = η(q)|qx=kx ,qy=ky ,qz=k+kz . (3.14)




η(q)|qx=kx ,qy=ky ,qz=k+kz , (3.15)
which gives the relation between the cross term obtained from OCT measurements
and the 3D Fourier transform of the object susceptibility function. The latter is
given by:
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Since originally the OCT data (E+1) is uniformly sampled in kx, ky and k, we
need to first resample the data uniformly in the 3D Fourier coordinates qx = kx,
qy = ky, and qz = k + kz(kx, ky) via interpolation. Then a one-step 3D inverse
Fourier transform can reveal the susceptibility distribution of the sample:









and in this case all the depths inside the object can be focused at the same time.
For a clear comparison to the single-layer back-propagation approach, we
rearrange Eq. 3.12 by calculating only the 2D Fourier transform along axes x′ and









where we can see that the term e−iz
′kz represents the depth-related phase accu-
mulation, namely the diffraction effect inside the object. Back-propagating to a
specific depth fails to account for the diffraction effect of signals returned from
other depths inside the object, therefore limiting the focus range to the DoF of the
system. Thus resampling eliminates the DoF limitation, enabling simultaneous
refocus of the entire object.
To verify this concept, we apply the resampling approach to both simulated and
measured data. First, we performed a SSOCT simulation on a two-layer sample,
where the layer separation is 650 µm and the DoF is 60 µm . In Fig. 3.11(a) and
(b), the reconstructed tomograms without resampling are shown. When choosing
the correct back-propagation distance for the top layer (a cross), we can see that
the reconstructed bottom layer structures (circles) are severely defocused. After
resampling, the reconstructed tomograms are shown in Fig. 3.11(c) and (d), where
both depths are in focus. In fact, the shadow of the top layer cross becomes blurred
on the bottom layer in Fig. 3.11(d). The same comparison for the measured data is
presented in Fig. 3.12, where Fig. 3.12(a-c) are tomograms reconstructed without
resampling, and the back-propagation distance is chosen for the bottom layer.
Since the layer separation is 15 µm and the DoF is 12 µm, only a slight defocus
effect can be observed on the top layer reconstruction (in Fig. 3.12(a)). After
resampling, the reconstructed tomograms are shown in Fig. 3.12(d-f), where all
three characters are sharp simultaneously and less cross-talk is observed.
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top layer                             bottom layer
(c) (d)
(a) (b)
Figure 3.11: Simulation of a two-layer object: (a)(b) Tomograms of the top and bottom
layer before resampling. (c)(d) Tomograms of the top and bottom layer after
resampling.
top layer                     mid layer                 bottom layer
(f)(e)(d)
(a) (b) (c)
Figure 3.12: Experimental results of a three-layer sample: (a-c) Tomograms of the three
layer before resampling. (d-f) Tomograms of the three layer after resampling.
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P T Y C H O G R A P H I C O P T I C A L C O H E R E N C E
T O M O G R A P H Y
ABSTRACT
Computational imaging is a powerful approach to microscopy, in which the per-
formance of an imaging system can be enhanced beyond conventional hardware
limits. Ptychography in particular has proven to be a robust computational imag-
ing technique capable of producing quantitative images of complex electric fields.
The ability for high-resolution depth sectioning is a major advantage for any
imaging method, which so far has remained challenging for wide-field compu-
tational imaging methods. Here we demonstrate an approach to high-resolution
3D computational imaging, by combining ptychography with spectral-domain
imaging methods inspired by optical coherence tomography (OCT). This results
in a simple and flexible imaging system that features the main advantages of
OCT, such as the ability for depth-sectioning without the need for sample rota-
tion, decoupling of transverse and axial resolution, and an axial resolution only
determined by the source bandwidth. Furthermore, the interferometric reference
needed in OCT is replaced by computational methods, further improving the
simplicity and robustness of the hardware layout. As ptychography is capable
of separating the influence of the probe beam, speckle-free images are obtained.
We demonstrate the capabilities of ptychographic optical coherence tomography
(POCT) by imaging an axially discrete two-layer lithographic structure, as well as
an axially continuous mouse brain sample .
A research article based on this chapter has been published: "Du, M., Loetgering, L., Eikema, K.S.E.
& Witte, S. Ptychographic optical coherence tomography. Optics Letters 46, 1337-1340 (2021)."
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4.1 introduction
Ptychography [30, 31] is a powerful computational imaging technique, which
has been successfully applied using various radiation sources, e.g. optical, EUV,
x-ray and electron sources [78, 84, 85, 87]. In addition to ptychography’s success
in two-dimensional imaging, various methods have been investigated to extend
the technique to three dimensions. The 2D or single-slice ptychographic forward
model assumes a thin object such that the interaction between the probe and
object can be factorized into a simple multiplication [78]. For thick samples that
do not satisfy the multiplication condition, multi-slice ptychography [89, 90,
134] has been developed to computationally divide the thick sample into thin
slices such that on each slice the 2D ptychography approach is applicable. Then,
by sequentially propagating the modified waves through the thick object slice
by slice, a three-dimensional (3D) reconstruction can be recovered. Multi-slice
ptychography has been demonstrated with optical, x-ray, and electron sources [90,
135, 136], and its limitations have been explored [134]. One complicating factor is
that the axial sectioning requires a highly structured probe beam. In addition, the
depth resolution of the multislice method is limited to the order of the depth-of-
field (DoF) of the ptychography setup, which makes it challenging to image axially
continuous objects. Another approach to extend conventional ptychography to 3D
is to combine it with other 3D imaging modalities. In the x-ray regime, techniques
termed ptychographic tomography (PT) [20, 91, 137] and laminography [138, 139]
combine 2D ptychography with computed tomography (CT), where a 3D image is
reconstructed tomographically from 2D reconstructions at different object viewing
angles. Recently, an addition to PT, namely multi-slice ptychographic tomography
(MSPT) [140], has been introduced to extend the imaging depth of the technique
while preserving the depth resolution. But in general, a drawback of tomographic
techniques is the requirement for dense, time consuming angular scans.
In the optical regime, one of the most influential 3D imaging methods is optical
coherence tomography (OCT) [2, 141–143]. OCT obtains 3D information of an
object by measuring interference signals between light backscattered from the
object and an external reference using a broadband light source. Depending
on measurement schemes, two main variations are time-domain OCT [2] and
Fourier-domain OCT [144, 145]. The former directly measures interference signals
as a function of time delay by scanning a reference arm axially, while the latter
measures interference signals as a function of wavelength by either using a
spectrometer or a swept-source, which offers speed and sensitivity advantages [99–
101]. OCT has also been extended and/or combined with other computational
imaging techniques to account for refractive distortion and multiple scattering
inside the imaged 3D volume [33, 34, 106, 146]. OCT is a coherent imaging
modality and as a result requires the use of a stable interferometric reference
arm to encode temporal phase. The conversion of the resulting interferograms
into depth information does have limitations in the form of autocorrelation and
conjugate image artefacts. Furthermore, OCT suffers from speckle noise intrinsic
to most coherent imaging methods.
Here we present a new technique that enables high-resolution 3D imaging in
a reflection geometry, without the need for object rotation or interferometry, by









Figure 4.1: Schematic illustration of the ptychographic optical coherence tomography
concept. A) Diffraction patterns of the irradiated object are recorded with
a camera for a series of sample translations, and a fast wavelength scan is
performed at each ptychographic scan position. B) The imaging strategy results
in a frequency-resolved set of diffraction patterns. C) 2D ptychographic image
reconstructions are performed at each wavelength, to retrieve the wavelength-
dependent complex-valued exit surface wave. The relative phase between the
different wavelength images is set by phase synchronization at a synthetic
reference plane. A 1D Fourier transform from frequency- to time-domain then
reveals the depth information in the 3D object.
combining ptychography with swept-source OCT. We demonstrate this ptycho-
graphic optical coherence tomography (POCT) technique using a near-infrared
swept-source laser in a lensless ptychographic setup, where a fast wavelength scan
is performed at each ptychographic scan position. The POCT concept is outlined
in Figure 4.1.
Inheriting from OCT, the axial resolution in POCT is decoupled from the lat-
eral resolution and only limited by the source spectral bandwidth. This feature
enables fine depth sectioning, not limited by the DoF of the imaging setup that
would limit a multi-slice ptychography approach. The electronically controlled
wavelength scan offers a speed advantage over angular scans needed in tomo-
graphic approaches. Furthermore, by using ptychography’s ability to retrieve the
complex-valued fields of both the probe beam and the object, POCT provides clean
tomographic reconstructions free of speckle artefacts that are common in OCT.
As the phase is retrieved through computational methods, the interferometric
reference arm can be eliminated from the setup, resulting in a simple, compact
and robust layout. We show POCT reconstructions of both an axially discrete
two-layer lithographic sample and an axially continuous mouse brain sample.
4.2 experiment and methods
Figure 4.2 shows the schematic of the POCT experimental configuration where
a swept-source is used in a reflection ptychography setup. Details of the swept-
source system are described in Sec. 3.3.1. In the reflection ptychography part, an
iris is imaged onto the sample surface to create a localized probe. The sample
is translated by a 2D motorized stage in a Fermat’s spiral pattern [147]. At each
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Figure 4.2: POCT experimental setup. The swept-source section consists of a supercontin-
uum laser (SC), a short pass (SP: 1000 nm) and long pass (LP; 700 nm) filters,
polarizing beam splitters (PBS) and an acousto-optic tunable filter (AOTF).
BD1,2: beam dumps. Lenses L1 ( f1 = 50 mm) and L2 ( f2 = 150 mm) are used
to expand the beam. An iris is imaged onto the sample surface by the lens L3
( f3 = 50 mm). The object is mounted on an encoded 2D translation stage (2x
Smaract SLC-1770-D-S, 46 mm travel range, 70 nm repeatability). The backscat-
tered light from the sample is directed by a beamsplitter(BS) to a CCD camera
(AVT prosilica GX1920, 14 bit, pixel size 4.54 µm), with which intensity images
are recorded.
scan position, an equidistant frequency scan is performed and monochromatic
back-scattered intensity patterns are recorded by the camera at each frequency.
Lenses L1, L2, L3 and the iris are used to create and control a localized probe for
ptychography.
After the data acquisition, single-slice ptychographic reconstructions are per-
formed at each wavelength. Theoretically, the multiplicative approximation in
single-slice ptychography holds [148] when the sample thickness T satisfies
T ≤ 2(∆r)
2
λ , where λ is the wavelength and ∆r = λ/NA is the lateral spatial
resolution. Numerical simulations [134] have shown a more relaxed criterion:
T ≤ 5.2(∆r)
2
λ , which is more than two times the theoretical limit. Under the mul-
tiplicative approximation, single-slice ptychography offers quantitative object
reconstruction, with which high-resolution surface profilometry has been success-
fully demonstrated [84, 149]. By measuring semi-transparent samples and using
multiple-wavelength measurements, POCT aims at volumetric imaging.
Our data analysis pipeline is summarized in Fig. 4.3. At the starting wave-
length, we use an auto-focus algorithm specifically tailored to ptychography [150]
to calibrate the sample-detector distance. Using this calibration, a momentum-
accelerated ePIE algorithm [93, 94] is used to reconstructed the object and probe.
Thanks to the small step size in the wavelength scan, the previously reconstructed
probe and object can be used as initial guesses for the following reconstruction
to speed up the convergence rate. In this way ptychographic reconstructions are
performed wavelength by wavelength.
Although quantitative object reconstructions are obtained at each wavelength,
initially they appear uncorrelated because of several reasons. Firstly, the recon-
structed object pixel size is proportional to the wavelength since Fraunhofer
propagation [38] is used. Secondly, the absolute lateral position of the object is
one of the ambiguities of ptychography, thus object reconstructions are arbitrarily
shifted as shown in Fig. 4.3. Last but not least, there is a random constant phase
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phase synchronized depth resolved 
Figure 4.3: POCT data analysis pipeline, after measuring diffraction images at M scan
positions with N wavelengths. Single-slice ptychographic reconstructions are
performed for each wavelength λN , after which all object reconstructions are
aligned by scaling and registration, and phase synchronized using a synthetic
reference signal. A final Fourier transform reveals the depth distribution.
term for each object reconstruction due to the non-uniqueness of a constant phase
offset in ptychography. For lateral alignment, all estimated objects are scaled and
linearly interpolated to the reconstruction with the smallest pixel size, and then
registered with sub-pixel precision [151]. The phase relation between the different
wavelength images can be determined from the object itself, thereby replacing
the external interferometric reference surface in swept-source OCT, provided
the signal is dominated by a single depth reflection at one object location. In
contrast to common-path OCT [152], no flat reference layer is required as phase
shifts in one layer are identified by the ptychographic reconstruction upon phase
synchronization at a single object location (pixel). Once a reference position is
chosen, we synchronize the constant phase offsets of all wavelengths at this posi-
tion. Finally, a 1D Fourier transform along the wavelength axis reveals the depth




|λ1 − λN |
. (4.1)
Taking into account the refractive index n of the object and the double pass in the
reflection geometry, the physical depth resolution is given by ∆zphy =
∆zopl
2n .
4.3 results and discussion
4.3.1 Two-layer sample reconstruction
As a first demonstration of POCT, a custom-made two-layer sample has been
measured, which consists of metal structures axially separated by a layer of
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transparent polymer. Fabrication details of the sample can be found in h.3. A 3D
representation of the sample is shown as part of the setup schematic in Fig. 4.2,
and Fig. 4.7(a) shows the optical microscope image of the sample.
In POCT, data is recorded using an integration time of 1 ms per exposure,
using an average power on the sample of 2.2 µW per wavelength. We use N = 51
wavelengths ranging from 708.8 nm to 802.8 nm and M = 201 transverse scan
positions. we use structured probe beams as illumination, which are created by
masking the iris in the setup with a piece of scotch tape. Single-slice ptychography
reconstructions are performed wavelength by wavelength. Figures 4.4(a,b) show
the reconstructed object and beam at the shortest wavelength of 708.8 nm. As can
be seen in Fig. 4.4(c), in total 600 iterations are performed for each wavelength.
Figures 4.4 (d-k) show reconstructions at four other wavelengths. The probe beams
have a diameter of around 700 µm.
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Figure 4.4: Single-wavelength reconstruction results for the two-layer sample. (a-c) Recon-
structed object, probe, and error at 708.8 nm. (d-k) Reconstructed objects and
probes at four wavelengths λ = 740.5, 775.1, 813.0, 802.8 nm, respectively. The
scale bars are 500 µm. The colorbar in (a) is shared among all the figures.
The sample-detector distance calibrated by zPIE [150] is 38.6 mm. At the shortest
wavelength of 708.8 nm and with the detection NA of 0.085, the lateral resolution
is λmax/2NA = 4.7 µm and the DoF is 240 µm. The optical sectioning resolution
∆zopt based on Eqn. 4.1 is 6 µm, resulting in a depth resolution of 2 µm, an
improvement over conventional ptychography by two orders of magnitude.
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Image scaling and registration
As mentioned in the methods, the object pixel size is dependent on the wavelength
since Fraunhofer propagation [38] is used in the ptychographic reconstruction.
As shown in Figs. 4.5(a,b), the object at 802.8 nm is smaller than the one at
708.8 nm. Also, due to the ambiguity of the absolute lateral position of the object
in ptychography, reconstructed images at different wavelengths are misaligned
as shown in Fig. 4.5(d), where we take the difference between two reconstructed
amplitudes. To properly align them, we calculate and correct for the lateral
shifts based on the amplitude images with sub-pixel resolution using the image
registration algorithm in Ref, [151]. In Fig. 4.5(c) we show the rescaled and
registered object at 802.8 nm, and the difference in amplitude between the two
wavelengths is shown in Fig. 4.5(e), which confirms the alignment.








Figure 4.5: Results of image scaling and registration. (a,b) Reconstructed complex-valued
object at the shortest wavelength λ = 708.8 nm and the longest wavelength
λ = 802.8 nm, respectively. (c) The resulted object at 802.8 nm after scaling and
image registration. (d,e) The difference between the reconstructed amplitudes
at the two wavelengths before and after scaling and image registration.
Phase synchronization and the dispersion effect
We show the total depth distribution of the two-layer sample without the phase
synchronization in Fig. 4.6(a), where three peaks are observed at −32.8 µm, 0 µm,
and 32.8 µm, respectively. The corresponding tomographic slices are shown in
Figs. 4.6(b-d), respectively, where we can see that the structures of the two layers
of the sample are mixed. For comparison, we show the results with the phase
synchronization step in Figs. 4.6(e-h), where two peaks are observed at −32.8 µm,
0 µm with higher contrast, and the corresponding slices in Figs. 4.6(f,g) show a
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successful separation of the two layers. Additionally, as the chosen reference pixel
is from the top layer, we can see that due to dispersion the peak for the bottom
layer at −32.8 µm is wider than the one at 0 µm. We fit a double Gaussian model
to the data (dashed curve in Fig. 4.6(e)), from which we obtain full width at half
maximum values of 2.4 µm and 1.4 µm, respectively.
0 0.5 1 0 0.05 0.1 0 0.5 1 0 0.05 0.1























Figure 4.6: Results of depth reconstruction without (a-d) and with (e-h) the phase syn-
chronization. (a,e) Total depth distribution of the two-layer sample summed
over all the pixels transversely. The plots are normalized to the maximum of
the signal (in e) with the phase synchronization step. The dashed curve is a
double Gaussian fit.
The resolved tomograms of the top and the bottom layers are shown in Fig. 4.7(b)
and (c) respectively. Figure 4.7(d) shows three depth plots at three locations
marked in Fig. 4.7(b) and (c) respectively. The phase synchronization was per-
formed at location 1. The width of the peaks shows that the expected depth
resolution of 2 µm is indeed achieved. We do observe a slight broadening of the
peak at location 2, which is caused by material dispersion of the spacer layer.
Phase synchronization at location 2 would have led to a spectrum-limited resolu-
tion at this depth, and more advanced numerical dispersion compensation should
enable depth-independent resolution. Because phase retrieval provides complex-
valued information rather than interferometric intensity measurements, the depth
sections in Fig. 4.7(d) largely suppress any autocorrelation artefacts or complex
conjugate signals common to spectral domain OCT. The lateral resolution is evalu-
ated by calculating the Fourier ring correlation (FRC) [153] of two object intensities
reconstructed from the shortest (708.8 nm) and longest wavelengths (803.8 nm),
and the 1/2-bit resolution criteria [154] is used. In Fig. 4.7(e), the object correlation
curve (solid line) is above the 1/2-bit threshold (dashed line) across the detected
spatial frequency spectrum, meaning that the two independent reconstructions
are consistent up to the Nyquist frequency. Thus the measured half-period lateral
resolution in our lensless setup is confirmed to be at the diffraction limit of 4.7 µm.
An advantage that ptychography brings to OCT is the ability to deconvolve the
probe from the object image. Coherent speckle noise is thus almost completely
eliminated, and the resulting images in Figs. 4.7(b,c) are free of typical coherent

















































Figure 4.7: (a) Bright-field optical microscope image of the sample. (b),(c) Reconstructed
tomograms of the top and bottom layers of a two-layer sample. The bottom
layer structure shows shadows of the opaque metal structures above. (d)
Reconstructed depth response at three locations marked in (b) and (c). (e) Solid
line: Fourier ring correlation (FRC) between object intensities reconstructed at
the shortest (708.8 nm) and longest (802.8 nm) wavelengths. Dashed line: the
1/2-bit resolution curve. (f) 3D rendering of the reconstruction, showing the
layer separation. The colorscale shows the normalized intensity (linear scale).
The distance in the z-direction is increased by a factor of 4 compared to the x-
and y-direction. A multi-angle projection of this 3D reconstruction is shown in
Supplementary Movie S1.
imaging artefacts caused by imperfections in the optical system. A 3D rendering
of the sample is shown in Fig. 4.7(f). As depicted in Fig. 4.2, the top layer is the
metal/air or polymer/air interface, and the bottom layer has metal structures at
the polymer/glass interface with matching refractive index. A 3D visualization
video is available online (Supplementary Movie S1).
4.3.2 Mouse brain sample reconstruction
In a second experiment, a cryo-cut unstained mouse brain slice with a nominal
thickness of 40 µm has been measured using POCT. This mouse brain sample
has continuous axial structures. A low-resolution, bright-field, reflection optical
microscope image of the sample is shown in Fig. 4.9(a). A high-NA objective is
used in the microscope to focus on the top and the bottom layer of the sample,
images of which are shown in Figs. 4.9(b) and 4.9(c). In the experiment, the
sample is measured with N = 49 wavelengths ranging from 708.8 nm to 851.3 nm
at M = 201 scan positions. A smooth beam with 0.6 mm diameter is used (see
Fig. 4.8), and the camera integration time is set to 3 ms per exposure. The average
power on the sample is 5 µW per wavelength.
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Figure 4.8: Single-wavelength reconstruction results for the mouse brain sample. (a-c)
Reconstructed object, probe, and error at 708.8 nm. (d-k) Reconstructed objects
and probes at four wavelengths λ = 740.5, 775.1, 813.0, 851.3 nm, respectively.
The scale bars are 500 µm. The colorbar in (b) is shared among all the figures.
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Examples of ptychographic reconstructions of the objects and probes at five
different wavelengths are shown in Fig. 4.8. 1000 iterations are taken for each
reconstruction. The optical sectional resolution ∆zopt is 4.3 µm. The calibrated
propagation distance from the object to the detector is 25.4 mm, resulting in a
detection NA of 0.12, a lateral half-period resolution of 3 µm, and a DoF of 106 µm.
Figure 4.9(d) shows the reconstructed tomogram of the deepest layer of the mouse
brain tissue, where the bright areas indicate the air/glass substrate interface and
the dark areas indicate the brain/glass interface. A tomogram of an upper layer
of the sample is shown in Fig. 4.9(e), where the bright areas are ridges of the
mouse brain tissue that correspond to the sharp structures in Fig. 4.9(b). Using an
averaged value of n = 1.38 for the refractive index of mouse brain tissue across
the full wavelength range [155], we obtain a value for the thickness of the mouse
brain of 20 µm with a depth resolution of 1.6 µm. Figure 4.9(f) shows a color-coded
height plot of the reconstructed sample, where for each pixel the height is chosen
at the maximum intensity location along the z direction. Figure 4.9(g) shows a 3D
rendering of the reconstructed mouse brain sample. A 3D visualization video is
available online (Supplementary Movie S2).
With the two-layer and mouse brain samples, we demonstrate that POCT suc-
cessfully performs depth-resolved imaging, where the lateral and axial resolutions
are decoupled. This shows that POCT has a great potential for 3D high-resolution
imaging. Compared to OCT, POCT does not rely on an external reference and
it deconvolves the illumination from the object reconstruction. Therefore POCT
does not suffer from reference- and illumination-induced artefacts. Additionally,
the current setup only contains a beamsplitter between the object and the camera,
thus the reconstruction results (Figs. 4.7(b, c) and Figs. 4.9(d, e)) are almost free of
typical coherent imaging artefacts (’speckle’) caused by imperfections in optical
systems.
One advantage of POCT over CT-based 3D imaging techniques [20, 91, 137,
140] is speed. Firstly, wavelength scanning is faster than mechanical stage rotation,
as our acousto-optic scanning method enables sub-ms wavelength switching
times, and fast cameras achieve multi-kHz update rates. Secondly, computational
complexity is reduced, as POCT only requires a series of 2D reconstructions plus
a phase synchronization step, and the correlation between different-wavelength
images provides a strong initial guess for both object and probe after a first
reconstruction at a single wavelength, ensuring fast convergence. Furthermore,
no image stitching algorithms are needed. Lastly, as the phase synchronization is
achieved numerically, no phase-stable optical path is needed.
In addition to the present swept-source implementation of POCT, the concept
can be extended to other methods in which wavelength-resolved diffraction data
is measured, such as Fourier-transform-based diffractive imaging [29, 156] or
computational time-domain OCT [157].
Going beyond the present proof-of-concept, various improvements can still be
envisaged. One clear limitation of POCT is the absence of coherent amplification by
a strong reference wave. We therefore envision the main applications of POCT in
material science and lithographic device inspection, where photon flux on sample
is not the limiting factor, or in situations where the generation of a reference beam
is challenging such as with extreme ultraviolet radiation. While in the lensless
















Figure 4.9: (a) Low-NA (0.13/5x) optical microscope image of the mouse brain sample.
Scale bar is 500 µm. (b),(c) High-NA (0.45/50x) optical microscope images of
the mouse brain sample focused at the top and bottom structures respectively.
Scale bar is 20 µm, shared between (b) and (c). (d) Reconstructed tomogram
of the bottom layer of the mouse brain sample (the air/glass (bright) or the
mouse brain/glass (dark) interface). (e) Reconstructed tomogram of the top
layer of the sample (the air/mouse brain interface). Scale bar is 500 µm, shared
between (d) and (e). (f), Color-coded height map of the mouse brain sample.
Scale bar is 500 µm. (g) 3D rendering of part of the reconstructed mouse
brain. The colorscale shows the logarithm of the normalized reflectivity. A
magnification factor 4 was applied in the z direction. A rotating projection of
this 3D reconstruction is shown in Supplementary Movie S2.
geometry the NA is limited by the sample-detector distance and detector size, the
use of high-NA optics can yield a significant transverse resolution improvement. In
addition, the axial imaging range is currently limited to the single-layer projection
limit in ptychography, which is typically in the order of tens or hundreds microns
at optical wavelengths. In principle, multi-slice ptychography [90, 134–136] can
be applied to extend this limit. Moreover, the current POCT implementation
has not taken sample dispersion into account, which may be possible through
adaptive optics [33]. Finally, although single-layer ptychography could handle
multiple scattering to a certain degree, more sophisticated forward modeling




We have introduced POCT as a new concept for high-resolution 3D optical imaging.
POCT successfully combines advantages of OCT and ptychography, decouples
the lateral and axial resolution while maintaining a large FoV, and requires only a
single viewing direction. Using a straightforward lensless imaging setup without
the need for interferometric reference, we demonstrate a diffraction-limited µm-
level 3D image resolution with both discrete and continuous samples. Further
improvements to this new imaging modality are clearly possible, and we believe
that the POCT concept has great potential as a simple yet robust 3D imaging
method, especially on planar nanostructures mounted on wafers, as is commonly
found in modern-day nanotechnology.
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ABSTRACT
In ptychography, redundant information is collected by scanning a probe trans-
versely across an object in overlapping regions. This allows for more unknown
quantities to be robustly recovered along side the 2D object itself, including 2D
complex illumination functions [78], coherence modes of the illumination [158],
and spectral content of the illumination together with spectral response of the
object [159]. This raises the question if a 3D object function can be recovered in a
similar fashion. It has been shown that a 3D transmission function of an object
indeed can be reconstructed using a multislice approach [89], which computa-
tionally segments a thick object axially into a stack of 2D slices, and recovers
both the illumination and object slice by slice. However, multislice ptychogra-
phy is tailored to transmission measurements where only forward propagation
is considered, which limits its suitability for solving image reconstruction in a
reflection geometry. In this chapter, we explore a different approach that is appli-
cable to both transmission and reflection ptychography. We start by considering
weakly scattering objects, for which the first Born approximation can be applied.
A 3D ptychography forward model is presented and reconstruction results from
simulation are shown and discussed.
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5.1 ewald’s sphere
The concept of the Ewald’s sphere was originally introduced in crystallography
to study and understand reciprocal lattices in order to analyze crystalline struc-
tures [23, 160]. Later it became a useful tool in diffraction tomography [82, 133, 161,
162], where measurements are performed in the reciprocal (or Fourier) space and
Ewald’s sphere reconstruction offers a straightforward geometrical perspective







Figure 5.1: Ewald’s sphere in 2D projection: ki represents a plane wave incidence, θmax
is the maximum detection angle, ks = ko − ki is the scattered wavevector. In
transmission, relatively low spatial frequencies in kz (orange) are detected, and
in reflection, relatively high spatial frequencies in kz (blue) are detected.
Here we introduce Ewald’s sphere as shown in Fig. 5.1, where a plane wave
illumination of a given wavelength λ and direction −→sz is represented by the wave
vector ki = 2πλ sz in Fourier space. Depending on the detection NA, or equiva-
lently the maximum detection angle θmax, the measurable outgoing wavevectors
end up on a shell of a sphere with a radius of 2πλ , namely Ewald’s sphere. The
2D projection of Ewald’s sphere is shown as a dashed circle in Fig. 5.1. Con-
necting the origin of the coordinate system with the sphere gives the scattered
wavevectors ks which reveal the spatial frequencies of the object. As can be seen
in Fig. 5.1, forward scattering contains low spatial frequencies in kz(orange) which
can be detected in transmission, and backward scattering contains high spatial
frequencies in kz (blue) which can be detected in reflection [161]. Given by the
Fourier transform relation, the detection range in Fourier space determines the
imaging resolution in real space. The detectable shell of Ewald’s sphere naturally
has a smaller extent in kz than in kx and ky, and this offers an intuitive way to
5.1 ewald’s sphere 65
understand the achievable resolution differences in the lateral and axial directions
in conventional microscopy.
Ideally, if we can measure the 3D distribution of the scattered field in the Fourier
space, a direct Fourier transform would solve for the 3D scattering potential (or
the complex refractive index) of an object. In practice, a 2D detector only measures
a limited shell inside the 3D Fourier space. Generally there are two ways to
cover more area in the Fourier space in order to achieve 3D imaging: one is
to increase the illumination angle by either rotating the incident beam or the
object itself as in diffraction tomography, and the other way is to use different
wavelengths [161, 162] as in computational OCT. Note that extending the range
of illumination angles or wavelengths has a different effect in transmission and
reflection detection, which is summarized in Fig. 5.2. Figure 5.2(a) shows that
changing the illumination angle is equivalent to shifting the center of Ewald’s
sphere on the small sphere S1, and the detectable fraction of the sphere (in
orange) correspondingly shifts around. Since all shifted spheres go through the
origin, the total detectable region forms an elongated donut-like shape, and
in the center the lack of information gives rise to the missing cone problem
in diffraction tomography [164]. For comparison, Fig. 5.2(b) shows the case of
changing illumination wavelength in transmission, where different wavelengths
correspond to a different sphere. Note that dispersion is not represented here.
Shorter wavelengths correspond to spheres with larger radii. With the same
detection NA, shorter wavelengths cover a larger area in Fourier space, and
thus lead to higher reconstruction resolutions. Different illumination wavelengths
probe similar information, as all the detectable regions collapse to the zero spatial
frequency of the scattering object as shown in Fig. 5.2(b). Figure 5.2(c) and (d)
show the effects of changing illumination angle and wavelength in reflection,
respectively. As can be seen, changing illumination wavelengths in a reflection
geometry (Figure 5.2(d)) extends the coverage in kz effectively, which gives the
advantage of increasing the depth resolution. Figure 5.2(e) and (f) show the
combination of transmission and reflection detection for the cases of extended
illumination angles and wavelengths. In conclusion, with a fixed detection NA,
varying illumination angle improves the axial resolution more effectively in
transmission and extending illumination wavelength improves the axial resolution
more effectively in reflection. A complete way to cover the Fourier space is to
measure in both transmission and reflection geometries and by utilizing both
angular and spectral diversities as shown in Fig. 5.2(g).



























vary illumination angle vary illumination wavelength
Figure 5.2: Ewald’s sphere reconstructions. (a)(b) In transmission, varying illumination
angles and wavelengths respectively. (c)(d) In reflection, varying illumination
angles and wavelengths respectively. (e)(f) Combining transmission and re-
flection, varying illumination angles and wavelengths respectively. (g) Vary
both illumination and wavelength, and combine transmission and reflection
measurements
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5.2 first born approximation
When considering a weakly scattering object of a finite volume (see Fig. 5.3),
whose spatially dependent complex refractive index n(r′) only slightly deviates
from the refractive index of the environment nb, the wavefield ψ(r′) inside the
scattering volume satisfies the inhomogeneous wave equation [133]:
(∇2 + k20n2(r′))ψ(r′) = 0, (5.1)
where k0 = ωc is the wavenumber in vacuum. The total wavefield can be expressed
as a sum of the incident field and the scattered field:
ψ(r′) = ψi(r′) + ψs(r′), (5.2)
where the incident field satisfies the homogeneous wave equation as the scattering
object is absent:
(∇2 + k20n2b)ψi(r
′) = 0. (5.3)
Subtracting Eq. 5.3 from Eq. 5.1 and rearranging, we obtain the following differen-
tial equation for the scattered field:
(∇2 + k2)ψs(r′) = −4πO(r′)ψ(r′), (5.4)
where k = k0nb is the wavenumber of the surrounding medium, and O(r′) is the











Figure 5.3: A weakly scattering 3D object with a refractive index of n(r′). r′ represents the
object coordinates and r represents the observation coordinates.
To solve for the scattered field in Eq. 5.4, the free-space Green’s function
G(r− r′) = eik|r−r
′ |
|r−r′ | is used. It describes an outgoing scalar field scattered by a
point object, which follows the wave equation (∇2 + k2)G(r− r′) = −4πδ(r− r′).
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which essentially is a convolution of the Green’s function, and the product of the
object function and the incident field. Applying a 2D Fourier transform on both
sides of Eq. 5.6, we arrive at:
ψ̃s(k) = G̃(k){ψ̃(k) ? Õ(k)}, (5.7)
where k = sk is the wave vector, s is a unit vector (see Fig. 5.3). Under the far-field
approximation (kr → ∞), the Green’s function can be simplified as:
























where F 3 represents a 3D Fourier transformation. For a weakly scattering sample,
where the scattered field can be considered as a small perturbation of the incident
field, the Born approximation can be applied [133]. Under the first Born approxi-
mation, the total wavefield ψ(r′) in Eq. 5.9 is replaced by the incident wave ψi(r′),









where P(r′) = ψi(r′) is the incident wavefield or probe function as often used in
ptychography. Equation. 5.10 shows that according to the first Born approximation,
the far-field scattered field corresponds to a 3D Fourier transform of the product
of the probe and the object function. This relation has been used in diffraction
tomography, where plane wave illumination is often required. If the probe field
consists of plane waves, the far-field scattered field is directly linked to the Fourier
transform of the scattering potential of the object. Using interferometric detection,
both the phase and intensity of the diffraction pattern can be measured. In order
to obtain a 3D reconstruction, angular scans and numerical stitching are required
which is often time consuming. Here we propose to utilize ptychography to
directly reconstruct a 3D object from a single viewing angle, without the need of
interferometric detection. Since ptychography is able to deconvolve the probe and
object from the measurements, the requirement of plane wave illumination can
also be eliminated. This means structured illuminations can be adopted to increase
the illumination NA, which in turn can improve the depth sectioning capability
from a single-view measurement (This argument is supported in Sec. 5.1).
5.3 the 3d forward model
To perform 3D ptychography, we take the same measurement scheme as in 2D
ptychography, where the probe is scanned transversely with respect to a 3D object,




















Figure 5.4: The measured spherical shell in the 3D Fourier space given by k2z = k2 − k2x −
k2y.
and 2D diffraction patterns are recorded at each scan position denoted by j. When
a planar detector records a diffraction intensity pattern in the far-field, only a
fraction of the 3D diffraction data in the reciprocal space can be measured. As
shown in Fig. 5.4, due to the mapping relation between the 3D reciprocal k space
and the far-field real space, the measured data corresponds to a part of a sphere1
given by k2z = k2 − k2x − k2y. Thus the forward model in the 3D implementation
becomes:










where Rj is the translation vector, kx and ky are the spatial frequencies (as in
Eq. 2.23) determined by the detector size and position. With this approach, both
transmission and reflection cases can be described: in transmission kz takes
positive values, and in reflection kz takes negative values.
We modified the original ePIE algorithm to perform 3D reconstructions. The
general workflow remains the same as shown in Fig. 2.7. The update rules also
have the same form (see Eq. 2.48):












except that the object Oj(r), probe Pj(r), and exit wave functions ψj(r) are all
three-dimensional. One main modification is in the application of the intensity
1 We note that this sphere is different from the Ewald’s sphere introduced in Sec. 5.1, because the
illumination function is not limited to plane waves and the reciprocal space is not shifted with
respect to the incident wavevector.
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constraint, where in the 2D case the estimated amplitude of ψ̃j(q) is replaced
by the measured amplitude
√
Ij(q) (see Fig. 2.7). In the 3D case, as explained in
Eq. 5.11, only part of the sphere inside the 3D Fourier space of the function ψ̃j(k)


























Figure 5.5: (a) A 3D plot of the object used in the simulation. An MRI dataset available
from Matlab [165] is rescaled to form the simulated object. (b) Intensity plots
of a 3D probe formed by propagating a Gaussian beam through an aperture.
To verify the 3D model, we simulate a ptychographic experiment in the reflection
geometry. An MRI dataset of a human cranium available from Matlab [165] is
used as the 3D object as shown in Fig. 5.5(a). The simulated object has a total
thickness of 170 µm, consisting of 9 different layers with an axial separation of
21 µm. The 3D probe used to scan the object is shown in Fig. 5.5(b). The simulated
illumination wavelength is 700 nm and the detection NA is 0.19, which together
lead to a transverse resolution of 1.8 µm and an axial resolution (DoF) of 19 µm.
201 diffraction patterns are simulated with a Fermat scanning pattern and an
averaged overlap factor of 80%.
We start the reconstruction with the correct probe and an object filled with
ones as initial guesses, and allow both to be updated by the algorithm. After
1500 iterations, the algorithm converges and the reconstructed object is plotted in
Fig. 5.6. Nine slices in z with a separation of 21 µm are successfully reconstructed.
The simulation results show that it is promising to reconstruct a 3D weakly
scattering object using the modified 3D ptychography method. Future work needs
to be carried out to test the method with real experimental data. As mentioned
previously, the correct 3D probe function is used as the initial guess in the simula-
tion. This can also be done in practice, where a 2D probe can be pre-calibrated
and numerically propagated to form a 3D initial guess. Although a smooth beam
is used in the simulation, in principle, structured beams are preferred. As we have
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shown in the 2D case, structured beams offer better reconstruction resolution (see
Sec. 2.3.4), which would also improve the depth sectioning in 3D reconstructions.
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M E A S U R I N G L A S E R B E A M Q UA L I T Y,
WAV E F R O N T S , A N D L E N S A B E R R AT I O N S U S I N G
P T Y C H O G R A P H Y
ABSTRACT
We report on an approach for quantitative characterization of laser beam qual-
ity, wavefronts, and lens aberrations using ptychography with a near-infrared
supercontinuum laser. Ptychography is shown to offer a powerful alternative for
both beam propagation ratio M2 and wavefront measurements compared with
existing techniques. In addition, ptychography is used to recover the transmission
function of a microlens array for aberration analysis. The results demonstrate
ptychography’s flexibility in wavefront metrology and optical shop testing.
A research article based on this chapter has been published as: "Du, M., Loetgering, L., Eikema,
K.S.E. & Witte, S. Measuring laser beam quality, wavefronts, and lens aberrations using ptychogra-
phy. Optics Express 28, 5022-5034 (2020)."
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6.1 introduction
Controlling the shape of laser beams has been an enabling technology for advances
in physics, chemistry, and biology. Gaussian and top-hat spatial profiles are
typically encountered in applications where laser beams need to be focused to
very small areas, such as laser cutting, laser-produced plasma, and high-harmonic
generation [166–168]. The focusability of a laser beam is specified by the beam
propagation ratio (BPR), often referred to as M2 [169, 170]. It indicates how
tight a laser beam can be focused compared with a diffraction limited Gaussian
beam (TEM00) at the same wavelength. Commercial M2-measurement devices
perform beam caustic measurements by translating a pixelated sensor through
the focus of a laser beam along the beam propagation direction. Following a
fitting procedure, M2 can be extracted. However, this method is only applicable to
stigmatic beams and simple astigmatic beams with fixed principle axes, but not for
general astigmatic beams [171]. This means a priori knowledge or assumptions are
necessary when applying the M2-characterization to a laser beam, which limits
its application or leads to inaccurate results in cases where incorrect assumptions
are applied. In contrast to applications where focusability is important, other
applications require highly structured, non-smooth wavefronts. Twisted beams
and tailor-made wavefronts can be used in optical tweezers to impart orbital
angular momentum or control the trajectory of microparticles [172–174].
Engineering high-quality wavefront shaping devices requires accurate wavefront
metrology tools. For smooth wavefronts, the Hartmann-Shack wavefront sensor
(HSWFS) is a convenient choice [175]. Here typically a pinhole or microlens array
is used to monitor the gradient of the wavefront. From this information the actual
shape of the wavefront can be computed up to a constant phase offset. HSWFSs
require only a single measurement and can operate at multiple wavelengths [176].
However, disadvantages include the typically low spatial resolution, which is
limited by the spacing of its resolving elements. Thus the application of HSWFSs
is restricted to wavefronts that vary on spatial length scales larger than the
characteristic unit cell of the microlens or pinhole arrays involved. This typically
results in a spatial resolution of several tens or hundreds of micrometers in
the x-ray and visible range, respectively. Furthermore, singular beams such as
Laguerre-Gaussian beams with non-zero topological charge and speckle beams
are challenging for HSWFSs, in particular when two singularities enter the same
subaperture [177]. An alternative is offered by holographic wavefront sensing
methods [178]. While offering superior spatial resolution, typically limited by
either the detector pixel size or numerical aperture depending on the experimental
geometry, holography requires highly coherent beams, which can be a limiting
factor for any application involving sources with limited spatial or temporal
coherence. Among other approaches, defocus variation techniques are often
applied for wavefront sensing and beam characterization [179]. These methods
typically use detector defocus combined with wave propagation modelling to
extract wavefront information. While such methods work well for near-Gaussian
beams with limited phase variation, they have limitations for more complex
beams. In particular, deterministic approaches based on the transport-of-intensity
equation suffer from singular behaviour in the presence of zero-crossings and
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phase vortices. Non-deterministic methods based on iterative phase retrieval
can reconstruct more complex beams, but often struggle for convergence or are
computationally challenging [180].
In the last decade, ptychography has emerged as both a useful microscopy and
wavefront sensing tool [30, 31, 78, 93, 95, 181, 182]. In ptychography, a specimen
is translated through a stationary illumination beam, referred to as the probe,
and exposed at overlapping regions. The additional information provided by
the overlap in scan positions enables extraction of phase information from the
measured diffraction intensities. Initially developed for scanning microscopy with
known illumination profile [30, 181], ptychography’s capabilities were rapidly
extended to simultaneous probe beam retrieval and microscopy [78, 93, 95], mak-
ing it a useful tool for a variety of microscopy, wavefront sensing and optics
characterization tasks [37, 183–186]. The translation diversity available in ptychog-
raphy enables for both a theoretically unlimited field of view and a separation
of object and illumination information. The latter provides a complex-valued 2D
beam reconstruction, which offers a excellent starting point for quantitative beam
quality and wavefront aberration characterization. Moreover, ptychography can
deal with a wide variety of beams without any a priori knowledge, including fully
coherent, spatially and temporally partially coherent, stigmatic and astigmatic
beams, and is not hampered by singularities present in the beams [158, 159, 184,
186–188]. The spatial resolution achievable in ptychography can be orders of
magnitude better as compared with HSWFSs. Furthermore, no reference beam is
required, which makes it experimentally more convenient than holography, espe-
cially for short-wavelength radiation. A drawback of ptychography as compared
with holography and HSWFSs is the requirement for sample translation, which
makes the technique slower than single-shot methods.
In this chapter, we perform beam quality characterization of a near-infrared,
swept-source, supercontinuum laser, using ptychography. From this analysis we
extract the beam matrix, M2 and the intrinsic astigmatism factor as a function
of wavelength. The reproducibility of ptychography wavefront sensing across
different samples is investigated. Secondly, we apply ptychography to detect wave-
front aberrations due to misalignment, as well as lens aberrations. The recovered
wavefront of an astigmatic beam and the recovered transmission function of a
microlens array (MLA) are decomposed into Zernike polynomials.
6.2 quantitative laser beam quality characterization
6.2.1 Wigner distribution and beam matrix
The Wigner distribution provides a powerful mathematical description of a coher-
ent or partially coherent laser beam [189–192]. It enables quantitative characteriza-
tion of a laser beam via intensity moments [190, 193–195]. Here we use h(x, y, u, v)
to represent the Wigner distribution of a laser beam at a transverse plane, where
(x, y) are the spatial coordinates and (u, v) are the angular coordinates. The ax-
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ial coordinate z is chosen as the beam propagation direction. The zeroth-order
moment describes the total power of the beam:
P =
∫
h(x, y, u, v)dxdydudv. (6.1)





















h(x, y, u, v)vdxdydudv. (6.2)
The second-order moments are related to the beam width and the far-field diver-





h(x, y, u, v)(x− x̄)k(y− ȳ)l(u− ū)m(v− v̄)ndxdydudv, (6.3)
where k, l, m and n are non-negative integers and the sum k + l + m + n = 2. The
third- and fourth-order moments are linked to the beam symmetry and sharpness
of a laser beam [190, 196]. Here we focus on the second-order moments, which
are also referred to as the generalized beam-propagation parameters [195]. All ten








W11 W12 M11 M12
W12 W22 M21 M22
M11 M21 U11 U12
M12 M22 U12 U22
 =

x2 xy xu xv
xy y2 yu yv
xu yu u2 uv
xv yv uv v2
 , (6.4)
Generally, the spatial submatrix W and angular submatrix U are symmetric, and
the mixed submatirx M is asymmetric. Depending on the number of independent
second-order moments, three geometrical classifications of laser beams are defined:
stigmatic (ST), simple astigmatic (SA) and general astigmatic (GA) [171, 197]. ST
beams have maximum three independent second-order moments, and SA beams
have maximum seven independent second-order moments:
PST =

W11 0 M11 0
0 W11 0 M11
M11 0 U11 0
0 M11 0 U11
 , PSA =

W11 0 M11 M12
0 W22 M12 M22
M11 M12 U11 0
M12 M22 0 U22
 . (6.5)
The GA beams have maximum 10 independent second-order moments. The
propagation law for the beam matrix through first-order optical systems is
P2 = SP1ST , (6.6)
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where S is a 4× 4 transformation matrix that describes a first-order optical system,
often known as ABCD systems. For example, the free space propagation over a
distance z can be describe by the matrix:






Thus, we can obtain the new beam matrix P2 after the propagation:
P2 =
[
W + zMT + zM + z2U M + zU
MT + zU U
]
(6.8)
where the angular submatrix U remains the same during free-space propagation,
while the other three submatrices are functions of propagation distance z. If we
focus on the sub-matrix of the spatial moments W(z) = W + zMT + zM + z2U,
we have
W11(z) = x2(z) = x2 + 2zxu + z2u2
W22(z) = y2(z) = y2 + 2zyv + z2v2
W12(z) = xy11(z) = xy11 + z(xv + yu) + z2uv
(6.9)
From the new second-order spatial moments W11(z), W22(z) and W12(z), we can
see that the free space second moment propagation is a parabolic function of the
propagation distance z. Moreover, analytically the beam matrix can’t be solely
reconstructed by measuring intensity distributions through free space propagation,
because the two terms xv and yu are coupled.
However, it is possible to recover a complete beam matrix through multi-
ple intensity measurements. From a single intensity measurement, three spatial
second-order moments out of ten can be directly calculated. By propagating the
beam through known first-order optical systems, ten second-order moments are
mixed in a deterministic way due to the propagation law (Eq. 6.6). Mathematically
minimum four intensity measurements are needed to completely invert the beam
matrix at the input plane (as shown in Eq. 6.10, Bin = Bout A−1, 12 non-linear
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Nemes and Siegman [171] proposed a method to calculate the beam matrix
of GA beams based on intensity measurements by switching spherical and/or
cylindrical lenses in the beam path. The combination of free-space propagation
and a cylindrical lens has also been discussed [198]. These methods require lens
switching and/or detector translation, which is practically inconvenient.
Ptychography offers a quantitative reconstruction of the complex beam profile.
Knowing the complex beam profile theoretically allows to directly compute its
Wigner distribution and its beam matrix. However, in practice this approach is
challenging since the computational complexity of the Wigner distribution of a
two-dimensional signal with N pixels per dimension is N4. A computationally
less demanding alternative is to implement a numerical equivalent of the ap-
proaches [171, 198, 199] by simulating beam propagation through ABCD optical
systems. In this work, we obtain equivalent intensity information as in [199] by
numerically propagating the measured complex field of the beam: three intensities
are obtained through free-space propagation, while a fourth is obtained by simu-
lating propagation through a cylindrical lens. This choice of output observations
can be shown to be non-singular and thus invertible [171].
6.2.2 Beam propagation ratio M2
The focusibility of a laser beam is quantified by a factor called M2, also known
as the beam propagation ratio1. It describes how tightly a laser beam can be
focused compared to a diffraction-limited Gaussian beam (TEM00) with the same
wavelength, which has the smallest M2 = 1 [169, 200]. In this section we show the




We have shown that in the previous section the second-order spatial moments
in free-space propagation follows the parabolic relation. We rearrange the Eq. 6.9
into:
x2(z) = u2(z +
xu
u2
)2 + x2 − xu
2
u2
= u2(z− zx0)2 + x20 (6.11)
where zx0 is the the position where we obtain the minimum x20. The same can be
done for y2(z) in the y-direction. We adopt the variance definition (D4σ definition)
for the beam radius:
Wx(z) ≡ 2σx = 2
√
x2(z), (6.12)
1 The two terms M2 and beam propagation ratio (BPR) are the same and are inter-changeable
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Then by substituting variables in Eq. 6.11, we obtain the mathematical expression
of how the beam radius of a laser beam (of arbitrary spatial modes) propagates in
free space under paraxial approximation [169, 170, 200]:




where Wx0 is the beam waist, and Mx2 is called the beam propagation ratio (BPR)
which is defined as the product of two standard deviations in the real and Fourier







= 4πσx0σsx . (6.14)
The normalized angular coordinates sx = u/λ and sy = v/λ are known as the
spatial frequency coordinates. Since σx0 and σsx are Fourier pairs, they satisfy the
condition σxσsx ≥ 1/4π, which gives
Mx2 ≥ 1, (6.15)
where the equality holds for a diffraction-limited Gaussian beam. Another way to








where Θx = 2
√
u2 is the half-angle beam divergence (see in Fig. 6.1). The product
of the two is also called Beam Parameter Product (BPP), and the smallest BPP
is from a diffracted limited Gaussian beam, which has a value of λ/π. Thus the
beam propagation ratio M2 can be defined as the ratio between the BPP of the
beam and the BPP of a diffraction-limited Gaussian beam at the same wavelength.
Both BPP and M2 are free-space propagation invariant. M2 of a laser beam can
be determined experimentally through caustic measurements: measuring the
bean radius as a function of propagation distance, then fit the data into Eq. 6.13,
where M2x and M2y can be extracted. Commercial M2-measurement devices obtain
the caustic measurement by scanning a lens. However, only for ST and aligned
SA beams, M2x and M2y stay invariant while propagating through aberration-
free first-order optical systems2. For misaligned SA, and GA beams, this way of
determining M2 is not accurate. A prior knowledge about the geometrical type of
the beam becomes necessary before performing the traditional M2 measurement,
which limits it’s applications. A more general way to determining M2 is explained
in the next section.
6.2.3 General calculation for BPR and IAF
A more general characterization of an arbitrary laser beam is to reconstruct the
full beam matrix, from which the geometric type of the beam can be classified.
2 Free-space propagation is a special case of first-order optical systems, where M2x and M2y are
invariant through propagation. However, commercial M2-measurement devices often uses a lens,
and M2x and M2y become variant after lens transformation.
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Nemes [171] has shown that for a laser beam of any geometrical kind, two
invariants exist when the beam propagates through first-order optical systems,
which define the intrinsic classification of a laser beam. The correlation between
the geometrical and intrinsic classifications of a laser beam has been studied [197,






4 ] ≥ 1. (6.17)










W22U22 −M222 ≥ 1, (6.18)
where M2eff =
√
M2x M2y holds for SA beams measured along the principle axes.
For ST beams, a single factor M2 = M2x = M2y = M2eff ≥ 1 is used to describe its
focusability property. M2 = 1 holds for a stigmatic Gaussian TEM00 beam, which
indicates ideal collimation and focusing properties.




[(W11U11 −M211) + (W22U22 −M222)
+ 2(W12U12 −M12 M21)]−M4eff ≥ 0. (6.19)
The IAF is zero for ST beams, as well as for SA and GA beams that can be
transformed into ST beams through symplectic optical systems. Note that it is
different from Zernike-based astigmatic aberration, where the beam exhibits
different focii in different planes along propagation. According to ISO 11146 [195],




Thus, once the beam matrix is known, the geometrical type of beam can be
classified, and the corresponding BPR and IAF can be extracted. In section 6.2.1,
we have explained that a complete beam matrix of a laser beam can be calculated
by numerically propagating the complex-valued beam through ABCD optical
systems. One advantage is that the choice of the propagation distances and
focal strengths of lenses in the simulation is flexible. So we choose observation
planes in which the four transformed beam profiles have beam widths greater
than 10% of the numerical array size. This approach avoids inaccurate second-
order moment determination due to noise, which can be major source of error
in propagation-based M2-measurement devices that require careful background
subtraction methods in particular around the focal plane of a laser beam [193–
195].
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6.2.4 Zernike decomposition of aberrated wavefronts and transmission functions
Zernike polynomials are a complete set of orthogonal polynomials, widely used in
optical wavefront analysis and aberration characterization of optical components
and systems. It is defined on a unit circle, usually in polar coordinate (ρ, θ), where
the radial component ρ is in the range of 0 to 1, and the azimuthal component
ranges from 0 to 2π. Each Zernike polynomial is expressed as a product of three
terms (in double-index convention):






















and Θ(θ) is a azimuthal dependent term:
Θ(θ) =
{
cos(mθ); for m ≥ 0
sin(−mθ); for m < 0
. (6.24)
The index n is a nonnegative integer, describing the highest order of the radial
polynomial. The index m (|m| ≤ n) is the azimuthal frequency. For a given n, the
azimuthal frequency m can only be −n,−n + 2,−n + 4, ..., n. For convenience, we
use Noll’s convention for the Zernike polynomials [202]. Figure 6.2 shows the first
28 Zernike polynomials.































6.2.4 Zernike decomposition of aberratedwavefronts and transmission functions
Zernike polynomials are a complete set of orthogonal polynomials, widely used in
optical wavefront analysis and aberration characterization of optical components































Figure 6.2: The first 28 Zernike polynomials in both double-index convention (Zmn ) and
Noll’s convention (Zj).
Assuming that the phase of the illumination P (r) = |P (r)| exp [iα (r)] and
object transmission function O (r) = |O (r)| exp [iβ (r)] recovered in ptychography
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can be unwrapped into smooth functions α (r) and β (r), we can expand these
into Zernike polynomials Zj, i.e.
α (r) = ∑
j
ajZj (r, ϑ) , (6.25)
and
β (r) = ∑
j
bjZj (r, ϑ) , (6.26)
where r =
√
x2 + y2 and ϑ = arctan (y/x) are polar coordinates. It is noted that
the assumption of smoothness does not hold for singular beams and optical
elements such as phase plates. While ptychography still functions properly under
these circumstances, an aberration analysis in terms of Zernike polynonmials is
then not suitable and other choices of basis functions such as Laguerre-Gaussian
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Figure 6.3: Experimental setup. A supercontinuum source is spectrally limited via short
pass (SP1000) and long pass (LP700) filters to the range 700 nm to 1000 nm.
A linearly polarized, quasi-monochromatic beam is produced using a combi-
nation of polarizing beam splitters (PBS) and an acousto-optic tunable filter
(AOTF). The beam is expanded through lenses L1 ( f1 = 25 mm) and L2
( f2 = 300 mm), and spatially filtered through elements L3 ( f3 = 50 mm), PH
(20 µm pinhole), and L4 ( f4 = 200 mm). Finally the beam is focused by L5
( f5 = 500 mm) onto a sample. Translating the specimen transversely and
recording the resulting diffraction intensities give the input data for the pty-
chographic analysis.
The experimental setup we used for ptychography is depicted in Fig. 6.3. A
supercontinuum source (NKT Photonics whiteLase Micro, 400 nm to 2000 nm,
output power 200 mW) is spectrally limited by the use of two successive edgepass
filters (Thorlabs LP700 and SP1000) to the range of 700 nm to 1000 nm. An acousto-
optic tunable filter (AOTF, Gooch & Housego, TF950-500-1-2-GH96, 700 nm to
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1200 nm) selects a narrow spectral bandwidth (bandwidth 0.6 nm, λ/∆λ > 1000).
Polarizing beam splitters (PBS) are used to feed a linearly polarized beam into
the AOTF and to select the first diffraction order downstream the AOTF. After a
relay unit consisting of lenses (L1, L2) and mirrors (M1, M2), the beam is spatially
filtered (pinhole PH, 20 µm) and collimated. A lens (L5) focuses the beam onto a
specimen mounted on an encoded xy-translation stage (2x Smaract SLC-1770-D-
S, 46 mm travel range, 70 nm repeatability). The resulting diffraction intensities
downstream the sample are recorded on a CCD camera (AVT prosilica GX1920, 14
bit, pixel size 4.54 µm). In part of the experiment (discussed in section 6.3.2), the
lens L5 is rotated to generate astigmatic beams for astigmatic wavefront analysis.
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Figure 6.4: (a,b) Reconstructed probe and object for the USAF target at the central wave-
length λ = 784 nm. (c,d) Reconstructed probe and object for Siemens star at
λ = 784 nm. Panel (a) and (c) share the same scale bar and color bar. Panel (b)
and (d) share the same scale bar. (e) Fourier ring correlation (FRC) of two in-
dependent data sets measured with the Siemens star at the central wavelength
λ = 784 nm. The dashed line is the 1/2-bit resolution threshold.
To test the extraction of the BPR and IAF from the reconstructed beams by
means of ptychography, we collected 15 ptychographic data sets in the spectral
range from 709 nm to 842 nm for both USAF (Thorlabs R3L1S4P) and Siemens star
(Thorlabs R1L1S3P) resolution test targets. The distance between the sample and
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the camera is 42.8 mm. Each data set consists of 200 diffraction patterns recorded
in a Fermat’s spiral scanning pattern [147], with an average overlap of 70%. This
relatively high overlap parameter is chosen in order to guarantee a high-quality
reconstruction of the beam. Reconstructions were carried out using an NVIDIA
Tesla K40 GPU.
The reconstructed probe and object for the ptychography scan of the USAF
target at the central wavelength of 784 nm are shown in Fig. 6.4(a) and (b), re-
spectively. Likewise, the reconstructed probe and object for the Siemens star at
784 nm are shown in Fig. 6.4(c) and (d), respectively. In the probe plots (Fig. 6.4(a,
c)), hue depicts phase modulo 2π and brightness depicts the square root of the
intensity of the illuminating beam. In the object plots (Fig. 6.4(b, d)), only the
modulus of the object transmissivity is shown since the reconstructed phase is
flat. The reconstruction pixel size for both the probe and the object is 5.5 µm.
The half period spatial resolution of the USAF reconstruction at 784 nm is 7.8 µm
(Element 1 in group 6 on the USAF target). In order to assess the reproducibility
of both the probe and object estimates, we reconstructed two independent data
sets measured with the Siemens star at 784 nm and calculated the Fourier ring
correlation (FRC) [154]. This is shown in Fig. 6.4(e). The dashed line is the 1/2-bit
resolution threshold. The intersection of the object and probe FRC curves and the
threshold indicates the reconstruction resolution. It is seen that the two indepen-
dent object reconstructions are consistent up to the Nyquist frequency, which in
our experiment is limited by the detector numerical aperture. For the probe beam,
the two reconstructions are consistent up to half of the Nyquist frequency. This is
due to the fact that the beam does not contain higher spatial frequencies.
From each complex-valued probe reconstruction, we calculate the beam matrix
at each wavelength, and the results show that all beams are SA beams. Following
Eq. 6.17-6.19, we computed the M2x, M2y, M2eff and IAF values for each beam, which
are shown in Fig. 6.5(a-d), respectively. Across the full wavelength range, the aver-
age difference of the extracted M2x, M2y and M2eff measured between two different
samples is 4%, 3% and 4% respectively, which confirms that the complex-valued
beam reconstruction is sample-independent. The normalized IAF (a/M4eff) in
Fig. 6.5(d) is below 0.039 as marked by the dashed line, which classifies the beams
at all wavelengths as intrinsically stigmatic. In Fig. 6.5(c,d), at 709 nm and 784 nm,
both M2eff and a/M
4
eff values calculated from five independent measurements on
the Siemens star are shown as black dots.
6.3.2 Characterization of aberrated wavefronts
In addition to characterizing beam profiles and wavefronts, the ptychographic
reconstruction approach is equally suitable for analyzing the quality of optical
components. We introduced astigmatism to the probe beam at 784 nm by manually
rotating lens L5 in Fig. 6.3. Three ptychographic measurements were performed
under the same experimental conditions as mentioned in section 6.3.1 with a USAF
resolution target at three different lens angles (θ = 0°, 15°, 30°). The reconstructed
complex beams at the object plane are depicted in Fig. 6.6(a-c). Here Fig. 6.6(a)
shows the reconstructed beam in the default alignment (θ = 0°) before rotating
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Figure 6.5: (a) M2x, (b) M2y, (c) M2eff and (d) normalised IAF as a function of wavelength
for USAF (blue, asterisk) and Siemens star (red, dot) resolution test targets. At
709 nm and 784 nm, five independent measurements are carried out with the
Siemens star. The corresponding M2eff and a/M
4
eff values are shown as black
dots in (c) and (d) respectively.























































































Figure 6.6: (a-c) Reconstructed probe beams at 784 nm produced at three different angles
of the lens L5 (compare Fig. 6.3). The scale and color bar are shared among
a-c. (d-f) Beam radii in x- (upper green) and y-direction (lower orange) as a
function of propagation distance z for three different probe beams (the object
plane is defined at z = 0). (g-i) Zernike expansion coefficients. Top three
contributions (excluding piston and tilts) are listed in each case.
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rotation around the y-axis (θ = 15°, 30°). The calculated beam radii (w = 2σ) in x-
and y-direction as a function of propagation distance z upstream the object (the
object is at z = 0 mm) are plotted in Fig. 6.6(d-f). Increased lens rotation introduces
astigmatism, which results in different focal lengths in x- and y-direction. We
numerically propagated the three beams back to the lens plane (−52 cm) and
calculated the first 25 Zernike coefficients (bj in Noll’s convention) for each. The
results are shown in Fig. 6.6(g-i). The first three Zernike coefficients (piston and
tilts) are excluded since they are non-unique in ptychographic reconstructions.
Figure 6.6(g) shows that the default wavefront (θ = 0°) is dominated by defocus,
plus small contributions of oblique and vertical astigmatism. At a lens orientation
of θ = 15°, the vertical astigmatism contribution increases to 1.1%. At a lens
rotation of θ = 30°, the contribution of vertical astigmatism increases further to
2.1%.


























Figure 6.7: (a) Reconstructed complex transmissivity of a microlens array. Hue and bright-
ness represent phase modulo 2π and transmissivity. (b) Modulus of (a). (c)
Reconstructed probe beam. (d) Extracted transmission function of central mi-
crolens in (a). (e) Zernike expansion coefficients. The relative contributions in
percent for defocus (red), primary spherical (green), and secondary spherical
(blue) aberrations are highlighted. (f) The first 25 low-order Zernike polynomi-
als in Noll’s convention. Panels (a), (c), and (f) share the same colormap.
To illustrate the high spatial resolution that can be achieved, we describe the
experimental characterization of a microlens array by means of ptychography.
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A microlens array (Suss MicroOptics, MLA no. 18-00082) was mounted on the
scanning stage in the experimental setup in Fig. 6.3. A wavelength of 784 nm was
selected by the AOTF. The distance from the lens L5 to the object was adjusted
to produce a beam with an approximate full width at half maximum of 200 µm.
A total of 1500 diffraction patterns were recorded in a Fermat’s spiral scanning
pattern, with an average overlap of 80%. The distance between the microlens array
and the detector was 41.5 mm.
The reconstruction result of the microlens array is shown in Fig. 6.7. Fig-
ure 6.7(a) shows the complex transmission function of the object. The colormap
in Figure 6.7(b) shows the transmissivity, as would be observed under a bright
field transmission microscope. Figure 6.7(c) depicts the reconstructed probe. A
central microlens (black square in Fig. 6.7(a) was selected and phase unwrapped
as shown in Fig. 6.7(d). The unwrapped wavefront was decomposed into Zernike
polynomials. Figure 6.7(e) depicts the expansion coefficiencts bj (see Eq. 6.26)
in the Zernike decomposition on a semi-log-scale. We highlighted the relative
magnitude of the three dominant contributions, namely the Zernike coefficients
for defocus (red, 95.1%), primary spherical (green, 1.8%), and secondary spherical
(blue, 1.5%) aberrations. As in the previous section, piston and tilt were excluded
due to their non-uniqueness.
6.4 discussion
We have shown that quantitative laser beam quality characterization can be readily
performed via ptychography. Using ptychography for quantitative wavefront re-
constructions raises the question which objects are suitable for wavefront analysis,
and whether or not this analysis is reproducible across objects. While we have not
answered this question in general or from a theoretical standpoint, we used simple
binary objects with distinct spatial features to show that in practice the beam
reconstruction is reproducible and largely independent of the selected object. In
the beam characterization experiments, 200 scanning positions were used to cover
an object field of view (FoV) of 4 mm in diameter (see Fig. 6.4(b,d)). In principle,
less scanning positions can be chosen to speed up both the data acquisition and
process time at the expense of object FoV.
Nonetheless, an important requirement in Fresnel and far-field ptychography is
that the probe has a finite extent in the object plane in order to prevent undersam-
pling in the detection plane. The upper limit of the beam diameter D is given by
D 6 λz/xp, where λ, z, and xp are the wavelength, object-detector distance, and
detector pixel size, respectively. Variations of ptychography have been reported
that allow to relax this restriction [203, 204].
One of the difficulties we encountered in the beam characterization is that the
second-order moment calculation is sensitive to noise as it depends quadratically
on the probe coordinates. Thus in particular for small beams, residual noise
contributions at edges of the numerical array can significantly affect the second-
order moment estimation. This noise issue also affects traditional focus-scanning-
based M2 measurements, where an accurate determination of the second-order
moments near the focus is critically dependent on the choice of noise corrections.
ISO 11164 [195] provides suggestions on background and offset corrections in
6.5 conclusion 91
order to select out the illuminated pixels from direct intensity measurements,
where it is assumed that the detected intensities are subject to Gaussian noise.
However, a subtlety in our experiments is that the reconstruction plane is not
equal to the detection plane, leading to a transformation of the underlying noise
distribution. In particular, the noise in our beam reconstructions consists of
complex-valued random phasor sums, leading to an intensity distribution often
modelled by a Rician distribution [205]. Using our numerical approach we could
bypass these subtleties by using symplectic beam matrix transformations that
lead to expanded beams, where the second moment is much less sensitive to
the underlying noise at large coordinates. We observed stable M2 values when
the beam width was at least 10% of the total array dimension. No masking or
thresholding was applied to avoid underestimation of the beam width by cutting
the tails of the beam. These features make ptychography into a robust approach
for beam matrix determination and M2 characterization, with clear advantages
over conventional methods in terms of noise sensitivity. Further studies on noise
propagation in ptychography have to be carried out to improve the accuracy
of the second-order moment calculation and allow for automated M2 and IAF
extraction.
Zernike decomposition was used in the analysis of aberrated wavefronts in-
duced by lens rotation. All beams were propagated back to the focusing lens plane
where the Zernike decomposition takes place. Although Zernike polynomials
have been widely applied in aberration analysis for various optical systems, one
limitation is that they are not free space propagation invariant. An alternative
propagation invariant, orthogonal modal expansion has been proposed and could
be used to avoid the back-propagation step (compare section 6.3.2) into the lens
plane plane [206].
We have shown an optical shop testing application, where a microlens array was
reconstructed and decomposed into Zernike polynomials. We observed that using
a beam size smaller than the spatial periodicity of the microlens array (250 µm)
helps the algorithm converge to the solutions much faster than when using a
larger beam. For larger beams, the periodicity of the microlens array results in
diffraction patterns with increasingly pronounced Bragg peaks. Translating the
object through a large beam only leads to a small variation in the signal between
the Bragg peaks, which may cause the algorithm to struggle for convergence.
To mitigate issue due to sample periodicity, a technique referred to as modulus
enforced probe (MEP) may be used, which additionally constrains the detector
wave in the absence of the sample [85]. Recent work by other researchers used
a structured probe to analyse a microlens array, suggesting that the information
content in the diffraction data can be increased by breaking the spatial periodicity
of the sample by use of a non-smooth probe profile [37]. This allows the use of
larger beams, which are preferred to reduce the total number of measurements to
cover a large object field of view.
6.5 conclusion
Ptychography allows to reconstruct both the intensity profile and wavefront
of linearly polarized laser beams, which enables various ways of quantitative
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characterization of interest. We have shown that one ptychography setup can
replace both an M2-measurement device and a wavefront sensor at the same
time, while outperforming both in terms of spatial resolution and versatility
of the experimental setup. For laser beam quality characterization, commercial
M2-measurement devices based on axial detector translation are only suitable
for stigmatic and simple astigmatic beams. We demonstrated that ptychography
enables complex beam recovery from which the complete beam matrix and derived
quantities such as M2x, M2y, M2eff and IAF can be computed. By decomposing the
recovered beam and object into Zernike polynomials, ptychography can be used
for quantitative characterization of beam misalignment and optical shop testing.
We therefore believe that wavefront sensing via ptychography is superior to
holography, Hartmann-Shack sensors, and propagation-based phase retrieval in
applications where speed is not critical.
7
C H A R A C T E R I Z AT I O N O F R O U G H S U R FA C E S
ABSTRACT
We apply computational imaging methods for surface roughness characteriza-
tion. Steel surfaces with a roughness value similar to or larger than the optical
wavelength are investigated. We show rough surface reconstructions using both
Ptychography and computational OCT, between which challenges and differences
are discussed. Height map reconstructions from computational OCT show good
agreement with results obtained from commercial confocal instruments. Besides
direct imaging of rough surfaces, we also present an approach to extract surface
roughness parameters from indirect scattering speckle measurements. We explore
the relation between polychromatic speckle contrast and surface roughness, where
a generalized model is presented and discussed.
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7.1 introduction
2D Surface topography plays an important role in determining surface properties,
e.g. friction, thermal conductance, adhesion, and optical scattering properties [207].
In the steel industry, surface roughness is measured in manufacturing for produc-
tion monitoring and product control purposes. Accurate off-line measurement
techniques are available [208], which, however, are time consuming, therefore
resulting in long feedback cycles. Fast and accurate on-line metrology tools for
surface topography measurements are highly desired.
Stylus profilometry is a traditional profiling technique that uses a micron-
scale probe to physically contact and scan a surface. The height profile of the
surface is recorded from the mechanical feedback of the instruments. Stylus
profilometers provide accurate and robust height profile measurements with a
high resolution down to sub-nanometers and a large height measurement range
from tens of nanometers up to a few millimeters [208]. However, it can cause
damage to the surface and the scanning process is time-consuming. The transverse
resolution, which is limited by the tip size, often ends up in the range of a few
micrometers. A high precision scanning probe microscopy technique [209], i.e.
atomic force microscopy (AFM) is also used for measuring rough surfaces. It
offers sub-nanometer height and lateral resolution. The disadvantages are low
measurement speed and small field of view. Both scanning techniques require a
relatively clean and stable working environment, which make them only suitable
for off-line metrology.
Compared to mechanical-scanning contact type of techniques, optical methods
allow direct two dimensional probing with a longer working distance. Therefore
optical methods have great potentials for wide-field, contactless, non-destructive,
high-speed, and on-line surface metrology applications. There are generally two
types of optical approaches for rough surface characterization. One is to opti-
cally map out the surface topography using imaging techniques such as white
light interferometry, phase shifting interferometry, as well as scanning confocal
microscopy [210–213]. The other is the so called parametric approach, which
measures scattering speckles of rough surfaces to estimate statistical characteri-
zations of the surface without resolving the surface topography [210, 214]. The
optical imaging approach offers a high resolution in height measurement down
to sub-nanometers, and a good transverse resolution ranging from a few tens of
micrometers down to sub-micrometer. However, although imaging techniques
are non-contact, the required working distance decreases with the increase of
imaging resolution. They also require stationary samples which makes them less
suitable for on-line measurements where sample vibrations and movements are
unavoidable. The optical scattering-based techniques in principle are best suited
for performing fast measurements in a manufacturing environment. Rough sur-
face scattering phenomena have been investigated since the 1960s when coherent
laser light became available. Analytical models have been developed to predict
how light scatters from rough surfaces, from which statistical properties of the
surfaces can be obtained. However, due to the complexity of the scattering prob-
lem, many assumptions of statistical properties of rough surfaces often have to be
made to simplify the problem, which makes it challenging to account for general
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rough surfaces. In particular, the extremes of very rough and very flat surfaces are
analytically tractable, while wavelength-scale surface roughness measurements
have remained challenging. It is the latter regime that the experiments below are
focused on.
In this chapter, we explore the capability and limitation of two computational
imaging techniques, ptychography and computational OCT, for rough surface
characterization. Also, a model-based method for extracting surface roughness
values from speckle contrast measurements is shown and discussed.
7.2 surface roughness parameters
We first introduce two parameters used to describe vertical variations of a rough
surface1. We use Z(x, y) to represent a 2D surface height distribution with a zero
mean. Following the ISO definition [215], Sa is called the arithmetical mean of the
















where Sq ≥ Sa. In particular, for surfaces whose height distribution follows




7.3 rough surface characterization using computational imag-
ing techniques
When laser light reflects from a single smooth surface, where the scale of the
micro-structures is much smaller than the wavelength of the light, single scattering
events dominate. Assuming plane wave illumination, the phase of the exit surface
wave directly represents the height variation of the surface, which makes it
straightforward to retrieve the surface topography using optical imaging methods.
However, when light reflects off a rough surface, where phase wrapping problems
rise, also multiple scattering events possibly can not be ignored anymore, the exit
surface wave thus no longer directly represents the surface topography. Yet, it
has been shown that the interaction between laser light and rough surfaces is
deterministic, which leads to a deterministic speckle pattern [216]. Thus it should
be possible to obtain some information about the micro-structures on the surface.
In this section, using computational imaging methods we try to reconstruct surface
topographies of rough steel samples with an Sa value at the scale or larger than
the optical wavelength. Results from ptychography and computational OCT are
presented and discussed.
1 A correlation length is typically used to describe the transverse scale of a rough surface, which is
not discussed in this thesis.
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7.3.1 Rough surface imaging using ptychography
Ptychography offers a quantitative reconstruction of an object, which is separated
from the illumination. Reflection ptychography has been used to obtain surface





The phase shift ∆φ(x, y) has two contributions: one is the material dependent
phase shift upon reflection, the other is from the optical path delays determined
by the geometric height differences of the surface. In the case of a single material
surface, the geometric phase shift dominates [84]. Thus the height map Z(x, y)
can be directly calculated from the phase shift term φ(x, y) obtained from pty-
chography using Eq. 7.3 for height variations smaller than half of the wavelength.
Otherwise phase wraps lead to ambiguities. In Ref. [84], the authors show that
the height range can be extended by using dual wavelengths, where a so called
synthetic wavelength λsyn =
λ1λ2
|λ1−λ2|
determines the measurement range, which
can be much longer than either of the two wavelengths.
The reconstructed surface reported in [84] has micrometer-scale height varia-
tions with fairly smooth surfaces (nanometer-scale roughness). Here, we apply
ptychography on surfaces with a roughness Sq comparable or even larger than
the illumination wavelength. We use the same experimental settings as shown
in Fig. 4.2, where a pinhole is imaged onto the surface to provide a localized
probe. A pre-calibrated probe function from ptychography measured with a USAF
sample is used as the initial guess, which speeds up the convergence significantly.
Figure 7.1(a) shows a complex plot of the reconstructed steel surface with a
nominal Sa value2 of 0.7 µm, which is comparable to the wavelength λ = 708 nm.
Figure 7.1(b) shows a complex plot of the reconstructed probe. The amplitude of
a zoomed-in region of the steel surface is plotted in Fig. 7.1(c), where the similar
features can be recognized comparing to the photo reconstruction in Fig. 7.1(d)
from confocal measurements provided by Tata Steel, although different areas are
measured.
In fact, attempts of reconstructing steel surfaces with higher roughness values
all failed. For this surface with an Sa value of 0.7 µm, although the algorithm
converges, we can see that the reconstruction quality of the steel surface is not ideal.
In Fig. 7.1(a), the surrounding area outside the scan region is filled with noise,
which does not comply with the fact that a localized beam with hard edges is used.
This is an indication that the forward model (2.38) used in ptychography does not
correctly describe the diffraction data. There are two possible explanations for the
problems: one is that random structures on the steel surface exhibit large-angle
scattering beyond the detection NA, where a fair fraction of the beam energy is not
accounted for in the reconstruction. One observation supporting this argument is
that the scattered light indeed spreads to the edges of diffraction patterns on the
camera. This also induces numerical errors due to the periodic convolution nature
of discrete Fourier transforms. The other possible cause is multiple scattering.
2 The reference value is provided by Tata Steel using confocal microscopy










Figure 7.1: (a) and (b) Ptychographic reconstruction of a steel surface and the correspond-
ing probe beam, respectively. In the complex plot, the brightness represents the
amplitude and the hue represents the phase. The color bar is shared between
(a) and (b). (c) Amplitude plot of the zoom-in region of the reconstructed steel
surface in (a). (d) A photo reconstruction of the steel surface in false color by
Tata Steel.
Intuitively, due to multiple scattering, the probe ’sees’ a different object after
each translation where the forward model breaks down. Future work needs to be
carried out to verify the main cause of the reconstruction artefacts. For the high-
NA scattering argument, a larger detector can be used to avoid the missing data
problem. Alternatively, a super-resolution ptychography method [217] has been
reported to extrapolate the high-angle diffraction data beyond the detector, which
can be applied to numerically verify the argument. If reconstruction artefacts still
remain visible after resolving the high-angle scattering issue, multiple scattering
contributions also need to be considered. A proposed solution would be modifying
the forward model by dividing the surface exit wave into single scattering and
multiple scattering parts. The single scattering part can be modeled in the usual
way as a product of the probe and the object, while the multiple scattering part
can be modeled as coherent noise. In addition, if depolarization effects are also
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considered, the multiple scattering part can be modeled as a combination of
coherent and incoherent noise.
7.3.2 Computational OCT for rough surfaces
To investigate an imaging method, we also apply computational OCT for surface
roughness characterization. Measurements are performed using the computational
OCT setup as shown in Fig. 3.4, Chap. 3. Here we present TDOCT measurements
on a steel surface, where 400 images are recorded in a z-scan with a step size of
150 nm. The sample is directly measured in the image plane, thus no numerical
focusing is needed. Following the reconstruction method described in Chap. 3, we
obtain a 3D distribution of the surface I(x, y, z) with a depth resolution of 3.5 µm.







Surface tilts are removed using the Normal equation as explained in Appx. h.4.
The reconstructed height map of the surface is shown in Fig. 7.2(a), which agrees
well with the height map in Fig. 7.2(b) provided by Tata Steel measured with a
confocal instrument. The extracted Sa values are 2.75 µm and 2.69 µm from the
TDOCT and confocal microscopy methods respectively, which also confirms the
good agreement between the two methods.
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Figure 7.2: (a) Topographic measurement of a steel surface using TDOCT. (b) Topographic
measurement of the same area as in (a) performed at Tata Steel using confocal
scanning microscopy.
Compared to less-successful ptychographic reconstructions discussed in Sec. 7.3.1,
computational OCT seems to perform better on rough surfaces, especially on
surfaces with a Sa value larger than the optical wavelength. As an example, for the
surface shown in Fig. 7.2, ptychography fails to converge to a physical solution.
One possible explanation is that the NA is more than two times larger in the
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OCT system as compared to the lensless ptychography setup. This supports the
argument that the failed ptychographic reconstruction is caused by the mismatch
between the forward model and experimental data due to the incomplete detection
of the scattering angles. However, we also observed that if computational OCT
measurements are performed not directly in the image plane of rough surfaces, it
is very challenging to find back the focal plane through numerical refocus, which
could be explained by the scrambled phase caused by multiple scattering. In order
to understand the problem better, further systematic studies need to be carried
out.
7.4 statistical properties of rough surfaces : polychromatic speckle
contrast
When laser light reflects from a rough surface, or transmits through a diffuser,
a granular speckle pattern is often observed. Since the invention of lasers in
the 1960s, many studies on speckle phenomena have been carried out both
theoretically and experimentally. The formation of optical speckles are subject to
light coherence and diffusive objects. In fact, speckle patterns are used to study
both coherence properties of light and properties of objects that the light interacts
with. Both spatial and spectral speckle correlations have been investigated to
provide statistical information about rough surfaces [216]. Here we focus on
speckle contrast, or more specifically on changes of speckle contrast as a function
of optical source bandwidth, for surface roughness characterization.
7.4.1 Speckle contrast
When the intensity fluctuation I of a speckle pattern is measured, the average






where σI is the standard deviation, and <I> is the mean of the intensity. The
relation between surface roughness and speckle contrast under monochromatic
illumination has been studied experimentally [218, 219]. As a perfectly smooth
surface produces a smooth intensity pattern, the speckle contrast is zero. With an
increasing surface roughness, the height fluctuations lead to phase fluctuations
of the reflected light, which further lead to intensity fluctuations upon propaga-
tion, resulting in an increase in speckle contrast. When the surface roughness
becomes comparable to a quarter of the wavelength, which means that the height
variation of the surface is large enough to form complete destructive interference,
fully developed speckles form and the speckle contrast saturates. Thus, for low-
roughness surfaces, where a monotonic relation holds, monochromatic speckle
contrast measurements can be used to characterize the surface roughness [218].
For rough surfaces that produce fully developed speckles, it is useful to vary
the coherence properties of the light. Correlations between surface roughness
and spatially or temporally varying illuminations have been studied [216]. Here
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we focus on spectral correlation. Goodman first formulated calculations on cross
correlation of speckle patterns produced by different wavelengths, which show
that the degree of correlation is dependent on the surface roughness [220]. It was
first experimentally demonstrated in 1972 by Sprague that the contrast of speckle
patterns measured using white light monotonically decreases with increasing
surface roughness [221]. Speckle decorrelation with increasing wavelength dif-
ferences is proposed for speckle noise reduction [222]. More theoretical studies
followed to quantify the correlation between surface roughness and the contrast
of speckle patterns produced by broadband light [223–225].
Polychromatic speckle patterns are calculated as an incoherent sum of individ-




where k = 2πλ is the wavenumber, S(k) is the spectral density function. The






S(k1)S(k2) < I(k1)I(k2) > dk1dk2
(
∫
S(k) < I(k) > dk)2
, (7.7)
where < I(k1)I(k2) > is the spectral correlation. Intuitively, speckle patterns
decorrelate faster for surfaces with higher roughness values. The variation in
correlation among all monochromatic speckle patterns gives rise to the final con-
trast difference in the polychromatic speckle patterns. Due to the complexity of
the problem, many statistical assumptions have to be applied to obtain a simple
analytical solution, including a normally distributed surface height fluctuation, a
Gaussian spectrum, negligible multiple scattering, normal incidence illumination
with plane waves, and on-axis detection. Here we directly use the final simplified
expression [224–226] for the contrast V of a polychromatic speckle pattern mea-
sured in the far-field as a function of spectral bandwidth W in wavenumber and








where σl is the standard deviation of optical path length variations caused by
rough surfaces. If only specular reflection is considered, σl is directly related to
the standard deviation of the height distribution as σl = 2σz = 2Sq. In the case
where non-specular reflection is considered, σ2l also has contributions from light
scattered transversely, which is dependent on the aperture size of the system [225,
226]. Here we propose a more general model:
V2 =
1√
1 + W2(a + bSq)2
, (7.9)
where a represents a statistical factor for transverse optical path length fluctuation,
and b is the ratio between the vertical optical path length fluctuation and the
vertical height variation of the surface, and W is the illumination bandwidth in
wavenumber. In the following section, we test the model with experimental data
to see if it can be applied as a general model for predicting surface roughness
from polychromatic speckle contrast measurements.
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7.4.2 Preliminary results on speckle contrast measurement
We measure speckle patterns of rough steel surfaces as a function of wavelength,
from which we calculate speckle contrast curves. Using roughness values obtained
from OCT measurements on the same samples, we fit the experimental data to the
model (Eq. 7.9) introduced in Sec. 7.4.1. From these fits we retrieve the coefficients

















Figure 7.3: Schematic of OCT-speckle measurement setup. Based on the computational
OCT setup, a flippable Mirror (M8), a beam block (BB), and a second camera
(C2) are added to perform the speckle measurements. For OCT measurements,
M8 and BB are at position 1, and for speckle measurements, M8 and BB are at
position 2.
The computational OCT setup (Fig. 3.4) is modified as shown in Fig. 7.3 to
perform SSOCT and speckle measurements sequentially on the same part of the
sample under the same illumination conditions. For speckle measurements, a flip
mirror M8 is added to direct light to the added camera C2, which records speckle
patterns in the far-field. The beam block (BB) is added to block the reference,
thus only back reflected light from the object is measured. Six different steel
surfaces with an Sq value ranging from 0.6 µm to 2.4 µm are investigated. On
each surface, 10 different areas are measured to account for regional variations.
The height map of each measurement is reconstructed using SSOCT, from which
the roughness Sq is calculated as described in Sec. 7.3.2. Examples of six surface
reconstructions are shown in Fig. 7.4, and the Sq values are the average values
among 10 measurements of each surface. At each location, we record 21 quasi-
monochromatic (λ/∆λ > 1000) speckle patterns from 700 nm to 800 nm with
a 5 nm step size. Then we sum up monochromatic speckle patterns to obtain
intensities of polychromatic speckle patterns, from which speckle contrast is
calculated using Eq. 7.5.
In Fig. 7.5(a) and (b), we show the speckle pattern evolution for two rough
surfaces as a function of illumination bandwidth ∆λ = 1, 20, 40, 60, 80, 100 nm.
The speckle patterns change faster for the rougher surface (Fig. 7.5(a)) with
increasing bandwidths. Figure 7.5(c) and (d) show the full frames of two types of
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Figure 7.4: Surface height reconstructions of six different steel surfaces obtained with
SSOCT, presented in order of descending Sq. The transverse scale of the height
maps is 416×416 µm.
speckle patterns used to calculate the contrast curve, and the results are shown in
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Figure 7.5: Polychromatic speckle patterns. (a),(b) Speckle pattern evolution as a function
of illumination bandwidth (∆λ = 1, 20, 40, 60, 80, 100 nm) for two rough sur-
faces respectively. (c),(d) Full frames of speckle patterns used to calculated
speckle contrast. The transverse scale is 3.3×3.3 mm.The center part marked
with the white squares are the zoomed in parts in (a) and (b). (e) Calculated
speckle contrast curves as a function of illumination bandwidth in wavenum-
ber for two surfaces.
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Figure 7.6: Model fit of polychromatic speckle contrast. (a) 51 speckle contrast measure-
ments are shown. The x-axis is the Sq obtained from SSOCT measurements.
The vertical lines shows the sampling in Sq. The y-axis is the bandwidth in
wavenumber. The color represents the contrast values V. (b) The fit surface
from the model in Eq. 7.9. (c) The residuals in percentage calculated from (Fit-
Measurement)/Measurement. (d) Nine examples of measured and fit speckle
contrast curves for different roughness values.
In total we obtain 51 speckle contrast curves, which are combined in Fig 7.6(a),
and the contrast is shown as colors. We fit the model to the surface containing
51 curves (Eq. 7.9) using nonlinear least squares regression, and obtain the pa-
rameters a = 0.63 µm and b = 1.28 with an adjusted R2 value of 0.89. With the
fitted parameters, we calculate the expected speckle contrast shown in Fig. 7.6(b)
according to the model (Eq. 7.9), and the residuals are plotted in Fig. 7.6(c). The
general trend is that the speckle contrast monotonically decreases with increasing
bandwidth, and decreases faster for rougher surfaces, which is captured by the
fit. However, discrepancies between the measurement and the fit can be observed.
For surfaces with roughness values at two edges of the measurements, below
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1 µm and above 2.5 µm, the speckle contrast estimated from the model is mainly
lower than the measurements, shown as blue in the residual plot (Fig. 7.6(c)). For
Sq between 1 µm and 1.8 µm, the model tends to result in higher contrast values,
shown as red in Fig. 7.6(c). This can also be observed in Fig. 7.6(d), where the
fitted curves are above the measurement curves in this roughness region.
With the determined parameters a and b, we calculate the surface roughness Sq
given the speckle contrast curves via a non-linear least squares fit to Eq. 7.9, and
compare the resulting roughness with the value obtained from OCT measurements.
The results are shown in Fig 7.7, where the error bars show the 95% confidence
intervals. This shows that the model underestimate the surface roughness for
values below 1 µm, which confirms that the model does not cover this regime very
well. One explanation can be that for surfaces with such low roughness values,
the measured spectral range is not wide enough. As can be seen in Fig. 7.6(d),
for Sq = 0.83 µm and 0.49 µm the measured speckle contrast curves are very
similar, both only showing a small decrease from 1 to 0.8. Thus by expanding the
measurement bandwidth, differences may be captured to distinguish one from
the other. For surface roughness in between 1 µm and 2.5 µm, the model tends
to predict a higher roughness value than the OCT measurements, as data points
above the red diagonal line are two times the ones below.














Figure 7.7: Comparison of surface roughness obtained from OCT and the model. Error
bars indicate 95% confidence intervals.
To conclude, the model captures the general trend between the visibility of
polychromatic speckles patterns and the surface roughness. However, it provides
limited prediction power, which can be explained by the following reasons. On
the experiment side, both OCT and speckle measurements show inconsistencies,
possibly due to the small amount of sampling. More measurements with larger
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measurement ranges in both illumination bandwidth and roughness values are
needed to further verify the method. On the modeling side, as we have mentioned
in Sec. 7.4.1, the model itself in Eq. 7.8 is derived under many assumptions, some
of which are not fulfilled in our experiments. For example, the model assumes
a normally distributed surface height variation. We measured industrial steel
surfaces produced by deterministic processes, thus it is likely that the height
fluctuations do not follow Gaussian distributions. Also, the model assumes a
continuous Gaussian spectrum for the illumination, and we used discrete spectral
lines. Furthermore, in our generalized model (Eq. 7.9), constant parameters a and b
are assumed to relate the surface roughness to optical path length changes, which
are possibly surface-dependent and therefore not constant. Additionally, multiple
scattering, shadowing, and depolarization effects are all neglected in this model,
and are often neglected in modeling speckle scattering. Overall, the preliminary
results show that it is challenging to find a universal, applicable physical model
to relate speckle contrast only to surface roughness. An alternative approach is to
explore deep learning methods to circumvent the need for an analytical physical
model. Advanced machine-learning algorithms, such as convolutional neural
networks and linear discriminant analysis, have been successfully applied for
scatterer recognitions from seemingly random speckle patterns [227]. The ability
of machine learning techniques to retrieve statistical properties of the scattering
object has, to the best of our knowledge, not yet been demonstrated.

Part III
A P P E N D I X

h
A P P E N D I X
h.1 lens transformation
Derivations of wavefields propagating through a thin lens under paraxial approxi-




, 0) is at
a distance d1 in front of a lens with a focal length of f . The detection plane is at





, 0) to the lens plane:




















′2)}e−i kd1 (xl x′+yl y′ )dx′dy′ , (h.1)
where El(xl , yl , z1) is the wavefield at the front side of the lens, and we assume
the extent of El is small compared to the lens. Following the lens transformation































l , yl , z1) over a distance d2, we obtain the wavefield at the
observation plane:
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Thus we obtain the final expression:

































2d1( f d1 + f d2 − d1d2)
. (h.8)
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h.2 practical considerations for ptychography
Non-uniqueness
If P(r) and O(r) are solutions of the ptychographic reconstruction, then cP(r) and
c−1O(r) with a constant scaling factor or a flat phase offset are also solutions, and
P(r− a) and O(r− a) with a constant lateral shift are also solutions.
Absorbed phase term








2+y2)}e−i kz (xqx+yqy)dxdy. (h.9)
Compared to the complete form of the Fresnel integral (see Eq. 2.14), the phase
term outside the integral is neglected since only intensities are measured. For
calculation efficiency, the quadratic phase term inside the integral in Eq. h.2 can





Thus the Fresnel integral is simplified into a direct Fourier transform:





Note that the quadratic phase has to be corrected after the reconstruction to obtain
the real quantitative information of the probe beam.
Initial guess
Although ptychography does not require a priori knowledge about the illumina-
tion beam, starting with a good initial guess can help to speed up the convergence
rate. For a smooth beam, having a good estimate of the beam diameter is already
advantageous, and for a structured beam, a good estimate of its global phase
curvature can be very beneficial. For the object, the initial guess is normally filled
with ones.
Scan grid
It has been shown that periodic scanning grids introduce artefacts in the recon-
struction [228]. Thus aperiodic scan grids are often used with the advantage that
they can be generated in a deterministic way. In the thesis, we used Fermat spiral
scanning patterns. One example is shown in Fig. h.1(a). In order to save the total
travel time of the scanning stage in a ptychography measurement, the order of the
scan positions are optimized using a genetic algorithm for solving the traveling
salesman problems [229]. The scan trajectory before and after the optimization is
shown in Fig. h.1(b) and (c), respectively.
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(a) (b) (c)
Figure h.1: Fermat spiral scanning pattern.
Fourier ring correlation
Fourier ring correlation (FRC) is often used to evaluate the reconstruction resolu-
tion in ptychography [134, 230]. In general, FRC [153, 231] compares two functions
by calculating their cross-correlation coefficient on rings in Fourier space, finding
the highest spatial frequency at which two functions are correlated1
FRC(ri) =





In ptychography, this is a very useful way to determine reproducible resolutions
across multiple independent reconstructions. A proper threshold criteria for
determining the cut-off frequency is discussed in [154], where noise statistics and
number of pixels in rings are taken into consideration.
1 In the case of comparing two 3D functions, sub-correlations are calculated on shells in the 3D
Fourier space, which is called Fourier shell correlation [232].
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h.3 sample fabrication
Sample fabrication is carried out at AMOLF NanoLab Amsterdam (ISO class 5
cleanroom). Established recipes are described below:
• Substrate cleaning and preparation
Menzel glass coverslips (24*24*0.17 mm) are used as substrates for the samples.
We clean glass substrates in two steps: 1) Sonication; 2) Base Piranha cleaning.
Base Pirahna is a mixture of H2O, 30% ammonium hydroxide (NH4OH) and 30%
hydrogen peroxide (H2O2) in a ratio of 5:1:1. We follow the standard procedure:
First, mix H2O and the NH4OH solution and heat the mixture up to 75 °C, then
add the H2O2 solution to the mixture and reheat up to 75 °C. Finally immerse the
substrates in the mixture for 15 minutes, and afterwards rinse the substrates in
H2O and isopropanol. NH4OH is a strong complexant for removing metal par-
ticles, while H2O2 is a powerful oxidant at high pH for removing organic residues.
• UV lithography
To prepare the photoresist we spincoat photoresist S1813 at 4000 rpm (with
1000 rpm/s acceleration, close lid) for 40 seconds, then bake the sample on a
hotplate at 115 °C for 2 minutes. This results in a homogeneous resist layer of
680 nm thick, which is more than 5 times thicker than the final metal structure to
ensure a successful liftoff. Secondly, the sample is exposed under 300 nm UV light
(Suss MABA6 Mask aligner) for 4.5 seconds (total energy 112.5 mJ). In this way,
the desired pattern is transfered from the mask to the resist layer by selectively
changing the solubility of the resist layer. Lastly, the sample is developed in the
developer solution (MF-319) for 45 seconds, then rinsed in water for 45 seconds.
At this stage, physical structures are formed in the resist layer, which can be
checked under an optical microscope with UV filters to prevent blue light from
further exposing the resist.
• Thermal Deposition and lift-off
We use a home-built thin-film thermal evaporator Nanoontje to deposit different
metals on the sample. The source metal is heated up and evaporates in a high
vacuum environment (10−7mbar). Due to the long distance (about one meter)
between the source and the sample, the evaporated metal particles are deposited
homogeneously on the sample surface. The final lift-off step is done in Acetone at
room temperature. 15 to 20 seconds of sonication can speed up the lift-off process.
After 10 to 15 minutes, we rinse the sample in isopropanol to remove the lift-off
residuals and check the results under an optical microscope.
• Intermediate layers
In order to build up multiple layers, we use transparent (in visible and infrared)
photo-resist as intermediate material. Two different negative photo-resists (SU-8
and Ormocomp) have been tested for this purpose. SU-8 is more rigid, resulting
in cracks in about 40 µm thick layers, which can be seen in Fig. 3.7 (c,d) and
(g,f). In contrast, Ormocomp results in more homogeneous intermediate layers
(Fig. 3.8 (c-j)). Also, Ormocomp is less dispersive than SU-8 in the detection wave-
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length range used in the experiments. In order to spincoat a homogeneous layer,
we first dilute Ormocomp in OrmoThin with a ratio of 1:1 in a heated water bath
at 35 °C. The mixing is assisted by magnetic stirring. Then we spincoat the resist
solution at 1000 rpm (with 100 rpm/s acceleration) for 40 seconds. Afterwards,
the sample is baked at 80 °C for 10 minutes. Finally, the sample is exposed using
a UV lithography machine under the flood exposure mode for 60 seconds and
baked at 130 °C for 10 minutes to form a solid layer, upon which a new layer of
structures can be fabricated by repeating the aforementioned procedures.
One of the difficulties in the multi-layer sample fabrication is to control the
alignment between different layers. Our solution is to design markers around
the desired structures on the mask and utilize the built-in microscope of the
UV lithography machine. The other difficulty we encountered is that due to the
edge effect of the substrate, the intermediate layer is thinner in the center and
thicker near the edges. Thus pre- and post-exposure baking becomes extremely
important.
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h.4 tilt correction
The problem of correcting for a linear tilt in a 2D height map belongs to a general
problem called multivariate linear regression. Assume we have a M × M 2D
height map, for each pixel i with coordinates of (xi1, x
i
2), we want to find the
coefficients (θ0, θ1, θ2) that give the estimated height:





We can arrange the indices of all pixels into a matrix X of shape M2 × 3, where
the first column of X is ones, the second column of X is the first indices of all the
pixels, and the third column is the second indices of the all the pixels. Thus the
estimated height is expressed as:
Xθ = yest. (h.14)
We also arrange all the measured height values into a vector y. To minimize the
residual between the measured height and the estimated height y− Xθ, assuming
a Gaussian distribution, we use the least square minimization:
J(θ) = (y− Xθ)2 = (y− Xθ)(y− Xθ)T . (h.15)
Then we calculate the gradient of the residual J(θ) with respect to θ, and assign
it to zero:
∆θ J(θ) = 0, (h.16)
which gives us the solution of θ:
θ = (XTX)−1XTy. (h.17)
This is called the Normal equation. Thus the estimated tilt plane can be calculated
from Eq. h.4. The height map after tilt correction is given by the residual term in
Eq. h.4.
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S U M M A RY
In this thesis, the main research challenge boils down to extracting 3D spatial
information of an object from 2D measurements using light. Our goal is to achieve
depth-resolved tomographic imaging of transparent or semi-transparent 3D ob-
jects, and to perform topography characterization of rough surfaces. The essential
tool we used is computational imaging, where depending on the experimental
scheme, often indirect measurements are taken, and tailored algorithms are em-
ployed to perform image reconstructions. The computational imaging approach
enables us to relax the hardware requirement of an imaging system, which is
essential when using light in the EUV and x-ray regimes, where high-quality
optics are not readily available. In this thesis, visible and infrared light sources
are used, where computational imaging also offers several advantages. First of all,
it often leads to a simple, flexible imaging system with low cost. In the case of a
lensless configuration, where no lenses are involved in the final image-forming
stage between the object and the detector, aberration-free image reconstructions
can be obtained. More importantly, computational imaging provides quantitative
reconstructions of scalar electric fields, enabling phase imaging, numerical refocus,
as well as 3D imaging.
The first part of this thesis focuses on depth-resolved imaging. One important
element that we used to achieve 3D imaging is broadband laser light. Inspired by
optical coherence tomography, we take advantage of the short temporal coherence
of broadband light. When light is back-scattered from a 3D object, the wavelength-
dependent phase delay encodes the depth information. However, photoelectric
detectors are only able to directly measure the intensity of a complex-valued
electric field. Therefore, to obtain the 3D distribution of an object, the main task
is to recover the lost phase information. The problem we try to solve can be
simplified mathematically as I = |P{Eo}|2, where Eo denotes the electric field
modified by an object, which is what we try to solve for. P represents a linear
operator for free-space propagation, for example the Fourier transform or angular
spectrum propagator, for which we know the mathematical expression and we
know how to invert. I represents the intensity of the propagated electric field that
we can measure. The non-linear operation, i.e. taking the absolute squared value,
makes the inversion problem challenging.
In Chapter 3, the approach we take is to ’linearize’ the problem by adding a
reference and using interferometric detection. Thus the problem becomes I =
|E f + P{Eo}|2 = Ī + E∗fP{Eo}+ c.c., where Ī is the autocorrelation term and c.c
denotes the complex conjugate term. Thanks to the interferometric detection, it
is possible to filter out the linear term E1 = E∗fP{Eo}, from which we obtain the
solution Eo = P−1{E f E1}. Often plane waves are used as the reference, which
can further simplify the solution. Note that in practice, this requires a precisely




In Chapter 4, a different approach has been taken, namely phase retrieval,
which uses iterative optimization algorithms to directly search for solutions to
the non-linear inversion problem. Since it is a nondeterministic approach, it is
generally not guaranteed a solution can be found. Phase retrieval often requires
prior knowledge of the imaging object, which is used as constraints to limit the
search space of the solution and steer the algorithm towards the correct solution.
Among all phase retrieval methods, ptychography stands out as it offers fast,
robust convergence to quantitative reconstructions without the need for prior
knowledge. In ptychography, the problem is rearranged as I = |P{PO}|2, where
the object modified electric field Eo is factorized as a product of the illumination
(or often referred to as the probe) denoted by P, and the object function denoted
by O. Ptychography is able to separate the illumination from the object function,
and delivers complex-valued reconstruction of both simultaneously.
Once we solve the phase problem at each individual wavelength, 2D recon-
structions at different wavelengths can be combined together to retrieve the depth
information. Chapter 3 takes the conventional OCT approach where the inter-
ferometric detector sets a global phase reference for all the wavelengths, thus
a Fourier transform from the frequency to the time domain reveals the depth
distribution. Chapter 4 shows that it is possible to obtain depth information from
polychromatic reconstructions without relying on an external reference. Given
single-wavelength quantitative phase reconstructions, a synthetic reference signal
can be selected from the object itself. This further simplifies the experimental
arrangement and offers a step closer to possible implementation of depth-resolved
imaging with broadband EUV sources.
Chapter 5 investigates the possibility of single-wavelength, single-view tomo-
graphic imaging using ptychography. Considering 3D weakly-scattering objects,
we modify the forward model in ptychography using the first Born approxima-
tion. Reconstruction results based on simulated data show clear depth-separation,
which may lead to a new direction of diffraction tomography.
In the second part of the thesis, we explore the application of computational
imaging in optical metrology. Chapter 6 applies ptychography as a high-resolution
wavefront sensing tool. Although originally intended for solving the phase prob-
lem in coherence diffractive imaging, ptychography produces quantitative re-
construction of the illumination beam as a ’byproduct’. This offers an excellent
start for characterizing laser beam quality, wavefront and lens aberrations. We
show that compared to existing metrology tools, e.g. the Shack-Hartmann sensor
and conventional M2 measurement devices, ptychography offers superior per-
formance in terms of spatial resolution and flexibility. In Chapter 7, we apply
computational imaging to characterize surface roughness. Both ptychography and
computational OCT are used to directly image steel surfaces with a roughness
parameter Sq comparable to, or larger than the optical wavelength, where we show
that it is challenging to obtain quantitative reconstructions of rough surfaces with
low-numerical-aperture systems. Apart from the direct imaging approach, we also
explore the possibility of extracting surface roughness parameters from speckle
measurements of rough surfaces. The relation between the visibility of polychro-
matic speckle patterns and the surface roughness is investigated, a generalized
model is presented, and preliminary results are discussed.
S A M E N VAT T I N G
De primaire onderzoeksuitdaging van dit proefschrift is het achterhalen van
3D ruimtelijke informatie van een object door middel van 2D metingen met
licht. Ons doel is om tomografische beelden te vormen van transparante of semi-
transparante 3D objecten, waarin de structuur van het object transversaal en ook
in de diepte wordt vastgesteld, én om de topografie van oneffen oppervlaktes te
karakteriseren. Hiervoor maken we gebruik van computationele beeldvorming¸ waar-
bij met (in)directe metingen en afgestemde algoritmes beelden worden gevormd
met behulp van computers. Door gebruik te maken van deze computationele
beeldvorming kunnen de eisen voor de hardware van een beeldvormingssysteem
versoepeld worden. Dit is essentieel wanneer gebruik wordt gemaakt van EUV of
röntgenstraling, waarvoor optische componenten van hoge kwaliteit niet makke-
lijk verkrijgbaar zijn. In dit proefschrift wordt gebruik gemaakt van bronnen van
zichtbaar en infrarood licht, waarbij computationele beeldvorming ook enkele
voordelen biedt. Allereerst leidt het vaak tot een eenvoudig, flexibel, en relatief
goedkoop beeldvormingssysteem. Maar, nog belangrijker is dat met computa-
tionele beeldvorming de scalaire elektrische velden worden gereconstrueerd, wat
fasebeeldvorming, numeriek herfocusseren, en 3D-beeldvorming mogelijk maakt.
Het eerste deel van dit proefschrift richt zich op beeldvorming door de diepte
van een object heen. Een belangrijk element dat we hebben gebruikt om 3D-
beeldvorming te realiseren, is breedbandig laserlicht. Geïnspireerd door optische
coherentietomografie maken we gebruik van de korte temporele coherentie van
breedbandig licht. Wanneer licht wordt terugverstrooid door een 3D-object, bevat
de golflengte afhankelijke fasevertraging de diepte-informatie van het object.
Echter zijn foto-elektrisch detectoren alleen in staat om de intensiteit van een
elektrisch veld te meten en is de fase dus onbekend. Daarom is de voornaamste
taak voor het verkrijgen van de 3D-distributie van een object het reconstrueren
van de “verloren” fase-informatie. Het probleem dat we proberen op te lossen
kan wiskundig worden vereenvoudigd in de vorm I = |P{Eo}|2, met Eo het te
achterhalen elektrisch veld dat is aangepast door een object. P vertegenwoordigd
een lineaire operator voor voortplanting van een elektrisch veld in de vrije ruimte,
bijvoorbeeld de Fouriertransformatie of hoekspectrum propagatoren waarvan
we de wiskundige uitdrukking kennen en weten hoe we ze moeten inverteren.
I vertegenwoordigt de intensiteit van het meetbare, gepropageerde elektrisch
veld. De niet-lineaire operatie, d.w.z. het nemen van de absolute waarde in het
kwadraat, maakt dit inversieprobleem uitdagend.
In hoofdstuk 3 ‘lineariseren’ we het probleem door gebruik te maken van inter-
ferometrische detectie met een referentie. In dat geval kan het probleem worden
herschreven als I = |E f + P{Eo}|2 = Ī + E∗fP{Eo}+ c.c., met Ī de autocorrelatie
term en c.c. de complex-geconjugeerde term. Dankzij de interferometrische detec-
tie kan de lineaire term E1 = E∗fP{Eo} eruit gefilterd worden en verkrijgen we de
oplossing Eo = P−1{E f E1}. Vaak worden vlakke golven als referentie gebruikt,
dit kan de oplossing verder vereenvoudigen. In de praktijk is hier echter een exact
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gekalibreerde referentiegolf voor nodig, wat onhandig en in sommige gevallen
erg uitdagend kan zijn.
In Hoofdstuk 4 is gekozen voor een andere benadering, namelijk fasereconstructie,
waarbij iteratieve optimalisatie-algoritmes worden gebruikt om rechtstreeks naar
de oplossingen te zoeken van het niet-lineaire inversieprobleem. Omdat het een
niet-deterministische benadering is, is het over het algemeen niet gegarandeerd dat
er een oplossing kan worden gevonden. Fasereconstructie vereist vaak voorkennis
van het object, dat wordt gebruikt als begrenzing van de zoekruimte van de
oplossing en stuurt het algoritme daarmee naar de juiste oplossing. Tussen alle
fasereconstructiemethodes valt ptychography op, omdat het, zonder voorkennis
van het object, snelle en robuuste convergentie naar kwantitatieve oplossingen
biedt. In ptychography wordt het probleem herschikt als I = |P{PO}|2, waarbij
het object-gemodificeerde elektrische veld Eo wordt ontbonden als een product
van de belichting aangeduid met P, en de objectfunctie aangegeven door O.
Ptychography is in staat om de belichting te scheiden van de objectfunctie, en
levert reconstructies van de intensiteit en fase van beide tegelijk.
Zodra we het faseprobleem bij elke individuele golflengte hebben opgelost
kunnen 2D-reconstructies met de verschillende golflengtes worden gecombineerd
om de diepte informatie te achterhalen. Hoofdstuk 3 neemt de conventionele
OCT-benadering, waarbij door middel van interferometrische detectie een globale
fasereferentie voor alle golflengten wordt gezet. Zodoende onthult een Fourier-
transformatie van het frequentiedomein naar het tijdsdomein de diepte distributie
van het object. Hoofdstuk 4 laat zien dat het ook mogelijk is om diepte-informatie
te verkrijgen van polychromatische reconstructies zonder een externe referentie.
Gegeven monochromatische kwantitatieve fasereconstructies, kan een synthetisch
referentiesignaal worden geselecteerd uit het object zelf. Dit vereenvoudigt de ex-
perimentele opstelling verder en brengt ons een stap dichter bij een implementatie
van diepte-beeldvorming met breedbandige EUV-bronnen.
Hoofdstuk 5 onderzoekt de mogelijkheid van tomografische beeldvorming
met een enkele golflengte en een enkele weergave met behulp van ptychography.
Uitgaande van zwak verstrooiende 3D objecten modificeren we het voorwaartse
model in ptychography met behulp van de eerste Born-benadering, Reconstruc-
tieresultaten op basis van gesimuleerde data laten een duidelijke dieptescheiding
zien, wat kan leiden tot een nieuwe richting van diffractietomografie.
In het tweede deel van het proefschrift onderzoeken we de toepassing van
computationele beeldvorming in optische metrologie. Hoofdstuk 6 past ptychog-
raphy toe als een hoge resolutie golffront-detectietool. Hoewel oorspronkelijk
bedoeld om het faseprobleem op te lossen in coherentie-diffractie beeldvorming,
produceert ptychography kwantitatieve reconstructie van de verlichtingsstraal
als ’bijproduct’. Dit biedt een uitstekende start voor het karakteriseren van laser-
straal kwaliteit, en golffront en lens aberraties. Wij laten zien dat in vergelijking
met bestaande metrologie methodes, b.v. de Shack-Hartmann-sensor en conven-
tionele M2-meetapparatuur, ptychography superieure prestatie biedt in termen
van ruimtelijke resolutie en flexibiliteit. In hoofdstuk 7 passen we computationele
beeldvorming toe om oppervlakteruwheid te karakteriseren. Zowel ptychography
als computationele OCT worden gebruikt om beelden te vormen van stalen opper-
vlaktes met een ruwheid parameter Sq vergelijkbaar met, of groter dan de optische
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golflengte. We laten zien dat het een uitdaging is om kwantitatieve reconstructies
van ruwe oppervlakken te verkrijgen wanneer systemen met een laag numeriek
apertuur worden gebruikt. Afgezien van de directe beeldvormingsaanpak, on-
derzoeken wij ook de mogelijkheid om parameters voor oppervlakteruwheid
uit gemeten spikkelpatronen te halen. De relatie tussen de zichtbaarheid van
polychromatische spikkelpatronen en de oppervlakteruwheid wordt onderzocht,
een gegeneraliseerd model wordt gepresenteerd, en voorlopige resultaten worden
besproken.
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awesome. Reinout, thank you for being unique and amazing.
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Jin, through the years, many Chinese friends have gone back to china, or drifted
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Maaike, mijn Nederlands docent. Nederlands leren was zo moeilijk voor mij
in het begin. Ik kon geen manier vinden die bij mij paste. Maar dankzij jou heb
ik niet alleen van de taal leren genieten, maar ook van de nederlandse cultuur,
geschiedenis, en zelfs de politiek.
Randy, if it were not because of you, this whole Amsterdam life would not exist.
We have accompanied each other for the whole Master and PhD journey. Thank
you for everything. I would like to include our cats, Nacho and Huihui, who have
made the pandemic life a lot easier for me.
Lastly, I would like to thank my parents and my family in China. It is always a
difficult choice for me to be away from everyone. Thank you for understanding
and encouraging me for pursuing what I want. You are always my strongest
support.
