Abstract
Introduction
The classical Gelfand-Levitan-Krein-Marchenko approach to inverse spectral and scattering problems was intensely and variously developed during the last decades (see [K] , [M] , [LS] , and the references therein). This development was stimulated essentially by the creation of the famous method of inverse scattering transformation in the theory of integrable nonlinear equations (see, e.g., [AS] , [FT] ). Some other interesting nonclassical (direct) spectral problems with rational dependence on the spectral parameter were studied in [AL] , [LMM] , and [LT] (see also the references therein). An inverse problem for an analogue of a canonical system with a rational dependence like (λ − x) −1 on the spectral parameter was treated in [SaL2] and [SaL3] . Direct and inverse scattering problems for potentials with general rational dependence on the spectral parameter λ were studied in the important paper [Z] under some natural restrictions.
In this paper we consider (2 × 2)-systems of first-order differential equations of the form For details we refer the reader to [FT] , [AS] , and [SaA2] . The (2 × 2)-matrix function w( · , λ) satisfying differential equation (1.1) and the normalization condition w(0, λ) = I 2 (1.3)
is called the fundamental solution of (1.1). Here I 2 denotes the (2 × 2)-unit matrix. Important transformations of the fundamental solutions are obtained via Backlund-Darboux transformations. For the role of Backlund-Darboux transformations and different representations of the fundamental solutions and eigenfunctions in spectral theory we refer the reader to [D] , [AM] , [DIKZ] , [RS] , and the references therein.
Different generalizations of the notion of a Weyl function (especially for the nonselfadjoint case) are based on the asymptotics of the fundamental solution of differential equation (1.1) (see, e.g., [L] , [BC] , [Y] , [BDZ] , [FI] , [SaA2] , [GKS] ). In the present paper we use the following definition.
Definition 1.1
Let p ∈ {1, 2}. A function ϕ p is called a W p -function ( pth Weyl function) of system (1.1) with the property (1.2) if and only if there exists an M > 0 such that ϕ p is defined on the complex domain
and for all x ∈ [0, ∞),
It turns out that the Weyl functions are closely related to the spectral properties of a certain auxiliary system associated with system (1.1). For example, if λ 0 is a zero of a W p -function, then µ 0 = b p /(2(λ 0 − d p )) is an eigenvalue of this auxiliary system. We also would like to mention that for the system (1.1) induced by the sine-Gordon equation the evolution of the Weyl functions ϕ p ( · , t), p = 1, 2, can be described via the boundary values w(0, t) and w x (0, t). The present paper is organized as follows. In Section 2 we prove the existence of unique Weyl functions ϕ 1 , ϕ 2 of system (1.1). In Section 3 we show the uniqueness of the solution of the inverse problem, which consists of recovering the coefficient functions β p of system (1.1) from its W p -functions. The scheme used here may be used without modifications for a system with r summands b p β p (x) * β p (x) instead of two as in (1.1). In Section 4 explicit solutions of the direct and the inverse spectral problem are established for λ-rational systems (1.1) as given in [GKS] for pseudocanonical systems with linear dependence on the spectral parameter.
Existence and uniqueness of the Weyl functions (direct problem)
Suppose that the functions β p , p = 1, 2, are absolutely continuous and that
(2.1)
In order to study system (1.1), we first construct two auxiliary systems of differ-ential equations for p = 1, 2 as follows. For fixed p ∈ {1, 2}, we define
and Q is the (2 × 2)-matrix function given by
which has unitary values, that is,
Notice that by (1.2) and (2.4),
Using the facts that w( · , λ) is a solution of system (1.1) and that Q fulfills (2.6), we obtain that W ( · , λ) is a solution of the system
where
The system (2.7) associated with (1.1) has the form of a canonical (Dirac-type) system, but with a more complicated coefficient ξ which depends on µ.
In what follows we denote by and the real and imaginary part of a complex number. According to (1.2) and (2.1), we can choose a value M > 0 such that the inequality
holds. By (1.3), (2.2), and (2.5), we have W (0, µ) = I 2 , that is, W ( · , µ) is the fundamental solution of system (2.7). In the sequel we need the following representation of W ( · , µ). 
0 , and for any l ∈ [0, ∞),
The proof of this theorem is similar to the construction of the transformation operator for the classical Dirac-type system (see [SaL1] ) and is given in the appendix. Now we can formulate the main theorem of this section.
THEOREM 2.2 Let (1.1) be a system with coefficients β p , p = 1, 2, which are absolutely continuous vector functions satisfying (1.2), (2.1), and the additional condition
Then there exist unique W p -functions ϕ p , p = 1, 2, of (1.1).
We would like to mention that the spectral problems (direct and inverse) for system (1.1) can be treated analogously if we assume β p2 (0) = 0 instead of β p1 (0) = 0 for p = 1, 2.
Proof
We fix p ∈ {1, 2}. From differential equation (2.7) for W ( · , µ) and estimate (2.9) it follows that
3) it is easy to see that the inequality
that is, W (x, µ) −1 is j-contractive. We set
For a fixed x ∈ [0, ∞) we define a family of linear fractional transformations 16) where P is an analytic function which is bounded by 1, and we denote this family by
Note that according to (2.14) and (2.15) the denominator in (2.16) does not vanish and, moreover, |ψ p (x, µ)| ≤ 1 since W −1 is j-contractive. From (2.13) we infer
If we let 19) we see that by definition (2.16) of ψ p the condition ψ p (x, · ) ∈ N (x) is equivalent to
Hence we can parametrize the values ψ p (x, · ) ∈ N (x) in the form of a so-called Weyl disc, 21) with the center of the disc given by ρ 0 (x, µ) = −r 11 (x, µ) −1 r 12 (x, µ), the radii ρ given by
and a bounded parameter function |u(x, µ)| ≤ 1. By means of (2.17) and the definition of R( · , µ) (see (2.19) , and noting that r 21 ( · , µ) = r 12 ( · , µ) * ), it is easy to see that the functions ρ −1/2 1 and ρ −1/2 2 are decreasing. Moreover, by (2.9) and (2.13) we have
Therefore, for (µ) < −M/4, the discs of functions N (x) converge to a point (the so-called Weyl point):
From (2.20) and (2.24) we derive 25) for all x ≥ 0. Therefore
On the other hand, by (2.7), (2.9), and (2.25), we see that κ ( · , µ) < 0, and together with (2.26) we obtain
(2.27) From (2.2) and (2.27) it follows that
(2.28)
Next we show that lim
For this purpose we need some auxiliary considerations. By Theorem 2.1 on the representation of W (x, µ), we obtain for µ = ζ + iη, η < −M/4,
belongs to N (x) (with P ≡ 0) and is hence bounded (by 1) on the domain {µ ∈ C : (µ) < −M/4}. In view of (2.30) we also have
By a Phragmen-Lindelöf-type theorem (see, e.g., [PW, Theorem VIII] 
, where the function h given by h(s) := e ηs g(s) belongs to L 2 (0, ∞). Thus lim η→−∞ ψ(x, µ) = 0, and by (2.23) all the functions from N (x), including ψ p (x, · ), have the same limit for η → −∞ and this limit is uniform in (µ). This proves (2.29) and proves that the limit therein is uniform in (µ). By (2.29) and by the assumption that β p1 (0) = 0, p = 1, 2 (see (2.12)), we can choose M > 0 sufficiently large such that
Now we introduce the function 
By (2.29) and definition (2.35) of ϕ p , we have
uniformly in (µ) and hence
By (2.35) we have
and we put
According to (2.36) and (2.39)-(2.41), we can choose M sufficiently large such that
By (2.39)-(2.41) the function h is bounded on {µ ∈ C : (µ) < −M/4}. Hence, again by [PW, Theorem VIII] ,
where the function h given by h(
On the other hand, by (2.38) and (2.42) we have
for each x > 0. From (2.43) and (2.44) it follows that h ≡ 0, that is, ψ ≡ ψ and hence ϕ p = ϕ p .
From the proof of Theorem 2.2 we derive the following auxiliary lemma.
LEMMA 2.3 Suppose the conditions of Theorem 2.2 are fulfilled. Let ψ p (x, · ) and ψ p (x, · ) be two arbitrary functions from N (x) for a fixed x > 0. Then
According to (2.21), we have
From (2.7), (2.19), and (2.9) it follows that for (µ) < −M/4,
(2.47)
Note that the element (R(x, µ) −1 ) 22 equals
and recall that
Hence from (2.47) and (2.48) it follows that
that is,
which, together with (2.46), yields the desired estimate (see (2.45)).
The following theorem deals with the connection of the Weyl functions with the spectral properties of problem (2.7).
THEOREM 2.4 Let p ∈ {1, 2}, and let ϕ p be the W p -function of system (1.1) satisfying conditions (1.2), (2.1), and (2.12). Then the inequality
holds, where
is the solution of system (2.7) equivalent to system (1.1).
and the corresponding eigenfunction is given by W (x, µ r ) 0 1 .
From estimates (2.22) and (2.25) it follows that
In view of (2.4) and (2.35) we have
(2.53) If we substitute (2.53) into (2.52), invoke differential equation (2.2) for W ( · , µ), and estimate (2.34), we obtain (2.50) and (2.51).
Inverse problem (uniqueness of the solution)
The inverse problem consists of recovering the coefficients β p , p = 1, 2, of system (1.1) with properties (1.2), (2.1), and (2.12) from its W 1 -function ϕ 1 and from its W 2 -function ϕ 2 when the constants b p and d p , p = 1, 2, are given.
We note that system (1.1) does not change (more exactly, the expressions β p (x) * β p (x) do not change) if we multiply the vector functions β p with scalars c p of modulus 1. Therefore we can assume without loss of generality that
, there is at most one system (1.1) satisfying conditions (1.2), (2.1), and (3.1).
Proof
Suppose there are two systems, (1.1) and
2) that satisfy the conditions of the theorem with the same W p -functions ϕ p , p = 1, 2. We denote all quantities connected with system (3.2) with (e.g., Q(x), w(x, λ), etc.). Without loss of generality, we may assume that for the constants M and M in the definition of the Weyl functions we have
We recall that by Theorem 2.2 the W p -functions ϕ p , p = 1, 2, are unique for each system. In what follows we use some of the properties of ϕ p which have been established in the proof of Theorem 2.2. In particular, by (2.37) it follows that
(3.4) According to (3.3) and (3.4), we obtain
Now, consider w(x, λ). Due to (2.35) we have
As ψ p is bounded, (1.4) and (3.6) imply
for each x > 0. According to (2.7) and (2.9), we obtain
and consequently, sup
In view of (2.2) the last relation yields
By Lemma 2.3 and (3.8), estimate (3.7) also holds with the function ψ p given by (2.31) instead of ψ p , that is,
Inequalities (3.8) and (3.9) together yield
Analogously, we obtain
Moreover, according to (3.5), inequality (3.11) also holds with Q instead of Q. As
Lemma 2.3 to both systems gives
In view of the inequality analogous to (3.8),
and formula (3.12), inequality (3.11) also holds with ψ p instead of ψ p . Altogether we obtain sup
From representation (2.10) of W , property (2.11), and formulas (2.2) and (2.33), we conclude
where ζ = (µ). Analogously, the inequality 15) for system (3.2) follows. In a way similar to the way we arrived at (2.33), we obtain from (3.10) and (3.14) that
where the elements g jk of the (2 × 2)-matrix function g are such that the functions k jk given by k jk (s) := e ηs g jk (s) belong to L 2 (0, ∞) for η < −M/4. From (3.13) and (3.15) we find
where the elements g jk of the (2 × 2)-matrix function g have the same properties as g jk . According to (3.16) and (3.17), there exists an M > 0 such that the right-hand sides in (3.16) and (3.17) are invertible and their inverses are uniformly bounded in the half-plane {µ ∈ C : (µ) < − M}. Hence
(3.18) By (1.1) and (3.2) we have
From this and (2.3) we obtain
Therefore we also have
By (3.18) and (3.20), K (x, · ) is bounded in the half-planes {µ ∈ C : | (µ)| > M}:
According to the theorem of Phragmen and Lindelöf, formula (3.21) implies the Thus K (x, · ) = w(x, · ) w(x, · ) −1 is bounded and hence constant. By (3.22), K (x, · ) ≡ I 2 , and hence w(x, · ) = w(x, · ). Consequently, systems (1.1) and (3.2) coincide.
In the next section we construct explicit solutions of the inverse problem for system (1.1) satisfying the weaker condition 24) with some constants c p ∈ C there is at most one system (1.1) satisfying conditions (1.2), (3.23), and (3.1).
Similarly as in the proof of Theorem 3.1, we suppose that systems (1.1) and (3.2) both have ϕ 1 and ϕ 2 as W p -functions and that they satisfy (1.2), (3.1), and (3.23) for all 0 < l < ∞. We also assume without loss of generality that M ≤ M. We fix an arbitrary number l ∈ (0, ∞), and we define vector functions β + p and β + p by
(3.25)
If we substitute the new vector functions β + p and β + p into (1.1) and (3.2) instead of β p and β p , the new systems satisfy conditions (1.2), (3.1), and (2.1). According to Theorem 3.1, these new systems have W p -functions ϕ +1 , ϕ +2 and ϕ +1 , ϕ +2 , respectively. Furthermore, by (2.37) and (3.25) we have
for p = 1, 2. In view of (3.25) the fundamental solutions of the new systems and the corresponding original systems coincide at x = l, and by Definition 1.1 of the W p -function we obtain
for p = 1, 2. By condition (1.4) for x = 0, the functions ϕ p are bounded on D M . Next we show that 
that is, relation (3.3) again holds and hence (3.5) (see the proof of Theorem 3.1). In view of (3.24), (3.29), and (2.12) we can choose M sufficiently large such that
for some ε > 0. We set
From (2.4) and (3.32) it follows that
In view of (3.31) and (3.34), formulas (3.27) and (3.28) yield
Notice that condition (3.23) implies that instead of (2.9) we have
Hence inequality (3.8) holds here as well for any x < l. By inequality (3.8) applied to both systems (1.1) and (3.2) and by formulas (3.33) and (3.35), we obtain
36) that is, the analogues of (3.10) and (3.13). From (3.24), (3.31), and (3.32) we find
Moreover, assumption (3.23) also implies representation (2.10) from Theorem 2.1 for any x < l. This and (3.37) allow us to also derive the analogues of (3.14) and (3.15). Therefore all further arguments of the proof of Theorem 3.1 can be used without change. This shows that w(l, λ) = w(l, λ). Since l was arbitrary, we finally obtain w ≡ w.
The general procedure of solving the inverse problem for system (1.1) was presented in [SaA2] . In the next section another approach is used, which allows us to construct explicit solutions.
Explicit solutions of the direct and inverse problem
In special cases it is possible to obtain explicit solutions of the direct and inverse problem for a system (1.1). For this purpose it is important to construct the fundamental solution of a system with constant coefficients associated with (1.1) explicitly (see [GKS] and the references therein). We start with the simple initial system
where λ ∈ C and β 0 1 , β 0 2 are constants. First we formulate and directly prove an auxiliary lemma that can also be deduced as a particular case from the paper [SaA1] on the generalized Backlund-Darboux transformation.
To this end, we choose an arbitrary (n × n)-matrix A such that d 1 , d 2 / ∈ σ (A). We introduce an (n ×2)-matrix function on [0, ∞) by the arbitrary initial condition (0) satisfying
and the linear differential equation
We also introduce an (n × n)-matrix function S on [0, ∞) by
(4.4) From (4.2)-(4.4) we derive the operator equality
Indeed, by (4.3) and (4.4) the derivatives of both sides of (4.5) coincide, and at x = 0 identity (4.5) coincides with (4.2). Now we suppose that det S(x) = 0, x ∈ [0, ∞), and we set
In view of (4.5), w A is a transfer matrix function from system theory in the form given by L. Sakhnovich (see [SaL2] , [SaL3] ).
LEMMA 4.1
The matrix function w A given by (4.6) with and S defined by (4.2)-(4.4) satisfies the differential equation
(4.9)
Proof
First we calculate ( * S −1 ) . In view of (4.3) and (4.4) we obtain
Notice that (4.5) yields
From (4.6) and (4.11) with λ = d p it follows that
If we substitute (4.12) into (4.10) and use (4.6), we arrive at
From (4.9) and (4.13) one concludes that
Using the resolvent identity
differentiating the right-hand side of formula (4.6) defining w A (x, λ), and using (4.3), we see
By means of (4.11) it follows that
According to (4.9) and (4.16), we have
Thus, by definitions (4.8) and (4.9), (4.7) follows from (4.15).
A consequence of Lemma 4.1 is the subsequent proposition. 
Assume in addition that for the (n×n)-matrix function S defined by the initial problem (4.4) we have det S(x) = 0 for all x ∈ [0, ∞). Then the parameters A, (0), and β 0 p , p = 1, 2, generate a system (1.1) with coefficients
and fundamental solution (4.19) where w 0 ( · , λ) is the fundamental solution of system (4.1) with the constant coefficients β 0 p , p = 1, 2.
Proof By (4.1), the matrix function w( · , λ) given by (4.19) satisfies w(0, λ) = I 2 (see (1.3)). Due to (4.1), (4.7), and (4.8) we obtain
By the definition of G( · , λ) in (4.9), this shows that w( · , λ) satisfies (1.1).
In the following lemma we present two cases where the condition det S(x) = 0, x ∈ [0, ∞), is satisfied and w 0 ( · , λ) can be constructed explicitly. or orthogonal to each other,
and the fundamental solution w 0 ( · , λ) of (4.1) is given by
in the case (4.20) and
in the case (4.21), where
Proof By (4.17) we have |u 1 | 2 + |u 2 | 2 = 1, and hence the matrix U is unitary. With the (2 × 2)-matrix function G 0 defined in (4.8), the differential equation (4.1) can be written as
and the columns of U form a basis of eigenvectors of G 0 (λ); more exactly, 
Hence in this case
Now, consider the case (4.21). In a similar way, using
we obtain the representation
with π 1 , π 2 given as in (4.29). Suppose now that det S(l) = 0 for some l ∈ [0, ∞); that is, suppose there exists a vector f ∈ C n , f = 0, such that
Then, due to (4.5), it follows that
From (4.5) applied to f and from (4.31) and (4.32), we also get S(l)A * f = 0. Inductively, by analogous arguments, one can show that
From the first equality in (4.33), we obtain that for any analytic function φ, (4.34) and thus in the case (4.20), for k = 0, 1, . . . , and any x ∈ [0, ∞),
Since U is unitary, we see that
For case (4.21) we proceed in a similar way and obtain in both cases that
Again this implies that for any analytic function φ and for x ∈ [0, ∞) we have (x) * φ(A * ) f = 0. From this and (4.4) we easily infer S(x) f = S(0) f = f , a contradiction to (4.31).
In the next theorem the solution of the direct spectral problem for systems (1.1) with coefficients β p , p = 1, 2, generated by parameters β 0 p , p = 1, 2, satisfying (4.20) is given. 36) where θ 1 , θ 2 and π 1 , π 2 denote the columns of (0) and (0)U * , respectively, are W p -functions of the system (1.1) with coefficients β p , p = 1, 2, given by (4.18). If u 1 = 0, we have the realization 
, that is, (1.2) holds. In view of (4.19) and (4.22) we have
As d p / ∈ σ (A), we conclude from (4.39) and the definition of w A (x, λ) in (4.6) that
According to definitions (4.4), (4.6), and (4.29), we have
By the definition of the matrix U in (4.24), this shows
where ϕ p is given by (4.36). If
then (4.40) and (4.41) yield (1.4), that is, ϕ p are W p -functions of (1.1). But condition (4.42) is equivalent to the condition β p1 (0) = 0, p = 1, 2 (see (2.12)). Indeed, by (4.18), (4.20), and (4.24), inequalities (2.12) are equivalent to
By (4.41) inequalities (4.42) can be written as
Finally, since the matrices w A (0, d p ) , p = 1, 2, and U * are unitary, we conclude that (4.43) and (4.44) are equivalent. It remains to derive the realization (4.37) from (4.36). It is well known and easily checked that
Hence (4.36) can be rewritten equivalently as
Using the relation
If we note that u 1 θ * 1 + u 2 θ * 2 = π * 1 , we obtain that formula (4.37) is equivalent to (4.45) and hence to (4.36). Now we consider the corresponding inverse problem. For this purpose we need some basic facts from system theory (see, e.g., [KaFA] , [BGK] ). A rational function is called proper if it has a limit at ∞. It is well known that a proper rational function ϕ can be represented in the form We also need the following statement, which may be found in [Ka] (see also [LR] or [GKS, Proposition 2.2] ). If T 1 , T 2 , and R are (n × n)-matrices such that T p ≥ 0, p = 1, 2, and Furthermore, we take a positive solution X of the Riccati equation
(which always exists). Finally, we set
The coefficients β p , p = 1, 2, given by (4.18) via these parameters satisfy condition (2.12), that is, β p1 (0) = 0, p = 1, 2.
Proof
From the minimality of realization (4.46) we can derive the existence of a positive solution of the Riccati equation (4.51). Indeed, if we set
then it follows by induction that for s = 1, 2, . . . , n − 1,
In particular,
The last relation shows that
In a similar way we get
It is easy to see that
(4.56)
If we let T 1 := B B * and T 2 := u 4 1 C * C, then T 1 and T 2 satisfy condition (4.48). Hence the corresponding Riccati equation (4.49), which coincides with (4.51) for our choice of T 1 , T 2 , has a positive solution X .
Therefore the parameters A, (0), and β 0 p , p = 1, 2, given by formulas (4.50), (4.52), and (4.53) are well defined. Now we show that they satisfy the conditions in (4.17). Using (4.51) and (4.52) and noting that u 1 = u 1 , we obtain
By (4.53) we infer
As U is unitary and u 2 π 1 + u 1 π 2 = θ 2 , formula (4.58) is equivalent to A − A * = i (0) (0) * , which is the first relation in (4.17). By the definition of β 0 p in (4.50), we are in case (4.20) and β 0 p β 0 p * = 1, p = 1, 2, which is the third relation in (4.17). Finally, we suppose that the second relation in (4.17) does not hold, that is,
for some f ∈ C n , f = 0. From the first relation in (4.17) and from (4.59) it follows that (0) * f = 0; in particular, θ * 2 f = 0. Thus, by (4.38) and (4.59), we conclude that
If we note that according to (4.38) and the second relation in (4.53) we have A × = X −1/2 AX 1/2 and use (4.52), we can rewrite (4.46) as
Since the realization on the right-hand side of (4.60) is minimal, it follows that ϕ has a pole at λ = d p , a contradiction to the assumption. This proves the second relation in (4.17).
In order to show that all assumptions of Theorem 4.4 are satisfied, (2.12) remains to be proved. In the proof of Theorem 4.4 it has been shown that the representations (4.36) and (4.37) are equivalent, and hence ϕ(λ) can also be written as
It has also been shown there that (2.12) is equivalent to condition (4.42). Now, assume that (4.42) does not hold, that is,
Then, since ϕ is assumed to be analytic in d p , p = 1, 2, it also follows that 63) where θ 1 , θ 2 and π 1 , π 2 denote the columns of (0) and (0)U * , respectively, are W p -functions of the system (1.1) with coefficients β p , p = 1, 2, given by (4.18). If u 1 = 0, ϕ 1 admits the realization
where again A × is given by (4.38). If u 2 = 0, ϕ 2 admits the realization 
We proceed similarly as in the proof of Theorem 4.4. Instead of (4.39), we obtain, in view of (4.19) and (4.23),
(4.67)
From the first relation in (4.67) we then derive a W 1 -function ϕ 1 as before. Indeed, if we choose M > 0 such that σ (A) ∪ {d 2 } ⊂ D M , we see that again inequality (4.40) is valid. Therefore all further considerations of the proof of Theorem 4.4 can be applied here for the case p = 1; hence we obtain the same representation and realization for ϕ 1 as in Theorem 4.4, and the equivalence of the conditions
and
If we denote the entries of the (2 × 2)-matrix w A (0, λ)U * by w jk (λ), j, k = 1, 2, then, by (4.41), ϕ 1 can be written as
In a similar way, from the second equation in (4.67) we obtain the expression
According to (4.18), (4.21), and (4.24), the inequality β 21 (0) = 0 (i.e., (2.12) for p = 2) is equivalent to w 12 (d 2 ) = 0, which, due to the fact that w A (0, λ)U * is unitary, implies (4.72). Hence (4.71) indeed defines a W 2 -function. By (4.16), we have w 11 (λ)w 21 (λ) + w 12 (λ)w 22 (λ) = 0, which yields the representation of ϕ 2 in (4.63). The realization of ϕ 2 is an easy consequence of the realization of ϕ 1 in (4.64).
We would like to mention that (4.63) reveals the connection between the analytically continued rational W 1 -and W 2 -functions which takes place on the whole complex plane excluding the poles.
The next theorem is the analogue of Theorem 4.5 for the case (4.21) that the coefficients β 0 p , p = 1, 2, are orthogonal. 
Most of the proof coincides with the proof of Theorem 4.5. By the same reasoning as therein, we get the existence of a positive solution X of the Riccati equation (4.51), the validity of the first and the third relation in (4.17), the representation In order to satisfy all assumptions of Theorem 4.6 and to obtain thus the claim of the present theorem, it remains to be shown that
That u 2 = 0 follows from the assumption that ϕ(∞) = 0. Thus (4.74) implies a minimal realization for ϕ −1 , namely, Finally, according to (4.18), (4.21), and (4.24), the last relation in (4.75) is equivalent to w 12 (d 2 ) = 0. This is, in turn, equivalent to
which is satisfied due to the assumption.
Remark 4.8
Notice that the Weyl functions ϕ 1 and ϕ 2 considered in Theorems 4.5 and 4.7 are analytic at d 1 and d 2 , respectively. Therefore the conditions of Theorem 3.2 are fulfilled, and hence the solutions of the inverse problems constructed in the above-mentioned theorems are unique.
Appendix. Proof of Theorem 2.1
We fix p ∈ {1, 2}, and we set q(x) := (q i j (x)) 2 i, j=1 and the first inequality in (A.11) is immediate. The other two inequalities can be proved analogously. From (A.3) and (A.6)-(A.11), representation (2.10) follows, and (A.11) also implies (2.11).
