Similarity metrics are a core component of many information retrieval and machine learning systems. In this work we propose a method capable of learning a similarity metric from data equipped with a binary relation. By factorising the adjacency matrix of the relation we are able to learn target vectors for each instance. A regression model can then be constructed that maps instances to these learned targets, resulting in a feature extractor that computes vectors for which the inner product is a meaningful measure of similarity. The primary advantage of our approach is the vastly improved running time compared to other methods that rely on pairwise similarity constraints. We present results demonstrating our method can converge several times faster, while also exhibiting competitive or superior accuracy.
Introduction
Similarity metrics play an important role in information retrieval, face verification and recognition, recommender systems, and also many machine learning algorithms. The problem of constructing a similarity metric through the use of machine learning is well studied and several recent advances have taken advantage of the power of deep neural networks, resulting in impressive accuracy gains on common face verification and recognition benchmark tasks (Taigman et al., 2014; Sun et al., 2014; Schroff et al., 2015) . Although these results indicate that deep learning can be used to learn high quality similarity metrics, there are still aspects that can be improved.
A common trend among similarity metric learning algoPreliminary work. Under review by the International Conference on Machine Learning (ICML). Do not distribute. rithms is to train on pairs of instances that are considered similar, resulting in a huge increase in the computational cost of constructing the metric compared to other learning tasks where most algorithms only consider a single instance at a time. This observation is the primary motivator for our work. In this paper we derive a method for training neural networks to act as similarity metrics, however the novelty we present is a way to avoid the usually very large cost incurred by training on pairs of instances at a time.
By formalising the problem of similarity metric learning as that of modelling a binary relation we are able to see a way around the inconvenience caused by pairwise training. In commonly encountered varieties of binary relations, such as equivalence relations and tolerance relations, there are always latent classes. There may be a very large number of these classes, and each class may only have a few members, but they are always present. We take advantage of this by attempting to learn real valued target vectors for each instance that encode information about which classes the instance belongs to.
In our approach to similarity metric learning we acknowledge that there are always latent classes within the data, however no explicit knowledge of these classes is required. By taking advantages of the existence of these latent classes, we first learn the structure of a target vector space for an embedding function by computing target vectors using matrix factorisation. This is conceptually similar to approaches commonly employed in collaborative filtering, where a vector is learned for each item and user in the dataset. Once these target vectors have been obtained, a multi-target regression model that performs an embedding can be constructed. This work uses deep neural networks to perform the embedding, however the framework we present is general enough to work with any multi-target regression algorithm. Our method for computing the target vectors does not operate on pairs of feature vectors, and the deep neural network does not operate on instance pairs, hence we present a computationally cheaper approach to learning instance similarity compared to current neural network based approaches.
Related Work
Metric learning is a well established area, and much research has been put into developing sophisticated algorithms that can learn instance similarity. Metric learning techniques relevant to our work can be roughly divided into two categories: Mahalanobis based methods, and neural network based methods. Notable work in both of these areas are described, as the neural network approaches are often generalisations of the linear Mahalanobis methods to nonlinear models.
Mahalanobis Based Methods
The general form of a Mahalanobis distance metric parameterised by the matrix M and defined over the set X is given in Equation 1 , where x i , x j ∈ X. The algorithms based on this model primarily differ on how the linear transform is optimised.
The large margin nearest neighbours (LMNN) (Weinberger et al., 2005) algorithm employs semidefinite programming to optimise a loss function composed of two terms. Specifically, there are two evaluations of Equation 1. One term draws very similar instances together, and the other encourages a margin to be formed between dissimilar instances. As the name suggests, the motivation for the development of this algorithm was to improve the accuracy of k-Nearest Neighbours (k-NN) classifiers.
Information-theoretic metric learning is another Mahalanobis technique, and was introduced by Davis et al. (2007) . This criterion aims to minimise the KullbackLeibler divergence between two multivariate Gaussians, of which the inverse covariance matrices are used to define Mahalanobis distance metrics. One of these Gaussians is defined in advance and acts as a regulariser, while the other is treated as a free parameter and optimised subject to constraints derived from similarity information.
Neighbourhood
Components Analysis (NCA) (Goldberger et al., 2004 ) is another method developed to be used in conjunction with k-NN classifiers. This technique attempts to find the matrix, M, by minimising a differentiable loss function that approximates the behaviour of k-NN in the transformed feature space.
Neural Network Methods
Siamese neural networks were first introduced for solving the task of hand written signature verification (Bromley et al., 1993) , and since then one of the primary motivations for advancing their capabilities has been face verification (Taigman et al., 2014; Chopra et al., 2005) . They are composed of two identical feature extraction networks, the output of which are compared using cosine similarity.
An important development for Siamese networks was the contrastive loss function (Hadsell et al., 2006; Chopra et al., 2005) . The loss is based on Euclidean distance, rather than cosine similarity, and aims only to create a margin between dissimilar instances as opposed to naively maximising the distance between them. Applications are presented, including face verification and data visualisation. Equation 2 shows the contrastive loss function, where y is a binary label indicating whether x i and x j are similar, m is a user selected margin used to set the scale of the resulting vector space, f (·) computes a forward propagation through one branch of the Siamese network, and W are the parameters shared between the branches.
where
Related to both Siamese networks and LMNN is the recent trend of using triplet loss functions (Gomez-Ojeda et al., 2015; Schroff et al., 2015) that attempt to reduce the distance between a target instance and a positive example, while simultaneously increasing the distance the between the target and a negative example. This type of loss function allows one to specify relative similarity as ground truth, rather than absolute similarity. These networks can be thought of as Siamese networks with three extractors.
There is also an extension of NCA to nonlinear transformations of the input data (Salakhutdinov & Hinton, 2007) . This method can be viewed as a probabilistic variant of Siamese networks. The nonlinear transformation models used in the original exposition of this method were stacked Restricted Boltzmann Machines, initialised using unsupervised pretraining and subsequently fine-tuned using the NCA loss function.
Our method is similar to these approaches in the sense that a deep neural network is the workhorse of the resulting model. The most notable difference is that the algorithm described in this paper does not require a deep network to be trained on pairs of instances.
Method

Metric Learning with Binary Relations
Many similarity metric learning algorithms are trained on pairs of instances sampled from a set of labelled data, rather than individual instances. For each of these pairs, a new label is generated; positive if the two instances are seen as being similar, or negative otherwise. Although this problem transformation is convenient, training on pairs greatly increases the computational cost of building models, as the number of attributes is doubled and the effective training set size is squared. When the task is viewed as learning a similarity metric it is not easy to see a way around this drawback, however it is also possible to look at many similarity learning tasks as the problem of learning a binary relation. Under this interpretation, the binary classification tasks performed by algorithms that operate on pairs of instances can be thought of as methods for constructing models that determine whether two examples are related according to some binary relation.
A key advantage of posing similarity learning as the task of inferring a binary relation is the ability decompose the training data into classes. This idea is most often studied in conjunction with equivalence relations, where the equivalence classes form a disjoint partition over the original training set. In this context the relation must exhibit reflexivity, symmetry, and transitivity-the last of which is somewhat limiting. One can drop the requirement for transitivity by instead considering binary tolerance relations, which are only reflexive and symmetric. As with equivalence relations, it is possible to decompose the training data into a set of classes (termed tolerance classes), however these classes need not be disjoint.
Rather than partitioning the training set into-potentially overlapping-subsets, each corresponding to a tolerance class, we find a target vector for each instance such that the targets of instances that are related will be close in the target vector space, and unrelated instances will be far apart. The rationale behind this is that each tolerance class will be mapped to a cluster in the target vector space, however we can employ a technique that does not have to explicitly determine to which tolerance classes each instance belongs.
Learning Targets
Instead of training a large Siamese network on thepotentially quite large-feature vectors in the training set, we compute a target vector for each instance in the training set. To do this, we completely disregard any information provided by the features associated with each instance and instead try to solve an optimisation problem that encourages the target vectors of similar instances to be clustered together.
More formally: say we have a training set, X, of objects equipped with a binary relation, R. The adjacency matrix, M, of R is defined as follows:
In practice it is not always the case that all entries in M are known, so the relation can instead be represented as a set of triples, Z, of the form (i, j, y), where x i , x j ∈ X and y is the known value of M i,j . By building a model that can accurately estimate the known values of M i,j given only the indices, i and j, it is possible to learn the structure of a vector space where a predefined function is a good indicator of similarity.
We use the following model for estimating entries in M:
Where t i corresponds to the target vector for x i ∈ X. If all entries of M are known, then this is equivalent to factorising the adjacency matrix in this form:
Under this formulation each row of A corresponds to one of the target vectors. The targets, or the matrix factors, are found by solving the following least squares optimisation problem:
Stochastic gradient descent with momentum is used to find a sufficiently good local optimum in a negligible period of time.
From Features to Learned Targets
Once the target vectors have been found a regression model can be trained to minimise the squared error between the embedding of each instance and the corresponding target vector. Our technique does not rely on a specific regression algorithm, but is instead very general. It is possible to use any multi-target regression method to learn a mapping from features to the learned target vectors, however our focus is on the performance of neural networks for metric learning and hence that is our regression algorithm of choice.
The original Siamese network introduced by Bromley et al. (1993) applied the cosine similarity function to embeddings of instances, as computed by the branches of the network, in order to determine whether instances are related. In this case a value of one means the instances are very similar, and a value of negative one indicates the instances are very dissimilar. Networks trained with the contrastive loss replace the cosine similarity function with Euclidean distance and the interpretation of the resulting real value is also changed. A value of zero indicated high similarity, and as values become larger the instances are considered increasingly dissimilar.
The target vectors learned using the technique presented herein are found via factorising a boolean matrix into a real valued matrix multiplied by its transpose. Hence, the dot product between two target vectors indicates how similar the corresponding instances are, with a value of one indicating strong similarity and a value of zero indicating no similarity. It should be noted, however, that the range of the dot product similarity function spans all of the real numbers and not just those between zero and one.
Ultimately, for all of these methods a threshold must be chosen if the problem is to be reduced to binary classification.
Evaluation
The primary motivation for the development of the method described in this paper is the long running time required to train large Siamese neural networks. Hence, we first investigate the difference in convergence times between our method and Siamese networks trained using the contrastive loss function of Hadsell et al. (2006) , given in Equation 2. Because the ranges of the two different loss functions are not directly comparable, we instead use the Area Under the Receiver Operating Curve (AUC) as a performance metric. The classification class considered is whether two given instances are related under some binary relation. We use a very general rule to construct the binary relations for each dataset: if two instances share a label, they are considered related. To demonstrate how well our method competes with the convergence rate and accuracy of Siamese networks, we plot the AUC against the training time measured in seconds. We compute the AUC values on the test set after each epoch of training. Because the Siamese networks are trained on randomly sampled pairs the size of epoch is not well defined, so we simply consider it the same number of batches that are in an epoch for the regression network involved in our method.
The datasets considered are summarised in Table 1 . We randomly sample 1,000,000 instance pairs from the test portion of each dataset in order to create test data for our evaluation task. The Siamese networks and the target vectors used by our method are trained on pairs of instances sampled from the training set of each dataset. No data augmentation or whitening was applied to any of the datasets.
Although the framework we have presented is general enough to incorporate any multi-target regression algorithm to perform the embedding, we investigate only neural network models. The network architectures used throughout this evaluation are defined in Table 2 . Rectified linear units were used for all hidden layers, and the output layers are simply linear. Both the Siamese and the regression networks from our method use these architectures, and the Adam optimiser (Kingma & Ba, 2014 ) is used throughout all of our experiments. Hyperparameters such as the learning rate and the number of epochs to train for were determined using a holdout set which was later included in the training set when building the final models that we report results for. The values determined via the coarse grained hyperparameter search are given in Table 3 . The same optimiser parameters worked well for all models: α = 0.0001, β 1 = 0.9, and β 2 = 0.999. See Kingma & Ba (2014) for a description of these parameters. All networks were trained using a cuDNN 4 based library running on an NVIDIA TI-TAN X graphical processing unit.
MNIST
We begin with MNIST (LeCun et al., 1998) , a dataset consisting of 70,000 greyscale 28 × 28 pixel images of handwritten digits. As shown in Table 2 , we use a small MultiLayer Perceptron to perform the embedding rather than a convolutional network. Figure 1 shows the learning curves for this network trained using the two methods. First, notice that the curve for our method starts slightly after the curve for the Siamese network. This is due to the time taken to perform the matrix factorisation step being included with the overall training time reflected in the plot. Secondly, the Siamese network is much slower than our method, taking almost twice the time to converge. This is despite achieving roughly the same accuracy, as shown in Table 4 . Table 2 . The network architectures used for each dataset included in our evaluation. In this table DENSE x indicates a fully connected layer with x hidden units, CONVOLUTIONALL x × y × z means a convolutional layer with x feature maps and filters of size y × z. Lastly, MAX POOL x × y, z × w represents a max pooling layer with a pool size of x × y and a stride of z × w.
MNIST CIFAR-10 PUBFIG83
DENSE 500 CONVOLUTIONAL 64 × 5 × 5 CONVOLUTIONAL 64 × 9 × 9 DENSE 500
CONVOLUTIONAL 128 × 7 × 7 DENSE 64 DENSE 32 DENSE 10 Table 3 . The hyperparameters for the models were determined using holdout sets which were later folded back into the training data. This table is included to aid reproducibility by providing the values that we obtained for various hyperparameters. 
CIFAR-10
CIFAR-10 ( Krizhevsky, 2009 ) is a dataset of 60,000 natural colour images of size 32 × 32 pixels. A modestly sized convolutional network is used for this dataset, and the learning curves are given in Figure 2 . Once again convergence is several times faster with our method, however with this dataset the Siamese network trained with the contrastive loss function achieves a slightly better final AUC value.
PubFig83
The Public Figures dataset (Kumar et al., 2009 ) is a large collection of photos spanning 200 different identities. Unfortunately the originators of this dataset only supply URLs for the images, and because the dataset is now several years old many of these links are dead. Fortunately there is a subset called PubFig83 that has been scraped and made available for download by Pinto et al. (2011) . We use a version of this PubFig83 dataset created by Chiachia et al. (2014) hat has had the faces aligned such that the eyes in each image are always in the same position. In this version of the dataset there are 13,838 colour images that are all 100×100 pixels. The networks trained on this dataset are only supplied with the central 60 × 60 pixels of each image in order to reduce overfitting caused by the background surrounding the faces.
Because this dataset has considerably more classes than those previously considered, the label distribution of the instance pairs generated using uniform random sampling is too skewed to train either method. As such, for this dataset we decided to weight the sampling procedure to produce approximately the same number of positive and negative pairs for both training and testing. Figure 3 shows the our method converges three times faster than the contrastive loss network and from Table 4 it can be seen that the accuracy is marginally better.
Discussion
In this paper we have described a technique for constructing similarity metrics from data without the need for expensive pairwise training involving large feature vectors. Instead, the optimal embedding of each instance is computed before training a sophisticated model which is able to embed instances that have not been seen before. We have shown experimentally that this method is several times faster and achieves accuracy competitive with popular neural network based alternatives.
Because the framework is quite general it is possible to utilise any multi-target regression algorithm to perform the embedding. In future it would be interesting to explore alternatives to deep neural networks, as other classes of model will likely have niches where they perform better. 
