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Introduccion
La Tomografa local, llamada tambien tomografa interior, esta dentro
de los denominados problemas inversos. Este consiste en recuperar los
valores de una imagen (funcion), en alguna region de interes, conociendo las
proyecciones de rectas que atraviesan una region de estudio en la imagen
(funcion).
Debido a que la teora de Wavelets es una alternativa que permite
representar una se~nal en un espacio de tiempo-frecuencia, facilita el proce-
samiento local de se~nales no estacionarias. Lo anterior, es propicio en este
proyecto, ya que, ademas de poder descomponer los datos de una imagen
en coecientes de altas y bajas frecuencias para su analisis; la transformada
Wavelet de f puede ser recuperada localmente desde proyecciones locales.
En este trabajo, se estudian y se aplican las transformadas que inter-
vienen en el problema interior de tomografa local. Se describe y aplica
el denominado Analisis Multirresolucion y se utilizan bases de wavelets
biortogonales para la localizacion y solucion de dicho problema.
La implementacion de la solucion al problema, se evidencia ejecutando
el algoritmo que se ha denominado reconstructor ITRW-BSC - Inversion
de la Transformada de Radon basado en Wavelets B-Spline Cubicos -,
desarrollado bajo el software MatLabr. Para facilitar su ejecucion, se ha
implementado una interfaz graca que amigablemente simula, para una
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region central de la imagen del Shepp-Logan phantom, los procesos que
intervienen en su reconstruccion.
El exito del algoritmo propuesto, radica en que la base formada a
partir de wavelets B-spline cubicos de soporte compacto, tiene sucientes
momentos de desvanecimiento para que la funcion de escalado ltrada, como
la wavelet madre y su transformada de Hilbert, tengan decaimiento rapido.
En consecuencia, se favorece la localizacion de la transformada wavelet de la
transformada de Radon y, por tanto, la inversion, es decir, la reconstruccion
de la region de interes.
El trabajo esta organizado de la siguiente manera: en el captulo 1 se
describen las transformadas de Fourier, de Hilbert y de Radon, enunciando
las principales propiedades de estas y su relacion con la tomografa local.
En el captulo 2 se hace una breve introduccion al analisis wavelets que
incluye el analisis multiresolucion para determinar las wavelets escaladas y
las waveletes madre y su utilizacion en el tratamiento de imagenes digitales.
El captulo 3 es el corazon de este trabajo, ya que se trata el problema
de tomografa local como un problema inverso, se utiliza el teorema slice
de Fourier para la recuperacion de la funcion y se utilizan waveletes
biortogonales como otra alternativa para recuperar la transformada inversa
de Radon. En el captulo 4, se hace una introduccion al analisis del error
en la reconstruccion, para luego centrarse en las consideraciones practicas
de la implementacion del algoritmo reconstructor ITRW-BSC - inversion de
la transformada de Radon basado en Wavelets B-Spline Cubicos - version
, desarrollado sobre MatLabr. Finalmente se muestran gracamente
los resultados obtenidos al comparar la region central del Shepp-Logan
reconstruida al utilizar wavelets biortogonales, frente a la reconstruccion
realizada utilizando transformada rapida de Fourier.
Resaltamos que el trabajo esta basado en el artculo referenciado en [3].
Queremos expresar nuestros agradecimientos al profesor Jairo Villegas
por sus aportes y orientaciones en la realizacion del presente trabajo. Su
ayuda resulto invaluable.
CAPITULO 1
Preliminares
1.1. Introduccion
En este captulo se presenta un resumen de resultados basicos del
analisis de Fourier omitiendo sus pruebas, las cuales se pueden encontrar en
algunos de los siguientes textos [5], [8], [13], [33], [46], [60], [68], [71], [75], [79].
Se recuerda que L1(R) es el espacio de todas las funciones f : R! C, tal
que
R
R jf(t)jdt = kfkL1 <1: De igual forma se tiene para L2(R), el espacio
las funciones cuadrado-integrables, la norma:
kfkL2 =
Z
R
jf(t)j2dt
1=2
<1:
Este espacio dotado con el producto escalar:
hf; giL2 =
Z
R
f(t)g(t)dt;
donde g(t) denota el conjugado complejo de g(t): Con este producto interno
el espacio L2(R) es de Hilbert. Las funciones f; g 2 L2(R) son ortogonales si
hf; giL2 = 0: En general, Lp(R) (p  1), es el espacio de todas las funciones
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(clases de equivalencia) f : R! C, tal que RR jf(t)jpdt = kfkpLp <1; donde:
kfkLp =
Z
R
jf(t)jpdt
1=p
es la norma de f en Lp(R). Otro espacio que se utilizara es `2(Z), el de las
sucesiones (xj), j 2 Z, tal que
P
j jxjj2 <1.
Sea F = C o R, X y Y espacios normados (espacios vectoriales equipados
con una norma). Un operador lineal es una funcion T : X ! Y tal que
T (a u + b v) = a T (u) + b T (v), para cada a; b 2 F y cada u; v 2 X. El
operador T es continuo en u0 si para cada  > 0 existe  > 0 tal que si:
ku  u0kX <  entonces kT u  T u0kY < : (1.1.1)
Si (1.1.1) se cumple para cada u0 2 X se dice que T es continuo en X. Si 
no depende del punto u0 se dice que T es uniformemente continuo en X.
El operador T es acotado si y solo si existe una constante c > 0 tal que
kT ukY  ckukX para cada u 2 X.
Si f; g 2 L1(R), entonces la convolucion de f y g, denotada f g, se dene
por:
(f  g)(t) =
Z
R
f(t  z)g(z)dz:
Un sistema de funciones fj; j 2 Zg, j 2 L2(R), se llama ortonormal si:Z
R
j(t)k(t)dt = jk;
donde jk es la delta de Kronecker. Es decir,
jk =

1; si j = k;
0; si j 6= k:
Un sistema ortonormal se llama una base en un subespacio V de L2(R) si
cualquier funcion f 2 V tiene una representacion de la forma:
f(t) =
X
j
cjj(t);
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donde los coecientes cj satisfacen
P
j jcjj2 < 1: En lo que sigue se
utilizara la notacion
P
j =
P1
j= 1;
R
R =
R1
 1; kfkL2 = kfk2 y h; i2:
La funcion caracterstica del conjunto A, A, se dene por:
A(t) =

1; t 2 A;
0; t =2 A.
Tambien se utilizara la notacion IfAg para denotar esta funcion y la llaman
funcion indicadora.
El soporte de una funcion f : A  R! C, denotado sopf , se dene por:
sopf = fx 2 A : f(x) 6= 0g:
1.2. Transformada de Fourier
En esta seccion se recordara la denicion y algunas propiedades
importantes de la transformada de Fourier.
Denicion 1.2.1. Sea f 2 L1(R) y ! 2 R. La transformada de Fourier de
f en ! se dene por:
f^(!) :=
Z
R
f(t)e i!tdt:
Como: Z
R
jf(t)jje it!jdt =
Z
R
jf(t)jdt = kfkL1 <1
se tiene que la transformada de Fourier esta bien denida. La aplicacion
f 7! f^ se llama transformacion de Fourier y se denota por F (F(f) = f^).
La funcion f^ es continua y tiende a cero cuando j!j ! 1 (Lema de
Riemann-Lebesgue). Es claro que F(a f + b g) = aF(f) + bF(g), para cada
a; b 2 R:
En general f^ no es una funcion integrable, por ejemplo, sea:
f(t) =

1; jtj < 1;
0; jtj > 1.
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Entonces:
f^(!) =
Z 1
 1
e it!dt =

e i!   ei!
 i!

=
2 sen!
!
62 L1(R):
Si f^(!) es integrable, entonces existe una version continua de f y se puede
obtener la formula de inversion de Fourier:
f(t) = F 1 f^(!) = 1
2
Z
R
f^(!)ei!td!: (1.2.1)
La siguiente proposicion recoge algunas propiedades fundamentales de la
transformada de Fourier.
Proposicion 1.2.2. Sean f , g 2 L1(R), entonces:
1. [(xf)(!) = e i!xf^(!), donde (af)(t) = f(t  a).
2. (xf^)(!) = \(eix()f)(!)
3. [f  g = f^ g^
4. Si  > 0 y g(t) = g( t) entonces: g^(!) = 
 1g^(!=).
Otro resultado util es el siguiente: Si f; g 2 L1(R) \ L2(R); entonces:
kfk22 =
1
2
Z
R
jf^(!)j2d! (formula de Plancherel) (1.2.2)
hf; gi2 = 1
2
Z
R
f^(!)g^(!)d! (formula de Parseval): (1.2.3)
Por extension, la transformada de Fourier se puede denir para cualquier
f 2 L2(R). En virtud a que el espacio L1(R) \ L2(R) es denso en L2(R).
Luego, por isometra (excepto por el factor 1=2) se dene f^ para cualquier
f 2 L2(R), y las formulas (1.2.2) y (1.2.3) permanecen validas para todo
f; g 2 L2(R).
En teora de se~nales, la cantidad kfk2 mide la energa de la se~nal,
mientras que kf^k2 representa el espectro de potencia de f .
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Si f es tal que
R
R jtjkjf(t)jdt <1; para algun entero k  1, entonces:
dk
d!k
f^(!) =
Z
R
( it)ke i!tf(t)dt: (1.2.4)
Recprocamente, si
R
R j!jkjf^(!)jd! <1; entonces
F f (k)(!) = (i!)kf^(!): (1.2.5)
1.2.1. Serie de Fourier
Sea f una funcion 2 periodica en R. Se escribira f 2 Lp(0; 2) si
f(t)[0;2](t) 2 Lp(0; 2); p  1
cualquier funcion f , 2 periodica en R, tal que f 2 L2(0; 2), se puede
representar por una serie de Fourier convergente en L2(0; 2):
f(t) =
X
n
cne
int;
donde los coecientes de Fourier son dados por:
cn =
1
2
Z 2
0
f(t)e intdt:
Se puede vericar que si f 2 L1(R), entonces la serie, formula de sumacion
de Poisson,
S(t) =
1X
k= 1
f(t+ 2k) =
1
2
1X
n= 1
f^(n)eint (1.2.6)
converge casi para todo t y pertenece a L1(0; 2). Ademas, los coecientes
de Fourier de S(t) estan dados por
ck =
1
2
f^(k) = F 1(f)( k):
En efecto, para ver la expresion (1.2.6), basta probar queZ 2
0
X
k
f(t+ 2k)dt <1:
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Para la segunda parte se calculan los coecientes de Fourier de S(t), que son
los valores de la transformada de Fourier de f en los enteros. Esto es, sea
h(t) =
1X
k= 1
f(t+ 2k);
entonces h es 2 periodica y ademas, sus coecientes de Fourier son
h^n =
1
2
Z 2
0
h(t)e intdt =
1
2
Z 2
0
" 1X
k= 1
f(t+ 2k)
#
e intdt
=
1X
k= 1
1
2
Z 2
0
f(t+ 2k)e intdt
=
1X
k= 1
1
2
Z 2(k+1)
2k
f(z)e in(z 2k)dz
=
1
2
Z 1
 1
f(z)e inzdz =
1
2
f^(n):
Como consecuencia de la formula de sumacion de Poisson tenemos
1X
k= 1
f^(! + 2k) =
1
2
1X
n= 1
f(n)e in! (1.2.7)
donde f es una funcion tal que f^ 2 L1(R), continua, y
P1
n= 1 f(n) converge
absolutamente.
1.3. Distribuciones y espacios de Sobolev
En esta seccion se recogen algunos resultados basicos sobre distribuciones.
La teora de distribuciones libera al calculo diferencial de ciertas dicultades
que provienen del hecho de que existen funciones no diferenciables. Este hecho
extiende el calculo a una clase de objetos llamados distribuciones o funciones
generalizadas, que es mucho mayor que la clase de funciones diferenciables.
Sea 
 un abierto de Rn,
D(
) = C10 (
) = f' 2 C1(
) : sop' es un compacto contenido en 
g:
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D(
) denota el espacio vectorial de las funciones de prueba.
Si K es un compacto de 
 entonces:
DK(
) = f' 2 C1(
) : sop'  Kg:
Una funcion tpica de D(
) es:
'(x) =
(
0 si jxj  1
c exp( 1jxj2 1) si jxj < 1;
donde x = (x1; : : : ; xn) 2 Rn y jxj =
p
x21 +   + x2n, la constante c se
escoge de tal forma que
R
Rn '(x)dx = 1; ' 2 C1(Rn) y su soporte es la bola
unitaria en Rn, es decir, sop' = B1(0).
Una expresion de la forma  = (1; : : : ; n) con i un entero no negativo,
para cada i = 1; : : : n, se llama un multi-ndice. Para el multi-ndice 
denimos el orden de , denotado jj, por
jj = 1 +   + n:
Si x = (x1; : : : ; xn) 2 Rn y  = (1; : : : ; n) es un multi-ndice, entonces
denimos
@u :=
@jju
@x11 : : : @x
n
n
; x = x11 x
2
2    xnn :
Sea ('j)
1
j=1 una sucesion de funciones en D(
), 'j ! ' 2 D(
), cuando
j !1 si:
a) existe un compacto K  
 tal que para cada j sop'j  K
b) @'j ! @' uniformemente en K, para cada multi-ndice .
La convergencia uniforme en K de la sucesion (@'j)
1
j=1 signica que:
sup
x2K
j(@'j   @')(x)j ! 0;
cuando j ! 1. Una aplicacion f es continua en D(
) signica que para
cada sucesion ('j)
1
1 con lmite ', se tiene hf; 'ji ! hf; 'i, cuando j !1.
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Denicion 1.3.1. Sea 
 un abierto de Rn. La aplicacion T : D(
)! C es
una distribucion si:
a) T es lineal.
b) Para cada compacto K  
 existe una constante CK > 0 y un entero no
negativo m (depende de K) tal que
jhT; 'ij  CK
X
jjm
sup
x2K
j@'(x)j;
para cada ' 2 DK(
) y para cada multi-ndice .
En otras palabras, una distribucion es un funcional lineal y continuo
sobre D(
). El espacio de todas las distribuciones sobre 
 se denota por
D0(
). Es decir, D0(
) = L(D(
);C) es el dual de D(
).
Un ejemplo tpico de distribucion es la delta de Dirac, esto es,
considerando el funcional lineal  : D(R) ! R denido por h; 'i = '(0),
para cada ' 2 D(R). En efecto, si K es un compacto de R y ' 2 D(R)
entonces
jh; 'ij = j'(0)j  max
x2K
j'(x)j;
aca CK = 1 y m = 0.
Algunas propiedades importantes de las distribuciones tales como la
multiplicacion de una funcion por una distribucion y la derivada generalizada
se denen a continuacion.
Multiplicacion de una funcion u 2 C1(
) por una distribucion T : Para cada
' 2 D(
) se dene uT por
huT; 'i = hT; u'i;
uT esta bien denida ya que si ' 2 D(
) y u 2 C1(
) entonces u' 2 D(
).
Derivada de una distribucion: Si  un multi-ndice y T 2 D0(
) se dene la
derivada de T para cada ' 2 D(
) por:
h@T; 'i = ( 1)jjhT; @'i:
Con el proposito de extender la transformada de Fourier a las distribu-
ciones, denamos las funciones de decrecimiento rapido.
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Denicion 1.3.2. Sea ' 2 C1(Rn). ' es una funcion de decrecimiento
rapido si para cada  y  multi-ndices, existe una constante positiva M tal
que: x@'(x) M; 8 x 2 Rn:
El conjunto de todas las funciones de decrecimiento rapido forma un
espacio vectorial real (o complejo) y lo denotamos por S(Rn) y se llama
espacio de Schwartz. Los elementos de este espacio se llaman funciones de
prueba de decrecimiento rapido.
Una sucesion ('j) converge a 0 en S(Rn) si y solo si x@'j(x)  ! 0
uniformemente en Rn cuando j !1:
El dual topologico S 0(Rn) := L(S(Rn);C) se llama espacio de las
distribuciones temperadas.
El funcional lineal T : S(Rn)! C es continuo si para cada sucesion ('j) tal
que 'j ! ' en S(Rn) se tiene hT; 'ji ! hT; 'i para cada ' 2 S(Rn):
1.3.1. Espacios de Sobolev
En este apartado se introducen los espacios de Sobolev y algunas de sus
propiedades mas importantes. Si se quiere estudiar la regularidad de una
funcion de soporte compacto o de una distribucion es usual analizar el com-
portamiento de su transformada de Fourier en el innito. Una forma alterna
de hacer este analisis es midiendo la diferenciabilidad en terminos de normas
de L2, las razones son dos:
i) L2 es un espacio de Hilbert.
ii) La transformada de Fourier, la cual convierte diferenciacion en multipli-
cacion por polinomios, es una isometra (isomorsmo que preserva normas).
Denicion 1.3.3. Sea m  0, p  1 y 
 un dominio de Rn (n  2). El
espacio de Sobolev Wm;p(
) se dene como:
Wm;p(
) = fu 2 Lp(
) : @u 2 Lp(
); 8; jj  mg:
Es un espacio vectorial normado equipado con la norma de Sobolev:
kukWm;p(
) =
0@Z


X
jjm
j@ujpdx
1A1=p =
0@X
jjm
k@ukpLp(
)
1A1=p :
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Propiedades
1. Wm;p(
) = C^m(
) (completado) en la norma de Sobolev k  kWm;p(
).
2.
 
Wm;p(
); k  kWm;p(
)

es un espacio de Banach.
3. Cm0 (
)
Wm;p(
)
= Wm;p0 (
) = fu 2 Wm;p(
) : @uj@
 = 0; jj 
m   1g, Wm;p0 (
) es un subespacio de Wm;p(
) (aca @uj@
 denota la
extension de @u a la frontera de 
).
4. (Wm;p0 (
))
0 := W m;q(
), donde 1
p
+ 1
q
= 1, se llaman espacios de
Sobolev negativos (si p = 1, (Wm;1(
))0 = W m;1(
)).
5. Si u 2 Wm;p0 (
) y v 2 W m;q(
) es integrable, entonces:Z


uvdx
  kukWm;p(
)kvkW m;q(
); 1p + 1q = 1:
6. Si m > k entonces:
Wm;p(
)  W k;p(
) y k  kWk;p(
)  k  kWm;p(
);
en particular, W 0;p(
) = L2(
) y k  kW 0;p(
) = k  kp.
Si p = 2, en lugar de Wm;2(
) escribiremos Hm(
), o sea,
Hm(
) = fu 2 L2(
) : @u 2 L2(
); jj  mg;
Hm(
) es un espacio de Hilbert con el producto interno denido por:
hu; viHm(
) =
Z


X
jjm
@u @vdx;
u; v 2 Hm(
). La norma en Hm(
) es:
kukHm(
) =
q
hu; viHm(
) =
0@X
jjm
k@uk2L2(
)
1A1=2 :
Para s 2 R, el espacio de Sobolev Hs(R) se dene por:
Hs(R) :=
n
f 2 L2(R) :
Z
R
 
1 + jxj2sf^(x)2dx <1o;
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donde f^ es la transformada de Fourier de f . Hs(R) equipado con el producto
interno:
hf; giHs :=
Z
R
 
1 + jxj2sf^(x)g^(x)dx
es un espacio de Hilbert. Tambien se le asocia la norma:
kfkHs :=
Z
R
 
1 + jxj2sf^(x)2dx1=2 :
1.4. Transformada de Hilbert
Denicion 1.4.1. La transformada de Hilbert se dene como
Hf(t) = fH(t) = 1

Z
R
f()
t   d
Que es equivalente a una rotacion de 90 grados en la fase de cada
componente armonica de la se~nal. Claramente se puede ver que la
transformada de Hilbert es un operador lineal. La transformada de Hilbert
permite ltrar la se~nal mostrando las frecuencias que realmente interesan
y eliminando el ruido de las frecuencias mayores de 250Hz. Realiza la
transformacion sobre la se~nal temporal devolviendola ltrada tambien, en
el dominio del tiempo.
La transformada es una integral impropia, puesto que para t = s el
integrando tiene una singularidad. Para evitar este problema se supone que
se calcula la integral de forma simetrica en torno a s = t segun la siguiente
ecuacion:
fH(t) =
1

1Z
1
f()
s   d = lm ! 0
24 t Z
1
f()
s   d +
1Z
t+
f()
s   d
35
Se sigue de la denicion (1.4.1) que la transformada de Hilbert es la
convolucion de f(t) con 1
t
, es decir,
fH(t) =
1
t
 f(t)
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La transformada inversa de Hilbert esta dada por:
f(t) =
1

Z
R
fH()
t   d
Ejemplos
Hf sin t
t
g = 1 cos t
t
Hf(t)g = 1
t
Hf 1
1+t2
g = t
1+t2
Hf1
t
g =  (t)
1.4.1. Propiedades de la transformada de Hilbert
1. La transformada de Hilbert de una constante es cero.
2. Las funciones f y Hf son ortogonales.
3. HfHf(t)g =  f(t).
4. Las normas de una funcion y su transformada de Hilbert son iguales,
es decir,
kf(t)k = kHf(t)k
Las demostraciones de las propiedades anteriores se pueden consultar [57].
La discretizacion de la transformada unidimensional de Hilbert viene dada
por:
Hf(t) = 2

1X
n= 1
f(t  n M t)sin
2(n=2)
n
; n 6= 0
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1.4.2. La transformada de hilbert 2D
El enfoque basico para la transformada de Hilbert 2D es simplemente
extender el dominio de la convolucion,
Hf(x; y) = 1
2
1Z
 1
f(u; v)
(x  u)(y   v)dudv =
1
2xy
 f(x; y)
1.5. Transformada de rayos X y de Radon
Denicion 1.5.1. Considerese la esfera unidad Sn 1, y sea  que pertenece
a Sn 1 y ? el hiperplano que pasa a traves del origen ortogonal a .
Parametrizando la lnea l(; y) en Rn especicando su direccion  2 Sn 1
y el punto y donde la lnea intersecta al hiperplano. La transformada de
rayos X de una funcion f 2 L1(Rn) esta dada por
Pf(; y) = Pf(y) =
R
R f(y + t)dt , y 2 ?
1.5.1. Transformada continua de Radon
La transformada de Radon de una funcion f(x; y), denotado por <f(; s),
se dene como la integral de lnea de f a lo largo de una lnea L inclinada
en un angulo  y a una distancia s desde el origen.
Formalmente:
<f(; s) =
Z
L
f(x; y)du =
Z 1
 1
Z 1
 1
f(x; y)(x cos +y sin  s)dxdy (1.5.1)
donde (x) es la medida Delta de Dirac.
La transformada de Radon mapea puntos del plano xy del dominio de f ,
en puntos (; s) del plano s. A cada punto (; s) le corresponde una lnea
del dominio (x; y). Note que (; s) no es la coordenada polar de (x; y).
Mas especcamente tenemos:
< : C10 (R2)! C10 (R S1)
f ! <f
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Figura 1.1: Transformada de Radon 2D
La Transformada de Radon en Coordenadas Polares
Si la imagen de la funcion f(x; y) viene dada en forma polar como
g(r; ) = fp(x; y), entonces:
<g(s; ) =
 R1
 1 g(
p
s2 + u2;  + arctan(u=s))du; si s 6= 0R1
 1 g(u;  +

2
)du; si s = 0
Proposicion 1.5.2. Bajo las hipotesis de la denicion 1.5.1:dPf() = (2) 1=2f^(),  2 ?
d<f() = (2)(n 1)=2 bf(),  2 R
donde f^ es la transformada de Fourier.
Demostracion. Sea  2 ?. Entonces,
Pf() = (2)
 (1=2) R
? Pf(; x)e
 i<x;>dx
= (2) (1=2)
R
?
R
R f(x+ s)dse
 i<x;>dx
= (2) (1=2)
R
Rn f(y)e
 i<y;>dy = (2) (1=2)f^()
Ahora,
(<f)() = 1p2
R
R1 e
 is<f(s)ds
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= 1p
2
R
R1 e
 is R
? f(s + y)dyds
Haciendo x = s + y y dx = dyds se obtiene:
\(<f)() = 1p2
R
R1 e
 is R
? f(x)dx
y como s =   x, entonces:
\(<f)() = 1p2
R
R1 e
 i(x) R
? f(x)dx =
1p
2
R
Rn e
 ixf(x)dx
luego:
1p
(2)n
\(<f)() = 1p2 1p(2)n
R
Rn e
 ixf(x)dx
1p
(2)n
\(<f)() = 1p2f()
\(<f)() =
p
(2)np
2
f() =
p
(2)n 1 bf()
\(<f)() = (2)(n 1)=2 bf() (1.5.2)
Las transformadas de rayos X y de Radon son casos especiales de la
transformada general k- plano, la cual mapea las integrales de lnea de
una funcion sobre un subespacio k- dimensional afn, para un ejemplo ver [35].
Existe una relacion fundamental entre la transformada de Radon y la
transformada de Fourier de una funcion. Esta relacion se conoce como el
teorema de Slice de Fourier
Proposicion 1.5.3. Para el caso continuo la transformada de Fourier 1D
con respecto a s de la proyeccion de <f(; s) es igual a la "rebanada" central,
en angulo , de la transformada 2D de la funcion f(x; y). Esto es,
c<f(; ) = bf( cos ;  sin )
donde
bf(1; 2) = 1p
2
Z 1
 1
Z 1
 1
f(x; y)e i(x1+y2)dxdy
es la transformada de Fourier 2D de la funcion f(x; y).
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Demostracion. Rotando el sistema de coordenadas xy obtenemos el sistema
de coordenadas (s; u), donde
s = x cos  + y sin 
u =  x sin  + y cos 
Usando el sistema de coordenadas (s; u) la ecuacion (1.5.1) se puede
expresar como:
<f(; s) =
Z 1
 1
f(s cos    u sin ; s sin  + u cos )du (1.5.3)
Usando esta ecuacion en la denicion de c<f(; ), se obtiene
c<f(; ) = 1p
2
R1
 1<f(; s)e isdsc<f(; ) = 1p
2
R1
 1
R1
 1 f(s cos    u sin ; s sin  + u cos )e isdsdu
Cambiando el sistema de coordenadas (s; u) a (x; y), se obtiene:
c<f(; ) = 1p
2
R1
 1
R1
 1 f(x; y)e
 i(x cos +y sin )dxdyc<f(; ) = bf( cos ;  sin )
1.5.2. La Transformada continua de Radon en Rn
La transformada de Radon de una funcion f(x), x 2 Rn esta denida
por:
<f(; s) = <f(s) =
Z
 !x : ! =s
f( !x )d !x =
Z
?
f(s
 !
 + y)dy
donde
 !
 = (cos ; sin ),  2 [0; 2), s 2 R y ? es el subespacio perpendi-
cular a
 !
 .
<f(; s) representa la integral de lnea de f en el hiperplano de Rn
perpendicular a  y a una distancia s desde origen.
Los puntos en el subespacio ? estan dados por ? = fs? : s 2 Rg.
Es facil demostrar que la transformada de Radon cumple con,
<f( ; s) = <f(; s).
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Al igual que en los casos anteriores, la transformada de Radon continua
en Rn satisface el teorema teorema de Slice de Fourier , esto es, dada
f(x), x 2 Rn y  2 Sn 1 jo,
d<f() = bf() (1.5.4)
para todo  2 R^ (R^ representa el dual de R).
Escribiendo la formula usual de inversion de Fourier en coordenadas
polares tenemos:
f(x) =
Z
Sn?1+
Z 1
 1
d<f(r)e2i((x:)rjrjn 1drd (1.5.5)
donde Sn 1+ denota la mitad superior de la esfera en Rn.
La ecuacion anterior se puede generalizar de la siguiente manera. Dado
 2 R, se dene el operador potencial de Riesz, I como:
dIf() = jj  bf()
Si  < n, entonces
f =
1
2
I <#(I+1 n<f)
Vemos que I 2 =  (2) 24, donde 4 es el operador Laplaciano, y
4f =  42I 2f =  22I  1<#(I+1 n<f)
I 1 es el operador Lambda y lo denotamos I 1 = . Obsevamos que:
f = I 1f =
1
2
I  1<#(I+1 n<f)
si hacemos  =  1,
f =
1
2
<#(I n<f)
Similarmente, el operador  1 satisface:
 1f =
1
2
<#(I2 n<f)
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1.5.3. Propiedades basicas de la Transformada conti-
nua de Radon
A continuacion se enuncian algunas propiedades fundamentales de la
transformada de Radon en 2D, pero se cumplen tambien para Rn: linealidad,
desplazamiento y rotacion.
1. Linealidad. <(f1 + f2)(s; ) = <f1(s; ) + <f2(s; )
Es decir,
<(f1+f2)(s; ) =
R1
 1
R1
 1(f1(x; y)+f2(x; y))(x cos +y sin s)dxdy =R1
 1
R1
 1 f1(x; y)(x cos + y sin s)dxdy+
R1
 1
R1
 1 f2(x; y))(x cos +
y sin    s)dxdy
= <f1(s; ) + <f2(s; )
2. Desplazamiento. Asumiendo que la funcion f(x; y) es desplazada, es
decir,
h(x; y) = f(x  x0; y   y0)
Entonces
<h(s; ) = <f(s  s0; ) donde s0 = x0 cos  + y0 sin 
En efecto,
<h(s; ) = R1 1 R1 1 h(x; y)(x cos  + y sin    s)dxdyR1
 1
R1
 1 f(x  x0; y   y0)(x cos  + y sin    s)dxdy
sea: w = x  x0 , z = y   y0 ) dx = dw, dz = dy
<h(s; ) = R1 1 R1 1 f(w; z)((w + x0) cos  + (z + y0) sin    s)dwdz
=
R1
 1
R1
 1 f(w; z)(w cos  + z sin  + x0 cos  + y0 sin    s)dwdz
=
R1
 1
R1
 1 f(w; z)(w cos  + z sin  + s0   s)dwdz
=
R1
 1
R1
 1 f(w; z)(w cos  + z sin    (s  s0))dwdz
= <f(s  s0; )
Se puede ver de esta propiedad que solo la coordenada s es movida.
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3. Rotacion. Expresando f(x; y) en forma polar tenemos, f(x; y) =
fp(r; ), si hacemos una rotacion 0,
es decir sea h(r; ) = f(r;   0)
Entonces:
<h(s; ) = <f(s;    0)
=
R1
 1
R1
 1 h(r; )(r cos cos  + r sin sin    s)jrjddr
sea  =   0 ) d = d
=
R1
 1
R1
 1 f(r; )(rcos(  (  0))  s)jrjddr
= <f(s;    0)
Ejemplos
1. Consideremos un objeto sencillo sobre un fondo uniforme. Supongamos
que la gura 1.2 representa un corte transversal del objeto.
Figura 1.2: Corte transversal
Si suponemos que cuando un rayo pasa a traves del cuerpo la atenuacion
es constante podemos representar dicha atenuacion como una funcion f(x; y)
denida as,
f(x; y) =

A si x2 + y2  r2
0 en otro valor
(Suponemos que el objeto tiene centro en el origen)
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La proyeccion de f(x; y) en el detector estara dada por
<f(; s) = R1 1 R1 1 f(x; y)(x cos  + y sin    s)dxdy
Como el cuerpo es simetrico respecto al origen la proyeccion sera la
misma para todos los valores de (es decir, no depende de ), por lo tanto
la calculamos para  = 0 con lo cual obtenemos
<f(; s) = R1 1 R1 1 f(x; y)(x  s)dxdyR1
 1 f(x; y)(x  s)dx = f(s; y), luegoR1
 1
R1
 1 f(x; y)(x  s)dxdy =
R1
 1 f(s; y)dy
y como
f(s; y) =

A si s2 + y2  r2
0 en otro valor
f(s; y) = A si  pr2   s2  y  pr2   s2, por lo tanto,R1
 1
R1
 1 f(x; y)(x  s)dxdy =
R pr2 s2
 pr2 s2 Ady = 2A
p
r2   s2
= g(; s) = g(s)
donde g(; s) = <f(; s)
es decir,
g(; s) = g(s) =

2A
p
r2   s2 si jsj  r2
0 si jsj > r
2. Calcular la Transformada de Radon de la funcion f(x; y) = e (x
2+y2)
Esta funcion en su forma polar es,
g(r; ) = e r
2
, luego,
<g(s; ) = R1 1 g(ps2 + u2;  + arctan(u=s))du
=
R1
 1 e
 (s2+u2)du = e s
2 R1
 1 e
 u2du = 1=2e s
2
3. Transformada de Radon del Shepp-Logan phantom.
En la gura 1.3 se muestra la imagen del phantom y su transformada de
Radon.
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Figura 1.3: Phanton y su tranformada de Radon
1.5.4. Operador Retroproyeccion
Otro operador fundamental para el estudio de la tomografa es el operador
retroproyeccion, que se dene como sigue:
Dada una funcion h(; t) denida en Sn 1  R, denimos el operador
retroproyeccion <# por
<#h(x) =
Z
Sn?1
h(; x  )d (1.5.6)
donde el par (; t) es la parametrizacion del hiperplano fx : x   = tg, y
la funcion h esta denida en el hiperplano (n   1)-dimensional de Rn. En
este caso, <#h(x) es la integral de h sobre todos los hiperplanos que pasan
a traves de x.
1.5.5. Formula de retroproyeccion ltrada
La ecuacion (1.5.6) es la base para muchos proyectos de reconstruccion
de la transformada de Radon.
Dado f(x), x 2 Rn, g(; t) = g(t),  2 Sn 1, t 2 R,
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f  <#(g)(x) = <#(<f  g)(x) (1.5.7)
donde la convolucion del lado izquierdo es con respecto a x 2 Rn y de la
parte derecha es con respecto a t 2 R.
En efecto, tenemos que:
f  <#(g)(x) = <#(g)  f(x) =
Z
Rn
<#g(x  y)f(y)dy
=
Z
Rn
Z
Sn 1
g(; (x  y):)df(y)dy
=
Z
Sn 1
Z
Rn
g(; (x  y):)f(y)dyd
haciendo la sustitucion y = s+ z, z 2 ? en la integral anterior, obtenemos:
<#(g)  f(x) =
Z
Sn 1
Z
R1
Z
?
g(; x:   s)f(s + z)dzdsd
=
Z
Sn 1
Z
R1
g(; x:   s)<f(; s)dsd
Luego,
<#(g)  f(x) = R#(g  <f)(x) (1.5.8)
Esto quiere decir que si g se determina de modo que <#g se aproxima
a -funcion, entonces una buena aproximacion de f se puede obtener
por convolucion simple y retroproyeccion. Guedon y Unser han utilizado
este metodo para calcular los cuadrados de las proyecciones de funciones
polinomicas suaves a trazos con nodos espaciados uniformemente [30].
CAPITULO 2
Introduccion a las wavelets
2.1. Introduccion
El origen de la descomposicion de una se~nal en wavelets esta en la
necesidad de conocer las caractersticas y particularidades de la se~nal en
diferentes instantes de tiempo. La principal virtud de las wavelets es que
permite modelar procesos que dependen fuertemente del tiempo y para los
cuales su comportamiento no tiene porque ser suave [1], [9], [10], [13], [20].
Una de las ventajas de las wavelets frente a los metodos clasicos, como la
transformada de Fourier, es que en el segundo caso se maneja una base de
funciones bien localizada en frecuencia pero no en tiempo, esto es, el analisis
en frecuencia obtenido del analisis de Fourier es insensible a perturbaciones
que supongan variaciones instantaneas y puntuales de la se~nal como picos
debidos a conmutaciones o variaciones muy lentas como tendencias. La
transformada de Fourier f^(!) proporciona la informacion global de la se~nal
en el tiempo localizada en frecuencia. Sin embargo, f^(!) no particulariza la
informacion para intervalos de tiempo especcos, ya que
f^(!) =
Z 1
 1
f(t)e i! tdt
y la integracion es sobre todo tiempo (ver [9]). As, la imagen obtenida no
contiene informacion sobre tiempos especcos, sino que solo permite calcular
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el espectro de amplitud total jf^(!)j; mientras que la mayora de las wavelets
interesantes presentan una buena localizacion en tiempo y en frecuencia,
disponiendo incluso de bases de wavelets con soporte compacto.
En este captulo se presenta una introduccion a la transformada wavelet
y al analisis multiresolucion.
2.2. Transformadas wavelets
El analisis wavelets es un metodo de descomposicion de una funcion o
se~nal usando funciones especiales, las wavelets. La descomposicion es similar
a la de la transformada de Fourier, donde una se~nal f(t) se descompone en
una suma innita de armonicos ei!t de frecuencias ! 2 R, cuyas amplitudes
son los valores de la transformada de Fourier de f , f^(!):
f(t) =
1
2
Z 1
 1
f^(!)ei! td!; donde f^(!) =
Z 1
 1
f(t)e i! tdt:
El analisis de Fourier tiene el defecto de la no localidad: el comportamiento
de una funcion en un conjunto abierto, no importa cuan peque~no, inuye en
el comportamiento global de la transformada de Fourier. No se captan los
aspectos locales de la se~nal tales como cambios bruscos, saltos o picos, que
se han de determinar a partir de su reconstruccion.
2.2.1. Transformada wavelet continua
La teora wavelets se basa en la representacion de una funcion en terminos
de una familia biparametrica de dilataciones y traslaciones de una funcion
ja  , la wavelet madre que, en general, no es senoidal. Por ejemplo,
f(t) =
Z
R2
1pjaj 
t  b
a

W f(a; b)dadb
en donde W f es una transformada de f denida adecuadamente.
Se dene el operador isotropico n-dimensional, Da, con a > 0, y sea
f_(x) = f( x) para x 2 Rn como:
Daf(x) = a
 n=2f(x=a)
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entonces la transformada wavelet continua tambien se puede escribir
como:
W f(a; b) = f Da _(b)
Y en forma discreta se tiene un desarrollo en serie:
f(t) =
X
j;k
cj;k2
j=2 (2jt  k)
en donde se suma sobre las dilataciones en progresion geometrica. Para
conservar la norma en L2(R) de la wavelet madre  , se insertan los factores
1p
jaj y 2
j=2, respectivamente.
Denicion 2.2.1. Una wavelet  es una funcion cuadrado integrable tal que
la siguiente condicion de admisibilidad se tiene:
C :=
Z
R
j ^(!)j2
j!j d! <1; (2.2.1)
donde  ^(!) es la transformada de Fourier de  .
Observacion 2.2.1. Si ademas  2 L1(R), entonces la condicion (2.2.1)
implica que
R
R  (t)dt = 0: En efecto, por el Lema de Riemann-Lebesgue (ver
p.e., [10]), lm!!1  ^(!) = 0 y la transformada de Fourier es continua, lo cual
implica que 0 =  ^(0) =
R
R  (t)dt:
Sea  2 L2(R). La funcion dilatada y trasladada se dene por
 a;b(t) :=
1pjaj 
t  b
a

; a; b 2 R; a 6= 0:
Esta funcion se obtiene a partir de  , primero por dilatacion en el factor a
y, luego, por traslacion en b. Es claro que k a;bk2 = k k2:
Denicion 2.2.2. Para f;  2 L2(R), la expresion:
W f(a; b) :=
Z
R
f(t) a;b(t)dt (2.2.2)
se llama la transformada wavelet de f .
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Por la desigualdad de Cauchy, se ve queW f es una funcion acotada conW f(a; b)  kfk2k k2: Note tambien que
W f(a; b) = hf;  a;biL2(R) = hf;  a;bi:
La transformada wavelet W f de f puede ser descrita en terminos del
producto de convolucion. La convolucion de dos funciones f; g 2 L2(R) es
dada por
(f  g)(t) =
Z
R
f(t  z)g(z)dz:
Observe que esta formula esta denida para al menos todo t 2 R, pero f  g
no necesariamente esta en L2(R). Usando la notacion e (t) =  ( t), se tiene
W f(a; b) = (f  e a;0)(b): Note tambien que ~^ a;b(!) = pjaj ~^ (a!)e i! b:
Estos hechos se aplicaran en la prueba de la siguiente proposicion, la cual
establece la formula de Plancherel para la transformada wavelet.
Proposicion 2.2.3. Sea  2 L2(R) y satisface la condicion (2.2.1).
Entonces para cualquier f 2 L2(R), las siguientes relaciones se tienen
1. Isometra Z
R
jf(t)j2dt = 1
C 
Z
R2
W f(a; b)2db da
a2
2. Formula de inversion
f(t) =
1
C 
Z
R2
W f(a; b) a;b(t)db da
a2
Demostracion. 1. Es facil vericar que (f  e a;0)(b) =pjajF 1ff^(!) ~^ (a!)g:
En consecuencia,Z
R2
W f(a; b)2db da
a2
=
Z
R
Z
R
(f  e a;0)(b)2dbda
a2
=
Z
R
Z
R
jajF 1f^() ~^ (a )(!)2d!da
a2
=
Z
R
Z
R
f^(!)2 ^(a!)2d!dajaj
=
Z
R
f^(!)2 Z
R
 ^(a!)2 dajaj

d!
= C 
Z
R
f^(!)2d! = C kfk22:
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Observe que se utilizo el teorema de Fubini y la formula de Plancherel para
la transformada de Fourier.
2. Para simplicar los calculos en la formula de inversion, suponga que
f; f^ 2 L1(R):Z
R
W f(a; b) a;b(t)db =
p
jaj
Z
R
F 1

f^() ~^ (a )

(!) a;b(t)d!
=
p
jaj
Z
R
f^(!)
~^
 (a!)F 1(g)(!)d!;
donde g(b) :=  a;b(t): Ahora, la transformada inversa de Fourier de g es
F 1(g)(!) = 1
2
Z
R
g(b)ei! bdb
=
1
2
p
jaj
Z
R
 (z)e ia!zei!tdz
=
1
2
p
jaj ^(a!)ei!t:
Sustituyendo e integrando respecto a a 2da se obtieneZ
R2
W f(a; b) a;b(t)dbda
a2
=
1
2
Z
R
jaj
Z
R
f^(!)
 ^(a!)2ei!td! da
a2
=
1
2
Z
R
f^(!)
Z
R
 ^(a!)2 dajaj

ei!td!
= C 
1
2
Z
R
f^(!)ei!td!
= C f(t):
Otro resultado de interes que se presentara en la siguiente proposicion, es
la formula de Parseval para la transformada wavelet.
Proposicion 2.2.4. Sea  2 L2(R) y satisface la condicion (2.2.1).
Entonces para cualquier f; g 2 L2(R), se tienen
hf; giL2(R) =
1
C 
Z
R2
W f(a; b)W g(a; b)dadb
a2
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Demostracion. Como (f  e a;0)(b) = pjajF 1ff^(!) ~^ (a!)g o de manera
equivalente, F f  e a;0(!) =pjajf^(!) ~^ (a!); entoncesZ
R
W f(a; b)W g(a; b)db = jaj
Z
R
f^(!)~^g(!)j ^(a!)j2d!;
ahora, integrando respecto a a 2da se sigueZ
R2
W f(a; b)W g(a; b)dbda
a2
=
Z
R
jaj
Z
R
f^(!)~^g(!)
 ^(a!)2d! da
a2
=
Z
R
f^(!)~^g(!)
Z
R
 ^(a!)2 dajaj

d!
= C 
Z
R
f^(!)~^g(!)d!
= C hf^ ; g^iL2(R) = C hf; giL2(R):
Note que se aplico el teorema de Fubini, y en el ultimo renglon de la expresion
anterior, la formula de Parseval para la transformada de Fourier.
En la siguiente proposicion se listan algunas propiedades.
Proposicion 2.2.5. Sean  y ' wavelets y f; g 2 L2(R): Entonces
1. W (f + g)(a; b) = W f(a; b) + W g(a; b), ;  2 R:
2. W +'f(a; b) = W f(a; b) + W'f(a; b), ;  2 R:
3. W (Tcf)(a; b) = W f(a; b   c), donde Tc es el operador traslacion
denido por Tcf(t) = f(t  c):
4. W (Dcf)(a; b) =
p
cW f(c a; c b), donde Dc es el operador dilatacion
denido por Dcf(t) =
p
cf(c t):
2.2.2. Transformada wavelet discreta
La transformada wavelet continua introduce cierta redundancia, pues la
se~nal original se puede reconstruir completamente calculandoW f(a; ) para
una cantidad numerable de escalas, por ejemplo, potencias enteras de 2. Esto
es, si se elige la escala a = 2 j para cada j 2 Z, y tambien se discretiza en
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el dominio del tiempo en los puntos b = 2 jk, k 2 Z, la familia de wavelets
sera ahora dada por:
 2 j ;2 jk(t) =
1p
2 j
 
t  2 jk
2 j

= 2j=2  (2jt  k); 8j; k 2 Z:
Se utilizara la notacion  jk para denotar la wavelet  comprimida 2
j y
trasladada el entero k, es decir,  jk(t) = 2
j=2  (2jt  k):
Con la eleccion de a = 2 j y b = 2 jk, observe que el muestreo en el
tiempo se ajusta proporcionalmente a la escala, es decir, a mayor escala se
toma puntos mas distantes, ya que se busca informacion global, mientras
que a menor escala se buscan detalles de la se~nal, por tal motivo se muestrea
en puntos menos distantes entre si. Para otras elecciones de a y b se puede
consultar [13].
Denicion 2.2.6. Una funcion  2 L2(R) es una wavelet si la familia de
funciones  jk denidas por:
 jk(t) = 2
j=2  (2jt  k); 8j; k 2 Z; (2.2.3)
es una base ortonormal en el espacio L2(R).
Una condicion suciente para la reconstruccion de una se~nal f es que
la familia de dilatadas y trasladadas  jk forme una base ortonormal en el
espacio L2(R), ver [14] y [32] para mas detalles. Si esto se tiene, cualquier
funcion f 2 L2(R) se puede escribir como:
f(t) =
X
j;k
cj;k jk(t) (2.2.4)
o teniendo en cuenta (2.2.3) como:
f(t) =
X
j;k
cj;k2
j=2 (2jt  k);
donde cj;k = hf;  2 j ;2 jki =W f(2 j; 2 jk):
Denicion 2.2.7. Para cada f 2 L2(R) el conjunto bidimensional de
coecientes
cj;k = hf;  jki =
Z
R
2j=2f(t) (2jt  k)dt
se llama la transformada wavelet discreta de f .
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En consecuencia, la expresion (2.2.4) se puede escribir en forma alterna
como:
f(t) =
X
j;k
hf(t);  jk(t)i jk(t): (2.2.5)
La serie (2.2.5) se llama representacion wavelet de f .
Observacion 2.2.2.  jk(t) es muy apropiada para representar detalles
mas nos de la se~nal como oscilaciones rapidas. Los coecientes wavelet
cj;k miden la cantidad de uctuaciones sobre el punto t = 2
 jk con una
frecuencia determinada por el ndice de dilatacion j.
Es interesante notar que cj;k =W f(2 j; 2 jk) es la transformada wavelet
de f en el punto (2 j; 2 jk): Estos coecientes analizan la se~nal mediante la
wavelet madre  .
Para conservar la norma en f 2 L2(R) de la wavelet madre  , se incluye
el factor a 1=2, con lo cual k b;ak = k k.
La transformada wavelet tambien la podemos escribir como el producto
punto de f y  :
W f(b; a) = hf;  b;ai (2.2.6)
Al hacer uso de la relacion de Parseval se obtiene:
W f(b; a) = 1
2
D bf; b b;aE =pjaj 1
2
Z 1
 1
bf(w) b b;a(aw)eiwbdw (2.2.7)
Para recuperar f(t) desde su transformada wavet,  (t) debe satisfacer las
siguiente condicion:
b (0) = Z 1
 1
 (t)dt = 0 (2.2.8)
Ademas de satisfacer la ecuacion anterior, las wavelets se construyen de
modo que tengan soporte compacto y un alto orden de desvanecimiento. Una
wavelet se dice que tiene momentos de desvanecimiento de orden m siZ
R
tp (t)dt = 0; p = 0; 1; : : : ;m  1 (2.2.9)
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La expresion para la transformada wavelet inversa es,
f(t) =
1
C 
Z
R
db
Z 1
0
1
a2
[W f(b; a) b;a(t)da (2.2.10)
la cual permite reconstruir la funcion original desde su transformada
wavelet. Y donde C es una constante que depende de la eleccion de la
wavelet y se conoce como condicion de admisibilidad
Para una funcion de dos variables, la transformada wavelet continua
bidimensional se dene como
W f(a; bx1 ; bx2) =
Z 1
 1
Z 1
 1
f(x1; x2) a;bx1 ;bx2 (x1; x2)dx1dx2 (2.2.11)
donde bx1 y bx2 indican las translaciones en dos dimensiones y
 a;bx1 ;bx2 (x1; x2) =
1
jaj 

x1   bx1
a
;
x2   bx2
a

(2.2.12)
siendo  (x1; x2) una funcion wavelet madre bidimensional. La transfor-
macion inversa correspondiente es:
f(x1; x2) =
1
C 
Z 1
 1
Z 1
 1
Z 1
 1
1
a3
[W f(a; bx1 ; bx2) a;bx1 ;bx2 (x1; x2)]dbx1dbx2da
La misma generalizacion puede ser extendida al caso n-dimensional.
2.2.3. Transformada wavelet semicontinua
Se considera solo el caso planar (n = 2). Sea G(x) una funcion radial en
R2 que satisface
R R
R2
G(x)dx = 1. Sea:
 1(x) =
@
@x1
(2.2.13)
 2(x) =
@
@x2
(2.2.14)
entonces, la transformada wavelet semicontinua de una funcion f(x), se
dene por
f(W 1f)(2j; x); (W 2f)(2j; x)gj2Z; x2R2 (2.2.15)
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2.2.4. Transformada Rapida Wavelet
La transformada Rapida Wavelet [13], es una implementacion compu-
tacionalmente eciente de la transformada wavelet discreta que aprovecha la
relacion entre los coecientes de la transformada wavalet discreta y escalas
adyacentes, lo que se expresa de la siguiente manera:
W (j; k) =
X
m
h (m  2k)W(j + 1;m) (2.2.16)
y
W(j; k) =
X
m
h(m  2k)W(j + 1;m) (2.2.17)
Las anteriores ecuaciones pueden ser expresadas mediante la convolucion,
con los coecientes wavelet y de escalamiento invertidos en el tiempo
(descomposicion), es decir,
W (j; k) = h ( n) W(j + 1;m)jn=2k; k0 (2.2.18)
y
W(j; k) = h( n) W(j + 1;m)jn=2k; k0 (2.2.19)
donde las convoluciones son evaluadas en instantes n = 2k para k  0.
2.3. Analisis Multiresolucion
Presentamos una vision general para la construccion de funciones  (x) 2
L2(R), de tal manera que la sucesion
f j;k(x)gj;k2Z = f2j=2 (2jx  k)gj;k2Z (2.3.1)
sea una base ortonormal en R. El concepto de analisis multirresolucion
fue desarrollado por Meyer y Mallat, y como lo sugieren, aplicando este tipo
de analisis a una funcion, se puede descomponer en funciones mas simples y
estudiarlas separadamente.
Considerese una funcion como la que se presenta en la gura 2.1
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Figura 2.1: Representacion multinivel de una funcion
Cada vez que vamos un nivel hacia abajo eliminamos ciertas partes
(trozos) de la funcion, que se muestran al lado derecho. Esta aproximacion de
la funcion original se puede volver a dividir en dos partes, eliminando aun mas
detalles. Este proceso de ir eliminando detalles de la funcion original se conoce
como proceso de descomposicion. Vemos que la funcion original puede
ser nuevamente recuperada si vamos a~nadiendo a la ultima aproximacion
obtenida todos los detalles que hemos eliminado. Este proceso se conoce
como reconstruccion.
En la Figura 2.1, vamos a asignar a todas las funciones de la izquierda
a Vj, y las de la derecha Wj, donde j representa escalas individuales. Vj es
generado por las bases f'j;k : 2j=2'(2jt  k)gj;k2Z y Wj por f j;k(x)gj;k2Z =
f2j=2 (2jx   k)gj;k2Z. En otras palabras, las funciones arbitrarias xs(t)
y ys(t) pueden ser representadas como combinacion lineal de 'j;k y  j;k
respectivamente. Vemos que las dos funciones xj 1(t) 2 Vj 1 y ys 1(t) 2 Ws 1
se derivan de xs 2 Vs. Por lo tanto, debemos esperar que las bases 'j 1;k de
Vs 1 y  j 1;k de Ws 1 esten relacionadas con las bases 'j;k de Vs.
Para lograr un analisis multiresolucion de una funcion como la de la
gura 2.1, debemos tener una funcion de energa nita '(t) 2 L2(R), llamada
funcion escala , que genera una sucesion anidada Vj, es decir,
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f0g      V 1  V0  V1    ! L2 (2.3.2)
y satisface la ecuacion de dilatacion o de renamiento:
'(t) =
X
k
h0[k]'(at  k) (2.3.3)
para algun a > 0 y los coecientes h0[k] 2 l2.
Si a = 2, la funcion '(t) esta representada como una superposicion de
versiones transladadas y escaladas de ella misma, de ah el termino funcion
escalada. En particular, V0 es generado por f'(; k) : k 2 Zg, y en general,
Vs por fj;k : j; k 2 Zg. Luego se tienen los siguientes resultados:
x(t) 2 Vj , x(2t) 2 Vj+1 (2.3.4)
Para cada j, ya que Vj es un subespacio propio de Vj+1, hay algun espacio
izquierdo en Vj+1, llamadoWj, que cuando se combina con Vj nos da un Vj+1.
Este espacio Wj se llama el subespacio wavelet y es complementario de Vj en
Vj+1, es decir,
Vj \Wj = f0g; j 2 Z (2.3.5)
y
Vj Wj = Vj+1 (2.3.6)
Los subespacios Wj son generados por  (t) 2 L2, y los Vj son generados
por '(t). En otras palabras, cualquier funcion xj(t) 2 Vj puede escribirse
como:
xj(t) =
X
k
vj;k'(2
jt  k) (2.3.7)
y cualquier funcion yj(t) 2 Wj puede escribirse como:
yj(t) =
X
k
wj;k (2
jt  k) (2.3.8)
para algunos coecientes fvj;kgk2Z 2 l2, fwj;kgk2Z 2 l2.
Ya que:
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Vj+1 =Wj  Vj =Wj Wj 1  Vj 1 = Wj Wj 1 Wj 2  : : :
es decir,
Vj = j 1l= 1Wl (2.3.9)
Se observa que los Vj estan anidados, mientras que losWj son mutuamente
ortogonales. En consecuencia, se tiene:
Vl \ Vm = Vl; m  l
Wl \Wm = f0g; m 6= l
Vl \Wm = f0g; l  m
En la gura 2.2 se muestra la relacion jerarquica de Vs y Ws.
Figura 2.2: Division de subespacios en un AMR
Denicion 2.3.1. Formalmente, un Analisis Multiresolucion (AMR) sobre
R consiste de una sucesion de subespacios cerrados fVj : j 2 Zg de L2(R),
que satisfacen:
1. Vj  Vj 1; 8j 2 Z (cadena de subespacios encajonados).
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2. [j2ZVj = L2(R), es decir [j2ZVj es densa en L2(R).
3. \j2ZVj = f0g.
4. f(x) 2 Vj si y solo si f(2jx) 2 V0.
5. f(x) 2 V0 si y solo si f(x  k) 2 V0, para todo k 2 Z, ademas, por (4)
se tiene que si f(x) 2 Vj, entonces f(x  2jk) 2 Vj, para todo k 2 Z.
6. Existe  2 V0 tal que f0;k : k 2 Zg es una base ortonormal V0.
Se observa que todos los espacios fVj : j 2 Zg son versiones escaladas
del espacio central V0.
2.3.1. Base Ortonormal de wavelets  j;k y la Proyec-
cion Ortogonal Pj sobre Vj
Sea la funcion j;k(x) = 2
 j=2(2 jx   k), para todo j; k 2 Z. Entonces
por la parte (4) y (6) de la denicion 2.3.1 se tiene que: fj;k : k 2 Zg es
una base ortonormal de Vj para todo j 2 Z. En este contexto, conociendo 
y utilizando el criterio basico de AMR se construye la wavelet  . El criterio
arma lo siguiente:
Cuando una coleccion de subespacios cerrados fVjg satisfacen las
condiciones anteriores, entonces existe una base ortonormal de wavelets
f j;kgj;k2Z de L2(R), con  j;k(x) = 2 j=2 (2 jx   k), tal que para toda
f 2 L2(R),
Pj 1f = Pjf +
X
k
hf;  j;ki j;k (2.3.10)
donde Pj es el operador proyeccion ortogonal sobre Vj.
La wavelet  a ser considerada posteriormente esta en el complemento
ortogonal de V0, lo cual se denota como W0. A  se le llama la funcion escala
del Analisis Multiresolucion.
La wavelet  es construida explcitamente de la siguiente manera: para
todo j 2 Z, denimos Wj = V ?j en Vj 1.
Como los 'j;k,  j;k son bases ortogonales de Vj y Wj respectivamente y
mutuamente ortogonales, entonces se tiene
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X
k
hf; 'j 1;ki'j 1;k =
X
k
hf; 'j;ki'j;k +
X
k
hf;  j;ki j;k (2.3.11)
X
k
hf; 'j 1;ki'j 1;k =
X
k
[hf; 'j;ki'j;k + hf;  j;ki j;k] (2.3.12)
Luego,
Vj 1 = Vj Wj (2.3.13)
Se observa que j;k es una base ortonormal de Vj 1, por lo tanto, si
f 2 Vj 1, entonces:
f(x) =
X
k
ak'j 1;k (2.3.14)
donde ak = hf; 'j 1;ki. Analogamente, para las bases ortogonales 'j;k y  j;k
se tiene que:
f1(x) =
X
k
hf; 'j;ki'j;k 2 Vj (2.3.15)
y
f2(x) =
X
k
hf;  j;ki j;k 2 Wj (2.3.16)
Luego, f(x) = f1(x) + f2(x). Como Wj = V
?
j es un subespacio cerrado
en Vj 1, entonces existe un subespacio Vj tal que Vj 1 = Vj Wj.
Por otra parte, la familia fWjgj2Z es mutuamente ortogonal, es decir,
Wj ? Wj0 si j 6= j0.
En efecto, supongamos que j > j0, entonces Wj  Vj0 ? Wj0 y
as Wj ?Wj0 .
Ademas, para j < J tenemos que:
Vj = VJ 
J j 1M
k=0
WJ k (2.3.17)
Y por la parte (2) y (3) de la denicion 2.3.1 se tiene que:
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L2(R) =
M
j2Z
Wj (2.3.18)
La demostracion se puede ver en [29].
Los espacios Wj heredan la propiedad de escala de los Vj,
f(x) 2 Wj si y solo si f(2jx) 2 W0
esta propiedad nos permite armar, gracias a la descomposicion,
Pj 1f = Pjf +
X
k
hf;  j;ki j;k; 8f 2 L2(R) (2.3.19)
que para un j jo, f j;k : k 2 Zg constituye una base ortonormal para Wj,
donde  j;k(x) = 2
 j=2 (2 jx k). Y por (1), la familia f j;kgk2Z es una base
ortonormal para L2(R), Y f 0;kgk2Z es una base ortonormal para W0.
2.3.2. Propiedades de ' y W0
a) Si ' 2 V0  V 1 y f' 1;ngn2Z es una base ortonormal para V 1,
entonces
' =
X
n
hn' 1;n (2.3.20)
donde
hn = h'; ' 1;ni y
P
n2Z
jhnj2 = 1
Entonces (2.3.20) puede ser expresado como
'(x) = 21=2
X
n
hn'(2x  n) (2.3.21)
o b'() = 2 1=2X
n
hne
 kn=2b'(
2
) (2.3.22)
Por lo tanto,
b'() = m0(
2
)b'(
2
)
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donde m0 = 2
 1=2P
n
hne
 in.
Ademas, m0() es una funcion 2-periodica en L
2([0; 2]) y m0() 2
L2([0; 2]).
b) La ortonormalidad de las '(x k), implica quejm0(s)2j+jm0(s+ )2j =
1 en casi todo punto s 2 R.
c) Caracterizacion de los espacios W0.
Sabemos que el complemento ortogonal de V0 se dene como
W0 = ff 2 V 1 : hf; gi = 0; para todo g 2 V0g
Si f 2 V 1, entonces f =
P
n fn' 1;n, donde fn = hf; ' 1;ni. Esto implica
que
bf() = 2 1=2X
n
fne
 in=2b'(
2
) = mf (

2
)b'(
2
)
donde mf () = 2
 1=2P
n fne
 in.
Ademas,mf es una funcion 2-periodica en L
2([0; 2]) ymf 2 L2([0; 2]).
Si f ? V0 entonces f ? '0;n, para todo k 2 Z, esto es,
hf; '0;ni =
Z
R
f(x)'0;k(x)dx = 0
para todo k 2 Z.
Pero comoZ
R
f(x)'0;k(x)dx =
Z
R
bf()b'()e ikd = Z
R
bf()b'()eikd
entonces, Z
R
bf()b'()eikd = 0
Discretizando la ecuacion anterior tenemosZ 2
0
X
i2Z
bf( + 2l)b'( + 2)ei(+2l)kd = 0
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es decir, Z 2
0
X
i2Z
bf( + 2l)b'( + 2)eikd = 0
Por lo tanto, X
i2Z
bf( + 2l)b'( + 2) = 0 (2.3.23)
debido a que la base feikgk2Z es densa en L2([0; 2]). Ademas la serie en
(2.3.23) converge absolutamente en L1([ ; ]). As mismo se tiene,
bf() = (
2
)m0(

2
+ )b'(
2
)
es decir,
bf() = ei=2u()m0(
2
+ )b'(
2
) (2.3.24)
donde u es una funcion 2-periodica.
d) La forma general de (2.3.24), para la transformada de Fourier de
f 2 W0, sugiere que consideremos,
 () = ei=2m0(

2
+ )b'(
2
) (2.3.25)
As, la ecuacion anterior puede ser expresada de la siguiente manera
bf() =  X
k
uke
 ik
! b'() o f(x) =X
k
uk (x  k)
tal que las wavelets  (x  k) forman una base de W0.
2.3.3. Wavelets biortogonales
El analisis multirresolucion abordado para el tratamiento de las imagenes,
tiene su fundamentacion teorica en los trabajos desarrollados en [1], [15], [40],
[53]. De la familia de polinomios spline-B que ellos presentan, se escoge el
caso particular de los polinomios splines cubicos biortogonales. Por medio
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del analisis multirresolucion son obtenidos los coecientes wavelets y los
respectivos coecientes wavelets duales de la imagen. Estos coecientes,
permiten reconstruir la funcion energa de la se~nal o imagen en estudio.
Los splines biortogonales actuan como ltros cortos que mejoran la carga
computacional y son mas estables, [8].
Funcion Spline
Una funcion spline esta formada por varios polinomios, cada uno denido
sobre un subintervalo, que se unen entre s obedeciendo a ciertas condiciones
de continuidad. Por lo tanto, la principal ventaja es su diferenciabilidad
de cualquier orden en un dominio. El nombre Spline proviene del ingles,
signica regleta larga y exible. Estas regletas eran usadas por artesanos para
crear curvas, que describan supercies a construir, como cascos de barcos y
fuselajes de aviones. Constre~nidos por pesos, estas regletas elasticos o splines
asumen una forma que minimizan su energa elastica, propiedad que heredan
los splines matematicos de grado tres.
Entre los diferentes spline, la funcion spline cubica es la mas comun y se
dene de la siguiente manera:
y = S(x) = Ak(x  xk) +Bk(x  xk)2 + Ck(x  xk)3 +Dk
Donde las constantes Ak, Bk, Ck, Dk, son los coecientes spline en los
datos de los puntos k.
Es decir, dada una funcion f denida en [a; b], y un conjunto de nodos
x1 < x2 < ::: < xn una funcion spline cubica S(x) para f es una funcion que
satisface las siguientes condiciones:
1. Los intervalos son llamados nudos. Los nudos pueden ser identicos a los
puntos indicados por el eje x.
2. Entre los nudos k, S(x) cumple con la continuidad restringida de la
funcion y sus segundas derivadas.
3. S(x) es una funcion cubica en cada subrango [xk; xk 1] para k =
1; :::; n  1
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4. Fuera del rango de x1 a xk , S(x) es una linea recta.
Para un intervalo jo, entre los datos de puntos xk y xk 1 , son validas
las siguientes relaciones para los valores de la se~nal y sus derivadas:
yk = Dk
yk+1 = Ak(x  xk)3 +Bk(x  xk)2 + Ck(x  xk)
y0k = S
0(xk) = Ck
y0k+1 = 3Ak(x  xk)2 + 2Bk(x  xk) + Ck
y00k = S
00(xk) = 2Bk
y00k+1 = 6Ak(x  xk) + 2Bk
Los coecientes spline pueden determinarse por un metodo que, al mismo
tiempo, tambien suaviza los datos a estudiar. Los valores de las ordenadasbyk son calculadas de tal forma que las diferencias de los valores observados
son saltos positivos proporcionales rk en su tercera derivada, en el punto xk:
rk = S
000(xk)  S 00(xk+1) (2.3.26)
rk = pk(yk   byk) (2.3.27)
Los factores de proporcionalidad pk son obtenidos por validacion cruzada.
Las funciones spline pueden aplicarse para aproximar y suavizar todo tipo
de curvas.
2.3.4. Los B-Splines
Son un sistema de funciones spline a partir de las cuales se obtienen,
mediante combinaciones lineales, todas las demas funciones spline. Es decir,
dichos polinomios spline constituyen bases para ciertos espacios de splines.
La utilizacion de B-splines tiene muchas ventajas con respecto a otros tipos
de aproximaciones. La mas importante de las ventajas tiene que ver con
la facilidad de procesamiento computacional. Algunas caractersticas de los
B-splines son: funciones simetricas, funciones en forma de campana y los
B-splines forman una base de splines.
2.3 Analisis Multiresolucion 45
Splines de Schoenberg
Son B-Splines centrados, simetricos, de soporte compacto. En [65], se
dene la funcion B-Spline central de orden n, as:
n(t) =
1
n!
n+1X
k=0

n+ 1
k

( 1)k(t  k + n+ 1
2
)n(t  k + n+ 1
2
): (2.3.28)
Este resultado es verdadero, en efecto:
Por denicion [65], n(t) se construye por convoluciones sucesivas:
n(t) = 0(t)  :::  0(t)| {z }
(n+1) veces
donde 0(t) =

1, si t 2 [ 1
2
; 1
2
);
0, en otro caso
t 2 R,  es la funcion escalon unitario y n es el orden de los polinomios.
Calculando la transformada de Fourier:
[0(t) =
Z 1
 1
0(t)e iwtdt =
e
iw
2   e 
iw
2
iw
aplicando n(t) = 0(t)  :::  0(t)| {z }
(n+1) veces
en el dominio de la frecuencia se
obtiene.
Bn(w) = B0(w)  ::: B0(w)| {z }
(n+1) veces
= [B0(w)]
n+1
y como B0(w) =
e
iw
2   e  iw2
iw
reemplazando
Bn(w) =
"
e
iw
2   e  iw2
iw
#n+1
Se tiene que 0+(t) es la B-Spline de grado cero para t  0. Derivando
sucesivamente se obtiene: Dn+1(n+(t)) = n!(t), pasando al dominio de la
frecuencia y aplicando transformada de Fourier (iw)n+1(Bn+(w)) = n!.
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Haciendo B0+(w) = X
0
+(w):
Bn+(w) =
"
e
iw
2   e  iw2
iw
#n+1
:
[iw]n+1Xn+(w)
[iw]n+1Xn+(w)
=
h
e
iw
2   e  iw2
in+1
:
[iw]n+1Xn+(w)
n!
Bn+(w) =
1
n!
n+1X
k=0
 
n+1
k

( 1)ke iw[k n+12 ]Xn+(w)
Regresando al dominio del tiempo
n(t) = 1
n!
n+1X
k=0
 
n+1
k

( 1)k(t  k + n+1
2
)n+:
y considerando la funcion escalon unitario trasladada k   n+1
2
:
n(t) = 1
n!
n+1X
k=0
 
n+1
k

( 1)k(t  k + n+1
2
)n(t  k + n+1
2
):
Esta forma de construir recursivamente cada B-Spline de orden n puede
hacerse a partir de la B-Spline desplazada de orden n  1:
n(t) =
( t+1
2
+ t)n 1(t+ 1
2
) + (n+1
2
  t)n 1(t  1
2
)
2
Derivando recursivamente:
dn(t)
dt
= n 1(t+ 1
2
)  n 1(t  1
2
):
La segunda derivada:
d2n(t)
dt2
= n 2(t+ 1)  2n 2(t) + n 2(t  1).
Aplicando la propiedad de integracion recursiva a
n(t) =
( t+1
2
+ t)n 1(t+ 1
2
) + (n+1
2
  t)n 1(t  1
2
)
2
:Z x
 1
n(t) =
Z x
 1
( t+1
2
+ t)n 1(t+ 1
2
) + (n+1
2
  t)n 1(t  1
2
)
2
dt
integrando por partes se llega a:Z x
 1
n(t) =
n+1X
k=0
n+1(t  1
2
  k).
2.3 Analisis Multiresolucion 47
Por la propiedad de convolucion, todas las B-Splines son positivas y el
valor de su integral es 1.
La funcion escalada en este caso, (t), es la Spline cubica 3(t) =
0(t)  0(t)  0(t)  0(t). Cuyo calculo conduce a:
(t) = 3(t)
8>>>>>><>>>>>>:
0 si t <  2
1
6(2+t)3
si   2  t   1
1 + t  1
6
t3   1
3
(1 + t)3 si   1 < t  0
1  t+ 1
6
t3   1
3
(1  t)3 si 0 < t  1
1
6
(2  t)3 si 1 < t  2
0 si t > 2
Figura 2.3: Funcion escalada spline cubico
La funcion escalada (t) se dise~na tomando la suma promedio de los
B-splines cubicos con el ltro identidad 0(k):
(t) =
X
k= 1
0(k)
3(t   k), donde 0(k) =

1, si k = 0
0, si k 6= 0 es el ltro
identidad o de Kronecker.
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B-Splines discretas
Para encontrar los coecientes de la base de B-splines, conviene analizar
las propiedades del muestreo de las B-Splines. Se consideran entonces las
B-Splines discretas centradas, bnm(k) := 
n( k
m
), con kernel de orden n y con
factor de expansionm, obtenidas a partir del muestreo de B-splines continuos.
As mismo, surgen las B-Splines discretas desplazadas, cnm(k) := 
n( k
m
+
1
2
).
El subndice se reere a la cantidad de muestras entre nodos (unitaria) y
el superndice se reere al orden de la B-Spline.
Las propiedades de las B-Splines son conocidas, ver por ejemplo [36],
[65], [66]. Entre estas, se destaca la construccion recursiva. Analogo al caso
continuo, se construye la de grado n a partir de la de grado n  1.
bnm(k) :=
( k
m
+ n+1
2
)cn 1m (k) + (
n+1
2
  k
m
)cn 1m (k  m)
n
cnm(k) :=
( k
m
+ n+2
2
)bn 1m (k +m) + (
n
2
  k
m
)bn 1m (k)
n
El subndice m se reere a la cantidad de muestras entre nodos o tama~no
de la etapa y el superndice n se reere al orden de la B-Spline.
Para la construccion recursiva de las de orden superior, a partir de la
B-Spline continua, se construyen b0m(k) y c
0
m(k).
b0m(k) =

1, si k 2 [ m
2
; m
2
]
0, en otro caso
c0m(k) =

1, si k 2 [1 m; 0]
0, en otro caso
Cuando se da la igualdad, el muestreo hace que la funcion tome el valor
de 1
2
, observacion que es necesaria al implementar los algoritmos, [37].
La otra propiedad destacable es la de convolucion. Para las B-splines
discretas con sobremuestreo entero m mayor que 1, se tiene una expresion
similar:
Para m, impar:
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bnm(k) =
1
m2
(b0m(k)  :::  b0m(k)| {z }
(n+1) veces
 bn1 (k):
Para m par y n impar:
bnm(k) =
1
mn
n+1
2
 (b0m(k)  :::  b0m(k)| {z }
(n+1) veces
 bn1 (k):
Para m par y n par:
bnm(k) =
1
mn
n+1
2
 (b0m(k)  :::  b0m(k)| {z }
(n+1) veces
 cn1 (k):
Considerese, ahora, el espacio Vj , formado por las funciones spline, donde
cada polinomio denido sobre el intervalo [k2j; (k + 1)2j], con k 2 Z , es de
grado tres.
Vj =
(
s(t) : s(t) =
1X
k= 1
cj(k)(2
 jt  k); t 2 R; cj 2 l2
)
, l2 es el espacio
de las sucesiones cuadrado sumables c(k), k 2 Z. Vj es el conjunto de
funciones spline cuadrado integrables de una dimension, es decir, pertenecen
a L2(R). Estas funciones son continuas de clase C2
Esta sucesion de espacios anidados Vj y la funcion escalada (t) = 
3(t)
denen un analisis multirresolucion. La relacion de escala viene dada por,
[37]:
3(
t
2
) =
1X
k= 1
32(k)
3(t  k)
El ltro binomial Kernel 32(k), es un ltro conocido como de impulso de
respuesta nita o FIR, denido como:
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32(k) =
8>>>>>>>><>>>>>>>>:
0 si k <  2
1
8
si k =  2
1
2
si k =  1
3
4
si k = 0
1
2
si k = 1
1
8
si k = 2
0 si k  2
Figura 2.4: Funcion wavelet spline cubico
La Wavelet Spline  ( t
2
) se construye al tomar la suma promedio de las
B-Splines cubicas con una sucesion w(k):
 (
t
2
) =
1X
k= 1
w(k)3(t  k)
 ( t
2
) es ortogonal al conjunto de B-Splines expandidas

3( t
2
  k)	.
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Para conseguir una formula explcita para la wavelet B-spline de orden
tres, se toma:
3(
t
2
) =
1X
k= 1
32(k)
3(t  k)
junto con la propiedad h3(t); 3(t  y)i = 7(y), consecuencia de la
propiedad ya dada de convolucion sucesiva n(t) = 0(t)  :::  0(t)| {z }
(n+1) veces
, la
restriccion de ortogonalidad expresada como una ecuacion de convolucion

 ( t
2
); 3( t
2
  k) = [w  32(k)  b7] # 2(k) = 0; k 2 Z, y la transformada Z
de la anterior expresion:
1
2
(W (z)U32 (z)B
7
1(z) +W ( z)U32 ( z)B71( z)) = 0
y, nalmente aplicando la transformada Z inversa, se tiene la explcita
Wavelet B-Spline cubica:
 (
t
2
) =
1X
k= 1
(32b7   1)(k)3(t  k)
Cambiando t por 2t se obtiene la wavelet biortogonal spline
 (t) =
1X
k= 1
(32b7   1)(k)3(2t  k) (2.3.29)
Desarrollando las operaciones respectivas, se tiene explcitamente la
Wavelet de medida nula, oscilante, de energa nita, bien localizada en un
intervalo nito y con desvanecimiento en el tiempo, [37].
A continuacion se presentan las gracas de las funciones escalada dual y
B-spline dual.
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Figura 2.5: Funcion escalada dual spline cubico
Figura 2.6: Funcion B-spline cubico dual
CAPITULO 3
Wavelet y Tomografa Local
Este captulo inicia presentando la tomografa computarizada (TC) como
un problema inverso, el cual consiste en encontrar una funcion (entrada) a
partir de ciertos valores (salidas) conocidos. En el caso de la tomografa, los
valores conocidos son los valores de las atenuaciones de los rayos X. Se utilizan
wavelets biortogonales para la recuperacion de la funcion, obteniendose
mejores resultados que cuando utilizamos la transformada de Fourier.
Se presentan las funciones escaladas y waveletes con sus repectivas
funciones duales y ltros, y se enuncian las formulas de reconstruccion.
3.1. La tomografa computarizada
Sean X e Y espacios normados y A : U ! V un operador tal que A = f ,
con  2 X e f 2 Y . El problema directo consiste en calcular la respuesta f
ante una entrada , mientras que en un problema inverso debe determinarse
la entrada  que produce una cierta respuesta f .
En los problemas inversos el objetivo es estimar algunos atributos
desconocidos que son de interes, a partir de mediciones que se relacionan
indirectamente a dichos atributos. Tal es el caso de la tomografa, donde a
partir de las mediciones de las atenuaciones de los rayos X que atraviesan un
objeto se debe recuperar la imagen del objeto.
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En una Tomografa Computarizada (TC), se hace pasar un numero nito
de rayosX a traves de un plano del objeto desde varios angulos. La intensidad
de cada rayo es medida antes y despues de atravezar el objeto. Veamos como
construir el mapa de intensidades del objeto a partir de las medidas de las
atenuaciones de los rayos [22], [23], [45].
Sea s una variable que mide la distancia desde la fuente a lo largo de un
rayo, asumimos que la intensidad del rayo cambia cuando este pasa a traves
del objeto y que el rayo viaja en el plano xy. La intensidad I cambia con
respecto a la distancia s de acuerdo con la ecuacion,
dI
ds
=  (x; y)I (3.1.1)
donde (x; y) es la densidad del objeto. Como la intensidad y la densidad
no son negativas, el signo menos en la ecuacion anterior muestra que si se
cambia la intensidad, esta decrece cuando la distancia s aumenta.
Para relacionar la intensidad inicial transmitida con la densidad,
separamos variables e integramos entre la intensidad inicial (I0) y la
intensidad nal (IT ).
dI
I
=  (x; y)ds (3.1.2)
Z IT
I0
dI
I
= ln

IT
I0

=   ln

I0
IT

(3.1.3)
Para integrar el lado derecho la ecuacion (3.1.1), debemos integrar una
funcion de x e y con respecto a la variable s, lo cual no es inconsistente dado
que la distancia s a lo largo del rayo es ella misma una funcion de x e y. Si
el origen del rayo esta en el punto (x0; y0), y consideremos cualquier punto
del rayo con coordenadas (x; y), entonces, la distancia entre estos dos puntos
esta dada por, s s0 =
p
(x  x0)2 + (y   y0)2, donde s0 es la distancia entre
el origen y el punto (x0; y0)
Esto nos lleva a integrar el lado derecho de la ecuacion (3.1.1) usando una
integral de lnea. Recordemos que la mejor manera para resolver una interal
de lnea es parametrizar la curva con respecto a la longitud de arco. Si 
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denota la lnea en el plano xy seguida por el rayo, la integral la podemos
escribir como: Z

(x; y)ds (3.1.4)
luego,
  ln

I0
IT

=
Z

(x; y)ds (3.1.5)
I0
IT
= e 
R
 (x;y)ds (3.1.6)
que relaciona la intensidad inicial transmitida con la cantidad de materia
(densidad) por la cual atraviesa el rayo.
Dada la naturaleza del problema de la tomografa, como se dijo
anteriormente, en este no se cuenta con la imagen sino con el conjunto
de las proyecciones o mas especcamente con la transformada de Radon
(sinograma).
3.1.1. La tomografa local
El problema de la tomografa local puede ser enunciado como sigue: Dado
a > 0 podemos calcular el valor de la funcion f(x), x 2 Rn; para toda x tal
que jxj  a, conociendo las proyeciones de f de las rectas que pasan por la
bola de radio a y centro en el origen. En otras palabras, el problema de la
tomografa local es la recuperacion de la funcion f(x)fjxjag(x) a partir de
las proyecciones <f(s)[ a; a](s), donde s(t) es la funcion caracterstica y
<f(s) es la transformada de Radon de f .
El problema de tomografa local tambien se llama problema interior,
o tomografa en una region de interes (ROI) (por sus siglas en ingles). El
problema de la tomografa local no tiene solucion unica cuando n es par. Esto
esta demostrado en [45] con la construccion de una funcion u(x), x 2 R2,
con sop(x)  fx : jxj  1g tal que para algun 0 < a < 1, ufjxjag 6= 0
pero <u[ a;a]  0. Una interpretacion de esta no-unicidad en terminos de
desvanecimiento de valores singulares puede ser encontrado en [38], donde
la descomposicion de valores singulares del interior de la transformada de
Radon es dado.
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En la mayora de las aplicaciones practicas, las proyecciones de f sobre
rectas que pasan por una region un poco mas grande que la region de interes
se conocen. En este caso, el problema puede enunciarse como sigue: dado
0 < a < a0, calcular los valores de una funcion f(x), x 2 Rn, para todo x
tal que jxj < a, conociendo las proyecciones de f sobre las rectas que pasan
por la bola de radio a0 alrededor del origen. Este problema de tomografa
semi-local no tiene solucion unica cuando n es par y como antes, existen
funciones u(x), x 2 R2 con <u[ a0;a0] = 0 para todo  2 S1, pero para los
que ufjxja0g 6= 0. Sin embargo, se ha demostrado en [45] que tales funciones
no varan mucho en fx : jxj  ag si a es peque~no con relacion a a0.
3.1.2. Las imagenes digitales
Una imagen digital en escala de grises es una funcion f(x; y), donde x e y
representa las coordenadas y el valor f(x; y) corresponde a la intensidad de la
luz en el punto considerado. Este valor es proporcional a la transmitancia o
reectividad de la luz (intensidad de luz o nivel de gris), del punto considerado
(x; y).
Al proceso de obtencion de imagenes digitales se le denomina digitaliza-
cion y consiste en la descomposicion de la imagen real en una matriz discreta
de puntos de un determinado tama~no, donde cada uno tiene un valor pro-
porcional a su nivel de color. Por tanto puede decirse que una imagen digital
se puede asimilar a una matriz de n las y m columnas. A cada celda de la
matriz se le denomina pixel (picture x element) y esta representa una super-
cie que es funcion de su tama~no (x; y). A cada pixel le corresponde uno
o mas valores digitales (numero digital o valor digital)
Podemos decir que una imagen f(x; y) esta formada por dos componentes:
una es la cantidad de luz incidente en la escena y la otra es la cantidad de
luz reejada por los objetos. Estas dos componentes se llaman: iluminacion,
denotada por i(x; y) y reactancia, denotada por r(x; y). Entonces
f(x; y) = i(x; y)r(x; y) (3.1.7)
Una imagen f(x), x 2 R2 de acuerdo a [3], puede ser expresada por medio
de la transformada wavelet de la siguiente forma:
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f(x) =
X
j;k
3X
i=1


f; 	ij;k

	ij;k =
X
j;k
3X
i=1
D
f; 	ij;k
E
	ij;k (3.1.8)
o como
f(x) =
X
k2Z2
hf; j;kij;k +
JX
j= 1
X
k2Z2
3X
i=1


f; 	ij;k

	ij;k
f(x) =
X
k2Z2
D
f; j;k
E
j;k +
jX
j= 1
X
k2Z2
3X
i=1
D
f; 	ij;k
E
	ij;k (3.1.9)
Donde
j;k(x) = 'j;k1(x1)'j;k2(x2) (3.1.10)
	1j;k(x) = 'j;k1(x1) j;k2(x2) (3.1.11)
	2j;k(x) =  j;k1(x1)'j;k2(x2) (3.1.12)
	3j;k(x) =  j;k1(x1) j;k2(x2) (3.1.13)
y
j;k(x) = 'j;k1(x1)'j;k2(x2) (3.1.14)
	1j;k(x) = 'j;k1(x1)
 j;k2(x2) (3.1.15)
	2j;k(x) =  j;k1(x1)'j;k2(x2) (3.1.16)
	2j;k(x) =  j;k1(x1)
 j;k2(x2) (3.1.17)
Y la construccion estandar para la correspondiente wavelet separable
bidimensional es la formacion de las funciones:
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(x) = '(x1)'(x2) (3.1.18)
	1(x) = '(x1) (x2) (3.1.19)
	2(x) =  (x1)'(x2) (3.1.20)
	3(x) =  (x1) (x2) (3.1.21)
y las funciones duales respectivas,
(x) = '(x1)'(x2) (3.1.22)
	1(x) = '(x1) (x2) (3.1.23)
	2(x) =  (x1)'(x2) (3.1.24)
	3(x) =  (x1) (x2) (3.1.25)
que corresponde a las bases wavelets separables biortogonales de las
splines cubicas ' y  con sus correspondientes duales ' y  .
De acuerdo con el producto de Kroneker se puede construir bases wavelet
en dos dimensiones (x; y) = (x)(y)
A continuacion se presentan las funciones escalada y wavelets separables
que permiten hacer un AMR a cualquier funcion f(x);x 2 R2:
La Figura 3.1 corresponde a la funcion ' escalada separable
 1(x; y) (detalles horizontales) Figura: 3.2
 2(x; y) (detalles verticales) Figura: 3.3
 3(x; y) (detalles diagonales) Figura: 3.4
y sus respectivas duales
'(x; y),  1(x; y),  2(x; y),  3(x; y)
La Figura 3.5 muestra las funciones de aproximacion y las funciones de
detalle, B-spline y spline respectivamente.
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Figura 3.1: Funcion escalada separable
Figura 3.2: Funcion separable direccion horizontal
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Figura 3.3: Funcion separable direccion vertical
Figura 3.4: Funcion separable direccion diagonal
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La Figura 3.6 corresponde a la descomposicion de la imagen \espina
dorsal" para los coecientes de aproximacion del nivel de resolucion j = 1 y
los coecientes de detalles horizontales, verticales, diagonales.
3.2. Inversion de Radon utilizando wavelets
En esta seccion se presentan los teoremas que permiten invertir la
transformada de Radon mediante la utilizacion de wavelets. Se demuestra que
las funciones wavelets son una herramienta fundamental para la recuperacion
de la funcion.
La ecuacion (1.5.6) es la base de muchos esquemas para la reconstruccion
de la transformada de Radon. Guedon y Unser [30] han utilizado este metodo
para calcular los cuadrados de las proyecciones de f(x) en espacios de
funciones polinomicas suaves a trozos con nodos espaciados uniformemente.
Como se menciono en el captulo 1, la formula base para la recuperacion
de la funcion proviene del teorema Slice de Fourier.
Tambien se cumple que si f es radial, entonces:
d<f() = bf(jj) = 2f^()jj1 n (3.2.1)
de donde,
f^() = 1
2
jjn 1d<f(), asi, f^(a) = 12 jajn 1d<f(a).
Y por la ecuacion (1.5.8) se tiene:
f^(a) =
1
2
jajn 1a n=2d<f() (3.2.2)
Los operadores  y  1 se utilizan en la -tomografa, importante tecnica
para el tratamiento de los problemas de la tomografa local. (ver [21], [22],
[45]).
En dimension n = 1 tenemos f = H@f , donde @f denota la derivada
de f y H denota la transformada de Hilbert.
Formalmente se puede derivar una formula de inversion para Pf mediante
la combinacion de la proposicion 1.5.2 y la transformada inversa de Fourier.
62 Wavelet y Tomografa Local
Figura 3.5: Funcion escalada y wavelet
Figura 3.6: Descomposicion para el nivel j=1
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Para simplicar, considerese primero la dimension n = 2. Usando el cambio
a coordenadas polares y la relacion  = (cos ; sin ) y ? = ( sin ; cos )
y se obtiene:
f(x) = (2) 1
R
R2 f^()e
i<x;>d
= (2) 1
R 2
0
R1
0
f^(?)ei<x;
?>dd'
= (4) 1
R 2
0
R1
 1 jjf^(?)ei<x;
?>dd'
=
1
2
(2) 3=2
Z 2
0
Z
R
[Pf()ei<x;
?>dd' (3.2.3)
= (4) 1
R 2
0
Pf(< x; 
? >)d'
=
1
42
R 2
0
R
R
@Pf(s)
hx; ?i   sdsd'
En el ultimo paso que hizo se uso la relacion g = H@g antes mencionada.
En general, para dimension n se usa el cambio de variables ver [35].Z
Rn
g()d = jSn 2j 1
Z
Sn 1
Z
?
jjg()dd (3.2.4)
y se obtiene:
f(x) = (2jSn 2j) 1
Z
Sn 1
Pf(E?x)d (3.2.5)
donde E?x denota la proyeccion ortogonal de x sobre el subespacio 
?.
Proposicion 3.2.1. Dada una wavelet n dimensional separable n > 1, de
la forma
	(x) =  1(x1) 
2(x2)    n(xn) (3.2.6)
donde la  i(t) satisface
 ^i()  Ci(1 + jj) 1 para todo , se dene la
familia de funciones unidimensional fg2Sn?1 por:
^() =
1
2
jjn 1c 1(1)c 2(2)   c n(n) (3.2.7)
donde  = (1; 2; : : : ; n) 2 Sn 1. Entonces para toda f 2 L1 \ L2(Rn)
64 Wavelet y Tomografa Local
(W f)(a;b) = a
(1 n)=2
Z
Sn?1
(W<f)(a; b  )d (3.2.8)
El punto central del teorema anterior es observar que la transformada
wavelet de una funcion f(x) con cualquier wavelet madre y en cualquier escala
y localizacion puede ser obtenida por retroproyeccion de la transformada
wavelet de la transformada de Radon de f , usando wavelets que varian con
cada angulo, pero las cuales son admisibles para cada angulo. La formula
(3.2.7) se sigue inmediatamente de la formula de retroproyeccion ltrada
(1.5.4) con una apropiada eleccion de g y una determinacion de como la
dilatacion conmuta con la retroproyeccion.
Demostracion. c_ () = 12 jjn 1[< _() (3.2.9)
de manera que
_ (t) =
1
2
I1 n< _(t) (3.2.10)
Por lo tanto,
(R#_ )(x) =
1
2
R#I1 n< _(x) =  _(x) (3.2.11)
Se se~nala a continuacion que
\(Da_ )() = a
1=2c_ (a) = 12a1=2jajn 1[< _(a)
=
1
2
an (1=2)jjn 1c _(a) = 1
2
an (1=2)jjn 1a n=2an=2c _(a)
=
1
2
a(1 n)=2jjn 1(<Da _)^()
Aqu,
(R#Da
_
 )(x) = a
(n 1)=21
2
R#I1 n< (Da _) (x) = a(n 1)=2Da _(x)
(3.2.12)
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y por la ecuacion (1.5.7),
(W f)(a;b) = f Da _(b) = a(1 n)=2(f R#Da_ )(b)
Proposicion 3.2.2. Dada una wavelet unidimensional (t) tal que (t) =
( t), (t) 2 R para todo t yZ 1
0
j^(r)j2
r2n 1
dr <1 (3.2.13)
se dene la funcion radial  (x) por:
 ^() = 2jj1 n^(jj) (3.2.14)
entonces:
(W f)(a;b) = a
(1 n)=2
Z
Sn?1
(W<f)(a; b  )d (3.2.15)
Este teorema es un caso particular del teorema 3.2.1 excepto que en el
teorema 3.2.2 la wavelet unidimensional  se ja con anterioridad para todos
los angulos . Esto determina la wavelet bidimensional  . En el teorema
3.2.1,  fue jada con anterioridad determinando fg2[0;2] para cada . La
interaccion entre las wavelets uni y bidimensional en las formulas (3.2.11) y
(3.2.13) es importante para entender como las wavelets pueden ser usadas
en tomografa local y en procesamiento de imagenes. En tomografa local
se busca  con soporte peque~no y muchos momentos de desvanecimiento.
En este caso (3.2.1)  tendra esencialmente el mismo radio de soporte que
. Por lo tanto, de la formula (3.2.15) los coecientes wavelet de f pueden
ser recuperados localmente desde las medidas locales de su transformada de
Radon. Para los propositos del procesamiento de imagenes, uno tpicamente
le gustara jar la wavelet bidimensional  apropiadamente de acuerdo a la
tarea deseada, y luego considerar las propiedades de  para cada .
Una vez que la transformada de la funcion f(x) se ha calculado, ahora
se puede recuperar la funcion original f(x) utilizando formulas estandar de
inversion para la transformada wavelet continua.
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Proposicion 3.2.3. Dada (t) wavelet unidimensional que satisface (t) =
( t), (t) 2 R para todo t y con lm
!0
jj 1^() = 1
2
. Se dene la funcion
radial G(x) por:
G^() = 2jj 1^(jj) (3.2.16)
y sean  1(x),  2(x) como en (3.2.14) y (3.2.15). Entonces dada f(x),
(W 1f)(2
j; x) = 2j=2
Z 2
0
cos (W d
dt
<f)(2j; x  )d (3.2.17)
y
(W 2f)(2
j; x) = 2j=2
Z 2
0
sin (W d
dt
<f)(2j; x  )d (3.2.18)
Proposicion 3.2.4. Sea (t) y G(x) que cumplen las condiciones del teorema
anterior, y sea  2 [0; 2]. Entonces:
(W f)(2
j; x) = 2j=2
Z 2
0
cos(   )(W d
dt
<f)(2j; x  )d (3.2.19)
El artculo de estudio [3], propone que los coecientes se obtienen a partir
de los siguientes productos interiores:
hf; j;ki = 2 j=2
Z 2
0
(W<f)(2j; 2j(k  ))d (3.2.20)


f; 	ij;k

= 2 j=2
Z 2
0
(Wi<f)(2j; 2j(k  ))d (3.2.21)
D
f; j;k
E
= 2 j=2
Z 2
0
(W<f)(2j; 2j(k  ))d (3.2.22)
D
f; 	ij;k
E
= 2 j=2
Z 2
0
(Wi<f)(2j; 2j(k  ))d (3.2.23)
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Y se expresan en terminos de la transformada wavelet de las proyecciones
para cada angulo, donde se denen los siguientes ltros a traves del teorema
3.2.4 en terminos de la transformada de Fourier
b() = 1
2
jj '^( cos )'^( sin ) (3.2.24)
b1() = 12 jj '^( cos ) ^( sin ) (3.2.25)
b2() = 12 jj  ^( cos )'^( sin ) (3.2.26)
b3() = 12 jj  ^( cos ) ^( sin ) (3.2.27)
y los ltros duales, denidos igualmente en [46] a traves de la proposicion
3.2.4 en terminos de la transformada de Fourier de las duales:
b() = 1
2
jj b'( cos )b'( sin ) (3.2.28)
b1() = 12 jj b'( cos ) ( sin ) (3.2.29)
b2() = 12 jj  ( cos )b'( sin ) (3.2.30)
b3() = 12 jj  ( cos ) ( sin ) (3.2.31)
y que mediante la transformada de Hilbert y la transformada de la derivada
se obtiene i: i = 1; 2; 3; como se muestra en las siguientes guras.
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Figura 3.7: 1 proyeccion 10 grados
Figura 3.8: 1 proyeccion 45 grados
Figura 3.9: 1 proyeccion 90 grados
CAPITULO 4
Implementacion del algoritmo
En este captulo se hace una breve consideracion acerca del analisis
del error en tomografa local, siguiendo a [53], [54]. Se describen los
elementos practicos del algoritmo para luego contrastar los resultados de
las simulaciones mediante las gracas arrojadas por el Reconstructor ITRW-
BSC.
4.1. Analisis del error
Natterer en [45] indica que el error en la transformada de Radon interior
no es despreciable porque la derivada de la transformada de Hilbert (la
respuesta al impulso del ltro jrj) no es local en el espacio. Esto signica
que con el n de reconstruir incluso una peque~na region de interes se tienen
que considerar algunos datos fuera de la region de interes para conseguir la
reconstruccion con un error insignicante.
Se debe entonces, encontrar un lmite superior para el error de
reconstruccion, en terminos de la cantidad de datos no locales que se
consideran en la reconstruccion. Se compara la cota superior del error en una
imagen local, reconstruida utilizando el algoritmo propuesto, con el lmite
superior del error cuando se utiliza el metodo estandar de Fourier.
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Se supone que para cada angulo  2 [0; ), los datos de las proyecciones
<kf(s) son muestreados con un radio de intervalo de Ts, y el soporte de f
es un disco de radio R centrado en el origen del Shepp-Logan phantom.
Se asume que la ROI y ROE ( region de interes y region de exposicion)
estan centrados en la imagen, como ocurre en este caso; con radios ri,re
pixeles centrados en el origen, estos valores son asumidos practicamente en
las expresiones 3.2.32-3.2.35.
Considerando la formula de retroproyeccion ltrada (1.5.8) y la formula
slice de Fourier (1.5.6) donde el ltro rampa jrj, es reemplazado por un ltro
generalmente dependiente del angulo h(s).
frec(x; y) =
Z 
0
(h(s)  <f(s)) (x cos  + y sin ) d (4.1.1)
Si h(s) es escogido para ser la respuesta al impulso del ltro rampac<f(r)jrj , la funcion reconstruida frec(x; y) es una aproximacion de la
funcion f ; y si es la respuesta al impulso de la wavelet madre y los
ltros rampa escalados, dados por las expresiones 3.2.32-3.2.35., la funcion
reconstruida frec(x; y) sera la aproximacion de la wavelet madre y los
coecientes escalados. La version discreta de (4.1.1) esta dada por:
frec(x; y) =

K
KX
k=1
 
1
R
RX
n= R
Pk(n)hk(m  n)
!
(4.1.2)
donde m =
h
x cos +y sin 
Ts
i
2 ROE, K es el numero total de angulos
igualmente espaciados en los cuales las proyecciones estan medidas, Pk(n)
es la proyeccion <kf( nTs ), y k = k K .
Se puede dividir la suma interna en dos partes, correspondiendo a la ROE
y su complemento:
frec(x; y) =

K
KX
k=1
0@ 1
R
X
jnjre
Pk(n)hk(m  n)
1A+ 
K
KX
k=1
0@ 1
R
X
jnj>re
Pk(n)hk(m  n)
1A
(4.1.3)
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Es decir, la magnitud del error usando solo ROE esta dado por:
je(x; y)j =
 K
KX
k=1
0@ 1
R
X
jnj>re
Pk(n)hk(m  n)
1A (4.1.4)
Para obtener una cota superior para el error se utiliza la desigualdad de
Cauchy-Schwartz en (4.1.4): K PKk=1
 
1
R
P
jnj>re
Pk(n)hk(m  n)
!  K
KX
k=1
 
1
R
P
jnj>re
jPk(n)hk(m  n)j
!
 
K
KX
k=1
1
R
 P
jnj>re
jPk(n)j2
! 1
2
 P
jnj>re
jhk(m  n)j2
! 1
2
Si se supone que el soporte de f(x; y) esta en el disco de radio 1, entonces
jPk(n)j  2max jf(x; y)j, luego:
je(x; y)j  2
p
2
K
max jf(x; y)j
p
R  re
R
KX
k=1
0B@
0@X
jnj>re
jhk(m  n)j2
1A 12
1CA
(4.1.5)
Se dene el error relativo, entonces, como jerel(x; y)j = je(x;y)jmaxjf(x;y)j , luego
jerel(x; y)j  2
p
2
K
p
R  re
R
KX
k=1
0B@
0@X
jnj>re
jhk(m  n)j2
1A 12
1CA (4.1.6)
En el peor de los casos, la ROI es un solo punto. As, podemos acotar
(4.1.6) por:
jerel(x; y)j  2
p
2
K
p
R  re
R
KX
k=1
0B@
0@ X
jnj>re r1
jhk(n)j2
1A 12
1CA (4.1.7)
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Se dene entonces hTk , el ltro truncado, como:
hTk(n) =

hk(n); jnj < re   ri
0 en otro caso

(4.1.8)
Por lo tanto:
jerel(x; y)j  2
p
2
K
p
R  re
R
KX
k=1
0@ RX
n= R
hk(n)  hTk(n)2
! 1
2
1A (4.1.9)
La suma interior puede ser escrita en el dominio de la frecuencia, as:
jerel(x; y)j  2
p
2
K
p
R  re
R
KX
k=1
0@ RX
n= R
h^k(m)  h^Tk(m)2
! 1
2
1A (4.1.10)
Donde h^k(m) y h^
T
k
(m), son las transformadas de Fourier de hk(n) y
hTk(n), respectivamente.
La cota superior del error en el metodo estandar de retroproyeccion
ltrada puede ser calculado reemplazando hk(m) en (4.1.10) por el ltro
rampa jrj. La cota superior para el error en la reconstruccion wavelet y
escalada, puede ser obtenido reemplazando h^k en (4.1.10) por las expresiones
3.2.32-3.2.35. En el algoritmo desarrollado los coecientes wavelet y escalados
son reconstruidos directamente de los datos de las proyecciones.
Como indica [78], para mayor comodidad, se puede suponer el calculo del
error, limitado a los errores de la reconstruccion de la imagen aproximada.
La mayor parte de la energa de una imagen se compacta en la imagen
aproximada, por lo que la estimacion de error para esta imagen da una buena
indicacion del error global.
Siguiendo a [54], y considerando la escogencia de la wavelet madre
biortogonal spline cubica, se asume que los soportes esenciales de la wavelet
madre y de los ltros rampa escalados, se mantienen en errores relativos
menores al 0.4% utilizando cerca de 6 pixeles fuera de la region de interes.
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4.2. El algoritmo
El uso de wavelets para localizar la transformada de Radon fue propuesto
primero en [70]. En [3], se indica que la inversion de la transformada de Radon
no es local en dimensiones pares porque el operador Potencial de Riesz I1 n
no preserva el soporte compacto si n es par. Sin embargo, tambien indica que
tendra decaimiento rapido si f tiene momentos de desvanecimiento. Como
todas las wavelets tienen al menos un momento de desvanecimiento, esto
sugiere que la transformada Wavelet de f pueda ser recuperada localmente
desde proyecciones locales va cualquiera de la formulas:
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El grado de localizacion depende de que tan rapidamente el potencial de
Riesz de las Wavelets, decaiga. No obstante, alternativamente, en lugar de
utilizar la va del potencial de Riesz, al algoritmo propuesto se concentra en
la utilizacion de las propiedades de las Wavelets B-spline.
El algoritmo de reconstruccion que proponen los autores en [3], basado en
trabajos realizados sobre la localizacion de la transformada de Radon, vemos
que las wavelets utilizadas son Daubechis de orden 4, 6, y 10. En este trabajo,
hemos acordado en escoger la wavelet biortogonal spline cubica con soporte
compacto. Para comprobar la reconstruccion de una imagen cuya funcion
inicial  es elegida como una wavelet de este tipo, entonces cada funcion o
imagen de energa nita resulta ser una superposicion de tales componentes
multiplicadas por un coeciente. Esta representacion de la se~nal es unica y
conserva en los coecientes la energa de la misma.
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La imagen original es de un tama~no de 512x512 pixeles, y los datos
de los bordes locales fueron calculados usando solamente proyecciones que
atravesaban la region de interes escogida. Se escoge una region de hasta
91 pixeles de diametro localizada en el centro del Shepp-Logan Phantom,
utilizando unicamente proyecciones locales. La imagen fue reconstruida
usando el algoritmo de transformada Wavelet separable dada por la ecuacion
(3.1.9).
Se muestra la reconstruccion comparada con la reconstruccion estandar
de retroproyeccion ltrada utilizando la Transforma Rapida de Fourier. Se
implementa un algoritmo aprovechando las propiedades de las wavelets para
localizar la transformada de Radon y usarla para reconstruir una region local.
El algoritmo se basa en la observacion intuitiva de que para algunas bases
wavelet con momentos de desvanecimiento lo sucientemente numerosos, la
version rampa-ltrada de la funcion de escalado, as como la funcion wavelet
tienen decaimiento rapido. Esto explica que un alto numero de momentos
de desvanecimiento, puede contribuir al incremento en el decaimiento de
transformada de Hilbert [12]. Es decir, dada  (x) una wavelet diferenciable
con n momentos de desvanecimiento, H (x) esta bien denida y tiene a su
vez n momentos de desvanecimiento. As mismo la suavidad de H (x) se
tiene al sacar provecho del dominio de Fourier de la transformacion, y el
hecho de que la suavidad de una funcion se relaciona con el decaimiento de
su transformada de Fourier. En general, cuanto mejor sea el decaimiento de
la transformada de Fourier, mas suave es la funcion, y viceversa. Como la
wavelet B-Spline cubica es una se~nal de energa nita y pertenece al espacio
de Sobolev W 2;p(
) para todo p < 3 + 1
2
, [67]; esto explica la suavidad de
la wavelet y su transformada de Hilbert, que muestra el algoritmo dise~nado,
las cuales son ambas dos veces continuamente diferenciables.
Por tanto, la propuesta de un algoritmo cuyo reconstructor se dise~na
a partir de wavelets escaladas y wavelets madre tipo B-spline cubicos, es
una eleccion plausible puesto que ellas son wavelets con soporte compacto
continuamente diferenciables. De hecho, este es el caso de la wavelet spline
cubica escogida pues es continuamente diferenciable, tiene momentos de
desvanecimiento, y satisface las condiciones de decaimiento.
La importancia de este resultado es formalizar que, al exigir que
 (x) tenga un gran numero de momentos de desvanecimiento, se puede
efectivamente hacer que H (x) sea tan localizada como  (x). Hasta
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ahora, esto se haba observado cualitativamente con la localizacion de la
transformada wavelet de la transformada de Radon, [19]. Teniendo en cuenta
el caso especial de  (x) Wavelet B-spline de grado n   1, entonces H (x)
vuelve a ser una wavelet B-spline fraccional del mismo grado, y por lo tanto
tiene el mismo decaimiento, [66].
Por lo anterior, se garantiza la prediccion de la reconstruccion propuesta,
ya que se sabe que  (x) tiene n momentos de desvanecimiento. El metodo
mostrado utiliza las propiedades de las wavelets B-spline cubicas para
localizar la transformada de Radon y poder reconstruir ecientemente una
region local del Shepp Logan phantom, a partir de datos digitales.
4.3. Resultados
Se dise~no y se implemento el Reconstructor ITRW-BSC (Inversion de la
Transformada de Radon utilizando Wavelets B-Spline Cubicos), Tomografa
Local basada en waveletes version . Es una herramienta de software
desarrollada sobre Matlab R para mostrar gracamente la recuperacion de
una region de interes (ROI) centrada del Shepp-Logan phantom, equivalente
a localizar e invertir la transformada de Radon utilizando B-spline cubicos.
En su estado actual, la herramienta es un apoyo didactico y la graca de
la interface se muestra a en la gura 4.1.
En la gura 4.2 se ilustra la region de interes, donde se puede variar la
cantidad de pixeles del diametro de la misma.
En la gura 4.3 se contrasta el resultado de la reconstruccion obtenida
del algoritmo propuesto frente a la utilizacion del metodo basado en FFT se
utilizan 10 proyecciones
En la gura 4.4, se utilizan 55 proyecciones, y en la 4.5 se utilizan 80
proyecciones.
Se evidencia claramente la eciencia del algoritmo propuesto.
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Figura 4.1: Interface ITRW-BSC
4.3 Resultados 77
Figura 4.2: Region central del phantom
Reconstrucción usando FFT Reconstrucción usando B-spline
Figura 4.3: Recontruccion utilizando 10 proyecciones
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Reconstrucción usando FFT Reconstrucción usando B-spline
Figura 4.4: Recontruccion utilizando 55 proyecciones
Reconstrucción usando FFT Reconstrucción usando B-spline
Figura 4.5: Recontruccion utilizando 80 proyecciones
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