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SUMMARY
Performing object manipulation with full-body and dexterous hands is an es-
sential human activity in everyday environment. Although problems involving object
manipulation have been frequently studied by researchers in computer animation,
virtual characters exhibiting the same level of versatility as their human counterparts
have not been demonstrated. In this thesis, we identify three aspects of versatile
manipulation skills based on the observation of human behaviors. First, humans are
adept at organizing a set of independent tasks into consecutive and concurrent tasks
that maximize efficiency – putting the coffee mug on the roof of the car, opening
the car door, and loading stuff into the car while holding a baby. Second, humans
are good at utilizing different body parts for manipulation tasks – using the elbow
to push the door when both hands are occupied or using both palm and fingers to
orient a cellphone in hand. Third, humans are skilled in manipulating a variety set
of objects with different material properties – the same manipulators (that is hands)
are capable of folding laundry and hammering a nail.
One existing challenge is to develop algorithms that can coordinate different object
manipulation tasks. Moreover, it requires solving challenging planning and control
problems to capture how humans deftly exploit different properties of different body
parts. In addition, manipulation of deformable objects brings challenges in physical
simulation and dynamic control due to complex collision phenomena and large number
of degrees of freedom for the object.
We use physics-based optimization and control techniques to simulate human mo-
tions for full-body and dexterous hand manipulation with versatility that humans ex-
hibit, to address the abovementioned challenges. This thesis focuses on three research
xiv
problems: (1) synthesize human activities involving concurrent full-body manipula-
tion of multiple objects; (2) synthesize in-hand manipulation of a polygonal object
with integrated control techniques for both palm and fingers; and (3) synthesize re-
alistic dexterous manipulation of cloth from a simple description of the desired cloth
motion. The algorithms presented in this thesis make a step further towards auto-





Performing object manipulation with full-body and dexterous hands is an essential
human activity in everyday environments. A mundane morning routine before going
to work can involve numerous object manipulation tasks: getting dressed, picking up
and turning on the cellphone, tucking the briefcase under the arm so the hand can
search for keys in the pocket, and pushing the front door open by leaning on it. These
mundane tasks are easy for humans to perform but require sophisticated algorithms
for virtual characters to imitate.
Inspired by human motion, researchers in the computer animation area have made
tremendous progress in developing algorithms for virtual characters to imitate human
motions for object manipulation. Meanwhile, the problem of object manipulation has
also been studied extensively in the robotics research (Figure 1). The ideas and knowl-
edge body have been shared frequently in these two research communities. With the
developments in these areas, animation creation processes can be automatic and less
time consuming. However, the motions of virtual characters that can be achieved
with the current algorithms lack the realism capacity to recreate the versatility that
humans can exhibit in object manipulation tasks. The word versatility describes a
person having many different skills or qualities, which allows him or her to adapt to
many different situations. In the context of object manipulation, we identify three
aspects of versatile manipulation skills based on the observation of human behaviors,
namely, the ability to organize a set of independent tasks into consecutive and con-
current ones, the ability to utilize different body parts, and the ability to manipulate
objects with different material properties. These three aspects of human versatility
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Figure 1: Robots and virtual characters imitate human motions for object manipula-
tion. Left: Bartender from Google image. Middle: Learning sequences of controllers
for complex manipulation tasks [122]. Right: Physics-based motion synthesis for
creating hand manipulation [79].
bring significant challenges to develop algorithms for animated virtual characters to
imitate human motions for object manipulation.
Humans are adept at organizing a set of independent tasks into concurrent tasks
that maximize efficiency. For example, a person can hold a mug, carry a bag, and
push the door open with his or her elbow at the same time. In computer graphics, syn-
thesizing human multitasking has not been broadly explored in the research problem
of full-body manipulation. Simulating human multitasking for object manipulation
requires sophisticated control that can coordinate different object manipulation tasks
without interference among them.
Humans are good at utilizing different body parts for manipulation tasks. For
example, we can roll an cellphone on the palm or rotate it with fingers. Moreover,
people can carry an basket using our shoulders, elbows, or even our head. The existing
control algorithms for both full-body and dexterous hand manipulation only utilize
designated parts of virtual characters for object manipulation. To automatically cre-
ate realistic animations for object manipulation requires solving challenging planning
and control problems to capture how humans deftly exploit different properties of
2
Figure 2: Three research topics of this thesis. Left: Synthesize human activities
involving concurrent full-body manipulation of multiple objects. Middle: Synthesize
in-hand manipulation of a polygonal object with integrated control techniques for
both palm and fingers. Right: Synthesize dexterous manipulation of cloth from a
simple description of the desired cloth motion.
different body parts and objects.
Humans are skilled in manipulating a variety set of objects with different material
properties. Even though many algorithms in computer graphics have been proposed
in recent years to create realistic animation of dexterous hand manipulation, the
objects are typically rigid. This leaves a large gap in the animation space, since
many manipulation tasks in daily life involve non-rigid objects, such as wringing
a towel or folding a shirt. Synthesizing dexterous hand manipulation of cloth is a
challenging problem in terms of both physical simulation and dynamic control due
to more complex collision phenomena and more degrees of freedom of the object
compared to rigid object manipulation.
This thesis aims to create virtual characters with the level of versa-
tility that humans exhibit by developing physics-based optimization and
control algorithms for full-body and dexterous hand manipulation tasks.
Specifically, this thesis addresses three research topics (Figure 2):
1. Synthesize human activities involving concurrent full-body manipulation of mul-
tiple objects.
2. Synthesize in-hand manipulation of a polygonal object with integrated control
techniques for both palm and fingers.
3
3. Synthesize dexterous manipulation of cloth from a simple description of the
desired cloth motion.
1.1 Thesis Overview
This dissertation presents several algorithms for synthesizing full-body and dexterous
hands performing object manipulation tasks. We start with introducing the motiva-
tion, explaining the challenges, and defining the problems we address in this thesis
(Chapter 1). We then describe the existing kinematic and dynamic approaches to
synthesize motions of virtual characters, especially in terms of the full-body object
manipulation and the dexterous hand manipulation (Chapter 2). We present a set of
new computational tools to improve the versatility in object manipulation motions
which focus on: (1) human multitasking that exploits different body parts and orga-
nizes a set of tasks into concurrent ones (Chapter 3), (2) manipulating the orientation
of an object using different hand parts (Chapter 4), and (3) manipulating non-rigid
objects through solving challenging physical simulation problem (Chapter 5) and dy-
namic control problem (Chapter 6). We conclude the thesis with the discussion of
the limitations, applications, and future extensions of this research (Chapter 7).
(a) (b) (c) (d)
Figure 3: Representative images of the work presented in this thesis. (a) Synthesis of
concurrent object manipulation tasks. (b) Dexterous manipulation using both palm
and fingers. (c) Coupling cloth and rigid bodies for dexterous manipulation. (d)
Dexterous manipulation of cloth.
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1.1.1 Synthesis of Concurrent Object Manipulation Tasks
Performing multiple objects manipulation tasks concurrently is a common human ac-
tivity in everyday environments. A mundane morning routine before going to work
can involve numerous consecutive and concurrent tasks: picking up the briefcase,
tucking the briefcase under the arm so the hand can search for keys in the pocket,
and pushing the front door open by leaning on it. In Chapter 3, we introduce a
physics-based technique to synthesize human activities involving full-body manipu-
lation of multiple objects (Figure 3(a)). With an abstract representation of objects
and environment as input, our method creates a continuous animation of a virtual
character manipulating multiple objects concurrently at various locations in the en-
vironment.
Making virtual characters imitate human motions for multitasking requires solving
complicated planning and dynamic motion control problems to capture how humans
deftly exploit different body parts and coordinate concurrent object manipulation
tasks. For solving the planning problem, we introduce a graph structure to describe
how each object can be manipulated using different strategies. The problem of manip-
ulation planning can then be transformed to a standard graph traversal. For solving
the control problem, we present two new ideas in the framework of operational space
control. One is a “task consistency” metric to determine when to overlap tasks and
when to execute them in succession, the other is to solve a desired pose so that the
character can make adjustment to improve the “task consistency” for future tasks.
Compared to inverse kinematics and motion planning techniques, our method can
generate more physically realistic motions, especially when many manipulation tasks
are involved. Since our method dynamically simulates the character’s motion, the
character can react differently to objects with different physical properties.
One limitation is that we only consider the shortest traveling distance of the
character when planning the tasks. One future work direction could be taking other
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criteria into account for planning the tasks, such as the amount of effort required for
each task.
1.1.2 Dexterous Manipulation Using Both Palm and Fingers
Besides full-body manipulation, using hands to perform dexterous manipulation tasks
is an important piece to complete a fully simulated virtual character for object ma-
nipulation. While there has been much research in computer animation on dexterous
hand manipulation, most of the work only utilize designated parts of hand and focus
on a particular manipulation strategy such as grasping or finger gating. To improve
a character’s versatility by using different hand parts, in Chapter 4, we present a
technique to manipulate the orientation of an object using both palm and fingers of
a virtual hand (Figure 3(b)). Given a polygonal object on the table, our method
generates a controlled motion of a virtual hand that grasps the object from table,
transports the object to a specific spot on palm, rolls the object on palm to a desired
configuration, and corrects the rolling deviation using fingers.
We develop two types of controllers for both palm and fingers through different
manipulation strategies. For palm control, we solve the non-prehensile manipulation
problem which manipulates an object without using fingers to grasp. To achieve this,
we formulate a sequence of inverted pendulum problems to control an object rolling
from an initial configuration to a desired configuration on palm. Compared to using
fingers to grasp, this manipulation strategy has the flexibility of manipulating objects
with various sizes and shapes. We demonstrate our palm controller on different objects
with different rolling times. For finger control, we develop a multi-finger controller
for stable grasping and correcting the rolling deviation of an object.
One limiting factor of our algorithm is that the wrist tilting angle needs to be
bounded by the friction coefficient to prevent slippage. As for future work, one
direction would be handling an object that is very different from a prism shape, such
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as rolling a key.
1.1.3 Coupling Cloth and Rigid Bodies for Dexterous Manipulation
Manipulating cloth such as folding laundry is an important daily skill. Even though
many algorithms in computer graphics have been proposed for dexterous hand ma-
nipulation, the objects are typically rigid. In animation, automatic solutions for
dexterous manipulation of non-rigid objects have not been explored. One challenge
is that there is no simulator that can accurately and efficiently simulate the complex
interaction between hands and cloth, due to incorrect computation of contact forces
and collision issues. In Chapter 5, we present a simulation technique that couples
rigid body and cloth simulations with the existing rigid body and cloth simulators as
black box (Figure 3(c)).
Our method solves two main issues in the current cloth simulators. The first is-
sue is that the contact force computation does not take into account the dynamic
information of the rigid body. Most current cloth simulators compute contact forces
based only on the position and the velocity of the rigid body. The consequence of an
inaccurate contact force is particularly evident when the rigid body is not interpen-
etrating the cloth but is imparting force on the cloth. The second issue is that the
rigid body motion is unaware of the state of cloth. Therefore the cloth can be trapped
by the rigid bodies from two sides, which can frequently cause unsolvable collision
situations. To resolve these two issues, we develop a light-weight interface, rigid cloth
patch, through which the rigid body and the cloth simulations communicate with each
other. Moreover, we formulate a nonlinear complementarity problem to consider all
the objects in contact with each cloth vertex simultaneously, leading to more accurate
friction forces compared to the sequential computation in most cloth simulators. We
apply our method to a variety of cloth manipulation scenarios, and demonstrate the
benefit of our method by showing the motion that cannot be achieved with näıve
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position constraints.
We make the decision not to implement accurate two-way coupling for the reason of
having a simple implementation and efficient computation. However, we do recognize
that some examples like putting on a sock requires that the rigid bodies react to the
dynamics of the cloth accurately.
1.1.4 Dexterous Manipulation of Cloth
With a working simulator, an experienced artist might be able to animate simple cloth
manipulation tasks through trial-and-error, but more complex interaction demands
more sophisticated automatic solution. In Chapter 6, we introduce an approach to
control the cloth motion to follow the desired motion trajectory specified by user
through the actions of hands.
In computer graphics, researchers have developed various algorithms to control
physically simulated cloth according to user-specifications, such as making the cloth
hanging on the bar, or lifting a corner of the cloth. These techniques allow unphysical
forces to be applied anywhere on the cloth without consideration of hands. Therefore,
dexterous hand manipulation and user-control of cloth simulation are two active com-
puter animation research areas that have rarely crossed path. We propose a technique
to consolidate the constraints imposed by dexterous hand manipulation and control
of cloth simulation. In our framework, the artist provides the desired trajectories of
cloth and the desired grasp points on the cloth. We formulate a model predictive
control (MPC) problem to solve the desired commanding forces from hands to cloth,
such that through coupled dynamic simulation, the cloth can follow the user-specified
motion trajectories closely.
One assumption of this technique is that the manipulation strategy is to maintain
static static during manipulation. We demonstrate that this conservative strategy
can achieve a variety of manipulation tasks in daily activities. However, more general
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manipulation task such as sliding two hands across the cloth to remove wrinkles, a
manipulation strategy that can utilize dynamic friction is very useful.
1.2 Contributions
The work in this thesis has several contributions to simulating natural human motions
for object manipulation.
A framework for synthesizing concurrent object manipulation tasks.
We introduce a physics-based technique to synthesize human activities involving con-
current full-body manipulation of multiple objects. We design dynamic controllers
to physically simulate upper-body manipulation and integrate it with procedurally
generated locomotion and hand grasping motion. We introduce a graph structure, a
manipulation graph, to describe how each object can be manipulated using different
strategies. Our control algorithm optimally schedules and executes multiple tasks
based on the dynamic space of the tasks and the state of the character. We intro-
duce a task consistency metric to measure the physical feasibility of multitasking.
Furthermore, we exploit the redundancy of control space to improve the character’s
ability to multitask. The output is a continuous animation of the character manipu-
lating multiple objects and environment features concurrently at various locations in
a constrained environment.
A control technique using both palm and fingers for dexterous manip-
ulation. We present a technique to manipulate the orientation of an object using
both palm and fingers of a virtual robotic dexterous hand. We formulate a simple
algorithm to control the tilting angle of palm based on the conservation of mechanical
energy and an empirical model of energy dissipation due to collisions. Additionally,
we develop a corrective controller for fingers of the virtual robotic hand to improve
the robustness against unexpected collision, irregular object, and noisy vision sensing
input. The computation is simple and the controller can run in realtime on a virtual
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robotic hand. We demonstrate the controller on the virtual Shadow Dexterous Hand
model to reorient different types of objects.
A simulation technique for coupling cloth and rigid bodies. We introduce
a physics based simulation technique that couples cloth and rigid body simulation
to synthesize dexterous manipulation of cloth. We develop a light-weight interface
through which the rigid body and cloth simulators communicate on a demand-driven
manner to resolve two issues: (1) the contact force computation does not take into
account the dynamic information of the rigid body; (2) rigid body motion is unaware
of the state of cloth, which frequently causes unsolvable collision situations. We
demonstrate our method on a set of basic cloth manipulation skills, such as gripping,
pinching, and pressing.
A control technique for dexterous manipulation of cloth. We formulate
an optimization problem that solves for commanding forces from simulated hands to
cloth to follow a desired cloth motion target. To balance between the effectiveness of
control and computational costs, we formulate a model-predictive-control problem as
a quadratic program at each time step. The solved commanding forces are then used
to guide the joint torques of virtual hands. We demonstrate our technique on a set
of cloth manipulation tasks in daily activities, including folding laundry, wringing a




2.1 Human Motion Synthesis
Algorithms for computer animation are commonly evaluated on simplified models
with joints and rigid body primitives. To evaluate our algorithms, we design ar-
ticulated full-body (Figure 4) and hand models based on simplified musculoskeletal
system models of humans. Each body part is represented as a rigid body and each
joint has 1-3 degrees of freedom (DOFs)1.
The main approach of this thesis is to dynamically simulate articulated characters
with control solved from a physics-based optimization to satisfy the desired motion
target. The algorithms presented in this thesis combine both kinematic and dynamic
approaches. In this section, we discuss some kinematic and dynamic approaches that
are widely used for synthesizing motion of articulated characters.
2.1.1 Kinematic Approach
Inverse kinematics (IK) routine solves for a sequence of poses of the character which
best match the input motion capture data. For each frame of the motion capture
data, a pose is estimated by formulating an optimization that minimizes the distance
between the marker positions in the estimated pose and the corresponding marker





ωi‖hi(q)− pi‖22 + ‖q− q′‖22, (1)
where q is a pose described in generalized coordinates, h is the position of marker i
in world coordinates given q, pi is the captured position of marker i, and ωi is the











Figure 4: The articulated full-body human character used in Chapter 3 has 16 DOFs
on the upper body (not including wrist and hand) and 18 DOFs on the lower body.
weight. The second term improves the smoothness between the currently estimated
pose q and the pose solved from the previous frame q′.
A character motion database can be created by solving IK for motion capture
data. By blending existing motion data, we can create motions that are adaptive to
new situations. The motion graph algorithm is a technique for constructing a directed
graph using the motion database [72]. Motions can be generated by simply building
walks on the graph. In Chapter 3, we create locomotion of a character by blending
captured short walking sequences of straight walks, single steps, and turning motions,
while maintaining correct contact states to navigate in the constrained environment,
in a manner similar to the method described by Kovar et al. [72].
2.1.2 Dynamic Approach
Articulated character motion can be described by a set of dynamic equations of motion
for multibody systems. Equations of motion in generalized coordinates are expressed
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as follows:
τ = M(q)q̈ + C(q, q̇)− JTp F, (2)
where q is the joint configuration, q̇ is the joint velocity, and q̈ is the joint acceler-
ation. In Equation 2, M denotes the mass matrix, C includes Coriolis, centrifugal,
and gravitational forces, Jp is the Jacobian matrix that projects external force F
applied at a body point p from Cartesian to generalized coordinates, and τ repre-
sents the generalized control forces applied internally by the character. To control
the character’s motion, we need to compute proper τ to satisfy the desired motion
target.
Proportional-derivative (PD) control is a control loop feedback mechanism. The
controller attempts to minimize the error from the target trajectory over time by
adjustment of the control variable. PD control can be used at each actuated joint,
acting like a spring and a damper, to provide a simple framework to compute control
forces for tracking a joint trajectory. The formulation of PD control in joint space is
written as follows:
τ = Kp(q̄− q) +Kdq̇, (3)
where Kp and Kd are proportional and derivative gains, and q̄ is the desired joint
configuration. One common problem with PD control is that when precise tracking
with high gains is desired, PD control typically produces unstable control forces which
require the numerical simulation to take small time steps. Stable PD control [124]
improves the stability of PD control allowing for arbitrarily high gains, even at large
time steps. In Chapter 6, we use stable PD control for the grasp controller, which
computes the appropriate torques to move the hand from its arbitrary initial pose to
the desired grasping pose.
The problem with generalized coordinates is that planning trajectories in this
space for tasks performed in Cartesian space is not straight forward. The idea behind
operational space control is to control in the Cartesian coordinate system that is
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directly relevant to the task that we wish to perform. We can write the relation
between the acceleration of a Cartesian point x on the character and the joint velocity
q̇ and acceleration q̈ as follows:
ẍ = Jq̈ + J̇q̇. (4)
Note that J is the Jacobian matrix evaluated at the point x and is in general different
from Jp in Equation 2. With Equation 4, we can rearrange Equation 2 to express the
equations of motion in Cartesian space:
JM−1τ = ẍ + JM−1C(q, q̇)− J̇q̇− JM−1JTp F. (5)
This equation represents a simple linear relation between the acceleration of a Carte-
sian point ẍ for the task and the required joint torques τ . In Chapter 3, we use
operational space control for the character to achieve manipulation tasks in Carte-
sian space. We also exploit the redundancy of the operational space control to improve
the character’s ability to multitask.
Besides controlling a desired pose in Cartesian space, often we wish to control the
end-effector to achieve the desired Cartesian force. Jacobian transpose is a control
scheme to achieve this goal [121]. The internal control torque τ is computed based
on the following relation with the desired Cartesian force F:
τ = JTp F. (6)
In Chapter 4 and Chapter 5, we use the Jacobian transpose control scheme to control
the desired force exerted from the dexterous hand to the object being manipulated.
While PD control is widely used in controlling character’s motion, it does not have
the ability to anticipate future events. Model predictive control (MPC) can consider
the future and take appropriate control action by utilizing the dynamic model of the
system. MPC has been used to plan for control of the virtual hand for manipulation
tasks by considering the future state [80]. In Chapter 6, we formulate a MPC for
cloth manipulation task at each time step.
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2.2 Object Manipulation Motion Synthesis
Object manipulation is a form of dexterity play or performance in which people
physically interact with one or more objects. Object manipulation is an important
type of human motion. It can be classified into full-body manipulation, where the
entire body is used to interact with objects, and dexterous hand manipulation, where
fingers and palm are used to finely control motions of objects.
2.2.1 Full-body Manipulation
Effective methods for synthesizing full-body manipulation are crucial for animating
everyday human behaviors. Most previous works exploit inverse kinematics and mo-
tion planning techniques to generate motions that satisfy desired manipulation tasks.
To achieve collision-free motion, these methods apply path planning algorithms in
workspace [83, 135], configuration space [69, 62, 61], or configuration space with an
additional timing dimension [114]. Using the result from the planning algorithm as
guidance, natural-looking, full-body animation can be synthesized based on heuristics
or motion capture data. In addition, the general problem of manipulating objects with
locomotion has been studied previously [40, 54, 119, 30]. In Chapter 3, we focus on
multitasking in full-body manipulation that exploits various manipulation strategies
concurrently, which has not been broadly explored in the computer graphics domain.
In addition, we take the approach of physical simulation instead of kinematic proce-
dures or motion capture. The simulated motion exhibits greater physical realism for
dynamically demanding tasks, such as holding a cup of water while lifting a heavy
handbag.
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2.2.2 Dexterous Hand Manipulation
Dexterous hand manipulation is a broad research area that has a variety of applica-
tions in computer graphics. Although a precise definition is still open to interpreta-
tion, dexterous hand manipulation is typically understood as the use of multiple fin-
gers to achieve a desired object configuration. In computer graphics, researchers have
shown that intricate control strategies, such as finger gaiting [136, 11], rolling/sliding
[80, 93, 13], or grasping/regrasping [105, 73, 79, 138, 132], can be physically simu-
lated on an anthropomorphic hand model. One of the most important assumptions
for these dexterous hand manipulation techniques is that the manipulated objects are
rigid bodies with only six degrees of freedom. Manipulating deformable objects is a
more challenging problem due to more degrees of freedom and more complex collision
phenomena.
In computer graphics, intensive research has been conducted in the area of cloth
simulation [126, 15, 24, 42, 94, 95, 59, 130, 98, 97, 82]. Moreover, there has been a
rich body of research on contact and collision for cloth simulation [23, 16, 48, 63, 101,
47, 125, 89, 9]. However, demo animations in cloth simulation are usually limited to a
shirt lying on a mannequin or a handkerchief falling on an object. In such cases, the
state of the cloth is only passively changing. There are few of techniques having an
emphasis on controlling cloth motion [133, 128, 17, 49], but there is no work that uti-
lizes dexterous hands to manipulate cloth. Automating dexterous hand manipulation
of cloth is not an easy task due to the high dimensionality of cloth compared to the
low dimensionality of control. Furthermore, there is a lack of accurate, efficient simu-
lators that can simulate complex interaction between hands and cloth. In Chapter 5
and Chapter 6, we address the problem of synthesizing dexterous hand manipulation
of cloth. We present a simulation technique to simulate realistic interaction between
hands and cloth, as well as a physics based optimization technique to control cloth
using hands.
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2.3 Object Manipulation in Robotics
Full-body manipulation is extensively studied in robotics [46, 123, 137, 99]. Moreover,
robotics researchers have explored kinematic and motor redundancy in operational
space control to make robots achieve prioritized tasks goals [66, 96, 67, 113, 91]. How-
ever, due to the physical design and hardware constraints, existing robots only utilize
predetermined manipulation strategies with intended manipulators. In Chapter 3, we
present an algorithm built upon operational space control, and explore the problem
of multitasking in full-body manipulation for animated characters.
Problems involving dexterous hand manipulation have also been frequently ad-
dressed in the context of robotics research. A wide range of manipulation strategies,
such as grasping [92, 22, 104, 70], regrasping [127, 78, 65], finger gaiting [45, 68], finger
pivoting [110, 108], and rolling/sliding [20, 44, 25, 35, 32], have been proposed for
achieving different dexterous tasks. An alternative approach is to manipulate objects
without grasping them, which is called nonprehensile manipulation. Nonprehensile
manipulation allows using fewer actuated degrees of freedom to manipulate an object,
increasing the set of reachable configurations of the object for a simple manipulator.
A variety of strategies have been proposed, such as tumbling [112], tilting [38], piv-
oting [10], tapping [53, 52], two-pin manipulation [8], and two-palm manipulation
[36, 139]. In Chapter 4, we present a method, which leverages a palm-like surface for
dynamic nonprehensile manipulation and finger-like appendages to perform simple
grasp and corrective control.
Researchers in robotics have also studied the problem of manipulating non-rigid
objects such as fabric, cables, foam rubber, or sheet metal [71, 134, 39, 100, 19, 90,
102]. Many previous approaches enhance control and planning algorithms by using
simulation techniques to estimate the state of the deformable objects. For example,
robotics researchers used a cloth simulator to approximate the contours of clothes
being folded by a PR2 robot [31]. Because the interaction between the robot hands
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and the cloth was relatively simple (that is grasping only), their simulation applied
position constraints to pin the cloth in the air instead of simulating the hands. In
Chapter 5 and Chapter 6, we present algorithms that can simulate dexterous hand
manipulation of cloth with higher motion fidelity.
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CHAPTER III
SYNTHESIS OF CONCURRENT OBJECT
MANIPULATION TASKS
In this chapter, we introduce a physics-based technique to synthesize human ac-
tivities involving concurrent full-body manipulation of multiple objects. We design
dynamic controllers to physically simulate upper-body manipulation and integrate
it with procedurally generated locomotion and hand grasping motion. The output
is a continuous animation of the character manipulating multiple objects and envi-
ronment features concurrently at various locations in a constrained environment. To
capture how humans deftly exploit different properties of body parts and objects for
multitasking, we solve challenging planning and execution problems. We introduce a
graph structure, a manipulation graph, to describe how each object can be manipu-
lated using different strategies. The problem of manipulation planning can then be
transformed to a standard graph traversal. To achieve the manipulation plan, our con-
trol algorithm optimally schedules and executes multiple tasks based on the dynamic
space of the tasks and the state of the character. We introduce a task consistency
metric to measure the physical feasibility of multitasking. Furthermore, we exploit
the redundancy of control space to improve the character’s ability to multitask.
3.1 Introduction
Performing multiple object manipulation tasks concurrently is an essential human
activity in everyday environments. A mundane morning routine before going to work
can involve numerous consecutive and concurrent tasks: picking up the briefcase on
the floor, opening the refrigerator to fetch a lunch box, using the elbow to close
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Figure 5: A simulated character manipulating multiple objects concurrently in dif-
ferent scenarios.
the refrigerator door, tucking the lunch box under the arm so the hand can search
for keys in the pocket, and pushing the front door open by leaning on it. This se-
quence of tasks, which humans perform effortlessly, requires sophisticated planning
and dynamic motion control, which have not been broadly explored in physics-based
computer animation or robotics. Unlike existing robots, humans can employ a va-
riety of manipulation strategies to interact with objects, such as using their hands,
shoulders, elbows, torso, or even their head. Consequently, synthesizing full-body
manipulation requires not only simulating physically-realistic joint motion, but also
capturing how humans deftly exploit different properties of body parts and objects
for multitasking.
In this chapter, we introduce a physics-based technique to synthesize human ac-
tivities involving concurrent full-body manipulation of multiple objects. We view
full-body manipulation as three interrelated layers of motor control: locomotion,
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upper-body manipulation, and detailed hand manipulation. This chapter focuses on
the second layer – we design dynamic controllers to physically simulate upper-body
manipulation and integrate it with procedurally generated locomotion and hand ma-
nipulation. The main algorithm must overcome major challenges in both planning
and execution.
Planning a valid sequence of manipulation strategies for a character is difficult
because humans have abundant choices for manipulating an object. To circumvent
this issue, our key insight is that, instead of making plans for each end-effector or
body part of the character, we make plans for each object. We introduce a graph
structure, a manipulation graph, to describe how each object can be manipulated
by different strategies. An object’s manipulation graph is based on its properties
and contains a set of nodes, each of which represents a manipulation strategy (for
example left hand, left shoulder, etc). An edge between two nodes represents a valid
transition between two manipulation strategies (for example transporting the object
from the left hand to the left shoulder). With the manipulation graph representation,
the problem of manipulation planning can be conveniently transformed to a standard
graph traversal.
Executing the manipulation plan has its own challenges. Because humans tend
to act on tasks concurrently to save time or minimize traveling distance, a successful
control algorithm must appropriately schedule multiple tasks, that is when to overlap
tasks and when to execute them in succession. Given multiple tasks, we introduce
a “task consistency” metric to measure the physical feasibility of multitasking based
on the task spaces and the state of the character. Using this metric, we formulate
a convex optimization to determine when and how to optimally overlap tasks. Fur-
thermore, the dynamic controller must be general and robust to execute arbitrary
multiple tasks simultaneously without interfering with each other. Inspired by the
framework of operational space control [66], we exploit the redundancy of control
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space to improve the character’s ability to multitask. Specifically, our algorithm ac-
tively solves for an ideal next pose such that the task space in the next time step
is most consistent with desired tasks. As a result, the character will try its best
to achieve the current tasks while adjusting its motion continuously to improve the
“multitasking consistency” for future tasks.
3.2 Related Work
As we discuss in Chapter 2, most previous work for synthesizing full-body manipula-
tion exploited inverse kinematics and motion planning techniques to generate motion
that satisfies desired manipulation tasks [83, 135, 69, 62, 61, 114]. In this chapter
we focus on multitasking in full-body manipulation that exploits various manipula-
tion strategies concurrently. In addition, we take the approach of physical simulation
instead of kinematic procedures or motion capture, so that the motion can have
more physical realism. Full-body manipulation is also extensively studied in robotics
[46, 123, 137, 99]. However, due to the physical design and hardware constraints,
existing robots only use predetermined manipulation strategies with intended manip-
ulators. Consequently, concurrent manipulation scenarios described in this chapter
have not been broadly explored in robotics.
The idea of associating interaction information with objects rather than characters
has been proposed previously [107, 60]. The smart object approach stores manipula-
tion information, such as grasping animation or approaching direction, as part of the
object description. The interaction information is also useful for behavior modeling.
Lamarche and Donikian [74] introduced a behavior representation that considers the
involved body parts using concurrent state machines. As a result, the character can
mix different behaviors without the need of creating specific behaviors exhaustively.
The manipulation graph in our work is inspired by this similar idea. However, our
22
object representation does not contain any keyframes or animation sequences be-
cause the output motion is entirely physically simulated. The object representation,
instead, stores the information of manipulation strategies and their transitions.
Our work also builds upon operational space control in robotics [66, 96, 67, 113,
91]. Operational space control exploits kinematic and motor redundancy to achieve
prioritized task goals. These works demonstrated that humanoid robots could ac-
curately track lower priority movement postures without interfering with the higher
priority manipulation tasks. In computer animation, Abe and Popović [7] extended
this framework to handle closed-loop joint structures. De Lasa et al. [33, 34] intro-
duced an optimization scheme for task-space control, in which a nested sequence of
objectives are optimized so as not to conflict with higher-priority objectives. The
problem addressed in this chapter also depends on prioritizing multiple tasks, but
we introduce two new ideas to handle concurrent manipulation tasks. By analyzing
the subspace of task-equivalent control forces, we define a metric to measure the con-
sistency of multiple tasks and schedule the tasks accordingly. Moreover, we actively
optimize the character’s next state so that the character is not only aiming to achieve
the current tasks, but also adjusting its pose in preparation for future tasks.
Generating continuous locomotion is one of the most important applications in
computer animation. Various kinematic techniques have been proposed and applied
to gaming or virtual world applications [26, 109, 72, 28, 75]. To generate a long,
continuous motion sequence from short motion clips, an effective motion blending
technique must be able to handle walk cycles with different gait speeds, turning
directions, stride lengths, and contact phases. We apply a similar idea as described





































Figure 6: The input to our algorithm. Left: An environment map is a 2D illustration
of a virtual environment. The user can specify an initial configuration (Si) and
a goal configuration (Ei) for each object i, as well as manipulatable features (Fi),
such as doors or light switches. In this example, the user specified an environment
map with nested spaces and three features, along with the tasks of transporting four
objects. Right: A manipulation graph describes all possible strategies to manipulate
an object. Here we show the manipulation graphs for four objects. A node in the
graph represents one of the allowed manipulation strategies for this object. If two
manipulation strategies can be executed in succession, we add an edge between their
corresponding nodes. All nodes can transition to themselves but the edges are ignored
for clarity. In this example, Object 1 is a book which can be picked up with either hand
(LH/RH) from the ground (GR), and tucked under the left or right arm (LT/RT).
3.3 Overview
In this chapter, we introduce a physics-based method, which utilizes different ma-
nipulation strategies, to synthesize concurrent object manipulation. The input to
our algorithm includes an environment map along with the information about the
objects and features in the environment, and manipulation graphs that describe all
possible strategies to hold, move, push, or release an object (Figure 6). The output
of the algorithm is a continuous animation of the character manipulating multiple
objects and environment features (for example doors or light switches) concurrently
at various locations in a constrained environment.
The problem involves two stages: planning and execution (Figure 7). Given the
user-specified input, the planning process produces a spatial path for locomotion and

























Figure 7: Algorithm overview. The problem involves two stages: planning (shown in
blue) and execution (shown in green).
indicates which manipulation strategies should be used according to the manipulation
graph of each object (Figure 9). During each execution step, the multitask controller
determines a set of concurrent tasks and computes control forces τ u such that the
concurrent tasks have minimal interference with each other. Finally, the forward
simulator uses the control forces to simulate the next upper body pose qu while the
root motion qr, lower body and finger motion qo are produced by a kinematic-based
motion synthesizer.
3.4 Planning
The entry point of the algorithm is a two-step planning process, which consists of
an event planner and a manipulation planner. Before we describe the planning algo-
rithms, we first define a few terminologies in detail.
3.4.1 Definitions
An environment map is a 2D illustration of a virtual environment including walls,
doors, furniture, and manipulatable features (F ), such as door knobs or light switches
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(Figure 6, Left). Each manipulatable feature Fi comes with a set of allowable manip-
ulation strategies. For example, a door knob can only be manipulated using the left
or right hand. On the environment map, the user can specify initial configuration (Si)
and goal configuration (Ei) for each object i to indicate the location and approaching
orientation for pick-up and release of the object. We define an event as one of three
actions: the pick-up of an object Si, the release of an object Ei, or the interaction
with a feature Fi, such as turning a light switch on or off.
In addition, a manipulation graph for each object needs to be specified by the
user. A node in the graph represents one of the allowed manipulation strategies for
this object. We define nine different types of strategies in this chapter: LH/RH/BH
(use left/right/both hands to grasp the object), LS/RS (use left/right shoulders to
carry the object), LT/RT (tuck the object between torso and left/right arm), and
LE/RE (use left/right elbow to push the object). We also define a special node, GR,
to indicate the “ground state” when the object is not manipulated by the character.
If two manipulation strategies can be executed in succession, we add an edge between
their corresponding nodes. For example, a book can be picked up by the left hand
and tucked under the right arm. In this case, we add an edge between LH and RT
(Figure 6, Right).
An aggregate manipulation graph combines all the input manipulation graphs into
one (Figure 8(a)). Given n manipulation graphs, we construct each node of the
aggregate graph by taking an n-tuple consisting of one node from each manipulation
graph. Initially, the aggregate graph nodes consist of all possible n-tuples of object
configurations. We prune nodes with configurations that cannot be achieved due to
the mutual exclusivity of the manipulation strategies. For example, an aggregate
node containing LH (left hand) and BH (both hands) is invalid if the character is

























Figure 8: (a) Partial aggregate manipulation graph constructed from the four ma-
nipulation graphs in Figure 6. (b) The event graph for the scenario in Figure 6.
hands1. Once we define a valid set of aggregate nodes, we determine the connection
of each pair of nodes based on the connectivity of the original manipulation graphs.
Consider two aggregate nodes s1 and s2, where s[i] denotes the manipulation strategy
for object i in node s. We add an edge between s1 and s2 if and only if, for every
object i, there exists an edge between s1[i] and s2[i] in its original manipulation graph.
3.4.2 Event Planner
The goal of event planner is to search for a valid event sequence which achieves all the
required tasks on the environment map based on user-specified object configurations
and initial feature states (for example a light switch is on or off). Our algorithm casts
the search problem as a graph traversal. The first step is to construct a event graph,
of which each node corresponds to an event (Si, Ei, or Fi) on the environment map.
If there is a collision-free path between two nodes on the environment map, we add
an edge between them and assign the Euclidean distance as the cost of the edge. For
example, Figure 8(b) shows that (S1) and (S2) cannot be connected directly because
there is a wall between them.
1In this chapter, every manipulation strategy is mutually excluded with itself. In addition, BH
is mutually excluded with LH and RH.
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Before we can traverse the event graph, we need to identify two types of con-
straints. Precedence constraints enforce that all Si nodes appear prior to their corre-
sponding Ei nodes in the event sequence, because an object cannot be released before
it is picked up. Capacity constraints make sure that currently “active” objects only
employ manipulation strategies affordable by the character. We consider object i
active if Si is in the current path but Ei is not. To satisfy capacity constraints, the
set of manipulation strategies employed by currently active objects must match one
of the nodes in the aggregate manipulation graph.
We can now apply a standard depth-first-search (DFS) on the event graph to
find a shortest path that visits every S node and E node exactly once, subject to
precedence and capacity constraints. The output path is the optimal event sequence,
P = {p1, · · · , pn} that achieves the required manipulation tasks. Based on a feature’s
state and description, we can remove its corresponding event from P if it does not
require manipulation. For example, if a light switch is already on, (for example F3 in
Figure 6, Left) when the character enters the room, this feature event can be removed
from the event sequence.
Since we know the location of each event in P , we can compute a spatial path for
the root trajectory that visits every event in a sequence using P as a guide. In addition
to reaching the event locations, the path must approach each event at the desired
angle and avoid obstacles in the environment. Our algorithm first converts the given
environment map to a distance map based on the locations of obstacles (for example
walls and furniture). We then connect each pair of consecutive event locations with
a Hermite curve, such that incoming tangents meet the desired approaching angles.
If the curve intersects with an obstacle on the distance map, we move the point of
deepest penetration to a collision-free location and subdivide the curve at that point.
This step is repeated recursively until the curve is collision-free.
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Event Sequence: S1 S3 F2 E3 S4 S2 F3 E4 F1 E2 E1
Manipulation Plans:
S3 S4 S2 E4 F1
Obj1 RH RH LT LT RH
Obj2 RH RS RS RS RS
Obj3 LH LH LH LH
RH RH LT LT RH RH RH




































Figure 9: The optimal event sequence, the event constraints and the derived ma-
nipulation plans for the scenario in Figure 6. Each row of the manipulation plans
corresponds to an object and indicates the manipulation strategies planned for achiev-
ing the optimal event sequence.
3.4.3 Manipulation Planner
From the optimal event sequence, we can derive manipulation plans (Figure 9) by
searching for a valid path, Q = {q1, · · · , qn}, on the aggregate manipulation graph,
where qi represents the manipulation strategy associated with event pi. Each event in
the event sequence imposes certain constraints on the search problem. For example,
if the event corresponds to pick-up or release of an object (pi = Sj or pi = Ej), the
manipulation strategy is constrained to left or right hand (qi[j] =LH or RH). If the
event corresponds to a feature (pi = Fj), the manipulation strategy must match one
of the strategies allowed by that feature. The top table in Figure 9 shows the event
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constraints for each object-event pair. The goal of the search algorithm is to fill in
the manipulation strategies between Si and Ei for each row Oi.
We apply DFS on the aggregate manipulation graph to find a valid path Q, subject
to the event constraints. However, the manipulation plans resulting from Q can be
unrealistic because they might contain too many “ground states” between the pick-up
and release of an object, or transition between different strategies too frequently. As
a result, the character’s behavior may appear unnatural and unintelligent. To solve
these issues, we prioritize the edges at each node during DFS, such that the adjacent
nodes with no ground state and with the same manipulation strategies as the current
node will be selected first. In addition, we allow the character more flexibility to
rearrange the active objects before executing each event. For example, the character
can tuck the book under its arm before opening the door. To achieve this relaxation,
we allow the solution path to take an extra node before each qi, that is adding another
column before each S or E event and resulting a path Q = {q′1, q1, · · · , q′n, qn}. Once
a valid Q is found, we remove redundant nodes q′i if q
′
i = qi.
3.4.4 From events to tasks
Before we can execute the actions specified by the manipulation plan, we need to
translate the events in the manipulation plan to a set of concrete motor tasks. For
example, a transition from LH to LS (Figure 6, Object 2) requires a task to transport
the object from the left hand to the left shoulder, followed by another task to move
the left hand back to a neutral position. For the examples shown in this chapter, four
different tasks are defined: a tracking task, a holding task, a transporting task, and
an attention task. We describe these tasks in further detail in Section 3.5.2.
The tasks associated with each event transition can be stored at the edge of a
manipulation graph. We group the edges into three categories:
• L/RH→ ∗: A transition, from a hand to any manipulation strategy, associated
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with a transporting task followed by a tracking task.
• ∗ → L/RH: A transition, from any manipulation strategy to a hand, associated
with a tracking task followed by a transporting task.
• q → q: A self transition associated with a holding task.
We can now map the event transitions in the manipulation plan to a set of consecutive
and concurrent motor tasks. In the next section, we will introduce an algorithm to
execute these tasks efficiently.
3.5 Execution
The manipulation plan and the root path provide guidance for executing the charac-
ter’s motion. Our algorithm uses a forward simulator to physically simulate upper-
body motion, while the root, lower-body, and finger motions are generated by kine-
matic procedures.
Given multiple tasks, humans tend to act on tasks concurrently to save time
or minimize traveling distance. Therefore a successful controller for executing the
manipulation plan needs to determine when and how to optimally overlap tasks. The
task from the manipulation plan is defined by the desired position or orientation of
a character’s body node in Cartesian space. Due to the redundancy of the system,
the control force that can achieve a particular task may not be unique. Inspired by
the framework of operational space control [66], we explore the space of the task-
equivalent control forces, and propose a control algorithm that optimally schedules
and executes multiple tasks. Specifically, we present two new ideas to control the
virtual character to imitate human multitasking. By analyzing the subspace of task-
equivalent control forces, we introduce a “task consistency” metric to determine when
to overlap tasks and when to execute them in succession. Furthermore, we exploit the
relation between the character’s pose and the space of task-equivalent control forces
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to solve a desired pose, so that the character not only aims to achieve the current
tasks, but also adjusts his pose to improve the “task consistency” for future tasks.
3.5.1 Multitask Controller
We first review the formulation of operational space dynamics and control. Let q ∈ Rn
be the independent degrees of freedom (DOFs) in the upper body of the character.
The equations of motion in generalized coordinates can be expressed as follows:
τ = M(q)q̈ + C(q, q̇)− JTp F, (7)
where M denotes the mass matrix, C includes Coriolis, centrifugal, and gravitational
forces, Jp is the Jacobian matrix that projects external force F applied at a body point
p from Cartesian to generalized coordinates, and τ represents the generalized control
forces applied internally by the character. If a task is to control the acceleration of a
Cartesian point x on the character, it is more convenient to express the equations of
motion also in the Cartesian space as follows:
JM−1τ = ẍ + JM−1C(q, q̇)− J̇q̇− JM−1JTp F. (8)
Note that J is the Jacobian matrix evaluated at the point x and is in general different
from Jp. Equation 8 represents a simple linear relation between the commanding force
ẍ for the task and the required joint torques τ :
Aτ + b = ẍ, (9)
where A = JM−1 and b = −AC(q, q̇) + J̇q̇ + AJTp F.
Task scheduling. Using the linear relationship in Equation 9, we can define a
task-inconsistency metric to measure the interference among multiple tasks. Let
P ∈ Rn×m (n > m) be the matrix whose range is the nullspace of A. The torques














Figure 10: Left: Computation of optimal torque τ ∗. Assuming there are two active
tasks shown in red and blue, the dashed line indicates the torques that satisfy the task
and the dashed circle indicates the torque bounds for the task. The optimal torque
for the “red” task, shown as the red arrow, must lie on the red dashed line within
the red circle, and be as parallel as possible to the blue dashed line. Similarly, the
blue arrow indicates the torque that achieves the “blue” task while having the least
interference with the red task. The final torque is the sum of these two individual
torques shown as the purple arrow. Right: The optimal next pose. Changing the
pose for the next time step effectively changes the future task spaces. Consider the
two active tasks (red and blue dashed line) and a currently inactive task shown as
a green dashed line. The optimal next pose will create new task spaces (solid lines)
such that their intersection is closer to the current optimal torque (purple arrow).
solution of Equation 9 and z is an arbitrary vector in Rm. Given two tasks Ti and Tj,
a torque that satisfies Ti is considered consistent with Tj if it is in the range of Pj.







where z∗i is the minimizer of the following convex optimization:
z∗i = argmin
zi
g(zi; Pj) = ‖Pj(τ ′i + Pizi)− (τ ′i + Pizi)‖2
subject to ‖τ ′i + Pizi‖2 ≤ di, (10)
where Pj = Pj(PTj Pj)−1PTj denotes the projection matrix onto Pj, and di defines the
torque bounds for Ti. We choose to use l
2-norm to constrain the magnitude of the
control torque so that the character does not use excessive torque for a task. The
torque bounds di is set specifically for each task based on the rationale that the ideal
torque may vary for different task types. The other option to set the torque bounds is
to enforce torque limit for each individual joint according to the strength of the joint.
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The inequality constraint in Equation 10 can be reformulated as l ≤ τ ′i + Pizi ≤ u,
where l and u are torque bound vectors. Both options for the torque limit constraints
can satisfy the convex optimization requirement. The residual of the optimization
ri = g(z
∗
i ; Pj) measures how inconsistent Ti is with respect to Tj (Figure 10, Left).
When the character is dealing with a larger set of tasks, we simply replace
g(zi; Pj) in Equation 10 with g(zi;
⋂
jR(Pj)), where R(P) denotes the range of P
and
⋂
jR(Pj) is the intersection of ranges of all tasks in the set except for task i.
The residual of this optimization, ri = g(z
∗), indicates the inconsistency between Ti
and the rest of the tasks. At each time step, the multitask controller computes the
inconsistency metric ri for every candidate task according to the manipulation plan.
If the sum, r̄ =
∑
i ri, is greater than a certain threshold, tasks are removed one
by one until r̄ is below the threshold. The order used to remove tasks is predefined
based on task types: 1. Attention, 2. Tracking, 3. Transporting, 4. Holding. The
remaining tasks constitute the active task set A(t) for the current time step. The final





Optimal next pose. The algorithm described so far computes the optimal torque
at each time step to best achieve currently activated tasks (A(t)), but it does not
have any effect on the task space in the future. A more efficient way of multitasking
requires the character to not only achieve the currently active tasks, but to anticipate
other inactive candidate tasks. Because the task space parameters depend on the
character’s pose, that is both A and b are functions of q, we can search for an
ideal next pose which defines a task space more consistent with currently inactivate
candidate tasks. In addition, the task space at the next time step should be similar
to the current one so that the optimal torque computed by Equation 10 can be
continuous over time.
To this end, our algorithm optimizes the pose q(t+1) at the next time step such
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that the intersection of all the candidate task spaces, which depends on q(t+1), is
brought closer to the currently optimal torque τ ∗ (Figure 10, Right). We use a
similar formulation as described in Section 3.5.1; the torques that achieve a task at
the next time step must satisfy Equation 9, with A and b evaluated at q(t+1). If there
are multiple tasks at the next time step, we simply stack all the linear equations to
obtain aggregate A and b. The general solution for a torque that achieves all the
tasks at next time step can be expressed as τ (q(t+1)) = τ ′(q(t+1)) + P(q(t+1))z. Our
algorithm optimizes the task space by finding a q(t+1) such that the future intersection
of task spaces is closer to the current optimal torque τ ∗:
argmin
q(t+1), z
‖(τ ′(q(t+1)) + P(q(t+1))z)− τ ∗‖2. (11)
Because the optimal value for z can be expressed analytically as z∗ = (PTP)−1PT (τ ∗−
τ ′), Equation 11 can be rewritten as
argmin
q(t+1)
‖(P(PTP)−1PT − I)(τ ∗ − τ ′)‖2, (12)
where optimization variables q(t+1) are suppressed for clarity.
Once the optimal next pose, q∗(t+1), is computed, we still need to incorporate it
into the current time step. We do so by exploiting redundancy in control space, as
described in the next paragraph.
Prioritized task force. The final control force τ̄ is the sum of multiple prioritized
commanding forces. Using the operational space control framework ([67]), we resolve
potential interference among tasks by projecting the secondary commanding forces
τ s onto the nullspace of the primary task space: τ̄ = τ p + Pτ s, where τ p is the
primary commanding force. In our formulation, the optimal torque τ ∗ required to
achieve currently active tasks is the primary commanding force. Tracking the optimal
next pose q∗(t+1) is not essential for the current tasks, but it will make it easier to
multitask in the future. Therefore, we track q∗(t+1) as a secondary task so that it
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does not interfere with τ ∗. In addition, we add a damping term for all the joints and
make the damping force as a secondary task as well. The final commanding force can
be written as
τ̄ = τ ∗ + P(kp(q∗(t+1) − q)− kvq̇). (13)
Additional forces. In addition to control forces, we also apply a gravity compensa-
tion force and a fictitious force to account for the effect of the lower body acceleration.
We first compute the root acceleration, ar, by applying finite difference on the root
positions generated by the locomotion synthesizer. The fictitious force, −miar, is
then added to each body node in the upper body, where mi is the mass of body node
i. Our simulation also considers the joint limits of the character. We compute the
constraint force to enforce joint limits as a linear complementary problem.
3.5.2 Types of Tasks
This subsection provides the implementation details for the tasks we used to generate
the examples in this chapter. Using the following formulation, we can compute a
particular solution τ ′ by solving Equation 9.
Tracking task: A task that moves a Cartesian point on the character toward a
desired location x̄ in the world with desired speed v̄. We use a proportional-derivative
(PD) controller to determine the commanding force: ẍ = kp(x̄ − x) + kv(v̄ − ẋ). A
tracking task can also track the desired joint angle and joint velocity. In that case,
the commanding force ẍ represents the desired joint acceleration and J becomes an
identity matrix.
Holding task: A task that maintains the current location of a Cartesian point x
on the character against an external force Fx applied at x. For example, if an object
with mass m is held at x, we set b = −AC(q, q̇) + J̇q̇ + AJTmg. In addition, we set
the commanding force to: ẍ = −kvẋ to avoid non-zero velocity at x. A holding task
can also maintain the current orientation of a body point x against an external force.
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Controlling the orientation can be done via a commanding torque ω̇ = −kvω, where
ω is the angular velocity of the body node x resides. Equation 9 can be modified
to: Aτ + b = ω̇, where A = JωM
−1 and b = −AC(q, q̇) + J̇ωq̇ + AJTmg. The
Jacobian Jω ∈ R3×n relates the angular velocity of the Cartesian vector to joint
velocity: ω = Jωq̇.
Transporting task: A task that combines the effort of holding and tracking to
move an object to a desired location. We set ẍ = kp(x̄−x)−kvẋ and b = −AC(q, q̇)+
J̇q̇ + AJTmg. For both tracking and transporting tasks, we can gradually move the
target point from the initial position to x̄ along a straight line with a bell-shape
velocity profile to generate more natural human reaching motion.
Attention task: A task that controls the look-at direction of the character by
setting the commanding torque as ω̇ = kpθ(v × v̄) − kvω, where v is the current
look-at direction, v̄ is the target look-at direction, and θ is the angle between v̄
and v. The attention task is initiated when the character starts to approach an
object or an environment feature using one of the manipulation strategies. We define
an attention zone as a sphere centered at the object of interest. A valid look-at
direction is then defined as a vector from the location of the eyes to any point in the
attention zone. Because real humans tend to look at the object carefully only at the
beginning part of the reaching motion, we increase the radius of the attention zone as
the character’s manipulator gets closer to the object or the feature. This treatment
introduces more overlap between attention zones of different tasks and allows the
characters to manipulate multiple objects concurrently.
3.5.3 Locomotion and Finger Motion Synthesizer
We adopt existing work on motion blending and motion graphs to generate locomo-
tion. A small set of mocap sequences containing a straight walk, single steps, and
turning motions is used to create continuous walking sequences. We use the same
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method described by Kovar et al. [72] to detect transition points in the dataset. Given
the spatial path produced by the event planner, a sequence of walking cycles is se-
lected and blended to follow the path. Additionally the locomotion synthesizer may
refine its motion based on the proximity of active tasks. For example, if two events
are very close to each other (for example E3 and S4 in Figure 6), the synthesizer
may deviate from the original path and produce a small step toward the second one
instead of a full walking and turning sequence.
The hand grasping motion is kinematically generated via a few keyframes and in-
terpolation. When the hand is sufficiently close to grab the object, we stop simulating
the object and rigidly attach the object to the hand. When the character releases the
object, we resume the physical simulation on the object.
3.6 Results
We construct an articulated human character with 16 DOFs on the upper body and 18
DOFs on the lower body. The upper body motion is simulated using a rigid multibody
simulator, DART [3]. We use a general optimization software, SNOPT [41], to solve
for quadratic programs (Equation 10) and nonlinear programs (Equation 12). We
create two examples to showcase the ability of the character to multitask in different
scenarios: a baseline living room scenario and its variations, as well as a scenario in
a coffee shop. The path planning and manipulation planning for the baseline living
room example take 1.62 and 0.04 seconds respectively. On average, the simulation
runs 3.5 times slower than real-time.
3.6.1 Living Room Example
Baseline scenario. Our baseline scenario is constructed from the example shown
in Figure 6. According to the manipulation plans, the character picks up a book
(S1) with the right hand and a mug (S3) with the left hand, and walks toward the
bedroom while tucking the book under the left arm before opening the door with the
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Figure 11: Simulated motion in the coffee shop example.
right hand (F2). The character then moves the book back to the right hand before
placing the mug on the table (E3), grabs a crumpled paper using the left hand (S4),
tucks the book back under the left arm to allow the right hand to pick up a bookbag
(S2), puts the bookbag on the right shoulder and uses the right hand to turn off the
light (F3). After walking toward the corner of the living room while moving the book
back to the right hand, the character drops the paper from the left hand (E4) and
walks toward the front door. Finally, the character turns off the switch using the
left hand (F1). This complex plan is computed automatically by our manipulation
planner.
For this example, we modify the tracking task slightly for two occasions, reaching
the torso and reaching the shoulder, to improve the aesthetics of the motion. Instead
of setting a target position to x̄, we predefine a target trajectory such that the motion
of the arm moves more naturally. Because both endpoints of the trajectory are
determined in the character’s local coordinates for these two special cases, we do not
need to modify the trajectory for different objects or locations of the character.
Changing the environment map. We can modify any property on the environ-
ment map, delete or add objects, or change the manipulation graph for each object.
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Our algorithm then automatically produces a new manipulation plan for the multi-
task controller. In the example shown in Figure 6, we change the start configuration
of the crumpled paper (S4) and the end configuration of the mug (E3). These two
modifications drastically change the event sequence and manipulation plans. The
motions for the living room example are illustrated in Figure 5.
3.6.2 Coffee Shop Example
In the second scenario, the character drops by a coffee shop to buy lunch. The
manipulated objects include a cup of coffee and a lunch box, both of which have the
same manipulation graph as Object 3 and Object 4 in Figure 6. In addition, we
introduce two different types of doors in this scenario: a door that can be pushed
open with an elbow and a car door that can only be opened by a hand (Figure 11).
After taking the coffee in his right hand, the character picks up a lunch box from
the refrigerator using his left hand. When the character walks toward the door, our
planning algorithm prefers to use his left elbow to push the door open instead of
letting him put one of the items on the ground. Finally, when the character reaches
his car outside, he cannot open the car door using any manipulation strategies except
for LH or RH, which are both occupied by other objects. The only option left is
to temporarily leaves one of the items on the closest surface (that is choosing GR
strategy). In our example, the character chooses to put the coffee cup on the roof of
the car.
3.6.3 Evaluations
Changing object properties. One advantage of using physics simulation to gen-
erate manipulation motion is that the character can react differently to objects with
different physical properties. To demonstrate the effect of dynamics, we modify the
physical properties of the object and compare the changes in the motion. In one ex-
ample, as shown in Figure 12, the character tries to put the bookbag on the shoulder
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Figure 12: Comparison between heavy (left) and light (right) objects.
while holding a mug with the other hand. We show that the character leans further
to the side when picking up a heavier bookbag due to dynamics, but still manages to
maintain the upright orientation of the mug. In reality, it takes less effort to pick up a
heavy object if we lean away from the object. To simulate this effect, our optimization
will need to have an additional term that minimizes joint torque usage.
Comparison with a pose tracking approach. One simple method for generat-
ing multitasking motion is to apply inverse kinematics (IK) to solve for a target pose
that satisfies multiple Cartesian constraints, and use a PD control scheme to track
the target pose. This method may work in some situations, but it has a few draw-
backs compared to our method. First, the trajectory required to achieve the target
pose highly depends on unintuitive parameters of the PD trackers, whereas the mo-
tion trajectory generated by our method depends on multitask consistency. Second,
tracking a target pose alone does not take inactive candidate tasks into account. Our
method, on the other hand, continuously adjusts the character’s poses in anticipation
of future tasks. Third, it is hard to produce a natural target pose using standard
IK without exploiting many example poses, while our method does not require any
upper body poses. We demonstrate the difference between our method and a pose
tracking approach in an example shown in Figure 13 where the character tries to
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Figure 13: Comparison between a simple pose tracking approach (left) and our
method (right).
reach two objects in sequence. The motion generated by pose tracking is clearly less
natural than our result as shown in the video. Motion capture data could be used as
guidance for tasks involving tracking. However, it is difficult to acquire appropriate
mocap data in advance for all manipulation tasks and their combinations.
Optimal next pose. We demonstrate the effect of an optimal next pose using
two challenging scenarios involving a few inconsistent tasks. In the first example as
shown in the top row of Figure 14, the character tries to reach an object on a lower
surface using the right hand while keeping the bookbag strap from sliding down the
right shoulder. At the same time, the character must maintain the orientation of the
mug in the left hand. Without the optimal next pose, the character can satisfy the
tasks to maintain the orientation of the right shoulder and the left hand, but it fails
to reach the object. On the other hand, with the optimal next pose, the character
continuously adjusts its pose to lean toward the right side and eventually reaches
the object. In the second example, the character tries to maintain the orientation
of the mug in the left hand while tucking a book under the left arm using the right
hand. Due to high inconsistency between these tasks, the orientation task eventually
becomes inactive. Without the optimal next pose, the character completely ignored
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Figure 14: Top row: Comparison between the results with an optimal next pose
(right) and without (left). Bottom row: Comparison between the use of a unified
large torque bound for all tasks (left) and a proper torque bound for each individual
task.
the orientation of the mug, resulting even greater inconsistency between these tasks.
Effect of task-specific torque bounds. As an alternative to our formulation
for task scheduling, we can directly compute a torque vector which is the closest in
Euclidean distance to the intersection of all active tasks (in Figure 10, the purple
arrow would point at the intersection of the red and the blue lines). The drawback of
this method is that we can only set a single torque bound for the aggregate torque that
combines all the active tasks (that is the bound on the magnitude of the purple vector
in Figure 10). In contrast, our method provides flexibility to define different torque
bounds for different tasks, resulting in much more natural motion for multitasking.
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We test the alternative method on the two examples used for testing the optimal next
pose. In both examples, we find that it is difficult to determine a single torque bound
for all active tasks. When the torque bound is too high, the character uses excessive
torques to multitask, quickly leading to simulation blowup as shown in the bottom
row of Figure 14. When the torque bound is too low, the character fails to achieve
certain tasks that require a larger amount of torque. We define the torque bounds
approximately based on the mass of the subtree rooted at each joint.
3.7 Limitations
Our current algorithm has a few limitations. First, we assume that the manipulation
tasks are primarily done by the upper body and locomotion is done by the lower body.
For simple pick-up and placement tasks that do not require much physical strength,
this assumption can generate reasonable results. However, for more general whole-
body manipulation tasks, such as pushing a heavy door or lifting a heavy object,
coordination between locomotion and upper body manipulation is vital.
Our path planner implementation is very primitive and unable to handle extremely
cluttered environments. Furthermore, we do not have a path planner at the level of
upper body manipulation. When manipulating in a tight space, such as fetching
an item in a packed refrigerator, the character’s upper body is likely to collide with
the environment or fail to move completely. To circumvent this issue, we plan to
investigate a few broadly applied randomized algorithms proposed in previous work
[76, 64].
Our algorithm only considers the shortest distance when planning the events.
This is noticeable when we change the input of the baseline example, as the character
carries both the mug and the book in and out of the smaller room before exiting,
instead of picking them up on the way out. Other additional criteria, such as the
amount of effort required for each task, could be taken into account during the DFS.
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The walking motion in our examples can be largely improved if we use a larger
mocap database and better motion editing algorithms. Our motion graph currently
only contains 13 short clips.
3.8 Conclusion
In this chapter, we introduce a physics-based technique to synthesize human activities
involving concurrent full-body manipulation of multiple objects. To capture how
humans deftly exploit different properties of body parts and objects for multitasking,
we solve challenging planning and execution problems.
We focus on the control problem of a single character walking through the con-
strained environment and interacting with the objects concurrently. A related topic
that remains unexplored is to synthesize motions of multiple characters. In this case,
manipulation tasks can change dynamically depending on the state of characters. For
example, handing a object from one character to the other depends on the positions
of two characters. Timing of multiple characters needs to be taken into consideration
for both planning and execution stages to avoid collision and to synchronize tasks.
This chapter talks about the full-body manipulation motion. In the next chapter,
we will explore dexterous hand manipulation, which is the other piece to complete a
fully simulated virtual character for object manipulation. Instead of looking at the
upper body motion with arms, we focus on hand motion with fingers.
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CHAPTER IV
DEXTEROUS MANIPULATION USING BOTH PALM
AND FINGERS
In this chapter, we present a technique to manipulate the orientation of an object using
both palm and fingers of a virtual robotic dexterous hand. We formulate a simple
algorithm to control the tilting angle of palm based on the conservation of mechanical
energy and an empirical model of energy dissipation due to collisions. We demonstrate
it can be applied to different types of objects rolling from an initial contacting face
to a desired contacting face. Additionally, we develop a corrective controller for the
fingers of the virtual robotic hand to improve the robustness against unexpected
collision, irregular object, and noisy vision sensing input. The computation is simple
and the controller can run in realtime on a virtual robotic hand. The experiments
with the virtual Shadow Dexterous Hand model shows that the hand is able to pick
up a given object on the table, to drop it on a specific spot on the palm, and to let
it roll continuously and controllably on the palm, subject to the gravitational and
contact forces.
4.1 Introduction
Using multifingered hands for dexterous tasks has many potential advantages. In
addition to efficiency and versatility, multifingered hand dexterity provides additional
degrees of freedom to increase the workspace of a manipulator [85]. On the other hand,
not using fingers to grasp can also be an effective manipulation strategy in practice.
For example, the absence of grippers largely simplifies the mechanical design, while
increasing the flexibility to manipulate objects with various sizes and shapes [87].
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While imitating anthropomorphic hands is arguably not an optimal solution to
many practical applications, it is evident that a wide range of human manipulation
tasks can benefit from integrative collaboration between appendages that emulate
fingers and a surface that emulates the palm. In this chapter, we focus on the problem
of manipulating the orientation of a polygonal object in hand. That is, given an initial
orientation of the object on the table, can the virtual robotic hand pick up the object
and re-orient it to a desired configuration in hand? Our approach leverages a palm-
like surface for dynamic nonprehensile manipulation and finger-like appendages to
perform simple grasp and corrective control. By integrating the use of a “palm”
and “fingers”, our approach is able to efficiently and robustly re-orient objects with
different geometry and physical properties.
We propose a control technique for a virtual robotic hand to pick up a given object
on the table, to drop it on a specific spot on the palm, and to let it roll continuously
and controllably on the palm, subject to the gravitational and contact forces. We
formulate a simple and fast algorithm to control the tilting angle of the palm based on
the conservation of mechanical energy and an empirical model of energy dissipation
due to collisions. While this nonprehensile approach requires minimal sensing and
actuation capability, the object might not be executed precisely due to unexpected
perturbations and inconsistency between the model and the real world. To mitigate
execution errors, we develop another multifingers controller which corrects errors as
the object rolls on the palm. Our method requires the geometry information of the
object to be known a priori, but has no limitation on the convexity and symmetry of
the shape, nor the location of the center of mass (COM).
The approach is demonstrated on a Shadow Dexterous HandTM simulated using
Gazebo simulator [4] with DART physics engine [3]. We show that the virtual robotic
hand is able to manipulate a wide range of objects with different shapes, masses,
moment of inertias, and friction coefficients, including nonconvex, irregular objects
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with an offset center of mass. We also evaluate the proposed technique with noisy
vision sensor input and objects with unsmooth surfaces.
4.2 Related Work
Dexterous hand manipulation uses anthropomorphic hand for precise manipulation
tasks [85]. As we discuss in Chapter 2, problems involving dexterous manipula-
tion have been frequently addressed in the context of robotics research. A wide
range of manipulation strategies, such as finger gaiting [45], finger pivoting [110],
rolling/sliding [20, 44, 25, 35], and regrasping [127], have been proposed for achieving
different dexterous tasks. Although a precise definition of dexterous manipulation is
still open to interpretation, many previous reviews provided nice discussion to sum-
marize a variety of dexterous robotic systems based on their functionalities, hardware
designs, and planning strategies. In particular, Bicchi [21] made a distinction between
anthropomorphic hands to mimic the human anatomy and “minimalistic” hands to
meet practical requirements, and argued for the necessity of hand dexterity. Ma and
Dollar [85] argued that a simple gripper and a dexterous arm is sufficient for many
applications, but a dexterous end-effector can increase the workspace of the arm.
Instead of using a dexterous end-effector to make up for the limitations in arm func-
tionality, our technique leverages nonprehensile manipulation on the palm to expand
the possible motions of the object, while using multifingers mainly for the purpose of
stable grasp.
Nonprehensile manipulation is to manipulate objects without grasping them. A
variety of strategies have been proposed, such as tumbling [112], tilting [38], pivoting
[10], tapping [53, 52], two-pin manipulation [8], and two-palm manipulation [36, 139].
The earlier work done by Erdmann et al. [37] solved for a sequence of tilting angles
such that a polygonal object on the table can be orientated into a set of desired con-






Figure 15: Grasp and roll. Screenshots from a simulated sequence of the Shadow
Hand grasping and rolling an object to manipulate its orientation. The arrow repre-
sents the orientation of the object.
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when planning the trajectories for the manipulator. By leveraging dynamics, they
showed that an underactuated manipulator could snatch, roll, throw, and catch an
object. Srinivasa et al. [117] tackled the problem of rolling a block sitting on the palm
by 90 degree using a trajectory planning technique. They further extended the opti-
mal trajectory to an optimal feedback controller using dynamic programming. This
chapter addresses a similar nonprehensile manipulation problem. However, instead of
planning the trajectory of the tilting angle using optimization techniques, we propose
a different approach based on energy formulation to handle continuous rolling with
multiple contacting faces.
4.3 Problem Statement and Assumptions
The problem we focus in this chapter is formulated as follows. Given a polygonal
object rested on an arbitrary face on the table, the robotic hand must manipulate the
object such that it rests on a desired face on the hand (Figure 15). We propose an
approach in which a virtual robotic hand picks up the object from the table, drops it
on the palm, and rolls the object to reach the desired contacting face while keeping
the object in hand. Our approach utilizes both the palm for rolling the object and
the fingers for grasping and correcting the orientation of the object.
Our algorithm makes the following assumptions:
1. The input object has a prism-like shape. That is, the object is a polyhedron
with two polygonal bases joined by a set of parallel edges.
2. The prior knowledge about the object includes the position of the center of
mass, the mass, the moment of inertia, and every vertex and edge expressed in
the object frame.
3. The algorithm requires a vision sensor providing 3D coordinates of at least three
vertices of the object in the world frame at all times.
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4. The friction coefficient is sufficiently large such that the object does not slide
on the virtual robotic hand.
4.4 The Palm
We first describe the algorithm to control an object rolling on the palm from an initial
contacting face to a desired contacting face. The algorithm assumes that the object
has been placed on the palm with its joining edges aligned with the x-axis of the palm
(Figure 16). Because the object has the shape of a prism and its joining edges are
perpendicular to the rolling direction, without loss of generality, we can reduce the
3D problem to rolling a 2D cross-section of the object on a plane. If the cross-section
is concave, we simply take its convex hull and use it to represent the object.
The goal of the algorithm is to control the tilting angle of the palm (θ) such
that the polygon can continuously roll across multiple edges and stop at the desired
contacting edge. We break rolling motion to a sequence of contact cycles. Each
contact cycle is associated with a contacting edge e between two vertices r0 and r1,
which form a triangle with the center of mass x. We define the length of the two
edges of the triangle adjacent to x as d0 and d1, and the two angles adjacent to e as
φ0 and φ1 (Figure 17).
An näıve approach considers each contact cycle individually and sets θ to be
greater than 90−φ1 for each contact cycle. Because the center of mass is not supported
by the contact, the object will roll to the next contacting edge. However, this approach
does not take into account the dynamics of the object and the gravitational force,
resulting in a constantly accelerating rolling motion difficult to control and stop at
the end.
We propose an algorithm that yields a more conservative rolling motion by con-
sidering the kinetic energy of the system. Our algorithm can be viewed as solving

















Figure 16: The object and the hand. (a) The object has a prism-like shape, which
consists of two base polygons and a set of parallel joining edges. The object frame is
illustrated in the figure. (b) The Shadow Dexterous Hand with 24 degrees of freedom.
















Figure 17: Notations for one contact cycle.
the center of mass of the polygon rotating about a vertex. If the pendulum at the
apex has nonzero kinetic energy, the polygon will continue to roll to the next con-
tacting edge. Based on this simple condition, we compute a sequence of θ to achieve
continuous rolling to the desired contacting edge.
A contact cycle consists of three phases: dropping, colliding, and lifting (Figure
18). The dropping phase begins when x is at the apex and r0 is the contacting vertex.
The colliding phase begins when r1 establishes contact with the hand. The lifting
phase begins when r0 breaks the contact. When x reaches the next apex with r1 as
the contacting vertex, the next contact cycle begins. We define the kinetic energy at
a few key moments of a contact cycle as follows:
• E0: The beginning of a contact cycle.
• E−: The end of the dropping phase right before the collision.
• E+: The moment after the collision and the beginning of the lifting phase.
• E1: The end of the current contact cycle and the beginning of the next contact
cycle.

















Figure 18: A contact cycle. (a) Dropping phase: The kinetic energy at the beginning
(dashed figure) and end (solid figure) of the dropping phase are E0 and E− respec-
tively. (b) Lifting phase: The kinetic energy at the beginning (dashed figure) and
end (solid figure) of the lifting phase are E+ and E1 respectively.
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the change of kinetic energy is equal to the change of potential energy:
E− − E0 = mgd0(1− sin(φ0 − θ)), (14)
where mg is the gravitational force applied on the object.
The colliding phase models the dissipation of kinetic energy due to collision. We
apply the empirical law for collision with a coefficient ε (0 ≤ ε ≤ 1), which measures
the kinetic energy dissipation. We set ε to 0.5 in our experiments:
E+ = εE−. (15)
During the lifting phase, the polygon rolls about r1 until x reaches the apex, as
the kinetic energy transforms into potential energy:
E+ − E1 = mgd1(1− sin(φ1 + θ)). (16)
Using Equation 14, Equation 15, Equation 16, and the minimal kinetic energy
condition E1 ≥ 0, the following inequality constraint on θ is derived for continuous
rolling:




The kinetic energy E0 is computed based on the state of the polygon at the beginning
of the contact cycle:
1
2
(mv2 + Iω2), (18)
where v and ω are the linear and angular velocity of the polygon approximated by
finite differencing the current and the previous positions.
Using angle transformation formulas, we rewrite Equation 17 as follows:
A sin(θ) +B cos(θ) ≥ C, (19a)
A = d1 cos(φ1) + εd0 cos(φ0), (19b)
B = d1 sin(φ1)− εd0 sin(φ0), (19c)





We apply the rule for linear combination in trigonometry to obtain the following
equation:
A sin(θ) +B cos(θ) = k sin(θ + ϕ), (20)
where k =
√
A2 +B2, and ϕ is the unique angle satisfying following three conditions:
1) −π < ϕ ≤ π; 2) sin(ϕ) = B/k; 3) cos(ϕ) = A/k.
The first and the last contact cycles are two special cases. For the last contact
cycle, we simply negates the kinetic energy condition to E1 < 0, which stops x from
reaching the next apex after the object hits the desired contacting face. For the first
contact cycle, we do not consider the dropping phase and colliding phase because
both r0 and r1 are already in contact with the hand. The desired angle satisfies the
minimal kinetic energy condition as in Equation 17 with E+ replaced by the initial
kinetic energy E0 :




The algorithm solves for θ at the beginning of the contact cycle and commands
the palm to achieve the new θ before the colliding phase starts. In theory, we need to
adjust both the translation and the rotation of the wrist during the dropping phase,
so that the palm reaches θ while r0 remains stationary in the world frame. In practice,
however, we can directly set the wrist angle to θ without translating it because small
motion at r0 has little impact on the rolling.
4.5 The Fingers
The rolling algorithm described in Section 4.4 utilizes passive dynamics so that the
object can be manipulated by only the palm. To achieve manipulation robustly in
a real scenario, however, the object needs to be first transported to the palm and
the rolling motion sometimes needs to be corrected due to unexpected collisions (for
example the palm or the object has a rough surface), inconsistency between the
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assumed model and the real object, or noisy vision sensing input. We propose to
use fingers to complement the palm for more versatile manipulation. In particular,
we use fingers to grasp the object from the table, drop it on the palm, and provide
corrective control to prevent object from overshooting or deviating from the plan.
We implement a simple grasp algorithm by controlling the pose of the hand and the
force generated by the end-effectors. The algorithm first computes the desired contact
points for each finger and applies the inverse kinematics method (IK) to generate a
desired pose for the hand. The desired contact points can be in any locations on
the object surface as long as they provide stable grasp and allow the joining edges
of the object aligned with the x-axis of the hand when the object is dropped on the
palm. We propose one possible way to achieve this goal: pick two opposing faces
that are not base polygons, and place TH on one face and MF and RF on the other
face. If FF and LF can reach the base polygons, we add additional contact points for
more support. Once the object is in a stable grasp, the wrist of the robotic hand is
commanded to turn 180◦ to a palm-up position.
To move the object towards the dropping location, we control the amount of force
that fingers apply to the object. The total desired force F̄ and torque τ̄ are determined
by the deviation between the current object state and the dropping location and
orientation through feedback equations:
F̄ = kp(ū− u), (22)
τ̄ = koα(v × v̄). (23)
In this two equations, u and ū are the current and the desired positions of the object
respectively, v and v̄ are the current and the desired directions of a vector fixed in
the local coordinate frame of the object, α is the angle between v and v̄, and kp and
ko are proportional gains for position and orientation. For n contact points on the




Figure 19: Angular deviation in the y-axis. A finger is used to create a torque on
the object in the opposite direction of the deviation angle. In this case, the desired
torque direction is indicated as the yellow arc arrow. The bottom left corner (shown
as the solid yellow dot) is selected as the point of application on which a contact force
(shown as the yellow arrow) will induce a torque in the desired direction. The closest
finger, MF, is selected to provide the contact force.
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The first term of the objective function minimizes the angle between the contact
force and the contact normal, where ni is the contact normal at the contact point pi.
The second term minimizes the magnitude of the contact forces. We set the weight
ω1 and ω2 to be 50 and 1 respectively. The equality constraint requires the total effect
of contact forces equals to the desired force and torque. In the equality constraint, I
is the 3× 3 identity matrix, and [pi− x]× is the skew-symmetric matrix representing
the cross product of the vector from the center of mass of the object, x, to pi. We
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where τ int indicates the control forces of the hand in generalized coordinates and Ji is
the Jacobian matrix evaluated at pi. When the object reaches the dropping location,
the fingers release the object at once. The dropping location is predefined in the
coordinate frame of the hand.
Our algorithm also uses fingers to prevent overshooting and angular deviation
about the y-axis of the hand. If an overshooting is detected at the last contact cycle
(E+ > 0), all four fingers are commanded to bend with a small angle (10◦). To
correct the angular deviation in the y-axis, we use fingers to create a contact force
which induces a torque on the object in the opposite direction of the deviation angle.
Depending on the desired direction of the torque, the algorithm selects one of the two
extreme points in the x-axis as the point of application on the object (Figure 19).
The closest finger to the selected point of application is commanded to bend forward
until it strikes the object.
4.6 Results
We demonstrate our algorithm by simulating the Shadow Dexterous Hand manipulat-
ing a variety of objects in different scenarios. All the motions are simulated using the
physics engine DART in Gazebo. DART is a multibody dynamic simulator formulated
by Lagrange’s equations in generalized coordinates. It handles collision and contact
using an implicit time-stepping, velocity-based LCP (linear-complementarity prob-
lem) to guarantee non-penetration, directional friction, and approximated Coulomb
friction cone conditions.




Figure 20: A nonconvex object. Screenshots from a simulated sequence of rolling a
nonconvex object. The arrow represents the orientation of the object.
time step is 1 millisecond), but the controller is running at much lower frequency as
it only sent one command to the robotic hand per contact cycle. We set the friction
coefficient µ to 1.5 in all the results to prevent slippage. We also test smaller µ such
as 1.0. While the titling angle is thus constrained to be less than 45◦, it is successful
for cases such as rolling the cube twice on the palm.
Our experiments show that the control algorithm is able to manipulate a variety
of convex and nonconvex objects, such as a cube, a trapezoidal, or a star-shape prism
(nonconvex base polygon, Figure 20). We also test the algorithm on objects with mass
ranging from 0.1 kg to 1.0 kg, as well as objects with offset center of mass. Figure 21
shows the trajectory of θ when manipulating objects with different physical properties.
In all cases, the algorithm is successful in rolling the object across multiple faces as
desired, provided that the virtual robotic hand is longer than the required rolling
distance. If the object is initially placed closer to finger tips, the same algorithm can
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1kg, COM at center
0.1kg, COM at center
1kg, COM with offset
Figure 21: Trajectory of the wrist angle. Three sequences of rolling a cube across
two contacting faces were simulated. Black line: 1kg cube with center of mass at the
geometry center. Red dashed line: 0.1kg cube with center of mass at the geometry
center. Blue dot line: 1kg cube with offset center of mass.
roll the object in the negative z-axis direction.
Two assumptions of the algorithm are relaxed during simulation. First, we allow
the object to have slightly non-parallel joining edges (Figure 22 (a)). We also use
objects with rough surfaces instead of analytical shapes considered by the algorithm
(Figure 22 (b)). The results show that the violation of the assumption do not affect
rolling significantly and the small errors can be corrected by the fingers. Second, we
take into account the noise in the vision sensor input (Figure 22 (c)). To emulate
the imperfect vision sensors in the simulation, we add Gaussian noise to the positions
of vertices in the world frame and use the corrupted positions to approximate the
frame of the object. With the variance of the noise being 5mm, the successful rate of
the control algorithm is still above 80%. More failure cases occur when we increase
the noise. Most failure cases are due to the erroneous center of mass approximation
which cause the palm to tilt too early or too late.
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(a) (b) (c)
Figure 22: (a) A non-prism object of which the base polygons are not parallel. (b)
An object with rough surfaces. (c) The green dots indicate the three vertices detected
by an imperfect vision sensor.
4.7 Limitations
One limitation of our approach is that the detailed information about the object
must be known in advance. This requirement could be problematic for applications
when unknown objects need to be manipulated. Although we test the algorithm
with non-prism and unsmooth shapes, the algorithm is still likely to fail on an object
too different from a prism. For example, rolling a key on the palm would be a
challenging case. Our algorithm cannot handle objects with curvy surface. Another
limiting factor of our algorithm is that the wrist tilting angle is bound by the friction
coefficient: µ ≥ tan(θ), to prevent slippage.
4.8 Conclusion
In this chapter, we present a technique to manipulate the orientation of an object using
both palm and fingers of a virtual robotic hand. We formulate a simple algorithm
to control the tilting angle of palm and demonstrate it can be applied to different
types of objects rolling from an initial contacting face to a desired contacting face.
Additionally, we develop a corrective controller for fingers to improve the robustness
against unexpected collision, irregular object, and noisy vision sensing input. The
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computation is simple and the controller can run in realtime on a virtual robotic
hand.
The proposed technique is general for virtual robotic hand with a palm-like flat
surface and finger-like appendages. We expect that the same control algorithm can
be applied to other virtual robotic hands. One future direction is to evaluate the
algorithm on a physical system and utilize the experimental results to improve the
simulation and the control algorithms.
This chapter talks about dexterous hand manipulation where the object is rigid.
However, a large portion of the object manipulation tasks are related to non-rigid
objects. Currently, there is no algorithm that can automatically create animation for
dexterous hands manipulating cloth such as folding laundry. There are two challenges
that make dexterous manipulation of cloth a hard problem. First, there is no sim-
ulator that can accurately and efficiently simulates the complex interaction between
hands and cloth, due to the collision issues and the incorrect computation of contact
forces. Second, the control of cloth is difficult since the number of controlled degrees
of freedom is much less than the number of degrees of freedom of the cloth motion,
especially when the control is constrained to be achieved by hands. In Chapter 5




COUPLING CLOTH AND RIGID BODIES FOR
DEXTEROUS MANIPULATION
In this chapter, we introduce a simulation technique that couples cloth and rigid body
simulation to synthesize dexterous manipulation of cloth. Our technique is built upon
existing cloth and rigid body simulators. We focus on two main issues in current
cloth simulators. First, the contact force computation does not take into account
the dynamic information of the rigid body. Second, rigid body motion is unaware
of the state of cloth, which frequently causes unsolvable collision situations. We
develop a light-weight interface through which the rigid body and the cloth simulators
communicate on a demand-driven manner to resolve these two issues. We demonstrate
a set of basic manipulation skills, such as gripping, pinching, and pressing.
5.1 Introduction
Manipulating cloth is an important skill of daily living. From getting dressed, to
folding laundry, many essential daily tasks depend on complex dynamic interaction
between our hands and cloth. Unlike manipulation of rigid bodies, which at its heart
is a problem of control and planning, synthesizing manipulation of cloth presents
additional challenges in physics simulation. Currently there is a lack of an accurate,
efficient, and unified simulator that simulates complex interaction between the hands
and cloth.
Realistic cloth simulation has been extensively demonstrated in computer anima-
tion, but the interaction between cloth and rigid bodies is usually limited to simple
cases, such as a shirt lying on a mannequin or a handkerchief falling on an object. In
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Figure 23: Pinching grasp. Left: A piece of cloth is held by the thumb and the index
finger using our contact force computation. Right: The cloth slips out of the hand in
ARCSim simulation.
current cloth simulators (for example Maya [5] or ARCSim [1]), the algorithm for cou-
pling the cloth and the rigid body is not capable of simulating accurate interactions
when rigid bodies impart forces to the cloth. As an illustrative example, current cloth
simulators are unable to hold a piece of cloth, no matter how hard the hand grips
the cloth (Figure 23). This example reveals an important issue of current simula-
tors; the contact force computation only depends on kinematic information (position
and velocity) of the rigid body, but dynamic information, such as inertial forces and
other applied forces on the rigid body is ignored. A second important issue of current
simulators is that rigid body motion is usually simulated or scripted separately from
the cloth; the rigid bodies are oblivious to the existence of the cloth. In an example
of two fingers pinching a piece of cloth, without the awareness of the cloth’s current
state, the space between two fingers might not be sufficient for the cloth simulator
to resolve collisions, leading to unstable and unappealing cloth motion. This chapter
introduces a new simulation technique to enable detailed dexterous manipulation of
cloth, based on pre-existing cloth and rigid body simulators. Our algorithm facilitates
communication between two simulators and computes crucial information for physical
interaction. To illustrate how our technique improves upon current cloth simulators,
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we characterize different coupling methods between the cloth and rigid bodies in the
following table:








The columns indicate the information passing from the rigid body to the cloth
(that is r → c), while the rows indicate the information from the cloth to the rigid
body (that is c → r). To achieve accurate two-way coupling between two dynamic
systems, the dynamic information needs to be passed on in both directions (that is
bottom-right cell). Most state-of-the-art cloth simulators belong to the first row and
the second column, because they only utilize the kinematic information of the rigid
body and assume that the rigid body is unaware of the cloth. Our work strives to
improve upon those cloth simulators. However, we argue that a true two-way cou-
pling scenario is unnecessary for the applications of hand manipulation because the
dynamic effects to the hand caused by the cloth are negligible. On the other hand,
achieving correct two-way coupling involves redefining the state space and reformulat-
ing equations of motion, which requires a large amount of effort on reimplementation
of existing simulators. Consequently, we believe that the “sweet-spot” for our ap-
plications is a coupling technique located at the second row and the third column.
Our technique builds a light-weight rigid body interface that we call rigid cloth patch,
which is a local representation of cloth in contact with a rigid body. Through rigid
cloth patch, the rigid body and the cloth simulators communicate on a demand-driven
manner in achieving two main goals: allowing rigid bodies to impart friction forces
on cloth and avoiding unsolvable collision situations between the rigid bodies and
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the cloth. We pass contact forces computed in the rigid body simulator to the cloth
simulator so that proper friction forces can be applied. Conversely, we inform the
rigid body simulator of the state of cloth by using dynamic rigid cloth patches to
approximate the geometry of the cloth.
Our technique adds very little computational overhead and requires minimal mod-
ification of pre-existing simulators. Our implementation is built upon two open-source
projects: ARCSim for cloth simulation and DART [3] for multibody simulation. We
demonstrate a set of basic manipulation skills, including gripping, pinching, and press-
ing; that are frequently seen in daily activities such as dressing and folding clothes.
Moreover, we compare our technique to the state-of-the-art cloth simulators and our
technique shows favorable results.
5.2 Related Work
Previous work in dexterous hand manipulation in computer animation has demon-
strated a variety of manipulation strategies on physically simulated hands, such as
finger gaiting [136], rolling/sliding [80, 93, 13], or grasping/regrasping [105, 73, 79,
138, 132]. Researchers have also developed more accurate hand models with detailed
simulation of tendons and muscles [120] and demonstrated their impact on control of
manipulation tasks [111]. In spite of great progress made in this research area, existing
techniques are limited to manipulating rigid objects with only six degrees of freedom.
In contrast, robotics researchers have explored manipulation of deformable objects
extensively, with an emphasis on folding clothes [100, 31, 19, 90]. Many previous
approaches improved the control and planning algorithms by using cloth simulation
techniques to estimate the state of the cloth. Because the interaction between the
robot hands and the cloth is relatively simple (that is grasping only), the simulation
method can be simplified to applying position constraints to pin the cloth in the air
instead of simulating the hands. In this chapter, we aim to simulate the hands, the
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cloth, and their effects to each other realistically. We show that with a more accurate
simulation routine, a wide variety of manipulation strategies can be achieved.
Because our work is directly built upon the open source cloth simulator, ARCSim,
we will describe a subset of research in cloth simulation that led to the techniques
used by ARCSim. Since the seminal work by Terzopolous [126], many techniques
have been proposed for cloth simulation [15, 95, 59, 82]. ARCSim adapts the elastic
model formulation from several different approaches [24, 42, 94, 130] and used dif-
ferent algorithms for collision handling. There has been a rich body of research on
contact and collision for cloth simulation [23, 16, 48, 63, 101, 47, 125, 89, 9]. The core
algorithm for collision handling in ARCSim is based on Bridson et al. [23], who uses a
geometry-based repulsive impulse to handle collision robustly. In addition, ARCSim
improves the quality of the simulation by adapting inelastic projection for resolving
simultaneous collisions [48]. ARCSim also takes advantage of remeshing techniques
to improve computational speed and simulation quality. Narain et al. proposed an
adaptive anisotropic remeshing technique to dynamically refine and coarsen triangle
meshes in simulation [98, 97]. Though ARCSim is able to produce very compelling
visual results with a relatively robust simulation process, it is not capable of simulat-
ing accurate interactions when a pair of rigid bodies impart forces on both sides of a
piece of cloth. This is a crucial requirement for dexterous manipulation of cloth. Our
technique enhances ARCSim by coupling rigid bodies and cloth in a more accurate
fashion, while making minimal modification to its source code.
Two-way coupling of dynamic systems is an important research problem in com-
puter animation. While graphics practitioners have demonstrated cloth-rigid interac-
tion by treating a rigid body as a very rigid cloth using commercial cloth simulators
(for example [5]), researchers have proposed various methods to handle two-way cou-
pling between rigid bodies and deformable bodies [57, 116, 115, 101, 89]. Otaduy
et al. [101] solved contacts between cloth and rigid bodies by implicitly solving a
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large mixed linear complementarity problem (LCP). This requires accessing inter-
nal dynamic states of the simulators, such as the mass matrix, force vector and its
derivative, and contact constraints. Our work treats existing cloth and rigid body
simulators as black boxes without altering the internal formulation of collision han-
dling. We solve a local nonlinear complementarity problem to compute contact forces.
In conjunction with the proposed cloth rigid patches, our method is able to resolve
the collision between cloth and rigid body in the pinched situation. Tackling the
two-way coupling problem accurately requires formulating a unified set of equations
of motion for both systems, and solving for the contact forces and the next state
simultaneously. Given the requirements of our application, we chose a simpler and
less involved approach to the coupling problem.
The physics-based simulation of interactions between hands and deformable ob-
jects can also be used in game applications and haptics research [56, 86]. Our method
couples two dynamic systems without adding significant computation time to the
simulation. If the cloth and rigid body simulators perform in real-time, the coupled
system can also achieve real-time using our technique. Therefore, our technique has
potential to be used in game applications.
5.3 Overview
Our method is independent from the integration scheme and contact algorithm used
in the simulators. We utilize the contact force from the rigid body simulator to
compute the cloth contact, and we take the state of the cloth in cloth simulator to
create rigid cloth patches. Our algorithm is implemented with existing rigid body
simulator DART, and cloth simulator ARCSim. Although we choose to implement
our technique with these two simulators, we emphasize that our algorithm also applies
to other physics engine, such as ODE [6] or Bullet [2], as long as the state of the rigid
body, the state of the cloth, and rigid body contact forces can be accessed by the
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APIs of the physics engine. The following pseudo code (Algorithm 1) illustrates
the simulation procedure from the current state of the cloth (xn,vn) (position and
velocity) and of the rigid bodies (qn, q̇n) to the next state. We use q to represent the
generalized coordinates of both the hand model and the rigid cloth patches, which are
used to approximate the current state of the cloth (Section 5.5). The contributions
of this chapter are highlighted in blue.
for every time step n do
v̄n+1 ← ClothDynamics(xn,vn) ;
Vc,Vr ← ClothCollisionDetection(xn, v̄n+1,qn, q̇n);
for every cloth vertex i in Vc or Vr do
if in Vr then
fN ← RigidContactForce(fnc ) ; // Section 5.4
end
else
fN ← ClothCollision(xn, v̄n+1) ;
end






if staticFriction = true then
ci ← PositionConstraint(x̃n+1i ) ;
end
end
x̂n+1, v̂n+1 ← StrainLimit(x̃n+1, c) ;
x̌n+1, v̌n+1 ← InelasticProjection(x̂n+1, v̂n+1,qn, q̇n, c) ;
xn+1,vn+1 ← ClothRemeshing(x̌n+1, v̌n+1,qn, c) ;
q̄n+1, ˙̄qn+1 ← UpdateRigidClothPatches(xn+1,vn+1,Vr) ; // Section 5.5
τ ← ControlForce(q̄n+1, ˙̄qn+1) ; // Section 5.6
qn+1, q̇n+1, fn+1c ← RigidSimulation(q̄n+1, ˙̄qn+1, τ );
end
Algorithm 1: Cloth and Rigid Simulation Algorithm
The time-stepping function begins with advancing the cloth to the candidate ve-
locity v̄n+1 by computing the cloth dynamics in the standard way [24, 42, 94, 130].
We then apply the collision detection algorithm in ARCSim to identify a set of cloth
vertices Vr colliding with rigid bodies and another set Vc colliding with the cloth
itself. The algorithm first determines the normal contact force fN for each vertex.
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If a cloth vertex i is in Vr, we use the normal contact forces fnc , computed by the
rigid body simulator in the previous time step. Otherwise, we use the repulsive force
computed by the cloth simulator to be its fN . Next, we compute the friction force
based on Coulomb’s friction model (Section 5.4). To ensure that the static contact
points are not subject to changes made by the following refinement steps in the cloth
simulator, that is strain limit, inelastic projection and remeshing, we enforce position
constraints on those static vertices. After the cloth is advanced to its next state, we
update the state of the rigid cloth patches to approximate the new state of the cloth
(Section 5.5). Finally, we compute the control force for the hand (Section 5.6) and
advance the rigid body simulator to the next time step.
5.4 Contact Force
Computing correct contact forces from the hand to the cloth is crucial for many
dexterous manipulation applications. Most current cloth simulators (for example
[1, 5]) compute contact forces based only on the position and the velocity of the rigid
body. The consequence of an inaccurate contact force is particularly evident when
the rigid body is not interpenetrating the cloth but is imparting force on the cloth
(for example two fingers pinch-grasp a piece of cloth). We describe a new method for
handling contact forces successfully in the above situations.
5.4.1 Normal Force
If a cloth vertex i is marked as being in contact with one or more rigid bodies (that
is in the set Vr), we compute its normal contact force using the collision handling
routine in the rigid body simulator. DART solves the rigid body contact force as an
implicit time-stepping, velocity-based LCP to guarantee non-penetration, directional
friction, and approximated Coulomb friction cone conditions [118]. After performing
collision handling in the rigid body simulation, we store a list of contact points for
each rigid body.
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For each rigid body that the cloth vertex xi collides with, we find the nearest
contact point p in the list of contacts for that rigid body and assign the normal
contact force at p to xi. This normal contact force will be divided by the number
of cloth vertices associated with p, after all the cloth vertices have been visited. We
store all the normal contact forces applied on xi in a vector fN ∈ R3M , where M is
the number of rigid bodies that xi is in contact with. For those cloth vertices that
are not in contact with any rigid body, we simply obtain the normal contact forces
from the repulsive forces computed in the cloth simulator.
5.4.2 Friction Force
For every cloth vertex xi in Vc or Vr, our algorithm formulates a nonlinear complemen-
tarity problem to compute the friction force on xi. Our formulation simultaneously
considers all the objects in contact with each cloth vertex, leading to more accurate
friction forces compared to the sequential computation in most cloth simulators.
Suppose a cloth vertex is in contact with M triangles, we denote the normal
contact forces and tangential contact forces as fN and fT , where fN , fT ∈ R3M . fN
is computed either from the rigid body simulation or from the repulsive force in the
cloth simulator, but fT is an unknown vector. We formulate the following equations
based on Coulomb’s friction model:




‖) = 0, (26)
µi‖fNi‖ − ‖fTi‖ ≥ 0, (27)
where 1 ≤ i ≤ M . µ is the friction coefficient, vr is the relative tangential velocity
at the contact, h is the simulation time step, and m is the mass of a cloth vertex.
The subscript i or j indicates the contact with the i-th (or j-th) triangle. The
first constraint describes a complementarity condition; either the relative tangential
velocity at the next time step is zero (static friction), or the contact force lies on the
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boundary of the friction cone (dynamic friction). The second constraint enforces the
contact force to lie in the friction cone.
Solving a nonlinear complementarity problem is very difficult and time consuming
for a large number M . Fortunately, for cloth simulation, vertices collide with no
more than two triangles, one on each side of the cloth. With M = 2, we can solve the
problem efficiently by checking all possible cases. First, we assume that both contacts








‖ = 0, (29)
µ1‖fN1‖ − ‖fT1‖ ≥ 0, (30)
µ2‖fN2‖ − ‖fT2‖ ≥ 0. (31)
If solutions for fT1 and fT2 do not exist, we switch to the case where one contact is static
and the other one is dynamic. We first choose the contact with larger µi‖fNi‖−
m‖vri ‖
h
to be dynamic. This heuristic is based on the static condition and the approximation
of ‖fTi‖:




Suppose the first contact is set to be dynamic. We replace Equation 28 with µ1‖fN1‖−
‖fT1‖ = 0 and delete Equation 30. If we cannot find a solution for either contact being
static, we relax both contacts and make them dynamic.








Note that the friction forces are computed implicitly considering the velocity of the
vertex at the next time step. Directly using v̄n+1i (that is the velocity without the
effect of collision) to compute friction force leads to unstable simulation in our exper-
iments.
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Figure 24: Illustration of rigid cloth patches. Left: Clustered vertices in the cloth
triangle mesh. Right: Rigid cloth patches built from the clustered vertices.
5.5 Rigid Cloth Patch
Our algorithm approximates the state of cloth using a collection of thin rigid bodies,
which we call rigid cloth patches. Each rigid cloth patch is a local representation of a
small piece of cloth currently in contact with the rigid bodies. At each time step, we
dynamically create rigid cloth patches to best fit the geometry of the cloth and assign
them appropriate velocities. Once initialized, the rigid cloth patches participate in
the rigid body simulation in the same way as other rigid bodies in the scene.
We group all the cloth vertices in Vr into rigid cloth patch clusters. A vertex i and
a vertex j belong to the same cluster if they satisfy the following conditions: their
distance is within a threshold in the world space (Equation 34), their normals are in
the similar direction (Equation 35), and the displacement in the normal direction is
sufficiently small (Equation 36):
‖xi − xj‖ ≤ δw, (34)
‖ni − nj‖ ≤ δn, (35)
‖(xi − xj)Tni‖+ ‖(xi − xj)Tnj‖ ≤ δd. (36)
We set the threshold from Equation 34 to Equation 36 to be 40 mm, 20◦, and 3 mm
respectively.
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For each cluster, we determine the orientation of the corresponding rigid cloth
patch by fitting a plane to all the vertices in the cluster. The area of the rigid cloth
patch is the minimum rectangle that covers all the vertices projected on the plane.
The width of the rigid cloth patch is determined by the thickness of the cloth used
in cloth simulator. In addition to geometry properties, we also need to assign the
mass and the velocity to each rigid cloth patch. The mass is determined by the total
mass of the cloth vertices in the cluster. For the velocity, we approximate the linear
velocity of the rigid cloth patch using the average velocity of its corresponding cloth
vertices. The angular velocity of the rigid cloth patch is approximated based on the
total angular momentum of the corresponding cloth vertices with respect to the center
of mass of the rigid cloth patch.
5.6 Hand Control
We designed a few simple hand controllers to perform grasping, pinching, and pressing
the cloth with one or both hands. The controllers generate appropriate torques, τ int
which are added to the equations of motion by the rigid body simulator:
M(qh)q̈h + C(qh, q̇h) = τ ext + τ int, (37)
where qh, a subset of q, are the degrees of freedom of the hand model. In Equation
37, M and C are the mass matrix and the Coriolis and centrifugal forces expressed in
generalized coordinates, τ ext are the sum of all external forces, including the collision
forces with rigid cloth patches.
All the controllers are developed based on proportional-derivative (PD) actuators
at joints to track a desired hand pose created either manually or by inverse kinematics.
For some manipulations, such as pressing a cloth on the table, we use Jacobian
transpose control scheme to compute τ int such that the desired Cartesian force can
be generated at the end-effector:




Table 1: Computational performance breakdown: ARCSim (cloth), DART (rigid),
and the Interface (our method). Time: the average of total simulation time (in
second) per simulation time step. #Triangle: the number of triangles in the input
mesh.
ARCSim DART Interface Time #Triangle
Dressing 85 % 12 % 3 % 8.52s 8441
Curtain 97 % 2 % 1 % 5.30s 16384
Moving 98 % 1.7 % 0.3% 5.33s 8194
Here Jp is the Jacobian matrix at a point p on the hand and F is the desired Cartesian
force.
5.7 Results
We apply our method to a variety of cloth manipulation scenarios shown in Figure
25. Our hand model is designed based on an anthropomorphic hand structure with 33
degrees of freedom. The breakdown of computation time and the number of triangles
in the input mesh is shown in Table 1. On average, the computation due to our
coupling interface is about 1% of the total computation time. The simulation time
step is 5 ms. We set the repulsion thickness in ARCSim to 5 mm and the damping
coefficient to 0.005.
5.7.1 Dexterous Manipulation Tasks
Pinching, moving, and folding cloth. We use the thumb and the index finger to
pinch the cloth firmly and move it around. The fingers are controlled by using PD
controllers to track a pose. External forces and torques are applied at the wrist to
translate and rotate the hand. We also use two hands to grab the corners of a piece
of cloth and fold it in half (Figure 25 (a)). These examples demonstrate that our
method is able to generate appropriate friction to grasp the cloth without slipping.
Putting on a sleeve. Dressing requires some of the most intricate dexterous
manipulation skills. To demonstrate the possibility of applying our method to this





Figure 25: Dexterous manipulation of cloth.
77
on the other arm. The hand grabs the sleeve with the thumb, index finger, and
middle finger (Figure 25 (b)). This example involves a large number of contact points
between the cloth and the finger, and between the cloth and the forearm.
Pulling a curtain. Pulling a shower curtain presents a scenario of interaction
between cloth and both the palm and fingers. We control the entire hand to grab the
curtain and slide it sideways (Figure 25 (c)). This example illustrates the importance
of rigid cloth patch simulation because the collision state between the hand and the
cloth is complicated and rapidly changing over time.
Removing and generating wrinkles. By commanding two hands to press
against a piece of cloth on the table, we can generate and remove wrinkles in the
cloth. We use Jacobian transpose controllers to generate desired forces from the
bottom of the palm. In the first example, the cloth presents asymmetric wrinkles
in its initial configuration. When the hands slide across the cloth, the wrinkles are
removed (Figure 25 (d)). Similarly, we show that the wrinkles could be generated by
hand motion on a cloth that was initially smooth and flat.
Picking up cloth. We demonstrate two examples of picking up the cloth from
different initial configurations. The first example attempts to pick up a t-shirt in an
arbitrary initial configuration. We use the entire hand to create an envelope grasp
when it reaches the cloth (Figure 25 (e)). In the second example, the hand picks up
the cloth lying flat on the table. A common strategy to pick up cloth in this situation
is to first use fingers to generate opposing friction forces to create a bunch, and then
grab the bunch to lift the cloth. Our method successfully simulates this scenario due
to our friction force computation (Figure 25 (f)).
5.7.2 Evaluations
Controlling contact forces. An important control strategy in dexterous manipula-
tion is to control contact forces applied on the object. One benefit of our algorithm is
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Figure 26: Controlling contact forces. Top row: Simulated results with our contact
force computation in the situations of small (left) and large (right) pushing forces.
Bottom row: Simulated results with ARCSim contact force computation in the situ-
ations of small (left) and large (right) pushing forces.
that the simulated cloth reacts differently when the hand applies different amounts of
force to it. In Figure 26, we compare the simulation results with different push forces.
When the finger exerts a small pressing force on the cloth, the finger can smoothly
slide on the cloth. When the force is large, wrinkles are generated due to the large
friction. However, when the same scenarios are simulated using ARCSim, shown in
the bottom row, the cloth motion shows no difference between two forces. This is
because the contact force is computed based only on the relative position and velocity
between the hand and the cloth. In this case, no matter how large the contact force
between the hand and the cloth is, the relative position and velocity remain the same.
Manipulating multiple layers of cloth. Many common manipulation scenarios
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Figure 27: Collision with multiple cloth. Left: Simulated results of holding three
pieces of cloth with (left) and without (right) rigid cloth patches.
involve grasping multiple layers of cloth. Figure 27 demonstrates a scenario with three
pieces of cloth held together by the hand. ARCSim typically has a difficult time
handling such a scenario. When the fingers are far apart, the cloth cannot be held,
and when the fingers are too close, the complex collision issues cannot be resolved.
We show that, due to the accurate approximation of cloth using rigid cloth patch
simulation, our algorithm is able to hold three pieces of cloth together without any
collision issues.
5.8 Limitations
Although we make the decision not to implement accurate two-way coupling for the
reason of having a simple implementation and efficient computation, we recognize
that some examples of dexterous manipulation require that the rigid bodies react to
the dynamics of the cloth accurately. In particular, when the manipulator uses the
cloth in hand to interact with other rigid objects, the forces from the cloth to the rigid
objects might not be negligible. For example, putting on a sock probably does not
require two-way coupling between the hands and the sock, but the forces exchange
between the sock and the foot cannot be ignored.
In the cloth simulator, the cloth refinement steps, that is remeshing, inelastic
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projection and strain limit correction sometimes interfere with the contact force com-
puted by our algorithm. The issue is more evident for static contact points. Without
these refinement steps, the contact forces computed by our algorithm are able to
enforce a static contact. However, when we activate the refinement procedures, the
static contacts can be moved to different locations at the end of the simulation step.
Therefore, we use position constraints only during the refinement steps to ensure that
these vertices are not altered as a side effect of the refinement steps. Note that the
position constraints do not add any forces or change the dynamic state of the system.
If we skip the refinement steps, the position constraints will have no effect on the
algorithm.
There are some limitations of using rigid cloth patches. First, the flexibility of
cloth can be limited by the rigid cloth patch approximation. In our implementation,
however, the rigid cloth patches are reconstructed at every time step and can be
as small as the triangles on the cloth. By using small-scale rigid cloth patches and
frequent reconstruction, we find the rigid cloth patch approximation to be sufficient
for the hand manipulation tasks we demonstrated in this work. Second, the rigid
cloth patches are not sufficiently accurate to provide the friction forces between the
rigid body and the cloth. This is the reason why we only use rigid cloth patches to
approximate the geometric state of the cloth and computed friction forces by solving
the nonlinear complementarity problem.
5.9 Conclusion
In this chapter, we introduce a simulation technique that couples cloth and rigid body
simulations to synthesize dexterous manipulation of cloth. Our technique is built upon
existing cloth and rigid body simulators. We focus on two main issues in current
cloth simulators. First, the contact force computation does not take into account
the dynamic information of the rigid body. Second, rigid body motion is unaware
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of the state of cloth, which frequently causes unsolvable collision situations. We
develop a light-weight interface through which the rigid body and the cloth simulators
communicate on a demand-driven manner to resolve these two issues. We demonstrate
a set of basic manipulation skills, such as gripping, pinching, and pressing.
This work is intended to be a simple and practical solution to couple existing
rigid body simulators and cloth simulators for dexterous manipulation of deformable
objects. We believe that it is an important missing piece, which will enable many in-
teresting future research problems in control and simulation. For example, developing
controllers for tying shoelaces or folding laundry can benefit robotic manipulators in
numerous ways. We also envision that this technique can be integrated with full-body
character simulation and control. Developing a virtual character capable of dressing
itself may also be a fruitful future research direction.
This chapter solves the problem of coupling hands and cloth in simulation. In




DEXTEROUS MANIPULATION OF CLOTH
In this chapter, we introduce a new control technique to synthesize dexterous manip-
ulation of cloth based on the simulation technique we present in Chapter 5. Given a
simple description of the desired cloth motion, our algorithm computes appropriate
joint torques for a physically simulated hand, such that, via contact forces, the result
of cloth simulation follows the desired motion. Instead of optimizing the hand con-
trol forces directly, we formulate an optimization problem that solves for commanding
force, which has more direct impact on the dynamic state of the hand and that of
the cloth. The solution of the optimization provides commanding forces that achieve
desired cloth motion described by the user, while respecting the kinematic constraints
of the hands. These commanding forces are then used to guide the joint torques of the
hand. To balance between the effectiveness of control and computational costs, we
formulate a model-predictive-control problem as a quadratic program at each time
step. We demonstrate our technique on a set of cloth manipulation tasks in daily
activities, including folding laundry, wringing a towel, and putting on a scarf.
6.1 Introduction
Dexterous manipulation of cloth is a unique human skill essential to many activities of
daily living spanning from dressing to grooming to folding laundry. Synthesizing these
activities automatically for computer animation requires realistic depiction of human
dexterity and cloth simulation. An experienced artist with the aid of a state-of-the-
art cloth simulator might be able to animate simple manipulation task through trial-
and-error, but the complex interaction of dexterous manipulation and cloth motion
demands more sophisticated automatic solution.
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Dexterous manipulation and user-control of cloth simulation are two active com-
puter animation research areas that have rarely crossed path in the past. Researchers
have demonstrated control algorithms on simulated hands to achieve impressive dex-
terous tasks, but the scope has been limited to manipulating rigid objects. Deformable
objects, such as cloth, present new challenges because the hand has to manipulate
a much larger number of uncontrollable degrees of freedom of cloth. Furthermore,
the complex relation of the cloth state and contact forces increases the difficulty
of dexterous controller design. On the other hand, a separate research community
has developed various algorithms to control physically simulated cloth according to
user-specifications. These techniques aim to produce the cloth motion alone without
consideration of human hands, thereby unphysical force is allowed to apply anywhere
on the cloth. Directly applying existing techniques from either area is insufficient to
address the new challenges of dexterous manipulation of cloth.
In this chapter, we propose a new technique to consolidate the constraints im-
posed by hand manipulation and control of cloth simulation. In our framework, the
artist provides desired trajectories of a small set of features on the cloth (for example
vertices at corners of the cloth) and expects the resulting cloth motion to follow the
input feature trajectories through the contact forces provided by the virtual hands.
Our algorithm formulates a reduced optimization problem that solves for the com-
manding forces from the hand to the cloth, a pivotal physical quantity that couples
the state of the hand and that of the cloth. The optimization aims to find the op-
timal commanding forces that achieve desired cloth motion described by the user,
while respecting constraints from contact dynamics and hand kinematics. To bal-
ance between the effectiveness of control and computational costs, we formulate a
model-predictive-control (MPC) problem as a quadratic program (QP) at each time
step.
We demonstrate our method on a variety of cloth manipulation tasks such as
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Figure 28: Given a simple description of the desired cloth motion, our algorithm
computes appropriate joint torques for a physically simulated hand, such that, via
contact forces, the result of cloth simulation follows the desired motion.
folding laundry, wringing a towel, or putting on a scarf (Figure 28). To validate
the cloth motion planning algorithm quantitatively, we randomly generate a set of
feature trajectories in a defined space and measure the accuracy of the resultant cloth
motion. The evaluation shows that our cloth motion planning can accurately achieve
the user-specifications on the cloth and can be successfully executed by the simulated
hands.
6.2 Related Work
In Chapter 5, we discuss the importance of accurate two-way coupling between cloth
and rigid body to realize dexterous hand manipulation of cloth. A simple task of
pinching a piece of cloth between two fingers could fail without accurate contact
force and successful collision handling. Likewise, simulated hands will not be able to
create budges or wrinkles on the cloth without appropriate friction forces. Researchers
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Figure 29: Fold a T-shirt.
have proposed various methods to handle two-way coupling between rigid bodies and
deformable bodies [57, 116, 115, 101, 89, 12]. In Chapter 5, we present a method to
couple cloth and rigid body simulation using the existing simulators as black box. Our
method allows rigid bodies to impart friction forces on cloth and avoids unsolvable
collision situations between the rigid bodies and the cloth. In this chapter, we use this
method for handling two-way coupling because we desire to use existing rigid body
and cloth simulators. However, in Chapter 5, we only focus on simulation algorithms
and only demonstrate a few manually-designed grasp controllers insufficient for more
complex manipulation tasks of cloth. In this chapter, our goal is to provide more
general computational tools suitable for a wide set of manipulation tasks in addition
to grasping.
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Controlling simulated cloth motion for computer animation and special effect ap-
plications has been investigated extensively [133, 18, 17, 49]. Many approaches formu-
lated a large spacetime optimization and solved it efficiently using different methods,
such as adjoint method [133] or model reduction [17, 49]. Bergou et al. used low-
resolution cloth simulation as preview and tracked this motion with high-resolution
simulation to enhance visual details and fidelity [18]. These methods can generate de-
sired cloth motion specified by the user, but they allow for unphysical “control force”
applied on the cloth, as if the cloth is an actively actuated object. In this chapter,
we will present a cloth motion planning algorithm that is similar in that it creates
desired cloth motion according to user specifications, but the control force applied on
the cloth must be caused by the movement of hands in contact with the cloth.
Though still in its infancy, a few methods have demonstrated the potential and
the importance of cloth manipulation in character animation [50, 88, 128, 129, 29].
Ho and Komura introduced a technique to interact with deformable bodies using
topology coordinates [50]. Wang et al. showed a virtual human putting on a sock
and a pair of shorts by using electric flux for path planning [129]. Most recently,
Clegg et al. proposed a method for animating human dressing [29]. However, the
interaction between hand and cloth is achieved simply through position constraint.
In this chapter, we are interested in animating manipulation of cloth with dexterous
hand through simulated contact and friction.
6.3 Overview
Most cloth manipulation tasks can be broken down to a sequence of contact phases. In
each contact phase, a grasp/regrasp action first establishes contact between the hand
and the cloth followed by a manipulation action that brings the cloth to a desired
state. For example, the folding task shown in Figure 29 requires three contact phases,
each of which involves grasping a corner of the cloth followed by moving the corner
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Figure 30: Our algorithm consists of two components: a grasp controller and a
manipulation controller.
Based on this observation, our algorithm (Figure 30) consists of two components:
a grasp controller (Section 6.5) and a manipulation controller (Section 6.4). The grasp
controller takes as input the desired grasping pose and the desired grasping location
on the cloth and outputs a sequence of hand and cloth motion which terminates when
the cloth is firmly gripped by the hand in the desired pose at the intended location.
The terminal state of the grasp motion becomes the initial state of the manipulation
controller. Starting from this initial state, the manipulation controller takes as input
the desired motion of cloth described by a few feature trajectories and simulates the
motion of hand manipulating the cloth. A feature can be any linear function of the
vertices on the cloth. The final state of the manipulation motion becomes the initial
state of the next contact phase.
6.4 Manipulation Controller
The manipulation controller aims to achieve the desired motion of the cloth through
the actions of the hand. At each time step, the manipulation controller consists
of three consecutive steps: cloth motion planning, rigidity rectification, and hand
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Figure 31: A dynamic secondary motion can be controlled by our algorithm.
control. Cloth motion planning, formulated as a model-predictive-control problem,
solves for required commanding forces from the hand such that the cloth tracks the
user-specified feature trajectories closely. Rigidity rectification makes sure that the
movement of contact points from the plan is achievable by the grasping hand. Finally,
the rectified contact points are used to guide the actuation of the grasping hand.
6.4.1 Cloth Motion Planning
Directly solving for hand actuation to manipulate the cloth is very challenging due to
complex dynamic coupling between the state of the hand (q, q̇) and the state of the
cloth (u, u̇). Instead, our computation focuses on solving commanding forces, fc ∈
R3n, where n is the number of vertices of the cloth. The goal of the motion planning is
to produce fc that makes the cloth track the user-specified feature trajectories, while
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Figure 32: Wring a towel.
being achievable by the hands through the contact points.
At each time step i, we formulate a short-horizon optimization to solve for a
small window of commanding forces, f i+1c , · · · , f i+Kc , from frame i. We denote the
time difference from the current frame by index k and the window size by K. After
solving all the commanding forces in the current window, we use the state of the
cloth integrated with the first commanding force f i+1c and other forces in the system
to guide the control of the hand (Section 6.4.3). With the coupled simulation of hand
and cloth, we obtain the next state of cloth, (ui+1, u̇i+1). At the next time step, the
optimization window slides one step forward and a new plan for the next K frames
(Table 2 lists values of K in our implementation) of commanding forces is optimized.
The remaining of Section 6.4.1 describes how this short-horizon optimization can be
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formulated as a quadratic program and solved efficiently.
Physical feasibility. While we wish to avoid solving the full state of the hand in
the optimization, we still need to make sure that the grasping hand is capable of
producing fc. As such, we assume that the commanding forces can only apply at
static contact points and attempt to maintain static contact during manipulation.
This assumption results in a conservative control strategy that does not explicitly
exploit slipping or rolling strategies, but it is still sufficient to achieve a wide range
of cloth manipulation tasks in daily life as shown in the result section.
The algorithm first selects the vertices that are in static contact with finger in the
previous time step. For each finger o at every time step i, our algorithm identifies a
selected set of vertices on the cloth, ûj ∈ P io, that are in static contact with the finger
at frame i−1. The finger o can intentionally apply commanding forces to manipulate
the cloth only through ûj. The control strategy obeys the Coulomb friction cone
condition for static contact by expressing fc as:
fc = [(B1d1)
T (B2d2)
T · · · (Bndn)T ]T . (39)
For those cloth vertices not in the union of all P io’s, we directly set Bd = 0. For
the rest of cloth vertices, the commanding force is expressed as the bases of the
approximated friction cone B multiplied by coefficients d. The cloth vertex may have
multiple fingers in contact with it (for example one finger from each side of cloth).
Therefore, B ∈ R3×4m is the combined friction cone, and d ∈ R4m is the combined
coefficients, where m is the number of fingers in contact. B is determined by the
normal direction and the friction coefficient. The friction cone condition requires
d ≥ 0. (40)
The friction cone coefficients, D = [dT1 · · ·dTn ]T , will be the variables in the optimiza-
tion described below.
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We also wish that the vertices in P io move under the same rigid transformation as
they are gripped by the same finger. However, the rigid transformation will result in
nonlinear constraints unsuitable for a quadratic program. As such, we rely on rigidity
rectification (Section 6.4.2) to enforce rigid motion and relax the rigid transformation
requirement to linear transformation in the QP optimization:
(ûi+kj − ci+k) = Li+k(ûij − ci). (41)
Here c ∈ R3 is the center of mass of the vertices ûj ∈ Po. Li+k ∈ R3×3 is the linear
transformation of ûj relative to c from frame i to frame i+k. We solve for L together
with D in the optimization.
The commanding forces also need to obey the laws of physics governing the cloth
motion:
M∆u̇ = hG(u) + hfe + hfc, (42)
where M ∈ R3n×3n is the mass matrix of cloth mesh, u ∈ R3n is the position vector
of all the cloth vertices, G includes bending and stretching forces of the cloth mesh,
fe is other external forces (for example gravity or incidental contact forces with other
objects in the scene), and h is the time step size (h = 0.02s in our implementation).
Note that G is a nonlinear function of u, but we could linearize G about the current
state ui to meet the requirements of quadratic programming:
M∆u̇i+k = hG(ui) + h
∂G
∂u
|ui(ui+k − ui) + hf i+ke + hf i+kc . (43)
Because ∆u̇ can be expressed as a linear function of fc via Equation 43, the cloth
positions in the time window are also linear functions of fc via implicit Euler time
integration:
ui+k = ui + khu̇i + h
k−1∑
j=0
(k − j)∆u̇i+1+j. (44)
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Figure 33: Put on a scarf.
Objective function. In addition to physical feasibility, the optimization considers
three objectives. The first objective is to closely follow the desired cloth motion





where φ(ui+k) evaluates the features using the cloth configuration at frame i+ k.
The second objective serves as a regularization term to minimize the magnitude





‖f i+kc ‖2. (46)
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Figure 34: Lift from a flat surface.




‖ċi+k − ċi+k−1‖2 +
K∑
k=2
‖Li+k − Li+k−1‖2 + ‖Li+1 − I‖2, (47)
where I is the identity matrix.
Formulating quadratic program. Finally, we formulate a quadratic program at
each time step i as:
argmin
Di+k,Li+k,1≤k≤K
ωfEf + ωmEm + ωsEs
subject to Equation 40, 41.
(48)
Once we solve D, we can recover fc from Equation 39. Equation 43 is implicitly
enforced as we express ui+k as a linear function of fc in the optimization. ωf , ωm,
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and ωs are weights for each objective term, and are set to 40, 0.01, 10 respectively in
our implementation.
Once we solve the commanding forces in the current window, we could simply
apply the first commanding force f i+1c on the cloth to advance the cloth to the next
state (ui+1, u̇i+1), and repeat this process to simulate a cloth sequence that achieves
desired motion if our goal were to create cloth motion without consideration of the
hands. In our case, however, instead of directly applying fc to the cloth, we need to
compute the appropriate actuation of the hands to move the cloth in the same way
as fc does via physical simulation with realistic contact forces.
6.4.2 Rigidity Rectification
Before we solve for the hand actuation, we need to make sure that the commanding
forces from cloth motion planning are feasible for the hands. Equation 39, 40 and
41 improve the feasibility to some extent, but the relaxation of rigid transformation
for formulating a QP can potentially cause undesired contact movements for the
hands, that is the contact vertices ûj ∈ Po on the same finger exhibit non-rigid
motion impossible for the finger o to follow. The rigidity rectification step applies the
matching algorithm by Horn et al. [51] to factor out the rotation matrix R ∈ R3×3
from Li+1 solved in Equation 48 and uses it to rectify each ûi+1j ∈ P i+1o :
ûi+1j = R(û
i
j − ci) + ci+1. (49)
6.4.3 Hand Control
With the rectified contact vertices ûi+1, we can now compute the actuation of the
hands such that the corresponding contact points on the hands follow ûi+1. We first
apply inverse kinematics to compute a desired hand pose q̄ ∈ Rm to match ûi+1,
where m denotes the number of degrees of freedom of the hand. Next, we solve the
internal force τ int at each actuated degree of freedom on the hands using stable PD
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Figure 35: Evaluation of cloth motion planning. (a) We define two feature trajecto-
ries on the lower corners of a handkerchief while using two upper corners as contact
points to provide control. The optimal commanding forces are shown as blue arrows.
(b,c) We plot the desired position (dashed line) and the actual position (solid line) in
x-axis of the two bottom corners.
(SPD) formulation [124]:
τ int = −Kp(q + hq̇− q̄)−Kd(q̇ + hq̈), (50)
where Kp ∈ Rm×m and Kd ∈ Rm×m are diagonal matrices whose diagonal elements
are set to 800 and 100 respectively. The acceleration of hand q̈ can be evaluated via
equations of motion:
q̈ = (Mq + hKd)
−1(−Cq −Kp(q + hq̇− q̄)−Kdq̇ + τ ext), (51)
where Mq and Cq denote the mass matrix, Coriolis and centrifugal force in generalized
coordinates. τ ext includes all other external forces such as gravity. Please refer Tan
et al. [124] for details.
6.5 Grasp Controller
The grasp controller brings the hand from its initial state to the state in which the
cloth is firmly grasped. The user provides the desired contact points on the cloth and
two hand configurations: one for pre-shaping and one for gripping. Using these two
input configurations, the algorithm solves inverse kinematics problems to generate
two poses, qp and qg, that reach the desired contact points while maintaining the
pre-shaping and gripping configurations respectively as close as possible. During
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simulation, the grasp controller computes the appropriate torques to move the hand
from its arbitrary initial pose to qg through qp, using SPD tracking scheme described
in Section 6.4.3.
The path from the initial pose to qp can potentially have collisions. The problem
rarely occurs in our experiments because we focus on manipulating a single piece of
cloth in an uncluttered environment. In the occasion of collision, additional keyframes
of hand are added by the user to avoid undesired collisions. We use Catmull-Rom
splines to interpolate hand keyframes to achieve smooth motion. If the collision
issue occurs more frequently, an automatic path planning algorithm, such as Rapidly-
exploring Random Tree (RRT) [77], can be implemented.
6.6 Evaluation
Our hand model is designed based on an anthropomorphic hand structure with 34
degrees of freedom. The simulator is built upon two open-source projects: ARCSim
[98, 97, 103] for cloth simulation and DART [81] for multibody simulation. We sim-
ulate the two-way coupling of cloth and hand using the contact model proposed by
[12].
The window size of the optimization in Equation 48 is selected empirically. We
start with the minimum window size and gradually increase it until the resulting
motion is above accuracy threshold. In theory, the linearized model will deteriorate
as the window size becomes too large, but in practice the upper bound of the window
size is often limited by the computation budget. A rough guideline to window size
selection is based on how energetic the desired cloth motion is and the distance
between controllable and feature vertices.
We evaluate our method by demonstrating a variety of manipulation tasks for
real-world activities. In addition, we quantitatively test the accuracy of cloth motion
planning algorithms on a random set of input feature trajectories.
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6.6.1 Dexterous Manipulation Tasks
We applied our method to various cloth manipulation scenarios shown in Figure 28.
The breakdown of computation time, the complexity of the input mesh, and the
parameters of the method are listed in Table 2.
Shaking a handkerchief. This example demonstrates the ability of cloth motion
planner to control dynamic secondary-motion of cloth. Because the controlling con-
tact points (upper two corners) and the features (bottom two corners) are far apart,
the action of the hand does not have direct impact on the motion of the features.
Consequently, a seemingly simple feature trajectory can be very difficult to control
using the commanding forces from the hand. We demonstrate that our algorithm is
able to control two feature trajectories that move asynchronously. To validate our
algorithm on a more dynamic motion, we synthesized a sequence where the bottom
corners follow a circle around the hands (Figure 31). This motion requires the com-
manding force to be large enough to overcome gravity but not too large to outpace
the timing specified by the trajectories. Finally, we demonstrate that our algorithm
is able to handle unexpected external forces robustly as one of the advantages of
model-predictive-control. In this example, we added a wind force to the simulation,
causing the commanding forces from the hands to compensate.
Wringing a towel. Wringing a towel presents more complex contacts between
the fingers/palm and the cloth. Nevertheless, the feature specification can be two
simple circular trajectories moving in the opposite directions in the middle part of
the towel (Figure 32). Because grasping on a bunched up cloth configuration results
in a large number of contact points scattered in a wide range on the cloth, the linear
transformation and rigidity rectification are crucial to ensure that the contact points
are achievable by the hand.
Folding a T-shirt. Folding a T-shirt in our example requires three contact phases
(Figure 29). We show that tasks with regrasping can be achieved by executing the
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same algorithm multiple times. Comparing to shaking a handkerchief, folding a T-
shirt is an easier example because the features are close in distance to the controlling
contact points. For this case, we used small time window for optimization (K = 3),
and our algorithm can track the feature trajectories very accurately (mean error is
0.003 m).
Putting on a scarf. Putting a scarf on a mannequin causes additional collision
forces on the cloth. Because our algorithm considers all other external forces in cloth
motion planning (Equation 43), the hands are able to overcome the collision and track
the desired trajectories closely (Figure 33).
Lifting from a flat surface. A common strategy to pick up a thin layer of
cloth lying flat on a surface is to first use fingers to generate opposing friction forces
to create a bulge on the cloth, and grab the bulge to lift the cloth. The feature
trajectories include two points on the cloth moving towards middle and four points
in the middle of the cloth moving upward (Figure 34). To achieve this task, the
thumb and the index finger make two disjoint contact areas with the cloth and move
asynchronously towards each other. This example demonstrates that every finger can
have its own contact area with the cloth moving in a different direction from other
fingers.
6.6.2 Evaluation of Cloth Motion Planning
To validate our algorithm of cloth motion planning, we test our algorithm on a set
of randomly sampled feature trajectories. Each trajectory is represented as a b-
spline with 22 control points. The space for each trajectory is parameterized by the
position and the velocity of the b-spline control points. In our experiments, we define
two feature trajectories on the lower corners of a handkerchief while using two upper
corners as contact points to provide control. Starting from two asynchronous straight
lines as the “mean trajectories”, we draw samples from a normal distribution with
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Table 2: Parameters and performance of the examples. #Triangle: the number of
triangles in the input mesh. #Vertex: the number of vertices in the input mesh.
Window size: window size K used in the optimization. Animation time: wall clock
time of the animation. Optimization time: total time for formulating and solving
the optimization in cloth motion planning. Control time: total time for solving hand
control. Simulation time: total time for cloth and multibody simulation.
Example #Triangle #Vertex Window size Animation time Optimization time Control time Simulation time
Shaking a handkerchief (asynchronous trajectories) 8192 4225 20 5s 1h56m 37s 21m
Shaking a handkerchief (circle trajectories) 8192 4225 20 5s 3h2m 40s 33m
Shaking a handkerchief (with wind force) 8192 4225 10 6s 27m 45s 24m
Wringing a towel 4078 2071 10 4s 1h18m 1m2s 18m
Folding a T-shirt 26252 13256 3 13s 1h 1m40s 5h14m
Putting on a scarf 11831 6077 3 3.5s 9m 25s 18m
Lifting from a flat surface 8525 4392 10 1.3s 9m 6s 5m
different standard deviations (SD) in the space of b-spline control points.
Because the evaluation only focuses on cloth motion planning and requires a large
amount of testing sequences, we make two simplifications in the experiments. First,
we apply the optimal contact force fc solved from Equation 48 directly to update the
state of the cloth, excluding the involvement of hands in this evaluation. Second, we
use a piece of cloth with lower resolution to speed up the simulation time. However,
the challenge of controlling cloth remains because the number of uncontrolled degrees
of freedom is still much more than the controlled degrees of freedom (shown as blue
arrows in Figure 35 (a)). Furthermore, we choose an example where the feature points
are very far from controlling contact points.
To evaluate the accuracy more precisely, we measure the Euclidean distance be-
tween the actual position and the desired position of a feature point. Figure 35 shows
the comparison of positions in x-axis for one testing sequence. For an input feature
trajectory that has a known control solution (that is the feature trajectory is gener-
ated by physical simulation), our motion planning algorithm can achieve mean error
less than 0.01 m (Figure 36 (a)), the relative error with respect to the total length
of the input trajectory is 0.3%. For randomly sampled feature trajectories, the mean
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(a) (b)
Figure 36: (a) Cloth motion optimization evaluation with an input feature trajectory
generated by physical simulation. (b) Complete motion evaluation including hand
control.
error of the distance is 0.016 m, the relative error with respect to the total length of
the input trajectory is 0.8%. The dimension of the cloth is a 0.5 m by 0.5 m square.
For completeness, we also apply the entire algorithm including hand control on a
selected subset of testing sequences (Figure 36 (b)).
Our cloth motion planning algorithm is independent of the choice of simulators
(for example ARCSim). To validate the generality of our algorithm, we tested it
on a volumetric mesh simulated as a mass-spring system. Figure 37 shows a rope
with a ball hung at the bottom to track a desired trajectory provided by the user.
The desired commanding force is solved for the top of the rope (green dot) with our
cloth motion planning algorithm, so that the actual motion trajectory of the ball (red
curve) can follow the desired trajectory (black curve).
6.7 Limitations
The decision on decoupling the hand and the cloth in the optimization is necessary
for performance efficiency, but it also introduces some limitations. In particular, the
kinematic constraints of the hand can be approximated in different ways. It could
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Figure 37: Our cloth motion planning algorithm is applied on a rope to control the
actual trajectory of the ball at the bottom (red curve) to track a desired trajectory
drawn by the user (black curve). The commanding force is applied at the top of the
rope (green dot).
be more conservative than our current method by limiting the whole hand to move
as one rigid body. On the other hand, it could be more aggressive by assuming each
finger segment can move independently. We choose a compromised approximation by
which each finger can move independently. This approximation is reasonable for the
examples demonstrated in this chapter, but it can occasionally result in cloth motion
plans unachievable by hands (for example two fingers need to move too far apart).
Our controller is conservative in that it tries to maintain static contact and not
exploit slipping or rolling manipulation strategies. We show in our result that this
control strategy is sufficient to achieve a wide range of cloth manipulation tasks in
daily life. However, for more general cloth manipulation tasks, such as using hands to
slide across the cloth to remove wrinkles, slipping manipulation strategy is important.
We take a statistic approach to evaluate the accuracy of cloth motion planning
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because analytically defining the successful range of feature trajectories is very diffi-
cult if at all possible. This statistical evaluation gives us some confidence that our
algorithm is able to produce plausible results for a wide range of input feature tra-
jectories. However, we still can neither guarantee nor predict whether an arbitrary
feature trajectory will result in successful dexterous manipulation.
6.8 Conclusion
In this chapter, we introduce a method to enable dexterous manipulation of cloth in
physics-based computer animation. Our technique provides a solution to consolidate
the control of hand manipulation and the control of cloth simulation. We formulate an
optimization problem that solves the commanding forces with respect to the desired
cloth motion described by the user and the constraints of the hands. The evaluation
shows that our cloth motion planning can accurately achieve the user-specifications
on the cloth and can be successfully executed by the simulated hands. We also provide
visual demonstration of our technique on a set of cloth manipulation tasks including
folding laundry, wringing a towel, and putting on a scarf. We envision that this




In this thesis, we have presented algorithms for synthesizing full-body virtual char-
acters and dexterous hands performing object manipulation tasks. By solving the
planning and control problems for virtual characters with a focus on utilizing different
body parts and tasks parallelization, our first algorithm creates full-body animation
involving concurrent object manipulation tasks. By developing dynamic controllers
for both palm and fingers, our second algorithm allows a virtual dexterous hand to
reorient objects with different geometries and physical properties. By coupling the
simulation of hands and cloth, and solving the control of cloth utilizing the com-
manding forces from hands, our third algorithm achieves object manipulation which
adapts to non-rigid objects. To develop a virtual character with the versatility that
humans exhibit in object manipulation, our algorithms focus on the three aspects of
versatility that we discuss in Chapter 1.
We introduce a physics-based technique to synthesize human activities involving
concurrent full-body manipulation of multiple objects at various locations in a con-
strained environment. Given an environment map along with the information about
the objects and features in the environment, and manipulation graphs that describe all
possible strategies to hold, move, push, or release an object, our algorithm generates a
continuous animation of a character manipulating multiple objects and environment
features concurrently at various locations in a constrained environment. This method
enables a virtual character to organize tasks into consecutive and concurrent ones as
well as utilize multiple body parts.
Realistic multitasking behaviors can be achieved by better prehension control
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algorithms. For example, a person can hook-grasp multiple coffee mugs and open a
cabinet door all with one hand. Therefore, imitating humans’ versatile manipulation
skills by a virtual character requires precise control of dexterous hands. To improve a
character’s ability of using different body parts within a hand, we develop a technique
to manipulate the orientation of an object using both palm and fingers of a virtual
hand. The experiments with the virtual Shadow Dexterous Hand model show that
the hand is able to pick up a given object on the table, to drop it on a specific spot
on the palm, and to let it roll continuously and controllably on the palm, subject to
the gravitational and contact forces.
A large repertoire of dexterous hand manipulation tasks involve non-rigid objects,
which have not been explored in computer graphics research. To enable a charac-
ter with the ability of manipulating different object materials especially cloth, we
introduce a simulation technique that couples cloth and rigid body simulations to
synthesize dexterous manipulation of cloth. This work is intended to be a simple
and practical solution to couple existing rigid body simulators and cloth simulators
for dexterous manipulation of cloth. On top of this simulation technique, we also
introduce a method to consolidate the control of dexterous hand manipulation and
the control of cloth simulation. The results show that our technique can be used to
create a set of common cloth manipulation tasks including folding laundry, wringing
a towel, and putting on a scarf.
As a result, the algorithms presented in this thesis make a step further to-
wards automatically creating animations for full-body and dexterous hand




In game and film industry, it’s typical to generate a character’s motion kinematically,
by keyframing or blending motions from motion database. Dynamically simulated
motion can be more physically-realistic, adapt to different scenarios, and react to
user interactions. In this thesis, we present several algorithms to dynamically control
and simulate motions of virtual characters in the context of object manipulation.
These techniques can be used to generate realistic animations for object manipulation
in games and films. Moreover, our algorithms can be applied to create more general
motions than object manipulation, where a virtual character needs to interact with the
simulated environment and achieve the desired motion. For example, our operational
space controller can be used to control a virtual character to achieve tasks in sports
video games, such as approaching and tackling a player in the football video game.
Computer animation demands fidelity for the final motion besides a successful
control algorithm to achieve the manipulation goal. The fidelity is especially intrin-
sic for dexterous hand manipulation due to the complexity of the hand motion and
the subtle effect during the interaction between a hand and an object. The common
practice in the film industry is to manually animate the hand, which usually takes
enormous effort, and depends highly on the animators’ skills. Researchers have pro-
posed various methods to create realistic motions for dexterous hand manipulation
by adapting captured motion to different scenarios, or by synthesizing hand motion
with planning and dynamic control algorithms. Even though realistic and detailed
animations of dexterous manipulation have been shown in research community in
recent years, the objects are typically assumed rigid. This thesis presents algorithms
to dynamically synthesize motions of dexterous hands manipulating non-rigid objects
to achieve the desired motion target.
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7.1.2 Virtual Reality
The physics-based simulation of interactions between hands and objects can be used
in virtual reality (VR) applications such as haptics research, training for manual
assembly, and game applications [56, 86, 106]. Thanks to the current development of
VR headsets (for example Oculus Rift) with the ability of hand tracking, people can
interact with 3D objects in the virtual environment [27]. By utilizing VR devices,
the control of virtual hands can be more direct and intuitive for user to interact with
virtual objects compared with traditional UI devices such as mouse and keyboard.
Our algorithms for synthesizing motions of cloth manipulation can be used in VR
applications to enable non-rigid object manipulation.
7.1.3 Robotics
Problems involving object manipulation have been frequently addressed in robotics
research. One challenge in robotics is that the control algorithms are often con-
strained by the hardware design. As a result, existing algorithms for both full-body
and dexterous hand manipulation only utilize designated parts of robots for object
manipulation. In contrast, humans are much more versatile by using different body
parts, such as carrying an object on the shoulder, on the back, or even on the head.
As a result, tasks can be achieved in parallel for humans, which makes human motion
very efficient for object manipulation tasks. Our algorithms enable virtual characters
with the level of versatility that humans exhibit by developing control algorithms
for both full-body concurrent manipulation tasks and dexterous hand manipulation




In Chapter 3, we assume that the manipulation tasks are primarily done by the upper
body and locomotion is done by the lower body. However, for task such as lifting
a heavy object, coordination between locomotion and upper body manipulation is
vital. In addition, our algorithm only considers the shortest distance when planning
the events. Other additional criteria, such as the amount of effort required for each
task, could be taken into account.
In Chapter 4, one limitation of our approach is that the object cannot be too
different from a prism. For example, rolling a key on the palm would be a challenging
case. Also, the detailed information about the object must be known in advance.
In Chapter 5, we make the decision not to implement accurate two-way coupling
for the reason of having a simple implementation and efficient computation. However,
we do recognize that some examples like putting on a sock requires that the rigid
bodies react to the dynamics of the cloth accurately.
In Chapter 6, our controller is conservative in that it tries to maintain static
contact and not exploit slipping or rolling manipulation strategies. This choice is
based on the observation that most of the common cloth manipulation tasks are
achieved through static contact between hands and cloth. However, for more general
cloth manipulation tasks, such as using hands to slide across the cloth to remove
wrinkles, the slipping manipulation strategy is important.
The algorithms presented in this thesis are only evaluated on simplified human
models represented as articulated rigid body systems. Researchers have developed
more accurate human models with detailed simulation of tendons and muscles [120,
131] and demonstrated their impact on control of manipulation tasks [111]. Jain and
Liu [55] have presented a technique to combine a deformable skin with articulated
rigid body systems. The traditional articulated rigid body models appear to be
a perfect balance between fidelity and complexity. However, the anatomical detail
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of the model can become essential when it plays an important role in determining
the naturalness of motions, for example, when muscle synergies affect the realism of
motions. Moreover, the deformation of the body parts can also be necessary when it
has an impact on the success of manipulation tasks, for example, when the task can
only be achieved by a large contact area generated by the deformation of a body.
7.3 Future Work
7.3.1 Short Term
This thesis presents several algorithms for synthesizing human motions for object
manipulation. The algorithms focus on either the upper body motion with arms
(Chapter 3), or hand motion with fingers (Chapter 4, 5, and 6). One future direc-
tion would be combining our algorithms on a fully simulated full-body character with
dexterous hands. As a study by Joerg et al. [58] shows, even very subtle desynchro-
nization errors in body-and-hand motions can be detected by the human eye. To be
able to create motions that are more complex and adaptive to more general object
manipulation tasks, the challenging problem of coordination between the full-body
motion and the dexterous hand motion needs to be solved.
Another interesting future direction is to integrate our manipulation controller
with other full-body motion controllers. We are particularly interested in integrating
our upper body controller (Chapter 3) with the biped walking controller developed
by Coros et al. [30]. Their work has demonstrated a variety of walking related skills,
such as picking up and carrying objects. Physically simulating whole-body manip-
ulation can raise new challenges in balance control. In addition, another exciting
future direction is to incorporate our algorithms on dexterous hand manipulation of
cloth (Chapter 5 and 6) with the recent work on full-body character controller for
animating character dressing [29]. Such an augmented system would allow more cloth
manipulation tasks which require full-body motion. Developing a virtual character
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with dexterous hands capable of folding laundry and dressing can be a fruitful future
research direction.
7.3.2 Long Term
The algorithms presented in this thesis are evaluated on virtual characters in the
simulated environment. With more research on making the simulated world consistent
to the real world, connecting the computer animation and robotics areas will be more
promising. As a result, our work has potential to be applied on real physical robots in
order to make robots’ motions more versatile in object manipulation tasks and more
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[17] Barbič, J., Sin, F., and Grinspun, E., “Interactive editing of deformable
simulations,” in ACM Trans. Graph. (SIGGRAPH 2012), vol. 31, p. 70, ACM,
2012.
[18] Bergou, M., Mathur, S., Wardetzky, M., and Grinspun, E., “Tracks:
toward directable thin shells,” in ACM Trans. Graph. (SIGGRAPH 2007),
vol. 26, p. 50, ACM, 2007.
[19] Bersch, C., Pitzer, B., and Kammel, S., “Bimanual robotic cloth manipu-
lation for laundry folding,” in Proc. 2011 IEEE/RSJ International Conference
on Intelligent Robots and Systems, pp. 1413–1419, IEEE, 2011.
[20] Bicchi, A. and Sorrentino, R., “Dexterous manipulation through rolling,”
in Proc. 1995 IEEE International Conference on Robotics and Automation,
vol. 1, pp. 452–457, Ieee, 1995.
[21] Bicchi, A., “Hands for dexterous manipulation and robust grasping: A diffi-
cult road toward simplicity,” IEEE Transactions on Robotics and Automation,
vol. 16, no. 6, pp. 652–662, 2000.
[22] Boutselis, G. I., Bechlioulis, C. P., Liarokapis, M. V., and Kyri-
akopoulos, K. J., “An integrated approach towards robust grasping with
tactile sensing,” in Robotics and Automation (ICRA), 2014 IEEE International
Conference on, pp. 3682–3687, IEEE, 2014.
[23] Bridson, R., Fedkiw, R., and Anderson, J., “Robust treatment of col-
lisions, contact and friction for cloth animation,” ACM Trans. Graph. (SIG-
GRAPH 2002), vol. 21, no. 3, pp. 594–603, 2002.
[24] Bridson, R., Marino, S., and Fedkiw, R., “Simulation of clothing with
folds and wrinkles,” in Proc. 2003 ACM SIGGRAPH/Eurographics Symposium
on Computer Animation, pp. 28–36, Eurographics Association, 2003.
[25] Brock, D., “Enhancing the dexterity of a robot hand using controlled slip,” in
Proc. 1988 IEEE International Conference on Robotics and Automation, no. 7,
pp. 249–251, IEEE Comput. Soc. Press, 1988.
[26] Bruderlin, A. and Williams, L., “Motion signal processing,” in SIG-
GRAPH, pp. 97–104, Aug. 1995.
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