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2where S is a permutation matrix which performs a controlled shift based on the state of the quantum coin, and C is
a unitary matrix which \ips" the quantum coin. This operation can be visualized by analogy to a classical random
walk. For each iteration of a discrete time classical random walk on a graph, a coin is ipped. The walker then moves
to an adjacent node specied by the outcome of the coin ip. An equivalent process occurs in the quantum random
walk, with the modication that the coin is a quantum coin and can therefore exist in a superposition of states. This
modication can lead to dramatic dierences in behavior between the classical and quantum random walks. However,
it should be noted that if the state of the coin is measured after each ip, then the quantum random walk reverts to
a classical random walk (and similarly if the state of the nodes is measured after every step).
An important feature of the discrete time quantum random walk that has signicance for its use in development
of quantum algorithms, is that by virtue of its denition this walk will be eÆciently implementable on a quantum
computer whenever its classical counterpart is. (By eÆcient we mean that the walk can be simulated by a circuit
with a number of gates that is polynomial in the number of bits (qubits)). This is due to the very similar structure
of both these walks. To illustrate this, assume we have an eÆcient way to implement the classical random walk on
the underlying graph, i.e. to perform the coin-ip and subsequent shift. The shift is conditional on the outcome of
the coin-ip (which determines the direction of the next step), i.e. we have a classical eÆcient circuit which performs
a controlled shift on the basis states. It is straightforward [10] to translate this circuit into a quantum circuit which
performs the unitary controlled shift of Eq. (1). Similarly if there is an eÆcient procedure to ip the classical coin of
the random walk, there will be an eÆcient way to implement a quantum coin. Hence implementation of the discrete
time random walk is automatically eÆcient if the underlying classical walk is eÆciently implementable.
Note that if no measurement is made, the quantum walk is controlled by a unitary operator rather than a stochastic
one. This implies that there is no limiting stationary distribution [2, 11]. Nevertheless, several recent works have
shown that consistent notions of mixing time can be formulated, and have shown polynomial speed up in these
quantum mixing times relative to the classical analog [2, 11]. Another quantity for which quantum walks have shown
speed-up relative to their classical analogs is the hitting time [12, 13]. Under certain conditions this speed-up can
be exponential compared to the classical analogue. We refer the reader to the recent papers [2], [3], [11] and [12] for
some results obtained from discrete time quantum random walks.
Our random walk search algorithm will be based on a random walk on the n-cube, i.e. the hypercube of dimension
n [11, 12]. The hypercube is a graph with N = 2
n
nodes, each of which can be labelled by an n-bit binary string.
Two nodes on the hypercube described by bitstrings ~x and ~y are are connected by an edge if j~x  ~yj = 1, where j~xj
is the Hamming weight of ~x. In other words, if ~x and ~y dier by only a single bit ip, then the two corresponding
nodes on the graph are connected. Thus, each of the 2
n
nodes on the n-cube has degree n (i.e. it is connected to






. Each state in H can be described by a bit
string ~x, which species the position on the hypercube, and a direction d, which species the state of the coin. The






basis vector on the hypercube. S









i hd; ~xj (2)
To completely specify the unitary evolution operator U , the coin operator, C, must also be chosen. Normally, the
coin operator is chosen such that the same coin is applied to each node on the graph. This is the case in previous
studies of discrete quantum walks on the line [2, 3, 14] and on the hypercube [11, 12]. In other words, the coin







is a n  n unitary operator acting on H
C
. If C is separable according to Eq. (3) then the eigenstates of U
are simply the tensor product of the eigenstates of a (modied) coin C
~
k
and of the Fourier modes of the hypercube
(labelled by n-bit strings
~



































jdi [11]. This coin operator is
invariant to all permutations of the n directions, so it preserves the permutation symmetry of the hypercube. The
use of the Grover diusion operator as a coin for the hypercube was proposed in [11], where it was pointed out that
this operator is the permutation invariant operator farthest away from the identity operator [11]. So, heuristically,
it should provide the most eÆcient mixing over states, from any given initial state. The non-trivial eigenvalues and






































































is the equal superposition over the
2
n
nodes, is an eigenvector of U with eigenvalue 1. So repeated application of U leaves the state j 
0
i unchanged.
In order to create a search algorithm using the quantum random walk architecture, we now consider a small
perturbation of the unitary operator U . Specically, we consider \marking" a single arbitrary node by applying a
special coin to that node. In this respect, the coin operator now takes on the function of an oracle. Yet, contrary to
the standard oracle which ips the phase of the marked state in the standard setting of a search algorithm, the oracle
acts instead by applying a marking coin, C
1
, to the marked node and a dierent coin, C
0
, to the unmarked nodes.





























The marking coin, C
1
, can be any nn unitary matrix. For simplicity, we will consider here the case where C
1
=  I.
Then our perturbed unitary evolution operator, U
0

















































Analysis of the eects of this perturbation leads directly to the denition of the random walk search algorithm, as
will be described in the next section.
III. RANDOM WALK SEARCH ALGORITHM
A. Overview of the Algorithm
We dene the search space of the algorithm to be the set of all n-bit binary strings, ~x = f0; 1g
n
. We consider
the function f (~x) = f0; 1g, such that f (~x) = 1 for exactly one input ~x
target
. Our goal is to nd ~x
target
. Using the
mapping of n-bit binary string to nodes on the hypercube, this search problem is then equivalent to searching for a
single marked node amongst the N = 2
n
nodes on the n-cube. For purposes of the proof, we have set the marked




0, but the location of the marked node has no signicance.
The random walk search algorithm is implemented as follows:















. This can be








similar procedure works for the direction space.
2. Given a coin oracle, C
0
, which applies the coin C
0
= G to the unmarked states and the coin C
1
=  I to the













3. Measure the state of the computer in the jd; ~xi basis.
It is our claim that with probability
1
2
  O (1=n), the outcome of the measurement will be the marked state. By
repeating the algorithm a constant number of times, we can determine the marked state with an arbitrarily small
degree of error. In the remainder of this section we provide a proof of this algorithm.





on the initial state j 
0
i. To do this, we will rst simplify the problem by showing that the perturbed





i and j 
1
i, we will show that there are exactly two eigenvalues of U
0
that are relevant (i.e. the
initial state j 
0
i has high overlap with the space spanned by the corresponding eigenvectors, see Theorem (2) and















i can be well-approximated by linear combinations of the initial state j 
0
i and the second state j 
1
i




























which constitutes a very close approximation to the target state j~x
target
i. Finally, we show that each application
of the evolution operator U
0




(Theorem (5)). Hence, the















B. Proof of Correctness
In general, analytic determination of the eigenspectrum of a large matrix is a daunting task, so we will take
advantage of the symmetries inherent in U
0
to simplify the problem. Let us rst show that the perturbed random
walk on the hypercube can be collapsed onto a random walk on the line. Let P
ij
be the permutation operator which







bits of ~x are swapped and the directions d = i and d = j are swapped.
Clearly the unperturbed evolution operator U commutes with P
ij









































































Because the initial state j 
0
i is an eigenvector of P
ij




















preserves the symmetry of j 
0
i with respect to bit swaps. It is therefore useful to dene 2n basis states,































which are also invariant to bit swaps P
ij
. These states span the eigenspace of eigenvalue 1 of P
ij
. Using these
basis states, we can project out all but one spatial degree of freedom and eectively reduce the random walk on the
hypercube to a random walk on the line. This is illustrated in Fig. 1. The marked node corresponds now to jR; 0i.
We can rewrite U , U
0
, and j 
0





jR; xi hL; x+ 1j+ jL; x+ 1i hR; xj (12)






























x (n  x) and where the rst part acts on the space spanned by fjRi ; jLig
and the second part acts on the positions fj0i ; : : : ; jnig on the line. Note that the coin of the collapsed walk is not





jR; xi (  cos !
x+1















= U +U = U   2 jL; 1i hR; 0j (15)
Note that the only dierence between U and U
0






































Since U and P
ij
are mutually diagonalizable, the eigenvectors of U in the reduced space are also bit-ip invariant.








































which are the eigenvectors of U with eigenvalues e
i!
k
in the collapsed (symmetric) space.
Note that both U and U
0
are represented by real matrices; therefore, their eigenvalues and eigenvectors will come
in complex conjugate pairs.
Having determined these general properties of the perturbed matrix U
0
, we now turn to the problem of analyzing
the eigenvalue spectrum of U
0
. Let A be the arc on the unit circle containing all complex numbers of unit norm with
real part greater than 1  2=3n. In other words,
A =

z j Re z > 1 
2
3n
; jzj = 1

(18)
Fig. 2 shows the geometrical representation ofA together with the eigenvalue spectra of the unperturbed and perturbed










. First, we will prove
that there are at most two eigenvalues with real part greater than 1  2=3n. Then we will show that there are at least
two eigenvalues on A. From these facts, it follows that there are exactly two eigenvalues of U
0
on A.
Theorem 2 There are at most two eigenvalues of U
0
with real part greater than 1  2=3n.


















































Let us dene 


















> 3  2=n (20)




















































































i is a normalized vector orthogonal to j 
0
i and j 
 
i. We now observe that, due to the basis invariance of the


































i = 0 (22)

















































i still form a basis for 
, from Eq. (20) it follows that,



















i  1 for all j
i
i. Thus, applying this inequality to the







































i. We can expand j
2



























i = 0, there is no contribution from the eigenvalue with value
1. The eigenvalue with the next- largest real part is e
i!
1









i  1  2=n (27)




































































i  3  2=n : (30)
Since this contradicts Eq. (24), our assumption must be false.
Theorem 3 There are at least two eigenvalues of U
0
on A.































i   h 
0






7So, apart from a small residual, j 
0
i is also \almost" an eigenvector of U
0
with eigenvalue 1. Now, we need to nd a














































































It is straightforward to show that 1 < c
2
< 1 + 2=n for suÆciently large n. Thus, except for a small residual, j 
1
i is
\almost" an eigenvector of U
0
with eigenvalue 1.
Now let us verify that there is at least one eigenvalue of U
0
on A. Let us assume that there are no eigenvalues of
U
0
on A. Then cos!
0
j
< 1  2=3n for all j. Then using Eq. (32),
1  1=2
n 1












































which is wrong for n > 3. Hence our assumption is false and there must be at least one eigenvalue of U
0
on A.


































































































If we use j 
1

















But since j 
0
i and j 
1



































8which is not true for large n. Hence, there must be at least two eigenvalues on the arc A.
As noted above, the eigenvalues and eigenvectors of U
0
come in complex conjugate pairs. In particular the two




























for which this statement is true). We will now show that j!
0
0
i can be well-approximated by linear combinations of
j 
0




























































































i is a normalized vector orthogonal to
j 
0
i and j 
1
i. Furthermore, 1=2  p
0
 1=2   3n=2
n+1






















Proof. Since j 
0
i and j 
1
















































































































Up to a global phase j!
0
0



































































































































































9which in turn implies that e
i














As a last ingredient we need to bound the angle !
0
0
































































. We can expand U
0

























































































































































































































1  x  1  x for 0  x  1. Using the fact that the binomial coeÆcients approach the Gaussian distribution











































, and the matrix element hjU
0






































Next, we evaluate Im hjU
0







































jR;n=2  1i+ h 
0














































































Using sinx = x+O(x
3


































We can now quantitatively describe the overall operation of the algorithm. Starting with initial state j 
0
i, we
consider the state of the computer after t applications of U
0




























































































































where j~ri is some residual normalized vector (not necessarily orthogonal to j 
0
i and j 
1
i) .
Starting with j 
0












steps, we approximately rotate from j 
0
i to j 
1





































Finally, to obtain t
f
in terms of n, we make use of the bounds on !
0
0





























































steps is still p
success
= 1=2 O(1=n). Hence, by repeating
the algorithm a constant number of times, the probability of error can be made arbitrarily small. Note the periodic
nature of the evolution under U
0
(Eq. (60)); this means that if we measure at t > t
f
the probability of success will
decrease and later increase again.
In summary we arrived at the nal result that the marked state is identied after O(
p
N ) calls to the oracle.
IV. CONNECTION TO GROVER'S ALGORITHM
The operation of the random walk search algorithm is similar in many ways to the operation of Grover's search
algorithm. Both algorithms begin in the equal superposition state over all bit strings. Both algorithms make use
of the Grover diusion operator, G, (sometimes known as the Grover iterate). Both algorithms can be viewed as a
rotation in a two-dimensional subspace. Both algorithms use an oracle which marks the target state with a phase





. In both algorithms we have to measure at a specic time
to obtain maximum probability of success. However, there are several important dierences between the two search
algorithms. In this section, we call attention to the ways in which the random walk search algorithm is distinct from
Grover's algorithm and consider how these dierences aect performance and implementation.
It is well-known that Grover's algorithm can be mapped exactly onto a rotation in the two-dimensional subspace
spanned by the equal-superposition state j 
0
i and the marked state j0i [7]. Each iteration in Grover's algorithm
corresponds to a rotation in this subspace. In this paper, we have shown that the random walk search algorithm
11
can also be viewed as a rotation in a two-dimensional subspace. However, there are two important distinctions.
First, the random walk search algorithm can only be approximately mapped onto a two-dimensional subspace. Unlike
Grover's algorithm, this mapping is not exact. Second, the two-dimensional subspace in which the random walk search
algorithm is approximately contained is spanned by j 
0
i and j 
1
i, not by j 
0
i and j0i. Hence, the nal state of the
algorithm is not exactly the pure marked state, j0i, as it is in Grover's algorithm. It is a linear combination of states
which is composed primarily of the marked state, but also possesses small contributions from its nearest neighbors,
second-nearest neighbors, etc. Thus, the random walk search algorithm contains traces of the underlying topology of
the hypercube on which it is based.
Another dierence between the two algorithms is their use of the Grover diusion operator, G. In Grover's algorithm,
this operator is applied to the entire 2
n
-dimensional search space (corresponding to the node space in the random walk
search algorithm). On the other hand, Grover's diusion operator, G, in the random walk algorithm is used as the
quantum coin, and acts only on the n-dimensional coin space. This fact may be of practical use for certain physical
implementations since many physical implementations of quantum computers contain multiple types of qubits, which
have dierent natural gate sets. We could exploit this variety using the random walk search algorithm by choosing
the coin space to be represented by qubits on which it is convenient to implement the Grover diusion operator.
Another similarity between the two algorithms is the implementation of the oracle. In Grover's algorithm, the
oracle marks the target state with a phase of  1. To arrive at this random walk search algorithm, we chose the
marking coin C
1
to be the  I coin. This choice was actually motivated because it yielded a result that was amenable
to analysis, and while the emergence of Grovers algorithm appears natural in hindsight, it was not obvious at the
outset. However, more generally, it is not clear whether this choice of marked coin is either optimal or unique. In
fact, numerical simulations have shown us that many dierent types of marking coins will yield search algorithms.
Unfortunately, analytic treatment of the quantum random walk for more complicated coins has proven substantially
more diÆcult than the instance analyzed here for C
1
=  I. It is an open question what (constant factor) gains might
be made by using dierent marking coins to implement the search.
V. CONCLUSIONS
In this paper, we have shown that the random walk search algorithm can search a list of 2
n











[9]. Thus, up to a constant
factor, the random walk search algorithm is optimal. However, although after repetition of the algorithm a constant
number of times the result is arbitrarily close to the result of Grover's search, the random walk search algorithm is
not identically equivalent to Grover's algorithm. In particular, the nal solution obtained by the random walk search
still retains some of the underlying character of the hypercube on which it was based, with a small admixture of states
other than the solution at the marked node.
The random walk search analyzed here was based on a discrete walk on the hypercube. In general a similar
methodology can be applied to any regular graph, e.g., a two-dimensional hexagonal lattice with periodic boundary
conditions, a three-dimensional rectangular lattice with periodic boundary conditions, etc. We have numerical evidence
indicating that this methodology will yield quantum search algorithms when applied to other regular n-dimensional
lattices. Future studies will investigate the extent of optimality of such search algorithms.
The intriguing possibility of nding novel algorithms based on the random walk also remains an open question.
The results described here indicate that the random walk search algorithm provides a suggestive framework for new
algorithms. Though the optimality of Grover's algorithm precludes the construction of an improved oracle-based
search algorithm based on a quantum walk, nevertheless, many other oracle problems still exist for which a quantum
walk may be advantageous. For instance, the lower bound on quantum search holds only for oracles which provide
\yes/no" information [9]. Our choice of marking coin here has a clear relation to an identiable component of Grover's
algorithm. In general, the marking coin can be an arbitrary nn unitary matrix. The marking coin provides a intuitive
means by which to introduce a large amount of information to an oracle problem. Thus, it is possible that unique
coins with interesting properties may give rise to an entirely new algorithm. Overall we conclude that the quantum
random walk provides a means for insight into existing quantum algorithms and oers a potentially vast source for
development of new algorithms.
12
FIG. 1: Collapsing a random walk on the hypercube to a random walk on the line. States on the hypercube are mapped to
state on the line based on their Hamming weight and the direction in which they point (see text).
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FIG. 2: The results of numerical spectral analysis of U and U
0


















ji. The position of the eigenvalue is denoted by a cross.
