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Nous etudions les langages B un compteur, c’est-g-dire, les langages appartenant g Rocl, le 
cBne rationnel engendrt par Di*, le langage de semi-Dyck sur une lettre. Nous montrons que 
tout ginCrateur de Rocl est bifidele et qu’il existe un langage B un compteur qui domine tous 
les autres par transduction rationnelle prbservant les longueurs. Nous &ablissons, ensuite, que 
le lemme d’itbation des langages lin6aires est presque vrai pour les langages g un compteur. 
Enfin, nous prouvons que Rocl ne contient aucune FAL non rationnelle et que, si Rocl est 
inclus dans la plus petite FAL contenant un cane rationnel L clos par union, alors Rocl est 
inclus dans L. De mtme, si Rocl est inclus dans la plus petite FAL close par substitution 
contenant un c6ne rationnel algtbrique L, alors Rocl est inclus dans L. 
We study restricted one-counter languages, that is, languages belonging to Rocl, the full trio 
generated by D;*, the restricted Dyck language over one pair of parentheses. We show that 
every generator of Rocl is a bifaithful one and that there exists a one-counter language which 
dominates the other ones by length-preserving rational transduction. Then, we establish that 
the pumping lemma for linear languages is almost true for restricted one-counter languages. 
Finally, we prove that Rocl contains no nonrational AFL and, if Rocl is included in the 
smallest full AFL containing a full semi-AFL L, then Rocl is included in L. If Rocl is 
included in the smallest full AFL closed under substitution containing a context-free full trio 
L, then Rocl is included in L. 
INTRODUCTION 
Le rsle privilCg% que joue, en thtorie des langages, Alg, la famille des langages 
algkbriques (context-free languages) vient des rapports tr&s &roits qui lient cette 
famille aux diverses branches de l’informatique. L’itude des langages algkbriques 
conduit naturellement ti s’intlresser aux sous familles de Alg. Les plus connues sont 
obtenues en ajoutant des restrictions simples aux grammaires algibriques (c’est le cas 
pour Lin, la famille des langages liniaires) ou aux automates h pile. Ainsi, la famille 
des langages i un compteur, notke Rocl, est obtenue en considtrant des automates 
dont l’alphabet de pile ne contient qu’un ClCment. Cette famille admet une autre 
dCfinition tr&s simple. 11 a, en effet, etc dimontrC que Rocl est le plus petit cBne 
rationnel (famille fermke par transduction rationnelle) contenant Di*, le langage de 
semi-Dyck sur une lettre, engendrC par la grammaire S + SS, S + aSb, S --t E. 
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L’intCrCt de l’etude des langages a un compteur est renforce par les rapports qui 
existent entre ces langages et les problemes de synchronisation (cf. [20]). Un bon 
nombre de ces problemes peut, en effet, s’exprimer par un langage qui est une inter- 
section finie de langages a un compteur et il est bien connue que le fameux 
reachability problem pour les systemes d’addition de vecteurs est decidable si et 
seulement si le plus petit cone rationnel clos par intersection contenant 0; *, est 
inclus dans la famille des langages recursifs. 
11 n’est done pas etonnant que de nombreux auteurs se soient interesses aux 
langages a un compteur. Ainsi, il a Ctt demontre que D;* Ctait un langage d’index 
inflni [30, 3 1, 331; Greibach [ 151 a etabli que tout generateur de Rocl posstde un 
facteur it&ant (cf. aussi [2]); Autebert [ 1 ] a proud la non-principalite de Rocl en 
tant que cylindre. On sait, aussi, que tout gentrateur de Rocl est effacable [ 121 et que 
tout langage a un compteur est Parikh-borne [27], c’est-a-dire contient un langage 
borne de meme image commutative. De nombreux autres resultats concernant la 
famille Rocl existent dans la litterature (cf., par exemple, [3, 6, 14-16, 181). 
Dans la section I, nous Ctudions les generateurs de Rocl et nous demontrons que, 
contrairement aux generateurs de Lin, ils sont tous bitideles, c’est-l-dire qu’ils 
dominent par transduction rationnelle bifidtle tous les langages a un compteur. Ces 
transductions qui sont a la fois d’image linie (l’image de chaque mot est un langage 
tini) et lidele (l’image inverse de chaque mot est tinie) sont les seules qui puissent 
s’etendre aux mots infinis. Nous etablissons, ensuite, que le langage L’ = D;* U D;*b 
domine tous les langages de Rocl par une transduction rationnelle preservant les 
longueurs. 
Dans la deuxitme section, nous montrons que le lemme d’itbation des langages 
lineaires est presque wai pour les langages i un compteur. Nous en deduisons que 
0: = {w E {a, b} */I w IQ # 1 wlb} n’appartient pas a Rocl ce qui ambne a conjecturer 
que tout langage a un compteur commutatif est rationnel. 
La section III est consacree aux produits de langages dans Rocl. Le rtsultat de 
base est le suivant: si L, et L, sont des langages non rationnels tels que 
L, # L, E Rocl, alors L, E SF(I:) et L, E %?(F,*), oti 1: (resp. F,*) est l’ensemble des 
facteurs gauches (resp. droits) des mots de D;*. Ceci nous permet de montrer que 
Rocl est sans Ctoile et que Ocl =Y(Rocl), la plus petite FAL contenant Rocl est 
sans substitution. 
Dans la derniere section, nous etablissons pour D;*, une propriete qui se revele 
utile quand on doit comparer Rocl a d’autres familles de langages: si 9 est un cone 
rationnel clos par union, D;* E F(9) implique D;* E 9. Ce resultat peut etre 
precise si on se restreint aux langages alglbriques. En Ctablissant que tout langage 
algebrique L, verifiant L E 0; * E F(L), l’ensemble des facteurs de L, domine ration- 
nellement 0: *, nous sommes en mesure d’en deduire: Si 0; * E FU(.Y), la plus petite 
FAL close par substitution et contenant le cone rationel algbbrique V, alors 
0; * E 9. En prenant 9 = Lin, la famille des langages lineaires, nous retrouvons 
immediatement que 0; * n’appartient pas i YO(Lin), la famille des langages 
quasirationnels. Enfin, nous montrons que D;* est tgal au shuffle de CF par lui- 
m2me (C, = {a”b”/n > 0}), ce qui entraine que le resultat precedent n’est plus vrai si 
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on remplace la substitution par l’intersection (mi$me si on considire des cones 
rationnels tideles), puisque 0: * E Sr-&(C,)\$F(C,) 
D$%itions 
Nous noterons IN,, l’ensemble des entiers positifs et N = IN + U (0). Pour tout 
alphabet Y et tout mot w E Y*, (WI designera la longueur de w et pour y E Y, ) WI,, est 
le nombre d’occurrences de y dans w. Le mot vide, de longueur zero, sera note E. 
Pour w, w’ E Y*, posons: 
FG(w) = {w,/3w,, w, w2 = w} l’ensemble des facteurs gauche8 de w, 
FD(w) = (w,/3w, , w, w2 = w} l’ensemble des facteurs droits de w, 
F(w) = { w,/3w,, w3, w1 w2 w3 = w} l’ensemble des facteurs de w, 
wTw’={w,w’~~~w~w’/w=w~~~~w~,V~E{~ ,..., k},wi~Y}, 
w Lu w’ = (w, w; *** w,wyw = WI *** Wk, w’ = w; **a w;, wi, w; E Y*}, 
le shufle de w, et w2. 
Ces operations sont &endues aux langages de la manibre suivante: Pour 
L, L’ c y*, 
FG(L)(resp. FD(L), F(L)) = {w’ E FG(w)(resp. FD(w), F(w))/w E L}, 
L LLI L’ = {w LLI w’/w E L, w’ EL’}, 
L~L’={~,~~~~~~,W~/~=W,~~~W~EL,V~E{~,...,~},W~EY,W~EL’}. 
Nous dirons qu’un homomorphisme h de X* dans Y* est 
afphabktique si h(X) E YU (E}, 
strictement alphab&ique si h(X) SE Y, 
non eJj’%~ant si h(X) c Yf, 
limite’ sur R s X* s’il existe k E N tel que w E F(R) et h(w) = E entraine 
IwIGk. 
Pour les transductions rationnelles, nous prendrons comme definition la carac- 
terisation qu’en a donne Nivat dans [30] (cf. [4]). 
Une relation t”~ X* x Y* est rationnelle s’il existe un alphabet 2, un langage 
rationnel R G 2” et deux homomorphismes (alphabttiques) h et g tels que 
5” = {(h(u), g(u))/u E R 1. 
La transduction r de X* dans Y* canoniquement associee a I^ par VW E X*, r(w) = 
(w’/(w, w’) E t^} = g(h-‘(w) n R) est une transduction rationnelle. 
La transduction T de X* dans Y* est dite 
fiddle si Vv E Y*, t-‘(u) = {w E X*/(w, v) E f} est tini, 
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JimageJinie si Vw E X*, r(w) est fini, 
bl#dt?le si elle est fiddle et d’image finie, 
croissante si VW E X*, Vu E r(w), I2,I> 1 w (. 
Une famille de langages p est un cbne rationnel (resp. j?dile, d’image Jnie, 
blj?df?le) si et seulement si 9 est ferme par transductions rationnelles (resp. fidiles, 
d’image finie, bifideles). 
Pour toute famille de langages 9, nous noterons S??(y) (resp. ~‘c(4p), f?(@, 
g”(y), g”(9)) le plus petit cone rationnel (resp. tidtle, d’image finie, bifrdtle, clos 
par union) contenant 9 (nous conviendrons de remplacer y par L si Y ne contient 
que le langage L). 
Si 9 = Q(L) (resp. Q’(L), V”(L)) nous dirons que Y est un cone rationnel (resp. 
fiddle, bifidele) principal et que L est un gh&ateur (resp. fiddle, bifidele) de Y. 
Le langage 0; * = W {a4*llwl,,=I lb t w e w’ E I;G(w) entraine 1 w’l, > I w’ lb}, 
appelt langage de semi-Dyck sur une lettre est un generateur tidele de la famille des 
langages a un compteur, Rocl = ‘%?(D~ *) = Q’(Di *). Nous poserons Z: = FG(Di *) 
et Ff = FD(D;*). 
Nous designerons, respectivement, par Rat, Lin, Alg les familles des langages 
rationnels, lineaires, et algtbriques (ou context-free). 
Soient 9, 9’ deux familles de langages. Une substitution s de&tie sur un alphabet 
Y est une P’kbstitution si pour tout y E Y, le langage s(u) appartient a 9’. Nous 
noterons 
9 Cl p’ = {s(L)/L E 9, s est une 9’-substitution}, 
T(9) = Rat 0 q(9), la FAL engendrie par g, c’est-l-dire le plus petit 
cone rationnel ferme par union, produit et etoile, contenant 9. 
FO(9), la plus petite FAL fermee par (9--) substitution, contenant 9. 
%$,(_CP) (resp. @,(9), F&(p)), le plus petit cone rationnel (resp. fiddle, 
fiddle et clos par union et etoile) contenant Y et ferme par intersection. 
Pour deux langages L, L’ inclus dans Y*, posons 
LL’_’ = {w E y*/3 W’EL’, ww’EL)=L/L’, 
L-‘L’ = {w E Y*/3w’ EL, w’w E L’}. 
Nous dirons que L est un IRS-langage, s’il ne possede pas de facteur it&ant, c’est- 
a-dire si tout langage rationnel inclus dans L est fini. 
Un transducteur skquentiel est un 6-uple M = (X, Y, Q, qo, *, -), oti X et Y sont des 
alphabets, Q un ensemble fini d’etats, q. E Q est Mat initial, “*” et “m” sont deux 
applications partielles de meme domaine inclus dans Q x X ti valeur, respectivement, 
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dans Y* et Q. On &and ces deux applications sur Q XX* en posant: Vq E Q, 
q*c=cetq-e=qetVwEX*,xEX,qEQ, 
q * wx = non defini si q * w non dlfini, 
= (q * w)(q a w) * x, sinon; 
q . wx = non defini, si q - w non detini, 
= (q * w) * x, sinon. 
L’application sbquentielle s, associee au transducteur, est detinie par Vu E X*, 
S(U) = q0 * u. 
Cette application est fid&e si Vu E Y*, s-‘(u) est fini. Elle est alphabktique si 
Vq E Q, Vx E X, soit q * x est non d&i, soit q * x E Y U {E}. 
I. SUR LES GENERATEURS DE ROCL 
Pour tout cone rationnel principal 9, on peut se demander si on a besoin de tome 
la puissance des transductions rationnelles pour engendrer ce cone i partir d’un seul 
langage. Plus precisement, pour un type particulier de transduction rationnelle, on 
peut se poser deux questions: 
(i) Existe-t-i1 un generateur L qui domine chaque langage de L@ par une 
transduction de ce type? 
(ii) Tout generateur de 4p domine-t-i1 chaque langage de 9 par une 
transduction de ce type? 
Plusieurs resultats des langages sont des reponses a ces questions. Ainsi, l’ex- 
istence, pour Alg, d’un hardest language [ 141 et le fait que tout cone rationnel prin- 
cipal posdde un generateur sequentiel [25] peuvent 2tre relies a la question (i). De 
meme, en relation avec la question (ii), il a et& montre que tout generateur algebrique 
est un generateur fiddle [ 7, 111 et que tout generateur de la famille, Lin, des langages 
lineaires est un generateur sous-sequentiel [25]. 
Nous allons, d’abord, ltablir que tout glnerateur de Rocl est un generateur bifidele. 
Ce resultat a CtC demontrt dans [25] pour les generateurs algebriques en exhibant un 
IRS-generateur bifidele. Le fait que tout generateur de Rocl contienne un facteur 
it&ant [ 151, interdit d’utiliser la m&me methode. On peut, cependant, demontrer pour 
0; * un lemme que nous avions etabli, dans [25], pour tout IRS-langage. 
LEMME 1. Si D;* E CT(L) (resp. SF’(L)), alors D;* E Vif(L) (resp. gb’(L)). 
D&onstration. Si 0; * E q(L), il existe un langage rationnel R G Z* et deux 
homomorphismes alphabitiques h et g tels que D;* = g(h-‘(L)n R) et Vz E Z 
h(z) g(z) # E. Soit k le nombre d’etats de l’automate deterministe minimal qui 
reconnait R. Posons Z, = {z E Z/h(z) = E), R’ = R\Z*ZikZ* et K = {ak, bk}*. 
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Montrons, d’abord, que L’ =D;* nK est inclus dans L” = g(h-‘(L)n R’). 
Comme R =R’VR” avec R” = R n Z*ZikZ”, 0;” = g(h-‘(L)nR’)U 
g(h -l(L) n R “) et il sufftt de prouver que K n g(h-‘(L) n R “) = 0. Pour cela, 
considerons w = g(ul vu*) E g(h-‘(L) n R”) avec ZJ E Zi” et u, uu2 E h-‘(L) n R”. 
Alors, u peut se factoriser en 2, = u, vzul v4 v5 avec v2, u4 E Z,+ et 
u1 uI v;v3 vi v5 u2 G R”. Comme h(u, u1 v~uXv~u5 uJ = h(u, vu,) E L, nous en 
deduisons que g(u,u,) g(v:) g(v& g(v:) g(v,u,) g g(h-‘(L) n R”) ED;*, avec 
g(uz) et g(vJ # E verifiant ] g(v,)(, = 1 g(u,)], et ] g(v4)Ja = ] g(u,)(,. Done il existe 
i < 2k tel que ba’b soit facteur de g(u), ce qui entraine que g(u) ne peut pas etre 
facteur d’un mot de K et w = g(u, vu,) 6Z K. Nous obtenons, done, L’ = 0; * n K E 
L” = g(h-‘(L)n R’) E D;*, ce qui implique L” n K = 0; * n K. Par construction 
de R’, L” E SFif(L) et si, de plus g est limit& sur R, il est, a fortiori, limite sur R’ et 
L” E SF”(L). La demonstration se termine en remarquant que 0; * E GFbf(Lrr). En 
effet, prenons I’homomorphisme 0 dtfini par $(a) = a2k et 4(b) = b2k. Alors, il est 
facile de verifier que D;*=#-‘(D;*nK)=#-‘(L”nK). fl 
Montrons, maintenant, que, contrairement i Sym = { WR/w E {a, b} * }, 0; * est un 
genbateur bifidele. Plus precisement, z &ant une nouvelle lettre, nous allons etablir 
que D{* est un genbateur sequentiel de Rocl; c’est-a-dire, 
LEMME 2. Pour tout langage L E Rocl, il existe une application stfquentielle 
alphabitique et fidt?e s telle que s(Di*z) = L. 
De’monstration. Comme L E SF”(D~ *) [ 111, il sufftt de montrer qu’on peut passer, 
par une application sequentielle alphabetique et fiddle, de 0; *z A L’z avec L’ = 
{-GYI* (D;* r {-GYP*) [251. C onsiderons I’homomorphisme h dlfini sur Z = 
{a,b,x, y,z} par h(a)=a3b2, h(b)= b, h(x) =ab, h(y)=a*b* et h(z)=z. Alors, 
V= h(Z) est un code prefixe qui vlrifie 0; *z n V* = Di *z n FG( V*). D’apres [25, 
lemme 31, il existe une application sequentielle alphabetique et fiddle s telle que 
s(D; *z) = h-‘(Di *z). Pour achever la demonstration, il suffrt de verifier que 
h-‘(D;*z) est egal a L’z. I 
Remarquons que z, le marqueur de fin, est nbcessaire dans l’enonce du lemme 
precedent. On peut, en effet, montrer qu’il n’est par &rifle pour 0; * ni pour les 
autres ginerateurs classique 0; = aDi*b et L = Di*b. D’autre part, c’est un 
probleme ouvert de savoir si, comme pour les langages liniaires, pour tout genirateur 
L de Rocl et tout marqueur de tin #, L# est un generateur sequentiel. De m&me, on 
ne sait pas si, comme pour les generateurs algebriques, tout generateur de Rocl est un 
generateur fonctionnel. 
Prenons, maintenant, un gCnCrateur L de Rocl et un langage A un compteur L’. 
Comme D;* E Vf(L) [ 121, le lemme 1 entraine D;* E SFbf(L) et done 
0; *z E gbf(L), mais d’apres le lemme precedent, L’ E GF”(Di *z) c GFbf(L). Nous 
pouvons done lnoncer 
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PROPOSITION 3. Tout generateur L de Rocl est un generateur bifdele, c’est-a-dire 
que pour tout L’ E Rocl, il existe une transduction rationnelle bt@dele t telle que 
L’ = t(L). 
En utilisant les rlsultats de Leguy sur les transductions rationnelles decroissantes 
[28, 291, on peut prtciser ce rbultat. 
PROPOSITION 4. Soient L un generateur de Rocl et L’ E Rocl. Alors, il existe un 
langage rationnel R, un homomorphisme strictement alphabetique h et un 
homomorphisme alphabetique g, limit6 sur R tels que L’ = g(h-‘(L) n R). 
Montrons, maintenant, I’existence dun generateur particulier de Rocl qui domine 
tous les langages i un compteur par transductions rationnelles conservant les 
longueurs. Clairement, 0; *, le langage de semi-Dyck sur une lettre engendre par la 
grammaire: S + SS, S + aSb, S -+ E, ne contient que des mots de longueur paire et 
done, ne peut pas convenir. 11 en est de m&me du langage du Lukasiewicz, ,? = 0; *b, 
engendre par S -+ aSS, S + b. Par contre, en posant t’ = i U 0: *, nous obtenons 
PROPOSITION 5. Pour tout langage a un compteur L, ii existe une transduction 
rationnelle z conservant les longueurs telle que L = @I). 
Demonstration. Montrons, d’abord, que 0: * est un generateur croissant, c’est-a- 
dire qu’il domine tout langage i un compteur par une transduction rationnelle 
croissante. Prenons L’ E Rocl = @“(D; *). Alors, il existe un langage rationnel 
R c Z* et deux homomorphismes non effacant h et g tels que L’ = g(h-‘(D; *) n R). 
Clairement, il sufit de montrer qu’on peut passer de 0; * g L = h - ‘(Di *) par une 
transduction rationnelle croissante. Posons X = (a, b}, Z = {z, ,..., z,}, VW E X*, 
d(w) = 1 w_la - 1 w_lb, d(w) = inf{d(w’)/w = w’w”}. Pour tout i E { l,..., n}, notons di = 
d(h(z,)), di = -d(h(z,)) et ri = ( h(zi)l* Soient r = sup{ri/i E 1 l,..., n) 1, Q = {qo,-, qzr), 
d=Qx(XU{&})~Z~QetpouriE{1,..., 4) dtfinissons l’homomorphisme IZi sur 
A par n,(Y) = Yi si Y = (~1 y ~2, ~3 3 ~4) E Aa 
Posons 
Y,={(q,,~,z,,q~)EA/i>(?,etj=i+d,<r}, 
Y,={(qi,a,z,,qj)EAlj=i+d,-Rio), 
Y3 = {(qi, b, zl, qj) E A/i < d, etj= i + dt + r), 
Y= Y,U Y,U Y3. 
Considerons, maintenant, le langage rationnel sur A*. 
R= IY, **’ Y,/VS E 1 I,..., k1, Y, E K K(Y,) = 17,(Y,+ I) 
si s < k et D,(y,) = n4(yk) = q,,}, 
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La transduction rationnelle r de X* dans Z* dttinie par: Vu E X*, 7(u) = 
mK’(4 n K) est une transduction croissante puisque Z7, est strictement 
alphabetique et ZZ, est alphabetique. 
Verifions l’egalite h- ‘(D; *) = 7(D; *). Pour cela, montrons d’abord la propriete 
(Zt designe FG(D; *)). 
(*) Si y E FG(K) avec ZZz(y) E Zf, alors h 0 ZZ,(y) E ZF et d 0 h o ZZ,(y) = r x 
d o n,(y) + 1 avec 1= o si y = E, ZZ,(y”) si y = y’y” avec y” E Y. 
Raisonnons par induction sur la longueur de y. Si y = E, il est clair que la propriete 
(*) est veritiee. Prenons, done, y = y’(q,, x, zI, qj) E FG(K) avec n,(y) E ZF. Alors 
y’ E FG(K) et ZZ*(y’) E Z: et l’hypothese de recurrence implique que w’ = 
h 0 ZZ,(y’) E Z;” et que d(w’) = r x d o If,(y’) + i > i. Posons w = h o ZZj(y) = w’h(z,) 
et distinguons trois cas pour x. 
(1) _ x = E. Par definition de Y et_K, i > & et j = i + dl. Done J(w) = inf{&w’), 
d(w’) + d,} = 0 puisque d(w’) = 0 et d, - d(w’) < d, - i < 0, ce qui entraine w E ZT. 
En outre, d(w) = d(w’) + dt = r x d 0 Zl*(y’) + i + d, = T x d 0 17,(y) f j. 
(2) x = a. Alors, j = i + d, - r 2 0, ce qui implique i > & et done d(w) = o et 
wEI,*. De plus, d(w)=d(w’)+d,=rxdofl,(y’)+i+d,=rXdol7,(y)+ 
i + d, - r puisque n,(y) = ZZ,(y’)a et d(w) = r x d 0 n,(y) + j. 
(3) x=b. Alors i < (?,, j=i+ d,+ r, et comme ZZ2(y)=ZZz(y’)bEZF, 
d o n,(y’) > 1, done d(w’) >, r + i. Comme d, < I, on en dtduit que w = w’h(z,) E ZF. 
En outre, d(w) = d(w’) + d, = r x d o l7*(y’) + i + d, = r x d 0 n,(y) + i + d, + r = 
rxdoZZ,(y)+j. 
Prenons, maintenant, u E 7(D; *) = II,(ZI; ‘(0; *) n K). Alors, v = n,(y) avec 
yE K et ZZ2(y)E D;*. D’apres la propriete (*), h(v) E ZT et do h(v) = r x d 0 
ZZ,(y) + 1 avec d o n,(y) = 0 puisque n,(y) E 0; * et 1= 0 puisque y E K, done 
doh(u)=oeth(v)ED;*, ce qui entraine u E h-‘(Dj *) et 7(D; *) c h-‘(Di *). Pour 
ttablir l’inclusion inverse, nous utiliserons la proprietl. 
(**) Soit 2 E Z* tel que h(z) E I;“, alors il existe y E FG(K) tel que 
Z&(Y) E Z:, n,(Y) = z et doh(z)=rXdol7,(y)+I avec l=o siy=c,17,(y”) si 
y = y’y” avec y” E Y. 
Raisonnons par induction sur la longueur de z. Si z = E, la proprieti (**) est 
verifiee en choisissant y = E. Prenons, done, z = z’zl avec h(z) E ZF, ce qui entraine 
h(z’) E Z: et I’hypothbe de recurrence implique l’existence de y’ E FG(K) tel que 
ZZ,(y’) E ZT, ZZj(y’) = z’ et d 0 h(z’) = r X d 0 II, + i. Distinguons trois cas: 
(1) i 2 L?~ et j = i + d, < r. Alors y = y’(ql, E, z,, qj) E FG(K) et v&tie ZZ,(y) = 
ZZ,(y’) E I;“, Zi’,(y) = ZZ,(y’) zI = z et d 0 h(z) = r x d 0 IZ,(y’) + i + d, = r x do 
NY) + .i 
(2) j = i + d, - r > o. Alors y = y’(qi, a, zI, qj) E FG(K), 17,(y) = 
WY’) a E II*, n,(Y) = n,(Y’) z, = z’zt = z et do h(z) = d o h(z’) + dt = r x do 
n,(y)- r+i+d, = rXdoIl,(y)+j. 
22 MICHELLATTEUX 
(3) i<dt. Prenons j = i + dt + r et y = y’(q,., b, zl, qj) E FG(K). Alors, 
Z-Z,(Y) = n,(Y) ZI = z et d0h(z)=rXdol7,(y)+r+i+d,~rXdoZZ,(y)+j. 
D’autre part, comme h(z) = h(z’) h(z,) E ZF, on a do h(z’) > d,, ce qui entraine 
d o ZZ,(y’) > 1 puisque at > i. Nous en deduisons que ZZ,(y) = Z&(y’) b E Zf. 
Prenons, maintenant, z E h-‘(D; *). Alors h(z) E ZT et la propriete (w) entraine 
qu’il existe y E FG(K) avec n,(y) = z, n,(y) E Zf et d o h(z) = o = r X d o l7,(y) + 1. 
Nous en dbduisons que d o n,(y) = o, done n,(y) E 0; * et 1= 0, done y E K et 
z = ZZ,( y) E ZZ,(ZZ; ‘(0; *) ~7 K) = r(Di *). Nous avons, done, dtmontre l’egalite 
entre t(D;*) et h-‘(D;“), ce qui entraine que D;* est un generateur croissant. 
En utilisant la caracterisation des transductions rationnelles croissantes de Leguy 
[28], il est facile de voir que, pour toute transduction rationnelle croissante 8 et tout 
langage L’, il existe une transduction rationnelle 8’ preservant les longueurs telle que 
B’(L) = C?(L’) avec L = c*(L’ T c*), oti c est une nouvelle lettre. Pour achever notre 
demonstration, il nous reste done, h demontrer qu’on peut passer de i’ a L = 
c*(Di * T c*) par transductions rationnelles preservant les longueurs. 
Considerons les homomorphismes h 1, h, d&finis sur {a, b, z} par h,(a) = h,(a) = a, 
h,(b) = h,(b) = 6, h,(z) = ub, h*(z) = cc. Alors, L’ = h,(h;‘(D;*)) = (c’)* 
(D;* T (c’)*). Prenons, maintenant, X’ = (a’, b’}, A =XUX’ U {c, c’} et le langage 
rationnel B = (XU {c}) * LU (X’c’)*. Definissons les homomorphismes g, et g, sur d 
par: 
VX E xv {c}, g,(x) = &(X) =4 g,(x’) = x, et g,(u’) = cu, g,(b’) = cb, g2(c’) = E. 
Pour tout mot u E B, gl(u) et g2(u) ont la m2me longueur et il est facile de verifier 
que L, = g2(g;‘(L’)nB) est egal a {wEL/Iwl, est pair}. 
On pourrait montrer de la mime facon qu’on peut passer de L a L, = (w E L/I w IC 
est impair} par transductions rationnelles prtservant les longueurs. Comme Di* = 
LI f-l (X2)*, i=t’n(X’)*b, et que L=L,UL,, la demonstration est 
terminee. I 
En utilisant la caracterisation de ces transductions rationnelles due a Eilenberg 
[lo] (cf. aussi [28]), on obtient immediatement 
COROLLAIRE 6. Pour tout Iunguge d un compteur L, il existe un lunguge 
rutionnel R et deux homomorphismes strictement ulphubhtiques h, g tels que L = 
g(h-‘(L’)nR). 
Le mCme raisonnement permet de montrer un resultat analogue pour les langages 
de g(D,*), le cone rationnel engendre par D F, le langage de Dyck sur une lettre. On 
prend, alors, comme generateur le langage 0: u D:b. Par contre, pour Alg et Lin, 
on ne sait pas, pour l’instant, si on peut obtenir la m2me propriete. 
II. UN LEMME D'ITkRATION POUR LES LANGAGES ti UN COMPTEUR 
Le premier lemme d’ittration pour les langages de Rocl est dQ a Boasson [6] et a 
permis, entre autre, de montrer que D f, le langage de Dyck sur une lettre n’appartient 
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pas a la famille Rocl. Now allons ttablir un autre lemme d’itiration qui est loin de 
caractiriser les langages de Rocl (cf. par exemple [4]). Cependant, ce resultat, trh 
simple a Inoncer, se rivele tres utile. 
PROPOSITION 7. Soit L un langage de Rock. Alors, il existe un entier positif N tel 
que tout mot w E L, de longueur 1 WJ > N se factorise en w = xuyvz avec uv # E, 
lxuvzl <N, et Vn > 1, xzYyv”z EL. 
Dtfmonstration. Si L E Rocl, d’apres le corollaire 6, il existe un langage rationnel 
R G Z* et deux homomorphismes strictement alphabitiques h, g tels que L = 
g(h-‘(i’) n R). Soient M = (Q, Z, *, q,, , F) un automate fini deterministe qui 
reconnait R et k le nombre de ses etats. Posons N = 2k3 et prenons w E L avec 
1 w I> N. Alors, w = g(a) avec (x E R, 1 a( = I w 1, et h(a) E L’. Posons a = j3a’y avec 
I/?] = I yI = k3 et distinguons trois cas: 
(1) Pour tout facteur gauche /I’ de /I, d 0 I@‘) = I h@‘)I, - Ih(/3’)lb < k2. 
Posons /3=& ...p, avec t=k3 et ViE {l,...,t}, PiEZ, qi=qo*p1 “*pi et di= 
d 0 h& ,..., pi). C omme Q posstde k elements et que chaque di est inferieur a k2, il 
existeo<r<s<ttelsque(q,,d,)=(q,,d,).Posonsp’=P,...P,,6=p,+,...P,,et 
P”=P%+l . . . /3(a’y. Alors, /?‘6*p” E R et, comme d 0 h(6) = 0, l@‘S*/?“) G L’. On 
obtient le resultat annonce en prenant x = g(p’), u = g(6), y = g@?“), et v = z = E. 
(2) Pour tout facteur droit y’ de y, d o h(f) > -k2. Ce cas se traite de la m2me 
facon que le cas precedent. 
(3) Sinon /3 se factorise en p(1) ... p(k’)/I’, y se factorise en y/y(l) a.. y(k2) 
avec Vi E { l,..., k’}, d 0 h@(i)) = 1 et d 0 Q(i)) = -1. Posons q; = q,, * pa’y’ et Vi E 
{l,..., k’}, qi = q,, * p(1) **a /3(i), qf = qi * y(l) ..a y(i). 11 existe o < r < s < k2 tels que 
(4,, 4:) = (qs, 4;). Posons y1 =P(l) .e. P(r), y2 =p(r + 1) ... B(s), y3 =P(s + 1) +.. 
/3(k2)j3’a’y’ y(l) ..a y(r), y4 = y(r + 1) a.. y(s), et y5 = y(s + 1) ..a y(k2). Alors 
y1 y2*y3 y:y5 G R et, comme d 0 h(y,) = -d 0 h(y,) > 0, Vn > 1, h(y, Y; y3 y4ny5) E i’. 
On obtient, done, le resultat annond en prenant x = g(yl), u = g(y,), y = g(y,), 
0 = g(G et z = g(0 I 
Si on impose, en plus, que xyz EL, on retrouve le lemme #iteration pour les 
langages lineaires qui, clairement, n’est pas verifie par les langages de Rocl (il est 
utilise pour montrer que 0; * nest pas un langage lineaire). On voit, cependant, qu’il 
est facile de deduire de la proposition precedente que Df 6~5 Rocl. En fait, on peut 
obtenir un resultat plus fort. Considbons, en effet, OF, le complementaire de D:, le 
langage de Dyck sur une lettre. On obtient 
COROLLAIRE 8. E;“= {WE {a,b}*/lwl,#lwl,} n’est pas un langage 6 un 
compteur. 
Dimonstration. Nous allons Ctablir, en fait, que L = {a”bPaq/n + q # p} = 0; n 
a*b*a* 6Z Rocl. Supposons que L E Rocl et soit N l’entier de la proposition 7. 
Alors w = aNb2N+N’aN E L et w se factorise en xuyvz avec ]xuvz] < N, ce qui 
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entraine xwz E a* et uv = a’ avec 1 < t < N. Prenons n = 1 + N!/t E IN. 11 est clair 
que xu”yv”z = aib2N+N’ d avec i + j = 2N + N! , d’oi la contradiction. I 
Comme 0: est, parmi les langages commutatifs, un langage minimal pour la 
transduction rationnelle [24], le corollaire 8 nous incite i Cnoncer 
CONJECTURE 1. Tout langage commutatif de Rocl est rationnel. 
Supposons, maintenant, que Lz appartienne a Rocl avec L C_ a*b*. Comme tout 
langage algebrique non rationnel inclus dans a*b* domine rationnellement l’un des 
langages L, = {a”bP/n > p > o}, L, = {a”bP/n # p}, L, = {a”bP/o Q n < p} [5], en 
verifiant au moyen de la proposition 7 qu’aucun des langages L$ , LL , L: n’appar- 
tient a Rock on obtient 
COROLLAIRE 9. Soit L un langage inclus duns a*b*. Alors L2 E Rocl implique 
L E Rat. 
III. ROCL EST SANS BTOILE 
Une famille de langage 9 est sans produit si L, # L, E 9 implique L, ou L, 
rationnel; de meme 9 est sans ktoile si (L ,#)* E ip implique L, E Rat, la famille 
des langages rationnels (# est un marqueur qui n’apparait pas dans L, et L2). 
Greibach a montre que Lin est sans produit. De meme, Q(DT), le cone rationnel 
engendre par D f, est sans produit [22]. Par contre, ce n’est pas le cas de Rocl. 
Considerons, en effet, les langages 1: et F: ensembles des facteurs respectivement 
gauches et droits des mots de Di*. 11 est, alors, facile de verifier 
PROPOSITION 10. Le langage IT # Ff est &gal 6 0; * LLI a* # b* et done appar- 
tient ti Rocl. 
De’monstration. Comme tous cone rationnel est clos par shutYe avec un langage 
rationnel, 0; * LU u* # b* E Rocl et il sufit d’ttablir l’egalite ZT # F,* = 
D;* Lua*#b*. 11 est clair que Zf=D;* LUU* et que F:=Di* ul b*. Done 
1; LU F; = (D;* LU a*) # (D;* LLI b*) s. (D;*)2 LU a* # b* = D;* LLI a*# b*. 
Reciproquement, si w E 0; * UJ a* # b*, il existe i, j E N et u E Di* tels que w E 
u LU a’# ff’. Done, il existe u,, u, tels que u = u,u, et w E (u, LLI a’) # (u, LLI d) 
avec u,EZ: et u,Luu’EI,*Luu*=I~, u,EF:, et u,wb/EF;F, ce qui entraine 
wEI;#F:. I 
Montrons maintenant, que le langage ZT #F: domine tout produit de deux 
langages non rationnels qui appartient a Rocl. Plus prtcistment, on obtient 
PROPOSITION 11. Soient L, c XF et L, G XT deux langages non rationnels avec 
X, n X2 = 0. Alors, le produit L, L, est un langage ti un compteur si et seulement si 
L, E g(IT) et L, E @(Ff). 
LANGAGES zi UN COMPTEUR 25 
Dt!monstmtion. Si L, L, E Rocl, il existe un langage rationnel R c Z* et deux 
homomorphismes alphabetiques h et g tels que L, L, = g(h-‘(D; *) n R). Posons 
X= {a,b}, Zi= {zEZ/g(z)EX,}, pour i= 1,2. Alors L,L,= g(h-‘(Di*)nR’) 
avec R’ = R n ZfZ,*. On en deduit que L, L, est une union linie de langages de la 
forme L= g(h-‘(D;*)nR,R,), avec g(R,)GXr pour i= 1,2. Notons, pour 
i = 1,2, ZI,, la projection de X, U X, sur Xi dlfinie par ZZ,(x) = x si x E Xi, E sinon. 
Nous allons montrer que L = L’ U L”, avec l7,(L’) E Rat et Z7,(L”) E GY(I~). 
Pour w E X*, posons d(w) = 1 WI, - 1 wlb et soit k le nombre d’etats d’un automate 
fini deterministe qui reconnait h(R,). Definissons les langages rationnels 
A = (w E X*/si w’ E FD(w), alors -k < d(w’) < o}, 
A’ = {w E A/d(w) = -k}, 
A” = X*bA’. 
Alors, L=L’uL” avec L’= g(h-‘(D;*)nR,R;), L”= g(h-‘(D;*)nR,R;), 
oti R; = R, n h-‘(A) et R; = R, n h-‘(A”). En effet, comme R; et Rf sont inclus 
dans R,, L’ U L” G L. Reciproquement, si w E L, w = g(u, u2) avec U, E R, , 
u,ER,, et h(u, uz) E 0; *, ce qui entraine h(u,) E FT. Comme 1;: G AU A”, 
u,ER;uR$ et wEL’uL”. 
Montrons que 27,(L’) E Rat. Pour i E {O,..., k}, posons Ai = (w E A/d(w) = -i}, 
R,,i=R,nh-l(Ai), et Lf = g(h-l(D;*)nR,R,,i). Prenons jE {O,..., k} et 
distinguons deux cas. 
(i) 11 existe ui E R, tel que h(u,) E 1: et d o h(u,) = j. Alors h(u, R2+j) = h(u,) 
h(R,,j) c h(U,) Aj G Di** Done g(h-l(D;*)nu,R,,j)= g(uIR,,j) et ZI,(Lj)= 
g(R,,j) E Rat. 
(ii) Sinon, montrons que Lf = 0. Supposons le contraire. Alors, il existe 
U, E R,, u2 E R,,j tels que h(u, z+) E D;*. On en dtduit que h(u,) E 1: et d o h(q) = 
-d o /Z(Q) = j, d’ou la contradiction, ce qui implique n,(LI) = 0 E Rat. 
Comme L’ = l-l,“=, Lj, l7,(L’) = lJ,“=, n,(Lj), union finie de langages rationnels, 
est un langage rationnel. 
Montrons, maintenant, que l7,(L”) E GY(I:). Comme Il,(L”) = 
g(h-‘(D;*/h(R;)) n R,), il suffit de demontrer que D;*/h(R;) E V(I~). Pour cela, 
ttablissons l’egalite 0; */h(Rf) = (D; */(b”‘)*)/h(Rf). L’inclusion dans un sens se 
deduit immediatement du fait que D ; * E 0; */(bk!). Pour dtmontrer l’inclusion 
inverse, prenons w E (0; */(b’(‘)*)/h(R;). Alors, il existe w, E h(R;) etj E N tels que 
ww,(bk!)% D’* Mais, w, E h(R,) n A” = h(RE) et w, = w: bw; avec w;l E A’. 
D’apres le chdix de k et la definition de A’, w; se factorise en xuy avec w; bxu*y E 
h(R,) et -k < d(u) = s < 0. Comme xuy E A’ c Ff et que d(u) < o, on a xu+y E F$. 
Pour tout z E xu ‘y, d(z) < d(xuy), done bxu +y c A” et w; bxu +y c h(R,) n A” = 
h(R;). Posons t = jk!/s E N et considerons le mot z’ = ww; bxuu’y. Etant donne que 
d(u’) = jk! = d(bk!,‘) et que ww,(bk!y’ = wwi bxuy(bk!y E D;*, il est clair que 
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d(Y) = 0 et comme xu ‘JJ G FT, .z’ E 0;“. Nous en dkduisons que w E D;*/h(R;) et 
done 0; */h(R;) = (D;*/(b”‘)*)/h(R;). 
11 sufflt maintenant, pour Ctablir que ZZ,(L”) E @(IT), de dkmontrer que 
D; */(bk’)* E %?(I;). 0 r, pour tout entier positif i, 0; */(b’)* = (0; *lb*) nBi, oii 
Bi = (w E X*/d(w) = Ai avec 1 E Z} est un langage rationnel. De 1’6galitb 
D;“/b* = Z:, on en dkduit que Vi E N + , 0; */(b’)* = Zf n Bi E V(Z~), done 
n, (L “) E @(I:). 
Nous avons, done, montrl que L, L, est kgal i une linie de langage M vlritiant soit 
ZZ,(M) E Rat, soit ZZ,(M) E @(If). Comme Rat et g(Z:) sont clos par union, on en 
dkduit que L,L2 = CUD avec n,(C) E Rat et n,(D) E V(Zf). Pour i E (1,2}, 
notons Ci = n,(C) et Di = n,(D). Comme C G C, C,, D s D,D,, et que Vi E { 1,2}, 
Ci~Li et DisLi, on obtient L,L,=CUDEC,C~UD,D~GL~L~ et done 
L,L,=C,C,uD,D,. Alors, nkessairement, soit L,=C,ERat, soit L,= 
D, E %(I:). 
Nous avons, done, montrk que L, L, E Rocl implique L, E 9(ZT) ou L, E Rat. De 
faqon symktrique, on peut dtmontrer que L, L, E Rocl entraine L, E Rat ou 
L, E V(F,*). Done, si L, et L, sont des langages non rationnels, L, L, E Rocl 
implique bien L, E @(IT) et L, E @(F:). La rkciproque dkoule immkdiatement de 
la proposition 10. I 
Considkrons, de nouveau, les langages L, = {a”bP/n > p), L, = {a”bP/p Ln}, et 
L f = {a”bP/n # p}. 
D’aprks le corollaire 9, aucun des langages L: , L: , L: n’appartient h Rocl. La 
proposition prkcidente entraine quc L > g WF,*), L, GG @(If), et 
L + @ g(ZI*) n ‘+W:), ce qui implique, par symktrie, L, & g(Z;k) et L, @ TT(FF). 
Nous pouvons, done, knoncer 
COROLLAIRE 12. Soit LE Y* avec Yn{a,b}=a. Alors pour L’=L, 
(resp. L.)et L”=L> (resp. L,) on a 
(i) L’L E Rocl si et seulement si L E Rat. 
(ii) LL” E Rocl si et seulement si L E Rat. 
En utilisant le fait que %?(I$) et %T(F:) sont sans produit [23], on peut montrer 
que Rocl ne peut pas contenir le produit de trois langages non rationnels. 
COROLLAIRE 13. Soient L,, L, , L, des langages d&is SW des alphabets 
disjoints deux a deux. Alors, si L,L,L, E Rocl, Pun des trois langages L,, L,, L, est 
rationnel. 
Demonstration. Si L, L,L, E Rocl, d’aprks la proposition 11, L, L, E 5T(ZF) ou 
L, E Rat. Mais, comme S(ZF) est sans produit [23], L, L, E %?‘(Z~) implique, soit 
L, E Rat, soit L, E Rat, d’oti le rksultat. 1 
En particulier, Rocl ne peut contenir un langage non rationnel i la puissance trois. 
LANGAGES A UN COMPTEUR 21 
COROLLAIRE 14. Soient L E X* et # & X Alors (L#)3 E Rocl si et seulement si 
L est rationnel. 
En fait, le corollaire 9 nous incite h honcer 
Conjecture 2. L#L E Rocl entraine L E Rat. 
Cette conjecture peut s’tcrire autrement. 
Conjecture 2 bis. @(If) n F(FF) = Rat. 
Remarquons que si cette conjecture etait verifiee, on aurait le premier exemple de 
deux cones rationnels contenant strictement Rat et dont l’intersection se reduit a Rat. 
Montrons, maintenant, l’equivalence de ces deux Cnonces. 
Prenons L # L E Rocl. D’apres la proposition 11, L E %?(I?) n %Y(FT) et la 
conjecture 2 bis entraine L E Rat. 
Reciproquement, prenons L E @(I,*) n $F(Ff). Alors, L # L E V(Z~ # 1;;) et 
d’apres la proposition 10, L #L E Rocl et la conjecture 2 entraine L E Rat. 
Du corollaire 14 decoule immediatement 
COROLLAIRE 15. Rocl est sans ktoile, c’est-&dire que (L#)* E Rocl implique 
L E Rat. 
De ce corollaire, nous allons pouvoir deduire un resultat pour la famille Ocl, la 
plus petite FAL contenant Rocl, famille ltudiee par Greibach dans [ 131. Pour cela, 
rappellons un resultat qui est une extension du lemme syntaxique de Greibach [ 131. 
PROPOSITION 16 [26]. Soient g, un c&e rationnel blBd&e, Pz un c&e rationnel 
et les languages L, 5 X,*, L, G XT auec X, n X, = 0. Alors L, T L, E PI Cl YT 
implique L, E 9, ou (L2#)* E Yz. 
Nour dirons qu’une famille de langage 9 est sans substitution si L, T L, E 9, 
avec L, , L, d&finis sur des alphabets disjoints, implique L, ou L, E Rat. La 
proposition precedente entraine alors immediatement 
COROLLAIRE 17. Si 9 est un c&e rationnel sans ktoile, Rat El g, la FAL 
engendrke par 9 est sans substitution. 
COROLLAIRE 18. La famille Ocl = Rat Cl Rocl est sans substitution. 
IV. IND~PENDANCE DE D:* 
Dans cette section, nous montrons d’abord, pour D;*, un resultat qui est veritie 
par les CIL-langages (cf. [21]) et qui peut etre utilise pour etablir la non appar- 
tenance de D;* ti certaines familles de langages. Nous allons etablir que D;* est 
inde’pendant de Pt!toile; c’est-a-dire que, pour tout langage L, Di* EST(L) = 
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Rat Cl Q(L) implique 0; * E Q(L). Remarquons que cette propriete n’est pas verifiee 
par DF, le langage de Dyck sur une lettre puisque 0: E Rat •! Rocl et Dt & Rocl 
[61. Posons X= {a,b} et VW E x*, d(w)=lwL-Iwlb~ L?(w) = 
inf(d(w’)/w’ E FG(w)}. Nous utiliserons deux lemmes intermediaires qui font inter- 
venir les langages A, = {x E X*/d(w) = 0, d(w) > -k) = Uf=, (0; * LU b’a’). 
LEMME 19 [21]. Soit .Y un c&e rationnel fermi’ par union. Si 0: * E x(9) = 
RatCl4P,ilexistekENetLE9telsqueD;*~L~A,. 
On ne sait pas, pour l’instant, si ce resultat reste vlrilie pour un cone rationnel 
(non necessairement clos par union). D’apres le lemme suivant, cette question est 
equivalente a savoir si 0; * est premier, c’est-a-dire, si 0; * = L, U L, implique 
0; * E g( {L, , L, }). Montrons, maintenant, que tout langage compris entre 0; * et A, 
domine rationnellement 0; *. Plus genlralement, en posant 0; = aD; *b, et A; = 
(w E X*/-k < L?(w) < d(w) < k}, on peut enoncer 
LEMME 20. Soit L un langage vt%jZant 0; c L s A; avec k E N. Alors 
0; * E gbf(L). 
Dt!monstration. Considerons le langage rationnel R = a{&+*, bk “} * b. 11 est 
facile de verifier que A; r‘l R = 0; n R. 
En effet, par hypothese, 0; ~7 R c A; f7 R. Reciproquement, prenons w = aw’b E 
A; n R. Alors, d(w) = 1(k + 2) avec ,4 E Z et comme -k < d(w) < k, ,I = 0 et 
d(w) = 0. Supposons, maintenant, que w n’appartienne pas a 0;. 11 existe, alors, une 
factorisation de w’ en w; w; telle que d(aw;) = a(w) < 0. On en deduit que w{ = wrb 
et w;=aw;. Done w{ E {a kt2, bk+*} * et J(w) = d(aw;) = 1 + IZ(k t 2) < 0 avec 
,4 E Z, ce qui entraine I < -1 et a(w) < -k, d’oi la contradiction. Done, 0; n R = 
L n R = A; n R appartient a g”(L). 
Prenons, maintenant, Z = XV {a’, b’} et dtlinissons les homomorphismes h et g 
sur Z par h(a’) = a, h(b’) = b, h(a) = uk ’ *, h(b) = bk + ‘, g(a’) = g(b’) = E g(u) = a 
et g(b) = b. Alors, clairement, 0; * = g(h-‘(D;nR)na’X*b’)EQbf(L). 1 
Prenons un langage L tel que D;* E F(L). Alors, comme Q(L) est clos par 
union, les deux lemmes precedents entrainent immediatement 
PROPOSITION 21. D;* est indkpendant de Pt!toile; c’est-ii-dire que, pour tout 
langage L, Di* EjT(L) implique Di* E Q(L). 
En se restreignant aux langages algebriques, on peut obtenir un resultat plus fort en 
montrant que D;* est independant de la substitution, relativement a Alg. Pour cela, 
introduisons les langages rationnels 
Bj = {w E X*/w’ E FD(w) + -j ,< d(w’) < 0}, jE N. 
B; = {w E X*/w’ E FG(w) + 0 Q d(w’) Q j}, jE N. 
Etablissons d’abord 
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LEMME 22. Soit L un langage algibrique inch duns 0; *. Alors, Vi E R\J, jj E N 
tel que: 
(i) si w E FG(L) et d(w) < i, alors w E LB;‘, 
(ii) si w E FD(L) et d(w) > -i, alors w E Bj’-IL. 
DPmonstration. Mormons, d’abord, que Vi, 3j tel que (i) soit vlrifit. Soient G = 
(X, N, P) une grammaire alglbrique reduite, sous forme normale de Chomsky et 
A E N tels que L(G, A) = L. Prenons i E N, w E FG(L) avec d(w) < i. 11 existe z tel 
que wz E L et done une derivation gauche u,, = A ~9 u1 ... =9 u, = wz. Soit t le plus 
petit entier tel que w E FG(u,). Alors u, = WC, +.. C, avec s E N et V*m E {l,..., s}, 
C, E N. Comme G est reduite, VC E N, il existe x, y E X* tels que A =S xCy. Done 
xL(G,C)yc_LcD;* et il existe k E N tel que VC E N, L(G, C) E A;. 11 existe, 
aussi, 1 E R\l tel que VC E N, 3x E L(G, C) avec 1x1< 1. Pour tout m E { l,..., s}, 
prenons x, E L(G, C,) avec Ix,,,1 < 1 et posons x = x, ... x,. Alors, wx E L. 
Montrons que x E B,i avec j = i + 2k + 1. Prenons x’ E FD(x). Comme wx’ E 0; *, 
x’EF: et d(x’)<O. Si W=E, t=O et s= 1. Done x=x1 et d(x’)>-Ix’12 
- Ix, 1 > -1 a-j. Si w # s, t > 0. 11 existe m E {l,..., s} tel que x’ = x”xm+r ... x, 
avec I x”I < 1. Si m = s, x’ = x” et d(x’) > -j. Sinon, prenons a le plus petit entier 
positif tel que t/B E {a ,..., t), C,, , . . . C, E FD(u,). Comme G est sous forme normale 
de Chomsky et que w & FG(u,_ 1), il existe w, E FG(w), B, C E N tels que u,_ 1 = 
w,BC,+,...C,=%w,CC,+, . ..C., et C%w2C,...Cm%wWZx, .*.x,=w’ avec 
w = w, w,. Alors, d(w’) < k et d(w,) > d(w’) > -k. Comme d(w) = d(w,) + d(w,) < i, 
d(w,) < i + k et d(w, w’) < i + 2k. De plus, w, w/x,+, aa- x, E L c D;*, done 
d(w, w’x,+ , ... xs) = 0, ce qui implique d(x,+ 1 .. . xs) = 0, ce qui implique 
4x m+l *** xs) > -i-2k et d(x’) > d(x”)-i-2k > -l-i-2k=-j. Nous en 
deduisons immediatement que x E Bj et w E LB,: ‘. 
En raisonnant de la m&me facon, on montrerait que Vi E n\l, 3j = i + 2k + 1 tel que 
w E FD(L) et d(w) > -i implique w E B,;-‘L, d’oti le rbultat. m 
Nous pouvons, alors, enoncer 
PROPOSITION 23. Soit L un langage algt!brique vt!rriJiant L c 0; * E F(L). Alors, 
D; * E g(L). 
De’monstration. Soient G = (X, N, P) une grammaire algebrique reduite, sous 
forme normale de Chomsky et 4 E N tels que L(G, A) = L. 11 existe k E N + tel que 
VB E N, 3x, y E X* verifiant A 2 xBy et 1x1, I y 1 < k. 11 est, alors, clair que pour tout 
B E N, L(G, B) c AL_,. Prenons w E Di* et poyns w’ = akwbk. Comme 
w’ E Di* E F(L), il exist: zI, z2 E X: tels que A 3 z, w’z~. Alors, il existe 
B,, B, E N tels que B, =S z; w:, B, 3 w:z; avec w’ = w; w;, z; E FD(z,) et 
z; E FG(z,). Supposons que w; = akw, et w; = w2 bk avec w = w, w2. Alors, w2 E FF, 
done d(w,) < 0 et ci<w;z;) < d(w;) < -k, ce qui entraine w;z; @A;_,, d’oti la 
contradiction, puisque w;z; E L(G, BJ c A;_, . Nous en deduisons que, soit 
wi = akwbS avec s < k, soit w; = atwbk avec t < k. Soient i= 2k - 1, j, l’entier 
correspondant du lemme 22, R = {xa’ E X*/l xl < k, 0 < s < k}, et R’ = (bSy E X*/ 
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lyl <k, O<s<k}. Alors, le langageL’=R-‘LBj’UBj’L-‘R’-‘E~(L) puisque 
R, R’, Bj, B,\ sont des langages rationnels et que tout cone rationnel est clos par 
quotient rationnel i gauche et i droite. Mtntrons que, w E L’. Si wi = ukwbs, il existe 
x1, y, E X* tels que Ix, I,1 y1 I < k et A 3 x, B, y, + x, .z;akwbsy,. Alors, wbSy, E 
FD(L) avec d(wb’y,) = d(b”y,) > -i et le lemme precedent entraine que 
wbSy, E B,;-‘L. Comme bSy, E R’, w E B:-‘LR’-I c L’. On montrerait de la meme 
facon que si w; = atwbk avec t < k, w E R -‘LB,:’ EL. Nous en deduisons, done, 
que w E L’ et que D;* c L’. 
Montrons, maintenant, que L’ est inclus dans AA avec n = sup(i, j). Prenons, en 
effet, w E R -‘LBI:‘. Alors, il existe x E R, y E Bj tels que xwy E L CD:* avec 0 < 
d(x) < i et -j < d(y) < 0, ce qui entraine bien d(w) > -i > -n et d(w) = -d(xy) E 
{-i ,..., j} C {-n ,..., +n}. De meme B,I-‘LR’ CA;, et L’ SAA. 
Nous avons, done, L’ E g(L) avec 0; * c L’ E A,!,. Le lemme 20 entraine, alors, 
0; * E !Tbf(L’) c g(L). 1 
Nous pouvons en deduire 
COROLLAIRE 24. Soit 40 une famille de langages algibriques. Si 0; * E K&2), 
alors 0; * E +T(&f). 
DPmonstration. Clairement, il s&it d’etablir que D;* = L, U L, avec 
L, , L, E Alg implique 0; * E %‘({L, , L2}). Si 0; * 5 F(L,), la proposition precedente 
entraine 0; * E g(L,). Dans le cas contraire, il existe w E 0; *\F(L,) et VW’ E 0; *, 
w’wED;*\L&L,, ce qui entraine w’ EL, w-’ et D;* G L,w-‘. 11 est clair que 
L,w-’ CD;*& = 0; *. Done 0; * = L, w-’ E g(LJ. fl 
Pour obtenir le resultat annond, c’est-l-dire que D;* est indipendant de la 
substitution, relativement a Alg, nous utiliserons un dernier lemme. 
LEMME 25. Soit g, 4y2 des c&es rationnels. Si 0; * E 9, Cl y22\g, alors il 
existe L E P2 tel que L E D{ * c F(L). 
Dbmonstration. 11 existe L E U;, L c Y* avec Y = {y, ,..., y,} et s une yz- 
substitution tels que D;* = s(L). On peut supposer que Vi E {l,..., n}, Li = S(yi) # 0 
et qu’il existe ai, pi E Y* tels que ai yipi E L. Alors, Vi E {l,..., n}, il existe af E ~(a,), 
,8; E s(Ji) tels que aiLi&! E s(L) = 0;“. Supposons que, Vi E {l,..., n}, il existe 
wi E Di*\F(Li). Alors, w = W, --. w, est tel que Vi E {l,..., n), w E Di*\F’(L;). 
Posons k = 2 / w 1 et considerons la substitution finie s’ definie sur Y par s’(yi) = 
s( yi) n (X*p”X*) G Li. Alors, L’ = s’(L) E PI et verifie s’(L) E s(L) = Di*. 
Prenons, maintenant, w’ E Di*. Alors, w’ T w E Di* = s(L) et il existe uI,..., u, E Y 
tels que 24 = 24, . . . u, E L et w’ T w E s(u). Done w’ T w = v, .. - v, avec Vi E ( l,..., t} 
vi E s(ui). Pour tout i E (l,..., t), w @i F(s(ui)), done I uiI > k et Vi E s’(ui>. NOUS en 
deduisons que L’ veritie L’ G 0; * et 0; * T w 5 L’. Posons Z = XV X avec X= 
{E, 6) et definissons sur Z les homomorphismes h et g par h(s) = h(f) = x, g(x) = E, 
g(f) =x pour x E X. Alors, il est clair que g(h-‘(L’)n (Xw)*) est Cgal a Di*. 
Done, D;* E @(L’) G PI, d’ou la contradiction avec l’hypothise. 11 existe done, 
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L. E _5& tel que 0; * c F(L,). Alors, le langage L = af L&?f E Q(Li) E gz et v&tie 
L’GD;*~F(L,)EF(L). 1 
En particulier, si Yz G Alg, le lemme precedent et la proposition 23 entrainent 
immediatement 
LEMME 26. Soient Y, , Y2 des c&es rationnels. Si 0: * E 9,O Pz avec gz C Alg, 
alors D’* Eg V5F I 2’ 
Prenons maintenant un cone rationnel Y E Alg et supposons que 0; * E TO(.Y), la 
plus petite FAL close par substitution contenant Y. Comme YG(Y) = Ui,, g avec 
g = 9 et Vt > 1, ik;, , = g 0 Y, le lemme precedent permet d’obtenir par induction 
PROPOSITION 21. Soit Y un c&e rationnel algbbrique. Alors Di* E;T,(P) 
implique 0; * E 9. 
Une consequence immediate de cette proposition est que, puisque 0; * n’appartient 
pas i Lin, la famille des langages lineaires, D;* n’appartient pas non plus i ;T,(Lin), 
la famille des langages quasirationnels (cf. [30, 31, 331). D’autre part, comme 0: = 
{w E {a, b} */I WI, = 1 wla} appartient a Corn, la famille des langages commutatifs et 
que D;* @ @?(Com) [21], nous obtenons 
COROLLAIRE 28. 0; * n’appartient pas ti sT,(D:). 
Montrons, maintenant, que dans la proposition 27, on ne peut pas remplacer la 
substitution par l’intersection, m&me si on se restreint aux homomorphismes non 
effacant. Considerons le langage C, = {a”b”/n > O}. 
PROPOSITION 29. Le langage D;* est kgal ri Cf UJ CT, le shuffle de CT par lui- 
m;me. 
Dbmonstration. Comme C,* est inclus dans 0; *, Cr LU Cf c 0; * LLI 0; * = 0; *. 
Pour demontrer l’inclusion inverse, Ctablissons la propriete 
(*) Si a’wE D;* avec i E M, il existe w,, w2 tels que w E w, i-u w,, 
aiw, E CT, et w2 E CF. 
Raisonnons par recurrence sur la longueur de w. 
Si 1 WI = i, alors w = b’ et on prend w, = b’, w2 = E. 
Sinon, I WI > i et w # E. Distinguons deux cas. 
(i) Si i = 0, w E D;*\{E}, d one w = aw’ avec I w’ I < I WI. D’apres l’hypothtse 
de recurrence, il existe w;, w; tels que w’ E w; UI w; avec aw;, w; E C,*. Alors, 
w=aw’Eaw;uw;, et il sufftt de prendre w, = awl, w2 = wi . 
(ii) Si i > 0, w = w’w” avec I w’ lb = i et I w”) < I WI. Posons p = I w’ Ia. Alors, 
w’ c b’ u up et apw” E 0; *. D’apres l’hypothese de recurrence, il existe WI’, w; tels 
que w” E w;l Lu w; avec apw;,w; E C :. Alors, w = w’w” E (b’ UI a”)(w; LU w;) E 
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b’w; LU upn$‘, d’ou le resultat en posant w, = b’w; et w2 = apw[, puisque aiw, = 
a’b’w; E Cf. 
Prenons, maintenant, w E 0; *. D’apres la propriete (*), il existe wr , w2 E C: tels 
que w E IV, UI w2, ce qui entraine 0; * G C,* LU Cf. 1 
Comme tout cone rationnel (fiddle) clos par intersection est clos par shuffle, 
0; * EFk(C,), alors que 0; * $Z F”(C,) = $F(C,). Entin, la proposition pricidente 
permet de preciser les rapports entre certaines familles de langages fermk par inter- 
section, construites i partir des langages C,, DT, 0; *, Copy = {WV/W E X*) et 
Sym = { ww”/w E X*}. 
PROPOSITION 30. gk(C,) = %Y,-,(C,) = Vk(Df)fF”,(D;*) c Yk(C:) = 
.F&(D:) = F&(D; *) f 5Fk(Copy) = Fk(Copy) E F’R(Sym) E xf,(Sym). 
Dkmonstration. Les egalitb 
Fk(C,) = %.S&(C,) = @k(D:) = gr-,(Dl*) (1) 
ont Cte demontrees dans [ 17, 21, 241. Comme C, = 0; * n a*b*, a’,(C,) c SFf-,(D;*), 
L’inclusion stricte dicoule du faifque 0; * 65 Q,(Bor) [21], od Bor designe la famille 
des langages bornis. L’inclusion 
g;(D: *) sFk(C,) (2) 
est une consequence de la proposition prlctdente. Les relations (I) et (2) entrainent 
immediatement les egalites .Fk(C,) = T&(0?) = .Ff--,(D; *). L’egalite entre 
Wk(Copy) et Fk(Copy) est etablie dans [8], ainsi que l’inclusion de Srk(Copy) 
dans +$(Sym). Enfin, le fait que Copy n’appartient pas i Yk(Cr) Cnonce dans [8], 
est une consequence d’un resultat plus general de Turakainen qui dtmontre dans [32] 
que Copy & .Fk(Bor). I 
Notons que, pour chacune des inclusions qui apparaissent dans l’enonce de la 
proposition precedente, la strictitude reste un probleme ouvert (cf. [8, 9, 19, 201). 
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