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Abstract—Spectrum sensing is one of key enabling techniques
to advanced radio technologies such as cognitive radios and
ALOHA. This paper presents a novel non-cooperative spectrum
sensing approach that can achieve a good trade-off between
latency, reliability and computational complexity. Our major
idea is to exploit the first-order cyclostationarity of the primary
user’s signal to reduce the noise-uncertainty problem inherent
in the conventional energy detection approach. It is shown that
the proposed approach is suitable for detecting the primary
user’s activity in the interweave paradigm of cognitive spectrum
sharing, while the active primary user is periodically sending
training sequence. Computer simulations are carried out for the
typical IEEE 802.11g system. It is observed that the proposed
approach outperforms both the energy detection and the second-
order cyclostationarity approach when the observation period is
more than 10 frames corresponding to 0.56 ms.
I. INTRODUCTION
Spectrum sensing is one of key techniques to enable ad-
vanced radio technologies such as cognitive spectrum sharing
and random multiple access methodology (e.g. ALOHA), and
thus has received increasing attentions in the last decade
[1]. The main concept is to monitor user activity within
a certain frequency band through employment of advanced
signal processing techniques at a receiver. Key metrics used
to benchmark the reliability of a spectrum sensing approach
includes probability of detection (PD) and probability of false
alarm (PFA) [2]. Moreover, a promising spectrum sensing
approach should offer small latency (mainly the time duration
of observation), low computational complexity [3].
State of the art spectrum sensing approaches can be clas-
sified into two categories, i.e. cooperative spectrum sensing
and non-cooperative spectrum sensing. The former one can
be regarded as a cooperative communication aided technique,
where geographically distributed cognitive devices cooperate
with each other through message passing to gain the spatial
diversity [4]. Nevertheless, each cognitive device still employs
non-cooperative spectrum sensing approaches such as energy
detection [5], second-order cyclostationarity detection [6], or
others to produce the initial result.
In the category of non-cooperative spectrum sensing, energy
detection is the simplest and widely used approach that offers
linear computational complexity and small latency. Its main
shortcoming is the well-known noise uncertainty problem,
which results in energy detection approach failed in the
low signal-to-noise ratio (SNR) scenario [7]. Second-order
cyclostationarity is recognized as the most reliable approach
due to its immunity to the noise uncertainty [8]. On the other
hand, the second-order cyclostationarity approach requires
square computational complexity, and a considerably long
data-record-length (large latency) for the convergence. Other
methods include, for example, the matched filtering approach
[9] that requires fair timing synchronization before the spec-
trum sensing1, and the eigenvalue decomposition approach
[10] that requires multiple receive-antennas at the cognitive de-
vice. More recently, a wavelet-based edge detection approach
has been proposed and proved to be effective for the wideband
spectrum sensing [11].
Consider one of typical wireless scenarios where a cognitive
device equipped with a single antenna is performing non-
cooperative spectrum sensing. The cognitive device is not
synchronized with the primary system. Is there existing an
efficient spectrum sensing approach that can offer a good
trade-off between reliability, latency and complexity? This
paper is motivated by the above question, and presents a novel
first-order cyclostationarity based approach. Our major idea
is based upon a practical condition that, in most of primary
systems, the transmitter sends periodic training sequences for
the purpose of synchronization and channel tracking. This
distinctive feature yields the first-order cyclostationarity, which
can be used to reduce the noise-uncertainty problem so that
a reliable energy detector can be achieved at low SNR envi-
ronment. Therefore, our approach is quite different with other
existing first-order cyclostationarity based approaches, for ex-
ample [12] and [13], where it utilizes the cyclic frequencies of
the received signal to perform spectrum sensing. In order to
test the proposed approach, computer simulations are carried
out for the typical IEEE 802.11g system. It is observed that
the proposed approach outperforms both the energy detection
and the second-order cyclostationarity approach in terms of
the reliability when the observation period is more than 10
frames corresponding to 0.56 ms.
II. SYSTEM MODEL
Fig. 1 depicts the smallest system for studying the non-
cooperative spectrum sensing, where a cognitive mobile device
in the secondary network wants to opportunistically access
the primary network’s spectrum in the interweave manner.
It is assumed that the primary transmitter, if active, would
periodically send training sequences/preambles for the purpose
1This is not a reasonable assumption in practice.
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Fig. 1. An example of the smallest system for studying the spectrum sensing.
of synchronization and channel estimation. The cognitive
device senses the primary user’s activity for each operating
band.
Denote p  [p1,p2, · · · ,pK , ]T to be the training block,
and si  [si,1, si,2, · · · , si,M ]T to be the information-bearing
symbol block, where K, M stands for the block size, and
i for the block index. The signal sent by the primary
transmitter can be expressed as a sequence (x1, x2, · · · ) 
(pT , sT0 ,p
T , sT1 , · · · ). We assume that the cognitive device
knows the standard of primary system, and thus has the
knowledge about the symbol rate, the preamble duration, and
the block duration. Then, the cognitive device can perform
an appropriate analog-to-digital conversion, and has the pre-
processing digital waveform as
yn =
{
vn, H0∑Lh−1
l=0 hlxn−l + vn, H1
(1)
where hl stands for the l th tap of the multipath channel, Lh
for the channel length, and vn for the additive white Gaussian
noise (AWGN) with zero mean, H0 and H1 donate the hypoth-
esis for primary signal presence and absence, respectively. The
multipath channel, in this paper, is considered as static. This is
because our simulation results have shown that the proposed
approach can achieve a satisfactory performance within a very
short observation time. In the low-mobility scenario, hl does
not vary considerably within the observation time. Then, the
objective of spectrum sensing is to make a binary decision in
(H0,H1) through performing certain signal processing on yn.
III. FIRST-ORDER CYCLOSTATIONARITY BASED ENERGY
DETECTION
A. Detection Algorithm
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Fig. 2. Block diagram of the proposed approach
Fig.2 shows the block diagram of the proposed detector.
To enable the detector, the received signal at the secondary
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…
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Fig. 3. Time window operation without time synchronization
user’s receiver is firstly separated into several sections by a
time window, TW1, which is shown Fig. 3. One should be
noted that the time synchronization does not be required in this
stage. The first-order statistics is then performed in the above
signal. Next, in order to find the peak portion of the signal,
another time window, TW2, is used to perform cyclic shifting
operation. When the peak portion is located, the conventional
energy detection scheme will be followed.
In detail, the first-order statistics of the received signal after
the time window can be expressed by
rn =
1
D
D−1∑
d=0
yn+dN1
=
1
D
D−1∑
d=0
(
Lh−1∑
l=0
hlxn+DN1−l + vn+dN1
) (2)
where n ∈ [0, N1 − 1], D donates the number of sections
which are separated by TW1 in the received signal, N1
indicates the window length of TW1. Since the cognitive
device knows the standard of the primary system, the N1
is equal to the frame length of the primary system. Hence,
the parameter D can reflect the observation time, indirectly.
Because hl does not vary considerably within the observation
time, (2) can be following as
rn =
Lh−1∑
l=0
hl
D−1∑
d=0
xn+dN1−l
D
+
D−1∑
d=0
vn+dN1
D
(3)
By the definition of the primary signal sequence,
(x1, x2, · · · )  (pT , sT0 ,pT , sT1 , · · · ), we are able to
rewrite (3) into two parts: one is for the preamble part of the
rn, the other is for the transmitted data part of the rn
rn =
Lh−1∑
l=0
hl
D−1∑
d=0
pk+dN1−l
D
+
D−1∑
d=0
vn+dN1
D
(4)
and
rn =
Lh−1∑
l=0
hl
D−1∑
d=0
s(d,m)−l
D
+
D−1∑
d=0
vn+dN1
D
(5)
where 1 ≤ k ≤ K, 1 ≤ m ≤ M and d equal to i to indicate
the block index. Due to both the noise and the information
symbol have zero mean, as D →∞, it is clearly that
D→∞∑
d=0
s(d,M)−l
D
= 0,
D→∞∑
d=0
vn+dN1
D
= 0 (6)
On the other hand, the training sequence in each frame is
fixed, the average operation can not affect the power of training
sequence
D→∞∑
d=0
pk+dN1−l
D
= pk−l (7)
Therefore, we can obtain
rn =
⎡
⎣
⎛
⎝Lh−1∑
l=0
hlpk−l
⎞
⎠ , 0, 0, . . . , 0
⎤
⎦
T
, 1 ≤ k ≤ K (8)
This result implies that the power of the noise and the infor-
mation symbol can be reduced by increasing the observation
time, while the training sequence is kept. A peak will thus
appear in the rn. If we perform the energy detection in the
such peak portion, the noise uncertainty will no longer be a
problem.
B. Timing Offset
Since the secondary system usually does not
synchronize with the primary system, the training
block may locate in anywhere within the rn⎛
⎝i.e. rn =
[
0, 0, . . . ,
(
Lh−1∑
l=0
hlpk−l
)
, 0, 0, . . . , 0
]T⎞⎠
.
It means that the peak may also locate in anywhere within the
rn. In order to find this peak, we use another time window,
TW2, to perform cyclic shifting in the rn, where the window
length is N2 and is equal to the training block size. We
perform the operation by
TW2τ =
N2−1∑
n=0
| rn+τ |, τ ∈ [0, N1 −N2 − 1] (9)
TW2τ =
N1−τ−1∑
n=0
| rn+τ | +
N2−(N1−τ)−1∑
n=0
| rn |,
τ ∈ [N1 −N2, N1 − 1]
(10)
where τ stands for the timing offset.
Base on (6) and (7), as D →∞, the power of the noise and
the information symbol will be close to zero while the training
block is kept. Thus, the peak can be found by searching the
maximum TW2τ
max(TW2τ )→ τp (11)
where τp represents the starting point of the peak portion in the
rn. When this peak is located, we will follow the conventional
energy detection. The test statistic for energy detection is
Test =
τp+N2−1∑
n=τp
| rn |2 (12)
C. Energy Detection
We define the receiver input SNR as
SNR

=
Ps
Pn
(13)
where Ps represents the signal power, Pn donates the noise
power. Base on our proposed approach, it is obviously that
the noise power can be reduced linearly by increasing the
observation time (i.e. PnD ), while the training block power is
kept and shows as a peak in the signal. Hence, the SNR in
the such peak can be expressed by
SNRpeak =
Ps
Pn/D
=
DPs
Pn
(14)
where SNRpeak represents the SNR in the peak portion of
the signal. This equation implies that the SNRpeak can be
improved by increasing the observation time.
According to [5] and [14], the means and variances of the
test statistic under hypothesis Hi (i = 0, 1) are
μ0 =
PnN2
D
, σ20 =
2P 2nN2
D2
(15)
and
μ1 =
PnN2(SNRpeak + 1)
D
, σ21 =
2P 2nN2(2SNRpeak + 1)
D2 (16)
The PFA and the PD can be expressed by
Pfa = Q
(
Th− μ0
σ0
)
(17)
and
Pd = Q
(
Th− μ1
σ1
)
(18)
where Q(x) represents the Q-function, Q(x) =
1√
2π
∫∞
x
e−
u2
2 du, Th is the decision threshold. One
should be noted that (18) is for the AWGN channel. The PD
for Rayleigh, Nakagami, and Rician fading channels have
been derived in [15].
In the most real environment, in actually, Pn is estimated
by a radiometer. An error is therefore usually exist
(1− 1)Pn ≤ Pˆn ≤ (1 + 2)Pn (19)
where 0 ≤ 1 < 1 and 2 ≥ 0. As shown in [14], the peak-to-
peak noise uncertainty U can be defined as
U

=
1 + 2
1− 1 (20)
For the conventional energy detection approach, it has been
shown that the noise uncertainty results in the detector failed
when the SNR lower than U − 1 [7][14], no matter how long
the observation time is used. In our proposed detector, how-
ever, we utilize the first-order cyclostationarity of the received
signal to reduce the noise power, which is corresponding to
improve the SNR. Therefore, with a certain observation time,
our detector can always be achieved.
Parameters Value 
Nfft 64 
Ncp 16 
Bandwidth 20MHz 
Number of OFDM blocks per frame 10 
Fig. 4. System parameters set-up
At last, the decision threshold can be finally obtained by
Th = U
[
μ0 + σ0Q−1(Pfa,des)
] (21)
where Pfa,des donates a desired PFA.
IV. SIMULATION RESULTS AND DISCUSSION
In this section, the proposed spectrum sensing scheme
is evaluated through computer simulations. An orthogonal
frequency-division multiplexing (OFDM)-based IEEE 802.11g
system [16] was chosen as the primary system. Each OFDM
block contains 64 sub-carriers with cyclic prefix (CP) length
of 16. The sub-carriers designate as follows: 48 data, 4 pilot
and 12 guard. One OFDM block during is 4.0 μs (including
CP) and one OFDM frame contains 10 OFDM blocks. The
system parameters set-up is shown in Fig.4.
The channel model adopted in the simulations are the
WINNER channel model under scenario A1 with Line-of-
Sight (LOS) condition [17]. The mobile station speed sets up
at 1.0m/s. The maximum Doppler shift is therefore at 8.167Hz
for a carrier frequency of 2.450GHz. All curves are averages
over 2000 independent experiments.
In Fig.5 and Fig.6, we compare the performance of the
proposed detector with the conventional energy detector, where
different observation time were chosen and Pfa,des = 10%.
In Fig.5, the observation time in here is equal to one frame
duration of the primary signal. The proposed detector is thus
like a conventional energy detector. Since the detector is just
measuring part of the received signal, the performance of
the proposed detector is slightly worse than the conventional
energy detector. But with the observation time increasing, in
Fig.6, the performance of the proposed detector is improved
significantly, while the conventional energy detector is nearly
keeping the same level due to the noise uncertainty. In this
paper, we define that if the Pd is equal or large than 90%,
then we claim that the primary signal is present. In Fig.7 the
SNR requirement for successful detection of the primary signal
under different observation time for the proposed detector
and conventional energy detector is plotted. From this figure,
we can see that increasing observation time can not further
help the traditional energy detector to improve its performance
due to the noise uncertainty. However, the proposed detector
can ’break’ the problem to improve the performance by
utilizing the first-order cyclostationarity of the received signal.
In actually, we do not resolve the noise uncertainty problem
since it is a fundamental limit for energy detector. But we
reduce the problem by another way.
The performance comparison between the proposed detector
and the traditional second-order based cyclosationarity detec-
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Fig. 5. Performance comparison between the proposed detector and the
traditional energy detector, observation time = 1 frame duration
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Fig. 6. Performance comparison between the proposed detector and the
traditional energy detector, observation time = 20 frames duration
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Fig. 7. SNR requirement for successful detection of the primary signal under
different observation time for the proposed detector and the traditional energy
detector
tor is plotted in Fig.8, where the observation time is equal to 20
frames duration. For the second-order based cyclosationarity
detector, we use the time-domain test algorithm in [18] to de-
tect whether the primary signal is present or not. Since the CP
is periodically sending, we fix τac = 64, where τac stands for
the lag of the autocorrelation function of the received signal,
and a length-2049 Kaiser window with β parameter of 10 was
used. Although both detectors are cyclostationarity based, they
are quite different. Our proposed detector is utilizing the first-
order cyclostationarity to help the energy detector to reduce
the noise uncertainty problem. A linear computational cost
is therefore kept. The second-order cyclosationarity detector,
however, requires square computational cost and it utilizes the
cyclic frequencies of the received signal to detect the primary
signal. From Fig.8, it has shown that even with 3dB noise
uncertainty, the performance of the proposed detector is better
than the second-order cyclosationarity detector for successful
detection of the primary signal. This result implies that the
proposed detector requires less observation time than the
traditional second-order cyclosationarity detector to achieve
a desired performance. Fig.9 illustrates the SNR requirement
for successful detection of the primary signal under different
observation time for the proposed detector and the second-
order cyclosationarity detector. From this figure, we can see
that the SNR requirement for the proposed detector with 3dB
noise uncertainty is very close to the second-order cyclosa-
tionarity detector, when the observation time is equal to 10
frames duration. This is because that the noise power can not
reduce significantly within a very short observation time. For
example, the observation time is equal or less than 10 frames
duration. The performance of the proposed detector is still
limited by the noise uncertainty problem. At last, the simu-
lation results have shown that proposed detector outperforms
both the conventional energy detector and the second-order
cyclostationarity detector in terms of the reliability when the
observation period is more than 10 frames corresponding to
0.56 ms.
V. CONCLUSION AND OUTLOOK
In this paper, a first-order cyclostationarity based energy
detection approach was proposed. The major idea is to ex-
ploit the first-order cyclostationarity of the primary user’s
signal to reduce the noise-uncertainty problem inherent in
the conventional energy detection approach. The detector can
be used in pilot based communication systems. Simulation
results have shown the proposed approach outperforms both
the energy detection and the second-order cyclostationarity
approach when the observation period is more than 10 frames
corresponding to 0.56 ms. In the next stage, we will extend
our approach into multiband scenarios and consider how to
estimate the signal that if it comes from the primary system or
other secondary systems by exploitation the cyclostationarity
of the received signal.
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Fig. 8. Performance comparison between the proposed detector and the
second-order based cyclostatinarity detector, observation time = 20 frames
duration
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Fig. 9. SNR requirement for successful detection of the primary signal
under different observation time for the proposed detector and the second-
order based cyclostatinarity detector
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