Abstract The interdisciplinary research presented in this study is based on a novel approach to clustering tasks and the visualization of the internal structure of high-dimensional data sets. Following normalization, a pre-processing step performs dimensionality reduction on a high-dimensional data set, using an unsupervised neural architecture known as cooperative maximum likelihood Hebbian learning (CMLHL), which is characterized by its capability to preserve a degree of global ordering in the data. Subsequently, the self organising-map (SOM) is applied, as a topology-preserving architecture used for two-dimensional visualization of the internal structure of such data sets. This research studies the joint performance of these two neural models and their capability to preserve some global ordering. Their effectiveness is demonstrated through a case of study on a real-life high complex dimensional spectroscopic data set characterized by its lack of reproducibility. The data under analysis are taken from an X-ray spectroscopic analysis of a rose window in a famous ancient Gothic Spanish cathedral. The main aim of this study is to classify each sample by its date and place of origin, so as to facilitate the restoration of these and other historical stained glass windows. Thus, having ascertained the sample's chemical composition and degree of conservation, this technique contributes to identifying different areas and periods in which the stained glass panels were produced. The combined method proposed in this study is compared with a classical statistical model that uses principal component analysis (PCA) as a pre-processing step, and with some other unsupervised models such as maximum likelihood Hebbian learning (MLHL) and the application of the SOM without a pre-processing step. In the final case, a comparison of the convergence processes was performed to examine the efficacy of the CMLHL/SOM combined model.
Introduction
Unsupervised learning is an important facet of the human learning experience and is central to many artificial neural networks (ANNs). A wide variety of unsupervised learning architectures have been proposed to date. The novel preprocessing step presented in this study, based on an exploratory projection pursuit (EPP) method [15, 16] , is applied to overcome two of the main disadvantages of the self-organising maps (SOM) [2] : low convergence speeds and difficulties achieving convergence in complex domains.
The effectiveness of this approach is demonstrated through a case study of a complex high-dimensional spectroscopic data set. Electronic microscopy is one of the most widespread techniques in materials analysis. Macrophotography and X-ray emission analysis of the sample, respectively, provide information on the sample's morphology and composition.
The spectroscopic technique is used to assess the concentration or amount of a given chemical (atomic, molecular, or ionic) species. The technique is based on a scattering process, in which crystalline materials scatter X-rays at well-defined angles. If the wavelength of the incident X-rays is known, the distances between planes of atoms within the crystal may be calculated. The intensities of the scattered X-rays provide information on the atomic positions and allow the atomic distribution in the crystal structure to be calculated [18, 19] .
The application of these spectroscopic techniques to the characterization of historical components using minimum amounts of sampling material, and with no physical contact between the instrument and equipment, are non-destructive analytic techniques that respect the integrity of the material under study.
The results of the X-ray emission spectrograph are qualitative and semi-quantitative in nature. This method generates a great quantity of information, which has to be easily and efficiently identified and classified.
The internal structures of complex clustering domains, such as high-dimensional spectroscopic ones, can sometimes hinder identification of their patterns. These patterns may become visible if a change is made to the basis of the space; however, as a priori decision as to which basis will reveal most patterns requires an ability to predict unknown patterns. Furthermore, some variables may be redundant if the information they add is contained in other variables. Others may contain false correlations which can complicate the process of detecting the underlying patterns in the data. Extra variables may also increase computation time and can interfere with the accuracy of the clustering or classification process.
Feature selection improves classification by searching for the subset of features from the original set of variables which best classifies the training data [1] . Feature selection and extraction include feature construction, space dimensionality reduction, and sparse representations, among others. All these techniques are commonly used as preprocessing tools in pattern recognition [42] and other machine learning tasks. Although researchers have had to grapple with such problems for many years, interest in feature extraction has recently been renewed. Space dimensionality reduction is critical for the efficiency and efficacy of the predictors in a large number of new applications with very large input spaces [38] . Some of these applications include new and classical topics such as bioinformatics (DNA microarrays, etc.) [39] [40] [41] , remote sensing multi and hyperspectral imagery, pattern recognition [42] , (e.g. handwriting recognition, text processing, web mining) [43, 44] , speech processing [48] , artificial vision [47, 49] , intrusion detection [45] and so on.
Our approach to feature selection is based on space dimensionality reduction. It initially uses a projection method called cooperative maximum likelihood Hebbian learning (CMLHL) [10] , characterized by its capability to enforce a sparser representation in each weight vector than other classical methods such as PCA [11, 12] or maximum likelihood Hebbian learning (MLHL) [6] . Of more importance in this study is its capability to preserve some global ordering in the data set, due to the effect of lateral connections. This is a very interesting approach to reproducibility problems presented by the data set under analysis, as will be explained in Sect. 5. CMLHL yielded successful results when initially applied to the analysis of several internal data set structures [28] [29] [30] 36] .
Having significantly decreased data dimensionality, the SOM [2] is applied to the pre-processed data set for visualization purposes. This ANN was chosen due to its topological preserving capability, which is very useful when confronted with the poor reproducibility of the problem presented in this research.
The rest of the paper is structured as follows: Sect. 2 presents a short overview of the unsupervised learning method and the well-known unsupervised model: selforganising maps. Section 3 introduces some projection techniques as PCA, MLHL and CMLHL, which are the pre-processing methods applied and compared in this research. Section 4 describes an interesting real-life complex high-dimensional spectroscopic data set. Section 5 describes the unsupervised connectionist combined method in detail. Section 6 goes on to present the experiments and results. A comparison with other methods is presented in Sect. 7, which details the convergence process of the combined method in comparison with the standard SOM. Finally, the conclusions and future research work are presented in the final section.
Unsupervised learning
Human beings appear to be able to learn without explicit supervision. Unsupervised learning attempts to use methods that mimic biological processes associated with human learning in a more plausible way than error descent. For example, unsupervised learning algorithms have local processing at each synapse, avoiding the need for global information passing. So, an unsupervised neural network must self-organise with respect to its internal parameters, without external prompting, and to do so, it must react to some aspect of the input data. Typically, this will be either redundancy in the input data or clusters in the data; i.e. there must be some structure in the data to which it can respond.
All the artificial neural networks (ANNs) used in this research are based on unsupervised learning. The most representative unsupervised bio-inspired model is the SOM or Kohonen map [2, 9] .
Kohonen map
Kohonen [2] developed the self-organising map (SOM) as a visualization tool for high-dimensional data on a lowdimensional display. A SOM is composed of a discrete array of L nodes arranged on an N-dimensional lattice and it maps these nodes into a D-dimensional data space while maintaining their ordering. The SOM has been successfully applied to a wide variety of applications. It has found wide applications in text mining [20] [21] [22] , data mining [23] , web mining [37] , process analysis [24] , biological signal analysis [25] , images [8] , image coding [26] and so on.
The literature on SOM applications appears to lack a thorough theoretical analysis of certain SOM-related issues, such as topology preserving, convergence analysis, performance analysis, and in particular, multidimensional inputs [3] [4] [5] 27] . One of the SOM's problems is its low convergence speed. Thus, this study sets out a way of speeding up the convergence process. It is based on the use of a fast pre-processing method characterized by its capability to enforce a sparser representation in each weight vector and more importantly for this study, by its capability to preserve some global ordering [10] . We consider it an appropriate pre-processing method for complex highdimensional data sets, which may be used in combination with topology-preserving methods such as the SOM, due to its feature preservation of global ordering.
Projection methods

Principal component analysis
Principal component analysis (PCA) [11, 12] is a statistical technique which seeks to find the orthogonal basis that maximizes the projection variance for a given dimensionality of basis. This usually involves finding the direction which accounts for most of the data variance, which becomes the first principal component. The next component is the direction from the remaining data which contains the most variance and is orthogonal to the previous basis vector.
PCA can also be thought of as a data compression technique which involves minimum information loss in the data, in terms of least mean squared error. As a result, it is often used as a pre-processing method in order to simplify further analysis.
Taking an analysis by [33] , it is possible to describe this as mapping vectors PCA can be also implemented by means of several connectionist architectures [13, 14, 17] .
A cooperative neural pre-processing method
The pre-processing architecture used in this research is based on an exploratory projectionist model (EPP) [15, 16] called CMLHL [10] , which was initially applied in the field of Artificial Vision. It is based on another EPP method called MLHL [6] . The application of lateral connections derived from the rectified Gaussian distribution (RGD) [7] to enforce a sparser representation of each weight vector means that it is capable of preserving some global ordering. MLHL is based on a family of cost functions which maximizes the likelihood of identifying a specific distribution.
If there is an N-dimensional input vector, x, and a M-dimensional output vector, y, with W ij being the weight linking input j to output i, then MLHL can be expressed as
The activation (e j ) is feedback through the same weights and subtracted from the input.
And finally, the weights are updated:
where p is a parameter related to the energy function that is used to match the probability density function and the learning rule. Then, lateral connections [7] are derived from the RGD and applied to MLHL. The resultant neural model takes the form of a network in which the independent factors of a data set may be identified, but in such a way that some type of global ordering is captured in the data set.
As a result, the final connectionist architecture is called CMLHL. The lateral connections effect acts after the feedforward step, but prior to the feedback step.
The final architecture is therefore as follows: a feedforward step (Eq. 1) followed by lateral activation passing:
Then there is a Feedback step (Eq. 2) followed by the weight change described in Eq. 3. Where:
-s represents the ''strength'' of the lateral connections -b is the bias parameter -A is a symmetric matrix used to modify the response to the data based on the relation between the distances between the output neurons -g is the learning rate Pattern Anal Applic (2011) 14:207-218 209
Lateral connections
Lateral connections have been derived from the RGD [7] , which is a modification of the standard Gaussian distribution in which the variables are constrained to be non-negative, enabling the use of non-convex energy functions. The standard Gaussian distribution may be defined by:
in which the quadratic energy function E(y) is defined by the vector b and the symmetric matrix A. The parameter b ¼ 1 = T is an inverse temperature. Lowering the temperature concentrates the distribution at the minimum of the energy function. The cooperative distribution has been chosen in this study, as its modes are closely spaced along a non-linear continuous manifold. The sorts of energy function that can be used are those that block the directions in which the energy diverges to negative infinity. For this reason, matrix A has to fit the following property:
where N is the dimensionality of y.
The cooperative distribution in the case of N variables is defined by
where d kp is the Kronecker delta and k and p represent the output neuron identifiers. Matrix A is used to modify the response to the data based on the relation between the distances between the outputs.
The projected gradient method is used, which consists of a gradient step followed by a rectification:
where the rectification [] ? is necessary to ensure that the y-values remain in the positive quadrant. If the step size s is correctly chosen, this algorithm will probably be shown to converge to a stationary point of the energy function [34] . In practice, this stationary point is generally a local minimum.
The distribution mode can be approached by gradient descent on the derivative of the energy function with respect to y. This is expressed in Eq. 11:
The resultant network [10] can show the independent factors of a data set in a way that captures some type of global ordering in the data set and displays it with greater sparsity than other models.
Several versions of this model have successfully been applied to different real data sets, such as data sets on banking, asteroid or algae classification [6] , intrusion detection systems [30] and intelligent processing [36] .
Fine-tuning
The CMLHL fine-tuning process is based on the effect of changing the s parameter, which is the strength of the lateral connections between the output neurons. Experiments were conducted [6] using the bars data set proposed by [46] which adds noise in a graduated manner across the outputs. These experiments showed that altering the strength of the lateral connection parameter modulated the ability of the neural network to ''gather'' features together on the outputs. As predicted, a low s value allows the neural model to code horizontal and vertical bars around a mode. An increase in the s value means that the weak correlations between horizontal and vertical bars begin to have an impact on the learning. As the strength of the lateral connections becomes stronger, the bars are still trained around a mode but at the same time orientations start to separate. Subsequently, a separation emerges between the two different orientations, which is an interesting issue, because all the data inputs to the network consist of both horizontal and vertical bars. Increasing the s value further forces the network to learn only one orientation of bars.
However, if the lateral connections are too strong, then the coding of the bars may be squashed into an area of the output space that is too small for all of the bars to be coded individually. The reason why one orientation of bars is suppressed is due to the pixel overlap between different orientations of bars. If the lateral excitation between the output neurons is strong enough, a single output neuron may be able to switch its preference from a horizontal bar to a vertical one. [6] considered orientation identification to be a precursor to the creation of horizontal/vertical concepts in animals inhabiting a mixed environment.
Case study: spectroscopic stained glass
The data under analysis are taken from an X-Ray spectroscopic analysis of a rose window in the west front of Burgos Cathedral (Spain), on the Way of St. James, the medieval pilgrimage to the tomb of St. James at Santiago de Compostela (the Cathedral was declared a World Heritage Site by UNESCO in 1984, and the Way of St. James, in 1993).
The aim of this research was to classify the spectroscopic data set and identify the sample's date and place of origin in order to facilitate the restoration of this and other historical stained glass windows. The same technique may also contribute to identifying different geographical areas in which the stained glass panels were produced, on the basis of their chemical composition and degree of conservation.
The main components of stained glass windows are composed of chemicals in different proportions such as silicon, sodium, potassium and calcium, which experts can use to determine the different origins of the glasses, and they may even go a step further by suggesting that the panes were made by different craftsmen. Typically, glass that is rich in sodium comes from coastal regions, whereas glass that is high in potassium comes from inland regions.
Spectroscopic techniques applied to minimal samples allow the characterization of historical materials without physical contact between the instrument and equipment, which ensures a non-destructive analysis and the integrity of the biopsy material under study. The technique is based on irradiating the sample material with a small laser. A spectrometer measures the light that spreads out and these data sets, among others, are used to determine the composition of the material.
The high-dimensional spectroscopic data set analysed in this study is composed of samples from 76 different panels from the aforementioned rose window. Its six colours are green, red, blue, yellow, pink and white. A morphological study revealed that the red-stained glass panels consisted of two layers: one of transparent glass and the other of coloured glass. The red-stained glass panel was therefore resampled as two separate samples. The data contained 450 data vectors obtained from 90 samples, each of which was analysed five times.
Each sample in the study was analysed five times, although not always under the same external conditions, which generated a significant lack of reproducibility due, for instance, to the different angles at which the beams penetrated the samples.
The unsupervised connectionist combined method
The high complexity and dimensionality of the spectroscopic data set investigated in this research led to the design of a three-step intelligent system ( Fig. 1): Step 1 Data acquisition by spectroscopic analysis and normalization step. The original data (1,020 dimensions and 450 samples) was acquired after a spectroscopic analysis, as explained in the Sect. 4, which after normalization were reduced to 390 dimensions.
Step 2 Pre-processing step. A robust and fast preprocessing step was required to reduce the dimensionality and identify the most interesting features from the remaining 390 variables or dimensions. CMLHL is an EPP model applied in this study due to its capacity to capture some type of global ordering in the data set, based on the use of cooperative lateral connections. In this case, it performed a dimensionality reduction from 390 to 4 dimensions. Step 3 Visualization step. An intelligent processing step, by which the data obtained in the previous step is analysed through a SOM. It provides a dimensionality reduction and visualization of the internal structure of the data set in two dimensions, where is easier to identify existing clusters and relations. This visualization method is applied in this research because each sample is analysed 5 times and not always under the same external conditions due, for example, to the different directions and angles of the beams that penetrate the samples. This implies an important lack of reproducibility. The SOM is a visualization method known to provide a low dimensional representation of a data set which captures local topographical relations based on the use of a neighbourhood function. Nearby neurons then quantize similar parts of the input space and similar inputs are quantized to the same or similar outputs. From the standpoint of analytical chemistry, this property is very important and, in combination with CMLHL, may allow us to solve or at least reduce the poor reproducibility of the data set under study based on differences in the external measurement conditions.
A graphical representation of the three-step unsupervised intelligent model proposed in the present study is shown in Fig. 1 .
The novel unsupervised intelligent model was initially applied to a data set described by 1,020 dimensions and 450 samples, in order to provide a final visualization of the internal structure in two dimensions where clusters and relations are easier to identify and extract conclusions. To achieve this output, an initial normalization step was necessary from 1,020 dimensions to 390 dimensions. Then a fast and robust feature selection (pre-processing) step by CMLHL performed a dimensionality reduction from 390 dimensions to four dimensions. Both unsupervised neural models, the CMLHL and SOM, were applied due to their capabilities to capture local topographical relations, which together help to identify similar inputs that may serve to reduce the poor reproducibility effect of the chemical analysis in use and its negative impact.
Experiments and results
Pre-processing step
For comparison purposes, two models were applied to carry out Step 2 with the aim of performing a robust and fast dimensionality reduction from 390 to 4 dimensions, identifying the most interesting or relevant features. Fig. 2 shows the respective comparisons of the PCA and the CMLHL spectroscopic data projections over the first four eigenvectors/factors, in the form of a scatter plot matrix. It can be seen how the first model performs better than PCA (Figs. 2, 3) . The vertical and horizontal axes forming these projections are combinations of the variables contained in the original datasets. Figure 2a shows the application of a scatter plot matrix under the aforementioned connectionist model analysing the first four vectors pair-wise, projecting in each case the relation between two directions or dimensions. PCA (Fig. 2b) is applied, in this research for comparative purposes.
After the pre-processing step, some patterns can be already visualized [19] . CMLHL (Fig. 2a) clearly identifies more structure and greater separation between clusters than PCA (Fig. 2b) . Figure 3 presents a more detailed comparison of the best projections, which are CMLHL factor 1-2, 1-3 pair and PCA eigenvector 1-2, 1-3 pair. It shows that both methods are able to identify some degree of internal structure based on the existence of several groups or clusters (two or three depending on the projections) and several sub-clusters.
In Fig. 3a , the projection obtained by CMLHL is more spread out with a larger separation between the two main groups G 1 and G 2 , than that in the PCA projection (Fig. 3b) . A general analysis leads to some interesting conclusions. For example, in Fig. 3a , there is a very strongly grouped central sub-cluster C 1, which contains class 28 class, sub-cluster C 3 to the right of group G 2 contains class 4 glass. Class 10 glass is found at the top of group G 1 in sub-cluster C 2 .
The first eigenvector pair in Fig. 3b (PCA) shows two different groups G 1 and G 2 , just as the CMLHL method does. In the centre, between these two groups, we can see two classes quite close, but separated by a straight line: sub-cluster C 1 relates to class 28; sub-cluster C 3 to class 18; and sub-clusters C 2 and C 4 to classes 70 and 52, respectively, all of which belong to group G 1 . A clear structure based on the identification of two groups and sub-clusters is therefore identifiable. Unlike Fig. 3a , class 10 in the subcluster C 5 of group G 1 is not completely different from class 23 in sub-cluster C 6 , which is spread throughout the sub-cluster from the top to the bottom of group G 1 .
CMLHL factor pair 1-3 ( Fig. 3c) is more defined than any other eigenvector/factor pair, and was able to show more structure as it identified three groups--G 1 , G 2 , and G 3 --formed by many sub-clusters. For instance, group G 1 is composed of class 18 and 70, both of which are very compact and linearly separable from each other. Group G 3 is formed by many sub-clusters such as for example C 8 (class 28) and class 47 is related to sub-cluster C 9 . So, it can be seen that Group G 3 presents quite an interesting structure made up of several sub-clusters. Some examples of this structure of group G 3 are the nine sub-clusters C 1 -C 9 identified in Fig. 3c . Table 1 shows some of the classes in each of these sub-clusters.
PCA eigenvector pair 1-3 ( Fig. 3d) identified some clustering in group G 2 , but upon investigation these subclusters were not very well defined, and they contained some sub-clusters but mainly a mix of classes with a high content of potassium. In the other cluster, group G 1 , the clustering is even less defined, groups G 1 and G 2 being less defined than in the case of CMLHL (Fig. 3c) . In the case of Figs. 2 and 3 and in general for PCA and CMLHL projection models, the vertical and horizontal axes forming these projections are combinations of the variables contained in the original data sets. These figures therefore show the projections of different vector pairs. In the case of this specific data set they are based on the chemical composition of the glasses samples such as the potassium and sodium content, and so on.
Visualization step
In order to obtain a final and more detailed description of the internal structure of this high-dimensional data set, a dimensionality reduction step has been applied, going from four dimensions to visualization in two dimensions, by applying a SOM. The results obtained are presented in Fig. 4 . Finally several groups can be clearly identified. An analysis from a chemical composition point of view revealed that the group G 1 , formed by the sub-clusters C 1 -C 5 (Fig. 4) , comprises samples with high sodium contents and those with high potassium contents are found in group G 2 , formed by the sub-clusters C 6 -C 11 (Fig. 4) . Figure 4 shows the result obtained by the SOM in a 2D input space. This figure depicts the grid of the model Fig. 3 A comparison of the first two PCA eigenvector pairs (Fig. 3b, c) against the first two CMLHL factor pairs (Fig. 3a, c) . a CMLHL factor pair 1-2. b PCA eigenvector pair 1-2. c CMLHL factor pair 1-3. d PCA eigenvector pair 1-3 (40 9 40 neurons) embedded over the data set, providing an at-a-glance view of the adaptation of the map to the data set based on the chemical composition of the glasses samples, which is mainly potassium and sodium content in this case of study. It can be seen (Fig. 4) how the novel model presented in this study is able to classify the different samples in welldefined groups and sub-clusters, based mainly on chemical composition, revealing a classification of groups that are rich in either sodium (G 1 ) or potassium (G 2 ). A detailed classification giving information about how each group is formed is shown in Table 2 .
It can be seen that 68 out of 76 samples were identified four or five times from among the five separated analyses.
It should be noted that the difficulty of reproducing the experimental conditions of an X-ray spectroscopic analysis is due to existing anomalous samples. In this case, only eight samples were identified as having this problem. The main part of the reproducibility information lies in a part of the signal on the continuous spectrum; thus, it may only be obtained from the continuous spectrum. One of the main advantages of using machine learning techniques such as ANN is that they have the capacity to generalize. Moreover, the use of a topological preserving mapping model such as the SOM and CMLHL helps to reduce the problem of poor reproducibility.
The final result is due to the different proportions of the main components such as silicon, sodium, potassium and calcium, which are the different glass components, and more importantly, the different melt materials. The main difference between groups made up of original glasses is in this case their sodium (G 1 ) and potassium (G 2 ) content (Fig. 4) . This fact shows that the raw materials of the different glasses have different origins, and we could even go further by saying that they were made by different craftsmen. In general, glass that is rich in sodium, (group G 1 formed by the sub-clusters C 1 to C 5 , from Fig. 4 ) comes from coastal regions where seaweed ash was used for its production, whereas glass which is high in potassium content (group G 2 formed by the sub-clusters C 6 to C 11 , from Fig. 4 ) comes from inland regions where wood ash was used.
There is no any relation between the colour factor and the groups; in other words, no glass with the same colour appears indistinctly in the different groups. All the glasses which belong to the same group come from the same common matrix and the differences arise from the addition of transition metals in small concentrations, which were used as colouring materials.
The materials which show a high level of corrosion belong to the category in which the potassium stands out as another constituent. On the other hand, the samples which belong to the group that reveals greater sodium composition were kept in a better state of conservation. Among the glasses with the same concentration of alkaline components are those with lithium, followed by others with sodium and finally less stable ones with potassium. So, there is a high correlation between their chemical composition and degree of conservation.
It is important to bear in mind that the groups are influenced by the poor reproducibility of the chemical analysis in use. In principle, there would be five similar results if the technique were reproducible that would appear alongside each other. Thus, the samples that appear to be separated and identified with the same number represent outliers. One way of improving on these results, which we currently consider an area of future work, would be to filter the data, which implies the elimination of outliers or isolated samples. In our case it will be those that only appear once or twice, or even three times in a sub-cluster. The elimination of these anomalous samples and the application of the proposed method would, in our opinion, define these groups better, as only the chemical information that is correctly obtained would be present in the reproducibility information relating to the analytical technique.
Comparison with some other methods
The proposed three-step unsupervised connectionist model provides more information in terms of visualization than the results obtained by PCA or CMLHL (Figs. 2, 3 ) alone as previously demonstrated in Sect. 6. This model produces a better analysis as it identifies a greater number of welldefined groups and subclusters. Figure 5a shows the SOM error, having used CMLHL as a preprocessing method, as the number of iterations increases. It may be clearly seen in Fig. 5a that there is a marked tendency for the error to decrease, and it is therefore likely that it will achieve convergence.
The same kind of analysis has been applied to this data set, but this time only applying the SOM without any preprocessing step. In this case the behaviour of the error (Fig. 5b) , which differs greatly from the earlier case, shows how convergence is much more erratic without any preprocessing step.
Conclusion and future work
In this study, we have presented a novel three-step unsupervised neural method using the CMLHL as a feature selection or pre-processing step, followed by the application of the SOM to analyse complex high-dimensional spectroscopic data characterized by their lack of reproducibility. It has been shown how CMLHL performs much better than a classical model such as PCA as a pre-processing method. CMLHL has also been applied due to the action of its lateral connections in order to preserve a certain degree of topology as the SOM does. The proposed model has identified an interesting visualization of the different stained glass panels solving the difficulty caused by the differences in external test conditions.
The performance of the combined visualization neural model is shown to be better than the performance of PCA or CMLHL alone, when analysing the internal structure of the data set.
It has also shown its fast convergence ability in comparison with a standard SOM.
Future work will be based on the refinement of the initial data set based on the identification of outliers using, for instance, re-sampling techniques [31] . This combined model will also be applied to other data sets that are of interest. A further extension would be the application of different versions of the SOM, such as the ViSOM [32, 33] and WeVoS-SOM [35] , in order to obtain better visualization results.
