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Abstrak 
Non-Dominated Sorting pada Genetic Algorithm merupakan kelas khusus dari algoritma 
evolusioner dengan menggunakan teknik yang terinspirasi oleh biologi evolusioner seperti warisan, 
mutasi, seleksi alam dan rekombinasi (crossover).  Tahap-tahap teknik pencarian untuk menemukan 
penyelesaian perkiraan pada optimisasi dan masalah pencarian, sebagai solusi hasil akhir. Seleksi 
non-Dominasi algoritma genetik adalah sebuah algoritma optimasi multi objek/tujuan algoritma dan 
merupakan contoh dari Algoritma Evolusioner dari bidang Komputasi Evolusioner. NSGA merupakan 
perpanjangan dari Algoritma Genetika untuk optimasi fungsi tujuan ganda. Hal ini berhubungan 
dengan evolusioner algoritma Optimasi multi objek lainnya (EMOO) atau Beberapa Algoritma 
Evolusioner objektif MOEA) seperti Algoritma Vektor-Dievaluasi genetik (VEGA), Algoritma 
Evolusioner penguatan Pareto (SPEA), dan Strategi Evolusi Pareto Arsip (Paes). Ada dua versi 
algoritma, yaitu NSGA klasik dan bentuk yang terbaru saat ini kanonik NSGA-II. 
Kata kunci: non-dominated sorting, genetic algorithm, optimasi multi objek. 
 
1. Pendahuluan 
Pemecahan masalah atau pencarian solusi optimal dalam suatu kasus permasalahan, dianggap 
bukan hal yang mudah. Pada bidang ilmu komputer menawarkan berbagai cara pencarian solusi 
optimal menggunakan metode algoritma yang berbeda-beda sesuai dengan prosedur dan analisis 
optimisasi permasalahan.  
Algoritma Genetik sebagai cabang dari algoritma Evolusi merupakan metode adaptive yang bisa 
digunakan untuk memecahkan suatu pencarian nilai dalam sebuah masalah optimasi. Algoritma ini 
didasarkan pada proses genetik yang ada dalam makhluk hidup yaitu perkembangan generasi dalam 
sebuah populasi yang alami, secara lambat laun mengikuti seleksi alam atau “siapa yang kuat, dia 
yang bertahan (survive)”. Dengan meniru teori evolusi ini, algoritma genetik digunakan untuk mencari 
solusi permasalahan-permasalahan dalam dunia nyata, karena dipercaya memiliki kehandalan dalam 
menghasilkan output yang optimal baik dari masalah dengan satu variabel bahkan multi-variabel atau 
multi-objek. 
Untuk memecahkan masalah optimisasi dalam algoritma genetik diselesaikan dengan beberapa 
prosedur dalam pencarian solusi yakni salah satunya dengan metode seleksi (sorting) untuk 
menerapkan pengetahuan tentang struktur dari ruang pencarian agar dapat mengurangi banyaknya 
waktu yang dipakai dalam pencarian. Sedangkan pada permasalahan yang bersifat multi-variable atau 
multi-objek dibutuhkan pula suatu metode seleksi pencarian solusi yang tepat yakni NSGA (Non-
Dominated Sorting In Genetic Algorithm) yang merupakan perpanjangan dari Algoritma Genetika 
untuk optimasi fungsi tujuan ganda dan mampu meningkatkan penyesuaian adaptif dari populasi 
kandidat solusi untuk sebuah front Pareto yg dibatasi oleh aturan fungsi obyektif. 
 
2. Landasar Teori 
2.1. Metode Heuristik 
Merupakan teknik yang digunakan untuk meningkatkan efisiensi dari proses pencarian. Dalam 
pencarian state space, heuristik adalah aturan untuk memilih cabang-cabang yang paling mungkin 
menyebabkan penyelesaian permasalahan dapat diterima. Pada dasarnya tidak ada langkah-
langkah pasti pencarian solusi dalam metode heuristic. Pencarian lebih bersifat intuitif berdasarkan 
pengamatan terhadap jalannya algoritma terhadap sebuah permasalahan. Namun ada tiga metode 
dasar metode heuristik yakni dengan prosedur mengurangi kemungkinan solusi, partisi masalah, 
dan penetapan biaya untuk sub-masalah [4]. 
1. Pengurangan Kemungkinan Solusi 
Ide dasarnya dengan menghilangkan secara dramatis sejumlah kemungkinan solusi. Salah 
satu pendekatan yang dapat dilakukan adalah memperketat kriteria yang harus dipenuhi di dalam 
fungsi kriteria. Bahkan dapatditambahkan fungsi kriteria lainnya untuk pengecekan kemungkinan 
solusi. 
 . 
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2. Partisi Masalah  
Prosedur ini dilakukan dengan selalu berusaha untuk membagi-bagi setiap permasalahan yang 
ada ke dalam upa masalah yang diasumsikan lebih mudah untuk diselesaikan. Proses partisi dapat 
dilakukan berdasarkan prioritas masalah atau urutan waktu masalah. 
3.  Penetapan Biaya untuk Sub-Masalah 
Dalam metode ini akan ditambahkan properti biaya ke dalam setiap kemungkinan solusi. 
Setiap pengambilan keputusan berdasarkan pada fungsi kriteria dan properti biaya selalu dihitung 
berdasarkan langkah sebelumnya. Biaya yang diambil adalah biaya yang terkecil, dengan harapan 
solusi akan tercapai dengan biaya yang sekecil-kecilnya. 
 
2.2. Optimasi Fungsi 
Mengatasi optimasi masalah pada komputasi Metaheuristik dan Kepakaran dibutuhkan strategi 
khusus untuk memberikan wawasan umum agar setiap prosedur-prosedur fungsi dapat saling 
berinteraksi baik secara stokastik maupun melalui optimasi fungsi. 
Optimasi fungsi bersumber dari bidang Komputasi Evolusioner, Swarm Intelligence, dan terkait 
Komputasi sub-bidang Kepakaran. 
 
2.3. Algoritma Genetika (Genetic Algorithm) 
Penciptaan awal dari Algoritma Genetika adalah John Holland. Algoritma Genetika 
menggunakan analogi secara langsung dari kebiasaan yang alami yaitu seleksi alam, yang bekerja 
dengan sebuah populasi yang terdiri dari individu-individu. Masing-masing individu 
mempresentasikan sebuah kemungkinan solusi terhadap suatu persoalan/permasalahan yang ada. 
Individu tersebut dilambangkan dengan sebuah nilai fitness untuk mencari solusi terbaik. 
Pertahanan yang tinggi dari individu memberikan kesempatan untuk melakukan reproduksi 
melalui perkawinan silang dengan individu lain dalam populasi tersebut. Individu baru yang 
dihasilkan disebut keturunan yang membawa beberapa sifat dari induknya. Sedangkan individu 
lain yang tidak masuk dalam seleksi dalam lingkup reproduksi akan mati dengan sendirinya, 
sehingga tidak diperhitungkan menjadi suatu tahapan solusi. Dengan begitu, beberapa generasi 
dengan karakteristik yang bagus akan bermunculan dalam bentukan populasi tersebut, untuk 
kemudian dicampur dan ditukar dengan karakter lainnya. Semakin banyak individu yang 
dikawinkan, maka akan semakin banyak pula kemungkinan ditemukannya solusi terbaik. 
Sebelum Algoritma Genetika dapat dijalankan, maka sebuah kode yang sesuai 
(representative) harus dirancang, dimana titik solusi dalam ruang permasalahan dikodekan dalam 
bentuk kromosom/string yang terdiri atas komponen genetik terkecil yaitu Gen. Dengan teori 
evolusi dan teori genetika, di dalam penerapan Algoritma Genetika akan melibatkan beberapa 
operator, yaitu : 
1. Operator Evolusi yang melibatkan proses seleksi (selection) di dalamnya. 
2. Operator Genetika yang melibatkan operator pindah silang (crossover) dan mutasi (mutation). 
Untuk memeriksa hasil optimasi, dibutuhkan fitness function, yang menandakan gambaran hasil 
atau solusi yang telah dikodekan. Selama berjalan, induk harus digunakan untuk reproduksi, 
pindah silang dan mutasi untuk menciptakan keturunan. Jika Algoritma Genetika didesain secara 
baik, maka populasi akan mengalami konvergensi dan akan didapatkan sebuah solusi yang 
optimum. 
Beberapa hal yang harus dilakukan dalam Algoritma Genetika, adalah: 
1. Memdefinisikan individu, dimana individu menyatakan salah satu kemungkinan solusi 
penyelesaian.  
2. Mendefinisikan nilai fitness, yang merupakan ukuran baik-tidaknya sebuah individu atau 
baik-tidaknya solusi yang didapatkan. Nilai fitness yang digunakan adalah yang bernilai paling 
tinggi dari individu yang ada. 
3. Menetukan proses pembangkitan populasi awal, yang biasanya dilakukan dengan 
menggunakan pembangkitan acak seperti random-walk.  
4. Menentukan proses seleksi yang akan digunakan. 
5. Menentukan proses perkawinan silang (cross-over) dan mutasi gen yang akan digunakan. 
Istilah-istilah penting yang perlu diperhatikan dalam mendefinisikan individu, antara lain: 
a. Genotype (gen), sebuah nilai yang menyatakan satuan dasar yang membentuk suatu arti 
tertentu dalam satu kesatuan gen yang dinamakan kromosom. Dalam algoritma genetika, gen 
bisa berupa nilai biner, float, integer maupun karakter, atau kombinatoral. 
b. Allele, adalah nilai dari gen 
c. Kromosom, gabungan gen-gen yang membentuk nilai tertentu. 
d. Individu, menyatakan satu nilai atau keadaan yang meyatakan salah satu kemungkinan solusi 
dari permasalahan. 
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e. Populasi, merupakan sekumpulan individu yang akan diproses bersama dalam satu siklus 
proses evolusi. 
f. Generasi, menyatakan satu siklus proses evolusi atau satu iterasi di dalam algoritma 
genetika. 
 
Gambar 1. Ilustrasi Representasi Penyelesaian Permasalahan dalam Algoritma Genetika 
 
Siklus dari algoritma Genetika pertama kali ditemukan oleh David Goldberg [1], dimana 
gambaran siklus dapat dilihat pada Gambar 2. 
 
Gambar 2. Siklus Algoritma Genetika oleh David Goldberg 
 
Komponen-komponen utama Algortima Genetika terdiri dari: 
1. Teknik Pengkodean, yakni bagaimana mengkodekan gen dari kromosom dimana satu gen 
biasanya akan mewakili satu variabel. Dengan demikian kromosom dapat dipresentasikan 
dengan menggunakan ; 
• String bit  :  10011 dan seterusnya. 
• Array bilangan real :  65.65 ; -67.98 ; 77.34 dan seterusnya. 
• Elemen permutasi :  E2, E10, E5 dan seterusnya. 
• Daftar aturan :  R1, R2, R3  dan seterusnya. 
• Elemen Program  :  pemrograman genetika 
• Struktur lainnya. 
2. Membangkitkan Populasi Awal adalah proses membangkitkan sejumlah individu secara 
acak atau melalui prosedur tertentu. Ukuran populasi tergantung pada masalah yang akan 
diselesaikan dan jenis operator genetika yang akan diimplementasikan. Setelah ukuran 
populasi ditentukan, kemudian dilakukan pembangkitan populasi awal. Syarat-syarat yang 
harus dipenuhi untuk menunjukkan suatu solusi harus benar-benar diperhatikan dalam 
pembangkitan setiap individunya. 
3. Seleksi, digunakan untuk memilih individu-individu mana saja yang akan dipilih untuk proses 
kawin silang dan mutasi, dan digunakan untuk mendapatkan calon induk/parent yang baik. 
“Induk yang baik akan menghasilkan keturunan yang baik”. Semakin tinggi nilai fitness suatu 
individu maka semakin besar pula kemungkinannya akan terpilih. 
4. Pindah Silang (Cross-Over), adalah operator dari algoritma genetika yang melibatkan dua 
individu untuk membentuk kromosom baru. Pindah silang menghasilkan titik baru dalam ruang 
pencarian yang siap untuk diuji. Operasi ini tidak selalu dilakukan pada semua individu yang 
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ada. Individu dipilih secara acak untuk dilakukan crossing dengan PC antara 0,6 s/d 0,95. Jika 
pindah silang tidak dilakukan, maka nilai dari induk akan diturunkan kepada turunannya. 
 
Gambar 3. Flowchart Proses CrossOver 
 
5. Mutasi, merupakan operator untuk menggantikan gen yang hilang dari populasi akibat proses 
seleksi yang memungkinkan munculnya kembali gen yang tidak muncul pada inisialisasi 
populasi.  
 
2.4. Metode Non-Dominated Sorting 
Seleksi non-Dominasi algoritma genetik adalah sebuah algoritma optimasi multi objek/tujuan 
algoritma dan merupakan contoh dari Algoritma Evolusioner dari bidang Komputasi Evolusioner. 
NSGA (Non-Dominated Sorting Genetic Algorithm) merupakan perpanjangan dari Algoritma 
Genetika untuk optimasi fungsi tujuan ganda. Ada dua versi algoritma yang banyak digunakan 
saat ini, yaitu NSGA klasik dan bentuk yang terbaru saat ini kanonik NSGA-II. 
Tujuan dari algoritma NSGA adalah untuk meningkatkan penyesuaian adaptif dari populasi 
kandidat solusi untuk sebuah front Pareto yg dibatasi oleh aturan fungsi obyektif. Algoritma ini 
menggunakan sebuah proses evolusi dengan pengganti operator evolusi termasuk seleksi, 
crossover genetik, dan mutasi genetik. Populasi diurutkan menjadi hirarki sub-populasi 
berdasarkan urutan dominasi Pareto. Kesamaan antara anggota dari masing-masing sub-
kelompok dievaluasi di bagian depan Pareto, dan kelompok hasl dan ukuran persamaan 
digunakan untuk mempromosikan sebuah front beragam dri solusi non-dominasi. 
Adapun urutan kerja dari NSGA-II terlihat pada Gambar 4 sebagai berikut: 
 
Gambar 4. Flowchart NSGA-II 
 
Algoritma NSGA menyediakan daftar pseudocode dominasi non seleksi Algoritma genetik II 
(NSGA-II) untuk meminimalkan fungsi biaya. Pada Sort-ByRank dan fungsi Jarak (Distance 
function order) dari populasi menjadi sebuah hirarki non-dominasi front Pareto. Himpunan jarak 
(The Crowding Distance) bertugas menghitung jarak rata-rata antara anggota front masing-
masing di bagian front itu sendiri, sesuai referensi Deb dkk untuk sebuah presentasi yg jelas dari 
Pseudocode dan penjelasan fungsi-fungsi ini [3]. 
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Crossover dan fungsi Mutasi (Mutation Function) melakukan crossover klasik dan operator 
mutasi genetik dari algoritma genetika. Kedua pilihan antara Parents berdasarkan peringkat dan 
jarak serta Sort-by berdasarkan peringkat dan Jarak membedakan anggota populasinya yang 
pertama-tama berdasarkan peringkat (urutan solusi prioritas dominasi bagian front yg dimiliki) lalu 
kemudian jarak pada front (dihitung dengan fungsi himpunan jarak). 
NSGA dirancang agar cocok untuk beberapa fungsi kontinu masalah optimasi kasus objektif.  
Sebuah representasi biner dapat digunakan bersamaan dengan operator genetik klasik seperti 
satu titik crossover dan mutasi titik. Sebuah representasi bernilai real dianjurkan untuk fungsi 
kontinu masalah optimasi, pada gilirannya membutuhkan representasi operator genetik spesial 
seperti Crossover Biner Simulasi (SBX) dan polynomial mutasi [2]. 
 
3. Hasil  
Dari prosedur algoritma NSGA-II yang telah dipaparkan pada pembahasan sebelumnya, 
memberikan contoh seleksi non-dominasi menurut Algoritma Genetik II (NSGA-II) yg dijalankan dalam 
Bahasa Pemrograman Ruby. Masalah demonstrasi adalah turunan dari beberapa tujuan berkelanjutan 
fungsi optimasi disebut SCH (masalah pertama [3]).  
Prosedur untuk mencari nilai minimum dari dua fungsi:  
 
 
Untuk menentukan solusi paling optimal untuk fungsi tersebut: 
 
Algoritma merupakan implementasi dari NSGA-II berdasarkan presentasi oleh Deb dkk [3]. 
Algoritma ini menggunakan string biner representasi (16 bit untuk setiap objective function parameter) 
yang diterjemahkan dan rescaled ke domain fungsi. 
Implementasi ini menggunakan operator crossover yg sama dan mutasi titik dengan tingkat mutasi 
tetap 1/L, di mana L adalah jumlah bit dalam string biner solusi itu. 
Non-Dominated Sorting in Genetic Algorithm dapat diuraikan sesuai daftar Psedocode berikut: 
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Melihat uraian Psedocode tersebut, maka hasil dari metode Non-Dominated Sorting in Genetic 
Algorithm diimplementasikan sebagai berikut: 
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Gambar 5. Implementasi Ruby Psedocode untuk NSGA-II 
 
Berdasarkan implementasi dari psedocode NSGA-II terdapat beberapa komponen-komponen yang 
perlu diketahui, yakni: 
• Gen, merupakan bentuk kromosom dari hasil mutasi genetik. 
• Fronts, adalah nilai perbandingan antara dua fungsi yang dilaksanakan secara rekursif sehingga 
mendapatkan nilai random. 
• Best, dengan kode X menjadi nilai akhir dari solusi paling optimal dari urutan nilai antara objek 
awal hingga objek akhir yang diperoleh dari proses permutasi dalam lingkup populasi. 
• Objs, adalah objek untuk mengurutkan nilai terbaik yang diperoleh dari hasil permutasi. 
Melihat implementasi tersebut, dijelaskan bahwa telah terjadi mutasi sejumlah individu gen/kromosom 
sebanyak 50 gen yang masing-masing menunjukkan nilai fitness pada fronts dengan nilai random 
yang diproses secara rekursif. Tampak ada beberapa Gen yang bermutasi menghasilkan fronts yang 
bernilai sama. Hal ini membuktikan bahwa telah terjadi mutasi gen dengan mendapatkan 
kemungkinan solusi optimasi dan menghasilkan individu baru sebagai parents, berdasarkan 
perbandingan dari dua fungsi objek hingga nilai X ditetapkan sebagai solusi terbaik. 
 
4. Kesimpulan dan Saran 
 
Metode Non-Dominated Sorting digunakan untuk mendapatkan nilai solusi yang terbaik 
berdasarkan nilai kemungkinan dari suatu bentuk permasalahan yakni dengan melaksanakan proses 
pengurutan data/nilai yang kemudian diseleksi. Data yang diseleksi merupakan gen/kromosom yang 
telah ditetapkan sebagai individu-individu pilihan untuk proses kawin silang dan mutasi, dan 
digunakan untuk mendapatkan calon induk/parent yang terbaik. Semakin tinggi nilai fitness suatu 
individu maka semakin besar pula kemungkinannya akan terpilih sebagai individu kromosom baru. 
Metode NSGA-II ini diterapkan menggunakan algoritma genetika yang melibatkan dua individu 
untuk membentuk kromosom baru. Operasi Pindah silang akan menghasilkan titik baru dalam ruang 
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pencarian yang siap untuk diuji. Individu dipilih secara acak untuk dilakukan operasi cross-over. Jika 
pindah silang tidak dilakukan, maka nilai dari induk akan diturunkan kepada turunannya. 
Sedangkan proses permutasi yang berfungsi sebagai operator akan dilaksanakan melalui 
beberapa prosedur untuk menggantikan gen yang hilang dari populasi akibat proses seleksi yang 
memungkinkan munculnya kembali gen yang tidak muncul pada inisialisasi populasi. 
Pada dasarnya Algoritma NSGA-II ini berfungsi untuk meminimalkan fungsi biaya dengan 
menetukan Sort-ByRank dan fungsi Jarak (Distance function order) dari populasi sehingga menjadi 
sebuah hirarki non-dominasi front Pareto. Himpunan jarak (The Crowding Distance) bertugas 
menghitung jarak rata-rata antara anggota front masing-masing di bagian front itu sendiri. Sehingga 
untuk penelitian berikutnya dapat mengimplementasikan metode NSGA-II menggunakan objek nyata 
dalam menemukan optimasi solusi yang terbaik.  
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