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Abstract: Low enthalpy geothermal systems exploited with ground source heat pumps or 
groundwater heat pumps present many advantages within the context of sustainable energy 
use. Designing, monitoring and controlling such systems requires the measurement of 
spatially distributed temperature fields and the knowledge of the parameters governing 
groundwater flow (permeability and specific storage) and heat transport (thermal 
conductivity and volumetric thermal capacity). Such data are often scarce or not available. 
In recent years, the ability of electrical resistivity tomography (ERT), self-potential method 
(SP) and distributed temperature sensing (DTS) to monitor spatially and temporally 
temperature changes in the subsurface has been investigated. We review the recent 
advances in using these three methods for this type of shallow applications. A special focus 
is made regarding the petrophysical relationships and on underlying assumptions generally 
needed for a quantitative interpretation of these geophysical data. We show that those 
geophysical methods are mature to be used within the context of temperature monitoring and 
that a combination of them may be the best choice regarding control and validation issues. 
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1. Introduction 
Geothermal heat pumps have a lot of advantages over standard heating and/or cooling systems such 
as gas or oil boilers and cooling machines which render them sustainable [1,2]. They allow large 
primary energy savings (e.g., [3,4]), strong reductions of CO2 and other greenhouse gases emissions ([2,5] 
and references therein), and the use of energy stored in the subsurface (soil or groundwater).  
With regards to air-source heat pumps, geothermal heat pumps have the advantage of the ground 
temperature, which is far more constant than air temperatures. This energy is considered to be 
renewable as long as it is used reasonably and rationally (e.g., [6] and references therein). For instance, 
among shallow and deep geothermal resources, geothermal heat pumps accounted for 47.2% of 
thermal energy use and 68.3% of the total installed capacity in the World in 2010 [7]. Geothermal 
energy resources therefore constitute an essential field of research and development in the 
diversification of energy resources to hinder global warming (e.g., [8]). 
Two main techniques exist to exploit shallow geothermal energy systems. In closed systems, heat is 
collected through a heat exchanger (vertical or horizontal), generally plastic pipes with a circulating 
fluid. This technology is generally referred as ground source heat pumps (GSHP). Such systems can be 
used for heating in winter and cooling in summer, suing the heat stored in the ground. Such a closed 
system is called borehole thermal energy storage (BTES). In open systems, groundwater circulates 
between production and injection wells and/or towards surface water. This is referred as groundwater 
heat pumps (GWHP) [9]. This kind of system requires a relatively high permeability to allow large 
pumping volumes. When heated or cooled water is infiltrated directly in the aquifer, one can take 
advantage of this energy storage as long as hydrogeological requirements are met (a weak hydraulic 
gradient for example). In this specific case, we rather speak of (seasonal) aquifer thermal energy 
storage (ATES) systems [4]. 
Very low-temperature systems (<30 °C) are generally located at depths between 0 and 100 m.  
They are thus much more easily accessible and involve lower implementation costs than deeper,  
high temperature, systems. The cost difference is essentially due to the drilling costs. Moreover, very  
low-temperature reservoirs, such as shallow aquifers, are relatively abundant in alluvial or coastal 
plains where urban development is concentrated. From 0 to less than 100 m depth, groundwater has an 
average temperature ranging from 5 to 30 °C and may be used for domestic or industrial cooling 
and/or heating (e.g., [10,11]). 
Designing such systems requires a multidisciplinary approach including geological and 
hydrogeological studies. The most common approach is to model the subsurface using a coupled 
groundwater, heat flow and transport simulator. However, such models require the knowledge of the 
parameters governing groundwater flow (e.g., hydraulic conductivity and specific storage) and heat 
transport (e.g., thermal conductivity, volumetric heat capacity, flow rate). In situ tests, such as thermal 
response tests [12,13] or laboratory measurements [14] are sometimes possible, but the values obtained 
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may deliver only well-centered information or may not always (if not at all) be representative of in situ 
conditions at a larger scale. Such data are often scarce if not missing and authors often have to rely on 
standard calculation charts, values found in the literature, or simply default values implemented in 
standard software (e.g., [15–18]). In addition, the heterogeneity of the material properties and their 
potential anisotropy, which are difficult to detect with standard integration methods, make the problem 
more complex. The direct consequence is a lower confidence in the predictions of models leading to 
inadequate design of the heat pumps. 
Besides the characterization of shallow geothermal systems themselves (e.g., for dimensioning 
purposes), the impact on the evolution of groundwater temperatures is also an important research topic 
both economically and environmentally. From an environmental point of view, the exploitation of 
geothermal heat pumps yields cold and hot plumes [19–21] which may influence aquifer properties 
such as groundwater chemistry (e.g., [22–24]) and microbiology [25]. Moreover, geothermal systems 
can only be qualified as renewable if there is a global annual thermal equilibrium. These potential 
environmental effects must be (and will increasingly be) studied because they can have strong 
economic repercussions such as lowering the global life of the system with side effects such as aquifer 
freezing and scaling on heat exchangers and wells [6,26,27]. From an economical point of view, a 
better knowledge of the thermal affected zone (TAZ) [28,29] can prevent shallow geothermal systems 
competing with each other (thermal feedback or thermal recycling) [30,31] or better, to take benefit of 
multiple ATES systems with mutual energy storage zones to enhance the global systems efficiency [22]. 
Haehnlein et al. [6,11] pointed out that while policies exist in some countries to limit the 
temperature difference caused by the use of geothermal systems, the development of anomalies is 
rarely monitored. With the growth of the demand for renewable energy (more than 200 new ATES 
systems are currently being installed each year in The Netherlands, for example) [22], we can expect 
that regulations will become more severe and control of installations more common. New monitoring 
technologies will therefore be needed to better conceptualize, design, and then control shallow 
operating geothermal systems. 
Thermal tracing experiments have been performed for decades in hydrogeology [32–34]. Such 
experiments are used to improve the characterization of hydrogeological parameters (e.g., hydraulic 
conductivity and hydrodynamic dispersivity tensors), but the same methodologies may also be used to 
study the thermal properties of shallow geothermal systems [35–37]. However, the heterogeneity of 
geothermal and hydrogeological systems may be too complex to be fully captured by classic thermal or 
solute tracer experiments alone [38,39], with only punctual measurements in wells. 
In this context, new technologies are clearly needed to monitor the spatial and temporal distributions 
of temperature in the shallow geothermal system (Figure 1) to: (1) better design the geothermal system 
and the monitoring network, (2) prevent any thermal feedback/recycling, and (3) image and control the 
thermal affected zone. Among these technologies, we will emphasize in our review three emerging 
geophysical techniques to monitor geothermal systems (Figure 1). The first one is called electrical 
resistivity tomography (ERT) or electrical resistivity imaging (ERI). It provides 2D or 3D tomograms 
of the resistivity distributions of the subsurface. Time-lapse variations of the electrical resistivity can 
be used to map changes in temperature. The second approach is the self-potential method (SP), which 
is used to map or monitor the electrical potential at the ground surface or in wells. The self-potential 
anomalies can be associated with ground water flow and temperature variations. The last method is the 
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use of an in situ fiber optic distributed temperature sensor (DTS). This method provides linear 
measurements of temperature with centimeter resolution in boreholes with a precision of around 0.1 °C. 
Figure 1. Emerging geophysical technologies to measure the temperature distribution in 
the subsurface due to heat injection in a fully non-invasive manner (electrical tomography 
and self-potential) to spatially continuous measures in boreholes (distributed fiber optics). 
 
The paper is organized as follows: first, we describe the principles of the three methods with a focus 
on the information provided in the framework of geothermal systems, hypothesis made and set up. 
Then, a review of the literature for the three methods with emphasis on practical consideration and 
limitations is made. The paper ends with conclusions, perspectives of development and applications of 
these methods to geothermal heat pump systems. 
2. Electrical Resistivity Tomography 
Electrical resistivity tomography (ERT) is a method that images the bulk electrical resistivity 
distribution of the subsurface (Figure 2) in two, three, or four dimensions (the three dimensions of 
space plus time when monitoring is performed) from the meter to the hundreds of meter scale 
depending on the electrode spacing. When conducted from the surface only, the method is  
non-invasive. Electrical resistivity is a property depending on several textural properties of the porous 
material (such as porosity and pore shape), the presence of clay minerals (mineralogy and weight 
fractions), the properties of the pore water (saturation, salinity), and environmental variables such as 
temperature [40–42]. As a consequence, ERT is often used to infer these subsurface properties but 
require being able to separate the different contributions affecting the measurements. Quantitative 
interpretation remains indeed difficult without additional information, generally in the form of a few 
additional in situ measurements or/and the use of additional geophysical methods (for instance GPR or 
induced polarization). Electrical resistivity tomography (ERT) has proven its efficiency to image 
and/or monitor spatial phenomena [43] such as salt water intrusions [44,45], variations in moisture 
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content (e.g., [46,47]), biodegradation of hydrocarbons (e.g., [48,49]) and salt tracer experiments  
(e.g., [50,51] and references therein). An in-depth review of electrical properties of rocks can be found 
in Schön [52] or Revil et al. [53], whereas a description of electrical methods can be found in Binley 
and Kemna [54]. 
Figure 2. Background tomography obtained using 28 electrodes in two boreholes.  
The inverse model shows resistivity values varying between 100 and 200 Ω·m.  
The panel seems slightly heterogeneous and reflects lithological changes. Dots show  
the position of borehole electrodes. Average groundwater temperature is around 13 °C 
(modified after [55]). 
 
The tomography of Figure 2 shows a background snapshot of the resistivity distribution at a site in 
an alluvial plain [55]. The changes in resistivity reflect changes in the lithology. To obtain such an 
image, a series of electrical current injections into the soil was performed, generally between two 
electrodes called current electrodes and the resulting electrical potential difference was measured 
simultaneously between two other electrodes, called potential electrodes. Given Ohm’s law, the ratio 
between the measured difference of electrical potentials and the known current intensity equals the 
electrical resistance. A value of electrical resistance is therefore assigned to the used quadrupole and 
the process is repeated automatically hundreds to thousands of time along a profile (or a panel for 
cross-borehole application) to acquire a full data set. Electrical resistance is not an intrinsic property of 
earth because it is linked to the volume of subsurface that is scanned by electrical current lines. The 
resistance data set must be inverted to find an inverse model of electrical resistivity distribution that 
explains collected data. This inverse model is the electrical image/tomogram that is then interpreted 
physically in terms of temperature using a petrophysical transformation (see Section 2.2). A common 
way to solve such inverse problems [54] is to add a regularization constraint to the least-square 
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problem [56]. The problem is then to minimize, through an iterative process, an objective function of 
the form: 
0ψ( ) ψ ( , ) λψ ( , )d mm d m m m   (1) 
In the above equation, m represents the (unknown) model vector (i.e., a vector containing the 
resistivity values for the cells used to discretize the subsurface), ψd(d,m) is a measure of the data misfit 
(difference between the measured and modeled data according to a given norm), the model functional 
ψm(m,m0) defines desired model constraints and can include a prior resistivity model m0, and λ is the 
so-called regularization parameter, which balances the two terms. This regularization parameter can 
also be optimized in the inversion process. Minimizing the objective function with respect to the model 
vector m is a non-linear problem in ERT. The solution of this problem can be achieved using an 
iterative process such as the Gauss-Newton algorithm. 
2.1. Time-Lapse ERT 
Bulk electrical resistivity of saturated soil/rock samples decreases with temperature [40,41,57].  
This correlation reflects the change in conductivity of water contained in the pores but also in the 
surface conductivity of grains. These effects are linked to the modification of viscosity with 
temperature which modifies the mobility of charge carriers. By extension, the temperature changes 
observed on operating GWHP/ATES systems [4] are typically in the range of temperature changes that 
could be detected by ERT (~2 °C and more, see [55]). 
During a monitoring study, we acquire at least one snapshot, which is linked to a background or 
reference state, such as the one shown in Figure 2. Data acquisition is then repeated over time with the 
same sequences, parameters and so on. Data sets are finally inverted and compared to the reference 
image to visualize resistivity changes over time. These changes are in turn connected to the physical 
process we want to follow (temperature changes in our case, Figure 3). One advantage of such  
time-lapse ERT over static ERT is that it can be used to monitor processes involving only one or a few 
of the parameters influencing electrical resistivity. This makes the interpretation of time-lapse ERT 
more easily quantitative. 
In most monitoring studies, temperature effects are undesirable and therefore, often considered as 
noise that may create artefacts and misinterpretation of the resulting images. As a result, temperature 
corrections in time-lapse (monitoring) series may be necessary to correct electrical resistivity 
tomography results in order to avoid misinterpretation when explaining resistivity changes linked to 
other physical processes such as changes in contamination or porosity [40,58–60]. 
With time-lapse data sets, we are interested in imaging the changes in electrical conductivity/resistivity 
with respect to a reference in time. Generally, the process of inversion is adapted in order to improve 
inversion results [61]. Three main procedures, with several variants, exist to invert for time-lapse ERT 
data [62]: namely independent inversion, difference inversion, and time-constrained or reference 
model inversion. 
In independent inversion, inversion results obtained separately are simply subtracted [63], which 
should eliminate systematic errors but amplify uncertainties in the data. The difference inversion 
scheme [50,64] formulates the problem in terms of variations for both data and model, i.e., the data 
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differences are inverted to calculate the model changes to apply to the reference state. This process 
eliminates the systematic errors on the data linked to modeling, measuring device or contact 
resistances. The background state is used as a starting model for subsequent time-lapse, which 
generally leads to a fast convergence of the algorithm. 
Figure 3. Tomographies of changes in bulk electrical resistivity after injecting hot water  
(3 m
3
/h at a mean temperature of 38 °C). The background tomography is the one shown in 
Figure 2. Hot water injected in a well located at 8m upgradient, on the whole aquifer 
thickness, can be seen as negative resistivity changes (blue). It is preferentially found in the 
deeper part of the aquifer because groundwater flows preferentially in this high hydraulic 
conductivity zone (gravel). This figure compares time-lapse inversions using the standard 
smoothness constraint regularization (left), minimum gradient support (middle) and 
geostatistical inversion (right) (modified after [65]). 
 
For temporally constrained schemes, a regularization operator is added in the time dimension  
(under the form of a reference model) in addition to the space dimensions, to minimize changes 
between successive tomograms [66,67]. This provides a 4D inversion scheme, which has proven to be 
efficient in tracer tests [68]. 
According to the location of electrodes on the field, the inversion is made using a true 3D model. 
The subsurface is divided in cells in the three dimensions and the model is inverted considering current 
flow in all directions [69]. When the collected data results from electrodes situated on a plane, the 
inversion generally uses a 2.5D scheme, where the resistivity distribution is considered as constant in 
the direction perpendicular to the section [70]. The latter inversion scheme may yield inversion 
artefacts when used in time-lapse mode. Indeed, in the case of a moving plume of heat, it may be 
imaged before crossing the ERT section because it already influences current lines. This phenomenon 
is known as the shadow effect [71,72]. 
To compare the successive models in the monitoring study, it is important that all data sets be 
inverted with the same level of data misfit corresponding to the expected noise level and the same 
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approach to optimize the regularization parameter of Equation (1). Indeed, over-fitting the data  
may create artefacts of inversion in the corresponding image, whereas the contrary would result in an  
over-smoothed inverted section [73]. Similarly, using different approaches to optimize the 
regularization parameter (L-curve, fixed, iteratively decreasing) may introduce undesired artifacts. 
Another issue is the assessment of the propagation of noise in the inversion. Robert et al. [51] 
proposed the use of two background data sets corresponding to a common state of the subsurface to 
study this phenomenon. They inverted one data set with the inversion of the other as reference.  
The resulting changes in resistivity are small and the maximum change is considered as the limit to 
interpret resistivity change. Hermans et al. [74] estimated the level of noise with reciprocal 
measurements and generated 100 new data background data sets. Then, they evaluated the mean and 
standard deviation of the 100 inverted electrical resistivity models and proposed a conservative cut-off 
(two times the maximum standard deviation) to interpret time-lapse images. Hermans et al. [55] used a 
simple physical interpretation to assess the error level. They expected only decreases in resistivity in 
their time-lapse sections. However, increases up to 3% were observed. They thus considered the 
changes between −3% and +3% has not interpretable and chose −3% as the limit of quantification for 
ERT in their specific case. This corresponded to a change in temperatures of 1.2 °C. 
A major drawback of traditional ERT inversion is the smoothing effect induced by the 
regularization operator. To avoid this, coupled hydrogeophysical inversions are possible [39,75,76]. 
Resistance data are directly incorporated in the inversion of (thermo-) hydrogeological data, which 
avoids the inversion steps. Besides, many efforts have been made in the last decade to improve static 
ERT inversion by incorporating prior information in the inversion process. New constraints have been 
developed including blocky inversion [77], minimum gradient support [78], structural inversion [79], 
geostatistical inversion [44] or guiding images [80]. These constraints have proved to be efficient in 
many field cases (e.g., [81]). 
Except for the reference model constraint used in the spatio-temporal and difference inversion 
scheme, few specific regularization operators have been developed for time-lapse ERT inversion. 
Globally, the same constraints as for static image could be used. Nguyen et al. [65] proposed to adapt 
minimum gradient support (MGS) and geostatistical inversions for time-lapse inversion. Figure 3 
proposes a comparison of these approaches with standard smoothness constraint within the context of 
difference inversion. The models were inverted with the same error level to the same inversion error. 
Data correspond to the heat tracing experiments performed by Hermans et al. [55] in an alluvial 
aquifer with cross-borehole ERT. Hot water was injected in a well located 8 m upgradient on the whole 
thickness of the aquifer. The results obtained with the standard smoothness constraint (Figure 3, left) 
showed a good agreement with direct and DTS measurements. Hot water flows preferentially in the 
deeper part of the aquifer (gravel) due to its higher hydraulic conductivity. In this case, MGS yields 
focused resistivity changes and avoid smoothing (Figure 3, middle), which is efficient to image 
transport in fractures, karsts or along faults, but not really appropriate in an alluvial aquifer where flow 
is supposed to be relatively homogeneous. Geostatistical inversion in time-lapse allows integrating 
direct measurements in boreholes, such has DTS temperature logs, to build the regularization operator 
(Figure 3, right). Since, spatio-temporal variograms are possible [82], this could be included in a 4D 
inversion scheme as well. The geostatistical inversion reduces the smoothing effect of standard 
inversion to the suggested correlation length and is the most coherent with observed temperatures. 
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Qualitatively, the three inversions proposed in Figure 3 are similar. They enable to locate the zone 
of preferential flow path, related with stronger decrease of resistivity [55]. However, quantitatively, the 
variations in resistivity are slightly different which would in turn modify the estimation of temperature. 
It is thus important to consider the regularization operator which best fits the flow process. Direct 
measurements are helpful in this process. Even if those issues (noise and inversion) are not specific to 
the monitoring of temperature, they may play an important role in the future in the development of 
time-lapse ERT, and may thus influence its use within the context of geothermal systems. 
2.2. Petrophysical Considerations 
In the framework of ERT, the aim of the petrophysical relationship is to quantify the link between 
bulk electrical conductivity and temperature. The bulk electrical conductivity σb is generally expressed 
as a function of porosity ϕ and tortuosity (often joined in a term called the formation factor F), 
saturation Sw, fluid electrical conductivity σf and surface conductivity σs due to electrical conduction in 
the electrical double layer coating the surface of the grains in contact with water [83]: 
11 1σ σ σn nb w f w sS S
F F
   (2) 
where n, the saturation exponent, is an empirical exponent close to 2. Surface conductivity is related to 
the cation exchange capacity of the matrix and is significant for shaly and clayey sediments. 
Description of experimental models investigating this term can be found in Waxman and Smits [42] or 
Revil et al. [41,84]. Archie’s law (Equation (3)) describes the relationship between F and the 
connected porosity ϕ with a power law through the porosity-exponent m [85]: 
1 m
F
  (3) 
The formation factor F may vary spatially (both laterally and with depth), depending on the lithology. 
Revil [83] showed that it may be reasonable to take m = n. In this case Equations (2) and (3) becomes: 
1σ θ σ θ σ m mb f s  (4) 
where θ is the water content. Revil [83] showed that the surface conductivity can be related to the 
cation exchange capacity or the specific surface area of the material. Both parameters can be easily 
measured in the laboratory for core samples. Surface conductivity can also be determined through 
induced polarization measurements, which can be measured with the same instrument used to do 
resistivity measurements [86]. 














  (6) 
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When limited temperature intervals are considered (a few tens of degrees), a linear dependence 
between water electrical conductivity and temperature can be assumed, it is called the ratio model. 













m T T  (7) 
where σf,T is the fluid electrical conductivity at temperature T (in °C), σf,Tref is the fluid electrical 
resistivity at the temperature of reference Tref (typically 25 °C), and mf,Tref is the linear temperature 
dependence of electrical conductivity with temperature (expressed in °C
−1
). Equation (7) corresponds 
to a first-order Taylor expansion of the conductivity dependence with temperature around the reference 
temperature. The value of mf,25 can be experimentally determined and varies according to the 
composition of the fluid. A value between 0.018 °C
−1
 and 0.025 °C
−1
 is often found [40]. 
Surface conductivity variations with temperature can be expressed by similar equations, with a 











s refm T T    (8) 
Hayley et al. [40] applied this model on the temperature range 0–25 °C and found ms,25 around 
0.018 °C
−1
 and mf,25 equal to 0.0187 °C
−1
. These values are similar and lead globally to a linear 
temperature dependence for the bulk electrical conductivity. It signifies that Equation (7) is also valid 
for bulk electrical conductivity which varies linearly with temperature. This is generally acceptable for 
temperature intervals below 40 °C but may be wrong for higher temperature intervals [41]. 
In the case of ERT monitoring studies, we measure bulk electrical resistivity at different time steps 
and compare it to a reference state, called the background. If we take the ratio of Equation (5) between 






















and the relation is not dependent on the formation factor but on porosity only. This can be done only if 
the formation factor is supposed to be independent from electrical conductivity and constant in time 









Through Equation (10), we see that the variation in bulk electrical conductivity in the saturated zone 
is related only to a variation of the fluid electrical conductivity. When we consider temperature 
variations, Equation (10) is also valid when surface conductivity is non-negligible if the temperature 
linear dependence of water and surface conductivity are the same [41]. Indeed, in this case the 
variations of water, surface and bulk electrical conductivity have the same slope, which allows writing 
Equation (10) as well. 
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Equation (10) may be interesting to use to derive subsurface temperature from water conductivity. 
Indeed, in many cases, temperature measurements will be only accessible through groundwater inside 
boreholes and the fractional change per degree will be determined from a water sample. In Equation (10), 
σb1 and σb2 are determined using ERT after inversion of resistance data and σf1 can be measured on a 
sample from formation water of the aquifer before the experiment (calibration process). The only unknown 










If we assume that the salinity of the fluid remains constant during the experiment, the water 
electrical conductivity depends only on temperature. 
Introducing Equation (7) into Equation (11), we can express the temperature T (in °C) according to 
bulk electrical conductivity of the background and of the considered time-lapse section, to water 
electrical conductivity at the temperature of reference and at the temperature of the background and to 















where σb2,T represents the bulk electrical conductivity at the time-step for which we try to determine 
the temperature and T0 = 25 °C. 







is only dependent on the temperature and the fractional change per 














T T T T
m

     (13) 
Equation (13) is similar to Equation (7) expressed for the bulk electrical resistivity at two different 
temperatures. The result of applying these petrophysical relationships to changes in ERT can be seen 
in Figure 4. 
The developments above consider that changes in bulk electrical conductivity are only related to 
direct temperature changes. It does not take into account modifications in equilibrium and kinetics that 
may arise with an increase in temperature. 
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Figure 4. Time-lapse tomography of changes in temperature derived from ERT using 
Equation (13) on Figure 3, left. The image of temperature is limited to the saturated zone, 
because Equation (5) is not valid in the unsaturated zone (modified after [55]). 
 
3. Self-Potential Method 
The self-potential method is a passive geophysical method that is sensitive to the generation of 
electrical current densities in the ground. The method consists in mapping or monitoring passively 
electrical potentials on the ground surface or in wells using a set of non-polarizing electrodes  
(e.g., Cu/CuSO4 or Pb/PbCl2 electrodes). One of these electrodes is used as a reference, preferably 
located far from the area that is being monitored. The instrument used for the measurement is a 
voltmeter with a sensitivity of at least 0.1 mV and an input impedance of 10 to 100 MΩ or higher. 
These currents include, within the context of geothermal systems, the streaming current associated 
with the flow of the ground water and the thermoelectric current associated with a temperature 
gradient. The sum of these two terms corresponds to the total source current density Sj : 
ˆ σS V TQ C T  j u  (14) 
where u (in m·s
−1
) denotes the Darcy velocity, ˆVQ  (in C·m
−3
) denotes the excess of electrical charge at 
saturation that is carried along with the flow of the pore water, σ denotes the (saturation-dependent) 
electrical conductivity of the porous material, and TC  is the thermoelectric coupling coefficient 
defined below. For pH values between 5 and 8, Jardani et al. [88] found that the ˆVQ  is controlled by 
the permeability at saturation k (in m
2
) and they developed the following empirical relationship [89]: 
10 10
ˆlog 9.2 0.82logVQ k    (15) 
In conductive materials, the source current density Sj  is responsible for an electrical field and the 
tangential component of this electrical field is measured at the ground surface. With respect to the 
macroscopic electrical field, the generalized Ohm’s law for the total current density j (A·m−2) is 
written as: 
σ Sj E + j  (16) 
where φ E  denotes the electrical field and φ the self-potential field, and σ denotes the bulk 
electrical conductivity of the porous material. From Equations (14) and (16), the streaming potential 
and thermoelectric coupling coefficients Cs and CT are defined by: 

























) respectively, where h is the piezometric level.  
In Equation (18), the thermoelectric coupling coefficient is only properly defined in absence of flow and 
when the total current density is zero. An experimental procedure is described in Leinov et al. [90].  
In a recent work, Revil et al. [91] obtained a value of the thermoelectric coupling coefficient of  
−0.5 mV·°C−1. The negative polarity implies that positive temperature anomalies (increase in 
temperature) should be associated with negative self-potential anomalies. 
Equation (16) is combined with a conservation equation for the electrical charge that is written as 
0 j  in the quasi-static limit of the Maxwell equations [92]. The combination of these equations 
yields the following elliptic partial differential equation for the self-potential φ (in V): 
 φ S   j  (19) 
The right-hand side of Equation (19) corresponds to the self-potential source term associated with 
the Darcy velocity, with the temperature distributions, and with the heterogeneity in the distribution of 
the volumetric charge density, thermoelectric coupling coefficient, and electrical conductivity. 
Figures 5 and 6 show the simulation of the self-potential signals associated with the passage of an 
electrical potential anomaly in a preferential flow channel. We can see a negative self-potential 
anomaly at the ground surface indicating the presence of the thermal anomaly (Figure 5). This 
anomaly is highly correlated to the temperature changes (Figure 6). 
Figure 5. Time-lapse simulation of electric potential in a tank, relative to the background, 
following the hot injection. 3D illustration of growth of the negative self-potential anomaly 
in the channel at the surface, due to the temperature distribution in the channel in the 
subsurface (modified after [93]). 
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Figure 6. Simulated temperature and electric potential changes relative to background 
along Profile 1 (see position in Figure 5) following the injection of hot water in an upstream 
reservoir. (a) Simulated temperature change relative to background. The temperature 
anomaly is confined primarily to the permeable channel; (b) Simulated electric potential 
change relative to background following the hot injection. The electric potential anomaly is 
negative, achieves a peak amplitude of approximately −13 mV, and is confined primarily 
to the permeable channel; (c) Simulated relationship between temperature change and 
electric potential change along profile 1. The relationship is linear and has a slope of  
−4.9 mV·K−1, which is approximately equivalent to the thermo-electric (intrinsic) coupling 
coefficient of CT = −5 mV·K
−1
 incorporated into the model, indicating the potential anomaly 
is due to the temperature change in the tank for this simulation (modified after [93]). 
 
4. Distributed Temperature Sensing 
Distributed temperature sensing is based on Raman scattering effect in fiber optic cables.  
Raman scattering is an inelastic scattering resulting from the interaction of an incident ray of light with 
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the electrons in the molecular bond. Inelastic interaction means that the frequencies of incident and 
scattered photons are different (Figure 7). Frequency shifts correspond to the vibration frequencies of 
the electrons. Two states are possible: photons scattered to lower frequencies, corresponding to energy 
absorbed by the molecules, are called Stokes lines, whereas photons with higher frequencies, 
corresponding to a loss of energy from the molecules are called anti-Stokes lines. A detailed 
description of the effects can be found in Selker et al. [94]. 
Figure 7. Sketch of the Raman scattering effect in fiber-optic. Incident light is scattered 
due to the interaction of photons with electrons. The Anti-Stokes amplitude varies with 
temperature. Note that Brillouin scattering [94] has been ignored on the sketch. 
 
The temperature dependence of Raman scattering is linked to frequency relations between incident 
and scattered photons. When temperature increases, the number of electrons in high energy states 
increases, too. Consequently, the ratio of anti-Stokes photons relative to Stokes photons will be higher. 











   
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 (20) 
where λS and λA are Stokes and anti-Stokes wavelengths, c is the speed of light in vacuum, Δν is the 
frequency shift with incident light, h is the Planck’s constant, T is the absolute temperature (in Kelvin) 
and k is the Boltzman constant. This ratio is dependent on the temperature at the position 
corresponding to the two-way travel time only (it means that it is independent of light intensity). 
Practically, the diffusion of light and the measuring time result in an integrative rather than punctual 
measure of temperature. To achieve a high spatial resolution, the speed of light must be precisely 
known. Commercial fibers generally have a speed around 0.2 m/ns. It means that to 1 m of fiber 
corresponds 5 ns of signal to analyze with a delay of 10 ns/m for the backscattered signal to arrive 
(two-way travel time) at the measuring device. To avoid dispersion of light effects, the first and last 
parts of the signal are trimmed, leading to signal loss. This is a bigger issue for small spatial measuring 
interval, since the ratio trimmed signal over total signal is higher. The signal strength of Stokes and 
anti-Stokes photons is also a limit on the precision of the method. Longer integration times, averaging 
several pulses, will increase the number of photons and thus the resolution of the method (from around 
0.1 °C down to 0.01 °C). The use of DTS to determine temperature will thus always be a compromise 
between, temperature precision, spatial and time resolutions. 
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Tyler et al. [96] provide guidelines for the use of DTS to measure temperature in hydrological 
studies. DTS allows achieving meter to centimeter resolution over long distances in 1D but requires 
the installation of boreholes. The measured temperature is that of the groundwater in open systems 
(Figure 8). 
Figure 8. Comparaison of DTS and ERT-derived temperatures in borehole during heat 
tracing experiment (Figure 4). The agreement is very good which validates the ability of 
ERT. The difference in the upper part of the aquifer likely results from convection in the 
borehole. This effect is less important in ERT which provide a temperature on an 
integrated volume (modified after [55]). 
 
Tyler et al. [96] also point out the importance of the calibration procedure to obtain accurate 
temperature data, taking into account signal attenuation (cables and connections dependent) and 
temperature offset (laser and sensor dependent). This is generally done using an ice bath at constant 
temperature (0 °C). Compared to thermocouples and traditional temperature loggers, DTS systems 
offer the advantage of providing distributed measurements of temperature using a single cable, making 
its implementation easier. If the measuring device is considerably more expensive in the case of the 
DTS relative to the thermocouple where a simple voltmeter is sufficient, the cost and installation of the 
DTS sensors is significantly lower per meter of installation.  
5. Previous Works 
5.1. Using ERT to Monitor Temperature Changes 
ERT has already been applied to study heat reservoirs where hydrothermal fluids generate high 
resistivity contrasts due to their temperature often exceeding 150 °C. In those situations, ERT can detect 
the reservoir itself, map preferential flow paths, and be useful to characterize rock properties [97–100]. 
Recently, several studies were carried out to image volcano hydrothermal systems with very long 
resistivity cables, showing that ERT is a reliable tool to detect hydrothermal features [101,102]. 
However, to our knowledge, few studies have used time-lapse ERT to estimate the temperature 
distribution during heat injection and storage experiment. The first geothermal test using geoelectrical 
methods was conducted by Benderitter and Tabbagh [103]. They carried out an experiment where the 
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injection of heated water (40 °C) in a 4 to 7 m deep confined aquifer was monitored with DC 
resistivity measurements. The first potential electrode was fixed and used as a reference; the second 
one was covering the research area. At the time, the authors produced qualitative anomaly maps using 
percentage changes in electrical potential. These maps were interpreted using electrical forward 
modelling calculated for simple geometric subsurface models determined according to the injected 
volume and the expected temperature. They explained the existence of an electrical anomaly in bulk 
electrical resistivity (−33%) as the result from the injection of heated water (40 °C). 
During the nineties, the development of automated acquisition systems resulted in a strong increase 
in the use of geoelectrical tomography methods in many contexts. Ramirez et al. [104] used  
cross-borehole time-lapse ERT to monitor a steam injection during a restoration process.  
Electrical resistivity being influenced by temperature and saturation effect, it was not possible to derive 
directly temperature from their measurements. Resistivity was initially expected to increase due to 
water displacement related to steam injection (decrease in saturation). However, a global decrease in 
resistivity was observed on the field. This change is explained by an increase in the conductance of 
exchange cations of clay minerals and increase in the ionic content of water. An US patent was even 
delivered for the application of the method for relatively high temperature variations in clayey soils [105]. 
LaBrecque et al. [106] monitored temperature changes within the context of Joule heating 
combined to vapour extraction during a remediation process with cross-borehole time-lapse ERT. They 
compared their results with temperature measurements but did not proceed to a conversion of ERT 
results into temperature. They analysed the variation in conductivity between background and time-lapse 
series in a partially saturated clay layer. During the first part of the monitoring, the mean temperature 
increased by 17 °C, and the corresponding conductivity change was coherent with expectations. Then, 
the temperature reached 100 °C and the change in conductivity was slightly smaller than expected by 
temperature effects only. It was explained by a decrease in saturation. At the end of heating, 
conductivity values were much below the background values showing an important loss of water 
produced by desaturation. 
The two examples above show attempts to estimate the temperature effects on electrical resistivity 
in deposits dominated by clay, where the cation exchange capacity is responsible for the major part of 
electrical conductivity during strong heating procedure. At the opposite, Hermans et al. [74] went back 
to the idea developed by Benderitter and Tabbagh [103] to monitor changes in temperature related to 
the injection of heated water in aquifers. They successfully monitored with a surface profile the 3 days 
of injection of heated water (48 °C) at a relatively low rate (87 L/h) in a homogeneous sandy aquifer  
(10.5 °C, 2.5 m thick). Surface time-lapse ERT proved to be able to qualitatively follow such 
experiments by highlighting heat flow and diffusion around the well. Quantitatively, ERT-derived 
temperatures were similar to temperatures predicted by a thermo-hydrogeological model developed by 
Vandenbohede et al. [36]. However, a correction term accounting for the discrepancy between 
formation and injected (tap) water conductivity had to be calculated. This experiment proved that ERT 
also has a potential for temperature monitoring of clay-free sediments with low temperature variations. 
These conditions are typical of shallow open-loop geothermal systems. 
Hermans et al. [55] extended this work for deeper and more complex reservoirs by implementing a 
new experiment in a heterogeneous sandy gravel alluvial aquifer (7 m thick). A heat injection  
(3 m
3
/h of formation water heated at 38 °C during 24 h) and pumping experiment (30 m
3
/h, 13 °C) was 
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designed with a cross-borehole ERT panel crossing the main direction of flow. The ERT-derived 
temperatures in the panel (maximum change about 8 °C) were coherent with DTS temperatures and 
groundwater temperature loggers, allowing a spatially and temporally distributed quantitative 
estimation of temperature within the aquifer. ERT results, consolidated by an important amount of 
direct measurements, confirmed the heterogeneous nature of the aquifer (e.g., preferential flow paths). 
ERT proved its ability to detect temperature changes below 1.5 °C and then to follow lower 
incremental changes. The design of cross-borehole experiment allows more flexibility regarding the 
depth of the reservoir and the resolution since a major drawback of surface ERT is the loss of 
resolution/sensitivity with increasing depth [51,107]. 
Firmbach et al. [108] studied heat transport with ERT in an experimental box (1 m × 0.4 m × 0.4 m) 
with various levels of saturation. This experimental design enables to control temperature and heat fluxes 
within the box. The qualitative correlation between electrical resistivity and temperature was confirmed 
for two different media, but they did not provide a quantitative use of ERT to derive temperatures. 
Qualitative and quantitative temperature monitoring have presently only been successfully 
attempted in favourable conditions (shallow aquifers) regarding the resolution/sensitivity of ERT and 
its depth of investigation. However, plenty of studies showed the ability of ERT in general to follow 
dynamic processes in less favourable conditions. As an example, Kemna et al. [50] and then  
Müller et al. [107] successfully used ERT in the Krauthausen test site in Germany to follow different 
types of tracer migration within a 10m thick heterogeneous and layered sandy aquifer. Supper et al. [109] 
demonstrated the ability of the method to study seasonal variations in permafrost. Auken et al. [110] 
showed the ability of 3D surface ERT to qualitatively detect changes in groundwater chemistry linked 
to the injection of CO2 (gas) in an aquifer to simulate CO2 leakage in the framework of CO2 geological 
storage. Firstly, the resistivity of groundwater decrease linked to the increasing water mineralisation 
caused by CO2 dissolution. Then, the resistivity started to increase when some scaling occurred  
(e.g., calcite). The authors confronted their 3D images with lots of ground truth data and showed that 
3D time-lapse images reproduced well the affected areas. 
Robert et al. [51] were able to qualitatively follow the injection of a salt solution in a fractured area 
in carboniferous limestone. With the help of two parallel surface ERT profiles, they managed to find 
the groundwater flow direction and the preferential flow paths at a depth of 20 m by taking great care 
during the experiment dimensioning and the data acquisition.  
These studies present all the ability of non-invasive techniques such as ERT to follow dynamic 
processes occurring in aquifers with different geological conditions but also different depths that could 
be met during geothermal site prospection/characterization. 
5.2. Petrophysical Considerations Regarding Electrical Conductivity 
Equation (13) is the key to provide a quantitative estimation of temperatures using electrical 
resistivity temperatures. In addition to ERT measurements, it requires one to determine the fractional 
change per degree Celsius. A common practice is to collect a sample of formation water and to  
verify the linear relationship in the laboratory. The value of mf,25 is generally around 0.02. The 
representativeness of such a lab experiment may be questionable since the conditions are not 
representative of the subsurface systems. The test is sufficient to estimate the increase of electrical 
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resistivity due to the viscosity effect. However, in presence of chemical and kinetics effects, the results 
may depend on the duration of the test (how quickly the temperature increases) and may neglect 
reactions occurring between the pore water and the solid matrix. These effects are not expected to be 
important for low temperature systems (<30 °C), at least for short experiments. 
Another parameter to determine in Equation (13) is the initial temperature in the aquifer T1, in 
geothermal studies, such values will generally be available through direct measurements. Applying 
Equation (13) to a whole ERT section requires a few assumptions. First, it requires determining an 
initial temperature everywhere in the section. The aim of ERT being to provide a spatial distribution of 
temperature, such value is generally not available. It is thus necessary to consider a constant 
temperature in the aquifer or to propose an interpolation or geostatistical estimation of the 
temperatures based on available measurements in boreholes. 
Another assumption is that mf,25 is constant everywhere in the section. As stated previously, mf,25 is 
mainly related to the variation of viscosity of water and should not largely vary. However, small 
changes are possible, related to the chemistry of the pore water, and thus to its specific electrical 
conductivity σf,25. However, considering a unique reservoir with relatively constant properties and the 
range of variations of mf,25, taking a constant value should not lead to strong discrepancies. This should 
be more deeply investigated for contrasted reservoirs such as polluted sites or coastal aquifers. 
Static ERT provides an estimate of electrical resistivity, but it is rarely able to provide quantitative 
estimates of indirect parameters because it depends on many factors (Equation (2)). When considering 
temperature estimates in saturated soil/rock, the hidden assumption is often that the specific electrical 
conductivity of water does not vary with time. If it is not the case, a correction term must be applied 
before deriving temperatures. The process is similar to temperature corrections applied to time-lapse 
ERT results when monitoring other phenomena [40,58–60]. 
As an example, Hermans et al. [74] had to correct their ERT-derived temperatures because a 
difference in specific electrical conductivity existed between formation and injection waters.  
They calculated the correction term using a simulation of the injection process, injecting less 
conductive water into the aquifer. A side effect of the correction term was to partly counterbalance the 
smoothing effect of ERT inversion. Such methodology has to be applied when it is not possible to use 
formation water for injection. In practice, even if formation water is reinjected, scaling may occur in 
the heat exchange process and such corrections might have to be made. 
It must also be kept in mind that changes in temperature may have side effects that are not taken 
into account in Equation (12). Indeed, an increase in temperature does not influence water electrical 
conductivity only, it also influences chemical and physical processes such as reaction constants or 
kinetics of reaction (e.g., [22,23]). 
Hermans et al. [111] observed that for a longer term experiment, Equation (13) was not able to 
reproduce correctly temperatures even if electrical resistivity were correctly retrieved as shown by 
electromagnetic logs. This behavior was subsequently investigated in the laboratory by Robert et al. [112]. 
Sand and water samples were collected on the site investigated by Hermans et al. [74] to reproduce the 
heat and storage experiment in a saturated soil column. 
The heating experiment consisted of increasing the temperature of the column from 20 °C  
(ambient temperature) to 60 °C, whereas the temperature of injection on the field was about 50 °C.  
The experiment was performed on a column filled with formation water in equilibrium with the soil. 
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The monitoring of the column shows an increase in conductivity with the increase of temperature. 
Figure 9 compares the observed behavior during the test and the expected behavior according to 
Equation (13). Up to 30 °C, the increase in conductivity is coherent with the proposed law. Then, the 
error becomes more and more important; the measured resistivity is too low compared to the expected 
one. The reason for this behavior lies in the decrease in solubility of calcium carbonates, corroborated 
with chemical analysis of water samples taken before and after the experiment. 
Figure 9. The calculated bulk electrical conductivity (Equation (7)) is not coherent with 
the measured conductivity due to chemical reactions in the sample (modified after [112]). 
The missing data correspond to a bad electrical contact on one electrode of the column. 
 
An effect of temperature can also appear on the linear relationship between water electrical 
conductivity and temperature (Figure 10). A test was performed on a sample with a tendency to 
precipitate calcium carbonate. Up to 40 °C, a linear relationship is coherent as the samples show a 
constant slope. Above 45 °C, the increase in electrical conductivity is smaller than expected, this yields 
a decrease in mf,25 with temperature. In such case, mf,25 is dependent on the temperature and Equation (18) 



















Using electrical resistivity to estimate temperatures is thus possible. However, it is necessary to verify 
if the assumptions made to model the petrophysical relationship are rational. Otherwise, one needs to 
further model chemical reactions to correct for these effects. This is not a simple task since the problem 
of retrieving the temperature from resistivity changes may become non-linear (Equation (21)). 
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Figure 10. Water electrical conductivity increases with temperature but with a non-linear 
behaviour. Consequently, the fractional change per degree Celsius mf is not constant  
with temperature. 
 
5.3. ERT Survey Design 
A distinction has to be done between surface and cross-borehole ERT. Surface ERT is particularly 
suited for monitoring application. It is non-invasive since it only requires electrodes at the ground 
surface. However, surface measurements suffer from poor resolution at depth [45,113,114] even if  
Robert et al. [51] successfully managed to follow a salt tracer in fractures at a depth of 20 to 30 m. 
Hermans et al. [74] propose guidelines deduced from their study case to design surface arrays for 
monitoring studies. Using 62 electrodes with an electrode spacing a, they successfully imaged a heat 
plume 3.33a thick, 4a wide and at a depth of 4a. The minimum temperature variations detected is 
dependent on the propagation of noise which was evaluated to about 10%. 
Cross-borehole ERT enables to maintain sufficient resolution at depth. Electrodes can be fixed at 
the outer edge of the borehole or mounted on cables with the borehole fluid ensuring electrical contact 
(require a screen all along the borehole). In the latter case, the fluid contained in the borehole 
influences the measurement (borehole fluid effect, see [115]). The sensitivity is maximum near the 
borehole and decrease in the middle of the section. A minimum aspect ratio (equipped length over 
distance between boreholes) has to be maintained to ensure enough resolution in this part of the model. 
Using 13 electrodes in each borehole with an electrode spacing a, Hermans et al. [55] imaged a 
heterogeneous heat plume 5a thick and 4a wide, with an aspect ratio (ratio of the distance between 
boreholes over length equipped with electrode) of 0.75. 
As an imaging technology resulting from a deterministic regularized inversion process, ERT is 
subject to limitations due to resolution patterns [116]. For surface ERT, the resolution pattern is 
strongly depth-dependent and the ability of the method to image temperature variations will rapidly 
decrease with depth. For cross-hole ERT, difference may appear in zones close to boreholes compare 
to the centered part of the channel. Those aspects have to be taken into account in the interpretation of 
tomograms transformed with petrophysical models. 
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5.4. Sensitivity of Self-Potential Signals to Temperature 
We first describe a sandbox experiment to estimate the amplitude of the self-potential anomalies 
associated with a heat source in absence of ground water flow. The sandbox was filled with a silica 
sand and demineralized water. We used two non-polarizing Pb/PbCl2 (Petiau) electrodes and an MX20 
voltmeter (sensitivity 0.1 mV, internal impedance 100 MΩ) for the self-potential measurements. The 
reference electrode (ref) was located on the corner of the sandbox and its temperature was monitored 
over time (19.2 ± 0.1 °C). The other electrode was used to scan the electrical potential at the surface of 
the sand. The measurements were done in such a way that the temperature of the scanning electrode 
was kept constant in order to avoid artefacts in the experiment due to the difference of temperature 
between the scanning and the reference electrodes. Thermal probes and a digital thermometer were 
used to measure the temperature distribution. The thermal probes were inserted at a depth of 20 ± 1 cm 
prior the beginning of the experiment with a spacing of 5 cm (see Figure 11). The temperature was 
measured with an accuracy of 0.2 °C. 
Self-potential and temperature data were gathered 5 min prior the introduction of the heat source to 
get reference profiles. The reference temperatures were 20.8 ± 0.1 °C. An amount of 9 g of a chemical 
heater was introduced in the tank at t = 0. The chemical heater was put dry at the bottom of a tube  
(2 cm in diameter) with dry sand above and a cap at the bottom. The tube was poured in the sandbox at 
a depth of 20 cm (see positions in Figure 11). These experiments will be referred as Experiments #1 
and #2, respectively. The cap was pushed and the chemical heater poured in the sandbox and the tube 
removed. The chemical heater is a Flameless Ration Heater (FRH), which is a water-activated 
exothermic heater. The exothermic chemical reaction is: 
Mg + 2H2O → Mg(OH)2 + H2 + Heat (22) 
with about 350 kilojoules of heat produced per kg. Then the temperature was monitored (at a depth of 
20 cm) and the self-potential profiles were repeated for 80 min. We also monitored potential changes 
in the electrical conductivity of the pore water close to the chemical heater. Once corrected for 
temperature, we found no notable changes in the pore water conductivity. 
A negative self-potential anomaly was observed above the heat source. Modeling indicates that the 
thermoelectric coupling coefficient was −0.5 mV per °C. This indicates that heat pulses can be 
measured non-intrusively and the result in self-potential signals can be inverted to retrieve some 
characteristic of the heat source or material properties such as the thermal diffusivity of the material. 
We describe now a field example showing how self-potential and resistivity can be used in concert 
to locate a heat source in the ground. This heat source corresponds to a shallow coal seam fire located 
near Denver (CO, USA). The burning front is located in the Gorham subbituminous coal formation, 
located at a depth of about 10 m (Figure 12). Revil et al. [91] obtained new self-potential (with an 
anomaly of −50 mV) and resistivity data along the profile shown in Figure 12a,b. These data were 
analyzed jointly to localize along a single profile the position of the burning front (Figure 12c).  
This case study shows how self-potential and resistivity can be used to localize and eventually monitor 
a shallow heat source. 
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Figure 11. Distribution of temperature (at a depth of 20 cm), self-potential (at the top of 
the tank) at a given time after the introduction of the heat source QH at a depth of 20 cm in 
a sandbox. We have removed the temperature and self-potential distributions recorded 
prior the introduction of the heat source (modified after [91]). 
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Figure 12. Self-potential (SP) and resistivity data. (a) Self-potential data (79 stations 
performed at the ground surface) showing a self-potential anomaly at about 175 mV over 
the burning area; (b) Electrical resistivity tomogram (714 apparent resistivity data, 
Wenner-α, 79 electrodes, inverted with a Gauss-Newton algorithm with isotropic 
smoothing). Note the low resistivity anomaly (2 Ω·m) at about 175 m below the negative 
self-potential anomaly (−50 mV); (c) Burning front index based on the self-potential and 
resistivity values. High values correspond to a high probability zone in terms of recovering 
the position of the burning front. The depth of the maximum of the NBI coincides with the 
depth of the coal bed (approximately 10 m) (modified after [91]). 
 
5.5. Using DTS to Measure Temperature 
DTS systems were first used for fire or pipeline monitoring and used existing communication 
utilities rather than dedicated cables. However, in the last decade, the development of designed 
measuring systems in hydrogeology and geothermal systems has grown. 
In the last decade, the method gained popularity among scientists concerned by hydrology. One of 
the main utilization of DTS in environmental hydrological studies concerns the surface water/groundwater 
interface. Groundwater temperature being almost constant with time, groundwater inflows may be 
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detected with decrease in stream temperature in summer and increase in winter. Selker et al. [117] 
used the Raman-backscatter DTS along multimode fiber-optic cable with a temperature precision  
of 0.01 °C every meter to estimate stream temperature dynamics and groundwater inflows. Such a 
resolution is obtained by integrating signals over one hour time period. They used their results to 
derive groundwater temperatures and relative groundwater inflows. Lowry et al. [118] investigated 
groundwater discharge in a wetland stream using DTS. They repeated measurements every 15 min to 
propose a high resolution spatio-temporal monitoring of temperatures with the fiber buried in streambed 
sediments. They observe that temperature anomalies correlated with groundwater discharges with constant 
position in time. DTS temperatures correlated well with temperature data loggers. 
DTS was also used to derive seepage rates in streams by determining the vertical temperature 
profiles. Vogt et al. [119] used DTS to get high resolution vertical temperature profiles in surface 
water sediments in order to derive seepage rates over depth and time. They wrapped the fiber around a 
PVC tube installed in the streambed sediments, as recommended by Selker et al. [94]. This 
configuration enables to refine the spatial resolution to about 5 mm instead of 1m which is the standard 
order of magnitude. Similarly, Mamer and Lowry [120] studied groundwater discharge to streams 
using paired fiber-optic cables. They propose a set up where two cables are parallel, one on the top of 
the other with a small vertical separation and tested this configuration in 10 m long sandbox. The 
overlapping time series measurements are then used to estimate fluxes along the stream longitudinally 
with the amplitude-shift method. 
Applications in lakes, although more complex due to surface discharge area, exist too.  
Sebok et al. [121] used DTS to map spatial and temporal changes in temperature on a lakebed area to 
confirm the presence of a relatively high discharge of groundwater. The cable was spread out an area 
of 25 m × 6 m. The measurement through the seasons showed that the extent of the discharge zone was 
changing as well as its position relative to the shore. They also used a looped layout for multilevel lake 
temperature measurements. 
The use of DTS in such applications has become standard. Consequently, many efforts are now done 
for the improvement of processing and interpretation of the spatio-temporal data sets. Lauer et al. [122] 
tested the fiber-optic DTS method to detect groundwater discharge to streams to assess uncertainty and 
limit of detections of the method. They implemented artificial upstream discharge in a stream with 
controlled inflow rates and temperatures. The sensitivity of the method appeared to be relatively high 
since DTS was able to detect discharge of 2% of natural flow. Krause and Blume [123] determined the 
impacts of seasonal variability in signal strengths and monitoring modes on the accuracy of fiber-optic 
DTS systems used to analyze thermal patterns in aquifer-river interfaces. They found that the stability 
in signal strength was better in winter and that two-way single ended averaging surveys were the best 
suited for monitoring. Mwakanyamale et al. [124] used fiber-optic DTS temperature measurements 
and propose a new approach combining spectral analysis and discriminant analysis to process DTS 
data and detect zones of exchange between surface water and groundwater more objectively.  
Blume et al. [125] compare upscaling approaches utilizing lacustrine groundwater discharge rates 
derived from fiber-optic DTS measurements. The major issue for lacustrine groundwater discharges 
lies in the identification of 2D patterns. Two transfer functions integrating DTS transects were 
developed and compared to a simple exponential decline of discharge rates perpendicular to  
the shoreline. 
Energies 2014, 7 5108 
 
 
Ciocca et al. [126] used a fiber optic system to estimate soil moisture in alysimeter experiment.  
They used the metal around the fiber optic cable as an electrical resistance heater to generate heat 
pulse. The temperature of the soil was then monitored with DTS to derive the thermal conductivities of 
the soil. The latter were used to estimate water content through a calibrated petrophysical relationship 
that was compared to standard measurements of soil moisture with a relatively good agreement in  
wet conditions. 
However, application of DTS in hydrogeology is not limited to surface or near-surface  
applications. Borehole applications, that are logistically similar to open loop systems, are also common. 
Hurtig et al. [127] reported one of the first utilization of DTS in hydrogeology. Cables were placed 
into a 40 m deep inclined borehole during injection of hot and cold water. With temperature profiling, 
a fracture was detected at the position of a sharp decrease in temperature. Macfarlane et al. [128] 
evaluated aquifer properties by heating fluid and stimulating flow (forced gradient) between wells. 
Temperatures were recorded using DTS in transient thermal conditions in injection and production 
wells, with short screen intervals. This thermal tracer test highlighted a zone of higher hydraulic 
conductivity between injection and pumping wells. Yamano and Goto [129] used DTS for long-term 
monitoring (6 years) of a deep borehole to investigate an active fault in Japan. They used a spatial 
resolution of 1 m with an expected resolution of 0.1 K. They coupled temperature measurement with 
cold water injection to detect leakage zones. Leaf et al. [130] monitored advective heat movement in 
borehole dilution tests with DTS. They tested several thermal tracer dilution experimental designs 
(continuous, pulse injection, single and multiple locations). Large screened intervals enabled them to 
use vertical temperature profiles as an indicator of vertical heterogeneity in the aquifer and of inflows 
from fractures and porous media. Read et al. [131] performed heat transport tests in fractured media 
using DTS for temperature monitoring in injection and pumping wells. They monitored thermal 
dilution tests to detect cross-flowing fractures and assess the cross flow rate. A cross well thermal 
tracer test was performed to identify the connection between boreholes through the fracture network. 
Banks et al. [132] used fiber-optic DTS to measure temperature profiles in open groundwater wells in 
fractured rock. They used electrical heating cables to heat the water in the well and create a 
temperature difference with the surrounding aquifer. Temperature profiles were used to identify active 
fracture zones within the aquifer. In open systems, the use of DTS to measure the temperature 
variations allows avoiding or at least minimizing forced convection effects in boreholes, which can 
occur when performing multilevel well sampling. 
It is only very recently that such measures began to be made to characterize and eventually design 
geothermal systems, in particular for closed loop systems. Fujii et al. [133] first proposed to study 
thermal response test (TRT) with distributed temperature measured by optic fiber. However, they 
located the fiber outside of the U-pipe used for TRT. This configuration is not optimal because it is 
difficult to control the closeness of the fiber with the U-pipe in the ground material. Fujii et al. [134] 
included DTS measurements as a part of a thermal response test to determine ground thermal 
conductivities from 1 to 2 m thick layers. This time the cables are located inside the U-pipe. They 
show the reliability of the technique for the interpretation of thermal response test. Acuna et al. [135] 
similarly performed a distributed thermal response test with the fiber optic cables enclosed in the  
U-pipe. Such measures have helped to demonstrate and quantify a significant difference between the 
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average thermal resistance of drilling obtained by thermal response tests and estimated thermal 
resistances along the drilling using distributed measurements. 
With some adaptations, the use of DTS for deep geothermal systems is also possible.  
Reinsch et al. [136] installed a fiber-optic cable behind the cemented annulus of the casing of a high 
temperature geothermal well. Repeated measurements were used to detect mechanical, thermal and 
chemical degradation of the fiber. At high temperature, geothermal fluids may contain hydrogen which 
degrades the fiber and distort the optical signal through absorption. Mechanical stress may generate 
bending loss in the signal. Those conditions required to use specific cables with polyamide and 
hermetic carbon coatings. The measurements showed that the cable was damaged at several positions 
during installation but without preventing temperature measurements. 
There is no limitation in the possible utilizations of the DTS technology. Selker et al. [94] reported 
several applications, including temperature measurements in a decommissioned mine shaft in Czech 
Republic and air-snow and air-water interfaces studies. Yilmaz and Karlik [95] incorporated DTS 
measurements for the monitoring of power cables. 
6. Conclusions 
Groundwater contributes to a major part in the production of geothermal energy, rather directly 
(GWHP or ATES systems) or indirectly (GSHP or BTES systems), by taking advantage of its inherent 
temperature stability for the operation of heat pumps. Very low temperature systems (<30 °C) are 
generally located at depth between 0 and 100 m, thus they are much more easily accessible and involve 
lower implementation costs than deeper high temperature systems (i.e., drilling costs). Moreover,  
very low temperature reservoirs, such as shallow aquifers, are relatively abundant in alluvial or coastal 
plains where urban development concentrates. At these depths, the subsurface is very heterogeneous 
and complex to characterize. The relatively wide range of natural variations both in terms of thermal 
and hydraulic properties makes designing efficient geothermal systems and predicting its impact on the 
environment challenging tasks. 
In this context, new technologies are clearly needed to monitor the spatial and temporal distribution 
of temperature in the reservoir to: (1) better design the geothermal system and the monitoring network; 
(2) prevent any thermal feedback/recycling; and (3) image and control the thermal affected zone. Three 
emerging geophysical techniques in this field have been reviewed in this paper: electrical resistivity 
tomography (ERT) also known as electrical resistivity imaging (ERI) which allows to obtain 2D or 3D 
images of the temperature variations in the subsurface non-invasively; self-potential method (SP) 
which is a very fast method to map anomalies of the ambient electrical potential at the surface 
corresponding to temperature anomalies in the subsurface; and fiber-optic distributed temperature 
sensor (DTS) which provides linear measurements of temperature with centimetric resolution in 
boreholes. Whereas the latter provides a direct estimation of the temperature with little uncertainties,  
it requires the installation of boreholes to set up the fiber optics. The former two methods are mature 
enough to estimate temperature variations with respect to a given background in an almost  
non-invasive manner in the short term. 
Challenges remain in terms of improving ERT imaging through advanced inversion algorithm and 
further strengthening the petrophysical relationships needed to obtain temperature changes for long 
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term experiment. In this regard, research perspectives should focus on the incorporation of chemical 
and kinetic effects in the interpretation of the geophysical data. 
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