Abstract
Introduction
Large displays are increasingly present for everyday use, at work or at home. Interacting with these displays requires different form of control than for a classical desktop computer, since both keyboard and mouse require a horizontal surface to work.
The alternatives for interaction are therefore: touch sensitive panel, light/electronic pens, laser pointers or some other kind of wireless handheld input devices (WHID), as well as speech and gesture recognition systems.
Video projectors are quickly growing in popularity, given their increasing affordability, ease-of-use and flexibility (portable, adjustable to different projection sizes or surfaces, etc.). In fact they can accommodate diverse situations and can be used in either front or rear-projection systems, depending on the situation and available space.
A lot of research is currently focusing on interaction with video projection systems. Given the low reliability of most current gesture and speech recognition systems and the relatively high price of large touch displays, the interaction choice is basically limited to the use of laser pointers and other WHID, namely those with inertial systems such as the GyroPoint, as well as those with thumb actuated trackballs or isometric joysticks.
Several studies have shown the low performance of handheld devices and it can easily be observed that those are used mainly for tasks involving infrequent interactions such as slide show presentation or projector configuration.
Laser pointer interfaces, on the other hand, offer an interesting alternative for close interaction with large displays such as those provided by video projection systems ( Figure 1 ). This is due to their naturalness of use, which is well suited for direct manipulation interaction in collaborative environments. In fact, a literature review reveals several publications on this topic since 1998 [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . The operation of laser pointer interfaces can be divided in three phases [8] :
1) laser spot detection 2) camera-to-display mapping 3) use of appropriate interaction technique Furthermore, the system performance of those interfaces can be characterized by three criteria: reliability, latency and accuracy.
Reliability refers to the proportion of frames where the laser spot is present on the display and detected correctly.
Latency refers to the time elapsed between a laser input and the corresponding action on the display (in our case, a mouse cursor move).
Accuracy refers to the distance, measured in pixels, between the laser spot location on the display and the corresponding display coordinates computed by the system. Previous publications reported with varying levels of detail the processing steps required to build laser pointer interfaces [2, 8, 10, 14, 12] . None of them however provided much detail about the laser spot detection method used.
This information however is critical, since the usefulness of a laser pointing interface depends on its reliable real-time performance. The processing bottleneck here is directly related to the image processing involved in the detection of the on-screen laser spot, since it must be repeated at a high frequency. For comparison, modern computers track mouse position at sample rates of 40 to 125 Hz. The sample rate is important due to the fact that it defines the theoretical lower limit of an input device's latency, since the latency (in second) cannot be shorter than the inverse of the sample rate.
This paper presents a fast laser spot detection method that can be used for real-time laser pointer interaction on a commodity computer. Before that, we give an overview of the pre-processing steps used by our system to allow the correct operation of the laser pointing interface.
Overview of the pre-processing steps
In order to operate the laser pointer interface correctly, our system needs to previously determine the camera-to-display mapping and configure the cameras for use in the operating lighting conditions.
Camera-to-display mapping
We currently use a homography-based method to determine the camera-to-display mapping. This basically works by projecting an image with four recognizable patterns on the display, with predetermined locations.
A standard equation solving method is then used to compute the homography that will be used for the mapping. For more details about the method, please refer to [12] .
Since this step requires the camera to detect the patterns on the display, it is important to have a good contrast between the display and the environment. Therefore, this step is preferably done in low lighting conditions, where the camera is first configured to avoid saturation, by projecting a fully white display and adjusting the gain and exposure time using an iterative method.
Camera configuration
In order to work properly during its operation, the laser pointer interface requires that the camera detect a contrast between the on-screen laser spot and the rest of the environment. As explained in the next section, this is achieved through the use of a thresholding method.
In order to use this method, the camera needs to avoid saturation when looking at the environment, when there is no laser spot. Therefore, it is necessary to adjust its gain and exposure time, using the same method as for the camera-to-display mapping, but now with the lighting conditions expected for the operation.
Laser Spot Detection Method
The laser spot detection method can be divided in 5 steps that are illustrated in Figure 2 below. 
Image acquisition
The light intensity of each pixel of the image recorded by the camera is measured on a discrete level. Here a standard 8 bit resolution was used in order to provide intensity measures ranging from 0 to 255.
Image binarization
In order to speed up processing, intensity images are binarized using a thresholding algorithm, therefore resulting with an image with pixels having a value of zero or one.
The threshold value is predetermined during the camera configuration step (section 2.2) by measuring the maximum intensity value for all the pixels in the expected operating conditions, without interference from the laser pointer. The threshold is set above this maximum intensity value by a margin that is adjusted to be close enough to help laser spot detection without hampering the binarization process due to variations in light measurements by the camera that could be related to noise or reflections on the display.
Image segmentation
The binarized image is then analyzed with the help of a pattern recognition algorithm for blob detection. Here, we used a classic single-pass method based on component labeling [17, 18] .
The detected blobs, if any, are numbered and stored along with their area (in pixels) as well as with the sum of their pixel camera coordinates along the X (horizontal) and Y (vertical) axes of the camera image.
Blob management
The blobs found in the previous steps are then managed in the following way:
• If no blob is detected, we conclude that no laser spot was found in the image and then return an error code.
• If only one small blob is detected, we proceed directly to the next step, i.e. laser spot center computation.
• If several blobs are detected, a decision is made depending on their number and their spread on the image:
o If there are only a few blobs and they are localized within a predetermined distance (measured in pixels), the system groups them to form a single blob.
This condition can be explained by the fact that a fast on-screen laser spot movement can be recorded as a trace on the camera image, since the exposure time is not infinitely small but rather discrete with a duration of a few ms. Again, due to some digitization artifacts resulting from the image acquisition and/or binarization steps, this can cause the detection of a localized group of blobs.
o If there are too many blobs or if they are spread all across the image or if they cover a total area that is too large, the system returns an error code, since this indicates a problem that can be related to different causes, such as a bad image binarization or the use of more than one laser pointer.
Laser spot center computation
Finally, when a single blob is reported by the previous step, the coordinates (x, y) of its center are computed by using the following equation:
where n represents the number of pixels in the blob (its area) and where (x i , y i ) are the coordinates of each individual pixel.
In order to increase the accuracy of the system, the computed center coordinates are stored as floating point values.
Implementation
The system used is quite flexible, allowing for a large range of display size and resolution, as well as multiple configurations of the camera-display set.
In order to be compatible with different laser pointers, the system uses information based on the light intensity of the laser spot to detect it on camera images.
The system evaluated here was composed of a 60 fps grayscale video camera with a resolution of 640×480 pixels, an XGA (1024×768 pixels) video projector and a 1.2 m (diagonal size) front projection screen (Figure 3 ). Both the camera and the projector were connected to a Pentium 4 single processor computer running at 2.2 GHz. When running, the application used a maximum of 27 % of the CPU resources and 3 MB of memory. It is important to note that the system can be used both with front and rear projection systems.
Rear projection is often preferred, since users can stand directly in front of the screen without occluding the camera or the projector. Rear projection can also possibly offer a better contrast, since rear projection screens generally transmit more light than they reflect, resulting in a better contrast between the laser spot and the display, since the laser spot is directed toward the camera, while the projector is oriented toward the user.
On the other hand, front projection systems need less space to operate, given that the projector is located in front of the screen. They can also project directly on a white wall or sheet, therefore making them less costly, since no special projection screen is needed.
The system was tested with two laser pointer wavelengths: 680 nm (red) and 820 nm (infrared). These two conditions were judged important, since the choice of using either a visible (red) or invisible (infrared) laser pointer can be advantageous depending of the context of use. For example, it has been reported that the use of a visible laser increases the pointing performance, while the use of an invisible laser makes the system appear more fluid to the user. This latter effect is caused by the masking of the discrepancies between the laser spot and the mouse cursor, which are related to system inaccuracy and latency [1] .
Moreover, the use of a visible laser is not suited for stereoscopic displays, since in the general case, the spot will appear to be positioned at screen depth, which will generally differ from the apparent depth of the underlying scene (or be perceived as a double spot by users) [12] . In that case, an infrared laser pointer can be used as reported before [13] .
All the auto-adjustments of the camera were turned off and the camera was aligned so that its optical axis was roughly perpendicular to the display screen. Also, the preprocessing steps described in section 2 were followed. Finally, the system was evaluated in an artificially lit room representative of a regular office lighting conditions with no direct sunlight and an ambient lighting level of 500 luxs.
Assumptions
The system can work as long as the three following conditions are fulfilled:
• The display screen is entirely visible (and in focus)
inside the field of view of the camera
• There is no relative movement between the screen and the camera once the system is started
• The laser spot is brighter than anything else in the field of view of the camera
Performance results
As described before, the criteria used to evaluate the performance of the system are: reliability, accuracy and latency.
The performance results obtained are summarized in Table  1 below and were the same when using either the red or the infrared laser pointer: 
Reliability
With a reliability of 100 %, meaning that the laser spot was detected in every frame, the system showed a perfect reliability.
Accuracy
Accuracy was measured by pointing at different regions of the screen and recording the maximum difference in pixel from the tip of the on-screen cursor to the stationary laser spot. The measured accuracy was of 3 screen pixels in the worst cases, a result similar to what has been reported before [8, 12] .
The main factor that can explain this result is related to the camera-to-display mapping method used. In fact, the analysis of the accuracy of the system revealed that the accuracy varies from one region of the display to another, with a 3 pixel discrepancy in the worst case. The accuracy was however better than that in the four regions where features of the pattern were projected to compute the mapping (see section 2.1). In fact, in those regions of the display, the accuracy approached 1 pixel. The analysis of the accuracy also revealed that inaccuracies tend to shift towards the center and the display sides, therefore revealing that radial distortion in the camera lens could explain the problem.
Latency
To measure latency, the cursor was placed at an arbitrary position in the computer screen. The pointer was then activated to point at an arbitrary region within the screen area. The scene was recorded by a 250 fps high speed video camera. The time taken by the cursor to reach the static laser spot was then measured from the resulting video by counting the number of frames between the two events. In order to characterize the variations in latencies, several measures were taken, as reported in Table 1 .
Due to computation and communication times, the measured latencies are slightly superior to the theoretical lower limit of 16.6 ms computed by inverting the image acquisition rate of 60 Hz. In all cases however, the latency is well under the limit of 80 ms which has been shown to hamper user performance in tracking tasks with position control [16] . When using a visible laser however, the lag of the mouse cursor is detectable during fast laser movements.
Discussion & Future Work
This paper presented and evaluated for the first time a fast and reliable laser spot detection method for use with laser pointer interfaces. This method allows the reliable and realtime operation of a laser pointer interface at an update rate of 60 Hz with the use of a commodity computer.
Given the performance results obtained, further research is necessary, especially to improve the accuracy of the system. Also, the use of a faster camera could reduce the latency of the system therefore reducing the lag impression related by users when there is a fast on-screen motion of a visible laser spot.
Given the results reported in [8] , it seems that the use of a non-linear mapping method offers the greatest potential to improve the accuracy of the system, especially when considering the use of low quality video cameras and projectors that can introduce significant optical distortion. Now, assuming a perfect mapping method, the next factor that could improve the accuracy of the system is by determining more accurately the center of the on-screen laser spot. Given the fact that a static on-screen laser spot is generally detected by only a few pixels on the camera, the obvious way to increase the accuracy would be to increase the camera resolution. This could also help to increase the apparent contrast in the cases where a very large screen is used and where the laser spot covers less than one pixel in the camera image.
Also, more research is needed to characterize the effect of different parameters such as lighting conditions, display size and camera resolution on system performance.
Finally user performance and preference must be assessed and compared to other interaction techniques, such as the use of other WHID or gesture recognition to accomplish specific tasks.
