A practical finite temperature theory is developed for the superfluid regime of a weakly interacting Bose gas in an optical lattice with additional harmonic confinement. We derive an extended Bose-Hubbard model that is valid for shallow lattices and when excited bands are occupied. Using the Hartree-Fock-BogoliubovPopov mean-field approach, and applying local density and coarse-grained envelope approximations, we arrive at a theory that can be numerically implemented accurately and efficiently. We present results for a threedimensional system, characterizing the importance of the features of the extended Bose-Hubbard model and compare against other theoretical results and show an improved agreement with experimental data.
I. INTRODUCTION
Bosonic atoms confined in an optical lattice are a remarkably flexible system for exploring many-body physics [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11] , in which strongly correlated physics can be explored, for example, through the superfluid to Mott-insulator transition [12] . In the superfluid regime, a Bose-Einstein condensate exists and experiments have explored its properties, such as coherence [6, 7, 13, 14] , collective modes [15] , and transport [2, 16, 17] . To date few experiments have considered the interplay between the condensate and thermal components that occurs at finite temperatures [13, 15] . Indeed, quantitative experimental studies of the finite temperature regime have been hampered by the lack of an accurate method for performing thermometry in the lattice. Recent experimental work has overcome this issue [18] (also see [19] ) and finite temperature properties will undoubtedly receive increased interest in the near future.
A unique feature of many-body physics with ultra-cold atoms is the opportunity to start from a complete microscopic theory and perform ab initio calculations that can be directly compared with experiments. In the deep lattice and low temperature limits, bosonic atoms in an optical lattice provide a precise realization of the Bose-Hubbard model [20] , originally proposed as a toy model for condensed matter physics [21] . However, there is a wide regime of experimental interest in which the approximations central to the Bose-Hubbard model (nearest neighbor tunneling, local interactions, and neglect of excited bands) are not valid. In such regimes it is necessary to go beyond the Bose-Hubbard model to furnish an accurate description of the physical system.
Theoretical understanding of the properties of bosons in optical lattices is still emerging, and accurate modeling is made difficult by the combined harmonic lattice potential used in experiments, which leads to a complex spectrum, even in the absence of interactions [22, 23, 24, 25] . One approach is to use quantum Monte Carlo calculations which, in principle, fully include thermal fluctuations and quantum correlations. Applications of this approach have mainly been to the Bose-Hubbard model [26, 27, 28] , although recently a continuous space algorithm has also been developed for the full lattice potential [29] . Mean-field methods provide an approximate treatment that is much simpler to use and are applicable in the superfluid regime where only weak correlations arise from inter-particle interactions. Extensive studies of the harmonically trapped gas have demonstrated that the Hartree-Fock-Bogoliubov-Popov (HFBP) mean-field theory [30] provides a capable description of thermodynamic properties [31] , that agrees well with experiments [32, 33] . The development of similar mean-field theories for the lattice system has been much more limited: HFBP calculations have been performed for one-dimensional lattice systems in the continuous [34, 35] and Bose-Hubbard limit [36, 37] , and Duan and coworkers have developed a local density version for the three-dimensional Bose-Hubbard model in [38, 39] . To obtain a theory suitable for direct experimental comparison over a broad parameter regime, it is necessary to go beyond the approach in Refs. [38, 39] to obtain a formalism valid for shallow lattices and when excited bands are occupied.
In this paper we develop a HFBP formalism, based on an extended Bose-Hubbard model that includes beyond nearest neighbor tunneling, excited band occupation, interactions between bands and we discuss an approximate treatment of offsite interactions. An important aim of our work is to provide a formalism suitable for efficient numerical implementation. To achieve this we make use of a local density approximation (LDA), that accounts for beyond nearest neighbor tunneling and excited bands, and we develop an envelope approximation that simplifies the treatment of a general anisotropic harmonic confinement to a problem with one independent spatial dimension. Combined, the LDA and envelope approximations allow us to realize an efficient and practical numerical formulation.
We show under what conditions it reduces to the simplified theory in Refs. [38, 39] and we numerically investigate the features of our formalism.
In section II we derive the many-body Hamiltonian for bosons in an optical lattice with two body interaction, which we convert to the extended Bose-Hubbard Hamiltonian. We make HFBP mean-field approximations to this in section III. We diagonalize the mean-field Hamiltonian in the LDA, and compare our implementation to that of [38, 39] in section IV. We derive results on the rich structure of the LDA combined harmonic lattice density of states in section V, which we compare to the full diagonalization of the non-interacting Hamil-tonian. In section VI we show some important features of our numerical implementation and present numerical results from our model in section VII. We compare our predictions of thermal properties with results from the full diagonalization for the ideal gas and with limited experimental results available. We consider the significance of beyond nearest-neighbor hopping and excited bands and illustrate the properties of our model. In the appendices, we consider the extended BoseHubbard parameters, including an approximate interpolative scheme for off-site interactions.
II. BOSONS IN OPTICAL LATTICES

A. Lattice potential and units
We consider an optical lattice formed by orthogonal standing waves, created by two opposing lasers in each direction. The laser wavelength λ j (in direction j) is off-resonant with respect to an atomic transition. The resulting potential in d dimensions, up to an additive constant, is:
where V j is the lattice depth and a j ≡ λ j /2 is the lattice spacing in direction j. Most of our results can be generalized to the non-separable lattice by adjusting the density of states we introduce in section V. We avoid doing this for notational simplicity. Except where specifically stated otherwise, our results are generally valid for non-cubic lattices and lower-dimensional systems.
1 By a cubic lattice, we mean the underlying Bravais lattice has cubic symmetry (or the equivalent in lower dimensions, such as the square case) and that the lattice spacings, a j , and depths, V j , are the same in each axial direction. This is the regime of most 3D experiments [3, 12, 40, 41, 42, 43, 44, 45, 46] .
We will generally present results in recoil units, with the unit of length being a j /π and the unit of energy E R ≡ h 2 /8ma 2 where m is the atomic mass and a ≡ j a 1/d j .
B. Harmonic-trap potential
Experimentally, atoms are subject to a crossed optical dipole [45, 46] potential (due to the focused lasers used to make the lattices) and often a magnetic trap also [3, 40] . These effects are well described by introducing an additional potential that is approximately harmonic in form, i.e.
where ω j is the harmonic trap frequency in direction j. In 3D experiments, the trap is often spherical or cylindrically symmetric (e.g. ω x = ω y = ω z ). We consider the general anisotropic case in d dimensions. We consider both the lattice with V tr (r) = 0, which we call the 'translationally-invariant lattice', and the experimentally relevant combined harmonic trap and optical lattice potential, which we call the 'combined harmonic lattice'.
In typical experiments [3, 12, 44, 45, 46] , we find the harmonic trapping frequencies to be generally between 2π × 18 Hz and 2π × 155 Hz, giving ω/ω R between 0.005 and 0.02 where ω ≡ j ω 1/d j and ω R ≡ E R / is the recoil frequency.
C. Many-body Hamiltonian
In this work we consider only bosons, with field operator Ψ(r) such that [47] :
In the ultra-cold regime, a dilute gas of bosons is described by the Hamiltonian [48] :
2 a s /m and a s is the s-wave scattering length.
D. Wannier basis
We expand the boson field operators in a basis of the Wannier functions of the non-interacting translationally-invariant lattice, w b (r − R i ), where b is the band index and R i is the lattice site position (see appendix A), so that we have (as in [49] 
whereâ b,i is the bosonic destruction operator for an atom in band b at site i. We note that b and i are discrete d-dimensional vectors. For convenience, we shall refer to the ground band as b = 0. The Wannier basis is a localized basis for sufficiently deep lattices but, for a given lattice depth, there is less localization for excited bands (see appendix A). Using a localized basis significantly simplifies the treatment of interactions when off-site interactions are ignored. The Wannier states are 'quasi-stationary', since they are not eigenstates ofĤ latt , so that there are transitions between the different Wannier states in the same band due to the singleparticle evolution. In particular, the matrix element for hopping from site R i ′ to site R i for band b is defined as:
There is no inter-band hopping (see (B2)) with the (noninteracting, translationally-invariant lattice) definition of the Wannier functions we are using. A change of variables in (6) shows that this formula is dependent on R i and R i ′ only through the difference R i − R i ′ . Considering the importance of beyond nearest neighbor hopping, we note that the ground-band next-nearest-neighbor hopping matrix element is as much as 25% of its nearest-neighbor counterpart at V j = 0, but decreases rapidly with increasing V j , and that beyond next-nearest-neighbor hopping is less significant, as shown in Fig. 16 in appendix B.
E. Extended Bose-Hubbard Hamiltonian
We now express the Hamiltonian in terms of the operatorŝ a b,i by inserting (5) into (4) and we consider the resulting terms in this section.
We assume the trap is slowly varying relative to the lattice spacings a j so that:
(this interaction term has previously been stated by [50] ). We retain a smaller set of interaction parameters, i.e.:
which is a good approximation in the typical experimental regime, where the interaction parameters are small compared to the band-gap energy scale so that we may ignore collisional couplings between bands in the many-body state. This approximation would need to be revised in the vicinity of a Feshbach resonance (e.g. see [51] ), but this is beyond our scope here. We derive an approximation scheme for off-site interactions in appendix D. The result is a modification of the interaction coefficients. As discussed in appendix D, if we use the allsite interaction coefficients in our model at V j = 0, with appropriate interpretation of the number densities, our model is exactly the same as existing no-lattice models. For the noncondensate, we find that the effects of off-site interactions are negligible for V j 5E R . Formulating a consistent theoretical description in the shallow lattice limit is fraught for a Wannier state approach, because these states are delocalized in this regime; some work in the shallow lattice has been reported [52] . However, our off-site interaction coefficients provide a useful interpolation scheme which is accurate in the no-lattice case and for moderate to deep lattices. For the condensate, interference between sites, mediated by the tails of distant Wannier states, can reduce the interaction coefficient, as discussed in appendix D. All of our work other than appendix D uses on-site interaction coefficients.
Other extended Bose-Hubbard work has used various simplifications of (9): the use of nearest-neighbor hopping and nearest-neighbor interactions [49] ; the use of ground band only, nearest-neighbor hopping and nearest-neighbor interactions in a homogeneous system [53] ; the use of ground band only and nearest-neighbor interactions [54] ; and the use of nearest-neighbor hopping and on-site interactions in a homogeneous system [55] .
Limiting to the ground band of a cubic lattice, nearestneighbor hopping (and adding the energy offset J 0,i,i ), and on-site interactions, the Hamiltonian reduces to the BoseHubbard model [21, 56] , which is:
We expand the condensate amplitude and the noncondensate field-operator in a Wannier basis:
where we have restricted the condensate amplitude expansion to the ground band. For an ideal gas this assumption is exact, and with interactions, the approximation is justified by our assumption that interactions are perturbative relative to the band gap energy scale.
From (5) and the orthogonality, (A3), and completeness of the Wannier functions (from the completeness of the Bloch functions), we get:
for b above the ground band. The operatorsδ b ′ ,i satisfy standard bosonic commutation relations. The condensate density is:
allowing for the non-locality of the Wannier states, with condensate number:
For the non-condensate, we assume that the thermal coherence length is sufficiently short (long range coherence is absorbed by the condensate) that the non-condensate one-body density matrix is diagonal in lattice site indices, so that the non-condensate density is then given by:
and we define the b band non-condensate population asÑ b ≡ iñ b,i .
B. HFBP Hamiltonian
To express the Hamiltonian in terms of the amplitudes z i , and operators,δ b,i , we substitute (13) into (10) [59] . However, the Hamiltonian still includes up to fourth powers in the operatorsδ b,i . We make a quadratic Hamiltonian simplification by making a mean-field approximation motivated by Wick's theorem [30, 60] . This is valid in the weaklyinteracting regime; therefore, our work is not valid in the strongly-correlated Mott-insulator case. In a 3D cubic lattice, the Mott-insulator transition occurs for the unit-filled system when U/6J > 5.83 at T = 0 [20, 61] . For typical experimental parameters, the transition occurs in 87 Rb when V 13E R (where
(the scattering length of 23 Na is smaller than 87 Rb, and [46] used a large lattice spacing). The lattice depth for the Mottinsulator transition is increased for higher filling factors.
Making the usual HFBP approximation [30, 59, 62] , we obtain a quadratic Hamiltonian. Separating this Hamiltonian by the number of depletion operatorsδ † i andδ i appearing and by band:
with:
where:
andŜ i ′ ,i is the shift operator from the site R i to R i ′ , e.g.
C. Gross-Pitaevskii equation
By minimizing the energy functional d K Q /dz * i = 0, using δ † 0,i = δ 0,i = 0, we obtain the generalized GrossPitaevskii equation:
We note that if z i satisfies the generalized Gross-Pitaevskii equation, then the termsK 1,i andK † 1,i are zero and the next contribution comes fromK 2,b,i .
When the interaction and trap energy is much more significant than the hopping energy, (23) has the Thomas-Fermi solution:
We do not follow this approach since, in our LDA solution below, we approximate by using an orthogonal Bloch form for the modes.
IV. LOCAL DENSITY APPROXIMATION
The LDA has been extensively used for (non-lattice) harmonically trapped Bose gases. The essence of this approximation is the replacement − 2 ∇ 2 /2m → p 2 /2m in the Hamiltonian with r and p treated as classical variables. The extension of this approach to the lattice case is made by the replacementĤ latt → K b (k) where k is the quasi-momentum, b the quantized band index and K b (k) the Bloch spectrum. In what follows, we present our assumptions in making this replacement.
A. Bloch approximation
We set j to be the quasi-momentum, k, and make the LDA by seeking solutions where u and v have the Bloch form:
This assumption is exact for the translationally-invariant case, and we justify it in general by comparing the non-interacting density of states obtained using this approximation to the numerical diagonalization of the full combined harmonic lattice problem in section V C. To make progress, it is useful to consider the Bloch waves, ψ b,k (r), ofĤ latt :
which serves to define the energy, K b (k). We find from (34) and (B3) that
B. Envelope functions
We define a functionñ b (r) which is a proxy with the continuous variable r for the number of non-condensate atoms per site:ñ b (R i ) =ñ b,i . Introducing this envelope function greatly simplifies our formalism by allowing us to use continuous functions to exploit the symmetry of V tr (r), which is broken on short length scales by the lattice. Then, for a sufficiently small lattice spacing:
where a d is the volume of a unit cell of the optical lattice. Similarly, we define the condensate mode envelope z(r), where z(R i ) = z i and n c (r) ≡ |z(r)| 2 , so that:
We also define the envelope functions u b (k, r) and
Envelope functions represent the discrete functions and do not contain the fast Wannier state variation. However, apart from exceptional imaging techniques [65] , normal optical imaging techniques would not distinguish density variation at the order of one site. If we require the detailed spatial density, rather than just site occupation, once we have the envelope functions, we can calculate (14) and
C. Bogoliubov spectrum
Making use of the envelope functions from the previous section, the Bogoliubov-de Gennes equations, (29) and (30), take the algebraic form:
Solving the characteristic equation yields:
From (40), choosing the normalization condition [60] for the no lattice case) we have:
Setting
, yielding the LDA envelope form of the Hartree-Fock solution (26) .
It has been stated that the Thomas-Fermi approximation is necessary to be consistent with the LDA [66] . We use the Thomas-Fermi solution for all of our interacting calculations, which we restate using the envelope functions, starting from (24) to find:
For the non-condensate, using (32) and the envelope functions we have (BZ is the first Brillouin zone):
From (41), if n c (r) is zero (e.g. above T c or outside the Thomas-Fermi radius), we have the Hartree-Fock result. Otherwise, for the ground band, from (44):
which is a useful simplification, and is automatically selfconsistent with n c (r).
If we rearrange the equation for the non-condensate enve-lope (45), we obtain:
If K 0 (k) is restricted to nearest-neighbor hopping, then this result is consistent with that given by Duan and co-workers [39] . We note that they do not make the envelope approximation (the discrete LDA sum in their Eqn. (15) should have been divided by the number of sites). Additionally, their theory is restricted to the ground band, and is stated for a cubic lattice and a spherical harmonic trap.
V. DENSITY OF STATES
The theory we develop relies on detailed knowledge of the density of states of the translationally-invariant lattice.
A. Definition and usage
By 'density of states', we refer to the per-site density of states for the non-interacting, translationally-invariant lattice which we define as [67] :
where we take K b (k) from its definition (35) . When an integrand depends on k only through K b (k) we can change variables to K = K b (k) since we then have, for any function
Applying this to (45):
We emphasize that this is making no additional approximations. Similarly, in the Hartree-Fock approach, or above the critical temperature,ñ b (r) = a
To calculate the density of states, we first need the energy dispersion, K b (k), which is easy if the lattice potential is separable (the well-studied Mathieu's equation [68, 69, 70] ), but separability is not required. We numerically calculate the density of states and show the results in Fig. 1 . 
Tight binding
From (B6), the dispersion can be written as a Fourier cosine series, with the hopping matrix elements as coefficients:
for a separable lattice, where we define the band b hopping between neighbors l sites apart in axial direction j to be J In the tight-binding limit, beyond nearest-neighbor hopping is ignored (for the importance of beyond nearestneighbor hopping, see also section VII B and appendix B). In 1D, the density of states is then, from (49) derivative in (52) . In 2D, the square-lattice density of states 3 has an infinite van Hove singularity at the band center and non-zero density at the band edges. The density of states for 1D and 2D are shown in Fig. 2 . In 3D, we compare the tightbinding density of states to the actual density of states in Fig. 3 for the cubic-lattice ground band. For V 5E R , the effect of beyond nearest-neighbors is much reduced, except for very low energies.
Effective mass
If, at the minimum energy of a band (K
we have ∇K b (k 0 ) = 0, then from the quadratic Taylor 3 By convolution we can express it as a complete elliptic integral of the first 
series, we get the effective mass approximation
due to the second derivative test, we have m * j > 0 for all j and assuming that the effective mass approximation applies for all K in some region near K min b (for excited bands and deep lattices, there is only a small region around k 0 for which this is a good approximation), then for that region of K, from (49):
where m * ≡ j m * j 1/d . We note this shows that the van Hove singularities at the minimum energy are qualitatively the same for the effective-mass assumption as for the tight-binding assumption: infinite in 1D, a finite jump in 2D and an infinite derivative in 3D.
High energies
For high energies, K ≫ j V j , the most significant effect of the lattice on the density of states is the spatially averaged energy of the lattice potential, 
C. Limiting results for the combined harmonic lattice
In this section, we consider the LDA density of states for the combined harmonic trap and optical lattice potential (some features of the combined harmonic lattice density of states in the 1D tight-binding case, and the 2D case, numerically, are discussed in [22] ). We introduce the LDA density of states for comparison with the full numerical diagonalization as justification of the validity of the LDA approach.
For the harmonically trapped case, in the non-interacting LDA, when we wish to calculate some function, Q[K b (k) + V tr (r)] of the energy, such as the total number of noncondensate atoms (37) and (45), we have:
from (50) where g LDA (E) is given by the convolution:
Since the combined density of states, g LDA (E), has a rich structure, we consider what we expect at various energies. In a region where the effective-mass approximation, (53), applies, the contribution to g LDA (E) from band b is:
where the effective trap frequencies are defined by:
as in [24] and ω * = j ω * j 1/d . We therefore expect the initial contribution from each band (just after K min b
) to the combined density of states to scale like a harmonically-trapped particle, with power d − 1.
If we assume that the bands are rectangular with width W b and minimum energy K
for (55) and (56) . So, we expect the eventual contribution of the band to the combined density
The high-energy contribution is therefore like the density of states for a particle in a harmonic trap with no kinetic energy, we call this the 'trap-only' region.
For energies beyond the effective-mass region, but with K min b < E < K min b + W b , the combined density of states depends on the detailed structure of the band g b (K) with an approximation given by (59). 4 So, the initial contribution from the band is effective-mass like and the high-energy contribution from the band is traponly like. We estimate the crossover point between these two regimes by equating the single-band contribution from equations (57) and (60) . In 3D there is no intersection for the first excited bands for V 5E R and, for the ground band:
Using the tight-binding approximations (B7) and m/m *
as shown in Fig. 5 . This result has the same scaling, but is slightly lower than E cr − K min 0 ≈ 0.86 W 0 , given in [71] . For high energies, once there have been many bands, we consider the assumption that the bands start at the free-particle positions, adjusted by the average energy of the lattice (as shown in Fig. 4 
We keep the other assumptions leading to (60) and approximate the sum in (60) by an integral over the region of bands b such that 0 < K min b < E, then we recover the density of states for a trap with no lattice ((57) with m = m * ). Evaluating this integral in band space, we find:
so, the eventual contribution of all bands has power d − 1, like the density of states of a harmonically-trapped particle.
D. Comparative results
We compare the density of states obtained from the full diagonalization ofĤ latt + V tr (r) (see [71] ) to the LDA density of states in also show the contribution from the ground band. We plot the product g LDA (E)ω d , since, for the LDA case,
is independent of ω from (56) . For the full diagonalization, we can see no dependence of the full density of states multiplied by ω 3 for varying ω apart from granularity due to the few discrete energies for large ω at low energy. The LDA results show excellent agreement with the full diagonalization. We note that the approximation (63) becomes valid in the V = 15E R case only for E > E min + 40E R , beyond the region of this plot. The effective-mass region is not visible on the plot for V = 15E R due to the scale.
VI. NUMERICAL IMPLEMENTATION
A. Translationally-invariant density of states
We find the translationally-invariant energies, K b (k), from the non-interacting Bloch solutions to find the density of states, by diagonalizing the tri-diagonal (since the lattice potential is sinusoidal) Hamiltonian,Ĥ latt , in momentum space [67] . We calculate the density of states by binning the energies.
B. Scaled units
From (44) and (45),ñ b (r) and n c (r) depend on r only through V tr (r) = 2 ), so we define the scaled co-ordinatesx = xω x /ω,ȳ = yω y /ω,z = zω z /ω,r 2 =x 2 +ȳ 2 +z 2 so that V tr (r) = 1 2 mω 2r2 and dxdȳdz = dxdydz. Our formulae then become:
We can then calculate the total number using:
which is now a problem in the two dimensions K andr, and is fundamental to our development of an efficient numerical algorithm.
C. Interaction parameters
We calculate the 1D Wannier functions and use their separability (from the separability of the Bloch functions) to get the interaction coefficients. For the cubic lattice in 3D, the densities of the three bands 001, 010 and 100 must be equal, i.e.ñ 001 (r) =ñ 010 (r) =ñ 100 (r). Thus we can use this symmetry to simplify our calculation of higher bands. For a given one of these bands, 
since U 001,010 = U 001,100 . We therefore treat the three excited bands together and use (U 001,001 + 2U 001,010 ) /3 for their self-interaction parameter.
D. Procedure
We fix the parameters N, V j , a j , a s , ω j and m throughout the entire calculation. For the cubic lattice, we calculate the density of states g b (K) and the interaction parameters U bb ′ once for each V and use them for any cubic-lattice calculation. For the non-cubic lattice, we calculate the density of states and interaction parameters for each case.
We solve (64)-(67) self-consistently, finding µ so that N = N c + bÑ b from (68) and (69) . We present our algorithm for doing this in Fig. 6 . 
All bands, b, done?
Hasñ b (r) converged ∀b?
Is n c (r) self-consistent?
Allr done? We note that, once we have a choice for the chemical potential, the calculation is completely local. Therefore, in contrast to the Gross-Pitaevskii equation approach of [60] , we do not check the target for the total number N until the calculations at every site are self-consistent.
For the ground band we use the simplification (48), with scaled units and the density of states (this is not shown in Fig. 6 ).
For the translationally-invariant lattice, we use almost the same calculation, with V tr (r) set to zero, and use only one spatial point,r. However, due to the importance of the low energy states in that case, we make the substitution u 4 = K and use dK → 4u 3 du so that the integrand isn't divergent.
E. Finite-size effect
For the non-interacting gas in a combined harmonic lattice, we allow for the effect of a positive chemical potential at condensation, equal to the minimum energy µ fs ≡ d 2 ω * , where ω * j are the effective trapping frequencies, defined in (58) , and ω * is their arithmetic mean. We limit the domain of the integral (67) to K + V tr (r) > µ fs , which has a negligible effect on results compared to the effect of increasing the chemical potential.
For the interacting gas, it is normal to consider the finitesize effect and mean-field interaction shift as independent additive corrections, which we do in [73] , but additional work is needed to find a consistent way of treating them together. We do not consider the finite-size effect due to factors other than the positive chemical potential.
VII. NUMERICAL RESULTS
In this section we present results demonstrating the application of our mean-field theory to experimentally realistic regimes of a Bose gas in a 3D combined harmonic lattice potential. Our results quantify lattice and interaction effects on the thermal properties of the system. We refrain from discussing the critical temperature here, which we deal with in detail in [73] .
A. Finite-size effect
We consider the effect on the non-interacting condensate fraction of a non-zero ground-state energy. We plot the condensate fraction for ω = 0.02ω R and V = 15E R in Fig. 7 (results at other lattice depths and trap frequencies, are similar, except for scaling due to the different critical temperatures). We chose a small number of atoms, N = 1000, to accentuate the finite-size effect.
We see that the saturated chemical potential adjustment describes the bulk of the finite-size effect well, and the LDA calculation is in excellent agreement with the full diagonalization (by diagonalization ofĤ latt + V tr (r) to obtain the ideal spectrum which is used solve for the condensate fraction using a grand-canonical approach, see [71] ). We note that the LDA result shows a phase transition (i.e. discontinuous behavior) at the critical temperature, whereas the full diagonalization shows a more gradual change.
B. Beyond nearest-neighbor hopping
Here, we consider the effect on the non-interacting condensate fraction of beyond nearest-neighbor hopping (we use all neighbors for our numerical calculations in all other sections).
We show the condensate fraction for N = 10 5 and ω = 0.01ω R in Fig. 8 . We see that beyond nearest-neighbor hopping is significant for V = 2E R and much less so for V = 5E R . For V = 10E R (not shown), the condensate fractions are barely distinguishable on an equivalent plot. The decrease in significance of beyond nearest-neighbor hopping with increasing V /E R , agrees with what we expect from Fig. 3 (see also appendix B). 
C. Excited bands
In this section, we consider the significance of excited bands. We do not compare to the full diagonalization, since the separation into bands for that calculation is not well defined. The higher the temperature, the more important excited bands are, since they are more thermodynamically accessible. We therefore consider the significance of excited bands at the critical temperature. It is clear (e.g. see Fig. 1 ) that increasing the lattice depth decreases the occupation for a given temperature, and hence the significance, of excited bands.
We show the number of non-condensate atoms in excited bands as a proportion of the non-condensate number in the ground band in Fig. 9 . The calculations are for 87 Rb using HFBP with a s = 5.77 nm and the parameters of [12] with an optical lattice wavelength of λ = 2a = 852 nm and a spherical trap with frequency ω = 2π × 24 Hz. We used their maximum number of atoms, N = 2 × 10 5 . We see that excited bands become insignificant for V 3E R . The significance of excited bands at condensation would increase for an increased number of particles or a tighter trap, due to the increased critical temperature.
D. Quantum depletion
The quantum depletion consists of the atoms promoted out of condensate due to interactions rather than thermal effects, thus leading to a reduction in the condensate fraction at T = 0. The number of atoms in the quantum depletion is given by the temperature independent part of (45) :
The quantum depletion is significantly enhanced by increasing the lattice depth which provides a convenient physical system to explore the crossover from a weakly to a strongly inter- acting Bose gas. The experimental measurement of quantum depletion in an optical lattice was reported in [46] . In that work, atoms were loaded into a lattice, which was linearly ramped up to a depth of V ≈ 20E R and linearly ramped back down. By observing the diffuse background peak of the momentum distribution of time-of-flight images during this sequence, the populations of the condensed and non-condensed atoms were estimated. The complete ramping procedure led to the production of ∼ 20% thermal depletion (heating), and 'Linear interpolation was used to subtract this small heating contribution (up to 10% at the maximum lattice depth)' to obtain the quantum depletion [46] . Their results are presented in Fig. 10 . We have calculated the zero temperature quantum depletion to compare with their experimental results. We have reproduced their calculations [46] with fixed peak density to a level indistinguishable on the plot (solid black curve), confirming our microscopic parameters agree with theirs, and we found that their results imply N > 10 7 at V = 20E R . We used our LDA calculations with fixed total number 5 rather than fixed peak density to give improved agreement with experimental results with no fitting parameters (dashed curve). 6 The agreement is improved over the entire range, most noticeably at higher lattice depths. More precise experimental measurements at intermediate lattice depths to better test theory would be useful. 
E. Effect of quasi-particles
In addition to the quantum depletion, which was considered at zero temperature in section VII D, the Bogoliubov quasiparticles modify the energy dispersion as in (41) . We compare the quantum depletion to the residual Bogoliubov effect in this section (using the parameters of [12] , as discussed in section VII C). In Fig. 11 , we show the condensate fraction and the condensate plus quantum depletion fraction. At zero temperature, the only effect of quasi-particles is the quantum depletion. The methods with and without quasi-particles give the same results above the critical temperature and the same critical temperature, 7 since equations (66) and (67) are the same when there is no condensate. In Fig. 11 we can see the zero temperature increase in quantum depletion due to the increase in lattice depth (as in Fig. 10 ) and we can see that the nature of the Bogoliubov quasi-particle spectrum (41) also increases thermal depletion relative to the Hartree-Fock prediction. In Fig. 12 we show the total spatial density, and that of the condensate and quantum depletion. The quantum depletion follows the condensate density from (41) and (43) . A larger lattice depth increases the effective interaction, decreasing the core density and, for the Hartree-Fock case, forces all of the thermal depletion away from the condensate region.
VIII. CONCLUSIONS
The main purpose of this paper has been the derivation of an accurate, computationally tractable theory for describing experiments with finite temperature Bose gases in optical lattices. Based on an extended Bose-Hubbard model, derived from the full cold atom Hamiltonian, our theory includes the important physical effects needed to describe this system over a wide parameter regime. We obtain a mean-field theory for the system using the Hartree-Fock-Bogoliubov-Popov approximation. Through the development of two key techniques, a local density approximation for the lattice physics and an envelope approximation for spatial dependence of the mean fields, we realize a formalism for calculation that is efficient and accurate. By neglecting the extended features our formalism we show that it reduces to a form equivalent to the Bose-Hubbard mean-field theory of [39] .
We have presented a range of results verifying the accuracy of our theory, and demonstrating the regimes in which extended features of our model, over the usual Bose Hubbard model, are important. We have also compared to recent experimental results by the MIT group, and find that our formalism provides improved agreement with the experimental data over previous calculations [46] .
The methods outlined in this paper can be applied to other thermodynamic quantities. For example, we have used our numerical results to calculate the entropy:
and from that the specific heat and then the energy, can be obtained. Our formulation is amenable to analytical results as we have done in [73] . Experimental work in optical lattices is continuing apace and, with the recent development of thermometry techniques [18] , it is likely that thermodynamics will be measured in the near future. For the purposes of developing better understanding of lattice bosons, and the emergence of beyond mean-field effects, it is crucial to have a quantitative and accurate meanfield theory for comparison. The theory presented here serves this purpose. We define the Wannier function for band b, localized at site R i as:
where N s is the number of sites (we let N s → ∞ for the combined harmonic lattice). We have:
For R i on the lattice, k∈BZ e ik · Ri = N s δ Ri,0 , so we have:
For an optical lattice in 1D, we show the Wannier function for the ground band in Fig. 13 and for the first and second excited bands in Fig. 14 . The harmonic oscillator approximation (the eigenstates of V latt (r) ≈ 3 j=1 V j (πr j /a j ) 2 ) overstates the peak height at the expense of the tails, and misses the detailed structure of the Wannier functions.
APPENDIX B: HOPPING MATRIX
SinceĤ latt ψ b,k (r) = K b (k)ψ b,k (r), we have (as in [74] )
, where hopping matrix, defined as (6): 
so that there is no inter-band hopping and the hopping matrix depends only on the difference R i − R i ′ . We can invert (B1) to write the dispersion relation as a Fourier series:
For the 1D case, if the spectrum is even in k x then:
We demonstrate the Fourier cosine series for the translationally-invariant lattice spectrum in Fig. 15 . For V = E R , we can see that a few terms are needed for the series to approach the nearly free-particle dispersion. By V = 5E R , the ground band is well described by nearest neighbors. For the first excited band, the approach to nearest-neighbor dispersion with increasing V /E R is somewhat slower. The width of band b x is: 
In the tight-binding case where l = 1 dominates, the bandwidth is 4 j J 1 bj ,j . The ratio of beyond nearest-neighbor to nearest-neighbor hopping in shown in Fig. 16 and we see that the ground-band next-nearest-neighbor hopping matrix element is as much as 25% of its nearest-neighbor counterpart at V j = 0, but decreases rapidly with increasing V j . Beyond next-nearestneighbor hopping is less significant. For the first excited band, some of the ratios can increase initially.
APPENDIX C: HARMONIC TRAP
In this work, we will always use the local energy form (7) to represent the harmonic trap. In this section, we consider an exact treatment for the separable case, by defining:
(C1)
On-site variation
Here we consider the accuracy of (7) to the diagonal part of v b,b ′ ,i,i ′ . There are three components to the integral in (7), one for each trap direction and the three components are additive. Considering, e.g., the x component, we have (using X i for the x component of R i ):
since x |w b (x)| 2 is odd and w b (r) is normalized. For the ground band, we can recover (7) by absorbing a constant into the chemical potential. For excited bands there is an error due to the difference
which is applied ton b,i in the Hamiltonian. We plot the contribution for the first excited band in Fig. 17(a) .
Off-site contribution
Now, we consider the case with i = i ′ and b = b ′ . We note again that the components of the trap contributing to the integral in the three directions are additive. We only get a potential error in the x component if components in the other directions of i and i ′ are equal. Then, for X i = X i ′ :
is either even or odd. In Fig. 17(b) we plot this contribution for nearest neighbors as a function of V .
Inter-band contribution
Now we consider the case with b = b ′ and i = i ′ . To allow for this contribution, it would be necessary to include matrix elements between bands in the Hamiltonian.
To quantify the error, we consider the additive component in the x direction. There is only a contribution if the other 
Considering, e.g. b x = 0 (the ground band), and b ′ x = 1 (the first excited band) w * 0 (x)w 1 (x) is odd so the above becomes mω Fig. 17(c) , we plot this contribution as a function of V .
APPENDIX D: INTERACTION COEFFICIENTS
Beyond the on-site interaction approximation
Here we derive approximate results for interactions extending to all sites. To do this, we make the HFBP mean-field approximations, as discussed in section III, but starting from the more general extended Bose-Hubbard Hamiltonian (9) . As in the on-site case, we ignore collisional couplings between bands in the many body-state. For the non-condensate, we also ignore collisional coupling that relies on coherences between sites (i.e. requiring two indices at two sites) in the many-body state, to find: 
We assume that the density varies sufficiently slowly that n b,i ≈ñ b,j for sites R j near R i . In the following, we will sum over all sites, by assuming that where the approximatioñ n b,i ≈ñ b,j is poor, due to the sites being far apart, these terms will be suppressed by the negligible Wannier function overlap. Then we have: 
which is the same as in (21) with U ′ bb ′ substituted for U bb ′ where:
For the coherent condensate, we assume that z i ≈ z j , for sites R j near R i . As above, we assume that contributions between sites far apart are suppressed by the negligible Wannier function overlap. Assuming that the phase factors are chosen so that w 0 (r) is real, we have, for site R i1 : above results are appropriate for the pure thermal gas, e.g. for finding the critical temperature from above, and for the pure condensate at zero temperature. To quantify the effect of offsite interactions on the thermal depletion, terms for interactions between the condensate and the non-condensate would be needed.
No lattice limit
When there is no lattice, the Hamiltonian (35) gives us K b (k) = 2 k 2 /2m and the Bloch states are plane waves. Using these to evaluate the Wannier functions from (A1), and then the all-sites interaction coefficients: U So that, if we use all-site interaction coefficients and also treat n c (r) andñ b (r) as the condensate and non-condensate densities (rather than as envelope functions, with densities defined by (14) and (16) , although the total condensate and noncondensate numbers do not depend on this distinction, from (15) and (17)) then all of our LDA equations in section IV would be the same as we would get from a no lattice calculation [60] , in spite of our expansion of the field operators in a Wannier basis. When only on-site interactions are included there is a shortfall, using (11) 
of, for example, 1 − (2/3) 3 = 70% for the 3D ground-band coefficient. For reference in Fig. 18 , a/E R a s = 8a 3 /gπ.
Comparison
The 3D ground-band interaction coefficients are shown in Fig. 18(a) . Both all-sites interaction coefficients, U ′ 00 and U ′′ 00 , include their corresponding on-site component, U 00 , in their sums, (D3) and (D4). For the non-condensate interaction coefficient, all other terms in the sum are positive (since we have excluded interference), so that off-site interactions always increase the interaction coefficient (relative to U ).
The 3D excited-band interaction coefficients are shown in Fig. 18(b) . The results all tend to the expected limits at V = 0. The gap between all-site and on-site interaction coefficients is maintained for higher V /E R than for the ground-band, since the excited-band Wannier functions are less localized.
