Introduction
Given a boundary matrix differential equation of first order
where matrices U a , U b , U (τ ) ∈ C m×n and matrix function f : [a, b] × C m×n → C m×n , different examples of problem (??) can be found in [1] . Sylvester matrix differential equations arise in many fields of science and engineering [2, 3] , and Riccati matrix differential equations emerge a lot throughout science, applied mathematics and engineering. In particular, they play major roles in optimal control, filtering and estimation [4] [5] [6] and in solving linear, two-point boundary value problems of ordinary differential equations [7] [8] [9] [10] . If Y ∈ C m×n andX ∈ C p×q , we define the Kronecker product by Y ⊗ X [11] Y ⊗ X =    y 11 X · · · y 1n X . . . . . . . . .
The column vector operator on a matrix Y ∈ C n×m is given by [11] :
where
Also, the derivative of a matrix U ∈ C m×n with respect to a matrix V ∈ C p×q is defined by [11] :
. . . . . . . . . 
The derivative of a matrix product V ∈ C p×q and U ∈ C q×v with respect to another matrix W ∈ C m×n is given by [11] :
where the identity matrices of dimensions m and n denoted by I m and I n respectively. The chain rule and derivative of a Kronecker product of matrices V ⊗ U with respect to a matrix W are given by [11] :
where V ∈ C p×q , U ∈ C u×v , W ∈ C m×n and U 1 , U 2 are permutation matrices. The frobenius norm of U ∈ C m×n is given by [12] :
The Frobenius norm and 2-norm holds [12] :
Cubic splines are discussed in [13] [14] [15] , matrix differential equations are studied in [16] [17] [18] [19] and exponential cubic B-splines are piecewise polynomial functions containing a free parameter and its properties are presented in [20] . The exponential and trigonometric cubic B-spline methods are studied to solve numerical solutions of various ordinary and partial differential equations [21] [22] [23] [24] [25] [26] [27] and the sextic and septic B-spline methods are introduced to solve Rosenau-KdV equation [28, 29] . This paper is organized as follows: In section 2, we present the polynomial, exponential and trigonometric cubic B-spline methods. In section 3, some numerical examples are discussed. Finally, the conclusion of this study is given in section 4. 
Description of cubic B-spline methods

Polynomial cubic B-spline method (PCBSM)
The polynomial cubic B-spline can be defined as follows:
We consider the spline function is interpolation to the solutions kl u (τ ) of the problem (1):
where constants kl ω i (τ )'s are be determined. To solve boundary matrix differential equation of first order, we find P CB i and P CB i at the nodal points are needed. Their coefficients are summarized in Table 1 . Table 1 . values of P CB i and P CB i . 
Substituting from Eq. (??) in Eq. (??) we find,
where i = 0, 1, ..., N, k = 1, 2, ..., n and l = 1, 2, ..., m. and the boundary conditions are given as
Solving the system of Eqs. (??) in kl ω −1 and kl ω N +1 , the linear algebraic system of Eqs. (??) can be converted to the following matrix form ; 
Exponential cubic B-spline method (ECBSM)
The exponential cubic B-spline can be defined as follows:
where,
and η is a free parameter.
We consider the spline function is interpolation to the solutions kl u (τ ) of the problem (??):
where constants kl ζ i (τ )'s are be determined. To solve boundary matrix differential equation of first order, we find ECB i and ECB i at the nodal points are needed. Their coefficients are summarized in Table 2 . 
Using Eqs. (17) and (18), the values of kl u i and their first derivatives at the knots are
Solving the system of Eqs. (21) 
Trigonometric cubic B-spline method (TCBSM)
The trigonometric cubic B-spline can be defined as follows: where,
we consider the spline function is interpolation to the solutions kl u (τ ) of the problem (1):
where constants kl T i (τ )'s are be determined. To solve boundary matrix differential equation of first order, we find T CB i and T CB i at the nodal points are needed. Their coefficients are summarized in Table 3 . Table 3 . values of T CB i and T CB i .
,
Using Eqs. (??) and (??), the values of
kl u i and their first derivatives at the knots are
where i = 0, 1, ..., N, k = 1, 2, ..., n and l = 1, 2, ..., m. and the boundary conditions are given as 
Numerical examples
In this section, we present examples of matrix differential equations of first order to explore the efficiency and accuracy of the proposed methods using Frobenius norm of the difference between approximate solution and exact solution at each point in the interval [a, b] taking a suitable step size h and the results are generated with Mathematica using Find Root function to solve the emerging algebraic equations.
Example
This example has an exact solutionU (τ ) = e −τ 0 τ 1 . Thus, we can compare our numerical estimates with this solution to obtain the exact errors of the approximation which summarized in Table 4 and figure 1 . For a free equilibrium pointsu j ≡ 0, (j = 1, 2, ..., 4), we find that the Jacobian matrix of the Eq.
and its eigenvalues are evaluated from the equation
where λ 1, 2 = −τ e −τ /2 and λ 3, 4 = τ e −τ /2 have distinct signs for any value of τ in the interval (0, 1], then the equilibrium points u j = 0 of the Eq. (??) are unstable.; (j = 1, 2, ..., 4). Example 2. We investigate the rectangular non-symmetric Riccati matrix differential equation of the type [18] 
This example has an exact solution U (τ ) = 0 e τ τ 2 τ . Thus, we can compare our numerical estimates with this solution to obtain the exact errors of the approximation which summarized in Table 5 and figure 2. For a free equilibrium points u j ≡ 0, (j = 1, 2, ..., 4), we find that the Jacobian matrix of the Eq. (33) is
where λ 1, 2 = 
Conclusion
In this article, we have examined scheme treat numerically with the first-order matrix differential equations by cubic Bspline method and exponential and trigonometric cubic B-spline methods. From the computational results, we can view that the cubic B-spline and exponential and trigonometric cubic B-splines are summarized and easy to apply and the errors are acceptable. The numerical experiments are compared with the analytic solutions by finding Frobenius norm and are compared with Ref. [18] as shown in Tables (3-5) and Figures (1, 2) . 
