We prove the existence of strong solutions to a class of inhomogeneous boundary-value problems for an elliptic-hyperbolic equation. The equation is an arbitrarily small lower-order perturbation of an equation that arises in the linearization of an approximate model for high-frequency waves near a caustic. The domain boundary is allowed to extend into both the elliptic and hyperbolic regions of the equation, which makes the classical Dirichlet problem ill-posed on the hyperbolic portion of the boundary. However, the perturbed equation is strongly well-posed even if data are prescribed on both the elliptic and hyperbolic boundaries.
Introduction
By a closed boundary-value problem for a differential equation on a domain Ω we mean the problem of finding a solution with data prescribed on the entire boundary ∂Ω. This is in distinction to an open boundary-value problem, in which data are only prescribed on part of the boundary. Almost nothing is known about the existence of solutions to closed boundary-value problems for elliptic-hyperbolic equations which do not have the form
where u = u (η, ξ) ; K(ξ) is a continuously differentiable function for which K(0) = 0 and ξK(ξ) > 0 for ξ = 0; here and below, a subscripted variable denotes partial differentiation in the direction of the variable. In the special case K(ξ) = ξ, eq. (1) reduces to the Tricomi equation. For this reason, equations of the form (1) are said to be of Tricomi type. (In fact, a reasonably general theory for the weak existence and uniqueness of solutions to closed boundaryvalue problems even for equations of Tricomi type is extremely recent [13] , [23] .)
However, the existence of solutions to a closed Dirichlet problem for the equation η 2 − 1 u ηη + ηu η + u ξξ = 0,
which is not of Tricomi type, has been shown by Magnanini and Talenti [15] , under the hypothesis that the boundary of the domain lies entirely in the elliptic region, η 2 > 1. The elliptic region of eq. (2) encloses the hyperbolic region if η is interpreted as a radial coordinate with angular variable ξ. (We adopt this interpretation throughout, as it is suggested by the physical context; see the Appendix, Sec. 4.) Because the type-change function K depends on η rather than ξ, eq. (2) is said to be of Keldysh type [9] . Magnanini and Talenti considered the case of L 2 data given on the boundary. They were able to construct an explicit, smooth solution in the interior of the unit disc, having a point singularity at the origin. The solution weakly satisfies the equations on the entire domain. See also [25] and, for closed boundary-value problems for different equations of Keldysh type, [5] .
We use the term elliptic boundary to refer to that part of the domain boundary on which the differential equation is elliptic on points immediately to the left of the boundary arc under a counter-clockwise orientation, which we adopt throughout. Similarly, by the hyperbolic boundary we mean the collection of boundary arcs for which the differential equation is hyperbolic on points immediately to the left of the boundary arc. We define a fully elliptic-hyperbolic boundary-value problem to be a boundary-value problem for which the hyperbolic boundary is non-empty and the subset of the hyperbolic boundary on which data have been prescribed is also non-empty. Note that this definition is independent of whether the boundary-value problem is open or closed.
The fact that the data in [15] are prescribed only on the elliptic boundary is an important restriction, as closed boundary-value problems for elliptichyperbolic equations tend to be over-determined on the hyperbolic boundary; thus closed boundary-value problems which are fully elliptic-hyperbolic are likely to be ill-posed. We show in Sec. 2 that the classical Dirichlet problem is indeed ill-posed for eq. (2) on a typical domain for which it is a fully elliptic-hyperbolic closed boundary-value problem. We show, however, in Sec. 3 that a well-posed closed boundary-value problem which is fully elliptic-hyperbolic can be formulated for the equation
where ε 1 and ε 2 are arbitrarily small, positive constants. That is, eq. (2) is an arbitrarily small lower-order perturbation away from possessing a unique solution to a fully elliptic-hyperbolic closed boundary-value problem. The extent to which the perturbation (3) can be justified mathematically is briefly considered at the end of Sec. 3. The place of eqs. (2) and (3) in the physical approximation in which they arise is discussed in an Appendix, Sec. 4.
The classical Dirichlet problem is ill-posed
Write the domain Ω of eq. (2) as the union Ω = Ω + ∪ Ω − , where
Ω − is any subdomain of the annulus 0 < ε 1 ≤ η ≤ 1 bounded by the unit circle and the intersection of two characteristic lines with the points (1, ξ 0 ) , (1, ξ 1 ) and with each other. In the following we prove that it is always possible to find such an intersection of characteristic lines, because the characteristic lines form a family of circles of radius 1/2, which are all tangent to the interior of the unit circle. Proof. The characteristic lines of the cartesian form of equation (2),
have the form F (p, q; Θ) = 0 for
where Θ can be treated as a real parameter. Let F be any 1-parameter family of smooth planar curves defined by the equation F (p, q; Θ) = 0. Then the envelope C F of the family F is a subset of the set of points (p, q) satisfying F = 0 and the equation F Θ = 0, provided C F is sufficiently smooth. Applying this criterion with F given by the characteristic family (4), we find that the equations F = 0 and F Θ = 0 are satisfied if p and q both vanish identically, and also if p = cos Θ and q = sin Θ. So the unit circle centered at the origin of the pq-plane and the origin itself are both envelopes. Proof. The proof is similar to [18] and [19] . Let u 1 (η, ξ) and u 2 (η, ξ) be two such solutions. By linearity, the function u ≡ u 1 − u 2 is a solution of (2) which vanishes on ∂ (Ω/Ω − ) . We show that u vanishes identically in Ω. Consider the integral
where
and
Then
using eq. (2) and the equality of mixed partial derivatives for smooth functions u. Thus I is independent of path and there is a function χ (η, ξ) having partial derivatives χ ξ = Ψ 1 and χ η = Ψ 2 satisfying (5) and (6), respectively. On the line ξ = ξ 0 we have u η = 0, as u = 0 on that line. The same boundary condition implies that u η = 0 on the line ξ = ξ 1 . Equation (6) now implies that
Integrating, we find that χ (η, ξ 0 ) = c 1 and χ (η, ξ 1 ) = c 2 , where c 1 and c 2 are constants. On the line η = 1, (5) implies that
so on that line, c 1 ≥ c 2 . But as these are constants, that inequality must hold in general. On the line η = R, (5) implies that
in which the term u ξ is zero, as η = R is a boundary curve on which u ≡ 0. So on η = R we have
and c 2 ≥ c 1 . The pair of inequalities (7) and (8) are in contradiction unless c 1 = c 2 .
In particular, on the line η = 1 we have χ (1, ξ 0 ) = χ (1, ξ 1 ) . This combined with the inequality χ ξ ≤ 0 implies that χ ξ = 0 on that line. (If the derivative became negative somewhere, it would have to become positive somewhere else in order to satisfy the boundary conditions; but it cannot, as χ ξ ≤ 0.) Now (5) implies that u 2 ξ = 0. Integrating, we find that u (1, ξ) = c 3 , where c 3 is a constant. But u (1, ξ 0 ) = u (1, ξ 1 ) = 0 is a boundary condition, so the constant c 3 is zero and we conclude that u vanishes on the line η = 1. The maximum principle for nonuniformly elliptic equations in reduced form now implies that u ≡ 0 on Ω + .
Every element G λ of the family G of characteristic lines to eq. (2) satisfies
A consequence of Proposition 1 is the fact that one can connect any two points on the arc {η = 1} ∩ ∂Ω − by a path along characteristic lines. But for any numbers ξ 2 and ξ 3 lying in the interval [ξ 0 , ξ 1 ] , we have χ (1, ξ 2 ) = χ (1, ξ 3 ) ; we claim this implies that dχ/dξ must be zero along characteristics. Again, if the derivative became negative somewhere, it would have to become positive somewhere else in order to satisfy the boundary conditions, and (9) would be violated. By following a path along characteristic lines we can always obtain such boundary conditions. Precisely, consider a point (η a , ξ a ) on the intersection of two characteristic arcs G 1 and
. Now, taking the arc of G 1 to originate at (1, ξ 2 ) and the arc of G 2 to terminate at (1, ξ 3 ) , we conclude that χ ξ must vanish identically on the path from (1, ξ 2 ) to (1, ξ 3 ) along the arcs G 1 and G 2 . That is,
where η 2 − 1 < 0 on Ω − . So u ξ = u η = 0 on this path, implying that u is equal to a constant along the path. Because any point of Ω − can be made to lie on a path along characteristic lines connecting points on the unit circle, u is constant on Ω − . Because u vanishes at η = 1, the constant is zero by continuity.
The classical Dirichlet problem is the problem of finding a twice-continuously differentiable solution to a differential equation in which data are prescribed on the entire boundary of the domain. The uniqueness of the solution is guaranteed by Theorem 2 for data prescribed only on the elliptic boundary. Thus 354. Precisely, a strong solution of a boundary-value problem for an operator equation Lu = f, with f ∈ L 2 , is an element u ∈ L 2 for which there exists a sequence u ν of continuously differentiable functions, satisfying the boundary conditions, for which
A consequence of this definition is the uniqueness of strong solutions.
The boundary-value problem considered in [21] had homogeneous boundary conditions. In Theorem 4, below, we consider a boundary-value problem having an inhomogeneous L 2 boundary condition on the outer boundary and a homogeneous condition on the inner boundary. We use in a fundamental way a result of Sarason for symmetric positive systems, based on ideas in [4] .
A system of two differential equations on a domain of R 2 is symmetric positive [4] if it can be written in the form of the matrix equation
where w = (w 1 , w 2 ) is a vector, the matrices A 1 and A 2 are symmetric, and the matrix Q ≡ 2B * −A , where n = (n 1 , n 2 ) is the outward-pointing normal vector to ∂Ω. Suppose that the matrix β admits a decomposition β = β + + β − , for which β ± = 0 in N and R ± ⊂ R, where N is the null space of β and R and R ± are the ranges of β and β ± , respectively;
. Then the boundary-value problem given by
has a strong solution whenever the system is symmetric positive, the components of ϕ and g are square-integrable, and ∂Ω is C 2 .
Theorem 4.
On the annulus Ω = {(η, ξ) |ε 0 ≤ η ≤ R, −π < ξ ≤ π} , with 0 < ε 0 < 1 and R > 1, let there be given functions f (η, ξ) ∈ L 2 (Ω), and g 1 (R, ξ) ∈ L 2 (∂Ω) . Let ε 1 = ε 2 ≡ ε and assume that ε is positive and sufficiently small. Then the equation
having boundary conditions
Proof. Let w 1 = u η (η, ξ) and w 2 = u ξ (η, ξ) . This transforms the secondorder scalar equation (10) into a system of the form
where L is now a first-order operator with w = (w 1 (η, ξ), w 2 (η, ξ)) , F = (f, 0) ,
Multiply the matrices A 1 , A 2 , B, and F by the nonsingular matrix
, where the constant K is chosen so that 1 < |a| < 2.
(We can always do this for ε sufficiently small.) This transforms eq. (11) into the system
One can check that (12) is a symmetric positive system provided ε is positive. We have
as the normal vector is radial. On the inner boundary, η = ε 0 . Choose n inner = ε The decomposition of β has been constructed so that the hypotheses of Sarason's Theorem concerning the range and null spaces of the matrices β + and β − are manifestly satisfied on both boundaries. Moreover, µ * inner = −β inner dη and
Because R exceeds 1, µ * outer is positive; µ * inner is also positive. Thus the criteria of Sarason's Theorem are satisfied and a strong solution exists for the boundaryvalue problem with eq. (11) replaced by eq. (12) . The invertibility of E now guarantees that the boundary-value problem Lw = F in Ω, −β − w = g on ∂Ω also possesses a strong solution, where g = (g 1 , 0) .
Notice that we have obtained from Theorem 4 not only the existence of solutions, but their uniqueness and a certain limited regularity as a consequence of the properties of strong solutions. In this sense we can say that the boundaryvalue problem formulated in Theorem 4 is strongly well-posed.
It is natural to ask whether the addition of arbitrarily small lower-order coefficients in eq. (3) is an unreasonably harsh condition for obtaining a strongly well-posed, fully elliptic-hyperbolic boundary-value problem. There do not exist in elliptic-hyperbolic theory functions analogous to the harmonic functions of elliptic theory, which are sufficiently generic to provide a benchmark for deciding precisely what kind of regularity to expect under given hypotheses. Using the tiny existing literature as a guide, the results on the existence of solutions to closed boundary-value problems for equations of Keldysh type in [5] , Theorem 3, also include a hypothesis that lower-order terms are of sufficient magnitude in a prescribed direction. In fact, conditions on the lowest-order terms play an important role even in existence theorems for equations of Keldysh type which do not change to hyperbolic type anywhere on their domain; see, e.g., [11] and Theorem 3 of [2] . Although the method of symmetric positive operators is used in [5] , it is not used in either [2] or [11] .
In the case of elliptic-hyperbolic equations of Tricomi type, in which hypotheses on the lower-order terms do not play an important role in the existence and regularity of solutions, the differential operator is of real principal type: its principal symbol is real-valued and no complete null bicharacteristic can be trapped over any compact subset of the domain. The major analytic properties for operators of real principal type depend only on the principal symbol, and not on the form of the lower-order terms; c.f. [22] . Unfortunately, this attractive property of eq. (1) is not shared by either (2) or (3).
These considerations suggest − but of course do not prove − that our reliance on a lower-order perturbation of eq. (2) for existence and regularity results from features of the equation itself rather than arising as an artifact of our method of proof.
Appendix. Remarks on the physical model and its linearization
We do not argue that solutions to the fully elliptic-hyperbolic boundary-value problem for (3) tend to solutions of a fully elliptic-hyperbolic boundary-value problem for (2) as the perturbation tends to zero. However, the equation (3) of course tends to eq. (2) as the perturbation tends to zero. So it is relevant that the physical model in which eq. (2) arises is itself an approximation, in which terms other than the first two leading terms of an infinite series have been truncated. The nature of this approximation, and of its linearization to produce eq. (2), is briefly reviewed in this appendix. That solutions to the reduced wave equation could be represented by asymptotic expansions in terms of Bessel or Airy functions has been known for a long time (see, e.g., Appendix III of [1] and the references therein); but until the 1960s, such expansions were believed to fail in the neighborhood of a caustic. At that time Kravtsov [10] and Ludwig [12] independently introduced a uniform asymptotic expansion for light waves that retains its validity on both sides of a smooth, convex caustic.
Consider in particular the Kravtsov-Ludwig expansion for the case of a high-frequency, monochromatic electromagnetic field in an isotropic, non-conducting, non-dissipative medium without electric charges and with constant refractive index (which we take to equal 1). In that case stationary waves in two dimensions can be represented as solutions u (x, y) to the reduced wave equation
where ν is the wave number. As ν tends to infinity we obtain the geometrical optics approximation. In the Kravtsov-Ludwig approximation, solutions are written in the approximate form
plus higher-order terms; here ρ, θ, γ 0 , and γ 1 are functions which do not depend on ν and which are to be determined with the solution; the function A is a solution of the Airy equation A ′′ (w) − wA(w) = 0. This approximation has the advantages that it is uniform in ν and extends continuously across the caustic at ρ = 0. Substituting (14) into (13) and collecting terms yields
plus terms of lower order in ν. The right-hand side of this expression vanishes provided (∇θ)
Two not very interesting solutions of the system (15) are ρ = 0, |∇θ| 2 = 1 and |∇ρ| = 0, |∇θ| 2 = 1. However, in a series of papers [14] - [17] , Magnanini and
Talenti study a more interesting equation,
obtained from (15) by eliminating ρ through differentiation and algebraic manipulations. Derivations of this and other alternative forms of eqs. (15), and discussions of the extent to which eqs. (15) and (16) (16) can be linearized by a Legendre transformation as in [15] if we assume that θ xx θ yy − θ 2 xy = 0. The linearization is given explicitly by the system θ (x, y) + u (p, q) = xp + yq, p = θ x (x, y) , q = θ y (x, y) ,
see [3] , Sec. I.6, for a discussion. One obtains the linear elliptic-hyperbolic equation
In polar coordinates (η, ξ), eq. (17) assumes the form of eq. (2). The caustic now lies on the line η = 1 of the ηξ-plane (the unit circle of the cartesian plane). Equation (2) is of hyperbolic type on one side of the caustic and of elliptic type on the other side.
The existence results of [15] , and their extension in Theorem 4 of this paper, have not been proven for the original Kravtsov-Ludwig model, but rather for eq. (17), the image of eq. (16) under the Legendre transformation. Whereas this mapping replaces a quasilinear equation by a linear one, it tends to replace linear boundary conditions by nonlinear ones. In general this restricts the boundary conditions that can be treated by this method to relatively simple examples. For instance, it can be shown that the vanishing of a solution on a circle in the target space (the hodograph plane) pulls back, under the inverse Legendre transformation, to a constant value of the solution on the corresponding circle in the physical plane. Except in such simple cases, the conclusions that can be drawn from the Legendre transformation tend to be in one direction only. However, numerical evidence that the particular Legendre transformation of eq. (16) preserves important qualitative properties of high-frequency waves near a caustic is presented in [15] .
Other drawbacks of the Legendre transformation are: The lower-order perturbation must be introduced in the image, in which the error of any concrete perturbation is hard to measure, even though in theory it may be taken to be arbitrarily small. If a lower-order perturbation is introduced in the preimage, then the differential equation is no longer in reduced form and cannot be linearized by a Legendre transformation. The Legendre transformation may introduce singularities − but see Proposition 2 of [20] . The hypothesis of constant refractive index, which is necessary in order to achieve the reduced-form equation (16) , places severe limitations on applications to typical environments modeled by the reduced wave equation, except perhaps over a very small interval of space and/or time.
These disadvantages must be weighed against the realization that the Legendre transformation is central not only to the existing literature extended by Theorem 4, but also to the literature on problems of similar mathematical structure [6] - [8] . In [26] , Tso is able to show the existence of strong solutions to a quasilinear elliptiic-hyperbolic equation analogous to (16) without using a Legendre transformation (see also Theorem 4 of [5] ). But hypotheses are imposed which would seem to exclude the known applications to fluid dynamics and the theory of waves. It appears that in the absence of the Legendre transformation or some other linearization, virtually nothing can currently be proven about the existence of solutions to closed boundary-value problems for the quasilinear elliptic-hyperbolic equations which arise in models of nature.
