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Abstract
If K , L and M are (closed) subspaces of a Banach space X satisfying K ∩M = (0), K ∨
L = X and L ⊂ M , then P = {(0),K,L,M,X} is called a pentagon subspace lattice on X.
LetPi be a pentagon subspace lattice on a complex Banach space Xi , for i = 1, 2. Then every
ring isomorphism from AlgP1 onto AlgP2 is a quasi-spatially induced linear or conjugate-
linear algebra isomorphism.
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Recall that a ring isomorphism from an algebra onto an algebra is a bijective
additive and multiplicative mapping, so it is not assumed to be necessarily linear.
When discussing isomorphisms of algebras one usually assumes that these map-
pings are linear. A more general approach is to consider the algebra only as a ring.
An interesting result concerning ring automorphisms has been obtained by Arnold
[2]: Every ring automorphism of the algebra B(X) of all bounded linear operators
on an infinite-dimensional complex Banach space X is automatically real-linear (or
alternatively, it is either linear or conjugate-linear relative to complex scalars). The
famous result of Kaplansky [4,5] decomposes a ring isomorphism between two semi-
simple complex Banach algebras into a linear part, a conjugate-linear part, and a
non-real linear part on a finite-dimensional ideal. Also, Šemrl in [11] proved that,
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if X and Y are Banach spaces with dim X = ∞, A and B are standard operator
algebras on X and Y respectively, then every ring isomorphism  :A→ B is a
spatially induced linear or conjugate-linear algebra isomorphism, that is, there is
either a bounded linear bijective operator or a bounded conjugate-linear bijective op-
erator T : X → Y such that, (A) = TAT −1 holds for all A ∈A. Here, a standard
operator algebra on X is a subalgebra ofB(X) containing all finite rank operators. In
a recent paper [10], Lu has obtained an analogue of Šemrl’s result for nest algebras.
If K,L and M are (closed) subspaces of a Banach space X satisfying K ∩M =
(0), K ∨ L = X and L ⊂ M , thenP = {(0),K,L,M,X} is called by Halmos [3] a
pentagon subspace lattice on X. For the details of such subspace lattices we refer to
[6,8]. Recently, Katavolos et al. have shown that the following result holds.
Theorem 1 [6,Theorem 3.1]. Let Pi be a pentagon subspace lattice on a Banach
space Xi, for i = 1, 2. Then every algebra isomorphism  : AlgP1 → AlgP2 is
quasi-spatially induced in the sense that there exists a densely defined, closed, in-
jective linear transformation T : D(T ) ⊆ X1 → X2 with dense range, and with its
domain D(T ) invariant under every element of AlgP1, such that (A)T x = TAx,
for every A ∈ AlgP1 and every x ∈ D(T ).
This leads naturally to the following question:
If is only a ring isomorphism in Theorem 1, is it a quasi-spatially induced linear
or conjugate-linear algebra isomorphism?
It is the aim of this note to show that the answer to this question is affirmative.
Before proceeding let us fix the notation and the concepts. Throughout, all al-
gebras and vector spaces will be over the complex field C. Given a Banach space
X with topological dual X∗, the term subspace of X will mean ‘norm-closed linear
manifold of X’. By B(X) we denote the algebra of all bounded linear operators
on X, by I the identity operator on X, and by T ∗ the adjoint of T for T ∈ B(X).
The notation ‘⊂’ is reserved for proper inclusion. If A is a non-empty subset of
B(X), we write A′ for the commutant of A, which is the set {T ∈ B(X) : TA =
AT for all A ∈A}. For a non-empty subset L ⊆ X, L⊥ denotes its annihilator, that
is, L⊥ = {f ∗ ∈ X∗ : f ∗(x) = 0 for all x ∈ L}. If x ∈ X and f ∗ ∈ X∗, the operator
x ⊗ f ∗ is defined by y → f ∗(y)x (y ∈ X). This operator has rank one if and only if
both x and f ∗ are non-zero.
Let X be a Banach space. Operators algebras of the type AlgF are called reflexive
operators algebras, where F is some family of subspaces of X and AlgF denotes
the algebra of all operators in B(X) which leave every subspace in F invariant.
Obviously, AlgF is a unital weakly closed operator algebra. A subspace lattice L
on X is a familyL of subspaces of X satisfying (i) (0), X ∈L and (ii)∩γ Lγ ∈L,
∨γ Lγ ∈L, for every family {Lγ } of elements of L. Here, ∨Lγ denotes the
closed linear span of ∪Lγ .
It is well known that the following lemma plays a central role in the study of
reflexive operator algebras.
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Lemma 1 [7, 9]. If L is a subspace lattice on a Banach space X, then the rank one
operator x ⊗ f ∗ ∈ AlgL if and only if there exists a L ∈L such that x ∈ L, and
f ∗ ∈ L⊥−, where L− =
∨{M ∈L : M ⊇ L} and L⊥− means (L−)⊥.
Let P = {(0),K,L,M,X} be a pentagon subspace lattice on a Banach space X
with L ⊂ M , and let x ⊗ f ∗ be a rank one operator. By Lemma 1, x ⊗ f ∗ ∈ AlgP
if and only if, precisely one of the following two conditions holds:
(i) x ∈ K and f ∗ ∈ M⊥,
(ii) x ∈ L and f ∗ ∈ K⊥.
In addition, it is easily seen that K + L cannot be closed. Thus every non-zero
element of a pentagon subspace lattice must be of infinite dimension.
The following lemma seems to be known, but we cannot find a reference.
Lemma 2. LetP = {(0),K,L,M,X} be a pentagon subspace lattice on a Banach
space X with L ⊂ M. Then (AlgP)′ is trivial, that is (AlgP)′ = CI.
Proof. Let T ∈ (AlgP)′. Fix a non-zero f ∗ ∈ M⊥. Supposing that x, y ∈ K are
arbitrary non-zero vectors, then x ⊗ f ∗ and y ⊗ f ∗ are in AlgP. So
T x ⊗ f ∗ = T · x ⊗ f ∗ = x ⊗ f ∗ · T = x ⊗ T ∗f ∗.
Hence, there is λx ∈ C such that T x = λxx and T ∗f ∗ = λxf ∗. Similarly, we have
Ty = λyy and T ∗f ∗ = λyf ∗, for some λy ∈ C. It follows that λx = λy . Thus, there
exists a λ ∈ C such that T x = λx holds for all x ∈ K . Applying the same arguments
to L, we obtain a µ ∈ C satisfying Ty = µy for each y ∈ L.
We claim that λ = µ. Suppose on the contrary that λ /= µ. Let {xn + yn}∞1 be a
sequence of vectors in K + L, where xn ∈ K and yn ∈ L for all n, such that xn +
yn → z. So λxn + µyn = T (xn + yn)→ T z. Moreover,
xn = λxn + µyn − µ(xn + yn)
λ− µ −→
T z− µz
λ− µ ∈ K,
yn = λxn + µyn − λ(xn + yn)
µ− λ −→
T z− λz
µ− λ ∈ L.
We then have z ∈ K + L. This yields that K + L is closed, a contradiction.
Since T is continuous and K + L is dense in X, T ∈ CI . This completes the
proof. 
Lemma 3 [6,Lemma 3.1]. Let P = {(0),K,L,M,X} be a pentagon subspace lat-
tice on a Banach space X with L ⊂ M, and let S ∈ AlgP be non-zero. Then S has
rank one if and only if, whenever ASB = 0 with A, B ∈ AlgP, then either AS = 0
or SB = 0.
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The following lemma is motivated by the proof of the main result of [11].
Lemma 4. Let X and Y be Banach spaces, and let E and F be (closed) subspaces
of X such that E ∩ F = (0). Suppose that T : E → Y and τ: C → C are additive
mappings. If dim E = ∞ and τ is not continuous, then there exist two sequences
{xn}∞1 ⊂ E and {f ∗n }∞1 ⊂ F⊥ with the following properties:
(i) ‖T xn‖ < 2−n and ‖f ∗n ‖ < 2−n for all n;
(ii) f ∗m(xn) = 0 for m = n;
(iii) |τ(f ∗n (xn))| > n+
∑n−1
i=1 |τ(f ∗i (xi))| for n > 1.
Proof. Let us give the proof by induction. By the hypothesis we know that E and
F⊥ are non-zero. First choose a non-zero x1 ∈ E and a non-zero f ∗1 ∈ F⊥, such
that ‖T x1‖ < 2−1 and ‖f ∗1 ‖ < 2−1. (Since T is additive, T is rational-linear, that
is, T (rx) = rT x holds for every rational number r and every x ∈ E. Then we may
assume that ‖T x1‖ < 2−1. Otherwise, multiply x1 by a small enough positive ratio-
nal number.)
Suppose that we have already found vectors x1, . . . , xn from E and function-
als f ∗1 , . . . , f ∗n from F⊥ having the required three properties. Let Un be the sub-
space generated by {x1, . . . , xn}, Vn be a closed complementary subspace of Un in
E, and
Zn =
(
n⋂
i=1
kerf ∗i
)⋂
Vn
which is contained in E, where f ∗i is viewed as an element of E∗, and kerf ∗i ={x ∈ E : f ∗i (x) = 0} for i = 1, . . . , n. It is well known that kerf ∗i has co-dimension
one in E. Since dimE = ∞ and the intersection of finite subspaces having finite co-
dimension in an infinite-dimensional space is non-trivial, that is Zn /= (0), choose
a non-zero xn+1 ∈ Zn satisfying ‖T xn+1‖ < 2−n−1; otherwise multiply xn+1 by a
small enough positive rational number. Then f ∗i (xn+1) = 0 for i = 1, . . . , n.
We claim that xn+1 ∈ Un + F . If this were not true, then we could write xn+1 =
x + y with x ∈ Un and y ∈ F . This would imply that y = xn+1 − x ∈ E ∩ F = (0),
and hence xn+1 ∈ Un. This would contradict the choice of xn+1.
Since Un is of finite dimension, Un + F is norm-closed. Thus there exists a
functional g∗n+1 ∈ (Un + F)⊥ such that g∗n+1(xn+1) /= 0 and ‖g∗n+1‖ < 2−n−1. So
g∗n+1 ∈ F⊥ and g∗n+1(xi) = 0 for i = 1, . . . , n. Since τ is additive and non-continu-
ous, it follows from [1] that τ is unbounded on every neighbourhood of zero. Thus
the set {τ(λg∗n+1(xn+1)) : λ ∈ C, |λ| < 1} is unbounded. Therefore, we can find a
constant λ ∈ C with |λ| < 1 such that f ∗n+1 = λg∗n+1 has the desired properties. This
completes the proof. 
For applying Theorem 1, we will need the notion of the ‘conjugate’ of a Banach
space X. Let X◦ be the same set X, with the operation ‘addition’ and ‘norm’ on X◦
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being the same as those on X, and the operation ‘scalar multiplication’ on X◦ being
given by λ ◦ x = λx, where λ ∈ C and x ∈ X◦. It is easy to see that X◦ is a Banach
space. We call X◦ the conjugate Banach space of X.
If X and Y are Banach spaces and T is a mapping from the set X into the set Y ,
then the following three statements are equivalent:
(i) T : X → Y is linear;
(ii) T : X◦ → Y ◦ is linear;
(iii) T : X → Y ◦ is conjugate-linear, that is, T is additive and T (λx) = λ ◦ T x for
λ ∈ C and x ∈ X.
Of course, continuity of T is the same in these three situations.
Now we are in a position to prove our main result.
Theorem 2. Let Pi = {(0),Ki, Li,Mi,Xi} be a pentagon subspace lattice on a
Banach space Xi with Li ⊂ Mi, for i = 1, 2. Then every ring isomorphism  :
AlgP1 → AlgP2 is a quasi-spatially induced linear or conjugate-linear algebra
isomorphism; more precisely, there exists a densely defined, closed, injective linear
or conjugate-linear transformation T : D(T ) ⊆ X1 → X2 with dense range, and
with its domainD(T ) invariant under every element of AlgP1, such that (A)T x =
TAx, for every A ∈ AlgP1 and every x ∈ D(T ).
Proof. We first prove that there exists a ring automorphism τ: C → C, such that
(λA) = τ(λ)(A) (1)
holds for every λ ∈ C and every A ∈ AlgP1.
To avoid the confusion, we use I1 and I2 to stand for the identity operators on X1
and on X2, respectively. Let λ ∈ C. For any A ∈ AlgP1, we have
(λI1)(A) = (λI1 · A) = (A · λI1) = (A)(λI1).
Then (λI1) ∈ (AlgP2)′ by the surjectivity of . By Lemma 2, there exist a sca-
lar, say τ(λ), in C such that (λI1) = τ(λ)I2. Clearly, τ: C → C is injective, addi-
tive and multiplicative. For any µ ∈ C, since −1: AlgP2 → AlgP1 is also a ring
isomorphism, we obtain similarly −1(µI2) = λI1 for some λ ∈ C. Thus µI2 =
(λI1) = τ(λ)I2, and hence µ = τ(λ). So τ is surjective. Consequently, τ is a ring
automorphism of C. The Eq. (1) is obviously true.
Our next step will be to prove that there exist two additive mappings T0 : K1 →
X2 and S0 : M⊥1 → X∗2 , such that
(S0f
∗)(T0x) = τ(f ∗(x)) (2)
holds for all x ∈ K1 and all f ∗ ∈ M⊥1 .
Since K1 ∩M1 = (0), there are non-zero elements x0 ∈ K1, f ∗0 ∈ M⊥1 with
f ∗0 (x0) = 1. By Lemma 1, x ⊗ f ∗0 , x0 ⊗ f ∗ ∈ AlgP1 for each x ∈ K1 and each
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f ∗ ∈ M⊥1 . From Lemma 3, it follows that (x0 ⊗ f ∗0 ) is of rank one. Write (x0 ⊗
f ∗0 ) = y0 ⊗ g∗0 , where either y0 ∈ K2, g0 ∈ M⊥2 or y0 ∈ L2, g∗0 ∈ K⊥2 . Define two
mappings T0 : K1 → X2 and S0 : M⊥1 → X∗2 as follows:
T0x = (x ⊗ f ∗0 )y0, x ∈ K1,
S0f
∗ = ((x0 ⊗ f ∗))∗g∗0 , f ∗ ∈ M⊥1 .
They are obviously additive since  is.
Let x ∈ K1 and f ∗ ∈ M⊥1 be arbitrary. Then x ⊗ f ∗ ∈ AlgP1. If x ⊗ f ∗ = 0
then the required Eq. (2) obviously holds. So assume that x ⊗ f ∗ /= 0. First we have
(x ⊗ f ∗)= (x ⊗ f ∗0 · x0 ⊗ f ∗0 · x0 ⊗ f ∗)
= (x ⊗ f ∗0 )(x0 ⊗ f ∗0 )(x0 ⊗ f ∗)
= (x ⊗ f ∗0 )y0 ⊗ ((x0 ⊗ f ∗))∗g∗0
= T0x ⊗ S0f ∗.
Combining the Eq. (1), then
(S0f
∗)(T0x)T0x ⊗ S0f ∗ = (T0x ⊗ S0f ∗)2 = ((x ⊗ f ∗))2
= ((x ⊗ f ∗)2) = (f ∗(x)x ⊗ f ∗)
= τ(f ∗(x))T0x ⊗ S0f ∗.
Noting that T0x ⊗ S0f ∗ is non-zero, we arrive at the Eq. (2).
Now we prove that τ is continuous. Suppose on the contrary that τ is not con-
tinuous. Since K1 ∩M1 = (0) and dimK1 = ∞, applying Lemma 4, we have two
sequences {xn}∞1 ⊂ K1 and {f ∗n }∞1 ⊂ M⊥1 such that
(i) ‖T0xn‖ < 2−n and ‖f ∗n ‖ < 2−n for all n;
(ii) f ∗m(xn) = 0 for m = n;
(iii) |τ(f ∗n (xn))| > n+
∑n−1
i=1 |τ(f ∗i (xi))| for n > 1.
Putting zn =∑ni=1 xi for any positive integer n, and f ∗ =∑∞i=1 f ∗i , then zn ∈ K1
and f ∗ ∈ M⊥1 . Since {T0zn}∞1 is clearly a bounded sequence, so is {(S0f ∗)(T0zn)}∞1 .
Thus {τ(f ∗(zn))}∞1 is bounded by the Eq. (2). On the other hand,
∣∣τ (f ∗(zn))∣∣ =
∣∣∣∣∣τ
(
n∑
i=1
f ∗(xi)
)∣∣∣∣∣ =
∣∣∣∣∣
n∑
i=1
τ
(
f ∗i (xi)
)∣∣∣∣∣ > n
holds for all positive integers n. This is a contradiction.
We can now show that  is in fact a linear or conjugate-linear algebra isomor-
phism. The additivity, multiplicativity and continuity of τ imply easily that it is either
of the form τ(λ) = λ for all λ ∈ C, or of the form τ(λ) = λ for all λ ∈ C (see also
[11, p. 1854]). The desired result follows immediately from the Eq. (1).
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For proving the quasi-spatiality of , it suffices to give the proof for the case that
 is conjugate-linear by Theorem 1. In this case, denoteP◦2 = {(0),K2, L2,M2, X◦2}
which is naturally a pentagon subspace lattice on X◦2. One has obviously that :
AlgP1 → AlgP◦2 is a (linear) algebra isomorphism. Here, AlgP◦2 is considered as
a subalgebra of B(X◦2), which is the same set as AlgP2, and the operation ‘sca-
lar multiplication’ on B(X◦2) is changed as λ ◦ A = λA for λ ∈ C and A ∈ B(X◦2).
Applying Theorem 1 and noting that T : D(T ) ⊆ X1 → X◦2 is linear if and only if
T : D(T ) ⊆ X1 → X2 is conjugate-linear, completes the proof. 
Remark 1. Similar to the proof [6, Theorem 3.1], we have in fact that either (i)
T0(K1) = K2, S0(M⊥1 ) = M⊥2 or (ii) T0(K1) = L2, S0(M⊥1 ) = K⊥2 . In addition,
both T0 and S0 are injective.
Remark 2. With obvious modifications, the proof of Theorem 3.1 [6] can also es-
tablish the required result in the case that  is conjugate-linear.
Taking into account the Šemrl’s result [11], another question is proposed as fol-
lows:
Let Ai be a subalgebra of AlgPi containing all finite rank operators of AlgPi
(not necessarily containing the identity operator), for i = 1, 2. Is every ring isomor-
phism  :A1 →A2 a linear or conjugate-linear algebra isomorphism?
For this question, we have proved that, for A ∈A1 and λ ∈ C,
(λA)x = τ1(λ)(A)x, x ∈ K2,
(λA)x = τ2(λ)(A)x, x ∈ L2.
Here, for i = 1, 2, τi is either of the form τi(λ) = λ for all λ ∈ C, or of the form
τi(λ) = λ for all λ ∈ C. But we cannot assert that τ1 and τ2 have the same form. So
we cannot give an affirmative answer.
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