and Aero-Assisted Orbital Transfer Vehicles (AOTV's). A method for solving hypersonic rarefied flow problems is through direct particle simulation methods'-", however the large computationad capacity required to solve even a modest sized problem of practical interest has severely restricted its use.
The present paper outlines a very efficient direct particle simulation algorithm developed at Stanford University"-' and proceeds to describe a data parallel implementation of this algorithm on a. Thinking Machines Connection Machine Model 2 (CM2).
For a small discrete time step, the molecular motion and collision terms of the Boltzmann equation may be decoupled' . This allows the simulated particle flow to be considered in terms of two consecutive but distinct events in one time step, specifically there is a collisionless motion of all particles followed by a motionless collision of those pairs of particles which have been identified as colliding partners. The collisionless motion of particles is strictly deterministic and reversible. However, the collision of particles is treated on a probabilistic basis. This is the characteristic feature of Monte Carlo particle simulation methods which distinguish them from the methods of molecular dynamics.
The state of the system is updated on a per time step basis. A single time step is comprised of five events: 1) collisionless motion of particles 2) enforcement of boundary conditions 3) pairing of collision partners 4) sampling of macroscopic flow quantities 5) collision of selected collision partners
The following sections will briefly consider each of these events in general and then consider in detail their data parallel implementation on a Connection Machine. For greater general detail and a vectorized implementation see McDonald and Baganoffepg .
Particle Motion
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Each particle i has a position vector 3; and a translational velocity vector it;. On each time step, every particle's position vector is updated simply by iYi -Zi+At.iii. 0)
By using a time scale normalised by a time step, this simplifies to 2; C Zc'; + 1;.
(2)
Boundary Conditions
If the aim is to solve for the flow around some aerodynamic body, it is usual to set up physical space to simulate a wind tunnel. In such a set up, boundaries can be of two types which here will be called "hard" boundaries and '(soft" boundaries.
Hard boundaries consist of solid impermeable barriers, specifically the walls of the wind tunnel and the object in the test section.
These are most easily implemented as inviscid boundaries although the more physical boundary condition for bodies is the no slip condition with an isothermal or adiabatic surface. Woronowicz and McDonald' describe a method for simulating such boundaries and compare their results with experimental data. To simulate inviscid boundaries the particles are specularly reflected from surfaces; this sort of boundary allows the direct comparison of simulation results with 2D inviscid theoretical results thereby providing an important check in the development of new code.
Soft boundaries delimit regions where particles pass into sources or sinks.
The downstream boundary of the wind tunnel is an example of a sink, all particles exiting downstream are removed from the simulation.
For physical consistency this constrains the downstream boundary to be supersonic.
The upstream boundary may be implemented either as a soft or hard boundary, the choice depends on the target architecture.
As a soft boundary the upstream region acts as a source of particles at the freestream conditions. The strength of this source has to be controlled to maintain a constant freestream density. This is a useful implementation on vector or serial architectures where the spawning of new particles is simple and efficient due to the global data structures these architectures best support". On parallel architectures it is useful to implement a hard boundary in the upstream region. This boundary acts as a plunger, moving with the freestream until it crosses a predefined trigger point which causes the plunger to be withdrawn and enough new particles to be introduced to fill the void. In this manner the introduction of new particles can be delayed an arbitrary number of time steps thereby amortizing the overhead in this operation.
Selection of Collision

Partners i) Identifying Collision Candidates
The selection of collision partners is made by considering the interactive potential of collision candidates. It is important to distinguish between candidates for collision and actual partners in a collision. To identify collision candidates and for sampling macroscopic quantities from the flow solution, it is necessary to introduce a grid of cells associated with discrete regions in the simulated space. Since particles occupying the same cell are neighbouring particles in physical space, these then are considered collision candidates.
McDonald
and Bagano@ argue for small, geometrically simple and similar cells on the basis that a simple and regular grid reduces much of the overhead in identifying collision candidates and more easily allows vectorization.
Furthermore, small cells allow greater resolution of macroscopic flow gradients. These can be important even in low density regions of the flow, (for example in the recirculation region in the wake of a blunt body') and it is not sufficient to assume low density regions do not require small cells. Smaller cells do however lead to fewer particles per cell which correspondingly reduces confidence in distributions sampled from within the cells. Therefore it is important with the present method to be able to handle larger numbers of particles than are typically considered with other methods, and indeed this has been a principal focus of the work done at Stanford.
These considerations lead to a rectangular grid of cells of unit normal width; the cells are cubic in three dimensions and square in two dimensions.
Special attention must be given to the fractional cells created by boundaries defining the body in the simulation.
In order to account for the fractional cell volume being considered, an adjustment must be made in the rule used for selecting collision partners.
Furthermore, the normal vector to the body must be known in each cell in order to properly reflect the particles from the surface.
Feiereisen and McDonald' have developed a method useful for defining complex three dimensional geometries within a regular grid of cubic cells and have applied it to the full simulation of an AOTV. The isothermal or adiabatic boundary conditions of Woronowicz' can be incorporated into any geometry defined in this manner.
ii) Selecting Collision Partners
With the set of collision candidates identified, it is necessary to select suitable collision partners.
The most common approach is that used in Bird's Monte Carlo method'-' where pairs of molecules within a cell are randomly chosen and collided until the asynchronous cell time exceeds the global simulation time. Pryor and Burns." describe a vectorized implementation of this method but clearly it suffers a strong dependence on the number of cells in the simulation. At best this method can be parallelized only at the cell level and thus is strongly influenced by statistical fluctuations in the cell populations. Nanbull introduces the idea of a probability of collision which he applies unconditionally to decide on a collision and then on a conditional basis to select a collision partner. Th is approach has a better theoretical foundation however it has the drawback of being an O(iV*) calculation. Plossl* shows how Nanbu's scheme can be implemented as O(N) and vectorized thus yielding performance comparable to Bird's scheme. However, both Ploss's and Nanbu's scheme conserve only the mean energy and momentum of a cell and their extension to reacting flows is questionable.
Baganoff and McDonald' introduce a selection rule based on a collision probability which allows a fine grained parallelization whiIe conserving energy and momentum in a collision. In this approach, a probability of collision is computed for each pair of collision candidates and collisions are carried out in accordance with this probability.
This probability is applied tlo individual candidate pairs independent of the cell as a who,le. Consequently, like Ploss's scheme, the selection rule can be parallelized at a particle level.
The derivation begins with the general expression for the bimolecular collision rate but without the usual assumption of thermodynamic equilibrium. By transforming the equation into the center of mass frame of reference it is possible to arrive at an expression for the total number of collisions per unit time in a unit volume. It is then a simple matter to convert this expression into a probability of a given pair of particles undergoing a collision in a unit volume in unit time. If the volume under consideration is different from unity then the prolbability must be scaled accordingly. For hard sphere particles the collision probability within a unit volume is given by E== (&J(&) where n is the local number density, S is the number of pairs of collision candidates or sample size, g is the relative speed of the pair, At is the time step, X is the mean free path, and the subscript 03 refers to freestream reference conditions. A more general form of this expression suitable for inverse power law potentials is derived by Baganoff and McDonald. Typically, a value of S = i is used in a simulation. Fixing S in this manner allows the calculation of P, to be made and applied to each collision pair independent of any other collision pair, thus eliminating the data dependencies which would prevent vectorization.
Th is is distinctly different from Bird's time counter approach where the actua1 number of collisions which mnst occur is not known until it is reached, thus after every collision a check is required to see if the correct number of collisions have been performed.
Pryor and
Burns manage to vectorize the time counter approach by making use of the fact that the number of collisions required in a particular cell is dependent only on the collisions made within that cell, therefore collisions in different cells can be carried out independently.
Samplirrg
Macroscopic Quantities
The grid of cells used to identify collision candidates serves also to sample macroscopic quantities from the flow field. These quantities are collected in each cell from the distribution of particles within that cell. Once steady state has been reached it is possible to time average the macroscopic quantities of interest, thereby reducing the statistical uncertainty of just a single measurement. Because there is some correlation in macroscopic quantities between successive time steps, the statistical independence of samples of a given quantity can be improved if they are collected less frequently. Furthermore, sampling of the solution can take up a significant fraction of the time step if many quantities are to be measured therefore there can be a performance advantage in sampling less frequently than every time step.
The Collision Algorithm
The algorithm presented here is that developed by McDonald and Baganop and considers collisions between perfect diatomic molecules of equal mass. The outcome of a collision of two particles is, for each particle, a new velocity and internal energy subject to the constraints of conservation of linear momentum and energy. In this model, rotational energy is accounted for by a rotational velocity vector r'such that E,,, = ;m(;. 3.
For a diatomic gas, r' has two components (two degrees of freedom in rotation) and the translational velocity Z has three components (three degrees of freedom in translation). and the prime indicates a post-collision value (these equations correspond to eqs. 16-21 of reference 6). Conservation of linear momentum can be written as
Then, by assuming -e -s Tmean = Tmea,'
the two conservation equations can be combined as a single equation 
Equation (13) forms the basis of the collision algorithm. One begins by computing the relative and mean precollision velocity components for each collision partner. It is important to note that any post-collision values that satisfy (13) are valid. Computationally, the simplest way to arrive at five values that satisfy (13) is to use the same pre-collision values calculated by eqs. (7) and (8). By re-ordering these values in a random fashion and assigning each element a random, equally-probable sign, one arrives at a valid and completely new post-collision relative velocity vector. The post-collision velocity vector for the particles is now easily obtained.
For the first particle the new relative velocity is added to the mean velocity and for the second particle the relative velocity is subtracted from the mean velocity. By randomly selecting both a sign and a permutation there are 5!25 = 3840 possible outcomes for a collision.
The collision conserves both energy and linear momentum however, as with all probabilistic particle simulations, there is no conservation of angular momentum within a collision. Since fluid vorticity is not dependent on particle angular momentum, it is possible to resolve vorticity in a flow'.
Of concern with this collision algorithm is the bias introduced in the calculation of the post-collision state. If the scattering were perfectly isotropic then the angle between the pre-and post-collision relative velocity vectors would show a sine distribution.
However, because this algorithm selects the post-collision relative velocity from components of the pre-collision relative velocity, there is a preference for angles of O", 60", 90°, 120", and 180'. This biasing is most marked when the algorithm is applied to monatomic particles which have only three degrees of freedom therefore only 3!23 = 48 possible outcomes for a collision.
Nonetheless, even with monatomic particles this collision algorithm reproduces the correct density and temperature profiles across a normal shock wave and shows deviations from the correct results only in the velocity profiles13.
IMPLEMENTATION ON THE CONNECTION MACHINE Data Structure -Processor Mapping
A key issue in the implementation of a particle simulation on the Connection Machine is the mapping of data to processors. Two approaches may be taken-one can map computational cells to individual processors or one can map individual particles to individual processors. Considering the cells-to-processors mapping first, it is clear that this mapping will suffer from inefficient communication and poor load balancing. Communication between processors will occur when particles exit one cell to enter another.
In order to avoid conflicts, a cell must only communicate with a single neighbour at a time. In two dimensions this implies eight distinct communication events with only one eighth of the processors active in any single event. The situation is considerably worse in three dimensions where a cell must communicate with twenty-six neighbours.
The load balancing associated with this mapping displays both inefficient hardware utilization and wasteful memory management.
Not only are computations slowed to the rate of the most populated cell, but also the memory assigned to each processor must be great enough to accommodate the highest density of particles encountered in the simulation. Consequently, throughout most of the calculation a great number of processors will be idle with large parts of their memory unused. These inefficiencies could be reduced by dynamically load balancing the solution as it progresses, however this requires completely remapping the cells to the processors.
The alternative approach of mapping particles to processors is the one taken here. It eliminates the concern regarding load balancing by virtue of assigning a distinct processor to the element in the finest grain parallel decomposition of the problem. However, the problem solution still requires a connection between the particles and the cells, that is, the particles need to know of other particles in the same cell. Therefore, although the load balancing problem has been eliminated, it is still necessary to have an adaptive domain decomposition to connect the two scales of granularity in the problem. The advantage of going to the finer grained parallelization then is not from the perfect load balance but from the higher number of virtual processors" it allows.
In further discussing the present implementation of a particle simulation, it is useful to make clear the distinction between the particles and the processors which simulate them. For the perfect diatomic gas molecules of the model, the physical state of a particle is completely defined by its position and its translational and rotational velocities, i.e. Zi, Zi, ?i. The present implementation is two dimensional, therefore this representation requires seven distinct values. However, it is useful and necessary for the processors to store more information than just the physical state of the particles. The additional information stored by the processors includes the cell index, a five element permutation vector (or permutation sequence), and a sampled macroscopic quantity. The cell index is a distinct index value that identifies the cell occupied by the particle. The two dimensional grid of cells is mapped to one dimension such that only a single value is necessary to ident,ify a cell. The extension to three dimensions is straightforward.
The permutation vector is a permutation of five numbers, 0 through 4, used in the collision routine to re-order the relative velocity components.
Finally, the sampled quantity is a running sum of one of the macroscopic quantities periodically sampled from the cells once the calculation has reached steady state. Because there are many more particles than cells, only one word of storage needs to be allocated in each processor to hold all the sampled information associated with the cells.
Particle Motion and Boundary Interaction
The implementation of particle motion in the particlesto-processors mapping is very straightforward and perfectly load balanced. All processors simply add the velocity components of their particle to the appropriate position coordinate. All processors are active for this event.
In the present implementation only geometries which can be described algebraically are supported, although more general geometries could be incorporated using a method similar to that of Feiereisen and McDonald7. Particles requiring boundary interactions are identified by their position and this selected set of processors perform the appropriate action. Those part:icles exiting through the soft downstream boundary are removed from the physical space of the simulation and put in a separate reservoir. These particles are given velocities from a rectangular distribution with the same variance as the freestream, therefore after a few time steps collisions with oth'er reservoir particles relaxes these to the correct equilibrium distributions.
When new particles need to be introduced at the upstream boundary they are taken from this reservoir.
The reservoir serves several purposes in this manner. With the particles-to-processors mapping, particles which are not used directly in the simulation, as in the start up transient phase of the wind tunnel simulation, represent an inefficiency in the form of idle processing power. Putting these particles in a separate reservoir and letting them collide amongst themselves is a way to get useful work from these otherwise idle processors. Without the reservoir, new particles would have to be initial&d with freestream conditions and this would involve sampling directly from a Gaussian distribution which involves either costly calls to transcendental functions or repea.ted calls to a random number generator. Neither of these two options is as satisfying as simply picking up particles from a reservoir.
Selection of Collision Partners
Once the particles have been moved and all the boundary conditions enforced, each particle computes its current cell index. In order to identify collision candidates it is necessary to access all particles occupying the same cell. This requires sorting the particles in some manner such that particles with the same cell index can be identified.
The Connection Machine includes, as part of its instruction set, a microcoded routine for ranking a disordered set of values. This routine is an implementation of the radix sorting algorithm described1 by Hillis and Steele15, and it gets used here for ranking the particles by order of their cell index. The rank value returned by this routine is used to move the particles to their ordered locations in the set of virtual processors, therefore all particles occupying a given cell become neighbouring virtual processors and communication amongst them can proceed via the fast NEWS protocols rather than the much slower, but more general, routerr'.
What the sort achieves for the algorithm is the perfect dynamic load balancing one would desire in a cells-toprocessors mapping. Since each particle is assigned to a virtual processor, the amount of processing power and memory allocated to a given cell in the simulation is directly proportional to the number density of the cell. Because this value changes on every time step, it becomes necessary to dynamically reallocate the resources on every time step, and this is accomplished through the sorting process.
A further requirement of the sort is to change the order of particles within a cell between time steps. This is necessary because collision candidates are identified on an "even/odd" basis, i.e. all even numbered particles within a cell are eligible for collision with their odd numbered neighbour. This proves to be a very efficient arrangement because, for virtual processer ratios greater than 1, candidate pairs are never split across physical processors hence communication time is minimized for the collision. However, it is important that candidate partners change between time steps otherwise the situation arises where the same partners collide repeatedly leading to correlated velocity distributions.
To obtain this additional randomization, the cell index of a particle is scaled by some constant factor and, before sorting, a random number less than the scale factor is added to it. Now sorting the particles no longer preserves the relative ordering within a cell and there is confidence in the randomness of the collision candidate pairs.
Collision partners are selected from the candidat,e pairs by applying the selection rule given by (3) . This requires specific knowledge of the cell density which can be best obtained on the Connection Machine by making use of the scan functions".
Sampling Macroscopic Quantities
If steady state has been reached, then macroscopic quantities such as the temperature or average velocity in a cell are sampled from the solution and running averages of these are stored in order to build up the total sample size and reduce the statistical scatter in the solution. This sampling takes place after the particles have been moved to their sorted positions and the cell number density has been alculated. As an example, consider creating the time average of the u component of velocity.
First the "scan with add" function" is employed to sum the u components of the particles in each cell. Here the scan set corresponds identically to the particles in the cell and the result of the sum gets deposited in the last particle/processor of the cell. The total is then sent to that processor creating the time average of u components for the cell under consideration.
This processor adds the new value to the running average being created.
Collision of Particles
The collision of particles proceeds in the manner prescribed by the collision algorithm.
The essential issue that needs to be addressed in the implementation is that of reordering the relative velocity components to arrive at the post-collision state. On the Connection Machine this is done by using the permutation vector which is stored in each processor. There are two permutation vectors available per colliding pair of particles.
Which one get.s used is inconsequential, however to maintain statistically random collision outcomes it is desirable for particles to have different permutation vectors in succeeding time steps. The standard algorithm for creating random permutations is given by Knuth"
and an adaptation of this is implemented here. The approach taken is to initialise the particles with random permutations and generate new permutations by performing random transpositions on the existing permutation. A random transposition is the operation of arbitrarily switching the order of two randomly selected elements in the permutation sequence. Consider a permutation p'with n elements. If pj is the jth element of p'then transposition of the ith element with the first element produces the new permutation -I P- Aldous and Dioconis" prove that nlog(n) transpositions of this type are required to generate a new, statistically uncorrelated permutation.
In the present implementation, for each time step a single random transposition of a particle's permutation vector is performed. It follows that 10 time steps are required before a particle has a completely new permutation vector. Since individual particles collide less frequently than every time step, a particle may undergo several transpositions between collisions. Furthermore, the collision algorithm is only loosely bound to the randomness of the permutation since randomization of the outcome is enhanced by random partner selection. For these reasons a single transposition per time step is found sufficient to ensure unbiased outcomes. This has been substantiated through the correct reproduction of normal shock wave density profiles using just a single random transposition of the permutation vector.
Results
To verify the validity of the code, the near-continuum flow over a 2D wedge was simulated and results were compared with the 2D theoretical results. Near continuum flow is simulated by setting the probability of collision to unity. As a consequence, all collision candidates must collide and the number of collisions in a cell is just equal to the total number of pairings in that cell. Figure 1 presents the density distribution for Mach 4 flow over a 30" wedge. A total of 2048k particles were employed in this solution with 2.0 x 10' particles actually in the flow and another lo5 particles in the reservoir. The grid had dimensions 220 x 128; the wedge was placed 20 cells from the upstream boundary and was 80 cells wide at the base. The simulation was run for 1200 time steps to reach steady state and then time averaged for a further 600 timesteps to generate the solution. The freestream had a number density of 64 particles per cell therefore over the time averaging period each cell collected 3.8 x 10' samples in the freestream and up to 1.73 x lo5 samples behind the shock wave. Figure 1 shows the density contours in the solution. The theoretical shock angle for this flow is 40' and the solution matches this exactly. Furthermore, from the RankineHugoniot relations we expect the density behind the shock to be 4.5 times the freestream value, this again is reflected in the solution. The Prandtl-Meyer expansion fan around the corner of the wedge was also compared to theory and found to be correct.
To examine the ability of the method to properly simulate rarefied flows, a simulation of Mach 10 flow over a 45' wedge was run but with the mean free path adjusted to be 0.5 cell widths in the freestream. The molecular model was for perfect diatomic hard sphere molecules and equation (3) was used for selecting collision partners.
The wedge was placed, 60 cells from the upstream boundary and was 20 cell widths in length, hence the flow had Knudsen number 0.025 and Reynolds number 1200. The results from this simulation are presented in figures 2-4. Figure 2 depicts the density contours for this flow. The conditions for this second example reflect a unique situation in the progression of solutions from Mach 1 to Mach infinity for the 45" wedge. For higher Mach numbers the solution is self-similar and there is a fixed angle between the shock wave and the wedge. For lower Mach numbers the shock wave detaches itself from the wedge and becomes bow shaped. Between these two regimes lies the present situation, where the shock wave is still attached to the wedge however it is curved over the wedge surface. Figure 3 presents the temperature contours for this flow. One can see from this figure that the rise in temperature across the shock wave physically leads the rise in density seen in figure 2. This is characteristic of shock wave profiles and is a result of a few high energy particles diffusing upstream from the shock thereby strongly influencing the temperature of the low density region just before the shock. Directly behind the wedge is another interesting feature of this flow. This is a very highly rarefied region with density less than one third of the freestream, however the fluid in this region is at a very high temperature. Particles arrive to this region after an expansion around the top of the wedge. Therefore there are very high energy particles coming from the hot region between the shock and the wedge surface which drive up the temperature here. Figure 4 shows the velocity field about the top half of the wedge. One can see from this figure how the fluid expands around this cornet. The region directly behind the wedge is virtually stagnant because the maximum turning angle for continuum flow at these conditions must be exceeded for fluid to arrive here. For a real wedge with no slip boundary conditions there is a recirculation region directly behind the wedge. Because the cells are small it is possible to resolve the vorticity in such regions with this method. Figure 5 demonstrates this ability of the method in a rather contrived example.
The body in this flow is an inclined flat plate but one which reflects particles only from its top surface. In other words, particles are allowed to pass though the plate if they come from behind. This generates a vortex at the end of the plate which is clearly evident in the figure.
Performance
The code used to generate these results was written fully in C/Paris and run on the 32k processor Connection Machine Model 2 at the NASA Ames Research Center. The front end used to run these simulations was a DEC Vax 6320. The simulation results presented here employed 2048k virtual processors with a total of 256MB of memory to simulate up to 2.0 x .106 particles in a flow and a further lo5 particles in a reservoir.
Th e simulations were run for 1200 time steps to reach steady state and then time averaged for a further 600 time steps to generate the solution. Using 32k physical processors a run typically takes three hours on the Connection Machine.
The code usually operates at a high virtual processor r,atio and makes little use of front end variables once it has b,een initialised, consequently real time and "CM time"" are equivalent here. For comparison with other particle simulation. algorithms which scale linearly with the number of particles, it is useful to consider the average time to advance one particle through one time step. Excluding the reservoir parti'cles, for this implementation that value is 2.9 psec/particle/timestep.
On a full 64k machine this number would be halved and the maximum number of particles which could be simulated would be doubled.
By comparison, the corresponding fully vectorized implementation of this algorithm on a single processor of the NAS Cray-2 takes 1.8psec/particle/timesteps and can simulate up to 10' particles using 128MW (or 1GB) of memory. It should be noted that the Gray-2 implementation was hand vectorized by McDonald with 30% of the code written directly in CAL2 assembly language. Furthermore, the Cray-2 implementation is three dimensional and has incorporated the more general no slip boundary conditions. The distribution of computationa time within the algorithm is as follows: 1) collisionless motion of particles (including boundary condit,ions)-10% 2) sort-67% 3) sampling; of macroscopic quantities-18% 4) collision of selected partners-5%
Because the greatest fraction of the computational time is spent in the sort, it is interesting to analyse this routine. Figure 6 shows the performance of both the Paris rank instruction and the whole simulation as a function of virtual processor ratio. The performance is measured as the time to perform the operation, i.e. either rank an unordered set of numbers or advance through one time step of the simulation, normalised by the time required at a virtual processor ratio of 1. The performance of the simulation is marked by the x's and the rank routine is marked by the 0's. Evidently the performance of the simulation is linked to the performance of the rank routine. For these calculations, size of the set increased with the virtual processor ratio, therefore the time to sort increased as well. One would expect the time to double as the size of the set doubles, however this is not the case. As can be seen from the figure, increasing the size of the set by a factor of 64 leads only to a factor of 40 increase in computational time. This is a manifestation of the decreased communications time for greater virtual processor ratios. As the virtual processor ratio increases there is comparatively less off chip communication and performance improves. Clearly there is a great advantage in being able to use large virtual processor ratios.
There is a need to find an alternative to the present sorting algorithm if any further improvement in the performance of this implementation is to be achieved. From the breakdown in calculation time it is evident that the Connection Machine outperforms the Cray-2 in those computations which require only nearest neighbour communication.
For example moving and colliding particles takes up only 15% of the computational time.
However, the sorting of particles is very much a communications intensive event with very little actual computation, and this step takes up 67% of the computational time. It is here that the Connection Machine suffers in performance.
The simulation algorithm has two distinct grains of parallelism which are concurrently active and effective use of the Connection Machine at both these granularities is required. It should be possible to find an algorithm tailored to the problem of identifying collision candidates which is less expensive than using the global sort presently implemented, and this is a topic currently under investigation.
Conclusions
The simulation algorithm presented has been implemented on a Connection Machine, and the implementation is capable of simulating up to 4 x lo6 hard spere diatomic molecules in hypersonic rarefied flow using 64k processors. This is an order of magnitude greater than what has been achieved with other direct particle simulation algorithms. The performance of this implementation is better than that of a similar, fully vectorized implementation using a single processor on the Cray 2. Results from flow calculations have been presented to demonstrate both the validity of the implementation and some of the range afforded by the method in solving hypersonic rarefied flow problems.
A breakdown of the calculation time shows a bottleneck exists in identify-ing collision partners for the simulation, and an improvement in performance requires introducing an alternative algorithm for this step. and for just the Paris rank routine as a function of the virtual processor ratio. Doubling the virtual processor ratio leads to less than double the computational time because of reduced off chip communications with the greater virtual processor ratio.
