The problem of finding an optimal splitting of overflowed nodes has a major influence on query performance of the R-tree spatial index structure. Most of the previous split heuristics of R-tree-based index structures have quadratic time and face the problem of increasing overlap of the resulting minimum bounding rectangles (MBRs). In this paper, we propose an efficient heuristic method for handling R-tree node splits. The proposed method is an enhancement of the 
Introduction
Spatial databases are becoming increasingly popular with many applications such as computer graphics, cartography, CAD/CAM, geographic information systems, and multimedia databases. Spatial data contains information about multidimensional objects such as their identity, extent, and location in the space. One of the key issues of these areas is how efficiently the spatial query is handled. Spatial queries are much more expensive to compute compared to the standard relational database queries. As spatial data tend to be dynamic, large, and complex, an efficient index structure is required to improve the spatial queries performance [1] . One of the major problems of designing spatial indices, however, is that it is difficult to define spatial ordering for spatial objects that preserves their spatial proximity. Furthermore, one-dimensional index structures, such as B-tree [2] , cannot handle multidimensional objects efficiently [3] . A good spatial index structure should have good space utilization, high fan-out, easy incremental growth, and ability to perform spatial queries efficiently.
Numerous spatial index structures have been proposed in literature. Most of these index structures are mainly hierarchical structures based on the principle of recursive decomposition by dividing the space recursively into subregions. The R-tree [4] and its variants are the most popular hierarchical dynamic index structures for efficiently retrieving objects from spatial databases according to their spatial locations. The R-tree is an extension of B-tree for indexing spatial objects. Like B-tree, R-tree is a heightbalanced tree, in which all leaf nodes are on the same level. The root has at least two entries unless it is a leaf. Each node in the R-tree, except the root, has a capacity between m and M , where m and M are the minimum and maximum number of entries in the R-tree node, respectively. The value of m should be between two and M/2 . To guarantee good space utilization and query performance, the value of m is usually = 40% relatively to M [5] .
The R-tree uses minimum bounding rectangle (MBR) as a technique to approximate spatial objects. Each entry of a leaf node is represented by a tuple (R, P ), where R is the MBR of the actual spatial object pointed to by a child pointer P . In a non-leaf node, R is the MBR that covers all rectangles stored in the child node pointed to by P .
The performance of R-tree is influenced mainly by two important factors: coverage of a node and overlap between nodes. The coverage of a tree node N of R-tree is defined as the total area spanned by all entries enclosed in N . The overlap of node N is the area of intersection among its data entries. Obviously, minimization of both overlap and coverage is crucial to R-tree query performance [6] . Minimal coverage reduces the amount of dead space (i.e., empty space) covered by R-tree nodes, which in turn reduces the number of unsuccessful hits in the tree by search operations. Minimal overlap reduces the number of paths in the tree that must be traversed by the search. Also, having high storage utilization will generally offer better response query time as the tree will have a higher fan-out and the height will be kept shorter [7] .
To have overlap area, coverage area, and storage utilization optimized, an efficient splitting method is essentially needed. Splitting occurs when inserting a new entry to a node N filled with maximum number of entries M . This situation is handled by creating a new sibling node N to N and distributing M + 1 entries into the two nodes, preserving the minimum node capacity constraint. Note that insertion of the new sibling node N may lead to cascade splitting, possibly all the way to the root [8] .
Guttman in his original paper [4] proposed three splitting methods and distinguished them by their time complexity: linear, quadratic, and exponential. Among them, the quadratic method is the one that achieves the best compromise between splitting cost and bipartition optimality. All the three proposed methods are based on the concept of least enlargement to minimize the coverage area of the bounding rectangles of the resulting two nodes N and N . Other splitting methods have been proposed to achieve different goals. The R + -tree [9] is proposed to achieve zero overlap by inserting the new entry into all nodes that it intersects. However, in the R + -tree the data object can be found in more than one leaf node. The R * -tree [5] uses two kinds of optimization criteria in its insertion algorithm: the margin criterion to select a split axis and the overlap criterion to select a distribution along the split axis. Hilbert R-tree [7] , branch grafting method [10] , and compact R-tree [11] aim to achieve better storage utilization.
Most of the above splitting methods range from being quite simple (e.g., exhaustive method of the R-tree) to being fairly complicated (e.g., the R * -tree). Splitting methods of intermediate complexity range from taking linear time (e.g., linear method of the R-tree and the Linear R-tree [12] ) to taking quadratic time (e.g., quadratic method of the R-tree) [13] . This paper presents an efficient heuristic method for handling R-tree node splits. The proposed method is an enhancement of the Linear R-tree method proposed in [12] , and it provides a solution to resolve the distance tie problem to prevent the splitting algorithm from halting.
The paper is organized as follows. Section 2 provides background and related work. In Section 3, a description of the proposed splitting method is presented. Section 4 presents experimental results and comparisons with related work. Finally, concluding remarks are given in Section 5.
Background and Related Work
Various spatial index structures for accessing point and region data have been proposed. Current spatial database systems have improved query evaluation and data retrieval performance by using height-balanced tree indices (e.g., R-tree). The R-tree versions have received a great deal of interest due to their well-defined structures. Recently, Manolopoulos et al. in their book, "R-trees: Theory and Applications" [14] , provide an excellent survey of R-tree family index structures.
As mentioned earlier, the performance of R-tree is influenced by mainly two important factors: coverage and overlap. It is actually very hard to control the overlap during the dynamic splits of R-tree, which may result in degrading search from logarithmic to linear. The problem is that the spatial object is associated with only one node, but the area that the object spans may be covered by several nodes. This means that the number of paths to be traversed to retrieve that object is not bounded. If the object is covered by every bounding rectangle, then, in the worst case, every path from the root to a leaf node has to be traversed to retrieve that object (i.e., searching the entire database).
One way to overcome this problem is to introduce redundancy in the spatial index. This redundancy is uncontrolled because it depends on the data distribution and the density of the specific region in which the object is being inserted. The R + -tree [9] was proposed to achieve zero overlap among the bounding rectangles of the internal nodes. The space is divided into disjoint sub-regions and each data object is associated with each leaf node that it intersects. It means that there may be several paths starting at the root to the same data object. This redundancy leads to speed up search operations. The major drawback of the R + -tree is that more space is needed because the data object may be inserted into more than one leaf node, which, in turn, increases the height of the tree. Other related drawback is that deleting a data object requires deleting all its occurrences from the leaf nodes.
The R * -tree [5] is another version of the R-tree that reduces the coverage of the internal nodes and the overlap of the leaf nodes. Unlike the R + -tree, it permits overlap among its nodes, but it applies more complex insertion and splitting algorithms. The insertion algorithm is based on the forced reinsert concept in a way to prevent the split (i.e., some of the overflowing node entries are deleted and reinserted from the root). Experiment results reported in [5] have shown that the R * -tree can achieve high performance in comparison with the quadratic version of the original R-tree. The drawback of the R * -tree is that its implementation cost is higher than for the other R-trees. Even that reinsertion may increase the storage utilization; the overhead of reinsertion can be expensive [15] .
Hilbert R-tree [7] was proposed to achieve high space utilization by minimizing the area and perimeter of the resulting MBRs. This can be done by using a "good" ordering technique (Hilbert ordering) that groups similar rectangles together. The space utilization can be as close to 100% as desirable and hence provides good performance.
Huang et al. proposed Compact R-tree [11] that significantly improves storage utilization, with no penalty on query performance. The main idea of the insertion algorithm of Compact R-tree is to select M entries, out of the M + 1 entries of an overflowed node N , to remain in this node, under the constraint that the resulting N 's MBR is the minimum possible. Then the remaining entry is inserted to a sibling node that has available space and whose MBR is enlarged as little as possible. Experimental results presented in [11] have shown that the storage utilization of the Compact R-tree is above 95%.
Brakatsoulas et al. [6] considered R-tree node splitting process as a typical clustering problem. The authors introduced the cR-tree, in which the M + 1 entries of the overflowed node are distributed into more than two nodes (clusters) to minimize the overlap and dead space. Therefore, having good clustering maximizes the similarity of spatial objects within each cluster (node) and minimizes the similarity of spatial objects across clusters. The experimental results reported in [6] have shown that the cR-tree 75 // Distribution Phase of the Linear R-tree Input: the overflowed node N and its MBR = (L, B, R, T ) Output: LIST L , LIST R , LIST B , and LIST T Figure 1 . The distribution phase of the Linear R-tree.
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query performance was competitive with the R * -tree and was much better than that of the R-tree.
Ang and Tan in [12] proposed the Linear R-tree that has linear time node splitting algorithm. The splitting algorithm distributes the entries of the overflowed node into two new nodes using three different criteria. First, the algorithm distributes the entries between the two nodes as evenly as possible, whereas the second criterion is the minimization of the overlap between them. Finally, the third criterion is the minimization of the total coverage [14] . As the result, all entries within an overflowed node are pushed to either side in each dimension such that the entries of the two new nodes end up in the furthest separation as possible.
Considering two-dimensional space, the MBR of the overflowed node N is represented by 4-tuple (L, B, R, T ), where (L, B) and (R, T ) represent the coordinates of the bottom-left corner and the top-right corner of N 's MBR, respectively. Similar to N , each rectangle S is represented by 4-tuple (x l , y l , x h , y h ). The algorithm in [12] has two phases: a distribution phase followed by a splitting phase. In the distribution phase (Fig. 1) , the algorithm uses four lists, denoted LIST L , LIST B , LIST R , and LIST T , one for each side of each dimension. Each list holds the entries of N that are closer to the corresponding side than to its opposite. Note that each entry of N appears once in either LIST L or LIST R and once in either LIST B or LIST T .
In the splitting phase (Fig. 2) , the decision to carry the split along the horizontal or vertical axis depends on the distribution of the entries by comparing the maxima among sizes of the four lists (lines 1 to 4 of Fig. 2) . In case of a tie, the algorithm splits the node along the dimension that has minimum overlap (lines 5 to 8 of Fig. 2 ). If there is another tie, the split occurs along the dimension that has minimum total coverage (line 9 of Fig. 2 ). Once the splitting axis (x or y) is determined, the two lists related to that axis are assigned to the two new nodes. For example, if the splitting occurred along the x dimension, then both LIST L and LIST R are the contents of N 1 and N 2 , respectively. Fig. 3 shows an example of an overflowed node and its four lists with M = 4.
The time complexity of the Linear R-tree splitting algorithm is linear, since one scan of node entries is required to create the four lists. Experiments results reported in [12] have shown significant improvement over the quadratic version of the original R-tree in terms of construction and overlap query times. Note that this algorithm does not require building seeds nodes as in quadratic and linear splitting algorithms of the original R-tree. Unlike the original R-tree, the Linear R-tree does not have to comply with the minimum occupancy constraint.
The Linear R-tree Enhancement
In this section, both the solution to the distance tie problem and the enhancement to splitting method of the Linear R-tree are presented.
A Solution for Distance Tie Problem of the Linear R-tree
As mentioned in Section 2, the Linear R-tree splitting algorithm has two phases: the distribution of entries into four lists and the splitting of the overflowed node using these four lists. As the splitting depends mainly on the contents of these four lists, the quality of the splitting phase is hardly dependent on the distributing phase. There is one problem in the distributing phase, which is the distance tie problem. This problem appears if one or more entries have the same distance from left and right or from top and bottom sides. As a solution, Ang and Tan proposed reinsertion the entry that causes the tie in the default list, which is determined in advance. The above solution may face the problem of halting that appears when the MBR area of the overflowed node N equals to the area of one of its entries. addition, the area of N 's MBR equals to the area of one of its child rectangles (rectangle 1). In this case, rectangle 1 is inserted into default vertical list (LIST T ) and default horizontal list (LIST R ), whereas the remaining rectangles are distributed as normal. As a result of this solution, one node has M + 1 entries, the other has zero entry, and hence the splitting process is not resolved.
To overcome this problem, we propose another solution by adding all tied rectangles into temporary lists. After all rectangles are distributed, each rectangle in the temporary lists is inserted into the list that has less number of rectangles. In case of two-dimensional space, two temporary lists are introduced, one for vertical dimension (LIST V ) and one for horizontal dimension (LIST H ). If a rectangle has the same distance from left and right, then it is inserted into LIST H . The same applies for LIST V . Fig. 5 shows the pseudo-code for this solution. After all entries are distributed, the entries in LIST H (if any) are inserted one-by-one either into LIST L or LIST R . Each time of insertion, the list that has smaller size is chosen (lines 13 to 16 of Fig. 5 ). The same logic is applied for LIST V (lines 17 to 20 of Fig. 5 ). This solution prevents the splitting from halting, because no list of the basic lists (LIST L , LIST R , LIST T , and LIST B ) will be empty, since the tied rectangles (if any) are inserted into the list that has smaller size. Based on this solution, one of resulted nodes in the example presented in Fig. 4 will have one entry, which prevents the splitting from halting.
An Enhancement of Splitting Phase of the Linear R-tree
It has been demonstrated that the query performance of an R-tree is intuitively depends on the amount of overlap and coverage of the index tree [9] . Obviously, these two properties are fundamental to efficient query processing, because the performance of a query is analogous to the 77 // Enhancement of Distribution Phase of the Linear R-tree Input: the overflowed node N and its MBR = (L, B, R, T ) Output: LIST L , LIST R , LIST B , and LIST T
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LIST number of node accesses required to determine the answer. The goal is to minimize coverage and overlap. Minimal coverage reduces the amount of empty space covered by the nodes. Minimal overlap is more critical than minimal coverage, since the larger the overlapping, the larger is the expected number of paths followed by a query, slowing down the search [16] . During the splitting phase of the Linear R-tree, the decision to carry the split along the horizontal or vertical axis depends on the distribution of the rectangles. In case of a tie, the overlap criterion takes places second. In this way, minimal overlap criterion, for the majority of the splitting cases, is not used as the main criterion for selecting the splitting dimension. This may lead having an R-tree structure that has high overlap and this may degrade the search, and it may even degenerate the search cost from logarithmic to linear.
Our proposed enhancement gives overlap criterion first priority. It uses the following criteria order Overlap, Distribution, and Coverage. By having overlap as a first criterion, the overlap between the two new nodes is minimized and hence this reduces the query cost. From now on, we will call the original splitting method of Linear R-tree "DOC" and our enhancement method "ODC". ODC method still uses two phases. In the first phase, we use the enhancement distribution phase shown in Fig. 5 . The second phase (splitting phase) of ODC is shown in Fig. 6 . Fig. 7 shows an example of overflowed node with six entries. Using DOC method (Fig. 7(a) ), the node splits vertically (along the y direction) because LIST T contains rectangles 1, 2, and 3, and LIST B contains rectangles 4, 5, and 6. In this case, the entries are distributed uniformly between the two nodes, but with a high overlap and hence, the two nodes need to be accessed to answer the query Q (retrieve all rectangles that intersect with Q). However, using ODC method (Fig. 7(b) ), the node splits horizontally (along the x direction) because LIST L and LIST R have zero overlap. Thus, the first node contains rectangles 1, 2, 3, and 4, whereas the second node contains rectangles 5 and 6. In this case, only one node needs to be accessed to answer the query Q. 78 
Comparison and Experimental Results
In this section, we conduct experimental studies to measure the performance of ODC method and give empirical evidence for practicality of ODC when compared to the Linear R-tree (DOC) and quadratic version of the original R-tree (Quad R-tree). We used quadratic version of R-tree in our comparisons because it is one of the most efficient splitting methods and has been used by many researchers as a model to measure the performance of their spatial index structures. We use Java language for implementing the three R-tree index structures because of its modern programming constructs (e.g., object orientation, security, multi-threading) and its accessibility (affordability and portability) [17] . All the experiments were run on a machine with Pentium IV/3 GHz processor, 1 MB cache, and 512 MB memory running Windows XP. As the CPU time required to process pages is negligible, we based our performance comparison on the number of disk pages an algorithm retrieved. The disk page size was chosen to be 2 KB for all R-trees structures. We discuss below the datasets used in the experiments, the time results of construction and query experiments, and the storage utilization of the R-trees structures used.
Datasets
We use both real and synthetic two-dimensional data in our experiments. The real data consists of two sets from TIGER/Line data distributed by United States Bureau of Census [18] . This data is the standard benchmark data used in spatial databases and consists of line segments that 79 represent roads, rail lines, rivers, etc., for USA counties. For each dataset, we used the MBRs of the line segments as our input rectangles. We selected counties that are closed together to get normalized data. The first dataset consists of 541,166 MBRs from three counties in California (CA): Los Angeles, San Bernardino, and Riverside, whereas the second dataset consists of 178,491 MBRs from six counties in New York (NY): Rockland, Orange, Westchester, Putnam, Ulster, and Dutchess.
To investigate how the R-trees perform on more extreme datasets than the Tiger data, a number of synthetic datasets were constructed. We used synthetic dataset similar to the one in [19] . Each dataset contains one million square rectangles in the unit square. We use a uniform distribution for both lower points (x l , y l ) and sides' lengths of all rectangles in each dataset. The length of each side is between 0 and maxside (the maximum possible side length). Three synthetic datasets were generated using three different maxside values: 0.2%, 2%, and 5%.
Construction Time
The first set of experiments conducted is to measure the construction time of the R-trees used. Fig. 8 shows the average construction time for the quadratic R-tree versions with m = 0.3, 0.4, 0.5 and for the two linear methods DOC and ODC. As the two linear methods DOC and ODC have almost the same construction time, we took the average of their construction times. The same case is noticed for the three quadratic versions of the R-tree. Figs. 8(a) and 8(b) shows the construction time using different data sizes of CA and NY dataset, respectively. It is clear from Fig. 8 that the linear methods outperform the quadratic methods, achieving 43% (in case of 500,000 rectangles) to 53% (in case of 50,000 rectangles) saving in construction time using CA dataset and 51% (in case of 170,000 rectangles) to 56% (in case of 30,000 rectangles) using NY dataset.
The same type of experiments is conducted using synthetic datasets. Fig. 9 shows the construction time using maxside = 2%. The performance ranges from 31% (in case of one million rectangles) to 42% (in case of 200,000 rectangles). We got similar results with maxside of 0.2% and 5%. 
Query Performance
This section shows the performance superiority of our proposed enhancements (ODC) over the DOC and Quad R-tree with m = 40%. We present experiments to assess the query performance of the above R-trees using three types of queries: region, enclosure, and point queries.
For region queries, we used different query window sizes, range from 2% to 10% of the total space area. For each query window size, we randomly created 1,000 square queries. For each 1,000 queries, we computed the page accesses average. Fig. 10 shows performance gain ratio of ODC using real datasets CA and NY. We noticed that ODC is the clear winner, achieving up to 43% savings in response time over DOC and 16% over Quad R-tree. This maximum gain is achieved when a query area is less than or equal 2% of the total space using CA dataset. For query windows between 2% and 10%, the Quad R-tree and ODC have almost the same performance.
We did the same experiments over the synthetic data with maxside = 2% and 5%, using one million rectangles. The results are shown in Fig. 11 . Clearly, ODC outperforms Quad R-tree and DOC in most of the experiments. Fig. 11(a) presents the results using maxside = 2% showing that the ODC method has better performance over 80 Quad R-tree and DOC for small and large query sizes. Furthermore, it shows that the skewing of the performance ratio after 4% query size becomes slow or even relatively the same for both DOC and Quad R-tree. The results using maxside = 5% are shown in Fig. 11(b) where still ODC outperforms DOC and Quad R-tree for small query sizes. DOC and Quad R-tree have performance near to ODC for queries sizes over 4%. The reason that the results in both Figs. 11(a) and 11(b) are different because synthetic data with maxside = 5% has more overlap than the one with maxside = 2%.
We did similar experiments to test the behavior of ODC under the enclosure and point queries. We used five datasets: two real datasets CA and NY and three synthetic datasets with maxside = 0.2%, 2%, and 5%. Table 1 shows the results of enclosure query. Clearly, ODC is the winner again, achieving up to more than 100% savings in response time over DOC and Quad R-tree versions. Table 2 shows similar improvements of ODC for point queries.
The gain in efficiency of ODC for smaller query sizes is higher than for larger query sizes. This emphasizes the goodness of ODC (i.e., rectangles close to each other are 81 more likely stored in one node). Here in this paper we used a range of query sizes (from 2% to 10%) to study the behavior of our proposed method, whereas in [20] Arge et al. used only small query sizes <2% for their experimental studies.
Storage Utilization
Storage utilization has an important factor on query performance: the higher storage utilization the shorter R-tree height. As we mentioned previously, the two linear methods, DOC and ODC, do not take into account the minimum capacity constraint. Table 3 shows the average storage utilization of ODC, DOC, and Quad R-tree methods using real data as well as synthetic data. It is clear that the winner is Quad R-tree but with not too much differences. We notice that the storage utilization of ODC and DOC is very close to the one of Quad R-tree. The reason of superiority of Quad R-tree is that it applies the minimum node capacity constraint, while ODC and DOC do not. However, in all our experiments on real and synthetic datasets, Quad R-tree versions (m = 0.3, 0.4, 0.5) have the same height for the same dataset. In addition, we noticed that the storage utilization of DOC is higher than the one of ODC. This is clear, because DOC uses the distribution criteria as a first priority, whereas ODC uses the distribution as a second priority. Despite the low storage utilization of ODC, it has better query performance than DOC and Quad R-tree in most of the experiments performed.
Conclusion
In this paper, we present an efficient heuristic method for handling R-tree node splits. The proposed method is an enhancement of the Linear R-tree method proposed in [12] . However, it provides a solution to resolve the distance tie problem to prevent the splitting algorithm from halting. From a practical point of view, the proposed splitting method is very attractive because it has linear time complexity, acceptable storage utilization, as well as better query performance. We also performed an extensive experimental study using real, as well as synthetic data, which showed that the proposed splitting method outperforms the Linear R-tree and the quadratic version of the R-tree in terms of query performance and construction time.
