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In this study, we reanalyze the magnetic interactions in the Kitaev spin liquid candidate materials
Na2IrO3, α-RuCl3, and α-Li2IrO3 using nonperturbative exact diagonalization methods. These
methods are more appropriate given the relatively itinerant nature of the systems suggested in
previous works. We treat all interactions up to third neighbours on equal footing. The computed
terms reveal significant long range coupling, bond-anisotropy, and/or off-diagonal couplings which
we argue naturally explain the observed ordered phases in these systems. Given these observations,
the potential for realizing the spin-liquid state in real materials is analyzed, and synthetic challenges
are defined and explained.
I. INTRODUCTION
A. Introduction
Recently, great interest has emerged in the realiza-
tion of materials with quantum spin liquid (QSL) ground
states, which represent prominent examples of highly en-
tangled and topologically nontrivial phases, and therefore
provide a fertile ground for realizing exotic excitations.1
However, stabilizing such states in real systems repre-
sents a significant experimental and theoretical challenge.
In most cases, classical ordering of spins can only be
avoided for significant geometrical frustration, and/or ex-
otic long-range or multi-spin interactions that may not
be realizable in real materials.2–4 Even with such inter-
actions, significant debate remains, in some cases, over
the nature of the ground states at the model level due to
the difficulty of obtaining exact results in the presence
of frustrated interactions.5 For this reason, great excite-
ment was generated by the exactly solvable model by Ki-
taev for tricoordinate lattices, which exhibits a spin liq-
uid ground state for anisotropic but realistic short range
interactions:6
H =
∑
〈i,j〉
Sγi S
γ
j (1)
where γ = {x, y, z} for the three nearest neighbour bonds
emerging from each lattice point. The possibility for en-
gineering such Kitaev interactions in real materials with
strong spin-orbit coupling was advanced by the seminal
work of Jackeli and Khaliullin,7 who provided the fol-
lowing criteria: heavy d5 metals in an edge-sharing oc-
tahedral environment with metal-ligand-metal bond an-
gles close to 90◦. To date, three candidate materials on
the honeycomb lattice have emerged that apparently sat-
isfy these requirements: α-RuCl3, Na2IrO3, and the α-
phase of Li2IrO3.
8–10 Other systems with 3D lattices, β-
and γ-Li2IrO3 have also been discovered.
11,12 However,
all such materials exhibit an ordered ground state,13–16
rather than the desirable spin-liquid, raising the question
of how to engineer the Kitaev state in real systems. The
above three honeycomb systems serve as a focus of the
present study.
The materials of interest adopt a monoclinic C2/m
structure,8,13,14 which is of sufficiently low symmetry
that with the inclusion of SOC, there are many inde-
pendent and potentially relevant terms entering the ef-
fective magnetic Hamiltonian. Up to third neighbour in-
teractions, the magnetic Hamiltonian is characterized, in
principle, by 36 symmetry inequivalent parameters. Due
to this large number, it is nearly impossible to extract
all such parameters from experimental data, emphasiz-
ing the need for insights from ab-initio methods. Model
calculations focusing on a selection of these interactions
have predicted phase diagrams hosting a rich variety of
classical broken symmetry and QSL states.17–22 In each
case, the specific ground state is selected by a competi-
tion between the various interactions, so that no terms
can be neglected a priori. In the absence of complete esti-
mates for all parameters, various groups have put forward
simplified models to explain the observed orders that em-
phasize only a selection of terms,17,19,23–25 although the
connection between such models and the real materials
remains an open question. To date, initial estimates of
the magnetic interactions have largely employed low or-
der perturbative expansions around the strong coupling
U  t limit.7,17,21,26 However, an alternative description
of the electronic structures was recently put forward by
some of the authors in terms of nearly itinerant quasi-
molecular orbitals delocalized across the six-site plaque-
ttes of the honeycomb lattice.27–30 This latter approach
emphasized the proximity of the honeycomb materials to
itinerancy, a scenario that would imply significant long-
range interactions and poor convergence of perturbation
theory in local variables. Indeed, the Coulomb repulsion
is relatively weak at the heavy Ru and Ir centres in these
materials, implying the U  t limit may not be satisfied
in practice.31
The purpose of this paper is to review and refine the
current understanding of interactions in the known mate-
rials using both perturbative and nonperturbative meth-
ods, and to critically evaluate the potential for engineer-
ing the Kitaev spin liquid in real materials. The paper
is organized as follows. In Sec. II we discuss the sym-
metries, and material parameters relevant to the C2/m
structures of α-RuCl3, α-Li2IrO3, and Na2IrO3. In Sec.
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2III, we consider the magnetic interactions that emerge
at strong coupling; Sec. IIIA introduces revised pertur-
bative expressions exact in U, JH, and λ, while in Sec.
IIIB we describe the poor convergence of the perturba-
tive method for the long-range second and third neigh-
bour interactions. Therefore, in Sec. IV, we employ
both perturbative and nonperturbative exact diagonal-
ization techniques to estimate all magnetic interactions
up to third neighbour in the three materials. The results
suggest for all three materials α-RuCl3, α-Li2IrO3, and
Na2IrO3, that the classical order is selected by long-range
second and third neighbour interactions. In Sec. V, we
discuss the realistic range of magnetic interactions that
may be realized in real materials, which allows for critical
discussion about the potential for reaching a Kitaev spin
liquid ground state. Finally, in Sec. VI, we summarize
the important conclusions.
II. ELECTRONIC STRUCTURES
A. General Hamiltonian
For d5 filling in an octahedral environment, one hole
occupies the three t2g orbitals, on average, per site. We
therefore consider a total Hamiltonian for the t2g orbitals
in a nearly octahedral crystal field:
Htot = Hhop +HCF +HSO +HU (2)
which is the sum of, respectively, the kinetic hopping
term, crystal field splitting, spin-orbit coupling, and
Coulomb interactions. The Coulomb terms are given by:
HU = U
∑
i,a
na,↑ni,a,↓ + (U ′ − JH)
∑
i,a<b,σ
ni,a,σni,b,σ
+ U ′
∑
i,a6=b
ni,a,↑ni,b,↓ − JH
∑
i,a6=b
c†i,a↑ci,a↓c
†
i,b↓ci,b↑
+ JH
∑
i,a 6=b
c†i,a↑c
†
i,a↓ci,b↓ci,b↑ (3)
where c†i,a creates a hole in orbital a ∈ {xy, yz, xz} at
site i; JH gives the strength of Hund’s coupling, U is
the intraorbital Coulomb repulsion, and U ′ = U − 2JH is
the interorbital repulsion. For 5d Ir4+, we take U = 1.7
eV, JH = 0.3 eV,
26 while for 4d Ru3+ we employ U =
3.0 eV, JH = 0.6 eV.
32 The one particle terms are most
conveniently written in terms of:
~c†i =
(
c†i,yz,↑ c
†
i,yz,↓ c
†
i,xz,↑ c
†
i,xz,↓ c
†
i,xy,↑ c
†
i,xy,↓
)
(4)
Spin-orbit coupling (SOC) is described by:
HSO = λ
2
∑
i
~c†i
 0 −iσz iσyiσz 0 −iσx
−iσy iσx 0
~ci (5)
where σµ, µ = {x, y, z} are Pauli matrices. The crystal-
field Hamiltonian is given by:
HCF = −
∑
i
~c†i {Ei ⊗ I2×2}~ci (6)
where I2×2 is the 2×2 identity matrix; in the C2/m space
group, the crystal field tensor Ei is constrained by local
2-fold symmetry at each metal site to be:
Ei =
 0 ∆1 ∆2∆1 0 ∆2
∆2 ∆2 ∆3
 (7)
The hopping Hamiltonian is most generally written:
Hhop = −
∑
ij
~c†i {Tij ⊗ I2×2} ~cj (8)
with the hopping matrices Tij defined for each bond con-
necting sites i, j.
The effects of spin-orbit couplingHSO on the electronic
structure of the d5 honeycomb materials has been dis-
cussed in detail in many previous works;7,21,27,32,33 here
we discuss briefly the relevant details. The magnitude of
HSO is given by the spin-orbit constant λ, for which we
take λIr = 0.4 eV,
34 and λRu = 0.15 eV.
35 In the limit
λ (∆, |Tij |), the local t2g states are split into jeff = 1/2
and jeff = 3/2 spin-orbital combinations |j,mj〉. At each
site, a single hole occupies the jeff = 1/2 states, with
energy E = +λ:∣∣∣∣12 , 12
〉
=
1√
3
(− |dxy ↑〉 − i |dxz ↓〉 − |dyz ↓〉) (9)∣∣∣∣12 ,−12
〉
=
1√
3
(|dxy ↓〉+ i |dxz ↑〉 − |dyz ↑〉) (10)
while the jeff = 3/2 states, with energy E = −λ/2 are
unoccupied (by holes):∣∣∣∣32 , 32
〉
=
1√
2
(−i |dxz ↑〉 − |dyz ↑〉) (11)∣∣∣∣32 , 12
〉
=
1√
6
(2 |dxy ↑〉 − i |dxz ↓〉 − |dyz ↓〉) (12)∣∣∣∣32 ,−12
〉
=
1√
6
(2 |dxy ↓〉 − i |dxz ↑〉+ |dyz ↑〉) (13)∣∣∣∣32 ,−32
〉
=
1√
2
(−i |dxz ↓〉+ |dyz ↓〉) (14)
For U  t, the local magnetic degrees of freedom are es-
sentially jeff = 1/2 doublets. That is, while finite crystal
field splitting and hopping tend to mix these states with
the excited jeff = 3/2 states, for λ  ∆, t2/U the low-
energy states are nonetheless adiabatically connected to
the jeff = 1/2 doublets.
3B. Hopping Integrals
In order to estimate the magnitude of crystal field Ei
and hopping Tij for the candidate honeycomb materi-
als, we have performed ab-initio density functional theory
(DFT) calculations with the linearized augmented plane
wave (LAPW) method36 for Na2IrO3,
13 α-Li2IrO3
37,38
and α-RuCl3.
14 The Perdew-Burke-Ernzerhof general-
ized gradient approximation39 was used, with a mesh of
12 × 12 × 12 k points in the first Brillouin zone and
RKmax was set to 8. The Ir 5d and Ru 4d t2g hopping
parameters were obtained through the Wannier function
projection formalism proposed in Refs. 27, 40, and 41.
Importantly, relativistic effects were not included in these
calculations in order to not ‘double-count’ SOC. Com-
puted crystal-field splitting and nearest neighbour hop-
ping integrals are given in Table I. Further details, and
full hopping integrals up to third nearest neighbour are
given in Appendix B. Computed hopping integrals for
Na2IrO3 are in excellent agreement, but differ slightly
from those of Ref. 27 and 29, due to a finer k-point mesh
employed in this work.
The C2/m space group provides two types of symme-
try inequivalent nearest neighbour bonds: the so-called
Z1-bonds, parallel to the crystallographic b-axis, are of
local C2h symmetry; we parameterize the hopping inte-
grals for this case via t1−4 of Ref. 17:
TZ1 =
 t1 t2 t4t2 t1 t4
t4 t4 t3
 (15)
where Tγn refers to the hopping matrix for the nth neigh-
bour bond of γ ∈ {X,Y,Z} symmetry as shown in Fig. 1
(see also Fig. 9). The so-called X1- and Y1-bonds, both
falling in the ab-plane, are of lower local Ci symmetry,
and therefore require additional hopping parameters:
TX1 =
 t′3 t′4a t′4bt′4a t′1a t′2
t′4b t
′
2 t
′
1b
 , TY1 =
 t′1a t′4a t′2t′4a t′3 t′4b
t′2 t
′
4b t
′
1b
 (16)
In the absence of significant distortions, one should ex-
pect nearly C3 symmetry of the hopping such that tn ≈
t′na ≈ t′nb; in general, these relationships do not hold ex-
actly, and some bond-dependence results.
For the experimental structures of all three studied
materials, we find relatively small crystal-field splitting,
such that λ & 10∆n. For nearest neighbour bonds, the
largest integrals are t2 ≈ t′2 and t3 ≈ t′3, arising predom-
inantly from hopping either through the bridging ligand
oxygen or halogen p-orbitals (t2), or direct metal-metal
hopping (t3). The origin of these hopping terms is dis-
cussed in more detail in Sec. V. It is well known that
for Na2IrO3, distortion of the IrO6 octahedra by the
large Na+ ion elongates Ir-Ir distances to 3.13− 3.14 A˚,
while Ir-O-Ir bond angles are as large as 100◦.13 While
this distortion apparently does not significantly enhance
(b) (c)
(a)
FIG. 1. Cartoon of the honeycomb structure showing bond
labels for (a) first neighbours, (b) second neighbours, and (c)
third neighbours. Sites within a given hexagon are labelled
1 − 6; a, b refer to the crystallographic axes, while x, y, z are
the cubic axes of the local metal octahedra.
TABLE I. Parameters for crystal field splitting and nearest
neighbour hopping (meV) for experimental C2/m structures
of Na2IrO3,
13 α-Li2IrO3,
37 and α-RuCl3.
14 Hopping integrals
are labelled according to Ref. 17; in brackets are given the
corresponding labels from Ref. 27.
Term Na2IrO3 α-Li2IrO3 α-RuCl3
∆1 -22.9 -37.5 -19.8
∆2 -27.6 -35.0 -17.5
∆3 -27.2 -5.5 -12.5
t1 (t1¯||) +33.1 +55.0 +50.9
t′1a (t1||) +29.9 +80.2 +44.9
t′1b (t1||) +47.6 +72.3 +45.8
t2 (t1¯O) +264.3 +219.0 +158.2
t′2 (t1O) +269.3 +252.7 +162.2
t3 (t1¯σ) +26.6 -175.1 -154.0
t′3 (t1σ) -19.4 -108.8 -103.1
t4 (t1¯⊥) -11.8 -124.5 -20.2
t′4a (t1⊥) -21.4 -16.7 -15.1
t′4b (t1⊥) -25.4 -1.9 -10.9
the crystal field terms ∆n, it does suppress direct hop-
ping, causing t2 to dominate (|t2/t3| ∼ 10). The bond-
anisotropy for Na2IrO3 is also small (i.e. t2 ≈ t′2), which
is suggestive of small bond-dependence in the magnitude
of the resulting magnetic interactions. In contrast, α-
Li2IrO3 and α-RuCl3 display much greater direct hop-
ping, with (|t2/t3| ∼ 1). For the experimentally deter-
mined structure of α-Li2IrO3, the smaller Li
+ ion is more
easily incorporated, such that Ir-Ir distances are reduced
to 2.98 − 2.99 A˚, and Ir-O-Ir bond angles ∼ 94◦.37 For
this material, we also find significant bond-anisotropy,
particularly in t4  t′4a, t′4b; the results of this finding on
the magnetic interactions is discussed in detail in section
IV C. For α-RuCl3, the recently revised C2/m structure
provides similar Ru-Cl-Ru bond angles ∼ 94◦,14 which
also allow for large direct hopping t3, t
′
3.
Full details of the computed long-range second and
third neighbour hopping is given in Appendix B. As
4shown in Fig. 1, we label long-range hopping matrices
Tγn by the character of the intervening nearest neighbour
bonds. Second neighbours (n = 2) share a bond label (γ)
with the perpendicular first neighbour bond, such that
those joined by intervening nearest neighbour X1 and Y1
bonds, are labelled Z2. Similarly, those linked by (Y1,
Z1) bonds and (Z1, X1) are labelled X2 and Y2, respec-
tively. The largest second neighbour hopping integrals
computed are ∼ 50 − 70 meV, between d orbitals shar-
ing a label with the bond-type, e.g. dxz → dxy for the
X2 bonds. Third neighbours are labelled via the parallel
first neighbour bond. The third neighbour bonds have
the same symmetry as the corresponding first neighbour
bond. The largest hopping integrals were found to be
∼ 30 − 40 meV, between d-orbitals not sharing a label
with the bond-type, e.g. dyz → dyz for the X3 bond.
In both cases, these largest second and third neighbour
hopping integrals arise from M-L-L-M paths (M = metal,
L = ligand) that are promoted by the close L-L contacts
at or within the van der Waals radii.
III. MAGNETIC INTERACTIONS
A. General Form
In the limit U  t, holes occupying the jeff = 1/2
states are nearly localized to their parent metal sites,
and the low energy degrees of freedom are pseudo-spin
1/2 variables Si adiabatically connected to the jeff = 1/2
states discussed in the previous section.18,21,26,33 In this
case, the relevant Hamiltonian can be written:
Hspin =
∑
〈ij〉
Si · Jij · Sj +O(S4) (17)
where 〈ij〉 denotes a sum over all pairs of sites. For
intermediate values of U/t, Hspin remains valid at low
energies, despite relative itinerancy of the holes, but the
corresponding magnetic interactions become increasingly
nonlocal. In this work, we consider up to third neigh-
bour (n = 3) interactions. In the absence of any relevant
symmetries, the interaction matrices Jij = Jij,s + Jij,a
are conventionally parameterized in terms of symmetric
(Jij,s) and antisymmetric (Jij,a) components:
Jij,s =
 Jij + Γaaij Γabij ΓacijΓabij Jij + Γbbij Γbcij
Γacij Γ
bc
ij Jij + Γ
cc
ij
 (18)
Jij,a =
 0 Dcij −Dbij−Dcij 0 Daij
Dbij −Daij 0
 (19)
which corresponds to the Hamiltonian:
H =
∑
〈ij〉
Jij Si · Sj + Dij · Si × Sj + Si · Γij · Sj (20)
where Jij is the scalar Heisenberg coupling, Dij =
(Daij , D
b
ij , D
c
ij) is the Dzyaloshinskii-Moriya (DM) vector,
and the traceless tensor Γij characterizes the pseudo-
dipolar interaction. In Kitaev’s original honeycomb
model, the interactions are bond-dependent and de-
scribed by:
HKitaev =
∑
1 nn
Sγi S
γ
j (21)
where γ ∈ {x, y, z} for the X1, Y1, and Z1 bonds, re-
spectively. In order to emphasize this interaction, it is
convenient to rewrite the symmetric part of Jij in a γ-
dependent form. For the Zn-bonds, symmetry allows:
17
JZn,s =
 Jzn Γzn Γ′znΓzn Jzn Γ′zn
Γ′zn Γ
′z
n J
z
n +K
z
n
 (22)
in terms of the isotropic exchange Jn, Kitaev coupling
Kn, and off-diagonal anisotropic terms Γn,Γ
′
n. The su-
perscript z denotes values appropriate for the Zn bonds.
For the lower symmetry Xn- and Yn-bonds, six unique
parameters are allowed by symmetry:
JXn,s =
 Jxyn +Kxy1 Γ′xyn + ζn Γ′xyn − ζnΓ′xyn + ζn Jxyn + ξn Γxyn
Γ′xyn − ζn Γxyn Jxyn − ξn
 (23)
JYn,s =
 Jxyn + ξn Γ′xyn + ζn ΓxynΓ′xyn + ζn Jxyn +Kxyn Γ′xyn − ζn
Γxyn Γ
′xy
n − ζn Jxyn − ξn
 (24)
Previous studies have typically assumed C3 symmetry
of the interactions, such that ξn, ζn ∼ 0, Jzn ≈ Jxyn ,
Kzn ≈ Kxyn , Γzn ≈ Γxyn , and Γ′zn ≈ Γ′xyn . In the C2/m
space group, inversion symmetry requires that Dij , and
therefore Jij,a vanishes for all first and third neighbour
bonds, such that Jγn = J
γ
n,s for n = 1, 3. For second
neighbours, symmetry allows the DM-interaction; in the
explicit calculations below, we therefore present Dij for
all second neighbour pairs.
B. Nearest Neighbours for ∆n = 0
For ∆n = 0, various analytical expressions for Z1-
bond interactions Jz1 ,K
z
1 ,Γ
z
1,Γ
′z
1 obtained from pertur-
bation theory at O(t2), have appeared recently in the
literature.7,17 The most widely used are based on pro-
jection of the λ = 0 Kanamori-type Hamiltonian for the
t2g orbitals onto the relativistic jeff = 1/2 basis. This
procedure becomes exact only in the unphysical limit
U  λ  t which is not satisfied generally in real ma-
terials. In order to improve on these results, we have
computed expressions exact to all orders of JH, U, λ in
the absence of crystal field splitting (∆n = 0). In this
section, we consider the case for the nearest neighbour
5Va
lu
e 
(m
eV
)
Va
lu
e 
(m
eV
)
(eV) (eV) (eV) (eV)
(eV) (eV) (eV) (eV)
(a)
(b)
FIG. 2. Nearest neighbour interactions for the Z1-bond in Na2IrO3 in the absence of crystal-field splitting, employing hopping
parameters described in section II B. The results of 2-site exact diagonalization (black solid line) are compared with approximate
projective expressions (red dashed line, Ref. 17) and second order perturbation theory exact in λ,U, JH (blue dotted line). (a)
U -dependence, with constant JH/U ratio of 0.3/1.7, and λ = 0.4 eV. (b) λ-dependence, with JH = 0.3 eV, and U = 1.7 eV.
Z1-bonds for ideal octahedral bond geometry with all
metal-ligand-metal bond angles 90◦. Expressions for gen-
eral hoppings are given in Appendix C. In section IV we
will generalize the results to the case ∆n 6= 0 using exact
diagonalization (ED) calculations for the real materials
of interest.
At O(t2), magnetic interactions result from a combi-
nation of i) “intraband” terms (∝ A > 0) arising from
virtual hopping of holes between jeff = 1/2 states, and ii)
“interband” terms (∝ B > 0) arising from hopping be-
tween jeff = 1/2 and lower-lying jeff = 3/2 states. Both
processes contribute to the isotropic exchange J1, but
with opposite sign:
Jz1 =
4A
9
(2t1 + t3)
2 − 8B
9
{
9t24 + 2(t1 − t3)2
}
(25)
while the anisotropic terms arise only from interband pro-
cesses (∝ B):
Kz1 =
8B
3
{
(t1 − t3)2 + 3t24 − 3t22
}
(26)
Γz1 =
8B
3
{
3t24 + 2t2(t1 − t3)
}
(27)
Γ′z1 =
8B
3
{t4(3t2 + t3 − t1)} (28)
The constants appearing in these expressions are derived
from the propagator with respect to HU + HSO for a
single hole added to the t2g states (see Appendix C), and
can be computed exactly:42
A = − 1
3
{
JH + 3(U + 3λ)
6J2H − U(U + 3λ) + JH(U + 4λ)
}
(29)
B =
4
3
{
(3JH − U − 3λ)
(6JH − 2U − 3λ)η
}
(30)
η =
JH
6J2H − JH(8U + 17λ) + (2U + 3λ)(U + 3λ)
(31)
The values of these constants can be estimated for the
real materials; for 5d Ir4+ ions (as in A2IrO3, A = Na,
Li), we take U = 1.7, JH = 0.3, and λ = 0.4 eV, suggest-
ing:
A5d ∼ 0.9 eV−1 , B5d ∼ 0.04 eV−1 (32)
while for 4d Ru3+ ions (as in α-RuCl3), we take U = 3.0,
JH = 0.6, and λ = 0.15 eV, suggesting:
A4d ∼ 0.6 eV−1 , B4d ∼ 0.05 eV−1 (33)
The second order expressions may be compared with the
results of exact diagonalization (ED) of the full Hamilto-
nian Htot on two sites (for ∆n = 0). In the latter case,
the interaction parameters Jz1 ,K
z
1 , etc. were extracted
via projection of the exact low-energy states onto the
jeff = 1/2 states as described in Appendix A. We show
6+
+
FIG. 3. Hopping paths associated with contributions O(t2)
and O(t3) to the long-range second neighbour (top) and third
neighbour (bottom) interactions. The many higher order cor-
rections to these terms must be included to produce accurate
estimates.
in Fig. 2 the dependence of the interactions on λ and U
for Hamiltonian parameters suitable for the Z1-bond of
Na2IrO3. For the λ-dependence plots, U = 1.7, JH = 0.3
eV are fixed, while U -dependence is considered with fixed
λ = 0.4 eV and JH/U ratio. One can see that the “ex-
act” second order expressions (25)−(28) agree with the
ED results over a wide range of U -values, and break down
only in the weak λ limit. Interestingly, large λ tends to
suppress the anisotropic terms, due to enhancement of
the gap between the jeff = 1/2 and jeff = 3/2 states.
The close agreement between the perturbative and ED
results validates both approaches. In contrast, the pro-
jective expressions of Ref. 17 seem to overestimate the
magnitude of the anisotropic terms over a large region
of parameters, and fail to capture any λ-dependence by
construction.
In real materials, A B, so that the anisotropic inter-
actions typically represent subleading terms. For materi-
als close to the Kitaev limit (K1  J1), the leading term
J1 must therefore be suppressed to an order of magnitude
below its natural scale,7 which opens the possibility that
other subleading interactions such as second and third
neighbour terms may also be relevant. These are consid-
ered in the next section.
C. Long-Range Interactions
Various previous works have considered long-range
terms for the honeycomb materials, either for interpreta-
tion of experimental data,8,13,20,24,25 or from an ab-initio
perspective.10,21,26,32 In the latter reports, such interac-
tions where estimated only at the level of second order
perturbation theory in the direct second or third neigh-
bour hopping. Here we consider the validity of this ap-
proach. For second neighbour interactions, we consider
three adjacent sites i, j, k. The lowest order contribu-
tions to the second neighbour interactions arise from di-
rect hopping associated with virtual hopping processes
such as i→ k → i:
J
(2)
2 ∼
|TikTki|
Ueff
(34)
where Ueff(U, JH, λ) ∼ A−1 ∼ 1.0−1.5 eV gives the rough
energy cost for double occupancy of a given site. Such
contributions have been previously considered in the lit-
erature. As shown in Fig. 3, several virtual hopping
paths contribute to O(t3) terms, the largest of which pro-
vides:
J
(3)
2 ∼
|TijTjkTki|
U2eff
(35)
This corresponds to the three site ring exchange i→ j →
k → i process. Strong convergence of the perturbation
expansion would require J
(2)
2  J (3)2 . However, for con-
servative estimates of Ueff ∼ 1 eV, and |Tij/|Tik| ∼ 10,
the second order J
(2)
2 and third order J
(3)
2 contributions
can be of similar magnitude. On this basis, we conclude
that perturbation theory for the long-range interactions
may not be strongly convergent, questioning the relia-
bility of previous estimates. This finding is consistent
with previous suggestions that long-range interactions
on the scale of n = 2, 3 would emerge naturally from a
semi-itinerant picture of the holes within the hexagonal
plaquettes27,28. In order to bridge these two perspec-
tives, we have applied nonperturbative exact diagonal-
ization methods (Appendix A) to the real materials in
the following sections, which allow for inclusion of crys-
tal field splitting effects as well as accurate estimation of
all terms up to third neighbour. We have also considered
4-spin and 6-spin ring-exchange interactions that simi-
larly emerge at high orders in perturbation theory, but
we find them to be negligible in the calculations below,
implying sufficient convergence at third order.
IV. APPLICATION TO SPECIFIC MATERIALS
A. Na2IrO3
1. Introduction
A range of recent studies of Na2IrO3 have established
this material as a jeff = 1/2 spin-orbit assisted Mott insu-
lator with significantly anisotropic (and bond-dependent)
interactions of the Kitaev type.9,43 Magnetic order below
TN = 14 K has now been unambiguously established to
be of collinear zig-zag type,13,44,45 with moments ordered
at 45◦ from the crystallographic ab-plane and cubic x, y-
axes of the IrO6 octahedra.
43 This type of order was ini-
tially unexpected as the pure nearest neighbour (J1,K1)
Heisenberg-Kitaev (nnHK) model assumed to be relevant
yields instead stripy order in the parameter region sug-
gested by perturbation theory (i.e. J1 > 0, K1 < 0,
and |K1| > |J1|). It was subsequently shown that the
7observed zigzag order could be stabilized by large sec-
ond and third neighbour Heisenberg coupling (J2, J3),
8,24
particularly in combination with large Γ1,Γ
′
1
22 and/or
second neighbour Kitaev coupling K2.
21 Given the large
number of independent parameters, extraction from ex-
periment has not yet been possible, although analysis
of inelastic neutron scattering data suggested significant
long-range terms.13 In addition, evidence for significant
antiferromagnetic terms can be taken from the large neg-
ative isotropic Weiss constant Θiso ∼ −116 K, while
anisotropy in this term (Θab > Θc) suggests some bond-
anisotropy or off-diagonal Γ1,Γ
′
1 terms, perhaps arising
due to crystal field splitting.9
From the perspective of ab-initio calculations, all pub-
lished DFT studies find evidence for a large t2  t1, t3, t4
hopping integral, as in section II B. On this basis, it is
generally well accepted that the dominant interaction in
Na2IrO3 is indeed a ferromagnetic K1 < 0 term, with a
subdominant antiferromagnetic J1 > 0 as originally pro-
posed. However, a clear picture of all relevant interac-
tions, and their relationship to zigzag order, is currently
under debate. Katukuri et al.19 employed MRCI (Mul-
tiReference Configuration Interaction) state energies for
Ir dimers, to parameterize a simplified nearest neighbour
(J1,K1,Γ1) model.
19 These authors emphasized a small
anisotropy between the X1,Y1- and Z1-bonds. For the
latter, they suggested J1 = +5.0, K1 = −20.5, Γ1 =
+0.5 meV, in agreement with initial expectations. Two
additional studies have subsequently appeared, employ-
ing numerical 2nd order perturbation theory (N2OPT) in
terms of ab-initio derived hopping and crystal field pa-
rameters. The estimates of Ref. 21 employed a selection
of hopping integrals of Ref. 27 and found the largest near-
est neighbour terms to be J1 = +5.8, K1 = −14.8 meV
consistent with the MRCI results. Beyond nearest neigh-
bours, the authors also suggested the possibility of large
J2 = −4.4, K2 = +7.9 meV terms, a possibility we revisit
here with a more complete treatment. In contrast with
both these studies, a very large |Γ′xy1 + ζ1| term > 8 meV
for the X1,Y1-bonds was found by Yamaji et al.,
26 and
argued to be responsible for the observed zigzag order.
However, this result may suffer from “double-counting”
SOC since both spin-dependent hopping integrals from
relativistic DFT calculations and an on-site λL · S term
are included in the perturbation theory, which may ex-
plain the differences between the computed values of this
work. Moreover, the interactions computed in Ref. 26
predict a ferromagnetic Weiss constant Θiso > 0 in con-
tradiction with experiment. For these reasons, it is of
significant value to reanalyze the magnetic interactions
in Na2IrO3 using nonperturbative methods in order to
establish more accurate estimates of the magnetic ex-
change parameters.
TABLE II. Nearest neighbour magnetic interactions in meV
for Na2IrO3 obtained from various methods employing U =
1.7 eV, JH = 0.3 eV, λ = 0.4 eV. For CFS (Crystal Field
Splitting) = “no”, ∆n = 0. The most accurate method theo-
retically is 6-site ED, highlighted in bold.
Z1-bonds:
Method CFS J1 K1 Γ1 Γ
′
1
exact 2OPT no +3.2 -20.5 +0.4 -0.9
ED (2-site) no +4.2 -23.7 +0.3 -1.0
ED (2-site) full +1.8 -25.5 -0.4 -2.8
ED (6-site) full +1.6 -17.9 -0.1 -1.8
Literature Values
2-site MRCI19 approx. +5.0 -20.5 +0.5 −
N2OPT26 full +4.4 -35.1 -0.4 +1.1
X1,Y1-bonds:
Method CFS Jxy1 K
xy
1 ξ
xy
1 Γ
xy
1 Γ
′xy
1 ζ
xy
1
exact 2OPT no +0.9 -20.9 -0.1 +3.3 -1.7 -0.1
ED(2-site) no +1.7 -24.1 -0.2 +3.0 -2.0 -0.1
ED(2-site) full 0.0 -23.3 +0.1 +2.0 -3.4 +0.1
ED(6-site) full -0.1 -16.2 -0.1 +2.1 -2.3 +0.1
Literature Values
2-site MRCI19 approx. +1.5 -15.2 − +1.2 − −
N2OPT26 full +2.6 -27.9 +0.6 +1.8 -5.8 +2.7
2. Calculations and Discussion
We show, in Table II, a detailed comparison of near-
est neighbour interactions computed at various levels of
theory. The results of the “exact” second order pertur-
bation theory (Ex. 2OPT) for ∆n = 0, described in Sec.
III B, are supplemented by parameters from exact diago-
nalization (ED) of the full Hamiltonian Eq. (2) without
(“no”) and with (“full”) inclusion of crystal field splitting
(Appendix A). We have not included effects of t2g − eg
mixing explicitly; such effects have been estimated to
shift the computed values ∼ 2 meV, and therefore can be
considered a small correction.26,27 Calculations were per-
formed on both 2-site and 6-site “bridge” clusters shown
in Fig. 4(a,b). The bridge cluster allows for estima-
tion of higher order multi-site corrections to the nearest
neighbour terms, and therefore represents the most accu-
rate treatment available. In each case, it is important to
choose clusters that explicitly retain any symmetry rel-
evant to the interactions of interest. At present, larger
cluster sizes are not practical due to the computational
expense of exactly solving the full multi-orbital Hubbard
problem. At all levels of theory, we find a dominant near-
est neighbour Kitaev interaction K1 ∼ −20 meV, with
8(a) (b) (c)
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FIG. 4. Clusters employed in exact diagonalization stud-
ies for the extraction of magnetic parameters: (a) two-site
cluster, (b) “bridge” cluster, and (c) “hexagon” cluster. The
16-site cluster (d) has been used for ED studies of the result-
ing magnetic models.
both Heisenberg coupling J1 and off-diagonal anisotropic
exchange Γ1,Γ
′
1 appearing roughly an order of magni-
tude smaller. In this way, qualitatively accurate results
are already obtained at the level of “exact” second order
perturbation theory with ∆n = 0 for nearest neighbours.
In contrast with the N2OPT calculation of Ref. 26, the
anisotropy between the X1,Y1, and Z1-bonds is found to
be relatively weak, and we do not find a large Γ′xy1 or
ζ1 suggested to explain the observed zig-zag order. In-
stead, all off-diagonal interactions are ∼ 2 meV in all
methods employed. The effects of crystal field splitting
(CFS) ∆n is to shift all interactions by . 2 meV, as can
be seen by comparing the 2-site ED results in the pres-
ence or absence of this term. Consistent with Ref. 26,
the CFS tends to slightly enhance K1, while suppressing
J1, although this effect is relatively mild. Of somewhat
greater importance is the renormalization of the nearest
neighbour terms by multi-site corrections, which can be
seen from comparisons of the 2-site and 6-site results. In-
deed, as discussed above, the jeff = 1/2 holes are rather
delocalized, and higher order corrections captured on the
bridge clusters can be quantitatively relevant.
Second and third neighbour interactions were also esti-
mated from ED calculations on 6-site “hexagon” clusters
shown in Fig. 4(c). Full numerical results are given in
Table III. Contrary to the suggestion of Ref. 21, we find
no evidence for large second neighbour interactions, with
bond-averaged values corresponding to J2 ∼ +0.2 meV,
and K2 ∼ −1.4 meV. These interactions are generally
suppressed due to the interference of the various second
and third order hopping processes in Fig. 3, which were
not considered in Ref. 21. In contrast, the calculated
third neighbour interactions are large, and dominated by
Heisenberg coupling J3 ∼ +6.8 meV, which greatly ex-
ceeds the estimate from N2OPT of +1.3 meV in Ref. 26.
TABLE III. Complete magnetic interactions in meV for
Na2IrO3 obtained by exact diagonalization on six-site bridge
and hexagon clusters employing U = 1.7 eV, JH = 0.3 eV, λ
= 0.4 eV, and full crystal field terms ∆n. The largest terms
are bolded. Site labels for Dij refer to Fig. 1(a).
Bond Jn Kn ξn Γn Γ
′
n ζn
X1, Y1 -0.1 -16.2 +0.1 +2.1 -2.3 -0.1
Z1 +1.6 -17.9 − -0.1 -1.8 −
X2, Y2 +0.2 -1.6 -0.1 +0.9 0.0 0.0
Z2 +0.1 -1.2 − +0.6 -0.3 −
X3,Y3 +6.7 0.0 0.0 -0.1 0.0 -0.1
Z3 +6.8 +0.3 − -0.2 -0.1 −
Bond Sites (i, j) Dij
X2 (1, 3) , (4, 6) (-0.1, -0.5, -0.5)
Y2 (5, 1) , (2, 4) (-0.5, -0.1, -0.5)
Z2 (6, 2) , (3, 5) (-0.2, -0.2, -0.1)
The enhancement of this term in ED calculations results
from the inclusion of all higher order contributions that
are neglected at second order. Finally, we find no four-
spin or six-spin ring-exchange terms exceeding 0.1 meV.
3. Minimal Model and Comparison to Experiment
On the basis of the above calculations, we there-
fore suggest that the minimal model for zigzag order in
Na2IrO3 is a K1-J3 model:
H =
∑
1st nn
(
J1Si · Sj +K1Sγi Sγj
)
+
∑
3rd nn
J3Si · Sj (36)
with J1 ∼ 0, J3 > 0, K1 < 0, and |J3/K1| ∼ 0.4.
We show, in Fig. 5, the phase diagram of this model
obtained by exact diagonalization on the 16 site clus-
ter shown in Fig. 4(d); phase boundaries were identi-
fied from extrema of ∂2E/(∂Jn)
2, where E is the ground
state energy. As can be seen, robust collinear zigzag or-
der emerges naturally at large J3/J1, as a means of sat-
isfying all third neighbour interactions.19,24 In the limit
|K1|  |J1|, the zigzag ground state can be expected
even for J3 much smaller than that computed in this
work, suggesting this result should be robust even for
different choices of model parameters JH , U, λ. In the
real material, the further details of the bond anisotropies
and off-diagonal anisotropic interactions determine the
specific ordering wave vector q and ordered moment di-
rection n. For the computed interactions, the classical
energy is minimized for q||Z1-bond (the crystallographic
b-axis), while the Γxy1 term for the X1 and Y1 bonds en-
sures that n is oriented at 45◦ between the cubic x and y
axes, as observed in experiment.43 The small Γ′1 < 0 may
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FIG. 5. (a) Phase diagram for the minimal model of Eq.
(36) obtained by ED on 16-site cluster in the parameter re-
gion relevant to the Na2IrO3; SL = Kitaev Spin Liquid. The
white dashed lines indicate classical phase boundaries. (b,c)
Predicted zigzag ground state and orientation of the ordered
moments for Na2IrO3, viewed (b) along the cubic [111] di-
rection, and (c) the cubic [1¯10] direction. The moments are
found to be ⊥ b-axis, nearly directly along the xˆ+ yˆ direction.
also stabilize the zigzag state.18 The absence of significant
bond-anisotropy (i.e. Kz1 ≈ Kxy1 ) is consistent with the
observation of near C3 symmetry of the observed mag-
netic fluctuations above TN .
43 We may further estimate
the Weiss constant given a particular orientation of the
magnetic field hˆ(θ, φ) via:
Θ(θ, φ) = − S(S + 1)
3kb
∑
j
hˆ · Jij · hˆ (37)
where the summation is over all bonds connected to a
given site i. We approximate the isotropic Weiss constant
as the average value:
Θiso ∼
∫
Θ(θ, φ) sin θ dθ dφ (38)
∼ − 1
4kb
(3J1 + 6J2 + 3J3 +K1 + 2K2) (39)
which is independent of all off-diagonal Γ1,Γ
′
1 terms. For
the interactions computed in this work, we find Θiso < 0,
and Θb < Θa < Θc∗ , (i.e. χab < χc∗), consistent
with experiment.9 Indeed, if it is assumed that Na2IrO3
is relatively close to the ferromagnetic Kitaev limit at
the nearest neighbour level, then the antiferromagnetic
Θiso ∼ −116 K can only be explained by additional
long-range antiferromagnetic coupling such as J3. Simi-
lar conclusions were reached via analysis of χ in Ref. 24.
We leave for future work a full comparison between the
computed interactions and the inelastic neutron scatter-
ing results of Ref. 13. Given that the interactions in
Na2IrO3 are strongly frustrated at the nearest neighbour
level by the large Kitaev terms, it is not clear that linear
spin-wave theory provides an accurate description of the
excitation spectrum, as discussed in Ref. 46.
B. α-RuCl3
1. Introduction
As with Na2IrO3, the honeycomb trihalide α-RuCl3
displays zigzag order below TN ∼ 7−14 K.14,47 However,
observation of a ferromagnetic Weiss constant Θiso ∼
+40 K, and a reversed susceptibility anisotropy, (i.e.
χab > χc) suggest a different character to the mag-
netic interactions.48,49 Very early structural studies in-
dicated a highly symmetric P3112 space group,
50 with
nearly isotropic edge-sharing RuCl6 octahedra, implying
relatively weak crystal field splitting. It was thus ar-
gued that Kitaev physics may be realized in the lighter
4d5 ruthenium, despite weaker SOC (λRu ∼ 0.15 eV).32
The case for large and frustrated anisotropic interactions
was strengthened by analysis of neutron scattering data,
which was fit by K1 ∼ +7 meV, and J1 ∼ −4 meV.35
However, early concerns51 over the correct identification
of the space group were recently raised again;47,52,53 in
the α-RuCl3 structure, the weak interactions between
hexagonal layers result in significant structural defects,
which complicates structural solution. Recent detailed
studies found instead monoclinic C2/m packing analo-
gous to A2IrO3 for a single crystals shown to exhibit sin-
gle transitions to zigzag order.14,47 These results are in
contrast with previous samples exhibiting multiple mag-
netic transitions,52 which may be induced by physical
distortion of the samples.47 Not surprisingly, the revised
C2/m crystal structures have significantly enhanced dis-
tortion of the RuCl6 octahedra when compared with the
assumed P3112 structure, prompting a reanalysis of the
magnetic interactions.
The first study on the magnetic interactions in α-
RuCl3 was performed on the P3112 structure, and em-
ployed the projective expressions of Ref. 17, together
with hopping integrals from DFT.32 The authors sug-
gested J1 ∼ −12, K1 ∼ +17, and Γ1 ∼ +12 meV,
correctly placing the material in a region expected to
display zigzag order, and emphasized the importance of
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TABLE IV. Complete magnetic interactions in meV for the
C2/m structure of α-RuCl3 from Ref. 14 obtained by exact
diagonalization on six-site bridge and hexagon clusters em-
ploying U = 3.0, JH = 0.6, λ = 0.15 eV, and full crystal field
terms ∆n. The largest terms are bolded. Site labels for Dij
refer to Fig. 1(a).
Bond Jn Kn ξn Γn Γ
′
n ζn
X1, Y1 -1.4 -7.5 +0.2 +5.9 -0.8 +0.2
Z1 -2.2 -5.0 − +8.0 -1.0 −
X2, Y2 -0.1 -0.6 +0.1 +0.6 +0.6 +0.1
Z2 +0.1 -0.9 − +0.6 +0.3 −
X3,Y3 +3.0 -0.1 0.0 -0.1 -0.1 -0.1
Z3 +2.4 +0.3 − -0.1 -0.1 −
Bond Sites (i, j) Dij
X2 (1, 3) , (4, 6) (-0.3, -0.5, -0.5)
Y2 (5, 1) , (2, 4) (-0.5, -0.3, -0.5)
Z2 (6, 2) , (3, 5) (-0.4, -0.4, -0.1)
t2g − eg mixing, which enhances the K > 0 and J < 0.54
It is worth noting, however, that the latter conclusion
was reached after neglecting Coulomb repulsion between
the t2g and eg orbitals, and therefore deserves reevalua-
tion. Subsequent analysis was also performed on theoret-
ical C2/m structures for α-RuCl3 obtained by relaxation
within DFT.53 This analysis found instead ferromagnetic
Kitaev coupling K1 < 0, placing emphasis on the struc-
tural dependence of such interactions. In this section,
we provide a detailed reanalysis of the magnetic interac-
tions for the original P3112 and new experimental C2/m
structure of Ref. 14 in order to address the possible vari-
ations to the in-plane interactions that might occur due
to structural distortions.
2. Calculations and Discussion
We show in Table IV the nearest neighbour interac-
tions extracted from calculations on 6-site bridge clus-
ters for the C2/m structure. In order to avoid discussion
of the local symmetry-allowed interactions for the P3112
structure, we present only the bond-averaged values com-
puted on the six-site bridge clusters: (J1,K1,Γ1,Γ
′
1)
= (-5.5, +7.6, +8.4, +0.2) meV, respectively. In con-
trast, the C2/m structure displays a somewhat smaller
Heisenberg coupling, and a ferromagnetic Kitaev term:
(J1,K1,Γ1,Γ
′
1) = (-1.7, -6.7, +6.6, -0.9) meV, respec-
tively. For both structures, we find a ferromagnetic
Heisenberg coupling J1 < 0, and a dominant Γ1 > 0
interaction, which results from the large metal-metal
hopping t1, t3, consistent with the previous studies.
32,53
We also note a somewhat significant bond-anisotropy for
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FIG. 6. (a) Phase diagram of the minimal model of Eq. (40)
obtained by ED on 16-site cluster in the parameter region
relevant to the C2/m structure of α-RuCl3; F = bulk ferro-
magnetic order. The white dashed line indicates the classical
phase boundary. (b,c) Predicted zigzag ground state and ori-
entation of the ordered moments for the C2/m structure of
α-RuCl3, viewed (b) along the cubic [111] direction, and (c)
the cubic [1¯10] direction. The moments are found to be ⊥ b-
axis, nearly directly along the xˆ+ yˆ direction, but tilted 106◦
from the cubic z-axis.
the C2/m structure of Ref. 14, with Kxy1 < K
z
1 and
Γxy1 < Γ
z
1, which results primarily from anisotropy in the
t3, t
′
3 hopping integrals. As with Na2IrO3, we find no
large second neighbour interactions, with all terms < 1
meV. However, both the P3112 and C2/m structures of
α-RuCl3 display significant third neighbour Heisenberg
coupling arising from high-order processes: J3 ∼ 2.3 meV
for P3112 and J3 ∼ 2.7 meV for C2/m structures. These
values are a full order of magnitude larger than previ-
ous 2OPT estimates.32 We note that consideration of the
C2/m structure of Ref. 47 suggests a somewhat reduced
bond-anisotropy, but no significant modification of the
computed interactions of Table IV.
3. Minimal Model and Comparison to Experiment
On the basis of the computed interactions, we identify
the relevant terms as: (J1,K1,Γ1, J3), with bond aver-
aged values (−1.7,−6.7,+6.6,+2.7) meV. This finding
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implies a minimal model with Γ1 = −K1:
H =
∑
1st nn
J1 Si · Sj +K1(Sγi Sγj − Sαi Sβj − Sβi Sαj )
+
∑
3rd nn
J3 Si · Sj (40)
where {α, β, γ} = {x, y, z} for the Z1 bond, for example.
This Hamiltonian can be brought into a more convenient
form via a 45◦ rotation around each local γ axis to yield:
H =
∑
1st nn
A1Si · Sj +B1Sδi Sδj +
∑
3rd nn
J3Si · Sj (41)
where A1 = J1 + K1 ∼ −8.4 meV, B1 = −2K1 ∼ +13.4
meV, with A1/B1 ∼ −0.63, and the δˆ-axis is a bond-
dependent direction given by:
δˆ =

1√
2
(0, 1, 1) X1 bond
1√
2
(1, 0, 1) Y1 bond
1√
2
(1, 1, 0) Z1 bond
(42)
That is, for each bond, δˆ is parallel to a vector join-
ing the two bridging Cl atoms. It is worth noting that,
while the anisotropic terms in Eq. (41) take a Kitaev-like
form, the δˆ-axes are not orthogonal to one another, but
rather intersect at an angle of 60◦, significantly reduc-
ing frustration. Nonetheless, at the classical level, this
model permits the same ground states as the conventional
Heisenberg-Kitaev model with (J1 < 0,K1 > 0, J3 > 0):
bulk ferromagnetism is found for (A1+3J3)/B1 . −0.64,
while zigzag order appears for (A1 + 3J3)/B1 & −0.64.
We show, in Fig. 6(a), the phase diagram of this model
obtained by exact diagonalization on the 16 site clus-
ter shown in Fig. 4(d). As with Na2IrO3, the observed
zigzag order in α-RuCl3 is uniquely selected by the large
J3 > 0 coupling. Given this, the zigzag state is ex-
pected to be stable against even large structural distor-
tions, but variations in TN likely arise from a modula-
tion of both the interplane and intraplane interactions.
The effects of the mild bond-anisotropy on the ordered
state are unclear, but deserve further study. Employ-
ing all computed interactions for the C2/m structure of
Ref. 14, we find for the collinear zigzag state that the
classical energy is minimized for an ordering wave vec-
tor q||Z1 bond, although the states with q||X1,Y1 bonds
are not significantly different in energy. For q||Z1, the
moments are oriented close to the cubic (110) direction,
but inclined 106◦ degrees from the cubic z-axis. The
moments are thus predicted to make an angle of ∼ 30◦
with the ab-plane, which is consistent with the predic-
tions of Ref. 22 for significant |Γ1/(K1 + Γ′1)|. For the
computed interactions, we correctly find a ferromagnetic
Θiso ∼ −(3A1 + B1 + 3J3)/4kb > 0, which results from
the J1,K1 < 0. We further find Θc∗ < 0 and Θa,Θb > 0,
in agreement with experiment.48,49
C. α-Li2IrO3
1. Introduction
The final material addressed in this work is the α-
phase of Li2IrO3, which is considered to be isostruc-
tural to the Na analogue, and similarly exhibits mag-
netic order below TN = 15 K.
8 However, evidence for
a different character of this order can be seen in the
strong suppression of TN upon Na→Li substitution of
Na2IrO3.
38,55 Indeed, initial powder neutron experiments
on α-Li2IrO3 suggested an incommensurate phase with
a q-vector in the first Brillouin zone,56 prompting sev-
eral theoretical proposals for the origin of such order
on the basis of simplified models. Very recently, the
availability of single crystals allowed for detailed X-ray
and neutron studies, which reveal a complex counter-
rotating spiral phase with q||a∗, and |q| = q ∼ 0.32,57
similar to states observed in the 3D hyperhonecomb β-
and stripyhoneycomb γ− phases of Li2IrO3.15,16 Regard-
ing α-Li2IrO3, intuition gained from studies of the pure
Heisenberg (J1, J2) model led the authors of Ref. 25 to
suggest the importance of second neighbour interactions.
Indeed, spiral phases are found in the (J1,K1, J2,K2)
model,21,25,58 which are presumably connected to sim-
ilar states in the pure Heisenberg (J1, J2) case. Evi-
dence for significant long-range interactions for α-Li2IrO3
had been argued for based on analysis of the magnetic
susceptibility,24 and nonmagnetic doping studies.59 Al-
ternatively, incommensurate order has also been shown
to emerge in pure nearest neighbour (J1,K1,Γ1,Γ
′
1) mod-
els provided Γ1,Γ
′
1 are large.
17,18 Along this line, the au-
thors of Ref. 22 suggested that an appropriate starting
point may be K1 ∼ −Γ1 ∼ −10 meV, and J1 ∼ Γ′1 ∼ 0.
Finally, a third scenario was formulated in Ref. 23, where
the effects of bond-anisotropy were considered for a near-
est neighbour model. The authors introduced a dipolar
coupling Ic < 0 for the Z1 bonds only, equivalent to the
choice: Jxy1 = J , and K
xy
1 = K for X1 and Y1 bonds,
and: Jz1 = J + Ic/2, K
z
1 = K − Ic/2, Γz1 = −Ic/2 for Z1
bonds. They further suggested an example parameter
set consistent with experiment: (Jz1 ,K
z
1 ,Γ
z
1, J
xy
1 ,K
xy
1 )
∼ (−2,−10,+2,+1,−12) meV. Given this significant
range of proposals, insight from ab-initio methods is vi-
tal. However, a significant challenge for ab-initio mod-
elling of α-Li2IrO3 arises from uncertainty in the crys-
tal structure, which has only been reported from pow-
der X-ray analysis due to the unavailability, until re-
cently, of highly ordered single crystal samples.37 As
pointed out in section II B, this structure exhibits signif-
icant anisotropy in the hopping integrals comparing dif-
ferent bonds. The only reported ab-initio study to date
extracted nearest neighbour magnetic interactions from
MRCI state energies on 2-site clusters starting from this
experimental structure.20 The results reflected the signifi-
cant bond-anisotropy, with Z1 bonds displaying large fer-
romagnetic Heisenberg coupling: (Jz1 ,K
z
1 ) = (−19,−6)
meV, while the X1 and Y1 bonds were dominated by a
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TABLE V. Complete magnetic interactions in meV for α-
Li2IrO3 obtained by exact diagonalization on six-site bridge
and hexagon clusters employing U = 1.7 eV, JH = 0.3 eV, λ
= 0.4 eV, and full crystal field terms ∆n. The largest terms
are bolded. Site labels for Dij refer to Fig. 1(a).
Experimental Structure
Bond Jn Kn ξn Γn Γ
′
n ζn
X1, Y1 -1.0 -13.0 -0.1 +6.6 -0.4 +0.6
Z1 -4.6 -4.2 − +11.6 -4.3 −
X2, Y2 +0.9 -2.9 +1.3 +3.0 +1.3 +0.4
Z2 -0.9 +0.1 − +1.5 -1.6 −
X3,Y3 +4.7 -0.2 -0.1 0.0 0.0 -0.1
Z3 +4.4 +0.4 − -0.1 -0.1 −
Bond Sites (i, j) Dij
X2 (1, 3) , (4, 6) (-1.5, -3.2, -2.3)
Y2 (5, 1) , (2, 4) (-3.2, -1.5, -2.3)
Z2 (6, 2) , (3, 5) (-0.2, -0.2, 0.0)
Relaxed Structure
Bond Jn Kn ξn Γn Γ
′
n ζn
X1, Y1 -2.5 -9.8 0.0 +8.7 -0.8 +0.1
Z1 -3.1 -6.3 − +9.4 -0.1 −
X2, Y2 +0.5 -3.8 +1.0 +3.4 +0.5 +0.1
Z2 +0.2 -3.6 − +3.3 -0.6 −
X3,Y3 +6.0 -0.1 -0.1 0.0 -0.1 -0.1
Z3 +5.9 +0.2 − -0.1 -0.1 −
Bond Sites (i, j) Dij
X2 (1, 3) , (4, 6) (-0.3, -1.9, -1.4)
Y2 (5, 1) , (2, 4) (-1.9, -0.3, -1.4)
Z2 (6, 2) , (3, 5) (-1.2, -1.2, +0.1)
ferromagnetic Kitaev exchange: (Jxy1 ,K
xy
1 ) = (+1,−12)
meV. Given these interactions, the authors suggested
that spiral phases could emerge if supplemented by a
large J2. However, such states are inconsistent with
the observed order.57 More detailed studies are currently
lacking. Given that the degree of bond-anisotropy in
the real material may be less than the published pow-
der X-ray structure, we have also considered an alterna-
tive theoretical structure obtained by relaxation of the
experimental atomic positions within DFT.38
2. Calculations and Discussion
Nearest neighbour interactions computed on 6-site
bridge clusters are shown in Table V for both the
experimental37 and relaxed38 structures. In both cases,
we find ferromagnetic Heisenberg and Kitaev nearest
neighbour interactions (Jz1 , J
xy
1 ,K
z
1 ,K
xy
1 < 0), with sig-
nificant bond-anisotropy appearing for the experimental
structure, consistent with the results of Ref. 20. The de-
tails of the bond-anisotropy (i.e. Kz1 > K
xy
1 , J
z
1 < J
xy
1 ,
and Γz1 > Γ
xy
1 ) are consistent with the effects of the
dipolar coupling model introduced in Ref. 23, although
the latter model is considerably simplified compared to
the computed interactions. As might be expected from
the significant direct hopping t3 (section II B), we find
large off-diagonal Γz1,Γ
xy
1 terms, similar to the case of α-
RuCl3. The large computed t4 = −124.5 meV for the
experimental structure also leads to Γ′z1 = −4.3 meV
along the Z1 bond only. Both the experimental and
relaxed structures display similar bond-average values
J1 ∼ −3,K1 ∼ −8,Γ1 ∼ +9 meV, while the latter struc-
ture has reduced bond-anisotropy, as might be expected.
These average values are consistent with the predictions
of Ref. 22, and suggest that α-Li2IrO3 is far away from
the Kitaev limit at the nearest neighbour level, contrary
to initial suggestions.8
Second and third neighbour interactions for α-Li2IrO3
were estimated from ED calculations on 6-site hexagon
clusters, as shown in Table V. Unlike Na2IrO3 and α-
RuCl3, we find large second neighbour interactions. For
the experimental structure, these interactions are partic-
ularly strong along the X2 and Y2 bonds, for which we
estimate a large Dzyaloshinskii-Moriya term |Dxy2 | > 4
meV that has not been previously considered in the lit-
erature. It can be shown that this term does not arise at
O(t2), as all second order contributions rely on intraor-
bital (i.e. dxy → dxy) second neighbour hopping, which
is very small in all honeycomb materials (see Appendices
B,C). Instead, the DM-term is due to third-order pro-
cesses ∝ t4t2, and can be expected in any material with
significant t4. We also note that the Γ
X
2 tensor can-
not be decomposed into pure second neighbour (J2,K2)
form that has been considered previously,21,25 but rather
contains significant off-diagonal terms. This observation
calls into question the applicability of previous theoret-
ical studies of simplified models. For the relaxed struc-
ture, we also find large second neighbour terms, but both
the off-diagonal Γ′2 and DM terms are reduced compared
with the experimental structure. Finally, for both the
experimental and relaxed structures, we find large third
neighbour Heisenberg coupling of J3 = +4.6 and +5.9
meV, respectively.
3. Minimal Model and Comparison to Experiment
Given the structural uncertainty and indication of
many relevant interactions, discussion of all details of
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FIG. 7. Classical phase diagrams for model eq’n (43) for
α-Li2IrO3 with increasingly realistic interactions. IC = in-
commensurate spiral order. (a) Including only first and third
neighbour interactions; A2 = B2 = D = 0, and B1 = +2,
i.e. K1 = −Γ1 = −1. (b) With D = 0, and with the
ratio of other interactions set to reproduce the experimen-
tal q and Aa/Ac∗ ; (B1 = +2, B2/B1 = 0.3, A2/B2 = 0.5).
(c) With D = 0.15, and with the ratio of other interactions
set to reproduce the experimental q and Aa/Ac∗ ; (B1 = +2,
B2/B1 = 0.2, A2/B2 = 0.5).
the spiral order in α-Li2IrO3 remains challenging. While
previous works considering only nearest neighbour terms
have argued for the importance of bond-anisotropy,23
the results of the previous section imply that long-
range second and third neighbour couplings may also
play a significant role. Our approach for discussing
the effects of such further neighbour terms is there-
fore to first consider phases that might emerge from a
bond-averaged model in the vicinity of the computed
parameters. On the basis of the above calculations,
we therefore suggest that an appropriate starting point
for α-Li2IrO3 may be (J1,K1,Γ1,K2,Γ2, |D2|, J3) =
(−3,−8,+9,−4,+3,+3,+6) meV, strongly emphasizing
the importance of long-range interactions. The finding
that K1 ≈ −Γ1 and K2 ≈ −Γ2 suggests a minimal model
similar to that of α-RuCl3:
H =
∑
1st nn
A1Si · Sj +B1Sδi Sδj +
∑
3rd nn
J3Si · Sj (43)
+
∑
2nd nn
A2Si · Sj +B2Sδi Sδj + Dij · Si × Sj
For simplicity, we consider a second neighbour DM-
interaction of C3 symmetry: DX2 = (0,−D,−D), DY2 =
(a) (b)
(c)
FIG. 8. (a) Orientation of computed second neighbour DM
vectors for the relaxed structure of α-Li2IrO3, with sense of
each interaction indicated by dashed arrows. (b) Network
of interactions in the full lattice. Within a given sublattice,
the DM vectors are uniform, and will therefore tend to pro-
mote incommensurate states. (c) Classical ground state of
the minimal model of eq’n (43) with (A1, B1, A2, B2, J3) ∼
(-10.7, +24, -3.3,+7.0,+3.6) consistent with the experimental
structure of Ref. 57.
(−D, 0,−D), and DZ2 = (−D,−D, 0), which is inspired
by the results for the relaxed structure. Our starting
point for discussion is therefore (A1, B1, A2, B2, D, J3) ∼
(-11, +16, -3, +7, +1.5, +6) meV. In this model, we ex-
pect that the incommensurate magnetic order is primar-
ily selected by the long-range interactions, as the nearest
neighbour interactions are close to the degenerate point
between zigzag and bulk ferromagnetic order. Following
Ref. 57, the magnetic configuration can be written in
terms of the two-site basis shown in Fig. 8(c).:
S1(r) =
∑
k
(Fk + Ak)e
−ik·r (44)
S2(r) =
∑
k
(Fk −Ak)e−ik·r (45)
We assume that a particular order is described by
nonzero Fourier components at a single q vector Fq =
F∗−q, Aq = A
∗
−q. The cartesian components of such
order parameters are written in the crystallographic
(aˆ, bˆ, cˆ∗) coordinates. For large A1 < 0, B1 > 0, the clas-
sical ground state of model (43) is bulk ferromagnetic or-
der defined by q = 0, Fq = (Fa, Fb, 0), i.e. the moment is
confined to the ab-plane. For large J3 > 0 the zigzag state
is preferred; for zigzag chains running along a, the or-
14
dered moment is confined to the ac∗-plane, as in Na2IrO3
and α-RuCl3. In this case, the propagation vector within
the plane is q = (0.5, 0) with respect to the coordinates
(2piaˆ/a, 2pibˆ/b) and Aq = (Aa, 0, Ac∗). Conventional
Neel order is defined by q = 0 and Aq = (0, 0, Ac∗).
For the initial set of parameters, the classical ground
state of model (43) is zigzag, as a result of the large
J3. However, there exists a nearby counterrotating in-
commensurate state for finite A2, B2 with q = (q, 0)
within the ab-plane that appears at intermediate J3, as
shown in Fig. 7(b). This coplanar spiral phase has the
same components as the experimental order parameter
Fq = (0, Fb, 0),Aq = (−iAa, 0,−iAc∗),57 and is adiabat-
ically connected to the incommensurate states identified
in the pure nearest neighbour (J1,K1,Γ1) model.
17 It
emerges naturally as an energetic compromise between
the nearby ferromagnetic, Neel, and zigzag states. The
ordering vector q and ratio of Aa/Ac∗ are determined by
B1, A2, B2, and D, while A1 and J3 control only the rela-
tive energies of the neighbouring states. The experimen-
tal values qexp = 0.32 and Aa/Ac∗ = 0.16 are obtained
for modest second neighbour interactions:
B2
B1
∼ 0.3− 1.3 D
B1
,
A2
B1
∼ −0.14 + 0.5 D
B1
(46)
For D = 0, for example, this corresponds to B2 >
0, A2 < 0, and B2/B1 = 0.3 and A2/B2 = 0.5, in es-
sential agreement with the computed bond-averaged val-
ues. We show in Fig. 8(c), the classical ground state
for D = 0 and typical interactions satisfying these crite-
ria: (A1, B1, A2, B2, J3) ∼ (−10.7,+24,−3.3,+7.0,+3.6)
meV. These values differ from the bond-averaged val-
ues of the relaxed structure only by an enhanced K1 =
−Γ1 = −B1/2 ∼ −12 meV and somewhat reduced J3.
The possible effects of the second-neighbour DM terms
also deserve serious consideration, as these terms cer-
tainly stabilize spiral order. Even a small magnitude
D/K1 ∼ 0.15, is sufficient to significantly enhance the
stability region of the incommensurate phase, as shown
in Fig. 7(c). This result can be understood as follows:
the honeycomb lattice in C2/m symmetry is bipartite,
with sublattices S1 and S2 related by inversion. Second
neighbour interactions always couple sites belonging to
the same sublattice. All such sites within a sublattice
are related by translation, implying the D2 vectors of a
given bond-type are uniform within a given sublattice, as
shown in Fig. 8(a,b). For this reason, the DM-interaction
uniquely promotes spiral states of opposite chirality (i.e.
counter rotating) on each sublattice. For the sign and
orientation of the computed D2 vectors, the experimen-
tal (−iAa, Fb,−iAc∗) state is stabilized. An example
parameter set consistent with the experimental mag-
netic structure for D 6= 0 is: (A1, B1, A2, B2, D, J3) ∼
(−8.9,+20,−2.0,+3.9,+1.5,+3.0) meV. We note that
these last suggested interactions correctly reproduce the
enhancement of ferromagnetic terms in α-Li2IrO3 com-
pared with Na2IrO3, although a predicted ferromagnetic
Θiso > 0 may be incompatible with the experimental ob-
servation of Θiso ∼ −33 K.8 Further refinement of the
crystal structure would allow for reevaluation of this re-
sult. We also predict a ferromagnetic Θb & Θa > 0, and
antiferromagnetic Θc∗ < 0 for α-Li2IrO3, which suggest
an opposite anisotropy in χ as observed in Na2IrO3. This
result could be confirmed in future single-crystal studies.
Taken together, these results emphasize that the pres-
ence of modest long-range K2,Γ2,D2 interactions is suffi-
cient to obtain the experimental state of α-Li2IrO3 with-
out needing additional bond-anisotropy. However, it is
important to emphasize that the computed interactions
for the reported experimental structure of α-Li2IrO3 also
suggest that a bond dependence of the interactions at
least on the scale suggested in Ref. 23 is very reason-
able. Given the potentially large number of symmetry
inequivalent magnetic interactions in these materials, it
is difficult to discuss the specific details of all long-range
and bond-anisotropic terms, and it should be recognized
that all such interactions can be relevant in the real ma-
terials. In a broader context, the results of this section
suggest that long-range interactions may also play a sig-
nificant role in stabilizing the incommensurate order in
the 3D β- and γ-Li2IrO3.
15,16
V. DISCUSSION: REALIZATION OF THE SPIN
LIQUID IN REAL MATERIALS
In this section, we consider the challenges for design-
ing real materials in the Kitaev spin-liquid phase. It is
expected, based on the computed phase diagrams in this
and previous works, that the spin-liquid occupies a very
small region of parameter space, complicating the search
for real materials exhibiting this phase. For example, for
the pure Kitaev-Heisenberg J1 > 0,K1 < 0 model, the
spin-liquid is thought to require α = K1/(K1 − 2J1) &
0.7−0.8 for a variety of lattices.60,61 The effects of further
neighbour Heisenberg coupling are mixed; while generic
J2, J3 tend to lift the classical degeneracy and promote
order, long-range terms that frustrate the classical order
may also open extended spin-liquid regions adiabatically
connected to the Kitaev state.8,19,20 This effect is seen in
Fig. 5. However, when interactions are unfrustrated, we
generally expect order to appear unless |J3/K1| . 0.1.
Similarly, off-diagonal interactions Γ1,Γ
′
1 are generally
detrimental to the spin-liquid, with results of exact diag-
onalization suggesting e.g. Γ1/K1 . 0.1 is required.17,18
For the purpose of discussion, we assume these rough
boundaries to be accurate, and consider how they might
be met in real materials. We approximate the hopping
integrals via Slater-Koster parameters62 for direct metal-
metal or metal-ligand hopping through various symmetry
channels (i.e. tddσ, tddpi, tpdpi), as per Ref. 17.
63 Given the
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FIG. 9. Geometry of nearest neighbour hopping integrals (a)
t2, (b) t1, and (c) t3 for the Z1 bond, showing ligand mediated
and direct hopping processes. These can be decomposed in
terms of Slater-Koster hopping integrals tddpi, tddσ, tpdpi, tpdσ
(top) as a function of metal-ligand-metal bond angle φ, as in
eqn’s (47)-(49).
additional approximations tddδ = t4 = 0, we have:
t1 ∼ 1
2
tddpi +
t2pdpi
∆pd
cosφ (47)
t2 ∼ − 1
2
tddpi +
t2pdpi
∆pd
(48)
t3 ∼ 3
4
tddσ +
(tpdpi −
√
3tpdσ)
2
8∆pd
cos 3φ (49)
+
(
√
3tpdpi + 9tpdσ)(
√
3tpdpi + tpdσ)
8∆pd
cosφ
where φ is the metal-ligand-metal bond angle, and ∆pd
gives the charge transfer energy between the t2g orbitals
and bridging chalcogen or halogen p-orbitals. For the
A2IrO3 materials, values consistent with the computed
hopping integrals are obtained for:
tddpi ∼ 0.25f(φ) eV , tddσ ∼ −0.4f(φ) eV (50)
t2pdpi
∆pd
∼ 0.4 eV , t
2
pdσ
∆pd
∼ 0.5 eV (51)
where f(φ) is an approximate exponential damping factor
(Fig. 10(a)) intended to capture the suppression of direct
metal-metal hopping with increasing Ir-Ir bond distance.
Here we have assumed that the Ir-O distances are con-
stant, and that the px, py and pz orbitals of the oxygen
ligands are roughly degenerate. For φ = 90◦, ligand me-
diated hopping contributes only to t2, while t1, t3 are
dominated by direct metal-metal hopping. For φ > 90◦,
the distortion allows ligand-mediated contributions to t1
and t3, which drives both terms to nearly zero around
φ ∼ 100◦, as shown in Fig. 10(a). We now discuss the
consequences for the magnetic interactions.
1. Heisenberg coupling: We recall that, at O(t2), for
∆n = 0, the exact nearest neighbour interactions depend
on constants A,B(U, JH, λ). The values of these con-
stants were estimated above for real materials; for 5d Ir4+
ions A5d ∼ 0.9 eV−1,B5d ∼ 0.04 eV−1 while for 4d Ru3+
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FIG. 10. (a) Schematic dependence of hopping integrals
t1−3 for A2IrO3 and empirical damping factor f(φ) < 1 (grey
line) on metal-ligand-metal bond angle φ; t4 is assumed to be
zero. (b) Resulting magnetic interactions obtained using the
“Exact” 2OPT expressions of section III B. The red shaded
region indicates the area where |J1/K1| < 0.1, while the blue
region denotes |Γ1/K1| < 0.1. For α-Li2IrO3, φ ∼ 95◦, while
Na2IrO3 falls nearly in ideal region φ ∼ 100◦.
ions (as in α-RuCl3), A4d ∼ 0.6 eV−1,B4d ∼ 0.05 eV−1.
Taken together, these values suggest that the charge gap
(∼ A−1) and natural scale for the magnetic interactions
are not strongly dependent on the choice of 4d5 or 5d5
ion. The finding A  B which implies an arbitrary set
of hopping terms would give J1 > 0 and J1  K1,Γ1,Γ′1
far away from the Kitaev limit. Indeed, the natural en-
ergy scale for the isotropic exchange is much greater than
the anisotropic terms,7 so suppression of J1 should gener-
ally require fine tuning of the hopping integrals t1, t3, t4.
However, the finding |J1| < |K1| in all materials stud-
ied in this work suggests that the suppression of J1 is
relatively robust in real systems. This is due to the
typical relationship between hopping integrals t1 and t3,
which ensure that A(2t1 + t3) ∼ 0 over a large region of
φ. For this reason, the suggested α & 0.8 requirement
for the spin liquid is actually satisfied for a wide region
95◦ . φ . 100◦, as indicated by the red shaded region of
Fig. 10(b). The main synthetic challenge for approach-
ing the Kitaev limit is therefore controlling other terms
in the Hamiltonian such as the off-diagonal Γ1,Γ
′
1 and
longer-range interactions.
2. Off-diagonal terms Γ1, Γ
′
1: Inspection of Eq.
(25)−(28) reveals that t2  t1, t3, t4 is the only limit
where the pure Kitaev model is realized at O(t2). This
is true because all anisotropic terms scale with the same
constant ∝ B, so that large off-diagonal terms always ap-
pear at the same order as K1 for finite t1, t3, t4. Given the
above approximations, we find only a narrow region near
φ ∼ 100◦ where |Γ1/K1| < 0.1, implying a significantly
more severe restriction on t1, t3 than the suppression of
J1. Surprisingly, Na2IrO3 appears to be very close to this
ideal region as a direct result of trigonal distortion. For
this reason, distortions are initially helpful for realizing
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the spin-liquid, contrary to initial assumptions. However,
large distortions also imply large off-diagonal hopping t4
and crystal field splitting ∆n, which have not been con-
sidered here. These provide alternative contributions to
Γ1,Γ
′
1.
18,22,54 Finding an optimal balance between these
effects is clearly required for stabilizing the spin-liquid.
It may be possible, in principle, to shift or enhance the
stability region of the spin-liquid through expansion of
the lattice, in order to decrease the overall scale of direct
metal-metal hopping and therefore t1, t3. In theory, this
may be accomplished in thin-films or heterostructures of
2D honeycomb layers with a suitable substrate, but it
is important not to introduce other symmetry-lowering
distortions or surface potentials. For φ 6= 90◦, ligand me-
diated hopping contributes to both t2 and t1, t3, so that
large distortions ∆φ > 10◦ are unfavourable in combina-
tion with lattice expansion. That is, the ideal region is
shifted toward φ = 90◦ as direct metal-metal hopping is
decreased. An alternative strategy for decreasing |t1/t2|
in the bulk could be the incorporation of heavier ligands
such as S or Se in place of O or Br and I in place of
Cl. This should suppress tddσ and tddpi by elongating the
metal-metal distances, while enhancing t2 via increased
covalency (i.e. smaller ∆pd). The obvious challenge is to
find insulating materials with the correct lattice geom-
etry and metal valency. To the best of our knowledge,
there are no edge-sharing honeycomb d5 materials incor-
porating heavy Br, I, S or Se ligands so far reported. The
natural downside of incorporating heavier ligands is that
the enhancement of t2/U and long-range hopping may
also result in stronger long-range interactions, or even an
itinerant state.
3. Long-range interactions: For the d5 spin-orbit as-
sisted Mott insulators on edge-sharing lattices, suppres-
sion of long-range interactions is complicated by two ef-
fects. The first is that significant second and third neigh-
bour hopping terms always arise from M-L-L-M hop-
ping processes through close L-L contacts. These pro-
duce large long-range interactions at relatively low or-
ders in perturbation theory J2, J3 ∼ t3/U2eff. In princi-
ple, these terms may still be suppressed for large Ueff.
However, this observation is not synthetically useful be-
cause of a second effect. The energy scale for virtual
processes Ueff ∼ A−1 depends in a complementary way
on U , λ and JH, ensuring roughly similar charge gaps
for 4d5 and 5d5 materials. In the lighter 4d systems, the
larger U is partially offset by a larger JH and smaller λ.
This point can be seen from analysis of the optical ex-
citation spectra of Na2IrO3 and α-RuCl3.
10,30,49,64,65 As
with Ref. 34 and 66 we find, in our ED calculations, that
the lowest energy excitations are essentially local on-site
jeff = 1/2 → jeff = 3/2 transitions, which are expected
to be weakly absorbing. For α-RuCl3, these are predicted
in the range ∆E = 3λ/2 ∼ 0.18− 0.28 eV, and naturally
explain the sharp and weak transitions observed exper-
imentally in this frequency region. In the ED results,
charge carrying intersite excitations were found at higher
energy, in the range ∆E ∼ 1.4 − 1.7 eV ∼ A−1, which
corresponds roughly with the first intense peak in the ex-
perimental 2(ω) at ω ∼ Ueff ∼ 1.2 eV.10,65 For Na2IrO3,
the enhancement of spin-orbit coupling shifts the local
excitations to ∆E ∼ 0.35− 0.7 eV ∼ 3λ/2, which results
in significant mixing with the higher energy intersite ex-
citations, and therefore a soft charge gap. While the
scale of Ueff is therefore obscured in σ1(ω), one can ex-
pect 0.7 . A−1 . 1.5 for Na2IrO3, in the same range as
observed for α-RuCl3. Given the similar Ueff in both 4d
and 5d systems, suppression of long-range terms through
incorporation of lighter elements appears unlikely. While
we have not presented an analytical treatment of the high
order contributions to J2,J3, the ED calculations pre-
sented in the previous section imply that third neighbour
Heisenberg coupling J3 is very robust for the d
5 honey-
comb materials. This term explains the prevalence of
zigzag order in both Na2IrO3 and α-RuCl3. Given that
J3 is not frustrated, it is strongly detrimental for realiz-
ing the spin-liquid state. In principle, lattice expansion
could also suppress J3 in the honeycomb materials if t/U
could be decreased. This interaction could also be frus-
trated by large second neighbour terms, as in α-Li2IrO3.
Alternately, we note that some of the perturbative con-
tributions to J3 shown in Fig. 3 are absent in the 3D
β- and γ-Li2IrO3, as the closed loops of these lattices
may be larger than six sites.11,12 For this reason, long-
range interactions should be partially suppressed in the
3D systems. However, it is not yet clear whether the
|J3/K1| . 0.1 requirement can be met in real materials.
VI. SUMMARY AND CONCLUSIONS
In the C2/m honeycomb Ir4+ and Ru3+ systems,
complexity arises from a combination of (i) competing
Coulomb, hopping, and spin-orbit energy scales, (ii) rel-
atively low symmetry, (iii) suppression of dominant mag-
netic couplings, (iii) strongly anisotropic interactions,
and (v) significant long-range terms. The details of the
interactions in the real materials and their relationship
to the experimental properties have therefore been in-
tensively debated in the literature. In this work, we have
addressed this debate by employing nonperturbative ex-
act diagonalization methods that treat interactions at all
scales on the same level, and therefore allow estimation
of all parameters. The salient conclusions are as follows:
(a) The observed zigzag order in Na2IrO3 and α-RuCl3
is explained naturally in terms of a large third neighbour
Heisenberg coupling J3 that emerges as a dominant term
at high orders in perturbation theory, and was therefore
neglected or underestimated in most of previous studies.
(b) Off-diagonal couplings Γ1 ≈ −K1 dominate the
nearest neighbour magnetic interactions in α-RuCl3 and
α-Li2IrO3 as a result of direct metal-metal (M-M) hop-
ping. These terms can be suppressed by increasing the
M-M bond distance, through the distortion of the local
ML6 octahedra to provide M-L-M bond angles φ ∼ 100◦.
In the known materials, this ideal region is most closely
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approached by Na2IrO3, which is therefore the closest
to the Kitaev limit K1  J1,Γ1 at the nearest neigh-
bour level. Due to the effects of direct metal-metal hop-
ping, the ideal materials will therefore not be found with
φ = 90◦, as originally proposed.
(c) Although the Kitaev spin liquid is thought to be
stable for a finite region of magnetic parameters, the de-
sign limitations in real materials are highly restrictive
due to a large sensitivity of the interactions to struc-
tural details. This sensitivity allows for large variations
in the magnitude of interactions along the different non-
equivalent bonds, which typically lifts the classical de-
generacy. The ideal region where the Kitaev interaction
is dominant is likely confined to a small width of M-L-
M bond angle ∆φ . 1◦, which may be difficult to sat-
isfy in real materials simultaneously for all non-equivalent
bonds.
(d) Given that Na2IrO3 was found to lie very close to
the ideal region where K1  Γ1, J1, the most signifi-
cant interaction preventing realization of the spin-liquid
state in real materials is considered to be the unfrus-
trated long-range J3 term. In the d
5 materials, the com-
plementary nature of spin-orbit coupling, and Coulomb
repulsion in establishing the charge gap makes J3 largely
insensitive to choice of magnetic ions or other structural
details. This observation seriously complicates any syn-
thetic strategies aimed at reducing long-range couplings
in edge-sharing octahedral systems.
(e) For α-Li2IrO3, the computed interactions suggest
the possibility of large bond-anisotropy and significant
terms at first, second, and third neighbour. While sev-
eral model Hamiltonians have been considered for the
α-,β-, and γ-phase materials, the true interactions are
likely considerably more complicated. We have shown,
in particular, that a combination of K2,Γ2, and second
neighbour DM-interaction D2 may explain the observed
order. The complexity of the interactions may be even
greater for the lower symmetry β-, and γ-Li2IrO3, where
Dzyaloshinskii-Moriya interactions are allowed even for
certain first neighbour bonds. It remains to be deter-
mined which models can be effectively related to the real
materials, but purely nearest neighbour models are likely
unrealistic.
Given these observations, realization of the Kitaev spin
liquid as a ground state in edge-sharing d5 materials ap-
pears to represent a very significant synthetic challenge.
However, given the highly complex phase diagrams, and
possibility of many points of classical degeneracy within
the expanded range of interactions, these systems are
likely to host other exotic phases, and phase transitions.
Furthermore, when probed at high energies or temper-
atures T > TN , the combined fluctuations associated
with all nearby orders may give rise to novel thermody-
namic or spectral properties.46,67–69 Given the potential
for complex interactions, future studies of such systems
will benefit from comprehensive and non-perturbative ab-
initio estimates of all relevant interactions.
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Appendix A: Cluster Exact Diagonalization Method
As in conventional perturbation theory we divide the
total Hamiltonian into H0 = HSO + HU and H1 =
Hhop +HCF. The Hilbert space is divided according to
the energy with respect to H0. States below some energy
cutoff of order O(U, λ) are those in the so-called lower en-
ergy subspace {|nl〉}, and represent pseudospin states to
be included in the Hilbert space of the final Hspin. In
this case, {|nl〉} contains the lowest Kramers’ doublet on
every site; there are Nl = 2
p such states, where p is the
number of sites in the cluster. All other states fall into
the high energy subspace {|nh〉} and will be effectively
integrated out. We first diagonalize Htot to obtain the
exact eigenstates {|n〉}, which are ordered according to
their exact energy En. As in perturbation theory, the
goal is to produce an effective Hspin that reproduces the
spectrum En for only the Nl lowest states, but is written
in terms of the spin basis {|nl〉}.
We first introduce an intermediate basis {|n′〉} which
is obtained by projecting the lowest Nl exact eigenstates
onto the low energy subspace:
|n′〉 =
Nl∑
nl
|nl〉〈nl|n〉 ≡ R|n〉 , n, n′ = 1 ... Nl (A1)
Since the lower Hilbert space does not form a complete
set of states for Htot, the intermediate basis {|n′〉} is not
generally orthonormal despite spanning the lower Hilbert
space, i.e. R is not a unitary transformation. We there-
fore perform a symmetric orthogonalization of the inter-
mediate basis in terms of the overlap matrix S, in order
to define a total unitary transformation:
U = RS−1/2 , Smn = 〈m′|n′〉 (A2)
The final spin Hamiltonian is then given by:
Hspin = U†
(
Nl∑
n
En|n〉〈n|
)
U (A3)
This method is formally similar to the Contractor Renor-
malization Group (CORE) method at one step,70,71 but
symmetric orthogonalization is employed rather than the
Gram-Schmidt procedure. It is easy to show that the re-
sultingHspin respects all symmetries of the chosen cluster
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and reproduces the exact low-energy spectrum indepen-
dent of the choice of {|nl〉}. The only condition is that
S is nonsingular, which is easily satisfied in practice. For
highly symmetric clusters, these conditions are sufficient
to constrain the resulting Hspin to be nearly independent
of choice of projection basis {|nl〉}. In all cases, the the
method maximizes the overlap between the eigenstates of
Hspin and the low energy eigenstates of Htot, which re-
moves most of the ambiguities arising from the choice of
projection basis. In practice, we always choose {|nl〉} to
be pure jeff = 1/2 states, for which we typically find the
eigenvalues of the overlap matrix S to be large, indicat-
ing strong overlap with the exact low-energy eigenstates.
Even when the projection basis is chosen very poorly
(overlap < 0.5), the correct Hspin is typically restored by
the orthogonalization step, as long as {|nl〉} and {|n〉}
are adiabatically connected to one another. For example,
the method correctly reproduces the behaviour expected
at both weak18 and strong33 trigonal distortion despite
poor overlap of the jeff = 1/2 states in the latter case.
Errors generated by ambiguity of the projection basis are
estimated as ∼ ±1 meV.
Appendix B: Further Neighbour Hopping Integrals
In the C2/m materials, the presence of distortions
implies that metal-ligand-metal bond angles differ from
90◦, allowing for ambiguity in choice of cubic coordinates
x, y, z. In this work, coordinates for the projections were
defined as in Ref. 27: the local z-axis was chosen to be
zˆ ⊥ (a + c), while the remaining axes were uniquely de-
fined by requiring x, y ⊥ z, and both axes make a 45◦
angle with the crystallographic b-axis. First neighbour
hopping for the experimental structures was given in Sec-
tion II B. Further neighbour hopping is given in Tables
VI and VII.
Appendix C: Complete Expressions for Nearest
Neighbour Interactions at O(t2) for ∆n = 0
For arbitrary symmetry, it is conventional to write the
spin Hamiltonian as:
Hspin =
∑
ij
Jij Si · Sj + Dij · Si × Sj + Si · Γij · Sj
(C1)
where Dij is the Dzyaloshinskii-Moriya (DM) vector, and
the traceless tensor Γij characterizes the pseudo-dipolar
interaction. This corresponds to the parameterization:
Jij =
 Jij + Γaaij Dcij + Γabij −Dbij + Γacij−Dcij + Γabij Jij + Γbbij Daij + Γbcij
Dbij + Γ
ac
ij −Daij + Γbcij Jij + Γccij
 (C2)
In the absence of crystal field splitting, the effective spin
Hamiltonian obtained at second order in hopping may be
TABLE VI. Hopping parameters for second nearest neigh-
bours (meV).
Bond Na2IrO3 α-Li2IrO3 α-RuCl3
Exp. Theory C2/m
X2: xz → xz -0.8 -0.6 -3.7 -4.5
yz → yz -1.6 3.6 0.2 -0.4
xy → xy -3.6 1.2 -2.3 -3.2
xy → xz -75.8 -56.9 -70.5 -59.1
xz → xy -36.4 -23.8 -38.6 -24.3
xy → yz 12.7 15.2 11.0 8.3
yz → xy -21.3 -10.4 -10.2 1.3
xz → yz -18.4 -16.4 -11.6 -1.2
yz → xz 10.3 28.9 11.8 11.8
Y2: yz → yz -0.8 -0.6 -3.7 -4.5
xz → xz -1.6 3.6 0.2 -0.4
xy → xy -3.6 1.2 -2.3 -3.2
yz → xy -75.8 -56.9 -70.5 -59.1
xy → yz -36.4 -23.8 -38.6 -24.3
xz → xy 12.7 15.2 11.0 8.3
xy → xz -21.3 -10.4 -10.2 1.3
xz → yz -18.4 -16.4 -11.6 -1.2
yz → xz 10.3 28.9 11.8 11.8
Z2: xy → xy -1.5 1.0 0.6 -0.4
xz → xz -1.6 -1.2 -2.9 -4.7
yz → yz -1.6 -1.2 -2.9 -4.7
xz → yz -77.0 -56.7 -73.2 -60.7
yz → xz -30.3 -51.4 -39.6 -23.9
xy → xz, yz → xy -18.8 -12.5 -11.3 -1.7
xy → yz, xz → xy 9.4 5.3 11.6 11.6
written:
Hspin =
∑
i,j
Pc†iTijcjQ (ω −H0)−1Qc†jTjiciP (C3)
where P is the projection operator into the lower jeff =
1/2 subspace, Q = 1− P, and H0 = HSO +HU . For ex-
pressions correct to second order, we take ω = 〈H0〉, the
expectation value in the lower subspace. The perturba-
tion theory is most conveniently formulated in terms of
the one-particle eigenstates of HSO, labelled |j,mj〉. For
this reason, we write:
ci =
(
ci, 12
ci, 32
)
(C4)
where:
ci, 12 =
(
ci,| 12 , 12 〉
ci,| 12 ,− 12 〉
)
, ci, 32 =

ci,| 32 , 32 〉
ci,| 32 , 12 〉
ci,| 32 ,− 12 〉
ci,| 32 ,− 32 〉
 (C5)
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FIG. 11. Comparison of DFT computed bandstructures (blue circles) and tight-binding interpolations employing hopping
integrals up to 16 A˚ (TB1, dashed pink line), and 3rd neighbours (TB2, solid blue line).
TABLE VII. Hopping parameters for third nearest neighbours
(meV).
Bond Na2IrO3 α-Li2IrO3 α-RuCl3
Exp. Theory C2/m
X3: yz → yz -35.3 -40.0 -33.0 -41.4
xy → xy -8.5 -3.5 -5.8 -7.5
xz → xz -8.2 -11.2 -6.8 -7.9
xy → xz, xz → xy -12.7 -13.0 -13.4 -7.8
xy → yz, yz → xy 17.0 9.5 15.3 10.7
xz → yz, yz → xz 14.9 13.1 16.3 12.7
Y3: xz → xz -35.3 -40.0 -33.0 -41.4
xy → xy -8.5 -3.5 -5.8 -7.5
yz → yz -8.2 -11.2 -6.8 -7.9
yz → xy, xy → yz -12.7 -13.0 -13.4 -7.8
xy → xz, xz → xy 17.0 9.5 15.3 10.7
yz → xz, xz → yz 14.9 13.1 16.3 12.7
Z3: xy → xy -36.8 -40.8 -33.3 -39.5
xz → xz, yz → yz -9.3 -8.1 -6.4 -8.2
xz → yz, yz → xz -13.8 -13.6 -13.5 -7.4
xz → xy, xy → xz 16.6 15.8 16.6 11.7
yz → xy, xy → yz 16.6 15.8 16.6 11.7
Here, ci, 12 creates a hole in the jeff = 1/2 state, and ci,
3
2
creates a hole in the jeff = 3/2 state. In the absence of
crystal field splitting, the zeroth order projection opera-
tor into the low energy space is simply:
P =
∏
i
c†
i, 12
ci, 12 (C6)
We write the magnetic Hamiltonian in terms of the spin
operators in the jeff = 1/2 basis:
Si =
1
2
c†
i, 12
~σci, 12 (C7)
where ~σ = (σx, σy, σz) is the Pauli vector:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
(C8)
Magnetic interactions are easily evaluated by exact cal-
culation of the propagator G0j :
G0j = cjQ (ω −H0)−1Qc†j (C9)
acting on a ground state with one hole per site in the
jeff = 1/2 state. In matrix form, this can be written:
G0j =
(
A
(
Sj · ~σ − 12 I2×2
)
0
0 B Sj · ~τ − C I4×4
)
(C10)
where In×n is the n × n identity matrix, and ~τ =
(τx, τy, τz) is the higher dimensional J = 3/2 equivalent
20
of the Pauli vector:
τx =

0
√
2 0 0√
2 0 3 0
0 3 0
√
2
0 0
√
2 0
 (C11)
τy = i

0 −√2 0 0√
2 0 −3 0
0 3 0 −√2
0 0
√
2 0
 (C12)
τz =

3 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −3
 (C13)
The relevant constants are:
A = − 1
3
{
JH + 3(U + 3λ)
6J2H − U(U + 3λ) + JH(U + 4λ)
}
(C14)
B =
4
3
{
(3JH − U − 3λ)
(6JH − 2U − 3λ)η
}
(C15)
C =
6
8
{
1
2U − 6JH + 3λ +
5
9
(3U − 7JH − 9λ)
JH
η
}
(C16)
η =
JH
6J2H − JH(8U + 17λ) + (2U + 3λ)(U + 3λ)
(C17)
The terms in the upper left corner of G0j describe kinetic
exchange processes where an additional hole is added to
the jeff = 1/2 state. As usual, such processes are limited
by Pauli exclusion, which generates an effective exchange
interaction. The terms in the bottom right corner arise
from effective Hund’s coupling between a hole added to
the jeff = 3/2 state, and the existing hole in the jeff = 1/2
state.
We now discuss the derivation of the interactions for
the Z1 bond with t1 = t3 = t4 = 0 as an exercise. It
is convenient to rewrite the hopping matrices in the jeff
basis:
Tij =
(
Θ
1
2
1
2
ij Θ
1
2
3
2
ij
Θ
3
2
1
2
ij Θ
3
2
3
2
ij
)
(C18)
So that the resulting spin Hamiltonian is:
Hspin =
∑
ij
A Sj ·
(
c†
i, 12
Θ
1
2
1
2
ij ~σΘ
1
2
1
2
ji ci, 12
)
(C19)
+ B Sj ·
(
c†
i, 12
Θ
1
2
3
2
ij ~τΘ
3
2
1
2
ji ci, 12
)
+ (i↔ j)
For the pure t2 limit, all hopping between jeff = 1/2
states vanishes, i.e. Θ
1
2
1
2
ij = 0. The only hopping relevant
at second order is:
Θ
3
2
1
2
ji = −i
√
2
3
t2

01
00
00
10
 (C20)
It is easy to show that:
Θ
1
2
3
2
ij τx Θ
3
2
1
2
ji = 0 (C21)
Θ
1
2
3
2
ij τy Θ
3
2
1
2
ji = 0 (C22)
Θ
1
2
3
2
ij τz Θ
3
2
1
2
ji = − 2 t22 σz (C23)
Given Eq. (C7), and summing over (i↔ j), we have:
Hspin =
∑
ij
−8 B t22 Szi Szj (C24)
The Ising form of the interaction arises because hopping
can only occur to the mj = ±3/2 states. The spin-flip
components of the effective Hund’s coupling ~τ are there-
fore irrelevant, as only the τz component operates in this
subspace.
Finally, we compute interactions for general hopping.
Hopping integrals between sites i, j are written in the d
basis in terms of labels (x = dyz, y = dxz, z = dxy), so
that:
Tij =
 txx txy txztyx tyy tyz
tzx tzy tzz
⊗ I2×2 (C25)
In terms of such hopping integrals and the constants A,B,
the isotropic exchange constant is:
J =
4A
27
{
3(txx + tyy + tzz)
2 − (tyz − tzy)2
−(tyx − txy)2 − (tzx − txz)2
}
(C26)
− 4B
27

3(txx − tyy)2 + 3(txx − tzz)2
+3(tyy − tzz)2 + 2(txy + tyx)2
+2(txz + tzx)
2 + 2(tyz + tzy)
2
+10txztzx + 10tyztzy + 10txytyx

The components of the Dzyaloshinskii-Moriya vector are
Dij = (Da, Db, Dc), where:
Da =
8A
9
{
(txx + tyy + tzz)(tyz − tzy)
}
(C27)
+
8B
9
{
(2txx − tyy − tzz)(tyz − tzy)
+3txytzx − 3txztyx
}
Db =
8A
9
{
(txx + tyy + tzz)(tzx − txz)
}
(C28)
+
8B
9
{
(2tyy − txx − tzz)(tzx − txz)
+3txytyz − 3tzytyx
}
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Dc =
8A
9
{
(txx + tyy + tzz)(txy − tyx)
}
(C29)
+
8B
9
{
(2tzz − txx − tyy)(txy − tyx)
+3tyztzx − 3txztzy
}
The pseudo-dipolar tensor is written:
Γij =
 Γaa Γab ΓacΓab Γbb Γbc
Γac Γbc Γcc
 (C30)
where Γaa + Γbb = −Γcc. The diagonal terms are:
Γaa =
8A
27
{
2(tyz − tzy)2
−(txz − tzx)2 − (txy − tyx)2
}
(C31)
+
4B
27

6(tyy − txx)2 + 6(txx − tzz)2
−12(tyy − tzz)2
+5(txz − tzx)2 + 5(txy − tyx)2
−10(tyz − tzy)2
+4tyztzy − 2txytyx − 2txztzx

Γbb =
8A
27
{
2(tzx − txz)2
−(tyx − txy)2 − (tyz − tzy)2
}
(C32)
+
4B
27

6(tzz − tyy)2 + 6(tyy − txx)2
−12(txx − tyy)2
+5(tyx − txy)2 + 5(tyz − tzy)2
−10(tzx − txz)2
+4tzxtxz − 2tyztzy − 2tyxtxy

The off-diagonal terms of the pseudo-dipolar tensor are:
Γab =
8A
9
{
(txz − tzx)(tzy − tyz)
}
(C33)
+
4B
9

3(txx + tyy − 2tzz)(tyx + txy)
+5(txz + tzx)(tyz + tzy)
−txztzy − tyztzx

Γbc =
8A
9
{
(tyx − txy)(txz − tzx)
}
(C34)
+
4B
9

3(tyy + tzz − 2txx)(tzy + tyz)
+5(tyx + txy)(tzx + txz)
−tyxtxy − tzxtxy

Γac =
8A
9
{
(tzy − tyz)(tyx − txy)
}
(C35)
+
4B
9

3(tzz + txx − 2tyy)(txz + tzx)
+5(tzy + tyz)(txy + tyx)
−tzytyz − txytyz

1 L. Balents, Nature 464, 199 (2010).
2 A. Y. Kitaev, Ann. Phys. 303, 2 (2003).
3 H.-C. Jiang, H. Yao, and L. Balents, Phys. Rev. B 86,
024424 (2012).
4 D. F. Schroeter, E. Kapit, R. Thomale, and M. Greiter,
Phys. Rev. Lett. 99, 097202 (2007).
5 S. Yan, D. A. Huse, and S. R. White, Science 332, 1173
(2011).
6 A. Kitaev, Ann. Phys. 321, 2 (2006).
7 G. Jackeli and G. Khaliullin, Phys. Rev. Lett. 102, 017205
(2009).
8 Y. Singh, S. Manni, J. Reuther, T. Berlijn, R. Thomale,
W. Ku, S. Trebst, and P. Gegenwart, Phys. Rev. Lett.
108, 127203 (2012).
9 Y. Singh and P. Gegenwart, Phys. Rev. B 82, 064412
(2010).
10 K. W. Plumb, J. P. Clancy, L. J. Sandilands, V. V.
Shankar, Y. F. Hu, K. S. Burch, H.-Y. Kee, and Y.-J.
Kim, Phys. Rev. B 90, 041112 (2014).
11 K. Modic, T. E. Smidt, I. Kimchi, N. P. Breznay, A. Bif-
fin, S. Choi, R. D. Johnson, R. Coldea, P. Watkins-Curry,
G. T. McCandless, J. Y. Chan, F. Gander, Z. Islam,
A. Vishwanath, A. Shekhter, R. D. McDonald, and J. G.
Analytis, Nat. Commun. 5 (2014).
12 T. Takayama, A. Kato, R. Dinnebier, J. Nuss, H. Kono,
L. Veiga, G. Fabbris, D. Haskel, and H. Takagi, Phys. Rev.
Lett. 114, 077202 (2015).
13 S. Choi, R. Coldea, A. Kolmogorov, T. Lancaster, I. Mazin,
S. Blundell, P. Radaelli, Y. Singh, P. Gegenwart, and
K. Choi, Phys. Rev. Lett. 108, 127204 (2012).
14 R. D. Johnson, S. C. Williams, A. A. Haghighirad, J. Sin-
gleton, V. Zapf, P. Manuel, I. I. Mazin, Y. Li, H. O.
Jeschke, R. Valent´ı, and R. Coldea, Phys. Rev. B 92,
235119 (2015).
15 A. Biffin, R. Johnson, S. Choi, F. Freund, S. Manni,
A. Bombardi, P. Manuel, P. Gegenwart, and R. Coldea,
Phys. Rev. B 90, 205116 (2014).
16 A. Biffin, R. Johnson, I. Kimchi, R. Morris, A. Bombardi,
J. Analytis, A. Vishwanath, and R. Coldea, Phys. Rev.
Lett. 113, 197201 (2014).
17 J. G. Rau, E. K.-H. Lee, and H.-Y. Kee, Phys. Rev. Lett.
112, 077204 (2014).
18 J. G. Rau and H.-Y. Kee, arXiv:1408.4811 (2014).
19 V. M. Katukuri, S. Nishimoto, V. Yushankhai, A. Stoy-
anova, H. Kandpal, S. Choi, R. Coldea, I. Rousochatzakis,
L. Hozoi, and J. van den Brink, New J. Phys. 16, 013056
(2014).
20 S. Nishimoto, V. M. Katukuri, V. Yushankhai, H. Stoll,
22
U. K. Ro¨ßler, L. Hozoi, I. Rousochatzakis, and J. van den
Brink, Nat. Commun. 7 (2016).
21 Y. Sizyuk, C. Price, P. Wo¨lfle, and N. B. Perkins, Phys.
Rev. B 90, 155126 (2014).
22 J. Chaloupka and G. Khaliullin, Phys. Rev. B 92, 024413
(2015).
23 I. Kimchi, R. Coldea, and A. Vishwanath, Phys. Rev. B
91, 245134 (2015).
24 I. Kimchi and Y.-Z. You, Phys. Rev. B 84, 180407 (2011).
25 J. Reuther, R. Thomale, and S. Rachel, Phys. Rev. B 90,
100405 (2014).
26 Y. Yamaji, Y. Nomura, M. Kurita, R. Arita, and
M. Imada, Phys. Rev. Lett. 113, 107201 (2014).
27 K. Foyevtsova, H. O. Jeschke, I. Mazin, D. Khomskii, and
R. Valent´ı, Phys. Rev. B 88, 035107 (2013).
28 I. Mazin, H. O. Jeschke, K. Foyevtsova, R. Valent´ı, and
D. Khomskii, Phys. Rev. Lett. 109, 197201 (2012).
29 I. Mazin, S. Manni, K. Foyevtsova, H. O. Jeschke,
P. Gegenwart, and R. Valent´ı, Phys. Rev. B 88, 035115
(2013).
30 Y. Li, K. Foyevtsova, H. O. Jeschke, and R. Valent´ı, Phys.
Rev. B 91, 161101 (2015).
31 M. Kim, B. H. Kim, and B. Min, arXiv:1507.00658 (2015).
32 H.-S. Kim, V. S. V, A. Catuneanu, and H.-Y. Kee, Phys.
Rev. B 91, 241110 (2015).
33 S. Bhattacharjee, S.-S. Lee, and Y. B. Kim, New J. Phys.
14, 073015 (2012).
34 B. H. Kim, G. Khaliullin, and B. I. Min, Phys. Rev. B 89,
081109 (2014).
35 A. Banerjee, C. Bridges, J. Yan, A. Aczel, L. Li, M. Stone,
G. Granroth, M. Lumsden, Y. Yiu, J. Knolle, D. L.
Kovrizhin, S. Bhattacharjee, R. Moessner, D. A. Tennant,
M. D. G., and S. E. Nagler, arXiv:1504.08037 (2015).
36 K. Schwarz, P. Blaha, and G. K. H. Madsen, Comput.
Phys. Commun. 147, 71 (2002).
37 H. Gretarsson, J. P. Clancy, X. Liu, J. P. Hill, E. Bozin,
Y. Singh, S. Manni, P. Gegenwart, J. Kim, A. H. Said,
D. Casa, T. Gog, M. H. Upton, H.-S. Kim, J. Yu, V. M.
Katukuri, L. Hozoi, J. van den Brink, and Y.-J. Kim,
Phys. Rev. Lett. 110, 076402 (2013).
38 S. Manni, S. Choi, I. I. Mazin, R. Coldea, M. Altmeyer,
H. O. Jeschke, R. Valent´ı, and P. Gegenwart, Phys. Rev.
B 89, 245113 (2014).
39 J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev.
Lett. 77, 3865 (1996).
40 M. Aichhorn, L. Pourovskii, V. Vildosola, M. Ferrero,
O. Parcollet, T. Miyake, A. Georges, and S. Biermann,
Phys. Rev. B 80, 085101 (2009).
41 J. Ferber, K. Foyevtsova, H. O. Jeschke, and R. Valent´ı,
Phys. Rev. B 89, 205106 (2014).
42 We note that the limit U, λ  JH has already been
considered in Ref. 17, although the obtained expressions
were not analyzed. In this case, the constants reduce to
A ≈ (3U + 4JH) /
(
3U2
)
and B ≈ (4JH) /
(
3(2U + 3λ)2
)
.
It is easy to verify that Eqs. (25)−(28) agree with those
provided in the supplemental material of Ref. 17.
43 S. Hwan Chun, J.-W. Kim, J. Kim, H. Zheng, C. C.
Stoumpos, C. D. Malliakas, J. F. Mitchell, K. Mehlawat,
Y. Singh, Y. Choi, T. Gog, A. Al-Zein, M. M. Sala,
M. Krisch, J. Chaloupka, G. Jackeli, G. Khaliullin, and
B. J. Kim, Nature Physics 11, 462 (2015).
44 X. Liu, T. Berlijn, W. G. Yin, W. Ku, A. Tsvelik, Y.-J.
Kim, H. Gretarsson, Y. Singh, P. Gegenwart, and J. P.
Hill, Phys. Rev. B 83, 220403 (2011).
45 F. Ye, S. Chi, H. Cao, B. C. Chakoumakos, J. A.
Fernandez-Baca, R. Custelcean, T. F. Qi, O. B. Korneta,
and G. Cao, Phys. Rev. B 85, 180403 (2012).
46 Y. Yamaji, T. Suzuki, T. Yamada, S.-i. Suga,
N. Kawashima, and M. Imada, arXiv:1601.05512 (2016).
47 H. Cao, A. Banerjee, J.-Q. Yan, C. Bridges, M. Lumsden,
D. Mandrus, D. Tennant, B. Chakoumakos, and S. Nagler,
arXiv:1602.08112 (2016).
48 Y. Kobayashi, T. Okada, K. Asai, M. Katada, H. Sano,
and F. Ambe, Inorg. Chem. 31, 4570 (1992).
49 J. A. Sears, M. Songvilay, K. W. Plumb, J. P. Clancy,
Y. Qiu, Y. Zhao, D. Parshall, and Y.-J. Kim, Phys. Rev.
B 91, 144420 (2015).
50 J. Fletcher, W. Gardner, A. Fox, and G. Topping, J.
Chem. Soc. A , 1038 (1967).
51 K. Brodersen, G. Thiele, H. Ohnsorge, I. Recke, and
F. Moers, J. Less Common Met. 15, 347 (1968).
52 Y. Kubota, H. Tanaka, T. Ono, Y. Narumi, and K. Kindo,
Phys. Rev. B 91, 094422 (2015).
53 H.-S. Kim and H.-Y. Kee, arXiv:1509.04723 (2015).
54 G. Khaliullin, Progr. Theor. Exp. Phys. 160, 155 (2005).
55 G. Cao, T. F. Qi, L. Li, J. Terzic, V. S. Cao, S. J. Yuan,
M. Tovar, G. Murthy, and R. K. Kaul, Phys. Rev. B 88,
220414 (2013).
56 R. Coldea, talk at the SPORE13 conference held at MPI-
PKS, Dresden, 2013; S. Choi, talk at the APS March meet-
ing, Denver, CO, 2014; R. Coldea, talk at the DPG-focus
session, spring meeting of the German Physical Society,
Dresden, 2014.
57 S. C. Williams, R. D. Johnson, F. Freund, S. Choi,
A. Jesche, I. Kimchi, S. Manni, A. Bombardi, P. Manuel,
P. Gegenwart, and R. Coldea, arXiv:1602.07990 (2016).
58 J. Reuther, R. Thomale, and S. Rachel, Phys. Rev. B 86,
155127 (2012).
59 S. Manni, Y. Tokiwa, and P. Gegenwart, Phys. Rev. B 89,
241102 (2014).
60 J. Chaloupka, G. Jackeli, and G. Khaliullin, Phys. Rev.
Lett. 105, 027204 (2010).
61 E. K.-H. Lee, R. Schaffer, S. Bhattacharjee, and Y. B.
Kim, Phys. Rev. B 89, 045117 (2014).
62 J. C. Slater and G. F. Koster, Phys. Rev. 94, 1498 (1954).
63 Note that the expression for t2 in the supplemental of Ref.
17 appears with different sign conventions.
64 R. Comin, G. Levy, B. Ludbrook, Z. H. Zhu, C. N. Veen-
stra, J. A. Rosen, Y. Singh, P. Gegenwart, D. Stricker,
J. N. Hancock, D. van der Marel, I. S. Elfimov, and
A. Damascelli, Phys. Rev. Lett. 109, 266406 (2012).
65 L. J. Sandilands, Y. Tian, A. A. Reijnders, H.-S. Kim,
K. W. Plumb, H.-Y. Kee, Y.-J. Kim, and K. S. Burch,
arXiv:1503.07593 (2015).
66 B. H. Kim, G. Khaliullin, and B. I. Min, Phys. Rev. Lett.
109, 167205 (2012).
67 J. Nasu, J. Knolle, D. L. Kovrizhin, Y. Motome, and
R. Moessner, arXiv:1602.05277 (2016).
68 J. Yoshitake, J. Nasu, and Y. Motome, arXiv:1602.05253
(2016).
69 J. Nasu, M. Udagawa, and Y. Motome, Phys. Rev. Lett.
113, 197205 (2014).
70 C. J. Morningstar and M. Weinstein, Phys. Rev. Lett. 73,
1873 (1994).
71 S. Capponi, A. La¨uchli, and M. Mambrini, Phys. Rev. B
70, 104424 (2004).
