INTRODUCTION
The heavy rare earth metals were obtained in pure :orr. and ai single crystals about ten years ago. This made a detailed experimental investigation possible. Neutron scattering in particular has been an important tool. As a result we by now have obtained a very complete knowledge about the magnetic interactions. The experimental facts, which are reviewed in , revealed that the magnetic properties are determined by an intricate interplay of forces of similar magnitude. The dominant is the indirect Ruderman-Kittel-Kasuya-Yosida (RKKY) exchange interaction, which we shall attempt to calculate from first principles, here. Of importance is also the crystal field anisotropy and magnetoelastic effects. The anisotropy of this origin is of a single ion type.
Recent neutron scattering measurements have shown that also two-ion-anisotropy may be of importance. There are numerous possibilities for anisotropy of the interaction between the moments at different sites. As we shall see the RKKY interaction, which is mediated by the conduction electrons, is anisotropic in the magnetically ordered phase. The two-ion-interaction, which is mediated by phonons, is strongly anisotropic. The magnitude of the interaction between the spin system and the lattice is determined by the coupling between the spin-and orbital-motion of the electrons. If the spin-orbit coupling and the orbital momentum is large we must therefore expect large ar.isotropies both of single-ion and two-ion natura. Also the RKKY interaction becomes 3) anisotropic as discussed by Kaplan and Lyons In order to avoid the complications of anisotropy we shall start by considering the RKKY interaction in a pure spin system with no orbital effects. This is examplified by gadolinium, which has a S ground state. The electronic configuration of a Gd atom is a xenon core with seven 4f electrons and three (Sd f>r, )
outlier electrons.
The basic interaction is between the localized uf electrons belonging to the inner shells of gadolinium and the conduction electrons. Rudermann and Kittel assumed for simplicity that the condition electrons were completely free (i.e. plane wave states).
We are now able to go a step further and treat the conduction electrons in a more realistic fashion. A standard technique -2is the augmented plane wave (APW) act hod * .
THE AUGMENTED PLANE HAVE HETHOD (APW)
In the APW-method the electrons are supposed to sove in a simplified potential which is atomic like inside a sphere (the muffin tin (in two dimensions)) around each ion and constant (-0) between the spheres. The Schrodingi-r equation is then solved numerically for this potential by the variational method. 
The APW function •k.<r> with this A^Ck) is called a basis function.
It is continuous, but has a discontinous slope at the sphere radius. T, r,(p> must be regular at the center (p»0), but there is no »ft boundary condition at p=« and hence there exist solutions for all E f . This is a complication and E f Bust be chosen selfconfistently according to (6) . Several methods have been devised to make this practically. Harmon ' used a linearized AWP method to obtain the wavefunctioiis for 3d, which we are going to use later. Also the crystal potential inside the sphere, V(r), must be chosen selfconsistently. This is done by summing the contribution to the Coulomb potential from a large number of surrounding ions including the conduction electron charge density. The exchange interaction may be included in the Slater p approximation.
The expansion coefficients
By carrying out this programme we are able to find a set of selfconsistent energy bands E. and the corresponding 1 wave functions >. for the conduction electrons. The variationally determined wavefunctions are presumably less reliable than the energies. Also they are more sensitive to the approximation made when constructing the muffin-tin-potential. However, we may expect them to be best near the atoms inside the spheres. Therefor they should be quite adequate in calculating the matrix element between the conduction electrons and the localized *»f electrons, which is relevant for the calculation for the RKKY interaction. The If electrons are well approximated by the atonic wavefunctions
THE RKKY-INTERACTION WITH REALISTIC ENERGY BAKDS

The Interaction between conduction electrons and the If electrons
By means of these realistic energy bands and wave functions wo can proceed to calculate the RKKY interaction. 18 In the calculation of the energy bands we did not consider explicitly the interaction between two electrons but rather the interaction between one electron and the average potential for all the other electrons. As a perturbation on this model we shall now consider the interaction between a conduction electron and a tf electron. The direct interaction is the Coulomb inters' action v(r1-x2) * |r _r I between a conduction electron at r^ 5 -.uid a If electron at £2. In general, however, the potential is screened by the presence of the other electrons, in which case v(r.-r-) will be modified to for example the Yukawa potential e* exp{-x|r -r !)/jr -r |, where »rk.s the screening length.
Since we are interested in the magnetic interaction we shall only consider the exchange interaction and further only t..e term which involve the scattering of a conduction electron on a Uf electron. 
This is represented in terms of electron creation an I annihilation operators, c^ and c^ respectively as
the effect of orbital moment of the If electrons
Let us generalize the interaction Hamiltonian (9) sligthly. In the presence of orLital momentum L for the "*f electrons the total angular momentum £ = L+£> (J=|L±S| since L and £ are parallel, with + for the heavy and -for the light rare earth metals). Then we can replace £ in (9) by the spin projection along J_ namely (g-l)£, where g is the Lande factor. A proper calculation of the orbital effects will give rise to a more com-3) plicated form for (9) as discussed by Kaplan and Lyons . The effect is however small and will be neglected here.
The effect of magnetic ordering of the localized moments
If the localized moments are ordered througout 'he crystal they will give rise to a molecular magnetic field H" which will The molecular field is obtained by taking the thermal average value of localized moments S in (9) .
-n For the sake of generality we shall calculate the RKKY interaction for the conically ordered phase. The cone-structure, which contains as special cases both the ferromagnetic and the spiral structure, is defined by the following parameterization of the ionic moments:
where m(T) is the temperature dependent reduced magnetization, 8 is the cone angle and Q the spiral vector. ' Using (9) and (10) we find the molecular field K" to be used in (10), which then can be diagonalized using standard techniques. For the ferromagnetic case 6=0 and £=0 and we find the rigid band model:
where A goes to zero when the magnetization vanishes at T . For the spiral case we obtain the results discussed by Elliott 8) and Wedgwood . In this case, as in the general case of cone structure, the magnetic order produces gaps in the electron energy bands related to the spiral vector £. This is of importance when calculating the temperature dependence of the spiral vector Q(T), and in general the temperature dependence of the exchange interaction.
The magnetic order, the effect of which we have just included, is of course a consequence of the interaction between the loca? moments. In other words the interaction must be calculated selfconsistently.
3.<i. The generalized RKKY interaction in the ordered phase
We now proceed to calculate the RKKY interaction by taking into account the terms left in (9). H f-H" is not digonal between the states (12), but the effect thereof can be found by second order perturbation theory.
The shift in energy is then using (9) and (12): SE <2, = Z Z<0|Hsf(Rn)-HM|ixi|Hsf(Rn,)-HM|0>/(eo-ci) (17) n ,n f i where |0>, |i> are the initial and intermediate states respectively and e , e-the corresponding energies, from (12) . We must remember that the electrons can be scattered only from an occupied state to an empty state according to the Pauli principle. This can be accounted for by the fermi factors f k =[e (Ek_EF)/kT +l]" 1 . We shall assume that f. is a step function, being 1 for energies smaller than the fermi energy and 0 for larger energies.
We then find from (17) for the cone-structure the following effective interaction between the localized moments.
where the wave vector dependent exchange interaction is This interaction is anisotropic contrary to the paramagnetic RKKY -interaction. For the ferromagnetic phase we obtain a J" and a J-"for the spin components parallel or perpendicular to the average moment direction. J^ involves only scattering of electrons with no spin-flip and J^ only with spin-flip. JJ-can be measured directly by spin wave measurements, whereas J" cannot be measured as a function of the wave vector. However, the magnetic contribution to the free energy is -J" S^S Z for q=0. If J" has a maximum for q*0 it shows that, if for no other reasons, a nonferromagnetic state would have lower free energy. However it is necessary to calculate selfconsistently the energy difference between the various phases.
The magnitude of the s-f interaction
Experimental information about the magnitude of the s-f interaction j sf (k,k') can be obtained directly by considering the polarization of the conduction electrons. This can be found either by measuring the total moment pr. atom or by means of NMR technique measuring the magnetic field, which the conduction electrons create at the nucleus.
For ferromagnetic ordering the net polarization is given by the difference between the number of electrons with spin up and spin down. In the rigid band model (T=0) this is to a good approxn t " n 4 ' <V<VP(E F >/2 = 4p(E F ) = Sm(T)^J sf (k,k) p(E F ),
where L ft is the energy shift of the spin up and spin down electrons realitive to the paramagnetic fermi-energy E p and p(E F ) is the density of states at the fermi energy. We obtained (21) by averaging over all momenta in (10) .
Since each unpaired electron contributes to the magnetic moment by lg"M B =l|i B we find for the average s-f interaction (m(01=l)
where SM is the conduction electron polarization in u_ and g x2.
From magnetization data and a theory for the temperature dependence of the magnetization we find the results given in table 1. Table 1 : Data for the heavy rare earth metals, p(E-) is the calculated density of states, A is half the ferromagnetic splitting andj _(0),the deduced s-f interaction in Ryd. We notice it is almost independent of the elements. The values estimated from the ferromagnetic transition temperature is given in the last column. where JJ = [(g-1) 3 s f<0)r P<E r ). 0.792 is a factor which corrects the molecular field value for T c .
Gc
Having derived the expressions (19) and (20) for the indirect exchange interaction and estimated the interaction strength we shall consider the actual calculation. The summation over tfcwave vectors k in (19) and (20) must be done numerically. (19) and (20) . The matrix element j5f(k,k+q) must be evaluated using the wave functions. The major contribution to the sum comes when the denominator is small. In other words when the electrons are scattered from just below to just above the fermi surface. This makes the numerical calculation difficult. A possible way is to sum over a very large number of k points and exclude the contribution when the denominator is smaller than a chosen number j. This is called the root-sampling method. This is a brute-force principel value calculation (correct in mathematical sense, if we let i go to zero). However, it is very difficult to test the convergence of this proceedure numerically. In fact the noise in the computer sets a limit for how small 6 can be chosen and how fine a mesh of k point we can use -apart from the practical problem of the increasing computer time. However, the method is simple and was 12) used by Liu et al and also in several of the results to be 13) discussed.
t. NUMERICAL METHODS
On the basis of the APW energy bands calculated by Louks we can evaluate the sums in
The convergence seems to be good and the computing time reasonable with a mesh with "*50 0C0 points in the total Brillouin zone. These calculations were simplified by the assumption that the matrix element j f(k,k+q) was independent of k and only dependent on the difference q, i.e.
j ,(k»k+q)'<>3 _(q)
In order to test the convergence and also to make it feasible to include a k dependence of jsf(k,k+q) a different numerical method was used. In this method the Brillouin zone is where the sum is over each type of cross sections (triangle or square) and a n , b , c n the parameters characterizing this. He notice that the integral is logaritmiely divergent when ""in'"«,, i.m. when the plan«* of e fc and t^ a«* parallel. He can test the method" on the Tree electron modal where the energy band: ape parabolic. The SUB (19,20) can then be integrated exactly giving the Lindhard function. The result of the root-sampling method and the linearized method is shown on fig. 2 together with the exact result. We see that the linearized method gives an excellent result for only 9 000 k-points in the entire Brillouin zone.
RESULTS
Let us start by considering what effect the magnetic ordering has on the RKKY exchange interaction. That is the same as asking
what is the intrinsic temperature dependence. The formulas were developed in (IS) and (20). We shall only be interested in a qualitative answer, which will show the general magnitude and the direction of the effects. We therefore make the simplifying assumption that for this purpose we can consider the matrix element j j(lc,k+q) to only depend on the difference q. Our problem then reduces to calculating the electronic static susceptibility.
We determine the matrix element |j f(q)| 2 from experiments, by comparing xi> 'the calculated sum without it, with the J£ obtained from spin wave measurements. The matrix element is assumed to be insensitive to the magnetic structure and is used in obtaining the exchange interaction in other magnetic phases. The absolute scale of JJcannot be determined from the spin waves. The scale is found from the transition temperature T" and eoincidently from the conduction electron polarization table 1. This gives J" for qsO. Fig. 3 shows the results for the ferranagnetie phase at T=0 for Gd, Tb, Dy, and Er using the APW energy bands and the root -sampling method with 150 000 points in the entire brillouin-zone (the linearized method was also used as a test, it gave essentially the identical result and is not shown). It is clear that J" and J£ differ significantly for all materials. The dots show the points compared with the experimental JX; the calculation was done for SO equidistant q-values. For terbium the experimental J£ shows no maximum for q i 0, whereas the calculated J" shows that Tb IShas a tendency to form a spiral structure even in the ferromagnetic phase. The enhancement of the maximum for q^0 is also evident for Dy and Er in which the spiral region is large. The opposite effect occurs for Gd, where J" shows that Gd should not form a spiral phase, and nor it does. Furthermore it is clear that the maxima in J" occurs at q-values very close to the experimental spiral vectors (indicated with an arrow) and that it is significantly displaced from the peaks in x<Q>t which is directly related to the presence of flat parallel pieces of Fermi surface. The matrix element thus plays an important role in determining the wave vector dependence of the exchange interaction. The semiemperically found wave vector dependence of the matrix element is very similar for all materials, despite the rather different xW functions. This is encouraging for the present analysis. Over-16) hauser has argued that the matrix element should follow the Hf-form factor. By extending his model to include the Bloch character of the conduction electrons we would expect a narrow central peak originating from the conduction electrons. This is the form found in fig. t. The energy difference between the ferromagnetic and spiral phases is, as judged from the T=0 ferromagnetic data fig. 1 , for Gd, Tb,Dy, and Er in per cent of the exchange energy: -lit, +5*, -•-5%, +12%. This gives for Tb, Dy, and Er a stabilization of the spiral phase by 10 K/ion times the reduced magnetization squared. The magnetoelastic stabilization of the ferromagnetic phase is for these materials at the ferromagnetic-spiral transition typically 1 K/ion. fig. t shows a Fig. 2a The generalized susceptibility for free electrons. The points are the numerical results for the linearized-integral -method for meshes with 1000, 9000 and 30000 points in the entire Brillouin zone (hep) with kj,=0.7 of the zoneboundary wavevector (r-K>. We notice a very good agreement with the theoretical Lindhard function already with the mesh with 9000 points. The insert shows that the most difficult region for q*0 is reproduced well. The systematic deviation is due to the fact that the integration is performed in the inscribed polyhedra in the fermi sphere. It has both convex and concave parts and the volume is better approximated by the polyhedra in a realistic system. Fig. 2b The result of the root -sampling-method in a coarse mesh of 27000 points. We notice that spurious peaks occur because of the mesh for k values less than 2kF. The convergence is good 12 13 ) in a mesh with 450000 points, not shown. 
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