An Artin-Schreier tower over the finite field F p is a tower of field extensions generated by polynomials of the form X p − X − α. Following Cantor and Couveignes, we give algorithms with quasi-linear time complexity for arithmetic operations in such towers. As an application, we present an implementation of Couveignes' algorithm for computing isogenies between elliptic curves using the p-torsion.
INTRODUCTION
Definitions. If U is a field of characteristic p, polynomials of the form P = X p − X − α with α ∈ U are called Artin-Schreier polynomials; a field extension U /U is ArtinSchreier if it is of the form U = U[X]/P , with P an ArtinSchreier polynomial.
An Artin-Schreier tower of height k is a sequence of ArtinSchreier extensions U i /U i−1 , for 1 i k; it is denoted by (U0, . . . , U k ). In what follows, we only consider extensions of finite degree over Fp. Thus, Ui is of degree p i over U0, and of degree p i d over F p , with d = [U 0 : F p ]. The importance of this concept comes from the fact that all Galois extensions of degree p are Artin-Schreier. As such, they arise frequently, e.g., in number theory (for instance, when computing p k -torsion groups of Abelian varieties over F p ). The need for fast arithmetics in these towers is motivated in particular by applications to isogeny computation and point-counting in cryptology, as in [7] .
Our contribution. We give fast algorithms for arithmetic operations in Artin-Schreier towers. Prior results for this task are due to Cantor [6] and Couveignes [8] . However, the algorithms of [8] need as a prerequisite a fast multiplication algorithm in some towers of a special kind (called "Cantor Complexity notation. We count time complexity in number of operations in F p . Then, notation being as before, optimal algorithms in U k would have complexity O(p k d); most of our results are (up to logarithmic factors) of the form O(p k+α d 1+β ), for small constants α, β such as 0, 1, 2 or 3. Many algorithms below rely on fast multiplication; thus, we let M : N → N be a multiplication function, such that polynomials of degree less than n can be multiplied in M(n) operations, under the conditions of [11, Ch. 8.3] . Typical orders of magnitude for M(n) are O(n log 2 3 ) for Karatsuba multiplication or O(n log n log log n) for FFT multiplication. Using fast multiplication, fast algorithms are available for Euclidean division or extended GCD [11, Ch. 9 & 11] .
For several operations, different algorithms will be available, and their relative efficiencies can depend on the values of p, d and k. In these situations, we always give details for the case where p is small, since cases such as p = 2 or p = 3 are especially useful in practice. Some of our algorithms could be slightly improved, but we usually prefer giving the simpler solutions.
Previous work. As said above, this paper builds on former results of Cantor [6] and Couveignes [8, 7] ; to our knowledge, prior to this paper, no previous work provided the missing ingredients to put Couveignes' algorithms to practice. Part of Cantor's results were independently discovered by Wang and Zhu [26] and have been extended in another direction (fast polynomial multiplication over arbitrary finite fields) by von zur Gathen and Gerhard [12] and Mateer [20] .
Organization of the paper. Section 2 consists in preliminaries: trace computations, duality, basics on Artin-Schreier extensions. In Section 3, we define a specific Artin-Schreier tower, where arithmetic operations will be fast. Our key change-of-basis algorithm for this tower is in Section 4. In Sections 5 and 6, we revisit Couveignes' isomorphism algorithm [8] in our context, giving fast arithmetics for any Artin-Schreier tower. Finally, Section 7 gives experimental results obtained by applying our algorithms to Couveignes' isogeny algorithm [7] for elliptic curves.
PRELIMINARIES
As a general rule, variables and polynomials are in upper case; elements algebraic over Fp (or some other field, that will be clear from the context) are in lower case. 
Element representation
where K i is the ideal generated by 
Trace and pseudotrace
We continue with a few useful facts on traces. Let U be a field and let U = U[X]/Q be a separable field extension of U, with deg(Q) = d. For a ∈ U , the trace Tr(a) is the trace of the U-linear map Ma of multiplication by a in U . The trace is a U-linear form; in other words, Tr is in the dual space U * of the U-vector space U ; we write it Tr U /U when the context requires it. In finite fields, we also have the following well-known properties:
Besides, if U /U is an Artin-Schreier extension generated by a polynomial Q and x is a root of Q in U , then
Following [8] , we also use a generalization of the trace. The nth pseudotrace of order m is the F p m -linear operator
for m = 1, we call it the nth pseudotrace and write T n . In our context, for n = [Ui : Uj] = p i−j and m = [Uj :
Duality
Finally, we discuss two useful topics related to duality, starting with the transposition of algorithms.
Introduced [5, 14, 1] . We give here first consequences of this principle, after [24, 25] . Consider a field extension
Suppose then that D is a U-basis of U , in which we can perform multiplication in time T . Then by the transposition principle, given w on D and on the dual basis D * , we can compute w · on the dual basis
). We will discuss this in more detail in Section 4.
Suppose finally that U is separable over U and that b ∈ U generates U over U; given w in U , we want to find an expression w = A(b), for some A ∈ U[X]. Hereafter, for P ∈ U[X] of degree at most e, we write rev e (P ) =
This construction solves our problem: Theorem 3.1 in [22] shows that w = A(b), 
A PRIMITIVE TOWER
Our first task in this section is to describe a specific ArtinSchreier tower where arithmetics will be fast; then, we explain how to construct this tower. This extends results by Cantor [6, Th. 1.2] , who dealt with the case U0 = Fp.
As before, for i 1, let
is a field, and that xi = Xi mod Ki generates it over Fp. Hereafter, recall that we write γi = Gi mod Ki. We first prove the case p = 2; we then indicate the modifications to bring for p = 2.
Proof. Induction on i: for i = 0, this is true by hypothesis. For i 1, assuming that Ui is a field, we prove that
, which rewrites
. The induction assumption implies that this is non-zero, and the claim follows.
it is not the case,
, but by Lemma 2 and by P3,
The theorem is now an easy consequence of Lemmas 2 and 3 since clearly
In both cases Tr U i /F p (γ i ) = 1, proving the analogue of Lemma 2. Lemma 3 is shown the same way by observing that γ0 ∈ Fp[γi], for any d. Composition. We give next an algorithm for polynomial composition, to be used in the construction of the tower defined before. Given P and R in F p [X], we want to compute P (R). For the cost analysis, it will be useful later on to consider both the degree k and the number of terms of R.
Compose is a recursive process that cuts P into c+1 "slices" of degree less than p n , recursively composes them with R, and concludes using Horner's scheme and the linearity of the p-power. At the leaves of the recursion tree, we use a naive algorithm of cost O(deg(P ) 2 k ).
To analyze the cost, we let C(c, n) be the cost of Compose when deg(P ) (c+1)p n , with c < p. Then C(c, 0) ∈ O(c 2 k ). For n > 0, at each pass in the loop at step 6, deg(Q) < cp n k, so that the multiplication (using the naive algorithm) and addition take time O(cp n k ). Thus the time spent in the loop is O(c 2 p n k ), and the running time satisfies
Let then C (n) = C(p − 1, n), so that we have
We deduce that C (n) ∈ O(p n+2 nk ), and finally
The values c, n computed at step 1 of the top-level call to Compose satisfy cp n s and n log p (s); this gives our conclusion. A binary divide-and-conquer algorithm [11, Ex. 9 .20] has cost O(M(sk) log(s)). Our algorithm has a slightly better dependency on s, but adds a polynomial cost in p and l. However, we have in mind cases with p small and = 2, where the latter solution is advantageous. Computing the minimal polynomials. Theorem 1 shows that we have defined a primitive tower. To be able to work with it, we explain now how to compute the minimal polynomial Q i of x i over F p . This is done by extending Cantor's construction [6] , which had U 0 = F p .
For i = 0, we are given Q0 ∈ Fp[X0] such that U0 = Fp[X0]/Q0(X0), so there is nothing to do; we assume that Tr U 0 /Fp (x 0 ) = 0 to meet the hypotheses of Theorem 1. Remark that if this trace was zero, assuming gcd(d, p) = 1, we could replace Q 0 by Q 0 (X 0 − 1); this is done by taking R = X0 − 1 in algorithm Compose, so by Theorem 4 the cost is O(pd log p (d)).
For i = 1, we know that
To compute it, we use algorithm Compose with arguments Q0 and R = X
by Theorem 4. The same arguments hold for i = 2 when p = 2 and d is odd.
To deal with other indexes i, we follow Cantor's construction. Let Φ ∈ Fp[X] be the reduction modulo p of the (2p − 1)th cyclotomic polynomial. Cantor implicitly works modulo an irreducible factor of Φ. The following shows that we can avoid factorization, by working modulo Φ. 
e, a j = a k j , for some k coprime to 2p − 1, so that Q j = Q j , as needed.
To conclude, note that for j e, Q j (a j Y ) = Q j (Y ), so that all coefficients of degree not a multiple of 2p−1 are zero. Thus, Q j has the form q j (Y 2p−1 ); by Chinese Remaindering, this proves the existence of the polynomial q . We conclude as in [6] : supposing that we know the minimal polynomial Q i of x i over F p , we compute Q i+1 as follows. Since xi is a root of Qi, it is a root of Q i , so γi = x 2p−1 i is a root of q i and xi+1 is a root of q i (Y p − Y ). Since the latter polynomial is monic of degree 
The
be performed when we construct the tower: we will precompute quantities that will be of use in the algorithms of the next sections. Details are given in the next sections, when needed.
LEVEL EMBEDDING
We discuss here change-of-basis algorithms for the tower (U 0 , . . . , U k ) of the previous section; these algorithms are needed for most further operations. We detail the main case where Pi = X 
we associate the following Fp-bases of Ui to each system:
We describe an algorithm called Push-down which takes v written on the basis C i and returns its coordinates on the basis D i ; we also describe the inverse operation, called Liftup. In other words, Push-down inputs v U i and outputs the representation of v as
, with all v j U i−1 (3) and Lift-up does the opposite. Hereafter, we let L : N − {0} → N be such that both Pushdown and Lift-up can be performed in time L(i); to simplify some expressions appearing later on, we add the mild con-
To reflect the implementation's behavior, we also allow precomputations. These precomputations are performed when we build the tower; further details are at the end of this section.
Remark that the input and output have size p i d; using fast multiplication, the cost is linear in p i+1 d, up to logarithmic factors. The rest of this section is devoted to proving this theorem. Push-down is a divide-and-conquer process, adapted to the shape of our tower; Lift-up uses classical ideas of trace computations (as in 2.3); the values we need will be obtained using the transposed version Push-down.
As said before, the algorithms of this section (and of the following ones) use precomputed quantities. To keep the pseudo-code simple, we do not explicitly list them in the inputs of the algorithms; we show, later, that the precomputation is fast too.
Modular multiplication
We first discuss a routine for multiplication by X
, and its transpose. We start by remarking that X
Then, precisely, for k in N, we are interested in the operation
Since R n is sparse, it is advantageous to use the naive algorithm; besides, to make transposition easy, we explicitly give the matrix of MulMod k,n . Let m 0 be the (k + p n−1 ) × k matrix having 1's on the diagonal only, and for p n−1 , let m be the matrix obtained from m0 by shifting the diagonal down by places. Let finally m be the sum Σ 
Push-down
The input of Push-down is v U i , that is, given on the basis Ci; we see it as a polynomial V ∈ Fp To reduce V modulo
Because our algorithm will be recursive, we let deg(V ) be arbitrary; then, we have the following estimate for W .
Proof. Consider the matrix M of multiplication by X
. Due to the sparseness of the modulus, one sees that M has degree at most 1, and so M k has coefficients of degree at most k. Thus, the remainders of
We compute W by a recursive subroutine Push-down-rec, similar to Compose. As before, we let c, n be such that 1 c < p and deg(V ) < (c + 1)p n , so that we have 
Proof. Correctness is straightforward; note that at step 5 of Push-down-rec, deg(W, Y ) < (c + 1)p n−1 , so our call to MulMod (c+1)p n−1 ,n is justified. By the claim of Subsection 4.1 on the cost of MulMod, the total time spent in that loop is O(nc 2 p n ). As in Theorem 4, we deduce that the time
Step 6 is free, since at this stage Z is already reduced.
Transposed push-down
We discuss here the transpose of Push-down. Push-down is the Fp-linear change-of-basis from the basis Ci to Di, so its transpose takes an Fp-linear form ∈ U * i given by its values on D i , and outputs its values on C i . The input is the (finite)
As in [1] , the transposed algorithm is obtained by reversing the initial algorithm step by step, and replacing subroutines by their transposes. The overall cost remains the same; we review here the main transformations.
In Push-down-rec, the initial loop at step 5 is a Horner scheme; the transposed loop is run backward, and its core becomes
; a small simplification yields the pseudo-code we give. In Push-down, after calling Push-down-rec, we evaluate W at
Lift-up
Let v be given on the basis D i and let W be its canonical preimage in
and outputs the residue class of V modulo Qi. Hereafter, we assume that both Q −1 i mod Q i and
are known (see the discussion below). Then, the algorithm implements the trace formulas given in Subsection 2.3 
Proposition 10. Algorithm Lift-up is correct and takes time
by fast extended GCD computation. These precomputations save logarithmic factors at best, but are useful in practice.
FROBENIUS AND PSEUDOTRACE
In this section, we describe algorithms computing Frobenius and pseudotrace operators, specific to the tower of Section 3; they are the keys to the algorithms of the next section.
The algorithms in this section and the next one closely follow Couveignes' [8] . However, the latter assumed the existence of a quasi-linear time algorithm for multiplication in some specific towers in the multivariate basis Bi of Subsection 2.1. To our knowledge, no such algorithm exists. We use here the univariate basis C i introduced previously, which makes multiplication straightforward. However, several push-down and lift-up operations are now required to accommodate the recursive nature of the algorithm.
Our main purpose here is to compute the pseudotrace 
ARBITRARY TOWERS
Finally, we bring our previous algorithms to an arbitrary tower, using Couveignes' isomorphism algorithm [8] . As in the previous section, we adapt this algorithm to our context, by adding suitable push-down and lift-up operations.
We also consider another sequence (G i ) 0 i<k , that defines another tower (U 0 , . . . , U k ). Since (U 0 , . . . , U k ) is not necessarily primitive, we fall back to the multivariate basis of Subsection 2.1: we write elements of U i on the basis B i = {x 0 e 0 · · · x i e i }, with x 0 = x 0 , 0 e 0 < d and 0 e j < p for 1 j i.
To compute in U i , we will use an isomorphism U i → Ui. Such an isomorphism is determined by the images si = (s 0 , . . . , s i ) of (x 0 , . . . , x i ), with s i U i (we always take s 0 = x 0 ). This isomorphism, denoted by σ s i , takes as input v written on the basis B i and outputs
To analyze costs, we use the functions L and PT introduced in the previous sections. We also let 2 ω 3 be a feasible exponent for linear algebra over F p [11, Ch. 12] .
Once they are known, one can apply σs k and σ
Thus, we can compute products, inverses, etc, in U k for the cost of the corresponding operation in U k , plus O(k L(k)).
Solving Artin-Schreier equations
As a preliminary, given α U i , we discuss how to solve the Artin-Schreier equation X p − X = α in U i . We assume that Tr U i /F p (α) = 0, so this equation has solutions in Ui.
Because X p − X is Fp-linear, the equation can be directly solved by linear algebra, but this is too costly. In [8] , Couveignes gives a solution adapted to our setting, that reduces the problem to solving Artin-Schreier equations in U 0 . Given a solution δ ∈ Ui of the equation X p − X = α, he observes that any solution µ of
is of the form µ = δ − ∆ with ∆ ∈ Ui−1, hence ∆ is a root of
This equation has solutions in Ui−1 by hypothesis and hence it can be solved recursively. First, however, we tackle the problem of finding a solution of (6) . For this purpose, observe that the left hand side of (6) is Then, algorithm ApproximateAS finds the required solution.
ApproximateAS Input η U i such that (6) has a solution. Output µ U i solution of (6).
Algorithm ApproximateAS is correct and takes time O(L(i)).
Proof. Correctness is clear from Gaussian elimination. For the cost analysis, remark that βi−1,i−1 has already been precomputed to permit iterated Frobenius and pseudotrace computations.
Step 2 takes O(p 2 ) additions and scalar operations in U i−1 ; the overall cost is dominated by that of the push-down and lift-up by assumptions on L. Writing the recursive algorithm is now straightforward. To solve Artin-Schreier equations in U 0 , we use a naive algorithm based on linear algebra, written NaiveSolve. the gf2x package [4] , which provide the basic univariate polynomial arithmetic needed here. Our implementation handles three NTL classes of finite fields: GF2 for p = 2, zz_p for word-size p and ZZ_p for arbitrary p.
We compare our timings with those obtained in Magma [2] . We take p = 2 and d = 1 (that is, U 0 = F p ); the x-coordinate gives the number of levels we construct and the y-coordinate gives timings in seconds, in logarithmic scale. All results are obtained on an AMD Opteron 250 (2.4GHz).
We have two ways of doing arithmetic modulo 2 in NTL: GF2 is specialized to p = 2; zz_p is more general. In Magma, there exist several ways to build field extensions:
quo<U|P> builds the quotient of the univariate polynomial ring U by P ∈ U (written magma(1) hereafter); ext<k|P> builds the extension of the field k by P ∈ k [X] (magma(2)); ext<k|p> builds an extension of degree p of k (magma(3)). Our first graph gives timings for the construction of the tower of Section 3; the second one gives timings for constructing an isomorphism with an arbitrary tower (in Magma, only the magma(2) approach was meaningful). The timings of our code are significantly better.
Isogeny algorithm. An isogeny is a regular map between two elliptic curves E and E that is also a group morphism. Our interest is Couveignes' isogeny algorithm [7] , which computes isogenies of degree ∼ p k . Couveignes' later paper [8] described improvements to speed up the computation, but as we already mentioned, a key component, fast arithmetic in Artin-Schreier towers, was still missing. The original algorithm of [7] was first implemented in [16] ; using this paper's algorithms, it now becomes possible to have a completely explicit version of the fast variant. The algorithm relies on the interpolation of a rational function at special points in an Artin-Schreier tower; the Master thesis [9] describes improved algorithms for this task, along the lines of [10] . Its running time is probabilistic; we plot the average running times with bars around them for minimum/maximum times; the distribution is uniform. (2) To highlight the benefits of this paper, we compare a Magma implementation to our C++ code, for the same variant of the isogeny algorithm, on an Intel Xeon E5430 (2.6GHz). For p = 2, it should be noted that Lercier's isogeny algorithm [15] has better performance; for generic, small, p we mention as well a new algorithm by Lercier and Sirvent [17] which still lacks an implementation.
