Spectro-Temporal Features for Automatic Speech Recognition using Linear Prediction in Spectral Domain by Thomas, Samuel et al.
 
 
E
S
E
A
R
C
H
R
E
P
R
O
R
T
I
D
I
A
P
Av. des Prés−Beudin 20
IDIAP Research Institute
1920 Martigny − Switzerland
www.idiap.ch
Tel: +41 27 721 77 11 Email: info@idiap.ch
P.O. Box 592
Fax: +41 27 721 77 12
Spectro-Temporal Features
for Automatic Speech
Recognition using Linear
Prediction in Spectral
Domain
Samuel Thomas a b Sriram Ganapathy a b
Hynek Hermansky a b
IDIAP–RR 08-05
May 2008
to appear in
EUSIPCO 2008
a IDIAP Research Institute, Martigny, Switzerland
b Ecole Polytechnique Fe´de´rale de Lausanne (EPFL), Lausanne, Switzerland
IDIAP Research Report 08-05
Spectro-Temporal Features for Automatic
Speech Recognition using Linear Prediction in
Spectral Domain
Samuel Thomas Sriram Ganapathy Hynek Hermansky
May 2008
to appear in
EUSIPCO 2008
Abstract. Frequency Domain Linear Prediction (FDLP) provides an efficient way to represent
temporal envelopes of a signal using auto-regressive models. For the input speech signal, we use
FDLP to estimate temporal trajectories of sub-band energy by applying linear prediction on the
cosine transform of sub-band signals. The sub-band FDLP envelopes are used to extract spectral
and temporal features for speech recognition. The spectral features are derived by integrating
the temporal envelopes in short-term frames and the temporal features are formed by converting
these envelopes into modulation frequency components. These features are then combined in the
phoneme posterior level and used as the input features for a hybrid HMM-ANN based phoneme
recognizer. The proposed spectro-temporal features provide a phoneme recognition accuracy of
69.1% (an improvement of 4.8% over the Perceptual Linear Prediction (PLP) base-line) for the
TIMIT database.
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1 Introduction
Traditionally, acoustic features for Automatic Speech Recognition (ASR) systems are extracted by
applying Bark or Mel scale integrators on power spectral estimates in short analysis windows (10−30
ms) of the speech signal. Typical examples of such features are the Mel Frequency Cepstral Coefficients
(MFCC) [1] and Perceptual Linear Prediction (PLP) [2]. Most of the information contained in these
acoustic features relate to formants which provide important cues for recognition of basic speech units.
The signal dynamics are represented by a sequence of short-term feature vectors with each vector
forming a sample of the underlying process. Further, additional information about the dynamics of
the underlying speech signal is incorporated with these feature vectors using the derivative features.
But, the problems of time-frequency resolution and efficient sampling of the short-term representation
are addressed in an ad-hoc manner.
It has been shown that important information for speech perception lies in the 1− 16 Hz range of
the modulation frequencies [3]. In order to exploit the information at these modulation frequencies,
speech signals of relatively long temporal segments need to analyzed. An explicit incorporation of the
information about the speech dynamics have been proposed for feature extraction [4, 5, 6]. Here, the
long temporal trajectories (typically 1000ms) of spectral energy in critical bands are used for feature
extraction.
Recently, the technique of linear prediction (LP) in spectral domain (originally proposed for tem-
poral noise shaping in audio coding [7]) was used for ASR feature extraction [8], where a representation
of the temporal envelope in different frequency sub-bands is obtained by using the dual of the con-
ventional linear prediction in time domain. In FDLP, the poles of the auto regressive (AR) model
represent the temporal peaks rather than the spectral peaks. By using analysis windows of the order
of hundreds of milliseconds, the technique automatically decides the distribution of the poles to best
model the temporal envelope. Further, the model has some important advantages:
• Fine time-dependent resolution provides information about transient events in time like stop
bursts.
• Long-term summarization of power in spectral bands presents the ability to capture complete
description of the linguistic units lasting more than 10 ms.
In this paper, we propose to exploit the above mentioned properties of FDLP by extracting spectro-
temporal features for ASR. Specifically, the FDLP envelopes are used to obtain spectral and temporal
features which are combined to form a joint spectro-temporal feature set. These features are input
to a hybrid Hidden Markov Model - Artificial Neural Network (HMM-ANN) phoneme recognition
system [9]. The HMM-ANN system has a Multi-Layer Perceptron (MLP) for estimating the phoneme
posterior probabilities and a Viterbi decoder for finding the best phoneme sequence.
The rest of the paper is organized as follows. In Sec. 2, we describe the FDLP technique which
approximates temporal envelopes of a signal using linear prediction in spectral domain. The extraction
of spectro-temporal features from the temporal envelopes is given in Sec. 3. Experiments with the
proposed features for a phoneme recognition task in TIMIT database is reported in Sec. 4 along with
a comparison of the other feature extraction techniques in the literature. In Sec. 5, we conclude with
a discussion of the proposed features.
2 Modelling Sub-band temporal envelopes using FDLP
The Hilbert envelope, which is the squared magnitude of the analytic signal, represents the instanta-
neous energy of a signal in the time domain. Hilbert envelopes are typically computed either by using
the Hilbert transform operator in the time domain or by exploiting the causality of Discrete Fourier
IDIAP–RR 08-05 3
0 50 100 150 200 250 300 350 400 450 500 550−2
0
2 x 10
4 (a)
0 50 100 150 200 250 300 350 400 450 500 5500
1
2
3
4 x 10
8 (b)
0 50 100 150 200 250 300 350 400 450 500 5500
1
2
3
4 x 10
8
Time (ms)
(c)
Figure 1: Illustration of the all-pole modelling property of FDLP. (a) a portion of the speech signal,
(b) its Hilbert envelope (c) all pole model obtained using FDLP
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Figure 2: Deriving sub-band temporal envelopes from speech signal using FDLP
Transforms (DFT) [10]. However, in order to use the Hilbert envelope as a dual of the power spectrum
for speech recognition tasks, we require a parametric model. FDLP is an efficient technique for auto
regressive (AR) modelling of temporal envelopes of a signal [7]. It represents a dual technique to the
conventional Time Domain Linear Prediction (TDLP). In the case of TDLP, the AR model approx-
imates the power spectrum of the input signal, whereas FDLP fits an all pole model to the Hilbert
envelope (squared magnitude of the analytic signal). In our case, the FDLP technique is implemented
in two parts - first, the discrete cosine transform (DCT) is applied on long segments of speech to
obtain a real valued spectral representation of the signal. Then, linear prediction is performed on the
DCT coefficients to obtain a parametric model of the temporal envelope. Fig. 1 shows an illustration
of the AR modelling property of FDLP. It shows (a) a portion of speech signal of 500 ms duration,
(b) its Hilbert envelope computed using the Fourier transform technique [10] and (c) an all pole
approximation (of order 50) for the Hilbert Envelope using FDLP.
For ASR tasks, the speech signal in long segments (hundreds of milliseconds) is decomposed into
frequency sub-bands by windowing the DCT. Using FDLP, an all-pole minimum phase estimate of the
temporal dynamics of each sub-band signal is obtained. The block schematic for the extraction of sub-
band temporal envelopes from speech signal is shown in Fig. 2. The whole set of sub-band temporal
envelopes forms a two dimensional (time-frequency) representation of the input signal energy.
4 IDIAP–RR 08-05
        
        


        
        


        
        


        
        


        
        


        
        
        



 
 
 
 
 
 
 
 
 
 
 











        
        
        



        
        


fre
qu
en
cy
fre
qu
en
cy
fre
qu
en
cy
time
spectral features
temporal features
critical bands
Posterior
probability
estimator
− Even Bands
Posterior
probability
estimator
− Odd Bands
Posterior
estimator
probability
merger
probability
Posterior
probabilities
Posterior
Figure 3: Schematic of the joint spectro-temporal features for posterior based ASR
3 Spectro-temporal features using FDLP
The sub-band temporal envelopes obtained from the FDLP are used to derive spectral and temporal
features. These features are then combined to obtain joint spectro-temporal features which are used
for posterior based speech recognition system. The joint spectro-temporal features adaptively capture
fine temporal nuances with high temporal resolution while at the same time summarize the spectral
evolution in time scales of hundreds of milliseconds.
3.1 Deriving short-term spectral features from sub-band temporal en-
velopes
The conventional feature extraction methods obtain short-term spectral features by integrating the
estimate of power spectrum of the signal in sub-bands (example PLP [2]). Similar to the representation
of energy in the spectral domain in the form of power spectrum, the distribution of energy in the time
domain is expressed in the form of Hilbert envelope. Since integration of signal energy is identical
in time and frequency domain, the Hilbert envelope can equivalently be utilized for obtaining the
sub-band energy based short term spectral features. The sub-band temporal envelopes are obtained
using the FDLP technique applied on relatively long temporal segments (1000 ms) of the input signal.
These sub-band envelopes are integrated in short term frames (of the order of 25 ms with a shift of
10 ms). These short term sub-band energies are converted to short-term cepstral features similar to
the PLP feature extraction technique [2]. As the features are derived from short temporal segments,
they capture spectral details in the order of 10 ms.
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Figure 4: HMM - ANN speech recognizer
3.2 Deriving long-term temporal features from sub-band temporal en-
velopes
The long-term sub-band envelopes from the FDLP form a compact representation of the temporal
dynamics over long regions of the speech signal. We use cepstral recursion to convert our all-pole
models of the temporal trajectories into modulation spectral components [8]. Since the speech
recognizer requires features at a frame rate of 10 ms, the modulation frequency components for the
current frame in each sub-band are obtained along with contextual information of neighboring frames
(in a manner similar to the TRAP-TANDEM setup [5]). The recognition performance depends on
the number of neighboring frames forming the context for the current frame (varied from 10 − 40).
The temporal features for each sub-band are stacked together and fed to the posterior probability
estimator.
3.3 Combining Spectro-Temporal Features
The posterior probability estimator is an ANN trained with features from the training data to estimate
phoneme posterior probabilities [5]. The number of parameters to be trained in the Multi Layer
Perceptron (MLP) are dependent on the input feature dimension and are limited by the amount of the
training data. Since, the dimension of the temporal features is high, we use two posterior estimators
for the temporal features corresponding to the even and odd bands respectively. Spectral features
with a context of 9 frames are used in another posterior probability estimator and the output of these
three neural net classifiers are combined using the Dempster Shafer (DS) theory of evidence [11].
Fig. 3 shows the schematic of the proposed combination of spectral and temporal features. These
phoneme posterior probabilities are used in a phoneme posterior based speech recognition system.
4 Experiments and Results
The phoneme recognition system is based on the Hidden Markov Model - Artificial Neural Network
(HMM-ANN) paradigm [9] shown in Fig. 4. The MLP estimates the posterior probability of phonemes
given the acoustic evidence P (qt = i|xt), where qt denotes the phoneme index at frame t, xt denotes the
feature vector taken with a window of certain frames. The relation between the posterior probability
P (qt = i|xt) and the likelihood P (xt|qt = i) is given by the Bayes rule,
p(xt|qt = i)
p(xt)
=
P (qt = i|xt)
P (qt = i)
. (1)
It is shown in [9] that the neural network with sufficient capacity and trained on enough data
estimates the true Bayesian a-posteriori probability. The scaled likelihood in an HMM state is given
by Eq. 1, where we assume equal prior probability P (qt = i) for each phoneme i = 1, 2...39. The state
transition matrix is fixed with equal probabilities for self and next state transitions. Viterbi algorithm
is applied to decode the phoneme sequence. Experiments were performed on TIMIT database, exclud-
ing ‘sa’ dialect sentences. All speech files are sampled at 16 kHz. The training data consists of 3000
utterances from 375 speakers, cross-validation data set consists of 696 utterances from 87 speakers
and the test data set consists of 1344 utterances from 168 speakers. The TIMIT database, which is
hand-labeled using 61 labels is mapped to the standard set of 39 phonemes [12].
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Table 1: Phoneme Recognition Accuracies (%) for FDLP based Spectro-Temporal features.
# Contextual Frames Acc.
10 68.3
20 69.1
30 69.0
40 68.4
Table 2: Phoneme Recognition Accuracies (%) for different feature extraction techniques.
PLP 9 frame LPTRAP MRASTA FDLP
Acc. 67.6 61.9 64.4 69.1
As explained in Sec. 3, the speech signal is processed to extract spectro-temporal features for
every frame. These features are mean/variance normalized (across the training data set) to obtain
feature vectors for every 10 ms of speech. A three layered MLP is used to estimate the phoneme
posterior probabilities. The network is trained using the standard back propagation algorithm with
cross entropy error criteria. The learning rate and stopping criterion are controlled by the frame
classification rate on the cross validation data. In our system, the MLP consists of 1000 hidden
neurons, and 39 output neurons (with soft max nonlinearity) representing the phoneme classes. The
performance of phoneme recognition is measured in terms of phoneme accuracy. In the decoding step,
all phonemes are considered equally probable (no language model). The optimal phoneme insertion
penalty that gives maximum phoneme accuracy on the cross-validation data is used for the test data.
For deriving the temporal envelopes from the speech signal, the current frame of 10 ms is appended
with a number of neighboring frames in a manner similar to the TRAP-TANDEM setup [5]. The
FDLP model order is fixed at an average rate of 100 poles per second for each sub-band. The sub-
band decomposition for the spectral feature extraction is done on a Mel scale and 13 cepstral features
are derived along with their first and second derivatives (similar to 39 dimensional PLP features).
For deriving the temporal features, we use a critical band decomposition and obtain 21 modulation
frequency components for each sub-band. These features are appended along with their first frequency
derivatives (similar to M-RASTA features [6]) to obtain 42 dimensional temporal features for each
sub-band. Due to the limitations in the amount of training data, we train separate MLPs for even
and odd bands. The length of contextual information is varied and phoneme recognition is performed
with spectro-temporal features. Table 1 summarizes the results for the experiments with FDLP based
spectro temporal features.
In the base-line experiments, PLP features with a 9 frame context [12], LP-TRAP features [8] and
M-RASTA features [6] are used for the phoneme recognition task with the same hybrid HMM-ANN
system. These results are shown in Table 2. The best base-line phoneme recognition accuracy is 67.6%
for the PLP 9 frame context.
The best phoneme recognition accuracies are obtained for spectro-temporal features derived using
a context of 20 frames (i.e., with a FDLP frame length of 225 ms). The improvement over the PLP
baseline is around 4.8% which is statistically significant.
5 Conclusions
We have proposed a novel method of extracting spectro-temporal features for ASR. For this purpose,
temporal envelopes of critical band sized sub-bands are modelled using Frequency Domain Linear
Prediction. The spectral features are derived by integrating the FDLP envelopes in short-term frames
and the temporal features are obtained by converting the temporal envelopes into modulation fre-
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quency components. These features are combined in the phoneme posterior level and used as the
input features to a hybrid HMM-ANN recognizer. The proposed features provide noticeable improve-
ments over the PLP feature base-line for phoneme recognition tasks. The results are promising and
encourage us to experiment on other tasks with different test and noisy conditions.
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