For a fixed unit vector a = (a 1 , a 2 , . . . , a n ) ∈ S n−1 , that is, ∑ n i=1 a 2 i = 1, we consider the 2 n signed vectors ε = (ε 1 , ε 2 , . . . , ε n ) ∈ {−1, 1} n and the corresponding scalar products a · ε = ∑ n i=1 a i ε i . In [3] the following old conjecture has been reformulated. It states that among the 2 n sums of the form ∑ ±a i there are not more with ∑ n i=1 ±a i > 1 than there are with ∑ n i=1 ±a i ≤ 1. The result is of interest in itself, but has also an appealing reformulation in probability theory and in geometry. In this paper we will solve an extension of this problem in the uniform case where a 1 = a 2 = · · · = a n = n −1/2 . More precisely, for S n being a sum of n independent Rademacher random variables, we will give, for several values of ξ , precise lower bounds for the probabilities
Introduction and Result
Recall a Rademacher random variable is a random variable that takes the values +1 and −1 both with probability 1/2. Let ε 1 , ε 2 , . . . be a sequence of independent 1 282 H.HendriksandM.C.A.vanZuijlen 2 H. Hendriks and M.C.A. van Zuijlen identically distributed Rademacher random variables and for positive integers n let a n = (a 1n , a 2n , . . . , a nn ) be a unit-vector in R n , so that ∑ n i=1 a 2 in = 1. The following problem has been presented in [4] and is attributed to B. Tomaszewski. In [3] , Conjecture 1.1, this problem has been reformulated as follows:
P{|a 1n ε 1 + a 2n ε 2 + · · · + a nn ε n | ≤ 1} ≥ 1 2 , for n = 1, 2, . . . .
This conjecture is at least 25 years old and seems still to be unsolved. In the uniform case where, a 1n = a 2n = · · · = a nn = n −1/2 , the maximum possible value of S n √ n is √ n, where S n := ε 1 + ε 2 + · · · + ε n (1.1) and the conjecture, stating that for integers n ≥ 1, P{|S n | ≤ √ n} ≥ 1/2, has been solved recently by Van Zuijlen [5] . It means that at least 50% of the probability mass is between minus one and plus one standard deviation from the mean, which is quite remarkable. In [3] , Theorem 1.2, the following sharp inequality has been shown for all a = (a 1 , . . . , a n ) with ∑ n i=1 a 2 i = 1 and ∀i |a i | < 1:
P{|a 1 ε 1 + a 2 ε 2 + · · · + a n ε n | < 1} ≥ 3 8 , for n = 2, 3, . . . .
In this paper we shall generalize Van Zuijlen's result and derive sharp lower bounds for probabilities concerning ξ standard deviations:
where ξ ∈ (0, 1]. We notice that S n can be easily expressed in terms of sums of independent Bernoulli(1/2) random variables since (ε i + 1)/2 are independent Bernoulli random variables and hence S n is distributed as 2B n − n, where B n is a binomial random variable with parameters n and 1/2. In particular,
Easy calculations show that the sequence (P n ) n is not monotone in n. Note that trivially
Throughout the paper n and k will denote integers, with n ≥ 1 and k ≥ 0. Our result is as follows. 
Then the sequence {n k } is strictly increasing and with Φ indicating the standard normal distribution function, we have
Notice that a Lyapunov type bound, the Berry-Esseen bound, with explicit constants for the remainder term in the Central Limit Theorem gives (see, for instance,
A consequence of Theorem 1.1 is the following result.
and for n ≥ n 1 we have
For instance, for n ≥ 2 we have the sharp lower bounds
It is worthwhile to clarifying in a plot the structure of the probabilities P n ( ) = P{|S n | ≤ }, where n and are nonnegative integers such that n + is even. See Figure 1 . In the next section we will study the behavior of P n ( ) depending on n in detail culminating in Theorem 2.3 which states the key property of binomial coefficients that is needed in our result. Corollaries 2.2 and 2.4 are intended to characterize the features of Figure 1 . 
Preliminaries
Given independent Rademacher random variables ε i , i = 1, 2, . . ., as defined in Theorem 1.1 and let S n = ∑ n i=1 ε i with S 0 = 0. Clearly, S n = S n−1 + ε n . Define for integers n, k with k ≥ 0, n ≥ 0 and k ≤ n, P n (k) = P{|S n | ≤ k}, so that P 0 (k) = 1. In the sequel we adopt the convention P n (−1) = 0. A basic property is the symmetry of the distribution of S n :
Using this symmetry and the independence of S n−1 and ε n we obtain for n ≥ 1 and k ≥ 0,
. This leads to the following properties for P n (k).
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Remark 2.1. Let k, n be integers with k ≥ 0, n ≥ 1, k ≤ n and n + k even. Then
Moreover,
so that for n ≥ k ≥ 1,
and
.
Therefore, Proof. In case n−m is even we have P m (k + 1) = P m (k) and according to (2.2)
In case n−m is odd, using (2.1) and (2.2) we have
Theorem 2.3. Let k, n be positive integers with n + k even and n + 2 ≥ k 2 . If ≥ 0 is an integer such that n + 1 + 2 < (k+1) 2 k 2 (n + 2), then
Proof. For k = 1 the statement is obvious, so we suppose that k > 1. Notice that for k ≥ 2, n + 2 ≥ k 2 implies n ≥ k. Let s i := P{S n+2i = k}. For fixed k ≥ 2 and n with n + 2 ≥ k 2 we have from (2.3)
We have to show that P n (k − 2) < P n+1+2 (k − 1) or equivalently that P n+1 (k − 1) − P n+1+2 (k − 1) < P n+1 (k − 1) − P n (k − 2). The left-hand side of this inequality (use (2.2)) equals ∑ i=1 k n+2i s i and the right-hand side equals s 0 , so that we have to show that
Since s 0 ≥ s 1 > 0, Theorem 2.3 now follows from Lemma 5.1.
Corollary 2.4. Let n k , k = 1, 2, . . . be an increasing sequence of integers with n 1 ≥ 0, n k + k odd, n k + 1 ≥ k 2 and n k+1 − 1 < (k+1) 2 k 2 (n k + 1). Then,
Proof. Apply Theorem 2.3 with n = n k − 1 and = n k+1 −n k −1 2
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The Original Context and Proofs
In this section we prove that the sequence n k defined in Theorem 1.1 satisfies the conditions of Theorem 2.3 and we prove Theorem 1.1.a). For positive integers k, in Section 1 we defined
Notice that the n k 's satisfy one of the conditions in Corollary 2.4, namely,
A sufficient condition for n k to be increasing in k is that k 2 /ξ 2 − k is non-decreasing in k for integer k ≥ 1. This is the case if for all k ≥ 1 we have
Proof of Theorem 1.1. Consider the block C k = [n k , n k+1 ) given in the theorem. Let n be such that n k < n < n k+1 , then ξ √ n = k since
We need still consider ξ √ n k . In the situation that n k−1 < n k < n k+1 we see that
Since already for ξ ≤ √ 3 the sequence n k is increasing we have proven Theorem 1.1.a).
From Corollary 2.2 it follows for all k ≤ m < n k+1 − 1 that
so that in particular Q − k = min{P n | n ∈ C k }. Notice that P m (k) = 1 for m < k. This proves Theorem 1.1.b).
If moreover ξ ≤ 1 then n k + 1 ≥ k 2 and Corollary 2.4 applies, proving Theorem 1.1.c).
The first interesting block is C 1 with minimal value P n 2 −1 = P n 2 −1 (1) = P n 2 −1 (0) = P {S n 2 −1 = 0}. This proves Theorem 1.1.e).
Finally, Theorem 1.1.d) follows from the Central Limit Theorem: Proof of Corollary 1.2. Let 0 < ξ ≤ 1. We have from definition (3.1) that n 2 ≥ 3 and moreover
Since n 2 is odd, the open interval n 2 −5 8 , n 2 −3 8 does not contain an integer. Hence,
and for all n ≥ n 1 , we have from Theorem 1.1
It is straightforward to see that
Examples
It is the condition ξ ≤ 1 that implies n k + 1 ≥ k 2 , needed in Corollary 2.4. For ξ > 1 it is no longer true that P n k+1 −1 (k − 1) > P n k −1 (k − 2), for all k, as can be seen from the following Example 4, giving the case ξ = √ 2. In general, the situation for ξ > 1 is very irregular and quite complicated. However, in case ξ = √ 2 we are able to prove that for k ≥ 6 the sequence P n k −1 (k − 2) is monotonically increasing in k. We believe, also based on numerical computations, that this is the only value for ξ > 1 where the sequence P n k −1 (k − 2) is asympotically monotonically increasing in k.
EXAMPLE 1, the Case ξ = 1/2
In case ξ = 1/2, we obtain for k ∈ {1, 2, . . .} n k = 2k 2 − 1, for k = even, 2k 2 , for k = odd.
In this case n 1 = 2, n 2 = 7, n 3 = 18, n 4 = 31, so that C 1 = [2, 6], C 2 = [7, 17], C 3 = [18, 30] and the minimal value in C 1 is Q − 1 = P n 2 −1 = P 6 = P 6 (1) = P 6 (0) = 5 16 .
Also,
We notice that these probabilities (as in the other Examples) can easily be computed by using the binomial representations of probabilities which involve Radermacher sums. In case ξ = 1 we obtain for k ∈ {1, 2, . . .} n k = k 2 − 1.
We obtain for integers k ≥ 2, C k = k 2 − 1, k 2 , . . . , (k + 1) 2 − 2 , with length m k = 2k + 1. Now n 1 = 0, n 2 = 3, n 3 = 8, n 4 = 15, so that C 1 = [0, 2], C 2 = [3, 7], C 3 = [8, 14]. The minimal value in C 1 is obtained for
The minimal value in C 2 is obtained for n = n 3 − 1 = 7 and equals P We give this example to show that the condition ξ ≤ 1 in Theorem 1.1 is necessary. The case ξ = √ 2 is the only example we know, where the monotonicity of P n k −1 is violated only finitely often. Recall that in case ξ = √ 2, for k ∈ {1, 2, . . .} we obtain
We obtain n 1 = 0, n 2 = 1, n 3 = 4, n 4 = 7, n 5 = 12, n 6 = 17, One can prove that these are the only interruptions.
Appendix
In this section we state and prove the lemma needed in the proof of Theorem 2.3.
Lemma 5.1. Let k, n, be positive integers with k ≥ 2, n + k even and n + 2 ≥ k 2 . If is such that n + 1 + 2 < (k+1) 2 k 2 (n + 2), or equivalently, n + 2 > 2l−1 2k+1 k 2 , then we have ∑ i=1 k n+2i < 1. Proof. For ∈ {1, 2, . . . , k} with k ≥ 2 we trivially have
It is easy to see that k n+2i + k n+2 +2−2i is strictly decreasing in i for i ≤ ( + 1)/2. For ≥ k + 1 ≥ 3, it is therefore sufficient to prove k n+2 + k n+2 ≤ 2 , or equivalently,
(5.1) For = k + 1 to be allowed we have n + 2 > k 2 , hence n + 1 ≥ k 2 and since n + k is even, we even have n ≥ k 2 . Substituting = k + 1 and n = k 2 we get Inequality (5.1) for = k + 1: 2 k − n + 2 − n + 2 ≥ 2(k 2 + 2k + 4) k(k 2 + 2)(k 2 + 2 ) ≥ 0.
