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In this paperwe consider the special Sylvester equation XM −NX =
0 for fixed n × n matrices M and N, where a positive definite solu-
tion X is sought. We show that the solution sets varying over (M,N)
provide a new family of geodesic submanifolds in the symmetric
Riemannian manifold Pn of positive definite matrices which is sta-
ble under congruence transformations; it consists of geodesically
complete convex cones of Pn invariant under Cartan symmetries. It
is further shown that the solution set is stable under the iterative
means obtained by the weighted arithmetic, harmonic and geomet-
ric means.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
LetMn be the space of n × n complex matrices with the inner product 〈X, Y〉 = tr(X∗Y),Hn the
space of n × n complex Hermitian matrices, and Pn the convex cone of positive definite Hermitian
matrices. Thegeneral linear groupGL(n,C) acts onPn via congruence transformationsC(X) = CXC∗.
For X, Y ∈ Hn, we write that X  Y if Y − X is positive semidefinite, and X < Y if Y − X is positive
definite.
The open convex cone Pn is a symmetric Riemannian manifold equipped with
A • B := AB−1A
(the map SA(X) = A • X represents the Cartan symmetry through A) and the trace Riemannian
metric ds = ||A−1/2dA A−1/2||2 =
(
tr(A−1dA)2
)1/2
, where || · ||2 denotes the Frobenius norm.
The Riemannian metric distance between A and B is given by δ(A, B) = || log A−1/2BA−1/2||2 and the
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curve t → A#tB := A1/2(A−1/2BA−1/2)tA1/2 is the unique geodesic line containing A and B and its
geodesic middle (midpoint) A#B := A#1/2B is the geometric mean of A and B [9,4,10].
A closed subset S ⊂ Pn is said to be geodesically complete (resp. convex) if A#tB ∈ S for all
t ∈ R (resp. t ∈ [0, 1]), whenever A, B ∈ S. For a vector subspaceV ofHn, expV is called a symmetric
submanifold if it is invariant under Cartan symmetries. Symmetric submanifolds play an important role
in decomposition theory of symmetric Riemannian manifolds (e.g., the global tubular neighborhood
theorem). The set of all positivematriceswith determinant 1 is a example of a symmetric submanifold.
The existence of a unique minimizer (best approximant) from a geodesically convex set to given point
with respect to the Riemannian distance is well-known and plays a fundamental role in geometric
analysis.
In this paper we introduce a new family of submanifolds of positive definite matrices. A symmetric
-submanifold S is a geodesically complete subset ofPn satisfying (i) S is a convex cone ofHn and (ii)
S is stable under Cartan symmetries. This new family is stable under all congruence transformations
C, which distinguishes it from the family of symmetric manifolds. One of main contributions of this
paper is that the family of symmetric-submanifolds has a subfamily of solution sets of a certain type
of matrix equation. For n × nmatricesM and N, we consider the Sylvester equation
XM − NX = 0, (1.1)
where a positive definite solution X is sought.We show that the solution set of (1.1) forms a symmetric
-submanifold whenever it has a solution. It is further shown that the solution set is stable under var-
iousmatrixmeans: the iterativemeans obtained by theweighted arithmetic, harmonic and geometric
means. The matrix equation for N = M∗ or N = M∗ = AB for some positive definite matrices A and
B appears in an inverse problem of linear control [7,8], extrapolated Jacobi methods for solving the
linear system Mx = b [14] and in interior-point algorithms for semidefinite programming problems
[13]. A necessary and sufficient condition for existence of solutions for N = M∗ is provided in terms
of lower triangular matrices in Section 5.
2. Symmetric submanifolds
Definition 2.1. A non-empty closed subset D of Pn is said to be geodesically convex (resp. geodesically
complete) if X#tY ∈ D for all t ∈ [0, 1] (resp. t ∈ R) whenever X, Y ∈ D.
Remark 2.2. If D is geodesically convex, then a metric projection onto D with respect to the Rie-
mannian metric d2(A, B) = || log A−1/2BA−1/2||2 always exists as it does in a Hilbert space [5, The-
orem 6.2.6]. The set of all diagonal matrices with positive entries is one example of a geodesically
complete subset.
The following result shows that the geodesic convexity (resp. completeness) is recovered from the
arithmetic and harmonic means (resp. Cartan symmetries).
Lemma 2.3 (cf. [12]). Every closed subsetD ofPn which is stable under the arithmetic and harmonicmean
operations is geodesically convex. If further D is stable under Cartan symmetries, then it is geodesically
complete.
Proof. Let X, Y ∈ D. Set  = {t ∈ [0, 1] : X#tY ∈ D}. Since D is a closed subset of Pn and since
the map t → X#tY is continuous,  is a closed subset of [0, 1]. From X = X#0Y and Y = X#1Y,{0, 1} ⊂ . We consider the mean iteration by arithmetic and harmonic means
X1 = X, Y1 = Y, Xm+1 = Xm + Ym
2
, Ym+1 = 2
(
X−1m + Y−1m
)−1
.
Then X#Y = limm→∞ Xm = limm→∞ Ym (see [2,10]). By hypothesis and induction, Xm, Ym ∈ D for
allm. Since D is closed, X#Y ∈ D. That is, 1/2 ∈ .
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Suppose that s, t ∈ . By applying the preceding step with (X#sY), (X#tY) ∈ D, we have
(X#sY)#(X#tY) = X# s+t
2
Y ∈ D. This implies that  contains all dyadic rationals in [0, 1]. Since
 is closed,  = [0, 1]. That is, X#tY ∈ D for all t ∈ [0, 1]. This shows that D is geodesically
convex.
Suppose further that X •Y ∈ Dwhenever X, Y ∈ D. Let X, Y ∈ D. Since X#tY ∈ D for all t ∈ [0, 1]
and since
(X#tY) • Y−1 = X#2t−1Y, (X#tY) • X−1 = X#2tY,
X#tY ∈ D for all t ∈ [−1, 2]. Repeating this process yields X#tY ∈ D for all t ∈ R. This shows that
D is geodesically complete. 
Remark 2.4. Under the assumptions in the preceding lemma, D−1 is also geodesically convex (com-
plete). This follows from duality of the arithmetic mean and harmonic means and the fact that matrix
inversion preserves Cartan symmetries. Similarly a closed subset of Pn stable under the arithmetic
mean operation and matrix inversion (resp. Cartan symmetries) is geodesically convex (resp. com-
plete).
We recall an extended Lie–Trotter formula [1]:
exp(log X + log Y) = lim
k→∞
(
X
2
k #Y
2
k
)k
for any X, Y > 0.
Proposition 2.5. Let D be a subset of Pn containing the identity matrix. Then under one of the following
conditions logD := {log X : X ∈ D} is a subspace ofHn;
(i) D is a geodesically convex and is stable under its Cartan symmetries;
(ii) D is geodesically complete.
Proof. Let D be a geodesically convex subset stable under Cartan symmetries. Let X ∈ D. Since I ∈ D
and Xt = I#tX, Xt ∈ D for all t ∈ [0, 1] and X ∈ D. Since X • Xt = X2−t and I • Xt = X−t, we
have Xt ∈ D for all t ∈ [−1, 2]. Repeating this process yields Xt ∈ D for all t ∈ R. This shows that
R · logD = logD. We note that this holds true for geodesically complete subsets.
We will show that D is closed under addition. Let X, Y ∈ D. By the preceding step, X 2k , Y 2k ∈ D
and hence its geometric mean X
2
k #Y
2
k lies in D for all k ∈ N. Thus
(
X
2
k #Y
2
k
)k ∈ D. Since D is closed,
its limit exp(log X + log Y) ∈ D. This shows that log X + log Y ∈ logD. Therefore logD is a subspace
ofHn. 
By a symmetric submanifold of Pn, we mean a submanifold of the form S = exp(V) := {exp V :
V ∈ V}, whereV is a subspace ofHn, such that
P,Q ∈ S implies P • Q = PQ−1P ∈ S. (2.2)
Wenote that every symmetric submanifold is a closed subsetofPn and is stableundermatrix inversion.
The following characterizations of symmetric submanifolds appears in [9].
Theorem 2.6. LetV be a subspace ofHn and let S = expV. The following statements are equivalent;
(i) S is a symmetric submanifold;
(ii) V is a Lie triple system;
(iii) S is geodesically complete.
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Here a linear subspace of a Lie algebra is called a Lie triple system if for all u, v,w in the subspace the
element [u, [v,w]] lies in the subspace.
The standing hypothesis
S = exp(V), for some subspaceV ⊂ Hn (2.3)
is essential for the preceding theorem. A non-trivial example of a symmetric submanifold is the set
of all positive definite matrices with determinant 1 (the corresponding Lie triple system consists of
Hermitianmatrices with trace 0). The following is immediate from the preceding two results (without
the standing hypothesis (2.3)).
Corollary 2.7. Let S be a non-empty subset of Pn. Then the following statements are equivalent.
(i) S is a symmetric submanifold;
(ii) log S is a Lie triple system;
(iii) S is a geodesically complete subset containing the identity matrix;
(iv) S is a geodesically convex, contains the identity matrix, and is stable under Cartan symmetries.
3. Symmetric -submanifolds and matrix means
We note that in general a symmetric submanifold is not convex in the Euclidean sense and that
the family of symmetric submanifolds is not stable under congruence transformations. We introduce
a family of geodesically complete subsets which is stable under congruence transformations, namely
symmetric -submanifolds.
Definition 3.1. A non-empty closed subset S of Pn is called a symmetric -submanifold if
(i) S is a convex subcone ofHn;
(ii) S is invariant under its Cartan symmetries; and
(iii) S is geodesically complete.
Proposition 3.2. If S is a -symmetric submanifold, then C(S) is a -symmetric submanifold for all
C ∈ GL(n,C).
Proof. Since every congruence transformation is a linear automorphism onHn and is an isometry on
Pn, it preserves addition, scalar multiplication, Cartan symmetries and geodesic lines. 
Remark 3.3. In general, symmetric -submanifolds are not stable under the matrix inversion. By
Proposition 2.5, every symmetric -submanifold containing the identity matrix is a symmetric sub-
manifold and hence stable under the matrix inversion.
Example 3.4. Let p1, . . . , pk be positive integers with
∑k
i=1 pi = n. Let Dp1,...,pk be the set of n × n
block diagonal matrices
Dp1,...,pk = Pp1 ⊕ · · · ⊕ Ppk .
Then Dp1,...,pk is a symmetric (-)submanifold. By invariance, C(Dp1,...,pk) is a symmetric -
submanifold for any non-singular C, but is not a symmetric submanifold in general.
By Lemma 2.3, we have
Corollary 3.5. LetD be a closed subset ofPn. IfD is a convex cone ofHn and is closed under the harmonic
mean and Cartan symmetries, then D is a symmetric -submanifold.
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Remark 3.6. For A, B > 0 and t ∈ [0, 1], the t-weighted arithmetic, geometric and harmonic means
of A and B are defined by (1 − t)A + tB, A#tB, ((1 − t)A−1 + tB−1)−1, respectively. By the weighted
AGH mean inequalities, we have
((1 − t)A−1 + tB−1)−1  A#tB  (1 − t)A + tB.
The mean iteration
A0 = A, B0 = B, An+1 = (1 − t)An + tBn, Bn+1 = An#tBn
approaches to a common limit;
AGMt(A, B) := lim
n→∞ An = limn→∞ Bn,
called the t-weighted arithmetic–geometric mean (AGM or Gauss mean) of A and B. Similarly the
t-weighted arithmetic–harmonic mean AHMt(A, B) and the t-weighted geometric-harmonic mean
GHMt(A, B) of A and B exist. We note that AHM1/2(A, B) = A#B but AHMt(A, B) = A#tB for t = 1/2.
By Lemma2.3, any closed subsetD ofPn invariant under the arithmetic andharmonicmeanoperations
is invariant under the weighted mean operations AHMt(·, ·), AGMt(·, ·) and GHMt(·, ·). Indeed, D is
closed under the weighted arithmetic and harmonic means.
Theorem 3.7. Every symmetric -submanifold is stable under the weighted AGM, AGMt(·, ·). If further
it is stable under the harmonic mean, then it is stable under AGMt(·, ·) and GHMt(·, ·).
Remark 3.8. It looks non-trivial but interesting to find a Lie-algebraic characterization of log S for a
symmetric -submanifold S .
4. The equation XM = NX
In this section we study a matrix equation whose solution set forms a symmetric -submanifold.
ForM,N ∈ Mn, we consider the special Sylvester equation
XM = NX, (4.4)
where a positive definite solution X is sought. Denote S(M,N) by the solution set
S(M,N) = {X > 0 : XM = NX}.
We note that S(M,N) is a closed subset of Pn and S(M,N)−1 = S(N,M).
Example 4.1. LetM =
⎛
⎝a 0
c a
⎞
⎠where a ∈ R and c ∈ C \ {0}. Then S(M,M∗) = ∅.
Example 4.2. LetM =
⎛
⎝1 0
1 1
⎞
⎠ ,N =
⎛
⎝0 1
1 0
⎞
⎠ . Then
S(M,M) =
⎧⎨
⎩
⎛
⎝a 0
0 b
⎞
⎠ : a, b > 0
⎫⎬
⎭ , S(N,N) =
⎧⎨
⎩
⎛
⎝a b
b a
⎞
⎠ : b ∈ R, a > |b|
⎫⎬
⎭ .
Example 4.3. LetM =
⎛
⎝1 0
1 2
⎞
⎠ . Then
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S(M,M∗) =
⎧⎨
⎩
⎛
⎝a b
b b
⎞
⎠ : a > b > 0
⎫⎬
⎭ , S(M∗,M) =
⎧⎨
⎩
⎛
⎝ a −a
−a b
⎞
⎠ : b > a > 0
⎫⎬
⎭ .
In particular, S(M,N)−1 = S(M,N) and S(M,N) is not closed under thematrix inversion, in general.
Example 4.4 (Fixed points of congruence transformations). Let C ∈ GL(n,C). Then
S(C−1, C∗) = {X > 0 : C∗(X) = X}.
Proposition 4.5. For M,N ∈ Mn and X > 0, the following statements are equivalent;
(i) M and N are positively commutative by X; that is, X−1/2MX−1/2 and X−1/2NX−1/2 commute;
(ii) M,N, X are -commuting; that is, there exists C ∈ GL(n,C) such that C(M), C(N), and C(X)
commute each other;
(iii) MX−1N = NX−1M;
(iv) (for non-singular M) X ∈ S(M−1N,NM−1).
Proof. The implication (i) implies (ii) and the equivalence between (i) and (iii) are straightforward.
Suppose that C(M), C(N), and C(X) commute with one another. Then
CMX−1NC∗ = (CMC∗)(CXC∗)−1(CNC∗)
= (CNC∗)(CXC∗)−1(CMC∗) = CNX−1MC∗
which implies thatMX−1N = NX−1M.
It is straightforward to see the equivalence between (iii) and (iv) for invertibleM. 
Proposition 4.6. For any C ∈ GL(n,C),
C(S(M,N)) = S((C∗)−1MC∗, CNC−1).
In particular, U(S(M,N)) = S(U(M), U(N)) for any unitary matrix U.
Proof. Let X ∈ S(M,N) and let C ∈ GL(n,C). Then
(CXC∗)(C∗)−1MC∗ = CXMC∗ = CNXC∗ = CNC−1(CXC∗).
This shows that CXC∗ ∈ S((C∗)−1MC∗, CNC−1). Thus
C(S(M,N)) ⊂ S((C∗)−1MC∗, CNC−1).
Applying C−1 to both sides yields the reverse inclusion. 
We have seen that in general S(M,N) is not closed under the matrix inversion (Example 4.3).
Theorem 4.7. Suppose that S(M,N) is non-empty. Then S(M,N) and S(M,N)−1 are symmetric -
submanifolds. In particular, they are closed under the weighted harmonic, AHMt(·, ·), AGMt(·, ·) and
GHMt(·, ·) mean operations.
Proof. It is easy to see that S(M,N) is a convex cone from the defining equation. Let X, Y ∈ S(M,N).
Then X−1N = MX−1 and Y−1N = MY−1. This implies that (X−1 + Y−1)N = M(X−1 + Y−1) and
(X • Y)M = (XY−1X)M = XY−1(XM) = XY−1(NX) = X(Y−1N)X
= X(MY−1)X = (XM)Y−1X = (NX)Y−1X = N(XY−1X)
= N(X • Y).
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That is, (X−1 + Y−1)−1, X • Y ∈ S(M,N). By Lemma 2.3, the proof is completed. 
Theorem 4.8. For any M ∈ Mn, S(M,M) is the set of positive definite commutators of M and is a
symmetric submanifold.
Proof. Set S = S(M,M). Then I ∈ S and S is geodesically complete by Theorem 4.7. By Corollary 2.7,
S is a symmetric submanifold. 
As far as we know, the class of symmetric submanifolds of the form S(M,M) varying overM ∈ Mn
is new.
Example 4.9 (Centrosymmetric matrices). Let K ∈ GL(n,C) such that K = K−1 = K∗. Then I ∈
S(K, K) = {X > 0 : KXK = X}. For example, the set of positive definite centrosymmetric matrices is
a geodesic submanifold:
CSn = {X > 0, KnXKn = X}
where Kn is the n×nmatrixwith 1’s on the diagonal running southwest to northest and 0’s elsewhere.
For example, K3 =
⎛
⎜⎜⎜⎝
0 0 1
0 1 0
1 0 0
⎞
⎟⎟⎟⎠ .
Example 4.10 (Toeplitz and Stieltjes matrices). Let Tn be the set of all n × n positive definite Toeplitz
matrices. Then Tn ⊂ CSn. But Tn is not a geodesically convex subset. Consider 3 × 3 matrices
A =
⎛
⎜⎜⎜⎝
10 3 2
3 10 2
2 3 10
⎞
⎟⎟⎟⎠ , B =
⎛
⎜⎜⎜⎝
10 2 6
2 10 2
6 2 10
⎞
⎟⎟⎟⎠ .
Then A#B =
⎛
⎜⎜⎜⎝
9.7154 2.5446 4.0585
2.5446 9.9082 2.5446
4.0585 2.5446 9.7154
⎞
⎟⎟⎟⎠ /∈ T3. Also, the set of Stieltjes matrices does not form a
geodesically convex subset. Let
A =
⎛
⎜⎜⎜⎝
2 −0.0503 −0.2287
−0.0503 2 −0.8342
−0.2287 −0.8342 2
⎞
⎟⎟⎟⎠ , B =
⎛
⎜⎜⎜⎝
2 −0.0156 −0.8637
−0.0156 2 −0.0781
−0.8637 −0.0781 2
⎞
⎟⎟⎟⎠ .
Then
A#B =
⎛
⎜⎜⎜⎝
1.9712 0.0021 −0.5479
0.0021 1.9571 −0.4547
−0.5479 −0.4547 1.9390
⎞
⎟⎟⎟⎠
and is not a Stieltjes matrix.
Remark 4.11. Although Tn is contained in the symmetric submanifold of centrosymmetric matrices,
the latter set looks a little big. So, it would be interesting to find the smallest geodesically convex set
containing Tn.
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The following result shows a particular construction of an increasing sequence of symmetric -
submanifolds.
Proposition 4.12. For M,N ∈ Mn,
S(M,N) ⊂ S(MN∗,NM∗) ∩ S(N∗M,M∗N).
In particular, S(M,M∗) ⊂ S(M2, (M2)∗) ⊂ · · · ⊂ S(M2k, (M2k)∗) for all k ∈ N.
Proof. Suppose that XM = NX. Multiplication on the right by N∗ shows at once that XMN∗ is Her-
mitian, that is, X(MN∗) = (NM∗)X and hence X ∈ S(MN∗,NM∗). Similarly X ∈ S(N∗M,M∗N).
ApplyingN = M∗ yieldsS(M,M∗) ⊂ S(MN∗,NM∗)= S(M2, (M2)∗)and inductivelyS(M,M∗) ⊂
S(M2, (M2)∗)⊂ · · · ⊂ S(M2k, (M2k)∗) for all k ∈ N. 
Remark 4.13. It would be an interesting to find a condition on M that S(M,M∗) = S(M2k, (M2k)∗)
for some k.
5. The equation XM = M∗X and K-symmetric matrices
In this section we consider the matrix equation
XM = M∗X. (5.5)
IfS(M,M∗) = ∅, thenM is calledK-symmetric. IfXM > 0 for someX > 0, thenM is calledK-positive
definite (K-p.d) [14]. It is shown [14] thatM isK-p.d if and only ifM is a product of two positive definite
matrices if and only ifM has positive real eigenvalues and a complete set of corresponding eigenvectors
if and only ifM is weakly positive in the sense of Wigner [15].
LetM be a K-symmetric matrix and let X > 0 such that XM = M∗X. Setting A = X1/2MX−1/2,we
have A = X1/2MX−1/2 = X−1/2M∗X1/2 = A∗, that is,M is similar to a Hermitian matrix. Conversely
if M = CHC−1 for some non-singular matrix C and Hermitian matrix H, then (CC∗)−1 ∈ S(M,M∗)
follows from
(CC∗)−1M = (C∗)−1C−1(CHC−1) = (C∗)−1HC−1 = (C∗)−1HC∗(C∗)−1C−1
= (CHC−1)∗(CC∗)−1 = M∗(CC∗)−1.
Theorem 5.1. For M ∈ Mn, S(M,M∗) = ∅ if and only if M is similar to a Hermitian matrix. In this case,
S(M,M∗) is congruent to a symmetric submanifold.
Proof. Suppose thatM = CHC−1 for some non-singular C and Hermitian matrix H. Then by Proposi-
tion 4.6,
S(M,M∗) = S(CHC−1, (CHC−1)∗) = (C∗)−1(S(H,H)).
By Theorem 4.8, S(H,H) is a geodesic submanifold. 
For c ∈ C, we let
P(c) =
⎧⎨
⎩
⎛
⎝ x cz
cz z
⎞
⎠ : x > |c|2z, z > 0
⎫⎬
⎭ .
Then ∅ = P(c) ⊂ P2. It is non-trivial to see that P(c) is a symmetric -submanifold, but by the
following result it is.
Y. Lim / Linear Algebra and its Applications 435 (2011) 2285–2295 2293
Proposition 5.2. For a 2 × 2 matrix M, S(M,M∗) = ∅ if and only if M is a real scalar matrix or M has
two distinct real eigenvalues. Furthermore for any c ∈ C, P(c) is a symmetric -submanifold, and for any
2× 2matrix M, S(M,M∗) has one of the following forms; ∅, P2, U(P(c)),where U is a unitary matrix
and c ∈ C.
Proof. Suppose that S(M,M∗) = ∅. Then by Proposition 5.1, M is similar to a Hermitian matrix H
and hence all eigenvalues of M are real. Since eigenvalues of M are that of H, either M is a real scalar
matrix or M has distinct real eigenvalues. Conversely, suppose that M has distinct real eigenvalues a
and b. To show S(M,M∗) = ∅, we may assume that M =
⎛
⎝a 0
c b
⎞
⎠ , c ∈ C (by Schur’s theorem and
Proposition 4.6). Let X =
⎛
⎝x y
y z
⎞
⎠ ∈ H2. Then by a direct computation, X ∈ S(M,M∗) if and only if
yc ∈ R, y = c
b−a z, x, z > 0, and xz > |y|2 if and only if x > |c|
2
(b−a)2 z and z > 0. That is,
S(M,M∗) =
⎧⎨
⎩
⎛
⎝ x cb−a z
c
b−a z z
⎞
⎠ : x > |c|
2z
(b − a)2 , z > 0
⎫⎬
⎭ = P
(
c
b − a
)
. 
Definition 5.3. A lower triangular matrix M with real diagonal entries is called a -matrix if it is of
the following form
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
λ1Ip1 0 · · · 0
∗ λ2Ip2 · · · 0
... ∗ . . . 0
∗ ∗ · · · λkIpk
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (5.6)
where λi = λj for i = j and∑ki=1 pi = n. We note that λi’s are distinct eigenvalues ofM and pi is the
multiplicity of λi.
Remark 5.4. By Schur’s theorem that every real scalar matrix and every matrix with distinct real
eigenvalues are unitarily similar to -matrices.
Example 5.5. For n = 4, we have five types of -matrices:
(I) αI4, (II)
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
α 0 0 0
∗ β 0 0
∗ 0 β 0
∗ 0 0 β
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (III)
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
α 0 0 0
0 α 0 0
∗ ∗ β 0
∗ ∗ 0 β
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
(IV)
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
α 0 0 0
∗ β 0 0
∗ ∗ γ 0
∗ ∗ 0 γ
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (V)
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
α 0 0 0
∗ β 0 0
∗ ∗ γ 0
∗ ∗ ∗ μ
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
where α, β, γ, μ are distinct real numbers.
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By a standard linear algebra method, one may easily see thatM is similar to a Hermitian matrix if
and only ifM is unitarily similar to a -matrix.
Theorem 5.6. For M ∈ Mn, M is a K-symmetric matrix if and only if S(M,M∗) = ∅ if and only if M is
similar to a Hermitian matrix if and only if M is unitarily similar to a -matrix.
Remark 5.7. An alternative characterization of real K-symmetric matrices in terms of Jordan normal
form appears in [8,7,6].
6. K-p.d matrices
LetM be aK-p.dmatrix. ThenM = AB for some positive definitematrices A and B. From A−1(AB) =
B = (BA)A−1 and B(AB) = (BA)B, we have A−1, B ∈ S(AB, BA). In particular S(M,M∗) = ∅. By its
geodesic completeness, A−1#tB ∈ S(AB, BA) for all t ∈ R. The solution set S(AB, BA) coincides with
theMZ (Monterio–Zhang) family of search directions in long-step primal-dual path-following interior-
point methods for semidefinite programming problems [13]. The choices X = A−1(t = 0), X =
B(t = 1), X = A−1#B(t = 1/2) determine the three well-known search directions, namely, the
HRVW/KSM/M direction, the KSM/H direction, and the NT direction, respectively.
Theorem 6.1. Let A, B > 0. Then for X > 0, the following statements are equivalent:
(i) X ∈ S(AB, BA);
(ii) AXB−1 = B−1XA;
(iii) A−1, B, X are -commuting;
(iv) X1/2AX1/2 and X1/2B−1X1/2 commute;
(v) AXB−1 > 0.
Proof. From A−1, B ∈ S(AB, BA), S(AB, BA) = ∅. By Proposition 4.5, the properties (i)–(iv) are
equivalent. The equivalence between (ii) and (v) appears in [15,11]. 
Inspired by K-p.d matrices, it is natural to consider matrices of the form: either a finite product of
positive definitematrices or amatrix with positive determinant. But these two classes of non-singular
matrices are same by the elegant result of Ballantine [3]. We note that for a scalar matrix M = αI,
S(M,M∗) = ∅ if and only if α ∈ R, in which case S(M,M∗) = Pn.
Theorem 6.2 (Ballantine [3]). Every nonscalar matrix with positive determinant can be written as a
product of at most four positive definite matrices.
Definition 6.3. For k ∈ N, we let
P
(k)
n = {A1 · · · Ak : Ai ∈ Pn}.
By the previous theorem, any nonscalar matrix with positive determinant belongs to P
(4)
n . By
Theorem 6.1, we have
Corollary 6.4. For every M ∈ P(2)n , S(M,M∗) = ∅. In particular, for a matrix M with positive determi-
nant, M ∈ P(4)n \ P(2)n if S(M,M∗) = ∅.
Example 6.5. Let M =
⎛
⎝In−1 0
e∗ 1
⎞
⎠ where e = (0, 0, . . . , 0, 1) ∈ Rn−1. One may see that the matrix
M is a nonscalar matrix with determinant 1 such that S(M,M∗) = ∅, and it belongs to P(3)n . Indeed,
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⎛
⎝In−1 0
e∗ 1
⎞
⎠ =
⎛
⎜⎜⎜⎝
1 0 2
0∗ In−1 0∗
2 0 9/2
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
5 0 −2
0∗ In−1 0∗
−2 0 1
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
1 0 0
0∗ In−1 0∗
0 0 2
⎞
⎟⎟⎟⎠ .
Corollary 6.6. Let A, B, C,D > 0. If A ∈ S(BC, CB), then S(ABC, CBA) is a symmetric submanifold. If
A ∈ S(BCD,DCB), then S(ABCD,DCBA) is a symmetric submanifold.
Proof. If A ∈ S(BC, CB), then I ∈ S(ABC, CBA) and hence S(ABC, CBA) is a symmetric submanifold
by Theorem 4.8. 
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