A significant cost in PPM data compression (and often the major cost) is the provision and efficient coding of escapes while building contexts. This paper presents some recent work on eliminating escapes in PPM compression, using bit-wise compression with binary contexts. It shows that PPM without escapes can achieve averages of 2.5 bits per character on the Calgary Corpus and 2.2 bpc on the Canterbury Corpus, both values comparing well with accepted good compressors.
Introduction
Computer algorithms may be characterised by the algorithm (simple or complex), the data structures (simple or complex), and again data structures (large or small). This work described in this paper grew out of considering what data compression might be achieved by combining a simple algorithm and a simple but possibly large data structure.
A long-time standard in text compression is the PPM family ("Prediction by Partial Matching"), initially proposed by Witten et al [1] . Significant improvements were given by Bloom [2] , and later in the PAQ family of compressors [3] . A more recent standard is the Burrows-Wheeler algorithm [4, 5] , with later survey articles [6, 7] including many citations, and describing improvements to the basic algorithm.
What is shared by all these "improvements" is the increasing complexity of the algorithms. Thus Bloom and the later PAQ compressors include ever-more complex models for statistical prediction and even machinelearning techniques such as neural nets. Improvements to the Burrows-Wheeler algorithms likewise depend on complex statistical modelling and context recovery techniques (the contexts having been lost in the basic transform).
PPM compression
To summarise its operation, a PPM compressor builds a table of "contexts", each accompanied by symbols which have been seen to follow the context. As a new symbol may occur at any time, some means must exist to allow augmentation of the context symbols. Usually this means that each and every context must include an escape symbol to signal that the coder/decoder must fetch the symbol from a lower order context, which is usually more populous. Many cases require a sequence of escapes to drop down even to order-1 or order-0.
The probability of the escape relative to the other symbols is crucial, but can only be estimated. If the escape is given a low probability it will be expensive to emit; a high probability penalises the emission of the existing, known, symbols.
Some investigations by the author [6] , combining Burrows-Wheeler and PPM compression showed that a large part of the output stream was concerned with establishing contexts (in effect handling escapes) rather than actually coding symbols -about 50% for order 4 contexts and perhaps 90% for order 12. The author has therefore looked at the possibility of reducing the number of escapes, or even omitting them entirely.
This current paper presents one aspect of this investigation. In contrast to most other developments, it emphasises very simple modelling and algorithms, even at the cost of relatively high memory usage.
This section will present a sequence of 3 compressors to illustrate the development of the final technique. The results are summarised, for the Calgary and Canterbury Corpora, in Table 1 , including three other compressors for comparison and also one other test file.
GZIP & BZIP2
Standard GZIP and BZIP2 with default parameters, given as widely-available examples of good compressors.
PPMref
This is a simple PPM compressor, written by the author as a testbed with no special tricks or optimisations. Escapes are handled much as any other symbols, with no probability prediction. It serves as a reference by which the other experimental compressors are judged.
BWC (BitWise Compressor)
The simplest possible arithmetic coding model is for a binary alphabet, with two counts. If the counts will each fit into a single byte, we need only two bytes per model and a data structure of millions of models is quite feasible. The result is a surprisingly good compressor, generally within 10-15% of GZIP. There is little benefit in increasing the order; in fact geo is best with lower orders. Increasing the counts to 2 bytes gives only modest improvement (say 1%), while doubling the storage cost.
BWCV (BitWise Variable Order)
A PPM encoder issues an escape when it must process a symbol which is not present within the context for the current order. This requirement does not apply to a binary order, which always contains both valid symbols. But we can also escape if the context itself is absent or invalid. With a binary context this is easily achieved by initialising both counts to zero. An invalid (zero) context can then force an automatic escape to a lower order, with no explicit escape code emission. This is done in the BWCV compressor. All models are initialised to {0,0}, except for the 0-order context, set to {1,1}. The coder tracks down from the highest order (still 20 and binary) until a valid (non-zero) context is found, from which the bit can be emitted. The coder then traces back through the bypassed orders, validating each by first setting its counts to {1,1} and then incrementing the appropriate count. The decoder of course mirrors these actions, following the coder, governed just by the validity of the contexts and with no explicit signalling. The result is a small improvement over the BWC compressor for most files.
The result for pic is especially good, but perhaps not surprisingly as this is essentially bit-stream data which is forced into a byte representation.
PPM BitWise
The two previous compressors (with binary order=20) are equivalent to byte-wise PPM of order only 2.5. While this can be extended by increasing the binary order, even as far as 28 with current RAM sizes, some other aspects become important -1. The models array becomes increasingly sparse and inefficient in space utilisation.
2. The array becomes quite time-consuming to initialise, especially for sizes of 100 Mbyte (say binary orders of 26-27). The initialisation can easily overwhelm the compression proper.
3. Performance suffers if the models do not fit into a cache or, for very large models, into real memory..
4.
There is anyway little gain with these relatively modest increases in coding order.
We now move to a combination of byte-wise PPM to establish the context and bitwise compression within each byte, with results shown in the PPMbit column. The byte contexts are determined as usual for PPM. Each context contains an array of 256 binary models, all except for the zero-order byte context initialised to 0. Each bit is processed as with the BWCV compressor, dropping down the byte order to find a valid context for that bit. It is quite usual to find one byte being handled by several different byte-order models.
In essence the array of models is indexed by initially 0, then the left-most bit, then the left-most two bits and so on until the right-most bit uses a model selected by the preceding 7 bits. This gives a small bit-wise PPM structure within each byte. The actual implementation uses a prefix 1-bit on the index to provide information on the bitwise order, to prevent bytes with leading zeros all mapping to the 0-model until the first 1 is processed. (With some leading zero bits, the leftmost bit is always processed by model indices of 1, 2, 4 etc, the sequence splitting as 1-bits are encountered.) All counts at the order-0 context are initialised to 1.
Contexts with only a single symbol are treated specially; the array of 256 code models (512 byte) is created only for multiple symbol contexts. As most contexts are at the highest order, and most of these encode only a single symbol, we reduce memory requirements by usually 40-60%, to those shown in Table  1 . A byproduct is that single-context bytes can be copied rather than coded (with a signalling flag) and this improves compression by about 1%.
Another interesting aspect of this compressor is that the best results use orders 0, 1, 2, and 4, omitting order 3. Most of the "filtering" or elimination of symbols from the context occurs between orders 1 and 2 (at least for text files). It seems to be more effective to improve the count statistics at order 2, rather than emit bits from the "better" order 3 which, being used less frequently, accumulates poorer statistics.
This compressor is nearly as good as the reference compressor on most files, and compares well with the "standard" compressors. Table 1 includes comparative results for the (small!) 100MByte file often used with the PAQ compressor family. In "their" terms, the output file from the last column is about 32.8Mbytes, compared with 17-20Mbyte for the best of the far more complex PAQ compressors. But the compression compares well with the standard GZIP and BZIP2 compressors. This section includes compression times for enwik8 on a 2.2GHz x86 processor.
Finally, Table 1 shows the memory requirements for each of the test files, using the final "PPM bit" compressor. 
