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Abstract. In this article we study the fractal Navier-Stokes equations by using stochastic La-
grangian particle path approach in Constantin and Iyer [6]. More precisely, a stochastic rep-
resentation for the fractal Navier-Stokes equations is given in terms of stochastic differential
equations driven by Le´vy processes. Basing on this representation, a self-contained proof for the
existence of local unique solution for the fractal Navier-Stokes equation with initial data inW1,p
is provided, and in the case of two dimensions or large viscosity, the existence of global solution
is also obtained. In order to obtain the global existence in any dimensions for large viscosity, the
gradient estimates for Le´vy processes with time dependent and discontinuous drifts is proved.
1. Introduction
Consider the following incompressible fractal or generalized Navier-Stokes equation in Rd
(abbreviated as FNSE): {
∂tu = Lu − (u · ∇)u + ∇p, t > 0,
∇ · u = 0, u(0) = u0, (1.1)
where u = (u1, · · · , ud)t denotes the column vector of velocity field, p is the pressure, L is the
generator of a Le´vy process given by
Lu(x) =
∫
Rd
(u(x + y) − u(x) − 1|y|61(y · ∇)u(x))ν(dy), (1.2)
where ν is a Le´vy measure on Rd, i.e., it satisfies that ν{0} = 0 and∫
Rd
1 ∧ |y|2ν(dy) < +∞.
When ν(dy) = dy/|y|d+α with α ∈ (0, 2), L = −cα(−∆)α/2 is the usual fractional Laplacian
operator by multiplying a constant.
As a simplified model of equation (1.1), the following fractal Burgers equation has been
studied by Biler, Funaki and Woyczynski [3] and Kiselev, Nazarov and Schterenberg [15],
∂tu = −(−∆)α/2u − (u · ∇)u, t > 0, u(0) = u0.
As for generalized Navier-Stokes equation (1.1), when L = −(−∆)α/2, it has been studied by
Wu [25] in Besov spaces by using purely analytic argument. The main feature of such fractal
equations is that operator L given by (1.2) is non-local. Recently, there are increasing interests
for studying such fractal equations or fractional dissipative equations since they naturally appear
in hydrodynamics, statistcal mechanics, physiology, certain combustion models, and so on (cf.
[21, 19, 24], etc.).
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The aim of this paper is to study equation (1.1) by using a stochastic Lagrangian particle
trajectories approach following [6, 27]. More precisely, Constantin and Iyer [6] gave the fol-
lowing elegant stochastic representation for the regularity solution u of Navier-Stokes equation
(corresponding to L = ν∆ in (1.1)):
Xt(x) = x +
∫ t
0
us(Xs(x))ds +
√
2νBt, t > 0,
ut = PE[(∇tX−1t )(u0 ◦ X−1t )],
(1.3)
where P denotes the Leray-Hodge projection onto divergence free vector fields, Bt is a Brownian
motion, and X−1t (x) denotes the inverse of x 7→ Xt(x). Basing on this representation, a self-
contained proof of the existence of local smooth solutions in Ho¨lder space was given by Iyer
[13]. Later on, by reversing the time variable, in a previous work [27], we considered the
following stochastic representation:
Xt,s(x) = x +
∫ s
t
ur(Xt,r(x))dr +
√
2ν(Bs − Bt), t 6 s 6 0,
ut = PE[(∇tXt,0)(u0 ◦ Xt,0)],
(1.4)
and a self-contained proof of the existence of local smooth solutions in Sobolev space is also
obtained. Moreover, the global solution for large viscosity is proven by using Bismut formula.
Naturally, if one replaces the Brownian motion in (1.4) by a general Le´vy process Lt, then it
is expected that the corresponding solution u will solve the following backward fractal Navier-
Stokes equation: {
∂tu + Lu + (u · ∇)u + ∇p = 0, t 6 0,
∇ · u = 0, u(0) = u0, (1.5)
where L is the Le´vy generator of the Le´vy process Lt. In general, it seems hard to solve the
above fractal Navier-Stokes equation by using purely analytic tools. However, stochastic system
(1.4) is easier to be dealt with if one replaces Bt by a general process and only considers the
local smooth solutions. In fact, it is easy to obtain the existence of local smooth solutions for
stochastic system (1.4), and a global smooth solution in two dimensional case by the same
arguments as in [13, 28]. This will be given in Section 2.
On the other hand, if we only assume that the initial data belongs to the first order Sobolev
spaceW1,p, it seems not so easy to construct a local solution inW1,p for stochastic system (1.4).
A clear difficulty is to obtain the differentiability of the solution flow x 7→ Xt,0(x). Although
one can solve the following equation with divergence free vector field u ∈ L1loc((−∞, 0];W1,p)
by using DiPerna-Lions’ theory (cf. [10, 7]):
Xt,s(x) = x +
∫ s
t
ur(Xt,r(x))dr + (Ls − Lt),
it is only known that x 7→ Xt,0(x) is approximately differentiable (cf. [1, 7]). This difficulty will
be overcomed by using Krylov’s estimate for jump-diffusion processes and the regularizing
effect of Le´vy process if Lt is non-degenerated in some sense (see Condition (H)α below).
Thus, following Section 2, Section 3 will be devoted to the proof of the existence of local
W
1,p
-solutions.
For proving the existence of global solutions inW1,p for large viscosity, we need some gradi-
ent estimates for the SDE with Sobolev coefficients and driven by a Le´vy process. For this aim,
we shall use some asymptotic estimates for the heat kernels of Le´vy processes due to Schilling,
Sztonyk and Wang [20]. Our approach for the gradient estimates of SDEs is based on the a
priori estimate for an integro-differential equation and the uniqueness of weak solutions. This
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is the content of Section 4, and can be read independently. In Section 5, we prove the global
well posedness for large viscosity.
Lastly, we mention that other stochastic approaches for incompressible Navier-Stokes equa-
tions can be found in the references [16, 4, 5, 8, 9], etc.; and compared with the analytic argu-
ments, one of the main advantages of representation (1.4) is that it is convenient for numerical
simulations (cf. [17, 14]). This is in fact our main motivation for studying the stochastic repre-
sentation of fractal Navier-Stokes equation (1.5).
2. Stochastic representation for fractal Navier-Stokes equations
We first fix some notations. Set N0 := {0} ∪ N and R− := (−∞, 0]. For k ∈ N0, let Ckb =
Ckb(Rd;Rd) be the space of all k-order continuously differentiable vector fields on Rd with the
norm
‖u‖Ckb :=
k∑
j=0
sup
x∈Rd
|∇ ju(x)| < +∞,
where ∇ j denotes the j-order gradient, and | · | denotes the Euclidean norm. For k ∈ N0 and
p > 1, letWk,p =Wk,p(Rd;Rd) be the usual vector-valued Sobolev space on Rd with the norm
‖u‖k,p :=
k∑
j=0
‖∇ ju‖p < +∞,
where ‖ · ‖p is the usual Lp-norm in Rd.
Let us now recall some basic notions and facts about Le´vy processes on negative time axis.
Let (Lt)t60 be an Rd-valued Le´vy process on some probability space (Ω,F , P), i.e., an Rd-valued
stochastically continuous process with stationary independent increments and L0 = 0. By Le´vy-
Khintchine’s formula (cf. [2, p.109, Corollary 2.4.20]), the characteristic function of Lt is given
by
E(eiξ·Lt) = exp
{
t
[
ib · ξ + ξtAξ +
∫
Rd
[1 − eiξ·x + iξ · x1|x|61]ν(dx)
]}
=: etψ(ξ), (2.1)
where ψ(ξ) is a complex-valued function called the symbol of (Lt)t60, and b ∈ Rd, A ∈ Rd × Rd
is a positive definite and symmetric matrix, ν is a Le´vy measure on Rd. Throughout this paper,
we only consider the pure jump Le´vy process, and assume below that
b = 0, A = 0.
We remark that t 7→ Lt admits a version still denoted by Lt such that for almost all ω, t 7→ Lt(ω)
is right continuous and has left limit, but, for fixed t,
P{ω : Lt(ω) , Lt−(ω)} = 0.
Below, for t 6 s 6 0, define
Ft,s := σ{Lr − Lt : t 6 r 6 s}. (2.2)
Given u ∈ C(R−; C3b(Rd;Rd)), for x ∈ Rd, let Xt,s(x) be the unique solution of the following
SDE:
Xt,s(x) = x +
∫ s
t
ur(Xt,r(x))dr + (Ls − Lt), t 6 s 6 0. (2.3)
It is easy to see that {Xt,s(x), x ∈ Rd, t 6 s 6 0} forms a stochastic C3-diffeomorfism flow, and
∇Xt,s(x) = I +
∫ s
t
∇ur(Xt,r(x)) · ∇Xt,r(x)dr, (2.4)
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where ∇Xt,s(x) = (∂ jXit,s(x))i, j=1,··· ,d, and ∂ j denotes the partial derivative with respect to the j-th
component of x.
Let N(t, Γ) := ∑t6s<0 1Γ(Ls−Ls−), Γ ∈ B(Rd) be the Poisson random point measure associated
with (Lt)t60. By Le´vy-Itoˆ’s decomposition (cf. [2, p.108, Theorem 2.4.16]), one has
Lt =
∫
|x|61
x ˜N(t, dx) +
∫
|x|>1
xN(t, dx),
where ˜N(t, dx) := N(t, dx) − tν(dx) is the compensated random martingale measure. For g ∈
C2b(Rd;R), by Itoˆ’s formula (cf. [2, p.226, Theorem 4.4.7]), we have
g(Xt,s) = g(x) +
∫ s
t
[Lg(Xt,r) + (ur · ∇)g(Xt,r)]dr + Mgt,s, (2.5)
where L is the generator of (Lt)t60 given by (1.2), and (Mgt,s)s∈[t,0] is a square integrable martin-
gale given by
Mgt,s :=
∫ s
t
∫
Rd
[g(Xt,r− + y) − g(Xt,r−)] ˜N(dr, dy).
We have
Theorem 2.1. Let u ∈ C(R−; C3b(Rd;Rd)) and Xt,s(x) be the solution of SDE (2.3). For ϕ ∈
C2b(Rd;Rd) and c ∈ C(R−; C2b(Rd;R)), define
ht(x) := E
[
exp
{∫ 0
t
cr(Xt,r(x))dr
}
ϕ(Xt,0(x))
]
,
and
wt(x) := E[∇tXt,0(x) · ϕ(Xt,0(x))].
Then h,w ∈ C1(R−; C2b(Rd;Rd)) respectively and uniquely solve the following partial integro-
differential equations (PIDE):
∂tht +Lht + (ut · ∇)ht + ctht = 0, h0(x) = ϕ(x), (2.6)
and
∂twt + Lwt + (ut · ∇)wt + (∇tut)wt = 0, w0(x) = ϕ(x). (2.7)
Proof. Fix t < 0. For g ∈ C2b(Rd) and δ > 0, by Itoˆ’s formula (see (2.5)), we have
E
[
exp
{∫ t
t−δ
cr(Xt−δ,r(x))dr
}
g(Xt−δ,t(x))
]
− g(x)
= E
[∫ t
t−δ
exp
{∫ s
t−δ
cr(Xt−δ,r(x))dr
} [
Lg(Xt−δ,s(x)) + (us · ∇)g(Xt−δ,s(x))
]
ds
]
+ E
[∫ t
t−δ
exp
{∫ s
t−δ
cr(Xt−δ,r(x))dr
}
cs(Xt−δ,s(x))g(Xt−δ,s(x))
]
By the stochastic continuity of t 7→ Lt, from equation (2.3), it is easy to prove that (t, s) → Xt,s(x)
is also stochastically continuous. Thus, since (s, x) 7→ Lg(x)+(us ·∇)g(x)+cs(x)g(x) is bounded
and continuous, by the dominated convergence theorem, we have
1
δ
[
E
[
exp
{∫ t
t−δ
cr(Xt−δ,r(x))dr
}
g(Xt−δ,t(x))
]
− g(x)
]
δ→0→ Lg(x) + (ut · ∇)g(x) + ct(x)g(x). (2.8)
Noticing that
Xt−δ,0(x) = Xt,0 ◦ Xt−δ,t(x),
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by Markov property, we have
ht−δ = E
[
exp
{∫ t
t−δ
cr(Xt−δ,r)dr
}
exp
{∫ 0
t
cr(Xt,r ◦ Xt−δ,t)dr
}
ϕ(Xt,0 ◦ Xt−δ,t)
]
= E
[
exp
{∫ t
t−δ
cr(Xt−δ,r)dr
}
E
[
exp
{∫ 0
t
cr(Xt,r ◦ Xt−δ,t)dr
}
ϕ(Xt,0 ◦ Xt−δ,t)
∣∣∣∣Ft−δ,t
]]
= E
[
exp
{∫ t
t−δ
cr(Xt−δ,r)dr
}
ht ◦ Xt−δ,t
]
.
Thus, by (2.8), we obtain
1
δ
(ht(x) − ht−δ(x)) δ→0→ −[Lht(x) + (ut · ∇)ht(x) + ct(x)ht(x)].
Since the limit is a continuous function of (t, x), it follows that for each x, t 7→ ht(x) is differen-
tiable and equation (2.6) is obtained.
As for (2.7), observing that
∇Xt−δ,0(x) = (∇Xt,0) ◦ Xt−δ,t(x) · ∇Xt−δ,t(x),
by Markov property again, we have
wt−δ(x) = E[∇tXt−δ,0(x) · ϕ(Xt−δ,0(x))] = E[∇tXt−δ,t(x) · wt(Xt−δ,t(x))].
Hence, by (2.8) and (2.4), we have
1
δ
(wt(x) − wt−δ(x)) = −1
δ
E[wt(Xt−δ,t(x)) − wt(x)] − 1
δ
E[(∇tXt−δ,t − I) · wt(Xt−δ,t(x))]
δ→0→ −[Lwt + (ut · ∇)wt](x) − (∇tut · wt)(x).
Equation (2.7) is thus obtained.
We now prove the uniqueness. Here we adopt the duality argument. Let ˆXt,s(x) solve the
following SDE:
ˆXt,s(x) = x −
∫ s
t
ur( ˆXt,r(x))dr − (Ls − Lt), t 6 s 6 0.
Fix φ ∈ C∞0 (Rd;Rd) and T < 0. For t ∈ [T, 0], define
ˆht(x) := E
[
exp
{∫ 0
T−t
(cr − divur)(XT−t,r(x))dr
}
φ(XT−t(x))
]
.
By the above proof, it follows that ˆht ∈ L1(Rd) ∩C2b(Rd) solves the following PIDE:
∂t ˆht = L∗ ˆht − (ut · ∇)ˆht + (ct − divut)ˆht
= L∗ ˆht − div(ut ⊗ ˆht) + ct ˆht
subject to ˆhT (x) = φ(x), where L∗ is the dual operator of L and given by
L∗g(x) =
∫
Rd
[g(x − y) − g(x) + (y · ∇)g(x)1|y|61]ν(dy).
Now, let h ∈ C1(R−; C2b(Rd;Rd)) solve (2.6) with h0(x) ≡ 0. Then, by the integration by parts
formula, we have
∂t〈ht, ˆht〉 = −〈Lht + (ut · ∇)ht + ctht, ˆht〉 + 〈ht,L∗ ˆht − div(ut ⊗ ˆht) + ct ˆht〉 = 0,
where 〈ht, ˆht〉 =
∫
Rd
〈ht(x), ˆht(x)〉Rd dx. Since 〈h0, ˆh0〉 = 0, it is immediate that 〈hT , ˆhT 〉 =
〈hT , φ〉 = 0, which then gives hT (x) = 0 by the arbitrariness of φ ∈ C∞0 (Rd;Rd). 
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Remark 2.2. If one assumes that u ∈ L1loc(R−; C3b(Rd;Rd)) and c ∈ L1loc(R−; C2b(Rd;R)), then the
conclusions of Theorem 2.1 still hold if one replaces equations (2.6) and (2.7) by
ht(x) = ϕ(x) +
∫ 0
t
[Lhs(x) + (us · ∇)hs(x) + cs(x)hs(x)]ds,
and
wt(x) = ϕ(x) +
∫ 0
t
[Lws(x) + (us · ∇)ws(x) + (∇tus)ws(x)ds.
Using Theorem 2.1, we have the following representation for the solution of fractal Navier-
Stokes equation as in [27, Theorem 2.3].
Theorem 2.3. Let u ∈ C(R−; C3b(Rd;Rd)) be divergence free. Then, u is a solution of fractal
Navier-Stokes equation (1.5) if and only if u solves the following stochastic system:
Xt,s(x) = x +
∫ s
t
ur(Xt,r(x))dr + (Ls − Lt), t 6 s 6 0,
ut = PE[∇tXt,0 · (u0 ◦ Xt,0)],
(2.9)
where L is a Le´vy process with generator L, and P is the Leray-Hodge projection onto diver-
gence free vector fields.
Along the completely same lines as in [27, Theorems 3.8 and 4.2], one has the following
result. The details are omitted.
Theorem 2.4. For any k ∈ N0 and p > d, there exists a constant C0 = C0(k, p, d) > 0 such that
for any u0 ∈ Wk+2,p(Rd;Rd) divergence free and T := −(C0‖∇u0‖k+1,p)−1, there is a unique pair
of (u, X) with u ∈ C([T, 0];Wk+2,p) satisfying (2.9). Moreover, for any t ∈ [T, 0],
‖∇ut‖k+1,p 6 C0‖∇u0‖k+1,p.
In two dimensional case, one has that for all t ∈ R−,
‖ut‖k+2,p 6 C(‖u0‖k+2,p, k, p, t),
where the constant C is increasing with respect to its first argument. In particular, there exists
a unique global solution u ∈ C(R−;Wk+2,p) to (2.9) in the two dimensional case.
3. Existence of local solutions for FNSE withW1,p initial data
In the remaining sections, we mainly study equation (2.9) with u0 ∈ W1,p(Rd;Rd). For this
aim, we assume that
(H)α Let ψ(ξ) be the Le´vy symbol given in (2.1) and satisfy that for some α ∈ (0, 2),
Re(ψ(ξ)) ≍ |ξ|α as |ξ| → ∞,
where a ≍ b means that for some c1, c2 > 0, c1b 6 a 6 c2b.
Consider the following SDE:
Xt,s(x) = x +
∫ s
t
ur(Xt,r(x))dr + ν1/α(Ls − Lt), t 6 s 6 0, (3.1)
where u : R− × Rd → Rd is a bounded Borel measurable function, and with a little abuse of
notations, ν > 0 denotes a positive constant which plays the viscosity role.
We recall the following Krylov estimate for jump diffusion processes taken from [28, The-
orem 3.7]. Although the theorem is given therein only for α-stable processes, it is clearly also
valid for more general Le´vy processes considered in the present paper since the proof only
depends on the gradient estimate (4.5) below.
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Theorem 3.1. Suppose that (H)α holds with α ∈ (1, 2), and u is bounded by κ. Let Xt,s(x) solve
equation (3.1). Then for any p > d
α
and q > pαpα−d , there exists a constant Cκ = Cκ(d, α, p, q, ψ) >
0 independent of ν > 1 and x ∈ Rd such that for all −1 6 t 6 s1 < s2 6 0 and f ∈
Lq([s1, s2]; Lp(Rd)),
E
(∫ s2
s1
fr(Xr(x))dr
∣∣∣∣Ft,s1
)
6 Cκ‖ f ‖Lq([s1,s2];Lp(Rd)), (3.2)
where Cκ is increasing with respect to κ, and Ft,s1 is defined by (2.2).
The following lemma is taken from [11, p. 1, Lemma 1.1].
Lemma 3.2. Fix t < 0. Let {β(s)}s∈[t,0] be a nonnegative measurable (Ft,s)-adapted process.
Assume that for all t 6 s1 6 s2 6 0,
E

∫ s2
s1
β(r)dr
∣∣∣∣∣∣
Ft,s1
 6 ρ(s1, s2),
where ρ(s1, s2) is a nonrandom interval function satisfying the following conditions:
(i) ρ(s1, s2) 6 ρ(s3, s4) if (s1, s2) ⊂ (s3, s4);
(ii) limδ↓0 supt6s16s260,|s1−s2 |6δ ρ(s1, s2) = 0.
Then for any γ > 0,
E exp
{
γ
∫ 0
t
β(r)dr
}
6 2N ,
where N ∈ N is chosen being such that for any k = 0, · · · ,N − 1,
ρ(−(k + 1)|t|/N,−k|t|/N) 6 1
2γ
.
Let f be a locally integrable function on Rd. The Hardy-Littlewood maximal function is
defined by
M f (x) := sup
r>0
1
|Br|
∫
Br
f (x + y)dy,
where Br := {y ∈ Rd : |y| < r} and |Br| is the volume of Br.
We recall the following well known results (cf. [18, Appdenix] and [22, p. 5, Theorem 1]).
Lemma 3.3. (i) For any f ∈W1,p, there exist Cd > 0 and a null set E such that for all x, y < E,
| f (x) − f (y)| 6 Cd(M|∇ f |(x) +M|∇ f |(y))|x − y|. (3.3)
(ii) For any p > 1, there exists a constant Cd,p > 0 such that for any f ∈ Lp(Rd),
‖M f ‖p 6 Cd,p‖ f ‖p. (3.4)
Using the above three tools, we can derive the following important estimates for later use.
Lemma 3.4. Suppose that (H)α holds with α ∈ (1, 2), and p > 2dα . For any U > 0, there
exists a time T = T (U) ∈ [−1, 0) independent of ν > 1 such that for any divergence free
u ∈ L∞([T, 0];W1,p(Rd;Rd)) with
sup
t∈[T,0]
‖ut‖1,p 6 U, (3.5)
the unique solution Xt,s(x) to SDE (3.1) belongs to ∩γ>1W1,γloc with respect to x, and preserves the
volume, and satisfies that for any γ > 1 and some C = C(T, γ,U) > 0,
sup
t∈[T,0]
sup
x∈Rd
E|∇Xt,0(x)|γ 6 C, (3.6)
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and
sup
t∈[T,0]
sup
x∈Rd
E|∇Xt,0(x)|4 6 2. (3.7)
Moreover, for any ϕ ∈W1,p(Rd;Rd), if we define
wt := PE(∇tXt,0 · (ϕ ◦ Xt,0)), (3.8)
then w ∈ C([T, 0];W1,p) and
∂iwt = PE[∇tXt,0 · (∇ϕ − ∇tϕ) ◦ Xt,0 · ∂iXt,0]. (3.9)
Proof. Under (3.5), it has been proven in [28, Theorem 1.1] (see also [12]) that SDE (3.1)
admits a unique strong solution Xt,s(x) for each x ∈ Rd. Since u is divergence free, x 7→ Xt,x(x)
preserves the volume. Let uεt (x) := ut ∗ ρε(x) be the mollifying approximation of u, where
(ρε)ε∈(0,1) is a family of mollifiers. Let Xεt,s(x) solve the following SDE
Xεt,s(x) = x +
∫ s
t
uεr(Xεt,r(x))dr + ν1/α(Ls − Lt), t 6 s 6 0.
Then
∇Xεt,s(x) = I +
∫ s
t
∇uεr (Xεt,r(x)) · ∇Xεt,r(x)dr,
and
|∇Xεt,s(x)| 6 1 +
∫ s
t
|∇uεr (Xεt,r(x))| · |∇Xεt,r(x)|dr,
where | · | denotes the Hilbert-Schmidt norm for a matrix. By Gronwall’s inequality,
|∇Xεt,s(x)| 6 exp
{∫ s
t
|∇uεr (Xεt,r(x))|dr
}
. (3.10)
By Theorem 3.1, one has that for any q > pαpα−d and all −1 6 t 6 s1 6 s2 6 0,
E
(∫ s2
s1
|∇uεr (Xεt,r(x))|dr
∣∣∣∣
Ft,s1
)
6 C‖uε‖∞‖∇uε‖Lq([s1 ,s2];Lp)
6 C‖u‖L∞([t,0];W1,p)‖u‖Lq([s1 ,s2];W1,p)
6 CUUq|s2 − s1|1/q,
where the second inequality is due to the Sobolev embedding relationW1,p ⊂ L∞ provided that
p > d. Hence, by Lemma 3.2, for any γ > 1,
sup
ε∈(0,1)
sup
x∈Rd
E exp
{
γ
∫ 0
t
|∇uεr (Xεt,r(x))|dr
}
< +∞, (3.11)
and one can choose T ∈ [−1, 0) depending on U such that for all t ∈ [T, 0),
sup
ε∈(0,1)
sup
x∈Rd
E exp
{
4
∫ 0
t
|∇uεr (Xεt,r(x))|dr
}
6 2. (3.12)
Let At,s(x) solve the following linear random ODE:
At,s(x) = I +
∫ s
t
∇ur(Xt,r(x)) · At,r(x)dr.
(Claim): For any δ ∈ [1, 2),
lim
ε→0
sup
t6s;t,s∈[T,0]
sup
x∈Rd
E|Xεt,s(x) − Xt,s(x)|δ = 0, (3.13)
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and for each t ∈ [T, 0) and x ∈ Rd,
lim
ε→0
E|∇Xεt,0(x) − At,0(x)|δ = 0. (3.14)
We first prove (3.13). By (3.3), we have
|Xεt,s(x) − Xt,s(x)| 6
∫ s
t
|uεr (Xεt,r(x)) − uεr (Xt,r(x))|dr +
∫ s
t
|uεr (Xt,r(x)) − ur(Xt,r(x))|dr
6 Cd
∫ s
t
(M|∇uεr |(Xεt,r(x)) +M|∇uεr |(Xt,r(x)))|Xεt,r(x) − Xt,r(x)|dr
+
∫ 0
t
|uεr (Xt,r(x)) − ur(Xt,r(x))|dr,
which yields by Gronwall’s inequality that
|Xεt,s(x) − Xt,s(x)| 6 exp
{
Cd
∫ s
t
(M|∇uεr |(Xεt,r(x)) +M|∇uεr |( ˆXt,r(x)))dr
}
×
∫ 0
t
|uεr (Xt,r(x)) − ur(Xt,r(x))|dr.
As in estimating (3.11), one has that for any γ > 1,
sup
ε∈(0,1)
sup
x∈Rd
E exp
{
γ
∫ 0
t
M|∇uεr |(Xεt,r(x))dr
}
< +∞
and
sup
ε∈(0,1)
sup
x∈Rd
E exp
{
γ
∫ 0
t
M|∇uεr |(Xt,r(x))dr
}
< +∞.
Hence, by Ho¨lder’s inequality and Theorem 3.1 again, we have for any δ ∈ [1, 2) and q > pαpα−2d ,
E|Xεt,s(x) − Xt,s(x)|δ 6
(
E exp
{
4δCd
2 − δ
∫ 0
t
M|∇uεr |(Xεt,r(x))dr
})(2−δ)/4
×
(
E exp
{
4δCd
2 − δ
∫ 0
t
M|∇uεr |(Xt,r(x)))dr
})(2−δ)/4
×
(
|t|E
∫ 0
t
|uεr − ur|2(Xt,r(x))dr
)δ/2
6 C‖|uε − u|2‖δ/2Lq([t,0];Lp/2)
= C‖uε − u‖δL2q([t,0];Lp), (3.15)
where C is independent of ε, x, t, s. Limit (3.13) now follows from the property of convolutions.
As for (3.14), we have
|∇Xεt,s(x) − At,s(x)| 6
∫ s
t
|∇uεr (Xεt,r(x)) − ∇ur(Xt,r(x))| · |∇Xεt,r(x)|dr
+
∫ s
t
|∇ur(Xt,r(x))| · |∇Xεt,r(x) − At,r(x)|dr,
which then gives that
|∇Xεt,0(x) − At,0(x)| 6
∫ 0
t
|∇uεr (Xεt,r(x)) − ∇ur(Xt,r(x))| · |∇Xεt,r(x)|dr
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× exp
{∫ 0
t
|∇ur(Xt,r(x))|dr
}
.
As above, using (3.10), (3.11) and Ho¨lder’s inequality, we have
E|∇Xεt,0(x) − At,0(x)|δ 6 C
(
E
∫ 0
t
|∇uεr (Xεt,r(x)) − ∇ur(Xt,r(x))|2dr
)δ/2
. (3.16)
For fixed ε′ ∈ (0, 1), by (3.13), we have
E
∫ 0
t
|∇uε′r (Xεt,r(x)) − ∇uε
′
r (Xt,r(x))|2dr → 0 as ε→ 0. (3.17)
By (3.2), we have for q > pαpα−2d ,
sup
ε∈(0,1)
E
∫ 0
t
|∇(uε′r − ur)(Xεt,r(x))|2dr 6 C‖∇(uε
′ − u)‖2L2q([t,0];Lp) → 0 as ε′ → 0. (3.18)
Limit (3.14) then follows by (3.16), (3.17) and (3.18).
Using the above claims, by (3.10), (3.11) and (3.12), one finds that Xt,s(·) ∈ ∩γ>1W1,γloc , and(3.6) and (3.7) hold. Moreover, if we define
wεt := PE(∇tXεt,0 · (ϕ ◦ Xεt,0)),
then, since P is a bounded linear operator in Lp and x 7→ Xεt,0(x) preserves the volume, it is easy
to see that wε ∈ C([T, 0];∩k∈NWk,p). Noting that
0 = P∇E(Xεt,0 · (ϕ ◦ Xεt,0)) = PE(∇tXεt,0 · (ϕ ◦ Xεt,0)) + PE(∇t(ϕ ◦ Xεt,0) · Xεt,0), (3.19)
we have
∂iw
ε
t = PE[∇tXεt,0 · (∇ϕ − ∇tϕ) ◦ Xεt,0 · ∂iXεt,0].
Using limits (3.13) and (3.14), formula (3.9) then follows, and meanwhile,
lim
ε→0
sup
t∈[T,0]
‖wεt − wt‖1,p = 0.
So, w ∈ C([T, 0];W1,p). The proof is complete. 
The following lemma gives the continuous dependence of solutions to SDE (3.1) with respect
to u.
Lemma 3.5. Suppose that (H)α holds with α ∈ (1, 2), and p > 2dα . For U > 0 and T ∈ [−1, 0),
let u, uˆ ∈ L∞([T, 0];W1,p(Rd;Rd)) be divergence free with
sup
t∈[T,0]
‖ut‖1,p 6 U, sup
t∈[T,0]
‖uˆt‖1,p 6 U.
Let X, ˆX be the solutions of SDE (3.1) corresponding to u, uˆ. Then for any δ ∈ [1, 2), q > pαpα−2d
and t ∈ [T, 0],
sup
x∈Rd
E|Xt,0(x) − ˆXt,0(x)|δ 6 C1‖u − uˆ‖δL2q([t,0];Lp), (3.20)
where C1 only depends on U, T, α, δ, p, q, d, ψ. Moreover, for any ϕ, ϕˆ ∈ W1,p(Rd;Rd), let wt
and wˆt be defined as in (3.8) corresponding to (ϕ, X) and (ϕˆ, ˆX), then for any q > pαpα−2d and
t ∈ [T, 0),
‖wt − wˆt‖2qp 6 C2‖ϕ − ϕˆ‖2qp + C3
∫ 0
t
‖ur − uˆr‖2qp dr, (3.21)
where C2 (resp. C3) only depends on U, T, α, p, q, d, ψ (resp. U, T, α, p, q, d, ψ, ‖ϕ‖1,p).
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Proof. Estimate (3.20) follows from the same calculations as in estimating (3.15). Let us look
at (3.21). Using mollifying approximation and (3.19), we have
wt − wˆt = PE[∇t(Xt,0 − ˆXt,0) · (ϕ ◦ Xt,0)]
+ PE[∇t ˆXt,0 · (ϕ ◦ Xt,0 − ϕˆ ◦ ˆXt,0)]
= PE[∇t(ϕ ◦ Xt,0) · (Xt,0 − ˆXt,0)]
+ PE[∇t ˆXt,0 · (ϕ ◦ Xt,0 − ϕ ◦ ˆXt,0)]
+ PE[∇t ˆXt,0 · (ϕ ◦ ˆXt,0 − ϕˆ ◦ ˆXt,0)].
By the boundedness of P in Lp, we have
‖wt − wˆt‖p 6 C‖E[∇t(ϕ ◦ Xt,0) · (Xt,0 − ˆXt,0)]‖p
+C‖E[∇t ˆXt,0 · (ϕ ◦ Xt,0 − ϕ ◦ ˆXt,0)]‖p
+C‖E[∇t ˆXt,0 · (ϕ ◦ ˆXt,0 − ϕˆ ◦ ˆXt,0)]‖p.
By Ho¨lder’s inequality, for any δ ∈ (p/(p − 1), 2) and some β = β(δ, p) > 1, we have
‖E[∇t ˆXt,0 · (ϕ ◦ Xt,0 − ϕ ◦ ˆXt,0)]‖p
(3.3)
6 C‖E[|∇ ˆXt,0| · (M|∇ϕ|(Xt,0) +M|∇ϕ|( ˆXt,0)) · |Xt,0 − ˆXt,0|]‖p
6 C‖‖∇ ˆXt,0‖Lβ(Ω) · ‖M|∇ϕ|(Xt,0) +M|∇ϕ|( ˆXt,0)‖Lp(Ω) · ‖Xt,0 − ˆXt,0‖Lδ(Ω)‖p
6 C sup
x∈Rd
‖∇ ˆXt,0(x)‖Lβ(Ω) · sup
x∈Rd
‖Xt,0(x) − ˆXt,0(x)‖Lδ(Ω) · ‖M|∇ϕ|‖p
(3.6)(3.20)(3.4)
6 C‖u − uˆ‖L2q([t,0];Lp) · ‖∇ϕ‖p,
where we have used that x 7→ Xt,0(x), ˆXt,0(x) preserve the volume. Similarly, we have
‖E[∇t(ϕ ◦ Xt,0) · (Xt,0 − ˆXt,0)]‖p 6 C‖u − uˆ‖L2q([t,0];Lp) · ‖∇ϕ‖p,
and
‖E[∇t ˆXt,0 · (ϕ ◦ ˆXt,0 − ϕˆ ◦ ˆXt,0)]‖p 6 C‖ϕ − ϕˆ‖p.
The proof is thus complete. 
We are now in a position to prove the following main result of this section.
Theorem 3.6. For any divergence free u0 ∈ W1,p(Rd;Rd) with p > 2dα , there exist a time T =
T (‖u0‖1,p) < 0 independent of ν > 1 and a unique pair of (u, X) with u ∈ C([T, 0],W1,p) solving
the following stochastic system:
Xt,s(x) = x +
∫ s
t
ur(Xt,r(x))dr + ν1/α(Ls − Lt), t 6 s 6 0,
ut = PE[∇tXt,0 · (u0 ◦ Xt,0)].
(3.22)
Moreover, for some C0 > 1 only depending on p,
sup
t∈[T,0]
‖ut‖1,p 6 3C0‖u0‖1,p,
and u satisfies (1.5) in a generalized sense, i.e., for all divergence free vector field φ ∈ C∞0 (Rd;Rd),
〈ut, φ〉 = 〈u0, φ〉 +
∫ 0
t
[〈us,L∗νφ〉 + 〈(us · ∇)us, φ〉]ds, (3.23)
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where
L∗νg(x) =
∫
Rd
[
g(x − ν1/αy) − g(x) + (ν1/αy · ∇)g(x)1|y|61
]
ν(dy).
Proof. Set u0r (x) ≡ u0(x). For n ∈ N0, by Lemma 3.4, we recursively define
Xnt,s(x) = x +
∫ s
t
unr (Xnt,r(x))dr + ν1/α(Ls − Lt),
un+1t = PE[∇tXnt,0 · (u0 ◦ Xnt,0)].
(3.24)
Let us estimate theW1,p-norm of un+1. First of all, by Ho¨lder’s inequality, we have
‖un+1t ‖p 6 C‖E[∇tXnt,0 · (u0 ◦ Xnt,0)]‖p
6 C
(∫
Rd
‖∇Xnt,0(x)‖pL2(Ω) · ‖u0 ◦ Xnt,0(x)‖
p
L2(Ω)dx
)1/p
6 C sup
x∈Rd
‖∇Xnt,0(x)‖L2(Ω)
(∫
Rd
E|u0 ◦ Xnt,0(x)|pdx
)1/p
= C sup
x∈Rd
‖∇Xnt,0(x)‖L2(Ω)‖u0‖p,
and by (3.9),
‖∇un+1t ‖p 6 C‖E[|∇Xnt,0|2 · |∇u0 ◦ Xnt,0|]‖p 6 C sup
x∈Rd
‖∇Xnt,0(x)‖2L4(Ω)‖∇u0‖p,
Hence, for some C0 > 1 only depending on p,
‖un+1t ‖1,p 6 C0
(
1 + sup
x∈Rd
‖∇Xnt,0(x)‖4L4(Ω)
)
‖u0‖1,p.
Now, taking U = 3C0‖u0‖1,p in Lemma 3.4, by induction method, there exists a time T =
T (U) < 0 independent of ν > 1 such that for all n ∈ N0,
sup
t∈[T,0]
‖un+1t ‖1,p 6 U, sup
t∈[T,0]
sup
x∈Rd
E|∇Xnt,0(x)|4 6 2, (3.25)
and for any γ > 1,
sup
n∈N0
sup
t∈[T,0]
sup
x∈Rd
E|∇Xnt,0(x)|γ < +∞.
Thus, by Lemma 3.5, one has that for all t ∈ [T, 0],
‖un+1t − um+1t ‖2qp 6 C
∫ 0
t
‖unr − umr ‖2qp dr,
where the constant C is independent of n,m and t. By Gronwall’s inequality, we get
lim
n,m→∞
sup
t∈[T,0]
‖unt − umt ‖2qp = 0.
Thus, by (3.25), there exists a u ∈ L∞([T, 0];W1,p) such that
lim
n→∞
sup
t∈[T,0]
‖unt − ut‖p = 0
and
sup
t∈[T,0]
‖ut‖1,p 6 U.
Let X be the solution of SDE (3.1) corresponding to the above u. By taking limits for both sides
of (3.24) and using Lemma 3.5, one finds that (u, X) solves (3.22). Moreover, the regularity
of u ∈ C([T, 0];W1,p) follows from Lemma 3.4, and the uniqueness follows from Lemma 3.5.
As for equation (3.23), let uε0(x) := u0 ∗ ρε(x) be the mollifying approximation of u0. Let
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uεt (x) ∈ C([T, 0];∩k>0Wk,p) be the corresponding solution of (3.22). By Theorem 2.3, one has
that for all divergence free vector field φ ∈ C∞0 (Rd;Rd)
〈uεt , φ〉 = 〈uε0, φ〉 +
∫ 0
t
[〈uεs,L∗νφ〉 + 〈(uεs · ∇)uεs, φ〉]ds.
Taking limits ε→ 0 and by Lemma 3.5, one then obtains equation (3.23). 
4. Gradient estimates for Le´vy processes with drifts
In this section we prove gradient estimates for SDE (3.1). It will be used to obtain the global
well posedness for stochastic system (3.22) with large viscosity ν in the periodic case. This
section can be read independently and has some interests in itself.
Let P(Rd) be the space of all Borel probability measures on Rd. For µ ∈ P(Rd), define
Tµ f (x) =
∫
Rd
f (x + y)µ(dy), f ∈ Cb(Rd).
It is clear that for any µ, ν ∈ P(Rd),
TµTν f = Tµ∗ν f , f ∈ Cb(Rd),
where µ ∗ ν denotes the convolution between µ and ν.
For a > 0, let us consider the truncated symbol of ψ(ξ) in (2.1):
ψa(ξ) =
∫
0<|x|6a
(1 − eiξ·x + iξ · x1|x|61)ν(dx).
For any t < 0, by Bochner’s theorem, there exists a unique probability measure µa,t ∈ P(Rd)
such that ∫
Rd
eiξ·xµa,t(dx) = etψa(ξ), (4.1)
and respectively, µ˜a,t ∈ P(Rd) such that∫
Rd
eiξ·xµ˜a,t(dx) = et(ψ(ξ)−ψa(ξ)). (4.2)
We recall the following result from [20, Proposition 2.3].
Proposition 4.1. Assume that (H)α holds with α ∈ (0, 2). Then for any a, t > 0,
µa,t(dx) = pa,t(x)dx,
and for any n ∈ N0, there exists a time t0 = t0(n, d, α, ψ) < 0 and a constant C = C(t0, n, d, α, ψ) >
0 such that for any t ∈ [t0, 0),
|∇n p|t|1/α ,t(x)| 6 C|t|−(d+n)/α(1 + |t|−1/α|x|)−d−1. (4.3)
For β > 0, letWβ,p := (I − ∆)−β/2(Lp) be the Bessel potential space with the norm:
‖ f ‖β,p := ‖(I − ∆)β/2 f ‖p.
If β = k ∈ N,Wβ,p is the same as the Sobolev spaceWk,p. Using Proposition 4.1, we now derive
the following useful result.
Theorem 4.2. Assume that (H)α holds with α ∈ (0, 2). For ν > 0, define
T νt f (x) := E( f (ν
1
α Lt + x)). (4.4)
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Then for any p ∈ [1,∞] and m, n ∈ N, there exists a constant C = C(p,m, n, d, ψ) such that for
all f ∈Wm,p,
‖T νt f ‖m+n,p 6 C[ν(|t| ∧ 1)]−m/α‖ f ‖n,p, ∀ν > 0,∀t < 0. (4.5)
If p ∈ (1,∞), the above estimate also holds for any nonnegative real numbers m, n.
Proof. For ν, a > 0, let µνa,t, µ˜νa,t ∈ P(Rd) be defined as in (4.1) and (4.2) corresponding to the
symbols ψa(ν1/αξ) and ψ(ν1/αξ) − ψa(ν1/αξ). It is easy to see that
µνa,t(dx) = ν−
d
α pa,t(ν− 1α x)dx. (4.6)
Set
T νa,t f = Tµνa,t f , ˜T νa,t f = Tµ˜νa,t f ,
then for all t ∈ R−,
T νt f = T νa,t ˜T νa,t f . (4.7)
By (4.6) and Proposition 4.1, there exists a time t0 = t0(n, d, α, ψ) < 0 such that for all t ∈ [t0, 0)
and f ∈ Lp(Rd),
∇nT ν|t|1/α,t f (x) = ν−
d+n
α
∫
Rd
f (y)∇n p|t|1/α ,t(ν− 1α (y − x))dy
= ν−
d+n
α
∫
Rd
f (x + y)∇n p|t|1/α ,t(ν− 1α y)dy.
Hence, for any p ∈ [1,∞], by Minkowskii’s inequality and (4.3), we have
‖∇nT ν|t|1/α ,t f ‖p 6 ν−
d+n
α ‖ f ‖p
∫
Rd
|∇n p|t|1/α ,t(ν−
1
α y)|dy
6 C(ν|t|)−(d+n)/α‖ f ‖p
∫
Rd
(1 + (ν|t|)−1/α|y|)−d−1dy
= C(ν|t|)−n/α‖ f ‖p
∫
Rd
(1 + |y|)−d−1dy = ˜C(ν|t|)−n/α‖ f ‖p. (4.8)
Thus, by (4.7) and the Lp-contraction of ˜Ta,t, we have
‖∇n+mT νt f ‖p 6 ˜C(ν|t|)−n/α‖ ˜T ν|t|1/α,t∇m f ‖p 6 ˜C(ν|t|)−n/α‖∇m f ‖p,
which yields that
‖T νt f ‖m+n,p 6 ˜C(ν|t|)−n/α‖ f ‖m,p.
For general t < t0, it follows by the semigroup property of T νt . If p ∈ (1,∞) and m, n are
nonnegative real numbers, it follows by interpolation theorem (cf. [23]). 
Let us consider the following PIDE:
∂th +Lνh + (u · ∇)h = 0, t 6 0, (4.9)
subject to the final value
h0(x) = ϕ(x),
where
Lνu(x) :=
∫
Rd
[
u(x + ν1/αy) − u(x) − (ν1/αy · ∇)u(x)1|y|61
]
ν(dy).
By Duhamel’s formula, one can write equation (4.9) as the following mild form:
ht(x) = T νt ϕ(x) +
∫ 0
t
T νt−s((us · ∇)hs)(x)ds, (4.10)
where T νt is defined by (4.4).
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We need the following simple lemma (cf. [26, Lemma 5.1]).
Lemma 4.3. Let z(t) be a nonnegative function defined on [−1, 0), and satisfy that for some
K1,K2 > 0 and β, γ ∈ (0, 1),
z(t) 6 K1|t|−γ + K2
∫ 0
t
z(s)
(s − t)βds, ∀t ∈ [−1, 0).
Then for any t ∈ [−1, 0)
z(t) 6 CK2 ,β,γK1|t|−γ.
We have the following useful estimate.
Lemma 4.4. Assume that (H)α holds with α ∈ (1, 2) and
u ∈ L∞([−1, 0]; Lp(Rd) + L∞(Rd))
provided that p > d
α−1 . Then for any γ ∈ ( dp +1, α) and ϕ ∈ Lp(Rd), there exists a unique solution
h ∈ L1([−1, 0];Wγ,p) to equation (4.10) such that for all t ∈ [−1, 0) and ν > 1,
‖ht‖γ,p 6 C1(ν|t|)−γ/α‖ϕ‖p, (4.11)
where C1 only depends on γ, p, d, α, ψ and the norm of ‖u‖L∞([−1,0];Lp(Rd)+L∞(Rd)). In the case
of u ∈ L∞([−1, 0] × Rd), for any p ∈ [1,∞] and ϕ ∈ Lp(Rd), there exists a unique solution
h ∈ L1([−1, 0];W1,p) to equation (4.10) such that for all t ∈ [−1, 0) and ν > 1,
‖∇ht‖p 6 C2(ν|t|)−1/α‖ϕ‖p, (4.12)
where C2 only depends on p, d, α, ψ and the bound of u, and is increasing with respect to the
bound of u.
Proof. We only prove the a priori estimates (4.11) and (4.12). As for the existence, it follows
from a standard Picardi iteration argument. Assume that u = u1+u2 with u1 ∈ L∞([−1, 0]; Lp(Rd))
and u2 ∈ L∞([−1, 0]; L∞(Rd)). Then, by (4.5) and the Sobolev embeddingWγ,p ⊂ C1b provided
(γ − 1)p > d, we have
‖ht‖γ,p 6 ‖T νt ϕ‖γ,p +C
∫ 0
t
(ν(s − t))− γα ‖(us · ∇)hs‖pds
6 ‖T νt ϕ‖γ,p +C
∫ 0
t
(s − t)− γα
(
‖u1,s‖∞ · ‖∇hs‖p + ‖u2,s‖p · ‖∇hs‖∞
)
ds
6 C(ν|t|)−γ/α‖ϕ‖p +C
∫ 0
t
(s − t)− γα
(
(‖u1,s‖∞ + ‖u2,s‖p) · ‖∇hs‖γ,p
)
ds.
By Lemma 4.3, we obtain (4.11).
In the case of u ∈ L1([−, 0]; L∞(Rd)), one has
‖∇ht‖p 6 ‖∇T νt ϕ‖p +C
∫ 0
t
(ν(s − t))− 1α ‖(us · ∇)hs‖pds
6 C(ν|t|)−1/α‖ϕ‖p +C
∫ 0
t
(s − t)− 1α ‖us‖∞ · ‖∇hs‖pds,
which gives (4.12) by Lemma 4.3 again. 
Before proving the gradient estimates for SDE (3.1), we recall the notions of weak existence
and uniqueness for SDE (3.1). Fix t < 0. Let Dt be the space of all ca`dla`g functions from
[t, 0] → Rd. We endow Dt with the Skorohod metric so that Dt is a Polish space. A weak
solution of SDE (3.1) means that there exists a probability space (Ω,F , P) and two ca`dla`g
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processes (Xt,s)s∈[t,0] and (Lt,s)s∈[t,0] defined on it such that s 7→ Lt,s is a Le´vy process with
symbol ψ(ξ) and
Xt,s(x) = x +
∫ s
t
ur(Xt,r(x))dr + ν1/αLt,s, s ∈ [t, 0], P − a.s.
Such a solution will be denoted by (Ω,F , P; (Xt,s)s∈[t,0], (Lt,s)s∈[t,0]). Weak uniqueness means
that for two weak solutions (Ω(i),F (i), P(i); (X(i)t,s)s∈[t,0], (L(i)t,s)s∈[t,0]), i = 1, 2, the laws of s 7→ X(i)t,s
in Dt are the same for i = 1, 2.
Assume that for each x ∈ Rd, weak uniqueness holds for SDE (3.1). Then for any bounded
measurable function ϕ, the mapping
x 7→ Eϕ(Xt,0(x))
is well defined. Now, we can prove the following gradient estimate for x 7→ Eϕ(Xt,0(x)).
Theorem 4.5. Assume that (H)α holds with α ∈ (1, 2) and
u ∈ L∞([−1, 0]; Lp(Rd) + L∞(Rd)) (4.13)
provided that p > d
α−1 . We also assume that for each x ∈ Rd, weak uniqueness holds for SDE
(3.1). Then for any γ ∈ ( dp + 1, α), ν > 1 and ϕ ∈ Lp(Rd),
‖Eϕ(Xt,0(·))‖γ,p 6 C1(ν|t|)−γ/α‖ϕ‖p; (4.14)
in the case of u ∈ L∞([−1, 0] × Rd), for any p ∈ [1,∞], ν > 1 and ϕ ∈ Lp(Rd),
‖∇Eϕ(Xt,0(·))‖p 6 C2(ν|t|)−1/α‖ϕ‖p, (4.15)
where C1 and C2 are the same as in Lemma 4.4.
Proof. Let uεt (x) = ut∗ρε(x) be the mollifying approximation of ut, and Xεt,s be the corresponding
solution of SDE (3.1). For ϕ ∈ C∞b (Rd), define
hεt (x) := Eϕ(Xεt,0(x)).
By Theorem 2.1, uε solves the following PIDE:
∂thε + Lνhε + (uε · ∇)hε = 0,
which is equivalent by Duhamel’s formula that,
hεt (x) = T νt ϕ(x) +
∫ 0
t
T νt−s((uεs · ∇)hεs)(x)ds.
Under (4.13), it is well known that the laws of {Xεt,·(x)}ε∈(0,1) in Dt is tight and any accumula-
tion point is a weak solution of SDE (3.1) (cf. [28, Theorem 4.1]). By the weak uniqueness, the
whole sequence of Xεt,·(x) weakly converges to the weak solution Xt,·(x) in Dt. In particular, for
any x ∈ Rd,
lim
ε→0
hεt (x) = lim
ε→0
Eϕ(Xεt,0(x)) = Eϕ(Xt,0(x)). (4.16)
By (4.11), we have for all ϕ ∈ C∞0 (Rd),
‖Eϕ(Xεt,0(·))‖γ,p = ‖hεt ‖γ,p 6 C(ν|t|)−γ/α‖ϕ‖p.
By (4.16), we get (4.15) for any ϕ ∈ C∞0 (Rd). For general ϕ ∈ Lp(Rd), it follows by a standard
approximation.
In the case of u ∈ L∞([−1, 0] × Rd), by (4.12), for p = ∞, we have
|Eϕ(Xεt,0(x)) − Eϕ(Xεt,0(y))| = |hεt (x) − hεt (y)| 6 C(ν|t|)−1/α‖ϕ‖∞|x − y|.
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Letting ε→ 0 yields that
|Eϕ(Xt,0(x)) − Eϕ(Xt,0(y))| 6 C(ν|t|)−1/α‖ϕ‖∞|x − y|,
which then gives (4.15) for p = ∞ and ϕ ∈ C∞b (Rd). For general ϕ ∈ L∞(Rd), it follows by a
standard approximation. For p ∈ [1,∞), it is similar. 
5. Existence of global solutions for FNSE with large viscosity
In this section, we prove the global existence of W1,p-solution for stochastic system (3.22 )
in the case of large viscosity and periodic boundary. Let Td be the d-dimensional torus. Below,
we shall work in the Sobolev spaceW1,p(Td;Rd) with vanishing mean denoted byW1,p0 (Td;Rd).
Thus, by Poinca`re’s inequality, for any p > 1,
‖u‖p 6 C‖∇u‖p,
and an equivalent norm inW1,p(Td;Rd) is thus given by
‖u‖1,p ≃ ‖∇u‖p.
Below, we shall use ‖∇u‖p as the norm ofW1,p0 (Td;Rd).
Theorem 5.1. For any divergence free u0 ∈W1,p0 (Td;Rd) with p > 2dα , there exist ν = ν(‖u0‖1,p) >
1 sufficiently large and a unique pair of (u, X) with u ∈ C(R−,W1,p0 (Td;Rd)) solving stochastic
system (3.22).
Proof. By Theorem 3.6, there exist a time T = T (‖∇u0‖p) ∈ [−1, 0) independent of ν > 1 and a
unique pair of (u, X) with u ∈ C([T, 0],W1,p0 ) and
‖∇ut‖p 6 3C0‖∇u0‖p
solving stochastic system (3.22). Our aim is to prove that for some T∗ = T∗(‖∇u0‖p) ∈ [T, 0)
and ν large enough,
‖∇uT∗‖p 6 ‖∇u0‖p. (5.1)
After proving this estimate, one can invoke the standard bootstrap argument to obtain the global
solution.
By (3.9), we have
∂iut = PE[(∇tXt,0 − I) · ∇u0 ◦ Xt,0 · ∂iXt,0] + P∂iE[u0 ◦ Xt,0]
+ PE[∇tXt,0 · ∇tu0 ◦ Xt,0 · ∂i(Xt,0 − x)] + PE[∇(ui0 ◦ Xt,0)].
Noticing that
∇Xt,s(x) − I =
∫ s
t
∇ur(Xt,r(x)) · ∇Xt,r(x)dr,
by Ho¨lder’s inequality, Theorem 3.1 and (3.6), we have for any γ ∈ (1, pα2d ) and x ∈ Rd,
E|∇tXt,0(x) − I|2 6 E
[∫ 0
t
|∇ur(Xt,r(x))|2dr
∫ 0
t
|∇Xt,r(x)|2dr
]
6 |t|2
[
E
∫ 0
t
|∇ur(Xt,r(x))|2γdr
]1/γ [
E
∫ 0
t
|∇Xt,r(x)|2γ∗dr
]1/γ∗
6 C|t|2,
where γ∗ = γ
γ−1 and C is independent of x and t, and depends on ‖∇u0‖p. Hence, by Ho¨lder’s
inequality,
‖E[(∇tXt,0 − I) · ∇u0 ◦ Xt,0 · ∂iXt,0]‖p
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6 ‖‖∇Xt,0 − I‖L2(Ω) · ‖∇u0 ◦ Xt,0‖Lp(Ω) · ‖∂iXt,0‖L2p/(p−2)(Ω)‖p
6 C sup
x∈Rd
‖∇Xt,0(x) − I‖L2(Ω) · sup
x∈Rd
‖∂iXt,0(x)‖L2p/(p−2)(Ω) · ‖∇u0‖p
6 C|t| · ‖∇u0‖p.
Similarly,
‖E[∇tXt,0 · ∇tu0 ◦ Xt,0 · ∂i(Xt,0 − x)]‖p 6 C|t| · ‖∇u0‖p.
On the other hand, by (4.15), we have
‖∂iE[u0 ◦ Xt,0]‖p + ‖∇E[ui0 ◦ Xt,0]‖p 6 C(ν|t|)−1/α‖u0‖p 6 C(ν|t|)−1/α‖∇u0‖p.
Combining the above calculations, we obtain that
‖∇ut‖p 6 C(|t| + (ν|t|)−1/α)‖∇u0‖p,
which then gives (5.1) by first letting t small enough and then ν large enough. The proof is thus
complete. 
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