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Abstract
Formulas are obtained that express the Schur S-functions indexed by Young diagrams of rectangular
shape as linear combinations of “mixed” products of Schur’s S- and Q-functions. The proof is achieved by
using representations of the affine Lie algebra of type A(1)1 . A realization of the basic representation that is
of “D(2)2 ”-type plays the central role.
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1. Introduction
We derive combinatorial formulas that express the Schur S-functions indexed by Young di-
agrams of rectangular shape, the rectangular S-functions for short, as linear combinations of
“mixed” products of Schur’s S- and Q-functions.
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affine Lie algebra of type A(1)1 and A
(2)
2 . These functions appear as certain distinguished weight
vectors in the so called homogeneous realization of the basic representation L(Λ0) of A(1)1
(see [5]). On the other hand, the Schur Q-functions arise naturally in the representation of D(2)+1-
type Lie algebras [7]. In the subsequent pursuit of various realizations of L(Λ0), our formula has
come out as an application of the isomorphism D(2)2 ∼= A(1)1 . Roughly speaking, we can realize
the space L(Λ0) as a tensor product of the spaces of the Schur S- and Q-functions. We call such
a “mixed” realization as the homogeneous realization of type D(2)2 .
Let us describe our main result in more detail. Let μ be a partition and Sμ(t) be the corre-
sponding Schur S-function, where t = (t1, t2, t3, . . .), and each tj (j = 1,2, . . .) is the j th power
sum pj divided by j . Let Qλ(t) denote the Schur Q-function indexed by a strict partition λ,
where t = (t1, t3, t5, . . .). Let (m,n) denote the Young diagram of the rectangular shape (nm).




); λ is a strict partition and μ is a partition}
forms a basis of the space of the symmetric functions.







where the summation runs over a certain finite set of strict partitions determined by m and n.
For each strict partition μ, one associates a strict partition μ[0], a partition μ[1] and a sign
δ(μ) = ±1 in a combinatorial way. We prove the formula (1) by comparing two realizations of
L(Λ0) mentioned above. The left-hand side stems from combinatorial descriptions of actions of
Chevalley generators in the homogeneous realization of type D(2)2 , whereas the right-hand side
is obtained via “vertex operator calculus” (as employed in [3]) in the homogeneous realization
of type A(1)1 .
Here we explain the background of our study of rectangular Schur functions. As written in the
above, our formula arose from a study of the homogeneous realization of the basic A(1)1 -module.
We have two pictures of the principal realization of the basic A(1)1 -module; one is described in
terms of the 2-reduced Schur functions and is relevant to the KdV hierarchy; the other is the
twisted version, which is best described by the Q-functions and is relevant to the 4-reduced
BKP hierarchy. On the other hand, the homogeneous realization of that module is connected
with the nonlinear Schrödinger (NLS) hierarchy. Using an intertwining operator between the
(non-twisted) principal and the homogeneous realizations, one can derive an expression of the
rectangular Schur functions and certain τ -functions of the NLS hierarchy [3].
The paper is organized as follows. In Section 2 we recall some combinatorial materials related
to partitions. In Section 3 we state our main theorem on rectangular Schur functions. In Section 4
we recall the spin representation of A(1)1 and describe the action of A
(1)
1 in terms of Young dia-
grams. In Section 5 through the boson–fermion correspondence, we obtain weight vectors as a
sum of products of S- and Q-functions. In Section 6 we consider fi -action (i = 0,1) and obtain
the rectangular Schur functions appearing in the right-hand side of our formula through a vertex
operator calculus. Section 7 is devoted to the proof of the main theorem.
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2.1. Partition
A partition is any non-increasing sequence of non-negative integers λ = (λ1, λ2, . . .) con-
taining only finitely many non-zero terms. We regard two partitions as the same that differ only
by a string of zeros at the end. The non-zero λi are called the parts of λ. The number of parts
is the length of λ, denoted by (λ). A partition is strict if all parts are distinct. Denote by P
(respectively SP) the set of all partitions (respectively strict partitions).
2.2. i-Addable node




0 (j ≡ 0,1 mod 4),
1 (j ≡ 2,3 mod 4).
For example, the nodes of λ = (5,4,2,1) is colored as
0 1 1 0 0




We say that a node x is i-addable to λ, if λ∪ {x} is a strict partition and c(x) = i. The following
nodes indicated by dots are the 1-addable nodes:
0 1 1 0 0 •





I i (λ) =
{
μ ∈ SP ∣∣ μ ⊃ λ, |μ| = |λ| + , ∀x ∈ μ− λ, c(x) = i}.
It is the set of strict partitions obtained from λ by adding i-nodes  times in succession. Put{
cm = (4m− 3, . . . ,5,1) (m > 0),
cm = ∅ (m = 0),
cm = (−4m− 1, . . . ,7,3) (m < 0).
If m> 0, we have I 1 (cm) = ∅ for  > 2m and I 0 (c−m) = ∅ for  > 2m+ 1.
The strict partitions cm (m ∈ Z) are called 4-bar cores, introduced in [1,7].
Example 2.1. For m = −2 and i = 0 we have





I 20 (c−2) =
{
(9,3), (8,4), (8,3,1), (7,4,1), (7,5)
}
and
I 30 (c−2) =
{




Let us introduce the notion of 4-bar quotient. We shall give a bijection
SP → Z × SP ×P, λ → (m,λ[0], λ[1]).
For λ ∈ SP , the pair (λ[0], λ[1]) is called the 4-bar quotient of λ.
Let us identify the strict partition λ with the subset λ = {λ1, . . . , λs} of N. For a = 0,1,2,3,
we set λ(a) = {λj ∈ λ | λj ≡ a mod 4}. Namely
λ(a) = λ ∩ (4N + a) (a = 0,1,2,3)
and we have λ =⊔3a=0 λ(a). The even part λ(0) ∪ λ(2) ⊂ 2N of λ gives a strict partition λ[0] via
the inclusion
λ(0) ∪ λ(2) ⊂ 2N → N, 2k → k.
From the odd parts λ(1),λ(3), we define a partition λ[1] in the following way. First consider two
bijections
ι : 4N + 1 → Z0 (4k + 1 → k), ι∗ : 4N + 3 → Z<0 (4k + 3 → −k − 1).
Then define a subset
M(λ) = ι(λ(1))∪ (Z<0 − ι∗(λ(3)))
of Z. This is a “Maya diagram” in the sense that, if we expressM(λ) as an descending sequence
i1 > i2 > i3 > · · ·, then the integer m = λ(1) − λ(3) satisfies ik = −k + m for k  0. Then we
can define
λ[1] = (i1 + 1 −m, i2 + 2 −m, i3 + 3 −m, . . .) ∈P .
The integer m is called the charge of M(λ).
Lemma 2.2. (Cf. [1].) The map
SP → Z × SP ×P, λ → (m,λ[0], λ[1])
is a bijection.
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We can illustrate the above construction. Let us look at a particular example,
λ = (11,9,6,2,1,0).









Here we do not put a bead on 0. We can read λ(0) ∪ λ(1) from the first column. Then we have




)= (2,0), ι∗(λ(3))= (−3).
Then we obtain
M = (2,0,−1,−2,−4,−5, . . .)
and draw a Maya diagram (see Fig. 1).
Finally we have λ[1] = (2,1,1,1) and m = 1.
2.4. Sign
Each strict partition μ in I 1 (cm) or I

0 (cm) has its own sign determined by bead configuration.
Definition 2.3. Put a bead on 0 of the 4-bar abacus of λ ∈ I i (cm) (i = 0,1), if and only if m< 0
and λ−m+1 = 0. Let g(λ) be the number of pair of beads on the central runner at the positions
bigger than that of each bead on the leftmost runner. For a strict partition λ ∈ I i (cm), we define
the sign by
δ(λ) = (−1)g(λ).







We have δ(λ) = (−1)1 = −1. In the case of i = 0,m = −4,  = 5 and λ = (15,13,8,5), we have









We have δ(λ) = (−1)2+1 = −1.
3. Main result




n=0 hn(t)zn. Let λ be a partition. The Schur S-function










n=0 qn(t)zn. For m > n 0, we put




If m n we define Qm,n(t) = −Qn,m(t). Let λ = (λ1, . . . , λ2n) be a strict partition, where λ1 >
· · · > λ2n  0. Then the 2n × 2n matrix Mλ = (Qλi,λj ) is skew-symmetric. The Q-function Qλ
is defined as
Qλ(t) = Pf(Mλ).
We can now state our main result which we call the mixed expansion formulas.
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)+ S212(t (2))+ S22(t (2))+Q53(t)−Q51(t)S1(t (2))+Q31(t)S2(t (2))= S(4,2)(t).




)− S21(t (2))+ S12(t (2))Q2(t)+ S1(t (2))Q4(t)+Q42(t) = S(2,3)(t).
4. The spin representation of A(1)1
We consider the associative C-algebra B defined by the generators βn (n ∈ Z) and the anti-
commutation relations:
[βm,βn]+ = βmβn + βnβm = (−1)mδm+n,0.
These generators are often called the neutral free fermions. Note that β20 = 1/2.
Let F be the Fock module which is a left B-module generated by the vacuum |∅〉 with
βn|∅〉 = 0 (n < 0).
Similarly we consider the right B-module F† which is generated by the vacuum 〈∅| with
〈∅|βn = 0 (n > 0).
Elements of F and F† are sometimes called “states.” We have a bilinear pairing
F† ⊗B F → C, 〈∅|u⊗B v|∅〉 → 〈∅|uv|∅〉.
This pairing is called the vacuum expectation value. The vacuum expectation value is uniquely
determined by putting 〈∅|∅〉 = 1 and 〈∅|β0|∅〉 = 0.
Definition 4.1. Let λ be a strict partition, which we may write in the form λ = (λ1, . . . , λ2k)
where λ1 > · · · > λ2k  0. Here
2k =
{
(λ) (λ) ≡ 0 (mod 2),
(λ)+ 1 (λ) ≡ 1 (mod 2).
Let |λ〉 denote the state
|λ〉 = βλ1 · · ·βλ2k |∅〉 ∈F .
For λ = ∅, we define |λ〉 = |∅〉.
Set f∞i = (−1)iβi+1β−i (i  0). They have the following combinatorial property whose
proof is left to the reader.
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f∞i |λ〉 =
{ |μ〉 if i is a part of λ and i + 1 is not,
0 otherwise,
where μ is obtained from λ by replacing its part i by i + 1. If 1 is not a part of λ, then we have
f∞0 |λ〉 =
⎧⎨⎩
2−1|μ〉 1 is not a part of λ and (λ) ≡ 1 (mod 2),
|μ〉 1 is not a part of λ and (λ) ≡ 0 (mod 2),
0 otherwise,
where μ is obtained from λ by adding a part 1.
We shall use standard notation of the affine Lie algebra A(1)1 [5]. Let ei, fi, hi(i = 0,1) be
the Chevalley generators, α0, α1 are the simple roots, δ = α0 + α1 is the fundamental imaginary



























where we define the normal ordering for the quadratic elements by
: βnβm := βnβm − 〈∅|βnβm|∅〉.
Let F0 be the A(1)1 -submodule of F generated by |∅〉. F0 is isomorphic to the irreducible highest
weight module L(Λ0).






















We need the following combinatorial lemmas.
Lemma 4.3. (See [7].) A weight vector of the weight Λ0 −m2δ +mα1 is given by |cm〉 in F0.
The weight diagram of L(Λ0) looks as follows. Maximal weights correspond to the lattice
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where a(λ) = {j | λj ≡ 0 mod 2} for λ = (λ1, λ2, . . . , λ(λ)+ε(λ) ) with εm = 1 if m is odd, and
εm = 0 if m is even.
Proof. Firstly we consider the case of i = 1. For λ ∈ I 1 (cm) (m > 0), put
λ− cm = (r1, r2, . . . , rm).
We compute
r1!r2! · · · rm! = 2{j ;rj=2} = 2(−{j ;rj=1})/2 = 2(−a(λ)+εm)/2,










Secondly we consider the case of i = 0. In this case we have to take β1β0-part into account. Let
λ− c−m = (r1, r2, . . . , rm, rm+1)






2 m+1 ! r1!r2! · · · rm!
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r1!r2! · · · rm! = 2{j ;rj=2} = 2(−{j ;rj=1, jm}−rm+1)/2.
Here we divide our argument into two cases. First we assume that m is even. We have
{j ; rj = 1, j m} =
{
a(λ) (λm+1 = 0),
a(λ)− 1 (λm+1 = 1).
Secondly we assume that m is odd. We have
{j ; rj = 1, j m} =
{
a(λ)− 1 (λm+1 = 0),
a(λ) (λm+1 = 1).




















In this section we will establish the boson–fermion correspondence and see the states as the
polynomials. In the course, products of Schur’s S- and Q-functions arise naturally.
We introduce the operators φn,ψn,ψ∗n (n ∈ Z) by




















+ = [ψm,φn]+ = 0.
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[Hm,Hn] = m2 δm+n,0c.
We have a canonical H-module S[H−], where H− =⊕n<0 CHn, and S stands for the sym-
metric algebra. Let tn = 2nH−n (n > 0). Then we can identify S[H−] with the ring C[t] =
C[t1, t2, t3, . . .] of polynomials in infinitely many variables tn. The representation of H on C[t]
is described as follows:
HnP (t) = ∂
∂tn
P (t), H−nP (t) = n2 tnP (t)
(
n > 0, P (t) ∈ C[t]),
and c acts as identity.
If we introduce the space of highest weight vectors with respect to H by
Ω = {|v〉 ∈F; Hm|v〉 = 0 (∀m > 0)},
then Ω has a basis {|σ,m〉; m ∈ Z, σ = 0,1}, where
|0,m〉 =
⎧⎨⎩
ψm−1 · · ·ψ0|∅〉 (m > 0),
|∅〉 (m = 0),




2φ0ψm−1 · · ·ψ0|∅〉 (m > 0),√
2φ0|∅〉 (m = 0),√
2φ0ψ∗m · · ·ψ∗−1|∅〉 (m < 0).
Note that
φn|σ,m〉 = 0 (n < 0), ψn|σ,m〉 = 0 (n < m), ψ∗n |σ,m〉 = 0 (nm).
Lemma 5.1. |cm〉 = (
√−1)−|m| √2−εm | εm,m〉.
Proof. We can easily obtain the equation by direct calculation. 





Then Hn act on C[t] ⊗ Ω by Hn ⊗ id.
Proposition 5.2. (See [2,4].) There exists a canonical isomorphism of H-modules
Φ :F → C[t] ⊗C Ω
such that Φ(|σ,m〉) = θσ emα(m ∈ Z, σ = 0,1).
We will see C[t] ⊗ Ω as an A(1)-module via Φ (cf. Proposition 6.1).1
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be expressed in terms of the vacuum expectation value on B as follows:




Introduce the states 〈m,σ | ∈ F† (m ∈ Z, σ = 0,1) which are characterized by 〈m,σ |σ ′, n〉 =
δm,nδσ,σ ′ (m,n ∈ Z, σ, σ ′ = 0,1) and
〈m,σ |φn = 0 (n > 0), 〈m,σ |ψn = 0 (nm), 〈m,σ |ψ∗n = 0 (n < m).
We denote by Wφ the linear subspace of B spanned by φn (n ∈ Z).
Lemma 5.3. If 〈u| ∈ F†, |v〉 ∈ F be such that 〈u|φn = 0 (n > 0), φn|v〉 = 0 (n < 0), then for
wi ∈ Wφ (i = 1, . . . ,2k) we have
〈u|w1 · · ·w2k|v〉 = 〈u|v〉Pf
(〈∅|wiwj |∅〉).
Proof. A bilinear form on Wφ is defined by (a, b) → 〈u|ab|v〉, which has all the properties of
vacuum expectation value on Wφ except for the normalization condition. Obviously, the normal-
ization factor is given by 〈u|v〉. Hence the lemma follows. 
Lemma 5.4. (See [2,4].) We have
Φ
(
ψi1 · · ·ψis |0,m〉
)= S(i1−m,i2−m,...,is−m)−δs (t (2))e(m+s)α (i1 > · · · > is > m),
Φ
(
φj1 · · ·φja |∅〉
)= √2−aQj1,...,ja (t)θa (j1 > · · · > ja  0),
where δs = (s − 1, s − 2, . . . ,1,0) and t (2) = (t2, t4, . . .).
Lemmas 5.3 and 5.4 give us
Lemma 5.5. Let j1 > · · · > ja  0, i1 > · · · > is > m. We have
Φ
(
φj1 · · ·φjaψi1 · · ·ψis |0,m〉
)= √2−a Qj1,...,ja (t) S(i1−m,...,is−m)−δs (t (2))θae(m+s)α.
Consequently we obtain the following proposition.




a(λ)|λ〉)= ζm,,i(λ) Qλ[0](t)Sλ[1](t(2)) θm+ e(m+(−1)i)α.
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)= zm(θσ emα) (σ = 0,1).
Proposition 6.1. (See [2,4].) One has
Φ φ(z)Φ−1 = √2−1eξ1(t,z)e−2ξ1(∂˜t ,z−1)θ,
Φψ(z)Φ−1 = eξ0(t,z)e−2ξ0(∂˜t ,z−1)eαz2H0 ,
Φψ∗(z)Φ−1 = e−ξ0(t,z)e2ξ0(∂˜t ,z−1)e−αz−2H0 ,
where ∂˜t = ( ∂∂t1 , 12 ∂∂t2 , 13 ∂∂t3 , . . .).






V1(z) = e−ξ(t,z)e2ξ(∂˜t ,z−1)θe−αz−2H0 , V0(z) = eξ(t,z)e−2ξ(∂˜t ,z−1)θeαz2H0 .










A(z)dz = A−1 for A(z) =∑ Anzn.n
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Vi(z) · · ·Vi(z2)Vi(z1)
= (−1) (−1)2 Δ(z)2e(−1)i
∑
j ξ(t,zj )e
2(−1)i+1∑j ξ(∂˜t ,z−1j )θe(−1)iα(z1 · · · z)2(−1)iH0 .
Here Δ(z) = det(zj−1i )1i,j.
Proof. By V 0i (z), we denote the “zero mode” θe(−1)
iαz2(−1)iH0 of Vi(z). Then by using the
relations θe±α = −e±αθ, and z±2H0j e±α = z2j · e±αz±2H0j , we have










θe(−1)iα(z1 · · · z)2(−1)iH0 .











where we set V −i (z) = e(−1)
i ξ(t,z)
, V +i (z) = e(−1)
i+12ξ(∂˜t ,z−1)
. Then the lemma follows immedi-
ately. 
For λ ∈P , we denote by
Sλ(z) = det(zλj+j−1i )/det(zj−1i )









· · · dz
z
= ! δλ,μ,
where we denote by T  = {z = (zj ) ∈ C; |zj | = 1}, the -dimensional torus. Since Sμ(z) =
Sμ(z−1) = Sμ(z−11 , . . . , z−1 ) for z ∈ T , we can rewrite this relation as∮
. . .
∮
Sλ(z)Sμ(z−1)(−1) (−1)2 Δ(z)2(z1 · · · z)−dz1 . . . dz = ! δλ,μ. (4)
We also utilize the following form of the Cauchy identity:
e
∑






−∑j=1 ξ(t,zj ) = ∑ (−1)|λ|Sλ(z)Sλ′(t).(λ)








i (i = 0,1).




me−mα = ζ ′−m,,1S(,2m+1−)(t)θm+e(−m)α
where
ζ ′−m,,0 =





memα = ζ ′m,,1S(2m−,)(t)θm+e(m−)α,
where
ζ ′m,,1 = (−1)m.
Proof. In view of the relation eα · θm = (−1)mθm · eα , we have by Lemma 6.3
V0(z) · · ·V0(z1)θme−mα = (−1)m(−1) (−1)2 Δ(z)2e
∑
j ξ(t,zj )θm+e(−m+)α(z1 · · · z)−2m.










(−1) (−1)2 Δ(z)2(z1 · · · z)−2m−1e
∑
j ξ(t,zj )dz1 . . . dz
× (−1)mθm+e(−m+)α
= √−1−(−1)mS(,2m+1−)(t)θm+e(−m+)α,
where we carried out the contour integral by using (4) and (5). Here we remark that
S(,m)(z) = (z1z2 · · · z)m.
In a similar way, we have ζ ′m,,1 = (−1)m. We just note that
S(2m−,)(−t) = (−1)(2m−)S(,2m−)(t).
Detail of the calculation is left to the reader. 
Fig. 3 expresses the f0- and f1-action to each maximal weight.
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for m > 0. Therefore all we have to show is the following.
Lemma 7.1. For λ ∈ I i (cm), we have
ζm,,i(λ) =
√−1−|m|ζ ′m,,iδ(λ).
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|λ〉 = βλ1 · · ·βλ2s |∅〉,
where λ1 > · · · > λ2s  0. If we ignore the factor
√−1 in (3), the set {βλ1 , . . . , βλ2s } is decom-
posed into three parts
I = {ψi1, . . . ,ψiN }, J =
{




, K= {φk1 , . . . , φka },
where a, N and N∗ are the numbers of φ’s, ψ ’s and ψ∗’s, respectively, and i1 > · · · > iN  0 >
j1 > · · · > jN∗ , k1 > · · · > ka  0. Actually, I = {i1, . . . , iN } (respectively J = {j1, . . . , jN∗})
is nothing but ι(λ(1)) (respectively ι∗(λ(3))), and K = {k1, . . . , ka} corresponds to λ(0) ∪ λ(2).
According to the following operations, we shall rewrite |λ〉 into its “normal form” such as in
Lemma 5.5.
{OP. 0} Rewrite β’s into φ’s, ψ ’s and ψ∗’s according to (3).
{OP. 1} Rewrite the vacuum |∅〉 into ψ−1ψ−2 · · ·ψjN∗ |0, jN∗〉, i.e.,
|∅〉 = ψ−1ψ−2 · · ·ψjN∗ |0, jN∗〉.
{OP. 2} Repeat the following operations in order of m = j1, j2, . . . , jN∗ : move ψ∗m to the left
side of ψm and remove ψ∗m by using the relation ψ∗mψm = 1 −ψmψ∗m.
{OP. 3} Move φj ’s to the left of ψ ’s in order of j = k1, k2 . . . , ka .
We divide our argument into four cases.
Case 1. We consider the case of i = 1 and m = 2n > 0. We have
ζ ′m,,1 = (−1)m = 1.
Our purpose is to rewrite |λ〉 into its normal form and compute a factor ζm,,i(λ). We employ the
following example for our understanding:
m = 6,  = 6 and μ = (21,19,13,10,7,2) ∈ I 60 (c6).




We neglect the factor
√−1m for the moment. After rewriting the vacuum according to {OP. 1},
we move ψ∗j1 to the left side of ψj1 . Then ψ
∗
j1
jumps −j1 − 1 elements of I ∪ K and
ψ−1, . . . ,ψj1+1. Therefore this operation gives a factor
(−1)(−j1−1)+(−j1−1) = 1.
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(−1)(−jm−m)+(−jm−m) = 1
for each m. Therefore {OP. 2} gives the factor
(−1)
∑N∗
m=1 2(−jm−1) = 1.

























|λ〉 = δ(λ)√−1mφk1 · · ·φkaψi1 · · ·ψiNψ−1ψ−2 · · · ψ̂j1 · · · ψ̂j2 · · · ψ̂jN∗ |0, jN∗〉
and ζm,,1(λ) = δ(λ)
√−1m. Since m is even, we have ζm,,1(λ) = δ(λ)
√−1−mζ ′ .m,,1
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ζ ′m,,1 = (−1)m = (−1).
The only difference from the Case 1 is the existence of φ0 = β0 in the right end of β’s. The
element φ0 causes a factor (−1)N+N∗ , because φ0 is jumped by the elements of J ({OP. 2}) and




In this example φ0 causes a factor (−1)2+3. Therefore we have
|λ〉 = δ(λ)√−1m(−1)N+N∗φk1 · · ·φkaψi1 · · ·ψiNψ−1ψ−2 · · · ψ̂j1 · · · ψ̂j2 · · · ψ̂jN∗ |0, jN∗〉.
By using the relations {
m = N +N∗ + a,
 = a + 2N∗,
we have (−1)N+N∗ is equal to (−1)m−. Thus we have ζm,,1(λ) = δ(λ)
√−1m(−1)m− and
ζm,,i(λ) = δ(λ)
√−1−|m|ζ ′m,,i , since m is odd.
The following Cases 3 and 4 are for i = 0. In these cases, we should put a bead on 0 of the
4-bar abacus when λm+1 = 0 (m > 0). If we take care of this point, we can rewrite |λ〉 into its
normal form and determine ζm,,0(λ) the same as in Cases 1 and 2.
Case 3. We consider the case of i = 0 and m = 2n+ 1 > 0. Then we have
ζ ′−m,,0 =
√−1 (2m−1) = √−1.
Take an element λ ∈ I 0 (c−m). Remark that λm+1 = 0 or 1. We further divide this case into
subcases:
(a) λm+1 = 0, i.e., |c−m〉 has the end term β0 = φ0,
(b) λm+1 = 1, i.e., |c−m〉 does not have the end term β0 = φ0.
Let us first consider the subcase (a). We have
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Now we have the relations {
N −N∗ = −m+ ,
a +N +N∗ = m+ 1.
We eliminate N from these equations to get a + 2N∗ = 2m− + 1. Then we have
ζ−m,,0(λ) = δ(λ)
√−1−m+,
which is equal to δ(λ)
√−1−mζ ′−m,,0. For subcase (b), we have ψ0 instead of the absence of φ0.
So the same factor (−1)N∗ occurs when we exchange ψ0 and ψ∗’s. Then the formula is the same
as (a). The readers can check this fact by using an example μ = (12,9,3,1) ∈ I 40 (c−3).
Case 4. We consider the case of i = 0 and m = 2n > 0. Then we have
ζ ′−m,,0 =
√−1 (2m−1) = √−1−.
Consider λ ∈ I 0 (c−m). We further divide this case into the subcases:
(c) λm+1 = 1 i.e., |λ〉 ends with ψ0φ0,
(d) λm+1 = 0 i.e., |λ〉 does not contain φ0 nor ψ0.
534 T. Ikeda et al. / Advances in Applied Mathematics 40 (2008) 514–535In the case (c), we remark, by the similar argument of the Case 1, {OP. 2} does not cause any
sign change and {OP. 3} causes δ(λ)(−1)N . We have



















Since we have {
a + 2N = + 2,
m is odd,
we can see ζ−m,,0 = δ(λ)
√−1−mζ ′−m,,0. The subcase (d) is the most cumbersome one. By the
definition, we include the sign (−1)N in δ(λ) arising from the exchanges of the dummy “φ0”
and ψ ’s. So we have to compensate the same factor to get
ζ−m,,0(λ) =
√−1m−aδ(λ)(−1)N .
The readers can check this fact by using an example μ = (15,13,9,4) ∈ I 50 (c−4). Now us-
ing a + 2N = , we have ζ−m,,0(λ) = δ(λ)
√−1m−. Since m is even, we have √−1m− =√−1−m− = √−1−mζ ′m,,0.
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