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Abstract
In [7], the authors classified the 2-extendable abelian Cayley graphs and
posed the problem of characterizing all 2-extendable Cayley graphs. We
first show that a connected bipartite Cayley (vertex-transitive) graph is 2-
extendable if and only if it is not a cycle. It is known that a non-bipartite
Cayley (vertex-transitive) graph is 2-extendable when it is of minimum de-
gree at least five [26]. We next classify all 2-extendable cubic non-bipartite
Cayley graphs and obtain that: a cubic non-bipartite Cayley graph with
girth g is 2-extendable if and only if g ≥ 4 and it doesn’t isomorphic to
Z4n(1, 4n − 1, 2n) or Z4n+2(2, 4n, 2n + 1) with n ≥ 2. Indeed, we prove a
more stronger result that a cubic non-bipartite vertex-transitive graph with
girth g is 2-extendable if and only if g ≥ 4 and it doesn’t isomorphic to
Z4n(1, 4n − 1, 2n) or Z4n+2(2, 4n, 2n + 1) with n ≥ 2 or the Petersen graph.
Keywords: Cayley graph; vertex-transitive graph; 2-extendablility; match-
ing; edge-connectivity.
MSC 2010: 05C70.
1 Introduction
Throughout this paper, all graphs are assumed to be connected and of even order.
The order of a graph G is written as |G| and its size is denoted by ||G||. In math-
ematics, a Cayley graph is a graph that encodes the abstract structure of a group.
Let Γ be a group and S be an inverse-closed generating set of Γ. The Cayley graph
∗Contract grant sponsor: NSFC; contract grant numbers: 11401279, 11371180 and 11201201;
contract grant sponsor: the Specialized Research Fund for the Doctoral Program of Higher Edu-
cation; contract grant number: 20130211120008; contract grant sponsor: Fundamental Research
Funds for the Central Universities; contract grant number: lzujbky-2016-102.
†The corresponding author.
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G = G(Γ, S) on Γ with respect to the connecting set S is constructed as follows.
Its vertex-set V (G) = Γ and for any x, y ∈ Γ, x is adjacent to y in G if and only if
xy−1 ∈ S. A graph G is called vertex-transitive if for any two vertices x, y in V (G),
there exists an automorphism ψ of G such that ψ(x) = y. It is known that Cayley
graphs are vertex-transitive ([4, Proposition 16.2]). Because of this and their easy
construction, Cayley graphs are widely used in the design of networks. As we see,
the topological structures of many famous networks are Cayley graphs [2]. On the
other hand, many authors have constructed lots of Cayley graphs with good prop-
erties via specific groups, see [5, 6]. In [16], this survey paper presents the historical
development of some problems on Cayley graphs which are interesting to graph and
group theorists such as Hamiltonicity or diameter problems, to computer scientists
and molecular biologists such as pancake problem or sorting by reversals, to coding
theorists such as the vertex reconstruction problem related to error-correcting codes
but not related to Ulam’s problem.
A graph with at least 2n+2 vertices is said to be n-extendable if it has a matching
of size n and every such matching can be extended to a perfect matching. The next
lemma (Theorem 5.5.24 in [18]) essentially implies that a vertex-transitive graph is
1-extendable, in which, the definitions of elementary bipartiteness and bicriticality
can be found in [18].
Lemma 1.1 ([18]). Let G be a vertex-transitive graph. Then it is either elementary
bipartite or bicritical.
Recall that a Cayley graph is vertex-transitive. The following result arises im-
mediately.
Corollary 1.2. Every Cayley graph is 1-extendable.
An n-extendable graph is (n − 1)-extendable, but the converse is not true [24].
Therefore, it is natural to consider more higher extendability of Cayley graphs. In
[7], the authors first classified the 2-extendable Cayley graphs on abelian groups,
and posed the problem of characterizing all 2-extendable Cayley graphs. Thereafter,
the 2-extendability of Cayley graphs on specific groups, such as Dihedral groups [8],
Dicylic groups [3], generalized dihedral groups [21], Quasi-abelian groups [12] and
etc, has been investigated. The results can be summarized as follows, in which,
Z4n(1, 4n, 2n) stands for the Cayley graph on Z4n, the additive group modulo 4n,
with respect to the connecting set S = {1, 4n−1, 2n}. Z2n(1, 2n−1), Z2n(1, 2, 2n−
1, 2n− 2), Z4n+2(2, 4n, 2n+1) and Z4n+2(1, 4n+1, 2n, 2n+2) are defined similarly.
Theorem 1.3 ([7, 8, 21]). Let G be a Cayley graph on an abelian group or a Dihedral
group or a generalized dihedral group. Then G is 2-extendable if and only if it is not
isomorphic to any of the following circulant graphs:
(i) Z2n(1, 2n− 1), n ≥ 3;
(ii) Z2n(1, 2, 2n− 1, 2n− 2), n ≥ 3;
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(iii) Z4n(1, 4n− 1, 2n), n ≥ 2;
(iv) Z4n+2(2, 4n, 2n+ 1), n ≥ 1;
(v) Z4n+2(1, 4n+ 1, 2n, 2n+ 2), n ≥ 1.
Theorem 1.4 ([3]). Let G be a Cayley graph on a Dicylic group. Then G is 2-
extendable.
From the above results, we can see that, despite of Z2n(1, 2n−1) (which is indeed
a cycle), the other exceptional cases are non-bipartite. Motivated by this, we first
consider 2-extendability of bipartite Cayley graphs and prove a more stronger result
for vertex-transitive graphs.
Theorem 1.5. A bipartite vertex-transitive graph is 2-extendable if and only if it is
not a cycle.
As a Cayley graph is vertex-transitive, we have the following result.
Theorem 1.6. A bipartite Cayley graph is 2-extendable if and only if it is not a
cycle.
For the 2-extendability of non-bipartite vertex-transitive graphs, Wuyang Sun
and Heping Zhang showed the following result.
Theorem 1.7 ([26]). A non-bipartite vertex-transitive with degree k ≥ 5 is 2-
extendable.
Obviously, the above result holds for Cayley graphs. Hence one only needs to
classify 2-extendable non-bipartite Cayley graphs of minimum degrees three and
four. We are going to solve the case of minimum degree three. Indeed, we also prove
a more stronger result for vertex-transitive graphs.
Theorem 1.8. A cubic non-bipartite vertex-transitive graph with girth g is 2-extendable
if and only if g ≥ 4 and it does not isomorphic to Z4n(1, 4n−1, 2n) or Z4n+2(2, 4n, 2n+
1) with n ≥ 2 or the Petersen graph.
As the Petersen graph is not a Cayley graph ([13], Lemma 3.1.3), we have the
following.
Theorem 1.9. A connected cubic non-bipartite Cayley graph with girth g is 2-
extendable if and only if g ≥ 4 and it does not isomorphic to Z4n(1, 4n − 1, 2n) or
Z4n+2(2, 4n, 2n+ 1) with n ≥ 2.
Different from before, our proofs do not rely on the structures of the spe-
cific groups, but several kinds of connectivities of vertex-transitive graphs, such as
edge-connectivity, restricted edge-connectivity, cyclic edge-connectivity and uniform
cyclically edge-connectivity, will be used and play important roles. Results related
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to these will be presented in Section 2. In Section 3, by using the generalized
Hall’s theorem and the strengthened Tutte’s theorem, we finally obtain the classi-
fications of 2-extendable bipartite and cubic non-bipartite vertex-transitive graphs
respectively. It is worth to note that the 2-extendabilities of toroidal fullerenes,
generalized Petersen graphs and cyclically 5-edge-connected planar graphs are also
needed.
2 Some results related to several kinds of edge-
connectivities of vertex-transitive graphs
In this section, we present some results related to several kinds of edge-connectivities,
including edge-connectivities, cyclic edge-connectivities, restricted edge-connectivities
and uniform edge-connectivities, of vertex-transitive graphs. As we will see, they
play important roles in the classification.
2.1 Edge-connectivity and super-edge-connectivity
An edge set S ⊆ E(G) is called an edge-cut if there exists X ⊆ V (G) such that S
is the set of edges between X and X , where X := V (G)\X . The edge-connectivity
λ(G) of G is the minimum cardinality over all edge-cuts of it. It is easy to see that
λ(G) ≤ δ(G), where δ(G) denotes the minimum degree of G. Mader proved the
following result, which essentially says that a connected vertex-transitive graph is
maximally edge-connected.
Theorem 2.1 ([19]). If G is a k-regular connected vertex-transitive graph, then
λ(G) = k.
The following theorem goes a step further by characterizing the minimum edge-
cuts of vertex-transitive graphs, where a clique is a subset of vertices such that every
two distinct vertices in it are adjacent.
Theorem 2.2 (Lemma 5.5.26, [18]). Let G be a k-regular connected vertex-transitive
graph. Then G is k-edge-connected and either
(i) every minimum edge-cut of G is the star of a point, or
(ii) G arises from a (not necessarily simple) vertex- and edge-transitive k-regular
graph G0 by a k-clique insertion at each point of G0. Moreover, every minimum
edge-cut of G is the star of a vertex of G or a minimum edge-cut of G0.
We call an edge-cut trivial if it isolates a vertex and non-trivial otherwise. The
following corollary arises immediately.
Corollary 2.3. Let G be a k-regular connected vertex-transitive graph without k-
cliques. Then G is k-edge-connected and every k-edge-cut of it is trivial.
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For a graph G, if every minimum edge-cut of it is trivial, then we say it is super-
edge-connected (or simply super-λ). J. Meng has presented a characterization of a
vertex-transitive graph to be super-λ with respect to the cliques. As we know, a
bipartite graph of minimum degree at least three is neither a complete graph nor a
cycle and further does not contain k-cliques (k ≥ 3). Hence the following result will
be used in proving the 2-extendability of bipartite vertex-transitive graphs.
Theorem 2.4 ([20]). Let G be a k-regular connected vertex-transitive graph which
is neither a complete graph nor a cycle. Then G is super-λ if and only if it does not
contain k-cliques.
2.2 Restricted (super restricted) edge-connectivity
An edge set F ⊆ E(G) is called a restricted edge-cut if G − F is disconnected
and contains no isolated vertices. We define the restricted edge-connectivity, de-
noted by λ(2)(G), to be the minimum cardinality of all restricted edge-cuts. For
e = uv ∈ E(G), let ξG(e) = d(u) + d(v) − 2 be the edge-degree of e, and let
ξ2(G)=min{ξG(e) : e ∈ E(G)} be the minimum edge-degree of G. A graph G is
optimal-λ(2) if λ(2)(G) = ξ2(G). In [14], the authors presented some connections
between optimal-λ(2), super-edge-connected, and maximally edge-connected graphs.
For connected vertex-transitive graphs, Xu has studied behavior of the parameter
λ(2)(G) and obtains the following result.
Theorem 2.5 ([31]). Let G be a connected k-regular vertex-transitive graph of order
at least four. If its order is odd or it does not contain triangles, then it is optimal-
λ(2), that is, λ(2)(G) = 2k − 2.
Further, an optimal-λ(2) graph is called super restricted edge-connected (or in
short super-λ(2)) if every minimum restricted edge-cut isolates an edge. The following
result on the super restricted edge-connectivity will be used in proving the super
cyclically edge-connectivity of cubic vertex-transitive graphs of girth five.
Theorem 2.6 ([30]). If G is a connected vertex-transitive graph with degree k > 2
and girth g > 4, then it is super-λ(2).
2.3 Cyclic (super cyclically) edge-connectivity
For ∅ 6= X ⊂ V (G), we denote ∂(X) by the set of edges of G with one end in X and
the other end inX and call it the edge-cut associated with X . Let d(X) = |∂(X)| and
ζ(G) = min{d(X)|X ⊆ V (G) and X induces a shortest cycle in G}. For simplicity,
we also use ∂(G′) and d(G′) to substitute for ∂(V (G′)) and d(V (G′)), respectively, for
a subgraph G′ of G. A cyclic edge-cut of a graph G is a subset of E(G), the removal
of which separates two cycles. If G has a cyclic edge-cut, then it is called cyclically
separable. For a cyclically separable graph G, the cyclic edge-connectivity cλ(G) is
5
the cardinality of a minimum cyclic edge-cut of G. Wang and Zhang [29] have shown
that cλ(G) ≤ ζ(G) for any graph with a cyclic edge-cut. If cλ(G) = ζ(G), then G is
called cyclically optimal. The next result shows that a cubic vertex-transitive graph
is cyclically optimal.
Theorem 2.7 ([22]). Let G be a cubic vertex-transitive or edge-transitive graph with
girth g. Then cλ(G) = g.
If it happens that the removal of any minimum cyclic edge-cut of a graph results
in a component which is a shortest cycle, then we call the graph super cyclically
edge-connected. For the super cyclically edge-connectivity of cubic vertex-transitive
graphs, the authors in [34] have proved that a connected cubic vertex-transitive
graph with g(G) ≥ 7 is super cyclically edge-connected. They also showed that the
condition g(G) ≥ 7 is necessary by exhibiting a vertex-transitive graph with girth
six which is not super cyclically edge-connected. We are going to show that a cubic
vertex-transitive graph of girth five is also super cyclically edge-connected. Before
proving this, several results and notations are needed.
Lemma 2.8. Let G be a cubic vertex-transitive graph of girth five. If in addition,
|G| = 10 or 12, then it is super cyclically 5-edge-connected.
Proof. By Theorem 2.7, cλ(G) = 5. Assume F is a cyclic 5-edge-cut of G. Then
G − F has exactly two components, denoted by G1 and G2, with each containing
cycles. Since d(G1) = 3|G1| − 2||G1|| = 5, we have |G1| is odd. On the other
hand, since G is of girth five, each component has at least five vertices. Hence if
|G| = 10, then G−F has exactly two components and each is a cycle of length five.
If |G| = 12, then one of G1 and G2 contains exactly five vertices and further a cycle
of length five, we are done.
The next lemma tells that the real-valued set function d on the subsets of the
vertex set, which is defined at the first paragraph in this subsection, is submodular.
Lemma 2.9. For any two vertex subsets X and Y in V (G),
d(X ∪ Y ) + d(X ∩ Y ) ≤ d(X) + d(Y ).
Proof. It is straightforward to verify that every edge counted in d(X∪Y )+d(X∩Y )
is also counted in d(X)+d(Y ) and every edge counted in both d(X∪Y ) and d(X∩Y )
is also counted in both d(X) and d(Y ).
An imprimitive block of G is a proper non-empty subset X of V (G) such that
for any automorphism ψ of G, either ψ(X) = X or ψ(X) ∩X = ∅.
Theorem 2.10 ([27]). Let G be a vertex-transitive graph and H be the subgraph of
G induced by an imprimitive block of G. Then H is vertex-transitive.
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A vertex subset X is called a cyclic edge-fragment, if ∂(X) is a minimum cyclic
edge-cut. Let X be a cyclic edge-fragment. If neither X nor X induces a shortest
cycle, then we call X a super cyclic edge-fragment. A super cyclic edge-fragment
with the minimum cardinality is called a super cyclic edge-atom. By definition, if
X is a super atom, then |X| ≥ |X|. For simplicity of statement, we shall use super
atom to stand for super cyclic edge-atom in this paper. For any two disjoint vertex
subsets X and Y in V (G), let E(X, Y ) denote the set of edges between X and Y .
Lemma 2.11. Let G be a cubic vertex-transitive graph of girth five. Then G is
super cyclically 5-edge-connected.
Proof. As we will see, that G does not containH (see Figure 1 (left)) as a subgraph is
pivotal to prove the super cyclically 5-edge-connectivity. Hence we will first consider
the properties of G when it contains H as a subgraph and obtain the following claim.
Claim. If G contains H as a subgraph, then |G| = 10 or 12.
Since G is of girth five, {d, g, e, z} induces a matching of size two in G. In other
words, a has two neighbors b and c satisfying that (N(b) ∪ N(c)) \ {a} induces a
matching of size two, where N(v) denotes the neighborhood of a vertex v in G. By
the vertex-transitivity, every vertex of G has such a property.
b
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Figure 1. The illustration for the proof.
We now consider the vertex b. If d and z has the property that (N(d)∪N(z))\{b}
induces a matching of size two, then also since G is of girth five, y should be adjacent
to e and xmust be adjacent to g, where y and x are neighbors of d and z respectively.
Denote the appearing subgraph of G until now by H ′ (Figure 1 (middle)). Since
|H ′| = 9 is odd and G is of even order, V (G) \ V (H ′) 6= ∅. Therefore, ∂(H ′) is
an edge-cut. By Theorem 2.1, d(H ′) ≥ 3. On the other hand, since H ′ has three
vertices (x, y and a) of degree two, G[V (H ′)] has at most three vertices of degree
two, where G[S] denotes the subgraph of G induced by S ⊆ V (G). It follows that
d(H ′) ≤ 3. Hence d(H ′) = 3 and ∂(H ′) is an edge-cut of size three. By Corollary
2.3, ∂(H ′) isolates a vertex. Therefore, |G| = 10. If d and a or z and a has the
property that (N(d)∪N(a)) \ {b} or (N(z)∪N(a)) \ {b} induces a matching of size
two, by symmetry, we may suppose that z and a has such a property, then by a
similar argument as above, we obtain a subgraph H ′′ of G (Figure 1 (right)).
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Figure 2. F ′ (left) and F ′′ (right).
If H ′′ is not an induced subgraph, then there are at most three vertices of degree
two in G[V (H ′′)], by a similar argument as for H ′, we can show that |G| = 10. If
H ′′ is an induced subgraph, then we consider the vertex z. If b and u (resp. b and
e) has the property that (N(b) ∪N(u)) \ {z} (resp. (N(b) ∪N(e)) \ {z}) induces a
matching of size two, then we obtain a subgraph F ′ (resp. F ′′) of G shown in Figure
2 (left) (resp. Figure 2 (right)). Let F denote F ′ or F ′′. We can see that there
are four vertices of degree two in F . If F is not an induced subgraph of G, then
d(F ) ≤ 2. Since G is 3-edge-connected, V (G) \ V (F ) = ∅. Consequently, |G| = 10.
If F is an induced subgraph of G, then ∂(F ) is an edge-cut of size four. By Theorem
2.6, ∂(F ) isolates an edge. It follows that |G| = 12. We are left to the case that u
and e has the property that (N(u) ∪N(e)) \ {z} induces a matching of size two. If
so, then u must be adjacent to a vertex in N(c) \ {e}, that is, u is adjacent to a or
g, contradicting that H ′′ is an induced subgraph of G. This finally completes the
proof of the claim.
Combining the above claim and Lemma 2.8, we obtain that if G contains H as
a subgraph, then it is super cyclically 5-edge-connected. Hence in the following,
we assume that G does not contain H as a subgraph. By Theorem 2.7, G is cyclic
5-edge-connected. Suppose by the contrary that G is not super cyclically 5-edge-
connected. Then G contains a super atom. Let X be any given super atom. By
definition, |X| ≥ 6. We claim that there are only degree-2 and degree-3 vertices in
G[X ]. Otherwise, suppose x is a vertex of degree one in G[X ] and y be the neighbor
of x in G[X ]. Then ∂(X \ {x}) is a cyclic edge-cut of size four, contradicting that G
is cyclic 5-edge-connected. Further, we show that the set of degree-2 vertices in G[X ]
is an independent set. Suppose by the contrary that there are two adjacent degree-2
vertices denoted by u and v in G[X ]. Let X ′ = X\{u, v}. Then |X ′| ≥ 4 and
d(X ′)=5. If G[X ′] contains cycles, then ∂(X ′) is a cyclic 5-edge-cut. Consequently,
it must be a cycle of length five since X is a super atom. It follows that we obtain H
as a subgraph, a contradiction. If X ′ does not contain a cycle, then G[X ′] contains
at most |X ′| − 1 edges. Moreover,
5 = d(X ′) ≥ 3|X ′| − 2(|X ′| − 1) = |X ′|+ 2 ≥ 6,
a contradiction.
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Now we show that |X| ≥ 9. In G[X ], on the one hand, the five independent
degree-2 vertices send out ten edges to the other vertices; on the other hand, the
other vertices are of degree three. Hence there are at least four vertices of degree
three in G[X ], which implies that |X| ≥ 9.
Finally, we prove that every super atom is an imprimitive block. If this holds,
then by Theorem 2.10, G[X ] is vertex-transitive. But there are degree-2 and degree-3
vertices in it, a contradiction.
To prove this, it suffices to show that for two super atoms X and Y , either
X = Y or X ∩ Y = ∅. Suppose not. That is, X 6= Y and X ∩ Y 6= ∅. Let A =
X ∩Y 6= ∅, B = X\Y , C = Y \X and D = V (G)\(X ∪Y ). Since Y is a super atom,
∂(Y ) = ∂(Y ) = ∂(B ∪D) is a cyclic 5-edge-cut. Also since X = B ∪ A is a super
atom, |D| ≥ |A| holds. By symmetry, we may assume that |E(A,C)| ≤ |E(A,B)|.
Then
d(C) = |E(C,A)|+ |E(C,B)|+ |E(C,D)|
= |E(A,C)|+ |E(C,B)|+ |E(C,D)|
≤ |E(A,B)|+ |E(C,B)|+ |E(C,D)|+ |E(A,D)|
= d(Y ) = cλ(G) = 5.
We claim that |A| ≥ 4. Suppose by the contrary that |A| ≤ 3. Then |C| ≥ 6 by
Y = A ∪ C and |Y | ≥ 9 (Y is a super atom). Hence
||G[C]|| =
3|C| − d(C)
2
≥
3|C| − 5
2
≥ |C|.
It follows that G[C] contains cycles. This contradicts that Y is a super atom, |C| ≥ 6
and A 6= ∅.
Since |D| ≥ |A| ≥ 4, if G[D] (resp. G[A]) does not contain cycles, we have
d(D) ≥ 3|D| − 2(|D| − 1) = |D|+ 2 ≥ 6
(resp. d(A) ≥ 3|A| − 2(|A| − 1) = |A|+ 2 ≥ 6).
If G[D] contains cycles, then ∂(D) is a cyclic edge-cut and d(D) ≥ 5 follows. In a
word, d(D) ≥ 5. By Lemma 2.9, we have
d(X ∪ Y ) + d(X ∩ Y ) ≤ d(X) + d(Y );
that is,
d(D) + d(A) ≤ d(X) + d(Y ) = 10.
Therefore, d(A) ≤ 5 by d(D) ≥ 5. Further, by the above argument, we can see that
G[A] contains cycles. Hence ∂(A) is a cyclic edge-cut and |A| ≥ 5 follows. Since Y
is a super atom, |A| ≤ 5. Hence |A| = 5 and G[A] is isomorphic to a cycle of length
five. It follows that |C| ≥ 4. By
∂(C) = E(C,A) ∪ E(C,B) ∪ E(C,D),
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we have,
d(C) = |E(C,A)|+ |E(C,B)|+ |E(C,D)|.
Therefore, by |E(C,A)| ≤ |E(A,B)|, we have
d(C) = |E(C,A)|+ |E(C,B)|+ |E(C,D)|
≤ |E(A,B)|+ |E(C,B)|+ |E(C,D)|+ |E(A,D)|
= d(Y ) = 5.
Since |C| ≥ 4 and d(C) ≤ 5, by a similar argument as for G[A], we obtain
that G[C] contains cycles and further G[C] must be a cycle of length five, too.
Consequently, |Y | = 10 is even. Then d(Y ) = 3|Y |−2||G[Y ]|| is even, but d(Y ) = 5
is odd, a contradiction.
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Figure 3. Graphs T5 (left) and T6 (right), where M is chosen either the set of bold
edges or the dashed edges.
For the super cyclically edge-connectivity of cubic vertex-transitive graphs of
girth four, we obtain a similar but little weaker result. Precisely, certain structure
(adjacent quadrangles) is forbidden and a class of graphs (Tm, m ≥ 2) which do
not contain adjacent quadrangles are excluded. Two quadrangles in G are adjacent
if they share common vertices or edges. The class of graphs Tm which do not
contain adjacent quadrangles are defined as follows, in which, the first subscripts
of x are taken module 4. For odd m = 2k + 1, V (Tm) = {xi,j|1 ≤ i ≤ 4, 1 ≤
j ≤ m} and E(Tm) = {xi,jxi+1,j |1 ≤ i ≤ 4, 1 ≤ j ≤ m} ∪ {x1,2j−1x1,2j |1 ≤ j ≤
k} ∪ {x3,2j−1x3,2j |1 ≤ j ≤ k} ∪ {x2,2jx1,2j+1|1 ≤ j ≤ k} ∪ {x4,2jx4,2j+1|1 ≤ j ≤
k} ∪M , where M = {x1,mx2,1, x3,mx4,1} or {x1,mx4,1, x3,mx2,1}. For even m = 2k,
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V (Tm) = {xi,j |1 ≤ i ≤ 4, 1 ≤ j ≤ m} and E(Tm) = {xi,jxi+1,j |1 ≤ i ≤ 4, 1 ≤ j ≤
m} ∪ {x1,2j−1x1,2j |1 ≤ j ≤ k} ∪ {x3,2j−1x3,2j |1 ≤ j ≤ k} ∪ {x2,2jx1,2j+1|1 ≤ j ≤ k} ∪
{x4,2jx4,2j+1|1 ≤ j ≤ k}∪M , where M = {x2,mx2,1, x4,mx4,1} or {x2,mx4,1, x4,mx2,1}.
Please see Figure 3 for example.
Lemma 2.12. Let G be a cubic vertex-transitive graph of girth four and do not
contain adjacent quadrangles. If in addition, G is not isomorphic to Tm for some
integer m, then G is super cyclically 4-edge-connected.
Proof. First, we show that G cannot contain the left graph in Figure 4 as a subgraph.
Suppose not. Since G is cubic and does not contain adjacent quadrangles, every
vertex is contained in exactly one quadrangle. Consequently, w must lie in a new
quadrangle other than the one containing z. We then obtain a subgraph of G, shown
in the right one of Figure 4. Let Q be the quadrangle containing z. We can see
that a and z lie on the opposite position of Q and, w and b, the neighbors of them
in V (G) \ V (Q), are adjacent. By the vertex-transitivity, w should have the same
property as z, that is, if we denote the quadrangle containing w be Q′, then y lies on
the opposite site of w in Q′ and further the neighbors of w and y in V (G)\V (Q′) are
adjacent. It follows that y should be adjacent to u (resp. v), resulting two adjacent
quadrangles Q and uaby (resp. Q and vaby), a contradiction.
w
u v
x
y
w zz
ba
Figure 4. Forbidden structures of G.
Next, we show that G is super cyclically 4-edge-connected. Suppose by the
contrary not. Then there is a super atom, denoted by X with |X| ≥ 5. By a
completely similar examination as the proof for the case of girth five, we can show
that the degree-2 vertices in G[X ] are independent and further |X| ≥ 7. We also
finish our proof by proving that every super atom is an imprimitive block. Suppose
not. Then following the notations as in the case of girth five, we can show that
|A| ≥ 3 and further both G[A] and G[C] are isomorphic to a cycle of length four.
Similarly as G[C], we obtain that G[B] is isomorphic to a cycle of length four,
too. Since X and Y are super atoms, that is, d(X) = d(Y ) = 4, there are two
edges connecting A and C, and two edges connecting A and B. Moreover, since
the degree-2 vertices are independent in G[X ] and G[Y ], we obtain a subgraph of G
as follows (see Figure 5), where the inner, middle and outer quadrangles stand for
G[B], G[A] and G[C] respectively.
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[B]G
[C]G
[A]G
Figure 5. G[A ∪B ∪ C].
Since G is vertex-transitive and does not contain adjacent quadrangles, G[C]
should have the same property as G[A]. That is, G[C] is connected to two other
different quadrangles like the way as G[A]. If G[C] is connected to G[B], then we
obtain that G is isomorphic to T3; otherwise, G[C] is connected to a new quadrangle,
denoted byQ′. Continuously, since Q′ has the same property asG[A], either we finish
at T4 or obtain another new quadrangle. As G is finite, this process must end in
a finite step. Therefore, we obtain G is isomorphic to Tm for some integer m, a
contradiction.
At the end of this subsection, we take a little time to show that Tm is 2-
extendable. The 2-extendability of toroidal fullerenes, whose definition can be found
in [32], will be used. The results in that paper can be summarized as follows.
Theorem 2.13 ([32]). A toroidal fullerene of girth at least four is 2-extendable.
Lemma 2.14. Tm is 2-extendable.
Proof. We make a bijection from V (Tm) to the vertex set of a toroidal fullerene
H(2, m, 0) or H(2, m, 1) according to the choice of M , see Figure 6 for T5 as an
example. Then we can easily check that Tm is isomorphic toH(2, m, 0) orH(2, m, 1).
By Theorem 2.13, Tm is 2-extendable.
2.4 Uniformly cyclically edge-connectivity
Another kind of cyclic edge-connectivity is also needed. We say that a cyclically
k-edge-connected cubic graph G is uniformly cyclically k-edge-connected, denoted
by U(k), if and only if there are no removable edges in G. Note that an edge in G is
removable if and only if it does not lie in a cyclic k-edge-cut. Hence G is U(k) if and
only if every edge lies in a cyclic k-edge-cut. The authors in [1] have characterized
the uniformly cyclically 5-edge-connected cubic graphs with some restriction. In
that paper, a class of graphs, named double ladder, are introduced.
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Figure 6. A bijection from V (T5) to H(2, m, 0) (left) orH(2, m, 1) (right) according
to the choice of M .
Definition 2.15. An odd double ladder of length k is a graph G with vertex set
V (G) = {ai : 1 ≤ i ≤ k} ∪ {bi : 1 ≤ i ≤ 2k + 1} ∪ {ci : 1 ≤ i ≤ k + 1} and edge
set E(G) = {(aib2i) : 1 ≤ i ≤ k} ∪ {(cib2i−1) : 1 ≤ i ≤ k + 1} ∪ {(aiai+1) : 1 ≤ i ≤
k − 1} ∪ {(bibi+1) : 1 ≤ i ≤ 2k} ∪ {(cici+1) : 1 ≤ i ≤ k}∪ (an arbitrary matching
between {a1, b1, c1} and {ak, b2k+1, ck+1}).
An even double ladder of length k is a graph G with vertex set V (G) = {ai : 1 ≤
i ≤ k} ∪ {bi : 1 ≤ i ≤ 2k} ∪ {ci : 1 ≤ i ≤ k} and edge set E(G) = {(aib2i) : 1 ≤
i ≤ k} ∪ {(cib2i−1) : 1 ≤ i ≤ k} ∪ {(aiai+1) : 1 ≤ i ≤ k − 1} ∪ {(bibi+1) : 1 ≤ i ≤
2k− 1}∪ {(cici+1) : 1 ≤ i ≤ k− 1}∪ (an arbitrary matching between {a1, b1, c1} and
{ak, b2k, ck}).
Theorem 2.16 ([1]). Let G be a U(5) graph which contains a 5-cycle which doesn’t
belong to a rosette. Then G is either a double ladder or one of G1 and G2 (see
Figure 7).
u
u
v v
1
u
2
u
3
u
4
u
5
u
Figure 7. The rosette (left), G1 (middle) and G2 (right).
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As we see, for a U(5) graph, if a resette is excluded, then its structure is clear.
Hence we first characterize a U(5) and vertex-transitive graph containing a resette
as a subgraph.
Lemma 2.17. Let G be a vertex-transitive graph of girth 5 which is also in U(5).
If it contains a resette as a subgraph, then it is isomorphic to the dodecahedron.
Proof. Let H be a rosette in G and u1, u2, u3, u4 and u5 be the five vertices of degree
two in H (see Figure 7 (left)). Since |H| is odd and |G| is even, V (H) 6= ∅. It follows
that ∂(H) is an edge cut. Moreover, d(H) ≥ 3 by Theorem 2.1.
Claim 1. H is an induced subgraph.
Suppose not. Then d(H) ≤ 3. Furthermore, we have d(H) = 3 by Theorem
2.1. Moreover, by Corollary 2.3, V (H) contains a single vertex, denoted by w. w
is of degree three and it is adjacent to three of u1, u2, u3, u4 and u5. Therefore, it is
adjacent to ui and ui+1 for some i, here and hereafter in the proof of this lemma,
the subscripts are taken modulo 5. Then we obtain a quadrangle, a contradiction.
This completes the proof of the claim.
Let v1, v2, v3, v4 and v5 be the neighbors of u1, u2, u3, u4 and u5 in V (G) \ V (H)
respectively.
Claim 2. All v′is are different from each other.
Since G is of girth five, vi 6= vi+1, 1 ≤ i ≤ 5. It follows that only two of them
could be the same. Otherwise, we will find some i (1 ≤ i ≤ 5) with vi = vi+1.
Suppose that vi = vj with |i − j| 6= 1. Then by symmetry, we may suppose that
v1 = v3. Since G is vertex-transitive, G[N2(x)] should be isomorphic to G[N2(y)],
where x and y are shown in Figure 8 (left), and N2(v) denotes the set of vertices
of distance two with v in G. G[N2(x)] is a matching of size three, so is G[N2(y)].
Hence we obtain that v3 is adjacent to v5. Let S = V (H)∪{v1, v5}. Then d(S) = 3.
By Theorem 2.4, ∂(S) isolates a singleton; that is, the three degree-2 vertices in
G[S] is connected to a common vertex v2 = v4. Now G is known, we can check that
G[N2(x)] is not isomorphic to G[N2(z)], please see Figure 8 (left), a contradiction.
Since d(H) = 5 and |V (H)| ≥ 5, we can easily check that G[V (H)] contains a
cycle and further ∂(H) is a cyclic 5-edge-cut. By Lemma 2.11, G[V (H)] is a cycle
of length five. Hence we have V (H) = {v1, v2, v3, v4, v5}. We will show that vi can
only be adjacent to vi+1 and vi−1 in G[V (H)]. Suppose not. By symmetry, we may
suppose that v2v4 ∈ E(G). Then v2v1 /∈ E(G) or v2v3 /∈ E(G). If v2v1 /∈ E(G),
then G[N2(w)] is not isomorphic to G[N2(u)], a contradiction; If v2v3 /∈ E(G), then
G[N2(v)] is not isomorphic to G[N2(u)], a contradiction, too; Please see Figure
Figure 8 (middle).
By the above arguments, vi’s are all different from each other and vi is adjacent to
vi+1 and vi−1 in G[V (H)]. Thus we obtain that G is isomorphic to the dodecahedron
(see Figure 8 (right)), we are done.
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Figure 8. The illustration for the proof.
In [1], that when a double ladder is U(5) is also characterized.
Lemma 2.18 ([1]). An odd double ladder of length k is U(5) if and only if k ≥ 2
and the matching is {(a1ck+1), (b1b2k+1), (c1ak)}, or k = 3 and the matching is
{(a1b7), (b1c4), (c1a3)} or {(a3b1), (b7c1), (c4a1)}, or k = 4 and the matching is
{(a1b7), (b1a4), (c1c5)}. An even double ladder of length k is U(5) if and only if
k ≥ 5 and the matching is {(a1ak), (b1b2k), (c1ck)}.
In the following, we will show the 2-extendability of a double ladder which is
also U(5) and vertex-transitive. The 2-extendabilities of generalized Petersen graph
and a kind of planar graphs are needed.
Definition 2.19. The generalized Petersen graph GP (n, k), n ≥ 3, 1 ≤ k < n
2
is a
cubic graph with vertex set {ui, i ∈ Zn}∪{vi, i ∈ Zn}, and edge set {uiui+1, uivi, vivi+k;
i ∈ Zn}.
Theorem 2.20 ([25]). G(n, 2) is 2-extendable if and only if n 6= 5, 6, 8.
Theorem 2.21 ([15]). If G is a cubic, 3-connected, planar graph and, in addition,
is cyclically 5-edge-connected, then G is 2-extendable.
Theorem 2.22. Let G be a double ladder. If G is U(5) and vertex-transitive, then
it is 2-extendable except for the Petersen graph.
Proof. If an odd double ladder of length k is U(5), then by Lemma 2.18, it is an
odd double ladder with k ≥ 2 and the matching is {(a1ck+1), (b1b2k+1), (c1ak)}, or
k = 3 and the matching is {(a1b7), (b1c4), (c1a3)} or {(a3b1), (b7c1), (c4a1)}, or k = 4
and the matching is {(a1b7), (b1a4), (c1c5)}. For an odd double ladder of length 3
and the matching is {(a1b7), (b1c4), (c1a3)} or {(a3b1), (b7c1), (c4a1)}, or of length 4
and the matching is {(a1b7), (b1a4), (c1c5)}, we can easily check that G[N2(a1)] is not
isomorphic toG[N2(a2)]; that is, they are not vertex-transitive graphs. Hence an odd
double ladder which is also U(5) and vertex-transitive is an odd double ladder with
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k ≥ 2 and the matching is {(a1ck+1), (b1b2k+1), (c1ak)}. If we make a mapping from
ci to u2i−1 with 1 ≤ i ≤ k+1 and from ai to u2i with 1 ≤ i ≤ k, then we can see that
an odd double ladder with k ≥ 2 and the matching is {(a1ck+1), (b1b2k+1), (c1ak)}
is isomorphic to the generalized Petersen graph G(2k + 1, 2). By Theorem 2.20,
G(2k + 1, 2) is 2-extendable except G(5, 2) which is the Petersen graph.
If an even double ladder of length k is U(5), then we can draw it on the plane,
please see Figure 9 for k = 7 as an example. Therefore, it is a planar graph. By
Theorem 2.21, it is 2-extendable.
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Figure 9. A drawing of an even ladder of length 7 in U(5) on the plane.
3 The 2-extendability of vertex-transitive graphs
In this section, we first show the 2-extendability of bipartite vertex-transitive graphs.
The generalized Hall’s Theorem and a necessary condition of a graph to be n-
extendable are used. As we see, if we substitute k = 0 in the following theorem,
then Hall’s Theorem is obtained.
Lemma 3.1 ([23]). Let G be a connected graph with bipartition (U,W ) and k a
positive integer such that k ≤ |V (G)|−2
2
. Then G is k-extendable if and only if |U | =
|W | and for each non-empty subset X of U with |X| ≤ |U | − k, |NG(X)| ≥ |X|+ k.
Lemma 3.2 ([24]). An n-extendable graph is (n+ 1)-connected.
Proof of Theorem 1.5. Let G be a bipartite graph with bipartition (X, Y ). Since G
is k-regular, |X| = |Y |.
Necessity. By Lemma 3.2, a 2-extendable graph is necessarily 3-connected and
hence of minimum degree at least three. Consequently, it is not a cycle.
Sufficiency. Suppose by the contrary that G is not 2-extendable. Then by The-
orem 3.1, there exists ∅ 6= S ⊂ X with |S| ≤ |X| − 2 and |NG(S)| ≤ |S| + 1. On
16
the other hand, G is 1-extendable by Lemma 1.1. Furthermore, by Theorem 3.1,
|NG(S)| ≥ |S| + 1. Therefore, |NG(S)| = |S| + 1. Denote S
′ = S ∪ NG(S). Then
d(S ′) = k, S ′ 6= ∅ and S ′ 6= ∅. Then by Theorem 2.4, ∂(S ′) isolates a singleton,
which contradicts that |S| ≤ |X| − 2. This completes the proof. 
Next, we consider the 2-extendabilities of non-bipartite cubic vertex-transitive
graphs. Another necessary condition for a graph to be n-extendable is presented as
follows.
Lemma 3.3 ([9]). Let v be a vertex of degree n + t in an n-extendable graph G.
Then G[N(v)] does not contain a matching of size t.
From it, we can obtain the following result.
Corollary 3.4. Let G be a cubic graph. If G is 2-extendable, then it does not contain
a triangle.
A fullerene is a cubic plane graph with only pentagons and hexagons. As we
know, the dodecahedron is the smallest fullerene with only twelve pentagons.
Theorem 3.5 ([33]). Every fullerene graph is 2-extendable. In particular, the do-
decahedron is 2-extendable.
Two characterizations of vertex-transitive graphs by restricting some structures
are also needed.
Lemma 3.6 ([17]). Let G 6= K2 be a connected k-regular non-bipartite vertex-
transitive graph. Let S ⊆ V (G) with |S| = |S| + 2, where S = V (G)\S. If in addi-
tion, S is an independent set of G, then G is isomorphic to Z4n+2(1, 4n+1, 2n, 2n+
2), Z4n(1, 4n− 1, 2n) or Z4n+2(2, 4n, 2n+ 1) or the Petersen graph.
Lemma 3.7 ([17]). Let G be a connected 3-regular non-bipartite vertex-transitive
graph of girth 4. If G has adjacent quadrangles, then it is isomorphic to Z4n(1, 4n−
1, 2n) or Z4n+2(2, 4n, 2n+ 1) with n ≥ 2.
The Tutte’s theorem, a stronger version of Tutte’s theorem and a property of
factor-critical graphs are used. We call a vertex set S ⊆ V (G) matchable to G− S
if the (bipartite) graph Hs, which arises from G by contracting each component
c ∈ CG−S to a singleton and deleting all the edges inside S, contains a matching of
S, where CG−S denotes the set of the components of G− S. For 0 ≤ k ≤ n, a graph
G of order n is said to be k-factor-critical (k-fc for short) if the removal of any k
vertices results in a graph with a perfect matching.
Theorem 3.8 ([28]). A graph G has a perfect matching if and only if co(G−U) ≤ |U |
for any U ⊆ V (G), where co(G− U) is the number of odd components of G− U .
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Theorem 3.9 (Theorem 2.2.3, [10]). Every graph G contains a set S ⊆ V (G) with
the following two properties:
(i) S is matchable to G− S;
(ii) Every component of G− S is 1-fc.
Given any such set S, G has a perfect matching if and only if |S| = |CG−S|.
Lemma 3.10 ([11]). For k ≥ 1, every k-fc graph of order n > k is k-connected and
(k + 1)-edge-connected.
Now, it is ready to prove our main result.
Proof of Theorem 1.8. Necessity. If g = 3, then by Lemma 3.3, it is not 2-extendable.
By Theorems 1.3 and 2.20, Z4n(1, 4n− 1, 2n), Z4n+2(2, 4n, 2n + 1) with n ≥ 2 and
the Petersen graph are not 2-extendable. We are done.
Sufficiency. Suppose by the contrary that G is not 2-extendable. Then there
exist two independent edges e1 and e2 such that G
′ = G − V (e1) − V (e2) has no
perfect matchings. By Theorem 3.9, there exists an S ′ ⊆ V (G′) satisfying that S ′ is
matchable to G′−S ′, |CG′−S′| ≥ |S
′|+1 and all components of G′−S ′ are 1-fc. Since
|S ′| and |CG′−S′| have the same property, we have |CG′−S′| ≥ |S
′|+2. By Lemma 1.1,
G is 1-extendable. Consequently, G′′ = G − V (e1) has a perfect matching. Hence
|CG′′−S′′ | ≤ |S
′′| = |S ′|+ 2 by Theorem 3.8, where S ′′ = S ′ ∪ V (e2). We have
|S ′|+ 2 ≤ |CG′−S′| = |CG′′−S′′| ≤ |S
′|+ 2.
Therefore, |S ′|+2 = |CG′−S′|. Denote S = S
′∪V (e1)∪V (e2). Then |CG−S| = |S|−2
and all components of G− S are factor-critical.
Claim 1. There is at least one factor-critical component which is not a singleton,
denoted one by H1.
Suppose by the contrary that all the factor-critical components are singletons.
Then since G is cubic, by substituting k = 3 in Theorem 3.6, we obtain that G
is isomorphic to Z4n(1, 4n− 1, 2n) or Z4n+2(2, 4n, 2n + 1) or the Petersen graph, a
contradiction.
Claim 2. All the other factor-components of G−S except H1 are singletons, ∂(H1)
is a cyclic 5-edge-cut and g ≤ 5.
Since G does not contain triangles and |V (H1)| ≥ 5, d(H1) ≥ 4 by Theorem 2.5.
Moreover, because G is cubic and H1 is an odd component, d(H1) and |H1| have the
same parity. Hence d(H1) ≥ 5. S sends at most 3|S| − 4 edges to the factor-critical
components; On the other hand, by the 3-edge-connectivity of G, the factor-critical
components need at least 5+3(|S|−3) = 3|S|−4 edges from S. So there are exactly
3|S| − 4 edges between S and S. Therefore, d(H1) = 5, all the other components
send out exactly three edges and G[S] contains exactly two edges e1 and e2. Since
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G does not contain triangles, by Theorem 2.4, all the components except H1 are
singletons.
Since H1 is a factor-critical graph with at least three vertices, H1 contains a cycle
by Lemma 3.10. On the other hand, since |H1| ≥ 5,
||G[V (H1)|| =
3|V (H1)| − d(V (H1))
2
=
3|V (H1)| − d(H1)
2
=
3|V (H1)| − 5
2
≥ |V (H1)|
holds. Consequently, G[V (H1)] contains a cycle. Therefore, ∂(H1) is a cyclic edge-
cut and further a cyclic 5-edge-cut. Furthermore, by Theorem 2.7, g = cλ(G) ≤
d(H1) = 5.
If g = 5, then by Theorem 2.11, G is super cyclically 5-edge-connected, that is
to say, any cyclic 5-edge-cut isolates a pentagon. Since ∂(H1) is a cyclic 5-edge-
cut, either H1 or G[V (H1)] is a pentagon. If G[V (H1)] is a pentagon, then G[S] is
isomorphic to a path of length three, a contradiction. Therefore, H1 is a pentagon.
Claim 3. All edges in G are not remove edges.
If this claim holds, then G is uniformly cyclically 5-edge-connected. Further, if
G contains a rosette as its subgraph, then by Lemma 2.17, G is isomorphic to the
dodecahedron. By Theorem 3.5, it is 2-extendable, contradicting the hypothesis. If
G does not contain any rosette as its subgraph, then by Theorem 2.16, G is either
a double ladder or one of G1, G2. If G is isomorphic to one of G1 and G2, then by
checking that G[N2(u)] is not isomorphic to G[N2(v)] (see Figure 7), we can see that
both G1 and G2 are not vertex-transitive, a contradiction. We are left to the case
that G is a double ladder. By Theorems 2.16 and 2.22, G is 2-extendable except the
Petersen graph, a contradiction too, we are done.
Proof of Claim 3. Suppose by the contrary that there is an edge e which is remov-
able; that is, G− e is still cyclically 5-edge-connected. Then e cannot be any edge
sending out from a pentagon. This is because any set of edges sending out from
a pentagon forms a cyclic 5-edge-cut, which can be deduced by a similar way as
for H1. Consequently, e belongs to some pentagon denoted by P = w1w2w3w4w5
and we may suppose that e = w1w2. Note that all the edges sending out P are
not removable. By the vertex-transitivity of G, w3 is incident to one edge that is
removable and this edge is either w2w3 or w3w4. We will show that whether what
this removable is, all edges in P are removable. If this removable edge incident with
w3 mentioned above is w2w3, then w2 is incident two removable edges and further
by the vertex-transitivity of G, so is w1, w3, w4 and w5. Therefore, all edges in P
are removable. If this removable edge incident with w3 is w3w4, then also by the
vertex-transitivity, w5 is incident with one removable edge which is either w4w5 or
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w5w1. In either case, we obtain a vertex w4 or w1 which is incident with two remov-
able edges. By a similar argument as above, we obtain our desire that all edges in
P are removable.
Now we know that all edges belonging to some pentagon are removable and the
edges not belonging to any pentagon are not removable. It follows that all pentagons
are independent. Since H1 is a pentagon and all the other pentagons should contain
an edge in G[S], there are at most three pentagons. Moreover, since G is of even
order, it contains exactly two disjoint pentagons. Similarly as before, G[V (H1)] can
not be a pentagon, a contradiction.
If g = 4, then when G contains adjacent qurdangles, we obtain that G is isomor-
phic to Z4n(1, 4n− 1, 2n) or Z4n+2(2, 4n, 2n+ 1) by Lemma 3.7, a contradiction. If
G is isomorphic to Tm for some integer m, then by Lemma 2.14, it is 2-extendable,
a contradiction too. We are left to consider that all quadrangles are independent
and G is not isomorphic to Tm. In this case, it is super cyclically 4-edge-connected
by Lemma 2.12. Since |H1| is odd, there is a quadrangle, denoted by Q, containing
exactly one or three vertices in H1. If Q contains exactly one vertex in H1, then this
vertex is of degree one in H1. But H1 is factor-critical, every vertex is of degree at
least two by Lemma 3.10, a contradiction. If Q contains exactly three vertices of H1,
then we denote the fourth vertices in Q but not in H1 by v. The set of edges sending
out from V (H1)∪{v} forms a cyclic 4-edge-cut of G, which follows that V (H1)∪{v}
or V (H1) ∪ {v} induces a quadrangle by the super cyclically 4-edge-connectivity of
G. If V (H1) ∪ {v} induces a quadrangle, then H1 should be a path of length 2,
contradicting that H1 is factor-critical; If V (H1) ∪ {v} induces a quadrangle, then
G[S] contains adjacent edges, contradicting that G[S] contains exactly two edges e1
and e2. This finally completes the proof. 
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