Abstract. In this note we investigate the existence of time-periodic solutions to the p-Navier-Stokes system in the singular case of p ∈ (1, 2), that describes the flows of an incompressible shear-thinning fluid. In the 3D space-periodic setting and for p ∈ [ , 2) we prove the existence of a regular timeperiodic solution corresponding to a time periodic force data which is assumed small in a suitable sense. As a particular case we obtain "regular" steady solutions.
Introduction
The existence of time periodic solutions for shear-thinning and electro-rheological fluids was firstly studied in [17] , where a modified p-Navier-Stokes case for p ≥ 3 constant is considered, and in [7] for the p(t, x)-Stokes case. The main purpose of this note is to investigate the question for the full p-Navier Stokes system. However the difficulties of the problem lead to consider a special case of the problem if compared with the ones studied in [7, 17] . Nevertheless, our results are on the wake of the ones obtained in [3] 1 . To better introduce the results contained in [3] and to show the ours related to shear-thinning fluids, we state the special problem studied in this note. We consider where Dv := 1 2 (∇v + (∇v) T ) symmetric part of the spatial gradient of v, π is the pressure scalar field or mean normal stress, finally f = (f 1 , f 2 , f 3 ) is the prescribed body force. We study the system (1.1) with (1.2) in (0, T ) × Ω where T is a positive real number and Ω = (0, 1) 3 ⊂ R 3 . We endow the problem with space-periodic boundary conditions, i.e. we require (1.3) v |Γj = v |Γj+3 , ∇v |Γj = ∇v |Γj+3 , π |Γj = π |Γj+3 , where Γ j := ∂Ω ∩ {x j = 0} and Γ j+3 := ∂Ω ∩ {x j = 1} with j = 1, 2, 3.
In [3] , assuming p ∈ (
In this note we follow a different point of view. In the sense that we look for solutions corresponding to small data. This allows us to exhibit the results for a wider range of power-law index p and "more regular solutions". More precisely, assuming in (1.1) p ∈ 5 3 , 2 , we are able to obtain the existence of a time-periodic solution to (1.1), subject to a small time-periodic force. The proof employs an idea by Serrin exhibited in [23] . Assuming the existence of solutions defined for all t > 0 and their regularity, in the case of 3D-Navier-Stokes boundary value problem subject to a time periodic force, in [23] Serrin proves that any solution asymptotically tends to a time periodic solution whose time-period is the same of the force. This approach is formal in the sense that the assumptions on the existence of the solutions enjoying the regularity required by Serrin is still an open problem. Nevertheless, as made in [20] for Ω ≡ R 3 , for small data and in suitable function spaces Serrin's approach can be used with success.
In this note we follow the same approach of [20] . Firstly, for p ∈ [ , 2), under the assumption of small data, we furnish the existence of a regular solution (Theorem 1.3), in a sense specified later, to the system (1.1) with (1.2) and (1.3). Then, under the assumption of periodicity for force data we realize the time periodic solution. It is the case to make precise the claim "small data force".
, that, as in the case of the Navier-Stokes equations, makes the difference since no time-integrability properties are required. The smallness is required for ess sup t≥0 ||f (t)|| q . As a particular case we consider f independent of t, which allows us to deduce the existence of steady solutions.
Our results of existence seem of some interest in connection with the fact they are obtained for the singular case p ∈ [ 5 3 , 2). We point out that the limit case of p = 
) is achieved by a trick, employed as in [8] , connected with the reverse Hölder's inequality (see Inequality 2.3 and Lemma 2.4). This represents an improvement with respect the results already known. Actually, in [19] for the problem of kind (
suitable small together with the initial data, it is showed the existence of a solution with
, 2). In [6] for the evolution problem they exhibit a solution local in time subject to an integrable force f ∈ L ∞ (0,
, 2), and for the steady problem
(Ω) where it is assumed p ∈ ( 9 5 , 2) and space-periodic domains as in our case. We restrict our considerations to the tridimensional case just for the simplicity, but the technique also works in the two-dimensional case and the results hold for p ∈ (1, 2).
In order to better explain our results we introduce some spaces of functions. For the sequel it is worth to note that vector valued functions are printed in boldface while scalar ones in italic mode and we do not distinguish between space of scalar functions and space of vector-valued functions.
As stated before let Ω be the cube (0, 1) 3 in R 3 of points x = (x 1 , x 2 , x 3 ) and let Ω T denote (0, T ) × Ω. For a domain G, that can be Ω or Ω T , for q ≥ 1 and m ∈ N we keep the notation (L q (G), · q,G ) and (W m,q (G), · m,q,G ) for the standard Lebesgue and Sobolev spaces and their associated norms. The subscript " per " means that space-periodic functions having zero mean value are considered (i.e. each considered function f satisfies f (x + e i ) = f (x), i = 1, 2, 3 where (e 1 , e 2 , e 3 ) is the canonical basis of R 3 and Ω f = 0). Next let us establish the notation for the spaces of solenoidal space-periodic functions with values in R 3 by setting
Since there is no confusion, in the sequel we omit the subscript per . In particular when q = 2 we denote J(Ω) := J 2 (Ω). Finally, if X is a Banach space then L q (0, T ; X) stands for the Bochner space of functions from (0, T ) to X and such that their norm in X is q-integrable, as well C(0, T ; X) is the space of continuous functions from [0, T ] to X endowed of the standard norm of the sup.
The subscript "t" denotes the differentiation with respect to time, the symbol Dϕ is the symmetric part of the gradient of a sufficiently smoooth vector function ϕ, i.e. Dϕ := u(t) X < +∞ with (X, · X ) a Banach space,
Let us give the notion of regular solution to system (1.1) with S defined by (1.2), endowed of boundary conditions (1.3) and completed by providing an initial data v 0 .
is said to be solution to system (1.1) with (1.2), (1.3) and initial data v 0 if
The main theorems are stated below and they are proved in Section 3 and 4 respectively. We denote by Λ and K two fixed constants such that
where the constants C S , depends on Ω and Sobolev inequalities, while C K is the constant of the Korn inequality.
then there exists a solution v(t, x) to system (1.1) in the sense of Definition 1.2 such that
Remark 1.4. Our result slightly improves the one for p ∈ ( 5 3 , 2) and for the operator with some µ > 0 in the negative power of the degenerate operator S in [19] (see also [18, Theorem 4 .51]). Moreover, in connection with problem (1.1), Theorem 1.3 is the first which proves global existence assuming small force data in L ∞ (0, ∞; X), with X Banach space. For the proof we modify the techniques from [6] and [20] , where the authors consider respectively p-Navier-Stokes and Navier-Stokes systems. The regularity of the p-Navier-Stokes system is still open and there are many papers dealing with it. It has to be pointed out that the difficulties appear in the p-parabolic case already, and recently the L ∞ (ε, T ; W 2,q (Ω)) regularity up to the boundary with ε > 0 and q ≥ 2 is given for both domains, bounded or exterior, see [8] and [11] . Other relevant results concerning the regularity of the system of type (1.1) in the steady and evolutionary cases are given in [4] , [5] , [9] , [10], [14] , [18] . Theorem 1.5. Let Ω be a three dimensional cube, p ∈ 5 3 , 2 and let f be a time-periodic function with period T fulfilling the assumptions in Theorem 1.3 Then corresponding to f there exists a unique
and solution v(t, x) to system (1.1), in the sense of Definition 1.2, which is time-periodic with period T , and that fulfills
It well known the extinction of a p-parabolic solutions for p ∈ (1, 2) (e.g. [12] , [8] ). The same holds for p-Stokes problem (see e.g. [7] , [1] ) and the following theorem is a special case of the one proved in [7] : Theorem 1.6. Assume that data f in system (1.1) verifies the assumptions of Theorem 1.5. Let v(t, x) be the time periodic solution. If the data f admits an extinction instant t f ∈ (0, T ), that is
where the constant Λ is given in (1.4).
Remark 1.7. Since our study is only qualitative, it is worth to highlight that Theorem 1.6 gives an estimate of the instantt and a lower bound for T that could not be optimal.
, 2 , assume that in system (1.1) f be independent of t and satisfying the bound given in Theorem 1.3. Then there exists a steady solution, in the sense of Definition 1.2, v(x) to system (1.1).
Approximating system and some auxiliary results
Let us introduce the following approximating system:
where
2 Dv with µ ∈ (0, 1) and p ∈ (1, 2), endowed of space-periodic boundary conditions. The operator S µ enjoys the following property, that is proved e.g. in [13, Lemma 6.3 
sym , where the symbol R 3×3 sym stands for the space of symmetric matrix of dimension 3. In what follows we prove some preliminar results for the proof of the main theorems. Since in this paper we are interested in the singular case of the operator S (being p ∈ (1, 2), cf. (1.2)), our strategy is to provide the existence of regular solutions to system (2.1), and then consider the passage to the limit as µ → 0.
Let us construct a solution to system (2.1) by employing the Faedo-Galerkin method. For the reader's convenience, we recall some basic relations (cfr. [18] ). Consider the eigenfunctions {ω k } k∈N of the Stokes operator A and let {λ k } k∈N be the corresponding eigenvalues. Define X n = [ω 1 , . . . , ω n ] and let P n be the projection [18] ). We seek the Galerkin approximation
as solution to the following system of ordinary differential equations
with initial condition v n (0) = P n v 0 where v 0 is the prescribed initial data. From Carathéodory Theorem follows the local in time existence of v n (t, x) in a time interval [0, t n ), t n ≤ T . In Lemma 2.1 we prove that t n = T . To this end we provide the following relations for the Galerkin sequence. Multiplying (2.4) respectively by c
where in (2.5a) we employed that the term (v n ·∇v n , v n ) vanishes since v n is solenoidal, while in (2.5b) we exploited the properties of the eigenvalues λ k , the equality Av n = −∆v n (that is a well-known technique in the space-periodic case (cfr. [18] , [14] )) and integration by parts.
Proof. From (2.5a) using the inequality
and integrating with respect to the time between 0 and T , it follows
where C is a constant due to the Sobolev embedding W 1,p ֒→ L where C S is a constant depending on |Ω| and p. Raising to the power 3 the proof is concluded.
We recall the following Hölder's inequality (see e.g. [2, Theorem 2.12]).
Inequality 2.3. Let 0 < q < 1 and
As in [8] , making use of Inequality 2.3 we finely and quickly achieve an estimate for the gradient.
per (Ω)). Let v n be the Galerkin approximation defined in (2.3), then for t ∈ (0, T ) it holds (2.10)
for all µ > 0, with C S = C S (p, |Ω|) and µ 1 := µ|Ω|.
Proof.
Since
and since (see e.g. [18, pag. 225] for more details)
from (2.5b), we obtain
Employing Lemma 2.2 and the Hölder inequality on the right hand side and Inequality 2.3 with 
where we set µ 1 := µ|Ω|, then multiplying both sides by (µ 1 + ∇v n (t) Smallness of ∇v n (t) 2 . Under the assumptions (1.5) we prove that (3.1) ||∇v n (t)|| 2 2 ≤ Λ , for all n ∈ N and t > 0.
For sake of brevity let us introduce the following notations 
. By means of Sobolev embedding and Poincaré inequality, for p ∈ [ , 2) it holds ϕ(t) ≤ C S D(t) with C S constant depending on p and Ω and independent of n, then from (3.2) it follows
where we set A := C 12p−11 3p−2
S
. Hence,
Assuming ||∇v 0 || 2 2 < Λ estimate (3.1) holds. In this connection, by the continuity of ||∇v n (t)|| 2 , let t be the first instant such that ||∇v n (t)|| 2 2 = Λ. Since (1.4) and we can also assume µ 1 suitable small, for t = t differential inequality (3.4) furnishes
We can employ the Sobolev embedding W 1,
(Ω) and the Korn inequality on the left hand side and we achieve
Since (1.4) via (3.5) we conclude that
which proves that t does not exist. Further, from (3.4), by straightforward computations via (3.1), it follows
Then integrating on [0, T ], for all T , we arrive at
uniformly with respect to n ∈ N and µ > 0.
Other uniform estimates. As a particular consequence of estimate (3.1) we get for all T > 0 and for all measurable set E ⊆ Ω (3.8)
Let us investigate the regularity of v n t . From (2.5c), by the Hölder and the Young inequalities and the Sobolev embedding W 2,
(3.9)
Hence, we get
thus by virtue of (3.7) we conclude
uniformly with respect to n and µ. Limit as n → +∞. From the uniform estimates in Lemma 2.1, (3.1), (3.7), (3.8), (3.11), the compact embedding W 2,
, that in particular holds in the considered interval for p, and the Aubin Lions Lemma, we get the existence of a subsequence, that we do not relabel, such that the following convergences hold
The lower semicontinuity of the L 2 -norm with respect to weak convergence together with (3.1) imply that
Furthermore, as consequence of (3.12c) it follows that for every µ > 0
then the continuity of the operator S µ implies that for all µ > 0
Hence, by virtue of (3.8), applying Vitali's convergence theorem, we get
From (2.4) we know that, fixed n ≥ m, for ω ∈ X m it holds
then multiplying by η ∈ C 1 (0, T ; R) and integrating on the interval (0, T ) we have
Taking the limit as n → +∞, the convergences (3.12) and (3.16) imply
for every η ∈ C 1 (0, T ; R) and ω ∈ ∪ m≥1 X m . Since regularity property (3.14) in particular implies
, by means of a density argument it follows
Limit as µ → 0. For every µ > 0 we exhibited v µ such that (3.20) is fulfilled, in addition the estimates (3.1), (3.7), (3.8), (3.11) are uniform with respect to µ. Then employing the lower semicontinuity of the respective norms they still hold. Thus for µ → 0 and for a suitable subsequence (that we do not relabel), we get
As a consequence of (3.21c) we achieve
Moreover, it is not difficult to realize that (3.1) holds also in the case of v:
≤ Λ , for all t > 0. Since (3.8) holds for v µ too, applying Vitali's convergence theorem, we get the limit property
Finally, taking the limit as µ → 0 in (3.19) , employing the convergences (3.21) and (3.23) , and by the same arguments used in the passage to the limit as n → +∞ we establish 
where we exploited the periodicity of f . We multiply by u equation (4.1) 1 , integrating over Ω it holds 
where C K is the constant of the Korn inequality, hence 1 2
Then, by virtue of (1.4) and employing the Sobolev embedding W 1,
Integrating the latter between 0 and kT , it follows
and by recalling the definition of u yields
where we used the Poincaré inequality and Theorem 1. 
and by means of the lower semicontinuity of the L 2 -norm we achieve (4.7) ∇v 0 2 2 ≤ Λ. Function v 0 enjoys the assumptions of Theorem 1.3, hence there exists v(t, x) solution corresponding to v 0 (x) and f (t, x) to system (2.1) for any µ > 0. The solution v(t, x) is time periodic of period T . To prove the periodicity of v(t, x), set v ′ (t, x) := b(t+nT , x) and consider w(t, x) := v ′ (t, x)−v(t, x), which is solution of the following system (4.8)
Multiply by w, integrate over Ω and by analogous arguments made for u(t, x), concerning the system (4.1), we deduce
Set t = T . Taking the limit as n goes to infinity and using the strong convergence of
Thus for any µ > 0 we exhibited the existence of an initial data v µ 0 and of a corresponding regular time-periodic solution v µ to (2.1) with period T . Following the arguments in the proof of Theorem 1.5 we derive uniform estimates that allow the passage to the limit as µ → 0. The limit v is a regular solution to (1.1) in the sense of Definition 1.2. It remains to be proved that v is time-periodic. In particular v µ enjoys the following uniform estimate with respect to µ (see (3.13)) ≤ t ≤ T .
6. Proof of Corollary 1.8
By virtue of Theorem 1.5 since f is independent of the time, for every T > 0, there exists v(t, x) as unique time-periodic solution to system (1.1) with period T . Let v µ the approximation constructed as in the proof of Theorem 1.5 that converges to v(t, x). In what follows we neglect the indexes µ. We set u := v µ (t, x) − v µ (s, x). We consider the equation for u deduced from (2.1). Hence we consider Integrating between h and h + T , we get u(h + T ) which proves that v µ (h) = v µ (s). Since it is true for all h ∈ [0, T ], then the solution v µ is a steady solution. The same is true for the limit v.
