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Anotace 
Diplomová práce je zaměřena na možnosti implementace aplikačního protokolu v 
simulačním prostředí OPNET Modeler. Předpokládá se, že tento aplikační protokol bude 
pro komunikaci na transportní vrstvě využívat protokol TCP. 
První část práce je zaměřena na popis protokolu TCP. Jde o spojovaný, spolehlivý 
a potvrzovaný protokol, který zachovává pořadí přenášených dat, které jsou po přijetí 
kladně potvrzována. 
V druhé kapitole jsou popsány hlavní funkce simulačního programu OPNET 
Modeler. Program je hierarchicky členěn do čtyř editorů, z nichž každý má svou 
specifickou funkci při vytváření vlastní sítě a její chování. Podrobněji je v této části 
zaměřeno na dvě nejnižší vrstvy OPNET Modeleru a jejich komponenty, které se podílejí 
na komunikaci protokolem TCP na transportní vrstvě. Implementované aplikace 
komunikují pomocí soketů, které jsou na jejich žádosti dynamicky vytvářeny a zrušeny. 
Komunikaci řídi manažérský proces, jehož úlohou je správa jednotlivých spojení a 
přesměrování datového toku do příslušných obslužných procesů. Tento manažer spouští 
také proces spojení, který simuluje chování samotného TCP protokolu. 
V praktické části jsem vytvořil dvě aplikace: jedna typu klient a druhá typu server. 
Obě aplikace na transportní vrstvě využívají pro komunikaci protokol TCP. Navázání 
spojení inicializuje klientská aplikace zasláním dotazu na server. Ten pak pošle klientovi 
data o velikosti jaké požaduje. Po odeslání všech dat, klient ukončí spojení. Výsledkem 
simulace jsou statistiky, kde jsou zobrazeny velikosti přenesených dat, počet přenesených 
paketů a další parametry charakteristické pro TCP. 
 
 
Abstract 
This diploma thesis describes a possibility of application protocol implementation in 
OPNET Modeler simulation environment. It presumes that this application protocol is 
going to use TCP protocol for their communication on transport layer. 
The first part of thesis is focused on a description of TCP. It is a connection, 
reliable and confirmed protocol which maintains sequence of transmitted data. This data is 
after receiving positively confirmed. 
In the second chapter are described the main functions of OPNET Modeler 
simulation environment. OPNET is hierarchical divided into four editors. Each editor has a 
specific function by creating a network and setting his behavior. There is also focused on 
the two lowest layers of OPNET Modeler and their components in detail, which are 
participating at usage TCP on transport layer to communication. Implemented applications 
communicate by sockets, which are created and destroyed on request. Communication is 
controlled by manager process, whose function is to maintenance particular connections 
and redirect dataflow into the relevant process. This manager put in action as well a 
process, which simulates a single TCP. 
In the practical part I made two applications: one is a client type and a second one 
is a server type. Both applications are using a TCP on transport layer. The establishment 
of connection initiates a client, who is sending a request to the server for a data. Then 
server sends back data in desired quantity. After sending the entire data, client terminates 
the connection. The result of simulation is a statistics, where are pictured the size of the 
transferred data, a number of transferred packets and other parameters typical for TCP. 
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 1 Úvod 
Aplikace poskytované uživatelům z webového rozhraní jsou v dnešní době velice 
populární především pro rozšířenost používání webového prohlížeče jako klienta. Ten se 
pak nazývá tenkým klientem, protože na klienta je ze serveru odeslána pouze obrazovka 
a aplikační logika je zpracovávána na serveru. Proto nejvíce problematické jsou aplikace 
vyžadující komunikaci se serverem. Do prohlížeče (aplikačního prostředí webu) server 
nejdříve odešle jen šablonu s uživatelským rozhraním a potřebným aplikačním kódem a 
samotný obsah si už potom aplikace na klientském počítači vyžádá od serveru v síti, v 
závislosti na interakci s uživatelem. Další aplikace, která kontroluje správnost přijatých 
dat, je poštovní klient. Protokoly pro stáhnutí pošty, POP3 a IMAP, ale také protokol pro 
přenos pošty mezi poštovními servery využívají spolehlivý přenos dat, stejně jako i při 
stahováni dat z FTP serveru. 
Všechny tyto aplikace a další, které potřebují zajistit bezchybný přenos dat, 
komunikují po síti protokolem TCP, který je implementován na transportní vrstvě a 
poskytuje služby pro kontrolu toku dat. Jde o protokol, který v případě, že data byla při 
příjmu poškozena, nebo nebyla přijata, požádá o jejich opakovaný přenos. 
Cílem této práce je prostudování implementace protokolu TCP v prostředí OPNET 
Modeler a vytvoření aplikací, které spolu budou komunikovat pomocí tohoto protokolu. 
Dokument dále popisuje vlastnosti tohoto transportního protokolu a jeho možnosti z 
hlediska síťové komunikace. 
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 2 Protokol TCP - Transmission Control Protokol 
Protokol TCP patří do čtvrté vrstvy modelu RM OSI (Reference Model of Open 
System Interconnection), tj. do vrstvy transportní, nebo do třetí vrstvy v modelu TCP/IP 
(Transmission Control Protocol/Internet Protocol). Je jedním ze dvou alternativ, které tato 
vrstva nabízí. Aplikace mají možnost si vybrat, zda je pro ně výhodnější používat 
nespolehlivou přenosovou službu, kterou zajišťuje protokol UDP (User Datagram 
Protocol), nebo naopak pomalejší, ale spolehlivou službu protokolu TCP. Oba protokoly 
UDP i TCP využívají na nižší vrstvě nespolehlivý protokol IP, ale TCP obsahuje nástroje, 
které umožňují změnit charakter přenosu a zajistit aplikacím spolehlivý přenos dat. 
Cílem protokolu TCP je přenos dat, který by se dal charakterizovat následujícími 
vlastnostmi: 
• spojovaný – před samotným vysláním dat se vytvoří spojení – virtuální, 
plně duplexní okruh, kde obě aplikace mohou současně přenášet data, 
• potvrzovaný – pro každý poslaný segment (jednotka poslána po síti na 
úrovni protokolu TCP) či blok segmentů generuje potvrzovací zpráva ACK 
(Acknowledgement), tj. kladné potvrzení, 
• spolehlivý – protokol garantuje, že se data přenesou přes síť, nebo pokud 
to není možné, tak to oznámí vyšší vrstvě, 
• zachování pořadí přenášených údajů – data přicházejí do vyšší vrstvy 
v pořadí, v jakém byla vyslána. 
Aplikace na obou stranách komunikace (odesílatel i přijímatel) jsou určeny číslem 
portů, tzn. každá aplikace, která vysílá nebo přijímá data musí mít přidělený specifický 
port. Jde o dvoubajtové číslo v rozmezí hodnot 0-65535. Příslušnost portu k danému 
protokolu se často vyjadřuje tím, že za číslo se dopíše, přes jaký protokol probíhá 
komunikace, např. 21/tcp. Pro každý transportní protokol existuje vlastní sada portů, čili 
komunikace přes UDP a TCP může probíhat současně pod stejným číslem portu. 
Kombinací IP adresy a portu vzniká tzv. soket, který představuje definitivní informaci o cíli 
TCP komunikace. Pro navázání spojení je potřeba znát sokety na obou stranách. 
Základní datovou jednotkou přenosu v protokolu TCP je TCP segment. Transportní 
vrstva přijme od aplikační vrstvy (v TCP/IP modelu) data a ty následně rozdělí do 
segmentů a každému segmentu přiřadí TCP záhlaví. Velikost datové části segmentu, a 
tím i segmentu jako takového není pevně dána, a stejně tak nemusí být stejně velké ani 
segmenty přenášené postupně v rámci téhož spojení. Celková délka segmentu není 
vyjádřena přímo v segmentu samotném, ale až v jeho pseudohlavičce, tj. v hlavičce IP. 
15 
 1.1 Hlavička TCP segmentu 
TCP je spojově orientovaný protokol používaný pro spolehlivou přepravu dat přes 
síť. Zajišťuje následující funkce: 
? Proudový přenos dat 
• není potvrzován každý paket, ale skupina paketů (podle velikosti okna), 
• každý byte je identifikován pořadovým číslem, 
• pokud TCP dostane od vyšších vrstev blok dat, rozdělí jej do segmentů, 
segmenty pak označí pořadovým číslem prvního oktetu a pošle je 3. 
vrstvě (vrstvě IP) k přenosu. 
? Spolehlivost 
• je zajištěna potvrzováním příjmu skupiny segmentů, 
• ztracené nebo opožděné pakety příjemce nepotvrdí a odesílatel je pošle 
znovu. 
?  Efektivní řízení toku – příjemce nepotvrzuje každý paket, ale skupinu 
paketů. 
? Plně duplexní operace – TCP umožňuje odesílat a současně i přijímat 
pakety. 
? Multiplexování – možnost současného přenosu datových toků různých 
aplikací vyšších vrstev najednou prostřednictvím jednoho spojení. 
 
Obr. 1 Hlavička protokolu TCP 
Zdrojový port – port procesu generujícího datagram (port na straně vysílače). 
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 Cílový port – port cílového uzlu, dle tohoto portu transportní vrstva předá obsah TCP 
segmentu odpovídající aplikaci. 
Pořadové číslo – pořadové číslo prvního oktetu v právě vysílaném segmentu. Pokud 
segment má nastaven příznak SYN, jedná se o tzv. počáteční pořadové číslo (Initial 
Sequence Number, ISN) a první datový oktet má číslo ISN + 1. 
Offset datové části – indikuje kde v segmentu začínají uživatelská data 
Rezervováno – je rezervováno pro další využití 
Příznaky – příznaky zajišťují funkce spojené s vybudováním, udržováním a zrušením 
spojení, jako je např. proces „handshaking“. K dispozici jsou následující příznaky: 
• URG – Urgent Pointer, segment obsahuje naléhavá data, 
• ACK – Acknowledgement, segment má platné potvrzení pro data označená 
pořadovým číslem posledního správně přijatého bajtu, 
• PSH – Push funkce, používá se k signalizaci, že segment nese data, která se mají 
co nejrychleji předat cílové aplikaci, 
• RST – Reset spojení, náhlé ukončení spojení, 
• SYN – synchronizace pořadových čísel, odesílatel začíná s novou sekvencí 
číslování, tj. TCP segment nese pořadové číslo prvního odesílaného bajtu (ISN), 
• FIN – oznámení, že odesílající nemá žádná další data. 
Okno – udává množství dat v oktetech, které je možné najednou odeslat 
Ukazatel oblastí urgentních dat – může být nastaven pouze v případě, že je nastaven 
příznak URG. Přičte-li se tento ukazatel k pořadovému číslu odesílaného bajtu, pak 
ukazuje na konec úseku naléhavých dat. Tato data se mají přednostně zpracovat. Tento 
mechanizmus používá např. protokol Telnet. 
Volitelné parametry – pole proměnné délky určené pro volitelné parametry TCP, 
parametr se používá např. pro indikaci maximální velikosti segmentu, kterou je přijímač 
schopen zpracovat. 
Výplň – specifické množství nulových bitů doplňujících hlavičku, aby byla beze zbytku 
dělitelná 32, tj. aby měla 32 bitovou hranici. 
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 2.1 Proces navazování a ukončování spojení 
2.1.1  Navázání spojení 
TCP je spojovaný protokol, tj. vyžaduje sestavení spojení před samotným přenosem 
dat. Pro navázání spojení se používá třícestná výměna zpráv („Three-way handshake“), v 
rámci které se před přenosem dat nejprve oba počítače zesynchronizují, a to 
v následujících třech krocích. 
Prvním krokem, který klientský proces provádí při vytváření nového spojení je 
definování datové struktury známe jako TCB (Transmission Control Block). Lokální TCB 
musí vytvořit aktivní i pasivní konec spojení. TCB obsahuje tyto informace: 
• typ spojení (aktivní, pasivní), 
• číslo vzdáleného a místního TCP portu, 
• vzdálená a místní IP adresa, 
• stav spojení, 
• ukazatel do vstupní paměti na místo, kde začíná počáteční SYN paket 
(pouze pasivní strana). 
Ve své vlastní inicializační proceduře TCP vytváří dvě schránky – jedna je pro data 
přijímaná od klientské aplikace a druhá pro data přijímána od sítě. 
Nový TCP proces otevírá soket a používá k tomu lokální a vzdálené číslo portu, 
specifikované v TCB. Jestliže proces k lokálnímu portu přiřadí hodnotu nula, IP zajistí 
soketu unikátní číslo lokálního portu. Pasivní strana odpovídá aktivní straně číslem portů, 
které zajistila aktivní strana. 
Po vytvoření soketu na straně klienta (aktivní strana), lokální TCP entita posílá 
vzdálené entitě inicializační zprávu SYN. Nastavuje přitom časovač pro opětovné poslání 
a čeká na návrat odpovědi od vzdáleného soketu, nejdéle však po dobu danou 
časovačem. Zpráva SYN obsahuje prázdný TCP segment a v TCP hlavičce má nastavený 
příznak SYN.  
Když dorazí zpráva SYN na serverovou stranu procesu, IP proces zjistí, zda může 
soket převzít data. Je-li vše v pořádku, paket postoupí dalšímu procesu, který ověří 
nastavení příznaku SYN a kontrolní součet. Pokud je paket v pořádku, je přijat požadavek 
a naslouchající proces zajistí vytvoření TCP procesu na této (pasivní) straně. Je vytvořen 
TCB, entita TCP z paketu získá důležité informace k zpětnému odesílání paketu a odesílá 
aktivní straně zprávu SYN-ACK. Přitom nastavuje časovač pro opětovné poslání, který má 
stejný účel jako na vysílací straně. 
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Obr. 2 Navázání spojení metodou „Three-way Handshake" 
Když TCP proces na aktivní straně obdrží ze serverové strany paket potvrzení 
synchronizace (SYN-ACK), pošle zpět paket potvrzující přijetí potvrzení. Rozdíl mezi tímto 
paketem a paketem, který sám obdržel je v tom, že zpět posílá pouze příznak ACK nikoliv 
SYN-ACK. 
Pro všechny kroky platí, že pokud nepřijde odpověď do vypršení časovače, provede 
se opětovné odeslání paketu. Počet možných opakování je uživatelsky ovlivnitelný a 
dojde-li k jeho překročení, je pro vyšší vrstvy generována chyba. 
Jak vidíme, v druhém kroku jsou nastaveny dva příznaky, příznak SYN a ACK. Jde 
o stavy uvedených příznaků, které jsou jedinečné pro proces ustanovení spojení – nikdy 
jindy se v TCP procesech nevyskytují. Lze jej využít pro zamezení navázání TCP spojení 
v určitém směru (např. povolit z intranetu do Internetu, ale zakázat z Internetu do 
intranetu) a tím patří mezi základní principy filtračních firewallů [4]. 
2.1.2 Uzavření spojení 
TCP spojení je plně duplexní spojení. To znamená, že spojení má dva nezávislé 
datové toky, čili pro ukončení spojení musí být uzavřeny oba toky. Ukončení spojení 
používá čtyřcestnou výměnu zpráv („4-way handshake“), kdy každá strana samostatně 
uzavře spojení. 
Strana, která vyvolá ukončení spojení, posílá druhé straně paket obsahující příznak 
FIN. Musí však pokračovat s přijímáním dat, dokud druhá strana neodpoví paketem se 
stejným příznakem FIN. Jakmile tento paket přijde, TCP proces informuje vyšší vrstvu, 
uzavře vyrovnávací paměti, uvolní zdroje a ukončí spojení. Příznak FIN je posílán po 
dobu, než uzel přijme potvrzení ukončení buď v dedikovaných nebo v datových paketech. 
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Obr. 3 Ukončení spojení - metoda „4-way Handshake" 
Strana, která požadavek na ukončení procesu přijímá, informuje vyšší vrstvu o 
přijetí požadavku na ukončení a pokračuje ve vysílání zbytku připravených dat. Poté 
potvrdí ukončení procesu a provede ukončení. 
2.2 Přenos dat a potvrzování 
Každý oktet v rámci segmentu je potvrzen tím, že je potvrzeno přijetí segmentu, 
který oktet obsahuje. Zdrojový proces musí uchovávat všechna odeslaná data, dokud 
neobdrží potvrzení jejich převzetí. Jestliže potvrzení nepřijde do určité doby, proces 
považuje vyslaná data za ztracená nebo poškozená a vyšle je znovu. Pokud nepřijde 
odpověď do vypršení časovače, provede se opětovné odeslání všech nepotvrzených dat. 
Pokud počet opakování překročí nastavenou hodnotu, je pro vyšší vrstvy generována 
chyba a spojení se přeruší. 
TCP proces má dvě fronty – pro odesílaná data a přijímaná data. Data v odesílací 
frontě jsou držena, dokud nepřijde jejich potvrzení o správnosti doručení a poté jsou 
z fronty vymazaná a od vyšších vrstev jsou přijata nová data k odeslání. 
Cílový proces si podle sekvenčních čísel ukládá přijímané segmenty do dříve 
jmenované fronty přijímaných dat, a tím skládá informace ke zpracování vyšší vrstvě. 
2.2.1 Potvrzovací proces 
Jak již bylo zmíněno, potvrzování je založeno na pořadových číslech. Pořadová 
čísla jsou při inicializaci spojení generována náhodně a v průběhu komunikace jsou 
postupně zvyšována o příslušný počet již odeslaných (obdržených) oktetů. TCP používá 
tzv. kladné potvrzování, tj. takové, kdy příjemce potvrzuje jen bezchybně přijatá data a na 
chybně přenesená nereaguje. Protokol TCP používá tento způsob potvrzování v tzv. 
kontinuální variantě, což umožňuje, aby odesílatel vysílal data „dopředu“, tedy ještě před 
tím, než dostane potvrzení o úspěšném přijetí dříve vyslaných dat. A jelikož samotné 
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 potvrzování každého segmentu je neefektivní, byl zvolen model řízení toku dat založený 
na tzv. okně. Současným potvrzením více segmentů se zefektivňuje proces potvrzování, 
sníží se počet přenášených paketů a vysílací strana má možnost poslat více dat 
současně bez čekání na potvrzení předchozích segmentů, tj. vysílá segmenty, i když 
předchozí odeslané ještě nebyly potvrzeny. 
Když TCP segmenty přicházejí ve správném pořadí, pak má přijímací entita 
protokolu TCP dvě možnosti, kdy zaslat potvrzení: 
• Okamžitě – když přijímací entita úspěšně převezme segment, okamžitě 
vygeneruje prázdný segment, nepřenášející žádné uživatelské informace, 
nastaví příslušné potvrzovací číslo a pošle ho zpět. 
• Kumulativně – když přijímací entita TCP úspěšně převezme segment, 
zapamatuje si, že ho musí potvrdit, ale počká na datový segment posílaný 
v opačném směru. Samotné potvrzení pak proběhne nastavením 
potvrzovacího čísla tohoto datového segmentu. Aby nedošlo k vypršení 
časovače u odesílatele, po odložení potvrzení si cílová stanice spustí 
časovač okna. Když do vypršení časovače nedostane uživatelská data 
k odeslání, přijatý segment potvrdí pomocí prázdného segmentu. 
2.2.2 Přizpůsobování velikosti okna 
Okno má určitou velikost, která představuje objem dat přenášených do potvrzení. 
Počáteční velikost okna je sjednána při sestavení spojení a může se během přenosu 
měnit. 
 
Obr. 4 Implementace mechanizmus okna u TCP 
Na Obr. 4 je vidět postup odesílání dat a způsob implementace mechanizmu okna. 
Úplně vlevo jsou data, která byla již odeslána a potvrzena a dále je okno dat, které teprve 
čekají na zařazení do procesu. Okno má dvě části – odeslaná data (ale ještě 
nepotvrzená) a neodeslaná data. Dále můžeme definovat tři významné body: 
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 • Levý okraj okna – všechna data vlevo od okna již byla odeslána a 
potvrzena, data vpravo od tohoto okraje jsou obsažena v okně. 
• Pravý okraj okna – data vlevo od tohoto okraje jsou obsažena v okně, data 
vpravo čekají na další posunutí okna. Nejvyšší oktet v okně je posledním, 
který bude v rámci tohoto okna odeslán před potvrzením z cílového portu. 
• Hranice – je významný bod uvnitř okna, data vlevo byla již odeslána a 
čekají na potvrzení, data vpravo mohou být odeslána ještě před přijetím 
potvrzení. 
Všechny referenční body se dynamicky posunují. Hranice se posunuje v rámci okna. 
Pokud přijde potvrzení paketů, posouvá se okno o počet potvrzených paketů doprava a v 
rámci okna se hranice posune o stejný počet datových jednotek směrem doleva. Pokud je 
odeslán nový paket, posouvá se hranice směrem doprava o velikost odeslané datové 
jednotky. V případě, že nedojde potvrzení v době dané časovačem, je opětovně odeslán 
obsah okna mezi jeho levým okrajem a hranicí [7]. 
TCP proces je schopen se přizpůsobit kvalitě spojení. Velikost okna může být 
v závislosti na spolehlivosti doručení segmentů zvětšována nebo zmenšována. 
Zvětšování i zmenšování zajišťuje přijímací strana. Vysílací strana se na základě 
požadavků přizpůsobuje. 
Přijímač musí mít přesně definovaný postup, jakým způsobem přiděluje kredity, tj. 
nastavení velikosti okna pro řízení objemu dat, které vysílač může odeslat. Velikost okna 
je rovna počtu aktuálně přidělených kreditů. Mezi konzervativní přístupy patří přidělení 
povolení pouze do okamžité kapacity vyrovnávací paměti. 
Příliš konzervativní způsob řízení provozu může v případe velkého zpoždění vést ke 
snížení propustnosti logického spojení na úrovni transportní vrstvy. Přijímač proto v 
některých situacích může zvýšit propustnost přidělením kreditů pro větší objem dat, než 
pro která má v daném okamžiku volnou paměť. Např. když v daném okamžiku je 
vyrovnávací paměť přijímače plná, ale dá se předpokládat, že do návratu odezvy od 
vysílače se uvolní paměť  o kapacitě n oktetů, pak přijímač může okamžitě přidělit kredit 
pro n oktetů. Pokud přijímač bude stíhat zpracovávat data od vysílače, uvedený způsob 
řízení provozu vede ke zvýšení propustnosti bez ztráty dat. Je-li však vysílač rychlejší, 
některé segmenty přijímač nemůže uložit do paměti a musí je zahodit. Zahození pak 
vyvolá opakovaný přenos a způsobuje pokles celkové propustnosti. 
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 2.2.3 Řízení toku a řízení zahlcení 
Pokud by byla volná kapacita všech linek na cestě přes síť a rychlost přijímače by 
byla v každém okamžiku větší nebo rovna plné rychlosti vysílače, nemusel by se vysílač o 
nic starat a mohl by posílat datové pakety stále plnou rychlostí. Tak tomu ale v řadě 
případů není. Samozřejmě se může stát, že přijímací strana je pomalejší než vysílací a na 
síti mezi nimi může být linka, která má určitý čas menší kapacitu než rychlost vysílače. 
Proto musí vysílač regulovat rychlost posílání segmentů tak, aby nedošlo k přeplnění 
vyrovnávací paměti na straně přijímače nebo v některém ze směrovačů na cestě. Protokol 
TCP používá k tomuto účelu dva mechanizmy, řízení toku (flow control) a řízení zahlcení 
(congestion control). Jejich činnost vystihuje Obr. 5. 
 
Obr. 5 Řízení toku a řízení zahlcení 
Kontrola toku dat se stará o přizpůsobení rychlosti vysílače vůči rychlosti přijímače. 
Přijímač průběžně informuje vysílač o zbývajícím volném místě ve své vyrovnávací 
paměti, nebo-li o tzv. okénku přijímače (rwnd – receive window). Velikost okénka rwnd je 
horním limitem objemu dat, která může vysílač v daném okamžiku odeslat do sítě, aniž by 
musel čekat na potvrzení o jejich přijetí od přijímače. Další data může vysílač poslat, až 
když dostane potvrzení o přijetí alespoň části předcházejících dat. Tento objem dat se 
nazývá aktuální okénko (ownd – outstanding window). Zpracovává-li přijímač data 
pomalu, okénko rwnd se zmenší a vysílač musí zpomalit. 
Pokud přijímací strana není schopna přijímat další data, inzeruje to vysílací straně 
prostřednictvím tzv. „zero receive window“ neboli okna s nulovou velikostí. Data, která 
jsou v tu chvíli na cestě nejsou přijímacím procesem potvrzena. Vysílací proces nastaví 
nulovou velikost okna a dokud není od přijímacího procesu velikost okna změněna (tento 
TCP proces není opět schopen přijímat data), musí vysílat pakety s neplatným 
sekvenčním číslem a potvrzovacím číslem a jedním bytem nesmyslných dat. Přijímací 
proces posílá potvrzení jejich přijmu. Důvodem těchto paketů je udržení TCP spojení. 
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 Řízení zahlcení se stará o přizpůsobení rychlosti vysílače vůči rychlosti sítě, neboli 
vůči nejmenší volné kapacitě na síti. Okénko ownd je limitováno nejen okénkem rwnd, ale 
také tzv. okénkem zahlcení cwnd (congestion window), které si vysílač sám průběžně 
určuje podle volné kapacity sítě. Vysílač se snaží využít kapacitu sítě, proto průběžně 
zvětšuje okénko cwnd. Obdrží-li vysílač signál o již nastalém nebo blížícím se zahlcení na 
některé z linek na síti, zmenší velikost okénka cwnd. Signál o blížícím se zahlcení může 
poslat některý směrovač na základě sledování objemu dat ve svých frontách (ECN – 
Explicit Congestion Notification) [12]. 
První fází řízení zahlcení je tzv. pomalý start (slow start), který se používá na 
začátku nového spojení a v některých dalších případech. Cílem je rychle rozběhnout 
posílání segmentů až do rychlosti přibližně odpovídající kapacitě sítě. Název slow start 
není příliš výstižný, protože okénko cwnd roste exponenciálně a jde ve skutečnosti o fázi 
spojení, kdy se propustnost zvyšuje nejrychleji. Princip spočívá v tom, že každé nové 
spojení je zahájeno vysláním jednoho segmentu s nastavením cwnd = 1. Po přijetí 
potvrzení o doručení tohoto segmentu, se okno zahlcení zvětší dvojnásobně, což 
umožňuje vyslat dvojnásobně větší množství dat bez čekání na potvrzení o jejich 
doručení. S každým dalším potvrzením se velikost okna cwnd zvyšuje dvojnásobně, 
maximálně však do velikosti kapacity okna příjemce (nemá význam posílat víc dat, než je 
příjemce schopen pojmout).  
Jakmile vysílač obdrží zprávu o zahlcení, přejde do fáze vyhýbání se zahlcení 
(congestion avoidance). Jejím cílem je udržovat rychlost odesílání segmentů pod volnou 
kapacitou sítě a zároveň se snažit tuto kapacitu optimálně využívat. Okénko zahlcení 
cwnd se zmenší na polovinu a dále se zvyšuje o jeden segment maximální velikostí tzv. 
MSS (Maximum Segment Size) během každého intervalu RTT (Round-Trip Time). Roste 
tedy lineárně v závislosti na MSS. RTT je doba, za kterou přijde potvrzení o doručení 
segmentu. Zahrnuje zpoždění šíření signálu na vedení dané fyzikálními vlastnostmi 
přenosového  média (2/3c1 pro metalická vedení) a dobu zpracování paketů ve 
směrovačích v síti a na přijímací straně. Jakmile dojde k další ztrátě segmentů v důsledku 
překročení kapacity na trase nebo kvůli chybě na některé lince, cyklus prevence zahlcení 
se zopakuje. 
Tato metoda nastavování okénka cwnd se nazývá AIMD (Additive Increase, 
Multiplicate Decrease), protože se při detekci zahlcení zmenšuje cwnd na polovinu 
původní hodnoty (násobek 1/2) a při snaze o znovudosažení volné kapacity trasy dochází 
                                                
1 rychlost světla ve vakuu 
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 pouze k lineárnímu nárůstu cwnd (přírůstek o MSS) V ustáleném stavu by průběh velikosti 
okénka cwnd měl mít tvar pily, jak je zachyceno na Obr. 6. 
V důsledku kolísání objemu dat v síti a tím potažmo i RTT a samozřejmě také 
dalších nepravidelných jevů, přichází potvrzení od přijímače i zprávy o zahlcení též 
nepravidelně. Průběh cwnd se ve skutečnosti od ideální pily liší [11]. 
 
Obr. 6 Vývoj okénka cwnd v ustáleném stavu 
Pozn.: Hodnota W a W/2 na ose y, označuje velikost (resp. poloviční velikost) okna 
cwnd. 
2.2.4 Opakování přenosu 
Opakovaný přenos segmentu mohou vyvolat dvě události. Prvním důvodem může 
být porucha segmentu během přenosu. Příjemce je schopen na základě kontrolního 
součtu detekovat chybu a segment zahodí. Častějším případem je, že z důvodu poruchy 
na lince segment vůbec nedorazí. V obou případech platí, že vysílač se nedozví 
bezprostředně o neúspěchu přenosu. Tuto informaci může nepřímo odvodit z toho, že do 
dané limitní doby nedostane kladné potvrzení. To pak vyvolá opakování přenosu. Aby toto 
řešení fungovalo správně, musí být každému odeslanému segmentu přiřazen časovač, 
který hlídá potvrzení tohoto rámce do limitní hodnoty. Když časovač vyprší před příjmem 
potvrzení, vysílač opakovaně vyšle segment. 
Lze definovat dva způsoby nastavení limitní hodnoty pro potvrzení. Dá se využít 
časovač s pevně nastavenou hodnotou v případě, že chování sítě je předvídatelné. 
Jasnou nevýhodou tohoto řešení je, že se neumí přizpůsobit změnám v síti. Nastavení 
příliš velké hodnoty způsobují zpomalení síťové služby. Naopak nastavení krátké čekací 
doby v případě, že je síť zahlcena a pakety jsou pozdrženy v síťových prvcích delší dobu 
může způsobit, že segment je znova vyslán ještě před tím, než stihne dorazit jeho 
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 potvrzení. Zbytečně velký počet opakovaného přenosu navíc způsobuje zhoršení míry 
zahlcení. Optimální hodnota je mírně větší, než doba odezvy, čili RTT, což odpovídá době 
mezi vysláním segmentu a doručením potvrzení ACK 
Druhý, adaptivní způsob nastavení limitní hodnoty má také svoje nevýhody. 
Předpokládejme, že entita TCP si bude pamatovat doby příchodu potvrzení jednotlivých 
segmentů a pro limitní hodnotu nastaví vždy průměr zapamatovaných dob. Takto 
odvozená limitní hodnota pro potvrzení má však několik nedostatků.  
• Protější entita TCP nemusí okamžitě potvrdit každý rámec, protože může 
využívat kumulativní potvrzení. 
• V případě opakovaného přenosu segmentu vysílač neví, jestli doručené 
potvrzení patří k původnímu nebo k opakovaně vyslanému segmentu. 
• Podmínky v rozsáhlé síti se mohou náhle změnit. 
Pro problém nastavení limitní hodnoty neexistuje univerzální řešení. Ve všech 
případech nastavení hodnoty pro potvrzení zůstane určitá míra nejistoty[8]. 
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 3 Simulační program OPNET Modeler 
OPNET Modeler (OM) je softwarové vývojové prostředí vhodné pro návrh a analýzu 
komunikačních sítí. Patří do celkového softwarového balíku OPNET (Optimum Network 
Performance) od americké firmy OPNET Technologies. Usnadňuje návrh komunikačních 
sítí: dimenzování sítí, návrh protokolů a simulaci chování aplikací atd. s velkou možností 
flexibility testování.  
OM je hierarchicky a objektově orientován. Grafické prostředí odráží reálné 
rozmístnění jednotlivých síťových komponent a na nejnižší úrovni je chování jednotlivých 
komponent popsáno zdrojovým kódem v jazyce C/C++. Dále obsahuje široké možnosti 
v oblasti simulace a analýzy výsledků.  
OM již v sobě obsahuje řadu knihoven jednotlivých síťových komponent převážně 
pro Ethernet, FDDI, IP, TCP, ATM, http, atd. 
Výsledky simulací tzv. statik lze generovat do zpráv ve formátech XML a HTML, 
nebo uložit data do tabulek a také lze uložit obsah okna do souborů TIFF, GIF a BMP. 
Dále obsahuje prohlížeč animací, díky kterému si můžeme prohlížet průběh 
odsimulovaného projektu. 
3.1 Základní popis prostředí OPNET Modeleru 
Celý simulační model v OPNET Modeleru se skládá z jednotlivých grafických 
rozhraní popisujících jednotlivé vlastnosti simulačního modelu. Tato rozhraní jsou 
uspořádána hierarchicky do několika úrovní. V následujících kapitolách jsou popsány 
jednotlivé úrovně a několik dalších komponent, které souvisí s cílem této práce. 
Důležitou vlastností OPNETu, která je společná pro všechny komponenty daného 
modeluje, je objektové chování. Každý prvek simulačního modelu je objekt s vlastním ID 
(Identification, jednoznačným identifikátorem) a parametry, které jsou pro tento objekt 
typické. Pomocí nástrojů OPNETu tak můžeme během simulace pracovat odkudkoliv s 
jakýmkoliv objektem daného modelu. Například poslat přerušení libovolnému IP procesu v 
kterémkoliv uzlu kterékoliv sítě. 
3.1.1 Globální síťový model 
Nejvyšší úroveň modelu je rozhraní pro tzv. globální síťový model jak ukazuje Obr. 
7. Toto rozhraní umožňuje zahrnout do simulace i geografickou polohu, vzdálenosti mezi 
komunikujícími prvky a parametry sítě z toho vyplývající (zpoždění, útlum, apod.). 
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Obr. 7 Globální model sítě – umožňuje zahrnout i geografickou polohu prvků 
3.1.2 Editor projektu 
O úroveň níž je rozhraní pro samostatný síťový model, který popisuje jednotlivé 
síťové komponenty lokální sítě. Konfigurace tohoto rozhraní se provádí v editoru projektu 
(project editor). OPNET obsahuje širokou paletu s předdefinovanými komponenty a je 
jednoduché vytvořit model i komplikovanější a rozsáhlejší sítě. V každém rozhraní lze 
doplňovat k modelu vlastní poznámky, vysvětlivky a využívat rozsáhlou knihovnu 
grafických symbolů pro jednotlivé prvky. 
Je možné si dále ke každému prvku přiřadit některou z množství předdefinovaných 
statistik a sledovat tak na síti průběh mnoha veličin, které bychom v reálné aplikaci jen 
velice těžko zjišťovali, případně lze také aktivovat modul pro záznam animací a po 
proběhnutí simulace si spustit animaci jejího průběhu, opět s mnoha možnostmi 
konfigurace. 
Velice užitečnou vlastností je možnost definice takzvaných „Scénářů“ (Scenarios), 
které umožňují v rámci jednoho projektu nadefinovat více různých sítí s různými prvky a 
různými parametry simulace. 
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Obr. 8 Ukázka editoru projektu 
3.1.3 Editor uzlu 
Další, nižší úroveň rozhraní je reprezentována uzlovým modelem, který se upravuje 
pomocí tzv. editoru uzlu (node editor). Uzlový model představuje jednotlivé komunikační 
prvky. Každý uzel se skládá z několika procesních modelů vzájemně propojených a 
spojení mezi nimi představují datové (případně statistické nebo logické) kanály. 
 
Mezi uzly je možné komunikovat i jinak než pomocí znázorněných vazeb na Obr. 9, 
a to pomocí signálů zasílaných přímo konkrétnímu uzlu (procesu). To je jedna z dalších 
vlastností OM. Prvky všech úrovní jsou řazeny do stromové struktury tak, že pokud chci 
poslat zprávu nějakému procesu, s kterým nejsem přímo propojen a znám jeho jméno 
(definované uživatelem v atributech), zjistím si ID rodičovského prvku a díky němu pak 
můžu vyhledat ID prvku, kterému pak zprávu pošlu. 
Další zajímavou a důležitou vlastností objektového modelu je tzv. předávání hodnot 
atributů do vyšších úrovní. Tímto způsobem se mohou klíčové parametry simulace 
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 zobrazit až u objektů nejvyšší úrovně (např. IP adresy primárně definované na procesním 
modelu popisující proces IP vrstvy) a nemusí se složitě „proklikávat“ až k objektu, kterého 
se daný parametr konkrétně týká. 
 
Obr. 9 Editor uzlu - model hierarchie jednotlivých procesů a jejich propojení 
(Konkrétně server komunikující pomocí technologie ethernet) 
3.1.4 Procesní model 
Nejnižší úrovní abstrakce je tzv. pocesní model (process mode), viz Obr. 10. Tento 
model je reprezentován pomocí konečného stavového automatu a popisuje jednotlivé 
stavy procesu a přechody mezi nimi. Vlastní kód procesu je napsán v jazyce C. Editor 
procesů využívá tři hlavní komponenty: 
• Stav (State) – představuje stav procesu. 
• Přechod (Transition) – jde o změnu mezi jednotlivými stavy. Může být 
svázán s určitou událostí. 
• Počátek (Initial) – označuje počáteční stav, který se po vstupu do proces 
modelu vykoná jako první. Je označen hrubou šipkou. 
30 
 Stav procesu může být dvojího typu:  
• Vynucený (Forced; „zelený“) – při přechodu do tohoto stavu se vykoná kód, 
který tento stav obsahuje a automaticky dojde k přechodu do stavu dalšího 
(pokud je splněna případná podmínka přechodu) 
• Nevynucený (Unforced; „červený“) – po přechodu do tohoto stavu v něm 
proces zůstává tak dlouho, dokud nedojde k dalšímu přerušení procesu. 
 
Obr. 10 Procesní model s popsanými stavy a přechody mezi nimi 
Každý stav se dále dělí na dvě části. Tzv. Enter Execs – vstupní sada příkazů, 
obsahuje kód, který se vykoná když proces přejde do daného stavu. Exit Execs – výstupní 
sada příkazů, představuje kód, který se provede v případě nevynuceného stavu až při 
opuštění tohoto stavu díky přerušení, a v případě vynuceného stavu se vykoná ihned po 
kódu z Enter Execs, čili v případě vynuceného stavu je jedno, v které části je kód umístěn. 
Přechody mezi jednotlivými stavy také rozdělujeme na dva druhy: 
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 • Podmíněné (Conditional) – pro přechod do dalšího stavu je nutné nejen aby 
proces dostal signál přerušení, ale musí být splněna další, uživatelem 
definovaná podmínka. 
• Nepodmíněné (Unconditional) – pro přechod do dalšího stavu není nutná 
žádná další podmínka. 
3.1.5 Přerušení 
Přerušení (Interrupts) jsou jedním ze základních nástrojů celé simulace. Je možno 
říci, že celá simulace se odehrává pomocí přerušení. Druhů přerušení je více, pro ukázku 
uvádím ty, které dále ve své práci budu využívat: 
• Vlastní přerušení (Self Interrupt) – používá se např. je-li třeba z některého 
stavu procesu přejít dále a pro přechod není potřeba žádných dalších 
podmínek z vnějšku. 
• Vzdálené přerušení (Remote interrupt) – přerušení od jiného procesu v síti. 
• Přerušení způsobené příchodem datového proudu (Stream interrupt) – jde o 
příchod datového proudu od jiného procesu. Může přijít jen z procesu, se 
kterým je daný proces propojen. 
• Počáteční přerušení (Begin sim interrupt) – přerušení inicializující začátek 
simulace. 
• Konečné přerušení (End sim interrupt) – přerušení indikující konec simulace. 
Každé přerušení má kromě hodnoty určující typ přerušení ještě tzv. hodnotu 
přiřazenou k danému přerušení. Tato hodnota může být definována uživatelsky nebo je 
přiřazena automaticky jako v případě proudového přerušení, kde hodnota udává, od 
kterého procesu hodnota pochází. 
3.1.6 ICI 
Dalším důležitým prvkem, který je využíván pro meziprocesorovou komunikaci u 
OPNET Modeleru je rozhraní pro řízení informací tzv. ICI (Interface Control Information). 
Lze pomocí něj ke každému informačnímu toku procesu, ať je to datový proud nebo 
libovolné přerušení, přidat přídavnou datovou strukturu. Struktura vždy obsahuje názvy 
položek a jejich hodnotu. 
Tato struktura je naplněna daty a před odesláním dat nebo vyvoláním přerušení je k 
tomuto připojena a druhá strana je může z tohoto přerušení získat. 
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 Tento způsob předávání informací je velice efektivní, protože zpřehledňuje a 
zefektivňuje komunikaci mezi procesy. Jak bylo zmíněno dříve, každé přerušení má 
kromě typu jen jeden parametr a ten nelze vždy uživatelsky nastavit. Tímto způsobem lze 
například mezi dvěma procesy komunikovat pomocí stále stejného přerušení, ale pokaždé 
s jinak vyplněnou strukturou ICI [9]. 
3.2 Implementace TCP v prostředí OPNET Modeler 
3.2.1 Struktura TCP modelu 
V rámci řešení diplomové práce jsem implementoval v prostředí OM modelovou 
komunikaci na bázi protokolu TCP. Úkolem bylo vytvořit klienta a server, kteří komunikují 
mezi sebou pomocí protokolu TCP. Síťové protokoly jsou implementovány v 2. úrovni 
Modeleru, tj. v editoru uzlu (Node editor), který je popsán v předchozí kapitole. Protokol 
TCP je realizován v uzlu „tcp“. Jeho vzájemné propojení s ostatními uzly u síťového prvku 
ethernet zobrazuje Obr. 9. Komunikaci přes protokol TCP obsluhují dva procesy: 
• tcp_manager_v3 – představuje manažera procesu „tcp“. Řídí sadu TCP spojení 
a vyvolává příslušný tcp_conn_v3 proces (proces spojení), který ovládá příchozí 
žádosti. 
• tcp_conn_v3 – představuje proces TCP spojení (tzv. sokety), které řídí jednu 
stranu spojení. Je vyvolán rodičovským procesem tcp_manager_v3 k tomu, aby 
řídil aktivity související s jednotlivými spojeními. 
 
Obr. 11 Soket proces v module TCP 
Každé TCP spojení je strukturovanou výměnou informací mezi dvěma procesy. 
Schéma na Obr. 11 ilustruje role během komunikace dvou procesů, které simulují 
vytváření soketů a jejich přenos v simulačním prostředí OPNET Modeleru. Tyto sokety 
jsou vytvářeny a rušeny dynamicky na žádost aplikací. Implementace TCP spojení v 
OPNETu je vytvořeno v souladu se standardem specifikovaném v RFC 793. 
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Obr. 12 Hierarchie TCP modelu 
3.2.2 tcp_manager_v3 
Proces TCP manageru, který řídí proces TCP komunikace je obsažen v uzlu „tcp“. 
Uzel tcp se nachází vně každého předdefinovaného modelu síťového prvku. U každého 
prvku nastavuje TCP spojení. Jak je vidět na Obr. 12 dokáže řídit více procesů spojení 
zároveň. Funkce řídícího spojení jsou: 
• Řízení a správa sady TCP spojení. Jsou dva druhy spojení: aktivní a pasivní. 
Aktivní spojení je voláno na straně vysílače, zatímco na straně přijímače je 
navázáno pasivní spojení, které čeká na přijímač o žádost k otevření spojení. 
• Zpracování přerušení TCP modulu, kdy přesměrovává spojení do příslušných 
obslužných procesů, přijímá příkazy od aplikační vrstvy, přijímá segmenty ze 
síťové vrstvy a poskytuje údaje o stavu procesu v čase spojení 
Na Obr. 13 je možno vidět jaké různé stavy může řídící proces nabývat. Příkazy a 
indikace, které se používají pro TCP jsou definované symbolickými konstantami 
definovaných v hlavičkovém souboru pro programovací jazyk C, tj. v souboru 
„tcp_api_v3.h“. tento hlavičkový soubor je umístěn mezi základní modely OPNETu. Ty 
34 
 nejdůležitější, které jsou zapotřebí při komunikaci budou vysvětleny v další kapitole při 
popisu vytváření spojení. 
 
Obr. 13 Proces (stavový automat) tcp_manager_v3 
3.2.3 tcp_conn_v3 
Proces tcp_conn_v3 reprezentuje TCP spojení. Jde o proces volaný rodičovským 
procesem tcp_manager_v3 při zřizování, udržování a ukončení TCP spojení. Proces 
modeluje TCP protokol pro klienta (aktivní) a server (pasivní) a udává, v jakém stavu se 
dané spojení právě nachází. Na Obr. 14 jsou zobrazeny obě cesty přechodu procesem. 
Proces navazování spojení probíhá stejně jako byl popsán v předchozí kapitole, kdy 
se při dodržení podmínek přechází přes jednotlivé stavy procesu. Proces na straně 
příjemce a proces na straně vysílače je popsán níže. Výchozí stav pro vytvoření procesu 
je její volání z řídícího procesu při vzniku požadavku na otevření nového spojení. 
Na straně odesílatele po odeslání zprávy TCP SYN proces přejde do stavu 
SYN_SENT. Jakmile je příjem SYN paketu na straně přijímače potvrzen, pošle se zpráva 
ACK pro dokončení třícestní výměny zpráv a aktivní strana přejde do stavu ESTAB, kde 
pošle data, která má k vysílání. Po odeslání potřebných dat začne proces uzavírat 
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 spojení, odešle se zpráva FIN a postupně přechází do stavů FINWAIT1, FINWAIT2, 
TIME_WAIT a nakonec do stavu CLOSE. 
 
Obr. 14 Cykly TCP spojení (FSM tcp_conn_v3) 
TCP proces přijímače rovnou vstoupí do stavu LISTEN a čeká na zprávu SYN. Po 
obdržení této zprávy vyšle SYN_ACK, jako odpověď na SYN a přejde do stavu 
SYN_RCVD. Po příjmu ACK pro navázání spojení od vysílače, přijímací proces vstupuje 
do stavu ESTAB a zpracovává všechny příchozí segmenty. Po příjmu zprávy FIN od 
vysílače, přejde proces do stavu CLOSED postupně přes stavy CLOSE_WAIT a 
LAST_ACK. 
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 3.2.4 Rozhraní aplikační vrstvy 
Každá aplikace, která chce komunikovat využitím protokolu TCP, musí nejdřív sama 
sebe zaregistrovat u aplikačního rozhraní uzlu tcp. Jak ukazuje Obr. 15, TCP rozhraní 
aplikace (TCP API) vrací ukazatel, který aplikace používají jako parametr: Tento parametr 
se používá při volání funkci, které přináleží danému TCP spojení. Například při poslání 
paketu zjistí v jakém stavu se TCP spojení právě nachází a zda je možné danou funkci 
vykonat. Registrace se provádí na počátku při inicializaci proměnných, před samotným 
zřízením spojení. Hlavní funkce dostupné pro TCP modul jsou v balíčku tcp_api.h, který je 
umístěn mezi základními modely OPNETu. Hlavní funkce z daného souboru budou 
použity i v programu, kde budou blíže rozebrány. 
 
Obr. 15 Volání TCP rozhraní na aplikační vrstvě 
3.2.5 Dostupné statistiky pro TCP 
Pro analýzu protokolu TCP nabízí OPNET několik statistik, které se shromažďují 
během provádění simulace. Mohou být shromážděné buď pro dané TCP spojení pro 
danou aplikaci nebo globálně pro danou síťovou komponentu. 
• Statistiky pro dané TCP spojení se shromažďují pod hlavičkou „TCP 
Connection“. Jsou užitečné pro analýzu chování TCP protokolu na nižších 
vrstvách, např. zahlcení okna, změna její velikosti během simulace, zpoždění 
segmentů apod. 
• Statistiky síťových komponent a globální statistiky poskytují seskupené 
informace souhrnně pro všechny TCP procesy v dané simulaci. Je to užitečné 
k stanovení chování celkového toku dat procházejícího přes vrstvu TCP nefbo 
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 k odhadu průměrného zpoždění vrstvy TCP při předávání segmentu 
aplikačním procesům. 
 
Obr. 16 Dostupné statistiky pro TCP v prostředí OPNET Modeleru 
3.2.6 Atributy TCP 
Každý uzel obsahuje sadu protokolů, které lze dle vlastního uvážení měnit. Jeden 
z protokolů je i TCP, a poskytuje atributy nazvané „TCP Parametrs“. Jak je vidět na Obr. 
17 je zde možné nastavovat jednotlivé parametry protokolu a definovat si tím vlastní 
chování protokolu. Například použít dříve popsanou metodu pomalého startu s kontrolou 
toku a řízením zahlcení. Dále pak zda při ztrátě segmentů použít metodu rychlého 
opakování přenosu, rychlého zotavení, nebo určit počet přijatých segmentů mimo pořadí, 
dokud se odešle zpráva o chybě přijatého paketu. 
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 3.2.7 Ladění/Trasování simulace 
TCP model poskytuje několik nástrojů pro ladění a trasování simulace za chodu. 
Tyto nástroje zahrnují trasování a výpisy stavů procesů během provádění simulace, 
pokud běží simulace pod OPNET simulation debugger (ODB). Jde o velice efektivní 
nástroj, pomocí kterého lze celou simulaci krokovat a zjišťovat parametry simulace při 
jejím běhu. 
 
Obr. 17 Možnosti nastavení TCP spojení v OM 
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 Následující seznam značí trasování, které může být použito k pochopení chování TCP 
modelů. Při spuštění simulace pomocí ODB je potřeba tyto příkazy napsat do příkazového 
řádku. 
tcp – vytiskne všechny informace specifické pro protokol TCP sledovaného TCP modelu. 
Příkladem takových informací může být poslání žádosti o otevření spojení, přenos dat, 
opakovaný přenos, ukončení spojení. 
tcp_extensions – vytiskne informace související s doplňujícími vlastnostmi TCP modelu. 
Příkladem může být opakovaný přenos/rychlé zotavení, selektivní ACK, a změna velikosti 
okna. 
tcp_retransmissions – udává informace spojené s opakovaným přenosem v rámci TCP 
spojení. Je užitečné v případě, když potřebujeme určit událost, která způsobila opakovaný 
přenos a k pochopení následujících akcí prováděných TCP protokolem. 
tcp_conn_id_<n> - vypíše všechny specifické informace o protokolu TCP zadaného jeho 
identifikátorem spojení <číslo navázaného spojení>. V simulačním prostředí OM je 
každému TCP spojení přidělen identifikátor spojení, který je možné stanovit nastavením 
příznaku „TCP Connection Information“ na „Print“. 
Je zde možné si také prohlédnout i obsah hlavičky na jednotlivých vrstvách OSI 
modelu. Je potřeba si při trasování kliknout na záložku „Model“ a zaškrtnout pole „Show 
Animations“, které nám umožní vidět procházení paketů jednotlivými vrstvami. Po kliknutí 
na paket se jeho hlavička zobrazí v okně „Packet Content“. Na Obr. 18 je zobrazen obsah 
hlavičky TCP segmentu jako odpověď serveru na žádost o navázání TCP spojení. 
 
Obr. 18 Obsah hlavičky TCP segmentu v ODB 
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 4 Model simulované komunikační sítě s 
využívající protokol TCP 
V této kapitole si vytvoříme simulační model, který bude pro komunikaci využívat 
dříve popsaný protokol TCP. Jako programátorské prostředí využijeme program OPNET 
Modeler ve verzi 14.0A PL1 (Build 6105), pod operačním prostředím Windows XP2 
Professional, verze 2002, Service Pack 2. 
1.1 Model simulované komunikační sítě  
Simulační model, který zde budeme vytvářet tvoří dvě aplikace. Jedna bude typu 
klient a druhá typu server. Klient bude inicializovat spojení se serverem a po navázáni 
spojení mu pošle paket, kde se bude dotazovat na data o určité velikost. Server po přijetí 
této zprávy začne posílat data. S posledním odeslaným paketem dat odešle informaci o 
poslání všech dotazovaných datech. Klient potvrdí přijetí všech dat a začne proces 
ukončení spojení. Účelem spojení je ukázat si postup při navazování a ukončení spojení, 
potvrzování více přijatých paketů najednou, jako i možnost prohlédnutí si záhlaví 
jednotlivých paketů. Tyto funkce OPNETu jsou dostupné v jeho softvérovém ladícím 
prostředí. 
Odesílání paketů bude probíhat dynamicky podle určitého typu rozdělení, data tedy 
budou odeslána nepravidelně a mohlo by dojít k velikému zpoždění pokud by v určitém 
časovém okamžiku byl vyslán větší počet paketů než je nastaveno na TCP rozhraní. Aby 
nedošlo k velikému zpoždění bude v průběhu simulace měněn počet odeslaných paketů 
bez čekání na potvrzení, čímž se bude zvětšovat velikost aktuálního okénka owin 
(outstanding window). Pokud zpoždění klesne pod přijatelnou hodnotu, velikost okna se 
zmenší na definovanou hodnotu. 
Výstupem simulace v OM jsou tzv. statistiky. Statistiky zobrazují chování daného 
síťového prvku. V statistikách si zobrazíme velikost přenášených dat, jejich zpoždění, 
okénko cwnd protokolu TCP a okénko flight size. 
                                                
2 Program je dostupný i pro operační systém GNU/Linux 
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 4.1 Vytvoření nového projektu 
Po spuštění programu OPNET Modeler, si vytvoříme svůj vlastní projekt. V hlavním 
menu okna OM klikneme na File →  New a z nabídky vybereme volbu „Project“. Následně 
jsme vyzvaní zadat název projektu a scénáře. Zadáme např. „Komunikace“ a 
„Protokol_TCP“. 
V okně výběru počáteční topologie - Initial Topology zvolíme „Create empty 
scenario“ a tím si sami vytvoříme síťové prostředí. Z nabízených typů modelovaných sítí – 
Choose Network Scale vybereme „office“. Má přesně definovanou velikost a při ladění 
programu budeme vidět celou síť. Např. při typu „Logical“ nejsou uloženy informace o 
poloze modelů síťových prvků a proto jsou všechny prvky umístěny v pravém rohu 
pracovní plochy, kde se pak vzájemně překrývají. Ze seznamu „Select Technologies“ 
můžeme určit technologie, které se objeví po kliknutí na paletu objektů a není potřeba je 
vyhledávat v seznamu. Pro náš model povolíme „ethernet“. V okně Review vidíme 
konečnou podobu editoru projektu, kterou odsouhlasíme tlačítkem „Finish“. 
Nyní máme před sebou editor projektu, kam budeme vkládat síťové prvky. Druhým 
oknem je paleta síťových objektů, kterou můžeme opětovně vyvolat kliknutím na ikonu 
„Open Object Palette“ na nástrojové liště okna editoru. 
S palety síťových komponent vybereme dva objekty, „ethernet_server“ a 
„ethernet_wkstn“, které mezi sebou propojíme obousměrnou linkou „100BaseT“, jenž 
představuje síťové spojení o rychlosti 100Mbps. 
Z důvodu přehlednosti si oba síťové prvky přejmenujeme. Klikneme pravým 
tlačítkem myši na model a z nabídky vybereme Set Name. Model představující uzel 
serveru přejmenujeme např. jako „server_tcp“ a klientský uzel např. „klient_tcp“. Výsledný 
model simulované sítě je vidět na Obr. 19. Další úpravy se budou týkat jen vnitřní 
struktury modelů, jako např. přidání uzlu komunikujícího pomocí protokolu TCP. 
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Obr. 19 Simulační model sítě vytvořen v prostředí OM 
1.2 Přidání nového uzlu v Editoru uzlu 
Před přidáním nového uzlu je potřeba původní strukturu obou síťových komponent 
uložit do adresáře projektu a následně je u obou načíst. Je to z důvodu, abychom 
nepřepsali původní modely síťových komponent. V případě, že pracujeme na více 
projektech, ve kterých využíváme stejnou komponentu, by se dané vlastnosti projevily na 
všech prvcích, které s ní pracují, což by byla zajisté nepříjemná záležitost a komponenty 
by se musely znovu přepisovat. 
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Obr. 20 Editor uzlu klientské síťové komponenty 
Po dvojitém kliknutí na objekt se otevře Editor uzlu. V hlavním menu klikneme na 
File  Save As.. a projekt uložíme. Můžeme jej pojmenovat např. „tcp_ethrnt_wkstn“ (pro 
klientskou stanici) a „tcp_ethrnt_server“ (pro server). Pro načtení uložených uzlů do 
objektů klikneme pravým tlačítkem myši na objekt a vybereme Edit Attributes (Advanced) 
 Model. V položce Value si najdeme náš uložený uzel a potvrdíme. 
→
→
Nyní si otevřeme editor uzlu a pro jistotu zkontrolujeme jeho název. V levém horním 
rohu by se měl objevit námi nastavený název. Z hlavního kontextového menu vybereme 
Object  Create Processor a vložíme ho na pracovní plochu editoru. Je vhodné umístit 
ho blízko uzlu tcp, se kterým ho nyní potřebujeme provázat. K provázání slouží ikona 
modré šipky, která nese název „Create Packet Stream“. Provázání bude obousměrné, viz 
→
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 Obr. 20. Editor uzlů je stejný u obou komponent, je tedy zapotřebí to zopakovat také na 
straně serveru.  
 
1.3 Klient 
I zde, podobně jako u editoru uzlu, si před vkládáním vlastního kódu uložíme editor 
procesu pod naším názvem např. „tcp_client“, který pak následně přidáme k editoru uzlu. 
 
Obr. 21 Stavový proces klientské aplikace 
Pomocí ikon „Create State“, „Create Transition“ si vytvoříme stavový model klienta, 
dle Obr. 21. Názvy stavů nastavíme kliknutím na pravé tlačítko myši a výběrem položky 
„Set Name“. Obdobně pro pojmenování přechodu vybereme položku Edit Attributes a 
název přechodu napíšeme do položky Value k atributu condition. 
4.1.1 Stav init 
Nejdřív si definujeme parametry potřebné pro navázání TCP spojení. Tabulku kam 
je zapíšeme najdeme v menu Interfaces  Model Attributes. Tabulku vyplníme dle → Obr. 
22. Atribut „Start Time“ určí čas, kdy se naváže spojení. „Local Port“ a „Remote Port“ 
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 definují lokální a vzdálený TCP port, přes které bude komunikace probíhat. „Remote IP 
Address“ udává IP adresu serveru. 
 
Obr. 22 Nastavení atributů klientské stanice 
Dále je potřeba předat tyto hodnoty do stavových proměnných, které si definujeme v 
bloku ST (State variables, stavové proměnné), dostupné pomocí ikony ST na ploše. 
Následující kód ukazuje definici v ASCII3 kódu: 
double        \4conn_start_time; 
TcpT_Port     \loc_port; 
TcpT_Port     \rem_port; 
char         \rem_addr_str; 
Dále je zapotřebí ještě definovat několik externích souborů, které budeme v OM 
využívat. Provádí se to v bloku HB (Header Block, hlavičkový blok). Zapíšeme do něj 
následující řádky: 
#include <stdlib.h> //Potřeba pro vypsání textu do softvarového vývojového 
prostředí 
#include <tcp_api_v3.h> //Pro používání funkcí spojených s protokolem tcp 
#include <ip_addr_v4.h> //Pro práci s IP adresami 
#include <string.h> //Pro práci s řetězci 
#include "opnet.h" //Začleňuje soubory používané klientskými kódy. 
Nyní si rozklikneme stav init – vstupní sekci. V tomto stavu provedeme inicializaci 
stavových proměnných, se kterými pak budeme dále pracovat. 
OPNET přiřazuje každému uzlu a procesu vlastní ID, kterým se přesně identifikuje 
daný proces. ID našeho klienta získáme příkazem: 
                                                
3 ASCII – American Standard Code for Information Interchange 
4 Zpětné lomítko značí deklaraci v ASCII módu v OM 
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 my_obj_id = op_id_self(); 
Funkce vrací typ Objid, čili v ST si definujeme proměnnou my_obj_id pod tímto 
typem. Zápis v ASCII kódu do ST je: 
Objid \my_objid_id; 
Dále si definujeme v bloku TV (Temporary Variables, dočasné proměnné) 
proměnnou error_str typu string (řetězec) pro ukládání chybových hlášek, které se v 
případě výskytu chyb vypíšou do okna vývojového prostředí. Její inicializaci provedeme 
zapsáním kódu: 
error_str = (char*) op_prg_mem_alloc (sizeof(char [256])); 
Dále je potřeba inicializovat dříve definované proměnné a naplnit je hodnotami z 
tabulky Model Attributes. K tomu využijeme funkci: 
op_ima_attr_get (Objid, “attr_name“, value_ptr)  
První parametr udává, o který objekt se jedná, jde o hodnotu, kterou jsme získali na 
začátku tohoto stavu. Pak následuje jméno proměnné, které musí být shodné s názvem v 
tabulce, rozlišují se velká a malá písmena. A poslední parametr je ukazatel na adresu, 
kam se má hodnota uložit. Tuto funkci voláme pro všechny hodnoty z tabulky. 
OM pracuje na vyšších vrstvách s IP adresou ve tvaru integer, je zde proto potřeba 
převést načtenou IP adresu ze tvaru string do tvaru integer. K tomu nám poslouží OM 
funkce: 
ip_address_create(rem_addr_str); 
Pro správně načtené hodnoty si je můžeme nechat vypsat klasicky pomocí funkce 
printf(), určené pro vypsání textu na obrazovku v jazyce C. 
Nyní už máme načtené hlavní parametry spojení. Jelikož budeme dynamicky 
zvětšovat počet odeslaných paketů bez čekání na jejich potvrzení, potřebujeme zjistit ID 
položky,u která budeme přepisovat hodnotu, resp. ID jeho rodičovského procesu. Budeme 
přepisovat hodnoty atributu TCP  TCP Parameters →  Maximum ACK Segments. K 
tomu potřebujeme zjistit ID tcp uzlu. To zjistíme jako ID rodičovského objektu naší 
aplikace. 
→
tcp_obj_id = op_id_from_name (parent_obj_id, OPC_OBJTYPE_PROC, "tcp"); 
Dále potřebujeme zjistit identifikátor atributu Interface Information. Této funkci 
předáme identifikátor uzlu, kterého se dané vyčítání týká, dále jméno atributu o který 
máme zájem a posledním položkou je ukazatel na proměnnou, která bude naplněna 
získanou hodnotou identifikátoru. To zobrazuje také následující řádek kódu. 
op_ima_obj_attr_get_objid (tcp_obj_id, "TCP Parameters", &tcp_prmtr_id); 
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 Pro získání seznamu atributů v daném uzlu použijeme funkci pro získání potomka: 
tcp_prmtr_id = op_topo_child ( tcp_prmtr_id, OPC_OBJTYPE_GENERIC, 0); 
Nyní se už můžeme nastavit parametr Maximum ACK Segment. Tento parametr 
určuje, kolik paketů je možné současně poslat bez potvrzení. Tento parametr bude 
dynamicky měněn podle zpoždění paketu k aplikaci. Nastavíme ho na hodnotu 1. 
okno = 1; 
op_ima_obj_attr_set( tcp_prmtr_id, "Maximum ACK Segments", okno); 
Pro správné načítání hodnot před přechodem procesu do dalšího stavu ještě 
použijeme funkci vlastního přerušení. Správné načtení hodnot znamená, aby inicializace 
načtených parametrů z tabulek byla načtena ještě před otevřením spojení. Pokud by totiž 
nastal přechod hned na začátku, tj. v simulačním čase rovném nula, navázání spojení by 
neproběhlo a program by hlásil chybu na IP rozhraní. Aplikace by neměla k rozhraní 
přiřazenou řádnou IP adresu. Typy přerušení jsou uvedeny v kap. 3.1.5. 
op_intrpt_schedule_self(time, code); 
Jako čas můžeme použít čas kdy se má navázat spojení, definovaný proměnnou 
conn_start_time, a kód si definujeme v bloku HB např. TCP_CONN_OPEN, který pak 
použijeme jako kód pro přechod mezi stavy. Definice přechodu ze stavu init do stavu open 
vypadá následovně: 
#define TCP_CONN_OPEN 15 
#define CONN_OPEN  (op_intrpt_type() == OPC_INTRPT_SELF && \ 
    op_intrpt_code() == TCP_CONN_OPEN) 
Jde o typ vlastního přerušení a nastane v případě, když hodnota kódu přerušení je 
15. Tu jsme použili u vlastního přerušení, klient tedy projde do stavu open. Název 
přechodu je ještě zapotřebí doplnit v přechodu. Klikneme pravým tlačítkem myši na linku 
přechodu a vybereme Edit Attributes →  condition  Value a doplníme hodnotou 
CONN_OPEN. 
→
Ale ještě se vraťme do předchozího stavu a doplníme ho o další funkci. Jde o funkci, 
se kterou aplikace registruje sama sebe u tcp vrstvy ve tvaru. 
tcp_app_register (Objid); 
Parametr funkce je ID objektu, který chceme registrovat (my_obj_id) a vrací typ 
proměnné ApiT_Tcp_App_Handle. Hodnotu vrácenou funkcí uložíme např. do proměnné 
tcp_app_handle a deklarujeme ji v bloku SV s příslušným typem. Tuto proměnnou 
budeme dále používat při každém volání funkce spojené s uzlem tcp. 
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 4.1.2 Stav open 
V tomto stavu použijeme jen jednu funkci, která naváže spojení se serverem. 
Funkce vrací proměnnou integer, která má hodnotu navázaného tcp spojení, tj. jestli 
otevíráme více spojení, je potřebná pro managera spojení, aby například při posílání 
paketu věděl, kterému spojení daná data náleží. Do vstupní sekce zapíšeme funkci: 
tcp_conn_open (ApiT_Tcp_App_Handle*, IpT_Address (rem_addr), rem_port, 
local_port, command, ip_tos); 
Jako první parametr se zapíše ukazatel na adresu proměnné získané pomocí 
funkce tcp_app_register(). Další proměnná je adresa serveru, tzv. vzdálená adresa, 
následuje číslo portu, na kterém server naslouchá a číslo lokálního portu, na kterém bude 
komunikovat klient. Příkaz command závisí na tom, zda aplikace inicializuje navázaní 
spojení, nebo na navázání odpovídá. Klient bude spojení inicializovat, takže zadáme 
příkaz TCPC_COMMAND_OPEN_ACTIVE. Poslední parametr zaručuje kvalitu služby dle 
tabulky TOS (Table Of Service). která nás v našem případě nezajímá, čili zadáme 
hodnotu 0. Funkce vrací ID spojení, které je typu integer. Můžeme si jej v bloku SV 
pojmenovat např: 
int \connect_id; 
Po navázání spojení a před voláním vzdáleného přerušení pro přechod do stavu 
data je opět vhodné volat vlastní přerušení. Je to z důvodu, pokud by proces tcp_conn_v3 
(řídící proces spojení popsaný v předchozí kapitole 3.2.3) před voláním ještě neprošel do 
stavu ESTAB, tj. do stavu, kdy je spojení navázáno. Pokud by byla tato podmínka 
neplatná, program by byl ukončen. Postup navázání spojení, stejně jako i jednotlivé stavy, 
kterými spojení přechází, jsou zobrazeny na Obr. 14. Do stavu výstupní části stavu 
dopíšeme: 
op_intrpt_schedule_self( op_sim_time() + 0.1, 0); 
Přechod v HB definujeme jako vzdáleny OPC_INTPRT_REMOTE s kódem vracejícím 
hodnotu přerušení TCPC_IND_ESTAB. Hodnoty, které vrací uzel tcp jsou definované v 
hlavičkovém souboru „tcp_api_v3.h“, který je umístěn mezi základními modely programu. 
Přechod při navazování spojení ze stavu open do stavu data je možný jen 
vzdáleným přerušením. Při spuštění simulace s takto definovaným přechodem ovšem 
nastane chyba a program se ukončí. Proces simulující samotný TCP protokol je po 
navázání spojení před přechodem do dalšího stavu již ve stavu navázaného spojení, ale 
pro vzdálené přerušení vrací hodnotu, která oznamuje, že spojení navázáno není. Rovněž 
při přerušení pomocí rozhraní ICI a vyžádání si stavu, v jakém se spojení aktuálně 
nachází, vrací stav, který kteří teoreticky očekáváme. Aby jsem mohl provést simulaci, 
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 musel jsem nastavit hodnoty pro všechny vzdálené přerušení TCPC_IND_NONE. Uzel tcp 
vrací tuto hodnotu pro každé vzdálené přerušení. Dále v textu však budou psány hodnoty, 
dle dokumentace, čili je potřeba mít tuto informaci na vědomí. I přes veškeré úsilí v 
hledání informací z dostupných zdrojů jako je dokumentace k programu poskytována od 
OPNETu, nebo prezentace z OPNETWORKu, se mi nepodařilo vyřešit přechody pomocí 
vzdáleného přerušení od tcp uzlu. Bohužel jsem nepochodil ani při dotaze na jejich 
podporu, nebo na uživatelském fóru, které nabízí pro výměnu zkušeností mezi uživateli. 
V tabulce „execution“ přechodu CONN_ESTAB je přidána funkce dotaz(). Jde o 
funkci, která se vykoná v případě když daný přechod nastane. Tato funkce je definována 
v bloku FB (Function block, funkční blok). Definování funkce v FB vypadá následovně: 
void dotaz() { 
op_intrpt_schedule_self(op_sim_time(), PK_SEND); 
} 
Funkce vyvolá vlastní přerušení v čase, ve kterém se právě nachází s hodnotou 
přerušení PK_SEND. Popis kódu přerušení je popsán dále.  
4.1.3 Stav data 
Nyní jsme ve stavu data, kdy je navázáno spojení a je možné přenášet data. Tento 
stav neobsahuje řádný kód, slouží jen pro přechod do stavů send, receive a close. Do 
jednotlivých stavů se dostaneme podle hodnoty přerušení. Možné přechody ze stavu data 
jsou: 
#define TCP_STRM_IN 0 
#define PK_SEND 16 
#define TCP_CLOSE      17 
#define PKT_SEND (op_intrpt_type() == OPC_INTRPT_SELF && \ 
    op_intrpt_code() == PK_SEND)  
#define PKT_RECEIVE (op_intrpt_type() == OPC_INTRPT_STRM && \ 
    op_intrpt_code() == TCP_STRM_IN) 
#define CONN_RELEASE (op_intrpt_type() == OPC_INTRPT_SELF && \ 
     op_intrpt_code() == TCP_CLOSE) 
U přechodu PKT_RECEIVE je přerušení typu OPC_INTRPT_STRM. Jde o stav 
receive, do kterého se dostaneme po proudovém přerušení z čísla portu paketového 
streamu z uzlu tcp. Číslo paketového streamu jakéhokoliv uzlu zjistíme, pokud v editoru 
uzlového modelu klikneme pravým tlačítkem myši na žádaný uzel a zvolíme Objects 
Show Module Connectivity. Pro příjem od uzlu tcp najdeme řádek, který vyhovuje 
danému směru přenosu a číslo streamu udává číslo v hranatých závorkách za uzlem. 
→
Pomocí funkce nastalo při přechodu do stavu data vlastní přerušení s hodnotou 
přerušení PK_SEND, jako první tedy nastane přechod do stavu send. 
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 4.1.4 stav send 
Do tohoto stavu se dostaneme, pokud nastane vlastní přerušení s hodnotou 16, čili 
PK_SEND. Tento stav slouží na vytvoření a odeslání paketu protější straně.  
Strukturu paketu jsi definujeme v bloku HB následovně: 
typedef struct tcppaket{ 
char *typ_pkt; //info co nese paketu 
int client;  // požadavek na velikost dat od klienta 
int server; // velikost paketu od serveru 
int cwnd; // hodnota pro Maximum ACK Segments 
} TCPPAKET; 
A její inicializace: 
datapaket = (TCPPAKET*) op_prg_mem_alloc ( sizeof (TCPPAKET)); 
datapaket  -> typ_pkt = (char *) op_prg_mem_alloc (10); 
Postup, jak vytvořit paket určité struktury je podrobně popsán v lit [10]. My si nyní 
vytvoříme ještě jeden paket, do kterého budeme vytvořený strukturovaný paket 
zapouzdřovat. Velikost paketu bude např. 1024 bitů: 
send_paket = op_pk_create (1024); 
Proměnná send_paket se definuje v bloku TV, protože jde o dočasnou proměnnou a 
s ukazatelem na jeho adresu: 
Packet*  send_packet; 
 
if (info_pkt == "SENT")  
 { 
 datapaket -> typ_pkt = "FINISH"; 
 op_intrpt_schedule_self (op_sim_time()+0.01, TCP_CLOSE); 
 } 
else if (info_pkt == "CWND") 
 { 
 datapaket -> typ_pkt ="CWND"; 
 datapaket -> cwnd = okno; 
 } 
else 
 { 
 printf("Spojení se navázalo, posílám žádost o data o velikosti 25 MB"); 
 datapaket -> client = 50*8*1024*1024; //požadavek na 50MB  
 datapaket -> typ_pkt = "DATA"; 
 } 
Podmínka slouží na rozlišení jaký paket bude poslán na server. Zda to bude dotaz o 
data, informace o velikosti okna cwnd, anebo klient posílá zprávu o ukončení spojení. Dle 
této podmínky se do proměnné typ_pkt zapíše potřebná informace podle které bude 
server vhodně reagovat. 
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 Když máme vytvořen paket se strukturou a paket s danou velikostí, je potřeba je 
zapouzdřit do jednoho paketu. Následující příkaz zapouzdří paket se strukturou 
(datapaket) do paketu send_paket. Podrobně popsáno v lit [10]. 
op_pk_fd_set (send_paket, 0, OPC_FIELD_TYPE_STRUCT, datapaket, 512, 
 op_prg_mem_copy_create, op_prg_mem_free, sizeof (TCPPAKET)); 
Pole v paketu se strukturou musí být větší nebo rovno velikost paketu, který se do 
něj zapouzdřuje. Funkce je bez návratové hodnoty. Tímto jsme vytvořili paket, který 
můžeme odeslat na server. Pro odeslání paketu použijeme opět OM funkci: 
tcp_data_send (tcp_app_handle, ssend_packet); 
Vstupními parametry funkce jsou tcp_app_handle, který určuje, které aplikaci 
odpovídají odesílaná data a druhý parametr je paket, který chceme odeslat. Před 
opuštěním sekce send do ní vložíme ještě jednu funkci, kterou vrstvě tcp oznámíme, že 
jsme připraveny přijmout data: 
tcp_receive_command_send (tcp_app_handle, 1); 
Funkce je bez návratové hodnoty a vstupní argumenty jsou opět pro identifikaci 
spojení tcp_app_handle a dále počet paketů, které je aplikace schopna přijmout. 
stav receive 
Aplikace v tomto stavu přijímá pakety ze serveru. Přijatý paket potřebujeme pro 
vytvoření statistik a pro možnost reakce klienta na informace, které paket nese. Pro práci 
s paketem jej musíme získat z přerušení a načíst ho do informace data z přerušení do 
paketu.  
// Získání ICI z přerušení 
ici_ptr = op_intrpt_ici(); 
// Načítání paketu 
recv_paket = op_pk_get (op_intrpt_strm () );  
Proměnná ici_ptr je ukazatel na adresu typu ICI a paket recv_paket je definován 
stejně jako předchozí proměnná typu paket. 
Pro získáni paketu s předdefinovanou strukturou použijeme funkci: 
op_pk_fd_get (recv_paket, 0 , &datapaket);  
První parametr udává paket, z kterého chceme získat strukturu, a druhý parametr 
identifikuje kterou strukturu chceme získat. Ten je tu v případě, že bychom najednou 
přenášeli více struktur. A poslední parametr je kam se daná struktura uloží. Pokud již 
máme strukturu, potřebujeme ještě zjistit jaký paket jsme přijali. Zda je to paket nesoucí 
data a klient čeká na přijetí dalších, nebo se přijal poslední paket a klient ukončí spojení. 
K tomu potřebujeme alokovat paměť pro proměnnou kam se uloží informace, kterou nese 
paket o dané struktuře v poli typ_pkt.  
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 info_pkt = (char *) op_prg_mem_alloc (10); 
info_pkt = datapaket -> typ_pkt;   
Podle informace, kterou paket nese v poli typ_pkt, se rozhodne, zda klient bude 
čekat na další paket, nebo pošle paket, ve kterém serveru oznámí, že ukončuje spojení. 
if (info_pkt == "SENT") 
 { 
 op_intrpt_schedule_self( op_sim_time(), PK_SEND); 
 printf("Přišel poslední paket od serveru \n"); 
 }  
else 
{ 
printf("Dorazil další paket o velikosti %d \n", datapaket -> server); 
tcp_receive_command_send (tcp_app_handle, 1); 
} 
Z přijatých paketů získáme informace pro vytvoření statistik. Statistiky, které 
budeme sledovat jsou: 
• Zpoždění přijetých paketů. 
• Velikost přijatých dat 
• Velikost přijatých dat za vteřinu 
• Počet přijatých paketů 
• Počet přijatých paketů za vteřinu 
Pro nastavení statistiky je potřeba provézt několik kroků. Zaregistrovat statistiky v 
tabulce Interfaces  Local Statistik, pro statistiky, které budou lokální pro náš uzel 
(aplikaci). Dále je potřeba si registrovat proměnnou typu Stathandle, do které si budeme 
ukládat statistiky a inicializaci provedeme ve stavu init pomocí funkce op_stat_reg. A 
nakonec ve stavu receive použijeme funkci op_stat_write pro zapisování hodnot do 
statistiky. Podrobné popsání nastavení statistik i s vysvětlením funkcí, lze nalézt v lit [10], 
proto si je zde nebudeme podrobně vypisovat. 
→
 
Obr. 23 Tabulka sledovaných lokálních statistik 
Ze statistik nás v tomto stavu bude nejvíce zajímat hodnota zpoždění „End-to End 
Delay“, kterou použijeme pro nastavení atributu „Maximum ACK Segments“ a přímo 
úměrně ovlivní i velikost okénka cwnd. Pokud zpoždění paketu bude větší než určitá námi 
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 zvolená hodnota, pošle se zpráva na server o navýšení atributu o jedna a zároveň se 
zvýší hodnota i na samotné aplikaci. Navýšení atributu bude trvat po dobu, dokud se 
zpoždění nedostane pod zvolenou hodnotu zpoždění. Pokud zpoždění nabude 
přijatelných hodnot, zmenší se velikost atributu na určitou výchozí velikost, v našem 
případě na hodnotu tři. 
if (ete_delay >= 0.01) 
 { 
 info_pkt = "CWND"; 
 okno += 1; 
 op_ima_obj_attr_set (tcp_prmtr_id, "Maximum ACK Segments", okno); 
 op_intrpt_schedule_self (op_sim_time(), PK_SEND); 
 } 
else if (ete_delay < 0.01 && okno <4) 
 { 
 } 
else if (ete_delay < 0.01 && okno >= 4) 
 { 
 okno = 3; 
 info_pkt = "CWND"; 
 op_ima_obj_attr_set (tcp_prmtr_id, "Maximum ACK Segments", okno); 
 op_intrpt_schedule_self (op_sim_time(), PK_SEND); 
 } 
Před opuštěním stavu ještě zničíme vytvořené pakety a ICI rozhraní: 
op_pk_destroy (recv_paket); 
op_ici_destroy (op_intrpt_ici ());  
Potvrzení přeneseného TCP segmentu řeší uzel tcp sám, tzn. že z pohledu aplikace 
se o to nemusíme starat. Tzn., že aplikace předá data nižší vrstvě, která jí poskytuje určité 
služby. V případě protokolu TCP je to garance spolehlivého doručení segmentů ve 
správném pořadí. 
4.1.5 stav close 
Po odeslání paketu serveru nesoucího informaci o ukončení spojení, nastane u 
klienta vlastní přerušení s hodnotu TCP_CLOSE a klient projde do posledního ze stavů, do 
stavu close. Tento stav má za úlohu jen jednu funkci, ukončit spojení se serverem. Pro 
uzavření spojení použijeme další funkci poskytovanou knihovnou tcp_api_v3: 
tcp_connection_close(tcp_handle); 
Tato funkce sama uzavře spojení. Vstupním argumentem je proměnná, kterou nám 
vrátila funkce při registraci aplikace. 
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 1.4 Server 
Stanice server má stejné stavy jako klientská stanice. Funkce pro komunikaci s 
uzlem tcp jsou téměř stejné: Budou zde tedy popsány pouze odlišnosti od klientské 
aplikace. Stavový proces aplikace typu server je zobrazen na Obr. 24. 
 
Obr. 24 Stavový proces aplikace typu server 
4.1.6 Stav init 
Ve stavu init je oproti klientské aplikace v tabulce vynechám čas ukončení spojení, 
protože spojení se ukončí až když se přenesou data. Tento čas záleží na rychlosti 
přenášených dat, na velikosti datových jednotek, které jsou přenášeny. To tedy znamená, 
že dopředu ho není možné určit. Čas navázání spojení musí mít menší hodnotu než čas 
na aktivní straně, na pasivní straně se tedy musí otevřít spojení dřív. Je to proto, aby 
server před příchodem paketu od klienta byl již ve stavu naslouchání a odpověděl na 
příchozí žádost o navázání spojení. 
4.1.7 Stav open 
Ve funkci tcp_connection_open() je změna v příkaze command. Zde zadáme příkaz 
TCPC_COMMAND_OPEN_PASSIVE, tedy server naslouchá, zda někdo nežádá o spojení. 
Pro příjem dat zapíšeme na výstupu již několikrát zmiňovanou funkci pro příjem dat: 
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 tcp_receive_command_send (tcp_app_handle, 1); 
Poté projde do stavu data, který je opět prázdný a do jednotlivých stavů prochází po 
splnění daných podmínek přechodu. 
4.1.8 Stav receive 
Po přijetí paketu a splnění podmínky přijetí paketu ze streamu, projde do stavu 
receive. Z přerušení získáme paket, z kterého potřebujeme zjistit jakou informaci paket 
nese. 
recv_paket = op_pk_get ( op_intrpt_strm() ); 
op_pk_fd_get (recv_paket, 0, &datapaket); 
i 
nfo_pkt = (char *) op_prg_mem_alloc (10); 
info_pkt = datapaket->typ_pkt; 
Na základě získané informace provede server jednu z následujících možností: 
zahájí odesílání paketů o dané velikosti, nastaví parametr „Maximum ACK Segment“ dle 
přijaté hodnoty, nebo projde zpět do stavu data po přijetí zprávy o ukončení spojení. 
if (info_pkt == "DATA") 
 { 
 data = datapaket ->client; 
 printf ("Žádost na server o data velikosti %d\n", data); // Debug info 
 op_intrpt_schedule_self (op_sim_time (), PK_SEND); 
 } 
 
else if (info_pkt == "FINISH") 
 { 
 printf ("Client -> That`s all, thanks \n"); 
 } 
else if (info_pkt == "CWND") 
 { 
 okno = datapaket->cwnd; 
 printf ("Server -> okno ma velikost %d \n", okno); 
 op_ima_obj_attr_set (tcp_prmtr_id, "Maximum ACK Segments", okno); 
Nová proměnná typu data slouží k uložení hodnoty od klienta. Je to hodnota 
velikosti dat, o které klient žádá. Na konec ještě přidáme funkci, že aplikace je schopna 
opět přijmout data. 
4.1.9 Stav send 
Velikost odesílaných paketů bude náhodná veličina s normálním rozdělením, jehož 
parametry jsou µ = 1,12x104 a σ2 = 800, takže velikost paketu bude přibližně 1,4KB s 
rozptylem 100 bajtů. Pro načtení distribuční funkce má OPNET následující vlastní funkci: 
pk_size_distptr = op_dist_load ("normal", 11200 ,800 ); 
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 Načtení distribuční funkce do proměnné si provedeme ve stavu init, kde jsou i 
ostatní inicializační parametry. Funkce vrací ukazatel na paměť, která je typu Distribution 
a proměnnou si definujeme tímto typem v bloku SV. Paket, který bude zodpovídat 
velikosti normálního rozložení, který jsme si před chvílí definovali, se vytvoří příkazy: 
pksize = op_dist_outcome (pk_size_distptr); 
send_paket = op_pk_create (pksize); 
Odesílání paketů trvá do doby, dokud se neodešlou všechna data. Do paketu 
send_data je zapouzdřen i paket se strukturou, který nese informace pro klienta. 
Rychlost odesílání paketů, tj. čas mezi dvěma po sobě odeslanými pakety je 
náhodná veličina s exponenciálním rozdělením. Funkce zaručuje náhodné odesílání 
paketů a tím i jejich potvrzování, kdy může být potvrzen pouze jeden paket nebo i několik 
najednou. Počet potvrzených paketů záleží na vypršení časovače uzlu tcp protější straně 
a počtu paketů, které do té doby uzel přijme. 
op_intrpt_schedule_self (op_sim_time() + op_dist_exponential (0.05), 
PK_SEND); 
Po zapouzdření paketu následuje jeho odeslání, které si ale nyní zkusíme trochu 
odlišně. Tentokrát paket odešleme přes nově vytvořené ICI rozhraní. Oba způsoby jsou si 
rovnocenné, zde ale ICI rozhraní musíme vytvořit sami, neudělá to za nás předdefinovaná 
funkce. Pokud už máme vytvořen paket k odeslání, zůstává už jen nastavit hodnoty pro 
ICI. Aby jsme věděli jaké hodnoty jsou vyžadovány, je potřeba si prohlédnout soubor, 
„cp_command_v3.ic.m“, který se nachází mezi základními modely OM v adresáři tcp. 
Nejdřív musíme vytvořit formát ICI přerušení a následně k němu přiřadit hodnoty pro 
atributy: conn_id, strm_index, rem_addr, rem_port, local_port. Všechny hodnoty jsou 
známé. Při nastavování je potřeba zadat přesný název položky, rozlišují se i malá a velká 
písmena: Kód pro odeslání paketu vypadá: 
//Vytvoření nového ICI rozhraní 
ici_ptr = op_ici_create ("tcp_command_v3"); 
 
// Nastaveni parametru ICI 
op_ici_attr_set (ici_ptr, "conn_id", connecti_id);  //Číslo tcp spojení 
op_ici_attr_set (ici_ptr, "strm_index", 2);  //Hodnota odchozího streamu 
op_ici_attr_set (ici_ptr, "local_port", loc_port); // Lokální port serveru 
op_ici_attr_set (ici_ptr, "rem_addr", rem_addr); // Vzdálená IP adresa klienta 
op_ici_attr_set (ici_ptr, "rem_port", rem_port); // Vzdálený port klienta 
 
//Instalace ICI 
op_ici_install (ici_ptr); 
Nyní máme nastavené parametry ICI rozhraní. Proběhla i jeho instalace, která ho 
automaticky přičlení k odcházejícímu naplánovanému přerušení. K tomuto přerušení 
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 dojde po zapsání funkce, která předá daný paket do výstupního streamu. Číslo streamu 
udává druhý argument funkce: 
op_pk_send(send_paket, TCPSTRM_OUT); 
Ukončení spojení nastane, když server obdrží od tcp uzlu příznak pro ukončení 
spojení. Po tomto přerušení projde do stavu close a stejně jako klient požádá tcp o 
ukončení spojení. 
Nyní máme vytvořené obě aplikace. Aby jsme při simulaci mohli sledovat některé 
vlastnosti TCP protokolu, nastavíme dvě jeho parametry. Jde o parametry: 
• Receive Byffer (bytes) →  Default 
• Maximum ACK Segments →  15 
Oba parametry najdeme v Edit Attributes  TCP  TCP Parameters. Prvním 
nastavujeme velikost vyrovnávací paměti pro příjem dat na stanici a druhý je počet 
odeslaných paketů najednou bez čekání na potvrzení. 
→ →
1.5 Simulace 
Posledním krokem, který nám zůstal, je nastavení sledovaných parametrů a 
spuštění simulace. Před samotným spuštěním simulace ještě klikneme na oba síťové 
prvky a vybereme položku „Choose Individual DES Statistics“.Z nabídnutých statistik 
zvolíme: 
• Module Statistics →  klient (server) dle aplikace, u které provádíme výběr 
• Node Statistics →  TCP Connection 
Čas simulace zvolíme dle nastavených parametrů, velikosti přenášených dat a 
rychlosti jejich přenosu. Pro náš přiklad zvolíme simulační čas 35 min. Pro spuštění 
simulace v softwarovém vývojovém prostředí zaškrtneme políčko Execution →  OPNET 
Debugger →  Use OPNET Simulation Debugger (ODB). 
Výsledky měření jsou uvedené v příloze A. Jde o zobrazení statistik, které vyjadřují 
charakter navrženého spojení.  
Graf 1 a Graf 2 zobrazují porovnání počtu přijatých dat na transportní vrstvě a 
velikost předaných dat aplikaci. Rozdíl mezi nimi je způsoben, zapouzdřováním dat na 
transportní vrstvě, kdy k datům z aplikační vrstvy je ještě přidána hlavička protokolu TCP, 
která je dlouhá 20 bajtů. Tento rozdíl je citelněji vidět na straně serveru, na který se 
posílali pouze řídící pakety, který měli v simulačním modely o řád menší velikost než 
pakety, které nesly data. 
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 Okénko cwnd uvedené v grafe1 nemá standardní tvar pily. Jde totiž o vlastní 
implementace mechanizmů jak měnit jeho velikost. Velikost okna se mění dle zpoždění 
přijatých paketů a jejich odesílání je řízeno funkcí exponenciální pravděpodobnosti, ne 
podle aktuálně volné kapacity linky a mechanizmů řízení zahlcení. 
V grafe 3 je porovnávána změna velikost okénka cwnd, které je přímo úměrné 
velikosti celkového zpoždění, jakou paket dorazil ke klientské aplikaci. Tuto přímou 
úměrnost je nejlépe vidět v místech, kde je velká změna velikosti okénka cwnd. Změna 
velikosti cwnd oproti změně zpoždění přijatého paketu je posunuta. Je to způsobené 
zpožděním, které v sobě zahrnuje: vytvoření nového paketu, přenos paketu po síti a 
zpracování přijatého paketu, který nese informaci o změně okénka cwnd. 
Graf 4 ukazuje okno flight size, které zobrazuje počet odeslaných paketů. které v 
daném čase nebyly ještě potvrzeny. Podle velikosti tohoto atributu, se měnila i velikost 
cwnd. 
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 5 Závěr 
Uspořádání klient-server, které jsem použil ve svém simulačním modelu, 
představuje tradiční architekturu aplikací s velkým počtem klientů, kteří se přihlašují k 
jednomu serveru a posílají mu své požadavky. Server se typicky chová tak, že provede 
požadovanou operaci a výsledek pošle zpět klientům, kteří s ním naloží dle svého 
vlastního uvážení. 
V dnešním Internetu je ještě stále většina dat přenášena po síti protokolem TCP. 
Tento v sobě implementuje vlastní mechanizmy kontrolující tok vysílaných dat. Pro 
síťového administrátora je vhodné znát tyto mechanizmy a taktéž vědět, jak spolupracují s 
metodami na řízení a omezení provozu. 
Cílem této práce bylo prostudování možnosti implementace aplikačního protokolu v 
simulačním prostředí OPNET Modeler (OM) s předpokladem, že tento aplikační protokol 
bude pro komunikaci na transportní vrstvě využívat protokol TCP. 
Pomocí získaných vědomostí v teoretické části, jsem v prostředí OM vytvořil 
simulační model dvou aplikací, které komunikují pomocí protokolu TCP. Výsledkem 
simulací jsou statistiky, které odzrcadlují chování daného síťového prvku. Tyto statistiky 
se dále vykreslují do grafů, které nám umožňují lépe pochopit vlastnosti protokolu TCP a 
parametry přenosu. Výsledky mé práce by měly do budoucna pomoci při vytváření dalších 
modelů v simulačním prostředí OM. 
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B Digitální příloha 
B.1 CD s funkčním modelem komunikace 
Přiložený CD disk obsahuje: 
• Diplomovou práci – DP.pdf 
• Funkční simulační model v OPNET Modeleri – adresář OM model 
• Informační soubor – metadata.pdf 
 
 
 
