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Electrochemical definitions
Battery Basics
• Principle of operation of an electric battery An electric battery converts
stored chemical energy into electrical energy. This conversion is reversible and
can be performed multiple times for secondary batteries, whereas primary batteries
cannot be reliably recharged since their chemical reactions are not easily reversible.
In this study, we are interested in secondary batteries. For simplicity sake, here-
after the term “battery” designates a “secondary battery”. A battery generally
consists of three primary parts: two terminals, called electrodes, electrically con-
nected through a substance, called electrolyte, allowing ions to move between the
electrodes. The operation of a battery is based on two types of chemical reactions,
namely reduction and oxidation, commonly referred to as redox reactions. During
the battery charge, an oxidation reaction occurs at the positive electrode, as the
active material releases electrons. On the other side, a reduction reaction occurs
at the negative electrode, as the active material gains electrons. During the bat-
tery discharge, electrodes switch roles: the positive electrode is reduced, and the
negative one is oxidized. The released and gained electrons generate current in
the external circuit, which flows from the negative to the positive electrode during
charge, and in the opposite direction during discharge (cf. Figure 1).
• Cell, module, and pack - Cellule, module et pack - A cell is a single unit
performing the functions of the battery. A module is formed by connecting several
cells in series and/or in parallel. A pack is formed by connecting several modules
in series and/or in parallel.
• Amount of charge, expressed in Ampere-hour (Ah) - Quantite´ de charge - The
integrated current that can be removed from the battery in a time period:
Q =
∫ t2
t1
I(t) dt.
• Charge/Discharge current rate nC - Re´gime de courant de charge/de´charge
- An expression of the speed according to which a battery is charged/discharged.
xv
Electrochemical definitions xvi
ElectrolyteSeparator
Discharge Charge
Ma
Maz+
ze−
+
Ma
Maz+
ze−
+
Charger
Positive electrode Negative electrode
current current
Maz+
Figure 1: Illustration of battery components and operation: Ma designates an active
material, Maz+ an ion with positif charge (cation), and e− an electron
The charge/discharge time is inversely proportional to the current value. Let us
consider a battery with nominal capacity equal to 15Ah. A 1C rate means that
the battery can provide a current of 15A for 1h. However, a C/2 rate means that
the battery can provide, theoretically, a current of 7.5A for 2h.
• Charge/Discharge power rate nE - Re´gime de puissance de charge/de´charge -
Similarly to a current rate, a power rate describes the discharge power. A 1E rate
is the discharge power to completely discharge a fully charged battery in 1h.
Battery Technical Specifications
This section provides definitions of some specifications found in battery technical sheets.
• Nominal capacity, expressed in Ah - Capacite´ nominale - The maximum amount
of charge that a new and fully charged battery can provide under a nominal dis-
charge regime.
• Nominal charge/discharge regime - Re´gime de charge/de´charge nominale -
The set of charge/discharge conditions specified by the manufacturer for which
the nominal capacity of a new battery is equal to its actual capacity: ambient
temperature (generally equal to 25◦C) and current rate (generally equal to C/2).
• Nominal voltage, expressed in Volts (V) - Tension nominale - For a constant
discharge current, it is the voltage reported on the largest part of the discharge
curve (generally when the state of charge belongs to [20%, 80%]).
Electrochemical definitions xvii
• Float voltage, expressed in V - Tension flottante - The maximum allowed voltage
at which the battery is maintained after a complete charge (SoC = 100%) until
the current becomes close to zero, thus guaranteeing efficient charge.
• Cut-off voltage, expressed in V - Tension minimale - The minimum allowed
voltage for which the battery is considered as “empty”.
• Cycle - Cycle - A complete discharge of a fully charged battery followed by a
complete charge.
• Life cycle - Cycle de vie - The number of cycles that the battery can perform while
meeting specific performance criteria. It is determined for specific charge/discharge
conditions.
• Impedance - Impedance - The opposition exhibited by a battery to an alternative
current (AC) of a specific frequency. It consists of resistance (expressed in Ω),
inductance (expressed in Henry, H), and capacitance (expressed in Faraday, F ).
It corresponds to the response of the battery to an excitation of a small amplitude.
• Resistance, expressed in Ω - Re´sistance - The opposition exhibited by a battery
to a direct current (DC).
Battery Condition
This section provides definitions of some variables used to describe the actual conditions
of a battery.
• Remaining capacity, expressed in Ah - Capacite´ disponible - The amount of
charge that a battery can provide under specific discharge conditions before be-
coming “empty”.
• Actual capacity, expressed in Ah - Capacite´ re´elle - The maximum amount of
charge that a fully charged battery can provide under specific discharge conditions.
It depends, amongst other factors, on the usage history of the battery and the
discharge conditions.
• State of Charge (SoC), expressed in % - E´tat de charge - The ratio between
remaining and actual capacities.
• State of Health (SoH), expressed in % - E´tat de sante´ - The ratio between the
maximum amount of charge that a fully charged battery can provide under its
nominal discharge regime, and its nominal capacity.
• Open Circuit Voltage (OCV), expressed in V - Tension a` vide - The battery
voltage when no load is applied (I = 0A). An accurate measurement requires a
long rest period (' 30 min).
Electrochemical definitions xviii
• Coulombic efficiency - Rendement faradique - The ratio of the amount of charge
that exits the battery during the discharging cycle over the one entering it during
the charging cycle. The losses that reduce Coulombic efficiency are primarily
due to secondary reactions. It depends, amongst other factors, on the ambient
temperature, the current rate, and the state of health of the battery.
• Active power, expressed in Watt W - Puissance active - The active power aver-
aged over a period of time is given by
Pactive =
1
t2 − t1
∫ t2
t1
Vt · It dt,
where Vt is the battery voltage and It is the current that flows into the battery.
• Self-discharge - Auto-de´charge - During the rest period, secondary reactions lead
to current leakages and therefore reduce the remaining capacity. The self-discharge
depends primarily on the ambient temperature, the rest period, and the state of
charge and health of the battery.
• Battery autonomy - Autonomie d’une batterie - The time for which the battery
will support a load before becoming “empty”. It depends, amongst other factors,
on the load, the SoC and SoH of the battery, and the ambient temperature.
Chapitre 1
Introduction
1.1 Contexte et proble´matique
Les batteries e´lectriques jouent un roˆle important dans la transition e´nerge´tique que
nous vivons actuellement. Elles sont utilise´es dans des applications stationnaires comme
le stockage de l’e´nergie solaire pour lutter contre la rare´faction des e´nergies fossiles, ainsi
que dans des applications temps re´el comme les ve´hicules e´lectriques pour lutter contre
la pollution.
Une indication pre´cise de l’e´tat de charge d’une batterie (State of Charge – SoC ) per-
met de garantir une utilisation suˆre de la batterie en e´vitant une surcharge ou une
surde´charge pouvant l’endommager. Cette indication est e´galement indispensable pour
calculer l’e´nergie disponible de la batterie ainsi que son autonomie. Cela est parti-
culie`rement important pour des applications cruciales comme les ve´hicules e´lectriques.
Cependant, la batterie e´tant un syste`me e´lectrochimique complexe, ni son SoC ni sa
capacite´ disponible ne peuvent eˆtre mesure´s directement par un capteur. De plus, la dy-
namique de la batterie de´pend non seulement de ses caracte´ristiques internes, comme sa
composition chimique et son e´tat de sante´, mais aussi de ses conditions d’usage, souvent
non controˆlables, comme la tempe´rature ambiante et le profil de courant (qui caracte´rise
le type de conduite, la de´nivellation de la route, etc.) (cf. Figure 1.1). Cela rend difficile
la conception d’un estimateur fiable du SoC, notamment pour des applications temps
re´el. En effet, deux principales contraintes limitent les performances d’un estimateur
temps re´el du SoC : la puissance de calcul limite´e du syste`me de controˆle de la batterie
(Battery Management System - BMS ) et le changement ale´atoire des conditions d’usage
externes de la batterie.
De nombreuses e´tudes ont cherche´ a` obtenir une estimation fiable du SoC. Nous les
classifions en quatre cate´gories :
1
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Figure 1.1: Variation de la capacite´ re´elle d’une batterie e´lectrique en fonction de la
tempe´rature ambiante et la vitesse de de´charge
1. Les me´thodes base´es sur une relation directe entre le SoC et une quantite´ physique
telle que la tension a` vide ou l’impe´dance interne de la batterie. Cette relation
est souvent de´crite par une table de correspondance ou un mode`le de re´gression
comme dans Huet [1998] et Peled et al. [1988]. Ce type de me´thodes est simple a`
imple´menter et fournit une indication pre´cise du SoC. Cependant, l’utilisation en
ligne de ces me´thodes est tre`s limite´e. En effet, les quantite´s physiques utilise´es ici
en entre´e ne peuvent pas eˆtre mesure´es en ligne.
2. Les me´thodes base´es sur la mode´lisation e´lectrochimique de la dynamique de la
batterie permettant, par exemple, de mode´liser la diffusion des particules entre les
deux e´lectrodes de la batterie comme dans Di Domenico et al. [2008] et Pop et al.
[2006]. Ces me´thodes permettent de suivre de pre`s la dynamique de la batterie.
Cependant, le calibrage du mode`le ne´cessite un acce`s a` des parame`tres de bas ni-
veau (par exemple la constante de diffusion temporelle des ions dans l’e´lectrolyte),
ce qui peut eˆtre complique´, notamment dans un pack de batteries.
3. Les me´thodes base´es sur la mode´lisation physique de la dynamique de la batterie,
dont l’une des plus utilise´es est la me´thode coulome´trique, dite aussi de comptage
d’ampe`re-heure (Ampere-hour counting - Ah-counting) (Ng et al. [2009], Wang
et al. [2007]). Celle-ci consiste a` faire une somme ponde´re´e du courant entrant et
sortant de la batterie. Toutefois, cette me´thode pre´sente de nombreuses limites : le
cumul de l’erreur du capteur de courant, la variation de la capacite´ de la batterie,
etc. D’autres me´thodes physiques sont base´es sur la mode´lisation de la batterie
par un circuit e´lectrique e´quivalent. Leur principe est soit d’estimer la tension a`
vide et par la suite utiliser des me´thodes de la premie`re cate´gorie pour calculer
le SoC (Hirai et al. [2008], Moo et al. [2007], Pang et al. [2001]), soit d’estimer
la tension de la batterie et de la comparer avec la tension mesure´e afin d’ajuster
le SoC coulome´trique par un syste`me a` boucle ferme´e, comme le controˆleur ou le
filtre de Kalman (Codeca et al. [2008], Plett [2004]). Ces me´thodes tiennent compte
de l’erreur des capteurs et sont simples a` inte´grer dans le BMS afin d’indiquer le
SoC en temps re´el.
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4. Les me´thodes base´es sur l’apprentissage statistique d’un mode`le de re´gression,
comme les re´seaux de neurones (Artificial Neural Network - ANN ), les machines a`
vecteurs de support (Support Vector Machine - SVM ) et les mode`les autore´gressifs
et moyenne mobile (Autoregressive moving average models - ARMA) (Affanni et al.
[2003], Bo et al. [2008], Hansen and Wang [2005], Shen [2010]). Le principe de ces
me´thodes est d’estimer les parame`tres d’un mode`le de re´gression pre´de´fini a` partir
d’une base d’apprentissage forme´e de donne´es collecte´es lors des tests de charge
et de de´charge d’une batterie. Ces me´thodes donnent une indication pre´cise du
SoC lorsque les conditions d’usage et les caracte´ristiques internes de la batterie
sont proches de celles de la base d’apprentissage. En revanche, certaines de ces
me´thodes, les SVMs par exemple, ne tiennent pas compte de l’e´volution temporelle
du SoC.
1.2 Motivations
Ces diffe´rentes me´thodes de´crites ne tiennent pas compte de la variabilite´ de la dyna-
mique de la batterie de´pendante de ses caracte´ristiques internes et de ses conditions
d’usage souvent non controˆlables. Des ame´liorations ont e´te´ introduites afin de per-
mettre aux mode`les de SoC de s’adapter a` cette variabilite´. En effet, les parame`tres
d’un mode`le de SoC peuvent eˆtre identifie´s pour plusieurs tempe´ratures ambiantes et
SoCs comme dans Hirai et al. [2008]. Ils peuvent e´galement eˆtre inte´gre´s dans le vecteur
d’e´tat du filtre de Kalman comme dans Pang et al. [2001]. La variabilite´ peut eˆtre aussi
repre´sente´e par un mode`le de re´gression entre les parame`tres et la tempe´rature ambiante
comme dans Plett [2004]. Ne´anmoins, ces solutions ne tiennent pas compte des limita-
tions de ressources disponibles dans des applications temps re´el et/ou ne peuvent pas
eˆtre ge´ne´ralise´es pour des configurations inconnues de la dynamique de la batterie lors
de la phase d’apprentissage du mode`le.
1.3 Objectifs de la the`se
Dans cette the`se, nous cherchons a` re´aliser une mode´lisation statistique du SoC a` partir
des mesures instantane´es de courant It et de tension Ut.
L’objectif est d’obtenir un mode`le statistique ge´ne´rique tenant compte des erreurs de
capteurs de courant et de tension ainsi que de la variabilite´ de la dynamique de la batterie
selon ses conditions d’usage et ses caracte´ristiques internes. Il est e´galement important
que ce mode`le soit adapte´ a` des applications temps re´el et conside`re la capacite´ de calcul
limite´e du BMS. Le SoC e´tant inconnu, nous utiliserons des algorithmes d’apprentissage
adapte´s aux mode`les a` structure latente.
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Enfin, dans le but d’identifier les points forts et les limitations du mode`le de´veloppe´,
nous allons l’appliquer sur des donne´es issues de tests de charge/de´charge de plusieurs
types de batteries et sous diffe´rents conditions d’usage soit controˆlables (tests dans le
laboratoire), soit non controˆlables (roulages re´els d’un ve´hicule e´lectrique).
1.4 De´marche
La de´marche consiste, dans un premier temps, a` analyser les me´thodes existantes d’esti-
mation du SoC, a` identifier leurs avantages et limitations et a` e´valuer leurs performances
pour des applications temps re´el. Dans ce cadre, nous re´alisons une nouvelle classifica-
tion de ces me´thodes base´e sur les types des variables d’entre´e (estime´es et mesure´es),
de mode`le du SoC (physique, chimique et statistique) et de traitement des donne´es (non
re´cursif, re´cursif a` boucle ouverte et re´cursif a` boucle ferme´e).
Dans un deuxie`me temps, nous proposons une mode´lisation statistique du SoC a` partir
de mesures instantane´es de courant et de tension. Cette mode´lisation est base´e sur un
mode`le a` espaces d’e´tats gouverne´ par une chaˆıne de Markov cache´e (Switching Mar-
kov State-Space Model - SMSSM ). En effet, nous conside´rons que la variation ale´atoire
de la dynamique de la batterie et l’e´volution du SoC peuvent eˆtre mode´lise´es par plu-
sieurs mode`les a` espaces d’e´tats line´aires et gaussiens. Cela nous permet de mode´liser
les diffe´rents “re´gimes” de fonctionnement de la batterie.
De´finition 1
Par un re´gime de fonctionnement d’une batterie, nous entendons une relation line´aire
entre la tension, le courant et l’e´tat de charge. E´tant donne´ la nature non-line´aire
d’une relation entre ces trois grandeurs physiques, cette notion de “re´gime” n’a pas
ne´cessairement une signification e´lectrochimique.
Dans le cas des SMSSMs, la commutation entre les re´gimes est indexe´e par une chaˆıne
de Markov. A` chaque instant t, trois variables ale´atoires sont ainsi conside´re´es par cette
mode´lisation :
1. l’e´tat continu inconnu Xt, de´crivant le SoC a` estimer,
2. l’observation Yt, de´crivant la tension mesure´e de la batterie,
3. l’e´tat discret cache´ d’une chaˆıne de Markov St, indexant le re´gime de fonctionne-
ment de la batterie.
Nous conside´rons le courant traversant la batterie comme une entre´e connue, note´e ut.
Un SMSSM de´crit l’e´volution jointe de ces variables par deux e´quations : la premie`re,
dite e´quation de transition, de´crit l’e´volution temporelle de Xt, et la deuxie`me, dite
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Figure 1.2: Phases de conception d’un mode`le de SoC base´ sur les SMSSMs
e´quation d’observation, de´crit l’influence de l’e´tat inconnu Xt sur les observations Yt.
Dans cette e´tude, ces deux e´quations sont obtenues a` partir de mode`les physiques. La
forme ge´ne´rale du mode`le est de´crite de la manie`re suivante :
(St)t≥0 chaˆıne de Markov, avec pΘ1(st |s0:t−1) = pΘ1(st |st−1) (1.1)
Xt = fΘ2(St, Xt−1, ut) (1.2)
Yt = gΘ3(St, Xt, ut), (1.3)
ou` t = 0, 1, . . . , T , Θ = {Θ1, Θ2,Θ3} est l’ensemble des parame`tres du mode`le et f et g
sont des fonctions line´aires.
L’utilisation d’un SMSSM pour estimer le SoC induit quatre proble´matiques essentielles :
la ve´rification de l’identifiabilite´ du mode`le, l’estimation hors ligne de l’ensemble de
parame`tres Θ, l’estimation du nombre ade´quat d’e´tats cache´s de la chaˆıne de Markov
et enfin l’estimation en ligne du SoC. La Figure 1.2 pre´sente un sche´ma re´sumant ces
quatres proble´matiques.
Identifiabilite´ - Un mode`le est dit identifiable lorsque la relation entre l’ensemble des
parame`tres et la vraisemblance est bijective. Un SMSSM n’est pas ne´cessairement iden-
tifiable et ses parame`tres ne peuvent pas eˆtre ainsi estime´s d’une fac¸on unique (Walter
and Lecourtier [1981]).
Dans cette e´tude, nous de´montrons que l’identifiabilite´ ge´ne´rale de l’ensemble des pa-
rame`tres du SMSSM peut eˆtre assure´e en imposant des contraintes simples et naturelles
sur quelques parame`tres du mode`le.
Dans un premier temps, nous supposons que l’ensemble de parame`tres Θ est connu et
nous cherchons a` estimer en ligne Xt.
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Estimation en ligne du SoC - Le jeu de parame`tres estime´s Θ est stocke´ dans le
BMS et utilise´ afin de donner une indication du SoC au cours du fonctionnement de la
batterie. Nous cherchons ainsi a` estimer xt de fac¸on re´cursive a` partir d’une estimation de
xt−1, de la nouvelle observation yt et de la nouvelle entre´e ut. Cependant, une estimation
optimale de Xt, au sens de l’erreur quadratique moyenne, est un proble`me NP-complet
connu (Tugnait [1982]).
Dans cette e´tude, nous utilisons une me´thode de Monte-Carlo pour estimer Xt. Une
e´tude est re´alise´e pour trouver le nombre de particules a` utiliser pour assurer a` la fois une
estimation pre´cise du SoC et tenir compte des limitations des ressources d’un syste`me
embarque´.
Estimation hors ligne des parame`tres du mode`le - Nous conside´rons une base de
donne´es d’apprentissage forme´e d’un jeu d’observations y0:T = {y0, . . . , yT } et d’entre´es
u0:T . Nous cherchons a` estimer l’ensemble de parame`tres du mode`le Θ a` partir de cette
base d’apprentissage par une approche baye´sienne et une approche du type maximum
de vraisemblance.
L’approche baye´sienne conside`re que ces parame`tres sont des variables ale´atoires et
cherche a` minimiser l’erreur quadratique moyenne entre les vrais parame`tres et ceux
estime´s. Nous conside´rons ainsi une connaissance a priori du jeu de parame`tres du
mode`le Θ. Cette approche est motive´e par le fait que le mode`le du SoC propose´ est
base´ sur des e´quations physiques. De ce fait, les parame`tres sont physiquement in-
terpre´tables et nous disposons d’informations a priori. Une solution analytique e´tant
impossible, nous avons recours a` l’e´chantillonneur de Gibbs spe´cialement utilise´ dans le
cadre d’une infe´rence baye´sienne. Ici, la k-e`me ite´ration de l’e´chantillonneur de Gibbs
consiste a` simuler successivement un jeu de parame`tres Θ(k), une se´quence s0:T (k)
des e´tats discrets et une se´quence x0:T (k) des e´tats continus par les lois a posteriori
p(Θ|y0:T , s0:T (k−1), x0:T (k−1)), pΘ(k)(s0:T |y0:T , x0:T (k−1)) et pΘ(k)(x0:T |y0:T , s0:T (k)).
Pour assurer une simulation exacte de Θ, nous choisissons la loi a priori p(Θ) de fac¸on
a` ce que la loi a posteriori p(Θ|y0:T , s0:T , x0:T ) soit une loi conjugue´e de p(Θ). Plusieurs
algorithmes ont e´te´ de´veloppe´s pour tirer efficacement de pΘ(k)(s0:T |y0:T , x0:T (k − 1))
(Carter and Kohn [1994], Chib [1996]) et pΘ(k)(x0:T |y0:T , s0:T (k)) (Carter and Kohn
[1994], De Jong and Shephard [1995], Durbin and Koopman [2002], Fru¨hwirth-Schnatter
[1994]). Toutefois, les deux se´quences latentes s0:T et x0:T sont fortement corre´le´es, ce
qui rend l’exploration de l’espace de parame`tres lente. Une solution consiste a` tirer la
se´quence d’e´tats discrets en ne conside´rant que les observations y0:T (Carter and Kohn
[1996]). Cependant, un tirage selon la loi initiale pΘ(s0:T |y0:T ) e´tant difficile, nous utili-
sons une technique d’e´chantillonnage d’importance pour l’estimer. Cette version modifie´e
d’e´chantillonneur de Gibbs est appele´e un e´chantillonneur de Gibbs particulaire (Andrieu
et al. [2010]). Afin de calibrer cette me´thode, nous re´alisons une e´tude de sensibilite´ base´e
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sur des donne´es simule´es. Plus pre´cise´ment, l’impact du choix de la loi a priori et du
nombre de particules est e´tudie´.
La deuxie`me approche est base´e sur la maximisation de la vraisemblance. Une solution
analytique de l’estimateur de maximum de vraisemblance e´tant impossible, nous utili-
sons l’algorithme EM (Dempster et al. [1977]) particulie`rement adapte´ pour des mode`les
a` structure latente : Rabiner [1989] pour les mode`les de Markov cache´s (Hidden Markov
Model - HMM ) et Shumway and Stoffer [1982] pour les mode`les a` espaces d’e´tats (State
Space Model - SSM ). Cependant, l’algorithme EM repose sur le calcul des espe´rances
conditionnelles EY0:T ,Θ[X0:T ] et EY0:T ,Θ[S0:T ], qui est un proble`me NP complet connu
dans le cas des SMSSMs (Tugnait [1982]). Plus pre´cise´ment, pour un mode`le a` κ e´tats
discrets cache´s et un jeu d’observations y0:T de taille T + 1, l’e´tape E (espe´rance) de
l’algorithme EM ne´cessite une somme sur les κT+1 se´quences possibles de s0:T . Afin de
surmonter cette difficulte´, nous utilisons une version stochastique de l’algorithme EM,
nomme´e Monte-Carlo EM (MCEM). Ainsi, la somme sur les κT+1 se´quences est ap-
proche´e par une me´thode de Monte-Carlo a` partir d’un ensemble de se´quences simule´es.
De plus, les me´thodes du type maximum de vraisemblance peuvent se re´ve´ler inefficace
lorsque le mode`le n’est pas identifiable comme dans le cas des SMSSMs. Pour surmon-
ter cette proble´matique, nous de´veloppons deux variantes pe´nalise´es du MCEM (Tanner
[1996], Wei and Tanner [1990]). La premie`re est pe´nalise´e par les contraintes d’identi-
fiabilite´ trouve´es. Quant a` la deuxie`me, elle est pe´nalise´e par une loi a priori sur les
parame`tres du mode`le (Green [1990]). Afin de calibrer ces deux algorithmes pe´nalise´s,
nous re´alisons une e´tude de´taille´e de leur sensibilite´ en se basant sur des donne´es simule´es.
Plus pre´cise´ment, l’impact de la strate´gie d’initialisation, du nombre de particules et du
choix de la loi a priori est e´tudie´.
Estimation du nombre ade´quat d’e´tats cache´s discrets - Les e´tats cache´s de la
chaˆıne de Markov visent a` mode´liser les diffe´rents re´gimes de la dynamique de la batte-
rie. Cependant, aucune information sur le nombre de ces re´gimes n’est disponible et le
nombre ade´quat d’e´tats cache´s doit eˆtre correctement estime´ afin d’avoir une estimation
pre´cise du SoC. Dans cette e´tude, diffe´rents crite`res de se´lection du mode`le, initialement
base´s sur la vraisemblance pe´nalise´e, sont teste´s : les crite`res d’information d’Akaike
(Akaike information criterion - AIC, Akaike [1998]) et de Bayes (Bayesian information
criterion - BIC, Schwarz [1978]), l’heuristique de pente (slope heuristics criterion - SHC,
Birge´ and Massart [2007]) et la vraisemblance croise´e (cross-validated Likelihood- CVL,
Celeux and Durand [2008]).
Application du mode`le sur des donne´es re´elles - Afin d’e´valuer la robustesse du
mode`le de SoC de´veloppe´, nous utilisons des donne´es collecte´es lors d’expe´rimentations
de charge/de´charge de batteries aux caracte´ristiques internes varie´es et sous diffe´rentes
conditions d’usage. A` cette fin, nous conside´rons trois types de batteries : une cellule
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rechargeable lithium-ion de type S, un module de batteries appele´ “M60” et compose´ de
60 cellules rechargeables lithium-ion de type L et un pack de batteries compose´ de 10
modules “M60” e´quipant un ve´hicule e´lectrique.
Pour chaque type de batteries, nous montrons des re´sultats d’expe´rimentations de char-
ge/de´charge permettant de caracte´riser la variabilite´ du comportement de la batterie en
fonction de ses conditions d’usage externes et de ses caracte´ristiques internes. L’influence
du re´gime de courant, de la tempe´rature ambiante et du SoC sur la capacite´ re´elle, le
rendement faradique, l’OCV et la re´sistance interne est particulie`rement e´tudie´e.
Ensuite, nous appliquons le mode`le sur des donne´es collecte´es lors d’expe´rimentations
de de´charge en laboratoire sous des tempe´ratures ambiantes varie´es et diffe´rents profils
de courant simulant l’usage re´el d’un ve´hicule e´lectrique. Afin d’identifier les avantages
et les limitations du mode`le de SoC propose´, nous conside´rons toutes les combinaisons
possibles d’apprentissage/validation. Dans le cas du pack de batteries, nous validons
le mode`le de SoC en se basant sur des donne´es issues de roulages re´els d’un ve´hicule
e´lectrique.
1.5 Communique´s scientifiques
Ce travail a fait l’objet de quatres publications :
• Articles de revues internationales avec comite´ de lecture
(1) J. Kalawoun, K. Biletska, F. Suard and M. Montaru, From a novel classifica-
tion of the battery state of charge estimators toward a conception of an ideal one,
Journal of Power Sources, volume 279, pages 694-706, April 2015.
(2) J. Kalawoun and P. Pamphile, How to deal with non-linearity using a Swit-
ching Markov State-Space model ?, Computational Statistics and Data Analysis
(submitted).
• Article de confe´rence internationale avec actes et comite´ de lecture
(3) J. Kalawoun, P. Pamphile, G. Celeux, K. Biletska and M. Montaru, Estimation
of the state of charge of an electric battery : Switching Markov State-Space Model,
European Signal Processing Conference’15, Aug 2015, Nice, France, pages 1995-
1999.
• Article de confe´rence nationale avec actes et comite´ de lecture
(4) J. Kalawoun, P. Pamphile and G. Celeux, Identifiability of a Switching Markov
State-Space model, GRETSI’15, Sep 2015, Lyon, France, pp.4.
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1.6 Structure du manuscrit
Le manuscrit est organise´ de la fac¸on suivante. Le Chapitre 2 passe en revue les me´thodes
d’estimation du SoC et pre´sente une nouvelle classification de celles-ci.
Dans le Chapitre 3, nous de´veloppons un nouveau mode`le de SoC base´ sur les SMSSMs,
et nous identifions les contraintes assurant l’identifiabilite´ de ses parame`tres. Pour un
jeu de parame`tres fixe´s, nous pre´sentons une me´thode de Monte-Carlo pour estimer en
ligne xt a` partir d’une estimation de Xt−1, une nouvelle observation yt et une nouvelle
entre´e ut. L’algorithme de´veloppe´ est calibre´ a` partir des donne´es simule´es.
Les Chapitres 4 et 5 sont consacre´s a` l’estimation des parame`tres du mode`le respec-
tivement par une approche baye´sienne et du type de maximum de vraisemblance. Les
algorithmes de´veloppe´s sont calibre´s a` partir des donne´es simule´es.
Dans le Chapitre 6, nous pre´sentons les re´sultats the´oriques de quatres crite`res de
se´lection de mode`le, soit AIC, BIC, SHC et CVL. En se basant sur des donne´es simule´es,
nous testons ensuite leur capacite´ a` estimer le vrai nombre d’e´tats cache´s discrets.
Dans le Chapitre 7, le mode`le de SoC est mis en oeuvre pour des donne´es re´elles de
charge/de´charge de diffe´rents types de batteries (cellules, modules et packs) : estimation
des parame`tres inconnus et du nombre d’e´tats discrets cache´s. La sensibilite´ du choix de
la base d’apprentissage sur les performances du mode`le est particulie`rement e´tudie´e.
Le Chapitre 8 de conclusion et perspectives e´voque en particulier les limitations du
mode`le et la possibilite´ d’adapter automatiquement ses parame`tres au cours du fonc-
tionnement de la batterie a` travers des techniques d’apprentissage en ligne.
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Chapter 2
Overview and classification of the
methods of estimation of the state
of charge of an electric battery∗
Ce chapitre passe en revue les me´thodes d’estimation de SoC propose´es dans la
litte´rature et discute leurs avantages et inconve´nients en termes de leurs performances
pour des applications temps re´el. Dans ce contexte, nous de´veloppons une nouvelle clas-
sification de ces me´thodes base´e sur trois caracte´ristiques (cf. Figure 2.1) :
Le type d’entre´e - Nous distinguons trois types de variables d’entre´e : mesurables
en temps re´el comme le courant et la tension, non mesurables en temps re´el comme
la tension a` vide et l’impe´dance d’une batterie et estime´es par un mode`le physique,
e´lectrochimique ou statistique qui peut eˆtre a` la fois mesurable ou non mesurable en
temps re´el ;
Le type de mode`le de SoC - Nous distinguons quatre types de mode`le de
SoC : tables de correspondance, mode`le physique comme l’e´quation coulome´trique et la
mode´lisation de la batterie par un circuit e´lectrique e´quivalent, mode`le e´lectrochimique
comme la mode´lisation de la diffusion des particules actives entre les deux e´lectrodes et
mode`le statistique comme les ANN et les SVM.
La proce´dure d’estimation du SoC - Trois proce´dures d’estimation de SoC sont
conside´re´es : non re´cursive ou` le SoC a` l’instant t est estime´ a` partir des mesures de
l’entre´e a` l’instant t uniquement, re´cursive a` boucle ouverte ou` le SoC a` l’instant t est
estime´ a` partir du SoC a` l’instant t−1 et re´cursive a` boucle ferme´e ou` le SoC a` l’instant
∗The English sections of this chapter are already published in Journal of Power Sources (Kalawoun
et al. [2015a]).
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t est estime´ a` partir du SoC a` l’instant t− 1 et ajuste´ par la suite a` partir d’une autre
variable observe´e comme dans le cas d’un filtre de Kalman.
Cette classification nous a permis d’identifier des pistes encore inexplore´es dans le do-
maine de l’estimation du SoC ainsi que des me´thodes qui peuvent eˆtre ame´liore´es pour
obtenir un estimateur “ide´al”. Nous appelons un mode`le de SoC “ide´al” lorsqu’il per-
met d’estimer pre´cise´ment le SoC, inde´pendamment des caracte´ristiques internes de la
batterie et de ses conditions d’usage externes. Cette estimation doit aussi pouvoir eˆtre
re´alise´e en temps re´el par un BMS embarque´.
Toutefois, les caracte´ristiques d’un mode`le ide´al de´pendent de l’objectif, du contexte
d’utilisation de la batterie et meˆme des spe´cifications du BMS. Premie`rement, un mode`le
ide´al doit eˆtre pre´cis, en particulier lorsque le SoC est proche de 0% et de 100% pour
e´viter une surcharge ou une sousde´charge pouvant endommager la batterie. De plus,
il doit fournir une indication line´aire du SoC en e´vitant tout changement brutale de
cette indication afin que l’utilisateur ait confiance en la pre´diction de l’autonomie de
la batterie. Deuxie`mement, un mode`le ide´al doit eˆtre robuste a` l’erreur des capteurs,
particulie`rement dans le cas des produits commerciaux comme les ve´hicules e´lectriques.
En effet, plus le capteur de courant est pre´cis, plus il est couˆteux. De ce fait, tenir
compte de son impre´cision par le mode`le SoC diminue le couˆt de fabrication d’un
ve´hicule e´lectrique. Cependant pour les expe´riences dans un laboratoire, les capteurs
sont ge´ne´ralement tre`s pre´cis et les erreurs des capteurs peuvent ne pas eˆtre conside´re´es.
Troisie`mement, un mode`le ide´al doit estimer le SoC dans des applications temps re´el.
Dans ce contexte, la batterie est souvent partiellement charge´e, et les points de re´fe´rence
assurant le calibrage du SoC sont rarement disponibles. En plus, l’estimation du SoC
d’un pack batteries, souvent utilise´ dans des contextes re´els, induit une complexite´
supple´mentaire due a` l’he´te´roge´ne´ite´ des cellules formant le pack (Zheng et al. [2013]). Le
temps d’affichage et de calcul de SoC est e´galement un facteur important dans les appli-
cations temps re´el. Par exemple, dans le cas des te´le´phones mobiles ou des PC portables
la variation du SoC est moins rapide que celle dans le cas d’un ve´hicule e´lectrique. De
ce fait, l’algorithme d’estimation de SoC doit eˆtre plus rapide pour les applications dans
lesquelles le SoC change vite. Quatrie`mement, un mode`le ide´al doit tenir compte de la
capacite´ de calcul du BMS. Enfin, il doit conside´rer l’influence des conditions d’usage
sur le comportement de la batterie. Ses parame`tres doivent s’adapter au cours du fonc-
tionnement de la batterie pour suivre le changement de sa dynamique. Il doit e´galement
eˆtre capable d’alerter l’utilisateur lorsqu’il s’ave`re non pre´cis et que l’apprentissage d’un
nouveau mode`le est indispensable.
Nous e´tudions toutes les me´thodes d’estimation de SoC a` travers le prisme de deux
principaux de´fis : la conception d’un mode`le pour estimer le SoC en tenant compte de
la variabilite´ de la dynamique de la batterie, et l’estimation des parame`tres inconnus de
ce mode`le.
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Au sein de la batterie, de nombreuses re´actions e´lectrochimiques se superposent et com-
pliquent la mode´lisation de la variabilite´ de sa dynamique et donc une mode´lisation
pre´cise du SoC.
Un mode`le de SoC peut eˆtre estime´ comme le rapport entre le nombre de particules
actives dans l’anode et le nombre maximal que peut contenir celui-ci. Cette estimation
est initialement base´e sur une mode´lisation des re´actions e´lectrochimiques. Ces re´actions
sont couramment e´tudie´es a` partir du phe´nome`ne de diffusion des particules actives entre
les deux e´lectrodes comme dans Di Domenico et al. [2008], Pop et al. [2006]. Le compor-
tement de la batterie est ainsi de´crit par un syste`me d’e´quations diffe´rentielles faisant
intervenir des constantes e´lectrochimiques de bas niveau (par exemple, la constante de
diffusion temporelle des ions dans l’e´lectrolyte) souvent difficilement accessibles. Cepen-
dant, le phe´nome`ne de diffusion de´pend de la chimie des e´lectrodes et de l’e´lectrolyte et
la mode´lisation des re´actions e´lectrochimiques doit donc eˆtre re´alise´e pour chaque type
de batterie. Ce type de me´thode est de´taille´ dans la Section 2.3.4.
Une me´thode plus simple, dite coulome´trique (Ah-counting), consiste a` estimer le SoC
par le rapport entre la quantite´ de charge disponible et la quantite´ de charge maximale
que peut de´livrer la batterie. Contrairement au nombre de particules actives, le calcul de
la quantite´ de charge ne ne´cessite pas une mode´lisation des re´actions e´lectrochimiques.
Cette quantite´ peut eˆtre calcule´e par le cumul du courant entrant et sortant de la bat-
terie. Toutefois, cette me´thode pre´sente de nombreuses limitations comme le cumul de
l’erreur du capteur de courant et la variation de la quantite´ de charge maximale que peut
de´livrer la batterie en fonction de ses conditions d’usage. Les limitations de la me´thode
coulome´trique ainsi que les ame´liorations propose´es sont pre´sente´es dans la Section 2.3.1.
D’autres me´thodes consistent a` approximer le comportement de la batterie par un circuit
e´lectrique e´quivalent pour estimer la tension a` vide et indiquer la valeur du SoC par une
table de correspondance (cf. Section 2.3.3.2), ou estimer la tension de la batterie et utili-
ser l’erreur entre la tension estime´e et celle mesure´e pour ajuster le SoC coulome´trique a`
travers des outils de controˆle a` boucle ferme´e comme un controˆleur (Codeca et al. [2008])
ou un filtre de Kalman (Plett [2004]) (cf. Section 2.3.3.1). Les circuits e´lectriques de 1er
et de 2e`me ordre de Randle sont parmi les plus utilise´s (Codeca et al. [2008], Dai et al.
[2006], Hirai et al. [2008], Moo et al. [2007]). D’autres mode`les plus complexes tiennent
compte du phe´nome`ne d’hyste´re`sis entre la charge et la de´charge (Feng and Sun [2008])
et des effets de relaxation de la tension de la batterie (Plett [2004]).
Le mode`le de SoC peut aussi eˆtre construit en faisant abstraction des mode`les physiques
de la batterie. Le SoC est ainsi estime´ des mode`les statistiques de re´gression line´aire
comme les ARMAs (Kozlowski [2003]), ou non-line´aire comme les ANNs (Affanni et al.
[2003], Bo et al. [2008], Charkhgard and Farrokhi [2010], Shen [2010]) et les SVMs
(Hansen and Wang [2005]). L’utilisation de l’apprentissage statistique pour estimer le
SoC est de´taille´e dans la Section 2.3.5.
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Suivant le mode`le de SoC, les parame`tres inconnus du mode`le peuvent eˆtre soit iden-
tifie´s a` partir des expe´riences physiques, soit estime´s graˆce aux me´thodes d’apprentissage
statistique. Dans les deux cas, des tests de charge/de´charge sont effectue´s sous des condi-
tions d’usage connues. Parmi les expe´riences physiques, l’analyse temporelle du signal de
la tension sous des tests d’impulsion de courant (Codeca et al. [2008], Hirai et al. [2008])
et l’analyse fre´quentielle de la mesure d’impe´dance par des diagrammes de Nyquist (Lee
et al. [2008]) sont les plus utilise´es. Les me´thodes d’apprentissage statistique consistent a`
estimer les parame`tres a` partir d’une base d’apprentissage forme´e des donne´es collecte´es
lors de ces tests de charge/de´charge. La me´thode la plus utilise´e dans ce cadre est la
me´thode des moindres carre´s (Dai et al. [2006], Plett [2004]).
Une fois identifie´s/estime´s, ces parame`tres sont ensuite utilise´s en ligne par le BMS pour
estimer le SoC. Cependant, la variation des conditions d’usage de la batterie et/ou de ses
caracte´ristiques internes induit un changement de son comportement. Par conse´quent,
les parame`tres identifie´s/estime´s hors-ligne pour des conditions d’usage bien de´finies
pourraient ne plus eˆtre optimaux, ce qui diminue les performances du mode`le de SoC.
Prenons l’exemple de la re´sistance interne de la batterie : la valeur de cette re´sistance est
affecte´e par les conditions d’usage externes comme la tempe´rature ambiante (la re´sistance
augmente lorsque la tempe´rature diminue) mais aussi par les caracte´ristiques internes
de la batterie comme son e´tat de sante´ (la re´sistance augmente lorsque l’e´tat de sante´
diminue). Il convient de noter que cette proble´matique est fortement lie´e a` la mode´lisation
de la variabilite´ du comportement de la batterie.
Pour surmonter cette difficulte´, plusieurs e´tudes re´alise´es proposent de mettre a` jour les
parame`tres du mode`le de SoC au cours du fonctionnement de la batterie. Hu et al. [2010]
modifient les parame`tres en temps re´el graˆce a` une table de correspondance entre le SoC
et ces parame`tres. Pang et al. [2001] inte`grent les parame`tres du mode`le dans le vecteur
d’e´tat du filtre de Kalman ; ils sont alors mis a` jour automatiquement a` chaque instant.
Plett [2004] de´veloppe un mode`le de re´gression polynomial qui met en correspondance
les parame`tres du mode`le et la tempe´rature ambiante.
Dans ce cadre, les me´thodes d’apprentissage statistique permettent de cre´er des mode`les
de SoC a` partir des tests d’usage de la batterie sans besoin d’une description phy-
sique de celle-ci. Elles peuvent eˆtre utilise´es pour apprendre les parame`tres d’un mode`le
de re´gression statistique ou meˆme d’un mode`le physique pre´de´fini a` travers une base
d’apprentissage issue de tests de charge/de´charge comme le courant, la tension et la
tempe´rature de la batterie. Le mode`le appris est ainsi valide lorsque les conditions d’usage
de la batterie sont proches de celles de sa base d’apprentissage. De ce fait, afin d’avoir
un mode`le ge´ne´rique, inde´pendant de la composition chimique de la batterie et de ses
conditions d’usage, une base d’apprentissage exhaustive forme´e de toutes les combinai-
sons possibles de conditions d’usage et de caracte´ristiques internes est ne´cessaire. Les
difficulte´s de choix d’une base d’apprentissage sont discute´es dans la Section 2.3.5.5.
Cependant dans des applications temps re´el, le comportement de la batterie change au
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cours de son fonctionnement en fonction de ses conditions d’usage non controˆlables. Par
conse´quence, un seul mode`le de SoC qui ne tient pas compte de ces changements ne
peut pas eˆtre valide tout au long du fonctionnement de la batterie. Pour surmonter cette
proble´matique, deux solutions peuvent eˆtre envisage´es. La premie`re consiste a` mettre a`
jour en ligne les parame`tres du mode`le (cf. Section 8.2). Cette solution est contrainte par
la limitation de capacite´ de calcul du BMS et l’absence d’une vraie valeur de SoC. La
seconde solution consiste a` tenir compte du changement de comportement de la batterie
lors de la conception du mode`le de SoC. La suite de cette e´tude vise a` mettre en oeuvre
la deuxie`me solution. Quant a` la premie`re, elle est maintenue en tant que perspective a`
conside´rer.
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The state of charge of an electric battery (SoC) is essential to calculate its autonomy
and its available energy. An accurate SoC is fundamental to obtain an efficient control
strategy to manage energy, as well as to guarantee a safe utilization of the battery
by preventing under or over-charge that may lead to permanent damage. Indeed, the
energy management plays a significant role in extending and optimizing the lifetime of
the battery.
The electric battery being a complex electrochemical system, neither its remaining ca-
pacity nor its SoC can be directly measured through a sensor. In addition, the dynamics
of the battery depend not only on its usage conditions like the current profile and the
ambient temperature, but also on its internal characteristics like its state of health and
its internal resistance. This makes the establishment of a reliable SoC estimator difficult,
especially in real-time applications.
Two difficulties constrain the performances of a real-time SoC estimator. The first
comes from the limited hardware resources of the Battery Management System (BMS).
The second lies in the fact that the dynamics of the battery depend on its internal
characteristics and its usage conditions.
Hence, we point out the need for an efficient model able to estimate the SoC of any
battery, regardless of its internal characteristics and its usage conditions in real-time
applications. Such a model will be referred hereafter to as “ideal” SoC estimator.
By taking a closer look at the existing SoC estimation methods, it is clear that none
possess the characteristics of this “ideal” estimator. In order to obtain it, a suitable
approach must be identified among the large number of the existing ones. This identifi-
cation can be achieved through a comprehensive classification of the existing methods.
The SoC estimation methods can be classified with respect to different criteria. The
first one is the type of the input variables, either measured or estimated. The second one
is the type of the SoC model, which can be a physical, an electrochemical or a statistical
regression model. The third criterion deals with the temporal dimension: static methods
like those based on lookup tables and dynamic methods like those based on state-space
models. Also the methods can be classified according to the battery technology, namely
Li-ion, Ni-MH, Lead-acid and so on. Finally, the classification can be made based on
the mathematical tools used by the estimation method, such as a Kalman filter, an
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artificial neural network, a fuzzy logic, etc. It is important to distinguish between the
tools applied to the SoC estimation and those used to estimate the input variables.
Indeed, the more the classification criteria are relevant, the more easily we can identify
the methods that can be improved in order to provide an ideal SoC estimator and flesh
out new ways of developing it.
Several reviews of the existing SoC estimation methods are available in the literature.
Lu et al. [2013], Piller et al. [2001], Zhang and Lee [2011] and Waag et al. [2014] give
an overview of the methods without classifying them. The drawbacks and advantages
of each method are presented, but this is not sufficient to provide an exhaustive and
well structured vision on the path to be followed to develop an “ideal” SoC estimator.
Pop et al. [2005] give a chronological review of the estimation methods before classifying
them under three categories: direct measurement methods, book-keeping systems that
involve basic and modified Ah-counting, and adaptive systems which are supposed to be
self-designed and automatically adjusted according to the battery aging and the battery
dynamics. The Kalman filter, the artificial neural network and the fuzzy logic approaches
were allocated to this category, but the authors acknowledge that these methods have
strong limits and cannot adapt to all usage conditions. Chang [2013] gives a similar
classification while adding to it a fourth category of hybrid methods including methods
combining the three categories distinguished by Pop et al. [2005].
Hence, the classification of Pop et al. [2005] and Chang [2013] doesn’t make a distinction
between the type of SoC model and that of the input variables model, as it focuses on
the temporal and technological criteria.
Subsequently, the above classifications do not strictly abide by all earlier mentioned
criteria, thus rendering difficult the identification of the aspects to be improved.
In this chapter, we introduce a novel classification of the SoC estimation methods based
on their concept, their adaptability and their performances in real-time applications.
The importance of machine learning methods in providing an “ideal” SoC estimator is
also stressed.
2.1 State of Charge of an electric battery
2.1.1 Definition of the State of Charge
The SoC of a battery is defined as the ratio between the remaining and the actual
capacities. The actual capacity is the maximum capacity that can be withdrawn from
the fully charged battery under specific discharge conditions. It depends, among other
factors, on the current profile, the ambient temperature and the state of health of the
battery. A battery being a chemical energy storage system, there is no sensor that
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directly measures the SoC. Consequently, these remaining and actual capacities must
be estimated.
2.1.2 Challenges in estimating the battery capacity
One way to compute the remaining capacity of a battery is the discharge test. It consists
of discharging the battery under the reference conditions to reach the end of the discharge
criterion (i.e., the cutoff voltage). However, the discharge test cannot be applied in real-
time applications, as well as in oﬄine application as it leads to a loss of energy.
Accordingly, the SoC is generally calculated based on the Ah-counting equation given
by:
SoCt = SoCt0 +
∫ t
t0
Iτ dτ
Cactual
, (2.1)
where SoCt0 is the initial SoC at time t0, Iτ the algebraic current measurement: positive
for a charge current and negative for a discharge current and Cactual the actual capacity.
A numerical implementation of this equation requires a temporal discretization. The
SoC is then calculated as follows:
SoCt = SoCt−∆t +
It ×∆t
Cactual
, (2.2)
where ∆t is the sampling interval, which can be constant or variable.
It is clear that the precision of this method depends on the accuracy of the current sensor
and the sampling interval. Nevertheless, the actual capacity is not constant during
the battery charge/discharge; it depends on the internal characteristics and the usage
conditions. In a real-time context such as an electric vehicle, the usage conditions are
uncontrolled as they depend on the user’s behavior, weather conditions, road conditions,
etc. Accordingly, in some situations, the state of charge can be lower than 0 or higher
than 100. The establishment of a deterministic function to provide a reliable value of
the actual capacity is a challenging issue.
In the next section, a novel classification of the SoC estimators is presented.
2.2 Novel classification of the SoC estimation methods
From a global point of view every estimation method can be characterized by the input
variables, the SoC model and the type of the SoC estimation processing (see Figure
2.1).
The input variables can be either directly measured by a sensor, or estimated through
a physical, electrochemical or statistical regression model. For instance, the current is
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measured online, but the OCV can be measured oﬄine or estimated online using an
suitable model. Thereby, the identification of the type of the input variables is the first
step when determining if a SoC estimation method can be improved to become “ideal”.
Three types of SoC models can be distinguished, namely a lookup table, a physical or a
statistical regression model. The lookup table represents a direct relation between the
SoC and a measured physical quantity like the OCV , the internal impedance and the
electrolyte density. The physical model is based on the SoC definition; two physical
models can be identified: the macroscopic model where the SoC is calculated using the
Ah-counting and the microscopic model where the SoC is defined as the ratio between
the available and the maximum concentration of the active material in the anode. The
statistical regression model describes a linear or a nonlinear relationship between the
SoC and the input variables, and does not necessarily have a physical interpretation.
The type of the SoC model is the most important classification criterion. It is important
not to confuse the SoC model with the models used to estimate other battery variables.
Finally, the SoC estimation methods are characterized by the type of processing: open-
and closed-loop processing. In closed-loop processing, the gap between the measured
and the predicted value of a given physical quantity is used to adjust the estimated
value of the state of interest. We consider that the use of a lookup table for the SoC
estimation is not related to any category.
The rest of this chapter is organized in five sections: the improved Ah-counting methods,
the methods based on directly measured input variables, the methods based on inputs
estimated with physical models, the methods based on inputs estimated with electro-
chemical models, and the SoC estimation based on the machine learning methods.
There could as many families and/or sections as there are combinations of types of
input variables, SoC models, and processing methods (see Figure 2.1). We could have
comprehensively listed all existing and/or possible families; and allocated a section to
each family. However, this leads to a size disparity between the sections. Some parts
would even be empty. Consequently, we have structured the sections, except for the
Ah-counting, according to the type of the input variables models. As a reading aid,
at the beginning of each section, we have introduced a table summarizing the novel
classification characteristics of the presented SoC estimation methods.
2.3 State of Charge estimation methods
2.3.1 Improved Ah-counting
The SoC definition given by (2.2) offers a generic SoC estimation method, called Ampere
hour counting (Ah-counting). This method is suitable for all battery types and used as a
reference method for the evaluation of the performance of any other estimation method.
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parameters
ESTIMATED
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SoC estimation model Type of processing
Estimation models of other battery variables
CLOSED-LOOP
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LOOKUP TABLE
PHYSICAL MODEL
STATISTICAL REGRESSION
MODEL
ELECTROCHEMICAL MODEL
PHYSICAL MODEL
STATISTICAL REGRESSION
MODEL
AND/OR OR
ELECTROCHEMICAL MODEL
Figure 2.1: Novel generalized classification of the SoC estimation methods based on
the type of the SoC model, the type of the input variables and parameters and the
processing type
Indeed, given an actual capacity, this method requires only a measure of the current.
This optimizes the volume of information exchanged between the battery and the BMS,
and reduces the allocated memory space as well as the computational time.
Despite its apparent simplicity, this method holds a number of limitations. Some of
them have been successfully overcome, but some remain unsolved largely because the
Ah-counting does not consider the complexity of the electrochemical system. Below we
discuss the sources of the imprecisions of the Ah-counting model (2.2) and the improve-
ments that were brought to it until now.
2.3.1.1 Calculation of SoCt0
The Ah-counting approach supposes that the initial value SoCt0 is known, but even if the
SoC is equal to 100% for a fully charged battery, and to 0% for a fully discharged battery,
questions remain about the initial SoC of a partially charged battery. To overcome this
problem, the SoCt0 is estimated using a Kalman filter in Wang et al. [2007], or using a
lookup table OCV/SoC after a long rest period in Ng et al. [2009].
2.3.1.2 Current leakages in rest period
During the rest period, secondary reactions lead to current leakages and therefore reduce
the remaining capacity. This phenomenon is known as self-discharge (Iliev and Pavlov
[1982], Vetter et al. [2005], Wu and White [2000]). The rate of the self-discharge depends,
among other factors, on the duration of the rest period, the ambient temperature, the
SoC and the state of health (Broussely et al. [2001], Zachlin [1942]). The Ah-counting
method does not take into account these current leakages, and the SoC remains constant
when the current is equal to 0. To overcome this problem, Wang et al. [2007] establish
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a linear relationship between the rate of the self-discharge and the duration of the rest
period.
2.3.1.3 Coulombic efficiency
Undesired reactions, which lead to current loss, can also consume or produce an electric
charge at either the positive or the negative electrode. The Coulombic efficiency measures
the delivered/ withdrawn current loss (cf. Smith et al. [2010]). However, its value
depends essentially on the ambient temperature, the current profile, the state of health
and even on the SoC of the battery (cf. Bond et al. [2013]). The establishment of a
deterministic function to provide the Coulombic efficiency remains a challenging problem.
For an accurate estimation of the SoC, most algorithms include the Coulombic efficiency
η in the formula of Ah-counting:
SoCt = SoCt−∆t +
η · It ·∆t
Cactual
. (2.3)
Usually two values of the Coulombic efficiency are considered: ηc for the charge and
ηd for the discharge (cf. Dai et al. [2006], Liao et al. [2011], Wang et al. [2007]). Ng
et al. [2009] use a variable Coulombic efficiency depending on the SoC. Alzieu et al.
[1997] integrate the influence of the ambient temperature and the current rate on the
Coulombic efficiency: η = K∆T · K∆I where K∆T and K∆I represent the influence of
the variation of the temperature ∆T and the current ∆I respectively. Malkhandi [2006]
uses a fuzzy logic model to estimate the Coulombic efficiency based on the current and
the temperature values.
2.3.1.4 Error of the current sensor
When integrating the current over time the Ah-counting does not use a feedback loop
to offset an eventual estimation error. From a control theory perspective, the system
is referred to as open: the estimation error is accumulated over time and increases the
bias of the estimator. This error is mainly a result of the inaccuracy of the current
measurement which can be caused by the sensor error and the sampling frequency.
Calibration points are often used to adjust the estimated SoC. Hence, these points are
available for specific states of the battery: 0% for a fully discharged battery, 100% for a
fully charged battery, and the SoC estimated by an OCV measurement after a long rest
period. However, these calibration points are seldom available in a real-time application
where the battery is often partially charged and no OCV measurement is available.
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2.3.1.5 Variation of the battery capacity
The remaining capacity as well as the actual capacity change during the charge/discharge
of the battery according to its internal characteristics and its usage conditions, such as
the current profile, the ambient temperature and the state of health (cf. Chubb and
Harner [1935], Linden [1947]). Gaddam et al. [2000] use a fuzzy logic system to estimate
the actual capacity based on the current rate and the ambient temperature.
Furthermore, the alteration of the remaining capacity affects not only the remaining
capacity at instant t but also the one at t − 1. This is a fundamental issue in the
Ah-counting method, as it is based on a recursive computation.
In summary, the Ah-counting is a simple and generic SoC model suitable for all battery
technologies and can be used in real-time applications. However, this model does not take
into account the calculation of the initial state of charge, the precision of the current
sensor, the Coulombic efficiency, and the variation of the actual capacity. Multiple
improvements are developed to overcome these difficulties. Nevertheless, they remain
contestable, especially for an online SoC estimation, due to the complexity of the battery
dynamics which depends strongly on the uncontrolled usage conditions.
In the next section, the SoC estimation methods using measured input variables are
discussed.
2.3.2 SoC estimator based on directly measured input variables
Another concept of the SoC estimation is based on a direct relation between the SoC and
a measured physical quantity like the OCV and the internal impedance. This relation
can be described using a lookup table or a statistical regression model. Unlike the Ah-
counting, this relation is not generic and depends on the battery technology, its state of
health and its usage conditions.
A lookup table is a one-to-one relation obtained through an empirical way. Several
laboratory experiments need to be realized in order to construct one table; various tables
are required depending on the usage conditions and the inherent battery properties. In
this case, the accuracy of the SoC depends on the precision of the measured physical
quantity, and the quality and the wealth of the lookup tables.
In the following we describe and analyze the SoC estimation methods taking as input
variables a measure of the OCV , the impedance Z and other measurements specific to
certain battery technologies. Table 2.1 summarizes these methods according to the novel
classification (see Figure 2.1).
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Measured input variables OCV , Z, Vt, electrolyte density
SoC estimation model Lookup table, statistical model
Other models -
Type of processing Non-recursive
Table 2.1: Classification criteria for SoC estimator based on directly measured input
variables
2.3.2.1 Open circuit voltage measurement
The term voltage refers to the electrical potential difference between two electrodes of an
electrochemical cell. The open circuit voltage (OCV) is the measured terminal voltage
for zero current (Kurzweil [2009]). Thus, it gives an indication of the available energy
and is directly proportional to the SoC (see for instance Christianson and Bourke [1976],
Parfitt et al. [2010], Pop et al. [2006]). Peled et al. [1988] use the OCV and the ambient
temperature as input parameters for a lookup table to obtain the SoC.
However, the lookup table utilization/application remains limited due to several reasons.
First, the OCV cannot be directly measured in a real-time application as an accurate
value of the OCV requires an extended rest period (i.e., I = 0A) (Petzl and Danzer
[2013]). Some techniques can be used to overcome the problem of the rest duration like
the interpolation of the OCV data during the rest time to get a higher resolution of the
OCV curve, and the extrapolation of the relaxation behavior using a battery modeling
(Petzl and Danzer [2013]). Second, the OCV /SoC relationship presents a hysteresis
behavior according to the charge/discharge history even if the rest time is very long. This
behavior is well known but needs specific experimental tests to be deeply characterized
(Roscher and Sauer [2011], Srinivasan et al. [2001]). Third, the OCV/SoC relation is not
generic; it depends on the battery technology. For example, there is a slight change in
the OCV of a LiFePO4 battery when the SoC ∈ [20%, 80%]. A small error on the OCV
measurements induces a large error on the estimated SoC. Moreover, the OCV/SoC
relationship is not constant: it is influenced by the state of health of the battery (Pop
et al. [2007]) and the ambient temperature (Peled et al. [1988]).
Hence, to cover all conditions, a lot of lookup tables should be built. This requires a
lot of laboratory experiments and a large memory to store all these tables in a real-time
application.
2.3.2.2 Internal impedance measurements
The electrochemical impedance of a battery characterizes its dynamics behavior, that is,
its response to an excitation of a small amplitude (Rodrigues et al. [2000], Willihnganz
[1941]). Two categories of methods for the impedance measurement can be distinguished:
active and passive methods.
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The electrical impedance spectroscopy (EIS), the major example of the active methods,
involves an excitation of the battery with a small AC (for alternative current) signal
over a wide frequency range typically from 10kHz to 10−5Hz. This frequency range
depends on the battery chemistry (Buller et al. [2005], Diard et al. [1997], Rodrigues
et al. [2000]). In addition, the response of the battery is strongly influenced by the
ambient temperature (Deng et al. [2013]). This measurement method cannot be used in
a real-time application due to its hardware complexity and its high cost.
The passive methods search an impulse in the current profile. Once found, this cur-
rent impulse and the corresponding output voltage are used to estimate the internal
impedance. These methods are not reliable since a perfect impulse can hardly be de-
tected in real conditions.
A review of the investigations for the applicability of impedance measurements as a
test for the SoC of lead-acid and nickel-cadmium batteries is detailed by Huet [1998].
These methods attempt to establish a relationship between the real and/or imaginary
impedance components and the SoC. Thereby, the presented models are not generic
and remain specific to a particular technology. Huet concludes that the impedance
measurement is strongly influenced by the ambient temperature, particularly at low
frequencies. This technique seems to be more suitable for lead-acid than nickel-cadmium
batteries. Indeed for nickel-cadmium batteries, the ohmic resistance (i.e., real impedance
component) variations with the SoC are much lower than the variations for lead-acid
batteries.
Salkind et al. [1999] use a fuzzy logic model to establish a relationship between the SoC
and the impedance measured based on an EIS at different frequencies. Thus the fuzzy
logic model limits the impact of the unreliability of the impedance measurement.
In short, it is difficult to measure the impedance online. In addition, the measured values
of the impedance depend greatly on the measurement method and they are sensitive to
measurement conditions. Furthermore, the type of relationship between this impedance
and the SoC is not generic for all battery technologies.
2.3.2.3 Other measurements
Some SoC estimation techniques are suitable for particular battery technologies. For
example, the lead-acid batteries present a specific behavior called coup de fouet which is
the initial voltage drop when discharging a fully charged battery (Delaille et al. [2006]).
It can be used to calibrate the SoC to 100% and provides information regarding the
state of health of the battery.
A second specific method for the lead-acid battery is based on a direct relation between
the SoC and the electrolyte density measurement. However, this method is very sensitive
to the temperature and the impurities present in the electrolyte (Piller et al. [2001]).
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All of the SoC estimation methods mentioned and analyzed in this section need a direct
measurement of an inherent physical quantity of the battery. Nevertheless, their mea-
surement is difficult, even impossible, to carry out especially in a real-time context. To
get around this difficulty, a chosen physical quantity can be estimated using a physical,
an electrochemical or a statistical regression model (see Figure 2.1).
2.3.3 SoC estimator based on inputs estimated using physical models
The estimation of input variables is usually based on a physical representation of the
dynamics of the battery. It consists of establishing a relationship between an input
variable, such as the output voltage or the OCV , and the battery model parameters
derived from its physical representation.
Two cases are generally considered when using estimated input variables. In the first
one, the input variable can be estimated by a physical model as well as measured in
real-time conditions. The difference between the estimated and measured input variable
is then used to improve the SoC model via a closed-loop processing. In the second
case, the input variable cannot be directly measured but is estimated in real-time by a
physical model. The SoC is then estimated via a predefined relationship (lookup table
or regression model) using this estimated input variable.
In this section, we present several SoC estimation methods where the estimated input
variables are either the voltage or the OCV . Table 2.2 summarizes the variables and
models involved in these methods according to the novel classification (see Figure 2.1).
Estimated input variables Output voltage OCV
SoC estimation model Ah-counting Lookup table, regression
model
Other models Physical model of Vt Physical model of OCV
Type of processing Closed-loop Closed- & Open-loop
Table 2.2: Classification criteria for SoC obtained from inputs estimated with physical
models
2.3.3.1 Voltage estimation
The battery voltage can be measured and estimated at the same time. This is why
this input variable is very suitable for a closed-loop processing: the gap between the
measured and the estimated voltages is used in real-time to adjust the SoC obtained by
the Ah-counting method. Several battery voltage models are described below. Examples
of closed-loop processing techniques, such as a controller and a Kalman Filter, are also
presented.
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The Ah-counting method can be improved using a controller as in Codeca et al. [2008].
Figure 2.2 shows a flow diagram of the SoC adjustment using a controller. Accordingly,
the voltage is estimated using the 2nd order Randle model. The difference between the
estimated V̂t and the measured Vt voltages is then integrated in the feedback of the
controller in order to adjust the Ah-counting value ˆSoC
AH
t :
ˆSoCt = ˆSoC
AH
t +Kp(Vt − V̂t), (2.4)
where Kp is the controller parameter.
AH-COUNTING
CONTROLLER BATTERY VOLTAGE MODEL+
Vˆt
ˆSoC
AH
t
It
ˆSoCt
Vt
Figure 2.2: Concept of SoC adjustment through a controller
More efficient than a controller, a Kalman filter takes into account the imprecisions of
the voltage measurement and those of the SoC model. Indeed, a state-space model is
defined by a transition equation describing the dynamics of the state of interest of the
system Xt, and an observation equation specifying how the observations Yt is influenced
by Xt:
Xt+1 = A ·Xt +B · ut +Wt, (Transition equation)
Yt = C ·Xt +D · ut + Σt, (Observation equation)
where A and B represent the transition and observation matrix respectively, C and D
model the influence of the input ut on Xt and Yt, and Wt and Σt are white-noise processes
used to model the error of the state and observation equations respectively.
The Kalman filter provides an optimal estimation of Xt, in a mean squared error sense,
when the state and observation models are linear and all noises are Gaussian (Kalman
[1960]). When one of these models is nonlinear, a sub-optimal extension of the Kalman
filter, called Extended Kalman Filter (EKF), is used (Haykin [2001]).
The performance and efficiency of an EKF shall be determined by the reliability of the
state and observation equations. Figure 2.3 shows a flow diagram of the SoC estimation
using an EKF. Accordingly, the unknown state of interest Xt is predicted using the
state equation given the observation yt−1. The observation Yt is then predicted using
the observation equation, based on the predicted value x̂t. Finally, the predicted x̂t is
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adjusted based on the gap between the predicted value and the measured value of the
observation. The power of the EKF is that this gap is weighed by an adaptive Kalman
gain that depends on the correlation between the observed Yt and the unknown Xt
variables.
STATE EQUATION :
AH-COUNTING
OBSERVATION EQUATION :
BATTERY VOLTAGE MODEL
ˆSoC
AH
t
Vt
Vˆt
Prediction phase
Estimation phaseˆSoCt
+
t wt
KALMAN GAIN
It
Figure 2.3: SoC estimator through an extended Kalman filter, where It is the input
ut, SoCt the state variable Xt and Vt the observed variable Yt
In battery applications, the state and observation models depend on the battery model
itself. A review of several types of battery models used on electric vehicles is given in
Chen and Lin [2005].
Plett [2004] develops and analyzes several observation models. The SoC is considered
to be the unknown state of interest Xt, and the battery voltage the observed variable
Yt. To describe the relationship between the SoC and the voltage, Plett [2004] cre-
ates a combined model by merging three existing voltage models: Shepherd, Unnewehr
universal and Nernst models:
Vt = K0 − K1
SoCt
−K2SoCt +K3 ln(SoCt) +K4 ln(1− SoCt)−RIt, (2.5)
where {K0, . . . ,K4} are the model parameters to be estimated, R is the internal resis-
tance, and It is the current. This combined model estimates the voltage efficiently but
suffers from computation problems when the SoC is near to 0% and 100%, because of
the terms 1/SoCt, log(SoCt), etc. Then, Plett [2004] considers that these terms can be
reduced to an OCV (SoCt) function. In this simple model, the relationship between the
battery voltage and its SoC is described as follows:
Vt = OCV (SoCt) +R · It, (2.6)
where R is the internal resistance of the battery. Plett [2004] does not give a theoretical
description of the OCV (SoCt) function, but a graphical one; the ratio ∂OCVt/∂SoCt is
calculated using this graphical representation.
Dai et al. [2006] use the 2nd order Randle model to physically represent a Li-ion battery
pack:
Vt = OCV (SoCt) + V
RC1
t + V
RC2
t +R · It, (2.7)
Chapter 2. Review of State of Charge estimation methods 28
where Vt, the observed variable, is the pack terminal voltage, V
RC1
t and V
RC2
t are the
voltages across the two RC circuits estimated using the EKF, R is the internal resistance
of the battery and OCV (SoCt) is the relationship between the OCV and SoC. As in
Plett [2004], this relationship is not clearly described.
However, the precision of the voltage estimation depends essentially on the quality of
OCV (SoCt). We have seen earlier (Section 2.3.2) that this relationship depends not
only on the internal characteristics of the battery but also on the usage conditions. In
addition, in certain cases, the OCV has a limited variation on a broad SoC range, thus
calling into question the performance of the EKF. As a result, this relationship cannot
be described using a single equation or a single lookup table.
Also, the voltage depends on the polarization of the battery. This is highlighted by
the hysteresis effect occurring in the battery. In order to describe the voltage hysteresis
effect, Plett [2004] develops the zero-state hysteresis model, an improvement of the simple
model (Eq. 2.6) discussed above. A switching factor is thus introduced on the state
vector of the model. This factor depends on the sign of the current, and the difference
between the maximum positive and the minimum negative of the hysteresis. However,
this hysteresis factor flips immediately when the current sign changes. A slow transition
may be modeled considering that the battery voltage contains an unknown hysteresis
voltage that is also estimated using the EKF. For a Ni-MH battery, Feng and Sun
[2008] represent the evolution of the hysteresis factor using an exponential function
depending on the current value, a parameter derived from the hysteresis voltage test
and the maximum value of the hysteresis voltage. For a Li-ion polymer battery, Plett
[2004] considers the evolution of the hysteresis voltage as an exponential function of the
SoC, and the current value.
In a more advanced model called enhanced self-correcting model, Plett [2004] considers
that the relaxation effect during pulsed current events and rest periods is described by
a low-pass filter on the current. The model forces the estimated voltage to converge to
the OCV after a rest period.
Hence, the EKF is a popular tool to estimate the SoC; but several issues remain unsolved.
First, the EKF is not an optimal estimator, and it leads to an inaccurate estimation when
the state or observation equations are strongly nonlinear. Second, the EKF strongest
limitation is the need to initialize different filter parameters, like the state of interest Xt
and the covariance matrix. Indeed, the EKF may diverge quickly if its parameters are
inadequately initialized. To solve this problem Han et al. [2009] use an adaptive Kalman
filter that estimates automatically the initial covariance matrix.
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2.3.3.2 Open circuit voltage estimation
The open circuit voltage cannot be measured in real-time but may be estimated based
on a suitable battery voltage model. In Pang et al. [2001], an OCV model is developed
using an equivalent-electric battery model. Then this model is used as a transition
equation to estimate the OCV through an EKF. Hirai et al. [2008] and Moo et al. [2007]
calculate the OCVt directly based on the current It and the voltage Vt using the Randle
equivalent model. The OCV can also be calculated using a state observer as in Chen
et al. [2012], Li et al. [2013] and Hu et al. [2010]. A state observer estimates the state
of interest x̂t (i.e., the unknown OCV ) as follows:
x̂t+1 = f(x̂t) +G · (ŷt − yt). (2.8)
In battery applications, f(·) is the transition equation modeling the battery behavior, Yt
is usually the observed voltage, ŷt is the estimated voltage based on an electric model,
and G is the observer gain which can be constant as in Chen et al. [2012], Li et al. [2013]
or variable as in Hu et al. [2010].
In Hu et al. [2010], the OCV is estimated using an adaptive Luenburger observer. The
observer gain is adaptively adjusted using a stochastic gradient approach so as to reduce
the error between estimated and measured battery voltages (see Figure 2.4).
SoC(t)
I(t)
Vˆ (t)
V (t)
ˆOCV (t)
BATTERY VOLTAGE
MODEL
ADAPTATION GAIN OBSERVER
MODEL PARAMETERS TABLE
OCV/SoC
RELATIONSHIP
LUENBURGER OBSERVER
Figure 2.4: SoC estimator through an adaptive Luenburger observer
Once the OCV is estimated, the SoC is then calculated using a predefined relationship
which is considered as linear in Pang et al. [2001] and Moo et al. [2007] for Lead-acid
batteries, and exponential in Hirai et al. [2008] for Li-ion ones.
To model the hysteresis effect between the SoC and the OCV , Tang et al. [2008] use
the Preisach operator to decompose this hysteresis in a N elementary hysteresis called
hysteron. Each hysteron i is characterized by: a SoCi and a portion wi. The SoC is
then estimated as follows:
ŜoC =
N∑
i=1
wi · SoCi. (2.9)
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In the next section, the identification of the unknown parameters of the presented models
is discussed.
2.3.3.3 Parameters identification
The physical identification of the parameters of the state and observation models can
generally be classified into two categories:
1. The time domain which analyzes the voltage and the current signals under pulse
current tests as in Codeca et al. [2008], Hirai et al. [2008], Lee et al. [2008].
2. The frequency domain like the analysis of the impedance measurement of the
battery using Nyquist plots as in Lee et al. [2008]. More efficient than time do-
main analysis methods, the impedance measurement suffers from several limita-
tions mentioned in Section 2.3.2.
In both categories, the parameters are identified oﬄine, and do not change according to
the usage conditions. As a result, the model gives an accuarate SoC when the usage
conditions are close to the experimental conditions.
However, these parameters must change during the charge/discharge of the battery as
they depend on the usage conditions (Dong et al. [2011], Moss et al. [2008], Parfitt et al.
[2010], Pavlov and Petkova [2002]). Attempts have been made to overcome this problem
so as to integrate the possibility of changes over time. Hu et al. [2010] create a lookup
table to identify the model parameters for a specific SoC. This method is based on
an estimated and therefore inaccurate SoC, and on a lookup table whose limitations
are presented in Section 2.3.2. Pang et al. [2001] incorporate all model parameters
in the vector state of the state-space model; so they are estimated at each time step
using an EKF. This method can use a lot of BMS resources despite the fact that these
parameters change slowly and do not need to be frequently estimated. Hirai et al. [2008]
identify the model parameters for a specific temperature and SoC. This model cannot
be efficiently generalized to situations not seen previously. Plett [2004] develops a more
advanced model by performing joint optimization over the temperature range where
every parameter is represented by a continuous polynomial (4th order) of temperature.
The model parameters can also be estimated using machine learning methods. In battery
applications, the most used method is the least-squares method as in Dai et al. [2006]
and Plett [2004].
In more sophisticated methods, the estimated parameters can be updated during the
charge/discharge of the battery and adapted according to the usage conditions. These
techniques are designated as online learning and will be discussed in the perspectives of
this work (cf. Section 8.2).
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In short, the presented methods are generally used either to improve the Ah-counting
method, or to estimate the OCV and benefits from the strong link between the OCV
and the SoC. A proper identification of the unknown model parameters is crucial to
provide an efficient model. However, these parameters change during charge/discharge of
the battery, and depend on uncontrolled usage conditions. The proposed improvements
(Hirai et al. [2008], Hu et al. [2010], Pang et al. [2001], Plett [2004]) remain contestable as
they do not take into account the limited hardware resources. In addition, the improved
model cannot be efficiently generalized to cases not previously seen.
2.3.4 SoC estimator based on inputs estimated using electrochemical
models
Several phenomena occur alongside the main redox reaction, like the diffusion and the
migration of ions, the transition phase and the ohmic resistance. Thus, the SoC is
influenced by all these phenomena and cannot be directly measured. A micro modeling
of these phenomena can be achieved through an electrochemical model, such as the
single particle model (Guo et al. [2011]) and porous electrode model (Newman and
Tiedemann [1975]). This electrochemical model can be used to estimate the OCV or
the concentration of the active material in the anode, thus allowing the computation
of the SoC using a suitable estimation model. In the following, we present several
SoC estimation methods where the input variables are estimated using electrochemical
models. Table 2.3 describes the SoC estimation methods of this Section according to
the novel classification (see Figure 2.1).
Estimated input variables OCV, overvolatege, Lithium concentra-
tion
SoC estimation model Physical
Other models Electrochemical models of OCV, over-
potential
Type of processing Closed-loop
Table 2.3: Main classification criteria for SoC obtained from inputs estimated via
electrochemical models
2.3.4.1 Open circuit voltage estimation
Based on an electrochemical model, two physical quantities, namely the OCV and the
overvoltage, are estimated in Pop et al. [2006]. Two SoC estimation methods are then
presented. The first one is based on an OCV/SoC electrochemical relationship and
the second one consists in improving the Ah-counting considering the overpotential.
Indeed, due to the overpotential, the remaining charge cannot be withdrawn from the
battery, because the battery voltage would drop below the cutoff voltage. To incorporate
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the influence of the ambient temperature, a linear relationship between it and the other
model parameters is considered. The main limitation of the two models is that the values
of the parameters depend on the determination method and experimental conditions.
2.3.4.2 Estimation of the lithium concentration
In a Li-ion battery, the SoC is defined as the ratio between the average and the maximum
concentration of lithium inside the anode. Santhanagopalan and White [2006] model
the battery by a single spherical particle. Thus, each electrode is modeled by a single
spherical particle. The behavior of each electrode is modeled by a diffusion equation
governed by Fick’s laws, and then an EKF is used to solve these diffusion equations and
estimate the concentration of lithium inside the two electrodes.
A porous battery model is used in Di Domenico et al. [2008]. Thus, each electrode is
modeled by a solid matrix immerged in the electrolyte. Unlike the previous method, each
electrode is decomposed into M parts, with a diffusion equation being calculated per
part. A Kalman filter with M − 1 state equations is used to estimate the concentration
of lithium inside the anode.
In both methods, the observation equation of the state-space model is based on a rela-
tionship between the battery voltage and the concentration of lithium in the anode.
Nevertheless, the SoC estimation based on electrochemical models has several limita-
tions. First, the electrochemical processes depend widely on the battery technology and
the fabrication process. Therefore, even for an identical technology and provider, a small
disparity can greatly affect the low-level battery parameters. Second, the battery state
of health, which affects largely the physical and the chemical properties of any battery,
is not considered in these models: the aging of the battery decreases the number of
active particles and modifies the conductivity of the electrolyte (Armenta-Deu and Don-
aire [1996], Barre´ et al. [2013], Vetter et al. [2005]). Moreover, electrochemical models
require knowledge of low-level battery parameters values (for instance, the electrolyte
diffusion coefficient) which is impossible in some contexts.
2.3.5 SoC estimator based on machine learning methods
The majority of SoC models presented above have a set of parameters that need to be
identified, for instance, the parameters of
• the relationship between the OCV and the SoC as in Hirai et al. [2008], Pang
et al. [2001] and Moo et al. [2007],
• the state and the observation models of an EKF as in Lee et al. [2008].
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The estimation of these parameters can be done using machine learning methods. The
least squares method, one of the simplest machine learning methods, is already used in
the batteries domain in order to estimate the parameters of the battery voltage models
as in Dai et al. [2006] and Plett [2004]. However, the machine learning domain contains
more advanced methods that can efficiently estimate the parameters of a physical model.
In the following, we present the principle of machine learning methods, before we discuss
the ones used to estimate the SoC.
2.3.5.1 Principle of the machine learning methods
Let us consider
zt = f(rt,w), (2.10)
where zt is the system output, rt the known input vector and w the model parameters
to be estimated. The machine learning methods comprise three major phases: the
construction of the training dataset phase, the learning phase, and the estimation phase
(see Figure 2.5). The first and second phases are often performed oﬄine, while the third
phase is achieved online.
In the first phase, the input and the output variables are considered to be available
(directly measured or calculated). A training dataset D = {(ri, zi) | i = 1, . . . , N},
where N is the size of the dataset, is collected through experimental tests. In a battery
application, z represents the SoC and r the input vector that can be a set of measured
variables like the current, the voltage and the temperature, or estimated variables like
the OCV . A training dataset is generally collected in a laboratory under controlled
conditions: specific ambient temperature, specific current profile, etc. The SoC values
in the training dataset are obtained using the Ah-counting method. This is rendered
reliable as the current sensor is very efficient, the initial value of SoC is known, and
the actual capacity can be calculated by integrating the current that flows through the
battery during the experiment.
During the learning phase, one looks for the model parameters w in order to have function
f(r,w) fitting the output z, given the inputs r. This problem is generally referred to
as the regression problem. In other words, the goal is to attain a quality criterion while
estimating the parameters based on the training dataset. In the case of the regression
problem, this often means minimizing the residual Lp-norm:
min
w
(
N∑
i=1
|f(ri,w)− zi|p
)1/p
. (2.11)
In the most cases, the L2-norm is used. It is the sum of squares of the residuals.
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Figure 2.5: Estimation of SoC based on machine learning methods
In the estimation phase, a new measured input vector rt is considered, the output ẑt is
thus estimated using the model provided by the learning phase.
The intent of this technique is not to find an exact model but an approximation of it.
Therefore, this approximated model is not always physically interpretable. The main
virtue of the machine learning technique is its capacity to be easily extrapolated in
different situations as soon as a corresponding training dataset is available.
In the following, we present several battery SoC estimators based on machine learning
methods: the autoregressive moving average, the support vector regression and the
artificial neural network. The elements of the SoC estimation methods presented in this
section are listed in Table 2.4 according to the novel classification (see Figure 2.1).
Input variables Online measured
SoC estimation model Statistical regression
Other models -
Type of processing Open-loop
Table 2.4: Main classification criteria for SoC estimator based on machine learning
methods
2.3.5.2 Autoregressive moving average (ARMA)
In a statistical analysis of time series, ARMA models provide a description of a stationary
stochastic process. The model consists of two parts: an autoregressive (AR) part and a
moving average (MA) part. Kozlowski [2003] uses these models to estimate the SoC:
SoCt = w1 · rt + w2 · rt−1 + w3 · SoCt−1, (2.12)
where rt is the input vector including the real and imaginary components of the internal
impedance, identified online based on a pattern recognition of the current and voltage
signals. Here, the model parameters w1, w2 and w3 are estimated in the learning phase
using the least squares method. Multiple training datasets were collected during the
charge/ discharge experiments, under various temperatures and current profiles. Four
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types of batteries are considered: primary lithium and alkaline, and nickel-cadmium and
lead-acid secondary batteries. Thus, there are 300 datasets across the different types and
sizes of batteries. The model parameters are then identified separately for each usage
conditions and type of battery. Accordingly, prior to an online estimation of the SoC,
suitable model amongst the 300 models must be chosen based on the usage conditions,
the type and the size of the battery.
Unfortunately, the least squares approach is strongly dependent on the training dataset.
The learned model fits very well the training dataset but is not generic enough to fit new
data that bears slight difference compared to training data. This problem is referred to
as overfitting. To avoid it there are numerous regularization techniques enabling smooth
models (see Arlot and Celisse [2010] for more information). The regularization can be
usually achieved by:
• adding a penalty term to the cost function (2.11) like in SVR (Vapnik [1995]),
RVM (Tipping [2001]) and LASSO (Hastie et al. [2001]),
• implementing a cross-validation techniques.
The former technique gives a smooth model (i.e., some of the parameters wi are equal
to zero). The latter technique provides an unbiased estimator of the model parameters
and is generally coupled with the first technique. Both techniques remain limited when
there is a significant difference between the training dataset and the real-time data.
For a better understanding of the cross-validation techniques, we describe here the K-
fold technique which is one of the most widely used ones. It consists in splitting the
training dataset into K subsets. At the i-th iteration, two sets are considered: a learning
set, involving all subsets except the i-th one used to learn the model parameters, and
a testing set, also called validation set, including the i-th subset and used to test the
predictive performance of the model. Hence, the best model of the K learned models is
retained. Figure 2.6 shows a detailed flow diagram of the K-fold cross-validation. The
main drawback of this technique is that it has a high computation cost as K models
need to be learned.
2.3.5.3 Support vector regression (SVR)
The SVR algorithm estimates the parameters of a nonlinear regression model which
describes the system behavior as follows:
zt =
N∑
i=1
wi · κ(rt, ri), (2.13)
where N is the size of the training dataset, wi the model parameters estimated by SVR
and κ(·, ·) the kernel function. Thus, the regression model is based on a kernel function
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i < K
i = 1
i = i+ 1
Split the training dataset into K blocks Di (i = 1, . . . ,K)
Estimate wˆi using a statistical learning algorithm based on Di
Da = D\Di ; Dv = Di
Validate the model using Dv:
1- zˆv = rv · wˆi
2-Errori = zv − zˆv where (rv, zv) ∈ Dv
Choose the best model wˆ
Figure 2.6: Principle of K-fold cross-validation
that measures the similarity between the new sample rt and the training sample ri. The
SVR algorithm rules out some of the wi as it adds a penalty constraint on the model
parameters. Accordingly, a significant number of wi are equal to zero. The remaining wi
corresponds to specific samples from the training dataset called support vectors. Only
these vectors are then used in equation (2.13) to describe the behavior of the modeled
system (see Vapnik [1995] for more information).
The SVR model is used to estimate the SoC based on a polynomial kernel as in Hansen
and Wang [2005] and on an exponential kernel as in A´lvarez Anto´na et al. [2013]. Hansen
and Wang [2005] use the current and the voltage as input vector rt, whereas A´lvarez
Anto´na et al. [2013] add the battery temperature to rt.
In both studies, the training dataset contains only experimental tests under a constant
current rate and a single ambient temperature. Accordingly, the estimated model is
valid under similar usage conditions and it cannot be efficiently generalized to cases not
seen in the learning phase. In addition, the SVR model is unsuitable for time series
processing since it does not take into account the time dimension.
2.3.5.4 Artificial neural network (ANN)
In machine learning, the ANN is used to describe complex processes by using a nonlinear
regression model. An ANN consists of a sequence of layers connected through connection
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weights wi. In most cases, a three layers system is used: the input layer which includes
the input rt, the hidden layer which describes the nonlinearity of the process via M
intermediary functions gi(rt) (1 ≤ i ≤M), and the output layer providing the estimated
output zt via an activation function K(·):
zt = K
(
M∑
i=1
wigi(rt)
)
. (2.14)
Based on a training dataset, the connection weights wi and the parameters of gi(·) are
estimated in the learning phase using such methods as the least squares method or back
propagation algorithm (see for instance Haykin [1998]).
The ANN is widely used to create a SoC model. Hereafter, several ways of using the
ANN in the battery domain are presented. Charkhgard and Farrokhi [2010] model the
battery voltage via an ANN as follows:
Vt =
M∑
i=1
wi exp
(
−‖rt − ti‖
σ2i
)2
+ w0, (2.15)
where ti and σi are the parameters of gi(·) and rt = {Ut−1, It, SoCt}. This mathematical
representation of the battery voltage is then used as an observation equation of a state-
space model. When using an EKF to estimate the state of interest SoC, this model
raises computational problems to calculate ∂Vt/∂SoCt, as it is a sum of M strongly
nonlinear functions.
Shen [2010] develops a more complex model using two successive ANNs. The first one
provides a prediction of the battery voltage. The inputs of this ANN are defined based
on the combined voltage model of Plett [2004] (i.e., the temperature Tt, the current It
and the SoCt are used as inputs of the first ANN). The second ANN is used to update
the parameters of a PID (for proportional, integrated and derivative) controller that
estimates the SoC as follows:
SoCt = Kp · (et − et−1) +KI · et +KD · (et − 2 · et−1 + et−2) + SoCt−1, (2.16)
where KP , KI , KD are respectively the proportional, integral and derivative gain of the
controller, and et is the gap between the predicted and measured voltage. In this case,
the PID controller is called neuro-controller as Kp, KI and KD are calculated using an
ANN. Accordingly, the SoC model is adapted online when the usage conditions change
and provides an accurate estimation of the SoC. Although the model can be generalized
more efficiently than the previously presented models, it remains limited when the usage
conditions are very different from the training dataset or when the state of health of the
battery decreases. In these cases, the model parameters of both ANNs must be updated.
However, the use of two successive ANNs increases the complexity of the model and the
embedded model requires a lot of the BMS computational resources.
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The choice of the input variables directly affects the quality of the ANN. Thus, Bo et al.
[2008] use partial least squares regression (PLSR) to select the input variables. Affanni
et al. [2003] use the internal impedance, the extracted charge and the OCV as inputs of
the ANN. However, these parameters cannot be directly measured; they are estimated
using their physical definition. This induces an important error on the input values and
affects the performance of the ANN.
2.3.5.5 Difficulties in choosing the training dataset
As shown above, in machine learning, the estimated model depends strongly on the train-
ing dataset, the learning method and the quality criterion. Thus, in order to obtain a
generic model that can provide a reliable SoC estimation for any battery type under any
usage conditions, as many possible situations must be included in an exhaustive training
dataset. Such a dataset requires a large number of experimental tests, since several types
of battery behavior can be identified according to the internal characteristics and the
external usage conditions. Indeed, the battery behavior varies following the charge/dis-
charge, the SoC ranges (generally decomposed into [0%, 20%], [20%, 80%], [80%, 100%]),
the battery technologies, the types of current profile (constant, dynamic, etc.), the state
of health, the ambient temperature and so on. Thus, machine learning methods are able
to provide a generic SoC estimator for all behaviors existing in this training dataset.
Another approach consists in associating a battery model to each battery behavior as
in Kozlowski [2003] or, for example, a model for each voltage rate as in Kim et al. [2011].
The problem of the latter technique is the need for a large storage space that is often
limited in real-time contexts.
In conclusion, the machine learning methods provide powerful techniques to estimate
the parameters of a SoC model but they are not well explored. A penalty on the model
parameters and a cross validation can provide a simple and smooth model. The main
drawback of these methods is the need of an exhaustive training dataset including all
possible usage conditions and battery types. Collecting such a dataset is difficult, even
impossible, to carry out. More advanced techniques, like online learning, can detect the
variations in the battery dynamics and adapt the model to new situations. Accordingly,
these techniques can provide an “ideal” SoC model, reliable for all battery types and
under all usage conditions. In addition, it is important to note that having a reliable
SoC in the training dataset is sometimes difficult; particularly in real-time applications
like electric vehicles.
2.4 Discussion
The battery being a complex electrochemical system, it is very difficult to provide an
exact SoC model. Moreover, the electrochemical phenomena of each type of battery
are very specific and their description requires the knowledge of the low-level battery
parameters which is not possible in some contexts.
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Thus, in order to create an approximate and generalized SoC model, an infinite number
of experimental tests must be conducted to estimate its parameters.
Therefore all existing estimation models and methods are not generic and have some
limitations. Several researchers develop SoC estimators for a specific battery technology,
for instance, the method based on electrolyte density for acid batteries and the one
based on modeling the migration of materials for Li-ion batteries. In addition, many
developed models do not take into account the influence of the usage conditions on the
battery behavior. For example, the SoC model is learned for a fixed temperature and
current rate as in Hansen and Wang [2005], and for a fixed state of health as in Hu et al.
[2010]. Several researchers improve the SoC model by incorporating the influence of
ambient temperature as in Plett [2004] and the variations of the battery characteristics
according to the SoC as in Hirai et al. [2008]. More advanced models can be adapted
online as in Pang et al. [2001] and Shen [2010], but they require a lot of BMS resources
as the model parameters are updated at each time step. All of these methods remain
contestable when the usage conditions are very different from those of the training data.
A summary of all the existing methods and their types, based on the novel classification,
is presented in Table 2.5.
Accordingly, a complete and generic model that provides a reliable SoC estimation for
any battery technology under any usage conditions, is needed. The characteristics of this
“ideal” model depend on the goal and the context of the battery usage, and even on the
specifications of the system. First, an “ideal” model must be efficient specifically when
the SoC is near to 0% and 100% to avoid over-charge/discharge that cause permanent
damage and fire risks like for Li-ion batteries. Also, it must give a linear SoC indication
avoiding brutal change in order to give confidence on autonomy prediction. Second, an
“ideal” model must be robust to the sensor noise, specifically in commercial products,
such as an electric vehicle. Indeed, an efficient current sensor is very expensive. However
in a laboratory, sensors are generally very reliable and there is no need to complicate the
model with sensor noise treatment. Third, this model has to estimate the SoC in a real-
time application. In this case, the battery is often partially charged and reference points
that provide a SoC calibration are seldom available. In addition, the estimation of the
SoC of batteries pack, usually used in real-life contexts, introduces more complexity due
to the heterogeneity of the elementary cells constituting the pack (see for instance Zheng
et al. [2013]). The display rate time of the SoC is also an important factor in real-time
applications. In cell phones and laptops, the variation of the SoC is slower than the one
in electric vehicles. Accordingly, the estimation algorithm must adapt more quickly in
applications where the SoC changes rapidly. Fourth, a complete model must take into
account the hardware limitations of the Battery Management System (BMS). Finally,
this model has to incorporate the variation of the battery characteristics like the state of
health, the impedance and the remaining capacity, as well as the influence of the usage
conditions on the battery dynamics. It must be updated online to keep track of the
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variation of the battery properties. It must also be able to indicate when it becomes
inapplicable and when the learning of a new model is necessary.
In light of the above, machine learning methods are able to acquire the behavior of the
battery through real data, without the absolute need to have a physical description of
the battery. They can be used to identify the parameters of either predefined physical
or statistical regression models. The dataset collected during an experimental test like
the current, the temperature and the voltage, is called training data. Thus, the learned
model provides an accurate SoC estimation for an identical battery technology with
experimental conditions close to those of its corresponding training data. Therefore, in
order to provide a valid model for all battery technologies under any usage conditions, an
exhaustive training data that includes a large variety of situations is necessary. However,
the behavior of the battery changes and the usage conditions are uncontrolled and so, no
single model is valid at all times. Hence an online update of the SoC model is crucial.
Updating a model online faces two constraints: the first one being hardware limitations,
and the second being the absence of a reliable SoC values. Once these problems have
been solved, the machine learning methods can provide an “ideal” SoC estimator.
2.5 Conclusion
In this chapter, we have introduced a novel classification of the existing SoC estimation
methods. The main benefit of this classification is that it enables the identification of
the techniques that can be improved to potentially reach an “ideal” SoC model. Such a
model can estimate the SoC efficiently in a real-time context without being impacted by
the battery chemistry or the usage conditions. We found that the methods based on di-
rectly measured physical quantities (presented in Section 2.3.2) cannot be generalized in
a real-time context, as these quantities can only be measured oﬄine. Also, the methods
based on an open-loop processing do not take into account the sensor noises which can
greatly decrease the reliability of the estimation, particularly in mainstream commercial
products. Moreover, the methods based on closed-loop processing, like the Kalman fil-
ter and the controller, are promising candidates on the way to obtain an “ideal” SoC
estimator. The main difficulty of these methods resides in the parameters identification.
Clearly, the machine learning methods provide powerful techniques allowing the estima-
tion of these parameters. However, these methods need an exhaustive training dataset to
produce a generalized and smooth model. Two possible solutions can be adopted. The
first one consists in taking into account the variability of the battery behavior during
the conception of the SoC model. The second one consists in updating the model online
when the characteristics of the battery or the usage conditions change. In this study, the
former solution is studied, whereas the latter is discussed in the perspectives section.
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X X X
Huet [1998], Peled et al.
[1988], Salkind et al.
[1999]
X X Piller et al. [2001]
X X X Hu et al. [2010]
Physical model
X X X Chen et al. [2012], Li
et al. [2013]
X X X
Alzieu et al. [1997],
Kutluay et al. [2005], Ng
et al. [2009]
X X X X Gaddam et al. [2000],
Malkhandi [2006]
X X X X
Avvari et al. [2015],
Charkhgard and Farrokhi
[2010], He et al. [2011],
Kim et al. [2011], Plett
[2004], Wang et al. [2007]
X X X
Codeca et al. [2008], Dai
et al. [2006], Feng and
Sun [2008], Han et al.
[2009], Lee et al. [2008],
Liao et al. [2011]
X X X X Pop et al. [2006]
X X X X
Di Domenico et al. [2008],
Santhanagopalan and
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Statistical model
X X X X Pang et al. [2001]
X X X X
Hirai et al. [2008], Moo
et al. [2007], Tang et al.
[2008]
X X X
Hansen and Wang [2005],
Kozlowski [2003], A´lvarez
Anto´na et al. [2013]
X X X
Affanni et al. [2003], Bo
et al. [2008], He et al.
[2014], Shen [2010]
Table 2.5: Summary of the existing SoC models and their types based on the novel
classification
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Chapter 3
Design of a battery State of
Charge estimator using Switching
Markov State-Space Models
Dans ce chapitre, nous de´veloppons un mode`le de SoC tenant compte de la variabilite´ de
la dynamique de la batterie selon ses caracte´ristiques internes et ses conditions externes
de charge et de de´charge souvent non-controˆlables.
L’e´volution du SoC est principalement de´crite par l’e´quation coulome´trique :
SoCt = SoCt−1 +
ηIt∆t
Cre´elle
, (3.1)
ou` η est la rendement faradique, It est le courant traversant la batterie, ∆t le pas
d’e´chantillonnage et Cre´elle la capacite´ re´elle de la batterie. Pour faire face aux nom-
breuses limitations de cette e´quation pre´sente´es dans le Chapitre 2, nous conside´rons
e´galement une relation line´aire reliant la tension de la batterie a` son SoC. Cette rela-
tion re´sulte de la mode´lisation de la batterie par un circuit e´lectrique e´quivalent appele´
mode`le a` re´sistance interne (cf. Figure 3.1). Ainsi, le SoC est de´crit par un mode`le a`
espaces d’e´tats line´aires et gaussiens (Linear Gaussian State-Space Model - LGSSM ) :
l’e´quation de transition correspond a` l’e´quation coulome´trique et celle d’observation a`
la relation entre la tension et le SoC. Pour ce LGSSM, le courant traversant la batterie
repre´sente l’entre´e, la tension aux bornes de la batterie repre´sente l’observation et le
SoC est l’e´tat continu a` estimer. A` un instant t donne´, le SoC peut eˆtre re´cursivement
estime´ par le filtrage de Kalman (Kalman [1963]) a` partir du SoC a` l’instant t− 1 et de
nouvelles mesures d’observation et d’entre´e.
Cependant, le comportement de la batterie n’est pas line´aire et un seul mode`le line´aire
ne suffit pas pour de´crire ses diffe´rents re´gimes de fonctionnement (cf. Figures 3.2 et 3.3).
Nous conside´rons ainsi que chacun de ces re´gimes est de´crit par un LGSSM et que la
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transition entre ces diffe´rents LGSSMs est ale´atoire et de´crite par une chaˆıne de Markov
cache´e. Cette mode´lisation induit alors, a` un instant donne´e, trois variables ale´atoires :
1. l’e´tat discret cache´ de la chaˆıne de Markov, note´ St, indexant le LGSSM actif a`
l’instant t. (St)t≥0 est un processus de Markov d’ordre 1 sur {1, . . . , κ} de vecteur
de probabilite´ initial Π et de matrice de transition P ;
2. l’e´tat continu inconnu, note´ Xt, de´crivant le SoC a` estimer. Ici, Xt ∈ [0, 100] ;
3. l’observation, note´e Yt, correspondant a` la tension de la batterie.
Nous proposons un nouvel mode`le de SoC base´ sur les mode`les a` espaces d’e´tats line´aires
et gaussiens gouverne´s par une chaˆıne de Markov, que nous appellerons plus simplement
un mode`le a` espaces d’e´tats gouverne´ par une chaˆıne de Markov (Switching Markov
State-Space Model - SMSSM ) (cf. Figure 3.4). L’e´volution jointe de ces trois variables
ale´atoires est repre´sente´e par :
pΘ(st |s0:t−1) = pΘ(st|st−1) = P (st, st−1), (3.2)
Xt = Xt−1 +B(St)ut∆t+Wt, (3.3)
Yt = C(St)Xt +D(St)ut +D0(St) + Σt, (3.4)
avec p(wt|st) = N (wt; 0, σ2X(st)), p(εt|st) = N (εt; 0, σ2Y (st)), {Wt}t≥0 et {Σt}t≥0 sont
deux suites iid et Wi et Σj sont inde´pendants quels que soient (i, j).
L’e´quation (3.2) de´crit l’e´volution markovienne de St ∈ {1, . . . , κ}. L’e´quation (3.3),
repre´sentant l’e´quation de transition, re´sulte de l’e´quation coulome´trique ou` ut est le
courant, ∆t le pas d’e´chantillonnage et Wt le bruit du processus. L’e´quation (3.4),
repre´sentant l’e´quation d’observation, de´crit l’influence de Xt sur l’observation Yt ou`
Σt mode´lise le bruit du capteur. Nous supposons que la loi de X0, et le vecteur de proba-
bilite´ initiale de S0, note´ Π, sont connus. L’ensemble de parame`tres inconnus du mode`le
est note´ Θ :
Θ = {P, Γ} , (3.5)
avec Γ l’ensemble de parame`tres des deux e´quations de transition et d’observation :
Γ = {B(s), σX(s), C(s), D(s), D0(s), σY (s))}s=1,...,κ . (3.6)
Pour un SMSSM, la densite´ de probabilite´ jointe de la se´quence d’observations Y0:T ,
d’e´tats continus X0:T et d’e´tats discrets S0:T peut eˆtre de´crite comme suit (Cappe´ et al.
[2005]) :
pΘ(y0:T , x0:T , s0:T ) =pΘ(y0 | x0, s0) · pΘ(x0 | s0) · pΘ(s0)
·
T∏
t=1
pΘ(yt | st, xt) · pΘ(xt | st, xt−1) · pΘ(st | st−1). (3.7)
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Le mode`le propose´ ainsi que les hypothe`ses pose´es sont de´crits d’une fac¸on de´taille´e dans
la Section 3.3.
Pour comple´ter la description du mode`le, nous ve´rifions l’identifiabilite´ de l’ensemble
de ses parame`tres inconnus. Un mode`le est dit identifiable lorsque la relation entre
l’ensemble de parame`tres Θ et la vraisemblance est bijective :
Θ 6= Θ∗ ⇔ pΘ(y0:T ) 6= pΘ∗(y0:T ). (3.8)
Si nous conside´rons une transformation line´aire de Xt telle que X
∗
t = k · Xt, nous
remarquons que le SMSSM n’est pas ne´cessairement identifiable. En effet, les parame`tres
du mode`le peuvent eˆtre ajuste´s de fac¸on a` ce que la loi des observations reste invariable :
X∗t = X
∗
t−1 + k ·B(St)ut∆t+ k ·Wt, (3.9)
Yt =
C(St)
k
X∗t +D(St)ut +D0(St) + Σt. (3.10)
Dans la Section 3.4 de ce chapitre, nous de´montrons que lorsque la chaˆıne de Markov
est irre´ductible et ape´riodique, une information a priori reliant les observations et l’e´tat
continu inconnu a` un instant t0 suffit pour assurer l’identifiabilite´ de l’ensemble de pa-
rame`tres du mode`le. Cette information a priori s’e´crit de la manie`re suivante :
yt0 = C(s)xt0 +D(s)ut0 +D0(s), (3.11)
∀s = 1, . . . , κ, ou` yt0 et xt0 sont connus.
Dans le cadre de l’estimation du SoC, ces deux contraintes sont naturellement ve´rifie´es.
En effet, {St} indexant le re´gime de fonctionnement de la batterie est irre´ductible et
ape´riodique du fait que la charge et la de´charge sont re´versibles et que la variation du
re´gime est ale´atoire selon les conditions d’usage externes. De plus, dans la plupart des
cas, la batterie est initialement au repos (i.e., u0 = 0). De ce fait, son SoC peut eˆtre
calcule´ d’une manie`re efficace a` partir de la mesure de sa tension a` vide, donnant ainsi
la relation suivante :
y0 = C(s)x0 +D0(s), ∀s = 1, . . . , κ. (3.12)
ou` y0 est la mesure de la tension a` vide et x0 est le SoC correspondant.
La Section 3.5 est de´die´ a` l’estimation en ligne du SoC dans le mode`le estime´. La
proble´matique revient a` estimer Xt de manie`re re´cursive a` partir d’une estimation de
Xt−1 et des nouvelles mesures yt et ut en conside´rant que l’ensemble de parame`tres
Θ est connu. Cependant, une estimation optimale de Xt, au sens de l’erreur quadra-
tique moyenne, est un proble`me NP-complet (Tugnait [1982]). En effet, cette estima-
tion ne´cessite d’utiliser un filtre de Kalman pour toutes les se´quences d’e´tats discrets
possibles, soit κt+1 se´quences. Une solution base´e sur une me´thode de Monte-Carlo
consisterait a` tirer ale´atoirement N se´quences {si0:t}Ni=1, appele´es particules, selon la loi
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pΘ(s0:t|y0:t). Pour chaque se´quence si0:t, un filtre de Kalman est utilise´ pour calculer
Ey0:t,si0:t
[Xt]
4
= xit.
Dans ce cas, un estimateur de Xt est donne´ par la moyenne empirique de {xit}Ni=1. Ce-
pendant, le tirage selon pΘ(s0:t|y0:t) e´tant difficile (Doucet et al. [2001b]), nous utilisons
une technique d’e´chantillonnage d’importance se´quentiel. Les se´quences {si0:t}Ni=1 sont ici
tire´es selon une loi d’importance, note´e qΘ(s0:t|y0:t), s’e´crivant de la manie`re suivante :
qΘ(s0:t|y0:t) = qΘ(s0:t−1|y0:t−1)qΘ(st|s0:t−1, y0:t). (3.13)
de manie`re a` simuler d’une fac¸on se´quentielle et a` couˆt fixe a` chaque instant. Ainsi, a`
l’instant t− 1, nous disposons de N particules {si0:t−1}Ni=1 et de leur poids d’importance
{wit−1}Ni=1 obtenus a` partir de l’e´chantillonnage d’importance se´quentiel et faisant in-
tervenir la loi d’importance qΘ(s0:t−1|y0:t−1). A` l’instant t, les se´quences et leurs poids
{si0:t, wit}Ni=1 sont obtenus a` partir de la nouvelle observation yt et des se´quences et poids
pre´ce´dents {si0:t−1, wit−1}Ni=1 en tirant sit ∼ qΘ(st|si0:t−1, y0:t), 1 ≤ i ≤ N . Dans cette
e´tude, nous choisissons qΘ(st | si0:t−1, y0:t) = pΘ(st | si0:t−1, y0:t) de telle manie`re a` mini-
miser la variance conditionnelle des poids {wit}Ni=1 (Doucet et al. [2001b]). L’algorithme
propose´ pour estimer xt en ligne est pre´sente´ dans l’algorithme 1.
Afin de valider cette me´thode d’estimation en ligne et de calibrer le nombre de particules,
nous avons ge´ne´re´ une base de donne´es de taille T = 500 a` partir d’un SMSSM a` κ = 3
e´tats cache´s (cf. Figure 3.5). Les parame`tres de ce mode`le sont choisis de fac¸on a` ce que la
base de donne´es soit proche des tests d’usage d’une batterie e´lectrique (cf. Table 3.1). La
se´quence d’e´tats continus X0:T est estime´e pour diffe´rentes valeurs de N . Les re´sultats
montrent que lorsque N est bien choisi (N ' 10, pour κ = 3), l’erreur quadratique
moyenne entre la vraie se´quence et celle estime´e est relativement faible (cf. Figures 3.6
et 3.7).
En conclusion, nous avons propose´ un nouveau mode`le de SoC base´ sur les SMSSMs
afin de tenir compte de la variabilite´ du comportement de la batterie lors de la phase
de conception du mode`le de SoC. Selon ce nouveau mode`le, le SoC est estime´ a` travers
un ensemble de mode`les a` espaces d’e´tats line´aires indexe´s par une chaˆıne de Markov
refle´tant le re´gime de fonctionnement de la batterie. Ne´anmoins, les parame`tres de ce
mode`le ne sont pas ne´cessairement identifiables. Pour assurer leur identifiabilite´, nous
avons impose´ des contraintes simples et physiquement ve´rifiables. Nous avons e´galement
montre´ que l’estimation re´cursive de Xt a` partir d’une estimation de Xt−1, une nou-
velle observation yt et entre´e ut peut eˆtre effectue´e par une technique d’e´chantillonnage
d’importance se´quentiel. Le nombre de particules ne´cessaire pour assurer une estimation
pre´cise semble eˆtre relativement faible (N ' 10, pour κ = 3), ce qui rend cette technique
adapte´e a` un calculateur embarque´.
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The aim of this chapter is to develop a SoC model taking into account the random
change of battery dynamics during its charge/discharge. Indeed, the inherent behavior
of the battery depends on its internal characteristics like its resistance and its state of
health, as well as on the usage conditions like the ambient temperature and the current
profile.
As a first step, we recall the benefits and the limitations of the Ah-counting model to
provide a SoC indication, and show the importance of the battery voltage to improve this
leading model. Hence, a Linear Gaussian State-Space Model (LGSSM) is established:
the Ah-counting models the transition equation, whereas the observation equation is
based on an equivalent-electric circuit relating the voltage to the SoC. For real data, we
show that a single LGSSM cannot be reliable throughout the usage of the battery, and
different potential LGSSMs should be used instead.
Hence, we propose a new SoC model using Switching Markov State-Space Models
(SMSSM): the battery dynamics are described by a set of LGSSMs switching randomly
according to a Markov chain. This new model includes two latent states: a continuous
one, the SoC and a discrete one, the finite state of the Markov chain.
Once the model is developed and the used assumptions are fixed, its identifiability must
be verified to guarantee its relevance. For SMSSMs, we prove that the identifiability can
be achieved by imposing straightforward and natural constraints on the model parame-
ters.
We then show how to estimate online the state of interest efficiently for fixed model
parameters. Since an optimal estimation is at a prohibitive computational cost, a sub-
optimal algorithm based on Monte Carlo (MC) methods is developed. The performance
of this algorithm in estimating the state of interest and the influence of the number of
particles are studied based on simulated data.
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3.1 Coulomb Counting Model
The leading method for estimating the SoC is based on the Coulomb counting equation:
SoCt = SoC0 +
∫ t
0
η · Is
Cactual
ds, (3.14)
where η is the Faraday efficiency, Cactual the actual capacity and Is the algebraic current
measurement: positive for a charge and negative for a discharge.
A numerical implementation of this equation requires a temporal discretization. The
SoC is then calculated as follows:
SoCt = SoCt−∆t +
ηIt∆t
Cactual
, (3.15)
where ∆t is the sampling time.
As discussed in Section 2.3.1, this method offers a generic SoC model, suitable for all
battery types and used as a reference method for the evaluation of the performance of any
other estimation method. Indeed given the actual capacity, the SoC estimation requires
only a measure of the current. This minimizes the volume of information exchanged
between the battery and the battery management system and reduces the computation
time.
Therefore, this method holds a number of limitations, such as the calculation of η, the
current leakages in rest period and the variation of the battery capacity. In addition,
this method suffers from error accumulation over time which may introduce a bias to
the estimated SoC. The limitations and the proposed improvements of this model are
thoroughly detailed in Section 2.3.1.
In this study, the voltage of the battery is considered in order to improve the Ah-counting
model. Indeed, an accurate voltage sensor is not costly contrary to a current one.
Accordingly, a voltage model depending on the SoC completes the Coulomb counting
in order to establish the so-called Linear Gaussian State-Space Model (LGSSM).
3.2 Linear Gaussian State-Space Model
In the following, the joint evolution of the SoCt and the observed voltage Vt is modeled
using a state-space framework (Anderson and Moore [1979]). Let us denote Xt and Yt the
SoC and the voltage at time t respectively. In this study, we use the standard convention
whereby capital letters denote random variables, and lower letters their corresponding
realizations.
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Figure 3.1: Battery equivalent circuit diagram: Internal Resistance model
3.2.1 Observation equation
To describe the relation between the voltage and the SoC, we use the Internal Resistance
(IR) model which is the only linear model linking the battery voltage and its SoC (Plett
[2004]). As shown in Figure 3.1, this model implements an ideal voltage source VOC
representing the Open Circuit Voltage (OCV) of the battery and an ohmic resistance R
describing its internal resistance, with
VRt =R · It, (3.16)
VOCt =C · SoCt +D0, (3.17)
where C and D0 have to be estimated. The terminal voltage is then the sum of the
resistance voltage VR and the voltage source VOC :
Vt = VRt + VOCt . (3.18)
This voltage model gives the observation equation:
Yt = C ·Xt +D · ut +D0 + Σt, (3.19)
where C, D and D0 are constants with physical interpretation, ut = It is the exogenous
input, and Σt ∼ N (εt; 0, σ2Y ) models the voltage sensor error with {Σt}t>0 iid. Indeed,
D corresponds to the internal resistance, C corresponds to the slope of the OCV-SoC
curve, and D0 is also related to the OCV-SoC relationship.
3.2.2 Transition equation
The description of the model is completed by the transition equation based on the
Coulomb counting model:
Xt = Xt−1 +B ut ∆t+Wt, (3.20)
with B = ηCactual , and Wt ∼ N (wt; 0, σ2X) modeling the random fluctuations of the
SoC where {Wt}t>0 is iid. The Gaussian white noises Wt and Σt are assumed to be
independent: Wi and Σj are independent ∀(i, j).
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Thus, the LGSSM of the SoC relates the unobserved variable Xt and the observed
variable Yt through the linear equations (3.19) and (3.20).
The Kalman filter provides an optimal estimation of Xt, in a mean square error sense,
given observations y0:t = {y0, . . . , yt} and inputs u0:t up to time t (cf. Appendix A).
In practice at time t = 0, the battery is often in a resting state (i.e., the current is
zero on a long duration ' 30 mins), hence x0 can be efficiently calculated through the
OCV measurement (see Section 2.3.2.1). Thus, the following physical constraint on the
observation equation is available at t0 = 0:
y0 = C · x0 +D0, (3.21)
where y0 is the OCV measurement and x0 is the corresponding SoC.
However in a real context, each set of usage conditions should be described by specific
observation and transition equations. Indeed, the battery dynamics change during the
charge/discharge according to uncontrolled internal and external conditions. Let us
consider the case of a driving of an electric vehicle at constant ambient temperature.
In order to monitor the relevance of the Kalman filter, attention has been given to the
comparison between the observed and estimated voltage. Figure 3.2 shows that a single
LGSSM cannot estimate accurately the voltage throughout the whole time interval, and
different potential LGSSMs should be used instead.
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Figure 3.2: Estimation of the voltage using a LGSSM: Data from driving of an electric
vehicle
3.3 Switching Markov State-Space Model
For real electric vehicle data, as shown in Figure 3.3, the relation between the voltage,
the current and the SoC is non-linear. Therefore, the objective is to model these non-
linearities by a linear-piecewise model. Accordingly, we suppose that the observation
equation (3.19) is rather linear piecewise, and that the pair {Xt, Yt} is described by
different potential LGSSMs. The number of these potential LGSSMs controls then the
degree of nonlinearity of battery dynamics. The changes between these LGSSMs are
supposed random according to an unobservable Markov chain, denoted {St}. The SoC
is then modeled by a Switching Markov State-Space Model (SMSSM). This model has
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Figure 3.3: Voltage Vt versus SoC and current It: Data from driving of an electric vehicle
been well studied in Ackerson and Fu [1970], Akashi and Kumamoto [1977], Fru¨hwirth-
Schnatter [2006], Kim [1994], Tugnait [1982]. A SMSSM can be seen as a LGSSM with
parameters indexed by a Markov chain. A graphical representation of a SMSSM is
provided in Figure 3.4.
St St+1. . . . . .
Xt. . . Xt+1
ut+1 Yt+1
. . .
ut Yt
Figure 3.4: Graphical representation of a SMSSM, where {Yt} and {ut} are observed,
and {Xt} and {St} are latent variables
3.3.1 Modeling
Let St denote a discrete irreducible and aperiodic Markov chain on {1, . . . , κ}, with
initial distribution Π and transition matrix P . The proposed SoC model is given by a
natural extension of the LGSSM (3.19)-(3.20) with parameters indexed by St:
Xt = Xt−1 +B(St)ut∆t+Wt, (3.22)
Yt = C(St)Xt +D(St)ut +D0(St) + Σt, (3.23)
for t = 0, . . . , T , where p(εt|st) = N (εt; 0, σ2Y (st)) and p(wt|st) = N (wt; 0, σ2X(st)). In
addition, it is assumed that conditionally on St, {Wt}t>0 and {Σt}t>0 are iid, and Wi
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and Σj are independent ∀(i, j). Let Θ denote the set of model parameters:
Θ = {P, Γ} , (3.24)
where Γ denote the set of parameters of the transition and observation equations:
Γ = {B(s), σX(s), C(s), D(s), D0(s), σY (s))}s=1,...,κ . (3.25)
It is assumed that the distribution of X0 is Gaussian and known, the initial distribution
Π is known, and the distributions pΘ(xt | xt−1, st) and pΘ(yt | xt, st) are Gaussian with
parameters calculated respectively from (3.22) and (3.23):
pΘ(xt | xt−1, st) = N (xt;xt−1 +B(st)ut∆t, σ2X(st)), (3.26)
pΘ(yt | xt, st) = N (yt;C(st)xt +D(st)ut +D0(st), σ2Y (st)). (3.27)
3.3.2 Model properties
A SMSSM can be viewed as a hierarchical model. This point of view is very useful
to describe its structure. On a first level, the model specifies the conditional distri-
bution pΘ(y0:T | s0:T , x0:T ) of the observation process Y0:T given the whole state pro-
cess {S0:T , X0:T }. On a second level, the model specifies the conditional distribution
pΘ(x0:T | s0:T ) of the states of interest X0:T given the whole Markov sequence S0:T . On
a third level, the model specifies the distribution pΘ(s0:T ) of the state of the Markov
chain.
The following conditional independent relations arise from the model (3.22)-(3.23). The
observations Y0:T are independent given {S0:T , X0:T }, and Yt is independent of {(S0, X0), . . . ,
(St−1, Xt−1), (St+1, Xt+1), . . . , (ST , XT )} given (St, Xt). This can be formulated as fol-
lows:
pΘ(y0:T | s0:T , x0:T ) =
T∏
t=0
pΘ(yt | st, xt). (3.28)
Given S0:t, the state of interest Xt is a first-order hidden Markov process, hence inde-
pendent of {X0, . . . , Xt−2, Xt+1, . . . , XT } given Xt−1. In addition, Xt is independent of
{S0, . . . , St−1, St+1, . . . , ST } given St. This can be formulated as follows:
pΘ(x0:T | s0:T ) = pΘ(x0 | s0)
T∏
t=1
pΘ(xt | st, xt−1). (3.29)
The Markov chain {St} satisfies:
pΘ(s0:T ) = pΘ(s0)
T∏
t=1
pΘ(st | st−1). (3.30)
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Thus, the augmented state {St, Xt} is a Markov chain, satisfying in addition:
pΘ(st, xt | st−1, xt−1) = pΘ(st | st−1)pΘ(xt | st, xt−1). (3.31)
Indeed, the SMSSM can also be viewed as a Hidden Markov Model (HMM) with two
latent states, namely St and Xt.
Based on this hierarchical view, the complete-likelihood can be written as follows:
pΘ(y0:T , x0:T , s0:T ) =pΘ(y0 | x0, s0) · pΘ(x0 | s0) · pΘ(s0)
·
T∏
t=1
pΘ(yt | st, xt) · pΘ(xt | st, xt−1) · pΘ(st | st−1). (3.32)
It is noteworthy that conditionally to S0:t, the pair (Xt, Yt) is a LGSSM. Accordingly,
given a specific sequence of Markov states s0:T , the likelihood pΓ(y0:T | s0:T ) is a (T +1)-
Gaussian distribution with parameters recursively calculated as follows:
pΓ(y0:T |s0:T ) = pΓ(y0|s0)
T∏
t=1
pΓ(yt | y0:t−1, s0:t), (3.33)
where pΓ(yt | y0:t−1, s0:t) = N (yt; yt|t−1,Ωt|t−1). The variables yt|t−1 and Ωt|t−1 are
respectively the expectation and the variance of the observation yt given the discrete
states s0:t, and the observations y0:t−1 up to time t− 1. They are calculated from (3.23)
as follows:
yt|t−1 = C(st)xt|t−1 +D(st)ut +D0(st), (3.34)
Ωt|t−1 = C(st)2σ2t|t−1 + σ
2
Y (st), (3.35)
where the variables xt|t−1 and σ2t|t−1 are respectively the expectation and the variance
of the continuous state Xt given the discrete states s0:t, and the observations y0:t−1 up
to t− 1. They are calculated from (3.22) during the prediction step of a Kalman filter:
xt|t−1 = xt−1|t−1 +B(st)ut∆t, (3.36)
σ2t|t−1 = σ
2
t−1|t−1 + σ
2
X(st). (3.37)
The variables xt−1|t−1 and σ2t−1|t−1 are respectively the expectation and the variance of
the continuous state Xt−1 given the discrete states s0:t−1, and the observations y0:t−1.
They are calculated by the correction step of a Kalman filter:
xt−1|t−1 =xt−1|t−2 +Kt−1(yt−1 − yt−1|t−2), (3.38)
σ2t−1|t−1 = (1−Kt−1C(st−1))2 σ2t−1|t−2 +K2t−1σ2Y (st−1), (3.39)
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where Kt−1 is the Kalman gain (Kalman [1963]) given by
Kt−1 = σ2t−1|t−2C(st−1)Ω
−1
t−1|t−2. (3.40)
The prediction and correction steps of the Kalman filter are detailed in Appendix A.
In order to guarantee the relevance of the SMSSM, its identifiability must be ensured.
In the next section, we show that the SMSSM (3.22)-(3.23) is non-identifiable, and we
identify the constraints to be imposed in order to ensure its identifiability.
3.4 Identifiability of a SMSSM
The SMSSM, among many other mathematical models, is used to describe the dynamics
of a given system using experimental data and to understand observed phenomena.
Indeed, it is beneficial that each parameter of the model has a physical interpretation in
order to easily integrate any prior knowledge and interpret the results of this modeling.
This can be ensured when the model is identifiable; i.e., two different set of parameters
Θ and Θ∗ lead to two different models (i.e., the transformation which maps Θ to the
likelihood pΘ(y0:T ) should be one-to-one). This can be formulated as follows:
pΘ(y0:T ) = pΘ∗(y0:T ) ⇒ Θ = Θ∗. (3.41)
Moreover, the identifiability of a subset of parameters can be formulated as follows.
Definition 1
A subset of parameters F ∈ Θ is said globally structurally (g.s.) identifiable if
pΘ∗(y0:T ) = pΘ(y0:T ) ⇒ F ∗ = F. (3.42)
However, it is well-known that a LGSSM (see for instance Walter and Lecourtier [1981]),
and even more a SMSSM, suffers from identifiability problems. Indeed, let us consider
that X∗t and Xt are related by a linear transformation X∗t = H(st)Xt. This transforma-
tion leads to an equivalent model with the same observations distribution:
B∗(s) = H(s) · B(s)
C∗(s) = C(s) · H−1(s)
σ2X
∗
(s) = H(s) · σ2X(s) ·H(s),
(3.43)
where H(s) ∈ R∗. It has to be noted that D(s), D0(s) and σY (s) are always g.s.
identifiable. They are invariant under any linear transformation H(s). To ensure the
identifiability of the model parameters, constraints could be imposed on these ones.
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It is noteworthy that the Markov states St can be relabeled without changing the dis-
tribution of the observations pΘ(y0:T ) (Stephens [2000]). Thus, the identifiability of the
SMSSM is considered up to a state switching.
3.4.1 Case of a Linear Gaussian State-Space Model
First of all, we address the identifiability of a LGSSM (i.e., SMSSM with κ = 1). The
following prior information is considered at t0:
yt0 = Cxt0 +Dut0 +D0, (3.44)
with xt0 6= 0. Any equivalent model should have the same prior information at t0:
yt0 = C
∗xt0 +D
∗ut0 +D
∗
0. (3.45)
Based on the system of equations (3.43), this prior can be written as follows:
yt0 = CH
−1xt0 +Dut0 +D0. (3.46)
Under (3.44) and (3.46), the only solution of the system (3.43) is H = 1. Thus, the
parameters of a SMSSM with κ = 1 are g.s. identifiable under the constraint (3.44).
3.4.2 Case of a known sequence of Markov states
It is assumed that at t0,
yt0 = C(st0)xt0 +D(st0)ut0 +D0(st0), (3.47)
for any hidden state st0 = 1, . . . , κ. When the Markov sequence s0:T is known, the model
can be transformed into linear piecewise models. This stems from the fact that the
Markov chain {St} is irreducible and aperiodic. Accordingly, the identifiability results
of the previous section can be extended, and the set Γ of parameters of these LGSSMs
is g.s. identifiable under constraints (3.47). This can be formulated by the following
relation:
pΓ(y0:T |s0:T ) = pΓ∗(y0:T |s0:T ) ⇒ Γ = Γ∗. (3.48)
3.4.3 Case of an unknown sequence of Markov states
When the Markov sequence s0:T is unknown, the marginal likelihood of the SMSSM
(3.22)-(3.23) is given by
pΘ(y0:T ) =
∑
s0:T∈S
pP (s0:T ) · pΓ(y0:T |s0:T ), (3.49)
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where S = {1, . . . , κ}T+1 is the set of all possible Markov sequences, and pΓ(y0:T |s0:T )
is a (T + 1)-Gaussian distribution whose parameters are recursively calculated using a
Kalman filter (as presented in Section 3.3.2). Thus, pΘ(y0:T ) is a finite convex combi-
nation of Gaussian distributions. Yakowitz and Spragins [1968] prove that a family of
finite mixture distributions is identifiable, iff the members of the underlying distribution
family are linearly independent over the field of real numbers. Based on this theorem,
they prove that an m-dimensional Gaussian distribution (m > 1) generates identifiable
finite mixtures. Let us consider Θ and Θ∗ such as
pΘ(y0:T ) = pΘ∗(y0:T )∑
s0:T∈S
pP (s0:T ) · pΓ(y0:T |s0:T ) =
∑
s0:T∈S
pP ∗(s0:T ) · pΓ∗(y0:T |s0:T ). (3.50)
Following the theorem of Yakowitz and Spragins [1968], we have the following equations:
(i) pΓ(y0:T |s0:T ) = pΓ∗(y0:T |s0:T ),
(ii) pP (s0:T ) = pP ∗(s0:T ).
Under the constraints (3.47), the equation (i) implies that Γ = Γ∗. Moreover, the Markov
chain has a unique stationary distribution, as it is an irreducible aperiodic Markov chain.
Accordingly, the equation (ii) implies that P = P ∗ (cf. Lemma 2 in Leroux [1992]). As
a result, we have the following proposition.
Proposition 1
The parameters of the SMSSM (3.22)-(3.23) are g.s. identifiable if the following con-
straints are verified
1. Prior information at t0 is available:
yt0 = C(s)xt0 +D(s)ut0 +D0(s) with s = 1, . . . , κ and xt0 6= 0, (3.51)
2. ∀(i, j), 1 ≤ i, j ≤ κ, P (i, j) 6= 0.
Condition 2 implies that the finite hidden Markov chain is irreducible and aperiodic.
It is noteworthy that this proposition is easily extended in the case of a SMSSM with
Xt and Yt belong to R, and ut belongs to R
n (see Kalawoun et al. [2015b]).
3.4.4 Interpretation in the SoC case
In the SoC case, the conditions of Proposition 1 are naturally verified. Indeed, as
explained in Section 3.2, at t0 = 0 the battery is often in a resting state (i.e., the current
is equal to zero on a long duration: u0 = 0), hence the following prior information is
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available:
y0 = C(s0)x0 +D0(s0), (3.52)
where y0 is the OCV measurement and x0 the corresponding SoC.
In addition, the Markov chain is naturally irreducible in the case of an electric battery.
Indeed, the hidden Markov states reflect the different regimes of the underlying dynamics
of the battery. Since the behavior of an electric battery is reversible, the transition from
a Markov state to another is reversible too. The Markov chain is also aperiodic as
the dynamics of the battery randomly change according to uncontrolled internal and
external usage conditions.
3.5 Online state inference on SMSSMs
The filtering aims at estimating the states Xt and St given the observations y0:t up to
time t, considering that the model parameters Θ is known.
An optimal estimation of Xt and St is a well-known NP problem and requires a pro-
hibitive computational cost. A closed form solution would require running Kalman filters
for each possible Markov sequence s0:t; i.e., κ
t+1 filters where κ is the number of hid-
den Markov states. Indeed, the expectation Ey0:t,Θ[Xt] of Xt given the observations y0:t
cannot be directly calculated, and the Markov sequence s0:t should be considered:
Ey0:t,Θ[Xt] =
∑
s0:t∈S
pΘ(s0:t | y0:t) · Ey0:t,s0:t,Θ[Xt], (3.53)
where S = {1, . . . , κ}t+1 and Ey0:t,s0:t,Θ[Xt] is calculated using a Kalman filter.
To overcome this computational problem, a variety of suboptimal estimation algorithms
has already been proposed.
Most of these algorithms are based on merging the components at time t like the Inter-
acting Multiple Model (IMM) (see Blom and Bar-Shalom [1988] for more information).
The IMM uses only κ parallel Kalman filters at each time t, and then merges their κ
estimated xit (1 ≤ i ≤ κ) using a deterministic finite Gaussian mixture approximation.
Another possible suboptimal strategy is to approximate the continuous process Xt by a
finite state process with fixed states. The SMSSM is thus reduced to an HMM with two
discrete latent states, and the estimation algorithms of HMMs can be easily implemented
(cf. Rabiner [1989]).
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3.5.1 Filtering using Importance Sampling
An alternative method would use a Monte Carlo method to estimate Ey0:t,Θ[Xt]: a set
of N independent particles si0:t (1 ≤ i ≤ N) is simulated from the posterior density
pΘ(s0:t | y0:t), and Ey0:t,Θ[Xt] is then estimated by
x̂t =
1
N
N∑
i=1
Ey0:t,si0:t,Θ
[Xt]. (3.54)
Unfortunately, it is difficult to simulate directly from the target distribution pΘ(s0:t |
y0:t). Therefore, we use the well-known importance sampling method (Hammersley and
Handscomb [1964]). The basic idea of this method is to sample from an instrumental
distribution qΘ(s0:t | y0:t) from which it is easy to obtain samples. Then, importance
weights are introduced to take into account that S0:t is simulated using qΘ(s0:t | y0:t)
rather than pΘ(s0:t | y0:t). The importance weights are given by
wit = w(s
i
0:t) =
pΘ(s
i
0:t | y0:t)
qΘ(si0:t | y0:t)
, (3.55)
where si0:t
iid∼ qΘ(s0:T | y1:T ). Accordingly, Ey0:t,Θ[Xt] is estimated as follows:
x̂t =
N∑
i=1
ŵit Ey0:t,si0:t,Θ
[Xt], (3.56)
where ŵit denotes the normalized version of w
i
t:
∑N
i=1 ŵ
i
t = 1. Convergence results of
(3.56) are detailed in Doucet et al. [2001b].
However, sampling from qΘ(s0:t | y0:t) would have a computational complexity increasing
at least linearly with t (Doucet et al. [2001a]). Hence, since St is a Markov chain, we
naturally resort to the sequential importance sampling that admits a fixed computational
complexity at each time step t.
3.5.1.1 Sequential Importance Sampling
At time t, the instrumental distribution qΘ(s0:t | y0:t) can be written as follows:
qΘ(s0:t | y0:t) = qΘ(s0)
t∏
k=1
qΘ(sk | s0:k−1, y0:t). (3.57)
Therefore at time t, the simulated sequences si0:t−1 will be modified as the observation yt
is considered. The sequential sampling allows the simulation of sit without modifying the
previously simulated sequences si0:t−1. This is possible if the instrumental distribution
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has the following form:
qΘ(s0:t | y0:t) = qΘ(s0)
t∏
k=1
qΘ(sk | s0:k−1, y0:k). (3.58)
Importance weights - When the instrumental distribution qΘ(s0:t | y0:t) has the
form (3.58), the importance weights can be recursively evaluated as follows:
wit = w
i
t−1 · w˜it, (3.59)
where
w˜it =
pΘ(yt | si0:t, y0:t−1)pΘ(sit | sit−1)
pΘ(yt | y0:t−1)qΘ(sit | si0:t−1, y0:t)
∝pΘ(yt | s
i
0:t, y0:t−1)pΘ(sit | st−1)
qΘ(sit | si0:t−1, y0:t)
. (3.60)
Choice of the instrumental distribution - The necessary condition for selecting
the instrumental distribution is that qΘ(s0:t | y0:t) = 0 implies pΘ(s0:t | y0:t) = 0. This
condition ensures that in equation (3.55) the denominator is not equal to zero.
Here we choose qΘ(st | s0:t−1, y0:t) = pΘ(st | s0:t−1, y0:t) which is the distribution that
minimizes the variance of the importance weights given s0:t−1 and y0:t (Doucet et al.
[2001b]). In addition, it is easy to obtain samples from pΘ(st | s0:t−1, y0:t) as it can be
computed using κ Kalman filters; hence the computational complexity fixed at each time
t:
pΘ(st | s0:t−1, y0:t) = pΘ(st | st−1) · pΘ(yt | s0:t, y0:t−1)
pΘ(yt | s0:t−1, y0:t−1) , (3.61)
with
pΘ(yt | s0:t−1, y0:t−1) =
κ∑
st=1
pΘ(st | st−1) · pΘ(yt | s0:t, y0:t−1), (3.62)
where pΘ(yt | s0:t, y0:t−1) is calculated using a Kalman filter.
The prior distribution pΘ(st|st−1) can also be used as an instrumental distribution. In
this case, based on (3.60), the computation of importance weights requires only a one
step Kalman filter. However, the variance of the importance weights becomes larger
(Doucet et al. [2001b]).
3.5.1.2 Sequential Importance Resampling
The entire path up to t of the target distribution pΘ(s0:t | y0:t) and the instrumental
distribution qΘ(s0:t | y0:t) could be far apart. Therefore after few simulation iterations,
a lot of importance weights could be very close to zero. To avoid this degeneracy phe-
nomenon, a resampling step is generally added to the sequential importance sampling
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algorithm (Doucet and Johansen [2009]). It consists in discarding the particles si0:t with
low weights and duplicating the ones with high weights. This resampling step can be
done at each time t, or when this is considered necessary given the variance of the im-
portance weights. The Effective Sample Size (ESS) criterion is related on this variance
(Kong et al. [1994]). It is given at time t by
ESS =
1
N∑
i=1
(ŵit)
2
. (3.63)
The ESS takes values between 1 and N : it is maximal when all particles have the same
weights
ESS = N when ŵit =
1
N
(1 ≤ i ≤ N),
and minimal when the weight of one particle is not equal to zero
ESS = 1 when ∃j such as ŵit =
1, if i = j0, otherwize.
In practice, it is more reasonable to resample when the ESS is lower than a predefined
threshold. Here, we use the multinomial sampling procedure which is the most popular
resampling one (Gordon et al. [1993]). This procedure associates a number of offspring
N it with each particle s
i
0:t, where N
i
t (1 ≤ i ≤ N) are sampled from a multinomial
distribution of parameters (N, ŵ1:Nt ). The weights of the resampled particles are then
set to 1N .
The proposed method for the estimation of Xt using a sequential importance sampling
is presented in Algorithm 1. It is noteworthy that xit is not simulated but calculated
using a Kalman filter given the particle si0:t and y0:t.
Algorithm 1 Sequential Importance Sampling for state inference on SMSSMs
Input ← Θ, x0
Init ← si0 iid∼ Π (∀i = 1 : N)
for t = 1 : T and i = 1 : N do
1. Sample sit ∼ pΘ(st | si0:t−1, y0:t), thus si0:t =
(
si0:t−1, sit
)
2. Given si0:t and y0:t, calculate x
i
t
4
= Ey0:T ,si0:T
[Xt] using a Kalman filter
3. Calculate importance weights wit
4. Calculate x̂t
5. Selection step: if necessary sample si0:t
iid∼
N∑
i=1
witδ(s0:t−si0:t), where δ(·) is a Dirac
function with mass at zero, and set wit =
1
N
end for
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3.5.2 Sensitivity Analysis using simulated data
In this section, we validate the presented estimation algorithm of the state of interest.
To this purpose, we simulate a learning dataset with T = 500 using a SMSSM with
κ = 3. Figure 3.5 shows the simulated dataset, and Table 3.1 summarizes the values of
the model parameters. We suppose that ∆t is equal to 1.
B C D D0 σ
2
X σ
2
Y
s = 1 −1.20 0.11 −350 375 10−4 20
s = 2 −1.35 0.15 −400 380 10−4 1
s = 3 −1.30 0.20 −420 385 10−4 1
Table 3.1: Parameters values of the SMSSM with κ = 3 used to generate the simulated
dataset
The main difficulty in this simulated model is that C is well below 1, with C describing
the influence of the state of interest Xt on the observation Yt. When C has small values,
meaning that Xt has a very limited impact on Yt, it is then difficult to estimate Xt
based solely on Yt. It is noteworthy that this simulated dataset matches the behavior of
a battery.
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Figure 3.5: [Simulated data] Learning dataset generated using a SMSSM with κ = 3
Figures 3.6 and 3.7 show the estimation error using different numbers of particles. In-
deed, the number of particles N to be used for the online estimation of x̂t is constrained
by the limited hardware resources in embedded applications. Based on the simulated
data, the numerical results show that a small number of particles (N ' 10) is sufficient
to accurately estimate x̂t.
3.6 Conclusion
In this chapter, we have proposed a new SoC model using a switching Markov state-
space model which is a linear Gaussian state-space model with parameters indexed by
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Figure 3.6: [Simulated data] Influence of the number of particles N on the online
estimation of x̂t: Boxplots of the estimation error and the variance of x
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Figure 3.7: [Simulated data] Mean squared error of the online estimated xt vs. the
number of particles N
a Markov chain. This model could take into account the random variation of battery
dynamics during its charge/discharge according to the usage conditions. The transition
and observation equations are based on physical models: the Ah-counting and the IR
models respectively.
The identifiability of this model was then verified to guarantee its relevance, particularly
when its parameters will be estimated. We have proved that if a prior information
relating the observations Yt to the unknown continuous state Xt is available at time t0,
and if the Markov chain is irreducible and aperiodic, the set of the model parameters
will be globally structurally identifiable.
For fixed model parameters, the state of interest Xt was estimated using a suboptimal
algorithm based on a sequential importance sampling technique, as achieving a closed
solution of an optimal estimation is at a prohibitive computational cost. The numerical
results based on a simulated dataset have shown the relevance of the proposed algorithm,
particularly in embedded applications with limited hardware capacity. Indeed, a small
number of particles (N ' 10 for κ = 3) is sufficient to provide an accurate estimation of
Xt.
In the next chapter, we consider the problem of estimation of the unknown parameters
of the considered SMSSM using a Bayesian approach, particularly via a Gibbs sampler.
Chapter 4
Bayesian parameters inference for
a SMSSM
Ce chapitre est de´die´ a` l’estimation de l’ensemble des parame`tres Θ par une approche
baye´sienne, e´tant donne´ une base d’apprentissage {y0:T , u0:T } et sous contrainte que les
deux se´quences d’e´tats continus X0:T et discrets S0:T sont inconnues. Rappelons que Θ
est un ensemble de cardinal nΘ = 6κ+ 1 :
Θ =
{
P, Γ = {B(s), σX(s), C(s), D(s), D0(s), σY (s)}s=1,...,κ
}
, (4.1)
et notons Θi le i-e`me e´le´ment de Θ et Θ−i = {Θj}j 6=i l’ensemble des e´le´ments restants.
Dans ce type d’approche, on conside`re les parame`tres comme des variables ale´atoires
de loi a priori p(Θ). Ces lois refle`tent les informations que l’on a sur les parame`tres.
On cherche alors l’estimateur Θ̂Bayes minimisant l’erreur quadratique moyenne entre les
vrais parame`tres et ceux estime´s. Cet estimateur correspond a` l’espe´rance de Θ suivant
la loi a posteriori p(Θ|y0:T ) (Robert and Casella [2004]) :
Θ̂Bayes =
∫
Θ
Θ · p(Θ | y0:T )dΘ
=
∫
Θ
Θ ·
∑
s0:T
∫
x0:T
p(Θ, s0:T , x0:T | y0:T )dx0:T dΘ. (4.2)
L’approximation de cette inte´grale par une me´thode de Monte-Carlo directe est diffi-
cile a` re´aliser dans la mesure ou` l’expression exacte de p(Θ, s0:T , x0:T | y0:T ) n’est pas
disponible :
p(Θ, s0:T , x0:T | y0:T ) ∝ p(Θ) · pΘ(s0:T |y0:T ) · pΘ(x0:T |s0:T , y0:T ). (4.3)
Nous avons alors recours a` l’e´chantillonneur de Gibbs (Gelfand and Smith [1990]) qui
est un choix naturel dans le cas du SMSSM compte tenu des relations d’inde´pendance
conditionnelle pre´sentes dans la loi jointe (4.3).
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L’e´chantillonneur de Gibbs est une me´thode ite´rative de Monte-Carlo qui consiste a` :
1. Initialisation
- k = 0
- Θ(k) ∼ p (Θ)
- {s0:T (k), x0:T (k)} ∼ pΘ(k) (· | y0:T )
- k = k + 1
2. Tant que non convergence
(a) Θ1(k) ∼ p (· | Θ−1, s0:T (k − 1), x0:T (k − 1), y0:T )
...
ΘnΘ(k) ∼ p (· | Θ−nΘ , s0:T (k − 1), x0:T (k − 1), y0:T )
(b) s0:T (k) ∼ pΘ(k) (· | y0:T , x0:T (k − 1))
(c) x0:T (k) ∼ pΘ(k) (· | y0:T , s0:T (k))
(d) k = k + 1
Fin tant que
Les Θi peuvent eˆtre tire´s directement selon la loi a posteriori p (Θi | Θ−i, s0:T , x0:T , y0:T )
lorsque cette loi est la loi conjugue´e de la loi a priori correspondante p(Θi) ; i.e., la loi a
posteriori appartient a la meˆme famille que celle de la loi a priori. Plusieurs algorithmes
ont e´te´ de´veloppe´s pour tirer efficacement selon pΘ (s0:T | y0:T , x0:T ) (Carter and Kohn
[1994], Chib [1996]) et pΘ (x0:T | y0:T , s0:T ) (Carter and Kohn [1994], De Jong and She-
phard [1995], Durbin and Koopman [2002], Fru¨hwirth-Schnatter [1994]). De ce fait, une
application directe de l’e´chantillonneur de Gibbs peut eˆtre re´alise´e.
Cependant, les deux se´quences latentes X0:T et S0:T sont fortement corre´le´es, ce qui rend
l’exploration de l’espace des parame`tres, et par la suite la convergence de l’algorithme,
tre`s lente (Carter and Kohn [1996]). Dans certains cas, cet algorithme peut rester bloque´
dans un e´tat lorsque l’une des variances σ2X(s) est e´gale a` 0 (Carter and Kohn [1996]).
Afin de surmonter cette difficulte´, la se´quence d’e´tats discrets s0:T peut eˆtre tire´e selon
une loi conditionnelle aux observations seulement. L’e´tape (b) de l’algorithme de Gibbs
est donc remplace´e par :
(b’) s0:T (k) ∼ pΘ(k) (s0:T | y0:T )
Cependant, le tirage selon pΘ(k) (s0:T | y0:T ) n’e´tant pas e´vident, nous re´utilisons la tech-
nique d’e´chantillonnage d’importance se´quentiel du Chapitre 3 pour obtenir une approxi-
mation empirique de cette loi :
p̂Θ(k)(s0:T |y0:T ) =
N∑
i=1
wiT δ(s0:T − si0:T ), (4.4)
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ou` N est le nombre de particules, si0:T
iid∼ qΘ(k)(s0:T | y0:T ) et wiT , 1 ≤ i ≤ N , sont les
poids d’importance associe´s a` si0:T avec
wiT =
pΘ(k)(s
i
0:T | y0:T )
qΘ(k)(s
i
0:T | y0:T )
.
Le tirage selon pΘ(k) (s0:T | y0:T ) est ainsi remplace´ par un tirage selon p̂Θ(k)(s0:T |y0:T ).
Cette version modifie´e de l’e´chantillonneur de Gibbs est appele´e e´chantillonneur particu-
laire de Gibbs. Elle a e´te´ de´veloppe´e par Andrieu et al. [2010] pour les SSMs (state-space
models) et ame´liore´e par Whiteley et al. [2010] pour les SSSMs (switching space-space
models).
Afin de calibrer cet algorithme, nous avons ge´ne´re´ une base de donne´es de taille T = 500
a` partir d’un SMSSM a` κ = 3 e´tats cache´s. L’impact de la loi a priori et du nombre de
particules est e´tudie´.
Les lois a priori de B(s), C(s), D(s) et D0(s) sont des lois gaussiennes : leurs lois a
posteriori sont aussi des gaussiennes. Quant aux lois a priori des variances σ2X(s) et
σ2Y (s), elles correspondent a` des inverse-gamma. Les parame`tres des diffe´rentes lois a
posteriori sont fournis dans la Section 4.3.2. Nous avons teste´ trois configurations de lois
a priori avec un nombre de particules N = 200, 104 ite´rations de pre´chauffement suivies
de 4× 104 ite´rations. Les trois configurations des lois a priori sont comme suit :
1. informative : les moyennes des lois sont e´gales aux vrais parame`tres et leur variance
est relativement grande (cf. Table 4.2),
2. non-informative : les e´tats ne sont a priori pas diffe´rencie´s. Pour chaque parame`tre,
nous assignons la meˆme moyenne a` tous les e´tats avec une grande variance (cf.
Table 4.3),
3. incorrecte : les moyennes des lois sont tre`s diffe´rentes des vrais parame`tres et leur
variance est relativement petite (cf. Table 4.4).
Les re´sultats montrent que dans le cas d’une loi a priori non-informative, l’algorithme
exploite l’espace de parame`tres mieux que dans le cas de loi a priori informative du fait
que la variance de la loi non-informative est plus grande que celle de la loi informative
(cf. Figures 4.1 and 4.2). Toutefois, l’estimation de B est la moins pre´cise dans les deux
cas. Ce re´sultat est attendu vu que B de´crit l’e´volution de l’e´tat inconnu Xt. Il convient
de noter aussi que dans le cas d’une loi a priori incorrecte, les parame`tres estime´s ne
convergent pas vers les vrais parame`tres meˆme apre`s 4× 104 ite´rations (cf. Figure 4.3).
Afin de tester l’impact du nombre de particules sur les performances de l’algorithme, nous
avons teste´ plusieurs valeurs de N avec une loi a priori non-informative, 104 ite´rations
de pre´chauffement suivies de 4× 104 ite´rations. Les re´sultats montrent que les fonctions
d’auto-corre´lation de B, D, σ2X et σ
2
Y diminuent nettement en utilisant seulement 10
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particules. Concernant C et D0, les performances s’ame´liorent lorsque N augmente,
mais il paraˆıt ne´cessaire d’utiliser plus que 200 particules pour que leurs fonctions d’auto-
corre´lation diminuent conside´rablement (cf. Figure 4.4).
Pour conclure, l’approche baye´sienne permet d’inte´grer les connaissances des experts
dans la phase d’estimation des parame`tres du mode`le, et de ce fait faire face au proble`me
d’identifiabilite´. Cependant, dans le cas des SMSSMs, l’e´chantillonneur particulaire de
Gibbs est tre`s couˆteux. En effet, pour garantir la convergence de l’algorithme pour un
SMSSM a` 3 e´tats cache´s, il paraˆıt ne´cessaire d’utiliser plus que 200 particules avec 4×104
ite´rations.
Chapter 4. Bayesian parameters inference for a SMSSM 67
Contents
4.1 Principle of the Bayesian parameters inference . . . . . . . . 68
4.2 Gibbs sampler for SMSSM . . . . . . . . . . . . . . . . . . . . . 69
4.3 Particle Gibbs sampler for SMSSM . . . . . . . . . . . . . . . 70
4.4 Sensitivity analysis using simulated data . . . . . . . . . . . . 74
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
In the previous chapter, we have developed a new SoC estimator using SMSSMs:
Xt = Xt−1 +B(St)ut∆t+Wt, (4.5)
Yt = C(St)Xt +D(St)ut +D0(St) + Σt, (4.6)
where p(wt|st) = N (wt; 0, σ2X(st)), p(εt|st) = N (εt; 0, σ2Y (st)), st ∈ {1, . . . , κ}, and Θ is
the set of unknown parameters of cardinality nΘ = 6κ+ 1:
Θ = {P, Γ} , where Γ = {B(s), σX(s), C(s), D(s), D0(s), σY (s)}s=1,...,κ .
The state of interest Xt was estimated using the sequential importance sampling, con-
sidering that the set of model parameters Θ is known.
The aim of this chapter is to perform Bayesian inference for the SMSSM (3.22)-(3.23),
conditional on a learning dataset {y0:T , u0:T } and considering that both latent sequences
X0:T and S0:T and the set of parameters Θ are unknown.
The principle of this approach is to consider the parameters as random variables with
prior distribution p(Θ). The Bayesian inference then relies on the posterior joint dis-
tribution p(Θ, s0:T , x0:T | y0:T ). Since an efficient application of MCMC algorithms to
this joint distribution is difficult, we resort to the Gibbs sampling (Gelfand and Smith
[1990]). This choice is naturally justified by the fact that the SMSSMs present a spe-
cific conditional independence relations, and the conditional distribution of each variable
given all remaining ones has a simple form.
For the SMSSM (4.5)-(4.6), the k-th iteration of a direct application of the Gibbs sampler
would consist of successively sampling Θ(k), s0:T (k) and x0:T (k) from the posterior
probability distributions p(Θ|y0:T , s0:T (k − 1), x0:T (k − 1)), pΘ(k)(s0:T |y0:T , x0:T (k − 1))
and pΘ(k)(x0:T |y0:T , s0:T (k)) respectively.
It is possible to efficiently sample from p(Θ|y0:T , s0:T , x0:T ) when its is a conjugate
of the prior p(Θ). A variety of efficient algorithms have been developed to sample
from pΘ(x0:T |y0:T , s0:T ) (see for instance Carter and Kohn [1994], De Jong and Shep-
hard [1995], Durbin and Koopman [2002], Fru¨hwirth-Schnatter [1994]). Sampling from
pΘ(s0:T |y0:T , x0:T ) can also be efficiently performed as {St} is a Markov chain (see for
instance Carter and Kohn [1994], Chib [1996]).
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However, the latent sequences X0:T and S0:T are usually strongly correlated which leads
to a very slow exploration of the variables space by the Gibbs algorithm. To overcome
this problem, the discrete state sequence s0:T is simulated given only y0:T , where x0:T
is marginalized out (see for instance Carter and Kohn [1996], Gerlach et al. [2000]).
This is practically feasible since, given both Θ and s0:T , the conditional distribution of
the continuous states X0:T is fully characterized using the forward/backward Kalman
techniques (Shumway and Stoffer [1982]).
However, as shown in Chapter 3, it is impossible to directly sample from the target
distribution pΘ(s0:T |y0:T ). Therefore, importance sampling is used to estimate it. This
modified version of the Gibbs sampler is referred to as particle Gibbs sampler which was
developed by Andrieu et al. [2010] in the state-space models context, and improved by
Whiteley et al. [2010] in the switching state-space models context.
In this chapter, we use the particle Gibbs sampler to estimate the unknown parameters
of the SMSSM (4.5)-(4.6). In addition, in order to calibrate this algorithm, a sensitivity
analysis is performed based on simulated data. Specifically, the influence of the prior
probability distribution p(Θ) and the number of particules is studied.
4.1 Principle of the Bayesian parameters inference
Let us consider a loss function L : Υ×Υ → R+, which takes the true model parameters
Θ and its estimate Θ̂ as inputs, and returns a real-valued positive loss. The Bayes’
estimator Θ̂Bayes of the model parameters is the argument minimizing the expected
posterior loss:
Θ̂Bayes = arg minΘ
EY0:T
[
L
(
Θ, Θ̂
)]
, (4.7)
where this expected loss is given by
EY0:T
[
L
(
Θ, Θ̂
)]
=
∫
Θ
L
(
Θ, Θ̂
)
p(Θ | y0:T ) dΘ. (4.8)
Let us consider that the loss function L(Θ, Θ̂) is equal to the quadratic difference between
the true and the estimated parameters
L(Θ, Θ̂) =
(
Θ− Θ̂
)T (
Θ− Θ̂
)
.
The estimate minimizing this quadratic loss function is then the expected value of the
posterior given by (Robert and Casella [2004])
Θ̂Bayes = EY0:T [Θ] =
∫
Θ
Θ · p(Θ | y0:T )dΘ. (4.9)
This parameters estimator (4.9) is called the minimum mean square error estimator.
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The posterior parameters distribution is obtained by the Bayes’ theorem from the pa-
rameters prior distribution p(Θ) and the marginal likelihood pΘ(y0:T )
p(Θ|y0:T ) =p(Θ) · pΘ(y0:T )
p(y0:T )
∝p(Θ) · pΘ(y0:T ). (4.10)
4.2 Gibbs sampler for SMSSM
The aim is to approximate the minimum mean square error estimator (4.9) using a
Monte Carlo method. Unfortunately, it is not obvious to sample from the target distri-
bution p(Θ | y0:T ) without considering the latent variables X0:T and S0:T . The Bayesian
inference then relies on the joint posterior distribution:
p(Θ, s0:T , x0:T | y0:T ) ∝ p(Θ) · pΘ(s0:T |y0:T ) · pΘ(x0:T |s0:T , y0:T ). (4.11)
We shall denote by Θ−i the i-th element of Θ, and by Θ−i = {Θj}j 6=i the set of its
remaining elements. Sampling directly from the joint distribution (4.11) is difficult as a
closed-form expression is unavailable. Instead, the Gibbs sampler could be used. Indeed,
the distribution of interest p(Θ|s0:T , x0:T , y0:T ) is multivariate (nΘ = 6κ + 1), and the
conditional distribution of each component p(Θi | Θ−i, s0:T , x0:T , y0:T ) has a simple form
when it is a conjugate of the prior. In addition, due to the hierarchical structure of
the SMSSM, the joint distribution is easily decomposed into conditional independent
distributions as shown in (4.11).
Accordingly, the Gibbs sampler is an iterative Monte Carlo technique that, in its
standard version, successively samples from the conditional distributions p(Θi |
Θ−i, s0:T , x0:T , y0:T ) (for i = 1, . . . , nΘ), pΘ(s0:T | y0:T , x0:T ) and pΘ(x0:T | y0:T , s0:T ).
To be more specific, the Gibbs sampler consists of:
1. Initialization
- k = 0
- Θ(k) ∼ p (Θ)
- {s0:T (k), x0:T (k)} ∼ pΘ(k) (· | y0:T )
- k = k + 1
2. While non convergence
(a) Θ1(k) ∼ p (· | Θ−1, s0:T (k − 1), x0:T (k − 1), y0:T )
...
ΘnΘ(k) ∼ p (· | Θ−nΘ , s0:T (k − 1), x0:T (k − 1), y0:T )
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(b) s0:T (k) ∼ pΘ(k) (· | y0:T , x0:T (k − 1))
(c) x0:T (k) ∼ pΘ(k) (· | y0:T , s0:T (k))
(d) k = k + 1
end while
Hence, the Gibbs sampler requires the full knowledge of all these conditional distri-
butions, and the ability to generate samples from these ones. Sampling from p(Θi |
Θ−i, s0:T , x0:T , y0:T ) is feasible when it is a conjugate of the prior. Moreover, sampling
from pΘ(x0:T |y0:T , s0:T ) and pΘ(s0:T |y0:T , x0:T ) can also be performed efficiently since the
closed-form expression of pΘ(x0:T |y0:T , s0:T ) can be computed using the forward/back-
ward Kalman techniques and {St} is a Markov chain (see Chapter 13 of Fru¨hwirth-
Schnatter [2006] for detailed formulas).
However, using this standard approach, the exploration of the variables space and thus
the convergence speed might be very slow due to the close association between X0:T and
S0:T . The algorithm may even be strapped to a state when one of the process variances
σ2X(s) is assumed to be exactly 0 (Carter and Kohn [1996]), Chapter 6 of Cappe´ et al.
[2005]).
4.3 Particle Gibbs sampler for SMSSM
This lack of convergence can be overcome by sampling a discrete sequence without
considering the continuous states(Carter and Kohn [1996]). At the k-th iteration, the
discrete state sequence s0:T (k) is sampled from pΘ(k)(s0:T |y0:T ). The step (b) of the
previous algorithm is replaced by
(b’) s0:T (k) ∼ pΘ(k) (s0:T | y0:T )
However as shown in Section 3.5.1, it is not possible to directly simulate from the target
distribution pΘ(k)(s0:T |y0:T ). Therefore, we resort to the importance sampling method
to estimate pΘ(k)(s0:T |y0:T ) as in Chapter 3. The target distribution pΘ(k)(s0:T |y0:T ) is
thus estimated as follows:
p̂Θ(k)(s0:T |y0:T ) =
N∑
i=1
ŵiT · δ(s0:T − si0:T ), (4.12)
where δ(·) is a Dirac function with mass at zero, N is the number of particles, and
ŵiT is the normalized version of the importance weights associated with particle s
i
0:T
and given by (3.55). This method is referred to as particle Gibbs sampler (Andrieu
et al. [2010], Whiteley et al. [2010])). Here, the discrete state sequences {si0:T }Ni=1 are
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sequentially simulated as in Section 3.5.1. The algorithm of the particle Gibbs sampler
for the inference of the parameters of the SMSSM (4.5)-(4.6) is presented in Algorithm
2.
Algorithm 2 Particle Gibbs sampler algorithm for the SMSSM (4.5)-(4.6)
Input: y0:T , u0:T , κ, N , and hyperparameters of the prior distribution
Initialisation: Set Θ̂(0) and k = 0
while stop criterion is not verified do
1. Sample {si0:T }Ni=1 using particle filter, given Θ̂(k) and y0:T
2. Sample s0:T (k) ∼ p̂Θ(s0:T |y0:T )
3. Calculate x0:T (k) using a Kalman filter, given Θ̂(k), y0:T and s0:T (k)
4. Sample Θ̂(k + 1) ∼ p(Θ | s0:T (k), x0:T (k), y0:T )
5. Set k = k + 1
end while
Output: Θ̂(k)
4.3.1 Choice of the prior distribution of the state-space parameters
One of the main questions in Bayesian inference is the choice of the prior p(Θ). A sensible
choice is the conjugate priors which enables us to compute a closed-form expression of
the posterior p(Θ|s0:T , x0:T , y0:T ). To avoid confusion, the parameters involved in the
prior distribution are called hyperparameters. The parameters are assumed to be a priori
independent:
p(Θ) = p(P )
κ∏
s=1
p (B(s)) p(C(s)) p(D(s)) p(D0(s)) p(σ
2
X(s)) p(σ
2
Y (s)). (4.13)
Prior and posterior of B(s) - Assuming B(s) is to be estimated for s = 1, . . . , κ. The
prior associated to the conjugate posterior is N (B(s); α(s), β(s)). Thus, the posterior
p(B(s) | Θ−B(s), s0:T , x0:T , y0:T ) is proportional to the pdf of a normal distribution with
mean mB(s) and variance σ
2
B(s) (cf. Appendix B), where
mB(s) =
T∑
t=1
st=s
ut∆t (xt − xt−1) + α(s)β(s)σ2X(s)
T∑
t=1
st=s
u2t∆t
2 +
σ2X(s)
β(s)
, (4.14)
σ2B(s) =
σ2X(s)
T∑
t=1
st=s
u2t∆t
2 +
σ2X(s)
β(s)
. (4.15)
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Prior and posterior of C(s) - Assuming C(s) is to be estimated for s = 1, . . . , κ. The
prior associated to the conjugate posterior is N (C(s); γ(s), µ(s)). Thus, the posterior
p(C(s) | Θ−C(s), s0:T , x0:T , y0:T ) is proportional to the pdf of a normal distribution with
mean mC(s) and variance σ
2
C(s) (cf. Appendix B), where
mC(s) =
T∑
t=1
st=s
xt (yt −D(s)ut −D0(s)) + γ(s)µ(s)σ2Y (s)
T∑
t=1
st=s
x2t +
σ2Y (s)
µ(s)
, (4.16)
σ2C(s) =
σ2Y (s)
T∑
t=1
st=s
x2t +
σ2Y (s)
µ(s)
. (4.17)
Prior and posterior of D(s) - AssumingD(s) is to be estimated for s = 1, . . . , κ. The
prior associated to the conjugate posterior is N (D(s); ζ(s), (s)). Thus, the posterior
p(D(s) | Θ−D(s), s0:T , x0:T , y0:T ) is proportional to the pdf of a normal distribution with
mean mD(s) and variance σ
2
D(s) (cf. Appendix B), where
mD(s) =
T∑
t=1
st=s
ut (yt − C(s)xt −D0(s)) + ζ(s)(s)σ2Y (s)
T∑
t=1
st=s
u2t +
σ2Y (s)
(s)
, (4.18)
σ2D(s) =
σ2Y (s)
T∑
t=1
st=s
u2t +
σ2Y (s)
(s)
. (4.19)
Prior and posterior of D0(s) - Assuming D0(s) is to be estimated for s = 1, . . . , κ.
The prior associated to the conjugate posterior is N (D0(s); ζ0(s), 0(s)). Thus, the
posterior p(D0(s) | Θ−D0(s), s0:T , x0:T , y0:T ) is proportional to the pdf of a normal distri-
bution with mean mD0(s) and variance σ
2
D0
(s) (cf. Appendix B), where
mD0 =
T∑
t=1
1(st = s) (yt − C(s)xt −D(s)ut) + ζ0(s)0(s)σ2Y (s)
T∑
t=1
1(st = s) +
σ2Y (s)
0
, (4.20)
σ2D0 =
σ2Y (s)
T∑
t=1
1(st = s) +
σ2Y (s)
0(s)
. (4.21)
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Prior and posterior of σ2X(s) - Assuming σ
2
X(s) is to be estimated for s = 1, . . . , κ.
The prior associated to the conjugate posterior is the inverse-gamma distribution
IG(σ2X ; %(s), τ(s)), with density
p(σ2X(s)) =
τ(s)%(s)
Γ (%(s))
(
σ2X(s)
)%(s)+1 exp(−τ(s)σ2X(s)
)
.
Hence, the posterior distribution of σ2X(s) is (cf. Appendix B)
IG
σ2X(s); %(s) +
T∑
t=1
1(st = s)
2
, τ(s) +
T∑
t=1
1(st = s) (xt − xt−1 −B(s)ut∆t)2
 . (4.22)
Prior and posterior of σ2Y(s) - Assuming σ
2
Y (s) is to be estimated for s = 1, . . . , κ.
The prior associated to the conjugate posterior is the inverse-gamma distribution with
shape parameter υ(s) and scale parameter ψ(s)). Hence, the posterior distribution of
σ2Y (s) is (cf. Appendix B)
IG
σ2Y (s); υ(s) +
T∑
t=1
1(st = s)
2
, ψ(s) +
T∑
t=1
1(st = s) (yt − C(s)xt −D(s)ut −D0(s))2
 .
(4.23)
4.3.2 Choice of the prior distribution of the Markov chain parameters
Cappe´ et al. [2005] prove that the Dirichlet prior is a conjugate distribution for the
transition probability matrix P of the Markov chain {St}. Let pij denotes p(st = j|st−1 =
i). Assume that each row of P has a Dirichlet prior distribution
(pi1, . . . , piκ) ∼ Dirκ (η1, . . . , ηκ) , (4.24)
with the rows being independent a priori, and that the distribution Π of S0 is either
fixed or parameterized by a separate parameter. Then, given the Markov chain, the rows
of P are conditionally independent and
p (pi1, . . . , piκ | s0:T ) ∼ Dirκ (η1 + ni1, . . . , ηκ + niκ) , (4.25)
where nij denotes the number of transitions from i to j in the sequence s0:T :
nij =
T∑
t=1
1(st−1 = i, st = j). (4.26)
A standard choice is to set equal ηj .
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4.4 Sensitivity analysis using simulated data
In this section, the influence of the prior distributions and the choice of a sensible number
of particles are discussed using a dataset generated according to the SMSSM (4.5)-(4.6)
described in Chapter 3 with a number of hidden discrete states κ = 3. Table 4.1 recalls
the parameters values of this model.
B C D D0 σ
2
X σ
2
Y
s = 1 −1.20 0.11 −350 375 10−4 20
s = 2 −1.35 0.15 −400 380 10−4 1
s = 3 −1.30 0.20 −420 385 10−4 1
Table 4.1: Parameters values of the SMSSM with κ = 3 used to generate the simulated
dataset
4.4.1 Influence of the prior distributions
The prior distribution often express subjective belief about a parameter without over-
whelming precision. Hence, the mean of the prior is often specified by an experienced
expert, whereas its variance gives the expert’s confidence. Three types of prior distribu-
tion are tested hereafter:
1. informative: the expected value of each parameter is close to the true one, and the
variance is relatively large (cf. Table 4.2);
2. non-informative: the states are not differentiated. For each parameter, we assign
the same expected value to all states with a large variance (cf. Table 4.3);
3. improper: the expected value of each parameter is significantly different from the
true one, and the variance is relatively small (cf. Table 4.4).
B : (α, β) C : (γ, µ) D : (ζ, ) D0 : (ζ0, 0) σ
2
X : (%, υ) σ
2
Y : (τ, ψ)
s = 1 (−1.20, 1) (0.10, 0.01) (−350, 50) (375, 50) (3, 0.5) (3, 1)
s = 2 (−1.40, 1) (0.15, 0.01) (−400, 50) (380, 50) (3, 0.5) (3, 1)
s = 3 (−1.30, 1) (0.20, 0.01) (−420, 50) (385, 50) (3, 0.5) (3, 1)
Table 4.2: Informative priors for the particle Gibbs sampler
B : (α, β) C : (γ, µ) D : (ζ, ) D0 : (ζ0, 0) σ
2
X : (%, υ) σ
2
Y : (τ, ψ)
s = 1 (−1.50, 1) (0.20, 0.1) (−380, 103) (380, 103) (3, 0.5) (3, 1)
s = 2 (−1.50, 1) (0.20, 0.1) (−380, 103) (380, 103) (3, 0.5) (3, 1)
s = 3 (−1.50, 1) (0.20, 0.1) (−380, 103) (380, 103) (3, 0.5) (3, 1)
Table 4.3: Non-informative priors for the particle Gibbs sampler
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B : (α, β) C : (γ, µ) D : (ζ, ) D0 : (ζ0, 0) σ
2
X : (%, υ) σ
2
Y : (τ, ψ)
s = 1 (−2.0, 0.5) (1.0, 0.01) (−450, 50) (200, 50) (3, 0.5) (3, 1)
s = 2 (−1.0, 0.5) (1.2, 0.01) (−500, 50) (250, 50) (3, 0.5) (3, 1)
s = 3 (−0.7, 0.5) (0.7, 0.01) (−550, 50) (300, 50) (3, 0.5) (3, 1)
Table 4.4: Improper priors for the particle Gibbs sampler
In all cases, the parameters of the Dirichlet distribution are set to 4 (Fru¨hwirth-Schnatter
[2011]):
ηs = 4, for s = 1, 2, 3. (4.27)
We run the particle Gibbs sampler with N = 200 for 4 × 104 iterations after an initial
burn-in of 104 iterations. Figures 4.1, 4.2 and 4.3 show the estimates of the posterior
densities for the parameters using the informative, non-informative and improper priors
respectively. Most noticeably in the case of informative prior, it can be observed that
the sampler has not explored the parameters support as thoroughly as in the case of
the non-informative prior. Nevertheless in all cases, it appears that the parameter B
is less well-estimated than the other parameters. This result is expected as B relates
on the transition equation describing the evolution of the unknown continuous state Xt.
Moreover using an improper prior, the results indicate that despite the long run the
algorithm fails to efficiently estimate the unknown parameters.
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Figure 4.1: Histogram estimates of posterior densities for the SMSSM (4.5)-(4.6)
using informative priors of Table 4.2
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Figure 4.2: Histogram estimates of posterior densities for the SMSSM (4.5)-(4.6)
using non-informative priors of Table 4.3
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Figure 4.3: Histogram estimates of posterior densities for the SMSSM (4.5)-(4.6)
using improper priors of Table 4.4
4.4.2 Choice of the number of particles
We present in Figure 4.4 the Auto-Correlation Function (ACF) for {B(s), C(s), D(s),
D0(s), σ
2
X(s), σ
2
Y (s)}, with s = 1, 2, 3, for the particle Gibbs sampler with various num-
bers of particles, namely N = 10, 50, 100, 200. We also run the algorithm for 4 × 104
iterations after an initial burn-in of 104 iterations. For B, D, σ2X and σ
2
Y , it can be
observed that the ACF drops sharply for N = 10. For C and D0, the performance im-
proves clearly when N increases; but it appears necessary to use more that 200 particles
to make the ACF drop sharply.
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Figure 4.4: Auto-correlation function of the parameters B, C, D, D0, σ
2
X and σ
2
Y
respectively from top to bottom with s = 1, 2 and 3 from left to right: particle Gibbs
sampler with ◦ 200 particles, • 100 particles, ∗ 50 particles and  10 particles.
4.5 Conclusion
In this chapter, we have developed a particle Gibbs sampler to estimate the set of
unknown parameters Θ of the considered SMSSM (4.5)-(4.6). Two major points should
be emphasized concerning this algorithm. The first one is that at the k-th iteration,
s0:T (k) is simulated by considering only the simulated Θ(k) and y0:T , since S0:T and
X0:T are strongly correlated. Given Θ(k), y0:T and s0:T (k), the sequence x0:T (k) is then
calculated using a Kalman filter. The second point is that instead of sampling from
pΘ(k)(s0:T |y0:T ) which is a NP problem, the particle Gibbs sampler uses p̂Θ(k)(s0:T |y0:T )
which is an estimation of pΘ(k)(s0:T |y0:T ) using a particle filter.
To calibrate this algorithm, the impact of the prior distribution and the number of
particles is particulary studied. The results show that this algorithm estimates accurately
the unknown parameters even when using a non-informative prior for which the states
are not differentiated and the variance is large. However, it appears necessary to use
more than 200 particles, for a SMSSM with κ = 3, to ensure that the ACF for all
parameters drop sharply. This would be too expensive especially in real contexts as the
number of hidden discrete states is unknown and large values of κ might be tested.
In the next chapter, another approach is used to estimate the set of unknown parameters
of the considered SMSSM, namely the maximum likelihood approach.
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Chapter 5
Parameters inference using the
maximum likelihood approach
L’objectif du travail pre´sente´ dans ce chapitre est d’estimer l’ensemble de parame`tres
inconnus Θ par une approche du type maximum de vraisemblance, conditionnellement
a` une base d’apprentissage {y0:T , u0:T } et en conside´rant que les deux se´quences d’e´tats
continus X0:T et discrets S0:T sont inconnues :
Θ̂ML = arg max
Θ
log pΘ(y0:T ). (5.1)
La Section 5.1 pre´sente le principe de cette approche. Le calcul exact de cet estimateur
est difficile du fait que pΘ(y0:T ) est inconnu. Nous avons alors recours a` l’algorithme EM
(Dempster et al. [1977]) spe´cialement adapte´ aux mode`les a` structure latente (Rabiner
[1989] pour les HMMs et Shumway and Stoffer [1982] pour les SSMs). Cependant, ap-
plique´ directement pour des SMSSMs, cet algorithme ne´cessite le calcul des espe´rances
conditionnelles EY0:T ,Θ[X0:T ] et EY0:T ,Θ[S0:T ], qui est un proble`me NP-complet comme
nous l’avons vu dans le Chapitre 3 (Tugnait [1982]). Plus pre´cise´ment, pour un SMSSM
a` κ e´tats cache´s et une base d’apprentissage de taille T + 1, l’e´tape E de l’algorithme
EM ne´cessite une somme sur toutes les se´quences possibles s0:T , soit κ
T+1 se´quences :
Q(Θ,Θ′) =
∑
s0:T∈S
pΘ′(s0:T | y0:T )ES0:T ,Y0:T ,Θ′ [log pΘ(X0:T , S0:T , Y0:T )], (5.2)
ou` S = {1, . . . , κ}T+1 est l’ensemble des se´quences s0:T possibles. Les e´quations
re´sultant de la maximisation directe de l’e´quation (5.2) pre´sente´es dans (5.14)-(5.20)
font e´galement intervenir une somme sur les κT+1 se´quences.
Pour surmonter cette difficulte´, une solution consiste a` approcher la somme de (5.2) sur
les κT+1 se´quences par une somme sur N se´quences, appele´es des particules, simule´es
79
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par une me´thode de Monte-Carlo :
Q̂(Θ,Θ′) = 1
N
N∑
i=1
Esi0:T ,Y0:T ,Θ
′ [log pΘ(X0:T , s
i
0:T , Y0:T )], (5.3)
ou` si0:T
iid∼ pΘ′(s0:T | y0:T ). Cette version stochastique de l’algorithme EM est appele´e
Monte-Carlo EM (MCEM) (Wei and Tanner [1990]). Cependant, le tirage selon pΘ′(s0:T |
y0:T ) n’e´tant pas e´vident, nous re´utilisons la technique d’e´chantillonnage d’importance
se´quentiel du Chapitre 3. Ainsi, l’espe´rance conditionnelle est estime´e par :
Q̂(Θ,Θ′) =
N∑
i=1
wiT Esi0:T ,Y0:T ,Θ′
[log pΘ(X0:T , s
i
0:T , Y0:T )], (5.4)
avec si0:T
iid∼ qΘ′(s0:T | y0:T ), qΘ′(s0:T | y0:T ) la loi d’importance et wiT les poids d’im-
portance. L’application de cet algorithme pour les SMSSMs est de´taille´e dans la Section
5.3.
D’autre part, comme nous l’avons pre´sente´ dans le Chapitre 3, le SMSSM n’est pas
ne´cessairement identifiable. Dans ce cas, les me´thodes du type maximum de vraisem-
blance pourraient ne pas estimer convenablement Θ. En effet, si le mode`le n’est pas iden-
tifiable, pour un jeu d’observations donne´ y0:T , deux ensembles de parame`tres pourraient
donner la meˆme vraisemblance, et ainsi il est impossible de distinguer ces deux ensembles
candidats en se basant uniquement sur le jeu d’observations donne´. Par conse´quent, il est
courant d’introduire un terme de pe´nalisation assurant l’identifiabilite´ des parame`tres
inconnus (Casella and Berger [2002]). Dans ce chapitre, nous avons de´veloppe´ deux ver-
sions pe´nalise´es de l’algorithme MCEM. La premie`re est pe´nalise´e par les contraintes
d’identifiabilite´ (Proposition 1, Section 3.4). Quant a` la seconde, elle est pe´nalise´e par
une loi a priori sur Θ (Green [1990]).
Pour le premier type de pe´nalisation, l’e´tape de maximisation consiste a` chercher l’en-
semble de parame`tres qui maximise l’espe´rance conditionnelle estime´e Q̂(Θ,Θ′) pe´nalise´e
par les contraintes d’identifiabilite´ (cf. Proposition 1, Section 3.4), en y ajoutant aussi
les contraintes sur la matrice de transition P .
yt0 = C(s)xt0 +D(s)ut0 +D0(s),
κ∑
j=1
P (s, j) = 1,
pour s = 1, . . . , κ. Par conse´quent, le lagrangien correspondant a` cette maximisation est
de la forme suivante :
L′(Θ, λ, µ) = Q̂(Θ,Θ′) +
κ∑
i=1
λi
1− κ∑
j=1
P (i, j)
+ κ∑
i=1
µi (yt0 − C(i)xt0 −D(i)ut0 −D0(i)) ,
(5.5)
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ou` λi et µi sont les multiplicateurs de Lagrange. La Section 5.4.1 fournit les de´tails de
calcul de cet algorithme.
Le deuxie`me type de pe´nalisation correspond a` la recherche du maximum a posteriori
(Green [1990]). L’e´tape de maximisation consiste a` chercher l’ensemble de parame`tres
qui maximise l’espe´rance conditionnelle estime´e Q̂(Θ,Θ′) pe´nalise´e par p(Θ) une loi a
priori sur Θ :
∂
∂Θ
Q̂(Θ,Θ′) + ∂
∂Θ
p(Θ) = 0. (5.6)
Dans le cas de SMSSM, cette e´quation induit la re´solution d’un syste`me d’e´quations
non line´aires. Pour e´viter cette difficulte´, une le´ge`re modification est introduite a` cette
e´quation :
∂
∂Θ
Q̂(Θ,Θ′) + ∂
∂Θ
p(Θ)|Θ=Θ′ = 0. (5.7)
La seule diffe´rence entre ces deux e´quations re´side dans le fait que la de´rive´e de la loi a
priori p(Θ) est e´value´e en Θ′. Cette version modifie´e de l’algorithme EM de´veloppe´e par
Green [1990] est appele´ one step late. Les de´tails concernant cet algorithme ainsi que le
choix de la loi a priori sont pre´sente´s a` la Section 5.4.2.
Nous avons calibre´ ces deux algorithmes pe´nalise´s en se basant sur une base de donne´es
ge´ne´re´e a` partir d’un SMSSM a` κ = 3. Plus pre´cise´ment, le calibrage concerne l’influence
de la strate´gie d’initialisation (cf. Section 5.5.1.1), du nombre de particules (cf. Section
5.5.1.2) et du choix de la loi a priori (cf. Section 5.5.2).
L’estimateur donne´ par l’algorithme EM est influence´ par l’initialisation des parame`tres
du mode`le. Selon cette initialisation, il peut converger vers un maxima local. Pour e´viter
ce proble`me, cet algorithme est ge´ne´ralement lance´ plusieurs fois avec diffe´rentes ini-
tialisations. La solution ayant le maximum de vraisemblance est ensuite retenue. Dans
cette e´tude, nous avons teste´ deux types d’initialisation : inde´pendante et emboˆıte´e.
L’initialisation inde´pendante consiste a` initialiser chaque parame`tre inde´pendamment
des autres selon une loi normale de moyenne donne´e par un expert et d’une variance re-
lativement grande pour assurer une initialisation diffe´rente a` chaque lancement de l’algo-
rithme. L’initialisation emboˆıte´e, re´cemment de´veloppe´e par Baudry and Celeux [2015],
est adapte´e aux mode`les de me´lange. Elle consiste a` initialiser un mode`le a` κ + 1 e´tats
cache´s a` partir des re´sultats d’estimation des parame`tres du mode`le a` κ e´tats cache´s.
Ainsi, pour le mode`le a` κ e´tats cache´s, l’e´tat ayant la plus grande entropie est divise´e
en deux e´tats (cf. Figure 5.2). Les re´sultats montrent que l’initialisation emboˆıte´e est
plus adapte´e aux SMSSMs que l’initialisation inde´pendante. En effet, dans les mode`les
de me´lange lorsque le nombre de composantes augmente, le maximum de vraisemblance
(Maximum Likelihood - ML) doit aussi augmenter dans la mesure ou` un mode`le a` κ+ 1
composantes peut eˆtre e´quivalent a` un mode`le a` κ composantes en divisant l’une des
composantes en deux. Cependant, en utilisant l’initialisation inde´pendante, le ML es-
time´ diminue parfois lorsque κ augmente (cf. Figure 5.1). Un tel comportement n’est
pas optimal.
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L’algorithme MCEM de´pend e´galement du nombre de particules N utilise´es pour appro-
cher la somme sur les κT+1 se´quences (Biscarat [1994], Celeux et al. [1996]). Pour e´tudier
l’influence de N sur le ML estime´, nous avons lance´ l’algorithme MCEM 20 fois avec
une initialisation identique des parame`tres pour diffe´rentes valeurs de N . Dans ce cas,
la variabilite´ du ML estime´ de´pend uniquement de l’approximation par Monte-Carlo,
soit de N . Ensuite, nous avons lance´ cet algorithme 20 fois avec diffe´rentes initialisations
et pour diffe´rentes valeurs de N . La variabilite´ du ML estime´ de´pend, dans ce cas, de
l’initialisation des parame`tres et du choix de N . Les re´sultats montrent que lorsque le
nombre de particules est bien choisi (N ' 100 pour κ = 3 et T = 500), la dispersion des
MLs estime´s est relativement faible (cf. Figures 5.5 et 5.6).
Enfin, pour l’algorithme MCEM pe´nalise´ par une loi a priori sur Θ, l’influence du choix
de cette loi est e´tudie´e. Il convient de noter que cette loi doit eˆtre bien choisie pour assurer
l’identifiabilite´ des parame`tres inconnus. De ce fait, si une loi uniforme est utilise´e par
exemple, le proble`me d’identifiabilite´ persiste et l’algorithme pourrait ne pas estimer
efficacement Θ. Dans cette e´tude, nous choisissons des lois a priori gaussiennes pour
B(s), C(s), D(s) et D0(s), et des inverse-gamma pour les variances σ
2
X(s) et σ
2
Y (s).
Nous avons teste´ trois configurations de ces lois a priori :
1. tre`s informative : les moyennes des lois sont e´gales aux vrais parame`tres et leur
variance est relativement faible (cf. Table 5.2),
2. informative : les moyennes des lois sont e´gales aux vrais parame`tres mais leur
variance est relativement grande (cf. Table 5.3),
3. non-informative : les e´tats ne sont pas diffe´rencie´s. Pour chaque parame`tre, nous
assignons la meˆme moyenne a` tous les e´tats avec une variance relativement grande
(cf. Table 5.4).
Les re´sultats montrent que la pe´nalisation de l’algorithme MCEM par une loi a priori
permet de re´soudre le proble`me d’identifiabilite´ et que les parame`tres sont estime´s conve-
nablement dans les trois configurations de cette loi (cf. Figures 5.9, 5.10 et 5.11).
Pour conclure, en utilisant une initialisation emboˆıte´e et un nombre de particules ap-
proprie´, les deux versions pe´nalise´es de l’algorithme MCEM estiment convenablement
l’ensemble de parame`tres inconnus Θ. Toutefois, il convient de noter que la pe´nalisation
par une loi a priori ne´cessite un grand nombre d’hyperparame`tres (soit 12·κ parame`tres)
qui doivent eˆtre correctement choisis pour e´viter le proble`me d’identifiabilite´. Ce choix
peut s’ave´rer complique´, surtout lorsque ces parame`tres sont de´pourvus de toute signi-
fication physique. Quand ils en ont une, les deux algorithmes peuvent eˆtre applique´s et
l’ensemble estime´ ayant la plus grande vraisemblance sera ensuite retenu.
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In the previous chapter, we have estimated the set of unknown parameters Θ using a
Bayesian approach. The aim of this chapter is to estimate Θ of the considered SMSSM
(3.22)-(3.23) using the ML approach. Since a direct evaluation of the ML estimate is
analytically intractable, we resort to the well-known EM algorithm (Dempster et al.
[1977]). This is commonly known to be adapted to latent models such as SMSSMs.
However, the EM algorithm is based on the computation of the conditional expectation of
two latent variables Xt and St, EY0:T ,Θ[Xt] and EY0:T ,Θ[St], which is a NP-hard problem
in SMSSMs (Tugnait [1982]). Precisely, when the number of hidden discrete states
is equal to κ and the size of the learning dataset is equal to T + 1, the expectation
step of the EM algorithm requires a summation over up to the κT+1 possible sequences
s0:T . To overcome this computational difficulty, we use a stochastic version of the EM
algorithm called Monte Carlo EM-algorithm (MCEM) (Tanner [1996], Wei and Tanner
[1990]). The summation over up to the κT+1 sequences is thus approximated by only N
sequences simulated by a Monte Carlo method.
In addition, as shown in Chapter 3, the SMSSM (3.22)-(3.23) is not necessarily identifi-
able. Thus, ML methods could fail to properly estimate the model parameters without
considering a penalization term. To overcome this numerical issue, we develop two penal-
ized versions of the MCEM algorithm. The first one is penalized with the identifiability
constraints of Proposition 1 (Section 3.4); whereas the second one is penalized with a
prior probability distribution on the set of unknown parameters Θ (cf. Green [1990]).
In order to calibrate these two penalized algorithms, a sensitivity analysis is performed
based on simulated data. Specifically, the influence of the initialization procedure, the
number of particles, and the prior distribution is thoroughly studied.
5.1 Principle of maximum likelihood parameters inference
Let us consider a learning dataset {y0:T , u0:T } where y0:T is observed and u0:T is an
input. Here, both latent variables X0:T and S0:T are unknown. The maximum likelihood
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estimate (MLE) Θ̂ML of the set of unknown parameters Θ is written as follows:
Θ̂ML = arg max
Θ
log pΘ(y0:T ), (5.8)
where pΘ(y0:T ) is the marginal likelihood. For a SMSSM, the marginal likelihood is
given by
pΘ(y0:T ) =
∑
s0:T∈S
∫
x0:T
pΘ(x0:T , s0:T , y0:T )dx0:T , (5.9)
where S = {1, . . . , κ}T+1 is the set of all possible sequences s0:T , and pΘ(x0:T , s0:T , y0:T )
is the completed-likelihood given by (3.32):
pΘ(x0:T , s0:T , y0:T ) =pΘ(y0 | x0, s0) · pΘ(x0 | s0) · pΘ(s0)
·
T∏
t=1
pΘ(yt | st, xt) · pΘ(xt | st, xt−1) · pΘ(st | st−1).
It is clear that a direct evaluation of (5.9) is analytically intractable, since it involves a
summation over up to κT+1 Markov sequences. Therefore, the EM algorithm developed
by Dempster et al. [1977] is used to iteratively approximate the MLE Θ̂ML. This algo-
rithm is a popular and often efficient approach to ML estimation for incomplete data
problems as in the SMSSMs context where the sequence of observations y0:T and inputs
u0:T are known but their corresponding x0:T and s0:T are unknown.
The EM iteration alternates between an expectation step (E-step), which calculates the
conditional expectation of the log-likelihood for the complete data under the current
set of parameters, and a maximization step (M-step) which computes the parameters
maximizing the conditional expectation found on the E-step. These new estimated
parameters are then used in the E-step of the next iteration.
5.2 EM algorithm for SMSSMs
Instead of log pΘ(y0:T ), the EM algorithm considers the conditional expectation of the
complete log-likelihood:
Q(Θ,Θ′) = EY0:T ,Θ′ [log pΘ (X0:T , S0:T , Y0:T )] , (5.10)
where Θ′ is the current estimated parameters. The substitution by the conditional
expection is theoretically justified by the Jensen’s inequality showing that
log pΘ(y0:T )− log pΘ′(y0:T ) ≥ Q(Θ,Θ′)−Q(Θ′,Θ′) ≥ 0. (5.11)
Hence, maximizing Q(Θ,Θ′) with respect to Θ corresponds to maximizing log pΘ(y0:T ).
Accordingly, the MLE is iteratively approached by replacing the current estimate Θ′ by
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Θ maximizing Q(Θ,Θ′). This iteration is repeated until the convergence is apparent (cf.
Dempster et al. [1977]).
5.2.1 Expectation Step
Based on the interaction (3.31) between the two latent variables St and Xt, the condi-
tional expectation Q(Θ,Θ′) can be written as follows:
Q(Θ,Θ′) = ∑
s0:T∈S
pΘ′(s0:T | y0:T )ES0:T ,Y0:T ,Θ′ [log pΘ(X0:T , S0:T , Y0:T )]
=
∑
s0:T∈S
pΘ′(s0:T | y0:T ) {ES0:T ,Y0:T ,Θ′ [log pΘ(S0:T )] + ES0:T ,Y0:T ,Θ′ [log pΘ(X0:T |S0:T )]
+ES0:T ,Y0:T ,Θ′ [log pΘ(Y0:T |S0:T , X0:T )]} . (5.12)
Since pΘ(x0:T |s0:T ) and pΘ(y0:T |s0:T , x0:T ) are Gaussian distributions, the conditional
expectations of their logarithm are evaluated using the forward and backward techniques
of a Kalman filter (Shumway and Stoffer [1982]).
5.2.2 Maximization Step
Our aim is to maximize Q(Θ,Θ′) w.r.t Θ, under the constraints on the transition matrix
κ∑
j=1
P (i, j) = 1 (1 ≤ i ≤ κ). The Lagrangian associated to these constraints is given by
L(Θ, λ, µ) = Q(Θ,Θ′) +
κ∑
i=1
λi
1− κ∑
j=1
P (i, j)
 , (5.13)
where λi, 1 ≤ i ≤ κ, are the Lagrangian coefficients.
The transition matrix P is estimated by solving ∂L(Θ, λ, µ)/∂P = 0. This leads to the
following equation:
P̂ (i, j) =
∑
s0:T∈S
T∑
t=1
1(st−1 = i, st = j)pΘ′(st−1 = i , st = j | y0:T )
∑
s0:T∈S
T∑
t=1
1(st−1 = i)pΘ′(st−1 = i | y0:T )
, (5.14)
where 1 ≤ i, j ≤ κ.
Let us consider x̂t|T = Es0:T ,y0:T ,Θ′ [Xt], and x̂t,r|T = Es0:T ,y0:T ,Θ′ [Xt ·Xr] (note that these
quantities depend on s0:T ). Solving ∂L(Θ, λ, µ)/∂Γ = 0 leads to the following system of
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6 · κ differential equations:∑
s0:T∈S
∑
t:st=s
ut
[
x̂t−1|T + ut∆tB(s)− x̂t|T
]
Πt|T (s) = 0, (5.15)∑
s0:T∈S
∑
t:st=s
[
C(s)x̂t,t|T +D(s)x̂t|Tut +D0(s)x̂t|T − x̂t|T yt
]
Πt|T (s) = 0, (5.16)∑
s0:T∈S
∑
t:st=s
ut
[
C(s)x̂t|T + utD(s) +D0(s)− yt
]
Πt|T (s) = 0, (5.17)∑
s0:T∈S
∑
t:st=s
[
C(s)x̂t|T +D(s)ut +D0(s)− yt
]
Πt|T (s) = 0, (5.18)∑
s0:T∈S
∑
t:st=s
[
σ2X(s) + 2x̂t,t−1|T − 2x̂t−1|TB(s)ut∆t− x̂t,t|T − x̂t−1,t−1|T −B(s)2u2t∆t2
+2B(s)ut∆tx̂t|T
]
Πt|T (s) = 0, (5.19)∑
s0:T∈S
∑
t:st=s
[
σ2Y (s)− y2t − C2(s)x̂t,t|T −D(s)2u2t −D0(s)2 + 2ytD0(s)
+2C(s)x̂t|T (yt −D(s)ut −D0(s)) + 2D(s)ut (yt −D0(s))
]
Πt|T (s) = 0, (5.20)
where t = 1, . . . , T , 1 ≤ s ≤ κ, Πt|T (s) = pΘ′(st = s | y0:T ).
However, an exact computation of equations (5.14)-(5.20) relies on the computation of
κT+1 values of s0:T ; i.e., all possible sequences s0:T . Even for modest values of T and κ,
this requires a prohibitive computational cost.
5.3 Monte Carlo-EM algorithm for SMSSMs
To overcome this computational difficulty, we resort to the particle filters method to ap-
proximate the conditional expectation Q(Θ,Θ′) given by (5.12). This stochastic version
of the EM algorithm is referred to as MCEM algorithm (Tanner [1996], Wei and Tanner
[1990]).
A basic idea would consist in using a set of N iid particles {si0:T }Ni=1 simulated from
pΘ′(s0:T | y0:T ) such that the conditional expectation Q(Θ,Θ′) given by (5.12) is esti-
mated as follows:
Q̂(Θ,Θ′) = 1
N
N∑
i=1
Esi0:T ,Y0:T ,Θ
′ [log pΘ(X0:T , s
i
0:T , Y0:T )]. (5.21)
5.3.1 Importance sampling for the MCEM algorithm
As shown is Section 3.5.1, it is not possible to sample directly from the target distribution
pΘ′(s0:T | y0:T ). Therefore, we use the importance sampling method to do it. Instead
of pΘ′(s0:T | y0:T ), we use an arbitrary instrumental distribution qΘ′(s0:T | y0:T ) from
which it is easy to obtain samples.
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The conditional expectation Q(Θ,Θ′) is thus estimated as follows:
Q̂(Θ,Θ′) =
N∑
i=1
ŵiTEsi0:T ,Y0:T ,Θ′
[log pΘ(X0:T , s
i
0:T , Y0:T )], (5.22)
where ŵiT is the normalized version of the importance weight given by (3.55), and the se-
quences si0:T is obtained as in Section 3.5.1 (cf. Algorithm 1). Accordingly, the equations
(5.14)-(5.20) are estimated as follows:
N∑
i=1
∑
t:sit=s
ut
[
x̂it−1|T + ut∆tB(s)− x̂it|T
]
ŵiT = 0, (5.23)
N∑
i=1
∑
t:sit=s
[
C(s)x̂it,t|T +D(s)x̂
i
t|Tut +D0(s)x̂
i
t|T − x̂it|T yt
]
ŵiT = 0, (5.24)
N∑
i=1
∑
t:sit=s
ut
[
C(s)x̂it|T + utD(s) +D0(s)− yt
]
ŵiT = 0, (5.25)
N∑
i=1
∑
t:sit=s
[
C(s)x̂it|T +D(s)ut +D0(s)− yt
]
ŵiT = 0, (5.26)
N∑
i=1
∑
t:sit=s
[
σ2X(s) + 2x̂
i
t,t−1|T − 2x̂it−1|TB(s)ut∆t− x̂it,t|T − x̂it−1,t−1|T −B(s)2u2t∆t2
+2B(s)ut∆tx̂
i
t|T
]
ŵiT = 0, (5.27)
N∑
i=1
∑
t:sit=s
[
σ2Y (s)− y2t − C2(s)x̂it,t|T −D(s)2u2t −D0(s)2 + 2ytD0(s)
+2C(s)x̂it|T (yt −D(s)ut −D0(s)) + 2D(s)ut (yt −D0(s))
]
ŵiT = 0. (5.28)
The k-th iteration of the proposed method for estimation the unknown parameters of the
SMSSM (3.22)-(3.23) using the presented MCEM algorithm is described in Algorithm
3. It has a computational complexity equal to O(N T ).
5.3.2 Approximation of the marginal likelihood
This particle filter provides an approximation of
pΘ(yt | y0:t−1) =
∑
s0:t−1∈S
pΘ(yt, s0:t−1 | y0:t−1)
=
∑
s0:t−1∈S
pΘ(yt | s0:t−1, y0:t−1) · pΘ(s0:t−1 | y0:t−1)
≈
N∑
i=1
ŵit−1 · pΘ(yt | si0:t−1, y0:t−1), (5.29)
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Algorithm 3 k-th iteration of the MCEM algorithm
Input ← Θ = Θ(k), y0:T , u0:T
Init ← si0 iid∼ Π (∀i = 1 : N)
for t = 1 : T and i = 1 : N do
1. Sample sit
iid∼ pΘ(st | si0:t−1, y0:t), thus si0:t =
(
si0:t−1, sit
)
2. Given si0:t and y0:t, calculate x̂
i
t|t
4
= Esi0:t,y0:t,Θ
[Xt] using a Kalman filter
3. Calculate importance weights wit
4. Selection step: sample si0:t
iid∼
N∑
i=1
witδ(s0:t − si0:t), where δ(·) is a Dirac function
with mass at zero
end for
for t = 1 : T and i = 1 : N do
Calculate x̂it|T and x̂
i
t,t|T using a Kalman smoother
end for
Estimate Θ(k+1) by solving ∂Q̂(Θ,Θ′)/∂Θ = 0
with
pΘ(yt | si0:t−1, y0:t−1) =
κ∑
s=1
pΘ(st = s|sit−1)pΘ(yt | si0:t−1, st = s, y0:t−1), (5.30)
where pΘ(yt | si0:t−1, st = s, y0:t−1) is computed using a Kalman filter. An estimation of
the marginal likelihood pΘ(y0:T ) is then given by
p̂Θ(y0:T ) = p̂Θ(y0)
T∏
t=1
p̂Θ(yt | y0:t−1). (5.31)
This estimation is of particular interest in the sequel.
However, since the SMSSM (3.22)-(3.23) is not necessary identifiable, ML methods could
fail to efficiently estimate the unknown model parameters without a penalization term
(Casella and Berger [2002]).
5.4 Penalized Monte Carlo-EM algorithms for SMSSMs
To overcome this numerical issue, we develop two penalized versions of the MCEM al-
gorithm. The first one is penalized with the identifiability constraints of the Proposition
1 (Section 3.4); whereas the second one is penalized with a prior distribution on the set
of unknown parameters Θ (Green [1990]).
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5.4.1 Penalization with identifiability constraints
In the maximization step of the EM algorithm, we consider the following constraints:
1. the constraints on the transition matrix
κ∑
j=1
P (i, j) = 1 (1 ≤ i ≤ κ),
2. the constraints ensuring the identifiability of the model (cf. Proposition 1, Section
3.4):
yt0 = C(s)xt0 +D(s)ut0 +D0(s), for any hidden state s = 1, . . . , κ.
The Lagrangian associated to these constraints is as follows:
L′(Θ, λ, µ) =Q̂(Θ,Θ′) +
κ∑
i=1
λi
1− κ∑
j=1
P (i, j)

+
κ∑
i=1
µi (yt0 − C(i)xt0 −D(i)ut0 −D0(i)) , (5.32)
where λi and µi, 1 ≤ i ≤ κ, are the Lagrangian coefficients.
Solving ∂L′(Θ, λ, µ)/∂Γ = 0 leads to the same system of equations of Section 5.3. Only
the differential equations relating to the observation equation, namely (5.24)-(5.26),
change:
N∑
i=1
∑
t:sit=s
[
C(s)x̂it,t|T +D(s)x̂
i
t|Tut +D0(s)x̂
i
t|T − x̂it|T yt
]
ŵiT + µsσ
2
Y (s)xt0 = 0, (5.33)
N∑
i=1
∑
t:sit=s
ut
[
C(s)x̂it|T + utD(s) +D0(s)− yt
]
ŵiT + µsσ
2
Y (s)ut0 = 0, (5.34)
N∑
i=1
∑
t:sit=s
[
C(s)x̂it|T +D(s)ut +D0(s)− yt
]
ŵiT + µsσ
2
Y (s) = 0. (5.35)
for t = 1, . . . , T , and 1 ≤ s ≤ κ.
5.4.2 Penalization with a prior probability distribution
In this section, we suppose that we have a prior probability distribution p(Θ) on the set
of the unknown parameters Θ. Instead of looking for the expected value of the posterior
as in the Bayesian inference (Chapter 4), the aim is to find the maximum a posteriori
estimate (MAP) (Green [1990]). This can be formulated as follows:
Θ˜ = arg max
Θ
log p(Θ | y0:T )
= arg max
Θ
log pΘ(y0:T ) + log p(Θ), (5.36)
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where Θ˜ is the MAP, and p(Θ | y0:T ) is the a posteriori distribution. The EM algorithm
relating to equation (5.36) consists in iteratively replacing a trial estimate Θ′ by Θ
maximizing the conditional expectation Q(Θ,Θ′) of the completed-likelihood penalized
with the prior probability distribution p(Θ):
Q′(Θ,Θ′) = Q(Θ,Θ′) + log p(Θ). (5.37)
Hence, the maximization step of the MCEM algorithm is achieved by solving:
∂
∂Θ
Q̂(Θ,Θ′) + ∂
∂Θ
log p(Θ) = 0. (5.38)
In case of a SMSSM, this leads to a very complicated system of non-linear differential
equations. To avoid this difficulty, it is possible to modify the algorithm quite simply.
The maximization step is then replaced by solving:
∂
∂Θ
Q̂(Θ,Θ′) + ∂
∂Θ
log p(Θ)|Θ=Θ′ = 0. (5.39)
The only difference from equation (5.38) is that the derivatives of the prior are evaluated
at the current value of Θ′, rather than the new value Θ. This algorithm is referred to as
One-Step-Late (OSL) algorithm (see Green [1990] for more information). This modifica-
tion is motivated by the fact that if the algorithm converges slowly, then ∂ log p(Θ)/∂Θ
and ∂ log p(Θ′)/∂Θ′ will not be much different. In addition, if the algorithm converges,
equations (5.38) and (5.39) have then the same limit, namely the same MAP estimate.
Green [1990] proves that the OSL algorithm converges at least as quickly as the EM
algorithm.
An important but difficult question to be solved when using the OSL to avoid identifia-
bility issue is the choice of the prior distribution. For instance, if a uniform prior is used,
the non-identifiability of the parameters persists and the OSL could fail to efficiently
estimate the MAP.
In this study, the following informative prior is used: the prior of B(s) (resp. C(s), D(s)
and D0(s)), 1 ≤ s ≤ κ, is a normal distribution with mean α(s) (resp. γ(s), ζ(s) and
ζ0(s)), and variance β(s) (resp. µ(s), (s) and 0(s)); whereas the prior of σ
2
X(s) (resp.
σ2Y (s)), 1 ≤ s ≤ κ, is an inverse-gamma distribution with shape parameter %(s) (resp.
υ(s)), and scale parameter τ(s) (resp. ψ(s)).
Solving equation (5.39) leads to the following system of differential equations:
N∑
i=1
∑
t:sit=s
ut
[
x̂it−1|T + ut∆tB(s)− x̂it|T
]
ŵiT = −σ2X(s)
B′(s)− α(s)
β(s)
, (5.40)
N∑
i=1
∑
t:sit=s
[
C(s)x̂it,t|T +D(s)x̂
i
t|Tut +D0(s)x̂
i
t|T − x̂it|T yt
]
ŵiT = −σ2Y (s)
C ′(s)− γ(s)
µ(s)
, (5.41)
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N∑
i=1
∑
t:sit=s
ut
[
C(s)x̂it|T + utD(s) +D0(s)− yt
]
ŵiT = −σ2Y (s)
D′(s)− ζ(s)
(s)
, (5.42)
N∑
i=1
∑
t:sit=s
[
C(s)x̂it|T +D(s)ut +D0(s)− yt
]
ŵiT = −σ2Y (s)
D′(s)− ζ0(s)
0(s)
, (5.43)
N∑
i=1
∑
t:sit=s
[
σ2X(s) + 2x̂
i
t,t−1|T − 2x̂it−1|TB(s)ut∆t− x̂it,t|T − x̂it−1,t−1|T −B(s)2u2t∆t2
+2B(s)ut∆tx̂
i
t|T
]
ŵiT = −2σ4X(s)
(
τ(s)
%(s)
− %(s) + 1
σ′X
4(s)
)
, (5.44)
N∑
i=1
∑
t:sit=s
[
σ2Y (s)− y2t − C2(s)x̂it,t|T −D(s)2u2t −D0(s)2 + 2ytD0(s)
+2C(s)x̂it|T (yt −D(s)ut −D0(s)) + 2D(s)ut (yt −D0(s))
]
ŵiT
= −2σ4Y (s)
(
ψ(s)
υ(s)
− υ(s) + 1
σ′Y
4(s)
)
. (5.45)
In the next section, these two penalized version of the MCEM algorithm are calibrated
through a sensitivity analysis performed using a simulated dataset.
5.5 Sensitivity analysis using simulated data
The accuracy of the presented parameters inference algorithms depends, on the one
hand, on the initialization of the set of unknown parameters as the EM may converge
to a local maxima of likelihood and, on the other hand, on the number of particles since
the EM algorithm is approximated using a Monte Carlo method. In addition, in the
case of penalization with a prior probability distribution, the influence of the choice of
this prior should be tested.
The dataset used in this section is simulated through the SMSSM with number of hidden
discrete states κ = 3 described in Chapter 3. Table 5.1 recalls the parameters values of
this model.
B C D D0 σ
2
X σ
2
Y
s = 1 −1.20 0.11 −350 375 10−4 20
s = 2 −1.35 0.15 −400 380 10−4 1
s = 3 −1.30 0.20 −420 385 10−4 1
Table 5.1: Parameters values of the SMSSM with κ = 3 used to generate the simulated
dataset
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5.5.1 MCEM algorithm penalized with identifiability constraints
5.5.1.1 Initialization procedure
The EM algorithm may converge to a local maxima of likelihood depending on the
starting value. To avoid this difficulty, the EM algorithm is repeated several times
with different initializations of Θ. However, when the number of parameters to be
estimated is large, the initialization should be repeated many times. For mixture models,
as SMSSMs, Baudry and Celeux [2015] develop a more sophisticated procedure, called
nested initialization. Hereafter, we test two types of initialization procedure, the popular
independent initialization and the nested one.
In order to validate the MCEM algorithm, the ML is estimated for κ = {2, . . . , 7}. These
estimated MLs should not be decrease when κ increases. Indeed, the estimated ML for
a model of order κ+ 1 should be at least equal to the estimated ML for a model of order
κ by duplicating one the hidden discrete state.
Independent initialization - Each unknown parameter is initialized independently
through a Gaussian distribution with mean computed based on its physical interpretation
and/or expert knowledge. The variance should be relatively large to ensure that the
initialization varies each time the MCEM algorithm is run. The variance of the process
noise Wt and measurement noise Σt are set to 10
3, as the transition and observation
equations are unreliable at this stage. In addition, the transition matrix P is initialized
by assigning random values to each row which is then normalized.
Figure 5.1 shows the results of the estimated ML for κ = {2, . . . , 7} based on the sim-
ulated data. It can be observed that some estimations may be far from being optimal.
Indeed, contrary to the results obtained for κ = 5 and 7, the maximum of likelihood
must not decrease when the model order κ increases. In order to overcome this problem,
a different initialization strategy, called nested initialization, is used (Baudry and Celeux
[2015]).
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Figure 5.1: [Simulated data] Estimated log ML for κ = {2, . . . , 7}. For each κ,
20 independent initializations of the MCEM algorithm penalized with identifiability
constraints
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Nested initialization - This strategy is also called Km1 (for K minus 1). For κ ≥ 2,
suppose that the set of parameters Θ of the model of order κ − 1, denoted Θ(κ−1), is
available. Then, to initialize Θ(κ), the state κ0 having the maximum entropy is divided
into two states. Figure 5.2 illustrates this strategy. The entropy of a state r is computed
as follows
E(r) = −
T∑
t=0
pΘ(st = r | y0:T ) log pΘ(st = r | y0:T ), (5.46)
where r = argmaxs pΘ(st = s | y0:T ).
Model : κ− 1
Model : κ
1 . . . κ0 . . . κ− 1
1 . . . κ0 . . . κ− 1 κ
Figure 5.2: Nested initialization strategy (Km1 strategy) for the EM algorithm
In Figure 5.3 the parameters vector Θ(2) is estimated based on the simulated data. To
initialize the parameters for κ = 3, the entropy of the two states are computed. Figure
5.3 shows that the observations under the state having the highest entropy (e.g. state 1)
are more dispersed than those under the other states (e.g. state 2). Thus for κ = 3, the
state 1 is divided into two states and the parameters vector of state 1 and 3 is initialized
as follows
Θ(3) = {Θ(2)(s = 1) + random1, Θ(2)(s = 2), Θ(2)(s = 1) + random2}.
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Figure 5.3: [Simulated data] Distribution of the observations around the estimated
parameters per state: the observations under the State 1 are more dispersed than those
under the State 2. State 1 should be divided into two states
In Figure 5.4, it can be observed that the problem of suboptimal ML solutions is resolved,
and the estimated MLs with nested initializations increase with respect to the model
order κ.
5.5.1.2 Number of particles
In order to study the influence of the number of particles on the estimated ML, we run
20 EM with identical initialization for N = 100 and N = 1000 where κ = 3. Figure
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Figure 5.4: [Simulated data] Estimated log ML with κ = {2, . . . , 7}. For each κ,
20 nested initializations of the MCEM algorithm penalized with the identifiability con-
straints
5.5 shows that the mean of the estimated ML is almost equal in both cases. However,
the dispersion of the estimated ML for N = 100 is relatively higher than the one for
N = 1000.
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Figure 5.5: [Simulated data] Estimated log-ML for N = 100 and 1000 with κ =
3. For each case, 20 identical initializations of the MCEM algorithm penalized with
identifiability constraints
Figure 5.6 shows the estimated MLs for different number of particles N with κ = 3. For
each N , the EM algorithm is repeated 20 times with different independent initializations.
For each N the dispersion of the estimated MLs has two sources: the initialization of the
EM algorithm and the particle filter. We note that, in almost all cases, this dispersion
remains relatively small. Hence, the choice of the likelihood as an accuracy indicator of
a SMSSM seems pertinent.
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Figure 5.6: [Simulated data] Estimated log-ML for N = {100, 200, 500, 750, 1000}
with κ = 3. For each case, 20 different initializations of the MCEM algorithm penalized
with identifiability constraints
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5.5.1.3 Validation of the proposed MCEM algorithm
In this section, we compare the true parameters of the simulated model with κ = 3 and
estimated parameters for κ = 3 and 5. For κ = 3, Figure 5.7 highlights that B(s) is
less well-estimated than the parameters of the equation of the observed variable Yt. It is
not surprising since B(s) describes the evolution of the unobserved state Xt. For κ = 5,
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Figure 5.7: [Simulated data] Comparaison between true (∗) and estimated (◦) param-
eters with κ = 3. The parameters are estimated using a MCEM algorithm penalized
with identifiability constraints
Figure 5.8 highlights that State 1 is duplicated into 2 states: State 3 and 5. In this case,
for κ > 3, the EM algorithm duplicates a state of the true model κ = 3 in order to find
the set of parameters that maximizes the likelihood pΘ(y0:T ). This can be clearly seen
in Figure 5.4 where the estimated likelihood is almost stable for κ ≥ 3.
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Figure 5.8: [Simulated data] Estimated parameters for SMSSM with κ = 5. The
parameters are estimated using a MCEM algorithm penalized with identifiability con-
straints
5.5.2 MCEM algorithm penalized with a prior probability distribution
In this section, the influence of the prior probability is studied using three different types
of prior:
1. very informative: the expected value of each parameter is equal to the true one,
and the variance is small (cf. Table 5.2),
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2. informative: the expected value of each parameter is equal to the true one, but
the variance is large (cf. Table 5.3),
3. non-informative: the states are not differentiated. For each parameter, we assign
the same expected value to all states with a large variance (cf. Table 5.4).
B : (α, β) C : (γ, µ) D : (ζ, ) D0(ζ0, 0) σ
2
X : (%, υ) σ
2
Y : (τ, ψ)
s = 1 (−1.20, 1) (0.11, 0.1) (−350, 50) (375, 50) (3, 0.5) (3, 1)
s = 2 (−1.35, 1) (0.15, 0.1) (−400, 50) (380, 50) (3, 0.5) (3, 1)
s = 3 (−1.30, 1) (0.20, 0.1) (−420, 50) (385, 50) (3, 0.5) (3, 1)
Table 5.2: Very informative priors
B : (α, β) C : (γ, µ) D : (ζ, ) D0(ζ0, 0) σ
2
X : (%, υ) σ
2
Y : (τ, ψ)
s = 1 (1.20, 10) (0.11, 1) (−350, 103) (375, 103) (3, 0.5) (3, 1)
s = 2 (1.35, 10) (0.15, 1) (−400, 103) (380, 103) (3, 0.5) (3, 1)
s = 3 (1.30, 10) (0.20, 1) (−420, 103) (385, 103) (3, 0.5) (3, 1)
Table 5.3: Informative priors
B : (α, β) C : (γ, µ) D : (ζ, ) D0(ζ0, 0) σ
2
X : (%, υ) σ
2
Y : (τ, ψ)
s = 1 (−2, 10) (0.5, 1) (−400, 103) (350, 103) (3, 0.5) (3, 1)
s = 2 (−2, 10) (0.5, 1) (−400, 103) (350, 103) (3, 0.5) (3, 1)
s = 3 (−2, 10) (0.5, 1) (−400, 103) (350, 103) (3, 0.5) (3, 1)
Table 5.4: Non-informative priors
We run the algorithm 20 times with a nested initialization. Figures 5.9, 5.10 and 5.11
show the estimated parameters when using a very informative, informative and non-
informative priors respectively. It can be observed that the identifiability issue is re-
solved, and the parameters are efficiently estimated in the three cases. Nevertheless
when using a non-informative prior, B is less well estimated than the other parameters
as for the MCEM penalized with the identifiability constraints (cf. Figure 5.7).
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Figure 5.9: [Simulated data] Comparaison between true (?) and estimated (◦) param-
eters with κ = 3 using a very informative priors
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Figure 5.10: [Simulated data] Comparaison between true (?) and estimated (◦) pa-
rameters with κ = 3 using an informative priors
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Figure 5.11: [Simulated data] Comparaison between true (?) and estimated (◦) pa-
rameters with κ = 3 using a non-informative priors
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5.6 Conclusion
In this chapter, we have developed two penalized MCEM algorithms to estimate the set
of unknown parameters Θ of the considered SMSSM (3.22)-(3.23). Indeed, as the model
is non-identifiable, ML methods fail to properly estimate the unknown parameters Θ
without a penalization term. Two types of penalization have been used: penalization
with constraints ensuring the identifiability of the model, and penalization with a prior
probability distribution.
These two penalized algorithms are calibrated using simulated data. For this purpose,
the influence of the initialization procedure, the number of particles, and the prior prob-
ability distribution has been studied.
The convergence of the EM algorithm depend primarily on the starting position. It may
converge to a local ML depending on the initialization of the parameters. In this study,
two initialization procedures have been tested: independent and nested initializations.
The results show that the nested initialization is more adapted to SMSSMs than the in-
dependent one. Indeed, using an independent initialization, the estimated MLs decrease
sometimes when the model order increases. On the other hand, the nested initialization
is suitable to mixture models: the initialization of the model with order κ + 1 is based
on the estimated ML of the model with order κ. The state having the largest entropy is
then divided into two states, thus ensuring a successful initialization.
An exact EM algorithm being at a prohibitive computational cost, a MCEM algorithm is
used instead. The estimated ML is thus affected by the number of the simulated particles.
The results show that when an appropriate number of particles is used (N ' 100 for
κ = 3 and T = 500), the dispersion of the estimated MLs is relatively small. Hence, the
choice of the likelihood as an accuracy indicator of a SMSSM seems pertinent.
For the MCEM algorithm penalized with a prior distribution, an appropriate choice of
this prior is important to avoid the identifiability issue. The use of Gaussian priors for
B, C, D and D0 and inverse-gamma priors for σ
2
X and σ
2
Y seems pertinent, even when
the states are not a priori differentiated.
To conclude, the two penalized MCEM algorithms seem estimate properly the set of
unknown parameters Θ. Nevertheless, the use of prior distributions introduces a large
number of hyperparameters (i.e., 12 · κ) that must be properly chosen to avoid identifi-
ability issue. This can be complicated, especially when these unknown parameters lack
physical interpretation. When they do have one, these two algorithms can be applied,
and the estimated Θ having the maximum likelihood would be retained.
In the next chapter, we consider the problem of the estimation of the proper number of
the hidden Markov states using different model selection criteria.
Chapter 6
Estimation of the number of
hidden Markov states
Ce chapitre est consacre´ a` l’estimation du nombre d’e´tats cache´s κ, conside´re´ comme
connu dans les chapitres pre´ce´dents. Soit un ensemble de mode`les candidats forme´ de SM-
SSMs avec un nombre variable d’e´tats cache´s κ, et note´M = {Mκ = (κ,Θκ); κmin ≤ κ ≤
κmax}. L’ensemble d’estimateurs correspondant est note´ M̂ = {M̂κ = (κ, Θ̂κ); κmin ≤
κ ≤ κmax}. Notons M le meilleur mode`le au sens d’une fonction de perte qui sera pour
nous la divergence de Kullback-Leibler (KL) entre la vrai distribution inconnue p∗(y0:T )
et le mode`le.
Les e´tats discrets cache´s visent a` mode´liser les diffe´rents re´gimes de fonctionnement de la
batterie. Cependant, aucune information n’est a priori disponible concernant le nombre
de ces re´gimes, et le nombre d’e´tats discrests cache´s doit donc eˆtre estime´.
Une simple me´thode de se´lection de mode`le consiste a` choisir le mode`le minimisant une
fonction de risque donne´e de´pendant de la pre´cision du mode`le et de son attache a` la base
d’apprentissage. Ce risque est ge´ne´ralement repre´sente´ par la vraisemblance pΘ(y0:T )
dans le cas ou` les parame`tres du mode`le sont estime´s par une me´thode de type ML. Parmi
l’ensemble M̂, le mode`le ayant la plus grande vraisemblance est ainsi se´lectionne´. Suivant
cette logique, le mode`le a` κmax e´tats cache´s serait toujours choisi, et un surapprentissage
serait introduit. Pour e´viter ce biais “d’optimiste” lors de l’e´valuation de performance,
la complexite´ du mode`le est ge´ne´ralement prise en compte. Elle correspond au nombre
de parame`tres a` estimer. Dans le cas du SMSSM (3.22)-(3.23), cette complexite´ est e´gale
a`
K(κ) = (κ− 1)2 + 6 · κ = κ2 + 4κ+ 1. (6.1)
De ce fait, l’enjeu d’un crite`re de se´lection de mode`le est de rechercher le meilleur com-
promis entre la pre´cision du mode`le et sa complexite´. Quand la vraisemblance est utilise´e
comme un indicateur de pre´cision, ce crite`re correspond a` cette vraisemblance pe´nalise´e
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par une fonction de la complexite´ du mode`le. Plusieurs fonctions de pe´nalite´ ont e´te´
e´tudie´es afin de fournir un crite`re de se´lection de mode`le optimal dans un sens donne´.
La suite de ce chapitre passe en revue les re´sultats the´oriques des crite`res d’information
d’Akaike (AIC, Akaike [1998]) et de Bayes (BIC, Schwarz [1978]), de l’heuristique de
pente (Birge´ and Massart [2007]) et de la validation croise´e (Celeux and Durand [2008],
Ripley [1996]).
AIC et BIC sont parmi les crite`res de se´lection de mode`le les plus utilise´s. AIC est base´
sur une fonction de pe´nalite´ fixe de´pendant de la comple´xite´ du mode`le, tandis que la
fonction de pe´nalite´ associe´e a` BIC de´pend en plus de la taille de la base d’apprentisage.
Toutefois, l’AIC et le BIC traitent diffe´remment le proble`me de se´lection de mode`le. Les
re´sultats the´oriques de ces deux crite`res sont de´taille´s dans les Sections 6.1 et 6.2, et
re´sume´s ci-apre`s.
L’AIC choisit le mode`le minimisant la divergence de KL entre la vraie distribution
p∗(y0:T ) et celle estime´e par Mκ. La vraie distribution e´tant inconnue, cette divergence
est estime´e. Akaike [1998] de´montre que la minimisation de cette divergence correspond
a` la minimisation du log-ML de M̂κ pe´nalise´ par le nombre de parame`tres a` estimer :
κ∗(AIC) = arg min
κ
−2 log p
Θ̂κ
(y0:T ) + 2(κ
2 + 4κ+ 1). (6.2)
Le BIC se place dans un contexte baye´sien de se´lection de mode`le. Il cherche a` se´lectionner
le mode`le M̂κ qui maximise la probabilite´ a posteriori p(M̂κ|y0:T ). Schwarz [1978] de´-
montre que lorsque T tend vers l’infini et que κ et y0:T sont fixe´s, la probabilite´ a pos-
teriori est estime´ par le log-ML de M̂κ pe´nalise´ par une fonction de pe´nalite´ de´pendant
de T la taille de la base d’apprentissage et de la complexite´ du mode`le. Le mode`le
se´lectionne´ par BIC correspond a`
κ∗(BIC) = arg min
κ
−2 log p
Θ̂κ
(y0:T ) + (κ
2 + 4κ+ 1) log T. (6.3)
Contrairement a` AIC et BIC auxquels sont associe´s a` des fonctions de pe´nalite´ fixes,
l’heuristique de pente re´cemment de´veloppe´ par Birge´ and Massart [2007] utilise une
fonction de pe´nalite´ variable de´pendant du comportement de la vraisemblance des mode`-
les de grand ordre. Ce crite`re choisit le mode`le minimisant l’espe´rance de la divergence de
KL entre la vraie distribution p∗(y0:T ) et celle estime´e par M̂κ. La vraie distribution e´tant
inconnue, il cherche a` identifier la fonction de pe´nalite´ optimale qui permet d’approcher
cette espe´rance par une vraisemblance pe´nalise´e. Birge´ and Massart [2007] de´montre que
la fonction de pe´nalite´ optimale est e´gale a`
2wopt(κ
2 + 4κ+ 1), (6.4)
ou` wopt est une constante a` estimer de´pendant du comportement du ML des mode`les
de grand ordre. Une condition ne´cessaire pour pouvoir utiliser ce crite`re est d’observer
un comportement line´aire du ML des mode`les de grand ordre. Si tel est le cas, wopt
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est estime´ par la pente de la partie line´aire du maximum de vraisemblance. La the´orie
associe´e a` ce crite`re est pre´sente´e dans la Section 6.3.
La validation croise´e est utilise´e dans le cadre de la se´lection de mode`le pour e´valuer
la capacite´ de pre´vision d’un mode`le M̂κ, et fournit une estimation de la divergence
de KL entre la vraie distribution p∗(y0:T ) et celle estime´e par M̂κ (Ripley [1996]). Ce-
pendant, dans le cas des SMSSMs l’application de la validation croise´e fait face a` des
difficulte´s techniques. En effet, les donne´es sont de´pendantes et le retrait de certaines
observations pourrait rompre la de´pendance markovienne entre les e´tats cache´s st et
l’e´volution des e´tats continus xt. Une solution propose´e par Celeux and Durand [2008]
dans le cadre des HMMs consiste a` de´couper d’une fac¸on de´terministe la base d’appren-
tissage en deux parts : elles correspondent respectivement aux observations a` indices
pairs et impairs de la base d’origine et elles sont note´es ypair et yimpair. Celeux and Du-
rand [2008] de´montre que cette re´partition permet de maintenir la de´pendance entre les
observations de chaque partie. Le roˆle de ces deux parties est ensuite permute´ : lorsque
ypair (resp. yimpair) est utilise´ pour estimer Θκ, sa vraisemblance est calcule´e en y
impair
(resp. ypair). La divergence de KL est alors estime´e par la moyenne empirique de ces
deux vraisemblances. Le mode`le se´lectionne´ par la validation croise´e est celui ayant la
plus petite divergence estime´e. Cependant, cette divergence estime´e peut eˆtre biaise´e
du fait que ypair et yimpair sont de´pendants. Par conse´quent, nous proposons un autre
de´coupage e´galement de´terministe de la base d’apprentissage : les deux parts corres-
pondent respectivement a` la premie`re et la seconde moitie´ de celle-ci. Le calcul de la
vraisemblance croise´e et la se´lection du κ sont effectue´s de la meˆme manie`re que le
de´coupage pair/impair.
En se basant sur une base de donne´es ge´ne´re´e par un SMSSM a` κ = 3 e´tats cache´s, nous
avons teste´ la capacite´ de ces crite`res a` estimer le vrai nombre d’e´tats cache´s (cf. Section
6.5). Les re´sultats montrent que tous les crite`res ont un comportement satisfaisant et
permettent d’estimer le vrai nombre d’e´tats cache´s. Ne´anmoins, AIC et la validation
croise´e pair/impair ont tendance a` surestimer κ.
Toutefois, l’une des principales diffe´rences entre ces crite`res est leur couˆt de calcul. L’AIC
et le BIC sont simples a` imple´menter : ils se´lectionnent, parmi les mode`les candidats,
ceux qui les minimisent respectivement. L’heuristique de pente ne´cessite l’estimation de
la vraisemblance des mode`les de grand ordre, ne figurant parfois pas a priori parmi les
mode`les candidats, pour ve´rifier un comportement line´aire du ML. La validation croise´e
consomme le plus de temps de calcul : les mode`les estime´s M̂κ ne peuvent pas eˆtre utilise´s
directement, et pour chaque κ deux mode`les doivent eˆtre de nouveau estime´s pour les
deux parts de la base d’apprentissage.
De plus, le travail pre´sente´ dans ce chapitre met en e´vidence une autre proble´matique
e´troitement lie´e au proble`me d’estimation du nombre d’e´tats cache´s : le choix du pas
d’e´chantillonnage. En effet, le couˆt de calcul des algorithmes d’estimation des parame`tres
du mode`le augmente line´airement avec la taille de la base d’apprentissage. Lorsque
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cette base est forme´e de plusieurs heures de charge et de de´charge d’une batterie, un
re´e´chantillonnage peut re´duire conside´rablement le temps d’estimation des parame`tres.
Cependant, le pas d’e´chantillonnage pourrait affecter le nombre d’e´tats cache´s estime´s
par l’un des crite`res de se´lection de mode`le pre´sente´s. Pour illustrer cette influence,
conside´rons une base d’apprentissage ge´ne´re´e par un SMSSM a` κ = 2 e´tats cache´s. Pour
cette base, nous conside´rons que st = 1 pour ses indices pairs et st = 2 pour ceux
impairs. Avec un re´e´chantillonnage a` pas Te = 2, l’un des deux e´tats est perdu et le
nombre estime´ d’e´tats cache´s est e´gal a` 1. L’influence du re´e´chantillonnage sur le choix
de κ est e´galement illustre´e a` travers des donne´es simule´es (cf. Figure 6.5). D’un point
de vue statistique, cette question reste ouverte notamment dans le cadre des mode`les de
me´lange.
En conclusion, les quatres crite`res pre´sente´s traitent diffe´remment la proble´matique de
se´lection de mode`le et peuvent induire des choix diffe´rents. Si tel e´tait le cas, on peut soit
choisir le mode`le le plus parcimonieux (ayant le plus petit κ) ne´cessitant ainsi un espace
de stockage plus petit et une capacite´ de calcul plus faible, soit re´aliser plus de tests de
validation afin d’e´valuer la capacite´ de pre´diction de chacun de mode`les se´lectionne´s.
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Up to now, we have considered that the number of hidden Markov states κ is known. In
this chapter, several model selection criteria are used to select the model with “proper”
κ when a set of candidate models is considered.
The hidden Markov states aim to model the different regimes of the battery dynam-
ics. However, no indications are a priori available with regards to the number of these
regimes. Consequently, the number of hidden Markov states κ should be properly esti-
mated in order to provide an accurate SoC model.
Let us consider a countable set of modelsM = {Mκ = (κ,Θκ);κmin ≤ κ ≤ κmax}, where
Mκ denotes a SMSSM of order κ and set of parameters Θκ. The corresponding estimator
set is denoted {M̂κ = (κ, Θ̂κ);κmin ≤ κ ≤ κmax}. The model of interest, denoted as M ,
is related to the unknown distribution of the sequence of observations p∗(y0:T ).
A straightforward method for model selection consists of optimizing an appropriate risk
function that depends on the losses emerging when a model M̂κ is selected. Since p
∗(y0:T )
is unknown, this risk is estimated through a learning dataset. It typically measures the
capacity of the estimated model to fit the data. This empirical risk corresponds to the
likelihood when the model parameters are estimated using a ML approach. Amongst the
candidate models, the model maximizing the likelihood is thus selected. Nevertheless,
this selection may introduces an undesirable optimistic bias due to overfitting. Thus,
the statistical complexity of the model should be introduced to avoid this selection bias
during the performance evaluation. This complexity corresponds typically to the number
of free parameters. For the SMSSM (3.22)-(3.23), it is equal to
K(κ) = (κ− 1)2 + 6 · κ = κ2 + 4κ+ 1. (6.5)
Accordingly, an appropriate model selection criterion is commonly determined by a
“trade-off” between accuracy requirements and model complexity. When the likelihood
is used as an accuracy indicator, the selected model is the one optimizing the likelihood
penalized with its complexity.
Several studies have been made to provide a suitable penalty function. Some well-known
penalized criteria with fixed penalties, such as the Bayesian Information Criterion (BIC)
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(Schwarz [1978]) and the Akaike Information Criterion (AIC) (Akaike [1998]), have been
widely studied and used in real-world applications (see Burnham and Anderson [2002]
for more information). The Slope Heuristics Criterion (SHC), developed recently by
Birge´ and Massart [2007], uses a variable penalty depending on the behavior of the ML
for large model orders. Other studies propose to estimate the number of components
in a mixture model by maximizing the cross-validation likelihood (CVL), for instance,
Smyth [2000] in an independent data context, and Celeux and Durand [2008] in a HMM
context.
In this chapter, we provide an overview of the theoretical results of these criteria and ver-
ify their ability to estimate the proper order of the SMSSM (3.22)-(3.23) using simulated
data.
6.1 Akaike Information Criterion
The AIC developed by Akaike [1998] consists of selecting the model that minimizes
the Kullback-Leibler divergence KL(M, M̂κ) between p
∗(y0:T ) the true pdf of y0:T and
p
Θ̂κ
(y0:T ) the pdf of y0:T with respect to the candidate models M̂κ (κmin ≤ κ ≤ κmax).
It is defined as follows:
KL(M, M̂κ) = EY0:T
[
log
(
p∗(y0:T )
p
Θ̂κ
(y0:T )
)]
=
∫
log
(
p∗(y0:T )
p
Θ̂κ
(y0:T )
)
p∗(y0:T ) dy0:T
= EY0:T [log (p
∗(y0:T ))]− EY0:T
[
log
(
p
Θ̂κ
(y0:T )
)]
. (6.6)
Minimizing (6.6) with respect to κ is equivalent to minimizing
− EY0:T
[
log
(
p
Θ̂κ
(y0:T )
)]
= −
∫
log p
Θ̂κ
(y0:T )p
∗(y0:T ) dy0:T . (6.7)
Since the true pdf p∗(y0:T ) is unknown, (6.7) must be estimated. A natural estimation
is the log-likelihood log p
Θ̂κ
(y0:T ). However, Θ̂κ and y0:T are dependent, and such an
estimate will introduce an optimistic bias. Akaike [1998] proves that this bias is equal to
the number of free parameters of the candidate model M̂κ under regularity conditions.
Accordingly, the AIC of a candidate model M̂κ is given by
AIC(κ) = −2 · log p
Θ̂κ
(y0:T ) + 2 ·K(κ), (6.8)
where K(κ) = κ2 + 4κ+ 1 is the number of free parameters of the SMSSM (3.22)-(3.23).
The first term in (6.8) retains the model that fits the data, whereas the second term
penalizes large-order models.
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The proper number of hidden states κ with respect to AIC is then the one that minimizes
AIC:
κ∗AIC = arg min
κmin≤κ≤κmax
AIC(κ). (6.9)
It is worth mentioning that AIC performs well in many real-world applications (Burn-
ham and Anderson [2002]) but not so good to estimate the order of a mixture model
(McLachlan and Peel [2000]).
6.2 Bayesian Information Criterion
The BIC developed by Schwarz [1978] studies the model selection within a Bayesian
framework: Θκ and Mκ are considered as random variables with prior distributions
respectively p(Θκ) and p(Mκ). BIC consists of selecting the model having the maximum
a posteriori (MAP) given by
κ∗BIC = arg min
κmax≤κ≤κmax
p(Mκ | y0:T ). (6.10)
From the Bayes’ rule, the posterior distribution can be written as follows:
p(Mκ | y0:T ) =p(y0:T |Mκ) · p(Mκ)
p(y0:T )
∝p(y0:T |Mκ) · p(Mκ). (6.11)
The prior p(Mi) are assumed non-informative, thus there is no preference for either
model:
p(M1) = p(M2) = . . . = p(Mκ). (6.12)
Based on (6.11) and (6.12), the model selected with BIC is that maximizing the marginal
likelihood p(y0:T |Mκ). This marginal likelihood can be written as follows:
p(y0:T |Mκ) =
∫
p(y0:T ,Θκ|Mκ) dΘκ
=
∫
p(y0:T |Θκ,Mκ) · p(Θκ|Mκ) dΘκ. (6.13)
Since an exact computation of (6.13) is difficult, it is estimated using a Laplace approx-
imation (the theoretical formulas are thoroughly detailed in Lebarbier and Mary-Huard
[2004]). When T tends to infinity, the error terms of this approximation are omitted,
then BIC corresponding to the model Mκ is given by
BIC(κ) = −2 log p
Θ̂κ
(y0:T ) +K(κ) log T, (6.14)
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where Θ̂κ is the ML estimate of Θκ. The proper number of hidden states κ with respect
to BIC is then the one that minimizes BIC:
κ∗BIC = arg min
κmin≤κ≤κmax
BIC(κ). (6.15)
BIC and AIC are derived from distinct perspectives and address differently the trade-off
between accuracy and complexity. Indeed, BIC is “consistent” in the sense of asymp-
totically selecting M (i.e., the probability of selecting M by BIC approaches to one as
T →∞), whereas AIC is “efficient” in the sense of asymptotically minimizing the mean-
squared prediction error (Burnham and Anderson [2002]). In addition, BIC is more
parsimonious than AIC (i.e., κ∗AIC ≥ κ∗BIC. This is not surprising as large-order models
are more penalized in BIC case.
6.3 Slope Heuristics Criterion
The slope heuristics method is introduced and proved for the first time by Birge´ and
Massart [2007]. This method is based on the existence of a contrast function γ fulfilling
the fundamental property that
M = arg min
Mκ∈M
Ey0:T [γ(Mκ, y0:T )]. (6.16)
In practice, the contrast is substituted by the empirical contrast γT . A suitable estimator
of M is then the one minimizing the expectation of γT over M.
In model parameters inference framework, the maximum likelihood is a minimum con-
trast estimator, i.e. γT (Mκ) = pΘκ(y0:T ), and the corresponding loss function is the KL
divergence between the unknown model M and the trial model Mκ. The optimal model
is thus the one minimizing the risk
E[KL(M, M̂κ)]. (6.17)
However, this optimal model is intractable as M is unknown. The slope heuristics
method tries to find an optimal penalty function for which the model selection criterion
is as close as possible to the risk E[KL(M,M̂κ)]. The loss function can be decomposed
as follows:
KL(M,M̂κ) =
∫
log
(
p∗(y)
pΘκ(y)
)
p∗(y)dy +
∫
log
(
pΘκ(y)
p
Θ̂κ
(y)
)
p∗(y)dy
= bκ + Vκ, (6.18)
where bκ is the bias representing the difference between Mκ and M , and Vκ is the variance
reflecting the variability of the estimator M̂κ around its expected value Mκ due to the
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learning dataset on which it is inferred. Accordingly, the risk (6.17) is given by
E[KL(M,M̂κ)] = bκ + E[Vκ]. (6.19)
The selected model M̂κ is the one minimizing the following criterion with respect to κ:
γT (M̂κ) + pen(Mκ), (6.20)
where pen(Mκ) is the penalty function to be identified. Since γT (M) does not depend
on κ, this criterion can be written as follows:
γT (M̂κ)− γT (M) + pen(Mκ) = γT (M̂κ)− γT (Mκ) + γT (Mκ)− γT (M) + pen(Mκ)
= b̂κ − V̂b + pen(Mκ), (6.21)
where b̂κ := γT (Mκ)− γT (M), and V̂b := γT (Mκ)− γT (M̂κ).
Introducing (6.18) into (6.21) leads to
γT (M̂κ)− γT (M) + pen(Mκ) = KL(M,M̂κ) + (̂bκ − bκ)− (Vκ + V̂κ) + pen(Mκ). (6.22)
For large-order models, the estimated model M̂κ cannot be significantly improved; hence
it is sensible to assume that b̂κ− bκ ≈ 0. In addition, based on concentration arguments,
Birge´ and Massart [2007] suppose that KL(M,M̂κ) is close to its expectation (6.19).
The selection criterion (6.21) can hence be approximated as follows:
E[KL(M,M̂κ)]− (Vκ + V̂κ) + pen(Mκ). (6.23)
In order to obtain a selection criterion close to the risk E[KL(M, M̂κ)], an optimal choice
of the penalty function is
penopt(Mκ) = Vκ + V̂κ. (6.24)
The key assumption of the slope heuristics method is to consider V̂κ ≈ Vκ. The optimal
penalty can then be approximated as follows:
penopt(Mκ) ≈ 2 · V̂κ. (6.25)
In this study, the complexity of the model is considered in the penalty function. Ac-
cordingly, the optimal penalty can be defined by
penopt(Mκ) = 2 · wopt ·K(κ), (6.26)
where wopt is a constant to be estimated, and K(κ) is the number of free parameters.
In order to use the slope heuristics to calibrate this constant, a required condition is
to observe a linear behavior of the contrast function γT (M̂κ) for large-order models.
If this condition is satisfied, wopt can be estimated by the slope of the linear part of
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γT (M̂κ). Algorithm 4 presents a data-driven algorithm proposed by Baudry et al. [2012]
to implement the slope heuristics criterion.
Algorithm 4 Slope Heuristics algorithm
Input ←
{
ML(κ) = log p
Θ̂κ
(y0:T ); κ = κmin, . . . , κmax
}
if ∃(κ, κ′) | κ < κ′ and ML(κ) = ML(κ′) then
Remove ML(κ′); %To make the reading easier, the indexation is not modified
end if
for κ = κmin : κmax do
ω̂(κ) ← Slope of the robust regression of {(ML(κ′),K(κ′)) ; κ′ ≥ κ}
Sl(κ) = arg min
κmin≤κ′≤κmax
−ML(κ′) + 2 · ω̂(κ) K(κ′)
end for
κ∗SHC = arg max
κmin≤κ≤κmax
κmax∑
κ′=κmin
1 (Sl(κ′) = κ)
6.4 Cross-Validation likelihood criterion
The cross-validation aims to evaluate the predictive performance of a trial model, which
makes it a natural approach in model selection. Indeed, it provides an estimation of the
KL divergence between p∗(y0:T ) the true pdf of y0:T and pΘ̂κ(y0:T ) the pdf of y0:T with
respect to a trial model M̂κ (cf. (6.6) and (6.7)) (Ripley [1996]).
This criterion consists of randomly splitting the learning dataset into two-fold. The
cross-likelihood is then computed by permuting the role of these two subsequences:
when the first (resp. second) subsequence is used to estimate Θκ, its corresponding
log-likelihood is estimated on the second (resp. first) subsequence. The KL divergence
is then estimated by averaging the two estimated log-likelihood.
However in the SMSSM context, the data are dependent, and removing some of the
data from the learning dataset breaks the Markovian dependencies between the hidden
Markov states St and the evolution of the continuous states Xt, which makes difficult
the use of the cross-validation.
One straightforward solution consists of partitioning the original data sequence of the
learning dataset into long continuous subsequences to maintain the dependencies between
the data. Nevertheless, some states might never be reached into these subsequences
which is harmful to assess the proper number of hidden states.
To deal with this difficulty, Celeux and Durand [2008] propose a particular half-sampling
procedure in the HMM context. It consists of splitting the learning dataset into two-fold
chosen in a deterministic way to maintain the dependencies between the data of each
subsequence: these two subsequences correspond to the observations with respectively
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the odd and the even indices of the original dataset. They are noted hereafter yodd and
yeven respectively.
Accordingly, the CVL is computed by permuting the role of these two subsequences:
when yodd (resp. yeven) is used to estimate Θκ, its log-likelihood is estimated on the other
subsequence yeven (resp. yodd), noted log p
Θ̂κ(yodd)
(yeven) (resp. log p
Θ̂κ(yeven)
(yodd)). The
proper number of hidden Markov states κ with respect to this odd-even half-sampling
(OEHS) criterion is that maximizing
− 1
2
(
log p
Θ̂κ(yodd)
(yeven) + log p
Θ̂κ(yeven)
(yodd)
)
. (6.27)
However,yeven and yodd are dependent which may introduce an optimistic bias on the
estimated KL. We propose an alternative deterministic half-sampling procedure, called
independent half-sampling (IHS): the two subsequences correspond respectively to the
first and second half of the learning dataset. We shall denote y1
4
= {y0, y1, . . . , ybT/2c}
and y2
4
= {ybT/2c+1, ybT/2c+2, . . . , yT }. The CVL is computed as in the OEHS case. The
proper number of hidden Markov states κ with respect to this IHS criterion is that
maximizing
− 1
2
(
log p
Θ̂κ(y1)
(y2) + log p
Θ̂κ(y2)
(y1)
)
. (6.28)
6.5 Validation using simulated data
The dataset used in this section is simulated through the SMSSM with number of hidden
discrete states κ = 3 described in Chapter 3. Table 6.1 recalls the parameters values of
this model.
B C D D0 σ
2
X σ
2
Y
s = 1 −1.20 0.11 −350 375 10−4 20
s = 2 −1.35 0.15 −400 380 10−4 1
s = 3 −1.30 0.20 −420 385 10−4 1
Table 6.1: Parameters values of the SMSSM with κ = 3 used to generate the simulated
dataset
6.5.1 BIC and AIC
Based on the simulated data, both BIC and AIC find the true number of hidden Markov
states (κ = 3) as shown in Figure 6.1. By examining each criterion closely, it is observed
that BIC chooses sharply κ = 3, but AIC hesitates between κ = 3 and κ = 4. This
is because AIC tends to overestimate the model order. This will emerge clearly when
using real data (cf. Chapter 7).
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Figure 6.1: [Simulated data] BIC and AIC with κ = {2, . . . , 7}. The values of the
criteria are represented as a function of the number of hidden states κ
6.5.2 Slope heuristics criterion
Figure 6.2 shows that the slope heuristics criterion gives the true order, i.e. κ = 3. The
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Figure 6.2: [Simulated data] The top graph gives the estimated slope as a function of
the number of couples (K(κ),log pΘκ(y0:T )) used for the linear regression. The bottom
graph gives the selected model with respect to the successive slope values.
slope values are very close (top Figure 6.2). This is expected as the estimated MLs have
one abrupt changes in slope (for κ = 3), before the estimated MLs (for κ = {4, . . . , 7})
become quasi-stable (see Figure 5.4). Figure 6.3 shows the slope criterion with respect
to the successive slope values. We note that all slope values choose κ = 3, and that
the heuristics slope criterion is close to being the maximum likelihood model selection
criterion (cf. black curve (×) in Figure 6.3) when the slope is small (slope with 5 : 7
equal to 0.11).
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Figure 6.3: [Simulated data] The slope heuristics criterion with respect to the succes-
sive slope values
6.5.3 CVL criterion
Figure 6.4 shows the results of estimation of the number of hidden states using two CVL
criteria: the OEHS and the IHS. It can be observed that both criteria give the true
order, i.e. κ = 3. Nevertheless, the IHS chooses sharply κ = 3, whereas the OEHS tends
to under-penalize model complexity. This behaviour will emerge clearly when dealing
with real-life data.
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Figure 6.4: [Simulated data] OEHS and IHS criteria with κ = {2, . . . , 7}. The values
of CVL are represented as a function of the number of hidden states κ
6.6 Choice of the sampling interval
In real-world applications, the sampling interval can be constant or variable. Indeed,
the sensor measurements are communicated to the BMS at fixed sampling times or
when the variation of a given physical quantity (for instance, the voltage) exceeds a
defined threshold. The later sampling procedure is generally used to optimize the volume
of information exchanged between the battery and the BMS, and thus to reduce the
allocated memory space as well as the calculation time.
Chapter 6. Estimation of the number of hidden Markov states 112
Moreover, the computational complexity of the parameters inference algorithm increases
linearly with T the size of the learning dataset. When the learning dataset comprises a
test of battery charge and discharge of several hours, an appropriate resampling signifi-
cantly reduces the parameters inference time.
However, the sampling interval may influence the estimated number of hidden Markov
states. Indeed, let us consider a simulated dataset generated from a SMSSM with κ = 2.
For this simulated dataset, we consider that st = 1 for odd indices and st = 2 for even
ones. If the sampling time is equal to 2, State 2 will be lost, and the estimated number
of Markov states will be equal to 1.
To test the impact of the choice of the sampling interval Ts on the estimated number
of hidden Markov states κ, a dataset with size T = 4000 is generated according to the
SMSSM (3.22)-(3.23) with κ = 5. Figure 6.5 shows the selected κ using BIC and AIC
for sampling interval equal to 1, 5 and 10. It can be observed that BIC and AIC select
the same κ. For a sampling interval equal to 1 and 5, the selected κ is 5; whereas κ = 3
is selected when Ts = 10. It is noted that for Ts = 5, BIC hesitates between κ = 4 and
5. These results are expected: for small learning dataset size, some states might not be
often, if not never, reached.
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Figure 6.5: [Simulated data] Model selection criterion for a sampling interval Te equal
to 1, 5, and 10. The values of the criteria BIC and AIC are normalized to make the
reading easier, and represented as a function of the number of hidden states κ
From a statistical point of view, this question remains an issue particulary when dealing
with a finite mixture model such as SMSSMs. In this study, the parameters are learned
using the whole learning dataset with a sampling step equal to one seconde. A careful
study of the impact of the sampling step should be conducted to reduce the size of the
learning dataset and thus the learning time.
6.7 Discussion
In this chapter, we have provided an overview of the theoretical results of four model
selection criteria, namely BIC, AIC, SHC and the CVL criterion. Next, we have verified
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their ability to select the proper number of hidden states of the SMSSM (3.22)-(3.23)
using a simulated dataset.
The results show that all tested criteria seem to have a satisfactory behavior. However,
some of them have a tendency to overestimate the model order (i.e. underpenalize the
complexity of a model). This will clearly emerge when using real data (Chapter 7).
One of the main differences between these criteria is the computational complexity.
Indeed, BIC and AIC are based on the estimated likelihood of the candidate models
penalized with a fixed function depending on the number of free parameters. The slope
heuristics criterion aims at finding an optimal penalty function considering the behavior
of the ML for large-order models. A linear behavior of the ML with respect to the model
order is required to calibrate this penalty function. This could be expensive - in terms
of computational time and resources - because in some cases, the ML of very large-
order models, a priori not included in the set of candidate models, should be calculated
to observe this linear behavior. As for AIC, the cross-validation is a promising model
selection criterion as it evaluate the predictive performance of the candidate models. In
the case of SMSSMs, the use of this approach faces with technical difficulties. Indeed,
the data are dependent, and the random selecting of subsequences might break the
dependencies between the observations. To overcome this problem, the dataset was
divided into two subsequences by a deterministic way, so that the data dependency is
maintained. Moreover, the cross-validation is too expensive. Indeed for κmin ≤ κ ≤ κmax,
a cross-likelihood should be calculated in two steps: the model parameters are estimated
using the first subsequence (resp. the second one), and then the likelihood is evaluated
for the second subsequence (resp. the first one). The selected model is that maximizing
this cross-likelihood. Once the number of hidden states is selected, the corresponding
set of model parameters is calculated using the whole learning dataset.
This chapter has also presented a challenging issue for model selection in mixture models
context, namely the choice of the sampling interval. Indeed, increasing the sampling
interval reduces the computational complexity of parameters inference algorithms, but
this affects the selection of the number of hidden states. This is due to the fact that for
small dataset size, some states might not be often, if not ever, reached. This challenging
issue is will be discussed in the perpectives (cf. Chapter 8).
In the next chapter, the SoC of an electric battery is estimated through the SMSSM
(3.22)-(3.23). A real-life electric battery data is used to validate the model developed
in Chapter 3, as well as the developed algorithms to online estimate the SoC (Chapter
3), oﬄine estimate the model parameters (Chapters 4 and 5), and oﬄine estimate the
number of hidden states κ (Chapter 6).
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Chapter 7
Validation of the SoC switching
Markov state-space model using
real-life battery data
Ce chapitre est consacre´ a` l’application du mode`le propose´ de SoC sur des donne´es re´elles
de charge/de´charge des batteries e´lectriques. Cette application comprend l’estimation des
parame`tres inconnus du mode`le, l’estimation du nombre d’e´tats cache´s et l’analyse de
l’influence de la base d’apprentissage sur les performances du mode`le de SoC. En effet,
des expe´rimentations de charge/de´charge sont utilise´es afin de tester la robustesse du
mode`le de SoC pour diffe´rentes conditions d’usage externes et caracte´ristiques internes.
Dans ce cadre, nous conside´rons trois types de batteries : cellule, module (constitue´ de
cellules) et pack (constitue´ de modules).
Pour le premier type, une cellule rechargeable lithium-ion de type S est utilise´e. Sa capa-
cite´ nominale est de 2.2Ah et sa tension nominale de 3.6V . Plusieurs expe´rimentations
de charge/de´charge sont effectue´es sur deux cellules neuves de type S pour caracte´riser
la variabilite´ de leur comportement en fonction de leurs conditions d’usage externes
et de leurs caracte´ristiques internes. Les variations des caracte´ristiques internes (capa-
cite´ re´elle, OCV, re´sistance interne) en fonction de divers facteurs (re´gime de courant,
tempe´rature ambiante, SoC) sont particulie`rement e´tudie´es.
Ces expe´rimentations montrent que la capacite´ re´elle de la cellule augmente lorsque la
tempe´rature ambiante augmente et diminue lorsque le re´gime de courant augmente. Des
tests d’impulsion de courant montrent un le´ger effet d’hyste´re´sis de l’OCV entre la charge
et la de´charge (i.e., la relation entre l’OCV et le SoC change selon le signe de courant).
Cette relation est donc difficile a` identifier et mode´liser par des tests en laboratoire. De
plus, ces expe´rimentations montrent l’influence de la tempe´rature ambiante et du re´gime
de courant sur la relation OCV/SoC est limite´e pour cette cellule de type S. Concernant
la re´sistance interne, les expe´rimentations mettent en e´vidence qu’elle augmente lorsque
115
Chapitre 7. Validation of the SoC SMSSM using real-life battery data 116
la tempe´rature ambiante diminue, et lorsque le SoC est infe´rieur a` 20%. De plus, la
re´sistance interne diminue lorsque le re´gime de courant augmente.
Pour plus de de´tails sur les spe´cifications nominales et les tests de caracte´risation de la
cellule de type S, se re´fe´rer a` la Section 7.1.1.
Pour analyser l’impact du choix de la base d’apprentissage sur les performances du
mode`le de SoC, nous conside´rons deux profils e´le´mentaires de puissance, appele´s “au-
toroutier” et “urbain”, visant a` simuler les conditions d’utilisation d’un pack batteries
dans un ve´hicule e´lectrique roulant respectivement sur une autoroute et dans un milieu
urbain. Les caracte´ristiques e´lectriques et les signaux de courant et de tension mesure´s
au cours de ces deux profils e´le´mentaires sont pre´sente´s dans la Table 7.1 (page 126) et
la Figure 7.7. Il convient de noter que la de´charge par un profil autoroutier (' 1h) est
dix fois plus rapide que celle par un profil urbain (' 10h).
Afin de simuler plusieurs situations de conduites, quatre profils de courant sont envisage´s
pour chacun des deux profils e´le´mentaires :
1. de´charge comple`te : le profil de courant e´le´mentaire est re´pe´te´ jusqu’a` la de´charge
comple`te de la cellule ;
2. de´charge partielle : le profil de courant e´le´mentaire est re´pe´te´ jusqu’a` ce que 50%
de la quantite´ de charge maximale soit retire´e de la cellule ;
3. de´charge partielle en deux ite´rations : pour chaque ite´ration, le profil de courant
e´le´mentaire est re´pe´te´ jusqu’a` ce que 50% de la quantite´ de charge maximale soit
retire´e de la cellule. Ensuite, la cellule est maintenue au repos (I = 0A) pendant
une heure ;
4. de´charge partielle en dix ite´rations : pour chaque ite´ration, le profil de courant
e´le´mentaire est re´pe´te´ jusqu’a` ce que 10% de la quantite´ de charge maximale soit
retire´e de la cellule. Ensuite, la cellule est maintenue au repos (I = 0A) pendant
une heure.
Des expe´rimentations de de´charge sont re´alise´es en utilisant ces huit profils de cou-
rant (4 types × 2 profils e´le´mentaires) sous deux tempe´ratures diffe´rentes 0 et 25◦C.
Ainsi, 16 expe´rimentations de de´charge sont effectue´es (8 profils de courant simule´s ×
2 tempe´ratures ambiantes). Pour toutes ses expe´rimentations, la cellule est initialement
comple`tement charge´e sous son re´gime nominal de charge (tempe´rature ambiante 25◦C
et re´gime de courant C/2, la cellule est ensuite maintenue a` sa tension flottante jusqu’a` ce
que le courant soit infe´rieure a` C/25). Apre`s l’application du profil de courant la cellule
est comple`tement de´charge´e aussi sous son re´gime nominal de de´charge (tempe´rature
ambiante 25◦C et re´gime de courant C/2). La Figure 7.9 montre une repre´sentation
sche´matique de ces quatre types de profils.
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Les donne´es (i.e., mesures instantane´es de courant et de tension) issues de ces 16 tests
sont utilise´es comme des bases d’apprentissage pour estimer les parame`tres du mode`le
de SoC a` nombre d’e´tats cache´s κ = 2, . . . , 10.
Nous appliquons l’algorithme MCEM pe´nalise´ par les contraintes d’identifiabilite´ pour
estimer ces parame`tres. Pour chaque base d’apprentissage, nous utilisons ensuite les
crite`res BIC, AIC et SHC pour se´lectionner le nombre d’e´tats cache´s parmi les neuf
mode`les candidats.
Pour chaque crite`re de se´lection de mode`le, ces 16 expe´rimentations de de´charge nous
fournissent ainsi 16 mode`les de SoC. Finalement, chacun de ces mode`les est valide´ sur
les 16 expe´rimentations. De ce fait, il y a 256 combinaisons possibles.
A` cause du nombre important de combinaisons, nous choisissons d’utiliser uniquement le
mode`le se´lectionne´ par BIC. De plus, pour e´valuer les performances d’un mode`le donne´,
nous nous basons sur l’e´cart entre le SoC estime´ par ce mode`le et le SoC coulome´trique.
En effet, pour les expe´rimentations re´alise´es en laboratoire, nous conside´rons le SoC
coulome´trique comme une valeur de re´fe´rence pour les raisons suivantes :
• la valeur initiale de SoC est connue : SoC0 = 100% ;
• le capteur de courant est tre`s pre´cis ;
• la capacite´ re´elle est connue : calcule´e hors ligne a` la fin de l’expe´rimentation.
Le choix de la base d’apprentissage a une influence sur les performances du mode`le
estime´. En termes de capacite´ de pre´diction, les 256 tests de validation du mode`le sur la
cellule de type S mettent en e´vidence les re´sultats suivants :
• un mode`le appris a` partir d’une de´charge partielle est moins performant qu’un
mode`le appris a` partir d’une de´charge comple`te ;
• Le mode`le appris avec une tempe´rature donne´e est plus performant pour estimer
le SoC a` la meˆme tempe´rature qu’avec un autre ;
• le mode`le appris a` partir d’une expe´rimentation de de´charge comple`te par un profil
de courant de type 4 paraˆıt le plus robuste.
Pour une description comple`te des phases d’apprentissage et de validation, se re´fe´rer a`
la Section 7.1.3.
Pour valider le mode`le de SoC sur un module, nous conside´rons un module de batteries,
note´ “M60”, compose´ de 60 cellules rechargeables lithium-ion de type LiFeO4, note´ par
la suite type L. Sa capacite´ nominale est de 75Ah et sa tension nominale de 38.4V .
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Comme dans le cas d’une cellule, le module est soumis a` plusieurs expe´rimentations de
charge/de´charge pour illustrer la variation de la capacite´ re´elle, l’OCV et la re´sistance
interne en fonction du re´gime de courant, la tempe´rature ambiante et le SoC.
Les re´sultats montrent que la capacite´ re´elle augmente lorsque le re´gime de courant et
la tempe´rature ambiante augmentent. Toutefois, il convient de noter que l’influence de
la tempe´rature ambiante est plus importante que celle du re´gime de courant. Les tests a`
impulsions de puissances mettent en e´vidence un fort effet d’hyste´re´sis de l’OCV entre
la charge et la de´charge, et un faible changement de l’OCV lorsque le SoC ∈ [20%, 80%].
Ce comportement est lie´ a` la technologie des cellules formant le module (LiFeO4). Les
me´thodes d’estimation de SoC base´es sur un OCV mesure´/estime´ pourraient ainsi
se re´ve´ler inefficaces pour ce module. Concernant la re´sistance interne, les re´sultats
montrent que pendant la charge (resp. de´charge), la re´sistance interne du module a
tendance a` augmenter (resp. diminuer) lorsque le SoC augmente.
Pour plus de de´tails sur les spe´cifications nominales et les tests de caracte´risation du
“M60”, se re´fe´rer a` la Section 7.2.1.
Pour valider le mode`le de SoC, nous conside´rons deux profils e´le´mentaires de courant
appele´s “NEDC” pour New European Driving Cycle et “Michelin”. Le premier profil
repre´sente la puissance qui serait applique´e a` un pack batteries lors d’un cycle europe´en
d’homologation NEDC. Le second profil est extrait d’un controˆle au cours d’essais sur
un ve´hicule e´lectrique “WILL” re´alise´ dans le cadre du projet Forewheel en partena-
riat avec Michelin. Ce profil a e´te´ ajuste´ selon les spe´cifications e´lectriques du module
“M60”. Les caracte´ristiques e´lectriques et les signaux de courant et de tension mesure´s
au cours de ces deux profils sont pre´sente´s dans la Table 7.4 (page 140) et Figure 7.27.
Douze expe´rimentations de de´charge sont re´alise´es pour simuler plusieurs situations de
conduite :
1. de´charge comple`te : le profil NEDC (resp. Michelin) est re´pe´te´ jusqu’a` la de´charge
comple`te du module sous trois diffe´rentes tempe´ratures ambiantes −5, 5, et 25◦C ;
2. de´charge partielle : le profil NEDC (resp. Michelin) est re´pe´te´ jusqu’a` ce que 30%
de la quantite´ de charge maximale soit retire´e du module sous trois diffe´rentes
tempe´ratures ambiantes −5, 5, et 25◦C.
Pour toutes ses expe´rimentations, le module est initialement comple`tement charge´ sous
son re´gime nominal de charge (tempe´rature ambiante 25◦C et re´gime de courant C/2).
Apre`s l’application du profil de courant le module est comple`tement de´charge´ aussi sous
son re´gime nominal de de´charge (tempe´rature ambiante 25◦C et re´gime de courant C/2).
La validation est re´alise´e de la meˆme fac¸on que celle de la cellule, a` une diffe´rence pre`s :
pour chaque crite`re de se´lection de mode`le, nous avons 144 combinaisons possibles. En
termes de capacite´ de pre´diction, les 144 tests de validation du mode`le sur le module
“M60” mettent en e´vidence les re´sultats suivants :
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• un mode`le appris a` partir d’une de´charge partielle est moins performant qu’un
mode`le appris a` partir d’une de´charge comple`te ;
• le mode`le est robuste a` la variation de la tempe´rature ambiante de la base d’ap-
prentissage ;
• le mode`le appris a` partir d’une expe´rimentation de de´charge comple`te a` 5◦C paraˆıt
le plus robuste.
Pour une description comple`te des phases d’apprentissage et de validation, se re´fe´rer a`
la Section 7.2.3.
Pour le cas d’un pack, nous conside´rons un ve´hicule e´lectrique, appele´ “WILL”, e´quipe´
d’un pack batteries compose´ de 10 modules de type “M60”, soit 120 e´tages connecte´s en
se´rie. Sa capacite´ nominale est de 75Ah et sa tension nominale de 400V .
Des expe´rimentations ont e´te´ effectue´es sur 23 mois comprenant a` la fois des pe´riodes de
stockage et d’usage du pack. Le processus global de ces expe´rimentations est constitue´
de trois diffe´rents modes d’utilisation :
1. roulage du WILL sur un circuit prive´ afin de controˆler les conditions de la route
et le cycle de roulage. Un meˆme profil de vitesse est re´pe´te´ par un conducteur
professionnel. Ce profil contient toutes les phases typiques d’une conduite re´elle :
de´marrage, arreˆt, acce´le´ration, de´ce´le´ration, vitesse constante, etc. Ce roulage se
de´roule en 5 pe´riodes ;
2. stockage de longue dure´e du pack sans charge ni de´charge ;
3. test en laboratoire de charge/de´charge du pack en utilisant un profil reproduisant
le meˆme profil de puissance du roulage re´el du mode 1.
Des controˆles (checkups) ont e´te´ effectue´s d’une fac¸on re´gulie`re pour suivre l’e´volution
des performances du pack, soit 9 checkups sur les 23 mois. La Figure 7.36 pre´sente le
de´roulement global des expe´rimentations sur ce pack. Il est clair que l’e´tat de sante´ du
pack se de´grade au fil du temps : lors du checkup 1, le SoH = 100%, alors que lors du
checkup 9, le SoH = 85%.
Ces checkups mettent en e´vidence l’he´te´roge´ne´ite´ des e´tats des cellules e´le´mentaires com-
posant le pack. En effet, pendant les expe´rimentations de de´charge, la tension de certains
e´tages atteint son minimum alors que la tension d’autres e´tages est encore e´leve´e (cf. Fi-
gure 7.38). De ce fait, le SoC n’est pas le meˆme pour tous les e´tages (cf. Figure 7.40). Un
calcul hors-ligne de la capacite´ re´elle de chaque e´tage met en e´vidence l’he´te´roge´ne´ite´ des
capacite´s re´elles des e´tages. De plus, l’e´cart entre ces capacite´s augmente lorsque l’e´tat
de sante´ du pack se de´grade (cf. Figure 7.39). Par conse´quent, cette he´te´roge´ne´ite´ rend
plus complique´e l’estimation du SoC dans le cas du pack de batteries.
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Pour l’apprentissage et la validation du mode`le de SoC propose´, nous proce´dons de la
manie`re suivante : pour chaque checkup, les parame`tres inconnus de neuf mode`les de SoC
a` κ = 2, . . . , 10 sont estime´s par l’algorithme MCEM a` partir d’une base d’apprentissage
issue d’une expe´rimentation de de´charge comple`te du pack ; le crite`re BIC est ensuite
utilise´ pour se´lectionner le mode`le le plus ade´quat parmi ces neuf candidats ; ce mode`le
se´lectionne´ est enfin valide´ sur des donne´es issues des cinq pe´riodes de roulage re´el du
“WILL”. Pour la pe´riode 5, nous conside´rons deux roulages : le premier effectue´ le matin
et le second effectue´ le soir pour tester l’effet de la tempe´rature inte´rieure du pack sur les
performances du mode`le. En effet, le soir la tempe´rature du pack est supe´rieure a` celle
du matin, du fait que le ve´hicule a effectue´ plusieurs tours sur le circuit. Nous avons
ainsi 54 (i.e., 9 checkups × 6 roulages) combinaisons possibles. En termes de capacite´
de pre´diction, ces 54 tests de validation montrent que la variation de l’e´tat de sante´ du
pack a un effet limite´ sur les performances du mode`le de SoC de´veloppe´ et que l’impact
du changement des tempe´ratures ambiante et interne est plus important.
Pour une description comple`te des phases d’apprentissage et de validation, se re´fe´rer a`
la Section 7.3.2.
La validation du mode`le de SoC propose´ a` partir des donne´es d’usage re´el de trois types
de batteries (soit cellule, module et pack) met en e´vidence les avantages potentiels et
l’utilite´ pratique des mode`les a` espaces d’e´tats gouverne´s par une chaˆıne de Markov pour
estimer le SoC sous des conditions d’usage non controˆlables. Toutefois, le choix de la
base d’apprentissage influe sur la capacite´ de pre´diction du mode`le. En effet, un mode`le
appris a` partir d’une expe´rimentation de de´charge comple`te est meilleur en terme de per-
formance de pre´diction qu’un mode`le appris a` partir d’une expe´rimentation de de´charge
partielle. De plus, il apparaˆıt que le type du profil de courant affecte les performances
du mode`le. Par exemple, le mode`le appris a` partir du profil de type 4 dans le cas d’une
cellule et du profil Michelin dans le cas d’un module est plus robuste aux changements
des conditions d’usage que les autres mode`les. De ce fait, le choix de la meilleure base
d’apprentissage reste une question ouverte. Ne´anmoins, lorsqu’un ensemble de bases est
disponible, une validation croise´e comme celle effectue´e dans ce chapitre permet d’iden-
tifier le mode`le ayant la meilleure capacite´ de pre´diction. Cependant, le temps ne´cessaire
pour effectuer une telle proce´dure est relativement long.
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The aim of this chapter is to apply and validate the proposed SoC model using real-life
battery data. Indeed, charge/discharge experiments are performed to test the robustness
of the SoC model under different external usage conditions and internal characteristics.
For this purpose, three types of electric batteries are used: cell, module and pack.
For the cell battery, a lithium-ion rechargeable cell of type S is used. Its nominal capacity
is equal to 2.2Ah and its nominal voltage 3.6V . Several charge/discharge experiments
are carried out to characterize the variability of the cell behavior according to its external
usage conditions and its internal characteristics. The variation of the actual capacity,
OCV and internal resistance according to the current rate, ambient temperature and
SoC is particularly tested. In order to validate the SoC model, two elementary profiles,
called “highway” and “urban”, simulating the discharge current profile of an electric
vehicle when driving respectively on a highway and an urban area, are considered.
Four types of current profiles, formed by each of these elementary profiles, are then
designed to simulate different driving situations. Discharge experiments are performed
using the 8 simulated current profiles (i.e., 4 types × 2 elementary profiles) at two
different ambient temperatures (0 and 25◦C). Hence, 16 discharge experiments (8 simu-
lated current profiles × 2 ambient temperatures) are carried out. These experiments are
thoroughly described in Section 7.1. The data (i.e., current and voltage measurements)
collected during each experiment is used as a learning dataset to estimate the parameters
of the SoC model with number of hidden states κ = 2, . . . , 10. The parameters are es-
timated using the MCEM algorithm penalized with the identifiability constraints. BIC,
AIC and SHC are then used to select a model amongst the 9 candidate ones. Finally,
this learned SoC model is validated for each of the 16 discharge experiments. Given a
model selection criterion, there are thus 256 (i.e., 16× 16) possible combinations. Since
the number of combinations is high, we choose to use the model selected with BIC. More-
over, to evaluate the performance of the learned model, the SoC estimated using the
learned SMSSM is compared with the SoC calculated using the Ah-counting method.
For the module batteries, a module, called “M60”, formed by connecting 60 lithium-
ion rechargeable cells of type L is used. Its nominal capacity is equal to 75Ah and its
nominal voltage 38.4V . As for the cell of type S, several charge/discharge experiments
are carried out to characterize the variation of its actual capacity, internal resistance
and OCV according to the current rate, ambient temperature and SoC. Then, two
elementary profiles, called “NEDC” for New European Driving Cycle and “Michelin”,
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are considered. The former aims at simulating a typical usage of a car in Europe;
whereas the latter is provided by the Michelin company to evaluate the performances
of the pack batteries in laboratory conditions. Twelve discharging experiments using
these two elementary profiles at different ambient temperatures are performed. These
experiments are fully described in Section 7.2. The validation is then achieved as in the
cell case. A particular difference is that the number of possible combinations is equal to
144 (i.e., 12× 12) given a model selection criterion.
For the pack batteries, we consider an electric vehicle, called “WILL”, equipped with a
pack batteries formed by connecting 10 “M60” modules. Its nominal capacity is equal to
75Ah and its nominal voltage 400V . Experiences have been conducted during 23 months
comprising usage and storage periods. The overall experiment process consists of three
modes: driving the vehicle on a private circuit, long period of storage, and laboratory
tests of charge/discharge. During these 23 months, 9 checkups are regularly performed to
monitor the evolution of the electric performances of the pack. These checkups highlight
the heterogeneity of the stages constituting the pack making the estimation of the SoC
more complicated. These experiments are fully described in Section 7.3. The validation
is then achieved as in the two previous cases. Only several experiments are considered
in the validation phase due to the big size of data collected during the overall process,
namely 27 Go.
Based on the validation using these three types of batteries, the advantages and limita-
tions of the proposed SoC model are thoroughly detailed in Section 7.4.
7.1 Cell battery of type S
7.1.1 Cell performances
The experiments presented in this section have been performed by CEA/LITEN/DT-
S/S3E/LSEC.
7.1.1.1 Nominal specifications
In order to validate the proposed SoC model for a cell battery, a lithium-ion rechargeable
cell of type S, with the following nominal specifications, is used:
• Nominal capacity: 2.2Ah,
• Nominal voltage: 3.6V ,
• Float voltage: 4.2V ,
• Cut-off voltage: 2.75V ,
• Nominal charge/discharge current rate: C/2,
• Nominal ambient temperature: 25◦C.
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7.1.1.2 Complete discharge performance
Several laboratory experiments are performed to illustrate the variability of the behav-
ior of this cell according to its internal characteristics and external usage conditions.
As a first step, two new and fully-charged cells of type S are completely discharged
with current rates equal to C/2, 1C and 2C at four different ambient temperatures,
namely at 0, 10, 25 and 45◦C. Accordingly, the number of experiments to be carried
out is 32 (number of cells × number of different current rates × number of different
ambient temperatures). Figure 7.1 shows the actual cell capacity during these discharge
experiments. Apart from discharging with C/2 at 0◦C, the two cells appear to have
the same actual capacity. The empirical mean of these actual capacities is presented in
Figure 7.2. It can be observed that the maximum amount of charge that can be removed
from the cell increases when the ambient temperature increases; whereas this maximum
amount of charge decreases when the current rate increases (i.e., when the battery is
discharged more rapidly). The actual capacity is even larger than the nominal capacity
for discharges at 45◦C. These results emphasize that the estimation of the SoC using
solely the Ah-counting method might be inefficient, especially when neither the ambient
temperature nor the current rate are controlled, as in real-life contexts. In addition, the
estimated SoC with respect to the nominal capacity might be < 0% or > 100%.
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Figure 7.1: Maximum amount of charge that can be removed from two new cells
of type S with discharge current rate equal to C/2, 1C and 2C at different ambient
temperatures (0, 10, 25, 45◦C)
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Figure 7.2: Empirical mean of the maximum amount of charge that can be removed
from the two new cells of type S with discharge current rate equal to C/2, 1C and 2C
at different ambient temperatures (0, 10, 25, 45◦C)
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7.1.1.3 Open circuit voltage
As a second step, a new cell of type S is discharged with an impulse current of rate
1C and 2C at 0, 10, 25, and 45◦C. After each current impulse, the SoC is calculated
and the cell is maintained at rest (i.e., I = 0A) in order to calculate its corresponding
OCV and internal resistance. Figure 7.3 shows the OCV as a function of the SoC for
these different impulse discharge tests. Apart from discharging with 1C at 25◦C, it can
be observed that when the SoC ∈ [20%, 90%] the impact of the current rate and the
ambient temperature on the OCV is limited. It is noteworthy that some values of the
SoC are larger than 100 as the SoC is calculated with respect to the nominal capacity.
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Figure 7.3: OCV vs. SoC of a new cell of type S with impulse discharge current of
1C and 2C at different ambient temperatures (0, 10, 25, 45◦C)
Figure 7.4 presents the OCV according to the SoC, for impulse charge and discharge
current of rate 1C at 0, 10, 25, and 45◦C. These results show a minor hysteresis effect
between charge and discharge. Nevertheless, this is more visible at 0, 10, and 25◦C
than at 45◦C. This hysteresis effect depends widely on the battery type, and would be
stronger as shown in the case of module batteries presented in Section 7.2.
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Figure 7.4: Hysteresis effect between charge (O) and discharge (◦) of a new cell
of type S with impulse charge and discharge of current rate 1C at different ambient
temperatures (0, 10, 25, 45◦C)
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7.1.1.4 Internal resistance
In Figure 7.5, the internal resistance is presented with respect to the SoC for 1C and
2C impulse discharges at 0, 10, 25, and 45◦C. Three major points emerge from these
results:
1. the internal resistance increases when the SoC decreases, especially when the
SoC ∈ [0%, 20%];
2. the internal resistance increases when the ambient temperature decreases;
3. the internal resistance decreases when the current rate increases. This phenomenon
can be described based on the Butler-Volmer equation (see for instance Montaru
[2009] for real cell data).
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Figure 7.5: Internal resistance vs. SoC of a new cell of type S with impulse discharge
current of C/2, 1C and 2C at different ambient temperatures (0, 10, 25, 45◦C)
The impact of the charge and discharge on the internal resistance is presented in Figure
7.6. It can be observed that when the SoC ∈ [20%, 100%] the internal resistance is
almost equal for charge and discharge. However when the SoC ∈ [0%, 20%], the internal
resistance during discharge is larger than the one during charge.
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Figure 7.6: Internal resistance vs. SoC of a new cell of type S with impulse charge
(O) and discharge (◦) current of 1C at different ambient temperatures (0, 10, 25, 45◦C)
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7.1.2 Validation protocol
The validation protocol aims at identifying the advantages as well as the limitations of
the proposed SoC model. In order to test the robustness of the SoC model for different
types of current profile, two elementary current profiles of 15.3 minutes are simulated.
The first one, called “highway profile”, aims at modeling the discharge current profile of
an electric vehicle when driving on a highway. The second one, called “urban profile”,
aims at modeling the discharge of an electric vehicle during an urban drive. The electrical
characteristics of these two profiles are summarized in Table 7.1. Accordingly, a complete
discharge of a cell of type S with the highway profile (duration ' 1h) is faster than that
with the urban profile (duration ' 10h) as the highway mean power is much greater
than the urban one. Moreover, the highway current peaks, thus its maximum discharged
power, are larger than the urban current peaks (cf. Figure 7.7). Another characteristic of
the highway profile is that almost all the time the current is negative; whereas the current
of the urban one changes signs relatively quickly due to accelerations and decelerations
during an urban drive. Figure 7.8 shows the current and the voltage measurements
during a complete discharge of a cell of type S with the highway and urban profiles.
Highway profile Urban profile
Mean power (W) −8.1 −0.8
Maximum recovered power (W) 9.1 7.6
Maximum discharge power (W) −19.6 −11.1
Cumulated energy (Wh) −2.1 −0.2
Profile duration (min) 15.3 15.3
Duration of a complete discharge (h) 0.9 9.3
Number of profiles to complete discharge 3.7 36.6
Table 7.1: Electrical characteristics of the highway and urban profiles
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Figure 7.7: Highway and urban profiles: current and voltage measurements
These two elementary profiles are used to design four types of current profiles represent-
ing different driving situations:
1. complete discharge using the elementary profile;
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Figure 7.8: Discharge with the highway and urban profiles: current and voltage
measurements
2. partial discharge: 50% of the maximum amount of charge is removed from the cell
using the elementary profile;
3. two iterations of partial discharge: at each iteration, 50% of the maximum amount
of charge is removed from the cell using the elementary profile. The cell is then
maintained in rest for one hour;
4. ten iterations of partial discharge: at each iteration, 10% of the maximum amount
of charge is removed from the cell using the elementary profile. The cell is then
maintained in rest for one hour.
For all types of current profiles, the cell is initially charged under its nominal charge
regime (i.e., ambient temperature: 25◦C, and current rate: C/2). Then, after the end
of the profile, it is completely discharged also under its nominal discharge regime (i.e.,
ambient temperature: 25◦C, and current rate: C/2). A schematic representation of
these types is provided in Figure 7.9. Hereafter, Hx (resp. Ux) denotes a current profile
of type x with highway (resp. urban) elementary profile.
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Figure 7.9: Four types of current profiles formed by the highway and urban elementary
profiles. For type 2, the partial discharge with an elementary profile aims to remove
approximately 50% of the maximum amount of charge. For type 3 (resp. 4), each
partial discharge with an elementary profile aims to remove approximately 50% (resp.
10%) of the maximum amount of charge.
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Different cells of type S are then discharged using these 8 current profiles (4 types ×
2 elementary profiles) at two different ambient temperatures (0 and 25◦C). Thus, 16
discharge experiments (8 current profiles × 2 ambient temperatures) are conducted.
7.1.3 Application of the SoC SMSSM using cell data
Figure 7.10 shows the global procedure of learning and validation of the SoC SMSSM
developed hereafter.
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Figure 7.10: Validation protocol: learning and validation phases
7.1.3.1 Learning datasets
The data (i.e., voltage and current) collected, with sampling time Ts = 1s, during each
of these 16 experiments is considered as a learning dataset. The size of these datasets
are reported in Table 7.2.
H1 H2 H3 H4 U1 U2 U3 U4
0◦C 2250 2000 2500 3000 8400 5800 8355 8520
25◦C 3500 1904 3377 3701 10832 5746 10690 10605
Table 7.2: Size of the dataset collected during the 16 discharge experiments. Hx (resp.
Ux) denotes a current profile of type x with the highway (resp. urban) elementary
profile.
7.1.3.2 Estimation of the unknown parameters
For each of these learning datasets, the unknown parameters of SoC models with
κ = 2, . . . , 10 are estimated using the MCEM algorithm penalized with identifiability
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constraints. Indeed, for these experiments, the initial value of the SoC and its cor-
responding voltage are known (i.e., SoC0 = 100% and y0 = 4.2V ) since the cell is
initially fully-charged under its nominal regime. Accordingly, the following relationship
is available at t0 = 0
4.2 = 100× C(s) +D0(s), (7.1)
where s = 1, . . . , κ.
In addition, to avoid a local Maxima of Likelihood, for a given learning dataset and
number of Markov states κ, this algorithm is repeated 20 times. The estimated model
having the maximum likelihood is then adopted.
Moreover, as shown in Section 5.5.1.2 the estimated ML is affected by the number N
of simulated particles. For these experiments we use N = 200 for κ = 2, 3, 4; N = 500
for κ = 5, 6, 7; and N = 750 for κ = 8, 9, 10. This choice is determined based on the
dispersion of the estimated ML of the largest learning dataset (i.e., T ' 104) amongst
the 16 conducted experiments. Indeed, for each κ, tests similar to those described in
Section 5.5.1.2 are performed to choose the appropriate number of particles.
7.1.3.3 Estimation of the number of hidden discrete states
As a result of the above, and for each learning dataset, there are nine candidate SMSSMs
(κ = 2, . . . , 10). The criteria BIC, AIC and SHC are then used to select an adequate
model among the nine models. Table 7.3 summarizes the selected number of hidden
states for the 16 learning datasets. It is noteworthy that for the SHC, the corresponding
selected κ is not reported if a linear behavior of the ML is not observed. It can be
seen that in almost all cases, these three criteria lead to the selection of different κ. In
addition, it is complicated to establish a relation between the number of hidden states
and the ambient temperature or the type of the current profile alike.
T = 0◦C H1 H2 H3 H4 U1 U2 U3 U4
BIC 6 6 6 3 7 5 7 3
AIC 7 6 9 8 7 5 8 8
SHC 7 6 - 3 - - - -
T = 25◦C H1 H2 H3 H4 U1 U2 U3 U4
BIC 7 5 9 6 4 8 8 4
AIC 7 9 10 10 5 9 9 6
SHC 7 5 3 6 5 4 3 6
Table 7.3: Selected number of hidden states κ for the SoC SMSSMs of the cell of
type S with AIC, BIC and SHC. There are 16 models learned using the 16 datasets col-
lected during the discharge experiments with the 8 different current profiles at ambient
temperatures equal to 0 and 25◦C.
Chapitre 7. Validation of the SoC SMSSM using real-life battery data 130
To explain these selection results, we focus on two cases:
• H4 at 0◦C for which BIC and SHC select κ = 3, whereas AIC selects κ = 8.
These two SMSSMs with κ = 3 and 8 are validated using the 16 experiments (the
validation phase is detailed in the next section). In Figure 7.11, it can be observed
that for almost all validations, the mean absolute error of the model selected with
AIC is smaller than that selected with BIC, which is consistent with the theoretical
results. However, the prediction gain is too small (maximum 1%), and selecting
κ = 3 makes more sense as it requires less computational capacity which is in line
with embedded applications requiremnts.
• H3 at 25◦C for which BIC and AIC select respectively κ = 9 and κ = 10, whereas
SHC select κ = 3. Figure 7.12 shows the estimated ML with respect to the number
of hidden discrete states. Despite the fact that a linear behavior of the ML with
respect to κ is not clearly observed, it seems that the SHC detects the linear piece
for κ = 3, 4, 5.
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Figure 7.11: Mean absolute error between Ah-counting and SMSSMs SoC learned
using H4 at 0◦C and selected with AIC and BIC. The ambient temperature of each
experiment is written in parenthesis.
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Figure 7.12: Estimated ML for SMSSMs with κ = 2, . . . , 10 learned using a discharge
experiment with H3 at 25◦C
7.1.3.4 Validation phase
A learned SoC model is finally validated for each of the 16 learning datasets. Accord-
ingly, given a model selection criterion, there are 16×16 (i.e., 256) possible combinations.
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Due to the high number of possible combinations, validation work is limited to the model
selected with BIC.
For these laboratory experiments, the Ah-counting SoC is considered as the reference
SoC for the following reasons:
• the initial SoC is known: SoC0 = 100%;
• the current sensor is very accurate;
• the actual capacity is known: it is calculated oﬄine at the end of the experiment
by integrating the current that flows through the battery.
Learning using highway profiles - Figures 7.13 and 7.14 show the results of the
validation of the models learned using the 8 discharge experiments with H1, H2, H3 and
H4 at 0 and 25◦C. Figure 7.13 presents the maximum of the estimation error between
the Ah-counting SoC and the SoC estimated using these learned SMSSMs; whereas
Figure 7.14 presents the mean absolute error.
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Figure 7.13: Maximum error between the Ah-counting and the SMSSM SoC: learning
with the four simulated current profiles formed of the highway elementary profile at
ambient temperature equal to 0◦C and 25◦C, and validation using the eight simulated
current profiles at ambient temperature equal to 0◦C and 25◦C. The learned model is
selected with BIC. Horizontal dot-lines represent +3%, 0% and−3%.
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Figure 7.14: Mean absolute error between the Ah-counting and the SMSSM SoC:
learning with the four simulated current profiles formed of the highway elementary
profile at ambient temperature equal to 0◦C and 25◦C, and validation using the eight
simulated current profiles at ambient temperature equal to 0◦C and 25◦C. The learned
model is selected with BIC.
It can be observed that the prediction capacity of the model learned with a partial
discharge (i.e., H2 at 0 and 25◦C) is less powerful than that of the other models. This
was expected as for these two experiments only 50% of the maximum amount of charge
is removed from the cell. Indeed, the particular behavior of the battery at a low voltage
and SoC is not integrated in the learning dataset H2 (cf. Figure 7.8 and Figure 7.19
-left-).
Moreover, these results show that when the model is learned using the highway elemen-
tary profile, the estimated SoC when discharging with highway current profiles is more
accurate than that estimated when discharging with urban current profiles.
In addition, these results emphasize that the behavior of the battery for SoC ∈
[50%, 100%] is well-estimated in all cases. Indeed, the estimated SoC corresponding
to partial discharge experiments with current profiles of type 2 (i.e., H2 and U2 at 0 and
25◦C) is more accurate than that in the other experiments.
Learning using urban profiles - Figures 7.15 and 7.16 show the results of the
validation of the models learned using the 8 discharge experiments with U1, U2, U3 and
U4 at 0 and 25◦C. Figure 7.15 presents the maximum of the estimation error between
the Ah-counting SoC and the SoC estimated using these learned SMSSMs; whereas
Figure 7.16 presents the mean absolute error.
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Figure 7.15: Maximum error between the Ah-counting and the SMSSM SoC: learn-
ing with the four simulated current profiles formed of the urban elementary profile at
ambient temperature equal to 0◦C and 25◦C, and validation using the eight simulated
current profiles at ambient temperature equal to 0◦C and 25◦C. The learned model is
selected with BIC.
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Figure 7.16: Mean absolute error between the Ah-counting and the SMSSM SoC:
learning with the four simulated current profiles formed of the urban elementary profile
at ambient temperature equal to 0◦C and 25◦C, and validation using the eight simulated
current profiles at ambient temperature equal to 0◦C and 25◦C. The learned model is
selected with BIC.
As for the highway elementary profile, it can be observed that the forecast capacity
of models learned using partial discharge experiments (i.e., U2 at 0 and 25◦C) is less
powerful than that of the other models (cf. Figure 7.19 -right-).
Also, these results highlight that the most powerful model in terms of forecast accuracy
(mean absolute and maximum error) is the one learned using discharge experiment with
U4 (cf. Figure 7.19 -right-).
In addition, validations occurring at 25◦C show that the estimated SoC corresponding to
partial discharge experiments with current profiles of type 2 (i.e., H2 and U2 at 25◦C) is
more accurate than the other ones. This trend confirms that the behavior of the battery
is well-learned for SoC ∈ [50%, 100%].
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7.1.3.5 Summary
To illustrate these validations, the Ah-counting SoC and the SMSSM SoC are shown
for two cases:
1. learning using a discharge experiment with H4 at 25◦C and validation using a
discharge experiment with U1 at 0◦C (cf. Figure 7.17);
2. learning using a discharge experiment with U2 at 25◦C and validation using a
discharge experiment with U3 at 25◦C (cf. Figure 7.18). It can be observed that
the estimation error of SoC ∈ [0%, 50%] is large. This is du to the fact that the
learning dataset is performed using a partial discharge (SoC ∈ [50%, 100%]).
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Figure 7.17: Learning using a discharge experiment with H4 at 25◦C and validation
using a discharge experiment with U1 at 0◦C
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Figure 7.18: Learning using a discharge experiment with U2 at 25◦C and validation
using a discharge experiment with U3 at 25◦C
Considering the overall results, three key points emerge in terms of forecast capacity (cf.
7.19):
1. learning using discharge experiments with type 2 current profiles (i.e., partial dis-
charge) is less performant than by using a complete discharge of the cell,
2. learning and validation at 0◦C (resp. 25◦C) is more performant than learning at
25◦C (resp. 0◦C) and validating at 0◦C (resp. 25◦C),
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3. learning using discharge experiments with current profiles of type 4 seems to be
the most robust.
Tables C.1 and C.2 of Appendix C summarize the mean absolute, the standard deviation
and the maximum estimating error of these 256 validations.
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Figure 7.19: Boxplots of the mean absolute estimation (top) and maximum estimation
error (bottom). The estimation error is given by SoC(Ah-counting)−SoC(SMSSM).
The ambiant temperature of each experiment is written in parenthesis.
7.1.4 Physical interpretation of the parameters
In this section, we verify the physical interpretation of the parameters of the SoC
SMSSM. Let us recall that the transition and observation equations are based on phys-
ical models, and those parameters correspond to physical variables (cf. Section 3.2).
Figures 7.20 and 7.22 show the parameters of the model learned using H4 respectively at
25◦C and 0◦C and selected with BIC. It can be observed that the values of the estimated
parameters are close to the physical variables:
• B(st) close to 100Cnominal = 45.45 Ah−1: the nominal capacity is equal to 2.2 Ah,
and the estimated capacity corresponding to 100B(s) varies between 2 and 2.3 (Figure
7.21);
• the variation of C(st) (cf. Figure 7.20) corresponds to the variation of the slope of
OCV-SoC curve (cf. Figure 7.3);
• D(st) varies between 60 and 80 (Figure 7.20), it is close to the internal resistance R
varying between 60 and 100mΩ at 25◦C (Figure 7.5): D(s = 4) might correspond
to the internal resistance of SoC < 20%.
In addition, by comparing the values of D estimated at 25◦C (Figure 7.20) and those
estimated at 0◦C (Figure 7.22), it is can be observed that D increases when the ambi-
ent temperature decreases which corresponds to the physical evolution of the internal
resistance.
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Figure 7.20: Estimated parameters of the model learned using H4 at 25◦C and se-
lected with BIC
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Figure 7.21: Estimated capacity corresponding to 100B(s) : the model is learned using
H4 at 25◦C and selected with BIC
1 1.5 2 2.5 3
46
48
50
B
Ambient temperature: 0°C
1 1.5 2 2.5 3
0.9
1
10
−
2  
×
 
C
1 1.5 2 2.5 3
100
120
10
−
3  
×
 
D
1 1.5 2 2.5 3
3
3.2
3.4
D 0
1 1.5 2 2.5 3
0
1
2
x 10−3
σ
X2
1 1.5 2 2.5 3
0
1
2
σ
Y2
Hidden State
nominal capacity
Figure 7.22: Estimated parameters of the model learned using H4 at 0◦C and selected
with BIC
Moreover, C(st)Xt + D0(st) corresponds to the voltage source VOC (cf. Figure 3.1).
Figure 7.23 shows that the estimated and laboratory VOC with respect to the SoC
are close for SoC ∈ [20%, 100%], and otherwise the estimated VOC is smaller than the
laboratory one. The estimated VOC is calculated for a discharge experiment using H1 at
Chapitre 7. Validation of the SoC SMSSM using real-life battery data 137
25◦C, whereas the laboratory VOC is calculated during a 2C impulse discharge current
at 25◦C (cf. Figure 7.3).
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7.2 Module batteries of type L
7.2.1 Module performances
The experiments presented in this section have been performed by CEA/LITEN/DT-
S/S3E/LSEC in collaboration with Michelin.
7.2.1.1 Nominal specifications
In order to validate the SoC SMSSM for a module batteries, a module, called “M60”,
formed by connecting 60 lithium-ion rechargeable cells of type L is used. Its nominal
specifications are listed in the following:
• Nominal capacity: 75Ah,
• Nominal voltage: 38.4V ,
• Float voltage: 43.8V ,
• Cut-off voltage: 24.0V ,
• Nominal charge/discharge current rate: C/2,
• Nominal ambient temperature: 25◦C.
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7.2.1.2 Complete discharge performance
The variability of the behavior of this module according to its internal characteristics
and external usage conditions is characterized through several laboratory tests. As a
first step, the module is completely discharged with constant current rates equal to
C/2 and 1C at five different ambient temperatures, namely at −5, 5, 25 and 35◦C.
A supplementary discharge experiments is performed at 15◦C with 1C constant current
rate. It can be observed that the actual capacity increases when the ambient temperature
increases, and that this capacity with C/2 discharge current rate (i.e., the nominal
discharge current rate) is at least greater that the one with 1C discharge current rate
(cf. Figure 7.24). It is noteworthy that for all tests, the actual capacity is less than the
nominal one. This is due to the dispersion of the capacity of the 60 cells which compose
the module. The impact of this heterogeneity is detailed in the pack case.
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Figure 7.24: Maximum amount of charge that can be removed from the module of type
L with discharge current rate equal to C/2 and 1C at different ambient temperatures
(−5, 5, 15, 25, 35◦C)
7.2.1.3 Open circuit voltage
As a second step, “M60” is discharged with an impulse power of rate 1.83E and charged
with an impulse power of rate 1.3E at 25◦C. After each impulse, the SoC is calculated
and the cell is maintained at rest (i.e., I = 0A) in order to calculate its corresponding
OCV and internal resistance. Figure 7.25 shows the OCV as a function of the SoC.
These results show that the hysteresis effect between the charge and discharge is stronger.
Nevertheless, the OCV is almost constant when SoC ∈ [20%, 80%]. From an electrical
point of view, this is beneficial as the battery is able to deliver a constant power within
this large SoC interval. For the SoC estimation, this hysteresis effect as well as this
slight change of the OCV limit the performances of methods based on a measured and/or
estimated OCV.
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Figure 7.25: Hysteresis effect between charge (O) and discharge (◦) of “M60”: impulse
power charge of rate 1.3E and impulse power discharge of rate 1.883E at ambient
temperature equal to 25◦C
7.2.1.4 Internal resistance
The impact of the charge and discharge on the internal resistance is presented in Figure
7.26. It can be observed that for charge (resp. discharge), the internal resistance tends
to increase (resp. decrease) when the SoC increases.
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Figure 7.26: Internal resistance vs. SoC of the module of type L with impulse charge
and discharge at ambient temperature equal to 25◦C
7.2.2 Validation protocol
The validation protocol aims at identifying the advantages and limitations of the pro-
posed SoC model for a module batteries. For this purpose, two different elementary
profiles are considered. The first one, called “NEDC” for New European Driving Cycle,
represents a discharge power profile simulating a typical usage of a car in Europe. The
second one, called “Michelin”, is obtained through monitoring experiments of an electric
vehicle within the Forewheel project in partnership with Michelin. This profile is ad-
justed to the “M60” specifications. The electrical characteristics of these two profiles are
summarized in Table 7.4. Accordingly, a complete discharge of “M60” with the Miche-
lin profile (3.2h) is faster than the NEDC profile (4.2h) as the Michelin mean power is
greater than the NEDC one. Moreover, the maximum Michelin current peaks are more
frequent than the NEDC ones (cf. Figure 7.27): this maximum is equal to −180A for
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the two profiles. Figure 7.28 shows the current and the voltage measurements during a
complete discharge of the “M60” with the Michelin and NEDC profiles.
NEDC Michelin
Mean power (kW) −6.4 −10.2
Mean recovered power (kW) 4.2 7.2
Mean discharge power (kW) −7.7 −14.1
Profile duration (min) 20.3 91.3
Duration of a complete discharge (h) 4.2 3.2
Number of profiles to complete discharge 12.5 2.1
Table 7.4: Electrical characteristics of the NEDC and Michelin profiles in pack scale
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Figure 7.27: NEDC and Michelin profiles: current and voltage measurements
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Figure 7.28: Complete discharge with the NEDC and the Michelin profiles: current
and voltage measurements
Twelve laboratory experiments are performed using these two profiles:
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• complete discharge of “M60” with each profile at −5, 5 and 25◦C;
• partial discharge of “M60” by removing 30% of its maximum amount of charge
with each profile at −5, 5 and 25◦C.
For all experiments, the module is initially charged under its nominal charge regime
(i.e., ambient temperature: 25◦C, and current rate: C/2). Then, after the end of each
experiment, the module is completely discharged also under its nominal discharge regime
(i.e., ambient temperature: 25◦C, and current rate: C/2).
7.2.3 Application of the SoC SMSSM using module data
7.2.3.1 Learning datasets
The data (i.e., voltage and current) collected, with sampling time Ts = 1s, during each
of these 12 experiments is considered as a learning dataset. The size of these datasets
are reported in Table 7.5.
Complete NEDC Complete Michelin Patrial NEDC Patrial Michelin
−5◦C 11698 6511 4258 3547
+5◦C 11628 6379 5243 4021
25◦C 13946 7327 5721 4579
Table 7.5: Size of the dataset collected during the 12 discharge experiments of “M60”
7.2.3.2 Estimation of the unknown parameters
For each of these learning datasets, the unknown parameters of SoC models with
κ = 2, . . . , 10 are estimated using the MCEM algorithm penalized with identifiability
constraints. Indeed, for these experiments, the initial value of the SoC and its corre-
sponding voltage are known (i.e., SoC0 = 100% and y0 = 43.8V ) since the module is
initially fully-charged under its nominal regime. Accordingly, the following relationship
is available at t0 = 0
43.8 = 100× C(s) +D0(s), (7.2)
where s = 1, . . . , κ.
In addition, to avoid a local Maxima of Likelihood, for a given learning dataset and
number of Markov states κ, this algorithm is repeated 20 times; then the estimated
model having the maximum likelihood is adopted.
Moreover, as shown in Section 5.5.1.2 the estimated ML is affected by the number N
of simulated particles. For these experiments we use N = 200 for κ = 2, 3, 4; N = 500
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for κ = 5, 6, 7; and N = 750 for κ = 8, 9, 10. This choice is determined based on the
dispersion of the estimated ML of the largest learning dataset (i.e., T ' 104) amongst
the 12 conducted experiments. Indeed, for each κ, tests similar to those described in
Section 5.5.1.2 are performed to choose the appropriate number of particles.
7.2.3.3 Estimation of the number of hidden discrete states
As a result of the above, and for each learning dataset, there are 9 candidate SMSSMs
(κ = 2, . . . , 10). The criteria BIC, AIC and SHC are then used to select an adequate
model among the nine models. Table 7.6 summarizes the selected number of hidden
states for the 12 learning datasets.
It is noteworthy that for the SHC, the corresponding selected κ is not reported if a
linear behavior of the ML is not observed. It can be observed that on almost all cases,
these three criteria lead to the selection of different κ. The number of hidden discrete
states selected with BIC is relatively stable (k = 3, 4, 5). However, it is complicated to
establish a relation between the number of hidden states selected with AIC and SHC
and the ambient temperature or the type of the current profile alike.
Nevertheless, it is surprising that in some cases the number of hidden discrete states
selected with AIC for partial discharge is larger than the one for complete discharge
(NEDC at −5◦C, and Michelin at −5 and +5◦C). This behavior confirms that AIC is
not appropriate for mixture models (McLachlan and Peel [2000]). Indeed, Figure 7.29
shows that the SMSSM with κ = 4 is a good candidate, but AIC selects the SMSSM
with κ = 10 as its complexity is not sufficiently penalized.
Complete discharge Partial discharge
NEDC −5◦C +5◦C 25◦C −5◦C +5◦C 25◦C
BIC 4 5 4 3 4 3
AIC 5 8 9 10 5 7
SHC 6 5 4 3 4 4
Michelin −5◦C +5◦C 25◦C −5◦C +5◦C 25◦C
BIC 4 5 3 3 3 4
AIC 4 5 7 7 8 7
SHC 5 5 7 - - 4
Table 7.6: Selected number of hidden states for the SoC SMSSMs of “M60” with
AIC, BIC and SHC. There are 12 models learned using the 12 datasets collected during
the 12 discharge experiments of the module.
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Figure 7.29: AIC and BIC with κ = 2, . . . , 10: the models are learned using a patrial
NEDC discharge at −5◦C
7.2.3.4 Validation phase
A learned SoC model is finally validated for each of the 12 learning datasets. Accord-
ingly, given a model selection criterion, there are 12×12 (i.e., 144) possible combinations.
Due to the high number of possible combinations, validation work is limited to the model
selected with BIC.
For these laboratory experiments, the Ah-counting SoC is considered as the reference
SoC. This is justified by the facts that the initial value of the SoC and the actual
capacity are known, and that the current sensor is accurate. Indeed, the actual capacity
is calculated oﬄine at the end of the experiment by integrating the current that flows
through the battery.
Learning with complete discharges - Figures 7.30 and 7.31 show the results of the
validation of the models learned using the 6 complete discharge experiments with NEDC
and Michelin at −5, 5 and 25◦C. Figure 7.30 presents the maximum of the estimation
error between the Ah-counting SoC and the SoC estimated using these learned SMSSMs;
whereas Figure 7.31 presents the mean absolute error.
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Figure 7.30: Maximum error between the Ah-counting and the SMSSM SoC: learning
with complete discharge experiments with NEDC and Michelin at ambient temperature
equal to −5◦C, +5◦C and 25◦C, and validation based on the 12 conducted experiments.
NC and NP (resp. MC and MP) denote complete discharge with NEDC (resp. Michelin)
and partial discharge with NEDC (resp. Michelin). The ambient temperature of each
experiment is written in parenthesis. The learned model is selected with BIC.
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Figure 7.31: Mean absolute error between the Ah-counting and the SMSSM SoC:
learning with complete discharge experiments with NEDC and Michelin at ambient
temperature equal to −5◦C, +5◦C and 25◦C, and validation based on the 12 conducted
experiments. NC and NP (resp. MC and MP) denote complete discharge with NEDC
(resp. Michelin) and partial discharge with NEDC (resp. Michelin). The ambient
temperature of each experiment is written in parenthesis. The learned model is selected
with BIC.
It can be observed that the prediction capacity of the model learned with complete
NEDC discharge at −5◦C is less powerful than that of the other models. Also, these
results highlight that the models learned at 5◦C are the most powerful in terms of
forecast capacity (cf. Figure 7.35).
In addition, these results emphasize that the behavior of the battery for SoC ∈
[70%; 100%] is well-estimated in all cases. Indeed, the estimated SoC corresponding
to partial discharge experiments is more accurate than that in the complete discharge
experiments.
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Learning with partial discharges - Figures 7.32 and 7.33 show the results of the
validation of the models learned using the 6 partial discharge experiments with NEDC
and Michelin at −5, 5 and 25◦C. Figure 7.32 presents the maximum of the estimation
error between the Ah-counting SoC and the SoC estimated using these learned SMSSMs;
whereas Figure 7.33 presents the mean absolute error.
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Figure 7.32: Maximum error between the Ah-counting and the SMSSM SoC: learning
with partial discharge experiments with NEDC and Michelin at ambient temperature
equal to −5◦C, +5◦C and 25◦C, and validation based on the 12 conducted experiments.
NC and NP (resp. MC and MP) denote complete discharge with NEDC (resp. Michelin)
and partial discharge with NEDC (resp. Michelin). The ambient temperature of each
experiment is written in parenthesis. The learned model is selected with BIC.
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Figure 7.33: Mean error between the Ah-counting and the SMSSM SoC: learning
with partial discharge experiments with NEDC and Michelin at ambient temperature
equal to −5◦C, +5◦C and 25◦C, and validation based on the 12 conducted experiments.
NC and NP (resp. MC and MP) denote complete discharge with NEDC (resp. Michelin)
and partial discharge with NEDC (resp. Michelin). The ambient temperature of each
experiment is written in parenthesis. The learned model is selected with BIC.
It can be observed that the prediction capacity of these models learned with partial
discharge is less powerful than that of the models learned with complete discharge (cf.
Figure 7.34). This was expected as for the partial discharge experiments only 30% of
the maximum amount of charge is removed from the cell. Indeed, the behavior of the
Chapitre 7. Validation of the SoC SMSSM using real-life battery data 146
battery for SoC ∈ [0%, 70%] is not integrated in the learning dataset. However, the
model learned with partial discharge with Michelin profile at −5◦C seems to have best
performance prediction than the other models learned with partial discharge.
7.2.3.5 Summary
Considering the overall results, three key points emerge in terms of forecast capacity (cf.
Figures 7.34 and 7.35):
1. learning using partial discharge experiments is less performant than by using a
complete discharge of the module,
2. the impact of the ambient temperature on the performances of the learned model
is limited in the “M60” case,
3. learning using complete discharge experiments at +5◦C seems to be the most
robust.
0
5
10
15
NC(−5) NC(+5) NC(25) MC(−5) MC(+5) MC(25) NP(−5) NP(+5) NP(25) MP(−5) MP(+5) MP(25)M
ea
n 
ab
so
lu
te
e
st
im
at
io
n 
er
ro
r (
%)
−40
−20
0
20
40
NC(−5) NC(+5) NC(25) MC(−5) MC(+5) MC(25) NP(−5) NP(+5) NP(25) MP(−5) MP(+5) MP(25)
Learning dataset
M
ax
im
um
 
e
st
im
at
io
n 
er
ro
r (
%)
Figure 7.34: Boxplots of the mean absolute estimation (top) and maximum estimation
error (bottom). The estimation error is given by SoC(Ah-counting)−SoC(SMSSM). NC
and NP (resp. MC and MP) denote complete discharge with NEDC (resp. Michelin)
and partial discharge with NEDC (resp. Michelin). The ambiant temperature of each
experiment is written in parenthesis.
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Figure 7.35: Boxplots of the mean absolute estimation (top) and maximum estimation
error (bottom): focus on the complete discharge datasets. The estimation error is
given by SoC(Ah-counting)−SoC(SMSSM). NC and NP (resp. MC and MP) denote
complete discharge with NEDC (resp. Michelin) and partial discharge with NEDC
(resp. Michelin). The ambiant temperature of each experiment is written in parenthesis.
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Table C.3 of Appendix C summarizes the mean absolute, the standard deviation and
the maximum estimating error of these 144 validations.
7.3 Pack batteries of type L
7.3.1 Pack performances
The experiments presented in this section have been performed by CEA/LITEN/DT-
S/S3E/LSEC in collaboration with Michelin.
7.3.1.1 Nominal specifications
In order to validate the SoC model for a pack batteries, we consider an electric vehicle,
called “WILL”, equipped with a pack batteries formed by connecting 10 modules “M60”.
This pack is thus made up of 120 stages connected in series. Its nominal specifications
are listed in the following:
• Nominal capacity: 75Ah,
• Nominal voltage: 384V ,
• Float voltage: 438V ,
• Cut-off voltage: 240V ,
• Nominal charge/discharge current rate: C/2,
• Nominal ambient temperature: 25◦C.
7.3.1.2 Characterization procedure
To evaluate the performance of the pack under a real usage, experiments have been
performed during 23 months including both charge/discharge and storage periods. The
overall process of these experiments consists of three operating modes (cf. Figure 7.36):
- Drive 1, 2, 3, 4 and 5: driving the vehicle on a private circuit to control the road
conditions. A professional driver repeats a specific speed profile comprising all
phases of a real-life drive: start, stop, acceleration, deceleration, constant speed,
etc. There are 5 different periods of drive;
- Storage: long period of storage without charging/discharging;
- Test 1 and 2: laboratory charge/discharge tests using a profile reproducing the
same power profile of the real drive in mode 1.
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Figure 7.36: Illustration of the global experiments progress over time. CUx denote
the x-th checkup.
During these 23 months, 9 checkups have been regularly conducted to achieve a com-
plete characterization of the pack and monitor the evolution of its electric performances,
namely its state of health SoH, its actual capacity, its internal resistance, etc. All of
these checkups follow the same test protocol and have been performed at 25◦C. The
pack is maintained in rest for one hour, then it is charged with C/9 constant current.
The fully-charged pack is then discharged with three different current profils: C/2 con-
stant current and two dynamics current profiles, namely NEDC and ARTEMIS Urbain
(Andre´ [2004]).
7.3.1.3 Experimental results
These checkups show that the SoH of the pack decreases from 100% at the first checkup
to 87% at the last one (cf. Figure 7.37). Indeed, the evolution of the SoH depends
primarily on the usage conditions (Barre´ et al. [2013]).
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Figure 7.37: Evolution of the state of health of the pack during the 23 month
In addition, they emphasize the heterogeneity of the electric performances of the 120
stages. Indeed, during a discharge experiment it can be observed that the voltage of
certain stages reaches the cut-off one, whereas the voltage of another stages is still larger
than the cut-off one (cf. Figure 7.38) due to the dispersion of the cell performances
(SoC, capacity, resistance). An oﬄine computation of the actual capacity of each branch
highlights the electric heterogeneity of the stages. Figure 7.39 shows the boxplots of these
actual capacities for the 9 checkups. It can be observed that the maximum gap between
these capacities increases when the SoH decreases. Based on these actual capacities,
the SoC of each branch can be calculated (cf. Figure 7.40). The issue that arises from
this heterogeneity is how to define the SoC of the pack. It is clear that for security
reasons, the discharge should be stopped when the voltage of one of the 120 stages
reaches the cut-off one. It seems obvious that this cannot be taken into account by a
single Ah-counting method. Instead, a combination of Ah-counting SoCs of the 120
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stages or of the extremum values of the stage SoCs (maximum for charge and minimum
for discharge) should be considered.
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Figure 7.38: Complete discharge of the pack using constant current: current mea-
surement (top) and voltage measurements of the 120 stages (bottom)
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Figure 7.39: Boxplots of the actual capacity of the 120 stages of the pack calculated
during the 9 checkup periods
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Figure 7.40: The SoC of the 120 stages of the pack during a discharge experiment.
The SoC of each branch is calculated oﬄine using its actual capacity.
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7.3.2 Application of the SoC SMSSM using pack data
7.3.2.1 Learning datasets
Due to the big size of experiments conducted during the overall process (i.e., 27 Go), we
choose to consider, for each checkup, the data (i.e., current and voltage) collected during
the complete discharge experiment with NEDC profile at 25◦C as a learning dataset.
The key motivation for this choice is that the current and voltage sensors are accurate,
and that this might reflect a real-life situation for which the SoC model is learned during
the regular checkups of the vehicle.
7.3.2.2 Estimation of the unknown parameters
There are thus 9 learning datasets corresponding to different states of health of the pack
and heterogeneities of its stages. For each learning dataset, 9 SoC SMSSMs with κ =
2, . . . 10 are learned using the MCEM algorithm penalized with identifiability constraints.
Indeed, the initial value of SoC and its corresponding voltage are known (i.e., SoC0 =
100%, y0 = 438V ) since the pack is fully-charged with C/9 constant current before the
discharge experiment. The following constraint is thus available at t0 = 0:
438 = 100× C(s) +D0(s), (7.3)
where s = 1, . . . , κ.
As in the cell and module cases, the MCEM algorithm is repeated 20 times to avoid
local maxima likelihood, then the estimated model having the maximum likelihood is
adopted. Moreover, the choice of the number of particles N is identical to those in the
cell and module cases since the size of the learning datasets is of the same order.
7.3.2.3 Estimation of the number of hidden discrete states
Accordingly, for each learning dataset (i.e., checkup), there are 9 candidate SMSSMs
(κ = 2, . . . , 10). The criteria BIC, AIC and SHC are also used here to select an adequate
model among the 9 ones. Table 7.7 summarizes the selected number of hidden states for
the 9 learning datasets. For CU2, CU3, CU5 and CU9, the three criteria select the same
model order. For CU1, AIC select the most complex model (i.e., κ = 10). For CU7 and
CU8, SHC select the most simple model (i.e., κ = 2). It can observed that in almost all
cases the criteria select κ = 5 or 6, but it is complicated to establish a relation between
the selected number of hidden states and the checkup.
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CU1 CU2 CU3 CU4 CU5 CU6 CU7 CU8 CU9
BIC 5 6 6 5 5 6 3 5 4
AIC 10 6 6 6 5 8 5 5 4
SHC 5 6 6 6 5 5 2 2 4
Table 7.7: Selected number of hidden states for the SoC SMSSMs of the pack batteries
with BIC, AIC and SHC. There are 9 models learned using the 9 datasets collected
during the 9 checkups. CUx denote the x-th checkup.
7.3.2.4 Validation phase
The validation of these learned models is performed based on data collected during the
5 periods of drive. For the 5-th period, we consider two drives in the morning and in the
evening to test the impact of the internal temperature of the pack on the performance of
the estimated SMSSM. Indeed, the professional driver repeats the speed profile several
times in the day. Its internal temperature in the evening is thus larger than that in the
morning.
Accordingly, given a model selection criterion, there are 54 (i.e., 9 models learned during
the 9 checkups × 6 drives) possible combinations. Due to high number of possible
combinations, validation work is limited to models selected with BIC.
It is noteworthy that for the periods of drive, no reference SoC is available as the current
sensor is not very accurate and the actual capacity of the pack is unknown since the pack
is partially discharged. However, for the validation, the estimated SoC using SMSSMs
is compared to the Ah-counting SoC. Accordingly, the difference between these two
estimated SoC is not an estimation error but a simple gap to be analyzed.
Also, it is important to note that Drive 2 is conducted during the summer (i.e., ambient
temperature larger than 25◦C), the ambient temperature during Drive 5 in the morning
is around 0◦C, and the ambient temperature of the other drives is around 15◦C.
Figures 7.41 and 7.42 show the results of the validation of the models learned during
the 9 checkups. Figure 7.41 presents the maximum gap between the Ah-counting SoC
and the SoC estimated using these learned SMSSMs, whereas Figure 7.42 presents the
mean absolute gap.
Chapitre 7. Validation of the SoC SMSSM using real-life battery data 152
Drive1 Drive2 Drive3 Drive4 Drive5 (morning) Drive5 (evening)−6
−4
−2
0
2
4
6
Experiment
M
ax
im
um
 g
ap
 b
et
we
en
Ah
−c
ou
nt
in
g 
an
d 
SM
SS
M
 S
oC
 (%
)
 
 
CU1
CU2
CU3
CU4
CU5
CU6
CU7
CU8
CU9
Figure 7.41: Maximum gap between the Ah-counting and the SMSSM SoC: learning
during the 9 checkups at ambient temperature equal to 25◦C, and validation with the
6 drives. The learned model is selected with BIC.
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Figure 7.42: Mean absolute gap between between the Ah-counting and the SMSSM
SoC: learning during the 9 checkups at ambient temperature equal to 25◦C, and vali-
dation with the 6 drives. The learned model is selected with BIC.
It can be observed that the impact of the state of health on the performance of the
model is limited. The gap corresponding to Drive 2 and Drive 5 in the morning is larger
than that of the other drives. It can be due to the fact that the ambient temperature of
these two drives (30◦C for Drive 2 and 0◦C for Drive 5 in the morning) is very different
from that of the other drives (i.e., 15◦C). Considering the overall results, the learning
during the CU2 seems to be the most robust. In addition, these results emphasize that
the SMSSM can take into account the dispersion of the capacity of the 120 stages, and
thus there no need to define a SoC per stage.
7.3.3 Interpretation of the discrete hidden states
Figure 7.43 shows the variation over time of the estimated hidden Markov state, the
current, the voltage, the speed and the acceleration. The presented st corresponds to
the one that appears the most in the N particles sit. It can be observed that the hidden
Markov states might reflect a specific usage of the pack. However, the interpretation
of these states is not obvious: in this case, the States 2 and 6 might correspond to a
constant speed, whereas the other states correspond to accelerations and decelerations.
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Figure 7.43: Variation over time of the current, voltage, speed, acceleration and
estimated hidden state. The presented st corresponds to the one that appears the most
in the N particules sit. The data are collected during Drive 5 in the evening.
7.4 Discussion
In this chapter, we have applied and validated the proposed SoC model using real-life
battery data. Three types of electric batteries have been considered: cell, module and
pack. For each type, the impact of the usage conditions on the actual capacity, the OCV
and the internal resistance is shown. In the module and pack cases, it is noteworthy
that the heterogeneity of the electric characteristics of their elementary cells makes the
estimation of their SoC more complicated.
In the cell case, we have considered height types of current profiles simulating different
driving situations. The data (i.e., current and voltage) collected during discharge ex-
periments with these height profiles at 0◦C and 25◦C are used to learn the SMSSMs
with κ = 2 . . . , 10. In this chapter, the unknown parameters are estimated using the
MCEM algorithm penalized with identifiability constraints. Indeed, for all experiments
the battery is initially fully charged, x0 is thus known (i.e., SoC0 = 100%). For these
16 discharge experiments, a cross-validation is then conducted using the models selected
with BIC.
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In the module case, two power profiles have been considered. The data collected during
complete and partial discharge experiments at −5◦C, +5◦C and 25◦C are used to learn
the SMSSMs with κ = 2 . . . , 10. For the same reasons as above, the unknown parameters
are estimated using the MCEM algorithm penalized with identifiability constraints. A
cross-validation has been also conducted to identify the advantages and limitations of
the learned models.
Finally, we have considered an electric vehicle, called “WILL”, to validate the proposed
model in the pack case. Experiments comprising real drive, storage, laboratory tests and
regular checkups have been carried out to evaluate the performances of the pack. These
experiments highlights the electric heterogeneity of the pack stages (i.e., different actual
capacities), making it more difficult to estimate the SoC. The data collected during the
checkups are used as learning datasets. The unknown parameters of the SMSSMs with
κ = 2 . . . , 10 have been estimated as in the cell and module cases. The validation of the
models selected with BIC has been performed using the data collected during the drives
of WILL.
In almost all cases, it is complicated to establish a relation between the selected number
of hidden Markov states and the usage conditions. However, the model selected with
the criterion BIC often makes more sense. In addition, the size of the learning datasets
is large, thus the choice of BIC is pertinent. Moreover, the criterion AIC tends to
overestimates the number of hidden Markov states which confirms its limitation in a
mixture models context (McLachlan and Peel [2000]). The use of the criterion SHC is
limited to when a linear behavior of the ML is observed.
In addition, we have verified the physical interpretation of the estimated values of the
unknown parameters, since the transition and observation equations are based on physi-
cal models. In the cell case, it can be observed that these estimated parameters are close
to their corresponding physical variables. The values of D(s) corresponds perfectly to
the internal resistance of the battery. The physical dependence between this resistance
and the ambient temperature is even visible: the estimated values of D(s) using a learn-
ing datatset collected during a discharge at 0◦C is larger than that estimated using a
learning dataset collected during a discharge at 25◦C. The variations of the parameter
C(s) corresponds also to the slope of the OCV-SoC curve.
The validation using these three types of batteries highlights the potential benefits and
the practical usefulness of the switching Markov state-space models to estimate the SoC.
Unlike existing methods, the proposed SoC model does not require a complex modeling
of the physical and electrochemical battery phenomena. In addition, the parameters
of this model are automatically estimated based on a learning dataset that maintains
their cross-dependence. Indeed, the parameters of the existing methods are physically
identified based on laboratory tests. The limitations of such an approach are detailed in
Chapter 2.
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Nevertheless, the prediction capacity of the proposed SoC model depends on the choice of
the leaning dataset. Indeed, a model learned based on a complete discharge experiment is
more performant than that learned based on a partial discharge experiment. In addition,
it seems that the type of the current profile affects also the prediction capacity. Indeed,
the models learned with highway profile of type 4 in the cell case and Michelin in the
module case are more performant than the other models. Moreover, the results in the
pack case show that the degradation of the state of health of the battery has a limited
impact on the prediction capacity of the proposed model. This can not be generalized
as the SoH interval tested in this study is limited to [87%, 100%].
Accordingly, the choice of the best learning dataset still an open question. When a set of
datasets is available, a cross-validation, such as that performed in this chapter, helps to
identify the best learned model. However, the required time to carry out this procedure
is time consuming.
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Chapitre 8
Conclusions et Perspectives
Les batteries e´lectriques jouent un roˆle primordial dans la transition e´nerge´tique et elles
sont omnipre´sentes dans notre vie quotidienne. Cependant, l’estimation de leur e´tat
de charge reste une proble´matique majeure, surtout lorsque les conditions d’usage de
la batterie ne sont pas controˆlables comme dans le cas des ve´hicules e´lectriques. Dans
des telles applications, un calcul pre´cis de l’e´tat de charge est crucial pour fournir une
indication de l’autonomie et ge´rer efficacement l’e´nergie.
Dans cette e´tude, nous avons de´veloppe´ un estimateur statistique de l’e´tat de charge
base´ sur des mesures instantane´es de courant et de tension. Cet estimateur tient compte
de la variabilite´ du comportement de la batterie selon ses conditions d’usage et ses
caracte´ristiques internes et il est e´galement adapte´ aux contraintes d’un calculateur
embarque´.
8.1 Bilan des travaux
Nouvelle classification des me´thodes de SoC - Nous avons classifie´ les me´thodes
de SoC existantes selon trois caracte´ristiques : le type de variable d’entre´e (non me-
surable en temps re´el, mesurable en temps re´el et estime´e), le type de mode`le de SoC
(table de correspondance, physique, e´lectrochimique et mathe´matique) et la proce´dure
d’estimation du SoC (non re´cursive, re´cursive a` boucle ouverte et re´cursive a` boucle
ferme´e). Cette nouvelle classification nous a permis d’identifier des pistes prometteuses
a` explorer dans le domaine de l’estimation du SoC :
• la prise en compte de la variabilite´ du comportement de la batterie lors de la
conception du mode`le de SoC. En ge´ne´ral, cette variabilite´ est traite´e d’une fac¸on
heuristique. Par exemple, plusieurs jeux de parame`tres du mode`le de SoC sont
estime´s pour plusieurs tempe´ratures ambiantes.
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• l’utilisation de techniques avance´es d’apprentissage statistique pour estimer les
parame`tres du mode`le de SoC. En ge´ne´ral, la me´thode des moindres carre´s est la
plus utilise´e dans ce cadre.
Conception d’un mode`le de SoC tenant compte de la variabilite´ du compor-
tement de la batterie - Nous avons mis en place une mode´lisation statistique du
SoC a` partir des mesures instantane´es de courant et de tension base´e sur les mode`les a`
espaces d’e´tats gouverne´s par une chaˆıne de Markov cache´e (SMSSM). Les e´quations de
transition et d’observation correspondent a` des mode`les physiques : l’e´quation de transi-
tion est base´e sur le mode`le coulome´trique et celle d’observation sur la mode´lisation de la
batterie par un circuit e´lectrique e´quivalent. Pour un SMSSM, les parame`tres de ces deux
e´quations de´pendent de l’e´tat discret cache´ St indexant le re´gime de fonctionnement de
la batterie.
Ce mode`le de´veloppe´ n’e´tant pas ne´cessairement identifiable, nous avons de´montre´ que
l’identifiabilite´ ge´ne´rale de l’ensemble de ses parame`tres peut eˆtre assure´e si la chaˆıne de
Markov est irre´ductible et ape´riodique et une relation entre les observations Yt et l’e´tat
continu inconnu Xt a` un instant t0 est disponible.
E´tant donne´ un jeu de parame`tres Θ, nous avons pre´sente´ une me´thode pour estimer
Xt d’une fac¸on re´cursive a` partir d’une estimation de Xt−1, d’une nouvelle observation
yt et d’une nouvelle entre´e ut. Cette me´thode est base´e sur le filtrage particulaire du
fait qu’une estimation optimale de Xt au sens de l’erreur quadratique moyenne est un
proble`me NP-complet. Nous avons valide´ cette me´thode a` partir d’une base de donne´es
de taille T = 500 simule´e par un SMSSM a` κ = 3 : St ∈ {1, 2, 3}. Les re´sultats montrent
que le nombre de particules ne´cessaire a` l’obtention d’une estimation pre´cise de Xt est
relativement faible (N ' 10 pour κ = 3), rendant cette me´thode adapte´e aux contraintes
d’un calculateur embarque´.
Estimation des parame`tres du mode`le - Nous avons estime´ les parame`tres du
mode`le a` partir d’une base d’apprentissage {y0:T , u0:T } par deux approches :
1. une approche baye´sienne utilisant l’e´chantillonnage de Gibbs comportant un fil-
trage particulaire,
2. une approche du type maximum de vraisemblance a` travers un algorithme Monte-
Carlo EM.
Concernant le filtrage particulaire de Gibbs, les re´sultats de validation sur des donne´es
simule´es montrent que cet algorithme converge tre`s lentement, probablement duˆ au fait
que les nombreux parame`tres sont estime´s a` partir des donne´es cache´es X0:T et S0:T
L’algorithme MCEM, comme tout autre algorithme de type maximum de vraisemblance,
pourrait ne pas estimer correctement Θ du fait que le SMSSM n’est pas force´ment
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identifiable. Pour surmonter cette difficulte´, un terme de pe´nalisation de´pendant des
parame`tres est ajoute´ a` la vraisemblance afin d’obtenir un proble`me a` solution unique.
Dans cette e´tude, nous avons de´veloppe´ deux versions pe´nalise´es de cet algorithme :
MCEM pe´nalise´ par les contraintes d’identifiabilite´ et MCEM pe´nalise´ par une loi a
priori p(Θ).
L’algorithme MCEM e´tant sensible a` l’initialisation des parame`tres, nous avons teste´
deux strate´gies d’initialisation : inde´pendante et emboˆıte´e. Les re´sultats de validation
sur des donne´es simule´es montrent que l’initialisation emboˆıte´e est plus adapte´e aux
SMSSMs que l’initialisation inde´pendante. De plus, lorsqu’un nombre approprie´ de par-
ticules est choisi (N ' 100 pour κ = 3 et T = 500), la dispersion des MLs estime´s
est relativement faible. Ainsi, les deux algorithmes pe´nalise´s estiment convenablement
l’ensemble de parame`tres inconnus Θ. Toutefois, il convient de noter que la pe´nalisation
par une loi a priori ne´cessite un choix ade´quat des 12 · κ hyperparame`tres afin d’e´viter
le proble`me d’identifiabilite´. Ce choix peut s’ave´rer complique´, surtout lorsque les pa-
rame`tres du mode`le sont de´pourvus de toute signification physique et que le nombre
d’hyperparame`tres est important (120 hyperparame`tres pour κ = 10). Cependant en
imposant l’e´changeabilite´ des parame`tres (i.e., les e´tats ne sont pas diffe´rencie´s), on
peut re´duire le nombre d’hyperparame`tres a` 12.
Pour la validation du mode`le a` partir des donne´es re´elles, nous avons utilise´ uniquement
l’algorithme MCEM pe´nalise´ par les contraintes d’identifiabilite´.
Estimation du nombre d’e´tats cache´s du mode`le - A` partir d’une base de
donne´es simule´e par un SMSSM a` κ = 3, nous avons teste´ la capacite´ de quatre crite`res
de se´lection de mode`le a` estimer le vrai nombre d’e´tats de Markov, soit AIC, BIC, l’heu-
ristique de pente et la validation croise´e. Les re´sultats montrent que ces quatre crite`res
ont un comportement satisfaisant et arrivent a` se´lectionner le vrai nombre d’e´tats cache´s
pour cette base simule´e. Toutefois, une des principales diffe´rences entre ces crite`res re´side
dans leur couˆt de calcul. L’AIC et le BIC se´lectionnent, parmi les mode`les candidats,
respectivement celui qui les minimise. L’application de l’heuristique de pente exige un
comportement line´aire de la vraisemblance des mode`les a` grand ordre. Si tel n’est pas le
cas, la vraisemblance des mode`les ne figurant pas a priori parmi les mode`les candidats
devrait eˆtre calcule´e. La validation croise´e a le couˆt de calcul le plus e´leve´. En effet,
pour chaque κ, la vraisemblance du mode`le candidat n’e´tant pas utilise´e directement,
une vraisemblance croise´e de deux mode`les a` nouveau estime´s a` partir de deux parts de
la base d’apprentissage doit eˆtre calcule´e.
De plus, ces crite`res traitent diffe´remment la proble´matique de se´lection du mode`le et
peuvent choisir diffe´rents mode`les. Dans ce cas, lorsque l’espace de stockage et/ou la
capacite´ de calcul du syste`me de controˆle sont limite´s, comme dans les applications
embarque´es, le mode`le le plus parcimonieux est choisi. Lorsque ces contraintes sont
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relaˆche´es, des tests de validation supple´mentaires sont re´alise´s afin d’e´valuer les perfor-
mances pre´dictives de chacun de ces mode`les se´lectionne´s.
Validation du mode`le propose´ sur des batteries e´lectriques : cellule, module
et pack - Pour chacun de ces trois types de batteries, nous disposons de plusieurs
bases de donne´es issues des expe´rimentations a` des tempe´ratures ambiantes varie´es et
des profils de courant simulant diffe´rentes situations de de´charge.
A` partir de ces bases de donne´es, nous avons estime´ les parame`tres inconnus des mode`les
de SoC a` κ = 2, . . . , 10 par l’algorithme MCEM pe´nalise´ par des contraintes d’identifiabi-
lite´. En effet, pour toutes ces expe´rimentations, la batterie est initialement comple`tement
charge´e. Son e´tat de charge initial est ainsi connu : x0 = 100. L’algorithme MCEM est
initialise´ d’une fac¸on emboˆıte´e et re´pe´te´ 20 fois avec diffe´rentes initialisations pour e´viter
les maxima locaux. Le nombre de particules utilise´es est soigneusement choisi pour ga-
rantir que la dispersion du ML estime´ soit relativement faible.
Pour chaque base d’apprentissage, nous avons ainsi neuf mode`les candidats correspon-
dant a` κ = 2, . . . , 10. Nous avons ensuite utilise´ le crite`re BIC pour se´lectionner le mode`le
le plus ade´quat. En effet, la taille des bases d’apprentissage est relativement grande ; le
choix de BIC paraˆıt ainsi pertinent. De plus, les re´sultats montrent que le crite`re AIC
surestime le nombre d’e´tats cache´s. Ce comportement confirme que ce crite`re n’est pas
adapte´ aux mode`les de me´lange (cf. McLachlan and Peel [2000]). Quant au crite`re SHC,
son choix est limite´ aux cas ou` le comportement du ML estime´ en fonction de l’ordre
du mode`le est line´aire. Dans certains cas, il sous-estime meˆme le nombre d’e´tats cache´s
lorsque le comportement du ML estime´ est line´aire par morceaux.
Dans le cas de la cellule et du module, nous avons effectue´ une validation croise´e en
re´alisant l’apprentissage du mode`le a` partir d’une base de donne´es et validant le mode`le
se´lectionne´ par BIC sur toutes les autres bases.
Pour le pack, nous avons conside´re´ des bases de donne´es collecte´es sur 23 mois lors
des expe´rimentations sur un ve´hicule e´lectrique. Plus pre´cise´ment, nous avons utilise´ les
expe´rimentations des 9 checkups re´alise´s d’une fac¸on re´gulie`re comme des bases d’ap-
prentissage pour estimer les parame`tres inconnus des mode`les de SoC a` κ = 2, . . . , 10.
Nous avons valide´ ces mode`les sur des donne´es issues de cinq pe´riodes de roulage re´el
du ve´hicule. Ces roulages ont e´te´ effectue´s sous des tempe´ratures ambiantes et internes
varie´es. De plus, l’e´tat de sante´ du pack change d’une pe´riode de roulage a` l’autre.
Les re´sultats de validation sur ces trois types de batteries mettent en e´vidence les avan-
tages potentiels et l’utilite´ pratique des mode`les a` espaces d’e´tats gouverne´s par une
chaˆıne de Markov dans le cadre d’estimation du SoC sous des conditions d’usage non
controˆlables.
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Toutefois, nous avons montre´ que la performance de pre´diction du mode`le SMSSM
de´pend de la base d’apprentissage. Pour l’ensemble des validations re´alise´es, nous avons
observe´ que la meilleure base d’apprentissage est celle collecte´e lors d’une de´charge
comple`te par un profil de courant de type 4 dans le cas d’une cellule, d’une de´charge
comple`te par un profil Michelin a` 5◦C pour le module et d’une de´charge comple`te par
un profil NEDC a` 25◦C lors du 2e`me checkup dans le cas d’un pack.
Dans cette e´tude, les parame`tres sont appris a` partir de la totalite´ de la base d’apprentis-
sage avec un pas d’acquisition de mesures de courant et de tension d’une seconde. Une
e´tude approfondie de l’influence du pas d’e´chantillonnage devrait eˆtre effectue´e pour
re´duire la taille de la base d’apprentissage et ainsi le couˆt de la phase d’apprentissage.
De plus, nous avons ve´rifie´ l’interpre´tation physique des parame`tres estime´s du fait que
les e´quations de transition et d’observation sont base´es sur des mode`les physiques. Les
re´sultats montrent que les valeurs de ces parame`tres sont proches des variables physiques
correspondants. Les valeurs de D(s) correspondent parfaitement a` la re´sistance interne
de la batterie. Nous retrouvons meˆme la de´pendance physique entre cette re´sistance et
la tempe´rature ambiante : les valeurs de D(s) estime´es a` partir d’une base d’apprentis-
sage issue d’une de´charge a` 0◦C sont supe´rieures a` celles estime´es a` partir d’une base
d’apprentissage issue d’une de´charge a` 25◦C. Nous pouvons e´galement subordonner que
les changements d’e´tat correspondent a` des changements de comportement et de sollici-
tations de la batterie.
8.2 Perspectives
La proble´matique majeure des me´thodes d’estimation de SoC re´side dans l’estimation
des parame`tres inconnus du mode`le de SoC. Il est clair que les me´thodes d’apprentis-
sage statistique offrent des techniques puissantes permettant d’estimer ces parame`tres
en se basant sur une base d’apprentissage forme´e des tests de charge/de´charge d’une
batterie. Cependant, ces me´thodes ne´cessitent que cette base d’apprentissage soit ex-
haustive afin de pouvoir construire un mode`le lisse et ge´ne´rique. Prenons l’exemple des
ve´hicules e´lectriques : les conditions d’usage de la batterie ne sont pas controˆlables et
elles de´pendent principalement du comportement du conducteur, de la me´te´o et du type
de trajet (urbain, routier, autoroutier). Pour construire un mode`le ge´ne´rique de SoC,
la base d’apprentissage devrait contenir des donne´es collecte´es lors d’expe´rimentations
de charge/de´charge sous toutes les situations possibles de conditions d’usage et de ca-
racte´ristiques internes. La formation d’une telle base est difficile voire impossible du fait
du tre`s grand nombre de combinaisons de situations a` conside´rer. Il convient de noter
que si on arrive a` re´cupe´rer les donne´es de roulage, on aura une base de donne´es massive,
repre´sentative des diffe´rentes situations de conduite d’un ve´hicule. Pour cela, il serait
ne´cessaire que le ve´hicule soit connecte´ afin de pouvoir stocker et traiter les donne´es a`
distance.
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Les tests de validation re´alise´s dans cette e´tude montrent que pour certaines bases d’ap-
prentissage, le mode`le de SoC propose´ est robuste au changement de la tempe´rature, a`
la variation du profil de courant et a` la de´gradation de l’e´tat de sante´ de la batterie. Il
convient de noter que ce re´sultat est observe´ pour l’ensemble d’expe´rimentations dispo-
nibles et jusqu’a` pre´sent nous ne pouvons pas le ge´ne´raliser pour toutes les conditions
d’usage et caracte´ristiques internes. En effet, lorsque la dynamique de la batterie est tre`s
diffe´rente de celle observe´e lors de l’apprentissage, le mode`le serait incapable de s’adap-
ter a` cette nouvelle dynamique et sa capacite´ pre´dictive serait limite´e. L’apprentissage
a` partir des de´charges partielles met en avant cette limitation.
Toutefois, les me´thodes d’apprentissage offrent des techniques prometteuses pour adapter
en ligne les parame`tres du mode`le lorsque cela s’ave`re ne´cessaire. Ces parame`tres devront
ainsi eˆtre mis a` jour pour s’adapter aux changements impre´vus de l’e´volution temporelle
de donne´es comme le courant et la tension. Pour ce faire, deux strate´gies peuvent eˆtre
distingue´es : l’apprentissage adaptatif et l’apprentissage automatique en ligne.
L’apprentissage adaptatif consiste a` mettre a` jour les parame`tres du mode`le a` chaque
instant. Ce principe a e´te´ utilise´ pour l’estimation du SoC par Pang et al. [2001] (cf.
Section 2.3.3). Seulement, il consomme trop de ressources du BMS, et s’ave`re ainsi
inadapte´ aux applications temps re´el, d’autant plus que les parame`tres du mode`le varient
peu pendant la charge/de´charge, et ne ne´cessitent pas de mises a` jour aussi fre´quentes.
L’apprentissage automatique en ligne se de´roule en deux e´tapes principales : l’e´tape de
surveillance et l’e´tape de mise a` jour. La Figure 8.1 pre´sente ces deux e´tapes dans le cas
d’estimation du SoC par un SMSSM.
Lors de la premie`re e´tape, celle de surveillance, on s’inte´resse a` la de´tection de la “de´rive”
des donne´es ; i.e. l’e´volution de la distribution qui ge´ne`re les donne´es. Dans le cas d’une
batterie, cette de´rive pourrait apparaˆıtre lorsque les conditions d’usage de la batterie sont
diffe´rentes de celles de la base apprentissage ou bien lorsque son e´tat de sante´ se de´grade
significativement. Ainsi, des me´canismes de de´tection de de´rive sont mis en place pour
fournir des informations concernant la date, la vitesse et la gravite´ de la de´rive de´tecte´e.
Ils sont base´s soit sur des indicateurs de performances du mode`le, soit sur des parame`tres
de la distribution de donne´es.
Pour le mode`le de SoC base´ sur les SMSSMs, un indicateur de la performance du mode`le
est sa capacite´ a` estimer la tension mesure´e de la batterie. Ainsi, une de´rive pourrait
eˆtre de´tecte´e lorsque l’erreur d’estimation de la tension de´passe un seuil pre´de´fini.
Une autre me´thode pour de´tecter la de´rive du mode`le consiste a` comparer la distribution
statistique de la tension de la batterie dans un intervalle de temps pre´sent a` celle dans
un intervalle de temps pre´de´fini. Lorsque la diffe´rence entre les deux distributions est
significative, on pourrait affirmer qu’une de´rive est de´tecte´e.
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Figure 8.1: Conception d’un mode`le de SoC “ide´al”
Ne´anmoins, il est important de distinguer le bruit des capteurs d’un changement re´el
des donne´es. Une me´thode efficace devrait eˆtre robuste au bruit et s’adapter aux chan-
gements des donne´es. Pour re´pondre a` cette exigence, la de´tection de la de´rive est
ge´ne´ralement base´e sur l’e´volution des performances du mode`le dans le passe´ re´cent,
et non pas sur une mesure a` un seul instant.
La deuxie`me e´tape, celle de mise a` jour, consiste a` estimer de nouveau les parame`tres du
mode`le a` partir de donne´es re´centes. La principale difficulte´ de cette e´tape est le choix
de la taille de la feneˆtre de donne´es a` utiliser. Trois possibilite´s ont e´te´ traite´es dans la
litte´rature : fixe (Sobhani and Beigy [2011]), dynamique (Gama and Castillo [2006]) et
combinaison de plusieurs feneˆtres de tailles diffe´rentes (Lazarescu et al. [2004]). La feneˆtre
a` taille fixe est ge´ne´ralement utilise´e lorsque la vitesse et la gravite´ de la de´rive sont a
priori connues. Quant a` la feneˆtre de taille dynamique, elle peut s’adapter a` la nature
de la de´rive de´tecte´e. La combinaison de plusieurs feneˆtres de tailles diffe´rentes permet
d’adapter les parame`tres du mode`le aux changements progressifs de la distribution de
donne´es.
Toutefois, la limitation de la capacite´ de calcul et de stockage du BMS ainsi que les
contraintes des applications temps re´el doivent eˆtre prise en compte dans le cas des bat-
teries e´lectriques. De plus, il est a` noter qu’en temps re´el un vrai SoC n’est pas disponible.
De prime abord, cela peut paraˆıtre comme e´tant une forte limitation de ces me´thodes,
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mais en pratique des informations supple´mentaires comme la re´sistance interne, la capa-
cite´ actuelle, l’e´tat de sante´ et l’OCV peuvent eˆtre disponibles occasionnellement. Si tel
est le cas, elles peuvent eˆtre inte´gre´es dans la proce´dure d’apprentissage automatique en
ligne et contribuent ainsi a` l’ame´lioration de la mise a` jour du mode`le.
Ces deux e´tapes de surveillance et de mise a` jour sont ne´cessaires pour la conception
d’un mode`le de SoC “ide´al”.
Appendix A
Kalman filter and smoother
Let us consider the following linear Gaussian state-space model (LGSSM):
Xt =Xt−1 +But +Wt, (A.1)
Yt =CXt +Dut +D0Σt, (A.2)
where Wt and Σt are independent zero-mean Gaussian noises with variance respectively
equal to σ2X and σ
2
Y , and {Wt}t≥0 and {Σt}t≥0 are iid. As for the proposed SoC model,
we consider that Xt, Yt and ut belong to R. In this case, B, C, D, D0, σ
2
X and σ
2
Y also
belong to R. In addition, we consider that X0 ∼ N (m0, σ20). For a general LGSSM,
refer to Shumway and Stoffer [1982].
First of all, we recall a key property of the conditional distributions in a Gaussian
context.
Theorem 1
Let us consider that
(Z1, Z2) ∼ N
([
µ1
µ2
]
;
[
Σ11 Σ12
Σ21 Σ22
])
, (A.3)
then, the distribution of Z1 conditional on Z2 = z2 is a Gaussian distribution given by
p(Z1|Z2 = z2) = N
(
µ1 + Σ12Σ
−1
22 (z2 − µ2); Σ11 − Σ12Σ−122 Σ21
)
. (A.4)
A.1 Kalman filter
The filtering aims at recursively estimating Xt given y0:t and u0:t. It can be performed
in two steps: prediction and correction.
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Prediction step - a prior estimation
Given the sequence of observations y0:t−1 up to t − 1, pΘ(xt | y0:t−1) is a Gaussian
distribution of mean x̂t|t−1 and variance σ2t|t−1, where
x̂t|t−1 = Ey0:t−1,Θ [Xt] = Ey0:t−1,Θ [Xt−1 +B ut +Wt]
= Ey0:t−1,Θ [Xt−1] +B ut
= x̂t−1|t−1 +B ut, (A.5)
and
σ2t|t−1 = Var (Xt| y0:t−1,Θ) = Var (Xt−1 +B ut +Wt| y0:t−1,Θ) . (A.6)
Since Xt−1 and Wt are independent, σ2t|t−1 can be calculated as follows:
σ2t|t−1 = Var (Xt−1| y0:t−1,Θ) + Var (Wt| y0:t−1,Θ)
= σ2t−1|t−1 + σ
2
X . (A.7)
Correction - a posterior estimation
Given the sequence of observations y0:t up to t, pΘ(xt | y0:t) is a Gaussian distribution
of mean x̂t|t and variance σ2t|t. Based on Theorem 1, x̂t|t is calculated as follows:
x̂t|t = Ey0:t,Θ [Xt] = Ey0:t−1,yt,Θ [Xt]
= x̂t|t−1 +Kt ·
(
yt − Ey0:t−1,Θ [Yt]
)
, (A.8)
where Kt is the “Kalman gain” given by
Kt =
Cov (Xt, Yt | y0:t−1,Θ)
Var (Yt | y0:t−1,Θ) , (A.9)
and
Ey0:t−1,Θ [Yt] = Ey0:t−1,Θ [C ·Xt +D · ut +D0 + Σt] . (A.10)
Since Xt and Σt are independent, Ey0:t−1,Θ [Yt] is given by
Ey0:t−1,Θ [Yt] = C · x̂t|t−1 +D · ut +D0. (A.11)
The covariance of Xt and Yt given the previous observations sequence y0:t−1 can be
calculated as follows:
Cov (Xt ; Yt | y0:t−1,Θ) = Cov (Xt ; C ·Xt +D · ut +D0 + Σt | y0:t−1,Θ) . (A.12)
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Since Xt and Σt are independent, Cov (Xt ; Yt | y0:t−1,Θ) is given by
Cov (Xt ; Yt | y0:t−1,Θ) = C ·Var (Xt | y0:t−1,Θ)
= C · σ2t|t−1. (A.13)
Similarly, the variance of Yt given the previous observation sequence y0:t−1 can be cal-
culated as follows:
Var (Yt | y0:t−1,Θ) =Var (C ·Xt +D · ut +D0 + Σt | y0:t−1,Θ)
=C2 ·Var (Xt | y0:t−1,Θ) + σ2Y
=C2 · σ2t|t−1 + σ2Y . (A.14)
Replacing (A.13) and (A.14) in (A.9), the “Kalman gain” is given by
Kt =
C · σt|t−1
C2 · σ2t|t−1 + σ2Y
. (A.15)
Based on the equations (A.15) and (A.11), x̂t|t can then be estimated as follows:
x̂t|t = x̂t|t−1 +Kt ·
(
yt − C · x̂t|t−1 −D · ut −D0
)
. (A.16)
Similarly, σ2t|t is obtained using Theorem 1:
σ2t|t = Var (Xt | y0:t,Θ) = Var (Xt | yt, y0:t−1,Θ)
= Var (Xt | y0:t−1,Θ) − Kt · Cov (Xt;Yt | y0:t−1,Θ)
= σ2t|t−1 − Kt · Cov (Xt; C ·Xt +D · ut +D0 + Σt | y0:t−1,Θ)
= σ2t|t−1 − Kt · C · σ2t|t−1. (A.17)
A.2 Kalman smoother
The smoothing aims at recursively calculating xt given the whole sequence of observa-
tions y0:T , where pΘ(xt|y0:T ) is a Gaussian distribution of mean x̂t|T and variance σ2t|T .
Hence, the aim is to recursively calculate x̂t|T and σ2t|T , for t = T − 1, . . . , 1, consid-
ering that x̂t|t and σ2t|t (t = 1, . . . , T ) are obtained by filtering. Using the law of total
expectation, x̂t|T can be recursively calculated as follows:
x̂t|T = Ey0:T ,Θ [Xt] = Ey0:T ,Θ
[
EXt+1,y0:T ,Θ [Xt]
]
. (A.18)
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Based on Theorem 1, EXt+1,y0:T ,Θ [Xt] is given by
EXt+1,y0:T ,Θ [Xt] = EXt+1,y0:t,Θ [Xt]
= Ey0:t,Θ [Xt] +Gt (Xt+1 − Ey0:t,Θ [Xt+1])
= x̂t|t +Gt
(
Xt+1 − x̂t+1|t
)
, (A.19)
where
Gt =
Cov (Xt;Xt+1 | y0:t,Θ)
Var (Xt+1 | y0:t,Θ) . (A.20)
The covariance of Xt and Xt+1 given y0:t can be calculated as follows:
Cov (Xt ; Xt+1 | y0:t,Θ) = Cov (Xt ; Xt +B · ut + Wt) | y0:t,Θ) . (A.21)
Since Xt and Wt are independent, Cov (Xt ; Xt+1 | y0:t,Θ) is given by
Cov (Xt ; Xt+1 | y0:t,Θ) = Var (Xt | y0:t,Θ) = σ2t|t. (A.22)
Accordingly, Gt is given by:
Gt =
σ2t|t
σ2t+1|t
. (A.23)
Replacing (A.23) and (A.19) in (A.18), x̂t|T is then estimated as follows:
x̂t|T = E [Xt | y0:t,Θ] +Gt (E [Xt+1 | y0:T ,Θ]− E [Xt+1 | y0:t,Θ])
= x̂t|t +Gt ·
(
x̂t+1|T − x̂t+1|t
)
. (A.24)
Using the law of total variance, the variance of Xt given the whole sequence of observa-
tions y0:T is given by
σ2t|T = Var (Xt | y0:T ,Θ)
= Ey0:T ,Θ [Var (Xt | Xt+1, y0:T , Θ)] + Var
(
EXt+1,y0:T ,Θ [Xt] |y0:T ,Θ
)
= Ey0:T ,Θ [Var (Xt | Xt+1, y0:t, Θ)] + Var
(
EXt+1,y0:t,Θ [Xt] |y0:T ,Θ
)
= σ2t|t −Gtσ2t|t +G2tσ2t+1|T
= σ2t|t +G
2
t (σ
2
t+1|T − σ2t+1|t). (A.25)
Appendix B
Choice of the conjugate prior of
the state-space parameters
B.1 Prior and posterior of B(s)
Assuming B(s) is to be estimated, the conjugate prior associated with this distribution
is normal N (α(s), β(s)), as then p(B(s) | Θ−B(s), s0:T , x0:T , y1:T ) is proportional to
∝p(B(s)) · pΘ(s0:T , x0:T , y1:T ) (B.1)
∝p(B(s)) · pΘ(s0, x0) ·
T∏
t=1
pΘ(st | st−1) · pΘ(xt | xt−1, st) · pΘ(yt | xt, st)
∝p(B(s)) ·
T∏
t=1
pΘ(xt | xt−1, st)
∝p(B(s)) ·
T∏
t=1
st=s
exp
( −1
2σ2X(s)
(xt − xt−1 −B(s)ut∆t)2
)
∝ exp
( −1
2β(s)
(B(s)− α(s))2
)
· exp
 −1
2σ2X(s)
T∑
t=1
st=s
(xt − xt−1 −B(s)ut∆t)2

∝ exp

−1
2
B(s)2

1
β(s)
+
T∑
t=1
st=s
u2t∆t
2
σ2X(s)
− 2B(s)

α(s)
β(s)
+
T∑
t=1
st=s
ut∆t(xt − xt−1)
σ2X(s)



.
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Inspecting the right-hand side shows that it is proportional, in B(s), to the density of a
normal distribution with mean mB(s) and variance σ
2
B(s), where:
mB(s) =
T∑
t=1
st=s
ut∆t(xt − xt−1) + α(s)β(s)σ2X(s)
T∑
t=1
st=s
u2t∆t
2 +
σ2X(s)
β(s)
(B.2)
σ2B(s) =
σ2X(s)
T∑
t=1
st=s
u2t∆t
2 +
σ2X(s)
β(s)
(B.3)
B.2 Prior and posterior of C(s)
Assuming C(s) is to be estimated, the conjugate prior associated with this distribution
is normal N (γ(s), µ(s)), as then p(C(s) | Θ−C(s), s0:T , x0:T , y1:T ) is proportional to
∝p(C(s)) · pΘ(s0:T , x0:T , y1:T ) (B.4)
∝p(C(s)) ·
T∏
t=1
pΘ(yt | xt, st)
∝p(C(s)) ·
T∏
t=1
st=s
exp
( −1
2σ2Y (s)
(yt − C(s)xt −D(s)ut −D0(s))2
)
∝ exp
( −1
2µ(s)
(C(s)− γ(s))2
)
· exp
 −1
2σ2Y (s)
T∑
t=1
st=s
(yt − C(s)xt −D(s)ut −D0(s))2

∝ exp

−1
2
C(s)2

1
µ(s)
+
T∑
t=1
st=s
x2t
σ2Y (s)
− 2C(s)

γ(s)
µ(s)
+
T∑
t=1
st=s
xt(yt −D(s)ut −D0(s))
σ2Y (s)



.
Inspecting the right-hand side shows that it is proportional, in C(s), to the density of
a normal distribution with mean mC(s) and variance σ
2
C(s), where:
mC(s) =
T∑
t=1
st=s
xt (yt −D(s)ut −D0(s)) + γ(s)µ(s)σ2Y (s)
T∑
t=1
st=s
x2t +
σ2Y (s)
µ(s)
(B.5)
σ2C(s) =
σ2Y (s)
T∑
t=1
st=s
x2t +
σ2Y (s)
µ(s)
(B.6)
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B.3 Prior and posterior of D(s)
Assuming D(s) is to be estimated, the conjugate prior associated with this distribution
is normal N (ζ(s), (s)), as then p(D(s) | Θ−D(s), s0:T , x0:T , y1:T ) is proportional to
∝p(D(s)) · pΘ(s0:T , x0:T , y1:T ) (B.7)
∝p(D(s)) ·
T∏
t=1
pΘ(yt | xt, st)
∝p(D(s)) ·
T∏
t=1
st=s
exp
( −1
2σ2Y (s)
(yt − C(s)xt −D(s)ut −D0(s))2
)
∝ exp
( −1
2(s)
(D(s)− ζ(s))2
)
· exp
 −1
2σ2Y (s)
T∑
t=1
st=s
(yt − C(s)xt −D(s)ut −D0(s))2

∝ exp

−1
2
D(s)2

1
(s)
+
T∑
t=1
st=s
u2t
σ2Y (s)
− 2D(s)

ζ(s)
(s)
+
T∑
t=1
st=s
ut(yt − C(s)xt −D0(s))
σ2Y (s)



.
Inspecting the right-hand side shows that it is proportional, in D(s), to the density of
a normal distribution with mean mD(s) and variance σ
2
D(s), where:
mD(s) =
T∑
t=1
st=s
ut (yt − C(s)xt −D0(s)) + ζ(s)(s)σ2Y (s)
T∑
t=1
st=s
u2t +
σ2Y (s)
(s)
(B.8)
σ2D(s) =
σ2Y (s)
T∑
t=1
st=s
u2t +
σ2Y (s)
(s)
(B.9)
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B.4 Prior and posterior of D0(s)
Assuming D0(s) is to be estimated, the conjugate prior associated with this distribution
is normal N (ζ0(s), 0(s)), as then p(D0(s) | Θ−D0(s), s0:T , x0:T , y1:T ) is proportional to
∝p(D0(s)) · pΘ(s0:T , x0:T , y1:T ) (B.10)
∝p(D0(s)) ·
T∏
t=1
pΘ(yt | xt, st)
∝p(D0(s)) ·
T∏
t=1
st=s
exp
( −1
2σ2Y (s)
(yt − C(s)xt −D(s)ut −D0(s))2
)
∝ exp
( −1
20(s)
(D0(s)− ζ0(s))2
)
· exp
 −1
2σ2Y (s)
T∑
t=1
st=s
(yt − C(s)xt −D(s)ut −D0(s))2

∝ exp

−1
2
D0(s)2
 10(s) +
T∑
t=1
1(st = s)
σ2Y (s)
− 2D0(s)

ζ0(s)
0(s)
+
T∑
t=1
st=s
(yt − C(s)xt −D(s)ut)
σ2Y (s)



.
Inspecting the right-hand side shows that it is proportional, in D0(s), to the density of
a normal distribution with mean mD0(s) and variance σ
2
D0
(s), where:
mD0(s) =
T∑
t=1
1(st = s) (yt − C(s)xt −D(s)ut) + ζ0(s)0(s)σ2Y (s)
T∑
t=1
1(st = s) +
σ2Y (s)
0(s)
(B.11)
σ2D0(s) =
σ2Y (s)
T∑
t=1
1(st = s) +
σ2Y (s)
0(s)
(B.12)
B.5 Prior and posterior of σ2X(s)
Assuming σ2X(s) is to be estimated, the conjugate prior is instead the inverse Gamma
distribution IG(σ2X(s); %(s), τ(s)), with density
p(σ2X(s)) =
τ(s)%(s)
Γ(%(s)) (σX(s))
%(s)+1
e
−τ(s)
σX (s) .
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Indeed, with this prior, p(σ2X(s) | Θ−σ2X(s), s0:T , x0:T , y1:T ) is proportional to
∝p(σ2X(s)) ·
T∏
t=1
pΘ(xt | xt−1, st) (B.13)
∝p(σ2X(s)) ·
T∏
t=1
st=s
1√
σ2X(s)
exp
( −1
2σ2X(s)
(xt − xt−1 −B(s)ut∆t)2
)
∝ (σ2X(s))%(s)−1 (σ2X(s))− 12 T∑t=1 1(st=s) exp
(
−1
σ2X(s)
[
τ(s) +
T∑
t=1
1(st = s) (xt − xt−1 −B(s)ut∆t)2
)]
.
Hence, the posterior distribution of σ2X(s) is the inverse gamma distribution
IG
%(s) +
T∑
t=1
1(st = s)
2
, τ(s) +
T∑
t=1
1(st = s) (xt − xt−1 −B(s)ut∆t)2
 . (B.14)
B.6 Prior and posterior of σ2Y (s)
Assuming σ2Y (s) is to be estimated, the conjugate prior is instead the inverse Gamma
distribution IG(σ2Y (s); υ(s), ψ(s)), with density
p(σ2Y (s)) =
ψ(s)υ(s)
Γ(υ(s)) (σY (s))
υ(s)+1
e
−ψ(s)
σY (s) .
Indeed, with this prior, p(σ2Y (s) | Θ−σ2Y (s), s0:T , x0:T , y1:T ) is proportional to
∝p(σ2Y (s)) ·
T∏
t=1
pΘ(yt | xt, st)s (B.15)
∝p(σ2Y (s)) ·
T∏
t=1
st=s
1√
σ2Y (s)
exp
( −1
2σ2Y (s)
(yt − C(s)x(t)−D(s)ut −D0(s))2
)
∝ (σ2Y (s))υ(s)−1 (σ2Y (s))− 12 T∑t=1 1(st=s) exp
(
−1
σ2Y (s)
[
ψ(s) +
T∑
t=1
1(st = s) (yt − C(s)xt −D(s)ut −D0(s))2
)]
.
Hence, the posterior distribution of σ2Y (s) is the inverse gamma distribution
IG
υ(s) +
T∑
t=1
1(st = s)
2
, ψ(s) +
T∑
t=1
1(st = s) (yt − C(s)xt −D(s)ut −D0(s))2
 .
(B.16)
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Appendix C
Results of validation of the SoC
model using real-life battery data
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C.1 Cell battery of type S
Validation
Learning Tamb = 0
◦C
H1 H2 H3 H4 U1 U2 U3 U4
T
a
m
b
=
0
◦
C
H1
0.28± 0.13
(0.52)
0.17± 0.13
(−0.45)
0.11± 0.07
(0.30)
0.10± 0.07
(0.28)
0.16± 0.10
(0.39)
0.51± 0.34
(−1.23)
0.54± 0.35
(−1.25)
0.83± 0.51
(1.84)
H2
0.19± 0.12
(0.38)
0.21± 0.10
(−0.43)
0.06± 0.07
(0.18)
0.07± 0.08
(0.21)
0.10± 0.10
(0.28)
0.58± 0.33
(−1.23)
0.59± 0.33
(−1.23)
0.73± 0.49
(1.61)
H3
0.32± 0.15
(0.54)
0.15± 0.10
(−0.34)
0.13± 0.09
(0.33)
0.15± 0.10
(0.36)
0.19± 0.13
(0.44)
0.55± 0.35
(−1.15)
0.58± 0.35
(−1.17)
0.93± 0.57
(1.91)
H4
0.22± 0.23
(−0.45)
0.52± 0.40
(−1.03)
0.30± 0.26
(−0.59)
0.28± 0.24
(−0.54)
0.25± 0.22
(−0.49)
0.92± 0.65
(−1.87)
0.95± 0.66
(−1.87)
0.54± 0.29
(1.17)
U1
1.03± 0.44
(1.77)
1.89± 0.96
(3.51)
0.53± 0.19
(0.92)
0.76± 0.36
(1.48)
0.29± 0.33
(−0.58)
0.95± 1.11
(−2.67)
0.27± 0.27
(−0.66)
0.76± 0.43
(1.27)
U2
0.93± 0.43
(1.65)
1.50± 0.78
(2.85)
0.56± 0.23
(0.91)
0.70± 0.33
(1.28)
0.30± 0.13
(0.52)
0.84± 0.44
(1.46)
0.14± 0.16
(−0.34)
1.02± 0.38
(1.43)
U3
1.41± 0.63
(2.30)
2.24± 1.13
(4.00)
0.90± 0.36
(1.42)
1.13± 0.53
(1.99)
0.38± 0.25
(0.73)
1.06± 1.15
(−2.49)
0.19± 0.17
(0.43)
1.08± 0.50
(1.77)
U4
1.10± 0.64
(2.17)
1.97± 1.16
(3.92)
0.58± 0.37
(1.30)
0.84± 0.57
(1.91)
0.12± 0.12
(0.36)
0.83± 0.99
(−2.49)
0.23± 0.21
(0.52)
0.76± 0.37
(1.29)
T
a
m
b
=
2
5
◦
C
H1
0.20± 0.15
(0.51)
0.92± 0.54
(−1.83)
0.46± 0.24
(−0.86)
0.44± 0.24
(−0.86)
0.35± 0.19
(−0.69)
1.48± 0.84
(−2.86)
1.54± 0.88
(−2.95)
0.88± 0.57
(1.90)
H2
0.25± 0.16
(0.60)
0.29± 0.18
(−0.71)
0.09± 0.06
(−0.27)
0.06± 0.04
(−0.20)
0.04± 0.03
(−0.15)
0.61± 0.37
(−1.41)
0.65± 0.39
(−1.46)
0.62± 0.39
(1.39)
H3
0.11± 0.10
(0.34)
1.00± 0.69
(−2.12)
0.55± 0.42
(−1.24)
0.51± 0.39
(−1.16)
0.47± 0.36
(−1.07)
1.54± 1.01
(−3.17)
1.61± 1.04
(−3.25)
0.76± 0.42
(1.57)
H4
0.70± 0.34
(3.33)
1.77± 0.86
(−3.18)
1.34± 0.62
(−2.28)
1.31± 0.60
(−2.21)
1.23± 0.55
(−2.04)
2.32± 1.17
(−4.23)
2.40± 1.22
(−4.38)
0.25± 0.29
(−0.57)
U1
1.07± 0.73
(−2.07)
0.13± 0.14
(−0.29)
1.59± 0.94
(−2.77)
1.35± 0.78
(−2.33)
1.23± 0.86
(−2.35)
0.91± 0.98
(−2.39)
1.40± 0.88
(−2.61)
0.88± 0.57
(1.90)
U2
0.36± 0.14
(0.55)
0.91± 0.49
(1.71)
0.06± 0.07
(−0.20)
0.11± 0.03
(0.18)
0.32± 0.10
(0.45)
1.03± 0.55
(1.68)
0.36± 0.21
(−0.73)
0.62± 0.39
(1.39)
U3
1.21± 0.93
(−2.47)
0.33± 0.35
(−0.59)
1.75± 1.14
(−3.15)
1.47± 0.97
(−2.69)
1.32± 1.02
(−2.61)
1.07± 1.14
(−2.38)
1.50± 0.96
(−3.05)
0.76± 0.42
(1.57)
U4
1.14± 0.86
(−2.30)
0.28± 0.30
(−0.49)
1.67± 1.07
(−3.01)
1.43± 0.91
(−2.58)
1.26± 0.97
(−2.47)
1.00± 1.07
(−2.33)
1.48± 0.96
(−2.99)
0.25± 0.29
(−0.57)
Table C.1: Learning with the height current profiles at ambient temperature equal to 0◦C and validation using these height current profiles at
ambient temperature equal to 0◦C and 25◦C: mean absolute error ± standard deviation error (maximum error). The model is learned using a
MCEM algorithm penalized with identifiability constraints and selected with BIC.
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Validation
Learning Tamb = 25
◦C
H1 H2 H3 H4 U1 U2 U3 U4
T
a
m
b
=
0
◦
C
H1
0.30± 0.18
(0.66)
0.07± 0.05
(+0.22)
0.17± 0.10
(0.39)
0.47± 0.29
(1.05)
0.84± 0.52
(1.86)
0.31± 0.27
(0.97)
1.01± 0.71
(2.56)
1.07± 0.74
(2.68)
H2
0.22± 0.18
(0.56)
0.04± 0.05
(0.13)
0.10± 0.10
(0.29)
0.39± 0.28
(0.90)
0.73± 0.50
(1.62)
0.33± 0.18
(−0.95)
0.37± 0.32
(0.99)
0.44± 0.35
(1.15)
H3
0.35± 0.23
(0.76)
0.10± 0.06
(0.24)
0.17± 0.12
(0.41)
0.55± 0.34
(1.15)
0.94± 0.58
(1.93)
0.18± 0.16
(0.56)
0.93± 0.60
(1.85)
1.06± 0.67
(2.10)
H4
0.12± 0.14
(−0.30)
0.33± 0.28
(−0.66)
0.25± 0.22
(−0.49)
0.15± 0.11
(0.43)
0.54± 0.29
(1.18)
0.09± 0.11
(−0.27)
0.80± 0.47
(1.61)
0.85± 0.51
(1.72)
U1
1.09± 0.59
(2.35)
1.89± 1.73
(−4.79)
0.70± 0.32
(1.45)
1.13± 0.53
(2.12)
1.65± 0.80
(3.00)
0.74± 1.01
(4.03)
1.45± 0.76
(2.87)
0.60± 0.64
(1.07)
U2
0.91± 0.45
(1.74)
0.87± 1.02
(−3.02)
0.67± 0.29
(1.15)
0.99± 0.47
(1.78)
1.36± 0.68
(2.51)
0.21± 0.13
(0.52)
1.09± 0.57
(2.05)
0.56± 0.31
(1.00)
U3
1.45± 0.75
(2.81)
1.77± 1.75
(−4.80)
1.06± 0.49
(1.96)
1.50± 0.70
(2.63)
2.00± 0.97
(3.49)
0.99± 0.94
(4.25)
1.90± 0.88
(3.58)
0.71± 0.58
(1.40)
U4
1.17± 0.80
(2.78)
1.95± 1.60
(−4.63)
0.78± 0.53
(1.92)
1.20± 0.73
(2.54)
1.74± 1.00
(3.43)
0.84± 1.27
(4.77)
1.45± 0.96
(3.25)
0.48± 0.54
(−0.93)
T
a
m
b
=
2
5
◦
C
H1
0.06± 0.03
(−0.15)
0.50± 0.28
(−0.99)
0.36± 0.19
(−0.71)
0.24± 0.18
(0.61)
0.87± 0.56
(1.88)
0.37± 0.28
(−1.06)
0.31± 0.34
(−1.03)
1.15± 0.92
(2.39)
H2
0.12± 0.08
(0.31)
0.08± 0.06
(−0.25)
0.02± 0.02
(−0.08)
0.28± 0.18
(0.66)
0.61± 0.38
(1.38)
0.20± 0.24
(−0.65)
0.24± 0.28
(−0.62)
0.72± 0.60
(1.43)
H3
0.19± 0.19
(−0.50)
0.56± 0.42
(−1.26)
0.48± 0.36
(−1.07)
0.13± 0.10
(0.35)
0.76± 0.42
(1.57)
1.46± 0.59
(−2.32)
1.35± 0.53
(−2.14)
0.35± 0.41
(0.88)
H4
0.98± 0.40
(−1.51)
1.36± 0.63
(−2.32)
1.26± 0.56
(−2.08)
0.66± 0.25
(−0.91)
0.24± 0.28
(−0.57)
0.97± 0.43
(−1.75)
0.88± 0.41
(−1.58)
0.45± 0.45
(1.17)
U1
0.74± 0.41
(−1.33)
1.27± 1.10
(−2.72)
1.12± 0.60
(−1.93)
0.74± 0.46
(−1.38)
0.18± 0.19
(−0.49)
2.43± 3.60
(11.69)
1.06± 0.50
(−1.87)
1.12± 0.79
(−2.41)
U2
0.30± 0.15
(0.59)
0.50± 0.27
(0.82)
0.13± 0.04
(0.20)
0.42± 0.20
(0.73)
0.81± 0.42
(1.49)
0.24± 0.29
(0.91)
0.13± 0.16
(0.44)
1.15± 0.53
(2.14)
U3
0.87± 0.59
(−1.74)
1.49± 1.32
(−3.27)
1.27± 0.80
(−2.38)
0.85± 0.65
(−1.73)
0.37± 0.40
(−0.87)
2.22± 3.44
(11.43)
0.88± 0.59
(−1.75)
0.40± 0.46
(−1.06)
U4
0.85± 0.55
(−1.67)
1.39± 1.25
(−3.07)
1.21± 0.74
(−2.23)
0.83± 0.60
(−1.66)
0.31± 0.35
(−0.77)
2.44± 3.59
(11.32)
1.26± 0.58
(−2.15)
0.63± 0.61
(−1.68)
Table C.2: Learning with the height current profiles at ambient temperature equal to 25◦C and validation using these height current profiles at
ambient temperature equal to 0◦C and 25◦C: mean absolute error ± standard deviation error (maximum error). The model is learned using a
MCEM algorithm penalized with identifiability constraints and selected with BIC.
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C.2 Module batteries of type L
Validation
Learning NEDC Michelin
100%
−5◦C
100%
+5◦C
100%
25◦C
30%
−5◦C
30%
+5◦C
30%
25◦C
100%
−5◦C
100%
+5◦C
100%
25◦C
30%
−5◦C
30%
+5◦C
30%
25◦C
N
E
D
C
100%
−5◦C
1.12± 0.78
(−2.29)
0.18± 0.08
(−0.35)
0.64± 0.36
(−1.21)
0.55± 0.69
(−3.01)
2.53± 3.20
(12.58)
14.59± 8.96
(−27.75)
0.17± 0.10
(−0.35)
0.23± 0.12
(−0.49)
1.07± 0.75
(−2.70)
1.80± 1.45
(−5.07)
6.87± 4.77
(−13.79)
4.99± 2.82
(−9.03)
100%
+5◦C
7.13± 7.33
(20.69)
0.32± 0.16
(−0.58)
0.35± 0.41
(1.15)
6.60± 4.47
(13.20)
7.10± 9.00
(33.68)
6.22± 5.76
(−25.05)
0.31± 0.18
(−0.64)
0.33± 0.19
(−0.71)
0.53± 0.25
(−1.04)
0.33± 0.36
(−0.99)
1.01± 1.16
(−2.32)
4.24± 4.73
(12.18)
100%
25◦C
0.49± 0.68
(2.27)
0.09± 0.04
(−0.19)
0.17± 0.14
(0.50)
1.96± 1.55
(5.34)
0.50± 0.43
(−1.19)
0.67± 0.67
(2.23)
0.10± 0.05
(−0.20)
0.11± 0.06
(−0.21)
0.13± 0.07
(−0.27)
0.09± 0.09
(0.37)
0.88± 0.53
(2.06)
0.59± 0.83
(2.56)
30%
−5◦C
1.02± 0.71
(−2.16)
0.04± 0.05
(−0.14)
0.27± 0.21
(−0.67)
0.21± 0.16
(0.55)
0.24± 0.24
(1.02)
9.37± 8.31
(−25.78)
0.03± 0.04
(−0.10)
0.06± 0.05
(−0.17)
0.32± 0.26
(−0.84)
0.53± 0.52
(−1.67)
3.02± 2.80
(−8.34)
2.50± 1.88
(−5.97)
30%
+5◦C
0.28± 0.36
(1.27)
0.09± 0.06
(−0.19)
0.06± 0.05
(−0.14)
1.62± 1.10
(3.75)
0.15± 0.15
(−0.43)
1.31± 1.27
(−3.79)
0.08± 0.06
(−0.20)
0.13± 0.08
(−0.26)
0.23± 0.18
(−0.57)
0.15± 0.15
(−0.52)
0.58± 0.73
(−2.14)
0.75± 0.39
(−1.51)
30%
25◦C
0.64± 0.89
(3.01)
0.07± 0.04
(−0.17)
0.23± 0.17
(0.62)
2.16± 1.64
(5.76)
0.33± 0.25
(−0.72)
0.33± 0.20
(−0.61)
0.07± 0.05
(−0.19)
0.09± 0.06
(−0.24)
0.18± 0.13
(−0.42)
0.05± 0.06
(−0.17)
0.19± 0.23
(0.68)
0.59± 0.80
(2.33)
M
i
c
h
e
l
i
n
100%
−5◦C
1.79± 2.32
(5.72)
0.06± 0.07
(0.23)
0.70± 0.42
(−1.37)
1.94± 1.11
(3.86)
4.89± 5.60
(21.18)
18.63± 11.29
(−42.20)
0.08± 0.09
(0.44)
0.10± 0.11
(−0.33)
0.84± 0.59
(−2.14)
1.03± 0.81
(−2.92)
4.37± 2.92
(−8.44)
3.27± 1.77
(−5.84)
100%
+5◦C
6.54± 6.56
(17.59)
0.09± 0.10
(−0.99)
0.42± 0.42
(1.08)
6.16± 4.01
(12.02)
7.84± 9.67
(36.79)
4.96± 3.59
(−15.41)
0.09± 0.10
(0.26)
0.17± 0.14
(−0.41)
0.45± 0.26
(−1.19)
0.32± 0.39
(1.06)
0.83± 0.99
(2.61)
3.25± 3.48
(8.13)
100%
25◦C
10.73± 10.91
(31.99)
0.29± 0.12
(−0.60)
1.05± 0.90
(2.75)
10.14± 7.98
(23.38)
8.26± 9.74
(32.52)
1.40± 1.55
(2.67)
0.35± 0.16
(−0.75)
0.40± 0.17
(−0.83)
0.51± 0.65
(1.63)
1.80± 2.28
(6.52)
4.65± 5.05
(14.11)
8.47± 9.06
(24.20)
30%
−5◦C
0.65± 0.45
(−1.26)
0.07± 0.06
(−0.23)
0.34± 0.24
(−0.71)
0.66± 0.39
(1.30)
0.22± 0.26
(0.89)
7.34± 6.81
(−19.58)
0.04± 0.05
(−0.17)
0.09± 0.07
(−0.26)
0.29± 0.22
(−0.63)
0.22± 0.22
(−0.71)
1.10± 1.16
(−3.45)
1.78± 1.41
(−4.08)
30%
+5◦C
0.21± 0.21
(−0.47)
0.06± 0.07
(−0.19)
0.07± 0.08
(−0.25)
1.37± 1.03
(3.30)
0.13± 0.17
(0.55)
1.16± 1.11
(−3.75)
0.04± 0.05
(−0.16)
0.06± 0.07
(−0.19)
0.18± 0.08
(−0.42)
0.05± 0.06
(0.22)
0.39± 0.19
(0.74)
0.85± 0.47
(−1.65)
30%
25◦C
0.36± 0.48
(2.05)
0.21± 0.13
(−0.47)
0.07± 0.09
(0.86)
1.50± 1.22
(4.70)
0.15± 0.14
(0.79)
0.82± 0.61
(−1.80)
0.18± 0.10
(−0.39)
0.20± 0.12
(−0.46)
0.33± 0.21
(−0.70)
0.09± 0.07
(0.49)
0.23± 0.12
(0.99)
0.73± 0.39
(−1.28)
Table C.3: Leaning with using complete (100%) and partial (30%) NEDC and Michelin discharge experiments at −5, 5 and 25◦C and croos-
validation with all these experiments: mean absolute error ± standard deviation error (maximum error). The model is learned using a MCEM
algorithm penalized with identifiability constraints and selected with BIC.
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C.3 Pack batteries of type L
Validation
Learning
CU1 CU2 CU3 CU4 CU5 CU6 CU7 CU8 CU9
Drive 1
0.46± 0.39
(1.38)
0.79± 0.47
(−1.80)
0.13± 0.35
(−1.00)
0.81± 1.05
(3.00)
1.10± 1.09
(−3.00)
2.22± 1.39
(5.00)
0.84± 1.06
(−3.00)
0.78± 1.04
(−3.00)
0.42± 0.62
(−1.00)
Drive 2
2.08± 1.11
(4.31)
0.89± 0.90
(3.28)
1.77± 0.91
(4.00)
1.66± 1.73
(5.00)
2.21± 1.20
(5.00)
1.28± 0.59
(3.00)
1.02± 1.13
(−3.00)
0.46± 0.76
(−2.00)
1.67± 0.55
(3.00)
Drive 3
0.49± 0.34
(1.27)
0.61± 0.45
(−1.61)
0.26± 0.44
(−1.00)
0.96± 1.15
(3.00)
0.37± 0.60
(−1.00)
0.59± 0.82
(−2.00)
0.94± 1.27
(−4.00)
1.32± 1.26
(−4.00)
0.64± 0.88
(−2.00)
Drive 4
0.77± 0.40
(1.66)
0.66± 0.51
(−1.69)
0.44± 0.50
(1.00)
0.92± 0.77
(−2.00)
1.09± 1.16
(−3.00)
1.20± 1.08
(−3.00)
0.64± 0.75
(2.00)
1.80± 1.27
(−4.00)
0.82± 0.43
(2.00)
Drive 5 (morning)
1.91± 1.14
(3.64)
0.11± 0.13
(0.46)
1.03± 0.48
(2.18)
0.57± 0.73
(−2.01)
0.74± 0.32
(1.40)
0.64± 0.83
(−2.44)
1.75± 1.91
(−5.74)
0.65± 0.75
(−1.82)
1.37± 0.55
(2.43)
Drive 5 (evening)
1.47± 0.92
(2.93)
0.34± 0.36
(1.26)
1.29± 0.66
(2.71)
0.50± 0.63
(1.76)
0.71± 0.34
(1.41)
0.80± 0.70
(−1.93)
0.58± 0.38
(1.53)
0.77± 0.61
(−1.57)
1.60± 0.69
(2.82)
Table C.4: Learning using complete NEDC discharge experiments performed during the 9 checkups and validation using data collected during the
5 periods of drive: mean absolute error ± standard deviation error (maximum error). The model is learned using a MCEM algorithm penalized with
identifiability constraints and selected with BIC.
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Titre : Modélisation statistique de l’état de charge des batteries électriques 
 
Mots clés : Apprentissage statistique, État de charge d'une batterie électrique, Modèle à espaces d'états gouverné 
par une chaîne de Markov, Filtrage particulaire, Algorithme EM, Sélection de modèle 
 
Résumé : Les batteries électriques sont omniprésentes 
dans notre vie quotidienne : ordinateur, téléphone, etc. 
Elles jouent un rôle important dans le défi de la 
transition énergétique : anticiper la raréfaction des 
énergies fossiles et réduire la pollution, en développant 
le stockage des énergies renouvelables et les transports 
électriques. Cependant, l'estimation de l'état de charge 
(State of Charge – SoC) d'une batterie est difficile et les 
modèles de prédiction actuels sont peu robustes. En 
effet, une batterie est un système électrochimique 
complexe, dont la dynamique est influencée non 
seulement par ses caractéristiques internes, mais aussi 
par les conditions d'usages souvent non contrôlables : 
température, profil d’utilisation, etc. Or, une estimation 
précise du SoC permet de garantir une utilisation sûre 
de la batterie en évitant une surcharge ou sous-décharge 
; mais aussi d’estimer son autonomie. Dans cette thèse, 
nous utilisons un modèle à espaces d'états gouverné par 
une chaîne de Markov cachée. Ce modèle est fondé sur 
des équations physiques et la chaîne de Markov cachée 
permet d’appréhender les différents « régimes de 
fonctionnement » de la batterie. Pour garantir l’unicité 
des paramètres du modèle, nous démontrons son  
identifiabilité à partir de contraintes simples et 
naturelles sur ses paramètres «physiques ». 
L’estimation du SoC dans un véhicule électrique doit 
être faîte en ligne et avec une puissance de calcul 
limitée. Nous estimons donc le SoC en utilisant une 
technique d’échantillonnage préférentiel séquentiel. 
D’autre part l’estimation des paramètres est faîte à 
partir d’une base d’apprentissage pour laquelle les états 
de la chaîne de Markov et le SoC ne sont pas observés. 
Nous développons et testons trois algorithmes adaptés 
à notre modèle à structure latente : un échantillonneur 
particulaire de Gibbs, un algorithme de Monte-Carlo 
EM pénalisé par des contraintes d’identifiabilité et un 
algorithme de Monte-Carlo EM pénalisé par une loi a 
priori. Par ailleurs les états cachés de la chaîne de 
Markov visent à modéliser les différents régimes du 
fonctionnement de la batterie. Nous identifions leur 
nombre par divers critères de sélection de modèles. 
Enfin, à partir de données issues de trois types de 
batteries (cellule, module et pack d’un véhicule 
électrique), notre modèle a permis d’appréhender les 
différentes sollicitations de la batterie et donne des 
estimations robustes et précises du SoC. 
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Abstract: Electric batteries are omnipresent in our 
daily lives: computers, smartphones, etc. Batteries are 
important for anticipating the scarcity of fossil fuels 
and tackling their environmental impact. Therefore, 
estimating the State of Charge (SoC) of a battery is 
nowadays a challenging issue, as existing physical and 
statistical models are not yet robust. Indeed, a battery 
is a complex electrochemical system. Its dynamic 
depends not only on its internal characteristics but also 
on uncontrolled usage conditions: temperature, usage 
profile, etc. However, the SoC estimation helps to 
prevent overcharge and deep discharge, and to estimate 
the battery autonomy. In this thesis, the battery 
dynamics are described by a set of physical linear 
equations, switching randomly according to a Markov 
chain. This model is referred to as switching Markov 
state space model. To ensure the unicity of the model 
parameters, we prove its identifiability by applying 
straightforward and natural constraints on its physical 
parameters. Embedded applications, like electric 
vehicles, impose online estimated with hardware and 
time constraints. Therefore, we estimate the SoC using 
a sequential importance sampling technique. 
Furthermore, the model includes two latent variables: 
the SoC and the Markov chain state. Thus, to estimate 
the parameters, we develop and test three algorithms 
adapted to latent structure models: particle Gibbs 
sampler, Monte Carlo EM penalized with identifiability 
constraints, and Monte Carlo EM penalized with a prior 
distribution. The hidden Markov states aim to model 
the different “regimes” of the battery dynamics. We 
identify their number using different model selection 
criteria. Finally, when applied to various data from 
three battery types (cell, module and pack of an electric 
vehicle) our model allows us to analyze the battery 
dynamics and to obtain a robust and accurate SoC 
estimation under uncontrolled usage conditions. 
 
 
