Abstract. Let Q be any algebraic structure and ~the set of all total programs over Q using the instruction set {z ,,--1, z ,,-x + y, z ,,--x -y, z ~ x * y, z ~--x/y}. (A program is total if no division by zero occurs during any computation ) Let the equivalence problem for ~ be the problem of deciding for two given programs in ~whether or not they compute the same funcuon The following results are proved:
Introduction
Consider the following seemingly simple problem: Given two straight-line programs F1 and F,z using only constructs z ~ 1, z <---x + y, z ~--x -y, z ~ x * y, devise an algorithm to determine whether or not F1 and F2 are equivalent. An algorithm clearly exists: For each program, derive polynomial expressions for the output variables in terms of the input variables. Then F1 and F2 are equivalent if and only if the corresponding expressions (in standard form, i.e., sums of products) are identical. However, in the worst case the process is exponential in the sum of the sizes of the programs. At present we know of no polynomial-time algorithm for solving this problem.
The equivalence problem for straight-line programs is important because of its relation to a number of decision problems that have recently been studied in the literature. In [4] , for example, the equivalence problem for free Boolean graphs was shown to be probabilistically decidable in polynomial time by essentially reducing the problem to the equivalence problem for a restricted class of straight-line programs. In [16] , probabilistic algorithms for verifying some polynomial identities were presented. One can easily check that many of the problems discussed in [16] can be reduced to the zero-equivalence problem (i.e., does a program output zero for all inputs?) for straight-line programs. Some important problems involving matrices can also be reduced in polynomial time to the zero-equivalence problem for straight-line programs. For example, we showed in [11] that the problem of deciding for a given positive integer r and a matrix A with polynomial entries (where the polynomials are represented by arithmetic expressions with arbitrary parenthesization using addition, subtraction, multiplication, and exponentiation to a positive integer constant) whether ,4 has rank _>r is polynomial-time reducible to the zero-equivalence problem for straight-line programs. In [19] (see also [18] ) a restricted version of the rank problem for matrices with polynomial entries was shown to be probabilistically decidable.
The main results of this paper are the following:
(1) If Q is an infinite field (e.g., the field of rational numbers or the field of complex numbers), then the zero-equivalence problem for {z <---1, z (--x + y, z ~ x -y, z <---x • y)-programs over Q is probabilistically decidable in polynomial time x (Section 2). The result also holds when Q is an infinite integral domain (e.g., the integers). Thus the problems mentioned above (free Boolean graphs, polynomial identities, rank of matrices with polynomial entries) are probabilistically decidable in polynomial time. (2) If Q is a fmite field, or if Q is a finite set of integers (of cardinality >_2), then the zero-equivalence problem for (z ~ 1, z <---x +y, z <---x -y, z ~--x * y}-programs over Q is NP-hard (Section 3). The proofs of these results provide answers to some open problems in the literature [13, 18] . (3) If Q is finite but its cardinality is a function of the size of the instance (i.e., input program) to the zero-equivalence problem, then we can prove a "gap" theorem (Section 4): If the function (which maps the length of the program to the cardinality of the field) grows fast, then the zero-equivalence problem is probabilistically decidable in polynomial time. If the function grows slowly, then the problem is NP-hard.
One can easily extend the results above to hold for the equivalence problem (i.e., deciding if two programs are equivalent) even when division z <---x/y is allowed, provided only total programs are considered. (A program is total if no division by zero occurs on any input.) When the programs are not guaranteed to be total and the inputs are integers, the zero-equivalence problem is undecidable [10] .
Remark. We could add the constructs z <---k * x and z <---x 1' k (i.e., multiplication and exponentiation by a positive integer constant) to the instruction set of straightline programs. However, such instructions will not change the computing power of straight-line programs, since it can easily be shown that z ~--k * x and z ~ x t k can be computed by straight-line programs over (z <--1, z ~--x + y, z ~--.x -y, z ~ x * y} of length O(log k).
We conclude this section by showing the connection between straight-line programs with one output variable and polynomial expressions. For notational convenience we only consider expressions over the integers. We can generate p.e.'s from straight-line programs of size n by direct substitutions resulting in expressions of size at most O(((~/-5 + 1)/2)% A polynomial bound seems unlikely. Consider, for example, the following program, F (x and y are the input variables, z is the output variable, and n _ 2):
Definition
Clearly, F can be converted to a straight-line program F' over (z <--1, z <---x + y, z ~ x -y, z <---x * y} whose size is polynomial in the size of F. Now, by direct substitutions, a p.e. E denoting the value of z at the end of F can easily be obtained. However, the length of E is exponential in the size of F. (See [9, 17] for related topics.)
The brief discussion above shows that results (e.g., probabilistic algorithms) for straight-line programs are applicable to polynomial expressions, b~It the converse may not be true.
The Zero-Equivalence Problem for Programs over Infinite Fields
In this section we show that the zero-equivalence problem for {z ~--1, z *-x + y, z ,,--x -y, z ~--x * y}-programs over infinite fields is probabilistically decidable in polynomial time.
When we are dealing with zero-equivalence, we assume that the programs have exactly one output variable. 
., at) in .4 t such that P(~) # O.
PROOF. The proof is by induction on t. For t = 1 the lemma follows from the fact that a one-variable polynomial of degree d has at most d roots in Q.
Assume the lemma holds for t > 1, and consider a nonzero polynomial P(xl . 
In the proof of the main result of this section we have to distinguish between two cases. First, we deal with the case when the field F over which the programs are defmed is the rational numbers (this represents the case when Fis any field of infinite characteristic). Later we deal with the ease when F is an infinite field with finite characteristic..
TrIE ZERO-EQUIVALENCE PROBLEM OVER THE RATIONALS PROPOSITION 2.1. A program F ==-0 (i.e., computes the zero-function) over the rationals if and only if F =-0 over the integers.
PROOF. This follows from Lemma 2.1 [] Proposition 2.1 shows that deciding zero-equivalence for programs over the rationals is equivalent to deciding zero-equivalence for programs over the integers.
Hence we assume in the remainder of this subsection that the inputs to the programs are integers.
Definition. Let F be a program and m a positive integer. Then Ft,~) is the program obtained from F by replacing each instruction by the equivalent instruction modulo m. Thus z <--l, z ~--x + y, z *--x -y, and z *-x * y are replaced by the instructions z ,--1 (mod m), z *-x + y (mod m), z *--x -y (mod m), and z <---x • y (mod m), respectively.
The relationship between F and Fin) is given by the following lemma. >_ 1/4n , and therefore Prob(G) _> 1/Sn. Now the algorithm will output 'yes' if and only if Ftm)(~) = 0 for all 8n random samplings of ~ and m. The probability of this event happening is _<(1 -1/Sn) 8n < ½. Hence, ifF ~ 0, the algorithm will output 'no' with probability >½.
Since the algorithm uses modulo m arithmetic for m _< 2 2n, the time complexity of the algorithm is polynomial in size(F). This completes the proof. []
THE ZERO-EQUIVALENCE PROBLEM FOR INFINITE FIELDS WITH FINITE CHAR-ACTERISTIC.
A field Q has finite characteristic if there exists a positive integer n such that na ffi 0 3 for every element a in Q. The characteristic of Q is then defined to be the minimal positive integer n which has this property. Throughout the rest of this subsection Q denotes an infinite field of finite characteristic, and p denotes the characteristic of Q (p must be a prime number).
Definition. For a in Q, a # 0, order(a) = n if a n = 1 and a "~ # 1 for 0 < m < n. If a n # 1 for all positive integer n, then order(a) ffi oo. It is known that if order(a) _ pd _ 1 for some d, then P(a) ~ 0 for any polynomial P(x) with coefficients in GF(p) of degree <d [3] . 
. . at(x) in A, the polynomial eF(al(x) . . . . . at(x)) = F(al(x) . . . . , at(x)) is a nonzero polynomial. Call this polynomial ~(x). Now deg(t~(x)) < 2rd, and since order(a) > p 2rd, a(a) = F(a~(a), . . . , at(a)) ~ O. It follows that F ~ 0 over Q. []
We have shown that deciding zero-equivalence for programs over Q is equivalent to deciding zero-equivalence for programs over GF(p) [ The proof of the following lemma is similar to that of Lemma 2.3 and is omitted. 
LEMMA 2.9. Let F be a program with t input variables, and let q(x) be in GF(p)[x]. Then Fq(al(x) . . . . . at(x)) = F(al(x) . . . . . at(x)) (mod q(x)) for all ax(x), . . . . at(x) in GF(p)[x].

L~MMA 2.10. Let a(x) in GF(p)[x] be given such that deg(?t(x)) < 2 a, where d >_ 2. Then there are at leastp2d/8d monicpolynomials of degree 2d over GF(p) which do not divide ~(x). (Note that
'). (iii) If F(al(x) . . . . . . at(x)) ~ O, then Prob(F(al(x) . . . . . a,(x)) ~ 0 (mod q(x))) >"
1/8(d + r) (by Lemma 2.10, (i), and the inequality d2 ~ < 2 a+r for d E 1).
The details are omitted. PROOF. If F is of inifmite characteristic, then F contains an isomorphic image of the rational numbers, and hence the theorem follows from Lemma 2.6. If F is of finite characteristic, then the theorem holds by Lemma 2.11. [] Remark. The proof of Theorem 2.1 can be easily modified to show that the zeroequivalence problem for {z *-1, z *--x + y, z <---x -y, z *--x * y}-programs over any infinite integral domain (i.e., infinite commutative ring with no zero divisors) which contains the unit element is probabilistically decidable in polymomial time.
NP-Hard Zero-Equivalence Problems
In this section we show that the zero-equivalence problem for straight-line programs becomes NP-hard when we restrict the input domain to be a finite set. We shall consider two cases: (a) when the input domain is a finite set of integers, and (b) when the input domain is a finite field. For i = 1, 2, ..., n, write the code to perform the following task:  ,~, ,--((,~ -a~) -X,)((~ -~) -X,) ... ((a, -~ Clearly, we can construct the program F in time polynomial in the size of L. (Note that an instruction of the form z ~--c, where c > 1, can be coded over (z ,,--1, z ~ x + y, z ~--x -y, z ,--x • y} using at most O(log c) instructions.) Moreover, F computes the zero-function if and only if L is not satisfiable. The result now follows, since the satisfiability problem is NP-hard [5] . [] Note. The proof of Theorem 3.1 above implies that the inequivalenee problem for polynomial expressions over a t'mite set of integers [13] is NP-complete, thus settling an open problem in [13] . C~ is satisfied, i.e., one of L1, l~2, or/~a is 1, then z, = l; if C~ is not satisfied, then z~ --0 
A Boundary Between Probabilistically Decidable Problems and NP-Hard Problems
We have shown that the zero-equivalence problem for (z ,,--1, z ~ x + y, z ~--x -y, z <---x * y}-programs over infinite fields is probabilistically decidable in polynomial time (Section 2). On the other hand, over f'mite fields the problem is NPhard (Section 3). In this section we look at what happens when the size of the field (over which the zero-equivalence of programs is to be decided) is a function of the length of the program. A special instance of this problem was considered implicitly in [4] , where equivalence of free Boolean graphs was shown to be probabilistically decidable in polynomial time. The proof in [4] was essentially a reduction to the zero-equivalence problem for a restricted class of straight-hne programs over finite fields, where the size of the field is a function of the sizes of the graphs. We shall show that if the function which maps the length of the program to the size of the field grows fast, then zero-equivalence is probabilistically decidable in polynomial time. If the function grows slowly, then the problem is NP-hard, and there is a sharp boundary between these two cases. Thus in certain cases we can show a "gap" between the class R of sets which are probabilistically decidable in polynomial time (see [2, 14] for a precise definition of R) and the class NPC of NPcomplete sets. This result is of special interest in light of [15] , which gives strong evidence that the class NP of nondeterministic polynomial-time languages consists of an infinite hierarchy of accepting density classes (in the sense of [1] ), the higher classes in the hierarchy corresponding to sets which have smaller accepting density.
Definition. For each nonnegative rational number t, let lit be the problem of deciding for an arbitrary {z ~ 1, z <---x + y, z ~--x -y, z ~ x • y}-program F over GF(2M), r = length(F), whether F computes a nonzero-function. (2) . This can be done by guessing a polynomial of degree d over GF (2) and checking (in deterministic polynomial time using Berlekamp's algorithm [12] ) that it is irreducible. 
