A reliable modelling of the young concrete creep behaviour is of great importance for consistent thermal crack risk estimations that shall contribute to assure a desired service lifetime and function of a structure.
Introduction
Control of thermal cracking in young concrete is of great importance to ensure a desired service lifetime and function of a structure. Making reliable thermal stress estimations and thereby conclusions about cracking risks, the concrete creep forms a vital part of the material modelling.
Modelling of creep for thermal stress analyses in hardening concrete require knowledge about the creep behaviour from very young loading ages (hours) up to rather old (months) with load durations that in many cases must cover many years. All-embracing creep tests will obviously be extremely time consuming and thereby also costly to perform, which normally results in incomplete laboratory tests and thus lower quality of the material modelling. In practice a lot of thermal stress calculations are performed with standard sets of data involving no or very limited laboratory testing, which increases the uncertainties of the crack risk predictions and thereby also affect the safety margins in design. Measures to avoid thermal cracking, as described in i.e. Bernander and Emborg (1992) , Nilsson (1995) , Nilsson (1997) , HETEK (1997) , Wallin et al. (1997) or Larson (2000) , have consequently to be overestimated which may cause significantly increased production costs. It would therefore be very beneficial to have formulations that based on limited amount of test data could make reliable predictions about the creep behaviour of hardening concrete ensuring better thermal crack risk estimations.
This paper is a direct continuation of a previous study by Larson and Jonasson (2003) in which a new concrete creep model was formulated. The objective of this paper is to establish and evaluate creep prediction formulas based on this model, whereby following questions shall be clarified:
I. How do the prediction formulas, depending on the amount of available test data, influence an estimated creep behaviour?
II. To what extent are calculated thermal stresses affected by a predicted creep behaviour or with other words what risk is associated with a reduction in laboratory testing and the use of prediction formulas that require less test data?
Laboratory creep tests
The optimisation and evaluation of the prediction formulas is made with results from creep tests at early ages performed at four different laboratories by Westman (1999) and Hedlund (2000) at LTU in Sweden, Persson (1998) at LTH in Sweden, Le Roy (1996) at LCPC in France and Atrushi et al. (2000) at NTNU in Norway. The cement types used in concrete mixes are given in Table 1 together with some other identifying mix parameters. All mixes also contain varying amounts of plasticizers and/or silica fume.
The tests have been performed under similar conditions whereby the deformation of sealed cylindrical specimen under constant compression was measured. The compressive stress was less than approximately 40 % of the compressive strength at loading for all tests, which implies a linear behaviour with deformations assumed to be proportional to the applied stress. Load independent deformations, such as shrinkage and ther- ∆ was determined from the test results as the difference per unit stress between the loaded and unloaded specimen and thus considered as the single effect of the applied stress. As the temperature was kept constant (at about 20 °C) in these tests and the specimens were sealed (i.e. no exchange of water with the environment occurred), by definition, basic creep is considered.
To formulate a modulus of elasticity ) ( 0 t E based on creep tests a quasi-instantaneous "elastic" deformation can be defined by the choice of an "elastic" time duration 0 t ∆ , which gives with where ) , (
is the creep compliance associated with the definition of the elastic modulus in Eq. (3). The time duration defining the "elastic" modulus may according to Neville et al. (1983) In both Eqs. (6) and (7), as well in the subsequence of this paper, the denotation log means 10 log without the logarithmic base specifically stated.
In the following the different levels of evaluation using Eqs. (6) to (8) with stepwise decreased testing and thus less knowledge about the material behaviour are outlined and explained.
Taking Eq. (4) into account, the following parameters have according to Larson and Jonasson (2003) been found to be able to give a satisfactory description: has in this case to be predicted, which is done by introducing general model parameters in Eq. (8). These parameters will be evaluated in section 3.2 based on the test results presented in Chapter 2. Level 3: The testing is here reduced to only a test of the modulus of elasticity at 28 days equivalent age ref E and the development is then predicted by introducing general model parameters in Eq. (6). This is further described in section 3.2. Thereafter the increase in creep compliance is estimated just as described under Level 2. Level 4: The only difference between Level 3 and 4 is that the modulus of elasticity at 28 days equivalent age ref E now is estimated from a measured or given compressive strength and thereafter the E-modulus development and creep compliance is calculated as described under Level 2 and 3 above. This way of working correlates very well to what is done in every day engineering practice.
The estimated modulus of elasticity There is however no strong relationship between compressive strength and modulus of elasticity although expressions like the above described commonly are used in different design codes all over the world. A similar spread in relation between E-modulus and compressive strength is shown for about 400 sets of data in Jaccoud and Leclercq (1995) . Although, as the values according to Table 2 and Eq. (10) nearly reflect the average of the measured E-modulus in Fig. 1 , the use of Eq. (3) seems to give E-modulus in the right order of size for practical applications at static loading. 
Establishing of general model parameters

General conditions
A prerequisite for the prediction formulas outlined in Table 3 is that general values, by optimisation against a wide range of test results, are found for the model parameters in Eqs. (6) and (8). The optimisation is made in such a way that the tested total compliance ) , (
for each concrete mix according to Table 1 is individually fitted to the model given under Level 1 in section 3.1 above. This is done by minimizing the sum of squared deviations from the given data (Larson and Jonasson 2003) where all fittings of the concrete mix LTU66 are shown. The individual fittings of all concretes according to Table 1 are given in Larson (2002) . This first step represents the best possible individual fit for each concrete mix when using the LLM formulation. The mixes are then divided into groups ranging 5 GPa (from ref E = 30 to 50 GPa) depending on the calculated modulus of elasticity at 28 days equivalent age
. This makes it possible to study and visualise possible dependencies between the model parameters and the E-modulus for the group (see further below).
Instantaneous deformation
The optimisation procedure using Eqs. (5) and (6) Fig. 2 shows the grouped data of the measured modulus of elasticity for the concrete mixes given in Table 1 together with the predicted development, which has been performed by means of Eqs. (5) and (6) with general model parameters presented in Table 4 .
From Fig. 2 it can be seen that it is possible to estimate the development of the modulus of elasticity with relatively good accuracy by means of only a varying end value ref E together with a fixed relative development of the elastic modulus. 
Creep deformation
The measured creep rate coefficients 1 a and 2 a , that have been determined by fitting of the measured creep compliance as described in Larson (2002) , are grouped into 5 GPa intervals based on ref E and shown in Fig. 3 together with the estimated creep rate coefficient development from Eq. (8) with general model parameters given in Table 5 , Eqs. (9) and (11).
Based on the results from studied concretes no relationship between the creep rate coefficient 1 a , describing the creep behaviour until 0.1 days after loading, and the modulus of elasticity can be found (Fig. 3 a) . Therefore only one curve is used to model the short-term creep behaviour.
Regarding the long-term creep behaviour, described by the creep rate coefficient 2 a after 0.1 days of loading, an influence of the modulus of elasticity can more clearly be seen (Fig. 3 b) . A lower modulus of elasticity gives higher values of 2 a , which means that larger creep deformations will appear. At young loading ages the scatter of the measured 2 a is wide but as the age of the concrete becomes older the dependency to the modulus of elasticity becomes very distinct. In this study the measured values of 2 a at the age of 28 days are chosen to represent the end value The general long-term creep behaviour can thereby be modelled with a dependency on the modulus of elasticity at the age of 28 days by means of a varying end value min 2 a as shown in Fig. 3 b.
Evaluation of different creep predictions
Comparing the calculated deformations to the measured data from the creep tests given in Chapter 2 gives information about the accuracy of the different levels in the creep evaluation. The error of the studied levels compared to the measured data is for each data set characterized by a coefficient of variation 1 ω , which is defined as ( ) 
where 1 N = number of loading ages for the data set in question; 0,i N = number of data points (equally spaced in logarithm of time duration) for loading age number i ;
, meas j J = measured compliance in point j for loading age number i ; , calc j J = calculated compliance in point j for loading age number i ; and 0,i J = instantaneous compliance for loading age number i .
The results at different levels of evaluation for concrete LTU66 are shown in Figs. 5 to 8 as an example of the measured and estimated modulus of elasticity, creep rate coefficients and total compliance.
The variation coefficients for all tested concretes at the different levels of evaluation are summarised in Table 6 , where the overall error 1 ω for each level of evaluation in the bottom of the table is calculated as the algebraic average of 1 ω from all data sets. As can be seen in Table 6 the overall variation coefficient for the optimum fit based on a complete creep test (Level 1) will be 1 ω = 8 percent of the initial compliance. The main reason to the variation is that the adapting of the model is based directly on complete test series of creep compliance values at different ages of loading that have a natural variation, especially at early ages. As the initial compliance is related to the modulus of elasticity, large variations may appear between measured values and the model as the E-modulus development has a very rapid increase at early ages (Fig. 5) .
If the deformation is predicted based on a measured development of the modulus of elasticity (Level 2) the overall variation coefficient increases to 1 ω = 14 percent. If the testing then is further reduced to a single test of the modulus of elasticity (Level 3) and then to a test of only the compressive strength (Level 4) the overall variation coefficient increases to 1 ω = 20 and 32 percent, respectively. One may state that the increase in overall variation is relatively small with respect to the fact that rather crude simplifications have been introduced in the prediction formulas.
A somewhat peculiar result in Table 6 is obtained for the concrete LTU66, as the overall variation coefficients for Level 2 to 4 are almost the same, and they are only slightly higher than the overall variation coefficient for Level 1. This is not typical for the studied data sets, and it is most likely only a random result. Concrete LTU66 is here chosen visualizing evaluation results as it has the most loading ages of all data sets studied. 
Influence on thermal stresses
The final evaluation is performed by studies of how the prediction formulas with general model parameters (Level 2 to 4), described in section 3.1 and 3.2, influ- ence a calculated thermal stress development.
Stress calculations are performed as explained in Jonasson (1994) and Hedlund (2000) where material models describing strength development, thermal dilatation, shrinkage and creep/relaxation are explained. In this study only the modelling of creep according to section 3.1 is altered while all other parameters are kept constant. All calculations are performed at 100 percent restraint with the temperature development given in Fig. 9 .
The stress-strain curve at calculation is chosen to be linear both in tension and compression, which means that formally there is no tensile strength. Otherwise, most of the stress calculations in tension will end up near the tensile strength, which gives no or only very small differences in stresses between the evaluation levels. By using a linear stress-strain curve the calcu- Table 6 Variation coefficients (Eq. 12) for total compliance at different levels of evaluation according to the levels outlined in section 3.1. Larson (2000) . The temperature development curve is the same for all calculations (Fig. 9) . This means that the "external" loading in form of thermal dilation is the same for all analysed concretes.
Optimum fit Prediction formulas Level
The error that the prediction formulas introduce concerning calculated stresses may be characterized by a coefficient of variation 2 ω for the compressive stresses and the tensile stresses, respectively, defined as
where , optimum k σ = calculated stresses based on data from evaluation Level 1;
, predict k σ = calculated stresses based on data from evaluation Level 2 to 4. These stresses are chosen in points with equal spacing in time, and max optimum σ is the calculated maximum stress based on data from evaluation Level 1 in compression and tension, respectively.
In Fig. 10 the calculated stress development for concrete LTU66 is shown as an example whereby the creep behaviour has been expressed as explained in section 3.1. Variation coefficients describing how the prediction formulas in Level 2 to Level 4 influence the calculated thermal stress development compared to the optimum fit that is obtained in Level 1 are summarised in Table 7 for all tested concrete mixes. The overall error 2 ω for each level of evaluation in the bottom of the table is calculated as the algebraic average of 2 ω from all data sets.
The average error that the prediction formulas introduce during the compression phase ( 2 ω in phase I) is, as shown in the bottom of Table 7 phase, which is the most important with respect to thermal through cracking, the variation ( 2 ω in phase II) is only 5 to 6 percent for stresses calculated with creep expressed as described under Level 2 and 3. If the creep behaviour is expressed based on only a given compressive strength (Level 4) the error increases to 15 percent of the maximum calculated tensile stress.
Conclusions
In this paper creep prediction formulas based on a new concrete creep formulation called the Linear Logarithmic Model (LLM) given in Larson and Jonasson (2003) has been established and evaluated. It has been shown that it is possible to establish general model parameters whereby the long-term creep behaviour has been found • It has been shown that the LLM formulation successfully can be used to model the total creep compliance for a wide range of concrete types. The mean variation of the optimum fit (Level 1) is 8 percent of the initial measured creep compliance, which is remarkably good due to the fact that the variation within some of the creep test series sometimes is higher.
• If the creep is estimated with the prediction formulas and the material testing is reduced to a test of the E-modulus development (Level 2) or to a single test of the modulus of elasticity at the age of 28 days (Level 3) the variation increases to 14 and 20 percent, respectively. However, the variation will be much larger (32 percent) if only the compressive strength is measured (Level 4 • The average error that the prediction formulas introduce for Level 2 and 3 is 5 to 6 percent of the maximum calculated stress during the phase when the concrete contracts and tensile stresses build up and as high as 15 percent for Level 4.
• Level 4 is a very close description of what actually is performed in engineering practice everyday where standard sets of creep data often are chosen based on only a measured or given compressive strength and then used directly in thermal stress
calculations. An error related to incorrect creep modelling of 15 percent is consequently what can be expected in most thermal stress applications that are performed by engineers today. By use of the creep prediction formulas for compliance it is possible to make considerable improvements by very small means. The error related to creep in thermal stress applications can be reduced by almost two thirds ( 3 2 ) only by performing a test of the modulus of elasticity at the age of 28 days (Level 3). This is a consequence of the distinct and robust expression of relative E-modulus development described by Eq. (6) in the LLM formulation that in its own formulation has a shape relevant to the material behaviour. Making further tests of the E-modulus development (Level 2) to better describe the creep behaviour does not seem to have any significant influence on the calculated stresses.
• As a whole, the error related to insufficient creep modelling in normal stress applications of today has to be considered in safety margins designing crack free concrete structures. However, it is rather easy to perform improved stress applications by introducing only a measured modulus of elasticity at the age of 28 days that will allow considerably tightened design margins. To further improve the accuracy of the stress estimations the testing has to be more extent. This might be the case in advanced applications, where it is recommended that at least a complete test of the compliance is performed at two loading ages, of which one at the age of 28 days. Fig. 10 Calculated thermal stress development at 100 % restraint for concrete LTU66 with creep modelled at different levels of evaluation as described in the procedure outlined in section 3.1.
