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Introduction
Contexte
Cette thèse est basée sur l’étude des algèbres de Cherednik rationnelles. Ces objets
algébriques sont issus de la théorie des systèmes intégrables et ont été introduits en
2002 par P. Etingof et V. Ginzburg dans [EG02]. Ce sont des cas particuliers des
algèbres de réflexions symplectiques, construites comme des déformations de C[V ]⋊Γ ,
où V est un espace vectoriel symplectique et Γ est un sous-groupe fini de Sp(V ).
Groupes de réflexions complexes
Les groupes de Weyl sont des groupes finis associés à des systèmes de racines.
Ils sont composés de matrices à coefficients rationnels et engendrés par des réflexions
orthogonales par rapport à des hyperplans définis par les racines. Ces groupes sont la
base de nombreuses théories algébriques, comme la théorie de Lie (ce sont les squelettes
des groupes réductifs et des algèbres de Lie) ou celle des algèbres de Hecke.
Les groupes de réflexions complexes sont une généralisation naturelle de cette
construction au corps des nombres complexes. Si h est un C-espace vectoriel de di-
mension finie, un élément de GL(h) est appelé pseudo-réflexion s’il fixe un hyperplan de
h. Un groupe de réflexions complexe W est alors défini comme un sous-groupe fini de
GL(h) engendré par des pseudo-réflexions et, si l’on restreint le corps des coefficients
aux nombres réels, on retrouve les groupes de Coxeter. Ces groupes sont caractérisés
par leur algèbre des fonctions polynomiales invariantes : c’est une algèbre de polynômes
et ce sont les seuls groupes finis de matrices vérifiant cette propriété. Les groupes de
réflexions complexes irréductibles ont été classifiés en 1954 : ils sont décrits par la
famille infinie des groupes imprimitifs G (ℓ, e, n) et 34 groupes exceptionnels.
La théorie des représentations de ces groupes apparaît dans beaucoup de domaines
mathématiques, comme la topologie algébrique (les groupes de tresse), l’étude des
représentations des groupes réductifs finis (cf. [BMM99]) ou la recherche de résolutions
symplectiques. En effet, il a été démontré dans [Ver00] que si la variété (h × h∗)/W
admet une résolution symplectique alors W est engendré par des réflexions.
Algèbres de Hecke
Il est possible de définir l’algèbre de Hecke associée à un groupe de réflexions
complexe, même si ce n’est pas un groupe de Weyl. Dans ce cas, l’algèbre de Hecke
cyclotomique Hq(W ) associée au groupe de réflexions complexe W et au paramètre
q est une déformation de l’algèbre de groupe C[W ] (cf. [BMR98] et [Ari95]). Cette
construction généralise celle faite initialement pour les groupes de Weyl : par exemple,
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si W est de type G (ℓ, 1, n), alors Hq(W ) est un quotient de l’algèbre de Hecke affine
de type An. De plus, si Hq(W ) est semi-simple déployée alors ses modules simples sont
en bijection avec IrrW , l’ensemble des classes d’isomorphie des caractères irréductibles
de W .
Dans la théorie des représentations des algèbres de Hecke associées aux groupes
de réflexions complexes, une fonction joue un rôle fondamental : la a-fonction. Dans
le cas où W est un groupe de Coxeter, cette fonction permet de partitionner IrrW en
familles (cf. [Lus84] et [GI]). De plus, la base de Kazhdan-Lusztig de Hq(W ) permet
de construire un ordre partiel ≺LR sur W dont les classes d’équivalence sont appelées
les cellules bilatères et cet ordre induit un ordre sur IrrW , qui est relié à celui de la a-
fonction. Une conjecture de Lusztig, démontrée dans le cas des paramètres égaux, relie
les cellules aux familles. Mais cette théorie ne s’applique pas aux groupes de réflexions
complexes, la base de Kazhdan-Lusztig n’existant que dans le cas réel.
Un enjeu important de ces dernières années a donc été de développer un analogue
de la théorie de Kazhdan-Lusztig à la grande famille des groupes de réflexions com-
plexes. Les deux problèmes majeurs posés par cette recherche sont les suivants.
Question 1. Peut-on généraliser la partition en famille de la théorie de Kazhdan-
Lusztig pour W un groupe de réflexions complexe ?
Question 2. Si oui, peut-on construire un ordre sur cette partition qui serait relié à
l’ordre ≺LR dans le cas d’un groupe de Coxeter ?
Les familles de Rouquier, définies par M. Broué et S. Kim dans [BK02] apportent un
début de réponse à la question 1, tout comme les conjectures de Gordon-Martino et
de Martino, que nous exposerons plus tard. De plus, I. Gordon résout partiellement la
question 2 pour les groupes G (ℓ, 1, n) dans [Gor08], grâce aux algèbres de Cherednik.
Algèbres de Cherednik
L’algèbre de Cherednik Ht,h(W ) associée au groupe de réflexions complexe W et
aux paramètres t et h est une algèbre de réflexion symplectique pour Γ = W et
V = h × h∗. La théorie des représentations de ces algèbres est extrémement riche
et reliée à de nombreux domaines, outre les représentations des algèbres de Hecke,
comme par exemple :
• les algèbres de Schur (cf. [Rou08]),
• les opérateurs de Dunkl (cf. [EM]),
• les schémas de Hilbert et les liens avec les conjectures de Haiman,
• la recherche de déformations ou de désingularisations de la variété (h× h∗)/W .
Suivant les valeurs du paramètre t, les algèbres de Cherednik ont un comportement
très différent.
Pour t 6= 0, Ht,h(W ) a un centre trivial, elle admet des modules simples de dimen-
sion infinie et une catégorie de représentations, appelée catégorie O, construite sur le
modèle de la théorie des représentations des algèbres de Lie semi-simples complexes
(cf. [GGOR03]). Cette catégorie est dite "de plus haut poids", ce qui signifie qu’il existe
certains modules, appelés modules standards, paramétrés par IrrW et dont la descrip-
tion des facteurs de composition fait intervenir un ordre. Cet ordre est l’ordre de la
c-fonction, qui apparaît naturellement dans la théorie des représentations des algèbres
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de Schur ou des algèbres de Hecke associées aux groupes de réflexions complexes (cf.
[Rou08]).
Pour t = 0, cette algèbre a un centre non trivial et tous les modules simples de
H0,h(W ) sont de dimension finie. En quotientant H0,h(W ) par un idéal inclus dans son
centre, on obtient une algèbre de dimension finie, appelée algèbre de Cherednik res-
treinte et notée H0,h(W ). Les modules simples de cette algèbre étant aussi paramétrés
par IrrW (cf. [Gor03]), la décomposition en blocs de cette algèbre définit donc une
partition de IrrW , que l’on appelle partition de Calogero-Moser de W . Une conjecture
de Martino, vérifiée pour les groupes imprimitifs, décrit les blocs de cette partition
comme des unions de familles de Rouquier. De plus, à partir de l’algèbre de Cherednik
H0,h(W ), on peut définir la variété de Poisson SpecmZ (H0,h(W )), appelée espace de
Calogero-Moser, qui est une déformation de la variété singulière (h× h∗)/W . La géo-
métrie de cette variété et l’étude des représentations de l’algèbre H0,h(W ) sont donc
intimement liées : d’un côté, la géométrie particulièrement intéressante de la variété
singulière enrichit la théorie des représentations de l’algèbre et de l’autre, l’étude des
représentations de H0,h(W ) permet de trouver des désingularisations et des déforma-
tions de la variété quotient.
Il est donc naturel, dans le cas t = 0, de chercher des modèles (comme la c-
fonction pour t 6= 0) qui nous permettraient de comprendre les représentations de
H0,h(W ) et donc la partition de Calogero-Moser de W . C’est dans cet esprit que I.
Gordon, dans [Gor08], a relié les représentations de H0,h(G (ℓ, 1, n)) à la géométrie de
certaines variétés de carquois, introduites par H. Nakajima dans [Nak94]. Ces variétés,
qui sont des désingularisations de (h × h∗)/G (ℓ, 1, n), lui ont permis de construire,
grâce à la décomposition de Bialynicki-Birula, un ordre géométrique sur IrrG (ℓ, 1, n)
qu’il a relié à la c-fonction.
Liens entre les différents problèmes
Les algèbres de Cherednik apportent une réponse conjecturale à la question 1.
En effet, une conjecture de Gordon-Martino (cf. [GM09]) prédit que la partition de
Calogero-Moser coïncide avec la partition en familles de Lusztig pour les groupes de
Coxeter et elle est vérifiée pour les groupes de type An, Dn, I2(n) et Bn dans certains
cas. Les algèbres de Cherednik en t = 0 permettraient donc de généraliser la construc-
tion des familles de Lusztig à tous les groupes de réflexions complexes. La principale
difficulté dans le cas complexe reste la construction d’un "bon" ordre qui décrirait les
cellules, problème soulevé par la question 2. De nombreux travaux ont été effectués
dans ce sens, comme par exemple [Gor08] et [GI].
Les questions 1 et 2 sont donc étroitement liées au problème qui consiste à trouver
un modèle pour décrire les représentations de H0,h(W ). La question suivante, résolue
dans [Gor08] pour G (ℓ, 1, n) et pour certains paramètres, englobe tous ces problèmes,
ainsi que la recherche de désingularisations de (h× h∗)/W .
Question 3. Existe-t-il une variété complexeMh(W ) et un morphisme C∗-équivariant
π : Mh(W ) −→ (h× h∗)/W tels que :
• les C∗-points fixes de Mh(W ) décrivent la partition de Calogero-Moser de W ,
• l’ordre défini par la décomposition de Bialynicki-Birula sur Mh(W )C∗ soit relié
aux ordres desa et c-fonctions et à l’ordre ≺LR si W est un groupe de Coxeter ?
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En général, la variétéMh(W ) n’est pas lisse. Ce n’est donc pas une résolution symplec-
tique de (h× h∗)/W mais elle reste intéressante pour construire un ordre géométrique
sur la partition de Calogero-Moser de W . Enfin, on va chercher à relier cet ordre à la
a-fonction car elle intervient dans la définition des familles de Lusztig, à la c-fonction
car elle intervient dans le cas t 6= 0 puis à l’ordre ≺LR qui décrit les cellules et qui est
équivalent à l’ordre de dominance pour le type An.
Cette thèse se place dans ce contexte et a pour objectif de généraliser les travaux
de I. Gordon, en répondant à la question 3 pour tous les paramètres pour G (ℓ, 1, n)
puis pour G (ℓ, e, n) lorsque e ∤ n et en proposant un début de réponse pour le cas
e | n. Cette recherche va nous amener à créer des ponts entre des domaines très
différents des mathématiques, comme la théorie des représentations, la combinatoire
ou la géométrie des variétés de carquois.
Résumé des différents travaux de recherche
Dans le cas G (ℓ, 1, n), I. Gordon a répondu à la question 3 en construisant une
variété Mh(n) à partir de la variété des représentations du carquois cyclique à ℓ som-
mets. Puis en partitionnant l’espace des paramètres pour lesquels la variété est lisse en
alcôves, de la forme α(s,w ,±) avec s ∈ Zℓ0 et w ∈ Sℓ, il a décrit les C∗-points fixes
de cette variété par des partitions d’un entier : pour h ∈ α(s,w ,+),
(Mh(n))C∗ ↔ Pνs (N)
xh(λ) ↔ τs(w ·t λ),
où N = ℓn + |νs|.
Il a ensuite construit un homéomorphismeU(1)-équivariant entreMh(n) et l’espace
de Calogero-Moser SpecmZ (H0,h(G (ℓ, 1, n))). Cela lui a permis, grâce aux résultats
obtenus dans [Gor03, §5], de paramétrer la partition de Calogero-Moser de G (ℓ, 1, n)
par les C∗-points fixes de Mh(n). Il a donc obtenu deux descriptions de la partition
de Calogero-Moser de G (ℓ, 1, n) : une géométrique, grâce aux points fixes, et une
combinatoire, par les partitions τs(w ·t λ).
À partir de ces deux paramétrages, il a pu construire deux ordres sur les blocs
constituant la partition de Calogero-Moser de G (ℓ, 1, n) : un ordre géométrique ≺h
puis un ordre combinatoire ⊳h. Enfin, il a relié ces ordres et ceux des a et c-fonctions
de la manière suivante :
λ ≺h µ =⇒ λ ⊳hµ.
⇓
ah(λ) < ah(µ)
ch(λ) > ch(µ)
Une partie de cette thèse étend la construction de tous ces ordres à l’ensemble des
paramètres, en s’appuyant notamment sur la normalité de la variété Mh(n), pour h
se trouvant sur un mur d’une alcôve. Nous nous intéresserons de plus aux relations,
pour certains paramètres, entre l’ordre combinatoire et l’ordre de dominance sur les
partitions associées aux symboles des ℓ-multipartitions de n, ce qui permet de relier les
ordres ≺h et ⊳h, au moins conjecturalement, à l’ordre ≺LR (cf. [GI, rem 2.6 et th.
7.11]). Enfin, nous étendrons les liens existant entre ces ordres au cas non lisse.
Plus précisément, nous allons montrer les relations suivantes.
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• Pour h ∈ α(s,w ,−) :
λ ⊳hµ
(w ·m)i=
sℓ−1−i− iℓ⇐====⇒ κsm(µ)⊳ κsm(λ) r>0==⇒
{
am,r (λ) < am,r(µ)
cm,r (λ) > cm,r (µ).
• Pour h ∈ α(s,w ,+) :
λ ⊳hµ
(w ·m)i=
−si− iℓ⇐==⇒ κsm(λ)⊳ κsm(µ) r<0==⇒
{
am,r(λ) < am,r (µ)
cm,r(λ) > cm,r(µ).
• Pour h sur un mur et ℓ quelconque : B ≺h B ′ =⇒
{
ah(B) 6 ah(B
′)
ch(B) > ch(B
′).
• Pour h sur un mur et ℓ = 2 : B ≺h B ′ =⇒ B ⊳h B ′,
où B et B ′ sont des blocs de Calogero-Moser de G (ℓ, 1, n).
Afin d’étendre ces différentes constructions à G (ℓ, e, n), nous allons construire la
bonne variété lorsque e ne divise pas n. Cette variété, notée Mh(e, n), est le produit
fibré de Mh(n) par (h× h∗)/G (ℓ, e, n) au-dessus de (h× h∗)/G (ℓ, 1, n) pour un para-
mètre h se trouvant sur un mur. Ses points fixes décrivent bien la partition de G (ℓ, e, n)
parce que cette variété est définie à partir deMh(n) et que les partitions de G (ℓ, 1, n)
et de G (ℓ, e, n) sont reliées (cf. [Bel]), mais nous n’avons pas cherché à construire
dans ce cas un homéomorphisme avec l’espace de Calogero-Moser. Le travail effectué
pour G (ℓ, 1, n) nous permet alors d’étendre les définitions des ordres à G (ℓ, e, n) pour
e ∤ n et de les relier, au théorème 11.1.2.
Dans le cas où e divise n, nous proposons une variété Mh(G (ℓ, e, n)) en réponse à
la question 3. Cette variété est la normalisation de Mh(e, n) et nous étudions le cas
G (2, 2, 2) pour lequel elle permet de décrire géométriquement la partition de Calogero-
Moser du groupe.
Structure de la thèse
Cette thèse se décompose en quatre parties. La première nous permet d’intro-
duire les outils utiles pour les parties suivantes, en commençant au chapitre 1 par la
combinatoire des partitions et des multipartitions d’un entier qui paramètrent les re-
présentations des groupes imprimitifs. Le chapitre 2 présente la théorie des systèmes
de Clifford et généralise au cas abélien des résultats de M. Chlouveraki sur les orbites
de caractères et de blocs d’algèbres formant un système de Clifford (cf. théorème 2.1.7
et corollaire 2.1.16). Enfin, le dernier chapitre étudie la construction d’un ordre sur les
C∗-points fixes d’une variété quasi-projective normale, ainsi que sa compatibilité avec
certains morphismes.
La deuxième partie compare les algèbres de Cherednik associées à deux groupes de
réflexions complexes K ⊳W . Au chapitre 5, nous présentons la construction donnée
dans [Bel] de la sous-algèbre H˜0,h(K) de H0,h(W ), dont les blocs sont en bijection avec
ceux de l’algèbre restreinte en t = 0 associée à K . Puis nous montrons à la proposition
5.1.5 que rad(H0,h(W )) = H0,h(W ) ⊗
H˜0,h(K)
rad(H˜0,h(K)), ce qui nous permet de
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montrer au théorème 5.3.7 que le diagramme suivant est commutatif :
H˜0,h(K)-mod
Ind

C[K ]-mod
Ind

L˜K
hoo
H0,h(W )-mod
Res
OO
C[W ]-mod.
LW
h
oo
Res
OO
Nous sommes alors en mesure de généraliser la description, qui est faite dans le cas
cyclique dans [Bel], de la partition de Calogero-Moser de K en fonction de celle de W
au cas abélien (cf. théorème 6.1.4).
La troisième partie est consacrée à l’étude des différents objets associés aux groupes
G (ℓ, 1, n). Une formule de la A-fonction est obtenue au théorème 7.3.3, sur le modèle
de celle de laa-fonction donnée dans [GJ11]. Le chapitre 8 introduit les variétésMh(n),
étudie leurs C∗-points fixes d’après [Gor08] et montre, à la proposition 8.2.15, qu’elles
sont normales. Nous présentons au chapitre 9 les différentes descriptions de la partition
de Calogero-Moser de G (ℓ, 1, n) et définissons les ordres ≺h et ⊳h, introduits par I.
Gordon, pour un paramètre h tel que la variétéMh(n) est lisse. Nous allons étendre ces
définitions à tous les paramètres, en utilisant la normalité des variétésMh(n) puis nous
énoncerons les différents liens entre ces ordres démontrés dans [Gor08]. Nous montre-
rons ensuite, au théorème 9.3.3, que l’ordre combinatoire est équivalent à l’ordre de
dominance sur les partitions associées aux symboles pour certains paramètres, ce qui
nous permettra de montrer directement pour ces paramètres que l’ordre combinatoire
est moins fin que les ordres des a et c-fonctions. Enfin, nous généraliserons tous ces
liens au cas non lisse (cf. théorème 9.3.10 et proposition 9.4.7 pour le cas du type
Bn). Nous terminerons par l’étude du cas des groupes de type Bn, pour lesquels nous
relierons les blocs aux classes d’équivalences de l’ordre combinatoire au corollaire 9.4.5.
Cette généralisation au cas non lisse nous permet dans la dernière partie d’étendre
les constructions de ces ordres aux groupes G (ℓ, e, n). Nous commençons par don-
ner la description de la partition de Calogero-Moser de G (ℓ, e, n) issue de [Bel], puis
nous construisons la variété Mh(e, n) dont les C∗-points fixes décrivent les blocs de
H0,h(G (ℓ, e, n)), lorsque e ne divise pas n (cf. paragraphes 10.4 et 11.1). Dans ce cas,
nous définissons les ordres géométriques et combinatoires et nous les relions aux ordres
des a et c-fonctions au théorème 11.1.2. Pour le cas où e divise n, nous présentons
une variété qui pourrait être le bon candidat pour cette description : la normalisation
de Mh(e, n), puis nous montrons que, sous une certaine hypothèse qui est fortement
plausible, c’est le cas pour G (2, 2, 2) (cf. théorème 11.3.11), ce qui étaie notre hypo-
thèse.
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Notations : Dans tout le manuscrit, on notera :
• A-mod la catégorie des A-modules de type fini sur un anneau A et IrrA l’ensemble
des classes d’isomorphie des A-modules simples
• et pour deux anneaux A ⊂ B tels que B est un A-module de type fini,
ResBA : B-mod→ A-mod
le foncteur de restriction défini de manière naturelle par restriction de l’action
au sous-anneau et le foncteur d’induction :
IndBA : A-mod → B-mod
M 7→ B ⊗A M.
15
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Première partie
Préliminaires
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CHAPITRE 1
Combinatoire
L’étude des représentations des groupes de réflexions complexes nous amène na-
turellement à considérer des objets combinatoires, comme les partitions ou les multi-
partitions d’un entier qui paramètrent les caractères irréductibles de certains groupes
de réflexions complexes.
Ce chapitre consiste à introduire toutes ces notions combinatoires dont on aura
besoin par la suite, le lecteur pourra donc s’y référer au fur et à mesure de la lecture
des autres chapitres.
1.1 Partitions d’un entier
1.1.1 Définitions
Définition 1.1.1. Une partition d’un entier n est une suite d’entiers λ1 > λ2 > · · · >
λr > 0 telle que
r∑
i=1
λi = n. L’entier r est appelé la hauteur de λ, on le notera h(λ).
On écrit alors λ = (λ1, ... ,λr ) et |λ| =
r∑
i=1
λi .
L’ensemble des partitions de l’entier n est noté P(n).
Remarque 1.1.2. (i) Par convention, on considère que la partition vide est de hauteur
nulle.
(ii) On note 1n la partition (1, ... , 1) de n.
(iii) En général, on notera λk pour k quelconque, en considérant que si k > h(λ), alors
λk = 0.
On peut définir un ordre partiel sur l’ensemble P(n) en posant
λE µ ⇐⇒ ∀ i > 1,
i∑
j=1
λj 6
i∑
j=1
µj .
Et on note λ⊳ µ si λE µ et λ 6= µ.
Définition 1.1.3. On appelle cet ordre l’ordre de dominance sur les partitions d’un
même entier.
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Pour λ ∈ P(n), on pose n(λ) =
∑
16j<i6r
min{λi ,λj} =
r∑
i=1
(i − 1)λi et
n∗(λ) =
1
2
r∑
i=1
λi(λi − 1).
Remarque 1.1.4. Deux partitions distinctes peuvent avoir le même n(λ) comme λ =
(4, 2, 1, 1) et µ = (3, 3, 2) ∈ P(8) qui vérifient n(λ) = n(µ) = 7. Ce n’est pas le cas si
les partitions sont comparables avec l’ordre de dominance, comme le montre le résultat
suivant.
Proposition 1.1.5. Soient λ et µ ∈ P(n). Si λ E µ alors n(λ) > n(µ) avec égalité si
et seulement si λ = µ.
Démonstration. On a les égalités suivantes :
n(λ) =
r∑
i=1
(i − 1)λi
=
r∑
j=1
r∑
i=j+1
λi
= rn −
r∑
j=1
j∑
i=1
λi
qui entraînent la proposition.
Définition 1.1.6. À une partition λ de n donnée, on associe un diagramme de Young,
défini par
[λ] := {(a, b), 1 6 a 6 h(λ) et 1 6 b 6 λa} ⊂ Z>1 × Z>1.
Les éléments de [λ] sont appelés des boîtes et le contenu d’une boîte γ = (a, b) est
par définition
cont(γ) = b − a.
On peut visualiser le diagramme de Young [λ] par une succession de boîtes arrangées
en lignes justifiées à gauche, avec λ1 boîtes dans la première ligne, ... , λr boîtes dans
la dernière ligne et faire apparaître les contenus dans les boîtes du diagramme, comme
dans l’exemple suivant.
Exemple 1.1.7. Le diagramme de Young associé à la partition (6, 3, 1) ∈ P(10) est
0 1 2 3 4 5
1¯ 0 1
2¯
où, pour a ∈ N∗, a¯ := −a.
Définition 1.1.8. À une partition λ donnée, on associe la partition transposée tλ qui
a pour diagramme de Young le transposé de celui de λ. Plus précisément, on peut
définir tλ par (tλ)j = card{1 6 i 6 r , λi > j}.
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Exemple 1.1.9. t(6, 3, 1) = (3, 2, 2, 1, 1, 1)
L’application transposée est compatible avec l’ordre de dominance ainsi qu’avec les
fonctions n et n∗ dans le sens où elle vérifie :
λ⊳ µ ⇐⇒ tλ⊲t µ
ainsi que le résultat suivant :
Lemme 1.1.10. n∗(λ) = n(tλ).
Preuve. On a les égalités suivantes :
n∗(λ) =
r∑
j=1
λj−1∑
i=1
i
= 1× card{1 6 j 6 r , λj − 1 > 1}+ 2× card{1 6 j 6 r , λj − 1 > 2}
+3× card{1 6 j 6 r , λj − 1 > 3}+ · · ·
+(λ1 − 1)× card{1 6 j 6 r , λj − 1 > λ1 − 1}
= 1× card{1 6 j 6 r , λj > 2}+ 2× card{1 6 j 6 r , λj > 3}
+3× card{1 6 j 6 r , λj > 4}+ · · ·
+(λ1 − 1)× card{1 6 j 6 r , λj > λ1}
=
λ1∑
i=1
(i − 1)(tλ)i
= n(tλ)
d’où le résultat.
Par la suite, on aura besoin d’un résultat élémentaire sur une partition et sa transposée
que l’on va démontrer maintenant.
Lemme 1.1.11. Soit λ une partition alors pour tous j > 1 et k > 1, on a
(tλ)j 6= j − λk + k − 1.
Preuve. Par définition, (tλ)j = s > 0 si et seulement si
• ∀ 1 6 k 6 s, λk > j
• ∀ k > s + 1, λk 6 j − 1.
Donc pour tout 1 6 k 6 s, j−λk+k−1 6 j− j+s−1 = s−1 et pour tout k > s+1,
j −λk + k − 1 > j − (j − 1)+ s +1− 1 = s +1. Dans tous les cas, j −λk + k − 1 6= s.
1.1.2 ℓ-abaque d’une partition
Définition 1.1.12. Pour une partition λ et un entier relatif s, on définit la suite infinie
strictement décroissante βs(λ) = (λ1 + s,λ2 + s − 1, ... ,λj + s − j + 1, ... ) et on
l’appelle le β-nombre de λ.
Remarque 1.1.13. (i) Comme cette suite se stabilise en la suite (s − j + 1)j à partir
de j = h(λ) + 1, il est facile de retrouver s et λ à partir de βs(λ).
(ii) Par construction, on a clairement λEµ ⇐⇒ ∀ i > 1,
i∑
j=1
(βs(λ))j 6
i∑
j=1
(βs(µ))j .
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Soit ℓ ∈ N∗, le β-nombre β0(λ) = {λ1,λ2 − 1, · · · ,λj − j + 1, ...} peut être décrit
de manière unique par des perles sur un abaque A(λ) qui a ℓ colonnes, numérotées de
gauche à droite par i = 0, ... , ℓ− 1 (cf. par exemple [Lei99]).
Les différentes positions des perles sur l’abaque sont numérotées par des entiers,
la colonne numéro i comportant tous les entiers congrus à −i modulo ℓ, dans l’ordre
croissant de haut en bas. Si l’on numérote les lignes par des entiers relatifs dans l’ordre
croissant de haut en bas, la ligne contenant 0 étant numérotée par j = 0, alors la perle
(i , j), qui est située sur la colonne numéro i et sur la ligne numéro j, est étiquetée par
l’entier −i + ℓj.
Exemple 1.1.14. La figure suivante représente le 3-abaque de la partition (5, 4, 1, 1)
puisque β0((5, 4, 1, 1)) = (5, 3,−1,−2,−4,−5,−6, ... ).
   
   
-10 -11-9
-6 -7 -8
-3 -4 -5
0 -1 -2
3 2 1
6 5 4
789
12 11 10
On appelle trous les positions inoccupées de l’abaque qui sont étiquetées par des en-
tiers négatifs et particules les perles occupées et étiquetées par des entiers strictement
positifs. Par exemple, l’abaque précédent a deux trous : 0 et −3 et deux particules : 3
et 5. Dans l’abaque d’une partition, il y a toujours autant de trous que de particules
(cf. [Lei99]).
Si l’on considère la partition transposée de λ, on peut chercher à comparer les
abaques de λ et de tλ.
Définition 1.1.15. À partir d’un abaque A donné, on construit un autre abaque A′ qui
vérifie : la position (i , j) de A′ est occupée si et seulement si la position (ℓ−1−i ,−j+1)
de A n’est pas occupée.
On appelle cet abaque l’abaque antisymétrique de A.
Remarque 1.1.16. Passer de la position (i , j) étiquetée par l’entier −i+ℓj à la position
(ℓ−1− i ,−j+1) étiquetée par 1+ i− ℓj revient à appliquer la symétrie par rapport au
"centre" de l’abaque, qui est le point situé au milieu de la ligne de l’abaque séparant
les entiers négatifs des entiers strictement positifs.
Exemple 1.1.17. Le centre d’un 3-abaque est représenté par le point rouge dans la
figure ci-dessous.
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-10 -11-9
-6 -7 -8
-3 -4 -5
0 -1
•
-2
3 2 1
6 5 4
789
12 11 10
Proposition 1.1.18. L’abaque antisymétrique de A(λ) est A(tλ).
Démonstration. Notons r = h(λ) = (tλ)1.
La position (i0, j0) de A(tλ) est occupée si et seulement s’il existe j tel que
−i0 + ℓj0 = (tλ)j − j + 1.
De même, la position (ℓ − 1 − i0,−j0 + 1) de A(λ) est occupée si et seulement s’il
existe k tel que
1 + i0 − ℓj0 = λk − k + 1.
Ainsi, si les deux positions étaient occupées simultanément dans les deux abaques, on
aurait
(tλ)j = j − λk + k − 1,
ce qui contredit le lemme 1.1.11.
Donc si la position (i0, j0) de A(tλ) est occupée alors la position symétrique est inoccu-
pée dans A(λ) et si la position (i0, j0) de A(λ) est occupée alors la position symétrique
est inoccupée dans A(tλ).
Il faut maintenant montrer que si la position (i0, j0) de A(tλ) est inoccupée alors la
position symétrique est occupée dans A(λ).
• Toutes les positions (i0, j0) telles que −i0 + ℓj0 6 −λ1 = −h(tλ) sont occupées
dans A(tλ).
• Concernant les positions (i0, j0) telles que −i0 + ℓj0 > r : elles sont toutes
inoccupées dans A(tλ) et alors 1+ i0 − ℓj0 6 −r donc les positions symétriques
sont toutes occupées dans A(λ).
• Étudions maintenant les boîtes (i0, j0) telles que
−λ1 + 1 6 −i0 + ℓj0 6 r ⇐⇒ −r + 1 6 1 + i0 − ℓj0 6 λ1.
Parmi ces r + λ1 boîtes, il y a λ1 boîtes occupées dans A(tλ) (celles qui ont
pour étiquettes (tλ)k − k + 1, 1 6 k 6 λ1) et, de même, parmi les r + λ1
boîtes symétriques, il y a r boîtes occupées dans A(λ). Donc les seules boîtes
inoccupées de A(tλ) sont les symétriques des boîtes occupées dans A(λ).
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Exemple 1.1.19. La partition transposée de (5, 4, 1, 1), dont l’abaque est représenté
à l’exemple 1.1.14 est (4, 2, 2, 2, 1). Le β-nombre associé est β0((4, 2, 2, 2, 1)) =
(4, 1, 0,−1,−3,−5,−6,−7,−8, ... ), la partition transposée a donc pour abaque :
   
   
-10 -11-9
-6 -7 -8
-3 -4 -5
0 -1
•
-2
3 2 1
6 5 4
789
12 11 10
Construisons l’abaque antisymétrique de cet abaque : il aura deux particules : en 5 (qui
est le symétrique de −4 par rapport au point rouge) et en 3 (le symétrique de −2)
ainsi que deux trous : en 0 (le symétrique de 1) et en −3 (le symétrique de 4). On
retrouve l’abaque de (5, 4, 1, 1) donné à l’exemple 1.1.14.
1.1.3 ℓ-cœurs
Définition 1.1.20. Une boîte (a, b) du diagramme de Young [λ] d’une partition λ est
dite à la frontière de [λ] si (a, b + 1), (a + 1, b) ou (a + 1, b + 1) n’est pas une boîte
de [λ].
Exemple 1.1.21. La frontière de [(6, 3, 2, 1)] est représentée par des points sur le
diagramme suivant :
· · · ·
· ·
· ·
·
Définition 1.1.22. Un ℓ-crochet frontière d’une partition λ est une suite de ℓ boîtes
consécutives se trouvant sur la frontière de [λ] qui sont telles que, si l’on enlève ces
boîtes du diagramme de Young [λ], on a toujours un diagramme de Young d’une
partition, appelée prédécesseure de λ .
Exemple 1.1.23. La partition (6, 3, 2, 1) a trois 3-crochets frontières, représentés par
des étoiles sur les diagrammes suivants :
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⋆ ⋆ ⋆
⋆ ⋆
⋆ ⋆ ⋆
⋆
Définition 1.1.24. Une partition qui n’a pas de ℓ-crochet frontière est appelé un ℓ-
cœur.
Si λ n’est pas un ℓ-cœur alors on peut enlever un ℓ-crochet frontière au diagramme de
Young [λ] pour obtenir une partition µ, prédécesseure de λ. On dit dans ce cas que l’on
obtient µ à partir de λ en lui enlevant un ℓ-crochet frontière. On recommence cette
opération sur µ et ainsi de suite jusqu’à obtenir le ℓ-cœur associé à λ. Le diagramme
de Young d’un ℓ-cœur est tel qu’on ne peut pas lui enlever de ℓ-crochet frontière et
obtenir encore un diagramme de Young.
Exemple 1.1.25. Le ℓ-cœur associé à la partition (6, 3, 2, 1) est la partition vide.
L’abaque associé à un ℓ-cœur est tel que dans chaque colonne, il n’y a pas de vide
entre deux perles. On obtient le ℓ-cœur associé à une partition en repoussant vers le
haut toutes les billes de l’abaque de cette partition (cf [Lei99]). De plus, sachant qu’il y
autant de trous que de particules dans l’abaque d’une partition, si, pour 0 6 i 6 ℓ− 1,
on note
si =
{
nombre de particules de la colonne numéro i si elle en contient
−nombre de trous sinon,
alors on obtient un élément s ∈ Zℓ0 = {(s0, ... , sℓ−1),
ℓ−1∑
i=0
si = 0}.
Réciproquement, à partir d’un élément de Zℓ0, on peut construire un ℓ-cœur par le
procédé inverse. On a donc une bijection entre Zℓ0 et l’ensemble des ℓ-cœurs, que l’on
notera s 7→ νs.
Exemple 1.1.26. L’abaque associé à s = (2,−3, 1) a deux particules dans la colonne
numéro 0, trois trous dans la colonne numéro 1 et une particule dans la colonne numéro
2. On obtient donc l’abaque suivant :
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-10 -11-9
-6 -7 -8
-3 -4 -5
0 -1 -2
3 2 1
6 5 4
789
12 11 10
et la partition associée a pour β-nombre β0(νs) = (6, 3, 1, 0,−2,−3,−5,−6,−8,−9,
−10, ... ) et donc νs = (6, 4, 3, 3, 2, 2, 1, 1). C’est bien un 3-cœur car son diagramme
de Young est de la forme
et l’on voit bien que l’on ne peut pas lui enlever de 3-crochets frontières, qui sont de
la forme
et retomber sur un diagramme de Young.
1.2 Multipartitions d’un entier
Nous verrons par la suite (cf. théorème 7.1.3) que les partitions d’un entier per-
mettent de décrire combinatoirement les caractères irréductibles du groupe symétrique.
Pour décrire de la même manière IrrG (ℓ, 1, n), où G (ℓ, 1, n) = (µℓ)
n⋊Sn, on va utiliser
les ℓ-multipartitions de n.
Nous allons introduire cette notion dans ce paragraphe et définir deux partitions
associées à une multipartition λ : κsm(λ) et τs(λ) qui nous seront utiles pour décrire
les blocs de G (ℓ, 1, n).
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Définition 1.2.1. Une ℓ-multipartition de n est un ℓ-uplet de partitions
λ = (λ1, ... ,λℓ) qui vérifie
ℓ∑
r=1
|λr | = n.
On note P(ℓ, n) l’ensemble des ℓ-multipartitions de l’entier n.
Pour λ = (λ1, ... ,λℓ) ∈ P(ℓ, n) et pour 1 6 i 6 ℓ on pose hi = h(λi). La hauteur
de λ est alors le nombre hλ = max{hi , 1 6 i 6 ℓ}.
1.2.1 Contenu d’une multipartition
À une multipartition λ = (λ1, ... ,λℓ), on peut aussi associer un diagramme de
Young [λ] qui est constitué des ℓ diagrammes de Young des partitions constituant λ.
Chaque boîte γ de [λ] est décrite par un triplet (a, b, c) où 1 6 c 6 ℓ est la composante
où se trouve γ, 1 6 a 6 hc le numéro de la ligne et 1 6 b 6 λca le numéro de la colonne.
Définition 1.2.2. Pour λ ∈ P(ℓ, n), γ ∈ [λ] et m = (m0, ... ,mℓ−1) ∈ Qℓ, on définit
le m-contenu de γ = (a, b, c) par contm(γ) = b − a +mc−1 et on l’écrit à l’intérieur
de la boîte.
Exemple 1.2.3. Pour λ = ((2, 1), (1), (3)) et m = (0, 1, 3), on obtient
[λ] =
 0 11¯ , 1 , 3 4 5

Lemme 1.2.4. En gardant les notations ci-dessus, on a :
∑
γ∈[λ]
contm(γ) =
ℓ∑
c=1
(|λc |mc−1 + n(tλc)− n(λc)).
Preuve. Pour c fixé,
hc∑
a=1
λca∑
b=1
b =
hc∑
a=1
λca(λ
c
a + 1)
2
= n∗(λc) + |λc | = n(tλc) + |λc | d’après
le lemme 1.1.10 et
hc∑
a=1
λca∑
b=1
a = n(λc)+ |λc |, enfin card{(a, b), 1 6 a 6 hc et 1 6 b 6
λca} = |λc |. On conclut par définition du contenu.
1.2.2 Résidus
Soit x une indéterminée. On définit le résidu d’une partition λ par l’élément de
Z[x±1] :
Resλ(x) =
∑
(a,b)∈[λ]
xcont(a,b).
Pour une multipartition λ = (λ1, ... ,λℓ) et un ℓ-uplet d’entiers r = (r0, ... , rℓ−1),
on définit le r-résidu translaté de λ par
Resrλ(x) =
ℓ−1∑
i=0
x ri Resλi+1(x) =
∑
γ∈[λ]
xcontr(γ).
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1.2.3 Symboles associés à une multipartition et partitions κsm(λ)
On va maintenant définir des objets combinatoires associés aux multipartitions :
les symboles.
Définition 1.2.5. Soient λ = (λ1, ... ,λℓ) ∈ P(ℓ, n) et h > hλ un entier, le symbole
ordinaire de taille h de λ est défini par
B =
 B
0
...
Bℓ−1

où B i = (B i1, ... ,B
i
h) avec B
i
j = λ
i+1
j − j + h.
Soit m = (m0, ... ,mℓ−1) ∈ Qℓ. On note ρ = [max(m0, ... ,mℓ−1)] où [·] consiste à
prendre la partie entière et pour 0 6 i 6 ℓ− 1, on pose hc i = hi+1 −mi et on définit
hcλ := max{hc i , 0 6 i 6 ℓ− 1}.
Définition 1.2.6. Soient λ ∈ P(ℓ, n) et s un entier supérieur ou égal à hcλ + 1. Le
m-symbole ordinaire de taille s de λ est défini par
B˜ =
 B˜
0
...
B˜ℓ−1

où B˜ i = (B˜ iρ+s , ... , B˜
i
1) avec B˜
i
j = λ
i+1
j − j +mi + ρ+ s.
Définition 1.2.7. On définit le m-symbole décalé de taille s de λ par
Bsm(λ) =
 B
0
...
Bℓ−1

avec Bi = β i(s−hc i ) pour 0 6 i 6 ℓ−1, où β i = (λi+1
hi+1
, ... ,λi+1j − j+hi+1, ... ,λi+11 −
1 + hi+1) et pour β = (β1, ... ,βk) et t > 0,
β(t) :=
{
(β1, ... ,βk) si 0 6 t < 1
(t − [t], t − [t] + 1, ... , t − 1,β1 + t, ... ,βk + t) si t > 1.
La suite Bi est donc de taille s + [mi ].
Exemple 1.2.8. Pour ℓ = 2, n = 5 et s = 4, les multipartitions λ = (∅; (3, 2)) et
µ = ((2, 2, 1); ∅) ont pour symboles décalés :
Bs
( 1
2
,0)
(λ) =
(
1
2
3
2
5
2
7
2
0 1 4 6
)
Bs
( 1
2
,0)
(µ) =
(
1
2
5
2
9
2
11
2
0 1 2 3
)
Bs(1,0)(λ) =
(
0 1 2 3 4
0 1 4 6
)
Bs(1,0)(µ) =
(
0 1 3 5 6
0 1 2 3
)
Remarque 1.2.9. Dans [GJ11, §5.5], l’entier s est choisi tel que s > hcλ. Dans le cas
où
max(hc0, ... , hcℓ−1) 6 s < max(hc0, ... , hcℓ−1) + 1,
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il existe des i tels que 0 6 s − hc i < 1, alors la ligne correspondante du symbole ne
sera pas translatée (cf. définition de β(t)). Mais l’écriture du symbole est plus claire si
toutes les lignes sont translatées. C’est pourquoi on prendra toujours s > hcλ + 1 et
si plusieurs multipartitions rentrent en jeu, on prendra un s qui vérifie cette inégalité
pour toutes les multipartitions que l’on considère.
On peut relier les différents symboles d’une multipartition de la manière suivante :
• le m-symbole de taille s et le symbole ordinaire de taille h = ρ+ s sont reliés par
la formule : B˜ j = (B jρ+s +m
j , ... ,B
j
1 +m
j).
• le m-symbole et le m-symbole décalé de taille s sont reliés par
B˜ j = (mj ,mj + 1, ... ,mj + ρ− [mj ]− 1,Bj
[mj ]+s
+ ρ, ... ,Bj1 + ρ).
Définition 1.2.10. On définit le contenu m-chargé d’une multipartition λ par le mul-
tiensemble
cont(Bsm(λ)) = B
0 ∪ · · · ∪Bℓ−1
où s est un entier tel que s > hcλ+1.
Notons κsm(λ) = (κ1 > κ2 > · · · > κt) la partition constituée des éléments de
Bsm(λ), le m-symbole décalé de taille s de la multipartition λ. Ici t = ℓs +
ℓ−1∑
i=0
[mi ].
Lemme 1.2.11. La somme
t∑
i=1
κi ne dépend pas de λ mais seulement des paramètres
ℓ, n, s et m. Plus précisément, on a :
t∑
i=1
κi = n +
ℓs(s − 1)
2
+
ℓ−1∑
i=0
(
smi +mi [mi ]− [m
i ]([mi ] + 1)
2
)
.
Preuve.
t∑
i=1
κi =
ℓ−1∑
i=0
[s−hc i ]∑
j=1
(s − hc i − j) +
hi+1∑
j=1
(λi+1j − j + hi+1 + s − hc i)

=
ℓ−1∑
i=0
(
[s − hc i ](s − hc i )− [s − hc
i ]([(s − hc i ] + 1)
2
+ |λi+1|
−h
i+1(hi+1 + 1)
2
+ hi+1(s +mi)
)
= n +
ℓ−1∑
i=0
(
(s − hi+1 + [mi ])(s − hi+1 +mi)
−(s − h
i+1 + [mi ])(s − hi+1 + [mi ] + 1)
2
− h
i+1(hi+1 + 1)
2
+hi+1(s +mi)
)
= n +
ℓs(s − 1)
2
+
ℓ−1∑
i=0
(
smi +mi [mi ]− [m
i ]([mi ] + 1)
2
)
Remarque 1.2.12. Si les mi ne sont pas tous entiers, alors les κi ne sont pas des
entiers. On utilisera encore le terme "partition" même si les éléments des κsm(λ) ne
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sont pas tous entiers et on étendra la définition de l’ordre de dominance (cf. définition
1.1.3) sur les partitions au cas rationnel de façon évidente. De plus, cet ordre est
invariant par translation sur les mi : soit p ∈ Q, on notem+p = (m0+p, ... ,mℓ−1+p),
soient alors λ et µ deux multipartitions et s > max{hcλ, hcµ, hcλ − p, hcµ − p} + 1,
on a :
κsm(λ)⊳ κ
s
m(µ) ⇐⇒ κsm+p(λ)⊳ κsm+p(µ).
En effet, à la ligne i de Bsm(λ) et de B
s
m(µ), on va rajouter les mêmes [m
i + p]− [mi ]
termes puis on va ajouter p à tous les termes suivants de Bsm(λ) et de B
s
m(µ). Pour
les partitions, cela revient à ajouter p à toutes les parts de κsm(λ) et de κ
s
m(µ) puis à
rajouter ensuite les mêmes élements, au même endroit. Cela ne va donc pas changer
l’ordre de dominance. De la même manière, on voit que cet ordre est indépendant de
l’entier s choisi.
Exemple 1.2.13. Pour les notations de l’exemple 1.2.8, on a :
κs
( 1
2
,0)
(λ) = (6 ; 4 ; 3, 5 ; 2, 5 ; 1, 5 ; 1 ; 0, 5 ; 0)
κs
( 1
2
,0)
(µ) = (5, 5 ; 4, 5 ; 3 ; 2, 5 ; 2 ; 1 ; 0, 5 ; 0)
qui sont des partitions de l’entier 19 = 5 + 2×4×32 + 4× 12 et
κs(1,0)(λ) = (6 ; 4 ; 4 ; 3 ; 2 ; 1 ; 1 ; 0 ; 0)
κs(1,0)(µ) = (6 ; 5 ; 3 ; 3 ; 2 ; 1 ; 1 ; 0 ; 0)
qui sont des partitions de 21.
Le groupe Sℓ agit naturellement sur P(ℓ, n) de la manière suivante : pour w ∈ Sℓ
et λ = (λ1, ... ,λℓ) ∈ P(ℓ, n),
w ·λ = (λw−1(1), ... ,λw−1(ℓ)).
Il agit de la même manière sur Qℓ en permutant les mi .
Lemme 1.2.14. Avec les notations précédentes, si w ∈ Sℓ alors κsw ·m(w ·λ) = κsm(λ).
Démonstration. Par définition, la ligne numéro i du symbole Bsw ·m(w ·λ) va corres-
pondre à la ligne numéro w−1(i) de Bsm(λ), les partitions consistant à remettre dans
l’ordre les éléments de ces deux symboles sont donc égales.
1.2.4 Partitions τs(λ)
On vient de définir une partition κsm(λ) à partir d’une multipartition λ. On va main-
tenant construire une autre partition τs(λ) et tenter de comparer l’ordre de dominance
de ces deux partitions.
Soient λ = (λ1, ... ,λℓ) une ℓ-multipartition et s = (s0, ... , sℓ−1) ∈ Zℓ0 un ℓ-uplet
d’entiers, qui est tel que
ℓ−1∑
i=0
si = 0. Pour 1 6 i 6 ℓ, on note Ti la suite décroissante
infinie :
Ti := {(ℓ(x − 1) + i , x ∈ βsi−1(λi)}
où le β-nombre βsi−1(λ
i) a été défini en 1.1.12.
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Définition 1.2.15. La partition τs(λ) est définie comme l’unique partition ρ telle que
le β-nombre β0(ρ) consiste à réordonner l’ensemble T =
ℓ⋃
i=1
Ti .
D’après la remarque 1.1.13, ce procédé donne lieu à une bijection
τ :
 Z
ℓ
0 ×
⊔
M>0
P(ℓ,M) →
⊔
N>0
P(N)
(s,λ) 7→ τs(λ)
Exemple 1.2.16. τ(1,−1)((2, 2, 1); ∅) = (5, 4, 1, 1) car β1((2, 2, 1)) = (3, 2, 0,−2,−3,
−4, ... ) et β−1(∅) = (−1,−2,−3,−4, ... ) donc
T1 = {2(3− 1) + 1, 2(2− 1) + 1, 2(0− 1) + 1, 2(−2− 1) + 1, 2(−3− 1) + 1, ...}
= {5, 3,−1,−5,−7,−9, ...}
T2 = {2(−1− 1) + 2, 2(−2− 1) + 2, 2(−3− 1) + 2, ...}
= {−2,−4,−6,−8, ...}
et β0(τ(1,−1)((2, 2, 1); ∅)) = (5, 3,−1,−2,−4,−5,−6,−7,−8, ... ).
Remarque 1.2.17. On peut étendre de façon triviale la définition de τs(λ) au cas où
les si sont des rationnels tels que, pour tout 0 6 i 6 ℓ− 1, ℓsi ∈ Z.
On a vu au paragraphe 1.1.3, qu’à un ℓ-uplet s ∈ Zℓ0, on pouvait associer un ℓ-cœur
que l’on notera νs. De plus, le premier point de [Gor08, 7.10] affirme le résultat suivant.
Proposition 1.2.18 ([JK81], lem. 2.7.13, th. 2.7.30). Soient s ∈ Zℓ0, νs le ℓ-cœur
associé à s et N = ℓn + |νs|, alors τs : λ ∈ P(ℓ, n) 7→ τs(λ) décrit une bijection de
P(ℓ, n) sur Pνs(N) qui est l’ensemble des partitions de l’entier N qui ont pour ℓ-cœur
νs.
Étudions maintenant certaines propriétés de ces partitions, dont nous aurons besoin
par la suite. Au lemme 1.2.14, on a défini une action naturelle de Sℓ sur P(ℓ, n) et
on aimerait avoir un résultat similaire à celui du lemme 1.2.14 mais sur les partitions
τs(λ). Ce n’est pas le cas pour l’action de Sℓ sur Zℓ0 qui consiste à permuter les si .
On va donc poser, pour w ∈ Sℓ et s ∈ Zℓ0,
w · s = (s ′0, ... , s ′ℓ−1) où, ∀ 1 6 i 6 ℓ, s ′i−1 = sw−1(i)−1 +
w−1(i)− i
ℓ
.
Cette définition, qui consiste en un changement de repère affine car s ′i−1 +
i
ℓ =
sw−1(i)−1+
w−1(i)
ℓ , peut paraître mystérieuse à ce stade de notre présentation, pourtant,
nous verrons par la suite qu’elle est tout à fait naturelle dans le cadre des algèbres de
Cherednik (cf remarque 8.3.6).
Proposition 1.2.19. Si λ ∈ P(ℓ, n), s ∈ Zℓ0 et w ∈ Sℓ, alors τw ·s(w ·λ) = τs(λ), avec
w · s = (s ′0, ... , s ′ℓ−1) où, ∀ 1 6 i 6 ℓ, s ′i−1 = sw−1(i)−1 + w
−1(i)−i
ℓ .
Remarque 1.2.20. Défini ainsi, le ℓ-uplet (s ′0, ... , s
′
ℓ−1) n’est pas forcément un ℓ-uplet
d’entiers, mais comme
ℓ−1∑
i=0
s ′i = 0 et que pour tout i , ℓs ′i ∈ Z, la partition τw ·s(w ·λ)
est bien définie d’après la remarque 1.2.17.
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Démonstration. L’ensemble Ti associé à s et λ qui apparaît dans la définition de τs(λ)
et que l’on peut noter T si (λ) peut s’écrire
T si (λ) = {ℓ(λij + si−1 − j) + i , j > 1}.
On a alors
T w ·si (w ·λ) = {ℓ(λw
−1(i)
j + sw−1(i)−1 +
w−1(i)−i
ℓ − j) + i , j > 1}
= {ℓ(λw−1(i)j + sw−1(i)−1 − j) + w−1(i), j > 1}
= T s
w−1(i)(λ).
Enfin, pour terminer la présentation des partitions τs(λ), on peut se demander s’il y
a un lien entre τs(tλ) et λ, c’est l’objet du résultat suivant, qui est énoncé par exemple
dans la démonstration du corollaire 9.5 de [Gor08] mais sans preuve. Nous allons donc
en proposer une, qui est basée sur la notion d’abaque antisymétrique que nous avons
introduite au paragraphe 1.1.2.
Proposition 1.2.21. Pour λ ∈ P(ℓ, n) et s ∈ Zℓ0, on note s¯ = (−sℓ−1, ... ,−s0) et
λ = (tλℓ, ... ,t λ1). On a alors
τs¯(λ) =
t (τs(λ)).
Démonstration. D’après la proposition 1.1.18, il suffit de montrer que l’abaque cor-
respondant à la partition τs¯(λ) est l’abaque antisymétrique (cf. définition 1.1.15) de
celui correspondant à τs(λ).
On va donc supposer que l’on a une perle en position (i0, j0) dans l’abaque de τs(λ) et
montrer qu’alors la position (ℓ− 1− i0,−j0 + 1) de celui de τs¯(λ) est inoccupée.
S’il existe i ∈ {1, ... , ℓ} et j > 1 tels que
−i0 + ℓj0 = ℓ(λij + si−1 − j) + i
alors pour des raisons de congruence modulo ℓ, on a i = ℓ− i0 et l’égalité −i0 + ℓj0 =
ℓ(λℓ−i0j + sℓ−i0−1 − j) + ℓ− i0 entraîne
λℓ−i0j − j + 1 = j0 − sℓ−1−i0 .
Et si la position (ℓ−1−i0,−j0+1) deA(τs¯(λ)) était occupée, il existerait m ∈ {1, ... , ℓ}
et k > 1 tels que
1 + i0 − ℓj0 = ℓ((λm)k + s¯m−1 − k) +m.
Mais alors m = 1 + i0, λ
m
=t λℓ−i0 , s¯m−1 = −sℓ−1−i0 et
(tλℓ−i0)k − k = −j0 + sℓ−1−i0 .
On obtiendrait λℓ−i0j − j + 1 = −(tλℓ−i0)k + k, ce qui contredirait le lemme 1.1.11.
On a donc montré que si la position (i0, j0) de A(τs(λ)) est occupée alors il n’y a pas
de perle sur la position symétrique de l’abaque de τs¯(λ).
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Montrons maintenant que si la position (i0, j0) de A(τs(λ)) est inoccupée alors la
position symétrique de l’abaque de τs¯(λ) est occupée. Notons
M := max{ℓ(λ i1 + s¯i−1 − 1) + i , 1 6 i 6 ℓ},
i1 l’entier i pour lequel ce maximum est atteint, ainsi que
M := max{ℓ(λi1 + si−1 − 1) + i , 1 6 i 6 ℓ}
et i2 l’entier i pour lequel M est atteint. Par symétrie, on a alors :
ℓ(λℓ−i2+1
h(λ¯ℓ−i2+1)+s¯ℓ−i2−h(λ¯
ℓ−i2+1))+ℓ−i2+1 = min{ℓ(λ ih(λ¯i )+s¯i−1−h(λ¯i))+i , 1 6 i 6 ℓ},
ℓ(λℓ−i1+1
h(λℓ−i1+1)+sℓ−i1−h(λ
ℓ−i1+1))+ℓ−i1+1 = min{ℓ(λih(λi )+si−1−h(λi))+i , 1 6 i 6 ℓ}.
Et donc toutes les boîtes d’étiquette inférieure ou égale à m := ℓ(s¯ℓ−i2 − h(λ¯ℓ−i2+1)−
1) + ℓ − i2 + 1 sont occupées dans A(τs¯(λ)), ainsi que les ℓ − 1 boîtes précédentes
(d’étiquette comprise entre m + 1 et m + ℓ− 1), qui seront occupées chacune par un
élément de As¯i (λ), pour 1 6 i 6 ℓ, i 6= i2.
Considérons alors une boîte (i0, j0) de A(τs(λ)).
• Si −i0+ ℓj0 > M +1, alors la boîte est inoccupée. Mais la boîte symétrique dans
A(τs¯(λ)) a pour étiquette 1+ i0− ℓj0 6 −M = m+ ℓ− 1, elle est donc occupée
d’après ce que l’on vient de voir.
• Si −i0 + ℓj0 = M ou si −i0 + ℓj0 6 m, avec m := ℓ(sℓ−i1 − h(λℓ−i1+1)− 1)+ ℓ−
i1 + 1 = −M − ℓ− 1, alors la boîte est occupée.
• Il reste donc à traiter le cas des boîtes dont l’étiquette vérifie m+1 6 −i0+ℓj0 6
M−1, qui sont au nombre de M−m−1 = M−m−1 boîtes et on conclut de la
même manière que dans la démonstration de la proposition 1.1.18, en utilisant
le fait que les applications s 7→ s¯ et λ 7→ λ sont involutives.
Exemple 1.2.22. À l’exemple 1.2.16, on a calculé τs(µ) pour s = (1,−1) et µ =
((2, 2, 1); ∅). Calculons τs¯(µ) pour comparer. On a s¯ = s et µ = (∅; (3, 2)), T s¯0 (µ) =
{1,−1,−3,−5, ...}, T s¯1 (µ) = {4, 0,−6,−8, ...}. Donc β0(τs¯(µ)) = (4, 1, 0,−1,−3,
−5,−6,−7,−8, ... ) et on a bien τs¯(µ) = (4, 2, 2, 2, 1) =t (5, 4, 1, 1) =t τs(µ).
Proposition 1.2.23. Soient s ∈ Zℓ0, λ, µ ∈ P(ℓ, n) et m ∈ Qℓ, défini par mi = −si − iℓ
pour 0 6 i 6 ℓ− 1. Alors pour s un entier tel que s > max{hcλ, hcµ}+ 1, on a
τs(
tλ) ⊳ τs(
tµ) ⇐⇒ κsm(µ) ⊳ κsm(λ).
Démonstration. Soit w0 = (1, ℓ)(2, ℓ − 1) ... , le mot de longueur maximale. D’après
les propositions 1.2.19 et 1.2.21, τs(tλ) = τs(w0 ·λ) = τw0·s(λ) =t τw0·s(λ), avec
(w0 · s)i =
(
−si + ℓ− 1− 2i
ℓ
)
.
Il faut donc relier la suite β0(τw0·s(λ)) à la partition κ
s
m(λ) pour les paramètres choisis.
Or β0(τw0·s(λ)) correspond à l’ensemble infini
ℓ⋃
i=1
Ti où, pour 1 6 i 6 ℓ,
Ti =
{
ℓ
(
λij − j − si−1 −
i
ℓ
)
+ ℓ− 1, j > 1
}
.
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En posant mi = −si − iℓ et en prenant un entier s > max{h(λi) − mi−1, h(µi ) −
mi−1, 1 6 i 6 ℓ}+ 1, on obtient que pour tout i :
Ti−(ℓ−2)
ℓ + s = (λ
i
1 − 1 +mi−1 + s, ... ,λih(λi ) − h(λi) +mi−1 + s,
mi−1 + s − h(λi)− 1, ... ,mi−1 + s − h(λi)− [mi−1 + s − h(λi)],
mi−1 + s − h(λi)− [mi−1 + s − h(λi)]− 1, ... ).
On reconnait une suite infinie décroissante dont les termes positifs sont exactement
ceux de Bi−1, la ligne numéro (i − 1) du symbole Bsm(λ). On a alors
Ti − (ℓ− 2)
ℓ
+ s = B˜i−1,
où si Bi = (Bi1, · · · ,Bis+[mi ]) alors
B˜i = (Bis+[mi ], ... ,B
i
1,B
i
1 − 1,Bi1 − 2, ... ).
Ainsi, si l’on note κ˜sm(λ) la suite infinie obtenue en réordonnant les termes de B˜ =
(B˜0, ... , B˜ℓ−1) par ordre décroissant, les termes positifs de cette suite sont exactement
ceux de κsm(λ) et les termes négatifs ne dépendent que de m. De plus, elle vérifie :
β0(τw0·s(λ)) + ℓs = ℓκ˜sm(λ) + ℓ− 2.
On a alors :
τs(
tλ) ⊳ τs(
tµ) ⇐⇒ τw0·s(µ)⊳ τw0·s(λ)
⇐⇒ β0(τw0·s(µ))⊳ β0(τw0·s(λ))
⇐⇒ κ˜sm(µ) ⊳ κ˜sm(λ)
⇐⇒ κsm(µ) ⊳ κsm(λ).
Exemple 1.2.24. Pour ℓ = 2, s = (0, 0), λ = (∅; (3, 2)) et µ = ((2, 2, 1); ∅), on a
tλ = (∅; (2, 2, 1)), tµ = ((3, 2); ∅) et
τ(0,0)(
tλ) = (4, 3, 1, 1, 1)⊳ (5, 2, 2, 1) = τ(0,0)(
tµ).
Pour illustrer le résultat précédent, il nous faut prendre m tel que m0 = 0 et m1 = −12 .
Effectuons une translation de 12 sur m pour avoir des paramètres positifs. On obtient
m =
(
1
2 , 0
)
et pour s = 4, on a
κs
( 1
2
,0)
(λ) = (6 ; 4 ; 3, 5 ; 2, 5 ; 1, 5 ; 1 ; 0, 5 ; 0)
κs
( 1
2
,0)
(µ) = (5, 5 ; 4, 5 ; 3 ; 2, 5 ; 2 ; 1 ; 0, 5 ; 0)
soit κs
( 1
2
,0)
(µ)⊳ κs
( 1
2
,0)
(λ).
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Algèbre
Dans ce chapitre, nous allons présenter des résultats d’algèbre qui nous seront
utiles par la suite. On commencera par l’étude d’un système de Clifford, dans le but de
généraliser les propositions 2.3.15 et 2.3.18 de [Chl09] au cas abélien et sans l’hypo-
thèse de l’existence d’une extension semi-simple déployée, afin de pouvoir les appliquer
aux algèbres de Cherednik. Pour cela, nous démontrerons un résultat comparant les
radicaux de deux algèbres formant un système de Clifford. Nous présenterons ensuite
les résultats de M. Chlouveraki dont nous aurons besoin pour étudier les algèbres de
Hecke des groupes G (ℓ, e, n) et finirons par une introduction aux représentations de
carquois.
2.1 Système de Clifford (pour un groupe abélien)
Dans ce paragraphe, on va considérer deux algèbres A et A¯ de dimension finie sur
C qui forment un système de Clifford, c’est à dire telles que
A =
⊕
γ∈Γ
aγA¯
avec Γ un groupe fini abélien, (aγ)γ∈Γ une suite d’éléments de A× telle que a1 ∈ A¯ et
pour tous γ, γ′ ∈ Γ :
aγaγ′ ∈ aγγ′A¯ et aγA¯a−1γ = A¯.
Et on va comparer leurs blocs, leurs radicaux, puis leurs caractères irréductibles.
Remarque 2.1.1. Si A et A¯ forment un système de Clifford pour le groupe Γ , on dit
aussi que A est le produit croisé de A¯ et Γ (cf. [Mon80, chap.0, §3]).
2.1.1 Actions de Γ et Γˆ
À un élément γ ∈ Γ , on peut associer un automorphisme de A¯ de la forme
a¯ 7→ aγ a¯a−1γ
qui ne dépend, modulo les automorphismes intérieurs, que de γ. Le groupe Γ agit donc
sur Irr A¯ en modifiant l’action par cet automorphisme : pour χ¯ ∈ Irr A¯,
γ · χ¯(a¯) = χ(aγ a¯a−1γ ).
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De plus, on a une action de Γ sur Z (A¯), le centre de A¯, de la forme γ · a¯ = aγ a¯a−1γ et
elle est telle que
Lemme 2.1.2. Z (A¯)Γ = Z (A) ∩ A¯.
Preuve. Soit aγ a¯ un élément de A. Si x ∈ Z (A¯)Γ alors
xaγ a¯ = aγxa
−1
γ aγ a¯ car x est fixe sous l’action de Γ
= aγxa¯
= aγ a¯x car x ∈ Z (A¯)
et donc x ∈ Z (A) ∩ A¯.
Réciproquement, si x ∈ Z (A) ∩ A¯ alors x ∈ Z (A¯) et pour tout γ ∈ Γ , aγxa−1γ = x car
x ∈ Z (A), donc x est fixe sous l’action de Γ .
Le groupe des caractères de Γ , que l’on note Γˆ , agit lui sur A par automorphismes
d’algèbre de la manière suivante : pour δ ∈ Γˆ , γ ∈ Γ et a¯ ∈ A¯,
δ · (aγ a¯) = δ(γ)aγ a¯
et cette action vérifie
Lemme 2.1.3. AΓˆ = A¯
Preuve.
x ∈ A¯ ⇐⇒ x =
∑
γ∈Γ
aγ a¯γ avec aγ = 0 ∀ γ 6= 1
⇐⇒ x ∈ AΓˆ car si γ 6= 1 on peut trouver δ ∈ Γˆ tel que δ(γ) 6= 1.
Corollaire 2.1.4. Z (A)Γˆ = Z (A¯)Γ
2.1.2 Blocs de A et A¯
Commençons par rappeler la théorie des blocs dans le cadre général d’une algèbre
finie. On considère un anneau O noethérien et intégralement clos et A une O-algèbre
qui est libre et de type fini en tant que O-module.
Définition 2.1.5. Un élément e de A est un idempotent si e2 = e.
Deux idempotents e1 et e2 non nuls sont dits orthogonaux si e1e2 = e2e1 = 0.
Un idempotent e ∈ A − {0} est dit primitif s’il ne peut pas s’écrire comme la somme
de deux idempotents non nuls orthogonaux.
On note Bl(A) l’ensemble des idempotents primitifs centraux de A. Pour e ∈ Bl(A),
on peut munir Ae d’une structure d’algèbre d’unité e.
Proposition 2.1.6 ([Chl09], 2.1.3).
1. L’unité 1 de A s’écrit 1 =
∑
e∈Bl(A) e.
2. Les projections πe : A։ Ae définissent un isomorphisme d’algèbres :
A ≃ ∏e∈Bl(A) Ae
a → (ae)e∈Bl(A)∑
e∈Bl(A) ae ← (ae)e∈Bl(A).
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On a alors A-mod≃ ⊕e∈Bl(A)Ae-mod et on appelle aussi Bl(A) l’ensemble des blocs de
l’algèbre A.
Revenons à nos algèbres A et A¯ en système de Clifford. Les automorphismes définis
par Γ (respectivement Γˆ ) sur A¯ (respectivement sur A) définissent une action de Γ
sur Bl(A¯) et une action de Γˆ sur Bl(A) qui vérifient le résultat suivant.
Théorème 2.1.7. Il existe une bijection
Bl(A¯)/Γ ↔ Bl(A)/Γˆ
Ω¯ ↔ Ω
telle que
∑
B¯∈Ω¯
eB¯ =
∑
B∈Ω
eB .
Démonstration. On a clairement une bijection entre Bl(A¯)/Γ et l’ensemble des idem-
potents primitifs de Z (A¯)Γ qui est donnée par Ω¯ 7→
∑
B¯∈Ω¯
eB¯ et de même entre Bl(A)/Γˆ
et les idempotents primitifs de Z (A)Γˆ . Le corollaire 2.1.4 qui affirme que Z (A¯)Γ =
Z (A)Γˆ nous donne donc la bijection.
Corollaire 2.1.8. Si les algèbres A et A¯ sont semi-simples alors il existe une bijection
(Irr A¯)/Γ ↔ (IrrA)/Γˆ
Ω¯ ↔ Ω
qui vérifie : ∀ Ω ∈ (IrrA)/Γˆ , ∃mΩ ∈ N tel que
1. ∀ χ ∈ Ω, ResA
A¯
χ = mΩ
∑
χ¯∈Ω¯
χ¯
2. ∀ χ¯ ∈ Ω¯, IndA
A¯
χ¯ = mΩ
∑
χ∈Ω
χ.
Démonstration. Si les algèbres sont semi-simples alors les blocs sont des singletons et
la bijection énoncée dans le théorème est en fait une bijection sur les classes d’isomor-
phie de caractères. De plus cette bijection est telle que, si l’on note eχ l’idempotent
associé au caractère χ, on ait
∑
χ¯∈Ω¯
eχ¯ =
∑
χ∈Ω
eχ. Or, pour χ ∈ IrrA et χ¯ ∈ Irr A¯,
χ | IndA
A¯
χ¯ si et seulement si eχ n’agit pas par 0 sur le module Aeχ¯. Mais d’après
l’égalité
∑
χ¯∈Ω¯
eχ¯ =
∑
χ∈Ω
eχ, si Ω¯ est l’orbite de χ¯ alors nécessairement χ ∈ Ω et ré-
ciproquement. De plus, d’après la loi de réciprocité de Frobénius (cf. [CR81, 10.9]),
(IndA
A¯
χ¯,χ) = (ResA
A¯
χ, χ¯) = (ResA
A¯
δ · χ, χ¯) = (IndA
A¯
χ¯, δ · χ) := mΩ, quel que soit
δ ∈ Γˆ .
Remarque 2.1.9. Dans le cas où H ⊳ G sont deux groupes finis tels que le quotient
G/H est abélien, en prenant A = C[G ] et A¯ = C[H], on retrouve la théorie de Clifford
présentée par exemple dans [CR81, chapitre 1, paragraphe 11], qui est améliorée dans
le cas abélien car les multiplicités sont les mêmes dans Res et Ind et on ne suppose
pas que les caractères s’étendent au stabilisateur.
On aimerait maintenant comparer les orbites des caractères car, si l’on note Irr(B¯)
l’ensemble des caractères irréductibles de B¯, on a clairement γ · Irr(B¯) = Irr(γ · B¯) et
de même pour Γˆ et un bloc B de A. Pour cela, on va utiliser les radicaux de Jacobson
de A et A¯.
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2.1.3 Radicaux de Jacobson
Rappelons que pour B un anneau unitaire, on peut définir son radical de Jacobson,
rad(B), comme l’intersection de tous les idéaux maximaux à gauche de B . Cet idéal a
les propriétés suivantes, présentées dans [Jac45] :
Théorème 2.1.10 (Jacobson).
1. rad(B) est un idéal bilatère
2. b ∈ rad(B) ⇐⇒ ∀ x ∈ B , 1− xb ∈ B×
3. si I est un nil-idéal (i.e. si tous ses éléments sont nilpotents), alors I ⊂ rad(B).
Proposition 2.1.11. Si de plus B est une C-algèbre de dimension finie alors
1. rad(B) est un idéal nilpotent,
2. si M est un B-module alors (M est semi-simple) ⇐⇒ (rad(B)M = 0).
Notons RA = radA et RA = rad A¯. Comme A est un A¯-module libre, l’inclusion
RA ⊂ A¯ donne lieu à une injection A⊗A¯RA →֒ A⊗A¯ A¯ = A, et on peut voir les éléments
de A⊗A¯RA comme des combinaisons linéaires d’éléments de la forme ai ri , avec ai ∈ A
et ri ∈ RA. C’est un idéal bilatère de A car ai riaγ = aiaγa−1γ · ri et a−1γ · ri ∈ RA
car l’automorphisme de A¯ qui à a¯ ∈ A¯ associe aγ · a¯ = aγ a¯a−1γ stabilise le radical de
Jacobson de A¯. On a alors :
Proposition 2.1.12. RA = A⊗A¯ RA.
Démonstration. On va d’abord montrer l’inclusion A⊗A¯ RA ⊂ RA grâce à la caractéri-
sation du radical d’une algèbre de dimension finie comme son plus grand idéal bilatère
nilpotent (cf théorème 2.1.10 et proposition 2.1.11). La nilpotence de A ⊗A¯ RA vient
de celle de RA. En effet, comme A⊗A¯ RA =
⊕
γ∈Γ
aγA¯⊗A¯ RA =
⊕
γ∈Γ
aγ ⊗ RA, la multi-
plication est définie par (aγ ⊗ r)(aγ′ ⊗ r ′) = (aγaγ′) ⊗ (a−1γ′ · r)r ′. Or (a−1γ′ · r) ∈ RA.
La nilpotence de RA entraine donc la nilpotence de A⊗A¯ RA et on obtient la première
inclusion.
Pour l’inclusion RA ⊂ A⊗A¯ RA, il suffit de montrer que A/(A⊗A¯ RA) est semi-simple,
d’après le deuxième point de la proposition 2.1.11. Puisque A⊗A¯ RA =
⊕
γ∈Γ
aγ ⊗ RA,
alors A/(A⊗A¯ RA) ≃
⊕
γ∈Γ
aγ ⊗ A¯/RA. Et donc, en posant H = A/(A ⊗A¯ RA) et pour
tout γ ∈ Γ , Hγ = aγ⊗A¯/RA, on doit montrer que l’algèbre H =
⊕
γ∈Γ
Hγ est semi-simple
sachant que H1 = A¯/RA est semi-simple.
Soient M ′ < M deux H-modules. On voudrait montrer que M ′ admet un supplémen-
taire dansM, sachant que, l’algèbre H1 étant semi-simple,M ′ admet un supplémentaire
dansM en tant que H1-module. C’est un résultat classique (théorème de Maschke pour
les produits croisés, cf. [Mon80, 0.1]) que nous allons redémontrer ici. Il nous faut donc
construire un projecteur π : M → M ′ qui soit un morphisme de H-modules, à partir
d’un projecteur π1 : M → M ′ qui est un morphisme de H1-modules.
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Lemme 2.1.13. L’application
π : M → M
m 7→ 1|Γ |
∑
γ∈Γ
πγ1 (m),
où πγ1 (m) = aγπ1(a
−1
γ m), ne dépend pas du choix des aγ . C’est un morphisme de
H-modules qui est tel que π|M ′ =idM ′ , Imπ = M ′ et π ◦ π = π.
Preuve du lemme 2.1.13.
• π est indépendant du système de représentants choisis. En effet, si l’on prend
un autre système de représentants {bγ , γ ∈ Γ}, alors pour tout γ ∈ Γ , il existe
un élément αγ ∈ A¯× tel que aγ = bγαγ et comme π1 est un morphisme de H1-
modules, pour tous γ ∈ Γ et m ∈ M, on a aγπ1(a−1γ m) = bγαγπ1(α−1γ b−1γ m) =
bγπ1(b
−1
γ m).
• π est bien à valeurs dans M ′ : M étant un H-module, ∀m ∈ M et γ ∈ Γ ,
a−1γ m ∈ M et comme π1 est une application de M dans M ′, π1(a−1γ m) ∈ M ′.
De plus M ′ est aussi un H-module donc π(m) = 1|Γ |
∑
γ∈Γ aγπ1(a
−1
γ m) ∈ M ′.
• π est un morphisme de H-modules : il est clairement linéaire par définition.
Montrons maintenant que les applications πγ1 sont des morphismes deH1-modules,
ce qui fera de π un morphisme de H1-modules : soit h1 ∈ H1 et m ∈ M,
πγ1 (h1m) = aγπ1(a
−1
γ h1m)
= aγπ1(a
−1
γ h1aγa
−1
γ m)
= aγa
−1
γ h1aγπ1(a
−1
γ m) car a
−1
γ h1aγ ∈ H1
= h1π
γ
1 (m)
Soit h ∈ H, montrons que ∀m ∈ M, π(hm) = hπ(m). Sachant que H =
⊕
γ∈Γ
Hγ ,
pour tout γ ∈ Γ , il existe un hγ ∈ H1 tel que h =
∑
γ∈Γ
aγhγ , on a alors :
π(hm) =
1
|Γ |
∑
γ′∈Γ
πγ
′
1 (hm)
=
1
|Γ |
∑
γ,γ′∈Γ
aγ′π1(a
−1
γ′ aγhγm)
=
1
|Γ |
∑
γ,γ′∈Γ
aγ′π1(a
−1
γ′ aγhγa
−1
γ aγ′a
−1
γ′ aγm)
=
1
|Γ |
∑
γ∈Γ
aγhγ
∑
γ′∈Γ
a−1γ aγ′π1((a
−1
γ aγ′)
−1m)
or pour tous γ, γ′ ∈ Γ , aγaγ′ ∈ aγγ′A×, donc il existe αγ et αγ,γ′ ∈ A× tels que
a−1γ = α−1γ aγ−1 et aγ−1aγ′ = aγ−1γ′αγ,γ′, alors
π(hm) =
∑
γ∈Γ
aγhγ
1
|Γ |
∑
γ′∈Γ
α−1γ aγ−1γ′αγ,γ′π1(α
−1
γ,γ′a
−1
γ−1γ′αγm)
=
∑
γ∈Γ
aγhγαγ
−1 1
|Γ |
∑
γ′∈Γ
aγ−1γ′π1(a
−1
γ−1γ′αγm)
=
∑
γ∈Γ
aγhγαγ
−1π(αγm)
=
∑
γ∈Γ
aγhγπ(m) car π est un morphisme de H1-modules
= hπ(m).
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• π|M ′ =idM ′ : soit m′ ∈ M ′ puisque π1|M ′ =idM ′, alors π1(m′) = m′ et ∀γ ∈ Γ ,
π1(a
−1
γ m
′) = a−1γ m′ car M ′ est un H-module. Mais alors ∀γ ∈ Γ , πγ1 (m′) = m′
et π(m′) = m′.
Or on a montré que π(M) ⊂ M ′ donc on a bien π(M) = M ′ et π ◦ π = π.
Donc M ′ admet un supplémentaire (qui est égal à ker π) en tant que H-module et
H = A/(A⊗A¯ RA) est semi-simple.
Corollaire 2.1.14. Les radicaux RA et RA vérifient RA ∩ A¯ = RA.
Démonstration. RA ⊂ (A⊗A¯RA)∩ A¯ = RA∩ A¯ et RA∩ A¯ est un idéal bilatère nilpotent
de A¯ donc RA ∩ A¯ ⊂ RA d’où l’égalité.
Remarque 2.1.15. La proposition 2.1.12 et le corollaire 2.1.14 sont valables pour un
groupe Γ quelconque.
2.1.4 Orbites de caractères
Dans la démonstration de la proposition 2.1.12, il apparaît que les algèbres semi-
simples A/RA et A¯/RA forment un système de Clifford pour le même groupe Γ , on peut
donc leur appliquer le corollaire 2.1.8 et obtenir une bijection entre (Irr(A¯/RA))/Γ et
(Irr(A/RA))/Γˆ . De plus, quotienter un anneau par son radical ne change pas les modules
simples donc Irr(A¯/RA) ↔ Irr(A¯) et Irr(A/RA) ↔ Irr(A). On obtient donc le résultat
suivant.
Corollaire 2.1.16. Il existe une bijection
(Irr A¯)/Γ ↔ (IrrA)/Γˆ
Ω¯ ↔ Ω
qui vérifie : ∀ Ω ∈ (IrrA)/Γˆ , ∃mΩ ∈ N tel que
1. ∀ χ ∈ Ω, ResA
A¯
χ = mΩ
∑
χ¯∈Ω¯
χ¯
2. ∀ χ¯ ∈ Ω¯, IndA
A¯
χ¯ = mΩ
∑
χ∈Ω
χ.
2.2 Algèbres symétriques
Dans ce paragraphe, on va se placer dans le contexte du chapitre 2 de [Chl09] sur
lequel est basée cette présentation. On considère un anneau O noethérien et intégra-
lement clos et A une O-algèbre qui est libre et de type fini en tant que O-module. On
suppose aussi qu’il existe une extension K de Frac(O) telle que KA = K ⊗O A est
semi-simple déployée et que A est une algèbre symétrique de forme symétrisante t. On
note OK la clôture intégrale de O dans K .
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2.2.1 Éléments de Schur
On a alors, d’après [GP00, chapitre 7],
Proposition 2.2.1. Pour tout χ ∈ IrrKA, il existe sχ ∈ OK tel que
t =
∑
χ∈IrrKA
1
sχ
χ.
Les éléments sχ sont appelés les éléments de Schur de l’algèbre A.
Au paragraphe précédent, on a construit une bijection entre les orbites de IrrA
et de Irr A¯ sous les actions de Γˆ et Γ dans le cas où A et A¯ forment un système de
Clifford. On peut donc se demander si, quand on rajoute l’hypothèse de symétrie sur
ces deux algèbres, on va pouvoir comparer les éléments de Schur entre deux orbites.
C’est l’objectif du paragraphe 2.3.3 de [Chl09], dans le cas d’un groupe cyclique, que
l’on va présenter maintenant.
2.2.2 Algèbre symétrique tordue
Supposons que l’algèbre A admet une sous-algèbre A¯ qui a les mêmes propriétés
(libre, de type fini, symétrique de forme symétrisante la restriction de t à A¯ et telle
que KA¯ est semi-simple déployée) et qui, de plus, vérifie :
A =
⊕
η∈C
aηA¯
avec C un groupe cyclique, a1 ∈ A¯, t(aη) = 0 ∀ η 6= 1 et pour tous η, η′ ∈ C :
aη ∈ A×, aηaη′ ∈ aηη′ A¯ et aηA¯a−1η = A¯.
On dit dans ce cas que A est l’algèbre symétrique tordue de C sur A¯.
On a un résultat semblable au corollaire 2.1.16 pour les caractères de IrrKA et
IrrKA¯ mais comme le groupe que l’on considère est cyclique, les multiplicités sont
égales à 1 (cf. [Ste89, prop. 6.1]) et l’hypothèse de symétrie a permis à M. Chlouveraki
de comparer les éléments de Schur.
Proposition 2.2.2 ([Chl09],2.3.15). Il existe une bijection
(IrrKA¯)/C ↔ (IrrKA)/Cˆ
Ω¯ ↔ Ω
telle que :
1. ∀ χ ∈ Ω, ResKA
KA¯
χ =
∑
χ¯∈Ω¯
χ¯
2. ∀ χ¯ ∈ Ω¯, IndKA
KA¯
χ¯ =
∑
χ∈Ω
χ
3.
∑
χ∈Ω
eχ =
∑
χ¯∈Ω¯
eχ¯
4. pour tous χ ∈ Ω et χ¯ ∈ Ω¯, sχ = card(Ω)sχ¯.
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2.3 Représentations de Carquois
Définition 2.3.1. Un carquois fini Q est la donnée de deux ensembles finis : Q0 appelé
ensemble des sommets et Q1 appelé ensemble des flèches, ainsi que de deux applications
s : Q1 → Q0
t : Q1 → Q0
appelées source et but.
Exemple 2.3.2. Pour le carquois suivant :
4
η

1
α

ǫ
❃
❃❃
❃❃
❃❃
❃
5
θ
OO
2β 99 γ
// 3
δ
^^❃❃❃❃❃❃❃❃
on a Q0 = {1; 2; 3; 4; 5}, Q1 = {α;β; γ; δ; ǫ; η; θ} et, par exemple, s(α) = 1, t(α) = 2.
On considère un corps k algébriquement clos.
Définition 2.3.3. Une représentation V d’un carquois Q est la donnée d’un k-espace
vectoriel V (x) pour tout sommet x et d’une application k-linéaire Vα : V (s(α)) →
V (t(α)) pour toute flèche α.
Exemple 2.3.4. Une représentation du carquois
1
α1

α5
❃
❃❃
❃❃
❃❃
❃
2α2 99 α3
// 3
α4
^^❃❃❃❃❃❃❃❃
est un diagramme de la forme
V (1)
V1

V5
##●
●●
●●
●●
●●
V (2)V2 )) V3
// V (3).
V4
cc●●●●●●●●●
Définition 2.3.5. Un morphisme de représentations f : V → W est la donnée
d’applications linéaires fx : V (x) → W (x), pour tout sommet x , telles que les
diagrammes
V (x)
Vα //
fx

V (y)
fy

W (x)
Wα
//W (y)
commutent pour toute flèche α, avec x = s(α) et y = t(α).
Le morphisme identité de V est donné par les 1V (x).
La composée de f : V →W avec g : U → V est définie par (f ◦ g)x = fx ◦ gx .
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Exemple 2.3.6. 1) Se donner un espace vectoriel E et un endomorphisme u revient à
se donner une représentation du carquois
1.88
2) Se donner une application linéaire entre deux espaces vectoriels revient à se donner
une représentation du carquois
1
α // 2.
Définition 2.3.7.
On dit qu’une représentation V de Q est de dimension finie sur k si pour tout x ∈ Q0,
V (x) est un espace vectoriel de dimension finie sur k.
Le vecteur dimension dimV ∈ NQ0 d’une représentation de Q de dimension finie est
défini par (dimV )x = dimV (x).
Pour d ∈ NQ0, on notera Rep(Q,d) la catégorie des représentations du carquois Q de
dimension d.
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CHAPITRE 3
Géométrie
Ce chapitre est majoritairement consacré à l’étude des variétés quasi-projectives
complexes, munies d’une action de C∗ et ayant un nombre fini de points fixes. Dans le
cas d’une variété normale X , nous généraliserons la construction d’un ordre sur XC
∗
,
faite dans [Gor08, 5.4] pour une variété X lisse, puis nous montrerons que cet ordre est
compatible avec un morphisme C∗-équivariant, surjectif et projectif, ou avec l’action
de quotienter par un groupe fini.
3.1 Quotient catégorique
Définition 3.1.1. Soit G un groupe algébrique agissant régulièrement sur une variété
affine E . La variété quotient E//G est définie par la propriété universelle suivante :
il existe un morphisme de variétés π : E → E//G tel que si F est une variété et si
f : E → F est un morphisme de variétés constant sur les G -orbites alors il existe un
unique morphisme de variétés f˜ : E//G → F tel que le diagramme suivant commute
E f //
π ""❉
❉❉
❉❉
❉❉
❉ F
E//G
f˜
<<②②②②②②②②
L’existence de cette variété quotient n’est pas systématique. Cependant, le théorème
suivant affirme que le quotient d’une variété affine par un groupe réductif existe tou-
jours.
Théorème 3.1.2 ([BS02] et [Bor70], proposition II.6.16). Soit A une k-algèbre de type
fini sur un corps commutatif k et G un groupe algébrique réductif agissant sur A par
automorphismes de k-algèbres. Alors la sous-algèbre AG des invariants sous l’action de
G est de type fini sur k et la variété affine Specm(AG) vérifie la propriété universelle
de la définition 3.1.1.
Ainsi, si G est un groupe réductif et E une variété affine, on peut définir la variété
E//G comme la variété affine ayant pour anneau de fonctions k[E]G .
3.2 Décomposition de Bialynicki-Birula
On considère une variété complexe quasi-projective munie d’une action régulière de
C∗. Soit x ∈ X , on peut s’intéresser, si elle existe, à la limite de λ · x quand λ tend
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vers 0 ou vers l’infini. Cette limite sera alors un point fixe.
Réciproquement, si l’on prend un point fixe x0 ∈ XC∗ , on peut s’intéresser à l’en-
semble des points attirés sous l’action de C∗ par ce point fixe, c’est le but de la
définition suivante.
Définition 3.2.1. Soit x0 ∈ XC∗, l’ensemble Xx0 = {x ∈ X , limλ→0 λ · x = x0} est
appelé ensemble attractif de x0.
Dans le cas d’une variété projective, la limite existe toujours (cf. lemme 2.4.1 de
[CG10]). On obtient donc une partition de la variété X , appelée décomposition de
Bialynicki-Birula :
X =
⊔
x∈XC∗
Xx .
Exemple 3.2.2. Déterminons la décomposition de Bialynicki-Birula de X = PN(C)
munie d’une action de C∗ de la forme t · (x0 : · · · : xN) = (tw0x0 : · · · : twNxN).
• Cas simple : On suppose d’abord que w0 = 0 < w1 < · · · < wN et on comprendra
facilement ce qu’il se passe dans des cas plus compliqués.
Si x0 6= 0 alors (x0 : · · · : xN) est fixe si et seulement x1 = x2 = · · · = xN = 0
et si x0 = 0 alors t · (0 : x1 : · · · : xN) = (0 : x1 : tw2−w1x2 : · · · : twN−w1xN) et
donc, si x1 6= 0, (0 : x1 : · · · : xN) est fixe si et seulement si x2 = · · · = xN = 0.
On voit donc que dans ce cas on a N + 1 points fixes : p0 = (1 : 0 : · · · : 0),
p1 = (0 : 1 : 0 : · · · : 0), ... , pN = (0 : · · · : 0 : 1).
Un point x = (x0 : ... : xN) est dans l’ensemble attractif correspondant au point
fixe pi = (0 : · · · : 0 : 1 : 0 : · · · : 0), où le 1 est situé sur la coordonnée numéro
i , si :
pi = lim
t→0
(tw0x0 : · · · : twNxN)
= lim
t→0
(tw0−wi x0 : · · · : twi−1−wi xi−1 : xi : twi+1−wi xi+1 : · · · : twN−wi xN).
Et comme pour 0 6 k 6 i −1, wk −wi < 0, ceci implique que x0 = · · · = xi−1 =
0.
Donc PN(C)pi = {(0 : · · · : 0 : 1 : xi+1 : · · · : xN), xi ∈ C}. Et on a bien la
décomposition
PN(C) =
N⊔
i=0
PN(C)pi .
De plus, PN(C)pi =
⋃
j>i
PN(C)pj .
• Cas général : Pour décrire la décomposition de Bialynicki-Birula sans hypothèse
sur les wi , on partitionne l’ensemble {0, ... ,N} = C1 ⊔ · · · ⊔ Cr où Ci = {k ∈
{0, ... ,N}, wk = ci} avec c1 < c2 < · · · < cr . Les points fixes sont alors
de la forme (x0 : · · · : xN) ∈ PN(C) où ∀j /∈ Ci , xj = 0. On peut donc
décomposer PN(C)C
∗
en composantes connexes W1 ⊔ · · · ⊔Wr où pour tout i ,
Wi est isomorphe à P|Ci |−1(C) car
Wi = {(x0 : · · · : xN) ∈ PN(C) où ∀j /∈ Ci , xj = 0}.
On note alors PN(C)i =
⋃
x∈Wi
PN(C)x qui est la réunion des ensemble attractifs
correspondant aux points fixes dans la ième composante. Il est de la forme :
PN(C)i = {(y0 : · · · : yn) ∈ PN(C) tels que ∃j ∈ Ci , yj 6= 0 et
∀j ∈ C1 ⊔ · · · ⊔ Ci−1, yj = 0}
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et il est donc isomorphe à P|Ci |−1(C) × A|Ci+1|+···+|Cr |(C). Son adhérence est
isomorphe à P|Ci |+···+|Cr |−1(C) et PN(C)i =
⋃
k>i
PN(C)k .
De plus, si x est un point fixe contenu dans la composante Wi , on peut montrer que
l’ensemble attractif PN(C)x est fermé dans PN(C)i . En effet prendre la limite revient à
projeter sur la composante P|Ci |−1(C) de PN(C)i , donc si l’on note p cette projection,
on a z ∈ PN(C)x ⇐⇒ p(z) = x donc PN(C)x = p−1{x} est fermé dans PN(C)i .
On fera par la suite l’hypothèse suivante :
Hypothèse. X est une variété qui a un ensemble fini de C∗-points fixes.
Mais on pourra se référer à [BB73] pour un cadre plus général.
Définition 3.2.3. Si l’on peut ordonner les points fixes x1, ... , xn de manière à ce que
pour tout 1 6 i 6 n,
⋃
j6i
Xxj soit fermé, alors la décomposition est dite filtrable.
Si de plus pour tout i , l’ensemble Xxi est une union d’ensembles attractifs Xxj , avec
j 6 i alors elle est dite stratifiable.
Exemple 3.2.4. La décomposition de Bialynicki-Birula de PN(C) que l’on a vue à
l’exemple 3.2.2 est stratifiable.
Ces propriétés de la décomposition vont nous intéresser par la suite, on aimerait donc
savoir quand elles sont valables. Dans cette optique, A. Bialynicki-Birula a démontré
le résultat suivant dans [BB76] :
Proposition 3.2.5. Si la variété X est lisse et projective alors la décomposition est
filtrable.
3.3 Ordre sur les C∗-points fixes
Cette décomposition de la variété liée aux C∗-points fixes va nous permettre de
définir un ordre sur ces points fixes.
3.3.1 Définition
On considère comme précédemment une variété complexe quasi-projective munie
d’une action de C∗ et qui a un nombre fini de points fixes sous cette action.
Par unicité de la limite, deux ensembles attractifs correspondant à deux points fixes
distincts sont disjoints. Par contre, l’adhérence de l’un peut rencontrer l’autre. C’est
sur ce principe que I. Gordon a construit un ordre partiel sur les C∗-points fixes d’une
variété de carquois lisse dans [Gor08, 5.4]. Mais on va voir que cette définition est
valable dans un cadre plus général.
La relation xRy si et seulement si Xx ∩ Xy 6= ∅, pour x et y ∈ XC∗ , est clairement
réflexive mais pas transitive. On va donc s’intéresser au préordre engendré par cette
relation.
Définition 3.3.1. Soient x et y ∈ XC∗ , on dit que x  y si et seulement si
il existe x1, ... , xr ∈ XC∗ tels que x1 = x , xr = y
et quel que soit 1 6 i 6 r − 1, Xxi ∩ Xxi+1 6= ∅.
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On notera x ≺ y si x  y et x 6= y .
Par contre la relation ainsi définie ne sera en général pas antisymétrique. Sans hypo-
thèses supplémentaires sur la variété X , on ne peut donc définir, par ce moyen, qu’un
préordre. Notons que l’on définit ce préordre même dans le cas où la variété n’est pas
projective. Dans ce cas, la variété ne se partitionne pas nécessairement en ensembles
attractifs mais on peut quand même définir le préordre.
3.3.2 Cas d’une variété lisse
On a vu au paragraphe 3.2 que si la variété est lisse alors la décomposition est
filtrable. Dans ce cas, la relation que nous venons de définir sera antisymétrique.
Proposition 3.3.2. Si la décomposition est filtrable alors le préordre  est un ordre.
Démonstration. Supposons que l’on peut ordonner les points fixes x1, ... , xn de manière
à ce que pour tout 1 6 i 6 n,
⋃
j6i
Xxj soit fermé. Il suffit alors de montrer que la
relation est antisymétrique en la comparant à l’ordre usuel 6 sur l’ensemble {1, ... , n}
des indices. Supposons que l’on ait Xxi ∩Xxj 6= ∅. Comme Xx1 ∪ · · · ∪Xxi est un fermé
contenant Xxi on a Xxi ⊂ Xx1 ∪ · · · ∪ Xxi . On obtient alors (Xx1 ∪ · · · ∪ Xxi ) ∩ Xxj 6= ∅
donc il existe 1 6 k 6 i tel que Xxj ∩ Xxk 6= ∅, soit k = j et alors i > j. On a donc
montré que si Xxi ∩ Xxj 6= ∅ alors i > j, ce qui prouve l’antisymétrie.
3.3.3 Cas d’une variété normale
Si X est normale alors, selon le théorème 1 de [Sum74], on peut construire un
plongement C∗-équivariant et localement fermé de X dans un espace projectif PN(C)
qui est muni d’une action de C∗ de la forme t · (x0 : ... : xN) = (tw0x0 : ... : twNxN).
Par continuité et C∗-équivariance de ce plongement, le préordre que l’on a défini sur
XC
∗
sera alors fortement lié à la décomposition de Bialynicki Birula de PN(C) que l’on
a décrite à l’exemple 3.2.2. Cette propriété va entrainer l’antisymétrie de la relation
sur XC
∗
.
Théorème 3.3.3. Si X est une variété complexe, quasi-projective et normale alors la
clôture transitive de la relation de la définition 3.3.1 est une relation d’ordre.
Démonstration. Il suffit de montrer que la relation engendrée par x  y ⇐⇒ Xx ∩
Xy 6= ∅ est antisymétrique. Notons ι le plongement X →֒ PN(C). Soient x et y ∈ XC∗
tels que Xx ∩ Xy 6= ∅ et Xy ∩ Xx 6= ∅. Tout d’abord, par C∗-équivariance de ι, ι(x) et
ι(y) sont deux C∗-points fixes de PN(C). Supposons que ι(x) ∈Wi et ι(y) ∈Wj . Par
continuité de ι, on a ι(Xx) ⊂ ι(Xx) (car ι−1(ι(Xx)) est un fermé contenant Xx donc il
contient Xx). On a aussi ι(Xx) ⊂ PN(C)ι(x) ⊂ PN(C)i . Ainsi l’hypothèse Xx ∩ Xy 6= ∅
et Xy ∩Xx 6= ∅ implique PN(C)i ∩PN(C)j 6= ∅ et PN(C)j ∩PN(C)i 6= ∅ et en appliquant
la proposition 3.3.2 et le fait que PN(C)i =
⋃
k>i
PN(C)k (cf. exemple 3.2.2), on obtient
que i = j. Donc nécéssairement ι(x) et ι(y) sont dans la même composante Wi . Or
on a vu que les ensembles attractifs étaient fermés (et disjoints) dans PN(C)i donc
PN(C)ι(x) ∩ PN(C)ι(y) 6= ∅ implique ι(x) = ι(y) soit x = y .
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3.4 Compatibilité du préordre avec certains types de mor-
phismes
Par la suite, on va chercher à relier des ordres géométriques construits sur des
variétés différentes afin de généraliser la définition de I. Gordon. Il sera donc intéressant
pour nous de savoir si le préordre que nous venons de définir, qui est un ordre dans
certains cas, est compatible avec certains morphismes.
3.4.1 Cas d’un morphisme C∗-équivariant, surjectif et projectif
Soient X et Y des variétés quasi-projectives, munies d’une action de C∗ et admet-
tant un nombre fini de points fixes sous cette action. On suppose que X admet une
décomposition de Bialynicki-Birula de la forme :
X =
⊔
x∈XC∗
Xx
et qu’il existe un morphisme π : X → Y qui est C∗-équivariant, surjectif, projectif
(et donc fermé).
Comme π respecte la C∗-action sur ces deux variétés, il est naturel de se deman-
der s’il va conserver les préordres définis à partir de cette action. Commençons par
comparer les points fixes et les ensembles attractifs.
Proposition 3.4.1. π(XC
∗
) = Y C
∗
Démonstration. L’inclusion π(XC
∗
) ⊂ Y C∗ vient du fait que π est continu et C∗-
équivariant.
Pour l’inclusion inverse, prenons y ∈ Y C∗ et considérons la fibre π−1(y). C’est une
variété projective (car π est projectif) qui est munie d’une action de C∗, donc par
le même argument que celui donné après la définition 3.2.1, elle admet un point fixe
x ∈ π−1(y) ∩ XC∗ .
Comme dans le paragraphe précédent, pour x ∈ XC∗, on note Xx l’ensemble attractif
correspondant à x et de même, pour y ∈ Y C∗ , on note Yy l’ensemble des points attirés
par y . On a alors :
Proposition 3.4.2. Yy =
⋃
x∈XC∗
π(x)=y
π(Xx)
Démonstration. On raisonne par double inclusion :
• soit x ∈ XC∗ et z ∈ Xx alors limλ→0 λ · z = x et comme π est continu et
C∗-équivariant on obtient limλ→0 λ · π(z) = π(x) et donc π(Xx) ⊂ Yπ(x)
• soit w ∈ Yy alors comme π est surjectif il existe z ∈ X tel que w = π(z)
mais d’après la décomposition de Bialynicki Birula de X , il existe x ∈ XC∗ tel que
z ∈ Xx mais alors comme on vient de le voir y = limλ→0 λ·w = limλ→0 λ·π(z) =
π(x).
Corollaire 3.4.3. Si X admet une décomposition de Bialynicki-Birula de la forme
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X =
⊔
x∈XC∗
Xx alors Y se décompose aussi en ensembles attractifs et sa décomposition
s’obtient à partir de celle de X :
Y =
⊔
y∈Y C∗
⋃
x∈XC∗
π(x)=y
π(Xx).
Démonstration. Cela vient du fait que π est surjectif.
Supposons maintenant que l’on a construit, sur le modèle du paragraphe précédent,
deux préordres sur XC
∗
et Y C
∗
que l’on note ≺. Montrons qu’ils sont compatibles avec
le morphisme π.
Lemme 3.4.4. Si π est un morphisme fermé alors tout sous-ensemble E de X vérifie
π(E) = π(E).
Preuve. Il est clair que π(E) ⊂ π(E) car π est continu et comme on a toujours
π(E) ⊂ π(E) qui ici est un ensemble fermé car π est fermé, l’inclusion inverse est
vérifiée.
Proposition 3.4.5. Si x et x ′ sont deux points fixes de X tels que Xx ∩ Xx ′ 6= ∅ alors
Yπ(x) ∩ Yπ(x ′) 6= ∅.
Démonstration. À la proposition 3.4.2, on a vu que π(Xx) ⊂ Yπ(x) et d’après le lemme
3.4.4, on a π(Xx) = π(Xx) alors, comme ici Xx ∩ Xx ′ 6= ∅, on obtient
∅ 6= π(Xx ∩ Xx ′) ⊂ π(Xx) ∩ π(Xx ′) = π(Xx) ∩ π(Xx ′) ⊂ Yπ(x) ∩ Yπ(x ′).
Corollaire 3.4.6. Si x ≺ x ′ alors π(x) ≺ π(x ′).
Démonstration. Cela vient de la définition du préordre qui est la clôture transitive de
la relation Xx ∩ Xx ′ 6= ∅ ainsi
x ≺ x ′ ⇐⇒ ∃ x1 = x , x2, ... , xm = x ′ ∈ XC∗ tels que ∀i : Xxi ∩ Xxi+1 6= ∅.
En appliquant la proposition on construit des éléments de Y C
∗
π(x1) = π(x), π(x2), ... ,
π(xm) = π(x
′) tels que ∀i : Yπ(xi) ∩ Xπ(xi+1) 6= ∅ et donc π(x) ≺ π(x ′).
Proposition 3.4.7. Si y et y ′ sont deux points fixes de Y tels que Yy ∩ Yy ′ 6= ∅ alors
il existe x , x ′ ∈ XC∗ tels que π(x) = y et π(x ′) = y ′ et Xx ∩ Xx ′ 6= ∅.
Démonstration. D’après la proposition 3.4.2, le lemme 3.4.4 et, du fait que XC
∗
est
fini, Yy ∩ Yy ′ 6= ∅ implique :
∅ 6=
 ⋃
x∈XC∗
π(x)=y
π(Xx)
⋂
 ⋃
x ′∈XC∗
π(x ′)=y ′
π(Xx ′)

=
 ⋃
x∈XC∗
π(x)=y
π(Xx)
⋂
 ⋃
x ′∈XC∗
π(x ′)=y ′
π(Xx ′)

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donc il existe x , x ′ ∈ XC∗ tels que π(x) = y et π(x ′) = y ′ et π(Xx) ∩ π(Xx ′) 6= ∅.
On peut alors choisir α ∈ Xx et β ∈ Xx ′ tels que π(α) = π(β) mais d’après la
décomposition de Bialynicki Birula de X , il existe z ∈ XC∗ tel que α ∈ Xz . En appliquant
π aux égalités limλ→0 λ · α = z et limλ→0 λ · β = x ′ et en utilisant que π(α) = π(β)
on obtient que π(z) = π(x ′) = y ′. On a donc construit x , z ∈ XC∗ tels que π(x) = y
et π(z) = y ′ et Xx ∩ Xz 6= ∅.
Corollaire 3.4.8. Si π(x) ≺ π(x ′) alors il existe x1, x2, x ′2, x ′3, ... , xm ou x ′m tels que
π(x1) = π(x), π(xm) = π(x ′), pour tout 2 6 i 6 m − 1, π(xi ) = π(x ′i ) et pour
1 6 i 6 m − 1, xi ≺ xi+1 si i est impair et x ′i ≺ x ′i+1 si i est pair.
Démonstration. Si π(x) ≺ π(x ′) alors il existe y1 = π(x), y2, ... , ym = π(x ′) ∈ Y C∗
tels que Yyi ∩ Yyi+1 6= ∅ pour tout i . Mais alors la précédente proposition montre
l’existence de points fixes x1, x2, x ′2, x
′
3, x3, x4, ... de X tels que, par exemple Yy1∩Yy2 6=
∅ ⇒ Xx1 ∩ Xx2 6= ∅ et Yy2 ∩ Yy3 6= ∅ ⇒ Xx ′2 ∩ Xx ′3 6= ∅, soit par définition x1 ≺ x2 et
x ′2 ≺ x ′3. On a donc bien π(xi) = π(x ′i ) = yi pour tout i et xi ≺ xi+1 si i est impair et
x ′i ≺ x ′i+1 si i est pair.
Remarque 3.4.9. Le fait que le dernier point s’écrive xm ou x ′m dépend de la parité
de m : si m est pair alors on aura des points x1, x2, x ′2, x
′
3, ... , xm et sinon les points
seront notés x1, x2, x ′2, x
′
3, ... , x
′
m pour des raisons de cohérence avec les notations du
corollaire. Par la suite, on notera toujours xm afin d’alléger les notations.
Le morphisme π est donc compatible avec le pré-ordre géométrique puisqu’il vérifie,
pour x et x ′ ∈ XC∗ :
π(x) ≺ π(x ′) ⇐⇒ il existe x1, x2, x ′2, x ′3, ... , xm ∈ XC
∗
tels que π(x1) = π(x),
π(xm) = π(x
′), pour tout 2 6 i 6 m − 1, π(xi) = π(x ′i )
et pour 1 6 i 6 m − 1, xi ≺ xi+1 si i est impair
et x ′i ≺ x ′i+1 si i est pair.
3.4.2 Quotient par un groupe fini
On va maintenant étudier un cas particulier du paragraphe précédent. On suppose
qu’un groupe fini G agit régulièrement sur la variété X et que cette action commute
avec celle de C∗. On peut donc considérer la variété quotient X/G et étudier sa dé-
composition de Bialynicki-Birula. On note π la projection X ։ X/G , ce morphisme est
bien C∗-équivariant, surjectif, fermé et projectif, il vérifiera donc toutes les propriétés
énoncées au paragraphe précédent mais la plupart vont pouvoir être étendues.
Pour commencer, on a bien (X/G )C
∗
= π(XC
∗
) mais ici, tous les points de la fibre
π−1(y), avec y ∈ (X/G )C∗ , vont être fixes :
Proposition 3.4.10. Soit x ∈ X , alors π(x) ∈ (X/G )C∗ ⇐⇒ x ∈ XC∗ .
Démonstration. Si π(x) est fixe, alors ∀ λ ∈ C∗, π(λ · x) = π(x). Donc l’ensemble
{λ · x , λ ∈ C∗}, qui est connexe, est inclus dans π−1{π(x)} qui est fini. Il est donc
réduit au point x qui est fixe.
Remarque 3.4.11. On a donc une bijection entre XC
∗
/G et (X/G )C
∗
. Comme G est
fini, ceci implique que XC
∗
est fini si et seulement si (X/G )C
∗
est fini.
On peut aussi améliorer le résultat du corollaire 3.4.3 grâce au lemme suivant :
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Lemme 3.4.12.
[
π(Xxi ) ∩ π(Xxj ) 6= ∅
] ⇔ [π(xi) = π(xj)] ⇔ [π(Xxi ) = π(Xxj )].
Preuve.
• Si π(Xxi ) ∩ π(Xxj ) 6= ∅ alors il existe zi ∈ Xxi et zj ∈ Xxj tels que π(zi) = π(zj)
et donc il existe g ∈ G tel que zi = gzj . Alors ∀ λ ∈ C∗ λ · zi = g(λ · zj) et en
appliquant π et en faisant tendre λ vers 0 on obtient que π(xi ) = π(xj).
• Si π(xi ) = π(xj), il existe g ∈ G tel que xi = gxj . Alors soit y ∈ π(Xxi ), il existe
zi ∈ Xxi tel que y = π(zi) = π(g−1zi) ∈ π(Xxj ). Donc π(Xxi ) ⊂ π(Xxj ) et on
peut aisément échanger les rôles de i et j pour obtenir l’égalité.
En prenant, pour chaque point fixe y ∈ (X/G )C∗ , un représentant xy ∈ π−1(y), on
obtient donc une décomposition de la forme
X/G =
⊔
y∈(X/G)C∗
π(Xxy ).
Deux éléments x et x ′ dans la même orbite donnent des ensembles attractifs qui
s’envoient sur le même ensemble par π et cet ensemble est égal à (X/G )π(x) d’après
la proposition 3.4.2. Alors si l’on décompose XC
∗
= X1 ⊔ · · · ⊔ Xr en orbites sous
l’action de G et que pour tout 1 6 j 6 r on choisit un élément xj dans Xj alors la
décomposition de Bialynicki-Birula de X/G est
X/G =
r⊔
j=1
π(Xxj ).
L’égalité π(Xx) = (X/G )π(x) nous permet de construire un morphisme surjectif
πx : Xx ։ (X/G )π(x) qui correspond à la restriction de π à Xx . Il est alors naturel
de se demander s’il ne permettrait pas "d’identifier" les ensembles attractifs.
Proposition 3.4.13. Soit x ∈ XC∗ , on définit Gx = {g ∈ G , gx = x} alors πx induit
un morphisme bijectif entre Xx/Gx et (X/G )π(x).
Démonstration. Soient z et z ′ des éléments de Xx qui vérifient π(z) = π(z ′) alors il
existe g ∈ G tel que z = gz ′ mais alors
x = lim
λ→0
λ · z = lim
λ→0
g(λ · z ′) = gx
donc g ∈ Gx .
Enfin, comme les actions de G et de C∗ commutent, on a clairement Xg ·x = g ·Xx
et donc, dans ce cas, les deux pré-ordres vont se correspondre par le quotient de
manière beaucoup plus simple que dans le cas général.
Proposition 3.4.14. Soient x et y ∈ XC∗ ,
π(x) ≺ π(y) ⇐⇒ ∃ g ∈ G tel que x ≺ gy .
52
CHAPITRE 3. GÉOMÉTRIE
Démonstration. On a, comme au paragraphe précédent :
π(x) ≺ π(y) ⇐⇒ ∃ x1, x2, x ′2, x ′3, ... , xm ∈ XC
∗
tels que π(x1) = π(x),
π(xm) = π(y), pour tout 2 6 i 6 m − 1, π(xi) = π(x ′i )
et pour 1 6 i 6 m − 1, Xxi ∩ Xxi+1 6= ∅ si i est impair et
Xx ′
i
∩ Xx ′
i+1
6= ∅ si i est pair,
⇐⇒ ∃ x1, x2, x ′2, x ′3, ... , xm tels que ∃ g1 ∈ G , x = g1 · x1 et
∃ gm ∈ G , xm = gm · y , pour tout 2 6 i 6 m − 1,∃ gi ∈ G ,
tel que xi = gix ′i si i est pair et x
′
i = gixi si i est impair
et pour 1 6 i 6 m − 1, Xxi ∩ Xxi+1 6= ∅ si i est impair et
Xx ′
i
∩ Xx ′
i+1
6= ∅ si i est pair,
⇐⇒ ∃ x1, x ′2, x3, x ′4, ... , xm et ∃ g1, g2, ... , gm ∈ G tels que
x = g1 · x1 et xm = gm · y , pour tout 2 6 i 6 m − 1 :
Xg1···gi ·xi ∩ Xg1···gi+1·x ′i+1 6= ∅ si i est impair et
Xg1···gi ·x ′i ∩ Xg1···gi+1·x ′i+1 6= ∅ si i est pair,
⇐⇒ ∃ g = g1 · · · gm ∈ G tel que x ≺ g · y
Remarque 3.4.15. Ainsi, dans le cas, par exemple, où G agit trivialement sur les points
fixes de X , les deux pré-ordres sont équivalents. De plus, par cette correspondance,
l’antisymétrie de la relation d’un côté, entraîne la bonne définition de l’ordre de l’autre
côté.
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Deuxième partie
Algèbre de Cherednik d’un
sous-groupe distingué
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Introduction
Un des principaux objectifs de cette thèse est de généraliser la construction faite
dans [Gor08] pour certains paramètres d’un ordre géométrique sur les blocs de Calogero-
Moser de G (ℓ, 1, n) à l’ensemble des paramètres pour G (ℓ, 1, n) puis à G (ℓ, e, n).
Nous aurons donc besoin de comparer les partitions de Calogero-Moser de G (ℓ, 1, n)
et de G (ℓ, e, n). Ce travail a déjà été fait dans [Bel, 6.10]. Dans le cadre plus général
où K ⊳W sont deux groupes de réflexions tels que le quotient W /K = C est cyclique,
G. Bellamy a construit dans [Bel, §4] une bijection entre la partition de Calogero-
Moser de W et les orbites de la partition de Calogero-Moser de K sous l’action de
C . Au théorème 6.1.4, nous allons étendre ce résultat au cas où le quotient est abélien.
Cette partie débutera par une présentation des algèbres de Hecke et des algèbres
de Cherednik associées à un groupe de réflexions complexe.
Au chapitre 5, on rappelera la construction faite dans [Bel], pour deux groupes
de réflexions K ⊳ W , de la sous-algèbre H˜c(K) de Hc(W ) dont les simples et les
blocs sont en bijection avec ceux de Hc(K). Puis on montrera que les algèbres Hc(W )
et H˜c(K) forment un système de Clifford, ce qui nous permettra d’appliquer les ré-
sultats du paragraphe 2.1 pour énoncer à la proposition 5.1.5 que rad
(
Hc(W )
)
=
Hc(W ) ⊗
H˜c(K)
rad
(
H˜c(K)
)
. Ce résultat nous permettra entre autre de montrer le
théorème 5.3.7 :
Théorème. À équivalence près, le diagramme suivant est commutatif :
H˜c(K)-mod
Ind

C[K ]-mod
Ind

L˜Kcoo
Hc(W )-mod
Res
OO
C[W ]-mod
LWc
oo
Res
OO
où les foncteurs LWc et L˜Kc sont liés à la définition des bébés modules de Verma qui
sera présentée au chapitre 4.
Le dernier chapitre de cette partie sera consacré à la généralisation au cas abélien
non cyclique des résultats de [Bel].
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CHAPITRE 4
Algèbre de Cherednik et algèbre de Hecke associées à un
groupe de réflexions complexe
4.1 Groupes de réflexions complexes
4.1.1 Réflexions complexes
On considère un C-espace vectoriel h de dimension finie.
Définition 4.1.1. Un isomorphisme non trivial s de h est une pseudo-réflexion s’il agit
trivialement sur un hyperplan de h.
Les hyperplans fixés par des pseudo-réflexions sont appelés les hyperplans de ré-
flexions et pour H un hyperplan correspondant à une pseudo-réflexion s, on notera αs
une forme linéaire sur h telle que kerαs = H. Donc si s ′ est une autre pseudo-réflexion
fixant H alors αs et αs ′ sont proportionnelles. On choisira aussi un élément vs ∈ h qui
engendre le supplémentaire s-stable de H et tel que αs(vs) = 1− det(s)−1.
Remarque 4.1.2. Le choix de αs et vs entraîne que toute pseudo-réflexion s vérifie :
∀ h ∈ h, h− s(h) = − det(s)αs(h)vs .
De plus, un isomorphisme de h agit naturellement sur h∗ de la manière suivante :
soient f ∈ h∗, h ∈ h et g ∈ GL(h) : (g · f )(h) = f (g−1 · h). On a alors, pour toute
pseudo-réflexion s :
∀ f ∈ h∗, f − s(f ) = f (vs)αs .
Et en particulier, s(vs) = det(s)vs et s(αs) = det(s)−1αs .
4.1.2 Groupes de réflexions complexes
Définitions et exemples
Les pseudo-réflexions complexes vont nous amener à définir une famille de groupes
finis qui englobe les groupes de Coxeter finis : les groupes de réflexions complexes.
Définition 4.1.3. Un groupe de réflexions complexe est un sous-groupe fini W de
GL(h) engendré par des pseudo-réflexions.
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On gardera par la suite la notation W pour un groupe de réflexions.
Par exemple, le groupe de permutations Sn est un groupe de réflexions : on le voit
comme le sous-groupe de GL(Cn) qui est engendré par les matrices de transposition
qui sont des réflexions.
À un groupe de réflexions complexe W , on associe SW l’ensemble des pseudo-
réflexions de W et AW celui des hyperplans de réflexions de W . Pour tout H ∈
AW , on note WH le fixateur de H. C’est un groupe cyclique d’ordre eH = |WH |.
Ses représentations peuvent donc être décrites de la manière suivante : si on note
detH = det|WH , alors Irr(WH) = {detjH , 0 6 j 6 eH − 1}.
Le groupe W agit sur l’ensemble AW et, pour deux hyperplans dans la même
orbite C, leurs fixateurs seront conjugués, ils auront donc le même ordre, que l’on peut
noter eC et le même ensemble de caractères irréductibles, que l’on va noter Irr(WC).
L’ensemble
U =
⊔
C∈AW /W
Irr(WC)
est donc en bijection avec l’ensemble des paires (C, j), où C est une orbite de AW
sous l’action de W et 0 6 j 6 eC − 1.
Les groupes de réflexions complexes irréductibles ont été classifiés dans [ST54] :
Théorème 4.1.4 (Shephard-Todd). L’ensemble des groupes de réflexions complexes
irréductibles est décrit, à isomorphisme près, par :
• la série infinie des groupes imprimitifs G (ℓ, e, n), où ℓ, e et n sont des entiers
non nuls tels que e divise ℓ, composés de matrices monomiales de taille n telles
que
– le seul terme non nul sur chaque colonne est une racine ℓième de l’unité
– le produit de tous les termes non nuls est une racine ℓe
ième
de l’unité.
• 34 groupes exceptionnels.
On retrouve le groupe symétrique puisque Sn = G (1, 1, n), il est irréductible au sens
où il n’est pas décomposable en un produit de groupes mais la représentation par
permutation Cn n’est pas irréductible. Le groupe diédral I2(n) = G (n, n, 2) apparaît
dans la série infinie, ainsi que les groupes cycliques µℓ = G (ℓ, 1, 1), les groupes de Weyl
de type Dn = G (2, 2, n) et de type Bn = G (2, 1, n). Plus généralement, le groupe de
réflexions G (ℓ, 1, n) est isomorphe au produit semi-direct µnℓ ⋊Sn.
Caractérisation des groupes de réflexions complexes
Un sous-groupe G de GL(h) va agir naturellement sur l’algèbre symétrique C[h].
On peut identifier cette algèbre à celle des fonctions polynomiales sur h qui est une
algèbre de polynômes C[X1, ... ,Xn], où n = dimC h. On note alors C[h]G l’algèbre des
fonctions polynomiales invariantes sous l’action de G .
Par exemple, le groupe Sn agit sur C[X1, ... ,Xn] par permutations des indéterminées
et C[X1, ... ,Xn]Sn est une algèbre de polynômes, engendrée par les n polynômes sy-
métriques élémentaires. Cette propriété caractérise en fait les groupes de réflexions
complexes (cf. [ST54] et [Che55]) :
Théorème 4.1.5 (Shephard-Todd, Chevalley, Serre). Soient h un C-espace vectoriel
de dimension n et G un sous-groupe fini de GL(h). Alors :
G est un groupe de réflexions si et seulement si il existe f1, ... , fn des éléments homo-
gènes de C[h]G et algébriquement indépendants tels que C[h]G = C[f1, ... , fn].
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De plus, lorsque ceci est vérifié, si l’on note di := deg(fi ) pour 1 6 i 6 n, alors les
entiers di ne dépendent que de G , sont uniques à permutations près et vérifient :
(i) |G | =
n∏
i=1
di = dimC
C[h]
< C[h]G+ >
(ii) card(SG ) =
n∑
i=1
(di − 1).
On note ici < C[h]G+ > l’idéal de C[h] engendré par les éléments homogènes de C[h]
G
de degré strictement positif.
La caractérisation algébrique des groupes de réflexions entraîne une caractérisa-
tion géométrique. En effet, si G est un sous-groupe fini de GL(h), on peut définir la
variété quotient h/G comme la variété algébrique affine dont l’algèbre des fonctions
polynomiales est C[h]G (cf. §3.1). On a alors :
Corollaire 4.1.6. G est un groupe de réflexions ⇔ h/G est une variété lisse.
D’après le théorème 4.1.5, si W est un groupe de réflexions alors h/W est isomorphe
à h mais l’isomorphisme n’est pas canonique.
Remarque 4.1.7. Si W est un groupe de réflexions qui agit sur h, il ne va pas agir
comme un groupe de réflexions sur h× h∗, la variété (h× h∗)/W sera donc singulière.
Exemple 4.1.8. Pour h = C, W = G (2, 1, 1) ≃ µ2 agit sur h × h∗ par σ · (x , y) =
(−x ,−y), on a C[h × h∗]W = C[X 2,Y 2,XY ] ≃ C[A,B ,C ]/<C2 − AB> et donc
(h× h∗)/W = {(a, b, c) ∈ A3, c2 = ab} est un cône.
La variété (h× h∗)/µ2
4.2 Algèbres de Hecke
4.2.1 Définition générale et algèbre de Hecke cyclotomique
On note hreg l’espace h auquel on a enlevé les hyperplans de AW . Il est stable sous
l’action de W . On note aussi BW = π1(hreg/W , x0) le groupe de tresses associé à W ,
avec x0 ∈ hreg. On considère {qu , u ∈ U} un ensemble d’indéterminées et pour un
entier positif e on note ζe = exp
(
2π
√−1
e
)
.
Définition 4.2.1. Soit R = C[q±1u , u ∈ U], on appelle algèbre de Hecke de W sur R
le quotient H(W ) de R[BW ] par les relations :∏
06j<eC
(TH − ζjeCq(C,j)) = 0,
pour tout H ∈ AW , C l’orbite H, et TH le générateur de la monodromie autour de H
(cf. par exemple [BK02, 2.A]).
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Remarque 4.2.2. Quand on prend la spécialisation q(C,j) 7→ 1, on retrouve la présenta-
tion par générateurs et relations de l’algèbre de groupeC[W ] (cf. [BM04] et [BMR98]).
L’algèbre de Hecke peut donc être vue comme une déformation de l’algèbre de groupe
C[W ] : on déforme la multiplication en introduisant des paramètres qu.
Pour la suite de ce mémoire, on va faire l’hypothèse suivante, qui est vérifiée pour les
groupes de réflexions G (ℓ, e, n) qui vont nous intéresser par la suite (cf. [BMM99, 1.17
et 1.18]).
Hypothèse. L’algèbre H(W ) est libre de rang |W | en tant que R-module et il existe
une forme linéaire t : H(W )→ R qui est une forme symétrisante pour la R-algèbre
H(W ). De plus, par la spécialisation q(C,j) 7→ 1, la forme t devient la forme canonique
sur l’algèbre de groupe C[W ].
Soit q une indéterminée (ou un élément de C∗) et m = {m(C,j)} des entiers rela-
tifs. On considère la spécialisation R −→ C[q±1], q(C,j) 7→ qm(C,j), l’algèbre de Hecke
associée à cette nouvelle donnée sera appelée algèbre de Hecke cyclotomique de W
sur C[q±1] et notée Hq,m(W ).
4.2.2 Représentations des algèbres de Hecke
Le résultat suivant (cf [Chl09, prop 4.3.4]) est utile pour étudier les représentations
des algèbres de Hecke :
Théorème 4.2.3. Il existe un entier r tel que si z est une racine r ième de q, alors
l’algèbre C(z)Hq,m(W ) := C(z)⊗C[q±1] Hq,m(W ) est semi-simple déployée.
Ainsi, par le théorème de déformation de Tits (cf [GP00, 7.4.6]), on a une bijection
entre les modules simples de cette algèbre et ceux de l’algèbre de groupe C[W ]. On
peut donc écrire :
Irr
(
C(z)Hq,m(W )
)
= {V Ez,m, E ∈ IrrC[W ]}.
D’après l’hypothèse que l’on a faite, l’algèbre Hq,m(W ) est munie d’une forme
symétrisante t : Hq,m(W ) → C[q±1]. Cette structure d’algèbre symétrique va na-
turellement s’étendre à l’algèbre C(z)Hq,m(W ) par extension des scalaires. On notera
encore t : C(z)Hq,m(W ) → C(z). D’après la proposition 2.2.1, il existe alors des
éléments de Schur {sE , E ∈ IrrC[W ]}, qui sont des polynômes de Laurent en z tels
que
t =
∑
E∈IrrC[W ]
1
sE
χE
où χE est le caractère du module simple V Ez,m.
Ces éléments vont nous permettre de définir la a-fonction de Lusztig qui joue un rôle
primordial dans l’étude des représentations des algèbres de Hecke (cf. [Lus03]).
4.2.3 Fonctions a et A
Comme les éléments de Schur sont des polynômes de Laurent en l’indéterminée z,
on peut parler de leur valuation et de leur degré en z (ou en q).
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Définition 4.2.4. Soit E ∈ IrrC[W ], on pose
am(E) = − valq(sE ) = −valz(sE )
r
et Am(E) = degq(sE ) =
degz(sE )
r
.
Ces fonctions nous permettent de munir l’ensemble IrrW d’un ordre partiel en posant,
pour E et F des C[W ]-modules simples,
E 6a F ⇐⇒ am(E) < am(F ) ou E = F .
On appelle cet ordre l’ordre de la a-fonction et on construit de la même manière
l’ordre de la A-fonction.
4.3 Algèbres de Cherednik
En 1992, I. Cherednik a introduit une famille d’algèbres, dites algèbres de Hecke
doubles affines (cf. [Che91] et [Che92]). En 2002, P. Etingof et V. Ginzburg ont
étudié dans [EG02] des dégénérescences rationnelles de ces algèbres, qu’ils ont appelées
algèbres de Cherednik rationnelles. Ce sont des cas particuliers des algèbres de réflexions
symplectiques pour des groupes de réflexions complexes.
4.3.1 Définition
On considère une famille de paramètres complexes {t, cs ; s ∈ SW }, qui a la
propriété suivante :
cs = cs ′ si les réflexions s et s
′ sont conjuguées.
Le groupe W ⊂ GL(h) agit naturellement sur T (h ⊕ h∗), l’algèbre tensorielle sur C.
La définition suivante est tirée de [Mar] :
Définition 4.3.1. L’algèbre de Cherednik rationnelle Ht,c(W ) associée au groupe de
réflexionsW et aux paramètres t et c est le quotient de T (h⊕h∗)⋊W par les relations :
[x , x ′] = 0, [y , y ′] = 0, et [y , x ] = t < x , y > −
∑
s∈SW
cs
< αs , y >< x , vs >
< αs , vs >
s
où < , > est la forme bilinéaire définie par dualité de h et h∗, x , x ′ ∈ h∗, y , y ′ ∈ h et
les éléments αs et vs correspondent à ceux définis au paragraphe 4.1.1.
C’est une algèbre Z-graduée avec deg(h) = −1 et deg(h∗) = 1.
Par définition, il existe différents morphismes des algèbres C[h], C[W ] et C[h∗]
dans Ht,c(W ). Le théorème de Poincaré-Birkhoff-Witt (cf. [EG02, 1.3]) entraîne que
ces morphismes sont injectifs :
Théorème 4.3.2. La multiplication définit un isomorphisme de C-espaces vectoriels :
C[h]⊗C C[W ]⊗C C[h∗] ∼−→ Ht,c(W ).
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Comme nous l’avons vu au paragraphe 4.1.1, si deux pseudo-réflexions s et s ′ fixent
le même hyperplan alors αs et αs ′ sont proportionnelles, de même pour vs et vs ′ . Elles
correspondront donc à la même fraction <αs ,y><x ,vs><αs ,vs> . On peut alors les regrouper dans
la somme qui définit la relation de commutation entre x et y . Cela donne une définition
de l’algèbre de Cherednik liée à un autre système de paramètres. Soit {hu, u ∈ U} un
ensemble de nombres complexes, où U =
⊔
C∈AW /W
Irr(WC). En posant h(C,0) = 0 pour
tout C, et pour s ∈WH , avec H ∈ C :
cs =
eC−1∑
j=0
det(s)−j(h(C,j) − h(C,j−1)),
on obtient la définition de l’algèbre de Cherednik donnée dans [Rou08, §5], avec la
relation de commutation suivante :
[y , x ] = t < x , y > −
∑
H∈AW
< αH , y >< x , vH >
< αH , vH >
γH
où γH =
∑
w∈WH−{1}
eC−1∑
j=0
det(w)−j(h(C,j) − h(C,j−1))
w , pour H ∈ C.
Remarque 4.3.3. (i) Dans ces formules comme par la suite, on utilise la convention
que les indices j sont considérés modulo eC .
(ii) Pour relier l’algèbre de Cherednik à l’algèbre de Hecke correspondant à un même
groupe W , on pourra identifier les paramètres de la manière suivante : h(C,j) = m(C,j).
4.3.2 Centre et algèbre de Cherednik restreinte
Pour tout a ∈ C∗, les algèbres Hat,ac(W ) et Ht,c(W ) sont isomorphes. Ainsi l’étude
de Ht,c(W ) avec t 6= 0 se ramène à celle de H1,c(W ). Par contre, les algèbres H1,c(W )
et H0,c(W ) ont une différence structurelle majeure :
• Z (H1,c(W )) = C
• H0,c(W ) a un centre non trivial.
Pour le premier point, on pourra se référer par exemple à la remarque avant le théorème
3.1 de [EG02]. Nous allons développer le deuxième point dans ce paragraphe.
Une conséquence de cette différence est que la théorie des représentations sera
considérablement différente selon que t soit nul ou non. La richesse de Z (H0,c(W ))
va donner lieu à la théorie détaillée ici et issue de [Gor03], comme le résultat suivant,
énoncé dans [EG02, 4.15] mais dont la preuve suivante provient de [Gor03, 3.6].
Proposition 4.3.4 (Etingof-Ginzburg). C[h]W ⊗ C[h∗]W ⊂ Z (H0,c(W ))
Lemme 4.3.5 (Gordon). Pour tout p ∈ C[h] et tout s ∈ SW , αs divise p − s(p).
Preuve du lemme. Raisonnons par récurrence sur le degré des polynômes de C[h]. Pour
les polynômes de degré 1, c’est à dire les éléments x de h∗, on a x−s(x) =< x , vs > αs
d’après la remarque 4.1.2. Donc αs divise bien x−s(x). Soit un entier d > 2, supposons
que pour tous les éléments p de C[h] de degré inférieur ou égal à d−1, αs divise p−s(p)
et montrons que c’est aussi vrai pour tous les éléments de degré d . Considérons un
monôme v de degré d , on peut le décomposer comme un produit v = xx ′ de deux
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monômes de degré strictement inférieur à d . Et donc par l’hypothèse de récurrence, il
existe z et z ′ ∈ C[h] tels que x − s(x) = zαs et x ′ − s(x ′) = z ′αs . Mais alors
v − s(v) = xx ′ − s(xx ′)
= (x − s(x))s(x ′) + x(x ′ − s(x ′))
= zαss(x
′) + xz ′αs
= (zs(x ′) + xz ′)αs .
Et le lemme est montré par le principe de récurrence.
Démonstration de la proposition 4.3.4. Le lemme nous permet de construire l’élément
de C[h] suivant :
< p, vs >=
p − s(p)
αs
. (1)
On peut alors montrer que
< pp′, vs > = < p, vs > s(p′) + p < p′, vs > .
Grâce à cette formule, on peut étendre la relation [x , y ] =
∑
s∈SW
cs
< αs , y >< x , vs >)
< αs , vs >
s,
que l’on note (∗), à C[h] par récurrence sur le degré des polynômes de C[h]. En effet,
pour x un élément de h∗, l’égalité (∗) est vérifiée pour tout y ∈ h. Soit d un entier
plus grand que 2, supposons que tous les éléments x de C[h] de degré inférieur ou égal
à d − 1 vérifient (∗). Soit v un monôme de degré d , on peut le décomposer en un
produit v = xx ′, où x et x ′ sont deux monômes de degré strictement inférieur à d . On
a alors, pour tout élément y de h,
[xx ′, y ] = [x , y ]x ′ + x [x ′, y ]
=
∑
s∈SW
cs
< αs , y >< x , vs >
< αs , vs >
sx ′ + x
∑
s∈SW
cs
< αs , y >< x
′, vs >
< αs , vs >
s
=
∑
s∈SW
cs
< αs , y >
< αs , vs >
(< x , vs > s(x
′) + x < x ′, vs >)s
=
∑
s∈SW
cs
< αs , y >< xx
′, vs >
< αs , vs >
s
Donc, par le principe de récurrence, pour tout p ∈ C[h] on a :
[p, y ] =
∑
s∈SW
cs
< αs , y >< p, vs >
< αs , vs >
s (2).
De plus l’égalité (1) entraine :
p ∈ C[h]W ⇔ ∀ w ∈ W , w(p) = p
⇔ ∀ s ∈ SW , s(p) = p
⇔ ∀ s ∈ SW , < p, vs >= 0.
Et donc, en utilisant (2), on montre que si p ∈ C[h]W , alors p ∈ Z (H0,c(W )). On
peut démontrer de la même manière que C[h∗]W ⊂ Z (H0,c(W )), ce qui démontre la
proposition.
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La proposition [EG02, 4.15] montre de plus que Z (H0,c(W )) est un C[h]W ⊗C[h∗]W -
module libre de rang |W |. On peut donc construire le morphisme de variétés fini cor-
respondant :
Υc : Specm(Z (H0,c(W )))→ Specm(C[h]W ⊗ C[h∗]W ) = h/W × h∗/W
Comme C[h]W ⊗ C[h∗]W est inclus dans le centre de H0,c(W ), on peut voir cette
algèbre comme une algèbre sur C[h]W ⊗ C[h∗]W . De plus, d’après les théorèmes de
Shephard-Todd (théorème 4.1.5) et de PBW (théorème 4.3.2), si l’on choisit une
C[h]W -base (x1, ... , x|W |) de C[h] et une C[h∗]W -base (y1, ... , y|W |) de C[h∗] alors
(xi w yj)16i ,j6|W |, w∈W est une C[h]W ⊗C[h∗]W -base de H0,c(W ). Donc H0,c(W ) est
un C[h]W ⊗ C[h∗]W -module libre de rang |W |3.
Enfin, si l’on note (C[h]W ⊗C[h∗]W )+ l’idéal maximal de C[h]W ⊗C[h∗]W composé
des éléments sans terme constant, on peut construire
H0,c(W ) = H0,c(W )/((C[h]W ⊗ C[h∗]W )+H0,c(W ))
Définition 4.3.6. On appelle cette algèbre l’algèbre de Cherednik restreinte associée
à W , elle est de dimension |W |3.
Par construction, on a un morphisme de C[h] dans H0,c(W ) qui se factorise par l’idéal
< C[h]W+ > en un morphisme d’espaces vectoriels de C[h]
coW := C[h]/ < C[h]W+ >
dans H0,c(W ) et ce de même pour C[h∗]coW et C[W ]. On a donc un morphisme de
C[h]coW ⊗C C[W ]⊗C C[h∗]coW dans H0,c(W ).
Proposition 4.3.7. Le morphisme C[h]coW ⊗C C[W ]⊗C C[h∗]coW −→ H0,c(W ) est
un isomorphisme d’espaces vectoriels.
Démonstration. Le théorème 4.3.2 nous permet de montrer la surjectivité de ce mor-
phisme et la bijectivité vient de l’égalité des dimensions.
L’algèbre H0,c(W ) étant finie sur son centre, les H0,c-modules simples sont tous
de dimension finie sur C (ce qui n’est pas le cas pour t 6= 0 car il existe des H1,c(W )-
modules simples de dimension infinie, cf. [GGOR03]). Dans la suite, on va étudier
les modules simples de H0,c(W ). De plus, ses blocs sont décrits par la fibre en 0 du
morphisme Υc .
Proposition 4.3.8. L’ensemble Υ−1c (0) est en bijection avec les blocs de l’algèbre de
dimension finie H0,c(W ).
Démonstration. Si l’on traduit l’application Υc en terme d’idéaux maximaux, comme
l’élément 0 de Specm(C[h]W⊗C[h∗]W ) correspond à l’idéal maximal (C[h]W⊗C[h∗]W )+,
la fibre Υ−1c (0) est décrite par les idéaux maximaux de Z (H0,c(W )) contenant l’idéal
(C[h]W ⊗ C[h∗]W )+. Cet ensemble est en bijection avec les idéaux maximaux de l’al-
gèbre Z (H0,c(W ))/((C[h]W ⊗ C[h∗]W )+Z (H0,c(W ))) qui est commutative et de di-
mension finie. On conclut grâce au paragraphe 2.10 de [BG01], basé sur un résultat de
[Mül76], qui montre que les idéaux maximaux de cette algèbre sont en bijection avec
les blocs de H0,c(W ).
Corollaire 4.3.9. L’algèbre H0,0(W ) n’a qu’un seul bloc.
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Démonstration. Si cs = 0 pour tout s alors il est facile de voir que le centre de H0,0(W )
est C[h⊗ h∗]W . Donc Υ0 est le morphisme h× h∗/W → h/W × h∗/W qui n’a que le
point 0 dans sa fibre en 0.
Par la suite, on ne va s’intéresser qu’aux algèbres correspondant à t = 0, on les
notera d’ailleurs Hc(W ) mais on mentionnera quand même ce qu’il se passe pour
t 6= 0, notamment en ce qui concerne les représentations de ces algèbres. On notera
aussi Zc(W ) le centre de l’algèbre Hc(W ) et Hc(W ) l’algèbre de Cherednik restreinte
correspondante.
4.3.3 Élément d’Euler et c-fonction
On va s’intéresser dans cette partie à deux éléments particuliers de l’algèbre de
Cherednik définis de la manière suivante.
Définition 4.3.10. Soit (xi )i∈I une base de h∗ et (yi)i∈I la base antéduale associée.
On appelle élément d’Euler l’élément de Hc(W ) défini par eu =
∑
i xiyi − eu0 où
eu0 =
∑
s∈SW
cs
1− det(s)−1 s =
∑
s∈SW
cs
< αs , vs >
s.
Remarque 4.3.11. (i) La définition de eu ne dépend pas du choix de la base (xi )i∈I .
(ii) Un simple calcul utilisant le lien entre les paramètres donné au paragraphe 4.3.1
montre qu’avec l’autre système de paramètres la définition de l’élément d’Euler est la
suivante :
eu0 =
∑
C∈AW /W
∑
H∈C
eC−1∑
j=0
 ∑
w∈WH
det(w)−jw
 h(C,j)
qui est l’opposée de celle donnée au paragraphe 2.7 de [CGG12].
La fonction s 7→ cs étant invariante par conjugaison, il est facile de vérifier que
l’élément eu0 est dans le centre de C[W ]. D’après le lemme de Schur, il agit donc
par un scalaire sur les modules irréductibles de C[W ], ce qui nous amène à définir la
c-fonction de la manière suivante :
Définition 4.3.12. Soit E ∈ IrrC[W ], on note cc(E) le scalaire par lequel l’élément
d’Euler eu0 agit sur E .
Remarque 4.3.13. (i) On note cc(E) car, comme la définition de eu0 ne fait pas
intervenir le paramètre t, la c-fonction ne dépend que de c.
(ii) Cette fonction sur les C[W ]-modules simples est liée à un ordre sur IrrW , qui est
construit sur le même principe que celui des a et A-fonctions :
E 6c F ⇐⇒ cc(E)− cc(F ) ∈ R∗+ ou E = F .
Par contre eu0 n’est pas en général dans le centre de Ht,c(W ), mais pour t = 0,
l’élément eu est central dans H0,c(W ) comme le montre le résultat suivant :
Proposition 4.3.14. L’élément d’Euler eu commute avec les éléments de W et vérifie,
pour x ∈ h∗ et y ∈ h, [eu, x ] = tx et [eu, y ] = −ty .
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Démonstration. Si l’on prend w ∈ W alors (w(yi))i est une base de h et (w(xi ))i
correspond à sa base duale. Ainsi, comme
∑
i xiyi =
∑
i w(xi )w(yi ), on a
w
∑
i
xiyi =
∑
i
w(xi )w(yi )w
=
∑
i
xiyiw
Or on a vu que eu0 commute avec les éléments de W , on peut donc en déduire la
même propriété pour eu. On va maintenant présenter le calcul de [eu, xi ], pour xi un
élément de la base. On en déduit le résultat pour un élément quelconque de h∗ par
linéarité et le calcul de [eu, yi ] se fait de la même manière, en utilisant les relations de
commutation et la remarque 4.1.2.
[eu, xi ] =
∑
j
xj [yj , xi ]−
∑
s
cs
< αs , vs >
(s(xi)− xi )s
= txi −
∑
s
cs
< αs , vs >
< xi , vs > (∑
j
< αs , yj > xj)− < xi , vs > αs

= txi
On vient de définir une troisième fonction sur IrrC[W ], il est donc naturel de
chercher à la relier aux autres fonctions a et A déjà définies au paragraphe 4.2.3. Pour
cela, il faut d’abord relier les algèbres Hq,m(W ) et Ht,c(W ) que l’on considère : on
va donc poser m(C,j) = h(C,j). Pour ce choix, le lien entre les fonctions a été établi au
paragraphe 3.3 de [CGG12], à partir d’un résultat de [BMM99, 6] :
Proposition 4.3.15. Soit E ∈ IrrC[W ]. Si l’on a m(C,j) = h(C,j) pour tout C ∈ AW /W
et 0 6 j 6 eC − 1, alors
cc(E) = Am(E)−am(E) +
∑
C∈AW /W
eC−1∑
j=0
m(C,j).
Dans ce cas, l’ordre défini sur IrrC[W ] par la c-fonction est le même que celui déterminé
par la fonction A−a.
4.3.4 Bébés Modules de Verma
On va définir, dans ce paragraphe, des modules sur l’algèbre restreinte Hc(W ),
appelés bébés-modules de Verma, qui ont été construits par I. Gordon dans [Gor03]
sur le modèle des modules de Verma pour les algèbres de Lie. La définition suivante
est valable pour t = 0 mais on a une définition semblable dans le cas t 6= 0.
On note H−c (W ) la sous-algèbre de Hc(W ) isomorphe à C[W ]⊗C[h∗]coW en tant
que C-espace vectoriel et H+c (W ), la sous-algèbre de Hc(W ) isomorphe à C[h]coW ⊗
C[W ] en tant que C-espace vectoriel. À un C[W ]-module E , on associe un H−c (W )-
module simple E− sur lequel la partie C[h∗]coW+ agit par 0 et un H
+
c (W )-module simple
E+ sur lequel la partie C[h]coW+ agit par 0. On peut alors définir le Hc(W )-module
suivant :
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Définition 4.3.16. Soit E un C[W ]-module, on note
Mc(E) = Ind
Hc(W )
H−c (W )
E−.
Remarque 4.3.17. Par définition du module induit, Mc(E) = Hc(W ) ⊗H−c (W ) E
−,
mais comme, en tant qu’espaces vectoriels, Hc(W ) ≃ C[h]coW ⊗C H−c (W ), on a
Mc(E) ≃C-e.v. C[h]coW ⊗C E
et dimCMc(E) = |W | dimC(E).
Cet isomorphisme est même un isomorphisme de H+c (W )-modules, où l’action de C[W ]
sur C[h]coW ⊗C E est définie par w · (a ⊗ n) = w(a)⊗ (w · n).
On pose alors
Lc(E) = Mc(E)/ radHc(W )(Mc(E))
et on a le résultat suivant (qui provient de [HN91, §3]).
Proposition 4.3.18 (Holmes-Nakano).
(i) Soit E ∈ IrrC[W ]. Le module Lc(E) est simple et c’est l’unique quotient simple de
Mc(E).
(ii) Si E et F sont deux C[W ]-modules simples alors Lc(E) ≃ Lc(F ) ⇒ E ≃ F .
(iii) {Lc(E), E ∈ IrrC[W ]} = IrrHc(W ).
On peut trouver la démonstration de ce résultat dans [HN91], dans le cadre général
d’une algèbre à décomposition triangulaire. Nous allons présenter ici une preuve plus
détaillée et adaptée à notre contexte.
Démonstration.
Lemme 4.3.19. IrrH+c (W ) = {E+, E ∈ IrrC[W ]} et IrrH−c (W ) = {E−, E ∈
IrrC[W ]}.
Preuve du lemme 4.3.19. Comme C[W ] ≃ H+c (W )/ < C[h]coW+ >, on a un mor-
phisme d’algèbres φ : H+c (W )→ C[W ]. Un C[W ]-module peut donc être vu comme
un H+c (W )-module en posant b ·m = φ(b) ·m. De plus, si l’on considère un H+c (W )-
module simple L, comme C[h]coW+ est un idéal nilpotent de l’algèbre de dimension finie
H+c (W ), il agit par 0 sur L et donc φ(L) = L. On a donc une bijection entre les modules
simples de C[W ] et H+c (W ) et de même pour H−c (W ).
Lemme 4.3.20. Mc(E) a un unique H
+
c (W )-quotient simple qui est E+.
Preuve du lemme 4.3.20. Tout d’abord, on a Hom
H+c (W )
(Mc(E),F
+) ≃ HomC[W ](E ,F )
car les applications ϕ et ψ définies par
Hom
H+c (W )
(C[h]coW ⊗ E ,F+) −→ HomC[W ](E ,F )
f
ϕ7−→ ϕ(f ) : n 7→ f (1⊗ n)
ψ(g) : a ⊗ n 7→ ag(n) ψ←− g
sont réciproques l’une de l’autre.
Prenons alors un H+c (W )-quotient simple de Mc(E), il sera isomorphe à un F+ d’après
le lemme 4.3.19. Ceci nous donne un morphisme surjectif π : Mc(E) ։ F+ et un
morphisme non nul ϕ(π) : E → F . Donc F ≃ E d’après le lemme de Schur.
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Lemme 4.3.21. Lc(E) est un Hc(W )-module simple.
Preuve du lemme 4.3.21. D’après la proposition 2.1.11, ce quotient est un Hc(W )-
module semi-simple. Donc il existe un morphisme π et des Hc(W )-modules simples
L1, ... , Lr tels que
π : Mc(E)։ L1 ⊕ · · · ⊕ Lr .
Pour 1 6 i 6 r , le module Li vu comme H
+
c (W )-module n’est pas nécessairement
simple, on considère alors un H+c (W )-quotient simple L′i de Li . En notant ϕi la pro-
jection non nulle associée, on peut construire le morphisme :
p′i : Mc(E)
π−→ L1 ⊕ · · · ⊕ Lr pi−→ Li ϕi−→ L′i .
Supposons que le quotient Mc(E)/ radHc(W )(Mc(E)) n’est pas simple, c’est à dire que
r > 2. Alors, comme Mc(E)/ ker p′1 et Mc(E)/ ker p
′
2 sont deux H
+
c (W )-quotients
simples de Mc(E), ils sont égaux d’après le lemme 4.3.20 et donc ker p′1 = ker p
′
2.
Comme π est surjectif, ceci implique que kerϕ1 = L1 et kerϕ2 = L2, ce qui est
absurde. Donc r = 1.
On est maintenant en mesure de démontrer la proposition 4.3.18.
(i) Le lemme 4.3.21 montre que le radical de Mc(E) est maximal. Par définition du
radical d’un module, ceci montre que Mc(E) n’a qu’un seul sous-module maximal et
donc un unique quotient simple.
(ii) D’après le lemme 4.3.20, E+ est l’unique H+c (W )-quotient simple de Mc(E) et
donc c’est aussi l’unique quotient simple de Lc(E). Ainsi, si Lc(E) ≃ Lc(F ) alors
E+ ≃ F+ et donc E ≃ F .
(iii) Soit L un Hc(W )-module simple. D’après le lemme 4.3.19, comme H
−
c (W )-
module, il a un sous-module simple E−. On note alors ι le plongement E− →֒ L.
Le morphisme de Hc(W )-modules défini par
φ :
Mc(E) → L
a ⊗ n 7→ aι(n)
est non nul donc surjectif par simplicité de L. Et donc L est un quotient simple de
Mc(E). Le point (i) nous permet de conclure.
Les bébés-modules de Verma pour le groupe G (2, 1, 2) ont été calculés en annexe A.
Pour le cas t = 1, on a une définition similaire de modules sur H1,c(W ) qui per-
mettent de définir une catégorie de plus haut poids associée à l’ordre :
E < F ⇐⇒ cc(E)− cc(F ) ∈ Z>0
(pour plus de détails, cf [Rou08, th. 5.2]). On voit donc ici l’importance de la c-fonction
pour décrire les représentations de l’algèbre de Cherednik dans le cas t 6= 0. On va
s’intéresser désormais au cas t = 0 pour lequel on essaiera de construire un ordre
similaire sur IrrC[W ] permettant de créer des liens entre les cas t = 0 et t 6= 0.
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4.3.5 Fibre Υ−1c (0)
Les résultats énoncés au paragraphe précédent sur les bébés modules de Verma et
la proposition 4.3.8 nous permettent de définir l’application suivante :
Θc : IrrC[W ]→ Υ−1c (0)
qui à E ∈ IrrC[W ] associe le point x de Υ−1c (0) définissant le bloc qui contient le
Hc(W )-module simple Lc(E).
La fibre Υ−1c (0) a été étudiée au paragraphe 5 de [Gor03] où l’on peut trouver les
résultats suivants.
Théorème 4.3.22 (Gordon). Si le point x de Υ−1c (0) est lisse dans Specm(Zc(W ))
alors |(Θ−1c (x))| = 1.
Corollaire 4.3.23 (Gordon). Les assertions suivantes sont équivalentes :
(i) Les fibres de Θc sont des singletons.
(ii) |(Υ−1c (0))| = | IrrW |.
(iii) Tous les points de Υ−1c (0) sont lisses.
4.3.6 Blocs de Calogero-Moser
Les fibres de l’application Θc partitionnent l’ensemble IrrC[W ] en blocs de la ma-
nière suivante :
Définition 4.3.24. Soient E et F ∈ IrrC[W ]. On dit que E et F sont dans le même
bloc si Θc(E) = Θc(F ). On appelle cette partition en blocs la partition de Calogero-
Moser de W et on la note CMc(W ).
Remarque 4.3.25. Dire que E et F sont dans le même bloc de Calogero-Moser revient
à dire que les Hc(W )-modules simples correspondant Lc(E) et Lc(F ) sont dans le même
bloc de l’algèbre Hc(W ).
On a défini des fonctions sur IrrC[W ] : les a, A et c-fonctions, voyons maintenant
si ce sont des invariants des blocs de Calogero-Moser.
Proposition 4.3.26. Soient x ∈ Υ−1c (0) et E ∈ IrrC[W ] tels que x = Θc(E). Alors le
scalaire cc(E) est l’évaluation de −eu en x .
Démonstration. À l’élément x ∈ Specm(Zc(W )) on associe un idéal maximal de
Zc(W ) qui est défini par Ix = {P ∈ Zc(W ), P(x) = 0}. Comme x ∈ Υ−1c (0),
l’idéal (C[h]⊗C[h∗])+ est inclus dans Ix et donc on peut considérer l’idéal maximal de
Zc(W )/(C[h] ⊗ C[h∗])+ correspondant que l’on note I˜x . À cet idéal, on peut associer
un idempotent primitif ex de Zc(W )/(C[h]⊗ C[h∗])+ qui est tel que ex /∈ I˜x . Comme
x = Θc(E), le module Lc(E) est dans le bloc Hc(W )ex , donc d’après le lemme qui suit,
eu ·ex = −cc(E)ex . Évaluons cette égalité en x : on obtient eu(x)ex (x) = −cc(E)ex(x)
et comme ex /∈ I˜x , ex(x) 6= 0. On a alors cc(E) = −eu(x).
Lemme 4.3.27. Le scalaire par lequel eu agit sur Lc(E) est −cc(E).
Preuve du lemme. Par définition des bébés modules de Verma, l’action de eu sur Lc(E)
est la même que celle de −eu0 sur E (car les yi vont agir par 0).
Corollaire 4.3.28. La fonction c est constante à l’intérieur d’un bloc de Calogero-
Moser.
71
CHAPITRE 4. ALGÈBRE DE CHEREDNIK ET ALGÈBRE DE HECKE
ASSOCIÉES À UN GROUPE DE RÉFLEXIONS COMPLEXE
En ce qui concerne les a et A-fonctions, on n’a pas de démonstration générale de
leur constance sur les blocs de Calogero-Moser comme pour la c-fonction. On verra
(cf. corollaires 9.1.10 et 10.3.3), grâce à la description combinatoire des blocs de
Calogero-Moser pour les groupes imprimitifs exposée aux chapitres 9 et 10, que ces
fonctions sont constantes sur les blocs de G (ℓ, e, n), qui seront les seuls groupes qui
nous intéresseront par la suite.
Les parties 3 et 4 seront consacrées à l’étude des algèbres de Cherednik et de
Hecke associées aux groupes G (ℓ, e, n). On étudiera notamment en détails les a, A et
c-fonctions, ce qui nous permettra d’étudier les ordres associés à ces fonctions sur les
blocs de Calogero-Moser de ces groupes.
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Comparaison des algèbres de Cherednik associées
Au cours de ce chapitre, nous allons nous placer dans la configuration où W est
un groupe de réflexions complexe et où K est un sous-groupe distingué de W qui est
lui aussi engendré par des réflexions. En conservant les notations du paragraphe 4.1,
le groupe K va agir sur l’espace h par inclusion et on pourra donc définir l’algèbre de
Cherednik Hc(K) associée à K .
Nous allons tout d’abord chercher à relier les algèbres Hc(K) et Hc(W ), puis nous
comparerons les représentations de leurs algèbres restreintes Hc(K) et Hc(W ). Cette
question a déjà été étudiée par G. Bellamy dans [Bel], dans le cas où le quotient W /K
est cyclique. On propose ici une approche plus générale qui est valable pour deux
algèbres à décomposition triangulaire : A = R+ ⊗ R0 ⊗ R− ⊂ A′ = R+ ⊗ R ′0 ⊗ R−,
telles que R0 et R ′0 forment un système de Clifford.
5.1 Les différentes algèbres et leurs radicaux
On considère deux groupes de réflexions complexes K ⊳W et leurs algèbres de
Cherednik associées Hc(K) et Hc(W ).
Exemple 5.1.1. Par définition des groupes G (ℓ, e, n), on pourra considérer par exemple
W = G (ℓ, 1, n) et K = G (ℓ, e, n), dans ce cas, on verra que le quotient est cyclique,
mais pour W = G (ℓ, 1, n) et K = (µℓ)n, le quotient est isomorphe à Sn. Enfin,
certains groupes exceptionnels (G7, G11 et G15 par exemple) contiennent des sous-
groupes distingués qui sont tels que le quotient est abélien non cyclique.
Dans le but de comparer leurs représentations, on voudrait que l’inclusion K ⊂W
se généralise à Hc(K) ⊂ Hc(W ). On a déjà une application naturelle T (h ⊕ h∗) ⋊
K → Hc(W ). Pour obtenir à partir de cette application un morphisme d’algèbres
Hc(K)→ Hc(W ), il faut simplement que la relation
[y , x ] = −
∑
s∈SW
cs
< αs , y >< x , vs >
< αs , vs >
s, pour x ∈ h∗ et y ∈ h,
soit la même dans Hc(K) et dans Hc(W ). Pour cela, le paramètre c doit vérifier
cs = 0, ∀s ∈ SW − SK . Enfin, le théorème de PBW (théorème 4.3.2) montre que ce
morphisme est injectif.
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Pour la suite de cette partie, nous allons choisir un tel paramètre c. De plus, on
notera C = C[h]W ⊗C[h∗]W et D = C[h]K⊗C[h∗]K . On a alors le diagramme suivant :
Hc(K)

 // Hc(W )

Hc(W )
où la projection correspond au quotient par l’idéal C+Hc(W ). Introduisons maintenant
une nouvelle algèbre associée à K : la sous-algèbre H˜c(K) de Hc(W ) qui est telle que
le diagramme
Hc(K)

 //

Hc(W )

H˜c(K)

 // Hc(W )
commute. Cela signifie que
H˜c(K) = Hc(K)/C+Hc(K),
et en tant qu’espace vectoriel,
H˜c(K) ≃Ce.v. C[h]coW ⊗ C[K ]⊗ C[h∗]coW .
L’algèbre de Cherednik restreinte correspondant à K est par définition Hc(K) =
Hc(K)/D+Hc(K) et l’inclusion C ⊂ D permet de définir la projection
p : H˜c(K)։ Hc(K).
On a alors le diagramme
Hc(K)

 //

Hc(W )

H˜c(K)

 //
p

Hc(W )
Hc(K).
Cette projection vérifie la proposition suivante, qui va nous permettre d’identifier les
modules simples de ces deux algèbres d’après le raisonnement de [Bel, 3.3]. Ce sera
très utile par la suite car, H˜c(K) étant une sous-algèbre de Hc(W ), on pourra relier
les H˜c(K)-modules aux Hc(W )-modules par restriction et induction et donc comparer
les représentations des deux algèbres de Cherednik restreintes.
Proposition 5.1.2 (Bellamy). ker p ⊂ rad H˜c(K)
Démonstration. Par construction, on a ker p = D+Hc(K)/C+Hc(K). Cet idéal de
H˜c(K) est engendré par des éléments centraux (car D ⊂ Z (Hc(K)) d’après la propo-
sition 4.3.4), et nilpotents car l’algèbre H˜c(K) est une algèbre graduée de dimension
finie.
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Mais par définition (cf. §2.1.3), rad H˜c(K) est l’intersection des idéaux maximaux de
H˜c(K), il contient donc tous les éléments nilpotents centraux et donc ker p.
Le fait que Hc(K) soit le quotient de H˜c(K) par un idéal inclus dans le radical de
H˜c(K) implique le résultat suivant.
Corollaire 5.1.3 (Bellamy). Les H˜c(K)-modules simples sont en bijection avec les
modules simples de Hc(K).
Intéressons nous maintenant aux radicaux des algèbres H˜c(K) ⊂ Hc(W ), dans le
but d’étudier les foncteurs d’induction et de restriction entre ces deux algèbres. Pour
les comparer, on va utiliser les résultats du paragraphe 2.1.
Lemme 5.1.4. Soit {γ˙, γ ∈ W /K} un système de représentants de W /K dans W .
On a un système de Clifford (au sens du paragraphe 2.1) :
Hc(W ) =
⊕
γ∈W /K
γ˙H˜c(K)
et un isomorphisme de C[W ]-modules :
C[W ]⊗C[K ] H˜c(K) ≃ Hc(W )
w ⊗ (x ⊗ k ⊗ y) 7→ wxky .
Preuve. L’application ψ : C[W ] ⊗C[K ] H˜c(K) → Hc(W ) définie par, pour x ∈ C[h],
w ∈W , y ∈ C[h∗] et k ∈ K : ψ(w⊗(x⊗k⊗y)) = wxky , est clairement un morphisme
de C[W ]-modules. Montrons que c’est un isomorphisme :
• soit xwy ∈ Hc(W ), alors xwy = ww−1(x)y = ψ(w ⊗ (w−1(x) ⊗ e ⊗ y)), où e
est le neutre de K . Donc ψ est surjectif.
• On vérifie facilement que C[W ] =
⊕
γ∈W /K
γ˙ C[K ]. Donc, en tant qu’espace vec-
toriel, C[W ] ⊗C[K ] H˜c(K) ≃
⊕
γ∈W /K γ˙H˜c(K) et on peut conclure par égalité
des dimensions pour la bijectivité de ψ.
En prenant A¯ = H˜c(K), A = Hc(W ) et Γ = W /K , on a bien un système de Clifford
car γ˙γ˙′ = ˙γγ′a, où a ∈ K ⊂ H˜c(K).
En appliquant la proposition 2.1.12 et le corollaire 2.1.14, on obtient alors le résultat
suivant :
Proposition 5.1.5. rad(Hc(W )) = Hc(W )⊗
H˜c(K)
rad(H˜c(K)) et
rad H˜c(K) = radHc(W ) ∩ H˜c(K).
Nous allons maintenant chercher à comparer les modules simples des algèbres
Hc(W ) et Hc(K). Mais d’après le corollaire 5.1.3 et la proposition 4.3.18, il suffit
pour cela de relier IrrHc(W ) et Irr H˜c(K), en comparant les bébés-modules de Verma
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de ces deux algèbres. L’objectif du paragraphe suivant est donc de construire des fonc-
teurs LWc et L˜Kc de manière à ce que le diagramme suivant soit commutatif :
H˜c(K)-mod
Ind

C[K ]-mod
Ind

L˜Kcoo
Hc(W )-mod
Res
OO
C[W ]-mod
LWc
oo
Res
OO
ce qui nous permettra de passer d’une algèbre à l’autre de manière aisée.
5.2 Définition des foncteurs
Au paragraphe 4.3.4, nous avons défini le Hc(W )-module simple Lc(E) pour un
C[W ]-module simple E . On peut de façon évidente étendre cette construction à un
module E quelconque, même si le module Lc(E) sera réductible en général.
Dans la situation qui nous intéresse où K ⊳ W sont deux groupes de réflexions
complexes, on notera ces foncteurs
MWc et L
W
c : C[W ]-mod→ Hc(W )-mod,
MKc et L
K
c : C[K ]-mod→ Hc(K)-mod.
Ils vérifient LWc (E) est simple si E est simple et L
K
c (F ) est simple si F est simple.
En considérant la sous-algèbre H˜−c (K) de H˜c(K) isomorphe en tant qu’espace vec-
toriel à C[K ]⊗CC[h∗]coW , on peut définir de la même manière deux autres foncteurs :
pour un C[K ]-module F , on construit le H˜c(K)-module
M˜Kc (F ) = H˜c(K)⊗
H˜−c (K)
F−,
où F− est le H˜−c (K)-module obtenu à partir de F en faisant agir les éléments de
C[h∗]coW+ par 0. Le foncteur M˜Kc : C[K ]-mod → H˜c(K)-mod induit l’existence d’un
foncteur
L˜Kc :
C[K ]-mod → H˜c(K)-mod
F 7→ M˜Kc (F )/ rad H˜c(K) · M˜Kc (F ).
Remarque 5.2.1. Si F est un C[K ]-module simple alors LKc (F ) est un Hc(K)-module
simple et, si on le munit de la structure de H˜c(K)-module définie par la projection p,
on obtient un H˜c(K)-module simple qui est L˜Kc (F ).
Enfin, par la suite nous allons nous intéresser également aux foncteurs ResWK :=
Res
C[W ]
C[K ]
, IndWK := Ind
C[W ]
C[K ]
, ResHc(W )
H˜c(K)
et au foncteur IndHc(W )
H˜c(K)
qui, d’après le lemme
5.1.4, a la propriété suivante :
Proposition 5.2.2. IndHc(W )
H˜c(K)
est un foncteur exact.
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5.3 Commutativité des foncteurs
5.3.1 Foncteurs Res et Mc
Proposition 5.3.1. Le diagramme Hc(W )-mod
Res // H˜c(K)-mod
C[W ]-mod
MWc
OO
Res
// C[K ]-mod
M˜Kc
OO
commute.
Démonstration. Soit S ∈ C[W ]-mod. On doit montrer que
Res
Hc(W )
H˜c(K)
MWc (S) ≃ M˜Kc (ResWK S)
en tant que H˜c(K)-modules. Par définition du foncteur M˜Kc et comme H˜c(K) ≃
C[h]coW ⊗C H˜−c (K), on obtient :
M˜Kc (Res
W
K S) = H˜c(K)⊗
H˜−c (K)
(ResWK S)
− ≃C-e.v. C[h]coW ⊗C (ResWK S)−.
Mais on a aussi MWc (S) ≃C-e.v. C[h]coW ⊗C S− et comme la restriction conserve la
structure d’espace vectoriel, on a ResHc(W )
H˜c(K)
MWc (S) ≃C-e.v. M˜Kc (ResWK S).
Soit alors
Φ :
{
H˜c(K)⊗
H˜−c (K)
(ResWK S)
− → Hc(W )⊗H−c (W ) S
−
h ⊗ s 7→ h ⊗ s
Φ est bien défini car H˜c(K) est une sous algèbre de Hc(W ) telle que H˜
−
c (K) ⊂ H−c (W )
et c’est clairement un morphisme de H˜c(K)-modules. De plus il est surjectif car tout
élément de Hc(W )⊗H−c (W ) S
− peut s’écrire comme un élément de C[h]coW ⊗C S qui
est clairement l’image par Φ d’un élément de H˜c(K) ⊗
H˜−c (K)
(ResWK S)
− et c’est un
isomorphisme par égalité des dimensions (les deux C-espaces vectoriels sous-jacents
sont isomorphes). On a donc montré que ResHc(W )
H˜c(K)
MWc (S) ≃ M˜Kc (ResWK S) en tant
que H˜c(K)-modules et que le diagramme commute.
Nous allons maintenant chercher à obtenir le même type de diagramme commuta-
tif mais cette fois pour la catégorie Hc(K)-mod plutôt que pour H˜c(K)-mod. Ceci va
être possible grâce à la projection p : H˜c(K)։ Hc(K) qui nous a permis d’identifier
Irr H˜c(K) avec IrrHc(K). En effet, en concaténant les deux diagrammes des proposi-
tions 5.3.1 et 5.3.2, on pourra alors construire le diagramme commutatif recherché.
Proposition 5.3.2. Le diagramme H˜c(K)-mod
/ ker p
''◆◆
◆◆◆
◆◆◆
◆◆◆
C[K ]-mod
M˜Kc
88qqqqqqqqqqqq
MKc
// Hc(K)-mod
est commutatif.
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Démonstration. Pour montrer que MKc (T ) ≃ M˜Kc (T )/ < ker p · M˜Kc (T ) >, on va
construire un morphisme ϕ : M˜Kc (T )։ M
K
c (T ) tel que kerϕ =< ker p · M˜Kc (T ) >.
Soit alors
ϕ :
{
H˜c(K)⊗
H˜−c (K)
T− → Hc(W )⊗H−c (W ) T
−
h ⊗ t 7→ p(h)⊗ t
ϕ est bien défini et surjectif car la projection p : H˜c(K) ։ Hc(W ) est telle que
p
(
H˜−c (K)
)
⊂ H−c (W ). C’est clairement un morphisme de H˜c(K)-modules. De plus,
un élément de ker p · M˜Kc (T ) est annulé par ϕ. Prenons maintenant un élément de
M˜Kc (T ) qui est dans kerϕ. Il existe (t1, ... , tr ) des éléments de T tels que T =
r⊕
i=1
Cti
en tant que C-espace vectoriel et
M˜Kc (T ) = C[h]
coK ⊗
(
r⊕
i=1
Cti
)
≃
r⊕
i=1
(
C[h]coK ⊗ Cti
) ≃ r⊕
i=1
(
C[h]coK ⊗ ti
)
.
Ainsi tout élément de M˜Kc (T ) (respectivement M
K
c (T )) s’écrit de manière unique
r∑
i=1
qi ⊗ ti avec qi ∈ C[h]coW (respectivement C[h]coK ). Donc
r∑
i=1
qi ⊗ ti ∈ kerϕ⇐⇒
r∑
i=1
p(qi)⊗ ti ⇐⇒ qi ∈ ker p, ∀ 1 6 i 6 r ,
et dans ce cas,
r∑
i=1
qi ⊗ ti ∈< ker p · M˜Kc (T ) >. Donc kerϕ =< ker p · M˜Kc (T ) > et le
diagramme commute.
Corollaire 5.3.3. Si l’on note F le foncteur :
Hc(W )-mod → Hc(K)-mod
M 7→ ResHc(W )
H˜c(K)
M/ < ker p · ResHc(W )
H˜c(K)
M >
alors le diagramme suivant est commutatif
Hc(W )-mod
F // Hc(K)-mod
C[W ]-mod
MWc
OO
Res
// C[K ]-mod
MKc
OO
5.3.2 Commutativité des foncteurs Mc et Ind
Proposition 5.3.4. Le diagramme Hc(W )-mod H˜c(K)-mod
Indoo
C[W ]-mod
MWc
OO
C[K ]-mod
M˜Kc
OO
Ind
oo
commute.
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Démonstration. On a les isomorphismes suivants :
Ind
Hc(W )
H˜c(K)
(
M˜Kc (T )
)
= Hc(W )⊗
H˜c(K)
(
H˜c(K)⊗
H˜−c (K)
T−
)
≃ Hc(W )⊗
H˜−c (K)
T−
≃ Hc(W )⊗H−c (W )
(
H−c (W )⊗
H˜−c (K)
T−
)
.
Donc pour montrer que IndHc(W )
H˜c(K)
(
M˜Kc (T )
)
≃ MWc
(
IndWK T
)
, il suffit de montrer que
H−c (W )⊗
H˜−c (K)
T− ≃
(
C[W ]⊗C[K ] T
)−
.
On va pour cela utiliser le morphisme d’algèbres πW : H
−
c (W )։ C[W ] qui correspond
au quotient par l’idéal < C[h∗]coW+ >.
Lemme 5.3.5. Le morphisme Ψ :
{
H−c (W )⊗
H˜−c (K)
T− → (C[W ]⊗C[K ] T)−
h ⊗ t 7→ πW (h)⊗ t
est un isomorphisme de H−c (W )-modules.
Preuve du lemme. Comme πW est un morphisme surjectif d’algèbres vérifiant, pour
w ∈W et h ∈ C[h∗]coW+ : πW (w) = w et πW (h) = 0, Ψ est un morphisme surjectif de
H−c (W )-modules. De plus, les modules ayant la même dimension en tant que C-espaces
vectoriels (égale à |W |
2
|K | dimC T ), Ψ est un isomorphisme.
On a donc montré que
Ind
Hc(W )
H˜c(K)
(
M˜Kc (T )
)
≃ Hc(W )⊗H−c (W )
(
C[W ]⊗C[K ] T
)−
= MWc
(
IndWK T
)
.
Il serait maintenant naturel de chercher à prouver une proposition duale de la
proposition 5.3.2 pour le foncteur Ind, c’est à dire obtenir une construction naturelle
d’un foncteur H de manière à ce que le diagramme suivant commute :
H˜c(K)-mod
C[K ]-mod
M˜Kc
88qqqqqqqqqqqq
MKc
// Hc(K)-mod
H
gg◆◆◆◆◆◆◆◆◆◆◆
Or la manière naturelle de construire un H˜c(K)-module à partir d’un Hc(K)-module
correspond au foncteur H : M 7→ M tel que M = M en tant que C-espace vectoriel
et l’action de H˜c(K) est définie par h ·m = p(h) ·m. Mais comme M˜Kc (T ) et MKc (T )
ne sont pas isomorphes en tant qu’espaces vectoriels, on ne peut pas construire un tel
diagramme commutatif. Ceci n’est pas un problème car nous cherchons à comparer
les modules simples des algèbres Hc(K) et Hc(W ) et d’après le corollaire 5.1.3, il y a
une bijection entre les simples de Hc(K) et les simples de H˜c(K). Donc pour étudier la
commutativité des foncteurs Res, Ind et Lc, les propositions 5.3.1 et 5.3.4 vont suffire.
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5.3.3 Commutativité des foncteurs Res, Ind et Lc
Afin d’alléger les notations de ce paragraphe, on va poser :
A = H˜c(K), A′ = C[K ], B = Hc(W ) et B ′ = C[W ], et on se trouve alors dans le
contexte suivant :
• A ⊂ B , A′ ⊂ B ′,
• A′ et B ′ sont des algèbres semi-simples,
• radB = B ⊗A radA (d’après la proposition 5.1.5),
• B est un A-module libre (d’après le lemme 5.1.4),
• on a des foncteurs MA, LA : A′-mod → A-mod et MB , LB : B ′-mod → B-mod
qui vérifient, d’après le paragraphe 5.2 et la proposition 5.3.4, pour E ∈ B ′-mod
et F ∈ A′-mod :
MB(B
′ ⊗A′ F ) ≃ B ⊗A MA(F )
LA(F ) = MA(F )/ rad(A)MA(F )
et LB(E) = MB(E)/ rad(B)MB(E).
Et on voudrait montrer que LB(B ′ ⊗A′ F ) ≃ B ⊗A LA(F ). Or
LB(B
′ ⊗A′ F ) = MB(B ′ ⊗A′ F )/ rad(B)MB(B ′ ⊗A′ F )
≃ B ⊗A MA(F )/ rad(B)MB(B ′ ⊗A′ F )
Il suffit donc de prouver le résultat suivant :
Lemme 5.3.6. rad(B)MB(B ′ ⊗A′ F ) ≃ B ⊗A (rad(A)MA(F )).
Preuve. Soit φ :
{
B ⊗A (rad(A)MA(F )) → rad(B)MB(B ′ ⊗A′ F )
b ⊗A x 7→ bx
Comme radB = B ⊗A radA et MB(B ′ ⊗A′ F ) ≃ B ⊗A MA(F ), φ est bien défini et
surjectif et comme B est un A-module plat, l’inclusion rad(A)MA(F ) ⊂ MA(F ) donne
une injection B ⊗A rad(A)MA(F ) →֒ B ⊗A MA(F ) ≃ MB(B ′ ⊗A′ F ) donc φ est un
isomorphisme.
On a donc
LB(B
′ ⊗A′ F ) ≃ B ⊗A MA(F )/ rad(B)MB(B ′ ⊗A′ F )
≃ B ⊗A MA(F )/B ⊗A (rad(A)MA(F ))
≃ B ⊗A (MA(F )/ rad(A)MA(F ))
≃ B ⊗A LA(F )
ce qui prouve que le diagramme suivant est commutatif :
A-mod
Ind

A′-mod
LAoo
Ind

B-mod B ′-mod
LB
oo
Pour obtenir le même résultat avec les foncteurs Res, on peut utiliser des équivalences
de catégories. Le foncteur
LA :
{
A′-mod → A-mod
V 7→ MA(V )/ rad(A)MA(V ) = A/ rad(A)⊗A MA(V )
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peut être vu comme un foncteur à valeur dans la catégorie A/ rad(A)-mod. Mais comme
A′ et A/ rad(A) sont des algèbres semi-simples, et que LA échange bijectivement les
modules simples, LA est un équivalence de catégories, ainsi que LB . Il existe donc des
foncteurs
L−1A : A/ rad(A)-mod→ A′-mod et L−1B : B/ rad(B)-mod→ B ′-mod
tels que, à isomorphismes de foncteurs près, LA ◦ L−1A = 1A/ radA, L−1A ◦ LA = 1A′,
LB ◦ L−1B = 1B/ radB et L−1B ◦ LB = 1B ′ .
Ceci implique que (LA, L
−1
A ) et (LB , L
−1
B ) sont des couples de foncteurs adjoints et
sachant que (ResBA , Ind
B
A) et (Res
B ′
A′ , Ind
B ′
A′ ) sont aussi des foncteurs adjoints, L
−1
A ◦ResBA
est adjoint à IndBA ◦LA et ResB
′
A′ ◦L−1B est adjoint à LB ◦ IndB
′
A′ .
Ainsi, le fait que IndBA ◦LA = LB ◦ IndB
′
A′ entraîne que L
−1
A ◦ ResBA = ResB
′
A′ ◦L−1B , ce qui
donne en composant à gauche par LA et à droite par LB :
ResBA ◦LB = LA ◦ ResB
′
A′ .
Donc le diagramme A-mod A′-mod
LAoo
B-mod
Res
OO
B ′-mod
LB
oo
Res
OO est commutatif et en se replaçant dans
notre contexte de départ, on obtient le résultat suivant.
Théorème 5.3.7. À équivalence près, le diagramme suivant est commutatif :
H˜c(K)-mod
Ind

C[K ]-mod
Ind

L˜Kcoo
Hc(W )-mod
Res
OO
C[W ]-mod
LWc
oo
Res
OO
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CHAPITRE 6
Comparaison des blocs
Au paragraphe 4.3.6, on a défini la partition de Calogero-Moser CMc(W ) pour
un groupe de réflexions complexe W . Elle consiste à regrouper les modules simples de
C[W ] qui sont envoyés par le foncteur LWc dans le même bloc de l’algèbre de Cherednik
restreinte Hc(W ). On peut définir de la même manière une partition CMc(K) pour K
un sous-groupe normal de W qui est engendré par des réflexions. L’objectif de ce
chapitre est, sous l’hypothèse cs = 0 ∀s ∈ SW −SK , de construire une bijection entre
CMc(W ) et les orbites de CMc(K) sous l’action de W /K , dans le cas où W /K est
abélien (on généralise le travail de [Bel] qui correspond au cas cyclique). On utilisera
ensuite ce lien ainsi que le théorème 5.3.7 que l’on vient de démontrer pour comparer
les nombres de décomposition de modules se trouvant dans des blocs en bijection.
Enfin, on montrera que la c-fonction est conservée par cette bijection.
6.1 Partition de Calogero-Moser de W et de K
Le corollaire 5.1.3 nous permet d’identifier IrrHc(K) et Irr H˜c(K). De plus, les
blocs de ces algèbres vont se correspondre car d’après [Bel, proposition 3.3], les blocs
de H˜c(K) sont les pré-images de ceux de Hc(K) par l’application p. Pour comparer
les partitions CMc(W ) et CMc(K), il suffit donc de relier les blocs de l’algèbre Hc(W )
avec ceux de sa sous-algèbre H˜c(K). Dans ce but, nous allons généraliser les résultats
de [Bel, 4] au cas où W /K est abélien, en utilisant les résultats du paragraphe 2.1.
6.1.1 Système de Clifford
D’après le lemme 5.1.4, les algèbres Hc(W ) et H˜c(K) forment un système de
Clifford :
Hc(W ) =
⊕
γ∈W /K
γ˙H˜c(K),
où {γ˙, γ ∈W /K} est un système de représentants de W /K dans W .
Hypothèse. Nous allons supposer dans la suite de ce chapitre que le quotient W /K
est abélien et nous le noterons Γ .
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Nous allons donc pouvoir appliquer les résultats du paragraphe 2.1. Tout d’abord,
on a une action de Γ sur le centre de H˜c(K) définie par
γ · h˜ = γ˙h˜γ˙−1,
où h˜ ∈ Z
(
H˜c(K)
)
, ainsi qu’une action de Γˆ sur Hc(W ) qui est définie par l’automor-
phisme d’algèbre :
δ · (γ˙h˜) = δ(γ)γ˙h˜,
où h˜ ∈ H˜c(K) et qui stabilise les sous-algèbres H−c (W ) et H+c (W ).
De même, on a une action de Γ sur IrrC[K ] et une action de Γˆ sur IrrC[W ] et par
construction, les foncteurs LWc et L˜
K
c sont compatibles avec ces actions.
Lemme 6.1.1. Soient E ∈ IrrC[W ], F ∈ IrrC[K ], γ ∈ Γ et δ ∈ Γˆ , on a
1. LWc (δ · E) = δ · LWc (E),
2. stabΓˆ (L
W
c (E)) =stabΓˆ (E),
3. L˜Kc (γ · F ) = γ · L˜Kc (F ),
4. stabΓ (L˜Kc (F )) =stabΓ (F ).
6.1.2 Comparaison des simples
Dans ce contexte et grâce au théorème 5.3.7 qui affirme que les foncteurs Res,
Ind, LWc et L˜
K
c commutent, on obtient un résultat semblable au corollaire 2.1.16 pour
les algèbres H˜c(K) et Hc(W ).
Proposition 6.1.2. Il existe une bijection
(Irr H˜c(K))/Γ ↔ (IrrHc(W ))/Γˆ
Ω˜ ↔ Ω
qui vérifie : ∀ Ω ∈ (IrrHc(W ))/Γˆ , ∃mΩ ∈ N tel que
1. ∀ χ ∈ Ω, ResHc(W )
H˜c(K)
χ = mΩ
∑
χ˜∈Ω˜
χ˜
2. ∀ χ˜ ∈ Ω˜, IndHc(W )
H˜c(K)
χ˜ = mΩ
∑
χ∈Ω
χ.
Remarque 6.1.3. Dans le cas où Γ = W /K est cyclique, comme on l’a mentionné au
paragraphe 2.2.2, on a mΩ = 1 pour toute orbite Ω, on retrouve alors [Bel, 4.7].
6.1.3 Comparaison des blocs
On cherche à relier les blocs des algèbres Hc(W ) et H˜c(K). Pour cela, on va utiliser
le résultat du théorème 2.1.7 et montrer que l’action de Γˆ sur Bl(Hc (W )) est triviale
grâce au lemme 4.8 de [Bel], qui est énoncé dans le cas cyclique mais qui est valable
si l’on suppose W /K seulement abélien. On obtient donc une généralisation de [Bel,
4.11] au cas abélien.
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Théorème 6.1.4. Soient B ∈ CMc(W ) et Γ (B) := {F ∈ IrrC[K ], il existe E ∈
B tel que F |ResWK E}. Alors il existe B¯ ∈ CMc(K) tel que Γ (B) = Γ · B¯. On a donc
une bijection :
CMc(W )↔ CMc(K)/Γ .
Démonstration du théorème 6.1.4. Le théorème 2.1.7 nous permet de construire une
bijection entre CMc(W )/Γˆ et CMc(K)/Γ , il nous suffit donc de démontrer que l’action
de Γˆ sur CMc(W ) est triviale pour conclure.
Soient δ ∈ Γˆ , B un bloc de CMc(W ) et E ∈ B . Pour montrer que δ · E ∈ B ,
comme les bébés-modules de Verma sont indécomposables, il suffit de construire un
morphisme non nul de MWc (δ · E) dans MWc (E). Notons m = C[h]K+, idéal gradué et
maximal de C[h]K . Le groupe W agit sur m et sur m2, on peut donc considérer U un
supplémentaire de m2 dans m gradué et W -stable. D’après le lemme 2.1 de [BBR02],
U engendre C[h]K et dimU est le nombre minimal de générateurs de C[h]K , donc
C[U∗] = C[h]K . On a alors C[U∗]Γ = C[h]W et donc par le théorème de Chevalley-
Shephard-Todd (cf. théorème 4.1.5), Γ agit sur U∗ comme un groupe de réflexions
et C[U∗]coΓ = C[h]K/ < C[h]W+ > est isomorphe à la représentation régulière de Γ .
Donc pour δ ∈ Γˆ , il existe g ∈ C[h]K− < C[h]W+ > qui engendre la représentation de
dimension 1 correspondant à δ. On a alors, ∀γ ∈ Γ , γ(g) = δ(g)g . Construisons le
morphisme de C-espaces vectoriels
Φ :
Mc(δ · E) ≃ C[h]coW ⊗ (δ · E) −→ C[h]coW ⊗ (δ · E) ≃ Mc(E)
f ⊗ x 7→ fg ⊗ x
et montrons que c’est un morphisme de Hc(W )-modules.
• Action de C[h]coW : Il est clair que Φ est compatible à cette action.
• Action de C[h∗]coW : L’action d’un élément y ∈ h sur un élément de la forme
1 ⊗ x est nulle, pour que Φ soit compatible à cette action, il faut donc que
yg ⊗ x = 0. Mais comme g est invariant sous K et que c|SW−SK = 0, d’après les
formules (1) et (2) de la démonstration de la proposition 4.3.4, pour tout y ∈ h,
yg = gy et donc yg ⊗ x = gy ⊗ x = 0.
• Action de C[W ] : Soient w ∈W et γ ∈ Γ , k ∈ K tels que w = γ˙k. Alors :
Φ(w(1⊗ x)) = Φ(1⊗ δ(γ)γ˙kx)
= g ⊗ δ(γ)γ˙kx
= w(g)w ⊗ x
= wΦ(1⊗ x).
On a donc construit un morphisme non nul de MWc (δ ·E) dans MWc (E), ce qui prouve
que E et δ · E sont dans le même bloc B .
Exemple 6.1.5. Le lemme 4.12 de [Bel] détaille une situation intéressante dans le cas
où les multiplicités mΩ sont égales à 1 (par exemple dans le cas cyclique) : si {E} est
un bloc singleton de CMc(W ) et si Res
W
K E = F1 ⊕ · · · ⊕ Fe , avec e = |Γ | et Fi 6≃ Fj
∀ i 6= j, est la décomposition en facteurs irréductibles de ResWK E (c’est ce que l’on
entend par Fi |ResWK E), alors ∀ 1 6 i 6 e, le singleton {Fi} est un bloc de CMc(K).
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6.2 Comparaison des nombres de décomposition
Maintenant que l’on a comparé les blocs de K et de W , on va chercher à être
plus précis dans la description des représentations en comparant les suites de composi-
tion de MWc (S) et de M˜
K
c (Res S), pour un C[W ]-module S . Commençons par donner
quelques définitions.
On considère une algèbre R de dimension finie sur C.
Définition 6.2.1. Soit M un R-module non nul, une suite finie de sous-modules de M
0 = M0 ⊂ M1 ⊂ · · · ⊂ Mm = M
est appelée suite de composition pour M si chaque quotient Mi+1/Mi est simple.
Remarque 6.2.2. Tout module de dimension finie sur C admet une suite de com-
position et le théorème de Jordan-Hölder (cf. par exemple théorème 5.3 de [Ass97])
affirme que l’entier m et les classes d’isomorphie des Mi+1/Mi sont des invariants de
M. On peut donc donner la définition suivante :
Définition 6.2.3. Les quotients Mi+1/Mi sont appelés facteurs de composition de M.
Pour L ∈ IrrR , on note [M : L] le nombre de facteurs de composition de M isomorphes
à L.
Définition 6.2.4. On appelle groupe de Grothendieck de R et on note G0(R) le groupe
défini par générateurs et relations de la manière suivante :
• les générateurs sont les classes d’isomorphie [X ] des R-modules X de type fini,
• toute suite exacte 0→ A→ B → C → 0 avec A, B et C des R-modules de type
fini, définit une relation [B ] = [A] + [C ].
On a alors, d’après [Gio62] :
Proposition 6.2.5. G0(R) est un groupe abélien libre de base ([S ], S ∈ IrrR). De plus
la composante d’indice [S ] de la classe d’un R-module M est égale à [M : S ].
Dans l’idée de relier les représentations des algèbres Hc(W ) et H˜c(K), on va cher-
cher à comparer les nombres [MWc (S) : L
W
c (S
′)] et [M˜Kc (T ) : L˜Kc (T ′)] pour S , S ′ dans
un même bloc B de CMc(W ) et pour T , T ′ ∈ Γ (B).
Pour cela, on va utiliser les résultats de la proposition 5.3.1 et du théorème 5.3.7, en
notant indifféremment Res pour les foncteurs ResWK et Res
Hc(W )
H˜c(K)
afin de ne pas alourdir
les notations :
ResMWc (S) ≃ M˜Kc (Res S) et Res LWc (S) ≃ L˜Kc (Res S) pour S ∈ IrrC[W ].
À partir de maintenant on considère B un bloc de CMc(W ). Comme C[K ] est une
algèbre semi-simple, on a :
Res S = ⊕T∈Γ (B)T [ResS:T ].
On obtient alors :
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ResMWc (S) = M˜
K
c (Res S)
=
⊕
T∈Γ (B)
M˜Kc (T )
[Res S:T ]. (6.1)
Sachant que l’algèbre Hc(W ) n’est pas semi-simple, pour exprimer MWc (S) en fonction
des modules LWc (S
′) avec S ′ ∈ B , on doit se placer dans le groupe de Grothendieck
associé à l’algèbre Hc(W ).
La proposition 6.2.5 nous donne l’égalité suivante dans le groupe G0
(
Hc(W )
)
:
[MWc (S)] =
∑
S ′∈B
[MWc (S) : L
W
c (S
′)][LWc (S
′)].
Alors, après restriction à H˜c(K), cette égalité devient, dans G0
(
H˜c(K)
)
,
[ResMWc (S)] =
∑
S ′∈B
[MWc (S) : L
W
c (S
′)][Res LWc (S
′)]
=
∑
S ′∈B
[MWc (S) : L
W
c (S
′)][L˜Kc (Res S
′)]
=
∑
S ′∈B, T ′∈Γ (B)
[ResS ′ : T ′][MWc (S) : L
W
c (S
′)][L˜Kc (T
′)].
Pour finir, en transcrivant l’égalité (6.1) dans G0
(
H˜c(K)
)
, on obtient
[ResMWc (S)] =
∑
T∈Γ (B)
[Res S : T ][M˜Kc (T )]
=
∑
T∈Γ (B),T ′∈Γ (B)
[Res S : T ][M˜Kc (T ) : L˜
K
c (T
′)][L˜Kc (T
′)].
Alors, l’identification des composantes de [ResMWc (S)] dans la base {[L˜Kc (T ′)], T ′ ∈
IrrK} de G0(H˜c(K)), nous donne le résultat suivant pour Res et on obtient un résultat
similaire pour Ind en utilisant la proposition 5.3.4.
Proposition 6.2.6. Si B un bloc de Calogero-Moser de W , S ∈ B et T ′ ∈ Γ (B), alors∑
T∈Γ (B)
[Res S : T ][MKc (T ) : L
K
c (T
′)] =
∑
S ′∈B
[Res S ′ : T ′][MWc (S) : L
W
c (S
′)],∑
T∈Γ (B)
[IndT : S ][MKc (T
′) : LKc (T )] =
∑
S ′∈B
[IndT ′ : S ′][MWc (S
′) : LWc (S)].
6.3 Comportement de la c-fonction sur les blocs de Calogero-
Moser
Enfin, pour terminer la comparaison de CMc(W ) avec CMc(K), on va étudier les
valeurs de la c-fonction sur les blocs de W et de K .
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On a montré, au corollaire 4.3.28, que la fonction c est constante à l’intérieur des
blocs de Calogero-Moser d’un groupe de réflexions complexe. Donc si l’on considère
un bloc B¯ de CMc(K), on peut noter cc(B¯) la valeur de la c-fonction à l’intérieur
de ce bloc. Mais d’après le théorème 6.1.4, il existe un bloc B de CMc(W ) tel que
Γ · B¯ = Γ (B), où Γ est le quotient W /K que l’on considère toujours abélien. En
notant cc(B) la valeur de la c-fonction à l’intérieur du bloc B , on voudrait comparer
les nombres cc(B) et cc(B¯).
Soit E ∈ IrrC[W ], on a défini le nombre cc(E) comme le scalaire par lequel l’élé-
ment
eu0 = −
∑
s∈SW
cs
< αs , vs >
s
agit sur E . Or on a choisi le paramètre c de l’algèbre Hc(W ) tel que cs = 0 pour
s ∈ SW − SK donc l’élément eu0 est un élément de C[K ] ∩ Z (C[W ]). On peut donc
s’intéresser à son action sur des C[W ]-modules simples comme sur des C[K ]-modules
simples et on a :
Proposition 6.3.1. Si B ∈ CMc(W ) et B¯ ∈ CMc(K) sont tels que Γ · B¯ = Γ (B), alors
cc(B) = cc(B¯).
Démonstration. Soit F ∈ B¯, alors d’après la théorie de Clifford et la description des
blocs de K et de W ,
IndWK F = C[W ]⊗C[K ] F =
⊕
E∈B
E [E :F ].
Soit x un élément non nul de IndWK F , d’un côté, il existe (ai )i ⊂ C[W ] et (xi )i ⊂ F
tels que x =
∑
i ai ⊗ xi et alors
eu0 · x =
∑
i eu0 · ai ⊗ xi
=
∑
i aieu0 ⊗ xi car eu0 ∈ Z (C[W ])
=
∑
i ai ⊗ eu0 · xi car eu0 ∈ C[K ]
=
∑
i ai ⊗ cc(B¯)xi
= cc(B¯)x
et d’un autre côté, pour E ∈ B , il existe xE ∈ E tel que x =
∑
E∈B xE donc
eu0 · x =
∑
E eu0 · xE
=
∑
E cc(B)xE
= cc(B)x
d’où le résultat.
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Troisième partie
Algèbre de Cherednik et Blocs de
Calogero-Moser de G (ℓ, 1, n)
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Introduction
Dans cette partie, nous nous concentrons sur l’étude des blocs des groupes impri-
mitifs de la forme G (ℓ, 1, n), afin d’étendre le travail effectué dans [Gor08] à l’ensemble
des paramètres.
Nous allons commencer par présenter au chapitre 7 les groupes G (ℓ, 1, n), paramé-
trer leurs caractères irréductibles par les ℓ-multipartitions de n et introduire les algèbres
de Cherednik et de Hecke associées à ces groupes. Puis au théorème 7.3.3, nous ob-
tiendrons, sur le modèle de ce qui a été fait pour la a-fonction dans [GJ11, 5.5.11] et
à partir d’un calcul de [BK02], une formule combinatoire pour la A-fonction qui nous
permettra d’exprimer la c-fonction par les contenus des multipartitions (on retrouve
ainsi la formule de [Rou08, 6.2]).
Le chapitre 8 consistera à intoduire, d’après [Gor08] et [Nak09], les variétés de
carquois Mθ(n) associées au carquois cyclique à ℓ sommets qui seront fondamentales
pour la suite de notre étude. Ces variétés sont lisses pour certains paramètres (θ ∈ Hreg)
et normales quel que soit la valeur de θ. Sachant que l’on cherche à généraliser au cas
non lisse le travail effectué par I. Gordon, on va relier au paragraphe 8.2.6 les variétés
Mθ(n) et Mθ′(n) pour θ ∈ Hreg et θ′ 6∈ Hreg assez proches, grâce à un morphisme
πθ,θ′ (cette idée nous a été donnée par I. Gordon et nous l’en remercions vivement).
Enfin, on présentera l’étude menée dans [Gor08] des C∗-points fixes de ces variétés,
notamment leur description combinatoire grâce aux alcôves.
La paramétrisation des blocs par les C∗-points fixes des variétés Mθ(n) faite par
I. Gordon nous donne plusieurs descriptions combinatoires de CMc(G (ℓ, 1, n)) dues
à I. Gordon et M. Martino. On peut alors construire plusieurs ordres sur ces blocs :
des ordres algébriques (donnés par la a et c-fonctions) et des ordres combinatoires et
géométriques dont nous généraliserons la construction à l’ensemble des paramètres aux
paragraphes 9.2.2 et 9.2.3. Dans [Gor08], il a été montré que les ordres algébriques et
combinatoires étaient plus fins que l’ordre géométrique pour un paramètre dans Hreg.
Ceci nous amène à penser que cet ordre pourrait être un bon candidat pour modéliser,
à la manière de la c-fonction pour t 6= 0, les représentations de Hc(G (ℓ, 1, n)). Nous
avons donc étendu ce résultat à l’ensemble des paramètres (cf. théorème 9.3.10 et
proposition 9.4.7 pour ℓ = 2). Enfin, nous avons relié les blocs des groupes de Weyl
de type B aux classes d’équivalences de l’ordre combinatoire au corollaire 9.4.5.
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Description algébrique
7.1 Présentation de G(ℓ, 1, n)
7.1.1 Définition
La série de groupes de réflexions complexes G (ℓ, 1, n) a été introduite au théorème
4.1.4.
Définition 7.1.1. Pour deux entiers positifs non nuls ℓ et n, le groupe G (ℓ, 1, n) est
constitué des matrices monomiales de taille n telles que le seul terme non nul sur
chaque colonne est une racine ℓième de l’unité.
Il est d’ordre ℓnn! et il est isomorphe à (µℓ)n ⋊Sn.
C’est bien un groupe de réflexions car il est engendré par les matrices suivantes,
qui représentent des pseudo-réflexions :
• les matrices de transpositions si ,j , pour 1 6 i 6= j 6 n,
• les matrices diagonales σi , pour 1 6 i 6 n, qui n’ont qu’un seul terme différent
de 1 sur leur diagonale, ce terme se trouvant sur la i ième ligne et valant ζℓ =
exp
(
2π
√−1
ℓ
)
.
Remarque 7.1.2. En posant s0 = σ1 et si = si ,i+1 pour 1 6 i 6 n − 1, on obtient
une présentation de G (ℓ, 1, n) par générateurs {s0, s1, ... , sn−1} et relations (cf. [GJ11,
5.1]) :
sℓ0 = 1
s2i = 1 pour 1 6 i 6 n − 1
sisj = sjsi si |i − j | > 1,
si si+1si = si+1si si+1 si 1 6 i 6 n − 2,
s0s1s0s1 = s1s0s1s0.
7.1.2 Réflexions de G(ℓ, 1, n)
L’ensemble SG(ℓ,1,n) des pseudo-réflexions de G (ℓ, 1, n) peut alors se décomposer
en ℓ classes de conjugaison :
SG(ℓ,1,n) = S0 ⊔ S1 ⊔ · · · ⊔ Sℓ−1,
où S0 = {si ,jσri σ−rj , 1 6 i 6= j 6 n et 0 6 r 6 ℓ − 1} et où l’ensemble St , pour
1 6 t 6 ℓ− 1, regroupe les pseudo-réflexions {σti , 1 6 i 6 n}, qui sont d’ordre ℓt∧ℓ .
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Notons h = Cn l’espace sur lequel agissent ces pseudo-réflexions, (y1, ... , yn) la
base canonique de h et (x1, ... , xn) la base duale associée. On peut décrire dans ces
bases les éléments αs et vs associés à une pseudo-réflexion s (cf paragraphe 4.1.1),
pour tous les éléments de SG(ℓ,1,n).
La réflexion s qui a pour matrice si ,jσri σ
−r
j dans la base (y1, ... , yn) vérifie
s(yk) = yk ∀ k 6∈ {i , j}
s(yi) = ζ
r
ℓyj
s(yj) = ζ
−r
ℓ yi
L’hyperplan Hi ,j ,r correspondant à cette réflexion a donc pour équation αsi ,jσri σ
−r
j
= 0,
où
αsi ,jσri σ
−r
j
= xj − ζrℓxi .
On a w ∈WHi ,j ,r si et seulement si{
w(yk) = yk ∀ k 6∈ {i , j}
w(ζrℓ yj + yi) = ζ
r
ℓyj + yi
et comme la matrice de w dans la base (y1, ... , yn) n’a qu’un seul terme non nul sur
chaque ligne, on a forcément w = id ou w = s. Donc le fixateur de Hi ,j ,r est d’ordre
ei ,j ,r = 2. De plus, l’élément vs associé à s est de la forme :
vsi ,jσri σ
−r
j
= yj − ζ−rℓ yi .
Enfin, l’orbite de Hi ,j ,r sous l’action de W est C1 = {Hp,q,t , 1 6 p 6= q 6 n et 0 6
t 6 ℓ− 1} car 
σtm(Hi ,j ,r) = Hi ,j ,r si m 6∈ {i , j}
σti (Hi ,j ,r) = Hi ,j ,|r−t|
sp,q(Hi ,j ,r) = Hi ,j ,r si p et q 6∈ {i , j}
si ,q(Hi ,j ,r) = Hq,j ,r si q 6= j .
L’hyperplan associé à la réflexion σti est Hi = ker xi et donc vσti = (1− ζ
−t
ℓ )yi . Le
fixateur de Hi est le sous-groupe engendré par σi , il est d’ordre ei = ℓ. L’orbite de Hi
sous W est C2 = {Hj , 1 6 j 6 n} car
σrj (Hi ) = Hi
sp,q(Hi ) = Hi si i 6∈ {p, q}
si ,q(Hi ) = Hq.
7.1.3 Caractères irréductibles de G(ℓ, 1, n)
Partitions d’un entier et caractères de Sn
En regardant la décomposition d’un élément de Sn en produit de cycles à supports
disjoints, on voit clairement que les classes de conjugaison de Sn sont paramétrées par
les partitions de n (cf. paragraphe 1.1). Les ensembles P(n) et IrrSn ont donc même
cardinal. De plus, la construction de caractères irréductibles {χλ,λ ∈ P(n)} de Sn à
partir des partitions de n (cf. [GP00, th. 5.4.5]) permet de mettre explicitement ces
deux ensembles en bijection.
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Théorème 7.1.3 (Frobenius). Pour λ ∈ P(n), on peut construire un caractère irré-
ductible χλ de Sn tel que l’application
P(n) → IrrSn
λ 7→ χλ
soit une bijection.
Exemple 7.1.4. Avec la convention de [GP00], on associe le caractère signature à la
partition (1n) et le caractère trivial à sa transposée (n).
Description des caractères irréductibles de G (ℓ, 1, n)
Par construction, G (ℓ, 1, n) ≃ Sn ⋉ (µℓ)n. La description combinatoire de IrrSn
par les partitions de l’entier n va donc nous donner une paramétrisation de IrrG (ℓ, 1, n).
Nous allons ici rappeler une construction des caractères irréductibles de G (ℓ, 1, n) à
partir des ℓ-multipartitions de n, en généralisant à ℓ quelconque les résultats pour les
groupes de type Bn du paragraphe 5.5 de [GP00]. C’est un résultat bien connu, on
pourra en trouver une démonstration dans [GJ11, 5.1.3].
Théorème 7.1.5 (Specht). Les ensembles IrrG (ℓ, 1, n) et P(ℓ, n) sont en bijection.
On peut même décrire explicitement les caractères irréductibles de G (ℓ, 1, n) par les
multipartitions, à partir des caractères χλ, comme énoncé dans le corollaire qui suit la
démonstration de ce théorème.
Démonstration. Le sous-groupe distingué Nn des matrices diagonales de G (ℓ, 1, n) est
engendré par les σi qui sont tous conjugués. Notons si la matrice correspondant à
la transposition (i , i + 1) et considérons a1, ... , aℓ des entiers positifs tels que n =
a1 + · · ·+ aℓ. On leur associe δa1,...,aℓ le caractère irréductible de Nn défini par
δa1,...,aℓ(σj ) = ζ
k−1
ℓ si a1 + · · ·+ ak−1 < j 6 a1 + · · ·+ ak
et on pose
Irr(G (ℓ, 1, n), δa1,...,aℓ) = {χ ∈ IrrG (ℓ, 1, n), ResG(ℓ,1,n)Nn χ contient δa1,...,aℓ}.
Le groupe G (ℓ, 1, n) agit par conjugaison sur Nn (les éléments de Sn permutent les σi
et Nn agit trivialement) donc il agit aussi sur Irr(Nn). Soit χ un caractère irréductible
de Nn, comme Nn est un groupe abélien, χ est multiplicatif et donc σℓi = 1 implique
que χ(σi) = ζ
αi
ℓ avec αi ∈ {0, ... , ℓ − 1} pour tout 1 6 i 6 n. Soit τ ∈ Sn telle que
0 6 ατ(1) 6 · · · 6 ατ(n) 6 ℓ− 1 alors on peut trouver des entiers a1, ... , aℓ de somme
n tels que pour tout 1 6 i 6 n, on ait a1+ · · ·+ aατ(i) < i 6 a1+ · · ·+ aατ(i) + aατ(i)+1.
Alors pour tout i , on a
τ−1 · χ(σi) = χ(τσiτ−1)
= χ(στ(i))
= ζ
ατ(i)
ℓ
= δa1,...,aℓ(σi ).
Donc tout caractère irréductible de Nn est conjugué à un δa1,...,aℓ. De plus, si
(a1, ... , aℓ) 6= (a′1, ... , a′ℓ), alors δa1,...,aℓ et δa′1,...,a′ℓ ne peuvent pas être dans la même
orbite sous l’action de G (ℓ, 1, n). Donc {δa1,...,aℓ , a1 + · · · + aℓ = n} est un système
complet de représentants des classes de conjugaison de G (ℓ, 1, n) sur Irr(Nn).
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Lemme 7.1.6.
IrrG (ℓ, 1, n) =
⊔
a1+···+aℓ=n
Irr(G (ℓ, 1, n), δa1,...,aℓ)
Preuve du lemme. Soient χ un caractère irréductible de G (ℓ, 1, n) et θ une composante
irréductible de ResG(ℓ,1,n)Nn χ. D’après ce que l’on vient de voir, il existe un unique
caractère δa1,...,aℓ qui soit conjugué à θ. Alors d’après le théorème de Clifford (cf.
[Isa76, 6.2]),
Res
G(ℓ,1,n)
Nn
χ =
(
Res
G(ℓ,1,n)
Nn
χ, δa1,...,aℓ
)
(δa1,...,aℓ + les caractères conjugués à δa1,...,aℓ),
où (·, ·) est le produit scalaire défini sur l’ensemble des caractères de Nn. Or aucun
conjugué de δa1,...,aℓ dans G (ℓ, 1, n) n’est de la forme δa′1,...,a′ℓ, donc il existe un unique
ℓ-uplet d’entiers (a1, ... , aℓ) tel que χ ∈ Irr(G (ℓ, 1, n), δa1,...,aℓ).
Notons encore G (ℓ, 1, a1) × · · · × G (ℓ, 1, aℓ) le plongement de G (ℓ, 1, a1) × · · · ×
G (ℓ, 1, aℓ) dans G (ℓ, 1, n) en considérant les matrices diagonales par blocs. C’est un
sous-groupe de G (ℓ, 1, n) contenant Nn qui peut être décrit de la façon suivante :
Lemme 7.1.7. G (ℓ, 1, a1)× · · · × G (ℓ, 1, aℓ) = StabG(ℓ,1,n)(δa1,...,aℓ)
Preuve du lemme.
τ ∈ StabG(ℓ,1,n)(δa1,...,aℓ) ⇔ pout tout 1 6 k 6 ℓ
[a1 + · · ·+ ak−1 < j 6 a1 + · · ·+ ak−1 + ak ] équivaut
à [a1 + · · ·+ ak−1 < τ(j) 6 a1 + · · · + ak−1 + ak ]
⇔ τ permute les a1 premiers éléments ensemble,
puis les a2 suivants, etc · · ·
⇔ τ ∈ G (ℓ, 1, a1)× · · · × G (ℓ, 1, aℓ)
Posons Irr(G (ℓ, 1, a1)× · · · × G (ℓ, 1, aℓ), δa1,...,aℓ) =
{Ψ ∈ Irr(G (ℓ, 1, a1)× · · · × G (ℓ, 1, aℓ)), ResG(ℓ,1,a1)×···×G(ℓ,1,aℓ)Nn Ψ contient δa1,...,aℓ}
et notons ǫk le morphisme de G (ℓ, 1, ak) qui envoie les si sur 1 et σ1 sur ζ
k−1
ℓ . Il est
bien défini car
ǫk((siσ
t
1)(sjσ
u
1)) = ǫk(siσ
t
1sjσ
−t
1 σ
t
1σ
u
1)
= ζ
t(k−1)
ℓ ζ
u(k−1)
ℓ
= ǫk(siσ
t
1)ǫk(sjσ
u
1)
Il nous permet d’étendre δa1,...,aℓ à G (ℓ, 1, a1) × · · · × G (ℓ, 1, aℓ) par le caractère ir-
réductible ψ = 1G(ℓ,1,a1) ⊗ ǫ2 ⊗ · · · ⊗ ǫℓ. Alors d’après le corollaire de Gallagher (cf.
[Isa76, 6.17]), quand β parcourt Irr((G (ℓ, 1, a1)× · · · × G (ℓ, 1, aℓ))/Nn) = Irr(Sa1)×
· · · × Irr(Saℓ), βψ parcourt l’ensemble des composantes irréductibles de
Ind
G(ℓ,1,a1)×···×G(ℓ,1,aℓ)
Nn
(δa1,...,aℓ).
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Or on sait décrire tous les caractères irréductibles de Sai par les partitions de l’entier
ai , donc β = χλ1 ⊗ · · · ⊗ χλℓ où λi est une partition de ai . Ainsi
βψ = χ˜λ1 ⊗ (ǫ2 ⊗ χ˜λ2)⊗ · · · ⊗ (ǫℓ ⊗ χ˜λℓ),
où si χ est un caractère de Sa, χ˜ est son relèvement à G (ℓ, 1, a) = Sa ⋉ (µℓ)a qui
vérifie le diagramme suivant :
G (ℓ, 1, a)
χ˜ //
πa $$ $$❏
❏❏
❏❏
❏❏
❏❏
C
Sa.
χ
OO
Mais on a vu que G (ℓ, 1, a1) × · · · × G (ℓ, 1, aℓ) = StabG(ℓ,1,n)(δa1,...,aℓ) donc par le
théorème [Isa76, 6.11],
Irr(G (ℓ, 1, a1)× · · · × G (ℓ, 1, aℓ), δa1,...,aℓ) −→ Irr(G (ℓ, 1, n), δa1,...,aℓ)
Ψ 7→ IndG(ℓ,1,n)
G(ℓ,1,a1)×···×G(ℓ,1,aℓ)(Ψ)
est une bijection. On pose donc
χ(λ1,...,λℓ) = Ind
G(ℓ,1,n)
G(ℓ,1,a1)×···×G(ℓ,1,aℓ)(χ˜λ1 ⊗ (ǫ2 ⊗ χ˜λ2)⊗ · · · ⊗ (ǫℓ ⊗ χ˜λℓ)).
Quand les λi parcourent les partitions de ai pour tout i , χ(λ1,...,λℓ) parcourt Irr(Wn,
δa1,...,aℓ) et comme Irr(Wn) =
⊔
a1+···+aℓ=n Irr(Wn, δa1,...,aℓ), le théorème est démontré.
Corollaire 7.1.8. Les caractères irréductibles du groupe G (ℓ, 1, n) sont exactement les
χ(λ1,...,λℓ) = Ind
G(ℓ,1,n)
G(ℓ,1,a1)×···×G(ℓ,1,aℓ)(χ˜λ1 ⊗ (ǫ2 ⊗ χ˜λ2)⊗ · · · ⊗ (ǫℓ ⊗ χ˜λℓ))
quand λ = (λ1, ... ,λℓ), avec |λi | = ai , parcourt l’ensemble P(ℓ, n) des ℓ-multipartitions
de n.
Exemple 7.1.9. On peut définir 2ℓ caractères irréductibles (ǫ1, ... , ǫℓ, ǫ˜1, ... , ǫ˜ℓ) de
G (ℓ, 1, n) de la manière suivante : pour 1 6 i 6 ℓ et 1 6 j 6 n, ǫi(σ1) = ǫ˜i(σ1) = ζ
i−1
ℓ ,
ǫi(sj) = 1 et ǫ˜i(sj) = −1. D’après l’exemple 7.1.4, les ǫi seront décrits par les ℓ-
multipartitions λ i = (∅, ... , ∅, (n), ∅, ... , ∅), où la partition (n) est placée à la i ième part
et les ǫ˜i seront paramétrés par les ℓ-multipartitions λ˜ i = (∅, ... , ∅, 1n, ∅, ... , ∅), où la
partition 1n est placée à la i ième part.
7.2 Algèbres associées
7.2.1 Algèbre de Cherednik
On va décrire en détail l’algèbre de Cherednik, pour t = 0, associée au groupe de ré-
flexions G (ℓ, 1, n). Comme nous venons de le voir, l’ensemble SG(ℓ,1,n) des réflexions de
ce groupe a ℓ classes de conjugaison S0, ... ,Sℓ−1. Le paramètre c de l’algèbre de Che-
rednik Hc(G (ℓ, 1, n)) va donc prendre ℓ valeurs : c0 = c|S0, ... , cℓ−1 = c|Sℓ−1 . Comme
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dans [Gor08], on va les exprimer à l’aide d’un paramètre h = (h,H1, ... ,Hℓ−1) ∈ Qℓ,
en posant, cf [Gor08, 2.7],
c0 = h et ci =
ℓ−1∑
j=0
ζ
−ij
ℓ Hj , pour i > 1.
On posera aussi H0 = −(H1 + · · · + Hℓ−1). Ce paramétrage rationnel va notamment
nous permettre de relier Hc(G (ℓ, 1, n)) aux algèbres de Hecke correspondantes. G.
Bellamy, dans [Bel, 6.4], a donné des formules inverses exprimant les Hj en fonction
des ci :
Hj =
1
ℓ
ℓ−1∑
i=1
ζijℓ ci , pour 1 6 j 6 ℓ− 1.
Exprimons maintenant, avec ce nouveau paramétrage, les relations de commutation
[y , x ] = −
∑
s∈SW
cs
< αs , y >< x , vs >
< αs , vs >
s
dans l’algèbre Hc(G (ℓ, 1, n)). En gardant les mêmes notations qu’au paragraphe 7.1.2,
1. pour s = sp,qσrpσ
−r
q ∈ S0, avec 1 6 p 6= q 6 n et 0 6 r 6 ℓ− 1, on a :
αs = xq − ζrℓxp et vs = yq − ζ−rℓ yp .
Donc :
• < αs , yi >=

0 si i 6∈ {p, q}
1 si i = q
−ζrℓ si i = p
• < xj , vs >=

0 si j 6∈ {p, q}
1 si j = q
−ζ−rℓ si j = p
• < αs , vs >= 1− det(s)−1 = 2
• cs = c0 = h.
2. pour s = σtp ∈ Sp, avec 1 6 p 6 n et 1 6 t 6 ℓ− 1, on a :
αs = xp et vs = (1− ζ−tℓ )yp.
Donc :
• < αs , yi >=
{
0 si i 6= p
1 si i = p
• < xj , vs >=
{
0 si j 6= p
1− ζ−tℓ si j = p
• < αs , vs >= 1− det(s)−1 = 1− ζ−tℓ
• cs = cp =
ℓ−1∑
j=0
ζ
−pj
ℓ Hj
On voit donc que si i 6= j alors < αs , yi >< xj , vs >= 0.
Les relations de commutation entre les éléments des bases de h et de h∗ sont alors les
suivantes :
[yi , xi ] = −h
ℓ−1∑
r=0
∑
j 6=i
si ,jσ
r
i σ
−r
j −
ℓ−1∑
t=1
ℓ−1∑
j=0
ζ−tjℓ Hj
σti
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[yi , xj ] = h
ℓ−1∑
r=0
ζrℓ si ,jσ
r
i σ
−r
j si i 6= j .
On notera désormais Hh(G (ℓ, 1, n)) l’algèbre de Cherednik associée au paramètre h.
Pour finir, relions le deuxième système de paramétrage {hu , u ∈
⊔
C∈A/W
Irr(WC)}
au paramètre h = (h,H1, ... ,Hℓ−1). On a vu qu’il y avait deux orbites d’hyperplans de
réflexions sous l’action de G (ℓ, 1, n) : C1 = {Hp,q,t , 1 6 p 6= q 6 n et 0 6 t 6 ℓ− 1},
qui vérifie eC1 = 2 et C2 = {Hj , 1 6 j 6 n} avec eC2 = ℓ. On a donc :
hu = ((h(C1,0),h(C1,1)), (h(C2,0), ... ,h(C2,ℓ−1))), avec h(C1,0) = h(C2,0) = 0.
Et on pose, comme dans [Mar10, 3.1] : h = h(C1,0) − h(C1,1), Hi = h(C2,i) − h(C2,i−1)
pour tout 1 6 i 6 ℓ− 1, soit :{
h(C1,1) = −h
h(C2,i) = H1 + · · · +Hi pour i > 1.
7.2.2 Algèbre de Hecke
Passons maintenant à la description de l’algèbre de Hecke cyclotomiqueHq,m(G (ℓ, 1,
n)), avec m = ((m(C1,0),m(C1,1)), (m(C2,0), ... ,m(C2,ℓ−1))). L’algèbre Hq,m(G (ℓ, 1, n))
a n générateurs T0, ... ,Tn−1 qui vérifient les relations de tresse :
TiTj = TjTi si |i − j | > 1,
TiTi+1Ti = Ti+1TiTi+1 si 1 6 i 6 n − 2,
T0T1T0T1 = T1T0T1T0
et les relations suivantes :
ℓ−1∏
j=0
(T0 − ζjℓqm(C2,j)) = 0 et (Ti − qm(C1,0))(Ti + qm(C1,1)) = 0 pour 1 6 i 6 n− 1.
Remarque 7.2.1. Quitte à changer Ti en q
−m(C1,1)Ti , pour 1 6 i 6 n − 1, on peut
remplacer les relations (Ti − qm(C1,0))(Ti + qm(C1,1)) = 0 par
(Ti − qm(C1,0)−m(C1,1))(Ti + 1) = 0.
On a défini au paragraphe 4.2.2, les éléments de Schur {sE , E ∈ IrrW } associés
à l’algèbre de Hecke Hq,m(W ). Pour W = G (ℓ, 1, n), on a vu au théorème 7.1.5 que
IrrW était en bijection avec l’ensemble P(ℓ, n) des ℓ-multipartitions de n. Les éléments
de Schur sont donc paramétrés par les multipartitions, on les note {sλ, λ ∈ P(ℓ, n)}. Ils
ont été calculés dans [GIM00], [CJ12] et [Mat04, 5.18] en utilisant le symbole ordinaire
d’une multipartition (cf. définition 1.2.5). On se référera par la suite à l’exposé de
[GJ11, §5], afin d’avoir les mêmes notations, on va poser :
u = qm(C1,0)−m(C1,1) et Vj = ζ
j
ℓq
m(C2,j) pour 0 6 j 6 ℓ− 1.
On définit alors les éléments suivants, pour B le symbole ordinaire de taille h de
λ = (λ1, ... ,λℓ) :
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δB(u,V0, ... ,Vℓ−1) =
∏
06i6j6ℓ−1
(α,β)∈B i×B j
α>β si i=j
(uαVi − uβVj),
θB(u,V0, ... ,Vℓ−1) =
∏
06i ,j6ℓ−1
α∈B i
16k6α
(ukVi − Vj),
νB(u,V0, ... ,Vℓ−1) =
∏
06i<j6ℓ−1
(Vi − Vj)hθB(u,V0, ... ,Vℓ−1),
σB =
(
ℓ
2
)(
h
2
)
+ n(ℓ− 1),
τB =
h−1∑
i=1
(
ℓ(h − i) + 1
2
)
,
|B| =
∑
06i6ℓ−1
α∈B i
α
et on est en mesure d’énoncer le résultat suivant :
Proposition 7.2.2 (Geck-Iancu-Malle).
Soit λ une ℓ-multipartition de n et soit B un symbole ordinaire de λ alors
sλ(u,V0, ... ,Vℓ−1) =
(u − 1) ∏
06i6ℓ−1
Vi
−n (−1)σBuτB−|B|+n νB(u,V0, ... ,Vℓ−1)
δB(u,V0, ... ,Vℓ−1)
Et cette expression ne dépend pas du choix de h.
Remarque 7.2.3. Avec cette expression et sachant que u = qm(C1,0)−m(C1,1) et Vj =
ζjℓq
m(C2,j), on voit clairement que les éléments de Schur pour les algèbres de Hecke
cyclotomiques sont des polynômes de Laurent en q.
7.3 Formules pour les a et A-fonctions
Supposons que le paramètre m = ((m(C1,0),m(C1,1)), (m(C2,0), ... ,m(C2,ℓ−1))) est
tel que m(C1,0) > m(C1,1) et posons
r = m(C1,0) −m(C1,1) ∈ N∗ et pour 0 6 j 6 ℓ− 1, mj =
m(C2,j)
r
∈ Q.
On notera encore m le ℓ-uplet (m0, ... ,mℓ−1).
D’après le paragraphe 4.2.3, on peut définir les fonctions a et A de la manière
suivante :
Définition 7.3.1. Pour λ ∈ P(ℓ, n), on pose am,r(λ) = −valq(sλ) et Am,r(λ) =
degq(sλ).
Remarque 7.3.2. La définition de la a-fonction se généralise au cas m(C1,0) < m(C1,1),
en utilisant la propriété démontrée au paragraphe 4.2 de [CJ11] :
a(m(C1,0),m(C1,1)),(m(C2,0),...,m(C2,ℓ−1))
(λ) = a(m(C1,1),m(C1,0)),(m(C2,0),...,m(C2,ℓ−1))
(tλ)
où tλ = (tλ1, ... ,t λℓ).
Donc pour r < 0, on utilisera la formule am,r (λ) = a−m,−r(tλ) pour se ramener au
cas que l’on va étudier ici (car m(C2,j) = rm
j = (−r)× (−mj)).
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Sur le modèle de ce qui a été fait pour la a-fonction à la proposition 5.5.11 de
[GJ11], on va maintenant donner une formule explicite de la A-fonction à partir de la
formule de la proposition 7.2.2.
Am,r(λ) = r
−n
ℓ−1∑
i=0
mi − |B|+ τB−
∑
06i6j6ℓ−1
(α,β)∈B i×B j
α>β si i=j
max(α+mi ,β +mj)
+h
∑
06i<j6ℓ−1
max(mi ,mj) +
∑
06i ,j6ℓ−1
α∈B i
16k6α
max(k +mi ,mj)
.
(7.1)
Par la suite, on divisera tout par r > 0 pour simplifier les notations.
7.3.1 Calcul de la fonction A
On peut réécrire les parties en vert et en rouge de la formule (7.1), comme cela
a été fait dans [BK02, 3.18], en utilisant lesm-symboles ordinaires (cf. définition 1.2.6).∑
06i ,j6ℓ−1
α∈B i
16k6α
max(k +mi ,mj) =
∑
06i ,j6ℓ−1
α∈B i
16k6α+mi
max(k ,mj)−
∑
06i ,j6ℓ−1
α∈B i
16k6mi
max(k ,mj )
=
∑
06i ,j6ℓ−1
α∈B˜ i
16k6α
max(k ,mj)−
∑
06i ,j6ℓ−1
α∈B˜ i
16k6mi
max(k ,mj )
∑
06i6j6ℓ−1
(α,β)∈B i×B j
α>β si i=j
max(α+mi ,β +mj) =
∑
06i6j6ℓ−1
(α,β)∈B˜ i×B˜ j
α>β si i=j
max(α,β).
Ce qui donne une nouvelle expression de la fonction A :
Am,r(λ) = −n
ℓ−1∑
i=0
mi − |B|+ τB −
∑
06i ,j6ℓ−1
α∈B˜ i
16k6mi
max(k ,mj ) + h
∑
06i<j6ℓ−1
max(mi ,mj )
−
∑
06i6j6ℓ−1
(α,β)∈B˜ i×B˜ j
α>β si i=j
max(α,β) +
∑
06i ,j6ℓ−1
α∈B˜ i
16k6α
max(k ,mj )
(7.2)
À partir des partitions κsm(λ) = (κ1 > · · · > κt) définies au paragraphe 1.2.3, on
peut alors construire les fonctions suivantes :
nsm(λ) =
t∑
i=1
(i − 1)κi
Nsm(λ) = ℓ
t∑
i=1
[κi ]∑
j=0
(κi − j) = ℓ
t∑
i=1
[κi ] + 1
2
(2κi − [κi ]) .
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Théorème 7.3.3. Soient λ ∈ P(ℓ, n), r ∈ N∗, m = (m0, ... ,mℓ−1) ∈ Qℓ et s un entier
tel que s > hcλ + 1 alors :
(i) am,r(λ) = r(n
s
m(λ)− nsm(∅))
(ii) Am,r(λ) = r(N
s
m(λ)− Nsm(∅) + nsm(λ)− nsm(∅)− n(
∑
06i6ℓ−1
mi + ℓs)).
Remarque 7.3.4. Grâce à ces formules, on voit clairement que les fonctions a et A
sont continues en les paramètres et que les ordres des a et A-fonctions ne dépendent
pas de la valeur de r > 0.
Démonstration. Pour le point (i), il faut se référer à la proposition 5.5.11 de [GJ11].
La démonstration du point (ii) est vraiment semblable au point (i) : on va raisonner par
récurrence sur n. Quand n = 0 la formule est clairement vérifiée. Supposons maintenant
que n > 1 et que la proposition est vraie pour toute ℓ-multipartition de rang n − 1.
Soit λ ∈ P(ℓ, n), comme n > 1, λ admet au moins une part non nulle. On construit
alors, à partir de λ, une multipartition µ de rang n−1 en enlevant 1 à la première part
de λ qui est différente de la partition vide (c’est à dire λk pour le plus petit k). Alors
µ est une ℓ-multipartition et on a s > hcλ + 1 > hcµ + 1. Donc par récurrence
Am,r(µ) = (N
s
m(µ)− Nsm(∅)) + (nsm(µ)− nsm(∅))− (n− 1)(
∑
06i6ℓ−1
mi + ℓs).
Pour exprimer Am,r(λ), il faut donc calculer la différence Am,r(λ)−Am,r(µ) en utilisant
la formule (7.2).
Quand on fait la différence des deux parties en bleu, beaucoup d’éléments se sim-
plifient car, par exemple τBλ = τBµ, et on trouve −1−
∑
06i6ℓ−1
mi .
Concernant la partie verte, on peut encore simplifier son écriture en notant δ1 > δ2 >
· · · > δℓ(ρ+s) les éléments du m-symbole de taille s de λ. On obtient alors
∑
06i6j6ℓ−1
(α,β)∈B˜ i×B˜ j
α>β si i=j
max(α,β) =
1
2
 ∑
06i6j6ℓ−1
(α,β)∈B˜ i×B˜ j
max(α,β)−
∑
06i6ℓ−1
α∈B˜ i
α

=
1
2
ℓ(ρ+s)∑
i=1
 i−1∑
j=1
max(δi , δj ) +
ℓ(ρ+s)∑
j=i
max(δi , δj)

−
ℓ(ρ+s)∑
i=1
δi

=
ℓ(ρ+s)∑
i=1
(ℓ(ρ+ s)− i)δi
et sachant que, quand on compare les m-symboles de λ et µ, ils ne diffèrent qu’à
un seul indice que l’on notera k et cette différence est de 1. Donc quand on fait la
différence entre les deux parties vertes on obtient −ℓ(ρ+ s) + k.
En suivant le même raisonnement, quand on fait la différence des deux parties rouges
on trouve
ℓ−1∑
j=0
max(δk ,m
j ). Notons (x , y) le couple tel que δk = λ
y
x−x+my+ρ+s alors
1 6 y 6 ℓ et 1 6 x 6 hy . Donc pour tout 0 6 j 6 ℓ−1, on a δk > −hy+my+mj+s >
mj . Ainsi la différence entre les deux parties rouges est égale à ℓδk .
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On obtient alors
Am,r(λ)− Am,r (µ) = −1−
ℓ−1∑
j=0
mj − ℓ(ρ+ s) + k + ℓδk . (7.3)
Si l’on compare maintenant les m-symboles décalés de λ et µ, on s’aperçoit qu’un
seul élément diffère, qu’il est au même indice k que pour les m-symboles et que la
différence est aussi de 1. Donc
nsm(λ)− nsm(µ) = k − 1. (7.4)
De même
Nsm(λ)− Nsm(µ) = ℓκk = ℓδk − ℓρ. (7.5)
En compilant les formules (7.3), (7.4) et (7.5), on obtient
Am,r (λ)− Am,r(µ) = (Nsm(λ)− Nsm(µ)) + (nsm(λ)− nsm(µ))−
ℓ−1∑
j=0
mj − ℓs
ce qui prouve le point (ii) par récurrence.
Le lemme 1.2.14 nous permet d’affirmer que, pour w ∈ Sℓ, nsm(λ) = nsw ·m(w ·λ)
et Nsm(λ) = N
s
w ·m(w ·λ) d’où
Corollaire 7.3.5. Soit w ∈ Sℓ, λ ∈ P(ℓ, n), r ∈ N∗, m = (m0, ... ,mℓ−1) ∈ Qℓ et s un
entier tel que s > hcλ + 1 alors :
(i) aw ·m,r (w ·λ) = am,r(λ)
(ii) Aw ·m,r(w ·λ) = Am,r(λ).
Ce corollaire, la remarque 7.3.2 et nous donnent le résultat suivant :
Corollaire 7.3.6. Pour λ = (λ1, ... ,λℓ) et m = (m0, ... ,mℓ−1), on note λ = (tλℓ, ... ,
tλ1) et m = (−mℓ−1, ... ,−m0). On a alors
am,−r(λ) = am,r(λ).
7.4 Fonction c
Sachant que, d’après la proposition 4.3.15, on a
cm,r(λ) = Am,r(λ)−am,r(λ) + r
(
ℓ−1∑
i=0
mi − 1
)
,
le théorème 7.3.3 donne une formule simple pour la fonction c :
Proposition 7.4.1. Soient λ ∈ P(ℓ, n), r ∈ N∗, m = (m0, ... ,mℓ−1) ∈ Qℓ et s un
entier tel que s > hcλ + 1 alors
cm,r(λ) = r(N
s
m(λ)− Nsm(∅))− rn(
∑
06i6ℓ−1
mi + ℓs) + r
(
ℓ−1∑
i=0
mi − 1
)
.
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7.4.1 Formule pour la c-fonction
La notion de contenu d’une multipartition (cf. définition 1.2.2) nous permet de
simplifier la formule obtenue à la proposition 7.4.1 :
Proposition 7.4.2. Soient λ ∈ P(ℓ, n), r ∈ N∗ et m = (m0, ... ,mℓ−1) ∈ Qℓ alors
cm,r(λ) = rℓ
∑
γ∈[λ]
cont(γ)− rn
ℓ−1∑
i=0
mi + r
(
ℓ−1∑
i=0
mi − 1
)
.
Remarque 7.4.3. (i) D’après le lemme 1.2.4, on retrouve, à une constante additive
près, la formule de la c-fonction donnée par R. Rouquier dans [Rou08, 6.2].
(ii) Cette formule nous permet de voir que la c-fonction est continue en les paramètres.
Démonstration. Cela revient à montrer que ℓ
∑
γ∈[λ]
cont(γ) = Nsm(λ)− Nsm(∅)− ℓns.
Pour calculer Nsm(λ)−Nsm(∅), comparons les m-symboles décalés de λ et de la multi-
partition vide :
Bj(λ) = (mj − [mj ],mj − [mj ] + 1, ... , s − hj+1 + mj − 1, s − hj+1 + mj + λj+1
hj+1
, s −
hj+1 +mj + λj+1
hj+1−1 + 1, ... , s − hj+1 +mj + λ
j+1
1 + h
j+1 − 1)
Bj(∅) = (mj − [mj ],mj − [mj ]+1, ... , s− hj+1+mj −1, s− hj+1+mj , s − hj+1+mj +
1, ... , s − hj+1 +mj + hj+1 − 1).
On a alors :
1
ℓ
(Nsm(λ)− Nsm(∅)) =
ℓ−1∑
j=0
hj+1−1∑
i=0
(
(mj − [mj ]) + · · ·+ (s − hj+1 +mj + λj+1
hj+1−i
+i))− ((mj − [mj ]) + · · · + (s − hj+1 +mj + i))
=
ℓ−1∑
j=0
hj+1−1∑
i=0
(
(s − hj+1 +mj + i + 1) + · · ·+ (s − hj+1 +mj
+i + λj+1
hj+1−i)
)
=
ℓ−1∑
j=0
hj+1∑
i=1
λ
j+1
i∑
k=1
(s + k − i +mj)
= ns +
ℓ−1∑
j=0
hj+1∑
i=1
λj+1
i∑
k=1
(k − i +mj)
= ns +
∑
γ∈[λ]
cont(γ)
(la dernière égalité revient à décrire les boîtes de [λ] par les triplets (j , k , i) 16j6ℓ
16i6hj
16k6λj
i
).
7.4.2 c-chambres
On va s’intéresser par la suite à l’ordre que définit la c-fonction sur P(ℓ, n). En effet,
au paragraphe 4.3.3, on a défini grâce à la c-fonction un ordre partiel sur IrrW , pourW
un groupe de réflexions complexe. Or pour W = G (ℓ, 1, n), on a vu au théorème 7.1.3,
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que IrrG (ℓ, 1, n)↔ P(ℓ, n), l’ordre de la c-fonction se transporte donc sur P(ℓ, n) de
la manière suivante :
λ 6c µ ⇐⇒ cm,r(µ) < cm,r(λ) ou λ = µ.
Dans le chapitre 9, on va essayer d’interpréter géométriquement cet ordre fon-
damental dans l’étude des représentations de l’algèbre de Cherednik Hh(G (ℓ, 1, n)),
c’est pourquoi on va utiliser l’expression de la c-fonction en fonction du paramètre
h = (h,H1, ... ,Hℓ−1) :
ch(λ) = ℓ
ℓ∑
i=2
|λi |(H1 + · · ·+ Hi−1)− ℓh
(
n(n− 1)
2
+
ℓ∑
i=1
(n(λi)− n(tλi))
)
.
Remarque 7.4.4. C’est la formule de [Gor08, 2.5] qui correspond à la formule de
[Rou08, 6.2]. L’ordre défini par cette fonction est donc le même que celui que définit
la formule de la proposition 7.4.2, avec le changement de paramètres m(C,j) = h(C,j),
soit
r = h et mi =
H1 + · · · + Hi
r
pour i > 1.
Le c-ordre n’est pas un ordre total car deux multipartitions distinctes peuvent avoir
la même image par la fonction c en un h fixé. Mais comme la fonction c est linéaire
en h, pour λ et µ fixées, l’équation ch(λ) = ch(µ) définit un hyperplan de l’ensemble
des paramètres H, qu’on note Hλ,µ. Et le fait que λ <ch µ ou µ <ch λ détermine de
quel côté de l’hyperplan se trouve h. Il y a un nombre fini de Hλ,µ qui délimitent des
chambres à l’intérieur desquelles le c-ordre est total.
Définition 7.4.5. On appelle ces chambres les c-chambres.
Exemple 7.4.6. L’ensemble P(2, 3) est constitué de 10 éléments :
λ1 = ((3); ∅), λ2 = ((2, 1); ∅), λ3 = ((1, 1, 1); ∅), λ4 = ((2); (1)), λ5 = ((1, 1); (1)),
λ6 = ((1); (1, 1)), λ7 = ((1); (2)), λ8 = (∅; (1, 1, 1)), λ9 = (∅; (2, 1)), λ10 = (∅; (3)).
Ces multipartitions donnent les fonctions c suivantes :
ch(λ1) = 0, ch(λ2) = −6h, ch(λ3) = −12h, ch(λ4) = 2H1 − 4h,
ch(λ5) = 2H1 − 8h, ch(λ6) = 4H1 − 8h, ch(λ7) = 4H1 − 4h, ch(λ8) = 6H1 − 12h,
ch(λ9) = 6H1 − 6h, ch(λ10) = 6H1.
Et ces fonctions correspondent aux 10 murs suivants :
h = 0, H1 = 0, H1 = h, H1 = −h, H1 = 2h
H1 = −2h, H1 = 4h, H1 = −4h, H1 = 1
2
h, H1 = −1
2
h.
Dans ce cas on a donc 20 c-chambres.
105
CHAPITRE 7. DESCRIPTION ALGÉBRIQUE
✻
✲
H1
h!
!
!
!!
❅
❅
❅
❅❅
❅
❅
❅
❅❅
!
!
!
!!
✁
✁
✁
✁✁
❆
❆
❆
❆❆
❆
❆
❆
❆❆
✁
✁
✁
✁✁
✟✟
✟✟
✟
❍❍❍❍❍
❍❍
❍❍
❍
✟✟✟✟✟
✄
✄
✄
✄✄
❈
❈
❈
❈❈
❈
❈
❈
❈❈
✄
✄
✄
✄✄
c-chambres pour B3 = G (2, 1, 3)
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Les variétés mises en jeu
Les variétés de carquois ont été introduites par H. Nakajima dans [Nak94]. Elles
sont construites à partir de la variété des représentations d’un carquois dont on a donné
la définition au paragraphe 2.3.
Dans ce chapitre, nous allons expliquer cette construction pour un carquois cyclique
puis exposer certaines propriétés de ces variétés.
Enfin, on détaillera la description combinatoire de leurs points fixes sous une action
naturelle de C∗, issue de [Gor08].
8.1 Variétés de Carquois
8.1.1 Deux actions sur la variété des représentations
On considère le carquois cyclique Q à ℓ sommets numérotés de 0 à ℓ − 1. On
introduit le carquois Q∞ qui correspond au carquois Q auquel on a rajouté un sommet
noté∞ qui rejoint le sommet 0 par une seule flèche et Q∞ le double carquois construit
à partir de Q∞ en ajoutant une flèche α∗ qui est l’opposée de chaque flèche α du
carquois Q∞.
 
 
 
 
 
Q
ℓ− 1
0
1
2
3
 
 
 
 
 
Q∞
ℓ− 1
0
1
2
3
 ∞
 
 
 
 
 
Q∞
ℓ− 1
0
1
2
3
 ∞
Dans [Gor08, §3], I. Gordon considère une famille de variétés définies à partir
des représentations du carquois Q∞. On va présenter ici cette construction ainsi que
certaines propriétés de ces variétés, en se basant principalement sur cet article ainsi
que sur [Kin94] et [Nak09].
Étudions la variété des représentations du carquoisQ∞ surC. Soit d = (d0, ... , dℓ−1)
∈ Nℓ un vecteur dimension de Q, on lui associe d′ = d + e∞ = (d0, ... , dℓ−1, 1) un
vecteur dimension de Q∞. On note alors R(d′) = Rep(Q∞,d′), soit
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R(d′) : =
(
ℓ−1⊕
i=0
Matdi+1,di (C)
)
⊕
(
ℓ−1⊕
i=0
Matdi ,di+1(C)
)
⊕ Cd0 ⊕ (Cd0)∗.
Et on pose (X,Y; v ,w) = (X0, ... ,Xℓ−1,Y0, ... ,Yℓ−1; v ,w) ∈ R(d′).
Le groupe G(d) =
ℓ−1∏
i=0
GLdi (C) ainsi que le groupe unitaire U(d) agissent sur R(d
′)
par, pour g = (g0, ... , gℓ−1) ∈ G(d),
g · (X,Y; v ,w) = (g1X0g−10 , ... , g0Xℓ−1g−1ℓ−1, g0Y0g−11 , ... , gℓ−1Yℓ−1g−10 ; g0v ,wg−10 ).
On peut définir une autre action sur R(d′), celle des quaternions :
Définition 8.1.1. L’algèbre des quaternions H est une algèbre de dimension 4 sur R
munie d’une base (1, i , j , k) telle que 1 est l’élément neutre pour la multiplication et
i2 = j2 = k2 = −1, jk = −kj = i , ki = −ik = j , ij = −ji = k .
On peut définir une action de H sur l’ensemble R(d′) des représentations du carquois
Q∞ en posant :
i · (X,Y; v ,w) = (√−1X,√−1Y;√−1v ,√−1w),
j · (X,Y; v ,w) = (Y†,−X†;w †,−v †),
où † signifie l’opérateur adjoint hermitien.
Enfin, la fonction g : R(d′)× R(d′)→ R définie par
g((X,Y; v ,w), (X˜, Y˜; v˜ , w˜)) = Re
(
ℓ−1∑
r=0
(Tr(Xr X˜r
†
) + Tr(Yr Y˜r
†
)) + Tr(v v˜ †)
+Tr(ww˜ †)
)
est un produit scalaire sur R(d′). Cette structure apportée à la variété R(d′) lui confère
une structure symplectique.
8.1.2 Formes symplectiques et applications moments associées
Proposition 8.1.2.
ωi : R(d
′)× R(d′)→ R; (z , z˜) 7→ g(iz , z˜),
ωj : R(d
′)× R(d′)→ R; (z , z˜) 7→ g(jz , z˜),
ωk : R(d
′)× R(d′)→ R; (z , z˜) 7→ g(kz , z˜)
sont trois formes symplectiques réelles sur R(d′).
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Preuve. Étant donné que l’espace tangent en tout point de R(d′) est R(d′), la forme
bilinéaire ωx correspondant à la forme symplectique ω au point x sera la même pour
tous les points de la variété. Il suffit donc de vérifier que les formes ωi , ωj et ωk sont
bilinéaires, antisymétriques et non dégénérées ce qui se fait facilement.
On définit alors deux formes symplectiques ωR := ωi et ωC := ωj +
√−1ωk qui
vérifient :
ωR((X,Y; v ,w), (X˜, Y˜; v˜ , w˜)) = −Im
(
ℓ−1∑
r=0
(Tr(Xr X˜r
†
) + Tr(Yr Y˜r
†
)) + Tr(v v˜ †)
+Tr(ww˜ †)
)
ωC((X,Y; v ,w), (X˜, Y˜; v˜ , w˜)) =
ℓ−1∑
r=0
(Tr(X˜rYr)− Tr(Xr Y˜r)) + Tr(v˜w)−Tr(vw˜).
Proposition 8.1.3. Les applications
µR :
{
R(d′) → (Lie(U(d)))∗
(X,Y; v ,w) 7→
√−1
2
(
[X,X†] + [Y,Y†] + vv † − w †w) et
µC :
{
R(d′) → (Lie(G(d)))∗
(X,Y; v ,w) 7→ [X,Y] + vw
sont les applications moments associées à ωR et ωC, en identifiant Lie(U(d)) et
Lie(G(d)) avec leurs duaux grâce à la trace.
La démonstration de ce résultat pour µC est présentée en annexe B, celle pour µR est
semblable. Ces applications moments vont nous permettre de définir les variétés de
carquois qui nous intéressent.
8.1.3 Variétés Xθ(d) et Mθ(d)
À partir de maintenant, on va considérer θ = (θ0, ... , θℓ−1) ∈ Qℓ et on va identifier
θ à (θ0 idd0 , ... , θℓ−1 iddℓ−1) ∈ LieG(d).
On considère la sous-variété µ−1C (θ) de R(d′). L’action de G(d) sur cette variété
est celle induite par l’action de ce groupe sur R(d′) décrite précédemment. Comme
G(d) est un groupe réductif, C[µ−1C (θ)]G(d) est une C-algèbre de type fini donc, d’après
le paragraphe 3.1, on peut définir la variété affine
Xθ(d) := SpecmC[µ−1C (θ)]G(d) = µ−1C (θ)//G(d)
qui a pour anneau de polynômes C[µ−1C (θ)]G(d).
On va maintenant définir une deuxième variété quotient, appelée quotient GIT pour
"geometric invariant theory" (cf. [MFK94]).
Pour θ ∈ Zℓ, on définit χθ, le caractère de G(d) associé à θ, par χθ(g) :=
ℓ−1∏
i=0
(det gi )
θi .
Plus généralement, pour θ ∈ Qℓ et j un entier, on peut considérer χjθ dès que jθ ∈ Zℓ.
On pose alors
C[µ−1C (0)]
χjθ = {f ∈ C[µ−1C (0)], ∀g ∈ G(d), g · f = χjθ(g)f }
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si jθ ∈ Zℓ et C[µ−1C (0)]χjθ = 0 sinon.
L’algèbre B =
⊕
j>0 C[µ
−1
C (0)]
χjθ est alors une C[µ−1C (0)]
G(d)-algèbre de type fini
graduée. Donc, d’après [Har77, Chap. 2, §2], on peut définir la variété
Mθ(d) := Proj
⊕
j>0
C[µ−1C (0)]
χjθ = µ−1C (0)//θG(d)
et d’après l’exemple 4.8.1 du même chapitre de [Har77], c’est une variété qui est
projective sur la variété affine SpecmC[µ−1C (0)]
G(d) = X0(d).
8.2 Propriétés des variétés Mθ(d)
8.2.1 Homéomorphismes
On peut identifier les variétés de carquois que l’on vient de définir à des sous-
variétés de R(d′)/U(d), ce qui va nous permettre de comparer les variétés Xθ(d) et
Mθ(d).
Lemme 8.2.1 (Nakajima-King). La variété Xθ(d) est homéomorphe à µ−1C (θ)∩µ−1R (0)/
U(d) et la variété Mθ(d) est homéomorphe à µ−1C (0) ∩ µ−1R (
√−1θ
2 )/U(d).
On pourra trouver une référence du résultat concernant Xθ(d) dans [Nak94, 3.1] et de
celui concernant Mθ(d) dans [Kin94, §6].
Sachant que l’on vient d’identifier les variétés X θ
2
(d) et Mθ(d) à des variétés qui
sont proches, on peut chercher à relier ces deux variétés de carquois par un homéo-
morphisme de variétés complexes, en utilisant les deux homéomorphismes précédents.
C’est l’idée de [Gor08, 3.7].
Proposition 8.2.2 (Gordon). Les variétés X θ
2
(d) et Mθ(d) sont homéomorphes.
Démonstration. On a un morphisme :
Ψ :
{
µ−1C (0) ∩ µ−1R
(√−1θ
2
)
/U(d) −→ µ−1C
(
θ
2
) ∩ µ−1R (0)/U(d)
u 7→ −i−k√
2
u.
La formule exacte de Ψ est
Ψ((X,Y; v ,w) +U(d)) =
1√
2
(−√−1(X+ Y†,Y − X†; v + w †,w − v †)) +U(d).
Soit z = (X,Y; v ,w) ∈ µ−1C (0) ∩ µ−1R
(√−1θ
2
)
alors µC(z) = 0 et µR(z) =
√−1θ
2 et
µC
(−i − k√
2
z
)
=
1
2
µC
(−√−1(X+ Y†,Y − X†; v + w †,w − v †))
=
1
2
(−(X+Y†)(Y − X†) + (Y −X†)(X+ Y†)
−vw + vv † − w †w + w †v †)
=
1
2
(
([X,X†] + [Y,Y†] + vv † − w †w)− ([X,Y] + vw)
+(Y†X† − X†Y† + w †v †))
=
1√−1µR(z)−
1
2
µC(z) +
1
2
µC(z)
†
=
θ
2
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µR
(−i − k√
2
z
)
=
1
2
µR
(−√−1(X+ Y†,Y − X†; v + w †,w − v †))
=
√−1
4
(−[X+ Y†,X† + Y]− [Y − X†,Y† − X]
−(v + w †)(v † + w) + (w † − v)(w − v †))
=
√−1
4
(2(YX− XY) + 2(X†Y† − Y†X†)− 2(w †v † + vw))
=
−2√−1
4
(µC(z) + µC(z)
†)
= 0.
De plus, si on note g = −i−k√
2
alors gg † = 1 donc g ∈ U(d). Donc Ψ est bien défini,
il est bien à valeurs dans µ−1C
(
θ
2
) ∩ µ−1R (0)/U(d) et il est évidemment continu. Son
inverse étant la multiplication par g †, c’est un homéomorphisme.
8.2.2 Description de Mθ(d)
On va commencer par décrire la variétéMθ(d) à l’aide de représentations, d’après
[Nak09, §2.2]. On pourra aussi se référer à [Kin94].
Un élément de µ−1C (0) correspond à une représentation (V ,W ) de Q∞ où V =
(V0, ... ,Vℓ−1) est de dimension (d0, ... , dℓ−1) et W de dimension 1, car on a choisi
d′ = (d0, ... , dℓ−1, 1). Pour θ = (θ0, ... , θℓ−1) ∈ Qℓ et d = (d0, ... , dℓ−1) fixés, on
choisit θ∞ ∈ Q tel que
ℓ−1∑
i=0
θidi + θ∞ = 0.
On définit alors, pour une représentation (V ,W ) de dimension quelconque,
θ(V ,W ) :=
ℓ−1∑
i=0
θi dimVi + θ∞(1− δW ,0),
où δW ,0 = 1 si W = 0 et 0 sinon, et
µθ(V ,W ) :=
θ(V ,W )
1− δW ,0 +
∑ℓ−1
i=0 dimVi
,
que l’on appelle la pente de (V ,W ).
Remarque 8.2.3. Les éléments de µ−1C (0) sont de pente nulle.
Définition 8.2.4.
• Une représentation (V ,W ) est dite θ-semistable si pour toute sous-représentation
(V ′,W ′) de (V ,W ), on a µθ(V ′,W ′) 6 µθ(V ,W ).
• Elle est dite θ-stable si l’on a une égalité stricte sauf pour (V ′,W ′) = (V ,W ).
• Une représentation θ-polystable est une somme directe de représentations θ-
stables de même pente.
Remarque 8.2.5. Par sous-représentation de (V ,W ) on entend que W ′ est un sous-
espace vectoriel de W et pour tout 0 6 i 6 ℓ−1, V ′i est un sous-espace vectoriel de Vi
tels que Xi(V ′i ) ⊂ V ′i+1, Yi(V ′i+1) ⊂ V ′i , v(V ′0) ⊂W ′ et w(W ′) ⊂ V ′0, où (X,Y; v ,w)
sont les morphismes correspondant à la représentation (V ,W ).
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On notera µ−1C (0)
θ-s (respectivement µ−1C (0)
θ-ss) l’ensemble des représentations θ-
stables (respectivement θ-semistables) de µ−1C (0).
Remarque 8.2.6. D’après le théorème [Rei08, 3.3], les fibres de la restriction du mor-
phisme µ−1C (0)→Mθ(d) à µ−1C (0)θ-s sont exactement les G(d)-orbites de µ−1C (0)θ-s .
On notera donc µ−1C (0)
θ-s/G(d) l’image de µ−1C (0)
θ-s par ce morphisme.
8.2.3 Filtration de Jordan-Hölder
Théorème 8.2.7 ([Rud97]). Si (V ,W ) est θ-semistable alors il existe des sous-espaces
vectoriels
0 = V˜N+1 ⊂ V˜N ⊂ · · · ⊂ V˜1 ⊂ V˜0 = V
et un entier 0 6 kW 6 N tels que
• (V˜i+1, δi+1W ) est une sous-représentation de (V˜i , δiW ) pour tout 0 6 i 6 N,
où
δiW =
{
W pour 0 6 i 6 kW
0 pour kW + 1 6 i 6 N + 1,
• les représentations quotients (V˜i , δiW )/(V˜i+1, δi+1W ) sont θ-stables pour 0 6
i 6 N et ont toutes même pente.
Définition 8.2.8. On appelle cette filtration la filtration de Jordan-Hölder de (V ,W ).
D’après les propositions 2.6 et 3.2 de [Kin94], deux représentations θ-semistables
ont les mêmes facteurs de composition dans leur filtration de Jordan-Hölder si et
seulement si elles correspondent au même point dansMθ(d), on a donc :
Théorème 8.2.9 (King-Nakajima).
(i) Mθ(d) est un ensemble de représentations θ-semistables modulo l’équivalence
d’avoir les mêmes facteurs de composition avec multiplicité dans la filtration de
Jordan-Hölder.
(ii) L’ensemble des classes d’isomorphie de représentations θ-stables, que l’on note
Mθ(d)s , est un ouvert lisse de Mθ(d).
Remarque 8.2.10. En considérant, pour une représentation θ-semistable, la somme
directe des quotients qui apparaissent dans la filtration de Jordan-Hölder correspon-
dante, on obtient une représentation θ-polystable de même dimension que celle de
départ. Ainsi, on peut aussi voir Mθ(d) comme un ensemble de représentations θ-
polystables modulo isomorphismes.
On va maintenant étudier les propriétés de régularité de Mθ(d).
8.2.4 Lissité de Mθ(d)
Le carquois Q qui nous intéresse ici a un graphe qui est un diagramme de Dynkin
étendu de type A˜ℓ−1. On note R le système de racines de type Aℓ−1 qui correspond au
sous-carquois de Q dont les sommets sont 1, ... , ℓ − 1 et sont indexés par les racines
simples de R : α1, ... ,αℓ−1. Les racines positives de A˜ℓ−1 sont de la forme β + mδ,
où δ = (1, ... , 1) ∈ Zℓ est un vecteur dimension de Q, m ∈ Z>0, β ∈ R ∪ {0} et si
m = 0, alors β ∈ R+, d’après le théorème de Kac (cf. [Kac83, 5.6]). Elles définissent
une partition de l’ensemble des paramètres {θ ∈ Qℓ}.
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Définition 8.2.11. Soit d ∈ Nℓ un vecteur dimension de Q et R˜+ l’ensemble des
racines positives de A˜ℓ−1, on définit
R+(d) := {γ ∈ R˜+, γ < d}.
Un mur GIT est un hyperplan de l’espace des paramètres défini par une équation de la
forme θ · γ = 0, où γ ∈ R+(d).
Les murs GIT partagent l’espace des paramètres en un nombre fini d’ouverts que l’on
appelle chambres GIT.
Remarque 8.2.12. D’après [CB01], le produit scalaire θ · γ est défini dans une base
indexée par les sommets de Q. Donc pour β ∈ R , si l’on note (β1, ... ,βℓ−1) les coor-
données de β dans la base (α1, ... ,αℓ−1), alors β · θ =
ℓ−1∑
i=1
βiθi et δ · θ =
ℓ−1∑
i=0
θi .
Ces chambres permettent de décrire certaines propriétés deMθ(d), d’après [Nak09,
2.12].
Théorème 8.2.13 (Nakajima).
(i) Si θ est à l’intérieur d’une chambre GIT alors µ−1C (0)
θ-s
= µ−1C (0)
θ-ss
et donc
Mθ(d) =Mθ(d)s est lisse.
(ii) Si θ1 et θ2 sont deux paramètres dans une même chambre (ou sur un même mur)
alors les variétés Mθ1(d) et Mθ2(d) sont isomorphes.
Remarque 8.2.14. D’après la démonstration du lemme 4.3 de [Gor08], quand θ est à
l’intérieur d’une chambre GIT, la variété Xθ(d) est aussi lisse.
8.2.5 Normalité de Mθ(d)
Quand θ est à l’intérieur d’une chambre GIT la variété Mθ(d) est lisse donc nor-
male, en fait elle l’est pour tout paramètre θ :
Proposition 8.2.15. Mθ(d) est une variété normale, quel que soit θ ∈ Qℓ.
Démonstration. D’après [CB03, 1.1], la variété de carquois pour un paramètre θ nul,
M0(d), qui est alors un quotient affine, est normale. Or, dans [Nak09, (2.3)], H.
Nakajima a factoriséM0(d) de la manière suivante :M0(d) = Mel×Mnorm0 , oùMel est
un espace affine. DoncOM0 = OMnorm0 [X1, ... ,Xn] et le fait queOM0 soit intégralement
clos implique queOMnorm0 l’est aussi. DoncMnorm0 est une variété normale. De plus, dans
[Nak09, §2.7 ], il a montré que la variétéMθ(d) est localement isomorphe à Mˆnorm0 ×T
où Mˆnorm0 , qui est définie comme Mnorm0 (seuls les espaces (V ,W ) changent), est
normale et T est le produit d’un espace vectoriel par un espace affine. Donc Mθ(d)
est une variété normale.
8.2.6 Résolution des singularités
Pour un paramètre θ′ sur un mur, la variétéMθ′(d) peut être singulière. Mais si l’on
s’éloigne un peu de θ′, on se retrouve à l’intérieur d’une chambre et donc les variétés
associées sont lisses. Afin de trouver une résolution de la variété singulière Mθ′(d),
on aimerait relier les variétés Mθ(d) et Mθ′(d) pour des paramètres θ et θ′ vérifiant
l’hypothèse suivante :
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Hypothèse.
• θ′ se trouve sur un mur GIT
• θ est à l’intérieur d’une chambre GIT qui borde ce mur.
On supposera par la suite que les paramètres θ et θ′ vérifient cette hypothèse. D’après
le théorème 8.2.13, il faut alors exprimer la θ-semistabilité en fonction de la θ′-
semistabilité, cela a été fait dans [Nak09, 2.12].
Proposition 8.2.16 (Nakajima).
(i) Une représentation θ-semistable est θ′-semistable
(ii) Une représentation θ′-stable est θ-stable
Remarque 8.2.17. Ce résultat est valable aussi en remplaçant θ′ par 0 et θ par θ′ sur
un mur.
D’après le point (i) et le théorème 8.2.13, on a µ−1C (0)
θ-s
= µ−1C (0)
θ-ss ⊂ µ−1C (0)
θ′-ss →
µ−1C (0)
θ′-ss
//θ′G(d) ce qui nous permet de construire un morphisme
πθ,θ′ : Mθ(d) = µ−1C (0)
θ-s
/G(d)→ µ−1C (0)
θ′-ss
//θ′G(d) =Mθ′(d).
Et le point (ii) implique l’existence d’un morphisme φ : Mθ′(d)s → Mθ(d) tel que
πθ,θ′ ◦ φ = id|Mθ′(d)s . On a donc Mθ′(d)s ⊂ πθ,θ′(Mθ(d)) et
(πθ,θ′)|π−1
θ,θ′(Mθ′(d)s)
: π−1θ,θ′(Mθ′(d)s)→Mθ′(d)s
est un isomorphisme.
Dans le cas particulier où θ′ = 0,M0(d) = X0(d), le morphisme πθ,0 : Mθ(d)→
M0(d) est alors, par définition, surjectif et projectif. Il est donc naturel de se demander
si le morphisme πθ,θ′ n’a pas les mêmes propriétés.
Proposition 8.2.18. Le morphisme πθ,θ′ est projectif (donc séparé et fermé).
Démonstration. Pour démontrer que πθ,θ′ est projectif, on va utiliser le fait que les
morphismes πθ,0 et πθ′,0 définis par le diagramme commutatif suivant
Mθ(d)
πθ,θ′ //
πθ,0 %%❏
❏❏
❏❏
❏❏
❏❏
Mθ′(d)
πθ′,0yyss
ss
ss
ss
s
M0(d)
sont projectifs et le fait que si f : X → Y et g : Y → Z sont deux morphismes tels
que g ◦ f est projectif et g est séparé alors f est projectif (cf. [Har77, ex. 4.8 et 4.9]).
Le fait que πθ′,0 soit séparé et fermé vient du fait qu’un morphisme projectif est propre
d’après [Har77, 4.9].
Proposition 8.2.19. Le morphisme πθ,θ′ est surjectif.
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Démonstration. Dans la remarque 2.24 de [Nak09], H. Nakajima montre que dans le
cas d’un carquois de type affine les strates présentes dans l’image de πθ,θ′ sont toutes
relevées dans Mθ′(d), ce qui signifie que πθ,θ′ est surjectif.
Le morphisme πθ,θ′ est donc propre et tel que π
−1
θ,θ′(Mθ′(d)s) ≃Mθ′(d)s . De plus,
d’après [Nak94, 4.1], π−1θ,θ′(Mθ′(d)s) est dense dans Mθ(d). On a donc le résultat
suivant.
Théorème 8.2.20 (Nakajima). Mθ(d) est une résolution des singularités de Mθ′(d).
8.2.7 Irréductibilité de Mθ(d)
Le théorème 8.2.20 entraîne que, pour θ à l’intérieur d’une chambre GIT, Mθ(d)
est irréductible. Mais le fait que πθ,θ′ soit surjectif implique alors que Mθ′(d) l’est
aussi. On a donc :
Proposition 8.2.21. ∀ θ ∈ Qℓ, Mθ(d) est irréductible.
8.2.8 Variétés Mθ(n)
Les variétés Mθ(d) que nous venons de définir vont nous permettre de décrire
géométriquement les blocs de Calogero-Moser de l’algèbre de Cherednik Hh(G (ℓ, 1, n)).
Dans ce sens, on va définir les paramètres θ et d de cette variété à l’aide de ceux de
cette algèbre.
Hypothèse. Dans toute la suite, on va considérer, pour un paramètre h =
(h,H1, ... ,Hℓ−1), avec H0 = −(H1 + · · ·+ Hℓ−1) :
θ = (−h+ H0,H1, ... ,Hℓ−1) et d = (n, ... , n).
La variété correspondant à ces paramètres sera notée Mθ(n).
D’après [CB02, 1.1], on a alors M0(n) ≃ (h × h∗)/G (ℓ, 1, n). Donc, d’après le
théorème 8.2.20, si θ est à l’intérieur d’une chambre GIT, Mθ(n) est une résolution
symplectique de la variété singulière (h× h∗)/G (ℓ, 1, n).
Exemple 8.2.22. Illustrons maintenant ce chapitre pour ℓ = 2 et n = 1, c’est à
dire pour le groupe de réflexions µ2. Tous les calculs sont faits en annexe C et on
pourra y trouver plus généralement les équations des variétés de carquois pour tous les
groupes cycliques µℓ. On montre en annexe que la variété X(θ0,θ1)(1) a pour équation
fg = e2 − θ1e, c’est donc un cône si θ1 = 0 et un hyperboloïde à une nappe sinon.
Concernant la variété Mθ(1), on a le résultat suivant.
Pour θ1 ∈ N− {0},
Mθ(1) = {((e, f , g), [u0 : · · · : uθ1 ]) ∈ A3(C)× Pθ1(C),
fg = e2, et ∀ 1 6 i , j , i + k , j − k 6 θ1 : eui = gui−1, fui = eui−1,
uiuj = ui+kuj−k}.
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On a donc bien une projection πθ,0 :
{ Mθ(1) ։ X0(1)
((e, f , g), [u0 : · · · : uθ1 ]) 7→ (e, f , g)
qui
est représentée sur la figure suivante et qui vérifie π−1θ,0(0) ≃ P1(C).
Mθ(1) qui se projette sur X0(1) ≃ C2/µ2, pour θ1 6= 0
Et on voit bien sur la figure et sur les équations, que
(πθ,0)|π−1θ,0(X0(1)s) : π
−1
θ,0(X0(1)s)→ X0(1)s = X0(1)− {0}
est un isomorphisme.
L’ensemble H des paramètres va alors être découpé en chambres GIT comme
nous l’avons vu à la définition 8.2.11. Or nous avons déjà donné une partition de cet
ensemble au paragraphe 7.4.2 : la partition en c-chambres dans lesquelles l’ordre donné
par la c-fonction est total. Ces deux découpages ont été comparés au théorème 4.5
de [Gor08] mais commençons par décrire les chambres GIT en fonction du paramètre
h, comme cela a été fait dans [Gor08, 4.4].
Lemme 8.2.23 (Gordon). La variété Mθ(n) est lisse si θ ne se trouve pas sur les
hyperplans d’équations :
h = 0 et (Hi + · · · + Hj) +mh = 0
où 1 6 i 6 j 6 ℓ− 1 et 1− n 6 m 6 n − 1.
Remarque 8.2.24. (i) La description des chambres donnée au paragraphe 8.2.4 nous
donne des hyperplans supplémentaires qui ont pour équations (Hi + · · ·+Hj )+ nh = 0
où 1 6 i 6 j 6 ℓ − 1. Mais le résultat de [Gor08, 4.4] est plus fin et montre que
pour un paramètre θ sur ces hyperplans, la variétéMθ(n) est lisse. Pour G (ℓ, 1, n), on
appellera donc "murs GIT", les hyperplans définis par les équations de ce lemme.
(ii) Avec le changement de paramètres : m(C1,0) − m(C1,1) = r = h et m(C2,i) =
H1 + · · · + Hi que l’on a donné à la remarque 7.4.4, on retrouve les équations des
hyperplans essentiels donnés par M. Chlouveraki dans [Chl09, 5.3.4].
On notera dorénavant Hreg l’espace H privé des murs GIT.
Théorème 8.2.25 (Gordon). La décomposition en c-chambres est un raffinement de
celle en chambres GIT.
Cette correspondance entre les c-chambres et les chambres GIT (cf. [Gor08, 4.6] pour
la démonstration) va nous permettre de décrire géométriquement, grâce aux variétés
Mθ(n), l’ordre de la c-fonction.
Exemple 8.2.26. Pour n = 3 et ℓ = 2, on a 6 murs GIT qui sont donnés par les
équations suivantes :
h = 0, H1 − 2h = 0, H1 − h = 0, H1 = 0, H1 + h = 0, H1 + 2h = 0.
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✻
✲
H1
h!
!
!
!!
❅
❅
❅
❅❅
❅
❅
❅
❅❅
!
!
!
!!
✁
✁
✁
✁✁
❆
❆
❆
❆❆
❆
❆
❆
❆❆
✁
✁
✁
✁✁
Chambres GIT pour G (2, 1, 3)
En comparant avec la figure du paragraphe 7.4.2, on voit bien sur cet exemple que les
c-chambres raffinent les chambres GIT.
8.3 C∗-points fixes de Xθ(n) et Mθ(n)
On peut définir une action de C∗ sur la variété R(d′) de la manière suivante : pour
η ∈ C∗ et (X,Y; v ,w) ∈ R(d′),
η · (X,Y; v ,w) = (ηX, η−1Y; v ,w).
Cette action induit une action de C∗ sur les variétés Mθ(n) et le morphisme
πθ,θ′ : Mθ(n)→Mθ′(n)
construit au paragraphe 8.2.6 est C∗-équivariant.
De plus, on obtient de la même manière une action de C∗ sur Xθ(n) et une action de
U(1) sur µ−1C (
θ
2) ∩ µ−1R (0)/U(d) et µ−1C (0) ∩ µ−1R (
√−1θ
2 )/U(d) qui sont telles que les
homéomorphismes construits au lemme 8.2.1 sont U(1)-équivariants.
Proposition 8.3.1 (Gordon). L’homéomorphisme entre Mθ(n) et X θ
2
(n) décrit à la
proposition 8.2.2 est invariant sous l’action de U(1).
Démonstration. Grâce aux homéomorphismes du lemme 8.2.1, il suffit de montrer
que Ψ : µ−1C (0) ∩ µ−1R (
√−1θ
2 )/U(d) → µ−1C ( θ2) ∩ µ−1R (0)/U(d) qui consiste en la
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multiplication par −i−k√
2
est U(1)-équivariant. Soit η ∈ U(1),
η ·Ψ(X,Y; v ,w) = η ·
(−√−1√
2
(X+ Y†,Y − X†; v + w †,w − v †)
)
=
−√−1√
2
(η(X+ Y†), η−1(Y − X†); v + w †,w − v †)
=
−√−1√
2
(ηX+ ηY†, η−1Y − η−1X†; v + w †,w − v †)
=
−√−1√
2
(ηX+ (η−1Y)†, η−1Y − (ηX)†; v + w †,w − v †)
= Ψ(η · (X,Y; v ,w)).
Corollaire 8.3.2 (Gordon). Les C∗-points fixes de Mθ(n) sont en bijection avec ceux
de X θ
2
(n).
Démonstration. D’après la proposition précédente, les U(1)-points fixes de Mθ(n)
sont en bijection avec ceux de X θ
2
(n). Il suffit donc de montrer qu’un point fixe x sous
l’action de U(1) est fixe sous celle de C∗. Soit fx la fonction qui à η ∈ C∗, associe
η · x , elle est continue pour la topologie de Zariski et elle est constante sur U(1) qui
est dense dans C∗ pour cette topologie. Donc fx est constante et x est un point fixe
pour l’action de C∗.
8.3.1 Alcôves et murs
Le nombre de points fixes de Mθ(n) (et donc de Xθ(n)) dépend fortement de la
position de θ dans l’espace des paramètres. Si θ se trouve à l’intérieur d’une chambre
GIT et θ′ sur un mur bordant cette chambre, on a une projection C∗-équivariante
πθ,θ′ : Mθ(n)։Mθ′(n),
et donc card
(
(Mθ′(n))C∗
)
6 card
(
(Mθ(n))C∗
)
.
Pour décrire combinatoirement les C∗-points fixes, commençons donc par décrire
combinatoirement les chambres GIT, grâce aux alcôves, d’après [Gor08, §7].
Description des alcôves
On va s’intéresser dorénavant à l’ensemble de paramètresΘ := {θ ∈ Qℓ, θ0+ · · ·+
θℓ−1 = 1}. Comme
ℓ−1∑
i=0
θi = −h, pour un paramètre hors du mur GIT d’équation h = 0,
étudier les variétés Mθ(n) pour θ ∈Θ revient à étudier toutes les variétés Mθ(n) car
• si θ est tel que
ℓ−1∑
i=0
θi > 0 alors il suffit de diviser par cette somme pour retomber
dansΘet comme elle est strictement positive, on va rester dans la même chambre
et les variétés seront isomorphes d’après le théorème 8.2.13.
• si
ℓ−1∑
i=0
θi < 0 alors le paramètre θ¯ = (−θ0,−θℓ−1, ... ,−θ1) vérifie
ℓ−1∑
i=0
θ¯i > 0 et
d’après [Gor08, 7.1], il existe un isomorphisme φ entre Mθ(n) et Mθ¯(n) qui est
C∗-équivariant et qui met en bijection les points fixes.
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Remarque 8.3.3. De la même manière que θ est relié à h = (h,H1, ... ,Hℓ−1) par la for-
mule θ = (−h+H0,H1, ... ,Hℓ−1), θ¯ est relié au paramètre h¯ = (−h,−Hℓ−1, ... ,−H1)
et d’après le lemme 8.2.23, on a h ∈ Hreg ⇐⇒ h¯ ∈ Hreg.
D’après [Gor08, 7.2], on peut définir une action du groupe symétrique affine
S˜ℓ = < σ0, ... ,σℓ−1, σ2i = 1,σiσj = σjσi si |i − j | > 1
et σiσi+1σi = σi+1σiσi+1, pour 0 6 i 6 ℓ− 1 >
sur l’espace Θ de la manière suivante, pour 0 6 i 6 ℓ− 1 et en considérant les indices
modulo ℓ :
σi · (θ0, ... , θℓ−1) = (θ0, ... , θi−1 + θi ,−θi , θi + θi+1, ... , θℓ−1).
Les hyperplans de réflexions de cette action sont déterminés, comme les murs GIT,
par l’ensemble R˜+ des racines positives de A˜ℓ−1 :
{θ ∈Θ, θ · β = m, pour β ∈ R˜+ et m ∈ Z}.
Définition 8.3.4. Les composantes connexes de l’ensemble Θ⊗R privé des hyperplans
de réflexions sont appelées alcôves.
On appelle alcôve fondamentale celle qui contient le ℓ-uplet 1 =
(
1
ℓ
, · · · , 1
ℓ
)
et on la
note A0.
Exemple 8.3.5. D’après [Bou68, chap. 6, §2, prop. 5], l’alcôve fondamentale est bor-
dée de ℓ murs qui ont pour équation :
θi = 0, pour 1 6 i 6 ℓ− 1 et θ1 + · · ·+ θℓ−1 = 1.
Les équations θi = 0, pour 1 6 i 6 ℓ − 1 proviennent de l’équation θ · αi = 0, où
(α1, ... ,αℓ−1) est la base des racines simples de Aℓ−1 et l’équation θ1+ · · ·+ θℓ−1 = 1
provient de θ · α˜ = 1, où α˜ = α1 + · · · + αℓ−1 est la plus grande racine. De plus, elle
est équivalente à θ0 = 0 car θ0+ · · ·+ θℓ−1 = 1. L’alcôve fondamentale peut donc être
décrite par
A0 = {θ ∈Θ : 0 < θi < 1, ∀ 0 6 i 6 ℓ− 1}.
Par définition (cf. définition 8.2.11), les murs GIT dans Θ forment donc un sous-
ensemble de l’ensemble des hyperplans de réflexions et donc les alcôves partitionnent
l’intersection des chambres GIT avec Θ. De plus, l’action de S˜ℓ est transitive sur les
alcôves, on peut donc définir une application surjective, d’après [Gor08, 7.12] :
α : Zℓ0 ×Sℓ × {±} → {alcôves}
qui envoie (s,w ,+) sur l’alcôve qui contient w−1(1+(s0−sℓ−1, s1−s0, ... , sℓ−1−sℓ−2))
et (s,w ,−) sur l’alcôve qui contient w−1(−1+ (sℓ−1 − s0, sℓ−2 − sℓ−1, ... , s0 − s1)).
Remarque 8.3.6. L’action de Sℓ que l’on a définie à la proposition 1.2.19 était na-
turelle dans le sens où elle correspond à celle sur Θ de Sℓ, vu comme sous-groupe de
S˜ℓ. En effet, si θ = 1 + (s0 − sℓ−1, s1 − s0, ... , sℓ−1 − sℓ−2) et σk = (k , k + 1), alors
σk(θ) = 1+ (s ′0 − s ′ℓ−1, s ′1 − s ′0, ... , s ′ℓ−1 − s ′ℓ−2), où pour 1 6 i 6 ℓ et 1 6 k 6 ℓ− 1,
s ′i−1 = sσk(i)−1+
σk (i)−i
ℓ . Ainsi, les alcôves α(w
′ · s,w ′w ,±) et α(s,w ,±) sont confon-
dues.
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On sait donc comment se déplacer au sein des alcôves positives (i.e. de la forme
α(s,w ,+)) ou au sein des alcôves négatives (celles qui sont paramétrées par un -
). Pour passer d’une alcôve positive à une alcôve négative, on va utiliser l’involution
θ = (θ0, ... , θℓ−1) 7→ θ¯ = (−θ0,−θℓ−1, ... ,−θ1).
Proposition 8.3.7. θ ∈ α(s, id ,+) ⇐⇒ θ ∈ α(s, id ,−)
Démonstration. Si θ ∈ α(s, id ,+) alors il est dans la même alcôve que 1 + (s0 −
sℓ−1, s1 − s0, ... , sℓ−1 − sℓ−2). D’après la description des hyperplans de l’alcôve fonda-
mentale à l’exemple 8.3.5, il est clair alors que θ va être dans la même alcôve que
1+ (s0 − sℓ−1, s1 − s0, ... , sℓ−1 − sℓ−2) = −1+(sℓ−1− s0, sℓ−2− sℓ−1, ... , s0− s1).
Exemple 8.3.8. Les alcôves sont décrites très simplement pour Bn dans la partie 3 de
[GM09]. Soit Hh(Bn) l’algèbre de Cherednik associée au groupe de réflexions de type
Bn et au paramètre h = (h,H1). On note a = h et b = H0 = −H1. On a alors, d’après
les formules du paragraphe 8.2.8, θ0 = −a + b et θ1 = −b, et, en divisant par −a, on
obtient θ0 = 1 − ba et θ1 = ba . L’alcôve fondamentale 0 < θ0 < 1 et 0 < θ1 < 1 est
donc décrite par 0 < ba < 1. On note Ai l’alcôve {(d ,−d + 1), i < d < i + 1} et σ la
transposition (01). Alors :
• si i est pair, Ai est de type α(( i2 ,− i2), id ,+)
• et sinon Ai = α((1−i2 , i−12 ),σ,+).
Au paramètre θ =
(
1− ba , ba
)
, avec le changement de paramètre r = h et mi =
H1 + · · ·+ Hi
h
, on associe les paramètres m =
(
0, −ba
)
et r = −1. Mais quand on
va s’intéresser à l’ordre de dominance sur les partitions κsm(λ) (qui est invariant par
translation sur m d’après la remarque 1.2.12), on considérera en général le paramètre
m =
(
b
a , 0
)
.
On a représenté sur la figure suivante les quatre premières alcôves en fonction de la
valeur de ba .
θ = (1, 0)
0
θ = (0, 1) θ = (−1, 2) θ = (−2, 3)
1 2 3
b
a
A0=
α((0, 0), id,+)
A−1=
α((1,−1),σ,+)
A−2=
α((−1, 1), id,+)
A−3=
α((2,−2),σ,+)
Type d’un mur
Le sous-groupe de S˜ℓ qui fixe un paramètre θ se trouvant dans l’adhérence de
l’alcôve A0 est engendré par {σj , j ∈ J}, où J ⊂ {0, ... , ℓ − 1}. Plus précisément :
j ∈ J ⇐⇒ θ se trouve sur le mur d’équation θj = 0. On dit alors que θ est de type J.
Définition 8.3.9. Le type d’un mur bordant une alcôve est un sous-ensemble J de
{0, ... , ℓ − 1} qui est défini comme le type des éléments se trouvant sur le mur de
l’alcôve fondamentale correspondant à ce mur par l’action transitive de S˜ℓ.
Exemple 8.3.10. Revenons à l’exemple 8.3.8 pour décrire les murs dans le cas ℓ = 2.
L’alcôve fondamentale est bordée par le mur d’équation ba = 1, qui correspond à θ0 = 0
et qui est donc de type {0}, et le mur d’équation ba = 0 qui est de type {1}. L’action de
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S2 nous donne tous les murs de type {0} de la forme ba ∈ 2Z+1, qui sont représentés
en rouge sur la figure de l’exemple précédent et les murs de type {1} par ba ∈ 2Z, en
vert sur la figure.
La notion d’alcôve que nous venons de présenter va permettre de décrire concrè-
tement la représentation du carquois Q∞ qui correspond au point fixe xθ(λ) grâce aux
partitions τs(w ·tλ) définies au paragraphe 1.2.4. Nous allons présenter la construction
faite par I. Gordon de la bijection xθ(λ) 7→ τs(w ·t λ) définie à partir de l’alcôve dans
laquelle se trouve θ. Puis en utilisant le morphisme πθ,θ′ , nous pourrons transférer cette
description faite dans le cas lisse au cas non lisse, en utilisant le type du mur sur lequel
se trouve θ′. Pour cela, nous nous baserons sur [Gor08, §8]. Dans cet article, les points
fixes ont été décrits dans le cas non lisse sans utiliser πθ,θ′ , nous réécrirons la preuve
principale avec ce morphisme afin d’obtenir des informations supplémentaires.
8.3.2 Cas lisse : variétés Mθ(n) et schémas de Hilbert
Cet exposé est inspiré de [Gor08, §7].
Définition 8.3.11. Le schéma de Hilbert de N points sur le plan affine HilbN C2 est
décrit de manière ensembliste par les idéaux I de C[X ,Y ] tels que dim (C[X ,Y ]/I ) = N.
C’est une variété lisse, connexe, de dimension 2N (cf. [Fog68]).
Proposition 8.3.12 (th. 1.14 de [Nak99]).
HilbN C2 = {(A,B ; v) ∈MN(C)⊕2 ⊕ CN , [A,B ] = 0, vérifiant :
il n’existe pas de sous-espace S ⊂ CN stable par A et B et tel que v ∈ S}/GLN(C)
où l’action de GLN(C) est définie par g · (A,B ; v) = (gAg−1, gBg−1, gv).
Décrivons cette bijection : soit I un idéal de C[X ,Y ] tel que V = C[X ,Y ]/I est de
dimension N sur C. On définit A et B comme les matrices de multiplication par X et
Y . Ce choix dépend du choix d’une base de V mais comme on quotiente par GLN(C),
cela n’a pas d’importance. On construit v ∈ V tel que v = 1+ I . Alors à I on associe
(A,B ; v).
Réciproquement, à (A,B ; v) tels que [A,B ] = 0 on associe l’idéal de C[X ,Y ] qui est
le noyau du morphisme de modules surjectif
φ :
C[X ,Y ] → CN
f 7→ f (A,B)(v)
L’action de C∗ définie sur un élément (A,B ; v) ∈MN(C)⊕2⊕CN par, pour η ∈ C∗,
η · (A,B ; v) = (ηA, η−1B ; v) se transporte donc sur HilbN C2 et correspond à l’action
de C∗ sur C[X ,Y ] définie par η · (X ,Y ) = (ηX , η−1Y ).
Proposition 8.3.13 (Gordon). Les C∗-points fixes de HilbN C2 sont les idéaux de la
forme Iρ =< X pY q, (p, q) n’est pas une boîte de [ρ] >, où ρ ∈ P(N). De plus, ils
sont associés aux représentations de µℓ de la forme C[X ,Y ]/Iρ, qui ont pour caractère
ℓ−1∑
i=0
Ni (ρ)αi , où, pour 0 6 i 6 ℓ − 1, Ni (ρ) = card{(p, q) ∈ [ρ], cont(p, q) ≡ i [ℓ]} et
αi est le caractère irréductible de µℓ défini par αi(ζℓ) = ζiℓ.
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Démonstration. Les idéaux fixes sous l’action de C∗ sont les idéaux I homogènes pour
cette action et tels que dimC[X ,Y ]/I = N. Mais par construction, ces idéaux sont
nécessairement de la forme Iρ, ρ ∈ P(N).
Le groupe µℓ ⊂ C∗ agit sur C[X ,Y ] et donc sur HilbN C2 par la même action que C∗.
On peut donc voir C[X ,Y ]/Iρ comme une représentation de µℓ de dimension N. De
plus, ζℓ agit sur X pY q par ζ
cont(p,q)
ℓ donc, pour 0 6 i 6 ℓ− 1, il agit par αi sur toutes
les boîtes dont le contenu est congru à i modulo ℓ. Donc C[X ,Y ]/Iρ a pour caractère
ℓ−1∑
i=0
Ni (ρ)αi .
Corollaire 8.3.14 (Gordon). Soient θ ∈ α(s, id ,+), νs le ℓ-cœur correspondant à s et
N = ℓn + |νs|. On a une bijection naturelle entre (Mθ(n))C∗ et Pνs(N) qui est de la
forme xθ(λ) 7→ τs(tλ).
Démonstration. D’après le lemme 7.8 et la proposition 7.10 de [Gor08], quand θ ∈
α(s, id ,+), les C∗-points fixes deMθ(n) sont en bijection avec ceux de Hilbn(νs), qui
est une composante de (HilbN C2)µℓ . Ils sont donc décrits par les idéaux Iρ, ρ ∈ Pνs(N).
Cette bijection est de la forme
(Mθ(n))C∗ ←→ Pνs(N)
xθ(λ) ←→ τs(tλ)
et elle est construite en plaçant au sommet ∞ du carquois Q∞ une représentation
de dimension 1 et, pour 0 6 i 6 ℓ − 1, à chaque sommet i , la i ième composante
µℓ-isotypique de la représentation correspondant au noyau de la projection :
C[X ,Y ]/Iτs(tλ) ։ C[X ,Y ]/Iνs
(on a alors bien une représentation de dimension n car Ni (τs(tλ)) = n+ Ni (νs)).
Par la suite, on notera encore C[X ,Y ]/Iτs(tλ) la représentation de Q∞ que l’on vient
de définir afin d’alléger les notations.
8.3.3 Cas non lisse : J-classes
Soient J ⊂ {0, ... , ℓ− 1} et N un entier.
Définition 8.3.15.
(i) Pour j ∈ J, une boîte γ d’un diagramme de Young d’une partition ρ de N est
dite j-supprimable si son contenu (cf. définition 1.1.6) est congru à j modulo ℓ et si
quand on l’enlève du diagramme de Young, on a encore le diagramme de Young d’une
partition, appelée prédécesseure de ρ.
(ii) Pour une partition ρ, on définit son J-cœur ρJ comme la partition obtenue en
enlevant toutes les boîtes j-supprimables, pour j ∈ J, du diagramme de Young de ρ et
de ses prédécesseures.
(iii) Un sous-ensemble de P(N) consistué de partitions ayant le même J-cœur est
appelé une J-classe. On notera ρ¯J la J-classe contenant ρ.
Le lien entre les alcôves et les partitions τs(λ) tient dans la proposition [Gor08, 8.3]
que nous présentons ici comme un théorème car c’est un résultat qui est fondamental
pour tout ce qui va suivre.
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Théorème 8.3.16 (Gordon). Soient θ′ un paramètre se trouvant sur un mur GIT de
type J, θ vivant dans l’alcôve α(s,w ,+) qui borde ce mur et N = ℓn + |νs|. Les C∗-
points fixes de Mθ′(n) sont en bijection avec les J-classes de Pνs(N) par l’application
qui à πθ,θ′(xθ(λ)) fait correspondre la J-classe de τs(w ·t λ).
Remarque 8.3.17. (i) Ce résultat englobe le corollaire 8.3.14 car un paramètre à
l’intérieur d’une alcôve est de type J = ∅ et alors les J-classes sont des singletons.
(ii) On ne démontrera ce résultat que pour les alcôves de la forme α(s, id ,+), la
remarque 8.3.6 nous permettant de conclure pour toutes les alcôves positives. Pour
une alcôve négative, on aura un résultat semblable en remplaçant λ par λ d’après la
proposition 8.3.7 et [Gor08, 7.1] (cf. l’explication précédant la remarque 8.3.3).
Démonstration. Afin de décrire combinatoirement le morphisme πθ,θ′ , on va réécrire la
démonstration de [Gor08, 8.3] en utilisant que (Mθ′(n))C∗ = πθ,θ′
(
(Mθ(n))C∗
)
ainsi
que la description de (Mθ(n))C∗ par les représentations {C[X ,Y ]/Iτs(tλ), λ ∈ P(ℓ, n)}
du carquois Q∞ (cf. paragraphe précédent).
Appliquons d’abord une translation sur les paramètres pour se retrouver dans l’alcôve
fondamentale. On peut donc supposer que θ = 1 et que θ′ se trouve sur un mur de
l’alcôve fondamentale. Ainsi, d’après les équations de cette alcôve, θ′ vérifie : θ′i > 0
pour tout i et J = {0 6 j 6 ℓ− 1, θ′j = 0}. Par construction (cf. §8.2.6), πθ,θ′ envoie
C[X ,Y ]/Iτs(λ), vue comme une représentation 1-stable sur C[X ,Y ]/Iτs(λ) qui est une
représentation θ′-semistable.
Lemme 8.3.18. C[X ,Y ]/Iτs(λ) et C[X ,Y ]/Iτs(µ) ont la même image par πθ,θ′ si et
seulement si τs(λ) et τs(µ) sont dans la même J-classe.
Preuve. D’après le théorème 8.2.9,C[X ,Y ]/Iτs(λ) et C[X ,Y ]/Iτs(µ) ont la même image
par πθ,θ′ si et seulement si elles ont les mêmes facteurs de composition dans leur
filtration de Jordan-Hölder. Montrons que celle-ci est liée au J-cœur de τs(λ).
Notons Vi l’espace vectoriel correspondant au sommet i , pour 1 6 i 6 ℓ − 1 et W
celui du sommet ∞. On choisit un paramètre θ′∞ tel que
ℓ−1∑
i=0
nθ′i + θ′∞ = 0.
Alors µθ′(V ,W ) = 0.
On veut construire la filtration de Jordan-Hölder de C[X ,Y ]/Iτs(λ), c’est à dire une
suite V˜0 = V ⊃ V˜1 ⊃ V˜2 ⊃ · · · ⊃ V˜k = {0} de sous-représentations de C[X ,Y ]/Iτs(λ)
telles que pour tout i :
• la représentation V˜i/V˜i+1 est stable
• µθ′(V˜i/V˜i+1,W ) = µθ′(V ,W ) = 0.
On va commencer par construire V˜k−1 qui doit être une représentation stable et de
pente nulle. On voit que pour ne pas changer la pente, il suffit d’intervenir sur les
sommets i tels que θ′i = 0, c’est à dire i ∈ J. Or le sommet i est relié par la repré-
sentation C[X ,Y ]/Iτs(λ) aux boîtes du diagramme de Young de τs(λ) dont le contenu
est congru à i modulo ℓ. De plus, si (p, q) est une boîte supprimable alors le module
engendré par X pY q est simple car X et Y vont agir par 0 sur X pY q. Ainsi, si l’on pose
V˜k−1 = C[X ,Y ]·X pY q, où (p, q) est une boîte supprimable dont le contenu est congru
à i modulo ℓ avec i ∈ J, alors V˜k−1 est stable et de pente nulle. En enlevant une par une
les boîtes J-supprimables, on construit une suite V˜k−1 ⊂ V˜k−2 ⊂ · · · ⊂ V˜1 telle que les
quotients sont tous stables et la pente est constante. La dernière représentation V˜1 est
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donc engendrée par toutes les boîtes J-supprimables, ainsi V /V˜1 = C[X ,Y ]/Iτs(λ)J .
Cette représentation est aussi de pente nulle, voyons si elle est stable. Soit V ′ une
sous-représentation stricte et non nulle de C[X ,Y ]/Iτs(λ)J , alors
µθ′(V
′,W ) =
∑
i 6∈J θ′i dimV ′i +θ
′
∞∑
dimVi+1
=
µθ′(V ,W )+
∑
i 6∈J θ′i(dimV ′i−dimVi )∑
dimVi+1
< 0
car θ′i > 0 pour tout 0 6 i 6 ℓ−1. Donc la suite de Jordan-Hölder de C[X ,Y ]/Iτs(λ) est
déterminée par l’ensemble des boîtes J-supprimables de τs(λ) et par son J-cœur. Ainsi :
C[X ,Y ]/Iτs(λ) et C[X ,Y ]/Iτs(µ) ont la même image par πθ,θ′
⇐⇒ elles ont les mêmes facteurs de composition dans leur filtration de Jordan-Hölder
⇐⇒ τs(λ) et τs(µ) ont le même nombre de boîtes J-supprimables et le même J-cœur.
Mais par définition de τs, ces deux partitions ont le même ℓ-cœur νs et donc pour tout
i , Ni (τs(λ)) = Ni (τs(µ)). Donc si elles ont le même J-cœur alors elles ont le même
nombre de boîtes J-supprimables. On a donc montré que
πθ,θ′(C[X ,Y ]/Iτs(λ)) = πθ,θ′(C[X ,Y ]/Iτs(µ)) ⇐⇒ τs(λ)J = τs(µ)J
ce qui démontre le lemme.
De plus, d’après le paragraphe précédent, le point fixe xθ(λ) est associé à la partition
τs(
tλ), donc :
πθ,θ′(xθ(λ)) = πθ,θ′(xθ(µ))
⇐⇒ πθ,θ′(C[X ,Y ]/Iτs(tλ)) = πθ,θ′(C[X ,Y ]/Iτs(tµ))
⇐⇒ τs(tλ) et τs(tµ) ont le même J-cœur, ce qui démontre le théorème.
Corollaire 8.3.19. Soit θ′ un paramètre se trouvant sur un mur de type J bordant une
alcôve du type α(s, id ,+) dans laquelle se trouve θ. Soit νs le ℓ-cœur correspondant à
s et N = |νs|+ ℓn. Alors la restriction de πθ,θ′ aux points fixes peut être décrite comme
une application de P(ℓ, n) dans l’ensemble des J-classes de Pνs(N) qui à λ associe la
J-classe de τs(tλ).
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Ordres sur les blocs de Calogero-Moser
Dans ce chapitre, on va tout d’abord chercher à caractériser les blocs de Calogero-
Moser de G (ℓ, 1, n) (cf. paragraphe 4.3.6 pour la définition), en les décrivant de ma-
nière géométrique, puis combinatoire. On pourra alors déterminer facilement si deux
éléments sont dans le même bloc.
Ces différentes descriptions vont nous permettre ensuite de construire plusieurs
ordres sur l’ensemble des blocs : des ordres algébriques (les ordres desa et c-fonctions),
un ordre combinatoire et enfin l’ordre géométrique. On comparera ensuite ces différents
ordres afin d’interpréter combinatoirement ou géométriquement les a et c-fonctions.
Pour finir, dans le cas des groupes de type Bn, on reliera les blocs aux classes d’équi-
valence de l’ordre combinatoire.
Hypothèse. Dans tout ce chapitre, on considérera que les paramètres h, θ, m et
r sont reliés par les formules de la remarque 7.4.4 et de l’hypothèse du paragraphe
8.2.8 :
θ = (−h + H0,H1, ... ,Hℓ−1),
r = h, m0 = 0 et rmi = H1 + · · ·+ Hi pour 1 6 i 6 ℓ− 1.
9.1 Différentes descriptions de CMh(G(ℓ, 1, n))
L’objectif de ce paragraphe est la description des blocs de Calogero-Moser de
G (ℓ, 1, n) de différentes manières, d’après [Gor08]. Tout d’abord, géométriquement,
grâce aux C∗-points fixes des variétés Mθ(n), puis combinatoirement, grâce aux par-
titions τs(λ) définies au paragraphe 1.2.4. Nous terminerons en présentant une autre
description combinatoire de CMh(G (ℓ, 1, n)), qui découle des précédentes : par les
résidus et les contenus, d’après [Mar10] et [BK02].
9.1.1 Description géométrique des blocs
Différentes C∗-actions
On a défini au paragraphe 8.3 une action de C∗ sur Mθ(n) et Xθ(n) qui est telle
que
(Mθ(n))C∗ ↔ (X θ
2
(n))C
∗
.
Définissons aussi une action hyperbolique de C∗ sur h× h∗ par
η · (x , y) = (ηx , η−1y).
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Elle induit une action de C∗ sur h/G (ℓ, 1, n)× h∗/G (ℓ, 1, n) et sur l’algèbre tensorielle
T (h⊕ h∗), donc sur SpecmZh(G (ℓ, 1, n)), qui sont telles que le morphisme
Υh : SpecmZh(G (ℓ, 1, n)) −→ h/G (ℓ, 1, n)× h∗/G (ℓ, 1, n),
construit au paragraphe 4.3.2, est C∗-équivariant.
Le théorème 1.4 de [Mar08] permet de relier ces deux actions de C∗.
Théorème 9.1.1 (Etingof-Ginzburg, Martino). Il existe un isomorphisme entre les va-
riétés SpecmZh(G (ℓ, 1, n)) et Xθ(n) qui est invariant sous l’action de C∗.
Grâce à ce théorème et au corollaire 8.3.2, il suffit d’étudier les points fixes de
SpecmZh
2
(G (ℓ, 1, n)) pour connaître ceux de Mθ(n).
C∗-points fixes de SpecmZh(G (ℓ, 1, n)) et de Mθ(n)
Par définition, les blocs de Calogero-Moser de G (ℓ, 1, n) sont en bijection avec
l’ensemble Υ−1h (0). Pour relier les points fixes deMθ(n) à CMh(G (ℓ, 1, n)), il faut donc
commencer par comparer cet ensemble avec (SpecmZh(G (ℓ, 1, n)))C
∗
. Nous allons
pour cela utiliser le lemme 5.1 de [Gor08] qui est énoncé dans le cas lisse uniquement
mais la démonstration s’applique aussi au cas non lisse.
Lemme 9.1.2 (Gordon). (SpecmZh(G (ℓ, 1, n)))C
∗
= Υ−1h (0)
Preuve du lemme. L’action de C∗ sur h/G (ℓ, 1, n)× h∗/G (ℓ, 1, n) a 0 pour seul point
fixe. Ainsi (SpecmZh(G (ℓ, 1, n)))C
∗ ⊂ Υ−1h (0). Or C∗ est connexe et il agit continû-
ment sur Υ−1h (0) qui est finie, il fixe donc tous les points de Υ
−1
h (0) et Υ
−1
h (0) =
(SpecmZh(G (ℓ, 1, n)))
C∗ .
On en déduit alors le théorème suivant :
Théorème 9.1.3 (Gordon). Les C∗-points fixes de la variété Mθ(n) sont en bijection
avec les blocs de Calogero-Moser de G (ℓ, 1, n).
Démonstration. Cela vient directement des résultats énoncés précédemment :
CMh(G (ℓ, 1, n))↔ Υ−1h (0) = (SpecmZh(G (ℓ, 1, n)))C
∗ ↔ (M2θ(n))C∗ ↔ (Mθ(n))C∗
car d’après le théorème 8.2.13, les variétés M2θ(n) et Mθ(n) sont isomorphes.
Corollaire 9.1.4 (Gordon). Si h ∈ Hreg alors les ensembles (Mθ(n))C∗ et P(ℓ, n) sont
en bijection.
Remarque 9.1.5. Cette correspondance est naturelle dans le sens où, si l’on note xθ(λ)
le point fixe de Mθ(n) associé à la multipartition λ dans le corollaire 8.3.14 alors ce
point, vu dans SpecmZh
2
(G (ℓ, 1, n)) par les différents isomorphismes entre les variétés,
représente le module simple Lh
2
(χλ), comme dans la proposition 4.3.8.
De plus, d’après [Gor08, 7.1], l’isomorphisme φ entre Mθ(n) et Mθ¯(n) mentionné au
paragraphe 8.3.1 vérifie φ(xθ(λ)) = xθ¯(λ).
Démonstration. Si h ∈ Hreg alors M2θ(n) et Xθ(n) sont lisses. Donc d’après le théo-
rème 9.1.1, SpecmZh(G (ℓ, 1, n)) l’est aussi. Alors le corollaire 4.3.23 affirme que
Υ−1
h
(0) est en bijection avec IrrG (ℓ, 1, n) qui a été décrit par les ℓ-multipartitions
de n au théorème 7.1.5.
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Exemple 9.1.6. Revenons à l’exemple 8.2.22, pour ℓ = 2 et n = 1. On a deux 2-
multipartitions de 1 : ((1); ∅) et (∅; (1)), la variété Mθ(1) doit donc avoir deux points
fixes dans le cas lisse. Ils sont représentés sur la figure suivante, cf. annexe C pour les
calculs.
• •
Les deux points fixes de Mθ(1), pour θ1 6= 0
9.1.2 Description combinatoire des blocs
En combinant les théorèmes 8.3.16 et 9.1.3, on peut décrire combinatoirement les
blocs de Calogero-Moser de G (ℓ, 1, n), c’est l’objet du théorème 2.5 de [GM09] :
Théorème 9.1.7 (Gordon-Martino). Si θ se trouve dans la clôture d’une alcôve de la
forme α(s,w ,+) et est de type J, alors, pour λ et µ ∈ P(ℓ, n) :
λ ∼CMh µ ⇐⇒ τs(w ·t λ) et τs(w ·t µ) ont le même J-cœur,
où λ ∼CMh µ signifie que λ et µ sont dans le même bloc de CMh(G (ℓ, 1, n)).
Remarque 9.1.8. Cette description des blocs de G (ℓ, 1, n) par les alcôves suppose que
h 6= 0 (cf. §8.3.1), le cas h = 0 est traité dans [Bel10].
Ce théorème a permis à M. Martino de donner une autre caractérisation combina-
toire des blocs de Calogero-Moser (cf. [Mar10, 3.13]). En la couplant à [BK02, 3.4],
on obtient une description des blocs par les résidus et les contenus des symboles des
multipartitions (cf. paragraphe 1.2 pour les définitions).
Théorème 9.1.9 (Martino, Broué-Kim). Soient h = (−1,H1, ... ,Hℓ−1), mi = −
i∑
j=1
Hj
pour 0 6 i 6 ℓ − 1, s un entier tel que s > max{hcλ, hcµ} + 1 et d ∈ Z tel que
d h˜ = (0, dH1, ... , dH1 + · · ·+ dHℓ−1) ∈ Zℓ alors :
λ ∼CMh µ ⇐⇒ Resd h˜λ (xd) = Resd h˜µ (xd)
⇐⇒ cont(Bsm(λ)) = cont(Bsm(µ)).
Cette caractérisation nous permet d’obtenir, dans le cas G (ℓ, 1, n), un résultat
similaire au corollaire 4.3.28 pour les a et A-fonctions.
Corollaire 9.1.10. Les a et A-fonctions sont constantes à l’intérieur d’un bloc de
Calogero-Moser de G (ℓ, 1, n).
Démonstration. Si λ ∼CMh µ alors les symboles Bsm(λ) et Bsm(µ) ont le même
contenu, ce qui signifie que les partitions κsm(λ) et κ
s
m(µ) sont égales et doncam,r(λ) =
am,r (µ) et Am,r(λ) = Am,r(µ), d’après les formules données au théorème 7.3.3.
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9.2 Différents ordres sur CMh(G(ℓ, 1, n))
9.2.1 Ordres algébriques
Définitions
Les corollaires 4.3.28 et 9.1.10 affirment que les fonctions c et a sont constantes
sur les blocs de Calogero-Moser de G (ℓ, 1, n). On peut donc définir la valeur de ces
fonctions sur les blocs.
Définition 9.2.1. Soit B un bloc de CMh(G (ℓ, 1, n)), on pose am,r (B) := am,r(λ) et
cm,r(B) := cm,r(λ), pour λ ∈ B .
Remarque 9.2.2. Les paramètres (m, r) et h étant reliés (cf. hypothèse de début de
chapitre), on notera indifféremment am,r ou ah et cm,r ou ch.
Ces fonctions définissent des ordres partiels sur les blocs de la manière suivante :
pour h ∈ H et B , B ′ ∈ CMh(G (ℓ, 1, n)),
B 6c B
′ ⇐⇒ ch(B) > ch(B ′) ou B = B ′
B 6a B
′ ⇐⇒ ah(B) < ah(B ′) ou B = B ′.
Dans le cas où h ∈ Hreg, d’après le corollaire 9.1.4, ces ordres sont des ordres sur les
ℓ-multipartitions de n.
Par la suite, on va souvent utiliser l’application h = (h,H1, ... ,Hℓ−1) 7→ h¯ =
(−h,−Hℓ−1, ... ,−H1) et λ = (λ1, ... ,λℓ) 7→ λ = (tλℓ, ... ,t λ1). Voyons si ces ordres
sont compatibles avec cette involution. D’après [Gor08, preuve du lemme 7.1],
c
h
(λ) = ch(λ) + n(n− 1)h + nH0,
on a donc
λ <ch µ ⇐⇒ λ <ch¯ µ.
De plus, d’après la formule donnant le lien entre les paramètres, si l’on note (m, r)
les paramètres correspondant à h, alors les paramètres (m˜, r˜) associés à h¯ sont de la
forme r˜ = −h = −r , m˜0 = 0 et pour 1 6 i 6 ℓ− 1,
m˜i =
−Hℓ−1 − · · · − Hℓ−i
−h = m
ℓ−1 −mℓ−i−1.
Donc si l’on note m¯i = −mℓ−i−1 pour 0 6 i 6 ℓ − 1, on a m˜ = m + mℓ−1. Comme
l’ordre de la a-fonction et l’ordre de dominance sur les partitions κsm(λ) sont invariants
par translation sur les paramètres, on pourra considérer que les paramètres associés
à h¯ s’écrivent de la manière suivante en fonction de (m, r) : (m,−r), avec m =
(−mℓ−1,−mℓ−2, ... ,−m1,−m0). On a donc, d’après le corollaire 7.3.6,ah¯(λ) = ah(λ)
et l’ordre de la a-fonction est aussi compatible avec l’involution ·¯.
Lien avec l’ordre de dominance sur les partitions κsm(λ)
Les formules du théorème 7.3.3 et de la proposition 7.4.1 nous permettent de
relier l’ordre de dominance sur les partitions κsm(λ) (cf. remarque 1.2.12) aux ordres
algébriques définis sur P(ℓ, n) pour h ∈ Hreg.
128
CHAPITRE 9. ORDRES SUR LES BLOCS DE CALOGERO-MOSER
Proposition 9.2.3. Soient m ∈ Qℓ, s un entier tel que s > max{hcλ, hcµ} + 1 et
r ∈ N∗.
1. [GJ11, 5.5.16] Si κsm(λ) ⊳ κ
s
m(µ) alors am,r(λ) > am,r(µ).
2. Si κsm(λ) ⊳ κ
s
m(µ) alors cm,r(λ) < cm,r (µ).
Démonstration.
1. Si κsm(λ) ⊳ κ
s
m(µ) alors n
s
m(λ) > n
s
m(µ) d’après la proposition 1.1.5.
2. Il suffit de montrer que si κsm(λ) ⊳ κ
s
m(µ) alors N
s
m(λ) < N
s
m(µ). Plaçons nous
dans le cas où il n’existe pas de partition κ˜ telle que κsm(λ) ⊳ κ˜ ⊳ κ
s
m(µ).
Alors, d’après [JK81, 1.4.10], les partitions κsm(λ) et κ
s
m(µ) ne diffèrent que
de deux éléments (le résultat de [JK81, 1.4.10] ne concerne que les partitions
d’entiers mais, quitte à multiplier les partitions de rationnels par le plus grand
dénominateur présent dans les deux partitions, on peut se ramener à ce cas).
Donc il existe j > i tels que : κsm(λ) = (κ1, ... ,κi , ... ,κj , ... ,κt) et κ
s
m(µ) =
(κ1, ... ,κ
′
i , ... ,κ
′
j , ... ,κt), avec κ
′
i = κi + α et κ
′
j = κj − α, où α > 0. Et alors
Nsm(µ)− Nsm(λ)
ℓ
= fα(κi )− fα(κ′j),
où fα : x ∈ R+ 7→ [x+α]−[x ]2 (2x +2α− [x +α]− [x ]− 1)+αx est une fonction
affine par morceaux, à coefficients directeurs strictement positifs et continue
donc strictement croissante. Or κ′j < κj 6 κi , donc N
s
m(λ) < N
s
m(µ).
Remarque 9.2.4. Dans le cas où tous les paramètres sont entiers, on a une preuve
plus directe. En effet, κsm(λ) et κ
s
m(µ) sont alors des partitions d’entiers et on peut
utiliser la proposition 1.1.5 :
κsm(λ) ⊳ κ
s
m(µ) =⇒ t(κsm(λ)) ⊲t (κsm(µ)) =⇒ n(t(κsm(λ))) < n(t(κsm(µ)).
Or, sur le même principe qu’à la démonstration du lemme 1.1.10, on a :
Nsm(λ) = ℓ
t∑
i=1
κi∑
j=1
j
= ℓ
(
t∑
i=1
κsm(λ)i + n(
t(κsm(λ)))
)
.
Mais d’après le lemme 1.2.11,
t∑
i=1
κsm(λ)i =
t∑
i=1
κsm(µ)i , on a donc bien N
s
m(λ) <
Nsm(µ).
Comportement des ordres algébriques à l’intérieur d’une alcôve
Dans ce paragraphe, on va montrer que les ordres des a et c-fonctions ainsi que
l’ordre de dominance sur les partitions κsm(λ) ne sont pas constants à l’intérieur d’une
alcôve. Nous allons voir que les ordres des a et c-fonctions peuvent se renverser à
l’intérieur d’une même alcôve, ce qui n’est pas le cas pour l’ordre de dominance sur
les partitions κsm(λ) mais par contre deux partitions κ
s
m(λ) et κ
s
m(µ) peuvent être
comparables puis incomparables dans une même alcôve et l’ordre se renverse alors sur
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le mur.
Intéressons-nous d’abord aux ordres des c et a-fonctions. Pour l’alcôve A0 =
α((0, 0), id ,+), qui correspond aux paramètres m =
(
0,−ba
)
, avec 0 < ba < 1
et r = −1, on a a(0,− 12),−1(λ) = a( 12 ,0),1(λ). Donc pour les partitions calculées à
l’exemple 1.2.13, λ = (∅; (3, 2)) et µ = ((2, 2, 1); ∅) qui vérifient λ = µ, on a :
a(0,− 12),−1(µ) = a( 12 ,0),1(λ) = 32, 5 < 34 = a( 12 ,0),1(µ) = a(0,− 12),−1(λ)
alors que
a(0,−1),−1(µ) = a(1,0),1(λ) = 40 > 39 = a(1,0),1(µ) = a(0,−1),−1(λ)
(on calcule ici les a-fonctions en enlevant toutes les constantes, c’est à dire qu’on
calcule n(κsm(λ)) car seul l’ordre nous intéresse). Raisonnons par l’absurde et supposons
que l’ordre de la a-fonction est constant dans l’alcôve A0, i.e. a(ǫ,0),1(λ) < a(ǫ,0),1(µ)
pour tout 0 < ǫ < 1, alors, par continuité de la a-fonction en les paramètres (cf.
remarque 7.3.4), on aurait a(1,0),1(λ) 6 a(1,0),1(µ), ce qui n’est pas le cas. Donc il
existe 0 < ǫ < 1 tel que (0,−ǫ) est dans la même alcôve que (0,−12) eta(0,−ǫ),−1(µ) =
a(ǫ,0),1(λ) > a(ǫ,0),1(µ) = a(0,−ǫ),−1(λ).
De même, on a c(0,− 12),−1(µ) = c( 12 ,0),1(λ) = 94 > 91 = c( 12 ,0),1(µ) = c(0,− 12),−1(λ)
alors que c(0,−1),−1(µ) = c(1,0),1(λ) = 104 < 106 = c(1,0),1(µ) = c(0,−1),−1(λ).
Par contre, l’ordre de dominance sur les partitions κsm(λ) ne va pas se renverser de
cette manière à l’intérieur d’une alcôve, au moins pour ℓ = 2. En effet, si m = (ba , 0),
avec ba 6∈ Z alors pour ǫ ∈]0, 1[ tel que [ba ] < ba + ǫ < [ba ] + 1 ou [ba ] < ba − ǫ < [ba ] + 1,
on ne peut pas avoir κsm(λ)⊳ κ
s
m(µ) et κ
s
m+ǫ(λ)⊲ κ
s
m+ǫ(µ) ou κ
s
m−ǫ(λ)⊲ κsm−ǫ(µ).
Pour montrer cela, on peut supposer que κsm(λ) ⊳ κ
s
m(µ) et κ
s
m(λ)1 6= κsm(µ)1 ; cela
revient à considérer le premier indice i tel que κsm(λ)i 6= κsm(µ)i car alors
κsm(λ)⊳ κ
s
m(µ) ⇐⇒ ∀ j > i ,
j∑
k=i
κsm(λ)k 6
j∑
k=i
κsm(µ)k ,
et si κsm(λ)j = κ
s
m(µ)j , comme m 6∈ Z, aucun élément de la première ligne du sym-
bole n’est entier alors que tous ceux de la deuxième ligne le sont, donc ces éléments
correspondent forcément à la même ligne du symbole et alors
κsm+ǫ(λ)⊳ κ
s
m+ǫ(µ) ⇐⇒ ∀ j > i ,
j∑
k=i
κsm+ǫ(λ)k 6
j∑
k=i
κsm+ǫ(µ)k .
Supposons donc κm(λ)1 < κm(µ)1 et quatre cas s’imposent alors :
• Si κsm(λ)1 et κsm(µ)1 ∈ Z : comme ce sont des éléments de la deuxième ligne du
symbole associé, κsm+ǫ(λ)1 = κ
s
m−ǫ(λ)1 = κsm(λ)1 et κsm+ǫ(µ)1 = κsm−ǫ(µ)1 =
κsm(µ)1 et donc κ
s
m+ǫ(λ)1 < κ
s
m+ǫ(µ)1 et κ
s
m−ǫ(λ)1 < κsm−ǫ(µ)1.
• Si κsm(λ)1 ∈ Z et κsm(µ)1 6∈ Z : alors κsm+ǫ(λ)1 = κsm(λ)1 et κsm+ǫ(µ)1 =
κsm(µ)1 + ǫ, donc κ
s
m+ǫ(λ)1 < κ
s
m+ǫ(µ)1. Pour m− ǫ, il faut voir que
κsm−ǫ(λ)1 = κ
s
m(λ)1 6 [κ
s
m(µ)1] < κ
s
m(µ)1 − ǫ = κsm−ǫ(µ)1
car [ba ] <
b
a − ǫ.
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• Si κsm(λ)1 6∈ Z et κsm(µ)1 ∈ Z : on a clairement κsm−ǫ(λ)1 < κsm−ǫ(µ)1 et pour
m+ ǫ, on raisonne comme dans le cas précédent pour m− ǫ.
• Si κsm(λ)1 6∈ Z et κsm(µ)1 6∈ Z : alors κsm+ǫ(λ)1 = κsm(λ)1 + ǫ, κsm−ǫ(λ)1 =
κsm(λ)1 − ǫ, κsm+ǫ(µ)1 = κsm(µ)1 + ǫ et κsm−ǫ(µ)1 = κsm(µ)1 − ǫ, on voit donc
très facilement que κsm+ǫ(λ)1 < κ
s
m+ǫ(µ)1 et κ
s
m−ǫ(λ)1 < κsm−ǫ(µ)1.
Donc dans tous les cas on a κsm+ǫ(λ)1 < κ
s
m+ǫ(µ)1 et κ
s
m−ǫ(λ)1 < κsm−ǫ(µ)1 et donc
on ne peut pas avoir κsm+ǫ(λ)⊲ κ
s
m+ǫ(µ) ou κ
s
m−ǫ(λ)⊲ κsm−ǫ(µ).
Mais les partitions peuvent devenir incomparables, comme par exemple, pour les
mêmes données qu’à l’exemple 1.2.13, c’est à dire ℓ = 2, n = 5, s = 4, λ = (∅; (3, 2))
et µ = ((2, 2, 1); ∅) :
κs
( 12 ,0)
(λ) = (6 ; 4 ; 3, 5 ; 2, 5 ; 1, 5 ; 1 ; 0, 5 ; 0)
⊲(5, 5 ; 4, 5 ; 3 ; 2, 5 ; 2 ; 1 ; 0, 5 ; 0) = κs
( 12 ,0)
(µ)
alors que κs
( 910 ,0)
(λ) = (6 ; 4 ; 3, 9 ; 2, 9 ; 1, 9 ; 1 ; 0, 9 ; 0) et κs
( 910 ,0)
(µ) =
(5, 9 ; 4, 9 ; 3 ; 2, 9 ; 2 ; 1 ; 0, 9 ; 0) ne sont pas comparables et sur le mur l’ordre
s’inverse :
κs(1,0)(λ) = (6 ; 4 ; 4 ; 3 ; 2 ; 1 ; 1 ; 0 ; 0)
⊳(6 ; 5 ; 3 ; 3 ; 2 ; 1 ; 1 ; 0 ; 0) = κs(1,0)(µ).
9.2.2 Ordre combinatoire
Grâce à la description combinatoire des blocs de G (ℓ, 1, n) faite au paragraphe
9.1.2, on va pouvoir définir un ordre combinatoire sur CMh(G (ℓ, 1, n)). Dans le cas
lisse (où θ est à l’intérieur d’une alcôve), c’est un ordre sur P(ℓ, n) défini grâce aux
partitions τs(tλ) qui a été construit dans [Gor08, §7]. Pour un paramètre θ′ sur un
mur, on va définir un pré-ordre sur les blocs.
Ordre à l’intérieur d’une alcôve
Dans [Gor08, §7], I. Gordon a défini un ordre partiel sur P(ℓ, n) que l’on appellera
ordre combinatoire et qui est défini par l’alcôve dans laquelle se trouve le paramètre θ
de la manière suivante :
• pour θ ∈ α(s,w ,+),
λ ⊳θ µ ⇐⇒ τs(w ·t µ)⊳ τs(w ·t λ)
• pour θ ∈ α(s,w ,−),
λ ⊳θ µ ⇐⇒ τs(w ·t µ)⊳ τs(w ·t λ).
Remarque 9.2.5. Par définition et d’après la proposition 8.3.7, on a clairement
λ ⊳θ µ ⇐⇒ λ ⊳θ µ.
Pré-ordres sur un mur
Définissons maintenant un ordre combinatoire sur un mur, en utilisant les ordres
combinatoires définis dans les chambres bordant ce mur. On a vu que l’on pouvait fa-
cilement passer des alcôves positives aux alcôves négatives par l’involution ·¯. On peut
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donc se restreindre à l’étude du cas positif.
Géométriquement, ce qu’il se passe sur un mur est essentiellement lié à ce qu’il se
passe sur une des alcôves le bordant. C’est dans cet esprit que I. Gordon a construit,
dans [Gor08, §8], un pré-ordre combinatoire pour un paramètre θ′ se trouvant sur
un mur GIT qui borde une alcôve α(s,w ,+) et qui est de type J, en espérant (cf.
[Gor08, rem. 8.3]) que l’ordre combinatoire se comporte de la même manière que
l’ordre géométrique. Malheureusement, ce n’est pas le cas, comme le montre l’exemple
suivant.
Exemple 9.2.6. Pour ℓ = 2 et n = 5, les multipartitions λ = (∅; (3, 2)) et µ =
((2, 2, 1); ∅) vérifient
τ(0,0)(
tλ) = (4, 3, 1, 1, 1)⊳ (5, 2, 2, 1) = τ(0,0)(
tµ)
et τ(1,−1)(tσ ·λ) = (5, 4, 1, 1)⊲ (4, 2, 2, 2, 1) = τ(1,−1)(tσ ·µ),
soit, pour θ ∈ α((0, 0), id ,+) et θ˜ ∈ α((1,−1),σ,+), λ ⊲θ µ et λ ⊳θ˜µ.
Mais ces deux multipartitions ne sont pas dans le même bloc sur le mur θ0 = 0 qui
sépare ces deux alcôves car la partition τ(0,0)(
tλ) = (4, 3, 1, 1, 1) a pour {0}-cœur
(4, 3, 1, 1) alors que τ(0,0)(
tµ) = (5, 2, 2, 1) a pour {0}-cœur (4, 2, 2, 1), comme on
le voit sur leurs diagrammes de Young respectifs, dans lesquels sont représentés les
contenus des boîtes modulo 2 :
0 1 0 1
1 0 1
0
1
0
0 1 0 1 0
1 0
0 1
1
Il faut donc prendre en compte toutes les alcôves bordant un mur.
Dans le cas ℓ = 2, les alcôves calculées au paragraphe 8.3.1 correspondent aux al-
côves pour les cellules de Kazhdan-Lusztig. Une conjecture de C. Bonnafé (cf. [Bon09])
prédit que la partition en cellules obéit à une propriété de semi-continuité, c’est à dire
que l’on devine ce qu’il se passe sur les murs en étudiant les alcôves environnantes.
Dans cette optique, on peut définir un autre ordre combinatoire pour un paramètre θ′
sur un mur qui est entouré par les alcôves A1, ... ,Aq :
λ ⊳θ′ µ ⇐⇒ ∃ λ0 = λ, ... ,λp = µ telles que pour tout 0 6 i 6 p − 1 :
il existe 1 6 j 6 q tel que, pour θj ∈ Aj , λ i ⊳θj λ i+1.
Le pré-ordre sur les blocs associé est défini par, soient B et B ′ deux blocs de CMh′(G (ℓ, 1,
n)) :
B ⊳θ′ B
′ ⇐⇒ ∃ λ ∈ B et µ ∈ B ′, telles que λ ⊳θ′ µ.
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Par construction, on a clairement pour θ à l’intérieur d’une alcôve bordant le mur
sur lequel se trouve θ′, λ ∈ B et λ′ ∈ B ′, λ ⊳θ λ′ ⇒ B ⊳θ′ B ′. L’implication inverse
n’est pas forcément vérifiée, mais on a quand même le résultat suivant.
Lemme 9.2.7. Si B et B ′ sont deux blocs tels que B ⊳θ′ B ′ et qu’il n’existe pas de
bloc B ′′ tel que B ⊳θ′ B ′′ ⊳θ′ B ′ alors
il existe λ ∈ B , λ′ ∈ B ′ et 1 6 j 6 q tels que, pour θj ∈ Aj , λ ⊳θj λ′.
Démonstration. Par définition, comme B ⊳θ′ B
′, il existe λ0 ∈ B , λp ∈ B ′ et λ1, ... ,
λp−1 ∈ P(ℓ, n) telles que pour tout 1 6 i 6 p−1, il existe 1 6 j 6 q tel que, pour θj ∈
Aj , λ i ⊳θj λ i+1.
Alors les λ i sont forcément dans B ou B ′ car si l’on note Bi le bloc dans lequel se
trouve λ i alors on a B0 = B ⊳θ′ B1⊳θ′ · · ·⊳θ′ Bp−1⊳θ′ B ′ = Bp. Or on a supposé qu’il
n’existait pas de bloc B ′′ tel que B ⊳θ′ B ′′ ⊳θ′ B ′ donc les blocs Bi sont égaux à B ou
à B ′ et donc on peut trouver 0 6 q < p tel que λq ∈ B et λq+1 ∈ B ′. On a alors
démontré le résultat avec λ = λq et λ′ = λq+1.
Montrons pour finir que le morphisme πθ,θ′ est compatible avec les ordres combi-
natoires ⊳θ et ⊳θ′ . Si θ est un paramètre dans une alcôve α(s,w ,+) voisine du mur
de type J où se trouve θ′, on a construit une application
πθ,θ′ : P(ℓ, n) → PJ
λ 7→ τs(w ·t λ)J .
Or comme les J-classes des τs(w ·t λ) décrivent les blocs de Calogero-Moser pour θ′,
l’application πθ,θ′ associe à λ le bloc B(λ) dans lequel se trouve λ pour θ′. Or l’ordre
⊳θ est un ordre sur les blocs pour θ et par construction de ⊳θ′ on a évidemment
λ⊳θµ =⇒ B(λ)⊳θ′ B(µ), soit λ⊳θµ =⇒ πθ,θ′(λ)⊳θ′ πθ,θ′(µ). Donc πθ,θ′ conserve
l’ordre combinatoire.
9.2.3 Ordre géométrique
On va maintenant chercher à interpréter géométriquement ces ordres combina-
toires et algébriques sur les blocs. En effet, on a vu, au théorème 9.1.3, que les blocs
étaient décrits géométriquement par les C∗-points fixes de la variété Mθ(n). Mais
au paragraphe 3.3, on a défini un ordre sur les C∗-points fixes d’une variété quasi-
projective normale. Cet ordre va se transporter sur les blocs et on l’appellera "ordre
géométrique".
Cet ordre géométrique sur les blocs a été défini dans le cas lisse (c’est à dire
pour h ∈ Hreg) par I. Gordon dans [Gor08, 5.4] puis relié aux ordres combinatoire
et algébriques. On va présenter ici cette construction puis on la généralisera au cas
non lisse grâce aux propriétés que l’on a démontrées au paragraphe 3.3. Ensuite, nous
relierons l’ordre géométrique dans le cas non lisse à celui construit par I. Gordon.
Définition pour Hreg
D’après le paragraphe 3.3, pour définir un pré-ordre géométrique, on a besoin d’une
variété
• quasi-projective
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• munie d’une action de C∗
• qui a un nombre fini de C∗-points fixes.
De plus, si la variété est lisse (ou normale), on a vu que la relation est antisymétrique et
donc définit un ordre. Enfin, si elle est projective, on a la décomposition de Bialynicki-
Birula et l’ordre est plus intéressant.
Notre variété Mθ(n) pour h ∈ Hreg est quasi-projective, lisse et elle a un nombre
fini de points fixes. De plus, il existe un morphisme projectif et C∗-équivariant
πθ,0 : Mθ(n)։M0(n) ≃ (h× h∗)/G (ℓ, 1, n)
d’après le paragraphe 8.2.8.
Or l’action de C∗ sur (h× h∗)/G (ℓ, 1, n) est de la forme η · (x , y) = (ηx , η−1y) et n’a
qu’un seul point fixe qui est 0. Donc
(Mθ(n))C∗ ⊂ π−1θ,0(0).
Cette variété est projective mais il serait plus intéressant de faire la décomposition
de Bialynicki-Birula sur une variété plus grande. Pour des raisons d’existence de limite
quand η tend vers 0, on ne peut pas la faire sur Mθ(n) en entier mais sur
Zθ(n) := π−1θ,0
(
(h× {0})/G (ℓ, 1, n)
)
.
Elle n’est pas projective mais comme elle se contracte, sous l’action de C∗, en la variété
projective π−1θ,0(0), la limite existe toujours et on a :
Zθ(n) =
⊔
λ∈P(ℓ,n)
Zθ(n)xθ(λ),
où Zθ(n)xθ(λ) := {z ∈ Zθ(n), limη→0 η · z = xθ(λ)} est l’ensemble attractif de xθ(λ),
le point fixe de Mθ(n) associé à la multipartition λ (voir la démonstration de [Gor08,
5.4] pour plus de détails).
On peut donc ordonner l’ensemble (Mθ(n))C∗ en posant, comme au paragraphe
3.3,
xθ(λ) θ xθ(µ) ⇐⇒ il existe x1, ... , xr ∈ (Mθ(n))C∗ tels que x1 = xθ(λ), xr =
xθ(µ) et quel que soit 1 6 i 6 r − 1, Zθ(n)xi ∩ Zθ(n)xi+1 6= ∅.
Et on transporte cet ordre sur P(ℓ, n), en posant
λ θ µ ⇐⇒ xθ(λ) θ xθ(µ).
On notera λ ≺θ µ si λ θ µ et λ 6= µ.
Exemple 9.2.8. Étudions l’ordre géométrique dans le cas ℓ = 2 et n = 1. Les ensembles
attractifs des deux points ont été étudiés à l’annexe C et sont représentés sur la figure
suivante.
• •
Ensembles attractifs des deux points fixes de M(θ0,θ1)(1), pour θ1 6= 0
On voit bien sur cette figure que l’adhérence de l’ensemble attractif bleu rencontre
l’ensemble attractif rose et pas l’inverse, on a donc point bleu ≺θ point rose.
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Définition pour H
L’objectif de la partie 4 est de généraliser la construction de cet ordre géométrique
aux groupes de réflexions G (ℓ, e, n). Pour cela, on va relier les algèbres de Cherednik de
G (ℓ, e, n) à celles de G (ℓ, 1, n), en utilisant que G (ℓ, e, n) est un sous-groupe distingué
de G (ℓ, 1, n). Mais on a vu au paragraphe 5.1 qu’il fallait alors choisir correctement le
paramètre c des algèbres. On verra par la suite que ce choix impose au paramètre θ
de se trouver sur un mur GIT.
Il faut donc commencer par généraliser la construction de l’ordre géométrique faite
par I. Gordon au cas non lisse.
Pour θ′ sur un mur, on a vu à la proposition 8.2.15 que la variétéMθ′(n) était nor-
male. Donc, d’après le théorème 3.3.3, on peut ordonner l’ensemble (Mθ′(n))C∗ de la
même manière que dans le cas lisse. On transporte alors cet ordre sur CMh′(G (ℓ, 1, n))
en posant :
B ≺θ′ B ′ ⇐⇒ Xθ′(B) ≺θ′ Xθ′(B ′),
où Xθ′(B) est le point fixe de Mθ′(n) correspondant au bloc B par le théorème 9.1.3.
Ordres géométriques et morphisme πθ,θ
Le morphisme πθ,θ′ deMθ(n) surMθ′(n) étant C∗-équivariant, surjectif et projectif
(cf. §8.2.6), on va pouvoir utiliser les résultats que l’on a montrés au paragraphe 3.4
pour montrer qu’il conserve aussi l’ordre géométrique. On pourra ainsi exploiter les
propriétés de ≺θ pour étudier ≺θ′. D’après les corollaires 3.4.6 et 3.4.8, on a :
B ≺θ′ B ′ ⇐⇒ il existe λ1,λ2,λ ′2,λ′3, ... ,λm ∈ P(ℓ, n) telles que λ1 ∈ B ,
λm ∈ B ′, pour tout 2 6 i 6 m − 1, λ i et λ′i sont dans le même
bloc et pour 1 6 i 6 m − 1, λ i ≺θ λ i+1 si i est impair
et λ ′i ≺θ λ′i+1 si i est pair.
Donc, en particulier, λ ≺θ µ =⇒ πθ,θ′(λ) ≺θ′ πθ,θ′(µ).
9.3 Liens entre les différents ordres
Dans l’idée d’interpréter géométriquement les ordres desa et c-fonctions, I. Gordon
a montré dans [Gor08] que les ordres algébriques, ainsi que l’ordre combinatoire, sont
plus fins que l’ordre géométrique dans le cas lisse. Nous allons étendre le résultat
sur les ordres algébriques au cas non lisse et pour le cas lisse, nous montrerons que
l’ordre combinatoire est équivalent à l’ordre de dominance sur les partitions κsm(λ) pour
un paramètre particulier. Cela nous permet de relier l’ordre combinatoire aux ordres
algébriques, grâce à la proposition 9.2.3.
Enfin, nous présenterons dans le cas des groupes de type Bn, une description des
blocs par l’ordre combinatoire et nous en déduirons que le pré-ordre combinatoire est
plus fin que l’ordre géométrique sur un mur dans ce cas.
Concrètement, nous allons montrer les liens suivants entre tous les ordres :
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• Pour θ ∈ α(s,w ,−) :
λ ≺θ µ =⇒ λ ⊳θ µ
(w ·m)i=
sℓ−1−i− iℓ⇐====⇒ κsm(µ)⊳ κsm(λ) r>0==⇒
{
am,r(λ) < am,r(µ)
cm,r(λ) > cm,r (µ).
⇓
ah(λ) < ah(µ)
ch(λ) > ch(µ)
• Pour θ ∈ α(s,w ,+) :
λ ≺θ µ =⇒ λ ⊳θ µ
(w ·m)i=
−si− iℓ⇐==⇒ κsm(λ)⊳ κsm(µ) r<0==⇒
{
am,r(λ) < am,r(µ)
cm,r(λ) > cm,r(µ).
⇓
ah(λ) < ah(µ)
ch(λ) > ch(µ)
• Pour θ′ sur un mur et ℓ quelconque : B ≺θ′ B ′ =⇒
{
ah′(B) 6 ah′(B
′)
ch′(B) > ch′(B
′).
• Pour θ′ sur un mur et ℓ = 2 : B ≺θ′ B ′ =⇒ B ⊳θ′ B ′.
9.3.1 Ordres algébriques et combinatoires
À l’intérieur d’une alcôve
La proposition 1.2.23 relie les ordres de dominance sur les partitions κsm(λ) et
τs(λ). Elle va donc nous permettre de comparer l’ordre de dominance sur les κsm(λ) à
l’ordre combinatoire que l’on a défini au paragraphe 9.2.2.
Proposition 9.3.1. Soient s ∈ Zℓ0 et λ, µ ∈ P(ℓ, n).
• Si m ∈ Qℓ est défini par (w ·m)i = −si − iℓ pour 0 6 i 6 ℓ− 1 alors pour s un
entier tel que s > max{hcλ, hcµ}+ 1 et θ ∈ α(s,w ,+), on a :
λ ⊳θ µ ⇐⇒ τs(w ·t µ) ⊳ τs(w ·t λ) ⇐⇒ κsm(λ) ⊳ κsm(µ).
• Si m ∈ Qℓ est défini par (w ·m)i = sℓ−1−i − iℓ pour 0 6 i 6 ℓ− 1, alors pour s
un entier tel que s > max{hcλ, hcµ}+ 1 et θ ∈ α(s,w ,−), on a :
λ ⊳θ µ ⇐⇒ τs(w ·t µ) ⊳ τs(w ·t λ) ⇐⇒ κsm(µ) ⊳ κsm(λ).
Démonstration. La proposition 1.2.23 règle le cas des alcôves α(s, id ,+). Le lemme
1.2.14 nous permet d’étendre ce résultat à toutes les alcôves positives.
Pour un alcôve négative de la forme α(s, id ,−), on utilise que τs(tλ) = τs(w0 · λ), où
w0 est le mot de longueur maximale. De plus, le paramètre m est choisi de manière à
ce que si−1 + iℓ = m
ℓ−i + 1 = (w0 ·m)i−1 + 1, donc dans ce cas, l’ensemble Ti vérifie
Ti
ℓ
− 1 + s = B˜w0(i)−1
et on conclut comme dans le cas positif.
Remarque 9.3.2. (i) Si on relie les paramètres θ etm avec les formules de changement
de paramètres h = r et Hi = r(mi −mi−1),
• pour mi = −si − iℓ et r = −1 (car on est dans une alcôve positive donc
∑
i θi =
−h > 0), on obtient : θ = 1+ (s0 − sℓ−1, s1 − s0, ... , sℓ−1 − sℓ−2),
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• pour mi = sℓ−1−i − iℓ et r = 1, on obtient : θ = −1 + (sℓ−1 − s0, sℓ−2 −
sℓ−1, ... , s0 − s1).
(ii) Cette dissymétrie entre les alcôves positives et négatives pour le choix des para-
mètres et pour l’ordre sur les κ qui est inversé s’expliquera quand on va s’intéresser à
la a-fonction car il est facile de voir que les ℓ-uplets (−si − iℓ)i et (sℓ−1−i − iℓ)i sont
reliés par la transformation m 7→ m = (−mℓ−1, ... ,−m0) à une constante près. De
plus, l’ordre de dominance sur les κsm(λ) est invariant par translation sur les m
i , et
la a-fonction est invariante par cette transformation, d’après le corollaire 7.3.6 et le
paragraphe 9.2.1.
Exploitons cette proposition pour relier l’ordre combinatoire aux ordres algébriques.
En général, un paramètre θ relié à (m, r), avec r > 0, par les formules données au
début du chapitre est de la forme
θ0 = −r(1 +mℓ−1 −m0)
θ1 = r(m
1 −m0)
...
...
θℓ−1 = r(mℓ−1 −mℓ−2)
Il vérifie donc
∑
i θi = −r < 0 et se trouve donc dans une alcôve négative. Posons
alors mi = sℓ−1−i − iℓ , cela revient à prendre la spécialisation h(C1,0) 7→ r , h(C1,1) 7→ 0
et h(C2,j) 7→ r(sℓ−1−i − iℓ) avec s ∈ Zℓ0. On obtient alors
θ0
r = sℓ−1 − s0 − 1ℓ
θ1
r
= sℓ−2 − sℓ−1 − 1ℓ
...
...
θℓ−1
r = s0 − s1 − 1ℓ
Et θr ∈ α(s, id ,−). Mais comme r > 0, θ et θr sont dans la même alcôve donc pour λ
et µ ∈ P(ℓ, n), on a, d’après les propositions 9.3.1 et 9.2.3 :
λ ⊳θ µ ⇐⇒ λ ⊳ θ
r
µ ⇐⇒ κsm(µ) ⊳ κsm(λ) =⇒
{
am,r (λ) < am,r(µ)
cm,r (λ) > cm,r(µ).
Le modèle que l’on vient d’étudier correspond aux paramètres se trouvant dans des
alcôves négatives, pour traiter le cas des alcôves positives, il faudrait considérer r < 0,
ce qui n’est pas pratique pour l’étude de la a-fonction, on va donc se ramener au cas
positif en considérant θ. Le paramètre h que l’on considère ici est décrit par{
h = r < 0
Hj = r(m
j −mj−1)
et donc h vérifie {
h = −r > 0
Hj = −r(mj −mj−1)
On peut donc appliquer ce que l’on vient de voir en remplaçant r par −r et m par
m. On devra donc définir ∀ 0 6 i 6 ℓ − 1, mi = sℓ−1−i − iℓ , ce qui revient à poser
mi = −(si + iℓ) + ℓ − 1, ∀ 0 6 i 6 ℓ − 1 et on obtient alors θ ∈ α(s, id ,−) ce
qui est équivalent à θ ∈ α(s, id ,+) d’après la proposition 8.3.7. Et alors, pour λ et
µ ∈ P(ℓ, n), d’après la remarque 9.2.5 et le paragraphe 9.2.1, on a :
λ⊳θµ ⇐⇒ λ⊳θµ =⇒
{
am,−r(λ) < am,−r(µ)
ch¯(λ) > ch¯(µ)
⇐⇒
{
am,r(λ) < am,r(µ)
ch(λ) > ch(µ).
On vient donc de démontrer le résultat suivant :
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Théorème 9.3.3. Soit s = (s0, ... , sℓ−1) ∈ Zℓ0.
• Les paramètres m et h définis par pour tout 0 6 i 6 ℓ−1, (w ·m)i = sℓ−1−i −
i
ℓ
,{
h = r > 0
Hj = r(m
i −mi−1) pour 1 6 j 6 ℓ− 1
vérifient θ ∈ α(s,w ,−) et pour un entier s > max{hcλ, hcµ}+ 1, on a :
∀ λ,µ ∈ P(ℓ, n), λ ⊳θ µ ⇐⇒ κsm(µ) ⊳ κsm(λ)⇒
{
am,r(λ) < am,r(µ)
cm,r(λ) > cm,r(µ).
• Les paramètres m et h définis par pour tout 0 6 i 6 ℓ− 1, (w ·m)i = −si − i
ℓ
,{
h = r < 0
Hj = r(m
i −mi−1) pour 1 6 j 6 ℓ− 1
vérifient θ ∈ α(s,w ,+) et pour un entier s > max{hcλ, hcµ}+ 1, on a :
∀ λ,µ ∈ P(ℓ, n), λ ⊳θ µ ⇐⇒ κsm(λ) ⊳ κsm(µ)⇒
{
am,r(λ) < am,r(µ)
cm,r(λ) > cm,r(µ).
Remarque 9.3.4. Dans ce résultat, on relie l’ordre ⊳θ aux ordres liés à κm, cm,r et
am,r alors que les paramètres (m, r) sont fixés par l’alcôve et non par θ. Ils sont reliés
par les formules du début du chapitre seulement au paramètre θ0 = 1+(s0− sℓ−1, s1−
s0, ... , sℓ−1 − sℓ−2) dans le cas positif. Mais on ne pouvait espérer mieux car l’ordre
combinatoire n’est défini que par l’alcôve (et non par θ) alors que les ordres liés à κm,
cm,r et am,r ne sont pas constants à l’intérieur d’une alcôve, comme on l’a montré au
paragraphe 9.2.1.
Exemple 9.3.5. Dans l’exemple de ce paragraphe, on se trouvait dans le cas de l’alcôve
A0 = α(s, id ,+) pour ℓ = 2, avec s = (0, 0), donc pour illustrer ce résultat, il faut
prendre le paramètre m = (s0 − 02 , s1 − 12) =
(
0,−12
)
ou m =
(
1
2 , 0
)
quand on
regarde l’ordre sur les partitions κ. On a donc, quel que soit θ ∈ A0 et pour toutes
multipartitions λ et µ :
λ ⊳θ µ ⇐⇒ κs(0,− 12)(λ)⊳ κ
s
(0,− 12)
(µ) ⇐⇒ κs
( 12 ,0)
(λ)⊳ κs
( 12 ,0)
(µ).
Or on a vu à l’exemple 1.2.24 et au paragraphe 9.2.1 que pour n = 5, s = 4,
λ = (∅; (3, 2)) et µ = ((2, 2, 1), ∅), on avait : τ(0,0)(tλ) ⊳ τ(0,0)(tµ), soit µ ⊳θ λ et
κs
( 12 ,0)
(λ)⊲ κs
( 12 ,0)
(µ), a(0,− 12),−1(µ) < a(0,− 12)(λ) et c(0,− 12),−1(λ) < c(0,− 12),−1(µ),
alors que κs
( 9
10
,0)
(λ) et κs
( 9
10
,0)
(µ) ne sont pas comparables et qu’il existe ǫ1, ǫ2 ∈]0, 1[
tels que a(0,−ǫ1),−1(λ) < a(0,−ǫ1),−1(µ), c(0,−ǫ2),−1(λ) > c(0,−ǫ2)−1(µ). Cet exemple
nous montre donc bien que l’on ne peut pas relier l’ordre ⊳θ aux autres ordres dans
toute l’alcôve.
Sur un mur
Le théorème 9.3.3 et le lemme 9.2.7 nous donnent un lien entre les ordres algé-
briques et le pré-ordre combinatoire sur un mur mais ce résultat n’est pas très satis-
faisant.
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Proposition 9.3.6. Si B et B ′ sont deux blocs tels que B ⊳θ′ B ′ et qu’il n’existe pas
de bloc B ′′ tel que B ⊳θ′ B ′′ ⊳θ′ B ′ alors
B ⊳θ′ B
′ ⇒ il existe 1 6 j 6 q tel que, si Aj = α(sj ,w j ,+) alors, pour (w j ·m)i =
−s ji − iℓ et r < 0, on ait am,r(B) < am,r(B ′) et cm,r(B ′) < cm,r(B).
Si notre résultat du théorème 9.3.3 avait été plus général on aurait pu s’affranchir de
l’hypothèse "il n’existe pas de bloc B ′′ tel que B ⊳θ′ B ′′ ⊳θ′ B ′" qui n’est pas très
pratique, grâce à la continuité en les paramètres des fonctions a et c, comme on le
fera plus tard pour l’ordre géométrique (cf. démonstration du théorème 9.3.10).
9.3.2 Ordre géométrique et autres ordres
Pour h ∈ Hreg
L’ordre géométrique est constant à l’intérieur d’une chambre GIT car les variétés
Mθ(n) sont alors isomorphes. Mais comme il est défini pour chaque paramètre θ
(contrairement à l’ordre combinatoire), I. Gordon a pu le relier aux fonctions a et c,
dans [Gor08, 5.4 et 9.3].
Théorème 9.3.7 (Gordon). Soient λ, µ ∈ P(ℓ, n) et h ∈ Hreg alors
λ ≺θ µ ⇒
{
ah(λ) < ah(µ)
ch(λ) > ch(µ).
Enfin, il l’a relié à l’ordre combinatoire ⊳θ dans [Gor08, 7.12] :
Théorème 9.3.8 (Gordon). Soient λ, µ ∈ P(ℓ, n) et h ∈ Hreg alors
λ ≺θ µ ⇒ λ ⊳θ µ.
Remarque 9.3.9. (i) L’énoncé du théorème [Gor08, 7.12] affirme que ces deux ordres
sont équivalents. Nous remercions I. Gordon de nous avoir envoyé depuis un contre-
exemple pour B2 qui montre que la réciproque est fausse. Sachant que l’ordre géomé-
trique est très difficile à calculer, ce contre-exemple n’est pas facile d’accès. Plus
simplement, on a montré au paragraphe 9.2.1, qu’il existait 0 < ǫ < 1 tel que,
pour λ = (∅; (3, 2)) et µ = ((2, 2, 1); ∅), on ait a(0,− 12),−1(µ) < a(0,− 12),−1(λ)
et a(0,−ǫ),−1(λ) < a(0,−ǫ),−1(µ). D’après le théorème 9.3.7, cela montre que ces
deux multipartitions ne sont pas comparables pour l’ordre géométrique dans l’alcôve
α((0, 0), id ,+), par contre elles le sont pour l’ordre combinatoire d’après l’exemple
9.2.6. Ces deux ordres sont donc différents.
(ii) Mais I. Gordon avait utilisé l’implication qui est finalement fausse pour relier l’ordre
combinatoire qu’il a construit sur les blocs dans le cas non lisse aux ordres des a et
c-fonctions (cf. [Gor08, 8.3 et 9.4]). Tout comme pour l’ordre combinatoire ⊳θ′ que
l’on a construit, on n’a donc pas de liens satisfaisants entre l’ordre combinatoire sur
les blocs et les ordres algébriques.
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Pour h ∈ H
Grâce au théorème 9.3.7 et au lien entre ≺θ et ≺θ′ (cf. §9.2.3), on va pouvoir relier
l’ordre géométrique dans le cas non lisse aux ordres des c et a-fonctions. En effet :
B ≺θ′ B ′ ⇐⇒ il existe λ1,λ2,λ′2,λ ′3, ... ,λm ∈ P(ℓ, n) telles que λ1 ∈ B , λm ∈ B ′,
pour tout 2 6 i 6 m − 1, λ i et λ′i sont dans le même bloc et
pour 1 6 i 6 m − 1, λ i ≺θ λ i+1 si i est impair
et λ′i ≺θ λ′i+1 si i est pair
=⇒ il existe λ1,λ2,λ′2,λ ′3, ... ,λm ∈ P(ℓ, n) telles que λ1 ∈ B , λm ∈ B ′,
pour tout 2 6 i 6 m − 1, aθ′(λ i ) = aθ′(λ′i )
et pour 1 6 i 6 m − 1, aθ(λ i) < aθ(λ i+1) si i est impair
et aθ(λ′i ) < aθ(λ
′
i+1) si i est pair,
d’après le corollaire 9.1.10 et le théorème 9.3.7. Or les propriétés aθ(λ i) < aθ(λ i+1)
et aθ(λ′i) < aθ(λ
′
i+1) sont valables quel que soit θ à l’intérieur de la chambre, donc,
par continuité de la fonction a en les paramètres (cf. remarque 7.3.4), quand on fait
tendre θ vers θ′ sur le mur, on obtient aθ′(λ i ) 6 aθ′(λ i+1) et aθ(λ′i ) 6 aθ′(λ′i+1). On
a donc
B ≺θ′ B ′ =⇒ il existe λ1,λ2,λ ′2,λ′3, ... ,λm ∈ P(ℓ, n) telles que λ1 ∈ B , λm ∈ B ′,
pour tout 2 6 i 6 m − 1, aθ′(λ i) = aθ′(λ′i)
et pour 1 6 i 6 m − 1, aθ′(λ i ) 6 aθ′(λ i+1) si i est impair
et aθ′(λ′i) 6 aθ′(λ
′
i+1) si i est pair
=⇒ il existe λ1,λ2,λ ′2,λ′3, ... ,λm ∈ P(ℓ, n) telles que λ1 ∈ B , λm ∈ B ′
et aθ′(λ1) 6 aθ′(λ2) = aθ′(λ
′
2) 6 aθ′(λ
′
3) = · · · 6 aθ′(λm)
=⇒ il existe λ1, λm ∈ P(ℓ, n) telles que λ1 ∈ B , λm ∈ B ′,
et aθ′(λ1) 6 aθ′(λm)
=⇒ aθ′(B) 6 aθ′(B ′).
La fonction c ayant les mêmes propriétés que la fonction a, on a donc démontré un
résultat similaire au théorème 9.3.7.
Théorème 9.3.10. Soient h′ ∈ H et B , B ′ deux blocs de CMh′(G (ℓ, 1, n)) alors
B ≺θ′ B ′ =⇒
{
aθ′(B) 6 aθ′(B
′)
cθ′(B) > cθ′(B
′).
9.4 Cas ℓ = 2
9.4.1 Blocs et classes d’équivalence pour Bn
La description des blocs par les symboles du théorème 9.1.9 va nous permettre de
relier les blocs de Calogero-Moser aux classes d’équivalence du pré-ordre combinatoire
que nous avons construit, pour ℓ = 2, c’est à dire pour le cas des groupes de Weyl de
type B.
Lemme 9.4.1. Soient m =
(
b
a , 0
)
avec ba ∈ Z et m± 12 =
(
b
a ± 12 , 0
)
, on a, pour λ et
µ ∈ P(2, n) et s > n + 1 :
κsm(λ) = κ
s
m(µ) =⇒ ∃ λ0 = λ,λ1, ... ,λp = µ telles que ∀ 0 6 i 6 p − 1 :
κs
m+ 1
2
(λ i )⊳ κ
s
m+ 1
2
(λ i+1) et κsm− 1
2
(λ i+1)⊳ κ
s
m− 1
2
(λ i ) ou
κs
m+ 1
2
(λ i )⊲ κ
s
m+ 1
2
(λ i+1) et κsm− 1
2
(λ i+1)⊲ κ
s
m− 1
2
(λ i ).
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Remarque 9.4.2. On considère un entier s > n + 1 pour être sûr que s > hcλ + 1
quelle que soit la 2-multipartition de n que l’on étudie.
Preuve : Si κsm(λ) = κ
s
m(µ) alors les symboles B
s
m(λ) et B
s
m(µ) ne diffèrent que
par des permutations de leurs éléments. On va donc supposer que Bsm(µ) ne diffère
de Bsm(λ) que par une permutation de deux termes et montrer qu’alors κ
s
m+ 1
2
(λ) ⊳
κs
m+ 1
2
(µ) et κs
m− 1
2
(µ) ⊳ κs
m− 1
2
(λ) ou κs
m+ 1
2
(λ) ⊲ κs
m+ 1
2
(µ) et κs
m− 1
2
(µ) ⊲ κs
m− 1
2
(λ).
Dans un cas plus général, la suite de multipartitions λ0, ... ,λp sera construite pas à
pas, en passant de Bsm(λ) à B
s
m(µ) en permutant les termes deux à deux.
Le m-symbole décalé associé à λ est de la forme :
Bsm(λ) =
(
x1, ... ... , xs+ b
a
y1, ... , ys
)
où pour 1 6 k 6 s − h(λ1) + ba , xk = k − 1 et pour 1 6 k 6 h(λ1), xs+ b
a
+1−k =
λ1k − k + s + ba vérifient x1 < x2 < · · · < xs+ b
a
,
et pour 1 6 k 6 s − h(λ2), yk = k − 1 et pour 1 6 k 6 h(λ2), ys+1−k = λ2k − k + s
vérifient y1 < y2 < · · · < ys .
Supposons que Bsm(µ) ne diffère de ce symbole que par un échange du type xi ↔ yj .
Cela implique qu’il n’y a aucun élément xk de la première ligne de Bsm(λ) qui est égal
à yj (sinon Bsm(µ) aurait deux éléments égaux dans sa première ligne) et de même,
cela implique que ∀ 1 6 k 6 s, yk 6= xi .
Nous allons traiter le cas où xi < yj et on comprendra facilement ce qu’il se passe dans
le cas xi > yj . On peut alors découper la partition κsm(λ) de la manière suivante :
κsm(λ) = (κ1 > · · · > κs1 > κs1+1 > κs1+2 > · · · > κs2 > κs2+1 > κs2+2 > · · ·
> κ2s+ b
a
),
où les indices si sont tels que κs1+1 = yj , κs2+1 = xi et κ2s+ b
a
−1 = κ2s+ b
a
= 0.
Par construction, comme [s − h(λ1) + ba − 12 ] = s − h(λ1) + ba − 1, on a Bsm− 1
2
(λ) =
(B0,B1), où B0 = (x2 − 12 , ... , xs+ b
a
− 12) est de taille s + ba − 1 et B1 = (y1, ... , ys)
est de taille s. Par contre, le symbole Bs
m+ 1
2
(λ) est de la même taille que Bsm(λ) ; il
s’obtient à partir de Bsm(λ) en ajoutant
1
2 à tous les termes de la première ligne.
Les κi étant des entiers, ajouter
1
2 à certains d’entre eux ne change pas leur ordre, on
a alors :
κs
m+ 1
2
(λ) = (κ′1 > · · · > κ′s1 > κs1+1 > κ′s1+2 > · · · > κ′s2 > κs2+1 + 12 > κ′s2+2 > · · ·
> κ′
2s+ b
a
),
où κ′i =
{
κi +
1
2 s’il correspond à un élément de la première ligne de B
s
m(λ)
κi sinon
et
κs
m+ 1
2
(µ) = (κ′1 > · · · > κ′s1 > κs1+1 + 12 > κ′s1+2 > · · · > κ′s2 > κs2+1 > κ′s2+2 > · · ·
> κ′t).
Il est alors clair que κs
m+ 1
2
(λ)⊳ κs
m+ 1
2
(µ) et que κs
m− 1
2
(µ)⊳ κs
m− 1
2
(λ).
Pour le cas xi > yj , on voit par symétrie qu’alors κsm+ 1
2
(µ)⊳ κs
m+ 1
2
(λ) et κs
m− 1
2
(λ)⊳
κs
m− 1
2
(µ).
141
CHAPITRE 9. ORDRES SUR LES BLOCS DE CALOGERO-MOSER
Remarque 9.4.3. (i) Cette démonstration reste valable si on remplace 12 par n’importe
quel ǫ ∈]0, 1[.
(ii) La réciproque de ce résultat est fausse puisque pour n = 5, m = (1, 0), s = 4, les
multipartitions λ = (∅; (3, 2)) et µ = ((2, 2, 1); ∅) vérifient :
Bs
( 12 ,0)
(λ) =
(
1
2
3
2
5
2
7
2
0 1 4 6
)
Bs
( 12 ,0)
(µ) =
(
1
2
5
2
9
2
11
2
0 1 2 3
)
Bs(1,0)(λ) =
(
0 1 2 3 4
0 1 4 6
)
Bs(1,0)(µ) =
(
0 1 3 5 6
0 1 2 3
)
Bs
( 3
2
,0)
(λ) =
(
1
2
3
2
5
2
7
2
9
2
0 1 4 6
)
Bs
( 3
2
,0)
(µ) =
(
1
2
3
2
7
2
11
2
13
2
0 1 2 3
)
κs
( 12 ,0)
(λ) = (6 ; 4 ; 3, 5 ; 2, 5 ; 1, 5 ; 1 ; 0, 5 ; 0)
⊲(5, 5 ; 4, 5 ; 3 ; 2, 5 ; 2 ; 1 ; 0, 5 ; 0) = κs
( 12 ,0)
(µ)
κs(1,0)(λ) = (6 ; 4 ; 4 ; 3 ; 2 ; 1 ; 1 ; 0 ; 0) 6= (6 ; 5 ; 3 ; 3 ; 2 ; 1 ; 1 ; 0 ; 0) = κs(1,0)(µ)
κs
( 32 ,0)
(λ) = (6 ; 4, 5 ; 4 ; 3, 5 ; 2, 5 ; 1, 5 ; 1 ; 0, 5 ; 0)
⊳(6, 5 ; 5, 5 ; 3, 5 ; 3 ; 2 ; 1, 5 ; 1 ; 0, 5 ; 0) = κs
( 32 ,0)
(µ).
On va maintenant décrire les blocs de Calogero-Moser pour Bn en utilisant l’ordre
combinatoire. On supposera donc que θ′ se trouve sur un mur qui est bordé par deux
alcôves et on notera θ et θ˜ des éléments pris à l’intérieur de chacune de ces deux
alcôves.
Proposition 9.4.4. Si deux multipartitions λ et µ sont dans le même bloc de Calogero-
Moser pour θ′ alors il existe λ0 = λ,λ1, ... ,λp = µ telles que pour tout 1 6 i 6 p−1 :
(λ i ⊳θ λ i+1 ou λ i ⊳θ˜λ i+1) et (λ i+1 ⊳θ λ i ou λ i+1 ⊳θ˜λ i ).
Démonstration. On ne va traiter que le cas d’un mur b
a
= r + 1, avec r pair, le cas
b
a pair se traitant de la même manière. Le paramètre θ
′ = (−r , r + 1) se trouve alors
sur le mur bordé à gauche par l’alcôve A−r = α((−r2 ,
r
2), id ,+) et à droite par l’alcôve
A−r−1 = α(( r2 + 1,− r2 − 1),σ,+).
Appliquons le lemme 9.4.1, avec m =
(
b
a , 0
)
:
λ et µ sont dans le même bloc ⇐⇒ κsm(λ) = κsm(µ)
=⇒ ∃ λ0 = λ,λ1, ... ,λp = µ telles que ∀i :
[κs
m+ 1
2
(λ i )⊳ κ
s
m+ 1
2
(λ i+1)
et κs
m− 1
2
(λ i+1)⊳ κ
s
m− 1
2
(λ i)] ou
[κs
m+ 1
2
(λ i )⊲ κ
s
m+ 1
2
(λ i+1)
et κs
m− 1
2
(λ i+1)⊲ κ
s
m− 1
2
(λ i)].
Le paramètre m− 12 correspond, par les formules de début de chapitre, à un paramètre
θ dans l’alcôve A−r = α((−r2 ,
r
2), id ,+), il faut donc relier κ
s
m− 1
2
(λ i) et τ(−r
2
, r
2
)(
tλ i).
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Mais m− 12 = (r + 1− 12 , 0) et comme l’ordre de dominance sur les κsm est conservé
par translation sur m, on peut appliquer une translation de − r2− 12 sur m pour obtenir :
κs
m− 1
2
(λ i+1)⊳ κ
s
m− 1
2
(λ i) ⇐⇒ κs( r
2
,− r
2
− 1
2
)
(λ i+1)⊳ κ
s
( r
2
,− r
2
− 1
2
)
(λ i )
⇐⇒ τ(−r
2
,
r
2
)(
tλ i )⊳ τ(−r
2
,
r
2
)(
tλ i+1)
⇐⇒ λ i+1 ⊳θλ i ,
d’après la proposition 9.3.1 car s = (−r2 ,
r
2) et m = (
r
2 ,− r2− 12) vérifient mi = −si− i2 .
De même, le paramètre m + 12 correspond à un paramètre θ˜ dans l’alcôve A−r−1 =
α(( r2 +1,− r2−1),σ,+), et, en opérant une translation de − r2−1 sur m et en utilisant
le fait que κsσ·m(σ ·λ) = κsm(λ) (cf. lemme 1.2.14), on montre que :
κs
m+ 1
2
(λ i )⊳ κ
s
m+ 1
2
(λ i+1) ⇐⇒ κs(0,r+ 3
2
)
(σ ·λ i )⊳ κs(0,r+ 3
2
)
(σ ·λ i+1)
⇐⇒ κs
(− r
2
−1, r
2
+ 1
2
)
(σ ·λ i)⊳ κs(− r
2
−1, r
2
+ 1
2
)
(σ ·λ i+1)
⇐⇒ τ( r
2
+1,− r
2
−1)(tσ ·λ i+1)⊳ τ( r
2
+1,− r
2
−1)(tσ ·λ i )
⇐⇒ λ i ⊳θ˜λ i+1.
On a alors :
λ et µ sont dans le même bloc =⇒ ∃ λ0 = λ,λ1, ... ,λp = µ telles que ∀i :
(λ i ⊳θ˜ λ i+1 et λ i+1 ⊳θλ i )
ou (λ i+1 ⊳θ˜λ i et λ i ⊳θ λ i+1)
⇐⇒ ∃ λ0 = λ,λ1, ... ,λp = µ telles que ∀i :
(λ i ⊳θ λ i+1 ou λ i ⊳θ˜λ i+1) et
(λ i+1 ⊳θλ i ou λ i+1 ⊳θ˜λ i )
car si λ i 6= λ i+1, on ne peut pas avoir λ i ⊳θ λ i+1 et λ i+1 ⊳θ λ i .
Par définition du pré-ordre ⊳θ′ , on obtient alors :
Corollaire 9.4.5. Si λ et µ sont dans le même bloc de Calogero-Moser pour un para-
mètre θ′ sur un mur alors λ ⊳θ′ µ et µ ⊳θ′ λ.
L’exemple 9.2.6 montre que la réciproque de ce corollaire est fausse. Les blocs pour
un paramètre sur un mur ne peuvent donc pas être décrits par les classes d’équivalence
de l’ordre engendré ⊳θ′ .
On pourra se référer à l’annexe D pour un calcul complet et un classement pour l’ordre
combinatoire des blocs pour n = 4.
Enfin, ce résultat améliore la définition du pré-ordre combinatoire sur les blocs,
pour ℓ = 2.
Corollaire 9.4.6. Soient B et B ′ deux blocs distincts de CMh′(G (2, 1, n)),
B ⊳θ′ B
′ ⇐⇒ ∀ λ ∈ B et ∀ µ ∈ B ′, λ ⊳θ′ µ.
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9.4.2 Lien entre l’ordre géométrique et le pré-ordre combinatoire pour
Bn
Le corollaire 9.4.5 va nous permettre de relier l’ordre géométrique au pré-ordre
combinatoire sur un mur pour ℓ = 2.
Proposition 9.4.7. Soient h′ ∈ H et B , B ′ deux blocs de CMh′(G (2, 1, n)) alors
B ≺θ′ B ′ =⇒ B ⊳θ′ B ′.
Démonstration.
B ≺θ′ B ′ ⇐⇒ ∃ λ1 ∈ B ,λ2,λ ′2,λ′3, ... et λm ∈ B ′ telles que :
λ i et λ′i sont dans le même bloc pour tout i > 1
λ i ≺θ λ i+1 pour i impair
λ′i ≺θ λ′i+1 pour i pair.
Or d’après le théorème 9.3.8,λ i ≺θ λ i+1 =⇒ λ i⊳θλ i+1. Donc, en utilisant le corollaire
9.4.5, on obtient :
XB ≺ XB ′ =⇒ ∃ λ1 ∈ B ,λ2,λ′2,λ ′3, ... et λm ∈ B ′ telles que :
λ i ⊳θ′ λ
′
i et λ
′
i ⊳θ′ λ i pour tout i > 1
λ i ⊳θ λ i+1 pour i impair
λ′i ⊳θ λ
′
i+1 pour i pair.
=⇒ ∃ λ1 ∈ B ,λ2,λ′2,λ ′3, ... et λm ∈ B ′ telles que :
λ1 ⊳θλ2 ⊳θ′ λ
′
2 ⊳θλ
′
3 ⊳θ′ · · ·⊳θ′ λm
=⇒ ∃ λ1 ∈ B ,λm ∈ B ′ telles que λ1 ⊳θ′ λm
=⇒ B ⊳θ′ B ′.
Le corollaire 9.4.5 nous a donc permis de relier l’ordre géométrique au pré-ordre
combinatoire sur un mur pour ℓ = 2. Il serait donc intéressant de généraliser ce résultat
à ℓ quelconque mais la difficulté réside dans la description simple des alcôves en général.
De plus, la démonstration de la proposition 9.4.4 repose sur le fait que, pour ℓ = 2, le
paramètre m ± 12 , avec m sur un mur, est relié au ℓ-uplet (−si − iℓ)06i6ℓ−1 par une
translation, ce qui n’est pas le cas pour ℓ quelconque.
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Quatrième partie
Construction des différents ordres
sur les blocs de Calogero-Moser de
G (ℓ, e, n)
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Introduction
Dans cette dernière partie de la thèse, en utilisant les parties précédentes, nous
allons chercher à généraliser à tous les groupes imprimitifs les résultats concernant les
groupes de la forme G (ℓ, 1, n) que nous avons présentés ou obtenus à la partie 3.
Nous verrons au paragraphe 10.2 que le paramètre c tel que Hc(G (ℓ, e, n)) soit une
sous-algèbre de Hc(G (ℓ, 1, n)) est associé à h′ 6∈ Hreg. Puis on montrera au corollaire
10.3.3, grâce à la description des blocs faite dans [Bel] et aux résultats de M. Chlou-
veraki énoncés au paragraphe 2.2.2, que la a-fonction est constante sur les blocs de
G (ℓ, e, n).
De plus, le théorème de G. Bellamy concernant les blocs de G (ℓ, e, n) montre que
si e ∤ n alors les partitions CMh′(G (ℓ, 1, n)) et CMh′(G (ℓ, e, n)) sont en bijection. On
construira donc, à partir deMθ′(n), une variété irréductibleMθ′(e, n) qui vit au dessus
de (h× h∗)/G (ℓ, e, n) et dont les points fixes paramètrent CMh′(G (ℓ, e, n)) pour e ∤ n.
Dans ce cas, on pourra généraliser les résultats du chapitre 9 à G (ℓ, e, n) (cf. théorème
11.1.2), en utilisant le théorème 11.1.1 qui relie les ordres géométriques de G (ℓ, 1, n)
et G (ℓ, e, n).
Lorsque e | n, le groupe G (ℓ, e, n) a a priori plus de blocs que G (ℓ, 1, n). Il faut
donc construire, à partir de Mθ′(e, n), une variété qui aurait plus de points fixes.
La normalisation de Mθ′(e, n) nous paraît être un bon candidat. Dans ce sens, nous
montrerons au paragraphe 11.3 que, sous une hypothèse plausible, c’est le cas pour
G (2, 2, 2).
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CHAPITRE 10
Algèbres et variété associées à G(ℓ, e, n)
10.1 Le groupe G(ℓ, e, n) et ses représentations
Soient des entiers positifs ℓ, e, n tels que e | ℓ. Notons alors p = ℓe . Le groupe
G (ℓ, e, n) a été décrit au théorème 4.1.4 comme le groupe composé de matrices mo-
nomiales de taille n telles que :
• le seul terme non nul sur chaque colonne est une racine ℓième de l’unité
• le produit de tous les termes non nuls est une racine ℓe
ième
de l’unité.
Notons ρ l’application qui à un élément de G (ℓ, 1, n) associe le produit de ses coeffi-
cients non nuls, c’est un morphisme de groupes et G (ℓ, e, n) = ρ−1(µ ℓ
e
). C’est donc
un sous-groupe distingué de G (ℓ, 1, n) qui est tel que le quotient G (ℓ, 1, n)/G (ℓ, e, n)
est un groupe cyclique d’ordre e.
Le quotient étant abélien, on va pouvoir appliquer le corollaire 2.1.8 pour décrire
IrrG (ℓ, e, n) grâce à IrrG (ℓ, 1, n), comme cela a été fait dans [Bel, 5.5].
Notons Ce le groupe cyclique à e éléments et Cˆe son groupe des caractères, il est
engendré par δ = ρp. On a vu au chapitre 6, qu’il agissait sur IrrG (ℓ, 1, n), cette action
se transporte donc sur P(ℓ, n) et est de la forme :
δ · (λ1, ... ,λℓ) = (λℓ+1−p ,λℓ+2−p, ... ,λℓ,λ1,λ2, ... ,λℓ−p).
Si l’on regroupe la partition λ en e paquets de p parts : λ = (λ1, ... ,λe), avec λ i =
(λ(i−1)p+1, ... ,λip), alors l’action de Cˆe peut être exprimée plus simplement :
δ · (λ1, ... ,λe) = (λe ,λ1, ... ,λe−1).
Définition 10.1.1. Une multipartition λ qui vérifie λ i = λj pour tout 1 6 i , j 6 e est
appelée e-bégayante.
Remarque 10.1.2. Si P(ℓ, n) contient une partition e-begayante λ, on a
n = |λ|
=
e∑
i=1
|λ i |
= e|λ1|
et alors e divise n.
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Pour λ ∈ P(ℓ, n), notons {λ} l’orbite de λ sous l’action de Cˆe et Cˆλ le stabilisateur
de λ. On retrouve alors le résultat suivant, qui est bien connu, cf. par exemple [Ari95].
Proposition 10.1.3. IrrG (ℓ, e, n) ↔
⋃
λ∈P(ℓ,n)
⊔
ǫ∈Cˆλ
{{λ}, ǫ}
Exemple 10.1.4. Illustrons cette propriété pour n = ℓ = e = 2. Comme G (2, 2, 2) ≃
C2×C2, il a quatre caractères irréductibles {1,1⊗ ǫ, ǫ⊗1, ǫ⊗ ǫ}, où ǫ est le caractère
irréductible non trivial de C2.
Or Cˆ2 agit sur P(2, 2) = {(2; ∅), (11; ∅), (1; 1), (∅; 11), (∅; 2)} en échangeant les parts
et cette action a trois orbites : {(1; 1)} qui n’a qu’un élément, {(2; ∅)} qui contient
(2; ∅) et (∅; 2) et {(11; ∅)} regroupant (11; ∅) et (∅; 11). De plus, elles sont telles que
Cˆ(2;∅) = Cˆ(11;∅) = {1} et Cˆ(1;1) = Cˆ2. La description précédente nous donne donc
bien quatre caractères irréductibles pour G (2, 2, 2) qui sont décrits par {{(2; ∅)}, 1},
{{(11; ∅)}, 1}, {{(1; 1)}, 1} et {{(1; 1)}, δ}. Mais
Res
G(2,1,2)
G(2,2,2)
χ(2;∅) = Res
G(2,1,2)
G(2,2,2)
χ(∅,2) = 1
Res
G(2,1,2)
G(2,2,2)
χ(11;∅) = Res
G(2,1,2)
G(2,2,2)
χ(∅,11) = ǫ⊗ ǫ
et ResG(2,1,2)
G(2,2,2)
χ(1;1) = (ǫ⊗ 1)⊕ (1⊗ ǫ).
Donc {{(2; ∅)}, 1} décrit le caractère 1, {{(11; ∅)}, 1} décrit ǫ ⊗ ǫ et, par exemple,
{{(1; 1)}, 1} décrit ǫ⊗ 1 et {{(1; 1)}, δ} décrit 1⊗ ǫ.
Reprenons les notations du paragraphe 7.1.2 pour décrire les réflexions de G (ℓ, e, n).
D’après [Bel, 5.2], si n > 2 ou si n = 2 et e est impair, l’ensemble des pseudo-réflexions
de G (ℓ, e, n) a p classes de conjugaison :
SG(ℓ,e,n) = S˜0 ⊔ S˜1 ⊔ · · · ⊔ S˜p−1
où S˜0 = S0 = {si ,jσri σ−rj , 1 6 i 6= j 6 n et 0 6 r 6 ℓ − 1} et pour 1 6 t 6 p − 1,
S˜t = Ste = {σtei , 1 6 i 6 n}. Si n = 2 et e est pair alors S0 se scinde en deux classes
de conjugaison : S+ = {s1,2σri σ−ri , 0 6 r 6 ℓ − 1, r pair} et S− = {s1,2σri σ−ri , 0 6
r 6 ℓ− 1, r impair} et donc SG(ℓ,e,n) a p + 1 classes de conjugaison.
Comme pour G (ℓ, 1, n), dans le cas où n > 2 ou si n = 2 et e est impair, l’ensemble
des hyperplans liés à ces réflexions a deux orbites sous l’action de G (ℓ, e, n) :
C1 = {Hp,q,t , 1 6 p 6= q 6 n et 0 6 t 6 ℓ− 1}
qui vérifie eC1 = 2 et
C2 = {Hje , 1 6 j 6 p}
avec eC2 = p. Pour le cas n = 2 et e pair, l’orbite C1 se scinde en deux orbites et le
stabilisateur des hyperplans de ces orbites est d’ordre 2.
10.2 Algèbre de Cherednik et blocs de Calogero-Moser de
G(ℓ, e, n)
D’après le paragraphe 5.1 et ce que l’on vient de voir, si le paramètre c vérifie
ci = 0 pour tout i non divisible par e alors l’algèbre de Cherednik associée à G (ℓ, e, n)
est une sous-algèbre de Hc(G (ℓ, 1, n)) telle que :
Hc(G (ℓ, 1, n)) ≃ (Hc(G (ℓ, e, n))⋊ Ce .
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Les formules suivantes reliant les paramètres c et h
Hj =
1
ℓ
ℓ−1∑
i=1
ζijℓ ci , pour 1 6 j 6 ℓ− 1
que l’on a données au paragraphe 7.2.1 permettent de décrire la condition "ci = 0
pour tout i non divisible par e" avec le paramètre h. D’après [Bel, 6.6], on a alors
Hj+p = Hj , ∀ 0 6 j 6 ℓ− 1,
les indices étant considérés modulo ℓ.
Mais alors
e(H1 + · · ·+ Hp) = (H1 + Hp+1 + · · ·+ H(e−1)p+1) + · · ·+ (Hp + · · ·+ Hpe)
= H0 + H1 + · · ·+ Hℓ−1
= 0
et le paramètre h se trouve donc sur un mur GIT (cf. lemme 8.2.23).
Hypothèse. Dans toute la suite, on va considérer un paramètre c ∈ Cℓ tel que
ci = 0 pour tout i non divisible par e, soit un paramètre h′ correspondant qui vérifie
H ′j+p = H
′
j , ∀ 0 6 j 6 ℓ− 1.
Concernant les blocs de Calogero-Moser, on a vu au théorème 6.1.4 que, dans le
cas où K ⊳W sont deux groupes de réflexions tels que le quotient W /K ≃ Γ est
abélien, on a une bijection
CMh′(W )↔ CMh′(K)/Γ .
G. Bellamy [Bel, th. 6.10] est allé plus loin dans cette description pour le cas qui nous
intéresse ici : W = G (ℓ, 1, n) et K = G (ℓ, e, n).
Théorème 10.2.1 (Bellamy).
Soient h′ ∈ Qℓ un paramètre comme dans l’hypothèse et tel que h′ 6= 0, B ∈ CMh′(W )
et Γ (B) := {F ∈ IrrC[K ], il existe E ∈ B tel que F |ResWG(ℓ,e,n) E}. Alors :
(i) si B = {λ} et que λ est une multipartition e-bégayante alors Γ (B) se partitionne
en |Cˆλ| blocs singletons de G (ℓ, e, n) :
Γ (B) =
⊔
ǫ∈Cˆλ
{{λ}, ǫ}.
(ii) sinon Γ (B) est un bloc de G (ℓ, e, n).
La démonstration de ce théorème utilise notamment la description des blocs par les
résidus que nous avons énoncée au théorème 9.1.9.
Exemple 10.2.2. Utilisons de nouveau l’exemple G (2, 2, 2) ⊳ G (2, 1, 2) pour illustrer
ce résultat. Le paramètre h′ = (h′,H ′1) vérifie h
′ 6= 0 et H ′1 = 0. D’après les calculs
faits en annexe A.7, IrrG (2, 1, 2) a alors trois blocs {(2; ∅), (∅; 2)}, {(11; ∅), (∅; 11)}
et {(1; 1)}. Mais la 2-multipartition (1; 1) est 2-bégayante donc on obtient, d’après la
description que l’on a faite à l’exemple 10.1.4, quatre blocs singletons pour G (2, 2, 2),
le bloc {1} correspondant au bloc {(2; ∅), (∅; 2)} de G (2, 1, 2), le bloc {ǫ⊗ ǫ} corres-
pondant au bloc {(11; ∅), (∅; 11)} et les deux blocs {ǫ⊗1} et {1⊗ǫ} qui correspondent
au bloc {(1; 1)}.
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10.3 Algèbre de Hecke et a-fonction pour G(ℓ, e, n)
On a vu au corollaire 9.1.10, que lesa et A-fonctions étaient constantes à l’intérieur
des blocs de Calogero-Moser de G (ℓ, 1, n). Étant donné que les blocs de G (ℓ, e, n) sont
décrits à partir de ceux de G (ℓ, 1, n), on peut espérer obtenir le même résultat pour
les blocs de G (ℓ, e, n).
D’après la définition des a et A-fonctions (cf. définition 4.2.4), il faut comparer
les éléments de Schur des algèbres de Hecke cyclotomiques associées à G (ℓ, 1, n) et
G (ℓ, e, n).
Commençons par décrire l’algèbre de Hecke cyclotomique associée à G (ℓ, e, n).
Pour les cas n > 2 ou n = 2 et e est impair, on a deux orbites d’hyperplans qui vérifient
e1 = 2 et e2 = p, on a donc un paramètre n = ((n(C1,0),n(C1,1)), (n(C2,0), ... ,n(C2,p−1)))
et, d’après [Chl09, 5.5.1], l’algèbre de Hecke Hq,n(G (ℓ, e, n)) a n + 1 générateurs
a0, a1, ... , an qui vérifient les relations suivantes :
a1a3a1 = a3a1a3,
ajaj+1aj = aj+1ajaj+1 pour 2 6 j 6 n− 1,
a1a2a3a1a2a3 = a3a1a2a3a1a2,
a1aj = aja1 pour 4 6 j 6 n,
aiaj = ajai pour 2 6 i 6 j 6 n et j − i > 1,
a0aj = aja0 pour 3 6 j 6 n,
a0a1a2 = a1a2a0,
a2a0a1a2a1a2 · · · = a0a1a2a1a2a1a2 · · · avec e + 1 facteurs,
p−1∏
j=0
(a0 − ζjpqn(C2,j)) = 0,
(ai − qn(C1,0))(ai − qn(C1,1)) = 0.
Le cas n = 2 et e pair se traite de la même manière, cf [Chl09, 5.5.2].
En ce qui concerne l’algèbre Hq,m(G (ℓ, 1, n)), le lien entre les paramètre m et h et
l’hypothèse faite sur les ci impose que m(C2,j) = m(C2,j+p), ∀ 1 6 j 6 ℓ − 1. On peut
donc poser pour tout j :
m(C2,j) =
n(C2,j mod p)
e
.
Et alors, comme ζ[j/p]e × (ζj mod pp ) 1e = ζjℓ, la spécialisation que l’on vient de donner
correspond exactement aux hypothèses du lemme A.7.1 de [Chl09] et donc, d’après ce
lemme, l’algèbreHq,m(G (ℓ, 1, n)) est l’algèbre symétrique tordue de Ce surHq,n(G (ℓ, e,
n)). Le lemme A.7.3 de [Chl09] affirme que c’est le cas aussi pour n = 2 et e pair. On
va donc pouvoir appliquer les résultats du paragraphe 2.2.2.
Proposition 10.3.1. Si n > 2, B ∈ CMh′(G (ℓ, 1, n)) et B¯ ∈ CMh′(G (ℓ, e, n)) sont tels
que C · B¯ = Γ (B), alors ∀ F ∈ B¯ :
an(F ) = am(B) et An(F ) = Am(B).
Démonstration. Notons A = Hq,m(G (ℓ, 1, n)) et A¯ = Hq,n(G (ℓ, e, n)). Soient F ∈ B¯
et E ∈ B tel que F |ResG(ℓ,1,n)
G(ℓ,e,n)
E . D’après les résultats du paragraphe 4.2.2, on peut
associer aux modules simples E et F des modules VF ∈ Irr(C(z)A¯) et VE ∈ Irr(C(z)A),
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où z est une racine de q bien choisie. Les a et A-fonctions sont alors définies de la
manière suivante :
an(F ) = − valq(sF ), am(E) = − valq(sE ),
An(F ) = degq(sF ) et Am(E) = degq(sE )
où sF (respectivement sE ) est l’élément de Schur associé à VF (respectivement VE ).
Lemme 10.3.2. Si F |ResG(ℓ,1,n)
G(ℓ,e,n)
E alors VF |ResC(z)AC(z)A¯VE .
Preuve du lemme. Par construction, si on a ResC(z)A
C(z)A¯
VE =
r⊕
i=1
VFi alors en spécia-
lisant à q = 1, on obtient ResG(ℓ,1,n)
G(ℓ,e,n)
E =
r⊕
i=1
Fi . On conclut par unicité de cette
décomposition à isomorphisme près.
Ainsi, si l’on note Ω¯ l’orbite de VF sous Ce alors VE est dans l’orbite Ω qui correspond
à Ω¯ par la bijection de la proposition 2.2.2 et on a sE = card(Ω)sF , ce qui implique
an(F ) = am(E) = am(B) et An(F ) = Am(E) = Am(B).
Corollaire 10.3.3. Les a et A-fonctions sont constantes à l’intérieur des blocs de
Calogero-Moser de G (ℓ, e, n).
Démonstration. Pour n > 2, cela vient de la proposition précédente et pour n = 1,
comme G (ℓ, e, 1) ≃ G ( ℓe , 1, 1), cela a déjà été montré au corollaire 9.1.10.
Ceci va nous permettre de parler d’ordre de laa-fonction sur les blocs de G (ℓ, e, n),
comme nous l’avons fait précédemment pour G (ℓ, 1, n).
10.4 Construction et propriétés de la variété Mθ′(e, n)
Au chapitre 8, on a construit une variété irréductible Mθ′(n) qui vit au-dessus de
(h× h∗)/G (ℓ, 1, n) et dont les C∗-points fixes paramètrent CMh′(G (ℓ, 1, n)). On vou-
drait donc, de la même manière, construire une variétéMθ′(e, n) qui serait irréductible,
qui vivrait au dessus de (h× h∗)/G (ℓ, e, n) et qui serait munie d’une action de C∗ telle
que (Mθ′(e, n))C∗ décrive les blocs de G (ℓ, e, n). Mais d’après la remarque 10.1.2, au
moins pour e ∤ n, les partitions CMh′(G (ℓ, 1, n)) et CMh′(G (ℓ, e, n)) sont en bijection,
car dans ce cas, P(ℓ, n) ne contient pas de multipartition e-bégayante. On va donc
chercher à construire une variété Mθ′(e, n) telle que (Mθ′(e, n))C∗ soit en bijection
avec (Mθ′(n))C∗ , ce qui nous permettra de traiter le cas e ∤ n, en utilisant ce que
l’on a vu au chapitre 9 dans le cas non lisse (car d’après ce que l’on a vu au chapitre
précédent, le paramètre h′ tel que c|{SG(ℓ,1,n)−SG(ℓ,e,n)} = 0 se trouve sur un mur GIT).
Considérons donc un entier e quelconque et un paramètre θ′ sur un mur, on a le
diagramme suivant :
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Mθ′(n)
πθ′,0 (( ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
(h× h∗)/G (ℓ, e, n)
puuuu❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥
(h× h∗)/G (ℓ, 1, n)
où la projection p correspond au quotient par Ce . On peut donc définir la variété
réduite associée au produit fibré de Mθ′(n) par (h× h∗)/G (ℓ, e, n) au-dessus de (h×
h∗)/G (ℓ, 1, n) :
Mθ′(e, n) := Mθ′(n)×(h×h∗)/G(ℓ,1,n) (h× h∗)/G (ℓ, e, n)
= {(m, x) ∈Mθ′(n)× (h× h∗)/G (ℓ, e, n), tels que πθ′,0(m) = p(x)}.
Cette variété vérifie
Mθ′(n) =Mθ′(e, n)/Ce
et se projette sur (h× h∗)/G (ℓ, e, n) par la deuxième projection p2 : (m, x) 7→ x . Elle
est de plus munie de l’action de C∗ définie par η · (m, x) = (η ·m, η · x), où l’action de
C∗ sur (h× h∗)/G (ℓ, e, n) vient de celle sur h× h∗ et n’a donc qu’un seul point fixe 0.
On a donc bien
(Mθ′(e, n))C∗ ↔ (Mθ′(n))C∗ .
Proposition 10.4.1. La variété Mθ′(e, n) est irréductible.
Démonstration. Sachant que l’on a un morphisme surjectif de Mθ′(n)×(h×h∗)/G(ℓ,1,n)
(h × h∗) sur Mθ′(e, n), il suffit de montrer que Mθ′(n) ×(h×h∗)/G(ℓ,1,n) (h × h∗) est
irréductible pour montrer l’irréductibilité deMθ′(n)×(h×h∗)/G(ℓ,1,n) (h×h∗)/G (ℓ, e, n).
Or on a vu au paragraphe 8.2.6, qu’il existait un ouvert V de (h × h∗)/G (ℓ, 1, n) tel
que
πθ′,0 : π
−1
θ′,0(V ) −→ V
est un isomorphisme. Notons U = π−1θ′,0(V ) et f la projection
Mθ′(n)×(h×h∗)/G(ℓ,1,n) (h× h∗) ։ Mθ′(n).
On a alors le diagramme suivant :
Mθ′(n)×(h×h∗)/G(ℓ,1,n) (h× h∗)
f
tttt❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
)) ))❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚
Mθ′(n)
πθ′,0 ** **❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚
h× h∗
pG(ℓ,1,n)tttt❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
❥
(h× h∗)/G (ℓ, 1, n)
Comme U est un ouvert non vide de Mθ′(n) qui est irréductible d’après la pro-
position 8.2.21, on a U = Mθ′(n) et f −1(U) est une composante irréductible de
Mθ′(n)×(h×h∗)/G(ℓ,1,n) (h× h∗). En effet, par construction de U et V ,
f −1(U) = {(m, x), πθ′,0(m) = pG(ℓ,1,n)(x) et m ∈ U}
est isomorphe à p−1
G(ℓ,1,n)
(V ) par la deuxième projection. Or h×h∗ est irréductible donc
l’ouvert p−1
G(ℓ,1,n)
(V ) aussi. Ainsi, f −1(U) est irréductible.
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Le groupe G (ℓ, 1, n) agit sur Mθ′(n)×(h×h∗)/G(ℓ,1,n) (h× h∗) de la manière suivante :
w · (m, x) = (m,w · x)
et par propriété du produit fibré, on a :
∃ w ∈ G (ℓ, 1, n) tel que (m, x) = w · (m′, x ′) ⇐⇒ m = m′.
Donc
(Mθ′(n)×(h×h∗)/G(ℓ,1,n) (h× h∗)) /G (ℓ, 1, n) ≃Mθ′(n) et les variétés
Mθ′(n)×(h×h∗)/G(ℓ,1,n) (h×h∗) etMθ′(n) ont la même dimension. L’ensemble f −1(U)
est donc une composante irréductible deMθ′(n)×(h×h∗)/G(ℓ,1,n) (h× h∗) de dimension
maximale. On va montrer que c’est la seule.
Lemme 10.4.2. On considère une variété irréductible M, un groupe fini W agissant
sur une variété P de sorte que M≃ P/W . Soit P0 une composante irréductible de P
de dimension maximale, alors
P =
⋃
w∈W
w · P0
et les composantes irréductibles de P sont de la forme w · P0.
Preuve. Le morphisme P ։ M étant fini, l’image de P0 est une composante irréduc-
tible de M de dimension maximale, et les deux variétés ont même dimension donc M
est égale à l’image de P0 et
P =
⋃
w∈W
w · P0.
On conclut par unicité de la décomposition d’une variété en composantes irréductibles.
Ici, on a P0 = f −1(U). Mais par construction de l’action de G (ℓ, 1, n), f −1(U) est
stable sous cette action et P0 aussi. Donc Mθ′ ×(h×h∗)/G(ℓ,1,n) (h × h∗) = P0 est
irréductible.
Remarque 10.4.3. Les propriétés de Mθ′(e, n) que l’on vient d’énoncer sont valables
pour θ quelconque mais on va s’intéresser à cette variété seulement pour θ′ sur un
mur.
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CHAPITRE 11
C∗-points fixes et ordres sur les blocs de G(ℓ, e, n)
D’après ce que nous avons démontré au chapitre 9, il suffit de décrire les blocs
de G (ℓ, e, n) par les C∗-points fixes d’une variété bien choisie pour construire un ordre
géométrique sur les blocs de G (ℓ, e, n) et le comparer aux ordres algébriques et com-
binatoires.
Mais, selon le théorème 10.2.1, les blocs de G (ℓ, e, n) seront considérablement
différents suivant si P(ℓ, n) admet ou non des multipartitions e-bégayantes. Dans le
cas où il n’y en a pas, on a une bijection entre CMh′(G (ℓ, 1, n)) et CMh′(G (ℓ, e, n)),
sinon, certains blocs singletons de G (ℓ, 1, n) peuvent se scinder en plusieurs blocs pour
G (ℓ, e, n).
11.1 Cas e ∤ n
Comme nous l’avons vu au paragraphe 10.4, la variété Mθ′(e, n) est la bonne
variété à considérer pour décrire géométriquement les blocs de Calogero-Moser de
G (ℓ, e, n) quand e ne divise pas n.
On voudrait donc construire, grâce à la variété Mθ′(e, n), un ordre géométrique
sur les blocs de CMh′(G (ℓ, e, n)), que l’on va noter {Γ (B),B ∈ CMh′(G (ℓ, 1, n))}. On
ne sait pas si cette variété est normale donc, a priori, la relation donnée à la définition
3.3.1 ne permet de construire qu’un pré-ordre sur (Mθ′(e, n))C∗ . Mais le fait que la
projection p1 : Mθ′(e, n)։Mθ′(n) corresponde au quotient par le groupe fini Ce qui
agit trivialement sur les points fixes implique qu’on a en fait une relation d’ordre sur
(Mθ′(e, n))C∗ qui est équivalente à l’ordre sur (Mθ′(n))C∗ , d’après la remarque 3.4.15.
On peut donc définir un ordre géométrique sur CMh′(G (ℓ, e, n)) en posant, pour Γ (B),
Γ (B ′) deux blocs de CMh′(G (ℓ, e, n)) :
Γ (B) ≺θ′,e Γ (B ′) ⇐⇒ Xθ′,e(B) ≺ Xθ′,e(B ′),
où Xθ′,e(B) est le C∗-point fixe de Mθ′(e, n) correspondant au bloc Γ (B). De plus,
les deux relations d’ordre sur (Mθ′(e, n))C∗ et (Mθ′(n))C∗ étant équivalentes, on a le
résultat suivant.
Théorème 11.1.1. Pour B , B ′ deux blocs de CMh′(G (ℓ, 1, n)), on a
B ≺θ′ B ′ ⇐⇒ Γ (B) ≺θ′,e Γ (B ′).
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On peut aussi définir un ordre combinatoire sur CMh′(G (ℓ, e, n)) en posant pour
B , B ′ deux blocs de CMh′(G (ℓ, 1, n)) :
Γ (B)⊳θ′,e Γ (B
′) ⇐⇒ B ⊳θ′ B ′.
Ces ordres ainsi définis vérifient par construction un résultat similaire au théorème
9.3.10 et à la proposition 9.4.7 :
Théorème 11.1.2. Soient Γ (B), Γ (B ′) deux blocs de CMh′(G (ℓ, e, n)) alors
Γ (B) ≺θ′,e Γ (B ′) =⇒
{
aθ′(Γ (B)) 6 aθ′(Γ (B
′))
cθ′(Γ (B)) > cθ′(Γ (B
′)).
et pour ℓ = 2 :
Γ (B) ≺θ′,e Γ (B ′) =⇒ Γ (B)⊳θ′,e Γ (B ′).
11.2 Cas e | n : perspectives de recherche
Quand e | n, l’ensemble P(ℓ, n) peut contenir des multipartitions e-bégayantes et
donc CMh′(G (ℓ, e, n)) a, en général, plus de blocs que CMh′(G (ℓ, 1, n)), comme on le
voit sur l’exemple 10.2.2, puisque G (2, 2, 2) a quatre blocs alors que G (2, 1, 2) n’en a
que trois. On ne peut donc pas utiliser la variétéMθ′(e, n) pour décrire CMh′(G (ℓ, e, n))
car elle n’a pas assez de points fixes. Il faut en fait rajouter |Cˆλ| points fixes à cette
variété pour chaque point fixe qui correspond à un bloc singleton {λ} de G (ℓ, 1, n), où
λ est une multipartition e-bégayante. L’idée est donc d’éclater ces points fixes.
De plus, G. Bellamy a montré dans [Bel09] que, si e 6= 1, la variété (h×h∗)/G (ℓ, e, n)
n’admet pas de désingularisation. On ne peut donc pas espérer construire de variété
lisse au-dessus de (h× h∗)/G (ℓ, e, n), mais, d’après le paragraphe 3.3, l’hypothèse de
normalité est suffisante pour pouvoir construire un ordre sur les C∗-points fixes. On
peut donc se demander si la normalisation deMθ′(e, n) ne serait pas un bon candidat
pour décrire géométriquement CMh′(G (ℓ, e, n)).
Dans le paragraphe suivant, on va étayer cette hypothèse en montrant que, pour le
groupe G (2, 2, 2) et sous une certaine hypothèse, la normalisation deMθ′(2, 2) permet
de décrire CMh′(G (2, 2, 2)).
11.3 Exemple de G(2, 2, 2)
Étudions l’exemple G (2, 2, 2) ⊳ G (2, 1, 2). Pour θ′ = (0, 1), la variété Mθ′(2, 2)
n’a que trois points fixes alors que G (2, 2, 2) a quatre blocs. On va donc chercher
à construire une variété M qui vit au-dessus de (h × h∗)/G (2, 2, 2) et qui a quatre
C∗-points fixes puis à la relier à Mθ′(2, 2).
11.3.1 Variétés (h× h∗)/G(2, 2, 2) et (h× h∗)/G(2, 1, 2)
On a G (2, 2, 2) =< s > × < sσ1σ2 >≃ C2×C2, où s =
(
0 1
1 0
)
, σ1 =
(−1 0
0 1
)
,
σ2 =
(
1 0
0 −1
)
et sσ1σ2 =
(
0 −1
−1 0
)
.
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Si l’on note (y1, y2) la base canonique de h = C2 et (x1, x2) la base duale associée,
on peut construire une autre base de h : (x , y), avec x = y1 + y2 et y = y1 − y2 et on
note (X ,Y ) la base duale associée. On a alors
s(x) = x s(X ) = X
s(y) = −y s(Y ) = −Y
sσ1σ2(x) = −x sσ1σ2(X ) = −X
sσ1σ2(y) = y sσ1σ2(Y ) = Y .
Et donc
C[h× h∗]G(2,2,2) = C[x2, y2, xX , yY ,X 2,Y 2]
≃ C[A,B ,C ,A′,B ′,C ′]/<A2 − BC ,A′2 − B ′C ′>,
en posant A = xX , B = x2, C = X 2, A′ = yY , B ′ = y2 et C ′ = Y 2. Donc
(h× h∗)/G (2, 2, 2) = {(a, b, c , a′, b′, c ′) ∈ A6(C), a2 = bc , a′2 = b′c ′}
est un produit de deux cônes.
Le groupe < σ1 >≃ C2 agit sur (h× h∗)/G (2, 2, 2) en permutant les deux cônes,
en effet σ1(x) = −y et σ1(X ) = −Y et
(h× h∗)/G (2, 1, 2) ≃ ((h× h∗)/G (2, 2, 2))/C2.
On trouvera au théorème 15 de [AF09], une présentation de C[h × h∗]G(2,1,2) de
laquelle on peut déduire les équations suivantes pour (h× h∗)/G (2, 1, 2) :
(h× h∗)/G (2, 1, 2) = {(σ,π, Σ,Π, eu0, eu′0, eu′′0 , δ0) ∈ A8(C), eu0eu′0 = σΠ+ Σδ0,
eu0eu
′′
0 = Σπ + σδ0, δ0eu
′
0 = Πeu
′′
0 , δ0eu
′′
0 = πeu
′
0,
δ20 = πΠ, eu0
′2 = Π(4δ0 + σΣ− eu20),
eu′′20 = π(4δ0 + σΣ− eu20),
eu′0eu
′′
0 = 4πΠ+ σΣδ0 − δ0eu20 ,
eu0(4δ0 + σΣ− eu20) = σeu′0 + Σeu′′0},
où σ = x2 + y2, π = x2y2, Σ = X 2 + Y 2, Π = X 2Y 2, eu0 = xX + yY , eu′0 = (xY +
yX )XY , eu′′0 = xy(xY +yX ) et δ0 = xyXY . Le morphisme p : (h×h∗)/G (2, 2, 2) −→
(h× h∗)/G (2, 1, 2) est donc décrit par
p((a, b, c), (a′, b′, c ′)) = (b + b′, bb′, c + c ′, cc ′, a + a′, ac ′ + a′c , ab′ + a′b, aa′).
11.3.2 Résolution crépante
Afin de décrire géométriquement CMh′(G (2, 2, 2)), il nous faut construire une va-
riété qui vit au-dessus du produit de deux cônes et qui a quatre C∗-points fixes. Mais
si l’on regarde l’exemple 8.2.22, on a construit la variété M(0,1)(1) qui vit au-dessus
du cône et qui a deux C∗-points fixes d’après l’exemple 9.1.6. Le produit
M =M(0,1)(1)×M(0,1)(1)
est donc la variété que l’on cherche. C’est la résolution crépante du produit des deux
cônes.
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××• • • •
π
M a 4 points fixes et se projette sur (h× h∗)/G (2, 2, 2)
On a le diagramme suivant :
Mθ′(2, 2) p1 //
p2

Mθ′(2)
πθ′,0

M //
?
77♦♦♦♦♦♦♦
(h× h∗)/G (2, 2, 2) p // (h× h∗)/G (2, 1, 2)
où Mθ′(2, 2) = Mθ′(2) ×(h×h∗)/G(2,1,2) (h × h∗)/G (2, 2, 2). Et on voudrait montrer
que M correspond à un éclatement de Mθ′(2, 2) selon certains points. Commençons
par construire le morphisme en pointillé.
11.3.3 Différents éclatements de (h×h∗)/G(2, 2, 2) selon son lieu singu-
lier
Le lieu singulier de (h × h∗)/G (2, 2, 2) est L = {(a, b, c , a′, b′, c ′) ∈ (h × h∗)/
G (2, 2, 2) tels que (a, b, c) = 0 ou (a′, b′, c ′) = 0}.
Lemme 11.3.1. Le morphisme p envoie un point singulier sur un point singulier.
Preuve. La différentielle des équations de (h × h∗)/G (2, 1, 2) en un point p((a, b, c),
(a′, b′, c ′)) est de la forme

−cc ′ 0 −aa′ −b − b′ ac ′+a′c a + a′ 0 −c − c ′
−aa′ −c − c ′ −bb′ 0 ab′+a′b 0 a + a′ −b − b′
0 0 0 −ab′ − a′b 0 aa′ −cc ′ ac ′+a′c
0 −ac ′−a′c 0 0 0 −bb′ aa′ ab′+a′b
0 −cc ′ 0 −bb′ 0 0 0 2aa′
−cc ′(c+c ′) 0 −cc ′(b+b′) β 2cc ′(a+a′) 2(ac ′+a′c) 0 −4cc ′
−bb′(c+c ′) β −bb′(b+b′) 0 2bb′(a+a′) 0 2(ab′+a′b) −4bb′
−aa′(c+c ′) −4cc ′ −aa′(b+b′) −4bb′ 2aa′(a+a′) ab′+a′b ac ′+a′c γ
ac+a′c ′ 0 ab+a′b′ 0 α −b − b′ −c − c ′ 4(a + a′)

où α = −2aa′+ bc ′ + b′c − 2(a2 + a′2), β = −2aa′− bc ′ − b′c, γ = 2aa′− bc ′ − b′c.
Le point p((a, b, c), (a′, b′, c ′)) est lisse si et seulement si le noyau de cette matrice
est de la même dimension que la variété (h× h∗)/G (2, 1, 2), c’est à dire 4. La matrice
étant symétrique en (a, b, c), (a′, b′, c ′), on peut supposer que (a′, b′, c ′) = 0. Alors la
matrice est de la forme :
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
0 0 0 −b 0 a 0 −c
0 −c 0 0 0 0 a −b
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 −2a2 −b −c 4a

et son noyau est de dimension au moins 5 donc le point p((a, b, c), (0, 0, 0)) est
singulier.
Remarque 11.3.2. Les groupes G (2, 1, 2) et G (2, 2, 2) agissent sur h×h∗ sans aucune
réflexion. Les points lisses des variétés (h × h∗)/G (2, 2, 2) et (h × h∗)/G (2, 1, 2) cor-
respondent donc aux images des points de h× h∗ qui ont un stabilisateur trivial. Or un
point de h×h∗ qui a un stabilisateur trivial sous G (2, 1, 2) a forcément un stabilisateur
trivial sous G (2, 2, 2). On retrouve donc qu’un point lisse de (h × h∗)/G (2, 1, 2) est
l’image par p d’un point lisse de (h× h∗)/G (2, 2, 2).
L’idéal le plus gros qui décrit ce lieu singulier est I =< A,B ,C > · < A′,B ′,C ′ >.
Comme le point fixe de (h × h∗)/G (2, 2, 2) se trouve dans son lieu singulier, on va
chercher à éclater cette variété selon ce lieu.
Définition 11.3.3 ([Har77], p. 163). Soit X une variété, Y une sous-variété de X
décrite par un idéal I de OX . Soit S = ⊕d>0I d , où I d est la puissance d ième de
l’idéal I et I 0 = OX . On peut alors définir X˜ = ProjOX S et cette variété est appelée
l’éclatement de X selon Y (ou selon I ).
Proposition 11.3.4. La variété M est isomorphe à l’éclatement de la variété (h ×
h∗)/G (2, 2, 2) selon l’idéal I =< A,B ,C > · < A′,B ′,C ′ >.
Démonstration. D’après l’exemple 8.2.22, la variété M est décrite par
M = {((a, b, c), (a′, b′, c ′), [α : β : γ : δ]) ∈ (h× h∗)/G (2, 2, 2)× P3(C),
aγ = cα, aδ = cβ, aα = bγ, aβ = bδ, a′δ = c ′γ, a′β = c ′α,
a′α = b′β, a′γ = b′δ, αδ = βγ}.
Calculons l’éclatement M˜ de (h×h∗)/G (2, 2, 2) selon l’idéal I =< AA′,AB ′,AC ′,A′B ,
BB ′,BC ′,A′C ,B ′C ,CC ′ >. Par définition, M˜ = Proj⊕d>0I d . Notons A = C[A,B ,C ,
A′,B ′,C ′]/<A2 − BC ,A′2 − B ′C ′>. Alors on définit un morphisme
ϕ : A[E1, ... ,E9] → S = ⊕d>0I d
E1 7→ BB ′
E2 7→ BC ′
E3 7→ BA′
E4 7→ B ′C
E5 7→ CC ′
E6 7→ CA′
E7 7→ B ′A
E8 7→ C ′A
E9 7→ AA′,
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on calcule son noyau et on obtient
M˜ = {((a, b, c), (a′, b′, c ′), [e1 : · · · : e9]) ∈ (h× h∗)/G (2, 2, 2)× P8(C),
be4 = ae7 = ce1, ae9 = ce3 = be6, a
′e3 = c ′e1 = b′e2,
a′e9 = b′e8 = c ′e7, ae8 = ce2 = be5, a′e6 = c ′e4 = b′e5, b′e3 = a′e1,
be4 = ce1, be7 = ae1, c
′e3 = a′e2, be8 = ae2, be6 = ce3, be9 = ae3,
b′e6 = a′e4, ce7 = ae4, c ′e6 = a′e5, ce8 = ae5, ce9 = ae6, b′e8 = c ′e7,
b′e9 = a′e7, c ′e9 = a′e8, e1e9 = e3e7, e5e9 = e6e8, e1e6 = e7e9 = e3e4,
e1e8 = e3e9 = e2e7, e2e6 = e8e9 = e3e5, e4e8 = e6e9 = e5e7, e
2
3 = e1e2
e29 = e1e5 = e2e4 = e7e8 = e3e6, e
2
8 = e2e5, e
2
6 = e4e5, e
2
7 = e1e4, }.
On peut donc construire un isomorphisme :
Ψ :

M → M˜
((a, b, c), (a′, b′, c ′), [α : β : γ : δ]) 7→ ((a, b, c), (a′, b′, c ′), [α2 : β2 : αβ :
γ2 : δ2 : γδ : αγ : βδ : αδ]).
Ainsi, si l’on montre que Mθ′(2, 2) est aussi un éclatement de (h× h∗)/G (2, 2, 2)
selon un idéal qui décrit le lieu singulier L, alors comme M est l’éclatée selon le plus
gros idéal qui décrit ce lieu, on aura construit un morphisme deM versMθ′(2, 2). Pour
cela, il nous faut une hypothèse que malheureusement, nous n’avons pas pu vérifier,
malgré plusieurs tentatives de décrire la variété Mθ′(2) grâce à des logiciels comme
Magma. On sait déjà que πθ′,0 est un isomorphisme au dessus de l’ouvert lisse de
(h × h∗)/G (2, 1, 2) qui est contenu dans p(Lc) d’après le lemme 11.3.1, mais par la
suite, on supposera que :
Hypothèse (H). Le morphisme πθ′,0 : Mθ′(2) −→ (h × h∗)/G (2, 1, 2) est un
isomorphisme au-dessus de p(Lc).
A priori, cette hypothèse peut paraître fantaisiste car on ne voit pas de lien entre πθ′,0,
p et L. Mais ce lien existe car le paramètre θ′ est fixé par le groupe G (2, 2, 2).
Sous l’hypothèse (H), le morphisme p2 : Mθ′(2, 2) −→ (h× h∗)/G (2, 2, 2) est
aussi un isomorphisme au dessus de l’ouvert lisse car si x ∈ Lc , alors il existe un unique
m ∈Mθ′(n) tel que πθ′,0(m) = p(x) et donc p2(m, x) = x . De plus, il est projectif car
p (qui est fini) et πθ′,0 sont projectifs. Donc d’après [Har77, 7.17],
Proposition 11.3.5. Sous l’hypothèse (H), Mθ′(2, 2) peut être vue comme un écla-
tement de (h× h∗)/G (2, 2, 2) selon un idéal J.
Corollaire 11.3.6. Sous l’hypothèse (H), il existe un morphisme de variétés Φ : M −→
Mθ′(2, 2), qui est surjectif, projectif et C∗-équivariant.
Démonstration du corollaire. L’existence de Φ vient du fait que l’on peut faire le choix
J ⊂ I car les variétés sont isomorphes au-dessus de l’ouvert lisse. De plus, Φ est tel
que le diagramme
M
π ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
Φ //Mθ′(2, 2)
p2vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
(h× h∗)/G (2, 2, 2)
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commute. Et donc, comme π et p2 sont projectifs, Φ l’est aussi. Il est donc fermé et
comme son image contient un ouvert et queMθ′(2, 2) est irréductible, il est surjectif.
Enfin, la variété M est munie de l’action de C∗ issue du produit des deux actions et le
morphisme π est C∗-équivariant et donc Φ l’est aussi par commutativité du diagramme
et parce que l’on quotiente par un idéal homogène.
11.3.4 Isomorphisme entre M/C2 et Mθ′(2)
Les variétésM/C2 etMθ′(2) vivent toutes les deux au-dessus de (h×h∗)/G (2, 1, 2)
et ont chacune trois points fixes sous l’action de C∗. En effet, la variété M a quatre
points fixes m1 = ((0, 0, 0), (0, 0, 0, 0), [1 : 0 : 0 : 0]), m2 = ((0, 0, 0), (0, 0, 0, 0), [0 :
1 : 0 : 0]), m3 = ((0, 0, 0), (0, 0, 0, 0), [0 : 0 : 1 : 0]) et m4 = ((0, 0, 0), (0, 0, 0, 0), [0 :
0 : 0 : 1]) et l’action de C2, qui consiste à permuter β et γ sur la partie projective,
échange les points m2 et m3. On va donc chercher à montrer que ces deux variétés
sont isomorphes.
Proposition 11.3.7. Sous l’hypothèse (H), il existe un isomorphisme Φ˜ : M/C2 −→
Mθ′(2, 2)/C2 ≃Mθ′(2) qui est C∗-équivariant et projectif.
Démonstration. On vient de construire un morphisme Φ : M−→Mθ′(2, 2) qui est
C∗-équivariant et projectif. Le morphisme
Φ˜ : M/C2 −→Mθ′(2, 2)/C2 ≃Mθ′(2)
a donc les mêmes propriétés. De plus, par construction Φ est un isomorphisme au
dessus de Lc et donc
Lemme 11.3.8. Φ˜ est un isomorphisme au-dessus de p(Lc).
Preuve. On a le diagramme commutatif suivant :
M
p¯

Φ //
π ((PP
PPP
PPP
PPP
PPP
Mθ′(2, 2)
p2vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
p1

(h× h∗)/G (2, 2, 2)
M/C2
Φ˜
//Mθ′(2)
Or Φ est un isomorphisme entre π−1(Lc) et p−12 (Lc), on a donc le diagramme :
π−1(Lc)
Φ
∼ //

p−12 (Lc)

p¯(π−1(Lc)) Φ˜ //
π¯ &&▲▲
▲▲
▲▲
▲▲
▲▲
p1(p
−1
2 (Lc))
πθ′,0xxqqq
qqq
qqq
q
p(Lc)
Montrons que Φ˜|p¯(π−1(Lc)), que l’on note encore Φ˜, est un isomorphisme sur p1(p
−1
2
(Lc)). Soient m ∈ p1(p−12 (Lc)) et x ∈ Lc tel que πθ′,0(m) = p(x). Alors m = p1(m, x)
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et il existe un unique z ∈ π−1(Lc) tel que Φ(z) = (m, x). Alors Φ˜(p¯(z)) = π ◦Φ(z) =
m. Ici z n’est pas uniquement déterminé par m car il dépend de x . Mais si l’on prend un
autre x ′ tel que πθ′,0(m) = p(x) = p(x ′), alors le z ′ correspondant au couple (m, x ′)
vérifiera p¯(z ′) = p¯(z) car les morphismes commutent avec les actions de C2. Ainsi
p¯(z) est déterminé de manière unique par m et Φ˜ est un isomorphisme au dessus de
p(Lc).
Donc, comme l’ouvert lisse de (h × h∗)/G (2, 1, 2), que l’on note V , est inclus dans
p(Lc), Φ˜ est un isomorphisme au-dessus de V . Mais π−1θ′,0(V ) est dense dans la variété
irréductible Mθ′(2) donc Φ˜ est surjectif. Il reste donc à montrer que Φ˜ est injectif
au dessus de p(L) qui est inclus dans (h × {0})/G (2, 1, 2) ∪ ({0} × h∗)/G (2, 1, 2).
Commençons d’abord par regarder les C∗-points fixes.
Lemme 11.3.9. Φ˜ met en bijection les points fixes de ces deux variétés.
Preuve. Soient x ∈ (Mθ′(2))C∗ et z ∈ Φ˜−1(x). Sachant que Φ˜ est un morphisme
projectif, cette variété est projective et donc limη→0 η ·z existe et appartient à Φ˜−1(x).
Donc Φ˜−1(x) contient un point fixe et comme les deux variétés ont le même nombre
de points fixes, elle n’en contient qu’un.
Supposons maintenant que Φ˜−1(x) contienne un point z qui n’est pas fixe, alors Φ˜−1(x)
va contenir toute la droite {η · z , η ∈ C∗} et donc les deux limites limη→0 η · z et
limη→+∞ η · z . Mais si z n’est pas fixe alors ces deux limites sont différentes. On peut
le voir en plongeant la variété projective dans PN(C) et l’action de C∗ sera alors de la
forme η · (x0 : · · · : xN) = (ηw0x0 : · · · : ηwN xN), avec w0 6 · · · 6 wN car c’est la seule
façon de plonger C∗ dans PGLN(C). Et on peut montrer, en étudiant les points fixes
sous cette action (cf. exemple 3.2.2), que si z = (x0 : · · · : xN) n’est pas fixe alors il
existe i < j tels que xixj 6= 0 et limη→0 η · z = (0 : · · · : 0 : xi : yi+1 : · · · : yj−1 :
0 · · · : 0) 6= limη→+∞ η · z = (0 : · · · : 0 : zi+1 : · · · : zj−1 : xj : 0 : · · · : 0). Mais alors
Φ˜−1(x) contiendrait deux points fixes distincts, ce qui n’est pas possible. Donc Φ˜−1(x)
est réduit à un seul point qui est fixe et Φ˜ met en bijection les trois points fixes.
Soit maintenant x ∈ π−1θ′,0(p(L)) qui est non fixe, on va montrer que la fibre Φ˜−1(x) est
finie et on pourra conclure par normalité des deux variétés. Supposons que dim Φ˜−1(x) >
1 alors, comme x ∈ π−1θ′,0 ((h× {0})/G (2, 1, 2) ∪ ({0} × h∗)/G (2, 1, 2)), par les mêmes
arguments que pour la variété Zθ(n) au paragraphe 9.2.3, une des deux limites limη→0 η·
x et limη→+∞ η·x va exister et va appartenir au fermé F = {z ∈Mθ′(2), dim Φ˜−1(z) >
1} (cf. corollaire 10.3 du chapitre AG de [Bor91]). Or cette limite est un point fixe
donc ceci contredit le lemme 11.3.9.
11.3.5 M est la normalisation de Mθ′(2, 2)
Définition 11.3.10. Soit X une variété. Pour un ouvert affine U = Specm(A) de X ,
on note A¯ la cloture intégrale de A dans son corps des fractions et U¯ = Specm(A¯).
Alors on peut recoller tous les ouverts U¯ (cf. [Har77, p. 91]) pour obtenir une variété
X¯ qui est normale. Elle est appelée la normalisation de X .
Théorème 11.3.11. Sous l’hypothèse (H), la variété M est la normalisation de la
variété Mθ′(2, 2).
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Démonstration. D’après la proposition 11.3.7 et la définition deMθ′(2, 2), il suffit de
montrer que M est la normalisation de (M/C2) ×(h×h∗)/G(2,1,2) (h × h∗)/G (2, 2, 2).
On a le diagramme suivant :
M
p¯
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
Φ
tt❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤
(M/C2)×(h×h∗)/G(2,1,2) (h× h∗)/G (2, 2, 2)] p¯1 //
p¯2

M/C2
π¯

(h× h∗)/G (2, 2, 2)
p
// (h× h∗)/G (2, 1, 2)
Le morphisme p étant de degré 2, p¯1 l’est aussi. Et donc, si, localement, on note A
l’anneau correspondant àM/C2, B celui correspondant à (M/C2)×(h×h∗)/G(2,1,2) (h×
h∗)/G (2, 2, 2) et C celui deM, alors FracB et FracC sont des extensions de degré 2 de
Frac(A). Mais comme Φ est surjectif, on a B ⊂ C et donc Frac(B) = Frac(C). Sachant
queM est normale, C est intégralement clos, on a donc B ⊂ C ⊂ Frac(B) = Frac(C),
qui implique B¯ ⊂ C . Montrons l’autre inclusion : si x ∈ C , alors x ∈ Frac(B), or
P =
∏
σ∈C2(X − σ · x) ∈ CC2 [X ] = A[X ] ⊂ B [X ] et p(x) = 0 donc x est entier sur B
et B¯ = C .
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ANNEXE A
Description des bébés modules de Verma pour G(2, 1, 2)
A.1 Algèbre de Cherednik associée à G(2, 1, 2)
Le groupe W = G (2, 1, 2) agit naturellement sur l’espace vectoriel h = C2 et il est
engendré par les matrices s =
(
0 1
1 0
)
et t =
(
0 1
−1 0
)
. L’ensemble des réflexions de
W est partitionné en deux classes de conjugaison SW = {s, st2} ⊔ {st, st3}.
On considère (x1, x2) la base canonique de h∗ et (y1, y2) sa base antéduale.
L’algèbre de Cherednik associée à W et aux paramètres t = 0 et h = (h,H1) ∈ Q2 est
l’espace Hh := Hh(W ) = C[h]⊗C CW ⊗C C[h∗] quotienté par les relations :
x1x2 = x2x1
y1y2 = y2y1
x1y1 − y1x1 = h(s + st2)− 2H1st
x2y2 − y2x2 = h(s + st2)− 2H1st3
x1y2 − y2x1 = h(st2 − s)
x2y1 − y1x2 = h(st2 − s)
(A.1)
et les relations
{
wx = w(x)w
wy = w(y)w
∀w ∈W , x ∈ h∗ et y ∈ h.
A.2 Algèbre des invariants
L’algèbre C[h] est constituée de polynômes en les élements de h∗, on a donc C[h] =
C[x1, x2]. De plus, le groupe W agit sur C[h] par les formules
s(x1) = x2
s(x2) = x1
t(x1) = −x2
t(x2) = x1
on a donc C[h]W = C[x21 + x
2
2 , x
2
1x
2
2 ].
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De plus on sait par le théorème de Chevalley-Shephard-Todd (théorème 4.1.5) que
C[h]coW est une algèbre de dimension |W | = 8. C’est une algèbre Z-graduée donc elle
a un nombre fini de composantes homogènes et d’après [Che55], le polynôme :∑
i>0
(dimCC[h]coWi )t
i
est de degré |SW | = 4 donc il n’y a pas d’éléments de degré supérieur ou égal à 5 dans
cette algèbre.
Les éléments de degré 0 constituent le CW -module C.
Comme s et t échangent Cx1 et Cx2, les éléments de degré 1 constituent le CW -
module Cx1 ⊕ Cx2.
Concernant les éléments de degré 2 dans C[h]coW on a les classes de x21 , de x
2
2 et de
x1x2 mais Cx1x2 et C(x21 − x22 ) sont stables par l’action de W et comme x21 + x22 =
0, on obtient deux CW -modules correspondant aux éléments de degré 2 : Cx1x2 et
C(x21 − x22 ).
Les éléments de degré 3 dans C[h]coW sont les combinaisons linéaires de x31 , x
2
1x2, x1x
2
2
et x32 . Mais x
2
1 x2+ x
3
2 = x2(x
2
1 + x
2
2 ) = 0 et x1x
2
2 + x
3
1 = 0 et comme s et t échangent
Cx31 et Cx
3
2 , on a un CW -module Cx
3
1 ⊕ Cx32 .
Dans la composante de degré 4 on a

x21x
2
2 = 0
x41 − x42 = (x21 − x22 )(x21 + x22 ) = 0
x41 + x
4
2 = (x
2
1 + x
2
2 )
2 − 2x21x22 = 0
x31x2 + x1x
3
2 = x1x2(x
2
1 + x
2
2 ) = 0
donc les éléments de degré 4 constituent le CW -module C(x1x32 − x31x2).
On a donc, par filtration des degrés :
C[h]coW = C⊕ [Cx1 ⊕ Cx2]⊕C(x1x2)⊕C(x21 − x22 )⊕
[
Cx31 ⊕ Cx32
]⊕C(x1x32 − x31x2).
(A.2)
A.3 Caractères irréductibles de G(2, 1, 2)
Les CW -modules simples sont paramétrés par les 2-partitions de 2. Or |P(2, 2)| =
5, le groupeW a donc 5 caractères irréductibles : χ(2;∅), χ(∅;2), χ(11;∅), χ(∅;11) et χ(1;1).
De plus, W est le groupe diédral D4 à 8 éléments et il a 4 caractères irréductibles qui
correspondent à des représentations de dimension 1 et un caractère correspondant à
une représentation V de dimension 2 :
1 −1 st s t
1 1 1 1 1 1
ǫ 1 1 −1 −1 1
γ 1 1 −1 1 −1
ǫγ 1 1 1 −1 −1
χV 2 −2 0 0 0
Avec les notations de l’exemple 7.1.9, on voit que 1 = ǫ1 = χ(2;∅), ǫ = ǫ˜2 = χ(∅;11),
γ = ǫ2 = χ(∅;2), ǫγ = ǫ˜1 = χ(11;∅) et donc χV = χ(1;1).
On sait d’après le théorème de Chevalley que C[h]coW est isomorphe à la représen-
tation régulière donc sa décomposition en somme directe de CW -modules simples
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voit apparaître tous les modules simples correspondant à ces caractères. On peut
donc identifier les représentations irréductibles dans l’égalité (A.2) : le CW -module
C correspond bien entendu au caractère 1 (on le notera maintenant C1). Le carac-
tère ǫ envoie s sur −1 et t sur 1, de plus on a s(x1x32 − x31x2) = −(x1x32 − x31 x2) et
t(x1x
3
2 − x31x2) = (x1x32 − x31x2) donc Cǫ = C(x1x32 − x31x2). On a de la même façon
Cγ = C(x1x2), Cǫγ = C(x21 − x22 ) et V = Cx1 ⊕Cx2 ≃ Cx31 ⊕Cx32 . La décomposition
de la représentation régulière est donc :
C[h]coW = C1 ⊕ V ⊕ Cγ ⊕ Cǫγ ⊕ V ⊕ Cǫ.
Cette écriture de l’algèbre des invariants va nous aider à calculer les bébés modules de
Verma.
A.4 Description des bébés modules de Verma
Chaque CW -module irréductible S permet de définir un Hh-module :
Mh(S) = Hh ⊗H−
h
S ,
où H−h est la sous algèbre de Hh isomorphe à CW ⊗C C[h∗]coW . Le C-espace vectoriel
Mh(S) est isomorphe à C[h]coW ⊗C S et il est de dimension 8dimCS .
On va maintenant décrire les 5 bébés modules de Verma correspondant aux carac-
tères irréductibles de W ainsi que leur unique quotient simple Lh(S) et déterminer la
matrice de décomposition de W .
Commençons par décrire Mh(γ), on a :
Mh(γ) = C[h]coW ⊗C Cγ
= (C1 ⊕ V [1]⊕ Cγ ⊕ Cǫγ ⊕ V [1]⊕ Cǫ)⊗Cγ
= (C1 ⊗ Cγ)⊕ (V [1]⊗ Cγ)⊕ (Cγ ⊗ Cγ)⊕ (Cǫγ ⊗ Cγ)⊕ (V ⊗ Cγ)
⊕(Cǫ ⊗ Cγ)
Or le caractère associé à la représentation C1⊗Cγ est 1·γ = γ donc C1⊗Cγ = Cγ , on
a aussi χV ·γ = χV donc V ⊗Cγ = V , γ ·γ = 1 donc Cγ⊗Cγ = C1 et Cǫγ⊗Cγ = Cǫ
et enfin Cǫ ⊗ Cγ = Cǫγ . Ainsi, en tenant compte des degrés, on obtient :
M(γ) = Cγ ⊕ V [1]⊕ (Cǫ ⊕ C1)[2]⊕ V [3]⊕ Cǫγ [4].
Par les mêmes considérations, on a :
Mh(ǫγ) = Cǫγ ⊕ V [1]⊕ (C1 ⊕ Cǫ)[2]⊕ V [3]⊕ Cγ[4]
Mh(ǫ) = Cǫ ⊕ V [1]⊕ (Cγ ⊕ Cǫγ)[2]⊕ V [3]⊕ C1[4]
Mh(1) = C1 ⊕ V [1]⊕ (Cǫγ ⊕ Cγ)[2]⊕ V [3]⊕ Cǫ[4]
Mh(V ) = V ⊕ (C1 ⊕ Cǫ ⊕ Cǫγ ⊕ Cγ)[1]⊕ (V ⊕ V )[2]
⊕(C1 ⊕ Cǫ ⊕ Cǫγ ⊕ Cγ)[3]⊕ V [4]
Les facteurs qui apparaissent dans ces sommes ne sont pas des sous modules, pour
étudier les sous modules des bébés modules de Verma, et donc leur unique quotient
simple, on a besoin de déterminer des bases adéquates de ces espaces vectoriels.
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A.5 Bases des bébés modules de Verma
A.5.1 Mh(1)
Par définition, on a Mh(1) = C[h]coW ⊗C C1 où C1 est un H−h -module engendré
par un élément v1, l’action de H
−
h étant définie par :

s · v1 = v1
t · v1 = v1
yi · v1 = 0
Ainsi, d’après l’égalité (A.2) l’espace vectoriel Mh(1) a pour base sur C :
e11 = 1⊗H−
h
v1, e12 = x1⊗H−
h
v1, e13 = x2⊗H−
h
v1, e14 = (x
2
1−x22 )⊗H−
h
v1, e15 = x1x2⊗H−
h
v1,
e16 = x
3
1 ⊗H−
h
v1, e17 = x
3
2 ⊗H−
h
v1, e18 = x1x2(x
2
1 − x22 )⊗H−
h
v1.
On cherche à déterminer l’unique quotient simple deMh(1), on va donc chercher le plus
grand sous-espace stable par l’action de Hh en déterminant les matrices correspondant
à l’action de s, t, x1, x2, y1 et y2 sur la base (e11 , ... , e
1
8). Après calculs on obtient :
Mate1(s) =

1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 −1

Mate1(t) =

1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 1

Mate1(x1) =

0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 12 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 2 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 0 −12 0

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Mate1(x2) =

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 −12 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 −2 0 0 0 0
0 0 0 0 0 12 0 0

Remarque A.5.1. Les éléments x1 et x2 agissent par multiplication à gauche sur la
partie C[h] des éléments, les matrices correspondant à leur action sur la base eχ seront
donc égales quelque soit χ caractère irréductible de dimension 1.
Pour ce qui est de l’action de s et t, les matrices seront aussi égales à un facteur
±1 près, suivant l’action de ces éléments sur vχ. Tandis que les actions de y1 et y2
varieront selon χ.
Mate1(y1) =

0 −2(h −H1) 0 0 0 0 0 0
0 0 0 −4h 0 0 0 0
0 0 0 0 2H1 0 0 0
0 0 0 0 0 H1 0 0
0 0 0 0 0 0 2h 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 4(h − H1)
0 0 0 0 0 0 0 0

Mate1(y2) =

0 0 −2(h− H1) 0 0 0 0 0
0 0 0 0 2H1 0 0 0
0 0 0 4h 0 0 0 0
0 0 0 0 0 0 −H1 0
0 0 0 0 0 2h 0 0
0 0 0 0 0 0 0 −4(h− H1)
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

A.5.2 Mh(ǫ)
Par définition, on a M(ǫ) = C[h]coW ⊗C Cǫ où Cǫ est un H−h -module engendré par
un élément vǫ, l’action de H
−
h
étant définie par :
s · vǫ = −vǫ
t · vǫ = vǫ
yi · vǫ = 0
Mh(ǫ) a pour base sur C : eǫ1 = 1 ⊗H−
h
vǫ, eǫ2 = x1 ⊗H−
h
vǫ, eǫ3 = x2 ⊗H−
h
vǫ,
eǫ4 = (x
2
1 − x22 ) ⊗H−
h
vǫ, eǫ5 = x1x2 ⊗H−
h
vǫ, eǫ6 = x
3
1 ⊗H−
h
vǫ, eǫ7 = x
3
2 ⊗H−
h
vǫ,
eǫ8 = x1x2(x
2
1 − x22 )⊗H−
h
vǫ.
Pour le caractère irréductible ǫ, on a Mateǫ(s) = −Mate1(s) et Mateǫ(t) =Mate1(t).
Concernant l’action de C[h∗] on a les matrices suivantes :
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Mateǫ(y1) =

0 2(h− H1) 0 0 0 0 0 0
0 0 0 4h 0 0 0 0
0 0 0 0 −2H1 0 0 0
0 0 0 0 0 −H1 0 0
0 0 0 0 0 0 −2h 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −4(h − H1)
0 0 0 0 0 0 0 0

Mateǫ(y2) =

0 0 2(h− H1) 0 0 0 0 0
0 0 0 0 −2H1 0 0 0
0 0 0 −4h 0 0 0 0
0 0 0 0 0 0 H1 0
0 0 0 0 0 −2h 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 4(h − H1)
0 0 0 0 0 0 0 0

A.5.3 Mh(γ)
En utilisant les mêmes notations que pour les deux cas précédents on définit
une base (eγ1 , ... , e
γ
8 ) du C-espace vectoriel Mh(γ) et on a Mateγ (s) =Mate1(s) et
Mateγ (t) = −Mate1(t). En ce qui concerne l’action des éléments y1 et y2, on obtient :
Mateγ (y1) =

0 −2(h +H1) 0 0 0 0 0 0
0 0 0 −4h 0 0 0 0
0 0 0 0 −2H1 0 0 0
0 0 0 0 0 −H1 0 0
0 0 0 0 0 0 2h 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 4(h + H1)
0 0 0 0 0 0 0 0

Mateγ (y2) =

0 0 −2(h + H1) 0 0 0 0 0
0 0 0 0 −2H1 0 0 0
0 0 0 4h 0 0 0 0
0 0 0 0 0 0 H1 0
0 0 0 0 0 2h 0 0
0 0 0 0 0 0 0 −4(h + H1)
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

A.5.4 Mh(ǫγ)
On définit toujours de la même manière la base (eǫγ1 , ... , e
ǫγ
8 ) et après calculs on
obtient Mateǫγ (s) = −Mate1(s) et Mateǫγ (t) = −Mate1(t) et
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Mateǫγ (y1) =

0 2(h + H1) 0 0 0 0 0 0
0 0 0 4h 0 0 0 0
0 0 0 0 2H1 0 0 0
0 0 0 0 0 H1 0 0
0 0 0 0 0 0 −2h 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −4(h + H1)
0 0 0 0 0 0 0 0

Mateǫγ(y2) =

0 0 2(h+ H1) 0 0 0 0 0
0 0 0 0 2H1 0 0 0
0 0 0 −4h 0 0 0 0
0 0 0 0 0 0 −H1 0
0 0 0 0 0 −2h 0 0
0 0 0 0 0 0 0 4(h+ H1)
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

A.5.5 Mh(V )
Dans ce cas plus compliqué que les autres, on va construire une base pour la
filtration par le degré pour simplifier l’écriture des matrices. Comme V est de dimension
2, il est engendré par deux éléments vV et wV qui vérifient :
s · vV = wV
t · vV = −wV
yi · vV = 0
et

s · wV = vV
t · wV = −vV
yi · wV = 0
Le C-espace vectoriel Mh(V ) est donc de dimension 16 et a pour base :
f1 = 1⊗ vV , f2 = 1⊗ wV ,
f3 = x1 ⊗ vV + x2 ⊗ wV , f4 = x2 ⊗ vV − x1 ⊗ wV , f5 = x2 ⊗ vV + x1 ⊗ wV ,
f6 = x1 ⊗ vV − x2 ⊗ wV ,
f7 =
1
2(x
2
1 − x22 ) ⊗ vV + x1x2 ⊗ wV , f8 = 12(x21 − x22 ) ⊗ wV − x1x2 ⊗ vV , f9 =
1
2(x
2
1 − x22 )⊗ vV − x1x2 ⊗ wV , f10 = 12(x21 − x22 )⊗ wV + x1x2 ⊗ vV ,
f11 = x
3
1 ⊗ vV + x32 ⊗ wV , f12 = x31 ⊗ wV − x32 ⊗ vV , f13 = x31 ⊗ wV + x32 ⊗ vV ,
f14 = x
3
1 ⊗ vV − x32 ⊗ wV ,
f15 =
1
2x1x2(x
2
1 − x22 )⊗ vV et f16 = 12x1x2(x21 − x22 )⊗ wV .
On a alors :
175
ANNEXE A. DESCRIPTION DES BÉBÉS MODULES DE VERMA POUR
G (2, 1, 2)
Matf (s) =
1
1
1
−1
1
−1
−1
−1
−1
−1
1
−1
1
−1
−1
−1

Matf (t) =
1
−1
1
1
−1
−1
−1
1
−1
−1
1
−1
1
−1
1
−1

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Matf (x1) =
0 0
0 0
1
2
−12
1
2
1
2
1
−1
1
1
1
1
1
1
1 −1
−1 1
0 0
0 0

Matf (x2) =
0 0
0 0
1
2
1
2
1
2
−12
−1
−1
−1
1
−1
1
−1
1
1 1
1 1
0 0
0 0

L’action de y1 est donnée par : y1f1 = y1f2 = 0, y1f3 = 2(h−H1)f1, y1f4 = 2(h−H1)f2,
y1f5 = 2(h + H1)f2, y1f6 = −2(h + H1)f1, y1f7 = (h − H1)(f6 − f3), y1f8 = −(h −
H1)(f4 + f5), y1f9 = −(h + H1)(f3 − f6), y1f10 = −(h + H1)(f4 + f5), y1f11 = y1f14 =
−H1(x21 − x22 )⊗ vV − 2hx1x2⊗wV , y1f12 = y1f13 = H1(x21 − x22 )⊗wV − 2hx1x2⊗ vV ,
y1f15 = 2hx
3
1 ⊗ wV + 2H1x32 ⊗ vV et y1f16 = 2hx31 ⊗ vV − 2H1x32 ⊗ wV .
Et celle de y2 par : y2f1 = y2f2 = 0, y2f3 = 2(h − H1)f2, y2f4 = −2(h − H1)f1,
y2f5 = −2(h + H1)f1, y2f6 = 2(h + H1)f2, y2f7 = (h − H1)(f5 − f4), y2f8 = (h −
H1)(f3 + f6), y2f9 = (h + H1)(f5 − f4), y2f10 = (h + H1)(f6 + f3), y2f11 = −y2f14 =
H1(x
2
1 − x22 )⊗wV − 2hx1x2⊗ vV , y2f12 = −y2f13 = H1(x21 − x22 )⊗ vV +2hx1x2⊗wV ,
y2f15 = −2hx32 ⊗ wV + 2H1x31 ⊗ vV et y2f16 = −2hx32 ⊗ vV − 2H1x31 ⊗ wV .
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A.6 Sur les murs h = H1 6= 0 et h = −H1 6= 0
Si l’on suppose plus généralement h et H1 6= 0, on voit, d’après le paragraphe
A.5, que les modules Mh(1) et Mh(ǫ) ont des sous-espaces stables si et seulement si
h = H1. Dans ce cas, Mh(1) admet un sous-espace stable de dimension 1 engendré
par e18 et un sous-espace stable de dimension 7 engendré par e
1
2 , ... , e
1
8 . On le note
Nh(1), c’est l’unique sous-module maximal de Mh(1) et on a Lh(1) = Mh(1)/N(1). Et
Mh(ǫ) a un sous-espace stable de dimension 1 engendré par eǫ8 et un sous-espace stable
de dimension 7 engendré par eǫ2, ... , e
ǫ
8. On le note Nh(ǫ), c’est l’unique sous-module
maximal de Mh(ǫ) et on a Lh(ǫ) = Mh(ǫ)/Nh(ǫ).
De même Mh(γ) et Mh(ǫγ) ont des sous-espaces stables si et seulement si h =
−H1. Dans ce cas,Mh(γ) a deux sous-espaces stables< eγ8 > et Nh(γ) =< eγ2 , ... , eγ8 >
qui est de dimension 7 donc maximal, ce qui donne Lh(γ) = Mh(γ)/Nh(γ). Et Mh(ǫγ)
a deux sous-espaces stables < eǫγ8 > et Nh(ǫγ) =< e
ǫγ
2 , ... , e
ǫγ
8 > qui est de dimension
7 donc maximal, ce qui donne Lh(ǫγ) = Mh(ǫγ)/Nh(ǫγ).
On voit qu’on a deux cas symétriques h = H1 et h = −H1, pour faciliter les calculs,
on va maintenant supposer h = −H1 6= 0, on comprend facilement que les résultats
seront semblables dans le cas symétrique.
D’après ce que l’on vient de voir, les modules Mh(1) et Mh(ǫ) sont simples donc
Lh(1) = Mh(1) et Lh(ǫ) = Mh(ǫ) sont de dimension 8. Le module Mh(γ) (respec-
tivement Mh(ǫγ)) a un unique sous module simple Sh(γ) (respectivement Sh(ǫγ))
de dimension 1 qui est inclus dans un unique sous module maximal Nh(γ) (respec-
tivement Nh(ǫγ)) de dimension 7 tel que Lh(γ) = Mh(γ)/Nh(γ) (respectivement
Lh(ǫγ) = Mh(ǫγ)/Nh(ǫγ)) est de dimension 1. On a décrit les générateurs de ces mo-
dules et en comparant leur structure on voit que Sh(γ) ≃ Lh(ǫγ) et Sh(ǫγ) ≃ Lh(γ).
On a donc
Lh(γ) ≃ Cǫγ et Lh(ǫγ) ≃ Cǫ.
Afin d’étudier les sous-modules de Mh(V ), on va réécrire les matrices des actions
de y1 et de y2 sur la base f .
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Matf (y1) =
0 0
0 0
4h
4h
0 0
0 0
−2h
−2h
2h
2h
0 0
0 0
2h 2h
−2h −2h
2h
2h

Matf (y2) =
0 0
0 0
−4h
4h
0 0
0 0
2h
−2h
2h
2h
0 0
0 0
−2h 2h
−2h 2h
−2h
2h

Étudions maintenant les sous-espaces stables par les six actions, Mh(V ) a :
• un sous-module Sh(V ) =< f9, f10, f11, f12, f15, f16 > de dimension 6
• quatre sous-modules de dimension 7
• quatre sous-modules de dimension 8
• quatre sous-modules de dimension 9
• et un sous-moduleNh(V ) =< f5, f6, f9, f10, f11, f12, f13, f14, f15, f16 > de dimension
10.
Nh(V ) est donc l’unique sous-module maximal de Mh(V ) et Lh(V ) = Mh(V )/Nh(V )
est donc de dimension 6. Tous les sous-modules de Mh(V ) contiennent Sh(V ), c’est
donc le seul sous module simple de Mh(V ). Donc, sachant que IrrHh = {Lh(S), S ∈
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IrrW }, et que Lh(V ) est le seul de dimension 6, Sh(V ) est isomorphe à Lh(V ) et
Lh(V ) ≃ V ⊕ (C1 ⊕ Cǫ)⊕ V .
Déterminons maintenant les suites de composition des bébés modules de Verma en
fonction des Lh(S).
Le module Mh(1) (resp Mh(ǫ)) étant simple, sa suite de composition n’est consti-
tuée que d’un élement Lh(1) (resp Lh(ǫ)).
Nh(γ)/Sh(γ) est un module de dimension 6 et on peut montrer qu’il est isomorphe
à Lh(V ), de même pour ǫγ.
La suite de composition deMh(γ) est donc Sh(γ) ⊂ Nh(γ) ⊂ Mh(γ) et ses facteurs
de composition sont Lh(ǫγ), Lh(V ) et Lh(γ).
De même, la suite de composition de Mh(ǫγ) est Sh(ǫγ) ⊂ Nh(ǫγ) ⊂ Mh(ǫγ) et
ses facteurs de composition sont Lh(γ), Lh(V ) et Lh(ǫγ).
Concernant Mh(V ), on peut montrer que sa suite de composition est
0 ⊂ Sh(V ) ⊂ N7(V ) ⊂ N8(V ) ⊂ N9(V ) ⊂ Nh(V ) ⊂ Mh(V )
où N7(V ) est un des sous modules de dimension 7 qui vérifie N7(V )/Sh(V ) ≃ Lh(γ),
N8(V ) est un des sous modules de dimension 8 qui vérifie N8(V )/N7(V ) ≃ Lh(ǫγ),
N9(V ) est un des sous modules de dimension 9 qui vérifie N9(V )/N8(V ) ≃ Lh(γ) et
Nh(V ) vérifie Nh(V )/N9(V ) ≃ Lh(γ) et Mh(V )/Nh(V ) = Lh(V ).
Les facteurs de composition de Mh(V ) sont donc Lh(V ), Lh(ǫγ) et Lh(γ) et ils appa-
raissent chacun deux fois dans la suite de composition de Mh(V ).
On obtient donc la matrice de décomposition suivante :
Mh(1) Mh(ǫγ) Mh(γ) Mh(V ) Mh(ǫ)
Lh(1) 1 0 0 0 0
Lh(ǫγ) 0 1 1 2 0
Lh(γ) 0 1 1 2 0
Lh(V ) 0 1 1 2 0
Lh(ǫ) 0 0 0 0 1
et les blocs de Hh pour la partition de Calogero-Moser sont :
Irr Hh = {Lh(1)}
⊔{Lh(ǫγ), Lh(γ), Lh(V )}⊔{Lh(ǫ)}.
A.7 Sur le mur H1 = 0 et h 6= 0
D’après les calculs faits au paragraphe A.5.5, on montre que, pour H1 = 0 et h 6= 0,
les matrices des actions de y1 et y2 sur la base f de Mh(V ) sont de la forme :
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Matf (y1) =
0 0
0 0
2h −2h
2h 2h
−h −h
−h −h
−h −h
h h
−h −h
h h
h h
−h −h
h
h
h
h

Matf (y2) =
0 0
0 0
−2h −2h
2h 2h
h h
−h −h
h h
h h
h −h
h −h
−h h
−h h
−h
h
−h
h

On montre alors que, dans ce cas, les modules Mh(γ), Mh(1), Mh(ǫγ) et Mh(ǫ)
ont chacun un unique sous module qui est de dimension 4 noté respectivement Nh(γ),
Nh(1), Nh(ǫγ) et Nh(ǫ). On peut montrer aussi que Nh(γ) ≃ Lh(1), Nh(1) ≃ Lh(γ),
Nh(ǫγ) ≃ Lh(ǫ) et Nh(ǫ) ≃ Lh(ǫγ).
Quant au module Mh(V ), il n’a aussi qu’un seul sous module qui est de dimension
8, il est donc isomorphe à Lh(V ) pour des raisons de dimension.
L’algèbre Hh a donc trois blocs :
Irr Hh = {Lh(γ), Lh(1)} ⊔ {Lh(ǫγ), Lh(ǫ)} ⊔ {Lh(V )}
et la partition de Calogero-Moser de P(2, 2) associée est :
{(2; ∅), (∅; 2)} ⊔ {(11; ∅), (∅; 11)} ⊔ {(1; 1)}.
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ANNEXE B
Application moment µC
Dans cette annexe, on va démontrer le deuxième point de la proposition 8.1.3.
Remarque B.0.1. Pour bien comprendre [X,Y], il faut voir X et Y comme des ap-
plications linéaires de
ℓ−1⊕
i=0
Cdi dans
ℓ−1⊕
i=0
Cdi et [X,Y] comme l’application XY − YX.
Donc [X,Y] = (Xi−1Yi−1 − YiXi )06i6ℓ−1 en considérant les indices modulo ℓ.
Démonstration. Commençons par remarquer que ωR est fixe sous l’action de U(d) et
ωC est fixe sous celle de G(d) puis notons mC l’application mC(X,Y; v ,w) = [X,Y] +
vw . Pour montrer que µC = mC, on doit montrer que mC est G(d)-invariante et que
pour tout z dans R(d′), u dans Lie(G(d)) et h dans l’espace tangent de R(d′) en z ,
d < mC(z), u > ·h = ωC(u∗z , h) = ωC(z , uh)
où uh =
d
dt |t=0(exp(tu) · h).
Montrons que mC est G(d)-invariante i.e. que mC(g · z) = g · mC(z). Soit g =
(g0, ... , gℓ−1) et z = (X,Y; v ,w),
mC(g · z) = (giXi−1g−1i−1gi−1Yi−1g−1i − giYig−1i+1gi+1Xig−1i )06i6ℓ−1 + g0vwg−10
= (giXi−1Yi−1g−1i − giYiXig−1i ) + g0vwg−10
= g · ((Xi−1Yi−1 − YiXi)06i6ℓ−1 + vw)
= g ·mC(z)
De plus,
dmC(z) ·h = (Xi−1Ψi−1−ΨiXi+Φi−1Yi−1−YiΦi)06i6ℓ−1+vβ+αw ∈ (Lie(G(d))∗
Donc, en identifiant Lie(G(d)) avec son dual par la forme bilinéaire, symétrique, non
dégénérée (A,B)→ Tr(AB), on obtient :
(dmC(z) · h) · u =
ℓ−1∑
r=0
Tr((Xr−1Ψr−1 −ΨrXr + Φr−1Yr−1 − YrΦr )ur)
+Tr((vβ + αw)u0)
Calculons maintenant ωC(z , uh) :
soit u = (u0, · · · , uℓ−1) et h = (Φ,Ψ,α,β),
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comme ddt |t=0 exp(tu1)Φ0 exp(−tu0) = u1Φ0 − Φ0u0 et que ddt |t=0 exp(tu0)α = u0α,
uh = (u1Φ0 − Φ0u0, · · · , u0Φℓ−1 − Φℓ−1uℓ−1, u0Ψ0 −Ψ0u1, · · · ,
uℓ−1Ψℓ−1 −Ψℓ−1u0; u0α,−βu0)
ωC(z , uh) = ωj(z , uh) +
√−1ωk(z , uh)
= g(j · z , uh) +
√−1g(ij · z , uh)
= g((Y†,−X†;w †,−v †), uh) +
√−1g(i · (Y†,−X†;w †, v †), uh)
mais comme
g((Y†,−X†;w †,−v †), uh) = Re
(
ℓ−1∑
r=0
(Tr(Y †r (ur+1Φr − Φrur )†)
+Tr(−X †r (urΨr −Ψrur+1))†)
+Tr(w †(u0α)†) + Tr(−v †(−βu0)†)
)
= Re
(
ℓ−1∑
r=0
Tr(((ur+1Φr − Φrur)Yr)†
−Tr((urΨr −Ψrur+1)Xr )†)
+Tr(u0αw)
† −Tr(−βu0v)†
)
et que
g(i · (Y†,−X†;w †,−v †), h) = Re
(
√−1(
ℓ−1∑
r=0
(Tr(Y †r (ur+1Φr − Φrur )†)
−Tr(X †r (urΨr −Ψrur+1)†))
+Tr(w †(u0α)†)− Tr(v †(−βu0)†))
)
= Re
(
√−1(
ℓ−1∑
r=0
(Tr((ur+1Φr − Φrur )Yr)†−
Tr((urΨr −Ψrur+1)Xr)†) + Tr(u0αw)†
−Tr(−βu0v)†)
)
= − Im
(
ℓ−1∑
r=0
(Tr((ur+1Φr − Φrur )Yr)†
−Tr((urΨr −Ψrur+1)Xr)†)
+Tr(u0αw)
† − Tr(−βu0v)†
)
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Donc
ωC(z , uh) =
ℓ−1∑
r=0
(Tr((ur+1Φr − Φrur )Yr)† − Tr((urΨr −Ψrur+1)Xr)†)
+Tr(u0αw)† +Tr(βu0v)†
=
ℓ−1∑
r=0
(Tr((ur+1Φr − Φrur )Yr)− Tr((urΨr −Ψrur+1)Xr ))
+Tr(u0αw) + Tr(βu0v)
=
ℓ−1∑
r=0
(Tr(ur+1ΦrYr) + Tr(Ψrur+1Xr)− Tr(ΦrurYr)− Tr(urΨrXr ))
+Tr(u0αw) + Tr(βu0v)
=
ℓ−1∑
r=0
(Tr(urΦr−1Yr−1) + Tr(Ψr−1urXr−1))
−
ℓ−1∑
r=0
(Tr(ΦrurYr) + Tr(urΨrXr)) + Tr(u0αw) + Tr(βu0v)
=
ℓ−1∑
r=0
Tr ((Φr−1Yr−1 + Xr−1Ψr−1 − YrΦr −ΨrXr )ur) + Tr((αw + vβ)u0)
= (dm(z) · h) · u
Donc on a bien
µC(X,Y; v ,w) = (X,Y) + vw .
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ANNEXE C
Étude de la variété Mθ(n) dans le cas d’un groupe cyclique
C.1 Équation des variétés quotients
On se place ici dans le cas cyclique, c’est à dire G (ℓ, 1, 1). Le vecteur dimension
de la variété de carquois est donc d = (1, ... , 1) ∈ Zℓ et R(d′) = Cℓ ⊕ Cℓ ⊕ C ⊕ C.
Pour (g0, ... , gℓ−1) ∈ G(d) = (C∗)ℓ, on pose η = (η0, ... , ηℓ−2) ∈ (C∗)ℓ−1 défini par
ηi = g
−1
i gi+1. L’action de G(d) sur R(d
′) est alors de la forme :
(η, g0) · (X ,Y ; v ,w) = (η0x0, ... , ηℓ−2xℓ−2, (η0 · · · ηℓ−2)−1xℓ−1, η−10 y0, ... ,
η−1ℓ−2yℓ−2, (η0 · · · ηℓ−2)yℓ−1; g0v ,wg0).
C.1.1 Quotient symplectique
Soit θ = (θ0, ... , θℓ−1) ∈ Qℓ, déterminons la variété Xθ(1) = µ−1C (θ)//G(d). On a
µ−1C (θ) = {xℓ−1yℓ−1 = x0y0 − vw + θ0; x0y0 = x1y1 + θ1, ... ,
xℓ−2yℓ−2 = xℓ−1yℓ−1 + θℓ−1}.
De plus, on voit que d’un côté g0 agit sur X1 = {vw = θ0 + · · ·+ θℓ−1} et d’un autre
η agit sur X2 = {x0y0 = x1y1 + θ1, ... , xℓ−2yℓ−2 = xℓ−1yℓ−1 + θℓ−1} et ce de manière
indépendante. Donc C[µ−1C (θ]
(C∗)ℓ = C[X1]C
∗ ⊗ C[X2](C∗)ℓ−1 et
Xθ(1) = X1//C∗ ×X2//(C∗)ℓ−1
Etudions d’abord le quotient de X1 par C∗.
• Si θ0+ · · ·+θℓ−1 = 0, alors X1 est représentée par deux droites D1 : {v = 0} et
D2 : {w = 0} sécantes en 0 et l’action de C∗ a trois orbites D1−{0}, D2−{0}
et {0}. Donc les fonctions dans C[X1] constantes sur les trois orbites sont les
constantes. Par conséquent C[X1]C∗ = C et X1//C∗ est réduite à un point.
• Sinon, X1 est une hyperbole isomorphe à C∗ par la projection (v ,w) ∈ X1 7→ v
donc l’action de C∗, qui correspond à la translation sur C∗, n’a qu’une orbite.
Donc dans ce cas aussi la variété quotient est réduite à un point.
Ainsi, quelle que soit la valeur de θ0, la variété Xθ(1) est isomorphe à la variété
X2//(C∗)ℓ−1, qui ne dépend que de (θ1, ... , θℓ−1).
Etudions maintenant le quotient de X2 par (C∗)ℓ−1. L’action de (C∗)ℓ−1 sur cette
variété est de la forme
η · (x0, ... , xℓ−1, y0, ... , yℓ−1) = (η0x0, ... , ηℓ−2xℓ−2, (η0 · · · ηℓ−2)−1xℓ−1, η−10 y0, ... ,
η−1ℓ−2yℓ−2, (η0 · · · ηℓ−2)yℓ−1)
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On trouve tout de suite ℓ + 2 invariants évidents : E0 = X0Y0, ... ,Eℓ−1 = Xℓ−1yℓ−1,
F = X0 · · ·Xℓ−1, G = Y0 · · ·Yℓ−1 qui vérifient Ei = Ei+1+θi+1 pour tout 0 6 i 6 ℓ−2
et FG =
ℓ−1∏
i=0
Ei .
Proposition C.1.1. Les seuls invariants sont des combinaisons linéaires de puissances
des Ei , F et G .
Démonstration. On va présenter la démonstration dans le cas où ℓ = 2 et (θ1, ... , θℓ−1) =
0, la démonstration générale étant la même, en plus fastidieuse ! Dans ce cas, on a
trois invariants évidents E = X0Y0 = X1Y1, F = X0X1 et G = Y0Y1, qui vérifient
E2 = FG .
Etudions l’action de C∗ sur une composante homogène :
λ · (Xα00 Xα11 Y β00 Y β11 ) = λα0−α1−β0+β1Xα00 Xα11 Y β00 Y β11 .
Donc pour que cette composante homogène soit invariante, il faut que α0−α1−β0+
β1 = 0 soit α0 − α1 = β0 − β1. Quitte à échanger X0 et X1, on peut supposer que
cette valeur commune est positive et la noter γ. Donc α0 = α1 + γ et β0 = β1 + γ.
On a donc
Xα00 X
α1
1 Y
β0
0 Y
β1
1 = X
α1+γ
0 Y
β1+γ
0 X
α1
1 Y
β1
1
= (X0X1)
α1(Y0Y1)
β1(X0Y0)
γ
= EγFα1Gβ1
De plus, l’action de C∗ sur les fonctions de X2 transforme une composante homogène
en une composante homogène de même degré. Donc par unicité de la décomposition
d’un polynôme en ses composantes homogènes, un polynôme en X0, X1, Y0 et Y1 est
invariant si et seulement si toutes ses composantes homogènes sont invariantes si et
seulement si c’est un polynôme en E , F , et G d’après ce que l’on vient de voir.
Par conséquent,
C[X2](C∗)ℓ−1 = C[E0, ... ,Eℓ−1,F ,G ]/(Ei − Ei+1 − θi+1, 0 6 i 6 ℓ− 2, FG −
ℓ−1∏
i=0
Ei )
et X2//C∗ = {(e0, ... , eℓ−1, f , g) ∈ A(C)ℓ+2, ei = ei+1 + θi+1, 0 6 i 6 ℓ − 2, fg =
ℓ−1∏
i=0
ei}. Dans le cas particulier où (θ1, ... , θℓ−1) = 0, X2//C∗ a pour équation eℓ = fg ,
on retrouve l’équation d’un cône pour ℓ = 2 et dans le cas ℓ = 2 et θ1 6= 0, l’équation
de X2//C∗ est fg = e2−θ1e = (e− θ12 )2−
θ21
4 } et en posant le changement de variable
x = 2θ e − 1, z − y = 2θ f et z + y = 2θ g , on retrouve l’équation x2 + y2 − z2 = 1 d’un
hyperboloïde à une nappe. Donc, pour ℓ = 2, X(θ0,θ1)(1) est un cône si θ1 = 0 et un
hyperboloïde sinon.
C.1.2 Quotient GIT
Calculons maintenant Mθ(1) = µ−1C (0)//θG(d). Cette variété est définie par
Mθ(n) := Proj
⊕
i>0
C[µ−1C (0)]
χiθ ,
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où χθ est le caractère de G(d) défini par χθ(g) =
∏
(det gi )
θi et
f ∈ C[µ−1C (0)]χ
i
θ ⇔ ∀g ∈ G(d), g · f = χiθ(g)f .
On pose de plus C[µ−1C (0)]
χiθ = 0 si iθ 6∈ Zℓ.
Comme précédemment, µ−1C (0) = X1 × X2, où X1 = {(v ,w) ∈ A2(C), vw = 0} et
X2 = {(x0, ... , xℓ−1, y0, ... , yℓ−1) ∈ A2ℓ(C), x0y0 = x1y1 = · · · = xℓ−1yℓ−1} et
Mθ(1) = X1//θC∗ ×X2//θ(C∗)ℓ−1,
de plus, si g = (g0, η), alors χθ(g) = g
θ0+···+θℓ−1
0
ℓ−2∏
i=0
η
θi+1+···+θℓ−1
i .
On supposera par la suite que, pour tout 0 6 i 6 ℓ− 1, θi + · · ·+ θℓ−1 > 0.
Etude de X1//θC∗
Soit C[X1]χθ = {f ∈ C[X1], ∀ g0 ∈ C∗, g0 · f = gθ0+···+θℓ−10 f }. On voit facilement
que V θ0+···+θℓ−1 ∈ C[X1]χθ , on a même :
Proposition C.1.2. C[X1]χθ est un C[X1]C∗-module engendré par V θ0+···+θℓ−1 .
Démonstration. Comme g0 · (V αW β) = gα−β0 V αW β, pour que la composante ho-
mogène V αW β soit θ−semi-invariante, il faut que α − β = θ0 + · · · + θℓ−1 soit α =
θ0+ · · ·+θℓ−1+β mais on a alors V αW β = V βW βV θ0+···+θℓ−1 ∈ C[X1]C∗V θ0+···+θℓ−1 .
Ce qui prouve la proposition car l’inclusion inverse est immédiate.
Remarque C.1.3. Si θ0 + · · · + θℓ−1 < 0, on a C[X1]χθ = C[X1]C∗W−(θ0+···+θℓ−1).
Corollaire C.1.4.
⊕
k>0 C[X1]χ
k
θ est une algèbre surC[X1]C∗ engendrée par V θ0+···+θℓ−1 .
Démonstration. C[X1]χkθ = C[X1]χkθ = C[X1]C∗V k(θ0+···+θℓ−1) d’après la proposition
précédente. Donc ⊕
k>0
C[X1]χkθ =
⊕
k>0
C[X1]C∗V k(θ0+···+θℓ−1)
= C[X1]C∗ [V θ0+···+θℓ−1 ]
en tant qu’algèbres.
On voit donc que X1//θC∗ est réduite à un point.
Etude de X2//θ(C∗)ℓ−1
Soit C[X2]χθ = {f ∈ C[X2], ∀ η ∈ C∗, η ·f = ηθ1+···+θℓ−10 · · · ηθℓ−1ℓ−2 f }. Un rapide cal-
cul nous donne les composantes θ-semi-invariantes suivantes : U0 =
ℓ−1∏
i=0
X
θi+1+···+θℓ−1
i
et, pour 1 6 k 6 ℓ− 1 et θk+1 + · · ·+ θℓ−1 + 1 6 i 6 θk + θk+1 + · · ·+ θℓ−1,
Ui =
k−1∏
j=0
X
θj+1+···+θℓ−1−i
j
×
ℓ−1∏
j=k
Y
i−θj+1−···−θℓ−1
j
.
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Proposition C.1.5. Soit A l’algèbre C[X2](C∗)ℓ−1 ≃ C[E ,F ,G ]/(E ℓ − FG ) des inva-
riants. Alors C[X2]χθ est un A-module engendré par Ui , pour 0 6 i 6 θ1 + · · ·+ θℓ−1.
Démonstration. On va de nouveau présenter la démonstration dans le cas ℓ = 2, les
générateurs seront alors de la forme X θ1−i0 Y
i
1, avec 0 6 i 6 θ1.
Pour que la composante homogène Z = Xα00 Y
β0
0 X
α1
1 Y
β1
1 soit θ-semi-invariante il faut
que
η · Z = (η0X0)α0(η−10 Y0)β0(η−10 X1)α1(η0Y1)β1
= ηα0−β0−α1+β10 X
α
0 Y
β0
0 X
α1
1 Y
β1
1
= ηθ10 X
α
0 Y
β0
0 X
α1
1 Y
β1
1
soit α0 − β0 − α1 + β1 = θ1.
Si α0 > θ1 alors Z = (X
α0−θ1
0 X
α1
1 Y
β0
0 Y
β1
1 )X
θ1
0 et dans ce cas, comme α0− θ1−α1−
β0 + β1 = 0, X
α0−θ1
0 X
α1
1 Y
β0
0 Y
β1
1 ∈ A et Z ∈ AX θ10 .
Si 0 6 α0 < θ1, soit i = θ1 − α0 alors β1 = θ1 − α0 + β0 + α1 > θ1 − α0 = i donc
Z = (Xα11 Y
β0
0 Y
β1−i
1 )X
θ1−i
0 Y
i
1 ∈ AX θ1−i0 Y i1 car −α1 − β0 + β1 − θ1 + α0 = 0.
De plus, une fonction f =
∑
k Zk sur X2 est θ-semi-invariante si et seulement si ses
composantes homogènes Zk le sont toutes. Mais ceci équivaut au fait que pour tous
les k, il existe ak ∈ A et 0 6 ik 6 θ1 tels que Zk = akX θ1−ik0 Y ik1 . Ce qui revient à
f =
∑
k akX
θ1−ik
0 Y
ik
1 ∈
∑
i AX
θ1−i
0 Y
i
1. Donc
C[X2]χθ =
θ1∑
i=0
AX θ1−i0 Y
i
1.
Remarque C.1.6. Comme pour la remarque C.1.3, si l’une des sommes θi + · · ·+ θℓ−1
était négative, on pourrait conclure grâce au cas où tout est positif. Par exemple, pour
ℓ = 2, si θ1 < 0, on a
C[X2]χθ =
−θ1∑
i=0
AY
−θ1−i
0 X
i
1.
Corollaire C.1.7.
⊕
k>0 C[X2]χ
k
θ est une A-algèbre engendrée par Ui , pour 0 6 i 6
θ1 + · · ·+ θℓ−1..
Démonstration. (dans le cas ℓ = 2)
C[X2]χkθ = C[X2]χkθ est un A-module engendré par les éléments X kθ1−i0 Y i1 pour 0 6 i 6
kθ1 d’après la précédente proposition. Donc
⊕
k>0 C[X2]χ
k
θ est un A-module engendré
par les éléments X kθ1−i0 Y
i
1 pour k > 0 et 0 6 i 6 kθ1.
Raisonnons par récurrence pour montrer que pour tout k > 0 et pour tout 0 6 i 6 kθ1,
X
kθ1−i
0 Y
i
1 ∈
∑θ1
i=0 AX
θ1−i
0 Y
i
1 :
pour k = 0 c’est reglé car C[X2]χ0θ = A.
supposons que pour un k−1 > 0 donné, on ait montré que pour tout 0 6 i 6 (k−1)θ1,
X
(k−1)θ1−i
0 Y
i
1 ∈
∑θ1
i=0AX
θ1−i
0 Y
i
1 alors soit 0 6 i 6 kθ1, i = lθ1 + r avec 0 6 r < θ1.
On a nécessairement 0 6 l 6 k. Si k = l alors r = 0 et
X kθ1−i0 Y
i
1 = Y
kθ1
1
= Y
(k−1)θ1
1 Y
θ1
1
∈
θ1∑
i=0
AX θ1−i0 Y
i
1
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d’après l’hypothèse de récurrence. Donc on peut supposer 0 6 l < k et on a
X kθ1−i0 Y
i
1 = X
(k−l)θ1−r
0 Y
θ1l+r
1
= X
(k−1)θ1−θ1l
0 Y
θ1l
1 X
θ1−r
0 Y
r
1
∈
θ1∑
i=0
AX
θ1−i
0 Y
i
1
d’après l’hypothèse de récurrence. Par le principe de récurrence, on a donc, pour tout
0 6 i 6 (k − 1)θ1, X (k−1)θ1−i0 Y i1 ∈
∑θ1
i=0AX
θ1−i
0 Y
i
1 et donc on a montré le corollaire.
Donc B =
⊕
k>0 C[X2]χ
k
θ est une A-algèbre graduée et engendrée par C[X2]χ1θ qui est
un A-module de type fini. Si on note A = C[E ,F ,G ]
(E ℓ−FG) , alors
ϕ : A[T0, · · · ,Tθ1+···+θℓ−1 ] // // B
A
✤ id // A
Ti
✤ // Ui
est surjective et
kerϕ = < E ℓ − FG , pour 1 6 k 6 ℓ− 1, θk+1 + · · ·+ θℓ−1 + 1 6 i 6 θk + θk+1
+ · · ·+ θℓ−1, E kUi − GUi−1, FUi − E ℓ−kUi−1, et UiUj = Ui+sUj−s ,
pour θk+1 + · · · + θℓ−1 + 1 6 i , j , i + s, j − s 6 θk + θk+1 + · · ·
+θℓ−1 > .
Donc Mθ(1) = X2//θC∗
= {((e, f , g), [u0 : · · · : uθ1+···+θℓ−1 ]) ∈ A3(C)× Pθ1+···+θℓ−1(C),
eℓ = fg , pour 1 6 k 6 ℓ− 1, θk+1 + · · · + θℓ−1 + 1 6 i 6 θk +
θk+1 + · · · + θℓ−1, ekui = gui−1, fui = eℓ−kui−1 et pour
θk+1 + · · · + θℓ−1 + 1 6 i , j , i + s, j − s 6 θk + θk+1 + · · ·+
θℓ−1, uiuj = ui+suj−s}
est projective sur X0(1).
En effet
πθ,0 : Mθ(1) // X0(1)
((e, f , g), [u0 : · · · : uθ1+···+θℓ−1 ]) ✤ // (e, f , g)
vérifie : si x = (e, f , g) 6= (0, 0, 0) alors la fibre π−1θ,0(x) est réduite à un point car
dans ce cas, les égalités ekui = gui−1, fui = eℓ−kui−1 et uiuj = ui+suj−s permettent
d’écrire tous les ui à partir de u0 ou uθ1+···+θℓ−1 .
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De plus, π−1θ,0(0) est projective. Dans le cas ℓ = 2 par exemple, π
−1
θ,0(0) est isomorphe
à P1(C) par l’application :
P1(C)
φ // π−1θ,0(0)
[u0 : u1]
✤ // ((0, 0, 0, 0), [uθ10 : u
θ1−1
0 u1 : · · · : u0uθ1−11 : uθ11 ]).
En effet, montrons que φ est injective : si φ([u0 : u1]) = φ([v0 : v1]) alors en particulier,
u
θ1
0 = v
θ1
0 et u
θ1−1
0 u1 = v
θ1−1
0 v1. Si u0 = 0 alors v0 = 0 et [u0 : u1] = [v0 : v1] =
[0 : 1]. Si u0 6= 0, alors λ = v0u0 est une racine θième1 de l’unité et alors l’égalité
uθ1−10 u1 = v
θ1−1
0 v1 implique u
θ1−1
0 u1 = (λu0)
θ1−1v1 et donc v1 = u1λθ1−1 = λu1 donc
[u0 : u1] = [v0 : v1] et φ est injective.
Montrons la surjectivité : soit [x0 : · · · : xθ1 ] ∈ Pθ1(C) tel que xixj = xi+kxj−k pour
tous i , j, k tels que ces égalités soient bien définies. Alors si x0 = 0, comme x0x2 = x21 ,
x1 = 0 et comme x1x3 = x22 , x2 = 0 et on montre ainsi que pour 0 6 i 6 θ1 − 1,
xi = 0. Mais alors [x0 : · · · : xθ1 ] = [0 : · · · : 0 : 1] = φ([0 : 1]). Supposons maintenant
que x0 6= 0 alors u0 6= 0 et soit u1 = x1
u
θ1−1
0
alors x1 = u
θ1−1
0 u1 et comme x0x2 = x
2
1
on obtient x2 = u
θ1−2
0 u
2
1 et par réitération, en utilisant les formules xixi+2 = x
2
i+1 on
démontre que pour tout 0 6 i 6 θ1, xi = u
θ1−i
0 u
i
1 et donc [x0 : · · · : xθ1 ] = φ([u0 : u1]).
M(θ0,θ1)(1) qui se projette sur X0(1) ≃ C2/µ2, pour θ1 6= 0
C.2 C∗-points fixes pour ℓ = 2
Dans ce paragraphe, on va décrire les points fixes de Xθ(1) etMθ(1) sous l’action
de C∗ afin d’illustrer le corollaire 8.3.2 et la construction de l’ordre géométrique du
paragraphe 9.2.3.
Il y a deux 2-multipartitions de 1 : ((1); ∅) et (∅; (1)) donc on doit trouver deux
points fixes deMθ(n) sous C∗. Cette action est induite par celle sur R(d′) donnée par,
pour λ ∈ C∗,
λ · (X,Y; v ,w) = (λX,λ−1Y; v ,w)
grâce aux l’homéomorphismes entre Mθ(1) et µ−1C (0) ∩ µ−1R (
√−1θ
2 )/U(1, 1) et entre
µ−1C (
θ
2) ∩ µ−1R (0)/U(1, 1) et X θ
2
(1).
C.2.1 Points fixes de Xθ(1)
Pour le cas n = 1 et ℓ = 2, on a Xθ(1) = {(e, f , g) ∈ A3(C), fg = e2 − θ1e} et
l’action de C∗ est définie par
λ · (e, f , g) = (e,λ2f ,λ−2g).
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Donc x = (e, f , g) est fixe si et seulement si f = g = 0. La variété Xθ(1) a donc deux
points fixes : x1 = (0, 0, 0) et x2 = (θ1, 0, 0).
C.2.2 Points fixes de Mθ(1)
Pour le cas n = 1 et ℓ = 2, on a
Mθ(1) = {((e, f , g), [u0 : · · · : uθ1 ]) ∈ A3(C)× Pθ1(C), fg = e2, uiuj = ui+suj−s ,
eui = gui−1 et fui = eui−1}
et l’action de C∗ est définie par
λ · ((e, f , g), [u0 : · · · : uθ1 ]) = ((e,λ2f ,λ−2g), [u0 : λ−2u1 : · · · : λ−2θ1uθ1 ]).
Ainsi, pour que x = ((e, f , g , h), [u0 : · · · : uθ1 ]) soit un point fixe, il faut nécessairement
que f = g = 0 mais alors e = h = 0 d’après les relations liant ces coordonnées. Alors
[u0 : · · · : uθ1 ] ∈ π−1θ,0(0) mais on a vu que la fibre π−1θ,0(0) était isomorphe à P1(C) par
l’application [u0, u1] 7→ [uθ10 : uθ1−10 u1 : · · · : uθ11 ]. Et l’action de C∗ est ainsi transportée
sur P1(C) en λ · [u0 : u1] = [u0 : λ−2u1] = [λ2u0 : u1]. Donc les deux points fixes de
π−1θ,0(C) pour cette action sont [0 : 1] et [1 : 0]. On a donc bien deux points fixes :
x1 = ((0, 0, 0, 0), [0 : · · · : 0 : 1]) et x2 = ((0, 0, 0, 0), [1 : 0 : · · · : 0]).
Recherchons maintenant les ensembles attractifs correspondant à ces deux points.
Soit x = ((e, f , g , h), [u0 : · · · : uθ1 ]), on a
λ · x = ((e,λ2f ,λ−2g , h), [u0 : λ−2u1 : · · · : λ−2θ1uθ1 ])
= ((e,λ2f ,λ−2g , h), [λ2θ1u0 : λ2(θ1−1)u1 : · · · : uθ1 ]).
Ainsi, pour que limλ→0 λ · x = x1, il faut que g = 0, h = 0, e = 0 et uθ1 6= 0. Mais
ceci implique aussi f = 0 et donc Mθ,λ1(n) correspond au cercle privé du point x2.
De même, limλ→0 λ · x = x2 si et seulement si g = e = h = 0 et u1 = · · · = uθ1 = 0
et donc Mθ,λ2(1) est la droite {((0, f , 0, 0), [1 : 0 : · · · : 0]), f ∈ C}.
• •
Ensembles attractifs des deux points fixes de Mθ(1), pour θ1 6= 0
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ANNEXE D
Calcul des blocs de B4
Dans cette annexe, on étudie le cas du groupe B4 = G (2, 1, 4). On va commencer
par ordonner les multipartitions de P(2, 4) dans les 4 alcôves par l’ordre combinatoire
puis on va calculer les classes d’équivalence pour l’ordre engendré sur chaque mur
et vérifier avec la description combinatoire des blocs par les résidus que ces classes
décrivent bien les blocs pour n = 4.
1. Pour 0 < ba < 1 : on se trouve dans l’alcôve α((0, 0), id ,+), et les partitions
τs(λ) ∈ P∅(8), on obtient :
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(4; ∅)

(∅; 4)

(3; 1)
&&▲▲
▲▲▲
▲▲▲
▲▲
☎☎
☎☎
☎☎
☎☎
☎☎
☎☎
☎☎
☎☎
☎
(1; 3)
tt❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤
(31; ∅)
 **❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
(2; 2)

(∅; 31)

(22, ∅)

(21; 1)
tt❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤

(2; 11)

**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
(11; 2)

(1; 21)

(211; ∅)
 **❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱ (∅; 22)
tt❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤
(∅; 211)
✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
(11; 11)

(111; 1)
xxrrr
rrr
rrr
r
(1; 111)

(1111; ∅)

(∅; 1111)
2. Pour 1 < ba < 2 : on se trouve dans l’alcôve α((1,−1),σ,+), et les partitions
τs(
t(σ ·λ)) ∈ P(1)(9), on obtient :
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(4; ∅)

(31; ∅)
xxqqq
qqq
qqq
q
✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
(3; 1)

(∅; 4)
&&▼▼
▼▼▼
▼▼▼
▼▼
(22, ∅)
xxrrr
rrr
rrr
r
(2; 2)
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
&&▲▲
▲▲▲
▲▲▲
▲▲
(21; 1)
xxqqq
qq
qq
qq
qq
qq
qq
qq
qq
qq
qq
qq
q

(1; 3)

&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
(211; ∅)
xxqqq
qq
qq
qq
qq
qq
qq
qq
qq
qq
qq
qq
q

(11; 2)
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼

(2; 11)

(111; 1)
❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁
(∅; 31)

(1; 21)
xxrrr
rrr
rrr
r
(11; 11)
&&▲▲
▲▲▲
▲▲▲
▲▲
xxqqq
qqq
qqq
q
(1111; ∅)

(∅; 22)
☎☎
☎☎
☎☎
☎☎
☎☎
☎☎
☎☎
☎☎
☎
(1; 111)
&&▼▼
▼▼▼
▼▼▼
▼▼
(∅; 211)

(∅; 1111)
3. Pour 2 < ba < 3 : on se trouve dans l’alcôve α((−1, 1), id ,+), et les partitions
τ ts (λ) ∈ P(2,1)(11), on obtient :
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(4; ∅)

(31; ∅)
xxrrr
rrr
rrr
r
❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁
(22, ∅)

(211; ∅)
&&▲▲
▲▲▲
▲▲▲
▲▲
(3; 1)
xxqqq
qqq
qqq
q
(21; 1)

(2; 2)
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌
&&▼▼
▼▼▼
▼▼▼
▼▼
(∅; 4)

(1; 3)

(2; 11)
✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
(11; 2)

(111; 1)

(1111; ∅)
xxqqq
qqq
qqq
q
(11; 11)

(1; 21)
&&▼▼
▼▼▼
▼▼▼
▼▼
xxrrr
rrr
rrr
r
(∅; 31)

(1; 111)
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
(∅; 22)
&&▲▲
▲▲▲
▲▲▲
▲▲
(∅; 211)

(∅; 1111)
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4. Enfin pour 3 < ba < 4 : on se trouve dans l’alcôve α((2,−2),σ,+), et les
partitions τs(t(σ ·λ)) ∈ P(3,2,1)(14), on obtient :
(4; ∅)

(31; ∅)
☎☎
☎☎
☎☎
☎☎
☎☎
☎☎
☎☎
☎☎
☎
&&▲▲
▲▲▲
▲▲▲
▲▲
(22; ∅)

(3; 1)
&&▲▲
▲▲▲
▲▲▲
▲▲
(211; ∅)
xxrrr
rrr
rrr
r
&&▲▲
▲▲▲
▲▲▲
▲▲
(21; 1)
xxrrr
rrr
rrr
r
&&▲▲
▲▲▲
▲▲▲
▲▲
(1111; ∅)
xxrrr
rrr
rrr
r
(2; 2)
&&▲▲
▲▲▲
▲▲▲
▲▲
yyss
ss
ss
ss
s
(11; 1)
xxrrr
rrr
rrr
r
(2; 11)
%%❑
❑❑
❑❑
❑❑
❑❑
(11; 2)
&&▲▲
▲▲▲
▲▲▲
▲▲
xxrrr
rrr
rrr
r
(11, 11)
&&▲▲
▲▲▲
▲▲▲
▲▲
(1; 3)
&&▲▲
▲▲▲
▲▲▲
▲▲
xxrrr
rrr
rrr
r
(1; 21)
&&▲▲
▲▲▲
▲▲▲
▲▲
xxrrr
rrr
rrr
r
(∅; 4)
xxrrr
rrr
rrr
r
(1; 111)
✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
(∅; 31)

(∅; 22)
xxrrr
rrr
rrr
r
(∅; 211)

(∅; 1111)
5. Sur le mur ba = 1, en calculant les classes d’équivalence de l’ordre engendré par
les deux ordres combinatoires des chambres avoisinnantes, on obtient :
199
ANNEXE D. CALCUL DES BLOCS DE B4
(4; ∅)

(∅; 4) (3; 1) (31; ∅)

(2; 2) (22; ∅) (1; 3)

(21; 1)
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
(211; ∅) (2; 11) (∅; 31)
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯
(11; 2)
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
(1; 21)

(111; 1) (11; 11) (∅; 22)

(1111; ∅) (1; 111) (∅; 211)

(∅; 1111)
Et avec les notations du théorème 9.1.9, on obtient h = (−1,−1), d = 1 et
d h˜ = (0,−1), ce qui nous donne les résidus suivants :
Bloc Résidu
(4; ∅) 1 + x + x2 + x3
{(∅; 4) (3; 1) (31; ∅)} x−1 + 1 + x + x2
{(2; 2) (22; ∅) (1; 3)} x−1 + 2 + x
(21; 1) 2x−1 + 1 + x
{(211; ∅) (2; 11) (∅; 31)} x−2 + x−1 + 1 + x
(11; 2) 2x−1 + 2
(1; 21) x−2 + x−1 + 2
{(111; 1) (11; 11) (∅; 22)} x−2 + 2x−1 + 1
{(1111; ∅) (1; 111) (∅; 211)} x−3 + x−2 + x−1 + 1
(∅; 1111) x−4 + x−3 + x−2 + x−1
Dans ce cas, les classes d’équivalence correspondent donc aux blocs.
6. Sur le mur ba = 2, les classes d’équivalence sont :
200
ANNEXE D. CALCUL DES BLOCS DE B4
(4; ∅)

(31; ∅)
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
(3; 1)
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
(22; ∅)
uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦❦
(∅; 4) (2; 2) (21; 1) (211; ∅)
))❙❙❙
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙❙❙
uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
(2; 11)
##●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
(1; 3)

(11; 2)
uu❦❦❦❦
❦❦❦❦
❦❦❦❦
❦❦❦❦
❦❦❦
(111; 1)

(∅; 31) (1; 21) (11; 11) (1111; ∅)
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
uu❦❦❦❦
❦❦❦
❦❦❦❦
❦❦❦❦
❦❦
(∅; 22)
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
(1; 111)
uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦❦
❦❦❦
❦
(∅; 211)

(∅; 1111)
Et pour h = (−1,−2), d = 1 et d h˜ = (0,−2), on a les résidus suivants :
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Bloc Résidu
(4; ∅) 1 + x + x2 + x3
(31; ∅) x−1 + 1 + x + x2
(3; 1) x−2 + 1 + x + x2
(22; ∅) 2x−1 + 2
{(∅; 4) (2; 2) (21; 1) (211; ∅)} x−2 + x−1 + 1 + x
(2; 11) x−3 + x−2 + 1 + x
(11; 2) x−2 + 2x−1 + 1
(111; 1) 2x−2 + x−1 + 1
{(∅; 31) (1; 21) (11; 11) (1111; ∅))} x−3 + x−2 + x−1 + 1
(∅; 22) x−3 + 2x−2 + x−1
(1; 111) x−4 + x−3 + x−2 + 1
(∅; 211) x−4 + x−3 + x−2 + x−1
(∅; 1111) x−5 + x−4 + x−3 + x−2
On retrouve encore les classes d’équivalence.
7. Sur le mur ba = 3, les classes d’équivalence de l’ordre combinatoire sont :
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(4; ∅)

(31; ∅)
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯
✝✝
✝✝
✝✝
✝✝
✝✝
✝✝
✝✝
✝✝
✝✝
✝
(22; ∅)

(3; 1)
%%❏
❏❏
❏❏
❏❏
❏❏
(211; ∅)
tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐
(21; 1)

(2; 2)
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯
yytt
tt
tt
tt
t
(2; 11)
%%❏
❏❏
❏❏
❏❏
❏❏
(1111; ∅) (111; 1) (11; 2) (1; 3) (∅; 4)
tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐
(11; 11)

(1; 21)
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯
yytt
tt
tt
tt
t
(∅; 31)

(1; 111)
yytt
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
t
(∅; 22)
%%❏
❏❏
❏❏
❏❏
❏❏
(∅; 211)

(∅; 1111)
Sur ce mur, on a h = (−1,−3), d = 1 et d h˜ = (0,−3), ce qui nous donne les
résidus suivants :
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Bloc Résidu
(4; ∅) 1 + x + x2 + x3
(31; ∅) x−1 + 1 + x + x2
(22; ∅) x−1 + 2 + x
(3; 1) x−3 + 1 + x + x2
(211; ∅) x−2 + 2x−1 + 1
(21; 1) x−3 + x−1 + 1 + x
(2; 2) x−3 + x−2 + 1 + x
(2; 11) x−4 + x−3 + 1 + x
{(1111; ∅) (111; 1) (11; 2) (1; 3) (∅; 4)} x−3 + x−2 + x−1 + 1
(11; 11) x−4 + x−3 + x−1 + 1
(1; 21) x−4 + x−3 + x−2 + 1
(∅; 31) x−4 + x−3 + x−2 + x−1
(1; 111) x−5 + x−4 + x−3 + 1
(∅; 22) x−4 + 2x−3 + x−2
(∅; 211) x−5 + x−4 + x−3 + x−2
(∅; 1111) x−6 + x−5 + x−4 + x−3
Et les blocs sont exactement les classes d’équivalence données plus haut.
Remarque D.0.1. En général, pour Bn, on ne s’intéresse qu’aux murs d’équations
b
a
= r , avec 1 6 r 6 n − 1 car on décrit ce qu’il se passe pour les r < 0 grâce à
l’involution θ 7→ θ¯ et pour r > n, l’ordre est constant car on peut montrer que le
2-coeur associé à l’alcôve A−r est δr = (r , r − 1, ... , 1) (cf. par exemple [BGIL10]).
Donc pour r > n, le 2-coeur est tellement gros qu’on n’ a pas le choix pour placer les
2-crochets frontières.
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[M : L], 86
[·] : partie entière, 28
Θc , 71
Υc , 66
A0 : alcôve fondamentale, 119
A et a-fonctions, 63
Am,r(λ), 102
ah, 128
am,r (λ), 102
α(s,w ,±) : alcôves, 119
αs , 59
AW : ensemble des hyperplans de réflexions de W , 60
βs(λ), 21
Bsm(λ) : m-symbole décalé de λ, 28
B : symbole ordinaire d’une multipartition, 28
Bl(A) : blocs de l’algèbre finie A, 36
cont(Bsm(λ)) : contenu m-chargé de λ, 29
< C[h]G+ >, 61
CMc(W ) : partition de Calogero-Moser de W , 71
C[h]G , 60
C[h]coW , 66
C[µ−1C (0)]
χjθ , 110
Γ (B), 85
χ(λ1,...,λℓ) : caractère de G (ℓ, 1, n) associé à λ, 97
c-fonction, 67
ch(λ), 105
cm,r(λ), 103
C : orbite d’hyperplans sous l’action de W , 60
contm : m-contenu d’une multipartition, 27
c0, ... , cℓ−1, 97
Contenu d’une partition, 20
[λ] : Diagramme de Young de λ, 20
E− : le H−c (W )-module obtenu à partir de E , 68
E//G : variété quotient, 45
eC : ordre du fixateur de l’orbite C, 60
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eu et eu0 : les élements d’Euler, 67
Formules reliant θ, h et m, 105, 115, 125
G (ℓ, e, n), 60
G(d), 108
Γˆ : groupe des caractères du groupe abélien Γ , 36
Hc(K), 73
Hc(W ) : algèbre de Cherednik associée à W en t = 0, 67
Hh(G (ℓ, 1, n)) : algèbre de Cherednik de G (ℓ, 1, n), 99
Ht,c(W ) : algèbre de Cherednik associée à W , 63
Hreg : l’espace H privé des murs GIT, 116
h¯, 119
Hq,m(G (ℓ, 1, n)) : algèbre de Hecke cyclotomique de G (ℓ, 1, n), 99
Hq,m(W ) : algèbre de Hecke cyclotomique de W , 62
Hq,n(G (ℓ, e, n)) : algèbre de Hecke cyctomique de G (ℓ, e, n), 152
Hc(K) , 73
Hc(W ) : algèbre de Cherednik restreinte, 67
H−c (W ) et H+c (W ), 68
H˜c(K), 74
ρJ : J-classe de ρ, 122
ρJ : J-cœur de ρ, 122
κsm(λ), 29
Lc(E), 69
LKc et L˜
K
c , 76
ℓ-abaque associé à une partition, 22
ℓ-cœur, 25
ℓ-crochet frontière, 24
L : lieu singulier de (h× h∗)/G (2, 2, 2), 160
λ, 32
Mc(E) : bébé module de Verma associé à E , 69
MKc et M˜
K
c , 76
Mθ(n), 115, 125
Mθ′(e, n), 154
Mθ(d), 110
µC, 109
µθ(V ,W ) : pente de (V ,W ), 111
m, 128
N, 122
Ni (ρ), 121
Nsm(λ), 101
νs : ℓ-cœur associé à s, 25
n(λ) et n∗(λ), 20
nsm(λ), 101
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⊳θ′,e : ordre combinatoire pour G (ℓ, e, n), 158
≺ : ordre sur les C∗-points fixes d’une variété quasi-projective normale, 48
≺θ′,e : ordre géométrique pour G (ℓ, e, n), 157
Ordre combinatoire ⊳θ, 131
Ordre de dominance sur les partitions ⊳, 19
Ordre de la c-fonction, 67
Ordre géométrique ≺θ, 134
Ordre géométrique sur un mur ≺θ′ , 135
Ordres des A et a-fonctions, 63
Pνs(N) : ensemble des partitions de l’entier N qui ont pour ℓ-cœur νs, 31
πθ,θ′ , 114
p : H˜c(K)։ Hc(K), 74
Partition e-bégayante, 149
Pré-ordre combinatoire ⊳θ′ , 132
R(d′) : variété des représentations du carquois Q∞, 108
rad(B) : radical de Jacobson de l’anneau B , 38
Resrλ(x) : r -résidu translaté de λ, 27
Représentations stables, semistables et polystables, 111
SW : ensemble des pseudo-réflexions de W , 60
S˜ℓ, 119
sχ : élément de schur associé à χ, 41
Θ, 118
θ¯, 118
τs(λ), 31
θ(V ,W ), 111
tλ : Transposée de la partition λ, 20
Type d’un mur, 120
U =
⊔
C∈AW /W Irr(WC), 60
vs , 59
w0, 33
Xx0 : ensemble attractif du point fixe x0, 46
Xθ(d), 109
xθ(λ) : C∗-point fixe de Mθ(n) associé à la multipartition λ, 122
Zc(W ) : centre de l’ algèbre de Cherednik associée à W en t = 0, 67
Zℓ0, 25
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Résumé
Cette thèse présente quelques résultats de la théorie des représentations des algèbres de Cherednik 
rationnelles en t=0 et traite en particulier des différents ordres construits sur la partition de Calogero-Moser 
des groupes imprimitifs.
On commence par généraliser au cas abélien certains résultats obtenus par M. Chlouveraki concernant les 
blocs d'algèbres en système de Clifford pour un groupe cyclique, puis on construit un ordre sur les C*-points 
fixes d'une variété complexe quasi-projective normale, en utilisant la décomposition de Bialynicki-Birula.
Dans la deuxième partie, on s'intéresse à la description des partitions de Calogero-Moser de deux groupes 
de réflexions complexes K et W quand K est un sous-groupe distingué de W et on généralise au cas abélien 
les résultats obtenus par G. Bellamy dans le cas d'un quotient W/K cyclique.
Dans la troisième partie, on présente les différents ordres, construits par I. Gordon, sur la partition de 
Calogero-Moser des groupes G(l,1,n) pour certains paramètres : les ordres des a et c-fonctions, un ordre 
combinatoire et l'ordre géométrique, qui est défini grâce aux C*-points fixes de certaines variétés de 
carquois, ces points fixes paramétrant les blocs de la partition de Calogero-Moser de G(l,1,n). On donne 
ensuite les relations entre ces ordres, puis on étend ces constructions ainsi que ces liens à l'ensemble des 
paramètres.
Enfin, dans la dernière partie, on tente de généraliser ces propriétés aux groupes G(l,e,n). On cherche alors,
pour construire l'ordre géométrique sur la partition de Calogero-Moser de G(l,e,n), une variété dont les C*-
points fixes décrivent les blocs de la partition de G(l,e,n). Dans le cas où e ne divise pas n, on construit la 
variété qui nous permet de définir l'ordre géométrique et de le relier aux autres ordres. Pour le cas e divise n,
on propose une variété qui pourrait décrire par ses points fixes les blocs de Calogero-Moser de G(l,e,n) et 
nous permettre de construire l'ordre géométrique. 
Mots Clefs
Représentations des groupes de réflexions complexes, algèbres de Cherednik, algèbres de Hecke, variétés 
de carquois, combinatoire algébrique.
Abstract
This work is a contribution to the representation theory of Rational Cherednik Algebras for t=0 and deals in 
particular with different orders on the Calogero-Moser partition of imprimitive reflection groups.
In the first part, we generalize to the abelian case some results about blocs of algebras in Clifford system 
obtained by M. Chlouveraki in the cyclic case, and then we build an order on the C*-fixed points of a 
complex, quasi-projective and normal variety, using the Bialynicki-Birula decomposition.
The second part deals with the Calogero-Moser partition of two groups K and W, when K is a normal 
subgroup of W, and generalize to the abelian case the results that G. Bellamy obtained when the quotient 
W/K is cyclic.
In the third part, we present the different orders that I. Gordon built in the Calogero-Moser partition of the 
groups G(l,1,n) and for some parameters : the orders of the a and c-functions, a combinatorial order and the 
geometric order, defined using the C*-fixed points of some quiver varieties which parametrise the blocs of the
Calogero-Moser partition of G(l,1,n). Then we give some relations between these orders and we extend 
these constructions and these links for all parameters.
Finally, in the last part, we try to generalize these properties for the groups G(l,e,n). We are looking for a 
variety whose C*-fixed points describe blocs of G(l,e,n) to construct the geometric order on the Calogero-
Moser partition of G(l,e,n). When n is not divided by e, we build this variety that enables us to define the 
geometric order and to show all the links with the other orders. When e don't divide n, we suggest a variety 
which could describe the blocs of G(l,e,n) and allow us to build the geometric order.
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