The credibility of regional climate change predictions for the 21st century depends on the ability of climate models to simulate global and regional circulations in a realistic manner. To investigate this issue, a large set of global coupled climate model experiments prepared for the Fourth Assessment Report of the Intergovernmental Panel on Climate Change has been studied.
Introduction
Global coupled climate models are indispensible tools in climate analysis. Such models are credible if they are able to produce realistic simulations of large scale patterns of the atmospheric circulation and of other climate variables. An assessment of the performance of global coupled models can be found in the Third Assessment Report of IPCC (IPCC 2001) , and in Bader et al. (2004) . Recently many new coupled model simulations have been made, both for the 20th century climate and for various future emission scenarios. Model output has been made accessible for analysis by external groups, in preparation for the Fourth Assessment Report of IPCC (see acknowledgements and table 1). This has created a unique opportunity to compare simulations by many different models with observations, and to compare climate change projections by these models. This paper deals primarily with the monthly mean climate in West-Central Europe. In this region the climate depends strongly on the atmospheric circulation. Westerlies carry maritime air from the Atlantic Ocean to the continent, while easterlies bring cold weather in winter and hot weather in summer. In order to be credible for this region, a climate model has to show realistic circulation statistics in the current climate. A first requirement is that a model is able to simulate the mean circulation over the globe and over Europe in a realistic manner. Biases in the mean circulation are indications for important model deficiencies, such as a poor representation of the frequency of atmospheric blockings (D'Andrea et al., 1998) or less credible thermohaline circulations (Thorpe, 2005) . Therefore, we start our analysis with a comparison of model simulations of longterm mean monthly sea level pressure patterns with global and regional observations. This comparison is presented in section 2. Based on this test we selected a sub-set of models which show relatively realistic mean pressurre patterns over the globe and over Europe for further analysis of the climate in West-Central Europe.
For the description of regional circulation statistics, we use three geostrophic flow indices: the two components of the geostrophic wind and the geostrophic vorticity. Variations in such flow indices have been shown to correlate well with variations in monthly mean temperatures and precipitation (Turnpenny et al., 2002; Van Oldenborgh and van Ulden, 2003, Van Ulden et al. 2005) . In section 3
we compare 20th century model simulations of these flow indices with observations in West-Central
Europe. In addition, we will compare observed relations between circulation on the one hand, and temperature and precipitation on the other hand with the corresponding relations in the model simulations. This serves as a further test on the internal consistency of the model simulations. This analysis provides also an estmate of the contribution of biases in simulated circulations to biases in mean temperature and mean precipitation.
In section 4 we analyse simulated changes in the atmospheric circulation, primarily for the SRES A2 emission scenario. Using the techniques developed in section 3, we will estimate the contribution of mean circulation changes to changes in temperature and precipitation. This is an important issue in the development of regional climate change scenarios, as has been shown by Jylhä et al. (2004) .
Further, we will explore the influence of changes in the circulation statistics on changes in the distributions of monthly mean temperature and precipitation.
We conclude this paper with a discussion on the complex role of atmospheric circulation statistics in regional climate simulations (section 5).
2
Global and regional patterns of longterm mean sea level pressure
In this section we analyse longterm averages of monthly sea level pressure patterns. For the validation of simulated sea level pressure patterns we use data from ERA-40 (Kållberg et al., 2004) . In a recent
paper Bromwitch and Fogt (2004) found that ERA-40 is not well constrained by observations in datasparse regions of the southern hemisphere during the presatellite era. Therefore we used ERA-40 data starting from 1973. The average pressure patterns before 1973 are however very similar to the average patterns thereafter. This is probably due to a realistic climatological behaviour of the ERA-40 model.
Using ERA-40 data has the added advantage, that ERA-40 deals with orography in a similar manner as climate models do. Thus, there is no reason to exclude mountanous regions from the comparison.
For the validation over Europe we used the ADVICE pressure reconstruction by Jones et al. (1999) , which is directly based on observations in the period 1780 -1995. From the model simulations we used the average of all available members of the 20th century runs. For each month these ensemble mean patterns were compared with observations for the globe, for the tropics (30S -30N), for southern latitudes (30S -90S), for northern latitudes (30N -90N) and for Europe ( 30W -40E, 35N -65N). The European domain includes Iceland and the Azores and thus comprises an important part of the North Atlantic (see figure 2 ).
In figure 1 we present the spatial standard deviations of the difference fields between simulated and observed pressure patterns for Europe. We see a wide range in model performence. In order to judge the quality of the models it is useful to look at the explained spatial variance, which is defined as:
If for a given model the standard deviation of the difference field is larger than the standard deviation of the observed field, the explained variance is negative for that model. In table 2, we show the annual rms-values of the 12 monthly spatial standard deviations and the annual averages of the explained variance for each month. We see that for the tropics all models explain more than 50% of the spatial variance. For southern latitudes 6 models have a poor performance. This is due to unrealistics pressure 4 fields over Antarctica. The pressure fields for northern latitudes appear to be most difficult to simulate.
Only 5 models explain more than 50% of the spatial variance. Important bias regions are the North Atlantic and the Asian continent. Many models have a poor performance over Europe as well.
Except for Europe, the above comparison is based on a rather short observation record, so it is possible that natural variability plays a role in this comparison. Unfortunately we have no reliable long observation records for the global pressure fields. For Europe, however we can use the long observation record to study natural variability. It appears that individual 30y mean fields differ less than 1hPa from the longterm mean field (figure 1). Also the difference between ERA-40 and the long analysed record is less than 1hPa for all months (figure 1). This indicates that a 30y year averaging period is sufficient to remove most of the natural variability in the European pressure patterns, and that differences caused by different analysis methods are smaller than the systematic errors in global model simulations.
Another important issue concerns the spatial scales of the longterm mean bias patterns. It appears that the dominant scales are very large: i.e. thousends of kilometers. This is important for climate simulations by high resolution regional models which have to use boundary conditions from global models. If the global model has a large-scale bias, it is likely that the regional model will inherit much of this bias . ). For the geostrophic vorticity we used the difference between the mean pressure at the four corners of the domain and the pressure in the center as a simple proxy. The locations of the centre of the domain and of its four corners are away from major orography, thus details of procedures for the reduction of surface pressure do not play an important role. The ADVICE pressure analysis was used as observation. Since this analysis has a 5 0 lat x10 0 lon resolution, the pressure fields simulated by the climate models were smoothed to match this resolution. We tested the smoothing procedure by comparing the smoothed ERA-40 fields with the ADVICE fields and found an excellent agreement, both with respect to the mean indices and with respect to their variability.
Thus we used smoothed ERA-40 data to extend the ADVICE analysis to the year 2000.
For temperature and precipitation we used the region 6 0 -14 0 E, 48. Temperature observations for the full 20th century were taken from the updated 0.5 0 gridded data set by New et al. (1999; 2000) . We compared the temperatures in this data set with ERA-40 for the ERA-40 period and found an excellent agreement.
Precipitation data were also taken from New et al. (1999; 2000) . This data set was not corrected for undercatchment due to snow and wind. In order to obtain an estimate of this undercatchment, we have also included 2 models with a poor performance. We included only the first ensemble member of each 20th-century model simulation in our analysis.
2 Geostrophic flow statistics in the 20th century
In figure 3 we show the mean and the standard deviation of the west-component of the geostrophic wind for each month of the year. Most models have a mean westerly bias in winter, which is quite extreme for CCSM3. This positive bias is caused by a deeper than observed Icelandic low and a positive pressure bias over the Mediterranean. In summer most models have a negative (i.e. easterly) bias in G-west. GISSer even has a pronounced mean easterly flow in summer. This negative bias is caused by a high pressure bias over Northern Europe and a low pressure bias over the Mediterranean.
The standard deviations are relatively well modelled. The importance of biases in G-west can be further illustrated by looking at the frequency distributions.
In figure 4a we show the cumulative frequency distributions for G W in January. Winter months with a mean flow from the east are characterised by cold and dry continental weather. Thus the frequency of such months is an important ingredient of the winter climate. We see that GISSer overpredicts this 6 frequency. HadGEM has a pronounced westerly bias in January, but still has a significant overlap with the observed distribution. The westerly bias in the CCSM3 simulation is very large, and the simulated distribution has little overlap with the observed distribution.
In figure 4b we show the cumulative frequency distributions for G W in July. Summer months with a mean easterly flow have predominently warm and dry weather. About 10% of the observed July months have a mean flow from the east. Most models simulate a much higher percentage. For GISSer all months have a mean flow from the east. On the other hand, ECHAM5 has a weak westerly bias in summer.
The model simulations of the south component of the geostrophic wind are relatively close to the observations and to each other, as is shown in figure 5 .
In figure 6 we show the comparison for the geostrophic vorticity. Many models simulate a higher than observed mean geostrophic vorticity, and in summer a higher than observed standard deviation. In figure 7 the cumulative frequency distributions for January and July are given. GISSer deviates most from the observations, in particular in July. The distribution for July simulated by this model has no overlap with the observed distribution.
These results show that biases in the simulated geostrophic flow indices are quite large, even for models which produce relatively realistic pressure fields over Europe. We may expect that these biases have an impact on simulations of temperature and precipitation. In the next sections we will investigate the importance of these impacts.
Relations between circulation variations and temperature variations
Interannual variability of the atmospheric circulation is a prime source for variability in monthly mean temperature and precipitation (Turnpenny et al., 2002; Van Oldenborgh and Van Ulden, 2003) .
Relations between circulation on the one hand, and temperature and precipitation on the other hand, can be used to analyse the influence of differences in circulation statistics on mean temperatures and precipitation, and on their variability.
For the description of the influence of the circulation on temperature, we use a simple linear model.
Monthly Circulation Temperature Anomalies are defined as:
where ΔG S , ΔG W and ΔG V are circulation anomalies relative to the mean observed values for the 20th century and where M is a memory term for past circulations. This term is modeled as an exponentially decaying memory with τ as e-folding period. We retained the memory for the circulation in the previous 3 months. Monthly values of the numerical coefficients A S , A W , A V and the memory τ were obtained from a least-square fit for the observations of the 20th century. We then multiplied the numerical coefficients by a scaling factor, such that the monthly CTA had the same variance as the observed temperatures. Thus CTA is a variance conserving regression to the observations. This simple model performs quite well, with correlations around 0.8 (see figure 9 ). In winter and summer G W is the dominating term in (2). In the transition months G S and G V give the largest contribution to the explained variance. The memory length varies typically between 0.3m and 0.9m.
The contribution of the memory term to the explained variance is significant in late winter (memory for snow feed back) and in late summer (memory for soil moisture depletion). Nearby seas produce memory effects all year round.
For the models the circulation anomalies are computed from modeled values of ΔG S , ΔG W and ΔG V using (2) and the observed values of A S , A W , A V and the memory τ. The variance conserving regression line for simulated temperature anomalies is given by :
Where <TA> is the mean simulated temperature anomaly and S T the slope that is given by
where Σ ΤΑ denotes the standard deviation of the modeled temperature anomalies TA and Σ CTA the standard deviation of the modeled CTA. The mean temperature bias due to the bias in the simulated circulations is given by
The analysis procedure described by (2) -(5) is illustrated in figure 8 , which shows scatter plots, means and regression lines of simulated and observed temperature anomalies against circulation temperature anomalies.
Next we analyse the performance of 10 models. In figure 9a we show the monthly correlations. In winter all models show high correlations, similar to the observed correlations. In summer some models show markedly lower than observed correlations. In general the correlations are satisfactory, indicating that models produce temperature variations in a similar manner as the real climate. In figure   9b , we show the slope of the regression lines. These are reasonably close to unity. There seems to be a tendency that models with a westerly circulation bias simulate lower slopes than models with an easterly bias. This is consistent with the idea, that a westerly circulation bias leads to a more maritime climate, which is less variable, while an easterly bias produces a more continental and more variable climate. Thus a mean bias in the circulation may have a profound influence on the variability of the monthly mean temperatures.
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Next we look at biases in the mean temperature. In figure 10 we show the total temperature bias in the 20th-century model simulations, the temperature bias attributable to circulation biases and the residual temperature bias, which is obtained by subtracting the circulation induced bias from the total bias. We see a wide range in biases. The circulation induced biases are largest for GISSer and CCSM3. This is understandable, because these models have the strongest circulation biases. CCC3.1 has the largest residual bias in particular in March -April. This pronounced cold bias can be partly explained by a pronounced cold bias in the Northern Hemisphere temperatures simulated by this model. Also GFDL2.1 has a cold Northern Hemisphere bias. These results show that an analysis of regional circulation statistics should be an integral part of the validation of regional model performance, since circulation induced biases can be of the same order as other biases. A much more detailed analysis would be needed to understand all the biases, but this falls outside the scope of this paper.
Relations between circulation variations and precipitation variations
The analysis for precipitation is very similar to that for temperature. Circulation Precipitation
Anomalies were defined as:
This model performs quit well, with correlations around 0.7 for summer months and 0.8 for winter months (see figure 11 ). G W is the most important contributor to the explained variance for all months, but the geostrophic vorticity G V is almost as important. We found no memory effects.
In figure 11a , we show the correlations between precipitation and circulation for the observations and for the model simulations. We see that, in general, the models have higher than observed correlations.
Only GISSer shows low correlations in summer. Figure 11b shows the slope of the precipitation regression lines. In general this simulated slope is weaker than observed. This is partly caused by the higher than observed variability in the Geostrophic Vorticity, which is simulated by the models (see figure 6b ).
In figure 12 we show the precipitation biases for the 20th century simulations. These biases are given as a percentage of the monthly mean observed precipitation. We see that the biases are large.
Noteworthy are the large circulation bias for CCSM3 in winter and the wet bias for GFDL2.1 and HadCM3 in summer. GISSer has a dry bias in many months. Again it is apparent that for a region like West-Central Europe it is useful to consider circulation statistics when validating simulated precipitation.
Mean changes
In the previous sections we have seen that only models with reasonable circulation statistics are credible enough for using them to analyse climate change. For HadGEM no scenario simulations were available at the time this analysis was made. This leaves 7 credible models for the analysis of climate change in West-Central Europe. For 6 models A2 scenario simulations were available, while for
MIROChi an A1B emission scenario was used.
In figure 13 we show the mean change in geostrophic flow indices from the 20 th century to the scenario period 2071-2100. Although the models differ significantly in the extent of the simulated circulation changes, there is a general pattern in the changes. In winter there is a tendency towards more westerly and more anticyclonic circulations. In late summer (July-September) there is a tendency towards more north-easterly and more anticyclonic flow. These simulated circulation changes resemble the trends in the atmospheric circulation that have been observed in the later part of the 20 th century (Osborn, 2004; Van Oldenborgh and Van Ulden, 2003) . It is still unclear if this is a robust aspect of climate change due to greenhouse gas forcing. Figure 14 shows total temperature changes, changes due to circulation changes and residual changes.
Total changes (figure 14a) are highest in late summer (J,A,S) , while winter months show a secondary maximum. This annual cycle in the temperature changes seems to be at least partly due to circulation changes, as is shown in figure 14b . August shows the larges range in circulation induced temperature changes: from almost no change for MIROChi and MRI2.3.2 to more than 3K for GFDL2.1.
The residual temperature changes in figure 14c also show a large range, but the changes are more evenly distributed over the year. In this figure the differences reflect amongst other the differences in global climate sensitivity between the models.
These results suggest that it may be feasible to construct climate change scenarios by decomposing temperature changes into a part that scales with changes in global mean temperature and a part that is related to changes in circulation. This idea has been explored by Van Oldenburgh and Van Ulden (2003) for the observed climate in the Netherlands. Such a decomposition may be even more usefull in the simulations of precipitation changes, which are shown in figure 15 .
In figure 15a we see a very pronounced annual cycle in simulated precipitation changes for 5 of the 7 models. In the circulation induced precipitation changes this feature is even present for all models, allthough the amplitude of this annual cycle varies considerable between models. After removal of the circulation signal, a much more transparant residual signal results. For most months a modest increase in precipitation is shown. This increase is probably related to changes in the partitioning of the radiative flux convergence at the earth surface over the atmospheric latent and sensible heat fluxes and the heat flux into soil and water. This partitioning depends on the temperature, at least over surfaces with sufficient moisture supply (Priestley and Taylor, 1972; Holtslag and Van Ulden, 1983) . All other things being equal, this theory predicts an increase in evaporation of about 2% per degree warming.
The models that are analysed here produce a warming of about 3-4 K. Thus we would expect an increase in precipitation of about 7% in the absence of circulation changes. This is roughly consistent with the results shown in figure 15c .
In late summer (J,A,S) soil moisture depletion may play an important role in the hydrological budget. We will return to this issue in the next section where we look at specific distributions for the 6 models which used an A2 scenario.
Changes in distributions
In this section we use scatter plots of the type introduced in figure 8 , for illustrating and discussing changes in distributions for 6 models. Each figure gives the regression line and the mean for the observations, while scatter plots, regression and means are given for the simulated periods 1971-2000 and 2071-2100. Because these periods cover only 30y, we combine monthly values of December, January and February into one ensemble of 90 months to represent winter months distributions. In order to represent late summer distributions we combine July, August and September. We first discuss temperature and precipitation changes for winter months, which are shown in the figures 16 and 17.
In figure 16 we see that the slope of the regression line for temperature decreases in the scenario simulations. At higher temperatures the sensitivity of the temperature to circulation variations is reduced. This is caused by two factors. In the first place warmer temperatures reduce the impact of cold snow feed backs. In the second place the simulated shift to warmer circulations leads to a lower frequency of months with a cold snow feed back. Therefore, cold extremes are highly sensitive to changes in the atmospheric circulation. Figure 17 gives the simulations for precipitation. Here we see a general increase in the variablity in the scenario simulations. A certain increase in the slopes is to be expected, because a temperature increase will enhance all precipiation by a similar percentage, which automatically leads to a steeper slope.
In figure 18 we show the temperature simulations for late summer. We see that the models differ greatly in these summer simulations. MRI2.3.2 and CCC3.1 show hardly any change in the slope of the regression line. ECHAM5 and MIROChi show a modest increase in variability. HadCM3 and especially GFDL2.1 show a very pronounced increase in the slope of the regression line. For an interpretation of these results it is useful to look at the precipitation simulations as well. Figure 19 shows that HadCM3 and especially GFDL2.1 show the most pronounced changes towards dry circulations. This is primarily caused by an increase in the frequency of easterly continental flow.
Therefore, the strong temperature response of these two models can be understood as follows.
Enhanced frequencies of dry flows from the continent lead to an enhanced soil moisture depletion, to a reduction in evaporation and an enhancement of the sensible heat flux which produces strong warming. These interactions have a pronounced impact on the scaling of precipitation with temperature. While this scaling works well for westerly flow from the Atlantic Ocean, it breaks down for easterly flow in late summer. For easterly flow in late summer the reduction of evaporation may reverse the precipitation-temperature relation, as has been shown by Lenderink et al. (2005) in a detailed analysis of the variability of summer time temperatures. It is even possible that the atmospheric circulation in summer is affected by differential heating due to soil moisture depletion
(Van Ulden et al., 2005).
The expected summer climate is therefore determined by a non-linear combination of circulation changes, soil moisture depletion and possible dynamical feedbacks to the resulting heating. The coupled climate models differ wildly in the simulation of these factors. Apparently, the future summer climate is hard to predict.
Discussion
Many coupled climate models are able to simulate the long-term mean of monthly global patterns of the sea level pressure. Unfortunately, this is not the case for northern midlatitudes and for Europe. An important result of the present analysis is that bias patterns in sea level pressure fields simulated by global coupled models have very large scales of thousands of kilometers. This has consequences for the practice of regional climate modeling, which relies on boundary conditions produced by global models. If such models have large-scale errors in their simulations, it is likely that these errors are to a great extent imported by the nested regional models.
We analysed a subset of models that performed well for Europe in more detail. For these models the statistics of geostrophic flow indices were compared with observations. We found that models differed The simple model that we have used to describe relations between circulations on the one hand and temperature and precipitation on the other hand is useful to describe the climate in West-Central
Europe for most months of the year at the present levels of uncertainty. In late summer, non-linear feedbacks involving soil moisture render its utility more limited.
Still it serves to demonstrate that biases and changes in the atmospheric circulation deserve far more attention in model validation and in the development of climate change scenarios than these issues have received in the past. Figure 1 . Spatial standard deviation of the difference between simulated sea level pressure fields and the longterm mean observed pressure field. Std Obs. is the spatial standard deviation of the observed field. Nat. Var. is the mean spatial standard deviation of the differences between 30 year averaged observed fields and the longterm mean observed field. ERA-40 is the spatial standard deviation of ERA-40 averaged over the last 30 year, relative to the long-term mean observed field. 
