Abstract-This paper addresses the weighted anisotropic shortest-path problem on a continuous domain, i.e., the computation of a path between two points that minimizes the line integral of a cost-weighting function along the path. The cost-weighting depends both on the instantaneous position and direetion of motion. We propose an algorithm for the computation of shortest-path that reduces the problem to an optimization over a finite graph. This algorithm restricts the search to oaths formed hv the concatenation of straieht-line segments Getween points, from a suitably chosen discre&ation of the continuous region.
I. INTRODUCTION
Consider a compact region R c W" and two points xi, xf E R. Our goal is to compute a continuous path p from zi to xf that minimizes the line integral over p of a costweighting function e that depends on position and direction of motion. Motivated by the observation that the optimal path is a straight-line from zi to zf when the cost-weighting is constant, one often refers to this problem as a shortest-path optimization. To emphasize the fact that the cost-weighting is not uniform and that it depends on the direction of motion, we further qualify it as a weighted anisotropic shortest-path optimization.
To formalize the problem, we denote by P the set of all unit-speed paths in R from xi to xf that are continuous and piecewise twice continuously differentiable, i.e., the set of continuous functions p : [O,T] -+ R, T > 0 for which (i) p(0) = xi and p(T) = 5,; (ii) 
0
We assume throughout the paper that the cost-weighting
: R x R" -t [0, CO) is continuously differentiable.
The solution to this problem has numerous applications that range from mobile robotics to path planning on topographical maps. The specific application pursued here is the computation of paths for groups of Unmanned Air Vehicles (UAVs) that minimize the risk of being destroyed by ground defenses, e.g., Surface-to-Air Missiles (SAMs).
The computation of shortest-paths has a long history and is, in fact, the most basic problem in Calculus of Variations (cf., e.g., [7]). Assuming for simplicity that R := W", the optimization formulated above is equivalent to the optimal control problem of finding a terminal time T 2 0 and a
that minimizes the cost J := J:pT(z(t),w(t))dt, subject to the dynamics x = U and initial and terminal conditions z(0) = x,. x(T) = zf. The solution to this problem can be found using the Hamilton-Jacobi-Bellman (HJB) equation: Assuming that there exists a continuously differentiable solution V : Wn -+ W to the HJB equation
with boundary condition V(z,) = 0, where the Hamiltonian
where x* denotes the optimal trajectory defined by x ' = U' and z*(O) = 2 . . However, this method generally fails when the HJB equation (or a relaxation of it) has no continuously differentiable solution. Even when an appropriate solution exists (perhaps only a viscosity solution), it is generally computationally very difficult to find.
U E V
'Without funher assumptions, the m y not be achieved for a path in P, but we will ignore this for now.
Several methods have been proposed to overcome this difficulty. These methods typically explore special structures for the cost-weighting e andlor compute paths that are only approximately optimal. We pursue here the latter approach and solve a discrete version of the continuous problem, which provides an approximate. solution. This approximation yields solutions that are not necessarily optimal but whose cost can be made arbitrarily close to the optimal one. We start by sampling the region R to extract a finite number of points X and then restricting the search to paths consisting of the concatenation of line segments between points in X. The search portion of the algorithms is performed by constructing a finite graph (whose nodes are the points in X), for which one then solves a shortest-path problem using standard algorithms.
This type of approach has been proposed before (cf., Section II) but hecause of the "curse of dimensionality" its successful application to nontrivial problems depends crucially on the algorithm used to sample the region R. This paper addresses precisely this issue. We start by deriving in Section IU a worst-case bound for the cost penalty introduced by discretization. Inspired by this bound, we then propose in Section IV an efficient algorithm to sample 72 so as to achieve a small cost penalty with a relatively sparse sampling of R. The key idea is to sample 72 so that there will be more sample points in regions where the optimal path is more likely to deviate from a straight-line. We apply the proposed algorithm to the computation of paths for groups of UAVs, which minimize their probability of destruction by ground defenses. This is an inherently three-dimensional, anisotropic shortest-path problem for which previous algorithms do not apply. The results obtained, which are summarized in Section V, validate the algorithm and show that it can solve the problem with reasonable computational effort. In this section we also compare the performance of several alternative sampling methods.
RELATED WORK
The solution to shortest-path problems is an active area of research in computational geometry [18] . When strong assumptions on the cost-weighting l are imposed, efficient algorithms can be used to compute the shortest-path. Often e(z, U) is assumed independent of the velocity U and takes only two distinct values: a low value corresponding to "freespace" and a high value (in the limit +CO) corresponding to "obstacles." Hershberger and Sun [8] proposed an algorithm for planar regions and obstacle spaces defined by polygons that runs in worst-case time O ( n log n) and requires O(n1ogn) space, where n is the total number of obstacle vertices. Another algorithm that is competitive when the number m of disconnected obstacles is much smaller than the number of vertices has been proposed by Kapoor et al. [9] and runs in worst-case time O(n+m2 logn) and requires O(n) in space. The complexity of the problem increases when the cost-weighting ! ( x , u ) is still independent of the velocity U and piecewise constant over space, hut can take more than two values. However, polynomial-time algorithms can still be found that produce €-optimal solutions, i.e. paths for which the cost is above the minimum by a factor no larger than (1 +e). For example, Mitchell and Papadimitriou [14] , Aleksandrov et al. [I] , and Mata and Mitchell [I21 provide €-optimal planar algorithms for any E > 0 that run in worstcase times, O(n8 log?), O(T log !(*+logn)),
and O($), respectively. In three dimensions the complexity of the problem also increases but polynomial-time algorithms can still be found that produce e-optimal solutions. Aleksandrov et al. [I] provide an e-optimal algorithm for any e > 0 that runs in worst-case time O(?logf($ + logn)), where n is the number of convex regions needed to define the piecewise constant cost-weight e. 
H

IV. NON-UNIFORM SAMPLING
In principle solving the optimization over paths in Pz is a simple problem that can be solved using standard tools to determine shortest-paths on finite graphs. The main difficulty with this approach is that the required number of points N, may grow very fast as E decreases. However, this can be minimized by carefully selecting the location of the points.
The idea behind the proof of Theorem 1 is that we can construct a piecewise linear approximation p to an optimal path p* by approximately sampling p' so that the following constraints are satisfied: 1) the distance between consecutive sample points X k 2) each sample point x k should be in an €,-ball of the 3) the difference between the derivatives of p' and its By forcing €6. e,, and e" to be sufficiently small, one can get piecewise linear paths whose costs are arbitrarily close to p'. It tums out that if one examines closely the proof of Theorem I, in particular equation (17). one concludes that E& can actually be large and that it suffices that both e, and should not exceed a given constant €6; corresponding paint p * ( T k ) in the path, approximation p should not exceed E". %,k& + %,k'% + ( g 2 . k + A g u , k ) l l Z k -Zk-111 (18) be small for every k, where the constants g z , k and g",k are defined in (12). This shows that one can actually allow llZk -Xk-111 to be large in some regions, provided that one makes sure that it is possible to pick the X k appropriately spaced, while minimizing the overall number of sample points. Note that to be able to keep zk in a small e,-ball of p * (~k ) , the edges of the cells should be finely sampled.
This type of spacing can be efficiently obtained using the following procedure: 
2) Compute the Voronoi diagram generated by the points in 2. The size of the resulting cells in a particular area is roughly proportional to the distance between the p i n t s in that area, which is inversely proportional to (19). whereas increasing the density of sampling over the edges of the Voronoi diagram decreases cZ. It should be noted that this type of sampling does not correspond to a finite-elements approximation to the continuous HJE3 equation:
We considered a couple of alternative sampling algorithms and contrasted them with honeycomb sampling. The fin1 method is the simplest and does not explore the structure of the cost weight k Algorithm 2 (Randomized uniform sampling): Construct X by randomly extracting N points, with a uniform spacial probability density over R.
0
The following method is also inspired by (18) but simply attempts to minimize the term (gz,r + Ag,,k)llzk -z8-111.
Construct X by randomly extracting N points, with a spacial probability density over F proportional to
In the next section we compare the performance of these three sampling algorithms in the context of minimum-risk path planning.
Algorithm 3 (Randomized gradient-based sampling):
(SUP,EV llVz~(z,u)Il +AIIV"~(z>u)ll maximizing the probability that the UAVs will survive the journey.
In general different UAVs may have different defensivdstealth capabilities and therefore their probabilities of survival are distinct. Because of this, minimal-risk path planning is a multi-criteria optimization problem. We will pursue here Pareto-optimal paths, i.e., paths for which the probability of any single UAV surviving cannot be improved without decreasing the survivability of another UAV in the group.
Denoting by pVr"'"[P] the probability that the jth UAV safely reaches the destination, Pareto-optimal (maximal) paths can be obtained as the solution to single-criteria optimization problems of the form where the Xj denote positive constants [4]. Assuming that velocities are normalized so the maximum speed of the slowest UAV is equal to one, the optimization should be performed as p ranges over the set P considered in the previous sections. Note that in general, risk is minimized for the maximum speed so there is no reason to consider paths with speeds smaller than the maximum. We ignore here all constraints posed by the aircraft dynamics, other than its maximum speed. The path generated by this optimization would serve as a reference trajectoly for the group, to be used by algorithms such as the ones proposed in 16, 15, 161. One could also take fuel consumption and path length as additional criteria for Pareto-optimality. Although we do not pursue this here, it would be straightforward.
A. Risk Model
The probability of the jth UAV being hit by the ith SAM in an elementary time interval dt is assumed to be given by 
i ) d t ) . i=l
The main reason why risk density functions depend on the position of the SAMs and the position and velocity of the UAVs, is that the radar signature of the UAVs is a function of their distance and flight angle with respect to the SAMs.
Suppose now that the group of UAVs fly along a path
Assuming that the probability of being hit over disjoint path elements is independent, the probability
of the j t h UAV surviving the whole path p is given by the limit as dt + 0 of Taking log and making dt -+ 0, we obtain3
We therefore conclude that, under the previous risk model, we can express ~~~~i~~[~l as = ,-I:e;(P(t),P(t))dt, psurvive where " !, (z,v) 
This model is consistent with the expectation that if one remains under danger for a long amount of time, the probability of survival eventually converges to zero.
Since the function s H e P is monotone decreasing, paths that are Pareto-optimal (maximal) with respect to the rewards 3Here. we used the fact that log(1 -6) % -6 for L << 1 p y [ p ] are also Paretrroptimal (minimal) with respect to the costs J,ii := J r t j ( p ( t ) , P ( t ) ) d t .
(21)
We can therefore find these paths by solving the Weighted Anisotropic Shortest-Path Problem 1 considered in Sections II-IV.
B. Numerical remlis
In this section we analyze the performance of the algorithms proposed to solve Problem 1, in the context of the minimum-risk path planning problem formulated above. We utilize a cost of the form (21), computed from a realistic risk density function. The risk density function qij defined before depends on the distance and attitude of the UAVs with respect to the SAM sites. This is because SAMs are usually guided by a tracking radar that locks on the target UAV and guides the SAM until interception. Therefore, depends significantly on the aircraft's Radar Cross Section (RCS), which is a measure of its ability to reflect radar signals in the direction of the radar In this study we consider the scenario shown in Figure 2 , which is representative of typical minimal-risk path planning problem. This scenario considers three medium range SAM sites (MSI, MS2, and MS3), appearing in the figure surrounded by circles that indicate their maximum firing Figure 3 shows typical paths obtained using the honeycomb, uniform, and gradient-based sampling methods. These plots illustrate how honeycomb sampling can produce better result with a muoh smaller sampling density than the other methods. Figure 4 summarizes the results obtained from running a large number of optimizations on the test scenario. In the vertical axis we plot the optimal cost obtained and in the horizontal axis the time it took to compute it. The algorithms were implemented in MATLAB and ran on a Dell Dimension 4500 workstation (Pentium 4 processor, 2GHz clock, 768Mb of RAM) under Linux. We compare the results obtained using the three sampling algorithms described in Section Tv:
honeycomb, randomized uniform, and randomized gradientbased. For each algorithm we considered several sampling densities, leading to distinct execution times and distinct o p timal costs. We can see that, for the same computation time, honeycomb sampling consistently produces lowei costs than the other methods. Moreover, for computation times larger than roughly 15 seconds, the majority of the honeycomb optimizations resulted in very good paths with costs below 10.4 The same is not true for the other sampling methods that proved much less consistent. Table I , which shows the mean value and the standard deviation of the costs obtained with each sampling method. The average cost from honeycomb sampling is about 7% smaller than the other ones and its 3a upper bound is also smaller. It should be noted that a 7% cost improvement is significant, because the costs obtained using sampling do not seem to be very far from the best achievable in this scenario (which is probably just below 7). VI. CONCLUSION In this paper we propose an algorithm for the computation of weighted anisotropic shortest-paths, which reduces the continuous problem to an optimization over a finite graph that can be efficiently solved. The algorithm proposed restricts the search to paths formed by the concatenation of straightline segments between points from a suitably chosen discretization of the continuous region. To maximize efficiency, the discretization should not be uniform. We propose a "honeycomb" sampling algorithm that minimizes the cost penalty introduced. This methodology is applied to the computation of paths for groups of UAVs that minimize the risk of being destroyed by ground defenses. We show that this problem can be formulated as a shortest-path optimization and that honeycomb sampling method can efficiently produce low-risk paths with less computation time than other methods, for the same or better COSIS. Future work will include the computation of nonconservative hounds on the cost penalty introduced by discretization with honeycomb and other sampling algorithms. We are also studying the integration of sampling and the graph optimization algorithms to avoid oversampling.
