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Abstract—This paper proposes nonlinear optimal controller
and observer schemes based on a θ-D approximation approach
for surface-mounted permanent magnet synchronous motors
(PMSMs). By applying the θ-D method in both the controller
and observer designs, the unsolvable Hamilton–Jacobi–Bellman
equations are switched to an algebraic Riccati equation and state-
dependent Lyapunov equations (SDLEs). Then, through selecting
the suitable coefficient matrices, the SDLEs become algebraic, so
the complex matrix operation technique, i.e., the Kronecker prod-
uct applied in the previous papers to solve the SDLEs is eliminated.
Moreover, the proposed technique not only solves the problem of
controlling the large initial states, but also avoids the excessive
online computations. By utilizing a more accurate approximation
method, the proposed control system achieves superior control per-
formance (e.g., faster transient response, more robustness under
the parameter uncertainties and load torque variations) compared
to the state-dependent Riccati equation-based control method and
conventional PI control method. The proposed observer-based con-
trol methodology is tested with an experimental setup of a PMSM
servo drive using a Texas Instruments TMS320F28335 DSP. Fi-
nally, the experimental results are shown for proving the effective-
ness of the proposed control approach.
Index Terms—Hamilton–Jacobi–Bellman equation (HJBE),
nonlinear optimal control, nonlinear optimal observer, permanent
magnet synchronous motor (PMSM), speed control.
I. INTRODUCTION
LATELY, electric motors have been widely employed in di-verse applications such as traction motors, machine tools,
industrial fans, blowers and pumps, household appliances, disk
drives, etc. [1]–[3]. As energy problems become more and more
serious, the improvement in the efficiency of electric motors is
the main focus. Nowadays, induction motors are one of the most
popular motors in industrial applications; however, permanent
magnet synchronous motors (PMSMs) have been gradually re-
placing induction motors due to many advantages such as higher
power density, higher torque to inertia ratio, higher efficiency,
and simpler control [4]–[9].
One of the most well-known control schemes for the PMSMs
is the cascaded proportional-integral (PI) controller. However,
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the main problem of using the PI controllers is their sensitivity to
inevitable uncertainties such as parametric variations, modeling
errors, and external load torque disturbances [10]. To overcome
these difficulties, advanced control methods are needed for pre-
cise control of the PMSMs. So far, the control performance of
the PMSMs has been enhanced through various control tech-
niques like sliding mode control (SMC), internal model control
(IMC), fuzzy control, predictive control, etc. The most promi-
nent characteristic of the SMC schemes in [11]–[13] is their
robustness to the parameter variations and the external distur-
bances. But, in practice, it is very difficult to achieve the bounds
of the uncertainties, which are essential in the designing of these
SMC schemes. Next, the IMC method in [14] also possesses the
disturbance rejection ability, however, the accuracy of the refer-
ence model is not guaranteed when the motor parameters vary.
In [15], a discrete-time fuzzy control system is theoretically
analyzed. Unfortunately, the transient speed responses under
the load torque variations are not shown in either simulation or
experimental studies. The predictive control methods in [16]–
[18] are successfully applied to the PMSM drives. However,
this approach requires a huge computation effort to solve the
optimization problem at each sampling instant.
Three centuries ago, optimal control (OC) was founded by J.
Bernoulli. However, the studies on the OC just started blooming
in the 1960s with the invention of the computer [19]. Although
the theory of the OC has been developed perfectly for the lin-
ear time-invariant systems, the implementation of the OC in
the nonlinear systems is still a challenging problem. Many re-
search works have been carried out already to find the solution
of the Hamilton–Jacobi–Bellman equation (HJBE) or at least to
achieve a suboptimal control law for the nonlinear dynamical
models. The methods that find an approximated solution to the
OC problem of the nonlinear systems can be relatively divided
into four groups: power series methods, state-dependent Riccati
equation (SDRE) methods, Pontryagin’s maximum-principle-
based methods, and successive approximation methods. In the
first group, the power series methods [20], [21] are based on
considering the nonlinear systems as a perturbation of the linear
systems, so the controller can be obtained by extending the lin-
ear control theory to the nonlinear one. However, the method in
[20] cannot assure the convergence of the series with the highly
nonlinear systems, and the algorithms in [21] become very com-
plicated when the system order is high. Next, the second group
explains that the SDRE methods [22]–[24] are the extension of
the algebraic Riccati equation (ARE) to the nonlinear systems.
In [22], the controller leads to a large control effort when the
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values of the initial states are large, and the SDRE method in
[23] requires a real-time computation. The technique in [24]
can avoid the aforementioned drawbacks, but it is only appli-
cable to a few of the nonlinear systems. In the third group, the
main focus of the Pontryagin’s maximum-principle-based meth-
ods [25], [26] is to find an approximated solution to a nonlinear
two-point boundary value problem. However, the complex tech-
niques are required to solve the boundary value problem. In the
last group, the iterative processes are utilized by the successive
approximation techniques [27]–[29] to approach the solution of
the HJBE. In [27], the problem is discussed in a general context.
A numerical solution to the generalized HJBE is obtained by
using the Galerkin method in [28]. Meanwhile, the approxima-
tion techniques in [29] focus on finding a solution for a specified
class of the nonlinear systems.
The OC has been widely utilized in numerous fields such as
aircraft [21], [30], tandem hot-metal-strip rolling [23], robotics
[31], induction motor [32], electricity market [33], electric ve-
hicle [34], etc. A power series method is applied in [21], while
an SDRE-based method is utilized in [23]. In [33] and [34], the
Pontryagin’s maximum principle is used to derive the optimal
control law. A successive approximation method is employed
to design the controller in [30]. In [31] and [32], just the linear
optimal controller [i.e., the linear quadratic regulator (LQR)]
is designed. As mentioned earlier, although the OC is a well-
developed approach with huge applications, there is not much
work focused on applying it to the PMSMs. In [35], an LQR
is presented for the PMSM drives, but the results show that it
is very sensitive to the load torque disturbance. Recently, an
SDRE-based optimal control approach has been successfully
applied to the speed tracking of the PMSMs [36], [37]. That
is, it is shown that the SDRE-based method can improve the
control performance compared to the classical methods like a
PI controller and an LQR.
This paper introduces nonlinear optimal controller and ob-
server schemes based on a θ-D approximation method for
the surface-mounted permanent magnet synchronous motor
(SPMSM) drives. First, the θ-D-based approximation tech-
nique is applied for transforming the HJBE to much more
simpler equations, which include an ARE and state-dependent
Lyapunov equations (SDLEs) [29]. In these papers, the SDLEs
were solved by using a complicated technique named as the
Kronecker product, which generates redundant computations.
Fortunately, in this paper, by properly choosing the coefficient
matrices, these SDLEs become the algebraic equations, so the
Kronecker product technique is avoided. Next, the semiglobal
asymptotic stability and suboptimality properties of the pro-
posed control scheme are fully analyzed. The proposed strat-
egy not only avoids the complex control solution to which the
large-initial-states problem gives rise in some Taylor-series-
expansion-based methods, but also does not require any ex-
cessive online computations like recent SDRE techniques. Fur-
thermore, the proposed observer-based control scheme uses a
more precise approximation method, therefore, it has an ability
to attain faster transient response and more robustness under
the parameters uncertainties and load torque variations than the
SDRE-based control method and the conventional PI control
method. To prove the validity of the proposed control approach,
the experiment is performed on a prototype SPMSM servo drive
with a Texas Instruments TMS320F28335 DSP.
II. NONLINEAR OPTIMAL SPEED CONTROLLER SYNTHESIS
A. Problem Formulation
In the field-oriented control, the dynamic equations of a
SPMSM can be given by
⎧
⎪⎪⎨
⎪⎪⎩
ω˙ = k1iqs − k2ω − k3TL
i˙qs = −k4iqs − k5ω + k6Vqs − ωids
i˙ds = −k4ids + k6Vds + ωiqs
(1)
where
k1 =
3
2
1
J
p2
4
λm , k2 =
B
J
, k3 =
p
2J
k4 =
Rs
Ls
, k5 =
λm
Ls
, k6 =
1
Ls
ω is the electrical rotor speed, ids and iqs are the d-axis and q-
axis currents, respectively, Vds and Vqs are the d-axis and q-axis
voltages, respectively, TL is the load torque, p is the number of
poles, Rs is the stator resistance, Ls is the stator inductance, J
is the rotor inertia, B is the viscous friction coefficient, and λm
is the magnet flux linkage.
In the system model (1), it is noted that ω, iqs , and ids are
the state variables, Vqs and Vds are the control inputs, and TL
is defined as the external disturbance. To design an observer-
based nonlinear optimal control law, the following assumptions
are established.
Assumption 1: 1) ω, iqs , and ids are measurable and 2) TL
is unknown and varies very slowly in practice [38]–[40].
To develop the θ-D-based nonlinear optimal controller for
the SPMSM, the nonlinear model of the SPMSM in (1) first
needs to be transformed to the appropriate error dynamics. Let
us define the speed error, q-axis current error, and q-axis current
reference as
ω˜ = ω − ωd, i˜qs = iqs − iqsd
iqsd = (k2ωd + ω˙d + k3TL )/k1 (2)
where ωd is the rotor speed reference, ω˜ is the rotor speed error,
iqsd is the q-axis current reference, and i˜qs is the q-axis current
error. Note that the load torque TL which is used to calculate
iqsd can be accurately estimated by a nonlinear optimal observer
that will be presented in detail in the next section.
Remark 1: In the constant torque region of the SPMSM, the
preferred d-axis current is usually considered as zero; this not
only simplifies the control system but also optimizes the oper-
ation conditions. Accordingly, in this paper, the d-axis current
reference is also chosen to be zero.
Next, the control input signals Vqs and Vds are decomposed
into the compensating and stabilizing terms as
Vqs = ucq + usq , Vds = ucd + usd (3)
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where ucq and ucd are the q-axis and d-axis compensating con-
trol terms, respectively, and usq and usd are the q-axis and d-axis
stabilizing control terms, respectively.
Then, the compensating control terms ucq , ucd are designed
as
ucq =
1
k6
(k4iqsd + k5ωd + idsωd + i˙qsd)
ucd = − 1
k6
(˜iqsωd + ωiqsd). (4)
Using (2) into (4), the model (1) could be transformed to the
following error dynamics:
x˙ = f(x) + Bu (5)
where x =
[
ω˜ i˜qs ids
]T
, u =
[
usq usd
]T
, f(x) = A(ω˜)x
A(ω˜) =
⎡
⎣
−k2 k1 0
−k5 −k4 −ω˜
0 ω˜ −k4
⎤
⎦ , B =
⎡
⎣
0
k6
0
0
0
k6
⎤
⎦ .
By considering the system (5), the objective is to find the
stabilizing control terms that minimize the cost function.
J =
1
2
∫ ∞
0
(xT Qx + uT Ru)dt (6)
where the matrix Q ∈ R3×3 is symmetric positive semidefi-
nite, and the matrix R ∈ R2×2 is symmetric constant positive
definite. According to [41], the optimal solution of this infinite-
horizon nonlinear control problem can be obtained by solving
the following HJB partial differential equation:
∂V T
∂x
f(x)− 1
2
∂V T
∂x
BR−1BT
∂V
∂x
+
1
2
xT Qx = 0. (7)
Assuming that V(x) is positive and continuously differentiable
with V (0) = 0, then the control law is given by
u = −R−1BT ∂V
∂x
. (8)
However, the HJB equation (7) is very difficult to solve in
general.
B. Nonlinear Optimal Speed Controller Design
Based on θ-D Technique
An approximation technique called a θ-D method [29] is
introduced in this section to find the solution to the HJB
(7).
First, the weighting matrix Q is rewritten as
Q = Q0 +
∞∑
i=1
Diθ
i (9)
where Q0 ∈ R3×3 and Di ∈ R3×3 are a symmetric constant and
a symmetric state-dependent matrix, respectively, θ is a scalar,
and i is an integer. Note that θ and Di are chosen such that Q is
symmetric semipositive definite.
Now, V/x is decomposed into a power series of θ as
∂V
∂x
=
∞∑
i=0
Tiθ
ix (10)
where Ti are symmetric matrices.
Substituting (9) and (10) into (7), and then, equating the
coefficients of the powers of θ to zero, the following equations
are achieved
T0A0 + AT0 T0 − T0BR−1BT T0 + Q0 = 0 (11)
T1A1 + AT1 T1 +
T0ΔA
θ
+
ΔAT T0
θ
+ D1 = 0 (12)
.
.
.
TnA1 + AT1 Tn +
Tn−1ΔA
θ
+
ΔAT Tn−1
θ
−
n−1∑
i=1
TiBR
−1BT Tn−i + Dn = 0 (13)
where A1 = A0 −BR−1BT T0 and
A0 =
⎡
⎣
−k2 k1 0
−k5 −k4 0
0 0 −k4
⎤
⎦ , ΔA =
⎡
⎣
0 0 0
0 0 −ω˜
0 ω˜ 0
⎤
⎦ .
It is clear that (11) is an ARE, while (12) and (13) are SDLEs.
By setting the matrices
Di = −kie−li t
(
Ti−1ΔA
θ
+
ΔAT Ti−1
θ
−
i−1∑
j=1
TjBR
−1BT Ti−j
)
Ti =
T¯i
θi
(14)
where ki and li are positive adjustable design parameters, and
T¯iare symmetric matrices. It should be noted that T¯0 = T0 .
Then, the SDLEs (12) and (13) are transformed to
T¯1A1 + AT1 T¯1 +
(
T0ΔA + ΔAT T0
)
ε1 = 0 (15)
.
.
.
T¯nA1 + AT1 T¯n +
(
T¯n−1ΔA + ΔAT T¯n−1
−
n−1∑
i=1
T¯iBR
−1BT T¯n−i
)
εn = 0 (16)
where εi = 1− kie−li t .
Finally, by establishing T¯i = TCi εiω˜i and ΔA = ω˜ΔAC , the
following algebraic Lyapunov equations are obtained
TC1 A1 + A
T
1 T
C
1 + T0ΔAC + ΔA
T
C T0 = 0 (17)
.
.
.
TCi A1 + A
T
1 T
C
i + T
C
i−1ΔAC + ΔA
T
C T
C
i−1
−
i−1∑
k=1
TCk BR
−1BT TCi−k = 0 (18)
where ΔAC =
⎡
⎣
0 0 0
0 0 −1
0 1 0
⎤
⎦
.
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Then, the approximate control law is given by
u = −R−1BT
N∑
i=0
TCi εiω˜
ix (19)
where TC0 = T¯0 = T0 , ε0 = 1, and N is the number of series
calculated offline.
Remark 2: In [29], the SDLEs (12) and (13) are solved by
using the Kronecker product. However, in case of the PMSMs,
these equations can be further transformed to algebraic equa-
tions (17) and (18), which can be much more easily solved. This
improvement does not include any drawback or limitation.
Remark 3: The proposed θ-D-based suboptimal control law
(19) can more precisely approximate the solution than the
SDRE-based control law in [36] with more tuning parameters
(εi). In this context, the proposed control law is a generalized
form of the SDRE-based control law. As a result, the proposed
θ-D-based control scheme can achieve better transient behavior
compared to the SDRE-based control method in [36].
Remark 4: First, the well-known fact should be noted that
an optimal regulator minimizing the cost function J (6) for a
linear system can usually guarantee a suitable robustness with
minimum −6 dB gain margin and 60° phase margin. Also,
since the proposed θ-D-based nonlinear optimal control law
is more effective in dealing with nonlinearities of the system
and more flexible in tuning the gains, it is more robust to the
parameter uncertainties than the conventional control methods
such as the PI and SDRE-based controller. For extending the
proposed optimal controller to the robust optimal controller, the
cost function J is needed to be modified. This issue is presented
in detail via theorems in [30] and [31].
C. Stability Analysis
Referring to [29], both Theorem and Lemma can be given as
follows:
Lemma 1: The series
∑∞
i=0 Tiθ
i is the pointwise convergent
and positive definite series.
Proof: This Lemma can be proved similarly to [29]. 
Theorem 1: The closed-loop system obtained by the error
dynamics (5) and the nonlinear feedback control law (19) is
semiglobally asymptotically stable.
Proof: Define the following Lyapunov function
L(x) =
1
2
xT
∞∑
i=0
T¯ix. (20)
From the Lemma 1,
∑∞
i=0 T¯i is positive definite, so L(x) > 0.
Its time derivative can be obtained as
dL(x)
dt
=
[
∂L(x)
∂t
]T
x˙ =
[
∂L(x)
∂t
]T
[f(x) + Bu]
=
[
xT
∞∑
i=0
T¯i +
1
2
xT
∞∑
i=0
∂T¯i
∂x
x
]
[f(x) + Bu] . (21)
On the other hand, Vx =
∑∞
i=0 T¯ix(Vx = ∂V/∂x) satisfies
the following HJB equation:
V Tx [f + gu] +
1
2
uT Ru +
1
2
xT
(
Q0 +
∞∑
i=1
Diθ
i
)
x = 0.
(22)
Then, the aforementioned equation is equivalent to
V Tx [f + gu] = −
1
2
uT Ru− 1
2
xT
(
Q0 +
∞∑
i=1
Diθ
i
)
x. (23)
Therefore
dL(x)
dt
=
1
2
uT Ru− 1
2
xT
(
Q0 +
∞∑
i=1
Diθ
i
)
x +
+
1
2
xT
∞∑
i=0
∂T¯i
∂x
x [f + Bu] . (24)
Since u = −R−1BT ∑∞i=0 T¯ix, so
−1
2
uT Ru− 1
2
xT
(
Q0 +
∞∑
i=1
Diθ
i
)
x
= −1
2
xT
[
Q0 +
∞∑
i=0
T¯iBR
−1BT
∞∑
i=0
T¯i +
∞∑
i=1
Diθ
i
]
x. (25)
Using the Courant–Fischer theorem [42], we achieve
−1
2
xT
[
Q0 +
∞∑
i=0
T¯iBR
−1BT
∞∑
i=0
T¯i +
∞∑
i=1
Diθ
i
]
x
≤ −1
2
λmin
[
Q0 +
∞∑
i=0
T¯iBR
−1BT
∞∑
i=0
T¯i +
∞∑
i=1
Diθ
i
]
‖x‖2
(26)
where λmin is the minimum eigenvalue of the matrix in the
square bracket in (26). Thus
dL(x)
dt
≤ +1
2
xT
∞∑
i=0
∂T¯i
∂x
x [f + Bu]−
−1
2
λmin
[
Q0 +
∞∑
i=0
T¯iBR
−1BT
∞∑
i=0
T¯i +
∞∑
i=1
Diθ
i
]
‖x‖2
≤ −1
2
Cλ ‖x‖2 + 12 ‖x‖
2
∥
∥
∥
∥
∥
∞∑
i=0
∂T¯i
∂x
x
∥
∥
∥
∥
∥
∥
∥
∥
∥
∥
A−BR−1BT
∞∑
i=0
T¯i
∥
∥
∥
∥
∥
(27)
where
Cλ = λmin
[
Q0 +
∞∑
i=0
T¯iBR
−1BT
∞∑
i=0
T¯i +
∞∑
i=1
Diθ
i
]
> 0.
For achieving specific values of T¯i to satisfy the following
inequality, a small enough εi is chosen.
Cλ >
∥
∥
∥
∥
∥
∞∑
i=0
∂T¯i
∂x
x
∥
∥
∥
∥
∥
∥
∥
∥
∥
∥
A−BR−1BT
∞∑
i=0
T¯i
∥
∥
∥
∥
∥
. (28)
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
DO et al.: θ -D APPROXIMATION TECHNIQUE FOR NONLINEAR OPTIMAL SPEED CONTROL DESIGN OF SURFACE-MOUNTED PMSM DRIVES 5
Finally, the inequality dL(x)/dt < 0 is also satisfied. Hence,
the closed-loop system is semiglobally asymptotically stable.
III. NONLINEAR OPTIMAL LOAD TORQUE OBSERVER
SYNTHESIS
A. Nonlinear Optimal Load Torque Observer Design
Based on θ-D Technique
Based on the Assumption 1 and the SPMSM model (1), the
equations for designing a nonlinear optimal load torque observer
can be achieved as follows:
x˙o = fo(xo) + Bouo
yo = Coxo (29)
where fo(xo) = Ao(ω)xo , xo is the state variables vector, uo is
the inputs vector, and yo is the measurable outputs vector.
xo =
⎡
⎢
⎢
⎣
TL
ω
iqs
ids
⎤
⎥
⎥
⎦ , Ao(ω) =
⎡
⎢
⎢
⎣
0 0 0 0
−k3 −k2 k1 0
0 −k5 −k4 −ω
0 0 ω −k4
⎤
⎥
⎥
⎦
Bo =
⎡
⎢
⎢
⎣
0
0
k6
0
0
0
0
k6
⎤
⎥
⎥
⎦ , uo =
[
Vqs
Vds
]
, Co =
⎡
⎣
0 1 0 0
0 0 1 0
0 0 0 1
⎤
⎦ .
Then, the load torque observer can be designed by
˙ˆxo = fo(xˆo) + L(ωˆ) [yo − Coxˆo ] + Bouo
TˆL =
[
1 0 0 0
]
xˆo
(30)
where superscript “” denotes the estimated quantities and the
matrix L(ωˆ) is the observer gain.
In the same manner with Section II, the observer gain matrix
can be constructed as
L(ωˆ) =
(
No∑
i=0
HCi εoiωˆ
i
)
CTo R
−1
o (31)
where ε0 = 1, εoi = 1− koie−lo i t(i ≥ 1, koi , and loi are posi-
tive adjustable design parameters), No is the number of series
calculated offline, and the coefficient matrices HCi are the solu-
tion of the following algebraic equations:
Ao0H
C
0 +H
C
0 A
T
o0 −HC0 CTo R−1o CoHC0 +Qo0 = 0 (32)
Ao1H
C
1 + H
C
1 A
T
o1 + H
C
0 ΔA
T
oC + ΔAoC H
C
0 = 0 (33)
.
.
.
Ao1H
C
i + H
C
i A
T
o1 + H
C
i−1ΔA
T
oC + ΔAoC H
C
i−1
−
i−1∑
k=1
HCk C
T
o R
−1
o CoH
C
i−k = 0 (34)
where
Ao0 =
⎡
⎢
⎢
⎣
0 0 0 0
−k3 −k2 k1 0
0 −k5 −k4 0
0 0 0 −k4
⎤
⎥
⎥
⎦
ΔAoC =
⎡
⎢
⎢
⎣
0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0
⎤
⎥
⎥
⎦
Ao1 = Ao0 −HC0 CTo R−1o Co
and Qo0 and Ro are the weighting matrices with the sufficient
dimensions.
B. Stability Analysis
Referring to [43], both Theorem and Lemma can be given as
follows:
Lemma 2: The series
∑∞
i=0 H
C
i εoiωˆ
i is the pointwise con-
vergent and positive definite series.
Proof: This Lemma can be proved similarly to [43]. 
Theorem 2: The estimation error dynamics defined by e =
xˆo − xo is asymptotically stable.
Proof: Based on (29) and (30), the derivative of the estima-
tion error is given by
e˙ = [Ao0 − L(xˆo)C] e + [fo(xˆo)− fo(xo)] . (35)
By applying (31) into (35), we have
e˙ = Ao1e−
N∑
i=1
FiC
T R−1o e + [fo(xˆo)− fo(xo)] (36)
where Fi = HCi εoiωˆi . Since Ao1 is a Hurwitz matrix, for any
given positive definite matrix M ∈ R4×4 , there exists a unique
positive definite P such that
Ao1P + PAo1 = −2M. (37)
Now consider the positive definite Lyapunov function V (e) =
eT Pe, then its time derivative is obtained as
V˙ = −2eT Me + 2eT P
[
fo(xˆo)− fo(xo)
−
N∑
i=1
FiC
T R−1o Ce
]
. (38)
With the definition of fo(xo) in (29), the following Lipschitz
condition is achieved:
‖fo(xˆo)− fo(xo)‖ ≤ ‖e‖ . (39)
Then
V˙ ≤ −2λmin(M) ‖e‖+ 2 ‖P‖ ‖e‖2
+ 2
∥
∥
∥
∥
∥
N∑
i=1
Fi
∥
∥
∥
∥
∥
∥
∥CT R−1o C
∥
∥ ‖P‖ ‖e‖2
=−2
{
λmin(M)−‖P‖
[
1 +
∥
∥
∥
∥
∥
N∑
i=1
Fi
∥
∥
∥
∥
∥
∥
∥CT R−1o C
∥
∥
]}
‖e‖2 .
(40)
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The proper εoi and large enough λmin (M) are chosen such
that
λmin(M)− ‖P‖
[
1 +
∥
∥
∥
∥
∥
N∑
i=1
Fi
∥
∥
∥
∥
∥
∥
∥CT R−1C
∥
∥
]
> 0. (41)
Then, V˙ < 0. Therefore, e = 0 is an asymptotically stable
equilibrium point. 
C. Load Torque Observer-Based Controller
and Design Procedure
With the estimated load torque information TˆL from the pro-
posed observer, the control inputs can be achieved as
[
Vqs
Vds
]
= −R−1BT
N∑
i=0
TCi εiω˜
i x¯ +
[
u¯cd
u¯cq
]
(42)
where
x¯ =
[
ω˜ ¯˜iqs ids
]T
u¯cd =
1
k6
(k4 i¯qsd + k5ωd + idsωd)
u¯cq = − 1
k6
(
¯˜iqsωd + ωi¯qsd
)
i¯qsd =
1
k1
(
k2ωd + ω˙d + k3 TˆL
)
and
¯˜iqs = iqs − i¯qsd .
The observer-based approximated control law (42) includes TCi
and εi as the control gains. The matrices TCi can be indirectly
tuned by adjusting the weighting matrices Q0 and R. On the
other hand, εi is tuned by choosing the design parameters ki
and li . Note that when εi = 1, the proposed nonlinear optimal
controller becomes the SDRE-based controller [36]. The simi-
lar analysis can be applied to the nonlinear optimal load torque
observer (30) and (31). Also, it is noticed that the proposed non-
linear optimal load torque also turns into the SDRE-based load
torque observer [36], if εoi = 1. Therefore, the controller and
observer gains are tuned carefully by the following procedure.
1) Set εi = 1 and εoi = 1. Then, tune Q0 , R by the tuning
rule in [44], and Qo0 , Ro by the rule in [45] to achieve the
satisfactory control and observation performance.
2) With the aforementioned Q0 , R, Qo0 , and Ro , select ki , li ,
koi , and loi by the method in [29] to improve the control
and observation performance.
Fig. 1 shows the flow chart for the controller and observer
gains tuning, which describes the aforementioned procedure.
IV. EXPERIMENTAL VALIDATION
To validate the usefulness of the proposed observer-based
nonlinear optimal control strategy, the experimental investiga-
tions are done in this section, and their results are completely
analyzed. Fig. 2 shows the configuration of a SPMSM servo
Fig. 1. Flow chart for controller and observer gains tuning.
Fig. 2. The SPMSM servo drive test-bed configuration.
drive system, which comprises a SPMSM, an electrical brake,
an encoder, and a three-phase PWM inverter with a Texas In-
struments TMS320F28335 DSP. It should be noted that the
TMS320F28335 DSP has been extensively used in the area of
the digital motor control applications because of its high-speed
real-time signal processing and tightly integrated peripherals.
Consequently, it can easily implement some complicated con-
trol algorithms such as fuzzy control, intelligent control, and
sensorless control. Also, it can significantly reduce the overall
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TABLE I
PARAMETERS OF A PROTOTYPE SPMSM DRIVE
Symbol Description SI Value SI Unit
P r a t e d Rated power 750 W
T r a t e d Rated torque 2.4 N·m
Ir a t e d Rated current 4.3 A
p Number of poles 8 -
Rs Stator resistance 0.43 Ω
Ls Stator inductance 3.2 mH
λm Magnet flux linkage 0.085 V· s/rad
J Equivalent rotor inertia 0.0018 kg· m2
B Viscous friction coefficient 0.0002 N· m·s/rad
system costs by modeling some hardware functions in software.
Table I illustrates the nominal parameters of the SPMSM drive.
Considering the compromise between system performance and
efficiency, both the sampling and PWM frequency are chosen
as 5 kHz.
The gains of the observer and controller are tuned by the
procedure described in Section III-B.
1) In the first step, using the tuning rule in [44] and
[45], the weighting matrices can be realized as: Qo0 =
diag(1, 1000, 50000, 50000), Ro = 10−5 × diag(1, 1, 1),
Q0 = diag(0.1, 10, 10), and R = diag(1, 1). As stated in
[36], it is observed that the control and observation per-
formance are not remarkably enhanced when N and No
are higher than one. Therefore, N and No are selected to
be one with considering the tradeoff between the control
performance and complexity.
2) In the second step, via the method in [29], the remaining
gains of the observer and controller are chosen as:ki = 0.3,
li = 0.5, koi = 0.3, and loi = 0.5.
To compare the superior performance of the proposed non-
linear optimal control scheme, the SDRE-based control scheme
in [36] and the conventional PI control scheme are also tested.
The gains of the PI controllers are tuned based on the general
rule in [46]. The bandwidths of the PI speed controller and
the PI current controller are selected as ωs = 2π · 2 rad/s and
ωc = 2π · 20 rad/s, respectively.
In this paper, the parameters of the SPMSM are changed in
the experiments of all control schemes to verify the robustness
of the proposed control approach. The details of how to change
the motor parameters are stated in [13]. According to [47] about
electrical parameters variations, the stator resistance and in-
ductance variations are chosen to be +50% and −10%, i.e.,
Rs = 0.43× 1.5 = 0.645 Ω and Ls = 3.2× 0.9 = 2.88 mH.
Meanwhile, the variations in the mechanical parameters can
be higher when the motor drive is connected to an external
mechanical load. Therefore, the equivalent rotor inertia and
viscous friction coefficient variations are chosen to be +50%
and +100%, i.e.,J = 18× 10−4 × 1.5 = 27× 10−4 kg·m2 and
B = 2× 10−4 × 2 = 4× 10−4 N·m·s/rad.
The details of the conditions under the electrical and me-
chanical parameters variations mentioned previously are given
as follows:
Fig. 3. Experimental results of the proposed θ-D-based nonlinear optimal
control method for Condition 1. (a) Speed reference (ωd ), measured speed (ω),
and estimated load torque (TˆL ). (b) dq-axis currents (iq s and ids ).
Condition 1—Speed tracking with step-wise speed reference:
The desired speed (ωd ) = 168 rad/s → 335 rad/s; Load torque
TL = 1.0 N·m. Although the trapezoidal speed reference is pop-
ular in industry, the step-wise speed reference is chosen to
clearly testify the superior performance of the proposed con-
trol scheme over the conventional SDRE-based control method
during transient time because it belongs to the worst case of the
speed references.
Condition 2—Speed tracking with step-wise load torque:
The desired speed (ωd ) = 209 rad/s; Load torque TL : 1.0N·m
→ 0 N·m.
It should be noticed that these two conditions fully represent
possible situations of the industrial motors in the constant torque
region.
Figs. 3–6 demonstrate the experimental results of the both
control methods under Conditions 1 2. That is, Figs. 3 and 4
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Fig. 4. Comparative experimental results among the proposed θ-D-based non-
linear optimal control scheme, SDRE-based control scheme, and PI control
scheme for Condition 1.
Fig. 5. Experimental results of the proposed θ-D-based nonlinear optimal
control method for Condition 2. (a) Speed reference (ωd ), measured speed (ω),
and estimated load torque (TˆL ) (b) dq-axis currents (iq s and ids ).
Fig. 6. Comparative experimental results among the proposed θ-D-based non-
linear optimal control scheme, SDRE-based control scheme, and PI control
scheme for Condition 2.
TABLE II
PERFORMANCE COMPARISON AMONG THREE CONTROL SCHEMES
BY EXPERIMENTS
Criteria Settling time (ms) Overshoot (%)
Method Condition
1
Condition
2
Condition
1
Condition
2
The proposed
nonlinear control
scheme
Speed 40 90 0 4
Torque 62 75 40 0
The
SDRE-based
control scheme
Speed 72 190 0 8
Torque 110 135 30 0
The PI control
scheme
Speed 160 270 0 26
Torque - - - -
are associated with the experimental results under Condition 1,
while Figs. 5 and 6 are obtained under Condition 2. Also, Figs.
3 and 5 illustrate the experimental results of only the proposed
control scheme, whereas Figs. 4 and 6 show the comparative ex-
perimental results among the proposed nonlinear optimal con-
trol method, the SDRE-based control method, and the PI con-
trol method. The detailed comparative performance of the three
methods is summarized in Table II. Based on the experimental
results of Figs. 3–6, the settling times and the overshoots of the
proposed control scheme are smallest among those of three con-
trol schemes in the speed tracking (settling time of Condition 1:
40/72/160 ms, Condition 2: 90/190/270 ms; overshoot of Con-
dition 2: 4%/8%/26%). Although in Condition 1, the estimated
load torque of proposed observer are a little bigger than that of
the SDRE-based control method (40%/30%), the settling times
of both Conditions 1 and 2 are much smaller than those of the
SDRE-based control scheme in the torque estimation (settling
time of Condition 1: 62/110 ms, Condition 2: 75/135 ms).
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V. CONCLUSION AND FUTURE WORK
In this paper, nonlinear optimal speed controller and load
torque observer for the SPMSM drives were proposed. By us-
ing the two immediate variables, called θ and D, the HJBE
was decomposed into simple equations. Then, by choosing the
appropriate coefficient matrices, all of them became algebraic
equations. Therefore, the proposed controller and observer not
only avoided the complex online algorithms of the other non-
linear optimal control methods, but also eliminated the compli-
cated Kronecker product technique in the previous θ-D-based
control schemes. By utilizing a more accurate approximation
technique, the proposed control scheme achieved better tran-
sient performance than the SDRE-based control scheme in [36].
The stability analysis of the controller was completely pre-
sented, and that of the observer could be similarly obtained.
The experimental studies proved the feasibility of the proposed
controller-observer scheme. The results also proved that the
proposed control schemes could be more robust to the parame-
ter uncertainties and the load torque disturbance as compared to
the SDRE-based control method and the conventional PI control
method.
Even though this paper designed a nonlinear optimal speed
control system for SPMSMs in a constant torque region, the
proposed method can be extended to the flux weakening region
in which the effects of overmodulation harmonics are needed
to be considered. Moreover, the interaction between the pro-
posed control method and the inverter nonlinearities (e.g., dead
time and switching delay) is also an opened issue. Finally, the
proposed θ-D-based nonlinear optimal control method can be
applied to the direct torque control of PMSM drives.
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