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Abstract. Functional Asplund’s metrics were recently introduced to
perform pattern matching robust to lighting changes thanks to double-
sided probing in the Logarithmic Image Processing (LIP) framework.
Two metrics were defined, namely the LIP-multiplicative Asplund’s met-
ric which is robust to variations of object thickness (or opacity) and the
LIP-additive Asplund’s metric which is robust to variations of camera
exposure-time (or light intensity). Maps of distances - i.e. maps of these
metric values - were also computed between a reference template and an
image. Recently, it was proven that the map of LIP-multiplicative As-
plund’s distances corresponds to mathematical morphology operations.
In this paper, the link between both metrics and between their corre-
sponding distance maps will be demonstrated. It will be shown that the
map of LIP-additive Asplund’s distances of an image can be computed
from the map of the LIP-multiplicative Asplund’s distance of a trans-
form of this image and vice-versa. Both maps will be related by the
LIP isomorphism which will allow to pass from the image space of the
LIP-additive distance map to the positive real function space of the LIP-
multiplicative distance map. Experiments will illustrate this relation and
the robustness of the LIP-additive Asplund’s metric to lighting changes.
Keywords: Pattern Recognition · Insensitivity to lighting changes ·
Logarithmic Image Processing · Mathematical Morphology · Asplund’s
metric · Double-sided probing · Relation between functional Asplund’s
metrics
1 Introduction
Functional Asplund’s metrics defined in the Logarithmic Image Processing (LIP)
framework [11] are useful tools to compare images. They possess the interest-
ing property of insensitivity to lighting changes. Two functional metrics were
introduced by Jourlin et al: (i) firstly, the LIP-multiplicative Asplund’s metric
which is based on the LIP-multiplicative law is robust to a variation of object
opacity (or thickness) [12,9] and (ii) secondly, the LIP-additive Asplund’s metric
which is defined with the LIP-additive law is robust to a variation of the light
intensity (or the camera exposure-time) [11]. They both extend to grey level
images the Asplund’s metric for binary shapes [1,6] which is insensitive to an
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homothety (or a magnification) of the shapes. In each functional metric, one
image is selected as a probe and is compared to the other one on its two sides
after a LIP-multiplication by a scalar (i.e. an homothety) or a LIP-addition of a
constant (i.e. an intensity translation). Maps of Asplund’s distances can also be
computed between the neighbourhood of each pixel and a probe function defined
on a sliding window [12]. Noyel and Jourlin have shown [23,24] that the map of
LIP-multiplicative of Asplund’s distance is a combination of Mathematical Mor-
phology (MM) operations [16,28,27,8,17].
In the literature, other approaches of double-sided probing were defined. E.g.,
in the hit-or-miss transform [27] and in its extension to grey level images [15],
a unique structuring element was matched with the image from above and from
below. In [2], Banon et al. translated a unique template two times along the grey
level axis. An erosion and an anti-dilation were used to count the pixels whose
values were in between the two translated templates. In an approach inspired by
the computation of the Hausdorff distance, Odone et al. [25] checked if the grey
values of an image were included in an “interval” around the other. The interval
was obtained by a 3D dilation of the other image and was vertically translated for
each point of the first image. If a sufficient number of the image points were in the
“interval”, then the template was considered as matched. Barat et al. [3] showed
that the last three methods correspond to a neighbourhood of functions (i.e. a
tolerance tube) defined by a specific metric for each method. Their topological
approach constituted a unified framework named virtual double-sided image
probing (VDIP). The metrics were defined in the equivalence class of functions
with a grey level addition of a constant. Only the patterns which were in the
tolerance tube were selected. In practice, the tolerance tube was computed as
a difference between a grey-scale dilation and an erosion. However, even if the
approach of Barat et al. was based on a double-sided probing, such a method
was not insensitive to lighting variations. It simply removed the variations due to
an addition of a constant which had no optical justification contrary to the LIP
functional Asplund’s metrics. The existence of lighting variations in numerous
settings such as medical images [19], industrial control [21,22], driving assistance
[7], large databases [20] or security [5] gives a prime importance to the functional
Asplund’s metrics defined in the LIP framework.
The aim of this paper is to study the existence of a link between the two
functional Asplund’s metrics. The paper is organised as follows. Firstly, the
LIP framework will be reviewed. The definition and the properties of the LIP-
multiplicative and the LIP-additive Asplund’s metrics will then be recalled. Sec-
ondly, a link between the two metrics will be demonstrated. Finally, the results
will be illustrated before concluding.
2 Background
In this section, we will present the LIP model and the two functional Asplund’s
metrics.
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2.1 Logarithmic Image Processing
The LIP model was introduced by Jourlin et al. [14,10,11]. It is based on a famous
optical law, namely the Transmittance law, which gives it nice optical properties,
especially for processing low-light images. The LIP model is also consistent with
the human visual system as shown in [4]. This gives to that model the important
property to process images acquired by reflection as a human eye would do. Let
I = [0,M [D be the set of grey level images defined on a domain D ⊂ Rn with
values in [0,M [⊂ R. For 8-bit digitised images, M is equal to 28 = 256. For
an image f ∈ I acquired by transmission, the transmittance Tf of the semi-
transparent object which generates f is equal to Tf = 1 − f/M . According to
the transmittance law, the transmittance Tf4+ g of the superimposition of two
objects which generate f and g is equal to the (point-wise) product “.” of their
transmittances Tf and Tg:
Tf4+ g = Tf .Tg. (1)
By replacing the transmittances by their expressions in equation 1, one can
deduce the LIP-addition of two images f 4+ g:
f 4+ g = f + g − fg/M. (2)
The LIP-multiplication 4× of an image f by a real number λ is deduced from
equation 2 by considering that the addition f 4+ f may be written as 24× f :
λ4× f =M −M (1− f/M)λ . (3)
A LIP-negative function 4− f can be defined by the equality f4+ (4− f) = 0 which
allows to write the LIP-difference f 4− g between two images f and g:
4− f = (−f)/(1− f/M) (4)
f 4− g = (f − g)/(1− g/M). (5)
Remark 1. 4− f is not always an image, as it may have negative values. f 4− g is
an image iff f ≥ g. As 4− f may take values in the interval ]−∞,M [, it is called
a function. The set of functions of which the values are less than M is denoted
FM and is equal to ]−∞,M [D.
Remark 2. Contrary to the classical grey scale, the LIP-scale is inverted: 0 cor-
responds to the white extremity when no obstacle is placed between the source
and the sensor, whereas M corresponds to the black extremity when no light
passes through the object.
2.2 The LIP-multiplicative Asplund’s metric
The LIP-multiplicative Asplund’s metric was defined in [12,9]. Let I∗ = ]0,M [D
be the space of images with strictly positive values.
Definition 1 (LIP-multiplicative Asplund’s metric). Let f and g ∈ I∗
be two grey level images. A probing image is selected, e.g. g, and two num-
bers are defined: λ = inf {α, f ≤ α4× g} and µ = sup {α, α4× g ≤ f}. The LIP-
multiplicative Asplund’s metric d4×As is defined by:
d4×As(f, g) = ln (λ/µ) . (6)
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Property 1 ([12]). The LIP-multiplicative Asplund’s metric is theoretically in-
variant under lighting changes caused by variations of the semi-transparent ob-
ject opacity (or thickness) which are modelled by a LIP-multiplication: ∀α ∈
R∗+: d4×As(f, g) = d4
×
As(α4× f, g).
To be mathematically rigorous, d4×As is a metric in the space of equivalence
classes I4× of the images f4× and g4× , where f4× = {h ∈ I/∃k > 0, k 4× f = h}
[11, chap 3]. However, one can keep the notations we used because ∀(f4× , g4× ) ∈
(I4× )2, d4×As(f4× , g4× ) = d4×As(f1, g1), where d4×As(f1, g1) is the Asplund’s distance
between any elements f1 and g1 of the equivalence classes f4× and g4× . The
relation (∃k > 0, k4× f = h) is an equivalence relation which satisfies the three
properties of reflexivity, symmetry and transitivity [11,23]
Remark 3 (Terminology). When the Asplund’s metric d4×As is applied between
two images f and g, the real value d4×As(f, g) is called the Asplund’s distance
between f and g. The distance is the value of the metric between both images.
Let b ∈]0,M [Db be a probe function defined on a domain Db ⊂ D. A map of
Asplund’s distances between an image f ∈ I∗ and a probe b can be introduced
as follows for each pixel x ∈ D of the image f .
Definition 2 (Map of LIP-multiplicative Asplund’s distances [12]). The
map of Asplund’s distances As4×b : I∗ → (R+)D is defined by:
As4×b f(x) = d
4×
As(f|Db(x) , b). (7)
f|Db(x) is the restriction of f to the neighbourhood Db(x) centred on x ∈ D.
The map of the least upper bounds (mlub) λb and the map of the greatest
lower bounds (mglb) µb can also be defined as follows. Let I = [0,M ]D be the
set of images with the value M included.
Definition 3 (LIP-multiplicative maps of the least upper and of the
greatest lower bounds [23]). Given R+ = [0,+∞], let f ∈ I be an image
and b ∈]0,M [Db a probe. Their map of the least upper bounds (mlub) λb : I →
(R+)D and their map of the greatest lower bounds (mglb) µb : I → (R+)D are
respectively defined by:
λbf(x) = inf
h∈Db
{α, f(x+ h) ≤ α4× b(h)}, (8)
µbf(x) = sup
h∈Db
{α, α4× b(h) ≤ f(x+ h)}. (9)
The map of LIP-multiplicative Asplund’s distance has also the property to
be theoretically insensitive to lighting changes caused by variations of the object
opacity (or thickness) which are modelled by a LIP-multiplication.
Let us define f˜ = ln (1− f/M), where f ∈ I. The relation between the map
of LIP-multiplicative Asplund’s distances and MM has been demonstrated in
[23] with the following propositions, 1 and 2.
Linking the multiplicative and additive Asplund’s metrics 5
Proposition 1. Given f ∈ I, the mlub λb and mglb µb are equal to:
λbf(x) = ∨{f˜(x+ h)/b˜(h), h ∈ Db}, (10)
µbf(x) = ∧{f˜(x+ h)/b˜(h), h ∈ Db}. (11)
If in addition f > 0, the map of Asplund’s distances expression As4×b becomes:
As4×b f = ln (λbf/µbf) . (12)
Proposition 2. The mlub λb and the mglb µb are a dilation and an erosion,
respectively, between the two complete lattices (I,≤) and ((R+)D,≤) [28,8].
Indeed, ∀f, g ∈ I, the mlub distributes over supremum λb(f ∨g) = λb(f)∨λb(g)
and the mglb distributes over infimum µb(f ∧ g) = µb(f) ∧ µb(g) [23].
Moreover, as shown in [24], the mlub, mglb and distance map will be ex-
pressed in proposition 3 with the usual morphological operations for grey level
functions, namely the dilation (f ⊕ b)(x) = ∨h∈Db{f(x − h) + b(h)} and the
erosion (f 	 b)(x) = ∧h∈Db{f(x + h) − b(h)}. The symbols ⊕ and 	 represent
the extension to functions of the Minkowski operators between sets.
Proposition 3. The mlub λb, the mglb µb and the distance map As4×b are equal
to [24]:
λbf = exp (f̂ ⊕ (−b̂)), (13)
µbf = exp (f̂ 	 b̂), (14)
As4×b f =
[
f̂ ⊕ (−b̂)
]
−
[
f̂ 	 b̂
]
. (15)
b is the reflected structuring function defined by ∀x ∈ Db, b(x) = b(−x) [29] and
f̂ is the function defined by f̂ = ln (−f˜) = ln (− ln (1− f/M)).
As the operations of dilation ⊕ and erosion 	 exist in numerous image
analysis software, equation 15 facilitates the programming of the map of LIP-
multiplicative Asplund’s distances As4×b f of the image f .
2.3 The LIP-additive Asplund’s metric
Jourlin has proposed a definition for the LIP-additive Asplund’s metric [11, chap.
3]. Let us present it in a more precise way.
Definition 4 (LIP-additive Asplund’s metric). Let f and g ∈ FM be two
functions, we select a probing function, e.g. g, and we define the two numbers:
c1 = inf {c, f ≤ c4+ g} and c2 = sup {c, c4+ g ≤ f}, where c lies in the interval
]−∞,M [. The LIP-additive Asplund’s metric d4+As is defined according to:
d4+As(f, g) = c1 4− c2. (16)
Property 2 ([11, chap. 3]). The LIP-additive Asplund’s metric is theoretically
invariant under lighting changes caused by variations of the light intensity (or
camera exposure-time) which are modelled by a LIP-addition of a constant:
∀k ∈]−∞,M [, d4+As(f, g) = d4+As(f 4+ k, g) and d4+As(f, f 4+ k) = 0.
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Remark 4. As for the LIP-multiplicative Asplund’s metric, it would be more
rigorous to define the LIP-additive Asplund’s metric on the equivalence classes
f4+ and g4+ , where f4+ = {h ∈ FM/∃k ∈]−∞,M [, f 4+ k = h}.
A map of Asplund’s distances between an image and a probe can also be
defined for each image pixel.
Definition 5 (Map of LIP-additive Asplund’s distances). Let f ∈ FM be
a function and b ∈] −∞,M [Db a probe. The map of Asplund’s distances is the
mapping As4+b : FM → I defined by:
As4+b f(x) = d
4+
As(f|Db(x) , b). (17)
The map of LIP-additive Asplund’s distance has also the property to be
theoretically insensitive to lighting changes caused by variations of light intensity
(or camera exposure-time) which are modelled by a LIP-addition of a constant.
3 Linking the LIP-multiplicative and the LIP-additive
Asplund’s metrics
In this section, first, the map of LIP-additive Asplund’s distances will be ex-
pressed with neighbourhood operations. Then the link between both maps and
the metrics will be studied. Finally, this link will be briefly discussed.
3.1 General expression of the map of LIP-additive Asplund’s
distances
From definition 4, the maps of the least upper bounds c1bf and of the greatest
lower bounds c2bf can be defined by computing the constant c1 and c2 between
a probe b ∈]−∞,M [Db and the function restriction f|Db(x).
Definition 6 (LIP-additive maps of the least upper and of the greatest
lower bounds). Let f ∈ FM be a function and b ∈]−∞,M [Db a probe. Their
map of the least upper bounds (mlub) c1b : FM → FM and their map of the
greatest lower bounds (mglb) c2b : FM → FM are defined by:
c1bf(x) = inf
h∈Db
{c, f(x+ h) ≤ c4+ b(h)} (18)
c2bf(x) = sup
h∈Db
{c, c4+ b(h) ≤ f(x+ h)}. (19)
The mlub expression can be rewritten as follows, ∀x ∈ D:
c1bf(x) = inf{c, c ≥ f(x+ h)4− b(h), h ∈ Db}
= ∨{f(x+ h)4− b(h), h ∈ Db}, (20)
where the last equality is due to the complete lattice structure. In a similar way,
the mglb c2b becomes:
c2bf(x) = ∧{f(x+ h)4− b(h), h ∈ Db}. (21)
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The general expression of the map of LIP-additive Asplund’s distances between
f and b is therefore:
As4+b f = c1bf 4− c2bf. (22)
This last expression will be useful to establish the link with the map of LIP-
additive Asplund’s distances.
3.2 Link between the maps of distances (and the metrics)
First of all, an isomorphism is needed between the lattice (R+)D of the LIP-
multiplicative mlub λbf , or mglb µbf , and the lattice [−∞,M ]D of the LIP-
additive mlub c1bf , or mglb c2bf . This isomorphism ξ : [−∞,M ]D → R
D
and
its inverse ξ−1 were both defined in [13,18] by:
ξ(f) = −M ln (1− f/M) (23)
ξ−1(f) =M(1− exp (−f/M)). (24)
Remark 5. One can notice that ξ(f) = −Mf˜ . This relation will be useful in the
proof hereinafter.
There exists the following relation between the distance maps.
Proposition 4. Let f ∈ I∗ be an image, f c = M − f its complement and
b ∈]0,M [Db a structuring function. The map of LIP-additive Asplund’s distances
is related to the map of LIP-multiplicative distances by the following equation:
As4×b f =
1
M
ξ
(
As4+(ξ(b))c (ξ(f))
c
)
, (25)
where (ξ(f))c =M − ξ(f) ∈]−∞,M [D.
Corollary 1. Using the following variable changes f1 = (ξ(f))
c and b1 = (ξ(b))
c,
with f1 ∈ FM and b1 ∈]−∞,M [Db , an equivalent equation is obtained:
As4+b1f1 = ξ
−1
(
M.As4×ξ−1(bc1)ξ
−1(f c1)
)
. (26)
Remark 6. Equation 25 can also be written as:
As4+(ξ(b))c(ξ(f))
c = ξ−1(M.As4×b f) = M(1 − exp (−As4×b f)). As the map of LIP-
multiplicative Asplund’s distances As4×b f of f is an element of [0,+∞[D, the map
of LIP-additive distances As4+(ξ(b))c(ξ(f))
c of (ξ(f))c is an element of [0,M [D= I
and is therefore an image.
Remark 7. The same relation exists between both functional Asplund’s metrics:
d4×As(f, g) =
1
M
ξ(d4+As([ξ(f)]
c, [ξ(g)]c)). (27)
Proof. Let f ∈ I = [0,M ]D be an image, there is:
(M − f)4− (M − b) =M (M − f)− (M − b)
M − (M − b) =M
b− f
b
=M
(
1− f
b
)
. (28)
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Equation 28 is set in equations 20 and 21, which gives: ∀x ∈ D,
c4+1(ξ(b))c (ξ(f))
c
(x) = ∨h∈Db{(M − ξ(f)(x+ h))4− (M − ξ(b)(h))}
= ∨h∈Db
{
M
(
1− ξ(f)(x+ h)
ξ(b)(h)
)}
=M
(
1− ∧h∈Db
{
ξ(f)(x+ h)
ξ(b)(h)
})
=M
(
1− ∧h∈Db
{
−Mf˜(x+ h)
−Mb˜(h)
})
=M(1− ∧h∈Db{f˜(x+ h)/b˜(h)})
=M(1− µbf(x)), (29)
c4+2(ξ(b))c (ξ(f))
c
(x) =M(1− ∨h∈Db{f˜(x+ h)/b˜(h)})
=M(1− λbf(x)). (30)
By combining equations 29 and 30 with equations 28, 12 and 24, one deduces
the following equations:
As4+(ξ(b))c (ξ(f))
c
= c4+1(ξ(b))c (ξ(f))
c 4− c4+2(ξ(b))c (ξ(f))
c
= (M −Mµbf)4− (M −Mλbf)
=M
(
1− µbf
λbf
)
=M(1− exp (−As4×b f))
= ξ−1(M.As4×b f)
⇔ As4×b f =
1
M
ξ
(
As4+(ξ(b))c (ξ(f))
c
)
.
Moreover, when f lies in I, the function ξ(f) lies in [0,∞]D and (ξ(f))c =
M − ξ(f) lies in [−∞,M ]D. uunionsq
3.3 Discussion
Equations 26 and 25 show that the maps of LIP-multiplicative and LIP-additive
Asplund’s distances as well as their corresponding metrics are related by the
isomorphism ξ. These relations allow to compute one distance map of an im-
age by mean of the other distance map of a transform of this image. E.g. the
LIP-additive map As4+b1f1 of the function f1 can be computed by using the pro-
gram of the LIP-multiplicative map As4+ξ−1(bc1)ξ
−1(f c1) of the transformed function
ξ−1(f c1). However, both equations do not directly link both distance maps of the
image f . E.g. the LIP-multiplicative map of the image f , As4×b f , is not directly
related to the LIP-additive map of the image f , As4+b f .
The relation given in equations 26 and 25 is not surprising. Indeed, the map
of LIP-additive Asplund’s distances As4+(ξ(b))c (ξ(f))
c is an image which lies in
[0,M [D, whereas the map of LIP-multiplicative Asplund’s distances As4×b f lies
in (R+)D. The isomorphism ξ allows to pass from the image space of the LIP-
additive distance map As4+(ξ(b))c (ξ(f))
c to the real function space of the LIP-
multiplicative distance map As4×b f .
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4 Illustration
Figure 1 illustrates relation 25, where the map of LIP-additive Asplund’s dis-
tances As4+b is deduced from the map of LIP-multiplicative distances As
4×
ξ−1(bc).
Moreover, it shows the theoretical insensitivity of the map of LIP-additive As-
plund’s distances to a lighting change simulated by the LIP-addition of a con-
stant. For this experiment, an image of a parrot [26] (Fig. 1a) was selected in the
Yahoo Flickr Creative Commons 100 Million Dataset (YFCC100M) [30] and con-
verted into a luminance image f in grey levels (Fig. 1b). A darkened image fdk is
obtained by LIP-adding a constant 200 to the luminance image f : fdk = f4+ 200
(Fig. 1c). This operation simulates a decreasing of the camera exposure-time or
a decreasing of the light intensity. In order to detect the parrot’s eye, a probe b
is designed. A white ring - with a height of 161 grey levels - surrounds a black
disk whose grey value is equal to 4 (Fig 1d). The LIP-additive distance map
As4+b f of the image f (Fig. 1f and 1g) is computed from the LIP-multiplicative
distance map As4×ξ−1(bc)ξ
−1(f c) of the function ξ−1(f c) (Fig. 1e) using equation
25. The centre of the parrot’s eye corresponds to the minimum of this former
map, As4+b f (Fig. 1f and 1g), which can be easily extracted by a threshold. It is
remarkable that the detection of an object in a low-light and complex image can
be performed by a simple threshold of its map of Asplund’s distances.
Moreover, the LIP-additive distance map As4+b f
dk between the darkened im-
age fdk and the probe b - designed for the brightest image f - is also equal to
the LIP-additive distance map As4+b f between the brightest image f and the
probe b (Fig. 1f). This result shows the insensitivity of the map of LIP-additive
Asplund’s distance to a variation of camera exposure-time which is simulated by
a LIP-addition of a constant.
In addition, the LIP-additive distance map was also computed directly with
equation 17 and compared to the LIP-additive distance map obtained from equa-
tion 25 (Fig. 1f). Both maps of distances were equal with a numerical precision
corresponding to the rounding error of the computer. Therefore, relation 25 is
numerically verified.
5 Conclusion
A link between the maps of LIP-multiplicative and LIP-additive Asplund’s dis-
tances has therefore been successfully demonstrated. The relation is based on the
LIP-isomorphism which allows to pass from the image space of the LIP-additive
distance map to the positive real function space of the LIP-multiplicative dis-
tance map. However, there does not exist a link between the maps of LIP-
multiplicative and LIP-additive Asplund’s distances of the same image. Never-
theless, the proven relation is not only interesting from a theoretical point of
view but also from a practical point of view. Indeed, it allows to compute one
map of an image from the other map of a transform of this image. Experiments
have verified the relation from a numerical point of view. They have also illus-
trated the main interest of the map of LIP-additive Asplund’s distances, i.e. its
insensitivity to lighting changes modelled by a LIP-addition and corresponding
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(a) (b) (c)
(d)
(e) (f) (g)
Fig. 1. (a) Colour image of a parrot [26] and (b) its luminance f . (c) Darkened image
fdk obtained by a LIP addition of a constant 200: fdk = f4+ 200. (d) Topographic sur-
face of the probe b. (e) Map of LIP-multiplicative Asplund’s distances As4×ξ−1(bc)ξ
−1(fc)
of the function ξ−1(fc) which is used to compute the (f) map of LIP-additive Asplund’s
distances As4+b f of the image f . It is also equal to the distance map As
4+
b f
dk between
the darkened image fdk and the same probe b. (g) Zoom in of the map (f). Both white
arrows indicate the minimum of the map As4+b f corresponding to the eye centre.
to a variation of the camera exposure-time or of the light intensity. Such prop-
erties open the way to numerous applications where the lighting conditions are
partially controlled.
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