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Abstract---Gauss-Chebyshev quadrature and collocation at the zeros of the Chebyshev polynomial 
of the first kind Tn(x), and second kind Un(x) leads to an overdetermined system of linear algebraic 
equations. The size of the coefficient matrix for the overdetermined system depends on the degrees 
of Chebyshev polynomials used. We show that we can get more accurate solution using T4n+4(x), 
than other T,(x). The regularization method using Generalized Singular Value Decomposition is 
described and compared to Gauss-Newton method for solving the overdetermined system of equations. 
Computational tests show that GSVD with an appropriate choice of regularization parameter gives 
better solution in solving singular integral equations. (~) 1998 Elsevier Science Ltd. All rights re- 
served. 
Keywords-- -Ganss-Chebyshev quadrature, Overdetermined systems, Generalized singular, Value 
decomposition, Tikhonov regularization. 
1. INTRODUCTION 
The Cauchy singular integral equations of the form 
/_1 1 1 dt + k(x, t)g(t) dt = f(x) ,  m 
7f 1 X 1 
-1  < x < 1, (1) 
arise in a variety of mixed boundary-value problems. The classical theory based on the properties 
of sectionally holomorphic functions includes theorems of the Fredholm-type d rived through a 
process of regularization. Few problems, however, admit closed form analytical solutions. While 
in principle numerical techniques may be applied to the regularized equation, direct methods 
based on collocation and quadrature have been quite popular since their inception in the paper 
by Erdogan and Gupta [1]. 
In a quadrature-collocation scheme, the integrals are replaced by suitable formulae for numer- 
ical integration. These formulae use the values, of the function to be determined, at specified 
nodes called abscissae of integration. A system of algebraic equations i obtained ignoring the 
quadrature error and satisfying the resulting equation at a finite set of collocation points. 
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In this paper, we consider the problems of finding bounded solutions of the singular integral 
equation 
1/l-J_ " "  dgt(t)~ - f(x), -1  <x  < 1, (2) 
7F 1 X 
as the canonical equation for equations of the type (1). Such a solution exists if and only if 
~ 1 f(x) dx 1 ~ = 0. (3) 
The method proposed by Erdogen and Gupta [1] consists of the following steps. 
1. Set g(t) = (1 - t2)l/2¢(t). 
2. Replace the integrals by the quadrature formula using the zeros of Un(x), Chebyshev 
polynomials of the second kind, as the abscissae. 
3. Consider the equations at the zeros of Tn+l(x), Chebyshev polynomials of the first kind. 
4. Solve the linear system of algebraic equations. Since there are (n + 1) equations in n 
unknowns, one equation is to be ignored. It is pointed out that "in practice, the most 
harmless point to neglect would be the one closest o x = 0". 
According to Jen and Srivastav [2], if the discrete version of the compatibility of condition (3) 
obtained through Gauss-Chebyshev quadrature is satisfied, then it does not matter as to which 
equations is ignored. On the other hand, the discrepancy persists at some point or the other. 
In this paper, we deliberately make the system overdetermined and show that the accuracy of 
the solution can be improved by using generalized singular value decomposition for the overdeter- 
mined systems. We use the zeros of Un(x) as abscissae and replace the integrals by the quadrature 
formula. Then, we consider the equations at the zeros of Tp(n+l)(X), p = 1,2,. . . ,  which gives 
p(n + 1) equations in n unknowns. As p increases, the linear system of algebraic equations 
becomes more overdetermined and its condition number increases. We use the regularization 1 
methods [2] to solve the overdetermined systems obtained by varying p and show numerically 
that we can get very accurate solutions when p is 2. 
In Section 2, we discuss the derivation of the linear system of algebraic equations using Gaussian 
quadrature and collocation. In Section 3, we discuss numerical methods for solving the overde- 
termined system. Computational tests and examples for solving singular integral equations are 
given in Section 4. 
2. OVERDETERMINED SYSTEMS 
We first derive the linear system of algebraic equations. The Chebyshev polynomial of the first 
kind Tk(x) is defined by 
Tk(z )  = cos (k cos-1 z) ,  k = 0, 1, 2 , . . . .  (4) 
Let {t~ k)} denote the zeros of Tk(x), and t~ k) be the zero nearest o 1 and t(k ) nearest o -1. 
That is, 
t k) = cos , i = 1,2,. . . ,k.  
The Chebyshev polynomial of the second kind Uk(x) is given by 
sin {(k +  )cos - ix} 
Uk(X) = sin {cos_l(x) } (5) 
1as in improperly posed problems 
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Let {s~ k) } denote the zeros of Uk(x) with s~ k) being nearest o 1 and s (k) nearest o -1 ,  i.e., 
s~ k) = cos ~ , i = 1 ,2 , . . . ,k .  
Note that the zeros are distributed symmetrically about the origin. 
We have [2] 
l f~ V/-~-t2)¢(t)dt 1 /~ V/-~-t2)(¢(t)-¢(x))dt-x¢(x).  
-~ 1 $--  X ": "~ 1 t - -  X 
(6) 
= ÷(2n÷l) If {s 2n)} are used as abscissae for quadrature and the integral is evaluated for x °k , then, 
in a discretized form, 
1 /_1 V/-(~_t2)¢(t)dt 1 ~ (1 -  sff)¢(sj) i 1,2,.. ,2n + 1. (7) 
1 t - -  X 2n  + 1 s j  - -  ti 
5=1 
If {s~ 2n) } are used as abscissae and {t~P(2n+l))}, p = 2, 4, 6, . . .  ,as  collocation, it is found that 
1 f~  X/(1 - t 2) (¢(t) - ¢(x)) dt _ x¢(x) 
7r 1 t -  x 
_ 1 ~ (1 - s~) (¢(s5) - ¢(t~)) _ t~¢(ti) 
2n + 1 s 5 - ti j----1 
( _ 1 (1 - ~)  ¢(~j) + ¢(t,) 1 1 - 85 2n + 1 s'-~. -- ti 2n~- 1 ti j----1 
_ 1 ~ (1 - s~) ¢(sj) +¢(t,)~tiU2n(t~-T2n+l(t,) 
2n + 1 -s~. --- ti \ U2n (t,) j= l  
_ 1 ~ (1 - s 2) ¢(sj) _ .h(÷.~T2n+l(t,) 
2nq- 1 s~.---~ w,o,J r-7""77S, ~ • j=l  tJ2nk~i} 
t,) 
-t,) 
Note that if t~ is a zero of T2n÷l(X),  then -¢(x)(T2n+l(t,))/(U2n(ti)) is zero, which is the same 
diseretized form as (7). We use Lagrange interpolation formula for ¢(ti) as follows. Let 
, . .  u2.(t~) 1 
j= l  
Then, 
v'2" ~(85)T2"÷l(t'-------2) T2.+l(t~) 
(t, - ,5)u~.(85)" -¢(t~) u2.(t~) 5=1 
We use even p to increase the size of the matrix since the denominator of the elements in the 
diseretized form is zero in the case of p odd. Therefore, the discretized form is 
; 1 t -x  = 2~+----~ ;2---F, +~¢(851( t , -~8~1 (8) 
j=l j=l 
where i = 1,2 . . . .  , p(2n + 1), p = 2,4,6, . . . .  
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(2n-I-l) If we use s 5 for abscissae and t (p(2n+2)) as collocation points, the discrete form is 
2•1 2n+1 ¢(85)  (ti I f  x ~( l - t2 )¢( t )d t -~ (1-82)¢(sJ) + E T2n+2(t,.______~) Ir , t - x 2n + 2 j=, sj - ti j=: - sj)U~n+I(SS)' (9) 
where i = 1,2, . . .  ,p(2n + 2), p = 2,4,6 . . . . .  
It remains to check whether condition (3) is satisfied in the equation 
1 f j  y /~ - t2)¢(t) dt f(x), -1  < x < 1. (10) 
7f 1 t - -  X 
Note that ~b(t) is an odd function of t if f(x) is even and ¢(t) is an even function of t if f(x) 
is odd in equation (10). Condition (3) is satisfied in the latter case. If f(x) is odd and ¢(t) is 
even, then a bounded solution always exists. Suppose that ¢(Sn+l) = 0 for Sn+l = 0. When 
_(2n+1) for abscissae and t~ p(2n+2)) as the collocation points, using the symmetry, we can we use ~5 
write (9) as 
1 ~-~[t~(l-ss)¢(ss) T2n+2(ti) ] =I(ti), i l l )  
n + 1 sy ---~ + (t,- sj)UC.n+l(Sj) 
5=I 
where i = 1,2 , . . . ,p (n+ 1), p = 2 ,4 ,6 , . . . .  
Let us assume that (3) is satisfied when ¢(t) is an odd function of t if f(x) is even. If we use 
s(2n+l) for abscissae and t~ n(2n+2)) as the collocation points, the discrete form of condition (3) is 5 
p(2n+2) 
$(t,) = 0. 
i----1 
Equivalently, using that f(x) is even, 
p(n+l) 
S(t,) = 0. 
i----1 
Using formula (8), s ,+l  = 0, ¢(8,,+1) = 0 for continuous ¢, we have the equations 
1 [85(1- = S(t,), 
n + 1 82 -- t 2 -~- ¢ (85)  ( t i  -- 8 j )U~n+1(85)  
j--I 
(12) 
where i = 1,2, . . .  ,p(n + 1), p = 2 ,4 ,6 , . . . .  
The overdetermined system can be represented in the matrix form as 
Ax = b, (13) 
where A is p(n + 1) x n, whose (/,j)th element for (12) is 
1 Sy (1 - sy) s 5 • T2n+2(ti) 
n + 1 " 8 j  2 _ ti 2 -~" (t  i __ 8 j )U~n+l (S j ) ,  
and for (11), i t,85 (i- 85. 
n + 1 " 8 j  2 _ t i  2 + ( t i  - 8 j )U~n+l (S5) '  
x is the n vector whose ith component is ¢(s5)/85, and b is the p(n+l )  vector whose ith component 
is f(t i) .  Therefore, we have the overdetermined system whose number of rows depends on p. 
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3. NUMERICAL  METHODS FOR 
SOLVING OVERDETERMINED SYSTEMS 
As p increases, the linear system (13) becomes more and more overdetermined. It may or may 
not have a solution. But, we can minimize the least square error. For a consistent system, the 
conventional solution is obtained. Otherwise, the 'solution' has the property of least residuals in 
the 2-norm. 
min IIAx - bll~. (14) 
x 
A popular method for solving (14) is Gauss-Newton method, in which 
ATAx = AYb 
is solved for x. Gauss-Newton method is known to be among the best available technique in 
practice. However, one of the characteristics of Gauss-Newton method is that it performs very 
well, or else it performs very poorly on a particular problems [4]. It is also known that Gauss- 
Newton is not a good approach for the problems with nearly rank deficient matrix. 
Since we get more equations by increasing p, the condition number of A becomes larger and A 
more rank deficient. Thus, the Gauss-Newton method is not suitable for this problem. There is 
a way out. We consider the following modification of problem (14) to have accurate solutions: 
min { IIAx - bll ~ + 7211LxH2}, (15) 
where L is a discrete approximation to some derivative operator and 7 is a regularization param- 
eter. If L is the identity matrix I, then (15) is reduced to the damped least squares method [3]. 
The regularization parameter 7 and the term 7211Lx1122 controls the smoothness of the solution 
of x, and the weight given to llLxl122 relative to IIAx - b1122 [5]. 
Let L be an n × n matrix of rank of n. Problem (15) is equivalent to solving the least squares 
solution to the overdetermined linear system [6] 
which leads to the normal equation 
(A TA + 72L TL) x = ATb. (16) 
To solve (16), we use the generalized singular value decomposition technique [6]. 
The generalized singular value decompositions (GSVD) of A and L are 
A = UDaX -1, L = VDcX -1, 
where U and V are, respectively, p(n + 1) x p(n + 1) and n x n orthogonal matrices, Da = 
diag(a l , . . . ,  an) and 
D c 
"Cl 
Therefore, equation (16) is equivalent to 
which leads to 
"°. 
° . ,  
Cn 
(D~ + "72DVc Dc ) X - ix  = D,~UTb, 
x = a ,  + 
where xi is the ith column of X. 
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4. COMPUTATIONAL TESTS 
We present computational results for solving the singular integral equations from [2,7]. We 
compare computational results from Gauss-Newton method, the regularization method using 
GSVD (RG), and a linear system solver. Solving the singular integral equations using a linear 
system solver is the same numerical approach as in [2]. The size of the coefficient matrix A is 
varied by increasing the number of equations and variables in (13). We use a liner system solver 
from LINPACK when we have ( n + 1) x n matrix A ignoring the equation closest to x = 0. 
We increase n from 40 to 400. The size of A is 802 x 400 for n = 400, p = 2, 1604 x 400 for 
n = 400, p = 4. We choose various values of p to find p which gives most accurate solutions. 
Many computational difficulties may arise with the increase of p and the size of A, which may 
effect the accuracy of the solutions. 
For the test of the regularization method using GSVD, we took 
L = 
1 - I  
1 -1  
1 -1  
1 
and 10-4[[AH2 (_ -)' ~ 10-16HAH2. We did not include the results for p > 6 in the tables, because 
they resulted in larger errors in the solutions than p = 2 and 4. 
First, we consider 
/~ ¢(t)___ dt 1 -a  2 
1 ~ = 1 -- 2ax + a 2 1, --1 < x < 1, (17) 
with a 2 = 0.95 [2]. If we consider the even part fo(x) of the right-hand side function, then f0 
satisfies the compatibility condition 
~_ fo(t )dt  
1 4 i - -2~ =0 , 
and the exact solution is given by the odd part of 
2a 
¢(t) = 
1 - 2at + a 2" 
Test results are given in Table 1 for n = 40 and summarized in Table 2 for larger n. The condition 
number of A varied from O(101) for (n + 1) x n matrix A to O(10 is) when p = 4, i.e., 4(n + 1) x n 
matrix A. 
In Table 1, it is shown that the norm of the difference between the exact solution and approx- 
imation He(x) - ¢(x)H2 is the smallest when p = 2 and RG is used. This is the case that we 
can get the most accurate solutions. For p = 2, RG is more accurate than Gauss-Newton ear 
x = 1, while Gauss-Newton provides more accurate solution at other points. In many physical 
problems, ¢(1) is the desired quantity. When p = 4 is used, the difference for Gauss-Newton is
83.6715224, whereas for RG is 83.16166585. For all n and p, the regularization method using RG 
gives better solutions. 
Tables 3 and 4 show the norm of differences between the exact and approximated solutions of 
the following problem [7] obtained for each n and p: 
f l  ¢ ( t )~___  dt = x ~  (18) 1 
?r J _  1 t X  [a[ (X 2 -{- a2) ' 
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Table 1. n = 40 for (17). 
Exact 
Gauss-Newton 
p - -1  
RG LE 
p=2 
Gauss-Newton RG 
0.99720380 -159.74477094 --253.08691812 -133.35581702 -253.65728209 -155.50680332 -159.49909944 
0.98883083 -43.23420759 -68.50081980 -55.71177693 -69.07602285 -42.08921018 -42.07082133 
0.97492791 -19.43114740 -30.78996817 -27.84049707 -31.37339762 -18.91804895 -18.66172871 
0.95557281 -10.91602807 -17.29959997 -16.27661873 -17.89488260 -10.62898768 --10.32154286 
0.93087375 --6.93998475 -11.00043348 -10.54580644 -11.61156125 -6.75850764 -6.42390762 
0.90096887 -4.76922656 -7.56136002 -7.32244486 -8.19284115 -4.64539056 -4.28427208 
0.86602540 
0.82623877 
0.78183148 
0.73305187 
0.68017274 
-3.45500948 
-2.59833823 
-2.00779827 
- 1.58226460 
- 1.26420769 
- 1.01891010 
-0.8243?6?6 
-0.66608238 
-0.53407465 
-0.42129594 
0.62348980 
-5.47929621 
-4.12211776 
-3.18656718 
-2.51243074 
-2.00856132 
- 1.6199512( 
--1.31174625 
- 1.06092340 
-0.85169943 
-0.67286920 
0.56332006 
0.500000~ 
-5.33736448 
-4.02937708 
-3.12107741 
-2.46303197 
-1.96906951 
- 1.58665825 
- 1.28223418 
-1.03344201 
-0.82478841 
-0.64506079 
0.43388374 
-6.13635045 
-4.81093861 
-3.91468697 
-3.28924683 
-2.84612288 
-2.53418425 
-2.32445359 
-2.20324155 
-2.17051941 
-2.24394149 0.36534102 
-3.36607788 
-2.53216558 
- 1.95731953 
- 1.54309787 
- 1.23349638 
-0.99471658 
-0.80534348 
-0.65123201 
-0.52268611 
-0.41282368 
-2.97124688 
-2.08860755 
- 1.43265367 
-0.82850442 
-0.56230955 
-0.56311336 
-0.48863047 
-0.40919123 
-0.33526925 
-0.26827065 
0.29475517 -0.32256785 -0.51619157 -0.48566749 -2.47461085 -0.31658536 -0.20746560 
0.22252093 -0.23395125 -0.375364651 -0.33940725 -3.00193871 -0.23010631 -0.15162352 
0.14904227 -0.15232575 -0.24533398 -0.19953034 -4.31205331 -0.15029428 -0.09949748 
0.07473009 --0.07510009 -0.12174995 -0.06415213 -10.26010389 -0.07450754 -0.05018073 
0.00000008 0.00000000 0.00000000 0.00000000 - -  0.00008000 0.00000000 
114 ' (x )  - j(x)ll 
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97.75187855 31.30471654 99.39619284 4.436671918 2.284526745 
GN 
RG 
LE 
Table 2. I1~(~) - J(z)l l  for (17). 
n = 80 
p=l  p=2 p=4 
473.4277729 0.2193673830 251.48026322155 
255.8171076 2.3894354299024 141.08450152423 
476.5677559 - -  - -  
n = 200 
p=l  p=2 p=4 
1355.7985480825 2.6455922996640D-02 677.97610271543 
1351.6984210737 3.7261797056071 667.0321499 
1361.7308994532 . . . .  
n = 400 
p=l  p=2 p=4 
2190.5669587201 3.7341329497864D-02 1095.2723395600 
1880.0071959765 5.2952270065052 1086.6289898983 
2202.6379090382 
GN 
RG 
LE 
GN 
RG 
LE 
70 
GN 
RG 
LE 
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Table 3. ll¢(x) - ~(x)[] for (18) and a = 0.95. 
n=80 
p=l  p - -2  p - -4  
3.3631555522842 0.54149396657214 2.5309426445747 
3.3631549686642 0.54149325466310 2.5309425219963 
23.100531639122 - -  - -  
n= 200 
GN 
RG 
LE 
p=l  p=2 p=4 
5.3631939573417 0.57450147012748 3.9737171738253 
5.3631927557403 0.57449982216994 3.9737163594378 
59.430120552799 - -  - -  
n = 400 
p=l  p=2 p=4 
7.6080730287149 0.58641411692905 5.6025860919482 
7.6080710282291 0.58641094236722 5.6025839244089 
120.49485456 
Table 4. lie(x) - ¢(x)l I ~r  (18) and a = 0.995. 
n = 80 
p=l  p=2 p=4 
3.0816222998970 0.49364086940387 2.3523116392084 
GN 
RG 
LE 
GN 
RG 
LE 
3.0816222931057 0.49364058898452 
21.270103393359 
2.3523114227476 
GN 
RG 
LE 
n= 200 
p=l  p=2 p=4 
4.9137006642718 0.52371492714107 3.6937745568942 
4.9136995291400 0.52371342489745 3.6937738285880 
54.707722705439 
GN 
RG 
LE 
p=l  
6.9701410278407 
n=400 
p=2 p=4 
0.53457195035506 5.2082769229768 
6.9701392389464 0.53456905645838 
110.90737647782 
5.2082768928752 
where the exact solution is given by 
1 
¢( t )  = (t 2 -[- a2)  2" 
In Table 3, we used a = 0.95 and a = 0.995 in Table 4. As shown in Tables 3 and 4, we obtained 
the most accurate solution from RG and p = 2. 
The numerical test for the following problem is shown in Table 5: 
1 [.1 ¢ ( t )~___  dt x (1/2 + a 2) x[a[~ 
(19) ~'J-i t ~ =la[(x 2+a 2) (x 2+a 2) ' 
GN 
l%G 
LE 
GN 
l%G 
LE 
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Table 5. II~b(z) - ¢(x)[[ for (19) and a = 0.995. 
n=80 
p=l  p=2 p=4 
0.32306216413516 0.44529411390608 1.8677593931838 
0.32306216759749 0.29272848660789 1.8677561910808 
9.3811070477774 - -  - -  
n = 200 
p=l  p=2 p=4 
4.3963214046375 0.71886378090986 1.1151945026444 
4.3962042358536 0.25872573145991 1.1151945022044 
24.111146406025 
71 
GN 
RG 
LE 
n=400 
p=l  p - -2  p - -4  
0.71639208124958 1.0238817172083 1.5782083296086 
0.71639211129424 0.17198428621692 1.5782083283854 
46.231760910600 
where the exact solution is given by 
t 2 
¢(t) = 
(t 2 + a2) 2" 
RG for the matr ix A of size 2(n + 1) × n showed the best results for all n. 
For all the problems we have tested, we found that  we get the most accurate answers from A 
with the size of 2(n + 1) x n, i.e., p = 2. We also found that  p _> 4 does not result in better 
solutions than p = 2. In the case o fp  = 2, A is obtained using the Cheybyshev polynomial of the 
first kind T4,+4(x) as the collocation points and U2n(x) as abscissae of the integral. It  is clear 
that  the regularization method using GSVD gives more accurate solutions than Gauss-Newton 
method. 
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