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FREDHOLM-LAGRANGIAN-GRASSMANNIAN
AND
THE MASLOV INDEX
KENRO FURUTANI
Abstract. We explain the topology of the space, so called, Fredholm-Lagrangian-
Grassmannain and the quantity “Maslov index” for paths in this space based on
the standard theory of Functional Analysis. Our standing point is to define the
Maslov index for arbitrary paths in terms of the fundamental spectral property of
the Fredholm operators, which was first recognized by J. Phillips and used to define
the “Spectral flow”. We tried to make the arguments to be all elementary and we
summarize basic facts for this article from Functional Analysis in the Appendix.
Contents
Introduction 2
1. Symplectic Hilbert space and Lagrangian subspace 3
1.1. Symplectic Hilbert space 3
1.2. Lagrangian-Grassmannian 7
1.3. Fredholm pairs and Fredholm operators 13
1.4. Fredholm-Lagrangian-Grassmannian 15
1.5. Souriau map and the universal Maslov cycle 18
1.6. Proof of Theorem 1.54 (a) 21
1.7. Proof of Theorem 1.54 (b) and (c) 25
2. Maslov index in the infinite dimension 28
2.1. Maslov index for continuous paths 28
2.2. Ho¨rmander index in the infinite dimension 33
2.3. Universal covering space of the Fredholm-Lagrangian-Grassmannian 34
2.4. Bilinear forms and Maslov index 36
2.5. Maslov index for paths of Fredholm pairs of Lagrangian subspaces 42
3. Finite dimensional cases 44
3.1. Leray index and Kashiwara index 45
3.2. Complex Kashiwara index 46
4. Polarization and a Reduction Theorem of the Maslov index 47
1991 Mathematics Subject Classification. 53D12, 58J30, 58B15, 53D50.
Key words and phrases. Symplectic Hilbert space, Lagrangian subspace, Fredholm pair, Maslov
index, Leray index, Kashiwara index, Ho¨rmander index, Fredholm operator, Fredholm-Lagrangian-
Grassmannian, elliptic operator, K-group, unitary group.
2 KENRO FURUTANI
4.1. Symplectic transformation and Canonical relation 47
4.2. Polarization of symplectic Hilbert spaces 48
4.3. Proof of Theorem 4.10 51
5. Closed symmetric operators and Cauchy data spaces 53
5.1. Cauchy data space 54
5.2. Continuity of Cauchy data spaces 56
5.3. Spectral flow and Maslov index 57
Appendix 58
Appendix A. Topology of operator spaces 58
Appendix B. Spectral notions 60
Appendix C. Fredholm operators 61
Appendix D. Existence of a compatible symplectic structure 62
References 62
Introduction
The purpose of this article is to develop a unified theory of the topology of the
space, “Fredholm-Lagrangian-Grassmannian”, and the theory of the Maslov index for
arbitrary paths in this space. Many of the contents of this article are treated in the
papers [BF1], [BF2], [BFO] and [FO2]. Also there are already many papers written
which treat with more or less similar topics with this paper ([Le], [So], [Du], [CLM1],
[CLM2], [Go1], [RS], [Sw], [DK] and others). Even so our method to treat with this
topics, especially the treatment of the Maslov index is different from other papers and
so, the whole theory should be rewritten in a complete form for being well understood
and will provide a reasonable framework of this subject. We would like to emphasis
here that the method for defining the Maslov index for paths with fixed end points
is quite natural and elementary following the basic spectral property of the Fredholm
operators and valid for both in the finite and infinite dimensions. We believe that
this point must be important, and should be known widely, since in the application
it naturally appears the requirement to treat with such an integer for not only loops,
but also paths of Lagrangian subspaces in an intrinsic way. Here neither we need any
generic arguments which was assumed in the paper [RS], nor we rely on quantities,
“Leray index” and “Kashiwara index” which are only defined for the finite dimensional
cases ([Go1], [CLM1]) and our method provides simple and clear theory for dealing
with the Maslov index for paths.
There are many places in which the Maslov index and related quantities appear,
and so here we do not mention them, since they are explained and treated in many
articles cited above according to their subjects. Here I only concentrate to explain
the basic theory of the topology of the Fredholm-Lagrangian-Grassmannian and the
Maslov index for paths from the point of view of the standard theory of Functional
Analysis and in the elementary ways.
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The main method in this article is in the analysis of operators on Hilbert spaces
and the arguments should be carefully carried out, simply because it is in the infinite
dimension. There are many parts which are similar to finite dimensional cases, but
also there are many parts which are not just a generalization of the finite dimensional
cases. We will make clear the differences of the infinite dimensional case from finite
dimensional cases.
We avoid to base on a general theory of the infinite dimensional manifold theory
and try the treatments as elementally as possible and to be self-contained. However
we must recognize several highly non-trivial facts like
(a) Kuiper’s Theorem (A.1 in Appendix)
(b) Palais’s Theorem (A.4 in Appendix)
(c) The spaces of certain class of Fredholm operators are identified as classifying
spaces for K and KO-groups.
In §1 we just begin from the very basic facts in symplectic Hilbert space and the
space of their Lagrangian subspaces. Especially we explain the“Souriau map” precisely
and give a proof for determining the fundamental group of the Fredholm-Lagrangian-
Grassmannian. §2 we define the Maslov index for paths, Ho¨rmander index and con-
struct the universal covering space of the Fredholm-Lagrangian-Grassmannian. Also
we discuss the Maslov index with the relations between certain bilinear forms. In §3
we just summarize the finite dimensional cases and extend the quantity “Kashiwara
index”(“cross index”) to any triples of unitary operators. §4 we treat with polarized
symplectic Hilbert spaces and prove a symplectic reduction theorem in the infinite di-
mensions. Finally in §5 we discuss examples in this framework and a formula relating
with “Spectral Flow”.
1. Symplectic Hilbert space and Lagrangian subspace
We start from the very definition of the symplectic Hilbert spaces and their isotropic,
involutive and Lagrangian subspaces and operations among them.
1.1. Symplectic Hilbert space. Let (H , < • , • > , ω) be a (real and separable)
Hilbert space with an inner product < • , • > and we assume H has a symplectic form
ω(• , •), i.e., a non-degenerate, skew-symmetric bounded bilinear form.
Here we mean that the bilinear form ω is non-degenerate in such a sense that the
linear map
(1.1) ω# : H → H∗ (= dual space)
ω#(x)(y) = ω(x , y)
gives an isomorphism between the Hilbert space H and its dual space H∗. In finite
dimensional cases, the injectivity of the map ω# implies that it is an isomorphism,
but in the infinite dimension this does not hold automatically. In this case we call the
Hilbert space as a symplectic Hilbert space.
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In the theory below we do not replace the symplectic form ω after once it was
introduced in the real Hilbert space H , but we may always assume that there exists
an orthogonal transformation J : H → H such that ω(x, y) =< Jx , y > for any
x, y ∈ H and J2 = − Id by replacing the inner product with another one which defines
an equivalent norm on H .
We give the proof of this fact in the appendix.
So we can assume from the beginning the following relations:
tJ = −J, < Jx , Jy >=< x , y > and
ω(Jx, Jy) = ω(x, y) for all x, y ∈ H .
Here tJ denotes the transpose of J with respect to the inner product < • , • >. In this
case we call these quantities, the symplectic form ω, the inner product < • , • > and
the almost complex structure J are compatible each other.
Example 1.1. Let E be a real separable Hilbert space and E∗ its dual space. We
denote the identification between E and E∗, by D : E → E∗; E ∋ x 7→ D(x)(•) =<
• , x >∈ E∗ (Riesz representation Theorem).Then we can introduce an inner product
on the dual space E∗ through the map D in an obvious way and then the direct sum
H = E ⊕ E∗ has a naturally defined skew-symmetric bilinear form
ω : H ×H → R,
ω(x⊕ φ , y ⊕ ψ) = ψ(x)− φ(y) =< J(x⊕ φ) , y ⊕ ψ >,
where the almost complex structure J : H → H is given as
J(x⊕ φ) = D−1(φ)⊕−D(x).
Example 1.2. Let A be a densely defined closed symmetric operator on a Hilbert
space L. Let D(A) (respectively D(A∗)) be the domain of A (respectively A∗) and we
impose the graph inner product on D(A∗): < x , y >G=< x , y > + < A∗(x) , A∗(y) >.
Then D(A∗) becomes a Hilbert space and D(A) is a closed subspace in D(A∗) with
respect to this graph norm. Let β be the factor space β = D(A∗)/D(A). We can
introduce a non-degenerate anti-symmetric bilinear form ω on β by
(1.2) ω([x] , [y]) =< A∗(x) , y > − < x , A∗(y) >,
where we denote by [x], the class of x ∈ D(A∗) in β.
It will be apparent of the well-definedness of the form ω just from the definition of
the adjoint operator.
We will note the non-degeneracy of the form ω: The factor space β is identified with
the orthogonal complement D(A)⊥ of D(A) in D(A∗) with respect to the graph inner
product. It is characterized as follows.
D(A)⊥ = {x ∈ D(A∗) |A∗(x) ∈ D(A∗) and A∗(A∗(x)) = −x}.
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From this characterization we know at once that A∗ restricted to D(A)⊥ is an orthog-
onal transformation into itself and defines an almost complex structure on D(A)⊥ and
moreover we have
ω([x] , [y]) =< A∗(x) , y > − < x , A∗(y) >
=< A∗(x) , y > + < A∗(A∗(x)) , A∗(y) >=< A∗(x) , y >G .
This equality shows that our Hilbert space β with the symplectic form ω above together
with the almost complex structure A∗ (after being identified with the orthogonal com-
plement D(A)⊥) is a symplectic Hilbert space with a compatible symplectic form, inner
product and the almost complex structure.
We will deal with this example in §5 together with a homotopy invariant, so called,
“Spectral flow” of a family of selfadjoint Fredholm operators.
Example 1.3. Let π : E →M be a real vector bundle on a manifold M with a bundle
map of almost complex structures J : E → E , J2 = −Id. By introducing a suitable
inner product on E and a (smooth) measure on M we have a Hilbert space L2(M , E)
of L2-sections of E with a symplectic form defined by the bundle map J in an obvious
way.
When we regard the real Hilbert space H as a complex Hilbert space through the
almost complex structure J with the Hermitian inner product < • , • >J=< • , • >
−√−1ω(•, •), we denote it by HJ , and we denote the group of unitary transformations
on HJ by
U(HJ) = {U ∈ B(H) | UJ = J U and tUU = U tU = Id},
where B(H) denotes the space of bounded linear operators on the real Hilbert space
H .
For a subspace µ in H , let us denote by µ◦ the annihilator of µ with respect to ω:
(1.3) µ◦ = {x ∈ H |ω(x, y) = 0 for all y ∈ µ},
and we denote the orthogonal complement (with respect to the fixed inner product
< • , • > on H) of µ by µ⊥.
Note that we know easily by the definition that for any subspace µ the annihilator
µ◦ is closed by the similar way to prove the closedness of the orthogonal compliment
µ⊥. Also by the non-degeneracy assumption of the symplectic form, we have the
idempotentness of the operation µ 7→ µ◦:
Proposition 1.4. (µ◦)◦ = µ.
Proof. By the definition of the annihilator it will be apparent that µ ⊂ (µ◦)◦. Let
z0 ∈ (µ◦)◦ and assume that z0 6∈ µ, then there is a bounded linear functional f on
H such that f = 0 on µ and f(z0) 6= 0. By the non-degeneracy assumption of the
symplectic form ω, we have an element u0 ∈ H such that f(x) = ω(x , u0). Then
u0 ∈ µ◦, but ω(z0 , u0) 6= 0. This is a contradiction. So there are no such z0. 
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The following properties will be proved easily.
Proposition 1.5. Let µ, ν be subspaces in H, then
(µ+ ν)◦ = µ◦
⋂
ν◦(1.4)
(µ
⋂
ν)◦ = µ◦ + ν◦(1.5)
As in the same way with finite dimensional cases we characterize a subspace µ ∈ H
in the
Definition 1.6. (a) isotropic, if µ ⊂ µ◦
(b) Lagrangian, if µ◦ = µ
(c) coisotropic (or involutive), if µ◦ ⊂ µ
(d) symplectic, if µ is closed and µ+ µ◦ = H (= direct sum).
By the compatibility assumption among the symplectic form ω, the inner product
< • , • > and the almost complex structure J the following properties hold:
Proposition 1.7. (a) if µ is isotropic, then J(µ) is also isotropic and µ ⊥ J(µ).
(b) if µ is Lagrangian, then µ is a closed subspace, J(µ) is also Lagrangian and
J(µ) = µ⊥. Conversely let µ be a closed subspace and assume that µ⊥ = J(µ),
then µ is a Lagrangian subspace.
(c) if µ is coisotropic, the J(µ) is also coisotropic.
If µ is symplectic, then µ+ µ◦ is a direct sum, however it is not always orthogonal.
Then
Proposition 1.8. If µ is symplectic, then the restriction of the map ω# to each of µ
and µ◦ is isomorphic with µ∗ and (µ◦)∗ respectively. So, by replacing the inner product
with a suitable one so that we can assume that µ and µ◦ are orthogonal and then each
is a symplectic Hilbert space with the compatible structure.
Proof. If we embed µ∗ into H∗ by extending f ∈ µ∗ to f˜ being zero on µ◦, then for any
f there is an element a+ b ∈ µ+µ◦ such that ω#(a+ b) = f˜ and from the assumption,
b must be zero, that is, we have (ω|µ×µ)# = (ω#)|µ. Hence µ is a symplectic Hilbert
space. So is µ◦. Then the rests of the proposition will follow easily from Proposition
D.1 in the Appendix. 
Remark 1.9. (a) Let E be a finite dimensional subspace in H such that E
⋂
E◦ =
{0}, then E is symplectic in the above sense of Definition 1.6 (d), that is E ⊕
E◦ = H
(b) Let λ be a Lagrangian subspace and L be a closed subspace in λ. Put H1 =
L + J(L) and H2 = L
⊥⋂λ + J(L⊥⋂λ), then H1 and H2 are symplectic, of
course with the compatibility assumption of the symplectic structure on H .
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1.2. Lagrangian-Grassmannian. Let Λ(H) denote the space of all Lagrangian sub-
spaces of H . We call this space Lagrangian Grassmannian of the symplectic Hilbert
space H .
Remark 1.10. (a) Let λ ∈ Λ(H), then by the above Proposition 1.7 we have an
orthogonal decomposition H = λ ⊕ J(λ) and by identifying the dual space of
λ with J(λ) we know that any symplectic Hilbert space is isomorphic with the
Example 1.1.
(b) In the symplectic Hilbert space a maximum isotropic subspace is always a La-
grangian subspace. For the symplectic Banach space (this is defined by the
same way as symplectic Hilbert spaces) a maximal isotropic subspace need not
be a Lagrangian subspace, moreover there is a symplectic Banach space which
has no Lagrangian subspace (see [KS]). This fact says that a symplectic Banach
space is not necessarily isomorphic with a standard one of the form V ⊕V ∗ with
a reflexive Banach space V . In this article we do not treat with the symplectic
Banach space.
We denote by Pλ the orthogonal projection operator in H onto the subspace λ. With
this correspondence we embed Λ(H) into B(H) as a closed subset (see Corollary 1.12
below for the closedness):
(1.6)
P : Λ(H)→ B(H)
λ 7→ Pλ
Then it will be natural to introduce the metric d on the space Λ(H) as the difference of
the norm of the corresponding projection operators : d(λ , µ) = ‖Pλ − Pµ‖. Henceforth
we regard the space Λ(H) equipped with this metric always.
A projection operator in the image of the map P is characterized by the following
Proposition 1.11. Let P be an orthogonal projection operator in H. Then the image
P (H) is a Lagrangian subspace, if and only if J = J ◦ P + P ◦ J .
Proof. Let an orthogonal projection operator P satisfy the relation J = JP + PJ ,
then we have ω(P (x), P (y)) =< J ◦ P (x), P (y) >=< J(x) − P ◦ J(x), P (y) >=<
J(x), P (y) > − < J(x), P (y) >= 0. So P (H) is an isotropic subspace. Let assume
for any x ∈ H ω(P (x), y) = 0, then < J(x) − P ◦ J(x), y >= 0. So we have
< J(x), y − P (y) >= 0 for any x ∈ H . Hence y = P (y), and so P (H)◦ = P (H), that
is P (H) is a Lagrangian subspace.
Now assume that P (H) is a Lagrangian subspace. Then we have for x ∈ P (H),
J(x) = P ◦ J(x) + J ◦ P (x), since P ◦ J(x) = 0 and for x ∈ Ker(P ) we have J(x) =
P ◦ J(x) + J ◦ P (x), since P ◦ J(x) = J(x). 
As a Corollary of this proposition we have
Corollary 1.12. The subspace consisting of orthogonal projections whose image is a
Lagrangian subspace is closed in the Banach space B(H).
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The group U(HJ) acts on Λ(H) in an obvious way. Then
Proposition 1.13. The action U(HJ)× Λ(H)→ Λ(H) is continuous.
Proof. From the relation
(1.7) PU(µ) = U ◦ Pµ ◦ U−1,
we have
PU(µ) −PV (ν)
= U ◦ Pµ ◦ U−1 − V ◦ Pµ ◦ V −1
= U ◦ (Pµ −Pν) ◦ U−1 + (U − V ) ◦ Pν ◦ U−1 + V ◦ Pν ◦ (U−1 − V −1),
and this formula shows the continuity of the action. 
By fixing an ℓ ∈ Λ(H) we have a surjective map ρℓ:
(1.8)
ρℓ : U(HJ)→ Λ(H)
U 7→ U(ℓ⊥).
Theorem 1.14. The map (1.8) defines a principal fiber bundle with the structure group
O(ℓ), the group of orthogonal transformations on ℓ, and by Kuiper’s Theorem A.1 it is
a trivial bundle and the space Λ(H) itself is also contractible.
Remark 1.15. Of course the triviality of this bundle is not true for the finite dimen-
sional case.
Corollary 1.16. The map ρℓ is an open map and the topology on Λ(H) coincides with
the quotient topology of U(HJ) by the map ρℓ.
Theorem 1.14 is proved if we have local sections of the map ρℓ. Here we construct
local sections in two ways. Because both of the arguments contain several interesting
properties of the space Λ(H) and relating properties of projection operators.
I. First method.
We begin from a lemma:
Lemma 1.17. Let P and Q be two projection operators on the Hilbert space H, and
assume that ‖P −Q‖ < 1. Put
(a) A = (1− P )(1−Q) + PQ,
(b) B = (1−Q)(1− P ) +QP ,
(c) C = 1− (P −Q)2
(d) D =
∞∑
n=0
αn(P −Q)2n, where (1− x)−1/2 =
∞∑
n=0
αnx
n is the Taylor expansion.
Then we have
(a) AB = BA = C,
(b) D2C = CD2 = I,
(c) P (P −Q)2 = (P −Q)2P , Q(P = Q)2 = (P −Q)2Q and
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(d) DP = PD, DQ = QD.
Proof. All these will be proved by direct calculations. Note that all of the operators A,
B, C and D are, as a result, invertible and AC = CA , CB = BC and DC = CD. 
Now put W = DA, then
Proposition 1.18. (a) W is invertible and the inverse is given by W−1 = BD,
(b) WQ =PW.
Hence we have W (Q(H)) = P (W (H)). Moreover if both of P and Q are orthogonal
projections, the the operator W is unitary, that is the ranges of the projections P and
Q are transformed each other by a unitary operator W .
Proof. WQ = D((1 − P )(1 − Q) + PQ)Q = DPQ and PW = PDA = DPA =
DP ((1− P )(1−Q) + PQ) = DPQ. Since (DA)(BD) = DCD = 1 and (BD)(DA) =
BD2A = BC−1A = 1 the operator W is invertible. Also since W ∗ = A∗D∗, if both of
P and Q are orthogonal we have W ∗ = BD = W−1, that is, W is unitary and give a
unitary equivalence of the projections P and Q. 
Let µ ∈ Λ(H) and Vµ = {ν | ‖Pν − Pµ‖ < 1}, an open neighborhood of µ, where
Pν denote the orthogonal projection operator with the image ν.
Now we give a local section s
(1)
µ : Vµ → U(HJ) of the map ρℓ : U(HJ)→ Λ(H).
We fix a unitary operator V0 such that V0(ℓ
⊥) = µ and define
(1.9) s(1)µ : Vµ ∋ ν → W−1ν ◦ V0,
where we denote Wν = (1− (Pµ−Pν)2)−1/2((1−Pµ)(1−Pν) +PµPν). The continuity
of this section will be apparent from the expression.
II. Second method.
Let λ ∈ Λ(H).
Notation 1.19. Oλ = {µ ∈ Λ(H) |µ is transversal toλ}. Note that we mean transver-
sal by the condition: λ+ µ = H .
The subset Oλ⊥ is an open neighborhood of λ. We denote by B̂(λ) the space of
selfadjoint bounded operators on the real Hilbert space λ. Then we have a bijection
Gλ : B̂(λ)→ Oλ⊥
defined by
Gλ : B̂(λ) ∋ A→ Gλ(A) = {x+ JA(x) | x ∈ λ} ∈ Oλ⊥ .
By the identification HJ ∼= λ ⊗ C we regard A ∈ B̂(λ) as a selfadjoint operator on
HJ . Let A =
∞∫
−∞
t dEt(A) be the spectral decomposition of the selfadjoint operator A
with the spectral measure {Et(A)}t∈R. We define a unitary operator UA by
UA =
∫ √
1 +
√−1t
1−√−1t dEt(A),
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then
(1.10)
∫
(1 +
√−1t)dEt(A) = UA ◦
∫ √
1 + t2dEt(A).
Since
∫ √
1 + t2dEt(A)(λ) = (Id+A
2)1/2(λ) = λ, we have
(1.11) UA(λ) =
∫
(1 +
√−1t)dEt(A)(λ) = Gλ(A).
Note that U 2A = (
√−1 Id−A)(√−1 Id+A)−1 is the Cayley transformation of the
operator A.
Now fix a unitary operator V such that V (ℓ⊥) = λ⊥, then the correspondence
(1.12) s
(2)
λ⊥
: Oλ⊥ ∋ µ→ UA ◦ J ◦ V
gives a local section of the map
ρℓ : U(HJ)→ Λ(H)
U 7→ U(ℓ⊥).
We must show the continuity of this section s
(2)
λ⊥
. This is proved by showing two
facts:
(a) the continuity of the correspondence
B̂(λ) ∋ A 7→ UA =
∫ √
1 +
√−1t
1−√−1tdEt(A) ∈ U(HJ)
with respect to the norm topology and,
(b) the map Gλ is an isomorphism between the spaces B̂(λ) and Oλ⊥.
The first one follows from a more general
Proposition 1.20 ([AS]). Let H be a Hilbert space (real or complex) and f be a
continuous function defined on R, then the map B̂(H) ∋ A→ f(A) ∈ B(H) is contin-
uous. Here the operator f(A) =
∫
f(t)dEt(A) is defined by the spectral decomposition
A =
∫
t dEt(A) of the operator A.
Proof. Let {pn(t)} (n = 1, 2, . . . ) be polynomials which converge uniformly to the
continuous function f on an interval [−N , N ], then for the operator A whose spectrum
σ(A) is contained in the open interval (−N , N),
the operator pn(A) =
∑Nn
k≥0 c
n
kA
k is also expressed as
pn(A) =
+N∫
−N
pn(t)dEt(A).
So we know that {pn(A)} converges to
∫
f(t)dEt(A) in the sense of operator norm.
The correspondence A 7→ pn(A) is apparently continuous on the open subspace {A ∈
B̂(H) | σ(A) ⊂ (−N , N)} in B̂(H) and so the map B̂(λ) ∋ A 7→ f(A) ∈ B(λ) is
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continuous on each such open subspace {A ∈ B̂(H) | σ(A) ⊂ (−N , N)}. Hence we
have the desired result. 
Proposition 1.21. The map Gλ : A 7→ Gλ(A) = {x + JA(x) | x ∈ λ} is an isomor-
phism between the spaces B̂(λ) and Oλ⊥ . Hence it gives a local chart of Λ(H)
We prove a characterization of an orthogonal projection operator corresponding to
a Lagrangian subspace in Oλ⊥ .
Lemma 1.22. Let Pµ be an orthogonal projection operator onto a Lagrangian subspace
µ ∈ Λ(H). Then µ ∈ Oλ⊥ , if and only if Lµ = Pµ + 1 − Pλ = Pµ + Pλ⊥ is an
isomorphism.
Proof. If Lµ = Pµ + Pλ⊥ is an isomorphism, then since H = (Pµ + Pλ⊥)(H) ⊂ µ+ λ⊥
we know at once µ ∈ Oλ⊥ .
Conversely let us assume µ and λ⊥ are transversal. Then there is a bounded operator
A ∈ B̂(λ) such that µ = Gλ(A) = {x + JA(x) | x ∈ λ}, the graph of the operator A.
Note that the boundedness of the operator A is proved by the closed graph Theorem
and the selfadjointness of A comes from the fact that µ is a Lagrangian subspace.
These arguments are same with that of finite dimensional cases. Now we solve the
equation
(1.13) Lµ(u+ J(v)) = (Pµ + Pλ⊥)(u+ J(v)) = x+ J(y),
for any given x, y ∈ λ by u and v,∈ λ. Since Pµ(u+ J(v)) = x + JA(x), u + J(v) =
x + JA(x) + J(a + JA(a)) ∈ µ + µ⊥ with an element a ∈ λ, and Pλ⊥(u + J(v)) =
J(v) = J(y − A(x)) we have
a = x
u = x− A(a) = x− A(y) + 2A2(x)
v = y − A(x).
This implies that the operator Lµ = Pµ + Pλ⊥ is an isomorphism of H . Note that we
have in general Ker(Pµ + Pν) = Ker(Pµ)
⋂
Ker(Pν) = µ⊥
⋂
ν⊥ = J(µ
⋂
ν) (see the
proof of Proposition 1.29). 
Remark 1.23. In Proposition 1.29 we will give a generalization of this property after
introducing the notion of ”Fredholm pair”.
Proof of Proposition 1.21. Let µ and ν be transversal with λ⊥, then
(1.14) ‖Lµ − Lν‖ = ‖Pµ − Pν‖ .
So we have
Lν
−1 =
∞∑
k=0
(Lµ
−1(Lµ − Lν))k · (Lµ −1)
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for such ν that ‖Lµ −1‖ ‖Pµ − Pν‖ < 1, and we have∥∥Lν −1∥∥ ≤ ∞∑
k=0
∥∥Lµ −1∥∥k+1 (‖Pµ −Pν‖)k = ∥∥Lµ −1∥∥ 1
1− ‖Lµ −1‖ ‖Pµ − Pν‖ .
Hence we have∥∥Lµ −1 − Lν −1∥∥ ≤ ∥∥Lµ −2∥∥ 1
1− ‖Lµ −1‖ ‖Pµ − Pν‖ ‖Pµ −Pν‖ .
Now by putting x = 0 in the equation (1.13) we have
(1.15) Lµ
−1(J(y)) = −A(y) + J(y)
and we have the inequality
‖Aµ(y)−Aν(y)‖
≤ ∥∥Lµ −1(J(y))− Lν −1(J(y))∥∥
≤ ‖Lµ
−2‖
1− ‖Lµ −1‖ ‖Pµ −Pν‖ ‖Pµ − Pν‖ ‖y‖ ,
The last inequality shows that the map G−1λ : Oλ⊥ → B̂(λ) is continuous.
The continuity of the map Gλ : B̂(λ) → Oλ⊥ is proved more easily: let µ ∈ Oλ⊥,
that is, µ and λ⊥ are transversal. Then we can express in two ways of the element
x+ J(y) ∈ H :
λ+ λ⊥ ∋ x+ J(y) = a + JA(a) + J(b+ JA(b)) ∈ µ+ µ⊥.
By solving this equation we have
a =(Id+A2)−1(x+ A(y))
b =(Id+A2)−1(y − A(x)),
so
PGλ(A)(x+ J(y))(1.16)
= (Id+A2)−1(x+ A(y)) + JA((Id+A2)−1(x+ A(y))).
From this expression of the projection PGλ(A) and by a standard argument we have∥∥PGλ(A) −PGλ(B)∥∥ ≤ N(‖A‖ , ‖B‖) ‖A− B‖ .
Here we denote by N(s, t) a polynomial of degree three of two variables and note that
for any A ∈ B̂(λ) ‖(Id+A2)−1‖ ≤ 1.
Consequently we have proved both of the continuities of the map Gλ and its inverse
G −1λ , in other words, we have proved that the map Gλ gives a local chart of the space
Λ(H). 
Remark 1.24. From the proof above we see easily that the map Gλ is not isometric.
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Proof of Theorem 1.14. It will be clear that a unitary operator which preserves the
subspace ℓ⊥ comes from an orthogonal transformation on ℓ as the complexification
of it. So we have proved Theorem 1.14 together with the help of local sections (1.9,
1.12). 
Corollary 1.25. The Lagrangian-Grassmannian Λ(H) is an infinite dimensional dif-
ferentiable manifold modeled on the Banach space of bounded selfadjoint operators.
Proof. Since we have an open covering {Oλ⊥}λ∈Λ(H) of the Lagrangian Grassmannian
Λ(H), each of which is isomorphic to a Banach space B̂(λ), it will be enough to show
the coordinate transformations of this covering are ”differentiable” in a suitable sense.
Of course the Banach spaces B̂(λ) are all isomorphic to a typical one.
Let Gλ : B̂(λ) → Oλ⊥ be the map in Proposition 1.21, then from the expression of
PGλ(A) (see (1.16)) we know the compositions of maps from B̂(λ) to B(H),
B̂(λ) ∋ A 7→ Gλ(A) 7→ PGλ(A) 7→ PGλ(A) + Pµ⊥ ∈ B(H)
is a ”differentiable” map.
If Gλ(A) ∈ Oµ⊥ , that is, Gλ(A) = Gµ(B) with an operator B ∈ B̂(µ), then from the
relation (see (1.15))
(PGµ(B) + Pµ⊥)−1(J(y))
= (PGλ(A) + Pµ⊥)−1(J(y))
= −B(y) + J(y) (y ∈ µ),
it will be apparent that the coordinate transformation G−1µ ◦ Gλ : A 7→ B = J −
(PGλ(A) + Pµ⊥)−1 ◦ J is a differentiable map between open sets in Banach space B̂(λ)
and B̂(µ). 
1.3. Fredholm pairs and Fredholm operators. Theorem 1.14 says that in the in-
finite dimension we must work in a smaller space than the whole space of Lagrangian
subspaces Λ(H) to obtain a similar quantity to the Maslov index in the finite dimen-
sional case. In this section we introduce a notion, so called, Fredholm pairs and discuss
relations of Fredholm operators and Fredholm pairs ([Ka]).
Let ℓ1 and ℓ2 be two closed subspaces in H , then first of all we recall the definition
of ℓ1 and ℓ2 being a Fredholm pair.
Definition 1.26. We call two closed subspaces ℓ1 and ℓ2 being a Fredholm pair if,
(a)
dim(ℓ1
⋂
ℓ2) is finite,
and
(b)
ℓ1 + ℓ2 is closed and of finite codimensional in H.
We give a relation of two notions “Fredholm pair” and “Fredholm operator”).
14 KENRO FURUTANI
Proposition 1.27. Let P1 : H → H be the orthogonal projection operator with the
image P1(H) = ℓ⊥1 . Then (ℓ1 , ℓ2) is a Fredholm pair, if and only if, the restriction
P1|ℓ2 of P1 to the space ℓ2 is a Fredholm operator, and
(1.17) ind P1|ℓ2 = dimKerP1|ℓ2 − dim ℓ⊥1 /P1(ℓ2) = dim(ℓ1
⋂
ℓ2)− dim(H/(ℓ1+ ℓ2)).
Proof. In the algebraic sense we have Ker(P1|ℓ2) = ℓ1
⋂
ℓ2 and H/(ℓ1+ℓ2) = ℓ
⊥
1 /P1(ℓ2)
by the definition of the operator P1|ℓ2 . Also we have that the closeness of ℓ1 + ℓ2 and
P1|ℓ2(ℓ2) is equivalent (A little bit general fact is proved in the next Lemma 1.28).
These prove the equivalence and we have (1.17). 
Lemma 1.28. Let T : H → H ′ be a bounded surjective operator from a Hilbert space
H to a Hilbert space H ′ and let L be a closed subspace containing Ker(T ). Then T (L)
is closed.
Proof. Let π be the orthogonal projection operator in H with the image = π(H) =
Ker(T ), and let T˜ be an isomorphism between H and H ′ ⊕Ker(T ) defined by T˜ (x) =
T (x) ⊕ π(x). Then we have (˜T )(L) is a closed subspace and we know that (˜T )(L) =
T (L)⊕Ker(T ). This implies the closeness of T (L) in H ′ 
Next we generalize Lemma 1.22, by which we give a characterization of two La-
grangian subspaces being a Fredholm pair.
Proposition 1.29. Let µ, ν ∈ Λ(H) and let Pµ (resp. Pν) denote the orthogonal
projection operator of H onto µ (resp. ν). Then Pµ + Pν is a Fredholm operator, if
and only if (µ, ν) is a Fredholm pair.
Proof. First we show
Ker(Pµ + Pν) = µ⊥
⋂
ν⊥
(see the end of the proof of Lemma 1.22). Since Pµ(x) + Pν(x) = 0 implies that
< x,Pµ(x) >=< x,−Pν(x) >= −‖Pν(x)‖2 = ‖Pµ(x)‖2 .
Hence Pµ(x) = Pν(x) = 0, which shows that
(1.18) Ker(Pµ + Pν) = µ⊥
⋂
ν⊥ = J(µ)
⋂
J(ν) = J(µ
⋂
ν) = (µ+ ν)⊥.
Now let Pµ + Pν be a Fredholm operator. Then, since (Pµ + Pν)(H) ⊂ µ+ ν, and
Im(Pµ + Pν) is closed and of finite
codimensional, so µ + ν must be also closed and of finite codimensional. Hence
together with the isomorphism (1.18) we have proved that (µ, ν) is a Fredholm pair.
Next assume that (µ, ν) is a Fredholm pair, and we prove Pµ + Pν is a Fredholm
operator.
From Proposition 1.27 we have Pµ(ν⊥) (resp. Pν(µ⊥)) is a finite codimensional
closed subspace in µ (resp. ν). Since dim(µ
⋂
ν) < ∞, in the direct sum µ ⊕ ν the
subspace Pµ(ν⊥) ⊕ Pν(µ⊥) + {x ⊕ −x | x ∈ µ
⋂
ν} is still closed. Consequently the
subspace Pµ(ν⊥) + Pν(µ⊥) is closed and finite codimensional in µ + ν. Hence the
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image (Pµ + Pν)(H) is a finite codimensional closed subspace in µ + ν, because it
includes the finite codimensional closed subspace Pµ(ν⊥)+Pν(µ⊥). In fact it coincides
with µ + ν, since it is closed and (Pµ + Pν)(H)◦ = µ
⋂
ν. Now we have proved that
Ker(Pµ+Pν) = J(µ
⋂
ν) and Im(Pµ+Pν) = µ+ ν, which shows the operator Pµ+Pν
is a Fredholm operator. 
1.4. Fredholm-Lagrangian-Grassmannian. We fix a Lagrangian subspace λ and
introduce a subspace of Λ(H), so called, Fredholm-Lagrangian-Grassmannian with re-
spect to λ.
Definition 1.30. The Fredholm-Lagrangian-Grassmannian of H with respect to a
Lagrangian subspace λ is defined as
(1.19) FΛλ(H) = {µ ∈ Λ(H) | (µ, λ) is a Fredholm pair}.
Definition 1.31. We call the subset
(1.20) Mλ(H) = {µ ∈ FΛλ(H) | µ
⋂
λ 6= {0}}
the Maslov cycle with respect to λ.
Notation 1.32. FΛ (0)λ (H) = {θ ∈ FΛλ(H) | θ is transversal to λ} = FΛλ(H)\Mλ(H)
(= Oλ, see Notation 1.19).
Remark 1.33. (a) In the finite dimensional case, the subset Mλ(H) is a singular
cycle whose homology class is a generator of the codimension one homology
group Hn(n+1)
2
−1(Λ(H),Z), where we put dimH = 2n.
(b) As we proved in Proposition 1.21 the subset FΛλ(H)\Mλ(H) = FΛ (0)λ (H) is
isomorphic to the space of bounded selfadjoint operators on λ⊥.
First we study how the Fredholm-Lagrangian-Grassmannian FΛλ(H) depends on the
space λ. In the finite dimensional case, it is clear that FΛλ(H) = Λ(H). In the infinite
dimension, FΛλ(H) is an open subset of Λ(H). Openness follows from Proposition C.2
and Proposition 1.29, and it can not include λ itself. However we can prove
Proposition 1.34. λ can be approximated by a sequence in FΛλ(H), i.e., λ ∈ ∂FΛλ(H)(=
the boundary).
Proof. Let A : λ → λ be a bounded selfadjoint operator and assume that A is an
isomorphism. Then for all ǫ > 0, the Lagrangian subspace
Gǫ·A = {x+ ǫJA(x) | x ∈ λ}
is transversal with both of λ and λ⊥. Since ǫA converges to 0 in B̂(λ) when ǫ→ 0, we
know that the orthogonal projection operator PGǫ·A onto the graph of ǫ ·J ◦A converges
to Pλ. Hence we have
(1.21) λ ∈ FΛλ(H) \ FΛλ(H).

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Let λ and µ in Λ(H) and assume that
(1.22) µ = U(λ) with
U = Id+K ∈ U(HJ) is of the form Id+ compact operator,
then
Proposition 1.35.
FΛλ(H) = FΛµ(H).
Proof. By Proposition 1.29, ν ∈ FΛλ(H) if and only if Pλ+Pν is a Fredholm operator.
From the assumption Pµ+Pν =PU(λ)+Pν = U◦Pλ◦U−1+Pν =(Id+K)◦Pλ◦(Id+K∗)+
Pν =Pλ + Pν + compact operator. Hence if ν ∈ FΛλ(H), then ν ∈ FΛµ(H). Since
(Id+K)−1 = Id+K∗, by the same way we have FΛµ(H) ⊂ FΛλ(H). 
Definition 1.36. We denote by Ures(HJ) the subgroup of U(HJ) consisting of such
operators that
Ures(HJ) = {Id+ compact operator}.
Corollary 1.37. The group Ures(HJ) acts on FΛλ(H) and Ures(HJ)(λ) ⊂ ∂(FΛλ(H)),
that is, the orbit of the element λ is also included in the boundary of FΛλ(H).
As a special case of the relation (1.22) we introduce an equivalence relation on the
space Λ(H):
Definition 1.38. We call λ and µ ∈ Λ(H) almost coincide, if
dimλ/(λ
⋂
µ) < +∞.
and denote
λ ∼ µ,
when two Lagrangian subspaces λ and µ almost coincide.
It will be easy to prove that this is in fact an equivalence relation. Note that in this
case
dim λ/(λ
⋂
µ) = dimµ/(λ
⋂
µ),
and in fact
Proposition 1.39. Let λ ∼ µ, then there exists a unitary operator U of the form
U = Id+ compact operator such that µ = U(λ).
Proof. Since λ and µ are Lagrangian subspaces, the sum of the complex subspaces
spanned by λ
⋂
µ and λ
⋂
(λ
⋂
µ)⊥ is an orthogonal sum of HJ , and so (λ
⋂
(λ
⋂
µ)⊥)⊗
C = (µ
⋂
(λ
⋂
µ)⊥)⊗ C in HJ . Hence we can find such an unitary operator U that is
identity on the subspace (λ
⋂
µ)⊗C. Hence we can take U = Id+K with K being a
finite rank operator. 
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Proposition 1.40. Let λ ∈ Λ(H) and let W ⊂ λ be a finite codimensional closed
subspace in λ. Then for µ ∈ Λ(H), the pair (λ, µ) is a Fredholm pair, if and only if,
(W,µ) is a Fredholm pair.
We denote by FΛW (H)
(1.23) FΛW (H) = {µ ∈ Λ(H) | (W , µ) is a Fredholm pair}.
Proof of Proposition 1.40. We prove FΛW (H) = FΛλ(H).
Let µ ∈ FΛW (H). Then, since the map
(λ
⋂
µ)/(W
⋂
µ)→ λ/W
is injective, we have
dim(λ
⋂
µ) ≤ dim(λ/W ) + dim(W
⋂
µ),
and the space λ + µ is a finite dimensional extension of the closed subspace W + µ.
Hence λ and µ is a Fredholm pair.
Now let µ ∈ FΛλ(H). In the short exact sequence
0→ λ
⋂
µ
j→ λ⊕ µ τ→ λ+ µ→ 0,
where j(a) = a⊕−a ∈ H ⊕H and τ(a⊕ b) = a+ b, we have
τ−1(W + µ) =W ⊕ µ+ j(λ
⋂
µ).
HenceW+µ must be closed in λ+µ, so is in H . Also we have at once dimW
⋂
µ <∞.
These proves the coincidence FΛW (H) = FΛλ(H). 
Corollary 1.41. If λ ∼ µ, then FΛλ(H) = FΛµ(H).
Proof. By Proposition 1.39 we already know this, but also by putting W = λ
⋂
µ in
the proof of Proposition 1.40 we can prove the coincidence. 
Remark 1.42. Since in the proof of the above proposition we did not use any particular
properties of Lagrangian subspaces, the above coincidence holds for any Fredholm pair
(L1, L) and (L2, L), where L2 is a finite codimensional closed subspace in L1.
Finally we note
Proposition 1.43. We have an open covering FΛλ(H) =
⋃
µ∼λ
Oµ, and each Oµ is open
dense in FΛλ(H). Hence
∞⋂
i=1
Oµi (each µi ∼ λ) is not empty. In other words, for any
given countable number of Lagrangian subspaces {µi}∞i=1 each of which is equivalent to
a fixed Lagrangian subspace λ there exists a Lagrangian subspace which is transversal
to each µi.
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1.5. Souriau map and the universal Maslov cycle. When we fix a λ ∈ Λ(H) then
we have an identification
(1.24)
HJ = λ⊕ λ⊥ =λ⊕ Jλ ∼= λ⊗ C
x+ Jy 7→ x⊗ 1 + y ⊗√−1.
We denote by τλ the complex conjugation under this identification:
τλ(x+ J(y)) = x− J(y), x, y ∈ λ.
It will be easy to show the following relation:
(1.25) τλ = 2Pλ − Id .
Any U ∈ U(HJ) can be expressed as
U = X +
√−1Y
with X, Y ∈ B(λ) in such a way that
U(x⊗ 1 + y ⊗√−1) = (X(x)− Y (y))⊗ 1 + (X(y) + Y (x))⊗√−1
= X(x)− Y (y) + J(X(y) + Y (x)),
and X , Y satisfy the relations :
X tY = Y tX, tY X = tXY.
X tX + Y tY = Id, tXX + tY Y = Id .
For λ ∈ Λ(H) we denote by θλ an anti-group isomorphism U(HJ)→ U(HJ) defined
by
(1.26) θλ(U) = τλ ◦ U∗ ◦ τλ,
then θλ(U) =
tX +
√−1 tY .
Note that if Y 6= 0 θλ(U) 6= tU , where we mean tU is a transposed operator when
we regard U as a real linear operator.
Then we have
(1.27) {U ∈ U(HJ) | θλ(U) = U−1} = O(λ)(= orthogonal group on λ).
Hence the map U(HJ) → U(HJ), U 7→ U ◦ θℓ(U) induces a continuous map (see
Corollary 1.16)
(1.28)
Sℓ : Λ(H) −→ U(HJ)
µ = U(ℓ⊥) 7→ Sℓ(µ) =U ◦ θℓ(U).
We call this map as “Souriau map” henceforth.
From the relation (1.25) we have an expression of the Souriau map in terms of
projection operators corresponding to Lagrangian subspaces:
Proposition 1.44. Sℓ(µ) = (Id−2Pµ)(2Pℓ − Id) = −τµ ◦ τℓ.
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Corollary 1.45. Let λ, µ, ν be three Lagrangian subspaces, then
(1.29) Sµ(ν) ◦ Sλ(µ) = −Sλ(ν).
From the relations (1.25), (1.26) and Proposition 1.44 we have
Proposition 1.46. The maps
(1.30)
U(HJ)× Λ(H)→ U(HJ)
(ℓ , U) 7→ U ◦ θℓ(U) = U ◦ (2Pλ − Id) ◦ U∗ ◦ (2Pλ − Id),
and
(1.31)
Λ(H)× Λ(H)→ U(HJ)
(ℓ , µ) 7→ Sℓ(µ) = (Id−2Pµ)(2Pℓ − Id)
are continuous.
By Proposition 1.44,
(1.32) U ◦ Sℓ(µ) ◦ U∗ = SU(ℓ)(U(µ)),
that is, the following commutative diagram:
Proposition 1.47.
(1.33)
Λ(H)
Sℓ−−−→ U(HJ)
U
y yAdU
Λ(H) −−−→
SU(ℓ)
U(HJ).
In particular, when U ∈ Ures(HJ) we have a commutative diagram :
Proposition 1.48.
(1.34)
FΛℓ(H) = FΛU−1(ℓ)(H)
SU−1(ℓ)−−−−→ U(HJ)
U
y yAdU
FΛℓ(H) −−−→Sℓ U(HJ).
Here we remark the adjoint operator of an anti-linear operator: let T be an anti-linear
operator on a complex Hilbert space H with a Hermitian inner product (•, •), then
the adjoint operator T ∗ is defined by the relation (T (z), w) = (T ∗(w), z) (z , w ∈ H).
Then T ∗ is again an anti-linear operator and we have a composition formula with a
linear or anti-linear operator L : (T ◦ L)∗ = L∗ ◦ T ∗.
Now τλ is anti-linear and we have by a direct calculation
τ ∗λ = τλ, that is (τλ(z), w)J = (τλ(w), z)J .
From this fact θ 2λ = Id, in other words, θλ is an anti-linear involution on B(HJ).
By the above remark and the expression of the Souriau map (Proposition 1.44) we
have
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Proposition 1.49.
(1.35) Sλ(µ)∗ = Sµ(λ).
We call the restriction of the Souriau map to FΛλ(H) also Souriau map always.
Now for a fixed λ, we put Uλ(HJ) = ρ−1λ (FΛλ(H)), where ρλ : U(HJ) → FΛλ(H),
ρλ(U) = U(λ
⊥). Then
Proposition 1.50. Let U ∈ U(HJ), then U = X +
√−1Y ∈ Uλ(HJ), if and only if,
X ∈ B(λ) is a Fredholm operator.
Proof. Let U ∈ U(HJ), and put µ = U(λ⊥). Then the inclusion map λ⊥ → H = λ+λ⊥
induces the isomorphism
(λ+ λ⊥)/(λ+ µ) ∼= λ⊥/J(X(Y −1(λ))) = λ⊥/J(X(λ)) ∼= λ/X(λ).
Also
λ ∩ U(λ⊥) ∼= KerX.
These shows the assertions. 
Let µ ∈ FΛλ(H) and U(λ⊥) = µ, then by the definition of the Souriau map Sλ(µ) =
U ◦ θλ(U) and from above Proposition 1.50, we have
Proposition 1.51.
(1.36) U ◦ θλ(U) + Id
is a Fredholm operator.
Proof. Let U = X +
√−1Y , with X , Y ∈ O(λ), then
U ◦ θλ(U) + Id = 2X ◦ θλ(U),
and this shows the Fredholmness of the operator U ◦ θλ(U) + Id. 
Let µ ∈ Λ(H), then from the relation that an element z = x+ J(y) (x, y ∈ λ) is in
µ if and only if −z =Wµ(τλ(z)), we have
(1.37) Ker(Wµ + Id) = (µ ∩ λ)⊗ C ∼= (µ ∩ λ)⊕ J(µ ∩ λ).
Hence
Proposition 1.52. For any µ ∈ FΛλ(H) and any U ∈ Uλ(HJ) with µ = U(λ⊥),
dimR (µ ∩ λ) = dimC Ker(Wµ + Id).
Let us now consider the space
(1.38) UF (HJ) = {U ∈ U(HJ) | U + Id is a Fredholm operator}
and a subset
(1.39) UM(HJ) = {U ∈ UF (HJ) | Ker(U + Id) 6= {0}}
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which by the preceding Proposition 1.52 we can regard as a kind of the universal Maslov
cycle:
Proposition 1.53. For any λ, S−1λ (UM(HJ)) = Mλ(H).
Now we state the fundamental property for discussing the Maslov index in the infinite
dimension:
Theorem 1.54. (a)
π1(FΛλ(H)) ≃ Z,
(b)
π1(UF (HJ)) ≃ Z.
(c) The induced map
(Sλ)∗ : π1(FΛλ(H))→ π1(UF (HJ))
is an isomorphism.
We give the proof of this Theorem in the next subsection by the method of the finite
dimensional reduction.
1.6. Proof of Theorem 1.54 (a).
Notation 1.55. (a) Let λ ∈ Λ(H). We denote by Subfin(λ) the set of all closed
subspaces W 6= λ of λ of finite codimensions.
(b) Let W be a closed isotropic subspace such that dimW ◦/W < ∞. We denote
by Λ(W,H) for the set of Lagrangian subspaces of H which contains W .
We prove
Theorem 1.56. Let λ ∈ Λ(H) and W ∈ Subfin(λ).
(a) The inclusions
FΛ (0)W = {θ ∈ FΛλ(H) | θ ∩W = {0} } →֒ FΛλ(H),
define an isomorphism
ind− lim
W→{0}
π1(FΛ (0)W (H)) ∼→ π1(FΛλ(H)).
(b) There is a natural isomorphism
π1(FΛ (0)W (H)) ∼→ π1(Λ(W ◦/W )) ∼= Z
for each W ∈ Subfin(λ).
By combining (a) and (b) we obtain Theorem 1.54 (a).
The proof of Theorem 1.56 will follow from two Propositions below which will be of
independent interest. First we shall prove
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Proposition 1.57. Let K ⊂ FΛλ(H) be a compact set. Then there exists a W ∈
Subfin(λ) such that µ ∩W = {0} for all µ ∈ K.
Proof. Let µ0 ∈ K. Then the sum of the orthogonal projections Pλ+Pµ0 is a Fredholm
operator by Proposition 1.29 and we have
Ker(Pλ + Pµ0) = J(λ ∩ µ0).
Let
h =
(
J(λ ∩ µ0)
)⊥
= λ+
(
λ⊥ ∩ (J(λ ∩ µ0))⊥).
Then the operator Pλ+Pµ0 is injective on h and its range λ+µ0 is closed. Hence there
exists an open neighborhood U of µ0 in FΛλ(H) such that Pλ+Pµ is injective on h for
all µ ∈ K ∩ U . Since K compact, a finite set U1, . . . , UN of such neighborhoods covers
the whole of K. Then
W =
N⋂
j=1
(
(λ ∩ µj)⊥ ∩ λ
)
satisfies our requirement for suitable choices of µj ∈ Uj ∩K. 
The next proposition gives a property of FΛλ(H) relating with the finite dimensional
reduction of the Maslov index.
Proposition 1.58. Let W ∈ Subfin(λ), then the mapping
ρW : FΛ (0)W (H) → Λ(W ◦/W )
µ 7→ ((µ ∩W ◦) +W )/W
defines a fiber bundle.
The proof of this proposition is given by proving lemmas below.
Lemma 1.59. (a) Let H, λ,W be as above and let θ ∈ Λ(W,H), i.e., θ is a La-
grangian subspace including W . Then
Uθ = {µ ∈ FΛ (0)W (H) | µ ∩ θ = {0} }
is an open subset of the total space FΛ (0)W (H) and we have⋃
θ∈Λ(W,H)
Uθ = FΛ (0)W (H).
(b) Let θ¯ = θ/W ∈ Λ(W ◦/W ). Then the set
Uθ¯ = {ℓ ∈ Λ(W ◦/W ) | ℓ ∩ θ¯ = {0} }
is an open subset of the Lagrangian Grassmannian manifold Λ(W ◦/W ) and the
union of all such subsets covers Λ(W ◦/W ).
(c) The mapping
ρW : Uθ → Uθ¯
is surjective.
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Proof. Since µ ∈ Uθ is transversal with θ, openness of Uθ follows from Lemma1.22. For
a given µ ∈ FΛ (0)W (H) one finds easily a θ = W + L ∈ Λ(H) with θ ∩ µ = {0}, by
taking a suitable Lagrangian subspace L in (λ ∩W⊥) ⊕ J(λ ∩W⊥). That gives the
claimed open covering and (b) and (c) can be seen easily. 
Again let W ∈ Subfin(λ) and θ ∈ FΛλ(H), θ ⊃ W and we decompose H into four
mutually orthogonal subspaces:
(1.40)
H = θ + J(θ)
= W⊥ ∩ θ + W + J(W⊥ ∩ θ) + J(W ).
Lemma 1.60. Let µ ∈ Uθ. Then there exist linear mappings
a : J(W⊥ ∩ θ)→ W⊥ ∩ θ
g : J(W⊥ ∩ θ)→ W
such that each z ∈ µ ∩W 0 can be written in the form
z = x+ a(x) + g(x) with x ∈ J(W⊥ ∩ θ).
Proof. Since µ intersects θ transversally, there is a map A : J(θ) → θ such that A ◦ J
self–adjoint on θ and µ = {u + Au | u ∈ J(θ)}. We decompose u = x + y with
x ∈ J(W⊥ ∩ θ) and y ∈ J(W ) according to the decomposition of Jθ in (1.40). With
regard of that decomposition, the mapping A can be written as a 2×2 matrix
(
a b
g d
)
.
More explicitly, we have
Au = a(x) + b(y) + g(x) + d(y),
where
a : J(W⊥ ∩ θ)→ W⊥ ∩ θ
b : J(W )→ W⊥ ∩ θ
g : J(W⊥ ∩ θ)→ W
d : J(W )→ W .
We notice that
(1.41) a ◦ J, d ◦ Jare selfadjoint, and t (b ◦ J) = g ◦ J.
Now, let z ∈ µ ∩W 0. It can be written as
z = u+ Au = x+ y + a(x) + b(y) + g(x) + d(y).
From the decomposition (1.40) it follows that the component y in J(W ) must vanish.
So,
z = x+ a(x) + g(x).

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Corollary 1.61. Let λ,W, θ be as above. Let µ = {u + Au | u ∈ J(θ)} ∈ Uθ with
A =
(
a b
g d
)
with respect to the decompositions J(θ) = J(W⊥ ∩ θ) + J(W ) and θ =
W⊥ ∩ θ + W . As before, we identify W ◦/W with (W⊥ ∩ θ) + J(W⊥ ∩ θ). Then
(1.42) ρW (µ) = {x+ a(x) | x ∈ J(W⊥ ∩ θ)}.
In particular, two µ, µ′ ∈ Uθ belong to the same fiber, i.e., ρW (µ) = ρW (µ′), if and only
if, a = a′.
Now we prove Proposition 1.58.
Proof. We define a local trivialization on Uθ¯:
(1.43)
Uθ¯ × F τ→ Uθ
π ց ↓ ρW
Uθ¯
Here, π denotes the projection onto the first component. We take
F = B(JW,W⊥ ∩ θ) + Bsa(JW,W )
where B(JW,W⊥ ∩ θ) denotes the vector space of bounded operators from JW to
W⊥ ∩ θ and Bsa(JW,W ) the vector space of bounded operators from JW to W which
become selfadjoint on W by combing with J . For a fixed point L ∈ Uθ¯ and a point in
the fiber (b , d) ∈ F , we define
τ(L; b, g) = {u+ Au | A =
(
aL b
gb d
)
, u ∈ Jθ},
with the decomposition Jθ = J(W⊥∩θ)+JW}. The operator aL : J(W⊥∩θ)→ W⊥∩θ
with aL ◦ J selfadjoint is uniquely determined by the condition
L = {x+ aL(x) | x ∈ J(W⊥ ∩ θ)}.
As a consequence, we get τ is surjective and injective. By the definition of aL from L
we get the commutativity of the diagram (1.43). 
Before proving Theorem 1.56 we remark the a commutative diagram (1.44).
Let us consider two spaces W,W ′ ∈ Subfin(λ) with W ′ ⊂W . So
FΛW (H) = FΛW ′(H) = FΛλ(H)
and
FΛ (0)W ⊂ FΛ (0)W ′(H) ⊂ FΛλ(H) .
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Recall that Λ(W,H) denotes the set of Lagrangian subspaces of H which contain W ,
and then this space is isomorphic with the Lagrangian Grassmannian Λ(W ◦/W ) in an
obvious way:
Λ(W,H)
∼→ Λ(W ◦/W )
θ 7→ θ/W,
and a corresponding isomorphism for W ′. Now let C : I → FΛλ(H) be a curve which
is transversal to W . So, it gives us the curve C : I → FΛ (0)W (H). Then we have the
following commutative diagram :
(1.44)
I
C−−−→ FΛλ(H)
C
y x∪
FΛ (0)W (H) −−−→→֒ FΛ
(0)
W ′ (H)
ρW
y yρW ′
Λ(W ◦/W ) −−−→ Λ(W ′ ◦/W ′)
∼=
x x∼=
Λ(W,H) −−−→
h
W,W ′
Λ(W ′, H) .
Proof of Theorem 1.56. By Proposition 1.57, it will not be difficult to see the mapping
ind lim
W→{0}
π1(FΛ (0)W (H))→ π1(FΛλ(H))
is naturally isomorphic(and also it is isomorphic for all homotopy groups, but we do
not treat with higher homotopy groups).
To see (b), we just notice that the maps hW,W ′ in the above commutative diagram
gives us isomorphisms of their fundamental groups ([Ar]) together with the exact se-
quence
{0} = π1(F ) −−−→ π1(FΛ (0)W (H)) −−−→
pW ∗
π1(Λ(W
◦/W )) −−−→ π0(F ) = {0}.

1.7. Proof of Theorem 1.54 (b) and (c). In this section first we explain the space
UF (HJ) in the framework of the complexified symplectic Hilbert space (Proposition
1.64) and give a proof of the isomorphisms:
Proposition 1.62. π1(FΛλ(H)) ∼−→
(Sλ)∗
π1(UF(HJ)) ∼−→ Z.
Then these will give a proof of Theorem 1.54 (b) and (c).
Let H be a separable symplectic Hilbert space with compatible symplectic form ω,
an inner product 〈•, •〉 and an almost complex structure J , ω(x, y) = 〈J(x), y〉 , J2 =
−Id.
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The complexification H⊗C of the real Hilbert space is installed with the Hermitian
inner product as usual and we denote by ΛC(H ⊗C) the space of complex Lagrangian
subspaces in H ⊗ C:
ΛC(H ⊗ C) = {l | l is a complex subspace such that l⊥ = J(l)}.
Then a subgroup of the unitary operators in H ⊗ C, we denote it by U0(H ⊗ C),
consisting of those operators U that U(l)⊥ = J(U(l)) for any l ∈ ΛC(H ⊗ C) acts on
ΛC(H ⊗C) transitively. This condition for U ∈ U0(H ⊗ C) is equivalent to say that it
commutes with the complexified almost complex structure J .
Taking the complexification of λ ∈ Λ(H) gives us a natural embedding Λ(H) →
ΛC(H⊗C), and its restriction to FΛλ(H) has the image in FΛCλ⊗C(H⊗C), a subspace
of ΛC(H ⊗C) consisting of those subspaces which are Fredholm pairs with λ⊗C. We
denote this map by ⊗C.
When we consider an operator U ∈ U(HJ) as a real operator and take its com-
plexification, we denote it by UC, then UC is in U0(H ⊗ C) and we have U(µ) ⊗ C =
UC(µ⊗ C), µ ∈ Λ(H), and the following diagram is a commutative:
(1.45)
U(HJ) U 7→U
C−−−−→ U(H ⊗ C)
ρℓ
y yρℓ⊗C
Λ(H) −−−→
⊗C
ΛC(H ⊗ C).
Let E± = {z ∈ H ⊗ C | J(z) = ±
√−1z}, then
H ⊗ C = E+ ⊕ E−,
is an orthogonal decomposition of H⊗C. If U ∈ U0(H⊗C), then U(E±) = E±. Hence
we have an isomorphism
U0(H ⊗ C) ∼= U(E+)× U(E−),
where U(E+) denotes the group of unitary operators on E+, and so on. Also the
space ΛC(H ⊗ C) is identified with the space of graphs of unitary operators U ∈
U(E+, E−), U : E+ → E−.
Let K : HJ → E+, u 7→ u⊗1−J(u)⊗
√−1 and k : HJ → E−, u 7→ u⊗1+J(u)⊗
√−1,
be an isomorphism and an anti-isomorphism respectively, then, the following diagram
is commutative:
Lemma 1.63.
HJ
τλ−−−→ HJ
K
y yk
E+ −−−→
Tλ
E−,
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where τλ is the complex conjugation defined through the identification HJ ∼= λ⊗C, and
the graph of the unitary operator Tλ is λ⊗ C, λ⊗ C = {x+ Tλ(x) | x ∈ E+}.
Now we have
Proposition 1.64. Let Φλ : UF (HJ)→ FΛCλ⊗C(H ⊗ C) be a map defined by Φλ(V ) =
the graph of the unitary operator − k ◦ V ◦ τλ ◦ K−1 ∈ U(E+, E−). Then Φλ is an
isomorphism and the diagram is commutative:
(1.46)
FΛλ(H) FΛCλ⊗C(H ⊗ C)
UF (HJ)
⊗C
Sλ
Φλ
.
Proof. We will be enough to prove the commutativity of the diagram. Let U ∈ Uλ(HJ).
Since UC|E± can be identified with U through the map K and k respectively, and we
have UC(λ⊥⊗C) = {U(x)−U ◦Tλ(x) | x ∈ E+} = {x−U ◦Tλ◦U−1(x) | x ∈ E+}. By the
above lemma k◦U ◦Tλ◦U−1◦K−1 = k◦U ◦τλ◦U−1◦τλ◦τλ◦K−1 = k◦U ◦θλ(U)◦τλ◦K−1,
which gives the commutativity of the diagram. 
LetW be a closed finite codimensional subspace in λ⊗C and we denote by FΛ(0)W (H⊗
C) a subspace of FΛCλ⊗C(H ⊗C) consisting of those subspaces l which do not intersect
withW except 0. Let HW = J(W
⊥∩(λ⊗C))+W⊥∩(λ⊗C), and Λ(HW ) be the similar
space as Λ(H ⊗ C) (note that HW is invariant under the map J). Λ(HW ) is identified
with the space of unitary operators on W⊥ ∩ (λ⊗ C). Let πW : FΛ(0)W (H ⊗ C) ∋ l →
(l∩ (J(W⊥∩λ⊗C)+λ⊗C)+W )∩W⊥ ∈ Λ(HW ), and then πW : FΛ(0)W (H⊗C)→ Λ(HW )
is a fiber bundle with the contractible fiber. A typical fiber = π−1W (J(λ ⊗ C ∩W⊥))
is isomorphic to the space B̂(W ) × B(W,λ ⊗ C ∩ W⊥), where B̂(W ) is the space of
selfadjoint operators on W and B(W,W⊥ ∩ (λ⊗C)) is the space of bounded operators
from W to W⊥ ∩ (λ ⊗ C). Unfortunately for any pair of such subspaces W1 and W2
satisfying W1 ⊂ W2 there are no natural map Λ(HW2) → Λ(HW1) which makes the
diagram
FΛ(0)W2(H ⊗ C) −−−→ FΛ
(0)
W1
(H ⊗ C)yπW2 yπW1
Λ(HW2) −−−→ Λ(HW1)
commutative. However if we define a map sW : Λ(HW ) → FΛ(0)W (H ⊗ C) by sW (l) =
l + J(W ), then πW ◦ sW = Id and we have the following commutative diagram:
Λ(HW2) −−−−→
iW1,W2
Λ(HW1)ysW2 ysW1
FΛ(0)W2 −−−→ FΛ
(0)
W1
,
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where the map iW1,W2 : Λ(HW2)→ Λ(HW1) is defined as iW1,W2(l) = l + J(W2 ∩W⊥1 ).
Then for any compact subset K in FΛCλ⊗C(H ⊗ C) we can find such a finite codi-
mensional subspace W in λ⊗C that for any l in K, l ∩W = {0}, so ⋃FΛ(0)W (H ⊗ C)
= FΛCλ⊗C(H ⊗C). Hence lim
W→{0}
πk(FΛ(0)W (H ⊗C)) = πk(UF (HJ)) = lim
W→{0}
πk(Λ(HW ).
These show that the homotopy groups of UF(HJ) coincides with the stable homotopy
groups of the unitary group, which together gives the proof of Proposition 1.62, and
finally gives us a proof of Theorem 1.54 (b) and (c).
2. Maslov index in the infinite dimension
In the last section we proved that the fundamental group of the Fredholm-Lagrangian-
Grassmannian is isomorphic to Z. So in this section we define an integer, so called, the
Maslov index, for arbitrary continuous paths in the Fredholm-Lagrangian-Grassmannian
FΛλ(H). In particular it gives us an explicit isomorphism between the fundamental
group of the Fredholm-Lagrangian-Grassmannian and Z. We base on a spectral prop-
erty of the Fredholm operator to define the Maslov index, so that our method is valid
for both of finite and infinite dimensional cases.
2.1. Maslov index for continuous paths. Let
d : I = [0, 1] → UF(HJ)
t 7→ d(t)
be a continuous path in UF(HJ). First we prove
Lemma 2.1. There exist a partition 0 = t0 < t1 < · · · < tN = 1 of the interval I and
positive numbers εj (j = 1, . . . , N) with 0 < εj < π such that
(2.1) e
√−1(π±εj) ∈ ρ(d(t))
and
(2.2)
∑
|θ|≤εj
dimKer(d(t)− ei(π+θ)) < ∞
for tj−1 ≤ t ≤ tj.
Note here ρ(d(t)) denote the resolvent set of the operator d(t).
Proof. Since d(t) + Id is a Fredholm operator, for each t ∈ I = [0, 1] we can find a
positive number εt > 0 such that
{e
√−1(π+θ)| 0 < |θ| ≤ εt} ⊂ ρ(d(t)),
because −1 is an isolated eigenvalue of d(t) with finite multiplicity. So there exist
positive numbers δ±t > 0 such that the projection operator Ps defined by
(2.3) Ps =
1
2π
√−1
∫
|u+1|=εt
(u− d(s))−1du
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has the constant rank equal to dimKer(d(t)+ Id) for s ∈ [t− δ−t , t+ δ+t ], because {Ps}
is a norm continuous family :
(2.4) dimPs(HJ) = dimKer(d(t) + Id) , s ∈ [t− δ−t , t+ δ+t ].
Note that the continuity of the family of projection operators {Ps} is proved by using
the “resolvent equation”:
(u− d(s))−1 − (u− d(t))−1 = (u− d(s))−1(d(s)− d(t))(u− d(t))−1
The continuity of {d(t)} is reflected by this equation to the continuity of the family
{Ps}.
Hence we have an open covering {(t − δ−t , t + δ+t )}t∈I of the interval I and positive
numbers {εt}t∈I such that for s ∈ [t− δ−t , t+ δ+t ]∑
|θ|≤εt
dimKer(d(s)− e
√−1(π+θ)) = dimKer(d(t) + Id)
e
√−1(π±εt) ∈ ρ(d(s)).
Now we can choose enough number of points {si}N−1i=0 satisfying following properties:
0 = s0 < s1 < · · · < sN−1 = 1 such that
si−1 < si − δ−si,
si−1 + δ+si−1 < si,
si − δ−si < si−1 + δ+si−1.
Here if necessary, we need to replace δ±si by a smaller one (but then the number of the
points {si} will increase). Then finally we define the point tk (k = 0, . . . , N) in such a
way that
t0 = s0 = 0, t1 = δ
+
0 , t2 = s1 + δ
+
s1
, t3 = s2 + δ
+
s2
, · · · ,
tN−1 = sN−2 + δ+sN−2 , tN = sN−1 = 1,
and on the each interval [tk−1, tk] we take the positive number εk = εsk , then we have a
desired partition of the interval I and positive numbers satisfying (2.1) and (2.2). 
We now define a quantity, we call it “unitary Maslov index”, and denote byM({d(t)})
of a continuous curve {d(t)}t∈I ⊂ FΛλ(H).
Definition 2.2. Let {tj}Nj=0 be the partition of the interval I and {ε}Nj=1 positive
numbers satisfying (2.1) and (2.2) as in the above lemma, then we define
(2.5) M({d(t)}) =
N∑
j=1
(k(tj , εj)− k(tj−1, εj))
with
k(t, ǫj) =
∑
0≤θ≤εj
dimKer(d(t)− ei(π+θ))
for tj−1 ≤ t ≤ tj .
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In order that the definition has a meaning, we need to prove
Proposition 2.3. The definition of the quantity M({d(t)}) does not depend on the
choices of the partition {tj}Nj=0 of the interval I nor on the positive numbers {εj}Nj=1
satisfying (2.1) and (2.2).
This follows from the following lemma: Let {tj}Nj=0 be the partition of the interval
I and {ε˜j}Nj=1 another positive numbers satisfying (2.1) and (2.2).
Lemma 2.4. The two integers coincide defined in (2.5) one in terms of the partition
{tj}Nj=0 and positive numbers {εj}Nj=1 and other in terms of the “same partition” {tj}Nj=0
and “different positive numbers” {ε˜j}Nj=1.
Proof. Since both of e
√−1(π+εj) and e
√−1(π+ε˜j) ∈ ρ(c(t)) on each small interval [tj−1, tj],
the difference of the dimensions k(t, εj) − k(t, ε˜j) is constant on the interval [tj−1, tj].
Hence we have
k(tj , εj)− k(tj−1, εj) = k(tj , ε˜j)− k(tj−1, ε˜j),
which proves the lemma. 
Proof of Proposition of 2.3. By adding a suitable number of points both in the parti-
tions {tj} and {t˜l}, we may assume that tj−1 < t˜j < tj for each j. Then from Lemma
2.4 we have
k(tj , εj)− k(tj−1, εj)(2.6)
= k(tj, εj)− k(t˜j , εj) + k(t˜j, εj)− k(tj−1, εj)(2.7)
= k(tj, ε˜j+1)− k(t˜j , ε˜j+1) + k(t˜j , ε˜j)− k(tj−1, ε˜j),(2.8)
which gives us the coincidence of the two integers by adding (2.6) and (2.8) with respect
to j. 
Notation 2.5. (a) Let {d1(t)}t∈[0,1] and {d2(t)}t∈[0,1] be continuous curves with the
relation d1(1) = d2(0), then we denote the catenation of these two curves by
d1 ∗ d2:
(d1 ∗ d2)(t) =
{
d1(t/2) for 0 ≤ t ≤ 1/2,
d2(2t− 1) for 1/2 ≤ t ≤ 1.
(b) The curve −d denotes the curve defined by −d(t) = d(1− t), t ∈ I.
This unitary Maslov index has the following properties:
Theorem 2.6. (a) Additivity under the catenation of the paths, and
(b) Modulo sign and additive constants, it is only a homotopy invariant of curves
in UF(HJ) with fixed endpoints and distinguishes the homotopy classes.
Proof. (a) The additivity follows from the very definition of the quantity M{d(t)}.
(b) Let {w(s, t)}(s,t)∈I×I ⊂ UF (HJ) be a continuous two-parameter family. By the
similar continuity arguments for the projection operator (2.3) in the proof of Lemma
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2.1, for each s ∈ I there are a positive number cs > 0, the partition {tj} of the interval
and the positive numbers {εj} such that (2.1) and (2.2) hold for tj−1 ≤ t ≤ tj and
|s′ − s| ≤ cs:
e
√−1(π±εj) ∈ ρ(w(s′, t))
and ∑
|θ|≤εj
dimKer(w(s′, t)− ei(π+θ)) < ∞.
So on the each small rectangle [tj−1, tj]× [s, s+ cs], v ∈ [s, s+ cs]∑
0≤θ≤εj
dimKer(w(s+ v, tj)− ei(π+θ))
−
∑
0≤θ≤εj
dimKer(w(s+ v, tj−1)− ei(π+θ))
+
∑
0≤θ≤εj
dimKer(w(s+ v, tj−1)− ei(π+θ))
−
∑
0≤θ≤εj
dimKer(w(s, tj−1)− ei(π+θ))
=
∑
0≤θ≤εj
dimKer(w(s+ v, tj)− ei(π+θ))
−
∑
0≤θ≤εj
dimKer(w(s, tj)− ei(π+θ))
+
∑
0≤θ≤εj
dimKer(w(s, tj)− ei(π+θ))
−
∑
0≤θ≤εj
dimKer(w(s, tj−1)− ei(π+θ)).
By adding above equalities with respect to j we have in general (locally with respect
to the parameter s)
M({w(s+ v, 0)}0≤v≤cs) +M({w(s+ cs, t)}t∈I)
=M({w(s, t)}t∈I) +M({w(s+ v, 1)}0≤v≤cs),
and then on the rectangle I × I
M({w(s, 0)}s∈I) +M({w(1, t)}t∈I)
=M({w(0, t)}t∈I) +M({w(s, 1)}s∈I).
Now here we assume that w(s, 0) ≡ w(0, 0) and w(s, 1) ≡ w(0, 1) (s ∈ I), hence
M({w(0, t)}t∈I) = M({w(1, t)}t∈I), and this shows the homotopy invariance of the
integer M({w(t)}).
The uniqueness (mod additive constant and signature) follows from the fact that
π1(UF(H)) ∼= Z. 
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The space UF(HJ) is closed under the adjoint operation, so we have
Proposition 2.7. M({w(t)}) = −M({w(t)∗}).
Using this “unitary Maslov index” we give a functional analytic definition of the
infinite version of the Maslov index for arbitrary continuous paths in the Fredholm-
Lagrangian-Grassmannian.
Let µ : I → FΛλ(H) be a continuous path in FΛλ(H) (so that Sλ◦µ is a continuous
path in UF (HJ)).
Definition 2.8. We define the Maslov index of the curve {µ(t)} with respect to λ by
Mas({µ(t)}, λ) =M({Sλ(µ(t))}).
By Theorem 1.54, the Maslov index inherits the all properties of the “unitary Maslov
index”.
In the case that FΛλ(H) = FΛµ(H), but λ 6= µ, then Maslov cycles Mλ(H) and
Mµ(H) do not coincide. Hence Maslov indexes for a path with respect to Mλ(H) and
Mµ(H) will not coincide in general. However for loops, as in the finite dimensional
case we have
Proposition 2.9. Let λ, µ ∈ Λ(H) and assume that µ = U1(λ) with a unitary operator
U1 ∈ Ures(HJ). Then for any continuous loops {c(t)}t∈[0,1] in FΛλ(H) = FΛµ(H) their
Maslov indexes coincide:
Mas({c(t)}, λ) =Mas({c(t)}, µ).
Proof. Let {Us}s∈[0,1] be a continuous curve in Ures(HJ) which joins λ and µ, that is,
U0 = Id and U1(λ) = µ. Note then for each s ∈ [0, 1], FΛUs(λ)(H) = FΛλ(H).
We define a map h : I × I → UF(HJ):
h(s, t) =
{ SU2ts(λ)(c(t)) for (s, t) ∈ [0, 1]× [0, 1/2]
SU(2−2t)s(λ)(c(t)) for (s, t) ∈ [0, 1]× [1/2, 1].
Then {h(s, t)} is a homotopy between the loop {Sλ(c(t))} and the loop {h(1, t)} with
the fixed common initial and end point Sλ(c(0)) = Sλ(c(1)) = h(s, 0) = h(s, 1),
s ∈ [0, 1]. Hence
Mas({c(t)}, λ) =M({Sλ(c(t))}) =M({h(1, t)}).
By the same way for the loops {h(1, t)} and Sµ(c(t)) we can construct a homotopy
in UF(HJ) between them and these shows the coincidence of the two Maslov indexes.

Corollary 2.10. Let {c(t)}t∈[0,1] be a continuous path in FΛλ(H) such that c(0), c(1) /∈
Mλ and let {Us}s∈[0,1] ⊂ Ures(HJ) be a continuous family with U0 = Id. We assume
that c(0), c(1) /∈MUs(λ)(H) for all s ∈ [0, 1], then for all s
Mas({c(t)}, λ) =Mas({c(t)}, Us(λ)).
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2.2. Ho¨rmander index in the infinite dimension. Let λ, µ ∈ Λ(H) and assume
that µ = U(λ) with a unitary operator U of the form Id+ compact operator, and let
{c(t)}t∈[0,] be a continuous curve in FΛλ(H) = FΛµ(H).
Proposition 2.11. The difference
Mas({c(t)}, λ)−Mas({c(t)}, µ)
depends only on the end points.
Proof. Let {c˜(t)} be another path with c˜(0) = c(0), c˜(1) = c(1), then
Mas({c ∗ (−c˜)(t)}, λ) =Mas({c(t)}, λ)−Mas({c˜(t)}, µ)
=Mas({c ∗ (−c˜)(t)}, µ)
=Mas({c(t)}, µ)−Mas({c˜(t)}, µ)
by Proposition 2.9. Hence we have the desired result. 
Using of this fact we can define an infinite dimensional version of an integer, called
Ho¨rmander index, for four Lagrangian subspaces:
Definition 2.12. For µ = U(λ) ∈ Λ(H) with U = Id+ compact operator, then we
call the difference
Mas({c(t)}, λ)−Mas({c(t)}, µ)
the Ho¨rmander index in the infinite dimension and denote it by
(2.9) σ(c(0), c(1);λ, µ).
Let µ = U(λ) be as above and let ℓ0, ℓ1, ℓ3 ∈ FΛλ(H) = FΛµ(H), then the
Ho¨rmander index σ(ℓ0, ℓ1;λ, µ) has the following properties:
Proposition 2.13.
(2.10) σ(ℓ0, ℓ1;λ, µ) = −σ(ℓ1, ℓ0;λ, µ),
(2.11) σ(ℓ0, ℓ1;λ, µ) = −σ(ℓ0, ℓ1;µ, λ),
(2.12) σ(ℓ0, ℓ1;λ, µ) + σ(ℓ1, ℓ2;λ, µ) = σ(ℓ0, ℓ2;λ, µ).
Let ν = W (λ) also with a unitary operator W = Id+ copmact operator, then the
cocycle conditions with respect to the last two components hold:
(2.13) σ(ℓ0, ℓ1;λ, µ) + σ(ℓ0, ℓ1;µ, ν) = σ(ℓ0, ℓ1;λ, ν).
If we assume moreover ℓ1 = V (ℓ0) with a unitary operator V of the form Id+ compact operator,
then
(2.14) σ(ℓ0, ℓ1;λ, µ) = −σ(λ, µ; ℓ0, ℓ1).
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Proof. Four properties except last one follow directly from the definition itself.
Let {Us}s∈[0,1] and {Vt}t∈[0,1] be such curves of unitary operators that each operator Us
and Vt are of the form of Id+ compact operator and assume U0 = Id, U1(λ) = µ, V0 = Id
and V1(ℓ0) = ℓ1. Then for any s ∈ [0, 1], FΛUs(λ)(H) = FΛλ(H), and for any (s, t)
(Us(λ), Vt(ℓ0)) is a Fredholm pair. So the two-parameter continuous family of unitary
operators {SUs(λ)(Vt(ℓ0))} are in UF (HJ). Let us define a curve {c(t)}0≤t≤4:
c(t) =

Sλ(Vt(ℓ0)) for 0 ≤ t ≤ 1,
SUt−1(λ)(ℓ1) for 1 ≤ t ≤ 2,
Sµ(V3−t(ℓ0)) for 2 ≤ t ≤ 3,
SU4−t(λ)(ℓ0) for 3 ≤ t ≤ 4.
The unitary Maslov index M({c(t)}0≤t≤4) of this curve is zero, so
M({Sλ(Vt(ℓ0))}t∈[0,1])−M({Sµ(Vt(ℓ0))}t∈[0,1])
=M({SUt(λ)(ℓ0)}t∈[0,1])−M({SUt(λ)(ℓ1)}t∈[0,1]),
and by Proposition 1.49 this equal to
= −M({Sℓ0(Ut(λ))}t∈[0,1]) +M({(Sℓ1(Ut(λ))}t∈[0,1]).
Hence
σ(ℓ0, ℓ1;λ, µ) = −σ(λ, µ; ℓ0, ℓ1).

Remark 2.14. The Ho¨rmander index was first introduced in the paper [Ho2] to de-
scribe the phase transitions in the oscillatory integral representation of Fourier integral
operators or Lagrangian distributions for the global formulation in terms of, so called,
Maslov line bundle. It was given also as a Cˇech cocycle. Our definition above is given
in terms of the Maslov index, and we need not to assume the transversality conditions
between the first two Lagrangian subspaces and the last two Lagrangian subspaces.
The reason is, of course, the Maslov index is defined for not only loops but also any
paths. In earlier papers written before the papers [Go1], [RS] and [BF1] it was only
considered for loops or with the assumption that the end points of paths do not meet
with a particularly fixed Maslov cycle. However in order to construct the Maslov line
bundle, it is enough to consider the indexes for four Lagrangian subspaces satisfying
transversality conditions.
In the next subsection we construct an infinite dimensional analogue of the Maslov
line bundle which will be turn out to be a kind of the universal Maslov line bundle.
2.3. Universal covering space of the Fredholm-Lagrangian-Grassmannian.
In this section we characterize the universal covering space F˜Λℓ(H) of the Fredholm-
Lagrangian-Grassmannian FΛℓ(H) in terms of the Ho¨rmander index. We show the
transition functions of the principal bundle π : F˜Λℓ(H) → FΛℓ(H) are given by
the Ho¨rmansder index. Here we understand the space F˜Λℓ(H) consisting of pairs
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([c], c(1)) of homotopy classes [c] of paths {c(t)} in FΛℓ(H) with the common initial
point c(0) = ℓ⊥ and its end point c(1).
Let λ ∈ Λ(H) and assume λ ∼ ℓ, and we define a map
φλ : FΛℓ(H)× Z −→ F˜Λℓ(H)
by
φλ : (θ, n) 7−→ [c(t)],
where {c(t)} is a path joining ℓ⊥ and θ, and Mas({c(t)}, ℓ) = n. Note that we know
the homotopy class of such paths is uniquely determined.
By the definition of the topology on the space F˜Λℓ(H), it is immediate to show that
the map is bijective, and not continuous on the whole space of definition, but
Proposition 2.15. The map φλ restricted to the open subset
(FΛℓ(H) \Mλ(H))× Z = Oλ × Z
is an isomorphism with the space
π−1(FΛℓ(H) \Mλ(H)).
Now let λ ∼ ℓ, µ ∼ ℓ and let ν ∈ Oλ ∩ Oµ. Then if φλ(ν, n) = φµ(ν,m), then
n−m = σ(ℓ⊥, ν;λ, µ) and so by the cocycle condition (2.13) we have at once
Proposition 2.16. The maps
(2.15)
gλ,µ : Oλ ∩Oµ → Z
ν 7→ σ(ℓ⊥, ν;λ, µ)
are the transition functions of the principal bundle π : F˜Λℓ(H) → FΛℓ(H) with the
structure group π1(FΛℓ(H)) ∼= Z.
From this fact we can define
Definition 2.17. We call the complex line bundle Lℓ on FΛℓ(H) defined by the tran-
sition functions {hλ,µ} (λ, µ ∼ ℓ)
hλ,µ(ν) = e
√−1π
2
σ(ℓ⊥,ν;λ,µ)
the universal Maslov line bundle.
In fact, we have the following: let H = H0 + H1 be an orthogonal direct sum by
symplectic subspaces with dimH0 = 2n < +∞, and we fix Lagrangian subspaces
ℓ0 ∈ H0 and ℓ1 in H1. Then we have an embedding i : Λ(H0)→ Λ(H)
(2.16)
i : Λ(H0)→FΛℓ0⊕ℓ1(H)
i : θ 7→ θ ⊕ ℓ⊥.
Then the map i gives a relation between the Ho¨rmander indexes on Λ(H0) and FΛ(ℓ0⊕ℓ1)(H):
for λ, µ ∈ Λ(H0),
σ(ℓ ⊥0 , θ;λ, µ) = σ((ℓ0 ⊕ ℓ1)⊥, θ ⊕ ℓ⊥1 ;λ⊕ ℓ1, µ⊕ ℓ1).
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Hence
Proposition 2.18. i∗(Lℓ0⊕ℓ1) ∼= the Maslov line bundle on Λ(H0).
Remark 2.19. The collections of the vector spaces∐
µ∈FΛλ(H)
λ ∩ µ
and ∐
µ∈FΛλ(H)
H/(λ+ µ)
are not apparently vector bundles, but∐
µ∈FΛλ(H)
(
max∧
λ ∩ µ
)∗
⊗
(
max∧
H/(λ+ µ)
)
has a line bundle structure. Here
max∧
λ∩ µ means the highest degree exterior product.
This is isomorphic with the induced bundle of the Quillen determinant line bundle on
the space of all Fredholm operators by the map µ 7→ Pλ + Pµ and also its complexi-
fication is isomorphic with the induced bundle by the map Id + Sλ ([Fu]). This is a
trivial bundle, and the Maslov line bundle is also trivial.
2.4. Bilinear forms and Maslov index. For “differentiable curves” in UF (HJ) sat-
isfying a certain non-degeneracy condition, there is another way of describing the “uni-
tary Maslov index”. We define a symmetric bilinear form which is analogous to Duis-
termaat [Du] and Robbin-Salamon [RS].
Let {c(t)} be a “C1-path” in UF (HJ). Here we mean C1-path in the following sense
: there is a continuous family {Dt}t∈I of bounded operators Dt ∈ B(HJ) satisfying
(2.17)
∥∥∥∥1δ (c(t+ δ)− c(t))− t ·Dt
∥∥∥∥ = o(1)
on the interval I. We denote Dt =
d
dt
c(t) = c˙(t).
Definition 2.20. (a) A parameter t∗ with 0 ≤ t∗ ≤ 1 is called a crossing for the
family {c(t)}, if Ker(c(t∗) + Id) 6= {0}.
(b) We define the crossing form at a crossing t∗ as a symmetric bilinear form on
Ker(c(t∗) + Id) by
Q˜M(x, y) =
d
dt
(x, Rt(y))J
∣∣∣∣
t=t∗
for x, y ∈ Ker(c(t∗) + Id),
where {Rt} is a family of bounded selfadjoint operators given by the relation
c(t) = c(t∗)e
√−1Rt , Rt∗ = 0, i.e.,
Rt = −
√−1Log (c(t∗)−1 ◦ c(t)) (for “Log” see Remark 2.18 below).
Then W˙ (t∗) =
√−1c(t∗) ◦ R˙t∗
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(c) We call a crossing t∗ is regular, if the form Q˜M is non-degenerate on Ker(c(t∗)+
Id).
Remark 2.21. The logarithm above is defined by the integral
(2.18) Log M =
0∫
−∞
{
(u−M)−1 − (u− 1)−1 Id} du
for a bounded invertible operator M ∈ B(HJ) whose spectrum σ(M) does not contain
any negative real numbers: σ(M) ∩ (−∞, 0] = φ.
The integral converges in the operator norm and the resulting family is again C1-
class, if {M(t)} is so. The derivative in the sense of (2.17) is given by the integral
:
d
dt
Log M(t)(2.19)
=
0∫
−∞
{
(u−M(t))−1 ◦ d
dt
M(t) ◦ (u− 1)−1
}
du.
For our case M(t) = c(t∗)−1 ◦ c(t), |t− t∗| ≪ 1, by a direct calculation
d
dt
Log c(t∗)−1 ◦ c(t)|t=t∗
= −√−1
0∫
−∞
{
(u− Id)−2 ◦ d
dt
(
c(t∗)−1 ◦ c(t))|t=t∗} du
= R˙t∗ .
Proposition 2.22. Let {c(t)} be a path in UF(HJ) of class C1 and 0 < t∗ < 1 a
regular crossing. Then there exists a real δ > 0 such that
M({c(t)}|t−t∗|≤δ) = sign Q˜M.
Before proving this proposition we give a lemma which describes a behavior of eigen-
values closed to zero of a family of selfadjoint Fredholm operators under a certain
non-degeneracy condition (see [Ka]):
Lemma 2.23. Let {At}|t|≪1 be a C1-class family of selfadjoint Fredholm operators on
a Hilbert space H. Assume that the symmetric bilinear form on KerA0
Q(x, y) =
d
dt
(x, At(y))|t=0 = (x, A˙0(y)), x, y ∈ KerA0
is non-degenerate. Then there exists a positive number δ such that for 0 < t ≤ δ there
exist p positive eigenvalues and q negative eigenvalues of the operator At, where p− q
= signQ, p+ q = dimKerA0. Also for −δ ≤ t < 0 the opposite situations hold.
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Proof. From the Fredholmness assumption of the continuous family {At} there exist
positive numbers δ and ε such that the projection operators Pt for |t| ≤ δ defined by
(2.20) Pt =
1
2π
√−1
∫
|u|=ε
(u− At)−1du
have the constant rank equal to dimKerA0, and the range of each Pt =
∑
|u|<ε
Ker (At−u).
By the approximation arguments we know that the bilinear forms(
1
t
· At ◦ Pt(x), Pt(y)
)
, x, y ∈ KerA0
and (
d
dt
At|t=0(x), y
)
, x, y ∈ KerA0
are uniformly close. In fact, for x, y ∈ KerA0,(
1
t
· At ◦ Pt(x), Pt(y)
)
−
(
A˙0(x), y
)
=
((
1
t
· (At − A0)− A˙0
)
◦ Pt(x), Pt(y)
)
+
(
1
t
· (Pt(x)− x) , A0(Pt(y))
)
+
(
A˙0(Pt(x)− x), Pt(y)
)
+
(
A˙0(x), Pt(y)− y
)
,
and when t→ 0, ‖A0(Pt(y))‖ → 0,
∥∥1
t
· (Pt(x)− x)
∥∥ is bounded, and so these implies
the assertion. Note here we used the fact that the family {Pt} is of class C1. Hence
there exist 0 < δ0 ≤ δ and 0 < ε0 ≤ ε and for 0 < |t| ≤ δ0 the signatures coincide
and At is an isomorphism between Pt(H) = Pt(KerA0) which gives the existences of
the p + q eigenvalues of the operator At, 0 < e1(t) ≤ e2(t) ≤ · · · ≤ ep(t) ≤ ε0 and
−ε0 ≤ e−q(t) ≤ e−q+1(t) ≤ · · · ≤ e−1(t) < 0. 
Proof of Proposition 2.22. By the assumption there are a complex number e
√−1θ0 (close
enough to e
√−1π, but 6= e
√−1π) and ε > 0 such that for |t − t∗| ≤ ε the operators
e
√−1θ0 − c(t) are invertible and∑
|θ|≤ε
dimKer (c(t)− e
√−1(π+θ)) <∞.
Put c(t + t∗) = c(t∗)e
√−1Rt and let At be a selfadjoint operator defined by the
transformation
At =
√−1(e
√−1θ0 − c(t+ t∗))−1(e
√−1θ0 + c(t+ t∗))−√−1e
√−1θ0 − 1
e
√−1θ0 + 1
,
then {At}|t|≤ε is a C1-class family of Fredholm operators.
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The derivative A˙0 is given by a calculation using the resolvent equation :
(2.21) A˙0 =
(
(e
√−1θ0 − c(t∗))−1
)∗
◦ 2R˙0 ◦ (e
√−1θ0 − c(t∗))−1.
This shows that the derivatives A˙0 and 2R˙0 are conjugate, which gives us the coin-
cidence of the signatures of the two bilinear forms on Ker(c(t∗) + 1) = KerA0 : for
x, y ∈ Ker(c(t∗) + 1) = KerA0,((
(e
√−1θ0 − c(t∗))−1
)∗
◦ 2R˙0 ◦ (e
√−1θ0 − c(t∗))−1(x), y
)
=
2
|e√−1θ0 + 1|2 (R˙0(x), y) = (A˙0(x), y).
Hence by applying the preceding Lemma 2.23 to the operator family {At} and returning
back to the original family {c(t)} we have the desired numbers of positive and negative
eigenvalues of the family {c(t)}|t|≤δ for sufficiently small δ, which gives
M({c(t)}|t|≤δ) = sign(A˙0) = sign(R˙0) = sign Q˜M.

Remark 2.24. For crossing t∗ = 0 or 1, we only consider the one-side differentiation
in the definition of the crossing form. In these cases we have
M({c(t)}0≤t≤δ) = −q,
M({c(t)}1−δ≤t≤1) = p′,
where the signature of Q˜M at t
∗ = 0 is (p, q) and at t∗ = 1 (p′, q′).
Corollary 2.25. Let µ : I → FLλ(H) be a C1-class path (so that Sλ◦µ(t) is a path in
UF (HJ) also of class C1). Let 0 < t∗ < 1 be a regular crossing of the curve {Sλ ◦µ(t)}.
Then there exist a δ > 0 such that
Mas({µ(t)}|t−t∗|≤δ, λ) = sign Q˜M,
where Q˜M denotes the crossing form of {Sλ ◦ µ(t)} at the time t = t∗.
There is another bilinear form (see [Du] and [RS]) for describing the Maslov index
which will turn out to be more suitable for proving the spectral flow formula (see §5).
It is based on a representation of µ as the graph of a suitable bounded operator. Let
µ : I → FΛλ(H) be a path in FΛλ(H) of class C1 and let 0 < t∗ < 1 be a crossing
of the curve {Sλ ◦ µ(t)}, i.e., µ(t∗) ∩ λ 6= {0}. For t, |t − t∗| ≪ 1, µ(t) is transversal
to µ(t∗)⊥ and in this neighborhood of t∗, each µ(t) can be written as the graph of the
bounded operator At : µ(t
∗) → µ(t∗), µ(t) = {x + J ◦ At(x) | x ∈ µ(t∗)}. Note that
the curve {At} is also of class C1. We consider the bilinear form
(2.22) QM(x, y) =
d
dt
ω(x, J ◦ At(y))
∣∣∣∣
t=t∗
for x, y ∈ µ(t∗).
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In the above definition of the bilinear form QM we used the fact that the inner
product in the Hilbert space is compatible with the symplectic form ω, so that µ(t∗)⊥
is a Lagrangian subspace, But this is not essential. In fact, let ν be a Lagrangian
subspace which is transversal to µ(t∗), then for sufficiently small |t−t∗| ≪ 1 Lagrangian
subspaces {µt} are transversal to ν. Then there is again a differentiable family of
bounded operators {φt}|t−t∗|≪1, φt : µ(t∗) → ν, by which we have µ(t) = graph of φt
for each t, |t− t∗| ≪ 1.
Now let y ∈ µ(t∗), then we have
(2.23) y + φt(y) = zt + J ◦ At(zt),
where zt = Pµ(t∗)(y + φt(y)) is a differentiable family in µ(t∗) and zt∗ = y. Hence by
differentiating the both sides of (2.23) we have
d
dt
φt
|t=t∗
(y) = Pµ(t∗)
(
d
dt
φt
|t=t∗
(y)
)
+ J ◦ d
dt
At
|t=t∗
(y).
By this equality we have the invariance of the definition of the bilinear form QM from
the auxiliary fixed Lagrangian subspace ν:
Proposition 2.26.
QM(x, y) =
d
dt
ω(x, φt(y))|t=t∗ , x, y ∈ µ(t∗).
Proof. Let x, y ∈ µ(t∗), then
d
dt
ω(x, φt(y))|t=t∗
= ω
(
x, Pµ(t∗)
(
d
dt
φt
|t=t∗
(y)
)
+ J ◦ d
dt
At
|t=t∗
(y)
)
= ω
(
x, J ◦ d
dt
At
|t=t∗
(y)
)
= QM(x, y).

The bilinear form QM is a symmetric bilinear form on µ(t
∗) at each point t∗ solely
defined by the differentiable family {µt} itself and we will show the following coincidence
of the signature of the bilinear forms.
Proposition 2.27. On µ(t∗) ∩ λ, signQM = sign Q˜M.
Proof. We have two expression of the space µ(t):
(a) µ(t) = {x+ J ◦ At(x) | x ∈ µ(t∗)}, At ∈ B̂(µ(t∗)), {At} is C1-class.
(b) µ(t) = Ut(λ
⊥), where {Ut} is a C1-class family of unitary operators on HJ .
Put Ut+t∗ = Ut∗e
√−1St and c(t + t∗) = Sλ(µ(t + t∗)) = c(t∗)e
√−1Rt , where {St} and
{Rt} are C1-class families of selfadjoint operators onHJ . We represent St = Xt+
√−1Yt
with Xt, Yt ∈ B(µ(t∗)), X = tX and Y = − tY .
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By differentiating c(t) = Ut ◦ θλ(Ut) at t = t∗ we have
d
dt
c(t)|t=t∗ = c˙(t∗)
= Ut∗ ◦
√−1S˙0 ◦ θλ(Ut∗) + Ut∗ ◦ θλ(Ut∗ ◦
√−1S˙0)
= Ut∗(
√−1(X˙0 +
√−1Y˙0) +
√−1(X˙0 −
√−1Y˙0)) ◦ θλ(Ut∗)
= 2
√−1Ut∗ ◦ X˙0 ◦ θλ(Ut∗)
=
√−1c(t∗)R˙0.
This identity says that the bilinear form Q˜M on HJ defined by R˙0 is unitary equiva-
lent to the complexification of the bilinear form defined by the real selfadjoint operator
2X˙0 on µ(t
∗).
Now by differentiating the equality
Ut(x) = Pµ(t∗)(Ut(x)) + J ◦ At(Pµ(t∗)(Ut(x))), x ∈ λ⊥,
we have
Pµ(t∗) ◦ S˙0(Ut∗(x)) = A˙0(Ut∗(x)).
Note that we used here the equation J ◦ Pµ(t∗) + Pµ(t∗) ◦ J = J .
Let x, y ∈ µ(t∗), then we have
ω(x, J ◦ A˙0(y)) =< x, A˙0(y) >(2.24)
=< x,Pµ(t∗) ◦ S˙0(y) >=< x, X˙0(y) > .
Hence the unitary equivalence (on the whole space HJ) of the bilinear forms defined
by the operators R˙0 and 2X˙0 and the equation (2.24) (note that the identity holds on
µ(t∗)) show the proposition. 
Remark 2.28. The unitary equivalence of the two bilinear forms QM and Q˜M on µ(t
∗)
implies that the definition of the bilinear form Q˜M does not depend on the almost
complex structure J by which we regard the real Hilbert space H as a complex Hilbert
space HJ . This means we can freely replace the inner product by a suitable one. For
example, we can assume that any two transversal Lagrangian subspaces are orthogonal
(see Proof of Theorem 4.10).
Now we have a similar formula with Proposition 2.22:
Corollary 2.29. Let µ : I → FΛλ(H) be a C1-class path. Let 0 < t∗ < 1 be a regular
crossing of the curve. Then it is also regular crossing of the curve {Sλ ◦ µ(t)}, and
there exists a positive δ > 0 such that
Mas({µ(t)}|t−t∗|≤δ, λ) = signQM,
where QM denotes the crossing form of {µ(t)} at the time t = t∗.
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Remark 2.30. In the paper [RS] the authors gave a definition of the Maslov index
(in the case of finite dimension) for such differentiable curves {c(t)}t∈[0,1] that all their
“crossings” are regular in terms of this bilinear form with corrections at the end points
by adding the halves of the dimensions dimλ ∩ c(1) and dimλ ∩ c(0).
Finally in this subsection we give an example of a C1-class path with a regular
crossing and calculate the Maslov index.
Example 2.31. Let F be a finite dimensional subspace in J(λ), and we define a family
of unitary operators such that
(2.25) U(t)(x) =
{
e
√−1πt · x x ∈ F
x x ∈ F⊥ ∩ J(λ)
For each t, t ∈ [0, 1] let µ(t) = U(t)(J(λ)), then µ(t) ∈ FΛλ(H) and t = 1/2 is
an only non-trivial crossing with λ and is regular. As is easily determined the crossing
form is given by
(2.26) QM(x, y) = π < x, y >, x, y ∈ J(F ).
Hence we have
Mas({µ(t)}0≤t≤1, λ) = signQM = dimF.
Also for 0 < ǫ≪ 1,
Mas({µ(t)}1/2≤t≤1/2+ǫ, λ) = 0,
and
Mas({µ(t)}1/2−ǫ≤t≤1/2, λ) = dimF.
2.5. Maslov index for paths of Fredholm pairs of Lagrangian subspaces. In
this subsection we will denote the direct sum of the symplectic Hilbert space (H,ω) and
(H,−ω) with the notation H = H ⊞H ≡ Hω ⊞H−ω. H is a symplectic Hilbert space
with the symplectic form Ω = ω − ω, and the corresponding almost complex structure
J = J⊞−J , so that we have HJ = HJ⊞H−J . Let {(µt, λt)}t∈I be a continuous family of
Fredholm pairs of Lagrangian subspaces, then {µt⊞λt} is a curve in FΛ∆(Hω⊞H−ω),
where ∆ is the diagonal of H ⊞H . Of course it is natural to define the Maslov index
of the curve of Fredholm pairs {(µt, λt)} to be Mas({µt ⊕ λt},∆).
Proposition 2.32. Let {µt} be a continuous curve in FΛλ(Hω), then
Mas({µt}, λ) =Mas({µt ⊕ λ},∆).
Remark 2.33. For loops this property will be well-known. For arbitrary continuous
paths in the finite dimensional case this can be proved by making use of Proposition
3.3(§3.1), but in the infinite dimensional case we have no such relations and we need a
proof which is valid not only for loops but also for any continuous paths.
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If we identify HJ = ∆ +∆
⊥ = ∆ + J(∆) ∼= ∆ ⊗ C, then τ∆(a ⊞ b) = b ⊞ a. Let us
decompose H as H = λ⊕ λ⊥ and let ϕ : ∆→ ∆⊥ be
ϕ((x, y)⊞ (x, y)) = (−x, y)⊞ (x,−y)
where we express elements in ∆ by (x, y)⊞ (x, y), x+ y ∈ λ+ λ⊥ = H . Then we have
graphϕ = λ⊥ ⊞ λ.
Let A = J ◦ ϕ : ∆→ ∆ and V : HJ → HJ by
V =
−√−1√
2
− A⊗ Id√
2
where we regard A = A⊗Id is complexified according to the identification HJ ∼= ∆⊗C.
Then we have
(2.27)
√−1(A⊗ Id)((a, b)⊞ (c, d)) = (c,−d)⊞ (−a, b)
for (a, b)⊞ (c, d) ∈ HJ ⊞H−J = (λ+ λ⊥)⊞ (λ+ λ⊥) and
(2.28) V (∆⊥) = λ⊥ ⊞ λ.
Now we define maps aλ, bλ and Pλ as follows:
aλ : Uλ(HJ) −→ U∆(HJ)
U 7→ U˜ ◦ V
where U˜ = U ⊞ Id : HJ ⊞HJ −→ HJ ⊞H−J ,
bλ : UF(HJ) −→ UF (HJ)
W 7→ √−1 ·W ◦ (A⊗ Id),
and
Pλ : FΛλ(H) → FΛ∆(H)
µ 7→ µ⊞ λ.
Lemma 2.34. The following diagram is commutative.
Uλ(HJ) aλ−−−→ U∆(HJ ⊞H−J)
ρλ
y yρ∆
FΛλ(H) −−−→
Pλ
FΛ∆(Hω ⊞H−ω)
Sλ
y yS∆
UF (HJ) bλ−−−→ UF(HJ ⊞H−J)
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Proof. It will be enough to prove S∆◦Pλ = bλ◦Sλ. Since θ∆(V ) = V , V 2 =
√−1·A⊗Id
and θ∆(U˜) = Id⊞U
∗ we have
S∆ ◦ ρ∆(aλ(U))
= U˜ ◦ V ◦ τ∆ ◦ (U˜ ◦ V )∗ ◦ τ∆
= U˜ ◦ √−1(A⊗ Id) ◦ θ∆(U˜)
= ˜U ◦ θλ(U) ◦
√−1(A⊗ Id),
which prove the commutativity of the diagram. 
Proof of Proposition 2.32. From the above lemma we can show that if E is an eigen-
value of S∆(ρ∆(aλ(U))), then −E2 is an eigenvalue of Sλ ◦ ρλ(U). Conversely if
l = e
√−1σ is an eigenvalue of Sλ ◦ ρλ(U), then only one of ±e
√−1(π+σ) is closed to
−1. So if we have a continuous curve {µt} ⊂ FΛλ(H), then the numbers of eigenvalues
of {Sλ(µt)} and {S∆(µt ⊞ λ)} which across e
√−1π coincide in both directions. This
proves the proposition. 
The next property will be also natural:
Proposition 2.35. Mas({µt ⊞ λt},∆) = −Mas({λt ⊞ µt},∆).
3. Finite dimensional cases
In the finite dimensional cases, the Maslov index for arbitrary continuous paths in the
Lagrangian-Grassmannian manifolds was first defined in the paper [Go1] by noting the
extendibility of the “Leray index” for arbitrary pairs of points on the universal covering
space of the Lagrangian Grassmannian by making use of the cocycle condition of the
“Leray index”. Conversely, first we define Maslov index for arbitrary paths with respect
to a Maslov cycle as we gave above, then we can define the “Leray index” for arbitrary
pairs of points on the universal covering of the Lagrangian Grassmannian (Proposition
3.3).
In the infinite dimensional case we could define the Maslov index for arbitrary paths
with respect to a Maslov cycle as we did in the above Definition 2.8, however we can
not define “Kashiwara index” for arbitrary triples of Lagrangian subspaces like the
finite dimensional case, although we have a symmetric bilinear form similar to the
finite dimensional case. We can define it for mutually almost coincident triples, since
then the symmetric bilinear form is of finite rank. Nor we can define Leray index for
arbitrary pairs of points on the universal covering space of the Fredholm-Lagrangian-
Grassmannian.
In this section, following [Go1] we summarize the mechanism for defining the Maslov
index for paths in Λ(H) of the finite dimensional symplectic vector space H , and give
an extension of the “Kashiwara index” to arbitrary triples of unitary operators(§3.2).
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3.1. Leray index and Kashiwara index. Let ℓ1, ℓ2 and ℓ3 be three Lagrangian
subspaces and define the quadratic form Q on the direct sum ℓ1 ⊕ ℓ2 ⊕ ℓ3 as follows:
(3.1) Q(x, x′, x′′) = ω(x, x′) + ω(x′, x′′) + ω(x′′, x), x ∈ ℓ1, x′ ∈ ℓ2, x′′ ∈ ℓ3.
The corresponding bilinear form is
Iω(x, x
′, x′′ ; a, a′, a′′)
= ω(x, a′) + ω(x′, a) + ω(x, a′′) + ω(x′′, a) + ω(x′, a′′) + ω(x′′, a′),
x, a ∈ ℓ1, x′, a′ ∈ ℓ2, x′′, a′′ ∈ ℓ3.
The index of this quadratic form is called as “Kashiwaka index” or “cross index” of
the triple of Lagrangian subspaces. We denote it by σ(ℓ1, ℓ2, ℓ3).
In the finite dimension cases, although Λλ(H) = Λ(H) always, it should be noted
that the Souriau map Sλ : Λ(H) → U(HJ) itself depends on the chosen Lagrangian
subspace λ. Now let
U˜(HJ) = {(U, α) ∈ U(HJ)× R | detU = e
√−1α}.
be a realization of the universal covering of the unitary group U(HJ), then the space
S ∗λ (U˜(HJ)) = Λ˜(H) = {(µ, α) ∈ Λ(HJ) × R | det Sλ(µ) = e
√−1α} is the universal
covering of the Lagrangian Grassmannian Λ(H) with the projection map qλ : Λ˜(H)→
Λ(H). Let ℓ˜1 and ℓ˜2 be two point on S ∗λ (U˜(HJ)) = Λ˜(H) and we assume that qλ(ℓ˜1) =
ℓ1 and qλ(ℓ˜2) = ℓ2 are transversal, i.e., ℓ1 ∩ ℓ2 = {0}. Then Id + Sλ(ℓ1)Sλ(ℓ2)∗ is
invertible, so we define “Leray index” µ(ℓ˜1, ℓ˜2) of such a pair by
Definition 3.1.
µ(ℓ˜1, ℓ˜2) =
1
2π
(
α1 − α2 +
√−1Tr Log (−Sλ(ℓ1) ◦ Sλ(ℓ2)∗)
)
,
where Log is defined by (2.18).
We have a fundamental relation of the Leray index and the Kashiwara index(cocycle
condition of the Leray index):
Proposition 3.2. Let ℓ˜1, ℓ˜2 and ℓ˜3 be three points on Λ˜(HJ) such that each of the
pairs (qλ(ℓ1), qλ(ℓ2)), (qλ(ℓ1), qλ(ℓ3)) and (qλ(ℓ2), qλ(ℓ3)) is transversal, then
(3.2) µ(ℓ˜1, ℓ˜2) + µ(ℓ˜2, ℓ˜3) + µ(ℓ˜3, ℓ˜1) = σ(qλ(ℓ1), qλ(ℓ2), qλ(ℓ3)).
Then we define for any pairs (ℓ˜1, ℓ˜2) ∈ Λ˜(H) × Λ˜(H) (without transversality as-
sumption between the pair (qλ(ℓ˜1), qλ(ℓ˜2))) the “Leray index” µ(ℓ˜1, ℓ˜2) by the formula
(3.3) µ(ℓ˜1, ℓ˜2) = µ(ℓ˜, ℓ˜2)− µ(ℓ˜, ℓ˜1) + σ(qλ(ℓ1), qλ(ℓ2), qλ(ℓ)).
by taking an element ℓ˜ in Λ˜(H) such that qλ(ℓ˜) is transversal to each qλ(ℓ˜i) (i = 1, 2).
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The independence of this value from the choice of such ℓ˜ is proved by making use of
the fact
(3.4) ∂σ(ℓ0, ℓ1, ℓ2, ℓ3) = σ(ℓ1, ℓ2, ℓ3)− σ(ℓ0, ℓ2, ℓ3) + σ(ℓ0, ℓ1, ℓ3)− σ(ℓ0, ℓ1, ℓ2) = 0.
Now we fix a λ ∈ Λ(H) and let {c(t)}t∈[0,1] be a continuous curve in Λ(H), and take
a lifting {c˜(t)}t∈[0,1] of the curve {c(t)}. Then we have
Proposition 3.3.
Mas({c(t)}, λ) = µ(c˜(0), c˜(1))− σ(λ, c(1), c(0)).
3.2. Complex Kashiwara index. By the very definition of the Leray index we see
that it can be defined, by the same formula, for any pairs of the points ((U, α1), (U, α2))
in U˜(HJ) with the property that Id+ U1 ◦ U−12 is invertible:
µ((U, α1), (U, α2)) =
1
2π
(
α1 − α2 +
√−1Tr Log (−U1 ◦ U−12 )) .
Then for such triples the sum
µ((U, α1), (U, α2)) + µ((U, α2), (U, α3)) + µ((U, α3), (U, α1))
is independent of (α1, α2, α3). This enables us to extend the Kashiwara index for any
triples of unitary matrices. We explain it here.
We denote the sesquilinear extension of the symplectic form ω by ωC.
For three Lagrangian subspaces Li ∈ ΛC(H ⊗ C) (i = 1, 2, 3) we define the bilinear
form
(3.5) ICω : L1 ⊕ L2 ⊕ L3 × L1 ⊕ L2 ⊕ L3 −→ C,
by
ICω (z, z
′, z′′ ; w,w′, w′′)
= ωC(z, w′) + ωC(w, z′) + ωC(z, w′′) + ωC(z′′, w) + ωC(z′, w′′)ωC(z′′, w′)
z = x+
√−1y, w = a+√−1b ∈ L1, z′, w′ ∈ L2, z′′, w′′ ∈ L3.
Then this is an Hermite form on L1⊕L2⊕L3. We denote the signature of this form
by
σC(L1, L2, L3)
and call it as “complex Kashiwara index” or “complex cross index”. If each Li = λi⊗C
with λi ∈ Λ(H), then this is the sesquilinear extension of the bilinear form Iω and their
signatures coincides.
Next recall the isomorphism Φλ (1.46):
Φλ : U(HJ)→ ΛC(H ⊗ C),
Φλ(V ) = the graph of the unitary operator − k ◦ V ◦ τλ ◦ K−1 ∈ U(E+, E−).
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Proposition 3.4. Let (Ui, αi) ∈ U˜(HJ), i = 1, 2, 3, i.e., detUi = e
√−1αi, and assume
det(Ui ◦ U −1j + Id) 6= 0, i, j = 1, 2, 3, then
µ((U1, α1), (U2, α2)) + µ((U2, α2), (U3, α3)) + µ((U3, α3), (U1, α1))
= σC(Φλ(U1), Φλ(U2), Φλ(U3)).
Especially the value of σC does not depend on the fixed λ.
Now let (U1, α1) and (U2, α2) be any pair of the points in U˜(HJ) and choose an
element (U, α) such that
(3.6) det(Id+ U1 ◦ U−1) 6= 0 and det(Id+ U2 ◦ U−1) 6= 0.
Then we can define the “Leray index” of the pair (U1, α1), (U2, α2) by the formula:
Definition 3.5.
µ((U1, α1), (U2, α2))
= µ((U, α), (U2, α2))− µ((U, α), (U1, α1)) + σC(Φλ(U1), Φλ(U2), Φλ(U)).
The similar cocycle property of σC with (3.4) guarantees that this definition does
not depend on the choice of the element (U, α) which satisfies the condition (3.6), and
the function is defined on the space U˜(H)×U˜(H). Also it is the extension of the Leray
index defined on the space Λ˜(H)× Λ˜(H) through the embedding
Λ˜(H)× Λ˜(H) →֒ U˜(HJ)× U˜(HJ).
Note that this embedding is defined by choosing a λ ∈ Λ(H).
Remark 3.6. We do not state the invariance of the Maslov index and other indexes
(finite and infinite dimensions) under the unitary and symplectic group actions. These
will be proved by making use of the properties of Souriau maps.
4. Polarization and a Reduction Theorem of the Maslov index
For the proof of Theorem 1.54 we employed the finite dimensional reduction (= the
diagram 1.44) of the Maslov index from infinite dimensions to finite dimensions. In
this section we prove a reduction theorem 4.10 of the Maslov index inside the infinite
dimensions.
4.1. Symplectic transformation and Canonical relation. First we remark a con-
tinuity of a symplectic transformation.
Let Hi (i = 0, 1) be two symplectic Hilbert spaces equipped with compatible sym-
plectic structures (symplectic forms ωi, inner products < •, • >i and almost complex
structures Ji (i = 0, 1)). As in §2.5 we consider the direct sum H0⊞H1 as a symplectic
Hilbert space with the compatible symplectic form
Ω((x, a), (y, b)) = ω0(x, y)− ω1(a, b), (x, a), (y, b) ∈ H0 ⊞H1.
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Let S : H0 → H1 be a linear map defined on the whole space H0 and we assume
that S keeps the symplectic forms:
(4.1) ω1(S(x), S(y)) = ω0(x, y), for all x and y ∈ H0.
Then it is easy to see that S is injective and the graph GS = {(x, S(x))|x ∈ H0} is
an isotropic subspace. Under this assumption (4.1), the closure of the image S(H0) is
a symplectic Hilbert space. So now we start assuming that S has a dense image, then
Proposition 4.1. The graph GS is a Lagrangian subspace in H0 ⊞H1. Hence S is a
bounded operator by the closed graph theorem.
Proof. Let (a, b) ∈ H0 ⊞ H1 and Ω((a, b), (x, S(x)) = 0 for all x ∈ H0. Then we have
ω0(x, a) = ω1(S(x), b) = ω1(S(x), S(a)). Hence S(a) = b, which shows that the graph
GS is a Lagrangian subspace in H0 ⊞H1. 
By this proposition, if a symplectic transformation S between two symplectic Hilbert
spaces is algebraically isomorphic, then it must be topologically isomorphic.
We call a Lagrangian subspace C in the direct sum H0 ⊞ H1 with the symplectic
form Ω = ω0 − ω1 as a canonical relation(see for the global settings [Ho2],[Ho3]). The
graph of a symplectic transformation defined on the whole space H0 with the dense
image is so a canonical relation.
In this section we consider a particular canonical relation given as a graph of a closed
symplectic transformation, that is, let S be a densely defined closed and symplectic
transformation, and in particular not continuous:
S : DS → H1, ω0(x, y) = ω1(S(x), S(y)), x and y ∈ D,
where DS is a dense subspace in the symplectic Hilbert space H0. Then again we have
Proposition 4.2. Let us assume that S has the dense image, then the graph C = SG
is a Lagrangian subspace in H0 ⊞H1.
Let λ ∈ Λ(H0), then we have always λ∩DS 6= {0} and S(λ) is an isotropic subspace,
but will not be a Lagrangian subspace in general.
We will show a theorem that if we restrict this map S to a Fredholm-Lagrangian-
Grassmannian then the image is a Lagrangian subspace and it reserves the Maslov
index under additional assumptions.
4.2. Polarization of symplectic Hilbert spaces. Again let H be a symplectic
Hilbert space.
Definition 4.3. We say that the symplectic Hilbert space is polarized, when H is
decomposed into a direct sum of two Lagrangian subspaces
H = ℓ+ ⊕ ℓ−.
Or we say that the sum H = ℓ+ ⊕ ℓ− is a polarization of H .
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Remark 4.4. In the polarization H = ℓ+ ⊕ ℓ− the subspaces need not be orthogonal,
however it is possible by replacing the inner product (symplectic form should not be
changed always that the sum is orthogonal. Of course the new norm is equivalent to
the initial one (Remark (2.28)).
Proposition 4.5. Let H = ℓ− + ℓ+ be a polarized symplectic Hilbert space.
(a) Let S be a closed subspace in ℓ−, and we take a complement T of S in ℓ−,
ℓ− = S + T . Put F = T ◦ ∩ ℓ+, then S + F is a symplectic subspace, in fact,
(S + F )◦ = T + S◦ ∩ ℓ+ and
S + F + T + S◦ ∩ ℓ+ = H.
(b) Let S be a closed subspace in ℓ− and F be a closed subspace in ℓ+. Assume that
S +F is a symplectic subspace, then F ◦∩ ℓ−+S◦ ∩ ℓ+ is a symplectic subspace,
(S + F )◦ = F ◦ ∩ ℓ− + S◦ ∩ ℓ+.
Proof. Proof of (a). Put G = S◦ ∩ ℓ+, then
(S + F )◦
= S◦ ∩ (T ◦ ∩ ℓ+)◦
= T + S◦ ∩ ℓ+ = T +G,
since T ⊂ S◦. Next by F +G = T ◦ ∩ ℓ+ + S◦ ∩ ℓ+ ⊂ ℓ+ we have (T ◦ ∩ ℓ+ + S◦ ∩ ℓ+)◦
= (T + ℓ+) ∩ (S + ℓ+) = ℓ+, hence F +G = ℓ+. So F + S +G+ T = H .
Proof of (b). Put T = F ◦∩ ℓ− and G = S◦∩ ℓ+, then (T +G)◦ = (F + ℓ−)∩ (S+ ℓ+)
= F + S. Now it is enough to show that G + F = ℓ+. Since (G + F ) ⊂ ℓ+, ℓ+ ⊂
(F +S◦∩ ℓ+)◦ =F ◦∩ (S+ ℓ+) =F ◦∩S+ ℓ+ = ℓ+. Here we used the fact that ℓ+ ⊂ F ◦
and F ◦ ∩ S = {0}. This proves (b). 
Corollary 4.6. Let λ−+λ+ = H be a polarization and S+T = λ− be a decomposition
by closed subspaces. Put F = T ◦∩λ+ and G = S◦∩λ+, then we have a new polarization
of H, H = (T + F ) + (S +G).
Corollary 4.7. Let H = ℓ− + ℓ+ be a polarized symplectic Hilbert space, S a closed
subspace in ℓ− and F a closed subspace in ℓ+. Assume that S + F is a symplectic
subspace as in the proposition above (b), then we can introduce a compatible inner
product with the symplectic form which satisfies that all for isotropic subspaces S, F ,
T = F ◦ ∩ ℓ− and G = S◦ ∩ ℓ+ are mutually orthogonal.
We use this corollary in the proof of Theorem 4.10.
Remark 4.8. The operation S 7→ S◦ ∩ ℓ+ is idempotent. In fact, (S◦ ∩ ℓ+)◦ ∩ ℓ− =
(S + ℓ+) ∩ ℓ− = S.
Let us consider the following situation:
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[CP1] Let H and B be symplectic Hilbert spaces with a compatible symplectic struc-
ture ωH and ωB, respectively. We assume both are polarized with Lagrangian
subspaces λ± and ℓ±:
B = λ+ + λ−,
H = ℓ+ + ℓ−.
[CP2] There are continuous injective maps
i+ : ℓ+ → λ+
i− : λ− → ℓ−
having “dense images”.
[CP3] For any x ∈ ℓ+ and b ∈ λ−,
ωB(i+(x), b) = ωH(x, i−(b)).
Remark 4.9. An example satisfying these conditions is given in §5.1, Example 5.7.
Let µ ∈ FΛ(B) and put
γ(µ) = {(x, y) ∈ ℓ+ ⊕ ℓ− | ∃ b ∈ λ−, (i+(x), b) ∈ µ and y = i−(b)}.
The subspace γ(µ) is always isotropic, but need not be always Lagrangian nor closed.
For example, if we take λ− as µ, then γ(λ−) = i−(λ−) is dense but not closed in ℓ−, so
it is not a Lagrangian subspace. However if we restrict the map γ to FΛλ−(B), then
we have
Theorem 4.10. (a) For µ ∈ FΛλ−(B), γ(µ) ∈ FΛℓ−(H).
(b) The map γ : FΛλ−(B) → FΛℓ−(H) is continuous (and more strongly it is
differentiable).
(c) Let {c(t)} be a continuous curve in FΛλ−(B), then
(4.2) Mas({c(t)}, λ−) =Mas({γ(c(t))}, ℓ−).
We prove this theorem in the next subsection.
Let D = i+(ℓ+) + λ− and S : D → H, S : i+(x) + b 7→ x + i−(b), then by the
assumption [CP3] the map S is a symplectic transformation and we have
Proposition 4.11. Let H = H⊞B be the symplectic Hilbert space with the symplectic
form Ω = ωH − ωB and let C =
{(x, y)⊞ (a, b) ∈ H | x ∈ ℓ+, b ∈ λ−, y = i−(b), a = i+(x)}.
Then C is the graph of the map S, is a Lagrangian subspace and S(µ) = γ(µ).
Proof. It is easy to show that C is isotropic. So we only prove the following: let
(u, v)⊞ (k, k′) ∈ H satisfying
Ω((u, u′)⊞ (k, k′), (x, i−(b))⊞ (i+(x), b)) = 0,
for any (x, i−(b))⊞ ( i+(x), b) ∈ C.
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Then we have
ωH(u, i−(b)) + ωH(u′, x)− ωB(k, b)− ωB(k′, i+(x)) = 0.
From this equation and Assumption [CP3], we have u′− i−(k′) = 0 and k− i+(u) = 0,
which show (u, u′)⊞ (k, k′) ∈ C and C is a Lagrangian subspace.
Now we see the coincidence S(µ) = γ(µ) by the definitions. 
4.3. Proof of Theorem 4.10. Let S be a finite dimensional subspace in λ−, then
there is a finite dimensional subspace L in ℓ+ such that i−(S) + L is a symplectic
subspace in H and by Assumption [CP3] S + i+(L) is also a symplectic subspace in
B. There are many possibility to choose such a subspace L. We fix one of them by
introducing a compatible inner product in H with respect to which ℓ± are orthogonal.
So we put L = JH(i−(S)), where JH is the almost complex structure defined by the
compatible inner product.
Hereafter we put the symplectic subspaces S+ i+(L) = BS and i−(S)+L = HS with
L = JH(i−(S)), corresponding to a finite dimensional subspace B in λ−.
Then we have a symplectic isomorphism
iS = i−|BS ⊕ (i+)−1|i+(L) : BS = S + i+(L)
∼→HS = i−(S) + L
x+ y 7→ i−(x) + (i+)−1(y).
Next we remark that if θ is a Lagrangian subspace in BS then (S
⊥ ∩ λ−) + θ is
a Lagrangian subspace in B. Let us denote the Lagrangian subspace of the form
(S⊥ ∩λ−) + θ by λ(S, θ) and denote the subset of such Lagrangian subspaces that are
“transversal” to λ+ by
Λ
(0)
S = {λ(S, θ) = (S⊥ ∩ λ−) + θ | λ(S, θ) ∩ λ+ = {0}, θ ∈ Λ(BS)}.
Then we have ⋃
B⊂λ−, dimB<∞
⋃
λ∈Λ (0)S
FΛ(0)λ (B) = FΛλ−(B).
For µ ∈ FΛλ−(B) put S = λ− ∩ µ, then by the way above there is a Lagrangian
subspace θ in BS such that the Lagrangian subspace of the form (S
⊥ ∩ λ−) + θ is
transversal both to µ and λ+ by Proposition 1.43.
Let λ(S, θ) ∈ Λ (0)S , then we can define new polarizations of H and B which sat-
isfy Assumptions [CP1], [CP2] and [CP3] by making use of λ(S, θ). Theses are
simply obtained by replacing the Lagrangian subspaces λ− and ℓ− by λ(S, θ) and(
(i−(S))⊥ ∩ ℓ−
)
+ iS(θ) respectively with the same λ+ and ℓ+. We repalce the map i−
i−|S⊥∩λ− ⊕ iS |θ. Note that this change of polarizations do not change the map γ.
Now let λ ∈ Λ (0)S , then any µ in FΛ(0)λ (B) is expressed as a graph of a continuous
map φ : λ+ → λ. Hence on FΛ(0)λ (B) the map γ is expressed in the form
γ(µ) = the graph of the map iS ◦ φ ◦ i+.
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So it will be apparent of the continuity and also of the differentiability of the map γ
on FΛ (0)λ (B), if we know γ(µ) ∈ FΛℓ−(H).
To show the last assertion it is enough to prove the case when λ is λ− and also it will
be enough to prove γ(µ)◦ ⊂ γ(µ). So let x ∈ ℓ+ be an arbitrary element and assume
that an element a + b ∈ ℓ+ + ℓ− satisfies
ωH(x+ i− ◦ φ ◦ i+(x), a + b) = 0.
Then we have
ωH(x, b) + ωH(i− ◦ φ ◦ i+(x), a) = 0.
Hence by Assumption [CP3]
ωH(x, b) + ωH(i− ◦ φ ◦ i+(x), a)
= ωH(x, b) + ωB(φ ◦ i+(x), i+(a))
= ωH(x, b) + ωB(φ ◦ i+(x), i+(a)) + ωB(i+(x), φ ◦ i+(a))
− ωH(x, i− ◦ φ ◦ i+(a))
= ωH(x, b) + ωB(i+(x) + φ ◦ i+(x), i+(a) + φ ◦ i+(a))
− ωH(x, i− ◦ φ ◦ i+(a))
= ωH(x, b)− ωH(x, i− ◦ φ ◦ i+(a)) = 0.
From this we have
b− i− ◦ φ ◦ i+(a) = 0,
which shows that (a, b) = (a, i− ◦ φ ◦ i+(a)) ∈ γ(µ). Hence γ(µ) is a Lagrangian
subspace. These prove Theorem 4.10 (a) and (b).
For the proof of Theorem 4.10 (c), we compute Maslov indexes of particular paths
explicitly along the following steps (F1) ∼ (F4) (see also similar arguments in [CLM1]):
(F1) Let {c(t)} be a path such that all c(t) is transversal to λ−, then γ(c(t)) is also
transversal to ℓ− for any t. Hence Mas({c(t)}, λ−) =Mas({γ(c(t))}, ℓ−) = 0.
(F2) Let L be a subspace in ℓ+ with dimL = 1 and let {c(t)} be a loop defined in
Example 2.31 of §3.4 for F = i+(L). We assume the symplectic structure in B
is compatible. So F +JB(F ) is symplectic and L+ i− ◦JB(F ) is also symplectic
in H . Let F˜ = F⊥ ∩ λ+, then the path {γ(c(t))} is expressed as
γ(c(t))
= {cos(πt) · x+ sin(πt) · i− ◦ JB ◦ i+(x) + z | x ∈ L, z ∈ (i+)−1(F˜ )}.
The path {γ(c(t))} has only one non-trivial crossing at t = 1/2. We show that
this is regular and determine the signature of the crossing form at t = 1/2.
Let A = i− ◦ JB ◦ i+ and we take a suitable subspace K˜ in ℓ− such that
K˜ ∩A(L) = {0}, K˜ + (i+)−1(F˜ ) is symplectic, and L+ K˜ = ν is a Lagrangian
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subspace transversal to {γ(c(1/2))}, so that we can express {γ(c(t))}|t−1/2|≪1
as graphs of linear maps
ft : γ(c(1/2)) = A(L) +(i+)
−1(F˜ )→ ν
ft : u + z 7→ cot(πt) · A−1(u).
Now we determine the crossing form at t = 1/2. Let x, y ∈ L, then
d
dt
ωH(A(x), ft(A(y)))|t=1/2
= ωH
(
i− ◦ JB ◦ i+(x), −π
sin2(πt)
y
)
|t=1/2
= −πωB(JB ◦ i+(x), i+(y))
= π < i+(x), i+(y) >
B .
From this equality, both of the Maslov indexes Mas({c(t)}, λ−) = 1 and
Mas({γ(c(t))}, ℓ−) = 1.
(F3) Let µ in FΛλ−(B) and assume µ is contained in the Maslov cycle Mλ−(B) with
dim µ ∩ λ− = N > 0.
Let {c(t)} be the path in FΛλ−(B) defined in Example 2.31 in §3.4 for F =
i+ ◦ JH ◦ i−(µ ∩ λ−).
Note that here we used Corollary 4.7 for the existence of a compatible inner
product in the symplectic Hilbert space B. So by the corresponding almost
complex structure JB, the isotropic subspaces µ ∩ λ− is written as µ ∩ λ− =
JB(i+ ◦ JH ◦ i−(µ∩λ−)). Then we can construct a path in Example 2.31 of §3.4
in terms of unitary operators.
Now again the path {γ(c(t))} has only one non-trivial crossing at t = 1/2
with ℓ− and by the same way as in (F2) we know that the crossing form is
positive definite on µ ∩ λ−.
(F4) Finally we can prove the coincidence of the Maslov indexes (4.2) for arbitrary
continuous paths. Since if the given path {c(t)} is a loop, then they coincide
because of the fact that they coincides for a generator of the fundamental group
of the space FΛλ−(B). If it is not a loop, then by joining the paths in (F3) from
the end point which is in the Maslov cycle Mλ−(B) and we make this catenated
path to a loop again by joining a path in (F1). Now we know the Maslov indexes
of these loops coincides and Maslov indexes of added paths are all coincident,
so that this prove Theorem 4.10 (c).
5. Closed symmetric operators and Cauchy data spaces
In this section we discuss Lagrangian subspaces in the symplectic Hilbert space β
explained in Example (1.2).
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5.1. Cauchy data space. Let L be a real Hilbert space, and A be a closed densely
defined symmetric operator with the domain Dm ⊂ L. We denote the domain of
the adjoint operator A∗ by DM . As explained in the Example (1.2) the factor space
β = DM/Dm is a symplectic Hilbert space.
Even if we add a bounded selfadjoint operator B to the operator A, we have the
same domain DM of the adjoint operator (A + B)
∗, the graph norms defined on DM
are equivalent and moreover the symplectic forms defined by the operator A and A+B
coincide.
In any case we denote by γ the natural projection map γ : DM → β. It will be
clear that γ(KerA∗) is an isotropic subspace, but we need some assumptions on the
operator A to show the closedness of it. The space γ(KerA∗) is called as the “Cauchy
data space”.
Proposition 5.1. Let D be a subspace such that Dm ⊂ D ⊂ DM . Then the restriction
of the adjoint operator A∗ to the domain D is selfadjoint, if and only if, the factor
space γ(D) is a Lagrangian subspace in β.
From now on we assume that
[E1]: A has at least one selfadjoint “Fredholm” extension, that is, there exists a sub-
space D (closed in the graph norm topology) such that AD = A
∗
|D is selfadjoint
and has the finite dimensional kernel and the image AD(D) is closed in L and
is of finite codimension.
[E2]: KerA∗ ∩Dm = {0}.
Remark 5.2. By the assumption [E2], A∗ : DM → L is surjective. The condition
[E2] requires that the unique continuation property holds, for the case of differential
operators. Both of these conditions [E1] and [E2] are satisfied by elliptic operators of
Dirac type on compact manifolds. For such operators the unique continuation property
holds for any hypersurfaces. The spaceDm will be the minimal domain of the definition,
i.e., the subspace of the first order Sobolev space with the vanishing boundary values,
and the Cauchy data space will be realized as a subspace in the distributions on the
boundary manifold.
Proposition 5.3. Under the assumptions [E1] and [E2],
(a) γ(KerA∗) is a Lagrangian subspace,
(b) γ(KerA∗) and γ(D) is a Fredholm pair.
Proof. Since A∗(D) is a closed finite codimensional subspace, we have (A∗)−1(A∗(D)) =
KerA∗+D is a closed subspace in DM(equipped with the graph norm topology), hence
γ(KerA∗ +D) = γ(KerA∗) + γ(D) is closed in β.
Again since KerA∗+D is closed and dim(KerA∗∩D) < +∞ we know that KerA∗+
Dm is also close in DM , and so γ(KerA
∗) = γ(KerA∗ +Dm) must be close in β, and
that it is a closed isotropic subspace.
Now we have relations:
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(a) dim γ(Ker∗) ∩ γ(D) = dimKerA∗ ∩D,
(b) dimL/(KerA∗ +D) = dimKerA∗ ∩D.
So we have
dim γ(KerA∗) ∩ γ(D) = dim γ(KerA∗)◦ ∩ γ(D) = dim β/(γ(KerA∗) + γ(D)) <∞,
and hence
γ(KerA∗) ∩D = γ(KerA∗)◦ ∩D,
γ(KerA∗) +D = γ(KerA∗)◦ +D.
From these equalities γ(KerA∗) is a Lagrangian subspace and γ(KerA∗) ∈ FΛγ(D)(β).

Corollary 5.4. Under the assumptions [E1] and [E2] the extension of A on Dm +
KerA∗, A∗|Dm+KerA∗, is a selfadjoint operator.
Remark 5.5. The extension in the above corollary (5.4) is called “Soft extension”.
This is also an interesting extension, although it is far from Fredholm operators. For
example, in the paper [Gu] the asymptotic behavior of non-zero eigenvalues was inves-
tigated for a symmetric elliptic operator of even order on a bounded domain.
Example 5.6. Let
(5.1) A = J
(
d
dt
+B
)
be an ordinary differential operator acting on C∞0 (0, 1)⊗ R2N , where J =
(
0 I
−I 0
)
and B is a 2N × 2N symmetric matrics. In this case β = DM/Dm ∼= R2N ⊞ R2N with
the symplectic form J ⊞ −J. The cases treated in [Fl] reduce to this case (see also
[OF]).
Example 5.7. We describe an example of the Cauchy data space which can be realized
in the distribution space on a manifold.
Let M be a manifold with boundary Σ = ∂M , and A be a first order symmetric
elliptic operator acting on a space of smooth sections of a real smooth vector bundle
E. Here we mean that the operator is symmetric, when it is symmetric on the space
of smooth sections whose supports do not intersect with the boundary manifold Σ.
We assume that the unique continuation property holds for this operator A with
respect to the boundary hypersurface Σ.
The minimal domain of the definition Dm is the subspace of the first order Sobolev
space consisting of sections with vanishing boundary values. Even for this case, it is not
easy to determine the domain of the adjoint operator. It is a little bit bigger than the
whole first order Sobolev space. The Cauchy data space β is included in the Sobolev
space of order −1/2 on Σ ([Ho1]).
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Then we assume that A has a product form near the boundary hypersurface Σ in
the following sense:
Let N ∼= [0, 1] × Σ is a neighborhood of Σ and on this neighborhood, the operator
A takes the form
A = σ
(
∂
∂t
+B
)
,
where σ is a bundle automorphism of the restriction of E to N , and is independent
from the coordinate of the normal direction t ∈ [0, 1]. It is also skew symmetric and
satisfies σ2 = −Id. The operator B is selfadjoint, first order elliptic operator on the
vector bundle E |Σ, also independent from the normal variable t and satisfies the relation
σ ◦B +B ◦ σ = 0 by the symmetric assumption. Now we can characterize the Cauchy
data space in the following form:
Let {ek}k∈Z\{0}, ek > 0 for k > N0, ek < 0 for k < −N0 and ek = 0 for |k| ≤
N0, k 6= 0, be the eigenvalues of the boundary operator B and denote by {φk}k∈Z\{0}
the corresponding orthonormal eigensections. Then we define the spaces by
H+ = {
∑
k<0 finite sum
cjφj},
H− = {
∑
k>0 finite sum
cjφj}
Let λ± be the closure of H± with respect to the ±1/2 order Sobolev norm respectively,
then the direct sum λ+ + λ− = β ([Ho1], [APS]).
Then let L± be the closures of H± with respect to the L2-norm, then we have two
symplectic Hilbert spaces L2(M) and β satisfying the conditions [CP1], [CP2] and
[CP3] in §4.2.
Remark 5.8. In the above example (5.7), if the boundary of the manifoldM is divided
into two components Σ0 and Σ1, then the space of boundary values β is also divided
into the sum β = β0 ⊕ β1, where βi is in the Sobolev space of order −1/2 on Σi (i =
0, 1). Now the Cauchy data space γ(KerA∗) defines a closed symplectic transformation
S : D → β1, where D = {x ∈ β0 | ∃ y ∈ β1, (x, y) ∈ γ(KerA∗)} S(x) = y, (x, y) ∈
γ(KerA∗). We should note that this follows from the unique continuation property,
i.e., (β0⊕{0})∩γ(KerA∗) = {0}, and ({0}⊕β1)∩γ(KerA∗) = {0}. Also a selfadjoint
Fredholm extension is given by the Atiyah-Patodi-Singer boundary condition for the
case of the operators with product form near the boundary. Or more generally, even
if it is not of a product form near the boundary, there are such extensions by global
elliptic boundary conditions(see for example [Ra]).
5.2. Continuity of Cauchy data spaces. Let A be the symmetric operator as above
satisfying the conditions [E1] and [E2]. Let {Bt}t∈[0,1] be a continuous family of
bounded selfadjoint operators on the Hilbert space L. If each operator A + Bt for
t ∈ [0, 1] satisfies the conditions [E1] “with a common domain” D, i.e., (A+Bt)∗|D =
AD + Bt (t ∈ [0, 1]) is selfadjoint and a Fredholm operator, and [E2], then we have
MASLOV INDEX 57
a family of Lagrangian subspaces {γ(Ker(A + Bt)∗)}t∈[0,1] in β and each of them and
γ(D) is a Fredholm pair.
Proposition 5.9. The family {γ(Ker(A + Bt)∗)}t∈[0,1] is a continuous family. Hence
it is a continuous path in FΛγ(D)(β).
Proof. It will be enough to prove at t = 0. So let Tt : DM → L ⊕ Ker(A + B0)∗ be
a map defined by Tt(x) = (A + B0)
∗(x) ⊕ π0(x), where π0 is a projection operator
π0 : DM → Ker(A + B0)∗. Then since T0 is an isomorphism, for a sufficiently small
ǫ > 0 the maps Tt for 0 ≤ t ≤ ǫ are also isomorphisms. Hence we have Ker(A+Bt)∗ =
(Tt)
−1({0} ⊕Ker(A+B0)∗), and that the family {Ker(A+Bt)∗}0≤t≤ǫ is continuous at
t = 0 since the family {(Tt)−1}0≤t≤ǫ is a continuous family. 
Remark 5.10. If the operator A∗|D = AD has a compact resolvent and a Fredholm
operator, then for any selfadjoint bounded operator B the sum A + B satisfies the
condition [E1].
Remark 5.11. In the case of the paper [Fl], the family (= the family of operators of
the form (5.1)) has varying domains {D} where the operator is realized as a selfadjoint
operator according to the each value of the parameter. But in this case the operator
family can be transformed into the above case of a fixed domain of the definition for
the selfadjoint realization by a continuous family of unitary operators. It would not
be clear whether we can do such transformations for the family of elliptic operators in
the higher dimensions (Example (5.7)).
5.3. Spectral flow and Maslov index. Finally we just formulate an equality be-
tween “Spectral flow” and “Maslov index” arising from the family of operators ex-
plained in the previous subsection.
Let F(L) be the space of bounded Fredholm operators defined on a Hilbert space
H . It is a classifying space for the K-group. Then the non-trivial component of the
subspace F̂(L) consisting of selfadjoint Fredholm operators, we denote it by F̂∗(L),
is a classifying space for the K−1-group (in the complex case) and K−7-group(in the
real case). Both of their fundamental groups are isomorphic to Z([AS]). These isomor-
phisms are given by an integer, so called, the spectral flow for a family of selfadjoint
Fredholm operators([APS]). This integer is also defined for continuous path of selfad-
joint Fredholm operators without any assumptions at the end points([Ph]). We do not
state the definition, but is given in a similar way as the definition of the Maslov index
we gave in this article, or rather it should be thought of the initiating method which
was given in the paper [Ph] to define the spectral flow based on the basic spectral
property of the Fredholmness of the operators.
Let L, A and {Bt}t∈[0,1] be as above, that is, the family {A+Bt} acting on the Hilbert
space L satisfys the conditions [E1] with a common subspace D on which the operators
(A+Bt)
∗
|D are selfadjoint and Fredholm. Then we see that (A+Bt+s)
∗
|D = AD+Bt+s
is also a Fredholm operator for sufficiently small |s| << 1. Now instead of the condition
[E2] we assume a stronger property:
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[E2’] There exists an ǫ > 0 such that for each t ∈ [0, 1] and |s| < ǫ, Ker(A + Bt +
s)∗
⋂
Dm = {0}.
Remark 5.12. Of course this condition is satisfied by Dirac type operators.
Under these assumptions [E1] and [E2’], and with the common domain of the defi-
nition D for the selfadjoint Fredholm realization, we have
Theorem 5.13. The spectral flow for the family {AD+Bt}t∈[0,1] and the Maslov index
of the path of Cauchy data spaces {γ(Ker(A + Bt)∗)}t∈[0,1] with respect to the Maslov
cycle γ(D) coincides.
We do not give a proof of this theorem. First it was proved in [Fl] that a coincidence
between “Spectral flow” and “Maslov index of boundary data” for a family of ordinary
differential operators(Example (5.6)). In this case the family of ordinary differential
operators arises as the family of the Euler equations of the symplectic action integral
which is defined by two transversally intersecting Lagrangian submanifolds in a sym-
plectic manifold and the Maslov index in this case is of the finite dimension(see also
[OF]). Then it was proved in [Yo] on three dimensional manifolds and generalized
to higher dimensions in [Ni] for a family of Dirac operators {At}t∈[0,1] with invertible
operators at the end points t = 0, 1. In these cases the Maslov indexes are that in the
infinite dimension. We reproved the theorem in the above general form in [FO2]. There
we also proved a general addition formula for the spectral flow when we decompose a
manifold into two parts. To prove it we apply our reduction theorem in §3 of the Maslov
index in the infinite dimensions. Such types of the formula were also investigated in
several authors or believed to hold in a more general contexts([Ta], [DK], [CLM2]). We
tried to make clear the meaning of the condition that the operators in the family are
of the form, so called, product form near the separating boundary manifold (Example
(5.7)). This kind of restriction for the family will correspond to a condition assumed
in the Mayer-Vietoris exact sequence of the singular homology theory.
Appendix
In this appendix we gather up some of fundamental facts without proofs from the
theory of Functional Analysis, on which our arguments heavily rely. Because the objects
we will deal with are infinite dimensional spaces and their homotopical properties.
Our Hilbert spaces will be mostly real separable Hilbert spaces and the theorems we
sum up here are valid for both real and complex cases if we do not state particularly.
So let H be a separable Hilbert space with the inner product by < • , • > and as usual
we denote the norm of the element x ∈ H by ‖x‖ = √< x , x >.
Appendix A. Topology of operator spaces
Theorem A.1 (Kuiper’s Theorem). Let H be an infinite dimensional real (complex or
quaternionic) separable Hilbert space, then the group of linear isomorphisms, we denote
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it by GL(H), is contractible to a point. Note that the topology of GL(H) is defined by
the norm convergence and it is a topological group with this topology.
Corollary A.2. Let H be an infinite dimensional real (complex or quaternionic) sep-
arable Hilbert space, then the subgroup of GL(H) consisting of linear isomorphisms
which preserves the inner product is also contractible to a point. We will denote them
by O(H) (orthogonal group) for the real case, U(H) (unitary group) for the complex
case and Sp(H) (symplectic group) for the quaternionic case.
Remark A.3. In the real case, the groupsGL(H) and O(H) are connected (path-wise)
unlike the finite dimensional case.
Theorem A.4 (Palais’s Theorem). Let B be a Banach space and we assume there is a
sequence of projection operators {πn}∞n=1 onto finite dimensional subspaces Ln = πn(B)
such that Ln ⊂ Ln+1 and for each x ∈ B,{πn(x)} converges to x in the sense of norm,
that is, {πn}∞n=1 converges to the identity operator in the strong sense. Then for each
open set O ⊂ B, the injection map j : ind lim
→
πn(O)→ O is a homotopy equivalence.
Let H be a real (or complex) Hilbert space, and by fixing a complete orthonormal
basis {xn}∞n=1, we have inclusions of finite dimensional subspaces En, where En is
spanned by {xi}ni=1. Also from these inclusions of subspaces we have inclusions of the
general linear groups GL(n,R) (or GL(n,C)):
GL(n,R) ⊂ GL(n+ 1,R)
and
GL(n,C) ⊂ GL(n+ 1,C)
in an obvious way. Then we have also inclusions GL(n,R)→ GLK(H) (in the complex
case GL(n,C)→ GLK(H)), where we denote
GLK(H) = {g ∈ GL(H) | g is of the form Id+ compact operator}
corresponding to the each case.
Proposition A.5. The inclusion maps
j : ind lim
→
GL(n,R)→ GLK(H)
for the real case and
j : ind lim
→
GL(n,C)→ GLK(H)
for the complex case, are homotopy equivalences.
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Appendix B. Spectral notions
Let A be a densely defined closed operator (bounded or not bounded) on a Hilbert
space H . Let λ ∈ C, then λ is called a resolvent of the operator A, if A − λ has a
bounded inverse defined on the whole space H . We denote the set of all resolvents by
ρ(A). The complement C \ ρ(A) is called spectrum of A and we denote it by σ(A).
Let λ ∈ σ(A), then if A − λ has a densely defined inverse, but not continuous, then
λ is called a continuous spectrum and we denote the subset consisting of continuous
spectra by Cσ(A). Again let λ be in σ(A) and assume that A − λ is not invertible,
that is {x ∈ H | (A − λ)(x) = 0} 6= 0, then such λ is called an eigenvalue or a point
spectrum. We denote the set of eigenvalues by Pσ(A). The element in the complement
in σ(A) of the union Pσ(A) ∪Cσ(A) is called residual spectrum, and we denote them
by Rσ(A). Let λ ∈ Rσ(A), then A− λ has an inverse, but the image Im(A− λ) is not
dense.
Now let A be a selfadjoint operator (bounded or not bounded), then we know that
there are no residual spectrum of A, that is, the spectrum σ(A) = Cσ(A)∪Pσ(A) and
σ(A) ⊂ R.
We denote by σess(A) a subset of σ(A), each of which element is called “essential
spectrum”, if λ is an eigenvalue of infinite multiplicity or a continuous spectrum. If A
is bounded selfadjoint, then σ(A) is compact and ‖A‖ = sup
t∈σ(A)
|t|.
Let {Et}{t∈R} be a family of orthogonal projections defined on a Hilbert space H
satisfying following properties (Sp 1), (Sp 2), (Sp 3) and (Sp 4), then we call {Et}{t∈R}
a spectral measure:
(Sp 1) Et(H) ⊂ Es(H) for t ≤ s.
(Sp 2) Et is right strong continuous, that is, for each x ∈ H,
lim
0<δ→0
Et+δ(x) = Et(x)
(Sp 3) lim
t→∞
Et(x) = x for each x ∈ H
(Sp 4) lim
t→−∞
Et(x) = 0 for each x ∈ H.
Theorem B.1 (Spectral Decomposition Theorem). Let A be a selfadjoint operator
(bounded or not bounded) defined on a Hilbert space H. Then there is a unique spectral
measure {Et}{t∈R} such that
A =
∞∫
−∞
t dEt.
Remark B.2. The domain D of the operator A is characterized as
D = {x ∈ H |
+∞∫
−∞
|t|d ‖Et(x)‖2 <∞}.
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Appendix C. Fredholm operators
Let H be a Hilbert space (or Banach space) and let T be a densely defined closed
operator with the domain D. We call a closed operator T is a Fredholm operator, if it
satisfies
dimKer(T ) is finite,
the image Im (T ) = T (D) is closed,
dimCoker (T ) = H/Im (T ) is finite.
Remark C.1. For bounded Fredholm operators T we can prove that the image T (H)
is closed from the finite codimensionality of it by making use of the open mapping
theorem.
Let F(H) be the space of all “bounded” Fredholm operators defined on a Hilbert
space H .
Proposition C.2. The space F(H) is an open subset in the space of all bounded
operators B(H) with the topology of the norm convergence.
Let B(H) be the algebra of all bounded operators on H and K(H) the two-sided ideal
of compact operators, then the quotient algebra B(H)/K(H) is called Calkin algebra.
If π denotes the natural projection map π : B(H)→ B(H)/K(H), then
Proposition C.3. π−1 ((B(H)/K(H))∗) = F(H), where (B(H)/K(H))∗ denotes the
group consisting of the invertible elements in the Calkin algebra B(H)/K(H).
For a Fredholm operator (closed or bounded) T we denote by ind (T ) the difference
ind (T ) = dimKerT − dimCoker T,
and call it the ”Fredholm index” of the operator. Especially for bounded Fredholm
operators T ∈ F(H) we have
Theorem C.4.
ind : F(H)→ Z
is a locally constant function, in fact, it distinguishes the connected components (=
path-wise connected) of the space F(H).
Remark C.5. (a) If H is finite dimensional, then the quantity ind (T ) always
vanishes. So this has an only meaning in the infinite dimension.
(b) In the paper [CL] a similar result for the connected components is proved for
the space of all closed Fredholm operators. The topology for such a space is
introduced by embedding it into the space of bounded operators on the product
space H ×H as orthogonal projection operators onto the graphs.
Theorem C.6. Let K be a compact operator on H and T be a bounded Fredholm
operator, then T +K is also a Fredholm operator and
ind (T +K) = ind T.
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Appendix D. Existence of a compatible symplectic structure
Proposition D.1. Let (H, (•, •)) be a real Hilbert space and ω a bounded and non-
degenerate skew symmetric bilinear form on H. Then we can replace the inner product
by another one < •, • > such that (H, ω, < •, • >, J) is a compatible symplectic
Hilbert space.
Proof. Let A be the operator defined by
ω(x, y) = (A(x), y) .
Then A is bounded, skew-symmetric and invertible. Put |A| = √ tA ◦ A, and the
new inner product by < x, y >= (|A|(x), y). By this inner product we can express
ω(x, y) =< J(x), y >, where J = |A|−1 ◦ A. Now J2 = |A|−1 ◦ A ◦ |A|−1 ◦ A =
|A|−2 ◦ A2 = −Id, and also < J(x), J(y) > = (|A| ◦ |A|−1 ◦ A(x), |A|−1 ◦ A(y)) =
(|A|−1 tA ◦ A(x), y) = (|A|(x), y) =< x, y >. 
Corollary D.2. Let H be a symplectic Hilbert space and we assume that H is polarized
by two Lagrangian subspaces λ nd µ : H = λ⊕µ. Then there is an inner product with
which the symplectic structure is compatible and the decomposition is orthogonal.
Proof. In the above proof we can assume that the subspaces λ and µ are orthogonal
with respect to the inner product (•, •). Then the operator A, (A(x), y) = ω(x, y)
maps λ to µ and µ to λ. Hence tA ◦A and its square root keep the subspaces λ and µ
invariantly, so that with the new inner product (|A|(x), y) the Lagrangian subspaces λ
and µ are orthogonal. Now by the same way as Proposition D.1 the new inner product
(|A|(x), y) gives us the compatible symplectic structure. 
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