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Summary
This dissertation presents several applications of the multi-scaling (multi-timing) tech-
nique to the analysis of both single and two species population models where the defining
parameters vary slowly with time. Although exact solutions in such cases would be
preferred, they are almost always impossible to obtain when slow variation is involved.
Numerical solutions can be obtained in these cases, however they are often time consum-
ing and offer limited insight into what is causing the behaviour we see in the solution.
Here an approximation method is chosen as it gives explicit analytic approximations to
the solutions of these population models. The multi-scaling method was chosen because
the defining parameters are varying slowly compared to the response of the system. This
technique is well-established in the physical and engineering sciences literature, however,
it has rarely been applied in the area of population modelling.
Chapter 1 is an introduction to the history and development of population modelling,
including the works of Malthus, Verhulst, Pearl and Reed, Gompertz and Lotka and
Volterra, as well as more recent research involving models with time varying parameters.
It is this later work that this dissertation builds on.
Chapter 2 begins by examining the basic Logistic model and its properties. The work
of Stojkov, and Stojkov and Shepherd, using a simple multi-scaling method, is discussed
and applied to the case of a logistically varying carrying capacity. A more general form
of the multi-scaling technique is applied to the Logistic model when both the growth rate
and the carrying capacity vary slowly with time. The resulting approximation is shown to
compare favourably with some special case results found in the literature. Comparisons
are also made between this approximation and numerical solutions of the Logistic model
for various slowly varying carrying capacities and growth rates, and the result of using
this approximation outside of its realm of validity is discussed. An in-depth analysis of
the location of the point of inflection is carried out using our approximation. Finally, this
Chapter closes with an examination of the case when the growth rate is negative. This
leads into an analysis of the transition region where the growth rate switches from being
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positive to negative and our original approximation fails. Two composite expansions are
created to model the evolving population through the transition region.
In Chapter 3 the multi-scaling approach is applied to the Gompertz model with a slowly
varying growth rate and carrying capacity. Comparisons are made between the approxi-
mate and numerical solutions of the Gompertz model for various combinations of slowly
varying carrying capacities and growth rates. A similar analysis to Chapter 2 is taken
when looking at the case where the growth rate is negative.
Chapter 4 considers the dynamics of the basic harvesting model and its similarities to
both the Logistic and Gompertz models. Slowly varying parameters are introduced and
a multi-scaling analysis is carried out. The multi-scaled approximation to the solution of
the harvesting model is then compared with corresponding numerical solutions. The case
where the harvesting rate exceeds the growth rate is discussed.
In Chapter 5 a general model which incorporates both the Logistic and harvesting models
is introduced. The multi-scaling technique is applied to this model and an approximate
solution is obtained. Transitions in the general model are discussed and a composite
expansion is created. The existence and uniqueness of our solution is shown through
the construction of a contraction mapping, and the accuracy of our approximation is
confirmed. This proof is then extended to include the Gompertz model and this concludes
the work on single species models.
Chapter 6 considers a two-species population model, specifically the general Lotka-Volterra
system, which displays periodic solutions. The two-dimensional Poincare´–Lindstedt method
is applied to obtain analytic approximations for the solutions to this system near the
critical point, as well as an approximation of the period of these periodic solutions. Com-
parisons are made between these approximate solutions and the known implicit solution
of the system for various initial conditions.
In Chapter 7 the Logistic Lotka-Volterra predator-prey system is introduced. In this
system the prey is chosen to display Logistic growth in the absence of the predator. A
stability analysis of this system is conducted and critical points are established. The
2
multi-scaling technique is then applied to this two dimensional system. The analytic
approximations that are obtained are compared with numerical solutions to assess their
accuracy. The Logistic Lotka-Volterra predator-prey system is then modified to include a
slowly varying coefficient in the prey equation and a multi-scaled approximation is then
obtained. The system is further modified to allow all the parameters to be slowly vary-
ing. An analytic approximation is calculated and comparisons are made with numerical
solutions. In all cases the presence of transitions are discussed and details are given where
possible.
Chapter 8 considers the Logistic Lotka-Volterra competition model, where all parameters
are slowly varying. A multi-scaled analysis is carried out and comparisons are drawn with
the Logistic Lotka-Volterra competition system and the behaviour of a simpler system.
The approximations constructed and numerical solutions are then compared.
Chapter 9 presents conclusions and discusses possible areas for further research.
Publications Resulting from this Dissertation are
Grozdanovski, T., Shepherd, J.J., and Stacey, A., Multi-scaling analysis of a logistic model
with slowly varying coefficients, Applied Mathematics Letters, 22, 2009, pp. 1091–1095.
Grozdanovski, T., and Shepherd, J.J., Approximating the periodic solutions of the Lotka–
Volterra system, ANZIAMJ, 49, 2008, pp. C243–C257.
Grozdanovski, T., and Shepherd, J.J., Slow variation in the Gompertz model, ANZIAMJ,
47, 2007, pp. C541–C554.
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Chapter 1
Introduction
Differential equations have been used to model population growth for centuries. One of
the earliest examples was proposed by Thomas Malthus in 1789 [32]. He suggested that
the rate at which the human population changes in time is directly proportional to the
number of humans alive at that instant. Mathematically, if P (T ) is the population at
time T , then this may be written as,
dP
dT
= RP, (1.1)
where R is the constant of proportionality. It should be noted that the per capita growth
rate of Malthus model is constant, i.e,
dP
dT
P
= R. (1.2)
Equation (1.1) is often know as Malthus’ Law and is considered the simplest model of
population growth [13]. The solution to (1.1) is given by
P (T ) = P0e
RT , (1.3)
where P0 = P (0) which is the initial size of the population. This model predicts exponen-
tial growth, commonly know as Malthusian growth. Malthus, in applying his model to
the human population, predicted that the human population would grow exponentially
and consequently outgrow their food source resulting in death by starvation and thus hu-
man extinction [21, 13, 32, 43]. The flaw in this model is that exponential growth is not
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observed in practise, as nothing grows forever without bound. Populations are limited by
things such as space, resources and competition, be it with themselves (i.e intra-species
competition) or other external populations. All these things need to be taken into account
when attempting to realistically model a population. Although Malthus model is flawed,
it forms the starting point for many other, more realistic, models.
It should be noted that if R is a negative constant then the differential equation models
exponential decay. This model has been used to model the decay of radioactive isotopes
as well as capacitor discharges in electronic circuits when the resistor is in series with the
capacitor. Dym [12] offers more details in this area.
In order to overcome the unbounded exponential growth seen in Malthus’ model some sort
of adjustment needed to be made. In 1838 Pierre-Francois Verhulst [49, 50], a Belgian
mathematician, suggested that a self-limiting process should operate when a population
becomes too large [37]. Verhulst proposed the following model,
dP
dT
= RP
(
1− P
K
)
, (1.4)
where R and K are positive constants. In this model the per capita growth rate can be
written as,
dP
dT
P
= R
(
1− P
K
)
, (1.5)
which is a linear function starting at R than decreasing to zero as the population tends
to K. This is possibly the most famous population model of all, known as the Logistic
model. The Logistic model combines Malthusian growth with intra-species competition.
The solution of (1.4) is given by
P (T ) =
K
1 +
(
K
P0
− 1
)
e−RT
, (1.6)
where P0 = P (0) is the initial size of the population. Verhulst’s model describes a
population which grows asymptotically to a limiting value K. This limiting value is
known as a carrying capacity and represents the maximum population of a species which
is supportable by the environment. If we let this limiting value tend to infinity, the
Logistic model will reduce to the exponential model.
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Verhulst’s Logistic model solves the problem of unlimited growth. (The Logisitc model
was independently reformulated in 1920 by Pearl and Reed [42] in their attempt to model
human population growth in the United States). The Logistic model has had many appli-
cations over the years. One example is Gause [14] who used the Logistic model in his work
on yeast cultures. As well as being used to describe a variety of human populations [42],
it has also been used by Slobodkin [47] to model a population of microorganisms. A com-
mon application is in the field of technology substitution or innovation. This is described
in detail by both Banks [3] and Braun [8], among others.
There have been many extensions made to the Logistic model in order to model various
effects on a population, including such things as immigration, emigration and spacial
diffusion. One of the most common extensions to the Logistic model is the inclusion of
emigration, that is, an extraction or withdrawal of some of the population. We call this
the Logistic model with harvesting or simply, the harvesting model,
dP
dT
= RP (1− P
K
)−H, (1.7)
where R and K are positive constants and H is the harvesting rate. This proposes several
different harvesting strategies. The most basic form of harvesting occurs if H is constant,
this describes a steady harvest or culling. Often the most desirable harvesting rate is one
which is proportional to the current population,
dP
dT
= RP (1− P
K
)− EP, (1.8)
where E is the effort of the harvest. This has been used by Legovic and Peroc [27] in
their work on harvesting populations in periodically fluctuating environments. This sort
of harvesting was also discussed by Beddington and May [5]. Miller and Botkin [35]
calculated the extents to which the total sandhill crane population would be reduced
as a result of different rates of annual harvest by hunting. This is discussed further by
Brauer and Sanchez [7]. Further, a common harvesting example of a fishery is discussed
by Banks ([3], Ch. 2).
Cromer [11] investigated the Logistic model with the inclusion of harvesting in a sea-
sonally fluctuating environment with time varying parameters. As an exact solution was
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impossible, he chose perturbation methods to find approximate solutions. He argued that
approximation methods “fill in the gaps in understanding left behind by other methods”,
namely numerical methods.
Another population model which is similar to the Logistic model is the Gompertz model,
dP
dT
= RP ln
(
K
P
)
. (1.9)
In 1825 Benjamin Gompertz, a self-educated English-born mathematician, devised a
mathematical expression known as the “Gompertz Law of Mortality” [15], displayed
as (1.9). He assumed that a population tends to grow exponentially (as in Malthusian
growth) but that the growth coefficient is not always constant but may vary with the
population size. As time increases the growth coefficient gets smaller and smaller, and
eventually becomes zero. Thus, the main feature of the Gompertz model is the incorpo-
ration of an exponentially decreasing growth coefficient which again results in a carrying
capacity. This can be seen when considering the per capita growth rate, i.e.
dP
dT
P
= R ln
(
K
P
)
. (1.10)
The Logistic and Gompertz models are both generalizations of Malthus’ model and both
may display sigmoidal (which literally means S-shaped) growth. The main difference
between the two models lies in the rate at which the population grows to the limiting
value, see Figure 1.1.
The Gompertz model is often used to represent the growth of solid tumors and is very
popular in the study of clinical oncology [1, 40]. One of the difficulties which occurs when
modelling tumor growth is that in the interior of the tumor the cells do not have nutrients
and oxygen readily available, thus, the growth rate of the tumor declines as the cell mass
increases, which matches the asymptotic behaviour of the Gompertz model. However, the
Gompertz model is in no way limited to modeling solid tumors. A recent research paper by
Rueppell [45] shows that the mortality rates of “high strain” drones (male honey bees) are
best described by the Gompertz model. Kiiski and Pohjola [24] employed the Gompertz
model to investigate technology diffusion, specifically the diffusion of the internet.
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Figure 1.1: Logistic model (blue solid) vs. Gompertz model (green solid),
with K = 100, R = 2 and P0 = 5. The carrying capacity is shown in red (dot-dash).
All the single species models described above incorporate a constant growth rate, R, and a
constant carrying capacity, K. However, in many real world situations this is unrealistic as
both the growth rate and the carrying capacity of a species may fluctuate or change with
time. For example, in a marine environment the changing tides, resulting from the phases
of the moon, cause a slow variation in the ability of the environment to support a given
species. Meyer and Ausubel [34] observed that the variation in the human population due
to advances in technology in both England and Japan can be modeled using the Logistic
model with a constant growth rate and a logistically increasing carrying capacity.
In what follows we will consider cases where the growth rate and carrying capacity vary
slowly with time. Introducing time varying parameters into such single species models
typically means that an exact solution can no longer be obtained. Many researchers
(among others, [34]) are forced to rely purely on numerical methods to solve the resulting
differential equations. Such numerical solutions can be time consuming and often give
8
limited insight into what is causing the behaviour we see in the solution. To better
understand the impact each parameter has in the underlying differential equation we will
generate analytic approximations to the solutions.
There has been little success when dealing with multiple time scales. Ludwig, Jones and
Holling [31] faced multiple time scales when dealing with the Spruce Budworm problem.
Their approach consisted of separating their variables into ‘fast’ or ‘slow’ categories. They
then proceeded to analyse the system in two steps, first the long term behaviour of the
‘fast’ variables was determined by holding the ‘slow’ variables constant, then secondly
they completed the analysis by fixing the ‘fast’ variables and deducing the behaviour of
the ‘slow’ variables. The only way to describe the behaviour of the overall system was to
combine the results found from the previous two steps.
As we are dealing with two time scales, that is, the time rate for which the population
evolves and the time rate at which the growth rate and the carrying capacity will vary,
we will employ Multi-Scaling Methods [39] to obtain an approximation.
The multi-scaling approach we will use belongs to a class of related methods termed multi-
timing or multi-scaling methods. These methods are well-established in both engineering
and physical science literature, see ([22], Ch. 3), ([39], Ch. 6), ([36], Ch. 5) or ([23], Ch.
6), among others. Such methods exploit the disparate time variation between components
of a system to produce an algorithm capable of generating an approximate solution. In
dynamics, the multi-scaling method is commonly used when dealing with weakly nonlinear
oscillators where the nonlinearity is a small perturbation [10], a typical example is the
Van der Pol oscillator which incorporates nonlinear damping.
Here we will extend this approach to two species models and more specifically to the Lotka-
Volterra predator-prey model. Vito Volterra [51] first proposed this simple model in 1926
to explain the predator-prey relationship being observed by marine biologist Umberto
D’Ancona between fish and sharks in the Adriatic. If N(T ) is the prey population and
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P (T ) is the predator population at any time T , then Volterra’s model is given as
dN
dT
= N(A−BP ), (1.11)
dP
dT
= P (CN −D), (1.12)
where A,B,C and D are all positive constants. Volterra’s model assumes that, in the
absence of any predators, the prey population will grow unbounded in a Malthusian way,
and in the absence of any prey, the predator population will decline exponentially. The
prey will affect the predator by increasing the predators population at a rate which is
proportional to both the predator and prey populations and conversely the predator will
decrease the prey’s population by a rate proportional to both the predator and prey
populations. This model is known as the Lotka-Volterra model since the same set of
differential equations where independently derived by Alfred James Lotka [29, 30] in his
work on chemical reactions.
In the Lotka-Volterra model, the prey is assumed to grow exponentially when there is no
interaction with the predator. If we consider the Adriatic example, as described by [21],
this means that while the fish are the major food source for the sharks, the fish themselves
rely on plankton as their primary food source. Thus, the exponential growth of the fish
population in the absence of the sharks implies that their must be an unlimited supply
of plankton for the fish to consume as their population grows. If however, the plankton
supply diminishes as the fish population grows, then a Logistic growth model may more
appropriately describe the behaviour of the prey population. This leads to an extension
of the basic Lotka-Volterra model,
dN
dT
= N(A−BN − CP ), (1.13)
dP
dT
= P (DN − E), (1.14)
where A,B,C,D and E are positive constants. This model has been used by many
researchers including Murty and Rao [38] who used a perturbation method to obtain ap-
proximate analytic solutions to the system when A,B,C,D and E are positive constants.
Our goal is to obtain an analytic solution to this system when all the parameters are
varying slowly with time.
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Chapter 2
The Logistic Model
2.1 The Basic Logistic Model
The Logistic model was originally formulated by Verhulst [49, 50] in 1838 in his attempt
to model population growth. This model describes the behaviour of a single species
population which tends to a constant limiting value as time tends to infinity. As noted in
Chapter 1, this constant limiting value is known as the carrying capacity, and represents
the limiting population supportable by the environment.
Mathematically, the Logistic model takes the form of the initial value problem
dP (T )
dT
= RP (T )
(
1− P (T )
K
)
, P (T = 0) = P0, (2.1)
where T is time, P (T ) is the population (with the condition that the initial population
P0 > 0), R > 0 is the constant growth rate and K > 0 is the constant carrying capacity.
On expansion we can see that the right-hand side of (2.1) is made up of two terms,
RP (T )−RP (T )
2
K
. (2.2)
The first term arises from Malthusian (or exponential) growth, while the second term
modifies this and relates to intra-species competition, which in this case is a quadratic
function of the population.
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Solving the initial value problem (2.1) for P (T ) gives the solution
P (T ) =
K
1 +
(
K
P0
− 1
)
e−RT
. (2.3)
Plots of some typical solutions of the Logistic model are shown in Figure 2.1 below. These
are referred to as a family of Logistic curves.
Figure 2.1: Logistic population growth with R = 0.1 and carrying capacityK = 50
(black solid).
From Figure 2.1 it can be seen that if P0 > K the population will decrease, tending to
the carrying capacity from above whereas if P0 < K the population will grow towards
the carrying capacity. When P0 < K the Logistic curve exhibits sigmoidal behaviour,
that is, the population has an s-shaped growth curve which includes a point of inflection.
However, the point of inflection only occurs on T > 0 when P0 <
1
2
K, as discussed later.
Such sigmoidal behaviour can be thought of as a growth pulse. Each solution curve displays
only one growth pulse which covers a definite time span. Pearl and Reed [42], in their
work on human population growth, proposed that over long periods of time, population
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growth occurs in successive pulses, each represented by such a Logistic curve, where each
new pulse results from a major change in society. For example, the Industrial Revolution
created the opportunity for the population to grow beyond any previous limit [25] since
rates of production rose and there was a decreased death rate and increased fertility. Such
growth is also described by Meyer and Ausubel [34] in their work on modelling population
growth in England (1541 – 1975) and Japan (1100 – 1992). Meyer and Ausubel’s [34]
work will be discussed further in Section 2.4.1.
One aspect of the Logistic growth pulse which is of much interest to biologists and ecol-
ogists alike is the occurrence and location of the point of inflection, as this describes the
point at which the population reaches its maximum growth rate. It can be shown that the
Logistic curve has a point of inflection at (this will be explained further in Section 2.7),
Ti = − 1
R
ln
(
P0
K − P0
)
,
which only occurs for T > 0 when P0 <
1
2
K. If 1
2
K < P0 < K then the point of inflection
will occur on T < 0 which is unrealistic as T is time.
2.2 Logistic Model with Time Dependent R and K
The basic Logistic model (2.1) involves constant parameters, R and K, that define the
evolutionary characteristics of the population. In reality these parameters are rarely
constant but vary with time. For example, this variation may be due to changes in the
environment such as climate change, habitat destruction or even seasonal variation caused
by periodic changes in the weather, such as the changing seasons. Incorporating such time
variation into the Logistic model (2.1) gives the general Logistic model,
dP (T )
dT
= R(T )P (T )
(
1− P (T )
K(T )
)
, P (T = 0) = P0. (2.4)
The two growth coefficients, growth rate R(T ) and carrying capacity K(T ) are both as-
sumed to be positive valued functions on T ≥ 0.
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While it is possible to write down the explicit solution of (2.4) as
P (T ) =
P0e
∫ T
0 R(ξ)dξ
1 + P0
∫ T
0
R(ξ)
K(ξ)
e
∫ ξ
0 R(η)dη dξ
, (2.5)
the integrals involved in (2.5) may only be evaluated for a very limited choice of the func-
tions R(T ) and K(T ). For other cases, approximate methods must be used to solve (2.4),
or evaluate (2.5); most commonly numerical techniques. Such techniques have the disad-
vantage of applying only to specific examples of the functions R and K.
2.3 The Dimensionless Logistic Equation
Before any further analysis we non-dimensionalise the general Logistic equation (2.4). In
order to obtain a dimensionless Logistic equation we assume that R(T ) and K(T ) have
characteristic time scales TR and TK respectively and have characteristic values R0 and
K0 respectively.
It is reasonable to assume that the time dependant parameters R and K may be repre-
sented in the form
R(T ) = R0 r
(
T
TR
)
, (2.6)
K(T ) = K0 k
(
T
TK
)
, (2.7)
where r and k are dimensionless functions of dimensionless arguments. When R and/or
K is constant then, R0 = R and r ≡ 1; and/or K0 = K and k ≡ 1 respectively.
We now introduce dimensionless variables p and t which denote dimensionless population
and time respectively and are defined by
P (T ) = K0 p(t), (2.8)
T =
1
R0
t, (2.9)
so that the differential equation (2.4) becomes
dp
dt
= r(εRt)p
(
1− p
k(εKt)
)
, (2.10)
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where
εR =
1
R0
TR
and εK =
1
R0
TK
(2.11)
are dimensionless ratios of time scales.
In what follows we will assume that the growth rate and the carrying capacity have the
same characteristic time scales, thus we set TR = TK ; so that
εR = εK = ε. (2.12)
The initial value problem (2.1), in dimensionless form then becomes
dp(t, ε)
dt
= r(εt)p(t, ε)
(
1− p(t, ε)
k(εt)
)
, p(t = 0) = p0, (2.13)
where p0 = P0/K0 and ε is a positive parameter. In what follows we will refer to this
as the Logistic Model, and the dimensionless functions r(εt) and k(εt) will be termed
the dimensionless growth rate function and the dimensionless carrying capacity function,
respectively. Note that we write p as p(t, ε), displaying its dependance on the parameter
ε explicitly.
2.4 Logistic Model with a Slowly Varying k
Here we will consider the situation where only the carrying capacity k varies with time.
In particular we will consider this variation to be slow relative to the rate at which the
population grows, thus 1/R0 ¿ TK . Then the carrying capacity can be represented as a
function of ‘slow’ time, εt; i.e.,
k = k(εt), (2.14)
where 0 < ε ¿ 1. The time scale εt can be regarded as slow time because it takes an
O(ε−1) change in t to produce an O(1) change in εt, and hence, presumably an O(1)
change in k(εt).
As noted in Section 2.2 the differential equation (2.13) can rarely be solved exactly when
r and/or k vary with t. However, our assumption of a slowly varying carrying capacity
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makes it possible to construct an analytic approximation to the solution of this problem.
One method is to use a multi-scaling approach [39]. This method belongs to a class of
related methods, termed multi-timing or multi-scaling methods, well-established in the
physical and engineering science literature - see, for example, ([22], Ch. 3), ([39], Ch. 6)
or ([36], Ch. 5), among many. Such methods exploit the disparate time variation between
components of a system, to produce an algorithm capable of generating an approximate
solution. For the present case of a slowly varying k such a method was applied by
Stojkov [48] and Shepherd and Stojkov [46], to obtain an explicit two-term expansion
for the population p(t, ε) in powers of ε that accurately represented the population p(t, ε)
on t ≥ 0 for small ε. Their analysis was based on two simple time scales, t0 = t and
t1 = εt, that were motivated by the form of (2.15) below.
Setting r to a constant, which means r ≡ 1 from Section 2.3, (2.13) now incorporates just
a slowly varying carrying capacity
dp(t, ε)
dt
= p(t, ε)
(
1− p(t, ε)
k(εt)
)
, p(t = 0, ε) = p0, (2.15)
which has the explicit solution
p(t, ε) =
p0e
t
1 + p0
∫ εt
0
et
k(s)
ds
, (2.16)
where, as above, p0 is the population at time t = 0. For arbitrary k, the integral in (2.16)
cannot be evaluated exactly.
The calculation in [46, 48], based on the scales t0 and t1 above, gives a two term expansion
for p(t, ε), giving an approximate solution to (2.15),
p(t, ε) = p˜0(t, ε) + εp˜1(t, ε) + · · · , (2.17)
where
p˜0(t, ε) =
k(εt)
1 +
(
1
p0
− 1
k0
)
k(εt)e−t
, (2.18)
and
p˜1(t, ε) = − k
′(εt)k20 − k′0k(εt)2e−t
k20
(
1 +
(
1
p0
− 1
k0
)
k(εt)e−t
)2 , (2.19)
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where k0 = k(0) and k
′
0 = k
′(0).
In the analysis of Stojkov [48] and Sherherd and Stojkov [46] the approximate solu-
tion (2.17) was applied to a range of simple slowly varying carrying capacities. Here we
will consider one of these as an example, specifically an exponentially increasing carrying
capacity, given by
k(εt) = k0e
εt, (2.20)
with an exact solution given by (2.16) as
p(t, ε) =
p0k0(ε− 1)
(k0ε− k0 + p0)e−t − p0e−εt . (2.21)
Figure 2.2 shows the approximate solution (2.17) along with the exact solution (2.16) for
two different initial populations.
From Figure 2.2 we can see that the population does not tend to the carrying capacity,
k(εt) but rather just stays in the close neighbourhood of it. This is in contrast to the case
of constant k where the population is asymptotic to the carrying capacity.
This behaviour can be clearly seen if we look at equation (2.17) as t→∞,
p(t, ε)→ k(εt)− εk′(εt) + · · · . (2.22)
The above result (2.22) is displayed in Figure 2.2 with a grey line. Thus we conclude that
the population does not tend to the carrying capacity itself but rather to the carrying
capacity minus an order ε correction. Note that the population will tend to the carrying
capacity if k is constant or k′(εt)→ 0 as t→∞.
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Figure 2.2: Logistic multi-scaled approximations (red and green solid) vs. the
exact solutions (black dash) with the exponentially increasing carrying capacity
(shown in black solid) for different p0 values, where ε = 0.1 and k0 = 2. The
limiting function is shown in blue (dot-dash).
2.4.1 An Application: the Bi-Logistic Model
The bi-Logistic model is simply the Logistic model with a time varying carrying capacity
which varies logistically between two constant limits [33], as shown in Figure 2.3. This cre-
ates a bi-Logistic population growth comprising two Logistic growth pulses, in sequence.
As discussed by Meyer and Ausubel [34], such a model successfully describes the growth
of the human population in England and Japan in response to increase in technology.
In their paper [34], Meyer and Ausubel used numerical methods. In what follows we
find an approximate analytic solution to this two pulse growth using the multi-scaling
approximation (2.17).
To generate this bi-Logistic population growth, Meyer and Ausubel propose a modified
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Logistic carrying capacity given by
k(εt) = k1 +
k2
1 + e−ε(t−tmk)
, (2.23)
where k1 is the carrying capacity as t → −∞, when eεtmk is larger enough, k1 can be
taken as the initial carrying capacity, k2 is the difference between the initial and final
constant carrying capacities, ε is a small constant growth rate, and tmk is the location
of the turning point in time. The smallness of ε shows that the carrying capacity (2.23)
may be viewed as slowly varying, so that the expansion (2.17) is applicable.
Meyer and Ausubel’s [34] numerical solution requires numerical values for the four pa-
rameters in (2.23), which creates difficulties as data is not always available; and the
varying carrying capacity makes an exact solution impossible to obtain. However, since
this variation is slow, we will overcome this obstacle by using the multi-scaling approxi-
mate solution of the Logistic model as given by (2.17). This will give a general expression
without knowing the values k1, k2 and tmk will take.
By applying the carrying capacity (2.23) to the approximation (2.17) obtained in the
previous section, where k0 = k1, we obtain an approximation to the bi-Logistic pulse.
To check the accuracy of the approximation we compare it with the numerical solution
of (2.15), as in Figure 2.3.
It can be seen from Figure 2.3 that the approximation is an extremely good one. We
will now look at the effect of a slowly varying carrying capacity and growth rate on the
Logistic model of population growth.
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Figure 2.3: Numerical solution (black dash) vs. multi-scaling approximation (red
solid) where r = 0.4, ε = 0.1, k1 = 0.4, k2 = 0.6, tmk = 95 and p0 = 0.1. Carrying
capacity is marked in blue (dot-dash).
2.5 Logistic Model with Slowly Varying r and k
In many situations, r and k both vary slowly, relative to the changing population. This
may arise from slow changes in the fecundity of the population due to pollution, or changes
in the climate which affect the food supply. In such cases, r and k may be represented
as (positive valued) functions r(εt) and k(εt), where t is time, and ε is a small, positive
parameter. Thus, ‘normal size’ changes in the argument of these functions, εt, correspond
to ‘large’ (i.e., ‘size’ 1/ε) changes in t, i.e., r(εt) and k(εt) are slowly varying compared
to p(t, ε). In this case, as noted in Section 2.3, the Logistic model is given by (2.13) as
dp(t, ε)
dt
= r(εt)p(t, ε)
(
1− p(t, ε)
k(εt)
)
, p(t = 0, ε) = p0, (2.24)
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which has an explicit solution
p(t, ε) =
p0e
∫ εt
0 r(s) ds
1 + p0
∫ εt
0
r(w)
k(w)
e
∫ w
0 r(s) ds dw
. (2.25)
As we noted in the simpler case considered in Section 2.4, the integrals in this solution
may rarely be evaluated for arbitrary function r(εt) and k(εt). However, in what follows,
we will demonstrate the multi-scaled technique and construct an approximation to the
solution of (2.24), valid for all times t ≥ 0 as ε→ 0. These calculations may also be found
in a slightly different format in Grozdanovski, Shepherd and Stacey [17].
2.5.1 The Multi-Scale Logistic Equation
The model (2.24) depends on the two time scales t and εt. However, while the analysis
of [46] and [48] successfully applied a multi-scaling method based on the two scales, t and
εt, in the general case, where both r and k vary slowly, we need to consider the more
general time scales,
t0 =
1
ε
h(t1) and t1 = εt, (2.26)
where h(t1) is a differentiable function to be found. Note that t1 ≥ 0, and we expect h(t1)
to be a positive-valued function on all t1 > 0, with h(0) = 0.
Here t0 is the ‘normal’ time variable and t1 is the ‘slow’ time variable. This makes k(εt)
and r(εt) functions of t1 only. The ‘normal’ time scale, t0, is determined by the form of
the function h(t1). Noting that t1 = εt, we have, on taking differentials
dt0 =
1
ε
h′(t1)ε dt = h′(t1) dt, (2.27)
so that O(1) changes in t are reflected as O(1) changes in t0, provided h
′(t1) is O(1). We
assume that
h′(t1) > 0, (2.28)
ensuring that t0 is a monotonic (one-to-one) function of t.
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If we regard p(t, ε) as a function of these two time scales, i.e.,
p(t, ε) ≡ p˜(t0, t1, ε) (2.29)
and apply the chain rule to the differential equation (2.24) we obtain the multi-scaled
Logistic equation as
h′(t1)D0 p˜+ εD1p˜ = r(t1) p˜
(
1− p˜
k(t1)
)
, (2.30)
where D0 and D1 are partial derivatives taken with respect to t0 and t1 respectively.
We note that the ordinary differential equation in (2.24) is now equivalent to the partial
differential equation (2.30), for the unknown function p˜(t0, t1, ε). This apparent increase in
complexity is offset by the fact that now, the ε-dependence is displayed explicitly (rather
that implicitly, as in (2.24)). Thus, (2.30) is now in a suitable form to find a solution by
a perturbation method based on the limit ε→ 0. We carry out this analysis in the next
section.
2.5.2 Perturbation Analysis
We first assume that p˜ may be expressed as a Poincare´ expansion in ε, given by
p˜(t0, t1, ε) = p˜0(t0, t1) + ε p˜1(t0, t1) + ε
2 p˜2(t0, t1) + · · · . (2.31)
By substituting the expansion (2.31) into equation (2.30) we get
h′(t1)D0(p˜0 + εp˜1 + · · · ) + εD1(p˜0 + εp˜1 + · · · )
= r(t1)(p˜0 + εp˜1 + · · · )
(
1− (p˜0 + εp˜1 + · · · )
k(t1)
)
. (2.32)
Equating like powers of ε in (2.32) gives a sequence of differential equations for the
coefficient functions p˜i(t0, t1). Equating terms independent of ε, we obtain
h′(t1)D0p˜0 = r(t1)p˜0
(
1− p˜0
k(t1)
)
, (2.33)
and for O(ε) terms,
h′(t1)D0p˜1 +D1p˜0 = r(t1)p˜1
(
1− 2p˜0
k(t1)
)
, (2.34)
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with analogous equations for p˜2, p˜3, p˜4, . . ..
Here we are just going to consider the first two terms in the expansion because they
are going to have the most impact on the final solution and the aim of obtaining an
approximation is to get a short expression which carries the most amount of information.
We note that the partial differential equation (2.33) can also be considered as an ordinary
differential equation with respect to t0, since the carrying capacity, k(t1), the growth rate,
r(t1) and h
′(t1) are regarded as constants with respect to t0. This is in effect the ordinary
Logistic equation (2.1) with a ‘constant’ carrying capacity and growth rate.
Solving the partial differential equation (2.33) gives
p˜0(t0, t1) =
k(t1)
1 + C(t1)k(t1)e−θ(t1)t0
, (2.35)
where C(t1) is an arbitrary function of t1, introduced when integration with respect to t0
is carried out, and
θ(t1) =
r(t1)
h′(t1)
. (2.36)
Note that from (2.28), θ(t1) is a positive function of t1 on t1 ≥ 0. Note also that the
equation (2.34) is a linear differential equation for p˜1 as a function of t0, that is readily
solved, given p˜0. Rearranging (2.34) we get
D0p˜1 − r(t1)
h′(t1)
(
1− 2p˜0
k(t1)
)
p˜1 = −D1p˜0
h′(t1)
. (2.37)
In what follows, we seek a particular solution only of (2.37). Since the original differential
equation is first order, the overall solution should involve only one arbitrary ‘constant’,
but as t1 is treated as a parameter the constant becomes an arbitrary function of t1.
To solve (2.37) we use the integrating factor method. Our integrating factor is given by
I = h′(t1)2
(
C(t1)k(t1) + e
θ(t1)t0
)2
e−θ(t1)t0 , (2.38)
and using this, we convert the differential equation (2.37) to
d
dt0
(Ip˜1) = I
(
−D1p˜0
h′(t1)
)
. (2.39)
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Solving (2.34) for p˜1 gives the particular solution as
p˜1 =
−k′(t1)/θ(t1) + 12k(t1)2θ′(t1)C(t1)t20e−θ(t1)t0 − k(t1)2C ′(t1)2t0e−θ(t1)t0
h′(t1) (1 + C(t1)k(t1)e−θ(t1)t0)
2 , (2.40)
where the primes denote derivatives taken with respect to the argument, t1.
Substituting p˜0 and p˜1 into the Poincare´ expansion (2.31), gives a two-term expansion for
the function p(t0, t1, ε), assumed valid on all t0, t1 ≥ 0.
We note from (2.35), that as t0 →∞, p˜0 → k(t1); and from (2.40) p˜1 → −k′(t1)/(θ(t1)h′(t1)).
However, the presence of the t0 e
−θ(t1)t0 and t20 e
−θ(t1)t0 terms in p˜1 means that convergence
of p˜1 to its limit is slower than that of p˜0; and, as t0 →∞ the difference between p˜1 and
its limit becomes relatively larger than the corresponding difference for p˜0. To ensure that
this condition does not occur, we set the coefficients of t0 e
−θ(t1)t0 and t20 e
−θ(t1)t0 to zero.
Thus, to do this, we choose
C ′(t1) = 0 and θ′(t1) = 0, (2.41)
which means we must choose C(t1) and θ(t1) to be constants. In particular, we may
choose
θ(t1) = 1, (2.42)
giving
h′(t1) = r(t1), (2.43)
on t1 ≥ 0. This leads, with (2.26), to
t0 =
1
ε
∫ t1
0
r(s) ds, (2.44)
defining the timescale t0. This reinforces our earlier contention that here, the time scales
are not the same as those adopted in [46] and [48]. However, note that when the growth
rate is a positive constant, so that r(s) ≡ 1, (2.44) gives t0 = t, effectively the same
‘ordinary’ time scale used by [46] and [48].
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Had we simply adopted the time scales used in [46] and [48] and proceeded to apply the
multi-scaled method our error would become clear when we solved for p˜1. In this case,
the solution for p˜1 would become,
p˜1 =
−k′(t1)− 12k(t1)2r(t1)r′(t1)C(t1)t20e−r(t1)t0 + k(t1)2r(t1)C ′(t1)2t0e−r(t1)t0
r(t1) (1 + C(t1)k(t1)e−r(t1)t0)
2 . (2.45)
Thus, in order to eliminate terms such as t0 e
−r(t1)t0 and t20 e
−r(t1)t0 we would be forced to
choose
C ′(t1) = 0 and r′(t1) = 0. (2.46)
This restricts r(t1) to being a constant. We thus conclude that the basic time scales t and
εt are only valid when r(εt) is a constant.
Now, with the choices (2.41), the expansion (2.31) becomes, in original variables,
p(t, ε) =
k(εt)
1 + ck(εt)e−t0
− ε k
′(εt)
r(εt) (1 + ck(εt)e−t0)2
+ · · · , (2.47)
where c is an arbitrary constant. Since our expansion consists of both leading order
terms and O(ε) terms, we assume that our constant c takes on the same form, i.e. c =
c0 + εc1 + · · · .
Substituting the initial condition from (2.24) into the expansion (2.47) gives
p0 =
k0
1 + (c0 + εc1 + · · · )k0 − ε
k′0
r0 (1 + (c0 + εc1 + · · · )k0)2
+ · · · , (2.48)
where we note that at t = 0, t0 = t1 = 0 and p˜ = p0, k0 = k(0), k
′
0 = k
′(0) and r0 = r(0).
Now we expand out (2.48) in powers of ε using series then collect coefficients of like powers
of ε, and on solving for c0 and c1, obtain,
c0 =
1
p0
− 1
k0
and c1 =
k′0
k20r0
. (2.49)
Thus, we find our two term expansion (2.47) for the solution of the Logistic model with
slowly varying r and k to be
p(t, ε) =
k(εt)p0k0
p0k0 − k(εt)(p0 − k0)e−t0
−εp
2
0[k
′(εt)k20r0 − k(εt)2k′0r(εt)e−t0 ]
r(εt)r0[p0k0 + k(εt)(k0 − p0)e−t0 ]2 + · · · , (2.50)
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with t0 as in (2.44). We note that when the growth rate is a constant, so that r ≡ 1,
then (2.50) reduces to (2.17).
The expression (2.50) provides a straightforward explicit approximation to the evolving
population p(t, ε) for given functions r and k. Note that, as expected, the terms in (2.50)
vary on two time scales–the t0 scale (essentially the ‘normal’ time scale, t), and the ‘slow’
scale, t1 = εt. The t0 variation is relatively rapid, and constitutes a transient effect that
carries information about the initial values, and dies out quickly, leaving the ‘slow’ terms
to dominate. Thus, we see that as t→∞ (and hence t0 →∞), the population will tend
to
k(εt)− ε
r(εt)
k′(εt) + · · · , (2.51)
i.e., a varying small neighbourhood of the carrying capacity k(εt). This reduces to (2.22)
when the growth rate is constant, and r ≡ 1, as expected. For many carrying capacities
of interest, the derivative k′(εt) will in fact tend to zero as t → ∞, so in these cases the
population, p(t, ε), will tend to the carrying capacity plus/minus an O(ε2) term. This is
analogous to the case of Section 2.4.
Note that the result (2.50) can be obtained by rewriting the differential equation (2.24)
in terms of t1 = εt;
ε
dp
dt1
= r(t1)p
(
1− p
k(t1)
)
, (2.52)
where
p(t1, ε) ≡ p(t1/ε, ε). (2.53)
If we propose a straightforward expansion
p(t1, ε) = p0(t1) + εp1(t1) + · · · , (2.54)
we obtain, on substituting (2.54) into (2.52) and equating like powers of ε,
p0(t1) = k(t1) and p1(t1) = −
k′(t1)
r(t1)
, (2.55)
giving the result (2.51).
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This expansion (2.54) may be regarded as an expansion valid when t1 = O(1); i.e. t =
O(ε−1) is large. Thus, it is the expansion valid when the transients have died out.
2.5.3 Comparison of the Multi-Scaled Logistic Approximation
with Results Found in the Literature
As we have noted previously, there are no examples of exact solutions of (2.24) in the
literature, for which both r and k vary, slowly or otherwise. Thus, we have no exact
solutions for comparison, and hence we need to compare our analytic approximation (2.50)
with numerical solutions of (2.24). However, Banks [3] gives a comprehensive list of
examples where r and k vary with time separately, but not together. In what follows, we
consider three examples from Banks [3] and show that these may be reconciled with the
results obtained by applying (2.50).
Exponentially Varying Carrying Capacity
We begin with an exponentially varying carrying capacity (as given in Section 2.4), cor-
responding to
k = k0e
εt, (2.56)
where k0 is a positive constant and the growth rate is constant ([3], Sec. 5.1), correspond-
ing to r ≡ 1, while ε is an arbitrary constant. In this case there is an exact solution, given
by (2.25) as
p =
p0
( 1
1−ε)e
−εt + [k0
p0
− ( 1
1−ε)]e
−t . (2.57)
Substitution of k = k0e
εt, r = 1 (with ε small and positive thus, giving a slowly exponen-
tially varying k) into (2.50) gives, after some manipulation,
p =
k0
e−εt + (k0
p0
− 1)e−t − ε
k0(e
−εt − e−t)[
e−εt +
(
k0
p0
− 1
)
e−t
]2 + · · · . (2.58)
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It is a simple matter to show that when (2.57) is expanded for small ε (keeping the e−εt
intact), we obtain (2.58), thus showing that (2.50) is a good approximation to the exact
solution for small ε.
Periodically Varying Carrying Capacity
As a second example, we choose
k = k0 + ka sin εt, (2.59)
and r = 1 ([3], Sec. 5.5), k0 > 0 and |ka| < k0. For small ε, this gives a slowly varying
periodic k. For this k and r, the integrals in (2.25) cannot be evaluated, and there is
no exact solution. However, when ka/k0 is small, the integrands may be expanded in
powers of ka/k0, and an expression can be obtained for p as a power series in ka/k0, see
Banks ([3], Sec. 5.5). This is given below
p =
k0
1− ( ϑ
ϑ2+1
)
ka
k0
(ϑ sin(εt)− cos(εt)) +
[
k0
p0
− 1− ( ϑ
ϑ2+1
)
ka
k0
]
e−t
, (2.60)
where ϑ = 1
ε
. If we further expand this result for small positive ε, we obtain after some
manipulation,
p =
k0
1 +
(
k0
p0
− 1
)
e−t
+
ka(sin εt+ ε(cos εt− e−t))[
1 +
(
k0
p0
− 1
)
e−t
]2 + · · · . (2.61)
Substituting k from (2.59) and r into (2.50) and expanding in powers of ka/k0 gives this
same result, after some manipulation, thus reconciling the two approaches once again.
Linearly Increasing Carrying Capacity
A third example lets R vary, while keeping K constant. Thus, we consider the linearly
varying dimensionless growth rate
r = r0(1− εt), (2.62)
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and r0 is a positive constant ([3], Sec. 4.1). In this case we are going to consider the
unconstrained growth of K. This means that K can’t be scaled as it has no characteristic
size. Thus, k is just a dimensionless parameter. Although no exact solution exists for
finite k, it may be shown ([3], Sec. 4.1) that when k = ∞ (unconstrained growth), we
get, from (2.25),
p = p0e
r0t(1− εt2 ). (2.63)
Applying this r and k to (2.50) gives
p =
p0
p0
k
− (p0
k
− 1) e−r0t(1− εt2 ) + · · · , (2.64)
with the O(ε) term vanishing identically. By letting k → ∞ in (2.64) we obtain (2.63).
Again, this confirms the validity of (2.50).
2.5.4 Comparison of the Multi-Scaled Logistic Approximation
with Numerical Solutions
The distinct advantage of the result (2.50) is that it provides an approximation when both
r and k are slowly varying. With no exact solutions to compare with in this case, we
validate the result (2.50) by comparing it with the results of a numerical solution. As
a typical example, we choose a periodically varying carrying capacity and growth rate,
given by
k(εt) = k0 + δ sin εt, r(εt) = r0 +∆ sin εt, (2.65)
where ε is small, while δ and ∆ are constants which describe the amplitudes of the
oscillatory components, also k0 > 0, |δ| < k0, r0 > 0, and |∆| < k0. Here, the carrying
capacity and growth rate oscillate around their initial values k0 and r0. Such behaviour
is typical of environments which slowly fluctuate over time. For example, in a marine
environment the changing tides resulting from the phases of the moon, such as the neap
tide which occurs during quarter moons and the spring tide which occurs during full and
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new moons, bring slow variation in the ability of the environment to support a given
species.
Figure 2.4 gives a comparison of the multi-scaling approximation (2.50) with the numerical
solution of (2.24) for a choice of parameter values in the periodic growth coefficients (2.65).
Figure 2.4: Logistic multi-scale approximation (red solid) vs. numerical solution
(black dash) using (2.65), with k0 = 1, r0 = 0.9, δ = 0.2, ∆ = 0.2, p0 = 0.3
and ε = 0.1. The carrying capacity is shown in blue (dot-dash).
If we regard the numerical solution as an ‘exact’ solution, Figure 2.4 shows that the expan-
sion (2.50) provides an extremely good analytic approximation to the solution of (2.24) in
this case. In fact, the two plots are almost identical. Figure 2.4 also shows that the pop-
ulation moves very quickly from its initial value to a small neighbourhood of the carrying
capacity, and remains there for all subsequent time, alternating between values above and
below the carrying capacity as the sign of k′(εt) changes, as predicted by (2.51).
Figure 2.5 shows a comparison between just the leading order term in our expansion (2.50)
and the whole two term expansion as seen in Figure 2.4. We can see that the O(ε)
30
correction in our expansion makes a significant difference to the overall accuracy of our
approximation.
Figure 2.5: Leading order term (navy solid) compared with the two term approx-
imation (red solid) vs. numerical solution (black dash), with k0 = 1, r0 = 0.9, δ =
0.2, ∆ = 0.2, p0 = 0.3 and ε = 0.1.
In order to demonstrate the efficacy of our multi-scaled approximation we will consider
two more examples. Firstly, we will look at the effect of an exponentially decaying carrying
capacity combined with a periodic growth rate. These will be in the form
k(εt) = k0 + δe
−εt, r(εt) = r0 +∆ sin εt. (2.66)
Again ε is small while k0, r0 and δ are positive constants and |∆| < r0. This sort of example
might describe an environment whose ability to support a population is decreasing at an
exponential rate, forever tending towards a sustainable value of k0. At the same time the
rate at which the population reproduces is still dependant on say, a seasonal fluctuation.
Figure 2.6 shows a comparison of the multi-scaled approximation (2.50) and the numerical
solution of (2.24) for a single set of parameter values. We can see from Figure 2.6 that
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the population rapidly increases towards the carrying capacity, crosses it, then begins to
decrease, forever tending to the carrying capacity from above.
Figure 2.6: Logistic multi-scale approximation (red solid) vs. numerical solution
(black dash) using (2.65), with k0 = 0.5, r0 = 0.9, δ = 3, ∆ = 0.7, p0 = 0.3
and ε = 0.1. The carrying capacity is shown in blue (dot-dash).
Lastly, we will look at a purely hypothetical example as a way to show the ability of
our approximation to handle more complicated slowly varying growth rates and carrying
capacities. Here we propose a growth rate which decays exponentially and a carrying
capacity that will vary periodically while simultaneously decreasing in amplitude, as given
by the following
k(εt) = k0 + δe
−σεt sin εt, r(εt) = r0 +∆ e−σεt, (2.67)
where k0, r0, σ and ∆ are all positive constants, with |δ| < k0. Figure 2.7 displays an
example of this sort of behaviour when applied to our approximation (2.50).
Again we see a good agreement between the numerical solution and the analytic approx-
imation, despite the more complicated function used for r(εt) and k(εt).
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Figure 2.7: Logistic multi-scale approximation (red solid) vs. numerical solution
(black dash) using (2.65), with k0 = 8, r0 = 0.7, σ = 0.1, δ = 2, ∆ = 0.2, p0 = 0.5
and ε = 0.1. The carrying capacity is shown in blue (dot-dash).
In this and the preceding Section, the multi-scaling technique has been successfully applied
to the Logistic population model when the defining parameters, r and k, vary slowly with
time, and has been shown to give an explicit, closed form, easily-used approximation
for the evolving population, which reduces to known results from the literature. This
approximation also compares very favourably with the results of numerical computations
in such cases, while being valid for a range of parameter values and functions.
2.6 Failure of the Approximation
If we again consider the example where both r and k vary periodically as in (2.65).
Figure 2.8 displays our approximation versus the numerical solution for a certain set of
parameter values.
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Figure 2.8: Logistic multi-scale approximation (red solid) vs. numerical solution
(black dash) using (2.65), with k0 = 1, r0 = 0.16, δ = 0.1, ∆ = 0.14, p0 = 0.1
and ε = 0.1. The carrying capacity is shown in blue (dot-dash).
In Figure 2.8 we can see peaks and large troughs occurring in the approximation which
do not occur in the numerical solution. This unusual behavior in the multi-scaling ap-
proximation (2.50) occurs because we have an r(εt) on the denominator of the O(ε) term.
While r(εt) is oscillating at some points the r(εt) value becomes very small, close to O(ε).
At these points the r(εt) will cancel with the ε and the term will cease to be O(ε) and
will become leading order, so it has a greater effect on the solution, which results in the
peaks and troughs seen in the plots. Although in this particular case the approximation
breaks down when r(εt) is too small the approximation is still valid for larger r(εt). This
is not an error in our approximation but rather an example of what happens if we use our
approximation outside of its realm of validity.
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2.7 Analysis of the Point of Inflection
A topic of much interest among biologists and ecologists alike is the point of inflection,
as it represents the point of maximum growth rate. For the Logistic model with all
parameters constant, finding the point of inflection is straightforward. Starting with the
basic dimensionless Logistic model
dp(t)
dt
= p(t) (1− p(t)) , (2.68)
we take the derivative of this equation with respect to t,
d2p(t)
dt2
= (1− 2p(t)) dp(t)
dt
. (2.69)
A possible point of inflection occurs when d
2p(t)
dt2
= 0, thus we solve for p(t), which gives,
p(ti) =
1
2
. (2.70)
Since we are looking for the time at which the point of inflection occurs we will let t = ti,
thus p(t) = p(ti). Thus, the point of inflection occurs when the population is half the
carrying capacity, that is, from (2.25)
1
2
=
1
1 +
(
1
p0
− 1
)
e−ti
. (2.71)
Hence,
ti = − ln
(
p0
1− p0
)
, (2.72)
which only arises on t > 0 when p0 <
1
2
.
Point of Inflection when the Carrying Capacity is Slowly Varying and the
Growth Rate is Constant
Now, when only the carrying capacity varies slowly with time, we have
dp(t, ε)
dt
= p(t, ε)
(
1− p(t, ε)
k(εt)
)
. (2.73)
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Taking the derivative with respect to t gives
d2p(t, ε)
dt2
= p(t, ε)
(
1− p(t, ε)
k(εt)
)2
− p(t, ε)
2
k(εt)
(
1− p(t, ε)
k(εt)
)
+
εp(t, ε)2k′(εt)
k(εt)2
; (2.74)
and, setting d
2p(t)
dt2
= 0 and simplifying, gives
pi − 3p
2
i
ki
+
2p3i
k2i
+
εp2i k
′
i
ki
= 0, (2.75)
where pi and ki denote the population and carrying capacity respectively at the point of
inflection, where t = ti.
Dividing (2.75) by pi, we obtain
2
k2i
p2i +
(
εk′i
k2i
− 3
ki
)
pi + 1 = 0. (2.76)
Solving the quadratic (2.76) for pi gives
pi =
1
4
(
3ki − εk′i ±
√
ε2k′i
2 − 6εkik′i + k2i
)
, (2.77)
and expanding (2.77) in powers of ε,
pi =
(
3
4
± 1
4
)
ki + ε
{
∓1
2
k′i −
1
4
k′i +
3
4
k′i
}
+ · · · . (2.78)
Which gives the population at the point of inflection as
pi = ki − εk′i + · · · (2.79)
or
pi =
1
2
ki + ε
k′i
2
+ · · · . (2.80)
From (2.70) we know that when both the growth rate and the carrying capacity are
constant the population at the point of inflection is equal to 1
2
, hence we will assume
that even when r and k are varying the population at the point of inflection will be
approximately k
2
. Thus we disregard (2.79) as a solution.
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Point of Inflection when both the Carrying Capacity and the Growth Rate
are Slowly Varying
When both the carrying capacity and growth rate vary with respect to slow time, using
the same process, the population pi at the point of inflection is found to be
pi =
1
2
ki + ε
k′iri + kir
′
i
2r2i
+ · · · . (2.81)
We note from (2.80) and (2.81) that if both ki and ri are constants then the point of
inflection will occur when pi = k/2, coinciding with the result (2.70) when deducing the
point of inflection from the original differential equation (2.68).
For simplicity, if we consider just leading order terms, we can equate the first term of our
approximation (2.50) with (2.80),
kip0k0
p0k0 − ki(p0 − k0)e−rti =
1
2
ki, (2.82)
where r is constant. Rearranging (2.82) gives
kie
−rti =
p0k0
k0 − p0 , (2.83)
which is a transcendental equation which can be solved to obtain ti. Note that a physically
real point of inflection will exist only if
p0k0
k0 − p0 > 0 or k0 > p0. (2.84)
We now consider a simple example where k varies exponentially, that is
k = k0e
−εt, (2.85)
and r ≡ 1. Using our leading order approximation (2.83), we can solve for ti,
ti = − 1
ε+ 1
ln
(
p0
k0 − p0
)
. (2.86)
Fortunately, in this case an exact solution for the time at which the point of inflection
occurs can be obtained from (2.73). This will allow us to compare the accuracy of our
leading order ti approximation, (2.86) with the exact solution.
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Leading Order Approximation
ε Approx ti Exact ti
0.1 1.99748 1.67692
0.05 2.09259 1.90954
0.01 2.17547 2.13433
Table 2.1: The time at which the point of inflection occurs - leading order approx-
imation vs. exact solution when p0 = 0.1 and k0 = 1.
Table 2.1 shows the time at which the point of inflection occurs, as obtained by our leading
order approximation versus the exact solution, for various values of ε.
It can be seen in Table 2.1 that there is a significant difference between the exact and
approximate location of the point of inflection. This indicates that our leading order
approximation is not sufficient, thus, we will employ the full two term expansion.
Again, equating (2.50) and (2.80), after some simplification this gives,
p0k0
[
p0(1 + ε)e
(2+ε)t + (k0 − p0 − εp0)et
]
(p0e(1+ε)t + k0 − p0)2 =
1
2
k0e
−εt − ε1
2
k0e
−εt. (2.87)
After some further manipulation of (2.87) we are able to obtain the following equation,
(1 + 3ε)p20 e
2(1+ε)t + ε(2k0 − 4p0)p0 e(1+ε)t
+(2p0k0 − k20 − p20 + εk20 − 2εp0k0 + εp20) = 0. (2.88)
Thus, we have a quadratic in e(1+ε)t. Solving (2.88) using the quadratic formula gives,
ti =
1
1 + εt
ln
(−B ±√B2 − 4AC
2A
)
, (2.89)
where
A = (1 + 3ε)p20,
B = ε(2k0 − 4p0)p0,
C = 2p0k0 − k20 − p20 + εk20 − 2εp0k0 + εp20.
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Table 2.2 compares the exact location of the point of inflection with our two term ap-
proximation, given by (2.89). We can clearly see an improvement from the leading order
approximation. It can clearly be seen that as ε→ 0 our approximation gets closer to the
exact solution.
Two Term Approximation
ε Approx ti Exact ti
0.1 1.75571 1.67692
0.05 1.96113 1.90954
0.01 2.14715 2.13433
Table 2.2: The time at which the point of inflection occurs - two term approxima-
tion vs. exact solution when p0 = 0.1 and k0 = 1.
If we consider the case where both r(εt) and k(εt) vary, no exact solution is obtainable.
However, using our approximation we are able to produce a transcendental equation
describing ti by using (2.50) and (2.81). Here we will consider,
r(εt) = r0 + εt and k(εt) = k0e
εt. (2.90)
As no exact solution is possible in this case we will compare our approximation with the
numerical solution, see Table 2.3. It can be noted that in this case our approximation is
accurate to three decimal places when ε = 0.01.
Two Term Approximation
ε Approx ti Numerical ti
0.1 2.52631 2.60546
0.05 2.39312 2.41480
0.01 2.24235 2.24328
Table 2.3: The time at which the point of inflection occurs - two term approxima-
tion vs. numerical solution when p0 = 0.1, k0 = 1 and r0 = 1.
We are able to produce a general transcendental equation which we can use to find ti for
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any function of r(εt) and k(εt),
p0k0 − k(εti)(p0 − k0)e−t0 = −B ±
√
B2 − 4AC
2A
, (2.91)
where
A = −r0[k(εti)r(εti)2 + εk′(εti)r(εti) + k(εti)r(εti)],
B = 2k(εti)p0k0r(εti)
2r0,
C = −2r(εti)2εp20,
and
t0 =
1
ε
∫ εti
0
r(s) ds. (2.92)
For many choices of r(εt) and k(εt), (2.91) may have to be solved numerically. As was
the case with the previous example. However, using our ti approximation to obtain the
location of the point of inflection proves to be much simpler than the process involved in
solving the differential equation numerically.
2.8 The Case of Negative Growth Rate, r
Up to this point we have only considered the growth rate, r, being positive. However,
simple examination of (2.24) shows that if r is strictly negative, our population will die
out. In this case, we may still obtain an expansion analogous to (2.50) that accurately
approximates the population’s decay over time. The arguments of Sections 2.5.1 and 2.5.2
remain valid, with appropriate modifications.
The transformations of Section 2.5.1 remain as given, as does the perturbation analysis
of Section 2.5.2. The difference comes when we consider (2.34). We know that, for r < 0,
p˜0 →∞, so we deduce that the θ(t1) of (2.36) must be a negative function to t1 on t1 ≥ 0.
The analysis arriving at (2.40) follows as before; but now the exponentials increase as
t0 → ∞ (θ(t1) < 0); i.e. p˜1 → 0 as t0 → ∞. We may employ the convergence argument
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following (2.40) to deduce (2.41); but now
θ(t1) = −1, (2.93)
and hence
h′(t1) = −r(t1), (2.94)
giving
h(t1) = −
∫ t1
0
r(s) ds, t0 = −1
ε
∫ t1
0
r(s) ds. (2.95)
Thus, h(t1) > 0 on t1 ≥ 0, as required, and t0 →∞ as t→∞.
We now recalculate the constants c0 and c1, which will give
c0 =
1
p0
− 1
k0
and c1 =
−k′0
k20r0
. (2.96)
Note that c0 remains the same but our new c1 is the negative of our previous c1, as given
in (2.49).
So our new expansion becomes (remember θ(t1) = −1)
p(t, ε) =
k(εt)p0k0
p0k0 − k(εt)(p0 − k0)et0
−εp
2
0[k
′(εt)k20r0 − k(εt)2k′0r(εt)et0 ]
r(εt)r0[p0k0 + k(εt)(k0 − p0)et0 ]2 + · · · , (2.97)
with t0 as in (2.95). Note that the only difference between (2.97) and (2.50) is in the
exponents.
Figure 2.9 compares the results obtained by using the expansion (2.97) with a numerical
solution. As claimed, the agreement is very good.
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Figure 2.9: Logistic multi-scale approximation (red solid) vs. numerical solution
(black dash) for negative r, with k(εt) = 0.6+0.2 cos(εt), r(εt) = −0.7−εt, p0 = 0.7
and ε = 0.1. The Carrying capacity is shown in blue (dot-dash).
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2.9 Expansion on a General Interval
The expansion for the solutions of the Logistic model, (2.50) and (2.97) assume that the
initial value, p = p0 is applied to t = 0. This may not be true, in general. Thus, we
replace the initial condition of (2.24) with
p(t = ti, ε) = pi, (2.98)
and consider the solution of the Logistic model on t ≥ ti.
It is apparent that the analysis of Section 2.5.2 will proceed as before, with an expansion
on t ≥ ti being given by
p(t, ε) =
k(εt)piki
piki − k(εt)(pi − ki)e−t0
−εp
2
i [k
′(εt)k2i ri − k(εt)2k′ir(εt)e−t0 ]
r(εt)ri[piki + k(εt)(ki − pi)e−t0 ]2 + · · · , (2.99)
where ki and ri denote the quantities as t1i = εti, and
t0 =
1
ε
∫ t1
εti
r(s) ds. (2.100)
An expansion analogous to (2.97) may be obtained in the case where r < 0 on t ≥ ti,
with values taken at t1i = εti and t0 as in (2.100).
2.10 Transitions in the Logistic Model
As we have seen, the expansions (2.50) and (2.97) are valid on regions where the growth
rate, r is strictly positive and negative, respectively. As the example of Section 2.6 shows,
these expansions fail in a neighbourhood of any point where r(t1) = 0. We will term
such a point t1 = t1 a transition point ; and in order that this zero of r be simple, we will
assume that r′(t1) 6= 0. We will also assume that transition points occur away from the
initial point t = t1 = 0 and are at t1 values independent of ε. Thus, since t1 = εt, we are
considering large t-values, for small ε > 0.
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We will illustrate the structure of the solution in the transition region for the case where
r(t1) has a simple zero at t1 = t1, and is positive on 0 ≤ t1 < t1 and negative on
t1 < t1 < ∞. In the context of population modelling, this reflects a population that
initially grows towards a slowly varying limiting state; but which, from t1 = t1 onwards,
experiences a negative growth rate, resulting in a population decline.
For definiteness, we consider
k = k(t1) and r = 1− t1, (2.101)
so, r(1) = 0, and
r > 0 on t1 < 1, (2.102)
r < 0 on t1 > 1. (2.103)
The supposition (2.101) is not too restrictive. It allows a completely arbitrary k(t1); while,
for general r(t1), if r(t1) = 0, we have, near t1 = t1,
r(t1) = (t1 − t1)r′(t1). (2.104)
Assuming r′(t1) < 0, we obtain the r of (2.101) by defining a new r and t1 by t1/ t1 and
r/ t1|r′(t1)|, respectively.
We assume that the initial condition at t = 0 is p(0) = p0.
For the r of (2.101), we may divide t ≥ 0 into four Regions, as in Figure 2.11.
In Region 1, the behaviour is dominated by the initial data via t0 variation. As we move
into Region 2, the population reaches the limiting population in Region 1;
k(εt)− εk
′(εt)
r(εt)
+ · · · , (2.105)
given by (2.51).
Note that since r > 0 on all of Regions 1 and 2, the behaviour of the population is
approximated by the full expansion (2.50) there. In Region 4, r < 0, and the evolution of
the population will be governed by an expansion of the type of (2.99), with appropriate
modifications.
44
Figure 2.10: Transition region.
In Region 3, which reduces in extent as ε → 0, there is a transition between the two
expansions. To examine Region 3 more carefully, we have it ‘blown up’, that is, we define
τ by
t1 = εt = 1 + ε
ατ, (2.106)
for some α > 0. The following analysis parallels that of O’Malley ([41], pp. 42–46).
Then, with
p˜(τ, ε) ≡ p(1 + εατ, ε), (2.107)
the governing differential equation (2.24) becomes
ε1−α
dp˜
dτ
= (1− (1 + εατ))p˜
(
1− p˜
k(1 + εατ)
)
, (2.108)
which gives
dp˜
dτ
= −ε2α−1τ p˜
(
1− p˜
k(1 + εατ)
)
. (2.109)
We choose
α =
1
2
, (2.110)
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which defines Region 3 as being of thickness O(ε
1
2 ).
Then, in Region 3, the governing differential equation is
dp˜
dτ
= −τ p˜
(
1− p˜
k(1 + εα)
)
. (2.111)
Now, in terms of these variables, we have
k(1 + ε
1
2 τ) = k(1) + ε
1
2 τk′(1) + · · ·
= k1 + ε
1
2 τk′1 + · · · , (2.112)
where subscript 1 denotes values as t1 = 1.
As we enter Region 3 from Region 2, the expansion (2.105) which describes the population
variation in Region 2 may be rewritten as
k(1 + ε
1
2 τ)− ε k
′(1 + ε
1
2 τ)
1− (1 + ε 12 τ) + · · ·
= k1 + ε
1
2 τk′1 − ε
k′1
−ε 12 τ + · · ·
= k1 + ε
1
2
(
τk′1 +
k′1
τ
)
+ · · · . (2.113)
These calculations lead us to propose an expansion for p˜(τ, ε) in Region 3 as
p˜(τ, ε) = p˜0(τ) + ε
1
2 p˜1(τ) + · · · . (2.114)
Substituting (2.114) into (2.111) and noting (2.112) gives
dp˜0
dτ
= −τ p˜0
(
1− p˜0
k1
)
, (2.115)
which has the general solution
p˜0(τ) =
k1
1 + C1k1e
1
2
τ2
, (2.116)
where C1 is a constant.
Now, for p˜0(τ) to match the expansion (2.113) in Region 2, as τ → −∞, we must choose
C1 = 0; (2.117)
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i.e.,
p˜0(τ) = k1, (2.118)
as might have been expected.
With this p˜0, we get the differential equation for p˜1 as
dp˜1
dτ
= τ(p˜1 − τk′1), (2.119)
which has the general solution
p˜1 = k
′
1τ −
1
2
e
1
2
τ2k′1
√
2pi erf
(
τ√
2
)
+ C2e
1
2
τ2 , (2.120)
where C2 is a constant.
This expands, as τ → −∞, as
p˜1 =
(√
pi
2
k′1 + C2
)
e
1
2
τ2 + k′1τ +
k′1
τ
+O
(
1
τ 3
)
. (2.121)
So, our p˜ in Region 3 has the expansion
k1 + ε
1
2
{(√
pi
2
k′1 + C2
)
e
1
2
τ2 + k′1τ +
k′1
τ
+ · · ·
}
+ · · · , (2.122)
as τ → −∞.
Now, agreement with (2.113) will be achieved if we choose
C2 = −
√
pi
2
k′1. (2.123)
Thus, our expansion in Region 3 becomes
p˜(τ, ε) = k1 +
√
ε
{
k′1
(
τ −
√
pi
2
e
1
2
τ2
)
− 1
2
e
1
2
τ2k′1
√
2pi erf
(
τ√
2
)}
+ · · · . (2.124)
As τ →∞, i.e., we leave Region 3 and move into Region 4, this tends to
k1 +
√
ε
{
k′1
(
τ +
1
τ
)
− k′1
√
2pie
1
2
τ2
}
+ · · · . (2.125)
Now consider the expansion in Region 4. This is
k(t1)
1 +Dk(t1)et0
− ε k
′(t1)
r(1 +Dk(t1)et0)2
+ · · · , (2.126)
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where, following Section 2.8, we have
t0 =
1
ε
∫ εt
1
(s− 1) ds
=
1
2ε
(εt− 1)2
=
1
2
τ 2, (2.127)
on noting (2.106).
In the above, D is an as yet undetermined constant. So, in terms of τ , the expan-
sion (2.126) is
k(1 + ε
1
2 τ)
1 +Dk(1 + ε
1
2 τ)e
1
2
τ2
− ε k
′(1 + ε
1
2 τ)
(1− (1 + ε 12 τ))(1 +Dk(1 + ε 12 τ)e 12 τ2)2
=
k(1 + ε
1
2 τ)
(1 +Dk(1 + ε
1
2 τ)e
1
2
τ2)
+ ε
1
2
k′(1 + ε
1
2 τ)
τ(1 +Dk(1 + ε
1
2 τ)e
1
2
τ2)2
. (2.128)
Now, putting
D = D0 + ε
1
2D1, (2.129)
and noting (2.112), and expanding for small ε, we see that (2.128) becomes
k1
1 +D0e
1
2
τ2
+ ε
1
2
k′1(τ +
1
τ
)− k21D1e
1
2
τ2
(1 +D0k1e
1
2
τ2)2
+ · · · . (2.130)
This will agree with (2.125) if we choose
D0 = 0, (2.131)
so that
−k21D1 = −k′1
√
2pi,
i.e.,
D1 =
k′1
√
2pi
k21
. (2.132)
Thus, the expansion in Region 4 becomes
k(t1)
1 + ε
1
2D1et0
− ε k
′(t1)
(1− εt)(1 + ε 12D1et0)2
+ · · · , (2.133)
where D1 is as above and t0 is given as in (2.127).
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2.10.1 Composite Expansion
We can create two composite expansions which are valid in Regions 1, 2 and 3 up to and
including εt = 1 and Regions 3 and 4 for εt > 1. We do this by employing a matching
technique, ([22], Ch. 2).
The population in Regions 1 and 2 is modeled by our approximation (2.50) and in Region
3 the population is modeled by (2.124). We create a composite expansion which covers
Regions 1, 2 and 3 up to and including the point εt = 1 by adding (2.50) and (2.124) and
subtracting their common part, given by (2.122). This leads to the composite expansion,
written in original variables, being
p(t, ε) =
k(εt)p0k0
p0k0 − k(εt)(p0 − k0)e−t0 − ε
p20[k
′(εt)k20r0 − k(εt)2k′0r(εt)e−t0 ]
r(εt)r0[p0k0 + k(εt)(k0 − p0)e−t0 ]2
−√ε
{
k′1
(
1
τ
+
√
pi
2
e
1
τ
τ2
)
+
1
2
e
1
τ
τ2k′1
√
2pi erf
(
τ√
2
)}
+ · · · , (2.134)
where τ =
√
εt− 1/√ε and t0 is as defined by (2.44). Here (2.134) is valid on 0 ≤ εt ≤ 1.
For 1 < εt < ∞, we use the same matching technique, however, this time we add the
expansion valid in Region 3, i.e., (2.124), and the approximation (2.133) for Region 4 and
subtract their common part which is given by (2.125). This gives our second composite
expansion as
p(t, ε) =
k(t1)
1 + ε
1
2D1et0
− ε k
′(t1)
(1− εt)(1 + ε 12D1et0)2
−√ε
{
k′1
(
1
τ
+
√
pi
2
e
1
2
τ2
)
+
1
2
e
1
2
τ2k′1
√
2pi erf
(
τ√
2
)
+ k′1
√
2pie
1
2
τ2
}
+ · · · , (2.135)
where τ =
√
εt−1/√ε, D1 is as given by (2.132) and t0 is as defined in (2.95). Now, (2.134)
is valid on 0 ≤ εt ≤ 1 and (2.135) is valid on 1 < εt <∞.
Figure 2.11 shows the behaviour of our original multi-scale approximation (2.50) when
passing through a transition. In this case r(εt) hits a zero at t = 20. Our approximation
is accurate up to approximately t = 15 where it then strays from the numerical solution
as r(εt) → 0 and becomes negative. By using (2.134) on 0 ≤ t ≤ 20 and (2.135) on
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20 < t < ∞, in Figure 2.12, we can see that our two composite expansions agree very
well with the numerical solution.
Figure 2.11: Multi-scaled approximation (2.50) (red solid) vs. numerical solution
(black dash) using r(εt) = 1− εt, k(εt) = 1 + 0.2 sin(εt), p0 = 0.3 and ε = 0.05.
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Figure 2.12: Composite expansions (2.134) and (2.135) vs. numerical solu-
tion (black dash), using r(εt) = 1 − εt, k(εt) = 1 + 0.2 sin(εt), p0 = 0.3 and
ε = 0.05. Composite expansion (2.134) is shown in pink (solid) and composite
expansion (2.135) is shown in green (solid).
For the case where r(εt) goes from being negative to positive, for example r(εt) = εt− 1,
a similar approach can be used. In this case approximation (2.97) would be used to
model the population in Regions 1 and 2, where r(εt) < 0, this would then be matched
to the expansion in the transition region (Region 3). The approximation (2.50) would
be used to describe the population in Region 4, where r(εt) > 0. So the approximations
used in Region 1 and 2 and Region 4 are opposite to those used for r(εt) = 1 − εt.
Figure 2.13 shows an example of the behaviour of the population when r(εt) goes from
being negative to positive. Unlike in Figure 2.12 where the population increases, reaches
a maximum when r(εt) = 0, then decreases, in Figure 2.13 the population exhibits the
opposite behaviour, i.e., the population decreases, reaching a minimum, before increasing,
as expected, as r(εt) switches from being negative to positive.
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Figure 2.13: Numerical solution for the population when r(εt) = εt−1, k(εt) = 1,
p0 = 0.5 and ε = 0.1.
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Chapter 3
The Gompertz Model
3.1 The Basic Gompertz Model
As we noted in Chapter 1 the Gompertz Law of Mortality was devised by Gompertz in
1825 [15]. As with the Logistic model the population grows over time, tending towards a
constant carrying capacity. Both the Logistic and Gompertz models are modifications of
the exponential model proposed by Malthus [32].
The Gompertz model can be expressed mathematically as the initial value problem
dP (T )
dT
= RP (T ) ln
(
K
P (T )
)
, P (T = 0) = P0, (3.1)
where T is time, P (T ) is the population (with the condition that P0 > 0), R > 0 is the
constant growth rate and K > 0 is the constant carrying capacity.
We can see that, by expanding out the Gompertz model, we get a right hand side made
up of two terms,
R ln(K)P (T )−RP (T ) ln(P (T )). (3.2)
The first term corresponds to Malthusian (or exponential) growth, as in the Logistic
model, and the second term modifies this and relates to intra-species competition, which
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is higher than linear but not quite quadratic in P (T ), compared to the Logistic model
which incorporates a quadratic intra-species competition. Thus, in a sense, the growth
described by the Gompertz model is part way between Malthusian and Logistic growth.
Solving the initial value problem (3.2) for P (T ) gives the solution
P (T ) = K
(
P0
K
)e−RT
. (3.3)
A family of Gompertz curves is shown in Figure 3.1 below.
Figure 3.1: Gompertz population growth with R = 0.1 and carrying capacity
K = 50 (black solid).
On comparing Figures 3.1 and 2.1 we see that they both display sigmoidal growth, despite
the obvious difference in the functional forms (2.1) and (3.1). As with the Logistic model,
when P0 > K the population decreases, tending to the carrying capacity from above.
The population displays sigmoidal behaviour with an inflection point occurring at
Ti = − 1
R
ln
(
−1
ln
(
P0
K
)) , (3.4)
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which occurs on T > 0 when P0 < Ke
−1.
3.2 Gompertz Model with Time Dependent R and K
The basic Gompertz model involves only constant growth parameters. To create a more
realistic model, we will allow these parameters to vary with time, so that (3.1) becomes
dP (T )
dT
= R(T )P (T ) ln
(
K(T )
P (T )
)
, P (T = 0) = P0, (3.5)
where R(T ) and K(T ) are both positive valued functions on T ≥ 0.
3.3 The Dimensionless Gompertz Equation
Before proceeding with any further analysis we non-dimensionalise the model (3.5). To
obtain a dimensionless Gompertz equation we take an analogous approach to that taken
for the Logistic model in Section 2.3. We adopt characteristic times and values (see (2.6)
and (2.7)) for the time varying parameters and introduce dimensionless variables p and t
as in (2.8) and (2.9) respectively. Thus, the dimensionless Gompertz model is
dp(t, ε)
dt
= r(εt)p(t, ε) ln
(
k(εt)
p(t, ε)
)
, p(t = 0, ε) = p0, (3.6)
where p0 = P0/K0 and ε is a positive parameter defined as a ratio of the two time scales
as given by (2.11) and (2.12). Note that P0 = P (0) while K0 is the characteristic value
for the carrying capacity given in (2.7). In what follows we will refer to (3.6) as the
Gompertz model, with dimensionless growth rate function and carrying capacity r(εt) and
k(εt) respectively. As in Chapter 2, when the growth rate or carrying capacity is constant,
we set r ≡ 1 or k ≡ 1 in the appropriate place.
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3.4 Gompertz Model with Slowly Varying r and k
Often in real life situations the growth parameters r and k vary slowly with time. Here we
will investigate the effect of slowly varying r and k on the Gompertz model of population
growth. We will do this by applying the multi-scaling method to (3.6). These calculations
are an expansion of Grozdanovski and Shepherd [19] and Grozdanovski [20].
3.4.1 The Multi-Scale Gompertz Equation
Following our analysis of the Logistic model with slowly varying r and k (Section 2.5.1
2.7), we again use the generalised time scales,
t0 =
1
ε
h(t1) and t1 = εt, (3.7)
where h(t1) is a function of t1 to be determined, having analogous properties to those of
the h(t1) of Section 2.5.1.
Thus, regarding p(t, ε) as a function of the two time scales (3.7), we define
p(t, ε) ≡ p˜(t0, t1, ε). (3.8)
Applying the chain rule, we obtain the multi-scaled Gompertz equation as
h′(t1)D0p˜+ εD1p˜ = r(t1)p˜ ln
(
k(t1)
p˜
)
, (3.9)
where again D0 and D1 are the partial differential operators with respect to t0 and t1
respectively. Note that, as in Chapter 2, this transformation makes the ε-dependance of
the equation explicit.
3.4.2 Perturbation Analysis
We now assume that p˜ may be written as a Poincare´ expansion in ε, given by
p˜(t0, t1, ε) = p˜0(t0, t1) + εp˜1(t0, t1) + ε
2p˜2(t0, t1) + · · · . (3.10)
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By substituting this expansion into (3.9) and collecting like powers of ε, we get from the
leading order terms,
h′(t1)D0p˜0 = r(t1)p˜0 ln
(
k(t1)
p˜0
)
, (3.11)
and from the O(ε) terms,
h′(t1)D0p˜1 +D1p˜0 = r(t1)p˜1 ln
(
k(t1)
p˜0
)
− r(t1)p˜1. (3.12)
We solve (3.11) for p˜0 to get
p˜0 = k(t1)e
−γ(t0,t1), (3.13)
where
γ(t0, t1) = e
−θ(t1)(t0+A(t1)), (3.14)
A(t1) is an arbitrary function of t1 and
θ(t1) =
r(t1)
h′(t1)
, (3.15)
as in Section 2.5.2.
Substituting (3.13) into (3.12) and rearranging gives the following first order differential
equation for the unknown function p˜1,
D0 p˜1 + θ(t1)p˜1
[
1− ln
(
k(t1)
p˜0
)]
= − 1
h′(t1)
D1p˜0. (3.16)
As before, we seek a particular solution of (3.16).
Using the integrating factor method with an integrating factor of
I = eθ(t1)t0+γ(t0,t1), (3.17)
we can solve for p˜1 to obtain the following expression
p˜1 =
[
− k
′(t1)
h′(t1)θ(t1)
eθ(t1)(t0+A(t1)) − (θ′(t1) + θ(t1)) k(t1)A
′(t1)
g′(t1)
t0
−
(
k(t1)θ
′(t1)
2g′(t1)
)
t20
]
e−θ(t1)(t0+A(t1))−γ(t0,t1). (3.18)
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Since p˜1 involves terms such as t0 e
−θ(t1)t0 and t20 e
−θ(t1)t0 , we choose to eliminate these
terms in order to satisfy the condition of Section 2.5.2 (see discussion prior to equa-
tion (2.41)). We thus equate the coefficients of t0 e
−θ(t1)t0 and t20 e
−θ(t1)t0 to zero. This
yields
A′(t1) = 0; (3.19)
hence
A(t1) = c, (3.20)
where c is an arbitrary constant, and
θ′(t1) = 0, (3.21)
or
θ(t1) = constant. (3.22)
We again choose θ(t1) = 1, so
h′(t1) = r(t1). (3.23)
The last condition (3.23), along with equation (3.7) and the condition that h(0) = 0 imply
that the time scales may now be written as
t0 =
1
ε
∫ t1
0
r(s) ds and t1 = εt. (3.24)
We can see here that the time scales needed to apply the multi-scaling method to the
Gompertz model are the same as that used for the Logistic model, that is, the time scale
t0 is dependent on the growth rate r(t1). If we expand the Logistic model (2.24) we get
dp(t, ε)
dt
= r(εt)p(t, ε)− r(εt)p(t, ε)
2
k(εt)
. (3.25)
Here, the Malthusian growth term is slowly varying as well as the intra-species competition
term. In this case we had to use the generalised time scales. However, if the growth rate
is constant (so r ≡ 1), the Malthusian growth term is not slowly varying and only the
simple time scales are needed.
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However, if we expand the Gompertz model (3.6) we get
dp(t, ε)
dt
= r(εt) ln(k(εt))p(t, ε)− r(εt)p(t, ε) ln(p(t, ε)). (3.26)
Thus, whether or not the growth rate is constant (r ≡ 1), the Malthusian (i.e. linear in
p(t, ε)) growth term is still slowly varying. Thus we must always use the generalised time
scales for the Gompertz model.
Now, with the choices (3.20) and (3.23), the expansion (3.10) becomes, in original vari-
ables,
p(t, ε) =
(
k(εt)− εk
′(εt)
r(εt)
)
e−e
−(t0+c) + · · · , (3.27)
where c is an arbitrary constant. Since our expansion consists of both leading order and
O(ε) terms, we assume that our constant c takes the same form, i.e, c = c0 + εc1 + · · · .
Using the initial condition that at t = t0 = t1 = 0, p(t = 0, ε) = p0, (3.27) becomes
p0 =
(
k0 − εk
′
0
r0
)
e−e
−(c0+εc1+··· ) + · · · (3.28)
where k0 = k(0), k
′
0 = k(0) and r0 = r(0). Now we expand (3.28) in powers of ε using
series then collect like powers of ε in order to solve for c0 and c1. This gives
c0 = − ln
(
ln
(
k0
p0
))
and c1 = − k
′
0
k0r0 ln
(
p0
k0
) . (3.29)
Thus, we find our two term expansion (3.27) for the solution of the Gompertz model with
slowly varying r and k to be
p(t, ε) = k(εt)
(
p0
k0
)e−t0
+ ε
(
k(εt)k′0e
−t0
k0r0
− k
′(εt)
r(εt)
)(
p0
k0
)e−t0
+ · · · , (3.30)
with t0 as in (3.24). From (3.30) we can see that there is an r(εt) in the denominator
of the O(ε) term. This means that if r(εt) → 0 in a neighbourhood of some t-value, the
O(ε) term will cease to be O(ε) and become leading order, thus disordering the expansion.
This will lead to a local failure of the expansion as discussed in Section 2.6.
We can see that as time, t tends to infinity,
p(t, ε)→ k(εt)− ε
r(εt)
k′(εt) + · · · . (3.31)
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So, once again the population, p(t, ε), as approximated by (3.30), tends to the carrying
capacity, k(εt), minus an O(ε) term dependent on the derivative of the carrying capacity
k′(εt), and r(εt). We can see that (3.31) agrees exactly with (2.51), so that both the
Logistic and Gompertz models tend to the same limiting value. Moreover, the expan-
sion (3.31) can also be obtained by rewriting the differential equation in (3.6) in terms of
t1 and preforming a straightforward perturbation calculation, as was carried out at the
end of Section 2.5.2.
3.5 Comparison of the Multi-Scaled Gompertz Ap-
proximation with Numerical Solutions
3.5.1 Application of Slowly Varying Carrying Capacity
In the previous section we obtained a general two term multi-timing approximation (3.30)
to the solution of the Gompertz model. We will now apply this to a range of slowly varying
carrying capacities. Here the growth rate is constant so r ≡ 1.
Exponentially Varying Carrying Capacity
This carrying capacity will either grow or decay exponentially and slowly over time. An
exponentially varying carrying capacity is given by the function:
k(εt) = k0 + δe
aεt, (3.32)
where ε is small, k0 + δ is the carrying capacity when t = 0, δ > 0 and a is a constant.
For a > 0 the carrying capacity will increase exponentially and for a < 0 the carrying
capacity will decay exponentially. Here we will consider the effect when a > 0. Such
exponential growth of a population could arise from an increase in the ability to produce
more food or the introduction of vaccines into an environment.
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Figure 3.2: Gompertz multi-scale approximation (red solid) with exponential car-
rying capacity vs. numerical solution (black dash) with k0 = 1, δ = 0.2, a = 1,
ε = 0.1 and p0 = 0.1. The carrying capacity is shown in blue (dot-dash).
A comparison of the multi-timing approximation with the numerical solution is seen in
Figure 3.2. We can see that the approximation is very accurate, as there is minimal
difference between the numerical solution and the approximate solution. It is interesting
to see that in this case the population stays strictly under the carrying capacity, as in the
case of a constant carrying capacity.
Periodically Varying Carrying Capacity
A slowly varying periodic carrying capacity is given by
k(εt) = k0 + δ sin(εt), (3.33)
where ε > 0 is small, k0 > 0 is the mean carrying capacity and |δ| < k0 is the amplitude
of the oscillations.
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In this case the carrying capacity begins at an initial value, k0, and oscillates around that
value over time. This sort of behavior is typical in environments which slowly fluctuate
over time.
Figure 3.3: Gompertz multi-scale approximation (red solid) with periodic carrying
capacity vs. numerical solution (black dash) with k0 = 1, δ = 0.1, ε = 0.1 and
p0 = 0.3. The carrying capacity is shown in blue (dot-dash).
A comparison of the multi-timing approximation with the numerical solution is seen in
Figure 3.3. We can see that in this case the population does not stay strictly under
the carrying capacity (unlike the previous example), but rather just in the close vicinity
of it, as seen with the Logistic model. Note also that the difference between the pop-
ulation and carrying capacity depends on the local slope of the carrying capacity. The
approximation (3.30) and numerical solution are extremely close together and are almost
indistinguishable.
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If we consider the limiting population (3.31), when k(εt) varies as in (3.33), we have
p(t, ε) → k0 + δ sin(εt)− εδ cos(εt) + · · ·
= k0 + δ (sin(εt)− εcos(εt)) + · · ·
= k0 + δ
√
1 + ε2 {sin εt cosφ− cos εt sinφ}+ · · ·
= k0 + δ
√
1 + ε2 sin(εt− φ) + · · · ,
where
sinφ =
ε√
1 +
(
ε
2
)2 ,
cosφ =
1√
1 +
(
ε
2
)2 ,
tanφ = ε.
So, to leading order in ε, the population will tend to
p(t, ε)→ k0 + δ
√
1 + ε2 sin(εt− ε) + · · · ,
as t→∞; i.e.,
p(t, ε)→ k0 + δ sin(ε(t− 1)) + · · · . (3.34)
Thus, to leading order in ε, the limiting population is ε out of phase with the carrying
capacity.
Logistically Varying Carrying Capacity
We now consider a logistically varying carrying capacity similar to that described by
Meyer [33] and Meyer and Ausubel [34], which was used to model bi-Logistic growth.
This is
k(εt) = k1 +
k2
1 + e−ε(t−tmk)
, (3.35)
where k1 is the carrying capacity at t = −∞, k1+k2 is the limiting value as t→∞, r ≡ 1
and ε are constant growth rates for the first and second growth phases, and tmk is the
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location of the second turning point in time. By plotting the numerical solution of the
Gompertz model and the approximate solution obtained by the multi-scaling approach
on the same axes we can see the close agreement between the two sets of results. This is
displayed in Figure 3.4.
Figure 3.4: Gompertz multi-scale approximation (red solid) with a modified Logis-
tic carrying capacity vs. numerical solution (black dash) with k1 = 0.55, k2 = 0.45,
tmk = 95, ε = 0.1 and p0 = 0.1. The carrying capacity is shown in blue (dot-dash).
The Bi-Gompertz Model
Just as the bi-Logistic refers to a Logistic model with a modified Logistic carrying capacity,
see Section 2.4.1, we may construct a bi-Gompertz model using the Gompertz model with a
modified Gompertz carrying capacity. In this case the slow-time varying carrying capacity
will vary in a Gompertz manner between two constant limits. The resulting population
variation can be described as bi-Gompertz, which comprises two Gompertz growth pulses
64
in sequence.
To achieve this, we modified the Gompertz carrying capacity in the same way Meyer [33]
and Meyer and Ausubel [34] modified the logistic carrying capacity. Then, the carrying
capacity becomes
k(εt) = k1 + k2 e
−e−ε(t−tmk) , (3.36)
where k1 is the carrying capacity at t = −∞, k1 + k2 is the limiting value as t → ∞,
r ≡ 1 and ε are constant growth rates for the first and second growth phases, and tmk is
the location of the second turning point in time. This can be seen in Figure 3.5.
Figure 3.5: Gompertz multi-scale approximation (red solid) with a modified
Gompertz carrying capacity vs. numerical solution (black dash) with k1 = 0.55,
k2 = 0.45, tmk = 95, ε = 0.1 and p0 = 0.1. The carrying capacity is shown in blue
(dot-dash).
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3.5.2 Application of Slowly Varying Carrying Capacity and Growth
Rate
Using the final multi-scaled approximation (3.30), we will now apply a slow-time varying
growth rate and a slowly varying carrying capacity. First we will consider a periodically
varying carrying capacity and a linearly increasing growth rate. The functions for r(εt)
and k(εt) are given as follows
r(εt) = r0 + εt, (3.37)
k(εt) = k0 + δ sin(εt), (3.38)
where r0 > 0 and k0 > 0 are the starting values and |δ| < k0 denotes the amplitude of the
oscillation about the starting value k0.
It is interesting to see that in Figure 3.6 the population actually reaches the carrying
capacity and follows it as time progresses. This occurs because r is a linearly increasing
function so that as t→∞, so does r. We can see in (3.31) that the term including k′(εt)
will approach zero thus the population will tend closer to and actually follow the carrying
capacity.
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Figure 3.6: Gompertz multi-scale approximation (red solid) with a periodic car-
rying capacity and a linear growth rate vs. numerical solution (black dash) with
k0 = 1, r0 = 0.4 , δ = 0.1, ε = 0.1, and p0 = 0.1. The carrying capacity is shown in
blue (dot-dash).
In the next two examples we are specifically interested in growth rates and carrying
capacities that are varying periodically with time because these describe environments
which fluctuate slowly over time. The functions for r(εt) and k(ε) are given as follows
r(εt) = r0 + δ cos(εt), (3.39)
k(εt) = k0 +∆sin(εt), (3.40)
where r0 > 0 and k0 > 0 are the starting values and |δ| < r0 and |∆| < k0 denote the
amplitudes of the respective oscillations about these starting values. Note here that r and
k are out of phase by pi
2
. Figure 3.7 shows a comparison between the numerical solution
and the approximation (3.30).
It can be seen from Figure 3.7 that the population does not follow the carrying capacity
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Figure 3.7: Gompertz multi-scale approximation (red solid) with a periodic car-
rying capacity and growth rate vs. numerical solution (black dash) with k0 = 1,
r0 = 0.9 , δ = 0.1, ∆ = 0.2, ε = 0.1 and p0 = 0.3. The carrying capacity is shown
in blue (dot-dash).
as closely as that of Figure 3.6. In this case the population tends to the carrying capacity
from either above or below depending on the sign of k′(εt).
In the last example we will again consider a periodically varying growth rate and carrying
capacity, which are varying in phase, that is
r(εt) = r0 + δ sin(εt), (3.41)
k(εt) = k0 +∆sin(εt), (3.42)
where r0 > 0 and k0 > 0 are the starting values and |δ| < r0 and |∆| < k0 denote the
amplitudes of the respective oscillations about these starting values. Figure 3.8 displays
the numerical solution versus our approximate solution for a certain set of parameter
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values. As with the Logistic model this is another example of using our approximation
outside of its realm of validity (see Section 2.6).
Figure 3.8: Gompertz multi-scale approximation (red solid) with a periodic car-
rying capacity and growth rate vs. numerical solution (black dash) with k0 = 1,
r0 = 0.16 , δ = 0.1, ∆ = 0.14, ε = 0.1 and p0 = 0.1. The carrying capacity is shown
in blue (dot-dash).
3.6 The Case of Negative Growth Rate, r
As in Section 2.8 we investigate the effect of a strictly negative growth rate. Paralleling
the analysis of Section 2.8 we choose
θ(t1) = −1, (3.43)
and hence
h′(t1) = −r(t1), (3.44)
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giving
h(t1) = −
∫ t1
0
r(s) ds, t0 = −1
ε
∫ t1
0
r(s) ds. (3.45)
Thus, h(t1) > 0 on t1 ≥ 0 and t0 →∞ as t→∞.
By recalculating our expansion, we obtain
p(t, ε) = k(εt)
(
p0
k0
)et0
+ ε
(
k(εt)k′0e
t0
k0r0
− k
′(εt)
r(εt)
)(
p0
k0
)et0
+ · · · , (3.46)
where t0 is as in (3.45). Note that the only difference between (3.46) and (3.30) is in the
exponents.
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Chapter 4
The Harvesting Model
4.1 The Basic Harvesting Model
The harvesting model is simply the Logistic model with the inclusion of density-dependant
harvesting, as discussed in Chapter 1. The harvesting model is given by
dP (T )
dT
= RP (T )
(
1− P (T )
K
)
− EP (T ), (4.1)
where P (T ) is the population (with the conditions that P0 = P (t = 0) > 0), R > 0 is
the constant growth rate of the population, K > 0 is the maximum population that the
environment can support (i.e. the carrying capacity) in the absence of harvesting and
E > 0 is the measure of the effort expended in harvesting. In this case we are referring
to a harvest rate which is proportional to the population size.
On expansion, we can see that the right hand side of (4.1) is actually a combination of
three terms,
dP (T )
dT
= (R− E)P (T )−RP (T )
2
K
. (4.2)
As in Chapter 2, the first term arises from Malthusian growth (also known as exponential
growth), and the second term reduces this growth and relates to intra-species competition,
which again is quadratic in P (T ). For a large enough harvest rate E, the Malthusian
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growth rate R − E may be negative. This means the population will die out and relates
to Section 2.8.
Solving (4.1), with the condition P (T = 0) = P0, gives the solution
P (T ) =
P0K(R− E)
RP0 + (RK − EK −RP0)e−(R−E)T . (4.3)
Some typical solutions to the harvesting equation are shown in Figure 4.1 below.
Figure 4.1: Population growth in the harvesting model with R = 0.4, K = 50
(black solid) and E = 0.1.
It can be seen from Figure 4.1 that the harvesting model displays sigmoidal behaviour
as seen in both the Logistic and Gompertz models. The distinct difference between the
harvesting solutions seen in Figure 4.1 and the Logistic solutions seen in Figure 2.1 lies
in the limiting value of the population. From Figure 4.1 we can see that the population
does not tend to the carrying capacity, K, but rather to some value below it. It can be
seen from equation (4.3) that as T → ∞ the population will tend to zero if E > R or
else it will tend to K(R−E)/R if E < R, thus, when harvesting is included the carrying
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capacity of the model is not K but rather K(R− E)/R. In what follows we will refer to
this as the limiting value.
4.2 The Dimensionless Harvesting Equation
The harvesting equation (4.1) is somewhat unrealistic as parameters such as the growth
rate, carrying capacity and harvesting effort may in fact vary with time. In this Section
we consider the effect when all the parameters vary slowly with time.
The harvesting initial value problem with varying growth rate, carrying capacity and
effort is given by
dP (T )
dT
= R(T )P (T )
(
1− P (T )
K(T )
)
− E(T )P (T ), P (T = 0) = P0. (4.4)
In order to obtain a dimensionless harvesting equation we take an analogous approach to
that taken in Section 2.3. We adopt characteristic times and values (see (2.6) and (2.7))
for the time varying parameters R(T ) and K(T ), and introduce the new time dependent
parameter E(T ),
E(T ) = E0e(
T
TE
) (4.5)
where E0 is a characteristic value, TE is a characteristic time scale and e is a dimensionless
function of a dimensionless argument. We now introduce dimensionless variables p and t
as in (2.8) and (2.9) respectively, so the differential equation (4.4) becomes
dp
dt
= r(εRt)p
(
1− p
k(εKt)
)
− E0
R0
e(εEt)p, (4.6)
where
εR =
1
R0
TR
, εK =
1
R0
TK
and εE =
1
R0
TE
(4.7)
are dimensionless ratios of time scales.
Here, as in Chapter 2, we will assume that the growth rate, the carrying capacity and the
harvesting effort have the same characteristic time scales, thus we set TR = TK = TE; so
73
that
εR = εK = εE = ε, (4.8)
and therefore the initial value problem (4.4), in dimensionless form, becomes
dp(t, ε)
dt
= r(εt)p(t, ε)
(
1− p(t, ε)
k(εt)
)
− µ e(εt)p(t, ε), p(t = 0) = p0, (4.9)
where
µ =
E0
R0
and p0 =
P0
K0
(4.10)
are both dimensionless ratios of characteristic values. From here on we are going to
consider slow variation in r(εt), k(εt) and e(εt), thus we must assume that the ratio of
time scales, ε, is small, that is 0 < ε¿ 1. In a like manner to Chapters 2 and 3, we will
refer to r(εt), k(εt) and e(εt) as the (dimensionless) growth rate, carrying capacity and
effort respectively. In the event that any one of these is constant, we set their value to 1.
Thus, constant effort corresponds to e(εt) ≡ 1.
4.3 The Multi-Scale Harvesting Equation
By regarding ε as being small, we may view the harvesting problem (4.9) as one involving
two time scales, a ‘slow’ time scale, εt and a ‘normal’ time scale, t. The time scale εt
can be regarded as slow time because it takes an O(ε−1) change in t to produce an O(1)
change in εt. The formal solution of (4.9) is easily shown to be given by
p(t, ε) =
p0e
∫ εt
0 (r(s)−µ e(s)) ds
p0
∫ εt
0
[
r(w)e
∫w
0 (r(s)−µ e(s)) ds
k(w)
]
dw + 1
. (4.11)
However, as in our earlier population models, the integrals in (4.11) cannot often be
evaluated exactly and we opt for an approximation to the solution of the problem using
a multi-scaling approach.
If we rewrite (4.9) as
dp(t, ε)
dt
= (r(εt)− µ e(εt)) p(t, ε)− r(εt)
k(εt)
p(t, ε)2, (4.12)
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we see that (4.12) is very similar to the expanded Logistic model given by
dp(t, ε)
dt
= r(εt)p(t, ε)− r(εt)
k(εt)
p(t, ε)2. (4.13)
As with the Gompertz model (see Section 3.4.2), it is interesting to note again, that
whether or not the growth rate is constant in (4.12) (i.e. r ≡ 1) the Malthusian growth
term is still slowly varying if e(εt) is slowly varying. Thus we must use the generalised
time scales,
t0 =
1
ε
h(t1) and t1 = εt. (4.14)
Here, as before, h(t1) is an arbitrary function of t1 which is to be found.
As in Chapter 2 we define p(t, ε) as a function of the two time scales,
p(t, ε) ≡ p˜(t0, t1, ε), (4.15)
and get, on application of the chain rule
dp(t, ε)
dt
≡ h′(t1)D0p˜+ εD1p˜, (4.16)
where D0, D1 denote partial differential operators taken with respect to t0, t1 respectively.
With these transformations, the multi-scaled harvesting equation is given by
h′(t1)D0p˜+ εD1p˜ = r(t1)p˜
(
1− p˜
k(t1)
)
− µ e(t1)p˜. (4.17)
Now (4.17) displays ε explicitly, rather than implicitly as in (4.9), so that a perturbation
approach based on ε → 0 may be used. We also note that this is a partial differential
equation.
4.3.1 Perturbation Analysis
We now assume that p˜ may be expressed as a Poincare´ expansion in ε, given by
p˜(t0, t1, ε) = p˜0(t0, t1) + εp˜1(t0, t1) + ε
2p˜2(t0, t1) + · · · . (4.18)
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Substituting the expansion (4.18) into equation (4.17) and collecting like powers of ε gives
us equations for p˜0 and p˜1 as
h′(t1)D0p˜0 = r(t1)p˜0 − r(t1)p˜
2
0
k(t1)
− µ e(t1)p˜0 (4.19)
and
h′(t1)D0p˜1 +D1p˜0 = r(t1)p˜1 − 2r(t1)p˜0p˜1
k(t1)
− µ e(t1)p˜1, (4.20)
respectively.
Now, solving (4.19) gives
p˜0 =
k(t1)θ(t1)h
′(t1)
r(t1) + A(t1)k(t1)θ(t1)h′(t1)e−θ(t1)t0
, (4.21)
where A(t1) is an arbitrary function of t1 and
θ(t1) =
r(t1)− µ e(t1)
h′(t1)
. (4.22)
If θ(t1) is a positive function of t1, we see that p˜0 is bounded for all t0, t1, thus at this
point, we will assume that θ(t1) is positive. This also enforces the condition that h
′(εt)
and r(εt)− µe(εt) have to be either both positive or both negative functions of t1. With
these choices, the population will tend to k(t1)θ(t1)h
′(t1)/r(t1) as t0, t1 → ∞. Here we
will assume that r(εt) − µe(εt) > 0, thus h′(εt) > 0 for all t ≥ 0, this means that the
growth rate of the population, r(εt), must be greater than the total harvesting effort,
µe(εt).
On rearrangement, (4.20) becomes a linear equation for p˜1 in terms of t0,
D0 p˜1 +
p˜1
h′(t1)
[
−r(t1) + 2r(t1)p˜0
k(t1)
+ µ e(t1)
]
= − 1
h′(t1)
D1p˜0. (4.23)
We note that p˜0 contains one arbitrary function of t1. We only seek a particular solution
of (4.23) to represent p˜1. An integrating factor method gives this as
p˜1 =
[
−k′(t1)r(t1)− k(t1)θ
′(t1)r(t1)
θ(t1)
− k(t1)h
′′(t1)r(t1)
h′(t1)
+ k(t1)r
′(t1)
+
(
h′(t1)k(t1)2θ(t1)2A′(t1)t0 − 1
2
h′(t1)k(t1)2θ(t1)2θ′(t1)A(t1)t20
)
e−θ(t1)t0
]
(4.24)
× (r(t1) + A(t1)k(t1)θ(t1)h′(t1)e−θ(t1)t0)−1 .
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In order to satisfy the condition of Section 2.5.2 (see discussion prior to (2.41)), we choose
to eliminate terms such as t0 e
−θ(t1)t0 and t20 e
−θ(t1)t0 by equating the coefficients of these
terms to zero. Thus, we choose
A′(t1) = 0 and θ′(t1) = 0, (4.25)
which means we must choose
A(t1) = c and θ(t1) = constant = 1, (4.26)
where c is an arbitrary constant and we choose to let θ(t1) = 1. This leads to
h′(t1) = r(t1)− µ e(t1), (4.27)
which means h′(t1) will be positive when the growth rate is greater than the total har-
vesting effort.
The condition (4.27) and the requirement h(t1) = 0 when t = 0 gives the time scales t0
and t1 as
t0 =
1
ε
∫ t1
0
(r(s)− µ e(s)) ds and t1 = εt. (4.28)
By substituting the above conditions (4.25) and (4.26) into the expansion (4.18), we obtain
p˜(t0, t1, ε) =
k(t1)h
′(t1)
r(t1) + ck(t1)h′(t1)e−t0
− ε k
′(t1)r(t1)h′(t1) + k(t1)h′′(t1)r(t1)− k(t1)r′(t1)h′(t1)
h′(t1) (r(t1) + ck(t1)h′(t1)e−t0)
2 + · · · . (4.29)
Since our expansion consists of both leading order terms and O(ε) terms, we assume that
our constant c takes on the same form i.e. c = c0 + εc1 + · · · .
By substituting the condition t = 0, t0 = t1 = 0 into our expansion, (4.29) becomes
p0 =
k0h
′
0
r0 + (c0 + εc1 + · · · )k0h′0
− ε k
′
0r0h
′
0 + k0h
′′
0r0 − k0r′0h′0
h′0 (r0 + (c0 + εc1 + · · · )k0h′0)2
+ · · · , (4.30)
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where p0, k0, k
′
0, . . . are as described in Section 2.5.2. By expanding (4.30) in powers of ε,
then solving for c0 and c1, we find that
c0 =
k0h
′
0 − p0r0
p0k0h′0
(4.31)
and
c1 =
h′0k0r
′
0 − k0h′′0r0 − k′0r0h′0
h′0
3k20
. (4.32)
Now our two term expansion for the solution of the non-dimensional harvesting problem
becomes
p(t, ε) =
k(εt)h′(εt)p0k0h′0
ψ
− ε p
2
0
h′(εt)h′0ψ2
{
h′(εt)3k(εt)2 (k0r′0h
′
0 − k′0r0h′0 − k0h′′0r0) e−t0
+k20h
′
0
3
[k′(εt)r(εt)h′(εt)− k(εt)r′(εt)h′(εt) + k(εt)h′′(εt)r(εt)]
}
+ · · · , (4.33)
where
ψ = r(εt)p0k0h
′
0 + k(εt)h
′(εt) (k0h′0 − r0p0) e−t0 ,
h′(εt) = r(εt)− µe(εt),
h′0 = r0 − µe0,
h′′(εt) = r′(εt)− µe′(εt),
h′′0 = r
′
0 − µe′0,
and t0 is defined by (4.28). Equation (4.33) now provides a two term approximation to
the solution of the harvesting model when the growth rate, carrying capacity and effort
vary slowly with time.
From (4.33) we can see that as time, t→∞ (and hence t0 →∞),
p(t, ε)→ k(εt)(r(εt)− µe(εt))
r(εt)
−ε
(
k′(εt)
r(εt)
− k(εt)r
′(εt)
r(εt)2
+
k(εt)(r′(εt)− µe′(εt))
r(εt)(r(εt)− µe(εt))
)
+ · · · . (4.34)
Hence, over time, the population will tend to the limiting value of k(εt)(r(εt)−µe(εt))/r(εt)
minus an O(ε) correction.
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It can be seen from (4.34) that the approximation (4.33) will fail as r(εt)→ 0, which cor-
responds with both the Logistic and Gompertz approximations of Sections 2.5.2 and 3.4.2,
respectively. However, the approximation (4.33) for the harvesting model will also fail as
r(εt) − µe(εt) → 0 (or r(εt) → µe(εt)). This implies that our harvesting approximation
has two possible transition regions, surrounding the points r(εt) = 0 or r(εt) = µe(εt).
To validate the accuracy of the approximation (4.33) we will plot it along with the numer-
ical solution of the harvesting problem. This is done in the following section for different
choices of parameters.
4.3.2 Comparison of the Multi-Scaled Harvesting Approxima-
tion with Numerical Solutions
Here we will validate the result (4.33) by comparing it with the results of a numerical
solution. We will begin by considering the case where both r and k are constant and only
the effort e varies slowly. First we will consider a periodic effort, that is,
k(εt) ≡ 1, (4.35)
r(εt) ≡ 1, (4.36)
e(εt) = e0 + δ cos εt, (4.37)
where ε is small, e0 > 0 and |δ| < e0 is the amplitude of the oscillation in the effort. See
Figure 4.2.
It can be seen in Figure 4.2 that the population does not reach the carrying capacity, k(εt),
as it does in both the Logistic and Gompertz models, of Chapters 2 and 3 respectively.
In this case the population stays strictly under the carrying capacity, and actually tends
to a limiting value of k(εt)(r(εt)−µe(εt))
r(εt)
, which will always be less than the carrying capacity.
Even though the carrying capacity is constant the population displays periodic behaviour
as a result of the harvesting. This is also evident in Figure 4.3
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Figure 4.2: Harvesting multi-scale approximation (red solid) vs. numerical solu-
tion (black dash), with e0 = 0.5, δ = 0.24, µ = 0.2, p0 = 0.3 and ε = 0.1. The
carrying capacity is shown in blue (dash) and the limiting value is shown in green
(dash).
Now we will consider a periodic effort which is also decreasing in amplitude, given by
k(εt) ≡ 1, (4.38)
r(εt) ≡ 1, (4.39)
e(εt) = e0 + δ e
−αεt sin εt, (4.40)
where ε is small, α > 0, e0 > 0 and |δ| < e0. See Figure 4.3.
In Figure 4.3 we can see that as the amplitude of the oscillations decrease over time, the
population will tend to a constant value of 0.8 as given by the limiting value as t→∞.
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Figure 4.3: Harvesting multi-scale approximation (red solid) vs. numerical solu-
tion (black dash), with e0 = 0.8, δ = 0.4, α = 0.1, µ = 0.5, p0 = 0.1 and ε = 0.1.
The carrying capacity is shown in blue (dash) and the limiting value is shown in
green (dash).
Next we will consider slowly varying k and e and a constant r, specifically a periodic
varying carrying capacity and harvesting effort,
k(εt) = k0 + δ sin εt, (4.41)
r(εt) ≡ 1, (4.42)
e(εt) = e0 +∆ sin εt (4.43)
where ε is small, k0 > 0, e0 > 0 with |δ| < k0 and |∆| < e0 being the amplitudes of the
oscillation in the carrying capacity and effort respectively. See Figure 4.4.
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Figure 4.4: Harvesting multi-scale approximation (red solid) vs. numerical so-
lution (black dash), with k0 = 0.9, e0 = 1, δ = 0.2,∆ = 0.4, µ = 0.05, p0 = 0.1
and ε = 0.1. The carrying capacity is shown in blue (dash) and the limiting value
is shown in green (dash).
Again we will keep r constant and vary both k and e as given,
k(εt) = k1 +
k2
1 + e−ε(t−tmk)
, (4.44)
r(εt) ≡ 1, (4.45)
e(εt) = e0 + δ sin εt, (4.46)
where ε is small, k1 > 0, k2 > 0, e0 > 0 with |δ| < k0 being the amplitude of the oscillation
in the effort. See Figure 4.5.
Figure 4.5 displays a population with a carrying capacity which varies logistically as in
the Bi-Logistic model of Section 2.4.1. Although the harvesting is periodic, and the
oscillations in the population reflect this, the population also displays the pulse behaviour
of the carrying capacity.
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Figure 4.5: Harvesting multi-scale approximation (red solid) vs. numerical solu-
tion (black dash), with k1 = 0.55, k2 = 0.45, tmk = 100, e0 = 0.6, δ = 0.4, µ =
0.05, p0 = 0.1 and ε = 0.1. The carrying capacity is shown in blue (dash) and the
limiting value is shown in green (dash).
Lastly, we will consider all parameters slowly varying periodically and in phase,
k(εt) = k0 + δ sin εt, (4.47)
r(εt) = r0 + γ sin εt, (4.48)
e(εt) = e0 +∆ sin εt, (4.49)
where ε is small, k0 > 0, r0 > 0, e0 > 0 with |δ| < k0, |γ| < r0 and |∆| < e0 being the
amplitudes of the oscillation in the carrying capacity, growth rate and effort respectively.
See Figure 4.6.
Figure 4.6 displays one case where all the parameters are slowly varying and proves that
our approximation is an accurate one. Unfortunately, this case is a very sensitive one as
varying r may result in failure of the approximation as seen on Section 2.6.
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Figure 4.6: Harvesting multi-scale approximation (red solid) vs. numerical solu-
tion (black dash), with k0 = 0.9, r0 = 0.7, e0 = 1, δ = 0.2, γ = 0.1, ∆ = 0.4, µ =
0.05, p0 = 0.1 and ε = 0.1. The carrying capacity is shown in blue (dash) and the
limiting value is shown in green (dash).
It can be noted that in all Figures 4.2 - 4.6 the population stays strictly under the carrying
capacity, k(εt) and tends to the limiting value as given by (4.34).
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Chapter 5
A General Population Model and a
Validation Proof
5.1 A General Population Model
We now consider a general dimensionless model, given by,
dp(t, ε)
dt
= a(εt)p(t, ε)− b(εt)p(t, ε)n, p(t = 0, ε) = p0, (5.1)
where n is an integer with n > 1 and p0 > 0. This model incorporates both the Logistic
model and the harvesting model.
Thus to convert (5.1) into the Logistic model of Chapter 3 we let n = 2 and
a(εt) = r(εt) and b(εt) =
r(εt)
k(εt)
; (5.2)
while to convert to the harvesting model of Chapter 4 we let n = 2 and
a(εt) = r(εt)− µe(εt) and b(εt) = r(εt)
k(εt)
. (5.3)
For arbitrary integer n > 2, this model, with the choices (5.2) or (5.3) becomes a power
law version of the Logistic or harvesting models, respectively.
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The general model (5.1) has an exact solution given by
p(t, ε) =
e
∫ εt
0 a(s) ds(
(n− 1) ∫ εt
0
b(s)e(n−1)
∫ s
0 a(u) du ds+ C
) 1
n−1
, (5.4)
where C is an arbitrary constant. As in previous Chapters, the integrals in (5.4) often
cannot be evaluated exactly, hence we opt for an approximation to the solution, specifically
a multi-scaled approximation as both the parameters a(εt) and b(εt) are slowly varying
in comparison to the evolving population.
5.1.1 Construction of the Multi-Scaled Approximation
As with the previous single species population models considered, the inclusion of slowly
varying parameters means that it is possible to apply a multi-scaling technique in order
to obtain an approximation to the solution of this model.
Here we again introduce the two generalized time scales,
t0 =
1
ε
h(t1) and t1 = εt, (5.5)
where, as in earlier Chapters, h(t1) is an arbitrary function of t1 which is to be found, and
satisfies the conditions h′(t1) > 0 and h(0) = 0. We define p(t, ε) as a function of these
time scales,
p(t, ε) ≡ p˜(t0, t1, ε). (5.6)
We get, on application of the chain rule
dp(t, ε)
dt
≡ h′(t1)D0p˜+ εD1p˜, (5.7)
where D0, D1 are as in earlier Chapters.
With (5.7), the general model becomes
h′(t1)D0p˜+ εD1p˜ = a(t1)p˜− b(t1)p˜n. (5.8)
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We now express p˜ as a Poincare´ expansion in ε,
p˜(t0, t1, ε) = p˜0(t0, t1) + εp˜1(t0, t1) + ε
2p˜2(t0, t1) + · · · . (5.9)
Substituting the expansion (5.9) into equation (5.8) and collecting like powers of ε gives
us partial differential equations for p˜0 and p˜1 as
h′(t1)D0p˜0 = a(t1)p˜0 − b(t1)p˜n0 (5.10)
and
h′(t1)D0p˜1 +D1p˜0 = a(t1)p˜1 − nb(t1)p˜1p˜n−10 , (5.11)
respectively.
Now, solving (5.10) gives
p˜0 =
(
θ(t1)h
′(t1)
b(t1) + C(t1)θ(t1)h′(t1)e−θ(t1)(n−1)t0
) 1
n−1
, (5.12)
where C(t1) is an arbitrary function of t1 and
θ(t1) =
a(t1)
h′(t1)
. (5.13)
Here we assume that θ(t1) is a positive function of t1.
On rearrangement, equation (5.11) becomes a linear equation for p˜1 in terms of t0,
D0 p˜1 +
p˜1
h′(t1)
[
nb(t1)p˜
n−1
0 − a(t1)
]
= − 1
h′(t1)
D1p˜0. (5.14)
Since the original equation (5.8) is first order, we only seek a particular solution of (5.14)
to represent p˜1. Using the integrating factor method, with an integrating factor of
I =
(
b(t1) + c(t1)θ(t1)h
′(t1)e−θ(t1)(n−1)t0
) n
n−1 eθ(t1)(n−1)t0 , (5.15)
we can solve (5.14) for p˜1. To satisfy the condition of Section 2.5.2 (see discussion prior
to (2.41)), we choose
c′(t1) = 0, (5.16)
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hence
c(t1) = c, (5.17)
where c is an arbitrary constant, and
θ′(t1) = 0, (5.18)
or
θ(t1) = constant = 1, (5.19)
which means that
h′(t1) = a(t1) (5.20)
and
h′′(t1) = a′(t1). (5.21)
The condition (5.20) gives the time scales t0 and t1 as
t0 =
1
ε
∫ t1
0
a(s) ds and t1 = εt. (5.22)
By substituting (5.16) and (5.18) into the expansion (5.9), we obtain
p˜(t0, t1, ε) =
(
a(t1)
b(t1) + ca(t1)e−(n−1)t0
) 1
n−1
+ε
{
b′(t1)a(t1)
2−n
n−1 − b(t1)a′(t1)a(t1)
3−2n
n−1
(n− 1)2 (b(t1) + ca(t1)e−(n−1)t0)
n
n−1
}
+ · · · . (5.23)
5.1.2 Applying the Initial Condition
Since our expansion consists of both leading order terms and O(ε) terms, we assume that
our constant c takes on the same form i.e. c = c0 + εc1 + . . ..
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By applying the initial condition t = t0 = t1 = 0, p˜(t = 0, ε) = p0 to our expansion (5.23),
we get
p0 =
(
a0
b0 + (c0 + εc1 + . . .)a0
) 1
n−1
+ ε
b′0a
2−n
n−1
0 (b0 + (c0 + εc1 + . . .)a0)
− n
n−1
(n− 1)2
− b0a
′
0a
3−2n
n−1
0 (b0 + (c0 + εc1 + . . .)a0)
− n
n−1
(n− 1)2
+ · · · , (5.24)
where a0 = a(0), a
′
0 = a(0), b0 = b(0) and b
′
0 = b(0).
By expanding (5.24) in powers of ε, then solving for c0 and c1, we find that
c0 = p
1−n
0 −
b0
a0
(5.25)
and
c1 =
b′0a0 − b0a′0
a03(n− 1) . (5.26)
Rewriting in terms of t, our two term expansion for the solution of the general model
becomes
p(t, ε) = p˜0(t, ε) + εp˜1(t, ε) + · · · , (5.27)
where
p˜0(t, ε) =
(
a(εt)
b(εt) + a(εt) c0 e−(n−1)t0
) 1
n−1
, (5.28)
p˜1(t, ε) = − a(εt)
n
n−1 c1 e
−(n−1)t0
(n− 1) (b(εt) + c0 a(εt)e−(n−1)t0)
n
n−1
− a(εt)
3−2n
n−1 a′(εt) b(εt)− a(εt) 2−nn−1 b′(εt)
(n− 1)2 (b(εt) + c0 a(εt)e−(n−1)t0)
n
n−1
, (5.29)
and
t0 =
1
ε
∫ εt
0
a(s) ds. (5.30)
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5.1.3 Reduction to Simpler Models
Now, if we let n = 2, the expansion (5.27) corresponds to the approximations formulated
for both the Logistic model and the harvesting model, in Chapters 2 and 4 respectively.
In general, the approximation to the solution of the general model when n = 2 is given
by
p(t, ε) =
a(εt)p0a0
b(εt)a0p0 + (a(εt)a0 − a(εt)p0b0)e−t0
−ε
{
p20(a
3
0(a
′(εt)b(εt)− b′(εt)a(εt)) + a(εt)3(b′0a0 − a′0b0)e−t0)
a(εt)a0(b(εt)p0a0 + (a(εt)a0 − a(εt)p0b0)e−t0)2
}
+ · · · . (5.31)
Which, as t→∞, tends to
a(εt)
b(εt)
+ ε
{
b′(εt)a(εt)− b(εt)a′(εt)
a(εt)b(εt)2
}
+ · · · . (5.32)
The expansion (5.31) can be shown to give (2.50) by carrying out the following substitution
a(εt) = r(εt), a0 = r0,
a′(εt) = r′(εt), a′0 = r
′
0,
b(εt) =
r(εt)
k(εt)
, b0 =
r0
k0
,
b′(εt) =
r′(εt)
k(εt)
− r(εt)k
′(εt)
k(εt)2
, b′0 =
r′0
k0
− r0k
′
0
k20
.
Similarly, (5.31) can be shown to give (4.33) by carrying out this substitution
a(εt) = r(εt)− µe(εt), a0 = r0 − µe0,
a′(εt) = r′(εt)− µe′(εt), a′0 = r′0 − µe′0,
b(εt) =
r(εt)
k(εt)
, b0 =
r0
k0
,
b′(εt) =
r′(εt)
k(εt)
− r(εt)k
′(εt)
k(εt)2
, b′0 =
r′0
k0
− r0k
′
0
k20
.
It can be seen from (5.32) that the approximation (5.31) will fail as a(εt)→ 0 or b(εt)→ 0;
this corresponds to the findings of Section 4.3.2. The case where a(εt) has a simple zero
will be discussed in detail in Section 5.2.1.
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5.1.4 Comparison of the Multi-Scaled General Approximation
with Numerical Solutions
To test the accuracy of our general approximation (5.27) we compare it with numerical
solutions. First we will consider a linear increasing function for a(εt) and a constant b(εt)
as given,
a(εt) = a0 + εt and b(εt) ≡ 1. (5.33)
The accuracy of our approximation (5.27) can be seen in Figure 5.1.This sort of behaviour
can be related back to the Logistic model of Chapter 2, in this case we have a growth
rate of 1 + εt and a carrying capacity of (1 + εt). Here we are considering a power-law
Logistic model where n = 5.
Figure 5.1: General multi-scale approximation (red solid) vs. numerical solution
(black dash) using (5.27), with a0 = 0.5, n = 5, p0 = 1.5 and ε = 0.1.
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Now we consider a periodically varying function for both a(εt) and b(εt). These are as
given,
a(εt) = a0 + δ sin(εt) and b(εt) = b0 +∆ sin(εt). (5.34)
In Figure 5.2 we are considering a power-law Logistic model where n = 3, this time the
growth rate is 3+1.3 sin(εt) and the carrying capacity is (3+1.3 sin(εt))/(2+1.1 sin(εt)).
Even with this set of parameter values our approximation proves to be very accurate.
Figure 5.2: General multi-scale approximation (red solid) vs. numerical solution
(black dash) using (2.65), with a0 = 3, b0 = 2, δ = 1.3, ∆ = 1.1, n = 3, p0 = 0.8
and ε = 0.1.
5.1.5 The Case of Negative Growth Coefficient, a
Here we take an approach analogous to that of Section 2.8, and consider the effect when
a(εt) is strictly negative. Using the same arguments of Section 2.8, we choose
θ(t1) = −1, (5.35)
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hence, we have
h′(t1) = −a(t1), (5.36)
which gives
t0 = −1
ε
∫ εt
0
a(s) ds. (5.37)
By recalculating our approximation using the above choices, we get
p(t, ε) =
(
a(εt)
b(εt) + a(εt) c0 e(n−1)t0
) 1
n−1
− ε
{
a(εt)
n
n−1 c1 e
(n−1)t0
(n− 1) (b(εt) + c0 a(εt)e(n−1)t0)
n
n−1
+
a(εt)
3−2n
n−1 a′(εt) b(εt)− a(εt) 2−nn−1 b′(εt)
(n− 1)2 (b(εt) + c0 a(εt)e(n−1)t0)
n
n−1
}
+ · · · , (5.38)
with t0 as in (5.37). As in Section 2.8, the only difference between (5.38) and (5.27) is in
the exponents.
5.2 Transition in the General Model
5.2.1 A Composite Expansion
Here we follow the same analysis of Section 2.10, when n = 2 we have expansions (5.31)
and (5.38) which are valid on regions where a(εt) is strictly positive and negative, re-
spectively. This introduces a transition point when a(εt) switches from being positive to
negative, as discussed in Section 2.10. In this Section we will construct a solution in the
transition region for a specific case, that being, when n = 2 and
a = 1− t1 and b = b(t1), (5.39)
so a(1) = 0, a is positive on t1 < 1 and a is negative on t1 > 1. While the choice (5.39)
may seem very specific, the discussion at the beginning of Section 2.10 in another context
shows that it is not too restrictive.
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If we refer to Figure 2.11, the a of (5.39) will be positive on Regions 1 and 2 so the
behaviour of the population can be approximated by (5.31). In Region 4, a will be
negative so the evolving population can be modeled by (5.38), with appropriate general
interval modifications as described in Section 2.9.
As in Section 2.10, there is a transition between the two expansions in Region 3. In order
to examine Region 3 more thoroughly we ‘blow up’ the region by defining
t1 = εt = 1 + ε
ατ, (5.40)
for some α > 0. Here we propose p˜ as in (2.106), so our governing equation (5.1) becomes
ε1−α
dp˜
dτ
= (1− (1 + εατ))p˜− b(1 + εατ)p˜2, (5.41)
which gives
dp˜
dτ
= −τ p˜− b(1 + ε 12 τ)p˜2, (5.42)
by choosing α = 1/2. (This defines Region 3 as being of thickness of O(ε
1
2 )). Thus, (5.42)
is the governing differential equation in Region 3.
Now, in terms of these variables we have
b(1 + ε
1
2 τ) = b1 + ε
1
2 τb′1 + · · · , (5.43)
where b1 = b(1) and b
′
1 = b
′(1).
The expansion (5.32) describes the population variation in Region 2 (as t→∞), moving
into Region 3, after some simplification this may be written as
ε
1
2
{
1
b1
(
1
τ
− τ
)}
+ · · · . (5.44)
We now propose
p˜ = ε
1
2w(τ), (5.45)
where w(τ) is a function to be found.
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Using (5.42) and noting (5.43), we get
dp˜
dτ
= −τ p˜− τb′1p˜2 − b1ε−
1
2 p˜2 + · · · . (5.46)
Now, substituting (5.45) into (5.46), and simplifying, we get
dw
dτ
= −w(τ − b1w), (5.47)
which has the solution
w(τ) =
2e−
1
2
τ2
b1
√
2pi erf
(√
2
2
τ
)
+D
, (5.48)
where D is an arbitrary constant.
Now, for (5.45) to match the expansion (5.44) in Region 2, as τ → −∞, we must choose
D = b1
√
2pi. (5.49)
Thus, in Region 3 our approximation will look like
p˜(τ) = ε
1
2
2e−
1
2
τ2
b1
√
2pi erf
(√
2
2
τ
)
+ b1
√
2pi
. (5.50)
As τ →∞, we leave Region 3 and enter Region 4. We now consider the expansion (5.38)
in Region 4, this gives
a
b+ Caet0
+ ε
{
b′a− ba′
a(b+ Caet0)2
}
+ · · · , (5.51)
where
t0 =
1
2
τ 2, (5.52)
as in Section 2.10.
In (5.51), C is as yet an undetermined constant, by putting
C = C0 + ε
1
2C1, (5.53)
noting (5.43), and expanding for small ε, (5.51) becomes
ε
1
2
{
1
b1
(
1
τ
− τ
)}
+ · · · . (5.54)
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So, to O(ε
1
2 ) the constant C does not have any contribution. To the order considered
here we are unable to determine the constant C and as a result an expansion in Region
4 cannot be constructed.
Despite the fact that we cannot construct an expansion in Region 4 we can still create a
composite expansion which will describe the behaviour of the population in Regions 1, 2
and 3. In order to construct this composite expansion we follow the same method outlined
in Section 2.10.1, that is, adding the expansions which are valid in Regions 1 and 2 and
in Region 3 then subtracting their common part. Thus, by adding (5.31) and (5.50) and
subtracting (5.32), our composite expansion becomes
p(t, ε) =
ap0a0
ba0p0 + (aa0 − ap0b0)e−t0 −
a
b
−ε
{
p20(a
3
0(a
′b− b′a) + a3(b′0a0 − a′0b0)e−t0)
aa0(bp0a0 + (aa0 − ap0b0)e−t0)2 +
b′a− ba′
ab2
}
+
√
ε
2e−
1
2
τ2
b1
√
2pi erf
(√
2
2
τ
)
+ b1
√
2pi
+ · · · , (5.55)
where τ =
√
εt− 1/√ε and t0 is defined by (5.30). Here (5.55) is valid in Regions 1,2 and
3.
Figure 5.3 displays our composite expansion (5.55) on 0 ≤ t ≤ 20 and (5.50) on 20 <
t < ∞. along with the numerical solution for a certain set of parameter values. We can
see that our composite expansion is very accurate up to the point εt = 1 (which in this
case refers to t = 20), and our expansion (5.50) it is accurate for some time after the
transition point. This is because our expansion (5.50) is accurate up to leading order as
the population leaves Region 3 and enters Region 4.
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Figure 5.3: Composite expansion (5.55) (purple solid) and (5.50) (blue solid) vs.
numerical solution (black dash) using a = 1 − εt, b = 1 + 0.001 sin(εt), p0 = 1.5
and ε = 0.05.
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5.2.2 Application to the Harvesting Model
We showed in Section 5.1.3 that the harvesting model (4.9) of Chapter 4 is an example
of the general model (5.1) with n = 2 and
a(εt) = r(εt)− µe(εt). (5.56)
For a given population, µ and r(εt) may be taken as given parameters, while the effort,
e(εt) may be viewed as a controlled (slowly varying) parameter.
Thus, for the example of Section 5.2.1,
r(εt) = 1, µ = 1 and e(εt) = εt. (5.57)
Harvesting may then be described as subcritical, when r(εt)−µe(εt) > 0 and supercritical,
when r(εt) − µe(εt) < 0, corresponding to a(εt) > 0 and a(εt) < 0 respectively. When
r(εt) − µe(εt) > 0, the behaviour of the harvested population is approximated by the
expansion (4.34); while when r(εt) − µe(εt) < 0, it is approximated by the expansion
constructed from (5.38), with n = 2, under the transformations of Section 5.1.3. The
transition from subcritical to supercritical effort is the conducted via a transition layer
of the type discussed in the previous section. Thus, the driving down of a harvested
population due to excessive harvesting effort may be described by a composite expansion
of the type of (5.55), suitably transformed.
5.3 Validation of the Multi-Scaling Expansion
In this Section we will show that the approximation p˜0(t, ε) that we formulated for the
general model (5.1), using the multi-scaling technique, is in fact a valid and accurate
approximation to the exact solution of the model. In doing so, we will also show that the
problem (5.1) has a solution on t ≥ 0, and that solution is unique.
In order to do this we must make two Assumptions:
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A1: a(εt) and b(εt) are differentiable functions of their arguments for all ε > 0, and
t ≥ 0;
A2: there exist positive constants δ, µ, ∆ and M independent of ε such that for all
0 ≤ t <∞,
0 < δ ≤ a(εt) ≤ ∆ <∞, (5.58)
0 < µ ≤ b(εt) ≤M <∞. (5.59)
Note that A2 ensures that t0, given by (5.22)→∞ as t→∞, since
t0 =
1
ε
∫ εt
0
a(εt) ds (5.60)
≥ 1
ε
∫ εt
0
δ ds
= δt;
so that, t0 →∞ as t→∞ for any ε > 0.
Note that the conditions (5.58) and (5.59) exclude such simple functions as linearly in-
creasing or decreasing a(εt) and b(εt). Thus, the proof which follows does not include
these. Nevertheless, a simple comparison of the expansion with numerical results supports
(but does not prove) the accuracy of the expansion in such cases; see Figure 5.1.
The conditions (5.58) and (5.60) ensure that p˜0 is bounded above and below; i.e., there
exists positive constants k and K, independent of ε, such that
0 < k ≤ |p˜0(t, ε)| ≤ K <∞, (5.61)
for all 0 ≤ t <∞.
Our purpose is to show that the approximation p˜0(t, ε) we have formulated using the
multi-scaling approach is a valid approximation. We will do this by considering u(t, ε),
the difference between p˜0(t, ε) and the (proposed) exact solution p(t, ε), defined by
p(t, ε) = p˜0(t, ε) + u(t, ε), (5.62)
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where p˜0(t, ε) is the leading term in the final multi-scaling approximation (5.27). We ex-
pect u(t, ε) to be small and differentiable. Note that (5.62) implies that the problem (5.1)
in fact has a solution p(t, ε) for ε > 0; and consequently such a u(t, ε) exists. Our ap-
proach in the following Sections will be to show that u(t, ε) exists and is unique, implying,
that a unique solution p(t, ε) of (5.1) exists and is unique.
We will begin by converting (5.1) into a problem for u(t, ε) by substituting (5.62) into (5.1)
and rearranging, to get an initial value problem for u(t, ε), given as
du(t, ε)
dt
+ β(t, ε)u(t, ε) = R(p˜0(t, ε)) +Q(u(t, ε)), (5.63)
u(0, ε) = 0, (5.64)
where the residual, R(p˜0(t, ε)) is defined by
R(p˜0(t, ε)) = a(εt)p˜0(t, ε)− b(εt)p˜0(t, ε)n − dp˜0(t, ε)
dt
(5.65)
and
β(t, ε) = −a(εt) + nb(εt)p˜0(t, ε)n−1, (5.66)
Q(u(t, ε)) =
n(n− 1)
2!
p˜0(t, ε)
n−2u(t, ε)2
+
n(n− 1)(n− 2)
3!
p˜0(t, ε)
n−3u(t, ε)3 + . . .+ u(t, ε)n. (5.67)
Note that Q(u(t, ε)) is at least quadratic in u(t, ε) and β(t, ε)u(t, ε) is linear in u(t, ε).
5.3.1 Formulation in Terms of an Integral Map T
We now express the differential equation for u(t, ε) as an integral equation. We do this
by introducing an integrating factor, I given by
I = eχ(t,ε), (5.68)
where
χ(t, ε) =
∫ t
0
β(s, ε) ds. (5.69)
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Using this, the differential equation (5.63) becomes
d
dt
(
eχ(t,ε)u(t, ε)
)
= eχ(t,ε) (R(p˜0(t, ε)) +Q(u(t, ε))) .
Integrating both sides from 0 to t gives,
eχ(t,ε)u(t, ε)− eχ(0,ε)u(0, ε)
=
∫ t
0
eχ(s,ε)R(p˜0(s, ε)) ds+
∫ t
0
eχ(s,ε)Q(u(s, ε)) ds. (5.70)
We can ignore the second term on the left hand side since u(0, ε) = 0 so, from (5.70) we
get the integral equation form of (5.63), (5.64) as
u(t, ε) = e−χ(t,ε)
∫ t
0
eχ(s,ε)R(p˜0(s, ε)) ds+ e
−χ(t,ε)
∫ t
0
eχ(s,ε)Q(u(s, ε)) ds. (5.71)
Now, we can express equation (5.71) in the form,
u(t, ε) = TR(p˜0(t, ε)) + TQ(u(t, ε)), (5.72)
where the integral map T is defined by
(Tf)(t, ε) = e−χ(t,ε)
∫ t
0
eχ(s,ε)f(s, ε) ds. (5.73)
In what follows, we will consider functions f(t, ε), where 0 ≤ t < ∞ and ε is small and
positive. We will derive a variety of estimates for small functions, that are uniform with
respect to t in 0 ≤ t < ∞. In general, these may be expected to depend on ε; but when
such estimates may be shown to be independent of ε, when ε is small enough and positive,
we will indicate this with the phrase ‘for ε > 0 and small enough’.
We now consider T as acting on elements, f(t, ε) of the spaceX, the space of all continuous
bounded functions of t on [0,∞). X is a Banach space [2] with respect to the uniform
norm
‖f‖ = supt∈[0,∞)|f(t, ε)|, (5.74)
for each ε > 0. Note that X is a subspace of C[0,∞), the space of all functions continuous
on [0,∞).
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Thus, for each f in X, and each ε > 0,
‖f‖ ≤ D <∞, (5.75)
for some D > 0, which may depend on ε.
In what follows, we seek solutions u(t, ε) of (5.72) in the space X.
5.3.2 Properties of the Map T
In what follows, we will need to study the properties of the map T , given by (5.73). To
do this, we first must prove the following lemma.
Lemma 5.3
For the function
β(t, ε) = −a(εt) + nb(εt)p˜0(t, ε)n−1, (5.76)
there exist a finite t ≥ 0 and δ > 0, independent of ε, for ε > 0 and small enough, such
that β(t, ε) ≥ δ > 0 for all t ≥ t.
Proof.
Now,
β(t, ε) = −a(εt) + nb(εt)p˜0(t, ε)n−1, (5.77)
so three possibilities exist;
(i) β(t, ε) > 0 for all t ≥ 0, for all ε > 0,
(ii) β(t, ε) < 0 for all t ≥ 0,
(iii) β(t, ε) has at least one zero on 0 ≤ t <∞.
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By choosing t = 0 the lemma is trivially true for case (i).
We can exclude (ii) by showing that β(t, ε) becomes positive and remains positive as
t→∞.
When t = 0,
β(0, ε) = −a(0) + nb(0)p˜0(0, ε)n−1, (5.78)
which can indeed be either positive or negative. In fact, β(0, ε) will be negative if
a(0) > nb(0)p˜0(0, ε)
n−1.
As t→∞,
p˜0(t, ε)→
[
a(∞)
b(∞)
] 1
n−1
, (5.79)
and hence,
β(t, ε) → (n− 1)a(∞).
So β(∞, ε) is positive since a(∞) > 0, by the assumptions of Section 5.3, and n > 1.
Thus, we have shown that it is possible for β(t, ε) to start off being either positive or
negative but it will always tend to a positive limit as t → ∞. This excludes case (ii) as
β(t, ε) cannot be less than zero for all t ≥ 0.
Next we examine case (iii).
Let t = t∗ be any zero of β(t, ε), so that from (5.76),
−a(εt∗) + n b(εt∗)p˜0(t∗, ε)n−1 = 0. (5.80)
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Using (5.28) we can rewrite (5.80) as
−a(εt∗) + n b(εt∗)
(
a(εt∗)
b(εt∗) + a(εt∗)c0e(1−n)t0(t
∗)
)
= 0, (5.81)
where
c0 = p
1−n
0 −
b(0)
a(0)
.
note that p0 is the initial population not the first term in our expansion. Now (5.81) may
be arranged as,
c0e
(1−n)t0(t∗) =
b(εt∗)
a(εt∗)
(n− 1). (5.82)
This is an equation determining t∗. Note that in general t∗ depends on ε. We examine
the behaviour of t∗ as ε→ 0.
Now, c0 can either be positive or negative but
b(εt∗)
a(εt∗)(n− 1) will be strictly positive inde-
pendent of ε.
If, as ε→ 0, t∗ →∞, (5.82) gives,
c0e
(1−n)t0(t∗) → 0. (5.83)
However the quantity b(εt
∗)
a(εt∗)(n−1) will not tend to zero as t∗ →∞. Thus, any t∗ determined
by (5.82) remains bounded as ε → 0. So, for ε > 0 and small enough, we can choose
a finite t > t∗ independent of ε such that β(t, ε) ≥ δ > 0 on t ≤ t < ∞, where δ is
independent of ε, for ε > 0 and small enough. ¥
This completes the proof of Lemma 5.3, so there is always a finite t = t for which
β(t, ε) > 0 for all t ≥ t and t is independent of ε.
This Lemma allows us to prove the following important results concerning the map T .
Theorem 5.3.1
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The map T is a bounded linear map on X, and there exists T0 > 0, independent
of ε such that ‖T‖ ≤ T0 for ε > 0 and small enough.
Proof.
Clearly, T is a linear map on X, since, from the definition (5.73) of T ,
(T (ρf + σg))(t, ε) = ρT (f)(t, ε) + σT (g)(t, ε), (5.84)
where ρ and σ are constants and f and g are arbitrary functions of t in X.
In order to show that the map T is bounded on X we will consider the general case from
the above Lemma where β(t, ε) has at least one zero on 0 ≤ t <∞.
Thus, we will choose a finite t > t∗ where t∗ is the largest zero of β(t, ε) on 0 ≤ t < ∞;
and t is independent of ε for ε > 0 and small enough. (If β(t, ε) > 0 on all 0 ≤ t < ∞,
we choose t = 0).
Now, in order to prove that the operator T , defined by equation (5.73), is bounded we
break up the integral into two parts,∫ t
0
=
∫ t
0
+
∫ t
t
, (5.85)
since we know that t 6→ ∞ even as ε→ 0.
So our map T becomes
(Tf)(t, ε) = e−χ(t,ε)
∫ t
0
eχ(s,ε)f(s, ε) ds+ e−χ(t,ε)
∫ t
t
eχ(s,ε)f(s, ε) ds. (5.86)
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When, t ≤ t, we have,
(Tf)(t, ε) = e−χ(t,ε)
∫ t
0
eχ(s,ε)f(s, ε) ds,
|(Tf)(t, ε)| ≤ e−χ(t,ε)
∫ t
0
|eχ(s,ε)| ds ‖f‖ from the Schwarz inequality [26]
≤ max[0,t] e−χ(t,ε)
∫ t
0
|eχ(s,ε)| ds ‖f‖
≤ M‖f‖,
since max[0,t] e
−χ(t,ε) ∫ t
0
|eχ(s,ε)| ds is a finite number given by M , where M is independent
of ε when ε > 0 and is small enough, by A2. Thus, we have showed that when t ≤ t,
|(Tf)(t, ε)| ≤M‖f‖.
When, t > t, we recall that ω(t, ε) as
χ(t, ε) =
∫ t
0
β(s, ε) ds, (5.87)
which implies
dχ(t, ε) = β(t, ε) dt,
where ε is treated as a parameter.
So, the T map becomes,
(Tf)(t, ε) = e−χ(t,ε)
∫ t
0
eχ(s,ε)f(s, ε) ds+ e−χ(t,ε)
∫ χ(t,ε)
χ(t,ε)
eχ
1
β(s(χ), ε)
f(s(χ), ε) dχ. (5.88)
Now, if we take the modulus of both sides,
|(Tf)(t, ε)| = |e−χ(t,ε)
∫ t
0
eχ(s,ε)f(s, ε) ds+ e−χ(t,ε)
∫ χ(t,ε)
χ(t,ε)
eχ
1
β(s(χ), ε)
f(s(χ), ε) dχ|
≤ |e−χ(t,ε)||
∫ t
0
eχ(s,ε)f(s, ε) ds|+ |e−χ(t,ε)||
∫ χ(t,ε)
χ(t,ε)
eχ
1
β(s(χ), ε)
f(s(χ), ε) dχ|
≤ e−χ(t,ε)
∫ t
0
eχ(s,ε)|f(s, ε)| ds+ e−χ(t,ε)
∫ χ(t,ε)
χ(t,ε)
eχ| 1
β(s(χ), ε)
||f(s(χ), ε)| dχ.
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On the interval [t, t] we have proved that β(t, ε) will be greater than some positive value,
δ independent of ε. i.e. β(t, ε) ≥ δ > 0, thus we have
|(Tf)(t, ε)| ≤ e−χ(t,ε)
∫ t
0
eχ(s,ε) ds‖f‖+ 1
δ
e−χ(t,ε)
∫ χ(t,ε)
χ(t,ε)
eχ dχ‖f‖
= e−χ(t,ε)
∫ t
0
eχ(s,ε) ds‖f‖+ 1
δ
e−χ(t,ε)(eχ(t,ε) − eχ(t,ε))‖f‖. (5.89)
Thus,
|(Tf)(t, ε)| ≤ e−χ(t,ε)
∫ t
0
eχ(s,ε) ds‖f‖+ 1
δ
e−χ(t,ε)(eχ(t,ε) − eχ(t,ε))‖f‖
= e−χ(t,ε)
∫ t
0
eχ(s,ε) ds‖f‖+ 1
δ
(1− eχ(t,ε)−χ(t,ε))‖f‖,
where 1
δ
(1− eχ(t,ε)−χ(t,ε)) is a positive finite number, independent of ε.
Thus,
|(Tf)(t, ε)| ≤ e−χ(t,ε)
∫ t
0
eχ(s,ε) ds‖f‖+m‖f‖, (5.90)
where m is a finite number independent of ε.
Now, since,
χ(t, ε) =
∫ t
0
β(s, ε) ds
=
∫ t
0
β(s, ε) ds+
∫ t
t
β(s, ε) ds.
So,
eχ(t,ε) = e−
∫ t
0 β(s,ε) ds−
∫ t
t β(s,ε) ds
= e−
∫ t
0 β(s,ε) dse−
∫ t
t β(s,ε) ds.
The first term, e−
∫ t
0 β(s,ε) ds will give us some finite number, D.
eχ(t,ε) = De−
∫ t
t β(s,ε) ds
= Deχ(t,ε)−χ(t,ε).
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So (5.90) becomes,
|(Tf)(t, ε)| ≤ De−
∫ t
t β(s,ε) ds
∫ t
0
eχ(s,ε) ds‖f‖+m‖f‖
≤ E
∫ t
0
eχ(s,ε) ds‖f‖+m‖f‖
≤ M‖f‖+m‖f‖.
So, |(Tf)(t, ε)| ≤ T0‖f‖ for all t ≥ 0 where T0 is some finite number independent of ε, for
ε > 0 and small enough. Hence, ‖T‖ ≤ T0 which means that T is bounded.
This also shows that the map T maps the space X into itself, for each ε > 0, and small
enough. ¥
Our next Theorem concerns the result of applying T to the residual, R(p˜0(t, ε) given
by (5.65).
Theorem 5.3.2
For ε > 0 and small enough, there exists a positive constant b, independent of
ε such that
‖TR(p˜0(t, ε))‖ ≤ b ε. (5.91)
We do this by considering the properties of R(p˜0(t, ε)). From (5.65),
R(p˜0(t, ε)) = a(εt)p˜0(t, ε)− b(εt)p˜0(t, ε)n − dp˜0(t, ε)
dt
, (5.92)
where
p˜0(t, ε) =
[
a(εt)
b(εt) + a(εt)c0e(1−n)t0
] 1
n−1
(5.93)
and
dp˜0(t, ε)
dt
= ε
[
a(εt)
b(εt) + a(εt)c0e(1−n)t0
] 1
n−1
×
(
a′(εt)b(εt)− a(εt)b′(εt) + a(εt)2c0(n− 1)t′0e(1−n)t0
a(εt)(n− 1)[b(εt) + a(εt)c0e(1−n)t0 ]
)
, (5.94)
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since
t0 = t0(εt) =
1
ε
∫ εt
0
a(s) ds, (5.95)
t′0 =
1
ε
a(εt). (5.96)
So, on rearrangement our residual becomes
R(p˜0(t, ε)) =
a(εt)
n
n−1
(b(εt) + a(εt)c0e(1−n)t0)
1
n−1
− a(εt)
n
n−1 (b(εt) + a(εt)c0e
(1−n)t0)
(b(εt) + a(εt)c0e(1−n)t0)
n
n−1
+ ε
a(εt)b′(εt)− a′(εt)b(εt)
(n− 1)a nn−1 (b(εt) + a(εt)c0e(1−n)t0)
n
n−1
. (5.97)
Thus, the leading order terms cancel and we are left with
R(p˜0(t, ε)) = ε
a(εt)b′(εt)− a′(εt)b(εt)
(n− 1)a nn−1 (b(εt) + a(εt)c0e(1−n)t0)
n
n−1
. (5.98)
Thus, we have the result,
‖R(p˜0(t, ε))‖ ≤ kε, (5.99)
for ε > 0 and small enough, where k is a positive constant independent of ε.
Thus,
‖TR(p˜0(t, ε))‖ ≤ ‖T‖‖R(p˜0(t, ε))‖
≤ b ε, (5.100)
for some positive constant b independent of ε, for ε > 0 and small enough.
This completes the proof of the Theorem. ¥
5.3.3 A Nonlinear Map, N
We now define a nonlinear map on the space X by N : u→ u˜ where
u˜(t, ε) = Nu = TR(p˜0(t, ε)) + TQ(u(t, ε)). (5.101)
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Then, for each ε > 0, N maps the space X into itself. Further, any solution u(t, ε)
of (5.73) is a fixed point of N .
To show that such a fixed point exists and is unique we construct a contraction mapping,
and invoke a fixed point theorem, given by (Berger [6]),
Theorem (Contraction on a Ball)
Denote by S(x, ρ) the ball of radius ρ and centre x of a Banach space B. Suppose A maps
S(x, ρ) into itself and satisfies the condition that for any x, y ∈ S(x, ρ),
‖Ax− Ay‖ ≤ K‖x− y‖, (5.102)
where K is an absolute constant less than 1. Then A has one and only one fixed point x∞
in S(x, ρ), and x∞ is the limit of the sequence xn = Anx0 (n = 0, 1, 2, . . .) for any choice
of x0 in S(x, ρ).
We now consider the application of this result to the map N . Since u(t, ε) is in X, a
Banach space, we have
‖u(t, ε)‖ = sup[0,∞)|u(t, ε)|, (5.103)
for each ε > 0 We show that N : u→ u˜ maps the ball
B = {u : ‖u‖ ≤ mε}, (5.104)
with centre at the origin, in X, into itself for some m > 0 independent of ε.
From (5.101),
‖u˜(t, ε)‖ = ‖TR(p0(t, ε)) + TQ(u(t, ε))‖
≤ ‖TR(p0(t, ε))‖+ ‖TQ(u(t, ε))‖ from the triangle inequality [26]
≤ b ε+ ‖TQ(u(t, ε))‖ from (5.100)
≤ b ε+ ‖T‖‖Q(u(t, ε))‖.
(5.105)
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Now, from (5.67), (5.61) and (5.104) we have
|Q(u(t, ε))| ≤
{
n(n− 1)
2!
|p˜0|n−2 + . . .+ |u|n−2
}
|u|2
≤
{
n(n− 1)
2!
Kn−2 + . . .+mn−2εn−2
}
‖u‖2.
(5.106)
Thus, for all u in the ball B, and all ε > 0 and small enough, there exists a positive
constant d, independent of ε such that
‖Q(u(t, ε))‖ ≤ d‖u‖2. (5.107)
Thus,
‖u˜‖ ≤ bε+ d‖u(t, ε)‖2. (5.108)
Therefore, for any u(t, ε) in the ball B, when ε > 0 and is small enough,
‖u˜(t, ε)‖ ≤ bε+ aε2m2,
and the image u˜(t, ε) will lie in B if
bε+ aε2m2 ≤ mε;
i.e.
b+ aεm2 ≤ m, (5.109)
where a is an arbitrary positive constant, independent of ε.
There is an m > 0, independent of ε such that this inequality holds for small enough
ε > 0. This can be represented graphically, as in Figure 5.4.
The steepness of the parabola is dependent on ε. For small enough ε there is a crossing
point at m = m = ab+O(ε) (shown) and another much larger value (not shown), which
is O(1/ε). Any finite choice of m independent of ε satisfying m > m will suffice.
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Figure 5.4: Graphical representation.
Thus, the mapping N : u(t, ε) → u˜(t, ε) maps the ball B into itself, for all ε > 0 small
enough.
Now we show that N : u(t, ε)→ u˜(t, ε) satisfies (5.102) on the ball B.
Suppose we have u1 and u2 that are in the ball B; then
u˜1(t, ε) = TR(p˜0(t, ε)) + TQ(u1(t, ε)),
u˜2(t, ε) = TR(p˜0(t, ε)) + TQ(u2(t, ε)), (5.110)
and
‖u1(t, ε)‖, ‖u1(t, ε)‖ ≤ mε, (5.111)
for some m > 0 satisfying (5.109).
From (5.110),
u˜1(t, ε)− u˜2(t, ε) = TQ(u1(t, ε))− TQ(u2(t, ε)), (5.112)
since the TR(p˜0(t, ε)) cancel.
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Now, (5.112) can be written as
u˜1(t, ε)− u˜2(t, ε) = T (Q(u1(t, ε))−Q(u2(t, ε))). (5.113)
Taking the norm of both sides gives
‖u˜1(t, ε)− u˜2(t, ε)‖ ≤ ‖T‖‖Q(u1(t, ε))−Q(u2(t, ε))‖. (5.114)
Now consider the second factor on the right side of (5.114).
From (5.67), we know Q(u(t, ε)) takes the form
Q(u(t, ε)) = u(t, ε)2
[
a0p˜0(t, ε)
n−2 + a1p˜0(t, ε)n−3u(t, ε) + . . .+ u(t, ε)n−2
]
, (5.115)
where the ai are constants, and the expression in the brackets terminates at u(t, ε)
n−2 for
n ≥ 2. Thus, for n = 2, for example,
Q(u(t, ε)) = a0u(t, ε)
2. (5.116)
Writing (5.115) as
Q(u(t, ε)) = u(t, ε)2Pn−2(u(t, ε)), (5.117)
where Pn−2 is a polynomial in u(t, ε) of degree n− 2, we get
Q(u1(t, ε))−Q(u2(t, ε)) = u1(t, ε)2Pn−2(u1(t, ε))− u2(t, ε)2Pn−2(u2(t, ε)),
= u1(t, ε)(u1(t, ε)− u2(t, ε))Pn−2(u1(t, ε))
+u2(t, ε)(u1(t, ε)− u2(t, ε))Pn−2(u1(t, ε))
+u2(t, ε)
2(Pn−2(u1(t, ε))− Pn−2(u2(t, ε))).
Thus,
‖Q(u1(t, ε))−Q(u2(t, ε))‖ ≤ ‖u1(t, ε)‖‖u1(t, ε)− u2(t, ε)‖‖Pn−2(u1(t, ε))‖
+ ‖u2(t, ε)‖‖u1(t, ε)− u2(t, ε)‖‖Pn−2(u1(t, ε))‖
+ ‖u2(t, ε)‖2‖Pn−2(u1(t, ε))− Pn−2(u2(t, ε))‖,
≤ 2max{‖u1(t, ε)‖, ‖u2(t, ε)‖}‖Pn−2(u1(t, ε))‖
+ ‖u2(t, ε)‖2‖Pn−2(u1(t, ε))− Pn−2(u2(t, ε))‖.(5.118)
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For u1(t, ε), u2(t, ε) lying in the ball B (5.104), we have
‖Pn−2(u1(t, ε))‖ ≤M1, (5.119)
while
‖Pn−2(u1(t, ε))− Pn−2(u2(t, ε))‖ ≤M2‖u1(t, ε)− u2(t, ε)‖, (5.120)
for positive constants M1, M2 independent of ε.
Thus, for such u1(t, ε), u2(t, ε), we have, from (5.118)
‖Q(u1(t, ε))−Q(u2(t, ε))‖ ≤ (M3ε+M4ε2)‖u1(t, ε)− u2(t, ε)‖, (5.121)
for positive constants M3, M4 independent of ε, when ε > 0 is small enough.
Applying (5.121) to (5.114) we have
‖u˜1(t, ε)− u˜2(t, ε)‖ ≤Mε‖u1(t, ε)− u2(t, ε)‖, (5.122)
where M is a positive constant independent of ε.
Since (5.122) holds for any u1(t, ε), u2(t, ε) in the ball B, we see that the nonlinear map
N satisfies the condition (5.104) for ε > 0 and small enough.
This shows that N : u(t, ε)→ u˜(t, ε) is a contraction on the ball B and application of the
Theorem ensures the N has a unique fixed point in the ball B. Thus, a solution u(t, ε)
of (5.101) exists and is unique.
5.3.4 Existence of a Unique Solution p(t, ε)
By applying a fixed point result based on a contraction mapping, we have shown that the
solution of (5.101), u(t, ε), is unique, bounded and continuous. It is also O(ε) as ε → 0
uniformly on 0 ≤ t <∞. Moreover, a simple bootstrap argument applied to (5.71) shows
that u(t, ε) is also differentiable and continuous. Finally, since p(t, ε) is defined uniquely
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by (5.62), we see that the problem (5.1) has a unique solution p(t, ε) that tends to the
approximation p˜0(t, ε), as ε→ 0, uniformly on 0 ≤ t <∞.
We should also note that if we look at the derivative of u(t, ε), given by (5.63), as
du(t, ε)
dt
= −β(t, ε)u(t, ε) +R(p˜0(t, ε)) +Q(u(t, ε)), (5.123)
we get, on taking the norm,
‖du(t, ε)
dt
‖ ≤ |β(t, ε)|‖u(t, ε)‖+ |R(p˜0(t, ε))|+ ‖u(t, ε)‖2. (5.124)
Thus,
‖du(t, ε)
dt
‖ ≤ aε, (5.125)
since R(p˜0(t, ε)) is O(ε), ‖u‖ is O(ε), ‖u‖2 is O(ε2) where ε is small and a is a positive
constant independent of ε.
So not only is our approximation close to the exact solution its derivative is close to the
derivative of the exact solution. This proves that the first term p˜0(t, ε) of our approximate
solution which was obtained by carrying out the multi-scaling technique is in fact a valid
and accurate approximation, for small ε > 0.
A further consequence of our contraction mapping result is that u(t, ε) can be expressed
as the limit of an iterative sequence, given by
ui+1 = TR(p0(t, ε)) + TQ(ui(t, ε)). (5.126)
For example, when n = 2 we get,
ui+1 = TR(p0(t, ε))− r
k
Tui(t, ε)
2 for i = 0, 1, 2, . . . . (5.127)
So when i=0, we choose u0(t, ε) = 0, thus
u1(t, ε) = TR(p0(t, ε)), (5.128)
and when i=1,
u2(t, ε) = TR(p0(t, ε))− r
k
T (TR(p0(t, ε)))
2, (5.129)
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etc.
In principle, we can use this iterative sequence to generate an expansion. In practice,
using the iterative sequence to generate an expansion can prove to be rather difficult and
very time consuming.
5.3.5 Validity for a Negative Growth Coefficient, a
When the growth rate function a(εt) is strictly negative on t ≥ 0, a multi-scale approxi-
mation may still be constructed, as shown in Section 5.1.5.
In this case, the proof of this Section is still applicable, with modifications. Thus, (5.58)
is replaced by
−∞ < −∆ ≤ a(εt) ≤ −δ < 0, (5.130)
for δ and ∆ as before. Similarly, the choice of (5.37) ensures that t0 →∞ as t→∞.
The condition (5.61) must be modified, as in this case, p˜0(t, ε) → 0 as t → ∞ for all
ε > 0, so that (5.61) is replaced by
0 ≤ |p˜0(t, ε)| ≤ K <∞, (5.131)
for all 0 ≤ t <∞.
Then, the β(t, ε) of (5.76) is strictly positive for all t ≥ 0, giving t = 0 in the Lemma.
The rest of the proof proceeds as before, to establish the validity of the expansion and
the existence of the unique solution p(t, ε) satisfying
p(t, ε) = p˜0(t, ε) +O(ε), (5.132)
uniformly on t ≥ 0.
The only points of difficulty occur when p˜0(t, ε) occurs in a denominator, thus rendering
the estimates (5.107) and (5.122) invalid. In such cases, as might occur for the model (5.1)
when 1 < n < 2, the proof requires much more delicate estimation to establish (5.107)
and (5.122). This case is excluded from the present analysis.
116
5.4 Further Generalizations
The model (5.1) may be generalized further, to
dp(t, ε)
dt
= a(εt)p(t, ε)− b(εt)p(t, ε)f(p(t, ε)), p(0, ε) = P0, (5.133)
where f(p(t, ε)) is a positive, monotonically increasing function, analytic in its argument
p, and a(εt) and b(εt) are positive functions of εt.
5.4.1 Analysis using Multi-Scaling
While it is not possible, without knowing the precise form of the function f(p), to complete
all details of the analysis, we can outline the application of the multi-scaling process to
this model.
Motivated by the results of Section 5.1.1, we can choose
t0 =
1
ε
∫ t1
0
a(s) ds and t1 = εt. (5.134)
Then, applying the process of Section 5.1.1, we arrive at partial differential equations for
p0 and p1, the leading terms of the expansion (5.9) as
a(t1)D0p˜0 = a(t1)p˜0 − b(t1)p˜0f(p˜0), (5.135)
a(t1)D0p˜1 + [b(t1)(f(p˜0) + p˜0f
′(p˜0))− a(t1)]p˜1 = −D1p˜0. (5.136)
If we assume that (5.135) has a solution p˜0, this will involve an arbitrary function of t1
alone, c(t1); i.e.,
p˜0 = p˜0(t0, t1, c(t1)). (5.137)
Then, since
D1p˜0 =
∂p˜0
∂t1
+ c′(t1)
∂p˜0
∂c
, (5.138)
the differential equation (5.136) will involve c(t1) (through p˜0) and c
′(t1) (through D1p˜0).
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If we apply the principle of maintaining in p˜1 the behaviour p˜0 as t0 → ∞, we arrive at
an equation of the form
φ(t1, c(t1), c
′(t1)) = 0, (5.139)
which is an ordinary differential equation determining the function c(t1).
The process of fitting the two-term expansion to the given initial conditions then parallels
the process already used in Section 5.1.2.
5.4.2 Validation of the Approximation
Here, our approach is analogous to that of Section 5.3. If we set
p(t, ε) = p˜0(t, ε) + u(t, ε), (5.140)
we may rewrite the problem (5.133) as one for u(t, ε); i.e.,
du(t, ε)
dt
+ β(t, ε)u(t, ε) = R(p˜0(t, ε)) +Q(u(t, ε)), (5.141)
u(0, ε) = 0, (5.142)
where the residual, R(p˜0(t, ε)) is defined by
R(p˜0(t, ε)) = a(εt)p˜0(t, ε)− b(εt)p˜0(t, ε)f(p˜0(t, ε))− dp˜0(t, ε)
dt
(5.143)
and
β(t, ε) = −a(εt) + b(εt)f(p˜0(t, ε)) + b(εt)p˜0(t, ε)f ′(p˜0(t, ε)), (5.144)
Q(u(t, ε)) = −b(εt)u(t, ε)2f ′(p˜0(t, ε))− 1
2
b(εt)p˜0(t, ε)u(t, ε)
2f ′′(p˜0(t, ε))
−1
2
b(εt)u(t, ε)3f ′′(p˜0(t, ε)) + . . . . (5.145)
Note that Q(u(t, ε)) is at least quadratic in u(t, ε) and β(t, ε)u(t, ε) is linear in u(t, ε).
In order for the proof of Section 5.3 to proceed in the present case, we make the following
assumptions
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B1: a(εt) and b(εt) satisfy conditions A1 and A2 of Section 5.3;
B2: the leading term p˜0(t, ε) exists and satisfies the condition (5.61);
B3: for p˜0 as above, R(p˜0(t, ε)) as given by (5.143) satisfies a condition of the form (5.99),
for some k > 0 and independent of ε as ε→ 0, uniformly on 0 ≤ t <∞;
B4: for p˜0 as above, β(t, ε) given by (5.144) is such that there exists a finite t ≥ 0 and
δ > 0, independent of ε, such that β(t, ε) ≥ δ > 0 for all t ≥ t;
B5: there exists a positive constant M , independent of ε, for ε > 0 and small enough,
such that
|Q(u(t, ε))| ≤M |u(t, ε)|2, (5.146)
for all 0 ≤ t <∞.
Under these assumptions, the proof of validity of p˜0 as an approximation to the solution
p(t, ε) of (5.133) proceeds as in Section 5.3, establishing the existence of this unique
solution satisfying
p(t, ε) = p˜0(t, ε) +O(ε), (5.147)
uniformly on 0 ≤ t <∞.
5.5 Validation of the Gompertz Model
The Gompertz model is an example of the general model of Section 5.4 where f(p(t, ε)) =
ln(p(t, ε)). In slowly varying form, the Gompertz model becomes
dp(t, ε)
dt
= r(εt)p(t, ε) ln
(
k(εt)
p(t, ε)
)
= r(εt)p(t, ε) [ln(k(εt))− ln(p(t, ε))] , (5.148)
where r(εt) and k(εt) are positive functions of εt and the initial condition is p(0, ε) = P0.
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Here,
a(εt) = r(εt) ln(k(εt)), b(εt) = r(εt), (5.149)
so we assume that r(εt) and r(εt) ln(k(εt)) satisfy a condition of the form of B1. Note
that this restricts the possible functions k(εt) to those for which ln(k(ε)) > 0.
In Section 3.4.2, we used a multi-scaling method to construct a leading approximation
p˜0(t, ε) to the solution of (5.148). Here, we use the general result of the previous Sections
to validate this approximation.
Putting
p(t, ε) = p˜0(t, ε) + u(t, ε), (5.150)
we arrive at the analogue of (5.133) with the residual, R(p˜0(t, ε)) defined by
R(p˜0(t, ε)) = r(εt)p˜0(t, ε) ln (k(εt))− r(εt)p˜0(t, ε) ln (p˜0(t, ε))− dp˜0(t, ε)
dt
, (5.151)
while
β(t, ε) = −r(εt) ln (k(εt)) + r(εt) ln (p˜0(t, ε)) + r(εt), (5.152)
Q(u(t, ε)) = − r(εt)
2p˜0(t, ε)
u(t, ε)2 + . . . . (5.153)
Note that Q(u(t, ε)) is at least quadratic in u(t, ε) and β(t, ε)u(t, ε) is linear in u(t, ε).
Thus, Q(u(t, ε)) is readily shown to satisfy (5.146).
We now show that R(p˜0(t, ε)) satisfies the condition B3.
From our Gompertz approximation we have
p˜0(t, ε) = k(εt)e
ln
(
P0
k0
)
e−t0(εt)
, (5.154)
so that
dp˜0
dt
= εk′(εt)eln
(
P0
K0
)
e−t0(εt) − εk(εt) ln
(
P0
k0
)
t′0(εt)e
−t0(εt)eln
(
P0
K0
)
e−t0(εt)
. (5.155)
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Since
t0(εt) =
1
ε
∫ εt
0
r(s) ds, (5.156)
we have
t′0(εt) =
1
ε
r(εt), (5.157)
so the equation (5.155) becomes
dp˜0
dt
= εk′(εt)eln
(
P0
K0
)
e−t0(εt) − k(εt) ln
(
P0
k0
)
r(εt)e−t0(εt)eln
(
P0
K0
)
e−t0(εt)
. (5.158)
Then, the residual becomes
R(p˜0(t, ε)) = r(εt) ln(k(εt))k(εt)e
ln
(
P0
K0
)
e−t0(εt) − εk′(εt)eln
(
P0
K0
)
e−t0(εt)
+ k(εt) ln
(
P0
K0
)
r(εt)e−t0(εt)eln
(
P0
K0
)
e−t0(εt)
− r(εt)k(εt)eln
(
P0
K0
)
e−t0(εt)
ln
(
k(εt)e
ln
(
P0
K0
)
e−t0(εt)
)
,
= r(εt)k(εt)e
ln
(
P0
K0
)
e−t0(εt)
(
ln(k(εt)) + ln
(
P0
K0
)
e−t0(εt)
)
− εk′(εt)eln
(
P0
K0
)
e−t0(εt)
− r(εt)k(εt)eln
(
P0
K0
)
e−t0(εt)
ln
(
k(εt)e
ln
(
P0
K0
)
e−t0(εt)
)
,
= r(εt)k(εt)e
ln
(
P0
K0
)
e−t0(εt)
[
ln(k(εt))
+ ln
(
P0
k0
)
e−t0(εt) − ln
(
k(εt)e
ln
(
P0
k0
)
e−t0(εt)
)]
− εk′(εt)eln
(
P0
k0
)
e−t0(εt)
,
= − ε k′(εt)eln
(
P0
k0
)
e−t0(εt)
. (5.159)
Thus, assuming k(εt) to have a bounded derivative on 0 ≤ t <∞ for all ε > 0 and small
enough, we establish the condition B3. To show that β(t, ε) as given by (5.152) satisfies
the requirements of B4, we show that
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Lemma 5.4
For the function
β = −r(εt) ln(k(εt)) + r(εt) ln(p˜0(t, ε)) + r(εt), (5.160)
there exists a finite t independent of ε such that β > 0 for all t ≥ t.
Proof.
Since
β = −r(εt) ln(k(εt)) + r(εt) ln(p˜0(t, ε)) + r(εt), (5.161)
three possibilities exist;
(i) β > 0 for all t ≥ 0,
(ii) β < 0 for all t ≥ 0,
(iii) β has at least one zero on 0 ≤ t <∞.
By choosing t = 0 the lemma is trivially true for case (i).
We can exclude (ii) by showing that β becomes positive and remains positive as t→∞.
When t = 0,
β(0) = −r(0) ln(k(0)) + r(0) ln(p˜0(0)) + r(0), (5.162)
which can indeed be either positive or negative. In fact, β(0) will be negative if
ln
(
k0
p˜0(0)
)
> 1.
As t→∞,
p˜0(t)→ k(∞), (5.163)
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and hence,
β → r(∞).
So β(∞) is positive since r(∞) > 0, by hypothesis.
Thus, we have shown that it is possible for β to start off being either positive or negative
but it will always tend to a positive limit as t →∞. This excludes case (ii) as β cannot
be less than zero for all t ≥ 0.
Next we examine case (iii).
Let t = t∗ be any zero of β, so that from (5.160),
r(εt∗)− r(εt∗) ln
(
k(εt∗)
p˜0(t∗)
)
= 0. (5.164)
Using the p˜0 term from equation (3.30) we can rewrite (5.164) as
r(εt∗) + ln
(
P0
k0
)
e−t0(t
∗) = 0. (5.165)
This is an equation determining t∗. Note that in general t∗ depends on ε. We examine
the behaviour of t∗ as ε→ 0.
Now, r(εt∗) is strictly positive.
If, as ε→ 0, t∗ →∞, (5.165) gives,
ln
(
P0
k0
)
e−t0(t
∗) → 0. (5.166)
However the quantity r(εt∗) will not tend to zero as t∗ → ∞. Thus, any t∗ determined
by (5.165) remains bounded as ε→ 0. So, we can choose a finite t > t∗ independent of ε
such that β ≥ δ > 0 on t ≤ t <∞, where δ is independent of ε.
This completes the proof of the Lemma, so there is always a finite t = t for which β > 0
for all t ≥ t.
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Using the above Lemma and proceeding as in Section 5.3, the approximation p˜0 of (3.30)
is validated.
5.6 Validation of the Two Term Expansion, p˜0 + εp˜1
Our calculations of Section 5.1 constructed a two-term expansion p˜0(t, ε) + εp˜1(t, ε) for
the problem (5.1), with p˜0, p˜1 given by (5.28), (5.29) respectively. We can apply the
approach of Section 5.3 to show that this is a valid approximation, by replacing the p˜0 of
that Section by p˜0+εp˜1 in (5.62) and subsequent expressions. Thus, the Assumptions A1
and A2 remain as before. Lemma 5.2 is required to hold with p˜0 replaced by p˜0+εp˜1; and
since, by continuity, p˜0 + εp˜1 → p˜0 as ε→ 0 for all 0 ≤ t <∞, the results of the Lemma
hold for some finite t > 0, as stated. Thus, it remains to test the residual, R(p˜0 + εp˜1).
From
R(p˜0) = a(εt)p˜0 − b(εt)p˜n0 −
dp˜0
dt
, (5.167)
we have
R(p˜0 + εp˜1) = a(εt)(p˜0 + εp˜1)− b(εt)(p˜0 + εp˜1)n − d
dt
(p˜0 + εp˜1)
= a(εt)p˜0 + εa(εt)p˜1 − b(εt)
[
p˜n0 + εnp˜
n−1
0 p˜1 + . . .
]− dp˜0
dt
− εdp˜1
dt
= a(εt)p˜0 − b(εt)p˜n0 −
dp˜0
dt
+ ε
{
a(εt)p˜1 − nb(εt)p˜n−10 p˜1 −
dp˜1
dt
}
+O(ε2). (5.168)
We know that
h′(t1)D0p˜0 = a(εt)p˜0 − b(εt)p˜n0 , (5.169)
h′(t1)D0p˜1 = a(εt)p˜1 − nb(εt)p˜n−10 p˜1 −D1p˜0, (5.170)
and
dp˜0
dt
= h′(t1)D0p˜0 + εD1p˜0, (5.171)
dp˜1
dt
= h′(t1)D0p˜1 + εD1p˜1. (5.172)
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Thus, the residual R(p˜0 + εp˜1) is
= a(εt)p˜0 − b(εt)p˜n0 − (h′(t1)D0p˜0 + εD1p˜0)
+ ε
{
a(εt)p˜1 − nb(εt)p˜n−10 p˜1 − h′(t1)D0p˜1 − εD1p˜1
}
+O(ε2). (5.173)
From equation (5.171) and (5.172) we know that,
a(εt)p˜0 − b(εt)p˜n0 − h′(t1)D0p˜0 = 0. (5.174)
So,
R(p˜0 + εp˜1) = ε
{
a(εt)p˜1 − nb(εt)p˜n−10 p˜1 − h′(t1)D0p˜1
}
+ ε2 {−D1p˜1 + . . .} . (5.175)
From equation (5.171) and (5.172),
R(p˜0 + εp˜1)
= ε
{
a(εt)p˜1 − nb(εt)pn−10 p˜1 +D1p˜0 − a(εt)p˜1 + nb(εt)p˜n−10 p˜1 −D1p˜0
}
+ε2 {−D1p˜1 + . . .} .
Thus, all the O(ε) terms cancel and we are left with,
R(p˜0 + εp˜1) = O(ε
2), (5.176)
provided that −D1p˜1 is O(1).
It can easily be seen that −D1p˜1 is in fact O(1) since p˜1 does not include any ε’s, thus,
its derivative D1p˜1 will not have any ε’s. Hence, −D1p˜1 is O(1).
The remainder of the proof of Section 5.3 proceeds as before, except that the ball B
of (5.104) is replaced by
B′ = {u : ‖u‖ ≤ mε2}. (5.177)
This approach can also be applied to the more general model (5.133), in cases where f(p)
is given, and p˜0, p˜1 are known explicitly. Thus, the two-term expansion (3.30) for the
Gompertz model may be validated.
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Chapter 6
Two Species Models: The
Lotka-Volterra Model
6.1 The Lotka-Volterra Model.
The general Lotka–Volterra equations [30, 37, 51, for example] constitute the simplest
differential equation system for modelling the results of a two–species interaction in which
one species is preyed upon by the other. While these equations are too idealized to
accurately model real-world communities, they do display some features that make them
worthy of continued study. In particular, these equations display periodic solutions (albeit
structurally unstable ones, in the sense that small Logistic perturbations destroy the
periodicity). While this system is simple, it is not possible in general to obtain closed-
form exact solutions (although an implicit solution may be found), and numerical solutions
must be used.
The general Lotka–Volterra system is
dX(T )
dT
= (a1 − c1Y (T ))X(T ), dY (T )
dT
= (−a2 + c2X(T ))Y (T ), (6.1)
where a1, a2, c1 and c2 are positive constants. We nondimensionalise the system by
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defining the following variables [37]
x(t) =
c2X(T )
a2
, y(t) =
c1Y (T )
a1
, t = a1T, ε =
a2
a1
. (6.2)
Thus, the nondimensional Lotka–Volterra system becomes
dx(t)
dt
= x(t)(1− y(t)), dy(t)
dt
= εy(t)(x(t)− 1). (6.3)
This system has one non-trivial critical point (equilibrium) at x(t) = 1, y(t) = 1, with the
periodic solutions forming closed orbits encircling this point in the phase plane. Close to
the critical point, orbits are approximately ellipses, with distortion increasing with dis-
tance from that point. This prompts analysis close to this point by perturbation methods.
While this has been done by Murty and Rao [38] and Willson [54], the results are unnec-
essarily complicated and hard to visualize. In a different approach, Rothe and Waldvogel
[44, 52, 53] directed effort toward calculation of the orbital period. In Section 6.2, we
apply the Poincare´–Lindstedt method [16] to obtain approximate expressions for the so-
lutions to this system near to the critical point. These solutions may then be compared
with the exact first integral. An important by-product of the method is an approximation
to the period.
The system (6.3) may be solved to give a family of implicit solutions linking x and y of
the form
ln y − ε lnx+ εx− y = constant; (6.4)
but this reveals little about the separate behaviour of x and y as functions of t.
Figure 6.1 is a phaseportrait of the Lotka-Volterra system, displaying some typical tra-
jectories. The system has a center at (1, 1). The closed trajectories in the phase diagram
imply periodic solutions for X(T ) and Y (T ).
Near to (1, 1) these trajectories are approaching ellipses. In what follows, we analyse the
periodic solutions of (6.3) near to (1, 1), using a basic multi-scaling method. This analysis
parallels that of [38].
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Figure 6.1: Phaseportrait of the Lotka-Volterra system using ε = 0.02. The arrows
denote the direction of flow.
6.2 Analysis using the Poincare´–Lindstedt method.
In order to analyze the behaviour of the system in the close neighbourhood of the critical
point (1, 1) we perturb the system near (1, 1), that is, we put
x(t) = 1 + δξ(t), y(t) = 1 + δη(t), (6.5)
where δ is small. Thus (6.3) becomes,
dξ(t)
dt
= −η(t)− δξ(t)η(t), dη(t)
dt
= εξ(t) + δεξ(t)η(t). (6.6)
We can see from (6.6) that if we ignore the non-linear terms (or put δ = 0) the system has
a solution which has a period of 2pi/
√
ε and a frequency of
√
ε. When δ 6= 0, but is small,
we expect this frequency to be close to this value. Thus, since we expect our solutions
of (6.6) to have a period of approximately 2pi/
√
ε and a frequency of approximately
√
ε,
we introduce a new time scale
τ = ωt, (6.7)
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where ω depends on δ ; that is, ω = ω(δ) and ω(0) =
√
ε. Thus, the transformed solutions
are 2pi periodic in τ , since 0 ≤ t ≤ 2pi/√ε corresponds to 0 ≤ τ ≤ 2pi.
With this new time scale the non-linear system (6.6) becomes
ω
dξ(τ)
dτ
= −η(τ)− δξ(τ)η(τ), ωdη(τ)
dτ
= εξ(τ) + δεξ(τ)η(τ). (6.8)
Thus, we seek solutions of the form
ξ(τ) = ξ0 + δξ1 + δ
2ξ2 + · · · ,
η(τ) = η0 + δη1 + δ
2η2 + · · · , (6.9)
ω =
√
ε+ δω1 + δ
2ω2 + · · · ,
where ξi = ξi(τ) and ηi = ηi(τ) are 2pi periodic in τ . This approach is a two-dimensional
version of the Poincare´–Lindstedt method ([16], Ch. 7).
Substituting these expansions into (6.8) and collecting like powers of δ we obtain a se-
quence of differential equations.
From the leading O(1) terms, we get
√
ε
dξ0
dτ
= −η0,
√
ε
dη0
dτ
= εξ0, (6.10)
while from the O(δ) terms,
ω1
dξ0
dτ
+
√
ε
dξ1
dτ
= −η1 − ξ0η0, ω1dη0
dτ
+
√
ε
dη1
dτ
= εξ1 + εξ0η0. (6.11)
Similarly, from the O(δ2) terms,
ω2
dξ0
dτ
+ ω1
dξ1
dτ
+
√
ε
dξ2
dτ
= −η2 − ξ0η1 − ξ1η0,
(6.12)
ω2
dη0
dτ
+ ω1
dη1
dτ
+
√
ε
dη2
dτ
= εξ2 + εξ0η1 + εξ1η0,
and from the O(δ3) terms
ω3
dξ0
dτ
+ ω2
dξ1
dτ
+ ω1
dξ2
dτ
+
√
ε
dξ3
dτ
= −η3 − ξ0η2 − ξ1η1 − ξ2η0,
(6.13)
ω3
dη0
dτ
+ ω2
dη1
dτ
+ ω1
dη2
dτ
+
√
ε
dη3
dτ
= εξ3 + εξ0η2 + εξ1η1 + εξ2η0.
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The two-dimensional linear system (6.10) has solutions
ξ0 = A cos(τ + φ), η0 = A
√
ε sin(τ + φ), (6.14)
where A and φ are arbitrary constants, which are found from imposition of the initial
conditions.
On substituting the solutions (6.14) into (6.11) we obtain the differential equations
√
ε
dξ1
dτ
+ η1 = ω1A sin(τ + φ)− A
2
√
ε
2
sin 2(τ + φ),
(6.15)
√
ε
dη1
dτ
− εξ1 = −ω1A
√
ε cos(τ + φ) +
A2ε
√
ε
2
sin 2(τ + φ).
At this point, we introduce the following simple result.
Lemma 6.2
For the system
dx
dt
+ y = A sin t+B cos t+ higher harmonics,
(6.16)
dy
dt
− x = C sin t+D cos t+ higher harmonics,
to have periodic solutions, it is necessary and sufficient that
A−D = 0 and B + C = 0. (6.17)
By taking derivatives of (6.16) we get
d2x
dt2
+
dy
dt
= A cos t−B sin t+ higher harmonics,
(6.18)
d2y
dt2
− dx
dt
= C cos t−D sin t+ higher harmonics.
Using (6.16), (6.18) becomes, on rearrangement
d2x
dt2
+ x = (A−D) cos t− (B + C) sin t+ higher harmonics,
(6.19)
d2y
dt2
+ y = (B + C) cos t+ (A−D) sin t+ higher harmonics.
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Hence, if we expect x and y to be periodic we must eliminate secular terms - this implies
that we must have A−D = 0 and B + C = 0.
¥
Applying Lemma 6.2 (suitably adapted with x =
√
ε ξ1 , y = η1), we see that the system
(6.15) will have 2pi periodic solutions only if we choose ω1 = 0, giving
ξ1 =
A2
√
ε
6
sin 2(τ + φ) +
A2
3
cos 2(τ + φ),
(6.20)
η1 =
A2
√
ε
6
sin 2(τ + φ)− A
2ε
3
cos 2(τ + φ).
Note that (6.20) is the particular solution of (6.15), arising from the higher harmonics
on the righthand side of that system. No complementary solution is included. Since
the general solution of the original system (6.6) will involve two arbitrary constants, we
expect our approximate solution to reflect this. The solution of (6.14) involves two such
constants (A and φ), so we repress the appearance of arbitrary constants in later terms
in the sequence ξi(τ) and ηi(τ).
On substituting (6.20) into (6.12) and noting ω1 = 0, we obtain
√
ε
dξ2
dτ
+ η2 =
(
ω2A+
A3
√
ε
12
)
sin(τ + φ) +
A3ε
12
cos(τ + φ)
+
A3ε
4
cos 3(τ + φ)− A
3
√
ε
4
sin 3(τ + φ),
(6.21)
√
ε
dη2
dτ
− εξ2 = −A
3ε
√
ε
12
sin(τ + φ)−
(
ω2A
√
ε+
A3ε2
12
)
cos(τ + φ)
−A
3ε2
4
cos 3(τ + φ) +
A3ε
√
ε
4
sin 3(τ + φ).
Applying the Lemma to (6.21), we find that to ensure 2pi periodic solutions we must
choose
ω2 = −A
2
√
ε
24
− A
2ε
√
ε
24
, (6.22)
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and so we obtain the following particular solutions
ξ2 =
A3
√
ε
12
sin(τ + φ) +
A3
24
(ε− 1) cos(τ + φ) + A
3
√
ε
8
sin 3(τ + φ)
+
A3
32
(3− ε) cos 3(τ + φ),
(6.23)
η2 =
A3
√
ε
32
(1− 3ε) sin 3(τ + φ)− A
3ε
8
cos 3(τ + φ).
By using ω1 = 0 and (6.22), (6.13) becomes
√
ε
dξ3
dτ
+ η3 = Aω3 sin(τ + φ) +
(
95
576
A4
√
ε+
95
576
A4ε
√
ε
)
sin 2(τ + φ)
+
(
5
576
A4ε+
1
72
A4ε2
)
cos 2(τ + φ)
+
(
−133
576
A4
√
ε+
13
144
A4ε
√
ε
)
sin 4(τ + φ)
+
(
7
36
A4ε
)
cos 4(τ + φ),
and
√
ε
dη3
dτ
− εξ3 = −Aω3
√
ε cos(τ + φ)−
(
1
288
A4ε
√
ε− 5
288
A4ε2
√
ε
)
sin 2(τ + φ)
+
(
1
72
A4ε− 1
36
A4ε2
)
cos 2(τ + φ)
+
(
13
144
A4ε
√
ε− 13
144
A4ε2
√
ε
)
sin 4(τ + φ)
−
(
85
576
A4ε2
)
cos 4(τ + φ).
By Applying the Lemma, we ensure that our solutions are 2pi periodic by choosing
ω3 = 0. (6.24)
Thus, our three term approximations to x = 1+δξ and y = 1+δη, which have a frequency
of ω are
x = 1 + a cos(τ + φ) +
a2
3
[√
ε
2
sin 2(τ + φ) + cos 2(τ + φ)
]
+
a3
√
ε
12
sin(τ + φ) +
a3
24
(ε− 1) cos(τ + φ) + a
3
√
ε
8
sin 3(τ + φ)
+
a3
32
(3− ε) cos 3(τ + φ) +O(a3), (6.25)
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y = 1 + a
√
ε sin(τ + φ) +
a2
√
ε
3
[
1
2
sin 2(τ + φ)−√ε cos 2(τ + φ)
]
+ a3
[√
ε
32
(1− 3ε) sin 3(τ + φ)− ε
8
cos 3(τ + φ) +O(a3)
]
, (6.26)
with
ω =
√
ε− a
2
√
ε
24
(1 + ε) +O(a4), (6.27)
where a = δA may be viewed as the (small) amplitude of the variation of (x, y) from
(1, 1).
It can be noted that there are two unknowns a and φ in (6.25) and (6.26). The plots
in Figures 6.2–6.4 were obtained from (6.25), (6.26) by nominating values for a and φ,
then evaluating the corresponding initial values x0 and y0. However, in most cases, initial
conditions are given in cartesian form, that is, values x0, y0 are nominated. In such a
case, the values for a and φ may be found by setting x = x0, y = y0 in (6.25), (6.26) and
solving implicitly for a and φ. This is most easily done by solving using a package such
as Maple and gives approximate values for a and φ.
6.3 Application of the Approximation.
Using the approximations (6.25), (6.26) and (6.27) obtained in the previous section, we
plotted the approximate solutions of x and y along with the implicit solution (6.4) for
various initial conditions. Figures 6.2–6.4 show the results for the values ε = 0.2, δ = 0.1
and φ = 0.
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0.95 1.0
1.0
1.05
Figure 6.2: Plot of implicit solution (black) and approximate solution (red dash)
using the initial condition x0=1.08216, y0=0.99560 (corresponding to a = 0.08) and
φ = 0.
  t=0
1.5
Y
0.9
1.250.75
1.1
1.0
1.0
1.2
X
0.8
Figure 6.3: Plot of implicit solution (black) and approximate solution (red dash)
using the initial condition x0 = 1.59010, y0 = 0.98021 (corresponding to a = 0.5)
and φ = 0.
We can see from Figures 6.2–6.4 that the orbits close to the critical point are virtually
elliptical, while as we move further from the critical point we find that the solutions begin
to take on more of the typical Lotka–Volterra orbit shape [37] that we expect. However,
if we use an initial condition that is too far from the critical point (or an amplitude, a,
that is too large) then the orbits produced by the approximation deviate from the exact
solution. This is to be expected, as the approximate solutions assume that the amplitude
134
  t=0
2.0
0.8
X
1.0
Y
1.4
1.0 1.5
0.6
0.5
1.2
Figure 6.4: Plot of implicit solution (black) and approximate solution (red dash)
using the initial condition x0 = 2.20949, y0 = 0.92778 (corresponding to a = 0.9)
and φ = 0.
is small, so using a large amplitude is forcing the approximation to evaluate something
which is outside of its realm of validity.
Figures 6.5–6.7 compare the approximations for x and y obtained from (6.25) and (6.26)
with numerical solutions of the Lotka–Volterra system for the various orbits shown in
Figures 6.2–6.4. The x approximation has a larger amplitude than the y approximation
in Figures 6.5–6.7, resulting in the elliptical orbits shown in Figures 6.2–6.4. If we consider
ε > 1 then the elliptical orbits will be vertical rather than the horizontal ones we obtained
for ε < 1 meaning that the y approximation will have a larger amplitude than the x,
however if ε = 1 we obtain circular orbits.
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Figure 6.5: Plot of x (solid line) and y (dashed line) for both the implicit (black)
and approximate (red) solutions shown in Figure 6.11.
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Figure 6.6: Plot of x (solid line) and y (dashed line) for both the implicit (black)
and approximate (red) solutions shown in Figure 6.2.
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Figure 6.7: Plot of x (solid line) and y (dashed line) for both the implicit (black)
and approximate (red) solutions shown in Figure 6.3.
The result (6.27) gives an approximation to the period T of these orbits as
T =
2pi
ω
=
2pi√
ε[1− a2
24
(1 + ε) +O(a4)]
, (6.28)
giving a higher–order approximation to the period for small a. This result also shows
that T increases monotonically with a (for small a), in agreement with the findings of
Waldvogel [53].
The two dimensional Poincare´–Lindstedt method used here has proved to be a successful
tool in dealing with this nonlinear system, as it has in many other applications [16]. This
calculation has also appeared in Grozdanovski and Shepherd [18]. The truncated expan-
sions (6.25), (6.26) provide explicit, readily applicable approximations to the solutions
x(t), y(t) of the Lotka–Volterra predator-prey system near the non-trivial critical point.
They compare well with numerically generated solutions in particular cases. However,
they are also applicable in a range of the system parameter values, giving information
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that is only available from numerics after numerous recalculations—and then in a limited
way. In particular, the approximation to the period of the solutions (6.28) gives general
information that is just not available from numerical calculations.
In our analysis above, ε is assumed to have positive values. Figures 6.8 (a)–(d) show the
effect of reducing ε on the solution profiles. It is apparent that as ε reduces, the variation
in x remains relatively unchanged, while the variation in y becomes less pronounced; i.e.,
the variation in y becomes slow, relative to that of x. This is also demonstrated in the
phase diagram of Figure 6.9.
This disparity in the variation provides a basis for analysis using a multi-scaling approach
based on ε→ 0; and this is demonstrated for an extended model in the next Chapter.
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Figure 6.8: Plots of x (solid line) and y (dashed line) for both the implicit (black)
and approximate (red) solutions for different ε values, using δ = 0.1, φ = 0 and
A = 5.
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Figure 6.9: Phaseportraits for the solutions shown in Figure 6.7, ε = 0.5 (purple),
ε = 0.2 (green), ε = 0.1 (blue), ε = 0.05 (black).
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Chapter 7
Two Species Predator-Prey Models:
Logistic Effects
7.1 Logistic Lotka-Volterra System
The following Logistic Lotka-Volterra system was proposed by Murty and Rao [38],
dX(T )
dT
= (a1 − b1X(T )− c1Y (T ))X(T ), (7.1)
dY (T )
dT
= (−a2 + c2X(T ))Y (T ), (7.2)
where T is time, X(T ) is the prey population and Y (T ) is the predator population, and
a1, a2, b1, c1 and c2 are all positive constants.
Here we note that in the absence of the prey, the predator will die out. Also, in the
absence of the predator, (7.1) reduces to the basic Logistic model. This means that the
prey population will stabilize at some positive value (the carrying capacity), in the absence
of the predator. The term c1Y (T ) in (7.1) can be thought of as the contribution made by
species Y (T ) to a decline in the growth rate of species X(T ).
Now we non-dimensionalise the system by defining the following variables
X =
a2x
c2
, Y =
a1y
c1
, T =
t
a1
. (7.3)
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This comes from applying the Buckingham Π Theorem.
7.1.1 Dimension Analysis
Here we will take a systematic approach, as outlined by Buckingham [9], to non-dimensionalise
the following system
dX
dT
= (a1 − b1X − c1Y )X = a1X − b1X2 − c1XY, (7.4)
dY
dT
= (−a2 + c2X)Y = −a2Y + c2XY. (7.5)
We will write down all the ‘variables’ in (7.4) and (7.5) with their dimensions,[
dX
dT
]
=
[
dY
dT
]
= Pop. T−1, (7.6)
and
[X] = [Y ] = Pop, (7.7)
so
[a1] = [a2] = T
−1, (7.8)
similarly
[b1] = [c1] = [c1] = Pop
−1.T−1. (7.9)
Now we ask, are there constants α1, α2, α3, α4, α5, α6, α7 and α8 such that the combination
Π = Xα1 Y α2 Tα3 aα41 a
α5
2 b
α6
1 c
α7
1 c
α8
2 (7.10)
is dimensionless?
Now,
[Π] = [Xα1 ] [Y α2 ] [Tα3 ] [aα41 ] [a
α5
2 ] [b
α6
1 ] [c
α7
1 ] [c
α8
2 ]
= Pα1+α2−α6−α7−α8 Tα3−α4−α5−α6−α7−α8 , (7.11)
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and Π is dimensionless if,
α1 + α2 − α6 − α7 − α8 = 0, (7.12)
α3 − α4 − α5 − α6 − α7 − α8 = 0. (7.13)
Equations (7.12) and (7.13) are a pair of linear equations in eight unknowns, α1, α2, α3,
α4, α5, α6, α7 and α8. What we want to know is, do they have a solution?
We can write α1 and α3 in terms of α2, α4, α5, α6, α7 and α8, we will later see that this
proves to be the best choice. In vector form this can be written as,
α1
α2
α3
α4
α5
α6
α7
α8

=

−α2 + α6 + α7 + α8
α2
α4 + α5 + α6 + α7 + α8
α4
α5
α6
α7
α8

.
We can see that α2, α4, α5, α6, α7 and α8 can take any values. Now the vector of exponents
can be written as a linear combination of linearly independent basis vectors which span
the space,
= α2

−1
1
0
0
0
0
0
0

+ α4

0
0
1
1
0
0
0
0

+ α5

0
0
1
0
1
0
0
0

+ α6

1
0
1
0
0
1
0
0

+ α7

1
0
1
0
0
0
1
0

+ α8

1
0
1
0
0
0
0
1

. (7.14)
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Each basis vector corresponds to a dimensionless product of the variables and constants.
Π1 = X
−1 Y,
Π2 = T a1,
Π3 = T a2,
Π4 = X T b1,
Π5 = X T c1,
Π6 = X T c2.
Combining these we get three dimensionless variables x, y and t given by,
Π′1 =
Π6
Π3
=
X T c2
T a2
=
X c2
a2
= x, (7.15)
Π′2 =
Π1Π5
Π2
=
X−1 Y X T c1
T a1
=
Y c1
a1
= y, (7.16)
Π′3 = Π2 = T a1 = t. (7.17)
We choose the combinations (7.15), (7.16) and (7.17) because they lead to the sim-
plest case, where (7.1) and (7.2) depend on only two constants. Thus, we can non-
dimensionalise the system by using the following non-dimensional variables
X =
a2
c2
x, Y =
a1
c1
y, T =
t
a1
. (7.18)
It is important to note that these non-dimensional variables are the same as those used
for the Lotka-Volterra model of Chapter 6.
7.1.2 Non-dimensional System
Thus, the non-dimensional Logisitc Lotka-Volterra system becomes
dx
dt
= x (1− βx− y) , (7.19)
dy
dt
= εy (x− 1) , (7.20)
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where x and y are functions of time, t, and
β =
b1a2
a1c2
and ε =
a2
a1
. (7.21)
We can note that, if β = 0, we obtain the original Lotka-Volterra system considered
in Chapter 6. There, it was shown that the system has an exact solution, represented
implicity by (6.4). However, for β > 0, no such exact solution (implicit or otherwise)
may be found. As we will show in the following Sections, for ε small and positive we may
apply a multi-timing approach to obtain an approximate solution to (7.19) and (7.20).
Physically, this means that the predator population is evolving at a rate which is much
slower than that of the prey population, with ε measuring the ratio of time scales intrinsic
to the prey and predator populations respectively. Thus, small values of ε correspond to
the situation of a predator population changing at a much slower rate that the prey
population. As long as ε is small, β will be large so long as the ratio b1/c2 is large.
7.1.3 Stability Analysis
To gain a deeper understanding of this Logistic Lotka-Volterra system, we conduct a
stability analysis. By inspection of (7.19) and (7.20) we can see that there are three
critical points for this system, namely
x = 0, y = 0, (7.22)
x =
1
β
, y = 0, (7.23)
x = 1, y = 1− β. (7.24)
Now, consider the Jacobian matrix of the system (7.19) and (7.20) at the point (x, y):
A(x, y) =
 1− 2βx− y −x
εy ε(x− 1)
 . (7.25)
At the critical point (0, 0) we have
A(0, 0) =
 1 0
0 −ε
 , (7.26)
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so the matrix A(0, 0) has eigenvalues λ1 = 1 and λ2 = −ε. Thus, (0, 0) is always an
unstable saddle point, since ε > 0.
Similarly,
A(
1
β
, 0) =
 −1 −1β
0 ε( 1
β
− 1)
 , (7.27)
having eigenvalues λ1 = −1 and λ2 = ε
(
1
β
− 1
)
. So ( 1
β
, 0) is an asymptotically stable
node if β > 1 or an unstable saddle point if β < 1.
Lastly,
A(1, 1− β) =
 −β −1
ε(1− β) 0
 , (7.28)
which has eigenvalues λ1, λ2 = −12β ±
√
1
4
β2 − ε(1− β). So (1, 1 − β) is an asymptot-
ically stable node if ε is small enough and β < 1, or an unstable saddle point if
β > 1.
The stability of the critical points are summarized in the Table 7.1.
CRITICAL POINT STABILITY
(0, 0) ( 1
β
, 0) (1, 1− β)
β < 1 Unstable Saddle Point Unstable Saddle Point Stable Node
β ≥ 1 Unstable Saddle Point Stable Node Unstable Saddle Point
Table 7.1: Stability of the critical points for the Logistic Lotka-Volterra system.
Figures 7.1 and 7.2 are phaseportraits of the Logistic Lotka-Volterra system. Here Fig-
ure 7.1 is an example of β < 1, in this case we have a stable node at (1, 1 − β). It can
be seen that despite the initial starting point, all the trajectories tend towards the stable
node. Figure 7.2, on the other hand, is an example of β > 1. Here we can see that the
stable node is now located at (1/β, 0) and once again all trajectories tend to this point.
147
Figure 7.1: Phaseportrait of Logistic Lotka-Volterra system using ε = 0.1 and
β = 0.7. Stable node occurs at (1, 0.3).
Figure 7.2: Phaseportrait of Logistic Lotka-Volterra system using ε = 0.1 and
β = 2.3. Stable node occurs at (1/2.3, 0).
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7.1.4 The Multi-Scaled Logistic Lotka-Volterra System
We now consider solutions x(t, ε) and y(t, ε) of (7.19) and (7.20) when ε is small and
positive. We will examine the structure of these solutions in the limit ε→ 0.
We note from (7.20) that if y(t, ε) is a solution,
dy
dt
= O(ε) or
dy
d(εt)
= O(1). (7.29)
This implies that O(1) rates of change of y(t, ε) occur on a time scale εt. For definiteness,
we assume that y(t, ε) depends on εt alone. This prompts us to choose our slow time
scale as t1 = εt, so that y(t, ε) = y(t1).
If we rearrange (7.19) we obtain
dx
dt
= x(1− y(t1))− βx2, (7.30)
so that 1− y(t1) is a slowly varying function and β > 0. Now (7.30) is in the form of the
general model of Chapter 5, with t1 = εt our slow time scale. Following the procedure
of Chapter 5, we aim to apply a multi-timing approach to equations (7.19) and (7.20).
Thus, we choose the generalised time scales
t0 =
1
ε
h(t1) and t1 = εt, (7.31)
where h(t1) is a positive function of t1, having analogous properties to those of the h(t1)
of Section 2.5.1, with the condition
h′(t1) > 0. (7.32)
We make this choice to ensure that t0 →∞ rather than t0 → −∞ as t→∞.
We now define x(t, ε) and y(t, ε) as functions of the two time scales,
x(t, ε) ≡ x˜(t0, t1, ε), (7.33)
y(t, ε) ≡ y˜(t0, t1, ε). (7.34)
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In terms of these, the multi-scaled Logistic Lotka-Volterra system of differential equations
arising from (7.19) and (7.20) becomes
h′(t1)D0 x˜+ εD1x˜ = x˜ (1− βx˜− y˜) , (7.35)
h′(t1)D0 y˜ + εD1y˜ = εy˜ (x˜− 1) . (7.36)
where D0 and D1 are partial differential operators with respect to t0 and t1, as described
in Section 2.5.1.
7.1.5 Perturbation Analysis
We now express x˜ and y˜ as Poincare´ expansions in ε,
x˜(t0, t1, ε) = x˜0(t0, t1) + ε x˜1(t0, t1) + ε
2 x˜2(t0, t1) + . . . , (7.37)
y˜(t0, t1, ε) = y˜0(t0, t1) + ε y˜1(t0, t1) + ε
2 y˜2(t0, t1) + . . . . (7.38)
On substituting these expansions into (7.35) and (7.36) we get
h′(t1)D0(x˜0 + εx˜1 + . . .) + εD1(x˜0 + εx˜1 + . . .)
= (x˜0 + εx˜1 + . . .) [1− β(x˜0 + εx˜1 + . . .)− (y˜0 + εy˜1 + . . .)] , (7.39)
h′(t1)D0(y˜0 + εy˜1 + . . .) + εD1(y˜0 + εy˜1 + . . .)
= ε(y˜0 + εy˜1 + . . .) [(x˜0 + εx˜1 + . . .)− 1] . (7.40)
Equating coefficients of like powers of ε, we obtain a sequence of systems of differential
equations for x˜0, y˜0, x˜1, y˜1, . . ..
From terms independent of ε,
h′(t1)D0x˜0 = x˜0 (1− βx˜0 − y˜0) , (7.41)
h′(t1)D0y˜0 = 0; (7.42)
and from O(ε) terms,
h′(t1)D0x˜1 +D1x˜0 = x˜1 (1− βx˜0 − y˜0)− x˜0 (βx˜1 + y˜1) , (7.43)
h′(t1)D0y˜1 +D1y˜0 = y˜0 (x˜0 − 1) . (7.44)
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Now, solving (7.42) gives
y˜0 = B(t1), (7.45)
where B(t1) is an arbitrary function of t1. This reflects our earlier observations about the
solutions of this system.
Substituting (7.45) into (7.41) we have a first order partial differential equation for x˜0,
which may be solved to give
x˜0 =
θ(t1)h
′(t1)
β + A(t1)θ(t1)h′(t1)e−θ(t1)t0
, (7.46)
where A(t1) is an arbitrary function of t1 alone, and
θ(t1) =
1−B(t1)
h′(t1)
. (7.47)
Now using (7.45) and (7.46) we can rearrange (7.44) to give
D0y˜1 =
B(t1)θ(t1)
β + A(t1)θ(t1)h′(t1)e−θ(t1)t0
− B(t1)
h′(t1)
− B
′(t1)
h′(t1)
. (7.48)
Integrating gives
y˜1 =
(
B(t1)θ(t1)
β
− B(t1)
h′(t1)
− B
′(t1)
h′(t1)
)
t0
+
B(t1)
β
ln
∣∣β + A(t1)θ(t1)h′(t1)e−θ(t1)t0∣∣+ Z(t1), (7.49)
where Z(t1) is a constant of integration. For definiteness, we choose
Z(t1) = − 1
β
B(t1) ln |β| . (7.50)
so that
y˜1 =
(
B(t1)θ(t1)
β
− B(t1)
h′(t1)
− B
′(t1)
h′(t1)
)
t0
+
1
β
B(t1) ln
∣∣∣∣1 + A(t1)θ(t1)h′(t1)e−θ(t1)t0β
∣∣∣∣ . (7.51)
Now, equation (7.43) becomes
D0x˜1 +
1
h′(t1)
[−1 + 2βx˜0 + y˜0] x˜1 = −D1x˜0
h′(t1)
− x˜0y˜1
h′(t1)
. (7.52)
151
Substituting x˜0, y˜0, y˜1 and
D1x˜0 =
(
βθ(t1)h
′′(t1)− A′(t1)θ(t1)2h′(t1)2e−θ(t1)t0 + θ(t1)h′(t1)2A(t1)θ′(t1)t0e−θ(t1)t0
+ θ′(t1)h′(t1)β)×
{
β + A(t1)θ(t1)h
′(t1)e−θ(t1)t0
}−2
, (7.53)
into equation (7.52) gives
D0x˜1 +
{
2βθ(t1)
β + A(t1)θ(t1)h′(t1)e−t0
− θ(t1)
}
x˜1
=
−B(t1)θ(t1) ln
∣∣∣1 + A(t1)θ(t1)h′(t1)e−θ(t1)t0β ∣∣∣
β(β + A(t1)θ(t1)h′(t1)e−θ(t1)t0)
− D1x˜0
h′(t1)
. (7.54)
Solving this for x˜1 gives
x˜1 = I
−1
{−h′′(t1)βeθ(t1)t0
h′(t1)
− θ
′(t1)βeθ(t1)t0
θ(t1)
+ h′(t1)θ(t1)2A′(t1)t0
− 1
2
h′(t1)θ(t1)2A(t1)θ′(t1)t20 −
θ(t1)
2B(t1)A(t1)h
′(t1)t0
β
− θ(t1)B(t1)A(t1)h
′(t1)
β
ln
∣∣∣∣1 + A(t1)θ(t1)h′(t1)e−θ(t1)t0β
∣∣∣∣
− θ(t1)B(t1)A(t1)h
′(t1)
β
dilog
(
1 +
A(t1)θ(t1)h
′(t1)e−θ(t1)t0
β
)
− B(t1)eθ(t1)t0 ln
∣∣∣∣1 + A(t1)θ(t1)h′(t1)e−θ(t1)t0β
∣∣∣∣} , (7.55)
where I = (β + A(t1)θ(t1)h
′(t1)e−θ(t1)t0)2eθ(t1)t0 is an integrating factor, and
dilog(z) =
∫ z
1
ln(s)
1− s ds, (7.56)
as defined by [28].
We now consider the behaviour of y˜1 as given by (7.51) and x˜1, given by (7.55) as t0 →∞.
In order to eliminate terms in x˜1 such as t
2
0e
−θ(t1)t0 we must choose θ′(t1) = 0, which means
that θ(t1) is restricted to being a constant. Further, in order that the second term in (7.51)
be bounded as t0 →∞, we must choose θ(t1) to be positive. This leads to the choices
θ(t1) = 1, (7.57)
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and hence,
h′(t1) = 1−B(t1). (7.58)
This gives
t0 =
1
ε
∫ t0
0
(1−B(s)) ds, (7.59)
and ensures that t0 →∞ as t→∞ provided that
B(t1) < 1, (7.60)
for all t1 ≥ 0.
To eliminate further terms that become unbounded as t0, and hence t→∞ in (7.49), we
choose the coefficient of t0 be zero, i.e, we set, on noting (7.57)
B(t1)
β
− B(t1)
h′(t1)
− B
′(t1)
h′(t1)
= 0, (7.61)
for all t1 ≥ 0. Rearranging this, we get
B′(t1) =
(
h′(t1)
β
− 1
)
B(t1), (7.62)
which, with (7.58) becomes
B′(t1) =
(
1
β
− 1
)
B(t1)− 1
β
B(t1)
2. (7.63)
Now, (7.63) is a Bernoulli type equation for B(t1) which can be solved to give
B(t1) =
β − 1
−1 + c (β − 1)e (β−1)t1β
, (7.64)
where c is a constant, which will be found from given initial conditions. It is important
to note that β must be strictly positive and β 6= 1.
If 0 < β < 1, then as t → ∞, B(t1) → 1 − β, thus B(t1) will lie between 0 and 1 since
0 < β < 1. From the stability analysis of Section 7.1.3 we know that the population will
tend to the stable critical point (1, 1 − β). If β > 1, then as t → ∞, B(t1) → 0. From
the stability analysis of Section 7.1.3 we know that the population will tend to the stable
critical point ( 1
β
, 0).
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Further, our choices of θ(t1) and h(t1) as given above ensure the y˜1 given by (7.51) tends
to zero as t0, t1, t→∞, agreeing with the outcome of the stability analysis.
Note that these choices also give the result that
x˜0 → 1−B(t1)
β
as t0 →∞, (7.65)
i.e., after transients governed by t0 die away, x˜0 tends to a slowly varying finite limit
dependent on B(t1). Ultimately, then, as t1 → ∞, x˜0 tends to 1 or 1/β, depending on
the value of β, reflecting the stability analysis of Section 7.1.3.
From (7.55) we can see that the solution to x˜1 includes a t0 term. Although this term
will not become unbounded as t→∞ we will still choose to equate the coefficient of this
term to zero as this is the only term which includes a derivative of A(t1). This leads us
to a differential equation for A(t1),
(1−B(t1))A′(t1)− (1−B(t1))B(t1)
β
A(t1) = 0. (7.66)
Now, solving (7.66), we get
A(t1) = de
∫ t1
0
B(s)
β
.ds, (7.67)
where d is an arbitrary constant and A(t1) will be a positive function of t1 if d > 0.
Now we consider x˜1, the solution of (7.54). To solve (7.54) we use the integrating factor
method, with integrating factor
I = [A(t1)(1−B(t1))e−t0 + β]2et0 , (7.68)
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and obtain, on noting (7.57), (7.58), a particular solution x˜1 as
x˜1 = −
[
B(t1) ln
∣∣∣∣1 + (1−B(t1))A(t1)β e−t0
∣∣∣∣
+
(1−B(t1))B(t1)A(t1)
β
e−t0 ln
∣∣∣∣1 + (1−B(t1))A(t1)β e−t0
∣∣∣∣
+
(1−B(t1))B(t1)A(t1)
β
e−t0dilog
(
1 +
(1−B(t1))A(t1)
β
e−t0
)
− βB
′(t1)
1−B(t1)
]
× [(1−B(t1))A(t1)e−t0 + β]−2 . (7.69)
Note that t → ∞ as t0 and t1 → ∞. B(t1) is bounded as t → ∞ and A(t1)e−t0 → 0 as
t→∞ since,
A(t1)e
−t0 = d e
∫ t1
0
B(s)
β
dse−t0
= d e
∫ t1
0
B(s)
β
dse−
1
ε
∫ t1
0 (1−B(s)) ds
= d e
∫ t1
0
B(s)
β
− 1
ε
(1−B(s)) ds,
so A(t1)e
−t0 → 0 as t0 →∞ since we know that 1−B(t1) is strictly positive. This means
that
x˜1 → B
′(t1)
β(1−B(t1)) , (7.70)
as t0 →∞.
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So far our approximation for species x and y is,
x˜(t0, t1, ε) =
1−B(t1)
β + (1−B(t1))A(t1)e−t0
− ε
[
B(t1) ln
∣∣∣∣1 + (1−B(t1))A(t1)β e−t0
∣∣∣∣
+
(1−B(t1))B(t1)A(t1)
β
e−t0 ln
∣∣∣∣1 + (1−B(t1))A(t1)β e−t0
∣∣∣∣
+
(1−B(t1))B(t1)A(t1)
β
e−t0dilog
(
1 +
(1−B(t1))A(t1)
β
e−t0
)
− βB
′(t1)
1−B(t1)
]
× [(1−B(t1))A(t1)e−t0 + β]−2 + · · · , (7.71)
y˜(t0, t1, ε) = B(t1) + ε
B(t1)
β
ln
∣∣∣∣1 + (1−B(t1))A(t1)e−t0β
∣∣∣∣+ · · · . (7.72)
Since our approximation consists of both leading order and order ε terms, we will assume
that our constants c and d take on the same form, i.e.
c = c0 + εc1 + · · · , (7.73)
d = d0 + εd1 + · · · . (7.74)
Once we substitute c and d into x0, y0, x1 and y1 these will become functions of t0, t1, c,
d, and ε.
By substituting the general initial condition t = t0 = t1 = 0, x(0) = x0, y(0) = y0,
A(0) = A0, B(0) = B0 and B
′(0) = B′0 into our approximation we get,
x0 =
1−B0
β + (1−B0)A0 − ε
[
B0 ln
∣∣∣∣1 + (1−B0)A0β
∣∣∣∣
+
(1−B0)B0A0
β
ln
∣∣∣∣1 + (1−B0)A0β
∣∣∣∣+ (1−B0)B0A0β dilog
(
1 +
(1−B0)A0
β
)
− βB
′
0
1−B0
]
× [(1−B0)A0 + β]−2 (7.75)
156
and
y0 = B0 + ε
B0
β
ln
∣∣∣∣1 + (1−B0)A0β
∣∣∣∣ , (7.76)
where
A0 = d0 + εd1, (7.77)
B0 =
β − 1
−1 + (c0 + εc1)(β − 1) , (7.78)
B′0 = −
(β − 1)3(c0 + εc1)
β(−1 + (c0 + εc1)(β − 1))2 . (7.79)
Note that the constants x0 and y0 should not be confused with the functions x˜0 and y˜0.
By expanding (7.75) and (7.76) using Taylor series, collecting like powers of ε, then solving
for c0, c1, d0 and d1 we find that,
c0 =
y0 + β − 1
y0(β − 1) , (7.80)
c1 =
1
y0β
ln
∣∣∣∣1− y0x0β
∣∣∣∣ , (7.81)
d0 =
x0β − 1 + y0
x0(y0 − 1) , (7.82)
and
d1 =
y0
(y30 − 3y20 + 3y0 − 1)x0β
×
{
dilog
(
1− y0
x0β
)[−x0β + x0y0β + y20 − 2y0 + 1]
+ ln
∣∣∣∣1− y0x0β
∣∣∣∣ [−x0β + x0y0β + y20 − 2y0 + 1]
+ x0β
2 − x0β + x0y0β
}
. (7.83)
From c1 and d1 we obtain the condition,
y0 < 1. (7.84)
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Since, to leading order in ε, B(0) = y0, and since if B(0) < 1 then B(t1) < 1 for all t1 ≥ 0,
from (7.64) to be met.
Rewriting in terms of t, our two term approximation for the Logistic Lotka-Volterra model
is now
x(t, ε) = x˜0(t, c0 + εc1, d0 + εd1) + εx˜1(t, c0 + εc1, d0 + εd1), (7.85)
y(t, ε) = y˜0(t, c0 + εc1, d0 + εd1) + εy˜1(t, c0 + εc1, d0 + εd1), (7.86)
where x˜0, x˜1, x˜0 and x˜1 are functions of t, c0 + εc1 and d0 + εd1. To display the ε
dependance explicitly we expand (7.85) and (7.86) using a Taylor series in powers of ε.
This gives our multiscaled approximation for the Logistic Lotka-Volterra predator-prey
system as,
x(t, ε) = x˜0(t, c0, d0)
+ε(Dcx˜0(t, c0, d0)c1 +Ddx˜0(t, c0, d0)d1 + x˜1(t, c0, d0)), (7.87)
y(t, ε) = y˜0(t, c0, d0)
+ε(Dcy˜0(t, c0, d0)c1 +Ddy˜0(t, c0, d0)d1 + y˜1(t, c0, d0)), (7.88)
where Dc and Dc are the partial differential operators with respect to d and c respectively,
and
t0 =
1
ε
∫ εt
0
(1−B(s)) ds. (7.89)
We leave the approximation in the abbreviated form (7.87) and (7.88) as the expression
itself it too complicated to include here.
To check the accuracy of this approximation we will plot our approximation along with
the numerical solution of the Logistic Lotka-Volterra predator-prey system. This is done
in the following subsection.
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7.1.6 Comparison of the Multi-Scaled Logistic Lotka-Volterra
Approximation with Numerical Solutions
In the previous section we obtained a general multi-timing approximation to the solution
of the Logistic Lotka-Volterra system. We will now apply this to a range of different cases.
First we will consider the case when β > 0. Figure 7.3 shows a phase diagram for a
certain set of parameter values. From the phase diagram we can see that species x and
y start at the initial values of 0.3 and 0.6 respectively. Population y decreases to a value
of 1 − β = 0.25 while population x grows to a limiting value of 1. This behaviour fits
in with the behaviour described by the phaseportrait seen in Figure 7.1. Here there is
some discrepancy between the numerical solution and our approximation. The behaviour
displayed in the phase diagram is also displayed in Figure 7.4 as individual solutions.
From Figure 7.4 we can see that both populations tend to the correct limiting values as
described by the stability analysis of Section 7.1.3, that being 1 and 1 − β. The error
seen in the phase diagram (Figure 7.3) corresponds to the slight difference between the
numerical solution and our approximate solution, which occurs within 0 < t < 50.
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Figure 7.3: Phaseportrait of species x vs. species y, where the black line is the
numerical solution and the red line is our approximation. Here we use the following
values, ε = 0.1, β = 0.75, x0 = 0.3, y0 = 0.6.
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Figure 7.4: Close up of initial behaviour. Green line (solid) = Appromimated x,
Blue line (dash) = Numerical x. Red line (solid) = Approximated y, Black line
(dash) = Numerical y. Using the following values ε = 0.1, β = 0.75, x0 = 0.3, y0 =
0.6.
Figures 7.5 and 7.6 correspond to a different set of parameters values, in this case x0 > y0.
From the phase diagram in Figure 7.5 we can see that our approximation is extremely
accurate in this case as there is no visible difference between the red and black lines.
Unlike Figures 7.3 and 7.4 which displayed species x and y as monotonically increasing
and decreasing, in this case population x increases to a maximum value then begins
decreasing towards the value 1 and population y begins to decrease slightly before starting
to increase. This behaviour is clearly displayed in Figure 7.6.
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Figure 7.5: Phaseportrait of species x vs. species y, where the black line is the
numerical solution and the red line is our approximation. Here we use the following
values, ε = 0.1, β = 0.65, x0 = 0.5, y0 = 0.1.
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Figure 7.6: Close up of initial behaviour. Green line (solid) = Approximated x,
Blue line (dash) = Numerical x. Red line (solid) = Approximated y, Black line
(dash) = Numerical y. Using the following values ε = 0.1, β = 0.65, x0 = 0.5, y0 =
0.1.
We will now consider β > 1. Figures 7.7 and 7.8 show one example of a certain set of
parameter values where x0 > y0. In this case, population x decreases before increasing
towards its limiting value of 1/β and population y dies out. Again, this was predicted by
the stability analysis of Section 7.1.3. Even though the phase diagram shows some error
in our approximation it is clear from the individual solutions shown in Figure 7.8, which
show no error, that the error in the phase diagram may be the result of the plotting of
the phase portrait.
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Figure 7.7: Phaseportrait of species x vs. species y, where the black line is the
numerical solution and the red line is our approximation. Here we use the following
values, ε = 0.1, β = 1.2, x0 = 0.7, y0 = 0.3.
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Figure 7.8: Close up of initial behaviour. Green line (solid) = Approximated x,
Blue line (dash) = Numerical x. Red line (solid) = Approximated y, Black line
(dash) = Numerical y. Using the following values ε = 0.1, β = 1.2, x0 = 0.7, y0 =
0.3.
Figures 7.9 and 7.10 display another example of when β > 1, this time x0 < y0. Once
again our approximation is extremely accurate. Both Figures 7.7 and 7.9 correspond to
the general behaviour seen in phaseportrait of Figure 7.2.
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Figure 7.9: Phaseportrait of species x vs. species y, where the black line is the
numerical solution and the red line is our approximation. Here we use the following
values, ε = 0.1, β = 2.7, x0 = 0.1, y0 = 0.5.
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Figure 7.10: Close up of initial behaviour. Green line (solid) = Approximated
x, Blue line (dash) = Numerical x. Red line (solid) = Approximated y, Black line
(dash) = Numerical y. Using the following values ε = 0.1, β = 2.7, x0 = 0.1, y0 =
0.5.
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7.1.7 The Presence of Transitions
The calculations of the previous sub-Sections leading to the expansions (7.87) and (7.88)
for the solutions of this model were based on the choices (7.58) and (7.59) for θ(t1) and
h′(t1) respectively. This led to the condition (7.60), restricting the function B(t1) on
t ≥ 0.
For c0 given by (7.80), the B(t1) defined by (7.64) satisfies B(0) = y0 and for t1 ≥ 0,
0 < B(t1) < 1, provided y0 < 1. However, for y0 > 1, (7.60) is violated, at least for
some t1. We thus return to the arguments of Section 7.1.5 relating to unbounded terms
in (7.51), and deletion on undesirable terms in (7.55).
From the discussion following (7.55), we again choose θ(t1) to be constant, but this time
we choose
θ(t1) = −1, (7.90)
which gives
h′(t1) = B(t1)− 1. (7.91)
Note that this implies that
B(t1) > 1. (7.92)
Our calculation follows as given in Section 7.1.5. By applying (7.90) and (7.91) to (7.51)
we get
y˜1 =
(−B(t1)
β
− B(t1)
h′(t1)
− B
′(t1)
h′(t1)
)
t0
+
1
β
B(t1) ln
∣∣∣∣1− A(t1)h′(t1)et0β
∣∣∣∣ . (7.93)
We can rewrite (7.93) as
y˜1 =
(−B(t1)
β
− B(t1)
h′(t1)
− B
′(t1)
h′(t1)
+
B(t1)
β
)
t0
+
1
β
B(t1) ln
∣∣∣∣e−t0 − A(t1)h′(t1)β
∣∣∣∣ . (7.94)
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So, in (7.94) the t0 terms are
−B(t1)
β
− B(t1)
h′(t1)
− B
′(t1)
h′(t1)
+
B(t1)
β
. (7.95)
We choose to equate these terms to zero. By doing this we obtain a differential equation
for B(t1),
B′(t1) +B(t1) = 0, (7.96)
which has the solution
B(t1) = B0e
−t1 . (7.97)
So, our solution for y˜1 is now
y˜1 =
1
β
B(t1) ln
∣∣∣∣e−t0 − A(t1)h′(t1)β
∣∣∣∣ . (7.98)
We know that B0 = y0, so to leading order,
y˜0 = B(t1) = y0e
−t1 , (7.99)
which tends to zero as t1 →∞.
Now, using y˜1 as above, the t0 terms in (7.55) become
h′(t1)A′(t1)− B(t1)A(t1)h
′(t1)
β
+
B(t1)A(t1)h
′(t1)
β
. (7.100)
By equating (7.100) to zero we obtain a differential equation for A(t1),
A′(t1) = 0, (7.101)
which means
A(t1) = A0, (7.102)
where A0 is a constant. This result may then be applied to x˜1 to give a new x˜1 for the
case where B(t1) > 1.
Note that
h′(t1) = B(t1)− 1 = y0e−t1 − 1, (7.103)
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and h′(t1) = 0 on t1 > 0 only if y0 > 1. Thus, if y0 > 1, then B(t1) will reduce till
B(t1) = 1, that is at
t1 = ln(y0). (7.104)
After this t1 value, we move to the situation whereB(t1) < 1, and the expansions (7.87), (7.88)
apply.
At B(t1) = 1, neither of the sets of expansions, of this sub-Section or earlier apply. There
is a transition at the point t1 = ln(y0), and a transition layer conducts the solutions
through from B(t1) > 1 to B(t1) < 1,
Since, from (7.30), we have, to leading order,
dx
dt
= x(1−B(t1))− βx2, (7.105)
we expect this layer to occur predominately in x(t, ε), and to have a structure analogous
to that of the transition layer considered in Section 5.2.1.
7.2 Slowly Varying β in the Logistic Lotka-Volterra
System
Now we will consider the case where β is slowly varying, that is β = β(εt). This means
that the intra-species competition in the prey population model is varying slowly. Thus,
the slowly varying dimensionless system becomes,
dx
dt
= x (1− β(εt)x− y) , (7.106)
dy
dt
= εy (x− 1) , (7.107)
where β(εt) > 0 for all t1 > 0. Unfortunately in this case a stability analysis cannot be
carried out as our system is no longer autonomous.
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7.2.1 The Multi-Scaled Logistic Lotka-Volterra System
To apply the multi-timing approach to equations (7.106) and (7.107), we again choose the
generalized time scales (7.31) as defined in Section 7.1.4. We define both x(t, ε) and y(t, ε)
as functions of the two time scales, as in (7.33) and (7.34). Thus, the multi-scaled Logistic
Lotka-Volterra system of differential equations becomes, from (7.106) and (7.107),
h′(t1)D0 x˜+ εD1x˜ = x˜ (1− β(t1)x˜− y˜) , (7.108)
h′(t1)D0 y˜ + εD1y˜ = εy˜ (x˜− 1) . (7.109)
Note that (7.108) differs from (7.33) in that β is now slowly varying.
7.2.2 Perturbation Analysis
Following the perturbation analysis of Section 7.1.5 we express x˜ and y˜ as Poincare´ ex-
pansions in ε, and substituting these expansions into (7.108) and (7.109). By collecting
like powers of ε we obtain, in the usual way, we obtain the following sets of differential
equations for x˜0, y˜0, x˜1, y˜1:
h′(t1)D0x˜0 = x˜0 (1− β(t1)x˜0 − y˜0) , (7.110)
h′(t1)D0y˜0 = 0, (7.111)
and
h′(t1)D0x˜1 +D1x˜0 = x˜1 (1− β(t1)x˜0 − y˜0)− x˜0 (β(t1)x˜1 + y˜1) , (7.112)
h′(t1)D0y˜1 +D1y˜0 = y˜0 (x˜0 − 1) . (7.113)
Solving (7.111) gives
y0 = B(t1), (7.114)
where B(t1) is an arbitrary function of t1, while solving (7.110) for x˜0 gives
x˜0 =
θ(t1)h
′(t1)
β(t1) + A(t1)θ(t1)h′(t1)e
−θ(t1)t0
h′(t1)
, (7.115)
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where
θ(t1) =
1−B(t1)
h′(t1)
. (7.116)
Following the analysis of Section 7.1.5 we choose
θ(t1) = 1, (7.117)
so, this means
h′(t1) = 1−B(t1). (7.118)
Here we want θ(t1) > 0 for a limiting x˜0. This means that,
B(t1) < 1, (7.119)
as ε→ 0. We will assume (7.119).
Thus, with (7.117), (7.115) becomes
x˜0 =
h′(t1)
β(t1) + A(t1)h′(t1)e−t0
. (7.120)
We note that if β(t1) is a constant, (7.120) reduces to (7.46).
Now using (7.114) and (7.120) we rearrange (7.113) to give
D0y˜1 =
B(t1)
β(t1) + A(t1)h′(t1)e−t0
− B(t1)
h′(t1)
− B
′(t1)
h′(t1)
.
Integrating gives
y˜1 =
(
B(t1)
β
− B(t1)
h′(t1)
− B
′(t1)
h′(t1)
)
t0
+
B(t1)
β
ln
∣∣β + A(t1)h′(t1)e−t0∣∣+ Z(t1). (7.121)
As in Section 7.1.5, we are not looking for a particular solution, so we include the constant
of integration, Z(t1).
To eliminate unbounded terms in (7.121) we choose to let the coefficient of t0 to be zero,
i.e.
B(t1)
β(t1)
− B(t1)
h′(t1)
− B
′(t1)
h′(t1)
= 0. (7.122)
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Rearranging this, we get
B′(t1) =
(
h′(t1)
β(t1)
− 1
)
B(t1). (7.123)
From (7.117), (7.123) becomes,
B′(t1) =
(
1
β(t1)
− 1
)
B(t1)− 1
β(t1)
B(t1)
2. (7.124)
Now (7.124) is a Bernoulli type equation for B(t1). Thus, it can be solved to give
B(t1) =
e
∫ t1
0
1−β(s)
β(s)
ds∫ t1
0
1
β(s)
e
∫ t1
0
1−β(s)
β(s)
ds ds+ c
, (7.125)
where c is a constant. Note that if β is a constant (7.125) reduces to (7.64).
Thus, (7.121) becomes
y˜1 =
B(t1)
β(t1)
ln
∣∣β(t1) + A(t1)h′(t1)e−t0∣∣+ Z(t1). (7.126)
Here we adopt the same approach taken in Section 7.1.5 and choose Z(t1) such that
y˜1 → 0 as t→∞. i.e,
Z(t1) = −B(t1)
β
ln |β(t1)| . (7.127)
Thus,
y˜1 =
B(t1)
β
ln
∣∣∣∣1 + A(t1)h′(t1)e−t0β(t1)
∣∣∣∣ . (7.128)
Now, (7.112) becomes,
D0x˜1 +
1
h′(t1)
[−1 + 2β(t1)x˜0 + y˜0] x˜1 = −1
h′(t1)
D1x˜0 − x˜0y˜1
h′(t1)
. (7.129)
Now if we substitute x˜0, y˜0, y˜1 and
D1x˜0 =
β(t1)h
′′(t1)− h′(t1)β′(t1)− A′(t1)h′(t1)2e−t0
(β(t1) + A(t1)h′(t1)e−t0)2
, (7.130)
into equation (7.129), we obtain
D0x˜1 +
{
2β(t1)
β(t1) + A(t1)h′(t1)e−t0
− 1
}
x1
=
−B(t1) ln
∣∣∣1 + A(t1)h′(t1)e−t0β(t1) ∣∣∣
β(t1)(β(t1) + A(t1)h′(t1)e−t0)
− β(t1)h
′′(t1)− h′(t1)β′(t1)− A′(t1)h′(t1)2e−t0
h′(t1)(β(t1) + A(t1)h′(t1)e−t0)2
.(7.131)
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To solve (7.131) we will need to use the Integrating factor method, with an Integrating
factor of,
I = [A(t1)h
′(t1)e−t0 + β(t1)]2et0 . (7.132)
Now, the particular solution for x1 will be given by,
x˜1 =
1
I
∫
I
 −B(s) ln
∣∣∣1 + A(t1)h′(t1)e−t0β(t1) ∣∣∣
β(t1)(β(t1) + A(s)h′(s)e−t0)
−β(t1)h
′′(s)− h′(s)β′(s)− A′(s)h′(s)2e−t0
h′(s)(β(t1) + A(s)h′(s)e−t0)2
)
dt0. (7.133)
This gives,
x˜1 =
[(
(1−B(t1))A′(t1)− B(t1)(1−B(t1))
β(t1)
A(t1)
)
t0e
−t0
−B(t1) ln
∣∣∣∣1 + (1−B(t1))A(t1)β(t1) e−t0
∣∣∣∣
− (1−B(t1))B(t1)A(t1)
β(t1)
e−t0 ln
∣∣∣∣1 + (1−B(t1))A(t1)β(t1) e−t0
∣∣∣∣
− (1−B(t1))B(t1)A(t1)
β(t1)
e−t0dilog
(
1 +
(1−B(t1))A(t1)
β(t1)
e−t0
)
+
β(t1)B
′(t1)
1−B(t1) + β
′(t1)
]
× [(1−B(t1))A(t1)e−t0 + β(t1)]−2 , (7.134)
where
dilog(z) =
∫ z
1
ln(s)
1− s ds, (7.135)
as defined by [28]. Again in (7.134) we chose the constant of integration to be zero.
From (7.134) we can see that the solution to x˜1 will include a t0 term, here we take an
analogous approach to that of Section 7.1.5 and equate the coefficient of this term to zero
as this is the only term which includes a derivative of A(t1). This leads us to a differential
equation for A(t1),
(1−B(t1))A′(t1)− (1−B(t1))B(t1)
β(t1)
A(t1) = 0. (7.136)
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Solving (7.136), we get
A(t1) = de
∫ t1
0
B(s)
β(s)
.ds, (7.137)
where d is an arbitrary constant. Again, if β is a constant (7.137) reduces to (7.67).
Our solution for (7.134) now becomes,
x˜1 =
[
−B(t1)et0 ln
∣∣∣∣1 + (1−B(t1))A(t1)β(t1) e−t0
∣∣∣∣
− (1−B(t1))B(t1)A(t1)
β(t1)
ln
∣∣∣∣1 + (1−B(t1))A(t1)β(t1) e−t0
∣∣∣∣
− (1−B(t1))B(t1)A(t1)
β(t1)
dilog
(
1 +
(1−B(t1))A(t1)
β(t1)
e−t0
)
+
β(t1)B
′(t1)
1−B(t1) + β
′(t1)et0
]
× [(1−B(t1))A(t1)e−t0 + β(t1)]−2 e−t0 . (7.138)
Note that t → ∞ as t0 and t1 → ∞. B(t1) is bounded as t → ∞ and A(t1)e−t0 → 0 as
t→∞ since,
A(t1)e
−t0 = de
∫ t1
0
B(s)
β(s)
ds e−t0
= de
∫ t1
0
B(s)
β(s)
ds e−
1
ε
∫ t1
0 (1−B(s)) ds
= de
∫ t1
0
B(s)
β(s)
− 1
ε
(1−B(s)) ds,
so A(t1)e
−t0 → 0 as t→∞ since we know that 1−B(t1) is strictly positive. Thus,
x˜1 → (B(t1)− 1)β
′(t1) + β(t1)h′′(t1)
β(t1)2(B(t1)− 1) , (7.139)
as t→∞.
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So far our approximations for species x and y are
x˜(t0, t1, ε) =
1−B(t1)
β + (1−B(t1))A(t1)e−t0
− ε
[
B(t1) ln
∣∣∣∣1 + (1−B(t1))A(t1)β e−t0
∣∣∣∣
+
(1−B(t1))B(t1)A(t1)
β
e−t0 ln
∣∣∣∣1 + (1−B(t1))A(t1)β e−t0
∣∣∣∣
+
(1−B(t1))B(t1)A(t1)
β
e−t0dilog
(
1 +
(1−B(t1))A(t1)
β
e−t0
)
− βB
′(t1)
1−B(t1) + β
′(t1)
]
× [(1−B(t1))A(t1)e−t0 + β]−2 . (7.140)
y˜(t0, t1, ε) = B(t1) +
ε
β
B(t1) ln
∣∣∣∣1 + (1−B(t1))A(t1)e−t0β
∣∣∣∣ . (7.141)
Since our approximation consists of both leading order and order ε terms, we will assume
that our constants c and d take on the same form, i.e.
c = c0 + εc1, (7.142)
d = d0 + εd1. (7.143)
By substituting the condition t = t0 = t1 = 0, x(0) = x0, y(0) = y0, A(0) = A0,
B(0) = B0, B
′(0) = B′0 and β(0) = β0 into our approximation we get,
x˜0 =
1−B0
β0 + (1−B0)A0 − ε
[
B0 ln
∣∣∣∣1 + (1−B0)A0β0
∣∣∣∣
+
(1−B0)B0A0
β0
ln
∣∣∣∣1 + (1−B0)A0β0
∣∣∣∣
+
(1−B0)B0A0
β0
dilog
(
1 +
(1−B0)A0
β0
)
− β0B
′
0
1−B0 − β
′
0
]
× [(1−B0)A0 + β0]−2 , (7.144)
176
y˜0 = B0 +
ε
β0
B0 ln
∣∣∣∣1 + (1−B0)A0β0
∣∣∣∣ , (7.145)
where
A0 = d0 + εd1, (7.146)
B0 =
1
c0 + εc1
. (7.147)
By expanding (7.144) and (7.145) using Taylor series, collecting like powers of ε, then
solving for c0, c1, d0 and d1 we find that,
c0 =
1
y0
, (7.148)
c1 =
1
y0β0
ln
∣∣∣∣1− y0x0β0
∣∣∣∣ , (7.149)
d0 =
x0β0 − 1 + y0
x0(y0 − 1) , (7.150)
and
d1 =
y0
(y30 − 3y20 + 3y0 − 1)x0β0
×
{
dilog
(
1− y0
x0β0
)[−x0β0 + x0y0β0 + y20 − 2y0 + 1]
+ ln
∣∣∣∣1− y0x0β0
∣∣∣∣ [−x0β0 + x0y0β0 + y20 − 2y0 + 1]
+ x0β
2
0 − x0β0 + x0y0β0
}
. (7.151)
Rewriting in terms if t, our multiscaled approximation for the Logistic Lotka-Volterra
Model is,
x(t, ε) = x˜0(t, c0, d0)
+ε(Dcx˜0(t, c0, d0)c1 +Ddx˜0(t, c0, d0)d1 + x˜1(t, c0, d0)), (7.152)
y(t, ε) = y˜0(t, c0, d0)
+ε(Dcy˜0(t, c0, d0)c1 +Ddy˜0(t, c0, d0)d1 + y˜1(t, c0, d0)), (7.153)
where
Dc ≡ ∂
∂c
and Dd ≡ ∂
∂d
(7.154)
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and
t0 =
1
ε
∫ εt
0
(1−B(s)) ds. (7.155)
To check the accuracy of this approximation we will plot it along with the numerical
solution of the Logistic Lotka-Volterra system. This is done in the following subsection.
7.2.3 Comparison of the Multi-Scaled Logistic Lotka-Volterra
Approximation with Numerical Solutions
In the previous section we obtained a general multi-timing approximation to the solution
of the Logistic Lotka-Volterra system with β slowly varying. We will now apply this to a
range of different cases.
First we consider the case where β(εt) is linear. That is,
β(εt) = σ + ρεt, (7.156)
where σ and ρ are positive constants.
Figure 7.11 shows the growth of populations x and y for a certain set of parameter
values, where β(εt) is a linearly increasing function. It can be noted that initially there
is a significant difference between out approximated solution and the numerical solution,
however our approximation proves to be extremely accurate as t → ∞. Even though
we were unable to carry out a stability analysis for this system it is interesting to see
that the populations still tend to the critical points found in Section 7.1.3, for the case
where β was constant, i.e. population y dies out while population x tends to a 1/β
(this limiting value is displayed as the dot-dash line on the plot). This brings us to an
interesting observation. For the specific parameter values used in Figure 7.11, β(εt) < 1
on 0 ≤ t < 30 and β(εt) ≥ 1 on t ≥ 30. It is in this initial region, 0 ≤ t < 30, when
β(εt) < 1 that the error occurs in our approximation. For all t ≥ 30, β(εt) ≥ 1, our
approximation is very accurate and our population x and y tend to the values 1/β and 0
respectively.
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Figure 7.12 uses that same set of parameter values but with different initial conditions.
Our populations still tend to the values 1/β and 0 as expected, however in this case our
approximation displays less error in the initial region.
Figure 7.11: Close up of initial behaviour. Green line (solid) = Approximated
x, Blue line (dash) = Numerical x. Red line (solid) = Approximated y, Black
line (dash) = Numerical y. Using the following values σ = 0.4, ρ = 0.2, ε = 0.1,
x0 = 0.4, y0 = 0.7.
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Figure 7.12: Close up of initial behaviour. Green line (solid) = Approximated
x, Blue line (dash) = Numerical x. Red line (solid) = Approximated y, Black
line (dash) = Numerical y. Using the following values σ = 0.4, ρ = 0.2, ε = 0.1,
x0 = 0.7, y0 = 0.3.
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Next we consider the case where β(εt) is varying periodically. Thus,
β(εt) = σ + ρ sin(εt), (7.157)
where σ and ρ are positive constants and |ρ| < σ.
From Figure 7.13 it can be seen that our approximation is very accurate. The periodic
oscillations that are evident in both the x and y populations are due to the periodic β(εt),
species x oscillates with a greater amplitude than species y.
Figure 7.13: Green line (solid) = Approximated x, Blue line (dash) = Numerical
x. Red line (solid) = Approximated y, Black line (dash) = Numerical y. Using the
following values σ = 0.7 ρ = 0.2, ε = 0.1, x0 = 0.3, y0 = 0.6.
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We now consider the case where β(εt) is varying logistically. Thus,
β(εt) = σ +
ρ
1 + e−ε(t−tmk)
, (7.158)
where σ, ρ and tmk are positive constants.
For the specific case displayed in Figure 7.14, β(εt) < 1 for all t ≥ 0. According to Sec-
tion 7.1.3, population x and population y should tend to the values 1 and 1−β respectively
(the limiting values are displayed by the dot-dash lines) as shown in Figure 7.14. Once
again, despite the initial error our approximation is accurate as t→∞.
Figure 7.14: Green line (solid) = Approximated x, Blue line (dash) = Numerical
x. Red line (solid) = Approximated y, Black line (dash) = Numerical y. Using the
following values σ = 12 , ρ =
1
3 , tmk = 100, ε = 0.1, x0 = 0.3, y0 = 0.6.
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Lastly, we consider the case where β(εt) is varying exponentially. Thus,
β(εt) = σ +
1
ρeεt
, (7.159)
where σ and ρ are positive constants.
For the parameter values used in Figure 7.15, β(εt) < 1 for all t > 0; so according the
stability analysis of Section 7.1.3 population x should tend to a value of 1 and population
y should tend to 1−β as t→∞. This is precisely what happens in this case (the limiting
values are displayed as the dot-dash lines).
Figure 7.15: Green line (solid) = Approximated x, Blue line (dash) = Numerical
x. Red line (solid) = Approximated y, Black line (dash) = Numerical y. Using the
following values σ = 12 , ρ = 2, ε = 0.1, x0 = 0.3, y0 = 0.6.
Despite the fact that β is slowly varying, if β(εt) ≥ 1 as t → ∞ or β(εt) < 1 as t → ∞
then the populations will tend to the stable critical points discussed in Section 7.1.3.
183
7.2.4 Transitions
As in the previous Section, where β was constant, transitions may be expected to occur
where h′(t1) = 0; i.e., at points t1 where
B(t1) = 1. (7.160)
Since, to leading order, B(0) = y0, we expect the region for which the expansions (7.152)
and (7.153) are valid to correspond to y0 < 1.
When y0 > 1, we expect, by analogy with Section 7.1.7 that we have
h′(t1) = B(t1)− 1, (7.161)
and B(t1) > 1. Again, analysis analogous to that of Section 7.1.7 may be carried out to
construct expansions valid in y0 > 1.
The transition occurs at the t1–value that satisfies
η(t1) =
∫ t1
0
η(t1)
β(t1)
ds+
1
y0
, (7.162)
where
η(t1) = e
∫ t1
0 (
1−β(s)
β(s) ) ds. (7.163)
This is a highly nonlinear equation for t1, even for relatively simple functions β(t1), and
must be solved numerically. This nonlinearity raises the possibility of multiple solutions
and, hence, multiple transitions.
7.3 Completely Slowly Varying Logistic Lotka-Volterra
System
We return to the Logistic Lotka-Volterra system (7.1), (7.2) as proposed by Murty and
Rao [38],
dX
dT
= (a1 − b1X(T )− c1Y (T ))X(T ), (7.164)
dY
dT
= (−a2 + c2X(T ))Y (T ), (7.165)
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where a1, a2, b1, c1 and c2 are all positive constants.
In what follows, we extend this model to the case where a1, a2, b1, c1 and c2 are in fact
functions of time, T . Further, we will consider the basic time scale for the variation
of these to be the same for all; namely Tp, a ‘parameter time scale’ where Tp has the
dimensions of time.
Following the approach of Section 2.3, we expect that each of these parameters may be
written as
a1(T ) = a1aˆ1
(
T
Tp
)
, a2(T ) = a2aˆ2
(
T
Tp
)
, (7.166)
b1(T ) = b1bˆ1
(
T
Tp
)
, (7.167)
c1(T ) = c1cˆ1
(
T
Tp
)
, c2(T ) = c2cˆ2
(
T
Tp
)
. (7.168)
Thus, the differential equations become,
dX
dT
= (a1aˆ1 − b1bˆ1X(T )− c1cˆ1Y (T ))X(T ), (7.169)
dY
dT
= (−a2aˆ2 + c2cˆ2X(T ))Y (T ). (7.170)
In the above, barred quantities represent typical (constant) dimensional variables, while
hatted ones are dimensionless functions of the (dimensionless) arguments.
Now we propose that the time scale for variation of the parameters a1, a2, etc, be that of
the predators; so we choose
Tp =
1
a2
. (7.171)
Thus,
a1(T ) = a1aˆ1 (a2T ) , (7.172)
etc.
We now non-dimensionalise the system (7.169), (7.170) by defining the dimensionless
variables x, y and t by
X =
a2x
c2
, Y =
a1y
c1
, T =
t
a1
, (7.173)
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as in Section 7.1. Thus, the non-dimensional Logistic Lotka-Volterra system becomes
dx
dt
= x (σ(εt)− βω(εt)x− δ(εt)y) , (7.174)
dy
dt
= εy (γ(εt)x− α(εt)) , (7.175)
where
σ(εt) = aˆ1, β =
a2b1
a1c2
, ω(εt) = bˆ1, δ(εt) = cˆ2, (7.176)
ε =
a2
a1
, α(εt) = aˆ2, γ(εt) = cˆ2. (7.177)
We note that
ε =
a−11
a−12
, (7.178)
is the ratio of the intrinsic time scale for the prey to that of the predator. Thus, when ε
is small, the prey population evolves much more rapidly than the predator population.
Here β is O(1), so in order to obtain our multi-timing approximation we will assume that
ε is small i.e. 0 < ε¿ 1.
7.3.1 The Multi-Scaled System
Here we again take an approach analogous to Section 7.1.4 by choosing the generalised
time scales (7.31) and defining x(t, ε) and y(t, ε) as functions of these two time scales as
given by (7.33) and (7.34). This gives, the multi-scaled Logistic Lotka-Volterra system of
differential equations, from (7.174) and (7.175), as
h′(t1)D0 x˜+ εD1x˜ = x˜ (σ(t1)− βω(t1)x˜− δ(t1)y) , (7.179)
h′(t1)D0 y˜ + εD1y˜ = εy˜ (γ(t1)x˜− α(t1)) . (7.180)
7.3.2 Perturbation Analysis
We now express x˜ and y˜ as Poincare´ expansions in ε, as given by (7.37) and (7.38). We
substitute these expansions into (7.179) and (7.180), collect like powers of ε, and obtain
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the following differential equations, from terms independent of ε,
h′(t1)D0x˜0 = x˜0 (σ(t1)− βω(t1)x˜0 − δ(t1)y˜0) , (7.181)
h′(t1)D0y˜0 = 0, (7.182)
and from O(ε) terms,
h′(t1)D0x˜1 +D1x˜0 = x˜1 (σ(t1)− βω(t1)x˜0 − δ(t1)y˜0)
− x˜0 (βω(t1)x˜1 + δ(t1)y˜1) , (7.183)
h′(t1)D0y˜1 +D1y˜0 = y˜0 (γ(t1)x˜0 − α(t1)) . (7.184)
Now, solving (7.182) gives
y˜0 = B(t1), (7.185)
where B(t1) is an arbitrary function with respect to t1 only.
Now solving (7.181) for x˜0 gives
x˜0 =
σ(t1)− δ(t1)B(t1)
βω(t1) + A(t1)(σ(t1)− δ(t1)B(t1))e
−(σ(t1)−δ(t1)B(t1))t0
h′(t1)
, (7.186)
where A(t1) is an arbitrary function of t1.
For simplicity, we let
θ(t1) =
σ(t1)− δ(t1)B(t1)
h′(t1)
. (7.187)
Here we choose
θ(t1) = 1, (7.188)
as in Section 7.1.5. Thus,
h′(t1) = σ(t1)− δ(t1)B(t1). (7.189)
Here we want θ(t1) > 0 for a limiting x˜0. This means that,
B(t1) <
σ(t1)
δ(t1)
, (7.190)
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as ε→ 0. We will assume (7.190).
Using (7.187), (7.186) becomes;
x˜0 =
θ(t1)h
′(t1)
βω(t1) + A(t1)θ(t1)h′(t1)e−θ(t1)t0
. (7.191)
From (7.189), x˜0 becomes
x˜0 =
h′(t1)
βω(t1) + A(t1)h′(t1)e−t0
. (7.192)
We note that as t→∞,
x˜0 → h
′(∞)
βω(∞) =
σ(∞)− δ(∞)B(∞)
βω(∞) . (7.193)
Now using (7.185) and (7.192) we can rearrange (7.184) to give,
h′(t1)D0y˜1 +D1y˜0 = y˜0 (γ(t1)x˜0 − α(t1))
D0y˜1 =
γ(t1)B(t1)
βω(t1) + A(t1)h′(t1)e−t0
− α(t1)B(t1)
h′(t1)
− B
′(t1)
h′(t1)
.
Integrating gives,
y˜1 =
(
γ(t1)B(t1)
βω(t1)
− α(t1)B(t1)
h′(t1)
− B
′(t1)
h′(t1)
)
t0
+
γ(t1)B(t1)
βω(t1)
ln
∣∣βω(t1) + A(t1)h′(t1)e−t0∣∣+ Z(t1). (7.194)
Following the analysis of Section 7.1.5, we are not looking for a particular solution, so we
include the constant of integration, Z(t1).
To eliminate unbounded terms in (7.194) we choose to let the coefficient of t0 to be zero.
i.e.
γ(t1)B(t1)
βω(t1)
− α(t1)B(t1)
h′(t1)
− B
′(t1)
h′(t1)
= 0. (7.195)
Rearranging (7.195) we get,
B′(t1) =
(
γ(t1)h
′(t1)
βω(t1)
− α(t1)
)
B(t1). (7.196)
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From (7.189), (7.196) becomes,
B′(t1) =
(
γ(t1)σ(t1)
βω(t1)
− α(t1)
)
B(t1)− γ(t1)δ(t1)
βω(t1)
B(t1)
2. (7.197)
Equation (7.197) is a Bernoulli type equation for B(t1). Thus, it can be solved to give,
B(t1) =
e
∫ t1
0
σ(s)γ(s)−α(s)βω(s)
βω(s)
ds∫ t1
0
γ(s)δ(s)
βω(s)
e
∫ s
0
σ(u)γ(u)−α(u)βω(u)
βω(u)
du ds+ c
. (7.198)
Hence B(t1) is a function of t1 only and c is a constant, where c will be found from initial
conditions.
Thus, (7.194) becomes,
y˜1 =
γ(t1)
βω(t1)
B(t1) ln
∣∣βω(t1) + A(t1)h′(t1)e−t0∣∣+ Z(t1). (7.199)
Here we choose Z(t1) such that y˜1 → 0 as t→∞. i.e.,
Z(t1) = − γ(t1)
βω(t1)
B(t1) ln |βω(t1)| . (7.200)
Thus,
y˜1 =
γ(t1)
βω(t1)
B(t1) ln
∣∣∣∣1 + A(t1)h′(t1)e−t0βω(t1)
∣∣∣∣ . (7.201)
Now, equation (7.183) becomes,
D0x˜1 +
1
h′(t1)
[−σ(t1) + 2βω(t1)x˜0 + δ(t1)y˜0] x˜1 = −1
h′(t1)
D1x˜0 − δ(t1)x˜0y˜1
h′(t1)
. (7.202)
Now we substitute x0, y0, y1 and
D1x˜0 =
βω(t1)h
′′(t1)− h′(t1)βω′(t1)− A′(t1)h′(t1)2e−t0
(βω(t1) + A(t1)h′(t1)e−t0)2
, (7.203)
into equation (7.202), to get
D0x˜1 +
{
2βω(t1)
βω(t1) + A(t1)h′(t1)e−t0
− 1
}
x˜1
=
−δ(t1)γ(t1)B(t1) ln
∣∣∣1 + A(t1)h′(t1)e−t0βω(t1) ∣∣∣
βω(t1)(βω(t1) + A(t1)h′(t1)e−t0)
−βω(t1)h
′′(t1)− h′(t1)βω′(t1)− A′(t1)h′(t1)2e−t0
h′(t1)(βω(t1) + A(t1)h′(t1)e−t0)2
. (7.204)
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To solve (7.204) we will need to use the Integrating factor method, with an Integrating
factor of,
I = [A(t1)h
′(t1)e−t0 + βω(t1)]2et0 . (7.205)
Now, the particular solution for x1 will be given by,
x˜1 =
1
I
∫
I
−δ(s)γ(s)B(s) ln
∣∣∣1 + A(t1)h′(t1)e−t0βω(s) ∣∣∣
βω(s)(βω(s) + A(s)h′(s)e−t0)
− βω(s)h
′′(s)− h′(s)βω′(s)− A′(s)h′(s)2e−t0
h′(s)(βω(s) + A(s)h′(s)e−t0)2
)
dt0. (7.206)
This gives,
x˜1 =
[
((σ(t1)− δ(t1)B(t1))A′(t1)− φ(t1)) t0
− δ(t1)γ(t1)B(t1) ln
∣∣∣∣1 + (σ(t1)− δ(t1)B(t1))A(t1)βω(t1) e−t0
∣∣∣∣ et0
−φ(t1) ln
∣∣∣∣1 + (σ(t1)− δ(t1)B(t1))A(t1)βω(t1) e−t0
∣∣∣∣
−φ(t1)dilog
(
1 +
(σ(t1)− δ(t1)B(t1))A(t1)
βω(t1)
e−t0
)
+
βω(t1)h
′′(t1)et0
σ(t1)− δ(t1)B(t1) + βω
′(t1)et0
]
× [(σ(t1)− δ(t1)B(t1))A(t1)e−t0 + βω(t1)]−2 e−t0 , (7.207)
where
φ(t1) =
δ(t1)γ(t1)(σ(t1)− δ(t1)B(t1))B(t1)A(t1)
βω(t1)
, (7.208)
h′′(t1) = σ′(t1)− δ′(t1)B(t1)− δ(t1)B′(t1), (7.209)
and
dilog(z) =
∫ z
1
ln(s)
1− s ds, (7.210)
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as defined by [28]. In (7.207) we chose the constant of integration to be zero, as in the
previous sections.
From (7.207) we note that x˜1 will include a t0 term, although this term will not become
unbounded as t → ∞ we will still chose to equate the coefficient of this term to zero as
in Section 7.1.5. This leads us to a differential equation for A(t1),
(σ(t1)− δ(t1)B(t1))A′(t1)
−δ(t1)γ(t1)(σ(t1)− δ(t1)B(t1))B(t1)
βω(t1)
A(t1) = 0. (7.211)
Solving (7.211), we get
A(t1) = de
∫ t1
0
δ(s)γ(s)B(s)
βω(s)
ds, (7.212)
where d is an arbitrary constant.
Our solution for (7.207) now becomes,
x˜1 = −δ(t1)γ(t1)B(t1) ln
∣∣∣∣1 + (σ(t1)− δ(t1)B(t1))A(t1)βω(t1) e−t0
∣∣∣∣
−φ(t1)e−t0 ln
∣∣∣∣1 + (σ(t1)− δ(t1)B(t1))A(t1)βω(t1) e−t0
∣∣∣∣
−φ(t1)e−t0dilog
(
1 +
(σ(t1)− δ(t1)B(t1))A(t1)
βω(t1)
e−t0
)
+
βω(t1)h
′′(t1)
σ(t1)− δ(t1)B(t1) + βω
′(t1)
]
× [(σ(t1)− δ(t1)B(t1))A(t1)e−t0 + βω(t1)]−2 , (7.213)
where
φ(t1) =
δ(t1)γ(t1)(σ(t1)− δ(t1)B(t1))B(t1)A(t1)
βω(t1)
, (7.214)
h′′(t1) = σ′(t1)− δ′(t1)B(t1)− δ(t1)B′(t1). (7.215)
Note that t → ∞ as t0 and t1 → ∞. B(t1) is bounded as t → ∞ and A(t1)e−t0 → 0 as
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t→∞ since,
A(t1)e
−t0 = de
∫ t1
0
δ(s)γ(s)B(s)
βω(s)
ds e−t0
= de
∫ t1
0
δ(s)γ(s)B(s)
βω(s)
ds e−
1
ε
∫ t1
0 (σ(s)−δ(s)B(s)) ds
= de
∫ t1
0
δ(s)γ(s)B(s)
βω(s)
− 1
ε
(σ(s)−δ(s)B(s)) ds,
so A(t1)e
−t0 → 0 as t→∞ since we know that σ(t1)− δ(t1)B(t1) is strictly positive. This
means that,
x˜1 → h
′′(t1)ω(t1) + ω′(t1)(δ(t1)B(t1)− σ(t1))
ω(t1)2β(B(t1)δ(t1)− σ(t1)) , (7.216)
as t→∞.
So far our approximation for species x and y is,
x˜(t0, t1, ε) =
σ(t1)− δ(t1)B(t1)
βω(t1) + (σ(t1)− δ(t1)B(t1))A(t1)e−t0
− ε
[
δ(t1)γ(t1)B(t1) ln
∣∣∣∣1 + (σ(t1)− δ(t1)B(t1))A(t1)βω(t1) e−t0
∣∣∣∣ et0
+φ(t1) ln
∣∣∣∣1 + (σ(t1)− δ(t1)B(t1))A(t1)βω(t1) e−t0
∣∣∣∣
+φ(t1)dilog
(
1 +
(σ(t1)− δ(t1)B(t1))A(t1)
βω(t1)
e−t0
)
− βω(t1)h
′′(t1)et0
σ(t1)− δ(t1)B(t1) − βω
′(t1)et0
]
× [(σ(t1)− δ(t1)B(t1))A(t1)e−t0 + βω(t1)]−2 e−t0 , (7.217)
y˜(t0, t1, ε) = B(t1)
+
εγ(t1)
βω(t1)
B(t1) ln
∣∣∣∣1 + (σ(t1)− δ(t1)B(t1))A(t1)e−t0βω(t1)
∣∣∣∣ . (7.218)
Since our approximation consists of both leading order and order ε terms, we will assume
192
that our constants c and d take on the same form, i.e.
c = c0 + εc1 + · · · , (7.219)
d = d0 + εd1 + · · · . (7.220)
By substituting the condition t = t0 = t1 = 0, x(0) = x0 and y(0) = y0, α(0) = α0,
ω(0) = ω0, δ(0) = δ0, σ(0) = σ0, γ(0) = γ0, A(0) = A0, B(0) = B0 and B
′(0) = B′0 into
our approximation we get,
x0 =
σ0 − δ0B0
βω0 + (σ0 − δ0B0)A0 − ε
[
δ0γ0B0 ln
∣∣∣∣1 + (σ0 − δ0B0)A0βω0
∣∣∣∣
+
δ0γ0(σ0 − δ0B0)B0A0
βω0
ln
∣∣∣∣1 + (σ0 − δ0B0)A0βω0
∣∣∣∣
+
δ0γ0(σ0 − δ0B0)B0A0
βω0
dilog
(
1 +
(σ0 − δ0B0)A0
βω0
)
− βω0h
′′(0)
σ0 − δ0B0 + βω
′
0
]
× [(σ0 − δ0B0)A0 + βω(t1)]−2 , (7.221)
y0 = B0 +
εγ0
βω0
B(t1) ln
∣∣∣∣1 + (σ0 − δ0B0)A0βω0
∣∣∣∣ , (7.222)
where
A0 = d0 + εd1, (7.223)
B0 =
1
c0 + εc1
, (7.224)
B′0 =
[(γ0σ0 − βω0)(c0 + εc1)− γ0δ0]α0
βω0(c0 + εc1)2
. (7.225)
By expanding (7.221) and (7.222) using Taylor series, collecting like powers of ε, then
solving for c0, c1, d0 and d1 we find that,
c0 =
1
x0
, (7.226)
c1 =
γ0
x0βω0
ln
∣∣∣∣σ0 − δ0x0y0βω0
∣∣∣∣ , (7.227)
d0 =
x0βω0 − σ0 + δ0y0
x0(δ0y0 − σ0) , (7.228)
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and
d1 =
−1
(σ30 − 3σ20δ0y0 + 3σ0δ20y20 − δ30y30)x0βω0
×
{
ψ0dilog
(
σ0 − δ0y0
x0βω0
)
+ ψ0 ln
∣∣∣∣σ0 − δ0y0x0βω0
∣∣∣∣+ δ0α0y0x0β2ω20
+ β2ω′0x0ω0δ0y0 + x0βω0δ
2
0y
2
0γ0 − β2ω′0x0ω0σ0
− δ0y0x0βω0σ0γ0 − x0β2ω20δ′0y0 + x0β2ω20σ′0
}
, (7.229)
where
ψ0 = δ0y0γ0σ
2
0 − σ0δ0y0γ0x0βω0 − 2δ20y20γ0σ0
+ σ30y
3
0γ0 + δ
2
0y
2
0γ0x0βω0. (7.230)
and y0 < σ0/δ0.
Rewriting in terms if t, our multi-scaled approximation for the Logistic Lotka-Volterra
system is,
x(t, ε) = x˜0(t, c0, d0)
+ε(Dcx˜0(t, c0, d0)c1 +Ddx˜0(t, c0, d0)d1 + x˜1(t, c0, d0)), (7.231)
y(t, ε) = y˜0(t, c0, d0)
+ε(Dcy˜0(t, c0, d0)c1 +Ddy˜0(t, c0, d0)d1 + y˜1(t, c0, d0)), (7.232)
where
Dc ≡ ∂
∂c
and Dd ≡ ∂
∂d
(7.233)
and
t0 =
1
ε
∫ εt
0
(σ(s)− δ(s)B(s)) ds. (7.234)
To check the accuracy of this approximation we will plot our approximation along with
the numerical solution of the Logistic Lotka-Volterra system. This is done in the following
subsection.
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7.3.3 Comparison of the Multi-Scaled Logistic Lotka-Volterra
Approximation with Numerical Solutions
In the previous section we obtained a general multi-timing approximation to the solution
of the Logistic Lotka-Volterra system. We will check the accuracy of our approximation
by comparing it to the numerical solution for a couple of different cases.
First we will look at the case when both the interaction parameters are varying periodi-
cally, i.e,
δ(εt) = λ+ η sin(εt), (7.235)
γ(εt) = κ+ τ cos(εt), (7.236)
where λ, η, κ and τ are all positive constants and |η| < λ and |τ | < κ.
Figure 7.16 shows the behaviour of the populations for a certain set of parameter val-
ues. We can see that varying the interaction parameters results in oscillations in the
growth/decline of species x and y. It is interesting to see that even with the inclusion
of these slowly varying parameters, in this case, species y → 0 while species x → 1/β as
described by the stability analysis of Section 7.1.3.
195
Figure 7.16: Approximation vs. Numerical Solution. Green line (solid) = Ap-
proximated x, Blue line (dash) = Numerical x. Red line (solid) = Approximated
y, Black line (dash) = Numerical y. Using the following values ε = 0.1, β = 0.75,
x0 = 0.3, y0 = 0.6, ω(εt) = α(εt) = σ(εt) = 1, λ = 0.6, η = 0.2, κ = 0.7 and
τ = 0.3.
Now, we will consider the case when both the growth parameters are varying periodically,
i.e,
α(εt) = ρ+ ν sin(εt), (7.237)
σ(εt) = ζ + υ sin(εt), (7.238)
where ρ, ν, ζ and υ are all positive constants and |ν| < ρ and |υ| < ζ.
An example of this type of behaviour can be seen in Figure 7.17. In this case both species
x and y oscillate about a constant value, unlike in the previous Figure where in amplitude
of the oscillations decreased and both species x and y tended to constant values.
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Figure 7.17: Approximation vs. Numerical Solution. Green line (solid) = Ap-
proximated x, Blue line (dash) = Numerical x. Red line (solid) = Approximated
y, Black line (dash) = Numerical y. Using the following values ε = 0.1, β = 0.75,
x0 = 0.3, y0 = 0.6, ω(εt) = δ(εt) = γ(εt) = 1, ρ = 1.0, ν = 0.4, ζ = 1.0 and υ = 0.2.
7.3.4 Transitions
As in the simpler cases, we can expect transitions, but now the situation is much more
complex, depending on the coefficient functions σ(εt), ω(εt), δ(εt), γ(εt) and α(εt). Thus,
any detailed analysis must be on a case–by–case basis. Nevertheless, we can expect that
transitions will occur at t1 values which are the solutions of
σ(t1)− δ(t1)B(t1) = 0, (7.239)
where B(t1) is given by (7.198). Analysis can then be carried out for t1 values before and
after (done above) these solutions.
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Chapter 8
Two Species Competition Model:
Logistic Effects
The non-dimensional Logistic Lotka-Volterra competition system is given by
dx
dt
= x (σ(εt)− βω(εt)x− δ(εt)y) , (8.1)
dy
dt
= εy (α(εt)− γ(εt)x) . (8.2)
We will assume that ε is small and positive, i.e. 0 < ε ¿ 1, so that an analysis by a
multi-scaling method is appropriate.
8.1 A Simple Competition System
Before we consider the Logistic Lotka-Volterra competition system (8.1), (8.2) we will
examine a simpler competition system, in order to gain a deeper understanding of the
behaviour of this type of system. Thus, we consider the simple autonomous competition
system,
dx
dt
= x (1− βx− y) , (8.3)
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dy
dt
= εy (1− x) . (8.4)
We can see that there are three critical points for this system, namely
x = 0, y = 0, (8.5)
x =
1
β
, y = 0, (8.6)
x = 1, y = 1− β. (8.7)
Now, consider the Jacobian matrix of the system (8.3) and (8.4) at the point (x, y):
A(x, y) =
 1− 2βx− y −x
−εy ε(1− x)
 . (8.8)
At the critical point (0, 0) we have
A(0, 0) =
 1 0
0 ε
 , (8.9)
so the matrix A(0, 0) has eigenvalues λ1 = 1 and λ2 = ε. Thus, (0, 0) is always an
unstable node, since ε > 0.
Similarly,
A(
1
β
, 0) =
 −1 −1β
0 ε(1− 1
β
)
 , (8.10)
having eigenvalues λ1 = −1 and λ2 = ε
(
1− 1
β
)
. So ( 1
β
, 0) is an asymptotically stable
node if β < 1 or an unstable saddle point if β > 1.
Lastly,
A(1, 1− β) =
 −β −1
−ε(1− β) 0
 , (8.11)
which has eigenvalues λ1, λ2 = −12β ±
√
1
4
β2 − ε(β − 1). So (1, 1 − β) is an asymptot-
ically stable node if ε is small enough and β > 1, or an unstable saddle point if
β < 1.
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CRITICAL POINT STABILITY
(0, 0) ( 1
β
, 0) (1, 1− β)
β < 1 Unstable Node Asymptotically Stable Node Unstable Stable Point
β ≥ 1 Unstable Node Unstable Saddle Point Asymptotically Stable Node
Table 8.1: Stability of the critical points for the Logistic Lotka-Volterra competi-
tion system.
The stability of the critical points are summarized in the Table 8.1.
Figures 8.1 and 8.2 are phaseportraits of this competition system. Here Figure 8.1 is an
example of β > 1, where we have an unstable saddle point at (1/β, 0). It can be seen that
regardless of the choice of the initial starting point, all the trajectories support species
x dying out and species y growing without bound. Figure 8.2, on the other hand, is an
example of β < 1. Here we can see that there is an unstable saddle point located at
(1, 1−β) and an asymptotically stable node is located at (1/β, 0). In this case, for initial
y populations small enough, species x will stabilize at 1/β while species y will die out.
For all other large initial y populations, species x will die out and species y will grow
without bound.
Thus, we see that even for this simple system, a range of phenomena is available. For
the much more general system (8.1), (8.2), which is not autonomous, it must be expected
that an even wider range of behaviour is possible. However, for slowly varying coeficients,
we might expect that the solutions of (8.1) and (8.2) might resemble those of constant
coefficient systems like (8.3) and (8.4).
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Figure 8.1: Phaseportrait of Logistic Lotka-Volterra competition system using
ε = 0.1 and β = 2.2. Unstable node occurs at (1/2.3, 0).
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Figure 8.2: Phaseportrait of Logistic Lotka-Volterra competition system using
ε = 0.1 and β = 0.7. Stable node occurs at (1/0.7, 0) and an unstable saddle point
occurs at (1, 0.3).
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8.2 Construction of the Multi-Scaled Approximation
8.2.1 The Multi-Scaled System
To apply the multi-timing approach to (8.1) and (8.2), we choose the following time scales,
as in Section 7.1.4,
t0 =
1
ε
h(t1) and t1 = εt, (8.12)
where h(t1) is a function to be found, with analogous properties to those of h(t1) in
Section 2.5.1, with the condition
h′(t1) > 0. (8.13)
We define x(t, ε) and y(t, ε) as a function of the two time scales,
x(t, ε) ≡ x˜(t0, t1, ε), (8.14)
y(t, ε) ≡ y˜(t0, t1, ε). (8.15)
Then the multi-scaled Logistic Lotka-Volterra competition system becomes, from (8.1)
and (8.2),
h′(t1)D0x˜+ εD1x˜ = x˜ (σ(t1)− βω(t1)x˜− δ(t1)y˜) , (8.16)
h′(t1)D0y˜ + εD1y˜ = εy˜ (α(t1)− γ(t1)x˜) , (8.17)
where D0 and D1 are as defined in Section 2.5.1.
8.2.2 Perturbation Analysis
We now express x˜ and y˜ as Poincare´ expansions in ε,
x˜(t0, t1, ε) = x˜0(t0, t1) + ε x˜1(t0, t1) + ε
2 x˜2(t0, t1) + · · · , (8.18)
y˜(t0, t1, ε) = y˜0(t0, t1) + ε y˜1(t0, t1) + ε
2 y˜2(t0, t1) + · · · . (8.19)
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By substituting these expansions into (8.16) and (8.17) we get
h′(t1)D0(x˜0 + εx˜1 + · · · ) + εD1(x˜0 + εx˜1 + · · · )
= (x˜0 + εx˜1 + · · · ) [σ(t1)− βω(t1)(x˜0 + εx˜1 + · · · )− δ(t1)(y˜0 + εy˜1 + · · · )] , (8.20)
h′(t1)D0(y˜0 + εy˜1 + · · · ) + εD1(y˜0 + εy˜1 + · · · )
= ε(y˜0 + εy˜1 + · · · ) [α(t1)− γ(t1)(x˜0 + εx˜1 + · · · )] . (8.21)
Collecting like powers of ε we obtain the following differential equations; from terms
independent of ε,
h′(t1)D0x˜0 = x˜0 (σ(t1)− βω(t1)x˜0 − δ(t1)y˜0) , (8.22)
h′(t1)D0y˜0 = 0, (8.23)
and from O(ε) terms,
h′(t1)D0x˜1 +D1x˜0 = x˜1 (σ(t1)− βω(t1)x˜0 − δ(t1)y˜0)
− x˜0 (βω(t1)x˜1 + δ(t1)y˜1) , (8.24)
h′(t1)D0y˜1 +D1y˜0 = y˜0 (α(t1)− γ(t1)x˜0) . (8.25)
Now, solving (8.23) gives
y˜0 = B(t1), (8.26)
where B(t1) is an arbitrary function of t1 only.
Now solving (8.22) for x˜0 gives
x˜0 =
σ(t1)− δ(t1)B(t1)
βω(t1) + A(t1)(σ(t1)− δ(t1)B(t1))e
−(σ(t1)−δ(t1)B(t1))t0
h′(t1)
, (8.27)
where A(t1) is an arbitrary function of t1.
For simplicity, we let
θ(t1) =
σ(t1)− δ(t1)B(t1)
h′(t1)
. (8.28)
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From the comments of Section 8.1 we expect a range of behaviours of x and y in this
system. However, one outcome is possible; namely that x is driven to extinction, while y
flourishes; i.e., grows without bound.
To accommodate this possibility in our model above, we choose
θ(t1) = −1, (8.29)
causing species x to die out as t→∞, since x˜0 → 0 as t0 →∞.
This gives
h′(t1) = −σ(t1) + δ(t1)B(t1), (8.30)
and, with (8.13), this means that
B(t1) >
σ(t1)
δ(t1)
, (8.31)
for all t1 ≥ 0. We will subsequently, assume (8.31).
With (8.30), x˜0 becomes
x˜0 =
h′(t1)e−t0
A(t1)h′(t1)− βω(t1)e−t0 . (8.32)
Now using (8.26) and (8.32) we can rearrange (8.25) to give,
D0y˜1 =
α(t1)B(t1)
h′(t1)
− γ(t1)B(t1)e
−t0
A(t1)h′(t1)− βω(t1)e−t0 −
B′(t1)
h′(t1)
. (8.33)
Integrating gives,
y˜1 =
(
α(t1)B(t1)
h′(t1)
− B
′(t1)
h′(t1)
)
t0
− γ(t1)B(t1)
βω(t1)
ln
∣∣βω(t1)e−t0 − A(t1)h′(t1)∣∣+ Z(t1). (8.34)
Here we are not looking for a particular solution, so we include the constant of integration,
Z(t1), as in Section 7.1.5.
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To eliminate unbounded terms in (8.34) we choose the coefficient of t0 to be zero, i.e. we
set
α(t1)B(t1)
h′(t1)
− B
′(t1)
h′(t1)
= 0. (8.35)
Solving (8.35) gives,
B(t1) = c e
∫ t1
0 α(s) ds. (8.36)
Hence B(t1) is a function of t1 only and c is a constant, which will be found from given
initial conditions.
Thus, (8.34) becomes
y˜1 = − γ(t1)
βω(t1)
B(t1) ln
∣∣βω(t1)e−t0 − A(t1)h′(t1)∣∣+ Z(t1). (8.37)
Here we choose Z(t1) such that y˜1 → 0 as t→∞. i.e.,
Z(t1) =
γ(t1)
βω(t1)
B(t1) ln |−A(t1)h′(t1)| . (8.38)
Thus,
y˜1 = − γ(t1)
βω(t1)
B(t1) ln
∣∣∣∣1− βω(t1)e−t0A(t1)h′(t1)
∣∣∣∣ . (8.39)
Now, equation (8.24) becomes,
D0x˜1 +
1
h′(t1)
[2βω(t1)x˜0 − σ(t1) + δ(t1)y˜0] x˜1 = −1
h′(t1)
D1x˜0 − δ(t1)x˜0y˜1
h′(t1)
. (8.40)
Now we substitute x˜0, y˜0, y˜1 and
D1x˜0 =
βω′(t1)h′(t1)e−2t0 − h′(t1)βω(t1)e−2t0 − A′(t1)h′′(t1)e−t0
(A(t1)h′(t1)− βω(t1)e−t0)2 , (8.41)
into (8.40), to get
D0x˜1 +
{
2βω(t1)e
−t0
A(t1)h′(t1)− βω(t1)e−t0 + 1
}
x˜1
=
δ(t1)γ(t1)B(t1)e
−t0 ln
∣∣∣1− βω(t1)e−t0A(t1)h′(t1) ∣∣∣
βω(t1)(A(t1)h′(t1)− βω(t1)e−t0)
+
βω(t1)h
′′(t1)e−2t0 − h′(t1)βω′(t1)e−2t0 + A′(t1)h′(t1)2e−t0
h′(t1)(A(t1)h′(t1)− βω(t1)e−t0)2 . (8.42)
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To solve (8.42) we will need to use the integrating factor method, with an integrating
factor of
I = (A(t1)h
′(t1)− βω(t1)e−t0)2et0 . (8.43)
With this, the particular solution x˜1 is given by
x˜1 =
[
(−σ(t1) + δ(t1)B(t1))A′(t1)t0
+ δ(t1)γ(t1)B(t1) ln
∣∣∣∣1− βω(t1)e−t0(−σ(t1) + δ(t1)B(t1))A(t1)
∣∣∣∣ e−t0
−φ(t1) ln
∣∣∣∣1− βω(t1)e−t0(−σ(t1) + δ(t1)B(t1))A(t1)
∣∣∣∣
+φ(t1)dilog
(
1− βω(t1)e
−t0
(−σ(t1) + δ(t1)B(t1))A(t1)
)
− βω(t1)h
′′(t1)e−t0
−σ(t1) + δ(t1)B(t1) + βω
′(t1)e−t0 − δ(t1)γ(t1)B(t1)e−t0 + φ(t1)
]
× [(−σ(t1) + δ(t1)B(t1))A(t1)− βω(t1)e−t0]−2 e−t0 , (8.44)
where
φ(t1) =
δ(t1)γ(t1)(−σ(t1) + δ(t1)B(t1))B(t1)A(t1)
βω(t1)
, (8.45)
h′′(t1) = −σ′(t1) + δ′(t1)B(t1) + δ(t1)B′(t1), (8.46)
and
dilog(z) =
∫ z
1
ln(s)
1− s ds, (8.47)
as defined by [28]. Here we choose not to include the constant of integration, as in
Section 7.1.5.
From equation (8.44) we can see that the solution x˜1 will include a t0 term. Although this
term will not become unbounded as t → ∞ we will still choose to equate the coefficient
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of this term to zero as this is the only term which includes a derivative of A(t1). This
leads us to a differential equation for A(t1):
(−σ(t1) + δ(t1)B(t1))A′(t1) = 0. (8.48)
Solving (8.48), we get
A(t1) = d, (8.49)
where d is an arbitrary constant.
Our solution for (8.44) now becomes
x˜1 =
[
δ(t1)γ(t1)B(t1) ln
∣∣∣∣1− βω(t1)e−t0(−σ(t1) + δ(t1)B(t1))d
∣∣∣∣ e−t0
−φ(t1) ln
∣∣∣∣1− βω(t1)e−t0(−σ(t1) + δ(t1)B(t1))d
∣∣∣∣
+φ(t1)dilog
(
1− βω(t1)e
−t0
(−σ(t1) + δ(t1)B(t1))d
)
− βω(t1)h
′′(t1)e−t0
−σ(t1) + δ(t1)B(t1) + βω
′(t1)e−t0 − δ(t1)γ(t1)B(t1)e−t0 + φ(t1)
]
× [(−σ(t1) + δ(t1)B(t1))d− βω(t1)e−t0]−2 e−t0 , (8.50)
where
φ(t1) =
δ(t1)γ(t1)(−σ(t1) + δ(t1)B(t1))B(t1)d
βω(t1)
, (8.51)
h′′(t1) = −σ′(t1) + δ′(t1)B(t1) + δ(t1)B′(t1), (8.52)
B(t1) = ce
∫ t1
0 α(s) ds. (8.53)
Note that t→∞ as t0 and t1 →∞ and B(t1) is bounded as t→∞. Further, x˜1 → 0 as
t0 →∞.
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So far our approximations for species x and y are,
x˜(t0, t1, ε) =
(−σ(t1) + δ(t1)B(t1))e−t0
(−σ(t1) + δ(t1)B(t1))d− βω(t1)e−t0
− ε
[
δ(t1)γ(t1)B(t1) ln
∣∣∣∣1− βω(t1)e−t0(−σ(t1) + δ(t1)B(t1))d
∣∣∣∣ e−t0
−φ(t1) ln
∣∣∣∣1− βω(t1)e−t0(−σ(t1) + δ(t1)B(t1))d
∣∣∣∣
+φ(t1)dilog
(
1− βω(t1)e
−t0
(−σ(t1) + δ(t1)B(t1))d
)
− βω(t1)h
′′(t1)e−t0
−σ(t1) + δ(t1)B(t1) + βω
′(t1)e−t0 − δ(t1)γ(t1)B(t1)e−t0 + φ(t1)
]
× [(−σ(t1) + δ(t1)B(t1))d− βω(t1)e−t0]−2 e−t0 , (8.54)
y˜(t0, t1, ε) = B(t1)− ε γ(t1)
βω(t1)
B(t1) ln
∣∣∣∣1− βω(t1)e−t0dh′(t1)
∣∣∣∣ , (8.55)
with B(t1) given by (8.36).
Since our approximation consists of both leading order and order ε terms, we will assume
that our constants c and d take on the same form, i.e.
c = c0 + εc1, (8.56)
d = d0 + εd1. (8.57)
By substituting the condition t = t0 = t1 = 0, x(0) = x0 and y(0) = y0, α(0) = α0,
ω(0) = ω0, δ(0) = δ0, σ(0) = σ0, γ(0) = γ0, B(0) = B0 and B
′(0) = B′0, into our
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approximation we get,
x0 =
(−σ0 + δ0B0)
(−σ0 + δ0B0)d− βω0 − ε
[
δ0γ0B0 ln
∣∣∣∣1− βω0(−σ0 + δ0B0)A0
∣∣∣∣
−φ0 ln
∣∣∣∣1− βω0(−σ0 + δ0B0)d
∣∣∣∣+ φ0dilog(1− βω0(−σ0 + δ0B0)d
)
− βω0h
′′(0)
−σ0 + δ0B0 + βω
′
0 − δ0γ0B0 + φ0
]
× [(−σ0 + δ0B0)d− βω0]−2 , (8.58)
y0 = B(t1)− ε γ0
βω0
B0 ln
∣∣∣∣1− βω0dh′(0)
∣∣∣∣ , (8.59)
where
d = d0 + εd1, (8.60)
B0 = c0 + εc1, (8.61)
h′′(0) = −σ′0 + δ′0B0 + δ0B′0. (8.62)
By expanding (8.58) and (8.59) using Taylor series, collecting like powers of ε, then solving
for c0, c1, d0 and d1 we find that,
c0 = y0, (8.63)
c1 = −γ0y0
βω0
ln
∣∣∣∣−σ0 + δ0y0 + x0βω0−σ0 + δ0y0
∣∣∣∣ , (8.64)
d0 =
x0βω0 − σ0 + δ0y0
x0(δ0y0 − σ0) , (8.65)
and
d1 =
−1
(−σ30 + 3σ20δ0y0 − 3σ0δ20y20 + δ30y30)x0βω0
×
{
(ψ0 − y0σ0δ0γ0x0βω0)dilog
( −σ0 + δ0y0
x0βω0 − σ0 + δ0y0
)
− (ψ0 + y0σ0δ0γ0y0βω0) ln
∣∣∣∣ −σ0 + δ0y0x0βω0 − σ0 + δ0y0
∣∣∣∣+ δ30γ0y30
+ δ0γ0y0σ
2
0 − 2δ20γ0y20σ0 − β2ω20x0δ0y0α0 + β2ω′0ω0x0δ0y0
− β2ω20x0δ′0y0 − β2ω′0ω0x0σ0 + β20ω20x0σ′0
}
, (8.66)
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where
ψ0 = δ0y0γ0σ
2
0 − σ0δ0y0γ0x0βω0 − 2δ20y20γ0σ0
+ σ30y
3
0γ0 + δ
2
0y
2
0γ0x0βω0, (8.67)
and y0 > σ0/δ0.
Rewriting in terms of t, our multiscaled approximation for the Logistic Lotka-Volterra
competition system is,
x(t, ε) = x˜0(t, c0, d0)
+ε(Dcx˜0(t, c0, d0)c1 +Ddx˜0(t, c0, d0)d1 + x˜1(t, c0, d0)), (8.68)
y(t, ε) = y˜0(t, c0, d0)
+ε(Dcy˜0(t, c0, d0)c1 +Ddy˜0(t, c0, d0)d1 + y˜1(t, c0, d0)), (8.69)
where
Dc ≡ ∂
∂c
and Dd ≡ ∂
∂d
(8.70)
and
t0 =
1
ε
∫ εt
0
(−σ(s) + δ(s)B(s)) ds. (8.71)
To check the accuracy of this approximation we will plot our approximation along with
the numerical solution of the Logistic Lotka-Volterra competition system. This is done in
the following subsection.
8.2.3 Comparison of the Multi-Scaled Logistic Lotka-Volterra
Competition Approximation with Numerical Solutions
We will check the accuracy of our approximation by comparing it to the numerical solution
for several different cases.
First we will look at the case when the growth rate of species x is varying periodically,
i.e,
σ(εt) = λ+ η sin(εt), (8.72)
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where λ and η are positive constants, |η| < λ, and all other parameters are kept constant,
as seen in Figure 8.3.
Figure 8.3: Approximation vs. numerical solution. Green line (solid) = Approxi-
mated x, Blue line (dash) = Numerical x. Red line (solid) = Approximated y, Black
line (dash) = Numerical y. Using the following values ε = 0.1, β = 0.8, x0 = 2,
y0 = 3, ω(εt) = α(εt) = δ(εt) = γ(εt) = 1, λ = 0.5 and η = 0.2.
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Next, we will consider the case where the function δ(εt) is periodically varying, i.e,
δ(εt) = ρ+ ν sin(εt), (8.73)
where ρ and ν are positive constants, |ν| < ρ, and all other parameters are kept constant.
See Figure 8.4.
Figure 8.4: Approximation vs. numerical solution. Green line (solid) = Approxi-
mated x, Blue line (dash) = Numerical x. Red line (solid) = Approximated y, Black
line (dash) = Numerical y. Using the following values ε = 0.1, β = 0.8, x0 = 3,
y0 = 2, ω(εt) = σ(εt) = γ(εt) = α(εt) = 1, ρ = 1.5 and ν = 0.2.
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Lastly, we will consider the case where the function γ(εt) is periodically varying, i.e,
δ(εt) = ζ + υ sin(εt), (8.74)
where ζ and υ are positive constants, |υ| < ζ, and all other parameters are kept constant,
as seen in Figure 8.5.
Figure 8.5: Approximation vs. numerical solution. Green line (solid) = Approxi-
mated x, Blue line (dash) = Numerical x. Red line (solid) = Approximated y, Black
line (dash) = Numerical y. Using the following values ε = 0.1, β = 0.8, x0 = 2,
y0 = 6, ω(εt) = σ(εt) = δ(εt) = α(εt) = 1, ζ = 1.9, and υ = 0.2.
It can be seen from Figures 8.3 – 8.5 that the inherent behaviour of the system, that is,
species x dies out and species y grows, overpowers the slow variation in the parameters. In
fact there is no evidence in the plots of any behaviour caused by the oscillating parameters.
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8.2.4 Transitions
As in Section 7.3.4, we can expect transitions, depending on the coefficient functions
σ(εt), ω(εt), δ(εt), γ(εt) and α(εt). Thus, as in Section 7.3.4, for such a complex system,
any detailed analysis must be done on a case–by–case basis. Nevertheless, we expect that
transitions will occur at t1 values which are the solutions of
σ(t1)− δ(t1)B(t1) = 0, (8.75)
where B(t1) is given by (8.36). An analysis can then be carried out for t1 values before
and after these solutions as suggested in Chapter 7.
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Chapter 9
Conclusion
An appraisal of the method used
The implementation of the multi-scaling method allowed us to obtain explicit analytic
approximations to the solutions of both single species and two species population mod-
els where the defining model parameters are varying slowly with time. These analytic
approximations displayed the dependance on the two different time scales that was a con-
sequence of the multi-scaling method’s exploitation of the disparate time scales arising in
the models. This allowed a reformulation of the problem in such a way that a relatively
simple perturbation method could be used.
The multi-scaling method itself is quite straightforward to use and has a logical sequence
of steps. The chief difficulty in applying this method lies in the complex mathematical
calculations involved in solving the various differential equations that arise. The software
package Maple however, allowed us to evaluate integrals that would otherwise be very
difficult to perform by hand. It also had the added advantage of avoiding the errors
which often result from carrying out involved calculations by hand.
While the method of matched expansions could possibly be used to construct an ap-
proximate solution for each subregion, the multi-scaling method provides us with one
approximation incorporating the initial transient behaviour of the population described
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by the normal time variable terms and the limiting behaviour by the slow time variable
terms. Thus, it deals with the two subregions together. While numerical solutions can
be calculated, such solutions give limited insight into the behaviour of the evolving pop-
ulation as a new solution must be generated for each different set of parameters and thus
general trends are not easily seen.
An appraisal of the results obtained
The approximations that were obtained in this dissertation gave us better insight into
the reason why particular population models behave the way they do. For example, we
were able to find the limiting population for each model and how that limiting population
depended on the defining model parameters. Even in cases where the approximation
failed, i.e., it differed significantly from the numerical solution, we were able to deduce
the reason for failure through the structure of our expansion, being that certain model
parameters where becoming too small.
For all the single and two species population models that were dealt with in this disser-
tation, explicit analytic approximations to the solutions were created. Even when the
approximations failed, due to the presence of a transition region, composite expansions
were created for most cases. To the best of our knowledge, explicit analytic approxima-
tions for population models where multiple model parameters are varying slowly with
time have not been previously reported in the literature.
The majority of our results proved to be very accurate when compared with numerical
solutions. Our approximations also compared favourably with special cases found in the
literature. The accuracy of our single species approximations were also validated through
the application of a fixed point result. This showed the existence and uniqueness of
solutions to the various single species population models and put our formal expansions on
a rigorous footing. An extra consequence of our contraction mapping was that an iterative
sequence was defined, which could, in principle, be used to generate an expansion for the
solution of the model, although this may prove to be rather difficult and time consuming.
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For all the population models considered here, we found approximations up to order ε
only. While it is possible to include higher order terms, all our approximations proved to
be sufficiently accurate when compared with numerical computations. The small increase
in accuracy that might be obtained by calculating higher order terms did not warrant the
effort.
Our approximations did have some limitations due to the assumption that ε is the smallest
parameter. This caused errors when certain parameters, or combinations of parameters,
(for instance the growth rate when dealing with single species models), became too small
or reached zero. For the case where these parameter combinations reached a zero, this
limitation was overcome by constructing a composite expansion in the transition region.
This expansion also compared favourably with numerical solutions.
Possible future work
The procedures undertaken and calculations carried out in this dissertation provide re-
sults in the area of population modelling that are robust and accurate and which set the
foundation for further applications of the multi-scaling technique to this area. For exam-
ple, the multi-scaling method may be applied to a more general Logistic Lotka-Volterra
predator-prey two species model, where the predator population also displays logistic
growth. This generalisation could also be considered in the Logistic Lotka-Volterra com-
petition model. Other population models, which incorporate more than two species, might
also be considered.
When dealing with the single species models, composite expansions were created for the
case where a transition region was present, however, further research into this area may
involve creating a general composite expansion which may be applied for any slowly
varying growth rate (positive or negative), possibly using some sort of matching technique,
to yield a single expansion which would represent the solution through the transition
region.
It may also be interesting to consider cases where multiple transitions are present. For
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instance, the harvesting approximation has two possible transition regions; one when the
growth rate has a zero and another when the growth rate minus the harvesting effort has
a zero. Only the case where the growth rate minus the harvesting effort had a zero was
considered in this dissertation. There is also potential to consider multiple transitions in
more general forms of the two species models.
A further case that might be examined arises when certain parameters,(like the growth
rate in single species models) become too small, close to order ε, but do not actually
reach zero. This may occur when a population is nearing extinction. A local analy-
sis may produce an expansion that would correct the approximations presented in this
dissertation.
Another interesting extension to this work would be to consider the consequences of the
defining model parameters varying slowly, but on different time scales. For instance, in
the Logistic model, the growth rate may vary on a different time scale to that of the
carrying capacity. In this case we would have three time scales to consider when applying
the multi-scaling technique. This sort of extension might also be applied to two species
models.
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