Infinite products, indexed by countably infinite linear orders, arise naturally in the context of fundamental groupoids. Such products are called "transfinite" if the index orders are permitted to contain a dense suborder and are called "scattered" otherwise. In this paper, we prove several technical lemmas related to the reduction (i.e. combining of factors) of transfinite products in fundamental groupoids. Applying these results, we show that if the transfinite fundamental group operations are well-defined in a space X with a scattered algebraic 1-wild set aw(X), then all transfinite fundamental groupoid operations are also well-defined. arXiv:2001.06733v1 [math.AT] 
Introduction
Fundamental group(oid)s of non-locally contractible spaces provide natural models of group(oid) structures enriched with non-commutative infinite product operations. The use of such infinite products is ubiquitous in the progressive literature on the homotopy and homology groups of such spaces, e.g. [6, 8, 9, 13, 16, 23] . For example, fundamental group(oid)s of one-dimensional spaces [14, 15, 17, 21] are very much infinitary extensions of fundamental group(oid)s of graphs since path-homotopy classes have "reduced" representatives that are unique up to reparameterization [5] .
This paper seeks to develop general techniques for operating with these kinds of topologically-influenced algebraic structures. In particular, the current paper is dedicated to proving several results that involve reducing (i.e. combining factors in) such products. As in infinitary logic, we use the term "infinitary" to refer to partially defined operations with infinitely many inputs (akin to infinite sums and products in C) as opposed to binary, trinary, and other finitary operations appearing in standard algebraic fields.
Prior to stating our main results, we clarify the way in which infinitary operations on paths and homotopy classes extend finite composition in ordinary categories. Suppose that C is a category where we choose to write the composition operation as a product operation (as in a monoid or group). By iteratively applying the face maps in the nerve of C , we may reduce any factorization X 0 a 1 / / X 1 a 2 / / X 2 / / · · · / / X n−1 a n / / X n of a morphism α = a 1 a 2 a 3 · · · a n to a "reduced" factorization of α: where 0 = i 0 < i 1 < i 2 < · · · < i m−1 < i m = n and b j = a i j−1 +1 a i j−1 +2 · · · a i j . Formally, the original source/target sequence X 0 , X 1 , X 2 , . . . , X n is a function f : A → Ob(C ), i → X i where A = {0, 1, 2, . . . , n}. The source/target sequence X i 0 , X i 1 , X i 2 , . . . , X i m for the reduced factorization is the restriction f | B where B is obtained by deleting A ∩ (i j−1 , i j ) for all 1 ≤ j ≤ m. To define an infinitary analogue of finite product reduction, we replace C with a topological category of paths in a space X and appeal to linear order theory. A cut-set is a compact nowhere dense subset A ⊆ R and a cut-map in a topological space X is a continuous function A → X on a cut-set. Given a path α : [a, b] → X and cut-set A with [min(A), max(A)] = [a, b], the restriction α| A : A → X is a cut-map and we refer to the pair (α, A) as a factorization of α. For a finite cut-set A = {a = t 0 , t 1 , . . . , t n = b}, the factorization (α, A) may be represented, uniquely up to reparameterization, by the n-fold concatenation n i=1 α| [t i−1 ,t i ] . If A is infinite, the factorization (α, A) may still be represented, uniquely up to reparameterization, as an infinite concatenation of subpaths α| I indexed by the countably infinite linearly ordered set I(A) = {I | I is a component of [a, b]\A}. In this way, the notion of "cutmap" is a non-discrete extension of source/target sequences in ordinary categories.
In many situations, it is helpful to represent an infinite factorization (α, A) using product notation: α = I∈I(A) α| I over cut-map α| A . However, we cannot overstate the importance of cut-maps (not represented in product notation) when dealing with infinite factorizations. For example, if C is the middle third Cantor set, then there are uncountably many points t ∈ C, which are not the boundary point of an interval I ∈ I(C) but which may be crucial to the structure of factorizations over a cut-map C → X. Specifically, if α : [0, 1] → [0, 1] is the standard Cantor function, then we have α = I∈I(C) α| I over an onto cut-map α| C : C → [0, 1] where each path α| I is constant at a dyadic rational, yet α is a path from 0 to 1. Hence, due to the role of cut-maps, we cannot jump to the tempting conclusion that a path represented in product notation as I∈I(A) α| I is constant if all of the factors α| I , I ∈ I(A) are constant.
A reduction of a factorization (α, A) is a factorization (α, B) such that B ⊆ A. Analogous to finitary product reduction in categories, the reduced factorization J∈I(B) α| J is formed by combining convex collections of the factors in I∈I(A) α| I , namely, we have α| J = I∈I(A),I⊆J α I formed over cut-map α| A∩J . To avoid the pitfalls of infinite product notation, we will typically view B as being obtained from A by deleting A ∩ J for every component J ∈ I(B).
The situation for path-homotopy classes is more delicate. The primary difficulty we face is determining when reductions preserve the path-homotopy relation. Throughout, we use π 1 to refer to the fundamental group and Π 1 to refer to the fundamental groupoid. We will say that a space X has (1) well-defined transfinite Π 1 -products if for any cut-set A and paths α, β : [0, 1] → X such that α| A = β| A and α| I β| I for all I ∈ I(A), we have α β. (2) well-defined transfinite π 1 -products at x ∈ X if for any cut-set A and loops α, β : ([0, 1], A) → (X, x) such that α| I β| I for all I ∈ I(A), we have α β. If X has well-defined transfinite π 1 -products at all of its points, we say X has well-defined transfinite π 1 -products.
Since every loop is a path, it is clear that (2) ⇒ (1). If X has well-defined transfinite Π 1 -products (resp. well-defined transfinite π 1 -products at x ∈ X), then for a fixed cut-map A → X, the definition I∈I(A) [α| I ] := I∈I(A) α| I is a well-defined infinitary operation on the fundamental groupoid Π 1 (X) (resp. on π 1 (X, x)). However, despite the fact that group properties typically pass to their groupoid counterparts, it is shown in [2, Theorem 1.1] that there exists a locally path-connected metric space X for which X has well-defined transfinite π 1 -products but not welldefined transfinite Π 1 -products. In this paper, we bridge the gap between these infinitary group and groupoid operations to the greatest extent possible. We consider the following theorem to be the culminating result of this paper. Recall that a space Y is scattered if every non-empty subspace of Y contains an isolated point. Theorem 1.1. Suppose X is a space in which the subspace of points aw(X) at which there exists an infinite concatenation of non-trivial loops is scattered. Then X has well-defined transfinite π 1 -products if and only if X has well-defined transfinite Π 1 -products.
We remark that nearly all of our results, including Theorem 1.1, are completely general, applying to arbitrary topological spaces. Moreover, the example in [2, Theorem 1.1] illustrates that Theorem 1.1 is very much an optimal extension of [3, Theorem 7.13], which only implies Theorem 1.1 in the case that X is first countable and aw(X) is discrete.
It is also shown in [2] that a path-connected metrizable space X admits a generalized universal covering space in the sense of [20] if and only if X has well-defined transfinite Π 1 -products. Moreover, [3, Corollary 7.15] implies that if π 1 (X, x 0 ) is abelian, then the well-known homotopically Hausdorff property is also equivalent to these two properties. Combining these results with Theorem 1.1, we obtain the following. Corollary 1.2. Suppose X is path-connected, metrizable, and aw(X) is scattered. Then X admits a generalized universal covering space in the sense of [20] if and only if X has welldefined transfinite π 1 -products. Moreover, if π 1 (X, x 0 ) is abelian, then the homotopically Hausdorff property is equivalent to these two properties.
The remainder of this paper is structured as follows. In Section 2, we settle notation and study the difference between the set w(X) of points at which X is not semilocally simply connected and the set aw(X) of points in X that cause algebraic wildness in the fundamental group of X. Our use of aw(X) in the place of w(X) is precisely what allows us to prove our results for arbitrary spaces. In Section 3, we define the notion of a "homotopy cut-set" for a pair of paths α and β that agree on a cut-set A and recall known well-definedness results. In Section 4, we prove several technical lemmas that identify situations where the reduction of transfinite factorizations is possible. Using the results from Section 4, we prove Theorem 5.1 (our main technical theorem) and Theorem 1.1 in Section 5.
Sets of 1-dimensional wildness
A path is a continuous function α : [s, t] → X, which we call a loop based at
if φ is linear and if it does not create confusion, we will identify α and β. We write α β if two paths are path-homotopic. If a loop α is (resp. is not) path-homotopic to a constant loop, we may simply say that α is trivial (resp. non-trivial).
If α : [0, 1] → X is a path, then α − (t) = α(1 − t) is the reverse path. If α 1 , α 2 , . . . , α n is a sequence of paths such that α j (1) = α j+1 (0) for each j, then n j=1 α j = α 1 · α 2 · · · · · α n is the n-fold concatenation defined as α j on j−1 n , j n . An infinite sequence α 1 , α 2 , α 3 , . . . of paths in X is a null sequence if α n (1) = α n+1 (0) for all n ∈ N and there is a point x ∈ X such that every neighborhood of x contains α n ([0, 1]) for all but finitely many n ∈ N. Given such a null-sequence, one may form the infinite concatenation ∞ n=1 α n , defined to be α n on n−1 n , n n+1 and mapping 1 to x. Definition 2.1. The topological 1-wild set of a space X is the subspace w(X) = {x ∈ X | X is not semilocally simply connected at x}.
According to classical covering space theory [26] , if X is path connected and locally path connected, then w(X) is the topological obstruction to the existence of a simply connected covering space over X. This set plays a key role in automatic continuity and homotopy classification results for one-dimensional [14, 15] and planar [9, 23] continua since the homeomorphism type of the topological 1-wild set is a homotopy invariant within these classes of spaces [4, Theorem 9.13 ].
Lemma 2.2. [3, Proposition 7.7]
If Y is locally path connected and f : Y → X is a map, then f −1 (w(X)) is closed in Y. In particular, if X is locally path connected, then w(X) is closed in X.
We have x ∈ w(X) if there exists arbitrarily small non-trivial loops based at x, i.e. a net {α j } j∈J of non-trivial loops based at x converging (in the compact-open topology) to the constant loop at x. However, the existence of "algebraic" wildness in the fundamental group arises from the existence of a null sequence {α n } of nontrivial loops based at a point so that one can form infinite concatenations such as ∞ n=1 α n . Examples 2.9 and 2.10 below illustrate that these two concepts do not always coincide. Definition 2.3. We say π 1 (X, x 0 ) is infinitary at x ∈ X if there exists a null-sequence {α n } of non-trivial loops in X based at x. We say π 1 (X, x 0 ) is finitary at x ∈ X if X is not infinitary at x. If there exists a point at which π 1 (X, x 0 ) is infinitary, we say π 1 (X, x 0 ) is infinitary. Otherwise, we say π 1 (X, x 0 ) is finitary.
Observe that the property of a fundamental group π 1 (X, x 0 ) being infinitary at a point x is not just a property of the abstract group π 1 (X, x 0 ) but rather a property of the infinitary product structure of π 1 (X, x) that is embedded in π 1 (X, x 0 ) via pathconjugation. In particular, this property detects whether or not the local topology at x affects the algebra of π 1 (X, x 0 ). Definition 2.4. The algebraic 1-wild set of a space X is the subspace
n ∈ N and H = n∈N C n be the usual Hawaiian earring space with basepoint b 0 = (0, 0). Consider the loop n (t) = 1 n (cos(2πt − π) + 1), 1 n sin(2πt − π) traversing C n in the counterclockwise direction. Clearly, aw(H) = w(H) = {b 0 } since { n } is a null-sequence of loops based at b 0 and H is locally contractible at all other points. The following proposition is a direct consequence of the fact that maps f : (H, b 0 ) → (X, x) are in bijection correspondence with null sequences {α n } of loops based at x (where α n = f • n ).
Proposition 2.5.
We have x ∈ aw(X) if and only if there exists a map f : (H, b 0 ) → (X, x) such that f • n is non-trivial for all n ∈ N.
Let H ≥n = k≥n C k denote the smaller copies of H. Since H ≥n is a retract of H, the group π 1 (H ≥n , b 0 ) may be identified as a subgroup of π 1 (H, b 0 ). If there exists a map f : (H, b 0 ) → (X, x), natural numbers m 1 < m 2 < m 3 < · · · , and loops γ n : ([0, 1], {0, 1}) → (H m n , b 0 ) such that f • γ n is non-trivial for all n ∈ N, then the map g : H → X defined by g • n = f • γ n witnesses the fact that π 1 (X, x 0 ) is infinitary at x. The next proposition is a direct consequence of this observation. Proposition 2.6. π 1 (X, x 0 ) is finitary at x if and only if for every map f :
Remark 2.7. The characterization in Proposition 2.6 suggests that the "finitary" property is a topological version of the purely group theoretic "noncommutatively slender" property introduced by Eda [12] : A group G is noncommutatively slender if for every homomorphism h :
On the other hand, we note that all noncommutatively slender groups are torsion free. For any finite group G {1}, the set Hom(π 1 (H, b 0 ), G) of homomorphisms π 1 (H, b 0 ) → G is known to be uncountable [11] . However, π 1 ( 1≤k≤n H k , b 0 ) = F n is free on n-generators and there are only finitely many homomorphism F n → G for given n ∈ N. Therefore, since
We conclude that if X is any semilocally simply connected space and π 1 (X, x 0 ) has non-trivial torsion, then π 1 (X, x 0 ) is finitary but fails to be noncommutatively slender.
Proposition 2.8. For any space X, we have aw(X) ⊆ w(X). If X is first countable, then aw(X) = w(X).
Proof. If x ∈ aw(X), there exists a map f : (H, b 0 ) → (X, x) such that f • n is nontrivial for all n ∈ N. Let U be a neighborhood of x. Using the continuity of f , we can find m ∈ N such that f (H ≥m ) ⊆ U. In particular f • m has image in U but is non-trivial in X. Since every neighborhood of x contains a loop that is non-trivial in X, we have x ∈ w(X). For the second statement, suppose X is first countable and x ∈ w(X). Consider a countable neighborhood base U 1 ⊇ U 2 ⊇ U 3 ⊇ · · · at x. By assumption, there exists a loop γ n in U n based at x that is non-trivial in X. The map f : H → X defined by f • n = γ n is continuous (since the basis {U n } is nested) and witnesses the fact that x ∈ aw(X). Example 2.9. Let X be the reduced suspension of the first uncountable compact ordinal
We take x 0 to be the canonical basepoint of X. The underlying set of X may be identified with a one-point union of circles α∈ω 1 C α indexed by the set of countable ordinals. Every neighborhood of x 0 contains β≤α<ω 1 C α for some β ∈ ω 1 and each circle C α is a retract of X. Since X is semilocally simply connected at all points in X\{x 0 }, we conclude that w(X) = {x 0 }. However, using the fact that no sequence of countable ordinals converges to ω 1 , one can show that no path in X maps onto α∈S C α for an infinite subset S ⊂ ω 1 . It follows that π 1 (X, x 0 ) is finitary, i.e. aw(X) = ∅. Moreover, π 1 (X, x 0 ) is isomorphic to the free group F(ω 1 ) on uncountably many generators since the above argument extends to show that the canonical continuous bijection α∈ω 1 S 1 → X from the wedge of circles with the CW-topology is a weak homotopy equivalence.
... Figure 1 . The subspace of X in Example 2.9 including the circles corresponding to α < ω + ω + ω. Example 2.10. Let H n , n ∈ N be a homeomorphic copy of H and let X be the space obtained by attaching the family {H n } to the unit interval [0, 1] by identifying the basepoint of H n with 1/n ∈ [0, 1]. We give X the weak topology with respect to the subspaces
This space is locally path connected and compactly generated but is not first countable at 0. In fact, since X is the quotient of the topological sum [0, 1] n H n of locally path-connected metric spaces, X is a ∆-generated space in the sense that U ⊆ X is open if and only if α −1 (U) is open in [0, 1] for all paths α : [0, 1] → X; See [7, 18] .
Although it is clear that w(X) = {0, . . . , 1/3, 1/2, 1}, every compact subset of X must lie in a subspace X m = [0, 1] ∪ H 1 ∪ H 2 ∪ · · · ∪ H m , m ∈ N, which is locally contractible at 0. Hence, for every map f : (H, b 0 ) → (X, 0), there exists n ∈ N such that f (H ≥n ) ⊆ [0, 1/m). Therefore, X is finitary at 0 and, moreover, we have aw(X) = {. . . , 1/3, 1/2, 1}. This example shows that even after restricting to some reasonable categories of spaces, aw(X) need not be sequentially closed. Within the class of spaces X with a certain rigidity property (called the discrete monodromy property in [4, Section 9]), the homeomorphism type of w(X) is a homotopy invariant of X. However, this is clearly not true in general since aw(X) and aw(X × [0, 1]) = aw(X) × [0, 1] need not be homeomorphic. In the next theorem, we show that the homotopy types of the topological 1-wild set and the algebraic 1-wild set are both invariants of homotopy type. Theorem 2.11. The homotopy types of w(X) and aw(X) are homotopy invariants of X.
Proof. We prove the result for aw(X). The proof for w(X) simply requires replacing the sequences of non-trivial loops described using maps H → X with nets of non-trivial loops. We begin by making two general observations. First, notice
Therefore, H(a, t) ∈ aw(X).
Suppose f : X → Y and g : Y → X are homotopy inverses. By the first observation, we have g( f (aw(X))) ⊆ g(aw(Y)) ⊆ aw(X) and similarly, f (g(aw(Y))) ⊆ aw(Y). We check that f | aw(X) and g| aw(Y) are homotopy inverses. Let H :
Example 2.12. Recall that the space X constructed in Example 2.10 has a discrete algebraic 1-wild set aw(X) = {. . . , 1/3, 1/2, 1} and consider the subspace
Since aw(X) and aw(X ) are totally path-disconnected but not homeomorphic, they are not homotopy equivalent. Therefore, X and X are not homotopy equivalent.
More generally, if w(X) aw(X) for a given space X, then X is not homotopy equivalent to any first countable space. Note that I(A) is always countable and if A is nowhere dense, then A may be identified with the set of cuts of I(A). We refer to [25] for basic linear order theory. [a,b] . Hence, we could replace A with its boundary, which is nowhere dense.
Homotopy Cut-Sets
If there is a finite homotopy cut-set A = {a 0 , a 1 , a 2 , . . . , a n } for paths α, β : [0, 1] → X, then α ≡ n i=1 α i and β ≡ n i=1 β i where α i β i for all i. Finite concatenation of path-homotopies gives α β. More generally, if A is any homotopy cut-set for α and β and F is a finite subset of isolated points in A, then (A\F) ∪ {0, 1} is a homotopy cut-set for α and β. Remark 3.6. All four of the properties defined in Definition 3.5 are homotopical properties, i.e. invariant under homotopy type. This observation can be proved directly; however, it also follows from the more general test-map framework developed in [3] ; See Remark 2.11 in [3] .
Recall that a space X is homotopically Hausdorff if there does not exist a nontrivial based loop ([0, 1], {0, 1}) → (X, x) that is path-homotopic to some loop in every neighborhood of x. We refer to [3, 10, 19] for characterizations and examples related to this property. Theorem 3.7. [1] For any path-connected space X, the following are equivalent:
(1) any pair of loops in X admitting a homotopy cut-set A such that I(A) has order type ω are path-homotopic, (2) any pair of paths in X admitting a homotopy cut-set A such that I(A) has order type ω are path-homotopic, (3) X has well-defined scattered π 1 -products, (4) X has well-defined scattered Π 1 -products. Moreover, these four conditions are implied by the homotopically Hausdorff property. If X is first countable, then these four conditions are equivalent to the homotopically Hausdorff property.
Reductions of Homotopy Cut-sets
In this section, we work carefully to determine when the reduction (α, B) of a factorization (α, A) passes to a well-defined reduction on homotopy classes.
Reduction at non-wild cut points.
In algebraic topology, it is standard to use a Lebesgue number to subdivide a path so that every segment of the subdivision is mapped into some neighborhood of a given open cover. The following lemma is a variant of this technique more suited to our purposes. If A ⊆ [0, 1], we say two points a and b are consecutive in A if a, b ∈ A, a < b, and A ∩ (a, b) = ∅. Lemma 4.1. Suppose A ⊆ [0, 1] is a cut-set, α, β : [0, 1] → X are paths such that α| A = β| A , and U is a cover of α(A) = β(A) by open sets in X. Then there exists a subdivision 0 = t 0 < t 1 < t 2 < · · · < t m = 1 of points in A such that, for each j ∈ {1, 2, . . . , m}, either t j−1 and t j are consecutive points in A or α(
Proof. Since A is a compact metric space, we may find n ∈ N such that if a, b ∈ A and |a − b| ≤ 1/n, then α(A ∩ [a, b]) lies in some U ∈ U . We build the desired subdivision S = {t 0 , t 1 , . . . , t m } by defining S k = S ∩ k−1 n , k n for each k ∈ {1, 2, . . . , n}. If k is such that A ∩ k−1 n , k n is finite (possibly empty), we set S k = A ∩ k−1 n , k n . On the other hand, fix a k such that A ∩ k−1 n , k n is infinite. Let p and q be the minimal and maximal elements of A ∩ k−1 n , k n respectively and fix U ∈ U such that α A ∩ k−1 n , k n ⊆ U. Consider the infinite set of components {I 1 ,
Due to the compactness of [p, q] and the continuity of α| [p,q] and β| [p,q] , there can only be finitely many v ∈ N such that α(I v ) ∩ X\U ∅ or β(I v ) ∩ X\U ∅. Therefore, by taking the union of {p, q} and the boundaries of these finitely many open intervals I v , we may find a subdivision p = s 0 < s 1 < s 2 < · · · < s r = q using points in A such that, for each i ∈ {1, 2, . . . , r}, either s i−1 and s i are
Since {0, 1} has been automatically included in S, the construction of S makes it clear that this subdivision sufficiently satisfies the desired conditions. The author finds it interesting that the following proof is essentially identical in structure to the standard proof of the compactness of [0, 1]. Proof. We being the proof by fixing t ∈ A, setting x = α(t), and considering the four ways in which t may be surrounded by other points of A:
(1) If there exists d ∈ A such that t and d are consecutive in A, then α| [t,d] β| [t,d] since A is a homotopy cut-set. (2) If there exists c ∈ A such that c and t are consecutive in A, then α| [c,t] β| [c,t] since A is a homotopy cut-set. (3) If there exists t < · · · < t 3 < t 2 < t 1 in A converging to t, then we may define a map f :
; continuity of f follows from the continuity of α and β at t. Since x aw(X), there exists N such that
If there exists t 1 < t 2 < t 3 < · · · < t in A converging to t, then we map apply the same idea as in (3) to see that
t] } and consider u = sup(U). Either there is a point t ∈ A such that 0 and t are consecutive in A or there exists · · · t 3 < t 2 < t 1 in A converging to 0. Applying Situations (1) and (3) above respectively, we see that there exists v > 0 in A such that α| [0,v] β| [0,v] . Thus u > 0.
Either u ∈ sup(U) or there exists t 1 < t 2 < t 3 < · · · < u in U converging to u. In the latter case, we have α| [0,t n ] β| [0,t n ] for all n ∈ N. Applying Situation (4) above, we see that α| [t N ,u] β| [t N ,u] for some N. Concatenation of path-homotopies shows that α| [0,u] β| [0,u] . Hence, u ∈ sup(U).
Finally, suppose u < 1. There cannot be u < t such that u, t are consecutive in A for Situation (1) and concatenation would imply that u is a not an upper bound for U. Therefore, there must exist a sequence u < · · · < t 3 < t 2 < t 1 in A converging to u. However, Situation (3) implies that α| [u,t N ] β| [u,t N ] for some N. Concatenating with α| [0,u] β| [0,u] gives α| [0,t N ] β| [0,t N ] ; a contradiction that u is an upper bound for U. Thus u = 1.
We also require the following lemma, which allows us to deal with endpoints of paths. Proof. We prove (1) . The proof of (2) is symmetric and (3) follows by sequentially applying (1) and (2). If 0 is already an isolated point of A, take B = A. Otherwise, there exists · · · < t 3 < t 2 < t 1 in A converging to 0. Applying Situation (3) in Lemma 4.2 to t = 0, there must be an 1] ) is the desired homotopy cut-set for α and β. Lemma 4.4. Suppose X has well-defined scattered Π 1 -products. If A is a homotopy cutset for paths α, β : [0, 1] → X such that for all a, b ∈ A ∩ (0, 1) with a < b, we have α| [a,b] β| [a,b] , then α β.
Proof. We define a scattered homotopy cut-set S ⊆ A for α and β as follows. We consider four cases:
(1) If 0 and 1 are isolated points in A, find 0 < s < t < 1 in A such that 0, s and t, 1 are consecutive in A. Let S = {0, s, t, 1}.
consecutive in A and {s n } → 0. Let S = {0, . . . , s 3 , s 2 , s 1 , t, 1}. (4) If neither 0 nor 1 is isolated in A, find 0 < · · · s 3 < s 2 < s 1 < t 1 < t 2 < t 3 < · · · < 1 in A with {s n } → 0 and {t n } → 1. Let S = {0, . . . , s 3 , s 2 , s 1 , t 1 , t 2 , . . . , 1}. In any of the four cases, S is a scattered cut-set and, by assumption, is a homotopy cut-set for α and β. Since X is assumed to have well-defined scattered Π 1 -products, we have α β. Lemma 4.5. Suppose X has well-defined scattered Π 1 -products. If A is a homotopy cut-set for paths α, β : [0, 1] → X, then there exists a homotopy cut-set B ⊆ A for α and β such that α(B ∩ (0, 1)) = β(B ∩ (0, 1)) ⊆ aw(X).
Proof. Let [0, 1] α and [0, 1] β be disjoint copies of the unit interval and let W A = [0, 1] α ∪ [0, 1] β /∼ where we identify t α ∼t β if t ∈ A. When t ∈ A we simply write t for the image of {t α , t β } in W A . Note that W A is a one-dimensional Peano continuum homeomorphic to the planar construction given in [1] . Let p α : [0, 1] → W A and p β : [0, 1] → W A be the paths, which are the restriction of the quotient map to [0, 1] α and [0, 1] β respectively. Together, the paths α, β uniquely induce a map f : W A → X given by f • p α = α and f • p β = β.
Let U be the set of t ∈ A ∩ (0, 1) such that there exists an > 0 so the pathconnected basic open set N(t, ) = p α ((t − , t + )) ∪ p β ((t − , t + )) is contained in W A \{0, 1} and contains no path γ such that f • γ is a non-trivial loop in X. Clearly, U is open in A. Hence, B = A\U is closed in A and thus closed and nowhere dense in [0, 1].
First, we check that α(B ∩ (0, 1)) ⊆ aw(X). Let t ∈ B ∩ (0, 1). Recall that {N(t, 1/n)} n∈N is a neighborhood base of path-connected open sets at t. Then there exists a path γ n : [0, 1] → N(t, 1/n) such that f • γ n is a non-trivial loop in X. Find a path δ n : [0, 1] → N(t, 1/n) from t to γ n (0). Define g :
The continuity of g at b 0 follows directly from the continuity of f and fact that the basis at t is nested. Moreover, g • n cannot be null-homotopic for any n since f • γ n is not. We conclude that α(t) = f (t) ∈ aw(X).
Next, we use Lemma 4.4 to show that B is a homotopy cut-set for α and β. Given (c, d) ∈ I(B), we must show that α| [c,d] β| [c,d] . Consider any two elements a < b in A ∩ (c, d). By Lemma 4.4, it suffices to show α| [a,b] β| [a,b] . Note that if t ∈ A ∩ [a, b], then t ∈ A\B = U and there must exist a basic open neighborhood N(t, t ) of t in W A such that f maps no path in N(t, t ) to a non-trivial loop in X.
) by open sets in W A such that f maps no path in an element of V to a non-trivial loop in X. Applying Lemma 4.1 to the paths p α , p β and cut-set A ∩ [a, b], we may find a subdivision a = t 0 < t 1 < t 2 < · · · < t m = b of points in A such that, for each j ∈ {1, 2, . . . , m}, either t j−1 and t j are consecutive points in A or p α ([t j−1 , t j ]) ∪ p β ([t j−1 , t j ]) lie in some element of V . If t j−1 and t j are consecutive in A, then (t j−1 , t j ) ∈ I(A) and we have
Remark 4.6. If we replace aw(X) with w(X) in Lemma 4.5, a simpler proof is possible: it follows from Lemma 2.2 that if A is a homotopy cut-set for α and β, then α −1 (w(X)) is closed in [0, 1]. Combining Lemma 4.2 and Lemma 4.4 with the fact that aw(X) ⊆ w(X), it is straightforward to check that B = (A ∩ α −1 (w(X))) ∪ {0, 1} is a homotopy cut-set for α and β for which B ∩ (0, 1) is mapped into w(X). Unfortunately, we cannot apply this idea in the more general situation since Example 2.10 shows that α| −1 A (aw(X)) need not be closed.
Reduction to perfect cut-sets.
Recall that a subset B ⊆ X is perfect (in X) if B is closed in X and B has no isolated points. Every nowhere-dense perfect subset of [0, 1] is homeomorphic to a Cantor set. Proof. If A is scattered, then we have α β since X is assumed to have welldefined scattered Π 1 -products. If A is not scattered, then, by the Cantor-Bendixson Theorem [22] , A is the union of a non-empty perfect subset P and a (countable) scattered subset A\P. Let B = P ∪ {0, 1} and fix (c, d) ∈ I(B). We apply Lemma 4.4 to the paths α| [c,d] and β| [c,d] to show they are path-homotopic. Let a, b ∈ A ∩ (c, d) are any points such that a < b. Since A ∩ [a, b] lies in the scattered space A\P and every subspace of a scattered space is scattered, the set A ∩ [a, b] is scattered. Thus A ∩ [a, b] is a scattered homotopy cut-set for α| [a,b] and β| [a,b] . Since X is assumed to have well-defined scattered Π 1 -products, we have α| [a,b] β| [a,b] . Therefore, Lemma 4.4 applies to give α| [c,d] α| [c,d] . This proves (1) .
For (2), suppose (a, b) ∈ I(A) is contained in (c, d) ∈ I(B). If c < a and A ∩ [c, a] is finite, then α| [c,a] β| [c,a] is clear. Otherwise, we apply the argument used in the previous paragraph: given any s, t ∈ A with a < s < t < c, the set A ∩ [s, t] is a scattered homotopy cut-set for α| [s,t] and β| [s,t] and thus α| [s,t] β| [s,t] . Lemma 4.4 applies to give α| [c,a] β| [c,a] . The symmetric argument, may be used to show that α| [b,d] 
Reduction at isolated image points.
Lemma 4.8. Suppose X has well-defined transfinite π 1 -products and A is a homotopy cut-set for α, β : [0, 1] → X. If x is an isolated point of α(A) and α(A)\{x} ∅, then there exists a homotopy cut-set B for α and β such that
Since {x} is open in α(A), it's clear that B is closed in A and that B is nowhere dense. Conditions (1) and (2) are clearly satisfied under this definition. We must closely analyze the situation to verify that B is a homotopy cut-set for α and β and that Condition (3) Since A is closed, we have V ∈ A and the continuity of α gives α(V) = x. Since we have assumed no transition components exist, the definition of V guarantees that V cannot be the left endpoint of an element of I(A). Therefore, we must have an infinite sequence V < · · · s 3 < t 3 < s 2 < t 2 < s 1 < t 1 < s < t converging to V where (s n , t n ) ∈ I(A) and α({s n , t n }) ⊆ α(A)\{x}. The continuity of α implies that {α(s n )} → α(V) in X and thus in the subspace α(A). However, since α(A)\{x} is closed in α(A), we have α(V) ∈ α(A)\{x}; a contradiction. We conclude that a transition component exists.
Since x is a not a limit point of α(A), there can only be finitely many transition components in I(A). Enumerate the transition components of I(A) as (a 1 , b 1 ), (a 2 , b 2 ), . . . , (a m , b m ). Let A 0 = A∩[0, a 1 ], A j = A∩[b j , a j+1 ], and A m = A∩[b m , 1] where it is possible that any given A j is degenerate, i.e equal to a point. For each j ∈ {0, 1, 2, . . . , m}, either α(A j ) = x or α(A j ) ⊆ α(A)\{x} (for otherwise, the second paragraph would imply the existence of another transition component). Let P = {j | α(A j ) = x} and Q = { j | α(A j ) ⊆ α(A)\{x}} and note that the elements in P and Q must alternate within {1, 2, . . . , m}.
To check that B is a homotopy cut-set for α and β, we consider the possible ways in which a component (c, d) ∈ I(B) may be constructed by deleting elements t ∈ α| −1 A (x) ∩ (0, 1). Note that such t will only be deleted if they lie in A j for j ∈ P and are neither 0 nor 1.
Case I: (c, d) could result from joining two consecutive transition components (a j , b j ) and (a j+1 , b j+1 ) where A j = {b j } = {a j+1 } is degenerate and α(A j ) = x. In this situation, we have α({a j , b j+1 }) ⊆ α(A)\{x} and we get a component (c, d) = (a j , b j+1 ) ∈ I(B). Since A is a homotopy cut-set for α and β, we have [c,d] . Observe that Condition 
Since A j is a homotopy cut-set for loops α| [b j ,a j+1 ] and β| [b j ,a j+1 ] based at x and X is assumed to have well-defined transfinite π 1 -products, we have
. Concatenation gives α| [c,d] β| [c,d] . Using these homotopies, Condition (3) is obvious in the case when (a, b) is one of (a j , b j ) or (a j+1 , b j+1 ). Otherwise, Case III: There are also four possible cases at the endpoints where α(A 0 ) = x or α(A m ) = x. If A 0 (resp. A m ) is degenerate, then no deletion occurs. If A 0 is not degenerate, A 0 is a homotopy cut-set for the loops α| [0,a 1 ] and β| [0,a 1 ] based at x. Applying a one-sided version of the argument in Case II results in an interval (c, d) = (0, b 1 ) ∈ I(B). Note that 0 ∈ B despite α(0) = x. Condition (3) also holds by the one-sided analogue of the argument used in Case II. If A m is not degenerate, the symmetric argument applies.
Since B is obtain from A by removing the points of α| −1 A (x) ∩ (0, 1) that lie in an alternating finite sequence of the sets A j , a component (c, d) ∈ I(B) can only result from the above cases. We conclude that B is a homotopy cut-set for α and β satisfying Conditions (1) 
). If λ is a limit ordinal, let (a λ , b λ ) = µ<λ (a µ , b µ ). Note that the transfinite sequences {a λ } λ<κ and {b λ } λ<κ are monotone but need not be strictly monotone.
We take a moment, to verify that for each limit ordinal λ ≤ κ, we have
Since {b µ } µ<λ is non-decreasing and converges to t, there exists, 
B is a scattered homotopy cut-set for α| [a κ ,b κ ] and β| [a κ ,b κ ] . Since X is assumed to have well-defined scattered Π 1 -products, we conclude that α| [a κ ,b κ ] β| [a κ ,b κ ] Theorem 4.10. Suppose X has well-defined transfinite π 1 -products. If A is a homotopy cut-set for paths α, β : [0, 1] → X, then either α β or there exists a non-empty perfect set P ⊆ A such that (1) B = P ∪ {0, 1} is a homotopy cut-set for α and β, (2) {t ∈ B ∩ (0, 1) | α(t) is isolated in α(B)} = ∅ Proof. Let A 0 = B 0 = A, P 0 = ∅, and set Y 0 = α(B 0 ). We will construct two descending transfinite sequences {A λ } and {B λ } of homotopy cut-sets for α and β that will nest in an alternating pattern. We will also define B λ = P λ ∪ {0, 1} for a perfect set P λ and Y λ = α(B λ ) = β(B λ ). Suppose A λ , B λ , P λ , and Y λ have been defined. If
Otherwise, find t ∈ B λ such that α(t) = y λ+1 is an isolated point of Y λ . Since |α(B λ )| > 1, we have α(B λ )\{y λ+1 } ∅ and we may apply Finally, set Y λ+1 = α(B λ+1 ). Before dealing with the limit ordinal case, note that we have constructed a transfinite sequences {A λ } and {B λ } satisfying A λ ⊆ B λ ⊆ A λ+1 ⊆ B λ+1 for all ordinals λ. By combining the second bullet points in our choice of A λ+1 and B λ+1 , it follows that if (a , b ) ⊆ (c, d) ⊆ (a, b) for (a, b) ∈ I(A λ+1 ), (c, d) ∈ I(B λ+1 ), and (a , b ) ∈ I(A λ ), then α| [a,a ] β| [a,a ] when a < a and α| [a,a ] β| [b ,b] when b < b.
If λ is a limit ordinal, we set A λ = µ<λ A µ and B λ = µ<λ B µ (noting that A λ = B λ ), and Y λ = α(A λ ) = α(B λ ). The previous paragraph allows us to apply Lemma 4.9 and conclude that A λ = B λ is a homotopy cut-set for α and β when λ is a limit ordinal. Note that {A λ } is a descending transfinite sequence of closed subsets in the second countable space A and, therefore, must stabilize at a countable ordinal, i.e. there exists countable κ such that A λ = A κ for λ ≥ κ [22] . In particular, A κ ⊇ B κ ⊇ A κ+1 and thus A κ = B κ .
We have already argued that B = A κ = B κ is a homotopy cut-set for α and β. The first possibility is that |α(B)| = 1 in which case, α, β are loops. Since X is assumed to have well-defined transfinite π 1 -products, we have α β. The second possibility is that |α(B)| > 1. If this occurs, then there can be no point t ∈ B ∩ (0, 1) such that α(t) is an isolated point of α(B) since our construction would force A κ+1 to be a proper subset of B κ . Finally, if P κ = ∅, we have B = {0, 1} and thus α β. Otherwise, B = P κ ∪ {0, 1} for the non-empty perfect set P κ .
A Proof of Theorem 1.1
The following theorem is the culmination of the sequence of lemmas in the previous section. Recall that a space W is dense-in-itself if W has no isolated points. We make a point to distinguish a space W being dense-in-itself and W being a perfect subset of a space X since the space aw(X) need not be closed in X and since we are not assuming that X satisfies any separation axioms. Theorem 5.1. Suppose X has well-defined transfinite π 1 -products and x 0 aw(X) is a point such that {x 0 } is closed in X. If A is a homotopy cut-set for loops α and β based at x 0 , then either α β or there exists a homotopy cut-set B ⊆ A for α and β such that contained in the scattered set aw(X). However, the only dense-in-itself subspace of a scattered space is the empty set. Thus, B\{0, 1} = ∅. Since B = {0, 1} is a homotopy cut-set for α and β, we conclude that α β.
