We show that there are two distinct ways to make volatility stochastic that are differentiated by their consequences for skewness. Most models in the literature have adopted the relatively tractable methodology of using stochastic time changes to engineer stochastic volatility. Unfortunately, this is also the one that can conflict with the relationship occasionally observed in markets between volatility and skewness. Research enhancing the tractability of the second approach to stochastic volatility based on scaling is called for.
Introduction
It is well recognized that the volatility of asset returns is stochastic. The 2003 Nobel prize in economics was awarded to Robert Engle in recognition of his pioneering work on the time series analysis of stochastic volatility models (Engle 1982) . From the perspective of implied volatilities on options we see that volatilities on the S&P 500 index went above 34% in October of 2002 and were down to below 17% by January of 2004. This recognition has spurred the development of stochastic volatility models for pricing derivative contracts, beginning with the Heston (1993) (Carr et al. 2003; Niccolato and Venardos 2003) or driving the volatility (BarndorffNielsen and Shephard 2001; Duffie et al. 2000) .
Given that volatility is stochastic, one may condition on the level of volatility to infer the nature of market realities in different volatility states. Of particular interest in the option markets is the behavior of market skews. Two issues directly arise, how are the volatility and skew to be measured? It is common practice to focus on at-the-money (ATM) implied volatilities as a measure of the volatility. It also known from experience that this measurement correlates well with the level of instantaneous volatility in the many stochastic volatility models that have been studied. We shall therefore use quite interchangeably either the level of instantaneous volatility in a model calibration or the ATM implied volatility as a measure of volatility.
Skewness is a measure of asymmetry of asset returns around the return predicated by the forward price. Statistically it is measured by the ratio of the third centralized moment of the risk neutral return distribution to the cube of the risk neutral volatility. One may extract from option prices the distribution of the future return as shown by Breeden and Litzenberger (1978) and then its skewness. We may also directly obtain the price of the centralized third moment of returns directly by constructing a hedge using options. Both these procedures are relatively elaborate to be undertaken on a daily basis for a number of underliers. A short cut employed in the markets is to focus attention on the difference in implied volatilities on an option struck 10% below the forward to one struck 10% above the forward. Such measures may be comparably constructed for all models, whatever the structural differences between the models. A measure of this type provides us with a common yardstick with respect to which one may freely contrast a variety of otherwise quite different models. For the purposes of the comparisons studied here skewness will be measured by the 90-110 implied volatility difference, where the 90 implied volatility is the implied volatility for a strike that is 10% below the forward while the 110 implied volatility is for a strike that is 10% above the forward. We call this measure of skewness the IV Skew or implied volatility skew.
We present evidence that in market data the IV Skew can on occasion be positively related to ATM implied volatilities. By the direct association between instantaneous volatility and ATM implied volatilities we are led to expect that 90-110 forward skews when computed in the model at different levels of realized forward instaneous variance should be positively related to these volatilities. We document however that for a large number of models in the literature and many others, not reported here, that may be constructed along similar lines this relationship is often a negative one. It is a puzzling fact that many model implied skew volatility relations are inconsistent with the same relationship sometimes observed in market data.
These observations led us to investigate theoretically the logic underlying the widely prevalent stochastic volatility model constructions. We observed that all these models made volatility stochastic by essentially undertaking a time change and tying volatility to randomness in the passage of time. We are also aware from earlier work reported in Konikov and Madan (2002) that for a skewed Lévy process statistical skewness in returns over a period declines at a rate proportional to the square root of term. Similar observations are also made in Gatheral (2006) . An elementary calculation confirms that when volatility is increased via a time change, skewness is always reduced. Hence, it is not surprising that most if not all the published models display a negative relationship between volatility and skewness.
In the interests of possibly delivering a positive relation, if desired we consider making volatility stochastic in another way: by scaling the innovations. For continuous processes driven by Brownian motion the second choice is equivalent to the first one by the scaling property for Brownian motion. But for non-Gaussian skewed random variables we observe that raising volatility by scaling innovations is not equivalent to time changing and furthermore increases in volatility are associated with increased skewness.
Stochastic volatility engineered by scaling are analytically less tractable and we hope future research will address this problem. For the moment we calibrate a stochastic volatility model where the stochasticity comes through scaling by simulation. We then observe that indeed we have a positive relationship in the model, between volatility and skewness.
The outline for the rest of the paper is as follows. Section 2 documents the relationship between ATM implied volatilities and the 90-110 skew using observations on S&P500 index options. In Sect. 3 we present evidence on the internal model relations between these entities for published models calibrated to two days representing periods of high and low volatility. Section 4 presents the theoretical difference between engineering stochastic volatility by scaling and time changing. Finally we report in Sect. 5 results on engineering a positive relation by calibrating stochastic volatility models when stochasticity is accomplished by scaling. Section 6 concludes.
Volatility and skewness in markets
We first considered the time period November 27, 2000 to October 15, 2003. For this period we extracted by interpolation from SPX option prices the implied volatilities on a futures contract with maturity .25 and .5 with the spot futures price set at 100 and strikes of 90, 100 and 110. For the strike at 90 we used put options and call options at 100 and 110. The 90-110 skew was then computed for each maturity as the difference in the two implied volatilities. The implied volatility for the call at 100 provided the ATM implied volatility for each of the two maturities.
For the two maturities under consideration we present a graph along with the result of regressing the skew on the ATM volatility. These are presented for the three month and six month maturity in Figs. 1 and 2. We observe that skews are positively correlated with the levels of volatility. The regressions reflect significant slope coefficients.
We enhanced this initial study with that of 44 stocks and the index RUT over the period November 27, 2000 to June 10, 2004. The stocks used were AIG, AMGN, AXP, BA, BAC, BHI, BMY, C, CCU, CSC, DELL, EMC, GD, GE, GS, HCA, HD, HON, IBM, INTC, IP, JNJ, JPM, LEH, MDT, MER, MMM, MO, MRK, MSFT, MWD, NSM, ONE, ORCL, PFE, PG, QCOM, SLB, TWN, TXN, UTX, VZ, and XOM. The t-statistic was significant positive with an average value of 11.73 for 24 names. For 12 names the t-statistic was negative with an average value of −6.43. We conclude that the relationship between the IV skew and volatility can sometimes be a positive one in market data. We observe below that for many models the relationship is negative as an inherent property of the model.
Volatility and skewness in models
We report on the model implied volatility skew relationship in four well known stochastic volatility models calibrated to two dates. The four model details are provided in the following sections.
hsv
This is the classical Heston (1993) stochastic volatility model. Let S(t) denote the stock price and y(t) the level of variance. The model is described in differential form by
There are five parameters estimated, the initial level of volatility v = y(0), κ, η, λ, ρ.
vgsa
The vgsa process (Carr et al. 2003 ) is obtained on time changing the variance gamma process by the integral of the speed of time process. The speed of time is given by y(t) the square root process. The variance gamma process is
where g(t; ν) is a gamma process with unit mean rate and variance rate ν and W (t) is a Brownian motion. We define the integrated speed of time by
and then we have
The stock price is normalized to a risk neutral mean rate of return of (r − q) and we write
The parameters of the V G are in their CG MY or Lévy measure form. There are seven parameters given by y(0), C, G, M, κ, η, λ.
svj
This is the Heston stochastic volatility model extended to allow for normally distributed jumps (Bakshi et al. 1997) arriving at a Poisson arrival rate of λ J with the size of jump having a mean of µ J and a variance of σ 2 J . It is described in differential form as
The measure µ(dx, dt) is a counting measure associated with the jumps of the compound process
where N (t) is a Poisson process with arrival rate λ and the sequence X i is i.i.d. with a normal distribution with mean µ J and variance σ 2 J . The measure ν(dx, dt) is the compensator for the compound Poisson process and subtracts from each jump its expected value. In this case
svdne
This is the same as the model sv j except that we employ two exponential random variable for the jump size, one for the positive jump and one for the negative jump. We also differentiate the arrival rates of positive and negative jumps. The model has been extensively studied without the stochastic volatility feature by Kou (2002) . The compensator for the jumps is now given by There are nine parameters,
The experimental design
Each of the four stochastic volatility models is calibrated to option prices in the range of one month to one and quarter years in maturity and the full range of strikes. From the parameter estimates we determine the equilibrium density of the level of the instantaneous volatility. The range of the instantaneous volatility is then set to cover the interval [0, V ] where V is the equilibrium mean volatility plus 6 times the equilibrium standard deviation. Keeping the other parameters constant we vary the initial volatility in this range and compute the prices of 3-and 6-month maturity options struck on the futures price with the strikes 90, 100, 110 when the spot futures price is 100. For each model we present the graph of the 90-110 skewness against the level of the instantaneous volatility. We checked that this graph has the same general shape as a graph against the ATM implied volatility.
We first report on the parameter estimates and fit statistics for the four models for the two dates and then present the the skewness volatility graphs.
Estimation results
This section presents the fit statistics and parameter values. There are up to nine parameters and these are numbered as P1, P2, . . . , beyond the common parameters. The table below associates the uncommon parameters for vgsa, svj, and svdne with its numerical value. 
For each model we report in addition to the parameter estimates, the root mean square error, the average absolute error, and the average percentage error. The estimates are for the two dates of 20031015 and 20021126. Tables 1 and 2 presents these results.
Results of experiment
We present one graph for each of the four models in turn. The graphs display the relationship between volatility and skewness for the two maturities on each of the two estimation days. The relevant maturity and date is marked on the graph. The relevant graphs are shown in Figs. 3, 4, 5 and 6. We observe that in all cases volatilities are negatively related to skews.
The stochastic volatility logic
The presence of a positive relationship between volatility and skew in the data and the definite negative relationship in all the models considered leads us to question the logic leading to the formulation of these models. All these models have exploited an identification of variance and time in diffusion based models and then have gone on skew. Similar observations are noted in Gatheral (2006) in the context of the Heston model. An alternative would be introduce stochasticity in volatility by incorporating scaling. In this section we report on the theoretical differences in terms of skewness of the two strategies. For simplicity and focus we conduct the analysis at the level of random variables as opposed to the more complex situation of stochastic processes. These random variable considerations enter the innovations in the paths of processes at each time step. Let X be a Lévy process with X 1 the random variable associated with the level of the process at time 1. We may alter volatility in two ways, using an independent and positive random variable W . The first strategy is that of time changing in which we define
or the Lévy process taken at the random time W .
The second strategy is to scale the process by the square root of W and define
We suppose that the process X (t) has a zero mean, that volatility has been increased as E[W ] > 1. We enquire into the effects on skewness of these two strategies.
Time changing
We analyse the moments of Y 1 . Clearly we have that
For the variance we note that
and for E[W ] > 1 we have an increase in volatility.
We know from previous analysis that skewness for a Lévy process decreases like the square root of time. Specifically we have in the zero mean case that
It follows that conditional on W we may write
Unconditionally therefore we get
Computing the skewness of Y 1 we have
Scaling
Consider now Y 2 . It is clear that
The variance of Y 2 is easily evaluated at
and we have an increase of volatility to the same level as attained by the time change. However, computing skewness we observe that
Since the function W 3/2 is convex we have that
and hence the skewness is increased.
Contrasting time changing and scaling
The two strategies show that stochastic volatility can come in two ways, one that raises skewness (stochastic scaling) and the other that lowers it (stochastic time change). The models in the literature have employed time changes on the grounds of analytical tractability and as a consequence they have locked in an inverse relationship between volatility and skewness as evidenced by the models reported on in Sect. 3. We note further that for Lévy processes that scale in time like Brownian motion or the process of independent stable increments, only time changing is available. We report on the results of introducing stochastic volatility via stochastic scaling in the next section.
Stochastic volatility via scaling
We recognize from the results of Sect. 4 that the effects on skewness between time changing or scaling a Lévy process are markedly different. Time changing leads to an inverse relation between volatility and skewness while scaling yields a positive relationship. Given the general observation of a positive relationship in the data we pursue here the strategy of scaling. Stochastic volatility via space scaling has been considered by Eberlein et al. (2002) in the context of risk management.
We consider first the case without correlation and define the process y(t) as the solution to the SDE
Let X (t) be a Lévy process with Lévy measure k(x)dx and define the scaled stochastic volatility Lévy process Z (t) by
For option pricing we are interested in the characteristic function of Z (t). Define for this purpose the complex valued compensated jump martingale n = (n(t), t ≥ 0) by
where µ is the random measure associated with the jumps of the Lévy process X . Let N = (N (t), t ≥ 0) be the stochastic exponential of n. The process N is a martingale and is defined by
and hence the martingale N (t) may be written as
In the case of the V G process we have that
and in this case we have to evaluate the expectation
This is a non-linear path dependent functional of the paths of the process y. We may seek to evaluate this expectation by simulation.
Modeling stock prices
We model stock prices as exponential martingales using the process Z (t) as follows. Define the compensated jump martingale
and let M(t) be the stochastic exponential which we may compute explicitly as
We model the stock price by
and it follows that
The characteristic function for the logarithm of the stock price is then
The conditional characteristic function of the process Z (t) given the path of y(t) is
We may write the exponential of the discretized integral in the form
We construct this characteristic function by simulation, calibrate the model and test the relationship between volatility and skews in the next section.
Results on calibration
This model was calibrated to SPX options on 20031015 and 20021126 as these were the dates for the tests on all the other stochastic volatility models reported on in Sect. 3. The results of the calibration are reported in Table 3 . We simulated 100 periods in the time interval 1.25 using 1000 paths for the evaluation of the characteristic function. The random variables employed were frozen and the optimization was therefore converted to a deterministic objective. The calibration took 24 h for each day. The graphs for computing skews and convexities also took just under 24 h. We next present graphs of the ATM implied volatility plotted against the 90-110 skew (Fig.7) . These are all evaluated at the stationary distribution of the mean reverting square root process. We observe that stochastic volatility via scaling is capable of yielding a positive relationship between volatility and skews as was conjectured in Sect. 4 on theoretical grounds.
Conclusion
We observe that volatility is stochastic, and conditioning on its level we note that implied volatility skews can on occasion be positively related to the volatility.
We then show that the internal workings of many published models display a sharp negative relationship between volatility and skewness. This leads to a theoretical investigation questioning the logic employed to construct the typical stochastic volatility models. Two sources of stochastic volatility are noted, time changing and scaling. The former is associated with decreasing skewness when volatility rises while the latter yields a positive relationship. A simulated calibration of a stochastic volatility from scaling is shown to give a positive relationship between volatility and skews. It is hoped that future research will render scaling approaches to stochastic volatility more tractable.
