The technique of support vector regression is applied to the problem of estimating the chromaticity of the light illuminating a scene from a color histogram of an image of the scene. Illumination estimation is fundamental to white balancing digital color images and to understanding human color constancy. Under controlled experimental conditions, the support vector method is shown to perform better than the neural network and color by correlation methods.
Introduction
Accurate estimation of the spectral properties of the light illuminating an imaged scene by automatic means is an important problem. It could help explain human color constancy and it would be useful for automatic white balancing in digital cameras. Many papers have been published on the topic. Some aim to recover the full spectrum of the illumination, while others aim to recover either a 2-parameter (eg., xy or rg) estimate of its chromaticity [18, 22] or a 3-parameter description of its color (e.g., XYZ or RGB) [10, 12] .
The new method we propose here is similar to previous work by Funt et. al. [18, 19] and Finlayson et. al. [22] in that it aims to recover the chromaticity of the scene illumination based on the statistical properties of binarized chromaticity histograms; however, the proposed method replaces the neural networks and Bayesian statistics of these previous methods with powerful support vector machine regression. Depending on the problem domain support vector machine based regression (SVR) can be superior to traditional statistical methods in many ways. SVR enables inclusion of a minimization criterion into the regression, training can be easier, and it achieves a global rather than local optimum. It also facilitates explicit control of the tradeoff between regression complexity and error. We show how the illumination estimation problem can be formulated in SVR terms and find that, overall, SVR leads to slightly better illumination estimates than the neural net and color by correlation methods.
Support Vector Regression
SVR estimates a continuous-valued function that encodes the fundamental interrelation between a given input and its corresponding output in the training data.
This function then can be used to predict outputs for given inputs that were not included in the training set. This is similar to a neural network. However, a neural network's solution is based on empirical risk minimization. In contrast, SVR introduces structural risk minimization into the regression and thereby achieves a Most classical regression algorithms require knowledge of the expected probability distribution of the data.
Unfortunately, in many cases, this distribution is not known accurately. Furthermore, many problems involve uncertainties such that it is insufficient to base a decision on the event probability alone. Consequently, it is important to take into account the potential cost of errors in the approximation. SVR minimizes the risk without prior knowledge of the probabilities. 
SVR for Illumination Chromaticity Estimation
In this section, we discuss how the SVR technique can be applied to analyze the relationship between the image of a scene and the chromaticity of the illumination chromaticity incident upon it.
As introduced in the neural network method [19] , we will first use binarized 2D chromaticity space histograms to represent the input image data. Later, we extend these histograms to 3D to include intensity as well as chromaticity. Chromaticity histograms have the potential advantage that they discard intensity shading which varies with the surface geometry and viewing direction, but is most likely unrelated to the illumination's spectral properties.
The so the 3D histograms consist of 62,500 (25x50x50) bins.
Histogram Construction
To increase the reliability of the histograms, the images are preprocessed to reduce the effects of noise and pixels straddling color boundaries. We have chosen to follow the region-growing segmentation approach described by Barnard et. al. [15] This also facilitates comparison of the SVR method to the other color constancy methods he tested. The region-growing method is good because the borders it finds are perfectly thin and connected.
Membership in a region is based on chromaticity and intensity. A region is only considered to be meaningful if it has a significant area. For the sake of easy comparison we used the same thresholds as [15] ; namely, to be in the same region, the r and g chromaticities at a pixel must not differ from their respective averages for the region containing the pixel by more than 0.5% or its intensity by 10%. Also, regions that result in an area of fewer than 5 pixels are discarded. The RGB's of all pixels within each separate region are then averaged, converted to L, r, g and then histogrammed.
K-Fold Cross Validation for SVR Parameters
The performance of SVR is known to depend on its insensitivity parameter ε, the choice of kernel function associated parameters. Different kernel functions work better on some problem domains than others. Four of the commonly used kernel functions are listed in Table 1 .
From a practical and empirical standpoint, the bigger the insensitivity parameter ε, the fewer the support vectors, and the higher the error in estimating the illumination.
After much experimentation with different ε, we fixed its value to be 0.0001.
In the case of SVR for illumination estimation, the best choice of kernel function and its parameters may depend on the training set. We eliminated the Sigmoid kernel function from further consideration since it is invalid for some values of the parameter r and focus instead on the RBF and polynomial kernel functions.
.Name Definition Param.
(*: For some r values, the kernel function is invalid) 
Experiments
We tested the proposed SVR-based illumination estimation method on both synthetic and real images.
The implementation is based on the SVR implementation by Chang and Lin [25] . To this we added a Matlab interface which reads data files representing the image histograms and associated illumination chromaticities.
Each row in the training data file represents one training image and consists of two parts: the true illumination chromaticity followed by the bin number for each non-zero histogram bin.
Barnard et. al. [14, 15] reported tests of several illumination estimation methods, including neural-network based and color by correlation. We have tried to follow their experimental procedure as closely as possible and used the same image data so that SVR can be compared fairly to these other methods.
Error Measures
There are two basic error measures we use. The first is the distance between the actual (r a ,g a ) and estimated chromaticity of the illuminant. (r e ,g e ) as: We also compute the RMS angular error over a set of images.
Synthetic Data Training, Real Data Testing
The first tests are based on training with synthesized image data constructed using the 102 illuminant spectra 
Real Image Data Training, Real Data Testing
Training on synthetic image data is convenient because large training sets can be calculated from existing databases of illuminant and reflectance spectra. The disadvantage of synthetic data is that it requires an accurate model of the camera and imaging process. On the other hand, creating a training set of real images is difficult because for each image the scene illumination must be measured.
Our testing with real data is based on three image data sets. To begin, we train and test on Barnard's [15] set of 321 SONY images and find that training with real data is in fact better than training with synthetic data. Then on Cardei's [18] set of 900 images from assorted cameras we find that SVR performs better on this data set than the methods on which he reports. Finally, we train using the 11,346 image set that Ciurea et. al. [20] built using a digital video camera. This very large, real data training set improves overall performance.
The training images are pre-processed, segmented and histogrammed in the same way as described above for the test images. The SVR kernel and parameters were selected based on the '1024' row of Table 2; namely, As for the previous image set, histogram subsampling was used to create a training set of 45,000 histograms.
The SVR was based on a polynomial kernel function of degree 3 and 0.1 penalty. Leave-one-out SVR performance is compared in Table 5 Since a training set of 900 histograms is not very large,
we would like to have used the histogram sampling strategy proposed by Cardei [18] We have used this method to construct a set of 45,000
training histograms from the original 900 and used it for SVR. Unfortunately, the training for this sized set takes several hours. Normally, lengthy training time would not matter since it is only done once; however, leave-1-out testing requires 900 separate trainings. As a result, we have not been able to do a leave-1-out based on the enhanced training set. Instead, the leave-1-out results in Table 5 We then used A for training and B testing and vice versa.
The results are again listed in Using Cuirea's [20] large image database, SVR performance is shown, furthermore, to improve as the training set size is increased.
