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Abstract
The aim of this paper is to show one of the generalized convexity appli-
cations, generalized monotonicity particularly, to the variational problems
study. These problems are related to the search of equilibrium conditions in
physical and economic environments. If convexity plays an important role
in mathematical programming problems, monotonicity will play a similar
role in variational problems. This paper shows some recent results about
this topic.
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1. La importancia de la convexidad en los problemas de
programacio´n matema´tica
La formulacio´n cla´sica del Problema de Programacio´n Matema´tica escalar
sin restricciones consiste en:
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(MP ) mı´n θ(x)
sujeto a x ∈ X
donde θ : X ⊆ Rn → R.
Es conocida la importancia de disponer de la convexidad del modelo (MP ),
esto es, que X ⊆ Rn sea un conjunto convexo y que la funcio´n objetivo θ sea
convexa en X, ya que entonces se pueden asegurar importantes resultados, como
por ejemplo:
1. El conjunto de soluciones es convexo.
2. Un mı´nimo local es global.
3. Si θ es estrictamente convexa entonces el mı´nimo, si existe, es u´nico.
Aunque la definicio´n de funcio´n convexa fue dada en 1905 por un ingeniero
dane´s llamado Jensen, no ser´ıa hasta 1954 cuando Bruno de Finetti formulo´ un
concepto ma´s general, el concepto de funcio´n cuasi convexa.
Definicio´n 1.1. Sea C un conjunto abierto y convexo. La funcio´n diferenciable
θ : C ⊆ Rn → R es cuasi convexa (QCX) si
θ(y) ≤ θ(x)⇒ (y − x)t∇θ(x) ≤ 0, ∀x, y ∈ C
Las funciones cuasi convexas comparten con las funciones convexas propie-
dades como que sus conjuntos de nivel inferior son conjuntos convexos. En eco-
nomı´a, existen funciones de gran importancia que son cuasi convexas (o´ cuasi
co´ncavas, si -f es cuasi convexa). Por ejemplo, la funcio´n de produccio´n de Coob-
Douglas (vea´se Figura 1) dada por
y = ALα1Kα2 , A > 0, L,K > 0, αi > 0, i = 1, 2
es cuasi co´ncava si y solo si α = α1 + α2 ≤ 1.
Esta funcio´n nos da y =“la produccio´n total”, en funcio´n de L =“la cantidad
de trabajo”y K =“el capital”, siendo A =“un factor de productividad total” y α1
y α2 =“los coeficientes de elasticidad del trabajo y del capital”, respectivamente.
Estos coeficientes miden los efectos que tienen sobre la productividad un cambio
en los niveles de la cantidad de trabajo o capital.





})α, xi > 0, ai > 0, i = 1, 2, α > 0,
es cuasi co´ncava si y solo si α ≤ 1, donde y es la cantidad producida, xi son las
cantidades de los inputs y las ai son constantes. Vasily Leontief fue un economista
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Figura 1: Funcio´n de produccio´n de Coob-Douglas
estadounidense que destaco´ por sus estudios teo´ricos y desarrollo´ la metodolog´ıa
input-output de ana´lisis econo´mico, por la que se le concedio´ el premio Nobel de
Economı´a en 1973.
Pero con todo, existen funciones cuasi convexas, como la y = x3 con pro-
piedades no del todo deseables, como que presente un punto cr´ıtico que no se
corresponda con un o´ptimo de la funcio´n.
Esto se resolvio´, en parte, con la definicio´n en 1965, debida a Mangasarian,
de las funciones pseudo convexas.
Definicio´n 1.2. La funcio´n diferenciable θ : C ⊆ Rn → R es pseudo convexa
(PCX) si (y − x)t∇θ(x) ≥ 0⇒ θ(y)− θ(x) ≥ 0, ∀x, y ∈ C.
Decimos en parte, porque si bien con la pseudo convexidad todo punto cr´ıtico
es o´ptimo, esta propiedad no caracteriza a las funciones pseudo convexas.
PCX =⇒ [CP ⇔ o´ptimo (PM)]
No ser´ıa hasta comienzo de los 80, cuando Hanson (1981) y Craven (1981),
definir´ıan las funciones invex como aquellas funciones para las cuales todos sus
puntos cr´ıticos son o´ptimos. Esta propiedad caracteriza a las funciones invex.
Definicio´n 1.3. Sea Γ un conjunto abierto. Una funcio´n θ : Γ ⊆ Rn → R
diferenciable, se dice que es:
• invex (IX) si, ∃ η : Γ× Γ→ Rn tal que ∀x, y ∈ Rn,
θ(y)− θ(x)− η(y, x)t∇θ(x) ≥ 0;
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• pseudo invex (PIX) si, ∃ η : Γ× Γ→ Rn tal que ∀x, y ∈ Rn,
η(y, x)t∇θ(x) ≥ 0⇒ θ(y)− θ(x) ≥ 0;
• cuasi invex (QIX) si, ∃ η : Γ× Γ→ Rn tal que ∀x, y ∈ Rn,
θ(y)− θ(x) ≤ 0⇒ η(y, x)t∇θ(x) ≤ 0.
Craven demuestra que la siguiente composicio´n f = h ◦ φ, con h convexa, φ
diferenciable, destruye la convexidad pero no la invexidad, de ah´ı que las deno-
minara invex=“invariant convex”. Las funciones invex liberan a las funciones
convexas de la rigidez que supone tener que considerar u´nicamente el vector
y−x. Tambie´n se demuestra que, en el caso escalar, dichas funciones invex coin-
ciden con las pseudo invex. Algunas veces la mera extensio´n de un concepto no
conlleva la creacio´n de clases de funciones diferentes.
(IX) ⇐⇒ (PIX) ⇒ (QIX)
A diferencia de las funciones pseudo convexas, con las invex s´ı logramos una
caracterizacio´n de este tipo de funciones.
IX ⇔ [CP ⇔ o´ptimo (PM)]
Obviamente, funciones sin puntos estacionarios, como la funcio´n logar´ıtmica,
pertenecen a la clase de funciones invex.
2. La importancia de la monotonicidad en los problemas
de desigualdad variacional
En Karamardian (1969), se extiende el cla´sico concepto de monotonicidad de
una funcio´n real de variable real,
x ≤ y ⇒ θ(x) ≤ θ(y), o sea, (x− y)(θ(x)− θ(y)) ≥ 0
al de una funcio´n F : C ⊆ Rn → Rn, vector valuada.
Definicio´n 2.1. Sea C ⊆ Rn un conjunto abierto y convexo. F : C ⊆ Rn → Rn
es mono´tona (M) en C si, ∀x, y ∈ C, (y − x)t(F (y)− F (x)) ≥ 0.
Karamardian (1969) demuestra el siguiente teorema:
Teorema 2.1 (Teorema Central de la Monotonicidad). Sea θ : C ⊆ Rn → R
diferenciable sobre un conjunto abierto y convexo, C. Entonces, θ es convexa
(CX) sobre C ⇐⇒ ∀x, y ∈ C, (y − x)t [∇θ(y)−∇θ(x)] ≥ 0.
Mediante esta caracterizacio´n, la convexidad de una funcio´n escalar se pue-
de trasladar a la monotonicidad de su gradiente. Este teorema conlleva que la
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monotonicidad juegue un papel similar al de la convexidad en los problemas de
programacio´n matema´tica, pero en los llamados problemas variacionales.
SeaX un subconjunto no vacio de Rn y sea F : X ⊆ Rn → Rn, una aplicacio´n
vector valuada de X en Rn. El Problema de Desigualdad Variacional cla´sico
(V IP ) consiste en encontrar un vector x¯ ∈ X, tal que,
(y − x¯)tF (x¯) ≥ 0, ∀y ∈ X.
Si θ : C ⊆ Rn → R es una funcio´n diferenciable convexa real valuada y C es
un conjunto abierto y convexo, entonces el problema (V IP ) definido para F y
C donde F = ∇θ, es equivalente al problema de optimizacio´n (MP ).
En el Problema de Desigualdad Variacional (V IP ) la monotonicidad de F ,
asegura importantes resultados, tales como que si F es una funcio´n mono´tona,
entonces el conjunto de soluciones es convexo.
Las Desigualdades Variacionales se pueden presentar de dos formas, bien en
la forma dada por Stampacchia en los an˜os 60 o en la forma introducida por
Minty a finales de dicha de´cada.
La Desigualdad Variacional Vectorial de tipo Minty (MVVI) asociada con F
y X consiste en encontrar un y ∈ X tal que
F (x)(y − x) ≤ 0, ∀x ∈ X.
A y la llamaremos solucio´n Minty con respecto a F y X. Algunos autores, llaman
a este problema, “problema de desigualdad variacional dual” para indicar que
esta´ relacionado de una manera muy estrecha con el cla´sico “problema primal
de desigualdad vectorial” de tipo Stampacchia (SVVI) asociado con F y X que
consiste en encontrar un y ∈ X tal que
F (y)(x− y) ≥ 0, ∀x ∈ X.
Uno de los problemas que admite una formulacio´n como problema variacional
es la bu´squeda del Tra´fico Equilibrado en el problema del Transporte. Partamos
de la siguiente notacio´n:
• G = (N,A), donde G es un grafo en que A representa el conjunto de arcos
y N el conjunto de nodos;
• W el conjunto de or´ıgenes-destino (O-D);
• Rw el conjunto de caminos que conectan la pareja O-D w ∈W ;
• R representa el conjunto de todos los caminos, r representa un camino
r ∈ R;
• dw la demanda del par O-D w ∈W ; d el vector de demandas de W;
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• fwr el flujo del camino r que conecta el par O-D w; f es el vector de flujos
de los caminos;
• xa el flujo de la seccio´n a; x el vector de flujos de las secciones;
• ca el coste del viaje de la seccio´n a; c el vector de coste del viaje;
• Cwr el coste del viaje del camino r conectando el par O-D w; C el vector
de costes de los caminos;
• λ∗w el coste del viaje mı´nimo del par O-D;
• δwar =
{
1, si el camino r ∈ R atraviesa el arco a ∈ A;
0, en otro caso.
Para este problema, las condiciones de equilibrio de Wardrop exigen que para
cada pareja origen-destino, los caminos utilizados tengan menor o igual coste que
los caminos no utilizados. La formulacio´n matema´tica de estas condiciones son:
Cwr
⎧⎨⎩
= λ∗w, f∗w > 0;







≥ λ∗w, f∗w = 0;





r = dw, ∀w ∈W,









ar, ∀a ∈ A.
El problema del equilibrio en el transporte es equivalente a encontrar un fw∗r
tal que se cumpla la desigualdad:
(Cw∗r − λ∗w)(fw∗r − fwr ) ≤ 0, ∀f ∈ Ω,
donde Ω = {f |satisface: (1)-(3)} es el conjunto de caminos de flujos factibles.
Para una demanda fija, esto es, dw = d∗w, se tratar´ıa de encontrar un f∗ ∈ Ω,
tal que:
C(f∗)(f − f∗) ≤ 0, ∀f ∈ Ω.
Luego efectivamente, vemos como este problema admite una formulacio´n en
forma de desigualdad variacional.
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3. Extensiones en ambientes de invexidad
Podemos pensar en extender el concepto de monotonicidad al igual que his-
to´ricamente ha ocurrido con el concepto de convexidad. As´ı en Ruiz-Garzo´n,
Osuna-Go´mez y Rufia´n-Lizana (2003) se define:
Definicio´n 3.1. F : X ⊆ Rn → Rn se dice que es:
a) invex monotona (IM) sobre X si, ∃ η : X ×X → Rn tal que ∀x, y ∈ X,
η(y, x)t(F (y)− F (x)) ≥ 0;
b) pseudo invex monotona (PIM) sobre X si, ∃ η : X × X → Rn tal que
∀x, y ∈ X, η(y, x)tF (x) ≥ 0⇒ η(y, x)tF (y) ≥ 0;
c) cuasi invex mono´tona (QIM) sobre X si, ∃ η : X × X → Rn tal que




0 si x ≤ 0
x si x > 0
es pseudo invex mono´tona (PIM), con respecto a η(y, x) = ey−ex en el conjunto
X = R, ya que se verifica que ∃ η : X ×X → Rn tal que ∀x, y ∈ X,
η(y, x)tF (x) ≥ 0⇒ η(y, x)tF (y) ≥ 0
Ejemplo 3.2.
F (x) =
{ −x si x ≤ 0
0 si x > 0
es cuasi invex mono´tona (QIM) con respecto a η(y, x) = ey−ex sobre el conjunto
X = R, ya que se verifica que ∃ η : X ×X → Rn tal que ∀x, y ∈ X,
η(y, x)tF (x) > 0⇒ η(y, x)tF (y) ≥ 0
Cumplie´ndose ahora que:
(IM) ⇒ (PIM) ⇒ (QIM)
La pregunta que nos podemos hacer es ver si es posible obtener un teorema
similar al dado en el Teorema 2.1 de Karamardian (1969), que fije una relacio´n
biun´ıvoca entre invexidad e invex monotonicidad generalizada.
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Desgraciadamente, al contrario que con la convexidad y la monotonicidad,
no es tan fa´cil conseguir condiciones necesarias y suficientes que relacionen inve-
xidad e invex monotonicidad. Necesitamos imponer condiciones al vector η, que
hagan que este tipo de vector tenga propiedades similares al cla´sico y − x. En
Ruiz-Garzo´n, Osuna-Go´mez y Rufia´n-Lizana (2003) nos podemos encontrar los
siguientes resultados:
Teorema 3.1. Si la funcio´n θ : Γ ⊆ Rn → R es invex (IX) con respecto a
η antisime´trica (η(y, x) + η(x, y) = 0, ∀x, y ∈ Γ), entonces ∇θ : Rn → Rn es
pseudo invex mono´tona (PIM) sobre Γ con respecto al mismo η.
Teorema 3.2. Si la funcio´n θ : Γ ⊆ Rn → R es cuasi invex (QIX) sobre Γ
con respecto a η antisime´trica, entonces ∇θ : Rn → Rn es cuasi invex mono´tona
(QIM) sobre Γ con respecto al mismo η.
La pseudo invex monotonicidad es tambie´n el puente que nos permite pasar de
soluciones de desigualdades de tipo Stampacchia a desigualdades de tipo Minty,
convirtiendo a estos problemas en algo as´ı como problemas duales:
Lema 3.1 (Tipo Minty). Sea C un conjunto convexo no vac´ıo de Rn. Suponga-
mos que:
1. F : C → Rn es pseudo invex mono´tona (PIM) con respecto a η y hemi-
continua (continua sobre segmentos lineales),
2. η : C × C → Rn es antisime´trica y af´ın en el primer argumento.
Entonces u ∈ C satisface:
η(v, u)tF (u) ≥ 0 ∀v ∈ C (Desigualdad Cuasi-Variacional de tipo Stampacchia)
si y so´lo si satisface
η(v, u)tF (v) ≥ 0 ∀v ∈ C (Desigualdad Cuasi-Variacional de tipo Minty).
La pseudo monotonicidad, caso particular de la pseudo invex monotonicidad
con η(v, u) = v − u, juega un papel relevante en la bu´squeda de situaciones de
equilibrio, como ocurre en economı´a, donde se buscan puntos en que la oferta
y la demanda se encuentren igualadas. Dafermos (1990) utiliza el concepto que
definio´ el economista france´s del siglo XIX, Le´on Walras.
Definicio´n 3.2. Sea E : P → Rl la funcio´n de exceso de demanda agregada,
E(p) = D(p)−O(p) definida sobre un conjunto de precios P = Rl+. Por la ley de
Walras, tenemos en particular pE(p) = 0, p ∈ P. Un vector de precios p∗ ∈ Rl+
es llamado de Equilibrio Walrasiano si E(p∗) ≤ 0.
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Teorema 3.3. Sea E : P → Rl una funcio´n continua y −E(p) pseudo monotona
entonces p∗ ∈ P es un vector de precios de equilibrio Walrasiano si y so´lo si p∗
es una solucio´n del Problema variacional de tipo Minty,
(p∗ − p)E(p) ≥ 0, p ∈ P.
La pseudo invex monotonicidad tambie´n juega un papel relevante en la de-
mostracio´n de existencia de soluciones de los problemas cuasi variacionales, como
vemos en Ruiz-Garzo´n, Osuna-Go´mez y Rufia´n-Lizana (2003).
Teorema 3.4. Sea M un conjunto no vac´ıo, compacto y convexo de Rn, tal que
1. F : M → Rn es pseudo invex mono´tona (PIM) con respecto a η y hemi-
continua,
2. η :M ×M → Rn es una funcio´n continua y antisime´trica,
3. η es af´ın en el primer argumento.
Entonces hay un u0 ∈M , tal que η(v, u0)tF (u0) ≥ 0, ∀v ∈M.
Podemos preguntarnos tambie´n por las relaciones existentes entre desigual-
dades variacionales y problemas de optimizacio´n vectoriales (WVOP ) entre es-
pacios de Banach infinito dimensionales.
(WVOP ) W −mı´n f(x)
sujeto a x ∈ X
donde denotaremos por E1, E2 dos espacios de Banach, por L(E1, E2) el espacio
de todos los operadores lineales continuos de E1 a E2, y sea f : X → E2 una
funcio´n donde X es un subconjunto no vac´ıo de E1. Sea Q ⊂ E2, un cono
convexo, cerrado y apuntado con interior no vac´ıo y diferente de E2. La definicio´n
de eficiencia de´bil para (WVOP) ser´ıa:
Definicio´n 3.3. Diremos que x ∈ X es de´bilmente eficiente si no existe otro
y ∈ X tal que f(y)−f(x) ∈ −int Q, donde int Q denota el interior del conjunto
Q.
Seguidamente, sean η : X ×X → E1 y F : X → L(E1, E2) dos funciones y
consideramos los siguientes problemas:
• El Problema Cuasi-Variacional Vectorial De´bil Stampacchia (SWVVLIP):
Consiste en encontrar un punto y ∈ X tal que
F (y)η(x, y) /∈ −int Q, ∀x ∈ X
donde por F (y)η(x, y) denotamos el valor del operador F (y) aplicado sobre
el vector η(x, y).
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• El Problema Cuasi-Variacional Vectorial De´bil de tipo Minty (MWVVLIP):
Consiste en encontrar un punto y ∈ X tal que
F (x)η(y, x) /∈ int Q, ∀x ∈ X.
El concepto de pseudo invexidad, introducido por Osuna-Go´mez et al. (1998)
en el caso finito dimensional para funciones vectoriales (en este caso se demuestra
que la pseudo invexidad no coincide con la invexidad), verificaba corresponder a
la clase de funciones ma´s amplia para las cuales todos los puntos cr´ıticos vecto-
riales eran soluciones de´bilmente eficientes del problema multiobjetivo asociado.
Dicha definicio´n se puede generalizar de la siguiente manera para el caso infinito
dimensional:
Definicio´n 3.4. Sea X un subconjunto no vac´ıo de E1 y sea f : X → E2 una
funcio´n Fre´chet diferenciable (o simplemente, diferenciable) en x ∈ int X, con
derivada Df(x). Diremos que f es pseudo invex (PIX) en x ∈ X si y so´lo si,
existe una funcio´n vectorial η : X ×X → E1 tal que
f(y)− f(x) ∈ −int Q⇒ Df(x)η(y, x) ∈ −int Q, ∀y ∈ X.
En Santos et al. (2008) se demuestra que la pseudoinvexidad tambie´n garanti-
za que todas las soluciones del (SWVVLIP) son soluciones de´bilmente eficientes.
Teorema 3.5. Sea f : X ⊂ E1 → E2 una funcio´n diferenciable en x ∈ int X
y F ≡ Df . Si x es un punto de´bilmente eficiente (WVOP) entonces x es una
solucio´n del (SWVVLIP).
Si f es una funcio´n pseudoinvex en x y x es una solucio´n del (SWVVLIP)
entonces x es un punto de´bilmente eficiente (WVOP).
Luego, bajo condiciones de pseudo invexidad, se pueden identificar solucio-
nes de problemas vectoriales cuasi variacionales de´biles con puntos de´bilmente
eficientes. Tambie´n podemos extender el concepto de punto cr´ıtico cla´sico:
Definicio´n 3.5. Diremos que x ∈ X es un punto cr´ıtico vectorial (VCP) de f
si hay un λ∗ ∈ Q∗ \ {0} tal que λ∗ ◦Df(x) = 0.
Y probar que:
Teorema 3.6. Supongamos que Γ es un subconjunto abierto y F ≡ Df . Si
f es pseudo invex entonces los puntos cr´ıticos vectoriales (VCP), los puntos
de´bilmente eficientes del (WVOP) y las soluciones del problema (SWVVLIP)
coinciden.
Este resultado ha sido recientemente generalizado por Gutie´rrez et al. (2015),
llega´ndose a caracterizar la pseudo invexidad de funciones Lipschitz en el caso
no diferenciable utilizando jacobianos generalizados.
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4. Nuevas l´ıneas de trabajo
El concepto de conjunto convexo se puede generalizar al de conjunto invex,
conjunto donde se exige u´nicamente que los caminos que partan de un punto x
este´n dentro del conjunto, sin exigirles que el punto final sea y, eso so´lo ocurre
si el conjunto es convexo (ver Mohan y Neogy (1995)):
Definicio´n 4.1. Sea x ∈ S. Entonces, el conjunto S se dice invex en x con
respecto a η, si, para cada y ∈ S, 0 ≤ λ ≤ 1 , x+ λη(y, x) ∈ S. S se dira´ que es
un conjunto invex con respecto a η, si S es invex en cada x ∈ S.
Y extendiendo el concepto de pseudo monotonicidad:
Definicio´n 4.2. Sea S ∈ E1 un conjunto invex con respecto a η, f : S ⊂ E1 →
E2 una funcion diferenciable. Diremos que F ≡ Df es pseudo invex mono´tona
con respecto a η en S si, para cada par distintos de puntos x, y ∈ S,
F (x)η(y, x) ∈ int Q⇒ F (y)η(y, x) ∈ int Q.
Podemos conseguir resultados como el dado en Ruiz-Garzo´n et al. (2010):
Teorema 4.1. Sea S un conjunto no vac´ıo invex con respecto a η y η es una
funcio´n antisime´trica satisfaciendo la Condicio´n C y f : S ⊂ E1 → E2 es una
funcio´n diferenciable. Supongamos que F ≡ Df es pseudo invex mono´tona. Toda
solucio´n del (SWVVLIP) es una solucio´n del (MWVVLIP) y viceversa.
Es decir, podemos llegar a identificar soluciones de problemas cuasi variacio-
nales de tipo Minty, Stampacchia, puntos de eficiencia de´bil y puntos cr´ıticos,
bajo el paraguas de la pseudoinvexidad y pseudoinvex monotonicidad, generali-
zando resultados previos de Ruiz-Garzo´n, Osuna-Go´mez y Rufia´n-Lizana (2004)
y Gang y Liu (2008), para espacios finito dimensionales.
(MWVVLIP) ⇐⇒ (SWVVLIP) ⇐⇒ (WVOP) ⇐⇒ (VCP)
Diremos que η : X × X → Rn, cumple la Condicio´n C si para cualquier
x, y ∈ Rn y para cualquier λ ∈ [0, 1], se satisfacen:
• η(y, y + λ(x, y)) = −λη(x, y)
• η(x, y + λ(x, y)) = (1− λ)η(x, y)
Esta condicio´n C conlleva que el vector η, verdadero nu´cleo de la definicio´n
de invexidad, quede dotado de propiedades muy cercanas a las del vector x− y.
El abuso de este tipo de condiciones por parte de algunos autores ha provocado
cr´ıticas, como podemos ver en Zalinescu (2014).
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Sin embargo, la invexidad se esta´ abriendo camino en otro tipo de campos
como son los ambientes fuzzy, donde justamente la versatilidad del vector η
favorece la obtencio´n de resultados interesantes relacionados con la convexidad,
los problemas de programacio´n matema´tica y los problemas variacionales (ver
Nanda y Kar (1989) y Rufia´n-Lizana et al. (2012)).
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