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THE ELASTICITY COMPLEX:
COMPACT EMBEDDINGS AND REGULAR DECOMPOSITIONS
DIRK PAULY AND WALTER ZULEHNER
Abstract. We investigate the Hilbert complex of elasticity involving spaces of symmetric tensor
fields. For the involved tensor fields and operators we show closed ranges, Friedrichs/Poincare´
type estimates, Helmholtz type decompositions, regular decompositions, regular potentials, fi-
nite cohomology groups, and, most importantly, new compact embedding results. Our results
hold for general bounded strong Lipschitz domains of arbitrary topology and rely on a gen-
eral functional analysis framework (FA-ToolBox). Moreover, we present a simple technique to
prove the compact embeddings based on regular decompositions/potentials and Rellich’s section
theorem, which can be easily adapted to any Hilbert complex.
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1. Introduction
This paper is devoted to a discussion of the elasticity complex
(1) L2(Ω)
sym∇
// L2S(Ω)
RotRot⊤
S
// L2S(Ω)
DivS
// L
2(Ω),
which plays an important role in the analysis of the elasticity equations as well as in the construc-
tion and analysis of appropriate numerical methods.
The elasticity complex is a Hilbert complex, i.e., it consists of a sequence of Hilbert spaces,
here involving L2(Ω) and L2S(Ω), the spaces of square-integrable vector fields and symmetric tensor
fields on a domain Ω ⊂ R3, and a sequence of densely defined and closed linear operators, here
the (unbounded) differential operators sym∇, RotRot⊤S , DivS, which denote the symmetric part
of the gradient of vector fields, the Saint-Venant operator, given by
RotRot⊤S M = Rot
(
(RotM )⊤
)
for symmetric tensor fields M , where Rot is the (row-wise) rotation of a tensor field, and the
(row-wise) divergence of symmetric tensor fields, respectively.
The key property of a complex is that the superposition of two successive operators vanishes,
here
RotRot⊤S sym∇ = 0, DivS RotRot⊤S = 0.
In particular, we will consider the operators in (1) on their respective domains of definition of
fields with homogeneous boundary conditions
H˚(sym∇,Ω) = H˚1(Ω) ⊂ L2(Ω), H˚S(RotRot⊤,Ω) ⊂ L2S(Ω), H˚S(Div,Ω) ⊂ L2S(Ω),
which leads to the associated (primal) domain complex
H˚
1(Ω)
˚sym∇
// H˚S(RotRot
⊤,Ω)
˚RotRot
⊤
S
// H˚S(Div,Ω)
D˚ivS
// L
2(Ω),
where ˚sym∇, ˚RotRot⊤S , D˚ivS indicate the restrictions of sym∇, RotRot⊤S , DivS to these do-
mains of definition. This domain complex consists of bounded linear operators on their respective
domains of definition, which are Hilbert spaces if equipped with the respective graph norms.
The corresponding dual domain complex is given by
L
2(Ω) HS(Div,Ω)
−DivS
oo HS(RotRot
⊤,Ω)
RotRot⊤
S
oo H
1(Ω)
− sym∇
oo
with the respective domains of definition of fields with no boundary conditions
HS(Div,Ω) ⊂ L2S(Ω), HS(RotRot⊤,Ω) ⊂ L2S(Ω), H(sym∇,Ω) = H1(Ω) ⊂ L2(Ω),
see Section 2 and Appendix D for detailed definitions of the involved spaces and operators.
As novel and main result of this paper we will show that the embeddings
H˚S(RotRot
⊤,Ω) ∩HS(Div,Ω) →֒ L2S(Ω),
H˚S(Div,Ω) ∩HS(RotRot⊤,Ω) →֒ L2S(Ω)
are compact for bounded strong Lipschitz domains Ω, see Theorem 4.7. The proofs are based
on the existence of regular potentials and regular decompositions, in particular, if Ω is addi-
tionally topologically trivial. From these compact embeddings, closed ranges of the involved
operators, finite-dimensional cohomology groups, geometric Helmholtz type decompositions, and
Friedrichs/Poincare´ type estimates follow then by abstract functional analytic arguments. For
details see the FA-ToolBox, e.g., from [24, Section 2.1] or [19, 20, 21, 22], and, in particular,
Theorem 4.8 and the results presented in Section D.5.
Similar results are well-known, e.g., for the classical de Rham domain complex in 3D
(2)
H˚
1(Ω)
∇˚
// H˚(rot,Ω)
r˚ot
// H˚(div,Ω)
d˚iv
// L
2(Ω),
L
2(Ω) H(div,Ω)
− div
oo H(rot,Ω)
rot
oo H
1(Ω)
−∇
oo
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with the gradient ∇ of scalar functions, the rotation rot and the divergence div of vector fields, on
their respective domains of definition of fields with and without boundary conditions, and also for
the classical de Rham complex in ND (or even on Riemannian manifolds) using differential forms.
Note that in the de Rham complex (of any dimension) no second order operators occur, contrary
to the elasticity complex. Here, the famous Weck selection theorems [28], i.e., the compactness of
the embeddings
H˚(rot,Ω) ∩H(div,Ω) →֒ L2(Ω), H˚(div,Ω) ∩H(rot,Ω) →֒ L2(Ω),
for bounded (possibly non-smooth) domains play the central role. In Weck’s work [28] one finds
the first result for piece-wise smooth domains, and in Weber’s paper [27] the first proof being valid
for strong Lipschitz domains is given. See Picard’s contribution [26] for the first result for weak
Lipschitz domains. For the most recent state of the art results holding for weak Lipschitz domains
and even for mixed boundary conditions see [10] and [11, 12].
We will follow the approach taken in [24] but with some serious improvements. In [24] we
investigated the Gradgrad-domain complex and its dual the divDiv-domain complex, i.e.,
(3)
H˚
2(Ω)
∇˚∇
// H˚S(Rot,Ω)
R˚otS
// H˚T(Div,Ω)
D˚ivT
// L
2(Ω),
L
2(Ω) HS(div Div,Ω)
divDivS
oo HT(symRot,Ω)
symRot
T
oo H
1(Ω),
− dev∇
oo
where the subscript T refers to spaces and operators of deviatoric tensor fields, ∇∇ is the Hessian
of scalar functions. These complexes are related to the biharmonic equation and the Einstein-
Bianchi equations from general relativity. We have shown that the embeddings1
H˚S(Rot,Ω) ∩HS(div Div,Ω) →֒ L2S(Ω),
H˚T(Div,Ω) ∩HT(symRot,Ω) →֒ L2T(Ω)
are compact, see [24, Lemma 3.22].
We emphasize that all these results fit into the common framework of Hilbert domain complexes
of the form
(4)
D(A0)
A0
// D(A1)
A1
// H2,
H0 D(A
*
0)
A*0
oo D(A*1)
A*1
oo
and compact embeddings
D(A1) ∩D(A*0) →֒ H1
for densely defined and closed (unbounded) linear operators
A0 : D(A0) ⊂ H0 → H1, A1 : D(A1) ⊂ H1 → H2
on three Hilbert spaces H0, H1, H2 with (Hilbert space) adjoints
A*0 : D(A
*
0) ⊂ H1 → H0, A*1 : D(A*1) ⊂ H2 → H1.
The key property of a complex reads generally A1A0 = 0, i.e.,
R(A0) ⊂ N(A1)
or equivalently R(A*1) ⊂ N(A*0). Here and throughout this paper, the domain of definition, the
kernel, and the range of a linear operator A is denoted by D(A), N(A), and R(A), respectively.
Some important applications, such as proper solution theories for first or second order systems,
various variational formulations, and a posteriori error estimates for the respective operators of a
Hilbert complex are discussed in detail in [22].
The elasticity complex is subject to past, recent, and ongoing research. Among others, we
cite the important works in [3], [4], [6, 5, 7, 8], [9], [14, 15] [1, 2], [13], [16, 17] as well as the
1A closer inspection of the respective proof of [24, Lemma 3.22] shows immediately that even the embedding
H˚S(Rot,Ω) ∩H
0,−1
S
(divDiv,Ω) →֒ L2S(Ω)
is compact.
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vast literature cited therein. We are not aware of papers on the elasticity complex dealing with
compact embeddings.
The paper is organized as follows. We start in Section 2 by introducing the notations used in
this paper. In Subsection 2.2.3 the concept of potential operators, which are the most important
tool for the whole paper, is discussed on an abstract level. In Subsection 2.2.4 we present a new,
elegant, abstract, and short way to prove compact embedding results for an arbitrary Hilbert
complex. In Section 3 known results on potential operators for the de Rham complex are recalled
and, as prototype and example, we apply our abstract arguments and results to the de Rham
complex. This will point out the way to prove the corresponding results for the elasticity complex.
Section 4 contains the main results of the paper, the existence of potential operators and compact
embeddings for the elasticity complex, and, as a consequence, related space decompositions. Read-
ers who are interested in more technical details and additional and more sophisticated results are
referred to Appendix C for the de Rham complex and to Appendix D for the elasticity complex,
which also contains an extended list of results which directly follow from the FA-ToolBox. Finally,
useful formulas are collected in Appendix A.
2. Notations and Preliminaries
Throughout the paper lower-case standard letters are used for denoting scalars and scalar
functions, lower-case boldface letters for vectors and vector fields, and upper-case boldface letters
for matrices/tensors and tensor fields.
We will use the following notations from linear algebra for A ∈ R3×3, v ∈ R3:
symA :=
1
2
(A+A⊤), skw :=
1
2
(A−A⊤), trA :=
3∑
i=1
Aii, spnv :=

 0 −v3 v2v3 0 −v1
−v2 v1 0

 .
The identity matrix is denoted by I and S is the set of symmetric matrices in R3×3.
Moreover, ∇ϕ is used for the gradient of a scalar function ϕ, and ∇φ, rotφ, divφ denote
the Jacobian, rotation, divergence of a vector field φ, respectively. For a tensor field Φ, RotΦ
and DivΦ denote the tensor field and the vector field that result from a row-wise application of
rot and div, respectively. Additionally, for smooth fields we introduce the differential operators
sym∇, Rot⊤, RotRot⊤ by
(sym∇)φ := sym(∇φ), Rot⊤Φ := (RotΦ)⊤, (RotRot⊤)Φ := Rot(Rot⊤Φ).
Depending on the context these differential operators are understood in the strong sense or in the
distributional sense.
2.1. Domains. Throughout this paper we suppose the following:
General Assumption 2.1. Ω ⊂ R3 is a bounded strong Lipschitz domain with boundary Γ.
This means that Γ is locally a graph of some Lipschitz function.
Definition 2.2 (trivial topology). A bounded strong Lipschitz domain Ω with boundary Γ is called
additionally topologically trivial, if Ω is simply connected and Γ is connected.
To use standard localisation techniques, we introduce an open covering (Uℓ) of Ω, such that
all Ωℓ := Ω ∩ Uℓ are topologically trivial (bounded) strong Lipschitz domains. As Ω is compact,
there exists a finite subcovering denoted by (U1, . . . , UL). We fix a partition of unity (ϕℓ)ℓ=1,...,L
subordinate to (Uℓ)ℓ=1,...,L with ϕℓ ∈ C˚∞(Uℓ), ℓ = 1, . . . , L, and, additionally, φℓ ∈ C˚∞(Uℓ) with
φℓ|suppϕℓ = 1, ℓ = 1, . . . , L.
2.2. FA-ToolBox. We make use of the FA-ToolBox presented in detail in, e.g., [24] and [19,
20, 21, 22], together with an extension suited for (bounded linear) regular potential operators
and regular decompositions in Subsection 2.2.3. In Subsection 2.2.4 we present a new, elegant,
abstract, and short way to prove compact embedding results for an arbitrary Hilbert complex.
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2.2.1. Functional Analytical Setting. The inner product and the norm in a Hilbert space H are
denoted by | · |H and 〈·, ·〉H , respectively. We use V⊥H for the orthogonal complement of a subspace
V of H. The notations V1+V2, V1∔V2, V1⊕H V2 indicate the sum, the direct sum, the orthogonal
sum of two subspaces V1, V2 of H, respectively. Throughout this paper, the domain of definition,
the kernel, and the range of a linear operator A is denoted by D(A), N(A), and R(A), respectively.
Let H0, H1, H2 be Hilbert spaces. We shall consider densely defined, closed and unbounded
linear operators
A : D(A) ⊂ H1 → H2
as well as bounded linear operators
A : D(A)→ H2,
where the latter notations indicate the difference in the boundedness. Equipped with the graph
inner product D(A) is a Hilbert space. Note that, in contrast to the Banach space adjoint of
the bounded operator A, the Hilbert space adjoint of the unbounded operator A is given by the
densely defined, closed and unbounded linear operator
A∗ : D(A∗) ⊂ H2 → H1
defined by D(A∗) = {y ∈ H2 : ∃ f ∈ H1 ∀x ∈ D(A) 〈Ax, y〉H2 = 〈x, f〉H1} and A∗ y = f for
y ∈ D(A∗), and hence characterised by
∀ y ∈ D(A∗) ∀x ∈ D(A) 〈A x, y〉H2 = 〈x,A∗ y〉H1 .
Remark 2.3 (geometric Helmholtz type decompositions and reduced operators). We recall that
the unbounded operator A implies by R(A∗) = N(A)⊥H1 and R(A) = N(A∗)⊥H2 the Helmholtz type
decompositions
H1 = R(A
∗)⊕H1 N(A), H2 = R(A)⊕H2 N(A∗),
leading directly to the so-called reduced operators A := A |
N(A)
⊥
H1
and A∗ := A∗ |
N(A∗)
⊥
H2
, i.e.,
A : D(A) ⊂ R(A∗)→ R(A), D(A) := D(A) ∩R(A∗) = D(A) ∩N(A)⊥H1 ,
A∗ : D(A∗) ⊂ R(A)→ R(A∗), D(A∗) := D(A∗) ∩R(A) = D(A∗) ∩N(A∗)⊥H2 .
Then we have also the Helmholtz type decompositions
D(A) = D(A)⊕H1 N(A), D(A∗) = D(A∗)⊕H2 N(A∗)
and it holds R(A) = R(A) and R(A∗) = R(A∗). Note that, as A and A∗ are injective and by the
closed graph theorem, A−1 and (A∗)−1 are bounded if and only if the ranges R(A) and R(A∗) are
closed if and only if the Friedrichs/Poincare´ type estimates
∃ c > 0 ∀x ∈ D(A) |x|H1 ≤ c |Ax|H2 ,
∃ c > 0 ∀ y ∈ D(A∗) |y|H2 ≤ c |A∗ y|H1
hold. Moreover, by the closed range theorem, R(A) is closed if and only if R(A∗)is closed.
2.2.2. Hilbert Complexes and Compact Embeddings. Our main interest are Hilbert complexes
H0
A0
// H1
A1
// H2,
H0 H1
A*0
oo H2
A*1
oo
of densely defined, closed, and unbounded linear operators
A0 : D(A0) ⊂ H0 → H1, A1 : D(A1) ⊂ H1 → H2
with (Hilbert space) adjoints
A*0 : D(A
*
0) ⊂ H1 → H0, A*1 : D(A*1) ⊂ H2 → H1,
and corresponding compact embeddings
D(A1) ∩D(A*0) →֒ H1.
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Equivalently, we shall denote these Hilbert complexes as Hilbert domain complexes of bounded
linear operators and write
D(A0)
A0
// D(A1)
A1
// H2,
H0 D(A
*
0)
A*0
oo D(A*1),
A*1
oo
cf. (4). The key property of a complex reads generally
A1A0 = 0,
i.e., R(A0) ⊂ N(A1) or equivalently R(A*1) ⊂ N(A*0).
2.2.3. Potentials and Decompositions. Let
A : D(A) ⊂ H1 → H2
be a densely defined and closed (unbounded) linear operator.
Definition 2.4 (potential operator). Let R(A) be closed and let H+1 ⊂ D(A) be another Hilbert
space. A bounded linear operator
(5) PA : R(A)→ H+1 with APA = idR(A)
is called a potential operator associated to A. In short, a potential operator is a bounded right
inverse of A.
Let R(A) be closed. By definition we have, for each y ∈ R(A),
(6) y = A p with p := PA y.
We call p a potential of y. For each x ∈ D(A), we have the representation
(7) x = p+ x0 with p := PAAx ∈ R(PA) ⊂ H+1 , A p = Ax, and x0 := x− p ∈ N(A),
which leads to the following space decomposition.
Lemma 2.5 (potential decomposition). Let R(A) be closed and let PA be a potential operator.
Then D(A) = R(PA)∔N(A) = H
+
1 +N(A) and R(A) = AR(PA) = AH
+
1 .
Note that the decomposition (7) of Lemma 2.5 is stable (topological/continuous), i.e.,
|p|
H
+
1
≤ c+|Ax|H2 , |x0|H1 ≤ |x|H1 + c1c+|Ax|H2 ,
where c+ is the norm of PA and c1 is the norm of the continuous embedding H
+
1 ⊂ H1, which we
assume to hold.
Example 2.6 (geometric potential operator). Let R(A) be closed. The reduced operator of A, cf.
Remark 2.3,
A : D(A) ⊂ R(A∗)→ R(A)
is linear and bijective. Its inverse PA := A−1 : R(A) → D(A) is bounded and a right inverse of
A. We call this potential operator the geometric potential operator associated to A. It is easy to
see that the associated space decomposition is an orthogonal decomposition
D(A) = D(A)⊕H1 N(A),
which we call a geometric (or Helmholtz type) decomposition. Note that the reduced bounded
variant A : D(A)→ R(A) is a topological isomorphism.
The essential tool used in this paper is the existence of potential operators, where H+1 is a
smoother space than D(A) allowing for a compact embedding H+1 →֒ H1, realised by, e.g., the well
known Rellich’s selection theorem. In this case we speak of regular potentials, regular potential
operators, and regular space decompositions.
Let
D(A0)
A0
// D(A1)
A1
// H2
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be a Hilbert domain complex with densely defined and closed linear operators with closed ranges
R(A0) and R(A1), i.e.,
A0 : D(A0) ⊂ H0 → H1, A1 : D(A1) ⊂ H1 → H2,
with associated potential operators
(8) PA0 : R(A0)→ H+0 , PA1 : R(A1)→ H+1
as above. Moreover, let us assume that the Hilbert complex is exact, i.e.,
(9) R(A0) = N(A1).
Using (7) for A1 and (6) for A0 together with the complex property (9), we obtain, for each
x ∈ D(A1), the representation
(10) x = p1 +A0 p0 with p1 := PA1 A1 x, A1 p1 = A1 x, p0 := PA0(x− p1),
which leads to a refined version of the space decomposition from above.
Lemma 2.7 (refined potential decomposition). Let R(A0) = N(A1), let R(A1) be closed, and let
PA0 , PA1 be potential operators. Then
D(A1) = R(PA1)∔A0R(PA0) = R(PA1)∔A0 H
+
0 = H
+
1 +A0 H
+
0
as well as R(A0) = A0R(PA0) = A0 H
+
0 and R(A1) = A1R(PA1) = A1 H
+
1 .
Decomposition (10) is also stable, i.e.,
|p1|H+1 ≤ c
+
1 |A1 x|H2 , |p0|H+0 ≤ c
+
0 |x− p1|H1 ≤ c+0 |x|H1 + c1c+0 c+1 |A1 x|H2 ,
where c+l is the norm of PAl , l = 0, 1.
2.2.4. Compact Embeddings by Regular Decompositions. Regular decompositions are very powerful
tools. In particular, compact embeddings can easily be proved, which then in combination with
the FA-ToolBox, cf. [19, 20, 21, 22, 24], immediately lead to a comprehensive list of important
results for the underlying Hilbert complex.
Theorem 2.8 (compact embedding by regular potentials). Let A0 and A1 be densely defined and
closed linear operators, and let the stable regular decomposition D(A1) = H
+
1 + A0 H
+
0 hold (with
continuous potentials). Moreover, let the embeddings H+0 →֒ H0 and H+1 →֒ H1 be compact. Then
D(A1) ∩D(A*0) →֒ H1 is compact.
Proof. Let (xn) ⊂ D(A1)∩D(A*0) be a bounded sequence, i.e., there exists c > 0 such that for all
n we have |xn|H1 + |A1 xn|H2 + |A*0 xn|H0 ≤ c. By assumption we decompose xn = p1,n +A0 p0,n
with p1,n ∈ H+1 and p0,n ∈ H+0 satisfying |p1,n|H+1 + |p0,n|H+0 ≤ c|xn|D(A1) ≤ c. Hence (pℓ,n) ⊂ H
+
ℓ
is bounded in H+ℓ , ℓ = 0, 1, and thus we can extract convergent subsequences, again denoted
by (pℓ,n), such that (pℓ,n) are convergent in Hℓ, ℓ = 0, 1. Then with xn,m := xn − xm and
pℓ,n,m := pℓ,n − pℓ,m we get
|xn,m|2H1 = 〈xn,m, p1,n,m +A0 p0,n,m〉H1 = 〈xn,m, p1,n,m〉H1 + 〈A
*
0 xn,m, p0,n,m〉H0
≤ c(|p1,n,m|H1 + |p0,n,m|H0),
which shows that (xn) is a Cauchy sequence in H1. 
There is a dual version of Theorem 2.8.
Corollary 2.9 (compact embedding by regular potentials). Let A0 and A1 be densely defined and
closed linear operators, and let the stable regular decomposition D(A*0) = H
+
1 + A
*
1 H
+
2 hold (with
continuous potentials). Moreover, let the embeddings H+1 →֒ H1 and H+2 →֒ H2 be compact. Then
D(A1) ∩D(A*0) →֒ H1 is compact.
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Proof. The proof follows by duality or it can be done analogously to the proof of Theorem 2.8
with
|xn,m|2H1 = 〈xn,m, p1,n,m +A
*
1 p2,n,m〉H1 = 〈xn,m, p1,n,m〉H1 + 〈A1 xn,m, p2,n,m〉H2
≤ c(|p1,n,m|H1 + |p2,n,m|H2),
as crucial estimate. 
2.3. Sobolev Spaces. Let m ∈ N0. We have to introduce several Sobolev spaces. Generally,
spaces of scalar functions will be denoted by standard upper-case letters, spaces of vector fields by
uppercase boldface letters, and spaces of tensor fields by calligraphic boldface letters. For scalar
spaces we have the standard notations L2(Ω), L2⊥(Ω) := L
2(Ω) ∩ R⊥L2(Ω) , and Hm(Ω), as well as
for vector fields
L
2(Ω), L2⊥(Ω) = L
2(Ω) ∩ (R3)⊥L2(Ω) , Hm(Ω), H(rot,Ω), H(div,Ω).
Corresponding Sobolev spaces of tensor fields are L2(Ω), Hm(Ω), H(Rot,Ω), H(Div,Ω). Sym-
metric tensor fields are introduced by
L
2
S(Ω) :=
{
M ∈ L2(Ω) : M =M⊤}, HS(Rot,Ω) := H(Rot,Ω) ∩L2S(Ω),
H
m
S (Ω) := H
m(Ω) ∩L2S(Ω), HS(Div,Ω) := H(Div,Ω) ∩L2S(Ω).
Furthermore, we need a few Sobolev spaces suited for the elasticity complex, namely
H(∇,Ω) := {v ∈ L2(Ω) : ∇v ∈ L2(Ω)} = H1(Ω),
H(sym∇,Ω) := {v ∈ L2(Ω) : sym∇v ∈ L2(Ω)},
H(RotRot⊤,Ω) :=
{
M ∈ L2(Ω) : RotRot⊤M ∈ L2(Ω)},
HS(RotRot
⊤,Ω) := H(RotRot⊤,Ω) ∩L2S(Ω).
Note that for M ∈HS(RotRot⊤,Ω) we have RotRot⊤M ∈ L2S(Ω), see Lemma A.1 (vi’).
Homogeneous boundary conditions are always introduced in the strong form by closure of the
respective test fields C˚∞(Ω), C˚∞(Ω), C˚∞(Ω), C˚∞S (Ω) in the respective Sobolev norm, i.e.,
H˚
m(Ω) := C˚∞(Ω)
H
m(Ω)
, H˚m(Ω) := C˚∞(Ω)
H
m(Ω)
,
H˚
m(Ω) := C˚∞(Ω)
H
m(Ω)
, H˚mS (Ω) := C˚
∞
S (Ω)
H
m(Ω)
,
H˚(∇,Ω) := C˚∞(Ω)
H(∇,Ω)
= H˚1(Ω), H˚(sym∇,Ω) := C˚∞(Ω)
H(sym∇,Ω)
,
H˚(rot,Ω) := C˚∞(Ω)
H(rot,Ω)
, H˚(div,Ω) := C˚∞(Ω)
H(div,Ω)
,
H˚(Rot,Ω) := C˚∞(Ω)
H(Rot,Ω)
, H˚(Div,Ω) := C˚∞(Ω)
H(Div,Ω)
,
H˚S(Rot,Ω) := C˚
∞
S (Ω)
H(Rot,Ω)
, H˚S(Div,Ω) := C˚
∞
S (Ω)
H(Div,Ω)
,
H˚(RotRot⊤,Ω) := C˚∞(Ω)
H(RotRot⊤,Ω)
, H˚S(RotRot
⊤,Ω) := C˚∞S (Ω)
H(Rot Rot⊤,Ω)
.
We use the convention H(Ω) = H0(Ω) = L2(Ω) = H˚0(Ω) = H˚(Ω) and the same for the vector and
tensor valued spaces.
2.4. Operators and Complexes. Generally, the restriction of a differential operator A to its
domain of definition of fields with homogeneous boundary conditions is denoted by A˚, e.g., ∇˚. For
a differential operator A acting on tensor fields, its restriction to spaces of symmetric tensor fields
is denoted by AS, e.g., RotRot
⊤
S or D˚ivS.
For a precise definition and introduction of the densely defined and closed (unbounded) linear
operators (and their bounded relatives) of the de Rham (domain) complex (11), i.e.,
A−1 := ι{0} : D(ι{0}) = {0} ⊂ L2(Ω)→ L2(Ω),
A0 := ∇˚ : D(∇˚) = H˚1(Ω) ⊂ L2(Ω)→ L2(Ω),
THE ELASTICITY COMPLEX 9
A1 := r˚ot : D(r˚ot) = H˚(rot,Ω) ⊂ L2(Ω)→ L2(Ω),
A2 := d˚iv : D(d˚iv) = H˚(div,Ω) ⊂ L2(Ω)→ L2(Ω),
A3 := πR : D(πR) = L
2(Ω) ⊂ L2(Ω)→ L2(Ω),
A∗−1 = π{0} : D(π{0}) = L
2(Ω) ⊂ L2(Ω)→ L2(Ω),
A*0 = − div : D(div) = H(div,Ω) ⊂ L2(Ω)→ L2(Ω),
A*1 = rot : D(rot) = H(rot,Ω) ⊂ L2(Ω)→ L2(Ω),
A*2 = −∇ : D(∇) = H1(Ω) ⊂ L2(Ω)→ L2(Ω),
A∗3 = ιR : D(ιR) = R ⊂ L2(Ω)→ L2(Ω),
see Section C. Here ι{0}, π{0} and ιR, πR denote the canonical embeddings and L
2(Ω)-projections
of/on the finite-dimensional subspaces {0} and R, respectively.
For the corresponding results for the elasticity (domain) complex (14), i.e.,
A−1 := ι{0} : D(ι{0}) = {0} ⊂ L2(Ω)→ L2(Ω),
A0 := ˚sym∇ : D( ˚sym∇) = H˚1(Ω) ⊂ L2(Ω)→ L2S(Ω),
A1 := ˚RotRot
⊤
S : D( ˚RotRot
⊤
S ) = H˚S(RotRot
⊤,Ω) ⊂ L2S(Ω)→ L2S(Ω),
A2 := D˚ivS : D(D˚ivS) = H˚S(Div,Ω) ⊂ L2S(Ω)→ L2(Ω),
A3 := πRM : D(πRM) = L
2(Ω) ⊂ L2(Ω)→ L2(Ω),
A∗−1 = π{0} : D(π{0}) = L
2(Ω) ⊂ L2(Ω)→ L2(Ω),
A*0 = −DivS : D(DivS) = HS(Div,Ω) ⊂ L2S(Ω)→ L2(Ω),
A*1 = RotRot
⊤
S : D(RotRot
⊤
S ) = HS(RotRot
⊤,Ω) ⊂ L2S(Ω)→ L2S(Ω),
A*2 = − sym∇ : D(sym∇) = H1(Ω) ⊂ L2(Ω)→ L2S(Ω),
A∗3 = ιRM : D(ιRM) = RM ⊂ L2(Ω)→ L2(Ω),
see Section D.1. Here ι{0}, π{0} and ιRM, πRM denote the canonical embeddings and L
2(Ω)-
projections of/on the finite-dimensional subspaces {0} ⊂ R3 and the space of rigid motions
RM = {Qx+ q : Q ∈ R3×3 skew, q ∈ R3}, dimRM = 6,
respectively. Moreover, similarly to the orthogonality to R and R3 indicated in the Hilbert spaces
L
2
⊥(Ω) = L
2
⊥R
(Ω) and L2⊥(Ω) = L
2
⊥
R3
(Ω), respectively, we set
L
2
⊥RM(Ω) := L
2(Ω) ∩ RM⊥L2(Ω) .
We will see later that Korn’s regularity, cf. Remark 4.1 and Lemma D.1, shows
D( ˚sym∇) = H˚(sym∇,Ω) = H˚1(Ω) = H˚(∇,Ω) = D(∇˚),
D(sym∇) = H(sym∇,Ω) = H1(Ω) = H(∇,Ω) = D(∇).
3. The De Rham Complex
The classical primal and dual de Rham domain complexes read in full length
(11)
{0} ι{0} // H˚1(Ω) ∇˚ // H˚(rot,Ω) r˚ot // H˚(div,Ω) d˚iv // L2(Ω) πR // R,
{0} L2(Ω)π{0}oo H(div,Ω)− divoo H(rot,Ω)rotoo H1(Ω)−∇oo R.ιRoo
These complexes are Hilbert complexes. The corresponding cohomology groups
HarmD(Ω) := N(r˚ot) ∩N(div), HarmN(Ω) := N(d˚iv) ∩N(rot)
are called Dirichlet and Neumann fields, respectively. For a derivation of the de Rham complex
by operator theoretical arguments, see Appendix C.
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The existence of (primal and dual) geometric and regular potentials as well as of corresponding
geometric and regular decompositions for the classical de Rham complex, is well known. Here
we cite the results from [24, Lemma 2.24, Lemma 2.25, Lemma 2.26], see also the corresponding
literature in [24]. Moreover, we shall present a comprehensive and detailed list of such results in
Appendix C.
Lemma 3.1 (classical regular potential operators). Let Ω be additionally topologically trivial.
Then there exist linear and bounded operators
P∇˚ : N(r˚ot)→ H˚1(Ω), ∇P∇˚ = idN(r˚ot),
P∇ : N(rot)→ H1(Ω), ∇P∇ = idN(rot),
Pr˚ot : N(d˚iv)→ H˚1(Ω), rotPr˚ot = idN(d˚iv),
Prot : N(div)→ H1(Ω), rotProt = idN(div),
Pd˚iv : L
2
⊥(Ω)→ H˚1(Ω), div Pd˚iv = idL2⊥(Ω),
Pdiv : L
2(Ω)→ H1(Ω), div Pdiv = idL2(Ω) .
By Lemma 2.5 and Lemma 2.7, Lemma 3.1 implies directly the following results.
Corollary 3.2 (classical regular potentials and regular decompositions). Let Ω be additionally
topologically trivial. Then the operators in Lemma 3.1 are regular potential operators and
N(r˚ot) = R(∇˚) = ∇ H˚1(Ω),
N(rot) = R(∇) = ∇H1(Ω),
N(d˚iv) = R(r˚ot) = rot H˚(rot,Ω) = rot H˚1(Ω),
N(div) = R(rot) = rotH(rot,Ω) = rotH1(Ω),
L
2
⊥(Ω) = N(πR) = R(d˚iv) = div H˚(div,Ω) = div H˚
1(Ω),
L
2(Ω) = N(π{0}) = R(div) = divH(div,Ω) = divH
1(Ω)
(12)
hold with continuous potential operators. Moreover, the regular decompositions
H˚(rot,Ω) = D(r˚ot) = R(Pr˚ot)∔∇R(P∇˚) = R(Pr˚ot)∔∇ H˚1(Ω) = H˚1(Ω) +∇ H˚1(Ω),
H(rot,Ω) = D(rot) = R(Prot)∔∇R(P∇) = R(Pr˚ot)∔∇H1(Ω) = H1(Ω) +∇H1(Ω),
H˚(div,Ω) = D(d˚iv) = R(Pd˚iv)∔ rotR(Pr˚ot) = R(Pd˚iv)∔ rot H˚
1(Ω) = H˚1(Ω) + rot H˚1(Ω),
H(div,Ω) = D(div) = R(Pdiv)∔ rotR(Prot) = R(Pdiv)∔ rotH
1(Ω) = H1(Ω) + rotH1(Ω)
(13)
hold with continuous potential operators.
The latter results about regular potentials and regular decompositions from Lemma 3.1 and
Corollary 3.2 can be lifted to non-trivial topologies, i.e., to the general case of bounded strong
Lipschitz domains, by using the partition of unity from Section 2.1.
Lemma 3.3 (classical regular decompositions). The regular decompositions (13) hold in the sense
that there exist bounded linear operators
Qr˚ot,1 : D(r˚ot)→ H˚1(Ω), Qr˚ot,0 : D(r˚ot)→ H˚1(Ω),
Qrot,1 : D(rot)→ H1(Ω), Qrot,0 : D(rot)→ H1(Ω),
Qd˚iv,1 : D(d˚iv)→ H˚1(Ω), Qd˚iv,0 : D(d˚iv)→ H˚1(Ω),
Qdiv,1 : D(div)→ H1(Ω), Qdiv,0 : D(div)→ H1(Ω),
such that
H˚(rot,Ω) = D(r˚ot) = R(Qr˚ot,1)∔∇R(Qr˚ot,0) = R(Qr˚ot,1)∔∇ H˚1(Ω) = H˚1(Ω) +∇ H˚1(Ω),
H(rot,Ω) = D(rot) = R(Qrot,1)∔∇R(Qrot,0) = R(Qrot,1)∔∇H1(Ω) = H1(Ω) +∇H1(Ω),
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H˚(div,Ω) = D(d˚iv) = R(Qd˚iv,1)∔ rotR(Qd˚iv,0) = R(Qd˚iv,1)∔ rot H˚
1(Ω) = H˚1(Ω) + rot H˚1(Ω),
H(div,Ω) = D(div) = R(Qdiv,1)∔ rotR(Qdiv,0) = R(Qdiv,1)∔ rotH
1(Ω) = H1(Ω) + rotH1(Ω).
Proof. Let (ϕℓ, Uℓ) be the partition of unity together with φℓ ∈ C˚∞(Uℓ) from Section 2.1.
• Let v ∈ H˚(div,Ω). Then by Corollary 3.2 (and approximation)
ϕℓv ∈ H˚(div,Ωℓ) = H˚1(Ωℓ) + rot H˚1(Ωℓ).
Thus ϕℓv = vℓ + rotuℓ with vℓ ∈ H˚1(Ωℓ) and uℓ ∈ H˚1(Ωℓ). Extending vℓ and uℓ by zero gives
v˜ℓ ∈ H˚1(Ω) and u˜ℓ ∈ H˚1(Ω) with
v =
L∑
ℓ=1
ϕℓv =
L∑
ℓ=1
v˜ℓ + rot
L∑
ℓ=1
u˜ℓ ∈ H˚1(Ω) + rot H˚1(Ω),
and all applied operations have been continuous, showing the existence of Qd˚iv,1 and Qd˚iv,0.
• Let v ∈ H(div,Ω). As before we get
ϕℓv ∈ H(div,Ωℓ) = H1(Ωℓ) + rotH1(Ωℓ)
and ϕℓv = vℓ + rotuℓ with vℓ ∈ H1(Ωℓ) and uℓ ∈ H1(Ωℓ). In Ωℓ we observe
ϕℓv = ϕℓφℓv = φℓvℓ + φℓ rotuℓ = φℓvℓ + uℓ ×∇φℓ + rot(φℓuℓ) ∈ H1(Ωℓ) + rotH1(Ωℓ).
Extending φℓvℓ + uℓ ×∇φℓ and φℓuℓ by zero gives v˜ℓ ∈ H1(Ω) and u˜ℓ ∈ H1(Ω) with
v =
L∑
ℓ=1
ϕℓv =
L∑
ℓ=1
v˜ℓ + rot
L∑
ℓ=1
u˜ℓ ∈ H1(Ω) + rotH1(Ω),
and all applied operations have been continuous, showing the existence of Qdiv,1 and Qdiv,0.
• Analogously, we prove the assertions for H˚(rot,Ω) and H(rot,Ω). 
Remark 3.4 (classical regular decompositions). In (13) and Lemma 3.3 we have by construction
of the regular decompositions, e.g.,
Pd˚iv div+ rotPr˚ot(1 − Pd˚iv div) = idH˚(div,Ω), Qd˚iv,1+rotQd˚iv,0 = idH˚(div,Ω),
and the corresponding formulas hold for the operators on H(div,Ω), H˚(rot,Ω), and H(rot,Ω). Let
us show the first formula. For v ∈ H˚(div,Ω) = D(d˚iv) we have div v ∈ R(d˚iv) and hence by
Lemma 3.1 and Corollary 3.2 it holds v1 := Pd˚iv div v ∈ H˚1(Ω) and v− v1 ∈ N(d˚iv). Lemma 3.1
shows v − v1 = rotu with u := Pr˚ot(v − v1) ∈ H˚1(Ω).
With Lemma 3.3 and Rellich’s selection theorem we can apply Theorem 2.8 (with A1 = r˚ot or
A1 = d˚iv) or Corollary 2.9 and get the following crucial compact embedding result.
Theorem 3.5 (compact embeddings). The embeddings
H˚(rot,Ω) ∩H(div,Ω) →֒ L2(Ω), H˚(div,Ω) ∩H(rot,Ω) →֒ L2(Ω)
are compact and all results of the FA-ToolBox from, e.g., [19, 20, 21, 22, 24], follow immediately.
In particular, all ranges in the de Rham complex (11) are closed.
Corollary 3.6 (classical regular potentials). The regular potential representations (12) hold in
the sense
R(r˚ot) = rot H˚(rot,Ω) = rot H˚1(Ω), R(∇˚) = ∇ H˚1(Ω),
R(rot) = rotH(rot,Ω) = rotH1(Ω), R(∇) = ∇H1(Ω),
L
2
⊥(Ω) = N(πR) = R(d˚iv) = div H˚(div,Ω) = div H˚
1(Ω),
L
2(Ω) = N(π{0}) = R(div) = divH(div,Ω) = divH
1(Ω),
with linear and bounded regular potential operators, cf. Lemma 3.1,
P∇˚ : R(∇˚)→ H˚1(Ω), ∇P∇˚ = idR(∇˚), P∇ : R(∇)→ H1(Ω), ∇P∇ = idR(∇),
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Pr˚ot : R(r˚ot)→ H˚1(Ω), rot Pr˚ot = idR(r˚ot), Prot : R(rot)→ H1(Ω), rot Prot = idR(rot),
Pd˚iv : L
2
⊥(Ω)→ H˚1(Ω), div Pd˚iv = idL2⊥(Ω), Pdiv : L
2(Ω)→ H1(Ω), div Pdiv = idL2(Ω) .
Proof. Applying rot and div to the regular decompositions in Lemma 3.3 yields the stated regular
potential representations. For the existence of the regular potential operators P... we use the
reduced operators A˜ := A from Remark 2.3. Note that by the closed graph theorem A˜−1 is
bounded if and only if R(A) = R(A) is closed. By Theorem 3.5 all ranges are closed and hence˜˚rot, r˜ot, ˜˚div, d˜iv have bounded inverses. Then, e.g., a regular potential operator for rot is given
by
Prot := Qrot,1 r˜ot
−1
and thus linear and bounded. A similar argument applies to Pr˚ot, Pd˚iv, Pdiv. 
Remark 3.7 (classical regular potentials). The latter proof shows that the regular potential oper-
ators in Corollary 3.6 are given by
Pr˚ot = Qr˚ot,1
˜˚rot−1, Prot = Qrot,1 r˜ot−1, Pd˚iv = Qd˚iv,1 ˜˚div−1, Pdiv = Qdiv,1 d˜iv−1.
Remark 3.8 (numerical applications). The existence of such regular decompositions (as given in
Lemma 3.3) involving only standard Sobolev spaces, here H1(Ω) and H1(Ω) taking the role of H+0 ,
H
+
1 , is an essential prerequisite for the construction of efficient numerical methods in H(rot,Ω)
and H(div,Ω), see [18].
For a detailed list of even higher order regular potentials and regular decompositions of the de
Rham complex we refer to Appendix C.
Theorem 3.9 (compact Hilbert complexes). The primal and dual de Rham domain complexes
(11) are compact Hilbert complexes, all ranges are closed, and the linear and bounded operators P...
and Q... are associated regular potential and decomposition operators, respectively. In particular,
all results of the FA-ToolBox from, e.g., [19, 20, 21, 22, 24], follow immediately. If Ω is additionally
topologically trivial, then the de Rham complex is exact.
Based on Theorem 3.5, the FA-ToolBox (Section 2.2 and [19, 20, 21, 22, 24]) immediately
provides a long list of implications such as geometric Helmholtz type decompositions, regular
decompositions, Friedrichs/Ponicare´ type estimates, and closed ranges. We want to highlight
some of these important and useful implications.
Theorem 3.10 (mini FA-ToolBox for the de Rham complex). It holds:
(i) All ranges of the de Rham complex are closed.
(ii) The cohomology groups of the Dirichlet and Neumann fields
Harm
D
(Ω) = N(r˚ot) ∩N(div), Harm
N
(Ω) = N(d˚iv) ∩N(rot)
are finite-dimensional.
(iii) The geometric Helmholtz type decompositions
L
2(Ω) = R(∇˚)⊕L2(Ω) HarmD(Ω)⊕L2(Ω) R(rot),
L
2(Ω) = R(r˚ot)⊕L2(Ω) HarmN(Ω)⊕L2(Ω) R(∇)
hold.
(iv) There exist (optimal) c0, c1, c2 > 0 such that the Friedrichs/Poincare´ type estimates
∀u ∈ H˚1(Ω) |u|L2(Ω) ≤ c0| ∇u|L2(Ω),
∀v ∈ H(div,Ω) ∩R(∇˚) |v|L2(Ω) ≤ c0| div v|L2(Ω),
∀w ∈ H˚(rot,Ω) ∩R(rot) |w|L2(Ω) ≤ c1| rotw|L2(Ω),
∀w ∈ H(rot,Ω) ∩R(r˚ot) |w|L2(Ω) ≤ c1| rotw|L2(Ω),
∀v ∈ H˚(div,Ω) ∩R(∇) |v|L2(Ω) ≤ c2| div v|L2(Ω),
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∀u ∈ H1⊥(Ω) |u|L2(Ω) ≤ c2| ∇u|L2(Ω)
hold.
Remark 3.11 (Dirichlet and Neumann fields). As shown in [25], cf. the recent paper [23], the
dimensions of the Dirichlet and Neumann vector fields are given by
dimHarmD(Ω) = m− 1, dimHarmN(Ω) = p,
where m is the number of connected components of R3\Ω resp. Γ, and p is the number of “handles”
of Ω, see [25, 23] for exact definitions.
All results of Section 3 extend literally to the case of the vector de Rham complex involving
the operators ∇˚, R˚ot, D˚iv, and −Div, Rot, −∇, where here ∇˚ (resp. ∇) denotes the Jacobian of
vector fields.
The presented ideas of proving the crucial compact embeddings shall serve as a new and simple
road map to show the corresponding results for the elasticity complexes.
4. The Elasticity Complex
The elasticity complex is also well-known. Its associated primal and dual domain complexes
read in full length
(14)
{0} ι{0} // H˚1(Ω)
˚sym∇
// H˚S(RotRot
⊤,Ω)
˚RotRot
⊤
S
// H˚S(Div,Ω)
D˚ivS
// L
2(Ω)
πRM
// RM,
{0} L2(Ω)π{0}oo HS(Div,Ω)
−DivS
oo HS(RotRot
⊤,Ω)
RotRot⊤
S
oo H
1(Ω)
− sym∇
oo RM.
ιRM
oo
These complexes are Hilbert complexes. The corresponding cohomology groups
HarmS,D(Ω) := N(
˚RotRot
⊤
S ) ∩N(DivS), HarmS,N(Ω) := N(D˚ivS) ∩N(RotRot⊤S )
will be called generalized Dirichlet and Neumann tensors of the elasticity complex, respectively.
Remark 4.1 (Korn’s regularity). In the first place one would expect D( ˚sym∇) = H˚(sym∇,Ω) and
D(sym∇) = H(sym∇,Ω) as the respective domains of definition in the elasticity complex. Due
to Lemma D.1 these spaces coincide with the chosen spaces H˚1(Ω) = D(∇˚) and H1(Ω) = D(∇),
respectively.
Remark 4.2 (one operator). Note that, e.g., the second order operator RotRot⊤S is “one” operator
and not a composition of the two first order operators Rot and Rot⊤. Similarly, the operators
˚RotRot
⊤
S or ˚sym∇, sym∇ have to be understood in the same sense as one operator. This fact is
underlined by some new results about Fredholm indices presented in [23]. The differential operators
are of mixed order but cannot be seen as leading order type with relatively compact perturbation.
For a comprehensive derivation of the elasticity complex by operator theoretical arguments, see
Appendix D.1.
Using the linear and bounded regular potential operators P∇˚, P∇ Pr˚ot, Prot, Pd˚iv, Pdiv for the
de Rham complex from Lemma 3.1 and their relatives P∇˚, P∇, PR˚ot, PRot, PD˚iv, PDiv for the
vector de Rham complex, we start now with our first regular potentials for the elasticity complex.
Lemma 4.3 (regular potential operators). Let Ω be additionally topologically trivial. Then there
exist linear and bounded operators
P ˚sym∇ : N(
˚RotRot
⊤
S )→ H˚1(Ω), sym∇P ˚sym∇ = idN( ˚RotRot⊤
S
)
,
Psym∇ : N(RotRot
⊤
S )→ H1(Ω), sym∇Psym∇ = idN(RotRot⊤
S
),
P ˚RotRot⊤
S
: N(D˚ivS)→ H˚2S(Ω), RotRot⊤ P ˚RotRot⊤
S
= idN(D˚ivS),
PRotRot⊤
S
: N(DivS)→H2S(Ω), RotRot⊤ PRotRot⊤
S
= idN(DivS),
PD˚ivS : L
2
⊥RM
(Ω)→ H˚1S(Ω), Div PD˚ivS = idL2⊥
RM
(Ω),
PDivS : L
2(Ω)→H1S(Ω), Div PDivS = idL2(Ω) .
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Proof. The proof will be given in the Appendix in a more general setting, see Theorem D.3. 
By Lemma 2.5 and Lemma 2.7, Lemma 4.3 implies directly the following results.
Corollary 4.4 (regular potentials and regular decompositions). Let Ω be additionally topologically
trivial. Then the operators in Lemma 4.3 are regular potential operators and
N( ˚RotRot
⊤
S ) = R( ˚sym∇) = sym∇ H˚1(Ω),
N(RotRot⊤S ) = R(sym∇) = sym∇H1(Ω),
N(D˚ivS) = R( ˚RotRot
⊤
S ) = RotRot
⊤
H˚S(RotRot
⊤,Ω) = RotRot⊤ H˚2S(Ω),
N(DivS) = R(RotRot
⊤
S ) = RotRot
⊤
HS(RotRot
⊤,Ω) = RotRot⊤H2S(Ω),
L
2
⊥RM
(Ω) = N(πRM) = R(D˚ivS) = Div H˚S(Div,Ω) = Div H˚
1
S(Ω),
L
2(Ω) = N(π{0}) = R(DivS) = DivHS(Div,Ω) = DivH
1
S(Ω)
hold with continuous potential operators. Moreover, the regular decompositions
H˚S(Div,Ω) = D(D˚ivS) = R(PD˚ivS)∔ RotRot
⊤R(P ˚RotRot⊤
S
)
= R(PD˚ivS)∔ RotRot
⊤
H˚
2
S(Ω) = H˚
1
S(Ω) + RotRot
⊤
H˚
2
S(Ω),
HS(Div,Ω) = D(DivS) = R(PDivS)∔ RotRot
⊤R(PRotRot⊤
S
)
= R(PDivS)∔ RotRot
⊤
H
2
S(Ω) = H
1
S(Ω) + RotRot
⊤
H
2
S(Ω)
hold with continuous potential operators.
As for the de Rham complex, the latter results about regular potentials and regular decomposi-
tions from Lemma 4.3 and Corollary 4.4 can be lifted to non-trivial topologies, i.e., to the general
case of bounded strong Lipschitz domains, by using the partition of unity from Section 2.1.
Lemma 4.5 (regular decompositions). The regular decompositions in Corollary 4.4 hold in the
sense that there exist bounded linear operators
QD˚ivS,1 : D(D˚ivS)→ H˚1S(Ω), QD˚ivS,0 : D(D˚ivS)→ H˚2S(Ω),
QDivS,1 : D(DivS)→H1S(Ω), QDivS,0 : D(DivS)→H2S(Ω),
such that
H˚S(Div,Ω) = D(D˚ivS) = R(QD˚ivS,1)∔ RotRot
⊤R(QD˚ivS,0)
= R(QD˚ivS,1)∔ RotRot
⊤
H˚
2
S(Ω) = H˚
1
S(Ω) + RotRot
⊤
H˚
2
S(Ω),
HS(Div,Ω) = D(DivS) = R(QDivS,1)∔ RotRot
⊤R(QDivS,0)
= R(QDivS,1)∔ RotRot
⊤
H
2
S(Ω) = H
1
S(Ω) + RotRot
⊤
H
2
S(Ω).
Proof. The proof will be given in the Appendix in a more general setting, see Theorem D.11. 
For a detailed list of even higher order regular potentials and regular decompositions of the
elasticity complex we refer to Appendix D. There, we shall also present the corresponding results
for the RotRot⊤ operators, which are not needed here.
Similar to Remark 3.4 we have:
Remark 4.6 (regular decompositions). In Corollary 4.4 and Lemma 4.5 we have by construction
of the regular decompositions, e.g.,
PD˚ivS Div+RotRot
⊤ P ˚RotRot⊤
S
(1− PD˚ivS Div) = idH˚S(Div,Ω),
QD˚ivS,1+RotRot
⊤QD˚ivS,0 = idH˚S(Div,Ω)
,
and the corresponding formulas hold for the operators on HS(Div,Ω).
With Lemma 4.5 and Rellich’s selection theorem we can apply Theorem 2.8 (with A1 = D˚ivS)
and Corollary 2.9 (with A*0 = DivS) and get the following crucial compact embedding result.
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Theorem 4.7 (compact embeddings). The embeddings
(i) D( ˚sym∇) ∩D(π{0}) = H˚1(Ω) →֒ L2(Ω),
(ii) D( ˚RotRot
⊤
S ) ∩D(DivS) = H˚S(RotRot⊤,Ω) ∩HS(Div,Ω) →֒ L2S(Ω),
(iii) D(D˚ivS) ∩D(RotRot⊤S ) = H˚S(Div,Ω) ∩HS(RotRot⊤,Ω) →֒ L2S(Ω),
(iv) D(πRM) ∩D(sym∇) = H1(Ω) →֒ L2(Ω)
are compact. Moreover, the primal and dual domain complexes of elasticity (14) are compact
Hilbert complexes, all ranges are closed, and the linear and bounded operators P... and Q... are
associated regular potential and decomposition operators, respectively. In particular, all results of
the FA-ToolBox from, e.g., [19, 20, 21, 22, 24], follow immediately. If Ω is additionally topologically
trivial, then the elasticity complex is exact.
Based on Theorem 4.7, the FA-ToolBox (Section 2.2 and [19, 20, 21, 22, 24]) immediately
provides a long list of implications such as geometric Helmholtz type decompositions, regular
decompositions, Friedrichs/Ponicare´ type estimates, closed ranges, see Appendix D.5 for a list of
such results.
Finally, we want to highlight some of these important and useful implications.
Theorem 4.8 (mini FA-ToolBox for the elasticity complex). It holds:
(i) All ranges of the elasticity complex are closed.
(ii) The cohomology groups of generalised Dirichlet and Neumann tensors
HarmS,D(Ω) = N(
˚RotRot
⊤
S ) ∩N(DivS), HarmS,N(Ω) = N(D˚ivS) ∩N(RotRot⊤S )
are finite-dimensional.
(iii) The geometric Helmholtz type decompositions
L
2
S(Ω) = R(
˚sym∇)⊕L2
S
(Ω) HarmS,D(Ω)⊕L2
S
(Ω) R(RotRot
⊤
S ),
L
2
S(Ω) = R(
˚RotRot
⊤
S )⊕L2
S
(Ω) HarmS,N(Ω)⊕L2
S
(Ω) R(sym∇)
hold.
(iv) There exist (optimal) c0, c1, c2 > 0 such that the Friedrichs/Poincare´ type estimates
∀v ∈ H˚1(Ω) |v|L2(Ω) ≤ c0| sym∇v|L2
S
(Ω),
∀N ∈HS(Div,Ω) ∩R( ˚sym∇) |N |L2
S
(Ω) ≤ c0|DivN |L2(Ω),
∀M ∈ H˚S(RotRot⊤,Ω) ∩R(RotRot⊤S ) |M |L2
S
(Ω) ≤ c1|RotRot⊤M |L2
S
(Ω),
∀M ∈HS(RotRot⊤,Ω) ∩R( ˚RotRot
⊤
S ) |M |L2
S
(Ω) ≤ c1|RotRot⊤M |L2
S
(Ω),
∀N ∈ H˚S(Div,Ω) ∩R(sym∇) |N |L2
S
(Ω) ≤ c2|DivN |L2(Ω),
∀v ∈ H1⊥RM(Ω) |v|L2(Ω) ≤ c2| sym∇v|L2S (Ω)
hold.
Remark 4.9 (Dirichlet and Neumann tensors). As shown in [23], the dimensions of the Dirichlet
and Neumann tensor fields are given by
dimHarmS,D(Ω) = 6(m− 1), dimHarmS,N(Ω) = 6p,
cf. Remark 3.11. See also [13] for dimHarmS,N(Ω).
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Appendix A. Some Formulas
Lemma A.1. For smooth functions, vector fields, and tensor fields we have
(i) Rot(u I) = − spn∇u,
(ii) trRotM = 2div spn−1 skwM ,
(ii’) trRotM = 0, if M is symmetric,
(iii) Div spnv = − rotv,
(iii’) Div skwM = − rotv for v = spn−1 skwM ,
(iv) Rot spnv = (div v) I − (∇v)⊤,
(iv’) Rot skwM = (div v) I − (∇v)⊤ for v = spn−1 skwM ,
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(v) skwRotM = spnv with 2v = DivM⊤ −∇ trM ,
(v’) 2Div symRotM = −2Div skwRotM = rotDivM⊤,
(vi) skwRotRot⊤M = RotRot⊤ skwM ,
(vi’) symRotRot⊤M = RotRot⊤ symM .
These formulas hold for distributions as well.
Proof. For (i)–(v’) see [24, Lemma A.1]. We show (vi), (vi’). For M and v = spn−1 skwM it
follows from (iv) and (i) that
Rot(Rot skwM )⊤ = Rot
(
(div v)I
)
= − spn∇ div v.
On the other hand, (v) and (ii) imply
2 skwRot(RotM )⊤ = spn(Div RotM −∇ trRotM) = −2 spn∇ div v,
showing (vi). (vi’) easily follows by
symRotRot⊤M = RotRot⊤M − skwRotRot⊤M
= RotRot⊤M − RotRot⊤ skwM = RotRot⊤ symM ,
completing the proof. 
Appendix B. Some Additional Remarks on the FA-ToolBox and Adjoints
Recall Section 2.2. In contrast to the Hilbert space adjoint of the unbounded linear operator
A : D(A) ⊂ H1 → H2, the Banach space adjoint of the bounded linear operator A : D(A) → H2,
is given by the bounded linear operator
A′ : H′2 → D(A)′
defined by
∀ y′ ∈ H′2 ∀x ∈ D(A) A′ y′(x) = y′(Ax).
Note that the two different adjoints A∗ and A′ are simply related to each other via the Riesz
isomorphisms Rk : Hk → H′k and the continuous embedding ι : D(A) → H1. More precisely, for
y ∈ D(A∗) and x ∈ D(A) we have with ι′ : H′1 → D(A)′
ι′R1A∗ y(x) = R1A∗ y(ιx) = 〈ιx,A∗ y〉H1 = 〈x,A∗ y〉H1 = 〈A x, y〉H2 = R2y(A x) = A′R2y(x).
Hence ι′R1A∗ y = A′R2y ∈ D(A)′ and ι′R1 A∗ = A′R2 : D(A∗) → D(A)′. Therefore, for
y ∈ D(A∗) and since D(A) is dense in H1 we can consider R1 A∗ y = A˜′R2y ∈ H′1 in the sense of
a unique extension. This justifies the relation
A∗ y = R−11 A˜′R2y, y ∈ D(A∗).
In contrast, the actual Hilbert space adjoint of the bounded operator Â := A : D(A) → H2 is
given by Â
∗
:= R−1D(A)A′R2 : H2 → D(A) with Riesz isomorphism RD(A) : D(A)→ D(A)′. Thus
for all y ∈ H2 and x ∈ D(A)
〈Ax, y〉H2 = R2y(Ax) = A′R2y(x) = RD(A)Â
∗
y(x) = 〈x, Â∗y〉D(A) = 〈x, Â
∗
y〉H1+〈Ax,A Â
∗
y〉H2 .
which characterises Â
∗
. Note that x̂ := Â
∗
y ∈ D(A) is the unique variational solution of
(A∗A+1)x̂ = A∗ y in the weak sense.
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Appendix C. The De Rham Complex
C.1. Derivation. A derivation of the de Rham complex from scratch based on operator theo-
retical arguments reads as follows. Let us consider the linear, unbounded and densely defined
operators
Â0 :=
̂˚∇ : D( ̂˚∇) = C˚∞(Ω) ⊂ L2(Ω)→ L2(Ω); u→ ∇u,
Â1 :=
̂˚rot : D(̂˚rot) = C˚∞(Ω) ⊂ L2(Ω)→ L2(Ω); v → rotv,
Â2 :=
̂˚
div : D(
̂˚
div) = C˚∞(Ω) ⊂ L2(Ω)→ L2(Ω); v → div v.
The closures An := Ân and adjoints A
∗
n = Â
∗
n of Ân are given by
A0 = ∇˚ : D(∇˚) = H˚1(Ω) ⊂ L2(Ω)→ L2(Ω); u→ ∇u,
A1 = r˚ot : D(r˚ot) = H˚(rot,Ω) ⊂ L2(Ω)→ L2(Ω); v → rotv,
A2 = d˚iv : D(d˚iv) = H˚(div,Ω) ⊂ L2(Ω)→ L2(Ω); v → div v
and
A∗0 = − div : D(div) = H(div,Ω) ⊂ L2(Ω)→ L2(Ω); v → − div v,
A∗1 = rot : D(rot) = H(rot,Ω) ⊂ L2(Ω)→ L2(Ω); v → rotv,
A∗2 = −∇ : D(∇) = H1(Ω) ⊂ L2(Ω)→ L2(Ω); u→ −∇u
and it holds (A∗n)
∗ = An = An for n = 0, 1, 2. Moreover, the complex properties
R(Ân) ⊂ N(Ân+1) ⊂ N(An+1)
hold and imply by closure the complex properties
R(An) ⊂ N(An+1), n = 0, 1,
which are then equivalent to the dual complex properties
R(A∗n+1) ⊂ N(A∗n), n = 0, 1.
Therefore, we observe that the classical de Rham (domain) complex and its dual, i.e.,
{0} A−1 // D(A0) A0 // D(A1) A1 // D(A2) A2 // D(A3) A3 // R,
{0} D(A∗−1)
A∗−1
oo D(A∗0)
A∗0
oo D(A∗1)
A∗1
oo D(A∗2)
A∗2
oo R,
A∗3
oo
,
cf. (11), are indeed Hilbert complexes, extended to their full length by the trivial operators (em-
beddings and projections) A−1, A
∗
−1, A3, A
∗
3 from Section 2.4. The corresponding cohomology
groups
HarmD(Ω) := N(A1) ∩N(A∗0) = N(r˚ot) ∩N(div),
Harm
N
(Ω) := N(A2) ∩N(A∗1) = N(d˚iv) ∩N(rot)
are the well known Dirichlet and Neumann fields, respectively.
C.2. More Sobolev Spaces and Kernels. Let m ∈ N0. Similar to L2⊥(Ω), L2⊥(Ω), and L2⊥RM(Ω)
we set
H˚
m
⊥ (Ω) := H˚
m(Ω) ∩ R⊥L2(Ω) , H˚m⊥ (Ω) := H˚m(Ω) ∩ (R3)⊥L2(Ω) , H˚m⊥RM(Ω) := H˚m(Ω) ∩ RM
⊥
L2(Ω) .
Moreover, we introduce the less common Sobolev spaces
H˚
m(rot,Ω) :=
{
v ∈ D(r˚ot) ∩ H˚m(Ω) : rotv ∈ H˚m(Ω)}, H˚m(Rot,Ω) := . . . ,
H
m(rot,Ω) :=
{
v ∈ D(rot) ∩Hm(Ω) : rotv ∈ Hm(Ω)}, Hm(Rot,Ω) := . . . ,
H˚
m(div,Ω) :=
{
v ∈ D(d˚iv) ∩ H˚m(Ω) : div v ∈ H˚m(Ω)}, H˚m(Div,Ω) := . . . ,
H
m(div,Ω) :=
{
v ∈ D(div) ∩Hm(Ω) : div v ∈ Hm(Ω)}, Hm(Div,Ω) := . . . .
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Note that in the latter definitions of the spaces without boundary conditions the intersection with
the domains of definition D(rot) and D(div) is superfluous, e.g.,
H
m(rot,Ω) =
{
v ∈ Hm(Ω) : rotv ∈ Hm(Ω)}.
On the other hand, for m ≥ 1 in the latter definitions of the spaces with boundary conditions the
intersection with the domains of definition D(r˚ot) and D(d˚iv) can be skipped, e.g.,
H˚
m(rot,Ω) =
{
v ∈ H˚m(Ω) : rotv ∈ H˚m(Ω)}.
As usual H−m(Ω) denotes the dual of H˚m(Ω), and we introduce H−m(Ω) and H−m(Ω) as the
dual of H˚m(Ω) and H˚m(Ω), respectively. Moreover, we extend our definitions literally to
H
−m(rot,Ω) =
{
v ∈ H−m(Ω) : rotv ∈ H−m(Ω)}, H−m(Rot,Ω) := . . . ,
H
−m(div,Ω) =
{
v ∈ H−m(Ω) : div v ∈ H−m(Ω)}, H−m(Div,Ω) := . . . .
Let additionally n ∈ Z. We introduce kernel Sobolev spaces by
H˚
m
0 (rot,Ω) :=
{
v ∈ H˚m(rot,Ω) : rotv = 0}, H˚m0 (Rot,Ω) := . . . ,
H
n
0 (rot,Ω) :=
{
v ∈ Hn(rot,Ω) : rotv = 0}, Hn0 (Rot,Ω) := . . . ,
H˚
m
0 (div,Ω) :=
{
v ∈ H˚m(div,Ω) : div v = 0}, H˚m0 (Div,Ω) := . . . ,
H
n
0 (div,Ω) :=
{
v ∈ Hn(div,Ω) : div v = 0}, Hn0 (Div,Ω) := . . . .
Note that for m = n = 0 we have
H˚
0
0(rot,Ω) = N(r˚ot), H
0
0(rot,Ω) = N(rot),
H˚
0
0(Rot,Ω) = N(R˚ot), H
0
0(Rot,Ω) = N(Rot),
H˚
0
0(div,Ω) = N(d˚iv), H
0
0(div,Ω) = N(div),
H˚
0
0(Div,Ω) = N(D˚iv), H
0
0(Div,Ω) = N(Div).
We often skip the upper right index 0, e.g., H˚0(rot,Ω) = H˚
0
0(rot,Ω) = N(r˚ot).
C.3. Topologically Trivial Domains: Regular Potentials and Decompositions. The next
lemma is a more general version of Lemma 3.1, see again [24], more precisely [24, Lemma 2.24,
Lemma 2.25, Lemma 2.26], and the literature cited therein.
Lemma C.1 (primal regular potential operators). Let Ω be additionally topologically trivial and
let m ∈ N0. Then there exist linear and bounded operators
Pm
∇˚
: H˚m0 (rot,Ω)→ H˚m+1(Ω), ∇Pm∇˚ = idH˚m0 (rot,Ω),
Pm∇ : H
m
0 (rot,Ω)→ Hm+1(Ω), ∇Pm∇ = idHm0 (rot,Ω),
Pmr˚ot : H˚
m
0 (div,Ω)→ H˚m+1(Ω), rotPmr˚ot = idH˚m0 (div,Ω),
Pmrot : H
m
0 (div,Ω)→ Hm+1(Ω), rotPmrot = idHm0 (div,Ω),
Pm
d˚iv
: H˚m⊥ (Ω)→ H˚m+1(Ω), div Pmd˚iv = idH˚m⊥ (Ω),
Pmdiv : H
m(Ω)→ Hm+1(Ω), div Pmdiv = idHm(Ω) .
Lemma C.1 implies directly the following results.
Corollary C.2 (primal regular potentials). Let Ω be additionally topologically trivial and let
m ∈ N0. Then the operators in Lemma C.1 are regular potential operators and
H˚
m
0 (rot,Ω) = ∇ H˚m+1(Ω),
H
m
0 (rot,Ω) = ∇Hm+1(Ω),
H˚
m
0 (div,Ω) = rot H˚
m(rot,Ω) = rot H˚m+1(Ω),
H
m
0 (div,Ω) = rotH
m(rot,Ω) = rotHm+1(Ω),
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H˚
m
⊥ (Ω) = div H˚
m(div,Ω) = div H˚m+1(Ω),
H
m(Ω) = divHm(div,Ω) = divHm+1(Ω)
hold with continuous potential operators. In particular, for m = 0 we get (12).
Theorem C.3 (closed Hilbert complexes). Let m ∈ N0 and let Ω be additionally topologically
trivial. The primal de Rham domain complexes
(15)
{0} ι{0} // H˚m+1(Ω) ∇˚ // H˚m(rot,Ω) r˚ot // H˚m(div,Ω) d˚iv // Hm(Ω) πR // R,
{0} Hm(Ω)π{0}oo Hm(div,Ω)− divoo Hm(rot,Ω)rotoo Hm+1(Ω)−∇oo RιRoo
are exact Hilbert complexes, all ranges are closed, and the linear and bounded operators Pm... are
associated regular potential operators.
Remark C.4 (primal geometric potentials). By Remark 2.3 and the complex property, e.g.,
R(A1) = R(A1) = R(A1 |R(A*1)) and R(A
*
1) ⊂ N(A*0), we also have the geometric potential repre-
sentations
R(∇) = R(∇ |R(d˚iv)) = R(∇ |N(πR)) = ∇H1⊥(Ω),
R(r˚ot) = R(r˚ot |R(rot)) = R(r˚ot |N(div)) = rot
(
H˚(rot,Ω) ∩H0(div,Ω)
)
,
R(rot) = R(rot |R(r˚ot)) = R(rot |N(d˚iv)) = rot
(
H(rot,Ω) ∩ H˚0(div,Ω)
)
,
R(d˚iv) = R(d˚iv |R(∇)) = R(d˚iv |N(rot)) = div
(
H˚(div,Ω) ∩H0(rot,Ω)
)
,
R(div) = R(div |R(∇˚)) = R(div |N(r˚ot)) = div
(
H(div,Ω) ∩ H˚0(rot,Ω)
)
with continuous potential operators, cf. Corollary C.2 for m = 0. Note that by Theorem 3.5 and
Theorem 3.9 all ranges are closed, even for general bounded strong Lipschitz domains.
Remark C.5 (topology). Note that the latter results can be extended to the case of general
topologies, see [24, Remark 2.28]. In particular, the assertions for the divergence potentials Pd˚iv,
Pdiv hold for general bounded strong Lipschitz domains. Moreover, as for general topologies
N(r˚ot) = ∇ H˚1(Ω)⊕L2(Ω) HarmD(Ω), N(div) = rotH(rot,Ω)⊕L2(Ω) HarmD(Ω),
N(rot) = ∇H1(Ω)⊕L2(Ω) HarmN(Ω), N(d˚iv) = rot H˚(rot,Ω)⊕L2(Ω) HarmN(Ω)
hold, the assumption of a trivial topology can also be weakened for the other potential operators to
the triviality of the harmonic fields, i.e.,
HarmD(Ω) = {0} ⇔ Γ is connected,
Harm
N
(Ω) = {0} ⇔ Ω is simply connected.
We also need the classical dual regular potentials for the de Rham complex, see [24, Corollary
2.29, Corollary 2.30, Corollary 2.31] and the corresponding literature cited therein.
Lemma C.6 (dual regular potential operators). Let Ω be additionally topologically trivial and let
m ∈ N. Then there exist linear and bounded operators
P−m∇ : H
−m
0 (rot,Ω)→ H−m+1(Ω), ∇P−m∇ = idH−m0 (rot,Ω),
P−mrot : H
−m
0 (div,Ω)→ H−m+1(Ω), rotP−mrot = idH−m0 (rot,Ω),
P−mdiv : H
−m(Ω)→ H−m+1(Ω), div P−mdiv = idH−m(Ω) .
As before, Lemma C.6 implies directly the following results.
Corollary C.7 (dual regular potentials). Let Ω be additionally topologically trivial and let m ∈ N.
Then the operators in Lemma C.6 are regular potential operators and
H
−m
0 (rot,Ω) = ∇H−m+1(Ω),
H
−m
0 (div,Ω) = rotH
−m(rot,Ω) = rotH−m+1(Ω),
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H
−m(Ω) = divH−m(div,Ω) = divH−m+1(Ω)
hold with continuous potential operators. In particular, for m = 1
H
−1
0 (rot,Ω) = ∇ L2(Ω),
H
−1
0 (div,Ω) = rotH
−1(rot,Ω) = rotL2(Ω),
H
−1(Ω) = divH−1(div,Ω) = div L2(Ω)
hold with continuous potential operators.
Theorem C.8 (closed Hilbert complexes). Let m ∈ N and let Ω be additionally topologically
trivial. The dual de Rham domain complex
(16) R
ιR
// H
−m+1(Ω)
∇
// H
−m(rot,Ω)
rot
// H
−m(div,Ω)
div
// H
−m(Ω)
π{0}
// {0}
is an exact Hilbert complex, all ranges are closed, and the linear and bounded operators P−m... are
associated potential operators.
Remark C.9 (dual geometric potentials). By Remark 2.3 as well as the complex property, e.g.,
H1 = R(A
*
1) ⊕H1 N(A1) and R(A*1) ⊂ N(A*0) and thus A*0 H1 = A*0N(A1), we also have the
geometric potential representations
∇ L2(Ω) = A*2 H3 = A*2N(A3) = ∇N(πR) = ∇ L2⊥(Ω),
rotL2(Ω) = A*1 H2 = A
*
1N(A2) = rotN(d˚iv) = rot H˚0(div,Ω),
div L2(Ω) = A*0 H1 = A
*
0N(A1) = divN(r˚ot) = div H˚0(rot,Ω)
with continuous potential operators, cf. Corollary C.7 for m = 1.
As in Section 3 and by Lemma 2.5 and Lemma 2.7, Lemma C.1 and Lemma C.6 imply the
following results.
Corollary C.10 (primal and dual regular decompositions). Let Ω be additionally topologically
trivial and let m ∈ N0 and n ∈ Z. Then the regular decompositions
H˚
m(rot,Ω) = R(Pmr˚ot)∔∇R(Pm∇˚) = R(Pmr˚ot)∔∇ H˚m+1(Ω) = H˚m+1(Ω) +∇ H˚m+1(Ω),
H
n(rot,Ω) = R(Pnrot)∔∇R(Pn∇) = R(Pnrot)∔∇Hn+1(Ω) = Hn+1(Ω) +∇Hn+1(Ω),
H˚
m(div,Ω) = R(Pm
d˚iv
)∔ rotR(Pmr˚ot) = R(P
m
d˚iv
)∔ rot H˚m+1(Ω) = H˚m+1(Ω) + rot H˚m+1(Ω),
H
n(div,Ω) = R(Pndiv)∔ rotR(P
n
rot) = R(P
n
div)∔ rotH
n+1(Ω) = Hn+1(Ω) + rotHn+1(Ω)
hold with continuous regular potential operators. In particular, for m = n = 0 we get (13) and for
n = −1
H
−1(rot,Ω) = R(P−1rot)∔∇R(P−1∇ ) = R(P−1rot)∔∇ L2(Ω) = L2(Ω) +∇ L2(Ω),
H
−1(div,Ω) = R(P−1div)∔ rotR(P
−1
rot) = R(P
−1
div)∔ rotL
2(Ω) = L2(Ω) + rotL2(Ω).
C.4. General Strong Lipschitz Domains. Many results of Section 3 carry over (with almost
similar proofs) to the case of higher and lower order Sobolev spaces even for general bounded strong
Lipschitz domains, such as Lemma 3.3, Remark 3.4, Theorem 3.5 Corollary 3.6, and Theorem 3.5.
Lemma C.11 (primal regular decompositions). Let m ∈ N0. The regular decompositions in
Corollary C.10 hold in the sense that there exist bounded linear operators
Qmr˚ot,1 : H˚
m(rot,Ω)→ H˚m+1(Ω), Qmr˚ot,0 : H˚m(rot,Ω)→ H˚m+1(Ω),
Qmrot,1 : H
m(rot,Ω)→ Hm+1(Ω), Qmrot,0 : Hm(rot,Ω)→ Hm+1(Ω),
Qm
d˚iv,1
: H˚m(div,Ω)→ H˚m+1(Ω), Qm
d˚iv,0
: H˚m(div,Ω)→ H˚m+1(Ω),
Qmdiv,1 : H
m(div,Ω)→ Hm+1(Ω), Qmdiv,0 : Hm(div,Ω)→ Hm+1(Ω),
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such that
H˚
m(rot,Ω) = R(Qmr˚ot,1)∔∇R(Qmr˚ot,0) = R(Qmr˚ot,1)∔∇ H˚m+1(Ω) = H˚m+1(Ω) +∇ H˚m+1(Ω),
H
m(rot,Ω) = R(Qmrot,1)∔∇R(Qmrot,0) = R(Qmrot,1)∔∇Hm+1(Ω) = Hm+1(Ω) +∇Hm+1(Ω),
H˚
m(div,Ω) = R(Qm
d˚iv,1
)∔ rotR(Qm
d˚iv,0
) = R(Qm
d˚iv,1
)∔ rot H˚m+1(Ω) = H˚m+1(Ω) + rot H˚m+1(Ω),
H
m(div,Ω) = R(Qmdiv,1)∔ rotR(Q
m
div,0) = R(Q
m
div,1)∔ rotH
m+1(Ω) = Hm+1(Ω) + rotHm+1(Ω).
For m = 0 we get Lemma 3.3.
Proof. The proof is similar to the one of Lemma 3.3. 
Theorem C.12 (compact embeddings). Let m ∈ N0. The embeddings
H˚
m(rot,Ω) ∩Hm(div,Ω) →֒ H˚m(Ω), H˚m(div,Ω) ∩Hm(rot,Ω) →֒ H˚m(Ω)
are compact and all ranges in the primal de Rham complexes are closed. For m = 0 we get
Theorem 3.5.
Proof. We only show that the first embedding is compact using induction. The start for m = 0
is given by Theorem 3.5. Let m ≥ 1 and let (vk) ⊂ H˚m(rot,Ω) ∩ Hm(div,Ω) be bounded in
H˚
m(rot,Ω) ∩ Hm(div,Ω). By assumption we have w.l.o.g. that (vk) ⊂ H˚m(Ω) is a Cauchy
sequence in H˚m−1(Ω). Moreover, for all α with |α| = m we have ∂α vk ∈ H(rot,Ω) ∩ H(div,Ω)
and for all φ ∈ C˚∞(R3) we see
〈∂α vk, rotφ〉L2(Ω) = ±〈vk, rot∂α φ〉L2(Ω) = ±〈rotvk, ∂α φ〉L2(Ω) = 〈rot ∂α vk,φ〉L2(Ω)
as vk, rotvk ∈ H˚m(Ω). Thus ∂α vk ∈ H˚(rot,Ω)∩H(div,Ω) and hence w.l.o.g. (∂α vk) is a Cauchy
sequence in L2(Ω) by Theorem 3.5. We conclude that (vk) is a Cauchy sequence in H˚
m(Ω). 
Remark C.13 (compact embeddings). Theorem C.12 may also be proved by a variant of Theorem
2.8 (or Corollary 2.9). For this, let, e.g., (vk) ⊂ H˚m(rot,Ω) ∩Hm(div,Ω) be a bounded sequence.
Then, e.g., we decompose by Lemma C.11 H˚m(rot,Ω) ∋ vk = v˜k + ∇uk with v˜k ∈ H˚m+1(Ω)
and uk ∈ H˚m+1(Ω). By the boundedness of the potentials, (v˜k) and (uk) are bounded in H˚m+1(Ω)
and H˚m+1(Ω) and hence w.l.o.g. converge in H˚m(Ω) and H˚m(Ω), respectively. Then we have with
vk,l := vk − vl, v˜k,l := v˜k − v˜l, and uk,l := uk − ul
|vk,l|2
H˚m(Ω)
= 〈vk,l, v˜k,l +∇uk,l〉H˚m(Ω) = 〈vk,l, v˜k,l〉Hm(Ω) − 〈div vk,l, uk,l〉Hm(Ω)
≤ c(|v˜k,l|Hm(Ω) + |uk,l|Hm(Ω))→ 0,
finishing the proof. Alternatively, we can decompose Hm(div,Ω) using Lemma C.11.
Corollary C.14 (primal regular potentials). Let m ∈ N0. The regular potential representations
in Corollary C.2 hold in the sense
rot H˚m(rot,Ω) = rot H˚m+1(Ω), H˚m⊥ (Ω) = div H˚
m(div,Ω) = div H˚m+1(Ω),
rotHm(rot,Ω) = rotHm+1(Ω), Hm(Ω) = divHm(div,Ω) = divHm+1(Ω)
with linear and bounded regular potential operators, cf. Lemma C.1,
Pmr˚ot : rot H˚
m(rot,Ω)→ H˚m+1(Ω), rotPmr˚ot = idrot H˚m(rot,Ω),
Pmrot : rotH
m(rot,Ω)→ Hm+1(Ω), rotPmrot = idrotHm(rot,Ω),
Pm
d˚iv
: H˚m⊥ (Ω)→ H˚m+1(Ω), div Pmd˚iv = idH˚m⊥ (Ω),
Pmdiv : H
m(Ω)→ Hm+1(Ω), div Pmdiv = idHm(Ω) .
In particular, for m = 0 we get Corollary 3.6.
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Theorem C.15 (compact Hilbert complexes). The primal de Rham domain complexes (15) are
compact Hilbert complexes, all ranges are closed, and the linear and bounded operators Pm... and
Qm... are associated regular potential and decomposition operators, respectively. In particular, all
results of the FA-ToolBox from, e.g., [19, 20, 21, 22, 24], follow immediately. If Ω is additionally
topologically trivial, then the de Rham complex is exact.
Remark C.16. Note that for the latter regular decompositions and potentials we use the same
constructions as for the classical (m = 0) de Rham complex. Hence we get corresponding formulas
similar to Remark 3.4 and Remark 3.7.
All results of this section extend literally to the case of the vector de Rham complex.
Appendix D. The Elasticity Complex
D.1. Derivation. As in Appendix C the elasticity complex can be derived by operator theoretical
arguments as well. Let us look at row-wise gradients (Jacobians) of vector fields as densely defined
unbounded linear operators
̂˚∇ : C˚∞(Ω) ⊂ L2(Ω)→ L2(Ω); v 7→ ∇v, ̂˚sym∇ : C˚∞(Ω) ⊂ L2(Ω)→ L2S(Ω); v 7→ sym∇v,
∇̂ : C∞(Ω) ⊂ L2(Ω)→ L2(Ω); v 7→ ∇v, ŝym∇ : C∞(Ω) ⊂ L2(Ω)→ L2S(Ω); v 7→ sym∇v.
Then their respective closures
∇˚ := ̂˚∇, ∇ := ∇̂, ˚sym∇ := ̂˚sym∇, sym∇ := ŝym∇
are densely defined and closed (unbounded) linear operators with domains of definition
D(∇˚) = H˚(∇,Ω) = H˚1(Ω), D( ˚sym∇) = H˚(sym∇,Ω),
D(∇) = H(∇,Ω) = H1(Ω), D(sym∇) = H(sym∇,Ω),
where the latter two density results follow by standard arguments using the segment property of
Ω.
Lemma D.1 (Korn inequalities). It holds:
(i) | ∇v|L2(Ω) ≤
√
2| sym∇v|L2(Ω) for all v ∈ H˚1(Ω).
(i’) D( ˚sym∇) = H˚(sym∇,Ω) = H˚1(Ω) = D(∇˚) and N( ˚sym∇) = N(∇˚) = {0}.
(i”) There exists c > 0 such that |v|H1(Ω) ≤ c| sym∇v|L2(Ω) for all v ∈ H˚1(Ω).
(ii) There exists c > 0 such that |v|H1(Ω) ≤ c
(| sym∇v|L2(Ω) + |v|L2(Ω)) for all v ∈ H1(Ω).
(ii’) D(sym∇) = H(sym∇,Ω) = H1(Ω) = D(∇) and N(sym∇) = RM.
(ii”) There exists c > 0 such that |v|H1(Ω) ≤ c| sym∇v|L2(Ω) for all v ∈ H1⊥RM(Ω).
Proof. Let v ∈ C˚∞(Ω). Then
| ∇v|2
L2(Ω) = | rotv|2L2(Ω) + | div v|2L2(Ω), 2| skw∇v|2L2(Ω) = | rotv|2L2(Ω) ≤ |∇v|2L2(Ω)
and hence
| ∇v|2
L2(Ω) = | sym∇v|2L2(Ω) + | skw∇v|2L2(Ω) ≤ | sym∇v|2L2(Ω) +
1
2
| ∇v|2
L2(Ω),
showing (i) by the density of C˚∞(Ω) in H˚1(Ω) and thus also (i’) and (i”). By Necas’ estimate, i.e.,
∃ c > 0 ∀u ∈ L2(Ω) 1
c
|u|L2(Ω) ≤ |∇u|H−1(Ω) + |u|H−1(Ω) ≤ c|u|L2(Ω),
we see (using the classical distributional formula that derivatives of the gradient of a vector field
can be expressed by derivatives of its symmetric gradient)
| ∇v|L2(Ω) ≤ c
( 3∑
ℓ=1
| ∂ℓ∇v|H−1(Ω) + | ∇v|H−1(Ω)
)
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≤ c( 3∑
ℓ=1
| ∂ℓ sym∇v|H−1(Ω) + | ∇v|H−1(Ω)
) ≤ c(| sym∇v|L2(Ω) + |v|L2(Ω),
which proves (ii) and then also (ii’). Finally, (ii”) follows by a standard indirect argument. 
Similar to the gradients, we introduce (again with row-wise application of rot and div) the
densely defined and unbounded tensor field operators
̂˚
RotRot
⊤
S : C˚
∞
S (Ω) ⊂ L2S(Ω)→ L2S(Ω); M 7→ Rot(RotM)⊤,
̂˚DivS : C˚∞S (Ω) ⊂ L2S(Ω)→ L2(Ω); N 7→ DivN
as well as their respective closures
˚RotRot
⊤
S :=
̂˚
RotRot
⊤
S , D˚ivS :=
̂˚DivS,
which then are densely defined and closed (unbounded) linear operators with domains of definition
D( ˚RotRot
⊤
S ) = H˚S(RotRot
⊤,Ω), D(D˚ivS) = H˚S(Div,Ω).
For a smooth tensor fieldM ∈ C˚∞S (Ω) we have RotRot⊤M = Rot(RotM )⊤ ∈ L2S(Ω), see Lemma
A.1 (vi’), and this property is conserved for the closures, which makes the operators well defined.
Moreover, by elementary calculations
R(̂˚sym∇) ⊂ N( ̂˚RotRot⊤S ) ⊂ N( ˚RotRot
⊤
S ), R(
̂˚
RotRot
⊤
S ) ⊂ N(̂˚DivS) ⊂ N(D˚ivS),
which shows by closure (as the kernels are closed)
R( ˚sym∇) ⊂ N( ˚RotRot⊤S ), R( ˚RotRot
⊤
S ) ⊂ N(D˚ivS).
Therefore, we observe indeed an Hilbert complex, i.e., the first or primal part of the elasticity
complex, this is
H˚
1(Ω)
˚sym∇
// H˚S(RotRot
⊤,Ω)
˚RotRot
⊤
S
// H˚S(Div,Ω)
D˚ivS
// L
2(Ω),
where we have used Lemma D.1. Next we compute the adjoints of
A0 := ˚sym∇ : D( ˚sym∇) = H˚1(Ω) ⊂ L2(Ω)→ L2S(Ω); v 7→ sym∇v,
A1 := ˚RotRot
⊤
S : D(
˚RotRot
⊤
S ) = H˚S(RotRot
⊤,Ω) ⊂ L2S(Ω)→ L2S(Ω); M 7→ RotRot⊤M ,
A2 := D˚ivS : D(D˚ivS) = H˚S(Div,Ω) ⊂ L2S(Ω)→ L2(Ω); N 7→ DivN .
Lemma D.2 (adjoints). The adjoints of A0, A1, and A2 are given by
A*0 = −DivS : D(DivS) = HS(Div,Ω) ⊂ L2S(Ω)→ L2(Ω); N 7→ −DivN ,
A*1 = RotRot
⊤
S : D(RotRot
⊤
S ) = HS(RotRot
⊤,Ω) ⊂ L2S(Ω)→ L2S(Ω); M 7→ RotRot⊤M ,
A*2 = − sym∇ : D(sym∇) = H1(Ω) ⊂ L2(Ω)→ L2S(Ω); v 7→ − sym∇v
and it holds (A∗n)
∗ = An = An for n = 0, 1, 2. Moreover, the complex properties
R(sym∇) ⊂ N(RotRot⊤S ), R(RotRot⊤S ) ⊂ N(DivS)
hold, i.e.,
H
1(Ω)
sym∇
// HS(RotRot
⊤,Ω)
RotRot⊤
S
// HS(Div,Ω)
DivS
// L
2(Ω)
is an Hilbert complex as well, i.e., the second or dual part of the elasticity complex.
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Proof. We just have to compute the adjoints. Then (A∗n)
∗ = An and the complex properties for
the adjoints are general facts of Hilbert complexes, see, e.g., [24, Section 2.1].
• Let N ∈ D(A*0) ⊂ L2S(Ω) with A*0N ∈ L2(Ω). Then for all φ ∈ D(̂˚sym∇) = C˚∞(Ω) we have
(using the symmetry of N )
〈φ,A*0N 〉L2(Ω) = 〈A0 φ,N〉L2
S
(Ω) = 〈sym∇φ,N〉L2
S
(Ω) = 〈∇φ,N〉L2(Ω),
i.e., N ∈ H(Div,Ω) and A*0N = −DivN . Thus N ∈ H(Div,Ω) ∩ L2S(Ω) = HS(Div,Ω), i.e.,
N ∈ D(DivS) and A*0N = −DivSN .
• Let v ∈ D(A*2) ⊂ L2(Ω) with A*2 v ∈ L2S(Ω). Then for all tensor test fields Φ ∈ C˚∞(Ω) we
have symΦ ∈ C˚∞S (Ω) = D(̂˚DivS) and thus (using the symmetry of A*2 v)
〈Φ,A*2 v〉L2(Ω) = 〈symΦ,A*2 v〉L2
S
(Ω) = 〈A2 symΦ,v〉L2(Ω) = 〈Div symΦ,v〉L2(Ω),
i.e., v ∈ H(sym∇,Ω) = H1(Ω) = D(sym∇) by Lemma D.1 and A*2 v = − sym∇v.
• Finally, let M ∈ D(A*1) ⊂ L2S(Ω) with A*1M ∈ L2S(Ω). Then for all tensor test fields
Φ ∈ C˚∞(Ω) we have symΦ ∈ C˚∞S (Ω) = D(
̂˚
RotRot
⊤
S ) and hence (using the symmetry of A
*
1M
and M )
〈Φ,A*1M 〉L2(Ω) = 〈symΦ,A*1M 〉L2
S
(Ω) = 〈A1 symΦ,M〉L2
S
(Ω) = 〈RotRot⊤ symΦ,M〉L2
S
(Ω)
= 〈RotRot⊤Φ,M〉L2
S
(Ω) = 〈RotRot⊤Φ,M 〉L2(Ω),
where we have used that RotRot⊤ skwΦ is skew-symmetric, see Lemma A.1 (vi). Therefore,
M ∈ H(RotRot⊤,Ω) and A*1M = RotRot⊤M . As M is symmetric, so is RotRot⊤M , see
Lemma A.1 (vi), and also M ∈ H(RotRot⊤,Ω) ∩ L2S(Ω) = HS(RotRot⊤,Ω) = D(RotRot⊤S )
holds with A*1M = RotRot
⊤
S M . 
The latter considerations show that we have a primal and a dual (adjoint) elasticity Hilbert
(domain) complex, more precisely
{0}A-1=ι{0}// H˚1(Ω)A0=
˚sym∇
// H˚S(RotRot
⊤,Ω)
A1= ˚RotRot
⊤
S
// H˚S(Div,Ω)
A2=D˚ivS
// L
2(Ω)
A3=πRM
// RM,
{0} L2(Ω)A
*
-1=π{0}
oo HS(Div,Ω)
A*0=−DivS
oo HS(RotRot
⊤,Ω)
A*1=RotRot
⊤
S
oo H
1(Ω)
A*2=− sym∇
oo RM,
A*3=ιRM
oo
extended to their full length by the trivial operators (embeddings and projections) A−1, A
∗
−1, A3,
A∗3 from Section 2.4. The corresponding cohomology groups
HarmS,D(Ω) := N(A1) ∩N(A*0) = N( ˚RotRot
⊤
S ) ∩N(DivS),
HarmS,N(Ω) := N(A2) ∩N(A*1) = N(D˚ivS) ∩N(RotRot⊤S )
are the generalised Dirichlet and Neumann tensors of the elasticity complex, respectively.
D.2. More Sobolev Spaces and Kernels. Let m ∈ N0. Again, we introduce less common
Sobolev spaces
H˚
m
S (RotRot
⊤,Ω) :=
{
M ∈ D( ˚RotRot⊤S ) ∩ H˚mS (Ω) : RotRot⊤M ∈ H˚m(Ω)
}
,
H
m
S (RotRot
⊤,Ω) :=
{
M ∈ D(RotRot⊤S ) ∩HmS (Ω) : RotRot⊤M ∈Hm(Ω)
}
,
H˚
m
S (Div,Ω) :=
{
N ∈ D(D˚ivS) ∩ H˚mS (Ω) : DivN ∈ H˚m(Ω)
}
,
H
m
S (Div,Ω) :=
{
N ∈ D(DivS) ∩HmS (Ω) : DivN ∈ Hm(Ω)
}
.
As before, we have RotRot⊤M ∈ H˚mS (Ω) and RotRot⊤M ∈HmS (Ω) forM ∈ H˚mS (RotRot⊤,Ω)
andM ∈HmS (RotRot⊤,Ω), respectively. Note that in the latter definitions of the spaces without
boundary conditions the intersection with the domains of definition D(RotRot⊤S ) and D(DivS) is
superfluous, i.e.,
H
m
S (RotRot
⊤,Ω) =
{
M ∈HmS (Ω) : RotRot⊤M ∈Hm(Ω)
}
,
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H
m
S (Div,Ω) =
{
N ∈HmS (Ω) : DivN ∈ Hm(Ω)
}
.
On the other hand, for m large enough in the latter definitions of the spaces with boundary con-
ditions the intersection with the domains of definition D( ˚RotRot
⊤
S ) and D(D˚ivS) can be skipped,
i.e.,
H˚
m
S (RotRot
⊤,Ω) =
{
M ∈ H˚mS (Ω) : RotRot⊤M ∈ H˚m(Ω)
}
, m ≥ 2,
H˚
m
S (Div,Ω) =
{
N ∈ H˚mS (Ω) : DivN ∈ H˚m(Ω)
}
, m ≥ 1.
For m ≥ 1 we will also need the slightly less regular Sobolev spaces
H˚
m,m−1
S (RotRot
⊤,Ω) :=
{
M ∈ D( ˚RotRot⊤S ) ∩ H˚mS (Ω) : RotRot⊤M ∈ H˚m−1(Ω)
}
,
H
m,m−1
S (RotRot
⊤,Ω) :=
{
M ∈HmS (Ω) : RotRot⊤M ∈Hm−1(Ω)
}
,
where again the intersection with D( ˚RotRot
⊤
S ) is only needed for m = 1.
We introduce H−mS (Ω) as the dual of H˚
m
S (Ω). Moreover, we extend our definitions literally to
H
−m
S (RotRot
⊤,Ω) =
{
M ∈H−mS (Ω) : RotRot⊤M ∈H−m(Ω)
}
,
H
−m
S (Div,Ω) =
{
N ∈H−mS (Ω) : DivN ∈ H−m(Ω)
}
.
Again, less regular dual Sobolev spaces are defined by
H
−m,−m−1
S (RotRot
⊤,Ω) :=
{
M ∈H−mS (Ω) : RotRot⊤M ∈H−m−1(Ω)
}
.
For our purposes the case m = 0 will be most important, i.e.,
H
0,−1
S (RotRot
⊤,Ω) =
{
M ∈ L2S(Ω) : RotRot⊤M ∈H−1S (Ω)
}
.
Note that RotRot⊤M ∈H±m−1S (Ω) holds for M ∈H±m,±m−1S (RotRot⊤,Ω) and that
H
m+1,m
S (RotRot
⊤,Ω) ( D(RotRot⊤S ) (H
−m,−m−1
S (RotRot
⊤,Ω).
Let additionally n ∈ Z. We introduce kernel Sobolev spaces by
H˚
m
S,0(RotRot
⊤,Ω) :=
{
M ∈ H˚mS (RotRot⊤,Ω) : RotRot⊤M = 0
}
,
H
n
S,0(RotRot
⊤,Ω) :=
{
M ∈HnS (RotRot⊤,Ω) : RotRot⊤M = 0
}
,
H˚
m
S,0(Div,Ω) :=
{
N ∈ H˚mS (Div,Ω) : DivN = 0
}
,
H
n
S,0(Div,Ω) :=
{
N ∈HnS (Div,Ω) : DivN = 0
}
.
Note that for m = n = 0 we have
H˚
0
S,0(RotRot
⊤,Ω) = N( ˚RotRot
⊤
S ), H
0
S,0(RotRot
⊤,Ω) = N(RotRot⊤S ),
H˚
0
S,0(Div,Ω) = N(D˚ivS), H
0
S,0(Div,Ω) = N(DivS),
and, e.g.,
H
m+1
S,0 (RotRot
⊤,Ω) (H0S,0(RotRot
⊤,Ω) = N(RotRot⊤S ) (H
−m−1
S,0 (RotRot
⊤,Ω).
We often skip the upper right index 0, e.g., H˚S,0(RotRot
⊤,Ω) = H˚0S,0(RotRot
⊤,Ω).
D.3. Topologically Trivial Domains: Regular Potentials and Decompositions. Using
the linear and bounded regular potential operators P±m... for the de Rham complex from Lemma
C.1 and Lemma C.6 and their relatives for the vector de Rham complex, we start now with our
first regular potentials for the elasticity complex.
Theorem D.3 (primal and dual regular potential operators). Let Ω be additionally topologically
trivial and let m ∈ N0 and n ∈ Z. Then there exist linear and bounded operators
Pm˚sym∇ : H˚
m
S,0(RotRot
⊤,Ω)→ H˚m+1(Ω), sym∇Pm˚sym∇ = idH˚m
S,0(Rot Rot
⊤,Ω),
Pnsym∇ : H
n
S,0(RotRot
⊤,Ω)→ Hn+1(Ω), sym∇Pnsym∇ = idHn
S,0(Rot Rot
⊤,Ω),
Pm ˚RotRot⊤
S
: H˚mS,0(Div,Ω)→ H˚m+2S (Ω), RotRot⊤ Pm ˚RotRot⊤
S
= id
H˚m
S,0(Div,Ω)
,
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PnRotRot⊤
S
: HnS,0(Div,Ω)→Hn+2S (Ω), RotRot⊤ PnRotRot⊤
S
= idHn
S,0(Div,Ω)
,
Pm
D˚ivS
: H˚m⊥RM(Ω)→ H˚m+1S (Ω), Div PmD˚ivS = idH˚m⊥
RM
(Ω),
PnDivS : H
n(Ω)→Hn+1S (Ω), Div PmDivS = idHn(Ω)
with
Pm˚sym∇M = P
m
∇˚
(
M + spnPm−1
∇˚
Rot⊤M
)
for m ≥ 2,
Pnsym∇M = P
n
∇
(
M + spnPn−1∇ Rot
⊤M
)
,
Pm ˚RotRot⊤
S
N = symPm+1
R˚ot
(
(Pm
R˚ot
N)⊤ − (tr Pm
R˚ot
N)I
)
,
PnRotRot⊤
S
N = symPn+1Rot
(
(PnRotN)
⊤ − (tr PnRotN)I
)
,
Pm
D˚ivS
v = sym
(
Pm
D˚iv
v − 2Rot⊤(Pm+1
D˚iv
spn−1 skwPm
D˚iv
v)
)
,
PnDivS v = sym
(
PnDiv v − 2Rot⊤(Pn+1Div spn−1 skwPnDiv v)
)
.
Proof. First, let us consider only m = n ∈ N0.
• Let N ∈ H˚mS,0(Div,Ω) resp. N ∈HmS,0(Div,Ω). Then, with row-wise applications of Lemma
C.1, there exists E = Pm
R˚ot
N ∈ H˚m+1(Ω) resp. E = PmRotN ∈Hm+1(Ω) such that RotE = N .
AsN is symmetric we get with Lemma A.1 (v) for E˜ := E⊤−(trE)I ∈ H˚m+1(Ω) resp. Hm+1(Ω)
Div E˜ = DivE⊤ −∇ trE = 2 spn−1 skwRotE = 2 spn−1 skwN = 0.
Again row-wise applications of Lemma C.1 show the existence of M˜ = Pm+1
R˚ot
E˜ ∈ H˚m+2(Ω) resp.
M˜ = Pm+1Rot E˜ ∈Hm+2(Ω) such that RotM˜ = E˜. Hence
N = RotE = Rot
(
E˜
⊤
+ (trE)I
)
= RotRot⊤ M˜ +Rot
(
(trE)I
)
.
Lemma A.1 (i) yields Rot
(
(trE)I
)
= − spn∇ trE, which is skew-symmetric. Therefore,
N = symN = symRotRot⊤ M˜ = RotRot⊤ symM˜
see Lemma A.1 (vi). The tensor field M := symM˜ ∈ H˚m+2S (Ω) resp. M := symM˜ ∈Hm+2S (Ω)
solves RotRot⊤M =N and is given by
M = symPm+1 E˜ = symPm+1
(
(PmN)⊤ − (tr PmN )I) =: P̂mN ,
where Pk ∈ {Pk
R˚ot
,PkRot} and P̂
m ∈ {Pm ˚RotRot⊤
S
,PmRotRot⊤
S
}.
• Let v ∈ H˚m⊥RM(Ω) resp. v ∈ Hm(Ω). In particular, v ∈ L2⊥(Ω). Row-wise applications of
Lemma C.1 show the existence of E = Pm
D˚ivS
v ∈ H˚m+1(Ω) resp. E = Pm
D˚iv
vHm+1(Ω) such that
DivE = v. Moreover, for v ∈ L2⊥RM(Ω), E ∈ H˚m+1(Ω), and b ∈ R3 we have that A := spn b is
skew-symmetric and hence
0 = 〈v,Ax〉L2(Ω) = 〈DivE,Ax〉L2(Ω) = −〈E,∇(Ax)〉L2(Ω)
= −〈E,A〉L2(Ω) = −〈skwE, spnb〉L2(Ω) = −2〈spn−1 skwE, b〉L2(Ω),
using the relation (spnd) : (spn b) = 2d · b for d = spn−1 skwE, i.e., spn−1 skwE ∈ H˚m+1⊥ (Ω)
resp. spn−1 skwE ∈ Hm+1(Ω). By Lemma C.1 there is some E˜ = Pm+1
D˚iv
spn−1 skwE ∈ H˚m+2(Ω)
resp. E˜ = Pm+1Div spn
−1 skwE ∈ Hm+2(Ω) such that Div E˜ = spn−1 skwE. By Lemma A.1 (iii),
(v) we see
Div skwE = − rot spn−1 skwE = − rotDiv E˜ = −2Div symRot E˜⊤.
Hence
v = DivE = Div symE +Div skwE = DivN
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with N := sym
(
E − 2Rot E˜⊤) ∈ H˚m+1S (Ω) resp. Hm+1S (Ω) given by
N = sym
(
E − 2Rot(Pm+1 spn−1 skwE)⊤)
= sym
(
Pm v − 2Rot⊤(Pm+1 spn−1 skwPm v)) =: P̂mv,
where Pk ∈ {Pk
D˚iv
,PkDiv} and P̂ ∈ {PmD˚ivS ,P
m
DivS}.
• Let M ∈HmS,0(RotRot⊤,Ω). Then Rot⊤M ∈ Hm−1(Ω) with Rot(Rot⊤M) = 0. Row-wise
applications of Lemma C.1 resp. Lemma C.6 (for m = 0) yield u = Pm−1∇ Rot
⊤M ∈ Hm(Ω)
such that ∇u = Rot⊤M . By Lemma A.1 (ii) we see divu = tr∇u = trRot⊤M = 0 as
M is symmetric and thus by using Lemma A.1 (iv) we get ∇u = −Rot⊤ spnu. Therefore,
Rot⊤(M + spnu) = 0 and again Lemma C.1 gives some v = Pm∇(M + spnu) ∈ Hm+1(Ω) with
∇v =M + spnu. As M is symmetric we obtain M = sym∇v and
v = Pm∇(M + spnu) = P
m
∇(M + spnP
m−1
∇ Rot
⊤M ) =: Pmsym∇M .
Now, let M ∈ H˚mS,0(RotRot⊤,Ω). We can extend M by zero to M˜ ∈ H˚mS,0(RotRot⊤, B) (by
definition), where B denotes an open ball containing Ω. This can be seen by approximating
M by a sequence (Mn) ⊂ C˚∞S (Ω) of test tensors with Mn → M in HS(RotRot⊤,Ω) resp.
Hm(Ω) and observing M˜n → M˜ in HS(RotRot⊤, B) resp. Hm(B). In particular, we have
M˜ ∈HmS,0(RotRot⊤, B) and from the latter arguments (of the proof without boundary conditions)
we obtain v˜ := Pmsym∇,B M˜ ∈ Hm+1(B) with sym∇ v˜ = M˜ in B. As M˜ vanishes in the
complement of Ω, v˜ is a rigid motion rv˜ ∈ RM in B \ Ω. Thus we have v := v˜ − rv˜ ∈ Hm+1(B)
and v|B\Ω = 0, which implies v ∈ H˚m+1(Ω) and sym∇v = sym∇ v˜ =M in Ω. Moreover,
v = (Pmsym∇,B M˜)|Ω − rv˜ =: Pm˚sym∇M .
For m ≥ 2 we can literally following the corresponding proof without boundary conditions as well.
In particular, we get Rot⊤M ∈ H˚m−10 (Rot,Ω), u ∈ H˚m(Ω), and M − spnu ∈ H˚m(Ω). Thus
H˚
m+1(Ω) ∋ v = Pm
∇˚
(M + spnu) = Pm
∇˚
(M + spnPm−1
∇˚
Rot⊤M) =: Pm˚sym∇M .
• Finally, let −n ∈ N. Then for M ∈ HnS,0(RotRot⊤,Ω), N ∈ HnS,0(Div,Ω), and v ∈ Hn(Ω)
we literally follow the latter proofs (without boundary condition) using Lemma C.6 instead of
Lemma C.1. This concludes the proof. 
As a simple consequence of Theorem D.3 we obtain:
Corollary D.4 (primal and dual regular potentials). Let Ω be additionally topologically trivial
and let m ∈ N0 and n ∈ Z. Then the operators in Theorem D.3 are regular potential operators
and
H˚
m
S,0(RotRot
⊤,Ω) = sym∇ H˚m+1(Ω),
H
n
S,0(RotRot
⊤,Ω) = sym∇Hn+1(Ω),
H˚
m
S,0(Div,Ω) = RotRot
⊤
H˚
m
S (RotRot
⊤,Ω)
= RotRot⊤ H˚m+1,mS (RotRot
⊤,Ω) = RotRot⊤ H˚m+2S (Ω),
H
n
S,0(Div,Ω) = RotRot
⊤
H
n
S (RotRot
⊤,Ω)
= RotRot⊤Hn+1,nS (RotRot
⊤,Ω) = RotRot⊤Hn+2S (Ω),
H˚
m
⊥RM
(Ω) = Div H˚mS (Div,Ω) = Div H˚
m+1
S (Ω),
H
n(Ω) = DivHnS (Div,Ω) = DivH
n+1
S (Ω)
hold with continuous potential operators. In particular, for m = n = 0 we get Corollary 4.4 and
for n = −1,−2
H
−1
S,0(RotRot
⊤,Ω) = sym∇L2(Ω),
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H
−1
S,0(Div,Ω) = RotRot
⊤
H
−1
S (RotRot
⊤,Ω)
= RotRot⊤H0,−1S (RotRot
⊤,Ω) = RotRot⊤H1S(Ω),
H
−2
S,0(Div,Ω) = RotRot
⊤
H
−2
S (RotRot
⊤,Ω)
= RotRot⊤H−1,−2S (RotRot
⊤,Ω) = RotRot⊤L2S(Ω),
H
−1(Ω) = DivH−1S (Div,Ω) = DivL
2
S(Ω).
Proof. We have by Theorem D.3, e.g.,
H˚
m
S,0(Div,Ω) = RotRot
⊤ Pm ˚RotRot⊤
S
H˚
m
S,0(Div,Ω) ⊂ RotRot⊤ H˚m+2S (Ω)
⊂ RotRot⊤ H˚m+1,mS (Ω) ⊂ RotRot⊤ H˚mS (RotRot⊤,Ω) ⊂ H˚mS,0(Div,Ω),
which implies the third identity. The other identities follow completely analogously. 
Theorem D.5 (closed Hilbert complexes). Let m ∈ N0 and n ∈ Z and let Ω be additionally
topologically trivial. The primal and dual domain complexes of elasticity, cf. (14),
{0} ι{0} // H˚m+1(Ω)
˚sym∇
// H˚mS (RotRot
⊤,Ω)
˚RotRot
⊤
S
// H˚mS (Div,Ω)
D˚ivS
// H˚
m(Ω)
πRM
// RM,
{0} Hn(Ω)π{0}oo HnS (Div,Ω)
−DivS
oo HnS (RotRot
⊤,Ω)
RotRot⊤
S
oo H
n+1(Ω)
− sym∇
oo RM
ιRM
oo
and
{0} ι{0}// H˚m+2(Ω)
˚sym∇
// H˚
m+1,m
S (RotRot
⊤,Ω)
˚RotRot
⊤
S
// H˚mS (Div,Ω)
D˚ivS
// H˚
m(Ω)
πRM
// RM,
{0} Hn(Ω)π{0}oo HnS (Div,Ω)
−DivS
oo H
n+1,n
S (RotRot
⊤,Ω)
RotRot⊤
S
oo H
n+2(Ω)
− sym∇
oo RM
ιRM
oo
are exact Hilbert complexes, all ranges are closed, and the operators from Theorem D.3 are asso-
ciated regular potential operators. Moreover, the results of the FA-ToolBox from, e.g., [19, 20, 21,
22, 24], follow immediately.
Remark D.6 (primal and dual geometric potentials). Similar to Remark C.4 and Remark C.9
we also have the geometric potential representations
R(sym∇) = R(sym∇ |R(D˚ivS)) = R(sym∇ |N(πRM)) = sym∇H1⊥RM(Ω),
R( ˚RotRot
⊤
S ) = R( ˚RotRot
⊤
S |R(Rot Rot⊤
S
)) = R( ˚RotRot
⊤
S |N(DivS))
= RotRot⊤
(
H˚S(RotRot
⊤,Ω) ∩HS,0(Div,Ω)
)
,
R(RotRot⊤S ) = R(RotRot
⊤
S |R( ˚Rot Rot⊤
S
)
) = R(RotRot⊤S |N(D˚ivS))
= RotRot⊤
(
HS(RotRot
⊤,Ω) ∩ H˚S,0(Div,Ω)
)
,
R(D˚ivS) = R(D˚ivS |R(sym∇)) = R(D˚ivS |N(RotRot⊤
S
))
= Div
(
H˚S(Div,Ω) ∩HS,0(RotRot⊤,Ω)
)
,
R(DivS) = R(DivS |R( ˚sym∇)) = R(DivS |N( ˚RotRot⊤
S
)
)
= Div
(
HS(Div,Ω) ∩ H˚S,0(RotRot⊤,Ω)
)
,
sym∇L2(Ω) = A*2 H3 = A*2N(A3) = sym∇N(πRM) = sym∇L2⊥RM(Ω),
RotRot⊤L2S(Ω) = A
*
1 H2 = A
*
1N(A2) = RotRot
⊤N(D˚ivS) = RotRot
⊤
H˚S,0(Div,Ω),
DivL2S(Ω) = A
*
0 H1 = A
*
0N(A1) = DivN(
˚RotRot
⊤
S ) = Div H˚S,0(RotRot
⊤,Ω)
with continuous potential operators, cf. Corollary D.4 for m = n = 0 and n = −1,−2.
Remark D.7 (topology). A closer inspection of Theorem D.3 and Corollary D.4 together with
their proofs shows that the assumptions on the topologies can be weakened, compare to Remark
C.5. In particular, in Theorem D.3 the following holds true for the potential operators:
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(i) Pm
d˚iv
, Pndiv, P
m
D˚iv
, PnDiv and hence P
m
D˚ivS
, PnDivS do not depend on the topology and all results
involving these divergence operators hold for general bounded strong Lipschitz domains.
(ii) Pm
∇˚
, Pnrot, P
n
Rot and hence P
m
˚sym∇
, PnRotRot⊤
S
exist on the respective kernels if and only if
HarmD(Ω) = {0} ⇔ Γ is connected.
(iii) Pn∇, P
m
r˚ot, P
m
R˚ot
and hence Pnsym∇, P
m
˚RotRot
⊤
S
exist on the respective kernels if and only if
Harm
N
(Ω) = {0} ⇔ Ω is simply connected.
As the assertions for the potentials imply the triviality of the cohomology groups we have:
(iv) HarmS,D(Ω) = {0} ⇔ HarmD(Ω) = {0} ⇔ Γ is connected
(v) HarmS,N(Ω) = {0} ⇔ HarmN(Ω) = {0} ⇔ Ω is simply connected
From Lemma 2.5, Lemma 2.7, Theorem D.3, and Corollary D.4 we immediately obtain the
following regular decompositions.
Corollary D.8 (primal and dual regular decompositions). Let Ω be additionally topologically
trivial and let m ∈ N0 and n ∈ Z. Then the regular decompositions
H˚
m
S (RotRot
⊤,Ω) = R(Pm ˚RotRot⊤
S
)∔ sym∇R(Pm˚sym∇)
= R(Pm ˚RotRot⊤
S
)∔ sym∇ H˚m+1(Ω) = H˚m+2S (Ω) + sym∇ H˚m+1(Ω),
H
n
S (RotRot
⊤,Ω) = R(PnRotRot⊤
S
)∔ sym∇R(Pnsym∇)
= R(PnRotRot⊤
S
)∔ sym∇Hn+1(Ω) = Hn+2S (Ω) + sym∇Hn+1(Ω),
H˚
m
S (Div,Ω) = R(P
m
D˚ivS
)∔ RotRot⊤R(Pm ˚RotRot⊤
S
)
= R(Pm
D˚ivS
)∔ RotRot⊤ H˚m+2S (Ω) = H˚
m+1
S (Ω) + RotRot
⊤
H˚
m+2
S (Ω),
H
n
S (Div,Ω) = R(P
n
DivS)∔ RotRot
⊤R(PnRotRot⊤
S
)
= R(PnDivS)∔ RotRot
⊤
H
n+2
S (Ω) = H
n+1
S (Ω) + RotRot
⊤
H
n+2
S (Ω)
hold with continuous potential operators. In particular, for m = n = 0 we get the regular decom-
positions of Corollary 4.4 for H˚S(Div,Ω) and HS(Div,Ω) and additionally
H˚S(RotRot
⊤,Ω) = R(P ˚RotRot⊤
S
)∔ sym∇R(P ˚sym∇)
= R(P ˚RotRot⊤
S
)∔ sym∇ H˚1(Ω) = H˚2S(Ω) + sym∇ H˚1(Ω),
HS(RotRot
⊤,Ω) = R(PRotRot⊤
S
)∔ sym∇R(Psym∇)
= R(PRotRot⊤
S
)∔ sym∇H1(Ω) = H2S(Ω) + sym∇H1(Ω).
We also obtain the following non-standard regular decompositions.
Corollary D.9 (primal and dual regular decompositions). Let Ω be additionally topologically
trivial and let m ∈ N and n ∈ Z. Then the regular decompositions
H˚
m,m−1
S (RotRot
⊤,Ω) = R(Pm−1
˚RotRot
⊤
S
)∔ sym∇R(Pm˚sym∇)
= R(Pm−1
˚RotRot
⊤
S
)∔ sym∇ H˚m+1(Ω) = H˚m+1S (Ω) + sym∇ H˚m+1(Ω),
H
n,n−1
S (RotRot
⊤,Ω) = R(Pn−1
RotRot⊤
S
)∔ sym∇R(Pnsym∇)
= R(Pn−1
RotRot⊤
S
)∔ sym∇Hn+1(Ω) = Hn+1S (Ω) + sym∇Hn+1(Ω)
hold with continuous potential operators. In particular, for n = 0 it holds
H
0,−1
S (RotRot
⊤,Ω) = R(P−1
Rot Rot⊤
S
)∔ sym∇R(Psym∇)
= R(P−1
Rot Rot⊤
S
)∔ sym∇H1(Ω) = H1S(Ω) + sym∇H1(Ω).
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D.4. General Strong Lipschitz Domains: Regular Potentials and Decompositions. To
prove regular potentials and regular decompositions as well as more sophisticated compact embed-
dings for general bounded strong Lipschitz domains of arbitrary topology we start with a cutting
lemma, showing a technical difficulty due to the “second order” nature of the operator RotRot⊤.
Lemma D.10 (cutting lemma). Let ϕ ∈ C˚∞(R3) and let m ∈ N0 and n ∈ Z.
(i) If N ∈HnS (Div,Ω), then ϕN ∈HnS (Div,Ω) and
Div(ϕN ) = ϕDivN +N ∇ϕ.(17)
(i’) If N ∈ H˚mS (Div,Ω), then ϕN ∈ H˚mS (Div,Ω) and (17) holds.
(ii) If M ∈Hn,n−1S (RotRot⊤,Ω), then ϕM ∈Hn,n−1S (RotRot⊤,Ω) and
RotRot⊤(ϕM ) = ϕRotRot⊤M + 2 sym
(
(spn∇ϕ)RotM)+ Ψ̂(Ψ2(ϕ),Ψ0(M ))(18)
holds with a second order differential operator Ψ2 and algebraic operators Ψ0, Ψ̂. In
particular, this holds for M ∈HnS (RotRot⊤,Ω).
(ii’) Let m ≥ 1 and let M ∈ H˚m,m−1S (RotRot⊤,Ω). Then ϕM ∈ H˚m,m−1S (RotRot⊤,Ω)
together with (18). In particular, this holds for M ∈ H˚mS (RotRot⊤,Ω).
Proof. (i) and (i’) follow immediately from row-wise applications of the corresponding results
for vector fields. Let us consider (ii). For vectors p, q ∈ R3 and a matrix Q ∈ R3×3 it holds
p×q = (spnp)q and p×Q = −Q spnp with row-wise operation of the exterior product. Moreover,
for P ,Q ∈ C˚∞(R3) we have
Rot(PQ) = P RotQ+ Φ̂
(
Φ1(P ),Φ0(Q)
)
with a first order differential operator Φ1 and algebraic operators Φ0, Φ̂. Now, let M ∈ C˚∞(R3).
By the standard row-wise formula for vector fields we compute
Rot(ϕM ) = ϕRotM −M spn∇ϕ, Rot⊤(ϕM ) = ϕRot⊤M + (spn∇ϕ)M⊤
and
RotRot⊤(ϕM )
= ϕRotRot⊤M − Rot⊤M spn∇ϕ+ (spn∇ϕ)RotM⊤ + Φ̂(Φ1(spn∇ϕ),Φ0(M⊤))
= ϕRotRot⊤M +
(
(spn∇ϕ)RotM)⊤ + (spn∇ϕ)RotM⊤ + Ψ̂(Ψ2(ϕ),Ψ0(M)).
If M is symmetric, we observe
RotRot⊤(ϕM ) = ϕRotRot⊤M + 2 sym
(
(spn∇ϕ)RotM)+ Ψ̂(Ψ2(ϕ),Ψ0(M )).
Finally, the latter formulas extend to distributions as well. 
Theorem D.11 (primal regular decompositions). Let m ∈ N0. The regular decompositions in
Corollary D.8 and Corollary D.9 hold in the sense that there exist bounded linear operators
Qm−1
˚RotRot
⊤
S
,1
: H˚m,m−1S (RotRot
⊤,Ω)→ H˚m+1S (Ω), m ≥ 1,
Qm−1
˚RotRot
⊤
S
,0
: H˚m,m−1S (RotRot
⊤,Ω)→ H˚m+1(Ω), m ≥ 1,
Qm−1
RotRot⊤
S
,1
: Hm,m−1S (RotRot
⊤,Ω)→Hm+1S (Ω),
Qm−1
RotRot⊤
S
,0
: Hm,m−1S (RotRot
⊤,Ω)→ Hm+1(Ω),
Qm
D˚ivS,1
: H˚mS (Div,Ω)→ H˚m+1S (Ω), QmD˚ivS,0 : H˚
m
S (Div,Ω)→ H˚m+2S (Ω),
QmDivS,1 : H
m
S (Div,Ω)→Hm+1S (Ω), QmDivS,0 : HmS (Div,Ω)→Hm+2S (Ω),
such that for m ≥ 1
H˚
m,m−1
S (RotRot
⊤,Ω) = R(Qm−1
˚RotRot
⊤
S
,1
)∔ sym∇R(Qm−1
˚RotRot
⊤
S
,0
)
= R(Qm−1
˚RotRot
⊤
S
,1
)∔ sym∇ H˚m+1(Ω) = H˚m+1S (Ω) + sym∇ H˚m+1(Ω),
32 DIRK PAULY AND WALTER ZULEHNER
and for all m ≥ 0
H
m,m−1
S (RotRot
⊤,Ω) = R(Qm−1
Rot Rot⊤
S
,1
)∔ sym∇R(Qm−1
Rot Rot⊤
S
,0
)
= R(Qm−1
Rot Rot⊤
S
,1
)∔ sym∇Hm+1(Ω) = Hm+1S (Ω) + sym∇Hm+1(Ω),
H˚
m
S (Div,Ω) = R(Q
m
D˚ivS,1
)∔ RotRot⊤R(Qm
D˚ivS,0
)
= R(Qm
D˚ivS,1
)∔ RotRot⊤ H˚m+2S (Ω) = H˚
m+1
S (Ω) + RotRot
⊤
H˚
m+2
S (Ω),
H
m
S (Div,Ω) = R(Q
m
DivS,1
)∔ RotRot⊤R(QmDivS,0)
= R(QmDivS,1)∔ RotRot
⊤
H
m+2
S (Ω) = H
m+1
S (Ω) + RotRot
⊤
H
m+2
S (Ω).
For m = 0 we get Lemma 4.5 for H˚S(Div,Ω) and HS(Div,Ω).
Proof. Let (ϕℓ, Uℓ) be the partition of unity together with φℓ ∈ C˚∞(Uℓ) from Section 2.1.
• Let N ∈ H˚mS (Div,Ω). By Lemma D.10, approximation, and Corollary D.8 we have
ϕℓN ∈ H˚mS (Div,Ωℓ) = H˚m+1S (Ωℓ) + RotRot⊤ H˚m+2S (Ωℓ).
Thus ϕℓN = N ℓ + RotRot
⊤M ℓ with N ℓ ∈ H˚m+1S (Ωℓ) and M ℓ ∈ H˚m+2S (Ωℓ). Extending N ℓ
and M ℓ by zero gives N˜ ℓ ∈ H˚m+1S (Ω) and M˜ ℓ ∈ H˚m+2S (Ω) with
N =
L∑
ℓ=1
ϕℓN =
L∑
ℓ=1
N˜ ℓ +RotRot
⊤
L∑
ℓ=1
M˜ ℓ ∈ H˚m+1S (Ω) + RotRot⊤ H˚m+2S (Ω),
and all applied operations have been continuous, showing the existence of Qm
D˚ivS,1
and Qm
D˚ivS,0
.
• Let N ∈HmS (Div,Ω). As before we get
ϕℓN ∈HmS (Div,Ωℓ) = Hm+1S (Ωℓ) + RotRot⊤Hm+2S (Ωℓ)
and ϕℓN = N ℓ + RotRot
⊤M ℓ with N ℓ ∈ Hm+1S (Ωℓ) and M ℓ ∈ Hm+2S (Ωℓ). In Ωℓ we observe
with Lemma D.10
ϕℓN = ϕℓφℓN = φℓN ℓ + φℓ RotRot
⊤M ℓ
= φℓN ℓ − Ψ̂
(
Ψ2(φℓ),Ψ0(M ℓ)
)
︸ ︷︷ ︸
=:N1,ℓ
− 2 sym ((spn∇φℓ)RotM ℓ)︸ ︷︷ ︸
=:N2,ℓ
+RotRot⊤(φℓM ℓ)
∈Hm+1S (Ωℓ) + RotRot⊤Hm+2S (Ωℓ).
Extending N 1,ℓ +N2,ℓ and φℓM ℓ by zero gives N˜ ℓ ∈Hm+1S (Ω) and M˜ ℓ ∈Hm+2S (Ω) with
N =
L∑
ℓ=1
ϕℓN =
L∑
ℓ=1
N˜ ℓ +RotRot
⊤
L∑
ℓ=1
M˜ ℓ ∈Hm+1S (Ω) + RotRot⊤Hm+2S (Ω),
and all applied operations have been continuous, showing the existence of QmDivS,1 and Q
m
DivS,0
.
• LetM ∈ H˚m,m−1S (RotRot⊤,Ω) and m ≥ 1. Lemma D.10, approximation, and Corollary D.9
show
ϕℓM ∈ H˚m,m−1S (RotRot⊤,Ωℓ) = H˚m+1S (Ωℓ) + sym∇ H˚m+1(Ωℓ).
Thus ϕℓM =M ℓ + sym∇vℓ with M ℓ ∈ H˚m+1S (Ωℓ) and vℓ ∈ H˚m+1(Ωℓ). Extending M ℓ and vℓ
by zero gives M˜ ℓ ∈ H˚m+1S (Ω) and v˜ℓ ∈ H˚m+1(Ω) with
M =
L∑
ℓ=1
ϕℓM =
L∑
ℓ=1
M˜ ℓ + sym∇
L∑
ℓ=1
v˜ℓ ∈ H˚m+1S (Ω) + sym∇ H˚m+1(Ω),
and all applied operations have been continuous, i.e., Qm−1
˚RotRot
⊤
S
,1
and Qm−1
˚RotRot
⊤
S
,0
exist.
• Let M ∈Hm,m−1S (RotRot⊤,Ω). By Lemma D.10, approximation, and Corollary D.9 we get
ϕℓM ∈Hm,m−1S (RotRot⊤,Ωℓ) = Hm+1S (Ωℓ) + sym∇Hm+1(Ωℓ)
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and ϕℓM =M ℓ + sym∇vℓ with M ℓ ∈Hm+1S (Ωℓ) and vℓ ∈ Hm+1(Ωℓ). In Ωℓ we observe
ϕℓM = ϕℓφℓM = φℓM ℓ + φℓ sym∇vℓ
= φℓM ℓ − sym(∇φℓ v⊤ℓ )︸ ︷︷ ︸
=:M1,ℓ
+sym∇(φℓvℓ) ∈Hm+1S (Ωℓ) + sym∇Hm+1(Ωℓ).
Extending M1,ℓ and φℓvℓ by zero gives M˜ ℓ ∈Hm+1S (Ω) and v˜ℓ ∈ Hm+1(Ω) with
M =
L∑
ℓ=1
ϕℓM =
L∑
ℓ=1
M˜ ℓ + sym∇
L∑
ℓ=1
v˜ℓ ∈Hm+1S (Ω) + sym∇Hm+1(Ω),
and all applied operations have been continuous, i.e., Qm−1
Rot Rot⊤
S
,1
and Qm−1
RotRot⊤
S
,0
exist. 
Theorem D.12 (primal regular potentials). Let m ∈ N0. The regular potential representations
in Corollary D.4 hold in the sense
RotRot⊤ H˚m,m−1S (RotRot
⊤,Ω) = RotRot⊤ H˚m+1S (Ω), m ≥ 1,
RotRot⊤Hm,m−1S (RotRot
⊤,Ω) = RotRot⊤Hm+1S (Ω),
H˚
m
⊥RM
(Ω) = Div H˚mS (Div,Ω) = Div H˚
m+1
S (Ω),
H
m(Ω) = DivHmS (Div,Ω) = DivH
m+1
S (Ω)
with linear and bounded regular potential operators, cf. Theorem D.3,
Pm−1
˚RotRot
⊤
S
: RotRot⊤ H˚m,m−1S (RotRot
⊤,Ω)→ H˚m+1S (Ω), m ≥ 1,
Pm−1
Rot Rot⊤
S
: RotRot⊤Hm,m−1S (RotRot
⊤,Ω)→Hm+1S (Ω),
Pm
D˚ivS
: H˚m⊥RM(Ω)→ H˚m+1S (Ω),
PmDivS : H˚
m(Ω)→Hm+1S (Ω).
Remark D.13. As in Corollary D.8 and Corollary D.9, the results of Theorem D.11 can be
improved to direct decompositions using respective potential operators, where some subtle technical
difficulties appear due to the “second-order” operator RotRot⊤, see [24, Theorem 3.24, Remark
3.27] for a comparable situation related to the ∇∇- and divDiv-complex, where also “second-order”
operators appear. Note that regular decompositions of H˚mS (RotRot
⊤,Ω) and HmS (RotRot
⊤,Ω) are
simply given by
H˚
m
S (RotRot
⊤,Ω) ⊂ H˚m,m−1S (RotRot⊤,Ω), HmS (RotRot⊤,Ω) ⊂Hm,m−1S (RotRot⊤,Ω),
respectively.
Remark D.14. All potentials in the regular decompositions and representations can be chosen to
depend linearly and continuously on the respective right hand sides. Note that for the latter regular
decompositions and potentials we use the same constructions as for the classical (m = 0) de Rham
complex and for the lowest order elasticity complex. Hence we get corresponding formulas similar
to Remark 3.4, Remark 3.7, and Remark 4.6.
D.5. Elasticity ToolBox for General Bounded Strong Lipschitz Domains.
Theorem D.15 (compact embeddings for the elasticity complex). Let m ∈ N0. The embeddings
(i) H˚m+1(Ω) →֒ H˚m(Ω),
(ii) H˚mS (RotRot
⊤,Ω) ∩HmS (Div,Ω) →֒ H˚mS (Ω),
(iii) H˚mS (Div,Ω) ∩HmS (RotRot⊤,Ω) →֒ H˚mS (Ω),
(iv) Hm+1(Ω) →֒ Hm(Ω)
are compact and all ranges in the primal elasticity complexes are closed. For m = 0 we get
Theorem 4.7.
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Proof. (i) and (iv) are just Rellich’s section theorems. We show (ii) by induction. The start is given
form = 0 by Theorem 4.7. Letm ≥ 1 and let (Mk) ⊂ H˚mS (RotRot⊤,Ω)∩HmS (Div,Ω) be bounded
in H˚mS (RotRot
⊤,Ω) ∩ HmS (Div,Ω). By assumption (w.l.o.g.) (Mk) ⊂ H˚mS (Ω) is a Cauchy
sequence in H˚m−1S (Ω). Moreover, for all |α| = m we have ∂αMk ∈HS(RotRot⊤,Ω)∩HS(Div,Ω).
As Mk,RotRot
⊤Mk ∈ H˚mS (Ω) and Mk ∈ D( ˚RotRot
⊤
S ) we observe for all Φ ∈ C˚∞(R3)
〈∂αMk,RotRot⊤Φ〉L2
S
(Ω) = ±〈Mk,RotRot⊤ ∂αΦ〉L2
S
(Ω)
= ±〈RotRot⊤Mk, ∂αΦ〉L2
S
(Ω) = 〈RotRot⊤ ∂αMk,Φ〉L2
S
(Ω).
Thus ∂αMk ∈ H˚S(RotRot⊤,Ω) ∩HS(Div,Ω) and hence w.l.o.g. (∂αMk) is a Cauchy sequence
in L2S(Ω) by Theorem 4.7. We conclude that (Mk) is a Cauchy sequence in H˚
m
S (Ω). Analogously
we prove (iii). 
Remark D.16 (compact embeddings for the elasticity complex). Theorem D.15 may also be
proved by a variant of Theorem 2.8 (or Corollary 2.9), cf. Remark C.13. For this, let, e.g.,
(Mk) ⊂ H˚mS (Div,Ω) ∩HmS (RotRot⊤,Ω) be a bounded sequence. In particular, (Mk) is bounded
in Hm,m−1S (RotRot
⊤,Ω). According to Theorem D.11 we decompose Mk = M˜k + sym∇vk
with M˜k ∈ Hm+1S (Ω) and vk ∈ Hm+1(Ω). By the boundedness of the potentials, (M˜k) and
(vk) are bounded in H
m+1
S (Ω) and H
m+1(Ω) and hence w.l.o.g. converge in HmS (Ω) and H
m(Ω),
respectively. Let α with |α| ≤ m. Then ∂αMk ∈ HS(Div,Ω) ∩HS(RotRot⊤,Ω). Moreover, as
Mk ∈ H˚mS (Ω) ∩D(D˚ivS) and DivMk ∈ H˚m(Ω) we observe for all φ ∈ C˚∞(R3)
〈∂αMk, sym∇φ〉L2
S
(Ω) = ±〈Mk, sym∇ ∂αΦ〉L2
S
(Ω)
= ∓〈DivMk, ∂α φ〉L2(Ω) = −〈Div ∂αMk,Φ〉L2(Ω).
Thus ∂αMk ∈ H˚S(Div,Ω) ∩HS(RotRot⊤,Ω). With Mk,l := Mk −M l, M˜k,l := M˜k − M˜ l,
and vk,l := vk − vl we get
|Mk,l|2
H˚m
S
(Ω)
= 〈Mk,l,M˜k,l + sym∇vk,l〉H˚m
S
(Ω) = 〈Mk,l,M˜k,l〉HmS (Ω) − 〈DivMk,l,vk,l〉Hm(Ω)
≤ c(|M˜k,l|Hm
S
(Ω) + |vk,l|Hm(Ω)
)→ 0,
finishing the proof. Alternatively, we can decompose H˚mS (Div,Ω) using Theorem D.11, which is
even simpler.
Theorem D.17 (more compact embeddings for the elasticity complex). Let m ∈ N0. Remark
D.16 shows that even the embeddings
H˚
m
S (Div,Ω) ∩Hm,m−1S (RotRot⊤,Ω) →֒ H˚mS (Ω)
are compact. In particular, for m = 0
H˚S(Div,Ω) ∩H0,−1S (RotRot⊤,Ω) →֒ L2S(Ω)
is compact. Similarly, for m ≥ 1 also the embeddings
H˚
m,m−1
S (RotRot
⊤,Ω) ∩HmS (Div,Ω) →֒ H˚mS (Ω)
are compact.
Theorem D.15 and Theorem D.17 show:
Theorem D.18 (compact elasticity Hilbert complexes). Let m ∈ N0. The primal elasticity
domain complexes from Theorem D.5, i.e.,
{0} ι{0} // H˚m+1(Ω)
˚sym∇
// H˚mS (RotRot
⊤,Ω)
˚RotRot
⊤
S
// H˚mS (Div,Ω)
D˚ivS
// H˚
m(Ω)
πRM
// RM,
{0} Hm(Ω)π{0}oo HmS (Div,Ω)
−DivS
oo HmS (RotRot
⊤,Ω)
RotRot⊤
S
oo H
m+1(Ω)
− sym∇
oo RM
ιRM
oo
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and
{0} ι{0}// H˚m+2(Ω)
˚sym∇
// H˚
m+1,m
S (RotRot
⊤,Ω)
˚RotRot
⊤
S
// H˚mS (Div,Ω)
D˚ivS
// H˚
m(Ω)
πRM
// RM,
{0} Hm(Ω)π{0}oo HmS (Div,Ω)
−DivS
oo H
m+1,m
S (RotRot
⊤,Ω)
RotRot⊤
S
oo H
m+2(Ω)
− sym∇
oo ,RM
ιRM
oo
are compact Hilbert complexes, all ranges are closed, and the linear and bounded operators Pm...
and Qm... from Theorem D.11 and Theorem D.12 are associated regular potential and decomposition
operators, respectively. In particular, all results of the FA-ToolBox from, e.g., [19, 20, 21, 22, 24],
follow immediately. If Ω is additionally topologically trivial, then the elasticity complexes are exact.
Finally, we list some results of the FA-ToolBox. We begin by recalling the densely defined and
closed linear operators (and their adjoints) of the elasticity Hilbert complex in more detail, i.e.,
A-1 = ι{0} : D(A-1) ⊂ H−1 = L2(Ω)→ H0 = L2(Ω), D(A-1) = D(ι{0}) = {0},
A0 = ˚sym∇ : D(A0) ⊂ H0 = L2(Ω)→ H1 = L2S(Ω), D(A0) = D( ˚sym∇) = H˚1(Ω),
A1 = ˚RotRot
⊤
S : D(A1) ⊂ H1 = L2S(Ω)→ H2 = L2S(Ω), D(A1) = D( ˚RotRot
⊤
S )
= H˚S(RotRot
⊤,Ω),
A2 = D˚ivS : D(A2) ⊂ H2 = L2S(Ω)→ H3 = L2(Ω), D(A2) = D(D˚ivS) = H˚S(Div,Ω),
A3 = πRM : D(A3) ⊂ H3 = L2(Ω)→ H4 = L2(Ω), D(A3) = D(πRM) = L2(Ω),
and
A*-1 = π{0} : D(A
*
-1) ⊂ H0 = L2(Ω)→ H−1 = L2(Ω), D(A*-1) = D(π{0}) = L2(Ω),
A*0 = −DivS : D(A*0) ⊂ H1 = L2S(Ω)→ H0 = L2(Ω), D(A*0) = D(DivS) = HS(Div,Ω),
A*1 = RotRot
⊤
S : D(A
*
1) ⊂ H2 = L2S(Ω)→ H1 = L2S(Ω), D(A*1) = D(RotRot⊤S )
= HS(RotRot
⊤,Ω),
A*2 = − sym∇ : D(A*2) ⊂ H3 = L2(Ω)→ H2 = L2S(Ω), D(A*2) = D(sym∇) = H1(Ω),
A*3 = ιRM : D(A
*
3) ⊂ H4 = L2(Ω)→ H3 = L2(Ω), D(A*3) = D(ιRM) = RM.
Note that we have five dual pairs (An,A
∗
n), i.e., (A
∗
n)
∗ = An hold for n = −1, 0, 1, 2, 3. Moreover,
recalling
Hn = N(An)⊕Hn R(A∗n), Hn+1 = N(A∗n)⊕Hn+1 R(An),
the corresponding reduced operators
An := An |N(An)⊥ : D(An) ⊂ R(A∗n)→ R(An), D(An) := D(An) ∩N(An)⊥ = D(An) ∩R(A∗n),
A∗n := A∗n |N(A∗n)⊥ : D(A∗n) ⊂ R(An)→ R(A∗n), D(A∗n) := D(A∗n) ∩N(A∗n)⊥ = D(A∗n) ∩R(An)
define dual pairs (An,A∗n) and we have the complex properties
R(An) = R(An) ⊂ N(An+1), R(A∗n) = R(A∗n) ⊂ N(A∗n−1).
In the following, let us denote the cohomology groups by
Nn := N(An) ∩N(A∗n−1).
Note that all ranges are closed as mentioned above. We have
N(A-1) = N(ι{0}) = {0}, R(A-1) = R(ι{0}) = N(A0),
N(A0) = N( ˚sym∇) = {0}, R(A0) = R( ˚sym∇) ⊂ N(A1),
N(A1) = N( ˚RotRot
⊤
S ), R(A1) = R(
˚RotRot
⊤
S ) ⊂ N(A2),
N(A2) = N(D˚ivS), R(A2) = R(D˚ivS) = N(A3),
N(A3) = N(πRM) = L
2
⊥RM
(Ω), R(A3) = R(πRM) = RM,
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N(A*-1) = N(π{0}) = L
2(Ω), R(A*-1) = R(π{0}) = {0},
N(A*0) = N(DivS), R(A
*
0) = R(DivS) = N(A
*
-1),
N(A*1) = N(RotRot
⊤
S ), R(A
*
1) = R(RotRot
⊤
S ) ⊂ N(A*0),
N(A*2) = N(sym∇) = RM, R(A*2) = R(sym∇) ⊂ N(A*1),
N(A*3) = N(ιRM) = {0}, R(A*3) = R(ιRM) = N(A*2).
Therefore, we observe for the reduced operators An and A∗n, which we will also denote by A˜n = An
and A˜
∗
n = A∗n,
A-1 = ι˜{0} : D(A-1) ⊂ {0} → {0}, D(A-1) = D(ι˜{0}) = {0} = D(A-1),
A0 =
˜˚sym∇ : D(A0) ⊂ L2(Ω)→ R( ˚sym∇), D(A0) = D(
˜˚sym∇) = H˚1(Ω)
= D(A0) = D( ˚sym∇),
A1 =
˜˚
RotRot
⊤
S : D(A1) ⊂ R(RotRot
⊤
S )→ R(
˚Rot Rot
⊤
S ), D(A1) = D(
˜˚
RotRot
⊤
S )
= D( ˚RotRot
⊤
S ) ∩ R(RotRot
⊤
S ),
A2 =
˜˚DivS : D(A2) ⊂ R(sym∇)→ L
2
⊥RM
(Ω), D(A2) = D(
˜˚DivS) = D(D˚ivS) ∩R(sym∇),
A3 = π˜RM : D(A3) ⊂ RM→ RM, D(A3) = D(π˜RM) = RM,
and
A*-1 = π˜{0} : D(A
*
-1) ⊂ {0} → {0}, D(A
*
-1) = D(π˜{0}) = {0},
A*0 = −D˜ivS : D(A
*
0) ⊂ R( ˚sym∇)→ L
2(Ω), D(A*0) = D(D˜ivS) = D(DivS) ∩R( ˚sym∇),
A*1 =
˜RotRot⊤S : D(A
*
1) ⊂ R(
˚RotRot
⊤
S )→ R(Rot Rot
⊤
S ), D(A
*
1) = D(
˜RotRot⊤S )
= D(RotRot⊤S ) ∩ R(
˚RotRot
⊤
S ),
A*2 = −s˜ym∇ : D(A
*
2) ⊂ L
2
⊥RM
(Ω)→ R(sym∇), D(A*2) = D(s˜ym∇) = H
1
⊥RM
(Ω),
A*3 = ι˜RM : D(A
*
3) ⊂ RM→ RM, D(A
*
3) = D(ι˜RM) = RM = D(A
*
3).
Theorem D.19 (FA-ToolBox for the elasticity complex, compare to [24, Section 2.1]). Recall
that the embeddings in Theorem 4.7, Theorem D.15, and Theorem D.17 are compact. Moreover,
it holds:
(i) The ranges
R( ˚sym∇) = R(A0) = R(A0) = R(˜˚sym∇),
R( ˚RotRot
⊤
S ) = R(A1) = R(A1) = R(
˜˚
RotRot
⊤
S ),
L
2
⊥RM(Ω) = R(D˚ivS) = R(A2) = R(A2) = R(
˜˚
DivS),
L
2(Ω) = R(DivS) = R(A
*
0) = R(A*0) = R(D˜ivS),
R(RotRot⊤S ) = R(A1) = R(A*1) = R( ˜RotRot⊤S ),
R(sym∇) = R(A*2) = R(A*2) = R(s˜ym∇)
are closed. The more regular potentials on the right hand sides are uniquely determined
and depend linearly and continuously on the data, see (vi).
(ii) The cohomology groups of generalised Dirichlet and Neumann tensors
N1 = HarmS,D(Ω) = N( ˚RotRot
⊤
S ) ∩N(DivS),
N2 = HarmS,N(Ω) = N(D˚ivS) ∩N(RotRot⊤S )
are finite-dimensional. Moreover, N0 = N3 = {0} and dimN1, dimN2 are given by
Remark 4.9 in more detail.
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(iii) The Hilbert domain complex of elasticity, i.e.,
{0}
A-1=ι{0}
// H˚
1(Ω)
A0= ˚sym∇
// H˚S(RotRot
⊤,Ω)
A1= ˚RotRot
⊤
S
// H˚S(Div,Ω)
A2=D˚ivS
// L
2(Ω)
A3=piRM
// RM,
{0} L2(Ω)
A*-1=pi{0}
oo H
S
(Div,Ω)
A*0=−DivS
oo H
S
(RotRot⊤,Ω)
A*1=RotRot
⊤
S
oo H1(Ω)
A*2=− sym∇
oo RM,
A*3=ιRM
oo
is a compact Hilbert complex. In particular, the elasticity complex is closed and all co-
homology groups are finite-dimensional. Moreover, the elasticity complex is exact, if and
only if HarmS,D(Ω) = HarmS,N(Ω) = {0}. The latter holds if the topology is trivial. More
precisely, HarmS,D(Ω) = {0} if and only if Γ is connected, and HarmS,N(Ω) = {0} if and
only if Ω is simply connected, see Remark 4.9 and Remark D.7.
(iv) The Helmholtz type decompositions
Hn = R(An−1)⊕Hn N(A∗n−1)
= N(An)⊕Hn R(A∗n)
= R(An−1)⊕Hn Nn ⊕Hn R(A∗n),
D(An) = R(An−1)⊕Hn
(
D(An) ∩N(A∗n−1)
)
= N(An)⊕Hn D(An)
= R(An−1)⊕Hn Nn ⊕Hn D(An),
D(A∗n−1) = D(A∗n−1)⊕Hn N(A∗n−1)
=
(
N(An) ∩D(A∗n−1)
)⊕Hn R(A∗n)
= D(A∗n−1)⊕Hn Nn ⊕Hn R(A∗n),
D(An) ∩D(A∗n−1) = D(A∗n−1)⊕Hn
(
D(An) ∩N(A∗n−1)
)
=
(
N(An) ∩D(A∗n−1)
)⊕Hn D(An)
= D(A∗n−1)⊕Hn Nn ⊕Hn D(An)
hold. More precisely, for n = 1
L
2
S(Ω) = R( ˚sym∇)⊕L2
S
(Ω) N(DivS)
= N( ˚RotRot
⊤
S )⊕L2
S
(Ω) R(RotRot
⊤
S )
= R( ˚sym∇)⊕L2
S
(Ω) HarmS,D(Ω)⊕L2
S
(Ω) R(RotRot
⊤
S ),
D( ˚RotRot
⊤
S ) = R( ˚sym∇)⊕L2
S
(Ω)
(
D( ˚RotRot
⊤
S ) ∩N(DivS)
)
= N( ˚RotRot
⊤
S )⊕L2
S
(Ω) D(
˜˚
RotRot
⊤
S )
= R( ˚sym∇)⊕L2
S
(Ω) HarmS,D(Ω)⊕L2
S
(Ω) D(
˜˚
RotRot
⊤
S ),
D(DivS) = D(D˜ivS)⊕L2
S
(Ω) N(DivS)
=
(
N( ˚RotRot
⊤
S ) ∩D(DivS)
)⊕L2
S
(Ω) R(RotRot
⊤
S )
= D(D˜ivS)⊕L2
S
(Ω) HarmS,D(Ω)⊕L2
S
(Ω) R(RotRot
⊤
S ),
D( ˚RotRot
⊤
S ) ∩D(DivS) = D(D˜ivS)⊕L2
S
(Ω)
(
D( ˚RotRot
⊤
S ) ∩N(DivS)
)
=
(
N( ˚RotRot
⊤
S ) ∩D(DivS)
)⊕L2
S
(Ω) D(
˜˚
RotRot
⊤
S )
= D(D˜ivS)⊕L2
S
(Ω) HarmS,D(Ω)⊕L2
S
(Ω) D(
˜˚
RotRot
⊤
S )
and for n = 2
L
2
S(Ω) = R(
˚RotRot
⊤
S )⊕L2
S
(Ω) N(RotRot
⊤
S )
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= N(D˚ivS)⊕L2
S
(Ω) R(sym∇)
= R( ˚RotRot
⊤
S )⊕L2
S
(Ω) HarmS,N(Ω)⊕L2
S
(Ω) R(sym∇),
D(D˚ivS) = R( ˚RotRot
⊤
S )⊕L2
S
(Ω)
(
D(D˚ivS) ∩N(RotRot⊤S )
)
= N(D˚ivS)⊕L2
S
(Ω) D(
˜˚
DivS)
= R( ˚RotRot
⊤
S )⊕L2
S
(Ω) HarmS,N(Ω)⊕L2
S
(Ω) D(
˜˚
DivS),
D(RotRot⊤S ) = D(
˜RotRot⊤S )⊕L2
S
(Ω) N(RotRot
⊤
S )
=
(
N(D˚ivS) ∩D(RotRot⊤S )
)⊕L2
S
(Ω) R(sym∇)
= D( ˜RotRot⊤S )⊕L2
S
(Ω) HarmS,N(Ω)⊕L2
S
(Ω) R(sym∇),
D(D˚ivS) ∩D(RotRot⊤S ) = D( ˜RotRot⊤S )⊕L2
S
(Ω)
(
D(D˚ivS) ∩N(RotRot⊤S )
)
=
(
N(D˚ivS) ∩D(RotRot⊤S )
)⊕L2
S
(Ω) D(
˜˚
DivS)
= D( ˜RotRot⊤S )⊕L2
S
(Ω) HarmS,N(Ω)⊕L2
S
(Ω) D(
˜˚
DivS)
hold with representations of the ranges given by (i). Moreover, the respective potentials
can be chosen in a linear and continuous way, see (vi).
(v) In particular, for the kernels the Helmholtz type decompositions
N(An) = R(An−1)⊕Hn Nn,
N(A∗n−1) = R(A
∗
n)⊕Hn Nn
hold. More precisely, for n = 1
N( ˚RotRot
⊤
S ) = R( ˚sym∇)⊕L2
S
(Ω) HarmS,D(Ω),
N(DivS) = R(RotRot
⊤
S )⊕L2
S
(Ω) HarmS,D(Ω)
and for n = 2
N(D˚ivS) = R( ˚RotRot
⊤
S )⊕L2
S
(Ω) HarmS,N(Ω),
N(RotRot⊤S ) = R(sym∇)⊕L2
S
(Ω) HarmS,N(Ω)
hold with representations of the ranges given by (i). Moreover, the respective potentials
can be chosen in a linear and continuous way, see (vi).
(vi) There exist (optimal) c0, c1, c2 > 0 such that the Friedrichs/Poincare´ type estimates
∀v ∈ D(A0) = D( ˚sym∇) = H˚1(Ω) |v|L2(Ω) ≤ c0| sym∇v|L2
S
(Ω),
∀M ∈ D(A1) = D(
˜˚
RotRot
⊤
S ) |M |L2
S
(Ω) ≤ c1|RotRot⊤M |L2
S
(Ω),
∀N ∈ D(A2) = D( ˜˚DivS) |N |L2
S
(Ω) ≤ c2|DivN |L2(Ω),
∀N ∈ D(A*0) = D(D˜ivS) |N |L2
S
(Ω) ≤ c0|DivN |L2(Ω),
∀M ∈ D(A*1) = D( ˜RotRot⊤S ) |M |L2
S
(Ω) ≤ c1|RotRot⊤M |L2
S
(Ω),
∀v ∈ D(A*2) = D(s˜ym∇) = H1⊥RM(Ω) |v|L2(Ω) ≤ c2| sym∇v|L2S (Ω)
hold. These smallest (“best”) possible latter constants are sharp and given by
1
cn
= inf
x∈D(An)
|An x|
|x| = infy∈D(A∗n)
|A∗n y|
|y| ,
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which define the smallest positive eigenvalues 1/c2n of the non-negative and self-adjoint
linear operators A∗nAn and AnA
∗
n, respectively. (Note that the positive eigenvalues of
A∗nAn and AnA
∗
n coincide.) More precisely,
1
c0
= inf
v∈H˚1(Ω)
| sym∇v|L2
S
(Ω)
|v|L2(Ω)
= inf
N∈D(D˜ivS)
|DivN |L2(Ω)
|N |L2
S
(Ω)
,
1
c1
= inf
M∈D(
˜˚
RotRot
⊤
S
)
|RotRot⊤M |L2
S
(Ω)
|M |L2
S
(Ω)
= inf
M∈D( ˜RotRot⊤
S
)
|RotRot⊤M |L2
S
(Ω)
|M |L2
S
(Ω)
,
1
c2
= inf
N∈D(
˜˚
DivS)
|DivN |L2(Ω)
|N |L2
S
(Ω)
= inf
v∈H1⊥
RM
(Ω)
| sym∇v|L2
S
(Ω)
|v|L2(Ω)
and 1/c20, 1/c
2
1, 1/c
2
2 are the smallest positive eigenvalues of the non-negative self-adjoint
linear operators DivS ˚sym∇, ˚sym∇DivS, and RotRot⊤S ˚RotRot
⊤
S ,
˚RotRot
⊤
S RotRot
⊤
S , as
well as sym∇ D˚ivS, D˚ivS sym∇, respectively. All infima are minima and the minimisers
are eigenvectors for the respective second/“fourth” order operators.
(vii) The inverse operators
A−1n : R(An)→ D(An) = D(An) ∩R(A∗n),
(A∗n)−1 : R(A∗n)→ D(A∗n) = D(A∗n) ∩R(An),
i.e.,
A−10 = (˜˚sym∇)−1 : R( ˚sym∇)→ D(˜˚sym∇) = D( ˚sym∇) = H˚1(Ω),
A−11 = (
˜˚
RotRot
⊤
S )
−1 : R( ˚RotRot
⊤
S )→ D(
˜˚
RotRot
⊤
S ) = D( ˚RotRot
⊤
S ) ∩R(RotRot⊤S ),
A−12 = ( ˜˚DivS)−1 : R(D˚ivS)→ D( ˜˚DivS) = D(D˚ivS) ∩R(sym∇),
(A*0)−1 = (D˜ivS)−1 : R(DivS)→ D(D˜ivS) = D(DivS) ∩R( ˚sym∇),
(A*1)−1 = ( ˜RotRot⊤S )−1 : R(RotRot⊤S )→ D( ˜RotRot⊤S ) = D(RotRot⊤S ) ∩R( ˚RotRot
⊤
S ),
(A*2)−1 = (s˜ym∇)−1 : R(sym∇)→ D(s˜ym∇) = D(sym∇) ∩R(D˚ivS) = H1⊥RM(Ω),
are continuous with norms (1 + c2n)
1/2 and their variants
A−1n : R(An)→ R(A∗n), (A∗n)−1 : R(A∗n)→ R(An),
A−1n : R(An)→ Hn, (A∗n)−1 : R(A∗n)→ Hn+1
are compact with norms cn.
Proof. Apply the FA-ToolBox, i.e., Lemma 2.1 – Remark 2.13 from [24, Section 2.1], see also
[19, 20, 21, 22, 24], together with the compact embeddings of Theorem 4.7. 
Remark D.20. As properly and extensively described in [22], Theorem D.19 and the FA-ToolBox
imply proper solution theories for all kind of first or second order systems, such as
An x = . . . , A
∗
nAn y = . . . , A
∗
nAn z = . . . ,
A∗n−1 x = . . . , A
∗
n−1 y = . . . , An−1A
∗
n−1 z = . . . ,
or
(A∗nAn−λ2)x = . . . ,
([
0 A∗n
An 0
]
− λ
) [
y
z
]
= . . . ,
as well as various variational formulations and a posteriori error estimates for the respective
operators of the elasticity Hilbert complex.
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