lem ip which, projection measurements from several successive time frames are available. Two strategies for doing motion-corrected image reconstruction are compared. In the first strategy, separate images are reconstructed from the measurements at each time frame. They are then consolidated by post-registration and averaging procedures. In the second strategy, parameters to describe the effects of motion'&e added to the statistical model of the projections. Joint miximum likelihood estimation of image and motion parameters is then canied out.
'.I. INTRODUCTION
To account for motion effects in Positron Emission Tomography (PET), one may. break the scanning period into time frames = 0,l; 2,. . . , K in which separa& measured projection vectors {y )K=o are acquired by the tomograph. We assume the durations of these time frames are sufficiently short so that the motion of the object over the length of each time frame can be neglected. These measurement vectors then provide "snapshots", in a sense, of the radio-tracer activity image at different points throughout the scan. In this work, we examine different strategiesfor reconstructing an image of the object based on the measured data {y }K=o. We model the measurements as Poisson Here is the vector of unknown activity image pixel values in time-frame'. = 0. Also, for each time-frame k, P is a forward projection matrix, T is a known vector of mean background counts, and IY ( ) is an image transformation that depends on an unknown deformation parameter 
COST FUNCTION MINlMIZATlON
In statistical tomographic imaging, the application of maximum (penalized) likelihood estimation involves minimizing an (often non-convex) cost function ( ), one term of which is the negative of the Poisson loglikelihood function, L( ). Ignoring, irrelevant constants, the latter has the form
where y,( ) is the Poisson mean of the measurements yc and is a generic vector of unknown parameters. In the model described in (1) and (2), we have = ( , ).
A method for attacking such problems that has received considerable attention in recent years (e.g. [ l , 2, 3, 41) is that of optimization transfer. This technique involves constructing a so-called surrogate function (., ) satisfying ( , ) > ( ) for all ,with equality at . Henceforth, we abbreviate this relationship, by writing (.; ) * .
(7)
The EM algorithm can be viewed as a particular case of optimization transfer (as explained, for example, [ 5 ] ) . The minimizer * of (.. )has the property that ( *) 5 ( ).
Applying this iteratively, one obtains a sequence { ") that monotonically reduces and whose limit p i n t s are stationary under fairly weak conditions [61. In this section, we discuss how to devise optimization transfer algorithms for the present problem.
Algorithm structure
In this subsection, we propose an optimization transfer algorithm that alternately minimizes the (penalized) loglikelihood ( , ) (corresponding to ( I ) and ( 2 ) ) with respect to and technique described in [7, S, 61 . In what follows the functions I ( ; , ) and 2 ( ; , ) are surrogates for with respect to their first arguments, i.e., = ( I , . . . , K). This is the space alternating
The algorithm has the following hasic structure 1. Set n = 0 and select an initial point ( ' , O) 2. Update the image by letting "+' be any minimizer of I ( . ; ". " ) .
3. Update the deformation parameters by letting n+l he any minimizerof 2(.; I"+', ").
4.
Set n := n + 1 and go to step 2.
To implement the algorithm, we must be able to find fnnctions I ( . ; .) and z ( . ; .) satisfying (8) and (9) is a convex .siirmqate.fiw L( ). Pro<$ As established in Proposition 2.1, the expression on the right hand side of (13) is, ignoring irrelevant constants, a surrogate for L( ). It is therefore sufficient to show that and equality holds at , verifying (15).
0
In the next subsection, we apply these results to the loglikelihoods associated with (1) and (2).
A surrogate for the deformed emission loglikelihood
We use the results of the previous section to develop surrogates to the loglikelihood corresponding to (I) and (2 ) are typically sparse, this expres-
The surrogate 1 ( ; , ) obtained above is convex, how-
PRELIMINARY EXPERIMENTS
We tested each strategy using simulated acquisitions of a 64 x 64 torso phantom with a circular hot lesion, 2 pixels in diameter. The projection space was discretized into 180
angles by 64 radial bins. We used K = 2 time frames. In time frame = 2, the phantom was stretched by a factor of = 10% in one direction. Tests were based on 50 independent realizations of the acquisition at count levels of 0.3 and 3 average counts per bin per time-frame. In all cases, we used a discretized line integral forward projector and 10% mean background count rates. Presently, maximum likelihood estimation was carried out without a roughness penalty. To better setve the purpose of these preliminary experiments, likelihood maximizations were not attempted using the optimization transfer technique approach proposed in Section 2.1 the previous section. JMsE()/ I truel . The same was done for the estimated tracer uptake in the hot lesion, i.e., 0 = C j E J " j where J are the lesion pixels. The true uptake was 24.7. These results are reported in Table I . For comparison, we have also reported the performance of EMML as applied to the total acquired data E"=, y , i.e., when object motion is not accounted for. We see that FWPR is the most robust to very low count levels. As the count level increases, however, JEDM seems to overtake FWPR, while plain EMML falls distinctly behind.
In future work, we shall explore these trends for more elaborate deformation models and, additionally, evaluate the practical performance of the optimization techniques discussed in this article.
