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CHAPfERONE 
GENERAL INTRODUCTION 
1:1 DELIA RADICUM- THE CABBAGE ROOT FLY 
17 
The cabbage root fly (Delia radicum (L.) (Diptera: Anthomyiidae) (Pont,1981)), as 
it is known in the U.K. (Anon.,1947), or the cabbage maggot, as it is known in 
North America and Canada (Muesebeck,l942) has been described by a number of 
different generic names and specific epithets. First described by Bouche in 1833 as 
Anthomyia brassicae, it is also known as Hylemyia, Erioischia, Chonophila, 
Phorbia and Delia brassicae. However, it is known now as Delia radicum (L.). 
D. radicum is found to cause serious damage to brassica crops in the Holarctic 
region (35-60°N) (Shoene,l916; de Wilde,1947). It is particularly destructive of 
cabbages and cauliflowers but also attacks Brussels . sprouts, radishes, turnips, 
swedes (Coaker & Finch,l97l), kale, mustard, broccoli and rape. The damage is 
caused by the larvae which eat and burrow through the cortical tissue of the main 
tap root and lateral roots. Occasionally, they feed on the aerial parts of the plant 
as well. 
1:1:1 Crop Losses and Damage Assessment 
Severely attacked plants fail to grow normally and show signs of wilting, heavy 
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waxing and poor growth. In severe infestations the plant may die (Wright,1953). 
It is unusual to find a majority of a crop killed even by severe infestations. 
Generally only a small number of plants die, the rest surviving to maturity. 
However, examination of these surviving plants shows that a high proportion has 
also been attacked. The extent of crop damage varies not only with the incidence 
of the pest but is also affected by certain environmental conditions. Wright showed 
that although untreated Summer cauliflower infestations showed no correlation with 
rainfall, there was a significant negative correlation· between the increase in crop 
yield resulting from the use of calomel dust, and rainfall. It has also been shown 
that soil fertility influences the extent of pest damage, and thus, crop yield 
(Wright, 1940, 1953). 
Three types of pest damage have been identified according to their effects on the 
marketed crop (Wheatley, 1974). 
Type 1- Damage to young plants which either prevents the crop from maturing or 
kills the plants. Thus low yields of low grade crops are produced (Getzin, 1978). 
This rarely applies to D. radicum. 
Type 2- Suppression of crop growth by pest damage to the unmarketable parts of 
the plant. This is usually less serious since severe damage must occur before large 
losses in yield are caused (Strandberg & Denton, 1976). D. radicum is a type 2 pest 
in its attacks on cabbage and cauliflower. 
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Type 3- This is probably the most damaging of the three since it affects the 
marketed part of the plant directly. Vigourously growing crops can support heavy 
populations of pests without showing signs of attack, but when the attack is to the 
part of the plant which is used for human consumption, even a small amount of 
damage lowers the quality of the crop. Larvae of the D. radicum create tunnels and 
'bruising' marks to swedes and radish and this is known as type 3a damage. 
Evidence of the pest itself or its debris is known as type 3b. The presence of larvae 
within the buttons of Brussels sprouts is a serious problem in crops- grown for 
processing because even if the larval incidence is very low, the crop may be rejected 
(Anon.,1967). Secondary infections as a result of type 3a damage, which reduce 
the keep qualities of the crop, is referred to as type 3c. 
In North America as many as 90% of the plants in some brassica crops may be 
killed in certain seasons (Forbes & King,l957) and in England and Wales, crop 
losses of edible brassicas can be as high as 60% . However, average crop losses 
have been estimated at 24% (Strickland,1965) and 40% (Coaker,1965b) in wetter 
years. In a twelve year trial, Wright (1953) showed that the cabbage root fly is 
responsible for very considerable losses in yeild, particularly with crops transplanted 
early in the year. Crops transplanted later and harvested in the autumn or winter 
are usually less affected. This also seems to be the case with oilseed rape crops 
(Broom,l989). On untreated plots sown on August 24th. only 30% of the crops 
were cabbage root fly free, however, on plots sown only one week later, 88% of 
untreated plants were pest free. 
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1:1:2 Life Cycle 
Depending on prevailing climatic conditions and distribution, the number of 
generations of cabbage root fly varies between one, in North U.S.S.R 
(Danilevsky,l961) and 5, in parts of the U.S.A. (Carlson, Breakey & 
.Webster,1947) and Canada (Brookes,1951). In Britain, however, there are 
generally 2 generations iit the North and 3 in the South (Stnith,l927b). Each 
generation consists of 4 main stages: the eggs in the soil close to the host plant or 
in the developing buttons of Brussels sprouts (Coaker,l967), the 3 larval instars 
feeding in the host plant, the pupae in the soil and the free living adult flies. Some 
workers (Miles,l954; Hughes & Salter,l959), describe a 'generation' as starting 
with the egg and finshing with the adult fly. However, the more widely used 
description is that of Smith (1927b), who refers to a generation as a cycle starting 
with ·the adult fly and ending with the pupa. It will be this latter terminology that 
is used in this work.· 
Generally in the South, first generation flies peak in late April and May from 
overwintering pupae, 2nd. generation flies in July and 3rd. generation flies in 
September. After hatching, females feed mainly during the first 3 days 
(Hawkes, 1972a), mate on the 4th. and 5th. days (Swailles,l961) and commence 
oviposition on or after the 6th. day (Hawkes,l972a; Hughes & Salter,l959). Eggs 
hatch within a week and the larvae move towards the host plant to feed from the 
plant roots, and later, pupate in the soil. Providing neither pupal aestivation 
(Missonier, 1960a; 1963) nor diapause (Hughes & Salter, 1959; Zabirov,l961) has 
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taken place, the subsequent generation of adult flies will start to emerge within 2 
weeks. It has been shown that pupae will enter aestivation when either fmal instar 
larvae or pupae are subjected to temperatures between 16-30°C (Missonier, 1963; 
Harris & Svec, 1966; Finch & Collier, 1985). Late pupae from 2nd. generation flies 
and all 3rd. generation pupae overwinter in the soil, entering 'diapause' when fmal 
instars are subjected to certain diapause inducing 'token stimuli'. 
1:1:3 Behaviour and Ecology 
After emerging, the female adult cabbage root fly must feed before her undeveloped 
- -- - ------
eggs mature. For her first batch, only a source of nutritive carbohydrate is 
necessary. Coaker & Finch (1967) found that under laboratory conditions, the flies 
usually feed on carbohydrates on the 2nd. and 3rd. days (Finch,1974) and 
commence oviposition on the 5th. or 6th. day. For second and subsequent batches, 
females must feed on both carbohydrates and quantities of the ten amino acids that 
have been found to be essential for growth (House,1954; Friend,1956) and 
reproduction (Dimond, Lea and Delong, 1956) in other insects (Finch, 1969). In the 
field, however, most females only obtain carbohydrates and so lay only one batch 
of eggs (Finch, 1971 a). 
Field observations revealed the cabbage root fly feeding upon blossoms of dandelion 
(Taraxicum officinale Weber), white clover (Trifolium repens L.), marsh marigold 
(Calthapalustris L.) (Caesar,1922), wild cherry (Prunus avium L.) (Brittain,1927) 
and seed brassicas (Miles,1951): wild cherry proving to be the most nutritive (Finch 
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& Coaker,l969a). In central England, it has been shown that cow-parsley 
(Anthriscus silvestris L.) nectar is fed upon by 1st. generation flies, and in June and 
July, 2nd. generation flies feed on blackberry (Rubusfructicosus agg.)and hogweed 
(Heracleum sphondylium L.) and from the flowers of many wind pollinated plants 
such as cocksfoot (Dactylus glomerata L.) and stinging nettle (Uriica dioica ·L.) ( 
Finch & Coaker;l969a). 
Immature flies marked with radioactive phosphorous (32P) (Foott,l955b) were 
attracted to hedgerows by visual stimuli (Hawkes, 1969) at a rate of 76m/day when 
released away from a host crop. Here they aggregate (Hawkes, 1972b) possibly in 
response to food plants (Hawkes, 1973) or, in the case of older males, for shelter 
(Finch & Skinner,l973), the males, and to alesser extent females, avoiding shaded 
areas (Hawkes, 1973). In the hedgerow they feed, mature and possibly mate, after 
which the females become responsive to host plant odour (Coaker & Smith,l968). 
Trapping tests indicate that flies feed from the hedgerow flowers in the morning, 
visit the crop in the early afternoon and return to the hedges in the late afternoon. 
There is also a relative increase in movement of females away from the hedges and 
to the crop when they become gravid (Hawkes,l972a). Females mate once around 
the 4th. day, whereas males may mate 40-70 times from 2 days post-emergence 
until their death (Coaker & Finch,l971). 
Traynier (1967a) showed that odours from the host plant increased activity in tube 
olfactometers. Gravid females were responsive, but males, unmated and non-gravid 
females, did not respond to the odours (Coaker & Smith,l968). It has also been 
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shown that thioglucosides (Coaker, 1969a) and carbon disulphide present in host 
plants (Stoll & Jucker, 1955; Kjaer, 1963;) produCe a positive response from the 
females relative to water. The movement of adult cabbage root fly towards its host 
crop under field conditions has been well documented. It has been shown that only 
nulliparous/mated/gravid stage V females move upwind to a brassica crop, 
dispersing during an initial2 hour period at an average of95m/day and subsequently 
at 35m/day. Females of other classes and males dispersed into a cereal crop in all 
directions, showing no tendancy to move upwind (Hawkes,1974;1975). Gravid 
females have also been shown to fly upwind to a brassica crop over distances of at 
least 24m and at average rates of 40-80m/day, which is 3 times faster than the 
average rate of random dispersal of gravid females in the presence of a brassica 
crop. Other works also detail the movement of female cabbage root fly upwind 
towards the source of brassica odour (Gatehouse, 1969; Coaker & Smith, 1970). 
Hawkes & Coaker (1979) showing orientated up-wind responses to host plant odour 
only by mated, gravid females in large wind tunnel experiments. They also 
demonstrated that visual stimuli had no effect. 
Much work has also been carried out on the dispersal of cabbage root fly in relation 
to a brassica crop and has resulted in a number of estimates. Two early indirect 
methods indicated that the cabbage root fly shows little innate tendancy to disperse, 
and when they do, they do so slowly (Read, 1958; Mowat & Coaker, 1968). Further 
direct evidence was obtained by Hawkes ( 1972) using radioactive phosphorous in 
mark and recapture experiments. This revealed dispersal rates of between 8 and 
20m/day. Finch & Skinner (1975) used wild and cultured cabbage root flies in 
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release-recapture experiments to estimate dispersal rates. They showed that there 
was little movement in flies up to 2 days old, but by the 3rd. day, flies of both 
sexes had dispersed to c. lOOm from the point of release. Males continued to 
disperse at a slow rate from the fourth day onwards but females appeared to disperse 
at c.lOOOm/day during the 5th. and 6th. days; the days preceding oviposition. 
Similar results were recorded from flies released across host crop and non-host crop 
areas. It was concluded that there was a migratory flight which allows the cabbage 
root fly to disperse within a 2000-3000m radius of the site of infestation and that 
previous results (Hawkes, 1972b; 1974) described the dispersal of flies in an 
appetitive condition once they arrived at or near to a brassica crop. However, 
Alexander (1983), who used age grouping techniques on wild flies rather than mark 
and recapture techniques, found no evidence for a female migratory phase and 
suggested that this had been an artifact of the use of ANCS (allylisothiocyanate) 
attractant by Finch & Skinner, and concluded that 95% of a fly population remain 
within a distance of 580m of the source crop. 
Oviposition may be spread over several days following mating (Swailles, 1961; 
Coaker & Finch,1967), the females being stimulated to oviposit by contact· 
stimulation from glucosinolates in the host plant and the physical stimuli provided 
by the soil. The most favourable soil for oviposition is of particles approximately 
1mm in diameter (Traynier, 1967b). Females will also lay eggs near to non-
cruciferous plants of the Capparidacae, Resedacae and Tropaeolacae families which 
are known to contain thioglucosides (Kjaer, 1963). 
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The incubation period of the eggs depends upon temperature and varies between 2 
and 14 days (de Wilde,l947). The number of day degrees (D0 ) to hatching varies 
with temperature. The threshold temperature for incubation was shown to be 7.2°C 
by Hughes & Salter (1959) who also calculated that 960° above 7.2°C was required 
to complete the development of eggs to hatching. However, other estimates have 
shown that at 10°C and 15-25°C, the number of day degrees necessary were 
approximately 30 and 50 respectively (Zabirov,1961; Swailles,1963; Finch & 
Coaker,1969b). · Temperatures in excess of 35°C are lethal to eggs 
(Vodinskaya, 1928). 
The larval stage usually lasts 19-32 days (Paillot, 1914); (Gibson & Treherne, 1916; 
Shoene, 1916; Smith, 1927b; Vodinskaya, 1928; Krasnyuk, 1931; Nikitina, 1938; 
Pospisil, 1957; Zabirov, 1961; Varis, 1967) which may be reduced in the presence of 
food and water (Shoene, 1916) or extended in low temperatures (Smith, 1927b). The 
first instar feeds for 10-20 days, the second approximately 6 days and then the third 
10-20 days before pupation (Hughes & Salter, 1959). A majority of pupae are found 
at a depth of 8-12 cm, however, later generations may be as deep as 20-23 cm 
(Smith,1927b). Non-overwintering pupae ie. 1st. and early 2nd. generation pupae, 
have developmental periods dependent on temperature and range from 35.8 days at 
11.8°C (Zabirov, 1961) to 5 days at 29°C (Kozhanchikov, 1939). The optimum 
temperature ranges between 16.1 C to 21.7 C (Kozhanchikov, 1939; Hii.Il'is & 
Svec, 1966). Pupae are killed at temperatures over 33.5°C. The overwintering 3rd. 
generation and late 2nd. generation pupae are dicussed in 1:3. 
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1:1:4 Control 
Up until the early 1960's, organochlorine insecticides such as dieldrin and aldrin 
were used to control the cabbage root fly. However, it has since been shown that 
the cabbage root fly has developed resistance to organochlorine insecticides (Coaker, 
Mowat & Wheatley,l963; Gostik & Baker,l966) and thus, recent control.methods 
have relied on organophosphorous and carbamate insecticides. Bevan and Kelly 
(1975) tested 7 organophosphorous insecticides, comparing each under 2 application 
regimes. Chlorfenvinphos was considered the most effective, the sub-surface 
application being consistently more effective than the surface placement. Others 
have _also shown that accurate placement of these insecticides is necessary in order 
to achieve effective control (Mowat,l975) but some have been found to be more 
toxic to plants and operaters (Beynon, Hudson & Wright,l973). Other 
organophosphorous and carbamate insecticides were shown to be effective in 
controlling cabbage root fly (Wyman, Libby & Chapman,l977) including 
organochlorine-susceptible and organochlorine-resistant strains (Caldioott & 
Lindley ,1965). Chlorfenvinphos was shown to be effective against cabbage root fly 
attacking the mooli plant (Smyth & Talbot,l986) and at doses of 38mg/m reduced 
larval numbers by 95% (Thompson et al,l986). ADAS recommend granular 
application of insecticides such as carbofuran for 1st. generation flies in swedes and 
turnips or band spraying chlorfenvinphos in front of the drill (French,l987). For 
2nd. generation cabbage root fly in swedes only, band application of carbofuran 
granules before the crop closes over the rows or two accurately timed supplementary 
sprays of chlorfenvinphos was recommended, the first in July/ August (based on 
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ADAS advice regarding cabbage root fly activity) and the 2nd. 14 days later. For 
leaf brassicas, it is advised that crops should not be drilled until late April, then 
band or spot applied granules or a spray/drench should be used. Chlorpyrifos was 
recommended as apre-planting drench on standard peat blocks. Chlorpyrifos has 
also been shown to be as effective as chlorfenvinphos, and more effective than 
fensulfothion and diazinon for cabbage root fly control in root and stem crucifers. 
For short season crops such as cauliflower, broccoli and cabbage, a granular 
application at seeding, followed in 21 days with a single drench of an emulsifiable 
liquid formulation was adequate. In Brussels sprouts, the slowest of the stem 
ciucifers to mature, a minimum of two drench applications were necessary for 
acceptable control. Chlorpyrifos applied at the dosage rates and at the times 
prescribed for the stem and root crucifers studied, did not give rise to appreciable 
residues at harvest (MacKenzie et al,l987). However, as with all insecticide 
treatments, there are always problems. Straub (1988) showed that 20.0mg per pot 
doses of chlorpyrifos were significantly phytotoxic to both cabbages and broccoli. 
Carbofuran and fensulfothion have been shown to degrade at an accelerated rate in 
soils previously treated (Suett, 1986; Harris et al, 1988), thus contributing to the 
decline in effectiveness of some cabbage root fly control programs, and some 
growers are dissatisfied with the control achieved on culinary swedes 
(McKinlay, 1986). 
Natural control is afforded the cabbage root fly due to predation or parasitism. 
Many hymenopterous parasitoids of the cabbage root fly attack the larval stages, 
only killing the insect after pupation. Species of the Braconid, Cynipid and 
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lchneumonid families have been reared from cabbage root fly puparia (Paillot, 1914; 
Wadsworth,1915; Shoene,1916; James,1928; Vodinskaya,l928; Lunblad,l933; 
Nixon,1939; de Wilde,1947; Calhoun,1953; Wishart & Monteith,1954; Wishart, 
Colhoun & Monteith,1957; Hughes & Salter,1959; Read,1962). One species in 
particular, the cynipid ldiomorpha rapae (Westw.) is of major importance and has 
been recorded from between 4()-60% of pupae in some samples (Miles,1956; 
Wishart et al,1957). Coleopteran parasites also regularly parasitize 20-30% of 
cabbage root fly pupae (Read,1962; Coaker,1966) and occasionally 60% (Wishart 
et al,1957). There are many predators of the immature stages of the cabbage root 
fly; eggs are preyed upon by mites (Lowry,1915; Gibson & Treheme,l916; 
Shoene,1916), ants (Shoene,1916) and carabid and staphylinid beetles (Wishart, 
Doane & Maybee,1956; Coaker & Williams, 1963) and larvae by ants 
(Shoene,1916;), beetles (Gibson & Treheme,1916; de Wilde,1947; Abu 
Yaman, 1960; Read, 1962; Coaker, 1965a) and many other anthomyiid larvae 
(Keilin, 1917; Smith, 1927b). In the field, the fungus Entomophthora muscae 
regularly kills adults of D. radicum. Dead diseased flies can be seen clinging 
characteristically to foliage and fencing after warm moist conditions (Finch, 1989). 
A second fungus, Strongwellsea castrans, reported more frequently in the U.K. than 
in N. America (Nair & McEwan, 1973), sterilizes the flies. At certain times the 
sunken white body between the abdominal sclerites caused by S. castrans is found 
in as many as 90% of the flies (Finch et al, 1981). There are many other less prey-
specific predators of adult cabbage root fly both in the invertebrate groups eg. 
spiders (chelicerata (arachnida):biramia) and vertebrate groups eg. birds 
(aves:chordata). 
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However, it has been shown that use of insecticides reduces parasitism 
(Coaker, 1966) and is toxic to many predatory beetles (Mowat & Coaker, 1967; 
Wright, Hughes & Worrall, 1960; Coaker, 1966). Results showed that dieldrin, used 
in concentrations below that required to control cabbage root fly, was toxic to 
several species of carabid (Mowat & Coaker, 1967). Chlorfenvinphos, however, 
was virtually non-toxic at normal rates of application. 
Other forms of biological control include use of bacteria from parasitic nematodes 
and parasitic fungae. Cultural attempts at pest control include crop rotation, 
destruction of infested plants, avoiding growing Autumn crops of host plants that 
encourage large overwintering populations of cabbage root fly and growing seed 
crops away from main brassica areas (Shoene, 1916). However, insecticides still 
give the best control results. 
Since there is always a possibility of resistance to any insecticide given long term 
usage, and since many pesticides have been found to be harmful to users and other 
organisms, more and more research is now directed towards other methods of pest 
control. For instance, chemosterilization techniques (Coaker & Smith, 1970; Finch 
& Skinner, 1973), use of attractants (Finch & Skinner, 1974; 1982) and plant 
resistance (Ellis & Hardman, 1975) have all been investigated. So far, none of the 
above methods have been utilized commercially. Egg laying deterrents have also 
been examined. One natural deterrent was shown to be the presence of aphids on 
the host plant. Here, the physical disturbance of the cabbage root fly by the aphids 
reduced oviposition when aphid numbers exceeded 250/plant (Finch & Jones, 1989). 
30 
Cole et al (1989) determined that compounds containing at least one carboxylic 
group in the molecule reduced oviposition by >50%. Physical barriers, mostly 
covers and collars, have been found to be effective in a number of experiments; 
some more effective than carbofuran treatment (McKinlay,l987). However, these 
could only prove cost effective on a small scale (Havukkala et al, 1984; Skinner & 
Finch,l986; MatthesGehringer et al,l988). Effects of insect growth regulators on 
the larval and pupal stages of the cabbage root fly have been examined by Gordon 
et al (1989). In this study, methoprene suppressed eclosion to the adult stage in 
relation to the concentration applied. Fecundity of the subsequent adults was not 
reduced. Eclosion was suppressed, fecundity reduced and hatching capability 
impaired when pupae were topically treated with diflubenzuron in dimethylsulfoxide. 
However, Dimilin (a water-based commercial formulation of diflubenzuron) did not 
affect eclosion, and the fecundity of adults that developed from treated pupae was 
comparable to that of controls. 
Cost of pesticide development has increased dramatically and thus inhibits the 
development of new chemicals (Brown,l977). Increased crop densities as a result 
of herbicide use for weeding, increases their susceptibility to attack (Finch & 
Skinner,l976), and an increased proportion of vegetables are being grown for 
freezing and packing, for which the produce is required to conform to particular 
specifications regarding size uniformity and pest damage (Wheatley, 1972). Due to 
all these factors, investigations of late have focused on the rational use of 
insecticides derived from more accurate forecasting of cabbage root fly emergence 
(Eckenrode & Chapman,l972; Nair & McEwan,l975; Wyman et al,l977; Vincent 
~------ - ---
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& Stewart,1981; Collier & Finch,l985). If similar economic control can be 
achieved by administering lower concentnitions of insecticide or fewer applications, 
then development of resistance by the pest may be slowed and the cost of control 
decreased. Also, public awareness of the environmental hazards of pesticides has 
become progressively widespread and vehement, and therefore, any decrease in their 
use would be welcomed. In order to predict the most favourable times for 
application, an understanding of the pest's life history and the physiological and 
behavioural mechanisms involved is vital. 
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1:2 DIAPAUSE 
In order to minimize the damage caused by the cabbage root fly throughout a given 
year, effective control of the 1st. generation overwintering flies is of paramount 
importance. The fewer 1st. generation adults surviving to sexual maturity, the less 
2nd., and subsequently, 3rd. generation flies will be produced. Thus, a 
comprehensive knowledge of the diapause state is essential. 
In 1893, Wheeler first applied the term 'diapause' to a resting stage during 
embryogenesis. Since then, notable reviews placed diapause within an ecological 
setting and stimulated much work around the world, both laboratory and field 
orientated (Andrewartha,1952; Lees, 1955). However, the latest and most 
comprehensive review of all the aspects of diapause was published in 1986 by 
Tauber, Tauber & Masaki and thus much of this section is based on this work. 
1:2:1 The Diapause Syndrome 
The earth's environment is continuously changing. These changes involve 
alterations in biotic and abiotic elements and can be long or short term, cyclic or 
acyclic, severe or mild, widespread or localized. Their effects on organisms have 
a marked impact on the course of evolution. 
Environmental changes have 3 major characteristics relevent to organisms-
magnitude, predictability and duration. Little work has been performed on 
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organisms' adaptations to the magnitude of environmental change but it has been 
shown that some insects perceive and respond to relatively subtle changes in 
environmental alterations. Tropics are good examples of areas where environmental 
conditions usually change only slightly with the seasons. Predictability and 
duration, however, can be characterized more easily. The predictability of 
environmental changes depends on whether it is cyclic or acyclic; the duration on 
whether it localized/short-term or widespread/long-term. 
Short-term or localized acyclic changes, for example sudden temperature change, 
localized availability of food and mates, are dealt with through physical and 
behavioural adjustments such as aseasonal quiescence and migration. In long-term 
or widespread acyclic changes, for example drought, fire, human factors (eg. 
deforestation), the adaptions include genetic polymorphisms, evolutionary change, 
permanent changes in habitat and quiescence. 
Short-term or localized cyclic changes, for example diurnal cycles in temperature, 
humidity, food, enemies and competitors are dealt with through behavioural rhythms 
controlled by a biological neural 'clock'. Long-term or widespread cyclic 
environmental changes, such as seasonal cycles, provide advance warnings that 
allows the organisms to prepare for the changes, and involve mainly neurohormonal 
adaptions eg. diapause. 
The set of ecological adaptions that lead to the appropriate seasonal timing of 
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recurring biological events- growth, development, reproduction, dormancy and 
migration, in relation to annual cycles of both biotic and abiotic factors in the 
environment, is known as an animal's 'phenology'. 
Most insects have evolved the ability to perceive certain cues which herald these 
sea59nal environmental changes, and thus respond by undergoing certain 
physiological, behavioural and morphological modifications in preparation for the 
approaching adverse conditions. These cues, known as 'token stimuli' (after 
Fraenkal & Gunn,l940) are not, in themselves favourable or unfavourable for 
growth, development or reproduction. The adaptions and modifications made by the 
organism are species specific in course, and comprise the 'diapause syndrome'. 
Subsequent to Wheelers first definition (1893), the term diapause has been altered 
.to refer to the suppressed growth, development and reproduction at any stage of 
insecldevelopment (Andrewartha,l952; Lees,l955) and has more recently been 
broadened to cover what has been called a syndrome of physiological and 
behavioural changes including dormancy, seasonal migration and seasonal 
polyphenism (Tauber et al, 1986). A concise definition by Tauber et al assimilates 
most previous work and definitions and states diapause as: 
'a neurohormonally mediated dynamic state of low metabolic activity. Associated 
with this are reduced morphogenesis, increased resistance to environmental extremes 
and altered or reduced behavioural activity. Diapause occurs during a genetically 
determined stage(s) of metamorphosis and its full expression develops in a species-
specific manner, usually in response to a number of environmental stimuli that 
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precede unfavourable conditions. Once diapause has begun, metabolic activity is 
suppressed even if conditions favourable for growth prevail. ' 
Diapause mediated seasonal migration is anticipatory in nature and is associated with 
an endocrinological mediated state of reduced metabolism and reduced response to 
vegetative and reproductive stimuli. These changes occur in response to token 
stimuli, often far in advance of the seasonal changes, and involve timed movements 
to and from the dormancy sites. 
Many insects exhibit seasonal patterns of change in the colour and/or structure of 
their bodies and wings. These alterations subserve such seasonal functions as 
crypsis during dormancy, thermoregulation during active periods of growth and 
reproduction, and other forms of adaption to seasonal factors in the environment. 
These changes, comprising seasonal polyphenism, may serve three main functions. 
Firstly, they seem to provide some sort of protection during dormancy (Kimura & 
Masaki, 1977; Hazel & West, 1983); secondly, subserve the efficient allocation of 
energy between wing development and seasonal migration on the one hand and 
growth and development on the other; and thirdly, may contribute to pre- and post-
diapause development during periods of seasonal transition. Many cases have been 
shown to be controlled by token stimuli (Pammer,l966; Miller,l958a;1960b;1974; 
Stross & Hill, 1968; Tauber et al, 1970b; Shapiro, 1976; 1977; 1978; 1980a,c; Kimura 
& Masaki, 1977; Wardaugh, 1977; 1980a; Hazel & West, 1983) but only a few studies 
have demonstrated a hormonal link between seasonal polyphenism and diapause 
(Lees,1961; Pammer,1966; Nopp-Pammer & Nopp,1967; Endo,1972; 
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Pener,1970;1974; Yin & Chippendale,1974). 
Dormancy is a general term that refers to a seasonally recurring period (phenophase) 
in the life cycle of a plant or animal during which growth, d~ve1opment and 
reproduction are suppressed. This can involve either diapause or quiescence (or 
both), provided they occur on a regular seasonal basis, and may extend anywhere 
from a short period of time within one Season to a much longer span of time over 
several seasons, even years. Although dormancy is the means by which most plants 
and animals withstand seasonal periods of environmental extremes, not all species 
undergo dormancy. Most that do not, occur in tropical areas, or areas of relatively 
mild climates that favour year round activity, or occur in protected habitats. Non-
diapause mediated dormancy is relatively uncommon and is restricted to certain 
strains of aphid (Sutherland, 1968; Blackman, 1971 ;1974a; Landis et al1972; Bevan 
& Carter, 1980; Annis et al, 1981; Tamaki et al, 1982a; Hand, 1983; Komazaki, 1983), 
the leaf hopper Euscelis incisus (Kbm) (Miller, 1981) and the Antarctic terrestrial 
mite Alaskozetes antarctic us (Hammer) (Young & Block, 1980). 
The majority of cases of dormancy in insects are diapause mediated. Such a 
mechanism has two distinguishing features; its anticipatory nature and its 
persistance, and occurs in response to token stimuli. As in previous discussion, 
diapause mediated dormancy involves the perception of cues which herald the 
approach of seasonal change. These cues allow the insect to change physiologically 
and behaviourally, under neurohormonal control, for the forthcoming unfavourable 
conditions. Diapause will not terminate until certain physiological processes have 
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occurred. Thus, when insects in diapause experience conditions favourable for 
growth and reproduction, they do not resume development, which, in turn, prevents 
them from undergoing premature termination of dormancy and untimely growth and 
reproduction. 
It is usual for insects to stop growing and feeding during diapause, however, 
dormant embryos of some grasshoppers may undergo morphometric development 
but only to a certain stage of embryogenesis (Steele, 1941; Birch, 1942; 
Andrewartha,1943; Visscher,1976). Some species of caterpillar, Cirphus 
unipunctata and Laphypma exigua (Saulich, 1975) and Dasychira pudibunda (Gespits 
& Zarankina,l963), immature neuropterans in the genera Myrmeleon (Furunishi & 
Masaki, 1981) and Chrysopa (Tauber & Tauber unpub.) continue to feed and develop 
during diapause, but the rate and extent to which they do so are reduced and 
regulated, at least in part, by token stimuli. 
Since it is diapause mediated dormancy which is the aspect of the diapause 
syndrome relevant to cabbage root fly, further discussion will be limited to this 
phenomenon. Henceforth, diapause mediated dormancy shall be referred to simply 
as diapause. 
1:2:2 Stages Entering Diapause 
Diapause has been recorded for all times of the year and in all stages of 
metamorphosis (Danislevsky, 1965; Saunder, 1982; Beck, 1980) but for each species 
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the diapause stage(s) is(are) genetically determined. Although closely related 
species often differ in their diapause stages, there are no records of diapause being 
altered either by artificial selection in the laboratory or by natural selection acting 
on recently introduced or colonizing species. 
Typically, diapause occurs at a specific stage and during a specific season; however, 
it has been shown that species with long life cycles may enter diapause in more thari 
one stage. The alfalfa snout beetle, Otiorhynchus ligustici spends the first winter 
of its 2 year life in diapause as a late stage larva, and the second as a diapausing 
adult (Lincoln & Palm,1941). Similarly, the 2 year life cycle of the cockroach 
Ectobius lapponicus involves a diapausing egg period during the first winter and a 
quiescent or diapausing larval period during the second (Brown,1973). It is not 
known how many diapause periods occur in insects with very long life cycles, for 
example, cicadas and dragonflies. Insects may enter diapause in 2 stages, one in 
the Summer and one in the Winter (Masaki,l980). Aedes sierrensis, the Western 
tree-hole mosquito, enters an aestival egg diapause phase and an hibernal larval 
diapause during its 1 year life cycle (Jordan, 1980a,b). 
It is also possible for some species to show variability in their diapause stage. The . 
cricket, Pteronemobius nitidus (Walker), has been recorded as having more than 5 
different instars in an overwintering population (Tanaka, 1983) and even under 
constant photoperiod in the laboratory, growth is retarded in several instars 
(Tanaka, 1979). In other instances, environmental conditions prior to diapause 
influence the diapause stage. The acrid id locust, Tetrix undulata, can enter diapause 
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in the fourth or fifth larval instar depending on when, during the sensitive period, 
the diapause inducing photoperiod stimulus is perceived (Pora, 1981). The mosquito, 
Aedes togoi, exhibits a more extreme example. If the larval photoperiod is 
Light/Dark (LD) 12:12, adults emerge and oviposit eggs that enter diapause; 
however, at LD 10:14, adult emergence is delayed by diapause in the larval stage 
(Mogi,1981). Finally, some species show variability in their overwintering stage 
even though only one stage enters diapause. In Britain, the juvenille stages of the 
satyrid butterfly, Pararge aegeria, exhibit this variability. In some individuals; 2nd. 
and 3rd. instar larvae stop growth and enter diapause while others continue to 
develop and pupate in December. Such flexibility presumably allows great latitude 
in extending activity late into autumn (Lees & Tilley, 1980). In these cases, there 
is less pressure to reach one particular stage of development for overwintering; 
however, emergence of adults is prevented until spring. 
Thus for most insects, diapause is the primary factor synchronizing the life cycle 
with the seasonal changes in the environment The diapause stage is central to this 
synchronization and thus provides the pivotal point for the timing of growth, 
development and reproduction both before and after dormancy. 
1:2:3 Stages Sensitive to Diapause Induction Stimuli 
The primary feature of diapause is its anticpatory nature. The insect perceives cues 
which herald environmental change, often far in advance of the diapause stage itself. 
This information is stored and later translated into neuroendocrine functions in the 
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form of diapause induction. Thus, ecologically, the sensitive stages determine if 
and when development is to proceed on a reproduction-destined or diapause-destined 
course. Physiologically, the sensitive stages are involved in the perception of 
environmental cues and the storage of information within the insect for later 
translation into neuroendocrine functions. 
Two features are of interest: 1) How close the sensitive stages are to the diapause 
stage, in terms of the insects life cycle and 2) how long, relative to time, this 
sensitivity lasts. There is great variation in the proximity of sensitive stages to the 
diapause stage, ranging from, widely separated within the same or even between 
generations, to overlapping (de Wilde et al,1959; Tauber & Tauber,1970; 
Kono, 1980). Both the cricket Teleogryllus commodus and the aphid Megoura viciae 
exhibit egg diapause. However, the sensitive stage in the Teleogryllus lifecycle is 
the young embryo, whereafter diapause ensues during a later stage of embryonic 
development (Hogan, 1960). Conversely, the sensitive stage for Megoura egg 
diapause apparently extends back to the grandparental generation (Lees, 1959). 
Similarly, there is considerable inter-specific variation in the duration of the 
sensitive period. The above example provides a good illustration of this variation. 
In Teleogryl/us, the period of maximum sensitivity for individuals of egg diapause 
extends over two days (Hogan, 1960) whereas, in contrast, the sensitive period for 
Megoura may last an entire year (Lees,l959). 
In periods of extended sensitivity, the degree of responsiveness to diapause-induction 
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stimuli may change over time. In the tobacco homworm, Manduca sexta, the green 
lacewing, Chrysopa carnea, the mite, Neoseiou/us fallacis and the blowfly, 
Calliphora vicina, the same diapause-induction stimuli may cause different responses 
depending on the time during the sensitive period that is perceived (Rabb, 1966; 
Tauber &Tauber, 1970; Rock et al, 1971; Vinogradova, 1974). It is also known that 
. environmental factors may influence the duration of the sensitive stage in some 
cases, for example, the silkworm, Bombyx mori (Shimizu, 1982; Tsuchida & 
Yoshitake,l983a,b). 
1:2:4 Diapause Development 
Once the sensitive stage has perceived the diapause-induction stimuli, changes occur 
within the insect which can be categorized in four general levels: neuroendocrine, 
metabolic, behavioural and morphological. The course of diapause ie. the 
characteristic sequence of events, can be subdivided into 4 main parts; 1) pre-
diapause 2) diapause induction and intensification 3) diapause maintenance and 4) 
post-diapause transition periods. 
The pre-diapause and early diapause period ensures the insect of reaching the 
diapause induction stage at the correct time of year and that it reach a suitable site 
for dormancy to take place. This involves regulation of pre-diapause growth and 
reproduction, so that the diapausing stage is reached before the onset of adverse 
seasonal conditions and in coincidence with any pre-diapause prerequisites; the 
accumulation of metabolic reserves and other substances that are essential for 
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survival during and after donnancy; and the development of behavioural and 
morphological changes necessary for the migration or movement to the site of 
donnancy. 
In many species, the token stimuli do not affect development until it is halted at the 
diapause stage. However, in other species, the ra_te of development is regulated by 
token stimuli. In some species of cricket, their development is accelerated and the 
number of larval moults controlled by photoperiod. Long days slow development 
whereas, short days accelerate development, thus ensuring the insect of reaching the 
diapause stage before conditions become too cold {Masaki,l978b; Tanaka,l979). 
However, the converse is also true. In some cases, the effects of photoperiod are 
reversed; short days causing a deceleration in development preventing the initiation 
of another generation before the induction of diapause. 
Often associated with decelerated development is accelerated feeding rates (see 
Ready & Croset, 1980; Kono, 1980). Since the build-up of metabolic reserves 
becomes evident as diapause begins, it is presumed that the energy derived from 
increased feeding rates is devoted to the build-up of those reserves. An increase in 
the chemicals involved in cold-hardiness, heat tolerance and resistance to dessication 
is also seen, and in some cases, diapause-associated cold-hardiness developing in 
some diapause-destined individuals before they reach the diapause stage (Adedokun 
& Denlinger,1984). 
One of the early signs of diapause induction is a noticable reduction in feeding and 
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growth rates. Many measures of metabolic functions can provide evidence for the 
intensity of diapause including, most notably, a reduction in oxygen consumption. 
Here, a U-shaped pattern describes the consumption of oxygen during the course of 
diapause. A continuous fall is seen in the amount of oxygen consumed until 
diapause has reached its full depth. 
However, environmental conditions present during the early period of diapause do 
have a profound effect on the successful induction and full intensification of 
diapause. In some cases, environmental conditions during the diapause 
intensification period, can substantially alter or even reverse the effects of diapause 
inducing token stimuli. Thus, diapause should be viewed as multifaceted, not only 
in its expression, but in its development and control. 
Diapause induction and intensification is followed by a period of diapause 
maintenance, during which growth and development do not resume, even if 
conditions are favourable, and all or most of the species-specific symptoms of 
diapause are present. However, there are certain changes which take place during 
this period that lead to the timely completion of diapause. Thus, these changes 
constitute what is commonly, and sometimes thought ambiguously, called diapause 
development. Many other terms have previously been used to describe this process, 
including diapause process, diapause-terminating ·process, diapause-end process, 
reaction and conditioning. However, diapause development simply describes the 
progress made towards the completion of diapause which involves numerous 
simultaneous and/or serial processes, some of which promote the maintenance of 
diapause, others of which hasten its termination. 
The duration of diapause may last several weeks or even years according to its 
species-specific and/or strain-specific nature. Selection experiments show that the 
inherent length of diapause is a characteristic with considerable genetic variation 
(Dingle, 1974; Tauber & Tauber, 1978; 1979). The ultimate length of diapause is 
determined by the interaction of 4 factors: 1) The genetic characteristics of the 
species, strain or individual, 2) the environmental factors that determine diapause 
depth, 3) the sensitivity of the stages perceiving the stimuli and 4) the environmental 
conditions that determine the rate of diapause development. 
In nature, sensitivity to day length and altered thermal thresholds for diapause 
development, are the two most common mechanisms for maintaining diapause. · 
During diapause, there is a gradual change in response to these diapause maintaining 
stimuli (Tauber & Tauber,l976); for the above two mechanisms, there is a gradual 
diminution of sensitivity to day length and temperature in photoperiodically 
maintained and temperature maintained diapause. In the parasitoid, Tetrastichus 
julis, there is a simultaneous sensitivity to photoperiod and a lowered thermal 
threshold in the maintenance of diapause (Nechols et al, 1980). Furthermore, some 
species show 2 or more phases of diapause, each regulated by different physiological 
processes. For example, maintenance of embryonic diapause in the damselflies 
Lestes disjunctus and L. unguiculatus is controlled by lower thermal thresholds for 
diapause development during early autumn. Thermal control of diapause ends in 
late October and the insects enter a second phase of diapause that is maintained 
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through December by the action of photoperiod (Sawchyn & Church,l973). 
Thus, diapause is a dynamic state characterized by physiological change. As 
diapause progresses, there is a gradual decrease in diapause intensity, as well as 
continual alterations in the animals' responses to environmental stimuli. These 
changes can occur even if the animals are held under constant conditions (eg. 
Mcl..eod & Beck,1963; Tauber & Tauber,1973; Ando,l978). 
For most temperate zone insects undergoing hibernal diapause, there is no specific 
diapause terminating stimuli. Rather, sometime during winter, the insects 
spontaneously cease to respond to diapause maintaining factors and diapause ends 
gradually sometime during late autumn or early winter. Since no cue synchronizes 
the termination of diapause, diapause ends over a period of time. Subsequently, the 
loss of diapause characteristics (eg. cold-hardiness) and the resumption of 
development are delayed until temperatures rise above the lower thermal ,threshold 
for development. Thus, vernal development and reproduction and loss of the overt 
symptoms of diapause, are synchronized throughout the population by the gradual 
accumulation of heat units above this thermal threshold for post-diapause 
development, or by the occurrence of other developmental requirements such as 
food, moisture or hatching stimuli (Ciements,1963; Krysan,1978). 
In the relatively few species where specific factors have been shown to terminate 
autumnal-hibernal diapause, four stimuli can be identified; photoperiod, food, 
moisture and an internal stimulus from insect host to parasitoid, or from insect 
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parasitoid to host. Such an adaption reduces the risk of premature termination of 
diapause in areas where the winter is mild, but conditions are highly variable. 
1:2:5 Post-diapause Transitional Periods 
Diapause is considered to have ended and post-diapause transition phase to have 
begun, when there is a loss of sensitivity to diapause induction and diapause 
maintaining stimuli, and when thermal development thresholds and other responses 
have returned to non-diapause levels. Thus, it is possible, and is true of many 
insects, for an immediate resumption of development upon the return of favourable 
conditions. However, if conditions are unfavourable for growth and development, 
it is possible for insects to undergo certain post-diapause transitional periods 
including quiescence. This is most notable in insects that end diapause in late 
autumn or early winter. In such cases, the insects retain most of their characteristic 
symptoms of diapause such as enlarged fat bodies, cold hardiness and developmental 
suppression, but their reactions to external environmental conditions are that of non-
diapause animals, and development can begin immediately upon the arrival of 
favourable conditions. However, diapause symptoms do not disappear at the same 
rate. During post-diapause quiescence, there is often a species-specific, often 
temperature dependant, progression in the loss of symptoms. Development leading 
to the next stage of metamorphosis or to reproduction is also largely dependent on 
temperature, and thermal requirements for post-diapause morphogenesis often differs 
from those for the comparable non-diapause stage, for example, the fall webworm, 
Hyphantria cunea (Drury). Such dissimilarities may be due to differing forms of 
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metablolic resources and mobilization pathways available to diapausing and non-
diapausing animals. 
In a few insects, diapause-mediated effects can be seen in later stages or in the 
generations after dormancy has ended. The fall webworm (H.cunea) exhibits a 
behavioural difference between those individuals that have undergone diapause 
mediated dormancy and those that have not (Hidaka,l977). In this case, the 
behavioural difference is related to temperature and photoperiod, but in others the 
post-dormancy behavioural adaptions may involve food preference or food choice. 
The spring generation of caterpillars in some species of desert-inhabiting moths (eg. 
Cucullia boryphora, Dyscia malatyana and Casignetella polynella) feed on leaves, 
wheres after aestival diapause, the autumnal generation feeds on fruit 
(Falkovich, 1979). 
Variability in fecundity has also been shown between non-diapausing and diapausing 
overwintering adults. In some cases, the effects of diapause mediated dormancy is 
to lower the fecundity and/or fertility after diapause, however, in other cases, post-
diapause fecundity is the same or higher than that of non-diapausing insects 
(Deso,l973; Fujiie,1980; Denlinger,1981; Abo-Ghalia & Thibout,1983; Tauber & 
Tauber,l969; Tauber et al,l970a; Soni,l976; Poras, 1976; Linley et al, 1970). For 
those examples showing increased fecundity after diapause, it is possible that a 
decrease in pre-diapause growth rates and/or enhanced pre-diapause feeding rates, 
provide the post-diapause adults with a high reproductive potential (eg. Soringer & 
Szentkiralyi, 1980). 
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Phenotypic differences have also been shown between post-diapause and non-
diapause individuals. Due to the effects of day length, the nymphalid butterfly, 
Araschnia levana, alternates between an Ol'al_lge and black spring form and a white-
banded summer form (Shapiro, 1976). 
To complete the full course of diapause, post-diapause animals must regain their 
sensitivity to diapause inducing stimuli. For many, it simply requires the 
development of the life stage that characteristically exhibits sensitivity, for example, 
Chrysopa oculata (Propp et al, 1969; Tauber & Tauber unpub.). Some multivoltine 
insects with very short life-cycles do not regain full sensitivity to.diapause inducing 
stimuli for one or more generations after diapause. In the aphid, Megoura viciae, 
a specific interval of time must intervene before post-diapause generations of the 
aphid regain sensitivity to the photoperiodic stimuli that induces sexual morphs, 
regardless of the number of generations (Lees, 1959; 1960; 1963). 
Other species require a specific stimulus before they can respond to diapause 
inducing stimuli. For example, exposure to long day lengths restores the capability 
of the fly, Sarcophaga bullata, to respond to diapause inducing short day lengths 
(Henrich & Denlinger,1982). 
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1:3 DIAPAUSE IN DEL/A RADICUM 
Collier & Finch (1983a) produced a schematic representation of the course of 
diapause in the cabbage root fly as it is presumed to occur, under field conditions 
(fig. 1). This diagram is very useful as a base upon which the more intricate details 
of cabbage root fly diapause can be built and as a model to which comparisons with 
other insects can be made. It begins in mid- to late-August when final instar larvae 
of 3rd. or late 2nd. generation flies perceive diapause-inducing token stimuli and is 
followed by a period of diapause maintenance, during which the pupae are kept in 
a quiescent-like state by autumn temperatures, too warm to allow diapause 
development to proceed. Once temperatures become sufficiently low, diapause 
development commences and continues through to late December/ early January, 
whereupon an increasing proportion of pupae terminate diapause, and enter a post-
diapause quiescent stage. Once temperatures have risen above the post-diapause 
development threshold, usually during the spring, post-diapause development begins, 
followed by emergence. Both the diapause maintenance and the post-diapause 
quiescent periods tend to synchronize the emergence of adults, thus it is not 
necessary to know the proportion of 2nd. and 3rd. generation pupae in the 
overwintering population in order to predict when flies will emerge. 
1:3:1 Diapause Induction 
In 1860, Curtis first recognized that cabbage root fly survive the winter in the pupal 
stage. Referred to as 'overwintering pupae' (Shoene, 1916), they were shown to 
Figure 1. 
Schematic representation of the course of diapause in the cabbage root fly 
(Collier & Finch,l983a). 
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enter diapause at 6°C (Vodinskaya, 1928). More recently, facultative diapause was 
said to be induced by changes in day ·length perceived by the larval stages through 
the plant host (Hughes, 1960a). Missonier ( 1960; 1963) considered that temperatures 
below 15°C, perceived by a receptive phase of larval development, to be the 
decisive factor. However, Zabirov (1961;1962) was the first to recognize that 
diapause induction was dependent on both temperature and photoperiod. Later,. 
Read (1965) showed that pupae reared in a greenhouse where temperatures were 
kept constant at 21°C for 10 hours during summer and winter light intensities, did 
not enter diapause. However, McLeod & Driscoll (1967) concluded that a 12 hour 
photoperiod at 200C produced diapausing pupae. Read (1969) demonstrated that 
decreasing temperatures associated with low light intensities, for both adults and 
larvae, were necessary for diapause induction. Since then, Soni (1976) has 
demonstrated that when receptive stages of developing larvae are subjected to 13°C 
+I- 0.5°C and a 10 hour photoperiod for 28-42 days followed by 20°C+/- l°C and 
a 16 hour photoperiod, 88-99% of pupae enter diapause, thus agreeing with Read. 
These conditions ie. lower temperatures, short photoperiods and lowered light 
intensities comprise the token stimuli previously mentioned. 
1:3:2 Diapause Development 
Many laboratory based constant temperature studies have been performed in order 
to elucidate the temperature and period requirements for the rate and duration of 
diapause development in D. radicum. This involved keeping batches of diapausing 
pupae at assorted constant temperatures considered appropriate for diapause 
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qevelopment for various periods, and then once diapause was presumed terminated, 
transferring the batches to various constant temperatures considered appropriate for 
post-diapause development. Coaker & Wright (1963) and McLeod & Driscoll 
(1967) chose 0 and 5°C, Missonier (1963) 3°C, Read (1965) -5, 2 and '?C and 
Harris & Svec (1966) I °C as their low temperatureS for diapause development. It 
was concluded from these experiments that temperatures of between 3 & "?C caused 
diapause development to proceed at· a greater rate than lOOC and above. However, 
there was some disagreement as to whether diapause was terminated more rapidly 
as the temperature·was decreased to OOC or below. Subsequently, Collier & Finch 
(1983b) showed that the rate of diapause development was indeed increased as 
temperatures were lowered from l0°C to 0°C and 2 week periods at -3°C or -6°C 
had little effect on the rate compared to O"C. Similarly, sub-zero temperatures 
down to -'JOC were. shown to have little effect on the rate of diapause development 
compared to 0°C, but at -IOOC and below, survival was reduced (Tumock, Jones & 
Reader, 1985). 
A complicating factor is that a population of flies emerge over a period of time and, 
thus in addition to varying constant temperatures, different research groups have 
applied different criteria in determining when diapause development has ended. It 
has, in the past, been assumed that diapause development had been completed in all 
pupae when flies emerge within 30 days (McLeod & Driscoll,I967); when all flies 
had emerged (Coaker & Wright,I963) and when 50%-90% of flies had emerged 
(Collier & Finch, 1983a). Such inconsistency in data analysis make any comparison 
difficult. Coaker and Wright (1963) concluded that diapause development has ended 
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after 15-18 weeks at 5°C, although considerable variation was found between 
individual pupae ranging from 12-20 weeks at 4°C (Collier & Finch, 1983b). Since 
diapause development does not follow the seasonal pattern of day length, there is 
no indication that photoperiod has a major influence on the rate of diapause 
development. 
1:3:3 Post-diapause Development 
As a method for predicting fly emergence, calculating the number of day degrees 
(0°) to emergence may be used. To date, studies have been performed on the 
temperature requirements of diapause terminated pupae to complete post-diapause 
development· and thus emerge. In order to estimate the number of 00 for 
completion of post-diapause development, a threshold temperature must be 
calculated. Read (1962) first estimated the post-diapause development threshold at 
100C on Prince Edward Island, Canada, followed by Eckenrode & Chapman (1971) 
whose estimate was 6.1°C in Wisconsin, U.S.A. Since then, 6°C has been used 
widely as the development threshold in many estimations of 0° requirements for the 
emergence of cabbage root fly (Coaker & Wright, 1963; Eckenrode & 
Chapman,1972; Nair & McEwan,l975; Wyman, Libby & Chapman,1977; Vincent 
& Stewart,l981). However, more recently 4°C has been shown to be a more 
accurate estimate of the post-diapause development threshold for D. radicum with 
3 or 5°C being unsuitable and 6°C even less suitable (Collier & Finch, 1985). Also, 
there is a greater accuracy in forecasting when soil 0° are used instead of air 0°. 
Soil temperatures recorded at a depth of 6cm. has been suggested (Collier & 
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finch,l985). Under this regime, they concluded that the accumulated no for 50% 
emergence of D.radicum in the spring should be 179+/-8 from 1st. February. 
no estimates above 6°C to emergence range from 101-116 (Nair & McEwan,1975), 
166 (Wyman et al, 1977), 166-208 (Eckenrode & Chapman, 1972) and 192 (Vincent 
& Stewart,l981) in North America to 134-194 (Coaker & Wright,1963) and 
125-235 (Hawkes et al, 1988) in the U.K. It can be seen that there is a large degree 
of variation between and within different research group estimates. This is, in part, 
due to the differing methods used to record the times of fly emergence. Eckenrode 
& Chapman (1972) and Wyman et al (1977), in particular, used traps which only 
catch active flies. Since Spring in England is often characterized by long cool 
periods, often resulting in a considerable delay between fly emergence and the time 
they become active in the field, activity traps are not suitable for recording 
emergence (Collier & Finch, 1985). 
Laboratory studies on post-diapause development temperature requirements have 
usually involved batches of diapause terminated pupae being kept at constant 
temperatures. Finch & Collier (1984) showed that at temperatures ranging from 8 
to 20°C, the number of days needed for post-diapause development varied between 
43 and 10.5 respectively. In 1987, however, Brindle decided to use gradually 
increasing temperatures on individual diapause terminated pupae. It was imagined 
that an experiment of this type would be more comparative to those conditions 
ex}lerienced in the field. Two basic experiments were carried out involving the 
measurement of carbon dioxide as an indicator of metabolic activity for individual 
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pupae. The two experiments differed in the rate at which the temperature was 
increased. Two strains of cabbage root fly were available for both experiments so 
that direct comparisons could be made between the responses of pupae under the 
different temperature regimes. From these experiments, three important features 
have been identified. Firstly, most pupae from all strains of fly under both 
temperature regimes showed a 'two phase response' (fig. 2). This was considered 
to be the result of a linear, non-temperature dependent phase, representing the post-
diapause quiescent period, followed by a linear temperature dependent phase, 
representing the post-diapause development period, with the junction of the two 
phases being the threshold for post-diapause development. 
The second feature of note was a significant difference in the post-diapause 
development thresholds between similar strains of fly under the two differing 
temperature regimes. It was found that in experiment 2, where the rate of 
temperature increase was slower than that of experiment I, the post-diapause 
development thresholds were significantly lower. A number of explanations for this 
characteristic were given, but Brindle concluded that since the thermal optimum for 
diapause development in cabbage root fly has been shown to rise as diapause 
progresses (Missonier, 1963), it is possible that the threshold for diapause 
development rises through the course of diapause development. Thus, pupae 
maintained at ?"C may not have completed diapause. During the post-diapause 
development experiments, once the temperature had risen high enough for diapause 
development to proceed, the pupae would have spent a period of time completing 
diapause development whilst the temperature continued to rise. The temperature at 
Fagure 2. 
Brindle's 'Two phase response':- Metabolic rate of DCE culture in experiment 1 
(Brindle, 1986). 
30~----------------------------------------------------~ 
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which pupae entered the second, temperature dependent phase would, therefore, be 
an 'apparent' threshold, higher than the actual threshold for post-diapause 
development. If the threshold for diapause development rose to a point at which 
most pupae were able to proceed with diapause development, but, as seen earlier, 
the rate of diapause termination is greater as temperatures fall from lOOC, then 
pupae experiencing a slower rate of increase would require less time to complete 
diapause development, and therefore, would have a lower apparent post-diapause 
development threshold. This mechanism has been suggested as the mechanism for 
late emergence in the cabbage root fly (Finch & Collier, 1983). 
Finally, it was noted that in 50% of pupae from one strain of fly, an apparent 
threshold of below 4°C was observed, suggesting that post-diapause development 
may take place at 3°C or below. 
-------- ·----
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1:4 LATE EMERGENCE AND YEAR-DELAYED EMERGENCE 
In many species of insects a proportion of individuals undergo an unusually long 
period of diapause possibly lasting more than one year. In 1974, Powell recognized 
two types of prolonged diapause. In the first type, large proportions of, or whole 
populations may respond to adverse environmental conditions by remaining in 
diapause for periods sometimes in excess of one year. In the second, prolonged 
diapause regularly occurs in a certain proportion of the population as a bet-hedging 
tactic. In both types of prolonged diapause, genetic and environmental factors may 
be important. 
Waldbauer (1978) showed that several species of insect, particularly Lepidoptera, 
show polymodal patterns of emergence following diapause. In parts of the U .S.A., 
the moth Hyalophora cecropia, has been shown to exhibit a bi-modal pattern of 
emergence. Following a cold phase diapause development, late emerging adults 
appear to undergo an additional period of diapause development that proceeds more 
rapidly as the temperature is increased. The low temperature threshold was 
estimated to be similar to the threshold for morphological development (Waldbauer 
& Sternburg, 1986). 
In Denmark, some populations of anthomyiid turnip fly (D. flora/is) emerge in May-
June rather than in August as expected; even though both types exist within a 
relatively small geographical area (Jorgenson, 1976). 
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Year delayed emergence has been observed in several studies and is more common 
in insects inhabiting deserts and arid regions. Here, the unpredictability of abiotic 
and biotic requisites for growth and reproduction eg. rainfall and food, lead to 
differing seasonal adaptations. One such adaptation is a prolonged diapause, which 
in the case of the butterfly Pieris nap-microstriata accounted for the survival of the 
population during a 2 year drought period (Shapiro,l979). Year-delayed emergence 
has, however, also been observed in non-desert dwelling insects. In these cases, it 
is more likely that some more local, biotic factor rather than widespread climatic 
conditions cause prolonged diapause. The cecidomiid midge, Hasegawia sasacola, 
forms galls in bamboo buds, the availability of which characteristically varies from 
year to year. Thus, local populations of the midge are faced with a high degree of 
seasonal uncertainty. Survival of the population depends soley on those individuals 
that have entered prolonged diapause and thus, are able to withstand the host free 
period (Sunose,1978). 
Hence, individuals undergoing prolonged diapause may have reduced fitness, 
especially if there is mortality during diapause, but in the event of a catastrophe to 
the active population, they alone, or in combination with immigrants, may serve as 
the source of population restoration (Danks, 1983). 
1:4:1 Evidence for Late Emergence in D. radicum. 
In 1983, Finch & Collier carried out an investigation into the requirements for 
emergence of cabbage root fly populations collected from several localities in 
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England and Wales in relation to possible prediction of the times of cabbage root 
fly activity in the localities. Pupae collected from the soil at these sites were stored 
at 4°C until emergence had occurred in the field population at Wellesbourne. They 
were then transferred to 20°C with 16hr. photoperiod and their emergence recorded. 
They found considerable variation in the rates of fly emergence between the 
different localities which was not correlated to latitude. Three distinct emergence 
biotypes were identified; early, intermediate and late (fig. 3). Their criterion for 
emergence was the percentage total emergence by day 14 at 20"C. Those strains 
referred to as early emergers ~I exhibited over 93% emergence by day 14 whereas 
so-called late emergers showed less than 23% emergence by day 14, the 
intermediates ranging between 64-68%. It was thought that late emergence was 
possibly due to pupae receiving insufficient chilling to complete diapause 
development, however, maintaining populations at 4 °C for up to 1 year failed to 
shorten the subsequent time to emergence at 20"C. They also found no evidence to 
suggest 20"C as being inhibitively high for post-diapause development. Further 
selection experiments from the parent population heterogeneous with respect to 
emergence demonstrated that late emergence had a genetic basis and that the F 1 
generations emerged after periods corresponding to their parental samples. Also, 
intermediate types could simply be a mixture of the late and early emerging types. 
Finch et al (1986) carried out a similar investigation using 21 overwintering 
populations of cabbage root fly pupae from different sites in Lancashire. Here they 
observed 2 extreme biotypes; one with early and the other with late emerging flies. 
There was also evidence of an intermediate biotype which was not a mixture of the 
Figure 3. 
Emergence from parental and Fl cultures in selection experiment (Finch & 
Collier, 1983). 
Legend; Fl from week 2- emergence from Fl population cultured from week two 
emerging parent flies. 
Fl from week 4- emergence from Fl population cultured from week four 
emerging parent flies. 
Fl from week 6- emergence from Fl population cultured from week six 
emerging parent flies. 
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two. The different biotypes were maintained by populations breeding at different 
times and by females mating close to their sites of emergence. Non-dispersive 
females then perpetuated their genotype within their own locality. They also 
concluded that the time of emergence was not obviously associated with the type of 
host-crop on which the larvae had developed. Hawkes et al (1988) looked at the 
prevalence of late emergence in field populations in association with local cropping 
practices. At one site in particular, emergence trap data showed 68% of flies at 
Venn farm emerging late; some as late as 13th September. 
0° data from the same work provided a comparison between early and late emergers 
between and within different years. The most obvious feature of the data was the 
broad similarity of sites within any 1 year and the subsequent difference between 
years. Early emergers appeared to require a greater accumulation of 0° before 
emergence in 1985 than in 1984. Prediction of emergence is made all the more 
difficult since the greatest variation was seen in late emergers. 
Flies emerging from late emerging cultures in gradually increasing temperatures (cf. 
Brindle, 1986; 1 :3:3) gave apparent post-diapause development thresholds of 
between 10.5°C and 14.2°C with a mean of l2.7°C. Using the hypothesis that the 
diapause development threshold can increase during the course of diapause, the 
actual post-diapause development threshold would be expected to be lower than the 
apparent threshold figures above. 
In 1989, Collier et al conducted laboratory studies on diapause and post-diapause 
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development temperature and period requirements. They concluded that unlike early 
emergers whose development would continue after diapause development terminated 
and temperatures rose to above 4.3°C, late emergers require an additional phase of 
diapause development at temperatures above '?C before the commencement of post-
diapause development. This period, they estimated, was complete after 114 days 
at 9°C or 24 days at 21°C, equivalent to 280 0° above 7°C, and is thus temperature 
dependent. It was also shown (Collier et al,1989b) that the rate of respiration of 
pupae during the second phase of diapause is low, 0.05 ml Ql g- 1 pupa h- 1, whereas 
that of post-diapause developing pupae consumed up to 0.5 ml Q2 g-1 pupa h-1 
shortly before eclosion. Since the rate of respiration increased rapidly at the same 
time before eclosion in early and late emerging populations, they concluded that the 
temperature requirements for post-diapause development in early and late biotypes 
appears to be the same. 
1:4:2 Ecological and Agricultural Implications of Late Emergence 
As seen previously, there are several cruciferous crops grown in Britain, providing 
a variety of cropping patterns. Most of the brassica crop bulk is formed from the 
summer maincrops ie. cabbage, cauliflower, Brussels sprouts, which are planted in 
the autumn or spring ready for consumption in the following spring, summer or 
autumn (Lockhart & Wiseman,1978; Halley,1982). Large areas of so-called fodder 
brassicas ie. kale, rape, swede, turnip are planted in the late spring or summer for 
winter animal feed. 
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Oilseed rape is now grown.in very large quantities, five times the acreage planted 
with cruciferous vegetables. At first, the crop was sown largely in the spring 
coinciding its seedling stage with first generation D. radicum attack. Oilseed rape 
seedlings are most susceptible to damage at this stage and, unfortunately, also 
provide the most attractive stimuli for D. radicum (Traynier,1967; Stadler,l978; 
Hawkes & Coaker, 1979; Finch, 1980;Prokopy et al,l983; Prokopy & Owens,l983). 
However, the oilseed rape harvest coincided with the cereal crop harvest and so 
overwintering crops are now favoured. Unless D. radicum damages the roots of the 
oilseed crop in autumn, it cannot become established in the following year because 
healthy roots become extremely tough during winter (Finch & Jones, 1987). Only 
crops grown in early August and which coincide with third generation D. radicum 
are at risk (Finch,l987). 
The southwest is not a large producer of maincrops, since transportation costs of 
these relatively bulky yet low value crops make them less economically viable. 
Instead, large areas are devoted to swedes and turnips and fodder brassicas which 
either remain in the ground over winter or are used as winter feed for livestock. 
However, the southwest is an important producer of spring cabbage and winter 
cauliflower (Leat, 1980). Early brassicas such as these, planted out in April-May 
for consumption in August/September or in the autumn for spring consumption, 
would be ideal hosts for the first generation cabbage root fly, thus creating the basis 
for· severe pest damage by 2nd. and 3rd. generation D.radicum on summer 
maincrops, fodder brassicas and catchcrops, and oilseed rape crops. 
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Greater consumer demand, modern development in agronomic techniques and higher 
labour costs have led to changes in cropping practices. There is a tendency for 
farms to become larger, and pressures for improved efficiency to become greater, 
thus leading to higher capital costs and hence specialization in crop production, short 
crop rotation and higher plant density. All these factors can lead to a build-up in 
occurrence and severity of pest problems. 
However, a common method of crop protection against Delia spp. is to vary the 
times of sowing or planting crops to avoid invasion by migrants or vulnerability 
during the main egg-laying periods. One particular method is to sow or plant 
brassicas late to avoid attack from first generation cabbage root fly. The absence 
of a crop for females to lay eggs on in the spring would mean that damage from 
future generations would be limited to progeny of immigrant females or very small 
populations sustained by non-crop cruciferous host plants. If late emergers are not 
present, the major proportion of the D. radicum population would be absent and 
large scale damage would be alleviated. 
Brindle ( 1986) carried out investigations into the possibility of a link between the 
emergence peaks of cabbage root fly in Devon and the cropping practices of local 
farmers in the region. Late emergence was observed in a number of sites over 2 
years; the latest being mid-September. He concluded that late emergence on the 
scale identified by Finch & Collier (1983) may be commonplace among cabbage 
root fly populations in Devon. At one site, Venn farm, no brassicas had been 
available to first generation D. radicum since 1982; late growing swedes having 
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· been available since 1979. Here, 68% of flies emerged late and it was thus 
concluded that this cropping practice had selected for late emergence. 
1:4:3 Evidence for Year-delayed Emergence in D. radicum 
As yet, there is limited evidence for year delayed emergence in cabbage root fly. 
The main source of data on this phenomenon is Brindle's investigations on Venn 
farm, Devon (1986). Water traps, set in the headlands, and emergence traps 
(covering 15m2 in total) set in the field, were monitored in 1984 from April until 
September, during which time potatoes were grown. Since brassicas (swedes) had 
been present in the field in 1983, a good population emerged during April-June in 
1984 as expected. Water traps were returned to the field in the spring of 1985 to 
check for emergence. In late April, large numbers of cabbage root fly were 
collected in these traps and so 600 emergence traps were also set to confirm that 
emergence was taking place. 
The flies caught in the water traps could have come from another source, but the 
closest alternative source was 1005m distant in 1985. The numbers of flies caught 
were over 2 orders of magnitude greater than expected from immigration (calculated 
from densities at the alternative source and dispersal rates; Alexander, 1983). The 
only way in which flies might have appeared in emergence traps without them 
having delayed emergence from the previous year was by their larvae having fed 
and pupated on cruciferous weeds present in the potato crop in 1984. Finch & 
Ackley (1977) demonstrated that wild crucifers are poor hosts and the numbers of 
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crucifers present in the potato crop were noticably less than in cereal crops. To 
prod~ce the density of emerging flies recorded in 1985 would have required between 
2 plants/m2-20 plants/m2 for the best and poorer wild hosts respectively. Brindle 
reported that wild crucifers occurred in numbers far lower than these densities, the 
only species found being Capsella bursa-pastoris which does not support D. radicum 
(Finch & Ackley,1977). Further evidence was provided by the fact that 2600 
emergence traps set in 1986 failed to catch any flies in a similar cross-section of 
crops. 
1:4:4 Ecological and Agricultural hnplications of Year-delayed Emergence 
In 1962, Southwood classed arable crops, in which rotation is practised, as 
temporary habitats. As such, the appropriate response to temporary habitat 
characteristics by so-called r-strategists is migration. The main features of 
migratory movement are I) movement of an animal away from its population 
territory or habitat, 2) often phototactic in nature, 3) involves less frequent changes 
in direction than non-migratory or trivial movement, 4) having a fixed minimum 
period during which there is persistent locomotor activity and 5) vegetative stimuli 
such as the perception of a mate, food or shelter will not cause a migrating animal 
to stop. As to whether migratory activity occurs in cabbage root fly or not is a 
contentious issue (Mowat & Coaker, 1968; Hawkes, 1974; Finch & Skinner, 1975; 
AJexander,l983), however, delaying emergence by a year represents an alternative 
strategy (Hawkes et al, 1987). Only a small percentage of Venn farm grows 
brassicas each year so that fields of brassicas become an 'oasis' in a 'desert' of 
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grassland and cereal crops. Female flies, therefore, have to travel considerable 
distances to find a host crop. A second problem is that there has often been a long 
period before a brassica crop is again available within the dispersal distance of most 
flies (taken as 600m, Alexander,l983). Thus, year-delayed emergence may be 
viewed as a 'sit and wait' adaption to problems generated by cropping practices that 
cause a host crop to be grown in patches seperated by considerable distances, but 
often returning to approximately the same location after an interval of time. 
Using Brindle's data as an example: Those flies emerging in 1984 after only one 
winter were· 905m away from the nearest brassica crop, one and a half times the 
dispersal distance of most flies. However, those flies emerging in 1985 after 2 
winters had to travel only 200m to the nearest brassica crop, well within the 
dispersal range of the cabbage root fly. 
It is, therefore, implied that such a tactic means that agricultural crops grown under 
these circumstances effectively become permanent rather than temporary habitats 
and migration; which is a hazardous undertaking usually involving high mortality, 
becomes. less important in the range of adaptions that characterize an organism 
exploiting agricultural habitats. 
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1:5 THE PROBLEM 
Since most cabbage root fly emerge from overwintering pupae over a period of 
time, accurate assessments of peak fly emergence is required in order that pesticides 
can be used as effectively as possible. The accumulation of 0° above 6°C was used 
by Coaker & Wright (1963) to predict the emergence of the first flies. Statistically, 
the most accurate prediction was 2oo·oo from the 1st. February. However, Collier 
& Finch (1985) have since concluded that soil temperatures at a depth of 6cm. and 
accumulated 0° above 4°C should be used. Their prediction, also taken from the 
1st. February necessitated an accumulated 179+/- 8°0 to 50% emergence. For 
normal flies this would lead to emergence in late April and May. However, it has 
been shown that flies in Lancashire and Devon showed emergence peaks in June and 
July (Finch & Collier, 1983; Alexander, 1983; Brindle, 1986). It would seem that if 
whole or major proportions of the cabbage root fly population delay their 
emergence, then the genetic make-up of these flies is geared toward emergence 
when brassicas are grown later in the year. Normal emerging (early emerging) flies 
would not find a suitable host and most would not reproduce. 
It has also been shown that post-diapause development can take place at below 3°C, 
lower than previously thought. However, the exact temperature and period 
requirements for diapause development and post-diapause development in relation 
to early and late emergers is still unresolved. 
Accurate forecasting of cabbage root fly emergence is made difficult due to a 
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number of factors. Emergence has been shown to be extremely protracted and there 
is evidence to suggest that the pattern of emergence could alter rapidly in response 
to changing cropping practices. It has been suggested that temperature thresholds 
during the diapause syndrome vary from site to site and from year to year. The 
frequency of late emergence within a population has not been identified, and 
therefore, the relative importance of 1st. and 2nd. generation is not predictable. 
Furthermore, another source of variation may be present in that some flies may 
delay their emergence by a whole year and emerge in the spring, 2 years after 
entering diapause (Brindle, 1986). This would seem to be a'spread of risk' strategy 
(Hawkes et al, 1988) thus ensuring that if brassicas are grown at intervals and in 
different fields, some of the population are likely to find a crop and proliferate. 
Since very little data are available on year-delayed emergence, precise predictions 
on cabbage root fly emergence are almost impossible. 
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1:6 AIMS AND OBJECTIVES 
Primarily, this work is divided into two main parts. 
Firstly, to investigate the possiblity of year-delayed emergence in the field and the 
laboratory, and if found, its prevalence within the population. Associated with this 
field work will be further studies on late emergence. 
Secondly, the 'two-phase response' hypothesis will be investigated further using 
laboratory emergence studies. Computer modelling techniques will be used in order 
to test hypotheses on temperature and period requirements derived from the 
emergence experiments. Once a comprehensive understanding of these requirements 
has been achieved, more direct work may begin on forecasting late emerging flies. 
Other aspects of the cabbage root fly life-cycle will be monitored and analyzed from 
on-going culture data. Possibilities of non-diapausing overwintering pupae and 
delayed non-diapausing emergence will be studied. 
It is hoped that the combination of results from field investigations and laboratory 
studies will lead to an improved understanding of the different requirements 
necessary for emergence of cabbage root fly; especially late and year-delayed 
emergers. From this, more realistic models can be developed and more accurate 
and precise predictions of peak emergence may be calculated such that the control 
efficiency of this pest may be improved. 
CHAPTER TWO 
FIELD INVESTIGATIONS INTO LATE AND 
YEAR-DELAYED E:MERGENCE IN D.RADICUM 
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In order to investigate the presence and frequency of year-delayed emergence and 
the proportion of the population exhibiting this strategy, flies must be trapped over 
a period of two consecutive years. For example; if a brassica crop was available 
in a particular field in October 1987, normal and late emerging flies would be 
expected to emerge in the spring and summer of 1988. If no brassicas are grown 
throughout the whole of 1988 and wild cruciferous hosts are not present, then any 
flies emerging during spring and/or summer 1989 must have been in the soil since 
1987 and are, therefore year-delayed. 
Trapping flies from 1988 would give a population estimate to which the number of 
year-delayed flies caught could be compared. Thus, over a 3 year study period, 2 
sets of data concerning late emergence and 2 sets of data involving year-delayed 
emergence could be obtained: 1988-1989 and 1989-1990. 
Collier & Finch (1985) proposed 4°C as a more suitable base temperature for 
calculation of D0 accumulations. However, most other work in this area has used 
6°C as the base temperature and thus, for more realistic comparisons, D0 
accumulations above 6°C from the 1st. February were calculated in this study. Data 
from two meteorological stations were used. For the Bigbury site, maximum and 
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minimum 24 hour air temperatures from RAF Mountbatten, Plymouth (SX 498 524) 
were used and for the Stokenham site, data from the meteorological station at 
Slapton Ley (SX 824 449). 
------------~-----~--
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2:1 TRAPPING METHODS 
A number of different traps which sample flying insects have been developed in 
order to monitor adult cabbage root fly. These include cone (Eckenrode & 
Chapman, 1972; Vincent & Stewart, 1981; Dapsis & Ferro, 1983), sticky (Sears, 1983; 
Dapsis et al 1983) and water traps (Hawkes,1969; Finch & Skinner,1974; Hawkes 
et al, 1988). Most have been developed for monitoring fluctuations in pest numbers 
and to determine spatial distribution and dispersal. Such traps produce relative 
estimates which are dependent on certain variables eg. attractiveness, locality and 
position of the traps, climate and insect activity. In an homeogeneous topographical 
region such as agricultural systems, many of the variables are assumed to become 
constant and differences in insect capture rate are considered to reflect relative 
abundance. Traps specifically designed for experimental use which can produce 
absolute numbers of cabbage root fly have also been developed (Brindle,1986). 
There are a number of design and practical considerations associated with traps of 
this type. The number of traps used is limited by two factors. Enough traps must 
be laid in order to give reliable results within specific statistical limits. For 
economic and logistical reasons, however, the maximum number of traps used must 
be practicable. 
If traps are to be positioned in or over the crop itself then they must be of a design 
that will cause as little crop loss as possible. Also, on sampling and maintenance 
days, trampling of the crop must be minimized and, here again, positioning of the 
traps is important. Traps should be as species-specific as possible since it is not 
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environmentally sound to catch large numbers of unwanted invertebrates. Many of 
the traps described above prove fatal to the flies and, thus, laboratory cultures of 
wild populations cannot be started. Also, where trapping methods do not 
discriminate between different fly populations, individuals trapped may not 
necessarily have been derived from the population established at the site of study. 
Thus, at sites where the surrounding area includes other brassica crops a large influx 
of immigrant flies may make interpretation difficult. 
Brindle (1986), who used yellow water traps as part of his trapping method, 
addressed the problem of immigrant flies. He established that the only way to 
ensure that the flies caught were soley from the site under investigation was to use 
traps which caught flies as they emerged from the soil. He developed the 'flower 
pot emergence trap' for part of his work but pointed out the inefficiences of such 
a trap both in terms of the time taken to lay them and the ground area covered 
relative to the number of flies caught. Brindle suggested guttering as a possible 
alternative and so pilot experiments were set up in the laboratory to compare capture 
efficiencies. 
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2:1:1 Emergence Traps 
The pot traps were made from upturned flower pots with a capture tube affixed over 
one of the six drainage holes; the other five being covered with insulation tape (fig. 
4). The pots made of light brown PVC, measured 0.25m tall and 0.178m (7") in 
diameter. Design of the capture tubes is simple but effective. Each was made from 
a clear centrifuge tube, cap and muslin (fig. 4). A funnel arrangement just inside 
the tube makes entry up into the tube easy but exit back down into the flower pot 
more difficult. Since newly emerged flies show positive phototaxis and negative 
geotaxis, light penetrating the pot via the hole attracts flies up through the funnel 
and out into the tube. Flies trapped can be sampled by unscrewing the tube and 
replacing it with another. The same design of capture tube was used for the gutter 
traps. . The traps were of black PVC and angular cross section (fig. 5). Their 
dimensions measured 1.0 x 0.1 x 0.055m. Holes roughly the size of the drainage 
holes in the pots were drilled into the middle of each upturned gutter and one tube 
affixed over it. Each length has two stop ends and, thus, once upturned on the soil, 
only light from the holes penetrate. 
2:1:2 Pilot Experiments 
Two large fibre-glass containers measuring 1.26 x 0.66 x 0.18m were filled with 
loose soil in order to simulate the field surface. Prior to comparing the pot with the 
gutter traps, tests were carried out on the gutter traps to find the most effective 
capture method and experimental design. Traps with large holes covered by glass 
Figure 4. 
Flower pot trap and capture tube. 
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funnels and large glass jars and also traps with a flat piece of clear plastic over 
similar sized holes with centrifuge capture tubes mounted over a small hole in the 
plastic were tested in an attempt to allow more light into the gutter trap. However, 
neither showed greater capture efficiency than the centrifuge tube design and thus 
the latter design was used in future tests. 
Flies anaesthetized with carbon dioxide were used in some experiments but it was 
shown that although it was more difficult to place unanaesthetized flies under the 
traps, when anaesthetic was used, large proportions of flies were not captured. 
Thus, anaesthetic was not used in the main experiments with pot and gutter traps. 
In the final pilot study, S flies were placed under each of 20 pots and S x 1 m 
gutters. In the case of the gutter traps, flies were released at one end of the gutter, 
the capture tube having been affixed to the middle. The number of flies appearing 
in the capture tubes over the next S or 6 days was monitored. No flies were 
removed from the tubes, to give some indication of loss or movement of flies back 
down the tubes and into the traps between sampling days. The tubes were examined 
up to 3 times per day, but an average was taken of the number of flies present in 
each tube each day. This experiment was duplicated and an average taken of the 
two sets of results (tables 1 ,2 & 3) 
It was found that there was a marked increase in the -number of flies caught by the 
gutter traps relative to the pot traps ('~'== 12.21, P < 0.001, DF= 1) (fig. 6). Also, 
the greatest number of flies present in the tubes was seen to be during the fourth and 
' L_ 
TABLE 1. 
Pilot study 1 - number of flies emerging from flower pot and gutter traps. 
POT TRAPS GUTTER TRAPS 
NUMBER OF AVERAGE AVERAGE 
DAYS AFTER NUMBE!=IOF NUMBER OF 
RELEASE MORNING MIDDAY AFTERNOON FUES EMERGED MORNING MIDDAY AFTERNOON F:UES EMERGED 
OFFUES SAMPLE SAMPLE SAMPLE PER DAY SAMPLE SAMPLE SAMPLE PER DAY 
1 19 15 22 18.67 3 3 3 3.00 
2 15 13 17 13.00 4 6 8 6.00 
3 17 17 17 17.00 12 11 12 11.67 
4 13 17 11 13.67 12 11 10 11.00 
5 10 10 8 9.33 9 .9 9 9.00 
6 9 7 9 8.33 9 10 10 9.67 
TABLE 2. 
Pilot study 2 - number of flies emerging from flower pot and gutter traps. 
----------
POT TRAPS GUTIER TRAPS 
NUMBER OF AVERAGE AVERAGE 
DAYS AFTER NUMBER OF NUMBER OF 
RELEASE MORNING MIDDAY AFTERNOON FUES EMERGED MORNING MIDDAY AFTERNOON FUES EMERGED 
OFFUES SAMPLE SAMPLE SAMPLE PER DAY SAMPLE SAMPLE SAMPLE PER DAY 
1 24 23 20 22.23 5 8 8 7.00 
2 25 22 21 22.67 12 10 9 10.33 
3 21 23 25 23.00 7 7 7 7.00 
4 19 20 20 19.67 8 9 9 8.67 
5 16 17 16 16.33 11 11 11 11.00 
6 10 10 10 10.00 10 9 10 9.67 
. 
Figure 6. 
Combined pilot study data comparing fly emergence from flower pot and gutter 
traps. 
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TABLE 3. 
Average and percentage emergence from flower pot and gutter traps. 
POTS POTS GUTIERS GUTIERS 
AVERAGE AVERAGE 
DAYS AFTER NUMBER OF %OF NUMBER OF %OF 
INTRODUCTION FUES FUES FUES FUES 
OF FUES EMERGED EMERGED EMERGED EMERGED 
1 20.5 34.2 5.0 25.0 
2 18.8 31.4 8.2 40.8 
3 20.0 33.3 9.3 46.7 
4 16.7 27.8 9.8 49.2 
5 12.8 21.4 10.0 50.0 
6 9.2 15.3 9.7 48.3 
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fifth days. The maximum percentage of flies caught was 50% using the gutter 
traps, compared to 34.2% using the pots. It is likely that these efficiences are 
greater in the field where light intensities are higher and newly emerged adults 
would show a greater degree of positive phototaxis than flies emerging some hours 
previously. 
Furthermore, the area covered by each gutter is 1000cm2, over four times larger 
than each pot (244cm2) making use of gutter traps logistically favourable. It was 
decided, therefore, to use gutter traps for emergence studies. In the field, 4m long 
traps were used. Four holes were drilled, two 0.5m from each end and two lm 
apart in the middle. The total surface area covered by each trap is 4000cm2• 200 
traps were used in all, a total ground cover of 80m2• 
94 
2:2 FIELD INVESTIGATIONS 
2:2:1 1988 Sites and Distribution of Traps 
Two farms provided suitable sites: Stokenham Barton Farm, Stokenham, Devon (50 
0 l6;5'N,3°4l'W) (SX 802 425) (fig. 1) and Mount Folley Farm, Bigbury, Devon 
(50017'N, 3°53'W) (SX 661 446) (fig. 8). During spring 1988, traps were laid in 
one field in Stokenham and two fields in Bigbury. The Stokenham site had grown 
broccoli during the previous year and was now sown with potatoes. One site at 
Bigbury (site a) had grown stubble turnips and was now growing potatoes, the 
second (site b) had previously grown cauliflowers and in 1988 was growing spring 
barley (figs. 9 & 10). All sites were growing brassicas at the time of 3rd. 
generation oviposition and pupation in 1987. 
66 traps were placed at Stokenham in 6 rows of 11, covering a total of 26.4m2• 
Traps were laid in the furrows between the potato plants and just to the side of the 
tractor tracks. When sampling, workers could thus walk amongst the crop using 
these tramlines causing minimal damage to the crop by trampling. When traps were 
laid, the potato crop was barely visible (fig. lla). The soil was dry on the surface 
but damp underneath. This formed a rather lumpy, coarse topsoil with which to 
cover the traps. 
50 traps were laid in site a) at Bigbury in two rows of 25 (20m2) and 80, in four 
rows of 20, at site b) (32m2). Again, traps were laid either side of the tractor 
Figure 7. 
Stokenham site. 
STOKENHAM BARTON 
FARM 
Figure 8. 
Bigbury sites. 
MOUNT FOLLY 
FARM 
Figure 9. 
Bigbury site - crop positions for 1987. 
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Figure 10. 
Bigbury site- crop positions for 1988. 
;~;~;}~{{;~; BARLEY 
: ·:·: .. : ·:·:.: ·:· :-: ·: 
. :·: .. : .. :·:.: .. :-:.:. :· 
-POTATOES 
CAULIFLOWER PLANTS 
. . . . . . 
! ! ! ! ! ! CAULI FLOWERS 
........ mm sWEDES 
FIGURE lla. 
Photograph of gutter traps laid amongst potato crop at Stokenham site, 1988. 
FIGURE llb. 
Photograph of gutter traps laid amongst potato crop at Bigbury site a), 1988. 
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tracks. At site a), the potato plants were at a later stage of development than those 
at Stokenham, with small plants just appearing at the top of the mounds. The soil 
was relatively dry compared with Stokenhams potato field and well tilled (fig. llb). 
The topsoil was therefore far finer and easier to manage. The barley seedlings at 
site b) were also visible at a height of 4-6" (fig. llc). Here, unlike the potato 
fields, there were no deep furrows to place the traps within. Due to the difference 
in tilling, the ground was much firmer and, thus, there was far less· loose top soil 
to cover the traps. with. Some uprooting of the barley seedlings was necessary in 
order to lay the traps, although care was taken to prevent loss of soil from under the 
traps. 
All traps were finally operational by 25 May, so that late emergence only was 
recorded. The first sample, taken on the 30 May was disregarded sinc:e adults may 
have settled in the soil. Traps were sampled twice weekly until either no flies 
emerged over a two week period or the crop was harvested. 
2:2:2 1989 Sites and Distribution of Traps 
The Stokenham site had provided a good background catch of flies and was thus 
reused. In 1989, spring barley was sown. 
Site a) at Bigbury was not used again since the number of flies caught was small and 
it was considered that traps could-be of more use elsewhere. Site b) provided the 
greatest number of flies and was thus reused. The field was left fallow and sheep 
FIGURE llc. 
Photograph of gutter traps laid amongst barley crop at Bigbury site b), 1988. 
FIGURE lld. 
Photograph of flower pot traps laid amongst wheat crop at Suffolk site, 1989. 
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were left to graze the grass. 
It was decided that another 3 fields could be used in much the same way as the 
previous three. One had grown cauliflowers and now grew peas (site c) and the 
second had also grown cauliflowers and was now sown with potatoes (site d). 
Finally, site e had been a seed bed for cauliflowers and now had a wheat crop sown. 
Again, flies trappedin sites c, d and e in 1989 can be used as background counts 
for the year delayed results in 1990, as well as adding extra data on late emergence 
(fig. 12). 
In addition to the Devon sites, a site became available in Suffolk in which rape had 
been grown the year before (fig. 13). Since rape is seeded in September and 
harvested in July, this field seemed an ideal site for monitoring the emergence of 
flies from a crop differing in tenns of host plant availability. The field was now 
growing wheat. Sampling took place twice weekly, as usual, by helpers in Suffolk 
and any flies trapped were preserved in alcohol. 
66 traps (26.4m2) were again used in Stokenham but were laid in a slightly different 
pattern. The field had been tilled and drilled across the field not up and down as 
had the potatoes. It was impractical to lay the traps across the undulations, so it 
was decided to lay them along the furrows instead. 3 rows of 22 traps were placed 
in almost exactly the same area as the previous year. No crop was visible at the 
time of setting the traps; the top-soil was very dry and lumpy at the surface and 
very hard just underneath. All traps at this site were operational by 28 April. 
Figure 12. 
Bigbury site - crop positions for 1989. 
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Since site b at Bigbury had provided such large numbers of flies, it was decided to 
lay only 30 traps (12m2) in this field in 1989. These were laid in similar positions 
to the others in three rows of 10. Grass seedlings had grown to about 3" when the 
traps were laid; the ground was extremely dry and hard. All traps were laid by 15 
April, although 10 were operational by 7 April. 
45 traps (18m~ were laid in each of sites c and d, as 4 rows of 10 and one of 5. 
No crop was visible when the traps were laid; all top-soil was extremely dry. In 
the pea field, there was very little loose top-soil, the ground underneath being very 
hard. In the potato field, the furrows were deep and thus much loose, fine, dry 
top-soil. All traps at both sites were operational by 21 April, although 15 traps at 
each site were in situ by 5 April. 
In site e, 1m gutters were used and 27 (2.7m2) were set out in the field in 2 rows; 
one of 13 and one of 14. The wheat was at a height of approximately 4" at the 
outset; the soil dry and hard. All traps were operational by 10 March. 
Since all gutter traps were in use, 240 flower pot traps (5. 9m2) were set out in 
pairs, 1m apart on a long strip of bare ground which had been accidentally missed 
when seed drilling. The wheat crop was at a height of approximately 8" when the 
traps were laid and again the ground was hard and very dry with little top-soil. All 
traps were operational from the 1 April (fig. lid). 
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2:2:3 1990 Sites and Distribution of Traps 
Since this was to be the last year of field investigations for this study, it was 
necessary to place traps at only three of the sites used in 1989. The Stokenham site 
was not reused. 
45 traps (18m~ were laid at each of the Bigbury sites c and d, as 4 rows of 10 and 
1 of 5. At site c, barley had been seeded but was not visible when the traps were 
being laid. At site d, wheat seedlings were just visible breaking the soil surface. 
Traps at both Bigbury sites were operational by 16 April (fig. 14). 
As for 1989, 240 pot traps (5.9m2) were laid at the Suffolk site. Unfortunately, 
there were no unseeded parts of the field and thus 2 lines of pots were laid in 
exactly the same position amongst the crop, either side of tractor tracks. All traps 
at this site were operational by 3 April. 
F1gure 14. 
Bigbury site - crop positions for 1990. 
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2:3 RESULTS OF FIELD INVFSTIGATIONS 
The first year of sampling, 1988, produced large numbers of flies at all sites visited. 
The results of 1988 only will be described here (table 4). 
At Bigbury, site b), a total of 457 flies (51.6% females, 48.4% males) were 
trapped, an average of 2.3 flies/week/m2• The maximum number of flies trapped 
in one week was 217 or 6.78/m2• Fly numbers peaked around 14 June after a sharp 
rise but declined more gradually until the last flies were trapped on 14 July. It is 
possible that some flies were emerging before the traps were fully operational since 
the first sample was relatively high (75)(fig. 15). 
At the Stokenham site, a total of 310 flies (53.5% females, 46.5% males) were 
trapped, an average of 1.61 flies/week/m2• The maximum number of flies caught 
in a 1 week period was 179 or 6.78/m2• At this site, fly numbers peaked one week 
later than at Bigbury site b), around the 21 June, the last flies appearing in the traps 
on the 21 July (fig. 15). 
Site a) at Bigbury produced a far smaller number of flies (by a factor of 10), with 
a maximum catch of 24 flies (58.3% females, 41.7% males) averaging 0.3 
flies/weeklm2• The greatest number of flies caught in a 1 week period was 16 or 
0.89/m2• Fly emergence continued only until the 28 June peaking on 21 June (fig. 
15). 
TABLE 4. 
Emergence trap field data for 1988. 
BIGBURY BIG BURY BIGBURY BIG BURY BIG BURY BIG BURY STOKENHAM STOKENHAM STOKENHAM TOTAL NUMBER TOTAL NUMBER TOTAL NUMBER 
BARLEY BARLEY BARLEY POTATO POTATO POTATO POTATO POTATO POTATO OF FEMALE FLIES OF MALE FLIES OF FLIES ON 
ON SAMPLING DATE ON SAMPLING DATE SAMPLING DATE 
DATE FEMALES MALES SUBTOTAL FEMALES MALES SUBTOTAL FEMALES MALES SUBTOTAL 
7/6/88 41 34 75 1 0 1 20 2 22 62 36 98 
9/6/88 34 33 67 4 3 7 4 3 7 42 39 81 
14/6/88 76 74 150 0 0 0 11 18 29 87 92 179 
16/6/88 22 29 51 3 3 6 20 19 39 45 51 96 
21/6/88 35 34 69 6 4 10 68 n 140 109 110 219 
28/6/68 16 11 27 0 0 0 28 24 52 44 35 79 
30/6/88 7 4 11 0 0 0 4 4 8 11 8 19 
7/7/88 2 2 4 0 0 0 8 1 9 10 3 13 
14/7/88 3 0 3 0 0 0 3 0 3 6 0 6 
21/7/88 0 0 0 0 0 0 1 1 2 1 1 2 
2817/88 0 0 0 0 0 0 0 0 0 0 0 0 
TOTALS 236 221 457 14 10 24 167 144 311 417 375 792 
Figure 15. 
Cabbage root fly emergence distribution from all three sites for 1989. 
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Using total numbers of flies from all sites, 52.6% were females and 47.4% were 
males. 
For the Bigbury site, 266°0 had been accumulated by 31 May (based on RAF 
Mountbatten data). By the 14 June, peak emergenee a.t site b), 311°0 had 
accumulated and by 21 June, peak emergence at site a), 335°0. No more flies 
emerged after 404°0, (21 July). For the Stokenham site, 304°0 had accumulated 
atthe start of the study and 378°0 by the 21 June (based on Slapton Ley data), peak 
emergence for this site. By the 21 July, when the last flies were trapped, 453°0 
had accumulated (table 5). 
Cabbage root fly were observed on the wing and local vegetation at both sites as 
early as 18 May. Many dead flies, parasitized by the fungus Entomophthora 
muscae, were seen clinging to the tips of vegetation and wire fencing during the 
trapping period. Large numbers of flies were trapped in the first week but were 
discounted from the results. 
Weeds were extremely rare amongst the crops. Cruciferous weeds were not 
observ.ed at all around any of the trapping areas. Small numbers of crucifers were 
found along the hedgerows but these would not effect the present study. 
In 1989, only 7 flies were caught in all traps over the trapping periOd, the last being 
trapped in Suffolk on the 5 July. 
TABLE 5. 
Day-degree accumulations from 1st. February for peak emergence times for Bigbury 
and Stokenham sites. 
BIG BURY STOKENHAM 
DATE SITE SITE 
31/5/88 266.35 304.55 
14/6/88 311 .15 
21/6/88 335.00 377.65 
21/7/88 404.30 453.05 
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In 1990, no flies were trapped at any of the sites. 
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2:4 DISCUSSION OF FIELD INVFSTIGA TIONS 
For the first part of this section, the usefulness and efficiency of the gutter traps as 
a future tool for trapping ground emerging insects will be discussed. 
As an absolute method for measuring numbers of cabbage root fly emerging from 
the soil, the gutter traps were efficient. Moreover, for the capture of soil emerging 
insects among crops, these traps are advantageous in that they often fit between 
crop rows, thus causing relatively little disturbance to the crop itself. Also, 
relatively large areas of ground can be oovered by a single trap, making the physical 
task of laying the traps less arduous. However, there were some draw-backs. At 
4m lengths, the guttering often twisted or bent slightly.. On flat ground, therefore, 
many gaps appeared between the traps and soil. If light enters the trap at ground 
level, newly emerged flies are more likely to be attracted to these, rather than the 
small entrance holes of the capture tubes, and thus walk out. To compensate for 
this, large quantities of soil are needed to seal the edges of the traps and this may 
be time consuming. It is possible that I m lengths of guttering may cause less 
problems since they are more sturdy and less flexible. Mice and voles found the 
traps ideal and burrowed beneath them. Holes dug at the ends and the middle of 
the traps had to be covered to maintain the attractiveness of the capture tube holes. 
The capture tubes seemed to be effective but were often the focus of attention for 
birds, particularly gulls and crows. On very wet days, water entered through the 
muslin top and drowned the flies. For this study, this was not a problem, but if live 
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flies are required, a more waterproof covering should be sought. Finally, many 
other species of invertebrate were caught in large numbers eg. dipterans, 
hymenopterans, hemipterans, chelicerates and molluscs. On inspection of some tube 
debris, it was clear that predation had occurred and it is probable, therefore, that 
the number of flies recorded in the capture tubes were underestimates of the actual 
number available for capture. 
The apparent fly densities in this study and those at Halsall, Lancashire (Finch & 
Skinner, 1983) are very high relative to those recorded in Brindle's study (1986) 
(between 10 and 89 times higher) (table 6). This may be attributable to one of three 
main causes: 1) The populations of flies are aggregated within fields and thus either 
Brindle trapped flies in relatively low populated areas of the fields or Finch & 
Skinner and this present study trapped flies in relatively densely populated parts of 
the fields. This is, however, unlikely since large areas of the fields were covered 
by emergence traps with little or no aggregation between traps. Also, although eggs 
are clustered, it has been shown that cabbage root flies oviposit at random in a field 
with no difference in egg density between the middle of a large field and the edge 
(Rogerson & Dixon,l976); 2) The difference in emergence trap design. From the 
pilot studies performed in the laboratory, the gutter traps showed greater capture 
efficiences than the flower pot traps by a factor of 2. However, the differences in 
density in the field between Brindle's results and those of this study could not be 
acl:ounted for by the difference in trap construction; 3) The population densities are 
extremely variable from year to year and from site to site. This theory would seem 
far more acceptable since the degree of variation within both of these sources would 
TABLE 6. 
Comparison of fly trap and capture data from previous and present studies. 
Trapping Period Total Number of Number of Area Covered Number of Aies Trapped 
SITE&DATE Weeks Flies T..-pped Traps " perweekperm• m 
VENN 1984 18.3 62 400 9.80 0.35 
CLOTWORTHY 1984 12.0 24 420 10.20 0.20 
GREAT STERT 1984 12.0 20 175 4.30 0.39 
VENN SWEDE 1985 20.0 314 800 19.52 0.80 
VENN OLD 1985 10.0 « 600 14.64 0.30 
GREAT STERT SWEDE 11.6 57 600 14.64 0.34 
GREAT STERT KAlE 13.1 18 600 14.64 0.09 
BIGBURY BARLEY 1988 5.3 457 80 32.00 2.30 
Highest 1.0 217 80 32.00 6.78 
BIGBURY POTATO 1988 3.0 24 50 20.00 0.30 
Highest 1.0 16 50 20.00 0.89 
STOKENHAM 1988 6.3 310 66 26.40 1.61 
lftghest 1.0 179 66 26.40 6.78 
HALSALL Highest 1988 1.0 146 1 18.00 8.11 
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be dependent on a large number of variables, for example, crop type, soil type, 
local and widespread climatic conditions and pest control measures. 
The absence of flies in 1990 and the very low numbers caught in 1989 prevents 
confirmation of the occurrence of year-delayed emergence. The fact that no flies 
were trapped in fields especially investigated for year-delayed emergence in 1989 
and 1990 is not surprising since there was an almost total lack of flies in all fields 
in these years. It is clear that whatever factors caused this apparent population 
crash would affect any year-delayed flies as well as normally emerging flies, 
As to the reasons for poor or non-existent fly capture, it must first be decided 
whether a population of flies was present in the crop but not trapped or whether 
there was an actual dearth of cabbage root fly. Although, as described in the 
results, many flies were seen on the wing, on local vegetation or dead in 1988, this 
was not the case in the following 2 years. However, some. flies were seen in 1989 
and 1990, albeit a very small number. Uprooting of some swedes grown at Bigbury 
showed signs of cabbage root fly larval attack but again only very slight. It is 
unlikely that the trapping methods caused the difference in numbers between years. 
All traps were laid in a similar manner in all three years and were unchanged in 
design. One obvious difference between the 1988 trapping season and those of 1989 
and 1990 was the soil condition. In the first year,although the soil dried out during 
the year, it remained particulate and soft. In the following 2 years, it was 
noticeable that the ground had become extremely dry and hard. In some fields, 
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there was no loose topsoil at all. Meteorological data for all 3 years show that in 
1989 and 1990, rainfall figures were one half of those for 1988 during the months 
of April, May, June and July. Also, compared to the average rainfall figures for 
the last 30 years during these 4 months, 1988 had 101%, 1989 had 57% and 1990 
had 58%. (table 7). 
Cabbage root fly puparia are buried in the soil at an average depth of 8-12cm. with 
some later generations as deep as 20-23cm. (Smith,l927b). It is possible that the 
extremely hard soil prevented emergence of the adult fly from the soil. 
Generally, early emerging first generation flies emerge in late April-early May. 
Since large numbers of flies were recorded emerging in June and July, it is clear 
that late emergence was prevalent at both sites studied. The difference in late 
emerging peaks at Stokenham and Bigbury site b) is almost exactly 1 week. In 
terms of accumulated 0° this equals 67° D. Such variation in accumulated 0° to 
emergence of flies at sites which are relatively close is not unexpected. However, 
any prediction of exact peak emergence would seem difficult. Even at the same site 
in Bigbury, the difference of 1 week in peak emergence between site a and b gives 
rise to an accumulated 0° discrepency of 24. Since brassicas have been grown in 
many fields on this farm for some years and since most fields are within dispersal 
distances of each other, it is unlikely that the difference observed between site 
emergence peaks is due to differing fly biotypes. More likely, very localized 
climatic, physical and biological factors impinge on the resident population of 
cabbage root fly, causing slight changes in emergence patterns. 
TABLE 7. 
Precipitation data for 1988 from Slapton Ley MeteorolgicalStation. 
YEAR 1988 1989 1990 
TOTAL (MM) 212.3 31.2 113.9 
DATA OVER 
3 MONTHS 
COMPARISON 
WITH AVERAGE 108 22 61 
(%) 
TOTAL (MM) 271.1 134.4 142.8 
DATA OVER 
4 MONTHS 
COMPARISON 
WITH AVERAGE 107 57 58 
(%) 
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The patterns of emergence in this study are similar to those of flies caught in yellow 
water traps within an emergence cage at Halsall (Lancashire) (Finch & 
Skinner,1983). In both cases, fly emergence peaked in mid June with some flies 
continuing to emerge by 20 July (fig. 16). Finch & Skinner (1983) considered that 
their data was not polymodal since the peaks were not well defined. However, if 
the results for male and female are combined, the numbers caught especially in the 
first week of the investigation, seem to be relatively high in comparison with the 
highest peak (8th.-15th. June) and the lowest numbers caught. Comparing trapping 
efficiences, it can be seen that the highest catches were approximately 7-8 
flies/week/m2 at the Lancashire and the Stokenham and Bigbury sites (table 6). 
On a more widespread basis, accumulated 0° results from this survey compare well 
with Brindle's results from farms within South Devon. However, Brindle showed 
widespread variation between similar sites over differing years. It is clear that if 
variations in peak emergence are present in differing fields within the same site, as 
well as between relatively close sites and between years, the potential source of 
error in predicting peak emergence for late emerging flies is very large. It would 
seem likely that using national or even the local meteorological station data is not 
acceptable for accurate prediction of peak fly emergence. Assuming the local 
climatic conditions to be the main source of variation between sites, it is clear that 
maximum and minimum temperatures may have to be recorded at each site 'and, 
possibly, within each field if the farm is large. 
Figure 16. 
Number of flies caught in yellow water traps within an emergence cage at Halsall, 
Lancashire (Finch & Collier,l983). 
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CHAPTER THREE 
INVESTIGATIONS INTO TEMPERATURE 
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DEPENDENCE IN POST-DIAPAUSE DEVELOPMENT 
USING COMPUTER SIMULATION MODELS 
3:1 INTRODUCTION 
Many events during the development of an organism is correlated with the 
temperature of that organism (Wagner et al, 1984) since the processes governing life 
are generally the result of chemical reactions, the rate of which is often temperature 
dependent. A mathematical model for quantifying poikilotherm's rate of 
development maybe expressed as: 
D = fo1 F(T(t))dt 
where D is the development occurring between times t0 & t1 , and F(T) is the 
development rate as a function of temperature (I). It can be seen that the rate of 
development is dependent on time and temperature. 
Diapause development can also be quantified in the same way as long as temperature 
is the primary environmental factor that controls the rate of diapause termination. 
In many insect pest species it is the stage emerging from diapause that is the focus 
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for pest control and thus, it is the rate of diapause and sometimes post-diapause 
development to be predicted. 
The corn earworm (CEW), Heliothis zea (Boddie) and tobacco budworm (fBW), 
H. viriscens (F.) both enter one of two states, diapause or non-diapause, at the time 
of pupation depending on one or more environmental variables. McCann et al 
(1989) developed a model to predict the timing of emergence of overwintering CEW 
and TBW. Their model accumulates hourly developmental units until the sum 
reaches the median total requirement for the completion of the particular phase of 
development. The median total is the total at which 50% of the population has 
completed the phase. The model also incorporates a Jag function since it is assumed 
that the response of pupae to temperature is not simultaneous but a function of 
temperature during the current and previous hour. The organism, encased in a 
coccoon and covered with soil, will not experience changes in ambient air 
temperature as they occur due to environmental buffering. Thus for time dependent 
temperature regimes such as those experienced by field populations, the effect of 
transient high temperatures is reduced. McCann et al showed close agreement 
between observed and predicted emergence times. 
Stinner et al (1988) used a non-linear mathematical model involving an exponential 
function of temperature to predict the emergence of the Tufted Apple Budmoth 
(TAB), Platynota idaeusalis (Walker). With one exception, all simulated spring 
flight peak dates fell within 7 days of the actual peak dates. The mean simulation 
error was 0.5 days early. 
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Rummel & Hatfield (1988), also working on H. zea in the Texas High Plains, 
produced a linear equation involving cumulative percentage emergence as the 
dependent variable and day heat units as the independent variable. The goodness 
of fit was surprisingly good and the model was shown capable of responding to a 
wide variety of environmental conditions. 
In this present study, computer modelling was used for two purposes: 
Firstly, in order to carry out investigations into temperature requirements for post-
diapause development, it was decided, in the light of previous work (Brindle, 1986), 
that fixed temperature studies on batches of pupae would be most appropriate. 
However, as pointed out by Brindle:-
" ... each new permutation of temperature and period would require an exponential 
increase in the numbers of batches of pupae used. " 
It was thus realized that the number of temperature and period regimes must be 
reduced by using a predictive model which could identify the most discriminating 
combinations. Secondly, as with previous examples, it was hoped that a final model 
could be produced that would predict the emergence of flies in the field. 
Firstly, however, any model developed would need to satisfy two main features of 
Brindle's physiology data. Firstly, the 'two-phase response' would have to be 
reproduced and secondly, when temperatures are raised more slowly, the apparent 
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threshold for post-diapause development would need to fall. Certainly, the initial 
theory of a single post-diapause development threshold does not satisfy the latter. 
Alternative hypotheses were investigated using simulation models. The main 
hypotheses are described here. 
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3:2 SECONDARY DIAPAUSE HYPOmESIS 
The first hypothesis tested was that pupae require a certain period of time at an 
intermediate temperature, higher than the primary diapause development optimum 
. . 
but not as high as the post-diapause development threshold, in order to complete 
diapause development. Under this hypothesis, once primary diapause is complete, 
a 'secondary' diapause development begins. This continues at a rate related to 
temperature. The secondary diapause development optimum is that temperature at 
which the rate of secondary diapause development is at its greatest. Temperatures 
below and above this optimum reduce the rate of secondary diapause development. 
In this phase pupae would undergo a similar form of development to that in primary 
diapause, whereby, a certain number of days are perceived at this optimum 
temperature with no increase in metabolic rate. After secondary diapause 
development is completed the pupae then quiesce until the post-diapause 
development threshold is exceeded at which time post-diapause development begins 
and metabolic rate increases. Since no increase in metabolic rate would be recorded 
until temperatures reach the post-diapause development threshold and primary and 
secondary diapause developments are complete, the baseline rate of metabolism 
would constitute the temperature independent phase of Brindle's 'two-phase 
response'. The second phase represents the temperature dependent linear increase 
in metabolic rate once development starts (fig. 17). 
Figure 17. 
Schematic representation of the 'secondary diapause hypothesis'. 
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3:2:1 Assumptions 
a) The rise in temperature/day is variable, thus allowing simulation of the faster 
and slower temperature rises in Brindle's experiments. 
b) The secondary diapause development optimum and post-diapause development 
threshold are variable between 0°C and 200C. The hypothesis is based on the post-
diapause development threshold being higher than the secondary diapause 
development optimum. However, in this simulation model, it is possible to study 
the effects of the converse. 0 and 200C are used as limits in light of work . 
previously cited. 
c) As temperatures approach the secondary diapause development optimum, 
secondary diapause development progresses at a greater rate. Similarly as 
temperatures exceed the secondary diapause development optimum and continue to 
rise, the rate of secondary diapause development slows. This is effected by the use 
of the variable D in the model. D is incremented daily, the rate of increase being 
dependent on how close the temperature is to the secondary diapause development 
optimum. In the model, the calculation for the increment is given by the equation:-
log I = -bx(T-S) 
where: I is the incremental value, 
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b is a constant which scales the period of secondary diapause elapsed per day 
and, thus, the length of time spent in secondary diapause development, 
T is the temperature in degrees celcius, 
S is the secondary diapause development optimum in degrees celcius. 
The daily rate of increase Is thus calculated by the equation:-
where: D denotes the period of secondary diapause elapsed per day, 
n is the number of days since secondary diapause development began and 
starts at 0. 
When temperatures reach the secondary diapause development optimum, D is 
increased by the maximum value of one. As temperatures increase or decrease 
away from the secondary diapause development optimum, the value of; 
10 -bx{(T-SDDQ){ 
becomes smaller and the rate of increase of D decreases. 
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d) The duration of secondary diapause development may also be varied. D must 
exceed the secondary diapause development threshold interval (SDDTI) before 
secondary diapause development is said to be complete. 
e) Once the correct time interval has passed at the secondary diapause development 
optimum and the post-diapause development threshold has been exceeded, rate of 
metabolsim increases linearly, the rate of increase being calculated by the equation:-
R = T-PDDT+l 
where: T is the temperature in degrees celcius, 
PDDT is the post-diapause development threshold in degrees celcius, 
1 is the baseline rate of metabolism. 
3:2:2 Results and Discussion 
At intermediate values for the rise, the results showed the 'two-phase response' and 
the lower apparent post-diapause development when temperatures were increased 
more slowly, as expected from Brindle's data. If the daily rise in temperature 
becomes too great and not enough time is spent in secondary diapause development, 
no further development takes place when temperatures reach post-diapause 
development threshold. However, when the post-diapause development threshold 
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was set at l2°C, the secondary diapause development optimum at lOOC and the 
secondary diapause development interval set at 3, a 'step' occurred in the graph 
when the rise exceeded 1.3°C per day. The step occurs at the point where the 
temperature independent and temperature dependent plots meet (fig. 18). The 
metabolic rate increases very quickly and then continues at a linear temperature 
dependent rate producing a step. Once secondary diapause has been terminated, 
temperatures can be substanti3.lly above the post-diapause development threshold. 
The metabolic rate of pupae thus increases sharply once secondary diapause has 
been completed. Since there was no evidence of a step feature in Brindle's data this 
simulation indicates that the secondary diapause hypothesis should be rejected. 
Figure 18. 
Rates of development in secondary diapause hypothesis using consistent rises in 
temperature. 
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. 3:3 WARM-UP HYPOTHESIS 
The second hypothesis tested incorporates a 'warm-up' period but was in essence 
similar to the first model. It was envisaged that the pupae need to experience 
certain temperatures (above diapause development threshold) for fixed periods of 
time but unlike the first model, the time spent in this warming-up period is inversely 
related to the temperature. The higher the temperature, the shorter the warm-up 
period and vice-versa. During this warm-up period, no increase in metabolic rate 
is detected but once over, development begins and metabolic rate increases linearly 
with temperature. 
3:3:1 Assumptions 
a) Each day at a given temperature above post-diapause development threshold and 
under a variable maximum temperature, a proportion of the warm-up period is 
·recorded. 
b) The proportion of the warm-up period recorded is related to the size of the 
divisor, given as:-
log D = (x-y)xT 
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where: x & y are scaling constants affecting the position of the plot along the axes 
and thus the apparent post-cdiapause development threshold, 
T is temperature in degrees celcius. 
As temperatures increase, the value of D becomes smaller and so, using the 
equation below, the value of WU increases at a greater rate:-
wu 
= wu + ( ,.) 
,. D 
where: WU,. is equal to the value for warming-up for day n, 
WU,.+ 1 is equal to the new value for warming-up for day n + 1. 
c) All temperatures greater than the maximum record a fixed but variable 
proportion of the total warm-up value. 
d) The length of the warm-up period can be varied without constraint. 
e) Actual temperature/period regimes can be inserted into the model, thus, those 
used in previous work may be tested as well. 
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3:3:2 Results and Discussion 
At first the effects of 'warm-up' were examined without linking rate to temperature. 
The results from this model using hypothetical temperatures increasing linearly, 
proyed to simulate, qualitatively, the features found in Brindle's work (fig. 19). So 
the exact temperature and period regimens used by Brindle were substituted into the 
model to see if the post-diapause development thresholds could be accurately 
simulated. Again the results from Brindle's work were reproduced quite accurately 
(fig. 20). However, metabolic rate must be linked in some way to temperature and 
probably period as well. When temperature was used in calculating rate, both non-
linear and linear increases in rate were produced both featuring a step similar to the 
first model (fig. 21). 
Although much of Brindle's respiration physiology data fitted a bilinear model, it 
was also possible to invisage many of the graphs as curvi-linear ie. a very gradual 
increase in rate at first and then a relatively sharp curving increase ending in a 
linear phase. It was, therefore, decided to examine a third theory which may fit 
Brindle's data but not the 'two-phase response'. 
Figure 19. 
Rates of development in 'warm-up hypothesis' using consistent rises in temperature. 
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Figure 20. 
Theoretical rates of development using Brindle's temperature regimes for the 'warm-
up hypothesis'. 
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Figure 21. 
Theoretical rates of development showing 'step response' in 'warm-up hypothesis'. 
-Cl) 30.0 
1-
z 
:J 
~ 
~ 
I-
CO 
c: 
~ 
1-
25.0 
20.0 
di 15.0 
::E 
a.. 
0 
m 1o.o 
> w 
Cl 
u. 
0 
w 
5.0 
~ 0. o+--.----r---r---r---r-----.r--r--....-..,.--.----r----.---.---.-----.----,.....-..---r---r---r---r--1 
2 3.5 5 6.5 8 9.5 11 12.5 14 15.5 17 18.5 
2.75 4.25 5.75 7.25 8.75 10.25 11.75 13.25 14.75 16.25 17.75 
TEMPERATURE ('C) 
159 
3:4 POTENTIAL AND ACTUAL RATE HYPOmESIS 
This third theory allows for two types of rate of metabolism; a theoretical potential 
rate and an actual rate. Once diapause is complete and temperatures exceed the 
post-diapause development threshold, both rates begin to increase. The potential 
rate increases linearly with temperature, but the actual rate increases at an ever 
- -
increasing fraction of the potential rate. After a certain number of days, the actual 
and potential rates become equal (fig. 22). In the case ofBrindle's data, emergence 
occurs at this point, however, this hypothesis does not exclude the possibility of 
emergence occurring before or after this point. 
3:4:1 Assumptions 
a) Tht: linear potential rate of increase is given by the equation:-
R = Td-P 
where: Td is the temperature in degrees celcius on a particular day, above post-
diapause development threshold, 
P is the post-diapause development threshold in degrees celcius. 
b) The actual rate is given as the potential rate multiplied by a scaling factor or 
function. The function used is:-
Figure 22. 
Schematic representation of the 'actual and potential rate hypothesis'. 
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log F = (cx(d-k)) 
where: F is constrained to between 0 and 1, 
d is the number of days that temperatures exceed the post-diapause 
development threshold, 
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C and K are constants which change the slope of the curve and its position 
along the x-axis. 
3:4:2 Results and Discussion 
A plot of the actual rate thus assumes an exponential shape and not the bilinear 
'two-phase response' shape. But, Brindle's data may be more accurately simulated 
by fitting this third model rather than two straight lines; the point at which the curve 
turns upwards thus becoming the apparent post-diapause development threshold. 
The rate of temperature increase above post-diapause development threshold causes 
the values of the C and K constants to be altered (in order to restrain F between 0 
and 1) which subsequently changes the rate of development. 
Using hypothetical temperature and period regimes the model worked well, showing 
both features of Brindle's work (fig. 23). Thus, temperatures and periods used by 
Brindle in his experiments were substituted. Metabolic rate values obtained for days 
Figure 23. 
Rates of development in 'actual and potential rate hypothesis' using conistent rises 
in temperature. 
PDDTa4.5; RISE•0.25 
7 .. ~--------------------------------------------~ 
3.5 4 4.5 
PDDT •4.5; RISE=0.4 
PDDT=4.5; RISE=0.5 
15.5 
{ 14.5 13.5 
I 12. 11.5 10. 9.5 
ffi 8.5 
:1 7.5 
! 8.5 5.5 4.5 
~ 3.5 
i 2.5 1.5 
0.!5 
3 4 8 9 10 11 12 13 14 15 18 17 18 
TEMPERATURE ('C) 
165 
of similar temperature were averaged to give a single rate per temperature. 
The rates were most favourable since they predicted, almost exactly, the apparent 
threshold temperatures and, more importantly, simulated the different threshold 
temperatures gained by slowing the rise in temperature. Furthermore, the same 
basic model simulated results for both early emerging cultures and DCE cultures 
(Delayed Culture Emergers:- non-diapausing flies delaying emergence) (fig. 24). 
However, it must be realized that in this model the values for rate are dependent 
almost entirely on the number of days after post-diapause development to emergence 
and the temperature at which the potential and actual rates become equal. 
Differences in temperature and period during development change the values for rate 
very little. 
3:4:3 Experiment Testing Model 3 
In three experiments, the number of days to emergence once temperatures have 
exceeded the post-diapause development threshold have been fixed at 37. The post-
diapause deve~opment threshold was also fixed at 4°C and the final temperature on 
the 36th. day at 20°C. The temperature/period regimes were as in table 8. 
Although the temperature/period regimes are very different, the results from all 
three experiments are very similar (fig. 25). The model, therefore seems to predict 
no significant difference in the rate values ;u:td apparent post-diapause development 
Figure 24. 
Theoretical rates of development using Brindle's temperature regimes for the ''actual 
and potential rate hypothesis'. 
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TABLE 8. 
Experimental temperature regimes testing 'potential and actual rate hypothesis'. 
REGIME TEMPERATURE 
('C) 
EXPERIMENT 1 
DAYS 1-10 5 
DAYS 11-14 12 
DAYS 15-37 20 
EXPERIMENT 2 
DAYS 1-14 12 
DAYS 15-37 20 
EXPERIMENT 3 
DAYS 1-37 20 
Figure 25. 
Theoretical rates of development for experimental regimes using 'actual and 
potential rate hypothesis'. 
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thresholds between such regimes. Since there is no direct connection between the 
rate of development and the temperature and period during development, simulation 
of such regimes necessitate a change in the C and K constants. This is clearly 
undesirable since any accurate prediction· of fly emergence must be gained by the 
input of temperature and period data only. 
In order that further work may continue on computer modelling, emergence studies 
were set up in order to a) confirm or disprove the findings from the above 
experiment-and to b) provide more detailed data for the extension of the simulation 
model. 
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CHAPTER FOUR 
LABORATORY EMERGENCE STUD~ 
4:1 CULTURES 
Cultures of cabbage root fly are continually reared (Harris & Svec,1966; Finch & 
Coaker,1969) and their emergence monitored. Up untill987 there were three main 
cultures: Plymouth, Wellesboume and Seale Hayne. The Plymouth (P) and 
Wellesboume (W) cultures had been maintained at Plymouth Polytechnic for 5 and 
14 years respectively. The Seale Hayne (SH) culture was established in 1984 from 
second generation flies and was known to contain early emerging flies. In 1985, 
diapaused flies caught at the Venn swede field by Brindle (1986) started a smal1late 
emerging (LE) culture and flies from Venn Old field were used to establish a year 
delayed culture (YD). In 1987, the Plymouth and Wellesboume cultures were 
' 
combined (PW) since they were thought to be similar and extra time and space was 
needed. Also all year delayed flies were placed in diapause in order to keep and 
synchronize for future experiments. Alexander (1983) had found a small secondary 
peak in flies emerging from the Plymouth culture and Brindle used these so-called 
'delayed culture emergers' (DCE) in his physiology experiments so that comparisons 
could be made between late emergers from diapausing and non-diapausing flies. 
Unfortunately this culture eventually failed. All cultures are kept at 20"C and 16 
hour photoperiod. 
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Generally, 3 swedes were placed within each culture cage each week. Thus, 3 
batches of pupae from each strain per week were available for use. Swedes, placed 
in flower pots half filled with sand, are left in each culture for 3 days after which 
they are removed, covered and left at 200C and 16 hour photoperiod. After 14 days 
at 200C larvae are at the 2nd instar phase and those destined for diapause are 
removed and placed at l3°C and 10 hour photoperiod for 16 days. The resulting 
pupae are then sieved, placed in damp sand at 4°C in total darkness. Diapause 
development should be complete after 3.5 - 4 months. 2 batches per week were 
placed into diapause, the third being used to continue the cultures as non-diapausing 
flies. 
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4:2 DELAYED EMERGENCE FROM NON-DIAPAUSING PUPAE 
4:2:1 Introduction 
Some previous laboratory emergence data had not been examined, so in order that 
a background knowledge of these cultures behaviour under laboratory conditions 
could be achieved for future studies, this data was analysed (table 9). None of the 
flies in this data set had been through diapause. It was found that the three main 
cultures at the time, P, W and SH, all displayed small differences in their 
emergence patterns. More notably, in the P flies there was protracted emergence 
over some weeks, with some batches delaying emergence over 2 months (fig. 26). 
The W culture had late emerging flies in smaller proportions than the P culture but 
in contrast to both of these SH flies almost always emerged within 18 days (table 
9). Since none of the culture flies generally experience diapause unless for a 
specific reason, these flies effectively simulate 2nd. or 3rd. generation flies. 
4:2:2 Further Investigations 
Two further sets of culture data were analyzed; firstly from 1987-1988 and secondly 
from 1989-1990, and shall be referred to as sets 2 and 3 respectively. These data 
include the combined PW culture and the LE culture which had become established. 
In 1989 all the pupae in the emergence jars were counted to give some indication 
of the mortality of flies during pupation under laboratory conditions. This was done 
simply by counting all the pupal cases after all flies had emerged. 
TABLE 9. 
Cabbage root fly emergence from non-diapausing culture pupae- set 1. 
DAYS AFTER p p SH SH w w 
REMOVAL FROM 
DIAPAUSE NUMBER OF 'lE> OF TOTAL NUMBER OF 'lE> OF TOTAL NUMBER OF 'lE> OF TOTAL 
TEMPERATURES FUES FUES FUES 
3 45 1.6 155 7.5 222 7.3 
6 225 7.9 310 15.0 698 . 23.1 
9 429 15.1 375 18.2 821 27.2 
12 522 18.4 613 29.8 557 18.4 
15 379 13.3 370 18.0 301 10.0 
18 237 8.3 155 7.5 101 3.3 
21 80 2.8 25 1.2 37 1.2 
24 109 3.8 5 0.2 69 2.3 
27 140 4.9 14 0.7 58 1.9 
30 128 4.5 6 0.3 34 1.1 
33 87 3.1 2 0.1 15 0.5 
36 78 2.7 4 0.2 33 1.1 
39 78 2.7 5 0.2 15" 0.5 
42 81 2.1 4 0.2 16 0.5 
45 73 2.6 3 0.1 18 0.6 
48 45 1.6 2 0.1 11 0.4 
51 23 0.8 2 0.1 6 0.2 
54 20 0.7 1 0 4 0.1 
57 34 1.2 1 0 4 0.1 
60 20 0.7 2 0.1 2 0.1 
63 7 0.2 0 0 1 0 
66 4 0.1 0 0 0 0 
69 9 0.3 1 0 0 0 
72 8 0.3 5 0.2 0 0 
75 0 0 2 0.1 0 0 
TOTAL 2841 2060 3021 
Figure 26. 
Cabbage root fly emergence distributions from three cultures - set 1 
Legend; P - Plymouth culture 
SH - Seale Hayne culture 
W- Wellesbourne culture 
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4:2:3 Selection and Rearing of Late Emerging Non-diapausing Flies 
Due to the consistent occurrence of the late emerging flies from the PW culture, a 
new culture was set up consisting of late emerging flies only. It was started using 
flies emerging 4 weeks after the first fly had emerged. Only every other batch was 
used in this way so that the PW culture would not be depleted. Once fly numbers 
were large enough and offspring from these initial flies were emerging, only flies 
emerging after 4 weeks from this new Plymouth & Wellesbourne Late Emerging 
(PWLE) culture were reintroduced into the cage. In this way it was possible to 
investigate whether there is a genetic basis for late emergence in non-diapausing 
flies and whether it can be selected for. 
All flies emerging in the first 4 weeks from the PWLE culture were reintroduced 
back into the original PW cage. Once the PWLE culture was up and running 
independent of inputfrom the PW culture, all PW flies, late emerging or otherwise 
were used in the PW culture so that the original pattern of emergence would not be 
lost. 
4:2:4 Results 
Due to the very large numbers of flies used over the last 6 years, one may assume 
that any prominent differences in emergence pattern between cultures is real and not 
a product of random variation. 
------------------- -
181 
From set one, it ~an be seen that all three cultures have prominent emergence peaks 
around 9 and 12 days (fig. 26). A small secondary peak can also be seen around 
the 27th. day in the P culture. Evidence of such a peak is dubious for theW culture 
and absent for the SH culture. Emergence in the P, W and SH cultures is 
protracted over 72, 60 and 75 days respectively. The times to 50% emergence for 
all three cultures are all within a 9 day period; the W culture reaching 50% 
emergence first between 6 and 9 days after the start of emergence, the SH culture 
between 9 and 12 days and the P culture between 12 and 15 days (table 10). At the 
75% emergence points it is clear that the P culture has a more protracted emergence 
pattern, but it is at the 90% emergence points that the differences become more 
apparent. The SH and W cultures have reached the 90% emergence point between 
days 15-18 and 18-21 respectively whereas the P culture only reaches this point 
between day 39-42 (fig. 27). The times between the 50% and 90% emergence 
points for the SH, Wand P cultures are 9, 15 and 30 days respectively. 
In data set 2, all 3 cultures show prominent emergence peaks around the 12th. day 
(table 11, fig. 28). The combined PW culture has a slightly less defined 2nd. peak 
compared to set 1 but still shows very delayed emergence, with some flies emerging 
after 75 days. The SHculture seems to have a greater proportion of flies emerging 
later in comparison to set 1, although all emergence has finished by day 66. The 
LE culture has a similar emergence pattern to that of the SH culture with 100% 
emergence by day 63. In this set of data, the times to 50% emergence for all 3 
cultures are very similar, between 9-12 days (fig. 29). Even at the 75% emergence 
points, the LE and SH cultures are the same and the P culture only 3 days later. 
TABLE 10. 
Time, in days, to 50, 75 and 90 percent emergence for all three sets of non-
diapausing culture pupae. 
' I 
SET1 SET2 SET 3 
CULTURE p w SH PW SH LE PW SH LE PWLE 
%EMERGENCE 
50 12-15 6-9 9-12 9-12 9-12 9-12 9-12 9-12 12-15 24-27 
75 24-27 9-12 12-15 18-21 15-18 15-18 27-30 18"21 27-30 33-36 
90 39-42 18-21 15-18 36-39 21-24 30-33 36-39 27-30 36-39 39-42 
Figure 27. 
Maximum times to 50, 75 and 90 percent emergence for non-diapausing culture 
pupae- set 1 
Legend,· P - Plymouth culture 
SH - Seale Hayne culture 
W - Wellesboume culture 
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TABLE 11. 
Cabbage root fly emergence from non-diapausing culture pupae - set 2. 
DAYSAmR PW PW SH SH. LE LE 
REMOVAL FROM 
DIAPAUSE NUMBER OF %OF TOTAL NUMBER OF %OF TOTAL NUMBER OF %OF TOTAL 
TEMPERATURES FUES FUES FUES 
3 530 5.8 221 4.8 214 4.8 
8 914 10.0 421 9.1 446 9.5 
9 1202 13.2 758 16.3 676 14.5 
12 2040 22.3 1274 27.5 1445 30.9 
15 963 10.5 788. 17.0 550 11.8 
18 958 10.4 500 10.8 538 11.5 
21 432 5.0 192 4.1 126 2.7 
24 226 2.5 38 0.8 58 1.2 
27 192 2.1 74 1.6 47 1.0 
30 228 2.5 50 1.1 51 1.1 
33 314 3.4 82 1.8 76 1.8 
36 152 1.7 50 1.1 49 1.0 
39 273 3.0 53 1.1 117 2.5 
42 149 1.8 33 0.7 63 1.3 
45 141 1.5 32 0.7 107 2.3 
48 121 1.3 25 0.5 31 0.7 
.. 51 50 0.5 17 0.4 20 0.4 
54 92 1.0 7 0.2 17 0.4 
57 30 0.3 9 0.2 19 0.4 
60 31 0.3 1 0 12 0.3 
63 13 0.1 2 0.1 6 0.1 
66 18 0.2 4 0.1 1 0 
69 16 0.2 0 0 1 0 
72 32 0.4 0 0 1 0 
75 15 0.2 0 0 0 0 
TOTAL 9130 4627 4873 
Figure 28. 
Cabbage root fly emergence distributions from three cultures - set 2 
Legend; PW - Plymouth and Wellesboume combined culture 
SH - Seale Hayne culture 
LE - Late emerging culture 
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Figure 29. 
Maximum times to 50, 75 and 90 percent emergence for non•diapausing culture 
pupae- set 2 
Legend; PW - Plymouth and Wellesboume combined culture 
SH - Seale Hayne culture 
LE - Late Emerging culture 
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However, the main difference again occurs at the 90% points. These occur at 21-24 
days, 30-33 days and 36-39 days for the SH, LE and PW cultures respectively. 
From data set 3, it can be seen that the PW, SH and LE cultures all have similar 
emergence patterns with a prominent first~ around the 9th. day and a smaller 
2nd. peak around the 33rd. day (table 12, fig. 30). However, the PWLE culture 
has 2 very prominent peaks, the second being slightly larger than the first. Both 
peaks occur at similar times as the previous culture's ie. around 9 and 36 days. 
Comparing the percentage of fly emergence during the 1st. peak from all cultures 
it can be seen that the PWLE culture produces a smaller percentage of flies than the 
other three. However, comparing figures for the 2nd. peak, the PWLE culture 
produces far higher numbers. This is indicated by the times to 50% emergence (fig. 
31). For the PW, SH and LE cultures, 50% emergence occurs between 9-12 days, 
9-12 days and 12-15 days respectively. For the PWLE culture, 50% of the flies 
have emerged between 24 and 27 days. All emergence seems to continue to around 
the 72nd. day. 
Comparing individual culture emergence patterns through the years, there is a 
tendency for the 2nd. peak to become more prominent and the lst. to become less 
so; the uncombined P culture results in set 1 being the only slight exception (figs. 
32, 33 & 34). 
·TABLE 12. 
Cabbage root fly emergence from non-diapausing culture pupae - set 3. 
DA'WSAFTER PW PW SH SH LE LE PWLE PWL.E 
REMOVAL FROM 
DIAPAUSE NUMBER OF 'II.OFTOTAL NUMBER OF 'II.OFTOTAL NUMBER OF 'II.OFTOTAL NUMBER,OF 'II.OFTOTAL 
TEMPERATURES FUEll FUEll FUEll FUES 
3 1184 9.0 919 9.9 812 7.5 214 8.0 
8 1858 I 14.3 1828. 17.5 1408 13.0 2B3 7.8 
9 1782 13.8 1865 17.9 1289 12.0 25B 7.2 
12 1853 14.3 1411 18.1 1829 18.1 38B 10.8 
15 907 7.0 79B 8.8 B05 8.4 134 3.7 
-· 
18 402 3.1 3B7 3.9 459 4.3 ,89 1.9 
21 291 2.2 134 1.4 291 2.7 B2 1:7 
24 B65 5.1 2B9 2.9 422 3.9 227 8.3 
27 781 5.9 249 2.7 498 4.9 232 9.5 
30 B29 4.8 269 2.9 974 8.3 330 9.2 
33 
-
4.8 319 3.4 849 8.0 320 9.9 
39 473 3.8 354 3.8 580 5.4 414 11.8 
39 373 2.9 299 3.2 483 4.3 114 3.2 
42 321 2.5 1511 1.7 215 2.0 198 5.5 
45 432 3.3 254 2.7 243 2.3 1!17 4.4 
48 198 1.5 118 1.2 110 1.0 55 1.9 
51 181 1.2 54 0.9 80 0.7 49 1.4 
54 77 0.8 31 0.3 32 0.3 49 1.3 
57 49 0.4 19 0.2 14 0.1 17 0.5 
60 22 0.2 9 0.1 14 0.1 18 0.5 
B3 8 0.1 3 0.1 0 0 0 0 
6B 3 0.1 3 0.1 2 0.1 0 0 
B9 0 0 3 0.1 0 0 1 0.1 
72 1 0.1 0 0.1 0 0 1 0.1 
75 0 0 0 0 0 0 0 0 
TOTAL 13002 8325 10784 3598 
Figure 30. 
Cabbage root fly emergence distributions from three cultures - set 3 
Legend; PW - Plymouth and Wellesboume combined culture 
SH- Seale Hayne culture 
LE - Late emerging culture 
PWLE- Plymouth and Wellesboume Late Emerging culture 
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Figure 31. 
Maximum times to 50, 75 and 90 percent emergence for non-diapausing culture 
pupae- set 3 
Legend; PW- Plymouth and Wellesboume combined culture. 
SH- Seale Hayne culture 
LE - Late Emerging culture 
PWLE - Plymouth and Wellesboume Late Emerging culture 
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Figure 32. · 
Comparison of cabbage root fly emergence distributions from the Seale Hayne 
culture over long periods of time. 
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Figure 33. 
Comparison of cabbage root fly emergence distributions from the Late Emergers 
culture over long periods of time. 
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Figure 34. 
Comparison of cabbage root fly emergence distributions from the Plymouth and 
Wellesbourne culture over long periods of time. 
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4:2:5 Discussion 
The results from set 1 suggest that. there is a small proportion of the P fly 
population which emerge later than the majority of flies around 27 days. This 
proportion is either not present or at least far smaller in the SH and W cultures. 
Clearly, with 10% of the flies from the P culture emerging after 6 weeks and a few 
up to 10 weeks after the first, emergence from non-diapaused pupae is protracted. 
From set 2, it is suggested that the amalgamation of the P and W cultures lead to 
a dilution of the later emerging flies. Thus, the second peak is smaller in the PW 
emergence distribution from set 2 than that from P set 1. Although evaluation of 
90% emergence points for the SH culture indicates no change between sets 1 and 
2, graphically there is evidence of a greater proportion of flies emerging later. The 
LE culture also shows a small second peak at 39 days, much later than the second 
peak from the P culture set 1 at 27 days. It is possible, therefore, that all 4 cultures 
of flies under study are not only different populations derived from flies separated 
simply spatially but different biotypes with emergence patterns slightly altered in 
each case to 'fit' the ecological and agricultural conditions of their immediate 
viscinity. However, in all cases, it is clear that whatever environmental pressures 
impinge upon each biotype, a very great proportion of flies are selected for 
emergence within the first 21 days. 
In set 3, the first peak is still prominent at 9-12 days in all 3 previous cultures, 
however, at this point in time, they also all produce defined second peaks between 
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27 and 36 days. As figures 32, 33 and 34 show, over the 3 sets of data, there is 
a tendency for the more prominent first peak to become smaller and the second to 
become larger. The original characteristics of each culture still persist to a certain 
extent, for example, the SH culture still has the highest percentage of early 
emergers and the LE culture produces a larger, later second peak. 
This tendency towards a bimodal emergence distribution would seem to be a product 
of a controlled constant environment which does not select for any one of the 
original culture biotypes. The selected PWLE culture continues the trend still 
further. In relatively few generations, in comparison to the other cultures, the 
balance of early and late emerging non-diapaused flies can be altered dramatically. 
Here the reduction of the early emerger's peak has resulted in a larger late 
emerger's peak at 36 days and a 50% emergence point at between 27 and 30 days 
instead of 9 and 12. 
It is clear that emergence from the non-diapaused state is under multigenic control 
and that different environmental conditions select for slightly different emergence 
patterns. It is possible that under the constant conditions of the laboratory, a 
selection process gradually takes place and more late emergers are selected for. The 
fact that the early emerger's peak reduced in size faster between set 2 and 3 than 
1 and 2 suggests that a further equalizing of peak heights between early and late 
emergers may have taken place after many future generations. 
From an agricultural standpoint, the flies emerging from non-diapausing pupae could 
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be considered second or third generation flies. In the past, it has been reported that 
first generation flies are active in April and May and second generation flies, in 
July. Using PW data from set 3, the early emergers may be considered to peak on 
the 1st of July. If this were true, 10% of flies would not yet have emerged by 11th 
August with some flies still emerging by lOth September, well into 3rd generation 
time. This would have serious implications for crops grown much later on in the 
year ie. oil-seed rape. In cases where host crop plants are not available to 2nd 
generation fly populations in the summer, huge reductions in fly numbers may 
occur. However, if a proportion of the population do not develop until September, 
it is possible that host plants may be available and ~ new population may be derived 
replacing the lost 3rd generation. 
Predictabilty of normal emerging flies from non-diapausing pupae would not seem 
difficult since a great majority emerge on or around the 12 day. However, the late 
emerger's peak is more prolonged, lasting approximately 27 days, and thus 
predicting a suitable maximum point accurately is more difficult. Also, if 
environmental conditions at a site select for a similar emergence pattern to that of 
the PWLE culture, then a precise knowledge of peak late emergence becomes just 
as important as the accurate prediction of early emergers. Since only slight changes 
in emergence pattern were observed over the 4-5 years in the laboratory, it may be 
assumed that although numerous generations have been reared and subjected to these 
constant conditions, selection for a stable emergence pattern is a slow process. For 
any one site, therefore, it is possible that the emergence pattern of the resident fly 
population will be appropriate for the environmental conditions prevailing at that site 
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and will be relatively stable. A collection of live pupae or flies from that site would 
allow observations to be made in the laboratory on the emergence pattern of the fly 
biotype present and an accurate prediction of peak or peaks of emergence could be 
made. 
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4:3. EMERGENCE FROM. YEAR-DELAYED CULTURE 
4:3:1 Method 
Seven batches of between 70 and 200 pupae per batch from the year-delayed Venn 
culture were removed from 4°C after 6-10 months in diapause·in order to stimulate 
emergence of any normal emerging flies. After 6 months at 200C, the remaining 
pupae were exposed to diapause-inducing temperatures for a second time and left 
at 5°C for another 6 months. Finally, temperatures were raised to 200C for a 
second time in order to stimulate the emergence of any year-delayed flies. 
In a later .investigation the last 12 batches of year-delayed pupae were alS!J treated 
in the same way as above, except these pupae were subjected to a second diapause 
period of 4 months in order to simulate a winter. 
Since no year-delayed flies were caught in the field investigations, a culture could 
not be started and no further investigation could be attempted on year-delayed 
emergence. 
4:3:2 Results 
Many of the batches contained flies which emerged in the first 6 month period of 
high temperatures. However, all cultures exhibited very low emergence rates and 
rather erratic emergence patterns during this period. There seems to be no obvious 
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pattern of emergence either within or between the two main experimental regimes. 
No flies emerged during the second 6 month period of high temperature from any 
of the 19 batches. On inspection, many of the puparia were intact but the pupae had 
obviously died some time earlier since no morphological structure could be 
identified and most had decomposed. 
4:3:3 Discussion 
Since few flies emerged during the first 6 months of high temperatures it was hoped 
that this was an indication of a majority of flies delaying their emergence, possibly 
for up to a year. This was not the case; but this does not discount year-delayed 
emergence. There are a number of possible reasons for the results. Many other 
batches from other culture material were induced and maintained in diapause at the 
same time using the same technique and equipment. Since all other diapause 
material survived and emerged as expected it can be assumed that faulty equipment 
or incorrect diapause induction technique were not the cause. 
One possibility may be that a majority of the flies from this strain have a diapause 
development threshold of less than 5°C, thus preventing most flies from diapausing 
successfully. However, evidence suggests that even at 5°C, a large proportion of 
flies could complete diapause after 6-10 months. 
A further possibility is that the diapause requirements, temperature and/or period, 
may be different in the second year from those in the first in a year delayed strain. 
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Since no physiological evidence is available on the subject, it is impossible to 
predict what the requireme(lts are for the second diapause development period. 
Despite the result, year-delayed emergence can not be discounted. One question 
still remains unanswerable; why did this strain not behave as all the others under 
laboratory diapause conditions and emerge after the first period of diapause? It 
must be assumed that whatever the properties of this strain, it was very different 
from all the other cultures under investigation in this project. 
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4:4 POST•DIAPAUSE DEVEWPMENT EMERGENCE STUDIES 
While the gradated temperature studies used by Brindle (1986) were useful in 
exploring some aspects of post-diapause development, eonstant temperature 
investigations would be more flexible in exploring a wider range of 
temperature/period regimes. Unlike Brindle's work which looked directly at the 
rate of post-diapause development, these studies took the form of emergence studies 
relating period and temperature to the patterns of emergence. 
4:4:1 Methods 
The investigations were carried out in four consecutive experiments. The original 
concept of using computer modelling to 'cut-out' improbable combinations of 
temperature and period was not used since the study was limited by the number and 
availability of constant temperature rooms and cabinets (the computer modelling was 
still used to investigate the '2-phase response' (Brindle (1986) and to predict fly 
emergence using laboratory data). 
The 3 main cultures, Seale Hayne (SH), Plymouth & Wellesbourne (PW) and Late 
Emerging (LE), were used in all the emergence studies. 2 batches per culture were 
induced into diapause each week. A cabinet capable of maintaining temperatures 
between 3 and 4°C was used to keep all diapause material for between 16 and 20 
weeks. Four further constant temperature cabinets or rooms were used, one each 
at 5; 10, 15 and 20°C. After diapause, pupae were transferred to one of the four 
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constant temperature facilities and monitored daily until the end of the experiment. 
Pupae were kept at any one temperature for a minimum of one week and thereafter, 
any move to a different temperature would be carried out on a one weekly basis. 
Time was measured from the 1st. day the pupae were moved from diapause 
temperatures of 3-4°C to one of the experimental temperatures ie. 5, 10, 15 or 20. 
It was felt that since there is a general increase in temperatures during the Spring 
and Summer months in the field, most of the regimes should reflect this. However, 
some constant single temperature studies and fluctuating temperature studies were 
carried out to explore their effects (tables 13, 14, 15 & 16). 
As explained previously (4:4), it is possible that some pupae may not enter 
diapause, but instead become dormant until temperatures are favourable for 
emergence. In order to predict this proportion, approximately 40 pupae per batch 
used in the emergence studies were separated just after the diapause induction 
process. These pupae were kept with the other diapause material but were placed 
at 20°C after only 4 weeks at 4°C. Thus flies not entering diapause would emerge 
and the percentage of non-diapausing flies would be known. 
For accurate comparisons of emergence patterns, different temperature/period 
regime studies were conducted not only between different cultures and batches but 
also within similar cultures and batches. 88 batches of pupae were used to explore 
the effects of 26 different temperature/period regimes. The average number of 
pupae used in each regime was 616, totalling 16,010 pupae in all (table 17). 
TABLE13. 
Culture dates and temperature regimes for diapausing pupae - emergence study 1. 
CULTURE CULTURE DATE OF DIAPAUSE EXIT FROM TEMPERATURE REGIME 
REFERENCE TYPE CULTURE DATE DIAPAUSE 
NUMBER 
I LE 02.08.89 17.07.89 08.11.89 STRAIGHT TO 2lfc 
2 LE 02.08.89 17.07.89 08.11.88 I WEEK AT ICfc, TMEN 20'c 
3 SH 02.08.89 17.07.89 08.11.89 STRAIGHT TO 20'c 
4 SH 02.08.89 17.07.89 08.11.89 1 WEEK AT lo"C. TMEN 20'c 
5 SH 16.08.89 28.07.89 08.11.89 STRAIGHT TO 2lf'c 
8 BH 16.08.89 28.07.89 08.11.89 I WEEK AT 1o"c, THEN 2lf'c 
7 PW 16.08.89 28.07.89 08.11.89 STRAIGHT TO 2lf'c 
8 PW 16.08.89 28.07.89 08.11.89 I WEEK AT lcfc, TMEN20'c 
6 PW 14.06.89 28.07.89 08.11.89 I WEEK AT lcfc, .TMEN 21fc 
10 PW 14.08.89 28.07.89 08.11.89 2 WEEKS AT ld'C, THEN 2lfb 
11 SH 14.08.89 28.07.89 08.11.89 I WEEK AT lo"C, THEN 20'C 
12 SH 14.06.89 26.07.89 08.11.89 2 WEEKS AT 1d'c, THEN 2D'b 
13 PW 26.05.89 17.07.89 08.11.89 1 WEEK AT~. I WEEK AT ld'C, THEN 20"c 
14 PW 28.05.89 17.07.89 08.11.89 2 WEEKS AT s'c, THEN 20'1:: 
15 PW 28.05.89 17.07.89 08.11.89 STRAIGHT TO 2l1'C 
16 LE 26.05.89 17.07.89 08.11.89 I WEEK AT 5t, I WEEK AT ld'c, THEN 20'C 
17 LE 28.05.89 17.07.89 08.11.89 2 WEEKS AT lfc, .THEN 20'c 
18 LE 28.05.89 17.07.89 08.11.89 STRAIGHT TO 2d'c 
19 BH 28.05.89 17.07.89 08.11.89 I WEEK AT~. I WEEK AT IO"c, THEN 21fc 
20 SH 28.05.89 17.07.89 08.11.89 2 WEEKS AT s't:, THEN 20'c 
21 BH 26.05.89 17.07.89 08.11.89 STRAIGHT TO 20'c 
22 PW 17.05.89 26.08.89 08.11.89 I WEEK AT 5'c, I WEEK AT ld'C, I WEEK AT l!fC, THEN 20°C 
23 PW 17.05.89 28.08.89 08.11.89 3 WEEKS AT s"c, THEN 20'C 
24 PW 17.05.89 28.08.89 06.11.89 3 WEEKS AT lo'C, THEN 21fc 
25 LE 17.05.89 28.08.89 08.11.89 I WEEK AT S'c, I WEEK AT lo'C, I WEEK AT l!fc, THEN 2o'C 
28 LE 17.05.89 28.08.89 08.11.88 3 WEEKS AT s'c, THEN 20'c 
27 LE 17.05.89 28.08.89 08.11.89 3 WEEKS AT lo'C, THEN 2o'C 
28 SH 17.05.89 28.06.89 08.11.89 I WEEKAT5'C, I WEEK AT IO'c, I WEEK AT IS'C, THEN 20'C 
28 SH 17.05.89 28.08.89 08.11.89 3 WEEKS AT 5'C, THEN 2o'C 
30 SH 17.05.89 28.08.89 08.11.89 3 WEEKS AT IO'C, THEN 20'c 
TABLE 14. 
Culture dates and temperature regimes for diapausing pupae - emergence study 2. 
CULTURE CULTURE DATE OF DIAPAUSE EXIT FROM TEMPERATURE REGIME 
REFERENCE TYPE CULTURE DATE DIAPAUSE 
NUMBER 
1 SH 04.08.89 29.09.89 05.02.90 1 WEEK AT 5'c, THEN 20"c 
2 SH 04.08.89 29.08.89 ~.02.90 2 WEEKS AT 6'C, THEN 2ffC 
3 BH 04.08.89 29.08.89 05.02.90 2 WEEKS AT 8'C, THEN 20"c 
4 SH 04.08.89 29.08.89 05.02.90 3 WEEKS AT ll'e, THEN 2ffC 
8 BH 18.08.89 09.10.89 24.01.90 STJlAIGHT TO 20"c 
a SH 18.08.89 08.10.89 05.02.90 1 WEEK AT 5"c, THEN 20"c 
7 SH 18.08.89 08.10.89 05.02.90 4 WEEKS AT 5'c, THEN 20"c 
8 LE 18.08.89 08.10.89 24.01.90 STRAIGHT TO 2ffC 
8 LE 18.08.89 09.10.89 05.02.90 2 WEEKS AT s'c, 2 WEEKs'AT 1dC, THEN 20'c 
10 LE 18.08.89 08.10.89 05.02.90 1 WEEK AT !5"C, 3 WEEKS AT 1d"c, THEN 20"c 
11 PN 18.08.89 09.10.89 24.01.90 STRAIGHT TO 2rfC 
12 PN 18.08.89 08.10.89 05.02.90 1 WeeK AT s'C, THEN 2d"c 
13 PN 18.08.89 08.10.89 05.02.80 4 WEEKS AT ll'e, THEN 20'C 
14 PN 18.08.89 08.10.88 24.01.90 B1RAIGHT TO 20"c 
15 PN 18.08.89 09.10.89 05.02.90 2WEEKSAT!5"C, 2WEEKSAT 1ct'C, THEN2ffC 
18 PN 18.08.89 08.10.89 ~.02.90 1 WEEK AT li'C, 3 WEEKS AT 1ct'C, THEN 20"c 
17 LE 04.08.89 08.10.89 ~.02.90 3WEEKS AT!i'C, 1 WEEK AT 10"C. THEN 20"c 
18 LE 04.08.89 09.10.89 24.01.90 4 WEEKS AT 1ct'C, THEN 2ffC 
18 PN 21.09.89 09.10.89 24.01.90 STRAIGHT TO 20"c 
20 PN 21.08.89 08.10.89 24.01.90 STRAIGHT TO 1o'C 
21 PN 21.08.89 08.10.89 24.01.90 STRAIGHT TO 1 e"c 
22 LE 21.08.89 08.10.89 24.01.90 1 WEEK AT 20"c, 4 WEEKS AT 10"C, THEN 2ffC 
23 LE 21.08.89 09.10.89 24.01.80 1 WEEK AT 2ct'C, 4 WEEKS AT 'i/C, THEN 20'C 
24 LE 21.08.89 09.10.89 24.01.80 1 WEEKAT20"c, 4WEEKSAT 1s'C, THEN 20"c 
25 LE 29.07.89 18.08.89 05.02.90 3 WEEKS AT !5"C, THEN 2ffc 
211 SH 28.07.89 18.08.89 05.02.80 2 WEEKS AT ll'e, THEN 2ct'C 
27 PN 28.07.89 18.08.89 24.01.90 STRAIGHT TO 2ffc 
28 PNLE 28.07.89 18.09.89 24.01.90 STRAIGHT TO 20'c 
211 LE 21.07.89 08.08.89 24.01.90 3 WEEKS AT 1!1'C, THEN 20°C 
30 LE 21.07.89 08.09.89 05.02.90 1 WEEK AT rfc, 3 WEEKS AT 16'C, THEN 20"c 
31 PN 21.07.89 08.09.89 24.01.90 3 WEEKS AT 1cfC,1HEN 20'C 
32 PW 21.07.89 08.08.89 24.01.90 3 WEEKS AT 1d'C, THEN 2ffC 
33 SH 21.07.89 08.09.89 05.02.90 1 WEEK AT s'C, 3 WEEKS AT 1s"C, THEN 2ffC 
34 SH 21.07.89 08.09.89 05.02.80 1 WEEK AT !fc, THEN 2d'c 
TABLE 15. 
Culture dates and temperature regimes for diapausing pupae- emergence study 3. 
CuLTURE CULTURE DATE OF OIAPAUSE EXJTFROI .. TEMPERATURE REGIME 
REFERENCE TYPE CULTURE DATE OIAPAUSE 
NUMBER 
---
1 PN 25.09.89 '<7.10.89 23.03.90 STRAIGHT TO 2lfc 
2 LE 22.09.89 '<7.10.89 23.03.90 S'IRAIGHT TO 20"c 
3 LE 22.09.89 27.10.89 23.03.90 2 WEEKS AT s"c, THEN 20'c 
4 PN 22.09.89 '<7.10.89 23.03.90 1 WEEK AT5"c, THEN 2d'c 
8 .PN 22.09.89 '<7.10.89 23.03.90 2 WEEKS AT lfc, THEN 20'c 
8 LE 25.09.89 10.11.89 23.03.90 1 WEEK AT 15'C, THEN 20'c 
7 LE 25.09.89 10.11.89 23.03.90 2 WEEKS AT 1s"C, THEN 'ld'C 
8 PN '<7.09.89 10.11.89 23.03.90 1 WEEK AT lfc, 1 WEEK AT 1d'c, 1 WEEK AT 11ft:, THEN 'llfc 
8 PN '<7.09.89 10.11.89 23.03.90 STRAIGHT TO 'ld'c 
10 LE '<7.09.89 10.11.89 23.03.90 3 WEEKS AT 15'c. THEN 20'c 
11 LE '<7.09.89 10.11.89 23.03.90 2 WEEKS AT 1S'c, THEN 2Cfc 
12 SH '<7.09.89 10.11.89 23.03.90 1 WEEK AT lfc, THEN 2!f'C 
13 SH '<7.09.89 10.11.89 23.03.90 2 WEEKS AT 5"c, THEN 2d'c 
14 SH 27.09.89 10.11.89 23.03.90 4 WEEKS AT 1ffc, THEN 20'c 
TABLE 16. 
Culture dates and temperature regimes for diapausing pupae - emergence study 4. 
CULTURE CULTURE DATE OF DIAPAUSE EXIT FROM TEMPERATURE REGIME 
REFERENCE lYPE CULTURE DATE DIAPAUSE 
NUMBER 
1 rw 07.03.90 20.04.90 09.10.90 4 WEEKS AT 10°C, THEN 20°C 
2 LE 07.03.90 20.04.90 09.10.90 STRAIGHT TO 10"c 
3 SH 07.03.90 20.04.90 09.10.90 STRAIGHTTO 1s"c 
4 rw 18.03.90 11.05.90 09.10.90 4 WEEKS AT 15'c, THEN 20"C 
5 LE 16.03.90 11.05.90 09.10.90 3 WEEKS AT s"t;, 1 WEEK AT 1o'C, THEN 2o'C 
6 SH 18.03.90 11.05.90 09.10.90 1 WEEK AT 15"C. THEN 20"c 
7 rw 06.04.90 12.05.90 12.11.90 1 WEEK AT 5"C, 1 WEEK AT 15'C, THEN 20"c 
8 rw 27.04.90 08.06.90 12.11.90 ·1 WEEK AT 5"c, 2 WEEKS AT 15"c, THEN 20°C 
9 SH 27.04.90 08.08.90 12.11.90 1 WEEK AT 5"c, 3 WEEKS AT 15"c, THEN 20"C 
TABLE 17. 
Total fly and pupae figures for emergence studies. 
-----------------------------------------------------------------
TOTAL TOTAL PERCENTAGE TOTAL NUMBER TOTAL NUMBER MEAN NUMBER MEAN NUMBER 
NUMBER OF NUMBER OF TOTAL OF DIFFERENT OF FLY OF PUPAE USED OF FLIES EMERGED 
PUPAE USED FLIES EMERGED EMERGENCE REGIMES BATCHES USED PER REGIME PER REGIME 
16010 11061 69.1 26 88 616 425 
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Temperature/period regimes for all four experiments are given in tables 13, 14, 15, 
& 16. 
4:4:2 Results 
The diapause challenge experiment revealed that 3.7% of all flies undergoing the 
diapause induction process did not enter diapause and emerged after only 4 weeks 
at 4°C (table 18). 
The emergence patterns of most batches of flies, under a particular 
period/temperature regime, are distinctly bimodal. A few have single peaks or 
undefined peaks. Where temperature/period regimes are kept constant over different 
experiments, batches or culture types, the results are very comparable in terms of 
peak position. For example, in experiment 1, the regime of 2 weeks at 5°C and 
then 20°C was triplicated by using a batch of similar age from each of the three 
main cultures. Figure 35 shows that all 3 batches produce bimodal emergence 
patterns with a larger first peak at 27 days and a smaller second peak at 48 days. 
Also for the same regimes, similar results were obtained in experiments 2 and 3, 
the slight exception being the inclusion of a more prominent 3rd. peak in experiment 
3 (figs. 36 & 37). For this reason, where experiments have been duplicated for 
similar temperature/period regimes, the results have been combined to give an 
overall picture of emergence patterns for differing regimes. 
Peak positions were calculated using three different methods. The first involved 
TABLE 18. 
Total number of flies emerging from diapause challenge experiment. 
NUMBER OF NUMBER OF NUMBER OF PERCENTAGE 
BATCHES PUPAE FLIES EMERGED EMERGENCE 
65 2600 96 3.7 
Figure 35. 
Comparison of cabbage root fly emergence distributions from three different batches 
of diapaused pupae under the temperature regime 2 weeks at 5°C then 20"C - study 
1. 
w 
0 
z 
w 
(!J 
a: 
w 
~ 
w 
~ 
u. 
'*' 
EMERGENCE STUDY 1 
3 9 15 21 27 33 39 45 51 57 63 69 75 
6 12 18 24 30 36 42 48 54 60 66 72 
TIME (DAYS) 
BATCH 14 
BATCH 17 
BATCH 20 
Figure 36. 
Comparison of cabbage root fly emergence distributions from three different batches 
of diapaused pupae under the temperature regime 2 weeks at 5°C then 200C - study 
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Figure 37. 
Comparison of cabbage root fly emergence distributions from three different batches 
of diapaused pupae under the temperature regime 2 weeks at 5°C then 20"C - study 
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taking the peak positions for each individual batch result by eye and then calculating 
the average for all similar temperature/period regimes. The second involved 
combining the numbers of flies emerging for similar regimes and then taking the 
peak emergence values by eye from the resulting graph of percentage total 
emergence against time. The third method again involved the combined results. 
The lowest points between the 2 major peaks in the bimodal distributions were 
arbitrarily taken as the point separating early and late emergers. The total 
percentage emergence was then cumulated for both early and late populations and 
the 50% emergence point calculated. The results of all three methods are given in 
table 19. Where bimodal distributions were not produced, only methods 1 and 2 
were used. It can be seen that there is close agreement between the 3 methods and 
thus, an average of all 3 methods was taken. 
To start with, comparisons will be made between peak positions relative to time. 
Firstly, the effect of placing pupae at IOOC for 1,2,3 or 4 weeks straight after 
diapause, prior to their final temperature at 200e is described (fig. 38). Pupae at 
IOOC for 1 week showed peaks at 18.4 and 36.6 days for 1st. and 2nd. peaks 
respectively, compared to 14.0 and 32.8 for those placed at 20°e immediately after 
diapause; a shift of 4 days. Pupae left at 100e for 2 weeks had peaks at 26.2 and 
46.3 days, a shift of approximately 8 and W days from the previous regime. In 
contrast, there was no such difference in peak positions between pupae left at 10°e 
for 2 weeks or 3 weeks. However, there is a difference between those pupae kept 
at woe for 2 or 3 weeks and those kept at woe for 4 weeks. In the latter regime, 
the 1st. peak is present at 32.1 days and the second at 57.1 days; a shift of 6 and 
TABLE 19. 
Three methods for location of early and late emergence peak positions, in days. 
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Figure 38. 
Comparison of emergence distributions from four temperature regimes. 
Legend; 1 week at 10 - 1 week at 1 OOC then 20°C 
2 weeks at 10 - 2 weeks at 1 O"C then 20°C 
3 weeks at 10- 3 weeks at 10"C then 200C 
4 weeks at 10- 4 weeks at 10"C then 200C 
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11 days respectively. 
Pupae placed at 5°e for 1, 2, 3 or 4 weeks bear some similarity with the above (fig. 
39). Placed at 5°e for 1 week, pupae emerged in a bimodal pattern, the 1st. peak 
at 20.5 days, the 2nd. at 40.0 days. When left at 5°e for 2 weeks, both peaks shift 
to the right by approximately 6 days, occurring at 26.6 and 46.9 days respectively. 
There is a further shift to the right in peak emergence for pupae kept at 5°e for 3 
weeks and 4 weeks with 1st. and 2nd. peaks at 34.5 and 49.7 days, and 41.6 and 
57.2 days respectively. 
When 15°e was used in a similar sequence, only a single large peak was apparent. 
· For all 4 regimes this peak was consistently at 18 days (fig. 40). 
Regimes involving temperatures of 5, Wand 20"e showed very clear differences 
in peak position in relation to period. 1 week at 5°e followed by 1 week at W0e 
produced peaks at 26.6 and 47.6 days. Pupae kept for 2 weeks at 5°e followed by 
2 weeks at 1 ooe emerged in peaks at 36.2 and 57.1 days, a difference of 9-W days 
for both peaks (fig. 41). However, the sequence of regimes consisting of; 1 week 
at 5oe then 3 weeks at 100e, 2 weeks at 5°e then 2 weeks at woe and 3 weeks at 
5°e then 1 week at 100e all produced 1st. peaks between 35.7 and 40.0 days and 
2nd. peaks between 56.7 and 62.1 days ( the latter regime has a second peak, the 
highest point of which is 63 days, however, it can be seen that overall, the position 
of the peak is similar to the previous 2 regimes) (fig. 42). 
Figure 39. 
Comparison of emergence distributions from four temperature regimes. 
Legend; 1 week at 5 - 1 week at 5°C then 20"C 
2 weeks at 5 - 2 weeks at 5°C then 20"C 
3 weeks at 5 - 3 weeks at 5°C then 20"C 
4 weeks at 5 - 4 weeks at 5°C then 20"C 
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FJgUre 40. 
Comparison of emergence distributions from four temperature regimes. 
Legend; 1 week at 15 - 1 week at 15°C then 20°C 
2 weeks at 15 - 2 weeks at l5°C then 20°C 
3 weeks at 15 - 3 weeks at 15°C then 20°C 
4 weeks at 15 - 4 weeks at l5°C then 20°C 
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FigUre 41. 
Comparison of emergence distributions from two temperature regimes. 
Legend; 1 @ 5,1 @ 10- 1 week at 5°C followed by 1 week at 10°C then 20°C. 
2@ 5,2@ 10- 2 weeks at 5°C followed by 2 weeks at 100C then 200C. 
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Figure 42. 
Comparison of emergence distributions from three temperature regimes. 
Legend; 1@5,3@10- 1 week at 5°C followed by 3 weeks at 100C then 200C 
2@5,2@10- 2 weeks at 5°C followed by 2 weeks at 100C then 200C 
3@5, 1@ 10 - 3 weeks at 5°C followed by 1 week at 1 OOC then 20°C 
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The regimes, 1 week at 5°C followed by 1, 2 or 3 weeks at 15°C all produced 
bimodal emergence distributions with early emergence peaks at 20.8, 21.3 and 20.9 
days and 36.7, 39.4 and 41.7 days respectively (fig. 43). 
Emergence from pupae subjected to all 4 temperatures, 1 week at 5°C, 1 week at 
lOOC, 1 week at l5°C then 20°C, produced another bimodal distribution with peaks 
at 26.7 and 47.3 days (fig. 44). 
In regimes where 200C was not used as a final temperature, the emergence 
distributions were more complex, although in all cases, peak emergence is apparent. 
Where pupae were kept at 100C constantly, emergence increased irratically to peak 
at 53.3 days. In contrast, at a constant l5°C, emergence was clearly bimodal and· 
peaked at 20.4 and 41.6 days. The presence of a clearly defined second peak is also 
to be contrasted with the absence of a second peak in regimes at l5°C followed by 
20°C (fig. 45). 
All regimes can be compared to the standard regime where pupae were placed at 
20°C directly from diapause temperatures. Here a bimodal emergence distribution 
was produced with peak emergence at 14.0 and 32.8 days (fig. 46). 
Day degrees to peak emergence have been calculated for comparison with previous 
work. Earlier work used 0° above 6°C while recent work has used 0° above 4°C. 
Both methods have been used in this study (table 20), however, only those above 
Figure 43. 
Comparison of emergence distributions from three temperature regimes. 
Legend; I@5,I@I5- I week at 5°C followed by I week at I5°C then 20°C 
I@5,2@I5 - I week at 5°C followed by 2 weeks at I5°C then 20°C 
I@5,3@15 - 1 week at 5°C followed by 3 weeks at 15°C then 20°C 
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Figure 44. 
Emergence distribution from regime incorporating all four temperatures. 
Legend; 1@5,1@10,1@15- 1 week at5°C followed by 1 week at 10"C followed 
by 1 week at 15°C then 20°C. 
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Figure 45. 
Comparison of emergence distributions from two temperature regimes. 
Legend; straight to woe - pupae kept at a constant W°C 
straight to l5°C - pupae kept at a constant l5°C 
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Figure 46. 
Emergence distribution from a single regime. 
Legend; straight to 20°C - pupae kept at a constant 20°C 
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TABLE 20. 
Average accumulation of day-degrees above 4 and 6°C to early and late emerging 
peaks for different temperature regimes. 
DAY DEGREES DAY DEGREES 
TEMPERATURE REGIME PEAK ABOVE4't ABOVEa't: 
STRAIGHT TO 20"c EARLY 221 185 
LATE 1533 
-STRAIGHT TO 15'C EARLY 287 184 
LATE 5211 375 
STRAIGHT TO 1o'c EARLY 234 152 
LATE 324 213 
1 WEEK AT 5'b, THEN 20"c EARLY 231 188 
LATE 528 450 
2 WEEKS AT 5"c, THEN 211'C EARLY 222 178 
LATE 524 4110 
3 WEEKS AT 5"c, THEN 20'1:: EARLY 232 188 
LATE 481 402 
J 4 WEEKS AT s'b, THEN 21fC EARLY 252 191 
LATE 518 411 
1 WEEK AT 1o'c, THEN 20'C EARLY 242 187 
LATE 1144 443 
2 WEEKS AT 1d'c, THEN 20"c EARLY 292 227 
LATE 804 509 
3 WEEKS AT 5'1::, THEN 2!fc EARLY 222 185 
LATE 588 470 
4 WEEKS AT 5"c, THEN 21fC EARLY 249 169 
LATE 832 5i9 
1 WEEK AT 15'1::, THEN 2!fc EARLY 253 217 
LATE 
2 WEEKS AT 1!l'c, THEN 2!fc EARLY 218 182 
LATE 
3 WEEKS AT 16'1::, THEN 20"c EARLY 188 182 
LATE 
4 WEEKS AT 16'1::, THEN 2!fc EARLY 188 182 
LATE 
1 WEEK AT ffc, 1 WEEK AT 1o'c, THEN 2!fc EARLY 287 204 
LATE 803 489 
1 WEEK AT 5'1::, 1 WEEK AT 1d'C, 1 WEEK AT 15"c, THEN 2o'c EARLY 238 170 
LATE 558 4110 
1 WEEK AT ffe, 3 WEEKS AT 1o'c, THEN 20't: EARLY 281 182 
LATE 587 485 
2 WEEKS AT 5"c, 2 WEEKS AT 10'C, THEN 20"c EARLY 224 170 
LATE 560 
-
3 WEEKS AT 5'c, 1 WEEK AT 1o'c, THEN 2o'c EARLY 191 195 
LATE 823 505 
1 WEEKAT5'C, 1 WEEKAT1s"c, THENalt EARLY 198 175 
LATE 438 380 
1 WEEK AT 5"c, 2 WEEKS AT 15'1::, THEN 21)c EARLY 161 130 
LATE 448 384 
1 WEEK AT 5'b, 3 WEEKS AT 1s"c, THEN 20'b EARLY 161 126 
LATE 462 326 
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6°C will be described here. 
Using all the regimes which exhibit bimodality, the number of 0° above 6°C to 1st. 
peak emergence range between 126 and 238. 2nd. peak emergence was calculated 
at between 315 and 518 0° above 6°C. The average number of 0° to 1st. peak 
emergence was 182 and to 2nd. peak emergence, 447. 
The two studies incorporating the sequence of regimes, 1-4 weeks at 5°C and 1-4 
weeks at 10°C showed no obvious trends within each temperature sequence, the 1-4 
weeks at l5°C sequence producing a downward trend in the number of 0° to peak 
emergence as the number of weeks increaSed (fig. 47). Also comparing pooled 
results of regimes incorporating 1 week, 2 weeks, 3 weeks or 4 weeks of 
temperatures under 20°C shows that as the number of weeks below 200C increases 
up to 3 weeks, the number of 0° to 1st. peak emergence decreases. However, at 
week 4, the number of 0° to peak emergence suddenly rises (fig. 48). 
In the combined temperature sequence, I wk at 5°C then 3 weeks at lOOC, 2 weeks 
at 5°C then 2 weeks at I OOC and 3 weeks at 5°C then 1 week at 1 OOC, there was a 
respective reduction in the number of 0° to 1st. and 2nd. peak emergence for the 
first 2 regimes, however, there was a sudden increase in 0° to 1st and 2nd. peak 
emergence for the last regime (fig. 49). 
4:4:3 Discussion 
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It is clear from the results that both early and late emergers are present within the 
populations of flies studied. They also appear to have similar but not identical 
properties under similar temperature/period regimes. Under a constant 20°C 
regime, bimodality is strong with peaks at 15 and 36 days (fig. 46). However, such 
peak positions were not recorded in any other temperature/period regime. Although 
bimodality was clear in many of the other regimes, it can be seen that the first peak 
is often higher and narrower than the second which is often smaller but more 
widelyspread. This would indicate that early emergence is more synchronized than 
late emergence and it is possible that there is greater variation in the developmental 
requirements of late emergers compared to early emergers. 
Bimodality is not present in only one set of increasing temperature studies; those 
involving a period at l5°C before moving to 20°C (fig. 40). Here, one main peak 
at 18 days is visible whether the flies are kept at l5°C for 1, 2, 3 or 4 weeks before 
moving to 20°C. It would seem that temperatures over such periods are not suitable 
for late emergence. The combined percentage emergence for these 4 regimes is 
61.3% from pupae compared to 62.9_% from the straight to 200C regime. Since 
there is approximately one half of the emerged flies in each of the two peaks in this 
latter regime, it would infer that approximately 30% of flies are early emergers and 
30% are late. However, in the regimes involving 15 and 200C, it would seem that 
around 60% of flies are early emergers with very few late emergers. This suggests 
that under the latter regimes, the 30% of late emergers in the 'straight to 20°C' 
regime are 'switched' to early emergers. 
Figure 47. 
Accumulated day-degrees to peak emergence for temperature regime 1-4 weeks at 
l5°C then 20°C. 
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Figure 48. 
Pooled accumulated day-degrees to first and second peak emergence for regimes 
containing 1-4 weeks at temperatures below 20°C. 
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Figul'e 49. 
Pooled accumulated day-degrees to tirst and second peak emergencefor three regimes: 
Legend,· 1 - I week at sue followed by 3 weeks at IOoe, then 20°e. 
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This fact alone poses a question. When temperatures of 5 and 10"C are used in 
conjunction with 20"C, emergence is seen to be bimodal. Similarly when pupae are 
subjected to a constant 20°C, emergence patterns are also bimodal. Why, therefore, 
is bimodality not observed at combinations of 15 and 200C? It is clear that 15°C 
followed by 20"C is too high to allow the development of late emergers but regimes 
combining 5 and l0°C in various combinations, even with 15°C, include the 
requirements necessary for late emergence. However, at a constant 15°C, 
bimodality is again observed. But here, the late emergence only starts after 30 
days. In the regimes involving 15 and 20°C the latter temperature is reached after 
a maximum of 28 days. It is therefore possible that given up to a maximum of 4 
weeks at 15°C before moving to 20°C, late emerging flies cannot complete their 
development and do not emerge, while, continued exposure to 15°C allows late 
emerger's development to take place. 
This does not explain, however, why bimodality is observed at a constant 20°C. It 
is possible that pupae subjected to such high temperatures immediately after 
diapause termination· switch to a default mode whereby normal post-diapause 
development processes are overridden and both early and late emergers develop at 
a fast rate. 
Another observation is that early emergence can take place at l5°C, with or without 
a move to 20°C. Compared to the constant 20°C results, even at l5°C for only 1 
week, early emergers peak at 18 days. This is slightly later than 15 days for the 
former regime, however, this is unchanged by exposing pupae to l5°C for longer 
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lengths of time before moving to 20"C. This results in an associated decrease in 
day degrees to peak early emergence with increase time at l5°C (fig. 47). This 
example provides a good illustration of how differences in post-diapause 
temperatures effects no change in the time to an emergence peak but gives variable 
day degree results. 
A second question is now raised. What effect does different combinations of 5, 10 
and l5°C have on the emergence patterns of both early and late emergers? Looking 
at the 5°C only regimes first, it can be seen that there is a shift to the right of both 
peaks of, on average, about 1 week for each week pupae are kept at 5°C. The early 
emerger's peak for the '1 week at 5°C then 20"C' regime is at 21 days and for the 
'4 weeks at 5°C then 20"C' regime it is at 42 days. The difference of 21 days is 
comparable to the extra 3 weeks spent at 5°C. In addition, the early emerger's peak 
for the 'straight to 20"C' regime is at 15 days, almost 1 week earlier than that of 
the '1 week at 5°C then 20"C' regime. It would seem that the requirements for any 
fly emergence are not met at 5°C even after 4 weeks, until temperatures are raised 
to 20°C. To a certain extent this may also be true of 10"C. Certainly, all regimes 
(with the exception of two) which involve 5 and 10"C either singularly or in 
combination, produce bimodat distributions, the early emergence peak of which 
occurs a minimum of 6 days after temperatures have been raised to 20°C. The two 
exceptions, however, where temperatures are kept at lO"C for 4 weeks or over ie. 
'4 weeks at lO"C then 20"C' and 'straight to l0°C', show that emergence does occur 
while the temperature is at 10°C. In the former regime, significant emergence is 
recorded at 27 days even though the pupae are not subjected to 20°C until the 28th 
268 
day (fig. 38). In the latter regime, emergence is recorded from the 24th day and 
rises erratically over the next 30 days. (fig. 45). This would suggest that post-
diapause development is possible at IOOe, however, a longer period of time is 
required at this temperature and the typical bimodal distribution is lost. The critical 
period for development at IOOe would seem to be greater than 2 weeks. Where 
pupae are subjected to woe for 1 and 2 weeks before 20°e, the emergence peaks 
produced are similar to the equivalent 5°e regimes (figs. 50 & 51). However, at 
3 weeks at IOOe the peaks do not shift to the right by one week as do those in the 
5°e regime. Equally, for the '4 weeks at 5°e then 2ooe· regime, the first 
emergence peak shifts to the right again by 1 week whereas that of the regime '4 
weeks at woe then 200e' does not. Emergence rises immediately after the 21st 
day, suggesting that similar to the '4 weeks at 100e then 200e', post-diapause 
development has taken place at 100e and emergence can occur after 3 weeks (figs. 
52 & 53). 
Where l5°e is combined with 5 and 100e, emergence patterns are similar to 
regimes in which l5°e is replaced by 200e ie. regimes of '1 week at 5°e, 1 week 
at woe, 1 week at l5°e then 20oe• and ' 1 week at soe, 1 week at IOOe then 
20°C' have peaks at 27 and 45 days, and 27 and 48 days respectively (fig. 54). 
Similarly, regimes' 1 week at 5°e, 1 week at l5°e then 20°e' and '1 week at soe 
then 20°C' produce very similar emergence patterns. Thus, it would seem that 15 
and 20°e do not differ in their effects on emergence when they are in conjunction 
with lower temperatures of 5 and IOOe. 
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Where bimodality exists, the period between early and late peaks is consistent 
through all of the regimes, averaging 19.56 days (var. =2.56). It is likely, 
therefore, that most of the development requirements for early and late emergets are 
similar. One difference would be the requirement of late emergers for a longer 
period at a high temperature to produce their delay. From the l5°e experiments, 
there would seem to be another more complex temperature/period requirement 
difference between early and late emergers. 
So far it has been suggested that if pupae are subjected to a temperature of l5°e, 
then over 4 weeks is necessary for emergence of late emergers to take place. Also, 
if temperatures are increased too quickly from l5°e, late emergers do not develop. 
At 5°e no fly development is apparent until temperatures are raised, although it is 
possible that development does take place albeit at a very slow rate. At 10°e, both 
early and late emerger's development is either very slow or only begins after 
approximately 2 weeks at this temperature. At l5°e, early emerger's development 
is far faster than at l0°e, although not as fast as 200e. From this evidence, a 
physiological hypothesis can be presented. 
It is envisaged that early emergers develop along a single, temperature dependent 
pathway whereas late emergers may develop along one of two different temperature 
dependent pathways. The rate of post-diapause development leading to emergence 
may be thought of as an accumulation of developmental units. Rate of accumulation 
of these units increases with temperature and is thus slow at 5°e and greatest at 
20°e. Emergence occurs once the accumulation of developmental units exceed the 
Figure 50. 
Comparison of emergence distri~utions from two temperature regimes. 
Legend; I @5 - I week at 5°C then 20°C 
I@IO - I week .at l0°C then 20°C 
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Figure 51. 
Comparison of emergence distributions from two temperature regimes. 
Legend,· 2@5 - 2 weeks at 5°C then 20"C 
2@ 10 - 2 weeks at 1 O"C then 20"C 
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Figure 52. 
Comparison of emergence distributions from two temperature regimes. 
Legend; 3@5 - 3 weeks at 5°C then 20"C 
3@10- 3 weeks at lO"C then 20"C 
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Figure 53. 
Comparison of emergence distributions from two temperature regimes. 
Legend; 4@5 - 4 weeks at 5°C then 20"C 
4@ 10 - 4 weeks at 1 O"C then 20"C 
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Figure 54. 
Comparison of emergence distributions from two temperature regimes. 
Legend; 1@5,1@10,1@15- 1 week at 5°C followed by 1 week at 10"C followed 
by 1 week at 15°C then 20°C 
. 1@5,1@10- 1 week at 5°C followed by 1 week at l0°C then 20°C 
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Figure 55. 
Comparison of emergence distributions from two temperature regimes. 
Legend; 1@5 - 1 week at 5°C then 20"C 
1@5,1@15 -1 week at 5°C followed by 1 week at 15°C then 20°C 
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'critical number'. It is possible that there is a post-diapause development threshold 
(PDDT) temperature below which no development takes place. In this hypothesis, 
this point would be below 5°C. For early emergence, temperature combinations 
involving 15 and 20°C are likely to lead to rapid post-diapause development 
termination and emergence. However, if only low temperatures are used, long 
periods of time would be necessary before enough developmental units have been 
accumulated for development to end and emergence to take place. 
Development of late emergers may take one of two courses, depending on the 
temperature diapause-terminated pupae experience in the first week of post-diapause 
development. This is substantiated by the absence of a late emergence peak in the 
regime 'l week at l5°C then 200C' and the presence of a late emergence peak in the 
· regime 'l week at 5°C, l week at l5°C then 20"C'. If late emerging pupae 
experience temperatures below a certain point, arbitrarily called the 'post-diapause 
development lower limit' (PDDLL), in the first week ofpost-diapause development, 
then development continues in a manner very similar to the early emergers, whereby 
rate of development increases with temperature. In accordance with results derived 
from these experiments, the PDDLL would be at a temperature between lO and 
l5°C. Similarly there is a second point, the 'post-diapause development upper limit' 
(PDDUL), between 15 and 20°C, above which rate of development of late emergers 
continues in a similar fashion to early emergers. However, if diapause-terminated 
pupae are placed at temperatures between the PDDLL and PDDUL straight from 
diapause temperatures of below the PDDT, then development proceeds in a very 
different fashion. In this case, rate of developmental unit accumulation decreases 
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as temperatures increase from the PDDLL until it stops altogether at a temperature 
above 15 but below 200C, the 'no development point'. Thus if pupae are subjected 
to 5, 10 or 200C straight from 4°C, post-diapause development follows the former 
development pathway. However, if pupae are subjected to 15°C straight from 4°C, 
early emergers develop as described earlier, but late emerger's post-diapause 
development will only continue slowly as long as temperatures stay below the no 
development point. In the case of the regime 'straight to 15°C' late emergers 
peaked at 42 days. If temperatures are increased in excess of the no development 
point before the critical number of developmental units have been accumulated, late 
emergence will not take place; vis a vis regimes 1, 2, 3 and 4 weeks at ISOC then 
20°C. 
Froin the calculations of 0° it is clear that there is wide variation in the number 
necessary to produce early or late emergence. The limits and average are all 
compatable with previous work although the extreme variation in temperature/period 
regimes seems to have caused a greater degree of variation in the 0° accumulations. 
No simple relationship 
was visible between 0° results and temperature/period regimes for late emergers, 
however, one relationship is present with early emergers. In this case, the longer 
a fly spends at temperatures under 20°C, the lower the number of 0° necessary to 
emerge. This was also found to be true in Brindle's study where, in experiment 2, 
temperatures were raised more slowly and thus flies were subjected to lower 
temperatures for longer. Despite this, accurate prediction of peak fly emergence 
using 0° would seem unlikely. From the field data earlier (Chapter 2) I week's 
_ .. -. 
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equivalent to 670°. For the laboratory emergence studies, in which most of the 
variables are controlled, variabilities in no accumulations are equivalent to over 2 
weeks for early emergers and over 3 weeks for late emergers. The relationship 
between the combined variables, temperature and period, and peak fly emergence 
is clearly more complex than the accumulation of 00 from a fixed date. Also, in 
the field, where variability from site to site is large not only on a national basis but 
also on a local or even field basis, single no accumulation predictions on a 
nationwide basis would seem to be impractical and inaccurate. 
It is hoped that results and hypotheses derived from these experiments can be used 
to provide a more accurate and useful computer simulation model based on the 
initial work from Chapter 3. 
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4:5 SELECTION AND REARING OF EARLY AND LATE EMERGING 
DIAPAUSING FLIES 
The first series of emergence experiments (4:4) had produced a majority of bimodal 
distributions from different temperature regimes. The flies emerging in the 1st. and 
2nd. ~of these distributions were classed early and late emergers respectively. 
In a similar selection experiment to the PWLE study (4:2:3) early and late emerging 
flies were separated into different cultures to examine whether genetic control of 
early and late emergence in diapaused flies is involved. 
4:5:1 Methods 
15 batches of diapaused pupae from the SH, PW and LE cultures were brought out 
of diapause and placed at 200C. Emergence was monitored carefully each day and 
all flies emerging in the first peak were used to start a new culture called 'early 
emerging diapause culture' (EED). All flies emerging after this were used to start 
the 'late emerging diapause culture' (LED). The EED and LED cultures are thus 
a mixture of SH, PW and LE flies. Where bimodality was clear, the designation 
of EED and LED flies was performed by eye. On the few occasions where the 
border between EED and LED flies was less obvious, 24 days was taken as the 
upper limit for EED fly emergence based on previous data (4:4:2, fig. 46). The 
flies in these new cultures mated and the subsequent larval progeny were induced 
into diapause (see chapter 4: I Cultures). After 4 months at the diapause 
temperature of 4°C, the pupae were placed at 20"C and their emergence monitored. 
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37 batches of EED and LED pupae were produced. A total of 4582 pupae were 
used in the parental population and 6842 in the 2nd. generation. 
4:5:2 Results 
All data from the parent population were pooled to give the average percentage 
emergence against time (table 21, fig. 56). The emergence distribution is distinctly 
bimodal with the 1st. peak at 12 days and 5.9% larger than the second peak at 33 
days. This compares well with the results from the emergence experiments (4:4:2, 
fig. 46) of the same temperature. Emergence continues until the 57th. day, the time 
to 50% emergence between 24-27 days. 
Again all EED emergence data were pooled as were those for LED (table 21). Both 
emergence distributions are bimodal, however, for the EED culture the 1st. peak is 
larger than the 2nd. by a factor of 50% whereas in the LED culture the 2nd. peak 
is larger than the 1st. by a factor of38% (fig. 56). For the EED and LED cultures, 
1st. and 2nd. peak emergence occurs at 12 and 33 days and 12 and. 36 days 
respectively. Emergence continues in the EED culture for 54 days with a 50% 
emergence level occurring between the 15th. and 18th. days. For the LED culture, 
final emergence occurs on the 60th. day and the 50% emergence level occurs 
between the 30th. and 33rd. day. 
Using the lowest value between the peaks as an arbitrary boundary, the distributions 
can be divided into early and late emergers by eye. The percentage of flies 
TABLE 21. 
Emergence from parent and EED and LED Fl populations- selection study. 
PARENT POPULATION F1 EED POPULATION · F1 LED POPULATION 
DAYS AFTER 
REMOVAL FROM NUMBER ... NUMBER ... NUMBER ... 
DIAPAUSE OF OFFUES OF OF FUES OF OFFUES 
TEMPERATURES FUES EMERGED FUES EMERGED FLIES EMERGED 
3 0 0.0 0 0.0 0 0.0 
6 19 1.0 38 2.2 9 0.6 
9 154 8.2 124 7.1 56 3.6 
12 272 14.4 301 17.1 181 11.5 
15 145 7.7 200 11.4 28 1.8 
18 100 5.3 2n 15.6 36 2.3 
21 114 6.0 115 6.5 73 4.6 
24 35 1.9 104 5.9 85 5.4 
' 
27 169 10.0 23 1.3 92 5.8 
30 196 10.4 142 6.1 194 12.3 
33 256 13.6 201 11.4 167 10.6 
36 160 8.5 85 4.8 251 15.9 
39 113 6.0 106 6.0 195 12.4 
42 94 5.0 16 0.9 109 6.9 . 
45 9 0.5 13 0.7 33 2.1 
48 24 1.3 10 0.6 37 2.3 
51 1 0.1 0 0.0 11 0.7 
54 4 0.2 1 0.1 9 0.6 
57 2 0.1 0 0.0 8 0.5 
60 0 0.0 0 0.0 2 0.1 
63 0 0.0 0 0.0 0 0.0 
TOTAL FLIES 1887 1756 1576 
TOTAL PUPAE 4582 3n6 3066 
'!1. TOTAL EMERGENCE 41.18 46.50 51.40 
Figure 56. 
Selection experiment - emergence from parent, EED and LED populations. 
Legend; EED - Early emerging diapausing pupae 
LED - Late emerging diapausing pupae 
PARENT POPULATION 
TIME (DAYS) 
EED POPULATION 
TIME (DAYS) 
lED POPULATION 
TIME (DAYS) 
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emerging in each category can then be cumulated for each population. The lowest 
value between peaks is divided by 2, and half apportioned to the early emergence 
peak, and half to the late emergence peak. For the parent population the ratio of 
early emergers to late emergers is 43.5%:56.5% respectively. For the EED culture, 
the ratio is 66.7%:33.3% and for the LED population, 16.6%:83.4% respectively 
(table 22). · 
For the parent population peak emergence averages 14% of the total population. 
In comparison, the 2 highest peaks in the EED and LED emergence distribution 
average 16.5% and the 2 smaller peaks average 11.5% of the total population. 
4:5:3 Discussion 
As can be seen from the results, within a single generation the emergence 
distribution can be altered dramatically. However, it is also clear that bimodality 
still exists and it is the ratio of early to late emerging flies that changes. In 
addition, the results for the EED F1 population show that the range of days 
overwhich the early emergers emerged increased and that of the late emergers, 
decreased. Conversely, for the LED F1 population, the late emerger's range 
increased as the early emerger's range decreased. This would suggest that the flies 
emerging around the dividing point between peaks are simply a mixture of very late 
early emergers and very early late emergers since each can be selected against in 
the respective experiments. There is no evidence to suggest the presence of a 
population of intermediate emergers. 
TABLE 22. 
Comparison of percentage em.ergence from parent, EED and LED populations. 
PERCENTAGE PERCENTAGE 
POPULATION TYPE EARLY EMERGERS LATE EMERGERS 
PARENT 43.5 56.5 
EED 66.7 33.3 
LED 16.6 83.4 
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Genetically, certain assumptions can be made as to the gene structure controlling 
early and late emergence. Since there is no evidence as to whether a single gene 
controls emergence or whether it is multigenic, the simplest theory would be: 
l) A single gene is responsible for the control of emergence. 
2) There are two different alleles, early (E) and late (L). 
3) The alleles are equidominant. 
Under such circumstances, the genotypic possibilities are EE, EL, and LL. The EL 
genotype would suggest some form of intermediate emerging phenotype of which 
there is no evidence in this study. 
Thus assumption 3 could be changed to: 
3) Either one of the E or L alleles are dominant. 
Thus, for example, if the E allele is dominant, the phenotypes would consisit of 
early and late emergers in the ratio of 3: l respectively. However, if homozygous 
double recessive late emergers are mated only with similar flies, the resultant 
progeny could only be homozygous late emergers and, as such, the emergence 
distribution would be unimodal around the late emergers peak. The converse would 
be true if the L allele is dominant. In this case, a unimodal early emerging 
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distribution would result from inbreeding of homozygous early emergers. However, 
from this study, bimodal distributions were produced, containing early and late 
emergers, from the selected EED and LED populations. This, therefore, refutes the 
assumptions above. It may be assumed, therefore, that the control of early and late 
emergence in diapaused cabbage root fly is multigenic. Further assumptions cannot 
be made on the present evidence. 
Ecologically, it can be seen that should conditions favour either only early or only 
late emergence, the resultant emergence distribution can be altered noticably in 
relation to the parent population. However, 2 points must be highlighted: 
a) A bimodal distribution containing both early and late emergence is still produced 
even if the whole population of one of either of the emergence types do not produce 
offspring, and, 
b) The times to peak emergence are similar under such conditions. 
It may be hypothesized that in the field, where environmental conditions fluctuate 
on a seasonal basis, as do farming practices, over many generations, the emergence 
distribution may alter eg. favouring early emergence one year, late emergence the 
next and possibly an equal number of both the year after, but generally the basic 
bimodal distribution containing an early emergence peak at around 12 days and a 
late emergence peak at around 33 days· will still exist. 
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Future research may be directed toward discovering the number of generations of 
continued selection necessary to reduce one or other of the emergence phenotypes 
to a negligable level. 
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CHAPTER FIVE 
FURTHER INVESTIGATIONS INTO TE:MPERATURE 
DEPENDENCE IN POST-DIAPAUSE DEVELOPMENT 
BY CO:MPUTER SIMULATION 
5:1 EVALUATION OF PREVIOUS HYPOTHESIS IN LIGHT OF 
LABORATORY EMERGENCE STUDIES 
From Chapter 3, it was necessary to change simulation model 3 in a manner that 
would allow the rate of development of pupae to become dependent on the 
temperature experienced on any particular day and the length of time spent at that 
temperature, rather than simply the final temperature of a regime and the number 
of days to that point. Afso, the model must be capable of simulating Brindle's 
results in which the apparent post-diapause development threshold decreases as 
· temperatures are increased more slowly. In light of the laboratory emergence 
experiments, the new model must also accomodate certain clearly defined criteria 
for both early and late emergers. Results for the early emergers suggested that the 
higher the post-diapause temperature between 5 and 20°C, the greater the rate of 
post-diapause development and thus, the shorter the period to emergence. For the 
late emergers, the added feature of non-emergence in the l5°C regimes, has to be 
accounted for. 
Model one, the secondary diapause hypothesis could accommodate most of these 
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criteria but produces a 'step response' in the simulated rate results when 
temperatures are increased too fast. Model 3, the 'apparent and potential rate 
hypothesis' did not elicit this response but would not simulate Brindle's results 
without a change in the scaling constants C and K for each temperature regime. 
Neither model describes the failure to emerge in late emergers as seen in the 
laboratory emergence experiments. Since model 1 is more temperature/period 
dependent than Model 3, whilst Model 3 is capable of smoothing any 'step 
response', a 4th model comprising components of both models was tested. 
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5:2 MODEL A • INTERMEDIATE DIAPAUSE/POTENTIAL AND ACTUAL 
RATE HYPOTIIESIS 
This model was used to first describe Brindle's results. It is envisaged that once 
temperatures have exceeded a post-diapause development threshold, pupae require 
a fixed number of accumulated developmental units before post-diapause 
development can take place. This may be thought of as an intermediate diapause 
development. In a similar manner to primary diapause, the accumulation of these 
so-called 'developmental units' is not accompanied by an increase in metabolic rate. 
There is an optimum temperature for the rate of accumulation of these units, the 
intermediate diapause development optimum (IDDO); as temperatures increase or 
decrease away from this optimum, the accumulation rate of these units decreases. 
After intermediate diapause development has been completed, post-diapause 
development continues with an associated increase in metabolic activity. The actual 
rate of development continues at an ever increasing fraction of the potential rate. 
Since development is not recorded until intermediate diapause development is 
complete, this constitutes the temperature independent phase of Brindle's 'two phase 
response'. Once post"diapause development begins, there is a fast increase in the 
rate of metabolism which represents the temperature dependent phase of the 'two 
phase response'. 
5:2:1 Assumptions 
a) The temperature and period is variable allowing the simulation of any 
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·temperature/period regime. 
b) The post-diapause development threshold (PDDT) is, from evidence cited, 
variable between 0 and 20°C but in theory may be any temperature. This must be 
exceeded before intermediate diapause development and post-diapause development 
can continue. 
c) As temperatures approach the IDDO, intermediate diapause development 
progresses at a greater rate. Similarly, as temperatures exceed the ID DO and 
continue to rise, the rate of intermediate diapause development slows. This is 
effected by the use of the variable Din the model. D is incremented daily, the rate 
of increase being dependent on how close the temperature is. to the IDDO. The 
IDDO is variable between 0 and 20°C. In the model, the calculation for the 
increment is given by the equation:-
log I= -bx(T-IDDO) 
where: I is the incremental value, 
b is a constant which scales the period of secondary diapause elapsed per day 
and, thus, the length of time spent in intermediate diapause development, 
T is the temperature in degrees celcius, 
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IDDO is the intermediate diapause development optimum in degrees celcius. 
The daily rate of increase of developmental units is thus calculated by the equation:-
= D +I 
11 
where: D denotes the period of IDD elapsed per day, 
n is the number of days since intermediate diapause development began and 
starts at 0, 
I is the incremental value. 
When temperatures reach the IDDO, D is increased by a maximum value of one. 
As temperatures increase or decrease away from the IDDO, the value of 
10 -bxf(T-IDDO)/ 
becomes smaller and the rate of increase of D decreases. 
d) The duration of intermediate diapause development can be varied without 
restriction using the variable IDDI (intermediate diapause development interval). 
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e) The linear potential rate of development is given by the equation:-
R = T(day)-PDDT 
where: T(day) is the temperature in degrees celcius on a particular day, above post-
diapause development threshold, 
PDDT is the post-diapause development threshold in degress celcius. 
f) The actual rate of development is given as the potential rate multiplied by a 
scaling factor or function. The function used is:-
log F = (cxDGTIDC)-k 
where: F is constrained between 0 and 1, 
DGTIDC is the number of days elapsed after IDD has been completed, 
C and K are constants which change the slope of the curve and its position 
along the X-axis. 
As the number of days after which intermediate diapause development has been 
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completed increase; F approaches 1 and the potential and actual rate values 
converge. 
g) The point at which the potential and actual rates meet can be varied within the 
constraints of the temperature/period regime used by changing the values of the C 
and K constants. 
5:2:2 Method - version 1 
Since it was first envisaged that intermediate diapause occurs at intermediate 
temperatures, the IDDO was first set at 8°C. This was accompanied by an IDDTI 
of 0.9 and a PDDT of 4.5°C. For the experiment to be successful, any simulation 
of fly emergence must occur without altering the scaling constants between regimes. 
It was first necessary to see whether a slower rise in temperature would result in a 
lower apparent post-diapause development threshold. Thus, a simple set of 
temperature/period values where a consistant rise in temperature increments daily, 
was incorporated. It was then necessary to examine whether this trend can be 
achieved when temperature regimes used by Brindle in his DCE culture experiments 
are substituted. 
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5:2:3 Results and Discussion 
Using a simple set of temperature/period values where a consistent rise in 
temperature increments daily, it is possible to show that as temperatures increase 
more slowly, so the 'apparent post-diapause development threshold' becomes lower. 
This may be achieved without changing any of the other variables between regimes 
(fig. 57). 
Using Brindle's two temperature/period regimes for the DCE culture, similar results 
were observed. Keeping the scaling constants the same and using an IDD0=8, 
IDDTI=0.9 and a PDDT=4.5, the results of Brindle's experiments can be 
simulated approximately (fig. 58). However, despite the justification for an IDDO 
of 8°C, the results produced were not consistent with results from the constant 
temperature emergence studies. From these studies in 4:4 early emergence is faster 
as temperatures are increased from 5 to 200C. Using an IDDO of 8°C and the 4 
constant temperatures of 5, 10, 15 and 200C, rate of development is greatest at 
l0°C, slow at 5°C and zero, within 4 weeks, at 15 and 20°C (fig. 59). It was 
necessary, therefore, to alter the model in order to accommodate these findings. 
5:2:4 Method - version 2 
Iil order to effect a rise in development with an increase in temperature, for all four 
temperatures used (5, 10, 15 and 20°C), the IDDO was changed to 200C with an 
associated change in the IDDI and the scaling constant B. Since the rate of post-
Figure 57. 
Model A - version 1; Rate of development using consistent rises in temperature. 
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Figure 58. 
Model A- version I; Accumulated rates of development using Brindle's temperature 
regimes. 
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Figure 59. 
Model A - version 1; Accumulated rates of development using four constant 
temperatures. 
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diapause development is already positively correlated with temperature, the fact that 
20°C is now the optimum temperature for intermediate diapause development as . 
well, creates a situation whereby any increase in temperatures above the PDDT 
produce a considerable increase in the overall development. 
· 5:2:5 Results and Discussion 
From figures 60 and 61 it can be seen that the requirements of Brindle's 
experiments are still met and the rate of development increases to a maximum at 
20°C. This, therefore, was used as the initial early emergers' model and a base for 
the late emergers' model. 
Figure 60. 
Model A- version 2; Rates of development using Brindle's temperature regimes~ 
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Figure 61. 
Model A - version 2; Accumulated rates of development using four constant 
temperatures. 
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5:3 MODEL B- ALTERNATIVE DEVEWPMENT HYPOTHESIS 
Simulation of the late emergers is made more complex by the failure of late 
emergence in the regimes ' 1-4 weeks at l5°C then 200C', but the appearance of late 
emergence at a constant l5°C. Using the previous model (version 2) as a base, it 
is possible to produce an alternative version which accomodates the hypothesis 
presented in 4:4:3. In this case, the temperatures experienced by pupae in the first 
seven days after the PDDT has been exceeded is critical. If pupae experience 
relatively low temperatures within the first week, then late emergers will develop 
in a similar manner to early emergers. However, if higher temperatures are 
percieved in the first week, pupae switch to an alternative rate of development 
pathway. Since Brindle always used rising temperature studies which began at low 
temperatures, this phenomenon would not have been observed. 
5:3:1 Additional Assumptions 
·a) If after the PDDT has been exceeded, temperatures between the post-diapause 
development lower limit (PDDLL) and the post-diapause development upper limit 
(PDDUL) are present throughout the first week, pupae develop at the alternative 
rate. If temperatures are below the PDDLL or above the PDDUL at any time 
during the first week, development continues in a similar manner to early emergers. 
The number of days at temperatures between PDDLL and PDDUL necessary for 
alternative development to take place may be varied. 
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b) The PDDLL and PDDUL are variable. In accordance with laboratory 
emergence studies data, the PDDLL is restricted to between lO and l5°C, and the 
PDDUL between 15 and 20°C. 
c) The alternative rate of development is temperature dependent and decreases as. 
temperatures increase. The rate of development can be varied using the term:-
Alternative Rate = X 
Td 
where: X is a scaling constant, 
Td is the temperature on a particular day in degrees celcius. 
d) If temperatures continue to rise beyond the 'no development point', development 
ceases altogether. From the emergence results, this is restricted to between 15 and 
5:3:2 Method 
From the emergence studies 4:4, only regimes of l5°C for the first 4 weeks 
followed by 20°C resulted in a lack of late emergers. Similarly, regimes of l-4 
weeks at 10°C then 20°C or straight to 20°C all produced second peaks. Thus, the 
PDDLL must occur at some temperature between 10 and l5°C and the PDDUL 
Figure 62. 
Model B· 
• 
Accumulated rates of development using three different 
temperature/period regimes. 
Legend; straight to 20C - pupae kept at a constant 20°C 
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between 15 and 20°C. For the sake of illustration, the PDDLL was thus given a 
value of 12.SOC and the PDDUL a value of 17.5°C. Similarly, results showed that 
if temperatures were kept at a constant l5°C, late emergence did eventually occur, 
whereas, if after 4 weeks at l5°C the temperature was raised to 200C, late 
emergence does not occur. It is clear that it is a temperature above l5°C which 
prevents late emergence in these regimes and, therefore, for ease of use, the 'no 
development point' was arbitrarily given the value of lSOC. 
5:3:3 lt~lts 
For Brindle's data, this model satisfies the original two-phase theory and the 
lowered apparent post-diapause development threshold when temperatures are 
increased more slowly. Using a PDDLL of 12.5, PDDUL of 17.5, no developme~t 
point of 18, IDDO of 20 and PDDT of 4.5, all features of the laboratory emergence 
studies are satisfied. Figure 62 shows that the model predicts a very slow rise in 
development at 5°C. Rate of development only increases to reasonable levels once 
temperatures reach 20°C. This reflects the results since at 5°C for 4 weeks, not 
even early emergence had occurred before temperatures had reached 20°C. At 
l0°C, development is primarily faster but, again, accumulated figures are only 
increased dramatically when the temperature is increased to 20°C. For 4 weeks at 
15 then 20°C, according to the value of the scaling factor X in the alternative 
development, the model can predict a low development rate for the first 4 weeks and 
then no further development once temperatures are increased to 200C. However, 
at a constant l5°C, development continues and, thus, development units accumulate 
321 
beyond 4 weeks (fig. 63). It is therefore possible to envisage emergence occurring 
at some point in time after 4 weeks at a constant l5°C, as seen in the emergence 
studies. 
At a constant 200C, rate of development is at its greatest, as seen in the emergence 
results. 
5:3:4 Discussion 
Since this model can accomodate the early emergers results by simply overriding the 
alternative development pathway, this computer model can simulate all features 
derived from Brindle's study and this present work for both early and late emergers. 
It even predicts that at a constant 5°C, the number of accumulated developmental 
units would eventually exceed the level necessary for emergence, albeit a very slow 
process. However, a number of questions cannot be answered by evidence to date. 
In the present model, if one day within the first week of temperatures exceeding the 
PDDT has temperatures lower than the PDDLL or higher than the PDDUL, 
development continues in a similar manner to 20°C only slightly slower. It is 
possible that more than one day is necessary to allow normal development to take 
place but since the emergence studies were carried out at one weekly periods, it is 
impossible to predict the exact number between I and 7 days. However, the model 
may be adjusted to accomodate any number of days. Also, the exact temperatures 
of thresholds cannot be determined since all temperatures used were 5°C apart. 
Here again, the model allows any change in threshold temperatures to be made with 
Figure 63. 
Model B; Accumulated rates of development using two different temperature/period 
regimes. 
Legend; straight to 15C- pupae kept at a constant l5°C 
4wks@l5C,then20C- 4 weeks at l5°C then at a constant20°C 
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ease. 
Although it is reasonable to envisage pupae requiring at least a period of time at 
lower PDDT temperatures in order to 'kick-start' the post-diapause development 
process, it is difficult to envisage a physiological reason to explain why late 
emergers fail to emerge when PDDT temperatures in the frrst week are raised to 
between two fixed points. In terms of the model; why should late emerging pupae 
be capable of development and emergence when temperatures are raised to l2°C or 
l8°C from primary diapause temperatures but are seriously impeded from doing so 
at temperatures in between? 
For this reason, a second hypothesis is presented based on the original intermediate 
diapause theory. 
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5:4 MODEL C- INTERMEDIATE DIAPAUSE HYPOTHESIS FOR LATE 
EMERGERS 
In this model the alternative pathway is omitted. It is argued that if an intermediate 
diapause phase is critical to the development of late emergers, then it is likely that 
the IDDO is also within the intermediate temperature range. However, to lower the 
IDDO would lead to the problem faced in 5:2:2 whereby rate of development is 
faster at lOOC than 20°C. It is thus invisaged that because 20°C is such a high 
initial temperature, intermediate diapause development is overridden and post-
diapause development continues without the obligatory, non-metabolic development 
of intermediate diapause. Thus, in this model, when temperatures exceed a given 
point, intermediate diapause is bypassed and post-diapause development continues 
immediately. 
5:4:1 ·Method - version 1 
The IDDO was placed at 8°C and the IDDI at 0.9. An override system was 
incorporated in such a way that any temperature over the so-named 'override point' 
would cause the model to automatically ignore the intermediate diapause 
development mechanism and proceed with the post-diapause development 
mechanism. Since the 'straight to 200C' regime produced late emergers at a greater 
rate than any other temperature used and yet in the model, lOOC produces the fastest 
post-diapause development followed by 5 and I5°C, the override point must be 
between 15 and 20°C. Again arbitrarily, this was placed at l8°C. 
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5:4:2 Results and Discussion 
With an accompanying change in scaling constants, it is possible to create the 
original situation whereby, out of the four temperatures used in the emergence 
studies, rate of development is greatest at a constant HJOC, slower at 5°C, slower 
still at 15°C and an apparent cessation of development at 200C. Using the bypass 
mechanism, incorporating a 'straight to 20°C' regime into the model produces the 
greatest rate of development (fig. 64). The model also predicts, accurately, the 
large increase in development rate between the 'straight to l5°C' regime, which 
accumulates developmental units slowly, and the regime of '1 week at 5°C followed 
by l5°C', which accumulates developmental units at a rate almost as fast as the 
regime '1 week at 5°C then 200C' (fig. 65). However, the override system does 
cause another problem .. The model now predicts fast post-diapause development 
soon after the move to 20°C in the regimes 1-4 weeks at l5°C then 20°C (fig. 66). 
Since late emergence was not recorded at all in any of these regimes in the 
emergence studies, it is clear that a modification is necessary such that only 
temperature regimes starting at 20°C are subject to the intermediate diapause 
development bypass process. Other regimes which incorporate an eventual move 
to 20°C after lower temperatures must still complete intermediate diapause 
development before accumulating developmental units in post-diapause development. 
Figure 64. 
Model C - version 1; Accumulated rates of development using three constant 
temperatures. 
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Figure 65. 
Model C - version I; Accumulated rates of development using three different 
temperature regimes containing I5°C. 
Legend; straight to I5C - pupae kept at a constant I5°C 
Iwk@5C,theni5C - I week at 5°C then at a constant I5°C 
Iwk@I5C,then 20C- I week at I5°C then at a constant 20°C 
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Figure 66. 
Model C - version I; Accumulated rates of development using three different 
temperature regimes. 
Legend; straight to 20C - pupae kept at a constant 20°C 
straight to IOC - pupae kept at a constant l0°C 
lwk@lSC,then 20C - 1 week at l5°C then at a constant 20°C 
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5:4:3 Method - version 2 
From the above, the initial temperatures after the PDDT has been exceeded are 
critical. To correct the problem, a mechanism was incorporated into the model 
which allows the omission of intermediate diapause development only if initial post-
diapause development temperatures exceed a certain point for a flxed length of time. 
From the emergence studies, this point, the 'initial temperature point', must be 
between 15 and 20°C. For the sake ofthis study it was placed at lSOC. The length 
of time for which temperatures must exceed the initial temperature point in order 
to bypass intermediate diapause development cannot be derived precisely. Again, 
from the emergence experiments, this period must be between 1 and 7 days. For 
this study, temperatures have to exceed the initial temperature point for the whole 
of the flrst week before the override mechanism is initiated. .If, during the flrst 
seven days of post-PDDT temperatures, the temperature drops· below the initial 
temperature point, development must continue through intermediate diapause 
development before beginning post-diapause development. 
5:4:4 Results 
Figure 67 shows the effect of one day at below the ITP on an otherwise 'straight to 
20°C' regime. Here, unlike the 'straight to 20°C regime, the model predicts a slow 
rise in development since intermediate diapause development is not bypassed. The 
model can now predict all of the laboratory emergence study results as well as 
satisfy the features of Brindle's work (flg. 68). 
Figure 67. 
Model C - version 2; Accumulated rates of development using two different 
temperature regimes. 
Legend; straight to 20C - pupae kept at a constant 20°C 
7th day@10C,then20C - 7th day at lO"C otherwise a constant 20°C 
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Figure 68. 
Model C - version 2; Rates of development using Brindle's temperature regimes. 
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S:S DISCUSSION OF COMPUTER SIMULATION MODELS 
In essence, the two final models for late emergence are similar in nature. Both 
involve an intermediate diapause and a potential and actual rate post-diapause 
development. They also both incorporate some kind of override system for certain 
temperatures and use the temperature within the first week of post-PDDT 
temperatures as the criteria for whether or not the override system is initiated. The 
main difference between the two is the value of the IDDO. For model B, this value 
is high and allows an increase in rate of both intermediate diapause and post-
diapause development with an increase in temperature. This, therefore, describes 
the early emergers results well. However, the explanation of late emergence 
becomes more complex and a second developmental pathway is necessary to 
describe the results at l5°C. In model C, the IDDO is much lower and thus allows 
faster intermediate diapause development at 5 and lOOC and slower development at 
15 and 20"C but the converse for post-diapause development. In this model, it is 
the constant 20°C results which need to be explained using an override system. 
However, this does not describe the results for early emergers. 
It is possible to conceive two possible alternatives for the development of both early 
and late emergers using the above two models: For model B, prediction of both 
early and late emergers can be made using the same format. The only change 
necessary is the simple omission of the alternative development pathway for early 
emergers. For model C, a change in the value of the IDDO and IDDI is necessary, 
in conjunction with the omission of the override system, to describe the early 
------
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emergers. 
In terms of physiological explanations of these features, it would seem that model 
B simply requires high temperatures to facilitate speedy late emergence for most of 
the temperature range. The fact that both intermediate diapause and post-diapause 
development rates are increased with high temperatures, poses the question; why 
are two development pathways present when only one is necessary to effect the 
same results? In model C, the intermediate diapause and post-diapause development 
pathways produce very different results. In this case, the intermediate diapause, as 
its name implies, is far more active in this role. Lower temperatures earlier on in 
the overall development process are favoured in order to 'kick-start' post-diapause 
pupal development. Higher temperatures later on, however, cause greater rates in 
post-diapause development to facilitate speedy emergence in good weather 
conditions. The situation where intermediate diapause development is overridden 
by overwintering temperatures rising straight to 20°C or so, is a phenomenon 
extremely unlikely in reality. 
CHAFfER SIX 
GENERAL DISCUSSION 
6:1 . GENERAL DISCUSSION 
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One important criteria for an agricultural pest to be successful is that it must be 
capable of adjusting its life-cycle to that of its host plantls. Should the host crop not 
be available to the pest in an acceptable form at critical times during the pest's life-
cycle, the population will not survive. However, temperature, rainfall, soil types, 
local topography and farming techniques all precipitate the changing of crop 
availability. It is thus inevitable that pest species will develop strategies for coping 
with such dangers to their existence. 
One such method was reported by Powell (1974) as a bet-hedging tactic, whereby · 
certain proportions of the population delay their emergence from diapause. Thus, 
if one proportion of the population is wiped-out, there is always a chance that 
another proportion emerging at a: different time may survive. For the cabbage root 
fly, such a tactic proves beneficial when farmers plant their brassica crops later in 
the year. For the cabbage root fly, emergence from diapausing overwintering pupae 
is normally seen in late April and May. In this present study, large numbers of first 
generation flies from all 3 sites were trapped in June. Such results are consistent 
with those from previous studies (Finch & Collier, 1983; Finch et al,1986; Hawkes 
et al,1988) thus adding to the evidence of delayed emergence in diapaused cabbage 
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root fly. 
It is now clear that within any first generation population of cabbage root fly, the 
total number of flies emerging from diapaused pupae will be distributed along a time 
scale of between normal early emergence and late emergence. The exact 
chronological definition of late emergence will be dependent on the host plant 
availability at a particular site and the proximity of other host plant sources, over 
a number of generations. Even if a farming practice remains constant over many 
years, it is likely that peak emergence positions will alter from year to year in 
response to differing temperature conditions (Collier et al, 1989a; Brindle, 1986). It 
is thus vitally important to understand the relationship between climatic conditions, 
especially temperature, and emergence of the cabbage root fly. In addition, it is 
also important to understand the processes by which whole populations alter their 
emergence patterns in response to host crop availability and the speed at which these 
changes are effected. 
From the non-diapause emergence studies, a similar pattern emerges. Although a 
majority of flies of all 3 cultures emerge early ie. within 12 days, some prolong 
emergence for 50-60 days after the initial peak. This suggests that the same spread 
of risk tactic is in operation. Should a crop not be available for flies emerging 
during the first 2 weeks or so, there is a possibility that a host crop will be available 
to a small proportion of flies some time later, thus averting the extinction of a 
population. Indeed, selection studies show that given there are no obvious selection 
pressures impinging on the population, there is a very slow transition over many 
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generations from an early emerging unimodal distribution to a bimodal distribution. 
However, distribution change can be enhanced by a selection process which mimics 
the loss of the early emergers over a number of generations. Here, a bimodal 
distribution was reached within relatively few generations. It is possible that further 
selection of late emergers would result in a unimodallate emerging population. 
From the laboratory emergence studies, it is clear that bimodality is a strong feature 
of diapaused fly emergence as well since it occurred at many different temperature 
regimes. Unlike the non-diapaused pupae, the constant post-diapause temperature 
of 20"C produced a bimodal emergence distribution after only 1 generation. This 
bimodal distribution was also recorded in 3 different strains of fly with peaks 
occurring in almost complete synchronisity despite changes in temperature regime. 
Here, therefore, are two distinct biotypes of cabbage root fly, which can be labelled 
early and late emergers. Under most regimes, both biotypes were apparent, the 
change in temperature simply shifting the emergence peaks back and forth along the 
x-axis. The disappearance of the late emergers peak at certain regimes of high 
temperatures and the reappearance of late emergers at even higher temperatures 
suggests that for late emergence, initial periods of lower post-diapause development 
temperatures are necessary before temperatures can be raised. However, with very 
high initial post-diapause development temperatures, a default process is initiated 
and late emergence is again apparent. 
Using a single regime, a selection experiment concluded that the bimodal emergence 
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distribution can be altered, in terms of size of peaks, in a single generation, thus 
' . 
confirming a genetic influence on emergence distribution. 
It is thus envisaged that although diapause and non-diapause emergence may be 
under separate genetic control, with the 3 strains used, each population has the 
ability to produce 2 main types of emergers, early and late, with a small number of 
extreme and intermediate types. This basic pattern of emergence may be modified 
in 2 distinct ways. Firstly on a genetic basis; selection of a particular emergence 
type· over a number of generations will lead to an alteration in the proportion of 
early and late emergers and possibly the position of the peaks in relation to time. 
Secondly on a temperature/period basis; the particular genetically programmed 
emergence pattern of the population is not altered, however, the time to peak 
emergence may be changed dramatically according to local climatic conditions. 
Thus in a controlled situation whereby post-diapause development temperatures· are 
kept constant, the emergence distribution of diapaused flies may be affected by such 
variables as host-plant availability, food availability, predator population numbers, 
soil conditions etc, from year to year. Assuming that all of these variables change 
slightly. each year, genetic selection will cause only minor changes in the 
population's emergence distribution. Only if major sections of the population are 
wiped out will selection pressures be great enough to cause visible changes to the 
emergence distribution in one generation. 
Equally, if all the above variables are kept constant, but post-diapause development 
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temperatures are varied, postilion of peak emergence may change dramatically from 
generation to generation. The proportion of early and late emergers is unlikely to 
be altered to any great extent as a direct consequence of the temperature variability. 
However, it is realized that changes in temperature will effect slight changes in the 
selection pressures from generation to generation and, thus, the shape of the 
emergence distribution. 
It is therefore, clear that in general, the times to peak emergence are unaffected by 
many of the variables impinging on fly emergence patterns each year. Some of 
these variables will have positive effects and others negative effects for the 
population but together will combine to produce only minor differences in selection 
pressures. It is likely, therefore, that any change in peak sizes and their relative 
proportions of the population will be small and may take many years. However, the 
times to peak emergence may change dramatically every generation considering the 
irregular nature of temperature patterns from year to year. 
In terms of pest control, pesticide use needs to be co-ordinated in such a way that 
minimal use causes maximum damage to the pest population. Two elements of fly 
emergence need to be known. 1) The times to peak emergence and 2) the relative 
sizes of the peaks. For the 3 strains studied here, the latter element has been 
ascertained. All diapaused pupae produced distinct bimodal distributions in which 
the first peak is generally larger than the second (except under particular 
temperature regimes). Since even the 2nd peak contains a substantial proportion of 
the population, control measures must be directed toward both peak emergence 
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times. 
Thus, it is the former element of cabbage root fly emergence, the exact times to 
peak emergence, which must now be obtained. To this end, a computer based 
mathematical model was developed. Using the laboratory emergence data it was 
possible to simulate the processes occurring in post-diapause development under the 
temperature regimes used. However, the laboratory emergence data can only 
produce trends in emergence patterns using the given temperature regimes, since 
simulation of field temperature fluctuations would be impractical. Thus the model 
produced can only simulate the basic relationship between post-diapause 
development and post-diapause temperatures. 
The final simulation model given is consistent with previous work (Brindle, 1986) 
and all findings from the present study. It incorporates a post-diapause development 
threshold; a period of obligatory non-metabolic intermediate diapause, itself 
incorporating an optimum intermediate diapause temperature; a metabolic post-
diapause development involving an actual and potential rate of development; and an 
override system for unnaturally high temperature regimes immediately following 
diapause temperatures. From this conceptual simulation model, an accurate 
prediction model can now be developed. 
In order for any emergence pattern prediction of a new cabbage root fly field 
population to be worth while, simulation of peak emergence alone is not sufficient. 
As described earlier, some populations may only produce unimodel emergence 
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distributions due to pressures selecting for one type of fly over another. If this is 
the case, forecasting the absent peak and applying pest control measures would 
prove a waste of time and resources. Equally, the shape of the peaks is important 
in terms of their height (the proportion of the population emerging at any one time) 
and the width of the peak (the time over which the peak number of flies emerge). 
In othe first case, if a_ peak is too_ small, it may not be worth. the application of 
pesticide. In the second, if a peak is spread over a longer period of time, it may 
be necessary to increase the number of applications within a certain time period. · 
Since acute changes in the distribution shape is likely to be a slow process, it may 
be necessary to culture trapped flies from particular sites every few years and, under 
constant conditions, examine their emergence distribution closely. This, in 
conjunction with the recording of temperatures on a local, possibly even site basis, 
for the prediction of peak fly appearance will allow decisions to be made concerning 
pesticide use, based on a vastly improved knowledge of the cabbage root fly 
activities. 
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6:2 FUTURE RESEARCH 
Any future research concerning the capture of cabbage root fly emerging from the 
soil would benefit from a modified version of the gutter trap. As predicted by 
Brindle (1986), gutter traps are easily laid, fit within crops well, thus reducing 
damage to the crop, and allow a large area of ground to be covered in relation to 
the time spent setting the trap. In retrospect, however, 4 metre lengths proved, a) 
difficult to handle and transport and, b) difficult to lay due to the warping properties 
of the plastic. Thus, either 1 or 2 metre lengths are suggested as the optimum size 
for this design. 
With such numbers caught, the necessity for other types of trap in emergence 
studies eg. water traps, is negated. Indeed, the gutter emergence traps produce far 
more relevent data, since they are not affected by immigrating flies and thus provide 
a direct measure of emergence patterns, as well as a supply of live flies. 
If live flies are to be trapped for laboratory culture purposes, tubes may need to be 
checked every day so that only minimal losses from predation, starvation and thirst, 
and drowning are incurred. However, a large number of traps and/or sites might 
prove prohibitive in this case. Also, any adaption to the capture tube which 
prevents water entering the tube would also increase the survival rate of trapped 
flies. 
More information about the presence and prevalence of year-delayed emergence is 
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needed. Since crop rotation of brassicas may become an important tactic in pest 
control, information on the possible year-delayed feature of the cabbage root fly 
becomes an important issue. Experience from this study shows that it may be more 
practical to place fewer traps at more sites. Once a site is found to contain year-
delayed emergers, a more concentrated study may be performed in and around that 
area to ascertain their emergence patterns .and their proportion of the overall 
population. 
It is now clear from a number of studies that late emergence exists in the wild, and 
thus efforts in future field emergence studies involving late emergence may well be 
better directed. However, in light of conclusions in chapter 6:1, the understanding 
of a populations genetically controlled emergence pattern is necessary on a pesticide 
application basis. 
Field emergence studies may be of value in determining the presence and level of 
late emergence from non-diapausing pupae ie. second and third generation flies. 
As rape seed oil becomes of greater commercial value especially in the light of trials 
concerning the use of rape seed oil as an alternative source of fuel, so the value of 
cabbage root fly control increases. As described earlier, farms growing rape later 
in the year may be of value in such studies. 
Selection experiments should be carried out on a more intense and controlled basis 
in order to understand the exact consequences of certain selection pressures on 
future generations. A greater knowledge of the speed of emergence pattern change 
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using differing parent population survival rates may help the understanding of just 
how quickly population emergence distributions change in the field. 
From the present laboratory temperature/period emergence studies it is clear that 
any future research on the prediction of early and late emergence from diapaused 
pupae would benefit from the continued use of preset temperature/period regimes. 
Regimes involving different temperatures to those used in this study between 5 and 
l5°C would be of most use eg. 6, 8, 12 and l4°C. Also, period regimes of 
minimum 2 days at a particular temperature will allow more accurate predictions of 
the temperature/period requirements for peak emergence. However, it must be 
recognized that the acquisition of a number of accurate temperature cabinets may 
cause some problems. Also, it is suggested that more batches containing less pupae 
are used for each regime. In some batches from the present study, it was extremely 
difficult and prohibitively time consuming to 'count accurately the number of flies 
emerging during the peak periods. A maximum of 60 flies per batch is 
recommended. 
With a greater variation in temperature/peiod regimes, the simulation model may 
be used to greater benefit. By scaling the developmental units and fine tuning of the 
constants in the model, prediction of peak emergence using cumulative development 
rate units will be possible. It is envisaged that with a fully operational simulation 
model, mean daily temperatures recorded on site would allow peak emergence to 
be predicted very accurately. The purchasing and running costs of equipment 
necessary· for recording daily maximum and minimum temperatures should be 
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examined if model predictions are to be compared accurately to field populations. 
With such information, future research can also be directed toward the pestiCides 
and their application such that they may be used to greater effect, but with fewer 
environmentally damaging implications and at lower cost to the farmer. 
APPENDIX 
- -j 
I 
RISE 
tC/DAY) 
DAYS 0.90 1.10 1.30 1.35 1.40 
1 1.00 1.00 1.00 1.00 1.00 
2 1.00 1.00 1.00 1.00 1.00 
3 1.00 1.00 1.00 1.00 1.00 
4 1.00 1.00 1.00 1.00 1.00 
5 1.00 1.00 1.00 1.00 1.00 
6 1.00 1.00 1.00 1.00 1.00 
7 1.00 1.00 1.00 1.00 1.00 
8 1.00 1.00 1.00 1.00 1.00 
9 1.00 1.00 2.70 3.15 1.00 
10 1.00 2.00 4.00 4.50 1.00 
11 1.00 3.10 5.30 5.85 1.00 
12 1.80 4.20 6.60 7.20 7.80 
13 2.70 5.30 7.90 8.55 9.20 
14 3.60 6.40 9.20 9.90 10.60 
15 4.50 7.50 10.50 11.25 12.00 
16 5.40 8.60 11.80 12.60 13.40 
17 6.30 9.70 13.10 13.95 14.80 
18 7.20 10.80 14.40 15.30 16.20 
19 8.10 11.90 15.70 16.65 17.60 
20 9.00 13.00 17.00 18.00 19.00 
21 9.90 14.10 18.30 19.35 20.40 
22 10.80 15.20 19.60 20.70 21.80 
23 11.70 16.30 20.90 22.05 23.20 
24 12.60 17.40 22.20 23.40 24.60 
25 13.50 18.50 23.50 24.75 26.00 
26 14.40 19.60 24.80 26.10 27.40 
27 15.30 20.70 26.10 27.45 28.80 
28 16.20 21.80 27.40 28.80 30.20 
29 17.10 22.90 28.70 30.15 31.60 
30 18.00 24.00 30.00 31.50 33.00 
FIG. I SECONDARY DIAPAUSE HYPOTHESIS- CHANGE IN RISE 
TEMPERATURE RATE OF TEMPERATURE RATE OF TEMPERATURE RATE OF TEMPERATURE RATE OF 
RISE=0.25 DEVELOPMENT RISE=0.30 DEVELOPMENT RISE=0.60 DEVELOPMENT RISE=0.75 DEVELOPMENT 
2.25 1.00 2.30 1.00 2.60 1.00 2.75 1.00 
2.50 1.00 2.60 1.00 3.20 1.00 3.50 1.00 
2.75 1.00 2.90 1.00 3.80 1.00 4.25 1.00 
3.00 1.00 3.20 1.00 4.40 1.00 5.00 1_.00 
3.25 1.00 3.50 1.00 5.00 1.00 5.75 1.00 
3.50 1.00 3.80 1.00 5.60 1.00 6.50 1.00 
3.75 1.00 4.10 1.00 6.20 1.00 7.25 1.00 
4.00 1.00 4.40 1.00 6.80 1.00 8.00 1.00 
4.25 1.00 4.70 1.00 7.40 1.00 8.75 1.00 
4.50 1.00 5.00 1.00 8.00 1:00 9.50 1.00 
4.75 1.00 5.30 1.00 8.60 1.00 10.25 1.00 
5.00 1.00 5.60 1.00 9.20 1.00 11.00 1.00 
5.25 1.00 5.90 1.00 9.80 6;00 11.75 1.00 
5.50 1.00 6.20 1.00 10.40 11.00 12.50 1.00 
5.75 1.00 6.50 1.00 11.00 16.00 13.25 1.00 
6.00 1.00 6.80 1.00 11.60 21.00 14.00 1.00 
6.25 1.00 7.10 6.00 12.20 26.00 14.75 1.00 
6.50 1.00 7.40 11.00 12.80 31.00 15.50 6.00 
6.75 6.00 7.70 16.00 13.40 36.00 16.25 11.00 
7.00 11.00 8.00 21.00 14.00 41.00 17.00 16.00 
FIG. 2_ WARM-UP HYPOTHESIS· CONSISTENT RISE IN TEMPERATURE 
FIG 3. ACTUAL AND POTENTIAL RATE HYPOTHESIS • CONSISTENT RISE IN TEMPERATURE 
TEMPERATURE RATE OF TEMPERATURE RATE OF TEMPERATURE RATE OF 
RISE=0.25 DEVELOPMENT RISE=0.4 DEVELOPMENT RISE=0.5 DEVELOPMENT 
3.25 1.00 3.40 1.00 3.50 1.00 
3.50 1.00 3.80 1.00 4.00 1.00 
3.75 1.00 4.20 1.00 4.50 1.00 
4.00 1.00 4.60 1.00 5.00 1.00 
4.25 1.00 5.00 1.00 5.50 1.00 
4.50 1.00 5.40 1.00 6.00 1.00 
4.75 1.00 5.80 1.00 6.50 1.00 
5.00 1.00 6.20 1.00 7.00 1.01 
5.25 1.00 6.60 1.01 7.50 1.01 
5.50 1.00 7.00 1.02 8.00 1.02 
5.75 1.00 7.40 1.03 8.50 1.04 
6.00 1.01 7.80 1.05 9.00 1.07 
6.25 1.01 8.20 1.09 9.50 1.13 
6.50 1.02 8.60 1.16 10.00 1.22 
6.75 1.04 9.00 1.28 10.50 1.38 
7.00 1.06 9.40 1.49 11.00 1.65 
7.25 1.11 9.80 1.84 11.50 2.11 
7.50 1.19 10.20 2.43 12.00 2.88 
7.75 1.33 10.60 3.43 12.50 4.18 
8.00 1.55 11.00 5.10 13.00 6.36 
8.25 1.94 11.40 7.90 13.50 10.00 
8.50 2.59 11.80 8.30 14.00 10.50 
8.75 3.68 12.20 8.70 14.50 11.00 
9.00 5.50 12.60 9.10 15.00 11.50 
9.25 5.75 13.00 9.50 15.50 12.00 
9.50 6.00 13.40 9.90 16.00 12.50 
9.75 6.25 13.80 10.30 16.50 13.00 
10.00 6.50 14.20 10.70 17.00 13.50 
10.25 6.75 14.60 11.10 17.50 14.00 
10.50 7.00 15.00 11.50 18.00 14.50 
FIG 4. RATES OF DEVELOPMENT IN EXPERIMENTAL REGIMES 
DAYS EXPERIMENT 1 EXPERIMENT 2 EXPERIMENT 3 
c 
= - -
1 1.00 1.00 1.01 
2 1.00 1.00 1.01 
3 1.00 1.01 1.02 
4 1.00 1.01 1.02 
5 1.00 1.02 1.04 
6 1.00 1.03 1.06 
7 1.00 1.05 1.10 
8 1.01 1.08 1.16 
9 1.01 1.12 1.25 
10 1.01 1.19 1.39 
11 1.30 1.30 1.62 
12 1.47 1.47 1.98 
13 1.75 1.75 2.55 
14 2.19 2.19 3.46 
15 4.89 4.89 4.89 
16 7.17 7.17 7.17 
17 10.78 10.78 10.78 
18 16.50 16.50 16.50 
19 16.50 16.50 .16.50 
20 16.50 16.50 16.50 
~ 
FIG 5. CULTURE DATA SET 1- PLYMOUTH(1); NUMBER OF FLIES EMERGED 
BATCH 1 2 3 4 5 6 7 8 9 10 11 
.. 
DAY 
3 0 0 0 1 0 2 1 0 0 0 0 
6 22 4 4 12 9 3 5 41 7 1 1 
9 16 25 8 50 13 3 25 58 11 37 29 
12 36 36 58 35 16 15 65 38 12 21 45 
15 0 50 56 18 5 3 62 40 10 31 30 
18 0 4 46 6 3 1 34 92 1 3 1 
21 0 3 13 0 5 2 10 16 1 8 0 
24 8 5 16 0 3 2 6 4 10 1 0 
27 1 27 0 9 7 0 4 7 47 0 0 
30 0 17 18 7 4 10 3 0 2 1 0 
33 1 5 16 14 2 3 10 0 2 1 0 
36 3 7 7 10 1 2 7 2 0 8 0 
39 4 3 10 0 2 4 1 5 0 3 0 
42 4 1 4 16 2 5 1 0 4 6 0 
45 0 2 3 25 0 0 0 0 3 4 2 
48 0 6 0 24 0 1 0 0 2 1 2 
51 0 2 2 0 0 1 0 0 3 5 2 
54 ,. 0 1 2 0 0 1 0 1 2 0 
57 0 0 2 22 1 0 0 3 1 2 0 
60 0 0 0 15 0 0 0 1 1 0 0 
63 0 0 0 6 0 0 0 0 0 1 0 
66 0 0 0 0 0 0 0 4 0 0 0 
69 0 0 0 8 0 0 0 1 0 0 0 
72 0 0 0 7 0 ·0 1 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 0 
FIG 6. CULTURE DATA SET 1- PLYMOUTH(2);NUMBER OF FLIES EMERGED 
BATCH 12 13 14 15 16 17 18 19 20 21 22 
DAY 
3 23 6 4 0 0 0 1 1 5 0 1 
6 39 19 6 8 10 3 1 14 11 5 0 
9 18 18 2 42 15 30 6 10 12 23 7 
12 0 60 1 36 0 16 5 0 3 0 31 
15 9 11 0 14 1 0 6 0 3 0 15 
18 0 0 2 9 0 1 7 0 3 0 1 
21 4 0 0 9 0 0 0 5 1 0 0 
24 28 0 0 19 0 0 15 0 3 0 0 
27 2 1 1 18 2- 0 6 3 0 0 0 
30 12 9 1 20 2 2 4 1 0 0 15 
33 15 3 4 13 3 4 1 2 1 0 4 
36 9 8 0 10 3 0 3 2 0 0 1 
39 10 4 2 12 0 12 1 0 1 3 2 
42 9 0 1 12 0 4 2 0 0 0 0 
45 0 9 2 7 0 4 1 0 0 5 1 
48 1 0 0 5 0 0 0 0 0 1 1 
51 0 0 0 0 0 3 0 0 5. 0 0 
54 0 0 0 1 0 0 0 0 0 0 1 
57 0 0 0 0 0 2 0 0 0 0 0 
60 0 0 0 0 0 1 0 0 0 0 0 
63 0 0 0 0 0 0 0 0 0 0 0 
66 0 0 0 0 0 0 0 0 0 0 0 
69 0 0 0 0 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 0 
FIG 7. CULTURE DATA SET 1 - WELLESBOURNE(1);NUMBER OF FLIES EMERGED 
BATCH 1 2 3 4 5 6 7 8 9 10 11 
DAY 
3 2 8 0 2 9 3 26 0 3 3 0 
6 26 140 2 10 65 68 42 90 10 1 0 
9 22 80 17 9 67 110 7 27 19 115 17 
12 36 80 39 30 28 82 76 31 1 4 40 
15 2 12 34 31 4 4 18 60 14 82 7 
18 0 4 6 5 3 6 1 44 1 7 0 
21 0 5 0 0 2 4 0 9 4 1 0 
24 1 5 3 1 2 6 2 6 20 1 0 
27 0 19 1 0 2 0 1 11 3 0 0 
30 0 5 4 1 1 2 1 2 0 0 0 
33 0 0 2 0 1 2 0 0 0 0 0 
36 0 1 2 0 0 2 0 5 0 3 0 
39 0 2 2 0 0 0 0 0 0 1 0 
42 0 0 0 0 0 6 0 0 1 1 1 
45 0 1 0 0 0 1 1 0 2 1 0 
48 1 2 0 0 0 2 0 0 0 0 0 
51 0 2 1 0 0 0 0 0 1 0 0 
54 0 0 0 0 0 0 0 0 1 0 0 
57 0 0 1 0 0 0 0 0 1 0 0 
60 0 0 1 0 0 0 0 0 1 0 0 
63 0 0 1 0 0 0 0 0 0 0 0 
66 0 0 1 0 0 0 0 0 0 0 0 
69 0 0 0 0 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 0 
FIG 8. CULTURE DATA SET 1- WELLESBOURNE(2);NUMBER OF FUES EMERGED 
BATCH 12 13 14 15 16 17 18 19 20 21 22 
DAY 
3 53 7 52 0 2 2 0 9 0 37 5 
6 70 50 0 7 1 40 2 21 8 45 0 
9 21 46 0 57 34 39 8 15 4 74 47 
12 1 40 0 6 16 5 10 17 0 0 27 
15 2 16 0 2 1 1 0 6 0 4 2 
18 0 14 1 4 0 0 0 3 0 1 1 
21 3 0 0 8 0 0 0 0 0 1 0 
24 0 0 0 3 0 0 0 16 0 3 0 
27 0 0 1 5 1 0 0 11 1 0 0 
30 4 4 1 5 0 0 1 5 1 0 0 
33 5 3 0 0 0 0 0 0 0 0 1 
36 3 7 0 0 2 0 0 6 0 1 1 
39 4 3 0 1 0 0 0 1 0 0 1 
42 3 0 0 0 0 0 1 2 0 2 1 
45 0 7 0 2 0 0 0 •. 1 0 0 0 
48 5 0 0 0 1 0 0 0 0 1 0 
51 0 0 0 0 1 0 0 0 0 0 0 
54 0 0 0 0 0 0 0 0 0 0 0 
57 0 0 0 0 0 0 0 1 0 0 0 
60 0 0 0 0 0 0 0 0 0 0 0 
63 0 0 0 0 0 0 0 0 0 0 0 
66 0 0 0 0 0 0 0 0 0 0 0 
69 0 0 0 0 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 0 
FIG 9. CULTURE DATA SET 1 - SEALE HAYNE(l);NUMBER OF FLIES EMERGED 
BATCH 1 2 3 4 5 6 7 8 9 10 
DAY 
3 0 4 0 0 2 5 0 0 3 0 
6 19 46 1 5 45 13 6 17 32 0 
9 13 11 3 6 21 34 30 22 27 13 
12 31 58 10 18 14 39 BB 42 49 27 
15 0 101 19 37 0 0 29 28 22 42 
18 0 2 3 0 3 0 8 95 4 14 
21 0 0 0 0 0 0 1 23 0 0 
24 0 0 0 0 0 0 0 0 5 0 
27 0 0 0 0 0 0 0 0 12 0 
30 0 1 0 0 0 1 0 0 1 0 
33 0 1 0 0 0 0 1 0 0 0 
36 1 1 0 0 0 0 0 0 0 0 
39 0 0 1 0 0 0 0 0 0 1 
42 0 0 0 0 0 0 0 0 1 0 
45 0 0 0 0 0 0 2 0 0 0 
48 0 0 0 0 0 0 0 0 0 0 
51 0 0 0 0 0 0 0 0 0 0 
54 0 0 1 0 0 0 0 0 0 0 
57 0 0 0 0 0 0 0 0 1 0 
60 0 0 0 0 0 0 0 0 1 0 
63 0 0 0 0 0 0 0 0 0 0 
66 0 0 0 0 0 0 0 0 0 0 
69 0 0 0 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 
FIG 10. CULTURE DATA SET 1- SEALE HAYNE(2);NUMBER OF FLIES EMERGED 
BATCH 11 12 13 14 15 16 17 18 19 20 
DAY 
3 1 52 3 18 1 0 3 1 0 0 
6 2 60 41 2 5 0 1 5 4 0 
9 17 33 30 1 60 0 11 7 16 10 
12 32 6 60 0 0 9 6 0 0 7 
15 12 3 17 10 3 43 0 0 8 1 
18 0 0 6 0 3 7 0 0 0 0 
21 0 0 0 0 1 0 0 0 0 0 
24 0 0 0 0 0 0 0 0 0 0 
27 0 1 0 0 1 0 0 0 0 0 
30 0 0 0 1 2 0 0 0 0 0 
33 0 0 0 0 0 1 0 0 0 0 
36 0 0 0 0 1 1 0 0 0 0 
39 0 3 1 0 0 0 0 0 0 0 
42 0 0 0 0 0 0 0 0 1 0 
45 0 0 2 0 0 0 0 0 0 1 
48 0 1 0 0 0 2 0 0 1 0 
51 0 0 0 0 0 0 0 0 0 0 
54 0 0 0 0 0 0 0 0 0 0 
57 0 0 0 0 1 0 0 0 0 0 
60 0 0 0 0 0 0 0 0 0 0 
63 0 0 0 0 0 0 0 0 0 0 
66 0 0 0 0 0 0 0 0 0 0 
69 0 0 0 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 
FIG 11. CULTURE DATA SET 2- PLYMOUTH & WELLESBOURNE(1);NUMBER OF FUES EMERGED 
BATCH 1 2 3 4 5 6 7 8 9 
. 
DAY 
3 5 34 62 59 12 5 23 20 2 
6 22 145 58 105 14 71 65 70 15 
9 44 100 62 100 20 76 100 80 120 
12 129 109 146 175 115 20 60 200 222 
15 50 28 42 46 67 21 42 100 70 
18 20 15 33 10 3 111 90 60 75 
21 16 6 40 1 0 6 14 51 19 
24 29 11 14 3 2 6 6 27 0 
27 10 0 0 1 7 27 5 10 40 
30 8 55 0 7 10. 19 4 5 9 
33 14 27 20 7 13 3 1 52 3 
.36 0 5 20 1 0 2 0 11 5 
39 70 3 65 5 0 12 6 13 11 
42 22 6 23 0 0 18 1 .19 25 
45 8 11 5 40 0 60 3 2 8 
48 1 6 9 9 1 6 4 0 0 
51 6 2 0 8 6 6 0 0 0 
54 11 0 40 3 0 13 0 0 0 
57 2 0 6 1 0 0 0 6 1 
60 0 0 3 7 0 8 0 2 1 
63 0 0 5 3 0 2 0 0 1 
66 .Q 0 2 6 0 0 0 0 0 
69 1 0 1 2 1 0 0 0 0 
72 1 0 15 0 9 0 0 0 0 
75 1 1 5 0 5 0 0 0 0 
FIG 12. CULTURE DATA SET 2- PLYMOUTH & WELLESBOURNE(2);NUMBER OF FUES EMERGED 
BATCH 10 11 12 13 14 15 16 17 18 
DAY 
3 95 2 83 83 87 0 1 29. 11 
6 100 20 80 100 80 29 8 48 14 
9 100 0 100 90 85 62 24 75 10 
12 80 80 145 18 80 165 73 72 103 
15 0 73 45 70 70 70 15 23 33 
18 136 88 32 15 121 40 15 20 7 
21 24 97 37 22 38 22 4 35 2 
24 16 45 3 2 1 0 7 30 0 
27 28 13 22 7 4 2 2 6 3 
30 39 23 12 5 38 7 3 27 2 
33 42 45 3 4 63 23 2 12 6 
36 16 9 5 5 6 12 0 9 0 
39 9 30 7 10 23 16 0 0 0 
42 7 7 6 1 15 1 3 18 0 
45 0 4 2 0 5 7 3 0 0 
48 17 1 1 0 0 6 0 0 0 
51 8 9 0 0 0 4 7 0 0 
54 10 6 0 0 4 4 0 0 0 
57 0 2 0 0 0 0 0 0 0 
60 5 0 0 0 0 0 1 0 0 
63 0 0 0 0 0 2 0 0 0 
66 0 0 0 0 3 0 0 0 0 
69 0 5 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 
75 0 2 0 0 1 0 0 0 0 
FIG 13. CULTURE DATA SET 2- SEALE HAYNE(1);NUMBER OF FLIES EMERGED 
BATCH 1 2 3 4 5 6 7 8 9 
DAY 
3 0 16 12 81 25 4 0 3 1 
6 3 40 6 60 81 20 0 18 2 
9 20 100 27 68 90 74 30 85 0 
12 75 34 98 55 43 170 80 75 80 
15 38 18 55 33 14 9 60 90 66 
18 20 7 45 15 21 72 16 86 57 
21 8 5 13 6 8 29 4 9 10 
24 5 9 0 1 4 2 2 1 2 
27 2 0 0 2 8 3 0 3 5 
30 3 30 0 11 3 3 0 6 2 
33 7 12 1 8 3 17 2 0 5 
36 0 3 2 15 2 2 0 0 1 
39 13 6 1 1 7 1 0 3 3 
42 7 3 3 0 2 2 0 3 7 
45 4 5 0 14 0 0 1 7 1 
48 2 2 0 7 0 0 2 3 0 
51 2 1 0 6 0 0 3 1 0 
54 4 0 2 4 0 0 0 0 0 
57 1 1 1 0 0 0 0 1 0 
60 0 1 0 0 0 0 0 0 0 
63 0 0 0 0 0 0 0 2 0 
66 0 0 0 0 0 0 0 0 0 
69 0 0 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 
FIG 14. CULTURE DATA SET 2- SEALE HAYNE(2);NUMBER OF FLIES EMERGED 
BATCH 10 11 12 13 14 15 16 17 18 
DAY 
3 10 3 8 38 1 6 5 0 11 
6 31 12 40 39 2 36 3 9 19 
9 22 48 90 70 0 30 4 45 13 
12 68 117 66 74 18 35 50 75 11 
15 18 52 0 42 60 11 10 25 2 
18 5 50 23 30 130 6 9 9 1 
21 2 29 1 10 5 5 1 6 4 
24 2 0 5 6 0 3 0 3 1 
27 0 35 4 1 0 1 0 2 1 
30 0 9 4 2 0 0 1 5 0 
33 1 3 3 6 1 0 0 5 1 
36 0 4 0 1 5 2 0 0 0 
39 1 6 3 1 4 1 0 7 0 
42 0 6 0 1 0 0 0 0 1 
45 0 3 4 1 0 0 0 0 0 
48 0 0 0 0 0 0 0 1 0 
51 0 0 0 0 0 0 0 0 1 
54 0 0 0 0 3 0 0 0 0 
57 0 1 0 0 2 0 0 o· 0 
60 1 0 0 0 0 0 0 0 0 
63 0 1 0 0 0 0 0 0 0 
66 0 1 0 0 2 0 0 0 0 
69 0 .o 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 2 0 0 0 0 
FIG 15. CULTURE DATA SET 2- LATE EMERGERS(1);NUMBER OF FLIES EMERGED 
BATCH 1 2 3 4 5 6 7 8 
. 
DAY 
3 1 2 12 31 37 6 0 3 
6 18 16 16 15 88 15 1 57 
9 50 30 22 70 60 61 5 100 
12 144 58 59 112' 28 190 35 85 
15 29 18 14 24 26 100 45 20 
18 28 2 9 18 26 75 29 45 
21 11 1 7 2 3 28 4 4 
24 7 5 0 2 5 6 1 3 
27 3 0 0 0 4 4 1 6 
30 0 12 0 7 3 5 0 2 
33 13 2 2 1 2 12 1 1 
36 0 2 3 4 6 3 0 0 
39 44 2 9 7 12 9 0 12 
42 10 1 3 0 4 12 0 9 
45 11 6 0 43 4 4 0 16 
48 4 1 2 8 3 0 1 2 
51 1 1 0 3 0 0 0 4 
54 9 0 3 2 0 0 0 1 
57 1 0 3 4 0 3 0 0 
60 3 1 1 4 0 1 0 4 
63 0 0 0 0 0 1 0 0 
66 0 1 0 1 0 0 0 0 
' 69 0 0 0 0 1 0 0 0 
72 0 0 0 0 2 0 0 0 
75 0 0 0 0 0 0 3 0 
FIG 16. CULTURE DATA SET 2- LATE EMERGERS(2);NUMBER OF FUES EMERGED 
BATCH 9 10 11 12 13 14 15 16 
DAY 
3 1 20 0 14 14 0 70 3 
6 27 24 2 42 31 3 82 9 
9 0 100 7 56 70 12 25 10 
12 105 161 110 80 59 60 22 37 
15 30 42 14 0 55 100 20 19 
18 50 20 3 91 84 123 9 15 
21 15 7 0 3 23 15 4 8 
24 7 4 0 1 2 1 1 2 
27 2 0 3 1 8 1 1 0 
30 6 0 2 5 5 1 0 3 
33 5 5 0 7 10 9 0 4 
36 0 3 5 14 8 4 3 2 
39 2 5 3 4 6 4 2 0 
42 2 10 9 2 1 2 1 4 
45 0 2 4 0 0 2 1 0 
48 0 1 1 8 0 4 0 0 
51 2 0 3 2 0 2 0 2 
54 0 0 0 3 0 2 0 0 
57 0 0 2 1 0 0 0 0 
60 0 1 1 6 0 0 0 0 
63 0 2 0 4 1 1 0 0 
66 0 0 0 0 0 0 0 0 
69 0 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 
FIG 17. CULTURE DATA SET 3- PLYMOUTH & WELLESBOURNE(1);NUMBER OF FUES EMERGED 
BATCH 1 2 3 4 5 6 7 B 9 10 11 
DAY 
3 4 84 60 4 7 11 8 71 68 1 3~ 
6 53 9 21 100 55 80 25 87 155 40 82 
9 28 11 36 50 100 34 41 100 95 0 100 
12 97 46 71 58 0 9 78 134 120 70 167 
15 57 17 12 146 100 1 8 0 102 80 0 
18 1 21 31 37 34 0 7 52 0 44 10 
21 3 16 41 11 5 1 20 37 30 40 0 
24 9 3 65 3 6 0 13 98 BB 38 0 
27 12 5 28 0 23 2 6 56 129 53 32 
30 i7 16 40 4 16 0 0 21 5 21 0 
33 12 11 18 6 5 15 29 28 1 20 42 
36 19 8 6 9 6 5 10 4 4 0 65 
39 6 5 1 6 B 0 11 1 "12 3 60 
42 4 3 0 10 6 2 15 0 30 17 19 
45 3 4 4 9 9 100 6 11 8 32 54 
48 2 0 3 5 13 2 0 2 31 27 17 
51 1 0 0 0 7 3 2 20 1 21 21 
54 3 0 0 0 6 2 1 5 4 . 13 13 
57 0 0 0 0 1 0 0 1 0 11 2 
60 0 0 0 0 4 1 0 4 0 1 1 
63 0 0 1 0 2 0 0 0 0 0 1 
66 0 0 0 0 1 0 0 0 1 0 0 
69 0 0 0 0 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 0 
FIG 16. CULTURE DATA SET 3- PLYMOUTH & WELLESBOURNE(2);NUMBER OF FUES EMERGED 
BATCH 12 13 14 15 16 17 16 19 20 21 22 
DAY 
3 2 59 43 0 73 17 7 0 0 64 43 
6 70 165 37 30 0 19 24 41 6 34 56 
9 75 0 53 135 70 43 52 29 27 6 0 
12 90 46 155 90 45 29 34 16 3.1 3 0 
15 60 3 79 60 4 21 3 1 5 3 0 
16 0 3 31 30 14 9 1 0 1 2 1 
21 0 15 7 13 0 6 0 0 0 3 1 
24 0 29 51 20 17 13 1 0 0 9 2 
27 0 22 14 9 60 5 2 3 7 5 6· 
30 6 14 42 97 60 0 7 1 0 12 1 
33 0 4 6 31 16 39 4 2 5 12 11 
36 6 0 26 56 25 4 6 1 12 13 0 
39 3 5 26 16 17 2 6 11 4 16 0 
42 2 1 7 30 51 0 6 4 4 2 3 
45 1 2 4 12 92 2 10 3 9 2 5 
46 0 0 1 3 32 3 20 0 5 3 1 
51 0 5 1 0 43 2 . 0 3 3 0 2 
54 1 6 0 2 7 0 10 0 2 0 0 
57 1 9 0 1 0 0 12 1 2 0 2 
60 0 5 0 0 1 0 3 0 0 0 0 
63 0 2 0 0 0 0 0 0 0 0 0 
66 0 0 0 0 0 1 0 0 0 0 0 
69 0 0 0 0 0 0 0 0 0 0 0 
72 0 0 0 0 0 1 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 0 
FIG 19. CULTURE DATA SET 3 ·PLYMOUTH & WELLESBOURNE(3);NUMBER OF FUES EMERGED 
BATCH 23 24 25 26 27 28 29 30 31 32 33 
DAY 
3 40 127 20 50 36 0 ' 0 30 31 3 61 
6 31 64 29 eo 43 31 31 18 62 19 39 
9 44 100 35 90 90 64 47 12 50 24 25 
12 10 98 7 5 39 32 27 4 1.19 17 13 
15 0 9 6 10 4 28 14 2 5 6 12 
18 2 3 3 4 0 10 5 0 7 12 11 
21 0 1 8 1 1 1 1 1 3 4 2 
24 9 28 5 7 5 1 0 2 '9 8 100 
27 3 14 8 12 5 3 7 4 32 16 45 
30 3 19 15 12 15 6 5 5 74 27 20 
33 11 60 20 37 50 5 2 6 0 35 28 
36 2 31 2 2 15 1 5 4 62 38 8 
39 2 12 3 7 6 2 2 2 17 0 7 
42 5 8 13 28 6 1 1 3 10 2 5 
45 0 11 0 6 12 1 0 0 4 2 0 
48 0 0 1 2 3 2 6 0 1 1 0 
51 1 3 1 2 3 0 5 0 1 1 0 
54 0 5 0 2 0 0 2 0 2 0 0 
57 0 0 1 1 0 1 0 0 2 0 0 
60 0 0 0 1 0 0 1 0 0 0 0 
63 0 0 0 0 0 0 0 0 0 0 0 
66 0 0 0 0 0 0 0 0 0 0 0 
69 0 0 0 0 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 0 
FIG 20. CULTURE DATA SET 3- LATE EMERGERS(1);NUMBER OF FLIES EMERGED 
. 
BATCH 1 2 3 4 5 6 7 8 9 10 11 
DAY 
3 0 23 0 0 0 74 53 1 2 13 43-
6 9 3 21 5 1 63 125 22 31 56 99 
9 30 19 30 75 3 85 50 0 53 79 0 
12 35 25 100 0 55 131 93 65 92 86 37 
15 19 9 172 100 33 0 55 80 0 131 20 
18 3 .2 54 60 14 77 0 38 18 0 30 
21 5 7 46 19 19 6 4 21 43 9 8 
24 1 0 0 2 2 33 7 33 33 6 4 
27 1 1 0 8 2 29 52 33 49 7 12 
30 2 6 3 13 0 18 16 22 0 7 21 
33 4 4 3 7 8 44 17 5 75 0 5 
36 1 0 3 7 7 48 17 2 70 20 3 
39 0 1 1 6 11 19 9 19 41 11 13 
42 0 0 4 14 4 12 1 15 14 7 3 
45 0 0 4 7 3 22 1 21 10 5 5 
48 1 0 2 9 0 7 2 4 7 0 3 
51 0 0 1 3 0 7 2 0 9 2 3 
54 0 0 0 2 0 1 0 1 6 2 0 
57 0 0 1 2 0 1 0 1 3 0 0 
60 0 0 0 2 0 0 0 1 4 0 0 
63 0 0 0 0 0 0 0 0 0 0 0 
66 0 0 0 0 0 0 0 1 0 0 0 
69 0 0 0 0 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 0 
FIG 21. CULTURE DATA SET 3- LATE EMERGERS(2);NUMBER OF FLIES EMERGED 
BATCH 12 13 14 15 16 17 18 19 20 21 22 
. 
DAY 
3 17 2 100 11 1 7 31 54 6 9 22, 
6 33 23 0 8 0 60 98 17 38 15 50 
9 0 62 80 15 22 4 0 36 5 14 60 
12 95 32 60 76 11 0 55 3 0 1 1 
15 7 37 7 24 0 0 66 0 0 1 2 
18 5 0 37 9 0 0 0 1 0 0 1 
21 2 13 0 4 1 0 28 0 0 0 0 
24 19 10 19 5 0 0 8 5 0 3 1 
27 13 7 80 3 0 0 47 0 0 1 3 
30 97 28 90 0 0 1 62 5 18 0 14 
33 41 12 50 29 0 4 52 15 6 1 20 
36 60 29 31 8 9 7 92 11 1 50 5 
39 7 11 82 2 0 1 46 19 6 30 9 
42 9 4 17 0 10 1 12 18 4 10 11 
I 
45 3 5 23 8 36 0 5 2 3 13 4 
48 9 1 5 1 6 4 3 3 5 3 3 
51 6 0 11 0 1 0 0 2 2 6 0 
54 0 1 1 0 2 0 1 0 0 1 1 
57 0 1 0 0 0 0 1 0 0 2 0 
60 0 0 0 0 0 1 1 0 0 0 0 
63 0 0 0 0 0 0 0 0 0 0 0 
66 0 0 0 0 0 0 1 0 0 0 o· 
69 0 0 0 0 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 0 
FIG 22. CULTURE DATA SET 3 ·LATE EMEAGERS(3);NUMBER OF FUES EMERGED 
BATCH 23 24 25 26 27 28 29 30 31 32 33 
DAY 
3 60 47 56 22 28 7 1 0 8 23 14 
6 40 120 100 80 23 74 60 6 10 58 4 
9 19 0 100 100 73 100 75 8 23 56 6 
12 4 14 141 4 44 56 54 9 18 150 11 
15 1 0 18 3 13 30 29 3 12 7 12 
18 0 1 1 2 13 34 12 6 9 0 16 
21 2 1 8 2 5 9 3 7 2 5 9 
24 3 1 68 5 47 8 0 10 36 1 29 
27 13 7 36 10 19 30 4 1 6 4 7 
30 6 9 60 13 24 47 2 25 32 13 4 
33 5 20 69 20 66 31 6 5 12 0 8 
36 6 11 8 4 17 19 8 3 13 5 1 
39 12 0 5 4 10 33 14 9 10 6 2 
42 1 6 2 4 7 2 4 0 2 1 2 
45 0 5 4 1 10 19 2 1 0 3 0 
48 1 10 0 2 2 7 8 0 1 4 0 
51 2 3 2 3 1 2 1 0 0 3 0 
54 1 4 2 0 0 3 1 0 0 2 0 
57 0 0 0 0 0 0 0 1 0 1 0 
60 0 1 0 0 0 0 0 0 2 0 0 
63 0 0 0 0 0 0 0 0 0 0 0 
66 0 0 0 0 0 0 0 0 0 0 o! 
69 0 0 0 0 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 0 
FIG 23. CULTURE DATA SET 3- SEALE HAYNE(1);NUMBER OF FLIES EMERGED 
BATCH 1 2 3 4 5 6 7 8 9 10 11 
DAY 
3 0 100 5 1 18 10 0 44 84 0 27: 
6 34 23 13 58 19 35 0 100 168 12 87 
9 80 64 116 44 90 75 1 54 73 0 100 
12 77 29 112 32 0 24 38 25 83 80 145 
15 19 39 50 78 80 1 11 0 5 111 0 
18 7 8 16 22 51 0 21 10 0 16 16 
21 4 1 10 33 0 1 1 10 8 14 0 
24 10 0 7 0 2 5 0 27 11 21 2 
27 0 0 7 0 13 3 1 5 22 9 31 
30 27 5 8 1 11 0 0 11 2 3 0 
33 8 0 11 2 2 11 3 6 1 5 19 
36 2 9 7 4 3 12 2 0 16 2 55 
39 4 0 16 0 3 0 2 2 21 2 11 
42 3 0 0 6 0 1 2 0 11 9 6 
45 6 0 2 2 5 62 2 7 1 10 5 
48 0 0 0 0 6 0 0 0 2 4 10 
51 0 0 0 2 0 1 0 1 1 1 8 
54 0 0 0 0 0 0 0 2 0 1 2 
57 0 0 1 1 1 0 0 0 0 0 1 
60 0 0 0 0 0 0 0 1 0 0 1 
63 0 0 0 0 0 0 0 0 0 0 0 
66 0 0 0 0 0 0 0 0 0 0 0 
69 0 0 0 0 0 1 0 0 0 1 0 
72 0 0 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 0 
FIG 24. CULTURE DATA SET 3- SEALE HAYNE(2);NUMBER OF FLIES EMERGED 
BATCH 12 13 14 15 16 17 18 19 20 21 22 
DAY 
3 20 57 60 2 53 9 0 15 39 50 49 
6 32 101 67 78 0 26 2 80 32 33 60 
9 81 0 60 140 85 61 12 6 11 7 0 
12 54 53 102 42 17 23 13 1 3 1 13 
15 29 41 20 70 5 9 1 0 0 2 0 
18 0 40 3 60 6 3 0 0 0 0 0 
21 1 9 3 12 0 0 0 0 0 0 0 
24 4 10 19 10 1 0 0 0 0 3 1 
27 1 8 5 5 1 0 0 0 1 2 2 
30 3 9 3 28 40 0 0 0 0 1 1 
33 0 4 1 7 19 7 0 22 0 5 16 
36 4 1 2 13 9 4 1 10 45 6 3 
39 5 3 6 0 1.1 0 0 12 5 14 0 
42 0 3 7 1 7 0 4 4 3 1 2 
45 4 11 6 7 19 10 4 17 7 1 4 
48 0 1 15 2 30 3 1 11 6 4 7 
51 1 0 4 2 4 1 0 0 4 1 0 
54 0 3 0 1 13 0 1 2 2 0 0 
57 0 0 0 1 6 0 0 3 1 0 3 
60 0 0 0 1 0 0 0 1 0 0 0 
63 0 0 0 0 0 0 0 0 0 0 0 
66 0 0 0 0 0 0 0 0 0 0 0 
69 0 0 0 0 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 0 
FIG 25. CULTURE DATA SET 3- SEALE HAYNE(3);NUMBER OF FLIES EMERGED 
BATCH 23 24 25 26 27 28 29 30 31 
DAY 
3 50 18 27 2 14 12 4 0 33 
6 52 60 35 67 8 19 23 6 15 
9 28 40 80 100 11 27 79 65 10 
12 77 7 17 67 68 16 27 40 16 
15 6 8 5 19 33 20 4 11 13 
18 4 1 5 13 3 3 0 12 9 
21 3 3 0 3 3 2 6 1 1 
24 18 2 4 2 20 20 22 0 14 
27 5 3 6 5 5 11 30 4 14 
30 0 45 8 19 16 8 0 8 9 
33 14 28 50 5 9 6 11 18 24 
36 16 15 12 8 9 15 13 19 7 
39 9 19 3 17 5 4 10 0 3 
42 2 11 5 15 4 9 2 3 4 
45 2 1 7 8 5 3 1 2 2 
48 5 5 0 8 3 1 2 0 0 
51 0 2 1 3 0 0 0 1 0 
54 0 2 0 1 0 1 0 1 0 
57 0 1 1 1 0 0 0 0 0 
60 0 1 0 0 1 0 0 0 0 
63 0 2 0 0 0 0 0 0 0 
66 0 2 0 0 0 0 0 0 0 
69 0 1 0 0 0 0 0 0 0 
72 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 
FIG 26. CULTURE DATA SET 3- PLYMOUTH & WELLESBOURNE LATE EMERGERS;NUMBER OF FLIES EMERGED 
BATCH 1 2 3 4 5 6 7 8 .9 10 11 
DAY. 
3 6 .5 28 27 24 3 30 37 9 7 18 
6 14 6 60 9 17 8 53 26 14 63 13 
9 15 17 0 13 9 9 15 64 55 55 6 
12 49 32 1 49 24 5 2 82 98 33 11 
15 33 12 8 37 6 7 2 3 15 9 2 
18 11 4 11 15 0 0 3 8 6 10 0 
21 3 1 33 7 2 0 6 2 3 3 2 
24 2 0 26 65 46 2 27 29 4 12 14 
27 1 3 36 4 11 0 31 35 33 53 25 
30 2 0 45 10 43 34 65 39 45 34 13 
33 5 26 4 41 11 8 42 138 0 25 20 
36 46 45 8 47 15 19 96 57 30 49 2 
39 0 27 14 8 17 7 4 21 31 0 6 
42 48 9 5 7 15 11 28 16 47 3 9 
45 28 23 2 19 3 4 3 21 42 7 1 
48 6 5 7 6 4 1 2 2 20 5 0 
51 6 3 0 5 0 1 8 2 l7 7 0 
54 10 0 0 4 0 2 3 0 26 3 0 
57 1 1 0 4 0 0 2 0 10 0 0 
60 2 0 0 2 1 0 1 2 9 1 0 
63 0 0 0 0 0 0 0 0 0 0 0 
66 0 0 0 0 0 0 0 0 0 0 0 
69 0 0 0 0 0 0 0 0 0 1 0 
72 0 0 0 0 0 0 1 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 0 
FIG 27. PARENT POPUL\ TION- NUMBER OF FLIES EMERGED 
CULTURE SI! SH SH SI-I PW PW PW PW LE LE LE LE LE LE LE 
!lATCH I 2 3 ~ 5 6 7 8 9 10 11 12 13 I~ 15 
DAY 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6 I I 0 0 2 0 0 7 5 0 I 0 2 0 0 
q 3 7 12 23 ~ 9 7 18 6 15 10 21 ~ 11 5 
12 17 16 28 21 11 16 20 35 12 19 11 ~ 18 .18 10 
15 12 s 19 ~ 12 9 19 6 7 12 5 7 I~ 8 6 
18 3 6 10 ~ 8 2 I~ 9 6 5 ~ 8 2 10 9 
21 s 2 15 7 8 ~ 11 7 I 9 5 I~ .6 11 9 
24 I 0 ~ 2 0 0 2 7 0 I ~ 6 2 6 0 
27 10 I~ 14 19 14 14 27 16 11 13 9 9 10 5 ~ 
JO 12 19 11 14 15 11 18 2'1 9 12 14 11 11 9 I 
33 IS 20 17 24 15 17 16 26 14 20 12 19 14 17 7 
3<> 9 7 14 6 11 8 8 15 12 9 10 I~ 9 12 18 
39 7 2 5 6 12 9 4 11 6 3 7 10 8 11 12 
~2 2 I 4 5 10 9 3 9 5 8 9 5 8 7 9 
45 0 0 I 0 I 0 0 2 0 0 I I 2 0 I 
~8 2 I 0 0 4 2 I ~ I 0 3 I 2 3 0 
51 0 0 0 0 0 0 0 I 0 0 0 0 0 0 0 
54 0 0 I 0 0 0 0 I 0 0 0 I 0 I 0 
57 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 
60 0 0 0 0 0 0 0 0 0 0 0 0 .0 0 0 
FIG 28. EARLY EMERGERS F1 POPULATION- NUMBER OF FLIES EMERGED 
BATCH 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
DAY 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6 0 1 0 3 0 0 1 4 2 9 0 0 2 4 5 4 
9 4 9 12 7 3 4 8 5 7 16 . 18 3 6 9 7 4 
12 14 24 13 16 9 11 18 24 14 29 31 11 34 26 17 9 
15 11 18 7 11 13 10 15 18 10 14 20 10 13 8 14 8 
16 11 21 14 15 10 12 18 26 9 28 30 18 27 21 6 12 
21 3 9 5 11 3 4 10 9 2 17 14 4 7 6 6 5 
24 4 6 2 9 0 3 8 9 3 .12 8 1 10 9 7 13 
27 0 1 0 2 0 0 4 2 0 6 1 0 4 0 1 2 
30 6 8 3 11 1 4 9 11 4 10 18 4 12 18 16 8 
33 9 10 9 14 8 7 16 21 14 11 19 4 14 25 11 B 
36 3 4 2 5 6 2 B 10 4 6 7 2 11 6 6 3 
39 2 6 4 5 2 3 1 9 B B 11 4 10 14 14 5 
42 0 0 0 0 0 2 0 2 0 4 5 1 2 1 1 1 
45 0 1 0 0 0 0 0 2 0 3 1 2 2 1 1 0 
48 0 0 0 0 0 0 0 1 0 1 1 2 1 2 2 0 
51 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
54 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
57 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
60 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
FIG 29. LATE EMERGERS F1 POPULATION- NUMBER OF FLIES EMERGED 
BATCH 1 2 3 4 5 6 7 8 9 10 11 12 13 
DAY 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 
6 0 0 1 0 1 0 2 0 4 0 0 1 0 
9 4 2 7 3 2 2 6 4 8 10 4 3 1 
12 12 16 11 10 16 8 12 15 22 17 14 13 15 
15 3 1 5 1 2 0 4 2 5 3 1 0 1 
18 2 2 3 0 5 2 4 3 4 2 4 3 2 
21 5 4 7 6 8 4 8 3 5 6 3 8 6 
24 4 8 7 5 11 5 8 7 6 9 2 9 4 
27 7 9 6 10 12 4 7 8 7 8 4 5 5 
30 14 14 15 21 18 11 17 16 20 17 6 18 13 
33 11 12 16 15 13 12 9 10 18 8 9 17 17 
36 17 23 19 23 16 14 25 16 21 16 19 22 20 
39 12 20 11 14 9 11 21 12 19 14 14 20 18 
42 6 11 4 8 5 10 15 6 12 8 6 14 4 
45 1 1 2 3 1 4 1 0 2 1 2 10 5 
48 0 2 3 1 1 2 2 4 5 3 2 7 5 
51 1 1 0 1 0 1 1 2 0 1 0 2 1 
54 0 1 0 1 0 0 0 0 1 2 1 1 2 
57 1 0 0 0 1 0 1 0 2 0 1 1 1 
60 0 0 0 0 0 0 0 0 1 0 0 1 0 
FIG.Jo NUMBER OF FliES EMERGED FROM EACH TEMPERATURE REGIME· EMERGENCE STUDY 1 ill 
NUMBER OF FUES 
REGIME REFERENCE NUMBER , 2 3 4 5 6 7 8 8 10 
NUMBER OF DAYS AFTER 
D~AUSETEMPEAATURES 
3 , 0 0 0 0 0 0 0 0 0 
8 2 3 2 4 0 0 0 0 0 0 
9 0 2 0 0 0 0 0 0 0 0 
12 10 0 6 0 1 0 0 0 0 0 
15 8 0 4 0 2 0 0 0 0 0 
18 4 23 4 15 0 1 , 2 7 0 
21 3 15 5 5 1 16 , 3 5 3 
24 1 , , , 0 1 0 0 0 ,. 
27 12 5 8 3 5 0 0 0 , 29 
30 7 2 4 2 5 1 2 , 0 8 
33 11 4 8 8 15 3 , 4 1 0 
36 12 5 3 10 7 10 3 0 4 2 
39 7 6 0 6 5 9 0 0 3 0 
42 8 4 3 6 3 0 , 2 3 4 
45 2 2 2 6 2 8 0 2 4 7 
48 , 4 2 9 1 7 0 2 3 18 
51 , 2 0 3 0 1 0 , 2 2 
54 0 1 0 0 0 1 0 0 1 , 
57 0 0 0 1 0 0 0 0 2 2 
60 0 0 0 0 0 0 0 0 0 0 
63 0 0 0 1 0 0 0 0 0 0 
66 0 0 0 0 0 0 0 0 0 0 
69 0 0 0 0 0 0 0 0 0 , 
72 0 0 0 0 0 0 0 0 0 0 
75 0 0 0 0 0 0 0 0 0 0 
78 0 0 0 0 0 0 0 0 0 0 
FIG.31. NUMBER OF FUES EMERGED FROM EACH TEMPERATURE REGIME· EMERGENCE STUDY 1 121 
NUMBER OF FLIES 
REGIME REFERENCE NUMBER , 12 13 14 15 16 17 18 19 20 
NUMBER OF DAYS AFTER 
DIAPAUSE TEMPERATURES 
3 a a a 0 0 0 0 0 0 0 
8 0 0 a 0 0 0 0 0 0 0 
B a a 0 0 0 a a 0 a a 
12 0 a 0 0 la a a 11 0 0 
15 0 0 0 0 12 0 a 4 a 0 
ta 6 0 0 a 10 0 0 0 0 a 
21 13 I 0 a 1 a 0 a 3 0 
24 1 37 4 0 I 0 1 0 1 a 
27 B 53 6a 47 7 14 13 2 48 57 
30 2 IS 11 10 5 1 1 4 4 6 
33 5 a 25 5 16 1 1 11 5 2 
36 13 0 15 0 ta 0 a 3 2 5 
39 IQ 3 B 3 5 1 a 1 8 10 
42 7 18 7 4 7 0 1 1 10 a 
45 3 15 14 • • 2 a 4 10 7 
48 2 18 54 20 4 7 5 1 24 22 
51 1 IQ 20 5 a o· 1 1 12 a 
54 0 0 26 a 0 2 1 0 3 8 
57 1 3 7 4 ,. 1 0 0 6 5 
60 a 0 0 a 0 0 0 a a 0 
63 0 1 , 5 0 a 0 a 3 2 
ea 0 a 0 0 0 a a a a 1 
S9 1 0 I 0 0 0 0 a 0 .I 
72 0 0 0 0 0 0 0 0 a 0 
75 0 0 I 0 0 a a 0 0 a 
7a a 0 0 a 0 0 0 a a a 
FIG.32 NUMBER OF FUES EMERGED FROM EACH TEMPERATURE REGIME -EMERGENCE STUDY 1 (31 
NUMBER OF FUES 
REGIME REFERENCE NUMBER 21 22 23 24 25 26 V 28 2B 30 
NUIABER OF DAYS AFTER 
01APAUSE TEMPERATURES 
3 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
12 18 0 0 0 0 0 0 0 0 0 
15 IS 0 0 0 0 0 0 0 0 0 
18 3 0 0 1 0 0 0 0 0 0 
21 2 0 0 0 0 0 0 0 0 0 
24 0 0 0 0 0 0 1 0 0 0 
Z1 15 17 0 26 20 0 16 9 0 8 
30 7 8 0 8 7 0 5 3 0 9 
33 21 15 14 6 7 30 • I 18 2 
36 8 1 2 3 1 9 I 0 0 0 
39 10 I 0 2 0 1 2 0 0 I 
42 2 I I 0 0 0 0 2 I I 
45 2 0 1 2 1 2 3 2 I 0 
48 1 10 9 9 3 8 8 8 3 11 
SI 1 11 10 7 3 8 3 • 5 8 
54 0 s 10 3 6 3 3 2 3 0 
57 0 8 9 2 2 2 0 3 3 3 
60 0 0 0 0 0 0 0 0 0 0 
83 0 1 4 1 2 1 1 1 0 0 
88 0 I 2 3 0 0 0 1 0 0 
69 0 0 0 0 0 0 0 0 0 0 
72 0 0 1 0 0 0 0 0 0 0 
75 0 0 1 0 0 0 0 0 0 0 
78 0 0 0 0 0 0 0 0 0 0 
FIO 1.1 NUMBER OF fUES EMERGED FROM EACH TEMPERATURE REGIME · EMERO.ENCE STUDY 2 (I) 
NUMBER 
"" 
FUES 
REGIME REFERENCE NUMBER , • > • • • 7 • • tO 
, 
•• 
NUMBER OF DAYS AfTER 
OIAPAUSE TEMPERATURES 
3 0 0 0 0 , 0 0 0 0 0 0 0 
• 0 0 0 0 0 0 0 0 0 0 0 0 
• 0 0 0 0 0 
, 0 0 0 0 0 0 
02 0 0 0 0 .. 0 0 7 0 0 • 0 
" 
, 0 0 0 » , 0 , 0 0 32 0 
•• • 0 0 0 • • 0 • 0 0 > • 
" 
27 , , 0 , no 0 • 0 0 
, .. 
,. 3 02 , 0 • • 0 • 0 0 • • 
" 
, .. ,. 0 
"' • 
0 ,. 0 0 •• 
, 
30 
' •• • 
0 
" • 
0 •• 0 0 .. 
, 
33 , 0 • • 31 ' 
0 
" 
0 
' 
20 0 
J6 , , , 3 •• " 
0 .. .. .. ,, • 
J9 
' 
0 
' " 
.. .. • .. .. • 7 ' 
" 
20 tO , • 7 31 .. 7 .. .. 7 • 
" 
• 
, 02 , 0 •• • 0 • • 0 ' 
.. • •• • • ' • 
7 7 • • • • 3 
.. , • • 
,. , 
' • 
, tO • 0 0 
.. D 
' 
3 • • 0 • ' 
7 • 0 
, 
" 
, 
• • • 0 ' 
Z7 0 .. 20 0 0 
00 D • ' 
.. 0 0 •• 0 tO • 0 0 
.. 0 , 
' • 
0 , , 0 .. • 0 0 
.. 0 0 0 , 0 0 0 0 , , 0 0 
.. 0 0 0 0 0 0 , 0 , t 0 0 
. 72 t 0 0 , 0 0 t 0 • ' 
0 0 
75 0 0 0 0 0 0 0 0 0 0 0 0 
7B 0 0 0 0 0 0 
' 
0 • • 0 0 
.~ . 
. ·. ' 
FIO 14- NUMBER OF FUES EMERGED fROM EACH TEMPERATURE REGIME· EMERGENCE STUDY 2 (2) 
NUMII£A Of FUES 
REGIME REFERENCE NUMBER 13 t4 
" 
tO t7 
" 
to 20 2t .. ., .. 
NUMBER OF DAYS AFTER 
DIAPAUSE TEMPERATURES 
' 
0 0 0 0 0 0 0 
' 
t 0 t 0 
• 0 0 0 0 0 0 0 0 0 t 0 0 
• 0 0 0 0 0 0 0 0 0 0 0 0 
" 
0 • 0 0 0 0 • 0 • 0 0 t 
tS 0 t2 0 0 0 0 • 0 " ' 
0 
" 
t8 0 7 0 0 0 0 0 0 t7 
" 
0 t2 
" 
0 • 0 0 0 0 • 0 " • 
0 • 
" 
0 0 0 0 0 t t 0 0 2 0 0 
" 
0 9 0 0 0 •• to • t6 7 0 83 
30 0 2 0 t 0 .. tO • 2 t 0 8 
" 
0 • 0 t 0 38 t2 t8 • t 0 tO 
"' 
0 • .. 23 .. • " • • 
t 2 
' 
"' 
t 2 • 2 
., 7 • 23 2 27 .. • 
., ., 2 .. 3 38 8 • 
,. 28 .. • 
" 
.. 3 0 t 0 t2 2 0 t • t8 t 2 
48 0 t • t 0 0 t 38 " 
7 83 
" 
" 
0 0 7 2 • 0 t 
,. 3 0 8 • 
.. t 0 0 0 0 7 t .. t • ' 
7 
.. • 0 t9 7 .. .. 0 tO 0 ' ' 
t 
80 • 0 • t to t7 0 8 ' • • ' 
83 8 0 • 2 .. • • 0 0 • 13 2 
.. 0 0 2 
' 
,. 
• 0 0 0 0 • 0 
.. 
' 
0 0 0 D t D • D '' 
.. 
' 
72 t 0 • D 8 D 0 D D " • ' 
,. D D 0 D • t D t D " " 
D 
,. D 0 • D • 0 D 8 0 8 • 0 
FIQ 15 NUMBER Of FUES EMERG£0 FROM EACH TEMPERATURE REGIME ·EMERGENCE STlJDY 2 (3) 
NUIIBER Of' FUE8 
REGtME REFERENCE NUMBER .. .. 27 28 .. .. 31 .. ., 
"' 
NUMBER OF DAYS AfTER 
DIAPAUSE TEMPERATURES 
' 
0 0 0 0 I 0 0 I 0 0 
• 0 0 0 0 0 0 0 0 0 0 
• 0 0 0 0 0 0 0 0 0 0 
" 
• 0 t7 18 0 0 0 • 0 0 
" 
0 0 .. 12 • 2 0 0 0 0 
" 
0 0 • 0 27 18 0 0 3 2 
21 0 I 0 I zi .. 0 0 .. .. 
.. 0 •o 
' 
0 • .. ' • 
14 0 
27 • 37 •o • 10 " 
37 50 2 I 
30 
' ' • 
I • " 
2 •o • 7 
" 
0 0 • • 5 7 • " 
I • 
36 25 • •• 2 • • • • 27 2' 
39 2 2 s I 0 • 0 0 • • 
., s • I I 7 " 
0 0 10 20 
•• • 2 ' 
I • • ' 
2 7 I 
.. • • ' 
2 • • • 7 ' • 
.. • • 0 • I 2 ' • 
0 I 
.. • • • I • 0 ' • 
0 0 
" • • 
0 0 I I 2 I 0 0 
.. 0 • • 0 I 0 0 • 0 0 
., 
• I 0 0 0 0 0 I 0 0 
.. 0 0 0 0 0 0 0 0 0 0 
.. 0 0 0 0 0 • 0 I 0 0 
72 0 0 • 0 0 0 0 0 0 0 
7S 0 0 0 0 0 0 0 0 0 • 
78 0 0 0 0 0 • 0 0 0 0 
FIG 36 NUMBER OF FLIES EMERGED FROM EACH TEMPERATURE REGIME- EMERGENCE STUDY 3 (1) 
NUMBER OF FLIES 
REGIME REFERENCE NUMBER 1 2 3 4 5 6 7 
-
NUMBER OF DAYS AFTER 
DIAPAUSE TEMPERATURES 
3 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 0 
9 0 0 0 0 0 0 0 
12 5 14 0 0 0 0 0 
15 9 9 0 0 0 13 2 
18 3 2 0 0 0 75 20 
21 1 1 0 6 0 42 6 
24 0 6 1 5 0 19 6 
27 7 0 12 1 8 2 0 
30 8 3 3 1 3 5 6 
33 15 6 2 0 0 1 1 
36 4 11 1 2 0 0 0 
39 2 9 4 2 0 0 0 
42 1 9 2 11 1 0 0 
45 0 5 11 8 9 6 2 
48 0 6 5 6 6 3 0 
51 0 1 4 3 4 1 1 
54 0 2 1 3 5 2 1 
57 0 3 0 1 0 0 0 
60 0 0 8 2 3 1 0 
63 0 0 3 1 . 2 0 0 
66 0 1 4 1 6 1 1 
69 0 1 4 0 0 0 1 
72 0 0 1 0 2 1 0 
75 0 0 0 0 0 0 0 
78 0 0 0 0 0 0 0 
FIG 3l NUMBER OF FLIES EMERGED FROM EACH TEMPERATURE REGIME- EMERGENCE STUDY 3 (2) 
NUMBER OF FLIES 
REGIME REFERENCE NUMBER 8 9 10 11 12 13 14 
--
NUMBER OF DAYS AFTER 
DIAPAUSE TEMPERA TU RES 
3 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 0 
9 0 9 0 0 0 0 0 
12 0 20 0 0 o· 0 12 
15 0 1 8 12 0 0 84 
18 0 1 70 66 0 0 29 
( 21 2 5 25 23 6 0 19 
24 12 0 12 20 5 3 0 
27 150 3 0 0 1 30 5 
30 33 3 4 5 1 5 0 
33 11 11 4 0 0 1 4 
38 0 20 1 0 2 0 4 
39 0 12 3 0 2 2 3 
42 9 11 0 0 11 2 0 
45 24 2 4 1 8 16 4 
48 2 5 0 0 6 10 6 
51 0 2 0 0 6 5 2 
54 0 1 3 2 3 4 1 
57 0 0 1 1 3 2 0 
60 1 0 0 0 1 4 0 
63 0 5 0 0 2 3 0 
66 0 0 0 0 1 10 0 
69 0 0 0 0 1 1 0 
72 0 1 0 1 0 0 0 
75 0 0 0 0 0 0 0 
78 1 0 0 0 0 0 0 
FIG 38 NUMBER OF FUES EMERGED FROM EACH TEMPERATURE REGIME· EMERGENCE STUDY 4 
NUMBER OF FUES 
REGIME REFERENCE NUMBER , 2 3 4 5 • 7 8 8 
NUMBER OF DAYS AFTER 
DIAPAUSE TEMPERATURES 
3 0 0 2 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 
a 0 0 0 4 0 0 0 0 0 
12 0 0 7 28 0 10 3 0 , 
15 0 0 31 ,, 0 25 2 7 4 
-,8 0 0 7 59 0 ., 15 18 24 
21 3 0 66 34 0 67 73 so 82 
24 9 0 2S 9 0 34 40 38 29 
27 57 , 29 9 0 18 20 37 32 
( 30 43 12 4 6 0 19 8 17 18 
33 60 21 3 12 0 8 8 13 4 
38 12 18 8 2 39 8 58 , 8 
39 18 47 17 3 39 3 32 48 4 
42 12 18 .35 2 56 3 37 45 43 
45 , 20 21 , 19 , 22 17 20 
48 3 39 14 0 7 4 8 12 8 
51 2 31 2 0 8 2 0 10 8 
54 17 55 , , 3 0 2 4 , 
57 41 23 2 0 28 2 4 0 0 
60 40 • 2 
, 27 , , 0 2 
83 19 13 , 0 33 , 0 , , 
so 5 7 0 0 12 0 0 0 0 
88 0 0 0 0 s 0 0 0 0 
n 0 4 0 0 5 2 0 0 0 
( 75 3 , 0 0 s , 0 0 0 
78 3 0 0 0 2 0 0 0 0 
FIG 39. TOTAL AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· STRAIGHT TO 20"C 
DAYS AFTER NUMBER 'l& 
REMOVAL FROM OF EMERGENCE 
DIAPAUSE FLIES 
TEMPERATURES EMERGED 
3 2 0.1 
6 4 0.3 
9 9 0.6 
12 176 11.7 
15 214 I 14.2 
18 47 3.1 
21 66 4.4 
24 24 1.6 
27 168 11.1 
30 104 6.9 
33 229 15.2 
36 178 11.8 
39 99 6.6 
42 73 4.8 
45 31 2.1 
48 52 3.5 
51 8 0.5 
54 10 0.7 
57 4 0.3 
60 0 0 
63 5 0.3 
66 1 0.1 
69 1 0.1 
72 1 0.1 
75 0 0 
78 0 0 
TOTAL FLIES 1507 
TOTAL PUPAE 2394 
%TOTAL EMERGENCE 62.9 
FIG 40. TOTAL AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 1 WEEK AT 5"C, THEN 20'C 
DAYS AFTER NUMBER 
"' REMOVAL FROM OF EMERGENCE 
DIAPAUSE FLIES 
TEMPERATURES EMERGED 
3 0 0 
6 0 0 
9 1 0.1 
12 0 0 
15 2 0.3 
18 15 2.2 
21 241 36.1 
24 27 4.0 
27 10 1.5 
30 20 3.0 
33 11 1.6 
36 86 12.9 
39 45 6.7 
42 99 14.8 
45 32 4.8 
48 36 5.4 
51 15 2.2 
54 8 1.2 
57 7 1.0 
60 3 0.4 
63 5 0.7 
66 2 0.3 
69 1 0.1 
72 .1 0.1 
75 0 0 
78 0 0 
TOTAL FLIES 667 
TOTAL PUPAE 1019 
%TOTAL EMERGENCE 65.5 
FIG 41. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 2 WEEKS AT 5"C. THEN 20'C 
DAYS AFTER NUMBER % 
REMOVAL FROM OF EMERGENCE 
DIAPAUSE FLIES 
TEMPERATURES EMERGED 
3 0 0 
6 0 0 
9 0 0 
12 0 0 
15 0 0 
18 0 0 
21 3 0.4 
24 38 4.6 
27 269 32.4 
30 47 5.7 
33 15 1.8 
36 15 1.8 
39 23 2.8 
42 50 6.0 
45 80 9.6 
48 107 12.9 
51 49 5.9 
54 33 4.0 
57 30 3.6 
60 22 2.7 
63 19 2.3 
66 20 2.4 
69 6 0.7 
72 4 0.4 
75 0 0 
78 0 0 
TOTAL FLIES 830 
TOTAL PUPAE 1296 
%TOTAL EMERGENCE 64.0 
--------
FIG 42. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 3 WEEKS AT s·c, THEN 20"C 
DAYS AFTER NUMBER 
REMOVAL FROM OF 
DIAPAUSE FLIES 'll. 
TEMPERATURES EMERGED EMERGENCE 
3 6 0 
6 0 0 
9 0 0 
12 0 0 
15 0 0 
18 0 0 
21 0 0 
24 0 0 
27 0 0 
30 8 2.3 
33 65 18.6 
36 83 23.7 
39 7 2.0 
42 8 2.3 
45 16 4.6 
48 40 11.4 
51 38 10.9 
54 27 7.7 
57 28 8.0 
60 4 , . , 
63 19 5.4 
66 3 0.9 
69 0 0 
72 3 0.9 
75 , 0.3 
78 0 0 
TOTAL FLIES 350 
TOTAL PUPAE 477 
%TOTAL EMERGENCE 73.4 
FIG 43. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 4 WEEKS AT s"c. THEN 20"C 
DAYS AFTER NUMBER 
REMOVAL FROM OF 
DIAPAUSE FLIES % 
TEMPERATURES EMERGED EMERGENCE 
3 0 0 
6 0 0 
9 0 0 
12 0 0 
15 0 0 
18 0 0 
21 0 0 
24 0 0 
27 0 0 
30 0 0 
33 0 0 
36 0 0 
39 5 2.2 
42 106 47.5 
45 8 3.6 
48 7 3.1 
51 8 3.6 
54 6 2.7 
57 36 16.1 
60 21 9.4 
63 19 8.5 
66 0 0 
69 2 0.9 
72 2 0.9 
75 0 0 
78 3 1.3 
TOTAL FLIES 223 
TOTAL PUPAE 308 
%TOTAL EMERGENCE 72.4 
FIG 44. NUMBER AND PERCENTAGE EMERGENCE.FROM EMERGENCE STUDY REGIME· 1 WEEK AT 10'c. THEN 20'C 
DAYS AFTER . NUMBER 
REMOVAL FROM OF 
DIAPAUSE FLIES '!(, 
TEMPERA TU RES EMERGED EMERGENCE 
3 0 0 
6 7 2.0 
9 2 0.6 
12 0 0 
15 0 0 
18 64 18.7 
21 57 16.7 
24 4 1.2 
27 17 5 
30 8 2.3 
33 25 7.3 
36 42 12.3 
39 34 9.9 
42 22 6.4 
45 25 7.3 
48 27 7.9 
51 10 2.9 
54 3 0.9 
57 5 1.5 
60 0 0 
63 0 0 
66 0 0 
69 0 0 
72 0 0 
75 0 0 
78 0 0 
TOTAL FLIES 342 
TOTAL PUPAE 514 
%TOTAL EMERGENCE 66.5 
FIG 45. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 2 WEEKS AT 1o"c. THEN 20C 
DAYS AFTER NUMBER 
REMOVAL FROM OF 
DIAPAUSE FLIES % 
TEMPERATURES EMERGED EMERGENCE 
3 0 0 
6 0 0 
9 0 0 
12 0 0 
15 0 . 0 
18 0 0 
21 14 5.2 
24 51 18.8 
27 82 30.3 
30 21 7.7 
33 0 0 
36 2 0.7 
39 3 1.1 
42 22 8.1 
45 32 11.8 
48 34 12.5 
51 12 4.4 
54 1 0.4 
57 5 1:8 
60 0 0 
63 1 0.4 
66 0 0 
69 0 0 
72 1 0.4 
75 0 0 
78 0 0 
TOTAL FLIES 271 
TOTAL PUPAE 322 
%TOTAL EMERGENCE 84.2 
FIG 46. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 3 WEEKS AT 10"C. THEN 20"C 
DAYS AFTER NUMBER 
REMOVAL FROM OF 
DIAPAUSE FLIES % 
TEMPERATURES EMERGED EMERGENCE 
3 1 0.3 
6 0 0 
9 0 0 
12 0 0 
15· 0 0 
18 1 0.3 
21 0 0 
24 10 2.9 
27 137 40.2 
30 30 8.8 
33 35 10.3 
36 12 3.5 
39 5 1.5 . 
42 1 0.3 
45 8 2.3 
48 42 12.3 
51 23 6.7 
54 17 5 
57 8 2.3 
60 4 1.2 
63 3 0.9 
66 3 0.9 
69 1 0.3 
72 0 0 
75 0 0 
78 0 0 
TOTAL FLIES 341 
TOTAL PUPAE 476 
%TOTAL EMERGENCE 71.6 
FIG 47. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 4 WEEKS AT 10"C, THEN 20'C 
DAYS AFTER NUMBER 
REMOVAL FROM OF 
DIAPAUSE FLIES % 
TEMPERA TU RES EMERGED EMERGENCE 
3 0 0 
6 0 0 
9 0 0 
12 0 0 
15 0 0 
18 0 0 
21 3 0.6 
24 10 1.9 
27 81 15.3 
30 68 12.9 
33 98 18.6 
36 21 4.0 
39 25 4.7 
42 20 3.8 
45 13 2.5 
48 3 0.4 
51 2 0.4 
54 24 4.5 
57 63 11.9 
60 57 10.8 
63 25 4.7 
66 7 1.3 
69 1 0.2 
72 0 0 
75 4 0.8 
78 3 0.6 
TOTAL FLIES 528 
TOTAL PUPAE 618 
%TOTAL EMERGENCE 85.4 
FIG 48. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 1 WEEK AT 5'C, 1 WEEK AT 10'C, THEN 20'C 
DAYS AFTER NUMBER 
REMOVAL FROM OF 
DIAPAUSE FLIES 
"' TEMPERATURES EMERGED EMERGENCE 
3 0 0 
6 0 0 
9 0 0 
12 0 0 
15 0 0 
18 0 0 
21 3 0.8 
24 13 3.6 
27 116 31.8 
30 12 3.3 
33 20 5.5 
36 10 2.7 
39 15 4.1 
42 15 4.1 
45 23 6.3 
48 65 17.8 
51 26 7.1 
54 21 5.8 
57 12 3.3 
60 0 0 
63 12 3.3 
66 0 0 
69 0 0 
72 1 0.3 
75 0 0 
78 1 0.3 
TOTAL FLIES 365 
TOTAL PUPAE 660 
%TOTAL EMERGENCE 5S.3 
FIG 49. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 1 WEEK AT 5'C, 1 WEEK AT 10'C, 1 WEEK AT 15'C, THEN 20'C 
DAYS AFTER NUMBER 
REMOVAL FROM OF 
DIAPAUSE FLIES % 
TEMPERATURES EMERGED EMERGENCE 
3 0 0 
6 0 0 
9 0 0 
12. 0 0 
15 0 0 
18 0 0 
21 2 0.5 
24 12 2.9 
27 196 48.0 
30 49 12.0 
33 34 8.3 
36 2 0.5 
39 1 0.2 
42 12 2.9 
45 27 6.6 
48 21 5.1 
51 18 4.4 
54 13 3.2 
57 11 2.7 
60 1 0.2 
63 6 1.5 
66 2 0.5 
69 0 0 
72 0 0 
75 0 0 
78 1 0.2 
TOTAL FLIES 408 
TOTAL PUPAE 595 
%TOTAL EMERGENCE 68.6 
FIG 50. NUMBER AN.D PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 1 WEEK AT 5'1::. 3 WEEKS AT 1o"C. THEN 2o"C 
DAYS AFTER NUMBER 
REMOVAL FROM OF. 
DIAPAUSE FLIES % 
TEMPERATURE EMERGED EMERGENCE 
3 0 0 
6 0 0 
9 0 0 
12 0 0 
15 0 0 
18 0 0 
21 0 0 
24 0 0 
27 0 0 
30 1 0.5 
33 3 1.6 
36 76 40.4 
39 10 5.3 
42 25 13.3 
45 2 1.1 
48 6 3.2 
51 7 3.7 
54 4 2.1 
57 27 14.4 
60 9 4.8 
63 10 5.3 
66 2 1.1 
69 1 0.5 
72 3 1.6 
75 0 0 
78 2 1.1 
TOTAL FLIES 188 
TOTAL PUPAE 280 
%TOTAL EMERGENCE 67.1 
FIG 51. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 2 WEEKS AT5•c, 2 WEEKS AT 10'C, THEN 20'C 
DAYS AFTER NUMBER 
REMOVAL FROM OF 
DIAPAUSE FLIES % 
TEMPERATURE EMERGED EMERGENCE 
3 0 0 
6 0 0 
9 0 0 
12 0 0 
15 0 0 
18 0 0 
21 0 0 
24 0 0 
27 0 0 
,30 0 0 
33 0 0 
36 l04 28.2 
39 22 6.2 
42 67 18.9 
45 7 2 
48 11 3.1 
51 17 4.8 
54 7 2 
57 47 13.3 
60 19 5.4 
63 29 8.2 
66 3 0.8 
69 1 0.3 
72 10 2.8 
75 0 0 
78 10 2.8 
TOTAL FLIES 354 
TOTAL PUPAE 487 
%TOTAL EMERGENCE 72.7 
FIG 52. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 3 WEEKS AT 5. 1 WEEK AT 10'C, THEN 20'C 
DAYS AFTER NUMBER 
REMOVAL FROM OF 
DIAPAUSE FLIES '!Eo 
TEMPERA TU RES EMERGED EMERGENCE 
3 0 0 
6 0 0 
9 0 0 
12 0 0 
15 0 0 
18 0 0 
21 0 0 
24 0 0 
27 0 0 
30 0 0 
33 0 0 
36 81 15.3 
39 72 13.6 
42 94 17.8 
45 31 5.9 
48 7 1.3 
51 15 2.8 
54 3 0.6 
57 54 10.2 
60 46 8.7 
63 62 11.7 
66 26 4.9 
69 5 0.9 
72 13 2.5 
75 14 2.6 
78 6 1.1 
TOTAL FLIES 529 
TOTAL PUPAE 667 
%TOTAL EMERGENCE 79.3 
FIG 53. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· STRAIGHT TO 15"C 
DAYS AFTER NUMBER 
REMOVAL FROM OF 
DIAPAUSE FLIES % 
TEMPERA TU RES EMERGED EMERGENCE 
3 3 0 
6 0 0 
9 0 0 
12 11 2.4 
15 54 12 
16 24 5.3 
21 107 23.7 
24 26 .5.6 
27 45 10 
30 6 1.3 
33 12 2.7 
36 16 3.5 
39 19 4.2 
42 63 14 
45 27 6 
48 25 5.5 
51 5 1.1 
54 2 0.4 
57 2 0.4 
60 3 0.7 
63 1 0.2 
66 0 0 
69 0 0 
72 0 0 
75 0 0 
78 0 0 
TOTAL FLIES 451 
TOTAL PUPAE 634 
%TOTAL EMERGENCE 71.1 
FIG 54. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· STRAIGHT TO 10°C 
DAYS AFTER NUMBER 
REMOVAL FROM OF 
DIAPAUSE FLIES % 
TEMPERATURES EMERGED EMERGENCE 
3 3 0.6 
6 0 0 
9 0 0 
12 0 0 
15 0 0 
18 0 0 
21 0 0 
24 0 0 
27 16 3 
30 14 2.6 
33 39 7.3 
36 27 5.1 
39 70 13.2 
42 30 5.6 
45 21 3.9 
48 77 14.5 
51 46 8.6 
54 99 18.6 
57 33 6.2 
60 14 2.6 
63 13 2.4 
66 7 1.3 
69 9 1.7 
72 4 0.8 
75 2 0.4 
78 8 1.5 
TOTAL FLIES 532 
TOTAL PUPAE 714 
%TOTAL EMERGENCE 74.5 
FIG 55. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 1 WEEK AT 15"C. THEN 20"C 
DAYS AFTER NUMBER % 
REMOVAL FROM OF EMERGENCE 
DIAPAUSE FLIES 
TEMPERA TU RES EMERGED 
3 0 0 
6 0 0 
9 0 0 
12 10 2.2 
15" 38 8.3 
18 156 33.9 
21 109 23.7 
24 53 11.5 
27 20 4.3 
30 24 5.2 
33 7 1.5 
36 8 1.7 
39 3 0.7 
42 3 0.7 
45 7 1.5 
48 7 1.5 
51 3 0.7 
54 2 0.4 
57 2 0.4 
60 2 0.4 
03 1 0.2 
66 1 0.2 
69 0 0 
72 3 0.7 
75 1 0.2 
78 0 0 
TOTAL FLIES 460 
TOTAL PUPAE 643 
%TOTAL EMERGENCE 71.5 
FIG 56. NUMBER AND. PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME- 2 WEEKS AT 15'C, THEN 20'C 
DAYS AFTER NUMBER 
"' REMOVAL FROM OF EMERGENCE 
D.IAPAUSE FLIES 
TEMPERATURES EMERGED 
3 0 0 
6 0 0 
9 0 0 
12 0 0 
15 14 7.9 
18 86 48.3 
21 29 16.3 
24 26 14.6 
27 0 0 
30 11 6.2 
33 1 0.6 
36 0 0 
39 0 0 
42 0 0 
45 3 1.7 
48 0 0 
51 1 0.6 
54 3 1.7 
57 1 0.6 
60 0 0 
63 0 0 
66 1 0.6 
69 1 0.6 
72 1 0.6 
75 0 0 
78 0 0 
TOTAL FLIES 178 
TOTAL PUPAE 476 
%TOTAL EMERGENCE 37.3 
FIG 57. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 3 WEEKS AT 15"C, THEN 20"C 
DAYS AFTER NUMBER % 
REMOVAL FROM OF EMERGENCE 
DIAPAUSE FLIES 
TEMPERA TU RES EMERGED 
3 1 0.4 
6 0 0 
9 0 0 
12 0 0 
15 10 4:3 
18 97 42.0 
21 48 20.8 
24 15 6.5 
27 10 4.3 
30 4 1.7 
33 9 3.9 
36 4 1.7 
39 3 1.3 
42 7 3.0 
45 8 3.5 
46 5 2.2 
51 1 0.4 
54 7 3.0 
57 2 0.9 
60 1 0.4 
63 0 0 
66 0 0 
69 0 0 
72 0 0 
75 0 0 
78 0 0 
TOTAL FLIES 231 
TOTAL PUPAE 395 
%TOTAL EMERGENCE 58.5 
FIG 58. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 4 WEEKS AT 15't:. THEN 20'C 
DAYS AFTER NUMBER % 
REMOVAL FROM OF EMERGENCE 
DIAPAUSE FLIES 
TEMPERATURES EMERGED 
3 0 0 
6 0 0 
9 4 0.9 
12 40 8.8 
15 195 42.9 
18 88 19.3 
21 53 11.6 
24 9 2 
27 14 3.1 
30 6 1.3 
33 16 3.5 
36 6 1.3 
39 6 1.3 
42 2 0.4 
45 5 1.1 
48 6 1.3 
51 2 0.4 
54 2 0.4 
57 0 0 
60 1 0.2 
. 63 0 0 
66 0 0 
69 0 0 
72 0 0 
75 0 0 
78 0 0 
TOTAL FLIES 455 
TOTAL PUPAE 643 
%TOTAL EMERGENCE 70.8 
FIG 59. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME- 1 WEEK AT 5"C, 1 WEEK AT 15"C, THEN 20"C 
DAYS AFTER NUMBER % 
REMOVAL FROM OF EMERGENCE 
DIAPAUSE FLIES 
TEMPERATURES EMERGED 
3 0 0 
6 0 0 
9 0 0 
12 3 0.7 
15 2 0.4 
18 18 3.9 
21 122 26.5 
24 54 11.7 
27 22 4.8 
30 10 2.2 
33 9 2.0 
36 83 18.0 
39 37 8.0 
42 56 12.1 
45 29 6.3 
48 9 2.0 
51' 0 0 
54 2 0.4 
57 4 0.9 
60 1 0.2 
63 0 0 
66 0 0 
G9 0 0 
72 0 0 
75 0 0 
78 0 0 
TOTAL FLIES 461 
TOTAL PUPAE 599 
%TOTAL EMERGENCE 77.0 
FIG 60. NUMBER AND PERCENTAGE EMERGENCE FROM EMERGENCE STUDY REGIME· 1 WEEK AT 5"C, 2WEEKSAT 15"C, THEN 20•c 
DAYS AFTER NUMBER % 
REMOVAL FROM OF EMERGENCE 
DIAPAUSE FLIES 
TEMPERATURES EMERGED 
3 0 0 
6 0 0 
9 0 0 
12 0 0 
15 7 2.o· 
18 18 5.3 
21 66 19.3 
24 38 11.1 
27 37 10.8 
30 17 5.0 
33 13 3.8 
36 11 3.2 
39 46 13.5 
42 45 13.2 
45 17 5.0 
48 12 3.5 
51 10 2.9 
54 4 1.2 
57 0 0 
60 0 0 
63 1 0.3 
66 0 0 
69 0 0 
72 0 0 
75 0 0 
78 0 0 
TOTAL FLIES 342 
TOTAL PUPAE 463 
%TOTAL EMERGENCE 73.9 
FIG 61. NUMBER AND PERCENTAGE EMERGENCE FROM EM_ERGENCE STUDY REGIME -1 WEEK AT 5't:, 3 WEEKS AT 1s"c, THEN 20"C 
DAYS AFTER NUMBER ... 
REMOVAL FROM OF EMERGENCE 
OIAPAUSE FLIES 
TEMPERATURES EMERGED 
3 0 0 
6 0 0 
9 0 0 
12 1 0.2 
15 6 1.3 
18 40 8.4 
21 127 26.8 
24 54 11.4 
27 50 10.5 
30 30 6.3 
33 11 2.3 
36 14 3.0 
39 12 2.5 
42 74 15.8 
45 24 5.1 
48 15 3.2 
51 11 2.3 
54 1 0.2 
57 1 0.2 
60 2 0.4 
63 1 0.2 
66 0 0 
69 0 0 
72 0 0 
75 0 0 
78 0 0 
TOTAL FLIES 474 
TOTAL PUPAE 653 
%TOTAL EMERGENCE 72.6 
FIG . fJ. MODEL A • VERSION 1; RATES OF DEVELOPMENT WITH CONSIST ANT RISE IN TEMPERAl\JRE 
TEMPERAl\JRE RATE OF TEMPERAl\JRE RATE OF TEMPERAl\JRE RATE OF TEMPERAl\JRE RATE OF 
RISEa0.3 DEVELOPMENT RJSEa0,4 DEVELOPMENT RISE=0.5 DEVELOPMENT RISE coO.& DEVELOPMENT 
3.3 0.00 3.4 0.00 3.5 0.00 3.8 0.00 
3.8 0.00 3.8 0.00 4.0 0.00 4.2 0.00 
3.8 0.00 4.'2 0.00 4.5 0.00 4.8 0.00 
4.2 0.00 4.8 0.00 5.0 0.00 5.4 0.00 
4.5 0.00 5.0 0.00 5.5 0.00 8.0 0.00 
4.8 0.00 5.4 0.00 6.0 0.00 6.8 0.00 
5.1 0.00 5.8 0.00 8.5 0.00 7.2 0.00 
5.4 0.00 6.2 0.00 7.0 0.01 i.a o.oi 
5.7 0.00 6.8 0.01 7.5 0.02 8.4 0.01 
6.0 0.00 7.0 0.01 8.0 0.03 8.0 0.02 
6.3 0.01 7.4 0.01 8.5 0.05 8.8 0.04 
8.8 0.01 7.8 0.02 8.0 0.07 10.2 0.08 
8.8 0.02 8.2 0.04 8.5 0.11 10.8 0.08 
7.3 0.04 8.8 0.08 10.0 0.17 11.4 0.14 
7.5 0.07 8.0 0.08 10.5 0.28 12.0 0.21 
7.8 0.10 8.4 0.14 11.0 0.38 12.8 0.32 
6.1. 0.18 8.8 0.21 11.5 0.60 13.2 0.48 
6.4 0.24 10.2 0.32 12.0 0.80 13.8 0.74 
8.7 0.38 10.8 0.48 12.5 1.35 14.4 1.11 
8.0 0.54 11.0 0.73 13.0 2.01 15.0 1.88 
8.3 0.81 11.4 1.08 13.5 3.00 15.8 2.48 
8.8 1.21 11.8 1.83 14.0 4.47 16.2 3.70 
9.8 1.80 12.2 2.44 , ... 5 8.83 18.8 5.48 
10.2 2.88 12.8 3.82 15.0 8.80 17.4 6.14 
10.5 3.98 13.0 5.38 15.5 11.50 18.0 12.03 
10.8 5.98 13.4 7.93 18.0 12.00 18.8 14.10 
11.1 8.80 13.8 8,30 18.5 12.BO 18.2 14.70 
11.4 7.20 14.2 8.70 17.0 13.00 18.8 15.30 
11.7 7.50 14.8 10.10 17.5 13.50 20.4 15.90 
12.0 7.80 15.0 10.50 18.0 14.00 
12.3 6.10 15.4 10.80 18.5 14.50 
12.8 6.40 15.8' 11.30 19.0 15.00 
12.8 8.70 18.2 11.70 18.5 15.~ 
13.2 8,00 18.8 12.10 20.0 18.00 
13.5 8.30 17.0 12.50 20.5 18.50 
13.8 8.60 17.4 12.80 
14.1 8.80 17.8 13.30 
14.4 10.20 18.2 13.70 
14.7 10.50 18.8 14.10 
15.0 10.80 18.0 14.50 
15.3 11.10 19.4 14.90 
15.8 11.40 19.8 15.30 
15.8 11.70 20.2 15.70 
16.2 12.00 
18.5 12.30 
18.8 12.80 
17.1 12.90 
17.4 13.20 
17.7 13.BO 
18.0 13.80 
18.3 14.10 
18.8 14.40 
18.8 14.70 
19.2 15.00 
19.5 15.30 
19.8 15.60 
20.1 15.80 
.--·. 
FIG.~MODEL A- VERSION 1; ACCUMULATED RATES OF DEVELOPMENT 
DAYS STRAIGHT TO 5•c STRAIGHT TO 10't: STRAIGHT TO 15"c STRAIGHT TO 20't 
1 0.000 0.000 0.000 0.000 
2 0.000 0.000 0.000 0.000 
3 0.000 0.005 0.000 0.000 
4 0.000 0.012 0.000 0.000 
5 o.ooil 0.022 0.000 0.000 
6 0.001 0.035 0.000 0.000 
7 0.002 0.055 0.000 0.000 
8 0.003 0.083 0.000 0.000 
9 0.005 0.121 0.000 0.000 
10 0.008 0.176 0.000 0.000 
11 0.011 0.254 0.000 0.000 
12 0.016 0.364 0.000 0.000 
13 0.023 0.519 0.000 0.000 
14 0.033 0.738 0.000 0.000 
15 0.047 1.047 0.000 0.000 
16 0.067 1.464 0.000 0.000 
17 0.095 2.101 0.000 0.000 
18 0.135 2.973 O.ooO . 0.000 
19 0.191 4.204 0.000 0.000 
20 0.270 5.943 0.000 0.000 
21 0.382 8.400 0.000 0.000 
22 0.540 11.870 0.000 0.000 
23 0.764 1e.n2 0.000 o:ooo 
24 1.079 22.272 0.000 0.000 
25 1.525 21.n2 0.000 0.000 
26 2.025 33.272 0.000 o:ooo 
27 2.525 38.n2 0.000 0.000 
28 3.025 44.272 0.000 0.000 
29 3.525 49.n2 0.000 0.000 
30 4.025 55.272 0.000 0.000 
31 4.525 so.n2 0.000 0.000 
32 5.025 66.272 0.009 0.000 
33 5.525 11.n2 0.023 0.000 
34 6.025 n.212 0.041 0.000 
35 6.525 62.n2 0.068 0.000 
36 7.025 68.272 0.105 0.000 
37 7.525 93.m 0.158 0.000 
36 8.025 99.272 0.232 0.000 
39 8.525 104.m 0.337 0.000 
40 9.025 110.272 0.465 0.000 
41 9.525 115.m 0.695 0.000 
42 10.025 121.272 0.991 0.000 
-, 
' 
FIG.b4MODELA- VERSION 2; FOUR CONSTANT TEMPERATURES 
DAYS STRAIGHT TO 5<t STRAIGHT TO 10°C 
1 0.000 0.000 
2 0.000 0.000 
3 0.000 0.000 
4 0.000 0.000 
5 0.000 0.000 
6 0.000 0.005 
7 0.000 0.012 
8 0.000 0.022 
9 0.000 0.035 
10 0.000 0.055 
11 0.000 0.083 
12 0.000 0.121 
13 0.001 0.176 
14 0.002 0.254 
15 0.003 0.364 
16 0.005 0.519 
17 0.008 0.738 
18 0.011 1.047 
19 0.0.16 1.480 
20 0.023 2.101 
21 0.033 2.973 
22 0.047 4.204 
23 0.067 5.943 
24 0.095 8.400 
25 0.135 11.870 
26 0.191 1s.n2 
27 0.270 22.272 
28 0.380 21.n2 
_...._ 
' ·. 
STRAIGHT TO 15<t STRAIGHT TO 20<t 
0.000 0.000 
0.000 0.014 
0.009 0.033 
0.023 0.061 
0.041 0.100 
0.068 0.155 
0.105 0.233 
0.158 0.342 
0.232 0.497 
0.337 . 0.716 
0.485 1.025 
0.695 1.462 
0.991 2.079 
1.409 2.951 
1.999 4.182 
2.833 5.921 
4.011 8.378 
5.675 11.848 
8.026 16.750 
11.346 23.673 
16.037 33.453 
22.661 47.267 
32.020 62.767 
42.520 78.267 
53.020 93.767 
63.520 109.267 
74.020 124.767 
84.520 140.267 
FIG. 6~ MODEL 8 ·ACCUMULATED RATES OF DEVELOPMENT 
DAYS 4 WEEKS AT 5"C, THEN 20"C 4 WEEKS AT 10"C,THEN 21f'C 4 WEEKS AT 15't, THEN 21f'C STRAIGHT TO 21f'C STRAIGHT TO 15't 
1 0.000 0.000 0.067 0.000 0.067 
2 0.000 0.000 0.133 0.014 0.133 
3 0.000 0.000 0.200 0.033 0.200 
4 0.000 0.000 0.267 0.061 0.267 
5 0.000 0.000 0.333 0.100 0.333 
6 0.000 0.005 0.400 0.155 0.400 
7 0.000 0.012 0.467 0.233 0.467 
8 0.000 0.022 0.533 0.342 0.533 
9 0.000 0.035 0.600 0.497 0.600 
10 0.000 0.055 0.667 0.716 0.667 
11 0.000 0.083 0.733 1.025 o.i33 
12 0.000 0.121 0.800 1.462 0.800 
13 0.001 0.176 0.867 2.079 0.867 
14 0.002 0.254 0.933 2.951 0.933 
15 0.003 0.364 1.000 4.182 1.000 
16 0.005 0.519 1.067 5.921 1.067 
17 0.008 0.738 1.133 8.378 1.133 
18 0.011 1.047 1.200 11.846 1.200 
19 0.016 1.484 1.267 16.750 1.267 
20 0.023 2.101 1.333 23.673 1.333 
21 0.033 2.973 1.400 33.453 1.400 
22 0.047 4.204 1.467 47.267 1.467 
23 0.067 5.943 1.533 62.767 1.533 
24 0.095 8.400 1.600 78.267 1.600 
25 0.135 11.870 1.667 93.767 1.667 
26 0.191 16.n2 1.733 109.267 1.733 
27 0.270 22.272 1.800 124.767 1.800 
28 0.382 27.772 1.867 140.267 1.867 
29 5.284 43.272 1.867 155.767 1.933 
30 12.207 58.772 1.867 171.267 2.000 
31 21.987 74.272 1.867 186.767 2.067 
32 35.802 89.n2 1.867 202.267 2.133 
33 51.302 105.272 1.867 217.767 2.200 
34 66.802 120.n2 1.867 233.267 2.267 
35 82.302 136.272 1.867 246.767 2.333 
36 97.802 151.n2 1.867 264.267 2.400 
37 113.302 167.272 1.867 279.767 2.467 
38 128.802 182.n2 1.867 295.267 2.533 
39 144.302 198.272 1.867 310.767 2.600 
40 159.802 21a.n2 1.867 326.267 2.667 
41 175.302 229.272 1.867 341.767 2.733 
42 190.802 244.772 1.867 357.267 2.800 
--·~ .~-
FIG. U MODEL C ·VERSION 1; ACCUMUlATED RATES OF DEVELOPMENT 
DAYS SlJIAIGHT TO 20t SlJIAIGHTTO 1o't SlJIAIGHT TO 5't SIRAlGHT TO 15't 1 WEEKAT5't, THEN 15't 1 WEEK AT 1s"c, THEN 2lfc 
1 0.014 0.000 0.000 0.000 0.000 0.000 
2 0.033 0.000 0.000 0.000 0.000 0.000 
3 0.031 0.005 0.000 0.000 0.000 0.000 
4 0.100 0.012 0.000 0.000 0.000 0.000 
5 0.155 0.022 0.000 0.000 0.000 0.000 
8 0.233 0.039 0.001 0.000 0.001 o,ooo 
7 0.342 0.059 0.002 0.000 0.002 0.000 
8 0.497 0.083 0.003 0.000 0.028 0.014 
9 0,718 0.121 0.005 0.000 0.088 0.033 
10 1.025 0.178 0.009 0.000 0.119 0.081 
, 1.482 0.254 0.011 o.ooo 0.193 0.100 
12 2.079 0.394 0.018 0.000 0.299 0.155 
13 2.951 0.519 0.023 0.000 0.448 0.233 
14 4.182 0.738 0.033 0.000 0.855 0.342 
15 5.921 1.047 0.037 o.ooo 0.951 0.487 
18 8.378 1.484 0.087 0.000 1.389 0.718 
17 11.848 2.101 0.095 0.000 1.980 1.025 
18 18.750 2.873 0.135 0.000 2.794 1.482 
19 23.873 4.204 0.191 0.000 3.972 2.079 
20 33.453 5.943 0.270 0.000 5.838 2.951 
21 47.267 8.400 0.382 0.000 7.987 '-182 
·22 62.767 11.870 0.540 0.000 11.307 5.921 
23 78.287 18.772 0.784 0.000 15.997 &379 
24 83.787 22.272 1.078 0.000 22.822 11.548 
25 109.267 27.772 1.21 0.000 31.881 1&:750 
28 124.787 33.272 2.025 o.ooo 42.481 23.873 
27 140.267 aa.n2 2.21 0.000 52.981 33.453 
28 155.787 4'-272 3.025 0.000 83.481 47.287 
28 1?1.287 48.772 3.525 0.000 73.981 82.787 
30 158.787 55.272 '-025 0.000 54.481 79.287 
31 202.267 ao.n2 '-!525 0.000 94.981 93.787 
32 217.787 88.272 "-025 0.009 105.481 108.287 
33 233.287 71.772 5.525 0.023 115.991 12'-787 
34 248.787 n.212 8.025 0.041 128.481 140.287 
35 254.287 82.772 8.525 0.088 138.981 155.787 
38 278.787 88.272 7.o2s 0.1~ 147.481 171.287 
37 285.287 83.772 7.525 0.1!58 157.881 158.787 
38 310.787 99.272 8.025 0.232 1Ba481 202.287 
38 328.287 104.772 8,525 0.337 17&981 217.787 
40 341.787 110.272 9.025 0.485 199.481 233.297 
41 357.287 115.772 9.525 0.895 199.981 248.787 
42 372.787 121.272 10.025 0.991 210.481 28'-287 
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