The maximum-likelihood (ML) approach is a powerful tool for reconstructing molecular phylogenies. In conjunction with the Kishino-Hasegawa test, it allows direct comparison of alternative evolutionary hypotheses. A commonly occurring outcome is that several trees are not significantly different from the ML tree, and thus there is residual uncertainty about the correct tree topology. We present a new method for producing a majority-rule consensus tree that is based on those trees that are not significantly less likely than the ML tree. Five types of consensus trees are considered. These differ in the weighting schemes that are employed. Apart from incorporating the topologies of alternative trees, some of the weighting schemes also make use of the differences between the log likelihood estimate of the ML tree and those of the other trees and the standard errors of those differences. The new approach is used to analyze the phylogenetic relationship of psbA proteins from four free-living photosynthetic prokaryotes and a chloroplast from green plants. We conclude that the most promising weighting scheme involves exponential weighting of differences between the log likelihood estimate of the ML tree and those of the other trees standardized by the standard errors of the differences. A consensus tree that is based on this weighting scheme is referred to as a standardized, exponentially weighted consensus tree. The new approach is a valuable alternative to existing treeevaluating methods, because it integrates phylogenetic information from the ML tree with that of trees that do not differ significantly from the ML tree.
Introduction
Maximum-likelihood (ML) methods for inferring evolutionary trees have been described in detail for both DNA and protein sequences (e.g., Felsenstein 1981; Bishop and Friday 1985) and they have been developed to accommodate increasingly realistic conditions (e.g., Hasegawa and Yano 1984; Kishino and Hasegawa 1989; Kishino, Miyata, and Hasegawa 1990; Yang 1993 Yang , 1994 Yang , 1996 Olsen et al. 1994; Adachi and Hasegawa 1996a; Felsenstein and Churchill 1996) . One advantage of the ML approach is that it facilitates statistically sound comparisons of alternative evolutionary trees. Such comparisons were initially made using the likelihood ratio test, but for statistical reasons (e.g., Felsenstein 1983 Felsenstein , 1987 Hasegawa and Kishino 1989) , it was largely abandoned (for an exception, see Kumar 1996) . Following the introduction of bootstrap analysis of sequence data (Felsenstein 1985) , it was shown that resampling with replacement may be used to determine the variance of a difference between log likelihood estimates of alternative evolutionary trees , and explicit calculation of this variance was later made possible . It is this variance that forms the basis for the now widely used Kishino-Hasegawa test. Frequently, the result of a Kishino-Hasegawa test is that the ML tree is not significantly better than other trees (e.g., Kishino, Miyata, and Hasegawa 1990; Kusmierski et al. 1993; Janke et al. 1996; Noack, Zardoya, and Meyer 1997) . In such cases, the bootstrap proba-bility approach (Kishino, Miyata, and Hasegawa 1990; Hasegawa and Kishino 1994) may be used to assign confidence values to the trees being compared. The advantage of using this method is that information from alternative trees can be combined to answer specific questions (see, e.g., Kishino, Miyata, and Hasegawa 1990) . The disadvantage of the bootstrap probability approach is that it does not identify sites of topological uncertainty in the tree. An ML analysis of bootstrapped sequences can identify such sites, but it is a time-consuming process. Thus, there is a need for a fast and reliable alternative to the existing tree-evaluating methods.
We propose a new method for generating a majority-rule consensus tree based on trees obtained by the ML method and apply it to the amino acid sequences of the photosynthetic membrane protein psbA from four photosynthetic prokaryotes and a chloroplast from the green plants. These protein sequences have been analyzed previously using ML methods and all alternative phylogenies have been compared using both the Kishino-Hasegawa test and the bootstrap probability approach (Kishino, Miyata, and Hasegawa 1990) .
Consensus of Trees Obtained by Maximum-Likelihood Analysis
Suppose we study a phylogeny using the ML method, and the ML tree is compared with all alternative trees using the Kishino-Hasegawa test. We would then have a log likelihood value for each tree, where II is the log likelihood of the ML tree and Zi is the log likelihood of the ith tree. Likewise, we would have the difference between the log likelihood of the ML tree and that of the ith tree (AZi = II -Zi), its standard error (SE,,,) , and the ratio of AZi to SEAI,. Under the null hypothesis that the two trees are equally likely, the distribution of this ratio is taken to be approximately standard normal. The Kishino-Hasegawa test uses this ratio and a user-specified level of significance ((x) to determine whether a given tree is less likely than the ML tree .
If the Kishino-Hasegawa test identifies N -1 trees that are not less likely than the ML tree, we may be interested in generating a consensus tree, Tc, based on the set {S }, comprising the N trees. We propose that the consensus tree should incorporate information about the topology of the N trees and that AZi and SEA11 should be used to provide relative weights to alternative trees. We introduce five weighting schemes, and refer to these as class I-class V weighting schemes. The consensus trees based on these weighting schemes are accordingly called class I-class V consensus trees.
The class I weighting scheme considers only the topologies of the N trees. These can be stored in the Newick format on a "treefile" that can be processed using the CONSENSE program from the program package PHYLIP (Felsenstein 1993) . The product is a class I consensus tree in which each edge is ascribed a relative-likelihood support (RLS, equal to the relative frequencies of bipartitions in the data). The class I consensus tree is conceptually simple because it is based on equal weighting of the N trees. It may not, however, be realistic because it does not incorporate all the available information.
In that respect, the class I consensus tree is called an equally weighted consensus tree.
One way to make more use of the available information is to apply decreasing weights to trees with decreasing log likelihood values. This can be achieved by including the ML tree in the "treefile" at a higher frequency than the other trees.
The class II weighting scheme considers the topologies of the N trees and the difference between the log likelihood estimate of the ML tree and that of the ith tree. The tree-specific weight of the ith tree is given by
where ROUND denotes a rounding up or down to the nearest integer, 01 is the significance level chosen in the Kishino-Hasegawa test, and AI, is the maximum difference in the log likelihood values observed between the N trees. Multiplication by 100 is done in order to minimize the rounding error. Equation (1) ensures that the ML tree occurs l/o times more frequently in the "treefile" than the tree with the smallest log likelihood estimate. The result is called a class II consensus tree or a linearly weighted consensus tree.
The class II weighting scheme does not include information about the standard error of the difference between log likelihood estimates. This standard error can vary considerably and is included in the class III weighting scheme, which is otherwise identical to the class II weighting scheme.
Under the class III weighting scheme, the tree-specific weight of the ith tree is given by: The resulting class III consensus tree is referred to as a standardized, linearly weighted consensus tree. The class II and class III weighting schemes apply linearly decreasing weights to trees with decreasing log likelihood estimates. It may, however, be more appropriate to apply exponentially decreasing weights to these trees, since the tree-specific weights depend on differences in the logarithms of the tree-specific likelihood estimates.
The class IV weighting scheme is similar to the class II weighting scheme except that the scaling is exponential rather than linear. The tree-specific weight of the ith tree is given by fi = ROUND and a consensus tree based on this equation is referred to as a class IV consensus tree or an exponentially weighted consensus tree.
The class V weighting scheme considers the same parameters as the class III weighting scheme except that the scaling is exponential rather than linear. The treespecific weight of the ith tree is given by
for AZi > 0.0, and by:
for AZi = 0.0.
A consensus tree based on this weigthing scheme is called a class V consensus tree or a standardized, ex-
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ponentially weighted consensus tree. The effects of the five weighting schemes are illustrated in figure 1 using a hypothetical data set. The class I weighting scheme applies equal weighting to all trees regardless of the AZi and SEAI, values. The other weighting schemes apply both tree topology and the related AZi and SEAG values such that the ML tree is given more weight than the other trees. It can be seen that the class II and class III weighting schemes give more weight to trees with midrange values of AZi and Aal,/ SEAIl than the class IV and class V weighting schemes. The differences between class II and class III weighting schemes and between class IV and class V weighting schemes are not evident from the figure, because axis with standard errors was not included. a third 0.6 0.8
AIi or AJ/SE,,,
-Comparison of the weighting schemes used for generating the consensus trees. A hypothetical data set was analyzed by the ML method and all less likely trees were compared to the ML tree using the Kishino-Hasegawa test with OL = 0.05. Relative tree-specific weights cf;/'i) were calculated for all trees using weighting schemes described in the text. The ML tree is represented by AZ, and Al,/SE,l, values equal to 0.0 on the abscissa. The class I weighting scheme applies equal weight to all trees-other weighting schemes apply most weight to the ML tree and smaller weights to the other trees. The class II and class III weighting schemes and the class IV and class V weighting schemes differ in the weights applied to trees in the range between 0.0 and 1.0.
The five types of consensus trees can be illustrated as majority-rule consensus trees, which the CONSENSE program produces by default. Strict consensus trees can also be produced using CONSENSE by considering only the edges that are ascribed RLS values of 100% (Felsenstein 1993) . However, the strict consensus tree includes only a small proportion of the available phylogenetic information that was intended to be integrated into the consensus tree.
Statistical Justification
The essentially heuristic description of our methodology may borrow statistical support through decision theory as well as ranking and selection theory under both the frequentist and Bayesian paradigms. This is briefly described below, with more detail on decision theory provided by Casella and Berger (1990, chapter lo), Bernard0 and Smith (1994) and Robert (1994) , and more detail on ranking and selection theory provided by Gupta and Panchapakesan (1979, 1985) and Hsu (1996) . The overall aim of the proposed consensus approach may be stated as the estimation of & (corresponding to the "true" tree, TT) by 0c (corresponding to the consensus tree, Tc), where 0c is a weighted function of the parameters {Or, e2, . . . , 8,) corresponding to the set {S }, of trees considered not less likely than and including the ML tree Tr. Here, 8r is the parameter set of T,, and the ordering of Oi is in terms of increasing {S},, let the set {S} represent all possible N-sized sets of trees that can be constructed from the tree space, and let c denote all possible intervals (corresponding to a confidence or highest posterior density interval) of 0 in the space of 0.
Although the methodology may be viewed as a single decision function, it is convenient to consider two separate actions: the construction of { SX,, and the construction of Tc given {S },.
The first action may be considered in light of a subset selection rule within ranking and selection theory: the goal is to select a (minimum size, random size) subset {S}, such that the probability that TT can be constructed from this subset is at least a specified value P* = 1 -cx. That is, we require Pr(T, E {I} 1 X) 2 1 -(x, where X denotes the matrix of characters in the sequence alignment. Because of the way in which Tc is constructed, and with reference to Kishino and Hasegawa's (1989) observation that 0, is a consistent estimator for &, we might consider a proxy goal of constructing a set of trees such that Tcl,, which is truly "closest" to TT, is included in {S}, with a specified confidence, i.e., Pr(8,,, E {S}, 1 X) 2 1 -(x. In a subset selection formulation, this corresponds to including in {S}, all contenders for Tcl,, with significance level 01. The selection rule thus becomes:
Include in {S}, all trees Ti for which AZi I d(SE,l,), where d is a constant satisfying the probability requirement, acknowledging the dependence between the AZi values. This problem may also be considered in terms of an "indifference zone" around Tcl, and issues such as expected subset size may also be considered. From the decision-theoretical viewpoint, an action space ai = (a,, al) may be defined for the ith tree, where a0 = "Include the tree in { S }N" and a, = "Exclude the tree from {SK Equivalently, $t may be considered as the set {s}. The above selection procedure is then phrased as a decision rule S(X) (see Gupta and Panchapakesan [ 19791 for details) .
Such rules satisfy the principle of parsimony, whereby consensus is not across all trees but across only those which cannot be distinguished from T(i, with the specified confidence.
Bayesian analogs have been developed and are reviewed by Robert (1994) . Furthermore, as Kishino and Hasegawa (1989) demonstrate, posterior confidence regions, or highest posterior density regions, for Pr(Ti = Tcl, 1 X) may be constructed as functions of AZi and SE,l., with direct correspondence between the confidence interval and highest posterior density region (if reference priors are used) or with adjustment for other priors.
Given the subset {S},, we may now consider the construction of the "best" consensus tree in a decisiontheoretic framework. One might consider estimation of either TT or 0-r. For the former, the action space a comAZi values. Also, let the individual tree which is truely prises of all possible consensus trees arising from {S},; closest to TT be denoted T(r). Let the set {I} represent for the latter, a consists of the set {C} . Taking the latter all possible consensus trees that can be constructed from approach, let D denote the action of estimating "& E of tree-specific weights V;) i: given as a subscript to the roman numeral. The tree-specific weights values in columns 6 and 7 were set to 100 if the Kishino-Hasegawa test did not reject the corresponding tree at the chosen level of significance, whereas those in columns 8-15 were calculated using equations (l)-(4). Whereveri = 0, it indicates thal the Kishino-Hasegawa test rejected the tree given the level of significance. "Treefiles" were designed to contain all trees together with their tree-specific weights So, for example, the first line in the "treefile" corresponding to V,,, would be "((Ana,Pro),Syn,(chl,Fre)) [2000] ;".
D," and let the decision rule S(X) specify which set D in a will be used as an estimate of (!lT given X. The corresponding loss function L(8,D) consists of two parts: the length of D and an indicator function Z,(e) = 1, e-r E D; Z,(0) = 0, eT B D denoting the "correctness" of the estimate. Casella and Berger (1990, p. 470) consider one such loss function and the corresponding risk function R(8,D) = E(L(e,D)), and give references for alternative functions and further discussion.
Such decision rules may be compared via the average (Bayes) risk or via a minimax rule which compares the smallest possible maximum risk. For interval estimation of &-, the weighting functions in class I-class V might constitute a prior n(e) on 0 and the Bayes risk becomes, for continuous distributions, B(~T, 6) = I,
R(e,8)7F(e) de.
The weighting functions may also be defined as Bayes rules, that is, that S(X) which minimizes the Bayes risk among all possible decision rules under different loss functions.
For example, with the class I weighting scheme, 6(X) = E(8 1 X), which is the Bayes estimator under squared error loss. The Bayes estimator under a linear loss resembles the class II and class III weighting schemes, and the class IV and class V weighting schemes reflect a logarithmic loss; the latter may also be identified in terms of the Kullback-Leibler distance measure.
These estimators and corresponding credible regions, which may be constructed under each weighting scheme, are further discussed in Bernard0 and Smith (1994, pp. 257-263) and have analogs in model comparison and hypothesis-testing formulations.
Finally, we note that the above statements are conditional on {S },, but by its construction, this set includes 0(r) in {S}, with confidence 1 -(x and hence is expected to allow construction of eT with high probability. Further examination of the properties of the weighting functions in class I-class V, especially in a fully Bayesian formulation (unpublished data), may allow greater insight into the comparative optimality oi these methods and reveal more optimal functions.
An Example-the Origin of a Chloroplast Gene
The effects of choosing between different (x values and weighting schemes are shown using a previously analyzed data set that comprises the amino acid sequences encoded by the psbA genes of four free-living photosynthetic prokaryotes and a chloroplast from the green plants (Kishino, Miyata, and Hasegawa 1990 ) Briefly, the authors addressed a controversy regarding the phylogenetic relationship between ProchZorothriA and the chloroplasts of green plants (cf. Morden and Golden 1989a, 1989b; Penny 1989; Turner et al. 1989) The amino acid sequences were analyzed using the ML method, and alternative trees were compared using the Kishino-Hasegawa test and the bootstrap probability approach. Using a 5% level of significance and excluding all indels, the Kishino-Hasegawa test showed that only 1 of 14 alternative trees was less likely than the ML tree. A close link between Prochlorothrix and the chloroplasts of green plants was supported by a combinec bootstrap probability of only 8.7%, whereas a close link between Prochlorothrix and Anacystis was supported by a combined bootstrap probability of 75.9%. The authors! conclusion was that it is likely that the chloroplast ol green plants has a more distant relationship with Prochlorothrix than with the other taxa. The tree topologies analyzed previously by Kishino and his colleagues were subjected to the weighting schemes described above, and the tree-specific weights (table 1) were used to produce majority-rule consensus trees for each of the weighting schemes ( fig. 2) . The consensus trees based on class II-class V weighting and CY = 0.1 have identical topologies, and changing (Y from 0.1 to 0.05 and 0.01 has no effect on the tree topology. The consensus tree based on class I weighting and CY = 0.1 had a different topology, and changing (x from 0.1 to 0.05 and 0.01 produces several conflicting consensus trees. The class I consensus tree shown in figure 2 was identical to a less likely tree (tree 15 in table 1) with a bootstrap probability of only 7.1% (Kishino, Miyata, and Hasegawa 1990) . If the data set had contained more taxa and we had sampled only a small proportion of all possible trees, the class I weighting scheme may have been useful, but since the other weighting schemes include additional useful information, we do not recommend its use.
The class II-class V consensus trees are identical to the ML tree, which, in turn, is supported by the highest bootstrap probability (41.5%: Kishino, Miyata, and Hasegawa 1990) . However, the RLSs of edges in the exponentially weighted consensus trees are higher than those in the corresponding linearly weighted consensus trees. The linearly and exponentially weighted consensus trees also differ in the way they are affected by decreasing 01 values and the concomitant inclusion of more alternative trees. Changing the 01 value from 0.1 to 0.05 results in increasing RLS in the class IV and class V consensus trees, in decreasing RLS in the class I and class III consensus trees, and in a heterogenous figure  3 , and tree B is based on bipartitions 4 and 6. The RLSs of edges in tree A and tree B are obtained from columns 1 and 2 and from columns 4 and 6, respectively. pattern of change in the class II consensus tree. A further change of the (x value from 0.05 to 0.01 had the same effect on the RLS as the previous change (data not shown), except that RLS in the class II consensus trees decreased to values below those listed in figure 2.
Discussion
We have developed an approach for generating consensus of ML trees that appears to give results that are consistent with previously developed tree-evaluating methods. Five weighting schemes were considered for the production of majority-rule consensus trees. The standardized, exponentially weighted consensus tree appears most promising-its value derives from the sensible integration of phylogenetic information from the ML tree and the less likely alternative trees.
The proposed approach also allows RLSs to be assigned to edges in trees that differ from the majorityrule consensus tree. The RLS plot in figure 3 shows the support for different bipartitions in the data and can be used in the assessment of alternative topologies. Figure  4 illustrates the topology of the ML tree and that of the tree proposed by Morden and Golden (1989a) . The RLSs of edges in the ML tree (tree A) are much higher than those in the other tree (tree B). This approach, which has been used previously in other contexts (Lento et al. 1995; Jakobsen, Wilson, and Easteal 1997) , supports the conclusions of Kishino, Miyata, and Hasegawa (1990) .
In the example considered here, the standardized, exponentially weighted consensus trees are identical to the ML tree. A recent phylogenetic analysis of the small ribosomal RNA gene sequences from eight Archaebacteria and three Eubacteria (unpublished data) shows, however, that this is not always the case. All 34,459,425 trees were evaluated using the Kishino-Hasegawa test and 609 of these were found not to differ significantly from the ML tree. The ML tree and the standardized, exponentially weighted consensus tree differed, but the difference was not significant at a 5% significance level (using the Kishino-Hasegawa test) . In summary, we have specified five methods for obtaining a consensus tree based on trees obtained using ML analysis, and the standardized, exponentially weighted (class V) consensus tree appears to be the most promising of those considered. We stress, however, that there is no guarantee that an integration of phylogenetic information from alternative trees will result in the recovery of the true evolutionary history. The true value of the new approach will only be known after it has been applied and analyzed in detail, but we believe that the class V consensus tree will prove to be a very useful supplement to the existing tree-evaluating methods.
Computer Software
A computer program, TREECONS, has been written to support fast development of the consensus tree and for doing Kishino-Hasegawa tests with 01 values different from 0.05. TREECONS is designed to read output files Consensus Trees from Maximum-Likelihood Analysis 130 1 fastDNAm1 (Olsen et al. 1994) , NucML and ProtML (Adachi and Hasegawa 1996b), and TrExML (unpublished data) . The output file can be processed by CON-SENSE (Felsenstein 1993) . TREECONS is written in ANSI C and is available from a WWW site: http:// jcsmr.anu.edu.au/dmm/humgen/humgen.htm.
