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1. INTRODUCTION 
Recently Kamenev 131, Mahfoud [ 5 1, and Yeh [9 ] discussed the 
oscillatory behavior of the continuable solutions of the second-order 
differential equations 
i + q(t) f(x) = 0 (’ = d/dt), 
kw-~)’ + s(t) f(4 sO)l) = 0. 
and 
respectively. 
The purpose of this paper is to establish results similar to some of the 
results of the above-mentioned authors for the nth order functional 
differential equation with a nonlinear damping, namely 
(a(t)x’“-1’). + p(t) Ix+” 5 I x “r-” + q(t)f(x[ g(t)]) =o, 
P> 0. n even, (I) 
with the restriction that q > 0. In fact nothing much of significance is known 
regarding Eq. (1) when q has a variable sign (see [4, open problem XIII; an 
example in 1 I). Some specific comparisons to known results will be made in 
the text of the paper. We also mention that we do not stipulate that the 
function g in Eq. (1) be either retarded or advanced. Hence our theorems 
may hold for ordinary retarded, advanced, and mixed type equations. 
In what follows, we consider only solutions of Eq. (1) which are defined 
for all large t. The oscillatory character is considered in the usual sense, i.e.. 
a solution of Eq. (1) is called oscillatory if it has no last zero. otherwise it is 
called nonoscillatory. 
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In the sequel we will assume the following conditions: 
(i) 4: [t,. co) --* [O, co) is continuous and is not eventually identically 
zero: 
(ii) f: R + R is continuous, $(x) > 0 and 
f’(x) z k > 0 for X# 0 (’ = d/d-Y): 
(iii) a. p, g: [to. co)+ [0, co) are continuous, a(t) > 0, and g(t)- co 
ast-,co. 
Assume that there exists a continuously differentiable functions 
u: [t,, co+ (0. co) such that 
(iv) we have 
u(t) = ;‘:! (min(s. g(s)}). 
I 
o.(t) > 0. 
and 
a(t)+ co as t+w. 
We will have an occasion to use the following Lemmas; the first two are 
given in [7]: 
LEMMA 1. Let u be a positive and n-times differentiable function on 
[to, 0~)). If u’“‘(t) is of constant sign and not identical!y zero in any interval 
of the form [t, , a), there exists a t, > I, and an integer 1. 0 < I< n with 
n + I even for u ‘*) > 0 or n + I odd for u”” < 0 and such that I> 0 implies 
that I’m’ > 0 for t > t, (k = 0, l,.... I- I). and 
1 <n - I implies that (-l)‘+ku’k’(t) > 0 for t> t,, (k = 1. 
1 + l,..., n - 1). 
LEMMA 2. Let u be (n - 1) times (n > 1) continuously differentiable on an 
interval [t,, 00). Let also a(t) be a positive function on [to. OS) such that the 
function a(t) u(“-“(0 is continuous!)? d@rentiable on [t,. 00). Suppose 
moreover that for every t > tO we have 
u(t) > 0, 
&&” “(t) > 0, 
&a(t) u’“-“(t))’ < 0. 
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and not identical& zero for large t, where 6 = f 1. Then there exists a 
posititle constant M such that 
u(t/2) > M(a(t)/a*(t)) t”- ’ 1 u”‘- ‘j(t)1 for all large t. (2) 
where 
a*(t) = ,!yGyc, a(@). . 
Note. If the function a is nondecreasing, then. obviously, (2) takes the 
form 
u(t/2)>Mt”-‘IU’“-“(t)/ for all large t. 
LEMMA 3. Let 
ds = 00 
if p>o. 
(3) 
if p=o. 
Then if x(t) is a nonoscillatory solution of Eq. (1). M’e must have 
x(t) X+” (t) for all large t. 
Proof. Let x(t) be a noniscillatory solution of Eq. (1) and assume that 
x(t) > 0 for t > T. Choose tl sufficiently large so that g(t) > T and 
X[ g(t)] > 0 for t > t,. Next, let a(t) x’“-‘)(t)/,=,u = 0 for some t,, > t,. Thus 
(a(t) x’“~” (t)n~,,I= -4(4Jf(-~lgvo)l) < 03 
which implies that x”-“(t) cannot have another zero after it vanishes once. 
Thus I’m-” has a fixed sign for all large t. 
Let x”-“(t) < 0 for all t > tz > t, : then if we take -a(t) x”‘-“(t) = u(t). 
t> t2, we get 
ti(t) + (p(t)/a4+‘(t)) u’+‘(t) > 0, 
We discuss the following two cases: 
Case 1. p > 0. Integration of (4) yields 
P> 0. (4) 
-u-“(t) + u-0 @A +P [’ [p(s)la5”(s)l ds 2 0. . ,! 
Thus 
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x’“-“(t) < -c,(t)/a(t). (5) 
Case 2. /3 = 0. Integration of (4) yields 
u(t) > W,) ew - t 1 I . I: 
ds = c,(t) > 0. 1 
Thus 
xi+ “(t) < -cz(t)/a(t). (6) 
Now integration of (5) and (6) from t, to f yields 
which implies that lim,,, x(t) = -co, a contradiction. A similar proof holds 
when x(t) < 0 for c > T. 
Nofe. If p = 0, then (3) takes the form j’x (l/a(s)) ds = co. 
Remark. In connection with the study of solutions of Eq. (I). we 
consider the equation 
(a(t) X+” )’ + p(r) Ix’“-yx”‘-” +q(r)j-*[ g(t)l) =o, 
n even. /? > 0, (7) 
where f * is defined as 
f*(x) =f(xh if x < 0, 
= -f (-x), if x > 0. 
It is easy to see thatf* is an odd function and xf*(x) > 0 for x + 0. Also, if 
x(t) is a solution of (7), then -x(t) is also a solution of (7). Moreover, 
y(t) < 0 is a solution of (7) if and only if y(t) is a solution of (1). 
2. MAIN RESULTS 
THEOREM 1. Let conditions (i)--(iv) and (3) hold. Suppose thar fhere 
exists a continuously d@erentiable function 
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such that 
lim sup P(S) 4s) - a*[O@)l P*(s) ds= oo, (8) f-m 2&f&p(s) b(s) u”- Z(s) 1 
where M is as in Lemma 2 and a*(t)= max,!,,,,,a(B). Then Eq. (1) is 
oscillatory. 
Proof: Let x(t) be a nonoscillatory solution of (1). Assume that x(t) > 0 
for t > t, > 0, and choose a t, > t, so that u(t) > t, for t > t, and x[a(t)] > 0 
for t 2 t,. By Lemma 3, there exists a t, > t, such that x(“-‘)(t) > 0 for 
t > t,. If we apply Lemma 1, using n - 1 instead of n, then there exists a 
t, > t, such that i(t) > 0 for t > t,. Choose a t, > t, so that u(t) > 2t, for 
t > t,. It is easy to check that we can apply Lemma 2 for u =x’ and 
conclude that there exist M > 0 and t, > t, such that 
i +J(t) >Mu”-yt) [ 1 abW1 a*[401 xcn- ”[u(t)] 
> Mu”-2(t) 40 
a*bWl 
x- “(t) for t> t,. (9) 
Let w(t) = a(t)p(t) x’“-“(t)/‘(x[fu(t)]). Thus w(t) satisfies 
f(x[gWl) w = -PO> 4(t)f(x,fu(t)l) - dt)p(t) Ix I 
(n-1) 4x(“-I) 
f(eJwl) 
I b(t) w(t) _ i W) 4MOl f’(~[M)l) M,(t) 
PO> 2 fwJWl> . 
From (9) and the fact that x(t) is a nondecreasing function we have 
G(t) < -p(t) q(t) + ‘3 w(t) - + Mk ’ 
PO> 
“-2(t> d(t) ,v2(t) 
a* b(t)1 p(t) 
= -p(t) q(t) + G*(t) a*[u(t)]/2Mkp(t) une2(t) b(t)) 
(t) d(t)/a* [u(t)] p(t)))“’ w(t) 
P(tYP(t> 
1 
2 
- 2(fMk(u”-2(t) d(t)/a*[u(t)] p(t)))“’ * (10) 
Thus 
k(t) < -p(t) q(t) + (a* [u(t)] P2(t)/2Mk(t) u”-2(t) b(t)). (11) 
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Integrating (11) from fs to f we obtain 
which contradicts condition (8) and the proof of the theorem is complete. 
COROLLARY 1. In Theorem 1. let condition (8) be replaced bv 
fi? SUP 1“p(s)q(Ws= 00, 
. h 
and 
lim 
d a*[a(s)] b’(s) 
t-x !,,, p(s) d-ys) b(s) ds < O”. 
(8’) 
63”) 
Then the conclusion of Theorem 1 holds. 
Remark. (1) If n = 2, one can easily see from proof of [ 5. Theorem 11 
that we can replace fMa*[a(t)] by a[a(t)]. 
(2) If n = 2, p = 0, then [5, Theorem 1: a theorem in 6; and 8. 
Theorem 3.21 are included in our Theorem 1 as special cases. 
(3) We note that by separating condition (8) into two conditions (8’) 
and (8”), we have weakened our criterion in Theorem 1. 
Following is an illustrative example: 
EXAMPLE. Consider the equation 
.f + (l/t’)x = 0. (*I 
Equation (*) is oscillatory by Theorem 1 for p(t) = t. while Corollary 1 fails 
to apply. 
THEOREM 2. Let conditions (i)--(iv) and (3) hold. Suppose that there 
exists a continuously differentiable function 
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such that 
lim sup -&J’ ,. (t - My3 (t - u)*p(u) q(u) 
I-oc [ 
_ [(f-~hw-(m- mwi*~*bwl du= oc) 
2Mkp(u) d-*(U) b(u) 1 (12) 
where M and a* are as in Lemma 2 and m is an integer such that m > 3. 
Then Eq. (1) is oscillatory. 
Proof Let x(t) be a nonoscillatory solution of (1). Assume that x(t) > 0 
for t > to, to > 0. As in the proof of Theorem 1, we obtain inequality (10). 
Now we multiply both sides of (10) by (t - u)“-’ and integrate from t, to t 
to obtain 
I 
-I (t - u)“-‘p(u) q(u) du 
I5 
< (t - ts)“- ‘M’(f,) 
+ if (l- My-* (t - u) 
-15 
$f-(m- I)] w(u)du 
- if (t - u)“-’ +Mk ;;;;;;)),;;: w’(u) du 
. (5 u 
= (t - t5y- ‘w(t,) 
+I 
-I (t - u)“-3[(t - u)p(u) - (m - l)p(u)]‘a*[a(u)] du 
. f> 2Mkp(u) C*(u) 6(u) 
.I 
- 
i (I 
+Mk(r - u)“-’ 
b(u) d-*(U) ’ * ,c(u) 
-15 a*k+)l P(U) 1 
(t- u)“-*W- 4PWh4 - Cm - 111 
- 2[+Mk(t - u)~-’ (u”-*(u) 6(u)/a*[o(u)] p(u))]“‘* 
’ du 
. 
Thus 
+ J; (t - u)m-3 [(I- a44 q(u) 
_ [(t- u)P(u) - (m - l)du)l’a*[f~(u)l 
2Mkp(u) u”-*(u) C+(U) I 
du 
< (1 - (~,lw-‘~(~,j 
+ a) as t+m, 
which contradicts condition (12). A similar proof holds if x(t) < 0 for t > t,. 
409'94,2 '5 
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COROLLARY 2. In Theorem 2, let condition (12) be replaced bv 
lim sup+ 
,-Oc, 
j: (t - u)“-‘p(u) q(u) du = co. (12’) 
0 
and 
1 
!!2 p-1 
(t-u)m-31(f--U)P(u)-(m- lM~)l’+W du < ao; 
p(u) d-yu) cqu) 
(12”) 
then the conclusion of Theorem 2 holds. 
In Theorem 3 we consider the equation 
(a(t) x’“-I))’ + p(t) Ix(“-“\~ x+‘) + q(t) f(x(t), x[ g(t)]) = 0, 
P > 0, n even. 
THEOREM 3. Les conditions (i)-(iv) and (3) hold, 
f(Yl, 4’2) > 0, if y,, 4’2 > 0, 
< 0, if y’ ) 4’2 < 0. 
Suppose there exists M, > 0 such that y, > M, implies 
l,iy i$fIfly,, JJ~)/.~ > c > 0. Yz - i 
If there exists a continuously dvferentiable function 
P: [4J, 00) -+ (0, a) 
such that 
lim sup 
t-cc 
_ IF u)O(u)- (m - GW’a*bWl 
ZMp(u) F2(u) c?(u) I 
du = o. 
(13) 
(14) 
(15) 
(16) 
where M, a*, and m are as in Theorem 2, then Eq. (13) is oscillatory. 
Proof. Let x(t) be a nonoscillatory solution of (1). Assume that x(t) > 0 
for t > to, t, > 0. As in the proof of Theorem 1. we let 
w(t) = a(t)p(r) x’“-“(t)/x[$7(t)] 
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w G -40 do fW9 4 gW1) xw> 1 
I 00) )@> 
P(t) 
- ($4cqt) CT2 @)/a * [@,I P(O) WJ 
Since a(t) > 0 for large t, lim,,, x(t) exists either as a finite or infinite limit. 
If lim 1+m x(t) = b is finite, then 
lim f(x(t)’ x[g(t)l) _ f(b, ‘) > 0. 
t+m ewl b 
If lim,+, x(t) = co, then by (15) we have that 
few, 4 gwlY-dMol~ c > 0 for large t. (17) 
In either case, we have that (17) holds for t large enough. It is easy to verify 
b+(t) < -q(t) q(t) + P$ w(t) - +4 
on-w d(f) w2(l) 
a*w1 PW ’ 
and the remainder of the proof follows that of Theorem 2. 
COROLLARY 3. In Theorem 3, let condition (16) be replaced 64 
conditions (12’) and (12”); then the conclusion of Theorem 3 holds. 
Remark. If n = 2, a(t) = p(t) = 1, and p(r) = 0, then [9, Theorem 1 ] and 
our Theorem 3 are the same. The restriction that q to be of fixed sign can be 
removed if n = 2, g(r) = t (see [2, 3]), thus we conclude that [9, Theorem 21 
is included in our Theorem 2. 
For illustration we consider the following examples: 
EXAMPLE 1. The equations 
(El) (&x’~-“)’ + [(x’~-“)~ + t’-“x[t/2] log(e + x’[r/2]) = 0, 
(Ez) (fix+ ” )’ + t(x(n - l))-’ + t’-” sinh x[t + sin t] = 0, 
and 
(E3) (fix’“-“)’ + t(~‘“~“)’ + t’-“x[t*] exp(x’[t’]) = 0, 
for n even, t > 0. are oscillatory by Corollary 1 for p(t) = F’. 
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EXAMPLE 2. Consider the equation 
(E4) (&Y(~~“)* + ~(x’“~“)‘I + x[ g(t)] exp(sin x[ g(t)]) = 0 
for n even, g(t) = ct or tC or t + cos t. c > 0, and t > 0. Clearly, 
I$ i;f ]f(x)/x > l/e = c > 0. 
Equation (Ej) is oscillatory by Theorem 3 for p(t) = 1. 
We may note that the oscillation of equations (E,)-(E,) is not deducible 
from other known oscillation criteria. 
Before going into the next results, we introduce the following conditions 
and notations: 
(v) We have that a,(t) = j;” q(s) ds exists; 
(vi) We have 
and 
.% du 
. I f(u) < co I- 
and 
--% du 
I- -, f(u) < Co; 
c = $Vik, (18) 
t//(t) = (-I A(s) ds. 
. 111 
Finally we define a sequence of functions a,(t), p = 0, I.... as follows: 
. x 
a,,(t) = 1 q(s) ds, a,(t) = -1 1 
eLx on-w 6.(s) a2(s) ds 
. I a*[u(s)] o ’ 
apt ,(t) = j:z o~*‘,(~~s~~) (aO(s) + cap(s))’ ds. 
where c = $Mk, a*[[] = maxllZ,,,,a(8), and p >, 1. 
THEOREM 4. Suppose that there exists a positive integer m such that 
a,(t) is dej?ned for p = 0, l,..., m - 1, but a,,,(t) does not exist; then every 
solution of (1) is oscillator-y. 
ProoJ Assume that there exists a solution x(t) # 0 of (1). say x(t) > 0 
for t > t,. As in the proof of Theorem 1, it follows from (lo), when p(t) = 1, 
that 
k(t) + q(t) + + Mk 
o"-VI W) M,Z(t) < o 
a*bWl ’ 
for t>t5. 
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Thus 
n- ys> c+(s) 
w(t) - w(z) + c jt u a* [u(s), z 
Using condition (v) we note that 
-I IF*(s) d(s) 
a*,u(s)l w*(s) ds] G K for some K > 0. 
Thus we have 
(19) 
and 
(20) 
Now from (20) we have 
W(f) > so(f) > 0. (21) 
Thus 
w*(t) > u;(t). 
If m = 1, then using (21) we get 
a contradiction to the nonexistence of a,(f). If m > 1, then from (20) and 
(2 1) it follows that 
W(f) > a,(t) + ca, - I(f), 
and hence 
! 
-O” u”-‘(s)d(s) [a 
a*b(s)l O 
(s) + ca,,- ,(s)]* ds 
t 
a contradiction to the nonexistence of a,(t). The proof is now complete. 
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THEOREM 5. Suppose that there exists a positive integer m such that 
a,(t) is defined for p = 0. l...., m - 1, and 
-= dm2(s) b(s) 
a*bWl 
[a&) + ca,(s) 1 ds = co. (22) 
If (vi) holds, then every solution of (I) is oscillatory. 
Proof: Let x(t) be a nonoscillatory solution of (1). Without loss of 
generality we assume that x(t) > 0 for t > to. It follows from the proof of 
Theorem 4 that 
w(t) > a,(t) + cam(t). 
i.e., 
a(t)x’“-” (tVfC~lSJ(~)l) > so(t) + cam(f). 
Using (2) we get 
1 <q+(t)] fqt) > I, u”-2(t) b(t) 
1 f(x[$(t)]) ’ 2 a*bWl la,(t) + cam(t) I- (23) 
Integrating (23) from t, to t we obtain 
[a,(s) + ca,(s) 1 ds = CO, 
a contradiction to (iv). This completes the proof of the theorem. 
THEOREM 6. If 
where w is given by (18), then every solution of ( 1) is oscillatory. 
ProoJ Let x(t) be a nonoscillatory solution of (1). Assume that x(t) > 0 
for t > to. It follows from the proof of Theorem 4 that 
w(t) > (-Oc q(s) ds + c [ 
m u”-2(s> 3s) w2(s) ds 
‘0 -I a*b(s)l 
= a,(t) + u(t), 
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where 
u(t) = c J 
-Oc o”-2(s) 66) w2(s) ds 
t a*[4dl * 
Since 
-Ii(f) = c 
F2(t) d(t) u,2(t) > c un-2(f) 60) 
a * W) 1 / a*bJts>1 
[a,(f) + w 1 2 
cv(f) b(f) 
a 2c a*‘:u(f)] 
a,(t) u(f), 
we obtain 
( J 
t 
u(f) < u(f,) exp -2c un-w d(s) ao(s) ds 
I> a* b(s)1 
= K,A(f), f 2 f, 2 f, 7 
where K, is a positive constant. Now 
.I 
! I 
m ds 
(5 s 
un-2(r)d(5) ~~(5) dr < +jt A(s) ds = Kz w(t), 
a* b(~)l 15 
where K, = K,/c. Thus 
i ’ 
“-2(s) b(s) 
0 - fs) un* ,u(s), w’(s) ds 
t5 
+ (t - t5) jm u;;2;;;;i”’ w’(s) ds < Kz v/(f), 
-I 
1 
C2(s) d(s)’ 
w’(s) ds < K, + Kz(f), 
t5 s a*b(S)l 
where K, > 0. Since u(t) = inf,,, (min(s, g(s)}), we have 
-f 
J 
u”-‘(s) b(s) 
Is a*[o(s)l 
w2(s) ds < K, + K2 y(f). (25) 
Using (25) and Schwarz’s inequality, we obtain 
(I:, w(s) ds)’ < (It ‘;;;;;;y) w’(s) ds) ( j;5 u;m*J;s!;s, ds) 
_ t5 
G K + K2 df)) ( jtl u:m*,~~j~s, ds) 7 
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Consequently 
v(f) + (1 + v(f))“’ 
[i 
-t u*[a(s)] Ii2 
-fr d- ‘(s) d(s) ds 1 1 1 (26) 
where K, is suitable positive constant. From (26) we get 
a contradiction to (24). The proof of the theorem is now complete. 
Remark. We note that if g(f) = t, p(t) = 0, n = 2, and u(f) = 1, then q(f) 
need not be of fixed sign (see [2,3]) and thus our Theorems 4-6 are similar 
to [3, Theorems l-31. 
3. DISCUSSION 
The results of the present paper are extendable to equations of the form 
(a(t)x’“-1’). + p(t) Ix’“-‘yx’“-‘) 
+ f(f, X(f), x[ k?,(f)],..., x[ g*(t)] j = 0, (27) 
n even, /I > 0. The functions u, p are as above and gi, i = l,.... m andfsatisfy 
the following conditions: 
gi: [to* a)+R is continuous, 
gi(f)+m as f+co, i= 1,2 ,..., m. 
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We assume that there exists a continuously differentiable function 
cr: [I,, 03) + (0, co) such that 
4f) = f$ (min{s, g,(s),..., g,(s)\>, 
d(l) > 0, and a(t) -+ co as t+a3; 
f: [r,,oo)XRm-‘-R is continuous 
f (t, x, J’, ,..*, 47,) > 0, if x, 41~ > 0 for i = 1, 2 ,..., m, 
< 0, if x, yi < 0 for i = 1, 2 ,..., m, 
is a nondecreasing function with respect 
to x, J’, ,...) y, . 
We assume that there exists a continuously differentiable function 4: R -+ R 
such that 
and 
$‘(Y>>k>O for y f 0, 
and q(t) is a nonnegative continuous functions which is not identically zero 
on any ray [to, co), t, > 0. 
Our results are also extendable to equations of the form 
(~(~)x”-‘).+P(t)IXcn-“J5X(n-‘)+ fJ.(r,x[g,(r)l)=O, 
i=l 
n even, /?> 0. (28) 
The function a, p, gi, i = 1, 2 ,..., m are as above and fi3 i = 1, 2 ,..., m satisfy 
the conditions that A: [t,, co) x R --t R is continuous and 
fiCr? x>/x > qi(f) 2 O7 x # 0, i = 1, 2 ,..., m. 
Theorems as above for Eqs. (27) and (28) can be restated and we omit the 
details. 
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