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a b s t r a c t
This work deals with a singularly perturbed initial value problem for a quasi-linear second-
order delay differential equation. An exponentially fitted difference scheme is constructed,
in an equidistant mesh, which gives first-order uniform convergence in the discrete
maximum norm. Numerical results are also presented.
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1. Introduction
Consider an initial value problem (IVP) for the nonlinear second-order singularly perturbed delay differential equation
in the interval I¯ [0, T ]:
Lu := εu′′(t)+ a(t)u′(t)+ f (t, u(t), u(t − r)) = 0, t ∈ I, (1.1)
u(t) = ϕ(t), t ∈ I0, (1.2)
u′(0) = A/ε, (1.3)
where I = (0, T ] = ∪mp=1 Ip, Ip =
{
t : rp−1 < t ≤ rp
}
, 1 ≤ p ≤ m and rs = sr , for 0 ≤ s ≤ m and I0 = [−r, 0] (for simplicity
we suppose that T/r is integer; i.e., T = mr). 0 < ε  1 is the perturbation parameter, a(t) ≥ α > 0, f (x, u, v), and
ϕ(t) are given sufficiently smooth functions satisfying certain regularity conditions in I¯ , I¯ × R2 and I0, to be specified, A is a
constant and r is a constant delay, which is independent of ε. Moreover∣∣∣∣ ∂ f∂u
∣∣∣∣ ≤ b∗ and ∣∣∣∣ ∂ f∂v
∣∣∣∣ ≤ c∗. (1.4)
Delay differential equations arise widely in scientific fields such as biology, ecology, medicine and physics [1–3]. A
singularly perturbed delay differential equation is an ordinary differential equation in which the highest derivative is
multiplied by a small parameter and involving at least one delay term. Such problems arise frequently in the mathematical
modelling of various practical phenomena, for example, in the modelling of several physical and biological phenomena like
optically bistable devices [4], description of the human pupil light reflex [5], a variety of models for physiological processes
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or diseases, and variational problems in control theory where they provide the best and in many cases the only realistic
simulation of the observed phenomena [6,7].
It is well known that standard discretization methods for solving singular perturbation problems are unstable and fail to
give accurate results when the perturbation parameter ε is small. Therefore, it is important to develop suitable numerical
methods to deal with these problems, whose accuracy does not depend on the parameter value ε, i.e. methods that are
uniformly convergent with respect to the perturbation parameter [8,9]. One of the techniques used to derive such methods
consists of using exponentially fitted difference schemes (see, e.g., [8–11] for the motivation for using this type of mesh).
An overview of the numerical treatment for first- and second-order singularly perturbed delay differential equations may
be obtained from [12–17] (see also references therein).
In thisworkwe present a completely exponentially fitted difference scheme on a uniformmesh for the IVP (1.1) and (1.2).
The difference scheme is constructed by the method of integral identities with the use of exponential basis functions and
interpolating quadrature rules withweight and remainder terms of integral form [10,11]. Thismethod of approximation has
the advantage that the schemes can also be effective in the case where the continuous problem is considered under certain
restrictions. In Section 2, we state some important properties of the exact solution which will be needed in later sections for
the analysis of the appropriate numerical solution. In Section 3, we present the difference scheme and obtain uniform error
estimates for the truncation terms and an appropriate solution on a uniform mesh. Some numerical results are presented
in Section 4. The approach used to construct the discrete problem and the error analysis of the approximate solution are
similar to those of [10–12].
Throughout the work, C will denote a generic positive constant independent of ε and of the mesh parameter. For any
continuous function g(t), we use ‖g‖∞ for the continuous maximum norm on the corresponding interval.
2. The continuous problem
Lemma 2.1. Let a, b ∈ C(I¯), ϕ ∈ C (I0). Then for the solution u(t) of problem (1.1)–(1.3) the following estimates hold:
‖u(t)‖∞,I¯ ≤ C, (2.1)∣∣u′(t)∣∣ ≤ C {1+ 1
ε
exp
(
−αt
ε
)}
, t ∈ I. (2.2)
Proof. We rewrite (1.1) in the form
εu′′(t)+ a(t)u′(t) = F(t), (2.3)
F(t) = g(t)− b(t)u(t)− c(t)u(t − r),
where g(t) = f (t, 0, 0), b(t) = ∂ f
∂u (t, u˜, v˜), c(t) = ∂ f∂v (t, u˜, v˜), u˜ = γ u, v˜ = γ u(t − r) (0 < γ < 1)—intermediate values.
From (2.3) we have the following relations for u′(t) and u(t):
u′(t) = u′(0) exp
(
−1
ε
∫ t
0
a(s)ds
)
+ 1
ε
∫ t
0
F(τ ) exp
(
−1
ε
∫ t
τ
a(s)ds
)
dτ , (2.4)
u(t) = ϕ(0)+ Aε−1
∫ t
0
exp
(
− 1
ε
∫ s
0
a(τ )dτ
)
ds+ 1
ε
∫ t
0
ds
∫ s
0
F(τ ) exp
(
−1
ε
∫ s
τ
a(λ)dλ
)
dτ .
From the last relation it is easy to get
|u(t)| ≤ |ϕ(0)| + α−1(|A| +
∫ T
0
|g(τ )| dτ)+ α−1
∫ t
0
(
b∗|u(τ )| + c∗|u(τ − r)|) dτ .
After applying Gronwall’s inequality with delay we arrive at (2.1). Further, by use of this estimate, (2.2) follows from (2.4)
immediately. 
3. Discretization and convergence
In this section, we construct a numerical scheme for solving the initial value problem (1.1)–(1.3). Let ωN0 =
{
ti = ih,
i = 1, 2, . . . ,N0 − 1; h = T /N0 = r/N
}
and
ωN0 =
m⋃
p=1
ωN,p, ωN,p = {ti : (p− 1)N + 1 ≤ i ≤ pN} , 1 ≤ p ≤ m.
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To simplify the notation we set wi = w(ti) for any function w(t), while yi denotes an approximation of u(t) at ti. For any
mesh function {wi} defined on ωN0 we use
wt¯,i = (wi − wi−1)/h, wt,i = (wi+1 − wi)/h, w0t,i = (wi+1 − wi−1)/2h,
wt¯ t,i = (wt,i − wt¯,i)/h.
The approach to generating difference methods is through the integral identity
h−1
∫ ti+1
ti−1
Lu(t)ψi(t)dt = 0, 1 ≤ i ≤ N0 − 1 (3.1)
with the exponential basis functions
ψi(t) =

ψ1i(t) ≡ e
ai(t−ti−1)/ε − 1
eaih/ε − 1 , ti−1 < t < ti
ψ2i(t) ≡ 1− e
−ai(ti+1−t)/ε
1− e−aih/ε , ti < t < ti+1,
0, t 6∈ (ti−1, ti+1),
h−1
∫ ti+1
ti−1
ψi(t)dt = 1.
We note that functions ψ1i(t) and ψ2i(t) are the solutions of the following problems, respectively:
εψ ′′(t)− a′iψ(t) = 0, ti−1 < t < ti, εψ ′′(t)− a′iψ(t) = 0, ti < t < ti+1,
ψ(ti−1) = 0, ψ(ti) = 1, ψ(ti) = 1, ψ(ti+1) = 0.
Using interpolating quadrature rules with the weight and remainder terms in integral form on subintervals [ti−1, ti+1],
consistently with [10,11], we have the following relation:
εθiut¯ t,i + aiu0t,i + f (ti, ui, ui−N)+ Ri = 0, i = 1, 2, . . . ,N0 − 1, (3.2)
with factor
θi = ρai2 coth(aiρ/2), ρ = h/ε (3.3)
and remainder term
Ri = h−1
∫ ti+1
ti−1
[a(t)− a(ti)]u′(t)ψi(t)dt + h−1
∫ ti+1
ti−1
d
dt
f (τ , u(τ ), u (τ − r))K ∗0,i (t, τ ) dτ
K ∗0,i (t, τ ) = T0 (t − τ)− T0 (ti − τ) , T0(t) = 1, t > 0; T0(t) = 0, t < 0.
To define an approximation for the boundary condition (1.3), we proceed with our discretization process as follows:∫ t1
t0
Lu(t)ψ0(t)dt = 0, with ψ0(t) =
1− e
−a0(t1−t)/ε
1− e−a0h/ε , t0 < t < t1
0, t 6∈ (t0, t1)
satisfying εψ ′′(t)− a0ψ ′(t) = 0, t0 < t < t1, ψ(t0) = 0, ψ(t1) = 1.
Hence, as above, we can write the following difference relation:
εσut,0 − A+ r (0) = 0 (3.4)
with the coefficient and the remainder term
σ = 1+ a0ε−1
∫ t1
t0
ψ0(t)dt = a0ρ1− e−a0ρ , (3.5)
r (0) =
∫ t1
t0
[a(t)− a0] u′(t)ψ0(t)dt +
∫ t1
t0
f (t, u(t), u(t − r))ψ0(t)dt.
Neglecting Ri and r (0) in (3.2) and (3.4), we propose the following difference scheme for approximation (1.1) and (1.2):
εθiyt¯ t,i + aiy0t,i + f (ti, yi, yi−N) = 0, i = 1, 2, . . . ,N0 − 1,
yi = ϕi, −N ≤ i ≤ 0, εσyt,0 − A = 0,
where θi and σ are defined by (3.3), (3.5), respectively.
We now estimate the approximate error zi = yi − ui, which satisfies
εθizt¯ t,i + aiz0t,i + f (ti, yi, yi−N)− f (ti, ui, ui−N) = Ri, i = 1, . . . ,N0 − 1, (3.6)
zi = 0, −N ≤ i ≤ 0, εσ zt,0 = r (0), (3.7)
where the truncation errors Ri, r (0) are defined above.
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Table 1
Errors eN,2ε and convergence rates r
N,2
ε on ωN,2 .
ε N = 16 N = 32 N = 64 N = 128 N = 256
2−1 0.01388073 0.69 0.00861406 0.75 0.00550103 0.81 0.00314426 0.91 0.00167561 0.95
2−8 0.01388073 0.69 0.00861406 0.75 0.00550103 0.81 0.00314426 0.91 0.00167561 0.95
2−12 0.01388073 0.69 0.00861406 0.75 0.00550103 0.81 0.00314426 0.91 0.00167561 0.95
Theorem 3.1. Let a ∈ C1(I¯), ϕ ∈ C1 (I0). The continuously differentiable function f (t, u, v) satisfies the conditions (1.4) and the
derivative ∂
∂t f (t, u, v) is bounded for 0 ≤ t ≤ T and |u|, |v| ≤ C. Then the following estimate holds:
|yi − ui| ≤ Ch, 0 ≤ i ≤ N0.
Proof. First we confirm that for the solution of (3.6) and (3.7) the following estimate holds:
∣∣zp∣∣ ≤ γ ((θ∗/σ)|r (0)| + h p−1∑
i=1
|Ri|
)
, 1 ≤ p ≤ N0. (3.8)
where θ∗ = ρα2 coth(αρ/2), γ = 4α−1 exp(4α−1(b∗ + c∗)). Let zt,i = vi. Then the relation (3.6) can be rewritten as
εθivt¯,i + ai2 (vi + vi−1) = Fi,with Fi = Ri− f (ti, yi, yi−N)+ f (ti, ui, ui−N).
Solving the first-order difference equation with respect to vi, we get
vi = v0Qi + h
i∑
k=1
F`
εθk + hak/2Qi−k, (3.9)
where
Qi−k =

1, k = i,
i∏
j=k+1
(
1− ajρ/(2θj)
1+ ajρ/(2θj)
)
, 0 ≤ k ≤ i− 1.
Then, since
zp = h
p−1∑
i=0
vi = h
p∑
i=1
vi−1
and taking into consideration (1.4), from (3.9) after some manipulations we have the following inequality:∣∣zp∣∣ ≤ 4α−1 (εθ∗ ∣∣zt,0∣∣+ h p−1∑
i=1
(|Ri| + b∗|zi| + c∗|zi−N |)
)
, 1 ≤ p ≤ N − 1.
After replacing i − N = j, taking also into account (3.7), and using the difference analogue of Gronwall’s inequality with
delay this leads to (3.8).
Next, under our conditions and by virtue of Lemma 2.1 we conclude that
h
p−1∑
i=1
|Ri| ≤ Ch, 1 ≤ p ≤ N0 and (θ∗/σ)|r (0)| ≤ Ch. (3.10)
The bounds (3.10) together with (3.8) complete the proof. 
4. Numerical results
Consider the test problem with
a = 1, f = tanh(u(t))− e−u(t−1) + t2, T = 2, ϕ = 0.5+ t2/4, A = −1.
We use the double-mesh principle to estimate the errors and compute the experimental rates of convergence in our
computed solution, i.e. we compare the computed solution with the solution on a mesh that is twice as fine [8]. The error
estimate eN,pε and the computed convergence rate r
N,p
ε obtained in this way are denoted by
eN,pε = max
ωN,p
∣∣yε,N − yε,2N ∣∣ , p = 1, 2; rN,pε = ln (eN,pε /e2N,pε ) / ln 2.
The resulting errors eN,pε and the corresponding numbers r
N,p
ε for particular values of ε, N for the second subinterval are
listed in the Table 1. It can be observed that they are essentially in agreement with the theoretical analysis described above.
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